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Abstract

We propose a stochastic approximation method for approximating the efficient frontier of chance-constrained nonlinear programs. Our approach is based on a bi-objective viewpoint of chance-constrained programs that seeks solutions on the efficient frontier of optimal objective value versus risk of constraints violation. In order to be able to apply a projected stochastic subgradient algorithm to solve our reformulation with the probabilistic objective, we adapt existing smoothing-based approaches for chance-constrained problems to derive a convergent sequence of smooth approximations of our reformulated problem. In contrast with exterior sampling-based approaches (such as sample average approximation) that approximate the original chance-constrained program with one having finite support, our proposal converges to local solutions of a smooth approximation of the original problem, thereby avoiding poor local solutions that may be an artefact of a fixed sample. Computational results on three test problems from the literature indicate that our proposal is consistently able to determine better approximations of the efficient frontier than existing approaches in reasonable computation times. We also present a bisection approach for solving chance-constrained programs with a prespecified risk level.
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1 Introduction

We consider the solution of the following class of chance-constrained nonlinear programs (NLPs):

\[
\nu^* := \min_{x \in X} f(x) \quad \text{(CCP)}
\]

\[
\text{s.t. } \mathbb{P}\{g(x, \xi) \leq 0\} \geq 1 - \alpha,
\]

where \(X \subset \mathbb{R}^n\) is a nonempty closed convex set, \(\xi\) is a random vector with probability distribution \(\mathcal{P}\) supported on \(\Xi \subset \mathbb{R}^d\), \(f : \mathbb{R}^n \to \mathbb{R}\) is a continuous quasiconvex function, \(g : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^m\) is continuously differentiable, the constant \(\alpha \in (0, 1)\) is a user-defined acceptable level of constraints violation, and for each \(x \in \mathbb{R}^n\), we write \(\mathbb{P}\{g(x, \xi) \leq 0\}\) to denote the probability with which the random constraint \(g(x, \xi) \leq 0\) is satisfied. Our contribution is to develop theory and a practical implementation of a stochastic approximation algorithm for approximating the efficient frontier of optimal objective value \(\nu^*\) versus risk level \(\alpha\) for (CCP). Most of our results only require mild assumptions on the data defining the above problem such as the ability to draw i.i.d. samples of \(\xi\) from \(\mathcal{P}\) (see Section 3). In particular, we will not impose restrictive assumptions such as Gaussianity of the distribution \(\mathcal{P}\) or make structural assumptions on the random constraint functions \(g\). Our result regarding ‘convergence to stationary solutions’ of (CCP) additionally requires \(\xi\) to be a continuous random variable satisfying some distributional assumptions. We note that Problem (CCP) can model joint nonconvex chance constraints, nonconvex deterministic constraints (by incorporating them in \(g\)), and even some recourse structure (by defining \(g\) through the solution of auxiliary optimization problems, see Appendix C).
Chance-constrained programming was introduced as a modeling framework for optimization under uncertainty by Charnes et al. [14], and was soon after generalized to the joint chance-constrained case by Miller and Wagner [40] and to the nonlinear case by Prékopa [44]. Apart from a few known tractable cases, e.g., Prékopa [45] and Lagoa et al. [35], solving chance-constrained NLPs is in general hard since the feasible region is not guaranteed to be convex (a notable case is when the underlying deterministic problem is itself nonconvex) and even merely evaluating the probabilistic constraint involves multidimensional integration. Motivated by a diverse array of applications [10, 29, 37, 63], most existing numerical approaches for chance-constrained NLPs attempt to determine good-quality feasible solutions in reasonable computation times (see Section 2 for details).

The last decade has also seen a surge of interest in another subarea of stochastic optimization that encompasses optimization problems with nonconvex expected value objectives and simple convex constraints, primarily inspired by applications in machine learning. This has resulted in a flurry of advances, especially in the development and analysis of first-order algorithms, e.g., [8, 19, 22, 23, 26, 27, 42], that guarantee finding first-order stationary points of a broad class of such problems in a well-defined sense. Inspired by the success of these first-order methods, we explore the option of using them to approximate the efficient frontier of (CCP) in this work. We begin with the following hypothesis:

In many cases, decision makers are interested in generating the efficient frontier of optimal objective function value ($ν^*$) versus risk level ($α$) rather than simply solving (CCP) for a single prespecified risk level so that they can make a more informed decision [38, 47].

In this work, we investigate the potential of a stochastic subgradient algorithm [19, 27] for approximating the efficient frontier of (CCP). While our proposal is more naturally applicable for approximating the efficient frontier, we also present a bisection strategy for solving (CCP) for a fixed risk level $α$.

We begin by observing that the efficient frontier can be ‘recovered’ by solving the following stochastic optimization problem [47]:

\[
\begin{align*}
\min_{x \in X} \ & \mathbb{P}\{g(x, \xi) \leq 0\} \\
\text{s.t.} \ & f(x) \leq \nu,
\end{align*}
\]

where the above formulation determines the minimum probability of constraints violation given an upper bound $ν$ on the objective function value. Problem (1) is conceivably easier to handle than (CCP) because the random variables only participate in the objective. Additionally, the above reformulation crucially enables the use of stochastic subgradient algorithms for its approximate solution as will be demonstrated shortly. Assuming that (CCP) is feasible for risk levels of interest, it is not hard to see that solving (1) to global optimality using different appropriate values of the bound $ν$ will yield the same efficient frontier as solving (CCP) using different (corresponding) values of $α$ [47].

Let $\mathbb{I} : \mathbb{R} \to \{0, 1\}$, defined by $\mathbb{I}[z] = 1$ if $z > 0$ and $\mathbb{I}[z] = 0$ if $z \leq 0$, denote the characteristic function of the set $(0, +\infty)$ (also called the lower semicontinuous Heaviside/step function), and $\max\{\mathbb{I}[g(x, \xi)]\} = \max_{j \in \{1, \ldots, m\}} \mathbb{I}[g_j(x, \xi)]$. Note that the following problem is equivalent to (1):

\[
\min_{x \in X_ν} \mathbb{E}\left[\max\{\mathbb{I}[g(x, \xi)]\}\right],
\]

where $X_ν$ denotes the closed convex set $\{x \in X : f(x) \leq \nu\}$. The above formulation is almost in the form that stochastic gradient-type algorithms can handle [20], but poses at least a couple of challenges that (potentially) preclude the use of such algorithms for its solution: the step function $\mathbb{I}[\cdot]$ is discontinuous and the max function is nondifferentiable. We propose to solve a partially-smoothened approximation of the above formulation using the projected stochastic subgradient algorithm of Davis and Drusvyatskiy [19]. To enable this, we replace the step functions in the above formulation using smooth\(^1\) approximations $φ_j : \mathbb{R} \to \mathbb{R}$, $j = 1, \cdots, m$, to obtain the following approximation to (1):

\[
\min_{x \in X_ν} \mathbb{E}\left[\max\{φ_j(g(x, \xi))\}\right], \\
\text{(APP)}
\]

\(^1\)We will refer to the approximations to the step function as ‘smooth’ throughout this work, although continuously differentiable approximations with Lipschitz continuous gradients will suffice for the purposes of our analysis. Note that in a departure from previous works [25, 53], we do not restrict our approximations of the step function to be conservative.
where \( \max [\phi (g(x, \xi))] \) is shorthand for the composite function \( \max [\phi_1 (g_1 (x, \xi)), \cdots, \phi_m (g_m (x, \xi))] \).

Since the objective function of (APP) is weakly convex under mild assumptions [22], using the projected stochastic subgradient algorithm of Davis and Drusvyatskiy [19] will guarantee convergence to a neighborhood of an approximately stationary solution \( \bar{x}_\nu \) of (APP) for each well-chosen value of \( \nu \).

The probability of constraints violation \( \mathbb{P} \{ g(\bar{x}_\nu, \xi) \not\in 0 \} \) can then be estimated at \( \bar{x}_\nu \) to determine a point that is approximately on the efficient frontier. Because we rely on an algorithm that does not guarantee finding globally optimal solutions to (APP), our proposal may not yield the efficient frontier of (CCP), but may only result in a conservative (‘achievable’) approximation of it. Section 4 presents some options for the smooth approximations \( \phi_j \).

A major motivation for our developments is the fact that sample average approximations [39] of (CCP) may introduce spurious local optima as a byproduct of sampling, see Curtis et al. [18, Fig. 1]. This may unnecessarily complicate the process of obtaining a good approximate solution to (CCP), especially in cases when \( \xi \) is a ‘well-behaved’ continuous random variable that makes the probability function \( p(x) := \mathbb{P} \{ g(x, \xi) \not\in 0 \} \) ‘well behaved’ (even though it might be nonconvex). While smoothing approaches [25] help mitigate this issue, their practical deployment still requires integration within a sample average approximation (SAA) framework. By employing a stochastic subgradient algorithm, we do not restrict ourselves to a single fixed batch of samples of the random variables, and can therefore hope to converge to truly locally optimal solutions of (APP). Another motivating factor is that theoretical bounds [1, 39] on the number of samples required by SAA-based approaches to ensure feasibility for (CCP) are typically very conservative [31, 39, 43], and their use results in suboptimal solutions and increased solution times (this issue is alleviated through the use of ‘tuned SAA’ and carefully designed solution approaches, see Section 6).

Our proposal, on the other hand, leverages well-known advantages of stochastic subgradient-type approaches, including a low per-iteration cost, low memory requirement, good scaling with number of random variables and the number of joint chance constraints, and reasonable scaling with the number of decision variables.

An alternative to approximating the solution of (1) using (APP) is to solve Problem (1) directly using zeroth-order stochastic optimization approaches, see Ghadimi et al. [27, Section 5] and Jin et al. [34], for instance. A potential disadvantage of such approaches is that they may require taking a relatively large sample (mini-batch) of \( \xi \) at each iteration to make reasonable progress, since they ignore the structure of the objective function of (1) altogether. As an aside, we note that our proposal can also be used for obtaining near-stationary solutions of classes of reliability maximization problems [33, 46, 50] since such problems can be cast directly in the form (1).

**Notation.** We use \( e \) to denote a vector of ones of suitable dimension, \( 1 \cdot | \cdot | \) to denote the l.s.c. step function, \( X_{\nu} := \{ x \in X : f(x) \leq \nu \} \), \( p(x) := \mathbb{P} \{ g(x, \xi) \not\in 0 \} \), \( B_\delta(x) := \{ z \in \mathbb{R}^n : \| z - x \| < \delta \} \), where \( \| \cdot \| \) denotes the Euclidean norm, and ‘a.e.’ for the quantifier ‘almost everywhere’ with respect to the probability measure \( \mathbb{P} \). Given functions \( h : \mathbb{R}^n \times \mathbb{R}^d \rightarrow \mathbb{R}^m \) and \( \phi_j : \mathbb{R} \rightarrow \mathbb{R}, j = 1, \cdots, m \), we write \( \max \{ h(x, \xi) \} \) to denote \( \max_{j \in \{1, \cdots, m\}} h_j (x, \xi) \) and \( \phi [h(x, \xi)] \) to denote the element-wise composition \((\phi_1 (h_1 (x, \xi)), \cdots, \phi_m (h_m (x, \xi)))\). Given a set \( Z \subset \mathbb{R}^n \), we let \( \co \{ Z \} \) denote its convex hull, \( I_Z (\cdot) \) denote its characteristic function, i.e., \( I_Z (z) = +\infty \) if \( z \not\in Z \), and zero otherwise, \( N_Z (z) \) to denote the normal cone of \( Z \) at a vector \( z \in \mathbb{R}^n \) and \( \proj (z, Z) \) to denote its projection onto \( Z \) (we abuse notation to write \( y = \proj (z, Z) \) when \( Z \) is a nonempty closed convex set), and \( |Z| \) to denote its cardinality when it is a finite set. Given a twice differentiable function \( f : \mathbb{R} \rightarrow \mathbb{R} \), we write \( df (x) \) and \( d^2 f (x) \) to denote its first and second derivatives at \( x \in \mathbb{R} \). Given a locally Lipschitz continuous function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), we write \( \delta f (x) \) to denote its Clarke generalized gradient at a point \( x \in \mathbb{R}^n \) [16] and \( \partial_B f (x) \) to denote its \( B \)-subdifferential (note: \( \partial f (x) = \co \{ \partial_B f (x) \} \)).

This article is organized as follows. Section 2 reviews related approaches for solving chance-constrained NLPs. Section 3 establishes consistency of the smoothing approach in the limit of its parameter values, and Section 4 lists some choices for smooth approximation of the step function. Section 5 outlines our proposal for approximating the efficient frontier of (CCP) and lists some practical considerations for its implementation. Section 6 summarizes implementation details and presents computational experiments on three test problems that illustrate the strength of our approach. We close with a summary of our contributions and some avenues for future work in Section 7. The appendices present auxiliary algorithms, proofs, and computational results, and provide technical and implementation-related details for problems with recourse structure.
2 Review of related work

Several algorithms have been proposed in the literature for ‘approximately solving’ chance-constrained programs. In this section, we restrict our attention to algorithms that attempt to generate good-quality feasible solutions to chance-constrained nonlinear programs.

The conceptually simplest (but remarkably versatile) approach, termed scenario approximation, takes a fixed sample \(\{\xi^n\}_{n=1}^N\) of the random variables from the distribution \(P\) and enforces the sampled constraints \(g(x, \xi^n) \leq 0, \forall i \in \{1, \cdots, N\}\), in lieu of the chance constraint \(\mathbb{P}\{g(x, \xi) \leq 0\} \geq 1 - \alpha\). The advantage of this approach is that the scenario problem is a standard NLP that can be solved using off-the-shelf solvers. Calafiore, Campi, and Garatti [9, 11] present upper bounds on the sample size \(N\) required to ensure that the solution of the scenario problem is feasible for (CCP) with a high user-specified probability when the functions \(g\) are partly convex with respect to \(x\) for each fixed \(\xi \in \Xi\). When the functions \(g\) do not possess the above convexity property but instead satisfy alternative Lipschitz continuity assumptions, Luedtke and Ahmed [39, Section 2.2.3] determine an upper bound on \(N\) that provides similar theoretical guarantees for a slightly perturbed version of the scenario problem.

While scenario approximation has been a popular approach for obtaining feasible solutions to (CCP), its major downside is that it does not provide guarantees on solution quality without a significant increase in computational effort [39, 47].

There has been a recent surge of interest in iterative smoothing-based NLP approaches in which the hard chance constraint \(p(x) \leq \alpha\) is replaced by a convergent sequence of ‘easier, smooth constraints’ for approximately solving (CCP). To illustrate these approaches, consider first the case when we only have an individual chance constraint (i.e., \(n = 1\)), and suppose \(p(x) = \mathbb{E}[\mathbb{I}\{g(x, \xi)\}] \leq \alpha\) is approximated by \(\mathbb{E}[\phi_k (g(x, \xi))]\), where \(\{\phi_k\}\) is a monotonically ‘convergent’ sequence of smooth approximations of the step function. If each element of \(\{\phi_k\}\) is chosen to overestimate the step function, then solving the sequence of smooth approximations will furnish feasible solutions to (CCP) of improving quality. Since there are no known general approaches for solving optimization problems with nonconvex expectation constraints (the algorithm of Lan and Zhou [36] can be used to solve problems with convex expectation constraints), the smooth approximation is solved in practice using a scenario-based approach. Joint chance constraints can be accommodated either by replacing the max function in \(E[\max[\phi_k (g(x, \xi))]]\) with its own convergent sequence of smooth approximations [52], or by conservatively approximating (CCP) using a Bonferroni-type approximation [41]. We describe some iterative smoothing-based approaches for (CCP) below. As an aside, we mention that feasible solutions for (CCP) could also be obtained using conservative convex optimization-based approaches [15, 41, 48] when the constraint functions \(g\) are partly convex with respect to \(x\) and satisfy additional structural assumptions; however, their application may result in overly conservative solutions, e.g., see Hong et al. [32] and Cao and Zavala [12].

Hong et al. [32] propose a sequence of conservative nonsmooth difference-of-convex (DC) approximations of the step function and use it to solve joint chance-constrained convex programs. They establish convergence of any stationary/optimal solution of the DC approximation scheme to the set of stationary/optimal solutions of (CCP) in the limit under certain assumptions. Shan et al. [52, 53] build on the above work by developing a family of conservative smooth DC approximations of the step function, employ conservative log-sum-exp approximations of the max function to construct smooth approximations of (CCP), and provide similar theoretical guarantees as the above work under slightly weaker assumptions. Geletu et al. [25] propose a framework for conservative analytic approximations of the step function, provide similar theoretical guarantees as the above two works, and illustrate the applicability of their framework for individual chance-constrained NLPs using a class of sigmoid-like smoothing functions. They also propose smooth outer-approximations of (CCP) for generating lower bounds. Adam et al. [1, 3] develop a continuous relaxation of SAAAs of (CCP), and propose to use smooth approximations of the step function that are borrowed from the literature on mathematical programs with complementarity constraints along with Benders’ decomposition [6] to determine stationary points. Finally, Cao and Zavala [12] propose a nonsmooth sigmoidal approximation of the step function, and use it to solve a smoothed SAA of individual chance-constrained NLPs. They propose to initialize their algorithm using the solution of a scenario approximation of a conservative convex optimization problem [48].

An alternative to smoothing the chance constraint is to solve a SAA problem directly using mixed-integer nonlinear programming techniques, which may be computationally cumbersome, especially when the constraint functions \(g\) are not partly convex with respect to \(x\). Several tailored approaches [38, 57] have been proposed for solving SAAs of chance-constrained convex programs in a bid to reduce
computational burden. Curtis et al. [18] attempt to directly solve a SAA of (CCP) using nonlinear programming techniques. They develop an exact penalty function for the SAA, and propose a trust region algorithm that solves quadratic programs with linear cardinality constraints to converge to stationary points of (CCP).

Another important body of work by Henrion et al. [55, 56] establishes (sub)gradient formulae for the probability function $p$ when the function $g$ possesses special structure and $P$ is a Gaussian or Gaussian-like distribution. These approaches employ internal sampling to numerically evaluate (sub)gradients, and can be used within a nonlinear programming framework for computing stationary point solutions to (CCP). When Problem (CCP) possesses certain special structures, nonlinear programming approaches based on ‘$p$-efficient points’ [21, 58] can also be employed for its solution.

The recent independent work of Adam and Branda [2] also considers a stochastic approximation method for chance-constrained NLPs. They consider the case when the random vector $\xi$ has a discrete distribution with finite (but potentially large) support, rewrite the chance constraint in (CCP) using a quantile-based constraint, develop a penalty-based approach to transfer this constraint to the objective, and employ a mini-batch projected stochastic subgradient method to determine an approximately stationary solution to (CCP) for a given risk level. Because their manuscript does not contain any theory justifying the applicability and convergence of their proposal, it currently only offers a heuristic approach.

The major distinguishing feature of our proposal from the above works is that it does not solve a SAA of (CCP) that relies on a fixed sample of the random variables, but instead attempts to solve (1) using a stochastic approximation algorithm that uses implicit sampling. Consequently, our proposed algorithm typically has a low per-iteration computational cost that is well-suited for large-scale instances, and can hope to converge to local optimal solutions of (1). This is demonstrated by the numerical experiments in Section 6 which indicate that our approach can find good-quality approximations of the efficient frontier in reasonable solution times. Our proposal is unfortunately not entirely immune to drawbacks; some of them are listed at the end of Section 5 after introducing our proposed algorithm formally.

3 Consistency of the smoothing approach

In this section, we establish sufficient conditions under which solving a sequence of smooth approximations (APP) of the stochastic program (1) yields a point on the efficient frontier of (CCP). While the techniques used in this section are not new (cf. Hong et al. [32], Shan et al. [52, 53], and Geletu et al. [25]), our analysis is necessitated by the following reasons: i. our approximations (APP) involve a convergent sequence of approximations of the objective function of (1) rather than a convergent sequence of approximations of the feasible region of (CCP), ii. we handle joint chance-constrained NLPs directly without ‘reducing’ them to the case of individual chance-constrained programs, and iii. our computational results rely on a slight generalization of existing frameworks for smooth approximation of the step function. We will make the following assumptions on Problem (1) for every $\nu \in \mathbb{R}$ of interest, as needed, to ensure convergence of optimal objective values and solutions of our approximation scheme.

Assumption 1. The convex set $X_\nu := \{x \in X : f(x) \leq \nu\}$ is nonempty and compact.

Assumption 2. For each $x \in X_\nu$, we have $\mathbb{P}\{\max g(x, \xi) = 0\} = 0$.

Assumption 3. The following conditions on the functions $g_j$ hold for each $\xi \in \Xi$ and $j \in \{1, \cdots, m\}$:

1. The function $g_j(\cdot, \xi)$ is Lipschitz continuous on $X_\nu$ with a nonnegative measurable Lipschitz constant $L_{g,j}(\xi)$ satisfying $\mathbb{E}[L_{g,j}(\xi)] < +\infty$.
2. The gradient function $\nabla g_j(\cdot, \xi)$ is Lipschitz continuous on $X_\nu$ with a measurable Lipschitz constant $L'_{g,j}(\xi) \in \mathbb{R}_+$ satisfying $\mathbb{E}[L'_{g,j}(\xi)] < +\infty$.
3. There exist positive constants $\sigma_{g,j}$ satisfying $\mathbb{E}[\|\nabla_x g_j(\bar{x}, \xi)\|^2] \leq \sigma_{g,j}^2, \forall \bar{x} \in X_\nu$.

Assumption 1 is used to ensure that Problem (1) is well defined (see Lemma 1). Assumption 2 guarantees that the family of approximations of the function $p$ considered converge pointwise to it on $X_\nu$ in the limit of their parameter values (see Proposition 1). This assumption, when enforced, pretty much restricts $\xi$ to be a continuous random variable (see Lemma 1 for a consequence of this assumption).
Assumption 3 serves two purposes: it ensures that the approximations of $p$ possess important regularity properties (see Lemma 2), and it enables the use of the projected stochastic subgradient algorithm for solving the sequence of approximations (APP). Note that Assumption 2 is implied by Assumption (6b), which will be introduced later, and that Assumption (3a) implies $E[\xi_j(x)] < +\infty$.

**Lemma 1.** The probability function $p : \mathbb{R}^n \to [0, 1]$ is lower semicontinuous. Furthermore, under Assumption 2, $p$ is continuous on $X_\nu$.

**Proof.** Follows from Theorem 10.1.1 of Prékopa [45]. \hfill \Box

A natural approach to approximating the solution of Problem (1) (and one that we will justify in Section 5) is to construct a sequence of approximations (APP) based on an associated sequence of smooth approximations that converge to the step function (cf. Section 2). In what follows, we use $\{\phi_k\}$ to denote a sequence of smooth approximations of the step function, where $\phi_k$ corresponds to a vector of approximating functions ($\phi_{k,1}, \cdots, \phi_{k,m}$) for the $m$ constraints defined by the function $g$. For ease of exposition, we make the following (mild) blanket assumptions on each element of the sequence of smoothing functions $\{\phi_k\}$ throughout this work. Section 4 lists some examples that satisfy these assumptions.

**Assumption 4.** The following conditions hold for each $k \in \mathbb{N}$ and $j \in \{1, \cdots, m\}$:

1. The functions $\phi_{k,j} : \mathbb{R} \to \mathbb{R}$ are continuously differentiable.
2. Each function $\phi_{k,j}$ is nondecreasing, i.e., $y \geq z \implies \phi_{k,j}(y) \geq \phi_{k,j}(z)$.
3. The functions $\phi_{k,j}$ are equibounded, i.e., there exists a universal constant $M_\phi > 0$ (independent of indices $j$ and $k$) such that $|\phi_{k,j}(y)| \leq M_\phi, \forall y \in \mathbb{R}$.
4. Each approximation $\phi_{k,j}(y)$ converges pointwise to the step function $\mathbb{I}[y]$ except possibly at $y = 0$, i.e., $\lim_{k \to \infty} \phi_{k,j}(y) = \mathbb{I}[y], \forall y \in \mathbb{R \setminus \{0\}}$.

We say that ‘the strong form of Assumption 4’ holds if Assumption (4d) is replaced with the stronger condition of pointwise convergence everywhere, i.e., $\lim_{k \to \infty} \phi_{k,j}(y) = \mathbb{I}[y], \forall y \in \mathbb{R}$. Note that a sequence of conservative smooth approximations of the step function (which overestimate the step function everywhere) cannot satisfy the strong form of Assumption 4, whereas sequences of underestimating smooth approximations of the step function may satisfy it (see Section 4). In the rest of this paper, we will use $\hat{p}_k(x)$ to denote the approximation $E[\max\{\phi_k(g(x, \xi))\}]$. Note that $\hat{p}_k : \mathbb{R}^n \to \mathbb{R}$ is continuous under Assumption 4, see Shapiro et al. [54, Theorem 7.43]. The following result establishes sufficient conditions under which $\hat{p}_k(x) \to p(x)$ pointwise on $X_\nu$, which is a minimum requirement for the consistency of the smoothing approach in general.

**Proposition 1.** Suppose Assumptions 2 and 4 (or only the strong form of Assumption 4) hold. Then $\lim_{k \to \infty} \hat{p}_k(x) = p(x), \forall x \in X_\nu$.

**Proof.** See Appendix B.1. \hfill \Box

The above result establishes the equivalence of (APP) and (1) when the smoothing parameters approach their limiting values, and indicates that approximating Problem (1) using a good approximation of the step function in Problem (APP) might not be a terrible idea. The next two results show that a global solution of (1) can be obtained by solving a sequence of approximations (APP) to global optimality. To achieve this, we rely on the related concept of epi-convergence of sequences of extended real-valued functions (see Rockafellar and Wets [49, Chapter 7] for an introduction).

**Proposition 2.** Suppose Assumptions 2 and 4 hold. Then, the sequence of functions $\{\hat{p}_k(\cdot) + I_{X_\nu}(\cdot)\}_k$ epi-converges to $p(\cdot) + I_{X_\nu}(\cdot)$ for each $\nu \in \mathbb{R}$.

**Proof.** See Appendix B.2. \hfill \Box

A consequence of the above proposition is the following key result (cf. Hong et al. [32, Theorem 2], Shan et al. [53, Theorem 4.1], Geletu et al. [25, Corollary 3.7], and Cao and Zavala [12, Theorem 5]), which establishes convergence of the optimal solutions and objective values of the sequence of approximating problems (APP) to those of the true problem (1).
Theorem 1. Suppose Assumptions 1, 2, and 4 hold. Then
\[\lim_{k \to \infty} \min_{x \in X} \hat{p}_k(x) = \min_{x \in X} p(x) \quad \text{and} \quad \limsup_{k \to \infty} \arg \min_{x \in X} \hat{p}_k(x) \subset \arg \min_{x \in X} p(x).\]

Proof. Follows from Proposition 2 and Theorem 7.33 of Rockafellar and Wets [49]. \hfill \Box

The above result, while important, has at least a couple of practical limitations. Firstly, it is not applicable to situations where \( \xi \) is a discrete random variable since it relies crucially on Assumption 2. Secondly, it only establishes that any accumulation point of a sequence of global minimizers of (APP) is a global minimizer of (1). Since (APP) involves minimizing a nonsmooth nonconvex expected-value function, this is not a practically useful guarantee. The next result circumvents the first limitation when the smoothing function is chosen judiciously (cf. the outer-approximations of Geletu et al. [25] and Section 4). Proposition 4 shows that strict local minimizers of (1) can be approximated using sequences of local minimizers of (APP). While this doesn’t fully address the second limitation, it provides some hope that strict local minimizers of (1) may be approximated by solving a sequence of approximations (APP) to local optimality. Theorem 2 establishes that accumulation points of sequences of stationary solutions to the approximations (APP) yield stationary solutions to (1) under additional assumptions.

Proposition 3. Suppose the approximations \( \{\phi_k\} \) satisfy the strong form of Assumption 4. Then the sequence of functions \( \{\hat{p}_k(\cdot) + I_{X_k}(\cdot)\}_k \) epi-converges to \( p(\cdot) + I_{X}(\cdot) \). Moreover, the conclusions of Theorem 1 hold if we further make Assumption 1.

Proof. Follows by noting that Assumption 2 is no longer required for the proof of Proposition 2 when the strong form of Assumption 4 is made. \hfill \Box

In fact, the proof of Proposition 3 becomes straightforward if we impose the additional (mild) condition (assumed by Geletu et al. [25]) that the sequence of smooth approximations \( \{\phi_k\} \) is monotone nondecreasing, i.e., \( \phi_{k+1,j}(y) \geq \phi_{k,j}(y), \forall y \in \mathbb{R}, k \in \mathbb{N}, \) and \( j \in \{1, \ldots, m\} \). Under this additional assumption, the conclusions of Proposition 3 follow from Proposition 7.4(d) and Theorem 7.33 of Rockafellar and Wets [49]. The next result, in the spirit of Proposition 3.9 of Geletu et al. [25], shows that strict local minimizers of (1) can be approximated using local minimizers of (APP).

Proposition 4. Suppose the approximations of Theorem 1 (or the assumptions of Proposition 3) hold. If \( x^* \) is a strict local minimizer of (1), then there exists a sequence of local minimizers \( \{\hat{x}_k\} \) of \( \min_{x \in X} \hat{p}_k(x) \) with \( \hat{x}_k \to x^* \).

Proof. See Appendix B.3. \hfill \Box

Note that we make do with the above result because we are unable to establish the more desirable statement that a convergent sequence of local minimizers of approximations (APP) converges to a local minimizer of (1) without additional assumptions (cf. Theorem 2). The next few results work towards establishing conditions under which a convergent sequence of stationary solutions of the sequence of approximating problems (APP) converges to a stationary point of (1). We will make the following additional assumptions on each element of the sequence of smoothing functions \( \{\phi_k\} \) for this purpose.

Assumption 5. The following conditions hold for each \( k \in \mathbb{N} \) and \( j \in \{1, \ldots, m\} \):

\[(5a) \text{ The derivative mapping } d\phi_{k,j}(\cdot) \text{ is bounded by } M_{\phi,k,j} \text{ on } \mathbb{R}, \text{ i.e., } |d\phi_{k,j}(y)| \leq M_{\phi,k,j}, \forall y \in \mathbb{R}. \]

\[(5b) \text{ The derivative mapping } d\phi_{k,j}(\cdot) \text{ is Lipschitz continuous on } \mathbb{R} \text{ with Lipschitz constant } L_{\phi,k,j} \in \mathbb{R}_+. \]

The above assumptions are mild since we let the constants \( M_{\phi,k,j} \) and \( L_{\phi,k,j} \) depend on the sequence index \( k \). Note that in light of Assumption (4a), Assumption (5a) is equivalent to the assumption that \( \phi_{k,j}(\cdot) \) is Lipschitz continuous on \( \mathbb{R} \) with Lipschitz constant \( M_{\phi,k,j} \). We make the following assumptions on the cumulative distribution function of a ‘scaled version’ of the constraint functions \( g \) and on the sequence \( \{\phi_{k,j}\} \) of smoothing functions to establish Proposition 5 and Theorem 2.

Assumption 6. The following conditions on the constraint functions \( g \), the distribution of \( \xi \), and the sequences \( \{\phi_{k,j}\} \) of smoothing functions hold for each \( k \in \mathbb{N} \):

\[\ldots\]
(6a) There exist positive constants $\beta_1, \ldots, \beta_m$ such that the approximations $\hat{p}_k(x) := \mathbb{E} \left[ \max \left[ \phi_k (g(x, \xi)) \right] \right]$ can be rewritten as $\hat{p}_k(x) = \mathbb{E} \left[ \phi_k \left( \max \left[ g(x, \xi) \right] \right) \right]$, where $\hat{g} : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^m$ is defined by $\hat{g}_j(x, \xi) := \beta_j g_j(x, \xi)$, $\forall (x, \xi) \in \mathbb{R}^n \times \mathbb{R}^d$ and $j \in \{1, \ldots, m\}$, and $\phi_k$ is a scalar smoothing function satisfying Assumptions 4 and 5.

(6b) Let $F : \mathbb{R}^n \times R \to [0, 1]$ be the cumulative distribution function of $\max \left[ \hat{g}(x, \xi) \right]$, i.e., $F(x, \eta) := \mathbb{P} \{ \max \left[ \hat{g}(x, \xi) \right] \leq \eta \}$. There exists a constant $\theta > 0$ such that distribution function $F$ is continuously differentiable on $\bar{X} \times (-\theta, \theta)$, where $\bar{X} = \bar{X}_\nu$ is an open subset of $\mathbb{R}^n$. Furthermore, for each $\eta \in \mathbb{R}$, $F(\cdot, \eta)$ is Lipschitz continuous on $X_\nu$ with a measurable Lipschitz constant $L_F(\eta) \in \mathbb{R}_+$ that is also Lebesgue integrable, i.e., $\int L_F(\eta)d\eta < +\infty$.

(6c) There exists a sequence of positive constants $\varepsilon_k \downarrow 0$ such that

$$\lim_{k \to \infty} \int_{[\eta] \geq \varepsilon_k} L_F(\eta)d\phi_k(\eta)d\eta = 0 \quad \text{and} \quad \lim_{k \to \infty} \phi_k(\varepsilon_k) - \phi_k(-\varepsilon_k) = 1.$$

Some comments on the above assumption are in order. Assumption (6a) is a mild assumption on the choice of smoothing functions $\phi_k$ that essentially assumes that the approximations $\hat{p}_k$ can be formulated in one of two equivalent ways: either using a tailored smoothing function $\phi_{k,j}$ for each constraint function $g_j$, or by using the same smoothing function $\phi_k$ on a fixed rescaling $\hat{g}_j$ of the constraint functions $g_j$. Note that all three examples of the sequence of smoothing functions $\{\phi_{k,j}\}$ in Section 4 satisfy this assumption in a typical implementation. The Lipschitz continuity assumption in Assumption (6b) is mild (and is similar to Assumption 4 of Shan et al. [53]). Assumption (6b), which also assumes local continuous differentiability of the distribution function $F$, is quite strong (this assumption is similar to Assumption 4 of Hong et al. [32]). A consequence of this assumption is that the function $p(x) \equiv 1 - F(x, 0)$ is continuously differentiable on $\bar{X}$. Finally, note that Assumption (6c) is mild, see Section 4 for examples that satisfy it. When made along with Assumption 4, the first part of this assumption ensures that the derivative mapping $d\phi_k(\cdot)$ approaches the ‘Dirac delta function’ sufficiently rapidly.

The following result ensures that the Clarke gradient of the approximation $\hat{p}_k$ is well defined.

**Lemma 2.** Suppose Assumptions 3, 4, and 5 hold. Then for each $k \in \mathbb{N}$:

1. $\phi_{k,j}(g_j(\cdot, \xi))$ is Lipschitz continuous on $X_\nu$ with Lipschitz constant $M'_{\phi,k,j}L_{g,j}(\xi)$ for each $\xi \in \Xi$ and $j \in \{1, \ldots, m\}$.

2. $\hat{p}_k$ is Lipschitz continuous on $X_\nu$ with Lipschitz constant $\mathbb{E} \left[ \max_{j \in \{1, \ldots, m\}} \left( M'_{\phi,k,j}L_{g,j}(\xi) \right) \right]$.

**Proof.** See Appendix B.4. \hfill \Box

The next result characterizes the Clarke generalized gradient of the approximating objectives $\hat{p}_k$.

**Proposition 5.** Suppose Assumptions 3, 4, and 5 hold. Then the Clarke generalized gradient of $\hat{p}_k$ can be expressed as

$$\partial \hat{p}_k(x) = \mathbb{E} \left[ \text{co} \left\{ \Gamma_k(x, \xi) \right\} \right],$$

where $\Gamma_k : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^n$ is defined as $\Gamma_k(x, \xi) := \{ \nabla_x \phi_{k,l}(g_l(x, \xi)) : l \in A(x, \xi) \}$, $A(x, \xi)$ denotes the set of active indices $l \in \{1, \ldots, m\}$ at which $\max \left[ \phi_k (g_l(x, \xi)) \right] = \phi_{k,l} (g_l(x, \xi))$, and the expectation above is to be interpreted in the sense of Definition 7.39 of Shapiro et al. [54].

**Proof.** See Appendix B.5. \hfill \Box

The next result, similar to Lemma 4.2 of Shan et al. [53], helps characterize the accumulation points of stationary solutions to the sequence of approximations (APP).

**Proposition 6.** Suppose Assumptions 3, 4, 5, and 6 hold. Then

$$\limsup_{x \to \bar{x}} \limsup_{k \to \infty} \partial \hat{p}_k(x) + N_{X_\nu}(x) \subset \nabla p(\bar{x}) + N_{X_\nu}(\bar{x}).$$

**Proof.** See Appendix B.6. \hfill \Box
The following key result is an immediate consequence of the above proposition (cf. Shan et al. [53, Theorem 4.2]), and establishes convergence of Clarke stationary solutions of the sequence of approximating problems (APP) to those of the true problem (1).

**Theorem 2.** Suppose Assumptions 1, 3, 4, 5, and 6 hold. Let \( \{x_k\} \) be a sequence of stationary solutions to the sequence of approximating problems \( \min \limits_{x \in X} \tilde{p}_k(x) \). Then every accumulation point of \( \{x_k\} \) is an stationary solution to \( \min \limits_{x \in X} p(x) \).

**Proof.** From the corollary to Proposition 2.4.3 of Clarke [16], we have \( 0 \in \partial \tilde{p}_k(x_k) + N_{X_k}(x_k) \) by virtue of the stationarity of \( x_k \) for \( \min \limits_{x \in X} \tilde{p}_k(x) \). The stated result then follows from Proposition 6 by noting that \( 0 \in \nabla p(\bar{x}) + N_{X}(\bar{x}) \) for any accumulation point \( \bar{x} \) of \( \{x_k\} \) (see Theorem 5.37 of [49]). \( \square \)

### 4 Examples of smooth approximations

We present a few examples of sequences of smooth approximations of the step function that satisfy Assumptions 4, 5, and 6. Throughout this section, we let \( \{\tau_{k,j}\}, j \in \{1, \ldots, m\} \), denote sequences of positive reals with \( \lim_k \tau_{k,j} = 0, \forall j \in \{1, \ldots, m\} \).

**Example 1.** This example is from Example 5.1 of Shan et al. [53]. The sequence of approximations

\[
\phi_{k,j}(y) = \begin{cases} 
0 & \text{if } y < -\tau_{k,j}, \\
1 - 2 \left(\frac{y}{\tau_{k,j}}\right)^3 - 3 \left(\frac{y}{\tau_{k,j}}\right)^2 & \text{if } -\tau_{k,j} \leq y \leq 0,
\end{cases}
\]

of the step function satisfy Assumptions 4 and 5. Assumption (6a) is easily verified under Equation (2), and Assumption (6c) trivially holds with \( \varepsilon_k = \tau_k \).

**Example 2.** This is based on the above example and the outer-approximation framework of Geletu et al. [25]. The sequence of approximations

\[
\phi_{k,j}(y) = \begin{cases} 
1 & \text{if } y < 0, \\
1 - 2 \left(\frac{y - \tau_{k,j}}{\tau_{k,j}}\right)^3 - 3 \left(\frac{y - \tau_{k,j}}{\tau_{k,j}}\right)^2 & \text{if } 0 \leq y \leq \tau_{k,j},
\end{cases}
\]

of the step function satisfy the strong form of Assumption 4 and Assumption 5. Assumption (6a) is easily verified under Equation (2), and Assumption (6c) trivially holds with \( \varepsilon_k = \tau_k \).

The next example is the sequence of smooth approximations \( \{\phi_k\} \) that we adopt in this work.

**Example 3.** The sequence of approximations

\[
\phi_{k,j}(y) = \frac{1}{1 + \exp \left(\frac{-y}{\tau_{k,j}}\right)}
\]

of the step function satisfy Assumptions 4 and 5 (see Proposition 7). Assumption (6a) is easily verified under Equation (2), and Assumption (6c) could be satisfied with \( \varepsilon_k = c \tau_k \) for some constant \( c \in (0, 1) \) (depending on the distribution function \( F \)).

Figure 1 illustrates the above smoothing functions with the common smoothing parameter \( \tau = 0.1 \). We refer the reader to the works of Shan et al. [53], Geletu et al. [25], and Cao and Zavala [12] for other examples of ‘smooth’ approximations that can be accommodated within our framework. While the results established in Section 3 provide a great deal of flexibility in choosing the sequence of smoothing parameters \( \{\tau_k\} \), we restrict our implementation to the geometric setting

\[
\tau_{k+1,j} = \tau \tau_{k,j}, \quad \forall k \in \mathbb{N}, j \in \{1, \ldots, m\}
\]

(2) for some constant factor \( \tau_c \in (0, 1) \). The next result estimates some important constants related to our smooth approximation in Example 3.
Figure 1: Illustration of the examples of smoothing functions in Section 4.

Proposition 7. The sequence of approximations \( \{ \phi_k \} \) in Example 3 satisfies Assumption 5 with constants \( M'_{\phi,k,j} \leq 0.25\tau_{k,j}^{-1} \) and \( L'_{\phi,k,j} \leq 0.1\tau_{k,j}^{-2} \), \( \forall k \in \mathbb{N}, j \in \{1, \cdots, m\} \).

\[ \text{Proof.} \text{ See Appendix B.7.} \]

5 Proposed algorithm

Our proposal for approximating the efficient frontier of (CCP) involves solving a sequence of approximations (APP) constructed using the sequence of smooth approximations of the step function introduced in Example 3. We use the projected stochastic subgradient algorithm of Davis and Drusvyatskiy [19] to obtain an approximately stationary solution to (APP) for each value of the objective bound \( \nu \) and each element of the sequence of smoothing parameters \( \{ \tau_k \} \) (note that we suppress the constraint index \( j \) in our notation from hereon unless necessary). Section 5.1 outlines a conceptual algorithm for approximating the efficient frontier of (CCP) using the projected stochastic subgradient algorithm, and Sections 5.2 and 5.3 outline our proposal for estimating some parameters of the algorithm in Section 5.1 that are important for a good practical implementation. We close this section with a discussion of our proposed approach in Section 5.4.

5.1 Outline of the algorithm

Algorithm 1 outlines our proposal for approximately discretizing the efficient frontier of (CCP). This algorithm takes as its inputs an initial guess \( \tilde{x}^0 \in X \), an initial objective bound \( \tilde{\nu}^0 \) of interest, an objective spacing \( \tilde{\nu} \) for discretizing the efficient frontier, and a lower bound \( \alpha_{\text{low}} \) on risk levels of interest that is used as a termination criterion. Section 5.2 prescribes ways to determine a good initial guess \( \tilde{x}^0 \) and initial bound \( \tilde{\nu}^0 \), whereas Section 6.1 lists our setting for \( \tilde{\nu}, \alpha_{\text{low}} \), and other algorithmic parameters. The preprocessing step uses Algorithm 3 to determine a suitable initial sequence of smoothing parameters \( \{ \tau_k \} \) based on the problem data, and uses this choice of \( \{ \tau_k \} \) to determine an initial sequence of step lengths for the stochastic subgradient algorithm (see Section 5.2). It is worth mentioning that good choices of both of the above parameters are critical for our proposal to work well. The optimization phase of Algorithm 1 uses Algorithm 2 to solve the sequence of approximations (APP) for different choices of the objective bound \( \tilde{\nu}^0 \) (note that Algorithm 2 rescales its input smoothing parameters \( \{ \bar{\tau}_k \} \) at
the initial guess $\hat{x}^i$ for each objective bound $\nu^i$). Finally, Algorithm 7 in the appendix adapts Algorithm 1 to solve (CCP) approximately for a given risk level $\tilde{\alpha}$.

**Algorithm 1** Approximating the efficient frontier of (CCP)

1. **Input:** initial point $\hat{x}^0 \in X$, initial objective bound $\nu^0$, objective spacing $\tilde{\nu}$, and lower bound on risk levels of interest $\alpha_{\text{low}} \in (0, 1)$.
2. **Set algorithmic parameters:** mini-batch size $M$, maximum number of iterations $N_{\text{max}}$, minimum and maximum number of ‘runs’ $R_{\text{min}}$ and $R_{\text{max}}$, parameters for determining and updating step length, termination criteria, fixed sample $\{\xi_i\}_{i=1}^N$ from $\mathcal{P}$ for estimating risk levels of candidate solutions, and sequence of smoothing parameters $\{\tilde{\tau}_k\}_{k=1}^K$ for some $K \in \mathbb{N}$.
3. **Output:** set of pairs $\{(\nu^i, \tilde{\alpha}^i)\}$ of objective values and risk levels that can be used to approximate the efficient frontier and associated solutions $\{\hat{x}^i\}$.
4. **Preprocessing:** determine smoothing parameters $\{\tilde{\tau}_k\}_{k=1}^K$ scaled at $\text{proj}(\hat{x}^0, X_{\nu^0})$ using Algorithm 2 with scaling parameters $\{\tilde{\tau}_k\}_{k=1}^K$, the above algorithmic parameter settings, and $\hat{x}^i := \text{proj}(\hat{x}^{i-1}, X_{\nu^i})$ as the initial guess.
5. **Optimization Phase:**
6. Initialize iteration count $i = 0$.
7. **repeat**
8. Update iteration count $i \leftarrow i + 1$ and set objective bound $\nu^i = \nu^0 - (i - 1)\tilde{\nu}$.
9. Obtain $(\tilde{\alpha}^i, \hat{x}^i)$ by solving the sequence of approximations (APP) using Algorithm 2 with scaling parameters $\{\tilde{\tau}_k\}_{k=1}^K$, the above algorithmic parameter settings, and $\hat{x}^i := \text{proj}(\hat{x}^{i-1}, X_{\nu^i})$ as the initial guess.
10. **until** $\tilde{\alpha}^i \leq \alpha_{\text{low}}$

Algorithm 2 solves a sequence of approximations (APP) for a given objective bound $\nu$ using the projected stochastic subgradient algorithm of Davis and Drusvyatskiy [19] and an adaptation of the two-phase randomized stochastic projected gradient method of Ghadimi et al. [27]. This algorithm begins by rescaling the smoothing parameters $\{\tilde{\tau}_k\}$ at the initial guess $\hat{x}^0$ using Algorithm 3 to ensure that the sequence of approximations (APP) are well-scaled at $\hat{x}^0$. The optimization phase then solves each element of the sequence of approximations (APP) using two loops: the inner loop employs a mini-batch version2 of the algorithm of Davis and Drusvyatskiy [19] to solve (APP) for a given smoothing parameter $\tilde{\tau}_k$, and the outer loop assesses the progress of the inner loop across multiple ‘runs/replicates’ (the initialization strategy for each run is based on Algorithm 2-RSPG-V of Ghadimi et al. [27]). Finally, the initial guess for the next approximating problem (APP) is set to be a solution corresponding to the smallest estimate of the risk level determined thus far. This initialization step is important for the next approximating problem in the sequence to be well-scaled at its initial guess - this is why we do not solve a ‘single tight approximating problem’ (APP) that can be hard to initialize (cf. Figure 1), but instead solve a sequence of approximations to approximate the solution of (1).

In the remainder of this section, we verify that the assumptions of Davis and Drusvyatskiy [19] hold to justify the use of their projected stochastic subgradient method for solving the sequence of approximations (APP). First, we verify that the objective function $\hat{p}_k$ of (APP) with smoothing parameter $\tilde{\tau}_k$ is a weakly convex function on $X_{\nu}$ (see Definition 4.1 of Drusvyatskiy and Paquette [22]). Next, we verify that Assumption (A3) of Davis and Drusvyatskiy [19] holds.

**Proposition 8.** Suppose Assumptions 3, 4 and 5 hold. Then $\hat{p}_k(\cdot)$ is $L_k$-weakly convex on $X_{\nu}$, where $L_k$ is the Lipschitz constant of the Jacobian $\mathbb{E}[\nabla \phi_k(g_\nu, \xi)]$ on $X_{\nu}$.

**Proof.** Follows from Lemma 4.2 of Drusvyatskiy and Paquette [22].

The following result will prove useful for bounding $\hat{p}_k$’s weak convexity parameter in terms of known constants.

**Proposition 9.** Suppose Assumptions 3, 4 and 5 hold. Then

2Although Davis and Drusvyatskiy [19] establish that mini-batching is not necessary for the convergence of the projected stochastic subgradient algorithm, a small mini-batch can greatly enhance the performance of the algorithm in practice.
Algorithm 2 Generating a point approximately on the efficient frontier

1. **Input**: objective bound $\nu$, initial guess $\bar{x}^0 \in X_{\nu}$, mini-batch size $M$, maximum number of iterations $N_{max}$, minimum and maximum number of ‘runs’, $R_{min}$ and $R_{max} \geq R_{min}$, initial step lengths $\left\{\gamma_k\right\}_{k=1}^K$, parameters for updating step length, replicate termination criteria, sample $\left\{\xi_l\right\}_{l=1}^{N_{MC}}$ from $\mathcal{P}$ for estimating risk levels, and sequence of smoothing parameters $\left\{\tau_k\right\}_{k=1}^K$.

2. **Output**: Smallest estimate of the risk level $\hat{\alpha}$ and corresponding solution $\hat{x} \in X_{\nu}$.

3. **Preprocessing**: determine smoothing parameters $\left\{\tau_k\right\}_{k=1}^K$ scaled at $\bar{x}^0$ using Algorithm 3.

4. **Initialize**: Best found solution $\bar{x} = x^0$ and estimate of its risk level $\hat{\alpha}$ using the sample $\left\{\xi_l\right\}_{l=1}^{N_{MC}}$.

5. **Optimization Phase**: 

   for approximation $k = 1$ to $K$ do
   
   6. Initialize run count $i = 0$ and step length $\gamma_k = \gamma_k$.
   
   7. Repeat
   
   8. Update $i \leftarrow i + 1$, and initialize the first iterate $x^1 := \bar{x}^{i-1}$.
   
   9. Choose number of iterations $N$ uniformly at random from $\{1, \cdots, N_{max}\}$.
   
   10. For iteration $l = 1$ to $N - 1$ do
   
   11. Draw an i.i.d. sample $\{\xi_l^{q}\}_{q=1}^M$ of $\xi$ from $\mathcal{P}$.
   
   12. Estimate an element $G(x^l) \in \mathbb{R}^n$ of the subdifferential of the objective of (APP) with smoothing parameters $\gamma_k$ at $x^l$ using the mini-batch $\left\{\xi_l^{q}\right\}_{q=1}^M$.
   
   13. Update $x^{l+1} := \text{proj}(x^l - \gamma_k G(x^l), X_{\nu})$.
   
   end for
   
   14. End for
   
   until run termination criteria are satisfied (see Algorithm 5)
   
   15. Update initial guess $\bar{x}^0 = \bar{x}$ for the next approximation.

Proof. See Appendix B.8.

We derive alternative results regarding the weak convexity parameter of the approximation $\hat{p}_k$ when (CCP) is used to model recourse formulations in Appendix C. We now establish that Assumption (A3) of Davis and Drusvyatskiy [19] holds.

**Proposition 10.** Suppose Assumptions 3, 4, and 5 hold. Let $G(x, \xi)$ be a stochastic $B$-subdifferential element of $\hat{p}_k(\cdot)$ at $x \in X_{\nu}$, i.e., $\mathbb{E}[G(x, \xi)] \in \partial_B \mathbb{E}[\max \{\phi_k (g(x, \xi))\}]$. Then

\[
\mathbb{E}\left[\|G(x, \xi)\|^2\right] \leq \max_{j \in \{1, \cdots, m\}} \left(M_{\phi \cdot j}^j\right)^2 \sigma^2_{g \cdot j}.
\]

Proof. Follows from Assumptions (3c) and 5 and the fact that $G(x, \xi) = d\phi_{k \cdot j}(g_j(x, \xi)) \nabla_x g_j(x, \xi)$ for some active constraint index $j \in \{1, \cdots, m\}$ such that $\max \{\phi_k (g(x, \xi))\} = \phi_{k \cdot j}(g_j(x, \xi))$.

5.2 Estimating the parameters of Algorithm 1

This section outlines our proposal for estimating some key parameters of Algorithm 1. We present pseudocode for determining suitable smoothing parameters and step lengths, and for deciding when to terminate Algorithm 2 with a point on our approximation of the efficient frontier.
Algorithm 3 Scalling the smoothing parameters

1: **Input:** reference point $\bar{x} \in X$, and sequence of smoothing parameters $\{\tau_k\}_{k=1}^K$.
2: **Set algorithmic parameters:** number of samples $N_{scale}$, scaling tolerance $s_{tol} > 0$, and scaling factor $\omega > 0$.
3: **Output:** smoothing parameters $\{\tau_k\}_{k=1}^K$ scaled at $\bar{x}$.
4: Draw a sample $\{\xi_i\}_{i=1}^{N_{scale}}$ of $\xi$ from $\mathcal{P}$.
5: For each $j \in \{1, \ldots, m\}$ and $k$, set $\tau_{k,j} = \beta_j \tau_{k,j}$, where $\beta_j := \omega \max \left\{ \text{median} \left\{ |g_j(\bar{x}, \xi_k)| \right\} \right\}, s_{tol}$.

Algorithm 4 Determining initial step length

1: **Input:** objective bound $\nu$, reference point $\bar{x} \in X_\nu$, mini-batch size $M$, maximum number of iterations $N_{max}$, minimum number of runs $R_{min}$, and smoothing parameters $\{\tau_k\}_{k=1}^K$.
2: **Set algorithmic parameters:** number of samples for estimating weak convexity parameter $N_{wc}$, sampling radius $r > 0$, number of samples for estimating ‘variability’ of stochastic gradients $N_{var}$, and batch size for computing expectations $N_{batch}$.
3: **Output:** initial step lengths $\{\gamma_k\}_{k=1}^K$.
4: Estimate the weak convexity parameter $\rho_k$ of the objective of (APP) with smoothing parameter $\tau_k$ using i. $N_{wc}$ samples of pairs of points in $X_\nu \cap B_r(\bar{x})$, and ii. mini-batches of $\xi$ for estimating stochastic gradients (see Section 5.3).
5: Estimate $\sigma_k^2 := \max_{x \in X_\nu} \mathbb{E} \left[ \|G(x, \xi)\|^2 \right]$ using i. $N_{var}$ sample points $x \in X_\nu \cap B_r(\bar{x})$, and ii. stochastic $B$-subdifferential elements $G(x, \xi)$ of the subdifferential of the objective of (APP) with smoothing parameter $\tau_k$ and mini-batches of $\xi$ (see Section 5.3).
6: Set $\gamma_k := \frac{1}{\sqrt{\rho_k \sigma_k^2 (N_{max} + 1) R_{min}}}$

5.3 Other practical considerations

We list some other practical considerations for implementing Algorithm 1 below.

**Setting an initial guess:** The choice of the initial point $\bar{x}^0$ for Algorithm 1 is important especially because Algorithm 2 does not guarantee finding global solutions to (APP). Additionally, a poor choice of the initial bound $\bar{\nu}$ can lead to excessive effort expended on uninteresting regions of the efficient frontier. We propose to initialize $\bar{x}^0$ and $\bar{\nu}$ by solving a set of tuned scenario approximation problems. For instance, Algorithm 6 in the appendix can be solved with $M = 1, R = 1$, and a tuned sample size $N_1$ (tuned such that the output $(\bar{x}^{1,1}, \bar{\nu}^{1,1}, \bar{\nu}^{1,1})$ of this algorithm corresponds to an interesting region of the efficient frontier) to yield the initial guess $\bar{x}^0 = \bar{x}^{1,1}$ and $\bar{\nu}^0 = \bar{\nu}^{1,1}$. Note that it may be worthwhile to solve the scenario approximation problems to global optimality to obtain a good initialization $(\bar{x}^0, \bar{\nu}^0)$,
implicitly assumes that it is easy to project onto the sets up significantly.

provides an example where globally optimizing the scenario approximation problems to obtain

see Nemirovski and Shapiro \[72x234\] where for each

structures \[72x184\].

Estimating risk levels: Given a candidate solution \(\bar{x}\) and a sample \(\{\xi^{i}\}_{i=1}^{N_{MC}}\) of the random vector \(\xi\), a stochastic element \(G(\bar{x}, \xi)\) of the \(B\)-subdifferential of the objective of (APP) with smoothing parameter \(\tau_h\) at \(\bar{x}\) can be obtained as

\[
G(\bar{x}, \xi) = \frac{1}{M} \sum_{l=1}^{M} d\phi_{k, j(l)}(g_{j(l)}(\bar{x}, \xi^{l})) \nabla_{x} g_{j(l)}(\bar{x}, \xi^{l}),
\]

where for each \(l \in \{1, \cdots, M\}, j(l) \in \{1, \cdots, m\}\) denotes a constraint index satisfying \(\max [\phi_{k} (g(\bar{x}, \xi^{l}))] = \phi_{k, j(l)} (g_{j(l)}(\bar{x}, \xi^{l}))\). It is worth mentioning that sparse computation of stochastic subgradients can speed Algorithm 1 up significantly.

Computing stochastic subgradients: Given a point \(\bar{x} \in X_{\nu}\) and a mini-batch \(\xi^{l}_{1:M}\) of the random vector \(\xi\), a stochastic element \(G(\bar{x}, \xi)\) of the \(B\)-subdifferential of the objective of (APP) with smoothing parameter \(\tau_h\) at \(\bar{x}\) can be obtained as

\[
G(\bar{x}, \xi) = \frac{1}{M} \sum_{l=1}^{M} d\phi_{k, j(l)}(g_{j(l)}(\bar{x}, \xi^{l})) \nabla_{x} g_{j(l)}(\bar{x}, \xi^{l}),
\]

where for each \(l \in \{1, \cdots, M\}, j(l) \in \{1, \cdots, m\}\) denotes a constraint index satisfying \(\max [\phi_{k} (g(\bar{x}, \xi^{l}))] = \phi_{k, j(l)} (g_{j(l)}(\bar{x}, \xi^{l}))\). It is worth mentioning that sparse computation of stochastic subgradients can speed Algorithm 1 up significantly.

Estimating risk levels: Given a candidate solution \(\bar{x} \in X_{\nu}\) and a sample \(\{\xi^{i}\}_{i=1}^{N_{MC}}\) of the random vector \(\xi\), a stochastic upper bound on the risk level \(p(\bar{x})\) can be obtained as

\[
\bar{\alpha} = \max_{\alpha \in [0, 1]} \alpha \sum_{i=0}^{N_{tot}} \left( \begin{array}{c} N_{MC} \\ i \end{array} \right) \alpha^i (1 - \alpha)^{N_{MC} - i} = \delta,
\]

where \(N_{tot}\) is the cardinality of the set \(\{1 : g(\bar{x}, \xi^{i}) \leq 0\}\) and \(1 - \delta\) is the required confidence level, see Nemirovski and Shapiro [41, Section 4]. Since checking the satisfaction of \(N_{MC}\) constraints at the
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end of each run in Algorithm 2 may be time consuming (especially for problems with recourse structure), we use a smaller sample size (determined based on the risk lower bound \( \alpha_{low} \)) to estimate risk levels during the course of Algorithm 2 and only use all \( N_{MC} \) samples of \( \xi \) to estimate the risk level \( \{ \hat{x} \} \) of the final solutions \( \{ \hat{x} \} \) in Algorithm 1. If our discretization of the efficient frontier obtained from Algorithm 1 consists of \( N_{EF} \) points each of whose risk levels is estimated using a confidence level of \( 1 - \delta \), then we may conclude that our approximation of the efficient frontier is ‘achievable’ with a confidence level of at least \( 1 - \delta N_{EF} \) using Bonferroni’s inequality.

**Estimating weak convexity parameters:** Proposition 8 shows that the Lipschitz constant \( L_k \) of the Jacobian \( \mathbb{E}[\nabla \phi_k (g(\cdot, \xi))] \) on \( X_\nu \) provides a conservative estimate of the weak convexity parameter \( \rho_k \) of \( \hat{p}_k \) on \( X_\nu \). Therefore, we use an estimate of the Lipschitz constant \( L_k \) as an estimate of \( \rho_k \). To avoid overly conservative estimates, we restrict the estimation of \( L_k \) to a neighborhood of the reference point \( \bar{x} \) in Algorithm 4 to get at the local Lipschitz constant of the Jacobian \( \mathbb{E}[\nabla \phi_k (g(\cdot, \xi))] \).

**Estimating \( \sigma_k^2 \):** For each point \( x \) sampled from \( X_\nu \), we compute multiple realizations of the minibatch stochastic subdifferential element \( G(x, \xi) \) outlined above to estimate \( \mathbb{E} [\|G(x, \xi)\|^2] \). Once again, we restrict the estimation of \( \sigma_k^2 \) to a neighborhood of the reference point \( \bar{x} \) in Algorithm 4 to get at the local ‘variability’ of the stochastic subgradients.

**Estimating initial step lengths:** Algorithm 4 estimates initial step lengths for the sequence of approximations (APP) by estimating the parameters \{\( \rho_k \}\} and \{\( \sigma_k^2 \}\}, which in turn involve estimating subgradients and the Lipschitz constants of \{\( \hat{p}_k \)\}. Since the numerical conditioning of the approximating problems (APP) deteriorates rapidly as the smoothing parameters \( \tau_k \) approach zero (see Figure 1), obtaining good estimates of these constants via sampling becomes tricky when \( k \) is ‘large’. To circumvent this difficulty, we only estimate the initial step length \( \bar{\gamma}_1 \) for the initial approximation (APP) with smoothing parameter \( \tau_1 \) by sampling, and propose the conservative initialization \( \bar{\gamma}_k := \left( \frac{2}{\tau_k} \right)^2 \bar{\gamma}_1 \) for \( k > 1 \) (see Propositions 7, 8, 9, and 10 for a justification).

### 5.4 Discussion of the proposed approach

We close this section with a discussion of shortcomings and potential adaptations of our proposal.

Generalizing our approach to the case of multiple sets of joint chance constraints is nontrivial. For ease of exposition, suppose we have the \( |J| \) sets of joint chance constraints \( P \{g_j(x, \xi) \leq 0, \forall j \in J \} \geq 1 - \alpha_J, \forall J \in J \), instead of the single joint chance constraint \( P \{g_j(x, \xi) \leq 0, \forall j \in J \} \geq 1 - \alpha \). If the decision maker wishes to impose distinct risk levels \( \alpha_J \) for each set of joint chance constraints \( J \in J \), the natural analogue of our biobjective viewpoint would necessitate constructing the efficient frontier of a multiobjective optimization problem, which is considerably harder. If we assume that the risk levels are the same across the different sets of joint chance constraints (which may be a reasonable assumption in practice), we can write down the following analogue of Problem (APP) that is a harder-to-solve stochastic compositional minimization problem [61]:

\[
\min_{x \in X_\nu} \max_{J \in J} \left\{ \mathbb{E} \left[ \max_{j \in J} [\phi_j (g_j(x, \xi))] \right] \right\}.
\]

One potential avenue for reducing effort spent on projections in Algorithm 1 is to use a random constraint projection technique [60], although the associated theory will have to be developed for our nonsmooth nonconvex setting. Our proposal does not handle deterministic nonconvex constraints effectively. Although such constraints can theoretically be incorporated as part of the chance constraint functions \( g \), this may not be a practically useful option, particularly when we have deterministic nonconvex equality constraints. A possibly practical option for incorporating deterministic nonconvex constraints in a more natural fashion is through carefully designed penalty-based stochastic approximation methods [62]. Note that Algorithm 1 does not accommodate discrete decisions as well.

Finally, while the theoretical results in Section 3 establish conditions under which solutions of the approximations (APP) converge to a solution of the stochastic program (1) in the limit of the smoothing parameters, Algorithm 1 only considered a finite sequence of approximating problems with smoothing
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parameters \(\{\tau_k\}_{k=1}^K\). This is because the numerical conditioning of the approximations (APP) deteriorates rapidly as the smoothing parameters approach their limiting value. Unfortunately, this seems to be a fundamental shortcoming of smoothing-based approaches in general since approximating the step function using a well-conditioned sequence of smooth approximations is impossible (cf. the discussion in Sections 4 and 5 of Cao and Zavala [12]).

6 Computational results

We present implementation details and results of our computational experiments in this section. We use the abbreviation ‘EF’ for the efficient frontier throughout this section.

6.1 Implementation details

The following parameter settings are used for testing our stochastic approximation method:

- Algorithm 1: Obtain initial guess \(\bar{x}^0\) and initial objective bound \(\bar{\rho}^0\) using Algorithm 6 in Appendix A.1 with \(M = 1\), \(R = 1\), and \(N_1 = 10\). Set \(\bar{\nu} = 0.005|\bar{\rho}^0|\) and \(\alpha_{\text{low}} = 10^{-4}\) unless otherwise specified. In addition, set \(M = 20\), \(N_{\text{max}} = 1000\), \(R_{\text{min}} = 10\), \(R_{\text{max}} = 50\), \(K = 3\), and \(\{\tau_k\} = \{(0.1)^{k-1}\}\) (i.e., \(\tau_c = 0.1\) in Equation (2)).
- Algorithm 3: \(N_{\text{scale}} = 10^4\), \(s_{\text{tot}} = 10^{-6}\), and \(\omega = 1\).
- Algorithm 4: \(N_{\text{wc}} = N_{\text{var}} = 200\), \(N_{\text{batch}} = 20\), and \(r = 0.1\|\bar{x}\|\).
- Algorithm 5: \(N_{\text{check}} = 3\), \(N_{\text{term}} = 5\), \(\delta_1 = 10^{-4}\), \(\delta_2 = 10^{-2}\), \(\delta_3 = 10^{-1}\), and \(\gamma_{\text{incr}} = \gamma_{\text{decr}} = 10\).
- Projecting onto \(X_P\): Case study 1: using the algorithm of Condat [17]; Case studies 2 and 3 and Case study 4 in the appendix: by solving a quadratic program.
- Estimating risk level \(p(x)\): Case study 1: analytical solution; Case studies 2 and 3: Monte Carlo estimate using \(N_{\text{MC}} = 10^3\) and reliability level \(\delta = 10^{-6}\); Case study 4 in the appendix: numerical estimation of the exact risk level based on Ruben [51].
- Case studies 2 and 3: \(\alpha_{\text{low}} = 5 \times 10^{-4}\) (since it is memory intensive to store a large Monte Carlo sample for Case study 2, and it is time intensive to estimate the risk level for a large Monte Carlo sample for Case study 3).

We compare the results of our proposed approach with a tuned application of scenario approximation that enforces a predetermined number of random constraints, solves the scenario problem to local/global optimality, and determines an a posteriori overestimate of the risk level at the solution of the scenario problem using an independent Monte Carlo sample (see Section 5.3) to estimate a point on the EF of (CCP). Algorithm 6 in Appendix A presents pseudocode for approximating the EF of (CCP) by solving a bunch of scenario problems using an iterative (cutting-plane) approach. Our codes are written in Julia 0.6.2 [7], use Gurobi 7.5.2 [30] to solve linear, quadratic, and second-order cone programs, use IPOPT 3.12.8 [59] to solve nonlinear scenario approximation problems (with MUMPS [4] as the linear solver), and use SCIP 6.0.0 [28] to solve nonlinear scenario approximation problems to global optimality (if necessary). The above solvers were accessed through the JuMP 0.18.2 modeling interface [24]. All computational tests3 were conducted on a Surface Book 2 laptop running Windows 10 Pro with a 1.90 GHz four core Intel i7 CPU, 16 GB of RAM.

6.2 Numerical experiments

We tested our approach on three test cases from the literature. We present basic details of the test instances below. The reader is referred to https://github.com/rohitkannan/SA-for-CCP for Julia code and data of the test instances. For each test case, we compared the EFs generated by the stochastic approximation method against the solutions obtained using the tuned scenario approximation method and, if available, the analytical EF. Because the output of our proposed approach is random, we present enclosures of the EF generated by our proposal over ten different replicates in Appendix D for each case.

---

3The scenario approximation problems solved to global optimality using SCIP in Case study 3 were run on a different (standard) laptop running Ubuntu 16.04 due to interfacing issues on the Windows platform.
study. The reader can verify that the output of the proposed method does not vary significantly across the replicates.

**Case study 1.** This portfolio optimization instance is based on Example 2.3.6 in Ben-Tal et al. [5], and includes a single individual linear chance constraint.

$$\max_{t, x \in \Delta_N} t$$

s.t. \( \mathbb{P}\{\xi^T x \geq t\} \geq 1 - \alpha, \)

where \( \Delta_N := \{y \in \mathbb{R}^N_+: \sum_i y_i = 1\} \) is the standard simplex, \( x_i \) denotes the fraction of investment in stock \( i \in \{1, \cdots, N\} \), \( \xi \sim \mathcal{N}(\mu, \Sigma) \) is a random vector of returns with joint normal probability distribution, \( \mu_i = 1.05 + 0.3 \frac{N-i}{N} \) and \( \sigma_i = \frac{1}{i} \left(0.05 + 0.6 \frac{N-i}{N}\right) \), \( i = 1, \cdots, N \), and \( \Sigma = \text{diag}(\sigma_1^2, \cdots, \sigma_N^2) \).

We consider the instance with number of stocks \( N = 1000 \).

While our assumption that the returns \( \xi \) are normally distributed is not great, it allows us to benchmark our approach against an analytical solution for the true EF when the risk level \( \alpha \leq 0.5 \) (e.g., see Prékopa [45, Theorem 10.4.1]). Figure 2 compares a typical EF obtained using our approach against the analytical EF and the solutions generated by the tuned scenario approximation algorithm. Our proposal is able to find a very good approximation of the true EF, whereas the scenario approximation method only finds a poorer approximation. Our proposed approach took 267 seconds on average (and a maximum of 287 seconds) to approximate the EF using 26 points, whereas the tuned scenario approximation method took a total of 6900 seconds to generate its 1000 points in Figure 2.

Since existing smoothing-based approaches provide the most relevant comparison, we compare our results with one such approach from the literature. We choose the smoothing-based approach of Cao and Zavala [12] for comparison because: i. they report encouraging computational results in their work relative to other such approaches, and ii. they have made their implementation available. Table 1 summarizes typical results of the sigmoidal smoothing approach of Cao and Zavala [12] when applied to the above instance with a specified risk level of \( \alpha = 0.01 \), with a varying number of scenarios, and with different settings for the scaling factor \( \gamma \) of the sigmoidal approximation method (see Algorithm SigVar-Alg of Cao and Zavala [12]). Appendix A.3 lists details of our implementation of this method. The second, third, and fourth columns of Table 1 present the overall solution time in seconds (or a failure status returned by IPOPT), and the best objective value and risk level returned by the method over two replicates (we note that there was significant variability in solution times over the replicates; we report the results corresponding to the smaller solution times). Figure 2 plots the solutions returned by this method. The relatively poor performance of Algorithm SigVar-Alg on this example is not surprising; even the instance of the sigmoidal approximation problem with only a hundred scenarios (which is small for \( \alpha = 0.01 \)) has more than a thousand variables and a hundred thousand nonzero entries in the (dense) Jacobian. Therefore, tailored approaches have to be developed for solving these problems efficiently. Since our implementation of the proposal of Cao and Zavala [12] failed to perform well on this instance even for a single risk level, we do not compare against their approach for the rest of the test instances.

**Case study 2.** This norm optimization instance is based on Section 5.1.2 of Hong et al. [32], and includes a joint convex chance constraint.

$$\min_{x \in \mathbb{R}_+^n} - \sum_{i} x_i$$

s.t. \( \mathbb{P}\left\{ \sum_{i} \xi_{ij}^2 x_i^2 \leq U^2, \ j = 1, \cdots, m \right\} \geq 1 - \alpha, \)

where \( \xi_{ij} \) are dependent normal random variables with mean \( \frac{1}{n} \) and variance 1, and \( \text{cov}(\xi_{ij}, \xi_{i'j'}) = 0.5 \) if \( i \neq i' \), \( \text{cov}(\xi_{ij}, \xi_{i'j'}) = 0 \) if \( i \neq j \neq j' \). We consider the instance with number of variables \( n = 100 \), number of constraints \( m = 100 \), and bound \( U = 100 \). Figure 3 compares a typical EF obtained using our approach against the solutions generated by the tuned scenario approximation algorithm. Once again, our proposed approach is able to find a significantly better approximation of the EF than the scenario approximation method, although it is unclear how our proposal fares compared to the true EF since it
Table 1: Performance of the sigmoidal smoothing approach of Cao and Zavala [12] on Case study 1. The entry for each column of $\gamma$ indicates the time in seconds (or IPOPT status)/best objective value/best risk level returned by the sigmoidal approximation method over two replicates. The entries infeas and tle denote infeasible and time limit exceeded statuses returned by IPOPT.

| Num. scenarios | $\gamma = 10$ | $\gamma = 100$ | $\gamma$ adaptive |
|----------------|---------------|----------------|-------------------|
|                | Time | Obj | Risk | Time | Obj | Risk | Time | Obj | Risk |
| 100            | 34   | 1.337 | 0.548 | 23   | 1.334 | 0.513 | 29   | 1.337 | 0.575 |
| 500            | 508  | 1.311 | 0.206 | 106  | 1.306 | 0.139 | 59   | 1.312 | 0.227 |
| 1000           | 606  | 1.303 | 0.106 | 1203 | 1.306 | 0.125 | 1011 | 1.307 | 0.130 |
| 2000           | 1946 | 1.298 | 0.059 | 296  | 1.296 | 0.040 | 2787 | 1.301 | 0.077 |
| 5000           | 4050 | 1.226 | $2.4 \times 10^{-8}$ | 6289 | 1.292 | 0.025 | infeas |
| 10000          | 2708 | 1.199 | $5.1 \times 10^{-11}$ | tle | tle | |
is unknown in this case. Our proposal took 5571 seconds on average (and a maximum of 5754 seconds) to approximate the EF using 31 points, whereas it took tuned scenario approximation a total of 25536 seconds to generate its 1000 points in Figure 3. We note that more than 70% of the reported times for our method is spent in generating random numbers because the random variable $\xi$ is high-dimensional and the covariance matrix of the random vector $\xi_j$ is full rank. A practical instance might have a covariance matrix rank that is at least a factor of ten smaller, which would reduce our overall computation times roughly by a factor of three (cf. the smaller computation times reported for the similar Case study 4 in the appendix). Appendix D benchmarks our approach against the true EF when the random variables $\xi_{ij}$ are assumed to be i.i.d. in which case the analytical solution is known (see Section 5.1.1 of Hong et al. [32]).

Case study 3. This probabilistic resource planning instance is based on Section 3 of Luedtke [38], and is modified to include a nonconvex recourse constraint.

\[
\begin{align*}
\min_{x \in \mathbb{R}_+^n} & \quad c^T x \\
\text{s.t.} & \quad \mathbb{P}\{x \in R(\lambda, \rho)\} \geq 1 - \alpha,
\end{align*}
\]

where $x_i$ denotes the quantity of resource $i$, $c_i$ denotes the unit cost of resource $i$,

\[
R(\lambda, \rho) = \left\{ x \in \mathbb{R}_+^n : \exists y \in \mathbb{R}_+^{n c} \text{ s.t. } \sum_{j=1}^{n_c} y_{ij} \leq \rho_i x_i^2, \forall i \in \{1, \cdots, n\}, \sum_{i=1}^{n} \mu_{ij} y_{ij} \geq \lambda_j, \forall j \in \{1, \cdots, n_c\} \right\},
\]

$n_c$ denotes the number of customer types, $y_{ij}$ denote the amount of resource $i$ allocated to customer type $j$, $\rho_i \in (0,1]$ is a random variable that denotes the yield of resource $i$, $\lambda_j \geq 0$ is a random variable that denotes the demand of customer type $j$, and $\mu_{ij} \geq 0$ is a deterministic scalar that denotes the service rate of resource $i$ for customer type $j$ (we only let $\mu_{ij}$ be deterministic to enable an efficient implementation in JuMP). Note that the nonlinear term $\rho_i x_i^2$ in the definition of $R(\lambda, \rho)$ is a modification of the corresponding linear term $\rho_i x_i$ in Luedtke [38]. This change could be interpreted as a reformulation.
of the instance in Luedtke [38] with concave objective costs (due to economies of scale). We consider the instance with number of resources \( n = 20 \) and number of customer types \( n_c = 30 \). Details of how the parameters of the model are set (including details of the random variables) can be found in the electronic companion to Luedtke [38].

Figure 4 compares a typical EF obtained using our approach against the solutions generated by the tuned scenario approximation algorithm. The blue dots in the top part of Figure 4 correspond to the 1000 points obtained using the scenario approximation method when IPOPT is used to solve the scenario approximation problems. We mention that the vertical axis has been re-scaled for readability; in reality, IPOPT returns solutions to the scenario approximation problem that are further away from the EF (with objective values up to 110 for the risk levels of interest). The 1000 red dots in the bottom part of Figure 4 correspond to the points obtained by solving the scenario approximation problems to global optimality using SCIP. The top black curve (with circles) corresponds to the EF obtained using the stochastic approximation method when it is initialized using the IPOPT solution of a scenario approximation problem. When a better initial point obtained by solving a scenario approximation problem using SCIP is used, the stochastic approximation method generates the bottom green curve (with squares) as its approximation of the EF.

Several remarks are in order. The scenario approximation solutions generated using IPOPT are very scattered possibly because IPOPT gets stuck at suboptimal local minima. However, the best solutions generated using IPOPT provide a comparable approximation of the EF as the stochastic approximation method that is denoted by the black curve with circles (which appears to avoid the poor local minima encountered by IPOPT). We note that IPOPT finds a good local solution at one of the 1000 scenario approximation runs (indicated by the blue circle), which prompted us to use a global solver for solving the scenario approximation problems to initialize our algorithm and benchmark our solutions. Solving the scenario approximation problems to global optimality using SCIP yields a much better approximation of the EF than simply using IPOPT. Additionally, when the proposed approach is initialized using the SCIP solution of a single scenario approximation problem (which took less than 60 seconds to compute), it generates a significantly better approximation of the EF that performs comparably to the aforementioned approximation of the EF generated using SCIP. We mention that initializing the solution of IPOPT with the above initial guess from SCIP did not yield a better approximation of the EF than before - this may be because providing a good initialization to an interior point solver such as IPOPT is nontrivial. Our approach took 6978 seconds on average (and a maximum of 7356 seconds) to generate the green curve (with squares) approximation of the EF using 26 points, whereas it took the blue scenario approximations solved using IPOPT a total of 110291 seconds to generate its 1000 points in Figure 4.

7 Conclusion and future work

We proposed a stochastic approximation algorithm for estimating the efficient frontier of chance-constrained NLPs. Our proposal involves solving a sequence of partially smoothened stochastic optimization problems to local optimality using a projected stochastic subgradient algorithm. We established that every limit point of the sequence of stationary/global solutions of the above sequence of approximations yields a stationary/global solution of the original chance-constrained program with an appropriate risk level. A potential advantage of our proposal is that it can find truly stationary solutions of the chance-constrained NLP unlike scenario-based approaches that may get stuck at spurious local optima generated by sampling. Our computational experiments demonstrated that our proposed approach is consistently able to determine good approximations of the efficient frontier in reasonable computation times.

Extensions of our proposal that can handle multiple sets of joint chance constraints, for instance via the solution of the stochastic compositional minimization problem proposed in Section 5.4, merit further investigation. Since our proposal relies on computing projections efficiently, approaches for reducing the computational effort spent on projections, such as random constraint projection techniques, could be explored. Additionally, extensions that incorporate deterministic nonconvex constraints in a more natural fashion provide an avenue for future work. The projected stochastic subgradient method of Davis and Drusvyatskiy [19] has recently been extended to the non-Euclidean case [64], which could accelerate convergence of our proposal in practice. Finally, because stochastic approximation algorithms are an active area of research, several auxiliary techniques, such as adaptive step sizes, parallelization, acceleration, etc., may be determined to be applicable (and practically useful) to our setting.
Figure 4: Comparison of the efficient frontiers for Case study 3.
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### A Algorithm outlines

#### A.1 Implementation of the scenario approximation algorithm

Algorithm 6 details our implementation of the tuned scenario approximation algorithm. We use $M = 50$ iterations and $R = 20$ replicates for our computational experiments. Settings for sample sizes $N_i$, constraints added per iteration $N_c$, and number of samples $N_{MC}$ are problem dependent, and provided below. Line 19 in Algorithm 6, which estimates the risk level of a candidate solution, may be replaced, if possible, by one that computes the true analytical risk level or a numerical estimate of it [55].

- $N_i = \lceil 10^{a_i} \rceil$, $i = 1, \cdots, 50$, where: for Case study 1: $a_i = 1 + \frac{5}{50}(i - 1)$; for Case study 2: $a_i = 1 + \frac{\log_{10}(50000)}{50}(i - 1)$; for Case study 3: $a_i = 1 + \frac{4}{50}(i - 1)$; and for Case study 4: $a_i = 1 + \frac{4}{50}(i - 1)$ (the upper bounds on $N_i$ were determined based on memory requirements)

- $N_c$: Case study 1: 1000; Case study 2: 10; Case study 3: 5; and Case study 4: 10 (these values were tuned for good performance)

- $N_{MC}$: See Section 6.1 of the paper (we use the same Monte Carlo samples that we used for our proposed method to estimate risk levels).
Algorithm 6 Scenario approximation for approximating the efficient frontier of \((\text{CCP})\)

1: **Input**: Number of major iterations \(M\), distinct sample sizes \(N_i, i = 1, \ldots, M\), number of replicates per major iteration \(R\), maximum number of scenario constraints added per iteration \(N_c\), number of samples to estimate risk levels \(N_{MC}\), and initial guess \(\hat{x} \in X\).

2: **Output**: Pairs \((\bar{\rho}^{i,r}, \bar{\alpha}^{i,r})\), \(i = 1, \ldots, M, r = 1, \ldots, R\), of objective values and risk levels that can be used to approximate the efficient frontier, and corresponding sequence of solutions \(\{\bar{x}^{i,r}\}\).

3: **Preparation**: Draw a (fixed) sample \(\{\bar{\xi}^l\}_{l=1}^{N_{MC}}\) from \(\mathcal{P}\) for estimating risk levels of candidate solutions.

4: for major iteration \(i = 1\) to \(M\) do

5:     for replicate \(r = 1\) to \(R\) do

6:         Sample: Draw i.i.d. sample \(\{\xi^{l,r}\}_{l=1}^{N_i}\) from \(\mathcal{P}\).

7:         Initialize: Starting point \(x^0 := \hat{x}\), list of scenarios enforced for each chance constraint \(I_k^0 = \emptyset, k = 1, \ldots, m\), and counter \(q = 0\).

8:         repeat

9:             Update \(q \leftarrow q + 1\), number of scenario constraints violated \(V \leftarrow 0, I_k^q = I_k^{q-1}, \forall k\).

10:            Solve the following scenario approximation problem (locally) using the initial guess \(x^{q-1}\) to obtain a solution \(x^{q}\) and corresponding optimal objective \(\nu^q\):

\[
\begin{align*}
\min_{x \in \mathcal{X}} & \quad c^T x \\
\text{s.t.} & \quad g_k(x, \xi^{l,r}) \leq 0, \forall l \in I_k^{q-1}.
\end{align*}
\]

11:             for \(k = 1\) to \(m\) do

12:                 Evaluate \(k^{th}\) random constraint \(g_k\) at \(x^{q}\) for each of the scenarios \(l = 1, \ldots, N_i\).

13:                 Sort the values \(\{g_k(x^{q}, \xi^{l,r})\}_{l=1}^{N_i}\) in decreasing order.

14:                 Increment \(V\) by the number of scenario constraints satisfying \(g_k(x^{q}, \xi^{l,r}) > 0\).

15:                 Add at most \(N_c\) of the most violated scenario indices \(l\) to \(I_k^q\).

16:             end for

17:         until \(V = 0\)

18:     Set \(\bar{x} = x^{i,r} = x^q\) and \(\bar{\rho}^{i,r} = \nu^q\) to their converged values.

19:     Estimate risk level \(\bar{\alpha}^{i,r}\) of candidate solution \(\bar{x}\) using the sample \(\{\bar{\xi}^l\}_{l=1}^{N_{MC}}\).

20: end for

21: end for
A.2 Solving (CCP) for a fixed risk level

Algorithm 7 adapts Algorithm 1 to solve (CCP) for a given risk level \( \hat{\alpha} \in (0, 1) \). An initial point \( \hat{x}^0 \) and an upper bound on the optimal objective value \( \nu_{up} \) can be obtained in a manner similar to Algorithm 1, whereas a lower bound on the optimal objective value \( \nu_{low} \) can be obtained either using lower bounding techniques (see [39, 41]), or by trial and error. Note that the sequence of approximations in line 9 of Algorithm 7 need not be solved until termination if Algorithm 2 determines that \( \hat{\alpha}^i < \hat{\alpha} \) before its termination criteria have been satisfied.

**Algorithm 7 Solving (CCP) for a fixed risk level**

1: **Input:** target risk level \( \hat{\alpha} \in (0, 1) \), ‘guaranteed’ lower and upper bounds on the optimal objective value \( \nu_{low} \) and \( \nu_{up} \) with \( \nu_{low} \leq \nu_{up} \), and initial point \( \hat{x}^0 \in X \).
2: **Set algorithmic parameters:** in addition to line 2 of Algorithm 1, let \( \nu_{tol} > 0 \) denote an optimality tolerance.
3: **Output:** approximate optimal objective value \( \hat{\nu} \) of (CCP) for a risk level of \( \hat{\alpha} \).
4: **Preprocessing:** let \( \hat{\nu}^0 = \frac{1}{2}(\nu_{low} + \nu_{up}) \), and determine smoothing parameters \( \{\gamma_k\}_{k=1}^K \) scaled at \( \text{proj} (\hat{x}^0, X_{\nu^0}) \) using Algorithm 3 and an initial sequence of step lengths \( \{\gamma_k\}_{k=1}^K \) for the corresponding sequence of approximating problems (APP) using Algorithm 4.
5: **Optimization Phase:**
6: Initialize index \( i = 0 \).
7: **repeat**
8: Update iteration count \( i \leftarrow i + 1 \) and set objective bound \( \hat{\nu}^i = \frac{1}{2}(\nu_{low} + \nu_{up}) \).
9: Obtain \( (\hat{\alpha}^i, \hat{x}^i) \) by solving sequence of approximations (APP) using Algorithm 2 with the above algorithmic parameter settings and \( \text{proj} (\hat{x}^{i-1}, X_{\nu_i}) \) as the initial guess.
10: **if** \( \hat{\alpha}^i \geq \hat{\alpha} \) **then** set \( \nu_{low} \leftarrow \hat{\nu}^i \); **else** set \( \nu_{up} \leftarrow \hat{\nu}^i \).
11: **until** \( \nu_{low} \geq \nu_{up} - \nu_{tol} \)
12: Set \( \hat{\nu} = \nu_{up} \).

A.3 Implementation of the sigmoidal approximation algorithm

We used the following ‘tuned’ settings to solve each iteration of the sigmoidal approximation problem (see Section 4 of Cao and Zavala [12]) using IPOPT: \( \text{tol} = 10^{-4}, \text{max\_iter} = 10000, \text{hessian\_approximation} = \text{limited\_memory}, \text{jac\_constant}=\text{yes} \), and \( \text{max\_cpu\_time} = 3600 \) seconds. We terminated the loop of Algorithm SigVar-Alg of Cao and Zavala [12] when the objective improved by less than 0.01\% relative to the previous iteration. In what follows, we use the notation of Algorithm SigVar-Alg of Cao and Zavala [12]. For our ‘adaptive \( \gamma \)’ setting, we use the proposal of Cao and Zavala [12] to specify \( \gamma \) when the solution of the CVaR problem corresponds to \( t_\gamma(\alpha) < 0 \). When \( t_\gamma(\alpha) = 0 \) at the CVaR solution returned by Gurobi, we try to estimate a good value of \( t_\gamma(\alpha) \) by looking at the true distribution of \( g(x, \alpha, \xi) \).

B Proofs

B.1 Proof of Proposition 1

Define \( h_k : \mathbb{R}^n \times \mathbb{R}^d \rightarrow \mathbb{R} \) by \( h_k(x, \xi) := \max \{ \phi_k (g(x, \xi)) \} \) for each \( k \in \mathbb{N} \), and note that \( h_k \) is continuous by virtue of Assumption (4a). Additionally, Assumption (4c) implies that \( |h_k(x, \xi)| \leq M_\phi \) for each \( x \in \mathbb{R}^n, \xi \in \mathbb{R}^d \), and \( k \in \mathbb{N} \). By noting that for each \( x \in X_\nu \),

\[
\lim_{k \to \infty} h_k(x, \xi) = \max \{ I \{ g(x, \xi) \} \}
\]

for a.e. \( \xi \in \Xi \) due to Assumptions 2 and 4 (or, simply, the strong form of Assumption 4), we obtain the stated result by Lebesgue’s dominated convergence theorem [54, Theorem 7.31].

B.2 Proof of Proposition 2

Define \( h_k : \mathbb{R}^n \rightarrow \mathbb{R} \) and \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) by \( h_k(x) := \hat{p}_k(x) + I_{X_c}(x) \) and \( h(x) := p(x) + I_{X_c}(x) \), respectively. From Proposition 7.2 of Rockafellar and Wets [49], we have that \( \{h_k\} \) epi-converges to \( h \) if and only if
at each \( x \in \mathbb{R}^n \)
\[
\liminf_{k \to \infty} h_k(x_k) \geq h(x), \text{ for every sequence } \{x_k\} \to x, \text{ and }
\limsup_{k \to \infty} h_k(x_k) \leq h(x), \text{ for some sequence } \{x_k\} \to x.
\]

Consider the constant sequence with \( x_k = x \) for each \( k \in \mathbb{N} \). We have
\[
\limsup_{k \to \infty} h_k(x_k) = I_{X'}(x) + \limsup_{k \to \infty} \tilde{p}_k(x) = I_{X'}(x) + p(x) = h(x)
\]
as a result of Proposition 1, which establishes the latter inequality.

To see the former inequality, consider an arbitrary sequence \( \{x_k\} \) in \( \mathbb{R}^n \) converging to \( x \in \mathbb{R}^n \). By noting that the characteristic function \( I_{X'}(\cdot) \) is lower semicontinuous (since \( X' \) is closed) and
\[
\liminf_{k \to \infty} h_k(x_k) \geq \liminf_{k \to \infty} \tilde{p}_k(x_k) + \liminf_{k \to \infty} I_{X'}(x_k),
\]
it suffices to show \( \liminf_k \tilde{p}_k(x_k) \geq p(x) \) to establish \( \{h_k\} \) epi-converges to \( h \). In fact, it suffices to show the above inequality holds for any \( x \in X' \) since the former inequality holds trivially for \( x \notin X' \).

Define \( q_k : \mathbb{R}^d \to \mathbb{R} \) by \( q_k(\xi) := \max [\phi_k (g(x_k, \xi))] \), and note that \( q_k \) is \( \mathbb{F} \)-integrable by virtue of Assumption 4. By Fatou’s lemma [54, Theorem 7.30], we have that
\[
\liminf_{k \to \infty} E [q_k(\xi)] = \liminf_{k \to \infty} \tilde{p}_k(x_k) \geq E [q(\xi)],
\]
where \( q : \mathbb{R}^d \to \mathbb{R} \) is defined as
\[
q(\xi) := \liminf_{k \to \infty} q_k(\xi) = \liminf_{k \to \infty} \max [\phi_k (g(x_k, \xi))].
\]
Therefore, it suffices to show that \( q(\xi) \geq \max [\mathbb{I} [g(x, \xi)]] \) a.e. for each \( x \in X' \) to establish the former inequality (we note that this result holds sans Assumption 2 if the strong form of Assumption 4 is made).

Fix \( \xi \in \mathbb{Z} \). Let \( l \in \{1, \ldots, m\} \) denote an index at which the maximum in \( \max [\mathbb{I} [g(x, \xi)]] \) is attained, i.e., \( \max [\mathbb{I} [g(x, \xi)]] = \mathbb{I} [g_l(x, \xi)] \). Consider first the case when \( g_l(x, \xi) > 0 \). By the continuity of the functions \( g_l \), for any \( \varepsilon > 0 \) there exists \( N_\varepsilon \in \mathbb{N} \) such that \( j \geq N_\varepsilon \Rightarrow g_l(x_j, \xi) > g_l(x, \xi) - \varepsilon \). Therefore
\[
q(\xi) = \liminf_{k \to \infty} \max [\phi_k (g(x_k, \xi))] \geq \liminf_{k \to \infty} \max [\phi_k (g_l(x_k, \xi)) - \varepsilon] \geq \liminf_{k,l} g_l(x_k, \xi) - \varepsilon,
\]
where the first inequality follows from Assumption (4b). Choosing \( \varepsilon < g_l(x, \xi) \) yields
\[
q(\xi) = \liminf_{k \to \infty} \max [\phi_k (g(x_k, \xi))] \geq \liminf_{k} \phi_{k,l} (g_l(x_k, \xi) - \varepsilon) = 1 = \max [\mathbb{I} [g_l(x, \xi)]]
\]
by virtue of Assumption (4d). The case when \( g_l(x, \xi) < 0 \) follows more directly since
\[
q(\xi) = \liminf_{k \to \infty} \max [\phi_k (g(x_k, \xi))] \geq \liminf_{k} \phi_{k,l} (g_l(x_k, \xi) - \varepsilon) = \mathbb{I} [g_l(x_k, \xi) - \varepsilon] = 0 = \max [\mathbb{I} [g_l(x, \xi)]],
\]
where the first equality follows from Assumption 4. Since \( \max [g_l(x, \xi)] \neq 0 \) a.e. \( \forall x \in X' \) by Assumption 2, we have that \( q(\xi) \geq \max [\mathbb{I} [g_l(x, \xi)]] \) a.e. for each \( x \in X' \), which concludes the proof. \( \square \)

### B.3 Proof of Proposition 4

Since \( x^* \) is a strict local minimizer of (1), there exists \( \delta > 0 \) such that \( p(x) > p(x^*) \), \( \forall x \in X' \cap \text{cl}(B_{\delta}(x^*)) \). Since \( X' \cap \text{cl}(B_{\delta}(x^*)) \) is compact, \( \min_{x \in X' \cap \text{cl}(B_{\delta}(x^*))} \tilde{p}_k(x) \) has a global minimum, say \( \tilde{x}_k \), due to Assumption (4a). Furthermore, \( \{\tilde{x}_k\} \) has a convergent subsequence in \( X' \cap \text{cl}(B_{\delta}(x^*)) \).

Assume without loss of generality that \( \{\tilde{x}_k\} \) itself converges to \( \hat{x} \in X' \cap \text{cl}(B_{\delta}(x^*)) \). Applying Theorem 1 to the above sequence of restricted minimization problems yields the conclusion that \( \hat{x} \) is a global minimizer of \( p \) on \( X' \cap \text{cl}(B_{\delta}(x^*)) \), i.e., \( p(\hat{x}) \geq p(\tilde{x}_k), \forall x \in X' \cap \text{cl}(B_{\delta}(x^*)) \). Since \( x^* \) is a strict local minimizer of (1), this implies \( \hat{x} = x^* \). Since \( \{\tilde{x}_k\} \to x^* \), this implies that \( x_k \) belongs to the open ball \( B_{\delta}(x^*) \) for \( k \) sufficiently large. Therefore, \( \tilde{x}_k \) is a local minimizer of \( \min_{x \in X'} p_k(x) \) for \( k \) sufficiently large since it is a global minimizer of the above problem on \( B_{\delta}(x^*) \). \( \square \)
B.4 Proof of Lemma 2

1. For any \( x, y \in X_v, j \in \{1, \cdots, m\}, \) and \( \xi \in \Xi, \) we have
\[
|\phi_{k,j}(g_j(y, \xi)) - \phi_{k,j}(g_j(x, \xi))| \leq M'_{\phi,k,j}|g_j(y, \xi) - g_j(x, \xi)| \leq M'_{\phi,k,j}L_{g,j}(\xi)\|y - x\|,
\]
where the first step follows from Assumptions (4a) and (5a) and the mean-value theorem, and the second step follows from Assumption (3a).

2. For any \( x, y \in X_v, \) we have
\[
|\hat{p}_k(y) - \hat{p}_k(x)| = |\mathbb{E}[\max \{\phi_k(g(y, \xi))\} - \max \{\phi_k(g(x, \xi))\}]|
\leq \mathbb{E} [\max \{|\phi_k(g(y, \xi)) - \phi_k(g(x, \xi))|\}]
\leq \mathbb{E} \left[ \max_j \left[ M'_{\phi,k,j}L_{g,j}(\xi) \right] \right] \|y - x\|.
\]

B.5 Proof of Proposition 5

From the corollary to Proposition 2.2.1 of Clarke [16], we have that \( \phi_k(g(\cdot, \xi)) \) is strictly differentiable. Theorem 2.3.9 of Clarke [16] then implies that \( \max \{\phi_k(g(\cdot, \xi))\} \) is Clarke regular. The stronger assumptions of Theorem 2.7.2 of Clarke [16] are satisfied because of Assumption 4, Lemma 2, and the regularity of \( \max \{\phi_k(g(\cdot, \xi))\} \), which then yields
\[
\partial \hat{p}_k(x) = \partial \mathbb{E}[\max \{\phi_k(g(x, \xi))\}] = \mathbb{E}[\partial_x \max \{\phi_k(g(x, \xi))\}].
\]
Noting that \( \phi_k(g(\cdot, \xi)) \) is Clarke regular from Proposition 2.3.6 of Clarke [16], the stated equality then follows from Proposition 2.3.12 of Clarke [16].

B.6 Proof of Proposition 6

We first sketch an outline of the proof (note that our proof will follow a different order for reasons that will become evident). We will establish that (see Chapters 4 and 5 of Rockafellar and Wets [49] for definitions of technical terms)
\[
\limsup_{k \to \infty} \partial \hat{p}_k(x) + N_{X_v}(x) = \limsup_{k \to \infty} \partial \hat{p}_k(x) + \limsup_{k \to \infty} N_{X_v}(x). \tag{3}
\]

Then, because of the outer semicontinuity of the normal cone mapping, it suffices to prove that the outer limit of \( \partial \hat{p}_k(x) \) is a subset of \( \{\nabla p(x)\} \). To demonstrate this, we will first show that \( \partial \hat{p}_k(x) = -\partial \int_{-\infty}^{\infty} F(x, \eta)d\tilde{\phi}_k(\eta)d\eta \), where \( F \) is the cumulative distribution function of \( \max \{\hat{g}(x, \xi)\} \). Then, we will split this integral into two parts - one accounting for tail contributions (which we will show vanishes when we take the outer limit), and the other accounting for the contributions of \( F \) near \( (x, \eta) = (\bar{x}, 0) \) that we will show satisfies the desired outer semicontinuity property.

Since \( \hat{p}_k(x) \) can be rewritten as \( \hat{p}_k(x) = \mathbb{E}[\tilde{\phi}_k(\max \{\hat{g}(x, \xi)\})] \) by Assumption 6, we have
\[
\hat{p}_k(x) = \mathbb{E} [\tilde{\phi}_k(\max \{\hat{g}(x, \xi)\})] = \int_{-\infty}^{+\infty} \tilde{\phi}_k(\max \{\hat{g}(x, \xi)\}) d\mu
\leq \int_{-\infty}^{+\infty} \tilde{\phi}_k(\eta)dF(x, \eta)
\leq \lim_{\eta \to +\infty} \tilde{\phi}_k(\eta) - \int_{-\infty}^{+\infty} F(x, \eta)d\tilde{\phi}_k(\eta)d\eta,
\]
where the second line is to be interpreted as a Lebesgue-Stieltjes integral, and the final step follows by integrating by parts and Assumption 4. This yields (see Proposition 5 and Assumption 6 for the existence of these quantities)
\[
\partial \hat{p}_k(x) \subset -\partial \int_{|\eta| \geq \epsilon_k} F(x, \eta)d\tilde{\phi}_k(\eta)d\eta - \partial \int_{-\epsilon_k}^{\epsilon_k} F(x, \eta)d\tilde{\phi}_k(\eta)d\eta \tag{4}
\]
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by the properties of the Clarke generalized gradient, where \( \{\varepsilon_k\} \) is defined in Assumption 6.

Let \( \{x_k\} \) be any sequence in \( X_\varepsilon \) converging to \( \bar{x} \in X_\varepsilon \). Suppose \( v_k = -\partial \int_{|\eta| \geq \varepsilon_k} F(x_k, \eta) d\hat{\varphi}_k(\eta) d\eta \) with \( v_k \to v \in \mathbb{R}^n \). We would like to show that \( v = 0 \). Note that by an abuse of notation (where we actually take norms of the integrable selections that define \( v_k \))

\[
\lim_{k \to \infty} \left\| v_k \right\| = \lim_{k \to \infty} \left\| -\partial \int_{|\eta| \geq \varepsilon_k} F(x_k, \eta) d\hat{\varphi}_k(\eta) d\eta \right\| = \lim_{k \to \infty} \left\| \int_{|\eta| \geq \varepsilon_k} \partial_x F(x_k, \eta) d\hat{\varphi}_k(\eta) d\eta \right\|
\leq \lim_{k \to \infty} \int_{|\eta| \geq \varepsilon_k} \|\partial_x F(x_k, \eta)\| d\hat{\varphi}_k(\eta) d\eta
\leq \lim_{k \to \infty} \int_{|\eta| \geq \varepsilon_k} L_F(\eta) d\hat{\varphi}_k(\eta) d\eta = 0,
\]

where the first step follows from Theorem 2.7.2 of Clarke [16] (whose assumptions are satisfied by virtue of Assumption (6b)), the second inequality follows from Proposition 2.1.2 of Clarke [16], and the final equality follows from Assumption (6c).

The above arguments establish that \( \limsup_{k \to \infty} -\partial \int_{|\eta| \geq \varepsilon_k} F(x, \eta) d\hat{\varphi}_k(\eta) d\eta = \{0\} \). Consequently, we have \( \limsup_{k \to \infty} \partial \hat{\varphi}_k(x) \subset \limsup_{k \to \infty} -\partial \int_{-\varepsilon_k}^{\varepsilon_k} F(x, \eta) d\hat{\varphi}_k(\eta) d\eta \) from Equation (4). We now consider the outer limit sup \( \limsup_{k \to \infty} -\partial \int_{-\varepsilon_k}^{\varepsilon_k} F(x, \eta) d\hat{\varphi}_k(\eta) d\eta \). Suppose \( w_k \in -\partial \int_{-\varepsilon_k}^{\varepsilon_k} F(x, \eta) d\hat{\varphi}_k(\eta) d\eta \) with \( w_k \to w \in \mathbb{R}^n \). We wish to show that \( w \in \{\nabla p(\bar{x})\} \). Invoking Theorem 2.7.2 of Clarke [16] once again, we have that

\[
\limsup_{k \to \infty} -\partial \int_{-\varepsilon_k}^{\varepsilon_k} F(x, \eta) d\hat{\varphi}_k(\eta) d\eta \subset \limsup_{k \to \infty} -\int_{-\varepsilon_k}^{\varepsilon_k} \nabla_x F(x, \eta) d\hat{\varphi}_k(\eta) d\eta
= \limsup_{k \to \infty} \left( \int_{-\varepsilon_k}^{\varepsilon_k} \nabla_x F(x, \eta) d\hat{\varphi}_k(\eta) d\eta \right) \left( \int_{-\varepsilon_k}^{\varepsilon_k} d\hat{\varphi}_k(z) dz \right)
= \limsup_{k \to \infty} \int_{-\varepsilon_k}^{\varepsilon_k} \nabla_x F(x, \eta) d\hat{\varphi}_k(\eta) d\eta,
\]

where for each \( k \in \mathbb{N} \) large enough, \( \hat{\varphi}_k : \mathbb{R} \to \mathbb{R} \) is defined as \( \hat{\varphi}_k(y) = \frac{\hat{\varphi}_k(y)}{\int_{-\varepsilon_k}^{\varepsilon_k} d\hat{\varphi}_k(z) dz} \); the first step follows (by an abuse of notation) from the fact that \( \varepsilon_k \to 0 \) for \( k \) large enough (see Assumption (6b)), and the third and fourth steps follow from Assumption (6c). Noting that

\[
\int_{-\varepsilon_k}^{\varepsilon_k} \nabla_x F(x, \eta) d\hat{\varphi}_k(\eta) d\eta = \left[ \frac{\partial F}{\partial x_1}(x_k, \omega_{1,k}) \cdots \frac{\partial F}{\partial x_n}(x_k, \omega_{n,k}) \right] \left[ \int_{-\varepsilon_k}^{\varepsilon_k} d\hat{\varphi}_k(\eta) d\eta \right] = \left[ \frac{\partial F}{\partial x_1}(x_k, \omega_{1,k}) \cdots \frac{\partial F}{\partial x_n}(x_k, \omega_{n,k}) \right]
\]

for some constants \( \omega_{i,k} \in (-\varepsilon_k, \varepsilon_k), i = 1, \cdots, n \), by virtue of Assumption (6b) and the first mean value theorem for definite integrals, we have

\[
\limsup_{k \to \infty} -\partial \int_{-\varepsilon_k}^{\varepsilon_k} F(x, \eta) d\hat{\varphi}_k(\eta) d\eta \subset \limsup_{k \to \infty} \left[ \frac{\partial F}{\partial x_1}(x_k, \omega_{1,k}) \cdots \frac{\partial F}{\partial x_n}(x_k, \omega_{n,k}) \right] \left\{ -\nabla_x F(\bar{x}, 0) \right\} = \left\{ \nabla p(\bar{x}) \right\},
\]

where the first equality above follows from Assumption (6b), and the second equality follows from the fact that \( p(x) = 1 - F(x, 0) \) for each \( x \in X_\varepsilon \). Reconciling our progress with Equation (4), we obtain

\[
\limsup_{x \to \bar{x}} \partial \hat{\varphi}_k(x) \subset \left\{ \nabla p(\bar{x}) \right\}.
\]
To establish the desirable equality in Equation (3), it suffices to show that $\partial \phi_k(x_k) \subset C$ for $k$ large enough, where $C \subset \mathbb{R}^n$ is independent of $k$. From Equation (5), we have that the first term in the right-hand side of Equation (4) is contained in a bounded set that is independent of $k \in \mathbb{N}$. From Equation (6), we have that any element of the second term in the right-hand side of Equation (4) is bounded above in norm by $\max_{x \in \text{cl}(B(\xi \eta))} \| \nabla_x F(x, \eta) \|$ for $k$ large enough for any $\delta > 0$. The above arguments in conjunction with Equation (4) establish Equation (3). The desired result then follows from the outer semicontinuity of the normal cone mapping, see Proposition 6.6 of Rockafellar and Wets [49].

B.7 Proof of Proposition 7

The bounds follow by noting that for each $y \in \mathbb{R}$:

\[
d\phi_k(y) = \frac{\tau_{k,j}^{-1}}{[\exp(0.5\tau_{k,j}^{-1}y) + \exp(-0.5\tau_{k,j}^{-1}y)]^2} \leq 0.25\tau_{k,j}^{-1}, \quad \text{and}
\]

\[
|d^2\phi_{k,j}(y)| = \tau_{k,j}^{-2} \frac{\exp\left(\frac{\eta y}{2\tau_{k,j}}\right) - \exp\left(-\frac{\eta y}{2\tau_{k,j}}\right)}{\left[\exp\left(\frac{\eta y}{2\tau_{k,j}}\right) + \exp\left(-\frac{\eta y}{2\tau_{k,j}}\right)\right]^3} \leq 0.1\tau_{k,j}^{-2},
\]

where the final inequality is obtained by maximizing the function $x \mapsto \left|\frac{x - \frac{1}{2}}{\left(x + \frac{1}{2}\right)}\right|$ on $\mathbb{R}$. \hfill \Box

B.8 Proof of Proposition 9

1. Follows by using the chain rule $\nabla \phi_{k,j} (g_j(\cdot, \xi)) = d\phi_{k,j} (g_j(\cdot, \xi)) \nabla g_j(\cdot, \xi)$ and bounding the Lipschitz constant of the above product on $U$, using Assumptions (3a), (3b), and 5 and standard arguments.

2. From part one of Lemma 2 and Theorem 7.44 of Shapiro et al. [54], we have $\nabla \mathbb{E}[\phi_k (g(x, \xi))] = \mathbb{E} [\nabla_x \phi_k (g(x, \xi))], \forall x \in U$. The stated result then follows from the first part of this proposition and the fact that the Frobenius norm of a matrix provides an upper bound on its spectral norm, where the existence of the quantity $\mathbb{E} \left[ \left( \sum_{j=1}^m L^2_{k,j}(\xi) \right)^{\frac{1}{2}} \right]$ follows from the fact that $\sqrt{\sum_j L^2_{k,j}(\xi)} \leq \sqrt{\sum_j L^2_{k,j}(\xi)}$, Assumptions (3a) and (3b), and Lebesgue’s dominated convergence theorem. \hfill \Box

C Recourse formulation

As noted in Section 1 of the paper, Problem (CCP) can also be used to model chance-constrained programs with static recourse decisions, e.g., by defining $g$ through the solution of the following auxiliary optimization problem for each $(x, \xi) \in X \times \Xi$:

\[
g(x, \xi) := \min_{\eta, y} \eta \quad \text{s.t.} \quad T(x, \xi) + W(\xi)y + \eta c \geq 0, \quad y \in \mathbb{R}^n_+, \quad \eta \geq -1,
\]

where $T : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^{m_r}$ is continuously differentiable, and $W : \mathbb{R}^d \to \mathbb{R}^{m_r \times n_s}$. Note that $g$ can be recast in the form of a joint chance constraint by appealing to linear programming duality, viz.,

\[
g(x, \xi) = \max_{j=1, \cdots, |V(\xi)|} \left\{ v_j^T T(x, \xi) - v_j^T w \right\},
\]

where the polytope $P_g(\xi) = \{ (v, w) \in \mathbb{R}^{m_r \times n_s} \times \mathbb{R}_+: v^T W(\xi) \leq 0, v^T e + w = 1 \}$, and $V(\xi)$ denotes the set of extreme points of $P_g(\xi)$. Reformulating the recourse constraints into the above explicit form may not be practical for our proposal since Algorithms 3 and 4 rely on stepping through each of the constraint functions $g_j$, $j = 1, \cdots, |V(\xi)|$, and the cardinality of the set of extreme points $V(\xi)$ may
be huge. Therefore, we consider the case when the approximations \( \hat{p}_k \) are constructed using a single smoothing function, i.e., \( \hat{p}_k(x) = E[\phi_k(g(x, \xi))] \), where \( \{\phi_k\} \) is a sequence of smooth scalar functions that approximate the step function.

Throughout this section, we assume that \( g \) that can be reformulated as \( g(x, \xi) := \max_{j \in J} h_j(x, \xi) \), where \( J \) is a finite index set, and \( h_j : \mathbb{R}^n \times \mathbb{R}^d \rightarrow \mathbb{R} \) are continuously differentiable functions that are Lipschitz continuous and have Lipschitz continuous gradients in the sense of Assumption 3. We let \( L'_h(\xi) \) denote the Lipschitz constant of \( \nabla h(\cdot, \xi) \) on \( X_{\nu} \) with \( E \left[ \left( L'_h(\xi) \right)^2 \right] < +\infty \). While the theory in this section is also applicable to the ordinary joint chance constrained setting, it is usually advantageous to consider individual smoothing functions for each chance constraint function in that case whenever feasible. As an aside, we mention that imposing the lower bound constraint \( \eta \geq -1 \) in the definition of \( g \) is not necessary (and it may in fact be advantageous to omit it) when the set

\[
\{ z \in \mathbb{R} : z = \min_{i=1, \ldots, n} T_i(x, \xi) + (w_i(\xi))^T y \text{ for some } (x, y, \xi) \in X \times \mathbb{R}_+^n \times \Xi \}
\]

is bounded from above, where \( w_i(\xi) \) denotes the vector corresponding to the \( i \)th row of \( W(\xi) \).

We first characterize the Clarke generalized gradient of the approximation \( \hat{p}_k \) under the above setup.

**Proposition 11.** Suppose Assumptions 4 and 5 and the above assumptions on \( g(x, \xi) = \max_{j \in J} h_j(x, \xi) \) and \( \phi_k \) hold. Then \( \partial \hat{p}_k(x) = E [d\phi_k (\max_{j} h_j(x, \xi))] \times \partial h \max_{j} h_j(x, \xi) \).

**Proof.** Note that for any \( x \in X \) and \( \xi \in \Xi \), we have \( \partial x \phi_k(g(x, \xi)) = d\phi_k(g(x, \xi)) \partial x \max_{j} h_j(x, \xi) \), see Theorem 2.3.9 of Clarke [16]. The claim then follows from Proposition 5 of the paper and the fact that \( \hat{p}_k(x) = E [\phi_k(g(x, \xi))] = E \left[ \max_j [\phi_k(g_j(x, \xi))] \right] \) since \( \phi_k \) is monotonically nondecreasing on \( \mathbb{R} \).

The following result establishes that the approximation \( \hat{p}_k \) continues to enjoy the weak convexity property for the above setup under mild assumptions.

**Proposition 12.** Suppose Assumptions 1, 4, and 5 hold. Additionally, suppose \( g(x, \xi) = \max_{j} h_j(x, \xi) \) satisfies the above conditions and \( \phi_k \) is a scalar smoothing function. Then \( \hat{p}_k(\cdot) \) is \( L_k \)-weakly convex for some constant \( L_k \) that depends on \( \hat{L}'_h(\xi), L'_\phi, M'_\phi, k \), and the diameter of \( X_{\nu} \).

**Proof.** First, note that \( g(\cdot, \xi) := \max_{j} h(\cdot, \xi) \) is \( L'_h(\xi) \)-weakly convex on \( X_{\nu} \) for each \( \xi \in \Xi \), see Lemma 4.2 of Drusvyatskiy and Paquette [22]. In particular, this implies that for any \( y, z \in X_{\nu} \),

\[
g(z, \xi) = \max_{j} h(z, \xi) \geq g(y, \xi) + s_y^T(\xi)(z - y) - \frac{L'_h(\xi)^2}{2} \|z - y\|^2
\]

for any \( s_y(\xi) \in \partial \max_{j} h(y, \xi) \). The Lipschitz continuity of \( d\phi_k(\cdot) \) implies that for any scalars \( v \) and \( w \):

\[
\phi_k(w) \geq \phi_k(v) + d\phi_k(v)(w - v) - \frac{L'_\phi, k}{2} (w - v)^2.
\]

From the monotonicity Assumption (4b) and by recursively applying the above result, we have for any
\( \xi \in \Xi \) and \( y, z \in X_\nu \):

\[
\phi_k (g(z, \xi)) \geq \phi_k \left( g(y, \xi) + s_y(\xi)(z - y) - \frac{L'_k(\xi)}{2} \|z - y\|^2 \right)
\]

\[
\geq \phi_k \left( g(y, \xi) + s_y(\xi)(z - y) \right) - \frac{L'_k(\xi)}{2} \|s_y(\xi)(z - y)\|^2 - \frac{L'_{\phi,k} (L'_k(\xi))^2}{8} \|z - y\|^4
\]

\[
\geq \phi_k (g(y, \xi)) + (d\phi_k (g(y, \xi)) s_y(\xi))' (z - y) - \frac{L'_{\phi,k} (L'_k(\xi))^2}{2} \|s_y(\xi)(z - y)\|^2 - \frac{L'_{\phi,k} (L'_k(\xi))^2}{8} \|z - y\|^4
\]

\[
\geq \phi_k (g(y, \xi)) + (d\phi_k (g(y, \xi)) s_y(\xi))'(z - y) - \frac{\|z - y\|^2}{2} \left[ L'_{\phi,k} \|s_y(\xi)\|^2 + L'_k(\xi) M'_{\phi,k} + \frac{L'_{\phi,k} (L'_k(\xi))^2}{4} \text{diam} (X_\nu)^2 \right].
\]

Taking expectation on both sides and noting that \( \|s_y(\xi)\| \leq L'_k(\xi) \), we get

\[
E [\phi_k (g(z, \xi))] \geq E [\phi_k (g(y, \xi))] + \mathbb{E} \left[ (d\phi_k (g(y, \xi)) s_y(\xi))' (z - y) \right] - \frac{\|z - y\|^2}{2} \left[ L'_{\phi,k} \mathbb{E} \left( L'_k(\xi) \right)^2 + L'_k(\xi) \mathbb{E} \left( L'_k(\xi) \right) M'_{\phi,k} + \frac{L'_{\phi,k} \mathbb{E} \left( L'_k(\xi) \right)^2}{4} \text{diam} (X_\nu)^2 \right].
\]

Therefore, \( \hat{p}_k \) is \( \tilde{L}_k \)-weakly convex on \( X_\nu \) with

\[
\tilde{L}_k := L'_{\phi,k} \mathbb{E} \left( L'_k(\xi) \right)^2 + L'_k(\xi) \mathbb{E} \left( L'_k(\xi) \right) M'_{\phi,k} + \frac{1}{4} L'_{\phi,k} \mathbb{E} \left( L'_k(\xi) \right)^2 \text{diam} (X_\nu)^2.
\]

We now outline our proposal for estimating the weak convexity parameter \( \tilde{L}_k \) of \( \hat{p}_k \) for the above setting. First, we note that estimate of the constants \( L'_{\phi,k} \) and \( M'_{\phi,k} \) can be obtained from Proposition 7. Next, we propose to replace the unknown constant \( \text{diam} (X_\nu) \) with the diameter \( 2r \) of the sampling ball in Algorithm 4. Finally, we note that estimating the Lipschitz constant \( L'_k(\xi) \) for any \( \xi \in \Xi \) is tricky since it would involve looking at all of the \( |J| \) constraints in general, just the thing we wanted to avoid! To circumvent this, we propose to replace \( L'_k(\xi) \) in \( \tilde{L}_k \) with an estimate of the local Lipschitz constant of our choice of the \( B \)-subdifferential element of \( g(\cdot, \xi) \) through sampling (similar to the proposal in Algorithm 4). When \( g \) is defined through the solution of the recourse formulation considered, we can estimate a \( B \)-subdifferential element by appealing to linear programming duality and use this as a proxy for the ‘gradient’ of \( g \). Note that a crude estimate of the step length does not affect the convergence guarantee of the stochastic subgradient method of Davis and Drusvyatskiy [19].

### D Additional computational results

We present results of our replication experiments for the three case studies in the paper, and also consider a variant of Case study 2 that has a known analytical solution to benchmark our proposed approach.

Figure 5 presents the enclosure of the trajectories of the EF generated by ten replicates of the proposed approach when applied to Case study 1. For each value of the objective bound \( \nu \), we plot the smallest and largest risk level determined by Algorithm 2 at that bound over the different replicates. The reader can verify that the risk levels returned by the proposed algorithm do not vary significantly across the different replicates, with the maximum difference in the risk levels across the 26 points on the EF being a factor of 1.42. Figure 6 presents the corresponding plot for Case study 2. The reader can again verify that the risk levels returned by the proposed algorithm do not vary significantly across the different replicates, with the maximum difference in the risk levels across the 31 points on the EF being a factor of 1.21. Figure 7 presents the corresponding plot for Case study 3. The maximum difference in the risk levels at the 26 points on the EF for this case is a factor of 1.25 across the ten replicates.
Figure 5: Enclosure of the trajectories of the efficient frontier for Case study 1 generated by ten replicates of the proposed approach.

Figure 6: Enclosure of the trajectories of the efficient frontier for Case study 2 generated by ten replicates of the proposed approach.
**Case study 4.** We consider Case study 2 when the random variables $\xi_{ij} \sim \mathcal{P} := \mathcal{N}(0, 1)$ are i.i.d., the number of variables $n = 100$, the number of constraints $m = 100$, and bound $U = 100$. The EF can be computed analytically in this case, see Section 5.1.1 of Hong et al. [32]. Figure 8 compares a typical EF obtained using our approach against the analytical EF and the solutions generated by the tuned scenario approximation algorithm. Our proposed approach is able to converge to the analytical EF, whereas the scenario approximation method is only able to determine a suboptimal EF. Our proposal takes 1974 seconds on average (and a maximum of 2207 seconds) to approximate the EF using 32 points, whereas it took the scenario approximation a total of 16007 seconds to generate its 1000 points in Figure 8. We note that about 60% of the reported times for our method is spent in generating random numbers because the random variable $\xi$ is high-dimensional.

Figure 9 presents an enclosure of the trajectories of the EF generated by the proposed approach over ten replicates for this case. The reader can verify that the risk levels returned by the proposed algorithm do not vary significantly across the different replicates, with the maximum difference in the risk levels across the 32 points on the EF being a factor of 1.002.
Figure 8: Comparison of the efficient frontiers for Case study 4.

Figure 9: Enclosure of the trajectories of the efficient frontier for Case study 4 generated by ten replicates of the proposed approach.