Relict landslide detection in rainforest areas using a combination of k-means clustering algorithm and Deep-Learning semantic segmentation models
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Abstract

Landslides are destructive and recurrent natural disasters on steep slopes and represent a risk to lives and properties. Knowledge of relict landslides’ location is vital to understand their mechanisms, update inventory maps and improve risk assessment. However, relict landslide mapping is complex in tropical regions covered with rainforest vegetation. A new CNN approach is proposed for semi-automatic detection of relict landslides, which uses a dataset generated by a k-means clustering algorithm and has a pre-training step. The weights computed in the pre-training are used to fine-tune the CNN training process. A comparison between the proposed and standard approaches is performed using CBERS-4A WPM images. Three CNNs for semantic segmentation are used (U-Net, FPN, Linknet) with two augmented datasets. A total of 42 combinations of CNNs are tested. Values of precision and recall were very similar between the combinations tested. Recall was higher than 75% for every combination, but precision values were usually smaller than 20%. False positives (FP) samples were addressed as the cause for these low precision values. Predictions of the proposed approach were more accurate and correctly detected more landslides. This work demonstrates that there are limitations for detecting relict landslides in areas covered with rainforest, mainly related to similarities between the spectral response of pastures and deforested areas with \textit{Gleichenella sp.} ferns, commonly used as an indicator of landslide scars.
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1. Introduction

Landslides are destructive and recurrent natural disasters that represent a risk to lives and properties when near urban areas (Metternicht et al., 2005; Kasai et al., 2009; Netto et al., 2011; Jebur et al., 2014; Nohani et al., 2019)). They are responsible for expressive human and economic losses.
losses worldwide, costing millions of dollars each year (Tominaga et al., 2009; Netto et al., 2011). Sendai framework for disaster risk reduction 2015–2030 (UNISDR, 2015) stated that natural hazards affected more than 25 million people and caused economic losses up to US$ 1.3 trillion between 2008 and 2012. Landslides occur on steep slopes and are essential agents in landscape evolution by promoting changes through successive events that shape the hillsides (Wolle, 1988; Summerfield, 1991; Tominaga et al., 2009; Guzzetti et al., 2012). Deforestation, inadequate urban growth, and climate change are increasing mass movement occurrence, mainly water-related landslides such as earthflows and mudflows (Tominaga et al., 2009; Gariano and Guzzetti, 2016; Nohani et al., 2019).

Landslides have been largely studied in the last decades. Studies of landslide detection (McKean and Roering, 2004; Burns and Madin, 2009; Booth et al., 2009; Van Den Eeckhaut et al., 2011; Iwahashi et al., 2012; Guzzetti et al., 2012; Lin et al., 2013; Chen et al., 2014; Li et al., 2015; Heleno et al., 2016), susceptibility (Marcelino, 2004; Schulz, 2007; van Westen et al., 2008; Kawabata and Bandibas, 2009; Chen et al., 2013), monitoring and evaluation (Glenn et al., 2006; Du and Teng, 2007; Lingua et al., 2008; Baldo et al., 2009; Derron and Jaboyedoff, 2010; Brideau et al., 2012; Ghiffar et al., 2013; Casagli et al., 2016) are common and improve landslide risk assessment.

In recent years, ongoing technological development provided new tools for researchers which are faster, better, and more accurate than conventional ones, making data easier to gather and handle (Mantovani et al., 1996; Metternicht et al., 2005; Scaioni et al., 2014). These new technologies significantly changed the methods of studying landslides. Conventional methods consist of extensive fieldwork, scanning of topographic maps and visual photo-interpretation of stereo images, which are costly, time consuming and have limitations that affect the quality of the data (Nilsen and Brabb, 1973; Guzzetti et al., 1999; Roering et al., 2005; Van Den Eeckhaut et al., 2005; Booth et al., 2009; Burns and Madin, 2009; Guzzetti et al., 2012; Roering et al., 2013; Scaioni et al., 2014). Use of lidar (Light Detection and Ranging) (McKean and Roering, 2004; Glenn et al., 2006; Ardizzone et al., 2007; Van Den Eeckhaut et al., 2007; Baldo et al., 2009; Burns and Madin, 2009; Kasai et al., 2009; Ventura et al., 2011; Jaboyedoff et al., 2012; Chen et al., 2013; Wang et al., 2013; Jebur et al., 2014), RPA (Remotely Piloted Aircraft) SFM-MVS (Structure from Motion Multi-view stereo) (Niethammer et al., 2010; Lucieer et al., 2014; Turner et al., 2015; Lindner et al., 2016; Yu et al., 2017; Mozas-Calvache et al., 2017; Menegoni et al., 2020; Devoto et al., 2020; Samodra et al., 2020; Xu et al., 2020; Godone et al., 2020) and process automation (Van Den Eeckhaut et al., 2007; Guzzetti et al., 2012; Van Den Eeckhaut et al., 2012; Scaioni et al., 2014; Knevels et al., 2019) are the hot spot in landslide studies which are replacing the traditional methods quickly. High resolution (HR) and very high resolution (VHR) data from both remote sensing imagery and topographic data became mandatory tools in landscape studies (Metternicht et al., 2005; Jaboyedoff et al., 2012; Scaioni et al., 2014).

Remote sensing products were under-explored in landslide studies in the 1990s and earlier decades at the expense of using aerial photographs (Mantovani et al., 1996). Satellite multi-spectral imagery and airborne photographs are generally collected after the landslide events, which makes visual identification easier due to material and vegetation removal (Guzzetti et al., 1999; Du and Teng, 2007; Booth et al., 2009; Liu et al., 2009; Burns et al., 2010; Sameen and Pradhan, 2019). Landslide mapping is vital for risk assessment studies and landslide prediction, with the generation and update of inventory maps (Sameen and Pradhan, 2019; Yu et al., 2021; Dias et al., 2021). The knowledge of the exact landslide location allows specific analysis for emergency response and precautions actions (Chen et al., 2018). In natural steep slopes, vegetation growth covers devastated areas making landslide identification harder over time when using remote sensing imagery and
difficult monitoring studies (Lehmann, 2008; Portela, 2014; Scaioni et al., 2014).

Knowledge of relict landslides is important to enhance understanding of landslide causative factors and mechanisms (Sameen and Pradhan, 2019; Li et al., 2021), to predict future events, design preventive frameworks (Schulz, 2007) and for quick landslides hazard emergency response (Chen et al., 2018). Landslide susceptibility is higher in the areas surrounding relict landslides allowing to establish a correlation between the terrain conditions of these past events and the expected ones (Schulz, 2007; Shahabi and Hashim, 2015; Zhong et al., 2019). The post-event identification from stereo photos and satellite multi-spectral imagery is commonly performed by visual interpretation of experts in GIS (Geographic Information System) software, which is an exhaustive and time-consuming task that depends on previous experience (Van Den Eeckhaut et al., 2007; Burns and Madin, 2009; Burns et al., 2010). In the last couple of decades, automatic detection of landslides started to be exploited from different sources and tools, mainly using very-high-resolution (VHR) topographic data, such as lidar DEM (Digital Elevation Model), and multispectral imagery (McKean and Roering, 2004; Glenn et al., 2006; Ardizzone et al., 2007; Van Den Eeckhaut et al., 2007; Baldo et al., 2009; Burns and Madin, 2009; Kasai et al., 2009; Ventura et al., 2011; Jaboyedoff et al., 2012; Chen et al., 2013; Wang et al., 2013; Jebur et al., 2014). OBIA (Object-based Identification Analysis) (Petropoulos et al., 2012; Van Den Eeckhaut et al., 2012; Scaioni et al., 2014; Knevels et al., 2019), pixel-based classification (Li et al., 2020; Wang et al., 2020), machine learning algorithms (Pal and Mather, 2006; Maxwell et al., 2018; Ghorbanzadeh et al., 2019; Zhong et al., 2019; Wang et al., 2020) and Deep Learning (Luus et al., 2015; Ding et al., 2016; Scott et al., 2017; Kussul et al., 2017; Chen et al., 2018; Ma et al., 2019; Sameen and Pradhan, 2019; Ji et al., 2020; Li et al., 2020; Prakash et al., 2020; Li et al., 2021; Yu et al., 2021; Soares et al., 2022) are the most prominent techniques in landslide semi-automatic and automatic detection studies. Automatic classification is important because it allows rapid mapping procedures with potential applications for hazard assessments, risk mitigation, and post-event recovery efforts (Guzzetti et al., 2012).

Machine Learning algorithms and, more recently, Deep Learning neural networks showed excellent performance in remote sensing analysis, although deep networks were not designed to process high-resolution images (Audebert et al., 2016; Cheng et al., 2017). Convolutional Neural Networks (CNN) is probably the most successful network architecture in deep learning and have been widely used to extract spatial features for object detection and semantic segmentation of high-resolution images (Krizhevsky et al., 2012; Castelluccio et al., 2015; Zhang et al., 2016; Kussul et al., 2017; Zhao et al., 2017; Cheng et al., 2018; Ma et al., 2019; Zhong et al., 2019; Li et al., 2020; Yu et al., 2021).

Studies for automatic landslide detection using CNNs are still scarce, but the results are promising, and geoscientists’ interest in these techniques is increasing significantly (Ji et al., 2020). Ding et al. (2016) proposed a four-step methodology for automatic landslide detection using CNN combined with texture change detection for the Shenzen area in China. GF-1 images were used as input in a CNN with two convolutional layers to generate feature maps used to conduct change detection using texture analysis. The proposed model achieved a recall of 100%, which means that all landslides were detected, and accuracy of 82%.

Chen et al. (2018) presented an automated approach to landslide detection using multi-temporal remote sensing imagery. The method is based on the DCNN model and the usage of STCL (Spatial-Temporal Context Learning) aiming at binary temporal NDVI (Normalized Difference Vegetation Index) and PANTEX (texture-derived built-up presence index). The proposed approach is completely automated with the detection based on the knowledge of land covering change related
to landslides without extracting samples or other manual operations. Images with different spatial resolutions were used (GF-1 (8m), Landsat 8 (30m), and Formosat-2 (8m)). Results showed that more than 70% of landslide areas were extracted.

Sameen and Pradhan (2019) evaluated three CNNs with different layer depths, a ResNet using different input arrangements with spectral and spatial data, and two image fusion methods for landslide detection. ResNet neural network with feature-level fusion achieved the best performance with an accuracy of 90.24%. The inputs with only spectral bands achieved the best results, and the topographic data did not improve the results for any model in this specific study.

Ghorbanzadeh et al. (2019) analyzed and compared current ML and CNN methods for landslide detection considering different training datasets and parameters. The training sets were constituted of spectral data (RGB + NDVI) and topographical data (Slope, Aspect, and Plan Curvature). Also, multiple input window sizes were used. The best results were achieved by CNNs based only on spectral information and 16-pixel input window size. However, CNNs did not necessarily outperform the ML methods (ANN, SVM, and RF), but only in ideal cases.

Ji et al. (2020) proposed a 3D attention mechanism (3D SCAM) to extract an integrated spatial-channel attention map with global consistency. The attention module was integrated into CNN structures such as VGG Net, ResNet, Inception, and Xception. The ResNet-50 boosted by the 3D SCAM achieved the best results over the other models experimented with precision, recall, accuracy, and F1-score above 95%.

Wang et al. (2020) proposed an integrated method that can identify relic and recent landslides from a DTM (Digital Terrain Model) using machine learning and deep learning techniques. They compared eight classification models (six machine learning algorithms and two deep learning models) and the Deep Convolutional Neural Network (DCNN) with 11 convolutional layers was the best model with accuracy as high as 92.5%.

Li et al. (2021) evaluated nine of the most common deep learning models for automatic landslide detection, including VGG Net, ResNet, DenseNet, and U-Net, and used three sample sets with different sizes as input to determine both the best model accuracy and the optimal quantity of samples. All the models achieved more than 80% of accuracy. VGG Net, ResNet, and DenseNet had better performance with larger sample sets, while the performance of U-Net increased with smaller sample sets. The authors suggested that 1000 samples are optimal for deep-learning-based landslide detection if a massive amount of samples is unavailable.

Yu et al. (2021) proposed an end-to-end deep semantic segmentation framework of a two-branch Matrix SegNet to detect landslides from images with different spatial resolutions from four study areas. The authors adopted raw pre- and post-event images from Google Earth directly. Compared with U-Net and SegNet, the proposed Matrix SegNet showed improvements in landslide detection in F1-measure and IoU of the dataset with a spatial resolution of 2.39 m; however, the recall was smaller than 71%.

1.1. Objectives

These studies show that there is no consensus on which is the best model and the best parameters for semi-automatic landslide detection. However, the results were very expressive for all the combinations of data, models, and parameters presented. This paper’s main objective is to propose a new approach for semi-automatic landslide detection using CNN for an area in South-eastern Brazil and compare the results to a standard CNN approach. The focus is the detection of relict landslides partially covered by vegetation using semantic segmentation on CBERS-4A WPM.
2. Methods

2.1. Study Area

The study area is within the Serra do Mar mountain range, southeastern Brazil (Fig. 1). It includes the majority of Caraguatatuba municipality, encompassing coastal and mountainous portions. This region is known for the preserved Atlantic rainforest and has a long history of landslides occurrences in the hillsides, mainly shallow landslides and flows (Fúlfaro et al., 1976; Guidicini and Nieble, 1984; Augusto Filho, 1992). An inventory map is available for a major event that occurred in 1967, when almost 600 landslides of various sizes were identified, which caused destruction and human losses (Fúlfaro et al., 1976). Despite the high landslide occurrence rate in the region, there is a lack of landslide documentation, with few studies updating the previously inventory map and monitoring the landslides (Correa et al., 2017; Dias et al., 2021).

A mountainous landscape marks the study area in the west and the coastal areas with sand beaches and plains in the east (Ponçano, 1981) (Fig. 2A). The mountains are characterized as rugged relief with high slope gradients and valleys with amplitudes higher than 100 m, defined as Costeira Province (Almeida, 1964; Ponçano, 1981). The landslides usually occur in this section due to its favorable conditions for mass movements.

The geological setting is within the Mantiqueira Province, specifically in Serra do Mar Domain (Perrota et al., 2005), mainly composed of granites and gneisses from the Costeiro Complex and Pico do Papagaio Complex, which occurs as intercalated lenses controlled by shear zones (Fig. 2B). Several faults and shear zones oriented towards SW-NE comprising the structural framework of the study area (Perrota et al., 2005). The principal structure is the shear zone that occurs in the N-NW portion of the study area, namely the Bairro Alto Shear zone; other important structures are the Caraguatatuba fault and the Camburu fault. These structures control lithology. There is also the presence of mafic intrusions related to the Araçuaí - Rio Doce orogen, quaternary deposits occur in river banks and coastal plans.

The local climate also contributes to landslide occurrence with rainy summers that usually trigger landslides and other mass movements (Conti and Furlan, 1996). Caraguatatuba climate is defined as Cwa, or altitude tropical climate, by Köppen (1948). The annual average rainfall is up to 1830 mm, with August as the driest month (60 mm) and January as the rainiest (300 mm). Most of the study area is within the Atlantic rainforest biome, which covers almost all Brazilian coastal parts and presents great biodiversity. The Dense Ombrofile Forest is the predominant vegetation cover, distinguished by high indices of temperature and rainfall during the year (Ellenberg and Mueller Dombois, 1967; Veloso et al., 1991). Marked by evergreen vegetation cover with several layers, a canopy that can reach up to 50 m in height, and dense shrubbery detaching ferns, bromeliads, and palm trees (Portela, 2014). Forest formation is controlled by elevation due to its mountainous context and can be divided into Dense Ombrofile Forest, Arboreal Forest, and Secondary vegetation (Kronka et al., 2007).

Despite the preserved vegetation in most of the study area, the landslides occur on natural steep slopes but are more common in deforested areas and close to roads and urban areas.
2.1.1. *Gleichenella* sp.

Ferns are common plants in the Atlantic rainforest of Serra do Mar being pioneers and efficient in regenerating degraded forest (Lehmann, 2008). The hillsides degraded by landslides in the study area are usually covered by a specific fern species named *Gleichenella* sp. while others are almost totally recovered by the forest (Lehmann, 2008; Portela, 2014) (Fig. 3). *Gleichenella* sp. usually prevents complete forest regeneration in the degraded areas, maintaining the landslide scar and boundaries distinguishable from adjacent areas.
2.2. Data

2.2.1. CBERS-4A

CBERS-4A is a mid-resolution remote sensing satellite in a sun-synchronous orbit launched in December 2019, with the first images released for download in January 2020. The satellite is operated by the brazilian National Institute of Spatial Research (INPE) and the images are available for free download on their website (http://www2.dgi.inpe.br/catalogo/explore). It is equipped with three cameras: MUX (Multispectral Camera), WFI (Wide Field Imager), and WPM (Wide Panchromatic Multispectral). MUX and WFI have four optical bands (R, G, B, and NIR) with spatial resolution of 16.5 m and 55.5 m, respectively. WPM has five bands (R, G, B, NIR, and Panchromatic) with spatial resolution of 8 m for the optical bands and 2 m for the panchromatic. The revisit period is 31 days for the WPM and MUX and five days for the WFI. The swath width for each camera is 92 km (WPM), 95 km (MUX), and 684 km (WFI).
In this project were used five CBERS-4A images with the four optical bands of the WPM camera namely blue (0.45 - 0.52 μm), green (0.52 - 0.59 μm), red (0.63 - 0.69 μm) and near-infrared (0.77 - 0.89 μm). All the images were used without radiometric or atmospheric corrections and with no cloud cover.

2.3. Convolutional Neural Networks

CNN has shown impressive performance in many applications, including remote sensing analysis, with fast growth in the use of this network in the last few years (Krizhevsky et al., 2012; Castelluccio et al., 2015; Cheng et al., 2018). It has evolved from multilayer perceptron (MLP) (Werbos, 1974), being the first CNN proposed by Fukushima (1980) and later refined by LeCun et al. (1989) that proposed the LeNet-5. The typical architecture of a CNN is composed of multiple feature-extraction stages where each stage consists of a series of layers, including convolutional layers, pooling layers, and fully connected layers (Castelluccio et al., 2015; Cheng et al., 2018). CNN is designed to take advantage of the two-dimensional structure of the input image and focus on bridging the low-level features to high-level semantics of the image scene, automatically extracting intrinsic features from remote sensing imagery (Zhang et al., 2016; Zhong et al., 2017). For Zhao et al. (2015) a limitation for using CNN in remote sensing image classification is that it requires many labeled training samples for training the network, which is not always available.

There are many different CNNs, each with pros and cons, developed for specific tasks like classification or semantic segmentation. Some well known models are the AlexNet (Krizhevsky et al., 2012), VGG (Simonyan and Zisserman, 2014), CaffeNet (Jia et al., 2014), GoogleNet (Szegedy et al., 2015), U-Net (Ronneberger et al., 2015), ResNet (He et al., 2016) and DenseNet (Huang et al., 2017). So it is up to the researcher to evaluate and choose the best model to fit its study. In this study, three of the four available CNNs in the segmentation models python library (Yakubovskiy, 2019) were used to train the data and compare the results. The CNNs used were U-Net (Ronneberger et al., 2015), FPN (Lin et al., 2017) and Linknet (Chaurasia and Culurciello, 2017) (Fig. 4). These CNNs are built explicitly for semantic segmentation tasks rather than classification.

DenseNet (Huang et al., 2017) was used as a backbone for a pre-training step and was proposed as a network with a different connectivity pattern that connects each layer to every other layer in a feed-forward fashion, namely Dense Convolutional Network (DenseNet) (Fig. 4). A remarkable difference between DenseNet and other networks, such as ResNet, is that it yields condensed models by feature reuse that are easy to train and more efficient. It also concatenates feature maps learned by different layers, which increases variation and efficiency. The DenseNet architecture comprises dense blocks and transition layers, with a convolution at the beginning and a softmax classifier at the end.

2.3.1. Deep Learning Architectures for Image Segmentation

The U-Net architecture was introduced by Ronneberger et al. (2015), modifying and extending FCN (Fully Convolutional Network) by working with very few training images, with more accurate segmentation and preserving image localization. The main difference from traditional CNN lies in its architecture of the expanding path. U-Net consists of two paths: a constructive path and an expansive path (Fig. 4). The constructive path follows the typical CNN architecture with convolution and pooling layers for downsampling. The expansive path consists of upsampling the feature map and replacing the fully connected layers.

Feature pyramids are a primary component in recognition systems for detecting objects at different scales. The Feature Pyramid Network (FPN) was introduced by Lin et al. (2017) as
a feature pyramid with rich semantics at all levels, is built quickly from a single input image scale, and is a generic solution built inside a deep ConvNet. Their architecture combines low-resolution, semantically strong features, with high-resolution, semantically weak features, by a top-down pathway and lateral connections (Fig. 4). The pyramid’s construction involves two parts: a bottom-up pathway and a top-down pathway, and the lateral connections between them.

LinkNet is a neural network architecture proposed by Chaurasia and Culurciello (2017) designed specifically for semantic segmentation (Fig. 4). It comprises an encoder-decoder pair containing residual blocks and linking each encoder with a decoder to avoid losing spatial information. The input of each encoder layer is bypassed by the output of its corresponding decoder so that the decoder and the upsampling operations can use the spatial information. LinkNet results were more efficient compared to existing state-of-the-art segmentation networks that have an order of magnitude larger computational and memory requirements.

2.3.2. Proposed Deep Learning Approach

This study proposes a new deep learning approach for semi-automatic landslide detection, and the results are compared to a standard CNN approach. The standard approach is usually performed in three steps: data processing, training, and validation, while the proposed approach has one more step, pretraining.

- Data Processing

Two datasets were created in the data processing step, the Labeled dataset (LD) and the Cluster Dataset (CD). The Labeled Dataset (LD) comprises images labeled in two classes,
with or without landslide scars. It uses the CBERS-4A path 201 row 143 image from August of 2020 as input with a dimension of 14210 x 14592 pixels was clipped in tiles of 32 x 32 pixels. A zero-padding process was used to enable the creation of the tiles. Each tile received a label due the existence of landslide (label = 1) or not (label = 0). The landslide scars used in this labeling process were acquired from Fulfaro et al. (1976) inventory map and visual interpretation of current images.

The Cluster dataset (CD) used the k-means algorithm to cluster data by trying to automatically separate samples into $k$ groups based on similarity (Pedregosa et al., 2011). This method segments the image based on pixel color similarity, which may be able to segregate major land cover areas such as vegetation cover and urban areas. An area larger than the study area was used as input. Images covering the full extension of the Serra do Mar mountain range were used in this step, almost encompassing the whole coast of São Paulo state. Five CBERS-4A images were used as input (path/row): 200/142, 200/143, 201/142, 201/143 and 202/143. The images were clipped in tiles with 32 x 32 pixels, also using the zero-padding process for the borders of the images. Each tile receives a label with the predominant class according to the k-means clustering results. The number of clusters has to be specified for the k-means algorithm. In this study, the clustering was performed with values 2, 4, 6, 8, 10, and 12. To enhance the clustering process, pixels representing ocean and urban coastal areas were removed from input images, so the k-means algorithm used only highland and mountain features. Lastly, a class balancing process was performed with the tiles assigned to each cluster.

The study area was split into train and test areas. The test area is a minor region with few landslide scars that will be used to evaluate the accuracy of the CNNs. It was clipped from the original image and did not participate in the training process (Fig. 5).

- Pre Training

Densenet121 was chosen for this pre-training step, and the input was the Cluster dataset (CD), which was explicitly created to pre-train the backbone network. Densenet121 neural network is standard backbone in the segmentation models python library (Yakubovskiy, 2019). The pre-training step intends to initialize the CNN, i.e., enable the CNN to learn how to segregate objects through the image bands automatically. As spectral features of landslides are usually different from adjacent areas, the pre-training step may help to detach these areas. The weights computed in this process will be used in the proposed approach to fine-tune the training process of the CNNs.

- Augmentation

Usually, a massive amount of data is necessary for training a neural network such as CNN, which is not always available for the researchers (Zhao et al., 2015). To overcome this lack of training samples, researchers can use data augmentation techniques to increase the number of training samples (Ronneberger et al., 2015). This study performed three types of data augmentation techniques: horizontal flip, vertical flip, and a combination of both (horizontal-vertical flip). To avoid unbalancing data, the augmentation was performed only for the positive class of the Labeled Dataset (LD). In total 365 tiles were labeled as landslide which were augmented by a factor of 30 (10950 tiles) and 50 (18250 tiles); this augmented
dataset is referred to as LD30 and LD50, respectively. These augmented datasets were used in the training process for both the standard and the proposed CNN approach.

- **Training**
  Three CNNs were used for landslide detection: FPN, Linknet, and U-Net. These CNNs are available in the Segmentation Models python library based on Keras(Tensorflow) (Yakubovskiy, 2019) and are specific for semantic segmentation tasks. All three CNN models have a down-sample and an upsample path and use the Densenet121 as a backbone. The weights from these CNNs are evaluated in the test area by validation indices and prediction of landslides. The standard approach used both LD30 and LD50 as input to train each CNN and compute the weights for later validation. A total of 6 combinations were made, and the results were used to predict landslides. In the proposed approach, the weights learned in the pre-training step were used to fine-tune the training process. The CNNs were trained for every cluster with LD30 and LD50 as input, resulting in 12 combinations for each CNN (FPN, Linknet, U-Net), 36 in total, used for model evaluation.

- **Accuracy Assessment**
  Precision and Recall were used to validate the models. These statistical methods are based on three kinds of classified pixels: True Positives (TP), False Positive (FP), and False Negative
Precision is used to quantify the rate of positive samples (TP) among predicted positive samples (TP + FP). The higher the precision of the model, the better the probability of correctly classifying positive samples. In other words, precision determines how many of the classified areas are really landslides. Recall represents the ratio of correctly predicted landslides to the ground truth (Ji et al., 2020). It means that recall can determine how much of the landslide areas defined by visual interpretation were classified in the images (Ghorbanzadeh et al., 2019).

| Evaluation Index | Equation                |
|------------------|-------------------------|
| Precision        | \( \frac{TP}{TP + FP} \) |
| Recall           | \( \frac{TP}{TP + FN} \) |

Table 1: Math expression of the evaluation indices. Where TP refers to True Positive, FP to False Positive and FN to False Negative

3. Results and Discussion

**Validation Indices** The results were evaluated by Precision and Recall validation indices and by landslide predictions that enable visual interpretation. All the combinations of CNNs and parameters were trained and validated in the train area, while the results were obtained from the test area. Tables 2 and 3 show the values of precision and recall for every combination tested.

The results are very similar between the standard CNN approach and the proposed approach and within the combinations. Recall was higher than 75% for every combination tested. The best result for the standard approach was 79.53% (U-Net with LD30) and 81.09% (Linknet with 4 clusters and LD50) for the proposed approach.

In contrast with Recall results, Precision values were usually between 10% and 20%. The higher values of precision were 15.83% for U-Net with LD50 in the standard approach and 20.47% of FPN with 8 clusters and LD30 for the proposed approach. These low precision values may indicate that the models have a high false positive rate (non-landslide pixels classified as landslides).

Recall and precision results for landslide detection are commonly above 70% (Chen et al., 2018; Ding et al., 2016; Ghorbanzadeh et al., 2019; Ji et al., 2020; Li et al., 2021; Wang et al., 2020; Yu et al., 2021; Zhong et al., 2019). Nonetheless, maximizing both evaluation indices may be challenging as they present an inverse correlation, i.e., increases in recall often come at the expense of decreases in precision. These results mean that the CNNs tested in this study predicted more landslides than existed in the ground truth, which generated a large number of False Positives that decreased precision values.

Landslide detection studies aim to create tools to perform automatic landslide detection in replacement to conventional methods such as expert visual interpretation. These studies are valuable in updating inventory maps after landslide occurrences when new landslides are identified. So it is interesting that these methods for automatic landslide detection can predict more landslides than the ones in the ground truth used for validation. In other words, False Positive samples may indicate new landslide occurrences in the study area. Therefore it is suitable for landslide detection studies to have less conservative models with higher recall and lower precision values.
Predictions

The prediction maps of landslides enable visually evaluating the CNNs ability to detect landslides. Predictions were very heterogeneous among all tested combinations, and many could not classify any landslide in the area. Others were very noisy and with errors. However, some predic-
tions correctly classified most of the landslide scars but not without errors and misclassification, mainly false positives. All the predictions were performed with a threshold of 0.5.

Although recall assessment showed high results for all the combinations from both approaches, mainly above 75%, predictions showed that only 18 of 42 (36 + 6) combinations were able to identify the landslide scars more or less accurately (Fig. 6). Most of the predictions did not identify any landslide scars or had a coarse aspect with many False Positives. The supplementary material presents all 18 predictions that correctly identified landslides with TP, FP and FN results.

The predictions of the proposed approach were better than those of the standard approach. 15 of 36 (41.7%) predictions of the proposed approach identified landslide scars in the test area but always with the presence of false positives. Figure 7 shows predictions of the CNNs with 8 clusters and LD50, as well as TP, FP and FN results.

In general, these predictions managed to delineate the landslide scars mainly located in the center-north portion of the test area. Predictions of U-Net (6 clusters and LD50) and Linknet (6 clusters with LD30 and LD50) identified only the landslide scars in the center-south portion (Fig. 6).

It is not clear why this difference in classification between area portions occurs. The southern portion of the study area represents mainly urban, and ocean areas that were removed from the original image in the data processing step, and the voids were labeled as ‘no data.’ The image tiles used as input for the CNN were generated from this clipped image, so the ’no data’ values may have affected CNN landslide detection accuracy. That may explain why the landslides in the southern portion were more complex to detect than those from the center-north portion of the study area.

For the standard approach, only 3 of 6 (50%) predictions (Linknet with LD30/LD50 and U-Net with LD30) correctly identified landslide scars, but the latter also showed a lot of false positives and had a noisy representation similar to salt-and-pepper effect. However, despite being less accurate than the proposed approach predictions, these predictions were able to identify the landslide scars from every portion of the test area, the center-north, and the center-south.

Correlation

The attempt to determine an optimal combination of parameters was unsuccessful. Recall and precision values of the proposed approach showed high similarities for every combination, while the predictions were very diverse. It was not possible to establish a correlation between the parameters used and the accuracy of the results. The same happened to the standard approach.

U-Net neural network is commonly used for semantic segmentation in other studies of landslide detection (Prakash et al., 2020; Li et al., 2021; Soares et al., 2022), so it was expected to yield better results than FPN and Linknet. Although U-Net yielded the best results for recall and precision, the difference to FPN and Linknet results was not so relevant, never greater than 5%. The same happened with the predictions of landslides, where U-Net results were not superior to FPN and Linknet. U-Net and Linknet predictions have similarities with landslides predicted in the same regions, most in the center-north portion of the test area, and many false positives samples. FPN predictions were very different from U-Net and Linknet, with few false positive samples but many false negative.

It was not possible to establish an optimal combination of parameters for landslide detection, but combinations with 4 and 8 clusters yielded the best predictions for all CNNs with both LD30 and LD50.
Figure 6: Predictions of landslides from the proposed and standard approaches.
Figure 7: Image of True Positive, False Positive and False Negative samples from the predictions of (A) U-Net, (B) Linknet and (C) FPN. All predictions are from the combination of 8 clusters and LD50.
**Limitations on Relict Landslide Detection**

Semi-automatic detection of relict landslides using CNNs in an area covered with vegetation proved to be a difficult task. CNNs successfully extract features from images, but satisfactory results rely mainly on the quality of input data and land cover characteristics. The results of validation indices and predictions demonstrate the difficulties in detecting relict landslides in vegetated areas. The high number of False Positives in these predictions is in accordance with the low precision values discussed earlier and is probably related to the input data used.

The main goal of this study is to detect relict landslides which are recognizable in this specific study area by the presence of *Gleichenella sp.* ferns that cover degraded areas, prevent forest restoration, and preserve the boundaries of landslides (Section 2.1.1). As shown in (Fig. 3, the relict landslides can be distinguished from surroundings by the light green color of *Gleichenella sp.* while native vegetation has a dark green color in general. However, there are spectral similarities between *Gleichenella sp.* ferns and other land cover features such as pasture, agricultural fields, or deforested areas. So the spectral characteristics are not enough to enable accurate detection of relict landslides, and the occurrence of misclassification is expected.

In areas covered by dense vegetation, such as the Atlantic rainforest, landslide detection is usually performed using multispectral images acquired soon after the event. In those images, landslides are easily recognizable due to the removal of material and soil exposure (Guzzetti et al., 1999; Du and Teng, 2007; Booth et al., 2009; Burns et al., 2010; Sameen and Pradhan, 2019). In multispectral images, the soil has a brown-orange color that contrasts with the surroundings’ green color, making identification easier for the CNNs. Even in this case, errors and misclassifications are common (Soares et al., 2022).

Therefore there are limitations in semi-automatic detection of relict landslides in rainforest areas using multispectral images as input. These limitations are likely related to specificities of the input data like spatial and spectral resolution rather than the CNN semantic segmentation process itself.

For the best of the authors knowledge this is the first project to use CBERS-4A images for landslide detection. The mid to high spatial resolution (8 m) and 4 spectral bands (R, G, B and NIR) were insufficient to differentiate relict landslides from surroundings. Despite the adequate results of recall and the predictions that correctly identified relict landslides, the majority of the results were inaccurate. Spectral similarities prevented CNNs from achieving better results.

So, using high to very high spatial resolution images, or hyperspectral images, may overcome these limitations and achieve better and more accurate results for relict landslides detection. Also, using very high-resolution topographic data such as lidar that can be used to generate digital terrain models (DTM) by removing vegetation could enhance the accuracy of the semi-automatic detection of relict landslides.

**Discussion**

This study found significant limitations in the semi-automatic detection of relict landslides in vegetation-covered areas using multispectral images as input to the CNN semantic segmentation process. These findings are essential to demonstrate that the accuracy of CNNs for landslide detection is closely related to the technical specificities of input data and the study area characteristics.

Also, a new CNN approach was proposed in an attempt to enhance landslide detection accuracy. The results demonstrate that the predictions of the proposed approach are better than those of the standard approach, but the values of precision and recall were very similar. The k means clustering
process used to create the Cluster dataset for the pre-training step that fine-tuned the CNN training process enhanced CNNs predictions ability. Another finding is that it was not possible to address an optimal correlation of parameters that maximizes the accuracy of landslide detection.

Most landslide detection studies are in areas with little to no vegetation cover and use post-event multispectral images when the landslides are clearly visible. Few studies occur in areas covered with rainforest vegetation (Sameen and Pradhan, 2019; Soares et al., 2022) or for detecting relict landslides (Wang et al., 2020). Also, many studies use a combination of topographic and spectral information as input for the CNNs (Ghobanzadeh et al., 2019; Ji et al., 2020; Sameen and Pradhan, 2019; Wang et al., 2020).

Thus there is a lack of investigation in areas of tropical environments where landslides are common, and the monitoring is impaired by vegetation growth. The present study findings demonstrated the complexity of performing semi-automatic detection of relict landslides in rainforest areas and highlighted the importance of the input data specifications for the CNN models. It also showed the relevance of a continuous update of inventory maps.

This study has several specificities that prevent directly comparing the results with other works. However, many studies of landslide detection using CNNs also showed that both the input data and the study area are directly related to model accuracy (Chen et al., 2018; Ghobanzadeh et al., 2019; Wang et al., 2020; Yu et al., 2021; Soares et al., 2022). The CBERS-4A images are the newer and best free data available for the mapping and monitoring of the Brazilian territory. Despite the great advance promoted in the area of remote sensing for Brazil, the CBERS-4A images were inappropriate for the detection of relict landslides in the specific conditions of this project. However they may yield better results if implemented with other conditions.

Although the results were generally inaccurate and the limitations of using multispectral images for relict landslide detection were exposed, the proposed approach proved to be a powerful tool for landslide detection. Even with all the limitations addressed previously, the CNN proposed approach could correctly predict relict landslides in almost half of the combinations (41.7%). Values of recall higher than 75% and the presence of False Positive samples do not represent a major concern once it is suitable for landslide detection studies to predict more landslides than in ground truth.

4. Conclusion

This work proposed a new CNN approach for semi-automatic landslide detection, and the results were compared with a standard CNN approach. The proposed approach has a pre-training step that uses a dataset generated by a k-means algorithm clustering process as input. The weights computed in the pre-training step are later used to fine-tune the CNN training process. Two augmentation factors of 30 and 50 were used to increase the dataset, and three CNN (U-Net, Linknet and FPN) were used for semantic segmentation. Six combinations of CNN and parameters were generated for the standard approach and 36 for the proposed approach.

The recall was higher than 75% for every combination. The highest values were 79.53% for the standard approach combination of U-Net with LD30 and 80.95% for the proposed approach combination of U-Net with 10 clusters and LD50. In contrast, the precision values were very low for all combinations, generally between 10% and 20%. These low values are related to the high number of False Positives generated in the evaluation process.

Predictions of the landslide were performed in a test area to enhance the evaluation process for every combination of parameters. As a result, 15 of 42 combinations were able to identify landslide scars more or less accurately and with a high number of False Positives. Predictions
from the proposed approach were more accurate than those from the standard approach. Landslide scars located in the center-north portion of the test area were more easily detected than those in the center-south portion for the proposed approach. In contrast, for the standard approach, the landslide scars were identified in the whole area.

Overall, the proposed approach was better than the standard approach for landslide detection in the study area. The difference between recall and precision values was not so relevant, but the predictions of the proposed approach were more accurate. However, it was not possible to determine an optimal combination of parameters (type of CNN, number of clusters, augmentation factor) that best suit landslide detection or even a correlation between the parameters and the accuracy of the models. Predictions of all CNNs with clusters 4 and 8 yielded the best results. No CNN proved to be superior to the others.

Further investigation is needed to improve the proposed approach’s accuracy, and the authors expect better results in areas with more visible landslides. Post-event images or usage of hyperspectral imagery where landslides are better isolated from vegetation cover, with more spectral differences, may be used as input to test the proposed approach.
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