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Abstract

This paper proposes a method for improving performance of clustering algorithm. Among unsupervised learning methods such as clustering, K-means has the advantage of being widely used and simple to implement, but has problems that is heavily influenced by initial centroids and may be got stuck at local minimum. To minimize these shortcomings, this work uses a clustering method with a random swap algorithm based on K-means++ that calculates the distance between data and the center point as a probability. The swap-based clustering method replaces the existing centroids and the concentrated centroids with each other during clustering steps, and then performing re-partitions, and fine-tuning steps with K-means++. The experimental results show the swap-based K-means++ clustering method proposed in this paper has better performance than other methods, as comparing the method proposed with the method of other clustering under various circumstances. As producing datasets of vehicles on general purpose for measuring performance in various experimental environments, we demonstrate the excellence of the proposed method.

Keywords: Clustering, K-means, K-means++, Random swap algorithm

1. Introduction

Clustering is a method out of unsupervised learnings used in many fields, such as machine learning, document classification, pattern recognition, intelligent robot system and image segmentation [1-4]. Therefore, for a wide variety of fields, it can be used to extract summary information of datasets by grouping unlabeled datasets into groups with the same characteristics and to discover the characteristics of datasets. Clustering has a variety of methods and K-means among these is most widely used. Although it uses small calculations and mount of memory, it has the disadvantage of being sensitive to initial centroids. It generally executes multiple initializations of centroids called repeated K-means. K-means++, that is proposed to solve these problems and keeps good speed and accuracy, is a probability technique based method of selecting initial centroids to avoid outliers as much as possible while keeping the centroids from concentrated [5,6].

Also, the main technique to be necessary in clustering is to correctly choose global allocation of clusters, because K-means locally perform fine tuning to get exact partition boundaries. The algorithms based on K-means have the disadvantage that it has the risks to converge at local minimum points and result in an unstable result. To address these local optimal problems, swap-based clustering, a method of local search reasoning, is used in this paper. This clustering
is the technique that finds the optimum centroids by performing the swap between existing centroids and a set of candidate centroids, and followed by fine-tuning [7].

Swap-based clustering includes the random-swap method (Random Swap) that replace the random chosen centroid with the random data of object, and the critical swap method (Deterministic Swap) that choose centroids to replace by increasing the result values of the minimum cost function [8]. In order to improve degraded performance due to the initial centroids and local minimum value of the traditional K-means based method, we propose the swap-based clustering method applying K-means++ algorithm and random swap method.

The experiments in this paper demonstrate that the proposed method recovers the problems of clustering and improves the performance of clustering as applying the proposed method through experiments under various conditions.

The rest of this paper is organized as follows. In the next section, we introduce K-means++ clustering method based on the proposed elementary technique. Section 3 presents the proposed system based on random swap algorithm and Section 4 shows the experimental result to prove the performance improvement of the proposed method through comparison with other methods. Finally, Section 5 summarizes the features and conclusions of this paper and describes future tasks.

2. K-means++ Clustering

In this section, we describe and explain the clustering algorithm called K-means++ with a specific way of selecting centroids. As mentioned in the introduction section, K-means algorithm may not converge to result values depending on how the initial centroids are selected [9]. To improve performance of K-means clustering, K-means++ selects the optimal initial centroids of the clusters from the first to the subsequent by using the probability method. K-means++ can improve speed and accuracy as distributing the centroids of the initial cluster as widely as possible, and it generally uses the Euclidean distance method for the calculation of the minimum distance value [10].

This method is expected to improve performance as yielding less error than K-means clustering. Figure 1 shows the structure of K-means++ clustering algorithm. In step 1-2), the weighting method called ‘$D^2$ weighting’ is used. Although it takes extra time to select the initial centroids, K-means++ converges faster than K-means and the approximation ratio of its method is $O(\log K)$, where $k$ is the number of clusters used.

1. Selecting the initial centroids of clusters
   (1) Selecting the centroid $c_1$ of first cluster from data $X$
   (2) Selecting the centroid $c_i$ of next cluster using
   \[
   D(x)^2 / \sum_{x \in X} D(x)^2
   \]
   $D(x)$ is the minimum distance from $x$ to the centroid of the closest cluster we have already chosen.
   (3) Repeating step (2) until the centroid of the $k$ clusters are completely calculated

2. Calculating the distance from the centroid of each cluster to each point in the dataset
3. Assigning a point in the dataset to the closest centroid of cluster
4. Calculating the centroids of each cluster by the average value of each point using
   \[
   c_j = \frac{\sum_{i=1}^{N_j} X_i}{N_j}
   \]
5. Repeating Step 2-Step 4 until no change happens

Figure 1. The structure of K-means++ clustering algorithm.

3. The Proposed Random Swap based Clustering Algorithm

In this section, we propose random swap based clustering method for recovering performance deterioration due to strong dependency on initial centroid and the high possibility to get stuck in local minimum value.

This algorithm selects initial values with the probability method used in K-means++ and performs partitions on data in a cluster with the swapped centroids that removed from clusters. Also, It performs partitions for new cluster to which the swapped centroid is reallocated [11]. Since the swapped centroids will only affect the partitions around them, and not affect the other partitions, the performance of the local repartition is meaningful like that. The local partition is performed in two steps. The first step is to perform an optimal partition only for the data object of the swapped cluster to remove from the clusters, as comparing the distances to all other prototypes and selecting the closest one.

\[
\text{optimal\_partition} = \arg \min_{1 \leq k \leq M} d(x_i, c_k)^2 \forall i \mid p_i = j. \tag{1}
\]

The second step is to perform the creation of a partition for the new cluster in the area where the swapped centroid is relocated, as getting data from nearby clusters by computing the distance of all data to the new prototype.
new_partition = arg min_{k=j \lor k=p_i} d(x_i, c_k)^2 \forall i \in [1, N], \quad (2)

where \( M \) is the number of clusters, \( C \) is the centroid set of cluster. And, \( N \) is the number of data objects, \( P \) is partition set. \( X \) is dataset with \( N \) data objects.

Thus, it can reduce the probability of occurrence on results falling into local minimum value. After the local repartition step [12], fine tuning is performed by repeated use of two K-means++ for both cluster areas.

To guarantee the improvement of clustering quality, the number of iterations for random swap clustering should be set much enough to perform successful swaps. For analyzing exactly, the algorithm has the characteristics of linearly depending on the number of data. The swap is performed if the quality of clustering result improves with trial-and-error. This approach is very simple to implement and very effective. This algorithm consists of five steps; initialization step, partition step, swap step, local repartition step, and fine-tuning step. As mentioned above, the probabilistic method is used to be less affected by the initial value in the initialization step, and the K-means++ method was used to reduce the phenomenon of falling into the local minimum during the fine-tuning step.

Figure 2 shows the structure of the proposed algorithm in this paper.

4. Experimental Results

This section shows that the performance of the proposed method is better than that of the other methods through various experiments. In the experimental circumstance of this paper, we use CPU 2.50 GHz, RAM 8 G as hardware specification, and MATLAB is used as development software.

In the first experiment of this paper, performance comparison was performed for K-means, K-means++, Random Swap with K-means (RSK), and the Random Swap-based algorithm (Proposed Random Swap with K-means++) applied the proposed method. K-means and K-means++ are the standard clustering methods that have the difference on the selecting of the initial centroids. RSK is the clustering method applying K-means at initialization step and fine-tuning step, the proposed method is that applying K-means++ at the same steps.

In this experiment, the dataset uses Iris and Wine, which they are famous in the UCI Repository. Iris dataset has 3 instances and 4 attributes, and Wine dataset has 178 instances and 13 attributes. Through this experiment, we will show and compare the performance differences depending on data’s dimensions.

[Initialization Step]
1. Selecting the initial centroids of clusters
   (1) Selecting the centroid \( c_1 \) of first cluster from at random data \( X \)
   (2) Selecting the centroid \( c_i \) of next cluster using

\[
D(x)^2 / \sum_{x \in X} D(x)^2
\]

\( D(x) \) is the minimum distance from \( x \) to the centroid of the closest cluster we have already chosen.

(3) Repeating step (2) until the centroid of the \( k \) clusters are completely calculated

[Partition Step]
2. Calculating the distance from the centroid of each cluster to each point in the data set
3. Getting a clustering partition by assigning a point in the dataset to the closest centroid of cluster

[Swap Step]
4. Randomly selecting the centroid to replace and reassigning to the location of the randomly selected data.

[Local Repartition Step]
5. Performing partition only for the data in the swapped cluster that will be removed from the cluster
6. Creating partitions for new clusters in areas where the swapped centroid are reassigned

[Fine-tuning Step]
7. Tuning as applying K-means++ algorithm with

\[
\text{new_cluster, new_partition} = \text{Kmeans ++}(X, \text{new_cluster, new_partition})
\]

8. If the new partition which created from this calculation provides a lower distortion than the previous partition, this swap is allowed.

9. Repeating Step 4-Step 8 until no change happens in clusters

Figure 2. The proposed random swap based algorithm.

Figures 3 and 4 show the average MSE change trends between the centroid and the data points within the cluster with Eq. [3], according to the clustering method and the number of clusters. As can be seen in Figures 3 and 4, even in situations where the dimensions are large and performance is deteriorated, the proposed method shows better performance than other methods. Also, as the number of clusters increases, we see that the proposed method improves the value of MSE [13]. Tables 1 and 2 show the average MSE value precisely computed according to the clustering method and the number of clusters in a different
representation of Figures 3 and 4.

\[ cf(c) = \frac{1}{N} \sum_{i=1}^{N} d(x_i, c_i)^2. \]  

(3)

Figures 5 and 6 show the comparison result to check the clustering quality. At the beginning of time in Figure 5, the proposed method is not as good as the others. But, as swapping a centroid that is likely to fall into the local minimum, the performance of the proposed method is superior to other methods over time and it has faster convergence than other method, even though it is tiny. Figure 6 shows that the proposed method has generally better performance and faster convergence than other methods over the entire time.

In the following experiment, we collects information on various vehicles, and then create datasets [14]. This experiment performs various clustering method with these datasets, and comparative analysis. The information of these datasets is shown in Table 3.

Figure 7 and Table 4 show the results of comparing accuracy according to clustering method using above data, after setting the repeat count (TC) of K-means-based algorithm module to 10,000 and the number of clusters (C) to 4. We can see that the proposed method has small times to converge and higher
Table 3. Vehicle dataset

| Characteristics of attribute | Kind of attributes |
|------------------------------|--------------------|
| Number of instances          | 150                |
| Area                         | Road               |
| Number of attributes         | 4                  |
| Kinds of attributes          | The ratio (height/width) of Front, Rear, Side, The circumference of rear |

Table 4. Accuracy value according to clustering methods

| Method      | Accuracy (%) |
|-------------|--------------|
| K-means     | 98.0         |
| K-means++   | 98.1         |
| RSK         | 99.3         |
| Proposed method | 99.5       |

Figure 7. Accuracy graph according to clustering method.

5. Conclusions

This paper proposed a random swap-based algorithm with K-means++ to solve the problems in which the performance of K-means clustering is greatly affected by the initial value and may falls into local minimum. By not selecting the initial centroids of clusters randomly and selecting the most distributed points using a probabilistic method as a whole, we can see that this method can be converged with the improvements of performance and even fewer iterations because they were chosen as the these centroids. Additionally, it was confirmed through the experimental results that the performance of clustering was improved even as the number of clusters changed, as the state of local minimum were reduced by continuing to perform partitions until the optimal centroid was selected.

Also, in addition to the given data, we create datasets for the vehicle and perform the experiments. Over time, it was possible to verify that the proposed method was higher in accuracy than other methods.
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