Emergent pair localization in a many-body quantum spin system
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Understanding how closed quantum systems dynamically approach thermal equilibrium presents a major unresolved problem in statistical physics. Generically, non-integrable quantum systems are expected to thermalize as they comply with the Eigenstate Thermalization Hypothesis. However, in the presence of strong disorder, the dynamics can possibly slow down to a degree that systems fail to thermalize on experimentally accessible timescales, as in spin glasses or many-body localized systems. In general, particularly in long-range interacting quantum systems, the specific nature of the disorder necessary for the emergence of a prethermal, metastable state—distinctly separating the timescales of initial relaxation and subsequent slow thermalization—remains an open question. We study an ensemble of Heisenberg spins with a tunable distribution of random coupling strengths realized by a Rydberg quantum simulator. We observe a drastic change in the late-time magnetization when increasing disorder strength. The data is well described by models based on pairs of strongly interacting spins, which are treated as thermal for weak disorder and isolated for strong disorder.

Our results indicate a crossover into a pair-localized prethermal regime in a closed quantum system of thousands of spins in the critical case where the exponent of the power law interaction matches the spatial dimension.

I. INTRODUCTION

What is the fate of an isolated, strongly interacting, and possibly disordered quantum system initially prepared in a far-from-equilibrium state? In general, even if a strongly interacting quantum system is isolated from its environment, it is expected to thermalize as they comply with the Eigenstate Thermalization Hypothesis. However, in the presence of strong disorder, the dynamics can possibly slow down to a degree that systems fail to thermalize on experimentally accessible timescales, as in spin glasses or many-body localized systems. In general, particularly in long-range interacting quantum systems, the specific nature of the disorder necessary for the emergence of a prethermal, metastable state—distinctly separating the timescales of initial relaxation and subsequent slow thermalization—remains an open question. We study an ensemble of Heisenberg spins with a tunable distribution of random coupling strengths realized by a Rydberg quantum simulator. We observe a drastic change in the late-time magnetization when increasing disorder strength. The data is well described by models based on pairs of strongly interacting spins, which are treated as thermal for weak disorder and isolated for strong disorder.

Our results indicate a crossover into a pair-localized prethermal regime in a closed quantum system of thousands of spins in the critical case where the exponent of the power law interaction matches the spatial dimension.

Breaking at least one local conservation law of \( H_0 \). In such instances, a metastable state exists whose properties can be calculated using the generalized Gibbs ensemble (GGE) of the reference Hamiltonian \( H_0 \). As an example, we can consider many-body localization (MBL) in the framework of prethermalization: Here, the reference Hamiltonian is given by a non-interacting ensemble of spins subject to a strongly disordered external field, and \( H_1 \) describes the interactions between nearest-neighbor spins. If these interactions are sufficiently weak, these systems remain localized [12, 13], and the conserved quantities become “dressed,” commonly referred to as l-bits [14, 15]. However, a different type of disorder naturally occurs in numerous systems, including cold atoms [10, 23], ions [24], or nitrogen-vacancy centers [10, 25] where the couplings themselves are disordered, not the external field. In this case, discerning the reference Hamiltonian \( H_0 \) becomes nontrivial, and in previous studies, the depolarization dynamics in these systems is interpreted as direct thermalization [10, 25]. Yet, it is known from spin glasses that disorder in the couplings leads to a hierarchy of timescales,
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which slows down the dynamics such that on experimentally accessible timescales, these systems never reach thermal equilibrium.

Unfortunately, understanding if and how quantum systems thermalize is extremely challenging, as numerical simulations are limited to relatively small system sizes [26–28] and analytical solutions are scarce. Quantum simulation experiments with single-site resolution can investigate slightly larger systems with several tens of particles [29–33], but they can only probe finite time scales [17–19, 24].

In this study, we employ a Rydberg quantum simulator [34–36] to explore the thermalization dynamics in long-range interacting systems in 3D using a cloud of up to 6000 Rydberg spins with spatial disorder. In the weakly disordered regime, characterized by similar distances between particles (top row in Fig. 1), our experimental findings align with previous assertions of direct thermalization [25]. However, at strong disorder, we demonstrate the emergence of a localized prethermal state, verified through a non-analytical dependence of the late-time magnetization on an external field. Here, the hierarchy of interaction strengths allows us to effectively describe the Hamiltonian with a reference Hamiltonian $H_0$, where strongly interacting pairs of spins remain localized for long times before interactions between pairs possibly lead to thermalization at even later times (bottom row in Fig. 1).

Figure 1. **Thermal and non-thermal regimes.** Schematic depiction of the dynamics of the system. Depending on the strength of disorder, initially, uncorrelated spins evolve either directly (via A) to a thermal state with correlations between all spins or (via B) to a prethermal state consisting of uncorrelated pairs of strongly correlated spins. Whether, in this case, thermalization occurs eventually remains an open question.

II. **EXPERIMENTAL SETUP**

We consider the quantum spin-1/2 Heisenberg XXZ-model (in units where $\hbar = 1$)

$$\dot{H}_{\text{int}} = \frac{1}{2} \sum_{i,j} J_{ij} \left( \hat{s}^z_i \hat{s}^z_j + \hat{s}^y_i \hat{s}^y_j + \delta \hat{s}^z_i \hat{s}^z_j \right),$$

with spin operators $\hat{s}^\alpha_i = \sigma^\alpha_i / 2$ ($\alpha \in \{x, y, z\}$) acting on spin $i$. The interactions between spins decay with a power law $J_{ij} = C_\alpha r_{ij}^{-a} \left(1 - 3 \cos(\theta_{ij})^2 \right)$, where $r_{ij}$ are the distances between the spins $i$ and $j$ and $\theta_{ij}$ is the angle with respect to the quantization axis defined by the magnetic field. The parameters $\delta$ and $a$ are determined by the choice of Rydberg states (cf. [33]). In our experiment, we encode the spin degree of freedom in the Rydberg states $|\downarrow\rangle = |48S\rangle$ and $|\uparrow\rangle = |48P\rangle$ leading to dipolar interactions as described by Eq. (1) with $\delta = 0$, $a = 3$ and $C_3/(2\pi) = 1.15$ GHz $\mu$m$^3$. Additional data for a Van-der-Waals interacting system ($a = 6$, $C_6/(2\pi) = 507$ GHz $\mu$m$^6$, $\delta \approx -0.7$ and no angular dependence on $\theta_{ij}$) is shown in Appendix B.

The spins are distributed randomly with an imposed minimal distance $r_{bl}$ resulting in a random but correlated distribution of couplings $J_{ij}$ (Fig. 1). This geometry is naturally given in the experiment where the Rydberg blockade effect forbids two excitations being closer than $r_{bl}$. The blockade constraint allows tuning the strength of the disorder: For the weak disorder measurements, we chose the density such that the typical interparticle distance of $a_0 \sim 6.8 \mu$m is comparable to the blockade radius of 4.6 $\mu$m, whereas in the strongly disordered case, the blockade radius of 5.0 $\mu$m...
is much smaller compared to the typical interparticle distance \( a_0 \approx 11.2 \text{ \mu m} \) (see methods for more details on the Rydberg atoms’ distribution). In both cases, the median interaction strength of \( J_{\text{median}}/(2\pi) = \text{median}_i (\max_j |J_{ij}|)/(2\pi) = 2.8 \text{ MHz} \) (weak disorder) or \( J_{\text{median}}/(2\pi) = 1.1 \text{ MHz} \) (strong disorder) is large compared to typical decoherence rates like the decay rate of the Rydberg atoms of \( \Gamma/(2\pi) = 0.018 \text{ MHz} \). The maximal duration of the experiment of 10\( \mu s \) is chosen such that the Rydberg decay can still be considered small.

By coupling the spin states with a microwave field \( \Omega \), we perform a Ramsey protocol (schematically depicted in Fig. 2a) where a first \( \pi/2 \) pulse initially prepares the system in the fully \( x \)-polarized state \( |\psi_0\rangle = |\uparrow \rangle^{\otimes N} = 2^{-N/2} (|\uparrow \rangle + |\downarrow \rangle)^{\otimes N} \) (see methods for details of the experimental protocol) which shows no classical dephasing or dynamics in a mean-field description where for each atom, the effective field is aligned with the polarization of the atoms (see Fig. 2a center). With a second \( \pi/2 \)-pulse, we read out the average magnetization \( \langle \hat{S}_x \rangle = \langle \sum_i \hat{s}^{(i)}_x \rangle/N \). Since this observable is an average over local (single-spin) observables, it should relax to its thermal value if the system is locally thermalizing.

### III. HIERARCHY OF RELAXATION TIME SCALES

The blue dots in Fig. 2b (strong disorder) and the red dots in Fig. 2c (weak disorder) labeled with 0.0 MHz show the time evolution of the magnetization under \( H_{\text{int}} \). In both regimes, the magnetization relaxes to zero, following a stretched exponential law as discussed in previous work \cite{SSTT}, and reaches a steady-state on a time scale of \( \sim 2\pi/J_{\text{median}} \) in units of the inverse median nearest neighbor interaction strength. This depolarization dynamics is a direct consequence of the symmetry of the interaction Hamiltonian as all eigenstates already have vanishing \( x \)-magnetization due to the conservation of \( \sum_i \hat{s}^{(i)}_x \).

This situation changes when adding a homogeneous transverse field term to the Hamiltonian

\[
\hat{H}_{\text{ext}} = \Omega \sum_i \hat{s}^{(i)}_y,
\]

which breaks the \( U(1) \) symmetry and leads to a finite late-time magnetization as the data in Fig. 2b and c shows. As a result, the dynamics still feature an initial fast relaxation on the time-scale of \( 2\pi/J_{\text{median}} \), followed by a slowly relaxing regime. The stronger the applied magnetic field, the sooner the metastable regime is reached, and the higher the magnetization value becomes.

The finite late-time value of the magnetization of these curves may be understood on a qualitative level by a simple, intuitive, spin-locking model \cite{KWW}. At strong field \( \Omega \gg J_{\text{median}} \), the inter-spin interaction cannot overcome the magnetic forces and so the spins stay put. Lowering the external field strength weakens this lock and the spins can start dephasing due to their interactions.

As a consistency check, we compare the experimental data to semiclassical truncated Wigner approximation (dTWA) (solid lines in Fig. 2b and c). All simulated curves agree well with the experimental data except for the strongest magnetic field strength, confirming the quality of our quantum simulation of the Heisenberg model. The deviations at strong magnetic field (see grey dots in Fig. 2b) are likely caused by an experimental imperfection as the strong field may lead to additional couplings to other Rydberg states. This induces population loss to states, which are not measured, thus reducing the total magnetization. Therefore, all experimental data at external field strength above 5 MHz are greyed out.

### IV. PRETHERMALIZATION IN DISORDERED SPIN SYSTEMS

The striking difference between strongly and weakly disordered cases becomes apparent when examining the dependence of the plateau value on the external field measured after 10\( \mu s \) (see Fig. 2e and e). For strong disorder, there is a sharp cusp at \( \Omega = 0 \text{ MHz} \), which is not present for weak disorder, where the curve is very smooth. Note that this is not an artifact of the difference in absolute scale of the \( x \)-axis caused solely by the on average weaker interactions in the strongly disordered case. Relative to their respective median interaction strength \( J_{\text{median}} \), both plots cover a similar range. For a generic, thermalizing system, it is plausible to expect a smooth parametric dependence based on the Eigenstate Thermalization Hypothesis (ETH). We will argue that the cusp feature is a clear signature of a non-thermal state, consistent with a generalized Gibbs ensemble with extensively many conserved quantities.

To explain the curve in the strongly disordered regime, characterized by a small blockade radius \( r_{\text{bl}} \) and significant variations in the nearest neighbor inter-spin distances, we employ a model based on pairs of strongly interacting spins: For strong positional disorder, closely by spins form pairs that approximately decouple from the rest of the system as the energy splitting between their eigenstates will typically be much larger than any

---

1 From the conversation of \( \hat{S}_x \), i.e. \( \{\hat{S}_x, H_{\text{int}}\} = 0 \), it follows that \( \langle \hat{S}_x \rangle = 0 \) for every eigenstate.
Figure 2. **Late-time magnetization for different strength of disorder for a spin system interacting with dipole-dipole interactions.**

**a** Experimental protocol: A $\pi/2$ pulse (blue arrow in the Bloch sphere) rotates the spins from the $z$ (light red arrow) to the $x$-direction (red arrow). During the subsequent time evolution, the system interacts via the Heisenberg Hamiltonian $[\hat{H}]$ while a spin locking field at Rabi frequency $\Omega$ is applied. The final magnetization is read out after a second $\pi/2$-pulse.

**b** (strong disorder) and **c** (weak disorder): Measured spin relaxation dynamics for varying transverse field strengths. The solid lines show semiclassical DTWA simulations.

**d** (strong disorder) and **e** (weak disorder): Magnetization after $10\,\mu$s as a function of field strength $\Omega$. The solid blue (red) lines show the magnetization expected from a GGE (4) (canonical ensemble (5)). The dashed lines show the same simulations rescaled by a global factor to best fit the experimental data.
other terms in the Hamiltonian affecting the pair $[11]$. In the presence of an external field, such a pair, initially in a fully polarized state, will undergo coherent oscillations and depolarize only very slowly as it does not become entangled with the rest of the system until very late times $[38]$. Thus, the depolarization dynamics arises due to dephasing among pairs oscillating at different frequencies due to different interaction strengths.

Thus, returning to the notion of prethermalization introduced above, $H_0$ is given by the part of the full Hamiltonian that acts on single pairs, while interactions between the pairs form the weak part $H_1$. Since $H_0$ factorizes into contributions of the individual pairs, we can make a prediction for the prethermal steady state magnetization. On average, each pair contributes

$$\langle S_x \rangle_{\text{pair}} = \frac{\Omega^2}{2(\Omega^2 + J^2)}$$

(3)

to the total magnetization, where $j = J(\delta - 1)$ and $J$ the pair’s coupling (see Appendix C for a detailed derivation). The distribution of pair couplings can be found numerically by sampling blockaded positions. To calculate the steady-state value, we use a self-consistent mean-field approach to assign each pair an effective field strength $\Omega$, taking into account the interaction with its surroundings. This leads to the asymmetry around $\Omega = 0$, as for $\Omega > 0$, the mean-field contribution adds to the static part and thus results in a larger effective field, while for $\Omega < 0$ the converse is true. This effect is much more prominent in the case of $\alpha = 6$ as shown in the appendix in Fig. 4.

In essence, this mean-field pair model describes the system as a generalized Gibbs ensemble

$$\rho_{\text{GGE}} \propto \exp\left(-\sum_i \beta_i H_{\text{pair},i}^{\text{mf}}\right)$$

(4)

of pairs governed by $H_{\text{pair},i}^{\text{mf}}$, where the Lagrange multipliers $\beta_i$ are fixed by energy conservation. Using this model, we find qualitative agreement with the experimental data in the case of strong disorder (blue, solid line in Fig. 2d). If the interaction strength of the pair simulation is artificially increased by a factor of 1.75 (dashed blue line), we find even perfect agreement with the experiment. We conjecture that this factor is needed to take into account interactions beyond the nearest neighbor.

Thus, we have shown that the system is consistent with a prethermal description in the sense, that we found a quasi-stationary state inconsistent with a thermal ensemble description yet matching a generalized Gibbs ensemble. Furthermore, this prethermal state is localized as the pairs’ eigenspaces constitute local integrals of motion.

In the less disordered regime, this model of isolated pairs also predicts a sharp, narrow shape (see blue, solid line in Fig. 2e) which does not match the experimental data even on a qualitative level. In this regime, the approximation of isolated pairs of spins is no longer valid, and we need to consider the build-up of entanglement between different pairs of spins, which leads to fast thermalization. While the full treatment of the highly correlated many-body system of 6000 spins is not feasible on a classical computer, we can make the first order approximation that the system itself acts as a thermal bath for each pair and imposes that all pairs thermalize to the same global temperature (see also Appendix C):

$$\rho_{\text{can}} \propto \exp\left(-\beta \sum_i H_{\text{pair},i}^{\text{mf}}\right)$$

(5)

Here, $\beta$ is defined implicitly by energy conservation $Tr \rho_{\text{can}} H = \langle \psi_0 | H | \psi_0 \rangle$. We find qualitative agreement between this model (red, solid line) and experimental data. The agreement can be improved by increasing the interactions by a factor of 1.4 (red, dashed line) that effectively takes into account the correlations between distant spins that are neglected in the pair description of eq. 5. The deviation at strong field is likely caused by coupling to different Rydberg states as remarked earlier.

As a consistency check, we also try to explain the data in the strong-disorder regime with the canonical ensemble description (see Fig. 2d) which clearly fails to reproduce the observed sharp cusp around $\Omega = 0 \text{MHz}$.

V. CONCLUSION AND DISCUSSION

We studied the relaxation dynamics of power-law interacting spins by observing the change in the parametric dependence of the late-time magnetization on an external field. By finding simple models based on pairs of strongly interacting spins, we explained the measured data both in the weak and strong disorder regime revealing a fundamental change in the dynamical properties of the system on experimentally accessible timescales. Our results indicate the presence of a crossover from a thermalizing regime to a prethermal pair-localized regime caused by positional disorder.

The method for observing prethermal localization used in this work is inherently versatile and may also be applied to study thermalization in other systems. The signature that distinguishes thermalized from localized systems is the smooth dependence of the steady-state magnetization, which is absent in the latter. This consideration becomes particularly crucial when the system’s components, such as the pairs of spins in this study, experience rapid dephasing. This dephasing generally occurs on a much faster timescale compared...
to the build-up of entanglement between these components, resulting in thermalization. This insight calls for the reevaluation of claims made in [10, 25], given that the relaxation of the magnetization in spatially disordered spin systems reflects only the dephasing but not the thermalization process.

Notably, our system implements a critical case where the power law dependence of the interaction strength with distance $a$ equals the spatial dimension $d = 3$. In this regime, theoretical results for large systems are scarce due to competing scales. In Appendix [3] we show a similar experiment for a Van-der-Waals interacting system where $a = 2d = 6$. In this case, the magnetization behaves qualitatively as in the strongly disordered case of $\alpha = 3$ and also shows a sharp cusp. This indicates that prethermalization caused by localized pairs of spins is a robust effect independent of the spatial dimension as long as disorder is sufficiently strong.

This study paves the way toward exploring the late-time dynamics of far-from-equilibrium systems with power-law interactions and disordered couplings, which are ubiquitous in nature. For these systems, it is yet an open question if they show (prethermal) many-body localization similar to the standard model of MBL where the on-site potential is disordered. Recent theoretical and numerical results indicate that localization and the consequent absence of thermalization are excluded in dimensions $d > 1$ and for power law interactions [23, 46]. However, the type of spatial disorder investigated in this study differs significantly from that in traditional MBL systems, rendering most conventional arguments about instability and eventual thermalization not directly applicable. Intriguingly, first numerical studies [45] suggest that for the type of disorder studied here, localization effects are surprisingly robust to finite size drifts, a significant issue for the numerical investigation of the standard model of MBL. To draw parallels between our findings of prethermalization and prethermal MBL, it will be decisive to investigate the scaling of the relaxation timescale with the strength of disorder which is expected to be exponential in the case of prethermal MBL [47]. However, a proper definition of the strength of disorder in case the disordered couplings, opposed to disordered on-site detuning, remains an open question. Finally, an exciting avenue for future research is to explore the relation between the slow relaxation dynamics observed in this work and quantum spin glasses. In quantum spin glasses, the combination of frustration, low energies and disorder leads to exceptionally slow relaxation dynamics, a phenomenon being highly relevant to the approach of quantum computation via quantum annealing [48, 49].
METHODS

Here we provide further details on the numeric simulations, the experimental protocol and the spatial configuration of the Rydberg cloud.

Details on experimental implementation. We start the experiment by trapping $^{10}$R Rubidium-87 in a cigar shaped dipole trap with a diameter of 300 µm (long axis) and 70 µm (short axis) at a temperature of 10 µK. We consider this gas to be frozen since the atoms move only a distance of $d_{\text{kin}} = t_{\text{exp}} \sqrt{\frac{4kT}{m}} = 0.5$ µm during an experimental cycle of $t_{\text{exp}} = 10$ µs which is small compared to the Rydberg blockade radius of $r_{\text{bl}} \approx 5$ µm. After optically pumping the atoms into the state $|\uparrow\rangle$ via a two-photon off-resonant excitation process (single-photon detuning of 98 MHz and two-photon Rabi frequency of 1 MHz), we optically excite the atoms to the spin state $|\downarrow\rangle$ via a two-photon off-resonant excitation process (single-photon detuning of 546 GHz and two-photon Rabi frequency of 35 GHz). A global microwave $\pi/2$-pulse prepares the fully polarized initial state $|\psi_0\rangle = |\rightarrow\rangle_{\text{SN}}$. For the dipolar interacting spin system, we couple the states $|48S\rangle$ and $|48P\rangle$ resonantly with a single-photon transition at 35 GHz. This frequency is generated by mixing a 5 GHz signal of the Keysight M8190A AWG with an Anritsu MG3697C signal generator. In the case of Van-der-Waals interactions, the state $|61S\rangle$ is coupled resonantly to $|62S\rangle$ via a two-photon transition at a microwave frequency of 16.546 GHz which can be directly generated with a Keysight M8190A arbitrary waveform generator (AWG).

The same microwave setup is used to realize the spin locking field where a phase shift of 90 degrees needs to be added such that the field aligns with the spins. This allows us to implement the transverse field term, Eq. 2, with field strengths up to $\Omega/(2\pi) = 10$ MHz. After a time evolution $t$, the x-magnetization is rotated tomographically onto the z-axis by applying a second $\pi/2$-pulse with various phases. Finally, the magnetization is obtained from a measurement of the population of one of the two spin states via field ionization, and the other spin state is optically deexcited to the ground state. A visual representation of the measurement protocol can be found in Fig. 2a, and a more detailed explanation of the determination of the magnetization was reported in a previous publication [31].

Details on the Rydberg distribution. In this work, we can tune the disorder with the Rydberg blockade effect, which imposes a minimal distance $r_{\text{bl}}$ between the spins. At small blockade radius, the spins are distributed randomly in the cloud, while a large radius introduces strong correlation between the atom positions and, hence, the coupling strength. To quantify the disorder strength, we compare the blockade radius to typical interparticle distance, which can be estimated from the Wigner-Weiss radius $a_0 = [3/(4\pi\rho)]^{1/3}$. We ad-
Appendix A: Semiclassical DTWA simulations

In previous work [37, 53], we could show that the semiclassical Discrete Truncated Wigner Approximation (DTWA) is well suited to describe the relaxation of the magnetization under the interaction Hamiltonian \[ \hat{H}_i \] defined in the main text. The main principle of DTWA is to sample classical time evolutions over different initial states such that the quantum uncertainty of the initial state is respected [54]. In Fig. 5, we compare the time evolution obtained from DTWA simulations to the experimental data (red dots) in the case of weak (left panels) and strong disorder (right panels). It turns out that the resulting dynamics depend sensitively on the blockade radius and on density. However, the same fitted parameters describes the time evolution for different locking fields (top panels) and the dependence of the late-time magnetization on the field strength. As mentioned in the main text, the observed discrepancy of DTWA simulations and experimental data observed for large fields in the weakly disordered regime (Fig. 3 c) can be most likely attributed to experimental imperfections such as coupling to other Rydberg states due to power broadening of the microwave transition.

Appendix B: Data for Van der Waals interactions

By encoding the spin degree of freedom in different Rydberg states, it is possible to realize different Hamiltonians with different range of interactions. In addition to a dipolar interacting Hamiltonian with \( a = d = 3 \) as shown in the main text, we can also create a spin system with less long-range Van der Waals interactions. For this purpose, we couple the Rydberg state \( |\downarrow\rangle = |61S\rangle \) to \( |\uparrow\rangle = |62S\rangle \) which results in a Heisenberg XXZ Hamiltonian as described by Eq. (1) with \( \delta = -0.7, a = 6 \) and \( C_b/(2\pi) = 507 \text{ GHz mm}^2 \) (see also Table I for an overview over the experimental parameters).

Similar to the experimental results presented in the main article, also the Van der Waals interacting system shows a slow relaxation dynamics on a timescale of \( \approx 2\pi/J_{\text{median}} \) (see Fig. 3 a). Applying an external field \( \Omega \) also slows down the relaxation dynamics considerably. It should be noted, that the external field has to be realized by a two-photon microwave transition as the transition between the two spin states is dipole forbidden. Therefore, the single photon Rabi frequencies are required to be much larger compared to the dipolar interacting spin system, which might potentially lead to a stronger coupling to different Rydberg states inducing addition decay of the magnetization, especially at late times.

The dependence of the late-time magnetization (taken after 10\( \mu \text{s} \)) on the spin locking field \( \Omega \) of the Van der Waals interacting system is shown in Fig. 4 b. Compared to the dipolar interacting case presented in the main text, the curve is even more asymmetric. This effect can be explained by the isotropic repulsive interactions in the Van der Waals case, whereas dipolar couplings vary as \( 1 - 3\cos(\theta)^2 \) depending on the angle \( \theta \) between the inter-spin axis and the quantization axis. Most importantly, also the Van der Waals interacting system features a sharp cusp around \( \Omega = 0 \text{ MHz} \). In this regard, the curve strongly resembles the case of strong disorder in dipolar interacting systems presented in the main text. At first sight, this result might be surprising as the spin system is even more blockaded with a ratio of blockade radius to typical interaction range of \( r_{\text{bl}}/a_0 = 5.7/7.8 = 0.73 \) than the weakly disordered dipolar system where \( r_{\text{bl}}/a_0 = 4.6/6.8 = 0.68 \). However, the shorter-range interaction increases the effective disorder in the system as the nearest-neighbor interaction becomes much stronger compared to the next-nearest neighbor coupling. This proves that, especially for short-range interactions decaying faster than \( a = d \), the existence of a prethermal state is a ubiquitous phenomenon in spatially disordered quantum spin systems.

Appendix C: Derivation of the effective model

In this appendix, we derive how to describe the system in terms of localized pairs, which constitute the approximate local integrals of motion for the GGE description of the system. Starting from the physics of a single, isolated pair, we will derive the GGE, the description in terms of thermal pairs, and the self-consistent mean-field equations, which partly take into account interactions beyond the nearest neighbor. This approximation provides an intuitive picture that allows us to explain all the observed features of the long-time magnetization (positivity, cusp, asymmetry).

For a single interacting pair, in the basis

\[ |\uparrow\downarrow\rangle = |\uparrow\rangle \otimes |\downarrow\rangle + |\downarrow\rangle \otimes |\uparrow\rangle \]

\[ |\downarrow\uparrow\rangle = |\downarrow\rangle \otimes |\uparrow\rangle - |\uparrow\rangle \otimes |\downarrow\rangle \]

Due to the Van der Waals interactions being a second order process, the typical interaction strength are much weaker compared to the dipolar interacting case. To compensate for this effect, we increase the density which increases the interaction strength.
Dipolar interactions (weak disorder) Dipolar interactions (strong disorder) Van-der-Waals interactions

| Rydberg states | $|48S_{1/2}\rangle \leftrightarrow |48P_{3/2}\rangle$ | $|48S_{1/2}\rangle \leftrightarrow |48P_{3/2}\rangle$ | $|61S_{1/2}\rangle \leftrightarrow |62S_{1/2}\rangle$ |
|----------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| decay rate $\Gamma/(2\pi)$ | 0.018 MHz | 0.018 MHz | 0.0096 MHz |
| $t_{exc}$ | 10 µs | 1 µs | 5 µs |
| Excitation volume | $59 \mu m \times 44 \mu m \times 36 \mu m$ | $59 \mu m \times 34 \mu m \times 30 \mu m$ | $69 \mu m \times 43 \mu m \times 37 \mu m$ |
| $N_{Ryd}$ | 6895 | 775 | 2907 |
| $r_{bd}$ | 4.6 µm | 5.0 µm | 5.7 µm |
| $\sigma^0$ | 6.8 µm | 11.2 µm | 7.8 µm |
| $J_{\text{median}}/(2\pi)$ | 2.8 MHz | 1.1 MHz | 0.5 MHz |

Table I. Experimental parameters. $t_{exc}$ specifies the duration of the optical excitation to the Rydberg state, the Rydberg volume is specified by the radii $(1/e^2)$ of the Rydberg cloud, $N_{Ryd}$ denotes the derived Rydberg number, $r_{bd}$ the blockade radius and $J_{\text{median}}$ the obtained median nearest-neighbor interaction.

Figure 3. Simulation of the experimental data shown in the main text with DTWA simulations Time evolution of the magnetization in case of weak (a) and strong (b) disorder. The dependence of the late-time magnetization are shown in (c) (weak disorder) and (a) (strong disorder). The experimental parameters are shown in Table I.

$$\{ |\rightarrow\rangle, |\rightarrow\rangle, |\leftarrow\rangle, |\leftarrow\rangle \}, \text{ Hamiltonian (1) reads}$$

$$\hat{H}_{\text{pair}} = 4J \left( \Delta s_x^{(1)} s_x^{(2)} + s_y^{(1)} s_y^{(2)} + s_z^{(1)} s_z^{(2)} \right) + \Omega \sum_{i=1}^2 s_z^{(i)}$$

(C1)

$$= \begin{pmatrix} J + \Omega & 0 & 0 & J(\Delta - 1) \\ 0 & -J & J(\Delta + 1) & 0 \\ 0 & J(\Delta + 1) & -J & 0 \\ J(\Delta - 1) & 0 & 0 & J - \Omega \end{pmatrix}$$

(C2)

where we defined $J = J_{12}/4$. Out of the four eigenstates of this Hamiltonian, only two have non-zero overlap with the initial state $|\rightarrow\rangle$ (see table I). Therefore, each interacting pair can be seen as an effective two-level system on its own, with a modified interaction between these "renormalized" spins. This ansatz of diagonalizing the strongest interacting pairs first can be seen as a first step in a real-space strong-disorder renormal-
Diagonal ensemble: In contrast to a single spin which does not show any dynamics, a strongly interacting pair features oscillatory dynamics. Using the definition given in the main text, we can calculate the diagonal ensemble expectation value for single pair:

$$\langle \hat{S}_x \rangle_{\text{pair}} = \frac{\Omega^2}{2(\Omega^2 + j^2)} \quad (C3)$$

where we introduced $j = J(\Delta - 1)$. It should be noted that this diagonal ensemble does not describe the steady-state but rather the time average over the oscillations. The magnetization expectation value predicted by the diagonal ensemble of a single interacting pair represents an inverted Lorentz profile with width $j/2$, which features a quadratic dependence on $\Omega$ around zero (see Figure 3a). However, if we average over multiple pairs with different interaction strengths $j$, the diagonal ensemble value becomes more meaningful since we can assume that the different oscillation frequencies dephase. Also, the behavior of the magnetization changes: For example, assuming a uniform distribution of $j \in [0, \Delta_j]$ we obtain

$$\frac{1}{\Delta_j} \int_{0}^{\Delta_j} \langle \hat{S}_x \rangle_{\text{pair}} dj = \frac{\Omega}{2\Delta_j} \arctan \left( \frac{\Delta_j}{\Omega} \right) \quad (C4)$$

which shows the non-analytic cusp feature at $\Omega = 0$ (see Figure 3b). Close to the non-analytic point, the magnetization increases linearly with a slope $\frac{\pi}{4\Delta_j}$ inversely proportional to the width of the distribution of interaction strengths. Therefore, we can conclude that the non-analyticity is a direct consequence of disorder and the resulting broad distribution of nearest neighbor interaction strengths.

**Canonical and generalized Gibbs ensemble:** To calculate the properties of a system in thermal equilibrium, we evaluate the density matrix $\hat{\rho}_{\text{canonical}}$ of the canonical ensemble

$$\hat{\rho}_{\text{canonical}} = \sum_i e^{-\beta E_i} |\psi_i\rangle \langle \psi_i| \quad (C5)$$

where $\beta$ is the inverse temperature of the system. For a single pair of spins, this ensemble can be used to calculate the expectation value of the magnetization:

$$\langle \hat{s}_x^p \rangle_{\text{canonical}}(\beta) = -\frac{\hbar}{2\sqrt{\hbar^2 + j^2}} \tanh \left( \sqrt{\hbar^2 + j^2} \beta \right) \quad (C6)$$

For distributions like $j \in [j_{\text{min}}, \Delta_j]$ that do not feature arbitrary small interaction strengths, a small region of approximate size $\Omega < \frac{j_{\text{min}}}{\Delta_j}$ exists where magnetization is a smooth function of external field.

---

**Figure 4. Experimental data for a quantum spin system with Van der Waals interactions.** a, Measured spin relaxation dynamics for varying transverse field strengths ranging from $\Omega/(2\pi) = -5.5\text{ MHz}$ (dark blue) to $5.5\text{ MHz}$ (dark red). b, Magnetization after $10\text{ µs}$ as a function of field strength $\Omega$ (see Table I for a summary of the experimental parameters). The inset shows a zoom into the data for small values of $\Omega$. Here, we do not aim to proceed further in this renormalization scheme, but instead, we use the basis of eigenstates of strongly interacting pairs to derive an intuitive understanding of the physics within mean-field theory.
Table II. Properties of the four eigenstates of a single interacting spin pair. To simplify notation, we introduced $j = J(\Delta - 1)$.

| Eigenvalue $E_i$ | Eigenvector $|\psi_i\rangle$ | Occupation $|\langle \psi_0 | \psi_i \rangle|^2$ | Magnetization $\langle \hat{S}_z \rangle_{\psi_i}$ |
|------------------|-------------------------------|---------------------------------|------------------|
| $J\Delta$        | $\frac{1}{\sqrt{2}} (|\leftrightarrow\rangle + |\leftarrow\rightarrow\rangle)$ | 0                              | 0                |
| $-J(2 + \Delta)$ | $\frac{1}{\sqrt{2}} (|\leftrightarrow\rangle - |\leftarrow\rightarrow\rangle)$ | 0                              | 0                |
| $J - \sqrt{\Omega^2 + J^2 (\Delta - 1)^2}$ | $\sqrt{\frac{1}{2} - \frac{\Omega}{2\sqrt{\Omega^2 + J^2}}} |\rightarrow\rightarrow\rangle + \sqrt{\frac{1}{2} + \frac{\Omega}{2\sqrt{\Omega^2 + J^2}}} |\leftarrow\rightarrow\rangle$ | $\frac{1}{2} - \frac{\Omega}{2\sqrt{\Omega^2 + J^2}}$ | $-\frac{\Omega}{2\sqrt{\Omega^2 + J^2}}$ |
| $J + \sqrt{\Omega^2 + J^2 (\Delta - 1)^2}$ | $\sqrt{\frac{1}{2} + \frac{\Omega}{2\sqrt{\Omega^2 + J^2}}} |\rightarrow\rightarrow\rangle + \sqrt{\frac{1}{2} - \frac{\Omega}{2\sqrt{\Omega^2 + J^2}}} |\leftarrow\rightarrow\rangle$ | $\frac{1}{2} + \frac{\Omega}{2\sqrt{\Omega^2 + J^2}}$ | $\frac{\Omega}{2\sqrt{\Omega^2 + J^2}}$ |

Figure 5. The diagonal ensemble expectation value of the magnetization as a function of applied external field $\Omega$ for a single pair (a), a disorder average of single pairs with interaction chosen randomly in the interval $J \in [0, 1]$ (b), a system of identical pairs that interact with mean field interaction $J_{\text{inter}} = 1.5 \times J$ (c), and a realistic random distribution with power-law interactions, as described in the text (d). For the latter, the dashed orange line shows the full quantum mechanical solution obtained by exact diagonalization for the same system.

In a system coupled to a thermal bath, the inverse temperature $\beta_i$ would be determined by the temperature of the bath. However, in a closed system, the energy is conserved, which fixes the inverse temperature such that the energy of the canonical ensemble equals the energy of the initial state. In a generalized Gibbs ensemble, where the energy of each pair of spins is conserved, this leads to the equation

$$\langle \hat{H}_{\text{pair}}, \text{canonical}(\beta) \rangle = \langle \hat{H}_{\text{pair}}, |\psi_0\rangle \rangle \quad (C7)$$

$$\Leftrightarrow -\sqrt{h^2 + \beta^2} \tanh \left( \sqrt{h^2 + \beta^2} \beta \right) + J \Downarrow h + J \quad (C8)$$

This equation can be solved analytically and results in exactly the diagonal ensemble from Eq. (C3). This result is not surprising considering the following argument: Only two out of four eigenstates of the pair of spins can be occupied due to symmetry arguments. Thus, any mixture of these states is completely determined by only two variables. Out of those, one is fixed by normalization and the other by energy, and all ensembles are strictly equivalent.

In the generalized Gibbs ensemble, we have considered an ensemble of perfectly isolated pairs, where each pair $i$ has equilibrated to a different inverse temperature $\beta_i$. A first approximation to estimate the magnetization of a thermalized ensemble of disordered spins can be obtained by assuming weak interactions between each pair of spins that do not affect the eigenstates but lead to thermalization such that every spin relaxes to a canonical ensemble with one global $\beta = \beta_i$ for all pairs $i$. In this case, Eq. (C7) has to be solved for $\beta$ for the sum of all pairs:

$$\sum_i \langle \hat{H}_{\text{pair},i}, \text{canonical}(\beta) \rangle = \sum_i \langle \hat{H}_{\text{pair},i}, |\psi_\beta\rangle \rangle \quad (C9)$$

For this value of $\beta$, the canonical ensemble expectation value for the average magnetization can be calculated using equation (C5).

**Self-consistent mean-field equations:** To obtain an even more realistic model and to understand additional features like the asymmetry of the cusp, we add a mean-field interaction between pairs. For this purpose, we replace the external field with an effective mean-field $\beta_i$. A first approximation to estimate the magnetization of a thermalized ensemble of disordered spins can be obtained by assuming weak interactions between each pair of spins that do not affect the eigenstates but lead to thermalization such that every spin relaxes to a canonical ensemble with one global $\beta = \beta_i$ for all pairs $i$. In this case, the diagonal ensemble expectation value can be calculated by solving the self-
consistent equation
\[
\langle S_z \rangle = \frac{1}{2} \left( \Omega + \frac{\Omega + J_{\text{inter}} \langle S_j \rangle}{j} \right)^2 + j^2. \tag{C11}
\]

Since the right-hand side of the equation only contains squares, the magnetization is still positive or zero. Therefore, for positive external fields $\Omega$, the effective field is larger than the external field ($\Omega > \Omega$), leading to an enhanced spin locking effect. Consequently, the dependence of the magnetization as a function of field strength is asymmetric (see Figure 5). In conclusion, we can attribute the asymmetry to mean-field interaction between different pairs.

In order to model the disordered spin system realized experimentally, we apply the pair model to an ensemble of spins with randomly chosen positions. We cluster the spins $i$ into pairs $p$ in such a way that the sum over all pair distances is minimized. Naturally, the interaction $j_p$ of a pair $p$ consisting of spins $i$ and $j$ is given by the interaction strength between the spins. The interaction strength $J_{pq}$ between pair $p$ and $q$ can be obtained from the strongest interaction $J_{ij}$ where spin $i$ is in pair $p$ and $j$ is in pair $q$ respectively. Now, we solve the system of self-consistent equations
\[
\langle S_j^z \rangle = \frac{1}{2} \left( \Omega + \sum_q \left( J_{pq} \langle S_j \rangle \right)^2 \right) j_p^2. \tag{C12}
\]
The resulting magnetization curve obtained after disorder averaging (see blue line in Figure 5) closely resembles the exact diagonal ensemble prediction (orange line). Importantly, all qualitative features are captured, including a positive magnetization which is asymmetric with respect to the external field and shows a sharp cusp at zero field. The remaining discrepancy between the pair model and the exact solution, in particular the stronger asymmetry of the exact solution, can be attributed to clusters of spins containing more than two atoms where quantum fluctuations decrease the magnetization even further than predicted by the pair mean-field model.
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