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Can chatbots help to motivate smoking cessation? A study on the effectiveness of motivational interviewing on engagement and therapeutic alliance

Linwei He1*, Erkan Basar2, Reinout W. Wiers3, Marjolijn L. Antheunis1 and Emiel Krahmer1

Abstract

Background: Cigarette smoking poses a major threat to public health. While cessation support provided by healthcare professionals is effective, its use remains low. Chatbots have the potential to serve as a useful addition. The objective of this study is to explore the possibility of using a motivational interviewing style chatbot to enhance engagement, therapeutic alliance, and perceived empathy in the context of smoking cessation.

Methods: A preregistered web-based experiment was conducted in which smokers (n = 153) were randomly assigned to either the motivational interviewing (MI)-style chatbot condition (n = 78) or the neutral chatbot condition (n = 75) and interacted with the chatbot in two sessions. In the assessment session, typical intake questions in smoking cessation interventions were administered by the chatbot, such as smoking history, nicotine dependence level, and intention to quit. In the feedback session, the chatbot provided personalized normative feedback and discussed with participants potential reasons to quit. Engagement with the chatbot, therapeutic alliance, and perceived empathy were the primary outcomes and were assessed after both sessions. Secondary outcomes were motivation to quit and perceived communication competence and were assessed after the two sessions.

Results: No significant effects of the experimental manipulation (MI-style or neutral chatbot) were found on engagement, therapeutic alliance, or perceived empathy. A significant increase in therapeutic alliance over two sessions emerged in both conditions, with participants reporting significantly increased motivation to quit. The chatbot was perceived as highly competent, and communication competence was positively associated with engagement, therapeutic alliance, and perceived empathy.

Conclusion: The results of this preregistered study suggest that talking with a chatbot about smoking cessation can help to motivate smokers to quit and that the effect of conversation has the potential to build up over time. We did not find support for an extra motivating effect of the MI-style chatbot, for which we discuss possible reasons. These findings highlight the promise of using chatbots to motivate smoking cessation. Implications for future research are discussed.
Background

Cigarette smoking poses a major threat to public health, contributing to more than 6 million preventable deaths per year worldwide [1]. Research has demonstrated that aided quit attempts (e.g., with pharmacological and/or behavioral counseling support) are more likely to succeed than unaided quit attempts [2, 3]. While support provided by healthcare professionals is effective, its use remains low. Developing innovative tools that can complement traditional cessation support is, therefore, a research priority. Conversational agents, or chatbots, could be a useful tool for smoking cessation interventions because they are always accessible, can engage users in a human-like conversation, and can provide personalized content to multiple users simultaneously. Additionally, chatbots may appeal to certain hard-to-reach groups such as young people, who often express low motivation to quit smoking and high health technology acceptance [4].

Despite their promise, the current generation of chatbots has yet to fulfill their potential and the effectiveness of chatbot interventions is inconclusive. One crucial factor in effective chatbot interventions is engagement, which has proved to be a significant predictor of improved outcomes for health behavior change in general and for smoking cessation in particular [5–8]. However, current chatbots interventions often suffer from low engagement and high attrition rates [9, 10], and the long-term effect is, therefore, uncertain. Building therapeutic alliance is another challenge for interventions delivered by chatbots. A positive alliance is a robust predictor of addiction treatment outcomes [7, 11] and is especially important for long-term behavior change such as smoking cessation which requires sustained effort. However, in chatbot interventions, it is a crucial but as yet unaddressed question whether therapeutic alliance can develop when the interaction is computerized and automated without direct involvement of a human therapist [12, 13]. Next to engagement and therapeutic alliance, the importance of empathy is universally acknowledged in various behavior domains including smoking cessation [14], and training in counselors’ empathy has been a research priority [15]. However, it remains a major challenge for a chatbot to be perceived as empathic given its robotic nature [16]. In light of these challenges, the potential of using chatbots in smoking cessation intervention is yet to be fulfilled and it raises the question what the optimal role of chatbots in assisting smoking cessation intervention is. The first aim of this study is, therefore, to explore under which circumstances chatbots can be useful in motivating smoking cessation.

Motivational Interviewing (MI) has the potential to overcome the above-mentioned challenges that hinder the effectiveness of chatbot smoking cessation interventions. MI is a client-centered, directive, yet non-confrontational counseling approach for enhancing motivation to change [17]. Counselors employ the principles of expressing empathy, avoiding arguing, managing resistance without confrontation, and supporting the individual’s self-efficacy; using counseling techniques such as asking open-ended questions, reflective listening, affirming, and summarizing [17, 18]. MI is a versatile approach that can be used as an additive to other interventions, as a prelude to another treatment where it serves as a preparatory role, and as a stand-alone intervention. Several meta-analyses concluded that the effect of basic MI is most pronounced when it works as a pre-treatment prelude [19, 20]. These observations suggest the advantages of employing MI as early as possible in an intervention, for example, into the intake sessions that typically precede participants’ assignment to treatment [21]. The first intake interview in a smoking cessation intervention typically involves an assessment of the client’s smoking behavior (e.g., smoking history and habit) and a brief discussion about the wishes and concerns of the client (e.g., potential reasons to quit) [22, 23]. However, to the best of our knowledge, only one study investigated the effectiveness of integrating MI into a pre-treatment intake session in a clinical program [21], and no research has explored the effect of pre-treatment MI in a chatbot setting, while initial engagement and therapeutic relationship building is important in order to maintain long-term human-chatbot interactions. Therefore, this study adopts the context of the first intake session, aiming to examine the early effects of MI in building a positive impression during the initial chatbot contact.

Early motivational interviewing increases engagement, therapeutic alliance, and perceived empathy

MI can be an effective approach to building a positive first impression, increasing early engagement, and therapeutic alliance. The central principles of MI include expressing empathy, rolling with resistance, eliciting discrepancy, and supporting self-efficacy [24]. Such principles are keenly matched to what is needed to build early engagement and a therapeutic relationship – such as...
acceptance, understanding, and compassion [25]. Congruent with the theoretical bases, empirical evidence for MI to increase engagement and therapeutic alliance has been universally observed in various behavior domains including smoking cessation [21, 26]. Moreover, the principles of MI place a strong focus on expressing empathy, which is manifested by reflective listening. Through skillful and deliberate reflection, counselors convey a sense of being present, understanding the clients’ words, feelings, and underlying meaning. The notion that MI is effective in increasing empathy has also been supported in the empirical literature [27, 28].

While the majority of MI studies were conducted in clinical settings and were delivered in face-to-face sessions [29], there is a significant amount of evidence that people should also have positive responses to automated MI delivered by chatbots. Following the CASA (Computers Are Social Actors) framework, a series of studies has demonstrated that people respond in social ways to computers as if they would respond to humans [30]. Of particular relevance to this study, Schulman and colleagues demonstrated that MI spirits expressed by a software agent can be positively evaluated in terms of both MI fidelity and user satisfaction [31]. Following the notion that the effectiveness of MI can be expected in a chatbot setting, we hypothesize that there is a positive effect of chatbot-delivered MI on engagement, therapeutic alliance, and perceived empathy.

**Multi-session effect of motivational interviewing**

There is a great variation of MI intensity, which refers to the exposure to MI and can be operationalized by the number of sessions. A recent review on MI interventions for smoking cessation [29] reported that the number of sessions (from 1 to 12 sessions) varied considerably across studies and that the intensity of MI has a positive impact on the cessation rate. Following this, one can expect the effect of MI to increase over time in a multi-session setting. Research in MI provided theoretical support for this notion. A number of possible mechanisms have been proposed to explain the efficacy of MI [32], such that more frequent usage of MI-consistent skills and expressions of MI spirits are associated with better treatment outcomes [24, 28, 33, 34]. These causal processes suggest that in a multi-session interaction, as the expression of MI-consistent skills and spirits is accumulating, more positive outcomes can be expected over time. This assumption is confirmed by recent empirical studies [35, 36]. Moreover, research on human–robot interaction suggests that people's perception of the agents can be formed and changed in a short time [37]. Therefore, in our two-session study, we hypothesize that the levels of engagement, therapeutic alliance, and perceived empathy increase after the subsequent session in the MI condition. Since no MI element is included in the neutral condition, the increase is not expected in the neutral condition.

**Effect of motivational interviewing on motivation to quit**

MI has been proven to be successful in smoking cessation programs [38, 39]. However, the efficacy of automated MI delivered by technology is inconclusive [40], suggesting that the robustness of beneficial MI effects may not translate to automated settings. The majority of studies evaluating automated MI have examined the efficacy of MI as an addition to other treatment such as CBT (cognitive behavioral therapy) [40–42] or as a stand-alone intervention [43–45], and not as in pre-treatment intake sessions. In one study [21] that did integrate MI into the intake session, the effects were measured after active treatment, while the immediate effect of pre-treatment MI remained unstudied. To address the gap, this study explores whether the initial contact with an MI chatbot can have an impact on motivation to quit.

**The role of communication competence**

Another important factor for successful counseling is the provider’s communication competence, which is characterized by the provider’s communicative knowledge and skills, such as listening and speaking (verbal and non-verbal) skills and interaction management [46]. Healthcare provider’s communication competence is proved to be a positive predictor of treatment outcomes such as patient cooperation and improved health behaviors [46, 47]. While the importance of communication competence has found initial support in human–human communication, it remains unaddressed whether the current generation of chatbots encompasses such quality and whether there is a relationship between such quality and chatbot intervention outcomes. In the healthcare domain, chatbots’ ability to understand users and communicate health-related information accurately and correctly is a central factor determining the effectiveness of the chatbot [48, 49]. Specifically in MI research, the fidelity of automated MI is of great interest to researchers [40], which raises the question of whether a chatbot can reflect correctly and thus give a feeling of being understood, as a human counselor can. To address this question, this study set out to examine the relationship between people’s perception of the chatbot’s communication competence and the outcomes.

To recapitulate, our main hypotheses and research questions are as follows:

**H1:** An MI-style chatbot conversation results in more engagement (H1a), stronger therapeutic alliance
the assessment session, typical intake questions in smoking cessation interventions [22, 23]. The levels of engagement (H2a), therapeutic alliance (H2b), and perceived empathy (H2c) increase after the subsequent session in the MI condition, but not in the neutral condition.

**RQ1**: Does the MI chatbot conversation have an impact on motivation to quit?\(^1\)

**RQ2**: Is there an association between the perception of the chatbot’s communication competence and engagement (RQ2a), therapeutic alliance (RQ2b), and perceived empathy (RQ2c)?

This study presents a proof-of-concept experiment to explore the possibility of using a chatbot in smoking cessation, using the motivational interviewing approach. It adds to the literature on automated MI and digital smoking cessation interventions in the following ways. First, this is one of the first studies evaluating the effectiveness of integrating MI into the initial chatbot contact (i.e., in an intake and discussion session), aiming to build positive first impression as early as possible, as a first step towards long-term support. Furthermore, this study responds to the question of whether a chatbot encompasses sufficient communication competence and whether this has an impact on users’ perception of the chatbot. There has been great interest in chatbots’ ability to deliver automated MI and the fidelity of such, while the evidence remains scarce at present [40].

**Methods**

**Overview of the study design**

We employed a between-subjects repeated measures design. Participants were randomly assigned to either the MI condition or the neutral condition and interacted with a chatbot in two sessions. Outcome variables were assessed both between and after the two interactions. The two sessions were designed to simulate a typical intake interview in smoking cessation interventions [22, 23]. In the assessment session, typical intake questions in smoking cessation interventions (e.g., smoking history, nicotine dependence level, and intention to quit) [22, 50, 51] were asked by the chatbot. After approximately 5 min, which resembles the waiting room setting, the feedback session took place, in which the chatbot provided personalized normative feedback and discussed with participants potential reasons to quit.

The experiment was approved by the Research Ethics and Data Management Committee of the Tilburg School of Humanities and Digital Sciences (Identification code: REDC 2021.18) and was conducted in compliance with the ethical and data management regulations of the school. The study design, raw materials, and analysis plan are preregistered at Open Science Forum and can be accessed via https://osf.io/e9bvp/.

**Participants and procedure**

Power calculations were conducted using the program G*Power 3.1 [52]. Previous meta-analyses have indicated small to medium effect sizes for MI [19]. An a-priori statistical power analysis with repeated measures ANOVA as the statistical test suggested that a minimum sample size of 150 was adequate to detect small to medium effects and interaction effects (effect size $f=0.2$, power $=0.8$). To be eligible to take part in this study, participants had to be at least 18 years old, had to be able to read and write in English, and to have smoked at least one cigarette during the week before participation.

Figure 1 depicts the procedure of this experiment. After reading the information letter and agreeing to the informed consent, all participants completed the pre-test questionnaire, which assessed demographics and baseline motivation to quit smoking. Upon starting the experiment, participants were randomly assigned to either an MI or a neutral assessment session, after which they filled out a questionnaire measuring the outcomes (i.e., engagement, therapeutic alliance, perceived empathy, and communication competence). In the feedback session, participants interacted with the chatbot concerning their smoking behavior and potential reasons to quit. After this, relevant variables were assessed in the post-test questionnaire. Upon completion, all participants were debriefed.

**The MI chatbot condition**

The practice of MI involves the expression of several core relational qualities and communicative skills that are employed throughout the interaction. The spirits are partnership, acceptance, compassion, and evocation. The communicative skills are asking open questions, reflective listening, affirming, summarizing, and asking for permission before providing information [17]. Here we describe how the spirits and skills were translated into the chatbot scripts for the assessment and feedback sessions.

**The assessment session**

The chatbot first introduced itself and the agenda of the session, after which it interviewed the participants about their smoking behavior. After each answer from

\(^1\) Original preregistered RQ (https://osf.io/e9bvp/): Does (RQ1a) and which of (i.e., MI vs. neutral, RQ1b) the conversations with the chatbot have an impact on motivation to quit?
the participant, the chatbot responded with a reflective statement. For example, if a participant indicated he or she smokes within 5 min after waking up, the chatbot reflected “You feel that cigarettes help you to start your day.” When a participant indicated abilities in controlling smoking, the chatbot responded with an affirming statement (e.g., “That’s great. You don’t have problems refraining from smoking”). Finally, when asking about the intention to quit, the chatbot emphasized autonomy (e.g., “That’s okay if you are not ready. It’s totally up to you”) to participants who indicated no intention and expressed affirmation (e.g., “You’ve really made a decision, that’s great!”) to positive intention. More examples of the dialogues are provided in Table 1.

**The feedback session**
The chatbot first provided personalized normative feedback (i.e., the percentage of smokers in their age group) after asking for permission. Then it elicited participants’ reasons to quit by asking open questions (e.g., “What, according to you, would be some good things about not smoking?”) and reflectively listened to the answers (e.g., “So You care about people close to you and you don’t want smoking to influence your relationships with them”). When participants did not provide their own reasons (e.g., “I don’t know”), the chatbot provided frequently mentioned reasons [53–55] and let the participants choose the most relevant one (e.g., “I do have some ideas why people might decide not to smoke, but what really matters is what is important to you. Just to help us brainstorm a bit, do any of the following things apply to you?”). At the end of the conversation, the chatbot summarized their previous conversation, thanked the participants, and ended the session.

**The neutral chatbot condition**
The MI spirits and skills were not implemented in the neutral chatbot dialogues. Specifically, when the MI chatbot responded reflectively, the neutral chatbot used conversational fillers (e.g., “Ok, thanks”, “Got it, let’s...
move on”) and repeated user input (e.g., “you smoke within 5 min after waking up”). When the MI chatbot asked open questions to elicit participants’ reasons to quit, the neutral chatbot provided common reasons to quit. While the MI chatbot always asked for permission before sharing information, the neutral chatbot provided information directly. Except for the aforementioned manipulations, the content of the dialogues (e.g., questions, the order of questions, the information provided) was identical across the two conditions. See Fig. 2 and Fig. 3 for an example of the final conversation. The full scripts can be accessed via https://osf.io/e9byp/.

The chatbot named Roby was developed using the flow.ai program, a chatbot-building platform frequently used by companies and researchers. The chatbots can be accessed via https://widget.flow.ai/try/YXc2RXpynF0fGNCNzFMcHBkRA== (MI condition) and
Measures

Engagement with the chatbot
Engagement with the chatbot interaction was assessed with 9 items from sub-scales of the short form of the User Engagement Scale [56], a measure of engagement with human–computer interaction that has been used in a variety of digital domains. The aesthetic appeal sub-scale was removed as the present study focuses on the communication process instead of the interface design. Example items from the scales were: “I found the conversation confusing,” “I felt interested in talking with Roby.” An additional question was included, asking about participants’ endorsement for future use. The response categories ranged from 1 (completely disagree) to 5 (completely agree).

Therapeutic alliance
Therapeutic alliance was measured using the Working Alliance Inventory-Short Revised [57], a 12-item self-report measure used to assess the relationship between the therapist and the client. This instrument is composed of three subscales: a goal-subscale (e.g., “Roby and I are working towards mutually agreed upon goals”), a task-subscale (e.g., “As a result of these sessions I am clearer as to how I might be able to change”), and a bond-subscale (e.g., “I feel that Roby appreciates me”). The response categories ranged from 1 (completely disagree) to 5 (completely agree).

Perceived empathy
Perceived empathy was measured with a 3-item scale based on research on interpersonal communication by Rubin and Martin [58]. Participants indicated to what extent they agreed with the following statements: “Roby seems to know how I was feeling,” “Roby seems to understand me,” and “Roby puts itself (or himself or herself) in my shoes.” The response categories ranged from 1 (completely disagree) to 5 (completely agree).

Communication competence
Following research by Croes and Antheunis [59] on social chatbots, communication competence was measured with the following items: “Roby communicated properly,” “Roby communicated correctly,” “Roby came across as competent,” and “Roby came across as believable.” The response categories ranged from 1 (completely disagree) to 5 (completely agree).

Motivation to quit
Motivation to quit was measured with the Contemplation Ladder, a single-item scale developed by Biener and Abrams [60] to assess readiness to stop smoking. Participants indicated where they identify themselves on an 11-point Likert-type ladder with 10 rungs, anchoring at the bottom with 0 (no thoughts on quitting) and at the top with 10 (taking action to quit).

Perception of motivational interviewing
As a manipulation check question, perception of MI was measured with an 8-item scale based on the Client
Evaluation of Motivational Interviewing Scale [61]. Example items were: “Roby argued with you to change your behavior” and “Roby helped you feel confident in your ability to change your behavior.” The response categories ranged from 1 (completely disagree) to 5 (completely agree).

Statistical analysis
An independent samples t-test was conducted to test whether the manipulation of MI style was successful. To check for equal distribution of background variables across conditions, an independent samples t-test and Chi-square tests were conducted. Hypotheses and RQ1 were tested with a series of repeated measures ANOVAs. In each analysis, condition was included as the between-subjects factor and time as the within-subjects factor. The outcome variables were engagement, therapeutic alliance, and perceived empathy, respectively. To answer RQ2 regarding the relationship between perceived communication competence and the outcomes, a series of correlation analyses were conducted for T1 and T2, respectively.

Results
Participants characteristics and descriptive outcomes
From April 30 to May 29, 2021, a total of 182 participants were recruited via the participant pools from Tilburg School of Humanities and Digital Sciences and Tilburg School of Social and Behavioral Sciences. They received research credits in exchange for their participation. Informed consent was obtained from all participants and/or their legal guardian(s). Each participant received a unique survey ID, which corresponds to individual conversation records with the chatbot. We screened the conversation records to ensure valid participation. 12 participants were removed for not being smokers, 5 for not having a conversation record with the chatbot, 1 for trolling the chatbot conversation (i.e., the participant sent irrelevant messages in the entire conversation), and 11 for having an incomplete conversation with the chatbot, leaving a final sample of 153 participants. According to our preregistration (osf.io/e9bvp), participants who did not complete either of the two entire measurement points would be excluded from the analyses. However, we decided to include having valid conversation records as an additional inclusion criterion to ensure that the observed effects were from the chatbot conversation.

Note: Gender and year of birth were measured in the pre-test questionnaire; daily cigarette consumption and years of smoking were interviewed by the chatbot.

| Variable a | MI condition | Neutral condition | Total sample |
|------------|--------------|-------------------|--------------|
|            | n (%) or M (SD) | n (%) or M (SD) | n (%) or M (SD) |
| Total N    | 153 | 100% | 95 | 62.1% |
| Gender     | 78 | 100% | 75 | 100% |
| Female     | 51 | 66.4% | 44 | 58.7% |
| Male       | 27 | 34.6% | 31 | 41.3% |
| Year of birth | 134 | 87.6% | 134 | 87.6% |
| 1996–2003  | 70 | 82.7% | 64 | 85.3% |
| 1991–1995  | 5 | 6.4% | 9 | 12% |
| 1981–1990  | 3 | 3.9% | 1 | 1.3% |
| Before 1981 | 0 | 0 | 1 | 1.3% |
| Daily cigarette consumption | 4.6 | 4.5 | 5.7 | 4.2 |
| Years of smoking     | 3.8 | 3.2 | 4.6 | 3.8 |

Note: Gender and year of birth were measured in the pre-test questionnaire; daily cigarette consumption and years of smoking were interviewed by the chatbot.

Table 3  Means, standard deviations, and reliability results for outcomes

| Outcome | baseline | T1 | T2 |
|---------|----------|----|----|
|         | Mean     | SD | Mean | SD | Cronbach's α | Mean | SD | Cronbach's α |
| Engagement | 3.40 | 0.72 | 0.85 | 3.40 | 0.77 | 0.87 |
| Therapeutic Alliance | 3.25 | 0.77 | 0.91 | 3.33 | 0.84 | 0.93 |
| Perceived Empathy | 3.36 | 1.00 | 0.85 | 3.40 | 1.13 | 0.91 |
| Communication Competence | 4.14 | 0.66 | 0.79 | 4.16 | 0.72 | 0.84 |
| Motivation to Quit | 6.08 | 2.91 | 6.72 | 2.71 |

2 Among these 153 respondents, 62.1% were female, and the majority (87.6%) were born between 1996 and 2003. Characteristics of participants included in the analyses are summarized in Table 2.
Table 4 Means and standard deviations for outcome variables for both MI and Neutral conditions

|                      | T1       |       | T2       |       |
|----------------------|----------|-------|----------|-------|
|                      | M        | SD    | M        | SD    |
| Engagement           | MI       | 3.46  | 0.72     | 3.43  | 0.72  |
|                      | Neutral  | 3.34  | 0.72     | 3.37  | 0.82  |
| Therapeutic alliance | MI       | 3.25  | 0.74     | 3.35  | 0.81  |
|                      | Neutral  | 3.24  | 0.80     | 3.30  | 0.87  |
| Perceived empathy    | MI       | 3.43  | 1.02     | 3.46  | 1.07  |
|                      | Neutral  | 3.29  | 0.98     | 3.35  | 1.19  |

All measures used demonstrated acceptable reliability, see Table 3 for reliability and descriptive results of the outcome variables.

Manipulation and randomization check
Of all eligible respondents, 78 (51.0%) were assigned to the MI condition and 75 (49.0%) to the neutral condition. The manipulation check results showed that participants in the MI condition perceived the chatbot as more MI-style (M = 3.72, SD = 0.56) than participants in the neutral condition (M = 3.50, SD = 0.60), and even though it is small, this difference was statistically significant, t(151) = 2.33, p = 0.021. Thus, the manipulation was deemed successful.

The randomization checks indicated that there were no significant differences across conditions in terms of gender and baseline motivation to quit. Participants in the MI condition was on average 1 year younger than participants in the neutral condition. However, considering the small difference, age was not included as a covariate in the following analyses.3

Main analyses
H1 posits that an MI-style chatbot conversation results in more engagement (H1a), therapeutic alliance (H1b), and perceived empathy (H1c), compared to a neutral-style chatbot conversation. For engagement, there was no significant effect of condition F(1,151) = 0.67, p = 0.414, indicating that participants in the MI condition were not more engaged with the chatbot than participants in the neutral condition. Similarly, for therapeutic alliance, no significant differences were found F(1,151) = 0.041, p = 0.841. Last, no significant effects of condition emerged for perceived empathy F(1,151) = 0.57, p = 0.452. Therefore, H1 was not supported. See Table 4 for means and standard deviations for dependent variables for both conditions.

H2 predicts that the levels of engagement (H2a), therapeutic alliance (H2b), and perceived empathy (H2c) increase after the subsequent session in the MI condition, but not in the neutral condition. For engagement, repeated measures ANOVA revealed no significant effect of time F(1,151) = 0.00, p = 0.966, or interaction effect between condition and time F(1,151) = 0.29, p = 0.590. Therefore, H2a is not supported. For therapeutic alliance, while no significant interaction effect emerged for condition by time F(1,151) = 0.25, p = 0.620, there was a significant main effect for time F(1,151) = 4.81, p = 0.030. Participants in both conditions indicated a higher therapeutic alliance with the chatbot after the second session. Hence, H2b was not supported. Last, for perceived empathy, no main effect of time was found F(1,151) = 0.79, p = 0.377, nor an interaction between condition and time F(1,151) = 0.08, p = 0.779. Therefore, H2c was also not supported.

RQ1 concerns the effect of MI-style chatbot conversation on motivation to quit. A significant main effect of time emerged F(1,151) = 32.67, p < 0.001, indicating that participants in both conditions showed an increase in motivation to quit after the conversation with the chatbots. No significant effects were found for condition F(1,151) = 1.01, p = 0.317, nor for the interaction between condition and time F(1,151) = 0.01, p = 0.911. Figure 4 displays the individual change in motivation to quit for both conditions.

Results showed that perceived communication competence was positively correlated with engagement at both T1 r(151) = 0.47, p < 0.001, and T2 r(151) = 0.63, p < 0.001. The positive relationship was also observed between perceived communication competence and therapeutic alliance at both time points (T1: r(151) = 0.46, p < 0.001; T2: r(151) = 0.57, p < 0.001). Lastly, the same pattern was found for perceived empathy (T1: r(151) = 0.50, p < 0.001; T2: r(151) = 0.52, p < 0.001). Hence, there was a positive correlation between perceived communication competence and engagement with the chatbot, therapeutic alliance, and empathy.

Discussion
Main findings
This study explored the possibility of using an MI-style chatbot to enhance engagement, therapeutic alliance, and perceived empathy in the context of smoking cessation. Counter to our hypotheses, no significant effect of the experimental manipulation (i.e., MI vs. neutral chatbot) emerged for all the outcomes. Overall, participants who interacted with either the MI-based chatbot or with the neutral chatbot perceived the chatbot as similarly

---
3 We ran the analyses both with and without age as a covariate, and the pattern of results remained the same in terms of significant differences. Here we report results without age as a covariate.
engaging and empathetic, and they built similar levels of therapeutic alliance with their chatbot. There may be several reasons why we did not find positive effects of MI performed by a chatbot. First, the conversations were fairly short and there may have been insufficient time to discover an effect of the MI style. Previous reviews on MI for smoking cessation suggest that there is great variation in the duration of the interventions and that more intensive MI often produces more positive effects than less intensive ones [29]. Among the reviewed studies, similar to this research, several interventions with a duration shorter than 20 min did not find significant effects of MI [62, 63]. This finding is confirmed by results reported by Seal and colleagues [64], indicating that brief MI by telephone had no effect compared to control, but when intensified with higher frequency and length, the positive effect of MI emerged. These findings imply that it might require a longer time for MI to be effective. Notably, both the MI-style chatbot ($M = 3.72, SD = 0.56$) and the neutral-style chatbot ($M = 3.50, SD = 0.60$) received high ratings in terms of the use of MI skills and spirits. Although we adjusted the neutral dialogues towards the confrontational style, the chatbot was still perceived as motivating, and there might not have been sufficient differences for the MI style to have a manifest effect. Nonetheless, the relatively high motivating ratings of the neutral chatbot can be viewed as a strength of this study, as it implies that using chatbot conversations can mitigate the negative perception of confrontation, even without an explicit MI-style interaction. This is supported by research showing that chatbots can be perceived as less intrusive and less autonomy-threatening, compared to their counterparts such as humans [65]. These findings highlight the potential of chatbots in designing unintrusive persuasion.

This study attempted to explore the multisession effect of MI and hypothesized that the levels of engagement, therapeutic alliance, and perceived empathy to be higher after the second session than after the first session in the MI condition. No increase was found for engagement and perceived empathy, which could be accounted for by the short timeframe of this study. An increase was observed for therapeutic alliance in both conditions. A closer look at sub-concepts of therapeutic alliance revealed that the growth in alliance was found for the task and the goal aspects, but not for attachment bond. One explanation could be that during the second session the chatbots discussed the pros and cons of smoking, and the provided factual information and joint discussion contributed to the increased alliance regarding the tasks and goals, suggesting that people appreciate a chatbot that provides relevant information [66, 67]. This study attempted to feature a multisession scenario and to observe how people’s perception of the chatbot evolved; the results indicated that an increase was found for the task and goal subconcepts of therapeutic alliance but not for the more relational factors (i.e., engagement, therapeutic bond, and empathy), highlighting the need for future research to further examine the process of long-term relationship building.

Results of this study showed that regardless of the conversational style, participants in both conditions reported an increased motivation to quit after talking with the chatbot. This finding supports the literature suggesting that minimal conversation about smoking cessation can affect quitting intentions and behaviors [68, 69]. This answers our question of what role a chatbot can play in the smoking cessation process – merely talking with a chatbot about smoking cessation has the
This study shed light on the use of motivational interviewing chatbots, however, there are several limitations that warrant consideration in the interpretation of the findings. First, we compared MI with a neutral-style chatbot, the differences between which might have been too subtle to result in a significant effect. In addition, the development of relational feelings such as engagement and therapeutic alliance might need a longer time than the duration of conversation in the current study. Our finding that therapeutic alliance did increase over the two brief sessions indicates the potential growth, and future studies are, therefore, needed with a longer duration and the possibility for the users to continue the conversation to further examine the relational process. Moreover, despite the growth observed, the break (approximately 5 min) between the two sessions might have not been sufficient to uncover the real multi-session effect, which is often found in studies with higher session frequencies and longer between-session break [35, 36]. Nevertheless, people’s impression on chatbots can evolve in a short time [37], and future research is encouraged to explore this effect with more sessions spread in a longer period of time.

Implications for future research
The exploratory nature of this study allows us to draw a few implications for future research. First, future designs could consider increasing the contrast between conditions, such as employing a more directive-confrontational style chatbot [73], to better capture the effect of MI. Furthermore, it’s unclear what chatbot features contributed to the increased motivation to quit. Previous research has attempted to disentangle the effects of specific MI techniques and determine the active ingredients of MI [74, 75]. For example, Apodaca et al. [76] found that affirmation was the only technique that promoted change talk and reduced sustain talk. Another finding is that simple reflections were equally effective as complex reflections; this finding is particularly relevant for chatbot-delivered MI, as complex reflections are challenging for the current chatbots. Future research would benefit from identifying techniques that are most effective in a chatbot setting and, therefore, magnify the effectiveness of MI. Moreover, the finding that regardless of condition, participants overall experienced an increase in motivation to quit highlights the promise of using chatbots in health interventions. Previous research has demonstrated that minimal interpersonal communication about health behavior can impact people’s attitude towards and intentions to perform the behavior [69], and our results suggest that human-chatbot communication could
have similar effects. Human-chatbot communication and interpersonal communication are similar in many ways. For example, both interlocutors can initiate the conversation and the content of the conversation can vary (e.g., about the user vs. about other smokers/non-smokers), which are factors moderating the effect of the conversation [69, 77]. Future research is suggested to further explore these factors in designing chatbot dialogues.

While chatbots can simulate human-like interaction, they should be a supplementary service rather than a replacement of the human healthcare providers. It’s important to acknowledge that the addition of chatbots has the potential to improve healthcare services notably in relation to anonymity, accessibility, and personalization [78]. Ethical issues such as the balance between anonymity and personalization should be taken into consideration in the development of healthcare chatbots. Given the novelty and the rapid development of such technology, the optimal role of chatbot in assisting cessation services is yet to be determined. Future work should further explore approaches to effectively and safely integrating chatbots into clinical care for smoking cessation.

Conclusion

The proof-of-concept study set out to explore the possibility of using a chatbot to increase young smokers’ motivation to quit smoking, using the motivational interviewing approach. Overall, we found no significant effects of MI. However, participants in both groups demonstrated an increase in motivation to quit after the conversation, suggesting that interacting with a chatbot about smoking cessation can motivate smokers to quit. An increase in therapeutic alliance emerged after two sessions, indicating the potential for the effect of the conversation to build up over time. These findings highlight the positive outlook of using chatbots to motivate smoking cessation.

Acknowledgements

We would like to thank project members of Look Who’s Talking for their valuable insights during the discussions we had. We would like to thank Divyaa Balaji in particular for her help in designing the chatbot scripts.

Author’s contributions

L.H., R.W., M.A., and E.K. conceived the presented idea and designed the experiment. L.H. and E.B. developed the chatbot used in the experiment. L.H. carried out the experiment, collected and analyzed the data. L.H. wrote the main manuscript text, prepared the tables and figures. All authors reviewed and provided feedback on the manuscript. All authors read and approved the final manuscript.

Funding

This work is supported by the Look Who’s Talking Project (official project code: 406.D1.19.054), funded by the Dutch Research Council (NWO). The funder has no role in study design, data collection and analysis, decision to publish or preparation of manuscripts.

Availability of data and materials

The datasets used during the current study are available from the Dataverse repository at https://doi.org/10.34894/AZ5QJ9.

Declarations

Ethics approval and consent to participate

The experiment was approved by the Research Ethics and Data Management Committee of the Tilburg School of Humanities and Digital Sciences (Identification code: REDC 2021.18) and was conducted in compliance with the ethical and data management regulations of the school. Informed consent was obtained from all subjects and/or their legal guardian(s).

Consent for publication

Not applicable

Competing interests

The authors declare that they have no competing interests.

Author details

1Department of Communication and Cognition, Tilburg School of Humanities and Digital Sciences, Tilburg University, Tilburg, the Netherlands. 2Behavioural Science Institute, Radboud University Nijmegen, Nijmegen, the Netherlands. 3Addiction Development and Psychopathology (ADAPT)-Lab, Department of Psychology, and Centre for Urban Mental Health, University of Amsterdam, Amsterdam, the Netherlands.

Received: 29 September 2021   Accepted: 25 March 2022

Published online: 12 April 2022

References

1. Reitsma MB, Fullman N, Ng M, Salama JS, Abajobir A, Abate KH, et al. Smoking prevalence and attributable disease burden in 195 countries and territories, 1990–2015: a systematic analysis from the global burden of disease study 2015. The Lancet. 2017;389(10082):1885–906.
2. Stead LF, Koilpillai P, Fanshawe TR, Lancaster T. Combined pharmacotherapy and behavioural interventions for smoking cessation. Cochrane Database Syst Rev. 2016;3:CD008286.
3. Stead LF, Perera R, Bullen C, Mant D, Hartmann-Boyle J, Cahill K, et al. Nicotine replacement therapy for smoking cessation. Cochrane Database Syst Rev. 2012;11:CD000146.
4. Rajak M, Shaw K. An extension of technology acceptance model for mHealth user adoption. Technol Soc. 2021;67:101800.
5. Bricker J, Wyszynski C, Comstock B, Heffner JL. Pilot randomized controlled trial of web-based acceptance and commitment therapy for smoking cessation. Nicotine Tob Res. 2013;15(10):1756–64.
6. Buller DB, Borland R, Bettinghaus EP, Shane JH, Zimmerman DE. Randomized trial of a smartphone mobile application compared to text messaging to support smoking cessation. Telemedicine and e-Health. 2014;20(3):206–14.
7. Cobb NK, Poirier J. Effectiveness of a multimodal online well-being intervention: a randomized controlled trial. Am J Prev Med. 2014;46(1):41–8.
8. Pike KJ, Rabius V, McAlister A, Geiger A. American Cancer Society’s QuitLink: randomized trial of Internet assistance. Nicotine Tob Res. 2007;9(3):415–20.
9. Chaux B, Bibault J-E, Pieknowski A, Delamont G, Guillemault A, Nectoux P, et al. When chatbots meet patients: one-year prospective study of conversations between patients with breast cancer and a chatbot. JMIR Cancer. 2019;5(1):e12856.
10. Kraus M, Seldschopf P, Minker W, editors. Towards the development of a trustworthy chatbot for mental health applications. Springer, Cham: International Conference on Multimedia Modeling; 2021.

11. Connon GJ, Carroll KM, D’Clemente CC, Longabaugh R, Donovan DM. The therapeutic alliance and its relationship to alcoholism treatment participation and outcome. J Consult Clin Psychol. 1997;65(4):588.

12. Cook JE, Doyle C. Working alliance in online therapy as compared to face-to-face therapy: preliminary results. Cyberpsychol Behav. 2002;5(2):95–105.

13. D’Alfonso S, Lederman R, Bucchi S, Berry K. The digital therapeutic alliance and human-computer interaction. JIMR Mental Health. 2020;7(12):e21895.

14. Bohart AC, Elliott R, Greenberg LS, Watson JC. Empathy. 2002.

15. Tedingvan Bickmore TW, Sidner CL, editors. an intelligent conversation: Cyberpsychol Behav. 2011.

16. Reeves B, Nass C. The media equation: How people treat computers, psychol Addict Behav. 2017;31(5):524–33.

17. Holdsworth E, Bowen E, Brown S, Howat D. Client engagement in motivational interviewing: a meta-analysis of randomized controlled trials. J Couns Psychol. 2016;63(1):52.

18. Darmani L, Dumouchel P, Lehmann H. Artificial empathy: An interdisciplinary investigation. Int J Soc Robotics. 2015;7(1):3-5.

19. Miller WR, Rollnick S. Motivational interviewing: Helping people change. New York: Guilford Press; 2012.

20. Apodaca TR, Longabaugh R. Mechanisms of change in motivational interviewing: a review and preliminary evaluation of the evidence. Addiction. 2009;104(3):705–15.

21. Lundahl BW, Kuter C, Brownell C, Tolleson D, Burke BL. A meta-analysis of motivational interviewing: twenty-five years of empirical studies. Res Soc Work Pract. 2010;20(2):137–60.

22. Reiter E, Robertson R, Osman L. Lessons from a failure: Generating a key causal model. J Consult Clin Psychol. 2014;82(6):973–83.

23. Parchman ML, Flannagan D, Ferrer RL, Matamoras M. Communication competence, self-care behaviors and glucose control in patients with type 2 diabetes. Patient Educ Couns. 2009;71(1):55–9.

24. Cameron G, Cameron D, Megaw G, Bond R, Mulvanna M, O’Neill S, Armor C, McTear M. Assessing the usability of a chatbot for mental health professionals. In: Proceedings of the Seventh International Conference on Multimedia Modeling. 2011. p. 544–50.

25. Ondersma SJ, Chase SK, Skvits DS, Schuster CR. Computer-based brief motivational intervention for perinatal drug use. J Subst Abuse Treat. 2005;28(4):305–12.

26. Boardman T, Catley D, Grobe JE, Little TD, Ahluvalia JS. Using motivational interviewing with smokers: do therapist behaviors relate to engagement and therapeutic alliance? J Subst Abuse Treat. 2006;31(4):111–39.

27. Pollak K, Alexander SC, Tulsky JA, Lyna P, Coffman CJ, Dolor RI, et al. Physician empathy and listening: associations with patient satisfaction and autonomy. J Am Board Fam Med. 2011;24(6):665–72.

28. Reiter E, Robertson R, Osman LM. Lessons from a failure. Generating tailored smoking cessation letters. Artif Intell. 2014;244(1–2):41–58.

29. Zhu SH, Stretch V, Balabanis M, Rosbroek B, Sadler G, Pierce JP. Telephone counseling for smoking cessation: effects of single-session and multiple-session interventions. J Consult Clin Psychol. 1996;64(1):202.

30. Catley D, Harris KJ, Mayo MS, Hall S, Okuyemi KS, Boardman T, et al. Adherence to principles of motivational interviewing and client within-session behavior: Behav Cogn Psychother. 2003;34(1):43–56.

31. Holdsworth E, Bowen E, Brown S, Howat D. Client engagement in psychotherapeutic treatment and associations with client characteristics, therapist characteristics, and treatment factors. Clinical psychology review; 2014;34(5):428–50.

32. Boardman T, Catley D, Grobe JE, Little TD, Ahluvalia JS. Using motivational interviewing with smokers: do therapist behaviors relate to engagement and therapeutic alliance? J Subst Abuse Treat. 2006;31(4):329–39.

33. Pollak K, Alexander SC, Tulsky JA, Lyna P, Coffman CJ, Dolor RI, et al. Physician empathy and listening: associations with patient satisfaction and autonomy. J Am Board Fam Med. 2011;24(6):665–72.

34. Pace BT, Dembe A, Soma CS, Baldwin SA, Atkins DC, Imel ZE. A multivariate meta-analysis of motivational interviewing process and outcome. J Consult Clin Psychol. 2014;82(6):973–83.

35. Magill M, Apodaca TR, Borsari B, Gaume J, Hoadley A, Gordon REF, et al. A meta-Analysis of motivational interviewing process: technical, relational, and conditional process models of change. J Consult Clin Psychol. 2016;862(2):140–57.

36. Kung H-Y, Gu MK. Development and effects of a motivational interviewing self-management program for elderly patients with diabetes mellitus. J Korean Acad Nurs. 2015;45(4):533–43.

37. Feiré S, Fonseca H, Williams G, Ribeiro M, Pena F, do Céu Machado M, et al. Quality-of-life outcomes of a weight management program for adolescents based on motivational interviewing. Patient Educ Couns. 2013;90(4):718–25.

38. Bergmann K, Eyssel F, Kopp S, editors. A second chance to make a first impression? How appearance and nonverbal behavior affect perceived warmth and competence of virtual agents over time2012; Berlin, Heidelberg: Springer Berlin Heidelberg.

39. Lai DT, Chahil K, Qin Y, Tang J. Motivational interviewing for smoking cessation: a systematic review and meta-analysis. Tob Control. 2010;19(5):410–6.

40. Shingleton RM, Palfai TP. Technology-delivered adaptations of motivational interviewing for health-related behaviors: a systematic review of the current research. Patient Educ Couns. 2016;99(1):17–35.

41. Dunn C, Derou L, Rivaia FP. The use of brief interventions adapted from motivational interviewing across behavioral domains: A systematic review. 2001. p. 1725–42.

42. Kay-Lambkin FJ, Baker AL, Kelly B, Lewin TJ. Clinician-assisted computerised versus therapist-delivered treatment for depressive and additive disorders: a randomised controlled trial. Med J Aust. 2011;195(SUPPL.):S44–50.

43. Osilla KC, D’Amico EJ, Diaz-Fuentes CM, Lara M, Watkins KE. Multicultural web-based motivational interviewing for clients with a first-time DUI offense. Cultur Divers Ethnic Minor Psychol. 2012;18(2):192.

44. Ondersma SJ, Chase SK, Skvits DS, Schuster CR. Computer-based brief motivational intervention for perinatal drug use. J Subst Abuse Treat. 2005;28(4):305–12.

45. Outlaw AV, Nair-King S, Tanney M, Belzer ME, Ageness A, Parsons JT, et al. The initial feasibility of a computer-based motivational intervention for adherence for youth newly recommended to start antiretroviral treatment. AIDS Care. 2014;26(1):130–5.

46. Quin J, QB. Testing a relational model for health communication competence among caregivers for individuals with Alzheimer’s disease. J Health Psychol. 1996;1(3):335–51.

47. Parchman ML, Flannagan D, Ferra RL, Matamoras M. Communication competence, self-care behaviors and glucose control in patients with type 2 diabetes. Patient Educ Couns. 2009;71(1):55–9.

48. Cameron G, Cameron D, Megaw G, Bond R, Mulvanna M, O’Neill S, Armour C, McTear M. Assessing the usability of a chatbot for mental health professionals. Spring: Springer. 2014;26(1):130–5.

49. Palanica A, Flaschner P, Thommondram A, Li M, Fossat Y. Physicians’ perceptions of chatbots in health care: cross-sectional web-based survey. J Med Internet Res. 2019;21(4):e12887.

50. Hyland A, Borland R, Li Q, Yong HH, McNeill A, Fong GT, et al. Individual-level predictors of cessation behaviours among participants in the International Tobacco Control (ITC) Four Country Survey. Tob Control. 2006;15(Suppl 3):iii83–94.

51. Nagelhout GE, Willemsen MC, Thompson ME, Fong GT, Van der Putte B, de Vries H. Is web interviewing a good alternative to telephone interviewing? Findings from the International Tobacco Control (ITC) Netherlands Survey. BMC Public Health. 2010;10(1):1–10.

52. Faul F, Erdfelder E, Lang A-G, Buchner A. G Power 3: A flexible statistical power analysis program for the social, behavioral, and biomedical sciences. Behav Res Methods. 2007;39(2):175–91.

53. Bowen S, Kurz AS. Smoking, nicotine dependence, and motives to quit smoking in Asian American versus Caucasian college students. Nicotine Tob Res. 2012;14(10):1235–40.

54. Riedel BW, Robinson LA, Klesges RC, McLain-Allen B. What motivates adolescent smokers to make a quit attempt? Drug Alcohol Depend. 2002;68(2):167–74.
55. Villanti AC, Bover Manderski MT, Gundersen DA, Steinberg MB, Delnevo CD. Reasons to quit and barriers to quitting smoking in US young adults. Fam Pract. 2016;33(2):133–9.

56. O’Brien HL, Carins P, Hall M. A practical approach to measuring user engagement with the refined user engagement scale (UES) and new UES short form. Int J Hum Comput Stud. 2018;112:28–39.

57. Hatcher RL, Gillaspy JA. Development and validation of a revised short version of the Working Alliance Inventory. Psychother Res. 2006;16(1):12–25.

58. Rubin RB, Martin MM. Development of a measure of interpersonal communication competence. Commun Res Rep. 1994;11(1):33–44.

59. Crones EA, Antheusis ML. Can we be friends with Mitsuku? A longitudinal study on the process of relationship formation between humans and a social chatbot. J Soc Pers Relat. 2021;38(1):279–300.

60. Biener L, Abrams DB. The Contemplation Ladder: validation of a measure of readiness to consider smoking cessation. Health Psychol. 1991;10(5):360–5.

61. Madsen MB, Mohn RS, Zackoff A, Schumacher JA, Kogan J, Hutchison S, et al. Measuring client perceptions of motivational interviewing: factor analysis of the client evaluation of motivational interviewing scale. J Subst Abuse Treat. 2013;44(3):330–5.

62. Davis MF, Shapiro D, Windsor R, Whalen P, Rhode R, Miller HS, et al. Motivational interviewing versus prescriptive advice for smokers who are not ready to quit. Patient Educ Couns. 2011;83(1):129–33.

63. Butler CC, Rollnick S, Cohen D, Bachmann M, Russell I, Stott N. Motivational consulting versus brief advice for smokers in general practice: a randomized trial. Br J Gen Pract. 1999;49(445):611–6.

64. Seal KH, Abadjian L, McCamish N, Shi Y, Tarasovsky G, Weingardt K. A randomized controlled trial of telephone motivational interviewing to enhance mental health treatment engagement in Iraq and Afghanistan veterans. Gen Hosp Psychiatry. 2012;34(5):450–9.

65. Chen J, Chen C, Walther JB, Sundar SS. Do You Feel Special When an AI Doctor Remembers You? Individuation Effects of AI vs. Human Doctors on User Experience. Extended Abstracts of the 2021 CHI Conference on Human Factors in Computing Systems: Association for Computing Machinery. 2021. p. Article 299.

66. Brixey J, Hoeegen R, Lan W, Rusow J, Singla K, Yin X, et al., editors. Shihbot: A facebook chatbot for sexual health information on hiv/aids. Proceedings of the 18th annual SIGdial meeting on discourse and dialogue. 2017.

67. Altay S, Hacquin AS, Chevallier C, Mercier H. Information Delivered by a Social Chatbot in the Care of Nonsmokers and Former Smokers. Health Commun. 2014;19(1):41–6.

68. Real K, Rimal RN. Friends talk to friends about drinking: exploring the role of peer communication in the theory of normative social behavior. Health Commun. 2007;22(2):169–80.

69. Jeong M, Tan AS, Brennan E, Gibson L, Hornik RC. Talking about quitting: Interpersonal communication as a mediator of campaign effects on smokers’ quit behaviors. J Health Commun. 2015;20(10):1196–205.

70. Johnson TP, O’Rourke DP, Burris JE, Warnecke RB. An investigation of the effects of social desirability on the validity of self-reports of cancer screening behaviors. Med Care. 2005;43:565–73.

71. Colletti G, Supnick JA, Abueg FR. Assessment of the relationship between self-reported smoking rate and Ecolyzer measurement. Addict Behav. 2012;37(1):183–8.

72. Bührke J, Brendel AB, Lichtenberg S, Greve M, Mirbabaie M, editors. Is making mistakes human? On the perception of typing errors in chatbot communication 2020.

73. Miller WR, Benefield RG, Tonigan JS. Enhancing motivation for change in problem drinking: a controlled comparison of two therapist styles. 2001.

74. Friederichs SA, Oenema A, Bolman C, Guyaux J, Van Keulen HM, Lechner L. Motivational interviewing in a web-based physical activity intervention: questions and reflections. Health Promot Int. 2015;30(3):803–15.

75. LaBrie JW, Pedersen ER, Earleywine M, Olsen H. Reducing heavy drinking in college males with the decisional balance: analyzing an element of motivational interviewing. Addict Behav. 2006;31(2):254–63.

76. Apodaca TR, Jackson KM, Bonsari B, Magill M, Longabaugh R, Mastroelo NR, et al. Which individual therapist behaviors elicit client change talk and sustain talk in motivational interviewing? J Subst Abuse Treat. 2016;61:60–5.

77. Dunlop SM, Cotter T, Perez D. When your smoking is not just about you: antismoking advertising, interpersonal pressure, and quitting outcomes. J Health Commun. 2014;19(1):41–54.

78. Nadazdinsky T, Miles O, Cowie A, Ridge D. Acceptability of artificial intelligence (AI)-led chatbot services in healthcare: a mixed-methods study. Digital Health. 2019;5:205207619871808.