A survey on the network models applied in the industrial network optimization

Chao DONG¹, Xiaoxiong XIONG¹, Qiulin XUE¹, Zhengzhen ZHANG², Kai NIU¹* & Ping ZHANG¹

¹Key Laboratory of Universal Wireless Communications, Ministry of Education, Beijing University of Posts and Telecommunications, Beijing 100876, China; ²Smart City College, Beijing Union University, Beijing 100024, China

Received 25 June 2023/Revised 4 September 2023/Accepted 18 September 2023/Published online 25 January 2024

Abstract Network architecture design is critical for optimizing industrial networks. Network architectures can be classified into small-scale networks and large-scale networks based on scale. Graph theory is an efficient mathematical tool for network topology modeling. For small-scale networks, their structure often has regular topology. For large-scale ones, the current body of work mainly focuses on random characteristics of network nodes and edges. Recently, widely used models include random networks, small-world networks, and scale-free networks. In this study, starting from the scale of the network, network modeling methods based on graph theory as well as their industrial applications, are summarized and analyzed. Moreover, a novel network performance metric, called system entropy, is proposed. From the perspective of mathematical properties, an analysis of its non-negativity and concavity is performed. The advantage of system entropy is that it can cover the existing regular networks, random networks, small-world networks, and scale-free networks, and has strong generality. The simulation results reveal that this proposed metric can achieve the comparison of various industrial networks under different models.
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1 Introduction

Industrial networks refer to networks that connect various devices, machines, sensors, and control systems within an industrial setting [1]. The abstraction of industrial networks facilitates the analysis of network performance. Consequently, network models play an important role in evaluating and optimizing industrial network performance including reliability, low latency, and robustness. A network can be categorized by scale; for example, it can be classified into large-scale networks and small-scale networks. To better describe network performance, graph theory [2–10] is introduced as an analysis tool.

For small-scale networks, the regularity of network topology is remarkable, such as ring networks and star networks. This network found real-world applications, such as redundant ethernet networks with ring topology [11] and gas pipeline monitoring systems [12] with linear topology.

For large-scale networks, the size of the matrix describing the network characteristics increases with the number of network nodes and edges. Moreover, the original small-scale network analysis method is not applicable; thus, studying the statistical characteristics of large-scale networks is vital. In large-scale networks, commonly used network models include random networks [13–15], small-world networks [16–19], and scale-free networks [20–25].

Random networks are a well-known classic model [14,15] that introduces the probability of connection between nodes. At this point, the topology of the network is no longer fixed. In a random network, the average path length between nodes increases logarithmically with the node network size. This is a classical result of the asymptotic analysis of random networks.

In the 1990s, small-world networks were proposed as a special random network [19], in which the distance between any two nodes is small, and there is a relatively deterministic upper bound for the
distance. This good connectivity relies on certain key nodes in the network. Furthermore, small-world networks have found real-world applications, such as social networks and the Internet [26]. In small-world networks, the clustering coefficient is a crucial performance metric. A higher clustering coefficient indicates that the network has better connectivity and the cost of establishing connections between nodes is lower.

Different from the above two networks, the scale-free network [24] is a network model in which the node degree follows the power law distribution and the distribution value depends on the parameter $\gamma$ [27, 28]. In scale-free networks, nodes with higher degrees are more likely to obtain new connections. A widely used scale-free network model is called the BA model [24]. In this model, both the average path length and the clustering coefficient have closed-form expressions. The analysis results of the BA model reveal that its connectivity properties are better than those of small-world networks [25]. This type of network also has real-life applications, such as paper citation networks.

Although research based on the above models has made substantial progress, future industrial networks need to cover a wider range, including not only communication networks represented by 5G/B5G network [29, 30], Internet-of-vehicles [31], and 6G network [32], but also traffic networks [33, 34] and power networks [19, 35–37]. It should be noted that networks between various industrial categories are quite different. For the comparison of different networks, a universal performance metric is required. Thus, in this study, a novel performance metric, called system entropy, is proposed, which is the function of the Laplacian matrix and can cover regular networks, random networks, small-world networks, and scale-free networks. Additionally, the non-negativity of system entropy, its concavity, and symmetry relative to the Laplacian matrix are given. The simulation results reveal that the metric has strong generality and can achieve comparisons of the performance of various industrial networks under different models.

This paper is outlined as follows. Section 2 presents the widely used definitions and performance metrics in graph theory and the calculation methods of the above metrics corresponding to various network models, including random networks, small-world networks, and scale-free networks. Section 3 gives examples of industrial networks based on the existing models as well as the optimization methods based on these models. Section 4 presents a detailed discussion of the properties of system entropy, including non-negativity, symmetry, and concavity relative to the Laplacian matrix. Section 5 highlights the simulation results of the performance of system entropy. Section 6 gives the conclusion and perspective.

2 Typical network topology theory

Based on scale, we classify the network architectures into small-scale networks and large-scale networks. For small-scale networks, the network topology tends to be regular, as shown in Figure 1. For large-scale networks, the network topology is more complex as shown in Figure 2.

Typically, networks consist of multiple nodes, and the connections between these nodes are represented by edges. Consequently, network topology can be abstracted as a graph, as depicted in Figures 1 and 2. Graph theory is employed to systematically model and analyze the properties of network topologies.
In Subsections 2.1 and 2.2, we provide basic definitions and performance metrics in graph theory in Subsection 2.1. Subsection 2.2 outlines the method for calculating performance indicators mapped to existing network models, which include regular networks, random networks, small-world networks, and scale-free networks.

### 2.1 Basic definitions and performance metrics in graph theory

From an application standpoint, graph theory [7–10] finds extensive use in modeling and analyzing network topology. Nodes and edges are the basic elements of a graph. In network modeling based on graph theory, nodes and edges always correspond to specific physical entities. For example, in communication networks, base stations (BS), user equipment, and sensors can all be modeled as nodes, while the communication links between these nodes can be modeled as edges. In the following, the basic definitions and performance metrics based on graph theory are given.

**Definition 1.** A graph containing a set of nodes $V$ and a set of edges $E$ can be written as $G = (V, E)$. Each edge $e \in E$ connects two nodes. For example, $e = \langle u, v \rangle$ denotes that $e$ connects $u, v \in V$. $V(G)$ and $E(G)$ represent the set of nodes and edges in the graph $G$, respectively.

**Definition 2.** The node degree $\delta(v)$ represents the number of edges the node $v$ is connected to.

**Definition 3.** For a graph $G$ with $n$ nodes, an $n \times n$ diagonal matrix is used to represent the degree matrix for $G$ which can be defined as

$$D_{i,j} = \begin{cases} \delta(v_i), & \text{if } i = j, \\ 0, & \text{otherwise}. \end{cases}$$

**Definition 4.** For a graph $G$ with $n$ nodes, the $n \times n$ matrix $A$ is used to represent the adjacency matrix of $G$ and its entry $A_{i,j}$ denotes the weight of the edge connecting $v_i$ and $v_j$. For an undirected graph, the matrix $A$ is symmetric.

**Definition 5.** For a graph $G$ with $n$ nodes, the Laplacian matrix $L$ is defined as

$$L = D - A.$$  

The symmetric normalized Laplacian matrix is defined as

$$L^n := D^{-\frac{1}{2}}LD^{-\frac{1}{2}} = I - D^{-\frac{1}{2}}AD^{-\frac{1}{2}}.$$  

In the following, building upon the aforementioned fundamental concepts, we will introduce several key performance metrics for evaluating graph features. These metrics include degree distribution, average path length, and clustering coefficient.

**Definition 6.** Let $p(\delta(v))$ denote the probability distribution of vertex degree $\delta(v)$.

**Definition 7.** For a graph $G$ and $u, v \in V(G)$, $d(u, v)$ indicates the length of a shortest $(u, v)$-path. The diameter denotes the maximum shortest paths between any two nodes in the network.

**Definition 8.** For a connected graph $G$, the average shortest path length from node $u$ to other nodes is calculated as

$$d(u) \overset{\text{def}}{=} \frac{1}{|V(G)| - 1} \sum_{v \in V(G), v \neq u} d(u, v).$$

The average path length (APL) $d(G)$ is defined as

$$d(G) \overset{\text{def}}{=} \frac{1}{|V(G)|} \sum_{u \in V(G)} d(u) = \frac{1}{|V(G)|^2 - |V(G)|} \sum_{u,v \in V(G), u \neq v} d(u, v).$$

The average path length is an important performance metric for optimizing real-world networks. For instance, on the Internet, a shorter average path length implies lower transmission delays.

Another widely used metric for network analysis is the clustering coefficient. For a specific node $v$, the clustering coefficient measures the level of connectivity between its neighbor nodes.
Definition 9. For an undirected graph $G$, $N(v)$ denotes the neighbor set of the node $v \in V(G)$ and $k_v = |N(v)|$. In addition, $G[N(v)]$ refers to the subgraph induced by the neighbors of vertex $v$ in the graph $G$, and $m_v$ denotes the number of edges in the subgraph composed of the node set $N(v)$, i.e., $m_v = |E(G[N(v)])|$. The clustering coefficient $c(v)$ for vertex $v$ with degree $\delta(v)$ is defined as

$$ c(v) = \begin{cases} m_v / \left( \frac{k_v}{2} \right), & \text{if } \delta(v) > 1, \\ \text{undefined}, & \text{otherwise}. \end{cases} $$

(6)

Definition 10. For the above graph $G$, the set $V^*$ consists of the vertices $\{v \in V(G) \mid \delta(v) > 1\}$. The average clustering coefficient (ACC) $C(G)$ for $G$ is

$$ C(G) = \frac{1}{|V^*|} \sum_{v \in V^*} c(v). $$

(7)

It should be noted that there is a difference between the node-based clustering coefficient as presented in (6) and the large-scale network clustering coefficient. The enumeration described in (7) is difficult to realize for large-scale networks. In Subsection 2.2, we will provide formulas for calculating the clustering coefficients of random networks, small-world networks, and scale-free networks.

2.2 Performance metrics in existing network models

While regular networks can be effectively described using graph theory tools and find wide practical applications, network randomness tends to increase with the network’s size. Consequently, there arises a need for an efficient network model to describe large-scale networks. To account for this randomness, Erdös et al. [14,15] proposed the ER network model to describe pure random networks. Building upon this foundation, Watts et al. [19] and Barabási et al. [24] introduced the small-world network model and the scale-free network model to better capture real-world large-scale networks. For networks of varying sizes, the calculation methods of performance indicators differ. In Subsubsection 2.2.1, we provide an analysis of small-scale networks. However, for large-scale networks, enumeration methods are replaced by statistical indicators due to their inherent randomness. In Subsections 2.2.2–2.2.4, we delve into the analysis of three types of large-scale network models, including the random network model, small-world network model, and scale-free network model.

2.2.1 Small-scale networks

Regular topologies are common in small-scale networks. Figure 1 shows the typical regular topologies including star network, mesh network, hybrid network, and linear network.

For example, small-scale wireless sensor networks are generally built according to regular topologies. The topologies of small-scale wireless sensor networks have been summarized in [38], encompassing triangular, square, pentagon, hexagon, heptagon, and octagon network topologies. It is worth noting that regular network topologies adhere to classical graph theory models. Consequently, their performance metrics, such as average path length and clustering coefficient, can be calculated using (5)–(7) presented in Subsection 2.1.

2.2.2 Random networks

One popular random network model was proposed by Erdös et al. [14,15], known as the ER($n, p_c$) model. In this model, the network contains $n$ nodes and any two nodes are connected with probability $p_c$. Therefore, the node degree in the ER($n, p_c$) model can only be calculated through its expectation, which is expressed as follows:

$$ \delta_{ER}(n, p_c) \overset{\text{def}}{=} \mathbb{E}[\delta] \overset{\text{def}}{=} \sum_{k=1}^{n-1} k \cdot \mathbb{P}[\delta = k] = p_c \cdot (n - 1). $$

(8)

Consider the average path length for the ER($n, p_c$) model [25], its expression is given by

$$ d_{ER}(n, p_c) = \frac{\ln(n) - \gamma}{\ln(p_c n)} + 0.5, $$

(9)
where $\gamma$ is the Euler constant (approximately equal to 0.5772).

It is evident that the average path length in an ER$(n, p_c)$ model depends on its parameters rather than a specific network implementation.

For the clustering coefficient, it is worth noting that the expected clustering coefficient of an ER$(n, p)$ model is equal to $p_c$, which is also independent of a specific network implementation.

### 2.2.3 Small-world networks

The small-world network model was introduced by Watts et al. [19], called WS$(n, k, p_r)$ model, where the network contains $n$ nodes, the average node degree is equal to $k$, and the rewiring probability is equal to $p_r$.

This small-world model is achieved by incorporating a small number of long-range edges into a regular network, where the diameter is proportional to the network’s size. The small-world property is characterized by a very short average path length between any two nodes while maintaining a very high clustering coefficient.

When the rewiring probability $p_r$ is equal to 0, the cluster coefficient of WS$(n, k, 0)$ model is given by

$$C_{WS}(k) = \frac{3}{4} \left(\frac{k}{k-2}\right)^{3/2},$$

(10)

It can be seen that the clustering coefficient of the WS$(n, k, 0)$ network model is independent of its scale and approaches $3/4$ for large values of $k$.

Furthermore, the average path length in small-world networks depends on the presence of long-range connecting edges. We will explore the crucial role of long-distance connecting edges in real-world networks in Section 3.

### 2.2.4 Scale-free networks

In scale-free networks, the distribution of vertex degrees follows a power law. Specifically, the probability $P(k)$ that the degree of a node is equal to $k$ is given by

$$P(k) \sim k^{-\gamma},$$

(11)

where the range of $\gamma$ is generally $2 < \gamma < 3$ [27, 28]. This implies that in a scale-free network, only a few nodes have a high degree of connectivity, and these nodes with high connectivity can be regarded as key nodes in the network.

Although the ER model and the WS model provide strong guidance, some practical networks still cannot be fully described by these two models. In [24], an efficient scale-free model is proposed and many real-world networks, such as literature citations and actor collaboration, can be accurately described by this model.

According to the analysis in [39], a scale-free network can be achieved through a growth process combined with an operation called preferential attachment. In [24], the construction procedure for scale-free networks is first initially proposed. The construction process combines the growth of the network with the attachment of new nodes to existing nodes with certain preferences (that is, the probability of selecting vertex $u$ is proportional to its degree). This model is referred to as the BA$(n, n_0, m)$ model, where $n$, $n_0$, and $m$ represent the number of complete graph nodes, the initial number of nodes, and the initial number of edges of new nodes, respectively.

The results of the average path length and clustering coefficient of the BA model are given below.

As regards to the average path lengths, the authors in [25] derived the expression for the BA$(n, n_0, m)$ model as follows:

$$\bar{d}_{BA}(n, m) = \frac{\ln(n) - \ln(m/2)}{\ln(\ln(n)) + \ln(m/2)} - 1 - \gamma + 1.5,$$

(12)

where $\gamma$ is the Euler constant, as defined in (9). Similar to the WS model, the BA model exhibits a short average path length.

The analytical formula for the clustering coefficient of the BA$(n, n_0, m)$ model can be given by

$$C_{BA}(m, t) = \frac{m^2(m+1)^2}{4(m-1)} \left[ \ln\left( \frac{m+1}{m} \right) - \frac{1}{m+1} \right] \frac{(\ln t)^2}{t},$$

(13)
where $t = n - n_0$ denotes that the network is generated by the $t$-th step from the initial $n_0$ nodes. This formula demonstrates that as the network scales up, the clustering coefficient of the BA model decreases gradually.

3 **Industrial network topology**

Recently, as the promotion of 5G [40, 41] and the revolution of the Internet of Things and the industrial Internet [42], intelligent inter-connection and massive access have become the salient features of novel industrial networks [43–47]. As network scales expand, optimizing network architecture becomes crucial for large-scale networks.

A reasonable topology for a specific industrial network scenario should be well configured based on network functions, such as data flow behavior, power consumption, and latency. With increasing network scale, scalability and robustness against malicious attacks have emerged as critical evaluation indicators for network design. Network scalability concerns whether the addition of new nodes can minimize the impact on network performance. In addition, robustness against malicious attacks considers whether the addition of a large number of new nodes will lead to a significant increase in pressure on hubs, thereby impacting performance.

Based on the topological types introduced in Subsection 2, this section summarizes commonly used network models. Through these examples, it discusses how to select appropriate topological structures in real-world scenarios based on specific requirements and structural characteristics.

Subsections 3.1–3.3 provide details on industrial examples and optimization methods based on regular networks, small-world networks, and scale-free networks, respectively. Subsequently, the fourth subsection offers a summary of the current industrial network models.

3.1 **Regular networks**

Regular topologies find extensive applications in industrial networks, where various models are utilized to accommodate specific industrial networks. Common network performance indicators include network diameter, average path length, and clustering coefficient. Selecting an appropriate topology is crucial for achieving network optimization. Typical regular topology models include linear, mesh, tree, cluster, cluster tree, ring, star, and bus topologies. Specific cases regarding the application of these topologies are analyzed in the subsequent subsections. In practical industrial applications, networks can employ either a single-type topology or a multi-type topology according to requirements.

3.1.1 **Single-type topology**

A suitable network topology should well adapt to real-world application scenarios, maximizing its benefits. Here, we explore three application cases of single-type topologies.

Wireless sensor networks in the oil and gas industry utilize a linear topology aligned with the linear pipelines [12]. This choice reflects the linear nature of oil and gas pipelines, and if the sensors are monitoring the pipe at a safe distance, the sensor network will also have a linear topology.

In redundant ethernet, packets are guaranteed to reach their destination even if there is a link failure [11]. Traditional star topologies of common ethernet networks are neither flexible nor reliable enough due to their dependence on switches or hubs. Redundant ethernet systems, based on ring topologies without switches and hubs, effectively address this issue. A main problem in ring networks is that broadcast messages, if not blocked, fall into an infinite loop of ring networks. To prevent unexpected packet storms in ring networks, a logical polling mechanism was proposed [11].

The topologies of data center networks (DCNs) are mainly split into switch-centered and server-centered networks. Recently, due to the revolution of cloud computing applied in DCN, the traditional topology is unable to meet the requirements. Therefore, FAT-Tree topology was introduced in DCN [48] to handle the bandwidth bottlenecks and single failures.

3.1.2 **Multi-type topology**

In more complex application scenarios, the combination of multiple network topologies is often employed to leverage their respective advantages [49]. Here, we present two application cases of optimized multi-type topologies.
To deal with the time-limited traffic in remote sensing and actuator control in production automation and factory monitoring, a multi-hop cluster tree structure is introduced. The limited delay capability of cluster tree networks enables IEEE 802.15.4 to support time-sensitive traffic [50]. This topology features multiple levels of parent-child relationships among routers with the lowest level determining the height of the tree, allowing the network to calculate the delay from the source to the coordinator.

To ensure real-time characteristics and reliability, industrial-switched ethernet tends to adopt a simple network topology scheme with a third-order ring topology combined with a tree topology. From a performance perspective, the tree topology provides improved real-time performance due to its lower delay, while the ring topology enhances network redundancy due to its fast recovery capabilities. The ring-tree topology combines the structural advantages of both topologies to construct a hybrid ring-tree topology. It employs the ring topology in the upper layer to provide a reliable network and the tree topology in the lower layer to achieve shorter delays [51].

3.2 Small-world networks

As network scales expand, network complexity grows, making complex networks a significant research focus in recent years. One crucial property of complex networks is the small-world property [52]. Its application in industrial networks can give full play to its advantages, including a smaller average path length, larger clustering coefficient, and improved scalability [53, 54].

Small-world networks can be seen as a compromise between regular and random networks [55]. Numerous studies [56, 57] have demonstrated that implementing small-world networks can reduce energy consumption and enhance efficiency. In practical applications, a high number of end-to-end hops often leads to increased latency. Therefore, introducing a small number of long-range connections can transform a regular or random network into a small-world network, effectively reducing network latency [58].

Industrial networks have inherent requirements for low latency [59, 60] and high energy efficiency [61, 62]. Nowadays, small-world properties are observed in various industrial networks, including traffic networks, power networks, and wireless sensor networks (WSNs).

In the following, we will introduce commonly used optimization approaches that focus on long-range connection edges and discuss how network topologies inspired by the small-world model are generated.

3.2.1 The effect of long-range connected edges

The introduction of long-range connected edges is a popular optimization strategy for small-world networks. In the real world, such as various traffic networks [63–65], including university campus traffic networks and air traffic networks, the presence of small-world properties has been observed. The method of adding long-range connected edges can vary depending on the specific network type and engineering requirements.

For instance, in the modeling of university campus traffic networks in [33], five universities are considered, including Huazhong University of Science and Technology (HUST), Wuhan University (WU), Wuhan University of Technology (WUT), Central South University (CSU), and Sun Yat-sen University (SYSU). In the proposed university campus traffic network model, road intersections are represented as nodes, and roads as links. Based on the analysis of degree distribution, clustering coefficient, average path length, network density, and network tightness, it is shown that the university campus traffic network reveals small-world property [33, 66]. In this context, wide trunk roads can be regarded as equivalent long-distance connecting edges, which prove pivotal in improving the traffic situation.

Another example is the global air traffic network [67], where airports serve as nodes and air routes between them form the connecting edges. This network exhibits a short path length and high clustering coefficient. With the escalating demand for air travel, challenges such as increased delays, delay propagation, and airspace congestion emerge in this network [34].

To address these challenges, Boeing’s new generation of passenger aircraft 787 adopts multiple technologies to reduce unit energy consumption and increase flight range, thus improving the transport capability of the air traffic network. The main reason for this is that long-haul flights, which are equivalent to long-distance connection edges, significantly enhance connectivity between any two points in the network [67].

In addition to the above traffic networks, adding long-range connected edges also plays a significant role in emergency response networks and tactical wireless networks [58].
3.2.2 Generation of network topology inspired by small-world model

In the real world, certain industrial networks exhibit characteristics inspired by the small-world property, such as power networks. On this basis, it becomes an effective network optimization strategy to explore and apply small-world principles in the design of network topologies. In addition to power networks, we will also analyze the role of the small-world model when building wireless sensor networks (WSN).

**Power networks.** Drawing inspiration from the small-world model, power networks are constructed according to the methods in [68–73]. From the perspective of voltage levels, the power supply networks for middle and low voltages within cities are closely connected, while the transmission networks for high voltages are sparser. From the perspective of geographical distribution, networks within individual regions are closely connected, while networks spanning different regions exhibit sparse connections. This implies that power networks possess high local clustering and low global interconnectivity, reflecting the influence of the small-world property. This property is observable in existing power networks, such as East China Power Network [36], West China Power Network [74], and North China Power Network [37].

At the same time, it should be noted that there are some special performance requirements of power networks. For example, cascading faults should be avoided in power networks [37, 75]. Therefore, modifications to the small-world model of power networks are necessary to enhance their resilience against cascading faults [35].

**Wireless sensor networks.** Besides power networks, wireless sensor networks (WSN) can also be analyzed using small-world models [76–83]. Average path length and energy consumption are critical metrics in the performance evaluation of WSN. Different small-world models focus on different performance metrics. Existing research [84] indicates that the Newman-Watts model has superior path length, clustering coefficient, and data communication delay, while the Kleinberg model excels in reducing energy consumption during data communication.

The analysis shows that in wireless sensor networks with small-world properties, long wireless links consume the most energy for packet transmission. To mitigate energy consumption, wired transmission for long links is introduced as illustrated in Figure 3 [85]. The advantage of wired transmission lies in better channel quality and lower transmit power requirements, leading to reduced data retransmission caused by low channel quality. The existing analysis [86] suggests that adding a small number of wired long connections to WSN not only reduces the average end-to-end hops but also balances network energy consumption, thereby extending network lifetime.

In the practical application of WSN, in addition to the average path length and energy consumption, the following performance metrics hold significant importance [87].

(1) Network dynamics. The ability of small-world WSN to adapt to node mobility.
(2) Node deployment. The ability of small-world WSN to efficiently generate routes for ad-hoc networks.
(3) Compatibility of multi-functional nodes. The ability of small-world WSN to accommodate nodes with multiple functions and enable them to coexist within the network.
(4) Control package overhead. The ability of small-world WSN to use a minimum number of control packets to achieve synchronization and other control operations to reduce energy consumption.
(5) Quality of service (QoS). The ability of small-world WSN to achieve the compromise between QoS and node lifetime.

To meet the above performance requirements, the method of constructing wireless sensor networks needs further refinement. Ref. [85] introduced a topology planning approach where the small-world properties are fully exploited. The results in [85] demonstrate that the proposed approach can reduce the network diameter by nearly 50% and average path length by 47%.

3.3 Scale-free networks

As described in Subsection 2.2.4, the remarkable property of a scale-free network lies in the power law distribution of its node degree. Consequently, the number of key nodes is relatively small. There are many examples of scale-free networks in the real world, including the Internet and industrial networks. In the process of generating a scale-free network, newly added nodes tend to follow the growth and preferred attachment mechanism [88], connecting to the key nodes with higher degree. Therefore, the imbalance of degree distribution in scale-free networks will continue to amplify. For scale-free networks, with the expansion of the network scale, the average path length needs to be paid attention to. Additionally, it is crucial to consider that the key nodes in the scale-free network will become the primary targets of
network attacks. Hence, the robustness of scale-free networks in the face of attacks is a focus of network optimization. In the following, the average path length and robustness of scale-free networks are analyzed.

3.3.1 Reducing the average path length

Scale-free architectures can improve end-to-end performance by reducing the average path length and minimizing traffic on bottleneck links.

All kinds of scale-free industrial Internet benefit from small-world characteristics. For instance, in the case of the World Wide Web (WWW) with approximately 800 million pages in 1999, the average shortest path between any two pages was only around 19. This phenomenon is primarily attributed to the presence of hubs in the network, and associated with this feature, end-to-end data transmission requires only a handful of transfers. From the above description, it is not difficult to find that scale-free networks exhibit small-world properties to some extent due to the existence of these hubs.

Inspired by the properties of scale-free networks, researchers have attempted to introduce scale-free topologies into existing networks to enhance their performance. For example, Ref. [91] analyzed the end-to-end performance of TCP streams over a scale-free network, which benefits from decreasing the maximum length of edges. For the same reason, an arbitrary weight-based scale-free topology control algorithm (AWSF) was proposed in [92], which incorporates scale-free characteristics into WSN to reduce delay. In addition, Refs. [21,93] have also explored the introduction of scale-free characteristics to enhance efficiency in their respective networks.

3.3.2 Improvement of network robustness

Similar to the small-world feature that brings energy savings to WSNs, the performance advantage of scale-free networks comes from the presence of hubs that greatly reduce the average distance. Consequently, in the scale-free WSN, data can quickly reach its destination through several hub nodes.

However, the reliance on hubs can also be a serious disadvantage of the network [94]. In the existing research, it was found that simply removing a few key hubs from the Internet would split the entire system into isolated sets. The analysis in [89] shows that eliminating 5%–15% of the hub nodes could crash a system.
In addition to the destruction of the key hub nodes, the energy depletion of nodes is also an important reason for the failure of the original network topology. In WSN, sensor nodes are typically powered by limited-capacity batteries. In most cases, they are deployed in unattended and harsh environments, where it is often difficult to recharge or replace their batteries. Therefore, when the power is exhausted, the node fails permanently. In addition, the more important a node plays in the network (represented as a hub node), the more traffic it can relay or aggregate, and the faster it can drain the battery. If a hub node fails, the links connected to it become unavailable and the network connectivity is reduced. Therefore, the design of efficient and robust wireless sensor networks becomes very important, especially for large-scale wireless sensor networks (LS-WSNs), which often cover extensive monitoring areas and handle substantial packet loads.

In [95], a structure in which the degree of nodes decreases from the center to the boundary is proposed. It was named the onion structure. This gradually decentralized structure is more robust.

To further improve the performance of scale-free networks, some novel methods are proposed. The scheme called energy-aware low potential-degree common neighbor (ELDCN) was proposed in [22]. As the network expands, ELDCN avoids new nodes establishing edges to hubs with high potential connectivity, which takes both energy efficiency and robustness into account. The improved scale-free network (ISFN) [96] relieves the vulnerability of the topology through link-based and eccentricity-ratio-based swap operations that maintain the scale-free attribute. A more flexible approach with tunable coefficients was proposed in [97] to improve the network structure and achieve a better balance between connectivity and consumption. This way of design can better match real-world scenarios with requirements of concrete compromise.

### 3.4 Summary of existing network models

In Subsections 3.1–3.3, the applications of regular networks, small-world networks, and scale-free networks are introduced in industrial scenarios. It can be seen that the regular network model is suitable for small-scale networks. For large-scale networks, small-world network and scale-free network models are preferred.

Table 1 summarizes various industrial Internet scenarios and topologies. It classifies them based on network scale and topology type, and highlights the optimization methods relevant to each network instance.

For small-scale regular networks, optimization methods are closely related to the specific network topology. For example, ring-tree networks combine the advantages of both ring and tree networks and are used in switched industrial ethernet [51]. Similarly, cluster-trees [50], fat-tree [48], and ring topologies [11] each have their associated optimization methods. In addition, for some specific industrial applications, the topology of the network depends on the deployment of industrial equipment. For example, for the gas pipeline monitoring system [12], the monitoring network is designed as a linear topology due to the deployment characteristics of gas pipelines.

In small-world networks, optimizing edge connections, such as incorporating long-range and wired connections, is an effective technique for improving performance. For example, adding long-range connections can improve the performance of traffic networks [33, 34, 67], power networks [35, 36], and communication networks [58, 85]. Moreover, to optimize the performance for specific small-world network applications, various methods can be employed, including utilizing the information sharing of small-world network [60], optimizing the relay nodes for delay tolerant networks (DTNs) [59], implementing topology creation mechanism based on leveling for network routing [87], employing small world characteristics by in-network caching for information center network [52], enabling multi-dimensional switching capability for all-optical or hybrid optical/electric switching architecture [53], reducing heterogeneity and improving the spreading speed for network connection information dissemination [56], and introducing multi-objective firefly algorithm for job scheduling [62].

In scale-free networks, common optimization methods include reducing network energy consumption [22, 97] and swapping connection edges to enhance robustness [96]. For community detection, it is an effective method to seek the similarity between nodes [88]. Similar to small-world networks, connectivity between nodes should be fully considered. Obtaining a strong connection between nodes [92] and reducing the average path length [91] are important ways to enhance scale-free network traffic. In addition, the evolutionary game is an effective method [93] for the application of scale-free networks to big data processing.
Table 1 Summary of industrial Internet scenarios & topologies

| Network scale | Topology type | Idea of optimization | Network instances |
|---------------|---------------|----------------------|-------------------|
| Small scale   | Ring-tree     | Combine the advantages of ring and tree network | Switched industrial Ethernet [51] |
|               | Cluster-tree  | Multi-channel capability | Delay-limited network [50] |
|               | Fat-tree      | Load balancing of links and switches | Data center network (DCN) [48] |
| Ring          | Simple hops between nodes | Redundant Ethernet networking [11] |
| Linear        | Adding to the actual application scenario | Gas pipeline monitoring system [12] |
| Large scale   | Adding the wired connection | Industrial WSN [61, 84, 86] |
|               | Adding the long-range connection | Air route network [67] |
|               | Utilizing the information sharing of small-world network | China air traffic system [34] |
|               | Optimizing the relay nodes | Grid system [35] |
|               | Topology creation mechanism based on leveling | East China power grid [36] |
|               | Introducing small world characteristics by in-network caching | Campus traffic [33] |
|               | Introducing multi-dimensional switching capability | Topology planning [85] |
|               | Reducing heterogeneity and enhancing the spreading speed | Emergency response networks/tactical wireless networks [58] |
|               | Multi-objective firefly algorithm | Network routing [87] |
|               | Network deployment based on energy saving | Information center network [52] |
|               | Swap connected edges to enhance robustness | All-optical or hybrid optical/electric switching architecture [53] |
|               | Finding the similarity between nodes to enhance the ability of community detection | Network connection information dissemination [56] |
|               | Optimizing neighbor relationship to get strongly connection | Job scheduling [62] |
| Scale-free networks | Reducing the APL and traffic intensity at bottleneck links | Large-scale industrial WSN [22, 97] |
|               | Using the method of the evolutionary game to improve the balance of big data partitioning | Community detection [88] |
|               | Big data balanced partitioning [93] |
|               | The end-to-end TCP [91] |

In Section 4, we will introduce a metric that can evaluate the performance of multiple network models.

4 System entropy theory

Sections 2 and 3 give a systematic overview of existing research on industrial networks based on different network models. However, due to the differences in optimization methods based on different network models, there is a lack of performance metrics that can cover various network models. Inspired by the method introduced in [98, 99], a novel measurement is proposed to evaluate the network topology and reflect the system performance of the network.

Compared to existing specific criteria like power consumption and delay, system entropy is more abstract and provides an overall measure of network performance from the network architecture perspective. In this regard, the system entropy can be used to guide network layout in the real world.
As a starting point, Renyi entropy with parameter $\alpha$ is introduced,

$$H_\alpha (L^n) = \frac{1}{1-\alpha} \log_2 (\text{tr} ((L^n)^\alpha)). \quad (14)$$

It can be seen that the Renyi entropy is a function of the trace of the normalized Laplacian matrix $L^n$. For the undirected graph with $n$ nodes, its $N \times N$ Laplacian matrix $L^n$ is symmetric and semi-definite. Therefore, the trace is equal to the sum of eigenvalues. Furthermore, the Renyi entropy can be seen as a function of the eigenvalue vector of the Laplacian matrix $L^n$.

In this paper, the Renyi entropy with $\alpha$ equal to 0.5 is called system entropy, whose expression is given by

$$H_{0.5} (L^n) = H_{0.5} (\Lambda) = \frac{1}{1-\alpha} \log_2 \left( \sum_{l=1}^{N-1} \sqrt{\lambda_l} \right), \quad (15)$$

where $\Lambda = [\lambda_1, \ldots, \lambda_{N-1}]^T$ and $\lambda_l$ denotes the $l$-th eigenvalue of $L^n$. Because $L^n$ is semi-definite, its first eigenvalue $\lambda_0$ is equal to 0. For clearness, the system entropy of the target network is defined as $H_{0.5} (\Lambda)$.

In this paper, the Laplace matrix is considered to be unweighted. In Subsections 4.1–4.3, several properties of system entropy are derived, including concavity, invariance under permutation, and non-negativity.

### 4.1 Concave property

In this subsection, the concave property of the system entropy will be introduced. It is well known that the concave optimization theory is based on concave functions. If the system entropy function has the concave property, the system entropy function can be utilized to optimize the network. The concave property allows us to obtain the optimal values of the system entropy function by some mathematical tools such as the gradient descent method.

It should be noted that the concavity of the system entropy can be described by the following expression with $0 \leq \beta \leq 1$:

$$H_{0.5} (\beta \Lambda_1 + (1-\beta) \Lambda_2) \geq \beta H_{0.5} (\Lambda_1) + (1-\beta) H_{0.5} (\Lambda_2). \quad (16)$$

However, it is difficult to prove the concave property directly from (16), because it involves the operation of inequalities of multiple parameters and matrices. We can start with the system entropy function itself. Firstly, the function $\log (\cdot)$ is concave over the domain $(0, +\infty)$, because

$$\frac{\partial^2}{(\partial x)^2} \log(x) = -\frac{1}{x^2} < 0. \quad (17)$$

In addition, we define

$$f (\Lambda) = \sum_{l=1}^{N-1} \sqrt{\lambda_l}. \quad (18)$$

It should be noted that $f (\Lambda)$ is a concave function of $\Lambda$. Because $L^n$ is a semi-definite matrix and only its first eigenvalue $\lambda_0$ is equal to 0, $f (\Lambda)$ is positive. Since $f (\Lambda)$ is concave and positive, the concavity of $\log f (\Lambda)$ is achieved according to the rule of composition with monotone concave function. Therefore, the system entropy $H_{0.5} (\Lambda)$ is proven to be a concave function.

### 4.2 Invariance under permutation

Based on the fact that the Laplace matrix is symmetric, we further explain that the value of the system entropy remains unchanged with the permutation of the Laplace matrix.

Without loss of generality, we begin with the permutation of exchange of a pair of nodes. The exchange of a pair of nodes in the Laplace matrix requires the permutation matrix, marked as $M_2$ (the subscript
Table 2: Comparison of Shannon entropy and system entropy

| Property                     | System entropy                                                                 | Shannon entropy                                                                 |
|------------------------------|--------------------------------------------------------------------------------|---------------------------------------------------------------------------------|
| Convexity/concavity          | $H_{0.5}(\beta L^n_1 + (1 - \beta) L^n_2) \geq \beta H_{0.5}(L^n_1) + (1 - \beta) H_{0.5}(L^n_2)$ | $H(\theta p_1 + (1 - \theta) p_2) \geq \theta H(p_1) + (1 - \theta) H(p_2)$ |
| Invariance under permutation | $H_{0.5}(L^n) = H_{0.5}(M^n_2 L^n M^n_2)$                                    | $H(p_1, p_2, \ldots, p_n) = H(p_{j1}, p_{j2}, \ldots, p_{jn})$                 |
| Nonnegativity                | $H_{0.5}(L^n) \geq 0$                                                          | $H(p) \geq 0$                                                                   |

“2” means swapping two elements), which is given by

$$M_2 = \begin{bmatrix} 1 \\ \vdots \\ 0 \cdots 1 \\ \vdots \\ 1 \cdots 0 \\ \vdots \\ 1 \end{bmatrix} \quad (19)$$

The permutation operation of the Laplace matrix is as follows:

$$(L^n_2)\hat{=} = M_2(L^n)\hat{=} M_2, \quad (20)$$

where $L^n_2$ is the Laplace matrix after the permutation operation. At the same time, we noticed that the matrix $M_2$ is also an orthogonal matrix.

Therefore, the eigenvalues of $L^n$ remain the same with $M_2$ operation. Arbitrary permutation can be achieved through multiple $M_2$ operations. Since the permutation does not change the eigenvalues, the entropy of the system remains the same.

This property means that once the network topology is generated, its system entropy is determined.

4.3 Non-negativity

The non-negative property of system entropy indicates that system entropy also has the physical meaning of a general entropy value. It is also an important evidence of the rationality of the system.

To prove this property, we need to prove $\text{tr}((L^n)\hat{=}) > 1$.

The maximum eigenvalue of the normalized Laplace matrix of a nonbinary graph can be described as [100]

$$\frac{N}{N - 1} \leq \lambda_{N-1} < 2. \quad (21)$$

The result of taking the square root of anything greater than 1 is also greater than 1. So $1 < \sqrt{\lambda_{N-1}}$ remains established. Thus $\text{tr}((L^n)\hat{=}) > 1$ and $H_{0.5}(L^n) \geq 0$ are established. The nonnegative of the system entropy function is proven.

4.4 Summary of the above properties

It should be noted that the above three properties are also available for traditional Shannon entropy. In Shannon entropy, the concavity comes from the logarithmic function. Moreover, when exchanging the order of random variables, the value of Shannon entropy remains unchanged. Nonnegativity also holds for Shannon entropy.

To better compare Shannon entropy with system entropy, we compare the above properties of system entropy with Shannon entropy, which are summarized in Table 2.
5 System entropy numerical results

This section exhibits numerical results of system entropy. In Subsection 5.1, the system entropy calculation results for different types of network topologies are shown. In Subsection 5.2, numerical results on the concave property of system entropy are given. In Subsection 5.3, the simulation result reflects the rationality of the application of system entropy to real systems. Subsection 5.4 presents the relationship between system entropy and APL.

5.1 System entropy of ER and NW networks

In this subsection, two kinds of networks are analyzed: ER random networks and Newman-Watts (NW) small-world networks. The following simulation strategies are adopted:

(1) For the generation of an ER random network, the network scale and edge connection probability are preset.

(2) For the NW small-world network, the average degree is specified and an initial regular network is generated. Then the structure of the regular network is modified by rewiring some edges without changing the number of edges in the network.

In our simulations, we need to ensure the consistency of the scale of the above two networks.

Based on the above strategy, we set the average node degree $d_v$ equal to 8. Through simulations, we analyze the impact of the change in network size on system entropy. For an ER random network with $n$ nodes, the connectivity probability of the network $p_c$ is calculated based on the average degree $d_v$.

$$p_c = \frac{d_v}{n - 1}. \quad (22)$$

Figure 4 shows the simulation results for varying network scales while keeping the average node degree at 8.

It can be seen that the performance of ER and NW networks reflected by system entropy is very close. However, upon closer examination of this slight discrepancy, we can find that the system entropy of the NW small-world network is smaller. This implies that the NW small-world network can organize a network with better comprehensive performance with the same number of edges and nodes.

5.2 Concave property of system entropy examples

In this subsection, the numerical results demonstrate the concavity of system entropy. To establish this, we obtain a large number of samples by generating a large number of Laplace matrices. These samples were then analyzed to discern specific patterns. The simulation results are shown in Figure 5, presenting the concavity of system entropy in terms of node scale and the sum of eigenvalues of the squared Laplace matrix.

Figure 5 illustrates that the entropy of the system exhibits concavity with the increase of both node size and the sum of eigenvalues. The dotted line in Figure 5 represents a network with a degree of 2. The
“$n > \text{trace}$” side represents a situation where the network has fewer edges or lower connectivity, while the “$n < \text{trace}$” side corresponds to a network with rich connections. It is evident that every degree section displays concavity. Therefore, the experiments in this subsection provide numerical evidence for the concavity of the system entropy function.

### 5.3 System entropy of real networks

To prove the validity of using the system entropy function to evaluate industrial networks, this subsection will give the value of the system entropy for a real-world network example.

The analyzed network in the example was generated from E-mail data from a large European research institution. The open-source dataset has been anonymized for the specific data in the network, leaving only the topology of the network visible. The average degree of the network is about 16. At the same time, the network is divided into four main groups, the number of nodes are 309, 162, 89, and 142, respectively. These four groups are all small-world networks. To intuitively express the relationship between the system entropy of these four actual networks and the system entropy curve obtained by computer simulation, we plotted the four discrete points alongside the corresponding curve for observation.

Figure 6 shows the simulation result under the above conditions. The data points on the curve are obtained by averaging the system entropy values from 100 small-world simulation networks of corresponding sizes. It can be seen from the simulation results that the system entropy of the four real networks is distributed near the curve of degree 16. Although the system entropy of the real network is slightly different from the average simulation results, the fitting effect is good. The results show that the system entropy of the small-world network closely matches that of the simulated small-world network.

### 5.4 The relationship between APL and system entropy

The average path length (APL) is a commonly used network performance measurement. In this subsection, we focus on the relationship between the average path length and the system entropy.

Because APL can describe the number of nodes required for the average information transmission, it is an important indicator of the information transmission speed within a network. Given that system entropy reflects the complexity of the network, we anticipate that the smaller the average path length, the lower the system entropy. Based on the above analysis, the simulation results are generated to reflect the relationship between average path length and system entropy. The NW small-world network is utilized. In Figure 7, APL is plotted on the horizontal axis, while the system entropy of the network is plotted on the vertical axis.

It can be seen that the system entropy function of the network is proportional to APL. The linear proportional relationship between APL and system entropy in this experiment shows that system entropy can realize the evaluation of network power consumption in the sense of measuring the forwarding times.
and data transmission distance of the network, which further proves that system entropy has great guiding significance for measuring network performance.

6 Conclusion and perspective

This paper explores network models applied in industrial networks from a network scale perspective. It provides a summary of key definitions and metrics of graph theory related to network models and focuses on three network models: random networks, small-world networks, and scale-free networks. Based on the above models, this paper continues to discuss the network in the existing industrial applications and establishes the mapping relationship between the industrial application and the network model. Finally, a novel network performance metric called system entropy is proposed, and its mathematical properties are analyzed. System entropy is capable of covering a variety of network models and enabling a consistent performance comparison across different models. These findings highlight the potential for further expansion and research of system entropy as a useful tool in network performance evaluation.
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