High-order FDTD schemes for Maxwell’s interface problems with discontinuous coefficients and complex interfaces based on the Correction Function Method
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Abstract

We propose high-order FDTD schemes based on the Correction Function Method (CFM) [5] for Maxwell’s interface problems with discontinuous coefficients and complex interfaces. The key idea of the CFM is to model the correction function near an interface to retain the order of a finite difference approximation. For this, we solve a system of PDEs based on the original problem by minimizing an energy functional. The CFM is applied to the standard Yee scheme and a fourth-order FDTD scheme. The proposed CFM-FDTD schemes are verified in 2-D using the transverse magnetic mode (TM₂). Numerical examples include scattering of magnetic and non-magnetic dielectric cylinders, and problems with manufactured solutions using various complex interfaces and discontinuous piecewise varying coefficients. Long-time simulations are also performed to provide numerical evidences of the stability of the proposed numerical approach. The proposed CFM-FDTD schemes achieve up to fourth-order convergence in $L^2$-norm and provide approximations devoid of spurious oscillations.

1. Introduction

In computational electromagnetics, the development of finite difference (FD) strategies to tackle Maxwell’s interface problems remains a challenge [1]. Indeed,
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one should expect from a numerical approach to treat arbitrary complex geometries of the interface without increasing the complexity of the method, achieve high-order convergence to diminish the phase error for long-time simulations and handle discontinuous coefficients and discontinuous solutions, to name a few. The potential lack of regularity of the solution of such problems is a well-known challenge. Moreover, FD schemes often use simple Cartesian mesh grids and therefore the representation of the interface and the enforcement of interface conditions, fundamental to obtain accurate results, are far from trivial. Hence, a first approach that consists of a staircased approximation of the interface and the use of the well-known Yee scheme, which is a second-order finite-difference time-domain (FDTD) scheme, yields a first-order scheme at best and non-convergent approximations in some cases.

Several numerical strategies have been proposed to overcome these issues. A staircase-free second-order FDTD scheme is proposed in which explicitly enforces interface conditions. This numerical strategy has been verified for non-magnetic dielectric and perfect electric conductor (PEC) problems using a 2-D transverse magnetic (TM) form of Maxwell’s equations. Inspired by the Immersed Interface Method (IIM), an Upwinding Embedded Boundary (UEB) method has also been developed to obtain a global second-order scheme to treat magnetic and non-magnetic dielectric problems using a TM form of Maxwell’s equations. In the same vein, high-order FDTD schemes based on the Matched Interface and Boundary (MIB) method have been proposed in. These strategies derive and use jump conditions to correct a finite difference approximation in the vicinity of the interface. MIB-based strategies were originally limited to non-magnetic dielectrics but later generalized to consider a discontinuous electromagnetic field at the interface using 2-D forms of Maxwell’s equations. However, the use of complex interfaces and high-order partial derivatives in jump conditions increase the complexity of MIB strategies as its order increases.

Another avenue consists of FDTD schemes based on the Correction Function Method (CFM). Assuming that jumps on the interface can be smoothly
extended in its vicinity, the CFM models corrections that are needed to retain
the order of a finite difference approximation close to the interface by a system
of PDEs based on the original problem. The solution of this system of PDEs is
referred as the correction function. Approximations of the correction function
are then computed, where it is needed, by minimizing a functional which is a
square measure of the error associated with the correction function’s system of
PDEs. Hence, high-order FDTD schemes can be generated for complex inter-
faces without significantly increasing the complexity of the proposed numerical
strategy. The computational cost increases when compared with the original
(i.e. without correction) FD scheme. Additionally, a parallel implementation of
the CFM can be easily performed since minimization problems needed for the
CFM are independent [14]. High-order FD schemes based on the CFM have
been originally developed for 2-D Poisson’s equation with piecewise constant
coefficients [5 15 19] as well as 3-D Poisson problems with interface jump con-
ditions [17]. In computational electromagnetics, the CFM has been extended to
the wave equation [18] and Maxwell’s equations [17] with constant coefficients.
It is also worth mentioning that high-order CFM-FDTD schemes have been
proposed to handle embedded PEC problems [19].

The work presented here generalizes CFM-FDTD approaches to Maxwell’s
interface problems with discontinuous coefficients. We consider two FDTD
schemes, namely the Yee scheme and a fourth-order staggered FDTD scheme,
and correct them following the procedure described in [19]. In addition to scat-
tering of dielectric cylinder problems, we also use problems with a manufactured
solution for which complete discontinuous electromagnetic fields are considered
to demonstrate the robustness and accuracy of the proposed numerical strategy.
Finally, we show that the correction function implicitly provides the appropriate
high-order jump conditions. Consequently, high-order explicit jump conditions
[10 11] are not required for the presented method.

The paper is organized as follows. In Section 2, we introduce Maxwell’s inter-
face problem. The Correction Function Method is described in Section 3. In this
same section, we introduce the functional to be minimized based on Maxwell’s
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equations with interface conditions. Then, numerical examples are performed in Section 4 to verify properties of the proposed CFM-FDTD schemes. Finally, we provide conclusion and outlook in Section 5.

2. Definition of the Problem

Assume a domain in space $\Omega$ subdivided into two subdomains $\Omega^+$ and $\Omega^-$, and a time interval $I = [0, T]$. The interface $\Gamma$ between subdomains is independent of time and allows the solutions to be discontinuous. Figure 1 illustrates a typical geometry of a domain $\Omega$. For a given variable $A$, we define $A^+$ and $A^-$ as respectively the solutions in $\Omega^+$ and $\Omega^-$. A jump of $A$ on the interface $\Gamma$ is denoted as $[A] = A^+ - A^-$. Assuming linear media, we consider Maxwell’s
equations with interface conditions that are given by

\[
\begin{align*}
\mu(x) \partial_t H + \nabla \times E &= 0 \quad \text{in } \Omega \times I, \quad (1a) \\
\epsilon(x) \partial_t E - \nabla \times H &= 0 \quad \text{in } \Omega \times I, \quad (1b) \\
\nabla \cdot (\epsilon(x) E) &= 0 \quad \text{in } \Omega \times I, \quad (1c) \\
\nabla \cdot (\mu(x) H) &= 0 \quad \text{in } \Omega \times I, \quad (1d) \\
\hat{n} \times \|E\| &= 0 \quad \text{on } \Gamma \times I, \quad (1e) \\
\hat{n} \times \|H\| &= 0 \quad \text{on } \Gamma \times I, \quad (1f) \\
\hat{n} \cdot \|\epsilon(x) E\| &= 0 \quad \text{on } \Gamma \times I, \quad (1g) \\
\hat{n} \cdot \|\mu(x) H\| &= 0 \quad \text{on } \Gamma \times I, \quad (1h) \\
n \times H &= g_1(x, t) \quad \text{on } \partial \Omega \times I, \quad (1i) \\
n \times E &= g_2(x, t) \quad \text{on } \partial \Omega \times I, \quad (1j) \\
H &= H(x, 0) \quad \text{in } \Omega, \quad (1k) \\
E &= E(x, 0) \quad \text{in } \Omega, \quad (1l)
\end{align*}
\]

where \(H\) is the magnetic field, \(E\) is the electric field, \(\mu(x) > 0\) is the magnetic permeability, \(\epsilon(x) > 0\) is the electrical permittivity, \(n\) is the unit outward normal to \(\partial \Omega\) and \(\hat{n}\) is the unit normal to the interface \(\Gamma\) pointing toward \(\Omega^+\). Interface conditions are given by equations \((1e)\) to \((1h)\) while boundary and initial conditions are given by equations \((1i)\) to \((1l)\). Physical parameters, that is \(\mu\) and \(\epsilon\), can be discontinuous on the interface. Without loss of generality, we assume that electromagnetic fields are at divergence-free in each subdomain.

3. Correction Function Method

The Correction Function Method (CFM) allows one to find a correction for a given FD approximation involving nodes that belong to different subdomains in order to retain its order. For this purpose, the CFM assumes that solutions in each subdomain can be extended across the interface \(\Gamma\) in a small domain \(\Omega_{\Gamma} \times I\), that is such that \(\Omega_{\Gamma} \subset \Omega\) encloses \(\Gamma\). A system of PDEs based on the
original problem, namely Maxwell’s interface problem [1] in our case, models
the extension of each variable around the interface. The solution of this system
of PDEs is referred as the correction function. Afterward, we define a functional
that is a square measure of the error associated with the correction function’s
system of PDEs. Approximations of the correction function are then computed,
where it is needed, using a minimization procedure. In practice, the interface is
discretized and a local patch $\Omega^h_\Gamma \times I^h_\Gamma \subset \Omega \times I$ is defined for each node of its
discretization. Moreover, the size of local patches depends on the considered FD
scheme and should diminish as the mesh grid size diminishes (see Remark 3.1).

In the following, we derive the system of PDEs that models the smooth ex-
tension of each variable and therefore the correction function. The minimization
problem based on the associated energy functional is also presented.

Let us first introduce some notations. The inner product in $L^2(\Omega^h_\Gamma \times I^h_\Gamma)$ is
defined by
$$\langle v, w \rangle = \int_{I^h_\Gamma} \int_{\Omega^h_\Gamma} v \cdot w \, dV \, dt$$
with $\|v\| = \langle v, v \rangle$, and we also use the notation
$$\langle v, w \rangle_{\Gamma} = \int_{I^h_\Gamma \cap \Omega^h_\Gamma} v \cdot w \, dS \, dt$$
with $\|v\|_{\Gamma} = \langle v, v \rangle_{\Gamma}$ for legibility. Unlike previous CFM-FDTD schemes, we
cannot explicitly model jumps $D_H = [H]$ and $D_E = [E]$ because of discontinu-
ous coefficients. Hence, we first need to estimate $H^+, E^+, H^-$ and $E^-$ in the
whole patch, and afterward compute an approximation of $D_H$ and $D_E$. The
system of PDEs for correction functions is then given by

\[
\begin{align*}
\mu^+(x) \partial_t H^+ + \nabla \times E^+ &= 0 \quad \text{in} \quad \Omega^h_i \times I^h_i, \\
\epsilon^+(x) \partial_t E^+ - \nabla \times H^+ &= 0 \quad \text{in} \quad \Omega^h_i \times I^h_i, \\
\nabla \cdot (\epsilon^+(x) E^+) &= 0 \quad \text{in} \quad \Omega^h_i \times I^h_i, \\
\nabla \cdot (\mu^+(x) H^+) &= 0 \quad \text{in} \quad \Omega^h_i \times I^h_i, \\
\mu^-(x) \partial_t H^- + \nabla \times E^- &= 0 \quad \text{in} \quad \Omega^h_i \times I^h_i, \\
\epsilon^-(x) \partial_t E^- - \nabla \times H^- &= 0 \quad \text{in} \quad \Omega^h_i \times I^h_i, \\
\nabla \cdot (\epsilon^-(x) E^-) &= 0 \quad \text{in} \quad \Omega^h_i \times I^h_i, \\
\nabla \cdot (\mu^-(x) H^-) &= 0 \quad \text{in} \quad \Omega^h_i \times I^h_i,
\end{align*}
\]

Following the procedure described in [20] to construct a functional that is a square measure of the error associated with system (2) leads to an ill-posed minimization problem. As in CFM-FDTD strategies for embedded perfect electric conductors [19], we can take advantage of FD approximations at previous time steps using fictitious interface conditions to retrieve a well-posed minimization problem. Fictitious interface conditions are given by

\[
\begin{align*}
\hat{n} \times [E] &= 0 \quad \text{on} \quad \Gamma \cap \Omega^h_i \times I^h_i, \\
\hat{n} \times [H] &= 0 \quad \text{on} \quad \Gamma \cap \Omega^h_i \times I^h_i, \\
\hat{n} \cdot \llbracket \epsilon(x) E \rrbracket &= 0 \quad \text{on} \quad \Gamma \cap \Omega^h_i \times I^h_i, \\
\hat{n} \cdot \llbracket \mu(x) H \rrbracket &= 0 \quad \text{on} \quad \Gamma \cap \Omega^h_i \times I^h_i,
\end{align*}
\]

where \(\circ\) is either + or - depending in which subdomain the fictitious interface \(\Gamma^\circ_{k,i}\) belongs, \(\hat{n}^\circ_{k,i}\) is the normal associated with \(\Gamma^\circ_{k,i}\), \(N^\circ_k\) is the number of fictitious interfaces, and \(H^{\circ,*}\) and \(E^{\circ,*}\) are approximations of the magnetic field and electric field.
and the electric field that come from a FD scheme.

The quadratic functional to minimize is therefore given by

\[ J(H^+, E^+, H^-, E^-) = \frac{\ell_h}{2} \| \mu^+ \partial_t H^+ + \nabla \times E^+ \| + \frac{\ell_h}{2} \| \epsilon^+ \partial_t E^+ - \nabla \times H^+ \| \\
+ \frac{\ell_h}{2} \| \nabla \cdot (\epsilon^+ E^+) \| + \frac{\ell_h}{2} \| \nabla \cdot (\mu^+ H^+) \| + \frac{\ell_h}{2} \| \mu^+ \partial_t H^- + \nabla \times E^- \| \\
+ \frac{\ell_h}{2} \| \epsilon^+ \partial_t E^- - \nabla \times H^- \| + \frac{\ell_h}{2} \| \nabla \cdot (\epsilon^- E^-) \| + \frac{\ell_h}{2} \| \nabla \cdot (\mu^- H^-) \| \\
+ \frac{c_p}{2} \| n \times (E^+ - E^-) \|_r + \frac{c_p}{2} \| \n \times (H^+ - H^-) \|_r \\
+ \frac{c_f}{2 N_{E^+}} \sum_{i=1}^{N_{E^+}^+} \| \hat{n}_{1,i} \times (E^+ - E^{+,*}) \|_{l_{2,i}^+} + \frac{c_f}{2 N_{H^+}} \sum_{i=1}^{N_{H^+}^+} \| \hat{n}_{2,i} \times (H^+ - H^{+,*}) \|_{l_{2,i}^+} \\
+ \frac{c_f}{2 N_{E^-}} \sum_{i=1}^{N_{E^-}^-} \| \hat{n}_{3,i} \times (E^- - E^{-,*}) \|_{l_{2,i}^-} + \frac{c_f}{2 N_{H^-}} \sum_{i=1}^{N_{H^-}^-} \| \hat{n}_{4,i} \times (H^- - H^{-,*}) \|_{l_{2,i}^-} \\
+ \frac{c_f}{2 N_{E^-}} \sum_{i=1}^{N_{E^-}^-} \| \hat{n}_{3,i} \times (E^- - E^{-,*}) \|_{l_{2,i}^-} + \frac{c_f}{2 N_{H^-}} \sum_{i=1}^{N_{H^-}^-} \| \hat{n}_{4,i} \times (H^- - H^{-,*}) \|_{l_{2,i}^-} \\
\]

where \( c_p > 0 \) and \( c_f > 0 \) are penalization coefficient, \( \ell_h \) is the characteristic length in space of the patch, \( N_{E^+} = N_1^+ + N_3^+ \) and \( N_{H^+} = N_2^+ + N_4^+ \). Integrals over the domain are scaled by \( \ell_h \) to guarantee that all terms in the functional \( J \) behave in a similar way when the computational grid is refined \([20]\). The problem statement is then

Find \((H^+, E^+, H^-, E^-) \in V \times W \times V \times W\) such that

\[
(H^+, E^+, H^-, E^-) \in \arg \min_{v^+, w^+, v^-, w^-} J(v^+, w^+, v^-, w^-),
\]

(4)

where \( W = V \). Let us recall that we assume divergence-free electromagnetic fields in each subdomain. We therefore minimize the functional \( J \) in a space of divergence-free space-time polynomials, namely

\[
V = \{ v \in [P^k(\Omega^h_T \times I^h_T)]^3 : \nabla \cdot v = 0 \},
\]
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where \( P^k \) denotes the space of polynomials of degree \( k \). It is worth mentioning that basis functions of \( V \) are based on high-degree divergence-free basis functions proposed in [21].

**Remark 3.1.** The size in space of local patches \( \ell_h \) depends on the mesh grid size, that is \( \ell_h = \beta \max\{\Delta x, \Delta y, \Delta z\} \), where \( \beta \) is a positive constant. The choice of \( \beta \) depends on the considered FD scheme and must allow the construction of enough fictitious interfaces within the local patch. To ease the implementation, local patches are taken aligned with the mesh grid and square in space. Fictitious interfaces are also aligned with the mesh grid to facilitate the computation of space-time interpolants that are needed in the minimization problem. We refer the reader to [19] for more details on the implementation of local patches and fictitious interface conditions.

**Remark 3.2.** The initialization of CFM-FDTD schemes can be difficult because of time integrals involving \( H^\ast \) and \( E^\ast \). An initialization strategy has been developed for the Yee scheme and a fourth-order FDTD scheme based on a multistep method [19]. Another approach, which is specific to some applications, consists to assume that electromagnetic fields close to the interface remain unchanged for \( t \leq t_0 \).

**Remark 3.3.** Using a truncation error analysis, one can show that the order of a CFM-FDTD scheme for Maxwell’s equations [1] is \( \min\{n, k\} \) where \( n \) is the order of the considered FD scheme and \( k \) is the degree of space-time polynomial spaces used in minimization problem [19].

**Remark 3.4.** The correction function’s system of PDEs on which functional \( J \) is based models the extension of each electromagnetic field in the vicinity of the interface while satisfying interface conditions. Hence, by construction and consistency, explicit jump conditions on the interface used for Matched Interface and Boundary based strategies [10, 1] should be implicitly satisfied. This claim is supported by numerical evidences presented in subsection 4.1.
Remark 3.5. It is recalled that fictitious interface conditions are used to retrieve a well-posed minimization problem. Regarding the value of $c_f$, the priority should be given to interface conditions and therefore $c_p > c_f > 0$. Moreover, $c_f$ should also diminish as the mesh grid size diminishes to enforce again interface conditions. As mentioned in [19], the stability analysis of a CFM-FDTD scheme that uses fictitious interface conditions is not trivial. Despite the lack of a rigorous proof, $c_f = \alpha \Delta t$, where $\alpha$ is a positive constant sufficiently small, seems to avoid any stability issues. We also assume that the stability condition of a CFM-FDTD scheme should be close to the one associated with the original (i.e. without correction) FDTD scheme. This is corroborated with numerical results in [19] and the performed numerical examples in subsection 4.3.

4. Numerical Examples

In this section, we perform convergence analysis and long-time simulations in 2-D to verify the proposed numerical strategy. We consider the transverse magnetic (TM$_z$) mode. Hence, for a domain $\Omega \subset \mathbb{R}^2$, Maxwell’s equations are simplified to

\begin{align}
\mu(x, y) \partial_t H_x + \partial_y E_z &= 0 \quad \text{in } \Omega \times I, \\
\mu(x, y) \partial_t H_y - \partial_x E_z &= 0 \quad \text{in } \Omega \times I, \\
\epsilon(x, y) \partial_t E_z - \partial_x H_y + \partial_y H_x &= 0 \quad \text{in } \Omega \times I, \\
\partial_x (\mu(x, y) H_x) + \partial_y (\mu(x, y) H_y) &= 0 \quad \text{in } \Omega \times I,
\end{align}

(5)

with the associated interface, boundary and initial conditions. In this 2-D simplification of Maxwell’s equations, electromagnetic fields are continuous across the interface between the vacuum and a non-magnetic dielectric material. However, for a magnetic dielectric material, the electric field is still continuous across the interface while the magnetic field is discontinuous.

We consider two different FDTD schemes, namely the Yee scheme and a fourth-order FDTD scheme. The latter FDTD scheme also uses staggered grids in both space and time. More specifically, space derivatives are estimated
with a fourth-order centered FD approximation for staggered grids while time derivatives are estimated using a fourth-order staggered free-parameter multi-step method \cite{22}. The associated CFM-FDTD schemes are then the CFM-Yee scheme and the CFM-4th scheme. We refer to \cite{19} for more details on the application of the CFM to these two FDTD schemes.

### 4.1. Scattering of a Dielectric Cylinder Problems

Let us consider a dielectric cylinder in free-space exposed to a TMω excitation wave. The interface is a circle of radius \( r_0 = 0.6 \) centered at \((0,0)\). The exact solution in cylindrical coordinates is given by the real part of

\[
H_\theta(r, \theta, t) = \begin{cases} 
-\frac{i k^-}{\omega \mu} \sum_{n=-\infty}^{\infty} C_n^{\text{tot}} J_n^\prime(k^+ r) e^{i(n \theta + \omega t)}, & \text{if } r \leq r_0, \\
-\frac{i k^+}{\omega \mu^\prime} \sum_{n=-\infty}^{\infty} (i^{-n} J_n^\prime(k^+ r) + C_n^{\text{scat}} H_n^{(2)\prime}(k^+ r)) e^{i(n \theta + \omega t)}, & \text{if } r > r_0,
\end{cases}
\]

\[
H_r(r, \theta, t) = \begin{cases} 
-\frac{1}{\omega \mu} \sum_{n=-\infty}^{\infty} n C_n^{\text{tot}} J_n(k^+ r) e^{i(n \theta + \omega t)}, & \text{if } r \leq r_0, \\
-\frac{1}{\omega \mu^\prime} \sum_{n=-\infty}^{\infty} n (i^{-n} J_n(k^+ r) + C_n^{\text{scat}} H_n^{(2)}(k^+ r)) e^{i(n \theta + \omega t)}, & \text{if } r > r_0,
\end{cases}
\]

\[
E_z(r, \theta, t) = \begin{cases} 
\sum_{n=-\infty}^{\infty} C_n^{\text{tot}} J_n(k^- r) e^{i(n \theta + \omega t)}, & \text{if } r \leq r_0, \\
\sum_{n=-\infty}^{\infty} (i^{-n} J_n(k^+ r) + C_n^{\text{scat}} H_n^{(2)}(k^+ r)) e^{i(n \theta + \omega t)}, & \text{if } r > r_0,
\end{cases}
\]

with

\[
C_n^{\text{tot}} = i^{-n} \frac{k^+}{\mu} \left( J_n^\prime(k^+ r_0) H_n^{(2)}(k^+ r_0) - H_n^{(2)\prime}(k^+ r_0) J_n(k^+ r_0) \right),
\]

\[
C_n^{\text{scat}} = i^{-n} \frac{k^+}{\mu} \left( J_n^\prime(k^+ r_0) J_n(k^- r_0) - \frac{k^+}{\mu^\prime} H_n^{(2)}(k^+ r_0) J_n(k^- r_0) \right),
\]

where \( i \) is the imaginary number, \( k^0 = \omega \sqrt{\mu \epsilon} \), \( \omega = 2 \pi \), \( J_n \) is the \( n \)-order Bessel function of first kind and \( H_n^{(2)} \) is the \( n \)-order Hankel function of second kind \cite{23}.

For the CFM-Yee scheme, the domain is \( \Omega = [-1, 1] \times [-1, 1] \) and we impose Dirichlet boundary conditions on the boundary \( \partial \Omega \) of the domain. As for the CFM-4th scheme, the domain \( \Omega = [-0.9, 0.9] \times [-0.9, 0.9] \) is embedded in a
computational domain, namely \( \Omega_c = [-1, 1] \times [-1, 1] \), as illustrated in Figure 2.

We use the CFM with constant coefficients to enforce electromagnetic fields on \( \partial \Omega \). Hence, the trivial solution is imposed in \( \Omega_c \setminus \Omega \) and periodic conditions are imposed on \( \partial \Omega_c \). The time interval is \( I = [0, 1] \). The mesh grid size is \( h = \Delta x = \Delta y \) with \( h \in \{ \frac{1}{20}, \frac{1}{28}, \frac{1}{40}, \frac{1}{52}, \frac{1}{72}, \frac{1}{96}, \frac{1}{132}, \frac{1}{180}, \frac{1}{244}, \frac{1}{336} \} \) and the time step is \( \Delta t = \frac{h}{2} \). For both schemes, we choose \( \ell_h = 7h \) to construct local patches and we use at least a second degree interpolating polynomial in space to construct \( \mathbf{H}^* \) and \( \mathbf{E}^* \) that are needed for fictitious interface conditions (3).

We set \( c_f = \Delta t \) and \( c_f = \frac{\Delta t}{4} \) for respectively the CFM-Yee and the CFM-4\(^{th}\) scheme while \( c_p = 1 \) for both schemes. Second and third degree polynomial approximations of correction functions are chosen for respectively the CFM-Yee and the CFM-4\(^{th}\) scheme.

Let us first consider \( \mu^{+} = \mu^{-} = 1 \), \( \epsilon^{+} = 1 \) and \( \epsilon^{-} = 2.25 \). This corresponds to a non-magnetic dielectric material, and therefore \( H_x, H_y \) and \( E_z \) are continuous across the interface. Figure 3(a) illustrates the convergence plot of \( \mathbf{U} = [H_x, H_y, E_z]^T \) for both CFM-FDTD schemes. We observe a second-order convergence in \( L^2 \)-norm for the CFM-Yee scheme as expected by the theory. For the CFM-4\(^{th}\) scheme, a fourth-order convergence is obtained, which is better than expected. Numerical solutions computed with the CFM-4\(^{th}\) scheme at \( t = 1 \) are illustrated in Figure 4(a).

Let us now consider a magnetic dielectric material. We choose \( \mu^{+} = 1, \mu^{-} = \)
2, $\epsilon^+ = 1$ and $\epsilon^- = 2.25$. In this case, the components of the magnetic field are discontinuous while the $z$-component of the electric field is still continuous across the interface. Figure 3(b) illustrates the convergence plot of electromagnetic fields for both schemes. A second and fourth order convergence in $L^2$-norm are observed for respectively the CFM-Yee and the CFM-$4^{th}$ scheme. These results are in agreement with the theory. Figure 4(b) illustrates the approximation of $H_x$, $H_y$ and $E_z$ at $t = 1$.

4.1.1. Verification of the Accuracy of Correction Functions

In this subsection, we assess the accuracy of the estimated correction functions coming from minimization problem \ref{eq:5} using high-order explicit jump conditions \cite{10, 11}. Matched Interface and Boundary (MIB) based strategies use these conditions to construct high-order FDTD schemes. As mentioned in Remark 3.4, the correction function’s system of PDEs implicitly considers jump conditions coming from Maxwell’s equations \cite{1}. To provide numerical evidences of this claim, we compute the error on these jump conditions on all local patches using

$$
\left( \int_{\Gamma \cap \Omega_F^h} [u(x, t_f)]^2 \, dS \right)^{1/2},
$$

Figure 3: Convergence plots for scattering of a dielectric cylinder problems with $\mu^+ = 1$, $\epsilon^+ = 1$ and $\epsilon^- = 2.25$ using the proposed CFM-FDTD schemes. It is recalled that $U = [H_x, H_y, E_z]^T$. Figure 4(b) illustrates the approximation of $H_x$, $H_y$ and $E_z$ at $t = 1$. 
Figure 4: The components $H_x$, $H_y$ and $E_z$ with $h = \frac{1}{244}$ for scattering of a dielectric cylinder problems using the CFM-4th scheme. The computed electric field and magnetic field are shown respectively at $t = 1$ and $t - \frac{\Delta t}{2}$. The interface is represented by the black line.

(a) a non-magnetic dielectric material ($\mu^+ = \mu^- = 1$, $\epsilon^+ = 1$ and $\epsilon^- = 2.25$)

(b) a magnetic dielectric material ($\mu^+ = 1$, $\mu^- = 2$, $\epsilon^+ = 1$ and $\epsilon^- = 2.25$)
where $[u(x, t_f)]$ is a given jump condition evaluated with approximated solutions of problem (4) at $t_f$. Afterward, the maximum error value on all local patches for a given order of jump conditions is taken and is denoted by $E_i$ for the $i^{th}$-order jump condition.

Although we do not have a theoretical result to characterize the convergence of high-order explicit jump conditions, one should expect a $(k + 1 - q)$ convergence for a $q^{th}$ order jump condition when $k$ degree polynomial approximations of correction functions are used. As an example, a third degree polynomial approximation should lead at least to a fourth, third, second and first order convergence for respectively the zeroth, first, second and third order jump conditions. It is recalled that second and third degree polynomial approximations of correction functions are used for respectively the CFM-Yee scheme and the CFM-4$^{th}$ scheme.

For a non-magnetic dielectric material, high-order jump conditions can be derived by using the continuity of time derivatives of electromagnetic fields on the interface [10] and are given by:

zeroth-order \[
\begin{align*}
[H_x] &= 0, \\
[H_y] &= 0, \\
[E_z] &= 0,
\end{align*}
\]

first-order \[
\begin{align*}
[H_x] &= 0, \\
[H_y] &= 0, \\
[E_z] &= 0, \\
\frac{1}{c} (\partial_y H_x - \partial_x H_y) &= 0,
\end{align*}
\]

second-order \[
\begin{align*}
\left[\frac{1}{c} (\partial_x^2 E_x - \partial_y^2 E_y) \right] &= 0, \\
\left[\frac{1}{c} (\partial_y^2 H_x - \partial_x^2 H_y) \right] &= 0, \\
\left[\frac{1}{c} (\partial_y^2 H_x - \partial_x^2 H_y) \right] &= 0,
\end{align*}
\]

third-order \[
\begin{align*}
\left[\frac{1}{c} (\partial_{xxyy} E_z + \partial_{yy}^3 E_z) \right] &= 0, \\
\left[\frac{1}{c} (\partial_x^3 E_z + \partial_{xxy}^3 E_z) \right] &= 0, \\
\left[\frac{1}{c} (\partial_x^3 H_y + \partial_{xxy}^3 H_y - \partial_y^3 H_x - \partial_{xxy}^3 H_x) \right] &= 0.
\end{align*}
\]

Figure 5 illustrates convergence plots of those jump conditions at $t_f = 1$ for both schemes. We observe that the convergence order for all jump conditions is better than expected.

Let us now consider a magnetic dielectric material. Considering a point
Figure 5: Convergence plots of jump conditions for a scattering of a non-magnetic dielectric cylinder problem ($\mu^+ = \mu^- = 1$) using the proposed CFM-FDTD schemes.
\( \mathbf{p} = (x_p, y_p) \) on the interface \( \Gamma \), one can define a local coordinate system based on the normal \( \mathbf{n} \) and the tangent \( \tau \) to the interface at \( \mathbf{p} \), and derive explicit jump conditions coming from Maxwell’s equations (1) [1]. In this local coordinate system, zeroth and first order jump conditions are given by

\[
\text{zeroth-order} \quad \begin{cases} 
\left[ H_r \right] = 0, \\
\left[ \mu H_n \right] = 0, \\
\left[ E_z \right] = 0, 
\end{cases}
\]

\[
\text{first-order} \quad \begin{cases} 
\left[ \partial_\tau E_z \right] = 0, \\
\left[ \frac{1}{\mu} \partial_n E_z \right] = 0, \\
\left[ \partial_n (\mu H_n) + \partial_\tau (\mu H_\tau) \right] = 0, \\
\left[ \partial_n (\mu H_\tau) - \partial_\tau (\mu H_n) - \partial_t (\mu \epsilon E_z) \right] = 0.
\end{cases}
\]

Convergence plots of zeroth and first order jump conditions at \( t_f = 1 \) are shown in Figure 6 for both schemes. A third-order convergence is observed for zeroth and first order jump conditions when the CFM-Yee scheme is used. As for the CFM-4\textsuperscript{th} scheme, a fourth-order convergence is obtained for zeroth-order jump conditions while a three and a half order convergence is observed for first-order jump conditions. According to numerical results, approximations of correction...
functions coming from minimization problem \([4]\) are consistent with high-order explicit jump conditions coming from Maxwell’s equation \([1]\) and therefore are appropriate to correct FD approximations in the vicinity of the interface.

4.2. Problems with a Manufactured Solution

To our knowledge, there is no analytic solution for Maxwell’s interface problems with an arbitrary geometry of the interface. In order to verify the proposed numerical strategy, general interface conditions, given by

\[
\hat{n} \times [E] = a(x,t) \quad \text{on } \Gamma \times I, \tag{6a}
\]

\[
\hat{n} \times [H] = b(x,t) \quad \text{on } \Gamma \times I, \tag{6b}
\]

\[
\hat{n} \cdot [\epsilon(x) E] = c(x,t) \quad \text{on } \Gamma \times I, \tag{6c}
\]

\[
\hat{n} \cdot [\mu(x) H] = d(x,t) \quad \text{on } \Gamma \times I, \tag{6d}
\]

are considered. Hence, both tangential and normal components of electromagnetic fields can be discontinuous on the interface. Moreover, electromagnetic fields are at divergence-free in each subdomain, but not necessarily in the whole domain because of interface conditions \((6c)\) and \((6d)\). Source terms in each subdomain are given by \(f_+^{1}(x,t)\) and \(f_{-}^{1}(x,t)\) for Faraday’s law \((1a)\), and by \(f_+^{2}(x,t)\) and \(f_{-}^{2}(x,t)\) for Ampère-Maxwell’s law \((1b)\). It is worth mentioning that these source terms and interface conditions are not substantiated by physics. Nevertheless, they can be used to construct manufactured solutions that are needed to verify the proposed numerical strategy for arbitrary complex interfaces.

The domain is \(\Omega = [0,1] \times [0,1]\) and the time interval is \(I = [0,1]\). The physical parameters are given by \(\mu^{+} = 2, \epsilon^{+} = 1, \mu^{-} = \sin(5\pi xy) + 2\) and \(\epsilon^{-} = 2e^{xy}\). The magnetic permeability and the electrical permittivity have been chosen in such a way that electromagnetic fields are at divergence-free in
Figure 7: Different geometries of the interface.

Each subdomain. The manufactured solutions are:

\begin{align*}
H_x^+ &= 0.5 \sin(2\pi x) \sin(2\pi y) \sin(2\pi t), \\
H_y^+ &= 0.5 \cos(2\pi x) \cos(2\pi y) \sin(2\pi t), \\
E_z^+ &= \sin(2\pi x) \cos(2\pi y) \cos(2\pi t)
\end{align*}

in $\Omega^+$, and

\begin{align*}
H_x^- &= -x e^{-xy} \sin(2\pi t), \\
H_y^- &= y e^{-xy} \sin(2\pi t), \\
E_z^- &= \sin(2\pi x y) \cos(2\pi t)
\end{align*}

in $\Omega^-$. The associated source terms are $f_1^+ = 0$, $f_2^+ = 0$ and

\begin{align*}
f_{1,x}^- &= 2\pi x \left( \cos(2\pi x y) - \sin(5\pi x y) + 2 e^{-xy} \right) \cos(2\pi t), \\
f_{1,y}^- &= 2\pi y \left( \cos(5\pi x y) + 2 e^{-xy} \right) \cos(2\pi t), \\
f_{2}^- &= \left( \left( x^2 + y^2 \right) e^{-xy} - 4 \pi e^{xy} \sin(2\pi x y) \right) \sin(2\pi t).
\end{align*}

We consider geometries of the interface that are illustrated in Figure 7. Periodic boundary conditions are imposed on all $\partial\Omega$ for both CFM-FDTD schemes. The mesh grid size is $h = \Delta x = \Delta y$ and the time step is $\Delta t = \frac{h}{2}$ with $h \in \left\{ \frac{1}{20}, \frac{1}{28}, \frac{1}{40}, \frac{1}{52}, \frac{1}{72}, \frac{1}{96}, \frac{1}{132}, \frac{1}{180}, \frac{1}{244}, \frac{1}{336}, \frac{1}{460} \right\}$. For local patches, we choose $\ell_h = \beta h$ with $\beta = 8$ for the 5-star interface and $\beta = 7$ for either the circular or 3-star interface. All other parameters are the same as in subsection 4.1. Figure 8 shows...
convergence plots of \( \mathbf{U} = [H_x, H_y, E_z]^T \) for all geometries of the interface. We observe a second-order convergence in \( L^2 \)-norm for the CFM-Yee scheme. As for the CFM-4\(^{th}\) scheme, the expected order is not clearly observed for smaller mesh grid sizes. Since the error of \( \mathbf{U} \) is already low for this scheme, this suggests a limitation due to the use of double-precision arithmetic and therefore a more accurate floating-point arithmetic should remedy this issue. Nevertheless, a global fourth-order convergence is observed using the \( L^2 \)-norm. These results are in agreement with the theory. Figure 9 illustrates the computed solutions for different geometries of the interface. One can observe that there is no spurious
oscillation in the vicinity of the interface.

\section*{4.3. Stability Investigation : Long-Time Simulations}

As mentioned in Remark 3.5, a rigorous stability analysis of CFM-FDTD schemes is out of reach for the moment. In this short subsection, we therefore provide some numerical evidences on the stability of CFM-FDTD schemes for a sufficiently small value of the penalization coefficient $c_f$. We consider scattering of a dielectric cylinder problems, and a problem with a manufactured solution and a 3-star interface. We use the CFM-Yee and the CFM-4\textsuperscript{th} scheme. For both CFM-FDTD schemes, the parameters remain the same as previously described. However, we consider a larger time interval, given by $I = [0, 25]$. Figure 10, Figure 11 and Figure 12 illustrate the evolution of the error in $L^2$-norm of $U = [H_x, H_y, E_z]^T$ for respectively a non-magnetic dielectric cylinder problem, a magnetic dielectric cylinder problem and a problem with a manufactured solution. In all cases, numerical results suggest that the proposed CFM-FDTD schemes are stable.

\section*{5. Conclusions}

In this work, we presented high-order FDTD schemes based on the Correction Function Method. The system of PDEs needed for the CFM was derived using Maxwell’s equations with interface conditions. The minimization problem based on a functional that is a square measure of the error associated with the correction function’s system of PDEs was also presented and solved. Numerical examples showed that numerical solutions coming from CFM-FDTD schemes were captured without spurious oscillation while exhibiting high-order convergence. Moreover, the accuracy of correction functions has been verified using high-order explicit jump conditions. This showed that high-order jump conditions are implicitly enforced in the functional to minimize and therefore need not be provided explicitly. Problems with a manufactured solution have shown that the proposed numerical strategy can handle various geometries of the interface.
Figure 9: The components $H_x$, $H_y$, and $E_z$ with $h = \frac{1}{36}$, for problems with a manufactured solution using the CFM-Yee scheme. The computed electric field and magnetic field are shown respectively at $t = 0.625$ and $t = \frac{3t}{2}$. 

22
Figure 10: Evolution of the error in $L^2$-norm of $U = [H_x, H_y, E_z]^T$ for a scattering of a dielectric cylinder problem with $\mu^+ = \mu^- = 1$ using the proposed CFM-FDTD schemes. The mesh grid size $\frac{1}{20}$, $\frac{1}{40}$ and $\frac{1}{80}$ correspond to respectively the black line, dotted blue line and dash-dotted magenta line.

Figure 11: Evolution of the error in $L^2$-norm of $U = [H_x, H_y, E_z]^T$ for a scattering of a dielectric cylinder problem with $\mu^+ = 1$ and $\mu^- = 2$ using the proposed CFM-FDTD schemes. The mesh grid size $\frac{1}{20}$, $\frac{1}{40}$ and $\frac{1}{80}$ correspond to respectively the black line, dotted blue line and dash-dotted magenta line.
Figure 12: Evolution of the error in $L^2$-norm of $\mathbf{U} = [H_x, H_y, E_z]^T$ for a problem with a manufactured solution using a 3-star interface and the proposed CFM-FDTD schemes. The mesh grid size $\frac{1}{20}$, $\frac{1}{40}$ and $\frac{1}{80}$ correspond to respectively the black line, dotted blue line and dash-dotted magenta line.

without significantly increasing the complexity of the method. Despite a lack of a rigorous stability analysis, long-time simulations have been performed and provided numerical evidences of the stability of CFM-FDTD schemes. Future work will focus on the theoretical aspect of the CFM as well as an extension of this strategy to 3-D problems.
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