DIFFUSION WITH NONLOCAL BOUNDARY CONDITIONS
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Abstract. We consider second order differential operators $A_\mu$ on a bounded, Dirichlet regular set $\Omega \subset \mathbb{R}^d$, subject to the nonlocal boundary conditions

$$u(z) = \int_{\Omega} u(x) \mu(z, dx) \quad \text{for} \quad z \in \partial \Omega.$$ 

Here the function $\mu : \partial \Omega \to M^+(\Omega)$ is $\sigma(M(\Omega), C_b(\Omega))$-continuous with $0 \leq \mu(z, \Omega) \leq 1$ for all $z \in \partial \Omega$. Under suitable assumptions on the coefficients in $A_\mu$, we prove that $A_\mu$ generates a holomorphic positive contraction semigroup $T_\mu$ on $L^\infty(\Omega)$. The semigroup $T_\mu$ is never strongly continuous, but it enjoys the strong Feller property in the sense that it consists of kernel operators and takes values in $C(\Omega)$. We also prove that $T_\mu$ is immediately compact and study the asymptotic behavior of $T_\mu(t)$ as $t \to \infty$.

1. Introduction

W. Feller [13, 14] has studied one-dimensional diffusion processes and their corresponding transition semigroups. In particular, he characterized the boundary conditions which must be satisfied by functions in the domain of the generator of the transition semigroup. These include besides the classical Dirichlet and Neumann boundary conditions also certain nonlocal boundary conditions.

Subsequently, A. Ventsel’ [24] considered the corresponding problem for diffusion problems on a domain $\Omega \subset \mathbb{R}^d$ with smooth boundary. He characterized boundary conditions which can potentially occur for the generator of a transition semigroup. Naturally, the converse question of proving that a second order elliptic operator (or more generally, an integro-differential operator) subject to certain (nonlocal) boundary conditions indeed generates a transition semigroup, has received a lot of attention, see the article by Galakhov and Skubachevskii [15], the book by Taira [23] and the references therein. We would like to point out that the interest in general – also nonlocal – boundary conditions is not out of mathematical curiosity. In fact, nonlocal boundary conditions appear naturally in applications, e.g. in thermoelasticity [11] and in climate control systems [17].

In this article, we consider second order differential operators on a bounded open subset $\Omega$ of $\mathbb{R}^d$, formally given by

$$\mathcal{A} u := \sum_{i,j=1}^d a_{ij} D_i D_j u + \sum_{j=1}^d b_j D_j u + c_0.$$ 

Below, we will define a realization $A_\mu$ of $\mathcal{A}$ on $C(\overline{\Omega})$ subject to nonlocal boundary conditions of the form

$$u(z) = \int_{\Omega} u(x) \mu(z, dx)$$ 
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for all $z \in \partial \Omega$, where $\mu : \partial \Omega \to \mathcal{M}^+(\Omega)$ is a measure-valued function with $0 \leq \mu(z, \Omega) \leq 1$. Here, $\mathcal{M}(\Omega)$ denotes the space of all (complex) Borel measures on $\Omega$ and $\mathcal{M}^+(\Omega)$ refers to the cone of positive measures.

This boundary condition has a clear probabilistic interpretation. Whenever a diffusing particle reaches the boundary (say at the point $z \in \partial \Omega$), it immediately jumps back to the interior $\Omega$. The point it jumps to is chosen randomly, according to the distribution $\mu(z, \cdot)$. In the case where $\mu(z, \Omega) < 1$, the particle “dies” with probability $1 - \mu(z, \Omega)$. This is a multidimensional version of what Feller called in [14] an \textit{instantaneous return process}. Stochastic processes of this form were constructed by Ben-Ari and Pinsky [7]; see also their earlier article [6].

We will now make precise our assumptions on $\Omega$, the coefficients $a_{ij}$, $b_j$ and $c_0$ as well as the measures $\mu$. Unexplained terminology will be discussed in Section 3.

\textbf{Hypothesis 1.1.} Let $\Omega$ be a bounded, open, Dirichlet regular subset of $\mathbb{R}^d$ and $a_{ij} \in C(\overline{\Omega})$, $b_j, c_0 \in L^\infty(\Omega)$ for $i, j = 1, \ldots, d$. We assume that the coefficients $a_{ij}$ are symmetric (i.e. $a_{ij} = a_{ji}$ for all $i, j = 1, \ldots, d$) and strictly elliptic in the sense that there exists a constant $\eta > 0$ such that for all $\xi \in \mathbb{R}^d$ we have

\begin{equation}
\sum_{i,j=1}^{d} a_{ij}(x)\xi_i \xi_j \geq \eta |\xi|^2
\end{equation}

almost everywhere. Moreover, we assume that $c_0 \leq 0$ almost everywhere.

Finally, we assume one of the following regularity conditions:

(a) the coefficients $a_{ij}$ are Dini continuous for all $i, j = 1, \ldots, d$
(b) $\Omega$ satisfies the exterior cone condition.

Concerning the measure $\mu$, we assume the following.

\textbf{Hypothesis 1.2.} We assume that $\mu : \partial \Omega \to \mathcal{M}^+(\Omega)$ is $\sigma(\mathcal{M}(\Omega), C_0(\Omega))$-continuous and satisfies $0 \leq \mu(z, \Omega) \leq 1$ for all $z \in \partial \Omega$.

Hypotheses 1.1 and 1.2 will be assumed throughout without further mentioning.

For the purpose of this paper we define the space $W(\Omega)$ by

\begin{equation}
W(\Omega) := \bigcap_{1 < p < \infty} W^{2,p}_{\text{loc}}(\Omega).
\end{equation}

The reason for this choice is that by elliptic regularity [10, Lemma 9.16] we have $u \in W(\Omega)$ whenever $u \in W^{2,p}_{\text{loc}}(\Omega)$ for some $1 < p < \infty$ and $\mathcal{A}u \in L^\infty(\Omega)$.

We define the realization $A_\mu$ of $\mathcal{A}$ in $L^\infty(\Omega)$ subject to nonlocal boundary conditions as follows.

\begin{equation}
D(A_\mu) := \left\{ u \in C(\overline{\Omega}) \cap W(\Omega) : \mathcal{A}u \in L^\infty(\Omega), \right. \\
\left. u(z) = \int_{\Omega} u(x) \mu(z, dx) \quad \forall z \in \partial \Omega \right\}
\end{equation}

\begin{equation}
A_\mu u := \mathcal{A}u.
\end{equation}

We can now formulate the main result of this article.

\textbf{Theorem 1.3.} Assume Hypotheses 1.1 and 1.2 and define the operator $A_\mu$ by Equation 1.3. Then the following hold true:

(a) $A_\mu$ is the generator of a holomorphic semigroup $T_\mu := (T_\mu(t))_{t \geq 0}$ on $L^\infty(\Omega)$.
(b) The semigroup $T_\mu$ consists of positive and contractive operators. Moreover, it is strongly Feller in the sense that $T_\mu(t)$ is a kernel operator taking values in $C(\overline{\Omega})$ for $t > 0$. In particular, $T_\mu$ leaves the space $C(\overline{\Omega})$ invariant.
(c) $T_\mu(t)$ is compact for every $t > 0$. 

(d) There exist a positive projection $P$ of finite rank and constants $\varepsilon > 0$ and $M \geq 1$ such that

$$||T_\mu(t) - P|| \leq Me^{-\varepsilon t}$$

for all $t > 0$.

Theorem 1.3 extends the results in the existing literature in several aspects. First of all, in the quoted results [15, 23, 6, 7], $\Omega$ is assumed to have smooth boundary. Here, we only assume that $\Omega$ is Dirichlet regular or (if the $a_{ij}$ are merely continuous) that $\Omega$ satisfies the exterior cone conditions (see Section 2). Both are fairly weak regularity assumptions which are satisfied for Lipschitz boundaries. It seems that Dirichlet regularity is the weakest regularity assumption possible for this problem. Indeed, in the case of Lipschitz continuous diffusion coefficients it is proved in [2] that a second order differential operators with Dirichlet boundary conditions (which corresponds to the choice $\mu = 0$ above) generates a strongly continuous semigroup on $C_0(\Omega)$ if and only if $\Omega$ is Dirichlet regular. We also note that our regularity assumptions on the coefficients are much weaker than in the articles quoted above; in the case of Dirichlet regular $\Omega$ we assume that the diffusion coefficients are Dini-continuous (see Section 2) so that in particular Hölder-continuous coefficients are possible. If we assume slightly more regular boundary, we can even allow general continuous diffusion coefficients.

We also obtain more information about the semigroup generated by the operator $A_\mu$. First of all, we obtain a semigroup on all of $C(\Omega)$ (even $L^\infty(\Omega)$) rather than on a closed subspace $C_\mu(\Omega)$ thereof as in [15]. This comes at the cost that our semigroup $T_\mu$ is not strongly continuous. Having a semigroup on all of $C(\Omega)$ has important consequences. For example, it follows that the semigroup $T_\mu$ is given through transition probabilities. It is thus possible to construct – in a canonical way, cf. [12, Theorem 4.1.1] – a Markov process with transition semigroup $T_\mu$. This gives an analytic approach to immediate return processes. In [7], the authors worked the other way round. They constructed the stochastic process directly and then used the process to study the transition semigroup on the $L^p$-scale. Another consequence of having a semigroup on $C(\Omega)$ is that, via duality, we obtain an adjoint semigroup $T^*_\mu$ on $\mathcal{M}(\Omega)$, the space of all (complex) measures on the Borel $\sigma$-algebra on $\Omega$. This semigroup is important in probability theory, as it can be used to compute distributions of the associated Markov process from the initial distribution of the process. It now follows from part (d) of Theorem 1.3 that the distributions of the associated Markov process converge in the total variation norm for every initial distribution.

Second, we obtain from our techniques that the semigroup $T_\mu$ is holomorphic. Besides being interesting in its own right, it is the holomorphy of the semigroup which allows us to work with generators even though the semigroups under consideration are not strongly continuous.

Third, we prove that the semigroup $T_\mu$ is immediately compact. This result is of particular importance. In [5, Proposition 4.7] it is proved that if $\Omega$ satisfies the exterior cone condition, the semigroup generated by the Dirichlet Laplacian on $C_0(\Omega)$ is immediately compact. The proof is based on the fact that the domain of the Dirichlet Laplacian is contained in a Hölder space which, in turn, is compactly embedded into $C_0(\Omega)$. However assuming merely Dirichlet regularity this strategy to prove compactness cannot work. Here, we pursue a different approach, based on the strong Feller property. This is, once again, possible because we obtain a semigroup on all of $L^\infty(\Omega)$.

Using our additional information about the semigroup allows us to deduce information about the asymptotic behavior of the semigroup. If $\Omega$ is connected, $c_0 = 0$
and every measure \( \mu(z) \) is a probability measure, we show in Corollary 5.10 that the semigroup converges to an equilibrium.

This article is structured as follows. Sections 2 and 3 contain preliminary results. In Section 4, we prove a generation result from which in particular part (a) of Theorem 1.3 follows. Here we also establish half of part (b) of our main theorem. In Section 5, we recall the basic definitions concerning kernel operators and the strong Feller property. We then show that the resolvent of \( A_\mu \) consists of strong Feller operators and deduce the rest of (b) as well as the remaining parts (c) and (d) of Theorem 1.3 from this.

2. Holomorphic semigroups

The semigroups we are studying in this article are not strongly continuous. As this is not a standard situation, we recall the relevant definitions and results in this preliminary section. The following definition is taken from [1, Section 3.2]

**Definition 2.1.** Let \( X \) be a Banach space. A **semigroup** is a strongly continuous mapping \( T : (0, \infty) \to \mathcal{L}(X) \) such that

(a) \( T(t+s) = T(t)T(s) \) for all \( t, s > 0 \);

(b) there exist constants \( M > 0 \) and \( \omega \in \mathbb{R} \) such that \( \|T(t)\| \leq Me^{\omega t} \) for all \( t > 0 \);

(c) if \( T(t)x = 0 \) for all \( t > 0 \) it follows that \( x = 0 \).

We say that \( T \) is of type \((M,\omega)\) to emphasize that (b) holds with these constants.

If \( T \) is a semigroup of type \((M,\omega)\), there exists a unique operator \( A \) such that \( (\omega, \infty) \subset \rho(A) \) and

\[
R(\lambda, A)x = \int_0^\infty e^{-\lambda t}T(t)x \, dt
\]

for all \( x \in X \) and \( \lambda > \omega \), see [1, Equation (3.2)]. The operator \( A \) is called the **generator** of \( T \).

We now characterize when \( T \) is a **contraction semigroup**, i.e. of type \((1,0)\).

**Proposition 2.2.** Let \( T \) be a semigroup of type \((M,\omega)\) on the Banach space \( X \) and \( A \) be the generator of \( T \). The following are equivalent.

(i) \( \|T(t)\| \leq 1 \) for all \( t > 0 \);

(ii) \( \|\lambda R(\lambda, A)\| \leq 1 \) for all \( \lambda > \omega \).

**Proof.** If \( \|T(t)\| \leq 1 \) for all \( t > 0 \) then

\[
\|\lambda R(\lambda, A)x\| = \left\| \int_0^\infty \lambda e^{-\lambda t}T(t)x \, dt \right\| \leq \int_0^\infty \lambda e^{-\lambda t} \|x\| \, dt = \|x\|.
\]

For the converse, we note that (ii) implies

\[
\frac{1}{\lambda^n!}\|\lambda^{n+1}R(\lambda, A)^{(n)}\| = \|\lambda^{n+1}R(\lambda, A)^{n+1}\| \leq 1
\]

for all \( n \in \mathbb{N}_0 \). Now the Post–Widder inversion formula [1, Theorem 1.7.7] yields \( \|T(t)\| \leq 1 \) for all \( t > 0 \). \( \square \)

A semigroup \( T \) is called **holomorphic** if it has a holomorphic extension to a sector

\[
\Sigma_\theta := \{ re^{i\varphi} : r > 0, |\varphi| < \theta \}
\]

for some angle \( \theta \in (0, \frac{\pi}{2}] \) which is bounded on \( \Sigma_\theta \cap \{ z \in \mathbb{C} : |z| \leq 1 \} \), see [1, Definition 3.7.1]. We note that in this case the semigroup law automatically also holds for the holomorphic extension. We call the semigroup \( T \) **bounded holomorphic** if the holomorphic extension is additionally bounded on all of \( \Sigma_\theta \).

An operator \( A \) generates a holomorphic semigroup if and only if there exists a constant \( c \in \mathbb{R} \) such that \( A - c \) generates a bounded holomorphic semigroup.
The generators of (bounded) holomorphic semigroups can be characterized by the following holomorphic estimate.

**Theorem 2.3.** An operator $A$ on $X$ generates a (bounded) holomorphic semigroup if and only if there exists $\omega \in \mathbb{R}$ ($\omega = 0$) such that \( \{ \lambda \in \mathbb{R} : \text{Re} \lambda > \omega \} \subset \rho(A) \) and
\[
\sup_{\text{Re} \lambda > \omega} \| \lambda A \| < \infty.
\]

**Proof.** Corollaries 3.7.12 and 3.7.17 of [1]. \( \square \)

A semigroup $T$ is called exponentially stable if it is of type \( (M,-\varepsilon) \) for some $\varepsilon > 0$. An operator $A$ generates an exponentially stable semigroup if and only if $A + \varepsilon$ generates a semigroup of type \( (M,0) \) for some $M \geq 0$ and $\varepsilon > 0$. To prove that a holomorphic semigroup $T$ is exponentially stable it suffices to prove that the spectrum of its generator $A$ is contained in the open left half-plane. More precisely, we have the following result.

**Proposition 2.4.** Let $A$ be the generator of a holomorphic semigroup $T$. The following are equivalent.

(i) $T$ is exponentially stable.

(ii) $\text{Re} \lambda < 0$ for all $\lambda \in \sigma(A)$.

**Proof.** Assume (ii) and let $\omega$ be as in Theorem 3.7.11, that \( \| \lambda A \| \) is bounded on the set $\omega + \Sigma_\theta$ for a suitable $\theta \in (\frac{\pi}{2}, \pi)$. For $\varepsilon > 0$ the set $K_\varepsilon := \{ \lambda : \text{Re} \lambda > -\varepsilon \} \setminus (\omega + \Sigma_\theta)$ is compact. By (ii) we have $K_\varepsilon \subset \sigma(A)$ for a suitable $\varepsilon > 0$. It follows that $\sup_{\lambda \in K_\varepsilon} \| \lambda A \| < \infty$. Altogether, $\sup_{\text{Re} \lambda > -\varepsilon} \| \lambda A \| < \infty$. This implies that $A + \varepsilon$ generates a bounded holomorphic semigroup, whence $A$ generates an exponentially stable semigroup.

The converse is obvious. \( \square \)

In this article, we are concerned with semigroups on the Banach spaces $X = L^\infty(\Omega)$ or $X = C(\overline{\Omega})$ or $X = C_0(\Omega) := \{ u \in C(\overline{\Omega}) : u|_{\partial \Omega} = 0 \}$ where $\Omega \subset \mathbb{R}^d$ is open. These spaces are Banach lattices in their natural ordering. From the point of view of applications to Markov processes it is important to consider positive semigroups. We recall that a semigroup $T$ on a Banach lattice $X$ is called *positive* if $T(t)$ is a positive operator for all $t > 0$. The latter means that if $u \geq 0$ then also $T(t)u \geq 0$.

We now characterize generators of positive semigroups.

**Proposition 2.5.** Let $A$ be the generator of a semigroup $T$ on a Banach lattice $X$. The following are equivalent.

(i) $T$ is positive.

(ii) There exists some $\lambda_0 \in \mathbb{R}$ such that $(\lambda_0, \infty) \subset \rho(A)$ such that $R(\lambda, A) \geq 0$ for all $\lambda > \lambda_0$.

**Proof.** Let $T$ be of type $(M,\omega)$. If $T$ is positive, then for $u \geq 0$ also $e^{-\lambda t}T(t)u \geq 0$ for all $t > 0$. As the positive cone is closed, $R(\lambda, A)u = \int_0^\infty e^{-\lambda t}T(t)u \, dt \geq 0$ for all $\lambda > \omega$. The converse follows from the Post–Widder inversion formula [1] Theorem 1.7.7], as
\[
(\text{Re} \lambda > 0) R(\lambda, A)^{(n)}u = R(\lambda, A)^{n+1}u \geq 0
\]
whenever $u \geq 0$. \( \square \)

Basically the same argument yields the following result concerning domination of semigroups.

**Proposition 2.6.** Let $S$ and $T$ be positive semigroups on a Banach lattice $X$ with generators $B$ and $A$ respectively. The following are equivalent.

(i) $S(t) \leq T(t)$ for all $t > 0$;
(ii) There exists some \( \lambda_0 \) in \( \mathbb{R} \) with \( (\lambda_0, \infty) \subset \rho(A) \cap \rho(B) \) and \( R(\lambda, B) \leq R(\lambda, A) \) for all \( \lambda > \lambda_0 \).

Now let \( T \) be a positive semigroup on a Banach lattice \( X \) and let \( A \) be its generator. The spectral bound \( s(A) \) of \( A \) is defined as
\[
s(A) := \sup \{ \Re \lambda : \lambda \in \sigma(A) \}.
\]
In general, \( -\infty \leq s(A) < \infty \). However, if \( s(A) > -\infty \), then \( s(A) \in \sigma(A) \) by [1, Proposition 3.11.2]. We now obtain the following spectral criterion for exponential stability.

**Proposition 2.7.** Let \( T \) be a positive, holomorphic semigroup on a Banach lattice \( X \) with generator \( A \). If \( [0, \infty) \subset \rho(A) \), then \( T \) is exponentially stable.

**Proof.** Since \( s(A) \in \sigma(A) \) when \( s(A) > -\infty \), it follows from our assumption that \( s(A) < 0 \). Now Proposition [2,4] yields exponential stability. \( \square \)

3. Some properties of elliptic operators

We start by recalling the main definitions used in Hypothesis [1.1]

A bounded, open set \( \Omega \subset \mathbb{R}^d \) is called Dirichlet-regular (or Wiener-regular), if for each \( \varphi \in C(\partial \Omega) \) there exists a (necessarily unique) function \( u \in C^2(\Omega) \cap C(\overline{\Omega}) \) such that \( \Delta u = 0 \) and \( u|_{\partial \Omega} = \varphi \). In other words, \( \Omega \) is Dirichlet regular if and only if the classical Dirichlet problem is well-posed.

Dirichlet regularity is a very weak notion of regularity which by Wiener’s famous result [10, 2.9] can be characterized by a capacity condition. Examples of Dirichlet regular domains include those with Lipschitz boundary (or more general those sets which satisfy the exterior cone condition), all open subsets of \( \mathbb{R} \) and all simply connected open subsets of \( \mathbb{R}^2 \). We refer to [10] for the proof of these results and to [3] for further information on the Dirichlet problem; the proof of the two-dimensional result can be found in [11, Chapter 21].

A function \( g : \overline{\Omega} \to \mathbb{R} \) is called Dini-continuous if the modulus of continuity
\[
\omega_g(t) := \sup_{|x-y| \leq t} |g(x) - g(y)|
\]
satisfies
\[
\int_0^1 \frac{\omega_g(t)}{t} \, dt < \infty.
\]
We note that in particular every Hölder continuous function on \( \overline{\Omega} \) is Dini continuous.

We now start our discussion of the differential operator \( \mathcal{A} \) with the following complex version of the maximum principle from [5, Lemma 4.2]. Recall the definition of \( W(\Omega) \) from [1.2].

**Lemma 3.1** (Complex maximum principle). Let \( B = B(x_0, r) \subset \Omega \) be a ball with center \( x_0 \) and radius \( r > 0 \). Let \( u \in W(\Omega) \) be a complex-valued function such that \( \mathcal{A} u \in C(B) \). Assume that \( |u(x)| \leq |u(x_0)| \) for all \( x \in B \). Then
\[
\Re \left[ \frac{u(x)}{u(x_0)} \mathcal{A} u(x_0) \right] \leq 0.
\]

We note that a priori \( \mathcal{A} u \) is an element of \( L^\infty(\Omega) \) only. The hypothesis \( \mathcal{A} u \in C(B) \) in Lemma 3.1 means that \( \mathcal{A} u \) coincides almost everywhere on \( B \) with a continuous function \( g \). In the conclusion of the lemma, \( \mathcal{A} u(x_0) \) is to be understood as \( g(x_0) \).

We can now prove that certain harmonic functions attain their maximum on the boundary.

**Lemma 3.2.** Let \( \Re \lambda > 0, M \geq 0 \). Let \( u \in C(\overline{\Omega}) \cap W(\Omega) \) such that \( \lambda u - \mathcal{A} u = 0 \).

Iff \( |u(x)| \leq M \) on \( \Omega \), then \( |u(x)| \leq M \) for \( x \in \overline{\Omega} \). If \( M > 0 \), then we even have \( |u(x)| < M \) for all \( x \in \Omega \).
Proof. Suppose that \(|u|\) attains its global maximum at a point \(x_0 \in \Omega\) with \(|u(x_0)| \neq 0\). By Lemma 3.1, \(\text{Re} [u(x_0)A\mathcal{A} u(x_0)] \leq 0\). Since \(\lambda u = \mathcal{A} u\) it follows that

\[
\text{Re} \lambda |u(x_0)|^2 = \text{Re} [u(x_0)A\mathcal{A} u(x_0)] \leq 0
\]

and thus \(|u(x_0)| \leq 0\). This implies that \(u \equiv 0\), a contradiction. \(\square\)

It is remarkable (and important for the rest of this article) that the notion of Dirichlet regularity, even though originally phrased in terms of the Laplace operator, is also sufficient for the well-posedness of the Poisson equation with respect to the elliptic operator \(\mathcal{A}\).

More precisely, we have the following result, in which we choose \(p = d\) to apply Aleksandrov’s maximum principle. The proof is based on \([5]\), where the Poisson problem is studied. The proofs in \([5]\) use classical results from \([16]\) and in particular results due to Krylov \([18]\).

**Proposition 3.3.** Let \(\lambda \in \mathbb{C}\) with \(\text{Re} \lambda \geq 0\) be given. Then for each \(f \in L^d(\Omega)\), \(\varphi \in C(\partial \Omega)\) there exists a unique \(u \in C(\overline{\Omega}) \cap W^{2,d}_{\text{loc}}(\Omega)\) such that

\[
\lambda u - \mathcal{A} u = f,
\]

\[
u|_{\partial \Omega} = \varphi.
\]

Moreover, if \(\lambda \in \mathbb{R}\), \(\lambda \geq 0\), \(f \geq 0\) on \(\Omega\) and \(\varphi \geq 0\) on \(\partial \Omega\), then \(u \geq 0\) on \(\overline{\Omega}\). Finally, if \(f \in L^d_{\text{loc}}(\Omega)\) then \(u \in W^1(\Omega)\) by elliptic regularity.

**Proof.** In the proof we use the Poisson operator \(\mathcal{P}\) on \(L^d(\Omega) \oplus C(\partial \Omega)\), defined by

\[
\mathcal{P}(u,0) := (\mathcal{A} u,-u|_{\partial \Omega}).
\]

It follows from \([5]\), Corollary 3.4] and the remarks after that corollary, that the operator \(\mathcal{P}\) is bijective. Replacing for \(\lambda > 0\) the operator \(\mathcal{A}\) with \(\mathcal{A} - \lambda\), we see that also \((\lambda - \mathcal{P})\) is bijective for \(\lambda > 0\). It is a consequence of Aleksandrov’s maximum principle \([16]\), Theorem 9.1] (see also \([5]\), Theorem A.1)] that the inverse \((\lambda - \mathcal{P})^{-1}\) is a positive operator. Thus \(\mathcal{P}\) is resolvent positive in the sense of \([1]\), Definition 3.11.1] and \(s(A) < 0\). It now follows from \([1]\), Proposition 3.11.2] that \(\lambda - \mathcal{P}\) is invertible also for complex \(\lambda\) with \(\text{Re} \lambda \geq 0\). It follows from \([16]\), Lemma 9.16] that \(u \in W^1(\Omega)\) whenever \(u \in W^{2,p}_{\text{loc}}(\Omega)\) for some \(1 < p < \infty\) and \(\mathcal{A} u \in L^\infty_{\text{loc}}\). This proves the last assertion. \(\square\)

We note the following result on interior regularity.

**Proposition 3.4.** Let \(\Omega\) be Dirichlet regular, \(U \Subset \Omega\) and \(\text{Re} \lambda \geq 0\). Then there exists a constant \(C = C(U) > 0\) such that for all \(f \in L^\infty(\Omega)\) and \(\varphi \in C(\partial \Omega)\) the solution \(u\) of (3.1) satisfies the estimate

\[
\|u\|_{C^1(\overline{\Omega})} \leq C(\|f\|_{L^\infty(\Omega)} + \|\varphi\|_{C(\partial \Omega)}).
\]

**Proof.** As \(f \in L^\infty(\Omega)\) we have \(u \in W(\Omega)\) by elliptic regularity. By Sobolev embedding \((16)\), Corollary 7.11] \(W(\Omega) \subset C^1(\Omega)\). Now the claim follows immediately from the closed graph theorem. \(\square\)

If we consider \(\mu \equiv 0\), i.e., \(\mu(z) = 0\) for all \(z \in \partial \Omega\), then the operator \(A_\mu\) is the realization \(A_0\) of \(\mathcal{A}\) in \(L^\infty(\Omega)\) with Dirichlet boundary conditions. In fact, \(A_0\) is given by

\[
D(A_0) := \{ u \in C_0(\Omega) \cap W(\Omega) : \mathcal{A} u \in L^\infty(\Omega) \}
\]

\[
A_0 u := \mathcal{A} u.
\]

If \(\Omega\) is Dirichlet regular, it follows from \([5]\), Theorem 4.1, that the part \(A_0\) in \(C_0(\Omega)\) generates a bounded holomorphic semigroup on \(C_0(\Omega)\). Conversely, if the
coefficients \( a_{ij} \) are Lipschitz continuous, this characterizes Dirichlet regularity, see [2, Theorem 4.10].

Concerning the operator \( A_0 \) on \( L^\infty(\Omega) \), we have the following result.

**Theorem 3.5.** The operator \( A_0 \) generates an exponentially stable, positive, holomorphic semigroup \( T_0 \) on \( L^\infty(\Omega) \). Moreover, \( \|T_0(t)\| \leq 1 \) for all \( t > 0 \).

**Proof.** It follows from Proposition 3.3 that \( [0, \infty) \subset \rho(A_0) \) and \( R(\lambda, A_0) \geq 0 \) for all \( \lambda \geq 0 \). We claim that \( \|\lambda R(\lambda, A_0)\| \leq 1 \) for all \( \lambda > 0 \). To see this, put \( u = R(\lambda, A_0)1 \). As \( R(\lambda, A_0) \geq 0 \), it suffices to prove that \( \lambda u \leq 1 \). To this end, pick \( x_0 \) such that \( u(x_0) = \max_{x \in \overline{\Omega}} u(x) \). If \( u(x_0) = 0 \), there is nothing to prove, so let us assume that \( u(x_0) > 0 \), so that \( x_0 \in \Omega \). As \( \mathcal{A} u = \lambda u - 1 \in C(\overline{\Omega}) \), it follows from Lemma 4.1 that \( \mathcal{A} u(x_0) \leq 0 \). Consequently,

\[
\lambda R(\lambda, A_0)1 = \lambda u \leq \lambda u(x_0) = \lambda u(x_0) - 1 + 1 = \mathcal{A} u(x_0) + 1 \leq 1,
\]

proving the claim.

With this information at hand (which replaces [5, Proposition 4.4]), the proof of Theorem 4.1 shows that \( A_0 \) generates a holomorphic semigroup \( T_0 \) on \( L^\infty(\Omega) \). It follows from Proposition 3.3 that \( T_0(t) \geq 0 \) for \( t > 0 \) and from Proposition 2.2 that \( \|T_0(t)\| \leq 1 \) for such \( t \). Finally, Proposition 2.4 implies that \( T_0 \) is exponentially stable. \( \square \)

4. Generation results

In this section, we will prove that \( A_\mu \) generates a holomorphic semigroup \((T_\mu(t))_{t>0}\) on \( L^\infty(\Omega) \). We recall that \( A_\mu \) is defined by

\[
D(A_\mu) := \left\{ u \in C(\overline{\Omega}) \cap W(\Omega) : \mathcal{A} u \in L^\infty(\Omega), \quad u(z) = \int_\Omega u(x) \mu(z, dx) \quad \forall z \in \partial\Omega \right\}
\]

\[
A_\mu u := \mathcal{A} u.
\]

We first establish that \( \lambda - A_\mu \) is injective for \( \text{Re} \lambda > 0 \).

**Lemma 4.1.** Let \( u \in D(A_\mu) \) and \( \text{Re} \lambda > 0 \) be such that \( \lambda u - \mathcal{A} u = 0 \). Then \( u = 0 \).

**Proof.** By Lemma 3.2 there exists a point \( z_0 \in \partial\Omega \) with \( |u(z_0)| = \max \{u(x) : x \in \overline{\Omega}\} \). Suppose that \( u \neq 0 \), i.e. \( u(z_0) \neq 0 \). We may assume without loss of generality that \( |u(z_0)| = 1 \). Since \( u(z_0) = \int_\Omega u(x) \mu(z_0, dx) \) we have \( \mu(z_0) \neq 0 \). Hence there exists a point \( x_0 \in \Omega \) and \( \varepsilon > 0 \) such that \( \varepsilon := \mu(z_0, B(x_0, r)) > 0 \). Since \( |u(x_0)| < 1 \) by Lemma 3.2 we may and shall assume that for some constant \( \delta > 0 \) we have \( |u(x)| \leq 1 - \delta \) for all \( x \in B(x_0, r) \). We obtain

\[
1 = |u(z_0)| \leq \int_\Omega |u(x)| \mu(z_0, dx)
\]

\[
\leq \int_{B(x_0, r)} (1 - \delta) \mu(z_0, dx) + \int_{\Omega \setminus B(x_0, r)} \mu(z_0, dx)
\]

\[
= (1 - \delta) \mu(z_0, B(x_0, r)) + \mu(z_0, \Omega \setminus B(x_0, r))
\]

\[
= \mu(z_0, \Omega) - \delta \varepsilon < 1.
\]

This is a contradiction. \( \square \)

Thus, to prove that \( A_\mu \) generates a holomorphic semigroup, it remains to show that \( \lambda - A_\mu \) is surjective for \( \text{Re} \lambda > 0 \) and to establish the holomorphic estimate in Theorem 2.3. We already know from Theorem 3.3 that \( A_0 \) generates a holomorphic semigroup. We will see that we can obtain the resolvent of \( A_\mu \) from that of \( A_0 \) by a perturbation involving the operator \( S_\lambda \in \mathcal{L}(C(\overline{\Omega})) \) which is defined as follows.
Given a function \( v \in C(\overline{\Omega}) \) we define \( \varphi(z) := \langle v, \mu(z) \rangle \). Since \( \mu \) is \( \sigma(\mathcal{M}(\Omega), C_b(\Omega)) \)-continuous, we have \( \varphi \in C(\partial \Omega) \). Thus, by Proposition 3.3 there exists a unique function \( u_\varphi \) with \[
abla u_\varphi - \mathcal{A} u_\varphi = 0 \quad \text{and} \quad u_\varphi|_{\partial \Omega} = \varphi.
\]
We set \( S_\lambda v := u_\varphi \). Let us note that \( S_\lambda v \in W(\Omega) \) for all \( v \in C(\overline{\Omega}) \) by elliptic regularity.

It follows from the maximum principle that \( \|S_\lambda\| \leq 1 \) for \( \Re \lambda > 0 \). Moreover, \( S_\lambda \) is not compact, passing to a subsequence we may and shall assume that \( \|S_\lambda\| \rightarrow 2 \). We will prove that \( (I - S_\lambda) \) is invertible and for \( \Re \lambda > 0 \) we have
\[
R(\lambda, A_\mu) = (I - S_\lambda)^{-1}R(\lambda, A_\mu).
\]

We start with

**Proposition 4.2.** For \( \Re \lambda > 0 \) the operator \( I - S_\lambda \) is invertible and for \( \delta > 0 \) we have
\[
\sup_{\Re \lambda \geq \delta} \| (I - S_\lambda)^{-1} \| < \infty.
\]
If \( A_\mu \) is injective, then \( I - S_0 \) is invertible.

The proof of Proposition 4.2 is given in a series of lemmas.

**Lemma 4.3.** \( S_\lambda^2 \) is compact.

**Proof.** Let \( u_n \in C(\overline{\Omega}) \) be a bounded sequence. Recall that \( S_\lambda u_n = u_{\varphi_n} \) where \( \varphi_n(z) = \langle \mu(z), u_n \rangle \) and \( u_{\varphi_n} \) solves the Dirichlet problem \( \lambda u - \mathcal{A} u = 0 \) with boundary values \( \varphi_n \). As a consequence of Proposition 3.3 the sequence \( (u_{\varphi_n})_{n \in \mathbb{N}} \) is locally equicontinuous on \( \Omega \) so that, passing to a subsequence, we may and shall assume that \( u_{\varphi_n} \) converges uniformly on each compact subset of \( \Omega \) to a continuous function \( u \). Note that \( u \) is also bounded.

Now let \( v_n = S_\lambda u_{\varphi_n} = S_\lambda^2 u_n \). Then \( v_n \in C(\overline{\Omega}) \cap W(\Omega) \), \( \lambda v_n - \mathcal{A} v_n = 0 \) and \( v_n(z) = \langle \mu(z), u_{\varphi_n} \rangle =: v_n(z) \) for all \( n \in \mathbb{N}, z \in \partial \Omega \). Since \( \partial \Omega \) is compact and \( \mu \) is \( \sigma(\mathcal{M}(\Omega), C_b(\Omega)) \)-continuous, it follows that the set \( \{\mu(z) : z \in \partial \Omega\} \) is \( \sigma(\mathcal{M}(\Omega), C_b(\Omega)) \)-compact and thus, as a consequence of Prokhorov’s theorem 8.6.2 [tight, i.e. given \( \varepsilon > 0 \) we find a compact set \( K \subset \Omega \) such that \( \mu(\Omega \setminus K) \leq \varepsilon \) for all \( z \in \partial \Omega \). As \( u_n \rightharpoonup u \) locally uniformly, this clearly implies that \( v_n \rightharpoonup v \) uniformly on \( \partial \Omega \). It follows from the maximum principle (Lemma 4.2) that \( S_\lambda^2 u_n = u_{\psi_n} \rightarrow u_{\psi} \) uniformly on \( \overline{\Omega} \). This proves that \( S_\lambda^2 \) is compact.

Lemma 4.3 will allow us to prove that \( I - S_\lambda \) is invertible for \( \Re \lambda > 0 \). In the proof we also use the following variant of the Fredholm alternative. In an effort of being self-contained, we include a proof.

**Lemma 4.4.** Let \( X \) be a Banach space and \( T \in \mathcal{L}(X) \) be such that \( T^2 \) is compact. If \( I - T \) is injective, then \( I - T \) is surjective.

**Proof.** Since \( T^2 \) is compact, \( \sigma(T^2) \setminus \{0\} \) is countable with 0 as only possible accumulation point. By the spectral mapping theorem, it follows that \( \sigma(T) \setminus \{0\} \) is discrete. In particular every point in \( \sigma(T) \setminus \{0\} \) is a boundary point, so that any point in that set belongs to the approximate point spectrum.

Now assume that \( I - T \) is injective but not surjective, so that \( 1 \in \sigma(T) \setminus \{0\} \). By the above there exists a sequence \( (x_n) \) with \( \|x_n\| \equiv 1 \) such that \( (I - T)x_n \rightarrow 0 \). As \( T^2 \) is compact, passing to a subsequence we may and shall assume that \( T^2 x_n \) converges, say to \( y \). By continuity of \( T \), we have \( Tx_n - T^2 x_n = (I - T)x_n \rightarrow 0 \) so that also \( Tx_n \rightarrow y \). It follows that \( Ty = \lim T(Tx_n) = \lim T^2 x_n = y \). As \( I - T \) is injective, \( y = 0 \). This contradicts the fact that \( \|x_n\| \equiv 1 \).

**Lemma 4.5.** The operator \( I - S_\lambda \) is invertible for \( \Re \lambda > 0 \). If \( A_\mu \) is injective, then also \( I - S_0 \) is invertible.
Proof. By Lemma 4.4 it suffices to prove that $I - S_\lambda$ is injective. However, if $u = S_\lambda u$ then $u \in D(A_\mu)$ and $\mu u - \mathcal{A}u = 0$. If $\Re \lambda > 0$ it follows from Lemma 4.1 that $u = 0$. In the case where $\lambda = 0$, we have $A_\mu u = 0$ and thus $u = 0$ by assumption.

We now prove the estimate in Proposition 4.2. This finishes the proof of Proposition 4.2.

**Lemma 4.6.** For all $\delta > 0$ we have

$$\sup_{\Re \lambda \geq \delta} \| (I - S_\lambda)^{-1} \| < \infty.$$  

Moreover, $(I - S_\lambda)^{-1} \geq 0$ if $\lambda > 0$ is real.

**Proof.** We first show that the function

$$\mathbb{C}_+ \to \mathcal{L}(C(\Omega)), \lambda \mapsto S_\lambda$$

is holomorphic with $S'_\lambda = -R(\lambda, A_0)S_\lambda$. Here $\mathbb{C}_+ := \{ \lambda \in \mathbb{C} : \Re \lambda > 0 \}$.

To this end, let $\tau \in \mathbb{C}_+$ and $v \in C(\Omega)$ be given and, for small enough $\tau \in \mathbb{C}_+$, set $u := S_{\lambda + \tau}v$, $w := S_\lambda v$. Then $u|_{\partial\Omega} = w|_{\partial\Omega} = \langle v, \mu \rangle$ and

$$(\lambda + \tau)u - \mathcal{A}u = 0$$

$$\lambda w - \mathcal{A} w = 0.$$  

It follows that $(u - w)|_{\partial\Omega} = 0$ and $(\lambda + \tau)(u - w) - \mathcal{A}(u - w) = -\tau w$. Consequently

$$u - w = -R(\lambda + \tau, A_0)(\tau w).$$

In other words

$$\frac{1}{\tau}(S_{\lambda + \tau}v - S_\lambda v) = -R(\lambda + \tau, A_0)S_\lambda v.$$  

Sending $\tau \to 0$ yields the claim.

It follows by induction that

$$\frac{d^n}{d\lambda^n}S_\lambda = (-1)^n n! R(\lambda, A_0)^n S_\lambda.$$  

Noting that for $\lambda > 0$ the operators $R(\lambda, A_0)$ and $S_\lambda$ are positive, it follows that the function $\lambda \mapsto S_\lambda$ on $(0, \infty)$ is completely monotonic. Hence by Bernstein’s Theorem (see [25] Theorem 12a) for each $0 \leq v \in C(\Omega)$, $x \in \overline{\Omega}$ there exists an increasing function $\alpha : (0, \infty) \to \mathbb{R}$ such that

$$(S_\lambda v)(x) = \int_0^\infty e^{-\lambda t} \alpha(t) \, dt$$

for all $\lambda > 0$. By the uniqueness theorem for holomorphic functions, the same formula also holds for complex $\lambda$ with $\Re \lambda > 0$.

It follows that for $\Re \lambda \geq \delta > 0$ we have

$$| (S_\lambda v)(x) | \leq \int_0^\infty e^{-\delta t} \alpha(t) \, dt = (S_\delta v)(x).$$

This proves that $S_\lambda$ is bounded on the half plane $\{ \lambda \in \mathbb{C} : \Re \lambda \geq \delta \}$.

Since $S_\delta$ is a positive operator, the spectral radius $r(S_\delta)$ is in the spectrum of $S_\delta$, see [22] Chapter V, Prop. 4.1]. Since $I - S_\delta$ is invertible by Lemma 4.5 we have $r(S_\delta) < 1$. Consequently,

$$(I - S_\delta)^{-1} = \sum_{n=0}^\infty S_\delta^n$$

where the sum converges absolutely in $\mathcal{L}(C(\Omega))$. In particular, it follows that

$$(I - S_\delta)^{-1} \geq 0.$$  

Now let a complex $\lambda$ with $\Re \lambda \geq \delta$ be given. It follows inductively from our argument above that $|S_\lambda^n v| \leq S_\delta^n v$ whenever $n \geq 0$. Splitting a complex valued
function in real and imaginary parts and those into positive and negative parts, it follows that \( \|S_\lambda^n\| \leq 4\|S_\lambda^n\| \). This implies that also the series
\[
\sum_{n=0}^{\infty} S_\lambda^n v
\]
converges, of course to \((I - S_\lambda)^{-1}\). It follows that
\[
\|(I - S_\lambda)^{-1}\| \leq 4\|(I - S_\delta)^{-1}\|
\]
for \( \text{Re} \lambda \geq \delta \).

Having thus proved Proposition 4.2, we are now ready to state and prove the main result of this section.

**Theorem 4.7.** The operator \( A_\mu \), defined by (1.3), generates a positive, holomorphic semigroup \( T_\mu \) on \( L^\infty(\Omega) \).

**Proof.** Let \( \lambda \in \mathbb{C} \) with \( \text{Re} \lambda > 0 \) be given. We claim that \( \lambda \in \rho(A_\mu) \) and
\[
R(\lambda, A_\mu) = (I - S_\lambda)^{-1} R(\lambda, A_0).
\]
In fact, let \( f \in L^\infty(\Omega) \), \( w = R(\lambda, A_0)f \in C_0(\Omega) \) and \( v = (I - S_\lambda)^{-1}w \). Then \( S_\lambda v = v - w \). This implies \((\lambda - \lambda') (v - w) = 0\), hence \((\lambda - \lambda') v = (\lambda - \lambda') w = f\).

Moreover, by the definition of \( S_\lambda \), we have
\[
v(z) = v(z) - w(z) = \int_\Omega v(x) \mu(z, dx).
\]
This shows \( v \in D(A_\mu) \) and \((\lambda - A_\mu)v = f\). We have proved that \( \lambda - A_\mu \) is surjective. Since \( \lambda - A_\mu \) is injective by Lemma 4.1, it follows that \( \lambda \in \rho(A_\mu) \) and that (4.1) holds. We add that (4.1) remains true for \( \lambda = 0 \) if \( I - S_0 \) is invertible.

Since \( A_0 \) generates a bounded holomorphic semigroup, there exists \( M_0 \) such that \( \|\lambda R(\lambda, A_0)\| \leq M_0 \) whenever \( \text{Re} \lambda > 0 \). Taking Proposition 4.2 into account, it follows from (4.1) that
\[
\|\lambda R(\lambda, A_\mu)\| \leq M_0 \sup_{\text{Re} \lambda \geq \delta} \|(I - S_\lambda)^{-1}\| < \infty
\]
for all \( \lambda \) with \( \text{Re} \lambda \geq \delta \). This is the desired holomorphic estimate and it follows from Theorem 2.3 that \( A_\mu \) generates a holomorphic semigroup \( T_\mu \).

It follows from (4.1), the positivity of \((I - S_\lambda)^{-1}\) and that of \( R(\lambda, A_0) \) for \( \lambda > 0 \) that \( R(\lambda, A_\mu) \geq 0 \) for real \( \lambda > 0 \). Now the positivity of \( T_\mu \) follows from Proposition 2.6.

Let us discuss the situation where \( A_\mu \) is invertible in more detail. We have

**Corollary 4.8.** Assume additionally that \( A_\mu \) is injective. Then \( A_\mu \) generates a bounded holomorphic semigroup which is exponentially stable.

**Proof.** It follows from Proposition 4.2 that \( I - S_0 \) is invertible. Now (4.1) implies that \( 0 \in \rho(A_\mu) \) and \( R(0, A_\mu) = (I - S_0)^{-1} R(0, A_0) \). Consequently, \([0, \infty) \subset \rho(A_0) \) and Proposition 2.7 implies that the semigroup generated by \( A_\mu \) is exponentially stable.

To prove further properties of the semigroup \( T_\mu \) we use the following lemma, which shows in particular, that a continuous function satisfying our nonlocal boundary condition always attains a positive maximum in the interior of \( \Omega \).

**Lemma 4.9.** Let \( u \in C(\overline{\Omega}) \) be real-valued such that \( u(z) \leq \langle u, \mu(z) \rangle \) for all \( z \in \partial \Omega \). If \( c := \max_{x \in \Omega} u(x) > 0 \), then there exists \( x_0 \in \Omega \) such that \( u(x_0) = c \).
Proof. Aiming for a contradiction, let us assume that \( u(x) < c \) for all \( x \in \Omega \). In this case, we have \( u(z_0) = c \) for some \( z_0 \in \partial \Omega \). Since \( u(z_0) = \langle u, \mu(z_0) \rangle > 0 \), it follows that \( \mu(z_0) \neq 0 \). Pick \( x_0 \in \) the support of \( \mu(z_0) \). We find \( r > 0 \) and \( \delta > 0 \) such that \( u(x) \leq c - \delta \) for all \( x \in B(x, r) \) and \( \varepsilon := \mu(z_0, B(x_0, r)) > 0 \). The same computation as in the proof of Lemma 4.1 yields \( u(z_0) < c \), a contradiction. \( \square \)

As a first application of Lemma 4.9 we identify some situations in which \( A_\mu \) is injective, so that Corollary 4.8 applies.

**Proposition 4.10.** Assume that for every connected component \( U \) of \( \Omega \) on which \( c_0 \) vanishes we find a point \( z_0 \in \partial U \) with \( \mu(z_0, \Omega) < 1 \). Then \( A_\mu \) is injective.

**Proof.** Assume that \( 0 \neq u \in D(A_\mu) \) satisfies \( A_\mu u = 0 \). We may assume that \( u^+ \neq 0 \), otherwise we replace \( u \) with \( -u \). Then \( \gamma := \max_{x \in \Omega} u(x) > 0 \). By Lemma 4.9 we find a point \( x_0 \in \Omega \) with \( u(x_0) = \gamma \). Let \( U \) be the connected component containing \( x_0 \). As a consequence of the strict maximum principle [16, Theorem 9.6], we have that \( u \) is constant on \( U \), i.e. \( u|_U = \gamma \mathbb{I}_U \).

Since \( \mathcal{A}u = \alpha \gamma \) on \( U \) it follows that \( c_0 \) vanishes on \( U \). By our assumption, we find a point \( z_0 \in \partial U \) with \( \mu(z_0, \Omega) < 1 \). But then we have that

\[
\gamma = u(z_0) = \langle u, \mu(z_0) \rangle \leq \langle u|_U, \mu(z_0) \rangle < \gamma.
\]

This is a contradiction. Consequently, we must have that \( u = 0 \). \( \square \)

We next prove that \( T_\mu \) is a contraction semigroup.

**Proposition 4.11.** We have \( \|T_\mu(t)\| \leq 1 \) for all \( t > 0 \).

**Proof.** As a consequence of Proposition 2.2 it suffices to prove \( \|\lambda R(\lambda, A_\mu)\| \leq 1 \) for all \( \lambda > 0 \). Taking the positivity of \( R(\lambda, A_\mu) \) into account, we only need to show that \( \lambda R(\lambda, A_\mu) \mathbb{I} \leq \mathbb{I} \). Let us write \( u = R(\lambda, A_\mu) \mathbb{I} \). By Lemma 4.9 there exists a point \( x_0 \in \Omega \) with \( u(x_0) = c := \max_{x \in \Omega} u(x) \). As \( \mathcal{A}u = \lambda u - \mathbb{I} \in C(\overline{\Omega}) \), we infer from Lemma 4.1 that \( \mathcal{A}u(x_0) \leq 0 \). Thus \( \lambda u \leq \lambda u(x_0) = \lambda u(x_0) - 1 + 1 = \mathcal{A}u(x_0) + 1 \leq 1 \).

This finishes the proof. \( \square \)

At this point, part (a) and the first half of part (b) of Theorem 1.3 are proved. We end this section by proving that the semigroups generated by \( A_\mu \) are monotonically increasing with respect to \( \mu \).

**Proposition 4.12.** Let \( \mu_1, \mu_2 : \partial \Omega \to \mathcal{M}^+(\Omega) \) be two measure-valued functions satisfying Hypothesis 1.2 and denote the semigroups on \( L^\infty(\Omega) \) generated by \( A_{\mu_1} \) and \( A_{\mu_2} \) by \( T_{\mu_1} \) and \( T_{\mu_2} \), respectively. If \( \mu_1(z, A) \leq \mu_2(z, A) \) for all \( z \in \partial \Omega \) and all Borel sets \( A \subset \overline{\Omega} \), then \( 0 \leq T_{\mu_1}(t) \leq T_{\mu_2}(t) \) for all \( t > 0 \).

**Proof.** Let \( \lambda > 0 \) and \( 0 \leq f \in L^\infty(\Omega) \). We define \( u_j := R(\lambda, A_{\mu_j}) f \) and \( u := u_1 - u_2 \). It follows that \( u \in C(\overline{\Omega}) \) and

\[
u(z) = \langle u_1, \mu_1(z) \rangle - \langle u_2, \mu_2(z) \rangle = \langle u, \mu_1(z) \rangle - \langle u_2, \mu_2(z) - \mu_1(z) \rangle \\
\leq \langle u, \mu_1(z) \rangle.
\]

As a consequence of Lemma 4.13, \( u \leq 0 \). As \( f \geq 0 \) was arbitrary, \( R(\lambda, A_{\mu_1}) \leq R(\lambda, A_{\mu_2}) \). Now Proposition 2.6 yields \( T_{\mu_1}(t) \leq T_{\mu_2}(t) \) for \( t > 0 \) as claimed. \( \square \)

### 5. The strong Feller property and its consequences

So far, we have considered the semigroup \( T_\mu \) on the space \( L^\infty(\Omega) \). In the theory of Markov processes, it is more natural to work on the space \( B_b(\overline{\Omega}) \) of bounded and measurable functions on \( \overline{\Omega} \) and to consider so called kernel operators. We write \( K := \overline{\Omega} \) and briefly recall the relevant notions in this situation. For this and further results on kernel operators and semigroups of kernel operators (also in more general situations), we refer to [19, 20].

A (bounded) kernel on \( K \) is a map \( k : K \times \mathcal{B}(K) \to \mathbb{C} \) such that
which only take values in $C$ if there exists a kernel $k$ satisfying (5.1), we can set $k(x, \cdot) := T^\ast \delta_x \in \mathscr{M}(K)$. Using standard arguments (see e.g. the proof of [20, Proposition 3.5]) one sees that $x \mapsto k(x, A)$ is measurable for any Borel set $A$. Thus, $k$ is a kernel. It is straightforward to see that the associated operator is $T$. Since $T$ is given by a kernel $k$, we can extend $T$ to a kernel operator $\tilde{T}$ on $B_b(K)$ by defining $\tilde{T}f(x)$ by the right hand side of (5.1). We call the operator $\tilde{T}$ the canonical extension of $T$ to $B_b(K)$. We note that there might be other extensions of $T$ to a bounded operator on $B_b(K)$ but $\tilde{T}$ is the only one which is a kernel operator.

A bounded operator on $B_b(K)$ need not be a kernel operator. It turns out that an operator $T \in \mathscr{L}(B_b(K))$ is a kernel operator if and only if the adjoint $T^\ast$ leaves the space $\mathscr{M}(K)$ invariant. For us another characterization is more useful.

**Lemma 5.1.** Let $T \in \mathscr{L}(B_b(K))$. The following are equivalent.

(i) $T$ is a kernel operator.

(ii) $T$ is pointwise continuous, i.e. if $f_n$ is a bounded sequence converging pointwise to $f$, then $Tf_n$ converges pointwise to $Tf$.

If $T$ is positive, it suffices to consider bounded and increasing sequences in (ii).

**Proof.** The implication “(i) $\Rightarrow$ (ii)” follows immediately from dominated convergence. For the converse, set $k(x, A) := (T1_A)(x)$. As $T$ operates on $B_b(K)$, the function $x \mapsto k(x, A)$ is measurable in $x$. Condition (ii) yields that $k(x, \cdot)$ is a measure, thus $k$ is a kernel. Using that simple functions are dense in $B_b(K)$, it is easy to see that $T$ is associated with $k$.

**Corollary 5.2.** The space of all kernel operators is norm closed in $\mathscr{L}(B_b(K))$.

Of particular interest are strong Feller operators, i.e. kernel operators on $B_b(K)$ which only take values in $C(K)$. A kernel operator on $C(K)$ is called strong Feller operator if its canonical extension to $B_b(K)$ is strongly Feller. It is easy to see that a kernel operator is strongly Feller if and only if for the associated kernel $k$ the function $x \mapsto k(x, A)$ is continuous for every Borel set $A$. Using Corollary 5.2, it follows that the set of all strong Feller operators is a norm closed subspace of $\mathscr{L}(B_b(K))$.

The importance of strong Feller operators for us stems from the following result.

**Lemma 5.3.** Let $T, S$ be positive strong Feller operators. Then the product $ST$ is a compact operator on $\mathscr{L}(B_b(K))$.

**Proof.** It is well known that the product of two positive strong Feller operators is ultra Feller, i.e. it maps bounded subsets of $B_b(K)$ to equicontinuous subsets of $C(K)$. A proof of this fact can be found in [21, §1.5]. As $K$ is compact, it follows
from the Arzelà-Ascoli theorem that an equicontinuous subset of $C(K)$ is relatively compact. It follows that an ultra Feller operator is compact. 

Let us now come back to the situation considered in Section 4. We had operators $T \in \mathcal{L}(L^\infty(\Omega))$ such that $Tf \in C(\overline{\Omega}) = C(K)$ for all $f \in L^\infty(\Omega)$. In particular, we can consider the restriction $T_{C(K)}$ of such an operator to $C(K)$. By the above Proposition 5.7, $T_{C(K)}$ is a kernel operator and thus has a canonical extension $\hat{T}$ to $B_b(K)$. The obvious question is whether $\hat{T} = T \circ \iota$ where $\iota : B_b(K) \to L^\infty(\Omega)$ maps a bounded measurable function to its equivalence class modulo equality almost everywhere.

Unfortunately, this need not be the case. The problem is that $T \circ \iota$ need not be a kernel operator.

**Example 5.4.** We give an example for $K = \mathbb{N} \cup \{\infty\}$ where the neighborhoods of $\infty$ are sets of the form $\{n, n+1, n+2, \ldots\}$. In this case $B_b(K) = \ell^\infty(K)$ and $C(K) = \{(x_1, x_2, \ldots, x_\infty) : x_n \to x_\infty\}$.

Pick a Banach limit $\varphi$, i.e. a functional in $(\ell^\infty)^*$ with $\varphi(x) = \lim(x)$ for all convergent sequences $x$ (which is positive and satisfies $\varphi \circ L = \varphi$ for the left shift $L$).

Define $T \in \mathcal{L}(\ell^\infty)$ by

$$T(x_1, x_2, \ldots, x_\infty) = \varphi(x_1, x_2, x_3, \ldots) \cdot (1, 1, 1, \ldots, 1).$$

Then $T$ indeed takes values in $C(K)$. The kernel associated with $T_{C(K)}$ is $k(x, A) = \delta_\infty(A)$. Thus the extension $\hat{T}$ evaluates functions $x = (x_1, x_2, \ldots, x_\infty)$ at the point $\infty$. However, this need not be the value of $\varphi(x_1, x_2, \ldots)$, so that $\hat{T} \neq T$.

Directly from the characterization in Lemma 5.5 we obtain

**Lemma 5.5.** Let $T \in \mathcal{L}(L^\infty(\Omega))$ be a positive operator taking values in $C(\overline{\Omega})$ and let $\iota : B_b(\overline{\Omega}) \to L^\infty(\Omega)$ be as above. Then $T \circ \iota$ is a kernel operator if and only if whenever $f_n$ is a bounded, increasing sequence of positive functions in $L^\infty(\Omega)$ with $f(x) = \sup f_n(x)$ for almost every $x \in \Omega$, we have $Tf_n(x) \to Tf(x)$ for all $x \in \overline{\Omega}$.

In this case, $T \circ \iota$ is a strong Feller operator.

Motivated by Lemma 5.5, we call an operator $T$ on $L^\infty(\Omega)$ a strong Feller operator if $T \circ \iota$ is a strong Feller operator. Let us note that the set of all strong Feller operators is a closed subspace of $\mathcal{L}(L^\infty(\Omega))$. We also remark that if $T \in \mathcal{L}(L^\infty(\Omega))$ is strong Feller, then for the kernel $k$ associated with $T \circ \iota$ the measure $k(x, \cdot)$ is absolutely continuous with respect to Lebesgue measure on $\Omega$ for all $x \in \overline{\Omega}$.

**Corollary 5.6.** Let $T, S \in \mathcal{L}(L^\infty(\Omega))$ be strong Feller operators. Then $TS$ is compact.

**Proof.** Let $f_n$ be a bounded sequence in $L^\infty(\Omega)$. We pick representatives $\tilde{f}_n$ of $f_n$ in $B_b(\Omega)$. Extending $\tilde{f}_n$ with zero to $\overline{\Omega}$, we find functions $\tilde{f}_n$ in $B_b(\overline{\Omega})$ with $\tilde{f}_n = f_n$ a.e. on $\Omega$. By Lemma 5.5, the operator $(S \circ \iota)(T \circ \iota)$ is compact. Since two continuous functions which are equal almost everywhere are equal, $(S \circ \iota)(T \circ \iota) = (ST) \circ \iota$. It follows from Lemma 5.3 that $((ST) \circ \iota)\tilde{f}_n = STf_n$ has a (uniformly) converging subsequence.

Concerning the operator $A_\mu$ we have

**Proposition 5.7.** The operator $R(\lambda, A_\mu)$ is a strong Feller operator for each $\lambda > 0$.

**Proof.** Since $R(\lambda, A_\mu)$ is a positive operator on $L^\infty(\Omega)$ taking values in $C(\overline{\Omega})$ for $\lambda > 0$, if follows from Lemma 5.5 that we only need to prove that $R(\lambda, A_\mu)f_n \to R(\lambda, A_\mu)f$ pointwise, whenever $f_n$ is a bounded and increasing sequence converging pointwise almost everywhere to $f$. It was seen in the proof of Theorem 1.7 that $R(\lambda, A_\mu)$ is positive, thus the sequence $u_n := R(\lambda, A_\mu)f_n$ is increasing. We set
u(x) := \sup \{ u_n(x) \mid x \in \overline{\Omega} \}. It is a consequence of Proposition 3.4 that \( u \) converges locally uniformly in \( \Omega \). Thus \( u \in C_0(\Omega) \). We set \( \varphi(z) := (u, \mu(z)) \). By the continuity assumption on \( \mu \), the function \( \varphi : \partial \Omega \to \mathbb{R} \) is continuous. It follows from dominated convergence that

\[
(5.2) \quad \varphi(z) = \int_{\Omega} u(x) \mu(z, dx) = \lim_{n \to \infty} \int_{\Omega} u_n(x) \mu(z, dx) = \lim_{n \to \infty} u_n(z) = u(z).
\]

Here we have used that \( u_n \in D(A_\mu) \). As a consequence of Dini’s theorem, \( u_n \) converges uniformly to \( \varphi \) on \( \partial \Omega \).

We now consider the Poisson operator \( \mathcal{P} \) on \( L^d(\Omega) \oplus C(\partial \Omega) \) from the proof of Proposition 3.3. Then we have \( (u_n, 0) \in D(\mathcal{P}) \) and \( (\lambda - \mathcal{P})(u_n, 0) = (f_n, u_n|_{\partial \Omega}) \). As \( D(\mathcal{P}) \subset C(\overline{\Omega}) \oplus \{0\} \), it follows from the closed graph theorem that \( R(\lambda, \mathcal{P}) \) is continuous as an operator from \( L^d(\Omega) \oplus C(\partial \Omega) \) to \( C(\overline{\Omega}) \oplus \{0\} \), where \( C(\overline{\Omega}) \) is endowed with the topology of uniform convergence on \( C(\overline{\Omega}) \). By the above, \( (f_n, u_n|_{\partial \Omega}) \) converges to \( (f, \varphi) \) in \( L^d(\Omega) \oplus C(\partial \Omega) \). Thus

\[
(5.3) \quad (u_n, 0) = (\lambda - \mathcal{P})(f_n, u_n|_{\partial \Omega}) \to R(\lambda, \mathcal{P})(f, \varphi) =: (w, 0)
\]
in \( C(\overline{\Omega}) \oplus \{0\} \). In particular, \( u_n \to w \) uniformly on \( \overline{\Omega} \). Since \( u_n(x) \to u(x) \) for all \( x \in \overline{\Omega} \), we must have \( u(x) = u(x) \) for all \( x \in \overline{\Omega} \). It follows from (5.3) that \( w \in W^d_{\text{loc}}(\Omega) \cap C(\overline{\Omega}) \) and \( \lambda w - \mathcal{P} w = f \). Since \( f \in L^\infty(\Omega) \), elliptic regularity (see Proposition 3.3) implies \( w \in W(\Omega) \). We have thus proved that \( u = w \in C(\overline{\Omega}) \cap W(\Omega) \). In view of (5.2), it follows that \( u \in D(A_\mu) \) and \( \lambda u - A_\mu u = f \).

This shows that \( R(\lambda, A_\mu)f_n \) converges pointwise to \( R(\lambda, A_\mu)f \), proving that \( R(\lambda, A_\mu) \) is a strong Feller operator.

We now obtain more information about the resolvent \( R(\lambda, A_\mu) \) and the semigroup \( T_\mu \) generated by \( A_\mu \).

**Corollary 5.8.** For every \( \lambda \in \rho(A_\mu) \) the operator \( R(\lambda, A_\mu) \) is strongly Feller and compact; moreover also \( T_\mu(t) \) is strongly Feller and compact for \( t > 0 \), where \( T_\mu \) is the semigroup generated by \( A_\mu \).

**Proof.** The function \( \rho(A_\mu) \ni \lambda \mapsto R(\lambda, A_\mu) \) is analytic with values in \( \mathcal{L}(L^\infty(\Omega)) \). On \( (0, \infty) \), it takes values in the closed subspace of strong Feller operators as a consequence of Proposition 3.7. Since \( \rho(A_\mu) \) is connected, the uniqueness theorem for holomorphic functions [11, Proposition A.2] implies that \( R(\lambda, A_\mu) \) is a strong Feller operator for every \( \lambda \in \rho(A_\mu) \). As the semigroup \( T_\mu \) can be computed from the resolvent via a (operator-valued) Bochner integral, it follows that the semigroup \( T_\mu \) consists of strong Feller operators, too.

It follows from Lemma 5.3 that \( T_\mu(t) = T_\mu(t/2)T_\mu(t/2) \) is compact for all \( t > 0 \). Consequently, also the resolvent \( R(\lambda, A_\mu) \), being given as a Bochner integral \( R(\lambda, A_\mu) = \int_0^\infty e^{-\lambda t}T_\mu(t)dt \) for \( \text{Re} \lambda > 0 \), consists of compact operators. \( \square \)

In particular, Corollary 5.8 yields the rest of part (b) and part (c) of Theorem 1.3. We now finish the proof of Theorem 1.3.

**Proof of part (d) of Theorem 1.3.** If \( A_\mu \) is invertible, then \( T_\mu \) is exponentially stable by Corollary 4.3. Thus in this situation, assertion (d) of Theorem 1.3 is valid for \( P = 0 \).

So let us now assume that \( 0 \in \sigma(A_\mu) \). Since \( A_\mu \) has compact resolvent and since \( \|\lambda R(\lambda, A)\| \leq 1 \) for \( \lambda > 0 \), it follows that \( A_\mu \) has a pole of order 1 at 0. Since \( \omega + \Sigma_\theta \subset \rho(A_\mu) \) for some \( \theta \in \left( \frac{\pi}{2}, \pi \right) \) and some \( \omega \geq 0 \) (see the proof of Proposition 3.3), it follows that \( \sigma(A_\mu) \cap i\mathbb{R} \) is finite. On the other hand, [4, Remark C-III.2.15] shows that \( \sigma(A_\mu) \cap i\mathbb{R} \) is cyclic, i.e. if \( s \in \sigma(A_\mu) \), then also \( is \in \sigma(A) \) for all \( k \in \mathbb{Z} \). Consequently, \( \sigma(A_\mu) \cap i\mathbb{R} = \{0\} \). This implies that \( \{0\} \) is a dominating eigenvalue, i.e. there exists \( \varepsilon > 0 \) such that \( \sigma(A_\mu) \setminus \{0\} \subset \{ \lambda \in \mathbb{C} : \text{Re} \lambda \leq -\varepsilon \} \).
Denote by $P$ the residuum of $R(\lambda, A_\mu)$ at 0; this is the same as the spectral projection associated with \{0\}. It follows from the representation of $T_\mu$ as a contour integral that for suitable constants $M, \varepsilon > 0$ we have $\|T(t)(I - P)\| \leq Me^{-\varepsilon t}$ for all $t > 0$, see [1, Theorem 2.6.2]. Since on the other hand $T(t)P = P$ for $t > 0$, we find
\[
\|T(t) - P\| = \|T(t)(I - P) + T(t)P - P\| = \|T(t)(I - P)\| \leq Me^{-\varepsilon t}
\]
for all $t > 0$. 

**Remark 5.9.** Part (d) of Theorem 1.3 implies that the operator $P$ is always of finite rank. This might be surprising since $\Omega$ may have infinitely many connected components. Let us illustrate how Hypothesis 1.2 is responsible for the behavior in Theorem 1.3 (d).

Let us assume that $\Omega$ consists of a countable number of connected components $(\Omega_k)_{k \geq 1}$ such that also the closures $\overline{\Omega_k}$ are pairwise disjoint. Such an open set $\Omega$ can be Dirichlet regular, e.g. in dimension one where every bounded open set is Dirichlet regular.

Let us moreover assume that $\mu$ consists of probability measures and that via $\mu$ there is “no communication” between the connected components, more precisely $\mu(z, \Omega_k) = 1$ for all $z \in \partial \Omega_k$ and all $k \in \mathbb{N}$. In this situation one would expect the kernel of $A_\mu$ be infinite, thus $P$ be not of finite rank. However, it turns out that in this situation Hypothesis 1.2 does not hold.

To see this, pick $z_n \in \partial \Omega_n$. It follows from the boundedness of $\Omega$, that this sequence has an accumulation point $z_0 \in \partial \Omega$, say the subsequence $z_{n_k}$ converges to $z_0$. Noting that $I_{\Omega_j}$ is a continuous function on $\Omega$, it would follow from the $\sigma(\mathcal{M}(\Omega), C_0(\Omega))$-continuity of $z \mapsto \mu(z)$, that
\[
\mu(z_{n_k}, \Omega_j) = \int I_{\Omega_j} d\mu(z_{n_k}) \to \int I_{\Omega_j} d\mu(z_0) = \mu(z_0, \Omega_j)
\]
as $k \to \infty$ for all $j \in \mathbb{N}$. As $\mu(z_{n_k}, \Omega_j) = 0$ for $k$ large enough, $\mu(z_0, \Omega_j) = 0$ for all $j \in \mathbb{N}$. But then we would have that $\mu(z_0, \Omega) = \sum_{n \in \mathbb{N}} \mu(z, \Omega_n) = 0$. This contradicts the assumption that every measure $\mu(z)$ is a probability measure on $\Omega$.

We now describe the asymptotic behavior of the semigroup $T_\mu$ in the case where $\Omega$ is connected.

**Corollary 5.10.** Assume that $\Omega$ is connected.

(a) If $c_0 \neq 0$ or there exists a point $z \in \partial \Omega$ with $\mu(z, \Omega) < 1$, then $P = 0$, i.e. $T_\mu$ is exponentially stable.

(b) If $c_0 = 0$ and $\mu(z)$ is a probability measure on $\Omega$ for every $z \in \partial \Omega$, then there exists a function $0 \leq h \in L^1(\Omega)$ with $\int_\Omega h \, dx = 1$ such that
\[
Pf = \int_\Omega fh \, dx \cdot 1_{\overline{\Omega}}
\]

**Proof.** (a) By Proposition 4.10 $A_\mu$ is injective. Thus $T_\mu$ is exponentially stable by Corollary 4.8.

(b) In this case, $1_{\overline{\Omega}} \in \ker A_\mu$. It follows from the proof of Proposition 4.10 that $\ker A_\mu = C \cdot 1_{\overline{\Omega}}$. Thus $P$ is a rank one projection, i.e. $Pf = \varphi(f) \cdot 1_{\overline{\Omega}}$. Since $T_\mu(t) \to P$ in operator norm, it follows that $P$ is a strong Feller operator. In particular, if $f_n$ is a bounded increasing sequence converging a.e. to $f$ then $Pf_n \to Pf$ pointwise, i.e. $\varphi(f_n) \to \varphi(f)$. But this implies that $\varphi(f) = \int fh \, dx$ for some $0 \leq h \in L^1(\Omega)$. Indeed, if we set $\nu(A) = \varphi([\mathbb{I}_A])$, where $[f]$ denotes the equivalence class of $f$ modulo equality almost everywhere, then it follows from the additional continuity property of $\varphi$ that $\nu$ is a measure. Obviously $\nu$ is absolutely continuous with respect to Lebesgue measure whenever it has a density $h$ by the Radon–Nikodym theorem. 

[1]
Acknowledgement

The authors thank Zakhar Kabluchko for some valuable discussions and, in particular, for pointing out references [6] [7] to us.

References

[1] W. Arendt, C. J. K. Batty, M. Hieber, and F. Neubrander, Vector-valued Laplace Transforms and Cauchy Problems, vol. 96 of Monographs in Mathematics, Birkhäuser Verlag, Basel, 2011.

[2] W. Arendt and P. Bénilan, Wiener regularity and heat semigroups on spaces of continuous functions, in Topics in nonlinear analysis, vol. 35 of Progr. Nonlinear Differential Equations Appl., Birkhäuser, Basel, 1999, pp. 29–49.

[3] W. Arendt and D. Daners, Varying domains: stability of the Dirichlet and the Poisson problem, Discrete Contin. Dyn. Syst., 21 (2008), pp. 21–39.

[4] W. Arendt, A. Grabosch, G. Greiner, U. Groh, H. P. Lotz, U. Moustakas, R. Nagel, F. Neubrander, and U. Schlotterbeck, One-parameter semigroups of positive operators, vol. 1184 of Lecture Notes in Mathematics, Springer-Verlag, Berlin, 1986.

[5] W. Arendt and R. Schätzle, Semigroups generated by elliptic operators in non-divergence form on $C_0(\Omega)$. To appear in Ann. Sc. Norm. Super. Pisa Cl. Sci., XIII, 2014.

[6] I. Ben-Ari and R. G. Pinsky, Spectral analysis of a family of second-order elliptic operators with nonlocal boundary condition indexed by a probability measure, J. Funct. Anal., 251 (2007), pp. 122–140.

[7] K. Taira, Continuity and equicontinuity of semigroups on norming dual pairs, Semigroup Forum, 79 (2009), pp. 540–560.

[8] E. I. Galakhov and A. L. Skubachevskii, On Feller semigroups generated by elliptic operators with integro-differential boundary conditions, J. Differential Equations, 176 (2001), pp. 315–355.

[9] D. Revuz, Markov chains, North-Holland Publishing Co., Amsterdam, 1975. North-Holland Mathematical Library, Vol. 11.

[10] H. Schaefer, Banach lattice and positive Operators, Springer, 1974.

[11] A. D. Ventcel, On boundary conditions for multi-dimensional diffusion processes, Theor. Probability Appl., 4 (1959), pp. 164–177.

E-mail address: wolfgang.arendt@uni-ulm.de
Institute of Applied Analysis, Ulm University, 89069 Ulm, Germany

E-mail address: stefan.kunkel@uni-ulm.de

E-mail address: markus.kunze@uni-ulm.de

Graduiertenkolleg 1100, Ulm University, 89069 Ulm, Germany