A Crack Characterization Method for Reinforced Concrete Beams Using an Acoustic Emission Technique
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Abstract: This study aims at characterizing crack types for reinforced concrete beams through the use of acoustic emission burst (AEB) features. The study includes developing a solid crack assessment indicator (CAI) accompanied by a crack detection method using the k-nearest neighbor (k-NN) algorithm that can successfully distinguish among the normal condition, micro-cracks, and macro-cracks (fractures) of concrete beam test specimens. Reinforced concrete (RC) beams undergo a three-point bending test, from which acoustic emission (AE) signals are recorded for further processing. From the recorded AE signals, crucial AEB features like the rise time, decay time, peak amplitude, AE energy, AE counts, etc. are extracted. The Boruta-Mahalanobis system (BMS) is utilized to fuse these features to provide us with a comprehensive and reliable CAI. The noise from the CAI is removed using the cumulative sum (CUMSUM) algorithm, and the final CAI plot is used to classify the three different conditions: normal, micro-cracks, and fractures using k-NN. The proposed method not only for the first time uses the entire time history to create a reliable CAI, but it can meticulously distinguish between micro-cracks and fractures, which previous works failed to deal with in a precise manner. Results obtained from the experiments display that the CAI built upon AEB features and BMS can detect cracks occurring in early stages, along with the gradually increasing damage in the beams. It also soundly outperforms the existing method by achieving an accuracy (classification) of 99.61%, which is 17.61% higher than the previously conducted research.
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1. Introduction

The wide and extensive use of concrete beams in modern-day engineering structures has made it necessary to assess the deterioration of such beams to avoid the climacteric phase of fractures that may lead to the catastrophic loss of capital and human lives. Usually, concrete structures are monitored through visual inspection, which is not always a feasible option due to the inaccessible locations of the cracks, especially in bigger structures. This problem can easily be solved by using direct or nondirect monitoring methods that use measurements from various sensors [1,2]. There are two types of direct methods. One is contact, and the other is the noncontact method, depending on if there is any direct attachment of the sensors to the test specimen. Photographic techniques [3–5], ultrasonic propagation imaging [6], etc. are some of the examples of direct noncontact techniques, and techniques such as 2D sensing sheets or fiber optics fall under the category of direct contact techniques. Nondirect methods include nondestructive techniques like acoustic emission (AE) to monitor the condition of the
concrete structures [7]. Among all the nondestructive techniques, AE is quite effective and popular for its ability to detect cracks in composite materials, like concrete [8–15]. When fractures take place in concrete beams, materials associated with the fracture emit energy and produce propagating waves, which can be identified using the mounted transducers placed over the surface area of the concrete beam [1,3,6,8,16–18]. Using the recorded AE signals, we can determine the present condition of the concrete beam.

AE has drawn a great deal of attention in recent times as a promising technique for monitoring concrete structures. The detection of cracks and the assessment of the damage and location in concrete structures are operations that are performed by analyzing the AE signals. Using AE techniques, it is possible to listen to sounds caused because of the plastic deformation and micro-cracking in the materials. AE signals are sensitive to crack propagation and microscopic processes [19] and can help us to determine the stress waves produced by structural anomalies. AE has its unique ability to determine processes like crack propagation and debonding in materials related to the performance assessment of the structures. Additionally, AE signals acquired under heavy loads from the concrete beams can be used for the effective characterization and identification of cracks. There are two kinds of AE signals depending on the waveforms shapes [3]. We intend to use burst-type AE signals that are associated with brittle materials and can be used to detect and characterize cracks in them. As a result, there are many works in the literature [8–15,17,18,20–25] adopting the AE technique for evaluating the degradation of concrete beams. These works provide efficient and robust methods for fault diagnosis in reinforced concrete beams, but the following issues should also be addressed carefully:

- Previously conducted researches have used different AE features for the detection and classification of the fractures in concrete beams. It is quite hard to sort out which features have a higher sensitivity to crack growth. Certain features may have sensitivity to the incipient cracks that occur in the time history, whereas some may show sensitivity to crack severity (fractures) during the final failure period. Apart from the classification and detection of the cracks, it is also of paramount importance to assess the degradation in concrete structures over their full lifetime so that drastic and catastrophic failures can be avoided. Existing works have not focused on this perspective of crack evaluation in concrete structures.

- Machine learning-based classification algorithms in many cases would require failure data for training in order to build a condition monitoring system for concrete structures. Such data related to concrete failure are very hard to collect in real-life scenarios, which may eventually lead to an inefficacious crack assessment indicator.

- In many cases, the existing works have failed to precisely determine the time period of early crack occurrence, since used AE features have displayed discrete fluctuations, making it very problematic to sort out the time period. Additionally, nonmonotonic curves of these features even after the severity of cracks has increased can be observed as well. It may lead to false maintenance alerts resulting in a waste of resources.

- The existing methods do not focus on the classification of crack types, even though machine learning-based classification methods can be effective measures to detect cracks. Very few methods that have adopted classification approaches fail to distinguish the micro-cracks from the macro ones.

Considering the points mentioned earlier, it becomes a necessity to develop a robust concrete crack assessment indicator (CAI) that can coalesce the diagnostic capabilities of the individual features by suppressing noise in the curve of the indicator representing the time history. Previous works focus on load analysis against the AE history, fracture detection, fault classification (severe/minor), classification of tensile or shear cracks, etc. The existing literature lacks the development of a very accurate CAI for evaluating the crack development of concrete beams over time. The existing works found so far that made substantial effort to build a degradation indicator using AE burst (AEB) features did not consider the entire time history of the loading, while not allowing us to have full insight into the degradation process. To deal with the lacking capability and the above-mentioned challenges, this paper utilizes the
Mahalanobis distance (MD) [26] accompanied by the Boruta feature selector algorithm [27] to fuse the important features from the AE feature pool and develop the CAI. Our proposed system combines the MD and Boruta feature selector algorithm (Boruta-Mahalanobis system (BMS)) in a multi-dimensional system. The MD is used so that we can build a measurement scale with multiple dimensions and establish the Mahalanobis space (MS) [26]. The MS acts as a point of reference of the scale considering a group of normal observations. It is possible to solve the class imbalance problem using MD by considering single-class samples. It is not necessary to use the entire data designated for training to construct the measurement scale. It is possible to calculate MD using the in-between distance of the center of the MS and the observations that are being evaluated. Observations having a MD smaller than the threshold are considered normal, whereas observations having a MD that exceeds the threshold are abnormal. Provided with robust and appropriate features, the MD alone can determine fractures in the concrete beam. Though the MD has been effectively used in many works [28–32], it does not provide a complete method to figure out appropriate features that can provide us with a reliable CAI. Therefore, we used Boruta, which is a wrapper-based feature selector algorithm capable of choosing the most intrinsic features of the system. However, the CAI developed using BMS can present a great deal of noise due to the scattered and fluctuating MD points. To alleviate noise and obtain a monotonic CAI, we suggested a noise-removal strategy (NRS) based on the cumulative sum (CUMSUM) algorithm [33]. In this study, the final time-dependent CAI has a duration of 872 s, with the first 300 s representing the normal condition. The following two 300 and 272-s periods represent micro-crack and fracture formations, respectively. This CAI is finally passed through a k-nearest neighbor classifier (k-NN) as an input to distinguish between the three mentioned states. The novel contributions of the work are presented in brief as follows:

- A reliable CAI presenting the time history of crack formation in the concrete beam is proposed. From the proposed CAI, we can observe the initial crack formation until the complete failure (fracture) of the beam. The CAI encompasses different crucial AE features reflecting the change in the concrete condition over time due to the conducted three-point bending test. Furthermore, the proposed CAI does not necessitate any previous knowledge of the crack/fracture data for measuring the CAI.
- A NRS-based on the CUMSUM method is proposed to deal with the scattered points of MD so that we can obtain a monotonic and smooth CAI that increases with the crack growth, leading to fractures and severe degradation.
- The proposed method outsmarts the existing method by achieving a 99.61% average classification accuracy, which is 17.61% higher than the previous method.

The rest of this paper is arranged as follows. Related works to the proposed study are discussed in brief in the following section. Section 3 encompasses the theoretical details of the AEB features, BMS, NRS, and k-NN. In Section 4, we covered the description of the proposed methodology in details that incorporate the three-point bending test conducted on concrete beams for AE data acquisition, CAI development, and crack-type classification. The experimental results, along with the discussions, are presented in Section 5. Lastly, the conclusions of this paper are drawn in Section 6.

2. Related Works

A numerical model and an onsite monitoring mechanism of retro-filled concrete beams with nonrectangular cross-sections was presented by Carpinteri et al. [17]. Using nondestructive techniques, like impact tests and pull-out tests, they estimated the mechanical parameters of the concrete specimen. Simultaneously, AE was used to investigate the micro-cracking and creep effects. Yu et al. [8] used AE to monitor slow dynamics in polymer concrete samples. AE was used for the characterization of the micro-damage mechanism in real time by putting concrete specimens under a three-point bending test. Finally, k-means clustering accompanied by principal component analysis was used to classify AE data. Das et al. [9] designed a framework to automate the probabilistic classification of the cracks
using AE. The average frequency and rising angle (RA) values were clustered using an unsupervised learning algorithm for classification. The clustered data was further classified using a support vector machine to identify the damage condition.

Aggelis et al. [10] evaluated and monitored the mechanical performance of lightweight carbon fiber and concrete beams using AE and digital image correlation. They found that AE signals with high-frequency components represent the beams suffering from matrix cracking. Aggelis [11] conducted a study using several types of concrete by means of AE during bending tests. The signals collected at different stages of fractures displayed distinguishable signatures. The proposed method could successfully distinguish between tensile micro-cracks and brittle macro-cracks. Additionally, it could detect fiber pullout, enabling a warning when the final failure occurs. Banjara et al. [12] presented a study that focused on developing an effective AE technique to monitor the initiation and propagation of cracks considering various types of concrete. Additionally, they identified acoustic parameters that can determine both shear and tensile cracks.

Tsangouri et al. [13] proposed that it is quite difficult and, to some extent, impossible to characterize macro-cracks occurring in concrete beams by observing the changes in mechanical properties. Therefore, they suggested the use of the AE technique to comprehend the damage process. Cumulative AE hits under increasing loads in their proposed method could successfully detect the damage initiation process. The assessment of the severity was conducted by parameterizing load/calm ratios. Chen et al. [15] conducted a study on how the loading rate impacts the behavior of the fracture. AE was used for real-time monitoring. The results showed that the toughness of concrete has rate effect points in the curve representing the cumulative AE hits and cumulative ringing count. As time passes by, one of these can represent the commencing point of the concrete boundary effect. Further, they found that, as the loading rate was increased, the width of the crack increased and the ductility of concrete decreased. On the other hand, the quantity of shear cracks increased.

For the first time in the field of concrete crack characterization and detection, Kim et al. [7] considered using the MD to show the time history of the increasing severity of cracks in concrete beams. They used the Mahalanobis-Taguchi system to build a degradation indicator. The Chebyshev inequality was used to suppress the noise in the degradation indicator. The main issue with the work is that it did not consider the full-length signal and perform classification that can distinguish between normal and crack modes. However, it is necessary to build the degradation indicator considering the full-length signal and, also, perform the classification in such a way that the system can precisely distinguish between micro-cracks and fractures, along with the normal mode.

Tra et al. [34] detected impulses occurring in the AE signals using the constant-false-alarm-rate algorithm. They considered AE features like counts, duration, amplitude, risetime, energy, etc. They determined that, as the damage increases, the properties of these features change. They used k-NN for crack-type classification and achieved around an 82% accuracy. Since concrete crack characterization is a field of research that involves both human life and the potential for large capital losses, a greater accuracy is needed to avoid false alarms. An accuracy of 82% is, therefore, not sufficiently precise. In particular, Tra et al.’s work suffered from not being able to precisely detect micro-cracks.

3. Technical Background

3.1. AE Monitoring of Reinforced Concrete (RC) Structures

A common way to monitor AE is observing the structural degradation. If a crack takes place, a stress wave is generated, and it is regarded as an AE source. Due to the stress wave, the resulting stimulus acts upon the specimen material and creates a local plastic deformation [35]. After that, the stress wave flows starting from the source to the surface of the structure and is recorded by an AE sensor. The role of sensors is important for an AE system, since it converts the stress wave to an electrical signal [35]. Signal amplification is necessary prior to transmission given the fact that the
sensor is nonintegral. Integral sensors have embedded amplifiers. The wave is directly transferred to the AE instrument for these sensors. Next, the wave is transmitted for data acquisition in order to perform recording, storing, and analysis. A basic pictorial view of the AE data acquisition for a reinforced concrete beam is presented in Figure 1.

![Figure 1. Basic acoustic emission (AE) data acquisition system for concrete beams.](image)

It is quite challenging to perform AE monitoring for composite materials like RC beams because of the attenuation effect. RC beams are heterogeneous materials consisting of cement, coarse aggregates, fine aggregates, and steel bars as reinforcement. Additionally, it is full of flows like pores, air voids, etc. Therefore, a suitable sensor with a lower resonant frequency and appropriate frequency range should be chosen.

3.2. Acoustic Emission Burst Features

AE signals collected from the concrete structures have special parameters that can represent AE events in a descriptive way. These AE features characterize the AE bursts that are considered to develop the crack assessment and classification methods in this study. The AE features we used in our study are the peak amplitude, AE counts, AE energy, rise time, and decay time. Altogether, these combined features will be addressed as AEB features in our study. They are highly related to concrete structural health monitoring, and they are also crucial measures for crack characterization. Figure 2 presents a pictorial view of the features. They are further defined as follows [35,36]:

![Figure 2. A pictorial representation of the considered AE features.](image)

- **Peak amplitude:** The highest voltage measured in an AE waveform is denoted the peak amplitude.
- **AE counts:** The number of times the AE signal exceeds a preset threshold during any selected portion of the test is defined as the AE counts.
- **AE energy:** Measurement of area conducted within the rectified signal envelope can be defined as AE energy.
Rise time and Decay time: The time between the first threshold crossing and peak amplitude is called the rise time. The decay time is the opposite of the rise time. The time when the peak value of the amplitude reduces to the lowest within the threshold is set prior.

3.3. Boruta-Mahalanobis System

The MD itself can build a noisy time history trend for the occurrence of concrete cracks, but it is not possible to assure features being used by the classifier if all of them are useful. Using features that do not have much impact on finding the proper time history trend of crack occurrence can not only increase the computational complexity but can also introduce a fallacious trend, resulting in unintended and untimely alarms. Therefore, we need a feature selection algorithm to serve our purpose [37]. We incorporated the Boruta feature selector algorithm to sort out the useful features for calculating MDs.

The Boruta algorithm is a wrapper-based feature selection algorithm built using the random forest classification algorithm [38]. It has been successfully used in different fields of fault diagnosis [39,40]. It collects outputs from an ensemble of randomized samples through which it is possible to reduce the misleading effects of random fluctuations and correlations. The extra randomness added by Boruta can present us with a transparent view of the attributes that are crucial for describing the system. The Boruta algorithm is described as follows:

1. First, we have to expand our information system by adding copies of all the variables. The system must be expanded by at least five shadow attributes.
2. It is next required to shuffle the attributes that are newly added to get rid of their correlations with the response.
3. The random forest classifier is invoked at this step on the expanded information system. The Z scores are computed and stored.
4. From the shadow attributes, we must find out the maximum Z score. This score is referred to as MZSA. If any attribute scores better than the MZSA, we are supposed to assign a hit for that.
5. If there is any attribute with an undetermined importance, we have to perform a two-tailed test of equality with the MZSA.
6. There will be attributes in the system that have a significantly lower importance than MZSA. Those attributes are regarded as unimportant and must be wiped out from the information system. We must deem attributes as “important” if they have an importance significantly higher than the MZSA.
7. Finally, we must remove all the shadow attributes and repeat the whole process unless the importance is assigned for all the attributes or the algorithm reaches a prior limit of the number of random forest runs.

After the important features are listed using Boruta, we would use them to find our CAI using the MD. To do that, we have to define the features that represent the normal condition first from the ones selected using Boruta. The data associated with the features that present the normal scenario are next gathered to calculate the MDs of the normal observations. The constructed feature set can be defined as:

$$F_{m \times n} = [f_{uv}]_{m \times n}$$  \hspace{1cm} (1)

where $f_{uv}$ is the $i$th observation of the $v$th reference, $m$ denotes the total number of observations, and $n$ presents the total number of features. It is required for all the variables in the system to contribute equally in order to determine the MD by definition. For this reason, we have to normalize the observations in $F$. $F$ is normalized as follows:

$$N_{uv} = (f_{uv} - \bar{f}_v) / \sigma_v$$  \hspace{1cm} (2)
where the normalized test feature is represented by \( N_{uv} \). \( \sigma \) is the standard deviation. \( f_v \) and \( \sigma \) can be calculated as:

\[
f_v = \frac{1}{a \sum_{u=1}^{a} f_{uv}}
\]

\[
\sigma = \sqrt{\frac{\sum_{u=1}^{a} (f_{uv} - f_v)^2}{a - 1}}
\]

where \( a \) represents the observations in the dataset that are considered healthy. Finally, the MD is calculated using Equation (5), considering the normalization we obtained using Equation (3).

\[
MD(u) = \sqrt{\frac{1}{q} N_{uv} C^{-1} N_{uv}^T}
\]

where \( C \) denotes the correlation matrix of the features that are normalized.

### 3.4. The CUMSUM Algorithm

The CUMSUM is a technique for sequential analysis developed by E. S. Paige \[41\] that is usually used for change detection for monitoring purposes. In this technique, the quality number \( \theta \) is used as a parameter of the probability distribution. For example, \( \theta \) can be the data mean. The CUMSUM method can be devised to deduce changes in the parameter. Additionally, a criterion to decide when to take corrective action is also proposed in the CUMSUM. If we use the CUMSUM algorithm to track changes in \( \theta \), it is possible to detect the steps of a time series.

Let the \( MD[w] \) be a discrete random signal with independent and identically distributed samples that follow a probability density function (PDF). The deterministic parameter can either be a mean \( (\mu_w) \) or variance \( (\sigma_w^2) \) of the \( MD[w] \). The \( MD[w] \) may contain an abrupt change occurring at the change time \( w_c \). Based on the theory proposed by Paige, this change is modeled by the instant modification of \( \theta \), taking place at the change time \( w_c \). Therefore, \( \theta = \theta_0 \) before \( w_c \) and \( \theta = \theta_1 \) from \( w_c \) to the current sample. For the above-mentioned assumptions, the entire PDF of the signal \( P_w \), observed between the first sample \( (MD[0]) \) and the current one \( (MD[k]) \), can have two different forms:

(a) Under the no-change hypothesis \( (H_0) \), the PDF of \( MD(w) \) is

\[
P_w|H_0 = \prod_{w=0}^{k} P (MD[w], \theta_0)
\]

(b) Under one change hypothesis \( (H_1) \), the PDF is as follows:

\[
P_w|H_1 = \prod_{w=0}^{w_c-1} P (MD[w], \theta_0) \prod_{w=w_c}^{k} P (MD[w], \theta_1)
\]

To design the CUMSUM algorithm, a sudden change in the past signal has to be sequentially detected sample after sample. For every new sample \( MD[k] \) either \( H_0 \) or \( H_1 \) must be decided. If \( H_1 \) is decided, it is necessary to decide the change time using an estimator, \( \hat{w}_c \). It is quite difficult to choose between \( H_0 \) and \( H_1 \). If \( H_1 \) is decided, it can be concluded that an abrupt change is detected. One easy way to solve this is calculating the loglikelihood ratio. If the loglikelihood ratio is greater than the set threshold \( (h) \), we can determine the set hypothesis to be \( H_1 \). To obtain a simplified version of the algorithm, we need an instantaneous loglikelihood ratio at time \( w \). This is derived by the following equation:

\[
s[w] = \ln \left\{ \frac{P(MD[w], \theta_1)}{P(MD[w], \theta_0)} \right\}
\]
The cumulative sum from 0 to $k$ can be written as

$$S[k] = \sum_{w=0}^{k} s[w]$$  \hfill (9)

The loglikelihood function can be rewritten as

$$L_{MD}[k, w_c] = S[k] - S[w_c - 1]$$  \hfill (10)

Finally, the decision function and the estimator can be written as

$$G_{MD}[k] = S[k] - \min_{1 \leq w_c \leq k} S[w_c - 1]$$  \hfill (11)

$$\hat{w}_c = \arg\min_{1 \leq w_c \leq k} S[w_c - 1]$$  \hfill (12)

Algorithm 1 describes the CUMSUM algorithm in brief based on the above discussion and formulations.

**Algorithm 1 CUMSUM Algorithm**

**Initialization**

set the detection threshold $h > 0$

$k = 0$

end

while the algorithm is not stopped do

measure the current sample $MD[k]$

$s[k] = \ln \left\{ \frac{p_{MD}[k, \theta_1]}{p_{MD}[k, \theta_0]} \right\}$

$S[k] = \sum_{w=0}^{k} s[w]$

$G_{MD}[k] = S[k] - \min_{1 \leq w_c \leq k} S[w_c - 1]$

if $G_{MD}[k] > h$ then

$w_d \leftarrow k$

$w_c = \arg\min_{1 \leq w_c \leq k} S[w_c - 1]$

stop or reset the algorithm

end

$k = k + 1$

End

3.5. k-Nearest Neighbor Algorithm

The k-NN [42] algorithm has acceptable performance for data with a small number of features, particularly if there are not many distinguishable outliers. The algorithm works based on three basic principles: (1) the calculation of distances among the neighbors, (2) the determination of the $k$-closest neighbors to handle the bias invariance trade-off for finding a solution to the overfitting/underfitting phenomena, and (3) votes for labeling the data. Using Figure 3, the basic mechanism of k-NN can easily be explained.
4. Methodology

The methodology proposed in this work is divided into two sections. First, the AE data acquisition process for the RC beam (24 MPa, Korean Standard Reinforced Steel Bar, D16 (SD400)) is conducted. To do this, an experimental setup was built for conducting a three-point bending test on the RC beams with a loading machine to apply an external load. The second portion of the proposed methodology consists of developing a robust CAI by using the AEB features and BMS. Additionally, three-class classification was conducted to differentiate among the normal condition, micro-cracks, and fractures. The second portion ends with an algorithmic representation of the whole crack characterization method (CAI and classification).

4.1. Experimental Test Setup and Data Acquisition

We developed the testbed at our Ulsan industrial artificial intelligence laboratory (UIAI) located in Ulsan, Republic of Korea to acquire the AE data. Flexural tests are popular for evaluating the tensile strength of RC beams. Further, flexural tests can be used to determine the ability of the RC beams to endure failure resulting because of the bending. These tests are performed using center-point bending, three-point bending, or four-point bending. The three-point bending test is carried out in a way where half of the total load is projected at every one-third of the RC beam length. On the other hand, the full load is applied at the center of the beam in center-point bending. Based on the standard set by the American society for testing and materials (ASTM), the length of the RC beam has to be at least three times greater than the depth [43]. The depth of the RC beam we considered was 300 mm. The span length fixed for the experiment was 2400 mm. Since the length was quite large, a three-point bending test was conducted for a uniform distribution of the cracks in the beam.
Figures 4 and 5 present the testbed for gathering AE signals from the test specimen. A diagram showing where the sensors were placed in the RC beam and the conducted three-point bending test is presented in Figure 4. Figure 5 displays the real-time setup developed at the UIAI laboratory. The length of the beam was 2400 mm, and the depth was 300 mm. For a particular amount of time, an external load was applied to initiate the cracks. The loads were projected at two points on the beam that were 800 mm apart from each other. We used a load velocity of 2 mm/s.

Various types of sensors were used for acquiring the AE data. R15I [44] and WD [45] sensors were used in the experimental setup. For every type of sensor, the flexural test was conducted three times, resulting in six different bending tests. The experiments were conducted in the same condition for the reproducibility test. To choose a highly sensitive sensor, a verification of the sensor mounting was undertaken. We used the pencil lead fracture (PLF) test to mimic the acoustic wave on the surface of the concrete structure. For this purpose, a magnetic pencil with a Teflon shoe was used. Readers can refer to [46] for the details of the process. Figure 6 depicts the method to handle the magnetic pencil on the specimen surface. An angle of 30° from the plane of the specimen surface was used (illustrated in Figure 6). If the PLF produces a high amplitude of 99 dB or sensitivity within a ±3-dB margin, we can consider the sensors to be significantly coupled. Through this process, we chose our sensor to be R15I. A total of eight sensors were placed on the concrete beam for data acquisition in each experiment.

The RC beam had six surfaces, and our goal was to cover all of the surfaces using a total of eight sensors. We fixed the sensors on the concrete specimen using mounting tape and glue gel. We put the sensors as far as possible from the loading points, mostly near the ends of the beam, so that the crack formation did not harm the placement of the sensors. AE signals were collected for around 15 min at a 10-MHz sampling rate. The R15I sensors had an integrated amplifier and a preamplifier having a
gain of 40 dB. There was no AE threshold set prior to performing the experiments, but an adaptive threshold level was used. The adaptive threshold was dependent on the maximum amplitude of the collected AE signals.

![Image](image_url)

**Figure 5.** The real-time experimental testbed for the reinforced concrete (RC) beam: (a) the entire setup and (b) measurement of the cracks.

![Image](image_url)

**Figure 6.** The pencil lead fracture test for sensor selection.

Figure 7 presents the AE signals for three different scenarios. The first one, Figure 7a, represents the normal condition in the beam. Figure 7b,c represents the AE signals for micro-cracks and macro-cracks. Macro-cracks are often referred to as fractures in our study. The in-plane distance was measured using a linear variable differential transformer (LVDT) at the mid-span, which was fixed at the bottom of the concrete specimen. Figure 8 presents the concrete specimen with severe fractures that occurred after the gradual application of the increasing load. Table 1 summarizes the experimental specifications.

| Specification                              | Value                                      |
|--------------------------------------------|--------------------------------------------|
| Number of sensors per experiment           | 8                                          |
| Sensor type                                | WD and R15I AE sensors                     |
| Sensor elected after pencil lead fracture test | R15I                                      |
| Number of RC beams                         | 6                                          |
| Data acquisition period                    | Around 15 min                              |
| Concrete type                              | 24 MPa                                     |
| Reinforcement                              | Korean Standard Reinforced Steel Bar, D16 (SD400) |
| Load                                       | 1.03 kN (initial) and 107.6 kN (final)       |
| Load velocity                              | 2 mm/s                                     |
| Displacement type                          | In-plane                                   |
| Displacement measurement location          | Mid-span                                   |

**Table 1.** Parameters and specifications of the conducted experiments. RC: reinforced concrete.
Concrete type 24 MPa
Reinforcement Korean Standard Reinforced Steel Bar, D16 (SD400)
Load 1.03 kN (initial) and 107.6 kN (final)
Load velocity 2 mm/s
Displacement type  In-plane
Displacement measurement location Mid-span

Figure 7. AE signals presenting three different conditions: (a) the normal condition, (b) micro-cracks, and (c) macro-cracks/fractures.

Figure 8. Macro-cracks/fractures taking place after the application of a gradually increasing load.

4.2. Proposed Methodology for CAI Development and Crack Classification

The proposed methodology of this study consists of CAI development and crack-type classification. The steps of the proposed methodology can be described as follows:

1. AE signals are collected from the testbed that involves conducting three-point bending tests on RC beams.
2. Some AEB features were described in Section 3.1. They are extracted from the collected raw signals.
3. Features representing the condition of the RC beams when there are no cracks are defined first. Next, we collect data of all the features denoting this normal condition. After that, the MDs of the normal condition are calculated.
4. The MDs of the abnormal groups: micro-cracks and macro cracks/fractures are calculated at this step using the MS. These two groups consist of feature points related to micro-crack and macro-crack/fracture formation in the RC beam. To normalize the features of these two
abnormal groups, the standard deviation and mean of the corresponding features from the normal group are used. Lastly, the correlation matrix associated with the normal group is adopted to find out the MDs of the two conditions that are abnormal, corresponding to the micro and macro-cracks, respectively.

5. As stated in Section 3.3, the Boruta feature selection algorithm is used in this step to sustain the crucial features.

6. The MD corresponding to the CAI that fuses the crucial features selected using the Boruta algorithm is denoised using Algorithm 1, presented in Section 3.4. Algorithm 1 works perfectly as a NRS and provides us with a monotonic CAI curve.

7. The CAI consists of 872 data points. The first 300 points represent the normal condition with no crack formation in the concrete beam. The next 300 and 272 points represent the micro-cracks and macro-cracks/fractures, respectively. This CAI plot was fed to a k-NN classifier as an input for classification.

Figure 9 presents the comprehensive pictorial view of the proposed method.
To further make our proposed method understandable and implementable for readers, we summarized the entire methodology into an algorithm. The algorithmic view covers all the processes presented in Figure 9. For the technical details of the algorithm, refer to Section 3. Algorithm 2 is described as follows:

**Algorithm 2** Algorithm of the proposed method

**Step 1: Feature extraction**
**Step 2: Feature selection using Boruta**

**Input:** Given an information set: I; I ∈ R^N

**Output:** Relevant features: F; F ∈ R^M; M ≠ N

**Initialization**
- Shadow information set, S = \{S_1, S_2, ..., S_k\}
- ∀s ⊆ I, ∀s ∈ R^N
- H = Hit array

**end**

**for** ∀(I, S), I^p = S^q_k; where, p, q = 0 : n; p ≠ q

**Global system,** g = \{I, S\}; ∀g ∈ R^N

**while** Rand_limit < the prior limit of the random forest runs, **do**
- Z_score ← random forest (g)
- important_feature ← Z_score \(>\) Z_score_max()
- omitted_feature ← Z_score \(<\) Z_score_max()

**For two-tailed test of equality,** F_eq ← \{Z_score \(=\) Z_score_max(), Z_score \(\neq\) Z_score_max()

**Hits, H ←** \{1; \(Z\) scorer = Z_score_max(), 0; \(Z\) scorer \\(\neq\) Z_score_max()

**update** H and Rand_limit

**end**

**return** F

**Step 2: MD calculation**

**Input:** Feature set F, F ∈ R^m×n; a = number of healthy observations

**Output:** MD of all the features

**while** calculation of MD is underway, **do**
- \(F_N \leftarrow f(x) = \begin{cases} 1, & \text{normal condition} \\ 0, & \text{otherwise} \end{cases}\)
- \(f_{uv} = u^{th} \text{ observation of the } v^{th} \text{ reference, } g = \text{Total observations, } h = \text{total features}\)
- \(F_{gkh} = [f_{uv}]\)

**for** 1: (g × h)
- calculate the mean, variance, and normalized feature using equations 3, 4, and 2
- calculate the covariance matrix, C for the normalized features
- update \(F_{gkh}\) with normalized features
- calculate the MD using Equation (5)
- compute until u

**end**

**return** MD

**Step 3:** Algorithm 1 for noise removal from the MD

**Step 4:** Classification using the k-NN algorithm

5. Results Analysis

We used MATLAB software and Python 3.5 for the analysis. This section mainly evaluates the potential of the method described in Section 4.2 for the CAI development and classification. First, an analysis of the results is performed to develop a lean and robust CAI in the following section. The section after that contains an analysis of the classification results.
5.1. Feature Extraction and CAI Development

To build our desired CAI for the RC beam, we used five different features (peak amplitude, rise time, decay time, AE counts, and AE energy). There was a total of 872 points for each feature, representing a time history of 872 s during the bending test. Each feature is expected to have a very significant impact on the CAI. Therefore, features that are not correlated with cracks can make the CAI unreliable. Figure 10 shows an example of a reliable and an unreliable feature. Figure 10a shows the trend of the decay time over the entire failure history of the concrete specimen. The value of the decay time changes over time, and it drastically falls at 855 s, representing the failure of the beam. This trend can be used to represent the failure history of the beam. On the other hand, the time history plot of the feature and peak amplitude do not provide us with much insight about the initial crack occurrence and crack expansion and occurrences. Even though the 300–600 s represent the formation of the micro-cracks, the trend in Figure 10b does not provide us with significant fluctuations in that early time period. The peak amplitude feature is therefore not beneficial for our CAI. To solve this issue, we used the Boruta algorithm described in Section 3.3. Figure 11 shows the resulting ranking of the features considered in our study. The three features having the most importance are selected to be fused using the MD combining together all the fault information from each.

Figure 10. Time history of (a) the decay time (a reliable feature) and (b) peak amplitude (an unreliable feature).
A plot of the BMS (selected features and MD) for the concrete’s minor crack formation to fail is presented in Figure 12a. It puts together the degradation information from each of the AE features selected using the Boruta algorithm and comprehensively reflects the crack formation in the beam. Figure 12a shows a clearer crack formation trend compared to any individual feature, since it has less noise. However, the BMS plot still contains noise due to minor oscillations before it starts to fully grow. This can create unwanted maintenance alarms. To achieve our final CAI, the BMS plot is further processed using NRS (the CUMSUM algorithm). Figure 12b contains no noise, and the time history of the crack formation is clearly visible. For the first 300 s, there was no crack, and thus, it denoted the normal condition of the RC beam. Cracks started forming at around 301 s, and we could see the macro-cracks/fractures occurring from 600 s onward. The RC beam went into complete failure at around 855 s.

Figure 12. Time history of the RC beam: (a) Boruta-Mahalanobis system (BMS) plot and (b) final crack assessment indicator (CAI).
5.2. **Classification Using k-NN**

To classify the damage stages, we used the k-NN algorithm. First, we used the classification model with chosen feature vectors that enable the classifier to distinguish the normal condition, micro-cracks, and macro-cracks/fractures. Figure 13 presents the 3D feature space of the selected features that were used in this study. It is clearly visible that clusters for the normal and crack conditions formed. We initially followed the typical process of training the classifier with the chosen feature space but ended up having a low classification accuracy. However, crack characterization and detection for RC structures is a critical task that should have a margin of error that is as low as possible. Any miscalculation may lead to catastrophic outcomes that can cost valuable human lives. To increase our accuracy, we used the CAI plot obtained using the BMS (Figure 12) that clearly indicated the damage to perform the classification. The CAI curve contains all the fault information from the crucial features and has a nice increasing monotonous curve representing the crack formation and expansion over the time history.

![3D plot of the feature space](image)

**Figure 13.** 3D plot of the feature space.

As mentioned in Section 3.5, it is quite important to carefully choose the values of $k$ for the k-NN algorithm. We conducted experiments with eight different values of $k$ (1, 3, 5, 7, 9, 11, 13, and 15). From Figure 14, we can see that for $k$-values of 5, 3, and 1, the testing accuracy was the highest. The accuracy remained unchanged for these three values. We set the $k$-value of our classification problem to be 5.

![Determining the optimal value of $k$](image)

**Figure 14.** Determining the optimal value of $k$. 
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We divided our datasets into two parts. Seventy percent of the data was used for training and the rest for testing. The first dataset consisted of the direct feature values (rise time, decay time, and AE counts), and the second dataset consisted of the points derived from the CAI plot. Figure 15 presents the confusion matrix for the proposed approach (k-NN and CAI plot) and k-NN algorithm learning directly from the feature space (k-NN and selected AE features). It is clearly visible from Figure 15b that the direct k-NN classifier misclassified many normal data points as micro-cracks. Additionally, for the typical approach, many micro-crack specimens were classified as macro-cracks/fractures. However, from Figure 15a, we can comprehend that the CAI-based classifier successfully distinguished between micro and macro-cracks with a very low error margin. We also compared our proposed method with a very recently published paper [34] that used the CFAR algorithm with k-NN. For comparison, we used two parameters: the average classification accuracy and F1-score. The F1-score can be calculated as follows:

\[
F1 - score = 2 \times \frac{Recall \times Precision}{Recall + Precision}
\]

Table 2 presents the performance comparison for the proposed method, the k-NN algorithm with the direct AE feature vectors, and the work presented in [34]. The proposed method outperforms the other two methods in both of the considered parameters with a good margin.
Table 2. Performance comparison of the different approaches. K-NN: k-nearest neighbor, CAI: crack assessment indicator, and AE: acoustic emission.

| Methods                  | Accuracy (%) | F1-Score |
|--------------------------|--------------|----------|
| k-NN and CAI plot        | 99.6         | 0.988    |
| k-NN and selected AE features | 74           | 0.738    |
| k-NN and CFAR            | 82.46        | 0.819    |

6. Conclusions

This paper proposes an approach that involves developing a robust CAI accompanied by a crack detection method using the k-nearest neighbor (k-NN) algorithm that can successfully distinguish among the normal condition, micro-cracks, and macro-cracks (fractures) of RC beams. The AEB features and BMS were combined to build a novel CAI for evaluating the crack types of RC beams. To do that, the AE signals were first collected from the testbed where three-point bending tests were conducted on RC beams. Second, the AE features were extracted from the raw AE data. Third, using the Boruta feature selection algorithm, the crucial features were selected to form the feature space. They were provided to the system for the calculation of the MD that differentiates the crack conditions from the normal ones. Lastly, the CUMSUM algorithm was used as a NRS to obtain a solid and monotonic CAI without noise. The proposed CAI can effectively track the crack formation trend in the RC beam over its history. This technique can point out the time when premature micro-cracks occur and, also, the time when these cracks expand and eventually lead to failure. This method is quite industry friendly, as it relies on the healthy data from the normal condition and does not necessitate previous information about the failure data. The final stage of this work is the classification of the crack types using k-NN. The CAI plot was fed to the classifier as the input, and it was possible to successfully separate micro-cracks from the macro ones, which is a difficult task that previous works failed to perform. The proposed method achieved a 99.6% accuracy, which is 17.61% higher than the previous approach.
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