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Abstract

In this work we derive asymptotically sharp weighted Korn and Korn-like interpolation (or first and a half) inequalities in thin domains with singular weights. The constants \( K \) (Korn’s constant) in the inequalities depend on the domain thickness \( h \) according to a power rule \( K = Ch^\alpha \), where \( C > 0 \) and \( \alpha \in \mathbb{R} \) are constants independent of \( h \) and the displacement field. The sharpness of the estimates is understood in the sense that the asymptotics \( h^\alpha \) is optimal as \( h \to 0 \). The choice of the weights is motivated by several factors, in particular a spatial case occurs when making Cartesian to polar change of variables in two dimensions.

Keywords Korn inequality; Weighted Korn inequality; thin domains

Mathematics Subject Classification 00A69, 35J65, 74B05, 74B20, 74K25

1 Introduction

Since the pioneering work of Korn [18,19], Korn and Korn-like inequalities, such as geometric rigidity estimates [6,7] as well as extensions [27] have been known to play a central role in the theories of linear [5,29,12,9,10] and nonlinear [6,7] elasticity. Korn’s first inequality has been introduced by Korn [18,19] to prove the coercivity of the linear elastic energy, and it asserts the following: Given \( \Omega \subset \mathbb{R}^n \) and a closed subspace of vector fields \( V \subset H^1(\Omega, \mathbb{R}^n) \), that has a trivial intersection with the subspace \( \text{skew}(\mathbb{R}^n) = \{Ax + b : A \in \mathbb{M}^n_{\text{skew}}, A^T = -A, b \in \mathbb{R}^n \} \), of rigid body motions, i.e., \( V \cap \text{skew}(\mathbb{R}^n) = \{0\} \), there exists a constant \( C \), depending only on \( \Omega \) and \( V \), such that for any vector field \( u \in V \) the inequality holds:

\[
C\|\nabla u\|_{L^2(\Omega)}^2 \leq \|e(u)\|_{L^2(\Omega)}^2.
\]
Here, \( e(u) = \frac{1}{2} (\nabla u + \nabla u^T) \) is the symmetric part of the gradient, i.e., strain in linear elasticity. Korn’s second inequality reads as follows: Given \( \Omega \subset \mathbb{R}^n \), there exists a constant \( C \), depending only on \( \Omega \), such that for any vector field \( u \in H^1(\Omega, \mathbb{R}^n) \) the inequality holds:

\[
C \|\nabla u\|_{L^2(\Omega)} \leq \|e(u)\|_{L^2(\Omega)}^2 + \|u\|_{L^2(\Omega)}^2. \tag{1.2}
\]

It has been known that in thin structure, such as rod plate and shell theories, the dependence of the constant \( C \) in Korn’s inequalities on the geometric parameters of the domain \( \Omega \) becomes crucial, e.g., \([6,12,9,10]\). Especially it is important to know how the optimal constant \( C \) scales with the thickness \( h \) of the thin structure as \( h \) goes to zero. For plates the constant \( C \) has been proved to scale like \( h^2 \) by Friesecke, James and Müller \([6]\) even in the geometric rigidity estimate, which is the nonlinear analog of Korn’s first inequality. When the shell has a nonzero principal curvature, then the scaling \( h^2 \) is no longer optimal, and new exponents \( \alpha \) satisfying \( 1 \leq \alpha \leq 1.5 \) occur as shown in \([8,11,15]\). We will call such inequalities sharp. The recent survey book chapter by Stefan Müller \([22]\) gives a complete picture on the above issues and applications as well as the open problems in the field. Sharp Korn’s inequalities for thin structures, such as rods, plates, shells and combinations of those, have been recently studied by several authors and groups. We refer to the works as well as the above mentioned ones and the references therein for more detailed information. \([1,2,4,3,24,25,26,23]\). In the present work we deal with weighted Korn and Korn-like inequalities, on which there is relatively less information in the literature \([1,4,3,14,20]\). The recent work of Lopez Garcia \([21]\) goes further and establishes a generalization of Korn inequalities in the case when the domain \( \Omega \) is not necessarily thin and thus one is not interested in sharp estimates. We refer to the book of Acosta and Duran \([2]\) for a more detailed discussion of the subject and possible applications. Another motivation of ours of considering weighted Korn and Korn-like inequalities is the following: When dealing with radially symmetric structures, it is convenient to make a Cartesian to polar change of variables, where a weight \( w^2 = r \) occurs in the norms, which vanishes at the origin and thus becomes singular. The Korn and similar inequalities under consideration become weighted ones with the above weight, which do not follow from the non-weighted analogues due to the singularity of the weight. The case of two spatial dimensions and \( w^2 = r \) is partially studied in \([13]\), and applied to prove optimal Korn inequalities for washers. Another aspect is that the classical Korn’s first inequality requires a least one condition on the displacement, such as a boundary or a normalization condition, whereas the analogous geometric rigidity estimate does not. Therefore, in order to avoid the imposed boundary conditions, one may be able to apply a localization argument in some parts of the domain, by considering the analogous weighted version of the inequality under consideration. Of course the last is a delicate question and is task for our future studies.

2 Main results

We assume in the sequel that \( n \in \mathbb{N}, n \geq 2, \omega \subset \mathbb{R}^{n-1} \) and \( \Omega \subset \mathbb{R}^n \) are open bounded connected Lipschitz domains. Let the constant matrix \( A = \{a_{ij}\}_{i,j=1}^n \in M_{n \times n}^\mathbb{R} \) be positive definite with eigenvalues between the positive constants \( 0 < \lambda \leq \Lambda \), i.e.,

\[
\lambda |\xi|^2 \leq \xi A \xi^T \leq \Lambda |\xi|^2 \quad \text{for all } \xi \in \mathbb{R}^n. \tag{2.1}
\]
Set next the elliptic operator
\[ L(u) = \text{div}(A \nabla u), \quad \text{for all } u \in H^1(\Omega). \] (2.2)

The following gradient separation estimate for solutions of elliptic equations is one of the main results of the paper. It has been shown that this kind of estimates derive Korn’s first and Korn interpolation inequalities with the same weight in two space dimensions [81B14].

**Theorem 2.1.** Let \( n \in \mathbb{N}, n \geq 2, \) let \( \omega \subset \mathbb{R}^{n-1} \) be an open bounded connected Lipschitz domain with the following properties: there exists a partition of the boundary \( \partial \omega = \Gamma_1 \cup \Gamma_2 \)
and a number \( 0 \leq d \leq n - 1, \) such that

(i) \( \Gamma_1 \) is a \( d \)-dimensional simplex.

(ii) \( \omega \) is star shaped with respect to \( \Gamma_1, \) i.e., for any points \( x \in \Gamma_1 \) and \( y \in \omega, \) the ray \( l_x(y) \)
starting from \( x \) and going through \( y \) meets the boundary of \( \omega \) second time at \( z \in \Gamma_2, \)
such that the segment \( (x, z) \) is the only common part of \( l_x(y) \) and \( \omega. \)

Assume further \( h > 0, \) and denote \( \Omega = (0, h) \times \omega. \) Let the matrix \( A \in \mathbb{M}^{n \times n} \) and the operator \( L(u) = \text{div}(A \nabla u) \) be as in (2.1) and (2.2). Assume \( k \in \mathbb{N} \) and the exponents \( \alpha_i \) and the coefficients \( c_i \) satisfy the conditions \( \alpha_i \in [0, 1/2) \) and \( c_i \geq 0 \) for \( i = 1, 2, \ldots, k. \) Denote \( \delta(x) = \text{dist}(x, (0, h) \times \Gamma_1) \) and \( w(x) = c_1 \delta^\alpha_1(x) + c_2 \delta^\alpha_2(x) + \cdots + c_k \delta^\alpha_k(x) \) for \( x \in \Omega. \) If the function \( u \in C^2(\Omega) \cap C(\Omega) \) solves the equation \( L(u) = 0 \) in \( \Omega \) and satisfies the boundary conditions \( u = 0 \) on \((0, h) \times \partial \omega, \) and the exponent \( \beta \in [0, 1/2) \) satisfies the bound
\[ \lambda > \frac{4n \Lambda \beta}{(1 - 2 \beta)^2}, \] (2.3)
then there exists a computable constant \( C, \) depending only on the quantities \( \lambda, \Lambda, n, k \) and \( \beta, \)
such that
\[ \| w \nabla u \|_{L^2(\Omega)}^2 \leq C \left( \frac{\| wu \|_{L^2(\Omega)} \cdot \| wu_{x_1} \|_{L^2(\Omega)}}{h} + \| wu_{x_1} \|_{L^2(\Omega)}^2 \right), \] (2.4)
whenever \( \alpha_i \in [0, \beta], \) for \( i = 1, 2, \ldots, k. \) Moreover, if the operator \( L \) is the Laplacian and \( n = 2, \) i.e., \( L = \Delta \) and \( \omega = (a, b) \) for some \( a < b, \) then the estimate (2.4) holds true for all values of \( \beta \in [0, 1/2], \) which means that imposing the condition (2.3) is not necessary.

Next theorem is the analogous Korn’s interpolation inequality in two space dimensions.

**Theorem 2.2.** For \( a, h > 0 \) set \( R = (0, h) \times (0, a). \) Let \( k \in \mathbb{N} \) and let the exponents \( \alpha_i \in \mathbb{R} \) and the function \( w \) be as in Theorem [2.1]. Assume the displacement \( U = (u, v) \in H^1(R, \mathbb{R}^2) \)
satisfies the boundary condition \( u(x, 0) = u(x, a) \) for all \( x \in (0, h) \) in the sense of traces. Then the weighted Korn interpolation inequality holds:
\[ \| w \nabla U \|_{L^2(R)}^2 \leq C \left( \frac{\| wu \|_{L^2(\Omega)} \cdot \| w(u)(U) \|_{L^2(\Omega)}}{h} + \| w(u)(U) \|_{L^2(\Omega)}^2 \right). \] (2.5)

Finally, we emphasize the sharpness of the estimates (2.4) and (2.5) in terms of the asymptotics of \( h \) as \( h \to 0. \)

**Theorem 2.3.** For the case \( L = \Delta, \) the estimate (2.4) is sharp in terms of the asymptotics of \( h \) as \( h \to 0. \) Also, the estimate (2.3) is sharp as well in terms of the asymptotics of \( h \) as \( h \to 0. \)
3 Preliminaries

Lemma 3.1. Assume $\Omega \in \mathbb{R}^n$ is an open bounded set with Lipschitz boundary and assume $\partial \Omega = \Gamma_1 \cup \Gamma_2$. Denote by \( \delta \) the distance function from the $\Gamma_1$ part of the boundary $\partial \Omega$, i.e., $\delta(x) = \text{dist}(x, \Gamma_1)$ for $x \in \mathbb{R}^n$. Assume the weight function $w \in L^2(\Omega) \cap H^1_{\text{loc}}(\Omega)$ is such that

$$w(x) \geq 0, \quad |\delta(x)\nabla w(x)| \leq K \cdot w(x) \quad \text{for all } x \in \Omega,$$

for some $K > 0$. If the function $u \in H^1(\Omega)$ satisfies the boundary condition $u(x) = 0$ for $x \in \Gamma_2$ in the sense of traces, then there exists a constant $C$, depending only on the quantities $\lambda, \Lambda, K$ and $n$, such that the estimate holds:

$$\|w\delta^2 u\|^2_{L^2(\Omega)} \leq C \left( \|wu\|^2_{L^2(\Omega)} + \|w\delta^2 L(u)\|^2_{L^2(\Omega)} \right).$$

Proof. Let us mention that in the proof the constant $C$ depends only on the quantities $\lambda, \Lambda, K$ and $n$. Following [14], we evaluate for any $u \in H^1(\Omega)$ using the boundary conditions on $u$,

$$I_3 = \int_{\Omega} w^2 \delta^2 u L(u) \, dx = \int_{\Omega} w^2 \delta^2 u [\text{div}(A \nabla u)] \, dx = I + I_1 + I_2,$$

where

$$I = - \int_{\Omega} w^2 \delta^2 \nabla u \cdot (A \nabla u) \, dx,$$

$$I_1 = -2 \int_{\Omega} w^2 \delta^2 u \nabla \delta \cdot (A \nabla u) \, dx, \quad I_2 = -2 \int_{\Omega} w^2 \delta^2 u \nabla w \cdot (A \nabla u) \, dx.$$

Observe that as $\delta$ is a distance function, thus it is Lipschitz and weakly differentiable a.e. with $|\nabla \delta| \leq 1$. Consequently we have by the geometric-arithmetic mean inequality in the form $2ab \leq \epsilon a^2 + \frac{1}{\epsilon} b^2$, that

$$|I_1| \leq \epsilon \int_{\Omega} w^2 \delta^2 |\nabla u|^2 \, dx + \frac{C}{\epsilon} \int_{\Omega} w^2 u^2 \, dx,$$

where $\epsilon > 0$ is a number yet to be chosen. We have similarly that

$$|I_2| \leq \epsilon \int_{\Omega} w^2 \delta^2 |\nabla u|^2 \, dx + \frac{C}{\epsilon} \int_{\Omega} \delta^2 |\nabla w|^2 u^2 \, dx,$$

thus owing to the bound (3.1) we get

$$|I_2| \leq \epsilon \int_{\Omega} w^2 \delta^2 |\nabla u|^2 \, dx + \frac{CK^2}{\epsilon} \int_{\Omega} w^2 u^2 \, dx.$$  

Finally we have for $I_3$ by the Schwartz inequality, that

$$|I_3| \leq \frac{1}{2} \int_{\Omega} w^2 u^2 \, dx + \frac{1}{2} \int_{\Omega} w^2 \delta^4 L(u) \, dx.$$
By the positive definiteness condition (2.1) of $A$ we get the lower bound

$$I = \int_{\Omega} w^2 \delta^2 \nabla u \cdot (A \nabla u) dx \geq \lambda \int_{\Omega} w^2 \delta^2 |\nabla u|^2, \quad (3.9)$$

thus combining the estimates (3.3)-(3.9) and choosing $\epsilon = \frac{\lambda}{4}$, we obtain (3.2).

Next we give some useful examples of weights $w$ satisfying the hypothesis (3.1). The statement is formulated in the below lemma.

**Lemma 3.2.** Exponents of distance functions such as $w(x) = (\text{dist}(x, x_0))^{\alpha}$ and $w(x) = (\text{dist}(x, \Gamma_1))^{\alpha}$ fulfill the condition (3.1) for any point $x_0 \in \Gamma_1$, with $K = |\alpha|$. If functions $w_1(x), w_2(x), \ldots, w_k(x)$ satisfy (3.1) with the same constant $K$, then any linear combination $w(x) = \sum_{i=1}^{k} c_i w_k(x)$ with positive coefficients $c_i \geq 0$ satisfies (3.1) with the same constant $K$. Also, the product weight $w(x) = w_1(x) w_2(x) \cdots w_k(x)$ satisfies (3.1) with a constant $kK$.

**Proof.** The proof is elementary. We have for the case $w(x) = (\text{dist}(x, \Gamma_1))^{\alpha} = \delta^{\alpha}$ that $\nabla w = \alpha \delta^{\alpha-1} \nabla \delta$, thus $|\delta^{\alpha} \nabla w(x)| \leq |\alpha| \delta^{\alpha}$. For the case $w(x) = (\text{dist}(x, x_0))^{\alpha}$ we have thanks to the inequality $\delta \leq \text{dist}(x, x_0)$, that

$$|\delta^{\alpha} \nabla w(x)| = |\alpha| \text{dist}(x, x_0)^{\alpha-1} \delta \nabla \text{dist}(x, x_0) \leq |\alpha| \text{dist}(x, x_0)^{\alpha} = |\alpha| w(x).$$

The proofs of the two remaining statements being trivial are skipped.

4 Proofs of the main resuts

**proof of Theorem 2.1.** We assume fist that $L$ and $\omega$ are general and the condition (2.3) is satisfied. Due to the convenience of the reader we divide the proof into some steps.

**Step 1.** It is sufficient to prove Theorem 2.1 for a single summand $w = \delta^{\alpha}$, where $\alpha \in [0, 1/2]$.

We aim to verify that if (2.4) is valid for the weights $w_i, i = 1, \ldots, k$, with the same constant $C$, then it is valid for the sum $w = \sum_{i=1}^{k} w_i$ with the new constant $C' = kC$. We have by the Cauchy-Schwartz inequality that

$$\|w \nabla u\|_{L^2(\Omega)}^2 = \int_{\Omega} w^2 |\nabla u|^2 dx \quad (4.1)$$

$$= \int_{\Omega} \left( \sum_{i=1}^{k} w_i \right)^2 |\nabla u|^2 dx$$

$$\leq k \int_{\Omega} \sum_{i=1}^{k} w_i^2 |\nabla u|^2 dx$$

$$= k \sum_{i=1}^{k} \|w_i \nabla u\|_{L^2(\Omega)}^2.$$
In the other hand we have the obvious inequality
\[
\frac{\|wu\|_{L^2(\Omega)} \cdot \|wu_x\|_{L^2(\Omega)}}{h} + \|wu_x\|_{L^2(\Omega)}^2 \\
\geq \frac{\|w_iu\|_{L^2(\Omega)} \cdot \|w_iu_x\|_{L^2(\Omega)}}{h} + \|w_iu_x\|_{L^2(\Omega)}^2,
\]
thus combining it with (4.1), the validity of the statement follows. Thus without loss of
generality, we will assume that in what follows in the proof, the weight \(w\) is a single summand,
i.e., \(w = \delta^\alpha\), where \(0 \leq \alpha < \beta\). We also set \(\gamma = 2\alpha\).

**Step 2.** Assume the total number of \(l\) dimensional subfaces of \(\Gamma_1\) is \(N_l\), for \(l = 0, 1, \ldots, d\), and
denote them by \(F^l_1, F^l_2, \ldots, F^l_{N_l}\). Then there exists open connected disjoint subsets \(\omega^l_s\) of \(\omega\) for \(l = 0, 1, \ldots, d\), and \(s = 1, \ldots, N_l\), with the following properties:

1. The function \(\delta(x) = \text{dist}(x, \Gamma_1)\) satisfies \(\delta(x) = \text{dist}(x, F^l_s)\) if \(x \in \omega^l_s\) for \(l = 0, 1, \ldots, d\), and \(s = 1, \ldots, N_l\),

2. \[|\omega \setminus (\bigcup_{l=0}^{l=N_l} \bigcup_{s=1}^{m} \omega^l_s)| = 0,\]
where \(|\cdot|\) stands for the \(n-1\) dimensional Lebesgue measure.

3. The estimate holds
\[
\sum_{i,j=1}^{n} a_{ij} \frac{\partial^2 \delta^\gamma}{\partial x_i \partial x_j} \leq n \Lambda \gamma \delta^\gamma^{-2},
\] (4.2)

for any \(l = 0, 1, \ldots, d\), \(s = 1, \ldots, N_l\), and \(x \in \omega^l_s\).

Observe that upon rotation and translation of the coordinate system, the distances function \(\delta(x) = \text{dist}(x, H_i)\) from an \(i\) dimensional hyperplane \(H_i\) in \(\mathbb{R}^n\) is given by
\[
\delta(x) = (x_1^2 + x_2^2 + \ldots + x_{n-i}^2)^{1/2}.
\]

Thus the equality of the distance of the points \(x \in \mathbb{R}^n\) from two \(s_1\) and \(s_2\) dimensional
hyperplanes gives a hypersurface of \(n\)-dimensional measure zero. Next, it is clear that the
distance function \(\delta\) from the simplex \(\Gamma_1\) is locally the distance function from one of the
subfaces of \(F^l_i\), i.e., the domain \(\omega\) can be partitioned into open domains \(\omega^l_s\), \(l = 0, 1, \ldots, d\)
and \(i = 1, 2, \ldots, N_l\) modulo zero measure, such that in each of the sets \(\omega^l_s\), the distance
\(\delta\) is the distance from the \(F^l_s\) subface of the simplex \(\Gamma_1\). Assume now \(l = 0, 1, \ldots, d\) and
\(1 \leq s \leq N_l\) are fixed. Given any point \(x \in \omega^l_s\), we have \(\delta(x) = \text{dist}(x, F^l_s)\). We aim next to
prove a Hardy-like estimate for the weighted norms of \(u\) and \(\nabla u\) that holds in \(\omega^l_s\). To that end
we can assume without loss of generality that \(0 \in F^l_s\) (upon a translation of the coordinates).
Assume that \(F^l_s\) is \(n-m\) dimensional, then we can rotate the coordinate system to put \(F^l_s\)
in the hyperplane \(\{x_1 = x_2 = \ldots = x_m = 0\}\), thus we get
\[
\delta(x) = \left(\sum_{k=1}^{m} y_k^2\right)^{1/2},
\] (4.3)
where \((y_1, y_2, \ldots, y_n) = B(x_1, x_2, \ldots, x_n)^T\) and \(B \in SO(n)\) is a rotation. We can calculate for any \(1 \leq i, j \leq n\),
\[
\frac{\partial \delta^\gamma}{\partial x_i} = \gamma \delta^{\gamma-2} \sum_{k=1}^m b_{ki} y_k,
\]
and
\[
\frac{\partial^2 \delta^\gamma}{\partial x_i \partial x_j} = \gamma (\gamma - 2) \delta^{\gamma-4} \sum_{k=1}^m b_{ki} y_k \sum_{l=1}^m b_{lj} y_l + \gamma \delta^{\gamma-2} \sum_{k=1}^m b_{ki} b_{kj}.
\]
(4.4)

Consequently
\[
\sum_{i,j=1}^n a_{ij} \frac{\partial^2 \delta^\gamma}{\partial x_i \partial x_j} = \gamma (\gamma - 2) \delta^{\gamma-4} \sum_{i,j=1}^n a_{ij} \sum_{k=1}^m b_{ki} y_k \sum_{l=1}^m b_{lj} y_l + \gamma \delta^{\gamma-2} \sum_{i,j=1}^n a_{ij} \sum_{k=1}^m b_{ki} b_{kj}.
\]
(4.5)

Using the fact that the matrix \(A\) is positive definite and \(\gamma \in [0, 1)\), we get that the first summand in (4.5) is nonpositive, thus we obtain the estimate
\[
\sum_{i,j=1}^n a_{ij} \frac{\partial^2 \delta^\gamma}{\partial x_i \partial x_j} \leq \gamma \delta^{\gamma-2} \sum_{i,j=1}^n a_{ij} \sum_{k=1}^m b_{ki} b_{kj}.
\]
(4.6)

The condition (2.1) and the orthogonality of \(B\) gives the bound
\[
\sum_{i,j=1}^n a_{ij} b_{ki} b_{kj} \leq \Lambda \sum_{i=1}^n b_{ki}^2 \leq \Lambda, \quad \text{for all} \quad 1 \leq k \leq m,
\]
thus we derive from (4.6) the bound
\[
\sum_{i,j=1}^n a_{ij} \frac{\partial^2 \delta^\gamma}{\partial x_i \partial x_j} \leq m \Lambda \gamma \delta^{\gamma-2} \leq n \Lambda \gamma \delta^{\gamma-2},
\]
(4.7)

which is (4.2), and Step 2 is done.

**Step 3.** For any \(0 \leq l \leq d\) and \(1 \leq s \leq N_l\), the Hardy-like estimate holds:
\[
\int_{\omega^l_s} \delta^{\gamma-2} u^2 \leq \frac{4}{(\gamma - 1)^2} \int_{\omega^l_s} \delta^\gamma |\nabla u|^2.
\]
(4.8)

Observe that if \(a > 0\), \(f : [0, a] \to \mathbb{R}\) is absolutely continuous with \(f(0) = f(a) = 0\), then we have integrating by parts,
\[
\int_0^a t^{\gamma-2} f^2(t) dt = \frac{1}{\gamma - 1} \int_0^a f^2(t) dt t^{\gamma-1}
= \frac{2}{1 - \gamma} \int_0^a t^{\gamma-1} f(t) f'(t) dt,
\]
thus we have by the Schwartz inequality,
\[
\int_0^a t^{\gamma-2} f^2(t) dt \leq \frac{2}{1 - \gamma} \left( \int_0^a t^{\gamma-2} f^2(t) dt \right)^{1/2} \left( \int_0^a t^\gamma f'^2(t) dt \right)^{1/2},
\]
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consequently we get
\[
\int_0^a t^{\gamma-2} f^2(t) dt \leq \frac{4}{(1-\gamma)^2} \int_0^a t^{\gamma} f^2(t) dt.
\]  (4.9)

Next we fix a point \( x \in F^t \). It is clear that there exists a cone \( V_x \) with an apex at \( x \) such that for each point \( y \in V_x \), one has \( \delta(y) = |y - x| \). Moreover, \( V_{x_1} \cap V_{x_2} = \emptyset \) if \( x_1, x_2 \in F^t \), such that \( x_1 \neq x_2 \), and \( \cup_{x \in F^t} V_x = \omega^t \). Take now any point \( y \in V_x \), then by the assumption, the ray \( l_x \) starting at \( x \) and going through \( y \) meets the boundary of \( \omega \) second time at \( z \in \Gamma_2 \). It is clear that one has \( z \in \partial V_x \) and \( x \in \partial \omega^t \) as well. Denote \( f(t) = u(x + t(z - x)) : [0, 1] \to \mathbb{R} \), which is clearly absolutely continuous. An application of (4.9) to \( f \) gives
\[
\int_0^1 t^{\gamma-2} u^2(x + t(z - x)) dt \leq \frac{4}{(1-\gamma)^2} \int_0^1 t^{\gamma} |z - x|^2 |\nabla u(x + t(z - x))|^2 dt.
\]  (4.10)

Denoting \( y_t = x + t(z - x) \in V_x \) for \( t \in (0, 1) \) and noting that \( \delta(y_t) = |y_t - x| = t|z - x| \) we obtain from (4.10) the following segmental integral estimate
\[
\int_x^z t^{\gamma-2} u^2(y_t) dt \leq \frac{4}{(1-\gamma)^2} \int_x^z t^{\gamma} |\nabla u(y_t)|^2 dt.
\]  (4.11)

By integrating (4.11) over all directions from \( x \) to \( z \) in \( V_x \) and then integrating the obtained estimates over all \( x \in F^t \), we arrive at (4.8). Before starting the last step of the proof, first observe that by Step 2, the estimate (4.2) holds a.e. in \( \Omega \), and second, by summing up the bounds (4.8) over the indeces \( l = 0, 1, \ldots, d \) and \( s = 1, 2, \ldots, N_i \), we get the analogous estimate for \( \omega \):
\[
\int_\omega t^{\gamma-2} u^2 \leq \frac{4}{(1-\gamma)^2} \int_\omega t^{\gamma} |\nabla u|^2.
\]  (4.12)

**Step 4. In the last step we conclude the proof the Theorem 2.1.** For any \( t \in [0, h/2] \) denote \( \Omega_t = (h/2 - t, h/2 + t) \times \omega \) and \( \Omega'_t = (0, t) \times \omega \). Recalling that \( \gamma = 2\alpha \), we have by integration by parts and using the condition (2.1), that
\[
\lambda \int_{\Omega_t} t^{\gamma} |\nabla u|^2 dx \leq \int_{\Omega_t} \sum_{i,j=1}^n a_{ij} u_{x_i} u_{x_j} dx
\]  (4.13)

\[
= - \int_{\Omega_t} \sum_{i=1}^n \sum_{j=2}^n a_{ij} u_{x_i} x_{x_j} dx - \int_{\Omega_t} u \sum_{i=1}^n \sum_{j=2}^n a_{ij} u_{x_i} \frac{\partial}{\partial x_j} (t^{\gamma}) dx - \int_{\Omega_t} \sum_{j=2}^n a_{1j} u_{x_1} x_j dx
\]

\[
- \int_{\Omega_t} u \sum_{j=2}^n a_{1j} u_{x_1} \frac{\partial}{\partial x_j} (t^{\gamma}) dx - \int_{\Omega_t} a_{11} u \delta^{\gamma-1} u_{x_1} x_1 dx + a_{11} \int_{\omega} \left[ (u \delta^{\gamma} u_{x_1}) \right]_{x_1=h/2+t}^{x_1=h/2-t} dx'
\]

\[
= - \int_{\Omega_t} u \delta^{\gamma} L(u) - 2a_{12} \int_{\Omega_t} \delta^{\gamma-1} u_{x_1} x_1 dx - \int_{\Omega_t} \sum_{i,j=2}^n a_{ij} u_{x_i} \frac{\partial}{\partial x_j} (t^{\gamma}) dx
\]

\[
+ a_{11} \int_{\omega} \left[ (u \delta^{\gamma} u_{x_1}) \right]_{x_1=h/2-t}^{x_1=h/2+t} dx'
\]

\[
= -2a_{12} \gamma \int_{\Omega_t} \delta^{\gamma-1} u_{x_1} x_1 dx - \int_{\Omega_t} \sum_{i,j=2}^n a_{ij} u_{x_i} \frac{\partial}{\partial x_j} (t^{\gamma}) dx + a_{11} \int_{\omega} \left[ (u \delta^{\gamma} u_{x_1}) \right]_{x_1=h/2-t}^{x_1=h/2+t} dx'.
\]
For the second summand we have integrating by parts and using the estimates (4.2) and (4.12), that
\[
\int_{\Omega} u \sum_{i,j=2}^{n} a_{ij} u_{x_i} \frac{\partial}{\partial x_j} (\delta^\gamma) dx = -\frac{1}{2} \int_{\Omega} u^2 \sum_{i,j=2}^{n} a_{ij} \frac{\partial^2 (\delta^\gamma)}{\partial x_i \partial x_j} dx \tag{4.14}
\]
\[
\geq -\frac{n \Lambda \gamma}{2} \int_{\Omega} \delta^{\gamma-2} u^2 dx
\]
\[
\geq -\frac{2 n \Lambda \gamma}{(1-\gamma)^2} \int_{\Omega} \delta^\gamma |\nabla u|^2 dx.
\]

For the first summand we have by the Schwartz inequality and by (4.12),
\[
\left| 2 a_{12} \int_{\Omega} \delta^{\gamma-1} uu_{x_1} dx \right| \leq 2 |a_{12}| \gamma \left( \int_{\Omega} \delta^{\gamma-2} u^2 dx \right)^{1/2} \left( \int_{\Omega} \delta^\gamma |u_{x_1}|^2 dx \right)^{1/2} \tag{4.15}
\]
\[
\begin{aligned}
\leq 4 |a_{12}| \gamma \left( \int_{\Omega} \delta^\gamma |\nabla u|^2 dx \right)^{1/2} \left( \int_{\Omega} \delta^\gamma |u_{x_1}|^2 dx \right)^{1/2} .
\end{aligned}
\]
Combining (4.13), (4.14) and (4.15) we establish the bound
\[
\left( \lambda - \frac{2 n \Lambda \gamma}{(1-\gamma)^2} \right) \int_{\Omega} \delta^\gamma |\nabla u|^2 dx \leq \Lambda \int_{\Omega} \left[ \left( u \delta^\gamma u_{x_1} \right)_{x_2=h/2+t}^{x_2=h/2-t} \right] dx' \tag{4.16}
\]
\[
+ \frac{4 n \Lambda \gamma}{1-\gamma} \left( \int_{\Omega} \delta^\gamma |\nabla u|^2 dx \right)^{1/2} \left( \int_{\Omega} \delta^\gamma |u_{x_1}|^2 dx \right)^{1/2} .
\]

Next we integrate (4.11) in \( t \) over the interval \((0, h/2)\) and utilize the Schwartz and the Cauchy-Schwartz inequalities to get under the condition (2.3) the bound
\[
\int_0^{h/2} dt \int_{\Omega} \delta^\gamma |\nabla u|^2 dx \leq C \left( \int_{\Omega} \delta^\gamma u^2 dx \right)^{1/2} \left( \int_{\Omega} \delta^\gamma |u_{x_1}|^2 dx \right)^{1/2} + Ch \int_{\Omega} \delta^\gamma |u_{x_1}|^2 dx. \tag{4.17}
\]
Observe, that the function \( \int_{\Omega} \delta^\gamma |\nabla u|^2 dx \) increases in \( t \), thus we get from (4.17) the estimate
\[
\int_{\Omega_{h/4}} \delta^\gamma |\nabla u|^2 dx \leq \frac{C}{h} \left( \int_{\Omega} \delta^\gamma u^2 dx \right)^{1/2} \left( \int_{\Omega} \delta^\gamma |u_{x_1}|^2 dx \right)^{1/2} + C \int_{\Omega} \delta^\gamma |u_{x_1}|^2 dx. \tag{4.18}
\]
Having (4.18) in hand, it remains to estimate the quantity \( \int_{\Omega_{h/4}} \delta^\gamma |\nabla u|^2 dx \). Next we recall the following Hardy-like estimate established by Kondratiev and Oleinik [16,17,28].

**Lemma 4.1.** Assume \( a > 0 \) and \( f : [0, a] \to \mathbb{R} \) is absolutely continuous. Then there holds:
\[
\int_0^{a/2} f^2(t) dt \leq 4 \int_{a/2}^a f^2(t) dt + 4 \int_0^{a/2} t^2 |f'(t)|^2 dt.
\]
We fix any index $2 \leq k \leq n$, any point $x' \in \omega$ and apply Lemma 4.11 to the function $f(t) = \delta^\alpha u_{x_k}(t, x')$ over the interval with the endpoints $(0, x')$ and $(h/2, x')$. We have that

$$
\int_0^{h/4} \delta^\gamma |u_{x_k}(t, x')|^2 dt \leq 4 \int_{h/4}^{h/2} \delta^\gamma |u_{x_k}(t, x')|^2 dt + 4 \int_0^{h/4} \delta^\gamma t^2 |u_{x_kx_1}(t, x')|^2 dt.
$$

Summing the above inequalities over $2 \leq k \leq n$, and addind the missing summand on the left hand side we arrive at

$$
\int_0^{h/4} \delta^\gamma |\nabla u(t, x')|^2 dt \leq 4 \int_{h/4}^{h/2} \delta^\gamma |\nabla u(t, x')|^2 dt + \int_0^{h/4} \delta^\gamma |u_{x_1}(t, x')|^2 dt + 4 \int_0^{h/2} \delta^\gamma t^2 |\nabla u_{x_1}(t, x')|^2 dt.
$$

Upon integrating the last estimate in $x'$ over $\omega$ we obtain

$$
\int_{\Omega_{h/4}}^{\Omega} \delta^\gamma |\nabla u|^2 \leq 4 \int_{\Omega_{h/4}}^{\Omega} \delta^\gamma |\nabla u|^2 + \int_{\Omega_{h/4}}^{\Omega} \delta^\gamma |u_{x_1}|^2 + 4 \int_{\Omega_{h/2}}^{\Omega} \delta^\gamma x_1^2 |\nabla u_{x_1}|^2. \tag{4.19}
$$

From the boundary conditions $u = 0$ on $[0, h] \times \partial \omega$ we have that $u_{x_1} = 0$ on $[0, h] \times \partial \omega$, thus we can apply Lemma 3.1 to the function $u_{x_1}$ with the weight $w = \delta^\alpha$ in $\Omega$ to get

$$
\int_{\Omega} \delta^\gamma |\nabla u_{x_1}|^2 \leq C \int_{\Omega} \delta^\gamma |u_{x_1}|^2 + C \int_{\Omega} \delta^2 |\nabla^2 u_{x_1}|^2.
$$

Observe that by differentiating the equality $L(u) = 0$ we get $L(u_{x_1}) = 0$ in $\Omega$, thus the last estimate simplifies to

$$
\int_{\Omega} \delta^\gamma |\delta \nabla u_{x_1}|^2 \leq C \int_{\Omega} \delta^\gamma |u_{x_1}|^2. \tag{4.20}
$$

Note that we have on the other hand

$$
\int_{\Omega_{h/2}}^{\Omega} \delta^\gamma x_1^2 |\nabla u_{x_1}|^2 \leq \int_{\Omega} \delta^\gamma |\delta \nabla u_{x_1}|^2, \tag{4.21}
$$

thus combining the estimates (4.19)-(4.21) we discover

$$
\int_{\Omega_{h/4}}^{\Omega} \delta^\gamma |\nabla u|^2 \leq 4 \int_{\Omega_{h/4}}^{\Omega} \delta^\gamma |\nabla u|^2 + C \int_{\Omega} \delta^\gamma |u_{x_1}|^2. \tag{4.22}
$$

It is clear that a similar estimate holds also for the slice of $\Omega$ that is obtained from $\Omega_{h/4}$ by mirror symmetry about the plane $x_1 = h/2$. Thus putting together (4.18) and (4.22) we establish the estimate

$$
\int_{\Omega} \delta^\gamma |\nabla u|^2 \leq \frac{C}{h} \left( \int_{\Omega} \delta^\gamma u^2 dx \right)^{1/2} \left( \int_{\Omega} \delta^\gamma |u_{x_1}|^2 dx \right)^{1/2} + C \int_{\Omega} \delta^\gamma |u_{x_1}|^2, \tag{4.23}
$$

which yields (2.3). The proof in the case of the presence of the condition (2.3) is complete.

Assume now $n = 2$ and $L = \Delta$. It is straightforward to check that in the case $0 \leq \alpha \leq 1/2$ there is no need to prove the estimates like (4.17), (4.18) and (4.12) (also they make no sense
for $\alpha = 1/2$ as they are basically needed to estimate the first and second summands in the last line of (4.13). Instead, if $L = \Delta$ then apparently the first summand in (4.13) vanishes and if $n = 2$, then we have for the second summand in (4.13) integrating by parts, that (as then $\delta = x_2$)

$$-\int_{\Omega_t} u \sum_{i,j=2}^n a_{ij} u_{x_i} \frac{\partial}{\partial x_j} (\delta^\gamma) dx = \frac{\gamma(\gamma - 1)}{2} \int_{\Omega_t} u^2 x_2^{\gamma - 2} dx \leq 0,$$

which is to replace the estimate (4.14). \qed

Proof of Theorem 2.2. We adopt the main strategy of proving Korn or a related inequality. Namely, we first assume without loss of generality that $U$ is smooth up to the boundary of $R$ and consider the harmonic part $\tilde{u}$ of $u$, i.e., assume $\tilde{u} \in H^1(R)$ is the unique solution of the Dirichlet boundary value problem

$$\begin{cases}
\Delta \tilde{u} = 0 & \text{in } R, \\
\tilde{u} = u & \text{on } \partial R.
\end{cases} \tag{4.24}$$

We can calculate

$$\Delta(u - \tilde{u}) = \Delta u = (e_{11}(U) - e_{11}(\tilde{U}))_x + (2e_{12}(U))_y,$$

thus we can evaluate

$$\int_R y^\gamma |\nabla(u - \tilde{u})|^2 = -\int_R [(u - \tilde{u})(y^\gamma(u - \tilde{u})_x + (u - \tilde{u})(y^\gamma(u - \tilde{u})_y)_y] \quad (4.25)$$

$$= -\int_R (u - \tilde{u})[y^\gamma \Delta(u - \tilde{u}) + \gamma y^{\gamma - 1}(u - \tilde{u})]_y$$

$$= I_1 + I_2,$$

where

$$I_1 = -\int_R y^\gamma(u - \tilde{u})[(e_{11}(U) - e_{22}(U))_x + 2(e_{12}(U))_y] \quad (4.26)$$

$$I_2 = -\int_R \gamma y^{\gamma - 1}(u - \tilde{u})(u - \tilde{u})_y.$$

Due to the fact that $u - \tilde{u}$ vanishes on $\partial R$, we can calculate by integration by parts that

$$I_2 = \frac{\gamma(\gamma - 1)}{2} \int_R y^{\gamma - 2}(u - \tilde{u})^2 \leq 0. \quad (4.27)$$

For the first summand we have again integrating by parts

$$I_1 = \int_R y^\gamma(u - \tilde{u})_x(e_{11}(U) - e_{22}(U)) + 2\int_R y^\gamma(u - \tilde{u})_y e_{12}(U) + 2\gamma \int_R y^{\gamma - 1}(u - \tilde{u}) e_{12}(U), \quad (4.28)$$
Consequently we obtain by the Schwartz inequality
\[ I_1 \leq 4 \| y^\alpha \nabla (u - \bar{u}) \| \cdot \| y^\alpha e(U) \| + 2\gamma \| y^{\alpha-1}(u - \bar{u}) \| \cdot \| y^\alpha e(U) \|. \] (4.29)

Note, that we derived (4.12) under the sole condition on the function on \( u \) that it vanishes on \( \partial \omega \), thus (4.12) holds for the function \( u - \bar{u} \) in the domain \( R \) with the weight \( w = y^\alpha \), i.e., we have the estimate
\[ \| y^{\alpha-1}(u - \bar{u}) \| \leq \frac{2}{1 - \gamma} \| y^\alpha \nabla (u - \bar{u}) \|, \]
which together with (4.29) gives the bound
\[ I_1 \leq \frac{4}{1 - \gamma} \| y^\alpha \nabla (u - \bar{u}) \| \cdot \| y^\alpha e(U) \|. \] (4.30)

Combining (4.25), (4.27) and (4.30) we arrive at the bound
\[ \| y^\alpha \nabla (u - \bar{u}) \| \leq \frac{4}{1 - \gamma} \| y^\alpha e(U) \|. \] (4.31)

Also, we have by the Poincaré inequality (not with the best constant) in the \( x \) direction that
\[ \| y^\alpha (u - \bar{u}) \| \leq h \| y^\alpha (u - \bar{u})_x \| \leq \| y^\alpha \nabla (u - \bar{u}) \| \leq \frac{4h}{1 - \gamma} \| y^\alpha e(U) \|. \] (4.32)

We apply Theorem 2.1 to the function \( \tilde{u} \) in the domain \( \Omega = R \). By virtue of the triangle inequality and the estimates (4.31) and (4.32) we can develop the following chain of estimates:
\[
\begin{align*}
\| y^\alpha u_y \|^2 &\leq 2 \| y^\alpha (u - \bar{u})_y \|^2 + 2 \| y^\alpha \bar{u}_y \|^2 \\
&\leq \frac{8}{1 - \gamma} \| y^\alpha e(U) \|^2 + \frac{C}{h} \| y^\alpha \bar{u}_x \| \cdot \| y^\alpha \bar{u} \| + C \| y^\alpha \bar{u}_x \|^2 \\
&\leq C \| y^\alpha e(U) \|^2 + \frac{C}{h} (\| y^\alpha u_x \| + \| y^\alpha \nabla (u - \bar{u}) \|)(\| y^\alpha u \| + \| y^\alpha (u - \bar{u}) \|) \\
&+ C \| y^\alpha u_x \|^2 + C \| y^\alpha \nabla (u - \bar{u}) \|^2 \\
&\leq \frac{C}{h} \| e(U) \| \cdot \| y^\alpha u \| + C \| e(U) \|^2.
\end{align*}
\]

The norm \( \| y^\alpha u_x \| \) can then be estimated in terms of \( \| y^\alpha u_y \| \) as above and \( e_{12}(U) \) by the triangle inequality. The proof of the theorem is complete.

\[\square\]

**Proof of Theorem 2.3**. The Ansatz realizing the asymptotics of \( h \) for both inequalities (3.1) and (3.2) comes from the papers [8,13]. In the case when \( L = \Delta \) and \( \omega = (a, b) \times \tilde{\omega} \) we can use the Ansatz
\[ u(x) = \cosh \left( \frac{\pi}{b - a} \left( x_1 - \frac{h}{2} \right) \right) \sin \left( \frac{\pi x_2}{b - a} \right), \]
for the estimate (3.1). For (3.2) we use the Ansatz
\[ U = \left( f \left( \frac{y}{h^\alpha} \right), -\frac{x}{h^\alpha} f \left( \frac{y}{h^\alpha} \right) \right), \]
where \( f \) is a smooth function supported on \( (a, b) \) and \( \alpha \in [0, 1/2] \). The calculation for both cases is straightforward and is omitted here.

\[\square\]
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