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ABSTRACT

COVID-19 disease causes serious respiratory illnesses. Therefore, accurate identification of the viral infection cycle plays a key role in designing appropriate vaccines. The risk of this disease depends on proteins that interact with human receptors. In this paper, we formulate a novel model for COVID-19 named “amino acid encoding based prediction” (AAPred). This model is accurate, classifies the various coronavirus types, and distinguishes SARS-CoV-2 from other coronaviruses. With the AAPred model, we reduce the number of features to enhance its performance by selecting the most important ones employing statistical criteria. The protein sequence of SARS-CoV-2 for understanding the viral infection cycle is analyzed. Six machine learning classifiers related to decision trees, k-nearest neighbors, random forest, support vector machine, bagging ensemble, and gradient boosting are used to evaluate the model in terms of accuracy, precision, sensitivity, and specificity. We implement the obtained results computationally and apply them to real data from the National Genomics Data Center. The experimental results report that the AAPred model reduces the features to seven of them. The average accuracy of the 10-fold cross-validation is 98.69%, precision is 98.72%, sensitivity is 96.81%, and specificity is 97.72%. The features are selected utilizing information gain and classified with random forest. The proposed model predicts the type of Coronavirus and reduces the number of extracted features. We identify that SARS-CoV-2 has similar physicochemical characteristics in some regions of SARS-CoV. Also, we report that SARS-CoV-2 has similar infection cycles and sequences in some regions of SARS CoV indicating the affectedness of vaccines on SARS-CoV-2. A comparison with deep learning shows similar results with our method.

1. Introduction, bibliographical review, notations, and objectives

1.1. Introduction and bibliographical review

The severe acute respiratory syndrome Coronavirus 2 (SARS-CoV-2) infects humans with potentially serious pathogens and was discovered in 2019 [1]. This virus causes a pulmonary pathology called coronavirus disease 2019 (COVID-19). The SARS-CoV-2 or COVID-19 has infected an enormous number of people provoking thousands of deaths all around the world [2–4]. In March 2020, the World Health Organization (WHO) considered COVID-19 as a global pandemic [5].

The SARS-CoV-2 is classified within the Coronavirus family, which belongs to the Nidovirales order. This family [6,7] has four genera: alpha coronavirus, beta coronavirus, gamma coronavirus, and delta coronavirus. Human beings are infected by alpha and beta genera. Alpha has two human coronaviruses: HCoV-229E and HCoV-NL63. Beta has five human coronaviruses: HCoV-HKU1, HCoV-OC43, middle east respiratory syndrome coronavirus (MERS-CoV), SARS-CoV, and SARS-CoV-2.

The coronaviruses are positive single-stranded ribonucleic acid (RNA) viruses. They have uncommonly long and complex genomes in comparison to other RNA viruses. Two overlapped open reading frames (ORF1a and ORF1b) are occupying 66% of the corona-virus genome. These reading frames are translated to sixteen non-structural proteins (NSPs) encoded from NSP1 to NSP16. The remaining 34% of the genome is occupied by the coding regions of structural proteins. Coronavirus has four primary basic structural proteins [8]: the spike surface glycoprotein, envelope protein, membrane protein, and nucleocapsid protein. The
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spike proteins are responsible for interacting with the host receptors. In addition, the viral genome contains several auxiliary proteins.

According to phylogenetic studies, SARS-CoV, SARS-CoV-2, and other viruses in the beta coronavirus genus may be grouped into one cluster. Most human coronaviruses, such as SARS-CoV and MERS-CoV, are produced in bats and are transmitted to humans via intermediate hosts [9]. The similarity between other coronaviruses and SARS-CoV-2 is recognized in the receptor-binding domain (RBD) of the spike protein, which plays a significant role in the drug design process for this virus and determines the potential hosts of the infection [10,11].

Coronavirus crosses the species barrier and infects humans with very dangerous diseases [12,13]. Public health is challenged due to the novelty of the antigen for the human host. Due to the danger of COVID-19, many methods have been introduced to develop models as well as to diagnose and differentiate it from other viruses.

In [14], eighteen radiological semantic features and seventeen clinical features were selected from 67 features (41 radiological and 26 clinical features). Also, univariate analysis methods, as the least absolute shrinkage and selection operator (LASSO), have been used for feature selection and its classification performance has been evaluated based on accuracy, sensitivity, and specificity measures. Using clinical features, accuracy, sensitivity, and specificity were reached to 88.8%, 89.2%, and 88.4%, respectively. Employing radiological features, accuracy was 92.9%, sensitivity was 99%, and specificity was 85.1%. Utilizing both types of features, accuracy, sensitivity, and specificity were of 95.9%, 96.1%, and 95.7%, respectively.

In [15], the infection risk of non-human-origin coronavirus is classified considering the spike protein sequence of coronaviruses. A feature extraction method named amino acid composition (AAC) was used to reduce the 41 features of the protein sequence. The AAC counts the frequency of twenty amino acids in the sequence and then the features were reduced to 20. Protein sequences of 2666 coronaviruses were collected from the National Genomics Data Center (NGDC) database (ngdc.cnbc.ac.cn, accessed on October 24, 2021) [16]. The predictive model achieved an accuracy between 96.15% and 98.18% utilizing the random forest (RF) classifier and 10-cross validation. The results showed that SARS-CoV-2 is like SARS-CoV. It means both viruses have the same human receptor. Until now, the origin of SARS-CoV-2 is unknown and needs further analysis and study.

In [17,18], a diagnostic model based on X-ray images was proposed. In this model, related features to image texture and shapes were extracted employing the Zernike-Haralick method. The Kyoto Encyclopedia of Genes and Genomes (KEGG) dataset (www.genome.jp/kegg, accessed on October 24, 2021) was considered to test this model. It contains 464 COVID-19 images, 1490 viral images, 2783 bacterial images, and 1583 healthy images. The proposed model employed the support vector machine (SVM) classifier and got an accuracy of 89.78%, precision of 89.85%, sensitivity of 90.9%, and specificity of 99.63%.

Note that the selection of human monoclonal antibodies may identify immunodominant antigenic sites associated with neutralization and provide reagents for stabilizing and solving the structure of viral surface proteins [19]. Understanding the structural basis of the SARS-CoV-2 can guide the selection of vaccine targets. Studying the similarity between coronaviruses and the sequences analysis of these viruses results in knowing whether the other viruses’ vaccines may affect SARS-CoV-2 or not. COVID-19 has an infection cycle and a similar sequence in some regions of the proteins that indicate the efficacy of vaccines against SARS-CoV-2.

Machine-learning methods and artificial intelligence [20,21,45] can be used to analyze, predict, and diagnose infection rates. In addition, machine learning helps in the drug discovery process for a vaccine. To the best of our knowledge, there are no studies that accurately differentiate between SARS-CoV-2 and other coronavirus types with a small number of features. Therefore, machine learning models are needed to make this differentiation.

As mentioned in [44], differentiating between coronavirus types is helpful for designing an effective vaccine. Moreover, the mutation pattern of the COVID-19 can be partially predicted after applying more analysis on the difference of the protein sequences of different strains.

### 1.2. Abbreviations, acronyms, notations, and symbols

In this section, all abbreviations and symbols employed in this paper are defined in Table 1 in alphabetical order. One of the used abbreviations is the standard one-letter abbreviation of the twenty amino acids found in [22].

| Acronym/ Symbol | Meaning | Acronym/ Symbol | Meaning |
|-----------------|---------|----------------|---------|
| A, G, M, ... | The 20 amino acids 1-letter abbreviations [19] | MI | Mutual information |
| AAC | Amino acid composition | MMS | Mean of sums of squares in the between groups |
| AAPred | Amino acid encoding based prediction | MMS | Mean of sums of squares in the same group |
| Acc | Accuracy | NCBI | National Center for Biotechnology Information |
| ANOVA | Analysis of variance | NGDC | National Genomics Data Center |
| BE | Bagging ensemble | NSPs | Non-structural proteins |
| c, d, f | Number of classes, dataset, feature | Num | Number of occurrences of class |
| COVID-19 | Coronavirus disease 2019 | ORF | Open reading frame |
| CSV | Comma-separated values | Pr | Probability of selecting a sample of a class |
| DNA | Desoxyribonucleic acid | PK | Polynomial kernel |
| DT | Decision tree | Prec | Precision |
| Ent | Entropy | RBD | Receptor-binding domain |
| FASTA | Format of text for nucleotide or amino acids | RBF | Radial basis function |
| FN | False-negative | RF | Random forest |
| FP | False-positive | RNA | Ribonucleic acid |
| Freq | Frequency of each amino acid class | SARS-CoV | Severe acute respiratory syndrome coronavirus |
| GB | Gradient boosting | Sens | Sensitivity |
| IG | Information gain | SK | Sigmoid kernel |
| KEGG | Kyoto Encyclopedia of Genes and Genomes | Spec | Specificity |
| KNN | k-nearest neighbor | Spyder | Scientific python environment |
| LASSO | Least absolute shrinkage and selection operator | SVM | Support vector machine |
| Len | Length of the protein sequence | TN | True-negative |
| LK | Linear kernel | TP | True-positive |
| MD | Manhattan distance | WHO | World Health Organization |
| MERS-CoV | Middle East respiratory syndrome coronavirus | $\chi^2$ | Chi-square |

### 1.3. Objectives and outline

The objectives of this paper are as follows:

- To formulate a novel accurate model for COVID-19 that classifies the various coronavirus types and differentiates SARS-CoV-2 from other coronaviruses.
- To use machine learning techniques for evaluating the model in terms of accuracy, precision, sensitivity, and specificity.
- To reduce the number of features of the novel model to enhance its performance.
- To analyze the protein sequence of SARS-CoV-2 for understanding the viral infection cycle.

Table 1

| Acronym/ Symbol | Meaning | Acronym/ Symbol | Meaning |
|-----------------|---------|----------------|---------|
| A, G, M, ... | The 20 amino acids 1-letter abbreviations [19] | MI | Mutual information |
| AAC | Amino acid composition | MMS | Mean of sums of squares in the between groups |
| AAPred | Amino acid encoding based prediction | MMS | Mean of sums of squares in the same group |
| Acc | Accuracy | NCBI | National Center for Biotechnology Information |
| ANOVA | Analysis of variance | NGDC | National Genomics Data Center |
| BE | Bagging ensemble | NSPs | Non-structural proteins |
| c, d, f | Number of classes, dataset, feature | Num | Number of occurrences of class |
| COVID-19 | Coronavirus disease 2019 | ORF | Open reading frame |
| CSV | Comma-separated values | Pr | Probability of selecting a sample of a class |
| DNA | Desoxyribonucleic acid | PK | Polynomial kernel |
| DT | Decision tree | Prec | Precision |
| Ent | Entropy | RBD | Receptor-binding domain |
| FASTA | Format of text for nucleotide or amino acids | RBF | Radial basis function |
| FN | False-negative | RF | Random forest |
| FP | False-positive | RNA | Ribonucleic acid |
| Freq | Frequency of each amino acid class | SARS-CoV | Severe acute respiratory syndrome coronavirus |
| GB | Gradient boosting | Sens | Sensitivity |
| IG | Information gain | SK | Sigmoid kernel |
| KEGG | Kyoto Encyclopedia of Genes and Genomes | Spec | Specificity |
| KNN | k-nearest neighbor | Spyder | Scientific python environment |
| LASSO | Least absolute shrinkage and selection operator | SVM | Support vector machine |
| Len | Length of the protein sequence | TN | True-negative |
| LK | Linear kernel | TP | True-positive |
| MD | Manhattan distance | WHO | World Health Organization |
| MERS-CoV | Middle East respiratory syndrome coronavirus | $\chi^2$ | Chi-square |
To implement the obtained results computationally.
To apply the results to real-world data, in our case using the NGDC database.

Specifically, we propose a novel model named amino acid encoding-based prediction (AAPred) to carry out our investigation. The AAPred model classifies and distinguishes between COVID-19 and other coronaviruses adopting the amino acid encoding method [23] for features extraction and to improve the model performance. The amino acid encoding method is modified by adding a new amino acid class called “zero”, which contains unknown amino acids. Also, ambiguous amino acids are added to amino acids classes. In addition, the feature selection phase is applied to remove irrelevant features. The proposed AAPred model employs three different methods [24] for feature selection which are detailed in Subsection 2.1. This model optimizes the performance when predicting the virus type and utilizes mathematical and statistical methods to reduce the number of features.

The paper is organized as follows. Section 2 introduces the methodology and the AAPred model. Section 3 presents the experimental results employing the NGDC database. Finally, Section 4 provides a discussion as well as the conclusions, limitations, and ideas for future research.

2. Methodology

2.1. The proposed AAPred model

The AAPred model uses selection algorithms to extract features and then reduces the number of them eliminating those that are irrelevant. Three different methods of feature selection are utilized:

- Information gain (IG) [25],
- Analysis of variance (ANOVA) test [26], and
- Chi-square ($\chi^2$) statistic test [27].

The number of extracted features is reduced by removing irrelevant features. Specifically, protein sequence analysis requires feature extraction to convert sequence characters to a numerical form employing amino acid encoding. Lastly, the classification is performed predicting the coronavirus type using six different machine learning algorithms:

- Bagging ensemble (BE),
- Decision trees (DT),
- Gradient boosting (GB),
- k-nearest neighbors (KNN),
- RF, and
- SVM.

In summary, as shown in Fig. 1, the AAPred model consists of three phases:

- Feature extraction,
- Feature reduction, and
- Classification.

2.2. Feature extraction phase

In the feature extraction phase, the amino acid encoding method is used to obtain features from the viral protein sequences. The amino acid encoding method employs two physicochemical properties of the amino acids: volume and dipole [30]. The volume and dipole values are calculated utilizing molecular modeling and density-functional methods [31]. The calculated volumes and dipole values of amino acids divide the twenty amino acids into seven classes as shown in Table 2.

Table 2

| Class number | Dipole scale | Volume scale | Amino acids |
|--------------|--------------|--------------|-------------|
| 1            | –            | –            | A, G, V     |
| 2            | –            | +            | I, L, F, P  |
| 3            | +            | +            | Y, M, T, S  |
| 4            | ++           | +            | H, N, Q, W  |
| 5            | ++ ++        | +            | R, K        |
| 6            | ++ ++ ++     | +            | D, E        |
| 7            | +            | +            | C           |

In summary, as shown in Fig. 1, the AAPred model consists of three phases:

- Feature extraction,
- Feature reduction, and
- Classification.

Note that the volume scale “–” means that the volume is less than 50; the “+” means that volume is greater than 50; and cysteine (C) amino acid is moved from Class 3 to Class 7 because it can form disulfide bonds.

Due to the ambiguity of protein sequencing, there are four ambiguous amino acid characters added to the twenty amino acids. An eighth class labeled with zero is added to the seven classes of amino acid encoding. The newly added class contains three ambiguous amino acids (X, Z, and B), where X is an unknown amino acid, Z is a glutamic acid (E) or

![Fig. 1. Phases of the AAPred model and their connection.](image-url)
glutamine (Q), and B is an aspartic acid (D) or asparagine (N). The fourth ambiguous amino acid (J) is leucine (L) or isoleucine (I), which is added to Class 2 because I and L amino acids belong to this class. The ambiguity of amino acid codes comes from the error percentage of the sequencer of amino acids. During the sequencing process, the machine can be unable to detect the coming amino acid. For example, is it (L) or (I)? Thus, the sequencer puts (J), which means this amino acid may be (I) or (L).

Table 3 shows the amino acid classification. The amino acid encoding method replaces each amino acid character with its corresponding class number. This method converts the amino acids to numbers according to physicochemical properties.

### 2.3. Feature reduction phase

In this phase, optimal features are selected employing the mentioned feature selection techniques: information gain (recall it is denoted as IG in short), ANOVA, and $\chi^2$.

The IG is a filter-based method that calculates the information amount for each feature item related to the target class. It measures features' importance for the classification phase. The IG of a dataset (d) concerning one feature is calculated as

$$IG(d, f) = \text{Ent}(d) - \text{Ent}(d|f),$$  
(2)

where $\text{Ent}(d)$ stated in (2) is the entropy of the dataset d and $\text{Ent}(d|f)$ is the conditional entropy of d given the feature f. The entropy of d with the classes is defined as

$$\text{Ent}(d) = - \sum_{i=1}^c (p_i \log_2(p_i)),$$

(3)

where $p_i$ given in (3) is the probability of selecting a sample of Class i, and c is the number of classes. The conditional entropy is obtained by dividing the dataset into several groups, with each group consisting of two features. Then, we compute the quantitative relation of samples in each group out of the complete dataset multiplied by the entropy of each group based on the expression stated as

$$\text{Ent}(d|f) = - \sum_{d \in D, f \in F} \left( \text{Ent}(d) \log \left( \frac{p(f)}{p(d)} \right) \right),$$

(4)

where $p(f)$ given in (4) is the probability of selecting a feature and $D, F$ are the universe of datasets and features, respectively. Mutual information (MI) is calculated between two features with MI measuring the IG for one feature given a known value of the other feature. Thus, the MI between two features $f_1$ and $f_2$ is formulated as

$$MI(f_1, f_2) = IG(d, f_1) - IG(f_1|f_2),$$

(5)

where $MI(f_1, f_2)$ stated in (5) is the mutual information for $f_1$ and $f_2$. $IG(d, f_1)$ is the information gain for $f_1$, and $IG(f_1|f_2)$ is the conditional information gain for $f_1$ given $f_2$. Therefore, we have that the expression formulated as

$$IG(f_1|f_2) = - \sum_{d \in D, f_1 \in F} \left( IG(f_1) \log \left( \frac{p(f_1|f_2)}{p(f_1)} \right) \right),$$

(6)

which defines the conditional information gain for $f_1$ given $f_2$, where $IG(f)$ stated in (6) is the IG of a feature f with respect to the dataset d and $p(f_1|f_2)$ is the probability of selecting the two features. In the proposed model, IG is calculated according to the information of each amino acid class.

The ANOVA is a statistical test that studies the variance of means of squares in different groups. The ANOVA is constructed from the expressions stated as

$$MMS_{\text{within}} = \frac{\sum_{i=1}^G \sum_{j \in F_i} (f_j - \bar{F}_i)^2}{(G - 1)},$$

(7)

where $MMS_{\text{within}}$ is the mean sum of squares in the same group, f is the feature in this group, $\bar{F}_i$ is the mean of the features in the group, G is the number of groups, $(G - 1)$ are the degrees of freedom in the group, and

$$MMS_{\text{between}} = \frac{\sum_{i=1}^G (\bar{F}_i - \bar{F})^2}{(S - G)},$$

(8)

where $MMS_{\text{between}}$ defined in (8) is the mean sum of squares between groups, with $\bar{F}_i$ and G being defined as in (5), $\bar{F}$ is the mean of all features, S is the total number of samples, and $(S - G)$ corresponds to the degrees of freedom between groups. Therefore, the statistic used to compare groups is given by

$$\text{ANOVA} = \frac{MMS_{\text{between}}}{MMS_{\text{within}}},$$

(9)

Note that the ANOVA establishes the variation between the frequency of each amino acid class with respect to the variation of all virus sequences.

The $\chi^2$ test is applied to the groups of features to evaluate the association between them using the corresponding statistic defined as

$$\chi^2 = \sum_{i=1}^G \frac{(O_i - E_i)^2}{E_i},$$

(10)

where $O_i$ and $E_i$ are observed and predicted or expected frequencies in Class i, respectively, with G, as mentioned in (7), being the number of groups.

All these feature selection methods, that is, IG, ANOVA, $\chi^2$ test, are efficient in selecting features on protein sequence datasets because of the relationship between the amino acid classes. The proposed AAPred model uses the IG established in (2), ANOVA defined in (9), and $\chi^2$ statistic stated in (10) to assign scores to the extracted features. Then, the features are sorted, and the highest scores are considered in the classification phase. This step is very important to select the most significant features and remove unwanted features.

### 2.4. Classification phase

In the classification phase, the significant features are used to classify the coronaviruses to COVID-19 and non-COVID-19 employing the BE, DT, GB, KNN, RF, and SVM algorithms. Prediction of coronavirus types is
considered a binary classification problem.

The BE algorithm [42] utilizes a basis classifier for a given number of iterations. The BE classifier applies weight to the training set to help the next iteration of the classifier to achieve better performance.

The DT classifier splits the dataset based on the entropy by means of the formula given by

$$\text{Ent}(d) = -\sum_{x \in X} \left[ \text{Pr}(x) \log_2 \text{Pr}(x) \right].$$  \hspace{1cm} (11)

where Ent(d) given in (11) is the entropy of the dataset d, x is the set of classes (COVID-19 class or non_CoVID-19 class), and Pr(x) is the proportion (probability) between samples in Class x and the total number of samples in d. After calculating the entropy values for each sample, the DT method splits the dataset using the IG defined as

$$\text{IG}(d, a) = \text{Ent}(d) - \sum_{b \in B} \left( \text{Pr}(b) \text{Ent}(b) \right).$$ \hspace{1cm} (12)

with Ent(d) being defined in (12), B is the universe of subsets of the samples that are divided using the random variable a, Pr(b) is the proportion between samples in subset b \(\in B\) and the total number of the dataset, and Ent(b) is the entropy of subset b.

The GB algorithm [43] aims to maximize the results of the classifier correlated with the negative gradient of the loss function.

The KNN classifier is applied using the Manhattan distance (MD), which is calculated as the sum of the absolute values of the differences of the samples and then defined as

$$\text{MD} (x, y) = \sum_{i=1}^{k} |x_i - y_i|.$$ \hspace{1cm} (13)

where k stated in (13) is the number of features (dimensions), and x, y are two samples (vectors).

The RF algorithm is an ensemble classifier that combines several classifiers. The RF method consists of multiple DTs, each of which works as a classifier to predict the class label and then the majority voting of these trees’ outputs is utilized to predict the class label.

The SVM algorithm is applied using different kernel functions: Linear, hyperbolic tangent or sigmoid, polynomial, and radial basis function (RBF) [34]. The simplest kernel is the linear function, which is computed by the inner product of the feature vector and the class label vector, being it expressed as

$$\text{LK}(f, y) = \langle f, y \rangle + g.$$ \hspace{1cm} (14)

where LK(f, y) is the linear kernel, f is the feature vector, y is the class label vector, “\(\langle f, y \rangle\)” is the corresponding inner product, and g is a free general parameter (constant). The polynomial kernel function is calculated as

$$\text{PK}(f, y) = \langle f, y \rangle^q + g.$$ \hspace{1cm} (15)

where PK(f, y) given in (15) is the polynomial kernel, f, y, g are defined as in (14), and q is the polynomial degree. The sigmoid kernel utilizes the bipolar sigmoid function formulated as

$$\text{SK}(f, y) = \tanh(\alpha \langle f, y \rangle + g).$$ \hspace{1cm} (16)

where SK(f, y) stated in (16) is the sigmoid kernel, f, y, g are defined as in (14)-(15), and \(\alpha\) is a value of the slope in the linear function. The RBF is an exponential function established as

$$\text{RK}(f, y) = \exp \left( \gamma |f - y| \right).$$ \hspace{1cm} (17)

where RK(f, y) given in (17) is the radial basis kernel, f, y, g are defined as in (14)-(16), and \(\gamma\) is an adjustable parameter.

3. Application

3.1. Data description

As mentioned, the proposed model is evaluated using the NGDC dataset that is described by two types of files: comma-separated values (CSV) and FASTA, a format that is based on the text for representing either nucleotide or amino acid sequences, in which nucleotides or amino acids are denoted by single-letter codes. This dataset was accessed on July 2020 and has 113,927 samples of protein sequences for COVID-19 and other coronavirus types. There are different types of coronaviruses in this dataset such as alpha coronaviruses, bat coronaviruses, MERS-CoV, SARS-CoV, and SARS-CoV-2. The NGDC dataset contains 60,539 protein sequences of COVID-19 and the remaining 53,388 sequences are non-COVID-19 viruses. Therefore, the dataset is balanced between the two coronaviruses types the COVID-19 and non-COVID-19 by selecting only 53,388 from the COVID-19 protein sequences randomly. The remaining COVID-19 sequences were considered in the model training. Also, the NGDS dataset was accessed on November 2020 and the proposed model is evaluated with the new uploaded sequences totaling 520,789 protein sequences. Moreover, the AAPred model is evaluated employing another dataset that contains only the spike protein of coronaviruses from the National Center for Biotechnology Information (NCBI) coronavirus dataset [35].

For COVID-19, the minimum protein sequence length is 21 amino acids, and its maximum value is 7097 amino acids. For non-COVID-19, the minimum protein sequence length is 26 amino acids, and its maximum value is 7247 amino acids. The CSV file has data about viruses’ protein sequences, such as accession numbers, collection date of protein sequences, species, genus, family, protein sequence length, isolation source, host, and geographical location as shown in Table 4.

The FASTA file contains the protein sequences with the accessions number and virus type as a header for each protein sequence as shown in Fig. 2.

3.2. Model evaluation criteria

As mentioned, the AAPred model is evaluated using four performance measures: accuracy, precision, sensitivity, and specificity defined next. The accuracy is stated as

$$\text{Acc} = \left( \frac{\text{TP} + \text{TN}}{\text{S}} \right) \times 100,$$ \hspace{1cm} (18)

where TP given in (18) is the total number of true positives, TN is the total number of true-negatives, and S is the total number of samples in the dataset.

The precision criterion calculates the positive prediction or the correctness of the model when the classifier predicts the protein sequence as COVID-19. The precision formula is defined by

$$\text{Prec} = \left( \frac{\text{TP}}{\text{TP} + \text{FP}} \right) \times 100,$$ \hspace{1cm} (19)

where TP is given in (18) and FP in (19) is the total number of false-positives. The summation of TP and FP represents the total number of protein sequences predicted as COVID-19 (predicted as presence of the virus).

Table 4

| Accession | Species        | Length | Host        |
|-----------|----------------|--------|-------------|
| AVP78037  | SARS-CoV-2     | 121    | Homo Sapiens|
| AVP78039  | SARS-CoV-2     | 97     | Homo Sapiens|
| AVP78040  | SARS-CoV       | 70     | Homo Sapiens|
| BBE15202  | Alpha          | 237    | Felis Catus |
| QP71705   | Avian          | 125    | Gallus Gallus|
| AXM42849  | Porcine        | 161    | Sus Scrofa  |
| ATG48898  | MERS           | 4391   | Homo Sapiens|
The sensitivity states the true-positive rate of the proposed model when the classifier predicts the protein sequence as COVID-19 and it is really a COVID-19. The sensitivity is also called recall and formulated as
\[
\text{Sens} = \frac{TP}{TP + FN} \times 100,
\]
where FN stated in (20) is the total number of false negatives. The summation of TP and FN represents the number of COVID-19 protein sequences (when the presence of the virus is true).

The specificity determines the true-negative rate of the model when the classifier predicts the protein sequence as non-COVID-19 and it is really a non-COVID-19. The specificity is defined as
\[
\text{Spec} = \frac{TN}{TN + FP} \times 100,
\]
where TN is given in (18) and FP stated in (21) is the total number of false-positives. The summation of TN and FP represents the number of non-COVID-19 protein sequences (when the absence of the virus is true).

3.3. Results

In the dataset, protein sequences are categorized into two classes: COVID-19 and non-COVID-19. The 106,776 protein sequences are divided into 80% for training and 20% for testing. Moreover, all protein sequences were evaluated using 10-fold cross-validation. Fig. 3 shows the frequencies of the eight amino acid classes for the samples in the dataset. In Fig. 3, the x-axis represents the eight classes of amino acids, and the y-axis is the frequency of each amino acid class in each sample. As shown in Fig. 3, the COVID-19 samples contain high amounts of Class 2 amino acids. This class dipole value is less than 1.0 and includes the amino acids: I, L, Phenylalanine (F), and Proline (P). Concerning non-COVID-19 samples, it contains high amounts of amino acids of Classes 3 and 6. These classes include the amino acids: D, E, Methionine (M), Serine (S), Threonine (T), and Tyrosine (Y). Moreover, the third and sixth classes of amino acids dipole values range between 1.0 and 3.0.

Therefore, SARS-CoV-2 has similar physicochemical characteristics to some regions of SARS-CoV. In addition, the polarizabilities of most amino acids found in non-COVID-19 protein sequences are higher than the polarizabilities of amino acids found in COVID-19 protein sequences. Therefore, COVID-19 is potentially nonpolar and tends to form chemical bonds with very small dipole values.

The proposed model was fitted on the scientific python development environment (Spyder) using the Scikit-learn software package for python programming language. The model was applied on a computer with Intel(R) Core(TM) i7-9750H CPU and 16 GB RAM.

In the AAPred model, amino acid encoding extracts the features and, as mentioned, three different selection methods are utilized to reduce the number of features and optimize the performance. Then, the performance measures are employed for evaluation, that is, accuracy, precision, sensitivity, and specificity.

Table 5 reports the performance of the six different classifiers based on the NGDC dataset using 80% training and 20% testing. As reported in this table, the highest performance is reached using the $\chi^2$ method for feature selection in the KNN classifier. The $\chi^2$ method reduces the number of features to seven of them. Accuracy, precision, sensitivity, and specificity are reached 99.69%, 99.72%, 99.65%, and 99.72%, respectively.

Table 6 reports the average performance using a 10-fold cross-validation. The average performance reaches, employing the $\chi^2$ method for feature selection with the KNN classifier, an accuracy, precision, sensitivity, and specificity of 90.69%, 91.72%, 89.65%, and 88.72%, respectively. The highest performance employing the 10-cross-validation is reached with the RF classifier and the IG method as shown in Figs. 4–6.

The accuracy of the SVM classifier employing the $\chi^2$ method is 94.15%. In addition, the DT classifier reaches an accuracy of 94.39%, a precision of 90.48%, a sensitivity of 96.31%, and a specificity of 90.48% using an ANOVA. The accuracy of the RF classifier with IG is 98.69% and this is the maximum accuracy reached.

Note that the three feature selection methods reduce the number of features to seven. The selected seven features from each method are different, but there are two common features among the three feature selection methods: the frequency of Classes 2 and 6.

The proposed model performance using 10-cross-validation based on IG, ANOVA, and $\chi^2$ test is shown in Figs. 4–6. These figures reveal that the RF classifier outperforms the other classifiers, and the IG method is the best one concerning accuracy.

The proposed model was applied to the spike protein dataset to predict the infection risk. The results reached 99.01%, 96.41%, 98.56%, and 97.02% for accuracy, precision, sensitivity, and specificity, respectively. Fig. 7 shows the performance of the RF classifier based on the spike protein dataset using the three selection methods: IG, ANOVA, and $\chi^2$ test.

The proposed model is evaluated using six different classifiers of machine learning algorithms [20,28,29]: BE, DT, GB, KNN, RF, and SVM. The proposed model reached an accuracy of 99.69%, a precision of
99.58%, a sensitivity of 99.80%, and a specificity of 99.58% based on 80% of the data for training and 20% for testing. The average performance measures using 10-fold cross-validation are 98.69%, 98.72%, 96.81%, and 97.72% for accuracy, sensitivity, specificity, and precision, respectively. The AAPred model outperforms the existing models in terms of accuracy and computation time. Moreover, it reduces the

Table 5
AAPred model performance for the indicated method and classifier with the NGDC dataset.

| Classifier | IG | Sens | Spec | Prec | ANOVA | IG | Sens | Spec | Prec | χ² | Acc | Sens | Spec | Prec |
|------------|----|------|------|------|-------|----|------|------|------|----|------|------|------|------|
| BE         | 98.53 | 98.21 | 98.43 | 98.35 | 96.91 | 96.32 | 96.44 | 96.83 | 98.89 | 98.87 | 98.33 | 98.33 |
| DT         | 99.23 | 99.19 | 99.37 | 99.37 | 99.39 | 99.31 | 99.48 | 99.48 | 99.28 | 99.17 | 99.40 | 99.40 |
| GB         | 97.61 | 96.80 | 97.85 | 97.51 | 95.62 | 95.34 | 95.64 | 95.64 | 97.81 | 97.56 | 97.74 | 97.73 |
| KNN        | 99.66 | 99.65 | 99.67 | 99.67 | 99.63 | 99.55 | 99.71 | 99.71 | 99.69 | 99.65 | 99.72 | 99.72 |
| RF         | 99.69 | 99.80 | 99.58 | 99.58 | 99.69 | 99.81 | 99.56 | 99.56 | 99.68 | 99.78 | 99.57 | 99.57 |
| SVM        | 95.13 | 95.40 | 94.86 | 94.89 | 95.14 | 95.39 | 94.89 | 94.91 | 95.15 | 95.40 | 94.90 | 94.92 |

Table 6
AAPred model performance for the indicated method and classifier with the NGDC dataset using 10-fold cross-validation.

| Classifier | IG | Sens | Spec | Prec | ANOVA | IG | Sens | Spec | Prec | χ² | Acc | Sens | Spec | Prec |
|------------|----|------|------|------|-------|----|------|------|------|----|------|------|------|------|
| BE         | 98.53 | 96.21 | 97.43 | 98.35 | 96.51 | 96.32 | 94.44 | 90.83 | 93.91 | 90.44 | 90.83 |
| DT         | 89.23 | 89.19 | 89.37 | 89.37 | 94.39 | 96.31 | 90.48 | 90.48 | 89.28 | 89.17 | 89.4   | 89.4   |
| GB         | 97.61 | 96.8  | 97.85 | 97.51 | 95.62 | 95.34 | 95.64 | 90.64 | 92.62 | 89.34 | 88.64 | 88.64 |
| KNN        | 89.66 | 89.65 | 89.67 | 89.67 | 89.63 | 89.55 | 89.71 | 89.71 | 90.69 | 89.65 | 88.72 | 89.17 |
| RF         | 98.69 | 96.81 | 97.72 | 98.72 | 96.69 | 95.81 | 95.56 | 91.56 | 94.68 | 90.78 | 91.57 | 89.57 |
| SVM        | 85.13 | 85.4  | 84.86 | 84.89 | 85.14 | 85.39 | 84.89 | 84.91 | 94.15 | 85.4  | 84.9   | 84.9   |

Fig. 3. Bar plot with frequencies of eight amino acids classes in: (a) COVID-19 and (b) non-COVID-19 samples for the NGDC dataset.
number of features to only seven of them. The performance of the AAPred model changed when applying different training and testing methods. As reported in Table 5, the KNN method outperforms the other classifiers using 80% of the data for training and 20% for testing. On the contrary, when using a 10-fold cross-validation, the RF method outperforms the other classifiers. This indicates that splitting the dataset into training and testing affects the prediction of the viruses, especially to the KNN classifier that depends on the neighbors. Thus, applying the RF classifier using a 10-fold cross-validation makes the prediction results more reliable.

4. Discussion and conclusions, limitations, and future research

4.1. Discussion

To verify the performance of the proposed AAPred model, we compare this model with the performance of two different models: LASSO [14] and AAC [15] for feature selection. With LASSO, the selected number of features is 35 (eighteen radiological semantic features and seventeen clinical features). Using both types of features, the performance measures are 95.9%, 96.1%, and 95.7%, in terms of accuracy, sensitivity, and specificity, respectively. When the AAC is utilized, the 41 features of the protein sequence are reduced to twenty important features. We employ the RF classifier such as in [15] to evaluate the models. The achieved accuracy is 98.18% using 10-cross validation.

Table 7 summarizes the performance of the AAPred model compared to the method presented in [14]. The proposed AAPred model outperforms Chen et al. [14]'s method. It is evaluated employing six classifiers and four performance measures, reaching a higher accuracy of 98.69% in 6.43 seconds compared to 95.9% with Chen et al. [14]'s method in 5.62 seconds. In addition, our model reduces the number of features to seven of them compared to the 35 features presented in [14]. The second comparison is conducted with the spike protein dataset. The AAPred model was compared with Qiang et al. [15]'s model that has an
accuracy of 98%. Our AAPred model outperforms Qiang et al. [15]'s model, with an accuracy of 99.01% and seven features in 3.58 seconds compared to Qiang et al. [15] that has twenty features as shown in Table 8. The results report that SARS-CoV-2 has similar infection cycles and sequences in some regions of the SARS-CoV proteins that indicate the affectedness of vaccines on SARS-CoV-2.

4.2. Conclusions, limitations, and future research

In this paper, a novel model, named AAPred in short, was proposed to predict coronavirus types. The AAPred model extracts features from the protein sequences by replacing the amino acid characters in each sequence with the normalized frequencies of the eight amino acid classes. We used the information gain, analysis of variance, and chi-square methods to reduce the number of features and select the most significant ones. The model reduces the features to only seven of them. The AAPred model was evaluated employing six classifiers: Bagging ensemble, decision trees, gradient boosting, k-nearest neighbors, random forest, and support vector machine. Experimental results showed that the AAPred model can differentiate between COVID-19 and non-COVID-19 viruses’ sequences. This differentiation is supported by the average accuracy of the model of 98.69%, a precision of 98.72%, a sensitivity of 96.81%, and a specificity of 97.72%. The maximum accuracy was reached utilizing the random forest classifier and the information gain method.

Table 7
AAPred model performance compared to the method proposed in Ref. [14]. Source: The authors.

| Method         | Number of features | Acc   | Sens  | Spec  | Prec  | Computing time (in seconds) |
|----------------|--------------------|-------|-------|-------|-------|-----------------------------|
| IG             | 7                  | 96.89 | 96.81 | 97.72 | 98.72 | 6.43                        |
| ANOVA          | 7                  | 96.69 | 95.81 | 95.56 | 91.56 | 1.17                        |
| $\chi^2$       | 7                  | 94.68 | 90.78 | 91.57 | 89.57 | 1.12                        |
| Chen et al. [14]| 35                 | 95.90 | 96.10 | 95.70 | 98.60 | 5.62                        |

Fig. 6. Proposed model performance based on the $\chi^2$ method for the NGDC dataset using a 10-fold cross-validation.

Fig. 7. Proposed model performance using the spike protein dataset.
In addition, the 10-Fold cross-validation method was used. Moreover, after studying the polarity and dipole values of the protein sequence of the coronavirus, we conclude that the COVID-19 protein sequence has a high level of amino acids of the second class that contains nonpolar amino acids, compared to the non-COVID-19 protein sequence.

We choose machine learning tools rather than deep learning methods because machine learning techniques can reach excellent results in our dataset with less computational burden and they are simpler to use. Indeed, it has only seven features and is not complicated as an image classification, for example. In any case, we applied a generative adversarial network and resulted in an accuracy of around 98% as the random forest classifier.

A limitation of the proposed model is that it relies only on protein sequence analysis and does not consider other aspects such as the protein structure of the virus or its DNA sequence. As further research directions, we aim to apply the same model using different feature extraction methods according to the sequence and the structure of the proteins to obtain more detailed biological information about the virus behavior and its infection cycle. Other classification methods will also be explored in future studies such as principal components analysis and its new derivations, including supervised and unsupervised approaches, as well as functional data analysis, partial least squares structures, and other recent methodologies [36–41,46–49].
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