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Abstract: In order to improve the tracking failure caused by small-target pedestrians and partially blocked pedestrians in dense crowds in complex environments, a pedestrian target detection and tracking method for an intelligent vehicle was proposed based on deep learning. On the basis of the YOLO detection model, the channel attention module and spatial attention module were introduced and were joined to the back of the backbone network Darknet-53 in order to achieve weight amplification of important feature information in channel and space dimensions and improve the representation ability of the model for important feature information. Based on the improved YOLO network, the flow of the DeepSort pedestrian tracking method was designed and the Kalman filter algorithm was used to estimate the pedestrian motion state. The Mahalanobis distance and apparent feature were used to calculate the similarity between the detection frame and the predicted pedestrian trajectory; the Hungarian algorithm was used to achieve the optimal matching of pedestrian targets. Finally, the improved YOLO pedestrian detection model and the DeepSort pedestrian tracking method were verified in the same experimental environment. The verification results showed that the improved model can improve the detection accuracy of small-target pedestrians, effectively deal with the problem of target occlusion, reduce the rate of missed detection and false detection of pedestrian targets, and improve the tracking failure caused by occlusion.
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1. Introduction

A vehicle safety assist driving system or automatic driving system can perceive all kinds of targets and road environment information through radar with multiple sensors, such as visual perception in front of the target and road environment information, make driving decisions in time according to the position relationship between the host vehicle and the surrounding targets, and remind or correct the driver or automatically control the vehicle trajectory to a certain extent so as to curb the occurrence of traffic accidents.

Pedestrian detection is one of the key technologies of an autonomous driving environment perception and also one of the core research hot spots for future vehicles in a complex driving environment to truly realize the unmanned vehicle. Due to the small size of a pedestrian target, its movement is varied and its walking direction is uncertain. Compared with static lane detection and dynamic vehicle target recognition, it is more difficult to identify and predict. Therefore, it is of great significance to quickly detect pedestrian targets and judge their walking intentions in time for autonomous vehicles to control vehicle driving routes in advance and reduce collisions with pedestrians.

As we all know, with the rapid development of computer technology, intelligent control and deep learning theory have been widely applied to various research fields, such as the intelligent vehicle environment perception, smart parting, and food supply chain management in smart cities [1–4]. At present, research institutions and researchers at home and abroad have carried out extensive studies on pedestrian target detection and tracking.
using deep learning theory. A two-stage RCNN algorithm was proposed in ref. [5]. In the first stage, feature extraction is carried out to generate candidate regions, and the candidate regions are input into the neural network for convolution operations. In the second stage, SVM is used for target classification, and a non-maximum suppression algorithm is used to delete redundant candidate boxes and retain the candidate boxes with the highest confidence to complete target detection. A VGGNet network was built in ref. [6], and two network models, VGG16 and VGG19, were obtained by the continuous superposition of a convolutional layer and pooling layer [6]. Ref. [7] proposed a YOLO network structure belonging to the one-stage detection algorithm [7]. An image is divided into regions in the network structure, each grid region is input into a neural network for target detection, and the boundary boxes and categories of detected targets are predicted. In Ref. [8], a SAF RCNN method was proposed; this can detect targets of different scales in a target detection task by assigning different weights to the output results of the network [8]. Based on the YOLO network, the distribution density of candidate boxes in the x and y directions was adjusted to improve the real-time performance of the detection model in ref. [9]. In Ref. [10], YOLO and DenseNet were combined to amplify target feature information using the HSV model, to extract features using a convolutional neural network, and, finally, to improve the lightweight model using the Dense Block structure [10]. A Sort algorithm was proposed; this takes IOU as the evaluation index, uses a Kalman filter to predict the trajectory, and realizes the matching between the detection frame and the tracking trajectory combined with the Hungarian algorithm. The algorithm has fast detection speed but poor shielding ability and low tracking accuracy. Later, a depth tracking algorithm based on Sort was proposed; this performs off-line training of the model on pedestrian re-recognition data, deals with the occlusion problem to a certain extent, and reduces the number of target ID jumps [11]. In Ref. [12], a twin bidirectional network GRU was proposed, a new candidate trajectory was established in a sparse environment according to the target features extracted by CNN and RCNN neural networks, and the trajectory with the highest confidence score was retained [12]. A double matching attention network with a spatio-temporal double attention mechanism was proposed to track and correlate data with a single object. The LSTM memory method was used to solve the problem of the RNN neural network with a too-small data amount due to a gradient descent [13]. A pedestrian tracking algorithm based on the idea of multi-granularity was proposed. This integrates the convolutional features of a neural network with the underlying color features, makes decisions on the results of the auto-regression network tracking algorithm based on deep learning, and revises the tracking results according to the target detection results [14]. From the above analysis, we can know that the deep reinforcement learning method has powerful hierarchical decision-making and recognition abilities, which can be applied to many fields, such as an intelligent vehicle system, energy management system [15–18], and so on [19,20].

It was our goal to propose an improved method for pedestrian target detection in an intelligent driving environment. The article is structured as follows. Section 2, titled “Improved YOLO Network Design Based on Deep Learning”, analyzes the pedestrian detection process based on deep learning and proposes a CBAM (convolutional block attention module), including the spatial attention module (SAM) and channel attention module (CAM) based on the general YOLO model architecture. Section 3, “DeepSort Pedestrian Tracking Based on Improved Network”, demonstrates the flow of a DeepSort pedestrian tracking method and the Kalman filter to estimate the pedestrian motion state. The measures of appearance feature and Mahalanobis distance were set for data association matching between the detection frame and predicted pedestrian trajectory. The Hungarian algorithm was used to achieve the optimal matching of pedestrian targets. Section 4, “Pedestrian Detection and Tracking Evaluation Indicators”, discusses the evaluation indicators on pedestrian detection and tracking. Section 5, “Pedestrian Detection and Tracking Verification”, lists some verification results on pedestrian detection and tracking based on the data set PD-2022, the COCO data set, VOC 2017, and other data sets. Section 6, “Con-
clusions”, summarizes the research results and remarks of the article. The main innovation of the paper is that the improved pedestrian detection model has a stronger ability to deal with occlusion and accurately detects missed and misdetected images, which solves the tracking failure caused by occlusion before improvement.

2. Improved YOLO Network Design Based on Deep Learning

2.1. Analysis of Overall Pedestrian Detection Process Based on Deep Learning

Deep learning-based pedestrian detection in the front of intelligent vehicles can be summarized into the following six aspects.

(1) Model building

The target detection model is mainly divided into two modules: the Darknet-53 backbone network module extracts pedestrian features, and the detection module performs multi-scale pedestrian prediction.

(2) Model parameter setting

Model parameters are designed for intelligent driving scenarios and pedestrians with small targets to make the detection network more suitable for the environment awareness system of intelligent driving, realizes the optimization of the network model, and improves the detection effect.

(3) Data preprocessing

Data preprocessing includes two modules: data set making and data enhancement. The data sets mainly come from three aspects. In one, pedestrian images in different environments are collected by a camera. In another, driving records are collected by a vehicle camera, and single frame images are obtained by frame segmentation technology. In the third, some pedestrian images are extracted from various public data sets, and a new pedestrian data set named PD-2022 is established by merging them.

(4) Model training

The detection model after tuning is trained on the self-constructed data set to observe the change of loss value; the model training is completed after the optimal weight is obtained.

(5) Model test

The trained pedestrian detection model is tested on the self-built data set to analyze the pedestrian detection effect.

(6) Model evaluation

The pedestrian detection accuracy is calculated by the target detection evaluation index, and the model is evaluated and analyzed.

2.2. Model Improvement Based on CBAM Module

In order to effectively alleviate target misdetection and missed detection caused by occlusion and camera exposure of pedestrian targets, the convolutional block attention module (CBAM) is introduced in this paper, including the spatial attention module (SAM) and channel attention module (CAM), as shown in Figure 1.

Figure 1. CBAM architecture.
The constructed CBAM modules were added to the rear of the YOLO backbone network Darknet-53, and the feature maps extracted by YOLO were pooled to the maximum and average in spatial and channel dimensions. It can enlarge the weight of useful information and reduce the weight of useless information in the feature map, enlarge the features of pedestrians in the image, increase the feature extraction ability of the model, and improve the detection performance of the model.

The channel attention module (CAM) is shown in Figure 2; it is assumed that the size of the original feature map is N times N channel. Firstly, global maximum pooling and global average pooling are carried out to obtain two feature vectors with channel numbers of the original figure. A fully connected neural network is used to combine feature vectors, learn the non-linear relationship between channels, and output feature vectors with the length of the channel number. The output of the two artificial neural networks is added together, that is, for fusion processing, and then the sigmoid function is used to map the result to between 0 and 1, which is used to represent the weight of each channel. Finally, the weight values from 0 to 1 are multiplied to the original feature map to realize the amplification of useful information and the reduction in useless information.

The spatial attention module (SAM) is shown in Figure 3. For channel maximum pooling and average pooling, convolution kernels are 1’1, and two n’n’1 feature graphs can be generated. The two feature graphs are spliced by tensors to obtain a n’n’1 feature graph. A sigmoid function is used to activate the operation. The value on the feature map is mapped to 0 to 1, which is used to represent the weight on the space. The weight value is multiplied to the input feature map to achieve the enlargement of useful information and the reduction in useless information and complete the spatial attention. The CBAM module is spliced behind the traditional YOLO backbone network structure Darknet-53. The improved YOLO model architecture is shown in Figure 4.

It can be seen from Figure 4 that pedestrian features are extracted from the original image after the backbone network. Feature images of three scales were obtained as the Figures 1–3, respectively. Firstly, the maximum pooling and average pooling of the channel dimension are calculated for the feature map, and the two feature vectors obtained are processed by the add module. Secondly, the eigenvalues are normalized by the sigmoid function, so that the output values are compressed to values between 0 and 1. Finally, the result is multiplied by Feature Map 1, Feature Map 2, and Feature Map 3 to complete the realization of channel attention. Feature Map 1, Feature Map 2, and Feature Map 3 obtained through channel attention were calculated by max pool and avg pool of the spatial dimension; the two-layer feature maps obtained were processed by the concat module. By the concat module processing, the feature values are normalized by the sigmoid function, and the normalized result is multiplied by the channel attention module, which is placed
on the three feature maps (Feature Map 1, Feature Map 2, and Feature Map 3) to complete the realization of spatial attention. The pedestrian prediction was carried out on the feature graph and the final detection result was obtained after the screening of the prediction results by the non-maximum suppression (NMS) algorithm.

Figure 4. YOLO+CBAM model architecture.

3. DeepSort Pedestrian Tracking Based on Improved Network

The Hungarian algorithm and the overlapping area of the measurable boundary boxes are used as the measurement standard in the sort algorithm; the target tracking is realized by Kalman filter estimation and frame-by-frame data association. The sorting algorithm has good tracking accuracy and accuracy under a high frame rate. However, because the algorithm only uses the motion measure as the association standard, it returns too many identity switches during association; therefore, the sort algorithm has shortcomings in processing target tracking tasks under occlusion scenes. The DeepSort algorithm adopted in this paper was improved on the basis of the sort algorithm, adding appearance measure information, using Mahalanobis distance matching and appearance information matching as two ways to carry out data association, which has a better tracking effect and a certain ability to deal with occlusion problems.

3.1. DeepSort Pedestrian Tracking Process

The pedestrian tracking method based on the DeepSort algorithm is mainly divided into the following steps; the overall process is shown in Figure 5.
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**Figure 5. DeepSort pedestrian tracking process.**

1. According to the YOLO detection model, the detector information of the pedestrian at the last moment is obtained. The path of the pedestrian at the next moment is predicted by a Kalman filter algorithm, and the prior estimate value of the pedestrian is obtained.

2. The YOLO detection model is used to extract and save the features of the target pedestrian in the image at the current moment; the detector of pedestrian position information at the current moment can be obtained.

3. The Hungarian algorithm is used to match the detector and track by using the appearance feature and Mahalanobis distance. If the match is successful, it will enter
a Kalman update and output tracking results. Otherwise, the unmatched detection frame and tracker are matched with IOU. During the cascade matching, a time update parameter (time_since_update) is set for each track. The tracking track is arranged according to the update parameter value. The tracking track with the smallest parameter value is first associated with the detector for matching, so as to ensure that the tracking target with the shortest matching time has a higher priority, which ensures the continuity of tracking and reduces the number of identity ID switchings.

(4) The proportion of overlapping regions is used to calculate the similarity between the detection frame and the tracker and determine whether the detection frame and tracker at this moment have the same identity ID. If the match is successful, it will enter a Kalman update and output tracking results. Otherwise, the unmatched tracker will be matched for 10 consecutive frames. If the detection frame is matched within 10 frames, the tracking result will be output. If there is still no match, the target is considered as a non-tracking target, that is, the trajectory is deleted.

It needs to repeat the above steps to modify and adjust the tracking trajectory estimated by the Kalman filter to obtain the final tracking result. In addition, it is necessary to judge the detector that fails to match and track and perform operations such as assigning a new identity ID or deleting the trajectory. The above analysis process can be seen in Figures 5 and 6.

3.2. Kalman Filter Estimation of Pedestrian Target State

In the process of pedestrian tracking in this paper, the video files used were pedestrian videos shot by vehicle-mounted cameras. In the two adjacent images of the video, the pedestrian position changed very little and the time interval of the images was short. Therefore, the pedestrian’s motion state was determined as uniform linear motion. A Kalman uniform velocity model was adopted as the basic model for the estimation of the pedestrian motion state; its pedestrian motion state equation is shown below.

\[ x_k = Ax_{k-1} + \omega_{k-1} \] (1)
where $A$ is the state transition matrix, indicating that the pedestrian is moving in a uniform straight line, and the pedestrian state is set from $k - 1$ to $k$, $\omega$ is the noise generated by the prediction process, and $Q$ is the covariance matrix of noise.

The pedestrian target detection results are taken as the observed values at the current time; the observation equation is as follows.

$$z_k = Hx_k + v_k$$ (2)

In Formula (2), $H$ is the measurement matrix, and the conversion from the state value to the observed value is calculated, $v_k$ is the observation noise with Gaussian distribution, and the expectation is 0. $R$ is the covariance matrix of the observation noise.

The state of the pedestrian target is represented by vector $x$ as follows.

$$x = [p, q, \gamma, h, v_p, v_q, v_\gamma, v_h]^T$$ (3)

where $p$ and $q$ are the horizontal and vertical coordinates of the target center point; $\gamma$ is the length–width ratio of the boundary frame; $h$ is the height of the boundary frame; and $v_p$, $v_q$, $v_\gamma$, and $v_h$ are the corresponding velocities of each point of the boundary frame, respectively.

The time update equation of the pedestrian targets is shown below.

$$\hat{x}_{k}^{-} = A\hat{x}_{k-1}^{-} + \omega$$ (4)

$$P_k^{-} = AP_{k-1}^{-}A^T + Q$$ (5)

where $\hat{x}_{k}^{-}$ is the prior estimate of the pedestrian state at time $k$, $P_k^{-}$ is the prior estimate of covariance at time $k$, $\hat{x}_{k-1}^{-}$ is the posterior estimate of the pedestrian state at time $k - 1$, $P_{k-1}^{-}$ is the posterior estimate of covariance at time $k - 1$, and $Q$ is the covariance of noise.

The status update equation of the pedestrian target is shown below.

$$K_k = P_k^{-}H^T(HP_k^{-}H^T + R)^{-1}$$ (6)

$$\hat{x}_k = \hat{x}_{k}^{-} + K_k(z_k - H\hat{x}_{k}^{-})$$ (7)

$$P_k = (I - K_kH)P_k^{-}$$ (8)

The estimation process of using a Kalman filter is to predict the pedestrian state at $k$ moment according to a Kalman filler value at $k - 1$ moment and to predict the variance through the process noise to complete the prior estimation. Then, the filter is used to modify and adjust the prior estimate according to the observed value at time $k$ to complete the posterior estimate. Through the cyclic process above, the error between the real value and the measured value is constantly reduced, so that the predicted value is constantly approaching the real value and the final tracking result is obtained.

3.3. Correlation Matching of Pedestrian Targets

During tracking, it is necessary to perform correlation matching between the detector and tracking track on the prior estimate of the pedestrian target position and assign the same identity ID to the pedestrian with the same target.

(1) Mahalanobis distance matching

In this paper, two measures of appearance feature and Mahalanobis distance are used for data association matching. The Mahalanobis distance is calculated as follows.

$$d_{i,j}^{(3)} = (d_i - y_i)^T S_i^{-1} (d_i - y_i)$$ (9)
where \((y_i, S_i)\) is the projection of the \(i\)th pedestrian track mapped to the detection space, \(d_j\) is the position of the \(j\)th detection frame, \(y_i\) is the target position predicted by the \(i\)th tracking track, and \(S_i\) is the covariance matrix of the observation space at the current moment predicted by a Kalman filter.

(2) Appearance feature matching

A cosine deep feature network was trained on a large number of pedestrian sample re-recognition data sets. In total, the row sample data set contained more than 1,100,000 images of 1261 pedestrians. This characteristic network contained two convolution layers and six residual modules. Its network structure is shown in Table 1.

Table 1. Cosine deep feature network structure.

| Network Type         | Filter Size | Output Size       |
|----------------------|-------------|-------------------|
| Convolution layer    | 3 × 3/1     | 32 × 128 × 64     |
| Convolution layer    | 3 × 3/1     | 32 × 128 × 64     |
| Maximum pooling layer| 3 × 3/2     | 32 × 64 × 32      |
| Residual block       | 3 × 3/1     | 32 × 64 × 32      |
| Residual block       | 3 × 3/2     | 32 × 64 × 16      |
| Residual block       | 3 × 3/1     | 32 × 64 × 16      |
| Residual block       | 3 × 3/2     | 128 × 16 × 8      |
| Residual block       | 3 × 3/1     | 128 × 16 × 8      |
| Fully connected layer|             | 128               |
| L2 normalized layer  |             | 128               |

First, \(d_j\) is detected based on each bounding box, and the appearance descriptor \(r_i\) is calculated. Secondly, according to each track \(k\), a library of appearance descriptors \(R_k = \{r_k^{(i)}\}_{k=1}^{L_k}\) is established, and the feature vectors successfully associated with 100 frames before and after are saved. Finally, the minimum cosine distance between the \(i\)th tracking track \(r_k^{(i)}\) and the \(j\)th detector \(r_j^T\) were calculated. The calculation of appearance features is shown as follows.

\[
d^{(2)}(i,j) = \min \left\{ 1 - r_j^T r_k^{(i)} \mid r_k^{(i)} \in R_i \right\}
\]

(10)

The appearance matching and Mahalanobis distance matching are fused as the final metric of association matching, as shown in Formula (11) below.

\[
c_{ij} = \lambda d^{(1)}(i,j) + (1 - \lambda)d^{(2)}(i,j)
\]

(11)

In view of the widespread severe occlusion of dense crowds in pedestrian tracking tasks, the continuity of pedestrian target tracking results is defective. Therefore, this paper gives priority association matching rights to frequently occurring targets to be tracked. A track is matched for each detector, represented by a time update parameter \((\text{time\_since\_update})\). If the tracking track matches the corresponding detector, this parameter is initialized to 0. Otherwise, the tracking track is counted with +1. The tracking track is arranged from large to small according to the parameter value of \(\text{time\_since\_update}\), and the tracking track with the smallest parameter value is preferentially associated and matched with the detector. Therefore, the tracking target with the shortest matching time has a higher priority, which ensures the continuity of tracking, reduces the number of ID switchings, and achieves a more stable tracking effect.

Multiple pedestrian targets in an image will generate multiple target detection frames and predict multiple tracking trajectories at the same time. In this paper, the Hungarian algorithm is used to deal with the optimal matching problem between detection frames and tracking trajectories.
4. Pedestrian Detection and Tracking Evaluation Indicators

4.1. Pedestrian Detection Evaluation Indicators

In pedestrian detection tasks, the average detection accuracy (mAP) is the most widely used and most recognized evaluation index, which can be obtained by the following Formula (12).

\[
    mAP = \frac{\sum_{k=1}^{M} AP(k)}{M}
\]

\[
    AP = \frac{\sum_{n=1}^{m} p(n) \times g(n)}{N_g}
\]

where \( M \) is the number of images to be recognized, \( N_g \) is the number of positive samples in the image to be retrieved, and \( P(n) \) is the prediction accuracy. \( P(n) \) is the prediction result of the \( n \)th prediction.

4.2. Pedestrian Tracking Evaluation Indicators

The currently recognized performance evaluation of target tracking mainly includes the MOTP and MOTA.

The index MOTP is mainly used to measure the error degree between the real target and the tracking result. Its calculation formula is as follows.

\[
    MOTP = \frac{\sum_{i,t} d_i^t}{\sum_t C_t}
\]

where \( d_i^t \) is the distance deviation between the \( i \)th pair matched tracker of the \( t \) frame and the real position of the target in the image and \( C_t \) is the logarithm of successful matching between the \( t \) frame tracker and the real target in the image.

MOTA represents the degree of successful tracking to the same target after matching by the tracking module and evaluates the accuracy of tracking model.

\[
    MOTA = 1 - \frac{\sum_t (m_t + f_p_t + mme_t)}{\sum_t g_t}
\]

where \( m_t \) is the real number of targets that are not matched successfully in the \( t \) frame, \( f_p_t \) is the number of unsuccessful trackers in the \( t \) frame, \( mme_t \) is the number of ID switches occurring in the \( t \) frame, and \( g_t \) is the total number of real targets contained in the \( t \) frame image.

5. Pedestrian Detection and Tracking Verification

In order to verify the effectiveness of the pedestrian detection and tracking method in this paper, the data set PD-2022 was created based on all kinds of public data sets, such as the COCO data set, VOC 2017, and other data sets. The data set includes single or multi-target pedestrians in various lighting environments and different scenarios, such as roads, campuses, pedestrian streets, scenic spots, shopping malls, etc. In addition, vehicle-mounted recorders and cameras were used to capture video and frame images of pedestrians in urban and campus traffic environments.

5.1. Pedestrian Detection Verification and Result Analysis

Figure 7 compares pedestrian detection results of campus video before YOLO improvement and pedestrian detection results after splicing the CBAM module.
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Figure 7. Comparison of detection results on each frame image in campus environment. (a) Detection results (left) and improved results (right) of 15 frames. (b) Detection results (left) and improved results (right) of 18 frames. (c) Detection results (left) and improved results (right) of 21 frames. (d) Detection results (left) and improved results (right) of 24 frames.

As can be seen from Figure 7, from frame 15 to frame 18, there is no pedestrian missed detection problem, while from frame 21 to frame 24, there is a pedestrian missed detection problem in the model before improvement; the improved model can still accurately detect the target.

Figure 8 shows the detection and comparison results before and after improvement in the case of target occlusion. It can be seen from Figure 8 that the improved model can also avoid the occurrence of missed detection and misdetection in the occlusion of the same
class (as shown in Figure 8a), other classes (as shown in Figure 8c), and partial pedestrian targets leaving the field of view (as shown in Figure 8b).
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**Figure 7.** Comparison of detection results on each frame image in campus environment. (a) Detection results (left) and improved results (right) of 15 frames. (b) Detection results (left) and improved results (right) of 18 frames. (c) Detection results (left) and improved results (right) of 21 frames. (d) Detection results (left) and improved results (right) of 24 frames.

As can be seen from Figure 7, from frame 15 to frame 18, there is no pedestrian missed detection problem, while from frame 21 to frame 24, there is a pedestrian missed detection problem in the model before improvement; the improved model can still accurately detect the target.

**Figure 8.** Comparison of image detection results with target occlusion in random environment. (a) Detection results before (left) and after (right) improvement in the target occlusion of the same class. (b) Detection results before (left) and after (right) improvement in the occlusion of the partial target leaving the field of view improvement. (c) Detection results before (left) and after (right) improvement in the occlusion of other classes’ target.

In addition, the p-R curves of training and testing of the improved model were counted, and the convergence was realized. The training accuracy and testing accuracy of the improved YOLO model were 82.21% and 72.02%, respectively. Compared with the model before improvement, the training accuracy and detection accuracy of the improved model were improved by 1.57% and 2.57%, respectively.

5.2. Pedestrian Tracking Verification and Result Analysis

A tracking experiment was carried out by combining the improved network model with the modified DeepSort algorithm in MOT-16, vehicle data recorder, and pedestrian...
video collected in a campus environment. Part of the video in the data set is used for model training and the other part is used for model testing.

Figure 9 shows the comparison results of multi-target pedestrian tracking in the MOT-16 data set. It can be seen from Figure 9 that the tracking of the smallest child in the figure fails, but the improved YOLO model can achieve accurate tracking of the child in pedestrian tracking with a good tracking effect.
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**Figure 9.** Comparison of multi-target pedestrian tracking results in the MOT-16 data set. (a) Tracking results of frame 357 before (left) and after (right) improvement. (b) Tracking results of frame 364 before (left) and after (right) improvement.

It can be seen from Figure 10 that only one pedestrian target was tracked in front of the vehicles in the left images, respectively, while the other pedestrian target failed to track. In the improved right images, both pedestrian targets can achieve accurate tracking.

![Figure 10](image_url)

**Figure 10.** Comparison of multi-target pedestrian tracking results in vehicle data recorder. (a) Tracking results of frame 208 before (left) and after (right) improvement. (b) Tracking results of frame 215 before (left) and after (right) improvement.
Figure 11 shows the comparison results of multi-target pedestrian tracking in a campus environment. It can be seen from Figure 11 that the tracking of pedestrian targets in different frames on the left of each image is lost, while in the image of each frame on the right after improvement, both pedestrian targets can achieve accurate tracking.

As can be seen from Table 2, the tracking effect based on the improved YOLO detection model was better, and the pedestrian tracking accuracy MOTA and pedestrian tracking precision MOTP were higher. The index value (MT) that is higher than 80% of the track is tracked as higher. The value (ML) that is less than 20% of the trajectory as an untracked parameter is lower. The target trajectory interrupt times (FM) were lower at the same time. The evaluation index IDSW represents the switching times of the identity ID of the tracking track matching, which is used to measure the ability of the model to deal with an occlusion problem. If the identity ID of the pedestrian remains unchanged after occlusion, the target before and after occlusion is judged to be the same, indicating accurate tracking. It is found in the table that the IDSW value of the improved model was lower, which indicates that the model had a better ability to deal with occlusion. The evaluation index FPS is used to measure the processing speed and real-time performance of the model for each frame of video; the value had little change, indicating that it can meet the requirements of real-time performance. It shows that the tracking algorithm based on the improved YOLO detection model had better tracking trajectory integrity and timeliness.
Table 2. Statistical results of pedestrian tracking evaluation indicators.

| Model              | MOTA | MOTP  | MT  | ML  | FM  | IDSW | FPS |
|--------------------|------|-------|-----|-----|-----|------|-----|
| YOLO+DeepSort      | 49   | 60.11 | 24  | 22.6| 986 | 611  | 36  |
| Improved YOLO+DeepSort | 53.8 | 62.12 | 28.2| 21.8| 241 | 120  | 33  |

6. Conclusions

(1) The channel attention module (CAM) and spatial attention module (SAM) were introduced and spliced to the rear of a YOLO backbone network Darknet-53, which improved the representation ability of important feature information of the model.

(2) Based on the improved YOLO network, a DeepSort pedestrian tracking method was designed. A Kalman filtering algorithm was used to estimate the pedestrian state. Mahalanobis distance and apparent feature indexes were used to calculate the similarity between the detection frame and predicted pedestrian trajectory; the optimal matching of a pedestrian target was achieved by a Hungarian algorithm. According to official statistics, the test accuracy of the YOLO model was only 55.3%. The training accuracy and testing accuracy of the YOLO model before improvement were 80.64% and 69.45%, respectively. The improved YOLOv3 pedestrian detection model and DeepSort pedestrian tracking method were compared and verified in the same experimental environment. The training accuracy and testing accuracy of the improved YOLO model were 82.21% and 72.02%, respectively. Compared with the model before improvement, the training accuracy and detection accuracy of the improved model were improved by 1.57% and 2.57%, respectively. The verification results showed that the improved pedestrian detection model had a stronger ability to deal with occlusion and accurately detected missed and misdetected images, which solved the tracking failure caused by occlusion before improvement.

(3) The network model and tracking method before and after the improvement were compared and verified. The improved network model can effectively reduce the rate of missed detection and false detection caused by target occlusion and improve the tracking failure caused by occlusion. The main performance was as follows: pedestrian tracking accuracy MOTA and accuracy MOTP were improved, tracking track integrity MT was improved, the track interruption frequency FM was significantly reduced in the tracking process, the IDSW value was significantly improved, and it had a better ability to deal with occlusion.

(4) This paper mainly focuses on the special cases of missing detection, misdetection, and tracking failure caused by small pedestrians with multiple targets and partially blocked pedestrians in a dim driving environment and solves the problems of multi-target tracking failure caused by occlusion. The research results of this paper have important reference value for theoretical research and development of a human–vehicle collision avoidance system, such as the ADAS system, intelligent vehicle system, AEB system, and so on.
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