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Abstract

We propose a new all-pay auction format in which risk-loving bidders pay a constant fee each time they bid for an object whose monetary value is common knowledge among the bidders, and bidding fees are the only source of benefit for the seller. We show that for the proposed model there exists a unique Symmetric Subgame Perfect Equilibrium (SSPE). The characterized SSPE is stationary when re-entry in the auction is allowed, and it is Markov perfect when re-entry is forbidden. Furthermore, we fully characterize the expected revenue of the seller. Generally, with or without re-entry, it is more beneficial for the seller to choose \( v \) (value of the object), \( s \) (sale price), and \( c \) (bidding fee) such that \( \frac{v - s}{c} \) becomes sufficiently large. In particular, when re-entry is permitted: the expected revenue of the seller is independent of the number of bidders, decreasing in the sale price, increasing in the value of the object, and decreasing in the bidding fee; Moreover, the seller’s revenue is equal to the value of the object when players are risk neutral, and it is strictly greater than the value of the object when bidders are risk-loving. We further show that allowing re-entry can be important in practice. Because, if the seller were to run such an auction without allowing re-entry, the auction would last a long time, and for almost all of its duration have only two remaining players. Thus, the seller’s revenue relies on those two players being willing to participate, without any breaks, in an auction that might last for thousands of rounds.
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1 Introduction

Over the past few years, certain internet auctions, commonly referred to as pay-to-bid auctions, have seen a rapid rise in popularity. The basic structure of the auction is as follows: (i) The price starts at zero. (ii) Each bid costs 1 cent for any bidder. (iii) Each bid adds 10 seconds to the game clock, so the auction never ends while there are still willing bidders. (iv) If the clock reaches zero, the final bidder wins the object and pays the sell price. Due to the structure of these auctions, when the price is low, each player prefers to bid if afterwards no opponent will enter before the clock runs out. However, if players are too likely to enter in the future, no player will want to bid.

The mechanic of pay-to-bid auctions (also known as penny auctions) has parallels with the all-pay auctions and the war-of-attrition game format, [6]. Because with the classic all-pay auction, [14], all bidders pay a positive sum if they choose to participate in the auction, regardless of whether they win or lose. The costly action, required to become the winning bidder, is also reminiscent of the war-of-attrition game format. All-pay auction has been applied to describe rent-seeking, political contests, R&D races, and job-promotions. Under full information in one-shot (first price) all-pay auctions, the full characterization of equilibria is given by [15]. A second-price all-pay auction, also called war of attrition, was proposed by [16] in the context of theoretical biology and, under full information, the full characterization of equilibria of it is given by [5]. The war of attrition game has been applied to many problems in economics, most notably industrial competition (e.g. [1]), public goods provision (e.g. [7]) and Bargaining (e.g. [2] and [3]). Recently, [4] provides an equilibrium payoff characterization for general class of all-pay contests.

In pay-to-bid auctions, since the main cost incurred by bidders come in the form of bidding fees (which are individually small), bidders are not required to place a bid every round in order to stay in the auction (that is, entry and re-entry at any round of the auction is allowed). In contrast, re-entry in all-pay auctions is forbidden. Therefore, all-pay auctions never allow the actual winner to pay less than the losers, but in pay-to-bid auctions it happens, in practice, relatively often\(^1\).

\(^1\)In more detail, in both all-pay auctions (in particular war of attrition) and pay-to-bid auctions, players
What really sets this particular auction format apart from other nontraditional auctions is the success of its real world implementation which appears to be highly profitable for the website operator/auctioneer (who is the sole seller of goods). In December 2008, 14 new websites conducted such auctions; by November 2009, the format had increased to 35 websites. Over the same time span, traffic among these sites has increased from 1.2 million to 3.0 million unique visitors per month. For comparison, traffic at ebay.com fluctuated around 75 million unique visitors per month throughout that period. Pay-to-bid auctions have garnered 4% of the traffic held by the undisputed leader in online auctions, [13].

1.1 Risk-loving behavior, Having common valuation, and Swoopo’s bankruptcy

These internet auctions are a form of gambling. The bidder deposits a small fee to play, aspiring to a big payoff of obtaining the item well below its value, with a major difference that the probabilities of winning are endogenous. Due to the gambling feature of these auctions and the fact that these internet auctions prominently advertise themselves as “entertainment shopping”, the risk-loving behavior (i.e. having a preference for risk) by participants of these auctions is natural.\footnote{For example, for video game systems (such as the Playstation, Wii, or Xbox) the bidders may not be able to justify to their spouse, their parent, or themselves spending $450 on a Xbox at a retail store; however, the potential to win the Xbox early in the auction for only a fraction of that makes it worth the 1 cent gamble, even at unfair odds.}

Generally, in these internet auctions the valuation of the item is known and the same among all potential bidders. Since all items are new, unopened, and readily available from internet retailers, the market prices of these items are well established. In fact, one could imagine that the value of the object is the lowest price for which the item may be obtained elsewhere. This feature, unlike in the first and second-price auctions, is quite common in all-pay or war-of-attrition auctions, which are the closest relatives of...
the pay-to-bid auction.

Swoopo.com is one of such websites that was initially very successful. According to an August 2009 article from *The Economist*, Swoopo has 2.5 million registered users and earned 32 million dollars in revenue, in 2008. Data collected by a blogger shows that over April and May of 2009 Swoopo sold items for an average of 188% of their listed value. On 26 March 2011, Swoopo’s parent company filed for bankruptcy and shut down the auction website. On 8 February 2012, DealDash the longest running pay-to-bid auction website in the U.S. acquired the domain Swoopo.com and the URL currently redirects to DealDash’s own website. The exit of Swoopo might suggest: (i) demand for pay-to-bid auctions fell drastically. (ii) Swoopo was mismanaged and made a set of poor strategic choices. These effects are empirically disentangled in [12]. In early 2008, when penny auctions are launched, there are very few online pay-to-bid auctions, and essentially Swoopo acts as a monopoly. Over time, by increasing the number of visitors, more entrants come into the market, reducing the level of concentration. When Swoopo exits, the number of market monthly visitors drops *temporarily*, but soon rises back to around 0.0075 of Internet traffic, [12]. This result, therefore, suggests that after Swoopo’s exit demand for pay-to-bid auctions has continued to remain high.

1.2 Contribution of the paper

This work, in continuation of [11], focuses on risk-loving players with Constant Absolute Risk Loving (CARL) utilities. We present a stylized model of a pay-to-bid auction with the following properties: (i) Biding fee is small with respect to the value of the object. (ii) Re-entry in the auction may be allowed (i.e., all the original players can participate in any round of the game) or forbidden (i.e., in each round of the game only players who have participated in the previous round can participate).

We first establish that, with or without re-entry permission, there exists a unique symmetric subgame perfect equilibrium, which is stationary when re-entry is permitted, and it is Markov perfect\(^3\) when re-entry is forbidden.

\(^3\)A Markov perfect equilibrium is a profile of Markov strategies that yields a Nash equilibrium in every proper subgame. A Markov strategy is one that does not depend at all on variables that are functions of
As shown in [11], when re-entry is permitted, a closed form expression of the seller’s revenue is computable that becomes independent of the number of players. The closed form expression reveals that the seller’s revenue is increasing in the value of the object, decreasing in the bidding fee, decreasing the sale price, and decreasing in the risk-loving coefficient. These results are compatible with the relatively high valued objects sold in the online pay-to-bid auctions with a low bid fee and a low sale price. Moreover, the seller’s revenue is exactly equal to the value of the object, when players are risk neutral, and is strictly greater than the value of the object, when players are risk-loving. Furthermore, for sufficiently small bidding fee, it is strictly greater than a seller’s revenue from a standard lottery, for any number of players.

Here, we show, generally, with or without re-entry, it is more beneficial for the seller to choose \( v \) (value of the object), \( s \) (sale price), and \( c \) (bidding fee) so that \( \frac{v - s}{c} \) becomes sufficiently large. Moreover, whether or not entry or re-entry is permitted in any round of the game, the strategy that each agent follows in equilibrium is independent of her wealth/budget level. Furthermore, in any sub-game starting from round \( t, t \in \{1, 2, 3, \ldots \} \), the expected utility of each player \( i \), whose budget level in round \( t \) is \( w_{i,t} \), is exactly equal to \( u(w_{i,t}) \), where \( u(\cdot) \) denotes the player’s utility.

We show that allowing re-entry might be important in practice compared to the scenario in which re-entry is forbidden. Recall that the seller’s expected revenue is increasing with respect to the value of the object and decreasing with respect to the bid fee and the sale price. Given this result, we establish that, in the limit, as the value of the object grows with respect to the bid fee and the sale price, the expected length of the game tends to infinity. Furthermore, with probability approaching to one, in the game in which re-entry is forbidden, the number of players will be reduced to only two remaining players that play the game until it ends. Moreover, the expected time in which the number of players reduces to two is negligible in comparison to the entire expected length of the game.

In sum, when a high valued object is sold with a low bid fee and a low sale price, an auction in which re-entry is forbidden not only will last on average for a very long time, the history of the game except those that affect payoffs.
but also most likely it will only have two players who play for almost the entire duration of the game. Therefore, because the auction will end, if either of the two remaining players chooses to opt out, due to an exogenous reason, it is easy to see why the auction in which re-entry is forbidden is undesirable from the seller’s point view.

1.3 Organization of the paper

The rest of the paper is organized as follows. In Section 2 the model is precisely described. In Section 3 we discuss about related literature. In Section 4 we present the properties of the proposed model. We conclude in Section 5.

2 The Model

Consider the following dynamic game with complete information involving an object with monetary value $v$ and $n$ strategic bidder/agent/player/participant. In each round $t, t \in \{1,2,3,\cdots\}$, of the auction/game player $i$ chooses an action from the set of pure strategies/messages $S = \{\text{Bid}, \text{No Bid}\}$, $s_{i,t} \in S$, and observes her opponents actions, $s_{j,t}, j \neq i$. In each round of the game, players submit their messages simultaneously. Playing $\{\text{Bid}\}$ is costly. Each player immediately pays $c < v$ dollars (the bid fee) to the seller each time she plays $\{\text{Bid}\}$. In any particular round, If a player is the sole player who plays $\{\text{Bid}\}$, she wins the object and pays the sale price. The sale price is fixed and denoted by $s$. In any round of the game, if more than one player play $\{\text{Bid}\}$, the game continues in the next round.

It may arise a difficulty that no participant plays $\{\text{Bid}\}$, in a particular round of the game, that we resolve it by the following assumption.

Assumption 1 (Tie Breaking). We assume if in a round of the game all the players play $\{\text{No Bid}\}$, they resubmit their messages, ie, they re-play that period of the game.

For this model, we consider the following two scenarios:
(i) The game with re-entry option. In this scenario, all the original players are allowed to participate/bid at any round of the game, regardless of the history of the game and the way that they behaved.

(ii) The game without re-entry option. In this scenario, the set of participating players in the next round of the game are the ones who have bid. That is, in any round of the game, a player, who does not bid, will be out forever.

3 Related work

There has been a great deal of recent interest in pay-to-bid auctions. Most of this work offers the large revenues earned by websites like Dealdash.com (see [8, 12, 10, 13, 11]). The proposed formulation in our paper is different from the formulations in [10, 12, 13] in one notable way. In [10, 12, 13], the authors assume that, in each round \( t \) of the game, a leader is selected randomly from the players participating in round \( t \) (ie, the leader is chosen randomly from the players who chose to play \{Bid\} in round \( t \)). And the leader wins the object, if none of the remaining players play \{Bid\} in the next round of the game. This formulation differs from ours. Because a player, in our formulation, wins the object, if no other player bids (ie, no other player play \{Bid\} in that particular round)\(^4\).

Another notable difference of our model and the models in [8, 10, 12] is that, similar to [13], we focus on risk-loving players while in [8, 10, 12] the authors assume players are risk neutral. In this respect, our paper is closely related to [13]. But it is, also, different from [13], in formulation of the model, such that we get a more tractable model with a unique symmetric subgame perfect equilibrium, where in [13], the focus is on stationary equilibria, and there are multiple symmetric equilibria. Another difference of our work

\(^4\)We note that the formulation in [10, 12, 13] models the online websites, like Dealdash.com, more accurately, but as [10] establishes, the equilibrium analysis is completely intractable. Therefore, in [10, 12, 13] the authors focus only on Markov equilibria, where players instead of conditioning their behavior on the whole histories of the game, they only condition their behavior on the current state of the game, whereas in our formulation we do not have such assumption. We also note that, the models in [10, 12, 13] are also different from one another. For example, in [10] and [13] (similar to ours), whenever a player plays \{Bid\} she pays the bidding fee, where as [12] assumes that only the submitting bidder who was chosen to be the next leader has to incur the bid cost
and [13] (and [8, 10, 12]) is that the main focus of our paper is to study the effect of having re-entry in any round of the auction, in comparison to the case where re-entry is forbidden.

We further note that the models in [10, 12, 13] are also different from one another. For example, in [10] and [13] (similar to ours) whenever a player plays \{Bid\} she pays the bidding fee, however, [12] assumes that only the submitting bidder, who was chosen to be the next leader, has to incur the bid cost.

In pay-to-bid auctions each player is aware of the number of current players at each round of the game. We will also assume that the number of players is common knowledge. In [8], the authors investigate a situation in which players are not aware of the exact number of players, and they improperly estimate the number of participants. This assumption proves to have dramatic impact on the analysis and, in particular, on the expected revenue of the seller.

It is often assumed that incurred or sunk costs do not directly affect individual’s decision but may have an effect on future decisions\textsuperscript{5}. In [12], the author has built a model of pay-to-bid auction, similar to [10], in which bidders suffer from the sunk cost fallacy. Further, bidders behave so naïvely in the sense that they do not foresee the effect of their loses on their future preferences. Therefore, bidders overbid more as they become more monetarily invested in the auction.

4 Properties of the Game

In this section, we investigate the properties of the model proposed in section 2. We first define the utility function of the players.

\textsuperscript{5}There is a large body of literature in psychology and behavioral economics that address this issue. For example, previous expenditures can affect future decisions by changing one’s remaining disposable income. The sunk cost fallacy is naturally connected to pay-to-bid auctions. This is due to the fact that in these auctions players/participants spend more and more money as time goes on, and participants who suffer from the sunk cost fallacy will feel a greater and greater need to justify their loses by winning the prize.
4.1 Constant Absolute Risk-Loving Utility Function

A Von Neumann-Morgenstern utility function \( u : \mathbb{R} \rightarrow \mathbb{R} \) is said to be Constant Absolute Risk Loving (CARL), if the Arrow-Pratt measure of risk

\[
R(x) = -\frac{u''(x)}{u'(x)}
\]

is equal to some constant \( \rho \) (\( \rho < 0 \), called risk-loving coefficient) for all \( x \). Thus, any CARL utility function has the unique following form (up to an affine transformation)

\[
u(x) = \frac{1 - e^{-\rho x}}{\rho} + K. \tag{1}\]

We consider players are risk-loving and, therefore, their utility functions are in the form of (1). For simplicity, we focus on the fundamental form in (1) so that \( u(0) = 0 \), ie, \( K = 0 \). Further, we assume players do not discount future consumption.

**Remark 1.** In the limit when \( \rho \) tends to 0, the utility function in (1) converges (point wise) to the risk neutral utility function \( u(x) = x \).

4.2 Equilibrium analysis

In the following theorem, we establish that for the model proposed in Section 2 there is a unique Symmetric\(^6\) Sub-game Perfect Equilibrium (SSPE), which is stationary\(^7\) when re-entry is allowed, and it is Markov perfect\(^8\) when re-entry is forbidden.

\(^6\)In this paper we focus on characterizing symmetric equilibria. There might be asymmetric equilibria but is not of our interest. In Corollary 1 we comment on the appropriateness of analyzing symmetric equilibria.

\(^7\)It is stationary since the strategy each player follows in each round \( t \) of the game depends only on the relevant state variables: the number of players \( n \), the sale price \( s \), the bid fee \( c \), and the object’s value \( v \).

\(^8\)It is Markov perfect since the strategy each player follows in each round \( t \) of the game depends only on the relevant state variables: number of remaining players \( n_t \), the sale price \( s \), the bid fee \( c \), and the object’s value \( v \). We further note that, a Markov perfect equilibrium is a profile of Markov strategies that yields a Nash equilibrium in every proper subgame. A Markov strategy is one that does not depend at all on variables that are functions of the history of the game except those that affect payoffs.
Theorem 1. In any symmetric sub-game perfect equilibrium of the game proposed in section 2, with \( n \geq 2 \) players, the following properties are satisfied.

I. Both with and without re-entry, in any sub-game starting from round \( t, t \in \{1, 2, 3, \cdots \} \), the expected utility of player \( i \), whose wealth/budget level is \( w_{i,t} \), is exactly equal to \( u(w_{i,t}) \).

II. When re-entry is allowed, in each period, each player purely randomizes over \{Bid, No Bid\} and chooses to play \{Bid\} with the following stationary probability:

\[
1 - n^{-1} \sqrt{\frac{u(c)}{u(v-s)}}.
\]

Moreover, the symmetric sub-game perfect equilibrium is unique and stationary.

III. When re-entry is not allowed, in each period, each player purely randomizes over \{Bid, No Bid\} and chooses to play \{Bid\} with the following probability:

\[
1 - n_{t}^{-1} \sqrt{\frac{u(c)}{u(v-s)}},
\]

where \( n_{t} \) is the number of players in round \( t \).

Moreover, the symmetric sub-game perfect equilibrium is unique and Markov perfect.

Proof. See Appendix. \( \square \)

From the above theorem, we directly obtain the following corollaries.

Corollary 1. Since the decision taken by the players is independent of their wealth level, we are able to focus on the symmetric sub-game perfect equilibria despite wealth asymmetries.

Corollary 2. Both with and without re-entry, in each period of the game, the probability of playing \{Bid\} is strictly greater than zero and strictly less than one. That is, in each period of the game, each player is indifferent between playing \{Bid\} and \{No Bid\}.

Corollary 3. Theorem 1 is also hold, when players are risk-neutral\(^9\). In particular, when players are risk neutral, in any round \( t, t \in \{1, 2, 3, \cdots \} \), of the game: (1) When re-entry is allowed, each

\(^9\)The risk neutral case can be easily implied by taking a limit \( \rho \to 0 \) in (1), that implies (point-wise) \( u(x) = x \) for any \( x \).
player chooses to play \{\text{Bid}\} with the stationary probability $1 - \frac{c - 1}{\sqrt{v - s}}$. (2) When re-entry is not allowed, each player chooses to play \{\text{Bid}\} with the probability $1 - \frac{n - 1}{\sqrt{v - s}}$.

**Corollary 4.** Both with and without re-entry, the probability that any bidding player\(^{10}\) wins the object, in any round of the game, is equal to $\frac{u(c)}{u(v - s)}$.

### 4.3 Revenue analysis

In Theorem 2, we focus on computing the seller’s profit, in equilibrium, only from the bid fees.

**Theorem 2.** Both with and without re-entry, in the unique SSPE characterized in Theorem 1, the expected earning of the seller only from the bid fees is exactly equal to

$$
\sum_{t=1}^{\infty} \left[ \frac{n_t p_t}{1 - (1 - p_t)^{n_t}} \times c \times \prod_{s=1}^{t-1} \left( 1 - \frac{n_s p_s (1 - p_s)^{n_s - 1}}{1 - (1 - p_s)^{n_s}} \right) \right],
$$

(2)

where $n_t$ denotes the number of remaining players. Note that when re-entry is permitted $n_t = n$, for all $t$.

**Proof.** See Appendix. □

**Theorem 3.** For a given bidding fee $c > 0$, both with and without re-entry, in the unique SSPE characterized in Theorem 1, when $\frac{v - s}{c}$ tends to infinity, the expected profit of the seller is maximized.

**Proof.** See Appendix. □

This result is intuitive because risk-loving bidders prefer low probability and potentially very lucrative gambles to gamble that are equal in expectations but have lower variance. Moreover, the seller is able to earn large profits even when the bid fee and the sale price are small compared to the object’s value because the expected number

---

\(^{10}\)Bidding player means a player who plays \{\text{Bid}\}. 
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of bids and the expected length of these auctions are large enough to compensate this discrepancy. We investigate more about this property in Theorem 5.

When re-entry is allowed, since the SSPE described in Theorem 1 becomes stationary, it is doable to simplify Eq. (2) and derive its closed form. As a result, we will be able to derive a few interesting insights from its expression. As shown in [11], these insights are summarized as follows. The expected revenue of the seller is decreasing in the sale price \((s)\), increasing in the value of the object \((v)\), and decreasing in the bidding fee \((c)\). Moreover, the expected revenue of the seller is independent of the number of players. In addition, for any number of players, with sufficiently small biding fee, the seller’s revenue is strictly greater than seller’s revenue from any standard lottery\(^{11}\).

To be precise, we have the following theorem.

**Theorem 4 ([11]).** Consider the SSPE of the Bid-No Bid game when re-entry is permitted.

If players are risk neutral (ie, \(\rho = 0 \) in (1)), then

I. The expected revenue of the seller is equal to the value of the object \((v)\).

If players are risk-loving (ie, \(\rho < 0 \) in (1)), then

II. The expected revenue of the seller is equal to \(\frac{u(v-s)c}{u(v)} + s\).

III. The expected revenue of the seller is independent of the number of players.

IV. The expected revenue of the seller is strictly greater than the value of the object \((v)\).

V. The expected revenue of the seller is strictly increasing in the value of the object \((v)\), decreasing in the sale price \((s)\), decreasing in the bidding fee \((c)\), and decreasing in \(\rho \) (ie, the seller earns more when players are more risk-loving).

VI. The maximum revenue the seller can earn is \(u(v) = \frac{1-e^{-\rho v}}{\rho}\).

VII For any number of players, with sufficiently small bidding fee, the seller’s revenue is strictly greater than a standard lottery.

\(^{11}\)The standard lottery is defined as follows. A seller offers lottery tickets for an object of (monetary) value \(v\) to \(n\) potential buyers with CARL utility. Cost of buying a ticket for each player is equal to \(c > 0\), and the winner is chosen randomly.
4.4 With entry vs. Without re-entry

In this section, we investigate the effect of permitting re-entry in the game proposed in Section 2. As shown in Section 4.3, generally, with or without re-entry, it is more beneficial for the seller to choose \( v, s, \) and \( c \) such that \( \frac{v-s}{c} \) becomes sufficiently large. In the following theorem, we characterize the impact of \( \frac{v-s}{c} \to \infty \) on the auction when re-entry is forbidden.

**Theorem 5.** Without re-entry option, as \( \frac{v-s}{c} \) tends to infinity the following properties are hold.

I. The expected number of rounds of the game tends to infinity.

II. When \( n > 2 \), with probability approaching to one, the auction is reduced to one with only two remaining players before the auction ends.

III. The expected time until \( n - 2 \) players exit in the auction tends to zero, with respect to the overall expected length of the auction.

*Proof.* See Appendix.

As the above theorem shows, the expected length of the auction, without re-entry option, tends to infinity when \( \frac{v-s}{c} \to \infty \). Furthermore, in an auction without re-entry, with probability approaching to one, the auction is reduced to one with only two remaining players before the auction ends, and the expected time for this to happen becomes arbitrary small compared to the expected length of the auction. Thus, the above theorem predicts that when \( \frac{v-s}{c} \) is large not only the game last for a very long time but also the game is likely to have only two remaining players participating in it for almost its entire duration. Therefore, running auctions with re-entry option will be helpful to alleviate this issue because, despite in auctions without re-entry option, these auctions can be successfully implemented without any two particular players being willing to participate for the entirety of the auction.
5 Conclusion

We developed a dynamic pay-to-bid auction for selling an object whose monetary value is common knowledge among risk-loving bidders, and bidding fees are the only source of benefit for the seller. We established that for the proposed model there exists a unique symmetric subgame perfect equilibrium. The characterized equilibrium is stationary when re-entry in the auction is allowed, and it is Markov perfect when re-entry is forbidden. Furthermore, in equilibrium, the strategy chosen by the players is independent of their wealth level whether or not re-entry is permitted in the auction.

When re-entry is permitted, the expected revenue of the seller is independent of the number of buyers, increasing in the value of the object, decreasing in the bid fee, and decreasing in the sale price. Furthermore, the seller’s expected revenue, when bidders are risk neutral, is equal to the value of the object, and it is strictly greater than the value of the object when bidders are risk loving. Moreover, the seller’s revenue is strictly increasing in the degree of risk-loving. Thus, when bidders are risk-loving, it is more profitable to sell expensive objects with a low bid fee and a low sale price. We further compared the seller’s revenue with a standard lottery. As a result, for sufficiently small bidding fee, the seller’s revenue is strictly higher than a standard lottery, for any number of players.

We further showed that allowing re-entry maybe surprisingly important in practice. Because, if the seller were to run such an auction without allowing re-entry, the auction would last a long time, and for almost all of its duration have only two remaining players. Therefore, the seller’s revenue relies on those two players being willing to participate, without any breaks, in an auction that might last for thousands of rounds.
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Appendix

*Notation:*

History of the game up to time \( t, t \in \{1, 2, 3, \cdots \} \), which is common knowledge among the players, is denoted by \( h^t = (s_1, s_2, \cdots, s_{t-1}) \), where \( s_k = (s_{1,k}, s_{2,k}, \cdots, s_{n(t),k}) \) represents the strategy profile reported by the players in round \( k \) of the game. Consider a sub-game beginning after history \( h^t \). \( E_{i,t}[u(X_{h^t})] \) is the expected utility of player \( i \) in this sub-game and, \( E_{i,t}[u(X_{h^t})\mid\{\text{Bid}\}] \) (\( E_{i,t}[u(X_{h^t})\mid\{\text{No Bid}\}] \)) is the expected utility of player \( i \) in this sub-game given that he plays \( \{\text{Bid}\} \) (\( \{\text{No Bid}\} \)) in round \( t \) and, \( X_{h^t} \) is the random variable denoting money earned by the player in equilibrium in the sub-game starting after \( h^t \). Each player at any round \( t \) chooses a strategy which is a map from any history of the game up to time \( t \) to \([0, 1]\), a Bernoulli probability over \{Bid, No Bid\}.

Let \( p_t(h^t), 0 \leq p_t(h^t) \leq 1 \), be the probability of choosing \( \{\text{Bid}\} \) after observing history \( h^t \) of the game. Number of players present in round \( t, t \in \{1, 2, 3, \cdots \} \) of the game is denoted by \( n_t \). Note that when re-entry is allowed \( n_t = n \) in any round \( t, t \in \{1, 2, 3, \cdots \} \).

**Proof of Theorem 1.** We prove each part of the theorem, separately, as follows.

**Proof of I:**

We note that in any SSPE, at any round \( t, 0 < p_t(h^t) < 1 \), because, due to the game specification, for example if \( p_t(h^t) = 1 \) then for any player it is profitable to unilaterally deviate to \( \{\text{No Bid}\} \) (similar argument holds when \( p_t(h^t) = 0 \)). Further, it can be shown that there exists \( \delta \) such that at any round \( t \) of the game \( p_t(h^t) > \delta \). We prove this by contradiction. Suppose that there is not such \( \delta \), ie, for any \( \delta > 0 \) there exists history \( h^t \), which occurs with positive probability in equilibrium, such that \( p_t(h^t) < \delta \). Thus, by picking \( \delta \) sufficiently small we have:

\[
E_{i,t}[u(X_{h^t})\mid\{\text{Bid}\}] \overset{(a)}{>} (1-\delta)^{n-1}u(v-s+w_i-c) \\
\geq \frac{u(v)}{n} \\
\geq E_{i,t}[u(X_{h^t})] \\
\geq E_{i,t}[u(X_{h^t})\mid\{\text{No Bid}\}],
\]

(3)
where (a) follows since $\delta$ is very small.

Next, we show that in any sub-game perfect equilibrium starting in round $t$ of the game each player earns expected utility $u(w)$ where $w$ is the the wealth of the player in round $t$.

First, we show this statement is true when $w = 0$, that is, $E_{i,t}[u(X_{ht})] = 0$ when $w = 0$ in round $t$. We prove it by contradiction. Suppose that there exists history $h^t$, which occurs with positive probability in equilibrium, such that

$$E_{i,t}[u(X_{ht})] = \gamma > 0 \quad (4)$$

As we proved in the above, there exists $\delta$ such that $p_t(h^t) > \delta, \forall t$. Further, since, $p_t(h^t) \in (0,1), \forall t$, each player should be indifferent between choosing $\{\text{Bid}\}$ and $\{\text{No Bid}\}$, in each round $t$. Also, since $E_{i,t}[u(X_{ht})] = \gamma > 0$, there exists $h^s$ including $h^t$, ie, $h^t \subset h^s$, such that $E_{i,t}[u(X_{ht})] \geq \gamma$. Thus, due to the fact player $i$ indifferent between $\{\text{Bid}\}$ and $\{\text{No Bid}\}$ we have:

$$E_{i,s}[u(X_{hs})] = E_{i,s}[u(X_{hs})]\{\text{No Bid}\}$$

$$= \Lambda_{i,s} E_{i,s+1}[u(X_{hs+1})] \geq \gamma$$

$$\Rightarrow E_{i,s}[u(X_{hs+1})] \geq \frac{\gamma}{\Lambda_{i,s}} \quad (5)$$

where, $\Lambda_{i,s}$ is the probability that at least two players (except $i$) play $\{\text{Bid}\}$ in round $s$, given $h^s$, ie,

$$\Lambda_{i,s} := 1 - \binom{n_s - 1}{1} p_s(h^s)(1 - p_s(h^s))^{n_s-1},$$

where $n_s$ is the number of players in round $s$, (note that when re-entry is allowed $n_s = n, \forall s$.) Furthermore, note that $0 < \Lambda_{i,s} < 1$. Using the new lower bound derived in (5) and, following similar the arguments we did to derive (5) imply

$$E_{i,s+2}[u(X_{hs+2})] \geq \frac{\gamma}{\Lambda_{i,s}\Lambda_{i,s+1}}, \quad h^s+2 \subset h^{s+1} \subset h^s. \quad (6)$$
Following the above arguments we obtain

$$E_{i,s+r}[u(X_{h^s+r})] \geq \frac{\gamma}{\prod_{k=0}^{r-1} \Lambda_{i,s+k}}, \quad (7)$$

where $h^s+r \subset \cdots \subset h^{s+1} \subset h^s$. But notice since for any $k \geq 0$, $0 < \Lambda_{i,s+k} < 1$, then by choosing $r$ sufficiently large we can get

$$\frac{\gamma}{\prod_{k=0}^{r-1} \Lambda_{i,s+k}} > u(v), \quad (8)$$

that is a contradiction, since $E_{i,s+r}[u(X_{h^s+r})]$ cannot exceed $u(v)$. Therefore,

$$E_{i,t}[u(X_{h^s})] = 0. \quad (9)$$

Now, suppose that $w > 0$, then Eq. (9) along with (1) imply

$$E_{i,t}[u(w + X_{h^s})] = E_{i,t} \left[ \frac{1 - e^{-\rho(w + X_{h^s})}}{\rho} \right]
= \frac{1 - E_{i,t} \left[ e^{-\rho(w + X_{h^s})} \right]}{\rho}
= \frac{1 - e^{-\rho w} E_{i,t} \left[ e^{-\rho X_{h^s}} \right]}{\rho}
= \frac{1 - e^{-\rho w} + e^{-\rho w} \left( 1 - E_{i,t} \left[ e^{-\rho X_{h^s}} \right] \right)}{\rho}
= \frac{1 - e^{-\rho w}}{\rho} + e^{-\rho w} E_{i,t} \left[ u(X_{h^s}) \right]
= u(w). \quad (10)$$

The above equality completes the proof of the first part of the theorem. Further, note that (10) follows whether re-entry is allowed or not.

Before proving the next part, we present the following Remark that holds in risk-
loving utility function.

**Remark 2 (see [9]).** Let \( u(\cdot) \) be a CARL utility function. Suppose \( X \) and \( Y \) are two random variables and \( \alpha \) is a constant. Then,

\[
\mathbb{E}[u(X + \alpha)] \geq \mathbb{E}[u(Y + \alpha)] \iff \mathbb{E}[u(X)] \geq \mathbb{E}[u(Y)]
\]

Remark 2 states that comparing two random variables is independent of a constant shift when the utility functions has a CARL form, like what we defined in (1).

**Proof of II. (when re-entry is allowed):**

The expected utility of player \( i \) if he plays \{Bid\} (with wealth level equal to \( w_{i,t} \) at the begging of round \( t \)) in equilibrium in the sub-game starting after history \( h^t \) is equal to,

\[
\mathbb{E}_{i,t}[u(w_{i,t} + X_{h^t})|\{\text{Bid}\}] = u(w_{i,t} + v - s - c)(1 - p_t(h^t))^{n-1} + \sum_{k=1}^{n-1} \left[ \binom{n-1}{k} p_t(h^t)^k (1 - p_t(h^t))^{n-1-k} \times \mathbb{E}_{i,t+1}[u(w_{i,t} - c + X_{h^t \cup s^k_{t+1}})] \right], \tag{11}
\]

where \( s^k_{t+1} \) is the strategy profile in round \( t + 1 \) that \( k \) players play \{Bid\} and \( h^t \cup s^k_{t+1} \) is the updated history. In (11), the first term corresponds to the event that player \( i \) wins the object, ie, the event in which player \( i \) is the only player who plays \{Bid\} in round \( t \) and, the second term corresponds to the expected utility of player \( i \) from continuing after history \( h^t \), equivalently, more than one player play \{Bid\}.

Similarly, if player \( i \) plays \{No Bid\}, then

\[
\mathbb{E}_{i,t}[u(w_{i,t} + X_{h^t})|\{\text{No Bid}\}] = u(w_{i,t}) \binom{n-1}{1} (1 - p_t(h^t))^{n-2} p_t(h^t) + \sum_{k \neq 1} \left[ \binom{n-1}{k} p_t(h^t)^k (1 - p_t(h^t))^{n-1-k} \times \mathbb{E}_{i,t+1}[u(w_{i,t} + X_{h^t \cup s^k_{t+1}})] \right], \tag{12}
\]

In (12), the first term corresponds to the event that player \( j \) \( (j \neq i) \) wins the object, ie, the event in which player \( j \) \( (j \neq i) \) is the only player who plays \{Bid\} in round \( t \) and, the second term corresponds to the expected utility of player \( i \) from continuing after history
\( h^t \), equivalently, more than one player other than \( i \) play \{\text{Bid}\}.

Since player \( i \) purely randomizes between \{\text{Bid}\} and \{\text{No Bid}\}, then player \( i \) is indifferent between choosing \{\text{Bid}\} and \{\text{No Bid}\}, that is, (11) is equal to (12).

Now, using Remark (2) enable us to simplify (11) and (12) as follows. Without loss of generality, we can set \( w_{i,t} = c \) and, consequently, obtain

\[
\mathbb{E}_{i,t+1}[u(w_{i,t} - c + X_{h^t \cup s^k_{t+1}})]|_{w_{i,t}=c} = \mathbb{E}_{i,t+1}[u(X_{h^t \cup s^k_{t+1}})] \\
\tag{a} = 0.
\]

\[
\mathbb{E}_{i,t+1}[u(w_{i,t} + X_{h^t \cup s^k_{t+1}})]|_{w_{i}=c} = \mathbb{E}_{i,t+1}[u(c + X_{h^t \cup s^k_{t+1}})] \\
\tag{b} = u(c),
\]

where (a) follows from (9), and (b) from (10).

Now, plugging \( w_i = c \) into (11) (because of Remark 2) and using (13), Eqs. (11) can be simplified as follows

\[
\mathbb{E}_{i,t}[u(w_{i,t} + X_{h^t})|\{\text{Bid}\}]|_{w_{i,t}=c} = u(v - s)(1 - p_t(h^t))^{n-1}
\]

(15)

and similarly, plugging \( w_{i,t} = c \) into (12) and employing (14), then (12) is simplified as
follows

\[
E_{i,t}[u(w_{i,t} + X_{h^t})|\{\text{No Bid}\}]|_{w_{i,t}=c} = u(c) \left( \binom{n-1}{1} (1 - p_t(h^t))^{n-2} p_t(h^t) + \sum_{k \neq 1}^{n-1} \binom{n-1}{k} p_t(h^t)^k (1 - p_t(h^t))^{n-1-k} u(c) \right) \\
= u(c) \left[ \binom{n-1}{1} (1 - p_t(h^t))^{n-2} p_t(h^t) + \sum_{k \neq 1}^{n-1} \binom{n-1}{k} p_t(h^t)^k (1 - p_t(h^t))^{n-1-k} \right] \\
= u(c). \quad (16)
\]

Finally, since player \(i\) is indifferent between choosing \{Bid\} and \{No Bid\}, then equating (15) and (16) gives that

\[
p_t(h^t) = 1 - \sqrt[n-1]{\frac{u(c)}{u(v - s)}}. \quad (17)
\]

Now, it is immediate from (17) that the characterized symmetric equilibrium is unique and of course stationary since it is controlled by the \((n, v, s, c)\).

**Proof of III. (when re-entry is not allowed):**

Let player \(i\) be one of \(n_t\) (remaining) players who are left to play in round \(t\) of the game. Then, the expected utility of player \(i\) if he plays \{Bid\} (with wealth level equal to \(w_{i,t}\) at the begging of round \(t\)) in equilibrium in the sub-game starting after history \(h^t\) is equal to,

\[
E_{i,t}[u(w_{i,t} + X_{h^t})|\{\text{Bid}\}] = u(w_i + v - s - c)(1 - p_t(h^t))^{n_t-1} + \sum_{k=1}^{n_t-1} \left[ \binom{n_t-1}{k} p_t(h^t)^k (1 - p_t(h^t))^{n_t-1-k} \times E_{i,t+1}[u(w_{i,t} - c + X_{h^t \cup s^k_{t+1}})] \right], \quad (18)
\]

where \(s^k_{t+1}\) is the strategy profile in round \(t + 1\) that \(k\) players of the remaining \(n_t\) players of round \(t\), play \{Bid\} and \(h^t \cup s^k_{t+1}\) is the updated history. In (18), the first term
corresponds to the event that player \( i \) wins the object, i.e., the event in which player \( i \) is the only player (among the remaining players) who plays \{Bid\} in round \( t \) and, the second term corresponds to the expected utility of player \( i \) from continuing after history \( h^t \), equivalently, more than one player play \{Bid\}.

If player \( i \) plays \{No Bid\}, then

\[
E_{i,t}[u(w_{i,t} + X_{h^t})\mid \{\text{No Bid}\}] = u(w_{i,t}) \left[\binom{n_t - 1}{1} (1 - p_t(h^t))^{n_t - 2} p_t(h^t)\right]
+ u(w_{i,t}) \left[\sum_{k \geq 2} \binom{n_t - 2}{k} (1 - p_t(h^t))^{n_t - k} p_t(h^t)^k\right]
+ E_{i,t+1}[u(w_{i,t} + X_{h^t \cup s_{t+1}})\mid \{\text{No Bid}\}] (1 - p_t(h^t))^{n_t-1}. \tag{19}
\]

In (19), the first term corresponds to the event that player \( j \) (\( j \neq i \)) wins the object, i.e, the event in which player \( j \), one of the remaining players (\( j \neq i \)), is the only player who plays \{Bid\} in round \( t \). The second term is corresponding to the case in which more than two players among the remaining ones play \{Bid\} in round \( t \). Moreover, note that since re-entry is not allowed, the first two terms of (19) represent events in which player \( i \) will be out from the rest of the game. The third term of (19) represents the only event in which player \( i \) maintains in the game with playing \{No Bid\}, that is the tie breaking case. Since re-entry is not allowed, by playing \{No Bid\} player \( i \) remains in the game only if all the other remaining players play \{No Bid\} as well. This event is captured by the last term of (19).

Now, since player \( i \) purely randomizes between \{Bid\} and \{No Bid\}, then player \( i \) is indifferent between choosing \{Bid\} and \{No Bid\}, that is, (18) is equal to (19).

Again, similar to the case where re-entry is permitted, by using Remark (2) and setting \( w_i = c \) and, we obtain

\[
E_{i,t+1}[u(w_{i,t} - c + X_{h^t \cup s_{t+1}^k})\mid w_{i,t} = c] = E_{i,t+1}[u(X_{h^t \cup s_{t+1}^k})] \overset{(a)}{=} 0. \tag{20}
\]
\[ E_{i,t+1}[u(w_{i,t} + X_{i,t+1}^{h})]_{|w_{i,t}=c} = E_{i,t+1}[u(c + X_{i,t+1}^{h})] \]
\[ = u(c), \quad (b) \]

where \((a)\) follows from (9), and \((b)\) from (10). Now, plugging \(w_{i,t} = c\) into (18) and using (20), Eqs. (18) is simplified as follows
\[ E_{i,t}[u(w_{i,t} + X_{i,t}^{h})]\{\text{Bid}\}|_{w_{i,t}=c} = u(v-s)(1-p_{t}(h^{t}))^{n-1} \quad (22) \]

and similarly, plugging \(w_{i,t} = c\) into (19) and using (21), then (19) is simplified as follows
\[ E_{i,t}[u(w_{i,t} + X_{i,t}^{h})]\{\text{No Bid}\}|_{w_{i,t}=c} = u(c) \left[ \sum_{k \geq 1} \binom{n_t - k}{k} (1-p_{t}(h^{t}))^{n_t-1-k}p_{t}(h^{t})^{k} \right] \]
\[ + u(c)(1-p_{t}(h^{t}))^{n_t-1} \]
\[ = u(c). \quad (23) \]

Moreover, since player \(i\) is indifferent between choosing \{\text{Bid}\} and \{\text{No Bid}\}, then equating (22) and (23) gives that
\[ p_{t}(h^{t}) = 1 - \sqrt[ n_t-1 ]{ \frac{u(c)}{u(v-s)} }. \quad (24) \]

Equation (24) reveals that the symmetric equilibrium is unique. Also the equilibrium strategy that each player follows in each round \(t\) of the game depends only on the relevant state variables \((n_t, v, s, c)\), therefore it is Markov perfect.

\[ \square \]

**Proof of Theorem 2.** The probability of the event that the game ends in round \(t\) of the
The probability that a round $t$ is reached is equal to

$$h_t = \frac{n_t p_t (1 - p_t)^{n_t - 1}}{1 - (1 - p_t)^{n_t}}$$  \tag{25}$$

$h_t$ is called hazard rate at time $t$.

The probability that a round $t$ is reached is the equal to the probability the game doesn’t end in any round $s, s < t$, which is equal to

$$\prod_{s=1}^{t-1} (1 - h_s) = \prod_{s=1}^{t-1} \left( 1 - \frac{n p_s (1 - p_s)^{n_s - 1}}{1 - (1 - p_s)^{n_s}} \right). \tag{26}$$

Now, let $Q_{n_t, t}$ denote the expected number of entrants in round $t$ when the number remaining players is $n_t$. Thus,

$$Q_{n_t, t} = \sum_{k=1}^{n_t} \binom{n_t}{k} n_t^k (1 - p_t)^{n_t - k} + (1 - p_t)^{n_t} Q_{n_t, t}$$

$$= \sum_{k=0}^{n_t} \binom{n_t}{k} n_t^k (1 - p_t)^{n_t - k} + (1 - p_t)^{n_t} Q_{n_t, t}$$

$$= n p_t + (1 - p_t)^{n_t} Q_{n_t, t} \tag{27}$$

Equation (27) implies that

$$Q_{n_t, t} = \frac{n_t p_t}{1 - (1 - p_t)^{n_t}}. \tag{28}$$

The seller’s expected earnings from the bid fees in round $t$ is the expected number of entrants times the bid fee times the probability that round $t$ is reached, that is

$$Q_{n_t, t} \times c \times \prod_{s=1}^{t-1} (1 - h_s) = \frac{n_t p_t}{1 - (1 - p_t)^{n_t}} \times c \times \prod_{s=1}^{t-1} \left( 1 - \frac{n p_s (1 - p_s)^{n_s - 1}}{1 - (1 - p_s)^{n_s}} \right).$$

Therefore, the seller’s expected earning from the bid fees throughout the game is exactly equal to

$$\sum_{t=1}^{\infty} \left[ Q_{n_t, t} \times c \times \prod_{s=1}^{t-1} (1 - h_s) \right] = \sum_{t=1}^{\infty} \left[ \frac{n_t p_t}{1 - (1 - p_t)^{n_t}} \times c \times \prod_{s=1}^{t-1} \left( 1 - \frac{n s p_s (1 - p_s)^{n_s - 1}}{1 - (1 - p_s)^{n_s}} \right) \right].$$
Proof of Theorem 3. Keep the bidding fee fixed. As we proved in Theorem 4, in equilibrium, in any round \( t \), the probability that a player exits (plays \{No Bid\}) when there are \( n_t \) players remained in the game is uniquely determined as a function of the object’s value \( v \), the bid fee \( c \), and the sale price \( s \) as
\[
p_t = 1 - n_t^{-1} \sqrt{\frac{u(c)}{u(v-s)}}.
\]
When \( \frac{v-s}{c} \to \infty \), \( \frac{u(c)}{u(v-s)} \to 0 \) and therefore \( p_t \to 1 \). Notice that, when re-entry is permitted the above probability becomes stationary because \( n_t = n \), for all \( t \). Moreover, as shown in the previous theorem, the seller’s expected profit (earnings from the bid fees) in round \( t \) is given by
\[
Q_{u_t,t} \times c \times \prod_{s=1}^{t-1} (1-h_s) = \frac{n_t p_t}{1 - (1-p_t)^n_t} \times c \times \prod_{s=1}^{t-1} \left( 1 - \frac{np_s(1-p_s)^{n_t}}{1 - (1-p_s)^{n_s}} \right).
\]
Since \( c \) is fixed, and \( p_t \to 1 \), it follows that the above expression is maximized. Consequently, the overall seller’s profit is maximized.

Proof of Theorem 4. We prove each part of the theorem separately as follows.

In the following we first prove the second part of the theorem and then the rest.

Proof of II.:
As we proved in Theorem 1, when re-entry is allowed, in equilibrium, in each stage of the game, each player chooses to play \{Bid\} with following stationary probability
\[
p = 1 - n^{-1} \sqrt{\frac{u(c)}{u(v-s)}}.
\]
The stationarity comes from the fact that the above probability is controlled by the constant parameters of the model that are \( n, s, v, \) and \( c \).

Moreover, as we proved in Theorem 2, the seller’s expected earning only from the bid
fees throughout the game is exactly equal to

$$\sum_{t=1}^{\infty} \left[ \frac{np_t}{1 - (1 - p_t)^n} \times c \times \prod_{s=1}^{t-1} \left( 1 - \frac{np_s(1 - p_s)^{n-1}}{1 - (1 - p_s)^n} \right) \right].$$

Now, due to the fact that when re-entry is allowed the equilibrium is stationary (ie, because of (29), \( p_t = p \) for any \( t \in \{1, 2, 3, \cdots \} \)), the above quality can be simplified as follows.

Since the seller’s expected revenue is equal to the sale price, ie, \( s \), plus the seller’s expected earning from the bid fees throughout the game, then we obtain

$$\begin{align*}
\text{Seller’s expected revenue} &= s + \sum_{t=1}^{\infty} \left[ \left( \frac{np}{1 - (1 - p)^n} \right) \left[ 1 - \frac{np(1 - p)^{n-1}}{1 - (1 - p)^n} \right]^{t-1} \right] \\
&= s + \left( \frac{np}{1 - (1 - p)^n} \right) \sum_{t=1}^{\infty} \left[ 1 - \frac{np(1 - p)^{n-1}}{1 - (1 - p)^n} \right]^{t-1} \\
&= s + \left( \frac{np}{1 - (1 - p)^n} \right) \frac{1 - (1 - p)^n}{np(1 - p)^{n-1}} \\
&= s + \frac{c}{(1 - p)^{n-1}} \\
&\quad \overset{(a)}{=} s + c \frac{u(v - s)}{u(c)}. \quad (30)
\end{align*}$$

**Proof of I.**

When players are risk neutral (ie, \( u(x) = x \)), then (30) implies that

$$\text{Seller’s expected revenue (with risk neutral utility)} = v. \quad (31)$$

**Proof of III.**

It is immediate from (30) that the seller’s expected revenue is independent of number of players.

**Proof of IV.**
Now, we show that when players are risk-loving, ie, $\rho \neq 0$,

$$s + c \frac{u(v - s)}{u(c)} > v. \quad (32)$$

To prove (32) we use the following Lemma.

**Lemma 1.** Let $u(\cdot)$ be a convex function and $x > 0$ is a constant. Define

$$f(\alpha) := u((1 + \alpha)x) - (1 + \alpha)u(x).$$

Then, $f(\alpha) > 0$.

**Proof of Lemma 1.** To prove Lemma 1, we first show that

$$\frac{u(x)}{x} = \frac{\int_0^x u'(t)dt}{x} < \frac{\int_0^x u'(x)dt}{x} = u'(x)$$

$$\Rightarrow u(x) < xu'(x). \quad (33)$$

where (a) follows because $u(\cdot)$ is increasing.

Now, using (33) we obtain

$$f'(\alpha) = xu'((1 + \alpha)x) - u(x) > xu'(x) - u(x) > 0. \quad (34)$$

Thus $f(\alpha)$ is increasing in $\alpha$ and $f(\alpha) > f(0) = 0$. $\square$

As a consequence of Lemma 1 we have

$$x > y \Rightarrow \frac{u(x)}{u(y)} > \frac{x}{y}. \quad (35)$$

because we can simply set $x = (1 + \alpha)y$, where $\alpha > 0$.

Now, we can prove (32) holds as follows

$$s + c \frac{u(v - s)}{u(c)} - v = c \left[ \frac{u(v - s)}{u(c)} - \frac{v - s}{c} \right]^{(a)} > 0 \quad (36)$$

where (a) is correct because $v - s > c$ and (35).
Proof of V.
In the following, we show that the seller’s revenue is increasing in \(v\), decreasing in \(s\) and decreasing in \(c\).
\[
\frac{\partial}{\partial v} \left[ s + c \frac{u(v-s)}{u(c)} \right] > 0.
\]
\[
\frac{\partial}{\partial s} \left[ s + c \frac{u(v-s)}{u(c)} \right] = 1 - c \frac{u'(v-s)}{u(c)} < 1 - \frac{u'(c)}{u(c)} < 0. \tag{a}
\]
\[
\frac{\partial}{\partial c} \left[ s + c \frac{u(v-s)}{u(c)} \right] = \frac{u(v-s)u(c) - cu'(c)u(v-s)}{u(c)^2} = \frac{u(v-s)}{u(c)^2} (u(c) - cu'(c)) < 0. \tag{b}
\]
(37)

where (a) and (b) are both followed by (33).

Proof of VI:
Because of the results of the previous part, the expected revenue of the seller is decreasing in \(s\) and decreasing in \(c\). Therefore, in order to find the maximum value of the seller’s expected revenue (when \(v\) is given), in (30), we set \(s = 0\) and take a limit when \(c \to 0\) as follows:
\[
\max_{s,c} \left[ s + c \frac{u(v-s)}{u(c)} \right] = \lim_{c \to 0} \frac{cu(v)}{u(c)} = \frac{u(v)}{u'(0)} = \frac{1 - e^{-\rho v}}{\rho} = u(v). \tag{38}
\]

Proof of VII:
Consider a seller offering lottery tickets for a prize/object of (monetary) value \(v\) to \(n\) potential buyers with CARL utility. Cost of buying a ticket for each player is equal to \(c > 0\), and the winner is chosen randomly. Thus, the maximal price the seller can choose to charge for a (lottery) ticket is the solution of \(u(c) = \frac{1}{n} u(v)\). Hence, the optimal (revenue maximizing) ticket price is \(c^* = u^{-1} \left( \frac{1}{n} u(v) \right)\). Since for all \(x > 0\), \(u(x) > x\), thus, for all \(x > 0\), \(x > u^{-1}(x)\). Therefore, \(\frac{1}{n} u(v) > u^{-1} \left( \frac{1}{n} u(v) \right)\), and consequently for all \(n \in \mathbb{N}\), \(u(v) > n \times u^{-1} \left( \frac{1}{n} u(v) \right) = nc^* = \) the maximum seller’s revenue from the lottery.

As we have shown, in the previous part, Part (VI), \(u(v)\) is the maximum seller’s revenue in the game proposed in Section 2. Thus, the above inequality implies that, for sufficiently small bidding fee, the seller’s revenue is strictly higher than a standard lottery,
for any number of players.

Proof of Theorem 5. We prove each part of the theorem separately as follows.

Proof of I:

As we proved in Theorem 4, in equilibrium, the probability that a player exits (plays \{No Bid\}) when there are \(n\) players remaining in the game is uniquely determined as a function of the object’s value \(v\), the bid fee \(c\), and the sale price \(s\) as

\[
q := 1 - \left(1 - \frac{n^{-1}}{u(c)}\right) \sqrt{\frac{u(c)}{u(v-s)}}. \tag{39}
\]

When \(\frac{v-s}{c} \to \infty\), \(\frac{u(c)}{u(v-s)} \to 0\) and therefore \(q \to 0\). For simplicity of exposition, we denote \(\frac{u(c)}{u(v-s)}\) by \(\lambda\) and write

\[
q_n(\lambda) = n^{-1}\sqrt{\lambda} \quad \Rightarrow \quad \lim_{\lambda \to 0} q_n(\lambda) = 0.
\]

Let \(Z_{n,\lambda}\) be a random variable denoting the number of bids (number of players playing \{Bid\}) in a round without entry if there are \(n\) remaining players and each chooses to play \{No Bid\} with probability \(q_n(\lambda)\). Thus,

\[
\text{Prob}\{Z_{n,\lambda} = m\} = \frac{(n)(1-q_n(\lambda))^m q_n(\lambda)^m}{1-(q_n(\lambda))^n}, \quad \forall m \in \{1, 2, \cdots, n\}. \tag{40}
\]

Thus, the probability the auction ends in any particular round, given that it is reached and has \(n\) remaining players, is

\[
\text{Prob}\{Z_{n,\lambda} = 1\} = \frac{n(1-q_n(\lambda))^{n-1}}{1-(q_n(\lambda))^n}. \tag{41}
\]

Since as \(\lambda \to 0\), \(q_n(\lambda) \to 0\), then we have

\[
\lim_{\lambda \to 0} \text{Prob}\{Z_{n,\lambda} = 1\} = \frac{n(1-q_n(\lambda))^{n-1}}{1-(q_n(\lambda))^n} = 0. \tag{42}
\]

Since (42) holds for any \(n\), it follows that the expected length of the auction tends to
infinity.

**Proof of II.**

Now we prove the second part of the theorem. It follows that

\[
\lim_{\lambda \to 0} \frac{\text{Prob}\{Z_{n,\lambda} = m\}}{\text{Prob}\{Z_{n,\lambda} = m + 1\}} = \lim_{\lambda \to 0} \frac{(m + 1)q_n(\lambda)}{(n - 1)(1 - q_n(\lambda))} = 0. \tag{43}
\]

Equation (35) implies that, while, \(\text{Prob}\{Z_{n,\lambda} = 2\}\) tends to 0, it is an order of magnitude larger than \(\text{Prob}\{Z_{n,\lambda} = 1\}\) when \(\lambda\) is small. Now, let the random variable \(T_{n,m}\) be the number of rounds without re-entry before an auction with \(n\) players is reduced to one with no more than \(m\) remaining players. Therefore, \(T_{n,1}\) means the last round of the game and \(T_{n,m} < T_{n,1}\) implies that there is some round with fewer than \(m\) players before the end of the auction. We can write

\[
\text{Prob}\{T_{n,2} < T_{n,1}\} = \text{Prob}\{Z_{n,\lambda} = 2\} + \sum_{m=3}^{n} \text{Prob}\{Z_{n,\lambda} = m\} \text{Prob}\{T_{m,2} < T_{m,1}\}
\]

\[
= \text{Prob}\{Z_{n,\lambda} = 2\} + \sum_{m=3}^{n-1} \text{Prob}\{Z_{n,\lambda} = m\} \text{Prob}\{T_{m,2} < T_{m,1}\} + \text{Prob}\{Z_{n,\lambda} = n\} \text{Prob}\{T_{n,2} < T_{n,1}\} \tag{44}
\]

Equation (44) implies that

\[
\text{Prob}\{T_{n,2} < T_{n,1}\} = \frac{\text{Prob}\{Z_{n,\lambda} = 2\} + \sum_{m=3}^{n-1} \text{Prob}\{Z_{n,\lambda} = m\} \text{Prob}\{T_{m,2} < T_{m,1}\}}{1 - \text{Prob}\{Z_{n,\lambda} = n\}} \tag{45}
\]

Now, we show that (45) tends to 1 as \(\lambda\) tends to 0. We show this by induction over \(n\). First, consider the case where \(n = 3\). Then (45) is simplified as follows

\[
\text{Prob}\{T_{3,2} < T_{3,1}\} = \frac{\text{Prob}\{Z_{3,\lambda} = 2\}}{1 - \text{Prob}\{Z_{3,\lambda} = 3\}} = \frac{\text{Prob}\{Z_{3,\lambda} = 2\}}{\text{Prob}\{Z_{3,\lambda} = 2\} + \text{Prob}\{Z_{3,\lambda} = 1\}}. \tag{46}
\]

Equation (43) along with (46) imply that
\[
\lim_{\lambda \to 0} \frac{\Pr\{Z_{3,\lambda} = 2\} + \Pr\{Z_{3,\lambda} = 1\}}{\Pr\{Z_{3,\lambda} = 2\}} = 1 + \lim_{\lambda \to 0} \frac{\Pr\{Z_{3,\lambda} = 1\}}{\Pr\{Z_{3,\lambda} = 2\}} = 1. \quad (47)
\]

Therefore,

\[
\lim_{\lambda \to 0} \Pr\{T_{3,2} < T_{3,1}\} = 1. \quad (48)
\]

Now, suppose that for \( m < n \), the induction step, \( \lim_{\lambda \to 0} \Pr\{T_{m,2} < T_{m,1}\} = 1 \). Then, equation (45) yields that

\[
\lim_{\lambda \to 0} \frac{1}{\Pr\{T_{n,2} < T_{n,1}\}} = \lim_{\lambda \to 0} \frac{1 - \Pr\{Z_{n,\lambda} = n\}}{\Pr\{Z_{n,\lambda} = 2\} + \sum_{m=3}^{n-1} \Pr\{Z_{n,\lambda} = m\} \Pr\{T_{m,2} < T_{m,1}\}}
\]

\[
= \lim_{\lambda \to 0} \frac{\sum_{m=1}^{n-1} \Pr\{Z_{n,\lambda} = m\}}{\Pr\{Z_{n,\lambda} = 2\} + \sum_{m=3}^{n-1} \Pr\{Z_{n,\lambda} = m\} \Pr\{T_{m,2} < T_{m,1}\}}
\]

\[
= \lim_{\lambda \to 0} \frac{\sum_{m=2}^{n-1} \Pr\{Z_{n,\lambda} = m\}}{\Pr\{Z_{n,\lambda} = 1\}}
\]

\[
= 1 + \lim_{\lambda \to 0} \frac{\Pr\{Z_{n,\lambda} = 1\}}{\Pr\{Z_{n,\lambda} = n\}} \sum_{m=2}^{n-1} \Pr\{Z_{n,\lambda} = m\} = 1,
\]

where that last equality follows because \( \lim_{\lambda \to 0} \frac{\Pr\{Z_{n,\lambda} = 1\}}{\Pr\{Z_{n,\lambda} = n\}} = 0 \) since (by Sandwich theorem)

\[
0 \leq \lim_{\lambda \to 0} \frac{\Pr\{Z_{n,\lambda} = 1\}}{\sum_{m=2}^{n-1} \Pr\{Z_{n,\lambda} = m\}} \leq \lim_{\lambda \to 0} \frac{\Pr\{Z_{n,\lambda} = 1\}}{\Pr\{Z_{n,\lambda} = 2\}} = 0,
\]

where the last equality follows by (43).

Finally, by (49), we conclude that

\[
\lim_{\lambda \to 0} \Pr\{T_{n,2} < T_{n,1}\} = 1. \quad (50)
\]
Thus, the proof of the second part of the theorem is complete.

**Proof of III.**

Now we prove the last part of the theorem. By the definition of $T_{n,m}$, we have

$$
\mathbb{E}[T_{n,m}] = \frac{\text{Prob}\{Z_{n,\lambda} \leq m\} + \sum_{k=m+1}^{n-1} \text{Prob}\{Z_{n,\lambda} = k\} \mathbb{E}[T_{k,m}]}{1 - \text{Prob}\{Z_{n,\lambda} = n\}}.
$$

(51)

Thus,

$$
\frac{\mathbb{E}[T_{n,2}]}{\mathbb{E}[T_{n,1}]} = \frac{\text{Prob}\{Z_{n,\lambda} = 1\} + \text{Prob}\{Z_{n,\lambda} = 2\} + \sum_{k=3}^{n-1} \text{Prob}\{Z_{n,\lambda} = k\} \mathbb{E}[T_{k,2}]}{\text{Prob}\{Z_{n,\lambda} = 1\} + \sum_{k=2}^{n-1} \text{Prob}\{Z_{n,\lambda} = k\} \mathbb{E}[T_{k,1}]}.
$$

(52)

Now, by induction over $n$ we show that

$$
\lim_{\lambda \to 0} \frac{\mathbb{E}[T_{n,2}]}{\mathbb{E}[T_{n,1}]} = 0.
$$

(53)

Suppose that $n = 3$, then

$$
\lim_{\lambda \to 0} \frac{\mathbb{E}[T_{3,2}]}{\mathbb{E}[T_{3,1}]} = \lim_{\lambda \to 0} \frac{\text{Prob}\{Z_{3,\lambda} = 1\} + \text{Prob}\{Z_{3,\lambda} = 2\}}{\text{Prob}\{Z_{3,\lambda} = 1\} + \text{Prob}\{Z_{3,\lambda} = 2\} \mathbb{E}[T_{2,1}]} = 0.
$$

(54)

The last equality follows because

$$
\lim_{\lambda \to 0} \frac{\text{Prob}\{Z_{3,\lambda} = 1\}}{\text{Prob}\{Z_{3,\lambda} = 2\}} = 0
$$

by Eq. (43) and

$$
\lim_{\lambda \to 0} \mathbb{E}[T_{2,1}] = \infty
$$

by the first part of the theorem.

Now, suppose that for $k < n$, the induction step,

$$
\lim_{\lambda \to 0} \frac{\mathbb{E}[T_{k,2}]}{\mathbb{E}[T_{k,1}]} = 0.
$$

(55)
Before completing the proof, first we have the following Lemma that is useful in the sequel.

**Lemma 2.** If \(0 \leq a_i\) and \(0 < b_i\) for \(i = 1, 2 \cdots, n\), then \(\sum_{i=1}^{n} \frac{a_i}{b_i} \leq \sum_{i=1}^{n} \frac{a_i}{b_i}\).

**Proof.** The proof is immediate since
\[
\frac{\sum_{i=1}^{n} a_i}{\sum_{i=1}^{n} b_i} = \sum_{i=1}^{n} \frac{a_i}{\sum_{i=1}^{n} b_i} \leq \sum_{i=1}^{n} \frac{a_i}{b_i}.
\]
\[\square\]

Now, in the following, using the induction step we show the statement is valid for \(k = n\) as well. We do this by employing the Sandwich theorem as follows.

\[
0 \leq \lim_{\lambda \to 0} \frac{\mathbb{E}[T_{n,2}]}{\mathbb{E}[T_{n,1}]} \quad \overset{(a)}{=} \quad \lim_{\lambda \to 0} \frac{\text{Prob}\{Z_{n,\lambda} = 1\} + \text{Prob}\{Z_{n,\lambda} = 2\} + \sum_{k=3}^{n-1} \text{Prob}\{Z_{n,\lambda} = k\} \mathbb{E}[T_k,2]}{\text{Prob}\{Z_{n,\lambda} = 1\} + \sum_{k=2}^{n-1} \text{Prob}\{Z_{n,\lambda} = k\} \mathbb{E}[T_k,1]}
\]
\[
\overset{(b)}{\leq} \lim_{\lambda \to 0} \frac{\text{Prob}\{Z_{n,\lambda} = 2\} + \sum_{k=3}^{n-1} \text{Prob}\{Z_{n,\lambda} = k\} \mathbb{E}[T_k,2]}{\sum_{k=2}^{n-1} \text{Prob}\{Z_{n,\lambda} = k\} \mathbb{E}[T_k,1]}
\]
\[
\overset{(c)}{=} \lim_{\lambda \to 0} \left[ \frac{\text{Prob}\{Z_{n,\lambda} = 2\}}{\text{Prob}\{Z_{n,\lambda} = 2\} \mathbb{E}[T_k,2]} + \sum_{k=3}^{n-1} \frac{\text{Prob}\{Z_{n,\lambda} = k\} \mathbb{E}[T_k,2]}{\text{Prob}\{Z_{n,\lambda} = k\} \mathbb{E}[T_k,1]} \right]
\]
\[
= \lim_{\lambda \to 0} \frac{1}{\mathbb{E}[T_k,2]} + \sum_{k=3}^{n-1} \left[ \lim_{\lambda \to 0} \frac{\mathbb{E}[T_k,2]}{\mathbb{E}[T_k,1]} \right]
\]
\[
\overset{(d)}{=} 0. \quad (56)
\]

where (a) is followed by (52), (b) is correct since

\[
\lim_{\lambda \to 0} \frac{\text{Prob}\{Z_{n,\lambda} = 1\}}{\text{Prob}\{Z_{n,\lambda} = 1\} + \sum_{k=2}^{n-1} \text{Prob}\{Z_{n,\lambda} = k\} \mathbb{E}[T_k,1]} = 0,
\]
(c) is correct by Lemma 2, and finally (d) is followed by (55). By the above equality the proof of the third part of the theorem is complete. \[\square\]