Risk-Averse Scheduling of Combined Heat and Power-Based Microgrids in Presence of Uncertain Distributed Energy Resources
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Abstract: In this paper, a robust scheduling model is proposed for combined heat and power (CHP)-based microgrids using information gap decision theory (IGDT). The microgrid under study consists of conventional power generation as well as boiler units, fuel cells, CHPs, wind turbines, solar PVs, heat storage units, and battery energy storage systems (BESS) as the set of distributed energy resources (DERs). Additionally, a demand response program (DRP) model is considered which has a successful performance in the microgrid hourly scheduling. One of the goals of CHP-based microgrid scheduling is to provide both thermal and electrical energy demands of the consumers. Additionally, the other objective is to benefit from the revenues obtained by selling the surplus electricity to the main grid during the high energy price intervals or purchasing it from the grid when the price of electricity is low at the electric market. Hence, in this paper, a robust scheduling approach is developed with the aim of maximizing the total profit of different energy suppliers in the entire scheduling horizon. The employed IGDT technique aims to handle the impact of uncertainties in the power output of wind and solar PV units on the overall profit.
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1. Introduction

1.1. Background and Motivation

With increasing energy demand and greenhouse gas emissions, centralized energy generation systems change and require structural changes to meet the world’s increasing demand for electricity [1]. The microgrid has emerged to reduce centralized generation problems and make structural changes to power systems. Parallel operation of distributed generation (DG) units, combined heat and power (CHP) units, and energy storage in the microgrids reduces environmental pollution, operation costs, and increases the reliability of energy systems. CHP units provide both thermal and electricity energy required by the consumers. This causes the CHP units to have more application in the microgrids; in addition, renewable energy resources are clean sources of energy, which find a special role in the emerging microgrids. However, one of the inherent characteristics of renewable energy resources is power generation uncertainty. Therefore, energy storage equipment in the microgrid that can store energy at intervals with high levels of available renewable resources and deliver it to the microgrid in the intervals where the energy output of these sources is not sufficient is needed. Therefore, storage systems play a major role in reducing the impacts of the inherent uncertainties of renewable energy sources in the microgrid.
1.2. Literature Review

The management and scheduling of DGs, including renewable energy sources, has been the subject of much research [2–4]. For example, in [4] the scheduling and operation of islanded multi-microgrids using decentralized collaborative dispatch framework and multi-agent consensus algorithms were investigated. Regarding the inherent uncertainty of renewable energy sources, the problem of predicting wind speed and solar radiation has been studied in [5–8]. In [5], the evolutionary optimized local general regression neural network was used in order to predict wind speed and solar radiation. In [6], a stochastic scheduling model was proposed for CHP-based microgrids, by considering a periodic or seasonal pattern of load and price processes in the scenario generation procedure by ARIMA models. In [7], an adaptive modified firefly algorithm was used to solve the renewable MG, by considering the uncertainty of load forecast error, renewable energy sources, and market price. In [8], the intraday rolling dispatch strategy for the off-grid CHP microgrid was proposed to overcome renewable energy sources’ uncertainties. In [9], an intelligent microgrid energy management methodology is proposed by using fuzzy environment and consideration of the uncertainty of renewable energy sources, in order to minimize power losses and costs. In [10], a stochastic scenario-based model for uncertainty modeling of demand, power generation of wind turbines, solar cells, and electricity market prices was presented. In [11], the optimal microgrid operation including fuel cells and CHP units was studied via the particle swarm optimization (PSO) algorithm; it also examined the impact of different tariffs on electricity sales and purchases every hour of the day. In [12], a mathematical scheduling for the optimal operation of micro-CHP units in the microgrid was presented. In this paper, the microgrid is connected to the main grid. Additionally, the objective function is to minimize the total cost while supplying the thermal energy required by the microgrid.

The role of demand response programs (DRPs) in scheduling of microgrids is inevitable. In [13], a general classification for types of demand side management was proposed. In [14], a scenario-based planning model was proposed for large-scale wind farms by considering voltage stability issues, using a project management approach. A method for managing the demand response energy of microgrid using a chaotic search PSO algorithm has been proposed in [15] which increases the profitability of DGs. The proposed model is based on mixed linear planning. A DRP for household consumers has been presented in [16]. A real-time pricing mechanism has been proposed in [17] for residential users. Additionally, a robust bidding strategy model was proposed in [18] for large utilities, via DRPs.

In comparison with other robust optimization techniques, IGDT does not need to determine the maximum uncertainty radius for uncertain parameters, as the uncertainty radius is maximized by it [19]. In [20], IGDT has been employed to help grid operators in choosing appropriate power generation units to respond to variable demand. In [21], IGDT was used to minimize costs by considering wind energy uncertainty. In [22], IGDT was used to identify the optimal purchasing strategy from existing resources, with the aim of being robust against high cost. In [23], the uncertainty in the electricity market was examined using IGDT. In [24], a game theory-based model was proposed to assist the distribution grid operator in choosing trusted sources for grid demand response. In [25], a method for obtaining the tender strategy in the electricity market for large consumers using the IGDT was proposed. Information gap decision theory (IGDT) has gained the attention of various research works in the recent literature to handle severe uncertainties in various scheduling and operation problems of energy systems.

1.3. Contributions

The high cost of fossil fuels, increasing greenhouse gas emissions, and increasing consumer demand has made renewable resources more attractive. The inherent uncertainty in renewable resources increases the risk in microgrid scheduling. Therefore, in this paper, an optimal and robust CHP-based grid scheduling is proposed using the IGDT method.
The studied microgrid has a conventional power generation unit, a conventional heat generation unit, a fuel cell unit, two different CHP units, three wind turbines, a solar farm, a heat storage unit, and a battery. A new approach has been proposed for modeling the DRP which has been successful in the CHP-based microgrid scheduling. One of the goals of CHP-based microgrid scheduling is to provide simultaneous thermal and electric energy required for the consumer; another goal is to generate revenue from the sale of surplus electricity at expensive hours to the main grid and to purchase electricity at cheap electricity market hours. The DRP used in this scheduling transfers unnecessary demands from expensive hours to cheap hours; in addition, the cost of start up and shut down of the units and the generation range of units have been considered.

In this paper, a robust day-ahead scheduling model is proposed for CHP-based microgrids, via a risk-averse IGDT technique. The proposed model is robust against uncertain generations of renewable energy sources. To handle these uncertainties, heat and electricity storage as well as DRP are considered. To examine and verify the robustness of the proposed scheduling model, Weibull, Beta, and normal PDFs are employed to deal with the wind speed, solar radiation, and ambient temperature, respectively. Then, the CHP-based microgrid scheduling problem is solved by Monte Carlo simulations (MCS), based on the aforementioned PDFs for uncertain parameters. Hence, the main contributions of this work are summarized as follows.

- A risk-averse (RA) robust scheduling model is proposed for the CHP-based microgrids in the presence of uncertain renewable energy sources.
- The severe uncertainties in the power outputs renewable energy sources are handled via the IGDT technique, without the need for any extra information regarding these uncertainties, such as their corresponding PDFs. In most of the aforementioned literature, the impacts of uncertainties are neglected or considered with scenario-based approaches, which need exact information regarding the uncertain parameters, such as their PDFs.
- The impact of flexibilities such as heat and electricity storages as well as DRP on the optimal and robust scheduling CHP-based microgrid is investigated.

1.4. Paper Organization

The rest of this paper is organized as follows. In Section 2, the formulation of the IGDT-based robust scheduling model of CHP-based microgrids is proposed. The case studies and detailed numerical results are given in Section 3. Finally, Section 4 concludes the paper.

2. Problem Modeling

2.1. IGDT

In this paper, the IGDT model presented in [26] is used for the power generation uncertainty of wind and solar farms and its relationship with microgrid revenue is studied. The proposed method does not require any additional information such as the PDF of stochastic variables. Contrary to stochastic scheduling methods that output variables which depend on probable scenarios, the response of the IGDT method is accurate and efficient. This method is briefly described in the following section. Optimization problems with uncertainty are generally expressed as follows:

\[ f_b = \max(f(\chi, \gamma)) \]  
\[ H_q(\chi, \gamma) \leq 0, \quad \forall q \in \Omega_Q \]  
\[ G_w(\chi, \gamma) = 0, \quad \forall w \in \Omega_E \]  
\[ \gamma \in \Gamma \]

In the above equations, \( \gamma \) is the uncertain input parameters; also, \( \Gamma \) describes the set of uncertainties in the behavior of the uncertain input parameters. The parameter \( \chi \) is the set
of decision-making variables of the problem. The objective function (1), in general, depends on both the decision-making variables \( \chi \) and the uncertain input parameters, i.e., \( \gamma \).

The mathematical description of the uncertainty set is as follows:

\[
\Gamma = \Gamma(\tilde{\gamma}, \alpha) = \left\{ \gamma : \left| \frac{\gamma - \tilde{\gamma}}{\tilde{\gamma}} \right| \leq \alpha \right\}
\]  

where, \( \tilde{\gamma} \) is the predicted value of the uncertain parameters; also, \( \alpha \) is the maximum possible deviation of the uncertain parameter from its predicted value, which is also called the uncertainty radius. A common strategy is described by considering Equations (1)–(4), and assuming that the uncertain parameters have no deviation from their predicted value, as described below. This case is called the base case (BC):

\[
f_b = \max(f(\chi, \gamma))
\]  

\[
H_q(\chi, \gamma) \leq 0, \quad \forall q \in \Omega_Q
\]  

\[
G_w(\chi, \gamma) = 0, \quad \forall w \in \Omega_E
\]

The base value of the objective function is obtained using the output obtained from Equations (6)–(8). In other words, the value of the objective function is obtained by assuming that the uncertain parameters are exactly the same as the corresponding predicted values (or its estimated value). If the uncertain parameters differ from their corresponding predicted values, decision makers face two strategies as follows.

Risk-averse (RA) strategy: This strategy relates to the case in which the uncertainty of the uncertain parameters has an adverse effect on the objective function of the problem. In other words, the actual realization of an uncertain parameter reduces the objective function from its base-case value obtained by (6)–(8). Therefore, this strategy aims to find the maximum uncertainty radius of uncertain parameters for a predetermined amount to deteriorate the objective function from its base-case value. This means that the optimal values of decision variables are determined in such a way that the maximum possible uncertainty radius for uncertain parameters is obtained for a given value of the reduction of the objective function.

Risk seeker (RS) strategy: Uncertainty of uncertain parameters does not always result in a deterioration of the objective function. The realization of the uncertain parameter in this strategy not only has no adverse effect on the objective function, but also improves the objective function relative to its base-case value. In fact, in this strategy, the decision maker seeks to achieve a better objective function compared to the base-case value due to the positive changes of the uncertain parameters. The purpose of this paper is to determine the adverse effects of uncertain parameters (power generation of wind and solar farms) on the objective function. Therefore, the RS approach cannot help in the robust microgrid scheduling and the RA strategy will be discussed in the following section.

The RA strategy makes the objective function robust against the possibility of error in the prediction of the uncertain input parameter [26]. This strategy is generally used by conservative decision makers. The set of decision variables must be calculated in such a way that the actual objective function is calculated against the uncertain parameter deviation from their corresponding predicted values. When the objective function is immune to the maximum uncertainty radius, a robust decision is made. In other words, the decision maker will be sure that for all variations of the uncertain parameters in this range, the value of the objective function will not be less than the preset limit. The mathematical model describing this strategy is defined as follows:

\[
\mathcal{R}_C = \max \alpha
\]  

\[
H_q(\chi, \gamma) \leq 0, \quad \forall q \in \Omega_Q
\]  

\[
G_w(\chi, \gamma) = 0, \quad \forall w \in \Omega_E
\]
\[ f(x, \gamma \bar{\gamma}) \geq \Delta C \quad (12) \]
\[ \Delta C = f_b \times (1 - \beta), \ \gamma \in \Gamma \quad (13) \]
\[ \left| \gamma - \bar{\gamma} \right| \leq \alpha \quad (14) \]
\[ 0 \leq \beta \leq 1 \quad (15) \]

\( \Delta C \) is the critical value of objective function (or the maximum permitted value of the reduction of the objective function relative to the base value), which is preset by the decision maker. According to Equation (13), this value is considered as a function of the base-case value of the objective function. \( R_C \) is the uncertainty radius of the uncertain parameters of the problem, which is a positive variable. In Equation (13), \( \beta \) is the tolerable reduction of the objective function with respect to its base-case value due to undesirable uncertainties. The value of \( \beta \) is preset by the decision maker. In the model presented by (9)–(15), the maximum uncertainty radius is determined in such a way that the value of the objective function is not reduced from the allowed range specified in Equation (12) for the changes of uncertain parameters in accordance with Equation (14).

### 2.2. Probabilistic Modeling of Renewable Energy Resources

Wind and solar power generation depend heavily on weather conditions such as wind speed, solar radiation, and ambient temperature. First of all, these parameters should be carefully analyzed statistically and appropriately modeled by their corresponding PDFs. Since the scheduling problems are usually formulated for a typical 24 h horizon, with a time scale of 1 h, in this paper these values are considered.

#### 2.2.1. Modeling of Solar Radiation

The uncertainty of the solar radiation has been modeled by the beta PDF [5]. The beta PDF is introduced as follows:

\[ f_s^t(s) = \frac{\Gamma(\alpha_t + \beta_t)}{\Gamma(\alpha_t) \times \Gamma(\beta_t)} \times s_t^{\alpha_t - 1} \times (1 - s_t)^{\beta_t - 1}, \quad \alpha, \beta > 0 \quad (16) \]

\( s_t \) represents the solar radiation at time \( t \), \( \alpha_t \) and \( \beta_t \) are the form parameters of the beta function at time \( t \) and \( \Gamma \) represents the gamma function.

According to the historical data on the mean and variance of the solar radiation at different hours of the day, the shape parameters of the beta PDF can be calculated from the following equations [5]:

\[ \beta_t = (1 - \mu_t) \times \left( \frac{\mu_t \times (1 + \mu_t)}{(\sigma_t)^2} - 1 \right) \quad (17) \]
\[ \alpha_t = \frac{\mu_t \times \beta_t}{1 - \mu_t} \quad (18) \]

where \( \mu_t \) and \( \sigma_t \) respectively are the mean and standard deviation of the solar radiation (in kW/m²) at time interval \( t \).

#### 2.2.2. Ambient Temperature Modeling

In this paper, a normal distribution function is considered for describing the uncertain behavior of ambient temperature. The normal distribution of the ambient temperature is expressed as follows:

\[ f_T^t(T) = \frac{1}{\sigma_T^t \times \sqrt{2\pi}} \times \exp\left( -\frac{(T_t - \mu_T^t)^2}{2 \times (\sigma_T^t)^2} \right) \quad (19) \]
where, $T_t$ is the ambient temperature (in °C), $\mu_T^t$ indicates the average ambient temperature, and $\sigma_T^t$ represents the standard deviation of the ambient temperature at time $t$.

### 2.2.3. Wind Speed Modeling

Weibull PDF is used to describe the uncertain behavior of wind speed in a given time period [5]. Weibull PDF is introduced as follows:

$$f_{\nu_t}(\nu) = \frac{k_t}{c_t} \left(\frac{\nu_t}{c_t}\right)^{k_t-1} \times \exp\left(-\left(\frac{\nu_t}{c_t}\right)^{k_t-1}\right), \ c_t > 1, \ k_t > 0 \tag{20}$$

where $\nu_t$ represents wind speed, $k_t$ is the form parameter, and $c_t$ denotes the scale parameter of the Weibull function at time $t$. Similar to solar radiation, with the mean and standard deviation of wind speed at any hour, the shape and scale parameters of the Weibull function are defined as follows [5]:

$$k_t = \left(\frac{\sigma^{2}_{\nu_t}}{\mu_{\nu_t}^2}\right)^{-1.086} \tag{21}$$

$$c_t = \frac{\mu_{\nu_t}^2}{\Gamma\left(1 + \frac{1}{k_t}\right)} \tag{22}$$

$\mu_{\nu_t}^2$ and $\sigma^{2}_{\nu_t}$ are respectively, the mean and standard deviation of wind speed (in m/s) per hour.

### 2.3. Demand Response Program (DRP) Modeling

The main objective of the DRP is to transfer the microgrid demand from high-price intervals to low-price hours. In the DRP, only a limited ratio of the electricity demand can be shifted in the entire scheduling period. The final demand of the microgrid is described after applying the DRP as follows:

$$\text{load}_t = \text{load}_0^t + P_{t}^{\text{inc}} - P_{t}^{\text{dec}} \tag{23}$$

where, $\text{load}_0^t$ and $\text{load}_t$ represent the microgrid demand, respectively before and after applying the DRP at time $t$. $P_{t}^{\text{inc}}$ denotes the transfer from the other hours to $t$ and $P_{t}^{\text{dec}}$ represents the transfer demand from $t$ to the other hours. The range of increase or decrease of demand after the application of the DRP is expressed as follows:

$$P_{t}^{\text{inc}} \leq IL_{\text{max}} \times \text{load}_0^t \tag{24}$$

$$P_{t}^{\text{dec}} \leq DL_{\text{max}} \times \text{load}_0^t \tag{25}$$

$IL_{\text{max}}$ is the maximum percentage of increasing demand and $DL_{\text{max}}$ represents the highest percentage of decreasing demand at time $t$.

In this paper, the total daily energy consumption before and after DRP is considered to be identical. This constraint can be displayed as follows:

$$\sum_{t=1}^{24} P_{t}^{\text{inc}} = \sum_{t=1}^{24} P_{t}^{\text{dec}} \tag{26}$$

In this case, the microgrid will completely provide its daily required electrical demand.

### 2.4. Objective Function (OF)

In the CHP-based microgrid scheduling problem, the objective function is to maximize daily total profits while providing electrical and thermal energy needed by the microgrid. The microgrid’s revenue comes from the sale of surplus electricity to the electricity market in the grid-connected mode. Microgrid costs include the operation costs of the generation unit, the starting up and shutting down costs of the units, and the cost of purchasing electricity...
from the electricity market (i.e., upstream electricity network) in the grid-connected mode. It should be noted that the starting up and shutting down costs of the units are considered in the objective function in order to reduce the number of starting up and shutting down events. The microgrid consists of two different types of CHP units, wind turbines, solar cells, fuel cells, conventional power generation units, boiler unit, heat storage unit, and batteries. Therefore, the mathematical model of the objective function to be maximized can be written as follows:

$$\text{OF} = \sum_{t=1}^{24} \left( (\text{P}^{\text{ele}}_t + \text{SD}_t) - (\text{P}^{\text{buy}}_t + \text{SU}_t) - \sum_{i=1}^{\text{NCCHP}} c_i^{\text{CHP}}(P^{\text{CHP}}_i) - \sum_{k=1}^{\text{NK}} c_k^{\text{h}}(P^{\text{h}}_k) - \sum_{j=1}^{\text{J}} c_j^{\text{f}}(F_j) - \sum_{h=1}^{\text{H}} c_h^{\text{SD}}(H^{\text{SD}}_h) - \sum_{l=1}^{\text{L}} c_l^{\text{CSU}}(H^{\text{CSU}}_l) \right)$$

(27)

where $P^{\text{ele}}_t$ and $P^{\text{buy}}_t$ are respectively the energy sold to the electricity market and the energy purchased from the electricity market. The CHP, $P$, $B$, and F symbols are related to the CHP units, the conventional power generation units, the boiler units, and the fuel cell units, respectively. The $i, j, k,$ and $l$ indices are respectively the number of units of CHP, the unit of power generation, the boiler unit, and the fuel cell unit. The function $C_j$ shows the total operation cost of the units. The total cost of a single CHP unit is described as follows [27]:

$$C(P^{\text{CHP}}, H^{\text{CHP}}) = a \times \left( P^{\text{CHP}} \right)^2 + b \times P^{\text{CHP}} + c + d \times \left( H^{\text{CHP}} \right)^2 + e \times H^{\text{CHP}} + f \times P^{\text{CHP}} \times H^{\text{CHP}}$$

(28)

In Equation (28), all variables are related to the CHP unit. $a, b, c, d, e,$ and $f$ are the CHP unit cost function coefficients. Additionally, the CHP units’ cost function depends on the generation of both electrical and thermal energies. The operation cost function of a typical power generation unit, boiler unit, and fuel cell unit are considered in the following linear form [27].

$$C_i(P^p) = \psi \times P^p$$

(29)

$$C_k(H^B) = \rho \times H^B$$

(30)

$$C_l(P^F) = \theta \times P^F$$

(31)

where, $\psi$, $\rho$, and $\theta$ are respectively the coefficients of the unit cost function of a conventional power generation unit, the boiler unit, and fuel cell. It should be noted that the operation cost of wind turbines and solar cells is negligible [4] and ignored here. The binary variables $SU_{h,t}$ and $SD_{h,t}$ have respectively been defined to indicate the startup and shut down status of the units which are determined as follows:

$$SU_{h,t} = V_{h,t} \times (1 - V_{h,t-1}), \quad h \in i, j, k, l$$

(32)

$$SD_{h,t} = (1 - V_{h,t}) \times V_{h,t-1}, \quad h \in i, j, k, l$$

(33)

In the above equations, $V_{h,t}$ is a binary variable that shows the ON and OFF status of the units.

2.5. Constraints of Generation and Storage Units

2.5.1. CHP Units

CHP units simultaneously generate electricity and heat. It means that the electricity and heat generated by the CHP units are interdependent and they cannot be controlled individually. There are two types of feasible operation regions (FOR) for CHP units [28]. Two FOR types are shown in Figure 1. FOR type I (Figure 1a) can be modeled linearly. Equations (34)–(38) describe FOR type I in the scheduling problem of this grid [28]:

$$P^{\text{CHP}}_{i,t} - P^{\text{CHP}}_{i,A} - \frac{P^{\text{CHP}}_{i,A} - P^{\text{CHP}}_{i,B}}{H^{\text{CHP}}_{i,A} - H^{\text{CHP}}_{i,B}} (H^{\text{CHP}}_{i,t} - H^{\text{CHP}}_{i,A}) \leq 0$$

(34)

$$P^{\text{CHP}}_{i,t} - P^{\text{CHP}}_{i,B} - \frac{P^{\text{CHP}}_{i,B} - P^{\text{CHP}}_{i,C}}{H^{\text{CHP}}_{i,B} - H^{\text{CHP}}_{i,C}} (H^{\text{CHP}}_{i,t} - H^{\text{CHP}}_{i,B}) \geq -(1 - V_{i,t}) \times M$$

(35)
Figure 1, FOR type II is non-convex and can be divided into two convex subregions I and II. The following equations have been considered for modeling the type II FOR of CHP units [28]:

\[
\begin{align*}
    p_{CHP}^{i,d} - p_{CHP}^{i,t} &= \frac{p_{CHP}^{i,B} - p_{CHP}^{i,C}}{H_{CHP}^{i,B} - H_{CHP}^{i,C}} \left( H_{CHP}^{i,d} - H_{CHP}^{i,t} \right) \geq -(1 - V_{i,t}) \times M \\
    0 &\leq H_{i,t}^{CHP} \leq H_{i,B}^{CHP} \times V_{i,t} \\
    0 &\leq p_{i,t}^{CHP} \leq H_{i,A}^{CHP} \times V_{i,t}
\end{align*}
\]  

M represents a large number, and the indices A, B, C, and D specify four boundary points of FOR type I. Equation (34) models the area below the AB line. Equation (35) formulates the upper area of the BC line, and the upper area of the CD line has been represented by Equation (36). According to Equations (35) and (36), the output power of the OFF unit will be zero. The electricity and the heat generated by the unit will always be zero, which has been expressed in Equations (37) and (38) respectively. As shown in Figure 1, FOR type II is non-convex and can be divided into two convex subregions I and II. FOR type II has been specified by the closed curve of ABCDEFG. In this case, if the typical formulation type I is used, the light blue area will be ignored. This non-convex area is determined using the binary variables \(X_1\) and \(X_2\) [28]. Therefore, non-convex FOR is divided into two convex subregions I and II. The following equations have been considered for modeling the type II FOR of CHP units [28]:

\[
\begin{align*}
    p_{CHP}^{i,t} - p_{i,t}^{CHP} &= \frac{p_{i,B}^{CHP} - p_{i,C}^{CHP}}{H_{i,B}^{CHP} - H_{i,C}^{CHP}} \left( H_{i,t}^{CHP} - H_{i,t}^{CHP} \right) \geq 0 \\
    p_{i,t}^{CHP} - p_{i,t}^{CHP} &= \frac{p_{i,E}^{CHP} - p_{i,D}^{CHP}}{H_{i,E}^{CHP} - H_{i,D}^{CHP}} \left( H_{i,t}^{CHP} - H_{i,t}^{CHP} \right) \geq 0 \\
    p_{i,t}^{CHP} - p_{i,t}^{CHP} &= \frac{p_{i,D}^{CHP} - p_{i,D}^{CHP}}{H_{i,D}^{CHP} - H_{i,D}^{CHP}} \left( H_{i,t}^{CHP} - H_{i,t}^{CHP} \right) \geq -(1 - X_1) \times M \\
    p_{i,t}^{CHP} - p_{i,t}^{CHP} &= \frac{p_{i,E}^{CHP} - p_{i,D}^{CHP}}{H_{i,E}^{CHP} - H_{i,D}^{CHP}} \left( H_{i,t}^{CHP} - H_{i,t}^{CHP} \right) \geq -(1 - X_2) \times M
\end{align*}
\]

In the second type, the indices A, B, C, D, E, and F show the corner points of FOR of Figure 1b. Equation (39) introduces the region below the BC line. The upper bound of the
CD line has been described by Equation (40). The upper region of the DE and EF lines have been specified by Equations (41) and (42), respectively. In Equations (41)–(44), $X_{1,t} = 1$ means that the CHP unit operates under the region I of FOR, and $X_{1,t} = 2$ indicates that the CHP unit operates under the region II of FOR. According to Equation (45), if the CHP unit is on, it definitely works in one of regions I and II and in the case of being OFF, it does not operate in any of the regions. According to Equations (46) and (47), heat and electricity generation in OFF units is zero.

2.5.2. Constraints of Conventional Power Generation, Boilers, and Fuel Cell Units

The capacity range of power generation of a conventional electricity unit, boiler, and fuel cell can be indicated as follows [10]:

$$p_{p, \text{min}} \times V_{j,t} \leq p_{j,t} \leq p_{p, \text{max}} \times V_{j,t} \quad (48)$$

$$H_{\text{b, min}} \times V_{k,t} \leq H_{k,t} \leq H_{\text{b, max}} \times V_{k,t} \quad (49)$$

$$p_{f, \text{min}} \times V_{l,t} \leq p_{f,t} \leq p_{f, \text{max}} \times V_{l,t} \quad (50)$$

2.5.3. Wind Power Constraints

The total power generated by a wind turbine is a function of wind speed and wind turbine characteristics. In [10], the power generation by the wind turbine has been modeled as follows:

$$\hat{P}_{\text{WT}, m} = \begin{cases} 0 & \text{if } \nu_{t} > \nu_{m} \text{ and } \nu_{m} \leq \nu_{t} \leq \nu_{R} \text{ and } \nu_{R} \leq \nu_{CO} \\ p_{\text{WT, max}} & \text{otherwise} \end{cases} \quad (51)$$

where, $\nu_{t}$ denotes the wind speed at time $t$ and, $\nu_{CL}$, $\nu_{CO}$ and $\nu_{R}$ are respectively, the minimum speed, the maximum speed, and the rated speed of the $m$-th turbine. Additionally, $p_{\text{WT, max}}$ and $p_{\text{WT}}$ are respectively the rated power and power generation of the $m$-th wind turbine. In the case of lack of need for wind power generation (based on the algorithm’s decision), the power generation is overflowed as follows:

$$0 \leq p_{\text{WT}} \leq p_{\text{WT, max}} \quad (52)$$

while, $p_{\text{WT}}$ is the wind power generated by turbines.

2.5.4. Solar Power Constraints

A photovoltaic (PV) converts solar energy into electrical energy. The output power of the PV module depends on the area of the solar cell, the solar radiation, the ambient temperature, and the conversion factor of the module. In order to maximize output power, it is assumed that the solar cell has been installed on an appropriate point and at an optimal angle. The output power of the PV system is expressed as follows [10]:

$$\hat{P}_{s} = \eta_{s} \times A \times s_{t} \times (1 - 0.005 \times (T_{t} - 25)) \quad (53)$$

In the above equation, $\hat{P}_{s}$ is the solar cell’s power generation, $s_{t}$ is the solar radiation, and $T_{t}$ denotes the ambient temperature at $t$; also, $A$ and $\eta_{s}$ are respectively the solar cell area and the conversion efficiency of module. In the case of lack of need for all or a part of the solar power generation (based on the decision of the algorithm), the power generation can overflow. This is stated as follows:

$$0 \leq P_{s,t} \leq \hat{P}_{s,t} \quad (54)$$

where, $P_{s,t}$ represents the solar power that is used in the system.
2.5.5. Electrical Energy Storage Constraints

The constraint of the balance of the electrical energy storage system can be written as follows [29]:

\[ E_t = E_{t-1} + \eta_{cha}P_{cha}^t \Delta t - \frac{1}{\eta_{disch}} P_{disch}^t \Delta t \] (55)

where, \( \eta_{cha} \) and \( \eta_{disch} \) are respectively the battery charge and discharge coefficient. Similarly, \( P_{cha}^t \), \( P_{disch}^t \), and \( E_t \) respectively represent the charged power in the battery, discharged power of the battery, and power stored in the battery at time \( t \). The ranges of stored energy, the charge and discharge power in the battery are determined as follows:

\[ E_{min} \leq E_t \leq E_{max} \] (56)

\[ \alpha_{cha}^t \leq \frac{P_{cha}^t}{P_{cha,max}} \leq 1 \] (57)

\[ \beta_{disch}^t \leq \frac{P_{disch}^t}{P_{disch,max}} \leq \beta_{disch}^t \] (58)

\[ \alpha_{cha}^t + \beta_{disch}^t \leq 1 \] (59)

The binary variables of \( \alpha_{cha}^t \) and \( \beta_{disch}^t \) are respectively, the status of charging and discharging the battery. In Equations (57)–(59), \( \alpha_{cha}^t = 1 \) means that the battery is in charge state and \( \beta_{disch}^t = 1 \) means the discharge state of the battery at \( t \); also, if \( \alpha_{cha}^t = 0 \) and \( \beta_{disch}^t = 0 \), the battery is not charged or discharged. These limitations allow the battery to save energy at the hours where energy price is low and to sell it to the microgrid’s consumers or to the market at the hours where the energy price is high.

2.5.6. Heat Storage Constraints

In this paper, the model presented in [12] has been used for the heat storage system. The heat storage unit has been connected to CHP and boiler units. In this model, stored thermal energy is always available. The total heat generated is expressed by the following equations:

\[ \Pi_t = \sum_{i=1}^{N_{CHP}} H_{CHP,i}^t + \sum_{k=1}^{N_B} H_{B,k}^t \] (60)

where, \( \Pi_t \) is the total thermal energy generated in the studied CHP-based microgrid. Considering that the heat storage unit is connected to the heat generation units; each time the heat generation unit is started, the heat storage unit loses energy (\( \beta_{loss} \)) and each time these units shut down, the surplus heat returns to the heat storage unit (\( \beta_{gain} \)). The pure thermal energy that can be injected into the heat storage unit is equal to [30]:

\[ H_t = \Pi_t - \beta_{loss}.SU_{h,t} + \beta_{gain}.SD_{h,t} \] (61)

Therefore, the heat stored in the heat storage unit is calculated according to equation [6]:

\[ B_t = (1 - \eta)B_{t-1} + H_t - H_t^D \] (62)

\( \eta \) is the heat loss factor of the heat storage unit; also, \( H_t^D \) and \( B_t \) are respectively the heat demand of the microgrid, and the heat stored in the storage unit at time \( t \). The heat storage capacity is limited by the following equation [6]:

\[ B_{min} \leq B_t \leq B_{max} \] (63)

The rate of heat injection to the heat storage unit and the rate of heat output is described by the following equations [30]:

\[ B_t - B_{t-1} \leq B_{max}^{charge} \] (64)

\[ B_{t-1} - B_t \leq B_{max}^{discharge} \] (65)
2.6. Power Balance

According to the following constraint, the total power generated by the units at each hour, the power discharged from the battery, and the power purchased from the market (i.e., \(P_{\text{buy}}^t\)) is equal to the total charged power of the battery, the power sold to the market (i.e., \(P_{\text{sale}}^t\)), and demand (after applying the DRP):

\[
P_{\text{buy}}^t + \sum_{i=1}^{N_{\text{CHP}}} p_{i,CHP}^t + \sum_{j=1}^{N_{\text{P}}^t} p_{j,P}^t + \sum_{i=1}^{N_{\text{F}}} p_{i,F}^t + \sum_{m=1}^{N_{\text{WT}}} p_{m,WT}^t + p_{i}^d + P_{\text{disch}}^t = P_{\text{sale}}^t + \left(\text{load}_0^t + p_{\text{inc}}^t - p_{\text{dec}}^t\right) + P_{\text{cha}}^t
\]

(66)

2.7. Implementation of IGDT Method

In the proposed model for CHP-based microgrid scheduling, uncertain input parameters are the power generated by wind and solar farms. As a result, the model of the objective function constrained to the power balance in the base case is written as follows. It should be noted that in the base case, the output power of wind and solar farms is equal to the predicted value (or its estimated value).

\[
\text{max} \ OF_b, \quad \forall m, j \ \ P_{m,j}^{WT} = \bar{P}_{m,j}^{WT}, \ P_i^p = \bar{P}_i^p
\]

(67)

Subject to:

\[
(23) \text{ to } (66)
\]

(68)

In Equation (67), \(OF_b\) is the net daily revenue in the base case in which the uncertain parameters are exactly equal to the corresponding predicted value. \(\bar{P}_{m,j}^{WT}\) and \(\bar{P}_i^p\) are respectively the average power generation values of wind turbines and solar farms. Equation (68) also implies that all Equations (23)–(66) should be considered simultaneously.

Given the RA strategy presented in Section 2, at a given demand and price level, reducing the injection power of wind and solar farms from their predicted (estimated) levels would lead to increased power generation by other units, resulting in increased generation costs and decreased net daily revenue of the microgrid. Therefore, the actual output power of wind and solar farms can be expressed in terms of the corresponding predicted value by Equations (72) and (73). Ultimately, according to the explanation given earlier about the RA approach, the model of the problem constrained to the power balance is as follows:

\[
\text{max} \ \alpha
\]

Subject to:

\[
(23) \text{ to } (66)
\]

\[
OF \geq OF_b \times (1 - \beta)
\]

(70)

\[
P_{m,j}^{WT} = \bar{P}_{m,j}^{WT} (1 - \alpha)
\]

(72)

\[
P_i^p = \bar{P}_i^p (1 - \alpha)
\]

(73)

Accordingly, (69) is the uncertainty radius of wind and solar power generations (as the uncertain parameters), as defined in (72) and (73). Additionally, (70) is the set of all constraints considered in the base case, as defined in (23)–(66). Furthermore, the tolerable limit of the objective function obtained in base case, i.e., \(OF_b\), is defined by (70).

3. Simulations and Results

In this section, the studied microgrid structure are first introduced; then simulation results are presented.
3.1. Structure of the Studied Microgrid

Figure 2 shows the overall layout of the microgrid under study. According to this figure, the microgrid consists of three wind turbine units, one hectare of a solar farm, two CHP units with different FORs, a conventional power generation unit, a fuel cell unit, a boiler unit, a heat storage unit, a battery energy storage unit, and electrical and heat demands.

Figure 2. The CHP-based microgrid under study.

The penetration level of the DRP is considered to be 30% ($DL_{max} = IL_{max} = 0.3$). The specifications of the battery and the heat storage unit are presented in Tables 1 and 2, respectively [6]. The start up and shut down costs of the various units are given in Table 3 [6]. Additionally, the cost functions of the boiler, the conventional power generation unit, the fuel cell unit, and the CHP units are expressed in Equations (74)–(78), respectively [6].

$$C^B_{k,t} = 23.4 \times H^B_{k,t}, \quad 0 \leq H^B_{k,t} \leq 5 \text{ MW th}$$ (74)

$$C^P_{j,t} = 50 \times P^P_{j,t}, \quad 0 \leq P^P_{j,t} \leq 1.5 \text{ MW}$$ (75)

$$C^f_{i,t} = 40 \times P^f_{i,t}, \quad 0.003 \leq P^f_{i,t} \leq 0.03 \text{ MW}$$ (76)

$$C_{1,t} \left( P^{CHP}_{1,t}, H^{CHP}_{1,t} \right) = 0.0435 \times \left( P^{CHP}_{1,t} \right)^2 + 36 \times P^{CHP}_{1,t} + 12.5 + 0.027 \times \left( H^{CHP}_{1,t} \right)^2 + 0.6 \times H^{CHP}_{1,t} + 0.011 \times P^{CHP}_{1,t} \times H^{CHP}_{1,t}$$ (77)

$$C_{2,t} \left( P^{CHP}_{2,t}, H^{CHP}_{2,t} \right) = 0.0345 \times \left( P^{CHP}_{2,t} \right)^2 + 14.5 \times P^{CHP}_{2,t} + 26.5 + 0.03 \times \left( H^{CHP}_{2,t} \right)^2 + 4.2 \times H^{CHP}_{2,t} + 0.031 \times P^{CHP}_{2,t} \times H^{CHP}_{2,t}$$ (78)
Table 1. Specification of battery energy storage unit [6].

| Specification   | Value | Specification   | Value |
|-----------------|-------|-----------------|-------|
| $P_{cha,max}$ (MW) | 3     | $E_{max}$ (MW)  | 6     |
| $P_{cha,min}$ (MW) | 0     | $E_{min}$ (MW)  | 0     |
| $P_{disch,max}$ (MW) | 3     | $\eta_{cha}$   | 0.9   |
| $P_{disch,min}$ (MW) | 0     | $\eta_{disch}$ | 0.9   |

Table 2. Specification of heat storage unit [6].

| $b_{gain}$ | $b_{loss}$ | $\eta$ | $B_{max,charge}$ (MW th) | $B_{max,discharge}$ (MW th) | $B_{max}$ (MW th) | $B_{min}$ (MW th) |
|------------|------------|--------|---------------------------|----------------------------|------------------|------------------|
| 0.3        | 0.6        | 0.01   | 2                         | 2                          | 7                | 0                |

Table 3. Start up and shut down costs of the units [6].

| Unit/Specification | Startup Cost (USD) | Shut Down (USD) |
|--------------------|--------------------|-----------------|
| CHP1               | 20                 | 20              |
| CHP2               | 20                 | 20              |
| Power-Only         | 12                 | 12              |
| Heat-Only          | 9                  | 9               |
| Fuel Cell          | 0.0207             | 0.0207          |

The predicted thermal energy demand of the microgrid is shown in Figure 3 [6]. The FOR of CHP units are illustrated in Figure 4 [6]. The cut-in, rated, and cut-out speeds of the wind turbines are 3.5 (m/s), 11.9 (m/s), and 25 (m/s), respectively [31]. Additionally, the rated power of the wind turbines is 1.1, 2.0, and 3.0 MW, respectively. The conversion efficiency of PV modules in (53) is assumed to be $\eta_s = 0.157$.

![Figure 3. Predicted heat demand [6].](image)
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Table 4. Mean and standard deviation of wind speed [32].

| Hours (h) | µ_v | σ_v | Hours (h) | µ_v | σ_v |
|-----------|-----|-----|-----------|-----|-----|
| 1         | 10.7| 3.0363 | 13       | 6.2667 | 0.6807 |
| 2         | 10.5667 | 2.7647 | 14       | 6.3333 | 0.7506 |
| 3         | 10.3667 | 2.9501 | 15       | 5.6000 | 0.3606 |
| 4         | 9.9333  | 3.1005 | 16       | 5.8333 | 0.6506 |
| 5         | 9.6000  | 3.0512 | 17       | 5.3667 | 1.2014 |
| 6         | 9.6667  | 3.0892 | 18       | 4.0667 | 1.7559 |
| 7         | 9.6333  | 3.2347 | 19       | 2.8667 | 1.3013 |
| 8         | 10.0333 | 2.9143 | 20       | 2.7333 | 1.0017 |
| 9         | 10.1667 | 2.4826 | 21       | 2.8000 | 0.8888 |
| 10        | 10.5333 | 2.3459 | 22       | 2.8000 | 0.7937 |
| 11        | 11.0000 | 2.5515 | 23       | 2.8333 | 0.6351 |
| 12        | 11.2333 | 2.5891 | 24       | 2.9000 | 0.6083 |

Table 5. Mean and standard deviation of solar radiation [32].

| Hours (h) | µ_s | σ_s | Hours (h) | µ_s | σ_s |
|-----------|-----|-----|-----------|-----|-----|
| 1         | 0   | 0   | 13       | 0.6780 | 0.1283 |
| 2         | 0   | 0   | 14       | 0.5699 | 0.1011 |
| 3         | 0   | 0   | 15       | 0.4124 | 0.0765 |
| 4         | 0   | 0   | 16       | 0.2394 | 0.0446 |
| 5         | 0   | 0   | 17       | 0.0834 | 0.0230 |
| 6         | 0.0158 | 0.0196 | 18       | 0   | 0   |
| 7         | 0.1605 | 0.0334 | 19       | 0   | 0   |
| 8         | 0.3412 | 0.0658 | 20       | 0   | 0   |
| 9         | 0.506  | 0.1002 | 21       | 0   | 0   |
| 10        | 0.6385 | 0.1319 | 22       | 0   | 0   |
| 11        | 0.7120 | 0.1551 | 23       | 0   | 0   |
| 12        | 0.7305 | 0.1510 | 24       | 0   | 0   |

3.2. Considered Case Studies

The aforementioned CHP-based microgrid is studied in the following four different cases:

- Case 1: CHP-based microgrid scheduling in islanding (off-grid) mode in the absence of DRP.
- Case 2: Microgrid scheduling in the on-grid mode, without considering DRP capability.
- Case 3: Microgrid scheduling in the on-grid mode, considering DRP capability.
- Case 4: Microgrid scheduling in the on-grid mode, considering DRP capability via the RA strategy of the IGDT technique.
The 24 h demand and price profiles are shown in Figure 6a,b, respectively [33]. The predicted (or average) power generation values of wind and solar PV farms are also given in Figure 6c,d, respectively [32].

In Case 1, the microgrid is operated in off-grid mode, which means that $P_{Buy}^{t}$ and $P_{Sell}^{t}$ are both zero in (66). While in Cases 2, 3, and 4, the microgrid can exchange (purchase and sell) electricity with the main grid (or power market). Additionally, the mean values of uncertain input parameters are used in Cases 1–3.

In all cases, a robust IGDT scheduling approach is utilized. In Cases 1–3, it is assumed that the predicted values of uncertain parameters are equal to real values and only the base case is examined. In other words, the (predicted) average power generation values for wind turbines and solar farms have been used. In Case 4, the RA strategy of the IGDT method is used and the maximum uncertainty radius of the uncertain parameters is calculated. In addition, Monte Carlo simulations with 1000 repetitions for the scheduling of CHP-based

**Figure 5.** Average ambient temperature [32].

**Figure 6.** Information of one sample day; (a) demand profile, (b) price of electricity market, (c) average available wind power, (d) average available solar power.
microgrid are performed. In all these trial runs, the demand and price are assumed to be certain as given in Figure 6a,b while the uncertainties of wind speed, solar radiation and ambient temperature are modeled using the corresponding PDF presented in Section 2. The hourly mean and standard deviations of wind and solar power generation used in these trial runs are given in Tables 4 and 5. It should be noted that the standard deviation of the ambient temperature is 2% of its average at each hour given in Figure 5.

The proposed optimization model for the CHP-based microgrid scheduling problem is implemented and solved using the BARON/CONOPT solver in the GAMS optimization software environment.

3.3. Simulation Results
3.3.1. Case 1

In this case, the microgrid has been scheduled in islanding mode for 24 h by the equations provided in the previous section; also, all economic constraints have been considered. Additionally, it should be noted that the DRP has not been implemented. The basic case of IGDT method has been used. In other words, it is assumed that the uncertain parameters are exactly equal to the corresponding mean values obtained from the Monte Carlo method. Table 6 presents a summary of four cases.

| Case # | Objective Function (USD) | Generation Cost (USD) | Sale Revenue (USD) | Purchase Cost (USD) | α  | β  |
|--------|--------------------------|-----------------------|--------------------|---------------------|----|----|
| 1      | -2013.5                  | 2013.50               | -                  | -                   | -  | -  |
| 2      | 2371.01                  | 3405.97               | 5928.10            | 150.84              | -  | -  |
| 3      | 2556.49                  | 3405.97               | 6153.02            | 190.56              | -  | -  |
| 4      | 1533.90                  | 3405.97               | 5195.38            | 255.52              | 0.34| 0.40|

According to Table 6, the cost of electrical and thermal energy required for the microgrid in islanding mode is USD 2013.5. Figure 7 shows the results of electric power generation in the islanding mode. It is worth noting that the negative axis in this figure refers to the hourly electricity demand of the microgrid as also given in Figure 6a. According to Figure 7, CHP2, wind and solar units provide 60, 38.5, and 1.5% of the electrical energy needed for the microgrid. Figure 8 shows the results of thermal energy generation in this case. As shown in this figure, CHP2 and boiler units provide 58% and 42% of the thermal energy required by the microgrid’s heat demand. As shown in Figure 4, the generation of electric and thermal energy by the CHP unit cannot be controlled independently. Therefore, this unit generates electricity and heat simultaneously. This does not allow wind and solar units to operate at their maximum available power generation capacity (as given in Figure 6c,d); however, the cost of generating electricity by solar and wind farms is assumed to be zero.

3.3.2. Case 2

In this case, the CHP-based microgrid is considered to be connected to the main grid, also, the effects of electrical power exchange with the main grid have been studied. All economic constraints are considered in the 24 h scheduling of the microgrid in the case of being connected to the main grid. As in the first case, in this case, the DRP has not been applied; also, the uncertain parameters are exactly equal to the mean value. According to Table 6, in the second case, the net profit of the microgrid from the market is USD 5928.1. This revenue has been obtained from the sale of surplus electricity to the main grid. In this case, generation costs increased by 69% compared to the first case. Selling surplus electricity to the main grid has earned a net profit of USD 2371.01. Figure 9 shows the electric power generation results in this case. It is noteworthy that the minus powers in this figure denote the hourly load, and the surplus production in the microgrid which is injected
to the upstream power network (denoted by electricity market). As shown in Figure 9, wind and solar farms are operating at their maximum available generation capacity. The microgrid in the grid-connected mode buys electricity from the main grid at low-price hours, and in most hours, it sells surplus electricity to the main grid. According to Table 6 and Figure 9, the low cost of energy generation by CHP units can be seen. Figure 10 shows the heat generated by the CHP units and the boiler unit in this case. According to this figure, due to the higher operation cost of the boiler unit, it is not committed in the supply of thermal energy demand of the microgrid during the entire scheduling period. It is worth noting that as CHP units are participating in both electricity and heat supply, they are beneficial to be used for heat generation in this case.

Figure 7. Electric power generation in Case 1.

Figure 8. Thermal energy generation in Case 1.
In this case, the CHP-based microgrid is considered to be connected to the main grid. All economic and generation constraints have been considered. This case is similar to the previous case, with the difference that the DRP has been applied according to the model presented in the previous section during the scheduling period in order to examine its effects. Additionally, the average (predicted) power generation of wind and solar farms have been considered. Table 6 shows that the application of the DRP increases the purchase cost of electricity from the main grid by USD 39.7. However, on the other hand, it will increase sales revenue by USD 224.9. Since the market price for a particular day is considered for all cases, the generation cost is almost the same in the cases connected to the main grid. Therefore, net daily revenue has increased by about 8% compared to the previous case. Figure 11 shows the results of electric power generation by wind, solar, DG, CHP1, CHP2, fuel cells as well as purchased, sold power, and demand at any time of the day. It is worth noting that the minus powers in this figure denote the modified hourly
load profile (i.e., by applying the DRP), and the surplus production in the microgrid which is injected to the upstream power network (denoted by electricity market).

![Electric power generation in Case 3.](image)

As shown in Figures 9 and 11, the DRP transfers the electricity demand from the intervals with high energy price to the low-price intervals. The output heat generated by CHP and boiler units in the third case is equal to the second case (Figure 10) and the boiler does not contribute to the thermal energy required by the microgrid. This is due to the high cost of boiler operation and low operation cost of CHP units.

Figure 12 shows the demand profile before and after applying the DRP. It is observed from this figure that the DRP shifts the demand from higher price intervals to lower price hours. For example, based on the hourly electricity prices given in Figure 6b, there is a peak in the price at hour 10; hence a sharp drop in the demand at this instant is expected, as realized in Figure 12. Similarly, during the early morning interval, i.e., the hours 1–5, the electricity price is quite low and hence, the demand is shifted to this interval via DRP. Additionally, a high percentage of load is participating in the DR program (30% here). This leads to higher peak demands in the modified load profile. Besides, the participating loads in the DR program are constant energy loads, which means these loads are not curtailed, but shifted from peak price intervals to off-peak price intervals. If the DR percentage decreases, the demand’s peaks in the modified profile will be reduced.

3.3.4. Case 4

In this case, the microgrid is assumed to be connected to the main grid. All the economic constraints have been considered, in particular the DRP. The difference between this case and the previous one is that in the fourth case, the RA strategy of the IGD method is used for 24 h scheduling horizon. In other words, instead of the predicted values (average) of uncertain parameters, the corresponding real values, which are functions of the predicted values, have been used.

Figure 13 shows variations of uncertainty radius, i.e., α and total profit, i.e., OF versus β. It is worth mentioning that β, which is the maximum permissible reduction of OF subject to the uncertainty, is preset by the decision maker. In the microgrid scheduling, a certain value of β maximizes α. As shown in Figure 13, by increase of β the uncertainty radius, i.e., α increases, while the OF decreases with respect to its value in base case, i.e., OF$_{b}$. When β equals 1.00, the OF is zero and α is equal to 0.86. In other words, with the scheduling provided in this paper, the CHP-based microgrid can compensate the cost of energy supply by selling surplus electricity to the main grid, with only 14% of renewable
resources. According to the equations presented in the previous section, it can be said that $\alpha$ is a criterion for measuring the robustness of the microgrid scheduling against the uncertainty of the uncertain parameters.

![Demand profiles before and after applying the DRP in Case 3.](image)

**Figure 12.** Demand profiles before and after applying the DRP in Case 3.

![Variation of $\alpha$ and OF vs. $\beta$.](image)

**Figure 13.** Variation of $\alpha$ and OF vs. $\beta$.

Figure 14 shows the results of the microgrid schedule for $\beta = 0.40$. In this case, the value of $\alpha$ will be $0.34$. This means that the power generation by wind and solar farms is 34% lower than the average value. By reducing 34% of the power generation by renewable resources, according to Table 6, net microgrid revenue will decrease by 40%. According to Table 6, in this case, the power purchased from the main grid has increased by about USD 65 compared to Case 3; whereas, the sales have decreased by about USD 958.
3.3.5. Monte Carlo Simulations (MCS)

In this section, 1000 runs of MCS are done for CHP-based microgrid scheduling. Uncertain parameters are modeled by the corresponding PDF presented in the previous section. In Figure 15, the net profit obtained from 1000 repetitions of the MCS is compared with the profit obtained by the RA strategy of the IGDT method with a hypothesized value of $\beta = 0.4$, i.e., USD 1533.89. According to this figure, the profit derived from the RA strategy is lower than the overall benefit rate of all MCS replications. Given that $\alpha$ is the maximum allowable uncertainty radius of the uncertain parameters for the given $\beta = 0.4$, $\alpha$ is equal to 34%. It can be concluded that, in the worst-case conditions, the daily electric power generation by renewable resources will not be less than 66% of the corresponding forecasted values given in Figure 6c,d. The average profit earned by the MCS method is USD 2556.49 and the standard deviation is USD 255. If the uncertainty of wind and solar power generation is zero, the benefit obtained by the IGDT is almost the same with the mean $OF$ obtained by the MCS, as shown in Figure 13 for $\beta = 0.0$. However, for the higher levels of permissible uncertainties (corresponding to higher levels of $\beta$), the profit obtained by the MCS is higher than that obtained by the IGDT technique.
4. Conclusions

This paper proposed a robust day-ahead scheduling model for CHP-based microgrids at the presence of severe uncertainties of renewable energy sources. A RA strategy based on IGDT technique is developed aiming to determine the maximum allowable uncertainty radius for the output power of renewable energy sources, for a predetermined limit on the reduction of the revenue of all participants in the microgrid energy supply. The conclusions are summarized as follows.

- For a given level of $\beta$, i.e., $\beta = 0.4$ the uncertainty radius, i.e., $\alpha$ is obtained to be 0.34. This means that, with the consent of the 40% reduction in the objective function relative to its base-case value, at least 66% of the predicted amount of power generation by renewable energy sources could be available.
- By considering random variations of uncertain parameters based on their corresponding PDFs, via MCS trials, it is observed that the obtained schedule for the microgrid is robust for the determined radius of uncertainty.
- The robust schedule of the microgrid is obtained without any information regarding the nature and behavior of uncertain parameters, e.g., their PDF.
- Additionally, despite the other methods for uncertainty handling, such as MCS and scenario-based stochastic modeling, the IGDT does not add any computational complexity to the scheduling problem of microgrids.
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Nomenclature

Alphabetic symbols
a, b, c, d, e, f CHP unit cost function coefficients
A Area of solar farm (m$^2$)
B Heat stored in the storage unit
C Cost of the unit’s operation
c Scale parameter of Weibull PDF
DL Percentage of decreasing demand
E Battery stored power
H Heat generated (MW)
IL Percentage of increasing demand
k Form parameter of Weibull PDF
P Power generation and demand (MW)
s Solar radiation
SU Startup status of the units
SD Shut down status of the units
T Ambient Temperature (°C)
V Binary variable indicator of ON and OFF status of the units
Greek symbols

\( \alpha \)  Maximum possible deviation of the uncertain parameter
\( \beta \)  Degree of tolerance of the reduction of the OF
\( \alpha_t, \beta_t \)  Parameters of the beta function
\( \gamma \)  Uncertain input parameter
\( \theta \)  Cost function coefficient of a fuel cell
\( \lambda \)  Price of electricity market
\( \mu \)  Mean
\( \rho \)  Cost function coefficient of a boiler
\( \sigma \)  Standard deviation
\( \nu \)  Wind speed
\( \chi \)  Set of decision-making variables
\( \Gamma \)  Set of uncertainties
\( \Gamma(\alpha, \beta) \)  Gamma function
\( \Delta \)  Critical value of objective function
\( \Re \)  Uncertainty radius of the uncertain parameter
\( \psi \)  Cost function coefficient of a conventional power generation unit

Subscripts

cha  Battery charging
discha  Battery discharging
gain  Heat return
loss  Energy losses
h  Total number of power generation units
i  Number of CHP units
j  Number of conventional power generation units
k  Number of boiler units
l  Number of fuel cell units
m  Number of wind turbines
t  Time (Hour)

Superscript

CHP  CHP unit
CI, CO, R  Minimum, maximum, rated wind speed
inc  Transferred demand from the other hours to t
dec  Transferred demand from t to the other hours
WT  Wind turbine
0  Microgrid demand before applying the DRP
B  Fuel cell unit
F  Boiler unit
P  Conventional power generation unit
T  Temperature
s  Solar radiation
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