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We study the dynamical properties of an active particle subject to a swimming speed explicitly depending on the particle position. The oscillating spatial profile of the swim velocity considered in this paper takes inspiration from experimental studies based on Janus particles whose speed can be modulated by an external source of light. We suggest and apply an appropriate model of an active Ornstein Uhlenbeck particle (AOUP) to the present case. This allows us to predict the stationary properties, by finding the exact solution of the steady-state probability distribution of particle position and velocity. From this, we obtain the spatial density profile and show that its form is consistent with the one found in the framework of other popular models. The reduced velocity distribution highlights the emergence of non-Gaussianity in our generalized AOUP model which becomes more evident as the spatial dependence of the velocity profile becomes more pronounced. Then, we focus on the time-dependent properties of the system. Velocity autocorrelation functions are studied in the steady-state combining numerical and analytical methods derived under suitable approximations. We observe a non-monotonic decay in the temporal shape of the velocity autocorrelation function which depends on the ratio between the persistence length and the spatial period of the swim velocity. In addition, we numerically and analytically study the mean square displacement and the long-time diffusion coefficient. The ballistic regime, observed in the small-time region, is deeply affected by the properties of the swim velocity landscape which induces also a crossover to a sub-ballistic but superdiffusive regime for intermediate times. Finally, the long-time diffusion coefficient decreases as the amplitude of the swim velocity oscillations increases because the diffusion is mainly determined by those regions where the particles are slow.

1 Introduction

Nowadays, special active matter systems, such as engineered E. coli bacteria and artificial Janus colloids, can be controlled by external stimuli. For instance, by tuning the power illumination of light, the swim velocity of each active particle can be increased or reduced and self-assembly such as “living” clusters or active molecules are observed. An approximate linear relation between light intensity and swim velocity makes possible a strong control on the parameter of the motility and allows designing complex spatial patterns of the swim velocity landscapes. This experimental advance offers intriguing perspectives in the world of active matter and provides interesting applications, ranging from micro-motors and rectification devices to motility-ratchets, where an asymmetric spatial profile of the light intensity is used to induce an asymmetric spatial shape of the swim velocity which produces a net directional motion. Spatial motility landscapes have been also used to experimentally trap Janus particles and to investigate the occurrence of polarization patterns induced by motility gradients. Among the fascinating applications based on light-sensitive active particles, we mention bacteria-based “painting”, experimentally realized with engineered E. coli, by Arlt et al. and, independently, by Frangipane et al., through which some images, such as those of Charles Darwin and Albert Einstein, have been reproduced. In addition, a numerical study investigates the use of light-sensitive active particles to favor the clustering in a channel geometry and even to induce their clogging, through a sort of plug which can be removed by simply turning off the light.

From a theoretical perspective, the active Brownian particle (ABP) model has been generalized to the case of non-uniform swim velocity also to account for the well-known quorum sensing, chemotaxis and pseudochemotaxis. This model
allows reproducing and predicting one of the leading results concerning the static properties of this system, i.e. a spatial density proportional to the inverse of the swim velocity, originally predicted in the framework of run & tumble dynamics.\textsuperscript{38,40} While it is somehow rather intuitive that a single active particle spends more time in the spatial regions where it moves slowly, in the interacting case, fascinating phenomena can be observed, such as the spontaneous formation of a membrane in two-step motility profiles\textsuperscript{39} and cluster formation in regions with small activity.\textsuperscript{41} Many active matter studies even include a temporal dependence in the activity landscape\textsuperscript{42–45} for instance in the form of traveling waves.\textsuperscript{46,47} These systems lead to coherent propagation of particle spikes,\textsuperscript{19} useful to separate binary mixtures,\textsuperscript{43} and, in some cases, produce counterintuitive directed motion opposite to the propagation of the density wave.\textsuperscript{18,48}

However, while ABP and run & tumble particles in two dimensions can always be studied numerically, they are quite difficult to be analytically investigated in the presence of a motility landscape: for instance, expressions for the temporal correlations, long-time-diffusion or steady-state dynamical properties remain unknown in those cases. In analogy with the case of homogeneous swim velocity, an alternative dynamics, known as the active Ornstein-Uhlenbeck particle\textsuperscript{model,} has been proposed by Martin et al.\textsuperscript{49} to describe active particles in the presence of spatial-dependent active force. In our paper, we propose a new version of the AOUP for space-dependent swim velocity that allows us to obtain more realistic results and further theoretical predictions for static and time-dependent observables. Our work poses the basis to derive new interesting analytical results in future works, for instance concerning pressure, effective interactions and steady-state probability distributions in the presence of external potentials, which have been analytically studied only in the case of a uniform swim velocity.

The paper is structured as follows: in Section 2, we introduce the model to describe the dynamics of active particles with space-dependent swim velocity, in particular, the generalization of the Ornstein-Uhlenbeck (AOUP) model. Sections 3 and 4 report numerical and analytical results in the interaction-free case and focus on the steady-state and time-dependent properties, respectively. In the final section, conclusions are presented.

2 Model

2.1 ABP model with spatial-dependent swim velocity

The active Brownian particle (ABP) dynamics represents one of the most established and favorite models to investigate the non-equilibrium behavior of apolar dry active particles.\textsuperscript{1,2,50} It reproduces cluster formation\textsuperscript{51} and motility induced phase separation.\textsuperscript{52–60} In this model, the active particle is described by a stochastic dynamics for both its position, $\mathbf{x}$, and the degree of freedom called active force, $f_\alpha$, whose physical origin usually depends on the system under consideration: flagella for bacteria and chemical reactions for Janus particles, to mention just a few examples. In the ABP dynamics, $f_\alpha$ is chosen with constant modulus proportional to the active speed $v_0$ of the particle. Introducing the friction coefficient, $\gamma$, the active force is:

$$f_\alpha = \gamma v_0 \hat{n},$$

where $\hat{n}$ is a unit vector with components $(\cos \theta, \sin \theta)$ and $\theta$ defines the particle orientation (or direction of the active force) which contains the main stochastic source of the motion, evolving as a Brownian process. The generalization to a spatial and time dependent swim velocity, can be simply achieved by replacing $v_0 \rightarrow u(\mathbf{x}, t)$ in eqn (1). Since inertial effects are negligible in most of the experimental systems at the microscopic scale, the dynamics of active particles in two dimensions reads:

$$\mathbf{\dot{x}} = \sqrt{2D_\alpha \mathbf{w} + u(\mathbf{x}, t) \hat{n}},$$

$$\dot{\theta} = \sqrt{2D_\alpha \mathbf{w}}.$$

where $\zeta$ and $\mathbf{w}$ are $\delta$-correlated noises with zero average and unit variance, while $D_\alpha$ and $D_t$ are the translational and rotational diffusion coefficients, respectively. The inverse of $D_t$ defines the persistence time of the single-particle trajectory, i.e. the average time that the particle spends without changing direction, $\tau = 1/(d - 1)D_t$, where $d$ is the dimension of the system.\textsuperscript{61,62} The function $u(\mathbf{x}, t)$ is the swim velocity induced by the active force that, here, is a generic function of both position and time. The shape of $u(\mathbf{x}, t)$ cannot be chosen arbitrarily but must satisfy the following properties dictated by physical arguments:

1. $u(\mathbf{x}, t) \geq 0$, for every $x$ and $t$, because the swim velocity is positive by definition and is nothing but the modulus of the velocity induced by the active force.
2. $u(\mathbf{x}, t)$ needs to be chosen as a bounded function of its arguments because the swim velocity cannot reach an infinite value.

In this work, we restrict to a static profile, so that $u(\mathbf{x}, t) = u(\mathbf{x})$. While most of the theoretical results are valid for arbitrary $u(\mathbf{x})$, we further consider a one-dimensional profile of the swim velocity to test our predictions by numerical simulations. Specifically, inspired by the experiments with Janus particles studied in ref. 11 and taking in mind properties (i) and (ii), we choose $u(\mathbf{x})$ as a periodic function of its argument varying along with one spatial coordinate, namely $x$:

$$u(\mathbf{x}) = v_0 \left(1 + z \cos \left(\frac{2\pi x}{S}\right)\right),$$

with the spatially averaged swim velocity $v_0 > 0$ and the amplitude $z < 1$ so that (i) and (ii) are always satisfied. The spatial profile of $u(x)$ is shown in Fig. 1. The parameter $S > 0$ determines the spatial period of the swim velocity, while $v_0(1 - z)$ and $v_0(1 + z)$ are the minimal and maximal swim velocity, respectively.

2.2 AOUP model with spatial-dependent swim velocity

The active Ornstein-Uhlenbeck particle (AOUP) model\textsuperscript{21,63–68} has been introduced in the field of active matter as a continuous-time version of an active model used in Monte Carlo simulations\textsuperscript{59} and, independently, in ref. 70. It has been also used to describe the behavior of colloidal particles immersed in
active baths, for instance formed by bacteria$^{71}$ and to simplify
the ABP dynamics.$^{72,73}$ The AOUP model reproduces the typical
phenomenology of active particles because a single-particle
trajectory shows a certain degree of persistence, the mean
square displacement of the two models coincides,$^{74-76}$ Both
AOUP and ABP active particles accumulate near obstacles$^{77-79}$
and display the non-equilibrium clustering, known as motility
induced phase separation (MIPS).$^{80,81}$ The AOUP approximation
has been employed to obtain a plethora of analytical results
which cannot be achieved by using the ABP: perturbative
expressions for the probability distribution of active particle
position and velocity,$^{82}$ approximated formula for the pressure,$^{83}$
the effective temperature in confined systems,$^{69}$ and the analytical
shape of the spatial and temporal velocity correlation function
of dense active systems.$^{84-87}$

In the AOUP description, the active force is simply described
by a two-dimensional Ornstein-Uhlenbeck process and can be
generalized to the case of spatio-temporal swim velocities, as
follows:

$$\dot{x} = \sqrt{2D_\tau} w + u(x, t)\eta, \quad (4a)$$

$$\tau \dot{\eta} = -\eta + \sqrt{2\tau} \eta. \quad (4b)$$

The main simplification with respect to the ABP dynamics (2) is
obtained by replacing the unit vector $\hat{n}$ with an Ornstein-
Uhlenbeck process, $\eta$, with unit variance and typical time $\tau$,
which intrinsically defines the persistent time of the trajectory.
The term $\eta$ is a vector of white noises whose components are
$\delta$-correlated. Taking $u(x, t) = v_0$, we recover the standard AOUP
model by assuming $v_0^2 = dD_\tau$, where $D_\tau$ is the diffusion
coefficient due to the active force and $d$ is the dimension of
the system. Recall that the full connection with the ABP
model could be established by fixing $(d - 1)\tau = 1/D_\tau$, so that
the time-correlation of the AOUP active force coincides with
that of the ABP one.$^{73,88}$ We also note that the AOUP model
allows us to consider a one-dimensional system with a spatial
velocity profile (as eqn (3)) at variance with the ABP model for
which we have to consider both spatial components of the
system. In appendix A, we discuss the difference between the
present model and the alternative AOUP dynamics with space-
dependent motility landscape introduced by Martin et al.$^{68}$

2.2.1 Velocity description of AOUP. Many theoretical
advances in the study of the AOUP model stem from the
introduction of an auxiliary description of the active particle
in terms of position, $x$, and particle velocities, $v$, which can be
obtained by performing a change of variable $(x, \eta) \to (x, x = v)$.
This simple strategy makes the AOUP model particularly
appealing because its dynamics becomes similar to the well
studied dynamics of passive underdamped Brownian particles.
In the following, we generalize this method to account for the
spatial-dependent swim velocity $u(x, t)$. Here, for simplicity, we
neglect the thermal noise since the translational diffusivity is
usually some order of magnitudes smaller than the active one,$^1$
$D_\tau \ll D_0$. However, we remind that a generalization of the
method to include also the thermal noise can be obtained by
following ref. 77. Taking the time-derivative of eqn (4a), using
eqn (4b) to eliminate $\eta$ and $\eta$ in favor of $x$ and $v$ (using again
eqn (4a)), we get:

$$\dot{x} = v, \quad (5a)$$

$$\tau \dot{v} = -v + u(x, t)\sqrt{2\tau} \eta$$

$$+ \tau \frac{\nabla}{u(x, t)} \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) u(x, t). \quad (5b)$$

The first line of eqn (5b) resembles the dynamics in the case of
a constant swim velocity $u(x, t) = v_0$; the dynamics of an
underdamped passive particle is mapped onto that of an underdamped
passive particle with mass $\tau$ subject to an inertial force, an
effective friction whose amplitude is $1/\tau$, and a stochastic white
noise. However, in the present case, the noise amplitude in
eqn (5) contains a spatial and temporal dependence $\nabla u(x, t)$. The second line provides an additional force
term accounting both for the time and space-dependence of
$u(x, t)$. By choosing a static profile, such that $u(x, t) = u(x)$, the
new term quadratically depends on $v$ and is spatially modulated
by the function $\nabla \log(u(x))$. As a consequence, the latter term
changes its sign depending on the region of space where the
particle is placed, a feature that guarantees the convergence of the
dynamics. We remark that this term cannot be interpreted
as a friction force, because of its even parity under time-reversal
transformation.

To switch back from the coordinates $(x, v)$ to $(x, \eta)$, one has to
account for the Jacobian of the transformation which, now, is
not trivial at variance with the case $u(x, t) = v_0$. Indeed, the
relation:

$$v = \dot{x} = u(x, t)\eta \quad (6)$$

implies that the Jacobian is a function of $x$ and $t$ which reads:

$$|J| = u(x, t) \quad (7)$$
so that the probability distribution in the original coordinates, namely \( \tilde{p}(\mathbf{x},t) \), and the one obtained after the change of variables, namely \( p(\mathbf{x},t) \), satisfy:

\[
\tilde{p}(\mathbf{x},t) = u(\mathbf{x},t)p(\mathbf{x},t).
\]

Finally, we remark that in the case \( D_t = 0 \), \( \tau \) provides the natural time-scale to evaluate the time \( t \), while \( v_0 \) determines the one for the particle velocity. With this choice, it is straightforward to recognize that the particle position can be rescaled by the persistence length \( v_0 \tau \) of the case \( u(x) = v_0 \). We conclude that the dynamics is controlled by the parameters affecting the value of \( u(x) \). Therefore, choosing the profile of \( u(x) \) as in eqn (3), we can recognize \( S \) (i.e. the spatial period of \( u(x) \)) as the additional spatial-scale to compare with \( v_0 \tau \) (or equivalently \( S/v_0 \) as the typical time to compare with \( \tau \)). Finally, we expect that ratio between the amplitude of the \( u(x) \) oscillations and the typical velocity, namely the parameter \( z \), will play a crucial role. As a consequence, in the case \( D_t = 0 \), the dynamics is affected by two dimensionless parameters, \( k = v_0 \tau /S \) and \( z \).

3 Steady-state properties

Hereafter, we restrict to the static case \( u(\mathbf{x},t) = u(\mathbf{x}) \). From the stochastic dynamics (5), it is straightforward to derive the Fokker-Planck equation for the probability distribution \( p = p(\mathbf{x},t) \):

\[
\begin{align*}
\frac{\partial p}{\partial t} &= \nabla \cdot \left[ \frac{\nabla^2 p}{\tau} + \frac{\nabla \cdot \mathbf{u}}{\tau} \right] - \nabla \cdot \mathbf{u} + \frac{1}{\mathbf{u}(\mathbf{x})} \nabla \cdot [ \mathbf{u} \nabla \mathbf{u}(\mathbf{x}) \cdot \mathbf{v} ],
\end{align*}
\]

where \( \nabla \mathbf{u} \) and \( \nabla \cdot \mathbf{u} \) are the spatial and velocity gradient, respectively. In the steady-state, eqn (9) admits a local Gaussian solution of the form:

\[
p_{\text{s}}(\mathbf{x}, \mathbf{v}) = \frac{N}{\sqrt{2\pi}} \exp \left( -\frac{\mathbf{v}^2}{2u^2(\mathbf{x})} \right),
\]

where \( N \) is a normalization constant. This result directly generalizes the Gaussian solution obtained for a uniform swim velocity.\(^{54,69,80}\) Considering the system on a box of size \( L^d \) with periodic boundary conditions, \( N \) reads:

\[
N^{-1} = \int_{L^d} d\mathbf{x}/u(\mathbf{x}).
\]

Specifically, for the periodic one-dimensional profile of \( u(x) \), eqn (3), the integral in eqn (11) can be analytically calculated and reads \( N^{-1} = L/v_0/\sqrt{1-x^2} \), and is independent of \( S \). In this case, the stationary mean-squared velocity, \( \langle u^2(x) \rangle \), depends explicitly on \( x \) through the profile of \( u(x) \) and, therefore, has an oscillatory shape. Fig. 2 shows \( p_{\text{s}}(v,x) \) as a function of \( v \) for different values of \( x \). The distribution \( p_{\text{s}}(v,x) \) becomes narrower (smaller variance) as far as \( x \) is increased until it starts to become broader for \( x > S/2 \) in agreement with the periodicity of \( u^2(x) \).

When the amplitude, \( z \), of \( u(x) \) is increased, the curves in Fig. 2 qualitatively maintain their Gaussian shape (10), but the difference in their variances becomes more significant for the shown values of \( x/S \).

3.1 Spatial density and hydrodynamic approach

By integrating out the velocity in the solution (10), one can straightforwardly derive the steady-state density function, \( \rho(x) \), obtaining the profile:

\[
\rho(x) = \int d\mathbf{v} p_{\text{s}}(\mathbf{v},x) = \frac{N}{u(\mathbf{x})}
\]

where the normalization constant \( N \) is given by eqn (11) for a simulation in a box of size \( L^d \), with periodic boundary conditions. This exact result is shown in Fig. 3[a], where we plot \( \rho(x) \), i.e. the density distribution along \( x \), by choosing the spatial profile of \( u(x) \) as in eqn (3), i.e. varying only along one coordinate. The density \( \rho(x) \) is reported for two different values of \( k \) which determines the period of its oscillation.

To the best of our knowledge, eqn (12) is consistent with the only analytical result obtained for an active particle with spatial-dependent swim velocity. By resorting to a hydrodynamic approach, the spatial profile of \( \rho(x) \) has been derived first for run & tumble dynamics \(^{38,39}\) and, successively, for active Brownian particles. To develop the ideal hydrodynamics of our generalized Aoup, we adopt a strategy similar to that used in ref. 39. We start by introducing the first two conditional moments (i.e. at a fixed position) of the velocity distribution, namely the momentum density field:

\[
\mathbf{m}(\mathbf{x}, t) = \frac{1}{\rho(\mathbf{x}, t)} \int d\mathbf{v} \mathbf{v} p(\mathbf{v}, \mathbf{x}, t)\mathbf{v}.
\]

and the velocity tensor:

\[
\mathbf{Q}(\mathbf{x}, t) = \frac{1}{\rho(\mathbf{x}, t)} \int d\mathbf{v} \mathbf{v} \mathbf{v} p(\mathbf{v}, \mathbf{x}, t)\mathbf{v}.
\]

By integrating out the velocity in eqn (9), we obtain the...
The steady-state solution admitted by eqn (15) and (16) is
\[ \text{v} = \alpha \sqrt{a^2 - 1} \]
and
\[ \ln \sigma = \ln \frac{a}{\sqrt{a^2 - 1}} \]
on \text{affects the shape of L in the expression (10) to obtain the marginal velocity distribution.}

In the steady-state, one can integrate out the spatial coordinate \( x \) in eqn (10). As \( \text{v} \) varies, the Gaussian closure is perfectly suitable to exactly close the hydrodynamics hierarchy because of the Gaussian shape of the Gaussian distribution, as known in the literature.\(^6\),\(^4\),\(^6\),\(^9\),\(^8\) non-zero values of \( \alpha \) induce a strong non-Gaussianianity, reflected in particular by the heavy symmetric tails of the distribution (see the comparison between data and solid lines in Fig. 3(b)).

The non-Gaussian shape of \( f(\text{v}) \) is determined by the inhomogeneity of \( u(x) \), because \( f(\text{v}) \) is obtained by simply integrating out the position from eqn (10). As \( \alpha \) increases up to 1 (keeping \( v_0 \) fixed), the non-Gaussianianity becomes more pronounced and the distribution more concentrated around \( \text{v} = 0 \). To quantify these effects, in Fig. 3(c), we study the velocity variance, \( \langle \text{v}^2 \rangle \), and the velocity kurtosis, \( \langle \text{v}^4 \rangle / \langle \text{v}^2 \rangle^2 \), as a function of \( \alpha \). We underline that, in this case, the two averages are performed by integrating out both \( x \) and \( \text{v} \). As expected, \( \langle \text{v}^2 \rangle \) decreases with increasing \( \alpha \) and vanishes in the limit \( \alpha \rightarrow 1 \), where \( f(\text{v}) \rightarrow \delta(\text{v}) \), since the active particle remains stuck in the minima of \( u(x) \). Indeed, the larger \( \alpha \), the longer is the time spent in the regions with the smallest velocity, namely \( \text{v} \approx v_0(1 - \alpha) \), which is responsible for the lowering of \( \langle \text{v}^2 \rangle \). In the limiting case \( \alpha \rightarrow 1 \), the variance vanishes, as the particle is not able to leave the region with \( u(x) = 0 \), which means that we have \( f(\text{v}) \rightarrow \delta(\text{v}) \). On the other side, the growth of \( \alpha \) induces the increase of the kurtosis from 3, i.e. the value of the Gaussian distribution for \( \alpha = 0 \), to higher values, eventually diverging in the limit \( \alpha \rightarrow 1 \).

Although we do not know the analytical form of \( f(\text{v}) \) for \( 0 < \alpha < 1 \), we can derive an expression for \( \langle \text{v}^2 \rangle \) by substituting the result for \( p_s(\text{x}, \text{v}) \), given by the one-dimensional version of eqn (10), and first calculating the integral over \( \text{v} \):

\[ \langle \text{v}^2 \rangle = \int_0^{\infty} \text{d}x u_\text{x}^2(x) = \int_0^{\infty} \text{d}x N u(x) \]

\[ = L N v_0 = v_0^2 \sqrt{1 - x^2}. \]

3.2 Reduced velocity distribution

In the steady-state, one can integrate out the spatial coordinate \( x \) in the expression (10) to obtain the marginal velocity distribution

\[ f(\text{v}) = \int_{Lx} \text{d}x p_s(\text{x}, \text{v}). \]

Unfortunately, a general analytical expression as in the case of the spatial density in eqn (12) cannot be easily derived, since the final result for \( f(\text{v}) \) has a functional dependence on the shape of \( u(x) \). We argue that the spatial average \( v_0 \) of the swim velocity affects the shape of \( f(\text{v}) \) in a trivial way, since \( f(\text{v}) \) can depend only on \( \text{v} v_0 \) as in the case \( u(\text{x}) = v_0 \). To proceed further, we restrict to the one-dimensional spatial modulation \( u(x) \) of the swim velocity given by eqn (3). With this assumption, the velocity distribution factorized between the different Cartesian components of \( \text{v} \) so that, \( f(\text{v}) = f_x(\text{v}_x) f_y(\text{v}_y) \). This allows us to study directly the velocity properties along a single component of the particle velocity namely, \( \text{v}_x \). Below, we will drop the subscript \( x \) for convenience of notation.
In the second line, we have used the explicit form of \( u(x) \) and the corresponding \( N \). A similar strategy, allows us to predict the profile of the kurtosis:

\[
\frac{\langle \sin^4(x) \rangle}{\langle \sin^2(x) \rangle^2} = \frac{\int dx \sin^4(x)}{N(\int dx u(x))^2} = \frac{3}{\sqrt{1 - z^2}} \left( 1 + \frac{3}{2} z^2 \right).
\] (19)

These exact predictions are shown in Fig. 3(c). From eqn (18), the variance of the reduced velocity distribution monotonically decreases to zero for \( z \rightarrow 1 \). Likewise, the divergence of the kurtosis can directly be inferred from the denominator in eqn (19).

### 4 Time-dependent properties

In this section, we focus on the steady-state temporal properties of the system, such as the velocity autocorrelation function, the mean-square displacement and the long-time diffusion. To consider the diffusive properties of the system, in particular, we numerically study eqn (4) with the swim velocity landscape given by eqn (3), i.e. a swim velocity profile varying along one coordinate only. This choice allows us to restrict the numerical study to a single-coordinate only as in Section 3. The dynamics of each spatial coordinate is integrated over an infinite line, i.e. without periodic boundary conditions, in such a way that the periodic and bounded shape of \( u(x) \) allows the system to perform standard diffusion for long times.

#### 4.1 Velocity autocorrelation function

The steady-state velocity autocorrelation function, \( C_{vv}(t) = \langle v(t)v(0) \rangle \), plays a relevant role because \( C_{vv}(t) \) is related to the mean-square displacement and the long-time diffusion via the Green–Kubo relations. Hereafter, \( \langle \cdot \rangle \) again represents the average over both position and velocity. The three panels of Fig. 4 show \( C_{vv}(t) \) as a function of \( t/\tau \) for different values of the model parameters. While the natural time-scale is provided by the persistence time \( \tau \), the amplitude of the \( C_{vv}(t) \) is trivially proportional to \( v_0^2 \). As already discussed, the dynamics is controlled by two non-dimensional parameters, namely the amplitude \( z \) (which affects also the steady-state properties of the system) and \( k = v_0^2/S \), i.e. the ratio between the average persistence length \( v_0^2 \) of an active particle with constant swim velocity and the spatial period \( S \) of \( u(x) \). This scaling is verified in Fig. 4(a), where \( C_{vv}(t) \) is plotted as a function of \( t/\tau \) for different \( k \), each obtained with two distinct combinations of values of the parameters \( S \) and \( \tau \). We first aim to understand the role of the ratio \( k \) between the typical length scales of the system by keeping the value of \( z \) fixed. Here, we distinguish between different regimes, large and small \( k \), shown in Fig. 4(a) and (b), respectively.

For large \( k \), i.e. when the persistence length is larger than \( S \) and, thus, \( u(x) \) varies fast, we can distinguish between two time-regimes: (i) for small \( t/\tau \), the autocorrelation \( C_{vv}(t) \) decays exponentially with a typical relaxation time which strongly depends on \( k \) (see the inset of Fig. 4(a)). The typical time (vertical lines) for which this first relaxation takes place increases as \( k \) is decreased. Afterwards, a non-monotonic shape in the profile of \( C_{vv}(t) \) is observed till \( C_{vv}(t) \) approaches another exponential relaxation \( \sim e^{-t/\tau} \). This last relaxation is uniquely controlled by \( t/\tau \) and resembles that of an active particle with the homogeneous swim velocity \( v_0 \).

Next, in Fig. 4(b), we study \( C_{vv}(t) \) for smaller values of \( k \) at fixed \( z \). Between \( k = 1/3 \) and \( k = 1/4 \), the curvature of the profile changes sign and we only observe a single time-decay regime which is faster than an exponential. When \( k \) is decreased further, the typical time of this relaxation grows and the shape of \( C_{vv}(t) \) approaches an exponential, \( \sim e^{-t/\tau} \), approximatively when \( k \) is smaller than \( k < 1/32 \).

To get further analytical insight, we multiply the one-dimensional version of eqn (3) by \( v(0) \) and take the average over \( x \) and \( v \), obtaining an effective equation for \( C_{vv}(t) \):

\[
\gamma_\tau \dot{C}_{vv}(t) = -\gamma C_{vv}(t) + \gamma \tau \int \frac{\partial^2 u(x)}{\partial x^2} \left( \frac{\partial u(x)}{\partial x} \right)^2 v(0) dx.
\] (20)

When the oscillations of \( v_0(x) \) are very rapid, one can replace \( \partial / \partial x u(x) \sim \sin(x\pi t/S) \) by its average, which vanishes. In this way,

---

**Fig. 4** Velocity autocorrelation function, \( C_{vv}(t) = \langle v(t)v(0) \rangle \), as a function of the rescaled time, \( t/\tau \). Panels (a) and (b): \( C_{vv}(t)/v_0^2 \) by keeping fixed \( z = 4/5 \) for different values of \( k \). In addition, in panel (a), each \( k = v_0^2/S \) value is obtained by varying the parameters in two different ways, in particular, the dashed lines are obtained by doubling both \( v_0 \) and \( \tau \) by taking \( S \rightarrow 45 \). The black dashed curve in panel (a) is obtained from the theoretical prediction (21) (normalized by \( v_0^2 \)), valid beyond the vertical dashed lines, indicating the characteristic time scale \( \tau/k = 5/(v_0^2) \) according to the color Legend. The inset in panel (a) zooms on a small time-window to highlight the behavior for small time. Panel (c): \( C_{vv}(t)/C_{vv}(0) \) for different values of \( z \) keeping fixed \( k = v_0^2/S = 5/2 \). Finally, the black dashed lines in panels (b) and (c) are guides for the eyes, showing the exponential function, \( \exp(-t/\tau) \), while the black dotted one in panel (c) is obtained by fitting the exponential function, \( ae^{-t/b} \) (\( a \) and \( b \) are two fitting parameters).
for \( t \gg S/v_0 \), one can easily obtain the profile

\[
C_{vv}(t) \approx \frac{D_L(x)}{\tau} e^{-t/\tau},
\]

(21)

where \( D_L(x) \propto v_0^2 \tau \) is a function of \( x \) which is constant in time with \( D_L(x = 0) = v_0^2 \tau \). This function will later be specified and interpreted as the long-time diffusion. As shown in Fig. 4(a), the profile (21) fairly agrees with numerical simulations after a transient time which depends on the value of \( k \). Moreover, for \( k \ll 1 \), the persistence length is much smaller than \( S \) and the particle velocity relaxes before the spatial variation of the swim velocity affects the dynamics of the system and we can again neglect \( \frac{\partial}{\partial x} u(x) \) in eqn (20) to recover the approximation for \( C_{vv}(t) \) given by eqn (21) (see the black dashed curve in Fig. 4(b)).

In other words, the system behaves as a passive system with space-dependent diffusivity equivalent to that studied in ref. 89: this is clear by considering eqn (4b) with \( \eta = 0 \) so that \( \eta \approx \sqrt{2}\tau \).

From eqn (21), we also infer that the amplitude of the swim velocity oscillations (controlled by \( x \)) cannot affect the relaxation of \( C_{vv}(t) \), even if it determines the steady-state variance of the distribution. To evaluate in detail the role of \( x \) on the velocity relaxation, we study \( C_{vv}(t)/C_{vv}(0) \) for several values of \( x \) in Fig. 4(c). We fix \( k = 5/4 \) to consider a regime of the persistence length large if compared with the spatial period of \( u(x) \). The two relaxation times, in the long-time regime and in the small-time one, do not depend on \( x \), in agreement with prediction (21).

However, \( x \) affects the survival time of the small-time regime, so that larger values of \( x \) (close to the maximal value 1) mean that \( C_{vv}(t) \) reaches very small values already in the first time regime, approaching zero for \( x = 1 \). As a matter of fact, the second regime almost coincides with that of homogeneous active particles so that \( u(x) = v_0 \) and \( x = 0 \), except for the numerical factor \( D_L(x) \). This means that for large times the structure of the velocity landscape (through the parameters \( k \) and \( x \)) is almost irrelevant and the relaxation of the velocity is mainly determined by the persistence \( \tau \). Nevertheless, the shape of \( u(x) \) is still relevant because it affects the long-time diffusion \( D_L(x) \) of the system through \( x \). The first decay regime, instead, accounts for the microscopic details of the velocity landscape and indeed shows an explicit dependence on both \( k \) and \( x \). This quantifies the relaxation of the velocity towards a single well of the energy landscape, i.e. near a minimum of \( u(x) \), where the probability is large and the velocity variance is small. The larger the value of \( x \) (which cannot exceed 1 by definition), the larger the time needed to escape from a well of the energy landscape and to recover a diffusive behavior till to the limiting case \( x = 1 \) where the particle remains stuck in the minimum of the potential barrier. However, we remind that the result for \( x = 1 \) is not physical because, when the swim velocity \( u(x) \to 0 \) locally, the effect of the viscous solvent can be no longer neglected and the particle, instead of remaining stuck, performs Brownian translational diffusion due to the thermal agitation which here has been neglected.

### 4.2 Mean-square displacement

Applying the Green–Kubo formula to the steady-state prediction (21), one can immediately obtain an analytic expression for the mean-square-displacement, defined as \( \text{MSD}(t) = \langle (x(t) - x(0))^2 \rangle \), which reads:

\[
\text{MSD}(t) = \int_0^t ds \int_0^t ds' \langle v(s)v(s') \rangle \\
\approx D_L(x) \left[ t + \tau (e^{-t/\tau} - 1) \right].
\]

The resulting approximation for the MSD has the same range of validity as eqn (21), i.e. it holds for large times and small \( k \). In addition, from eqn (22), the constant \( D_L(x) \) can be easily interpreted as the long-time diffusion coefficient, which will be studied in detail as a function of the parameters of the model in the following subsection.

In Fig. 5(a), the MSD(\( t \)) is numerically evaluated as a function of \( t/\tau \) for several values of \( x \) and \( k = 5/4 \). The MSD(\( t \)) displays a ballistic regime, i.e. \( \propto t^2 \), for small times, a crossing regime, so that \( \propto t^\beta \) with \( 1 < \beta < 2 \), for intermediate times, and, finally, a linear behavior \( \propto t \) typical of standard diffusion. As expected from the shape of the velocity correlations, the small-time regime of the MSD(\( t \)) is only strongly affected by the value of \( x \) only if \( x \approx 1 \). Moreover, as shown in Fig. 5(b) and in its inset, the MSD(\( t \)) is almost insensitive to the value of \( k \), upon appropriately rescaling the time as \( t/\tau \) and the amplitude of the MSD(\( t \)) with \( v_0^2 \tau \) (i.e. the diffusion coefficient \( D_L(0) \) of the active particle with constant \( u(x) = v_0 \)). Finally, the diffusive (e.g. linear) regime of the MSD(\( t \)) is purely determined by \( x \) and is independent of \( k \), except for the trivial dependence on the scaling factor \( v_0^2 \tau \).

The analytic prediction (22) reproduces the small-time regime only for small values of \( x \) while it fails for \( x \to 1 \), as explicitly shown in the inset of Fig. 5(a). In particular, the \( t^\beta \)-coefficient for \( x \to 1 \) is much larger than \( D_L(x)/2\tau \), i.e. the \( t^\beta \)-coefficient predicted by eqn (22). The transient regime strongly depends on both \( k \) and \( x \) and, in particular, occurs for a time that is larger as \( k \) is decreased. As usual, the value of \( \beta \) is not well-defined being a continuous curve interpolating from \( \beta = 1 \) and \( \beta = 2 \). The long-time behavior is generally well-described by eqn (22), as we detail in the following.

### 4.3 Long time-diffusion coefficient

From each curve of MSD(\( t \)), we numerically extrapolate the long-time diffusion coefficient, \( D_L(x) \), by fitting the best linear function. \( D_L(x)/D_L(0) \) is shown in Fig. 5(c) as a function of \( x \) for a fixed value of \( k \) that is irrelevant in the long-time regime as already shown in Fig. 5(b). Thereby, we verify that \( D_L(x) \) depends on \( \tau \) and \( v_0 \) only via the global prefactor \( v_0^2 \tau \) which is nothing but the long-time diffusion \( D_L(0) \) in the homogeneous case, while it decreases when \( x \) is increased. This dependence has an intuitive physical interpretation: the larger the value of \( x \), the smaller is the minimal velocity \( \sim v_0(1 - x) \) that the particle can assume during its motion. Due to the increased probability \( \rho(x) \) to find a particle in the regions with smaller swim velocity (cf. eqn (12)), we expect that these regions dominate the diffusion...
The variables in the dynamics (4a) (with effective persistence length in a two-dimensional laminar flow. At first, we calculate the diffusion has been predicted for an active particle advected between the square of the persistence length and the long-time diffusion coefficient can be estimated as the ratio integrating from $0$ to $t = 2\pi$ of the rescaled time,$\tau$. In panel (a), we vary $x$ keeping fixed $k = v_0/t = 5/4$, while in the inset, we only focus on two curves to show the comparison with the theoretical predictions (black dashed lines), obtained by eqn (22). Inset and main panel share the same axis. Black dashed-dotted lines in the main panel are eye-guides for the ballistic ($t \sim t^2$) and diffusive ($t \sim t$) behavior. In panel (b), we vary $k$ keeping fixed $x = 0.9$, while, in the inset, we zoom on the region of the graph embodied in the dashed dotted rectangle. Again, black dashed lines plot eqn (22). The insets of both panels (a) and (b) share the same legend as the corresponding main panels. Panel (c): Long-time-diffusion coefficient, $D_L(x)/D_L(0)$ as a function of $x$ (yellow triangles) and theoretical prediction (25) (solid black line). Here, the value of $k$ does not affect $D_L(x)/D_L(0)$ in agreement with eqn (25).

5 Conclusion

In this paper, we have studied the dynamical features of an active particle with a periodic spatial dependent swim velocity. The system is inspired by recent experiments obtained using bacteria that respond to external stimuli or Janus particles whose active force can be spatially modulated by a source of external light. At first, we introduce a version of the active Ornstein–Uhlenbeck model suitably generalized to account for a spatial-dependent motility landscape. Our AOU model allows us to recover a profile of the spatial density proportional to the inverse of the swim velocity, consistently with other active matter models. Describing the model in terms of particle position and effective velocity, we analytically find the exact steady-state solution of the Fokker-Planck equation: the density is peaked in the regions characterized by small swim velocity where the particles move slowly and the velocity distribution is Gaussian with a space-dependent kinetic temperature. The reduced probability distribution of the velocity (averaging over the space) reveals a non-Gaussianity which becomes stronger as the amplitude of the swim velocity oscillations increases. Then, we characterize the dynamics focusing on the velocity autocorrelation functions and mean-square displacement, which are numerically evaluated as a function of the parameters of the model. We also provide an accurate theoretical prediction when the persistence length is larger than the period of the oscillation, i.e. when the swim velocity varies slowly in space. The small-time regime of both observables is strongly affected by the details of the motility landscape, in agreement with ref. 91. Instead, in the large-time regime, the spatial variation of the swim velocity plays a less important role since the only relevant time-scale is the persistence time. In this regime, we predict that the long-time diffusion coefficient decreases as the amplitude of the spatial oscillations of the swim velocity increases.

A final remark concerns the experimental technique of “painting with bacteria” by Arlt et al. and Frangipane et al. mentioned in the introduction. Our results suggest
not only that the active agents would sit preferentially in the minima of the active force \( u(x) \), which can be tuned by light fields, but also that the patterns so obtained are more stable in time against diffusion for large values of \( z \). In fact, the larger the value of this parameter the smaller the diffusion. In this case, we observe that our model could be more suitable to describe the experiments than that developed in ref. 49, because our AOUP model is consistent with the relation (12), experimentally verified for engineered bacteria.

In future studies, we will focus on the interplay between spatial dependent swim velocity and external confining force due to an external potential. In the framework of active colloids, the confining potential can be realized through acoustic or optical traps. The introduction of a suitably generalized AOUP model (4) for this situation paves the way to conveniently study problems of interacting particles with a spatial dependent swim velocity using generalizations of the unified colored noise approximation or the Fox approach. This opens up the possibility of obtaining interesting results concerning for instance the steady-state density profile and the pattern so obtained are more stable in time against diffusion for large values of \( z \). In fact, the larger the value of this parameter the smaller the diffusion. In this case, we observe that our model could be more suitable to describe the experiments than that developed in ref. 49, because our AOUP model is consistent with the relation (12), experimentally verified for engineered bacteria.

Appendix A: other version of AOUP with spatial dependent swim velocity

In this appendix, we will briefly review the AOUP dynamics proposed by Martin et al. and will show that it differs from the AOUP model introduced in the present work. This explains why we have obtained different results with respect to ref. 68, concerning for instance the steady-state density profile and the hydrodynamic approach.

Recently, Martin et al. have presented a generalization of the AOUP model to describe active particles with a space-dependent swim velocity, whose dynamics reads:

\[
\begin{align*}
\mathbf{s} &= \sqrt{2D_t \mathbf{w} + \zeta} \\
\tau(x, t) \mathbf{\dot{z}} &= -\zeta + D_a(x, t) \sqrt{2\tau} \mathbf{z}.
\end{align*}
\]

In their approach, the term \( \zeta \) represents the active force, while \( D_a(x, t) > 0 \) is a spatial (time) dependent diffusivity and \( \tau(x, t) > 0 \) even includes the possibility that the persistence time depends on space. To relate eqn (26) to the ABP dynamics (2), one has to introduce the spatial-dependent swim velocity which can be straightforwardly obtained from the variance of the Ornstein–Uhlenbeck process:

\[
u(x, t)^2 = \frac{D_a(x, t)}{\tau(x, t)},
\]

so that the following relation holds:

\[
\zeta_i = u(x, t) \eta_i.
\]

Now, we show that eqn (26) does not coincide with the dynamics (4a), introduced in this paper. By eliminating \( D_a(x, t) \) in favor of \( u(x, t) \) in eqn (26b), we obtain:

\[
\begin{align*}
\dot{x}_i &= \sqrt{2D_t} w_i + \zeta_i, \\
\tau \dot{\zeta}_i &= -\zeta_i + u(x, t) \sqrt{2\tau} \mathbf{z}_i,
\end{align*}
\]

upon assuming \( \tau(x, t) = \tau = \text{const} \) as in the case considered in the present paper.

Dynamics (29) coincides with eqn (4) only in the case \( u(x, t) = v_o \). Indeed, only in that case, the change of variables provided by eqn (28) can be obtained without including additional terms coming from the Jacobian of the change of variables. In other words, if we plug expression (28) in eqn (29), the time-derivative on the left-hand-side of eqn (29) (in the static case, \( u(x, t) = u(x) \)) reads:

\[
\tau \dot{\zeta}_i = \frac{d}{dt} u(x) \eta_i \tau \left( u(x) \frac{d}{dt} \eta_i + \eta_i \dot{x}_i \nabla u(x) \right).
\]

The second term is not contained in eqn (4) and is responsible for the differences between our model and the one introduced by Martin et al. 68
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