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We review models of supersymmetric quantum mechanics that are important in the description of supermembranes and of Dirichlet particles, which play a role in the context of M-theory.

1. Supersymmetric quantum mechanics

Consider the class of supersymmetric Hamiltonians
\[ H = \frac{1}{2} p_A^a p_a A + \frac{1}{4} \left( f_{ABC} X^B A X^C \right)^2 - \frac{1}{2} i f_{ABC} \theta^{A} \gamma^a X^B \theta^C , \]
(1)
depending on a number of \( d \)-dimensional coordinates \( \vec{X}^A \) \( (a = 1, \ldots, d) \) and corresponding momenta \( \vec{P}^A \) as well as real spinorial anticommuting coordinates \( \theta^A \). The index \( A \) labels the vectors

and spinors as components of some (compact) Lie algebra \( g \) with structure constants \( f_{ABC} \). The phase space is restricted to an subspace invariant under the corresponding Lie group \( G \), and is therefore subject to the constraints
\[ \varphi_A = f_{ABC} \left( \vec{X}^B \cdot \vec{P}^C - \frac{1}{2} i g^{B} X^C \right) \approx 0 . \]
(2)
The above models were proposed long ago as extended models of supersymmetric quantum mechanics with more than four supersymmetries \cite{1}. The spatial dimension \( d \) and the corresponding spinor dimension is severely restricted. The models exist for \( d = 2, 3, 5, \) or \( 9 \) dimensions; the (real) spinor dimension equals \( 2, 4, 8, \) or \( 16 \), respectively. Naturally this is also the number of independent supercharges, defined by
\[ Q_a^A = ( p_A^a \gamma^a + \frac{1}{2} f_{ABC} X^B A X^C \gamma^{ab} ) \theta^A . \]
(3)
These charges generate the familiar supersymmetry algebra (in the group-invariant subspace),
\[ \{ Q_a , Q_b \} \approx 2 \delta_{ab} . \]
(4)

At the time these models were proposed it was recognized that they coincide precisely with the zero-volume limit of supersymmetric gauge theories. Hence one suppresses the spatial dependence of the vector and spinor fields, while the time-like component of the gauge field is set to zero by a gauge choice:
\[ A^A \mu (x,t) \to \begin{cases} A^A_\mu (t) , \\ A^A_\mu = 0 , \end{cases} \theta^A (x,t) \to \theta^A (t) . \]
(5)
The constraint equations (2) then correspond to Gauss’ law. These Yang-Mills theories are formulated in Minkowski spacetimes of dimension 3, 4, 6, or 10.

Let us briefly mention a number of characteristic features that are extremely relevant for what follows. We note the appearance of “valleys” where the potential in (1) vanishes. This happens whenever the coordinates \( \vec{X}^A \) are restricted to take values in an abelian subalgebra. These valleys extend all the way to infinity where they become increasingly narrow. Their existence raises questions about the nature of the spectrum of (1). In the bosonic versions of these models the wave function cannot freely extend to infinity, because at large distances it becomes more and more squeezed in the valley. By the uncertainty principle, this gives rise to kinetic-energy contributions which increase monotonically along the valley. Another way to see this is by noting that the oscillations perpendicular to the valleys give rise to a zero-point energy, which induces an effective potential barrier that confines the wave function. This confinement causes the spectrum
to be discrete \[^3\]. However, for the supersymmetric models defined by \[^3\] the situation is different. Supersymmetry can cause a cancelation of the transverse zero-point energy. Then the wave function is no longer confined, indicating that the supersymmetric models have a continuous spectrum. The latter was proven in \[^3\].

At the moment there is no proof that the Hamiltonian \[^3\] allows normalizable or localizable zero-energy states, superimposed on the continuous spectrum. The relevance of such states will be discussed later on. There is an important difference between states whose energy is exactly equal to zero and states of positive energy. Because of the supersymmetry algebra, zero-energy states must be annihilated by the supercharges. Hence, they are supersinglets. These singlets may have some degeneracy, for instance, associated with some other symmetries such as rotational invariance. The positive-energy states, on the other hand, must constitute full supermultiplets. So they are multiplets consisting of multiples of 1+1, 2+2, 8+8, or 128+128 bosonic + fermionic states, corresponding to \(d = 2, 3, 5\) or 9, respectively.

2. Supermembranes

Fundamental supermembranes can be described in terms of actions of the Green-Schwarz type, possibly in a nontrivial (super)spacetime background \[^3\]. Such actions exist for supersymmetric \(p\)-branes, where \(p = 0, 1, \ldots\) defines the spatial dimension of the brane. Thus for \(p = 0\) we have a superparticle, for \(p = 1\) a superstring, for \(p = 2\) a supermembrane, and so on. The dimension of spacetime in which the superbranes can live is very restricted \[^3\]. These restrictions arise from the fact that the action contains a Wess-Zumino-Witten term, whose supersymmetry depends sensitively on the spacetime dimension. If the coefficient of this term takes a particular value then the action has an additional fermionic gauge symmetry, the so-called \(\kappa\)-symmetry. This symmetry is necessary to ensure the matching of (physical) bosonic and fermionic degrees of freedom. In the following we restrict ourselves to supermembranes (i.e., \(p = 2\)) in eleven dimensions.

In the notation and conventions of \[^3\] the supermembrane Lagrangian reads

\[
\mathcal{L} = -\sqrt{-g(X, \theta)} - \epsilon^{ijk} \bar{\theta} \Gamma_{\mu \nu} \partial_\mu \theta \times \left[ \frac{1}{2} \partial_i X^\mu (\partial_j X^\nu + \bar{\theta} \Gamma^\nu_\sigma \partial_j \theta) + \frac{1}{2} \bar{\theta} \Gamma^\nu_\sigma \partial_i \theta \bar{\theta} \Gamma^\sigma_\nu \partial_j \theta \right],
\]

where \(X^\mu(\zeta)\) and \(\theta(\zeta)\) denote the superspace coordinates of the membrane parametrized in terms of world-volume parameters \(\zeta^i\) \((i = 0, 1, 2)\). The fermionic coordinates \(\theta\) are 32-component Majorana spinors. The gamma matrices are denoted by \(\Gamma^\sigma\); gamma matrices with more than one index denote antisymmetrized products of gamma matrices in the usual fashion. The metric \(g_{ij}(X, \theta)\) is the induced metric on the world volume,

\[
g_{ij} = (\partial_i X^\mu + \bar{\theta} \Gamma^\mu_\sigma \partial_j \theta)(\partial_j X^\nu + \bar{\theta} \Gamma^\nu_\sigma \partial_j \theta) \eta_{\mu \nu},
\]

where \(\eta_{\mu \nu}\) is the eleven-dimensional Minkowski metric. It is easy to see that \(g_{ij}\), and therefore the first term in \[^3\], is invariant under spacetime supersymmetry. In 4, 5, 7, or 11 spacetime dimensions the second term proportional to \(\epsilon^{ijk}\) is also supersymmetric (up to a total divergence) and the full action is invariant under \(\kappa\)-symmetry.

In order to study the quantum-mechanical properties of the supermembrane we use the light-cone gauge. First we define light-cone coordinates

\[
X^\mu = \begin{cases} 
X^\pm = \frac{1}{\sqrt{2}} (X^{10} \pm X^9) \\
X^a = (a = 1, \ldots, 9)
\end{cases}
\]

with a similar decomposition of the gamma matrices \(\Gamma^\sigma\) into \(\gamma^\pm\) and \(\gamma^a\) \((a = 1, \ldots, 9)\). It is possible to impose the gauge conditions \[^3\]

\[
X^+(\xi) = X^+(0) + \tau,
\]

\[
\partial_\tau X^- = \frac{1}{P^\tau} \left( \vec{P} \cdot \partial_\tau \vec{X} + \gamma^-(\partial_\tau \theta) \right),
\]

\[
P^\tau = P_0^+ \sqrt{w(\sigma)}, \quad \gamma_{\tau} \theta = 0,
\]

where \(\tau = \xi^0\) and the remaining two parameters \(\sigma^r = (\xi^1, \xi^2)\) parametrize the spatial extension of the membrane. We have introduced conjugate momenta and a density \(\sqrt{w(\sigma)}\) normalized according to \(\int d\sigma \sqrt{w(\sigma)} = 1\). Therefore the constant \(P_0^+\) represents the membrane centre-of-mass
In the light-cone gauge we are left with the fermionic components \( \theta \) of transverse rotations. Only sixteen fermionic components \( \theta \) remain, which transform as \( SO(9) \) spinors. Furthermore we have the CM momentum \( P_0^+ \) and the CM coordinate \( X_0^- \) (the remaining modes in \( X^- \) are dependent), while the CM momentum \( P_0^- \) is equal to minus the supermembrane Hamiltonian.

The supermembrane Hamiltonian takes the following form

\[
H = \frac{\vec{P}_0^2}{2 P_0^+} + M^2, \tag{11}
\]

where \( M \) is the supermembrane mass operator, which does not depend on any of the CM coordinates or momenta. After some changes in notation of the spinors, the expression for \( M^2 \) is

\[
M^2 = \int d^2 \sigma \left| \frac{P^2}{w(\sigma)} \right|^2 \left[ \frac{\vec{P}^2(\sigma)}{w(\sigma)} + \frac{1}{2} \left( \left\{ X^a, X^b \right\} \right)^2 - i \theta \gamma_a \left\{ \theta, X^a \right\} \right], \tag{12}
\]

where \( \left[ \vec{P}^2 \right]' \) indicates that the contribution of the CM momentum \( \vec{P}_0 \) is suppressed. We made use of a Lie bracket \( \{ A, B \} \), which, for two functions \( A(\sigma) \) and \( B(\sigma) \), is defined by

\[
\{ A, B \}(\sigma) \equiv \frac{1}{\sqrt{w(\sigma)}} \epsilon^\alpha \partial_\alpha A(\sigma) \partial_\sigma B(\sigma). \tag{13}
\]

It is straightforward to show that (13) satisfies the Jacobi identity. We stress that we assume that the membrane embedding coordinates are single-valued functions so that the contributions of the CM coordinates cancel also in the second and third term under the integral in (12).

The mass operator is accompanied by a constraint, which follows from the integrability of the second gauge condition (6) for \( \partial_\sigma X^- \),

\[
\varphi = \{ X^a, P^a \} - \frac{1}{2} i \left\{ \theta_\alpha, \theta_\alpha \right\} \approx 0. \tag{14}
\]

Apart from its CM value, \( X^- \) can then be determined in terms of the other coordinates and momenta.

The Hamiltonian commutes with 32 supercharges. Half of them are proportional to the fermionic CM spinor coordinates \( \theta \). Therefore they have no bearing on the mass operator. The other 16 charges take the form

\[
Q = \int d^2 \sigma \left[ \frac{P^a \gamma_a + \frac{1}{2} \sqrt{w(X^a, X^b)} \gamma_{ab}}{\sqrt{w(X^a, X^b)}} \right] \theta. \tag{15}
\]

These charges involve both the CM momenta \( \vec{P}_0 \) and the modes contained in the mass operator (13). They satisfy the supersymmetry algebra, in the constrained subspace,

\[
\left\{ Q_\alpha, Q_\beta \right\} \approx \delta_{\alpha \beta} M^2. \tag{16}
\]

The structure of the Hamiltonian (11) shows that the wave functions for the supermembrane now factorize into a wave function pertaining to the CM modes and a wave function of the supersymmetric quantum-mechanical system that describes the other modes. For the latter the mass operator plays the role of the Hamiltonian. When the mass operator vanishes on the state, then the 32 supercharges act exclusively on the CM coordinates and generate a massless supermultiplet of eleven-dimensional supersymmetry. In case there is no other degeneracy beyond that caused by supersymmetry, the resulting supermultiplet is the one of supergravity, describing the graviton, the antisymmetric tensor and the gravitino. In terms of the \( SO(9) \) helicity representations, it consists of \( 44 \oplus 84 \) bosonic and \( 128 \) fermionic states. When the mass operator does not vanish on the states, we are dealing with huge supermultiplets consisting of multiples of \( 2^{15} + 2^{15} \) states.
3. Supermembrane as models in supersymmetric quantum mechanics

The gauge conditions (8) adopted above leave a residual invariance consisting of so-called area-preserving diffeomorphisms. They are defined by \( \sigma^r \to \sigma^r + \xi^r(\sigma) \) with

\[
\partial_r \left( \sqrt{w(\sigma)} \xi^r(\sigma) \right) = 0 .
\] (17)

The general solution of (17) can be decomposed into co-exact and harmonic vector fields. For a membrane of genus \( g \) there are precisely \( 2g \) independent harmonic vectors. Furthermore, there can be homotopically nontrivial transformations; these will not be considered in what follows. The co-exact components are parametrized in terms of globally defined functions \( \xi(\sigma) \),

\[
\xi^r(\sigma) = \frac{\epsilon^r_s}{\sqrt{w(\sigma)}} \partial_s \xi(\sigma) ,
\] (18)

and generate an invariant subgroup, which we denote by \( G \). In the following, we restrict our attention to this invariant subgroup when referring to area-preserving transformations. The commutator of two infinitesimal \( G \)-transformations characterized by functions \( \xi_1 \) and \( \xi_2 \) yields a third \( G \)-transformation characterized by \( \xi_3 \), which equals \( \xi_3 = \{ \xi_2, \xi_1 \} \),

\[
(19)
\]

According to (13) the bracket (13) thus encodes the structure constants of the group \( G \). This reinterpretation shows that the supermembrane mass operator (12) belongs to the class of supersymmetric Hamiltonians (6). The constraint equation (14) restricts the physical states to be invariant under the area-preserving diffeomorphisms. Clearly the supermembrane in a \((d + 2)\)-dimensional spacetime can be regarded as a limiting case of the supersymmetric quantum mechanical models in \( d \) dimensions discussed in section 1.

In order to elucidate this relation one expands all coordinates and momenta into a complete orthonormal basis of functions consisting of the constant function 1 and functions \( Y^A(\sigma) \) (where \( A = 1, 2, \ldots, \infty \)). The coefficient of 1 represents the CM value, so that we write

\[
\vec{X}(\sigma) = \vec{X}_0 + \sum_{A=1}^\infty \vec{X}_A Y^A(\sigma) ,
\] (20)

with similar expansions for the other coordinates and momenta. The basis functions \( Y^A \), which can be chosen real or complex, are normalized according to

\[
\int d^2\sigma \sqrt{w(\sigma)} Y^A(\sigma) = 0 ,
\] (21)

\[
\int d^2\sigma \sqrt{w(\sigma)} Y^A(\sigma) Y_B(\sigma) = \delta^A_B ,
\]

where indices \( A, B \) are raised and lowered by complex conjugation. Their completeness implies

\[
\sum_{A=1}^\infty Y^A(\sigma) Y_A(\sigma') = \frac{1}{\sqrt{w(\sigma)}} \delta^{(2)}(\sigma, \sigma') - 1 .
\] (22)

The bracket \( \{ Y^A, Y^B \} \) can be expressed in terms of the \( Y^A \) and one derives

\[
\{ Y^A, Y^B \} = f^{ABC} Y^C ,
\] (23)

so that the constants \( f^{ABC} \) represent the structure constants of the infinite-dimensional group \( G \). Other tensors related to the diffeomorphisms generated by harmonic vectors and tensors needed for the Lorentz algebra generators were defined in (11).

If we replace \( G \) by a finite group, then (13) defines the Hamiltonian of a supersymmetric quantum-mechanical system. In the limit to the infinite-dimensional group \( G \) we thus recover the supermembrane. This observation enables one to regularize the supermembrane in a supersymmetric way by considering a limiting procedure based on a sequence of groups whose limit yields the group \( G \). For closed membranes of certain topology it is known how to approximate the group \( G \) as a particular \( N \to \infty \) limit of \( SU(N) \). To be precise, it can be shown that the structure constants of \( SU(N) \) tends to those of \( G \) up to corrections of order \( 1/N^2 \). The nature of this limit is subtle and depends on the membrane topology. As long as \( N \) is finite, no distinction can be made with regard to the topology. In some sense, all topologies are thus included at the level of finite \( N \). Another subtlety concerns the emergence
of diffeomorphisms associated with the harmonic vectors, which cannot be incorporated for finite $N$, at least not in infinitesimal form. For a discussion of these subtleties we refer to \[1\], \[2\].

The classical configurations of zero energy are now characterized by $\{X_a, X_b\} = 0$. This implies that the membrane collapses into stringlike configurations of zero area. The same feature exists for general $p$-branes. Classical (super)$p$-branes are unstable: the zero-energy configurations correspond to collapsed branes of lower dimensionality $p-1$. Whether or not this unstability persists at the quantum level is the subject of the next section. Of all $p$-branes, only the (super)particle and the (super)string do not suffer from the above instability. The particle simply because it has no internal structure at all, and the string because, apart from its centre-of-mass motion, all modes are confined by harmonic-oscillator potentials.

4. Continuous spectrum

As we pointed out above supermembranes and the supersymmetric quantum-mechanical models introduced in section 1 share the important feature that the potential vanishes in certain valleys that extend to infinity. In the presence of these valleys, there is a latent danger that the wave functions will no longer be confined. In that case there is then no obvious reason why the spectrum should be discrete. However, as already discussed in section 1, quantum-mechanical effects may still prevent the wave function from escaping through the zero-energy valley. To make this more explicit, consider the following two-dimensional Hamiltonian,

$$H_B = p_x^2 + p_y^2 + x^2 y^2.$$  

(24)

Obviously the potential in (24) has zero-energy valleys along the $x$- and the $y$-axis. Nevertheless the eigenfunctions of (24) are confined and cannot escape through these valleys. This follows from decomposing (24) as

$$H_B = \frac{1}{2}(p_x^2 + p_y^2) + H_1 + H_2,$$  

(25)

where $H_1 = \frac{1}{2}p_x^2 + \frac{1}{2}x^2 y^2$ and $H_2 = \frac{1}{2}p_y^2 + \frac{1}{2}x^2 y^2$. Since $H_1$ and $H_2$ take the form of harmonic oscillator Hamiltonians in $x$ and $y$, respectively, with frequencies equal to $|x|$ or $|y|$, we immediately derive the operator inequality ($\hbar = 1$)

$$H_B \geq \frac{1}{2}(p_x^2 + p_y^2) + \frac{1}{2}(|x| + |y|).$$  

(26)

The operator on the right-hand side has a discrete spectrum as the wave function will be confined by the infinitely rising potential. Therefore the spectrum of $H_B$ is discrete $\mathbb{Z}$.

It is now obvious why the introduction of supersymmetry could drastically change the situation described above. As is well-known, supersymmetric harmonic oscillators have no zero-point energy, so that the confining effective potential may vanish. Whether or not the potential in the valley will vanish completely can be investigated in a simple two-dimensional model $\mathbb{R}^2$. We first introduce a supersymmetry charge by

$$Q = Q^i = \sigma_x p_x + \sigma_y p_y + \sigma_z x y,$$  

(27)

where $\sigma_x$, $\sigma_y$, $\sigma_z$ are the Pauli spin matrices, so that $Q$ acts in a two-dimensional fermionic space. The Hamiltonian then follows in the usual fashion,

$$H = Q^2 = \begin{pmatrix} H_B & x + iy \\ x - iy & H_B \end{pmatrix}.$$  

(28)

In order to establish the absence of an effective potential barrier that may prevent the wave function from escaping through the valley, we consider a set of normalized trial wave functions

$$\psi_\lambda(x, y) = \chi(x - \lambda) \varphi_0(x, y) \xi_F,$$  

(29)

characterized by some parameter $\lambda$. Here $\chi$ is a one-dimensional free-particle wave packet satisfying $\int dx |\chi|^2 = 1$, which has compact support so that (29) is only different from zero for $x \approx \lambda$, $\varphi_0$ is the normalized groundstate wave function for a one-dimensional harmonic oscillator,

$$\varphi_0(x, y) = \pi^{-\frac{1}{4}} |x|^\frac{1}{2} \exp\left(-\frac{1}{2} |x| y^2\right),$$  

(30)

and $\xi_F$ is a normalized two-dimensional spinor. When the parameter $|\lambda|$ is large, the wave function (29) thus has its support in a narrow region along the $x$-axis. Irrespective of the precise form of $\chi(x - \lambda)$, we have the identity

$$Q \psi_\lambda = \left(\sigma_x p_x + xy \sigma_z (\text{sgn} x \sigma_x + 1)\right) \psi_\lambda.$$  

(31)
By suitably choosing the spinor $\xi_E$ the second term vanishes, so that

$$Q \psi_\lambda = \sigma_x p_x \psi_\lambda = -\text{sgn} x p_x \psi_\lambda.$$  \hspace{1cm} (32)

One can easily verify that for this choice of $\xi_E$ the zero-point energy in $H_B$ associated with the transverse oscillations (i.e., in $y$) cancels against the fermionic zero-point energy induced by the term $x \sigma_x$ in the Hamiltonian (28).

What we now intend to show is that, by making $|\lambda|$ large, thus pushing the domain of support of the wave function deeper into the valley, $\psi_\lambda$ will tend to a supersymmetric wave function, which, by virtue of the supersymmetry algebra, must have zero energy. To see how this works, we derive the following result for any finite power $\nu$ of $Q$ acting on $\psi_\lambda$,

$$\| Q^\nu \psi_\lambda \|^2 = |(p_x)^\nu \chi|^2 + O(\lambda^{-1}),$$  \hspace{1cm} (33)

where the first term on the right-hand side is obvious. It represents the norm of the one-dimensional wave function $(p_x)^\nu \chi$, which is equal to the $\nu$-th power of the energy of the wave packet since $\chi$ is normalized to unity. The second term originates from operators $p_x$ acting on $\varphi_0$. This introduces factors $|x|^{-1}$ or $y^2$; the latter become also proportional to $|x|^{-1}$ upon integrating over $y$. As $x \approx \lambda$, the contributions from $p_x \varphi_0$ are thus of order $\lambda^{-1}$.

Obviously the right-hand side of (33) can be made arbitrarily small by choosing a wave packet $\chi$ of sufficiently low energy and by making $\lambda$ sufficiently large. The latter implies that the wave function will extend further and further into the valley, so that there is apparently no confining force, as $\psi_\lambda$ approaches a supersymmetric wave function with zero energy. Furthermore we derive along the same lines, for any $E$,

$$\| (H - E) \psi_\lambda \|^2 = |(p_x^2 - E)\chi|^2 + O(\lambda^{-1}).$$  \hspace{1cm} (34)

For any positive $E$ and $\varepsilon$ we can then choose a wave packet $\chi$ such that

$$|(p_x^2 - E)\chi|^2 \leq \varepsilon/2.$$  \hspace{1cm} (35)

By making $\lambda$ sufficiently large we can make the $O(\lambda^{-1})$ corrections in (34) smaller than $\varepsilon/2$.

Combining (34) and (35) then shows that, with $\| \psi_\lambda \| = 1$,

$$\| (H - E) \psi_\lambda \|^2 \leq \varepsilon$$  \hspace{1cm} (36)

for any positive $E$ and $\varepsilon$. This proves that any nonnegative $E$ is a spectral value of the Hamiltonian $H$, so that the spectrum is continuous. It is thus clear that the reason for the continuity of the spectrum is that wave functions can escape to infinity along the valleys that have zero classical energy.

The above example exhibits the same qualitative features as the supersymmetric quantum-mechanical models of section 1. Using the existence of the potential valleys extending to infinity and supersymmetry, it has been proven that also the Hamiltonian (6) has a continuous spectrum starting at zero for any finite (compact) gauge group (3). By contrast the spectrum of the corresponding bosonic Hamiltonian (5) for the group $SU(N)$. Therefore, modulo unexpected subtleties associated with this limit, the supermembrane mass spectrum is also continuous.

5. Discrete states

The result reported above indicates that the exact supermembrane is not a viable model for elementary particles. Still there remains the issue of finding discrete and possibly zero-energy eigenstates. Discrete eigenstates within the continuum are in principle possible, although such examples are not easy to construct and always suffer from instabilities (as the discrete states can “decay” into the nearby continuum). The problem is somewhat simpler to address for the zero-energy states, where it boils down to the question of whether there exist normalizable solutions of $Q \psi = 0$.

One might attempt to determine the nature of the ground state from the value of Witten index (13), which does not require an explicit derivation of the ground-state wave functions. As is well known, if this index is nonzero there must be an unequal number of zero-energy fermionic and
bosonic states. At least some of them must be annihilated by the supersymmetry charge. Motivated by the connection of the supersymmetric quantum mechanics with supersymmetric Yang-Mills theories, the Witten index has been determined for $G = SU(2)$ in the so-called ultralocal limit $[14]$. Usually one finds that the index is different from zero, with the exception of the two-dimensional models (corresponding to a supermembrane moving in a four-dimensional space-time), where the index vanishes for odd-dimensional gauge groups $G$. In $[13]$ a “twisted” version of the Witten index was proposed which was argued to be strictly positive. However, it is known that, for a continuous spectrum without a gap, the very notion of the Witten index will sensibly depend on the regularization that one employs $[14]$. In any case, the issue cannot just be resolved by formal manipulations of certain functional integrals. Rather than being positive the result is likely to be ill-defined!

Early attempts to determine directly whether or not the theory exhibits zero-energy ground states were described in $[11]$. Admittedly, the results of this work remained somewhat inconclusive, but all the evidence seemed to point in the direction of no normalizable zero-energy states. Nevertheless, even for the simple two-dimensional model of the previous section, it is not known whether or not normalizable zero-energy states exist $[13]$.

To illustrate some of the subtleties that one may encounter when analyzing this question, let us momentarily return to a variant of this two-dimensional model, where the supercharge depends on some superpotential $W(x, y)$,

$$Q = \sigma_x p_x + \sigma_y p_y + \sigma_z W(x, y).$$

(37)

Possible valleys are associated with orbits consisting of points $(x, y)$ for which $W(x, y)$ vanishes. The presence of an arbitrary function $W$ offers a welcome feature, as it allows the study of the degenerate potentials as a limiting case of potentials that are better behaved and are therefore more amenable to rigorous analysis. However, here we simply restrict ourselves to the case that $W$ is rotationally invariant, so that it depends only on the radius $r$. This means that possible valleys take the form of circles in the $x$-$y$ plane. After passing to spherical coordinates, $r$ and $\varphi$, one finds that the following two wave functions are annihilated by the supercharge (37),

$$\psi_{\pm}(r, \varphi) = \frac{1}{\sqrt{r}} \exp \left[ \mp \int_{r_0}^{r} dr' W(r') \right] \times \left( e^{-i\varphi/2} \right).$$

(38)

Depending on the behaviour of $W(r)$ at large $r$, one of these solutions can be square-integrable. A conspicuous feature is their behaviour at small distances. If $W(r)$ is regular near the origin, then the wave function exhibits a $1/\sqrt{r}$ singularity. One may wonder whether such a singularity, while leaving the wave function square-integrable, is acceptable. With such a singularity the kinetic-energy term in the Hamiltonian is not positive definite, although for (38) the kinetic energy still cancels against the potential energy. Extra care is required when integrating by parts, where one may pick up boundary contributions at $r = 0$.

To analyze the situation in a little more detail, let us decompose the Hilbert space in eigenspaces of the angular-momentum operator. The corresponding wave functions can be written as

$$\psi(r, \varphi) = \begin{pmatrix} e^{-i\varphi} f_1(r) \\ e^{-i(s-1)\varphi} f_2(r) \end{pmatrix},$$

(39)

where we expect that the relevant spin-values are given by $s = \frac{1}{2}(1 + n)$ with $n$ an integer. One easily establishes that the supercharge (37) acts in subspaces of given spin. In each of these subspaces one can verify that the supercharge is self-adjoint (which is crucial for proving that the spectrum of the Hamiltonian is nonnegative!), provided the following condition is satisfied,

$$\lim_{r \to 0} r (\phi, \sigma_z \psi) = 0.$$  

(40)

Here $\phi(r, \varphi)$ and $\psi(r, \varphi)$ are two two-component wave functions of the same spin (so that the expression in [10] is $\varphi$-independent) and $(,)$ denotes the complex inner product for two-spinors. It turns out that precisely one of the wave functions (38) can satisfy the above condition. Of
course, this is no problem, as we already know that only one of them can be square-integrable. The same result is obtained when evaluating the condition required for the self-adjointness of the Hamiltonian. It reads
\[
\lim_{r \to 0} r \left[ (\phi, \partial_r \psi) - (\partial_r \phi, \psi) \right] = 0 .
\] (41)

Again we have to exclude one of the wave functions (38) in order that the condition be satisfied.

Hence we may conclude that certain mild singularities are acceptable in the wave function. Obviously, the presence of the singularities forms an extra complication in obtaining rigorous results for zero-energy states.

Establishing the existence or nonexistence of zero-energy states for the supersymmetric models of section 1 with finite-dimensional groups, is even more difficult. The decomposition of the wave function in terms of the anticommuting coordinates gives rise to a multicomponent wave function. For the smallest case, namely that of the group $SU(2)$ in $d = 2$ dimensions, the group-invariant states are characterized in terms of three-component wave functions. This theory was analyzed in [7], where various arguments against the existence of zero-energy states were presented. Recently, a rigorous proof was presented that, indeed, normalizable zero-energy states do not exist for $SU(2)$ and $d = 2$ [17].

For $d = 3$ there are also indications that no normalizable zero-energy states exist. Here we have coordinates $\vec{X}^A$ and complex two-component spinors $\theta^A$. The supercharges can be written as
\[
Q_\alpha = \frac{1}{i} e^W \frac{\partial}{\partial \vec{X}^A} e^{-W} \left( \vec{\sigma} \theta^A \right)_\alpha, \\
Q_\alpha^\dagger = \frac{1}{i} e^{-W} \frac{\partial}{\partial \vec{X}^A} e^W \left( \frac{\partial}{\partial \theta^A} \vec{\sigma} \right)_\alpha, \\
\] (42)
and the superpotential $W$ reads
\[
W = \frac{1}{2} f_{ABC} \epsilon^{abc} X_a^A X_b^B X_c^C .
\] (43)

Clearly $\exp[\pm W]$ is not normalizable as $W$ is odd in the coordinates. This directly precludes the existence of normalizable zero-energy states with zero or maximal fermion number. To determine whether the same result holds for states of intermediate fermion-number values, is not so easy, although it seems likely that the exponential factor will always cause a certain lack of normalizability. Unfortunately, more rigorous results regarding this question are still lacking.

For other groups and in higher dimensions, an explicit evaluation of the resulting system of equations becomes untractable, because the number of components of the wave function increases exponentially with the spinor dimension times the group dimension.

6. Interpretation of the continuum

In the context of the elementary supermembrane, the continuity of the spectrum is clearly an undesirable result [4]. However, one may turn things around and wonder whether there exists a context in which a continuous spectrum forms a more welcome feature. Obviously, such a spectrum would arise naturally when considering a many-particle Hilbert space of states associated with well-separated almost-free particles. Of course, the situation is rather subtle, as there should be no energy gap. The continuous spectrum starts at zero and possible bound states must be superimposed on this continuum.

There are objects that arise in the context of more complicated theories based on an infinite number of degrees of freedom, whose spectrum exhibits some of the characteristic features discussed above. The interesting point to note is that certain nontrivial properties of this spectrum may be reflected in the spectrum of a corresponding quantum-mechanical model. In this way these properties can thus be explored in the context of the conceptually more simple quantum-mechanical models based on a finite number of degrees of freedom.

The above strategy has been applied successfully to the case of BPS monopoles and dyons of four-dimensional $N = 4$ supersymmetric gauge theories. Static multi-monopole states of given energy and electric charge are contained in a multi-parameter family of solutions. The parameters that label these degenerate solutions are the
collective coordinates, or moduli, and the space parametrized by these coordinates is called the moduli space. For multi-monopole solutions the collective coordinates are associated with the locations of the monopoles and their electric charge. In the supersymmetric case there will also be fermionic moduli. A detailed discussion of this is outside the scope of this lecture and we refer the reader to a recent set of lecture notes by Harvey [19]. The multi-monopole configurations can exist as static solutions, because the force between the static monopoles cancels. The repulsive Coulomb force cancels against the force mediated by the exchange of scalar particles. This cancelation can be understood from the fact that the Bogomol’nyi bound is saturated. It is known that the moduli space of BPS multi-monopole configurations must be a hyper-Kähler space [21].

One may also consider configurations of slowly moving monopoles by allowing the collective coordinates to depend on time. The dynamics of the multi-monopole solutions can then be described in terms of a relatively simple quantum-mechanical model defined on a 4n-dimensional hyper-Kähler space, where n denotes the number of monopoles. In N = 4 Yang-Mills theory the BPS monopoles break half of the number of supersymmetries, so that the moduli space is extended with 8n fermionic collective coordinates, which are grouped into 4n real spinor doublets related by supersymmetry to the 4n bosonic moduli. After extracting the centre-of-mass collective coordinates corresponding to position and total charge, one is thus left with supersymmetric quantum mechanics based on a (4n − 4)-dimensional Kähler space [21]. The model has four independent supersymmetries parametrized by real anticomuting doublet parameters, which are related to the eight supersymmetries that were left invariant in the underlying field theory by the BPS configurations.

From a conjectured property of the four-dimensional gauge theory, namely S duality, one deduces that there should exist a bound state that satisfies the Bogomol’nyi bound with electric charge q and magnetic charge n, for each q and n relatively prime. This implies that the corresponding (4n − 4)-dimensional quantum mechanics model must have a supersymmetric ground state. For this type of models a supersymmetric state requires the existence of a certain harmonic form on the hyper-Kähler space [22]. The above arguments were presented by Sen [23], who then demonstrated, using existing results for the two-monopole moduli space [24], that a corresponding harmonic form of the required characteristics does exist. A more general proof for an arbitrary number of monopoles was presented in [25].

Hence from a study of supersymmetric systems based on a finite number of degrees of freedom, one can verify the implications of a nonperturbative field-theoretic phenomenon, such as S duality. However, we should point out that the models that are relevant for the multi-monopole states belong to a different class than the models of section 1. Unlike the latter they are not defined in terms of a Lie group and neither are they subject to a Gauss constraint. They can be obtained upon dimensional reduction from supersymmetric sigma models and not from supersymmetric gauge theories.

The models of section 1 have another role to play. In string theory strings can end on certain defects by means of Dirichlet boundary conditions. These defects are therefore called D-branes (for further references, see [26]). They can have a certain p-dimensional spatial extension, and carry Ramond-Ramond charges [27]. These D-branes play an important role in the nonperturbative behaviour of string theory. Here we concentrate on the D0-branes (or Dirichlet particles).

It is not so difficult to determine the effective short-distance description for D-branes [28]. As the strings must be attached to the p-dimensional branes, we are dealing with open strings whose endpoints are attached to a p-dimensional subspace. At short distances, the interactions caused by these open strings are determined by the massless states of the open string, which constitute the ten-dimensional Yang-Mills supermultiplet, propagating in a (p + 1)-dimensional spacetime. Because the endpoints of open strings carry Chan-Paton factors the effective short-distance behaviour of n D-branes is described in terms of an $U(n)$ ten-dimensional supersymmetric gauge theory reduced to the (p + 1)-dimensional world.
volume of the D-brane. The $U(1)$ subgroup describes the centre-of-mass motion of the $n$ D-branes.

In the type-IIA superstring one is dealing with Dirichlet particles moving in nine dimensions. As the world volume is one-dimensional ($p = 0$), the short-distance interactions between these particles is thus described by the model of section 1 with gauge group $U(n)$ and $d = 9$. The continuous spectrum without gap is natural here, as it is known that, for static D-branes, the Ramond-Ramond repulsion cancels against the gravitational and dilaton attraction, a similar phenomenon as for BPS monopoles [27]. With this gauge group the coordinates can be described in terms of $n \times n$ hermitian matrices. The valley configurations correspond to the situation where these matrices can be diagonalized simultaneously. Hence the coordinates of the model are restricted to nine diagonal matrices whose eigenvalues define the positions of $n$ D-particles. As soon as one or several of these particles coincide then the $[U(1)]^n$ symmetry that is left invariant in the valley, will be enhanced to a nonabelian subgroup of $U(n)$. Clearly the degrees of freedom of the model are more than just the D-particle coordinates. The additional degrees of freedom correspond to the strings stretching between the D-particles. Note also that the model naturally incorporates configurations corresponding to widely separated clusters of D-particles, each of which can be described by a supersymmetric quantum mechanics model based on $U(k)$ subgroups of $U(n)$. When all the D-particles move further apart this corresponds to configurations deeper and deeper into the potential valleys.

The D-particles thus define a new perspective on the models introduced in section 1. Their dynamics can be studied in these models and we refer to [29,30] for work along these lines. We should also mention that, depending on the kind of branes one is dealing with, other variants of supersymmetric quantum mechanics may be relevant. These can be obtained from the zero-volume limit of supersymmetric gauge theories coupled to matter. For instance, one such model was used in [31] to study the interaction between a 0-brane and a 4-brane. The two-dimensional model of section 4 may be regarded as a truncation of this nine-dimensional system.

From the quantum mechanics based on a finite number of degrees of freedom one may again hope to learn about the properties of D-branes. Some of these properties are again governed by duality arguments, in this case related to M-theory. This theory is conjectured to be the unified theory that encompasses all string theories (for a recent review, see [31]). It is eleven-dimensional in origin, but its structure is still largely unknown. String theories themselves do not live in eleven dimensions and should be viewed as perturbative realizations of M-theory. The small coupling is thus tied to the small size of certain compactified dimensions. At large distances M-theory should obviously be described by eleven-dimensional supergravity. When the size of the compactification is shrunk to zero, one describes the massless excitations of the corresponding string theory. The simplest such compactification, namely where one dimension is compactified on a circle, leads to IIA string theory. The size of the compactified coordinate, denoted by $R_{11}$ is identified as the ratio of the string coupling constant $g_s$ and the string mass scale $M_s$. By the standard Kaluza-Klein arguments, $R_{11}$ is related to the Planck mass in eleven and ten dimensions, so that we obtain

$$R_{11} = \frac{g_s}{M_s} = \left[ \frac{M_{11}^{\text{Planck}}}{M_{10}^{\text{Planck}}} \right]^8.$$  \hspace{1cm} (44)

Furthermore we have the familiar ten-dimensional string relation between the Planck constant and the string scale, $M_s^8 = g_s^2 [M_{10}^{\text{Planck}}]^8$. Combining these equations leads to $M_s = g_s^{1/3} M_{11}^{\text{Planck}}$ as well as to $R_{11} = g_s^{2/3} / M_{10}^{\text{Planck}}$.

By various compactifications one can obtain the different types of string theories. In this way, the existence of M-theory explains the string-string dualities that have been discovered in the last few years. These dualities were found both in the effective low-energy field theories based on different string vacua and by including solitonic $p$-branes into the various string theories and comparing their spectra (see e.g. [32,33]).

The D-particles of IIA string theory can now be regarded as Kaluza-Klein states emerging in the compactification of eleven-dimensional super-
gravity on $S^1$. The Kaluza-Klein states carry charges which are multiples of $1/R_{11}$ and the Kaluza-Klein photon couples to them. However, viewed from a string perspective, the Kaluza-Klein photon corresponds to one of the Ramond-Ramond fields of IIA string theory, so that the massive Kaluza-Klein states carry Ramond-Ramond charge. Consequently some of them can be identified with the D-particles. On the other hand, the IIA supergravity theory itself has solitonic solutions, extremal black holes, which are charged with respect to the Ramond-Ramond photon. These particles are BPS states and leave only half the ten-dimensional supersymmetries invariant, precisely the same number as is left invariant by the massive Kaluza-Klein states! Hence they can be identified as D-particles.

Just as for the BPS monopoles, discussed earlier, one expects bound states for D-particles, precisely at threshold. Their existence can be inferred from the Kaluza-Klein spectrum of eleven-dimensional supergravity. In this way one may be able to verify some of the implications of duality with M-theory in the context of the models introduced in section 1. However, as we discussed in the previous section, to prove or disprove the existence of normalizable states within the continuum, is still a formidable task.

In summary, the situation is quite intriguing. On the one hand, supermembranes are just models in quantum mechanics associated with $U(N)$ in the large-$N$ limit. These supermembranes can live in a background of eleven-dimensional supergravity, which in itself is a very nontrivial property, but they are not viable as an elementary supermembrane in view of their continuous mass spectrum. On the other hand, the eleven-dimensional membrane provides, upon suitable compactification and in certain truncations, the various string excitations, including the solitonic ones. At the same time, the $N \to \infty$ quantum mechanics that describes the supermembrane, can be regarded as a theory of infinitely many D-particles. In a Kaluza-Klein perspective, these are just the massive Kaluza-Klein states of eleven-dimensional supergravity, which, when combined with the ten-dimensional IIA supergravity states, constitute eleven-dimensional supergravity compactified on a circle of finite radius. Apparently we are dealing with many faces of a single theory. In fact, one could turn the argument around and argue that it is the quantum-mechanical models that are fundamental. Recently this has led to the conjecture that the $N \to \infty$ limit is in fact a representation of uncompactified M-theory. Irrespective of whether this is the right approach or not, these and related questions will eventually be clarified in the context of the elusive M-theory.
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