Why do we need to model stratocumulus clouds?

Clouds reflect the Sun’s energy and insulate the Earth by absorbing longwave radiation, making them a key part of our planet’s energy budget. Stratocumulus clouds are shallow and usually located in the lower 2km of the atmosphere (Figure 1). They cover around a fifth of the Earth’s surface, with extensive near-permanent cloud fields located to the west of all major continents (Figures 2 and 3). This large coverage over the darker land or ocean surface combined with bright, reflective cloud tops acts to increase the reflectivity of the planet (low cloud cover alone increases the Earth’s albedo by ~25%, from about 0.24 to 0.30 (Hartmann et al., 1992)), whilst emitting longwave radiation with approximately the same energy as the surface. The result is a net cooling effect in most regions where these clouds are present (Wood, 2012).

Stratocumulus clouds are impacted greatly by changes in aerosol concentrations. Aerosols are gas, liquid or solid particles that are suspended in the air. Aerosols can come from natural sources, such as ocean spray or deserts, or anthropogenic sources, like smoke from vegetation burning and industrial sites. Aerosols directly affect the radiation budget through absorption and scattering of solar energy, but they also indirectly affect it through their interactions with clouds. They are key to cloud formation because they provide a surface onto which water vapour in the air can condense, at a relative humidity very close to 100%, to produce a cloud droplet. Without aerosol particles a much higher relative humidity (around 300%) would be required. As such, all cloud droplets contain aerosol particles and the properties of the cloud, such as brightness and cloud cover, are altered when more aerosol enters or leaves the cloud. These processes are known as aerosol–cloud interactions (Bellouin et al., 2020).

Considering the importance of stratocumulus clouds and their cooling effect,
sustained aerosol perturbations have the potential to impact Earth’s energy budget and drive climate change. The impacts of human activities on the energy budget, since the industrial period, are regularly assessed and are called radiative forcings. The effective radiative forcing accounts for rapid ‘adjustments’ to the atmosphere and was recently estimated to be between −2.65 and −0.07 W m$^{-2}$ for aerosol–cloud interactions (Bellouin et al., 2020). The range is large because it also accounts for the complete adjustments to clouds, like changes in rainfall and cloud cover. For context, the value for well-mixed greenhouse gases was estimated to be between 2.26 and 3.40 W m$^{-2}$ in the last Intergovernmental Panel on Climate Change report (Myhre et al., 2013). Further research is needed to reduce the uncertainty in aerosol–cloud interactions because it dominates the uncertainty in estimates of the total radiative forcing.

In addition to aerosol–cloud interactions, stratocumulus clouds can be altered by changes in the climate, and this could have consequences that feed back into the atmosphere. For example, the increase in CO$_2$ emissions warms the atmosphere and consequently the oceans. Current models suggest that warmer surface temperatures will reduce the amount of low, shallow clouds, which will decrease the planet’s reflectivity and allow more solar energy to be absorbed (Ceppi et al., 2017). This feedback would act to amplify the warming from the original CO$_2$ emissions. Precise predictions of our future climate rely on our understanding of how stratocumulus clouds will respond to changes in climate and what climate feedbacks might occur.

Why are clouds difficult to model?

Knowledge of aerosol–cloud interactions in shallow clouds has increased rapidly over the last few decades due to increased observational campaigns and satellite data. Recent observations provide clear evidence for some effects, such as the Twomey effect (Twomey, 1977; Malavelle et al., 2017). For a cloud with an unchanging volume of liquid water, an increase in aerosol particles will distribute the water volume between more droplets, creating smaller and more numerous cloud droplets. The adjusted cloud is brighter and reflects more sunlight. Also, the lifetime effect may occur in clouds that are likely to precipitate. Here, a higher aerosol concentration will suppress precipitation because smaller droplets collide less efficiently. Retention of moisture grows the cloud and prolongs the cloud lifetime (Albrecht, 1989; Christensen et al., 2020). Observations are critical because they provide evidence (or lack thereof) for real-world effects and they are a benchmark for model comparison.

Other aerosol–cloud interactions are less clearly observed because they are dependent on meteorology, radiation and the properties of the surface below. Following the Twomey effect, the observed outcome could be cloud growth or cloud dissipation. Figure 4 shows the key stratocumulus processes, which are balanced for a stable cloud layer. Heating and cooling processes contribute to the movement of air (turbulence) and evaporation or condensation of cloud droplets. Turbulence at cloud top causes entrainment, the folding of dry air from above the cloud into the moist cloud air, which evaporates cloud droplets. If processes that increase turbulent mixing and moistening in the cloud dominate, the cloud grows. If processes that remove aerosol (drizzle) or increase evaporation (entrainment) dominate, the cloud dissipates. There are many aerosol–cloud interactions and each one influences the balance of these processes. Often this results in multiple processes compensating each other and a stable cloud is maintained (Stevens and Feingold, 2009). But stratocumulus are also susceptible to sudden changes in behaviour when conditions are met that surpass certain thresholds.

A major challenge in modelling clouds within the climate system is the range of scales that need to be covered with finite computational resources (Mülmenstädt and Feingold, 2018). Global climate models simulate large atmospheric circulations

Figure 3. (a) Annual mean stratocumulus cloud cover. The darkest orange shows the locations of the near-permanent stratocumulus decks to the west of the continents with a mean coverage of 40–60%. (b) Fraction of annual mean low cloud cover due to stratocumulus. Stratocumulus clouds make up over 40% of low cloud almost everywhere outside the subtropics. Data are from the combined land-ocean cloud atlas database (Hahn and Warren, 2007). Figure from Wood (2012). (© American Meteorological Society. Used with permission.)
over thousands of kilometres with grid boxes typically covering a few hundred kilometres, much larger than cloud-scale eddies that occur on the scale of tens of metres. Instead, the processes that cannot be explicitly resolved are represented by approximations called ‘parameterisations’; but there are often multiple ways to achieve them. The discrepancies between models that use different parameterisations create a large range of model predictions for the future climate. Detailed studies of cloud processes, along with observations, are required to improve parameterisations to find a convergence point that reduces the uncertainty in climate predictions.

For every physical process described in a model, there are inputs, or ‘parameters’, for which we do not know the exact value and it could be any number within some range, making it uncertain (Carslaw et al., 2018). The uncertain parameters are constants, such as droplet terminal velocity, or atmospheric conditions, such as wind speed. If a process has two uncertain parameters, P1 and P2, each with a possible range of 0–10, there is a two-dimensional parameter ‘uncertainty space’ (henceforth, parameter space) of possible combinations of values.

To simulate cloud behaviour at each integer point in this parameter space would take 100 simulations. The ‘curse of dimensionality’ means that an increase in the number of dimensions (here, the number of uncertain parameters) will require exponentially more simulations to get an adequate coverage of the parameter space. Considering the many uncertain parameters in modelling clouds, we need a feasible method for exploring parameter spaces.

### Statistical emulation: a vital tool for modelling clouds

One tool for exploring parameter spaces comes from machine learning using Bayesian statistics. In classical statistics, probability is viewed as the frequency of an event happening given infinite repetitions of an action. The uncertainty here comes from the inability to make exact predictions when there is some randomness. For events that are not repeatable, uncertainty comes from the gaps in our knowledge about the event (O’Hagan, 2006). For example, suppose we want to throw some different-sized balls off the top of a building and find the average fall time. We make an initial guess and after throwing one ball, we update it based on what we find. Each time we throw one, we update our guess and narrow the uncertainty. Bayesian statistics allows for this type of uncertainty because probability can be more widely classified as the confidence that an event will occur based on prior experience. By following a Bayesian approach, where we update our prior belief based on new information, an informed prediction on the next outcome can be achieved.

Using Bayesian statistics in computer modelling greatly reduces the number of model simulations required to explore parameter spaces (O’Hagan, 2006). Any system of processes that we want to study can be represented by an unknown function that describes the transformation from the input parameters to a corresponding output of interest. Using a method called statistical emulation, the function can be approximated. It starts with a prior specification based on any initial knowledge of the system. Then, a set of simulations can inform us about the model’s behaviour over parameter space by simultaneously perturbing all parameters across the ranges of their possible values. This set of ‘training data’ is used to update the prior into a better approximation of the unknown function. The updated approximation, known as the posterior distribution, is an emulator for that specific output of interest and it can be used to make predictions at any new combination of parameter values within the parameter space.

Statistical emulation has been widely used to approximate complex models. A common motivation is to identify which uncertain parameters contribute most to the model output uncertainty, called sensitivity analysis. This has been used in studies on aerosol properties from global models (Lee et al., 2011; Carslaw et al., 2013; Regayre et al., 2014). Emulation is also used alongside ‘history matching’ to rule out values in the parameter ranges that contradict real world observations (Williamson et al., 2013; Andrianakis et al., 2017). Recently, emulation of cloud models was used to study the influence of environmental and aerosol conditions on cloud properties (Wellmann et al., 2018; Glassmeier et al., 2019; Hoffmann et al., 2020; Park et al., 2020). The ability to study how changing multiple parameters at once affects the output across the full range of uncertain values is particularly useful in modelling the many interacting cloud processes.

The following case study is an example of how statistical emulation can be applied to cloud modelling. We consider just two uncertain parameters for the ease of visualising the results, but this method can be scaled up to tens of parameters, including aerosol concentrations and processing parameters to study aerosol–cloud interactions. The remainder of this article will discuss simulation set-up, results from the cloud model, and the emulator results.

### Statistical emulation: a case study

#### Simulation set-up

Large-eddy simulation models are run at a high enough resolution to resolve the large-scale dynamics of cloud formation and development. Typical resolutions in large-eddy simulations of clouds are in the range of tens to hundreds of metres, horizontally, and 5–20m vertically. Many processes are still parameterised, such as droplet interactions, small-scale turbulent mixing, and heating/cooling at cloud top (Figure 4). However, these models, informed by observations, are important tools for studying cloud processes in detail. Here, we used a large-eddy simulation model from the UK Met Office and the Natural Environment Research Council, called the MONC (Met Office/NERC Cloud) model (Brown et al., 2020). MONC is used to study dynamics and, when coupled with the Cloud AeroSol Interactive Microphysics scheme, aerosol–cloud interactions (Boëng et al., 2019; Poku et al., 2019). The simulation duration was 8 hours and covered a horizontal domain size of 8.75km² with a resolution of 35m and a variable vertical resolution between 7.5–10m up to 1.5km.

The base simulation was representative of the observations from a research campaign in July 2001 off the Californian coast, called the Second Dynamics and Chemistry of Marine Stratocumulus field study (DYCOMS-II) (Stevens et al., 2003). Research flight RF01 recorded a uniform stratocumulus field with no drizzle, and a well-mixed boundary layer capped by a temperature
inversion. The boundary layer is the lower portion of the troposphere that is most affected by surface winds and heating, where cloud-forming convection is initiated (Figure 4). When it is well-mixed, there is an even overturning of air throughout the layer which keeps the defining properties mostly constant throughout. The top of the boundary layer is often capped by a temperature inversion, above which the properties of the free troposphere are different. The conditions there have a strong influence, via entrainment, over whether stratocumulus cloud will be maintained and grow or whether it will transition into cumulus clouds or disappear entirely.

To study the transition between cloud-growing and cloud-dissipating conditions, we perturbed two free-tropospheric properties from the base simulation. Both perturbed parameters are related to the change in conditions at the inversion. The first parameter was the size of the increase in potential temperature, $\Delta \theta$, and the second parameter was the size of the decrease in total water mass-mixing ratio, $\Delta q$:

$$2 \text{ K} \leq \Delta \theta \leq 20 \text{ K}$$

$$-9 \text{ g kg}^{-1} \leq \Delta q \leq 0 \text{ g kg}^{-1}.$$  

That is, changing how much warmer and drier the free-tropospheric air was than the cloudy air into which it is entrained. Figure 5 shows the profiles for these parameters through the boundary layer in dark green for the base simulation, and the inversion at the free troposphere is indicated by the jump at 840m. Uncertainty ranges for the parameters were taken from a theoretical study that derives the relationship between these two parameters and cloud thinning or thickening (Van Der Dussen et al., 2014). In this study, we consider a measure of the liquid water content integrated through the boundary layer (an indicator of cloud growth) called the liquid water path (LWP).

A Latin hypercube method was used to choose which combinations of values in parameter space to simulate with the model. The method has been shown to be optimal for statistical emulation because it designs a set of simulations that covers the two-dimensional parameter space well without overlapping in each one-dimensional range (Loeppky et al., 2009). The final design for our training data can be seen, in blue, to be well-spaced in two dimensions (Figure 6(a)) as well as in one dimension (best seen in Figure 5).

An extra set of simulations are run as validation data, shown in pink in Figure 6(a). These data are not used to train the emulator but are used instead to check the emulator is an accurate approximation of the model. The total number of simulations for this case study was 33, consisting of the base, four tests to check the extremes of parameter space, 20 training and eight validation simulations. This case study will be described in detail in a subsequent study.

Model results

Figure 6(b) shows the training data LWP, averaged over the last two hours of the 8-hour simulation. These results show a clear pattern across parameter space. At $\Delta \theta = 0$ and $\Delta \phi = 0$, the air above the cloud would be the same as the cloudy air, so every point in parameter space has warmer, drier above-cloud air than in the cloud. The coolest, driest conditions are the bottom-left corner of parameter space and the warmest, wettest conditions are the top-right corner. LWP increases with increasing $\Delta \theta$ from a minimum of 6gm$^{-2}$ to a maximum of 176gm$^{-2}$, LWP also generally increases with $\Delta \phi$, but this is much clearer when $\Delta \phi$ is more negative than when near to 0. The behaviour in parameter space shows very thin clouds in region A, but with the increase in LWP into region B, thick, drizzling stratocumulus were simulated. The physical change in cloud behaviour across the parameter space can be interpreted as follows.

All the simulations in region B were drizzling from the beginning of the simulation and this process dominated. As the drizzle fell from the saturated cloudy air into the sub-saturated air below, much of it evaporated and cooled the sub-cloud air. The drizzle also removed water from the cloud-top region which prevented the cloud from growing upwards with convection. The cloud tops in most of these simulations either stayed at the same height during the simulation or sank a little in the area with higher $\Delta \phi$ (stronger temperature inversion). The cooler sub-cloud air encouraged more condensation of cloud droplets in this area of parameter space which created convection and cloud growth in the sub-cloud layer. Hence, these clouds had a high LWP because they grew into the sub-cloud layer and thickened.

There was no drizzle throughout the simulations in region A. The free-tropospheric conditions were just slightly warmer but very dry compared with the cloud layer. Entrainment of this air into the cloud strongly evaporated cloud droplets and cooled the surrounding cloud top more. This cooling created more turbulence and therefore more entrainment and evaporation, forming a feedback loop (Mellado, 2017). Energetic mixing penetrated the weak temperature inversion cooling the air just above the cloud, so the inversion height rose, and the boundary layer deepened. Additionally, evaporative cooling in the cloud layer stopped the boundary layer being well-mixed, which cut the cloud off from the ocean’s water source. This, combined with rapid evaporation from above, prevented cloud growth so these clouds were high and thin, resulting in a lower LWP.

Emulation

We used our training data to create an emulator that approximates the unknown function between the two parameters, $\Delta \theta$ and $\Delta \phi$, and the output of interest, LWP. We used the validation data set to evaluate the emulator. Figure 7 shows the model’s output at the eight validation points against predictions made using the emulator for the same points in parameter space. The black line is the line of equality where $y(x) = x$ and the error bars show the 95% confidence bounds on the emulator predictions. All the markers are close to the black line and this line falls well within the confidence bounds of the
predictions, so we infer that this emulator is a good representation of the relationship between the two parameters and the output. Hence, we can confidently use predictions from this emulator to study the LWP response to changes in $\Delta \theta$ and $\Delta q$.

Here, we are specifically using Gaussian process statistical emulation. It has one key advantage over other machine learning techniques, in that each predicted point has a calculated Gaussian error that is associated with using the emulator instead of the complex model itself. So, each predicted value for LWP has a 95% confidence interval. Close to the training data this error is zero because we know the model’s output at that point, but predictions made at a point far from the training data have a larger associated error.

We interpolated over the whole parameter space using the emulator’s estimated function to make predictions for average LWP at 2500 new combinations of $\Delta \theta$ and $\Delta q$, values, within our chosen ranges. This is shown in Figure 6(c) as a response surface, which visually shows the relationship between inputs and output. The response surface shows that the transition between cloud-growing and cloud-dissipating regions of parameter space is a smooth, but quite steep, slope. One of the key assumptions when emulating is that the model output is smooth, so the potential for sudden changes in cloud behaviour can cause problems. In this case, the output is smooth enough that a standard emulation method works.

The response surface confirms what we expected from the training data in Figure 6(b) but gives a lot more information to use in further analysis. The slope through the centre of parameter space marks a change in cloud behaviour from drizzling, cloud growth into the sub-cloud layer to deepening of the boundary layer with rising, evaporating clouds. The surface has some bumpiness on it due to the natural variability of clouds, which is reflected in the model. The bumps can be characterised and smoothed in a physically justifiable way within the statistical model. This process will be studied in detail in a subsequent paper.

**Concluding remarks**

In this case study, we have demonstrated the use of statistical emulation to approximate the relationship between a two-dimensional parameter space and an output of interest for an idealised cloud simulation. We used a high-resolution cloud model to create a base simulation, from which we perturbed two parameters across reasonable ranges. This training data was used to create an emulator that accurately represented the relationship of interest from the model and allowed us to make predictions at thousands of new parameter combinations. The resulting response surface informs us about the cloud behaviour in different regions of the parameter space and the transition between regions. This response surface can be used for further analysis without running more simulations with the cloud model.

Each of the 33 simulations used in this case study took between 7 and 10 hours of real-world time to run on a high-performance computer. So, in total, this small number of simulations took more than 250 hours of computing time. Predicting the output at 2500 new points in parameter space took less than a second on a standard laptop, and the associated error is quantified. This is a small example of how emulation can be used. However, it is also a demonstration that machine learning tools are invaluable for studying the behaviour of these cloud systems. Other machine learning techniques, such as neural networks, are excellent for applications like classification of cloud structures since we have large quantities of satellite data (Denby, 2020; Juliano and Lebo, 2020). But in modelling studies where the quantity of data may be limited by computational resource, a method like statistical emulation is more appropriate.

As mentioned, in statistical emulation we assume the model’s output is smooth, which could be a problem when studying cloud systems. Smooth means that a small change to an input will make only a small difference to the output. Cloud behaviour, and therefore cloud model output, is not always smooth for two reasons. Firstly, clouds are slightly chaotic in that a small change at the beginning of cloud development can have knock-on effects that result in a large change later. Secondly, when a certain threshold is met a cloud may exhibit a sudden change in behaviour. If the change is too sharp, we cannot accurately
emulate the relationship with this standard emulation method. Instead we would have to adapt the method, such as by splitting up parameter space into regions and emulating them separately or by adapting the prior specification (Mohammadi et al., 2019; Pope et al., 2021).

Currently, statistical emulation is used to explore much larger parameter spaces with up to around 50 dimensions of interest and, in some cases, multiple outputs of interest. Further work in this project will include perturbations to aerosol concentrations and more atmospheric parameters, such as wind speeds and inversion height, to study their influence on various cloud properties. We can reduce the uncertainty in aerosol–cloud interactions, and hence uncertainty in estimations of radiative forcing, through idealised cloud studies like these, which allow exploration of all the interacting processes together. By combining the perturbations of multiple parameters, we get an overview of how any output of interest varies when multiple things change at once, which is representative of a real-world environment. Additionally, cloud processes in global climate models (either parameterised or explicitly calculated) contain many uncertain parameters. By studying these cloud processes and aerosol–cloud interactions with statistical emulation and high-resolution cloud models, we can learn which parameters are most influential, constrain uncertain ranges, and identify new relationships that are difficult to derive from observations.

Further reading

For more reading on the motivation for using statistical emulation in climate and cloud models, the opinion piece cited earlier in this article gives a detailed, yet accessible, explanation (Carslaw et al., 2018). Similarly, Watson-Parris (2020) gives an overview of the current state of climate model emulation and a full description of the different types of uncertainties involved in climate modeling. A more in-depth justification is given along with some pre-emulation model results in the proposed framework of Feingold et al., (2016). A general tutorial on the mathematics and implementation of Gaussian process emulation in any field is presented in O’Hagan (2006). Two studies comparing machine learning regression techniques found Gaussian process regression to give the best results (Salter and Williamson, 2016; Schlosser et al., 2020). Several studies use various machine learning techniques to train parameterisations, either to speed up an existing one or to approximate a relationship that is unknown (O’Gorman and Dwyer, 2018; Seifert and Rasp, 2020; Chiu et al., 2021).
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This book is the latest in a series of practical books for the cruising sailor published by Fernhurst Books, who specialise in books related to watersports. The book begins with a detailed profile of the author. Simon Rowell has been a professional yachtsman since 1997, beginning as an instructor before working as a race skipper on the winning boat in the 2002 Clipper Round the World Race. He is a Royal Yacht Association (RYA) examiner and studied meteorology at the University of Reading. Since 2015 he has been the meteorologist for the British Sailing Team, forecasting at the Olympics and Paralympics in Rio. Rowell and the book are thoroughly endorsed in a foreword by non-stop round-the-world sailor Robin Knox-Johnston.

This is Rowell’s debut book and is based on the content from weather courses he has designed and taught over the past 10 years to RYA Yachtmaster instructors. The book is well structured, taking in global, regional and local weather patterns from a practical, on-the-water, sailors’ point of view. In each chapter Rowell clearly and simply explains the basic physics and takes the various weather phenomena back to first principles before putting them into context with real situations, not just around the UK but worldwide as well. Rowell has chosen this structure in order to encourage the application of weather theory to practical sailing scenarios. The straightforward text is superbly accompanied by many well-annotated coloured diagrams and charts.

The opening chapter describes global weather patterns and shows clearly and concisely why we have weather at all. Chapter 2 introduces the reader to the types of forecast available and the terminology involved. Chapter 3 concentrates on mid-latitude depressions, frontal systems and air masses, and Chapter 4 describes how highs and lows interact with the jet stream. Chapter 5 is all about the boundary layer and details local effects such as land and sea breezes and fog. In Chapter 6 Rowell focuses on topographic effects, the way the land and coastline can shape the wind and weather. Chapters 7 and 8 both deal with the tropics and tropical weather and include the Intertropical Convergence Zone (ITCZ), the trade winds, squalls, tropical waves and tropical revolving storms. The final chapter takes a detailed look at clouds and what they can tell us about what is happening or is about to happen. I was a little surprised to discover there was no chapter devoted to the forecasting of sea state and the definitions of such terms as significant wave height, swell height, wave period and fetch. Any future edition of the book would be further enhanced by the inclusion of such a chapter.

This is far removed from your standard heavy-duty text book. It is amazing how much content, and in such simple language, Rowell has packed into fewer than 100 pages. This is an ideal book for yachtmen and yachtswomen from RYA Day Skipper level through to those preparing for their Yachtmaster examinations. It is also an ideal book if you are not a sailor and just wish to learn about the basics of weather.

Graham Denyer
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