Deterministic particle approximation of aggregation-diffusion equations on unbounded domains
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Abstract

We consider a one-dimensional aggregation-diffusion equation, which is the gradient flow in the Wasserstein space of a functional with competing attractive-repulsive interactions.

We prove that the fully deterministic particle approximations with piecewise constant densities introduced in [22] starting from general bounded initial densities converge strongly in $L^1$ to bounded weak solutions of the PDE.

In particular, the result is achieved in unbounded domains and for arbitrary nonnegative bounded initial densities, thus extending the results in [27, 31, 32] (in which a no-vacuum condition is required) and giving an alternative approach to [9] in the one-dimensional case, including also subquadratic and superquadratic diffusions.

1 Introduction

In this paper we consider the following aggregation-diffusion equation

$$\partial_t \rho = \partial_x (\rho \partial_x (K * \rho) + \partial_x \phi(\rho)), \quad t \in [0, T], x \in \mathbb{R}. \quad (1.1)$$

By $K$ we denote an interaction kernel satisfying the following conditions

$$K(z) = K(|z|); \quad (1.2)$$

$$K \in C^0(\mathbb{R}) \cap C^2(\mathbb{R} \setminus \{0\}); \quad (1.3)$$

$$K, K' \in L^\infty(\mathbb{R}), K'' \in L^\infty(\mathbb{R} \setminus \{0\}); \quad (1.4)$$

$$\|K'\|_{L^1(\mathbb{R})} < \infty, \quad (1.5)$$
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and by $\phi(\rho) = \rho W'(\rho) - W(\rho)$ a $C^1$ function satisfying
\begin{align*}
W &\geq 0 \quad (1.6) \\
\phi(0) &= 0 \quad (1.7) \\
\phi &\text{ strictly monotone increasing} \quad (1.8) \\
\phi'(\rho) &\leq c_0 \phi(\rho) \quad (1.9) \\
\phi(\rho) &\leq \max\{\rho, c_0 W(\rho)\} \quad (1.10)
\end{align*}
for some constant $c_0 > 0$ and there exist $c_1, c_2 > 0$ such that
\begin{align*}
\phi(\rho) &\leq c_1 \rho \quad \text{if } \rho \leq \hat{\rho} < 1, \quad \text{and} \quad \phi(\rho) \geq c_2 \rho \quad \text{if } \rho \geq \bar{\rho} > 1. \quad (1.11)
\end{align*}
The above assumptions cover in particular the case
\begin{align*}
\phi(\rho) &= \rho^m, \quad m \geq 1. \quad (1.12)
\end{align*}
The equation (1.1) can be seen as the gradient flow in the Wasserstein space of a nonlocal interaction functional with attractive-repulsive terms in competition (see [11] for potentials $K$ admitting as in our case a Lipschitz singularity at the origin)
\begin{align*}
F(\rho) := \frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} K(x - y)\rho(x)\rho(y) \, dx \, dy + \int_{\mathbb{R}} W(\rho) \, dx. \quad (1.13)
\end{align*}
Notice our assumptions on $K$ do not require any particular attractive or repulsive behaviour. In particular, $K$ might be attractive at short range and repulsive at long range, with the nonlinear term $W$ acting as a repulsive term for large enough densities. An example for $K$ is the attractive-repulsive double Yukawa kernel considered in [18], which is used in biology to model pattern formation in colloidal systems
\begin{align*}
K(z) = -\beta^2 e^{-\beta |z|} + e^{-|z|}, \quad \beta \gg 1. \quad (1.14)
\end{align*}
In the case in which $\phi(\rho) = \rho^m, \ m > 0$ and the kernel is of the form (1.14) (with no specific assumptions on the parameter $\beta$), global in time existence of bounded solutions to (1.1) was proved in [37].

For equations without diffusion (i.e., $\phi = 0$), the local well-posedness with possibly finite blow-up of bounded solutions and long-time behaviour in case of global existence was extensively studied in several papers, among which we recall [30, 29, 5, 2, 3]. In [11] the authors show that in the case of $\lambda$-convex kernels, thus in particular under our assumptions, global weak measure solutions, allowing for concentration, exist and are unique.

In [28, 14, 15, 16] in place of the diffusion, the repulsive effect is caused by an hard constraint on the density. Global minimizers of the functional (1.13) for purely attractive kernels and power law diffusions in the aggregation-dominated regime have been studied in [1]. Stationary states and large-time behaviour of (1.1) for smooth short-range attractive kernels and quadratic diffusion have been extensively studied in [6, 7, 23]. Uniqueness of solutions for smooth kernels was adressed in [4].

In this paper the kernel $K$ might be instead only Lipschitz in the origin (in particular, $K''$ be only a measure in the origin), as in (1.14). In the case of purely attractive Yukawa kernels (also known as Morse kernels) an explicit formula for stationary solutions was derived in [23].

In [16] the authors show that the slow diffusion limit of the gradient flow of (1.13) when $\phi(\rho) = \rho^m$ is given by the gradient flow of the functional (1.13) with $W = 0$ and an hard constraint on the density.
For a recent review on the topic see [10].

In the case of the kernel with competing attractive-repulsive terms defined in (1.14), the Γ-limit of such a functional as $\beta \to +\infty$ (namely with local attractive term) has been characterized in [18]. In suitable regimes, minimizers of the limit functionals have been proved to be given by periodic unions of stripes (i.e., intervals in one dimension, see [18]) with techniques developed in [26, 17, 18, 20, 19]. For characterization of minimizers with power law attractive-repulsive potentials see [13].

In this paper we are interested in the well-posedness and convergence of a deterministic moving particle scheme approximation with piecewise constant densities for the aggregation-diffusion equation (1.1).

In absence of the diffusion term, in [8] the authors give a deterministic approximation of the nonlocal PDE with empirical distributions weakly converging in the sense of measures, valid not only for our class of kernels but also for more singular kernels and in general dimension.

A deterministic approximation approach for linear and nonlinear diffusion equations in which the diffusion operator is replaced by a nearest neighbour interaction term was introduced in [35, 36], mainly with numerical purpose. In [27] the authors provide a deterministic particle scheme for (1.1) in the case in which $K$ is convex and smooth and the initial density has no vacuum zones. In this case, they show pointwise convergence to a solution of the limit problem. In [31] and [32] the authors provide another particle approximation analogous to the one used in our paper, with assumptions on the initial density similar to [27].

The deterministic particle approximation that we use in this paper was used in [22] for nonlinear scalar conservation laws of the type

$$\partial_t \rho + \partial_x (\rho v(\rho)) = 0,$$

with $v \in C^1([0, +\infty))$ and strictly decreasing.

If $v$ in (1.15) is allowed to depend both locally and non-locally on $\rho$ the derivation of such system of ODEs as microscopic Lagrangian formulation of the nonlinear scalar conservation law has been investigated in [33] for Lipschitz continuous velocities.

In [21] and [24] the authors use this approximation in the setting of aggregation (resp. aggregation/diffusion) equations with nonlinear mobilities, namely for equations of the form

$$\partial_t \rho = \partial_x (M(\rho) \partial_x (K * \rho + a(\rho))).$$

with $M(\rho) = \rho v(\rho)$ with $v$ monotone decreasing and compactly supported.

In presence of the diffusion term and assuming in addition that the initial density function is supported on an interval and bounded from below by a positive constant in its interior (i.e. the so-called no vacuum condition) in [24] the authors are able to prove $L^\infty$ bounds for the deterministic particle approximation and strong convergence to solutions of (1.16) on a bounded interval, with zero velocity boundary conditions.

More recently, in [25], the same deterministic scheme was used in the different context of opinion dynamics for space-dependent mobilities but still the argument is performed in bounded domains and with the no vacuum condition.

In [9] the authors introduce a general deterministic particle approximation (the so-called blob method) for solutions of the multi-dimensional analogue of the PDE (1.1) when $\phi(\rho) = \rho^m$ and $K$ is $C^1$, semiconvex and with at most quadratic growth. In particular, they provide sufficient regularity.
conditions on the approximation scheme that, if valid, give weak convergence of the approximations to the solutions of the PDE. Such conditions are proved to be valid if \( \phi(\rho) = \rho^m \) with \( m = 2 \) and the kernel is \( C^2 \) on the whole space with uniformly bounded second derivatives, hence giving weak convergence of the scheme.

Our approach provides a deterministic particle approximation for arbitrary bounded and integrable initial densities in unbounded domains, extending thus the results of \([27, 31, 32]\). Our approximation is alternative in one space dimension to the one proposed in \([9]\) and moreover gives strong convergence of the scheme also for subquadratic and superquadratic diffusions, not included in \([9]\). First of all we consider piecewise constant deterministic particle approximations to the PDE (1.1) on the one-dimensional torus \( T_L = \mathbb{R}/L\mathbb{Z} \) for \( L \gg 1 \)

\[
\partial_t \rho = \partial_x (\rho \partial_x (K \ast \rho) + \partial_x \phi(\rho)), \quad x \in \mathbb{T}_L.
\]  

(1.17)

For those approximations we prove global \( L^\infty \) bounds (which are necessary so that such a scheme is well-defined) independent on the number of particles and the size of the torus.

Basing on a discrete \( W^{1,2} \) estimate on the nonlinear term we provide compactness estimates and get \( L^1 \) -convergence to bounded weak solutions of (1.17) on \( T_L \).

The advantage of our approach is that the estimates needed for strong compactness are independent of the size of the torus \( L \) and can then be used to pass to the limit as \( L \to \infty \) and get strong convergence to solutions to the PDE (1.1). Moreover, all the compactness estimates are independent of any lower bound on the density. Such a lower bound is only used to ensure that the limit densities obtained in the first limit as \( N \to \infty \) on a fixed torus are indeed solutions of the PDE (1.17) and can be guaranteed by an approximation of the initial density with positive functions of uniformly bounded energy.

Our main results are the following.

**Theorem 1.1.** \([L^\infty \text{ bound}] \) Let \( \rho_{0,L} \in L^\infty(\mathbb{T}_L) \). Then, there exist constants \( C(\mathcal{F}_L(\rho_{0,L}), K, \|\rho_{0,L}\|_{L^\infty}) \) and \( C(K, \mathcal{F}_L(\rho_{0,L})) \) such that the following holds. For every \( T > 0 \) there exists \( \bar{N} = \bar{N}(L, T, \mathcal{F}_L(\rho_{0,L})) \) s.t. the deterministic particle approximations \( \{\rho^N_L\}_{N \geq \bar{N}} \) starting from \( \rho_{0,L} \) are well-defined on \([0, T]\) and moreover

\[
\sup_{N \geq \bar{N}} \sup_{t \in [0, T]} \|\rho^N_L(t)\|_{L^\infty(\mathbb{T}_L)} \leq C(\mathcal{F}_L(\rho_{0,L}), K, \|\rho_{0,L}\|_{L^\infty}, c_2) + C(K, \mathcal{F}_L(\rho_{0,L}), c_2)(1 + T).
\]  

(1.18)

As \( N \to +\infty \) we have the following

**Theorem 1.2.** Let \( \rho_{0,L} \in L^\infty(\mathbb{T}_L) \) be a bounded function satisfying

\[
\inf_{\mathbb{T}_L} \rho_{0,L} \geq \varepsilon_L > 0.
\]  

(1.19)

Then, for every \( T > 0 \) the deterministic particle approximations \( \{\rho^N_L\}_{N \geq \bar{N}} \) constructed from \( \rho_{0,L} \) in Theorem 1.1 converge (up to subsequences) in \( L^1([0, T] \times \mathbb{T}_L) \) to a bounded probability density \( \rho_L \) satisfying (1.1) on \( \mathbb{T}_L \).

Now identify with a slight abuse of notation functions defined on \( \mathbb{T}_L \) with \( L \)-periodic functions on \( \mathbb{R} \). We have the following
Theorem 1.3. Consider initial data $\rho_0 \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ with $\rho_0 > 0$ on $\mathbb{R}$ and $\int_{\mathbb{R}} |x| \rho_0(x) \, dx < +\infty$ and define $\rho_{0,L}$ by cutting $\rho_0$ on $[-L/2, L/2)$ and extending it periodically. Then the functions $\rho_{L}\chi_{[-L/2,L/2)}$, being $\rho_L$ limits of the deterministic particle approximations starting from $\rho_{0,L}$ on $\mathbb{T}_L$ found in Theorem 1.2, converge (up to subsequences) in $L^1([0,T] \times \mathbb{R})$ to a weak solution $\rho$ of the PDE (1.1) on $\mathbb{R}$.

Finally, approximating a general nonnegative initial datum $\rho_0$ with strictly positive initial data, we obtain the following

Theorem 1.4. Let $\rho_0 \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ such that $\int_{\mathbb{R}} |x| \rho_0(x) \, dx < +\infty$ and let $\{\rho_\lambda^0\}_{\lambda \in \mathbb{N}} \subset L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ be a uniformly bounded $L^1$ approximating sequence for $\rho_0$ with the property that $\rho_\lambda^0 > 0$ on $\mathbb{R}$ for all $\lambda \in \mathbb{N}$ and the first moments are uniformly bounded. Then, the sequence of solutions $\rho^\lambda$ of the PDE (1.1) found in Theorem 1.3 from the initial data $\rho_\lambda^0$ converges (up to subsequences) in $L^1([0,T] \times \mathbb{R})$ to a solution of the PDE (1.1) starting from $\rho_0$.

What prevents the blow-up of the deterministic particle approximations in our case are the following facts:

- the evolution of the deterministic particle approximations inside sublevels of the energy up to some $O(1/\sqrt{N})$ proved in Corollary 3.2

- the estimate of a discrete $W^{1,2}$ norm of the function $\phi(\rho_N^L)$ through the time derivative of the functional along the deterministic particle flow.

- the special structure of the deterministic particle approximation, namely the relation between the values of the approximating function and the distance between particles.

We notice indeed that a mere bound on the energy values along the evolution would not be sufficient to prevent the blow-up. Thus all three points above are fundamental ingredients in the proof.

The $L^\infty$ bounds are obtained differently from [21, 24], due to the absence of a nonlinear mobility which “blocks” density values larger than some given threshold. What gives us convergence of the scheme are not uniform $BV$ bounds on the deterministic particle approximations as in [21, 24, 25], which would be dependent on the size of the torus $\mathbb{T}_L$, but uniform $W^{1,2}$ bounds on the composed functions $\phi(\rho_N^L)$ together with the strict monotonicity assumption on the nonlinear function $\phi$. Such bounds are obtained using an explicit computation of the derivative of the energy functional along the flow and the fact that sublevels of the energy are almost invariant under the particles evolution. With similar estimates one obtains also an Hölder-type continuity of the 1-Wasserstein distance along the deterministic particle flow, similar to that obtained in [32], which is needed in order to apply a compactness argument.

This allows us to have, in the limit as $N \to +\infty$, estimates which depend only on the energy and on the $L^\infty$ bounds of the initial data, thus allowing us to pass to the limit in an unbounded domain.

The main novelty present in this paper is that we are able to prove the strong convergence of the deterministic particle approximations scheme to the solutions of the aggregation-diffusion equation (1.1) in an unbounded setting and for general integrable and bounded initial densities.
2 Preliminary facts

2.1 Pseudo-inverse
Fix \( x_0 \in \mathbb{T}_L \). Given a nonnegative density function \( \rho : \mathbb{T}_L \rightarrow [0, +\infty) \) with \( \int_{\mathbb{T}_L} \rho = c_L \), define its pseudo-inverse \( X : [0, c_L) \rightarrow \mathbb{T}_L \) as follows
\[
X(z) = \sup \{ x : \int_{x_0}^{x} \rho(y) \, dy < z \}. \tag{2.1}
\]
If \( \rho(t, x) \in L^\infty \) is a weak solution of (1.1) on \( \mathbb{T}_L \) and \( \rho > 0 \), then \( X(t, z) = X_{\rho(t, \cdot)}(z) \) solves the PDE
\[
\partial_t X(t, z) = -\int_{0}^{c_L} K'(X(t, z) - X(t, \xi)) \, d\xi - \partial_z \phi(\rho(X(t, z))).
\]

2.2 Deterministic particle approximation
Our goal is to approximate (1.1) with a moving particle approximation on a series of increasing tori.
Let us fix \( L > 0 \), \( N \in \mathbb{N} \) and \( x_0 \in \mathbb{T}_L \).
Given \( \rho_{0,L} \in L^\infty(\mathbb{T}_L) \) with \( \int_{\mathbb{T}_L} \rho_{0,L} = c_L \leq 1 \) and \( \rho_{0,L} \geq 0 \), for all \( k = 1, \ldots, N \) define (for the ordering identify \( \mathbb{T}_L \) with \( [-L/2, L/2] \) and set \( x_0 = -L/2) \)
\[
x_k = \sup \{ x : \int_{x_{k-1}}^{x} \rho_{0,L}(y) \, dy < \frac{c_L}{N} \}. \tag{2.2}
\]
Notice that \( x_0 < \cdots < x_{N-1} \) and \( x_N = L/2 = x_0 + L \) (resp. \( x_N = x_0 \) on \( \mathbb{T}_L \)).
For every \( k = 0, \ldots, N \) define the following system of ODEs on \( \mathbb{T}_L \)
\[
\dot{x}_k(t) = -\frac{c_L}{N} \sum_{j \neq k} K'(x_k(t) - x_j(t)) - \frac{N}{c_L} [\phi(\rho_k(t)) - \phi(\rho_{k-1}(t))],
\]
where
\[
\rho_k(t) = \frac{c_L}{N(x_{k+1}(t) - x_k(t))}
\]
and with initial conditions
\[
x_k(0) = x_k,
\]
as long as \( x_0(t) < \cdots < x_{N-1}(t) \). In the above the dependence on \( N, L \) is omitted since clear from the context.
Then define the deterministic particle approximations starting from \( \rho_{0,L} \) as the piecewise constant functions
\[
\rho_{N,L}(t, x) = \sum_{k=0}^{N-1} \rho_k(t) \chi_{[x_k(t), x_{k+1}(t))}(x).
\]
We say that the deterministic particle approximation \( \rho_{N,L}^N \) is well defined on \( [0, T] \) provided the relation \( x_0(t) < \cdots < x_{N-1}(t) \) holds for all \( t \in [0, T] \). Notice that, despite of the above definition of starting point of the deterministic particle approximation, \( \rho_{0,L} \neq \rho_{N,L}^N(0) \) but \( \rho_{N,L}^N(0) \rightarrow \rho_{0,L} \) in \( L^1 \) as \( N \rightarrow \infty \).
Let \( M_{\rho_L^N} : \mathbb{T}_L \to [0,c_L] \) be the cumulative distribution function of \( \rho_L^N \), namely
\[
M_{\rho_L^N}(x) = \int_{x_0}^{x} \rho_L^N(y) \, dy
\]
and \( X : [0,c_L] \to \mathbb{T}_L \) its pseudoinverse function defined in (2.1) for \( \rho = \rho_L^N \), with \( x_k = X(kc_L/N) \). Thus the piecewise constant approximations \( \rho_L^N \) satisfy on \( \mathbb{T}_L \) the PDE
\[
\partial_t \rho_L^N = \partial_x \left( \rho_L^N K^{\text{lin}'}(\rho_L^N) * \rho_L^N + \frac{N}{c_L} \rho_L^N \sum_k \chi_{[x_k(t),x_{k+1}(t)]}(x) \left[ (\phi(\rho_k) - \phi(\rho_{k-1})) + \left( \frac{N}{c_L} M_{\rho_L^N}(x) - k \right) ((\phi(\rho_{k+1}) - \phi(\rho_k)) - (\phi(\rho_k) - \phi(\rho_{k-1}))) \right] \right),
\]
where
\[
K^{\text{lin}'}(\rho_L^N)(x-y) = \sum_{k=0}^{N-1} \chi_{[kc_L/N,(k+1)c_L/N]}(M_{\rho_L^N}(x)) \sum_{j=0}^{N-1} \chi_{[jc_L/N,(j+1)c_L/N]}(M_{\rho_L^N}(y)) \cdot \left[ (1 - \chi_{0}(x_j - x_k)) K'(x_k - x_j) \right.
\]
\[
\left. + \left( \frac{N}{c_L} M_{\rho_L^N}(x) - k \right) ((1 - \chi_{0}(x_j - x_{k+1})) K'(x_{k+1} - x_j) - (1 - \chi_{0}(x_j - x_k)) K'(x_k - x_j)) \right].
\]
Due to the translation invariance of the torus, we can assume w.l.o.g. that \( x_0(t) = x_N(t) \) is fixed during the evolution.

### 2.3 Bounds on the nonlocal interaction term

Since \( \int_{\mathbb{T}_L} \rho_L^N = c_L \), for any \( z \in [0,c_L] \) one gets
\[
|K' * \rho_L^N(t,X(t,z))| \leq c_L \| K' \|_{L^\infty}.
\]
(2.4)

We recall that \( K'' \in L^\infty(\mathbb{R} \setminus \{0\}) \), with a slight abuse of notation we denote from now on the uniform bound of \( K'' \) on its domain with \( \| K'' \|_{L^\infty} \).

If \( z \in [kc_L/N,(k+1)c_L/N) \), then
\[
|K' * \rho_L^N(t,X(t,z)) - K^{\text{lin}'}(\rho_L^N) * \rho_L^N(t,X(t,z))| \leq \| K'' \|_{L^\infty} (x_{k+1} - x_k) + c_L \frac{L \| K'' \|_{L^\infty} + 3 \| K' \|_{L^\infty}}{N}.
\]
(2.5)

Indeed
\[
|K' * \rho_L^N(t,X(t,z)) - K^{\text{lin}'}(\rho_L^N) * \rho_L^N(t,X(t,z))| \leq \sum_{i \neq k} \rho_i(t) \int_{x_i}^{x_{i+1}} |K'(X(t,z) - y) - K'(x_k - x_i)| \, dy
\]
\[
+ \sum_{i \neq k,k+1} \rho_i(t) \int_{x_i}^{x_{i+1}} \left( \frac{N}{c_L} M_{\rho_L^N}(X(t,z)) - k \right) |K'(x_{k+1} - x_i) - K'(x_k - x_i)| \, dy
\]
\[
+ \frac{3c_L}{N} \| K' \|_{L^\infty}
\]
\[
\leq c_L \frac{L \| K'' \|_{L^\infty}}{N} \sum_{i \neq k,k+1} [(X(z) - x_k) + (x_{i+1} - x_i)] + c_L \| K'' \|_{L^\infty} (x_{k+1} - x_k) + \frac{3c_L}{N} \| K' \|_{L^\infty},
\]
and (2.5) follows immediately since \( \sum_i (x_{i+1} - x_i) = L \).
3 Estimates on the energy of the particle approximations

The aim of this section is to provide explicit computations and estimates on the energy of the discrete particle approximations. These will be crucial both in providing a uniform $L^\infty$ bound for the approximations and in finding the limit PDE (1.1).

In this section we will sometimes denote with $\rho^N_L(t)$ the function $\hat{\rho}^N_L(t, \cdot) : \mathbb{T}_L \to [0, +\infty)$.

We have the following estimate on the time derivative of the energy $F_L$ along the discrete particle approximations $\rho^N_L$, where

$$
F_L(\rho) := \frac{1}{2} \int_{\mathbb{T}_L} \int_{\mathbb{T}_L} K(x - y) \rho(x) \rho(y) \, dx \, dy + \int_{\mathbb{T}_L} W(\rho) \, dx.
$$

(3.1)

**Lemma 3.1.** Assume $\rho^N_L(t)$ is well defined on $[0, T)$. Then, for all $t \in [0, T)$ the functional $F_L(\rho^N_L(t))$ satisfies

$$
\frac{d}{dt} F_L(\rho^N_L(t)) \leq \tilde{C}(\|K'\|_{L^\infty}, \|K''\|_{L^\infty}) \frac{L}{\sqrt{N}}.
$$

(3.2)

Estimate (3.2) is natural since the discrete particle approximations $\rho^N_L$ satisfy the PDE (2.3), which is an approximate version of the gradient flow in the Wasserstein space of the functional $F_L$.

A straightforward consequence of Lemma 3.1 is the following

**Corollary 3.2.** Let $T > 0$, $\varepsilon > 0$, $L > 0$. Then there exists $\bar{N} = \bar{N}(T, \varepsilon, L)$ such that for all $N \geq \bar{N}$ if $\rho^N_L$ are the discrete particle approximations with initial datum $\rho_{0,L}$ and they are well defined on $[0, T)$, then

$$
F_L(\rho^N_L(t)) \leq F_L(\rho_{0,L}) + 2\varepsilon \quad \forall t \in [0, T).
$$

**Proof of Lemma 3.1:** For simplicity, in this proof we introduce the notation

$$
F_k(t) := \phi(\rho_k(t)) - \phi(\rho_{k-1}(t))
$$

(3.3)

where

$$
\rho_k(t) = \rho^N_L(t, x_k(t)) = \frac{c_L}{N(x_{k+1}(t) - x_k(t))}.
$$

From the symmetry of the kernel, it is easy to see that

$$
\frac{d}{dt} F_L(\rho^N_L(t)) = \frac{d}{dt} \int_{\mathbb{T}_L} W(\rho^N_L(t, x)) \, dx + \int_{\mathbb{T}_L} \int_{\mathbb{T}_L} K(x - y) \rho^N_L(t, y) \partial_t \rho^N_L(t, x) \, dx \, dy.
$$

(3.4)

Using (2.3), integration by parts and applying the pseudoinverse change of variables, one can rewrite the second term of the r.h.s. of (3.3) as follows

$$
\int_{\mathbb{T}_L} \int_{\mathbb{T}_L} K(x - y) \rho^N_L(t, y) \partial_t \rho^N_L(t, x) \, dx \, dy = -\int_0^{c_L} (K' * \rho^N_L(t, X(t, z)))^2 \, dz
$$

$$
+ \int_0^{c_L} K' * \rho^N_L(t, X(t, z)) \left[ K' * \rho^N_L(t, X(t, z)) - K^{\text{lin}}(\rho^N_L(t, X(t, z))) \right] \, dz
$$

$$
- \frac{N-1}{c_L} \sum_{k=0}^{(k+1)c_L/N} K' * \rho^N_L(t, X(t, z)) \left[ F_k(t) + \left( \frac{N}{c_L} z - k \right)(F_{k+1}(t) - F_k(t)) \right] \, dz.
$$
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On the other hand, observing that the ODE (2.2) can be rewritten as
\[ \dot{x}_k(t) = - \int_{T_L} K^\text{lin'}(\rho^N_L(t, y))(x_k - y) \rho^N_L(t, y) \, dy - \frac{N}{c_L} F_k(t), \]
the first term of the r.h.s. of (3.4) can be explicitly computed obtaining
\[
\frac{d}{dt} \int_{T_L} W(\rho^N_L(t, x)) \, dx = \frac{d}{dt} \sum_{k=0}^{N-1} (x_{k+1} - x_k) W(\rho_k)
\]
\[
= -\frac{N}{c_L} \sum_{k=0}^{N-1} (F_k(t))^2 - \sum_{k=0}^{N-1} F_k(t) K^\text{lin'}(\rho^N_L(t, x_k))
\]
\[
= -\frac{N^2}{c_L} \sum_{k=0}^{N-1} \int_{k\ell_L/N}^{(k+1)\ell_L/N} (F_k(t))^2 \, dz - \frac{N}{c_L} \sum_{k=0}^{N-1} \int_{k\ell_L/N}^{(k+1)\ell_L/N} F_k(t) K' \rho^N_L(t, X(t, z)) \, dz
\]
\[
- \frac{N}{c_L} \sum_{k=0}^{N-1} \int_{k\ell_L/N}^{(k+1)\ell_L/N} F_k(t) [K' \rho^N_L(t, X(t, z)) - K^\text{lin'}(\rho^N_L(t, x_k))] \, dz.
\]

Once here, we observe that the periodicity of the torus ensures that \( \sum_k F_k^2 = \sum_k F_{k+1}^2 \) and as a consequence by standard computations
\[
\sum_{k=0}^{N-1} \int_{k\ell_L/N}^{(k+1)\ell_L/N} (F_k(t))^2 \, dz \geq \sum_{k=0}^{N-1} \int_{k\ell_L/N}^{(k+1)\ell_L/N} (F_k(t) + \left(\frac{N}{c_L} z - k\right)(F_{k+1}(t) - F_k(t)))^2 \, dz.
\]

Then,
\[
\frac{d}{dt} F_L(\rho^N_L(t)) \leq -\frac{1}{2} \sum_{k=0}^{N-1} \int_{k\ell_L/N}^{(k+1)\ell_L/N} \left[ \frac{N}{c_L} F_k(t) + K' \rho^N_L(t, X(t, z)) \right]^2 \, dz
\]
\[
- \frac{1}{2} \sum_{k=0}^{N-1} \int_{k\ell_L/N}^{(k+1)\ell_L/N} \left[ \frac{N}{c_L} (F_k(t) + \left(\frac{N}{c_L} z - k\right)(F_{k+1}(t) - F_k(t))) + K' \rho^N_L(t, X(t, z)) \right]^2 \, dz
\]
\[
- \sum_{k=0}^{N-1} \int_{k\ell_L/N}^{(k+1)\ell_L/N} \frac{N}{c_L} F_k(t) [K' \rho^N_L(t, X(t, z)) - K^\text{lin'}(\rho^N_L(t, x_k))] \, dz
\]
\[
+ \sum_{k=0}^{N-1} \int_{k\ell_L/N}^{(k+1)\ell_L/N} K' \rho^N_L(t, X(t, z)) [K' \rho^N_L(t, X(t, z)) - K^\text{lin'}(\rho^N_L(t, x_k))] \, dz.
\]

From now on, our aim is to show that the r.h.s. of (3.5) is negative, up to a term which tends to zero as the number of particles goes to infinity (see (3.2)). Notice that the first two terms of the r.h.s. of (3.5) are negative.

Let us now deal with the third term of the r.h.s. of (3.5).
From the Cauchy-Schwarz inequality and (2.5) it is easy to see that
\[
\sum_{k=0}^{N-1} \int_{k c_L/N}^{(k+1)c_L/N} N c_L |F_k(t)||K^* \rho_L^N(t, X(t, z)) - K^{lin'}(\rho_L^N) \rho_L^N(t, x_k)| \, dz \\
\leq \|K''\|_{L^\infty} \left( \sum_{k=0}^{N-1} \frac{(x_{k+1} - x_k) \sqrt{c_L}}{\sqrt{N}} \right) \left( \sum_{k=0}^{N-1} \frac{N c_L |F_k(t)|^2}{c_L} \right)^{1/2} \\
+ \frac{L \sqrt{c_L} C(\|K''\|_{L^\infty}, \|K'\|_{L^\infty})}{\sqrt{N}} \left( \sum_{k=0}^{N-1} \frac{N c_L |F_k(t)|^2}{c_L} \right)^{1/2} \\
\leq \frac{L \sqrt{c_L} C(\|K''\|_{L^\infty}, \|K'\|_{L^\infty})}{\sqrt{N}} \left( \sum_{k=0}^{N-1} \frac{N c_L |F_k(t)|^2}{c_L} \right)^{1/2} \\
\leq  L(c_L)^2 C(\|K''\|_{L^\infty}, \|K'\|_{L^\infty}) \left( \sum_{|a_k| < 2|b_k|} \left| \int_{k c_L/N}^{(k+1)c_L/N} |F_k(t)||K^* \rho_L^N(t, X(t, z)) - K^{lin'}(\rho_L^N) \rho_L^N(t, x_k)| \, dz \right|^2 \right)^{1/2} \\
\leq L(c_L)^2 C(\|K''\|_{L^\infty}, \|K'\|_{L^\infty}) \left( \sum_{|a_k| < 2|b_k|} \left| \int_{k c_L/N}^{(k+1)c_L/N} |F_k(t)||K^* \rho_L^N(t, X(t, z)) - K^{lin'}(\rho_L^N) \rho_L^N(t, x_k)| \, dz \right|^2 \right)^{1/2}.
\]  

Denoting for simplicity
\[
a_k = \frac{N}{c_L} F_k(t), \quad b_k = K^* \rho_L^N(t, X(t, z)) \chi_{[k c_L/N, (k+1)c_L/N]}(z),
\]
we can distinguish two different cases: either
\[
|a_k| < 2|b_k| \quad (3.7)
\]
or
\[
|a_k| \geq 2|b_k| \quad (3.8)
\]

Let us now estimate the terms of the sum in (3.6) where (3.7) holds. From (3.6), (3.7) and (2.4) we deduce that
\[
\sum_{|a_k| < 2|b_k|} \int_{k c_L/N}^{(k+1)c_L/N} N c_L |F_k(t)||K^* \rho_L^N(t, X(t, z)) - K^{lin'}(\rho_L^N) \rho_L^N(t, x_k)| \, dz \\
\leq L(c_L)^2 C(\|K''\|_{L^\infty}, \|K'\|_{L^\infty}) \left( \sum_{|a_k| < 2|b_k|} \left| \int_{k c_L/N}^{(k+1)c_L/N} |F_k(t)||K^* \rho_L^N(t, X(t, z)) - K^{lin'}(\rho_L^N) \rho_L^N(t, x_k)| \, dz \right|^2 \right)^{1/2}.
\]
To estimate the above there are two cases. Either

\[
\left( \sum_{|a_k| \geq |b_k|} \int_{k_{cl}/N}^{(k+1)cl/N} |a_k|^2 \, dz \right)^{1/2} \leq 1
\]

and then

\[
\sum_{|a_k| \geq |b_k|} \int_{k_{cl}/N}^{(k+1)cl/N} N |c_{cl}| F_k(t) |K' * \rho_L^N(t, X(t, z)) - K^{\text{lin}}(\rho_L^N) * \rho_L^N(t, x_k)| \, dz \leq \frac{L \sqrt{c_{cl}} C(||K''||_{L^\infty}, ||K'||_{L^\infty})}{\sqrt{N}}
\]

or

\[
\left( \sum_{|a_k| \geq |b_k|} \int_{k_{cl}/N}^{(k+1)cl/N} |a_k|^2 \, dz \right)^{1/2} > 1
\]

and then using (3.8)

\[
\sum_{|a_k| \geq |b_k|} \int_{k_{cl}/N}^{(k+1)cl/N} N |c_{cl}| F_k(t) |K' * \rho_L^N(t, X(t, z)) - K^{\text{lin}}(\rho_L^N) * \rho_L^N(t, x_k)| \, dz \leq \frac{4L \sqrt{c_{cl}} C(||K''||_{L^\infty}, ||K'||_{L^\infty})}{\sqrt{N}} \sum_{|a_k| \geq |b_k|} \int_{k_{cl}/N}^{(k+1)cl/N} |a_k|^2 \, dz
\]

Hence, in this case, if \( N \) is large enough

\[
\begin{align*}
- \sum_{|a_k| \geq |b_k|} \int_{k_{cl}/N}^{(k+1)cl/N} & \left\{ \frac{1}{2} \left[ N \frac{c_{cl}}{N} F_k(t) + K' * \rho_L^N(t, X(z)) \right]^2 \right. \\
& - N c_{cl} F_k(t) \left[ K' * \rho_L^N(t, X(z)) - K^{\text{lin}}(\rho_L^N) * \rho_L^N(t, x_k) \right] \, dz \leq \\
& \leq \sum_{|a_k| \geq |b_k|} \int_{k_{cl}/N}^{(k+1)cl/N} \left| a_k + b_k \right|^2 \left[ - \frac{1}{2} + \frac{4L \sqrt{c_{cl}} C(||K''||_{L^\infty}, ||K'||_{L^\infty})}{\sqrt{N}} \right] < 0.
\end{align*}
\]

Finally, by estimates (2.4) and (2.5), and by the fact that

\[
\sum_{k=0}^{N-1} (x_{k+1} - x_k) = L,
\]

one has that

\[
\begin{align*}
\sum_{k=0}^{N-1} & \int_{k_{cl}/N}^{(k+1)cl/N} |K' * \rho_L^N(t, X(t, z))| \left| K' * \rho_L^N(t, X(t, z)) - K^{\text{lin}}(\rho_L^N) * \rho_L^N(t, X(t, z)) \right| \, dz \\
& \leq ||K'||_{L^\infty} \left[ \frac{||K''||_{L^\infty} L}{N} + \frac{L ||K'||_{L^\infty} + 3 ||K'||_{L^\infty}}{N} \right] \\
& \leq \bar{C}(||K'||_{L^\infty}, ||K''||_{L^\infty}) \frac{L}{N},
\end{align*}
\]

(3.12)
We conclude the proof starting from (3.5) and gathering together (3.9), (3.10), (3.11) and (3.12). □

4  $L^\infty$ bound

The aim of this section is to prove Theorem 1.1. We will need a series of preliminary lemmas. The main idea is to estimate the $L^\infty$ norm of the discrete particle approximations via an estimate on their discrete $W^{1,2}$ norm in the pseudo-inverse variables. In turn, estimates on such $W^{1,2}$ norm will be provided by the explicit formula for the derivative of the functional $F_L$ along the deterministic particle approximations computed in the previous section, together with the fact that the energy is essentially decreasing along the flow (see Corollary 3.2). By discrete $W^{1,2}$ norm of $\phi(\rho^N_L)$ in the pseudo-inverse variables we mean the quantity

$$\frac{N^2}{c_L^2} \sum_{k=0}^{N-1} |\phi(\rho_{k+1}) - \phi(\rho_k)|^2 \leq \frac{N^2}{c_L^2} \sum_{k=1}^{N-1} \int_{k c_L / N}^{(k+1) c_L / N} |\phi(\rho_{k+1}(t)) - \phi(\rho_k(t))|^2 \, dz.$$  (4.1)

One has the following Gronwall-type estimate on the time derivative of the quantity (4.1).

**Lemma 4.1.** Let $\rho_{0,L} \in L^1(\Omega_L)$ such that $F_L(\rho_{0,L}) \leq C_0$. Let $T > 0$ be such that $\{\rho^N_L\}_N$, i.e. the discrete particle approximation starting from $\rho_{0,L}$, is well defined on $[0, T]$ and let $c_0$ the constant appearing in (1.9) and (1.10). Then, there exists $C = C(c_0, C_0, c_2, \bar{\rho}, K)$ and $\bar{N} = \bar{N}(L, T, C_0)$ such that for all $N \geq \bar{N}$ and for all $t \in [0, T]$ one has that

$$\frac{d}{dt} \sum_{k=0}^{N-1} \int_{k c_L / N}^{(k+1) c_L / N} \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) - \phi(\rho_k(t))|^2 \, dz \leq C(c_0, C_0, c_2, \bar{\rho}, K) + \frac{(2c_L \|K'\|_{L^\infty})}{c_2} \sum_{k=1}^{N-1} \int_{k c_L / N}^{(k+1) c_L / N} \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) - \phi(\rho_k(t))|^2 \, dz.$$  (4.2)

**Proof.** One has that, using discrete integration by parts,

$$\frac{d}{dt} \sum_{k=0}^{N-1} \int_{k c_L / N}^{(k+1) c_L / N} \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) - \phi(\rho_k(t))|^2 \, dz =$$

$$= 2 \sum_{k=1}^{N-1} \int_{k c_L / N}^{(k+1) c_L / N} \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) - \phi(\rho_k(t))| \omega'(\rho_{k+1}(t)) \partial_t \rho_{k+1}(t) - \omega'(\rho_k(t)) \partial_t \rho_k(t) | \, dz$$

$$= -2 \sum_{k=1}^{N-1} \int_{k c_L / N}^{(k+1) c_L / N} \frac{N^2}{c_L^2} \left( \phi(\rho_{k+1}(t)) + \phi(\rho_{k-1}(t)) - 2 \phi(\rho_k(t)) \right) \partial_t \rho_k(t) | \, dz.$$  (4.3)

By definition of $\rho_k$ one sees immediately that

$$\partial_t \rho_k = -\frac{\rho_k N}{c_L} (x_{k+1} - \dot{x}_k)$$  (4.4)

Insert the above expression in (4.3) and use the estimate

$$\left| \dot{x}_{k+1} - \dot{x}_k + \frac{N}{c_L} (\phi(\rho_{k+1}) + \phi(\rho_{k-1}) - 2 \phi(\rho_k)) \right| \leq \frac{c_L \|K'\|_{L^\infty}}{N} + \|K''\|_{L^\infty} (x_{k+1} - x_k),$$
which follows easily from the ODE (2.2). Then recalling that $\rho_k = \frac{c_L}{N^{x_{k+1}-x_k}}$, one obtains that

$$\frac{d}{dt} \sum_{k=1}^{N-1} \int_{k\phi_{cL}/N}^{(k+1)c\phi_{cL}/N} \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) - \phi(\rho_k(t))|^2 \, dz \leq$$

$$\leq -2 \sum_{k=1}^{N-1} \int_{k\phi_{cL}/N}^{(k+1)c\phi_{cL}/N} \left( \frac{N^2}{c_L^2} (\phi(\rho_{k+1}(t)) + \phi(\rho_{k-1}(t)) - 2\phi(\rho_k(t))) \right)^2 \phi'(\rho_k(t)) \rho_k^2(t) \, dz$$

(4.5)

$$+ 2c_L \|K'\|_{L^\infty} \sum_{k=1}^{N-1} \int_{k\phi_{cL}/N}^{(k+1)c\phi_{cL}/N} \left( \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) + \phi(\rho_{k-1}(t)) - 2\phi(\rho_k(t))| \right) \phi'(\rho_k(t)) \rho_k(t) \, dz$$

(4.6)

$$+ 2\|K''\|_{L^\infty} \sum_{k=1}^{N-1} \int_{k\phi_{cL}/N}^{(k+1)c\phi_{cL}/N} \left( \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) + \phi(\rho_{k-1}(t)) - 2\phi(\rho_k(t))| \right) \phi'(\rho_k(t)) \rho_k(t) \, dz.$$  

(4.7)

Notice that by monotonicity of $\phi$ the terms in (4.5) are negative. These will be used to bound the terms in (4.6) and (4.7) up to a Gronwall-type inequality.

Let us consider the term in (4.7). Define

$$A := \left\{ z : \frac{N^2}{c_L} |\phi(\rho_{k+1}(t)) + \phi(\rho_{k-1}(t)) - 2\phi(\rho_k(t))| \rho_k(t) \leq 2\|K''\|_{L^\infty} \right\}.$$  

One has that

$$- \sum_{k=1}^{N-1} \int_{k\phi_{cL}/N}^{(k+1)c\phi_{cL}/N} \left( \frac{N^2}{c_L^2} (\phi(\rho_{k+1}(t)) + \phi(\rho_{k-1}(t)) - 2\phi(\rho_k(t))) \right)^2 \phi'(\rho_k(t)) \rho_k^2(t) \, dz +$$

$$+ 2\|K''\|_{L^\infty} \sum_{k=1}^{N-1} \int_{k\phi_{cL}/N}^{(k+1)c\phi_{cL}/N} \left( \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) + \phi(\rho_{k-1}(t)) - 2\phi(\rho_k(t))| \right) \phi'(\rho_k(t)) \rho_k(t) \, dz \leq$$

$$\leq \sum_{k=1}^{N-1} \int_{k\phi_{cL}/N,(k+1)c\phi_{cL}/N] \left( 2\|K''\|_{L^\infty} \right)^2 \phi'(\rho_k(t)) \, dz$$

(4.8)

$$\leq (2\|K''\|_{L^\infty})^2 \int_{\Omega} \phi'(\rho_{L}^N(t,x)) \rho_{L}^N(t,x) \, dx$$

(4.9)

$$\leq c_0 (2\|K''\|_{L^\infty})^2 \int_{\Omega} \phi(\rho_{L}^N(t,x)) \, dx$$

(4.10)

$$\leq (2\|K''\|_{L^\infty})^2 \max \left\{ c_0, c_0^2 \int_{\Omega} W(\rho_{L}^N(t,x)) \, dx \right\}$$

(4.11)

$$\leq c_0 (2\|K''\|_{L^\infty})^2 + c_0^2 (2\|K''\|_{L^\infty})^2 \left( F_L(\rho_{L}^N(0)) + \frac{C(\|K'\|_{L^\infty}, \|K''\|_{L^\infty}) L}{\sqrt{N}} T + \|K\|_{L^\infty} \right)$$

(4.12)

$$\leq C(c_0, C_0, K)$$

(4.13)

as soon as $N \geq \tilde{N}(L, T, C_0)$. In the above inequalities we used the following: the monotonicity of $\phi$ from (1.8) to (1.9); inequality (1.9) from (4.9) to (4.10); inequality (1.10) from (4.10) to (4.11); the estimate (5.2) from (4.11) to (4.12); in the last estimate we used the bound on $F_L(\rho_{L}^N(0))$ by the constant $C_0$. 
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Let us now consider the term (4.6). Define
\[
B := \left\{ z : \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) + \phi(\rho_{k-1}(t)) - 2\phi(\rho_k(t))| \leq 2c_L \|K'\|_{L^\infty} \right\}.
\]

One has that
\[
- \sum_{k=1}^{N-1} \int_{k+1}^{(k+1)c_L/N} \left( \frac{N^2}{c_L} (\phi(\rho_{k+1}(t)) + \phi(\rho_{k-1}(t)) - 2\phi(\rho_k(t))) \right)^2 \phi'(\rho_k(t))\rho_k^2(t) \, dz +
+ 2c_L \|K'\|_{L^\infty} \sum_{k=1}^{N-1} \int_{k+1}^{(k+1)c_L/N} \left( \frac{N^2}{c_L} (\phi(\rho_{k+1}(t)) + \phi(\rho_{k-1}(t)) - 2\phi(\rho_k(t))) \right) \phi'(\rho_k(t))\rho_k^2(t) \, dz
\leq \sum_{k=1}^{N-1} \int_{[k+1]c_L/N}^{(k+1)c_L/N} (2c_L \|K'\|_{L^\infty})^2 \phi'(\rho_k(t))\rho_k^2(t) \, dz.
\]

By positivity of \(\phi'\), (1.9) and (1.11) we get
\[
\sum_{k=1}^{N-1} \int_{[k+1]c_L/N}^{(k+1)c_L/N} (2c_L \|K'\|_{L^\infty})^2 \phi'(\rho_k(t))\rho_k^2(t) \, dz \leq \sum_{k=1}^{N-1} \int_{[k+1]c_L/N}^{(k+1)c_L/N} (2c_L \|K'\|_{L^\infty})^2 \phi'(\rho_k(t))\rho_k^2(t) \, dz \leq c_0 \int_0^{c_L} (2c_L \|K'\|_{L^\infty})^2 \phi(\rho^N_L(t, X(t, z))) \max \left\{ \bar{\rho}, \frac{\phi(\rho^N_L(t, X(t, z)))}{c_2} \right\} \, dz.
\]

Now we use the fact that due to the relation
\[
\sum_{k=0}^{N-1} (x_{k+1} - x_k) = L
\]
there exists always a \(k = k(N, t)\) such that \(\rho_k < \frac{c_L}{T}\) and we apply the following discrete Poincaré inequality
\[
\int_0^{c_L} \phi(\rho^N_L(t, X(t, z))) \max \left\{ \bar{\rho}, \frac{\phi(\rho^N_L(t, X(t, z)))}{c_2} \right\} \, dz \leq c_2 \bar{\rho}^2 + \frac{1}{c_2} \phi^2 \left( \frac{c_L}{L} \right)
+ \frac{1}{c_2} \sum_{k=1}^{N-1} \int_{k+1}^{(k+1)c_L/N} \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) - \phi(\rho_k(t))|^2 \, dz.
\]

The following lemma relates the discrete \(W^{1,2}\) norm of \(\phi(\rho^N_L)\) in the pseudo-inverse variables with the values of the energy along the flow.

**Lemma 4.2.** For any \(C_0 > 0, T > 0\) there exist a constant \(C(K, C_0)\) and \(\tilde{N} = \tilde{N}(T, C_0, L)\) such that the following holds. Let \(\rho_{0,L} \in L^1(\mathbb{T}_L)\) with \(\mathcal{F}_L(\rho_{0,L}) \leq C_0\) and assume that \(\{\rho^N_L\}_{N \geq \tilde{N}}\), i.e.
the deterministic particle approximation starting from \(\rho_{0,L}\), is well defined on \([0,T]\). Then, the following holds

\[
\sup_{N \geq \tilde{N}} \int_{0}^{T} \sum_{k=0}^{N-1} N|\phi(\rho_k(t)) - \phi(\rho_{k-1}(t))|^2 \, dt \leq C(K,C_0)(1 + T).
\]

**Proof.** Denoting for simplicity

\[ a_k(t) = -\frac{N}{c_L} (\phi(\rho_k) - \phi(\rho_{k-1})) \quad \text{and} \quad b_k(t) = -\frac{c_L}{N} \sum_{i \neq k} K'(x_k - x_i), \]

we observe that

\[
\frac{c_L}{N} \sum_{k=0}^{N-1} \int_{0}^{T} |\dot{x}_k(t)|^2 \, dt = \int_{0}^{T} \frac{c_L}{N} \left[ \sum_{k:|a_k(t)| > 2|b_k(t)|} (a_k(t) + b_k(t))^2 + \sum_{k:|a_k(t)| \leq 2|b_k(t)|} (a_k(t) + b_k(t))^2 \right] \, dt \\
\geq \int_{0}^{T} \frac{N}{4c_L} \sum_{k:|a_k(t)| > 2|b_k(t)|} |\phi(\rho_{k-1}) - \phi(\rho_k)|^2 \, dt.
\]

From the calculation (3.5) in Lemma 3.1, the time derivative of the discrete energy \(F_L(\rho_L^N)(t)\) can be estimated from above by

\[
\frac{d}{dt} F_L(\rho_L^N)(t) \leq -\frac{c_L}{N} \sum_{k=0}^{N-1} |\dot{x}_k|^2 + \int_{0}^{c_L} g_{N,L}(t,X(t,z)) \, dz,
\]

where, thanks to the proof of Lemma 3.1 we have that

\[
\int_{0}^{c_L} |g_{N,L}(t,X(t,z))| \, dz \leq \bar{C}(\|K'\|_{L^\infty}, \|K''\|_{L^\infty}) \frac{L}{\sqrt{N}}. \tag{4.16}
\]

Thanks to Corollary 3.2 with \(\varepsilon = C_0\) and the above estimate, when \(N \geq \tilde{N}\) and \(\tilde{N}\) is large enough depending on \(L, T\) and \(C_0\) we deduce the following bound

\[
\frac{c_L}{N} \sum_{k=0}^{N-1} \int_{s}^{t} |\dot{x}_k|^2 \, dt \leq F_L(\rho_L^N(s)) - F_L(\rho_L^N(t)) + |s - t| \frac{C(\|K'\|_{L^\infty}, \|K''\|_{L^\infty}) L}{\sqrt{N}} \\
\leq F_L((\rho_0)_{L}) + 2C_0 - \min F_L + |s - t| \frac{C(\|K'\|_{L^\infty}, \|K''\|_{L^\infty}) L}{\sqrt{N}} \\
\leq C_0 + 2C_0 - \min F_L + |s - t| \frac{C(\|K'\|_{L^\infty}, \|K''\|_{L^\infty}) L}{\sqrt{N}}. \tag{4.17}
\]

Hence, by (4.16) and (4.17) we have that

\[
N \int_{0}^{T} \sum_{k:|a_k(t)| > 2|b_k(t)|} |\phi(\rho_k) - \phi(\rho_{k-1})|^2 \, dt \leq 4c_L \left(3C_0 - \min F_L + T \frac{C(\|K'\|_{L^\infty}, \|K''\|_{L^\infty}) L}{\sqrt{N}} \right) \tag{4.18}
\]

On the other hand, \(|a_k(t)| \leq 2|b_k(t)|\) implies

\[
N^2 |\phi(\rho_k) - \phi(\rho_{k-1})|^2 \leq c_L^4 \|K'\|_{L^\infty}^2
\]
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\[ N \int_0^T \sum_{k: |a_k(t)| \leq |b_k(t)|} |\phi(\rho_k) - \phi(\rho_{k-1})|^2 \, dt \leq Tc_L^4 \|K'\|^2_{L^\infty}. \quad (4.19) \]

Now observe that
\[ \inf_L \inf_{\|\rho\|_{L^1(\mathbb{R})} \leq c_L} \mathcal{F}_L(\rho) \geq -\|K\|_{L^\infty} > -\infty \quad (4.20) \]

where we used the fact that \( W \) is nonnegative and \( K \) is uniformly bounded. Gathering together (4.18), (4.19) and (4.20) one has that if \( N \geq \bar{N}(T, C_0, L) \) is sufficiently large
\[ \sup_N \int_0^T \sum_k N |\phi(\rho_k) - \phi(\rho_{k-1})|^2 \, dt \leq C(K, C_0)(1 + T). \]

As a corollary of Lemma 4.1 and Lemma 4.2 we have the following linear bound on the discrete \( W^{1,2} \) norm of \( \phi(\rho^N_L) \).

**Corollary 4.3.** Let \( C_0 > 0, T > 0 \). Then, there exist constants \( C(K, C_0) \) and \( C(c_0, C_0, K) \) and there exists \( \bar{N} = \bar{N}(T, C_0, L) \) such that the following holds. Let \( \rho_{0,L} \in L^1(\mathbb{R}) \) with \( \mathcal{F}_L(\rho_{0,L}) \leq C_0 \) and assume that \( \{\rho^N_L\}_{N \geq N}, \) i.e. the deterministic particle approximation starting from \( \rho_{0,L} \), is well defined on \([0, T]\). Then, for all \( 0 \leq t_0 < t < T \)
\[ N \sum_{k=0}^{N-1} |\phi(\rho_k(t)) - \phi(\rho_{k-1}(t))|^2 \leq N \sum_{k=0}^{N-1} |\phi(\rho_k(t_0)) - \phi(\rho_{k-1}(t_0))|^2 \]
\[ + C(c_0, C_0, c_2, K)(t - t_0) + C(K, C_0)\left(\frac{2c_L\|K'\|_{L^\infty}}{c_2}\right)^2(1 + (t - t_0)). \quad (4.21) \]

**Remark 4.4.** Notice that an exponential bound for the l.h.s. of (4.21) is given directly by Lemma 4.1. Indeed, the Gronwall-type inequality (4.2) implies the following: for all \( 0 \leq t_0 < t < T \) it holds
\[ \sum_{k=1}^{N-1} \int_{kL/N}^{(k+1)L/N} \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t)) - \phi(\rho_k(t))|^2 \, dz \leq \left( \sum_{k=1}^{N-1} \int_{kL/N}^{(k+1)L/N} \frac{N^2}{c_L^2} |\phi(\rho_{k+1}(t_0)) - \phi(\rho_k(t_0))|^2 \, dz + \frac{C(c_0, C_0, c_2, K)}{c(c_2, K)} e^{c(c_2, K)(t-t_0)} \right) e^{c(c_2, K)(t-t_0)}, \quad (4.22) \]

where we set \( c(c_2, K) = \left( 2\|K'\|_{L^\infty} \right)^2 / c_2 \).

In the following lemma we relate the \( L^\infty \) norm of \( \phi(\rho^N_L) \) to its discrete \( W^{1,2} \) norm.

**Lemma 4.5.** Let \( \rho^N_L(t) \) be the deterministic particle approximation at time \( t \) defined starting from \( \rho_{0,L} \) with \( \int_{\mathbb{T}_L} \rho_{0,L}(x) \, dx = c_L \). Then one has that
\[ \|\phi(\rho^N_L(t))\|_{L^\infty(\mathbb{T}_L)} \leq \left( \phi\left(\frac{c_L}{L}\right) + 1 \right) + N \sum_{k=0}^{N-1} |\phi(\rho_{k+1}(t)) - \phi(\rho_k(t))|^2. \]
Proof. The claim of the lemma follows immediately from the following facts:

1. \[ \| \phi(\rho_L^N(t)) \|_{L^\infty(T_L)} \leq |\phi(\rho_k)| + \sum_{j=0}^{N-1} |\phi(\rho_{k+j}) - \phi(\rho_{k+j})|, \quad \forall k \in \{0, \ldots, N-1\} \]

2. due to the relation \[ \sum_{k=0}^{N-1} (x_{k+1} - x_k) = L \]
there exists \( k = k(N,t) \) such that \( \rho_k(t) \leq \frac{c_L}{N} \)

3. it holds \[ \sum_{k=0}^{N-1} |a_{k+1} - a_k| \leq \max \left\{ 1, N \sum_{k=0}^{N-1} |a_{k+1} - a_k|^2 \right\}. \quad (4.23) \]

The following lemma guarantees the local existence of the discrete particle approximations on a time interval depending only on the \( L^\infty \) norm of the initial datum.

**Lemma 4.6.** Let \( \rho_{0,L} \in L^\infty(\mathbb{R}_L) \). Then there exists \( T_0 = T_0(\| \rho_{0,L} \|_{L^\infty}, \| K' \|_{L^\infty}) > 0 \) such that the deterministic particle approximation \( \{ \rho_L^N \}_{N \in \mathbb{N}} \) defined starting from \( \rho_{0,L} \) is well-defined on \( [0,T_0) \).

**Proof.** By definition of the deterministic particle approximations one has that \[ x_{k+1}(0) - x_k(0) \geq \frac{c_L}{N\| \rho_{0,L} \|_{L^\infty}}, \quad \forall k = 0, \ldots, N-1. \]

Now we want to estimate from below the minimum time \( T_0 \) which is necessary in order to have \( x_{k+1}(T_0) - x_k(T_0) = 0 \) for some \( k \in \{0, \ldots, N-1\} \). Observe that whenever \( \rho_k(t) \) is maximum among all \( \{ \rho_j(t) \}_{j=1}^{N} \), then \( \phi(\rho_{k+1}) + \phi(\rho_{k-1}) - 2\phi(\rho_k) \leq 0 \) and therefore, assuming w.l.o.g. \( \rho_k(t) > \| K' \|_{L^\infty}/(c_L \| K' \|_{L^\infty}) \) one has that

\[ \dot{x}_{k+1}(t) - \dot{x}_k(t) \geq -c_L \frac{\| K' \|_{L^\infty}}{N} - \| K'' \|_{L^\infty} \frac{c_L}{N\rho_k} \geq - \frac{2c_L \| K' \|_{L^\infty}}{N}. \]

From this estimate, one has that \( T_0 \geq \frac{1}{2\| K' \|_{L^\infty}/\| \rho_{0,L} \|_{L^\infty}}. \)

We conclude this section with the proof of Theorem 1.1

**Proof of Theorem 1.1.** By Lemma 4.6 there exists \( T_0 = T_0(\| \rho_{0,L} \|_{L^\infty}, \| K' \|_{L^\infty}) \) such that the discrete particle approximations \( \{ \rho_L^N \}_{N \in \mathbb{N}} \) are well defined on \( [0,T_0) \). Without loss of generality we can then assume that \( T \geq T_0 \). By Lemma 4.2 applied to the interval \( [0,T_0) \) one has that there exists a constant \( C(K,\mathcal{F}_L(\rho_{0,L})) \) and \( \bar{N} = \bar{N}(T_0,\mathcal{F}_L(\rho_{0,L}),L) \) such that for all \( N \geq \bar{N} \)

\[ \sup_{N \geq \bar{N}} \int_0^{T_0} \sum_{k=0}^{N-1} N|\phi(\rho_k(t)) - \phi(\rho_{k-1}(t))|^2 \, dt \leq C(K,\mathcal{F}_L(\rho_{0,L}))(1 + T_0). \]
In particular, for all $N \geq \bar{N}$ there exists $t_0^N \in [0, T_0)$ such that

$$\sum_{k=0}^{N-1} N|\phi(\rho_k(t_0^N)) - \phi(\rho_{k-1}(t_0^N))|^2 \leq \frac{C(K, F_L(\rho_{0,L}))(1 + T_0)}{T_0}.$$

Assume now by contradiction that there exists $\bar{T} \in [T_0, T]$ such that the discrete particle approximations are well defined on $[0, \bar{T})$ for sufficiently large $N$ but blow up at $\bar{T}$ for a sequence of arbitrarily large $N$.

By Corollary 4.3, one has that for all $t \in [t_0^N, \bar{T})$ and for all $N \geq \bar{N}$ with $\bar{N}$ eventually larger depending on $T$ it holds

$$\sum_{k=0}^{N-1} |\phi(\rho_k(t)) - \phi(\rho_{k-1}(t))|^2 \leq \frac{C(K, F_L(\rho_{0,L}))(1 + T_0)}{T_0} + C(c_0, C_0, c_2, \bar{\rho}, K)T + C(K, C_0) \frac{(2c_L \|K'\|_{L^\infty})^2}{c_2}(1 + T).$$

By Lemma 4.5, for all $t \in [t_0^N, \bar{T})$ one gets the $L^\infty$ bound

$$\|\phi(\rho_L^N(t))\|_{L^\infty(\mathbb{T}_L)} \leq \left(\phi\left(\frac{c_L}{L}\right) + 1\right) + \frac{C(K, F_L(\rho_{0,L}))(1 + T_0)}{T_0} + C(c_0, C_0, c_2, \bar{\rho}, K)T + C(K, C_0) \frac{(2c_L \|K'\|_{L^\infty})^2}{c_2}(1 + T).$$

Thanks to the assumption (1.11) the bound (4.24) extends (up to a constant) to a similar bound for $\|\rho_L^N\|_{L^\infty(\mathbb{T}_L)}$ on $[0, \bar{T})$. In particular, applying again Lemma 4.6 to $\rho_L^N(\bar{T} - \varepsilon)$ for some $\varepsilon = \varepsilon(\sup_{t < \bar{T}} \|\rho_L^N(t)\|_{L^\infty})$ sufficiently small, the discrete particle approximations can be extended for any $N \geq \bar{N}$ up to the time $\bar{T}$ and even further, with the same bound. Thus a contradiction is reached and the statement of the theorem is proved.

5 Convergence of the deterministic particle scheme

The main goal of this section is to prove Theorem 1.2, Theorem 1.3 and Theorem 1.4.

5.1 $L^1$-Compactness

In this paragraph we discuss the strong $L^1$-compactness in space and time of the following functions:

- $\{\rho_L^N\}_{N \geq \bar{N}}$ (in order to prove Theorem 1.2);
- $\{\rho_L\}_{L > 0}$ (in order to prove Theorem 1.3);
- $\{\rho^\lambda\}_{\lambda \in \mathbb{N}}$ (in order to prove Theorem 1.4).

The proof of the various compactness results will not depend on the strict positivity of the initial densities, which will be instead necessary to prove that the limit densities of the deterministic particle approximations $\rho_L^N$ on $N \to \infty$ are solutions of the PDE.
In order to show compactness of the approximate solutions we will use the following generalized Aubin-Lions Lemma given in Theorem 2 of [34]. Before recalling it, we need to introduce the following definitions.

Let $X$ be a separable Banach space. We recall that a functional $\mathcal{G} : X \to [0, +\infty]$ is a normal integrand if it is l.s.c. with respect to the Borel $\sigma$-algebra $\mathcal{B}(X)$. $\mathcal{G}$ is also coercive if the sublevels $\{v \in X : \mathcal{G}(v) \leq c\}$ are compact for any $c \geq 0$.

A pseudo-distance $g : X \times X \to [0, +\infty]$ is compatible with $\mathcal{G}$ if for every $v, w$ such that $g(v, w) = 0$ and $\mathcal{G}(v) < +\infty$, $\mathcal{G}(w) < +\infty$ then $v = w$.

We are ready to recall Theorem 2 of [34] in a simplified form which is sufficient for our purposes.

**Theorem 5.1.** [34] Let $X$ be a separable Banach space. Let $\mathcal{U}$ be a set of measurable functions $v : (0, T) \to X$, let $\mathcal{G} : X \to [0, +\infty]$ be a normal coercive integrand and $g : X \times X \to [0, +\infty]$ be a l.s.c. pseudo-distance compatible with $\mathcal{G}$. Assume moreover that

$$\sup_{v \in \mathcal{U}} \int_0^T \mathcal{G}(v(t)) \, dt < +\infty \quad (5.1)$$

and

$$\limsup_{h \to 0} \sup_{v \in \mathcal{U}} \int_0^{T-h} g(v(t+h), v(t)) \, dt = 0. \quad (5.2)$$

Then $\mathcal{U}$ contains a sequence $v_n$ which converges in measure (w.r.t. $t \in (0, T)$ and with values in $X$) to a limit $v : (0, T) \to X$.

In order to state the various compactness results of this section, let us then fix $C_0, C_1 > 0$ and let us consider any $\rho_0 : \mathbb{R} \to [0, +\infty)$ such that $\|\rho_0\|_{L^\infty} \leq C_1/4$, $\mathcal{F}(\rho_0) \leq C_0/4$ and $\int_{\mathbb{R}} \rho_0 = 1$.

For any measurable function $g : \mathbb{R} \to [0, +\infty)$ we define

$$g_L : [-L/2, L/2] \to [0, +\infty), \quad g_L(x) = g(x)\chi_{[-L/2,L/2]}(x). \quad (5.3)$$

With a slight abuse of notation in this subsection we will still denote with $g_L$ the corresponding periodic extension function on $\mathbb{T}_L$.

Let $\rho_L^N$ be the deterministic particle approximation on $\mathbb{T}_L$ starting from the density $(\rho_0)_L$, with $(\rho_0)_L$ defined as [5,3] from $\rho_0$. W.l.o.g., we can assume that $N$ and $L$ are sufficiently large so that

$$\sup_{N,L} \|\rho_L^N(0)\|_{L^\infty} \leq C_1, \quad \sup_{N,L} \mathcal{F}_L(\rho_L^N(0)) \leq C_0. \quad (5.4)$$

Theorem [1,1] guarantees that for every $T > 0$ the functions $\rho_L^N$ are well defined on $[0, T]$ as soon as $N \geq \bar{N}$ with $\bar{N} = \bar{N}(T, C_0, L)$ and that they enjoy the following bound

$$\sup_{N \geq \bar{N}} \sup_{t \in [0, T]} \|\rho_L^N(t)\|_{L^\infty(\mathbb{T}_L)} \leq \gamma_1 + \gamma_2 T, \quad (5.5)$$

where $\gamma_1 = \gamma_1(K, C_0, C_1, c_0, c_2)$ and $\gamma_2 = \gamma_2(K, C_0, c_2)$.

Our first aim is to show the following

**Theorem 5.2.** Let $\rho_0 \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$. Then, for all $T > 0$ the deterministic particle approximation $\{\rho_L^N\}_{N \in \mathbb{N}}$ defined on $[0, T] \times \mathbb{T}_L$ starting from $(\rho_0)_L$ converges up to subsequences as $N \to +\infty$ to a function $\rho_L$ in $L^1([0, T] \times \mathbb{T}_L)$. 
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In order to do so, let us define, for a function \( v \chi_{[-L/2,L/2]} \in L^1(\mathbb{R}) \), the quantity
\[
TV(v) := \sup_{I \in \mathbb{N}} \sup_{-L/2=x_0<x_1<\cdots<x_i=L/2} \sum_{i=0}^{I-1} |v(x_{i+1}) - v(x_i)|.
\]

Let us observe, that \( TV(v) \) corresponds to the standard total variation of the function \( v \).

Let us then define \( G \) as follows
\[
G(v) = TV(v) + \|v\|_{L^1(\mathbb{R})} + \mathbbm{1}_{\{\|v\|_{L^\infty} \leq \phi(\gamma_1+\gamma_2 T)\}} + \mathbbm{1}_{\{d_{W_1}(\phi^{-1}(v),\rho_0) \leq \Lambda\}},
\]
where
\[
\mathbbm{1}_A(x) = \begin{cases} 0 & \text{if } x \in A \\ +\infty & \text{if } x \in A^c, \end{cases}
\]

\( d_{W_1} \) is the standard 1-Wasserstein distance between probability measures and \( \Lambda \) is a suitable positive constant to be defined later (see Remark 5.4).

Moreover, define
\[
g(v,w) = d_{W_1}(\phi^{-1}(v),\rho_0) - d_{W_1}(\phi^{-1}(w),\rho_0).
\]

It is fairly easy to see that \( G \) is a normal coercive integrand. Indeed, the compactness of the sublevels in \( L_{\text{loc}}^1 \) comes from the first three terms of \( G \) and gets upgraded to compactness in \( L^1 \) due the tightness given by the last term in the definition of \( G \) and to the condition \( \|v\|_{L^\infty} \leq \phi(\gamma_1+\gamma_2 T) \). Moreover, \( g \) is a l.s.c. pseudo-distance compatible with \( G \).

Let us now show that Theorem 5.1 can be applied to the set of functions \( \mathcal{U} = \{\phi(\rho^N_L)\}_{N \in \mathbb{N}} \) and the functionals \( G \) and \( g \) defined above.

Concerning property \( 5.2 \), we have the following

**Lemma 5.3.** Let \( \rho^N_L : [0,T] \times \mathbb{I}_L \to (0,\infty) \), \( N \geq \tilde{N}(T,L,C_0) \) be the deterministic particle approximations starting from \( \rho_0_L \) and \( t,s \in [0,T] \). Then there exists a constant \( C(C_0,K) \) independent of \( N,L \) such that
\[
d_{W_1}(\rho^N_L(t),\rho^N_L(s)) \leq C(C_0,K) |t-s|^{1/2}.
\]

**Proof.** Denote by \( X(\tau) = X(\tau, \cdot) \) the pseudo-inverse of \( \rho^N_L(\tau) \) and let \( s < t \). Let \( c_L = \int_{\mathbb{I}_L} (\rho_0)_L = \int_{\mathbb{I}_L} \rho^N_L(\tau) \). In order to estimate the 1-Wasserstein distance of the deterministic particle approximations at different times we use the well-known identity
\[
d_{W_1}(\rho^N_L(s),\rho^N_L(t)) = \|X(s) - X(t)\|_{L^1([0,c_L])}
\]
One has that
\[
\|X(s) - X(t)\|_{L^1([0,c_L])} \leq c_L \|X(s) - X(t)\|_{L^2([0,c_L])}
\]
\[
\leq c_L \sum_{k=0}^{N-1} \int_{k c_L/N}^{(k+1)c_L/N} \left| x_k(t) - x_k(s) + (2Nz-k)(x_{k+1}(t) - x_k(t) - x_{k+1}(s) + x_k(s)) \right|^2 dz
\]
\[
\leq \sum_{k=0}^{N-1} \frac{c_L}{N} |x_k(t) - x_k(s)|^2 + \frac{c_L^2}{N^2} \left| x_{k+1}(t) - x_k(t) \right|^2 + \left| x_{k+1}(s) - x_k(s) \right|^2.
\]
Moreover,

$$|x_k(t) - x_k(s)|^2 = \left| \int_s^t \dot{x}_k(\tau) \, d\tau \right|^2 \leq |t - s| \int_s^t |\dot{x}_k(\tau)|^2 \, d\tau,$$

hence

$$\|X(s) - X(t)\|_{L^1}^2 \leq 2|t - s| \int_s^t \frac{c_L}{N} \sum_{k=0}^{N-1} |\dot{x}_k(\tau)|^2 \, d\tau$$

(5.8)

provided \( N \gg L \).

From the calculation \( \|\| \) in Lemma 3.1, the time derivative of the discrete energy \( F_L(\rho_L^N)(t) \) can be estimated from above by

$$\frac{d}{dt} F_L(\rho_L^N)(t) \leq - \frac{c_L}{N} \sum_{k=0}^{N-1} |\dot{x}_k|^2 + \int_0^{c_L} g_{N,L}(t, X(t, z)) \, dz,$$

where, thanks to the proof of Lemma 3.1, we have that

$$\int_0^{c_L} |g_{N,L}(t, X(t, z))| \, dz \leq C(\|K'\|_{L^\infty}, \|K''\|_{L^\infty}) \frac{L}{\sqrt{N}}.$$

Thanks to Corollary 3.2 with \( \varepsilon = C_0 \) and the above estimate, when \( N \) is large enough depending on \( L \) we deduce the following bound

$$\frac{c_L}{N} \sum_{k=0}^{N-1} \int_s^t |\dot{x}_k|^2 \, dt \leq F_L(\rho_L^N(s)) - F_L(\rho_L^N(t)) + |s - t| \frac{C(\|K'\|_{L^\infty}, \|K''\|_{L^\infty})L}{\sqrt{N}}$$

$$\leq F_L((\rho_0)_L) + 2C_0 - \min F_L + |s - t| \frac{C(\|K'\|_{L^\infty}, \|K''\|_{L^\infty})L}{\sqrt{N}}$$

$$\leq C_0 + 2C_0 - \min F_L + |s - t| \frac{C(\|K'\|_{L^\infty}, \|K''\|_{L^\infty})L}{\sqrt{N}}$$

which, applied to (5.8), implies

$$\|X(s) - X(t)\|_{L^1}^2 \leq 2c_L|t - s| \left( 3C_0 - \min F_L + T \frac{C(\|K'\|_{L^\infty}, \|K''\|_{L^\infty})L}{\sqrt{N}} \right),$$

and (5.7) follows from the fact that

$$\inf_L \min \frac{\inf_{\|\rho\|_{L^1(\mathbb{R})} \leq c_L} F_L(\rho)}{L} \geq -\|K\|_{L^\infty} > -\infty$$

where the last lower bound holds true since \( W \) is non negative and \( K \) is uniformly bounded. \( \square \)

**Remark 5.4.** Let us assume that \( \rho_0 \) has finite first moments. Since the functions \( \rho_L^N(0) \) converge in \( L^1(\mathbb{T}_L) \) to \( (\rho_0)_L \), which in turn as \( L \to +\infty \) converge to \( \rho_0 \) in \( L^1(\mathbb{R}) \), by Lemma 5.3

$$d_{W_1} \left( \frac{\rho_L^N(t)}{\|\rho_L^N(t)\|_{L^1}}, \rho_0 \right) \leq C(\rho_0, K)T^{1/2} + \bar{C}, \quad \forall t \in [0, T]$$
with \( \bar{C} \) independent of \( N, L \) as soon as \( N \geq \bar{N}(L) \) is sufficiently large. Therefore the constant \( \Lambda \) in definition (5.6) of \( G \) can be chosen such that
\[
\Lambda \geq 2(C(C_0,K)T^{1/2} + \bar{C}),
\]
so that all the deterministic particle approximations (and their limits as \( N \to \infty \) on \([0,T] \), by lower semicontinuity of \( d_{W_1} \)) satisfy the condition
\[
d_{W_1}(\frac{\rho^N_L(t)}{\|\rho^N_L(t)\|_{L^1}},\rho_0) \leq \Lambda.
\]
The above condition is necessary for \( G \) to be finite along the deterministic particle evolution. Moreover, it gives tightness of the deterministic particle approximations and of their limits. Thanks to (1.11), this converts into tightness for the functions \( \phi(\rho^N_L) \) and their limits.

**Remark 5.5.** Observe that, by the assumptions (5.4) and (5.5) (see Theorem 1.1), the functions \( \phi(\rho^N_L) \) satisfy the upper bound
\[
\sup_{N \geq \bar{N}} \sup_{t \in [0,T]} \|\phi(\rho^N_L(t))\|_{L^\infty} \leq \phi(\gamma_1 + \gamma_2 T) (5.9)
\]
and therefore, also in view of Remark 5.4, they lie in the domain of the functional \( G \).

Let us now prove (5.1) for the functional \( G \) defined in (5.6) on the functions \( \phi(\rho^N_L) \). First of all, one has that by (1.10), the boundedness of \( K \) and Corollary 3.2
\[
\sup_{N \geq \bar{N}} \int_0^T \int_{\mathbb{T}_L} \phi(\rho^N_L(t,x)) \, dx \, dt \leq \sup_{N \geq \bar{N}} \int_0^T \int_{\mathbb{T}_L} c_0 W(\rho^N_L(t,x)) \, dx \, dt + c_L T
\]
\[
\leq c_0 C_0 T + c_0 \|K\|_{L^\infty} T + c_L T
\]
\[
\leq C(c_0, C_0, K) T < +\infty. \quad (5.10)
\]
Moreover, one has the following
\[
\sup_{N \geq \bar{N}} \int_0^T TV(\phi(\rho^N_L)(t)) \, dt \leq 2C(K, C_0)(1 + T). \quad (5.11)
\]
Indeed, by Lemma 4.2 one has that
\[
\sup_{N \geq \bar{N}} \int_0^T \sum_{k=0}^{N-1} N|\phi(\rho_{k+1}(t)) - \phi(\rho_k(t))|^2 \, dt \leq C(K, C_0)(1 + T).
\]
Thus, applying (4.23) we deduce (5.11).

From Lemma 5.3, Remarks 5.4 and 5.5 and the bounds (5.10) and (5.11) we deduce that for every \( L \) the set
\[
U = \{ \phi(\rho^N_L) \}_{N \geq \bar{N}(T, L, C_0)}
\]
satisfies the assumptions of Theorem (5.1) on \( X = L^1(\mathbb{T}_L) \). Hence Theorem 5.1 can be applied, implying the convergence in measure (w.r.t. \( t \) with values in \( L^1(\mathbb{T}_L) \) and up to subsequences) of the functions \( \phi(\rho^N_L) : (0,T) \times \mathbb{T}_L \to \mathbb{R} \) to a function \( \bar{\phi}_L \).
By the $L^\infty$ bound \([5.9]\), the above convergence can be upgraded to convergence in $L^1(\{0,T\} \times \mathbb{T}_L)$. By Theorem \([1.1]\) also the sequence $\{\rho^N_L\}_{N \geq \bar{N}}$ is uniformly bounded on $[0,T]$. In particular, the functions $\rho^N_L$ converge weakly* in $L^\infty(\{0,T\} \times \mathbb{T}_L)$ (up to subsequences) to some bounded function $\rho_L$.

By the strict monotonicity and continuity of $\phi$ and $\phi^{-1}$ it is not difficult to deduce (for example looking at the Young measures generated by subsequences of $\rho^N_L$ and $\phi(\rho^N_L)$) that $\bar{\phi}_L = \phi(\rho_L)$ and that $\rho^N_L$ converges strongly to $\rho_L$ in $L^1(\{0,T\} \times \mathbb{T}_L)$.

This concludes the proof of Theorem \(5.2\).

In order to conclude this section we show that also the following compactness result holds.

**Theorem 5.6.** Let $\rho_0 \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ with finite first moments and let $\rho_L : [0,T] \times [-L/2, L/2] \to [0, +\infty)$ be the functions obtained in Theorem \(5.2\). Then, as $L \to +\infty$, $\rho_L$ converge (up to subsequences) strongly in $L^1([0,T] \times \mathbb{R})$ to a bounded function $\rho : [0,T] \times \mathbb{R} \to [0, +\infty)$.

Moreover, let $\{\rho^\lambda_0\}_{\lambda \in \mathbb{N}}$ with $\rho^\lambda_0 : \mathbb{R} \to (0, +\infty)$ such that $\|\rho^\lambda_0\|_{L^\infty} \leq 2\|\rho_0\|_{L^\infty}$, $\mathcal{F}(\rho^\lambda_0) \leq 2\mathcal{F}(\rho_0)$, $\int_{\mathbb{R}} \rho^\lambda_0 = 1$, the first moments are uniformly bounded and $\rho^\lambda_0 \to \rho_0$ in $L^1$ as $\lambda \to \infty$.

Then, as $\lambda \to +\infty$, the densities $\rho^\lambda$ found as the $\rho$ above but starting from $\rho^\lambda_0$ instead of $\rho_0$ converge (up to subsequences) strongly in $L^1([0,T] \times \mathbb{R})$ to a bounded density $\bar{\rho}$.

In order to prove Theorem \(5.6\) it is sufficient to observe that the estimates of Lemma \(5.3\) Remarks \(5.4\) and \(5.5\) and the upper bounds \(5.10\) and \(5.11\) do not depend on $N \geq \bar{N}$, $L$ but only on $C_0$, $C_1$ as in \(5.4\). Moreover, by lower semicontinuity of the total variation and of the $1$-Wasserstein distance $d_W$, such estimates uniformly hold also for the sequences $\rho_L$, $\phi(\rho_L)$. Hence it is possible to apply Theorem \(5.1\) to the sequence $\phi(\rho_L)$ on $[0,T] \times \mathbb{R}$ and repeat the previous reasoning obtaining a strong $L^1$ limit $\rho : [0,T] \times \mathbb{R} \to [0, +\infty)$.

If $\rho^\lambda_0$ is a sequence of initial data as in the statement of the Theorem, one can assume w.l.o.g. that

$$\sup_{N,L,\lambda} \|\rho^\lambda_0\|_{L^\infty}^N \leq C_1, \quad \sup_{N,L,\lambda} \mathcal{F}_L((\rho^\lambda_0)_L^N) \leq C_0$$

where $C_0$ and $C_1$ are as in \(5.4\).

Therefore, since $C_0$ and $C_1$ are independent of $\lambda$, the estimates for the applicability of Theorem \(5.1\) to the sequence $\phi((\rho^\lambda_0)_L^N)$ are independent of $\lambda$, thus giving as above (up to subsequences) strong $L^1$ limits in $[0,T] \times \mathbb{R} \rho^\lambda_L$ (as $N \to +\infty$), $\rho^\lambda$ (as $L \to +\infty$) and $\bar{\rho}$ (as $\lambda \to +\infty$).

**Remark 5.7.** Notice that, while in the first limit (namely $L$ fixed and $N \to \infty$) we could have restricted to functions in $X = L^1(\mathbb{T}_L)$ and avoided the last term in the definition \(5.6\) of $\mathcal{G}$, in the limit as $L \to \infty$ such a term becomes essential as the supports of the functions $\rho^\lambda_L$ become larger and larger and at the same time $L^1$-compactness of the sublevels of $\mathcal{G}$ is needed.

### 5.2 Limit PDEs

Our first goal is to prove Theorem \(1.2\).

In order to do so, we need the following preliminary lemma.
Lemma 5.8. Let $\rho_{0,L} \in L^1(\mathbb{T}_L)$ be such that
\[
\inf_{\|\cdot\|} \rho_{0,L} \geq \varepsilon_L > 0
\tag{5.12}
\]
and let $x_0(t) < \cdots < x_{N-1}(t)$ be the deterministic particles which evolve according to (2.2) on a time interval $[0, T]$ starting from $\rho_{0,L}$. Then, for all $k = 0, \ldots, N-1$ and for all $t \in [0, T]$
\[
x_{k+1}(t) - x_k(t) \leq \frac{1}{N} \left( \frac{c_L}{\varepsilon_L} + \frac{\|K^\prime\|_{L^\infty}}{\|K^\prime\|_{L^\infty}} \right) e^{c_L \|K^\prime\|_{L^\infty} t}.
\tag{5.13}
\]

Proof. Recalling the ODE (2.2), one has that
\[
\dot{x}_{k+1}(t) - \dot{x}_k(t) = -\frac{c_L}{N} \left[ 2K^\prime(x_{k+1} - x_k) - \sum_{j \neq k, k+1} (K^\prime(x_{k+1} - x_j) - K^\prime(x_k - x_j)) \right]
- \frac{N}{c_L} [\phi(x_{k+1}) + \phi(x_{k-1}) - 2\phi(x_k)]
\leq c_L \frac{\|K^\prime\|_{L^\infty}}{N} + c_L \|K^\prime\|_{L^\infty} (x_{k+1}(t) - x_k(t)) - \frac{N}{c_L} [\phi(x_{k+1}) + \phi(x_{k-1}) - 2\phi(x_k)]
\]
Let now for $t \in [0, T]$ choose $k$ such that $x_{k+1}(t) - x_k(t) = \max_j (x_{j+1}(t) - x_j(t))$. Then by monotonicity of $\phi$ and the definition of the deterministic particle approximation one has that $\phi(x_{k+1}) + \phi(x_{k-1}) - 2\phi(x_k) \geq 0$, hence
\[
\dot{x}_{k+1}(t) - \dot{x}_k(t) \leq c_L \frac{\|K^\prime\|_{L^\infty}}{N} + c_L \|K^\prime\|_{L^\infty} (x_{k+1}(t) - x_k(t)).
\]
Moreover, one has that by assumption
\[
x_{k+1}(0) - x_k(0) \leq \frac{c_L}{N \varepsilon_L}.
\]
Let us now consider the ODE
\[
\dot{y}(t) = \frac{c_L}{N} \|K^\prime\|_{L^\infty} + c_L \|K^\prime\|_{L^\infty} y(t), \quad y(0) \leq \frac{c_L}{N \varepsilon_L}.
\]
One has that
\[
y(t) \leq \frac{1}{N} \left( \frac{c_L}{\varepsilon_L} + \frac{\|K^\prime\|_{L^\infty}}{\|K^\prime\|_{L^\infty}} \right) e^{c_L \|K^\prime\|_{L^\infty} t},
\]
hence (5.13) is proved.

Proof of Theorem 1.2. Let $\rho_{0,L}$ a bounded $L^1$ density strictly bounded from below on $\mathbb{T}_L$ by a constant $\varepsilon_L$ as in the assumptions of the Theorem, and let $c_L = \int_{\mathbb{T}_L} \rho_{0,L} \leq 1$. W.l.o.g. we can assume that $\rho_{0,L} = (\rho_0)_L$ for some $\rho_0 \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$. In particular, if $N$ is sufficiently large, one has that
\[
\sup_N \|\rho_N^L(0)\|_{L^\infty(\mathbb{T}_L)} \leq C_1, \quad \sup_N \mathcal{F}_L(\rho_N^L(0)) \leq C_0,
\]
where $\rho_N^L$ is the deterministic particle approximation on $\mathbb{T}_L$ starting from $\rho_{0,L}$ (see (5.4)). In particular, Theorem 5.2 guarantees that, up to subsequences, $\rho_N^L$ strongly converges in $L^1([0, T] \times \mathbb{T}_L)$ to a density $\rho_L \in L^1([0, T] \times \mathbb{T}_L)$.
Remember that, by (2.3), for every fixed $N \in \mathbb{N}, L > 0$ the piecewise constant function $\rho_N^L(t, x)$ satisfies, for every $\varphi \in C_c^\infty((0, T) \times \mathbb{T}_L)$, the following equation

$$\int_0^T \int_{\mathbb{T}_L} \rho_N^L(t, x) \partial_t \varphi(t, x) - \rho_N^L(t, x) \left[ K^{\text{lin}'}(\rho_N^L) * \rho_N^L(t, x) + \Phi(\rho_N^L(t, x)) \right] \partial_x \varphi(t, x) \, dx \, dt = 0 \quad (5.14)$$

where we defined

$$\Phi(\rho_N^L(t, x)) := \frac{N}{c_L} \sum_{k=0}^{N-1} \chi_{[x_k(t), x_{k+1}(t))}(x) \left[ F_k(t) + \left( \frac{N}{c_L} M_{\rho_N^L}(x) - k \right) (F_{k+1}(t) - F_k(t)) \right]$$

and $F_k(t) = \phi(\rho_k(t)) - \phi(\rho_{k-1}(t))$.

In the following we want to show that as $N \to +\infty$ the equation (5.14) gives the weak formulation of the PDE (1.1) for the density $\rho_L$.

In particular we will prove that as $N$ tends to $+\infty$

$$\int_0^T \int_{\mathbb{T}_L} (\rho_N^L(t, x) - \rho_L(t, x)) \partial_t \varphi(t, x) \, dx \, dt \to 0, \quad (5.15)$$

and, if as in the assumptions it holds that

$$\rho_{0,L} \geq \varepsilon_L > 0$$

then

$$\lim_{N \to \infty} \int_0^T \int_{\mathbb{T}_L} \rho_N^L(t, x) \Phi(\rho_N^L(t, x)) \partial_x \varphi(t, x) \, dx \, dt = - \int_0^T \int_{\mathbb{T}_L} \phi(\rho) \partial_{xx} \varphi(t, x) \, dx \, dt. \quad (5.17)$$

The convergence in (5.15) is an immediate consequence of the $L^\infty$ weak* compactness of the densities $\rho_N^L$ implied by Theorem (1.1).

Let us focus on the convergence in (5.16). Simple computations lead to the equivalent expression

$$\int_0^T \int_{\mathbb{T}_L} ((\rho_N^L(t, x)) K^{\text{lin}'}(\rho_N^L) * \rho_N^L(t, x) - \rho_L K' * \rho_L(t, x)) \partial_x \varphi(t, x) \, dx \, dt =$$

$$= \int_0^T \int_{\mathbb{T}_L} (\rho_N^L(t, x) - \rho_L(t, x)) K' * \rho_L(t, x) \partial_x \varphi(t, x) \, dx \, dt$$

$$+ \int_0^T \int_{\mathbb{T}_L} \rho_N^L(t, x) K' * (\rho_N^L(t, x) - \rho_L(t, x)) \partial_x \varphi(t, x) \, dx \, dt$$

$$+ \int_0^T \int_{\mathbb{T}_L} \rho_N^L(t, x) (K^{\text{lin}'}(\rho_N^L) - K') * \rho_N^L(t, x) \partial_x \varphi(t, x) \, dx \, dt.$$

The first and the second term of the r.h.s. of the above converge to 0 as $N \to \infty$ because of the
$L^\infty$ weak* compactness of the $\rho_L^N$. On the other hand, observe that

$$
\int_0^T \int_\mathbb{R} \rho_L^N(t,x) \left( K^{\text{lin}}(\rho_L^N) - K' \right) \ast \rho_L^N(t,x) \partial_x \varphi(t,x) \, dx \, dt
$$

$$
= \int_0^T \sum_{k=0}^{N-1} \int_{x_{k-1}}^{x_k} \rho_k(t) \rho_i(t) \left[ - \int_{x_i}^{x_{i+1}} K'(x-y) \, dy + (x_{i+1} - x_i) \left( (1 + \chi_{\{0\}}(x_k - x_i)) K'(x_k - x_i) 
+ Z_k(x) \left( (1 - \chi_{\{0\}}(x_{k+1} - x_i)) K'(x_{k+1} - x_i) - (1 - \chi_{\{0\}}(x_k - x_i)) K'(x_k - x_i) \right) \right] \partial_x \varphi(t,x) \, dx \, dt,
$$

where we used $Z_k(x)$ to denote the function $\left( \frac{N}{c_L} M_{\rho_L^N}(x) - k \right)$ and we did not explicit the dependence from the time variable in the points $x_i(t), x_k(t)$ for simplicity of notation.

If $i \neq k, k+1$, recalling that $Z_k(x) \leq 1$, we have the following estimate

$$
\int_{x_k}^{x_{k+1}} \rho_k(t) \rho_i(t) (x_{i+1} - x_i) \left( K(x - x_i) - K(x - x_{i+1}) \right) \frac{x_{i+1} - x_i}{x_{i+1} - x_i} - K'(x_k - x_i)
$$

$$
- Z_k(x) \left( (1 - \chi_{\{0\}}(x_{k+1} - x_i)) K'(x_{k+1} - x_i) - (1 - \chi_{\{0\}}(x_k - x_i)) K'(x_k - x_i) \right) \right) \partial_x \varphi(t,x) \, dx \, dt
$$

$$
\leq \frac{3c_L}{N} \int_{x_k}^{x_{k+1}} \rho_k(t) \|K'\|_{L^\infty} \leq \frac{3c^2 L^2 \|K'\|_{L^\infty}}{N^2}.
$$

(5.18)

If now $i = k+1$, we have that

$$
\int_{x_k}^{x_{k+1}} \rho_k(t) \rho_{k+1}(t) (x_{k+2} - x_k) \left( (x_{k+2} - x_k) K'(x_{k+2} - x_k) - K'(x_k - x_{k+1}) \right)
$$

$$
+ Z_k(x) K'(x_k - x_{k+1}) \right) \partial_x \varphi(t,x) \, dx \leq \frac{3c^2 L^2 \|K'\|_{L^\infty}}{N^2}.
$$

(5.19)

Finally, for $i = k$ we get

$$
\int_{x_k}^{x_{k+1}} \rho_k^2(t) \int_{x_k}^{x_{k+1}} K'(x-y) \, dy - (x_{k+1} - x_k) Z_k(x) K'(x_{k+1} - x_k) \right) \partial_x \varphi(t,x) \, dx \leq \frac{c_L^2 (1 + (x_{k+1} - x_k))}{N^2} \|K'\|_{L^\infty},
$$

(5.20)

and gathering together (5.18), (5.19) and (5.20) we conclude that

$$
\int_0^T \int_\mathbb{R} \rho_L^N(t,x) \left( K^{\text{lin}}(\rho_L^N) - K' \right) \ast \rho_L^N(t,x) \partial_x \varphi(t,x) \, dx \, dt \leq \frac{(7 + L) \|\partial_x \varphi\|_{L^\infty} T \|K'\|_{L^\infty}}{N^2}
$$

where we have used that $\sum_k (x_{k+1} - x_k) = L$ and $c_L \leq 1$. Hence the convergence claimed in (5.16) follows.

Let us now prove (5.17).

One has that

$$
\int_0^T \int_\mathbb{R} \rho_L^N(t,x) \Phi(\rho_L^N(t,x)) \partial_x \varphi(t,x) \, dx \, dt =
$$

$$
= \int_0^T \sum_{k=0}^{N-1} \int_{x_k}^{x_{k+1}} \phi(\rho_L^N(x_k)) - \phi(\rho_L^N(x_{k-1})) \partial_x \varphi(t,x) \, dx \, dt
$$

$$
+ \sum_{k=0}^{N-1} \int_{x_k}^{x_{k+1}} \left[ \phi(\rho_L^N(x_{k+1})) - \phi(\rho_L^N(x_k)) \right] \left( \frac{N}{c_L} M_{\rho_L^N}(x) - k \right) \partial_x \varphi(t,x) \, dx \, dt
$$

$$
= I_1^N + I_2^N.
$$
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We will treat the terms $I_1^N$ and $I_2^N$ separately. As for $I_1^N$, one has that integrating by parts it holds
\[
I_1^N = \sum_{k=0}^{N-1} \int_0^T \int_{x_k}^{x_{k+1}} \phi(r(t,x)) - \phi(r(t,x-1)) \partial_x \varphi(t,x) \, dx \, dt
\]
\[
= - \sum_{k=0}^{N-1} \int_0^T \int_{x_k}^{x_{k+1}} [\phi(r(t,x)) - \phi(r(t,x-1))] \partial_x \varphi(t,x) \, dx \, dt.
\]
Now notice that, since $\phi(r(t))$ converges in $L^1([0,T] \times \mathbb{T}_L)$ to $\phi(r)$ then
\[
\hat{I}_1^N := - \sum_{k=0}^{N-1} \int_0^T \int_{x_k}^{x_{k+1}} \phi(r(t,x)) \partial_x \varphi(t,x) \, dx \, dt \quad \rightarrow \quad - \int_0^\infty \int_{\mathbb{T}_L} \phi(r) \partial_x \varphi(t,x) \, dx \, dt.
\]
Hence we want to show that $I_1^N - \hat{I}_1^N \to 0$ as $N \to \infty$. One has the following estimates: if $\text{spt}(\varphi) \subset [0,T] \times \mathbb{T}_L$,
\[
|I_1^N - \hat{I}_1^N| \leq \|\varphi\|_{C^2} \sum_{k=0}^{N-1} \int_0^T \int_{x_k}^{x_{k+1}} \left| \phi(r(t,x)) - \phi(r(t,x-1)) \right| \partial_x \varphi(t,x) \, dx \, dt
\]
\[
\leq 2\|\varphi\|_{C^2} \int_0^T TV(\phi(r(t))) \max_k |x_{k+1} - x_k| \, dt
\]
\[
\leq 2\|\varphi\|_{C^2} C(1+T) \left( \frac{c_L}{\varepsilon_L} + \frac{\|K\|_{L^\infty}}{\|K''\|_{L^\infty}} \right) e^{c_L\|K''\|_{L^\infty} T}
\]
where in the last inequality we have used (5.11) and (5.13). Thus we have the desired convergence. In order to prove (5.17) we are left to show that $I_2^N \to 0$ as $N \to +\infty$. One has the following
\[
I_2^N = \int_0^T \sum_{k=0}^{N-1} (\phi(r(t,x)) - \phi(r(t,x-1))) B_k(t) \, dt + \int_0^T \sum_{k=0}^{N-1} (\phi(r(t,x)) - \phi(r(t,x-1))) B_k(t) \, dt,
\]
with
\[
B_k(t) = \int_{[x_k,x_{k+1}]} \left( \frac{N}{c_L} M_r N(x) - k \right) \partial_x \varphi(x,t) \, dx.
\]
Notice then that $B_k = \bar{B}_k + \hat{B}_k$, where
\[
\bar{B}_k(t) = \int_{[x_k,x_{k+1}]} \left( \frac{N}{c_L} M_r N(x) - k \right) \partial_x \varphi(x_k,t) \, dx
\]
\[
= \frac{1}{2} \partial_x \varphi(x_k,t),
\]
\[
\hat{B}_k(t) = \int_{[x_k,x_{k+1}]} \left( \frac{N}{c_L} M_r N(x) - k \right) (\partial_x \varphi(x,t) - \partial_x \varphi(x_k,t)) \, dx
\]
and
\[
|\hat{B}_k(t)| \leq \frac{1}{2} \|\varphi\|_{C^2} (x_{k+1} - x_k(t))
\]
In particular,
\[ \int_0^T \sum_{k=0}^{N-1} \left( \phi(\rho^N_L(x_{k+1})) - \phi(\rho^N_L(x_k)) \right) \hat{B}_k(t) \, dt \leq \int_0^T TV\left(\phi(\rho^N_L(t))\right) \| \varphi \|_{C^2} \| \varphi \|_{C^2} sup(x_{k+1}(t) - x_k(t)) \, dt \]
\[ \leq \frac{C(T, \| \varphi \|_{C^2}, \| K' \|_{L^\infty}, \| \varphi \|_{L^\infty}, \varepsilon_L)}{N} \rightarrow 0, \quad \tag{5.21} \]
where the last inequality follows from (5.11) and (5.13).

On the other hand,
\[ \left| \int_0^T \sum_{k=0}^{N-1} \left( \phi(\rho^N_L(x_{k+1})) + \phi(\rho^N_L(x_{k-1})) - 2\phi(\rho^N_L(x_k)) \right) \hat{B}_k(t) \, dt \right| = \]
\[ = \frac{1}{2} \left| \int_0^T \sum_{k=0}^{N-1} \left[ \phi(\rho^N_L(x_k)) - \phi(\rho^N_L(x_{k-1})) \right] \left[ \partial_x \varphi(x_{k-1}, t) - \partial_x \varphi(x_k, t) \right] \, dt \right| \]
\[ \leq \frac{1}{2} \int_0^T TV\left(\phi(\rho^N_L(t))\right) \| \varphi \|_{C^2} sup(x_{k+1}(t) - x_k(t)) \, dt \]
which converges to 0 as \( N \rightarrow +\infty \) by the same estimate as in (5.21).

We now proceed to the proof of Theorem 1.3

Proof of Theorem 1.3: Let \( \hat{\rho}_0 > 0 \) a bounded \( L^1 \) density with unit mass. In particular, for every \( L \) there exists \( \varepsilon_L > 0 \) such that
\[ (\hat{\rho}_0)_L(x) = \hat{\rho}_0(x) \chi_{[-L/2,L/2]}(x) \geq \varepsilon_L, \quad \forall x \in [-L/2,L/2). \]
Denote now by \( (\rho_0)_L \) the \( L \)-periodic extension of \( (\hat{\rho}_0)_L \) or its corresponding function on \( \mathbb{T}_L \). Denoting by \( \rho^N_L \) the deterministic particle approximations defined starting from \( (\rho_0)_L \), we proved in the previous theorem that they converge, up to subsequences, to a bounded \( L^1 \) solution \( \rho_L \) of the following PDE in weak form
\[ \int_0^T \int_{\mathbb{T}_L} \rho_L(t, x) \partial_t \varphi(t, x) + \rho_L K' * \rho_L(t, x) \partial_x \varphi(t, x) - \phi(\rho_L) \partial_{xx} \varphi(t, x) \, dx \, dt = 0, \quad \tag{5.22} \]
where \( \varphi \in C^\infty_c((0, T) \times \mathbb{T}_L) \).
Let now \( \psi \in C^\infty_c((0, T) \times \mathbb{R}) \). In particular, there exists \( L \) such that
\[ \text{spt} \hat{\psi} \subset \subset [0, T] \times (-L/2, L/2). \]
For \( L \geq \bar{L} \), denote by \( \psi \) the \( L \)-periodic extension of \( \hat{\psi} \). Then, by (5.22) one has that
\[ \int_0^T \int_{\mathbb{T}_L} \rho_L(t, x) \partial_t \psi(t, x) + \rho_L K' * \rho_L(t, x) \partial_x \psi(t, x) - \phi(\rho_L) \partial_{xx} \psi(t, x) \, dx \, dt = 0, \quad \tag{5.23} \]
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Denoting by $\rho_L$ the $L$-periodic function on $\mathbb{R}$ corresponding to $\rho_L$ and setting $\hat{\rho}_L = \rho_L \chi_{[-L/2,L/2]}$ and $\hat{\psi} = \psi \chi_{[-L/2,L/2]}$, (5.23) rewrites as

$$
\int_0^T \int_{\mathbb{R}} \hat{\rho}_L(t,x) \partial_t \hat{\psi}(t,x) + \hat{\rho}_L(t,x) K' * \rho_L(t,x) \partial_x \hat{\psi}(t,x) - \phi(\hat{\rho}_L) \partial_{xx} \hat{\psi}(t,x) \, dx \, dt = 0,
$$

By Theorem 5.6 we know that, up to subsequences, $\hat{\rho}_L$ converge in $L^1([0,T] \times \mathbb{R})$ to a bounded $L^1$ density $\rho$ as $L \to \infty$. In particular, as $L \to \infty$,

$$
\int_0^T \int_{\mathbb{R}} (\hat{\rho}_L(t,x) - \rho(t,x)) \partial_t \hat{\psi}(t,x) - (\phi(\hat{\rho}_L) - \phi(\rho)) \partial_x \hat{\psi}(t,x) \, dx \, dt \to 0.
$$

and

$$
\int_0^T \int_{\mathbb{R}} (\hat{\rho}_L(t,x) K' * \rho(t,x) K' * \rho(t,x)) \partial_x \hat{\psi}(t,x) \, dx \, dt \to 0.
$$

Thus we are left to show that

$$
\int_0^T \int_{\mathbb{R}} \hat{\rho}_L(t,x) K' * (\rho(t,x) - \hat{\rho}_L(t,x)) \partial_x \hat{\psi}(t,x) \, dx \, dt \to 0.
$$

Using the fact that $\|\rho_L\|_\infty \leq \gamma_1 + \gamma_2 T$ (see Theorem 1.1) and that $K' \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ (see (1.5)), one has that

$$
\int_0^T \int_{\mathbb{R}} \hat{\rho}_L(t,x) \int_{\mathbb{R}} |K'(x-y)||\rho_L(t,y) - \hat{\rho}_L(t,y)| \, dy \partial_x \hat{\psi}(t,x) \, dx \, dt \leq 
$$

$$
= \int_0^T \int_{\mathbb{R}} \hat{\rho}_L(t,x) \int_{\mathbb{R}\setminus[-L/2,L/2]} |K'(x-y)||\rho_L(t,y)| \, dy \partial_x \hat{\psi}(t,x) \, dx \, dt 
$$

$$
= J_1^L + J_2^L,
$$

with

$$
J_1^L = \int_0^T \int_{[-L/2,L/2]} |\hat{\rho}_L(t,x)| \int_{\mathbb{R}\setminus[-3L/4,3L/4]} |K'(x-y)||\rho_L(t,y)| \, dy \partial_x \hat{\psi}(t,x) \, dx \, dt,
$$

$$
J_2^L = \int_0^T \int_{[-L/2,L/2]} |\hat{\rho}_L(t,x)| \int_{[-3L/4,-L/2]\cup[L/2,3L/4]} |K'(x-y)||\rho_L(t,y)| \, dy \partial_x \hat{\psi}(t,x) \, dx \, dt.
$$

On one hand,

$$
J_1^L \leq \|\varphi\|_{C^1 L^2} 2R \int_{|z| > L/4} |K'(z)| \, dz \to 0.
$$

On the other hand,

$$
J_2^L \leq \|\varphi\|_{C^1 L^2} \|K'\|_{L^\infty} \int_{L/4 < |y| < L/2} |\hat{\rho}_L(y)| \, dy \to 0,
$$

where we used the tightness of the measures $\hat{\rho}_L$ proved in Remark 5.4.

Thus the proof of Theorem 1.3 is concluded.

\[\square\]
Let us move to the proof of the last main result of this paper, namely Theorem 1.4.

Proof of Theorem 1.4: Let $\rho_0$ and $\{\rho^\lambda_0\}_{\lambda \in \mathbb{N}}$ as in the statement of the theorem. In particular, if $\lambda$ is sufficiently large we can assume that

$$\sup_{N, L, \lambda} \left\| \left( \rho^\lambda_0 \right)^N_L (0) \right\|_{L^\infty} \leq C_1, \quad \sup_{N, L, \lambda} \mathcal{F}_L \left( \left( \rho^\lambda_0 \right)^N_L (0) \right) \leq C_0.$$  

By the previous theorem, we have as $N \to +\infty$ and then $L \to +\infty$ in the deterministic particle approximations $\left( \rho^\lambda \right)^N_L$ limit densities $\rho^\lambda$ in $L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ which satisfy the PDE in weak form

$$\int_0^T \int_{\mathbb{R}} \rho^\lambda \partial_t \varphi + \rho^\lambda K' \ast \rho^\lambda \partial_x \varphi - \phi(\rho^\lambda) \partial_{xx} \varphi \, dx \, dt = 0.$$  \hspace{1cm} (5.24)

By the second part of Theorem 5.6, the sequence $\{\rho^\lambda\}_{\lambda \in \mathbb{N}} \subset L^1 \cap L^\infty([0, T] \times \mathbb{R})$ admits a (not relabeled) converging subsequence to some density $\rho$ with initial datum $\rho_0$. Since the weak formulation (5.24) is continuous with respect to strong $L^1$ limits, $\rho$ satisfies as well the PDE (1.1) in the weak sense and therefore the theorem is proved. \hfill \square
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