High contrast Mach-Zehnder lithium atom interferometer in the Bragg regime
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We have constructed an atom interferometer of the Mach-Zehnder type, operating with a supersonic beam of lithium. Atom diffraction uses Bragg diffraction on laser standing waves. With first order diffraction, our apparatus has given a large signal and a very good fringe contrast (74%), which we believe to be the highest ever observed with thermal atom interferometers. This apparatus will be applied to high sensitivity measurements.

PACS numbers: 03.75.Dg,32.80.Lg,39.20.+q

Several different atom interferometers gave their first signals in 1991 :

• a Young’s double slit experiment was demonstrated by O. Carnal and J. Mlynek, with a supersonic beam of metastable helium

• a Mach-Zehnder interferometer built by D. Pritchard and coworkers using a thermal atomic beam of sodium and diffraction on material gratings

• an interferometer based on Ramsey fringes in saturated absorption spectroscopy, following the idea of Ch. Bordé, was built by J. Helmcke and coworkers, with a thermal atomic beam of calcium and it was used to demonstrate Sagnac effect with atomic waves

• an interferometer using laser cooled sodium atom and Raman diffraction was built by M. Kasevich and S. Chu and gave the first high sensitivity measurement of the local acceleration of gravity based on atom interferometry

This research field has developed rapidly since 1991 and an excellent overview of this field and of its applications can be found in the book "Atom interferometry".

In this paper, we describe the first interference signals observed with our newly built Mach-Zehnder atom interferometer operating with thermal lithium atoms. The diffraction gratings, which are used as mirrors and beam-splitters, are made of laser standing waves operating in the Bragg regime. Our first signals present a very good signal to noise ratio, a mean detected atom flux of $1.4 \times 10^4 \text{ s}^{-1}$ and a 74% fringe contrast. As far as we know, this is the highest contrast ever observed with a thermal atom Mach-Zehnder interferometer.

Let us recall the performances achieved by this family of atom interferometers. In each case, we give the mean value of the detected atomic flux $I$ and the fringe contrast (or visibility) $C$. These parameters are both important for phase measurements : assuming a Poisson statistics for the noise, the accuracy of these measurements increases with a figure of merit given by $IC^2$. In 1991, the interferometer of D. Pritchard and coworkers gave a 13% contrast with a mean detected atom flux of $290 \text{ s}^{-1}$, values improved in 1997 up to a 49% contrast and a mean flux of $1900 \text{ s}^{-1}$ or a 17% contrast and a mean flux of $2 \times 10^5 \text{ s}^{-1}$. In 1995, A. Zeilinger and coworkers operated an interferometer using metastable argon and laser diffraction in the Raman-Nath regime which produced a 10% contrast associated to a mean detected flux of $1.4 \times 10^4 \text{ s}^{-1}$. Also in 1995, S. A. Lee and coworkers built an interferometer using metastable neon and laser diffraction in the Bragg regime and they observed a 62% contrast associated to a mean detected flux of $1.5 \times 10^3 \text{ s}^{-1}$. Finally, in 2001, an helium interferometer built by J.P. Toennies and coworkers, with material gratings, has given a 71% contrast with a mean detected flux close to $10^3 \text{ s}^{-1}$.

We have limited the present comparison to the family of interferometers which rely on elastic diffraction, i.e. in which the atom internal state is not modified by the diffraction process. However, as discussed by Ch. Bordé, the general case is inelastic diffraction, which is used in Ramsey-Bordé interferometers and also in Mach-Zehnder atom interferometers. This type of interferometer can provide a very high output flux because the various outputs are distinguished by the atom internal state and not only by the direction of propagation; this circumstance permits to use a broad (but well collimated) atomic beam. One of the best examples is the cesium interferometer developed by Kasevich and coworkers as a gyroscope of extremely high sensitivity. This interferometer uses a thermal atomic beam of cesium, with transverse laser cooling and it has pro-
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duced a fringe contrast of 20\%\cite{13}, an output flux equal 1 $\times$ 10$^{11}$ s$^{-1}$, and a signal to noise ratio of 33000 for 1 s of integration\cite{14}. However, this advantage of Raman interferometers is obtained only if one does not separate the atomic paths in order to apply a perturbation to one of the two paths. This limitation is one of the reasons which explain why we have not chosen to develop a Raman interferometer.

When building an atom interferometer, two very important choices must be made, namely the atom and the diffraction process. The choice of the atom is largely limited by the possibility of producing either a very intense atomic beam or by the availability of a very high detection sensitivity. For thermal atoms, an efficient laser induced fluorescence detection is feasible\cite{13,14} but difficult because the time spent in the laser excitation volume is small. Another detection technique is based on surface ionization, which is very efficient only with alkali atoms or with metastable atoms. We have chosen to work with an alkali atom in its ground state, because the interactions of these atoms are more accurately described by ab initio quantum chemistry calculations than those of metastable rare gas atoms. Then, a very important design parameters is the first order diffraction angle $\theta_1 = \lambda dB / a = h/(mv a)$ (where $a$ is the grating period, $m$ the atomic mass and $v$ the velocity) as it defines the needed collimation of the atomic beam and also the separation of the atomic paths near the second grating. For supersonic beams of light alkalis seeded in a carrier gas, the beam velocity $v$ depends almost solely of the carrier gas molecular mass and a small velocity requires a heavy carrier gas. A convenient and inexpensive choice is argon, which gives $v$ close to 1050 m/s, for a temperature $T$ near 1050 K.

We may compare our choices to those of D. Pritchard, as our interferometer design is largely inspired by his design. The choices made by D. Pritchard were to use material gratings with very small $a$ value, $a = 200$ nm in most experiments (but some experiments involved smaller values down to 100 nm) and sodium atom (molar mass 23 g), with a de Broglie wavelength $\lambda dB \approx 17$ pm and a first order diffraction angle $\theta_1 \approx 85$ $\mu$rad. As further discussed below, we have made the choice of using laser diffraction and, in this case, the grating period is $a = \lambda_r / 2$, where $\lambda_r$ is the wavelength of the resonance transition. Usually, the first resonance transition is chosen for intensity reasons and practical considerations (laser cost, power and availability) and the achieved grating periods are not very small, in the 300 – 500 nm range. For lithium, the $a$ value ($a = 335$ nm corresponding to $\lambda_r = 671$ nm), substantially larger than the $a$ value commonly used by D. Pritchard, is compensated by the smaller mass (molar mass 7 g). With a de Broglie wavelength $\lambda dB \approx 54$ pm, the first order diffraction angle is $\theta_1 \approx 160$ $\mu$rad (from now on, we will discuss only the case of $^7$Li which represents 92.6\% of natural lithium and which is selected by our choice of laser frequency). We want to take advantage of this relatively large diffraction angle to make interferometric experiments, with only one atomic path submitted to a perturbation. Such experiments have been done only by the group of D. Pritchard\cite{13,15}, using a separation between the two atomic paths of the order of 55 $\mu$m near the second grating, while in our apparatus the corresponding separation is equal to 100 $\mu$m. Obviously, considerably larger separation values can be achieved by using a slow atomic beam, as produced by laser cooling, but, up to now, in cold atom interferometers, the various atomic paths have not been separated because of the size of the cold samples.

Laser diffraction of atoms results from the proposal of electron diffraction by light due to Kapitza and Dirac\cite{17}, generalized to atom diffraction by S. Al'tshuler et al.\cite{18}. In the Bragg geometry, the oscillating character of the electron diffraction amplitude appears in the work of M. Federov\cite{19} and R. Gush et al.\cite{20}. Early general theoretical analysis of laser diffraction of atoms are due to A. Bernhardt and B. Shore\cite{21} as well as to Ch. Tanguy et al.\cite{22}. The Rabi-oscillation regime in the Bragg geometry was discussed by D. Pritchard and P. Gould in 1985\cite{23} and observed by the same research group in 1987\cite{24}. The interest of Bragg diffraction for interferometry is that the incident beam is split almost perfectly in only two beams\cite{12,23} and the relative intensities of these two beams can be tuned at will by varying the laser power density and/or the interaction time. In a perturbation viewpoint, diffraction efficiency depends only of the product of these two parameters but, obviously, they are not equivalent\cite{20,22}. Ideally, Bragg diffraction can provide the 50\% beam splitters and 100\% reflective mirrors needed to build a perfect Mach-Zehnder interferometer, with a 100\% transmission. On the contrary, material gratings have a low diffraction efficiency in the non-zero orders and the transmission of this type of interferometer cannot exceed a few percent\cite{22}. Moreover, in the case of the $^2S_{1/2} \rightarrow ^2P_{3/2}$ transition of lithium, the hyperfine structure of the excited state is very small. Then, provided that the laser detuning is large with respect to this structure and that the laser beam is linearly polarized, the potential seen by ground state atoms is independent of $M_F$ but still depends of the $F$ value because of the difference in detuning. In this case, the diffraction amplitude is the same for all the sublevels of one hyperfine level. For the experiments described below, the laser frequency is detuned on the blue side of the $^2S_{1/2} \rightarrow ^2P_{3/2}$ transition, the detuning being about 2.1 and 2.9 GHz for the $F = 1$ and $F = 2$ hyperfine states, respectively. With such a detuning, real excitation of an atom, while crossing a standing wave, has a low probability, of the order of a few percent, so that atomic diffraction is almost perfectly coherent.

A schematic drawing of our interferometer appears in figure 1. An atomic beam of lithium, strongly collimated by a two-slit system, crosses three laser standing waves, which play the role of beam splitters (first and third standing waves) and of mirrors (second standing wave). Diffraction of an atomic wave of vector $k$ by grating $j$
of wavevector $k_{g3}$ produces a new wave of wavevector $k + p k_{g3}$, where $p$ is the diffraction order. The two waves, exiting from the interferometer by the exit labeled 1 in figure 1, have the wavevectors $(k + k_{g1} - k_{g2})$ (upper path) and $(k + k_{g2} - k_{g3})$ (lower path). If these two wavevectors were not equal, interference fringes would appear on the detector surface and integration over the detector area would wash out the expected interference signal. Therefore, we must cancel the quantity $\Delta k = k_{g1} + k_{g3} - 2k_{g2}$ to optimize the fringe contrast. For a perfect interferometer, the two beams labeled 1 and 2 carry complementary interference signals proportional to the quantities:

$$I_{1/2} = [1 \pm \cos (2 \pi (x_{M1} + x_{M3} - 2x_{M2}) / a)] (1)$$

where $x_{M_i}$ is the $x$ coordinate of mirror $M_i$ producing the laser stationary wave and $a$ is the corresponding grating period, $a = \lambda_v / 2 = 335$ nm. Therefore, interference fringes can be observed by displacing anyone of the three mirrors in the $z$-direction.

In our experiment, a supersonic beam of lithium seeded in argon (typical pressure 300 mbar) is emitted by an oven: the temperature of the oven body fixes the lithium pressure to 1.6 mbar at 1023 K (or 0.65 mbar at 973 K for some experiments), while the front part holding the 200 $\mu$m nozzle is overheated (+50 K) to prevent clogging. To insure the best stability, these temperatures are stabilized within $\pm 1$ K. The beam goes through a skimmer and enters a second vacuum chamber, where it reaches a collision-free zone. A third vacuum chamber holds the two-slit system used to strongly collimate the beam. In the fourth vacuum chamber, the atomic beam crosses three laser standing waves, each one being produced by reflecting a laser beam on a mirror $M_i, i = 1 - 3$, the distance between consecutive standing waves being 605 mm. One of the emerging atomic beams is then selected by a detector slit $S_D$ whose width $w_D$ and $x$-position can be finely tuned under vacuum. Finally, this selected beam enters an UHV chamber through a 3 mm diameter hole. This hole and the skimmer are the only collimating elements in the vertical $y$-direction. The atoms are detected by a Langmuir-Taylor hot-wire detector using a rhenium ribbon and a channeltron. The UHV chamber is pumped by a 100 l/s turbomolecular pump (base pressure $10^{-8}$ mbar). The oven chamber is pumped by an unbaflled 8000 l/s oil diffusion pump, while all the other chambers are pumped by oil diffusion pumps, with water cooled baffles, providing a base pressure near $10^{-7}$ mbar. Our Langmuir-Taylor hot-wire detector [30] has a detection probability for lithium atom in the 10 – 70 % range depending on rhenium surface oxidation and temperature and a background count rate of the order of a few thousand counts/s.

The alignment of the collimating elements is simplified thanks to a laser alignment done before operation. The three mirrors $M_i$ must be oriented within about 20 microradians, in two directions and the final adjustments are made under vacuum by piezo mounts. The properties of a standing wave depend linearly on the orientation angles of the mirror used to reflect the laser beam, but are considerably less sensitive to the direction of this beam, which must be perpendicular to the mirror within 2 milliradians only. We use 13 mm diameter laser beams, produced by splitting the beam of an argon ion pumped cw single frequency dye laser, after expansion by a $5 \times$ telescope.

![FIG. 2: Laser diffraction of the lithium beam]
mirror $M_2$. This profile is recorded by moving the detector slit $S_D$ (slitwidth $w_D = 50 \, \mu m$). After fine tuning of the angle $\theta_y$ corresponding to the rotation of this mirror around the y-axis, we observe two well resolved peaks, corresponding to the diffraction orders zero and one. The order zero peak contains the undiffracted part of the $^7$Li $F = 1$ and 2 levels and also the $^6$Li content of the beam for which the laser has little effect. Bragg diffraction is a Rabi-type oscillation between the two diffraction orders and the amplitude and the phase of this oscillation depend of the atom incidence angle and velocity, so that the observed diffraction efficiency results from an average over the initial conditions. From the geometry of the experiment, we have verified that the distance between the two peaks is in excellent agreement with the calculated diffraction angle. The observation of diffraction by each of the three laser standing waves serves to optimize the $\theta_y$ angle of each of the three mirrors to fulfill Bragg condition.

We can then search for interference signals, by running simultaneously the three standing waves with incident laser powers equal to 40, 80 and 40 mW respectively, corresponding to an ideal Mach-Zehnder design. Using an autocollimator, we set the orientation angles $\theta_z$ of the three mirrors so that the vector normal to each mirror is horizontal within 50 $\mu$rad. As explained above, we must cancel the quantity $\Delta k = k_{g1} + k_{g3} - 2k_{g2}$ and this is done by acting on one of the three mirrors, in order to optimize the fringe contrast. In several previous apparatuses [2, 3, 11], the vibrational noise on the grating $x$-positions induced a large phase noise in the interferometer, so that it was necessary to measure and reduce this vibrational noise before any observation. A three-grating Mach-Zehnder optical interferometer linked to the gratings can be used for this purpose [2, 10] as first done for a neutron interferometer by M. Gruber et al. [35]. We have also built a similar optical interferometer. Its output signal is given by equation (1), $a$ being now the optical gratings period ($a = 5 \, \mu m$ in our experiment). In our interferometer, the detected part $(x_{M1} + x_{M3} - 2x_{M2})$ of the vibration-induced motion of the three mirrors has a rms value equal to 3 nm in a 50 kHz bandwidth. This very small vibrational noise is due to our construction (the interferometer mirrors are on a very rigid bench inside the vacuum chambers, which are placed on a massive support located in the basement). As the resulting phase noise, $6 \times 10^{-2}$ rad, induces a negligible contrast loss, we have not tried to reduce this noise by a feedback loop.

The detector slit $S_D$, with a width $w_D = 30 \, \mu m$, has been put at exit 1 or at exit 2 (see figure 1) with similar results. A slightly better fringe contrast is obtained at exit 2 than at exit 1, probably because of different contributions of stray atomic beams in the two cases. The main stray beams, which are not represented in figure 1, correspond to the neglected diffraction orders ; they should vanish exactly if the laser power densities and the interaction times were perfectly tuned and if there was no angular and velocity dispersion of the incident atomic beam. Figure 3 presents an example of experimental signal collected at exit 2 with a counting period equal to 0.1 s. If we subtract the background which has an average value of 3370 counts/second, we estimate the fringe contrast by :

$$C = (I_{max} - I_{min})/(I_{max} + I_{min}) \approx 0.74$$

A simulation of our interferometer (as in our paper [29], but using the Bragg diffraction amplitudes corresponding to an ideal interferometer) predicts a contrast near 90%, limited by the overlap of the exit beams 1 and 2 (see figure 1). The difference between this simulation and our experiment is partly due to stray beams, partly due to some phase dispersion in the interferometer. Assuming that the dominant effect is due to phase dispersion, with a Gaussian distribution and a rms value $\sigma$, the contrast is reduced by the factor $\exp(-\sigma^2/2)$. We thus deduce $\sigma \approx 0.63$ rad : in the language of usual optics, the rms value of the wavefront defects is equal to $\lambda/10$, where $\lambda$ is the atom wavelength close to 54 picometer!

Finally, we have measured the phase sensitivity of our experimental signal near $17 \, \mu$rad/$\sqrt{Hz}$, not far from the shot-noise limit $\approx 10 \, \mu$rad/$\sqrt{Hz}$ deduced from the signal and background count rates.
As a conclusion, we have built and operated a Mach-Zehnder Bragg atom interferometer with lithium and obtained first interference signals with an excellent signal to noise ratio and a high fringe contrast, equal to 74%. Our simulations indicate that the present fringe contrast can be improved and we expect to do so in a near future. The contrast we have observed is comparable to the contrast observed with most cold atom interferometers (for instance [22]). However, a contrast of nearly 100% has been achieved in a Mach-Zehnder Bragg interferometer using a Bose-Einstein condensate as the atomic source [33]. It is also interesting to compare our results with neutron interferometers. The technique to build such interferometers is now mature and recently built neutron interferometers [34, 35] exhibit a fringe contrast near 90%, while a 68% contrast was already observed in 1978 [36]. These very nice results suggest that an extremely high contrast is feasible. Unfortunately, the interactions of neutrons and atoms with matter and fields are extremely different so that the know-how established with neutrons is not easily transferred to atom interferometers.

We expect to optimize our setup, in particular to increase the beam intensity by various means, including transverse laser cooling. It will also be possible to work separately with both lithium isotopes, a very interesting possibility for some applications. In our interferometer, the two atomic paths are separated by 100 µm near the second standing wave and this distance is substantially larger than in previous atom interferometers and even larger separations have been achieved by the group of Toennies [11]. With this new generation of interferometers, very sensitive measurements of weak perturbations are possible: with an interaction time \( \tau \) of the order of 100 µs and a minimum detectable phaseshift of the order of 0.1 mrad (which seems within reach, after some optimization, with an integration time of the order of a few hours), a perturbation as small as \( 6 \times 10^{-16} \) eV can be detected. This extreme sensitivity will be used to measure atomic polarizability, index of refraction of gases for atomic waves, following the previous works of Pritchard’s group [7, 15, 16].
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