Systematic errors in strong gravitational lensing reconstructions, a numerical simulation perspective.
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ABSTRACT
We present the analysis of a sample of twenty-four galaxy-galaxy strong gravitational lens systems with a background source and deflectors from the Illustris-1 simulation. We create mock lensing observations with a data quality comparable to known samples such as the SLACS lenses, to study the degeneracy between the complex mass distribution of the lenses, subhaloes, the surface brightness distribution of the sources, and the time delays. Using a novel inference framework based on Approximate Bayesian Computation, we find that for all the considered lens systems, an elliptical and cored power-law mass density distribution provides a good fit to the data. However, due to the presence of unphysical cores in the simulated lenses, most reconstructions are affected by some form of the Source Position Transformation. The latter leads to a systematic underestimation of the source sizes by 50 per cent on average, and an underestimation of the time delays by up to 53 per cent. On the other hand, we find no degeneracy between complexity in the lensing potential and the inferred amount of substructure. We recover an average total projected mass fraction in subhaloes of \( f_{\text{sub}} < 1.7 - 2.0 \times 10^{-3} \) at the 68 per cent confidence level which is consistent with zero and in agreement with the fact that all subhaloes had been removed from the simulation. Our work highlights the need for even higher-resolution simulations to quantify the lensing effect of more realistic galactic potentials better. Finally, our results confirm that additional observational constraints may be required to break existing degeneracies.

Key words: galaxies: structure – galaxies: haloes – gravitational lensing: strong –

1 INTRODUCTION
Galaxy-galaxy strong gravitational lensing is a powerful tool to investigate a large number of diverse astrophysical and cosmological inquiries (see Treu 2010, and references therein). For example, in the detailed analysis of the physical and kinematical properties of distant galaxies strong lensing provides the magnification that allows one to overcome the observational limitations of low signal-to-noise ratio and spatial resolution (e.g. Shirazi et al. 2014; Rybak et al. 2015; Rizzo et al. 2018; Spingola et al. 2019). Measurements of the time-delay between the multiple lensed images of time-varying sources have been demonstrated to provide a promising constraint on the Hubble constant \( H_0 \) and weak constraints on other cosmological parameters (e.g. Suyu et al. 2010; Wong et al. 2019; Chen et al. 2019). The sensitivity of lensing to total mass has been used to quantify the amount of low-mass dark matter haloes and thereby the properties of dark matter, both with lensed quasars (Mao & Schneider 1998; Nierenberg et al. 2014; Gilman et al. 2019; Hsueh et al. 2019) and lensed galaxies (Koopmans 2005; Vegetti & Koopmans 2009; Vegetti et al. 2012; Hezaveh et al. 2016; Vegetti et al. 2010).

In order for these studies to be robust, a good understanding of the lenses gravitational potential is essential. For example, Ritondale et al. (2019) have shown from the analysis of the BELLS GALLERY samples, that in certain cases it is necessary to extend the lensing mass density distribution beyond the standard assumption of a single or multiple power-laws in order to obtain a correct focusing of the re-
constructed background source. Using hydro-dynamical simulations Xu et al. (2017) have shown that power-law mass models can bias the inference on the Hubble constant by up to 20-50 per cent due to the mass sheet degeneracy (Faltenbacher et al. 1998). Using both numerical simulations and mock observations Gilman et al. (2018) and Hsueh et al. (2018) have demonstrated that complex baryonic structures in elliptical galaxies can contribute to 8-10 percent of the strength of flux-ratio anomalies, and therefore constitute a potential bias in the inferred properties of dark matter (see also Möller et al. 2003; Xu et al. 2015). Directly from strong lensing observations, Hsueh et al. (2016, 2017) have shown that lens galaxies with a significant edge-on disk are characterised by strong flux ratio anomalies that can be explained by the presence of the disc without the need to include a significant population of subhaloes. Recently, from the analysis of extended lensed images from the the BELS GALLERY sample, Ritondale et al. (2019) have concluded that complex mass distributions can emulate the effects of substructures and, therefore, lead to false-positive detections. More generally, Unruh et al. (2017) have shown that source position transformations (Schneider & Sluse 2014) can explain why independent studies of the same lens system may result in different inferred lens parameters.

In this work, we quantify the systematic errors that may be induced by departures from simple power-laws lensing mass distribution on the different lensing observables using galaxies taken from the cosmological hydrodynamical simulation Illustris-1 (Vogelsberger et al. 2014). We remove all substructures from the simulations and create mock lensing observations emulating the SLACS (Bolton et al. 2006) survey. We then model these data using a novel inference approach based on Approximate Bayesian Computation (ABC), under the classical assumption of a cored power-law mass model. We then infer the fraction of projected mass contained in substructures \( f_{\text{sub}} \) to quantify the degeneracy between subhaloes, other forms of complexity in the lensing potential, and the source surface brightness distribution. This paper is structured as follows: in Section 2 we give a short overview of the Illustris-1 simulations and specify how we create mock data. In Section 3 we describe the physical model as well as the statistical method that we use for the reconstruction of the mock data. In Sections 4 and 5 we present, discuss, and summarise our results, respectively.

2 LENSING DATA GENERATION

In order to study the lensing signal from galaxies with complex mass distributions, we focus on simulated galaxies from the hydro-dynamical numerical simulation Illustris-1. In this section, we provide a short description of the simulation and how we generated mock lensing observations from it.

2.1 Lens and source galaxies selection

The Illustris-1 project is a series of hydro-dynamical numerical simulations of cosmological volumes that follow the evolution of dark matter, cosmic gas, stars, and supermassive black holes from a starting redshift of \( z = 127 \) to the present time, while accounting for realistic baryonic physics. In this work, we use the main run of Illustris-1, which has a box size of 106.5 Mpc in all three dimensions and contains 18203 dark matter particles and (initial) gas cells. The simulations were run using the moving-mesh AREPO code (Springel 2010). The dark matter particle mass is \( 6.3 \times 10^6 M_{\odot} \) and the initial gas particle mass is \( 1.3 \times 10^6 M_{\odot} \), while the simulation uses softening lengths for dark matter and baryons are, respectively, \( \epsilon_{\text{dm}}=1.4 \) kpc and \( \epsilon_{b}=0.7 \) kpc. The simulations adopt the cosmological parameters \( \Omega_m = 0.2726 \), \( \Omega_{\Lambda} = 0.7274 \), \( \Omega_b = 0.0456 \), \( \sigma_8 = 0.809 \), \( n_s = 0.963 \), and \( H_0 = 100 h \times \text{km s}^{-1}/\text{Mpc} \) with \( h = 0.704 \), which are consistent with the latest Wilkinson Microwave Anisotropy Probe 9 measurements (Hinshaw et al. 2013).

From the catalogue of Illustris-1 we choose ten galaxies at redshift \( z \approx 0.2 \) to be our sample of lenses. These are analogues of the SLACS lenses (Bolton et al. 2006) and were selected by Despali & Vegetti (2017) based on a number of properties: the total halo mass, stellar mass of the central galaxy, stellar effective radius, velocity dispersion, and dynamical properties compatible with an early-type morphology. In particular, they selected galaxies according to the fraction of stellar mass showing specific circularities \( \epsilon = J_2 / J(E) \), where \( J_2 \) is the angular momentum of an individual stellar particle and \( J(E) \) is the maximum angular momentum within its local environment. The fractions \( f_{\epsilon<0.0} \) and \( f_{\epsilon<0.7} \) are indicators of an early-type morphology (see e.g. Genel et al. 2015; Teklu et al. 2015), which is typical for lens galaxies at the considered redshift.

This selection ensures that we avoid galaxies with a significant disc component, for which the lensing properties have already been investigated by Hsueh et al. (2018), and we focus on potential small-scale clumpiness in the baryonic distribution. In Table 1 we list the main properties of the considered sample of lens galaxies. We also select a compact Illustris-1 galaxy at redshift \( z = 0.6 \) as our background source to be lensed. We use the same source galaxy for all created mocks.

2.2 Ray tracing

For each of the ten lens galaxies in our sample, we consider the projection of their mass density distribution onto the three principal planes and use the ray-tracing code GLAMER (Metcalfe & Petkova 2014; Petkova et al. 2014)\(^1\) to generate 3 × 10 maps of the lensed source surface brightness distribution. The focus of this paper is on the lensing effect of small scale complexity in the lens mass distribution such as dense baryonic structures from tidally disrupted satellites and general departures from simple power-law models. Therefore, we have removed all particles belonging to dark matter subhaloes and only considered the contribution from the main halo.

Using the positions and masses of the particles in the simulation GLAMER determines the corresponding deflection angle maps with an efficient tree algorithm. In order to avoid unrealistic deflections of the light rays, each particle is represented by a B-spline in three dimensions as it is commonly done in smooth particle hydrodynamics (SPH) simulations. We set the size of the smoothing length to the distance of the \( N^{\text{smooth}} \)-th nearest neighbour. We choose

\(^1\) http://glenco.github.io/glamer/
$N_{\text{smooth}} = 64$, which corresponds to scales $\lesssim O(kpc)$. This scheme provides smaller smoothing lengths where the particles are dense (for example at the centres of haloes), and larger ones where the particles are sparse and shot noise would otherwise pose a problem. We follow a similar approach for the baryonic cells by treating them as particles with a corresponding smoothing length in order to make them compatible with the implementation of GLAMER. The minimum and average smoothing lengths over the whole sample are $0.6 - 0.8 \, kpc$ and $16 \, kpc$ respectively, which also taking into account the softening length of the simulation tell us that we can safely resolve inhomogeneities on scales $> O(kpc)$. Moreover, the pixel size of the mock images is $0.04 \, arcsec$. In this work, we are excluding the particles belonging to substructures within the main halo in order to study only other forms of mass density perturbations. However, it is worth mentioning that in the Illustris-1 simulation the minimum subhalo mass that is resolved is of the order of $\simeq 10^{8} M_{\odot}$.

As an example, Figure 1 shows the convergence maps (i.e. surface mass density normalised by the critical surface mass density) of three representative Illustris-1 galaxies. The presence of small scale features in the mass distribution, which are typically not captured by simplified parametric profiles, are highlighted by the irregular iso-convergence contours.

The galaxies in the Illustris-1 sample show unrealistically large cores. This effect is a well-known challenge for simulations and arises from finite smoothing lengths. Depending on the lensing configuration, these large cores lead to lensed images with morphologies (see middle-bottom panel of Fig. 1 for an example) which are rarely observed in real gravitational lens systems, where the central mass density distribution may be cuspier. For this reason we remove six realisations from our set and in the following we will only focus on the 24 systems with realistic lensed images. A similar problem was recently identified by Mukherjee et al. (2018) in a study of the EAGLE simulation (Schaye et al. 2015).

### 2.3 Observational effects

In order to generate mock HST observations we convolve the lensed surface brightness distribution $I(x)$ with the point-spread function (PSF) $p(x)$ from the WFC3 camera in the F606W filter and add the contribution of observational noise. In particular, for each of the lensed images in our sample, we draw a realisation of Gaussian random noise $n(x)$, with

$$P(n|\mathcal{N}) = \mathcal{G}(n, \mathcal{N}) := \exp \left( -\frac{1}{2} n^T \mathcal{N}^{-1} n \right) / \sqrt{\det(2\pi\mathcal{N})},$$

which includes the contribution of a constant background $b$ and another term proportional to the signal, which approximates the Poisson noise of photon counts. We assume the noise to be uncorrelated and therefore entries of the covariance matrix are multiplied by the Kronecker delta $\delta_{ij}$:

$$\mathcal{N}_{ij} = b + (p * I)(x) \times \delta_{ij}.$$  

The level of noise is chosen in such a way to match the signal-to-noise ratio of the SLACS lenses analysed by Vegetti et al. (2014).
We parametrise the projected mass distribution of the main mass of the dark matter component \(M_{\text{dm}}\), the stellar mass \(M_{\text{s}}\), the gas mass \(M_{\text{gas}}\), the fraction of stellar mass showing a circularity higher than 0.7 \(f_{\text{c}>0.7}\) and lower than 0.0 \(f_{\text{c}<0.0}\), as well as the virial radius \(r_{\text{vir}}\) and stellar radius \(r_s\).

| ID | \(M_{\text{vir}}\) | \(M_{\text{s}}\) | \(M_{\text{gas}}\) | \(f_{\text{c}>0.7}\) | \(f_{\text{c}<0.0}\) | \(r_{\text{vir}}\) | \(r_s\) |
|----|------------------|----------------|----------------|----------------|----------------|------------|--------|
| 28 | 2.31e+13         | 1.91e+13       | 4.10e+11       | 1.58e+11       | 5.62e-01       | 6.31e+02   | 1.025e+01 |
| 40 | 2.79e+13         | 2.40e+13       | 5.94e+11       | 1.39e+11       | 6.56e+01       | 6.72e+02   | 1.458e+01 |
| 51 | 2.09e+13         | 1.90e+13       | 4.69e+11       | 8.33e+10       | 9.38e+01       | 6.11e+02   | 1.205e+01 |
| 55 | 2.32e+13         | 1.95e+13       | 3.43e+11       | 1.32e+01       | 7.43e-01       | 6.30e+02   | 1.539e+01 |
| 65 | 1.74e+13         | 1.54e+13       | 6.48e+11       | 1.28e+01       | 8.44e+01       | 5.76e+02   | 1.916e+01 |
| 84 | 1.17e+13         | 1.13e+13       | 5.37e+10       | 1.66e-01       | 5.04e+01       | 1.41e+01   | 8.31e+00  |
| 91 | 1.35e+13         | 1.08e+13       | 2.17e+10       | 6.73e-02       | 8.79e+01       | 5.29e+02   | 8.81e+00  |
| 95 | 1.09e+13         | 9.44e+12       | 3.16e+11       | 1.37e+11       | 5.93e+02       | 4.92e+01   | 1.225e+01 |
| 121| 6.29e+12         | 5.65e+12       | 1.39e+11       | 1.08e+01       | 7.53e+01       | 4.95e+02   | 2.656e+00 |
| 140| 8.73e+12         | 7.81e+12       | 2.26e+11       | 1.07e+01       | 7.05e+01       | 4.57e+02   | 7.336e+00 |

### 3 LENSMODELLING

In this section, we discuss the physical components that define our inference problem and present a novel inference approach based on Approximate Bayesian Computation (ABC). For an overview on ABC in cosmology, we refer the reader to Akeret et al. (2015) and to Birrer et al. (2017), and Gilman et al. (2018, 2019) for examples of applications in the context of strong gravitational lensing.

#### 3.1 Physical model

The physical model includes the following unknown model components: the surface brightness distribution of the source galaxy, the mass distribution of the lens galaxy and the amount of lens-galaxy mass contained in substructures.

##### 3.1.1 Source Surface Brightness distribution

We follow Vegetti & Koopmans (2009) and define the source surface brightness distribution \(s(x)\) on an adaptive grid, so that \(s_i = s(x_i)\) corresponds to the brightness value at the position \(x_i\) of the \(i\)-th vertex of a Delaunay mesh. The mesh vertices are obtained by ray tracing a subset of the pixels of the observed data \(d(x)\) to the source plane. The source surface brightness at each vertex constitutes a free nuisance parameter of the model, while the source brightness within the triangles spanned by these vertices is determined via linear interpolation.

##### 3.1.2 Lens projected mass distribution

We parametrise the projected mass distribution of the main deflector with an elliptical cored power-law profile of convergence

\[
\kappa(\rho) = \frac{k_0 \left( \frac{2 - \gamma}{2} \right) (\rho^2 + \rho^2)^{-\gamma/2}}{2(\rho^2 + \rho^2)^{\gamma/2}}^2,
\]

where \(k_0\) is the amplitude, \(\gamma\) the 3D slope, \(q\) the projected minor-to-major axis ratio in projection, \(\theta\) the angular orientation of the major axis (defined North to East), \(x_0\) and \(y_0\) the centre position coordinates, and \(r_c\) the core radius. After a rotation by \(\theta\) and a translation of \((x_0, y_0)\) the ellipse radius \(\rho\) is defined via \(\rho^2 = x^2 + y^2/q^2\). Together with the strength \(\Gamma\) and position angle \(\Gamma_p\) of an external shear component, these geometrical parameters constitute part of the key target parameters in the reconstruction process and we collectively refer to them as macro-model parameters or \(\eta_{\text{macro}} = (k_0, q, \theta, x_0, y_0, r_c, \gamma, \Gamma_p)\). We use the FASTELL\(^2\) library developed by Barkana (1998) to calculate deflection angles of non-isothermal (\(\gamma \neq 2\)) cored power laws.

#### 3.1.3 Substructure

Each substructure is assumed to have a spherical NFW mass profile (Navarro et al. 1997) with a concentration given by the mass-concentration relation of Duffy et al. (2008) and a virial radius according to Bullock et al. (2001). We do not consider the effects of tidal truncation nor variations in the concentration-mass relation as a function of the distance from the host centre, as these are of secondary importance (see, e.g. Despali et al. 2018). We assume the number density of substructure in mass bins of width \([m, m + dm]\) (i.e. the substructure mass function) to be well described by a power-law (Springel et al. 2008)

\[
\frac{dn_{\text{sub}}(m)}{dm} = n_0 \times m^{-\alpha},
\]

with a slope of \(\alpha \approx 1.9\) and a normalisation \(n_0\) which depends in general on the redshift and the mass of the host galaxy (Gao et al. 2011; Xu et al. 2015). Here, we neglect both dependencies because the lens galaxies are all at the same redshift and span a narrow range in virial mass. The amplitude of the mass function is determined by the fraction of projected total mass of the host galaxy within the Einstein radius \(R_E\) (calculated according to Appendix A) contained in substructure, \(f_{\text{sub}}(< R_E)\) (see Appendix B for a derivation). The number, masses and projected positions of each substructure realisation \(n_{\text{sub}}\) are free nuisance parameters, while \(f_{\text{sub}}(< R_E)\) is the main target parameter of the inference problem. In the following, we drop the argument of \(f_{\text{sub}}(< R_E)\) and write \(f_{\text{sub}}\), while always referring to the fraction within the Einstein radius unless stated otherwise.

\(^2\) http://wise-obs.tau.ac.il/~barkana/codes.html
3.2 Reconstruction approach

In this section, we describe the statistical method we use to infer the macro-model parameters $\eta^{\text{macro}}$ and the substructure mass fraction $f^{\text{sub}}$ while marginalising over the source surface brightness distribution and the substructure realisations.

3.2.1 Priors

For the parameters describing the lensing mass distribution we choose the following priors: a uniform prior for the amplitude $\kappa_0$, the axis ratio $q$, the angular orientation $\theta$ and the slope $y$, a Gaussian prior for the position $x_0, y_0$ and a log normal distribution for the core radius $r_c$.

The tessellated source surface brightness distribution is drawn from a Gaussian regularising prior:

$$P(s|\Sigma, \lambda) = \mathcal{N}(s, \lambda^{-1}\Sigma),$$

where the matrix $\Sigma$ determines the form of the regularisation and $\lambda$ its strength. In particular, we choose a form of $\Sigma$ that penalises either the gradient or the curvature at the vertices spanning the mesh (e.g. Suyu et al. 2006). We choose a log uniform prior on the regularisation strength (e.g. Vegetti & Koopmans 2009).

The probability of a substructure having a mass $m$ in $[m, m + dm]$ is related to the mass function introduced in Section 3.1.3 via the following relation:

$$P(m) = P_{\text{dm}}^{\text{sub}} \int_{10^{9}\odot}^{10^{12}\odot} \frac{dm}{dm_{\text{dm}}} \frac{dn_{\text{dm}}}{dm} .$$

We assume that the number of substructure $N^{\text{sub}}$ follows a Poisson distribution

$$P(N^{\text{sub}} | \mu) = e^{-\mu} \mu^{N^{\text{sub}}} \frac{1}{N^{\text{sub}}!} ,$$

of mean value $\mu$ given by

$$\mu = A^{\text{data}} \times f^{\text{sub}}(< R_{\text{lim}}) \times \Sigma_{\text{crit}} ,$$

where $A^{\text{data}}$ is the area covered by the data (see Appendix A for a derivation). We assume a prior probability for the substructure projected positions which is uniform within the extent of the considered lens plane (Xu et al. 2015).

We choose a prior of $P(f^{\text{sub}}) \propto (f^{\text{sub}})^{-1/2}$, which is the Jeffreys prior of the likelihood $P(M^{\text{sub}} | f^{\text{sub}})$ (see Appendix C).

3.2.2 Macro-model reconstruction

In order to find the optimal macro-model parameters, we propose a modified version of Approximate Bayesian Computation (ABC). In its simplest form ABC is a rejection sampling algorithm in which prior samples of the target parameters - in this case samples of $\eta^{\text{macro}}$ - are accepted/rejected according to the distance between the model realisation they generate ($m(\eta^{\text{macro}})$) and the observed data $d$. Accepting the subset of samples closest to the real observation yields a set of samples approximating the posterior distribution. Accepting only perfect matches would yield the exact posterior distribution, although these are extremely unlikely for a finite number of realisations. Therefore, it is customary to set a distance threshold or accept only the fraction of the drawn samples that are closest to the data. Alternatively, one can compare statistical summaries $\Phi(M(\eta^{\text{macro}}))$ and $\Phi(d)$ rather than the mock data realisations and observations directly to each other. This approach improves the acceptance rate of the procedure, but only approximates the true posterior. As described below, the latter is the approach adopted in this paper.

A fully forward modelling method requires that we draw a realisation of the source surface brightness distribution from a chosen prior (see Section 3.2.1). This requirement, together with the pixelated nature of our source, poses a challenge as every sampled source brightness distribution is almost guaranteed to be far away from the true one as illustrated in Figure 2. Searching through the parameter space of the target parameters $\eta^{\text{macro}}$ while drawing new source realisations in every sample would, therefore, require a large number of samples, rendering the method infeasible. For this reason, we would like to obtain a distance measure that directly compares a lens configuration to the observations.
without having to draw a source realisation explicitly. We propose, therefore, to use the following Evidence as a proxy to a conventional distance measure:

\[
\text{dist}(d, \eta_{\text{macro}}) = -2\log P(d|\mathbf{L}, \lambda) = -2\log \left[ \int ds \, d\eta \, P(d|\mathbf{L}, s, \eta)P(s|\mathbf{S}, \lambda)P(\eta|\mathbf{N}) \right] = -2\log \left[ G(d, \mathbf{N} + \lambda^{-1} \mathbf{PLSL}^T \mathbf{P}^T) \right],
\]

where \( \mathbf{L} = \mathbf{L}(\eta_{\text{macro}}) \) is the lensing operator for a macro-model \( \eta_{\text{macro}} \) and \( \mathbf{P} \) a blurring matrix reproducing the effects of the point spread function \( p(\mathbf{x}) \). During the evaluation of the Evidence the maximum-posterior source is calculated implicitly in the exponent of the Gaussian distribution. Heuristically, we expect those lens configurations with higher Evidence to match the data more frequently than those with lower Evidence. Another, more Bayesian viewpoint is that the Evidence can be interpreted as a measure of credibility of the data \( d \) on the hypothesis of a \( \eta_{\text{macro}} \) (see e.g. Cox 1946). Both arguments indicate that we should prefer to accept higher Evidence samples to obtain a posterior approximation. Following this consideration, we rank the drawn samples in order of their Evidence values and accept the fraction of them with the highest values. In order to improve the convergence behaviour further, we introduce a proposal distribution \( Q(\eta_{\text{macro}}) \), which we recursively update until it generates samples close to the posterior distribution. Our inference on the macro-model parameters then proceeds in an iterative fashion as follows:

(i) We draw \( \mathcal{N}_{\text{samp}} \) samples of macro-model parameters \( \eta_{i,\text{macro}} \) from the proposal distribution. At the first iteration we initialise the proposal distribution to match the prior introduced in Section 3.2.1, i.e. \( Q(\eta_{\text{macro}}) = P(\eta_{\text{macro}}) \).

(ii) For each sample we calculate its importance sampling weight \( w_i = P(\eta_{\text{macro}}|\eta_i,\text{macro})/Q(\eta_i) \) and Evidence \( \mathcal{P}_i = P(\mathbf{d} | \mathbf{L}(\eta_{i,\text{macro}})) \). We accept the \( \mathcal{N}_{\text{acc}} \) samples with the highest values of \( \mathcal{P}_i \times w_i \) (see Appendix D for further details). Whenever we find that the effective number of samples

\[
N_{\text{eff}} = \left( \sum_{i=1}^{\mathcal{N}_{\text{samp}}} \mathcal{P}_i \times w_i \right)^2 \left/ \left( \sum_{i=1}^{\mathcal{N}_{\text{samp}}} \mathcal{P}_i^2 \times w_i^2 \right) \right.
\]

is higher than \( \mathcal{N}_{\text{acc}} \) we accept this effective number of samples instead. A chosen value of \( \mathcal{N}_{\text{acc}} \) therefore determines the minimum relative acceptance threshold of \( \epsilon = \mathcal{N}_{\text{acc}}/N_{\text{eff}} \). The above acceptance strategy ensures that we do not underestimate the region within which we have to probe the parameter space in the following iteration.

(iii) We update the proposal distribution according to the following expression

\[
Q(\eta_{\text{macro}}) = q \times G(\eta_{\text{macro}} - \mu, \Sigma) + (1 - q) \times P(\eta_{\text{macro}}),
\]

where \( G(\eta_{\text{macro}} - \mu, \Sigma) \) is a Gaussian distribution estimated from the accepted samples. Above, \( q \) determines the fraction of samples drawn from the prior versus the fraction drawn from the estimated Gaussian distribution. We set \( q = 0.25 \), so that one fourth of all drawn samples are used to search through the initial parameter space thereby reducing the probability that we converge to a local minimum.

We repeat the steps (i) to (iii) \( \mathcal{N}_{\text{step}} \) times, which results in a large number of samples, most of them drawn in the interesting regions of the parameter space. Following the discussion in Appendix D the approximate posterior is given by the distribution of the accepted parameters:

\[
\mathcal{P}_{\text{ABC}}(\eta_{\text{macro}} | d) = \frac{1}{\mathcal{N}_{\text{acc}}} \sum_{i=1}^{\mathcal{N}_{\text{acc}}} \delta_D(\eta_{\text{macro}} - \eta_i),
\]

where \( \mathcal{N}_{\text{acc}} \) being the total number of accepted samples so far. The expectation value of some function \( \langle f(\eta_{\text{macro}}) \rangle \) is then given by the average of the accepted samples, i.e.:

\[
\langle f(\eta_{\text{macro}}) \rangle | \mathcal{P}_{\text{ABC}}(\eta_{\text{macro}} | d) = \int d\eta_{\text{macro}} \, f(\eta_{\text{macro}}) \mathcal{P}_{\text{ABC}}(\eta_{\text{macro}} | d) = \frac{1}{\mathcal{N}_{\text{acc}}} \sum_{i=1}^{\mathcal{N}_{\text{acc}}} f(\eta_i) .
\]

For every lens we perform the above iterative scheme a total of three times, inferring the macro-model parameters or the source regularisation level in an alternate fashion.

### 3.3 Substructure reconstruction

We now extend our inference to mass substructure within the lensing potential and the relative fraction \( f_{\text{sub}} \). To this end, we include two additional steps where we first draw values of \( f_{\text{sub}} \) from its prior probability distribution \( P(\eta_{\text{sub}}) \) and then draw explicit substructure realisations \( \eta_{\text{sub}} \) for each given value of \( f_{\text{sub}} \). We draw only one substructure realisation per macro-model. This is justified by the large number of draw samples, which ensures that for each pair \( (\eta_{\text{macro}}, \eta_{\text{sub}}) \) there exist another one \( (\eta_{j,\text{macro}}, \eta_{j,\text{sub}}) \) with a different substructure realisation but similar macro-model parameters. For each macro-model and substructure combination we then calculate the Evidence \( \mathcal{P}_i = P(\mathbf{d} | \mathbf{L}(\eta_{i,\text{macro}}, \eta_{i,\text{sub}})) \) and follow the iterative scheme presented above.

In our approximate posterior we would like to take into account that each substructure realisation could also have been generated from a mass function with a different \( f_{\text{sub}} \) than the one it has actually been drawn from. To this end, for each of these realisations we also calculate the probability of having been drawn from a model with \( f_{\text{sub}} \) and obtain the approximate posterior:

\[
\mathcal{P}_{\text{ABC}}(f_{\text{sub}} | d) = \frac{1}{\mathcal{N}_{\text{acc}}} \sum_{i=1}^{\mathcal{N}_{\text{acc}}} v_i(f_{\text{sub}}),
\]

where the interpolating function \( v_i \) is defined as:

\[
v_i(f_{\text{sub}}) = \frac{\mathcal{P}(\eta_{\text{sub}} | f_{\text{sub}}) \mathcal{P}(f_{\text{sub}})}{\int df_{\text{sub}} \, \mathcal{P}(\eta_{\text{sub}} | f_{\text{sub}}) \mathcal{P}(f_{\text{sub}})} .
\]

The generated substructure realisations will rarely match the one contained in the data. Rather than that, we expect that realisations drawn from the correct mass function will more often provide higher Evidence than those drawn from a different mass function, as the latter have either too few or too many substructures. If a particular substructure realisation can reproduce the observed lensed images much
better than any other, the weights introduced above will always ensure that more than a single value of $f_{ab}$ will contribute to the posterior distribution. Using mock data with different level of $f_{ab}$, we have thoroughly tested or inference approach, and found that we are able to recover the correct amount of mass in substructure with a precision that, as expected, depends on the number of lenses and the data quality.

Recently, Despali et al. (2018) have shown that low-mass haloes along the line of sight can significantly contribute to the number of detectable objects. For simplicity, we focus here only on the substructure contribution. However, our analysis can be easily extended to include both populations.

4 RESULTS

In this section, we present the results of the inference analysis described in Section 3.2 when applied to the sample of twenty-four mock lensing data presented in Section 2. In particular, for each lens, we create $N_{\text{step}} \times N_{\text{samp}} = 20 \times 4000$ lens configurations and choose $N_{\text{acc}} = 200$ at each step during the smooth modelling phase and $N_{\text{step}} \times N_{\text{samp}} = 40 \times 4000$ lens configurations and accept around half of them for the substructure inference.

4.1 Smooth modelling

4.1.1 Lensing mass distribution

A simple elliptical cored power-law mass distribution (with no substructure) can fit all of the mock observations to the noise level. Figures 3 and 4 show the best and the worst reconstructions, respectively. For the worst reconstruction, we find correlated image residuals at the 1.3σ level, which are related to the high dynamic range of the input lensed images which cannot be fully reproduced by the reconstructed source due to the effect of the regularisation.

Even though we can accurately reproduce the lensed images to the noise level, we infer a lensing mass density distribution with a core that is much smaller than the true value. Gravitational lensing is mainly sensitive to the total mass within the Einstein radius and not its specific distribution. This means that it is insensitive to the presence of a core, when it does not directly affect the lensed images. As a result, the Illustris-1 galaxies in our sample have a core size of $r_c = 0.15-0.5$ arcsec, while the reconstructed cores tend to be of the order of $r_c = 5 \times 10^{-4}$ arcsec. As can be seen in the Figures 3 and 4, the relative difference in convergence between the simulated lenses and the power-law model stays constant over the extent of the lensed images, and hence can be compensated by a rescaling of the source size, as shown in the following section.

In order to further test the influence of the core we have also modelled one of the lens systems where the core directly affects the lensed images (e.g. middle-bottom panel of 1) and found that in this case we can recover the correct core size within one standard deviation and obtain a source that is of the same size as the original one.

4.1.2 Source and time delay reconstruction

In general, we recover sources that tend to be on average 50 per cent more compact than the original ones, as reflected by a lack of power in their power spectra at large scales of $O(a few kpc)$. Figure 5 shows the power spectrum of the logarithmic convergence maps (top), the data (middle) and reconstructed model for the source (bottom); in all panels we can compare the the ground truth with the reconstructed model. This effect on the source size is in agreement with the findings by Ritondale et al. (submitted) who have demonstrated, with the study of real gravitational lens systems, that a failure to fully capture the complexity of the lensing potential leads to a systematic error in the estimated morphological and physical properties of the reconstructed source by up to a factor of 22 per cent. In particular, we observe a correlation between the logarithm $P_{\text{log}}(k)/P_{\text{lens}}(k) \propto k$ and the logarithm $P_{\text{log}}(k)/P_{\text{lens}}(k)$ for $k = O(kpc)$ with a correlation coefficient $\rho = 0.95$ in our sample. Moreover, we find that the reconstructed sources show increased power at small scales with respect to the ground truth, which indicates a certain level of noise fitting, as also found by Bayer et al. (2018). A log-normal source prior may mitigate this issue significantly as it restricts the source brightness values to positive values. This potentially allows for reconstructing sources up to smaller scales and increase the sensitivity to substructures as a result.

Moreover, we find that a cored power-law mass model does not allow us to recover the time delays accurately. In particular, we infer time delays that show a root mean square difference of 7.4 per cent to the ground truth time delays. We find a maximum difference in time delays of around 53 per cent in the vicinity of lensed arcs.

4.1.3 Degeneracies

The results above indicate that our capability of reproducing the lensed images without correctly modelling the central mass density distribution of the lenses in full, is related to some form of the source-position transformation (SPT) (Schneider & Sluse 2014), in line with the previous findings of Unruh et al. (2017). While for the mocks generated from simulations the SPT is related to the presence of non-physical large cores, we cannot exclude that similar effects are at play in real galaxies, related for example to the presence of faint discs, bars, other baryonic structure, or changes in the mass distribution related to feedback processes. Barnabé & Koopmans (2007) demonstrated that incorporating the kinematics of the lens galaxy in the analysis of lens systems alleviates degeneracies in the lens as well as the source reconstruction. For time variable sources, Schneider & Sluse (2014) have shown that the measurement of time delays is a crucial part for breaking the degeneracy arising from Source Position Transformations.

4.2 Substructure reconstruction

We now allow for the presence of substructure in the lens modelling to infer the amount of lens galaxy mass in sub-haloes, $f_{ab}$. To validate this inference we generate a control sample of twenty-four lens systems with the same observational
properties (i.e. signal-to-noise ratio and angular resolution) as our Illustris-1 sample. To this end, we use as input lensed images those corresponding to the highest evidence macro-model obtained in the previous section by modelling the Illustris-1 galaxies with a smooth power-law. This approach provides us with a sample for which we have a perfect knowledge of the lensing potential. We model both the mocks generated directly with the Illustris-1 galaxies and the control sample. As the input data in both samples do not contain any substructure, we expect the control sample to lead to
each of the two samples, we find a posterior upper limit of substructures that is not compatible with the data. This flattening may appear before the point of substructures affecting the lensed surface brightness approaches zero. This flattening may appear before the point where no substructures are placed due to the sensitivity of the data. Within the region where the Likelihood is flat, the posterior inherits the shape of the prior. For large values of $f_{\text{sub}}$, the Likelihood decreases, reflecting an overabundance of substructures that is not compatible with the data.

From the analysis of all gravitational lens systems in each of the two samples, we find a posterior upper limit of $f_{\text{sub}} \leq 1.7 \times 10^{-3}$ and $f_{\text{sub}} \leq 2 \times 10^{-3}$ at the 68 per cent confidence level for the Illustris-1 and the control sample, respectively. The inferred $f_{\text{sub}}$ from the two samples agree with each other within the uncertainty arising from the finite number of samples of $\eta^\text{macro}$, $\eta^\text{sub}$ drawn in the analysis. In both cases, the posterior upper limits differ significantly from the prior upper limit of $f_{\text{sub}} \leq 4.7 \times 10^{-2}$. Both samples are compatible with the Null-Hypothesis that the lensing potential does not contain any substructures, i.e. $f_{\text{sub}} = 0$. We conclude, therefore, that baryonic structure, as well as small scale complexity, do not have a significant impact on our capability of correctly inferring the amount of substructure. We find that the sources do not change much with respect to the case without substructure.

Recently, from the analysis of flux ratio anomalies in multiply imaged quasars lensed by elliptical galaxies from the Illustris-1 simulation with the same smoothing level, Hsueh et al. (2018) have found that baryonic components in the lensing galaxies are responsible for an increase in the probability of flux ratio anomalies by 8 per cent. Similarly, Gilman et al. (2017) have concluded that 10 per cent of the flux-ratio anomalies in elliptical galaxies can be attributed to baryonic structures in their analysis of mock data based on real HST observations. Both results have important implications for the quantification of substructure and low-mass haloes in general with gravitationally lensed quasars. We attribute the difference from our findings to the fact that flux ratios are sensitive to the second derivative of the lensing potential rather than the first, and are therefore more affected by general departures from simple smooth distributions. As the sensitivity of extended arcs and rings is strongly dependent on the angular resolution of the data, we expect our results to change with increasing data quality.

On the other hand, our results are also in disagreement with Vegetti et al. (2014) and Ritondale et al. (submitted), who from the analysis of real lens systems with a similar data quality as ours, have identified the presence of complex mass components which are degenerate with the presence of a large population of substructure and can lead to false detections. This discrepancy seems to indicate that galaxies in the Illustris-1 simulations are smoother than real galaxies and that their level of complexity at scales that we can resolve - i.e. scales $> O(kpc)$ - is such that it has a negligible lensing effect which is easily absorbed by changes in the macro-model and the source structure. It should also be considered that the simulated galaxies analysed here where chosen to match the global properties of known lenses, but unlike the latter they have not been selected based on their spectral properties. This may potentially lead to a sample of simulated lens galaxies which is more homogeneous and more regular than real ones. We therefore conclude that higher-resolution simulations together with more realistic selection criteria are key to properly characterise their central mass distribution in a way that is not affected by the presence of an un-physical core and investigate the level of complexity in more realistic galaxies and its effect on the detection of low-mass haloes.

## 5 SUMMARY & CONCLUSIONS

Using a novel Bayesian forward modelling technique based on ABC, we have analysed a sample of mock lensing observations generated from a simulated source and lensing...
the lensing potential and low-mass subhaloes. After having reduced the freedom of the source structure to re-absorb the results as well as a better sensitivity to low-mass haloes, a hyper-prior as in Rizzo et al. (2018) may provide more stability. We expect that a log-normal prior or a regularizing prior. We find that the upper confidence limits of $f_{\text{sub}}$ do not change much between the two samples (in particular when comparing the reconstructions on the level of individual lens systems). The prior probability distribution of $f_{\text{sub}}$ is shown in blue. The vertical lines indicate the 68 per cent confidence levels (CL) of the prior and posterior distributions of the Illustris-1 and Control sample respectively.

Figure 6. The posterior distribution of $f_{\text{sub}}$ for the Illustris-1 sample (continuous curve) and the control sample (dashed curve). Also shown in colour are the Likelihoods of one of the Illustris-1 galaxies in three projections. We find that the upper confidence limits of $f_{\text{sub}}$ do not change much between the two samples (in particular when comparing the reconstructions on the level of individual lens systems). The prior probability distribution of $f_{\text{sub}}$ is shown in blue. The vertical lines indicate the 68 per cent confidence levels (CL) of the prior and posterior distributions of the Illustris-1 and Control sample respectively.

potentials taken from the Illustris-1 simulation. Our main results can be summarised as follows:

(i) The presence of large un-physical (i.e. due to the limited resolution of the simulation as well as limited or simplified description of the physics) cores in the central mass distribution of the simulated galaxies leads to a special case of the source position transformation, which affects the source in a similar fashion as the mass sheet degeneracy. As a result, we underestimate the size of the reconstructed background sources by 50 per cent on average. This is in agreement with Ritondale et al. (in prep) who have shown for a Lyα-emitting galaxy of the Bells Gallery that a correct modelling of the complex lensing potential is essential to reconstruct the properties of lensed galaxy. In particular, they find that mass components beyond the simple power-law model, in the form of pixelated potential corrections, are needed for a correct focusing of the source. At the small scales the reconstructed sources also differ from the true ones due to the presence of noise in the data and the use of a Gaussian regularizing prior. We expect that a log-normal prior or a hyper-prior as in Rizzo et al. (2018) may provide more stable results as well as a better sensitivity to low-mass haloes by reducing the freedom of the source structure to re-absorb the effect of the latter on the lensed images.

(ii) We find no degeneracy between complex structures in the lensing potential and low-mass subhaloes. After having removed all subhaloes from the simulations we have inferred a fraction of mass in substructure which is consistent with the absence of any substructure and with what was derived from a control sample for which we have a perfect knowledge of the lensing potential. This is in disagreement with Ritondale et al. (2019), Xu et al. (2015) and Gilman et al. (2019), who have shown both with numerical simulations and observations that un-modelled small scale structures in the lensing mass distribution can lead to significant flux-ratio and surface-brightness anomalies. We believe the origin of this discrepancy to lie partly on the limited resolution of the simulations and partly on the selection criteria adopted in this work, as well a different sensitivity of lensed quasars to changes in the potential.

(iii) Our results have interesting implications for all measurements of interest, from the study of lensed galaxies to constraints on cosmology and dark matter. Our work indicates that the lack of sensitivity to the detailed mass distribution of the deflector away from the lensed images prevents us from obtaining an un-biased measure of the sources and of the time delay, and therefore the Hubble constant. While in the simulations the SPT arises from the presence of an un-physical core, similar effects may be at play in real observations. This core leads to an average bias on time delays of around 7.4 per cent. What is important to notice is that a simple power-law model provides a good fit to the lensing observable. Meaning that the quality of fit is not a good measure to exclude the potential presence of un-modelled mass components. In line with previous works, our results underline the importance of complex lensing mass distributions that go beyond the standard power-law assumptions as well as the need of extra information (e.g. from stellar kinematics or time delays Barnabé & Koopmans 2007; Schneider & Sluse 2014) to break existing degeneracies. From a numerical perspective, our work shows the importance of higher-resolution and more realistic numerical simulations to further quantify potential systematic effects in strong gravitational lensing reconstructions.
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The Einstein radius $R_E$ for a given set of macro-model parameters is then given by solving:

$$R_E^2 = \frac{k_0 (4 - \gamma)}{2 (3 - \gamma)} q \left( R_E^2 + \frac{R^2}{q} \right)^{(3-\gamma)/2} - \left( R^2 \right)^{(3-\gamma)/2}$$ (A4)

For $\gamma = 0$ this definition of the Einstein radius matches the one described by Vegetti et al. (2014):

$$R_E^{\gamma-1} = \frac{k_0 (4 - \gamma)}{2 (3 - \gamma)} q \left( R_E^2 / q \right)^{(3-\gamma)/2}$$ (A5)

It further reduces to the definition of Kormann et al. (1994) in the isothermal case where $\gamma = 2$, i.e. $R_E = k_0$.

**APPENDIX B: MASS FUNCTION NORMALISATION AND MEAN NUMBER OF SUBSTRUCTURES**

In this Appendix we describe the derivation of the mass function normalisation constant from the condition that we have a mean fraction of mass contained in substructures within the Einstein radius $f^{\text{sub}}(< R_E)$. This condition can be written explicitly as:

$$f^{\text{sub}}(< R_E) = \frac{\sum_{k=1}^{N^{\text{sub}}} m_k}{M(< R_E)} \frac{\mu(< R_E)}{\mu(< R_E)} = \frac{\mu(< R_E)}{M(< R_E)},$$ (B1)

where $\mu(< R_E)$ is the mean number of objects within the Einstein radius and $< m >_{\text{sub}}$ is the average mass of a substructure. $\mathcal{P}(N^{\text{sub}}, \mu_{\text{sub}}, \rho_k)$ is the probability distribution associated with a substructure realisation with $N^{\text{sub}}$ clumps, each with their respective mass $m_k$ and radial position $\rho_k$.

The amplitude of the mass function $n_0$ can be determined by requiring that $\mu(< R_E)$ matches the definition given in equation (B1), i.e.:

$$\mu(< R_E) = A(< R_E) \times \int_{10^{9}M_\odot}^{|\mu(< R_E)|} \frac{dm}{dm}.$$ (B2)

Using the above definition for the Einstein radius, the proportionality constant in equation (4) can be written as:

$$n_0 = \frac{f^{\text{sub}}(< R_E) \times \Sigma_{\text{crit}}}{< m >_{\text{sub}} \int_{10^{9}M_\odot}^{|\mu(< R_E)|} \frac{dm}{m^{\alpha}}}. $$ (B3)

We assume that the density of subhaloes is constant throughout the extensions of the mock observation. In order to obtain the mean number of objects $\mu$ in the considered area, we integrate the mass function over $m$ and multiply it with the area $A_{\text{data}}$ covered by the mock observation:

$$\mu = A_{\text{data}} \int_{10^{9}M_\odot}^{|\mu(< R_E)|} \frac{dm}{dm} \times \frac{f^{\text{sub}}(< R_E)}{< m >_{\text{sub}} \times \Sigma_{\text{crit}}}. $$ (B4)

**APPENDIX C: JEFFREYS’ PRIOR**

For the inference task of the free parameter $f^{\text{sub}}$ the Jeffreys’ prior (Jeffreys 1946) would require us to consider the full Likelihood function $\mathcal{P}(d|\mu)$ and marginalize it over the space data realisations. As this is computationally prohibited, we consider the Jeffreys’ prior of the probability density $\mathcal{P}(N^{\text{sub}}|\mu)$, which being a Poisson distribution, leads to a prior of $\mathcal{P}(f^{\text{sub}}) \propto f^{\text{sub}}^{-1/2}$. We expect this simplified prior to remain non-informative for our reconstruction process. Moreover, it has the advantage of being integrable under the assumption of a finite upper limit on $f^{\text{sub}}$ and allows us to correctly probe a parameter which may vary by several orders of magnitude. We choose a range of $f^{\text{sub}} \in [10^{-6}, 10^{-1}]$, which includes the case $\mu(f^{\text{sub}}) + \sqrt{\mu(f^{\text{sub}})} < 1$, i.e. there are no substructures within one standard deviation of the Poisson distribution $\mathcal{P}(N^{\text{sub}}|\mu)$.

**APPENDIX D: IMPORTANCE SAMPLING AND WEIGHTING OF SAMPLES**

Standard importance sampling uses weights $w_i$ and applies them to the samples that approximate the posterior distribution:

$$\mathcal{P}(x|d) = \frac{1}{K_{\text{acc}}} \sum_{i=1}^{N_{\text{acc}}} e^{D(x_i) - D(x)} \times w_i.$$ (D1)

However, in our implementation, as expressed by equation (12), we do not include any weight, as this is done implicitly by the acceptance strategy. In order to justify this, we consider the following relation:

$$\mathcal{P}(x|d) = \frac{\mathcal{P}(d|x) \mathcal{P}(x)}{\mathcal{P}(d)} = \frac{\mathcal{P}(d|x) \mathcal{P}(x)}{\mathcal{P}(d)} \mathcal{P}(x) = \frac{\mathcal{P}(d|x) \mathcal{P}(x)}{\mathcal{P}(d)} \mathcal{P}(x).$$ (D2)

This implies that one can interpret the importance sampling as a change in the Likelihood $^3$ and the prior in such a way that their changes cancel each other out.

As we use the $P(d|x)$ as our distance measure, we include the weight in the distance that decides whether or not a sample gets accepted rather than multiplying the weight to the corresponding sample. In doing so, we free ourselves from accounting for sample weights at the price of the caveat that the posterior distribution of the importance sampled parameters tends to resemble the shape of the proposal distribution.

In our case we apply importance sampling on the macro-model parameters $\eta^{\text{macro}}$, for which previous tests have shown that their posteriors closely resemble Gaussian distributions, therefore justifying our choice of the proposal distribution. In order to improve the approximation one could use Gaussian mixture models instead of a single Gaussian distribution to describe the proposition distribution.

3 Which we refer to as evidence in this paper, as it is the evidence in the case of source reconstruction.
This would allow one to account for more general shapes of posteriors.
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