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Abstract. In the following we study the qualitative properties of solutions to the geodesic flow induced by a higher order two-component Camassa-Holm system. In particular, criteria to ensure the existence of temporally global solutions are presented. Moreover in the metric case, and for inertia operators of order higher than three, the flow is shown to be geodesically complete.

1. Introduction

In this paper we will investigate a generalised two-component Camassa-Holm equation with fractional order inertia operator, given by the system:

\[ m_t = \alpha u_x - au_x m - um_x - \kappa \rho_x, \quad m = A u \]
\[ \rho_t = -u \rho_x - (a - 1)u_x \rho, \quad a \in \mathbb{R} \setminus \{1\} \]
\[ \alpha_t = 0 \]

where the inertia operator \( A = (1 - D^2)^s \) belongs to the class of fractional Sobolev norms with \( s > 1 \) and \( D = \frac{d}{dx} \), and where \( u \) and \( \rho \) are defined on the circle \( S^1 \) and \( \alpha \) is a constant. The meaning of these (dependent) variables will be explained later on. Finally \( a \) and \( \kappa \) are real parameters. In Section 2 it will be shown that the system in equation (1) corresponds to a metric induced geodesic flow on the infinite dimensional Lie group \( \text{Diff}^\infty(S^1) \otimes \mathbb{C}^\infty(S^1) \times \mathbb{R} \), when the parameter \( a = 2 \). We denote by \( \text{Diff}^\infty(S^1) \) the group of orientation preserving diffeomorphisms of the circle, \( \mathbb{C}^\infty(S^1) \) denotes the space of smooth function on \( S^1 \) while \( \otimes \) denotes an appropriate semi-direct product between the pair. In Section 3 we also present rigorous criteria ensuring the existence of global solutions to the system in equation (1), for a class of nonlocal inertia operators subject to \( s > 1 \) in the general case \( a \neq 1 \). As a consequence of these general investigations we obtain the following result:
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Theorem 1.1 (Geodesic completeness). Let \( s > 3/2 \) and \( \kappa \geq 0 \) be given and assume that \( a = 2 \). Then the solution to (1) emerging from any initial condition \((u_0, \rho_0) \in C^\infty(S^1) \times C^\infty(S^1)\) is smooth and exists globally in time, i.e.

\[
(u, \rho) \in C^\infty([0, \infty), C^\infty(S^1) \oplus C^\infty(S^1)),
\]

meaning that the corresponding flow is geodesically complete.

In [15] the authors, with collaborators, presented a hydrodynamical derivation of the system (1) with \( s = 1 \) and \( \kappa > 0 \), as a model for water waves with \( \alpha \) a constant incorporating an underlying vorticity of the flow, following the works [23] and [25]. Additionally it was shown that the hydrodynamical model obtained when \( a = 2 \) corresponds with the Arnold-Euler equation of a right-invariant metric on the infinite dimensional Lie group \( C^\infty G = \text{Diff}^\infty(S^1) \otimes C^\infty(S^1) \times \mathbb{R} \). Moreover, in line with the work of [13], local uniqueness and existence of the geodesics on \( C^\infty G \) were proven, thus ensuring the well posedness of the system (1) with \( s = 1 \). Furthermore a priori estimates were obtained which established criteria for the global existence of solutions for the hydrodynamical system when \( a \neq 1 \).

The system in (1) incorporates a number of remarkable partial differential equations arising as approximate hydrodynamical models. In the case of irrotational flow (\( \alpha = 0 \)), with \( \rho \equiv 0 \) and \( s = 1 \), the system above reduces to a family of equations parameterised by \( a \neq 1 \), the so-called \( b \)-equations. This class of \( b \)-equations share several common structural features investigated in [19, 20, 22] among other works. There are two scenarios in which the \( b \)-equations yield integrable models, specifically when \( a = 2 \) corresponding to the Camassa-Holm equation [3, 2], and \( a = 3 \) giving the Degasperis-Procesi equation [12]. Both systems arise as hydrodynamical models of shallow water waves c.f. [5, 24], possessing both global solutions and solutions which display wave-breaking in finite time, c.f. [4, 7, 6].

All of these hydrodynamical models have a geometrical interpretation in terms of a geodesic flow on an appropriate infinite dimensional Lie group. The seminal work of Arnold [1] reformulated the Euler equation describing an ideal fluid, as a geodesic flow on the group of volume preserving diffeomorphisms of the fluid domain. Following this, Ebin and Marsden reinterpreted this group of volume preserving diffeomorphisms as an inverse limit of Hilbert manifolds, c.f. [13]. The crucial aspect of this approach is that it allows one to reformulate the hydrodynamical model governed by a PDE, namely the Euler equation, in terms of the geodesic equation on the Hilbert manifolds, which is an ODE. The question of well-posedness of the Euler equation may then be reformulated in terms of the local existence and uniqueness of solutions to the geodesic equation. In this manner well-posedness of the system in (1) was established for the specific case \( s = 1 \) and \( a \neq 1 \) in the work [15], and these results may be extended to ensure the well-posedness of the general system when \( s > 1 \) and \( a \in \mathbb{R} \setminus \{1\} \).

In Section 2 of this paper we demonstrate that the system in (1) can be recast as the flow of a right-invariant metric on the Fréchet Lie group \( C^\infty G \), when \( a = 2 \). This result is shown to be true for a general class of nonlocal inertia operators of the form \( A = (1 - D^2)^s \) with \( s > 1 \). The well-posedness of the system remains valid for this general class and the reader is referred to the results presented in [15] §5, and also [17] for further relevant discussions. Lastly in Section 3 we establish rigourous criteria ensuring global solutions for the system (1) when \( A \) induces a fractional Sobolev norm, for general \( a \neq 1 \). In this regard, the pseudo-differential
form of the inertia operator generates additional terms requiring careful analysis of the \textit{a priori} estimates necessary to ensure the existence of global solutions. We close our study by giving a proof of Theorem 1.1.

2. Geometric Formulation

The work undertaken in [9] investigated the geodesic equation on $\text{Diff}^\infty(S^1)$ associated with the right-invariant $H^1$ metric, namely the Camassa-Holm equation, which is a reduction of the system currently being investigated. Meanwhile, in [14] the short-wave limit of (1), namely $m = -u_{xx}$ and $s = 1$, is shown to correspond to a geodesic flow on a symmetric right-invariant connection on a suitable semi-direct product, when $\alpha = 0$. Moreover it was shown in the case $a = 2$ that this connection is associated with a metric induced by the norm

$$\|u_{xx}\|_{L^2} + \|\rho\|_{L^2},$$

with $u \in C^\infty(S^1)/\mathbb{R}$ and $\rho \in C^\infty(S^1)$. It was shown in [15] that the system (1) could be recast as a geodesic flow of a right invariant metric on a suitable semi-direct product, when $s = 1$ and $a = 2$. In Theorem 2.1 it will be shown that these results extend to the case when $A$ belongs to a general class of nonlocal inertia operators.

Given a Lie group $G$ with corresponding Lie algebra $\mathfrak{g}$, then any inner product on $\mathfrak{g}$ may be extended to a \textit{right-invariant metric} in $G$ by right translation of this inner-product. We may represent the inner product on the Lie algebra by an invertible operator

$$A : \mathfrak{g} \to \mathfrak{g}^*.$$ 

Then a path $g(t) \subset G$ is a geodesic of the $A$-induced right-invariant metric of $G$ if and only if the Eulerian velocity of $g(t)$, namely

$$u(t) := T R_{g(t)^{-1}} \dot{g}(t)$$

satisfies the Arnold-Euler equation given by

$$u_t = -\mathbb{B}(u, u), \quad \mathbb{B}(u_1, u_2) \overset{\text{def}}{=} \frac{1}{2} \left( \text{ad}_{u_1}^T u_2 + \text{ad}_{u_2}^T u_1 \right)$$

where $u_i \in \mathfrak{g}$ for $i = 1, 2$ and $\text{ad}_u^T$ is the adjoint of $\text{ad}_u$ with respect to $A$. That is to say, given $\Lambda \in \mathcal{L}(\mathfrak{g}, \mathfrak{g})$, we define the adjoint $\Lambda^T$ with respect to the norm $\langle \cdot , \cdot \rangle$ as follows

$$\langle u_1, \Lambda^T u_2 \rangle = \langle \Lambda u_1, u_2 \rangle, \quad \langle u_1, u_2 \rangle = \int_{S^1} u_1 \Lambda u_2.$$

In what follows it will be demonstrated that the general system (1) with $a = 2$ and $s > 1$ may be reformulated as the geodesic flow of a right invariant metric on the infinite dimensional Lie group $C^\infty G := \text{Diff}^\infty(S^1) \circledast C^\infty(S^1) \times \mathbb{R}$.

Moreover we denote by $H^s(S^1)$, where $s \geq 0$, the usual Sobolev spaces over $S^1$, equipped with the norm

$$\|u\|_{H^s} := \left( \sum_{k \in \mathbb{Z}} \left( 1 + |k|^2 \right)^s \hat{u}_k^2 \right)^{1/2}, \quad u \in L^2(S^1),$$
where \( \hat{u}_k := (u|e_k)_L \) is the \( k \)-th Fourier coefficient with respect to the standard orthonormal basis \( \{ e_k : k \in \mathbb{Z} \} \) of \( L_2(S^1) \). We observe that

\[
\|u\|_{H^s} = \int_{S^1} uAu \ dx.
\]

Furthermore we note that with \( 1 := e_0 \) we have

\[
A1 = \sum_{k \in \mathbb{Z}} (1 + |k|^2) \langle 1|e_k \rangle_L e_k = (1|e_0)_L e_0 = 1.
\]

The latter observation and the fact that \( A \) is self-adjoint particularly implies that

\[
\int_{S^1} A^{-1}w \ dx = (A^{-1}w|1)_L = (w|1)_L = \int_{S^1} \alpha \ dx, \quad w \in L_2(S^1).
\]

After the above preparations we can state the following result:

**Theorem 2.1.** Given \( \kappa > 0 \) and \( a = 2 \) it is possible to write the system (1) as the Arnold-Euler equation on the Lie algebra \( C^\infty_{g} \) of the Fréchet Lie group \( C^\infty_{G} \) with an associated inner product

\[
\langle (u_1, \rho_1, \alpha_1), (u_2, \rho_2, \alpha_2) \rangle = \int_{S^1} u_1 Au_2 dx + \kappa \int_{S^1} \rho_1 \rho_2 dx
\]

\[- \frac{1}{2} \int_{S^1} [\alpha_2 u_1 + \alpha_1 u_2] dx + \frac{1}{2} \alpha_1 \alpha_2
\]

with \( u_i, \rho_i \in C^\infty(S^1) \) and \( \alpha_i \in \mathbb{R} \) for \( i = 1, 2 \).

**Proof.** We may write the inner product in (5) as

\[
\langle (u_1, \rho_1, \alpha_1), (u_2, \rho_2, \alpha_2) \rangle = \int_{S^1} (u_1, \rho_1, \alpha_1) \cdot A(u_2, \rho_1, \alpha_2) dx,
\]

where \( \cdot \) is the usual dot product in \( \mathbb{R}^3 \). The inertia operator \( A \) is given by

\[
A(u, \rho, \alpha) = \left( Au - \frac{\alpha}{2}, \kappa \rho, \frac{1}{2} \left( \alpha - \int_{S^1} u \ dx \right) \right)
\]

With \( U_i = (u_i, \rho_i, \alpha_i) \in C^\infty_{g} \), where \( i = 1, 2 \), we have

\[
\text{ad}_{U_1} U_2 = (u_{1,x} u_2 - u_1 u_{2,x}, \rho_{1,x} u_2 - \rho_2 u_{1,x}, 0)
\]

and so upon returning (7) and (8) to (6) we find

\[
\langle \text{ad}_{U_1} U_2, U_3 \rangle = \int_{S^1} (u_{1,x} u_2 - u_1 u_{2,x}, \rho_{1,x} u_2 - \rho_2 u_{1,x}) \cdot A(u_3, \rho_3, \alpha_3)
\]

\[
= \int_{S^1} (u_{1,x} u_2 - u_1 u_{2,x}) Au_3 dx + \kappa \int_{S^1} (\rho_{1,x} u_2 - \rho_2 u_{1,x}) \rho_3 dx
\]

\[- \frac{\alpha_3}{2} \int_{S^1} (u_{1,x} u_2 - u_1 u_{2,x}) dx
\]

\[\text{1} \text{For simplicity we normalise the length of the circle } S^1 \text{ to the value 1, so that } e_k = \exp ikx.\]
Integration by parts along with $[A, D] = 0$ yields
\[
\langle \text{ad}_U U_2, U_3 \rangle = \int_{S^1} u_2 (u_{1,x} A u_3 + (u_1 A u_3)_x + \kappa \rho_{1,x} \rho_3 - \alpha_3 u_{1,x}) + \kappa \int_{S^1} \rho_2 (u_1 \rho_3)_x
\]
\[
= \int_{S^1} \langle u_2, \rho_2, \alpha_2 \rangle \cdot (f, g, 0)
\]
\[(9)\]
which defines $\tilde{U} = (\tilde{u}, \tilde{\rho}, \tilde{\alpha})$ in terms of $U_1$ and $U_3$. Thus we are looking for the unique solution of
\[
A \tilde{u} - \frac{\tilde{\alpha}}{2} = f \quad \kappa \tilde{\rho} = g \quad \tilde{\alpha} = \int_{S^1} \tilde{u} dx = 0,
\]
which, invoking (3), is found to be
\[
\tilde{u} = A^{-1} f + \int_{S^1} f dx \quad \tilde{\rho} = \frac{1}{\kappa} g \quad \tilde{\alpha} = 2 \int_{S^1} f dx.
\]
However by definition we also have
\[
\langle \text{ad}_{U_1} U_2, U_3 \rangle = \langle U_2, \text{ad}_{U_1}^T U_3 \rangle = \int_{S^1} \langle u_2, \rho_2, \alpha_2 \rangle \cdot A(\tilde{u}, \tilde{\rho}, \tilde{\alpha})
\]
in which case it follows that $\text{ad}_{U_1}^T U_3 = (\tilde{u}, \tilde{\rho}, \tilde{\alpha})$. Explicitly we have
\[
\begin{align*}
\tilde{u} &= A^{-1} \left( u_{1,x} A u_3 + (u_1 A u_3)_x + \kappa \rho_{1,x} \rho_3 + \alpha_3 u_{1,x} \right) \\
&\quad + \int_{S^1} (u_{1,x} A u_3 + \kappa \rho_{1,x} \rho_3) dx \\
\tilde{\rho} &= (u_1 \rho_3)_x \\
\tilde{\alpha} &= -2 \int_{S^1} (u_{1,x} A u_3 + \kappa \rho_{1,x} \rho_3) dx
\end{align*}
\]
Lastly we note by the symmetry of $A$ along with its commutativity with $D$, that
\[(12)\]
\[
\int_{S^1} u_{1,x} A u_3 = -\int_{S^1} u_1 A u_{3,x} = -\int_{S^1} A u_1 u_{3,x}
\]
and so the integral is antisymmetric in $u_1$ and $u_3$. Hence substituting $U = (u, \rho, \alpha)$ in (11) and employing (12) yields
\[(13)\]
\[
\mathbb{B}(U, U) = \text{ad}_{U_1}^T U = \left( A^{-1} [u_{x} A u + (u A u)_x - \alpha u x + \kappa \rho \rho_{x} \cdot (u \rho), 0] \right).
\]
Consequently the Arnold-Euler equation $U_t = -\mathbb{B}(U, U)$ corresponds precisely with the system (1) when $a = 2$. □

**Remark 1.** Note that the bilinear form given by (5) is positive definite for any choice of $\kappa \geq 0$ and $\alpha \in \mathbb{R}$.

**Proof.** Define
\[
\|(u, \rho, \alpha)\|^2_A := \int_{S^1} u A u dx + \kappa \int_{S^1} \rho^2 dx - \alpha \int_{S^1} u dx + \frac{\alpha^2}{2}
\]
for \( u, \rho \in C^\infty(\mathbb{S}^1) \) and \( \alpha \in \mathbb{R} \). Invoking \( \int u^2 \leq \|u\|_{H^s}^2 = \int uAu \), we get
\[
\|(u, \rho, \alpha)\|_A^2 \geq \int_{\mathbb{S}^1} \left( u - \frac{\alpha}{2} \right)^2 dx + \kappa \int_{\mathbb{S}^1} \rho^2 dx.
\]
Thus \( \|(u, \rho, \alpha)\|_A^2 > 0 \) for all \( (u, \rho, \alpha) \in C^\infty \) with \( u \neq \alpha/2 \) or \( \rho \neq 0 \). But
\[
\left\| \left( \frac{\alpha}{2}, 0, \alpha \right) \right\|_A^2 = \frac{\alpha^2}{4},
\]
which completes the proof. \( \square \)

**Remark 2.** Given \( u, \rho \in C^\infty(\mathbb{S}^1) \) and \( \alpha \in \mathbb{R} \), we have that
\[
\frac{3}{4} \|u\|_{H^s}^2 + \kappa \|\rho\|_{L^2}^2 \leq \|(u, \rho, \alpha)\|_A^2 + \frac{\alpha^2}{2}.
\]

**Proof.** Using the elementary inequality \(-u\alpha \geq -u^2/4 - \alpha^2\), we get
\[
- \int_{\mathbb{S}^1} u\alpha dx \geq -\frac{1}{4} \int_{\mathbb{S}^1} u^2 dx - \alpha^2 \geq -\frac{1}{4} \|u\|_{H^s}^2 - \alpha^2,
\]
which readily gives the assertion. \( \square \)

**Remark 3.** Consider the case \( a = 2 \) and let \((u, \rho)\) be a solution to (1) on the time interval \( J \). Then the quantity \( \|(u, \rho, \alpha)(t)\|_A \) is constant on \( J \).

**Proof.** We have
\[
\frac{1}{2} d\frac{d}{dt} \|(u, \rho, \alpha)(t)\|_A^2 = \int_{\mathbb{S}^1} u_t Au dx + \kappa \int_{\mathbb{S}^1} \rho_t \rho dx - \alpha \int_{\mathbb{S}^1} u_t dx.
\]
Invoking (1) we find because of \([A, D] = 0\):
\[
\int_{\mathbb{S}^1} u_t Au = \int_{\mathbb{S}^1} m_t u
\]
\[
= \alpha \int_{\mathbb{S}^1} uu_x - 2 \int_{\mathbb{S}^1} u u_x Au - \int_{\mathbb{S}^1} u^2 Au_x - \kappa \int_{\mathbb{S}^1} \rho \rho_x
\]
\[
= \frac{\alpha}{2} \int_{\mathbb{S}^1} (u^2)_x - \int_{\mathbb{S}^1} (u^2)_x Au + \int_{\mathbb{S}^1} (u^2)_x Au - \kappa \int_{\mathbb{S}^1} \rho \rho_x u
\]
\[
= -\kappa \int_{\mathbb{S}^1} \rho \rho_x u.
\]
For the second integral of the right-hand side of (15) we get
\[
\kappa \int_{\mathbb{S}^1} \rho_t \rho = -\kappa \int_{\mathbb{S}^1} (\rho u)_x \rho = \kappa \int_{\mathbb{S}^1} \rho \rho_x u.
\]
Thus \( \int u_t Au + \kappa \int \rho_t \rho = 0 \) and we are left to show that \( \int u_t = 0 \). Using (4) we obtain
\[
\int_{\mathbb{S}^1} u_t = \alpha \int_{\mathbb{S}^1} A^{-1} u_x - 2 \int_{\mathbb{S}^1} A^{-1} (u_x Au) - \kappa \int_{\mathbb{S}^1} \rho \rho_x
\]
\[
= \alpha \int_{\mathbb{S}^1} u_x - 2 \int_{\mathbb{S}^1} u_x Au - \kappa \int_{\mathbb{S}^1} \rho \rho_x.
\]
Recalling \([A, D] = 0\), integration by parts yields \( \int u_t = \int uAu_x \). But \( \int uAu_x = 0 \) by (12) and the proof is complete. \( \square \)
Following the work of Arnold [1], Ebin & Marsden [13] considered the group of smooth diffeomorphisms as an inverse limit of Hilbert manifolds. This essentially allows one to recast classes of PDEs, namely the Euler equation, in terms of an ODE, that is to say the geodesic equation on these Hilbert manifolds. These techniques were applied in [27, 10] for the periodic Camassa-Holm equation, while in [16] the Degasperis-Procesi equation was recast as a non-metric geodesic flow. Moreover in [11, 18] these methods were extended to right-invariant metrics induced by fractional Sobolev norms, following from [26]. In [15] the same techniques were applied to the hydrodynamical reduction of (1), namely \( s = 1 \), thereby establishing well-posedness of that system. Having reformulated the system (1) as a right-invariant metric flow on the Fréchet Lie group \( \text{Diff}^\infty(S^1) \otimes C^\infty(S^1) \times \mathbb{R} \) when \( a = 2 \) and \( s > 1 \), these same techniques also ensure the well-posedness of the system for this general class of fractional Sobolev norms with \( a \in \mathbb{R} \setminus \{1\} \).

3. Global Solutions

As was pointed out in Section 1, the Camassa-Holm equation arises as a reduction of the system (1), namely when \( \rho \equiv 0 \), \( a = 2 \), \( \alpha = 0 \) and \( s = 1 \), and given the classical results of [4, 6, 7] it is clear that not all solutions of either system should exist globally. However that is not to say that global solutions for the class of systems currently being investigated do not exist. A reduction of the system to the two-component Camassa-Holm equation, namely \( s = 1 \), \( \alpha = 0 \) and \( a = 2 \), was found to possess several notable features in the works [8, 21], including global solutions, thus providing motivation for the investigation of global existence criteria for the general system (1).

The solutions \((u, \rho)\) to the system in equation (1), with associated initial data \((u_0, \rho_0)\), correspond to smooth paths in

\[ (u, \rho) \in C^\infty(J, C^\infty(S^1) \oplus C^\infty(S^1)) \]

where \( J \) is the maximal time interval of their existence. In what follows we present a collection of \emph{a priori} estimates which establish criteria for the existence of global solutions for (1) when \( A \) induces a class of fractional Sobolev norms.

\begin{lemma}
We have
\begin{equation}
(\rho \circ \phi)(t) \cdot \phi_x^{a-1}(t) = (\rho \circ \phi)(0) \cdot \phi_x^{a-1}(0) \quad \forall t \in J.
\end{equation}
\end{lemma}

\begin{proof}
Let \( \phi \) be the flow of the vector field \( u \). Then we have
\begin{equation}
\phi_t = u \circ \phi
\end{equation}
and so it follows
\begin{equation}
\frac{d}{dt}(\rho \circ \phi \cdot \phi_x^{a-1}) = ((\rho_t + u_x \rho + (a - 1) \rho u_x) \circ \phi) \cdot \phi_x^{a-1} = 0,
\end{equation}
since \((u, \rho)\) solves the system (1).
\end{proof}

\begin{corollary}
If \( \rho_0 > 0 \), it follows that \( \rho(t) > 0 \) for all \( t \in J \).
\end{corollary}

\begin{proof}
It follows from Lemma 3.1 that
\begin{equation}
(\rho \circ \phi)(t) \cdot \phi_x^{a-1}(t) = (\rho \circ \phi)(0) \cdot \phi_x^{a-1}(0)
\end{equation}
\begin{equation}
(\rho \circ \phi)(t) = (\rho \circ \phi)(0) \cdot \frac{\phi_x^{a-1}(0)}{\phi_x^{a-1}(t)}
\end{equation}
\end{proof}
However since $\phi(t)$ is an orientation preserving diffeomorphism we must have
\[
\frac{\phi_x(0)}{\phi_x(t)} > 0 \quad \forall \ t \in J,
\]
in which case if $\rho(0) > 0$ it follows from (19) that
\[
(\rho \circ \phi)(t) > 0
\]
for all $t \in J$. \hfill \qed

**Corollary 2.** If $\|u_x(t)\|_\infty$ is bounded on any bounded subinterval of $J$ then $\|\rho(t)\|_\infty$ is also bounded on any bounded subinterval of $J$.

**Proof.** Define $\phi$ as the flow of the time dependent vector field $u$ and set
\[
\gamma(t) = \max_{x \in \mathbb{S}^1} \frac{1}{\phi_x(t)}
\]
where we also note $\gamma(t)$ is continuous. Let $I \subset J$ where $I$ is bounded and denote
\[
K = \sup_{t \in I} \|u_x(t)\|_\infty.
\]
Given (17) we see that
\[
\left(\frac{1}{\phi_x}\right)_t = -\frac{\phi_{tx}}{\phi_x^2} = -\frac{(u \circ \phi)_x}{\phi_x^2} = -\frac{u_x \circ \phi}{\phi_x}
\]
which following an integration, and using the definition of $\gamma$ and the bound (21) leads us to the inequality
\[
\gamma(t) - \gamma(0) \leq K \int_0^t \gamma(s)ds.
\]
A subsequent application of Gronwall’s Lemma ensures
\[
\gamma(t) \leq \gamma(0)e^{Kt},
\]
that is to say $\frac{1}{\phi_x(t)}$ is bounded on $I$. It follows from Lemma 3.1 that $\|\rho(t)\|_\infty$ is bounded on $I$. \hfill \qed

### 3.1. Estimates for fractional Sobolev norms.

When we generalise the inertia operator according to $A = (1 - D^2)^s$ and $s \in (1, \infty)$, the quantity $u_x \mu$ can no longer be written as a total derivative and so the *a priori* estimates obtained in [15] §6, must be generalised to account for this term. The operator $\Lambda^s = (1 - D^2)^s$ is a topological isomorphism of $H^s(\mathbb{S}^1)$ onto $L^2(\mathbb{S}^1)$. Providing $H^s(\mathbb{S}^1)$ with a Hilbert space structure makes $\Lambda^{-s}(\mathbb{S}^1)$ an isometric isomorphism of $L^2(\mathbb{S}^1)$ onto $H^s(\mathbb{S}^1)$. That is to say, if $(u, v) \in H^s(\mathbb{S}^1) \times H^s(\mathbb{S}^1)$, their inner product may be written as
\[
\langle u, v \rangle_{H^s} = \langle \Lambda^s u, \Lambda^s v \rangle_{L^2}.
\]
Moreover since $\Lambda^s \in \mathcal{L}(H^s, L^2)$ it follows
\[
\|\Lambda^s u\|_{L^2} \lesssim \|u\|_{H^s}.
\]
The Sobolev imbedding $H^s(\mathbb{S}^1) \hookrightarrow L^\infty(\mathbb{S}^1)$ for $s > 1/2$ implies the following bound
\[
\|u\|_{\infty} \lesssim \|u\|_{H^s} \quad \forall u \in H^s(\mathbb{S}^1),
\]
while the fact $D \in \mathcal{L}(H^{s+1}(\mathbb{S}^1), H^s(\mathbb{S}^1))$ ensures $\|Du\|_{H^s} \leq C \|u\|_{H^{s+2}}$ and consequently we have the following estimate for $u_x$
\[
\|u_x\|_{\infty} \lesssim \|u\|_{H^s}, \quad \text{if } s > \frac{3}{2}.
\]
Finally we note that
\begin{equation}
\|u_x\|_{L^\infty} \leq \|u\|_{H^{2s}} = \|Au\|_{L^2} = \|m\|_{L^2}, \quad u \in C^\infty(S^1),
\end{equation}
by the Sobolev embedding theorem based on the assumption $s > 3/2$.

In addition to the aforementioned estimate for $\|u_x\|_{L^\infty}$, we have the related result bounding $\|m\|_{H^k} + \|\rho\|_{H^{k+1}}$ given by the following:

**Lemma 3.2.** Suppose $\|u_x\|_{L^\infty}$ is bounded on any bounded subinterval of $J$. Then

\[ \|m\|_{H^k}^2 + \|\rho\|_{H^{k+1}}^2 \]

is also bounded, on any bounded subinterval of $J$ for all integers $k \geq 0$.

**Proof.** The proof begins by demonstrating that the quantity $\|m\|_{L^2} + \|\rho\|_{H^1}$ remains bounded when $\|u_x\|_{L^\infty}$ remains bounded on a bounded subset of $J$.

\begin{equation}
\frac{d}{dt} \left( \|m\|_{L^2}^2 + \|\rho\|_{H^1}^2 \right) = \int_{S^1} mm\,dx + \int_{S^1} (\rho\rho_t + \rho_x \rho_{xt})
\end{equation}

\begin{equation}
= \int_{S^1} m(\alpha u_x - au_x m - um_x - \kappa \rho \rho_{x})
\end{equation}

\begin{equation}
+ \int_{S^1} \rho_x (-u \rho_{xx} - au_x \rho_x - (a - 1) \rho u_{xx})
\end{equation}

\begin{equation}
+ \int_{S^1} \rho(-u \rho_x - (a - 1) u_x \rho)
\end{equation}

Integration by parts yields

\[ - \int_{S^1} umm\,dx = \frac{1}{2} \int_{S^1} u_x m^2 - \int_{S^1} u \rho \rho\,dx = \frac{1}{2} \int_{S^1} u_x \rho^2\,dx \]

which in conjunction with the Cauchy-Schwarz inequality provides the following estimate
\begin{equation}
\frac{d}{dt} \left( \|m\|_{L^2}^2 + \|\rho\|_{H^2}^2 \right) \lesssim \int_{S^1} \alpha u_x m\,dx + (1 + \|u_x\|_{L^\infty} + \|\rho\|_{L^\infty}) \left( \|m\|_{L^2}^2 + \|\rho\|_{H^1}^2 \right).
\end{equation}

Meanwhile, Hölder’s inequality applied to the remaining term yields

\[ \int_{S^1} \alpha u_x m \leq |\alpha| \|u_x\|_{L^\infty} \int_{S^1} |m|\,dx \lesssim \|u_x\|_{L^\infty} \|m\|_{L^2} \]

and it follows at once that
\begin{equation}
\int_{S^1} \alpha u_x m\,dx \lesssim \|u_x\|_{L^\infty}^2 + \|m\|_{L^2}^2.
\end{equation}

Upon combining these estimates we find
\begin{equation}
\frac{d}{dt} \left( \|m\|_{L^2}^2 + \|\rho\|_{H^1}^2 \right) \lesssim \|u_x\|_{L^\infty}^2 + (1 + \|u_x\|_{L^\infty} + \|\rho\|_{L^\infty}) \left( \|m\|_{L^2}^2 + \|\rho\|_{H^1}^2 \right).
\end{equation}

A straightforward application of the integral form of Gronwall’s inequality ensures that the quantity $\|m\|_{L^2}^2 + \|\rho\|_{H^1}^2$ is bounded for all $t \in J$ when $\|u_x\|_{L^\infty}$ is bounded in $J$.

**Remark 4.** Gronwall’s Lemma requires that the functions $m$ and $\rho$ be continuous, however these functions are in fact smooth and so an application of the lemma is permitted.
At the next iteration, we wish to show the quantity $\|m\|_{H^1}^2 + \|\rho\|_{H^2}^2$ is also bounded under the same conditions. Specifically we want to show

$$\frac{d}{dt} \left( \|m\|_{H^1}^2 + \|\rho\|_{H^2}^2 \right) \lesssim \|m\|_{L^2}^2 + (1 + \|m\|_{L^2} + \|\rho\|_{H^1}) \left( \|m\|_{H^1}^2 + \|\rho\|_{H^2}^2 \right).$$

We already have

$$\frac{d}{dt} \left( \|m\|_{L^2}^2 + \|\rho\|_{H^2}^2 \right) \lesssim \|u_x\|_2^2 + (1 + \|u_x\|_\infty + \|\rho\|_{H^1}) \left( \|m\|_{L^2}^2 + \|\rho\|_{H^2}^2 \right) \lesssim \|m\|_{L^2}^2 + (1 + \|m\|_{L^2} + \|\rho\|_{H^1}) \left( \|m\|_{H^1}^2 + \|\rho\|_{H^2}^2 \right),$$

with the second relation being a consequence of the imbeddings $H^2 \hookrightarrow H^1$ and $H^1 \hookrightarrow L_\infty$, and the estimate (29). As such we need only show

$$\frac{d}{dt} \left( \|m_{xx}\|_{L^2}^2 + \|\rho_{xx}\|_{L^2}^2 \right) \lesssim \|m\|_{L^2}^2 + (1 + \|m\|_{L^2} + \|\rho\|_{H^1}) \left( \|m\|_{H^1}^2 + \|\rho\|_{H^2}^2 \right).$$

Considering the first term of (35) we have

$$\frac{d}{dt} \|m_{xx}\|_{L^2}^2 = \int_{S^1} m_{xx}(\alpha u_{xx} - au_{xx}m - au_{xx}m_x - u_{xx}m_x - um_{xx} - \kappa \rho_x^2 - \kappa \rho x x) dx.$$ Integration by parts yields $-\int_{S^1} um_{xx}m_{xx} dx = \frac{1}{2} \int_{S^1} u_{xx} m_{xx}^2 dx$; thus the Cauchy-Schwarz inequality provides a bound for the norm $\|m_{xx}\|_{L^2}$ according to

$$\frac{d}{dt} \|m_{xx}\|_{L^2} \lesssim \|u\|_{H^2} \|m\|_{H^1} + \|\rho\|_{H^2} \|m_{xx}\|_{L^2} + \|u_x\|_{\infty} \|m\|_{H^1}^2 + \|u_{xx}\|_{H^1} \|m\|_{H^1}^2 + \|\rho\|_{H^2} \|m\|_{H^1}^2,$$

where we have used the fact that $H^q(S^1)$ is a multiplicative algebra for $q > \frac{1}{2}$ thus ensuring

$$\int_{S^1} u_{xx} m_{xx} dx \lesssim \|u\|_{H^2} \|m\|_{H^1}^2.$$ Moreover in line with the previous iteration, the Cauchy-Schwarz inequality ensures

$$\int_{S^1} \alpha u_{xx} m_{xx} dx \lesssim \|u\|_{H^2} \|m\|_{H^1} \lesssim \|u\|_{H^2}^2 + \|m\|_{H^1}^2.$$ Thus upon implementing the estimates

$$\|u\|_{H^2} \lesssim \|m\|_{L^2}, \quad \|u_x\|_{\infty} \lesssim \|m\|_{L^2}, \quad \|\rho\|_{\infty} \lesssim \|\rho\|_{H^1}, \quad \|\rho_x\|_{L^2} \lesssim \|\rho\|_{H^1} \|\rho\|_{H^2},$$

we obtain

$$\frac{d}{dt} \|m_{xx}\|_{L^2}^2 \lesssim \|m\|_{L^2}^2 + (1 + \|m\|_{L^2} + \|\rho\|_{H^1}) \left( \|m\|_{H^1}^2 + \|\rho\|_{H^2}^2 \right).$$

Meanwhile the term $\frac{d}{dt} \|\rho_{xx}\|_{L^2}^2$ may be written according to

$$\frac{d}{dt} \|\rho_{xx}\|_{L^2}^2 = \int_{S^1} \rho_{xx} (-u\rho_x - (a - 1)u_x\rho)_{xx} dx
\quad = \left( a - \frac{1}{2} \right) \int_{S^1} (u_{xxx} \rho_x^2 - u_x \rho_{xx}^2) dx + (a - 1) \int_{S^1} u_{xxx} \rho \rho_{xx} dx.$$
The Cauchy-Schwarz inequality in conjunction with the estimate \( \|u\|_{H^3} \lesssim \|m\|_{H^1} \) yields
\begin{equation}
\frac{d}{dt} \|\rho_x\|_{L^2}^2 \lesssim \|u_x\|_\infty \|\rho\|_{H^2}^2 + \|m\|_{H^1} \|\rho\|_\infty \|\rho\|_{H^2} + \|m\|_{H^1} \|\rho_x^2\|_{L^2} + \|u_x\|_\infty \|\rho\|_{H^2}^2 \tag{41}
\end{equation}

which can be further simplified using \( \|\rho_x^2\|_{L^2} \lesssim \|\rho\|_{H^1} \|\rho\|_{H^2} \) allowing us to write
\begin{equation}
\frac{d}{dt} \|\rho_x\|_{L^2}^2 \lesssim (1 + \|\rho\|_{L^2} + \|\rho\|_{H^1})(\|m\|_{H^1}^2 + \|\rho\|_{H^2}^2), \tag{42}
\end{equation}

having also used \( \|\rho\|_\infty \lesssim \|\rho\|_{H^1} \) and \( \|u_x\|_\infty \lesssim \|m\|_{L^2} \). It follows that
\begin{equation}
\frac{d}{dt}(\|m\|_{H^k}^2 + \|\rho\|_{H^{k+1}}^2) \lesssim \|m\|_{L^2}^2 + (1 + \|\rho\|_{H^1} + \|m\|_{L^2})(\|m\|_{H^1}^2 + \|\rho\|_{H^2}^2), \tag{43}
\end{equation}

thus confirming \( \|m\|_{H^1}^2 + \|\rho\|_{H^2}^2 \) remains bounded in \( J \) if \( \|u_x\|_\infty \) is bounded in \( J \).

To demonstrate the general case we must show that the quantity \( \|m\|_{H^k} + \|\rho\|_{H^{k+1}} \) is also bounded on any bounded subinterval of \( J \) for all positive integers \( k \), when \( \|u_x\|_\infty \) is bounded. To demonstrate this we use proof by induction and so want to show if the expression is bounded for some \( k > 1 \) then the same is true for \( k + 1 \). We note
\begin{equation}
\frac{d}{dt}(\|m\|_{H^k}^2 + \|\rho\|_{H^{k+1}}^2) = \frac{d}{dt}(\|m\|_{H^k}^2 + \|\rho\|_{H^{k+1}}^2) + \frac{d}{dt} \int \left( (m^{(k+1)})^2 + (\rho^{(k+2)})^2 \right) \tag{44}
\end{equation}

and so it is only required that we show the integral on the right hand side remains bounded on \( J \) if \( \|u_x\|_\infty \) remains bounded on \( J \).

We have
\begin{equation}
\int \left( m^{(k+1)}m^{(k+1)} + \rho^{(k+2)}\rho^{(k+2)} \right) = \int m^{(k+1)} \left( \alpha u^{(k+1)} - a(u_x m)^{(k+1)} - (u m_x)^{(k+1)} - \kappa (\rho \rho_x)^{(k+1)} \right) - \int \rho^{(k+2)} \left( (u \rho_x)^{(k+2)} + (a - 1)(u_x \rho)^{(k+2)} \right). \tag{45}
\end{equation}

The Leibniz rule combined with the Cauchy-Schwarz inequality ensures
\begin{equation}
\left| \int (fg)^{(n+1)}h^{(n+1)} \right| \lesssim \|f\|_{H^n} \|g\|_{H^{n+1}} \|h\|_{H^{n+1}} + \int f^{(n+1)}h^{(n+1)} + \int f^{(n+1)}gh^{(n+1)} \tag{46}
\end{equation}

which may be applied to the above expression yielding
\begin{equation}
\frac{d}{dt}(\|m\|_{H^{k+1}}^2 + \|\rho\|_{H^{k+2}}^2) \lesssim (1 + \|m\|_{H^k} + \|\rho\|_{H^{k+1}})(\|m\|_{H^{k+1}}^2 + \|\rho\|_{H^{k+2}}^2) + \int S \alpha m^{(k+1)}u_x^{(k+1)}dx. \tag{47}
\end{equation}
The Cauchy-Schwarz inequality applied to the remaining integral provides the estimate
\begin{equation}
\int_{S^1} \alpha m^{(k+1)} u^{(k+1)} dx \lesssim \|m\|_{H^{k+1}} \|u\|_{H^{k+2}} \lesssim \|m\|_{H^{k+1}}^2 + \|m\|_{H^k}^2,
\end{equation}
having used \( \|u\|_{H^{k+2}} \leq \|m\|_{H^k} \). It follows at once that we may write
\begin{equation}
\frac{d}{dt}(\|m\|_{H^{k+1}}^2 + \|\rho\|_{H^{k+2}}^2) \lesssim \|m\|_{H^k}^2 + (1 + \|m\|_{H^k} + \|\rho\|_{H^{k+1}})((\|m\|_{H^{k+1}}^2 + \|\rho\|_{H^{k+2}}^2)
\end{equation}
and with Gronwall’s Lemma this ensures the quantity \( \|m\|_{H^{k+1}}^2 + \|\rho\|_{H^{k+2}}^2 \) remains bounded, thus Lemma 3.2 has been verified.

3.2. Proof of Theorem 1.1.

Proof. Let \( u_0, \rho_0 \in C^\infty(S^1) \) be given, and denote by
\[(u, \rho) \in C^\infty(J, C^\infty(S^1) + C^\infty(S^1))\]
the unique non-extendable solution to (1) emerging from \((u_0, \rho_0)\). Assume that \( J \) is bounded and write \( T^+ := \sup J \). Then there must exists a \( k_0 \in \mathbb{N} \) such that
\begin{equation}
\limsup_{t \to T^+} \|u(t)\|_{H^{k_0}} = \infty \quad \text{or} \quad \limsup_{t \to T^+} \|\rho(t)\|_{H^{k_0}} = \infty.
\end{equation}
Recalling that by assumption \( \kappa \geq 0 \) and \( a = 2 \), Remark 3 in conjunction with (14) and (28) implies that \( \|u(t)\|_{L^\infty} \) is bounded on \( J \). Invoking Lemma 3.2 this contradicts (50). \( \square \)
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