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ABSTRACT
Simulating wireless sensor networks, their implementation and evaluation, requires the use of a discrete event simulator. Omnet++ is quite a powerful simulator which supports concise and easy modeling of wired as well as wireless sensors environment. Scenarios involving multimedia transmissions with characteristics of video quality control and evaluation must be computed on the basis of Quality of Experience (QoE), which relies on user’s perception to maintain the video quality. For the multimedia growth and awareness of future Wireless Multimedia Sensor Networks (WMSNs), it is quite necessary that the performance should be tested for different types of radio models. So varying the radio parameters may allow for the optimization and improvement of the video quality. In this paper, we have worked on Omnet++ framework for the evaluation and optimization of the performance of WMSN by using different radio models. The performance is evaluated based on the QoE metrics; i.e. Peak Signal-to-Noise ratio (PSNR) and Mean Opinion Score (MoS), which depend on user’s perception to maintain the video quality.
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1. INTRODUCTION
Over the past few years wireless sensor networks have become an extremely important area in the research community. A sensing network of nodes constitutes to a powerful meld of sensing, processing as well as communicating technology. The versatility that wireless sensor networks offer has given rise to a multiple number of applications. These applications include monitoring and control of environments specifically industrial processes as well as health care, warfare, surveillance, traffic monitoring and enforcement, gaming as well as agriculture [1, 2]. Trends have been shifted from customary Wireless Sensor Networks which were capable of capturing scalar data only to WMSNs. These networks have great relevance to Internet of Things (IOT) which involves audio and video information such as multimedia, traffic and environmental monitoring to follow the events and changes in the environmental being monitored. These networks are outfitted with devices with some sensing capability that retrieves data from the environment for e.g. camera.

The multimedia content retrieved in such systems allows the users to perceive visually the impact of the scene being captured and being aware of the environment. So to comprehend the performance of the system based on user’s perception, QoE metrics are to be used [3, 4]. By using the QoE metrics the performance, involving multimedia management and transmission, must be evaluated by keeping in view the users perception. These metrics include objective as well as subjective quality measures which in our case are
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The multimedia content retrieved in such systems allows the users to perceive visually the impact of the scene being captured and being aware of the environment. So to comprehend the performance of the system based on user’s perception, QoE metrics are to be used [3, 4]. By using the QoE metrics the performance, involving multimedia management and transmission, must be evaluated by keeping in view the users perception. These metrics include objective as well as subjective quality measures which in our case are
PSNR and MoS respectively. The QoS is not able to interpret user’s perception as efficiently as QoE since QoE can manage video flows with different properties and inter frame dependencies.

The key issues in choosing and developing proper routing protocols in WMSNs also include energy limitations, maintaining required QoS level, bandwidth oriented demand for particular applications alongwith low delay for selection between multiple available paths [5]. For the multimedia growth and awareness of future WMSNs, it is quite necessary that the performance should be tested from different types of radio models. So varying the radio parameters may allow for the optimization and improvement of the video quality. For the evaluation of different parameters firstly an event driven simulation is necessary before the actual deployment to help optimize time, cost as well as human resources.

One of the most important challenges faced by researchers is the development of efficient and flexible system software to make functional abstractions and information gathering from multimedia sensors. Simulating WMSNs requires the use of a discrete event simulator. Distributed image compression and proper transmission scheme in introduced in [6], which leverages to overcome scarce resources problem in sensor nodes and uneven energy consumption. The simulator that we used in our project is Omnet++. The basic novelty is frame loss, PSNR and MOS for different frames to evaluate video quality measurements and performance evaluation in a transmission. OMNET++ is quite a powerful simulator which supports concise and easy modeling of wired as well as wireless sensors environment. However, simple Omnet++ does not support video transmission so we used a separate framework known as M3WSN. This framework not only supports video transmission but also the evaluation and control of video content.

2. OMNET++ FRAMEWORK FOR MULTIMEDIA TRANSMISSION

There are number of frameworks that can be used with omnetpp for the creation of the required network. Different researchers worked on different frameworks for the purpose of multimedia streaming and the interesting thing is that every next framework uses the previous one. The frameworks that have the capability to transmit and receive the multimedia content within the network are Castalia, Wise-MNet, WVSN and M3WSN.

Castalia is a framework that is made to model algorithms for usual or traditional WSNs under practical and realistic communication conditions [7, 8]. The overall network architecture of Castalia framework consists of a wireless channel, physical process, and nodes as shown in the Figure 1.

![Figure 1. Castalia Network Architecture](image)

The wireless channel connects different nodes with each other and also simulates the behavior of the wireless link. The physical process also connects the nodes within the network and feed the sensor manager.
of different nodes with data. Different modules compose a node, i.e., communication, application and sensor manager.

Wise-MNET provides an extension to some of Castalia’s functions or features to generate simulation environment for WMSN [9]. Wise-MNet provides a platform for the designing of the network protocols. Wise-MNet is designed for evaluating WMSN but doesn’t provide QOE support and video control, by which we may evaluate the multimedia content from user’s perspective. Moreover, it doesn’t consider the realistic communication approach which should be taken into account that practically the wireless medium is unreliable and has to be considered for realistic communication approach. Also, Wise-MNet does not support node mobility.

The WVSN model extends the older framework Wise-MNet. In WVSN we measure the sensing range of the nodes using the field of view (FoV). In previous cases authors measure the sensing ranges assuming just like a disk that is an omnidirectional but in this the range is defined as a triangle with respect to the direction of the camera [10]. The sensing range depends on some of the factors like the direction of the camera (V), angle of view (alpha) and depth of view (d).

In this paper, we used Omnet++ framework for the evaluation and optimization of the performance using different radio models. The performance is comprehended based on the QoE metrics; i.e. PSNR and MoS which depend on user’s perception to maintain the video quality.

M3WSN is new framework, which is based on Omnet++ and Castalia with the integrated properties of Wise-MNet and WVSN along with its new functionalities for multimedia transmission and control [11]. This framework includes object detection, mobility, field of view FoV, cover-set and application criticality. The architecture of M3WSN framework is shown in Figure 2.

In WMSNs, we need to calculate/observe the behavior of motion of the object for its detection. So, for this purpose till now detection of objects is done by defining a range of the node. Any of the nodes occurs in its range can detect that node and the motion of the nodes may be of any kind i.e. linear, circular or random. In this model the scalar nodes can detect objects in its range using the omnidirectional way and the cameras are using the FoV concept for the realistic view. The multimedia transmission applications must have to calculate the video quality not just in terms of QoS but also in terms of QoE. Besides that if we provide a very good service of multimedia but if it is of high cost such that a normal person cannot afford then it has bad QoE.

![Figure 2: M3WSN Node Architecture](image-url)
3. MULTIMEDIA MANAGEMENT

The size of multimedia packets is large enough such that its transmission is not as easy as it requires high bandwidth and power. Multimedia transmission requires high data rates. Normally in videos the frame rate is 30 frames per second. In these frames different priorities are assigned to different frames [12]. The three different priority frames are, I-frames (Intra-Coded frames), P-frames (Predictive frames) and B-frames (Bi-predictive frames).

The loss of high priority frame can affect the result of video. On the decoder side the I-frames are used as the reference frame so the loss of I-frame may affect the whole video or the Group of Picture (GOP). Similarly, for the loss of Predictive frame it will affect the remaining frames in the GoP and the loss of Bi-predictive frame can affect only the respective frame.

Castalia and the extensions (WiSE-MNet & WVSN) not provided the control and evaluation of real video sequences. Therefore, M3WSN ported Evalvid which provides video related information, such as delay, jitter, frame type, received/lost and decoding errors etc.

Evalvid as shown in Figure 3 is a part of M3WSN which is used to evaluate the video quality at the receivers end. To understand the working of EVALVID is essential so that scripts are written according to what to require and then the quality parameters could be observed. EVALVID basically work on both the ends of the simulation (i.e. sender and receiver end) so that the difference between the sent and received traces can be seen. Evalvid uses FFMPEG libraries which are a leading multimedia framework, able to encode, decode, transcode, de-multiplexer, multiplexer, stream, filter and play most stuff that humans and machines have created.

The video trace contains all the information about the frames that build the video and it is created only for single time. The information may include frame number, frame type, frame size and time to transmit each of the frames. Similarly, based on the information of the video trace file, for every video transmission the source node also has to create the sender trace file. The video trace file contains information about the packet size, packet id and the time stamp. These two trace files contain all the information for transmission at sender side and for further evaluation. On the other hand the sink node creates a receiver trace file for every received video. Like the sender trace file, the receiver trace file also contains information like packet size, packet id and time stamp.

As, the sensor manager module supports a camera in retrieving a video, therefore the creation of the sender traces are implemented on this module. On the other hand, due to the reason that application layer receives multimedia packets and reconstruct it, the receiver trace is created at this module.

![Figure 3. Evalvid Architecture](image-url)
4. PERFORMANCE METRICS

The two basic measures of quality that we are used in this paper are PSNR and on the basis of PSNR, we also measure MOS. PSNR is a term used for the ratio of maximum power of a signal to the maximum noise power which can degrade the quality of the signal and affect its fidelity. PSNR is mostly used to measure the quality of reconstructions during compressions [13]. In our case the input signal is the original video and the errors are introduced by the compression through codecs. PSNR is the human perception approximation about the reconstructed video. Generally higher PSNR means the quality of reconstruction is high and vice versa.

$$PSNR = 10 \log_{10} \left( \frac{MAX^2}{MSE} \right)$$

Table 1 defines the range of PSNR values, shows the quality level.

| PSNR | QUALITY  |
|------|----------|
| >37  | Excellent|
| 31-37| Good     |
| 25-31| Fair     |
| 20-25| Poor     |
| <20  | Bad      |

Video quality measurements must be based upon the human perception i.e. the users, by watching the video comments about it as good or bad. This type of video quality measurements is also called as subjective impression of the user and provides more information. However, it is very costly and time consuming that humans start to watch the videos from start to the end and share their comments about that, it requires high manpower. So, these types of subjective methods are defined by ITU in detail. Table 2 show the MOS which is one of the subjective quality metrics describing the human perception [14].

| MOS | QUALITY |
|-----|---------|
| 5   | Excellent|
| 4   | Good    |
| 3   | Fair    |
| 2   | Poor    |
| 1   | Bad     |

$$MSE = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i,j) - K(i,j)]^2$$

MSE is the mean squared error, I is the original image, K is the compressed image and MxN is the dimension of both images.

5. RADIO MODELS

The CC2420 and CC1000 are two chips used for different purposes like very low power data transmitters and receivers, home automation, wireless alarm and security, game controllers and automatic meter reading etc. The parameters of both radios differ a lot which in turns affects the results as well. The parameters are shown in Table 3.
Table 3. Parameters of radio models

| Parameters         | CC2420 | CC1000 |
|--------------------|--------|--------|
| Data rate (kbps)   | 250    | 19.2   |
| Modulation         | PSK    | FSK    |
| Bits/symbol        | 4      | 1      |
| Bandwidth (MHz)    | 20     | 10     |
| Noise Bandwidth (MHz) | 194  | 30     |
| Noise floor (dBm)  | -100   | -105   |
| Sensitivity (dBm)  | -95    | -98    |
| Power consumed (mW)| 62     | 22.2   |

Comparison of data rate and the bandwidth is evaluated through Shannon capacity formula:

\[ C = B \log_2(1 + SNR) \]

The bandwidth is directly proportional to the capacity. So, in CC2420 as the data rate is 250kbps therefore its bandwidth is also high i.e. 20MHz while in CC1000 the data rate is 19.2kbps which is low compared to the radio CC2420 therefore the required bandwidth is also low i.e. 10MHz.

6. SIMULATION RESULTS

We analyze the frame loss percentage and QoE metrics like PSNR and MOS of both radios. Analysis of results reveals that the performance of radio CC1000 is almost double as compared to the radio CC2420.

The Figure 4 and Figure 5 show the frame loss percentage of radio model CC2420 and CC1000 with respect to different powers in dBm. Figure 4 shows that in radio CC2420 the performance starts to degrade from -4dBm however, Figure 5 portray the performance is degrading after -8dBm for radio CC1000. In this sense, we are able to find the threshold power level for a reliable multimedia transmission for different radios. Videos consists of frames with different priorities like I, P and B and the loss of high priority frames distorts the video much more compared to the low priority frames. The Figure 4 and Figure 5 also show the individual frame losses of I, P and B and also their average. I frame loss percentage is high as compared to others because I frame is used as the reference frame for the others and has high priority. If any of the P or B frames are lost these frames can be reconstructed by using their reference frame therefore, their probability of loss is low. These frames have not too much effect on the quality However, on the other side if I frame is lost it cannot be reconstructed in any case.

Figure 4. Frame loss for CC2420
Figure 5. Frame loss for CC1000

PSNR is mostly used to measure the quality of reconstructions during compressions. As we mentioned earlier that the performance of CC1000 is double as compared to CC2420, it can be observed in Figure 6 and Figure 7 that the PSNR at -3dB in radio CC2420 is same as the PSNR at -6dB in radio CC1000. Also the performance at -3dB and -6dB in radio CC1000 is similar therefore their graphs are overlapping in Figure 6. Similarly the performance at -9dB and -15dB in radio CC2420 is similar and their graphs are overlapping in Figure 7.

Figure 6. Peak Signal to Noise Ratio (CC2420)
MOS is one of the subjective quality metrics which describes the human perception about the video whether it is Excellent, Good, Fair, Poor, or Bad. The MOS graphs are directly reflecting the above mentioned graphs of frame loss and the PSNR. Frame loss in radio CC2420 starts from -4dB till this point there was no frame loss means excellent quality of the video. So this can be directly observed here in Figure 8. The MOS till -4dB that show the human perception of excellent video quality is almost 5. On the other hand, Figure 9 shows the MOS is almost equal to 5 till -8dB reflecting the point that the frame loss starting from this point.

Lastly, Figures 10-13, portray the screenshots of the video at a fixed time (2 seconds) at different powers for both radios CC2420 and CC1000 showing the quality of the video received. Since the performance of CC1000 is better at -6dB and -9dB respectively than CC2420. The best result is at -6dB of radio CC1000 as at this point we can see the MOS is almost 5 and the PSNR is also greater than 37.
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Figure 9. Mean Openion Score (CC1000)

Figure 10. Video Snap at -6dB (CC2420)

Figure 11. Video snap at -6dB (CC1000)
7. CONCLUSIONS

In our work, we evaluated multimedia content from user’s perspective and managed to maintain a fair QoE of video at the receiver end. Omnet++ framework analysis revealed the video quality based on QoE metrics i.e PSNR and MoS. The results clearly prove that the radio model CC1000 provide a better video quality as compared to CC2420. The threshold power at which the frame loss percentage is sufficiently optimized is also at a less value in case of CC1000.
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