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Abstract

We discuss why AI is hard and why physics is simple. We discuss how physical intuition and the approach of theoretical physics can be brought to bear on the field of artificial intelligence and specifically machine learning. We suggest that the underlying project of machine learning and the underlying project of physics are strongly coupled through the principle of sparsity, and we call upon theoretical physicists to work on AI as physicists. As a first step in that direction, we discuss an upcoming book on the principles of deep learning theory that attempts to realize this approach [1].
1 Some Questions

The mathematical formulation of the physicist’s often crude experience leads in an uncanny number of cases to an amazingly accurate description of a large class of phenomena.

Eugene Wigner, “The Unreasonable Effectiveness of Mathematics in the Natural Sciences”

In a famous essay [2], Eugene Wigner observed the important role that mathematical structure plays in describing physical theories. Wigner was both a mathematician and a physicist, and most of the engagement with his essay focuses on the “mathematical formulation” part of the quote, specifically on the puzzle of why mathematics and physics should have anything to do with each other.

Our engagement will be different. Ignoring the mathematician’s appeal to rigorous (re)formulation, we focus on the latter part of the quote: “The physicist’s often crude experience leads in an uncanny number of cases to an amazingly accurate description of a large class of phenomena.”

Why is this the case? What can physicists bring to other fields that have a natural description in terms of mathematics, such as artificial intelligence? Can they bring anything that isn’t already known by mathematicians? Given the accumulated success of the mathematical formulation of physics, perhaps we might hope to also find physics in other useful mathematical structures?

In this essay, we will attempt to identify the aspects of artificial intelligence (AI) that make it so hard (§1.1). In particular, our focus will be on machine learning approaches to artificial intelligence in which functions are trained rather than explicitly programmed. We will find that the difficulty is in precisely understanding the sparse mathematical structure that must be imposed upon any prospective machine learning model in order to make it tractable. This structure can be somewhat understood through a combination of intuition and analogy to human intelligence, but so far has appeared to resist any principled theoretical approach.

Setting that aside for a moment, we will then comment on why a “physicist’s crude experience” leads to such accurate and predictive theories (§1.2). The physicist’s engage-
ment with math is not that of the mathematician, because the physicist is constrained by both theory and experiment. It is precisely the interplay between the two that gives the physicist’s mathematical formulations such power in their descriptive abilities. In short, we will explain why physics is simple enough to enable immense progress in understanding phenomena in nature.

In many ways, machine learning and physics are two sides of the same coin. The program of machine learning is the selection and fitting of mathematical models to describe some desired phenomena usually encoded in a probability distribution. Traditionally, that is also a description of the program of physics, provided we specify that the phenomena are natural.

Perhaps with foresight, Wigner speaks of the physicist’s success in describing phenomena, without bothering to limit that class to those that are natural. It’s our thesis that the tools and intuitions of the physicist can have a much broader domain of applicability, and we hope that more theoretical physicists will be open to making contributions to the field of AI by studying machine learning models as physicists. Given the importance of tying such theoretical work directly to experiment, we anticipate that such efforts could have a direct impact on models at the forefront of AI research.

In light of our discussion of simplicity in physics, in §1.3 we speculate on the ways in which physics approaches to understanding intelligence might be useful, and in §2 we connect our ideas to the approach of an upcoming book [1] that attempts to develop some principles of deep learning theory as a concrete example of what such a contribution could look like.

### 1.1 Why is AI hard?

Artificial Intelligence is hard because there is no such thing as a free lunch.

This is the well-known oft-quoted statement that, when you average over all possible machine-learning problems, all learning algorithms are equivalent [3, 4].

For example, the number of possible n-pixel images, with each pixel being either black or white, is $2^n$: an exponentially large number. If we give each image one of two labels, then the number of possible ways of labeling the set of images is $2^{2^n}$: a doubly-exponentially large number.

---

1Please note that the notion of *simplicity* to which we are appealing is not at all meant to suggest that physics is trivial. Instead, we mean it as a compliment: we have the utmost respect for the work of physicists. This essay is an apologia for physicists doing machine learning *qua physicists*; it is meant to interrogate what it is about the approach or perspective of physicists that allows them to reach so far in explaining fundamental phenomena and then consider whether that same approach could be applied more broadly to understanding intelligence.

2One could argue that the field of condensed matter physics is mainly engaged in studying unnatural phenomena. And thermodynamics grew out of the investigation of the artificial machines of the steam age, eventually finding an underlying microscopic description in statistical mechanics. All together, this is rather suggestive that the language and methods of physics might be particularly well suited for learning principles of machine learning. We thank Sho Yaida for making and developing this point about physics and unnatural phenomena.
large number. To get a sense of what this means, for even modest values of $n$ this is a
absurdly large number: since $2^n \sim 10^{154}$, there are a preposterously greater number
of ways to classify the set of 9-bit black and white images than there are atoms in the
observable universe $\sim 10^{80}$.

With that in mind, if each image could in principle receive a different label without
leveraging any notion of structure or relationships between the images – i.e. if the labels
don’t correlate in any way with the detailed properties or features of the image – then
the best one could hope to do is memorize each image with its label. This is the essence
of the no-free-lunch theorem: (i) the task of memorizing images with their labels grows
so absurdly quickly that it’s more or less impossible for any interesting problem size, and
(ii) it is impossible to devise a scheme or algorithm that does better than such explicit
memorization.

This seems pretty bleak. One reading of this theorem seems to be that no matter how
we try to improve our methods and tools for machine learning, we can never do better
than random. A learning algorithm that predicts the label $y$ on a previously unseen image
$x$ and another algorithm that predicts the opposite label $\neg y$ will do equally as well in
the long run if we average over all possible unseen data points $(x, y)$. Thus, we might as
well just make a random prediction; in other words, pure and complete generalization is
impossible.

Yet humans learn very efficiently [6-8], and machine learning – in particular realized via
artificial-neural-network-based function approximation: deep learning – appears to work
as well [9-23]. Once you return from absorbing the content in both citation dumps, you
have to admit that there’s a bit of tension between the no-free-lunch theorem and the
apparent success of intelligence, both human and artificial.

In fact, the no-free-lunch theorem does not mean that there is no point in trying; rather,
it implies that there’s no best learning algorithm only if we average over all possible inputs
to our problem. For example, in our discussion above the label of an image $x$ is equally
likely to be $y$ and $\neg y$ only if we average over all logical possibilities of such labelings.

But such averaging is clearly silly; any label that’s meaningful to a human does correlate
with the properties of the image: $\mathbb{C}$ is a cat. It has whiskers and pointy ears, just like
many other images of cats. Knowing the right label for this input is absolutely useful in
predicting the labels of future images, since the labels are not at all random. Instead, the
actual learning problems that we care about – which are often the ones related to human
intelligence – have quite a lot of structure.

**Human learning**

If we return to our exponential $2^n$ counting of the number of different $n$-pixel images,
to a human a huge fraction of these images will look like utter noise. Therefore, whatever
learning algorithm humans use to learn to characterize, understand, and interpret images
can only ever apply to a small fraction of the possible images, and so only the tiniest
fraction of the doubly-exponential potential labelings will ever be learnable by a human.
Learning to classify only within that subset escapes the no-free-lunch theorem, and so humans are demonstrably able to learn things [6–8].

For such human learning, it has been argued that both pattern matching – e.g. “this image looks very similar to this other one that I’ve seen before, so it must also be a cat” – and domain specific knowledge – e.g. “cats have whiskers and fur and pointy ears, and so this image of an object with whiskers, fur, and pointy ears must also be a cat” – are essential when generalizing from sparse data [24]. Together, these make up the \textit{inductive bias} of a learning algorithm. Such a bias makes \textit{a priori} assumptions about the nature of the problem, such as which features of the data are useful.

For instance, images may contain objects. Objects are made up of large components, each of which may be made up of subcomponents; recall again the relationship between whiskers and pointy ears, and the way we recognize that \textit{S} is a \textit{cat}. Images that have such a structure are easy to classify, both because we often understand how the components make up any object that we care about, and also because organizing objects in terms of a sequence of such \textit{representations} makes it easy for us to recognize statistical patterns among different images at different levels of coarse-graining. Without this hierarchical structure, any classification task would be hopeless.

\section*{Machine learning}

Even if some of the images within the enormous set of \textit{other} images have some kind of interesting structure, a human wouldn’t be able to recognize it – in this sense, \textit{noise} is just a catch-all concept for images that are without meaning to humans. Our inductive biases only let us find \textit{human-meaningful} representations. So how do we tell such models what gives meaning to humans?

From this perspective, the task of coming up with a learning algorithm is closely tied to the task of modeling the world. One approach suggests that we should rely on human intuition and proposes building artificial models that try to learn the way that humans learn [25, 26] rather than relying on unstructured algorithms designed to recognize statistical patterns in data.

However, the approach based on mere “pattern recognition” is wildly successful [10–23] despite the fact that machine learning algorithms can often find patterns in data without any human-meaningful structure. For instance, many deep learning models can memorize completely random labelings of noise [27], a task that would be utterly impossible for a human. This leaves us to wonder: what is the inductive bias of such models if they succeed at tasks that are otherwise impossible for humans, and by what mechanism are they able to escape the no-free-lunch theorem?

This is why (understanding how) AI (works) is hard.
1.2 Why is Physics simple?

Physics is simple because there is no such thing as a free lunch.³

That is, the reason the laws of physics are even learnable at all is because the mathematical models or theories that offer good descriptions of the universe are especially simple models within the general frameworks that we use to enumerate the possible theories of physics. This is another way to interpret Wigner’s observation: the laws of physics actually have an (unreasonable?) lack of algorithmic complexity.

Before directly addressing why our laws of physics really had to be simple in the way that they are, let’s first understand where this lack of algorithmic complexity comes from.

Interacting particles

The principal framework used to express different theories of fundamental physics is known as quantum field theory. To specify a particular theory within the framework, we first enumerate the degrees of freedom – i.e. the different elementary particles – and then determine how they interact with each other. A general interaction involves the creation of some particles and the destruction of some other particles at a particular point in space and time.

For example, the theory of quantum electrodynamics is a quantum field theory that describes how matter and light interact. The basic matter particles are the electron and the positron, and the particle of light is called the photon. The strength of their interaction is set by the electric charge, which in our universe is more or less given by the dimensionless number $1/137$. A cartoon example of such an interaction, called a Feynman diagram, is shown in Fig. 1 in which an electron and positron are destroyed and two photons are created. Making use of this and many similar diagrams, an ensemble of grad students could predict the result of essentially any experiment involving light and matter.

The most generic theory expressed in the quantum field theory framework would have all possible combinations of interactions between all possible particles. For instance, if we have $p$ different types of particles, then there are $\binom{p}{2} \sim p^2$ potential interactions involving 2 particles, $\binom{p}{3} \sim p^3$ interactions involving 3 particles, $\binom{p}{4} \sim p^4$ interactions involving 4 particles, and so on.⁴ Each of these interactions has a strength or coupling, and a generic quantum field theory would have random nonzero values for the strength of each of these interactions.

In fact, things can get quite complicated as quantum field theories sometimes have an infinite number of degrees of freedom per particle type – you might recognize from

---

³Yes, that’s the same lunch. Just a different interpretation. You could say that this is the unknown never-quoted statement that, when you average over all possible physics-learning problems, all physicists are equivalent [citation needed].

⁴We’re lying here since in principle these particles can also self-interact. (This just means that the quantum analog of the classical probability distributions that describes such particles has non-Gaussian statistics.) Taking this into account, the left-hand side of these $\sim$ expressions is false, but the right-hand side is still approximately correct.
familiar everyday phenomena like *turning up the lights* – and a priori the strength of these interactions between all the degrees of freedom could vary in space and in time. So in some sense, the discussion in the previous paragraph was a vast under-counting of the number of potential couplings!

**Typicality**

In many cases we can still effectively model such systems with a finite number $N$ degrees of freedom.\(^5\) In the absence of any guiding principle, each degree of freedom in a *typical* theory can either participate or not in an interaction. Using the binomial theorem to add up all these interactions, this more or less gives \(\binom{N}{2} + \binom{N}{3} + \ldots + \binom{N}{N} \approx 2^N\) different potential interactions between the $N$ degrees of freedom. Thus, generically the number of possible interactions and therefore parameters will scale as an exponential in the size of the system.\(^6\)

As we will see, such typical theories with a number of parameters that scales exponentially with the number of degrees of freedom do not provide a good model of the physics in our universe. Concretely, the number of experiments that we’d have to perform in order to learn all those parameters is about as large as the total number of experiments we could ever perform on such a system. But if we have to perform just about every possible

---

\(^5\)For instance, the number of states accessible at a given energy is finite, so systems with a bounded energy can be modeled with a finite number of degrees of freedom. If a concrete model is helpful for you, imagine a system of $N$ spins.

\(^6\)If you’re familiar with the Ising model, then perhaps the following is helpful: if we have $N$ spins, and there’s no restriction on the interactions, then there’s $2^N$ possible independent interaction terms in the Hamiltonian based on whether a particular spin is present or not in the interaction term. This is akin to a completely random Hamiltonian on $N$ degrees of freedom.
experiment, then such a theory has no predictive power!

In other words, the results of one experiment would not really correlate with the results of another. Such a theory has no generalization property: learning the parameters of such a theory is tantamount to simply memorizing a look-up table with the outcomes of all such experiments. This means that such theories are about as complicated as they could be, and the algorithmic complexity required to specify them essentially renders them useless.

Don’t worry if this reminds you a bit of the discussion in §1.1 – that’s typical.

Sparsity

The key error we just made was assuming the “absence of any guiding principle” in determining our theory. The most important such principle is sparsity: the number of parameters defining a theory should be far less than the number of experiments that such a theory describes. The fact that the relevant quantum field theories for the laws of physics in our universe are sparse is why they are even useful.

In the most general application of the principle of sparsity, we limit the number of degrees of freedom that can participate in any interaction. For instance, for a theory describing \( N \) degrees of freedom we might limit interactions to \( k \) degrees of freedom at a time, for \( k \ll N \). If the cartoon in Fig. 1 is still helpful, this would mean that we’d only need to consider diagrams with \( k \) or fewer legs.

Now, let’s add up the number of interactions in such a sparse theory. If the number of degrees of freedom is large (\( N \gg 1 \)) then such a sum is dominated by the \( \binom{N}{k} \sim N^k / k! \) term: the number of parameters only scales polynomially in the number of degrees of freedom.

When a sparse quantum field theory is a good model for some natural phenomenon, it’s incredibly useful. If we perform the fractionally small number of experiments needed to learn all the parameters, we can then predict the result of the huge fraction of experiments we’ve yet to perform. From an algorithmic complexity standpoint it is somewhat miraculous that we can compress our huge look-up table of experiment/outcome into such an efficient description. In many senses, this type of compression is precisely what we mean when we say that physics enables us to understand a given phenomenon.

Locality

The general sparsity property that we just discussed is sometimes called \( k \)-locality. This emphasizes that no more than \( k \) of the \( N \) degrees of freedom can communicate in any given type of interaction. We impose such sparseness on our theories because it’s consistent with our experimental observations.\(^7\) However, it’s actually far too weak a condition: typical theories that have only a sparse \( k \)-local structure imposed don’t actually look anything like the theories that usefully describe our universe.

\(^7\)The phenomenon of universality provides an explanation for this \( k \)-locality, though not for spatial locality. See footnote 32 for a brief discussion of how universality is manifested in deep learning.
What we actually observe experimentally is much stronger than $k$-locality. In particular, our natural intuition about the world suggests the degrees of freedom should be arranged in some manner such that some are closer together than others, and that this closeness is somehow related to their ability to interact and exchange information. This is intuitive; an experiment performed on the moon should not influence experiments performed on earth, at least not until signals from the moon containing information about such an experiment can reach the earth.

What we need is to also impose spatial locality. Rather than letting the $N$ degrees of freedom interact however they like so long as they’re quarantined in group sizes of $k$ or fewer, we first arrange all $N$ in a lattice and then say that they can only interact with their neighbors. For instance, if we have a 1-dimensional lattice – a line – each of the $N$ degrees of freedom has a left and right neighbor. More generally, if we have a $d$-dimensional hypercube then each degree of freedom will have $2d$ neighbors. To count the number of distinct interactions, we simply add up the links on the lattice and find $Nd$ total interactions: the number of possible interactions is linear in the number of degrees of freedom.

In fact, the entire concept of spatial dimension is only meaningful because of the spatial locality of interactions! If degrees of freedom were placed at different spatial locations – i.e. the moon and earth – but they could talk to each other as easily as if we placed them next to each other, then the whole notion of space itself is meaningless. The reason space is a useful abstraction is because locality is imposed on quantum field theories.

Translation invariance

Our final guiding principle is called translation invariance. Translation invariance is a symmetry imposed on quantum field theories that are used to model phenomena that

8Relatedly, locality gives meaning to moon-landing conspiracists everywhere.

9Einstein was famously bothered by a property of quantum mechanics that naively seemed to allow actions in one place to have an effect on actions somewhere else at the same instant. You’ve likely heard of this as spooky action at a distance, though to Einstein it would have probably sounded more like spukhafte Fernwirkung. In a paper with Podolsky and Rosen, Einstein was worried that this uniquely quantum phenomenon – which is now known as entanglement – would violate the principle of locality.

In particular, any local quantum field theory – according to the principle of relativity – has a rigid notion of causality that says that the outcome of an experiment at a particular point $x$ and time $t$ cannot at all influence the outcome another experiment at a different point $x'$ and time $t'$, unless the absolute distance between these experiments is less than the time interval between them times the speed of light: $|x - x'| < c|t - t'|$. We now appreciate that entanglement (a) does not violate causality and (b) arises from completely local interactions. Quantum effects are just sometimes weird and unintuitive.

Amusingly, gravitational objects known as wormholes – discussed by Einstein and Rosen around the same time – have a history of being confused with entanglement. A wormhole is a special type of geometry that provide a shortcut through space so that vastly separated regions can be more closely connected together. It turns out that those of us that were confused weren’t actually confused, and the joke was on everyone else: both entanglement and wormholes are actually manifestations of the same underlying phenomenon.
respect the following empirical observation: the outcome of any experiment is generally unaffected by where it is performed. The same general laws that describe physics here on earth also describe physics in the same way on the moon and also describe physics in the same way outside our galaxy.

To implement this principle, we require that the strength of any local interaction should be the same anywhere.\textsuperscript{10} In other words, all the parameters have to be the same.\textsuperscript{11} Concretely, the electric charge we measure while at rest on the earth will be the same as the electric charge we’d measure at rest on the moon: $\approx 1/137$.

Let’s spend a moment to take stock of this huge reduction in algorithmic complexity. We started with a typical theory of $N$ degrees of freedom that requires an exponential – i.e. $2^{O(N)}$ – number of parameters to specify. By imposing the most generic notion of sparsity, $k$-locality, we reduced this to a polynomial – i.e. $O(N^k)$ – number of parameters. Then by imposing $d$-dimensional spatial locality, we reduced this to a linear – i.e. $O(N)$ number of parameters. Finally, by imposing translational invariance, we could specify our theory with an $O(1)$ number of parameters. For such theories, the number of parameters no longer grows with the number of degrees of freedom: once we measure the electric charge, we can more or less predict the outcome of any other experiment involving light and matter.\textsuperscript{12} The fact that the universe seems to obey these constraints is very powerful indeed!

Complexity

To conclude our discussion of simplicity in physics, let’s discuss how nontrivial complexity can arise from a sparse mathematical model.

In any sparse theory, we can study how small perturbations to some observables can grow and affect the rest of the system \cite{34,35}. Sparse theories have a preferred basis: the set of variables in which the formulation of the theory is sparse is special. In terms of such variables, the description of the theory is extremely simple.

In a theory with spatial locality, it’s simple to perform an experiment by disturbing a local degree of freedom and observe how the system responds. The particulars of such a disturbance will grow in space and slowly spread to change the overall state of the system: this is a quantum manifestation of chaos and the butterfly effect \cite{37,36}.

An important property of any system – which sometimes goes by the name thermalization – is how quickly it returns to equilibrium after such a disturbance. Depending on

\textsuperscript{10}In the language of machine learning, local translationally-invariant quantum field theories enforce a very rigid notion of parameter sharing!

\textsuperscript{11}As a specific example, arranging $N$ spins into a $d$-dimensional hypercube and imposing translation invariance would leave us with the standard $d$-dimensional Ising model and only 1 parameter.

\textsuperscript{12}That is, if we ignore the mass of the electron, which is small enough that in many cases doing so would be completely justified. Otherwise, we have an additional parameter to measure: in some sense, the electron mass can be thought of as the strength of a 2-particle “interaction” between an electron and a positron and no photons.
how detailed an experiment you perform, this question has a variety of different answers, ranging from a time that is independent of the number of degrees of freedom $N$ to a time that scales with the size of the system and tracks how long it takes for the disturbance to cover the entire system. If you want to find the system in a truly random state, you might have to actually wait a time that is exponential in the number of degrees of freedom $[38]$. 

Despite this long timescale, the fine details of a random state as compared to a simple-but-perturbed state are extremely difficult to measure. In the simple-but-perturbed state, the correlations between what the original state counterfactually would have been and what the disturbed state actually is quickly grow to become more and more complicated as the difference spreads throughout the system. However, because we can only perform local experiments, it’s actually often difficult for the results of any such experiment to determine whether a given state is truly from a random theory or just approximately random and built up from a sparse theory $[35, 39, 42]$. That is, as far as we can actually tell, a system can be arbitrarily complicated even as it continues to change meaningfully for a long time.$^{13}$

By contrast, without locality, there’s no spatial structure, and without sparsity, there’s no real structure at all. In such a completely generic theory, there aren’t any special set of observables for experimenters to measure, track, or query. In these systems, any disturbance of a single degree of freedom immediately grows to affect the entire system: the equilibration time is completely independent of the system size, regardless of how big it is! Thus, it’s not really meaningful to observe anything, at least in the usual sense of what we mean. In these systems, nothing happens!$^{14}$

**Physics learning**

The reason sparsity and more specifically locality are so important is because they provide structure to the space of physics theories. In fact, physical constraints due to these principles play an important role in setting which experiments can be practically carried out or algorithmically which computations are possible in the universe.$^{15}$ Just as the inductive bias of human learning enables us to find human-meaningful structure in images, sparsity

$^{13}$For a different perspective on simplicity and complexity in physics, with connections to spin glasses and string theory, see the introduction of $[43]$.

$^{14}$The global statistical properties of these systems can have interesting time evolution see e.g. $[44]$. However, such observables are so overly complicated that they do not correspond to any experiments that could be practically performed on such systems.

$^{15}$It would be interesting to consider such constraints when assessing concerns about human existential risk due to artificial intelligence, see e.g. $[45]$. In particular, when you “imagine” an agent with unbounded computational resources you should also make sure to imagine what kind of universe such an agent would have to live in. (Such a universe is entirely unlike our own $[46, 48, 35, 39, 36, 50, 51]$.) For an even more speculative discussion on how physical limits to information theory may constrain or place computational limits on thinking agents, see $[52]$. 
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and locality make up the inductive bias that lets us learn physics. In other words, we impose sparseness on our theories because it’s consistent with our experimental observations as local observers that themselves must be described by the theory. You could say: sparseness is what the universe finds when it introspects. Since humans are local entities within the universe, the sort of experiments that we can reason about theoretically and easily perform practically – the sort of experiments that we have any intuition about at all – are all based on local correlations. No wonder that the theories that we learn are designed to predict the results of local experiments!

What about all those other experiments? More or less, they are the analogues of noise: they have no meaning to local observers like us humans. Many of them involve correlating a huge fraction of the $N \gg 1$ degrees of freedom of the system across vast regions of space. Some other experiments are impossible to perform in any reasonable amount of time by any observer within a system. Thus, when the observers are part of the system they are trying to learn about, the lack of algorithmic complexity of such a theory imposed by locality can privilege certain experiments and prevent others from being performed. The results of all such essentially impossible experiments are heavily constrained by our algorithmically simple theories of physics, though we’ll never be able to check for sure!

This brings us back to the no-free-lunch theorem: the catch is that here the “average over all possible physics-learning problems” is like an average over all possible experiments. And it turns out that the set of experiments that actually are interesting is a tiny subset of the total number of logically possible experiments.

This is why physics is (able to offer) simple (explanations for seemingly complicated natural phenomena).

1.3 What can Physics do for AI?

In summary, physics learning – just like human learning more generally – is possible because of sparsity. In the strongest but most speculative sense, such a principle is a precondition for there to be local observers capable of performing experiments. But it’s still not clear from this discussion how to apply this to machine learning.

As we mentioned, one approach to understanding machine learning is through human learning [25, 26]. This is the approach of the cognitive scientist. Such research could lead to understanding high-level principles of intelligence applicable across many models of intelligent systems, regardless of their underlying mechanisms. If the goal of machine learning is an artificial human-level intelligence, then these sorts of top-down considerations can be incredibly useful for guiding the direction and focus of AI research.

By contrast, the physics approach is bottom up: the focus is on understanding how the

---

16 Relatedly, since the way in which we typically interact with the world is classical – i.e. devoid of distinctly quantum effects – quantum mechanics is naturally unintuitive.

17 An example of such an experiment that relates to an important black hole information problem is given in [54].
algorithmic description of a model is connected to the model’s output or experimental results. Starting from the definition of a model in terms of its microscopic degrees of freedom – e.g. the weights and biases of a deep neural network – what is the high-level behavior of the model? How are these microscopic variables connected to the latent variables in which the model has a simple description? Such an approach isn’t directly concerned with the general properties of – or constraints guiding – human intelligence, but rather focuses on directly understanding how the specification of a model can be connected to its ability to complete a task. In this way, the physics approach can provide a natural complement to the cognitive science approach.

Applying this bottom-up approach directly to humans is far too complicated; the path from microscopic physics through biology and neuroscience to psychology is probably too daunting for any entity short of a superintelligence...

Applying this bottom-up approach to machine learning, however, is likely just right. We propose that physicists interested in working out aspects of a theory of intelligence could make progress by working out a theory of current successful machine learning models through the lens of physics. On the one hand, by studying current state-of-the-art machine learning frameworks we can study algorithms that share some properties with human intelligence. On the other hand, the output and behavior of these algorithms aren’t separated from their microscopic descriptions – e.g. their PyTorch implementations – by something as messy as biology.

The reason to be hopeful is that for these models to work at all given the no-free-lunch theorem, there must be structure. By trying to understand which models within a given machine learning framework – e.g. deep learning – lead to sparse descriptions, perhaps we can better understand what selects such latent descriptions from a bottom-up sparsity perspective and connect them to the top-down human perspective. At which point, perhaps we’ll all sit at the same lunch table.

2 The Unreasonable Effectiveness of Deep Learning

While the discussion of physics has been varying levels of concrete, the discussion of AI has been entirely in the abstract. In an attempt to restore the balance, in the rest of the essay we’ll focus on explaining how the framework of deep learning can be interpreted through the lens of some of the physics principles that we’ve been outlining.

While artificial intelligence and deep learning have become nearly synonymous, we haven’t really discussed the specifics of deep learning at all. Deep learning is a branch of machine learning based on artificial neural networks. Such networks compute a very flexible set of functions that turn out to be excellent for mathematically modeling the sorts of tasks that we associate with human intelligence.

To that point, the list of AI breakthroughs based on the deep learning framework includes problems in computer vision [10, 11], natural language processing and generation [12, 16], and the mastery of many games by deep reinforcement learning: beginning with a general purpose algorithm capable of learning to play a set of 49 Atari games [17], and
growing to include Go, chess without a specialized algorithm, Dota II, Starcraft, and even a unifying algorithm for handling Go, chess, shogi, and 57 Atari games without any prior knowledge of the dynamics of those games. Most recent – and perhaps most exciting – is a deep learning solution to the protein folding problem in biology.

However, deep learning’s effectiveness is puzzling. In defiance of the cognitive science perspective, domain specific knowledge has often proved neutral if not harmful in guiding the approach of practitioners. While the choice of the specific model – the neural network architecture – is often essential, within a class of architectures that work the most important considerations leading to success always seem to be the size of the model – huge – and the amount of training data – as much as possible. Moreover, unlike human learning models, deep learning models that have sufficiently many parameters can also memorize random labelings of random data. In short, attempts to apply top-down analysis to explain the success of deep learning often come up short.

This suggests there might be something to gain by a physicist’s bottom-up analysis. In §1, we argued that sparsity is an essential guiding principle of physics theory. With that discussion in mind, in this section we will similarly argue that sparsity is a guiding principle of deep learning theory.

The material presented here is an overview of the perspective taken in an upcoming book with Yaida and Hanin.

Interacting neurons

On being asked, “How is Perceptron performing today?” I am often tempted to respond, “Very well, thank you, and how are Neutron and Electron behaving?”

Frank Rosenblatt, inventor of the perceptron and also the Perceptron.

A very natural framework for studying deep learning is closely related to the sort of quantum field theory that we described in §1.2, with the first principal difference that deep learning is a classical statistical theory, not a quantum theory, and the second principal difference that the statistical variables in deep learning are not organized into fields.

At the highest level, this doesn’t matter. For both deep learning and quantum field theory there is an organizing principle called effective theory that allows us to make progress.

To begin, we need to specify the degrees of freedom in deep learning, just as we did before when discussing quantum field theory. Rather than Electrons and Neutrons (or rather, electrons and neutrons), in this case we have neurons.

18 For instance, in the domain of natural language modeling the advent of the transformer architecture has arguably rendered much of the expertise of natural language processing researchers obsolete. Instead, the most important ingredient of success is ever larger models and ever more data.

19 The perceptron model, invented by Rosenblatt, was the first artificial neural network with learnable parameters.
Neurons take a weighted sum of input signals and then fire if that sum is above a certain threshold. In a typical neural network, many such neurons are organized into layers, and deep learning places a particular emphasis on networks that are iteratively composed of many layers with a similar structure.

![Multilayer Neural Network Diagram](image)

Figure 2: Depiction of a simple multilayer neural network. The circles represent the neurons in the hidden layers, the black dot at the top represents the network output, and the lines indicate the connections between the neurons. This four-layer network takes a $2 \times 2$ image $x$ and computes the function $f(x)$ after passing the input through 3 hidden layers. The input is transformed into the output at layer $L = 4$ through a sequence of intermediate signals, $s^{(1)}$, $s^{(2)}$, and $s^{(3)}$.

An example of such a multilayer structure is shown in Fig. 2. In the network represented by this figure, the function $f(x)$ is computed by sequentially passing signals through the layers of neurons. The input $x$ is transformed into the signal $s^{(1)}$ by the five neurons in the first hidden layer, then into a sequence of signals $s^{(2)}$ and $s^{(3)}$ by the second and third hidden layers, respectively, before being transformed into the output $f(x) \equiv s^{(4)}$ at the single-neuron final layer (black dot at the top). Each neuron $i$ in a layer $\ell$ forms a component of the signal in that layer, e.g. $s_i^{(\ell)}$. Moreover, an important quantity of interest

---

20 More generally, the weighted sum of input signals minus the threshold is acted on by a scalar activation function. For the perceptron activation function [61], this corresponds to the simplistic notion of firing.
is the number of layers or depth of the network.

The strength of the connections between the layers can be individually modified by a group of parameters called weights. The firing threshold of each neuron is set by another set of parameters called biases. Together, the weights and biases make up the model parameters. In a typical learning algorithm, these parameters are iteratively adjusted until the network output approximates some desired function on a sequence of training examples $\mathcal{D} = \{x_1, \ldots, x_{N_D}\}$.

On the one hand, after such a training procedure, the graph gives a simple way to compute the function $f(x)$ given the settings of the weights and biases. On the other hand, knowing the network architecture and the trained values of the model parameters doesn’t really offer any insight into how the function works. In terms of these variables, the network behaves like a black box.

Consider the language model GPT-3, which has 175 billion parameters [16]. Assuming the values of these parameters are stored as four-byte floats, that’s 700 gigabytes! If someone hands you those 700 GB and asks you to predict the output of the model on a given input $x$, the best thing to do would be to explicitly compute the function $f(x)$ using an implementation of the model. If someone asks you why the output $f(x)$ is given on an input $x$, you’re in trouble; these microscopic variables – the model parameters – are just not the right set of variables in which the computation is easy to understand.\(^{21}\)

However, there’s another way of thinking about what the network is doing.\(^{22}\) For the output neuron defining the function, there’s some marginal probability that it fires on a particular input: $p(f|x)$. More generally, for the training dataset $\mathcal{D} = \{x_1, \ldots, x_{N_D}\}$, there’s a joint probability distribution encoding the probabilities that the output fires on a selection of inputs:

$$p(f|\mathcal{D}) \equiv p(f(x_1), \ldots, f(x_{N_D})) . \tag{1}$$

This output distribution encodes the correlations of the network output when the network is evaluated on different inputs. Even more generally, we could consider a sequence of $L$ neural distributions

$$p(s^{(1)}|\mathcal{D}), p(s^{(2)}|\mathcal{D}), \ldots, p(s^{(L)}|\mathcal{D}) , \tag{2}$$

classifying how the input data $\mathcal{D}$ is transformed into the network output $f(x) \equiv s^{(L)}$ at layer $L$ through the signals $s^{(\ell)}$ computed by the $\ell$-th layer neurons in each of the hidden layers.

In a way that can be made quite precise [1], we can interpret these correlations in these neural distributions as arising from interactions between the neurons just as we described quantum field theory in terms of the interactions of elementary particles. Working out

\(^{21}\)This is like being given a description of a person’s connectome and asked to predict what such a person would say if prompted with the input $x$; the best you can hope to do is actually go find the person and ask them $x$!

\(^{22}\)More precisely, by sampling the weights and biases from an initialization distribution, we are inducing a distribution on the network outputs as well as the on the hidden layer signals. Then, to analyze this ensemble, we formally integrate out the weights and biases.
the form of each of the distributions in this sequence lets us understand how a network transforms input into output; it is tantamount to opening the black box of deep learning. So, as you can imagine, it’s naively a pretty difficult thing to do.

Mirroring our discussion of the quantum field theory degrees of freedom before, the most generic neural network expressed in the deep learning framework would have all possible interactions between all the different neurons. Focusing on just the network output for a moment, if we have \( N_D \) different inputs in our dataset, then there are \( \binom{N_D}{2} \sim N_D^2 \) potential interactions involving the output neuron evaluated on two inputs, \( \binom{N_D}{3} \sim N_D^3 \) potential interactions involving the output neuron evaluated on three different inputs, \( \binom{N_D}{4} \sim N_D^4 \) potential interactions on four different inputs, and so on. Each of these interactions has a strength or data-dependent coupling which encodes the patterns of correlations in the input data at the network output after being transformed by the neural network.\(^{23}\)

Adding up all these interactions, this more or less gives \( 2^{O(N_D)} \) different neural interactions, meaning that a generic description of the output distribution of the network in terms of these interactions will scale exponentially with the size of the dataset. Such a description is certainly not sparse: depending on how the total number of weights and biases compares to \( 2^{O(N_D)} \), this is extremely likely to be even more complicated than the microscopic description of the network in terms of the model parameters!\(^{23}\)

### Sparsity in the thermodynamic limit

One of the most powerful tools in theoretical physics is a certain asymptotic limit where the number of degrees of freedom of a system is taken to be very large. This idea has many different manifestations and as a result carries a number of different names: the thermodynamic limit, the semi-classical limit, and large-\( N \).

Given the many different avatars, there are many different ways to think about such a limit, but the central idea is that when the number of degrees of freedom of a system are formally taken to be infinite, the system’s interactions can turn off and as a consequence fluctuations of the degrees of freedom are heavily suppressed.\(^{24}\) This is essentially a physics instantiation of the central limit theorem.

In the thermodynamic limit complicated interacting systems often exhibit extremely simple behavior, and deep learning is no exception. In 1996, Neal described such a limit for neural networks with only a single hidden layer by taking the number of neurons in the hidden layer to be infinite \(^{62}\). This same limit was more or less employed in the multilayer setting by numerous authors \(^{63–68}\). In this case, the number of neurons \( N_\ell \) in each hidden layer \( \ell \) is taken to be infinite, while the overall depth of the network \( L \) is held fixed.

\(^{23}\)These couplings should not be confused with the parameters – the weights and biases – of the network. Instead, the data-dependent couplings give an alternate description of the underlying model.

\(^{24}\)Among the many systems for which this limit leads to a simple description, a familiar one is the thermodynamic description of gas in a room in terms of the ideal gas law.
This infinite-width limit provides a simple and tractable toy model of deep learning. In particular, in this limit all the neural interactions turn off. This means that the sequence of neural distributions \(\pi\) and in particular the output distribution \(\pi^\perp\) will each converge to multivariate Gaussian distributions. For each of these distributions, the pattern of correlation is determined entirely by the distribution’s pairwise covariance matrix.\(^{25}\)

Thus, the infinite-width limit leads to exceptionally sparse representations: we’ve reduced the number of data-dependent couplings required to describe the network’s output distribution from scaling exponentially in the size of the dataset \(\sim 2^{O(N_D)}\) to scaling quadratically \(\sim O(N_D^2)\). Naively, while such models seem overparameterized – potentially containing more parameters \(N \to \infty\) than training data \(N_D\) – in terms of the data-dependent couplings, they are actually sparse!

Further theoretical analysis, however, shows that this limit is too simple: these networks only permit a very simplified notion of learning in which the features used to determine the network output are fixed before any training begins.\(^{68–70}\) Instead, only the coefficients of a linear function of those fixed random features get modified during training, severely constraining the classes of functions that can be learned. To understand why this is problematic, let us recall our discussion of human learning in §1.1. There, we argued that understanding data in terms of a sequence of representations was an essential component of human learning; a similar mechanism is supposed to be an essential component of deep learning as well.\(^{9, 71}\)

In the typical discussion of representation learning, we start with the fine-grained representation of an input such as an image in terms of its pixels: \(x = \mathbb{R}^n\). For a classification task, a network might output a coarse-grained representation of that image: \(f(x) = \text{cat}\). In between, the signals at the hidden-layer neurons \(s^{(l)}\) form intermediate representations. For instance, the initial layers can act as oriented edge detectors, while the deeper layers form more and more coarse-grained representations, organizing human-meaningful sub-features such as fur and whiskers into higher-level features like a face.

However, the intermediate representations in infinite-width networks are fixed from the start, completely independent of the training data. In a sense, the behavior of networks in this infinite-width limit is very similar to the behavior of networks without any hidden layers. By virtue of being shallow, such networks don’t contain intermediate representations of their input data, and their output is always described by a Gaussian distribution. In other words, in the infinite-width limit networks are neither deep nor do they learn representations.

The lack of representation learning in the infinite-width limit indicates the breakdown of its usefulness as a toy model. This breakdown thus hints at the need to go beyond such a limit in order to describe deep networks at any nontrivial depth.

\(^{25}\)In the language of footnote\(^{12}\) we can alternatively think of this covariance as defining a 2-neuron interaction just as we thought of the electron mass as a 2-particle interaction between an electron and positron. The point is that such a 2-particle correlation is exceptionally simple and allows the degrees of freedom to become disentangled: there always exists a basis in which their statistical independence is manifest.
Sparsity and complexity in the $1/N$ expansion

*Everything should be as simple as it can be, but not simpler.*

Roger Sessions, simplifying a much longer quote of Albert Einstein [72].

Toy models – like the infinite-width network – are invented to strip away irrelevant details in order to more easily understand the essential properties of an underlying phenomenon.\(^{26}\) When a toy model breaks down, it indicates the correspondence between the mathematical model and the underlying physical reality diverges.

For this reason, it’s sometimes useful to consider a sequence of toy models with increasing sophistication.\(^{27}\) The probing of a rigid framework with a sequence of such models leads to a built-in type of *transfer learning* between the models; it’s often clear from the start – or after a quick calculation – how a particular model can be related to others in the sequence. Moreover, we can often concretely connect the simplifying properties used to construct these models to the situations in which they break down. This is tantamount to actually understanding the role that such properties play across a broad class of models living in the underlying framework.

The program of constructing such a sequence of models in the framework of deep learning was first begun by Yaida in [76]. To define these models, we will make use of an ancient trick in physics for studying small deviations from idealized behavior: *perturbation theory*. Traditionally, perturbation theory applies to systems that have an infinitesimally-small dimensionless parameter ($\epsilon \ll 1$) in terms of which any quantity of interest can be Taylor expanded:

$$f(\epsilon) \approx f(0) + \epsilon f'(0) + \epsilon^2 f''(0)/2 + \ldots.$$  

In this case we will also perform a magic trick – for it is really something of a sleight-of-hand – by realizing that perturbation theory can also be applied to systems that have an infinitely-large dimensionless parameter ($N \gg 1$) by defining $\epsilon \equiv 1/N$. This is sometimes called the $1/N$ expansion [77].

In particular, the $1/N$ expansion lets us back off of the infinite-width thermodynamic limit and compute *finite-width corrections* to the network output distribution (1) for networks that have a finite number of neurons per layer. Concretely, let’s imagine the number of the neurons $N_\ell$ in each of the hidden layers $\ell = 1, \ldots, L - 1$ are all equal: $N_\ell \equiv N$. Then, we can compute the network output distribution by working out a perturbation series in the small parameter $1/N$, expanding around the $N \to \infty$ infinite-width toy model.

---

\(^{26}\) All mathematical models are toy models or approximations, in one way or another. For example, consider the Heliocentric model of the solar system with its fixed sun and non-interacting planets, or consider the Ising model as a simplistic theoretical description of ferromagnetism. The Standard Model of particle physics [72–75] – perhaps the most successful mathematical theory of natural phenomena in terms of the detailed correspondence of its theoretical predictions to the outcomes of experiments – is just a very rich toy model: it does not include the force of gravity. Typically, the adjective “toy” is reserved for overly-simplistic models.

\(^{27}\) For instance, Newtonian gravity, general relativity, and string theory are a sequence of increasingly sophisticated models of gravity.
Each toy model in the sequence is then defined according to the order in $1/N$ at which the perturbation series is truncated. By retaining additional higher-order corrections, we get richer toy models, asymptotically approaching a complete description of the underlying network.\textsuperscript{28}

Importantly, the finite-width corrected output distributions are no longer multivariate Gaussian distributions. Each order in $1/N$ turns on an additional set of neural interactions: the $O(1/N)$ correction allows interactions between collections of four neurons, each evaluated on potentially different inputs; the $O(1/N^2)$ correction allows interactions between collections of six neurons, each evaluated on potentially different inputs; and generally the $O(1/N^k)$ correction would allow interactions between collections of $(2k + 2)$ neurons.\textsuperscript{29}

Accordingly, these distributions are defined in terms of more and more intricate patterns of correlation. At leading order in $1/N$, describing the four-neuron interaction requires $\sim N^4_D$ data-dependent couplings, and generally describing a $(2k + 2)$-neuron interaction requires $\sim N^k_D$ data-dependent couplings. Thus, these models populate the entire spectrum from sparse to complex!

Despite the increasing complexity, these models also have less naive parameters – less weights and less biases – than their infinite-width counterparts. Taking $N$ to be finite reduces the number of neurons per layer – from infinite to finite – but makes the effective description – in terms of the data-dependent couplings encoding the pattern of neuron-neuron correlations – more complicated and less sparse!

Going forward our focus will be on the simplest nearly-Gaussian model at $O(1/N)$, including only the leading finite-width corrections. Such a model is still quite sparse – requiring $\sim N^4_D$ data-dependent couplings – but also is potentially rich enough to capture representation learning in deep networks.

**Representation learning from renormalization group flow**

To investigate representation learning in our finite-width model, we need to introduce one final tool from theoretical physics: renormalization group flow \cite{78, 79}. The Wilsonian renormalization group (RG) flow equations detail how the strength of interactions can change with the scale at which an experiment is carried out. Recall from our discussion of quantum electrodynamics in §1.2 that we kept specifying the strength of the electric charge, $\approx 1/137$, at rest. More precisely, this coupling can change or run depending on the distance or energy scale at which matter and light are interacting.

The flow in RG flow is generated by a repeated marginalization over the microscopic fine-grained degrees of freedom of the system, which results in an effective theory of coarse-grained observables. In the language of RG flow, interactions that grow with the flow are called relevant, and interactions that decrease in strength are called irrelevant. By focusing

\textsuperscript{28}The sequence of toy models in the $1/N$ expansion should not be confused with the sequence of neural distributions \cite{2} computed by the layers of a network. In particular, each toy model gives an explicit representation of all the distributions \cite{2} truncated to a fixed power of $1/N$.

\textsuperscript{29}For a technical reason, there are only interactions between even numbers of neurons.
only on the growing relevant interactions, the effective theory provides an efficient way to study the dynamics of the course-grained degrees of freedom.

In the framework of deep learning, we can derive analogous flow equations – in this case discrete recursions – that detail how the neural interactions run as we change the depth of the network from \( L \) layers to \((L+1)\) layers \( [76] \). Moreover, these recursions tell us how to relate the sequence of neural distributions \( [2] \) describing the hidden-layer representations. Such recursions constrain the data-dependent couplings of these distributions and thus describe how the pattern of correlation in the data evolves from the input through the hidden-layer representations to the network output.

From this perspective, it’s easy to make the connection between these recursions and RG flow concrete. To compute the layer \((\ell+1)\)-th distribution \( p(s^{(\ell+1)}|\mathcal{D}) \), in the sequence of neural distributions \( [2] \), we first construct the interlayer joint neural distribution between neurons in the \((\ell+1)\)-th layer and the \(\ell\)-th layer, \( p(s^{(\ell+1)}, s^{(\ell)}|\mathcal{D}) \), and then marginalize over the neurons in the \(\ell\)-th layer \( s^{(\ell)} \). Repeating such a marginalization induces an RG flow, integrating out the fine-grained representations of the shallower layers in favor of the coarse-grained representations in the deeper layers.

In the context of deep learning, we call this representation group flow, or RG flow for short \([1]\). Such an RG flow is precisely what we were interested in from the onset: the flow lets us understand how the microscopic variables, such as the pixels of the input image, are transformed into intermediate representations in the hidden layers, and then how those hidden-layer representations determine the network output.

With enough effort, the discrete RG flow equations can be worked out for any of the toy models described by the \( 1/N \) expansion. With orthogonal effort, such equations can be analyzed. In particular, by considering the asymptotic limit of large network depth \( L \), we can understand the behavior of networks that are both deep and wide.

Solving the discrete RG flow equations at large \( L \), we find that the finite-width corrections are relevant, growing increasingly larger as the depth of the network increases. Explicitly, we find that leading \( 1/N \) corrections also scale linearly with \( L \). This suggests that the proper perturbative parameter defining our sequence of toy models actually should have been the depth-to-width ratio of the network: \( L/N \). This aspect ratio \( L/N \) behaves as an emergent scale or cutoff, controlling the importance of the finite-width corrections to the infinite-width limit.

Moreover, this analysis lets us understand what went wrong in the infinite-width limit. Recall in that limit that we effectively took the number of neurons \( N \) in each hidden layer to be infinite while holding the overall depth of the network \( L \) fixed. This means that the ratio vanishes: \( L/N \to 0 \). Formally, in this limit networks behave as if they are not at all deep. Accordingly, our naive notion of what it means for a realistic network to be wide \( N \gg 1 \) was wrong; instead we should have been comparing width to depth. Now we see that clearly that the proper way to study corrections to the infinite-width limit is large depth \( L \) and large width \( N \), with their ratio \( L/N \) held fixed.\(^{30}\)

\(^{30}\)A very similar thing happens for the strong interactions in physics. In the limit of Yang-Mills theory...
This RG flow analysis also underscores the importance of paying attention anytime a dimensionless scale grows infinitely large or becomes perturbatively small. Further analysis of the details of initialization and training shows that scales such as width $N$ and depth $L$ are typically responsible for the extreme range of optimal hyperparameter tunings found by deep learning practitioners. The varying of such parameters over many orders of magnitude signals to an effective theorist that the cutoff of a theory is not properly understood. In particular, most hyperparameters – appropriately constructed – should be order-one quantities, robust to small changes and applicable across a variety of different architecture widths and depths.

Of course, the lack of representation learning in the infinite-width limit was also indicative of the breakdown of the infinite-width limit. By carefully studying the leading $L/N$ finite-width corrections, we can incorporate the effects of depth at finite width. In this limit, not only do we see nontrivial representation learning, we find that it's relevant. In other words, we explicitly can see how deepness leads to representation learning!

**Simplicity from criticality**

So why is such a simple toy model – in particular, the leading finite-width nearly-Gaussian model – so effective at describing deep learning? Are the other richer models that incorporate higher-order corrections from the $1/N$ expansion capturing other qualitative features of deep learning that the simplest finite-width model is missing?

We can make progress on these questions by appealing to the physics principle of criticality. First, note that for iterative maps like the one that defines the neural network shown in Fig. 2, exponential growth or decay of signals is generic. Such behavior is actually quite harmful to the performance of the network: exponential decay means that input signals effectively disappear after some characteristic depth scale, while exponential growth leads to numerical instability.

However, systems tuned to a critical point exhibit self-similar behavior under RG flow. Thus, the principle of criticality suggests that we should search for nontrivial fixed points of the RG flow equations in which the relevant observables do not behave exponentially. In [1] we explain how to tune the initialization distributions of the weights and biases of the network order by order in the $1/N$ expansion in order to reach criticality.

---

31 Concretely, the network targets are typically $O(1)$ numbers, so exponential behavior makes training exponentially difficult.

32 One consequence of renormalization group flows to nontrivial fixed points is the phenomenon of universality. The idea is that the sequence of distributions describing different systems at various levels of coarse-graining can converge under RG flow, despite having potentially very different fine-grained microscopic descriptions. The set of such systems that behave similarly are said to form a universality...
With that in mind, one feature of critical systems is the manifestation of exceptionally large fluctuations on the order of the size of the system. In the context of deep learning, this means large instantiation-to-instantiation fluctuations between explicit initializations of a network’s weights and biases. The RG flow analysis for networks at criticality shows that these fluctuations have a typical size that scales with the emergent cutoff $\sim L/N$. When such fluctuations are large, destructive exponential behavior is generic in any particular instantiation.

Thus, on the one hand, to suppress such fluctuations we require $L/N < 1$. On the other hand, to get nontrivial representation learning, we require $L/N$ nonzero. That is, successful networks are both wide and deep, with their aspect ratio reasonably small but nonzero. In this regime, the simplest finite-width-corrected nearly-Gaussian model thus captures the essence of deep learning, realizing the paraphrased Einstein’s principle of simple, but not too simple.

**Deep learning: an effective theory approach**

To review, our goal was to find a physicist’s bottom-up formalism for understanding the principles of deep learning theory. In the infinite-width limit, we observed that all the neural interactions turned off, leading to a very sparse toy model of neural networks with limited use. This further let us explain how overparameterized networks with more tunable parameters than training data are secretly really simple in terms of their sparse data-dependent coupling descriptions.

Back ing off the strict infinite-width limit, we found a nontrivial expansion in the depth-to-width ratio $L/N$ that lets us systematically incorporate interactions into the theory at the cost of a more complicated analysis. Non-intuitively, reducing the naive number of parameters – by taking finite $N$ – is actually a means of making our theoretical description less sparse!

Then, the RG flow analysis of the $1/N$ expansion gave an effective theory understanding of representation learning, while criticality offered insight into the tuning of hyperparameters. All together, this makes our effective theory approach extremely useful for understanding real neural networks in practice.

---

Similarly for representation group flows, we find that the sequence of neural distributions can also converge under RG flow for networks employing different activation functions. For activation functions within a universality class, the details become irrelevant, with the behavior of observables explicitly depending on only a few Taylor coefficients of the function.

Recalling our discussion of the thermodynamic limit, it’s clear that there’s some tension between this notion of criticality and the infinite-width limit in which fluctuations are supposed to be suppressed. This offers another way of thinking about the infinite-width limit: it’s generically an unstable fixed point of the RG flow.
3 The Future

TANSTAAFL! – Robert A. Heinlein [82].

There might not be free lunches, but there will be lunch specials.
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