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Abstract. This article is the second in a series of two papers concerning the mathematical study of a boundary integral equation of the second kind that describes the interaction of $N$ dielectric spherical particles undergoing mutual polarisation. The first article presented the numerical analysis of the Galerkin method used to solve this boundary integral equation and derived $N$-independent convergence rates for the induced surface charges and total electrostatic energy. The current article will focus on computational aspects of the algorithm. We provide a convergence analysis of the iterative method used to solve the underlying linear system and show that the number of linear solver iterations required to obtain a solution is independent of $N$. Additionally, we present two linear scaling solution strategies for the computation of the approximate induced surface charges. Finally, we consider a series of numerical experiments designed to validate our theoretical results and explore the dependence of the numerical errors and computational cost of solving the underlying linear system on different system parameters.
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1. Introduction

$N$-body problems are ubiquitous in a wide variety of physical fields including quantum mechanics, molecular dynamics, astrophysics, and electrostatics. In the field of chemical physics, $N$-body problems arise naturally when one considers the interaction of a large number of charged particles (see, e.g., [4, 8, 10, 12, 25, 30, 33, 35, 40, 41, 52, 54]). If the particles are composed of a polarisable dielectric material, then a full description of the electrostatic interaction can typically not be obtained as simply the sum of pairwise Coulomb-type interactions. Consequently, more elaborate numerical methods based either on so-called image charge methods (see, e.g., [42, 46, 47, 53]) or multipole expansion approaches (see, e.g., [10, 38, 39]) have been developed (see also the BEM-based approach in [5] and the expansion-based approach of [18]). Unfortunately, these numerical methods may become prohibitive in terms of computation time for a large number of particles and furthermore, are often formulated in a manner which makes them unsuited for a systematic numerical analysis. The lack of a numerical
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analysis in turn means that one cannot evaluate theoretically the accuracy of these methods, and in particular one cannot explore the dependence of the accuracy on the number of dielectric particles $N$.

The quality of an $N$-body numerical method can be assessed by considering how the accuracy and computational cost of the algorithm scale with $N$. To fix terminology

- We say that an $N$-body numerical method is $N$-error stable if, for a fixed number of degrees of freedom per object and assuming other properties such as the minimum inter-sphere separation are kept constant, the relative error in the approximate solution does not increase with $N$. Establishing that a numerical method is $N$-error stable requires a rigorous numerical analysis of the algorithm in question, which immediately rules out many of the existing algorithms cited above.

- We say that an $N$-body numerical method is linear scaling in cost if, for a fixed number of degrees of freedom per object and assuming other properties such as the minimum inter-sphere separation are kept constant, the numerical method requires $O(N)$ operations to compute an approximate solution with a given and fixed tolerance. Typically, linear scaling in cost requires the use of fast summation methods such as tree codes (see, e.g., [2, 3, 7, 11, 20, 32]) including the so-called Fast Multipole method (see, e.g., [9, 22–24], or particle-mesh and P3M methods (see, e.g., [13, 29, 31]). If the $N$-body numerical method also involves solving a linear system, then one would additionally have to show that the number of solver iterations required to obtain an approximate solution does not grow with $N$.

- Finally, we say that an $N$-body numerical method is linear scaling in accuracy if it is both $N$-error stable and linear scaling in cost. Linear scaling in accuracy methods can be viewed as the gold-standard for $N$-body problems since these methods require only $O(N)$ operations to compute an approximate solution with a given average error (the total error scaled by $N$) or relative error.

Lindgren and coworkers recently proposed in [36], a computational method based on a Galerkin discretisation of a second-kind boundary integral equation that describes the induced surface charges resulting from the interaction of a large number of dielectric spheres embedded in a homogenous polarisable medium and undergoing mutual polarisation. We emphasise three particular features of this proposed method:

(O1) Numerical experiments suggest that the method is indeed $N$-error stable.

(O2) Numerical experiments indicate that the number of linear solver iterations required to solve the underlying linear system is independent of the number $N$ of dielectric spheres. Since the FMM allows the solution matrix to be multiplied with arbitrary vectors using $O(N)$ operations, the numerical method also seems to be linear scaling in cost.

(O3) The algorithm is based on a Galerkin discretisation of a second kind boundary integral equation so it is particularly suited for rigorous numerical analysis.

(O1) and (O2) taken together suggest that the proposed Galerkin method is linear scaling in accuracy. Importantly however – and in contrast to several of the existing $N$-body algorithms cited above – (O3) suggests that it might actually be possible to rigorously prove this result. The first article [27] in this series of two papers introduced a new analysis of second kind boundary integral equations posed on spherical domains and presented a detailed error analysis of this method. In particular, the article derived convergence rates for the induced surface charge and total electrostatic energy that did not explicitly depend on the number $N$ of dielectric spherical particles in the system. Consequently, under suitable geometrical assumptions, it was rigorously demonstrated that the numerical method was indeed $N$-error stable.

The goal of the current article is to present a detailed complexity analysis of the Galerkin method proposed by Lindgren and coworkers with the goal of showing that the method is linear scaling in cost. Our main result shows that – under suitable geometrical assumptions – the number of linear solver iterations required to solve the linear system obtained from the Galerkin discretisation up to a given tolerance is independent of $N$. Since the FMM allows us to compute approximate matrix-vector products involving the solution matrix using $O(N)$ operations, it follows that an approximate solution with a given and fixed relative error can indeed be constructed by means of an iterative method using only $O(N)$ operations. In other words, the numerical method is linear scaling in
cost. Combined with the analysis presented in [27] which establishes $N$-error stability, this result confirms that the Galerkin method proposed by Lindgren and coworkers is linear scaling in accuracy.

The remainder of this article is organised as follows. In Section 2, we introduce notation, describe the problem setting and the governing boundary integral equation, and restate key results from our first paper [27]. The complexity analysis, main results and proposed solution strategies are presented in Section 3. In Section 4, we present numerical results that support the analysis of Section 3, and finally in Section 5, we state our conclusion and discuss possible extensions.

2. Problem setting and previous results

Throughout this article, we will use standard results and notation from the theory of boundary integral equations. The setting and notations stated here are essentially identical to those introduced in the first article [27] and are taken primarily from the book of Sauter and Schwab on boundary element methods [51].

2.1. Setting and notation

Although we are formally interested in studying all geometrical configurations that are the unions of an arbitrary number $N$ of non-intersecting open balls with varying radii in three dimensions, as pointed out in the first contribution [27], our claim of $N$-independent bounds requires us to impose certain technical assumptions on the types of geometries we consider. To this end, we denote by $\mathcal{I}$ a countable indexing set, and we consider a so-called family of geometries $\{\Omega_\mathcal{F}\}_{\mathcal{F} \in \mathcal{I}}$. Each element $\Omega_\mathcal{F} \subset \mathbb{R}^3$ in this family is the (set) union of a fixed number of non-intersecting open balls of varying locations and radii with associated dielectric constants, and therefore represents a particular physical geometric situation. Consequently, each element $\Omega_\mathcal{F}$ of this family of geometries is uniquely characterised by the following four parameters:

- A non-zero number $N_\mathcal{F} \in \mathbb{N}$, which represents the total number of dielectric spherical particles that compose the geometry $\Omega_\mathcal{F}$.
- A collection of points $\{x_\mathcal{F}^i\}_{i=1}^{N_\mathcal{F}} \subset \mathbb{R}^3$, which represent the centres of the spherical particles composing the geometry $\Omega_\mathcal{F}$.
- A collection of positive real numbers $\{r_\mathcal{F}^i\}_{i=1}^{N_\mathcal{F}} \subset \mathbb{R}$, which represent the radii of the spherical particles composing the geometry $\Omega_\mathcal{F}$.
- A collection of positive real numbers $\{\kappa_\mathcal{F}^i\}_{i=1}^{N_\mathcal{F}}$. Here, $\kappa_\mathcal{F}^i$ denotes the dielectric constant of the external medium while $\{\kappa_\mathcal{F}^i\}_{i=0}^{N_\mathcal{F}}$ represent the dielectric constants of each dielectric sphere.

Indeed, using the first three parameters we can define the open balls $\Omega_\mathcal{F}^i := B(r_\mathcal{F}^i(x_\mathcal{F}^i) \subset \mathbb{R}^3, i \in \{1, \ldots, N_\mathcal{F}\}$ which represent the spherical dielectric particles composing the geometry $\Omega_\mathcal{F}$, i.e., $\Omega_\mathcal{F} = \bigcup_{i=1}^{N_\mathcal{F}} \Omega_\mathcal{F}^i$. Moreover, the fourth parameter $\{\kappa_\mathcal{F}^i\}_{i=0}^{N_\mathcal{F}}$ denotes the dielectric constants associated with this geometry. Following [27], we now impose the following assumptions on the above parameters:

A1 (Uniformly bounded radii). There exist constants $r_-^\infty > 0$ and $r_+^\infty > 0$ such that

\[
\inf_{\mathcal{F} \in \mathcal{I}} \min_{i=1,\ldots,N_\mathcal{F}} r_\mathcal{F}^i > r_-^\infty \quad \text{and} \quad \sup_{\mathcal{F} \in \mathcal{I}} \max_{i=1,\ldots,N_\mathcal{F}} r_\mathcal{F}^i < r_+^\infty.
\]

A2 (Uniformly bounded minimal separation). There exists a constant $\epsilon^\infty > 0$ such that

\[
\inf_{\mathcal{F} \in \mathcal{I}} \min_{i,j=1,\ldots,N_\mathcal{F}, i \neq j} (|x_\mathcal{F}^i - x_\mathcal{F}^j| - r_\mathcal{F}^i - r_\mathcal{F}^j) > \epsilon^\infty.
\]

A3 (Uniformly bounded dielectric constants). There exist constants $\kappa_-^\infty > 0$ and $\kappa_+^\infty > 0$ such that

\[
\inf_{\mathcal{F} \in \mathcal{I}} \min_{i=1,\ldots,N_\mathcal{F}} \kappa_\mathcal{F}^i > \kappa_-^\infty \quad \text{and} \quad \sup_{\mathcal{F} \in \mathcal{I}} \max_{i=1,\ldots,N_\mathcal{F}} \kappa_\mathcal{F}^i < \kappa_+^\infty.
\]
In other words we assume that the family of geometries \(\{\Omega_\mathcal{F}\}_{\mathcal{F} \in \mathcal{I}}\) we consider in this article describe physical situations where the radii of the dielectric spherical particles, the minimum inter-sphere separation distance and the dielectric constants are all uniformly bounded. These assumptions are required because the subsequent bounds we will derive, while explicitly independent of the number of dielectric particles \(N_\mathcal{F}\), do depend on other geometrical parameters, and we would thus like to avoid situations where these geometric parameters degrade with increasing \(N_\mathcal{F}\).

In the remainder of this article, we will consider a fixed geometry from the family of geometries \(\{\Omega_\mathcal{F}\}_{\mathcal{F} \in \mathcal{I}}\) satisfying the assumptions (A1)–(A3). To avoid bulky notation we will drop the superscript and subscript \(\mathcal{F}\) and denote this geometry by \(\Omega^-\). The geometry is constructed as follows: Let \(N \in \mathbb{N}\), let \(\{x_i\}_{i=1}^N \in \mathbb{R}^3\) be a collection of points in \(\mathbb{R}^3\) and let \(\{r_i\}_{i=1}^N \in \mathbb{R}\) be a collection of positive real numbers, and for each \(i \in \{1, \ldots, N\}\) let \(\Omega_i := B_{r_i}(x_i) \subset \mathbb{R}^3\) be the open ball of radius \(r_i\) > 0 centred at the point \(x_i\). Then \(\Omega^- := \bigcup_{i=1}^N \Omega_i\) and we write \(\partial \Omega^+\) for the boundary of \(\Omega^-\) and \(\eta(x)\) for the unit normal vector at \(x \in \partial \Omega\) pointing towards the exterior of \(\Omega^-\). Moreover, we denote by \(\{\kappa_i\}_{i=1}^N \in \mathbb{R}_+\) the dielectric constants of all spherical particles \(\{\Omega_i\}_{i=1}^N\) and by \(\kappa_0 \in \mathbb{R}_+\) the dielectric constant of the background medium. For clarity of exposition, we also define the dielectric function \(\kappa : \partial \Omega^+ \rightarrow \mathbb{R}\) as \(\kappa(x) := \kappa_i\) for \(x \in \partial \Omega_i\). Notice that by definition for each \(i \in \{1, \ldots, N\}\), either \(\frac{\kappa_i}{\kappa_0} |\partial \Omega_i| \geq 0\) or \(\frac{\kappa_i}{\kappa_0} |\partial \Omega_i| \in (-1, 0]\).

Following standard practice, we define the Sobolev space \(H^1(\Omega^-) := \{u \in L^2(\Omega^-) : \nabla u \in L^2(\Omega^-)\}\) with the norm \(\|u\|^2_{H^1(\Omega^-)} := \sum_{i=1}^N \|u\|_{L^2(\Omega_i)}^2 + \|\nabla u\|_{L^2(\Omega^-)}^2\). Next, we define \(C^\infty_0(\Omega^-) := \{u : u \in C^\infty(\mathbb{R}^3)\}\) where \(C^\infty_0(\mathbb{R}^3)\) denotes the set of infinitely smooth functions with compact support in \(\mathbb{R}^3\), and we define the weighted Sobolev space \(H^1(\Omega^-)\) as the completion of \(C^\infty_0(\Omega^-)\) with respect to the norm \(\|u\|^2_{H^1(\Omega^-)} := \int_{\Omega^-} \frac{|u(x)|^2}{1 + |x|^2} \, dx + \int_{\partial \Omega} |\nabla u(x)|^2 \, dx\). Functions that satisfy the decay condition associated with exterior Laplace problems will belong to this space. In addition, we define by \(H^\frac{1}{2}(\partial \Omega^-)\) the Sobolev space of order \(\frac{1}{2}\) equipped with the Sobolev–Slobodeckij norm \(\|\lambda\|^2_{H^\frac{1}{2}(\partial \Omega^-)} := \sum_{i=1}^N \|\lambda\|_{L^2(\partial \Omega_i)}^2 + \int_{\partial \Omega} \frac{|\lambda(x) - \lambda(y)|^2}{|x - y|} \, ds_x \, ds_y\). Moreover, we define \(H^{-\frac{1}{2}}(\partial \Omega^-) := \left(H^\frac{1}{2}(\partial \Omega^-)^*\right)^*\) and we equip this Sobolev space with the canonical dual norm \(\|\sigma\|_{H^{-\frac{1}{2}}(\partial \Omega^-)} := \sup_{0 \neq \psi \in H^\frac{1}{2}(\partial \Omega^-)} \frac{\langle \sigma, \psi \rangle_{H^\frac{1}{2}(\partial \Omega^-) \times H^\frac{1}{2}(\partial \Omega^-)}}{\|\psi\|_{H^\frac{1}{2}(\partial \Omega^-)}}\) for all \(\sigma \in H^{-\frac{1}{2}}(\partial \Omega^-)\),

where \(\langle \cdot, \cdot \rangle_{H^\frac{1}{2}(\partial \Omega^-) \times H^\frac{1}{2}(\partial \Omega^-)}\) denotes the duality pairing between \(H^{-\frac{1}{2}}(\partial \Omega^-)\) and \(H^\frac{1}{2}(\partial \Omega^-)\).

We introduce \(\gamma^- : H^1(\Omega^-) \rightarrow H^\frac{1}{2}(\partial \Omega^-)\) and \(\gamma^+ : H^1(\Omega^+) \rightarrow H^\frac{1}{2}(\partial \Omega^+)\) as the continuous, linear and surjective interior and exterior Dirichlet trace operators respectively (see, e.g., [51], Thms. 2.6.8 and 2.6.11). Moreover, for \(s \in \{+, -, 0\}\), we define the closed subspace \(\mathbb{H}(\Omega^s) := \{u \in H^1(\Omega^s) : \Delta u = 0 \text{ in } \Omega^s\}\), and we write \(\gamma^- : \mathbb{H}(\Omega^-) \rightarrow H^{-\frac{1}{2}}(\partial \Omega^-)\) and \(\gamma^+ : \mathbb{H}(\Omega^+) \rightarrow H^{-\frac{1}{2}}(\partial \Omega^+)\) for the interior and exterior Neumann trace operator respectively (see [51], Thm. 2.8.3 for precise conventions). The interior and exterior Dirichlet and Neumann trace operators can be defined analogously for functions of appropriate regularity on \(\Omega^- \cup \Omega^+\) or \(\mathbb{R}^3\). Furthermore, we introduce \(\mathcal{D}\mathcal{N} : H^\frac{1}{2}(\partial \Omega^-) \rightarrow H^{-\frac{1}{2}}(\partial \Omega^-)\) as the so-called (interior) Dirichlet-to-Neumann map that takes as input boundary data in \(H^\frac{1}{2}(\partial \Omega^-)\), computes the interior harmonic extension in \(H^1(\Omega^-)\), and yields as output the interior Neumann trace of the harmonic extension in \(H^{-\frac{1}{2}}(\partial \Omega^-)\). Note that Local Dirichlet-to-Neumann maps may be defined analogously on each sphere \(\partial \Omega_i, i = 1, \ldots, N\).

Next, for each \(\nu \in H^{-\frac{1}{2}}(\partial \Omega^-), \lambda \in H^\frac{1}{2}(\partial \Omega^-)\) and all \(x \in \mathbb{R}^3 \setminus \partial \Omega\) we define the functions

\[
S(\nu)(x) := \int_{\partial \Omega} \frac{\nu(y)}{4\pi |x - y|} \, dy, \quad \text{and} \quad D(\lambda)(x) := \int_{\partial \Omega} \lambda(y) \eta(y) \cdot \nabla_y \frac{1}{4\pi |x - y|} \, dy.
\]

The mappings \(S\) and \(D\) are the single layer and double layer potentials respectively. It can be shown (see, e.g., [51], Chap. 2) that \(S\) is a linear bounded operator from \(H^{-\frac{1}{2}}(\partial \Omega^-)\) to \(H^1_{loc}(\mathbb{R}^3)\) and \(D\) is a linear bounded

---

3The space \(H^1(\Omega^+)\) that we have defined here corresponds to the space \(H^1(-\Delta, \Omega^+)\) in Section 2.9.2.4 of [51].
operator from $H^{-\frac{1}{2}}(\partial \Omega)$ to $H^{-1}_{\text{loc}}(\mathbb{R}^3 \setminus \partial \Omega)$, and both $\mathcal{S}$ and $\mathcal{D}$ map into the space of harmonic functions on the complement $\mathbb{R}^3 \setminus \partial \Omega$ of the boundary. Equipped with these potentials, we define the following bounded linear boundary integral operators:

\[
\mathcal{V} := (\gamma^- \circ \mathcal{S}) : H^{-\frac{1}{2}}(\partial \Omega) \to H^{\frac{1}{2}}(\partial \Omega), \quad \mathcal{K} := (\gamma^- \circ \mathcal{D} + \frac{1}{2} I) : H^{\frac{1}{2}}(\partial \Omega) \to H^{\frac{1}{2}}(\partial \Omega), \quad \mathcal{W} := -(\gamma_N^- \circ \mathcal{D}) : H^{\frac{1}{2}}(\partial \Omega) \to H^{-\frac{1}{2}}(\partial \Omega), \quad \mathcal{K}^* := (\gamma_N^- \circ \mathcal{S} - \frac{1}{2} I) : H^{-\frac{1}{2}}(\partial \Omega) \to H^{-\frac{1}{2}}(\partial \Omega).
\]

Here $I$ denotes the identity operator on the relevant trace space. The mapping $\mathcal{V}$ is the single layer boundary operator, the mapping $\mathcal{K}$ is the double layer boundary operator, the mapping $\mathcal{K}^*$ is the adjoint double layer boundary operator and the mapping $\mathcal{W}$ is the hypersingular boundary operator. Detailed definitions and properties of these boundary integral operators can be found in Chapter 3 of [51]. We state two properties in particular that will be used in the sequel.

**Property 1 ([51], Thm. 3.5.3).** The single layer boundary operator $\mathcal{V} : H^{-\frac{1}{2}}(\partial \Omega) \to H^{\frac{1}{2}}(\partial \Omega)$ is hermitian and coercive, i.e., there exists a constant $c_{\mathcal{V}} > 0$ such that for all $\sigma \in H^{-\frac{1}{2}}(\partial \Omega)$ it holds that

\[
\langle \sigma, \mathcal{V} \sigma \rangle_{H^{-\frac{1}{2}}(\partial \Omega) \times H^{\frac{1}{2}}(\partial \Omega)} \geq c_{\mathcal{V}} \| \sigma \|_{H^{-\frac{1}{2}}(\partial \Omega)}^2.
\]

This implies in particular that the inverse $\mathcal{V}^{-1} : H^{\frac{1}{2}}(\partial \Omega) \to H^{-\frac{1}{2}}(\partial \Omega)$ is also a hermitian, coercive and bounded linear operator. Consequently, $\mathcal{V}$ induces a norm $\| \cdot \|_{\mathcal{V}}$ and associated inner product on $H^{-\frac{1}{2}}(\partial \Omega)$ and the inverse $\mathcal{V}^{-1}$ induces a norm $\| \cdot \|_{\mathcal{V}^{-1}}$ and associated inner product on $H^{\frac{1}{2}}(\partial \Omega)$.

**Property 2 ([51], Thm. 3.5.3).** The hypersingular boundary operator $\mathcal{W} : H^{\frac{1}{2}}(\partial \Omega) \to H^{\frac{1}{2}}(\partial \Omega)$ is hermitian, non-negative and coercive on a subspace of $H^{\frac{1}{2}}(\partial \Omega)$, i.e., there exists a constant $c_{\mathcal{W}} > 0$ such that for all functions $\lambda \in H^{\frac{1}{2}}(\partial \Omega)$ with $\sum_{i=1}^N \left| \int_{\partial \Omega_i} \lambda(x) \, dx \right| = 0$, it holds that

\[
\langle \mathcal{W} \lambda, \lambda \rangle_{H^{-\frac{1}{2}}(\partial \Omega) \times H^{\frac{1}{2}}(\partial \Omega)} \geq c_{\mathcal{W}} \| \lambda \|_{H^{\frac{1}{2}}(\partial \Omega)}^2.
\]

### 2.2. Dielectric spheres electrostatic interaction problem

Let us now state the problem we wish to analyse. In order to avoid trivial situations, we assume throughout this article that $\kappa_j \neq \kappa_0$ for all $j = 1, \ldots, N$ (see also the justification of this assumption in [27], Rem. 2.5).

**Integral equation formulation for the induced charges**

Let $\sigma_f \in H^{-\frac{1}{2}}(\partial \Omega)$. Find $\nu \in H^{-\frac{1}{2}}(\partial \Omega)$ with the property that

\[
\nu - \frac{\kappa_0 - \kappa}{\kappa_0} (\text{DtN}) \nu = \frac{4\pi}{\kappa_0} \sigma_f. \tag{2.1}
\]

Here, $\sigma_f \in H^{-\frac{1}{2}}(\partial \Omega)$ is called the free charge and is a known quantity. Physically, this is the charge (up to a scaling factor) on each dielectric sphere in the absence of any polarisation effects, i.e., if $\kappa = \kappa_0$. The unknown $\nu \in H^{-\frac{1}{2}}(\partial \Omega)$ is called the induced surface charge. Physically, this is the charge distribution that results on each dielectric sphere after including polarisation effects.

**Remark 2.1.** Details on how to derive the boundary integral equation (2.1) from a PDE-based transmission problem and a proof of our initial claim that the BIE (2.1) is a boundary integral equation of the second kind can be found in [27].

As discussed in the first paper [27], a direct analysis of the BIE (2.1) is not feasible if we wish to obtain continuity and inf-sup constants that are independent of the number $N$ of dielectric particles in our problem. Consequently, it is necessary to adopt an indirect approach and reformulate the boundary integral equation (2.1) in terms of a so-called surface electrostatic potential $\lambda := \mathcal{V} \nu \in H^{\frac{1}{2}}(\partial \Omega)$. Indeed, in view of Property 1 above we see that $\lambda = \mathcal{V} \nu$ defines an isomorphism from $H^{-\frac{1}{2}}(\partial \Omega)$ to $H^{\frac{1}{2}}(\partial \Omega)$ and we can thus write an equivalent BIE.
Integral equation formulation for the surface electrostatic potential

Let \( \sigma_f \in H^{-\frac{1}{2}}(\partial\Omega) \). Find \( \lambda \in H^{\frac{1}{2}}(\partial\Omega) \) with the property that

\[
\lambda - \mathcal{V}\text{DtN} \left( \frac{\kappa_0 - \kappa}{\kappa_0} \lambda \right) = \frac{4\pi}{\kappa_0} \mathcal{V}\sigma_f. \tag{2.2}
\]

For clarity of exposition, we define the relevant boundary integral operators.

**Definition 2.2.** We define the linear operator \( \mathcal{A} : H^{\frac{1}{2}}(\partial\Omega) \to H^{\frac{1}{2}}(\partial\Omega) \) as

\[
\mathcal{A}\lambda := \lambda - \mathcal{V}\text{DtN} \left( \frac{\kappa_0 - \kappa}{\kappa_0} \lambda \right) \quad \forall \lambda \in H^{\frac{1}{2}}(\partial\Omega).
\]

In addition, we denote by \( \mathcal{A}^* : H^{-\frac{1}{2}}(\partial\Omega) \to H^{-\frac{1}{2}}(\partial\Omega) \) the adjoint operator of \( \mathcal{A} \).

Next, we define the approximation spaces and state the Galerkin discretisation of the boundary integral equation (2.1). In the sequel, we will denote by \( \mathbb{N}_0 \) the set of non-negative integers.

**Notation.** Let \( \ell \in \mathbb{N}_0 \) and \( m \in \{-\ell, \ldots, \ell\} \) be integers. We denote by \( \mathcal{Y}_{\ell m} : S^2 \to \mathbb{R} \) the real-valued \( L^2 \)-orthonormal spherical harmonic of degree \( \ell \) and order \( m \).

**Definition 2.3** (Approximation space on a sphere). Let \( \mathcal{O}_{x_0} \subset \mathbb{R}^3 \) be an open ball of radius \( r > 0 \) centred at the point \( x_0 \in \mathbb{R}^3 \) and let \( \ell_{\text{max}} \in \mathbb{N}_0 \). We define the finite-dimensional Hilbert space \( W^{\ell_{\text{max}}} (\partial \mathcal{O}_{x_0}) \subset H^{\frac{1}{2}}(\partial \mathcal{O}_{x_0}) \subset H^{-\frac{1}{2}}(\partial \mathcal{O}_{x_0}) \) as the vector space

\[
W^{\ell_{\text{max}}} (\partial \mathcal{O}_{x_0}) := \left\{ u : \partial \mathcal{O}_{x_0} \to \mathbb{R} \text{ such that } u(x) = \sum_{\ell=0}^{\ell_{\text{max}}} \sum_{m=-\ell}^{\ell} [u]_{\ell m} \mathcal{Y}_{\ell m} \left( \frac{x - x_0}{|x - x_0|} \right) \text{ where all } [u]_{\ell m} \in \mathbb{R} \right\},
\]

equipped with the inner product

\[
(u, v)_{W^{\ell_{\text{max}}} (\partial \mathcal{O}_{x_0})} := r^2 [u]_0^0 [v]_0^0 + r^2 \sum_{\ell=1}^{\ell_{\text{max}}} \sum_{m=-\ell}^{\ell} \frac{\ell}{r} [u]_{\ell m} [v]_{\ell m} \quad \forall u, v \in W^{\ell_{\text{max}}} (\partial \mathcal{O}_{x_0}). \tag{2.3}
\]

It is now straightforward to extend the Hilbert space defined in Definition 2.3 to the domain \( \partial \Omega \).

**Definition 2.4** (Global approximation space). Let \( \ell_{\text{max}} \in \mathbb{N}_0 \). We define the finite-dimensional Hilbert space \( W^{\ell_{\text{max}}} (\partial \Omega) \subset H^{\frac{1}{2}}(\partial \Omega) \subset H^{-\frac{1}{2}}(\partial \Omega) \) as the vector space

\[
W^{\ell_{\text{max}}} (\partial \Omega) := \left\{ u : \partial \Omega \to \mathbb{R} \text{ such that } \forall i \in \{1, \ldots, N\} : u|_{\partial \Omega_i} \in W^{\ell_{\text{max}}} (\partial \Omega_i) \right\},
\]

equipped with the inner product \( (u, v)_{W^{\ell_{\text{max}}} (\partial \Omega)} := \sum_{i=1}^{N} (u, v)_{W^{\ell_{\text{max}}} (\partial \Omega_i)} \forall u, v \in W^{\ell_{\text{max}}} (\partial \Omega) \).

**Galerkin discretisation of the integral equation (2.1)**

Let \( \sigma_f \in H^{-\frac{1}{2}}(\partial\Omega) \) and let \( \ell_{\text{max}} \in \mathbb{N} \). Find \( \nu_{\ell_{\text{max}}} \in W^{\ell_{\text{max}}} (\partial \Omega) \) such that for all \( \psi_{\ell_{\text{max}}} \in W^{\ell_{\text{max}}} (\partial \Omega) \) it holds that

\[
(A^* \nu_{\ell_{\text{max}}}, \psi_{\ell_{\text{max}}})_{L^2(\partial\Omega)} = \frac{4\pi}{\kappa_0} (\sigma_f, \psi_{\ell_{\text{max}}})_{L^2(\partial\Omega)}. \tag{2.4}
\]

Once again, a direct analysis of the Galerkin discretisation (2.4) is not feasible since we are unable to obtain \( N \)-independent stability constants. This difficulty was circumvented in [27] through the introduction of a so-called “reduced” global approximation space and a “reduced” Galerkin discretisation of the BIE (2.2) for the surface electrostatic potential. We present here only the essentials of this approach.
Definition 2.5. We define the $N$-dimensional, closed subspace $\mathcal{C}(\partial \Omega) \subset H^\frac{1}{2}(\partial \Omega)$ as the vector space

$$
\mathcal{C}(\partial \Omega) := \{ u: \partial \Omega \to \mathbb{R} : \forall i = 1, \ldots, N \text{ the restriction } u|_{\partial \Omega_i} \text{ is a constant function} \},
$$
equipped with the $L^2(\partial \Omega)$ norm. Additionally, we define the subspaces $\tilde{H}^\frac{1}{2}(\partial \Omega) \subset H^\frac{1}{2}(\partial \Omega)$ and $\tilde{H}^{-\frac{1}{2}}(\partial \Omega) \subset H^{-\frac{1}{2}}(\partial \Omega)$ as the vector spaces

$$
\tilde{H}^\frac{1}{2}(\partial \Omega) := \{ u \in H^\frac{1}{2}(\partial \Omega) : (u, v)_{L^2(\partial \Omega)} = 0 \quad \forall v \in \mathcal{C}(\partial \Omega) \},
$$
equipped with the respective fractional Sobolev norms introduced earlier. Moreover, we denote the projection operators associated with these decompositions as $\mathbb{P}_0: H^\frac{1}{2}(\partial \Omega) \to \mathcal{C}(\partial \Omega)$, $\mathbb{Q}_0: H^{-\frac{1}{2}}(\partial \Omega) \to \mathcal{C}(\partial \Omega)$, $\mathbb{P}_0^\perp: \tilde{H}^\frac{1}{2}(\partial \Omega) \to \tilde{H}^\frac{1}{2}(\partial \Omega)$, and $\mathbb{Q}_0^\perp: \tilde{H}^{-\frac{1}{2}}(\partial \Omega) \to \tilde{H}^{-\frac{1}{2}}(\partial \Omega)$.

Intuitively, the spaces $\tilde{H}^\frac{1}{2}(\partial \Omega)$ and $\tilde{H}^{-\frac{1}{2}}(\partial \Omega)$ are trace spaces that do not contain any piecewise constant functions. It can therefore be shown that on these spaces, the Dirichlet-to-Neumann map $\text{DtN}: \tilde{H}^\frac{1}{2}(\partial \Omega) \to \tilde{H}^{-\frac{1}{2}}(\partial \Omega)$ is a continuous bijection. Naturally, these spaces can also be defined on an individual sphere.

Next, we introduce new norms on the underlying trace spaces. As shown in [27], these norms are an essential ingredient in the analysis of the integral operators $\mathcal{A}^*$ and $\mathcal{A}$.

Definition 2.6. We define on $H^\frac{1}{2}(\partial \Omega)$ a new norm $||| \cdot |||: H^\frac{1}{2}(\partial \Omega) \to \mathbb{R}$ given by

$$
\forall \lambda \in H^\frac{1}{2}(\partial \Omega), \quad |||\lambda|||^2 := |||\mathbb{P}_0 \lambda|||_{L^2(\partial \Omega)}^2 + \langle \text{DtN} \lambda, \lambda \rangle_{H^{-\frac{1}{2}}(\partial \Omega) \times \tilde{H}^\frac{1}{2}(\partial \Omega)},
$$
and we define on $H^{-\frac{1}{2}}(\partial \Omega)$ a new dual norm $||| \cdot |||^*: H^{-\frac{1}{2}}(\partial \Omega) \to \mathbb{R}$ given by

$$
|||\sigma|||^* := \sup_{0 \neq \psi \in H^\frac{1}{2}(\partial \Omega)} \frac{\langle \sigma, \psi \rangle_{H^{-\frac{1}{2}}(\partial \Omega) \times \tilde{H}^\frac{1}{2}(\partial \Omega)}}{|||\psi|||^2}.
$$

It was shown in [27] that the norm $||| \cdot |||$ is equivalent to the usual $\|\cdot\|_{H^\frac{1}{2}(\partial \Omega)}$ norm, i.e., there exists a constant $c_{\text{equiv}} > 1$ that is independent of $N$ such that for all $\lambda \in H^\frac{1}{2}(\partial \Omega)$ it holds that $1/c_{\text{equiv}} \|\lambda\|_H \leq \|\lambda\|_{H^\frac{1}{2}(\partial \Omega)} \leq c_{\text{equiv}} \|\lambda\|$. Similarly, the new $||| \cdot |||^*$ dual norm on $H^{-\frac{1}{2}}(\partial \Omega)$ is equivalent to the canonical dual norm $\|\cdot\|_{H^{-\frac{1}{2}}(\partial \Omega)}$ with an equivalence constant that is once again independent of $N$. Furthermore, it is a simple exercise to prove that for all $\tilde{\lambda} \in \tilde{H}^\frac{1}{2}(\partial \Omega)$ it holds that

$$
|||\text{DtN} \tilde{\lambda}|||^* = |||\tilde{\lambda}|||^2.
$$

In the sequel, we adopt the convention that the Hilbert spaces $H^\frac{1}{2}(\partial \Omega)$, $\tilde{H}^\frac{1}{2}(\partial \Omega)$ are equipped with the $||| \cdot |||$ norm (and associated inner product) and that the dual spaces $H^{-\frac{1}{2}}(\partial \Omega)$, $\tilde{H}^{-\frac{1}{2}}(\partial \Omega)$ are equipped with the $||| \cdot |||^*$ norm. Notice that on the space $W^{\ell_{\text{max}}}(\partial \Omega)$, the $||| \cdot |||$ norm and the $\|\cdot\|_{W^{\ell_{\text{max}}}(\partial \Omega)}$ norm coincide. With this convention, we define additional mappings that will be of use in the next section.

Definition 2.7 (Orthogonal projectors on the approximation space). Let $\ell_{\text{max}} \in \mathbb{N}_0$ and let the approximation space $W^{\ell_{\text{max}}}(\partial \Omega)$ be defined as in Definition 2.4. We denote by $\mathbb{P}_{\ell_{\text{max}}}: H^\frac{1}{2}(\partial \Omega) \to W^{\ell_{\text{max}}}(\partial \Omega)$ and $\mathbb{Q}_{\ell_{\text{max}}}: H^{-\frac{1}{2}}(\partial \Omega) \to W^{\ell_{\text{max}}}(\partial \Omega)$ the orthogonal projection operators on these spaces.

Definition 2.8. We define the linear operator $\tilde{\mathcal{A}}: \tilde{H}^\frac{1}{2}(\partial \Omega) \to \tilde{H}^{-\frac{1}{2}}(\partial \Omega)$ as $\tilde{\mathcal{A}} := \mathbb{P}_0^\perp \mathcal{A} \mathbb{P}_0^\perp$, and we refer to $\tilde{\mathcal{A}}$ as the “modified” boundary integral operator.
Finally, we define the “reduced” approximation spaces associated with the Galerkin discretisation of the “modified” boundary integral operator $\tilde{A}$.

**Definition 2.9** (Reduced global approximation space). Let $\ell_{\text{max}} \in \mathbb{N}$. We define constructively the finite-dimensional Hilbert space $W^\ell_{0,\text{max}}(\partial\Omega) \subset H^\frac{1}{2}(\partial\Omega)$ as the set

$$W^\ell_{0,\text{max}}(\partial\Omega) := \left\{ u \in W^\ell_{0,\text{max}}(\partial\Omega) : \mathbb{P}_0 u = 0 \right\},$$

equipped with the $(\cdot, \cdot)_{W^\ell_{0,\text{max}}(\partial\Omega)}$ inner product.

**“Reduced” Galerkin discretisation of the integral equation (2.2) with modified RHS**

Let $\sigma_f \in H^{-\frac{1}{2}}(\partial\Omega)$, let $\ell_{\text{max}} \in \mathbb{N}$, and let $Q_{\ell_{\text{max}}} : H^{-\frac{1}{2}}(\partial\Omega) \rightarrow W^\ell_{0,\text{max}}(\partial\Omega)$ be the orthogonal projection operator. Find $\lambda_{\ell_{\text{max}}} \in W^\ell_{0,\text{max}}(\partial\Omega)$ such that for all $\sigma_{\ell_{\text{max}}} \in W^\ell_{0,\text{max}}(\partial\Omega)$ it holds that

$$(\tilde{A}\lambda_{\ell_{\text{max}}}, \sigma_{\ell_{\text{max}}})_{L^2(\partial\Omega)} = \frac{4\pi}{\kappa_0} (VQ_{\ell_{\text{max}}} \sigma_f, \sigma_{\ell_{\text{max}}})_{L^2(\partial\Omega)}. \tag{2.5}$$

Notice that equation (2.5) is not exactly the Galerkin discretisation of the BIE (2.2) on the reduced approximation space $W^\ell_{0,\text{max}}(\partial\Omega)$. This is because the right-hand side of equation (2.5) is not precisely the projection of the right-hand side of the BIE (2.2) onto $W^\ell_{0,\text{max}}(\partial\Omega)$ unless $\sigma_f \in W^\ell_{0,\text{max}}(\partial\Omega)$. There are two main reasons we introduce this so-called “reduced” Galerkin discretisation of BIE (2.2) with modified right-hand side. First, it is possible to obtain continuity and discrete stability constants for $\tilde{A}$ that are independent of $N$. Indeed, we have the following result:

**Theorem 2.10.** Let the set $N_+ \subset \mathbb{N}$ consist of indices $i \in \{1, \ldots, N\}$ such that $\kappa|_{\partial\Omega_i} > \kappa_0$ and the set $N_- \subset \mathbb{N}$ consist of indices $j \in \{1, \ldots, N\}$ such that $\kappa|_{\partial\Omega_j} < \kappa_0$, and let the constants $\tilde{C}_A$ and $\beta_{\tilde{A}}$ be defined as

$$C_A := 1 + \max \left[ \frac{\kappa - \kappa_0}{\kappa_0} \right] \cdot \left( \frac{c_{\text{equiv}}}{\sqrt{C_V}} \right), \quad \text{and} \quad \beta_{\tilde{A}} := \min \left\{ \frac{\min_{j \in N_+} \frac{\kappa_j - \kappa_0}{\kappa_0}, \min_{j \in N_-} \frac{\kappa_j - \kappa_0}{\kappa_0}}{\max_{j=1, \ldots, N} \left[ \frac{\kappa_j - \kappa_0}{\kappa_0} \right]} \right\}. \tag{2.6}$$

Then it holds that

- The operator $\tilde{A} : H^{\frac{1}{2}}(\partial\Omega) \rightarrow H^{\frac{1}{2}}(\partial\Omega)$ has dense range, is bounded above with constant $C_{\tilde{A}}$ and bounded below with constant $\beta_{\tilde{A}}$.
- The finite-dimensional operator $\mathbb{P}_{\ell_{\text{max}}} \tilde{A} : W^\ell_{0,\text{max}}(\partial\Omega) \rightarrow W^\ell_{0,\text{max}}(\partial\Omega)$ is also bounded above with constant $C_{\tilde{A}}$ and bounded below with constant $\beta_{\tilde{A}}$.

**Proof.** See Lemmas 4.5, 4.10, and 4.13 in [27].

Second, as the next lemma shows, if we have obtained a solution to equation (2.5) then a solution to the original Galerkin discretisation (2.4) for the induced surface charge can be computed easily.

**Lemma 2.11.** Let $\sigma_f \in H^{-\frac{1}{2}}(\partial\Omega)$, let $\ell_{\text{max}} \in \mathbb{N}$, let $Q_{\ell_{\text{max}}} : H^{-\frac{1}{2}}(\partial\Omega) \rightarrow W^\ell_{0,\text{max}}(\partial\Omega)$ denote the orthogonal projection operator, let $\lambda_{\ell_{\text{max}}} \in W^\ell_{0,\text{max}}(\partial\Omega)$ be the solution of the “reduced” Galerkin discretisation (2.5) with right-hand side defined through $\sigma_f$, and let $\nu_{\ell_{\text{max}}} \in W^\ell_{0,\text{max}}(\partial\Omega)$ be the solution of the original Galerkin discretisation (2.4) with right-hand side defined through $\sigma_f$. Then it holds that

$$\nu_{\ell_{\text{max}}} = \frac{\kappa_0 - \kappa}{\kappa_0} \text{DtN}\lambda_{\ell_{\text{max}}} + \frac{4\pi}{\kappa_0} Q_{\ell_{\text{max}}} \sigma_f.$$

**Proof.** See the proof of Theorem 4.17 in [27].

Theorem 2.10 and Lemma 2.11 can together be used to prove that both the BIEs (2.1) and (2.2) as well as the Galerkin discretisations (2.4) and (2.5) are well-posed, and to obtain convergence rates for the induced surface charge that do not explicitly depend on $N$ (see [27] for details).
3. Convergence Analysis of the Linear Solver and Solution Strategies

Throughout this section, we assume the setting described in Section 2. Before proceeding to our main results however, let us describe in more detail the obstacles we face in performing a detailed convergence analysis.

Our main goal it to prove that we can obtain a solution – up to given and fixed tolerance – to the Galerkin discretisation (2.4) for the approximate induced surface charge \( V_{max} \) using only \( \mathcal{O}(N) \) operations. Naturally, computing a solution to the finite-dimensional equation (2.4) involves solving a linear system, which is typically done using a Krylov subspace solver. Consequently, in order to obtain the required \( \mathcal{O}(N) \) scaling, we must show that

(B1) It is possible to perform matrix vector multiplications involving the underlying solution matrix using \( \mathcal{O}(N) \) operations;

(B2) It is possible to obtain an upper bound independent of \( N \) on the number of iterations of the Krylov subspace solver required to obtain the solution of the linear system (up to some tolerance).

Let us first consider (B1). Notice that the underlying boundary integral operators \( \mathcal{A}^* \) and \( \mathcal{A} \) defined through Definition 2.2 are constructed from the single layer boundary operator \( \mathcal{V} \), the Dirichlet-to-Neumann map \( \text{DtN} \), the identity map, and the dielectric function \( \kappa \). Given our choice of approximation space \( W^{\ell_{max}} \), the \( \text{DtN} \) map, the identity map and the dielectric function \( \kappa \) can be written as diagonal matrices. Furthermore, the Fast Multipole method (FMM) can be used to compute the action of \( \mathcal{V} \) on an arbitrary element of \( W^{\ell_{max}} \) up to a given accuracy in \( \mathcal{O}(N) \) operations. Thus, all matrix-vector products involving the solution matrix obtained from the discretisation of \( \mathcal{A}^* \) (and also \( \mathcal{A} \)) can be performed in \( \mathcal{O}(N) \) up to a given accuracy (see also [36] for more details).

Next, let us consider the statement (B2), which requires us to perform a convergence analysis of the Krylov subspace solver used to solve the linear system arising from Galerkin discretisation (2.4). Here, we encounter the first obstacle: It is well known that the convergence behaviour of Krylov subspace solvers depends crucially on the spectrum of the operator that is being discretised, i.e., \( \mathcal{A}^* \). The spectrum in turn depends on the continuity and coercivity/inf-sup constants of the operator, which themselves are obtained through a detailed numerical analysis. However, the analysis we presented in the first paper [27] (see also Thm. 2.10) derived explicit \( N \)-independent continuity and inf-sup constants only for the “modified” boundary integral operator \( \tilde{\mathcal{A}} \) and used an indirect approach to obtain convergence rates for the Galerkin discretisation (2.4). Unfortunately, we have little explicit information on the spectrum of \( \mathcal{A}^* \) and certainly no \( N \)-independent bounds on the largest and smallest eigenvalues.

Our solution to this obstacle is to adopt once again an indirect route: Given a free charge \( \sigma_f \in H^{-\frac{1}{2}}(\partial\Omega) \).

**Step 1.** We solve the “reduced” Galerkin discretisation (2.5) to obtain \( \lambda_{\ell_{max}} \in W^{\ell_{max}}(\partial\Omega) \) for some \( \ell_{max} \in \mathbb{N} \). This step will require the solution of a linear system using a Krylov subspace solver.

**Step 2.** We make use of Lemma 2.11 to compute the solution \( \nu_{\ell_{max}} \in W^{\ell_{max}}(\partial\Omega) \) to the original Galerkin discretisation (2.4) using \( \lambda_{\ell_{max}} \). This step does not require an additional linear system to be solved.

Naturally, the advantage of this strategy is that the required spectral information of the operator \( \tilde{\mathcal{A}} \) is available from our prior analysis in [27].

It remains to perform a convergence analysis of the Krylov subspace solver used to solve the linear system arising from the Galerkin discretisation (2.5). We now encounter the second difficulty: Since the boundary integral operator \( \tilde{\mathcal{A}} \) is obviously non-symmetric, we solve the linear system associated with the Galerkin discretisation (2.5) using the GMRES solver introduced by Saad and Schultz [50]. And the convergence behaviour of GMRES is, in general, considerably more complex than that of the well-known conjugate gradient (CG) method (see, e.g., [34] for a comprehensive discussion).

Broadly speaking, the GMRES solver can be applied to four qualitatively different solution matrices \( \mathcal{A} \):

(M1) Symmetric matrices, i.e., \( \mathcal{A} = \mathcal{A}^T \): In this case the convergence behaviour of GMRES depends only the spectrum of the solution matrix. Moreover, since the spectrum of the solution matrix is purely real,
estimates of the residual at each iteration can be obtained using only the largest and smallest eigenvalues (see, e.g., [17], Chap. 3).

(M2) Non-symmetric normal matrices, i.e., $AA^T = A^TA$: In principle, the convergence behaviour of GMRES in this case also depends only the spectrum of the solution matrix. However, since the spectrum of the solution matrix need not be real, useful bounds on the residual at each iteration cannot be obtained using only the eigenvalues with largest and smallest real parts. Instead one typically requires information on the distribution of the full spectrum in the complex plane (see, e.g., [48], Sect. 4).

(M3) Non-normal diagonalisable matrices, i.e., $A = X^{-1}DX$ for some diagonal matrix $D$ and non-unitary matrix $X$: In this case, the convergence behaviour of GMRES is typically less known since estimates on the residual at each iteration depend not only on the spectrum of solution matrix but also on the conditioning of the matrix appearing in its diagonalisation, which in general is unknown (see, e.g., [49], Chap. 6).

(M4) Non-diagonalisable matrices: In this case, the convergence behaviour of GMRES is significantly more difficult to analyse and there are only partial theoretical results (see, e.g., [44] for an approach based on the pseudospectrum and [14–16] for approaches based on the so-called field of values).

Consequently, in order to have a reasonable hope of analysing the convergence behaviour of GMRES applied to the linear system arising from the Galerkin discretisation (2.5), we must show that the matrix discretisation of $\tilde{A}$ is either normal or diagonalisable. Unfortunately, the matrix discretisation of $\tilde{A}$ is not normal since the operators $\mathcal{V}$ and $\text{DtN}$ do not commute in general. Consequently, we must prove that the matrix discretisation of $\tilde{A}$ is diagonalisable. Notice that since the convergence behaviour of GMRES depends on the conditioning of the matrix appearing in the diagonalisation, the exact choice of diagonalisation is vital.

### 3.1. The diagonalisation of the operator $\tilde{A}$

We will assume throughout this subsection that the discretisation parameter $\ell_{\text{max}} \in \mathbb{N}$ is fixed. Additionally, in order to obtain a useful diagonalisation, we will assume in the sequel that the dielectric function $\kappa$ satisfies one of two conditions:

1. Either $\kappa_j > \kappa_0$ for all $j = 1, \ldots, N$.
2. Or $\kappa_j < \kappa_0$ for all $j = 1, \ldots, N$.

The necessity of the above assumption for the subsequent analysis will be discussed in Remark 3.5. Let us point out however that from a practical point of view, this additional constraint is not too restrictive since it covers the two cases which typically arise in physical applications: The case of weakly polarisable particles embedded in a highly polarisable solvent and the case of highly polarisable particles embedded in a weakly polarisable medium. Examples of the former include teflon, PMMA, polyethylene or polypropylene particles in air (see [45]). Examples of the later include a wide range of Titanium-based oxides or certain highly polarisable polymer particles in water (see [37]).

**Definition 3.1** (Finite dimensional operators). Let $\tilde{A}: \tilde{H}^{\frac{1}{2}}(\partial\Omega) \rightarrow \tilde{H}^{\frac{1}{2}}(\partial\Omega)$ be the “modified” boundary integral operator defined through Definition 2.8, let $\mathcal{V}: H^{-\frac{1}{2}}(\partial\Omega) \rightarrow H^\frac{1}{2}(\partial\Omega)$ be the single layer boundary integral operator and let $\text{DtN}: H^{\frac{1}{2}}(\partial\Omega) \rightarrow H^{-\frac{1}{2}}(\partial\Omega)$ be the Dirichlet-to-Neumann map. Then we define the finite dimensional operators $\tilde{A}_{\ell_{\text{max}}}: W^\ell_{\text{max}}(\partial\Omega) \rightarrow W^\ell_{\text{max}}(\partial\Omega)$, $\mathcal{V}_{\ell_{\text{max}}}: W^\ell_{\text{max}}(\partial\Omega) \rightarrow W^\ell_{0}(\partial\Omega)$ and $\text{DtN}_{\ell_{\text{max}}}: W^\ell_{0}(\partial\Omega) \rightarrow W^\ell_{0}(\partial\Omega)$ as

$$\tilde{A}_{\ell_{\text{max}}} := P_{\ell_{\text{max}}} P^\perp_0 \tilde{A}, \quad \mathcal{V}_{\ell_{\text{max}}} := P_{\ell_{\text{max}}} P^\perp_0 \mathcal{V}, \quad \text{and DtN}_{\ell_{\text{max}}} := P_{\ell_{\text{max}}} \text{DtN}.$$ 

**Definition 3.2.** We define the $L^2$-symmetric, positive definite, finite-dimensional operator $\text{ DtN}_{\ell_{\text{max}}}^\kappa: W^\ell_{0}(\partial\Omega) \rightarrow W^\ell_{0}(\partial\Omega)$ as the mapping with the property that for all $\psi_{\ell_{\text{max}}} \in W^\ell_{0}(\partial\Omega)$ it holds that

$$\text{DtN}_{\ell_{\text{max}}}^\kappa \psi_{\ell_{\text{max}}} := \begin{bmatrix} \kappa - \kappa_0 \\ \kappa_0 \end{bmatrix} \text{DtN}_{\ell_{\text{max}}} \psi_{\ell_{\text{max}}}.$$
Consider Definitions 3.1 and 3.2 and let \( I_{\ell_{\text{max}}} : W_0^{\ell_{\text{max}}} (\partial\Omega) \rightarrow W_0^{\ell_{\text{max}}} (\partial\Omega) \) denote the identity mapping. It follows that

\[
\tilde{A}_{\ell_{\text{max}}} = \begin{cases} 
I_{\ell_{\text{max}}} + \mathcal{V}_{\ell_{\text{max}}} \mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^{-\kappa} & \text{if } \kappa > \kappa_0, \\
I_{\ell_{\text{max}}} - \mathcal{V}_{\ell_{\text{max}}} \mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^{\kappa} & \text{if } \kappa < \kappa_0.
\end{cases}
\]  

(3.1)

Equation (3.1) suggests a natural diagonalisation strategy: Since \( \mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^\kappa \) is symmetric positive definite, the associated square root operator \( (\mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^\kappa)^{\frac{1}{2}} : W_0^{\ell_{\text{max}}} (\partial\Omega) \rightarrow W_0^{\ell_{\text{max}}} (\partial\Omega) \) can be defined and used to diagonalise \( \tilde{A}_{\ell_{\text{max}}} \).

**Definition 3.3.** We define the \( L^2 \)-symmetric, finite-dimensional operator \( \tilde{A}_{\ell_{\text{max}}}^{\text{sym}} : W_0^{\ell_{\text{max}}} (\partial\Omega) \rightarrow W_0^{\ell_{\text{max}}} (\partial\Omega) \) as

\[
\tilde{A}_{\ell_{\text{max}}}^{\text{sym}} := \begin{cases} 
I_{\ell_{\text{max}}} + (\mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^\kappa)^{\frac{1}{2}} \mathcal{V}_{\ell_{\text{max}}} (\mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^\kappa)^{\frac{1}{2}} & \text{if } \kappa > \kappa_0, \\
I_{\ell_{\text{max}}} - (\mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^\kappa)^{\frac{1}{2}} \mathcal{V}_{\ell_{\text{max}}} (\mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^\kappa)^{\frac{1}{2}} & \text{if } \kappa < \kappa_0.
\end{cases}
\]

(3.2)

Although we have not obtained an explicit diagonalisation of \( \tilde{A}_{\ell_{\text{max}}} \), we have shown that it is similar to the \( L^2 \)-symmetric operator \( \tilde{A}_{\ell_{\text{max}}}^{\text{sym}} \). In fact our subsequent convergence analysis does not require an explicit diagonalisation and the relation (3.2) will be sufficient.

**Remark 3.4.** Consider Definition 3.3. We observe immediately that the finite-dimensional operators \( \tilde{A}_{\ell_{\text{max}}} \) and \( \tilde{A}_{\ell_{\text{max}}}^{\text{sym}} \) are similar, i.e., it holds that

\[
\tilde{A}_{\ell_{\text{max}}} = (\mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^\kappa)^{-\frac{1}{2}} \tilde{A}_{\ell_{\text{max}}}^{\text{sym}} (\mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^\kappa)^{\frac{1}{2}}.
\]

(3.3)

Since the finite-dimensional operator \( \tilde{A}_{\ell_{\text{max}}} \) will feature prominently in our subsequent convergence analysis, we must obtain bounds on the spectrum of this operator. Notice that \( \tilde{A}_{\ell_{\text{max}}}^{\text{sym}} \) is \( L^2 \)-symmetric, and thus has purely real eigenvalues. The next lemma gives bounds on the smallest and largest eigenvalues of this operator.

**Lemma 3.6.** Let the symmetric, finite-dimensional operator \( \tilde{A}_{\ell_{\text{max}}}^{\text{sym}} : W_0^{\ell_{\text{max}}} (\partial\Omega) \rightarrow W_0^{\ell_{\text{max}}} (\partial\Omega) \) be defined as in Definition 3.3, let the continuity constant \( C_{\tilde{A}} \) of the operator \( \tilde{A} \) be defined as in Theorem 2.10, let the constant \( \alpha_0 \in \mathbb{R} \) be defined as

\[
\alpha_0 := \begin{cases} 
1 & \text{if } \kappa > \kappa_0, \\
\min \frac{\kappa}{\kappa_0} & \text{if } \kappa < \kappa_0,
\end{cases}
\]

and let \( \mu_0 \in \mathbb{R} \) and \( \mu_{\text{max}} \in \mathbb{R} \) denote the smallest and largest eigenvalue respectively of \( \tilde{A}_{\ell_{\text{max}}}^{\text{sym}} \). Then it holds that

\[
\mu_0 \geq \alpha_0 \quad \text{and} \quad \mu_{\text{max}} \leq C_{\tilde{A}}.
\]

Proof. We first prove the bound for the largest eigenvalue \( \mu_{\text{max}} \in \mathbb{R} \). Let \( \psi_{\ell_{\text{max}}}^{\text{max}} \in W_0^{\ell_{\text{max}}} (\partial\Omega) \) denote the eigenfunction corresponding to \( \mu_{\text{max}} \). We then have by the similarity of the operators \( \tilde{A}_{\ell_{\text{max}}} \) and \( \tilde{A}_{\ell_{\text{max}}}^{\text{sym}} \) (see Remark 3.4) that

\[
\mu_{\text{max}} \psi_{\ell_{\text{max}}}^{\text{max}} = \tilde{A}_{\ell_{\text{max}}}^{\text{sym}} \psi_{\ell_{\text{max}}}^{\text{max}} = (\mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^\kappa)^{\frac{1}{2}} \tilde{A}_{\ell_{\text{max}}} (\mathcal{D} \mathcal{T} N_{\ell_{\text{max}}}^\kappa)^{-\frac{1}{2}} \psi_{\ell_{\text{max}}}^{\text{max}}.
\]
Define the function $\phi_{\text{max}} \equiv (\text{DtN}^\kappa)^{-\frac{1}{2}} \psi_{\text{max}}$. A straightforward calculation then yields

$$\mu_{\text{max}} \phi_{\text{max}} = \tilde{A}_{\text{max}} \phi_{\text{max}} \Rightarrow \mu_{\text{max}} \left\| \phi_{\text{max}} \right\|^2 = \left\| \tilde{A}_{\text{max}} \phi_{\text{max}} \right\|^2.$$

Consequently, we obtain from Theorem 2.10 that $\mu_{\text{max}} \leq C\lambda$.

Next, we prove the estimate for the smallest eigenvalue $\mu_0 \in \mathbb{R}$. Let $\psi_{0,\text{max}} \in W_{0,\text{max}}^\kappa(\partial\Omega)$ denote the eigenfunction corresponding to $\mu_0$ and define $\phi_{0,\text{max}} \equiv (\text{DtN}^\kappa)^{-\frac{1}{2}} \psi_{0,\text{max}}$. A similar calculation as above yields that

$$\mu_0 \phi_{0,\text{max}} = \tilde{A}_{\text{max}} \phi_{0,\text{max}}. \quad (3.3)$$

Consider first the case $\kappa > \kappa_0$. We obtain from equation (3.3) and the definition of $\tilde{A}_{\text{max}}$ that

$$\mu_0 \left( \phi_{0,\text{max}}^{\ell_\text{max}}, \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega)} = \left( \phi_{0,\text{max}}^{\ell_\text{max}}, \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega)} + \left( \nabla \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\ell_\text{max}}, \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega)}$$

$$\geq \left( \phi_{0,\text{max}}^{\ell_\text{max}}, \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega)},$$

where the second step uses the coercivity of $\mathcal{V}$ (see Property 1 in Sect. 2.1). This yields $\mu_0 \geq 1$

Next, consider the case $\kappa < \kappa_0$. We obtain from equation (3.3) and the definition of $\tilde{A}_{\text{max}}$ that

$$(\mu_0 - 1) \left( \phi_{0,\text{max}}^{\ell_\text{max}}, \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega)} = -\left( \nabla \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\ell_\text{max}}, \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega)}. \quad (3.4)$$

We define the function $\phi_{0,\text{max}}^{\kappa,\ell_\text{max}} \equiv \left[ \frac{\kappa - \kappa_0}{\kappa_0} \right] \phi_{0,\text{max}}^{\ell_\text{max}}$. Using the Calderon identity $\text{DtN} = W + \text{DtN}W\text{DtN}$ (see, e.g., [51], Thm. 3.8.7) we see that

$$\left( \nabla \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\ell_\text{max}}, \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega)} = \left( \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\kappa,\ell_\text{max}}, \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega)} - \left( W\phi_{0,\text{max}}^{\kappa,\ell_\text{max}}, \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega)}$$

$$\leq \left( \text{DtN}_{\ell_\text{max}}^\kappa \phi_{0,\text{max}}^{\kappa,\ell_\text{max}}, \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega)}, \quad (3.5)$$

where the inequality follows from the non-negativity of the hypersingular operator $\mathcal{V}$ (see, e.g., Property 2 in Sect. 2.1). Using this bound in equation (3.4) then yields

$$\left( \mu_0 - 1 \right) \sum_{j=1}^N \left| \frac{\kappa_j - \kappa_0}{\kappa_0} \right| \left( \text{DtN}_{\ell_\text{max}} \phi_{0,\text{max}}^{\ell_\text{max}}, \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega_j)} \geq -\sum_{j=1}^N \left| \frac{\kappa_j - \kappa_0}{\kappa_0} \right| \left( \text{DtN}_{\ell_\text{max}} \phi_{0,\text{max}}^{\ell_\text{max}}, \phi_{0,\text{max}}^{\ell_\text{max}} \right)_{L^2(\partial\Omega_j)}.$$

Simple calculus and the fact that $\kappa < \kappa_0$ by assumption, allows us to conclude that $\mu_0 \geq \min_{j=1,\ldots,N} \frac{\kappa_j}{\kappa_0}. \quad \Box$

We now have all the ingredients necessary to analyse the convergence behaviour of GMRES applied to the linear system arising from the “reduced” Galerkin discretisation (2.5).

### 3.2. GMRES convergence analysis and solution strategy

We begin this subsection by fixing some additional notation. As a first step we would like to write explicitly the linear system arising from the Galerkin discretisation (2.5). In view of Definition 2.9 of our approximation space $W_{0,\text{max}}^\kappa(\partial\Omega)$, the natural choice of basis functions are the local spherical harmonics on each sphere.

**Definition 3.7** (Choice of basis). Let $\ell_{\text{max}} \in \mathbb{N}$. We denote for each $j \in \{1, \ldots, N\}$ and all $\ell \in \{1, \ldots, \ell_{\text{max}}\}, -\ell \leq m \leq \ell$ the function $\mathcal{Y}_{\ell m}^j : \partial\Omega \rightarrow \mathbb{R}$ defined as

$$\mathcal{Y}_{\ell m}^j(x) := \begin{cases} y_{\ell m} \left( \frac{x - x_j}{|x - x_j|} \right) & \text{for all } x \in \partial\Omega_j, \\ 0 & \text{otherwise,} \end{cases}$$

and we equip the approximation space $W_{0,\text{max}}^\kappa(\partial\Omega)$ with the basis $\{\mathcal{Y}_{\ell m}^j\}$. 

Notation. Let $\ell_{\text{max}} \in \mathbb{N}$. We will henceforth denote by $M := N \cdot (\ell_{\text{max}} + 1)^2 - N$, the dimension of the approximation space $W_0^{\ell_{\text{max}}}(\partial \Omega)$. Notice that the dimension of the space $W_{\ell_{\text{max}}}^\ell(\partial \Omega)$ is then given by $M + N$.

**Remark 3.8.** Consider Definition 3.7 of the basis functions on $W_0^{\ell_{\text{max}}}(\partial \Omega)$. These functions establish an isomorphism between $W_0^{\ell_{\text{max}}}(\partial \Omega)$ and $\mathbb{R}^M$. Indeed, we associate an arbitrary $\psi \in W_0^{\ell_{\text{max}}}(\partial \Omega)$ with $\psi \in \mathbb{R}^M$ defined as

$$[\psi]_m^\ell := \left(\psi, \mathcal{Y}_m^j\right)_{L^2(\partial \Omega_i)}, \quad \text{for } i \in \{1, \ldots, N\}, \ell \in \{1, \ldots, \ell_{\text{max}}\} \text{ and } |m| \leq \ell.$$ 

Consequently, given functions in the space $W_0^{\ell_{\text{max}}}(\partial \Omega)$, we will often refer to their vector representations in $\mathbb{R}^M$ and *vice versa*. Moreover, to facilitate identification we will frequently use bold symbols for the vector representations.

**Definition 3.9.** Let $\ell_{\text{max}} \in \mathbb{N}$, let $\mathbb{Q}_{\ell_{\text{max}}} : H^{-\frac{1}{2}}(\partial \Omega) \rightarrow W_0^{\ell_{\text{max}}}(\partial \Omega)$ denote the orthogonal projection operator, and let $\sigma_f \in H^{-\frac{1}{2}}(\partial \Omega)$. Then

- We define the right-hand side vector $\sigma_f \in \mathbb{R}^M$ as

$$[\sigma_f]_m^\ell := \frac{4\pi}{\kappa_0} \left(\mathbb{Q}\mathbb{Q}_{\ell_{\text{max}}} \sigma_f, \mathcal{Y}_m^j\right)_{L^2(\partial \Omega_i)}, \quad \text{for } i \in \{1, \ldots, N\}, \ell \in \{1, \ldots, \ell_{\text{max}}\} \text{ and } |m| \leq \ell.$$ 

- We define the diagonal positive definite matrix $\mathbf{D} \mathbf{N}_\kappa \in \mathbb{R}^{M \times M}$ as

$$[\mathbf{D} \mathbf{N}_\kappa]_{ij}^{m \ell \ell'} := \left(\left(\mathbb{D} \mathbf{N}_\kappa_1\right)_m^j \mathcal{Y}_m^j, \mathcal{Y}_m^j\right)_{L^2(\partial \Omega_i)}, \quad \text{for } i, j \in \{1, \ldots, N\}, \ell, \ell' \in \{1, \ldots, \ell_{\text{max}}\} \text{ and } |m|, |m'| \leq \ell.$$ 

- We define the solution matrix $A \in \mathbb{R}^{M \times M}$ as

$$[A]_{ij}^{m \ell \ell'} := \left(\tilde{A}_{\ell_{\text{max}}} \mathcal{Y}_m^j, \mathcal{Y}_m^j\right)_{L^2(\partial \Omega_i)}, \quad \text{for } i, j \in \{1, \ldots, N\}, \ell, \ell' \in \{1, \ldots, \ell_{\text{max}}\} \text{ and } |m|, |m'| \leq \ell.$$ 

- We define the symmetrised solution matrix $A^\text{sym} \in \mathbb{R}^{M \times M}$ as

$$[A^\text{sym}]_{ij}^{m \ell \ell'} := \left(\tilde{A}^\text{sym}_{\ell_{\text{max}}} \mathcal{Y}_m^j, \mathcal{Y}_m^j\right)_{L^2(\partial \Omega_i)}, \quad \text{for } i, j \in \{1, \ldots, N\}, \ell, \ell' \in \{1, \ldots, \ell_{\text{max}}\} \text{ and } |m|, |m'| \leq \ell.$$ 

Two remarks are now in order.

**Remark 3.10.** Consider Definition 3.9. A direct calculation shows that the matrices $A$ and $A^\text{sym}$ are similar and we have

$$A = (\mathbf{D} \mathbf{N}_\kappa)^{-1} A^\text{sym} \mathbf{D} \mathbf{N}_\kappa.$$ 

**Remark 3.11.** Consider Definition 3.9. We emphasise that the solution matrix $A$ and the symmetrised solution matrix $A^\text{sym}$ are nothing else than the representation in the basis of local spherical harmonics functions of the finite-dimensional operators $\tilde{A}_{\ell_{\text{max}}}$ and $\tilde{A}^\text{sym}_{\ell_{\text{max}}}$ defined through Definitions 2.8 and 3.3 respectively. We can therefore write the “reduced” Galerkin discretisation (2.5) as expected in matrix form.

**Matrix formulation of the “reduced” Galerkin discretisation (2.5)**

Let $\ell_{\text{max}} \in \mathbb{N}$, let $\sigma_f \in H^{-\frac{1}{2}}(\partial \Omega)$, and let the vector $\sigma_f \in \mathbb{R}^M$ and the matrix $A \in \mathbb{R}^{M \times M}$ be defined as in Definition 3.9. Find a vector $\lambda \in \mathbb{R}^M$ such that

$$A \lambda = \sigma_f.$$ 

(3.6)

We are now ready to state our main convergence result.
Theorem 3.12 (Convergence analysis for GMRES-based strategy). Let $\ell_{\text{max}} \in \mathbb{N}$, let $\sigma_f \in H^{-\frac{1}{4}}(\partial \Omega)$, let $\nu_{\ell_{\text{max}}} \in W_{0}^{\ell_{\text{max}}} (\partial \Omega)$ be the unique solution to the Galerkin discretisation defined through equation (2.4) with right hand side given by $\sigma_f$, and let $\mathbb{P}_{0}^{\ell} : H^{\frac{1}{2}}(\partial \Omega) \rightarrow H^{\frac{1}{2}}(\partial \Omega)$ and $Q_{\ell_{\text{max}}} : H^{\frac{1}{2}}(\partial \Omega) \rightarrow W_{0}^{\ell_{\text{max}}} (\partial \Omega)$ be the orthogonal projection operators. Then for every $\epsilon > 0$ there exists a function $\nu_{\ell_{\text{max}}}^{\text{approx}} \in W_{0}^{\ell_{\text{max}}} (\partial \Omega)$ and a natural number $R_e > 0$ that does not depend on the number of dielectric spheres $N$ such that $\nu_{\ell_{\text{max}}}^{\text{approx}}$ can be computed using at most $R_e$ iterations of GMRES and such that the following error estimate holds

$$\frac{\|\nu_{\ell_{\text{max}}}^{\text{approx}} - \nu_{\ell_{\text{max}}}\|^*}{\|\mathbb{P}_{0}^{\ell} \nu_{\ell_{\text{max}}}\|^* + \frac{1}{\kappa_{0}}\|\mathbb{P}_{0}^{\ell} Q_{\ell_{\text{max}}} \sigma_f\|^*} < \epsilon.$$  

\begin{proof}
We begin by defining the affine transformation $\mathcal{B} : W_{0}^{\ell_{\text{max}}} (\partial \Omega) \rightarrow W_{0}^{\ell_{\text{max}}} (\partial \Omega)$ as the mapping with the property that for all $\psi_{\ell_{\text{max}}} \in W_{0}^{\ell_{\text{max}}} (\partial \Omega)$ it holds that

$$\mathcal{B}\psi_{\ell_{\text{max}}} = \frac{\kappa_{0} - \kappa}{\kappa_{0}} \text{DtN}\psi_{\ell_{\text{max}}} + \frac{4\pi}{\kappa_{0}} Q_{\ell_{\text{max}}} \sigma_f. \tag{3.7}$$

Let $\lambda_{\ell_{\text{max}}} \in W_{0}^{\ell_{\text{max}}} (\partial \Omega)$ denote the solution to the “reduced” Galerkin discretisation (2.5). It follows from Lemma 2.11 that $\mathcal{B}\lambda_{\ell_{\text{max}}} = \nu_{\ell_{\text{max}}}$. Thus for any function $\psi_{\ell_{\text{max}}} \in W_{0}^{\ell_{\text{max}}} (\partial \Omega)$ it holds that

$$\|\nu_{\ell_{\text{max}}} - \mathcal{B}\psi_{\ell_{\text{max}}\|^*} = \|\kappa_{0} - \kappa\|\text{DtN}\left(\lambda_{\ell_{\text{max}}} - \psi_{\ell_{\text{max}}\right)\|* \leq \max\left|\frac{\kappa_{0} - \kappa}{\kappa_{0}}\right|\|\lambda_{\ell_{\text{max}}} - \psi_{\ell_{\text{max}}}\|.$$  

Let $\epsilon > 0$ be fixed and let $\bar{\epsilon} := \frac{\epsilon}{\max\left|\frac{\kappa_{0} - \kappa}{\kappa_{0}}\right|}$. It follows that

$$\|\lambda_{\ell_{\text{max}}} - \psi_{\ell_{\text{max}}}\| < \bar{\epsilon} \implies \|\nu_{\ell_{\text{max}}} - \mathcal{B}\psi_{\ell_{\text{max}}\|^* < \epsilon. \tag{3.8}$$

We will therefore show that there exists a natural number $R_e$ that is independent of the number $N$ of open balls such that one can compute a function $\psi_{\ell_{\text{max}}} \in W_{0}^{\ell_{\text{max}}} (\partial \Omega)$ using at most $R_e$ iterations of GMRES and such that

$$\|\lambda_{\ell_{\text{max}}} - \psi_{\ell_{\text{max}}}\| < \bar{\epsilon}. \tag{3.9}$$

This will allow us to define $\nu_{\ell_{\text{max}}}^{\text{approx}} := \mathcal{B}\psi_{\ell_{\text{max}}}$ and hence complete the proof.

Consider the matrix equation (3.6). Let $\lambda_{0} \in \mathbb{R}^{M}$ be some initialisation and let $\lambda_{k} \in \mathbb{R}^{M}$, $k \in \mathbb{N}$ denote the $k$th iterate generated by GMRES applied to this linear system. Next, let $r_{k} := \sigma_f - A\lambda_{k}$, $k \in \mathbb{N}$ denote the $k$th residual. It is well known (see, e.g., [21] or [34]) that for all natural numbers $k \in \mathbb{N}$ the GMRES residual $r_{k}$ satisfies

$$\|r_{k}\|_{\ell_{2}} = \min_{p \in \pi_{k}} \|p(A)r_{0}\|_{\ell_{2}} \leq \min_{p \in \pi_{k}} \|p(A)\|_{2}\|r_{0}\|_{\ell_{2}}, \tag{3.10}$$

where $\pi_{k}$ denotes the set of all polynomials $p : \mathbb{R} \rightarrow \mathbb{R}$ of degree at most $k$ such that $p(0) = 1$, $\|\cdot\|_{\ell_{2}}$ denotes the standard Euclidean norm in $\mathbb{R}^{M}$ and $\|\cdot\|_{2}$ denotes the matrix norm induced by the standard Euclidean norm in $\mathbb{R}^{M}$.

Using Remark 3.10 and the fact that the matrix $A^{\text{sym}}$ is symmetric, the bound (3.10) can be simplified (see, e.g., [34]) to obtain

$$\|r_{k}\|_{\ell_{2}} \leq \min_{p \in \pi_{k}} \|p(A^{\text{sym}})\|_{2}\|(\text{DtN}^\kappa)^{-1}\|_{2}\|\text{DtN}^{\kappa}\|_{2}\|r_{0}\|_{\ell_{2}},$$

$$\leq \min_{p \in \pi_{k}} \max_{n} \|p(\mu_{n})\|\|(\text{DtN}^{\kappa})^{-1}\|_{2}\|\text{DtN}^{\kappa}\|_{2}\|r_{0}\|_{\ell_{2}},$$

where $\mu_{n}, n = 0, \ldots, M - 1$ denote the (ascendingly ordered) eigenvalues of the matrix $A^{\text{sym}}$. We now simplify each term in this estimate.
Due to Lemma 3.6 we know that all eigenvalues of $A^{\text{sym}}$ are positive and we have explicit bounds on the smallest eigenvalue $\mu_0$ and the largest eigenvalue $\mu_{N-1}$ of this matrix. Consequently, we can employ the standard approach of using Chebyshev polynomials of the first kind to estimate the min-max problem (see, e.g., [17], Chap. 3). We thus obtain

$$\min_{p \in \pi_k} \max_n |p(\mu_n)| \leq 2 \left( \frac{\sqrt{\frac{C_A}{\alpha_0}} - 1}{\sqrt{\frac{C_A}{\alpha_0}} + 1} \right)^k,$$

where $\alpha_0$, $C_A$ are bounds on the smallest and largest eigenvalues of $A^{\text{sym}}$ respectively, as computed in Lemma 3.6.

Next, note that by definition, each non-zero entry of the diagonal positive definite matrix $DtN^k$ is given by

$$[DtN^k]_{jj,\ell} = \left| \frac{\kappa_j - \kappa_0}{\kappa_0} \right| ^{\frac{j}{2}} \left( (DtN_{\ell \max})^\frac{j}{2} Y_{\ell m}^j, Y_{\ell m}^j \right)_{L^2(\partial \Omega_j)}$$

$$= \left| \frac{\kappa_j - \kappa_0}{\kappa_0} \right| ^{\frac{j}{2}} r_j^2 \sqrt{\frac{\ell}{r_j}} , \text{ for } j \in \{1, \ldots, N\}, \ell \in \{1, \ldots, \ell_{\max}\} \text{ and } -\ell \leq m \leq \ell.$$

If we denote by $\chi_0, \chi_{\max} \in \mathbb{R}$ the smallest and largest entry respectively of the matrix $DtN^k$ we have

$$\chi_0 = \min \left| \frac{\kappa_j - \kappa_0}{\kappa_0} \right| ^{\frac{j}{2}} \min_{j=1,\ldots,N} r_j^2, \text{ and } \chi_{\max} = \max \left| \frac{\kappa_j - \kappa_0}{\kappa_0} \right| ^{\frac{j}{2}} \max_{j=1,\ldots,N} r_j^2 \sqrt{\ell_{\max}}.$$

We thus obtain that

$$\| (DtN^k)^{-1} \|_2 = \frac{1}{\chi_0} = \frac{1}{\min \left| \frac{\kappa_j - \kappa_0}{\kappa_0} \right| ^{\frac{j}{2}} \min_{j=1,\ldots,N} r_j^2} \text{ and } \|DtN^k\|_2 = \chi_{\max}$$

The estimate (3.10) can therefore be bounded as

$$\| r_k \|_{\ell^2} \leq 2 \sqrt{\ell_{\max}} \left( \frac{\sqrt{\frac{C_A}{\alpha_0}} - 1}{\sqrt{\frac{C_A}{\alpha_0}} + 1} \right)^k \left( \max_{j=1,\ldots,N} r_j^3 \right)^{\frac{j}{2}} \| r_0 \|_{\ell^2}.$$
Finally, in view of equation (3.7) we observe that
\[
\left\| \lambda_{\ell_{\text{max}}} - \lambda_{k}^{\text{max}} \right\| = \left\| \frac{\kappa_0}{\kappa_0 - \kappa} \text{DiN}^{-1} P_0^\perp \left( \nu_{\ell_{\text{max}}} - \frac{4\pi}{\kappa_0} Q_{\ell_{\text{max}}} \sigma_f \right) \right\| = \left\| \frac{\kappa_0}{\kappa_0 - \kappa} \text{DiN}^{-1} \left( \nu_{\ell_{\text{max}}} - \frac{4\pi}{\kappa_0} Q_{\ell_{\text{max}}} \sigma_f \right) \right\| ^* \\
\leq \max \left\{ \frac{\kappa_0}{\kappa - \kappa_0}, \left\| \left\| P_0^\perp \nu_{\ell_{\text{max}}} \right\| \right\|^* + \frac{4\pi}{\kappa_0} \left\| \left\| P_0^\perp Q_{\ell_{\text{max}}} \sigma_f \right\| \right\|^* \right\}.
\]

Therefore, if we define the constant \( Y_{\text{GMRES}} := \frac{2C_\text{max}^{\text{max}} \max_{j=1,\ldots,N} r_j^2}{\min_{j=1,\ldots,N} r_j^2} \left( \frac{\max_{|\kappa - \kappa_0|} \lambda_{\ell_{\text{max}}} - \lambda_{k}^{\text{max}}}{\kappa_0 - \kappa} \right)^{\frac{1}{2}} \right\| \left\| P_0^\perp Q_{\ell_{\text{max}}} \sigma_f \right\| ^* \right\}, \] then the bound (3.11) can be written succinctly as
\[
\left\| \lambda_{\ell_{\text{max}}} - \lambda_{k}^{\text{max}} \right\| \leq Y_{\text{GMRES}} \ell_{\text{max}} \left( \frac{\sqrt{C^2 \frac{\kappa_0}{\kappa - \kappa_0} - 1}}{\sqrt{C^2 \frac{\kappa_0}{\kappa - \kappa_0} + 1}} \right) \left( \left\| \left\| P_0^\perp \nu_{\ell_{\text{max}}} \right\| \right\|^* + \frac{4\pi}{\kappa_0} \left\| \left\| P_0^\perp Q_{\ell_{\text{max}}} \sigma_f \right\| \right\|^* \right).
\]

Consequently, we can define the natural number \( R \) as
\[
R := \left[ \log \left( \frac{\ell_{\text{max}}}{\ell_{\text{max}} Y_{\text{GMRES}}} \right) \right]. \tag{3.12}
\]

We then obtain
\[
\left\| \lambda_{\ell_{\text{max}}} - \lambda_{k}^{\text{max}} \right\| < \tilde{c} \left( \left\| \left\| P_0^\perp \nu_{\ell_{\text{max}}} \right\| \right\|^* + \frac{4\pi}{\kappa_0} \left\| \left\| P_0^\perp Q_{\ell_{\text{max}}} \sigma_f \right\| \right\|^* \right),
\]
which yields using Inequality (3.8)
\[
\left\| \nu_{\ell_{\text{max}}} - B \lambda_{R}^{\text{max}} \right\| ^* \left\| \left\| P_0^\perp \nu_{\ell_{\text{max}}} \right\| \right\|^* + \frac{4\pi}{\kappa_0} \left\| \left\| P_0^\perp Q_{\ell_{\text{max}}} \sigma_f \right\| \right\|^* < \epsilon.
\]

Defining \( \nu_{\ell_{\text{max}}}^{\text{approx}} := B \lambda_{R}^{\text{max}} \) therefore completes the proof. \( \square \)

Some explanatory remarks are now in order.

**Remark 3.13.** Consider the setting and proof of Theorem 3.12. In practice, the function \( \nu_{\ell_{\text{max}}}^{\text{approx}} := B \lambda_{R}^{\text{max}} \in W_{\ell_{\text{max}}}^{\text{max}}(\partial \Omega) \) is represented as a vector \( \nu_{\ell_{\text{max}}}^{\text{approx}} \in \mathbb{R}^{M+N} \). This can be done as follows:

First, let \( \lambda_{R} \in \mathbb{R}^M \), i.e., the \( R \)th GMRES iterate, be the vector representation of \( \lambda_{R}^{\text{max}} \in W_{\ell_{\text{max}}}^{\text{max}}(\partial \Omega) \). Next, inspired by Definition 3.7, we equip the space \( W_{\ell_{\text{max}}}^{\text{max}}(\partial \Omega) \) with a basis of local spherical harmonics functions \{\( \gamma_{lm} \), \( \alpha, \beta \leq \) \}, \( i \in \{1, \ldots, N\} \) and \( \ell \in \{0, \ldots, \ell_{\text{max}}\} \), \( -\ell \leq m \leq \ell \). Using the notation \( [\lambda_{R}]_i^m \), \( i \in \{1, \ldots, N\} \) and \( \ell \in \{0, \ldots, \ell_{\text{max}}\} \), \( -\ell \leq m \leq \ell \) to denote the entries of \( \lambda_{R} \):

- We define the vector \( \Psi \in \mathbb{R}^{M+N} \) as
  \[
  [\Psi]_i^m := \begin{cases} 
  0 & \text{for } i \in \{1, \ldots, N\}, \; \ell, m = 0, \\
  \frac{|\alpha - \beta|}{\kappa_0} [\lambda_{R}]_i^m (\text{DiN}) y_{\ell m}, y_{\ell m} & \text{for } i \in \{1, \ldots, N\}, \; \ell \in \{0, \ldots, \ell_{\text{max}}\} \text{ and } |m| \leq \ell.
  \end{cases}
  \]

- We define the vector \( \sigma_f^Q \in \mathbb{R}^{M+N} \) as
  \[
  [\sigma_f^Q]_i^m := \frac{4\pi}{\kappa_0} (\sigma_f, y_{\ell m})_{L^2(\partial \Omega)}, \; \text{for } i \in \{1, \ldots, N\}, \; \ell \in \{0, \ldots, \ell_{\text{max}}\} \text{ and } |m| \leq \ell.
  \]
It then follows from Definition (3.7) of the affine map $B$ that the vector representation $\nu_{\ell_{\text{max}}}^{\text{approx}} \in \mathbb{R}^{M+N}$ of $\nu_{\ell_{\text{max}}}^{\text{approx}}$ is simply given by

$$\nu_{\ell_{\text{max}}}^{\text{approx}} := \Psi + \sigma_f^Q. \quad (3.13)$$

**Remark 3.14.** Consider the proof of Theorem 3.12. Equation (3.12) describes the behaviour of our bound $R_\epsilon$ on the number of GMRES iterations required to obtain an approximate solution with relative error smaller than $\epsilon$. In particular, we observe that

- $R_\epsilon$ grows moderately as $\log(\ell_{\text{max}})$ for increasing $\ell_{\text{max}}$. Here, $\ell_{\text{max}}$ is the discretisation parameter for the approximation space. As discussed in Section 4 on numerical results, we typically pick $\ell_{\text{max}} \in \{5, \ldots, 20\}$ so we do not observe growth in the number of linear solver iterations for increasing $\ell_{\text{max}}$ in practical numerical simulations.

- $R_\epsilon$ grows as $\log(\Upsilon_{\text{GMRES}})$ for increasing $\Upsilon_{\text{GMRES}}$. Here, $\Upsilon_{\text{GMRES}}$ is the constant defined in the proof of Theorem 3.12 and depends on geometrical parameters such as the radii of the spheres and the dielectric constants, and the continuity and inf-sup constant of the operator $\tilde{A}$.

- $R_\epsilon$ grows as $\sqrt{\frac{C_{\text{sym}}}{\kappa_0}}$. Here, $C_{\tilde{A}}$ and $\alpha_0$ are bounds on the largest and smallest eigenvalues respectively of the symmetric, finite-dimensional operator $\tilde{A}_{\ell_{\text{max}}}^{\text{sym}}$ (see Lem. 3.6) and are given by

$$\alpha_0 = \begin{cases} 
1 & \text{if } \kappa > \kappa_0, \\
\min \frac{\kappa}{\kappa_0} & \text{if } \kappa < \kappa_0,
\end{cases} \quad C_{\tilde{A}} = 1 + \max \left| \frac{\kappa - \kappa_0}{\kappa_0} \right| \frac{c_{\text{equiv}}}{\sqrt{C_V}}.
$$

Consequently, we would expect $R_\epsilon$ to be large if

- $\kappa < \kappa_0$ and $\min \frac{\kappa}{\kappa_0}$ is very small.
- $\kappa > \kappa_0$ and $\max \frac{\kappa}{\kappa_0}$ is very large.
- The coercivity constant $C_V$ is very small. We have shown in Lemma 4.7 of [27] that $c_V = O(\delta)$ for small $\delta$, where $\delta$ is the minimum inter-sphere separation distance.

**Remark 3.15.** Theorem 3.12 show that one can obtain an approximation to the solution $\nu_{\ell_{\text{max}}}$ of the Galerkin discretisation (2.4) up to a given relative error tolerance $\epsilon$ by solving the linear system (3.6) using GMRES, and the number of iterations required is independent of $N$. Of course, in practice, the error of each GMRES iterate is unknown and the solver is typically run until some relative residual tolerance is reached. Numerical experiments we have performed (see Sect. 4 for specific geometric settings) indicate that the relative residual is typically one order of magnitude larger than the relative error so a conservative strategy would be to set the GMRES tolerance two orders of magnitude lower than the desired relative error tolerance.

**GMRES-based solution strategy for obtaining the induced surface charge**

Given a free charge $\sigma_f \in H^{-\frac{1}{2}}(\partial \Omega)$, the goal is to obtain – up to some given tolerance – the solution $\nu_{\ell_{\text{max}}} \in W_{\ell_{\text{max}}}^{1,0}(\partial \Omega)$ to the Galerkin discretisation (2.4) for the induced surface charge.

(1) Fix $\ell_{\text{max}} \in \mathbb{N}$ and use Definition 3.9 to compute the right-hand side vector $\sigma_f \in \mathbb{R}^M$. Due to the use of the FMM, the total computational cost of this step is $O(N)$.

(2) Use GMRES to solve – up to some tolerance – the linear system (3.6) involving $A$ and $\sigma_f$. This yields a solution vector $\lambda_{\ell_{\text{max}}}^{\text{approx}} \in \mathbb{R}^M$. Notice that $\lambda_{\ell_{\text{max}}}^{\text{approx}}$ is the vector representation of the function $\lambda_{\ell_{\text{max}}}^{\text{approx}} \in W_{\ell_{\text{max}}}^{1,0}(\partial \Omega)$ which is an approximation to the true solution $\lambda_{\ell_{\text{max}}}$ of the “reduced” Galerkin discretisation (2.5). Thanks to the FMM, the cost of a single matrix vector product involving $A$ is $O(N)$. Moreover, due to Theorem 3.12, the total number of iterations of GMRES required in this step is independent of $N$. Consequently, the total computational cost of this step is also $O(N)$.

(3) Following the procedure outlined in Remark 3.13, use the solution vector $\lambda_{\ell_{\text{max}}}^{\text{approx}} \in \mathbb{R}^M$ to compute the vector $\nu_{\ell_{\text{max}}}^{\text{approx}} \in \mathbb{R}^{M+N}$. Clearly, the computational cost of this step is $O(N)$.
(4) $v^{\text{approx}}$ is now the vector representation of some function $v_{\ell_{\text{max}}}^{\text{approx}} \in W^{\ell_{\text{max}}}_{0}(\partial \Omega)$ that is the required approximation of the true solution $v_{\ell_{\text{max}}}$ to the Galerkin discretisation (2.4).

We conclude this subsection by emphasising the key implication of Theorem 3.12 and our solution strategy: Given a geometrical configuration of $N$ particles that satisfies appropriate geometrical assumptions, we can compute, up to any given error tolerance, the solution to the Galerkin discretisation (2.5) using $\mathcal{O}(N)$ operations. In other words, the numerical method is linear scaling in cost. Since the main result in [27] derived $N$-independent error estimates for the Galerkin discretisation (2.5) and thus established $N$-error stability, we can conclude that the numerical method is also linear scaling in accuracy, i.e., in order to obtain the approximate induced surface charge up to a fixed average or relative error, the computational cost scales linearly in $N$.

### 3.3. An approach based on the conjugate-gradient method

Notice that the convergence analysis we presented in Section 3.2 relied crucially on the similarity of the finite dimensional operators $\mathcal{A}$ defined through Definition 2.8 and $\mathcal{A}^{\text{sym}}$ defined through Definition 3.3. The goal of this section is to further exploit this similarity and outline a solution strategy based on the use of the conjugate gradient (CG) method rather than GMRES. Throughout this subsection, we assume the setting of Section 3.2.

**Definition 3.16.** Let $\ell_{\text{max}} \in \mathbb{N}$, let $\sigma_f \in H^{-\frac{1}{2}}(\partial \Omega)$, and let the vector $\sigma_f \in \mathbb{R}^M$ and the diagonal positive definite matrix $\mathcal{D}n^c \in \mathbb{R}^{M \times M}$ be defined as in Definition 3.9. Then we define the vector $\widehat{\sigma}_f \in \mathbb{R}^M$ as

$$\widehat{\sigma}_f := \mathcal{D}n^c \sigma_f.$$ 

Using Definition 3.16, we can formulate a matrix equation associated with the symmetric finite-dimensional operator $\mathcal{A}^{\text{sym}}$.

**Symmetric matrix equation for $\mathcal{A}^{\text{sym}}$**

Let $\ell_{\text{max}} \in \mathbb{N}$, let $\sigma_f \in H^{-\frac{1}{2}}(\partial \Omega)$, let the symmetric matrix $\mathcal{A}^{\text{sym}} \in \mathbb{R}^{M \times M}$ be defined as in Definition 3.9, and let the vector $\widehat{\sigma}_f \in \mathbb{R}^M$ be defined as in Definition 3.16. Find a vector $\lambda^{\text{sym}} \in \mathbb{R}^M$ such that

$$\mathcal{A}^{\text{sym}} \lambda^{\text{sym}} = \widehat{\sigma}_f. \quad (3.14)$$

Notice that equation (3.14) is well-posed since $\mathcal{A}^{\text{sym}}$ is symmetric positive definite (see Lem. 3.6). Furthermore, if we denote by $\lambda \in \mathbb{R}^M$ and $\lambda^{\text{sym}} \in \mathbb{R}^M$ the solutions to the matrix equations (3.6) and (3.14) respectively, then it is easy to see that

$$\lambda = (\mathcal{D}n^c)^{-1} \lambda^{\text{sym}}. \quad (3.15)$$

Equation (3.15) suggests that we can avoid the use of GMRES for solving the non-symmetric matrix equation (3.6) and instead solve the symmetric matrix equation (3.14) using the CG method. Our next result pertains to the convergence analysis of this alternative approach.

**Theorem 3.17 (Convergence analysis for CG-based strategy).** Let $\ell_{\text{max}} \in \mathbb{N}$, let $\sigma_f \in H^{-\frac{1}{2}}(\partial \Omega)$, let $\nu_{\ell_{\text{max}}} \in W^{\ell_{\text{max}}}_{0}(\partial \Omega)$ be the unique solution to the Galerkin discretisation defined through equation (2.4) with right hand side given by $\sigma_f$, and let $\mathcal{P}_0: H^{-\frac{1}{2}}(\partial \Omega) \rightarrow H^{-\frac{1}{2}}(\partial \Omega)$ and $\mathcal{Q}_{\ell_{\text{max}}}: H^{-\frac{1}{2}}(\partial \Omega) \rightarrow W^{\ell_{\text{max}}}_{0}(\partial \Omega)$ be the orthogonal projection operators. Then for every $\varepsilon > 0$ there exists a function $\nu_{\ell_{\text{max}}}^{\text{approx}} \in W^{\ell_{\text{max}}}_{0}(\partial \Omega)$ and a natural number $S_{\varepsilon} > 0$ that does not depend on the number of dielectric spheres $N$ such that $\nu_{\ell_{\text{max}}}^{\text{approx}}$ can be computed using at most $S_{\varepsilon}$ iterations of the conjugate gradient method and such that the following error estimate holds

$$\frac{|||\nu_{\ell_{\text{max}}}^{\text{approx}} - \nu_{\ell_{\text{max}}}|||}{|||\mathcal{P}_0 \nu_{\ell_{\text{max}}}|||^{*} + \frac{4}{N_{\sigma}} |||\mathcal{P}_0 \mathcal{Q}_{\ell_{\text{max}}} \sigma_f|||^{*}} < \varepsilon.$$ 

**Proof.** The proof of Theorem 3.17 is very similar to the proof of Theorem 3.12 so we omit it for the sake of brevity. A detailed proof can be found in [26]. Let us remark however that the bound on the number of CG iterations $S_{\varepsilon} > 0$ that we obtain is very similar to the bound $R_{\varepsilon}$ for GMRES. \(\square\)
CG-based solution strategy for obtaining the induced surface charge

Given a free charge \( \sigma_f \in H^{-\frac{1}{2}}(\partial\Omega) \), the goal is to obtain – up to some given tolerance – the solution \( \nu_{\ell_{\max}} \in W^{\ell_{\max}}(\partial\Omega) \) to the Galerkin discretisation (2.4) for the induced surface charge.

1. Fix \( \ell_{\max} \in \mathbb{N} \) and use Definitions 3.9 and 3.16 to compute the right-hand side vector \( \tilde{\sigma}_f \in \mathbb{R}^M \). Due to the use of the FMM and the fact that \( \text{DtN}^k \) is a diagonal matrix, the total computational cost of this step is \( O(N) \).
2. Use the CG method to solve – up to some tolerance – the linear system (3.14) involving \( A^\text{sym} \) and \( \tilde{\sigma}_f \). This yields a solution vector \( \lambda_{\text{sym}}^{\text{approx}} \in \mathbb{R}^M \). Once again, the cost of a single matrix vector product involving \( A^\text{sym} \) is \( O(N) \) thanks to the FMM. Due to Theorem 3.17, the total number of CG iterations required in this step is independent of \( N \), and therefore the total computational cost of this step is also \( O(N) \).
3. Use the solution vector \( \lambda_{\text{sym}}^{\text{approx}} \in \mathbb{R}^M \) to compute the vector \( \nu_{\text{approx}}^{\ell_{\max}} \in \mathbb{R}^{M+N} \). This can be done by recalling equation (3.15) and following the procedure outlined in Remark 3.13 with a few obvious modifications. The computational cost of this step is \( O(N) \).
4. \( \nu_{\text{approx}}^{\ell_{\max}} \) is now the vector representation of some function \( \nu_{\ell_{\max}}^{\text{approx}} \in W^{\ell_{\max}}(\partial\Omega) \) that is the required approximation of the true solution \( \nu_{\ell_{\max}} \) to the Galerkin discretisation (2.4).

4. Numerical experiments

Throughout this section, we assume the setting described in Sections 2 and 3. Our goal is now two-fold. First, we wish to present numerical results supporting the conclusions of Theorems 3.12 and 3.17 concerning the number of linear solver iterations required to obtain an approximate solutions up to a given and fixed relative error. Second, we would like to provide numerical evidence that that the solution strategies presented in Section 3 are indeed linear scaling in accuracy. Demonstrating this linear scaling behaviour is rather subtle as we now explain.

The key complication is that the FMM, which is used to compute matrix-vector products involving the solution matrix, is not exact (see, e.g., [24]) and introduces an approximation error as soon as one increases the depth of the octree structure of the bounding box containing all multipole sources. This is because the FMM uses an approximate so-called “far field” to compute interactions between multipole sources that belong to well-separated leaves of the octree. Note that increasing the depth of the octree is required to maintain linear scaling complexity for larger matrices, i.e., for matrices corresponding to systems with an increasing number \( N \) of dielectric particles. In principle, the error introduced by the far-field computations can be made arbitrarily small by increasing the maximal degree of spherical harmonics that are used in the multipole expansions of the underlying kernel but increasing the expansion degree also increases the computational cost of each matrix-vector product. There is thus a tradeoff between the computational cost and accuracy of the FMM.

Consequently, in Section 4.2, we first explore the interplay between the FMM error and discretisation error for different values of the system parameters. Based on these results, we pick FMM system parameters that result in a linear scaling in accuracy solution strategy such that the FMM error does not dominate the discretisation error.

4.1. Validation of theoretical results

Since standard FMM libraries typically consider point charges as input, we have used instead a modification of the ScalFMM library (see [36] for an explanation of the modifications and [1, 6, 43] for details on ScalFMM). The subsequent numerical simulations were performed with a single level FMM octree so as to avoid using the approximate “far-field” and to perform all computations using the exact FMM “near-field” instead. Unless stated otherwise, the discretisation parameter was fixed as \( \ell_{\max} = 5 \).
Our first set of numerical experiments is designed to demonstrate that the number of linear solver iterations required to obtain an approximation up to a given relative error to $\nu_{\ell}^{\text{max}}$ is independent of the number $N$ of dielectric particles.

We adopt the following geometric setting: We consider dielectric spheres of radius 1 and dielectric constant $\kappa = 10$ arranged on a regular cubic lattice of edge length 2.5. The spheres carry alternating unit positive and negative charges, and the background medium is assumed to be vacuum so that $\kappa_0 = 1$. An example of the problem geometry is displayed in Figure 1. The number of spheres is increased simply by increasing the size of the lattice.

Figure 1B displays the number of GMRES and CG iterations required to produce an approximation $\nu_{\ell}^{\text{approx}}$ of the true solution $\nu_{\ell}^{\text{max}}$ to the Galerkin discretisation (2.4) with a given relative error tolerance. The true solution $\nu_{\ell}^{\text{max}}$ was calculated by solving the linear system with tolerance $10^{-13}$ and the relative error was calculated exactly as in Theorems 3.12 and 3.17. Clearly, the numerical results agree with Theorems 3.12 and 3.17. Interestingly, for lower error tolerances, the number of CG iterations is smaller than the number of GMRES iterations and the situation is reversed for higher tolerances.

**Dependence on the dielectric constant ratio.** Next, we explore the effects of different dielectric constant ratios on the number of linear solver iterations required to obtain an approximate solution satisfying a given error tolerance. The bounds obtained in Theorems 3.12 and 3.17 and Remark 3.14 indicate that

- If $\kappa > \kappa_0$, then the number of iterations should grow at most as $\sqrt{\frac{\max \kappa}{\kappa_0}}$ for increasing $\frac{\max \kappa}{\kappa_0}$.
- If $\kappa < \kappa_0$, then the number of iterations should grow at most as $\sqrt{\frac{\kappa_0}{\min \kappa}}$ for increasing $\frac{\kappa_0}{\min \kappa}$.

The problem geometry is similar to the one from the previous test case. We consider a total of 125 identical dielectric spheres of radius 1 with alternating positive and negative charge, arranged on a regular cubic lattice of edge length 2.5. We set $\kappa_0 = 1$ and we allow the dielectric constant $\kappa$ of the spheres to vary from extremely...
high to extremely low. In all cases, the true solution $\nu_{\ell_{\max}}$ was calculated by solving the linear system with tolerance $10^{-13}$.

Figure 2A displays the number of GMRES and CG iterations required to produce an approximation to the true solution satisfying a given error tolerance. For very large dielectric ratio $\frac{\kappa}{\kappa_0}$, the number of GMRES iterations seems to grow logarithmically while the number of CG iterations grows at first but soon reaches a plateau. On the other hand, for very small dielectric ratio $\frac{\kappa}{\kappa_0}$, the number of iterations in both cases quickly reach a plateau. These results suggest that the bounds we have obtained in Theorems 3.12 and 3.17 may not be sharp. Interestingly, we again observe that for low error tolerances, CG outperforms GMRES.

Dependence on the radii ratio. We now consider the dependence of the number of linear solver iterations on the radii ratio of the maximum and minimum radius of the dielectric spherical particles. As mentioned in Remark 3.14, we expect the number of iterations to grow at most as $\log \left( \frac{\max r_j = 1, \ldots, N r_j}{\min r_j = 1, \ldots, N r_j} \right)$.

The geometric setting consists of 125 dielectric spheres with dielectric constant $\kappa = 10$, carrying alternating unit positive and negative charges, arranged on a regular cubic lattice of edge length 2.5. We set $\kappa_0 = 1$ and we further set the radii of half of the dielectric spheres to one. The radii of all other dielectric spheres is set to $r$ and we vary $r$ from $10^{-5}$ to 1. As before, the true solution is calculated by setting the linear solver tolerance to $10^{-13}$.

Figure 2B displays the numerical results. In contrast to our theoretical results, the numerical simulations suggest that the number of iterations at first grow logarithmically as the radii ratio $\frac{\max r_j = 1, \ldots, N r_j}{\min r_j = 1, \ldots, N r_j}$ increases but the growth soon stops and for sufficiently large radii ratio, the number of iterations remains constant. We observe that for large radii ratios, GMRES significantly outperforms CG.

Dependence on the separation distance. Finally, we explore the dependence of the number of linear solver iterations on the minimal inter-sphere separation distance. We recall from Remark 3.14 that we expect the
number of linear solver iterations to grow at most as \( c_\nu^{-\frac{1}{4}} \) where \( c_\nu \) is the coercivity constant of the single layer boundary operator. Moreover, we have shown in the first article Lemma 4.7 of [27] that \( c_\nu = O(\delta) \) for small \( \delta \) where \( \delta \) is the minimum inter-sphere separation distance.

We consider once again 125 identical dielectric spheres of radius 1 and dielectric constant \( \kappa = 10 \) with alternating positive and negative charge, arranged on a regular cubic lattice of edge length \( E \). We assume the background medium to be vacuum so that \( \kappa_0 = 1 \) and we vary the edge length \( E \) from \( 2 + 10^{-4} \) to 7. Thus, the minimum separation varies from \( 10^{-4} \) to 5. In all cases, the true solution \( \nu_{\ell_{\max}} \) was calculated by solving the linear system with tolerance \( 10^{-13} \). Figure 3A displays the numerical results.

There are two features of interest in these numerical results. First, we observe that for very small separation distances, the number of CG iterations far exceeds the number of GMRES iterations. Second, we observe that while the number of iterations in both cases grows as the separation distance decreases, the growth stops at some point and the number of iterations plateaus. We conjecture that this is due to the fact that we use the continuity constant \( C_{\tilde{\mathcal{A}}} \) of the infinite-dimensional operator \( \tilde{\mathcal{A}} \) to bound the largest eigenvalue of the solution matrix, and functions which achieve (or approximately achieve) the upper bound \( C_{\tilde{\mathcal{A}}} \) are not well-approximated in the approximation space \( W_{0,\Omega}(\partial \Omega) \) for small \( \ell_{\max} \).

To test the above hypothesis, we plot in Figure 3B the number of linear solver iterations for different values of \( \ell_{\max} \) with edge lengths \( E = 2 + 10^{-4} \) and \( E = 3 \). The error tolerance was set to \( 10^{-8} \). We observe that the number of iterations remains constant in the case \( E = 1 \) but increases in the case \( E = 10^{-4} \), which supports our conjecture. Let us remark here that a possible strategy for the treatment of point singularities that arise due to small separation distances between the particles has, for instance, been proposed in the contribution [19]. The authors in [19] derive analytical expressions for the induced potential both inside and outside a dielectric spherical particle due to a general multipole source using the method of image charges and image potentials. These analytical expressions are then combined with the classical method of moments to construct a hybrid algorithm. Numerical experiments indicate that the hybrid method has significantly better accuracy than the classical method of moments and also leads to solution matrices that do not suffer from ill-conditioning.
4.2. FMM error and linear scaling solution strategy

We now explore the interplay between the discretisation error and the error introduced by the FMM. As mentioned at the beginning of this section, given a system of \( N \) interacting particles, the FMM can compute matrix-vector products using only \( O(N) \) operations but this comes at the cost of introducing an approximation error. The approximation error typically grows as one increases the tree depth \( D \), i.e., the number of levels in the octree structure of the FMM bounding box because this usually results in more particle interactions being computed using the less-accurate “far-field” computation of the FMM. Conversely, the approximation error decreases if one increases the maximal degree \( P \) of spherical harmonics used in the multipole expansion of the FMM kernel.

Consequently, the first goal of this section is to observe numerically how the FMM error compares with the discretisation error for different values of \( D, P \) and \( \ell_{\text{max}} \). Based on these results, we propose appropriate values of \( D \) and \( P \) such that for an increasing number \( N \) of particles, an approximate solution to the Galerkin equation (2.4) can be computed in \( O(N) \) operations and such that the FMM approximation error does not dominate the discretisation error. Finally, we present numerical results on the computation times of our algorithm for increasing \( N \) which utilise the proposed values of \( P \) and \( D \).

All subsequent numerical experiments involve the following geometric setting: We consider two types of dielectric spheres arranged on a regular cubic lattice of edge length 7. The first type of dielectric spheres have radius 3, dielectric constant 10 and carry unit negative charge, and the second type of dielectric spheres have radius 2, dielectric constant 5 and carry unit positive charge. The background medium is assumed to be vacuum so that \( \kappa_0 = 1 \), and the number of spheres is increased simply by increasing the size of the lattice.

We consider two choices of the discretisation parameter, namely, \( \ell_{\text{max}} = 5 \) and \( \ell_{\text{max}} = 10 \). We compute so-called “pure discrete” solutions to the Galerkin discretisation (2.4) in each of the two cases for a different number \( N \) of spherical particles. These solutions are all computed using a one-level FMM tree, which results in the use of the exact “near-field” computation of the FMM. Additionally, the linear solver tolerance in each case is set to \( 10^{-10} \). Consequently, these pure discrete solutions can be assumed to have negligible FMM and linear solver errors. Unfortunately, since we wish to use the exact “near-field” computations of the FMM, the computational cost of obtaining each pure discrete solution grows as \( O(N^2) \). This limits the total number of spheres we consider to 1728.

Next, we compute “approximate” solutions for both values of \( \ell_{\text{max}} \) by repeating the above computations for different values of the FMM parameters \( D \) and \( P \) whilst keeping all other parameters identical. In addition, we compute the “reference” solution \( \nu \) to the BIE (2.1) by setting \( \ell_{\text{max}} = 20 \) and using a linear solver tolerance of \( 10^{-13} \). Our goal now is to

- Compute the approximation error due to the FMM by comparing the pure discrete solutions and the approximate solutions computed above.
- Compute the discretisation error by comparing the pure discrete solutions and the reference solution computed above.

Figures 4A and 4B display the relative FMM and discretisation errors (relative errors are calculated using the \( ||| \cdot |||^{*} \) norm) in all cases. Although, it is difficult to form a definitive conclusion based on a limited data set, we observe two broad trends:

- The FMM error far exceeds the discretisation error if \( N \) is small and \( D \) is high. We deduce from this that \( D \) should only be increased in proportion with \( N \). Based on these results, the FMM error is minimised if a 2 level tree is used for 512 particles, which translates to exactly 8 particles per leaf. One possible strategy for attaining this optimal particle per leaf ratio is to to start with a 1 level tree and increase \( D \) until there are no more than 32 particles in each leaf. Notice that the choice of \( D \) is independent of \( \ell_{\text{max}} \) and depends only on the number of particles \( N \).
- As expected, the FMM error decreases as the expansion degree \( P \) is increased. Unfortunately, the computational cost of the FMM grows as \( O(P^3) \) so the optimal strategy is to find the minimum \( P \) such that the
Equipped with this methodology for picking the FMM parameters $P$ and $D$, we can now compute approximate solutions to the Galerkin discretisation (2.4) for the two cases $\ell_{\text{max}} = 5$ and $\ell_{\text{max}} = 10$, and an increasing number $N$ of spherical particles. Our goal is to demonstrate numerically that both the GMRES-based and CG-based solution strategies are linear scaling in cost whilst having some reassurance that the FMM error does not dominate the discretisation error for this specific geometric setting.

All numerical simulations were performed on a 2016 MacBook laptop with a 2.6 GHz Intel Core i7 processor and 16 GB of 2133 MHz LPDDR3 memory. Additionally, we set the linear solver tolerance to $10^{-6}$ and $10^{-9}$ in the case $\ell_{\text{max}} = 5$ and $\ell_{\text{max}} = 10$ respectively. Our results are displayed in Figures 5A and 5B and indicate excellent agreement with linear scaling behaviour. We see furthermore that the computation times for the CG and GMRES-based approaches are almost identical. Of course, if the geometric setting of the numerical simulations were to be changed, then one linear solver could potentially outperform the other in accordance with the numerical study presented in Section 4.1.

5. Conclusion and outlook

This article is the second in a series of two papers in which we present a detailed analysis of a boundary integral equation (BIE) of the second kind that describes the interaction of $N$ dielectric spherical particles undergoing mutual polarisation. The aim of these two articles was to perform a full scalability analysis of the Galerkin method used to solve this BIE and to establish that the method is \textit{linear scaling in accuracy}, i.e., in order to obtain an approximate solution with a fixed relative error, the computational cost of the algorithm scales as $O(N)$. In order to show that an $N$-body numerical method is linear scaling in accuracy, it is sufficient to show that it is (a) \textit{N-error stable}, i.e., for a fixed number of degrees of freedom per object the relative error does not increase with $N$ and (b) linear scaling in cost, i.e., for a fixed number of degrees of freedom
per object, only $\mathcal{O}(N)$ operations are needed to compute an approximate solution. Accordingly, the first article [27] presented the numerical analysis of the Galerkin method and showed that the numerical method is $N$-error stable by deriving $N$-independent convergence rates for the induced surface charge and total electrostatic energy.

The goal of the current article was to establish that the Galerkin method is also linear scaling in cost. To this end, we presented a convergence analysis of GMRES for the linear system arising from the Galerkin discretisation of the BIE and proved that under mild assumptions, there exists an upper bound – independent of $N$ – for the number of GMRES iterations required to obtain an approximate solution up to a given relative error tolerance of the Galerkin discretisation. Combined with the use of the FMM to compute matrix-vector products in $\mathcal{O}(N)$, this result establishes that the numerical method is linear scaling in cost. In view of the main result of our earlier work [27], we can conclude the numerical method is indeed linear scaling in accuracy.

In addition to our main result, we also demonstrated how to “symmetrise” the underlying linear system and subsequently proposed an equivalent, symmetric linear system that can be solved using the conjugate gradient method (CG) rather than GMRES. A convergence analysis of this alternative approach showed that there exists an upper bound – also independent of $N$ and qualitatively similar to the GMRES bound – for the number of CG iterations required to obtain an approximate solution to the Galerkin discretisation up to a given tolerance. Finally, we presented a detailed numerical study with the goal of both supporting our theoretical results and exploring the dependence of the error on various system parameters.

As regards extensions of this work, we note that the results we have presented thus far involve the induced surface charge as the quantity of interest but many physical applications also require knowledge of the electrostatic forces between the dielectric particles. Similar errors estimates and a linear scaling solution strategy for the electrostatic forces are therefore the subject of a forthcoming article by the authors [28]. Additionally, the layer potentials and boundary integral operators we have considered thus far are all generated by the Laplace operator. A promising direction of future research could be to explore if similar results on scalability and
N-independent error estimates hold for boundary integral operators equations arising, for instance, in the study of wave propagation in non-homogenous media or electrostatic interactions between dielectric particles in an ionic solvent.
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