Fault Diagnosis of Rolling Bearing Based on Probability box Theory and GA-SVM
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ABSTRACT For an intelligent detection of bearing failure in rotating machinery, this paper proposed a fault diagnosis method based on a probability box (p-box) and support vector machine (SVM) with a genetic algorithm (GA) algorithm. Firstly, based on vibration signals of the bearing, the different p-boxes are obtained and fused using the evidence theory. Then, the different bearing p-boxes can be classified by adopting SVM model; the GA algorithm is considered to optimize key parameters of the SVM model, i.e., GA-SVM. Finally, experimental results show that total recognition rate of this method is better than that of the traditional feature extraction method, which demonstrates the effectiveness of the current method.

INDEX TERMS Probability box theory, feature vector, support vector machine, genetic algorithm, fault diagnosis.

I. INTRODUCTION
Rolled bearings are widely applied in rotating machinery, which running status will directly influent the function of the whole machine. Therefore, it is vitally significant to study the fault diagnosis technology of rolled bearings [1]. The no-cross research model of traditional fault diagnosis has been changed by information fusion, which made it a new hotspot [2], [3]. However, there are two inevitable problems in most methods: (1) The feature extraction of raw data is needed before information fusion, which leads to the loss of statistical information in raw data; (2) most researches are limited to the same class information due to the space-time registration problem.

Tang et al., [4] presented the technical reports of implementing the p-box in fault diagnosis. They reported that the p-box was effective and practical for use in fault diagnosis. The p-box theory provides a new research way to solve the above two problems because of its inclusive of raw data and its great advantage in dealing with uncertainties. The p-box modeling can take subjective and objective uncertainties into account. It can make up the defect of discarding rich statistical information due to the feature extraction process. It can reflect the overall uncertainty of the whole system. The raw data is first converted into the p-box and then the p-boxes are fused. Using the p-box as the space-time registration framework can solve the second problem [5].

SVM is a kind of pattern recognition method based on statistical learning theory and VC dimensional structure risk minimization principle. It can effectively deal with learning problems such as a small sample, high dimension, and non-linear in fault classification [6], [7]. A hybrid evolutionary algorithm featuring a competitive swarm optimizer combined with a local search was proposed by Long et al., and applied to the fault diagnosis of delta 3-D printers using attitude data [8], [9]. Aburomman and Reaz [10] compared several methods for creating a multiclass, SVM based classifier from a set of binary SVM classifiers. Wu et al., [11] suggested a novel approximation for the radius of the minimum enclosing ball in feature space, and then proposed a convex radius-margin-based SVM model for joint learning of feature transformation and the SVM classifier. Chauhan et al., [12] presented a review on evolution of linear support vector machine classification, its solvers, strategies to improve solvers, experimental results, current challenges and research directions. A novel self-training hierarchical prototype-based approach for semi-supervised classification was introduced by Gu [13]. Two machine learning models, i.e., a Gaussian process regression
and SVM model, for predicting the concrete breakout capacity of single anchors in shear were proposed by Olausi and Spyridis [14]. A hybrid SVM method for two-channel interleaved Vienna rectifier was developed by Wang et al., [15] to reduce the harmonics distortion and current ripple. One of the key factors affecting the classification accuracy of SVM is the selection of kernel width and penalty factor [16]. Therefore, the optimization of kernel width and penalty factor has an impact on SVM fault classification. The main methods to optimize kernel width and penalty factors are cross-validations, bilinear search, and grid search. The common disadvantages of these methods are that the amount of calculation is too large and the optimization efficiency is low. However, GA not only avoids the disadvantages but also has good global optimization ability.

Defersha and Movahed [17] developed linear programming assisted GA for solving a flexible jobshop lot streaming problem. A fuzzy clustering method based on multiobjective GA was proposed by Dong et al., [18]. According to the mechanism kinematic chain isomorphism identification criteria, a highly efficient hybrid GA model was proposed by Liu et al., [19] for isomorphism identification. The impact of the most relevant control parameters (as initial population, crossover rate, etc.) on the performances and results of a nature inspired algorithm of GA was analyzed by Piersanti and Orlandi [20]. A new encoding method of GA, adaptive degressive any number encoding, was proposed by Zhang and Liu [21]. To deal with the early maturity of the standard binary-coded genetic algorithm, Zou and Zhang [22] studied two methods that use different operators and observation concepts to solve early maturity problem of the standard binary-coded genetic algorithm, chooses to introduce the diversity and niche technology to improve GA. To overcome the disadvantages of traditional GA, which easily fall to local optima, Li and Lei [23] proposed a hybrid GA based on information entropy and game theory. Hence, GA algorithm is considered to optimize the parameters of SVM model.

Designing assembly relationship during operation always involves the analyses of many components and multidiscipline interaction, and seriously influences the reliability and work efficiency of complex machinery [24], [25]. “The angle of the load from the radial plane varies with the position of each rolling element in the bearing, as the ratio of local radial to axial load changes. Thus, each rolling element has a different effective rolling diameter and is trying to roll at a different speed, but the cage limits the deviation of the rolling elements from their mean position, thus causing some random slip. The resulting change in bearing frequencies is typical of the order of 1-2%, both as a deviation from the calculated value and also as a random variation around the mean frequency. This random slip, while small, does give a fundamental change in the character of the signal, and is the reason why the effects of some preprocessing techniques like high-pass, band-pass filtration, envelope detection (demodulation) and wavelet transform of the vibration signals, before feature extraction, are generally studied to remove uncertainty (unknown transmission path) of bearing signals in traditional rolling element bearing diagnostics. However, the uncertainty of bearing signals is the main characterization of bearing signals, because it always exists and changes from the beginning of health signals to the formation of fault signals.”

We proposed firstly a new way for the bearing fault diagnosis based on the p-box theory by collecting uncertainty of the time-domain signals of the bearing, because the p-box theory owns significant advantages in dealing with the uncertainty of bearing signals. The remainder of this study is organized as follows. Basic notions of the p-box are first given in Section II, followed by the p-box modeling method based on the vibration signals and the fusion of the p-boxes. In Section III, feature extraction methods of the p-box are introduced by employing a cumulative uncertainty measurement method. The parameters of SVM model are optimized by using GA in Section IV. Then, the rolling bearing fault diagnosis method based on the p-box and GA-SVM is proposed in Section V. The effectiveness of the proposed method is demonstrated in Section VI. Finally, conclusions are shown in Section VII.

II. PROBABILITY BOX MODELING AND FUSION

A. BASIC NOTIONS OF P-BOX

If the estimated value $\hat{x}$ of any variable $x$ is not a precise point estimate, its cumulative distribution function (CDF) cannot be expressed in a single curve. Define the range of $[\tilde{Y}(x), \bar{Y}(x)]$ as a p-box. $\tilde{Y}(x)$ is the lower bound of p-box. $\bar{Y}(x)$ is the upper bound of p-box. CDF of the variable $x$ can be limited into a p-box, they must satisfy [26], [27]

$$\tilde{Y}(x) < Y(x) < \bar{Y}(x)$$

DSS (The core of the p-box) is composed of a set of multiple focal elements, DSS can be expressed as following [28], [29]

$$\{(x_1, y_1), (x_2, y_2), (x_3, y_3), \ldots, (x_n, y_n), m_n\}$$

where $(x_i, y_i), m_i$ is the focal element and must meet the following conditions

$$x_i \leq y_i \quad (2)$$

$$\sum m_i = 1 \quad (3)$$

In Eqs. (2) and (3) $i = 1, 2, \ldots, n$. If $x_i = y_i$, ensure that $y_i \neq y_j$.

The p-box can be plotted by DSS, and the left boundary of p-box can be obtained by

$$\tilde{Y}(z) = \sum_{x_i \leq z} m_i \quad (4)$$

The right boundary of p-box can be obtained by

$$\bar{Y}(z) = \sum_{y_i < z} m_i \quad (5)$$

Fig. 1 shows the relationship between p-box and DSS. The range from the rough straight line is a p-box. The straight is the focal element of DSS, which is composed of two thin
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lines. Its high value represents the mass value of the focal element. The horizontal coordinate shows the interval. The p-box is obtained by the sum of all DSS focal elements.

FIGURE 1. Discretization of p-box.

The convolution operation between p-boxes must be implemented by DSS. Fig. 2 is the transformation process of p-box to DSS, which is similar to the digital discrete process of an analog signal. Because the distance between every two fine lines is equal, the corresponding mass values of each focal element are equal to each other. Obviously, large discrete will be advantageous for the accurate fitting of the p-box.

FIGURE 2. Equal probability discretization of p-box.

B. P-BOX MODELING METHOD

Three kinds of modeling methods are considered, i.e., p-box modeling method under the condition of known probability distribution type (KPDT-PMM), fault-feature p-box modeling method (FF-PMM), raw-data-direct p-box modeling method (RDD-PMM).

KPDT-PMM method has the following basic ideas. Analyze raw data collected by the experiment. To determine whether they are subject to a certain type of probability distribution. Assume that the data follows a normal distribution to be used as an example. According to the sampling frequency, the data can be divided into several groups. Obtain the mean and variance of each group of data. Obtain the mean value of DSS $[\mu_{\min}, \mu_{\max}, 1]$, where $\mu_{\min}$ and $\mu_{\max}$ represent mean minimum and maximum values [29]. Obtain the variance of DSS $[\sigma_{\min}, \sigma_{\max}, 1]$. Uncertainty interval estimation of mean value and variance is brought into an expert estimation p-box modeling method. The interval estimation of mean value and variance are brought into an expert estimation p-box modeling method. Obtains the DSS according to the given discrete rate. The upper and lower bounds of p-box are plotted respectively by the upper bound and lower bound of the DSS.

If the fault signal is not subject to any type of the existing probability distribution types, the above method is not valid. To solve the problem, we can use the FF-PMM method. Its specific algorithm is described as follows. According to the sampling frequency, the data can be divided into several groups. Obtain dimensionless parameters for each set of data. Analyze dimensionless parameters to make sure whether or not it submits to a certain type of probability distribution. Assume that data to be analyzed follows a normal distribution to be used as an example. Determine the DSS of mean value and variance of dimensionless parameters. The intervals of mean value and variance are brought into an expert estimation p-box modeling method to obtain DSS. The upper and lower bounds of p-box are plotted respectively by the upper bound and lower bound of the DSS.

Another RDD-PMM method can be used to solve the above problem too. The specific algorithm is described as follows. Convert the raw data into an array of M rows and n columns based on the sampling frequency, where M and n represent sampling numbers and sampling frequency. Cut redundant data. Obtain a new array according to the order from small to large. Find the minimum and maximum values in each column from M subsample data. Obtain the minimum row vector and the maximum values row vector respectively. The upper and lower bounds of p-box are plotted respectively by the upper bound and lower bound of the DSS.

The p-box boundary is the narrowest by the RDD-PMM method, that is, the compactness of the obtained p-box is the highest. Another advantage of this method is that it does not need to verify whether or not the data is subject to any probability distribution type, so the RDD-PMM method is adopted in this paper.

C. FUSION OF P-BOXES

The measured fault signals can be transformed into p-boxes by the above p-box modeling methods. There is information redundancy in the fault signals obtained from different locations, but there is a piece of complementary information too, which requires the fusion of probability boxes. Whether the collection is similar information or heterogeneous information, all the data ultimately will be transformed into p-boxes which provides a unified framework for the fusion of heterogeneous information fusion. DSS and DS evidence theory has maintained a high degree of consistency and complementarity in the main points of view, so that we use the evidence theory to fuse p-boxes [4].

The method of using evidence theory to fuse p-boxes as follows. Input p-boxes or discretized DSS to be fused, and
then input required discrete rate or discrete points. Set default discrete points. Calculate with the default points, if the discrete points are not raised by the user. Calculate with the discrete points given by the user, if the discrete points are presented by the user. Normalize the input DSS. Use DS evidence synthesis rules to fuse the average discrete DSS pair by pair. A new fused DSS is obtained through DS evidence synthesis rules. Standardize the fused DSS. The upper and lower bounds of p-box are plotted respectively by the upper bound and lower bound of the DSS.

III. FEATURE EXTRACTION OF P-BOX
The cumulative uncertainty measurement method can obtain the whole information about p-boxes from different angles. The form of expression is a single scalar or interval. But each scalar or interval can be understood as a feature of p-box [4]. So, the feature extraction of p-box is realized by the method of cumulative uncertainty measurement in this paper. Several feature extraction methods are introduced in this paper.

Method 1, Obtain cumulative width to use basic probability distribution for all focal element interval of weight, which could be expressed as [4]

$$y = \sum_{i=1}^{r} (m_i \times |x_i - x_j|)$$

(6)

Method 2, Obtain cumulative log width to use basic probability distribution for all focal element interval of weight, which could be expressed as [4]

$$y = \sum_{i=1}^{r} (m_i \times \log_2 |x_i - x_j|)$$

(7)

Method 3, Obtain 1 as cumulative logarithmic width for Radix to use basic probability distribution for all focal element interval of weight, which could be expressed as [4]

$$y = \sum_{i=1}^{r} (m_i \times (1 - \log_2 |x_i - x_j|))$$

(8)

Method 4, Obtain p-box lower and upper bound to use basic probability distribution for cumulative interval boundary value of the weight, which could be expressed as [4]

$$y = \left[ \sum_{i=1}^{r} m_i x_{i1} \right] \left[ \sum_{i=1}^{r} m_i x_{i2} \right]$$

(9)

Method 5, Obtain accumulated boundary value of p-box lower bound and upper bound under the conditional value of cumulative distribution function. Assume that constitute p-box’s DSS = \{[(x_{11}, x_{12}), m_1], [(x_{21}, x_{22}), m_2], \ldots, [(x_{m1}, x_{m2}), m_m] \}, if cumulative distribution function value \( \alpha \) could be expressed as [4]

$$\sum_{i=1}^{k} m_i \leq \alpha \leq \sum_{i=1}^{k+1} m_i$$

(10)

Accumulated boundary value for the lower bound and upper bound of p-box could be expressed as [4]

$$\left[ \sum_{i=1}^{k} x_{i1} \right] \left[ \sum_{i=1}^{k} x_{i2} \right]$$

(11)

Method 6, Obtain the contradiction interval statistics of p-box. Assume that DSS’s form is \{[(x_{11}, x_{12}), m_1], [(x_{21}, x_{22}), m_2], \ldots, [(x_{m1}, x_{m2}), m_m] \}. Cumulative uncertainty measurement results could be expressed as [4]

$$y = - \sum_{i=1}^{n} m_i \times \log_2 (c_2 - c_1')$$

(12)

where \( c_1' \) and \( c_2' \) represent mean probability statistics of the left and right boundaries of DSS.

IV. SVM OPTIMIZED BY GA
The choice of kernel function has a great influence on the classification accuracy of SVM. At present, the commonly used kernel functions are Q order polynomial kernel function, radial basis function (RBF) and Sigmoid kernel function, where the RBF kernel function only needs to determine the width of a kernel function, and the convergence region is wider; it can get desired effect for the classification of the low dimension, high dimension, small samples, and large sample have the desired effect. Therefore, the RBF kernel function is used in this paper. the width \( \sigma^2 \) and the penalty factor \( C \) of the RBF kernel function have a great influence on the SVM classification accuracy, which reflect in the following aspects. \( \sigma^2 \) mainly affects the complexity of the sample data for distribution in high dimensional feature space. \( C \) adjusts the confidence range of the learning machine and the proportion of experience risk in determining the feature space. Therefore, to ensure that the SVM has a high classification accuracy, it is necessary to select the appropriate \( \sigma^2 \) and \( C \). The procedure of using GA to optimize \( \sigma^2 \) and \( C \) can be described by the flow diagram as shown in Fig. 3:

FIGURE 3. The flow diagram of GA-SVM parameters optimization.
Step-1: The search intervals of $\sigma^2$ and $C$ are used as the initial population; the relevant parameters of GA are determined, including population size (generally ranging from 10 to 200), evolution algebra, selection probability, crossover probability, and mutation probability.

Step-2: A group of codes is randomly selected from the initial population as parents, and the fitness value of each individual is calculated; since the actual fault cases and the correct recognition rate of classification results fully reflect the classification accuracy of SVM, the correct classification rate is regarded as the fitness function of GA, and is defined as follows:

$$f(x) = \frac{x_1}{x_2}$$  \hspace{1cm} (13)

where $x_1$ is test samples correctly classified by SVM, $x_2$ is the number of actual test samples.

Step-3: Genetic operations are performed on the parents, including selection, crossover, and mutation; the selection method of roulette is used to carry out the genetic operation on the parents; with a certain selection probability (generally 0.08), individuals with higher fitness value are selected and inherited into the next generation population. The crossover probability ranges from 0.4 to 0.99; the mutation probability ranges from 0.0001 to 0.1.

Step-4: The procedure is stopped if the population’s maximum fitness converges or the evolution algebra reaches the set maximum algebra, and the individual with the highest fitness in the last generation is taken as the optimal solution; then the optimized $\sigma^2$ and $C$ are obtained; otherwise, the best individual in the parent generation is used to replace the worst individual in the generation population, and the generation population is converted into the parent, then steps-2 to 3 are repeated.

V. FAULT DIAGNOSIS BASED ON P-BOX AND GA-SVM

Fig. 4 shows a flow chart of fault diagnosis based on p-box and GA-SVM. Firstly, collect rolling bearing vibration signals of different faults on the mechanical fault simulation experiment platform. Secondly, adopt different p-box modeling methods to deal with the obtained signals. The raw data are firstly converted into p-boxes and then p-boxes are fused. Adopt feature extraction of p-box to conduct feature extractions for fused p-boxes. Obtain p-box feature vector of the N group. Train M groups. Test (N-M)groups. input M groups training feature vectors to the SVM. Use GA algorithm to train SVM parameters and optimizes SVM parameters. Obtain the trained SVM which can reduce the classification error. Input (N-M) groups test feature vector into the trained SVM. Finally, the status of the fault bearings is identified.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

A. EXPERIMENTAL DATA ACQUISITION

The fault signal of rolling bearing is used as the research object. The experimental platform is the QPZZ-II rotating machinery comprehensive fault simulation test bench. Signal acquisition is the PXI-1042Q NI high-performance sound vibration testing system. Software is the LabVIEW data acquisition software. Sensors are American M603C01 ICP PCB acceleration sensors. Fig. 5 shows the experimental apparatus. Fig. 6 shows the ICP sensor arrangement point.

Experimental bearing is NU205 cylindrical roller bearing. The line cutting grooves (length 15mm, width 0.5mm, deep 0.5mm) are cut out respectively in the outer ring and the inner ring, which are used to simulate the outer ring, inner ring damage fault respectively. The line cutting groove (width 0.5mm, deep 0.5mm) is cut out on one of the rolling elements, which is used to simulate the rolling element local damage. Fig. 7 shows fault bearing entities. Motor speed is 800r/min.

Rolling bearing fault characteristic frequency is obtained by theoretical formula, as shown in Table 1.
The sampling frequency is set to 1024Hz. Fig. 8 shows the time domain signals of the V direction.

Fig. 9 shows the time domain waveforms and the power spectrums of the experimental bearing acceleration signals with sampling frequency 10240Hz.

**B. LOW FREQUENCY’S EFFECT ON P-BOX**

Using the time domain signals with 1024 Hz, the p-boxes of V direction are established as shown in Fig. 10, where UB and LB denote the upper and lower bounds, respectively; N is normal bearing, IR inner ring fault, OR outer ring fault, and RE rolling element fault.

The overlaps between the p-boxes are serious, and the p-boxes cannot be separated from each other obviously in Fig. 10. Therefore, for high-frequency bearing signals, there is a distortion problem between the signals if the signals do not meet the sampling law. The distortion problem is not suitable for spectrum analysis but also for bearing fault diagnosis based on the p-box. Hence, using the p-box for the bearing fault diagnosis should also satisfy the sampling law. Then, the sampling frequency is considered as 10240 Hz as follows.

**C. RESULTS OF P-BOXES MODELING AND FUSION**

1) P-BOXES MODELING OF EXPERIMENTAL DATA

As the KPDT-PMM method for fault signal needs to obey someone type of probability distribution, this method does not be used as the experimental instructions in this paper. The
FF-PMM method and RDD-PMM method are used to p-box modeling of the data. Based on the vertical and horizontal signals with 10240 Hz, the different p-boxes are established by using FF-PMM method, as shown in Fig. 11.

![Figure 11](image1.png)

**FIGURE 11.** Experimental results by FF-PMM method along with the V and H directions.

A comparison of the p-boxes between the V and H directions can be found that the overlap areas are more or less among the different p-boxes (see projection in Fig. 11). Fusing the p-boxes between the H and V directions may improve the overlapping phenomenon.

Using RDD-PMM method, the p-boxes are obtained along with the V and H directions as shown in Fig. 12; to better present each p-box, we cropped each p-box data to the interval values between $-2$ and $2$.

![Figure 12](image2.png)

**FIGURE 12.** Experimental result by RDD-PMM method; (a) V direction; (b) H direction.

Comparison of the p-boxes between the V and H directions can be found that the p-box of N and the p-box of IR are separate in V direction but overlap in H direction; the p-box of OR and the p-box of RE are separate in V and H directions.

Comparing the p-boxes by FF-PMM method (Fig. 11) and the p-boxes by RDD-PMM method (Fig. 12) can be found that the compactness of the latter is higher than that of the former. This is because the process of RDD-PMM method does not exist in the process of feature extraction, which means there is no loss of statistical information for raw data.

It can be seen that there are some similarities and differences for the p-boxes of four conditions in Figs. 11 and 12, such as the compactness of the p-boxes, the overlapping area of the p-boxes, etc. It is demonstrated that the p-boxes in different directions are redundant and complementary to each other. It is necessary to study the fusion problem of p-boxes to realize the complementary utilization of p-boxes information in different directions.

2) P-BOXES FUSION

Fig. 13 shows the fusion results of the p-boxes between the V and H directions from Fig. 11. Similarly, the fusion results of the p-boxes between the V and H directions from Fig. 12 are shown in Fig. 14.

![Figure 13](image3.png)

**FIGURE 13.** Fusion the p-boxes of FF-PMM between the V and H directions.

The overlap of the p-boxes is improved after the fusion in Fig. 13, there is still a partial overlap at the bottom. Based on RDD-PMM method, the p-boxes are better separated after fusion in Fig. 14. It demonstrates that the fusion of the p-boxes is effective to realize the complementary utilization of p-boxes information in different directions.

D. SVM OPTIMIZED BY GA

1) FEATURE EXTRACTION OF P-BOXES

Use the feature extraction of p-box mentioned in Section III, the results of feature extraction for the 4 probability boxes in Fig. 17 are shown in Table 2. 150 groups of p-box feature vectors for each type of bearing are obtained respectively according to the experimental data. 100 groups are used for training, and the rest 50 groups are used for testing. The total sample number is 600 groups for 4 types of bearings. Training
sample set T1 accounts for 2/3 of the whole samples, and the test sample set T2 accounts for the rest 1/3. Table 2 shows the feature vector of a group of p-box. 8 features are obtained from 6 different cumulative uncertainty statistics methods.

2) OPTIMIZED SVM PARAMETERS RESULTS BY GA ALGORITHM
The optimal interval of $\sigma^2$ is set as $[0, 0.500]$ and $C$ as $[1, 2000]$. The parameter settings of the GA algorithm are shown in Table 3.

The error correction coding (ECC) method is considered to solve the multi classification SVM in this case. The patterns are normal bearing state, fault bearing inner ring state, outer ring fault bearing state and rolling element bearing state. Table 4 shows SVM with ECC code.

SVM1~SVM4 is one group, where the SVM1 regards the normal state as 1, and others as 0. SVM5~SVM8 is another group, where the SVM5 regards the normal state and rolling element fault as 1, and others as 0. According to Table 4, we can judge that it is the normal mode if the binary code is 10001001. As the SVM classification is not possible to achieve the correct recognition rate of 100%, the code 10001001 may not be obtained for the normal bearing signal. Hence, 8-bit binary codes obtained from eight SVM are compared with four ideal binary codes such as “10001001” and “Hamming distance minimization method”. The one with the minimum Hamming distance is regarded as the target. The method owns certain fault tolerance.

The correct identification rate is used as the optimization objective function. The optimization objects are the width of the kernel function $\sigma^2$ and the penalty coefficient $C$. The optimized results are shown in Table 5.

E. CLASSIFICATION RESULTS AND CONTRAST
The minimum Hamming distance method is used to compare the 8 SVM classification results, and the results obtained are shown in Table 6.

As can be seen from Table 6, although there are a small number of samples were identified errors in the rolling element fault, the method can fully identify the normal state of the bearing and the fault conditions of the outer ring and inner ring. Additionally, using SVM parameters without optimization, the experimental results showed that the total correct classification rate is 90.7%. Hence, the optimized SVM parameters are used in the following.

Table 7 shows the pattern recognition results obtained by different p-box modeling methods.

As shown in Table 6, the total correct recognition rate of RDD-PMM method is higher than that of FF-PMM method.

To demonstrate the effectiveness of the current method, the traditional statistical features are considered as the 8 feature vectors, i.e., waveform index, pulse index, peak value index and margin index, skewness index and kurtosis index, skewness index, and kurtosis index; then, the SVM is used as the pattern recognition tool. The sample data are still 600 groups. 2/3 are for testing and the remaining 1/3 are for identification. The results obtained are shown in Table 8.

The result shows that the total recognition rate of this method is better than that of the traditional feature extraction method.

“Composite multiscale fuzzy entropy is an effective method to analyze the complexity of time series in bearing fault diagnosis. It can not only reflect the complexity characteristics of time series from multiple scales, but also has the advantages of short data and good robustness. Fig. 15 presents the results of the composite multiscale fuzzy entropy for each bearing condition based on the current data, where the value of largest scale is 20, embedding dimension 2, gradient of exponent function 2, and similarity tolerance 0.15SD (SD denotes standard deviation of raw bearing data), respectively [33].”

In Fig. 15, “the fuzzy entropy of H is larger on the relatively large scale, and changes gently with the increase of the scale values; the curve of composite multiscale fuzzy entropy for other bearing conditions shows the obvious decreasing trend. In this contrastive study, the steps used in this method...
can be described as the following: Firstly, Total 600 samples were used in this study; the feature set was obtained by calculating the values of composite multiscale fuzzy entropy for each bearing condition. Then, 2/3 were for testing and the remaining 1/3 were for identification. Finally, the correct classification of faults can be given by the SVM model; the

| Rolling bearing state | Method 1 | Method 2 | Method 3 | Method 4 | Method 5 | Method 6 |
|-----------------------|----------|----------|----------|----------|----------|----------|
| Normal state          | 0.012    | -6.597   | 0.017    | [-0.053, -0.042] | [0.335, 0.346] | 5.490    |
| Inner ring fault      | 0.058    | -5.357   | 0.051    | [-0.124, -0.066] | [0.630, 0.665] | 5.458    |
| Outer ring fault      | 0.0427   | -5.088   | 0.0578   | [-0.064, -0.021] | [0.907, 0.910] | 5.299    |
| Rolling element fault | 0.023    | -6.059   | 0.031    | [-0.045, -0.020] | [0.491, 0.517] | 5.417    |

| Population size | The number of generation populations | Selection Method | Probability | Crossover Method | Probability | Mutation Method | Probability |
|-----------------|--------------------------------------|------------------|-------------|------------------|-------------|-----------------|-------------|
| 100             | 100                                  | Roulette         | 0.08        | Single-point     | 0.8         | Basic bit       | 0.1         |

| Rolling bearing state | SVM1 | SVM2 | SVM3 | SVM4 | SVM5 | SVM6 | SVM7 | SVM8 |
|-----------------------|------|------|------|------|------|------|------|------|
| Normal state          | 1    | 0    | 0    | 0    | 1    | 0    | 0    | 1    |
| Inner ring fault      | 0    | 1    | 0    | 0    | 0    | 0    | 1    | 0    |
| Outer ring fault      | 0    | 0    | 1    | 0    | 1    | 1    | 0    | 0    |
| Rolling element fault | 0    | 0    | 0    | 1    | 1    | 1    | 0    | 0    |

| SVM | SVM1 | SVM2 | SVM3 | SVM4 | SVM5 | SVM6 | SVM7 | SVM8 |
|-----|------|------|------|------|------|------|------|------|
| $\sigma^2$ | 23.42 | 20.01 | 26.31 | 92.53 | 7.35 | 84.19 | 83.71 | 51.53 |
| C   | 0.92 | 9.61 | 0.03 | 30.3 | 0.31 | 1.02 | 1.37 | 3.23 |

| Conditions          | Test sample number | Number of correct classifications | Number of error classification | Correct classification rate | Total correct classification rate |
|---------------------|--------------------|-----------------------------------|-------------------------------|----------------------------|----------------------------------|
| Normal state        | 50                 | 50                                | 0                             | 100%                        | 99.5%                            |
| Inner ring fault    | 50                 | 50                                | 0                             | 100%                        | 99.5%                            |
| Outer ring fault    | 50                 | 50                                | 0                             | 100%                        | 99.5%                            |
| Rolling element fault | 50                | 49                                | 1                             | 98%                         | 98%                              |

| P-box modeling method | Total sample number | Training sample number | Testing sample number | Total correct recognition rate |
|-----------------------|---------------------|------------------------|-----------------------|-------------------------------|
| FF-PMM method         | 600                 | 400                    | 200                   | 93.33%                        |
| RDD-PMM method        | 600                 | 400                    | 200                   | 99.5%                         |

| Method               | Total sample number | Training sample number | Testing sample number | Total correct recognition rate |
|----------------------|---------------------|------------------------|-----------------------|-------------------------------|
| New method           | 600                 | 400                    | 200                   | 99.5%                         |
| Traditional method   | 600                 | 400                    | 200                   | 86.15%                        |
experimental results showed that the total correct recognition rate is 83.70%, which is smaller than the correct recognition rates 93.33% and 99.5% from the proposed methods in this paper. It is because that the method of composite multiscale fuzzy entropy requires additional empirical effort in the bearing fault diagnosis [33]."

VII. CONCLUSION

The fault modeling method of the rolling bearing based on the p-box has been proposed. The modeling method makes up the defect of the traditional feature extraction method which discards the abundant probability statistics information, and the following conclusions can be obtained.

1. The influence of the sampling frequency on the overlapping degree of the p-box has been discussed. The experimental results show that the data of fault diagnosis based on the p-box must also satisfy the sampling law.

2. Employing the evidence theory, the p-boxes have been fused to reduce the overlapping degree; the p-boxes based on the RDD-PMM method have been better separated after fusion than the p-boxes established by the FF-PMM method.

3. The parameters of the SVM model have been optimized to improve the total correct classification rate; using SVM parameters with optimization, the experimental results showed that the total correct classification rate is 99.5%. However, the total correct classification rate is 90.7% under SVM parameters without optimization. Hence, the optimized SVM parameters are effective. Additionally, the experimental results showed that the total correct recognition rates of the traditional statistical feature extraction method and composite multiscale fuzzy entropy are 86.15% and 83.70%, respectively, which is smaller than the correct recognition rates from the proposed methods in this paper; then, the effectiveness of the current method has been demonstrated.
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