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Abstract—In recent studies, it could be shown that the energy
demand of Versatile Video Coding (VVC) decoders can be twice
as high as comparable High Efficiency Video Coding (HEVC)
decoders. A significant part of this increase in complexity is
attributed to the usage of new coding tools. By using a design
space exploration algorithm, it was shown that the energy
demand of VVC-coded sequences could be reduced if different
coding tool profiles were used for the encoding process. This
work extends the algorithm with several optimization strategies,
methodological adjustments to optimize perceptual quality, and
a new minimization criterion. As a result, we significantly improve
the Pareto front, and the rate-distortion and energy efficiency
of the state-of-the-art design space exploration. Therefore, we
show an energy demand reduction of up to 47% with less
than 30% additional bit rate, or a reduction of over 35% with
approximately 6% additional bit rate.
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I. INTRODUCTION

Since the beginning of the internet, global IP traffic is
constantly increasing. According to a report from 2019 [1],
the total IP traffic equaled 122 petabytes per month in 2017
and was predicted to be 396 petabytes per month in 2022, if a
compound annual growth rate of 26% is assumed. By 2022, a
share of 82% is attributed to video content such as video-on-demand streaming or video conferencing. The growing
demand for higher resolution content led to the development of
the video standard Versatile Video Coding (VVC), which was
standardized in 2020. With VVC it is possible to reduce the
bit rate by 50% in relation to its predecessor High-Efficiency Video Coding (HEVC) at an equal subjective quality [2]. This
is achieved by using several new coding tools and an enhanced
partitioning scheme. However, the increased compression ef-
ficiency is at the cost of increased complexity for both the
coder and the decoder.

With Green Metadata [3] one can control the decoder com-
plexity since it enables an additional communication channel
from the decoder to the encoder. In the Green Metadata version
for VVC, there are three methods specified that enable a
request of the decoder for a complexity reduction. First, the
reduction of decoder operations in the encoder. Secondly, spa-
tial and temporal scaling. Finally, a coding tool configuration
that can disable the usage of loop filters or the usage of intra
prediction in B-frames. Furthermore, it is possible to request
one of four user defined coding tool profiles (CTPs).

In [4], it is shown that the energy demand of HEVC
decoders is 40% to 50% lower than comparable VVC decoder
implementations. Furthermore, the authors propose an algo-
rithm that is based on a greedy strategy based design space
exploration (DSE) that derives energy efficient CTPs. This
reduces the energy demand of VVC decoders by controlling
the usage of specific coding tools in the encoder. Thereby,
the authors show that the energy demand of VVC encoded
bit streams is reduced by up to 50% with an additional
bit rate of up to 25% in relation to the default usage of
coding tools in VVC. As a result, the energy efficiency of the
proposed CTPs was significantly improved over HEVC with a
significantly lower additional bit rate. However, the algorithm
was only optimized on minimal energy demand. In [5], the
authors refined the proposed CTPs by selecting coding tools
without changing the algorithm of [4]. It was shown that the
additional bit rate is reduced and the energy reductions are still
preserved for a similar encoding time as the medium preset of
VVenC, which is an optimized VVC encoder implementation.
However, there is no algorithmic solution to get CTPs that
have a low bit rate increase.

In this paper, we provide an algorithmic and methodological
solution to enhance the design space exploration. Therefore,
we have the following contributions:

• Evaluation of the algorithm with optimized VVC software
• Optimization on the perceptual quality by using VMAF
• Enhanced optimization strategies for DSE
• Proposal of multiple CTPs based on a joint optimization
  of energy and rate-distortion efficiency

The state-of-the-art DSE algorithm will be explained in
Section II. Afterward, we show the modifications and proposed
optimization strategies in Section III. Then, we present the
used setup and metrics in Section IV. In Section V, we show
the evaluated results and propose several coding tool profiles
that optimize the energy efficiency of VVC and also jointly
optimize the compression and energy efficiency. Finally, in
Section VI we will conclude this paper with a summary and
an outlook for future research.

II. STATE-OF-THE-ART DSE ALGORITHM

For this paper, we use the state-of-art DSE algorithm of [4]
as a baseline for our improvements. The method optimizes the
decoder energy demand by switching the usage of selected
tools in the encoder. Therefore, a coding tool profile (CTP)
vector $u$ is defined, which describes the usage characteristic of a set of coding tools. The goal is to find a CTP that has a minimal energy demand, which is expressed by the following optimization function
\[
\min_u \text{BDDE-PSNR} = \min_u f(u).
\]
(1)
The reduction of the decoding energy demand is evaluated with the Bjøntegaard-Delta decoding energy (BDDE-PSNR) metric. This metric evaluates the energy savings at an equal PSNR and will be explained in detail in Section IV. The algorithm in [4] evaluates the energy efficiency of each coding tool first, and based on the energy efficiency in terms of BDDE-PSNR, changes the usage of each coding tool if the energy efficiency was improved. This is done in multiple iterations and for each iteration, the energy efficiency is evaluated in relation to the reference. Furthermore, for each coding tool that improves energy efficiency within one iteration compared to the iteration reference, the usage of the corresponding tool is changed for the reference CTP of the next iteration. As a consequence, the usage of single or multiple coding tools can be changed within one iteration. The algorithm terminates if the reference CTP of an iteration is the same as in a previous iteration.

III. PROPOSED OPTIMIZED STRATEGIES FOR DSE

In contrast to [4], we optimize the energy demand on the metric Video Multimethod Assessment Fusion (VMAF), which claims to predict the subjective quality with higher accuracy than PSNR [6]. Therefore, we change the minimization criterion in this work to
\[
\min_u \text{BDDE-VMAF} = \min_u f(u),
\]
(2)
which improves the energy demand for the same perceptual quality in terms of VMAF.

According to the optimization strategy in [4], it was possible to switch the usage of every coding tool that improved the energy efficiency. Therefore, we propose to limit the maximum number of allowed coding tools that can be changed after one iteration to one. Therefore, only the usage of the coding tool with the lowest BDDE value is changed, and the remaining coding tools are unchanged even though the energy efficiency of those coding tools is improved.

Furthermore, we improve the optimization criterion of (2) by jointly optimizing BDDE and BDR to derive CTPs that maximally improve the energy efficiency for a given additional bit rate. Therefore, we have the following optimization function for the joint optimization
\[
\min_u (\text{BDDE-VMAF} + \text{BDR-VMAF}) = \min_u f(u).
\]
(3)

In this paper, the optimization function (3) will be called Combined (C), and (2) will be called Energy (E). To distinguish the optimization strategies and functions, we use the following abbreviation scheme. The first letter denotes the type of optimization function (E or C). The second letter stands for the applied optimization strategy, denoted by $l$ if only one tool can be switched, or by $A$ if all coding tools can be changed. In summary, this corresponds to the following four optimization strategies that will be evaluated to derive optimal CTPs: $EA$, $E1$, $CA$, $Cl$. Strategy $EA$ corresponds to the method that was originally proposed in [4].

IV. SETUP AND METRICS

For the evaluation of the DSE, we use two practical implementations of VVC, which are VVenC [7] for encoding of bit streams and VVdeC [8] for decoding. For VVenC and VVdeC, we both use version 1.30 of the repositories in [9] and [10], respectively.

To measure the objective visual quality of the encoded bit streams, we both use PSNR [11] and VMAF. For the calculation of VMAF, we use version 2.3.0 of [12].

For the measurement of the decoding energy demand, we use a desktop PC with CentOS and an Intel i7-8700 CPU, which has six cores and uses the x86 architecture. Furthermore, the CPU has an integrated power meter that enables power measurements [13]. To ensure statistical correctness, we conduct multiple measurements and verify those with a confidence interval test that was also used in [4].

As test sequence sets, we use two sets, which are the common test condition set of JVET [14], for which we used the sequences of classes A1-D, and the test set by the ultra video group (UVG) [15], which has sequences with 4K and full HD resolution and a frame rate of up to 120 frames per second.

In this paper, we evaluate the same set of coding tools as in [4], and additionally evaluate the coding tools motion compensated temporal filtering (MCTF) and transform skip residual coding (TSRC). A detailed description of all 30 coding tools that were evaluated can be found in [16].

To evaluate the energy and compression efficiency, we use the following Bjøntegaard-Delta (BD) metrics based on the descriptions in [4]: BDDE-PSNR, BDDE-VMAF, BDR-PSNR, and BDR-VMAF. For the evaluation of the compression efficiency, we use Bjøntegaard-Delta Bit Rate (BDR) to evaluate the bit rate increase or decrease for the same objective visual quality in terms of PSNR or VMAF. Accordingly, we use Bjøntegaard-Delta Decoding Energy (BDDE) to evaluate energy efficiency for the same visual quality level. Throughout this work, the slower preset of VVenC will be the reference for the BD-metric calculations.

V. EVALUATION

A. Design Space Exploration and Derivation of CTPs

As explained in Section III, we use four optimization strategies to explore our design space. The goals are to find CTPs that have minimum energy demand ($EE$ - Energy Efficient), CTPs with a maximum joint efficiency improvement of energy and bit rate ($EBE$ - Energy and Bit Rate Efficient), or CTPs with a low-bit rate increase and high energy savings ($LBE$ Low Bit Rate Energy Efficient).
For the DSE algorithm, each CTP was encoded with 128 frames for all class B sequences. In Figure 1, the results are shown for each optimization strategy with a separate color. Each marker corresponds to a CTP that was compared to the slower preset. Furthermore, a Pareto front is shown (green line) that shows the optimal energy efficiency for a given rate-distortion efficiency.

For the EA strategy (green markers), it can be determined that there are no CTPs that have a BDR-VMAF value of less than 10%. The lowest BDDE-VMAF value for EA is -41.73%. However, the highest energy efficiency among all CTPs was measured for the E1 strategy (orange markers) with a BDDE-VMAF value of -45.31%. Furthermore, in Figure 1, it can be observed that the E1 strategy has a broad distribution of CTPs from a BDR-VMAF value of 5% up to 40%. However, the rate-distortion efficiency is significantly lower compared to the Combined strategies for low bit rate increases.

For the Combined optimization strategies, we determine that the Pareto front in Figure 1 is shifted to the left, which corresponds to less additional bit rate for the same energy savings. For the CA strategy (yellow markers), two main cluster points are surrounded by a large number of CTPs, which are around 5% and 20% BDR-VMAF. Furthermore, there are a few CTPs at 9% BDR-VMAF with a BDDE-VMAF value of -35%. For the C1 strategy (red markers), we determine that most CTPs are between 0% and 7% BDR-VMAF, resulting in a shift of the Pareto front to the left for low bit rate increases. Therefore, energy savings of up to -30% are possible for a bit rate increase of 5%.

### B. Validation of the Proposed CTPs

Based on the results of all optimization strategies, we select for each strategy one CTP with minimum energy demand, which will be called EE, and one CTP with a minimal sum of BDDE and BDR, which will be called EBE. Furthermore, we select four LBE CTPs that have a bit rate increase of less than 5%. The usage of the corresponding coding tools for each CTP is given in Table II. Furthermore, the evaluation in terms of the BDR and BDDE metrics are shown in Table I. In subtable (a), the results for the JVET sequences set are shown and in subtable (b), the corresponding results for the UVG set are given. For comparison, we provide the values for the presets slow and medium of VVenC. Additionally, we show the results for the proposed CTPs in Figure 2 for the JVET set. For reference, the results of the EE and EBE CTP of [4] are also shown. We observe that the E1 EE CTP has the lowest BDDE-VMAF value with -45.31%. Furthermore, we show in the figure that each EE CTP has both a higher energy and rate-distortion efficiency than the corresponding profile of [4]. For the EBE, we have the same observation for the proposed CTPs compared to the EBE CTP of [4].

In addition, we also propose four CTPs with a bit rate increase of less than 5%. These CTPs are enumerated in ascending order of the additional bit rate increase. For the LBE 1 CTP, we measure an energy optimization of -4.86% and a bit rate optimization of -0.25%. For the LBE 4 CTP, the energy demand is reduced by over -25% with an additional bit rate that is comparable to the preset slow.
For the UVG set, the observations are very similar to the JVET set. For the E1 EE CTP, we determine an improvement of ~47.12\% in terms of BDDE-VMAF. The EBE CTPs improve the energy demand by approximately ~37\% for the same additional bit rate as the medium preset. The LBE 4 CTP has a similar compression efficiency as the preset slow and achieves an energy demand improvement of ~19.94\%.

The results of BDDE-PSNR in Table I are slightly higher than the corresponding BDDE-VMAF value. However, for BDR-PSNR, the differences are significantly larger in relation to BDR-VMAF. Especially, for EBE CTPs, that are also optimized on BDR-VMAF, a difference of up to ~94\% can be observed. This indicates that the optimization strategies can optimize perceptual quality that is measured by VMAF.

In Table II, the usage of each coding tool is shown. For the E1 EE CTP, it can be observed that all in-loop filter coding tools and several others such as DMVR and BDOF are not used. However, for the C1 EBE profile, we determine that ALF, which is an in-loop filter, is used by the CTP along with other coding tools such as AFFINE, MIP, and LFNST. Those coding tools offer a reasonable trade-off in terms of rate distortion and energy efficiency.

In summary, the joint optimization of the compression and energy efficiency provided CTPs with a low increase in bit rate and a significant improvement in energy efficiency. The usage of the C1 optimization strategy is useful for low bit rate increases. The highest improvement in terms of energy efficiency is achieved with the E1 strategy, but other strategies provided similar improvements in terms of energy efficiency.

### VI. Conclusion

In this paper, we optimized the DSE algorithm by applying several optimization strategies. It was shown that the E1 strategy has the highest improvement in energy efficiency. Furthermore, we showed that the joint optimization of the energy and compression efficiency provides energy savings close to ~40\% with an additional bit rate of 10\%. For a low bit rate increase of less than 10\%, the strategies provide a plethora of coding tool profiles that can be selected. In summary, we proposed 16 coding tool profiles that optimize the energy demand by ~25\% for 5\% additional bit rate, by ~40\% for 10\% additional bit rate, and by up to ~45\% with 27\% additional bit rate for the JVET sequence set.

In future work, we will evaluate the DSE algorithm on the encoder complexity optimization. Furthermore, we will study the possibilities of the DSE to reduce the decoder complexity.
TABLE II: Proposed EE and EBE profiles for all CTP as derived by the DSE algorithm. Furthermore, four LBE CTPs are given. Coding tools that are used in a CTP are denoted by ✓ and disabled coding tools by ✗.

| Tool      | CTPs [4] | EA | EE | E1 | CA | C1 | LBE |
|-----------|----------|----|----|----|----|----|-----|
| Intra     |          |    |    |    |    |    |     |
|           |          |    |    |    |    |    |     |
| AFFINE    | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| AMVR      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| BCW       | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| BDFO      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| CIIP      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| DMVR      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| GPM       | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| MMVD      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| PROF      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| SBTMVP    | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| SMVD      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| Transform & Quantization |          |    |    |    |    |    |     |
| DQ        | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| ICCC      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| LFNST     | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| MTS       | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| SBT       | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| TSRC      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| In-Loop Filter |          |    |    |    |    |    |     |
| ALF       | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| CCALF     | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| DBF       | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| LMCS      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| SAO       | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| Others    |          |    |    |    |    |    |     |
| BDPCM     | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| BLC       | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| CST       | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |
| MCTF      | ✓         | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   |

of other video codecs. Finally, a method shall be developed that comprises all optimization strategies to target certain pre-defined bit rate increases.
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