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Abstract

Recently, it was proved by Bérczi and Schwarcz that the problem of factorizing a matroid into rainbow bases with respect to a given partition of its ground set is algorithmically intractable. On the other hand, many special cases were left open.

We first show that the problem remains hard if the matroid is graphic, answering a question of Bérczi and Schwartz. As another special case, we consider the problem of deciding whether a given digraph can be factorized into subgraphs which are spanning trees in the underlying sense and respect upper bounds on the indegree of every vertex. We prove that this problem is also hard. This answers a question of Frank.

In the second part of the article, we deal with the relaxed problem of covering the ground set of a matroid by rainbow bases. Among other results, we show that there is a linear function $f$ such that every matroid that can be factorized into $k$ bases for some $k \geq 3$ can be covered by $f(k)$ rainbow bases if every partition class contains at most 2 elements.

*Most of the work was done while this author was part of TU Ilmenau, Germany.
†Supported by project GA20-09525S of the Czech Science Foundation.
1 Introduction

This article deals with some problems on factorizing the common ground set of two matroids. Any undefined notions can be found in Section 2.

Several problems involving common bases of two matroids have played a significant role in the history of combinatorial optimization. Nevertheless, the algorithmic complexity of the question whether the common ground set of two given matroids can be factorized into a collection of $k$ common bases remained open for a long time. An important result of Harvey, Király and Lau [16] shows the equivalence of this problem to a seemingly much less general one. Namely, they show that this general problem is equivalent to its special case when one of the two matroids is a unitary partition matroid, that is, the direct sum of uniform matroids of rank 1. Such a matroid can be thought of as a partition of the elements of the first matroid and a common basis of both matroids is a basis of the first matroid which is rainbow with respect to that partition, meaning it contains at most one element of each partition class.

The above problem hence reduces to the question whether given a matroid $M$ and a partition of $E(M)$, we can factorize $M$ into $k$ rainbow bases.

Unfortunately, this latter problem has been proven to be algorithmically intractable by Bérczi and Schwarcz [5]. Firstly, they showed that this problem cannot be solved efficiently in the independence oracle model and secondly, they showed that some NP-hard problems appear as special cases of this problem.

Despite the results of Bérczi and Schwarcz showing the intractability of the general matroid factorization problem, there are still many natural combinatorial problems appearing as special cases of the matroid factorization problem whose tractability is interesting in its own right. One of the most important examples is the problem of factorizing the arc set of a given digraph $D$ into a collection of arc-disjoint $r$-arborescences for some given root vertex $r \in V(D)$. This problem has been dealt with by Edmonds [8]. It can be viewed as the special case of the problem of factorizing a given matroid into rainbow bases with respect to a given partition of its elements, where the matroid is the cycle matroid of a graph $G$ and every partition class of the partition is associated to a vertex $v \in V(G)$ in such a way that every vertex of $G$ except one is associated to exactly one partition class and the edges of each partition class induce a star at their associated vertex. The crucial observation of Edmonds is that in this setting, a factorization of the matroid into $k$ rainbow bases exists if and only if two natural necessary conditions are satisfied. Firstly, a factorization of the matroid into $k$ bases must exist when disregarding the partition of its element set. Such a matroid is called a $k$-base matroid and in the graphic case, we speak of a $k$-multiple tree. Note that 2-base matroids are also referred to as block matroids. Secondly, every partition class needs to be of size at most $k$.

These two conditions do not continue to guarantee a factorization into rainbow bases when the conditions on the particular structure of the matroid and the classes of the partition are dropped. As mentioned by Chow [7] and by Fekete and Szabó [10, 11], for a first well-known counterexample, we can consider the cycle matroid of $K_4$ together with the partition in which every pair of
non-adjacent edges forms a partition class. More generally, it is not hard to see
that counterexamples can be obtained by considering the cycle matroid of an
odd wheel together with the unique partition of its element set in which each
partition class contains the elements corresponding to one spoke edge and the
rim edge that is antipodal to the endpoint of the spoke edge on the outer cycle.
For an illustration, see Figure 1.

![Figure 1: A $K_4$ and a wheel on 8 vertices together with the described edge
partition.](image)

Brualdi and Hollingsworth [6] conjectured that $K_4$ is the only negative in-
stance among a class of similar graphic matroids with edge partitions. The
conjecture states that if $M$ is the cycle matroid of the complete graph $K_n$ for
some even integer $n \geq 6$ and every partition class corresponds to a perfect
matching of this graph, then a factorization of $M$ into rainbow bases exists.
Several partial results on this conjecture have been obtained, see [17], [20] and
[15].

In the light of the results of Bérczi and Schwarcz and of Edmonds, it is
natural to ask about the complexity of factorizing a given matroid into rainbow
bases with respect to a given partition when the conditions are somewhat relaxed
in comparison to Edmonds’ setting. The first contribution of this article is to
provide two negative results in that direction.  

In the first setting, we relax the condition of every partition class inducing a
star at a vertex and only maintain the condition of the matroid being graphic.
In a graph-theoretical formulation, we consider the problem RST$kF$ in which we
are given a $k$-multiple tree $G$ and a partition of $E(G)$ and need to decide whether
$G$ can be factorized into a collection of $k$ rainbow spanning trees. Observe that
this setting includes the instances depicted in Figure 1. Using a reduction that
builds on the example of $K_4$ depicted in Figure 1, we provide the following
result.

**Theorem 1.** $RSTkF$ is NP-hard for any $k \geq 2$.

This answers a question of Bérczi and Schwarcz [5].

---

1After this paper was submitted for publication, we were informed by K. Bérczi that related
results were independently obtained in the paper [4] by Bérczi, Csáji, and Király. This includes
the $k = 2$ case of Theorem 1.
Next, we deal with a setting in which, in comparison to Edmonds’ setting, the condition of the partition matroid being unitary is relaxed. In a graph-theoretical formulation, we are given a digraph $D$ that is an orientation of a $k$-multiple tree and such that for every $v \in V(D)$, there is an integer $\alpha_v$ such that $d^+_D(v) = \alpha_v k$. We then need to decide whether $D$ can be factorized into a collection of subgraphs $(H_1, \ldots, H_k)$ such that each $H_i$ is a spanning tree in the underlying sense and satisfies $d^+_H(v) = \alpha_v$ for all $v \in V(D)$. We denote this problem by BST$k$F. Frank \cite{Frank:1986} conjectured that this problem could be dealt with in a similar way as the one in Edmonds’ setting. This conjecture was refuted by Király \cite{Király:2007} by pointing to a result of Fekete and Szabó \cite{Fekete:2002}. Later, Frank \cite{Frank:2004} asked about the computational complexity of BST$k$F. We give the following answer to this question using Theorem 1 for a reduction.

**Theorem 2.** BST$k$F is NP-hard for any $k \geq 2$.

One interesting feature of the examples in Figure 1 and also of the negative instances created in the reductions proving Theorems 1 and 2 is that they always contain some partition classes whose size equals the number of bases we wish to factorize the matroid into. We would like to understand whether the situation gets brighter when the size of the partition classes is small in comparison to the number of bases we wish to factorize the matroid into. Observe that this problem no longer corresponds to factorizing the common ground set of an arbitrary matroid and a unitary partition matroid into common bases. On the other hand, it corresponds to both the factorization of the ground set of an arbitrary matroid into bases which are independent in a unitary partition matroid and to the factorization of the ground set into common bases of the arbitrary matroid and a truncation of the unitary partition matroid. We here give the following, rather optimistic conjecture:

**Conjecture 3.** Let $M$ be a $k$-base matroid for some positive integer $k$ and let $P$ be a partition of $E(M)$ such that $|X| \leq k - 1$ holds for every $X \in P$. Then $M$ can be factorized into $k$ rainbow bases.

Observe that the case $k = 2$ is trivial. We hence focus on the first non-trivial case, namely the partition classes being of size 2. We believe that an answer to the following special case of Conjecture 3 would already be very interesting.

**Conjecture 4.** Let $M$ be a $k$-base matroid for some $k \geq 3$ and let $P$ be a partition of $E(M)$ such that $|X| \leq 2$ holds for every $X \in P$. Then $M$ can be factorized into $k$ rainbow bases.

K. Bérczi and T. Király kindly pointed out to us that Conjectures 3 and 4 are implied by the following conjecture of Aharoni and Berger, stated as Conjecture 1.4 in \cite{Aharoni:2007} and attributed there to \cite{Aharoni:2000} (see also \cite{Conjecture 1.5} for a slightly different version):

**Conjecture 5.** If $M$ and $N$ are matroids on the same ground set $E$ such that $E$ can be covered by $k$ independent sets of $M$ as well as by $\ell$ independent sets of $N$ where $1 \leq k \leq \ell$, then $E$ can be covered by $\max\{k + 1, \ell\}$ common independent sets of $M$ and $N$. 


The second contribution of this article is a collection of results making some progress toward Conjecture 4. Observe that factorization problems are the intersection of two different classes of problems, namely packing and covering problems. When we are given a \( k \)-base matroid and a partition of its ground set, the question whether this matroid can be factorized into \( k \) rainbow bases, whether it contains a packing of \( k \) rainbow bases and whether it can be covered by \( k \) rainbow bases are all equivalent. Hence Theorems 1 and 2 imply hardness results for the packing and covering versions of these problems. Interestingly, most attempts to approach problems of factorization of matroids into common bases have so far used the packing perspective. For example, most of the aforementioned partial results for the conjecture of Brualdi and Hollingsworth are packing results. Horn and Nelsen [18] approach a problem which is closely related to Conjectures 3 and 4 through a packing result relying on algebraic methods.

We take a different approach, namely we give some approximate versions for Conjecture 4 from the covering perspective. We give the following result for \( k \geq 4 \). We say that a partition is \( p \)-bounded if each of its partition classes contains at most \( p \) elements.

**Theorem 6.** Let \( M \) be a \( k \)-base matroid where \( k \geq 4 \) and \( k = 2\alpha + \beta \) for some nonnegative integers \( \alpha \) and \( \beta \) and \( \mathcal{P} \) a \( 2 \)-bounded partition of \( E(M) \). Then \( E(M) \) can be covered by \( 5\alpha + 4\beta \) bases of \( M \) which are rainbow with respect to \( \mathcal{P} \).

In order to extend our proof for \( k = 3 \), we need to slightly alter our proof technique. This leads to the following somewhat worse bound.

**Theorem 7.** Let \( M \) be a \( 3 \)-base matroid and \( \mathcal{P} \) a \( 2 \)-bounded partition of \( E(M) \). Then \( E(M) \) can be covered by 13 bases of \( M \) which are rainbow with respect to \( \mathcal{P} \).

In the light of these results, the question whether they could be extended to \( k = 2 \) becomes one of independent interest. Unfortunately, our techniques do not yield a similar result for this case. However, as a first step toward such a theorem, we are able to show the following result.

**Theorem 8.** Let \( M \) be a \( 2 \)-base matroid and \( \mathcal{P} \) a \( 2 \)-bounded partition of \( E(M) \). Then \( E(M) \) can be covered by \( O(\log(|E(M)|)) \) bases of \( M \) which are rainbow with respect to \( \mathcal{P} \).

The rest of this article is structured as follows. In Section 2 we give some more formal definitions of the objects in consideration and list some preliminary results. In Section 3, we give the proofs of Theorems 1 and 2. Next, in Section 4, we prove Theorems 6 to 8. Finally, in Section 5, we conclude with a discussion of our results.
2 Definitions and preliminaries

In this section, we give all the notation and preliminary results we need for our main proofs. After giving some basic notation in Section 2.1 we give formal descriptions of all the algorithmic problems considered in Section 2.2. In Section 2.3, we give some simple properties of graphs. In Section 2.4, we describe a new class of graphs we need for one of our reductions in Section 3.

2.1 Notation

When we speak of a collection of disjoint objects, we mean that they are pairwise disjoint. Graphs are considered to be undirected and graphs and digraphs may have parallel edges and arcs, respectively. Let \( G \) be a graph. We denote the vertex set of \( G \) by \( V(G) \) and the edge set of \( G \) by \( E(G) \). For some disjoint \( X, Y \subseteq V(G) \), we denote by \( \delta_G(X, Y) \) the set of edges in \( E(G) \) which have one endvertex in \( X \) and one endvertex in \( Y \). We abbreviate \( \delta_G(X, V(G) - X) \) to \( \delta_G(X) \). Further, we use \( d_G(X, Y) \) for \( |\delta_G(X, Y)| \) and \( d_G(X) \) for \( |\delta_G(X)| \).

Let \( D \) be a digraph. We denote the vertex set of \( D \) by \( V(D) \) and the arc set of \( D \) by \( A(D) \). For some disjoint \( X, Y \subseteq V(D) \), we denote by \( \delta_D(X, Y) \) the set of arcs in \( A(D) \) whose tail is in \( X \) and whose head is in \( Y \) and we abbreviate \( \delta_D(V(D) - X, X) \) to \( \delta_D(X) \). Further, we use \( d_D(X, Y) \) for \( |\delta_D(X, Y)| \) and \( d_D(X) \) for \( |\delta_D(X)| \). For a single vertex \( v \), we often use \( v \) instead of \( \{v\} \).

The graph that is obtained from a digraph \( D \) by replacing every arc \( a \in A(D) \) by an edge containing the same two vertices as \( a \) is called the underlying graph \( UG(D) \) of \( D \). Given a graph \( G \), an orientation of some \( e \in E(H) \) is an arc containing the same two vertices as \( e \). A digraph that is obtained from \( G \) by replacing every arc \( e \in E(G) \) by an orientation of itself is called an orientation of \( G \).

Given a graph \( H \), a subgraph of \( H \) is a graph \( H' \) with \( V(H') \subseteq V(H) \) and \( E(H') \subseteq E(H) \). Further, we say that \( H' \) is spanning if \( V(H') = V(H) \). A factorization of \( H \) is a collection of spanning subgraphs \( (U_1, \ldots, U_k) \) of \( H \) such that \( \bigcup_{i=1}^k E(U_i) = E(H) \) and for all \( i, j \in \{1, \ldots, k\} \) with \( i \neq j \), we have \( E(U_i) \cap E(U_j) = \emptyset \). We use similar definitions for digraphs.

A graph \( T \) is called a tree if \( d_T(X) \geq 1 \) for all nonempty \( X \subseteq V(T) \) and \( T \) is minimal with that property with respect to edge-deletion. Given a graph \( G \), a spanning subgraph \( T \) of \( G \) is called a spanning tree of \( G \) if \( T \) is a tree. A graph that admits a factorization into \( k \) spanning trees is called a \( k \)-multiple tree. We abbreviate a 2-multiple tree to a double tree. An orientation \( \vec{T} \) of a tree \( T \) in which \( d_{\vec{T}} - v \) holds for all \( v \in V(T) - r \) for some \( r \in V(T) \) is called an \( r \)-arborescence.

For basics on matroid theory, see [12], Chapter 5. Given a matroid \( M \), we use \( r_M \) to denote the rank function of \( M \) and refer to the elements of \( M \) by \( E(M) \). If there is a collection \( (B_1, \ldots, B_k) \) of bases of \( M \) such that \( \bigcup_{i=1}^k B_i = E(M) \) and \( B_i \cap B_j = \emptyset \) for all \( i, j \in \{1, \ldots, k\} \) with \( i \neq j \), we say that \( M \) is a \( k \)-base matroid and \( (B_1, \ldots, B_k) \) is a factorization of \( M \) into bases. A partition matroid is a matroid that is the direct sum of uniform matroids. Moreover, if
each of these uniform matroids is of rank 1, it is a unitary partition matroid. If a matroid is isomorphic to the cycle matroid of a graph, we call it graphic.

Given a partition $\mathcal{P}$ of a ground set $E$ and an integer $p$, we say that $\mathcal{P}$ is $p$-bounded if $|X| \leq p$ for all $X \in \mathcal{P}$, and that $\mathcal{P}$ is $p$-uniform if $|X| = p$ for all $X \in \mathcal{P}$. Further, we say that a subset $S$ of $E$ is rainbow with respect to $\mathcal{P}$ if $|S \cap X| \leq 1$ for all $X \in \mathcal{P}$. We do not specify the partition if it is clear from the context.

## 2.2 Algorithmic problems

We here give the formal descriptions of the algorithmic problems considered in this article. The first two problems are those considered in Theorems 1 and 2.

Rainbow Spanning Tree $k$-Factorization (RST$k$F):

**Input:** A $k$-multiple tree $G$, a $k$-uniform partition $\mathcal{P}$ of $E(G)$.

**Question:** Can $G$ be factorized into $k$ rainbow spanning trees?

Bounded Spanning Tree $k$-Factorization (BST$k$F):

**Input:** A digraph $D$, a function $g : V(D) \to \mathbb{Z}_{\geq 0}$.

**Question:** Can $D$ be factorized into $k$ arc-disjoint subgraphs $(T_1, \ldots, T_k)$ such that for all $i \in \{1, \ldots, k\}$, $UG(T_i)$ is a spanning tree of $UG(D)$ and $d_{AX(T_i)}(v) \leq g(v)$?

The last two problems are useful for the reduction in the proof of Theorem 1.

Monotonic NAE3SAT (MNAE3SAT):

**Input:** A set of variables $X$, a set of clauses $C$ each containing 3 nonnegated variables of $X$.

**Question:** Is there a truth assignment $\phi : X \to \{true, false\}$ such that each clause contains at least one true and at least one false literal?

$k$-Colorability ($k$COL):

**Input:** A graph $G$.

**Question:** Is there a proper vertex-coloring of $G$ using at most $k$ colors?

The following results can be found in [21] and [14], respectively.

**Proposition 9.** MNAE3SAT is NP-hard.

**Proposition 10.** $k$COL is NP-hard for any $k \geq 3$.  
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2.3 Basic graph properties

We here give a collection of basic graph properties which will be useful for the reductions in Section 3. Due to their simplicity, we omit their proofs.

**Proposition 11.** Let $G_1, \ldots, G_t$ be a set of graphs whose vertex sets are disjoint and for every $i = 1, \ldots, t$, let $T_i$ be a subgraph of $G_i$ and $v_i \in V(T_i)$. Further, let $G$ be obtained from the union of the graphs $G_i$ by identifying the vertices $v_i$ for $i = 1, \ldots, t$ and let $T$ be obtained from the union of the graphs $T_i$ by identifying the vertices $v_i$ for $i = 1, \ldots, t$. Then $T$ is a spanning tree of $G$ if and only if $T_i$ is a spanning tree of $G_i$ for $i = 1, \ldots, t$.

**Proposition 12.** Let $G$ be a graph isomorphic to $K_4$ and $v \in V(G)$. Further, let $(F_1, F_2)$ be a partition of $\delta_G(v)$. Then there is a spanning tree factorization $(T_1, T_2)$ of $G$ such that $F_1 \subseteq E(T_1)$ and $F_2 \subseteq E(T_2)$ if and only if $F_1 \neq \emptyset$ and $F_2 \neq \emptyset$.

The next result is an immediate consequence of the fact that the edge set of a complete regular bipartite graph can be partitioned into perfect matchings.

**Proposition 13.** Let $G$ be a complete bipartite graph with partition classes $A$ and $B$ where $|A| = k$ and $|B| = k - 1$ for some $k \in \mathbb{Z}_+$. Further, let $\sigma : A \rightarrow \{1, \ldots, k\}$ be a bijection. Then there is a function $\phi : E(G) \rightarrow \{1, \ldots, k\}$ such that $\phi(\delta_G(b)) = \{1, \ldots, k\}$ for all $b \in B$ and $\phi(\delta_G(a)) = \{1, \ldots, k\} - \sigma(a)$ for all $a \in A$.

2.4 Marihuana leaves

We now give a construction of a class of graphs that plays a significant role in the reduction in Section 3.1. This construction is first mentioned by Chow in [7] where it is attributed to McDiarmid.

A $k$-marihuana leaf is obtained from $K_4$ by choosing a vertex $v$ and replacing each edge incident to $v$ by $k$ parallel copies of itself. Observe that $K_4$ is a 1-marihuana leaf. An illustration can be found in Figure 2.

We now collect some properties of marihuana leaves.

**Proposition 14.** Let $G$ be a $(k - 1)$-marihuana leaf. Further, let $A$ be a set of $k - 1$ parallel edges and $a$ be the unique edge disjoint from the edges in $A$. We similarly define $B, b, C,$ and $c$ in a way such that $A \cup B \cup C \cup \{a, b, c\} = E(G)$. Now the following hold:

(a) Let $i, j, \ell \in \{1, \ldots, k\}$ with $j \neq \ell$ and $i \in \{j, \ell\}$, and let $(T_1, \ldots, T_k)$ be a factorization of $G$ that satisfies the following conditions:

- for $p \in \{1, \ldots, k\} - i$, $T_p$ contains exactly one edge of $A$,
- $T_i$ contains $a$,
- for $p \in \{1, \ldots, k\} - j$, $T_p$ contains exactly one edge of $B$,
- $T_j$ contains $c$. 


• for $p \in \{1, \ldots, k\} - \ell$, $T_p$ contains exactly one edge of $C$,
• $T_\ell$ contains $b$.

Then for $p = 1, \ldots, k$, we have that $T_p$ is a spanning tree of $G$.

(b) Let $(T_1, \ldots, T_k)$ be a spanning tree factorization of $G$ such that $|E(T_i) \cap (A \cup a)| = 1$ for all $i \in \{1, \ldots, k\}$. Then there are some $j, \ell \in \{1, \ldots, k\}$ with the following properties:

• $j \neq \ell$,
• for $p \in \{1, \ldots, k\} - j$, $T_p$ contains exactly one edge of $B$,
• $T_j$ contains $c$,
• for $p \in \{1, \ldots, k\} - \ell$, $T_p$ contains exactly one edge of $C$,
• $T_\ell$ contains $b$.

Proof. (a) can readily be checked. For (b), let $j \in \{1, \ldots, k\}$ such that $E(T_j)$ contains $c$.

Claim 15. $E(T_j) \cap B = \emptyset$.

Proof. Suppose otherwise. Hence, as $T_j$ does not contain a triangle, we obtain that $E(T_j) \cap A = \emptyset$. By $|E(T_i) \cap (A \cup a)| = 1$ for all $i \in \{1, \ldots, k\}$, we obtain that $a \in E(T_j)$. As $E(T_j)$ contains only 3 edges, we obtain that $E(T_j) \cap C = \emptyset$ and there is some $\ell \in \{1, \ldots, k\} - j$ such that $b \in E(T_\ell)$. By $|A| = |C| = k - 1, E(T_j) \cap A = \emptyset, E(T_j) \cap C = \emptyset$ and the fact that $(T_1, \ldots, T_k)$ is a set of spanning trees, we obtain that $E(T_\ell) \cap A \neq \emptyset$ and $E(T_\ell) \cap C \neq \emptyset$. This yields that $T_\ell$ contains a triangle, a contradiction. □
As $B$ contains $k - 1$ parallel edges and no spanning tree can contain two parallel edges, we obtain that for $p \in \{1, \ldots, k\} - j$, $T_p$ contains exactly one edge of $B$. Similarly, there is some $\ell \in \{1, \ldots, k\}$ such that $T_\ell$ contains $b$ and for $p \in \{1, \ldots, k\} - \ell$, $T_p$ contains exactly one edge of $C$. Finally, suppose that $j = \ell$. As $T_j$ does not contain a triangle, there is some $m \in \{1, \ldots, k\} - j$ such that $a \in E(T_m)$. As $E(T_j) \cap B = \emptyset$ and $E(T_j) \cap C = \emptyset$, we obtain that $E(T_m) \cap B \neq \emptyset$ and $E(T_m) \cap C \neq \emptyset$. This yields that $T_m$ contains a triangle, a contradiction.

\begin{proof}

\end{proof}

3 Complexity

The objective of this section is to prove the negative results we have on the complexity of several problems on packing common bases of a graphic matroid and a partition matroid. In Section 3.1 we prove Theorem 1 and in Section 3.2 we prove Theorem 2.

3.1 The proof of Theorem 1

The purpose of this section is to show that $\text{RST}_{k}\mathcal{F}$ is NP-hard. This proof is separated into three parts. In the first two parts, we consider the case $k = 2$. In Section 3.1.1 we show that a slightly more general problem is NP-hard. In Section 3.1.2 we use the result of Section 3.1.1 to finish the reduction for $k = 2$. In Section 3.1.3 we give the reduction for $k \geq 3$.

3.1.1 A slightly more general problem

As a preliminary step for proving that $\text{RST}_{2}\mathcal{F}$ is hard, we here show the hardness of the following problem in which the condition on the partition is somewhat relaxed.

**Generalized Rainbow Spanning Tree 2-Factorization (GRST2F):**

**Input:** A double tree $G$, a 2-bounded partition $\mathcal{P}$ of $E(G)$.

**Question:** Can $G$ be factorized into 2 rainbow spanning trees?

**Lemma 16.** $\text{GRST2F}$ is NP-hard.

**Proof.** We give a reduction from $\text{MNAE3SAT}$. Let $(X, C)$ be an instance of $\text{MNAE3SAT}$. Let $Z$ be the set of pairs $(x, C)$ such that $x \in C \in \mathcal{C}$. For every $(x, C) \in Z$, let $G^{(x,C)}$ be a copy of $K_4$ in which $\{e_1^{(x,C)}, e_2^{(x,C)}\}, \{f_1^{(x,C)}, f_2^{(x,C)}\}$ and $\{g_1^{(x,C)}, g_2^{(x,C)}\}$ are the 3 unique pairs of non-adjacent edges. For every $C \in \mathcal{C}$, let $G_C$ be a copy of $K_4$ in which $\{e_C, f_C, g_C\}$ are 3 edges all incident to a common vertex. We now define $G$ by choosing an arbitrary vertex $v_M \in V(G^M)$ for all $M \in Z \cup \mathcal{C}$ and identifying all these vertices into a single vertex. We next define $\mathcal{P}$. First, for all $(x, C) \in Z$, let $\mathcal{P}$ contain $\{e_1^{(x,C)}, e_2^{(x,C)}\}$. Next, for every $x \in X$, let $C_1, \ldots, C_t$ be an arbitrary ordering of the clauses containing $x$. 
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For all $x \in X$ and $i = 1, \ldots, t_x - 1$, let $\mathcal{P}$ contain $\{f_1^{(x,C_i)}, g_1^{(x,C_{i+1})}\}$. Finally, for $(x, C) \in Z$, we choose an edge $h \in \{e^C, f^C, g^C\}$ and add $\{h, f_2^{(x,C)}\}$ to $\mathcal{P}$. All remaining edges form one-element classes of $\mathcal{P}$. As $(X, C)$ is an instance of MNAE3SAT, we can choose $\mathcal{P}$ to be a 2-bounded partition of $E(G)$.

We now show that $(X, C)$ is a positive instance of MNAE3SAT if and only if $(G, \mathcal{P})$ is a positive instance of GRST2F.

First suppose that $(X, C)$ is a positive instance of MNAE3SAT, so there is a truth assignment $\Phi : X \rightarrow \{True, False\}$ such that every $C \in C$ contains at least one true and one false literal. For every $(x, C) \in Z$ such that $\Phi(x) = true$, let $T_1^{(x,C)}$ be the spanning tree of $G^{(x,C)}$ whose edge set is $\{e_1^{(x,C)}, f_1^{(x,C)}, g_1^{(x,C)}\}$ and let $T_2^{(x,C)}$ be the spanning tree of $G^{(x,C)}$ whose edge set is $\{e_2^{(x,C)}, g_1^{(x,C)}, g_2^{(x,C)}\}$. For every $(x, C) \in Z$ such that $\Phi(x) = false$, let $T_1^{(x,C)}$ be the spanning tree of $G^{(x,C)}$ whose edge set is $\{e_1^{(x,C)}, g_1^{(x,C)}, g_2^{(x,C)}\}$ and let $T_2^{(x,C)}$ be the spanning tree of $G^{(x,C)}$ whose edge set is $\{e_2^{(x,C)}, f_1^{(x,C)}, f_2^{(x,C)}\}$. Observe that in either case, $(T_1^{(x,C)}, T_2^{(x,C)})$ is a spanning tree factorization of $G^{(x,C)}$.

Now consider some $C \in C$. We create sets $E_1^C, E_2^C$ in the following way: Let $h \in \{e^C, f^C, g^C\}$. Observe that there is some unique $(x, C) \in Z$ such that $\{f_2^{(x,C)}, h\} \in \mathcal{P}$. If $f_2^{(x,C)} \in E(T_1^{(x,C)})$, let $h$ be contained in $E_2^C$ and if $f_2^{(x,C)} \in E(T_2^{(x,C)})$, let $h$ be contained in $E_1^C$.

Claim 17. Both $E_1^C$ and $E_2^C$ are nonempty.

Proof. As $\Phi$ satisfies $(X, C)$, there is some $x \in X$ such that $(x, C) \in Z$ and $\Phi(x) = true$. It follows that $f_2^{(x,C)} \in E(T_1^{(x,C)})$. Now $\mathcal{P}$ contains $\{f_2^{(x,C)}, h\}$ for some $h \in \{e^C, f^C, g^C\}$, so $h \in E_1^C$. It follows that $E_2^C$ is nonempty. Similarly, the fact that there is some $x \in X$ such that $(x, C) \in Z$ and $\Phi(x) = false$ implies that $E_2^C$ is nonempty. \hfill \square

By Proposition 11, we obtain that there is a spanning tree factorization $(T_1^C, T_2^C)$ of $G^C$ such that $E_1^C \subseteq E(T_1^C)$ and $E_2^C \subseteq E(T_2^C)$. Now, for $i = 1, 2$, let $T_i$ be obtained from the union of $\{T_i^{M} | M \in C \cup Z\}$ by identifying the vertices $v_M$ for all $M \in C \cup Z$. By Proposition 11, $(T_1, T_2)$ is a spanning tree factorization of $G$. Further, by construction, both of $T_1$ and $T_2$ are rainbow.

Now suppose that $(G, \mathcal{P})$ is a positive instance of GRST2F, so there is a factorization of $G$ into two rainbow spanning trees $(T_1, T_2)$. For $(x, C) \in Z$ and $i \in \{1, 2\}$, let $T_i^{(x,C)}$ be the restriction of $T_i$ to $G^{(x,C)}$. By Proposition 11, $(T_1^{(x,C)}, T_2^{(x,C)})$ is a spanning tree factorization of $G^{(x,C)}$.

Claim 18. For every $x \in X$, there is some $i \in \{1, 2\}$ such that $f_2^{(x,C)} \in E(T_i)$ for all $C \in C$ with $(x, C) \in Z$.

Proof. Let $C_1, \ldots, C_{t_x}$ be the ordering of the clauses containing $x$ that was used in the construction of $(G, \mathcal{P})$. By symmetry and induction, it suffices to prove that if $f_2^{(x,C_i)} \in E(T_1)$, then $f_2^{(x,C_{i+1})} \in E(T_1)$ for all $j \in 1, \ldots, t_x - 1$. Fix
some \( j \in 1, \ldots, t_x - 1 \) and suppose that \( f_{1}^{(x,C_j)} \in E(T_1) \). As \( (T_{1}^{(x,C_j)}, T_{2}^{(x,C_j)}) \) is a spanning tree factorization of \( G^{(x,C_j)} \) and \( \{e^{(x,C_j)}_1, e^{(x,C_j)}_2\} \in \mathcal{P} \), we obtain by Proposition 14 (b) that \( f_{1}^{(x,C_j)} \in E(T_1) \). As \( \{f_{1}^{(x,C_j)}, g_{1}^{(x,C_{j+1})}\} \in \mathcal{P} \), we obtain that \( g_{1}^{(x,C_{j+1})} \in E(T_2) \). Hence, as \( (T_{1}^{(x,C_{j+1})}, T_{2}^{(x,C_{j+1})}) \) is a spanning tree factorization of \( G^{(x,C_{j+1})} \) and \( \{e^{(x,C_{j+1})}_1, e^{(x,C_{j+1})}_2\} \in \mathcal{P} \), we obtain by Proposition 14 (b) that \( f_{2}^{(x,C_{j+1})} \in E(T_1) \).

We may now define a truth assignment \( \Phi : X \to \{\text{true}, \text{false}\} \) for \( X \) in the following way: We let \( \Phi(x) = \text{true} \) if \( f_{2}^{(x,C)} \in E(T_1) \) for all \( C \in \mathcal{C} \) with \((x, C) \in Z \) and \( \Phi(x) = \text{false} \) if \( f_{2}^{(x,C)} \in E(T_2) \) for all \( C \in \mathcal{C} \) with \((x, C) \in Z \).

**Claim 19.** For every \( C \in \mathcal{C} \), there is a variable \( x \in X \) with \((x, C) \in Z \) and \( \Phi(x) = \text{true} \).

**Proof.** By Proposition 11 \((T_{1}[V(G^C)], T_{2}[V(G^C)])\) is a spanning tree factorization of \( G^C \). Hence by Proposition 12 there is some \( h \in \{f^C, g^C\} \) such that \( h \in E(T_{2}[V(G^C)]) \subseteq E(T_2) \). There is a unique variable \( x \in X \) such that \((x, C) \in Z \) and \( \{f_{2}^{(x,C)}, h\} \in \mathcal{P} \). As \((T_{1}, T_{2})\) is a factorization into rainbow spanning trees of \( G \) with respect to \( \mathcal{P} \), we obtain that \( f_{2}^{(x,C)} \in E(T_1) \). We obtain by construction that \( \Phi(x) = \text{true} \).

Similarly, there is a variable \( x \in X \) with \((x, C) \in Z \) and \( \Phi(x) = \text{false} \). As \( C \) was chosen arbitrarily, we obtain that \((X, C)\) is a positive instance of MNAE3SAT. This finishes the proof.

### 3.1.2 The reduction of RST2F

In this section we prove the NP-completeness of RST2F through a reduction from GRST2F. Let \((G, \mathcal{P})\) be an instance of GRST2F. We now create an instance \((G', \mathcal{P}')\) of RST2F. We first create 2 copies \( G_1, G_2 \) of \( G \). For every \( v \in V(G) \) and \( i \in \{1, 2\} \), we denote by \( v_i \) the copy of \( v \) in \( G_i \) and for every \( e \in E(G) \) and \( i \in \{1, 2\} \), we denote by \( e_i \) the copy of \( e \) in \( G_i \). We obtain \( G' \) by choosing some arbitrary \( v \in V(G) \) and identifying \( \{v_1, v_2\} \) into a single vertex. Next for all \( X \in \mathcal{P} \) and \( i \in \{1, 2\} \) with \( |X| = 2 \), we let \( \mathcal{P}' \) contain the partition class \( X_i = \{e_i : e \in X\} \). Further, for every \( e \in E(G) \) which is a one element class of \( \mathcal{P} \), we let \( \mathcal{P}' \) contain the partition class \( Y_e = \{e_1, e_2\} \).

Observe that \( G' \) is a double tree by Proposition 11 and that \( \mathcal{P}' \) is a 2-uniform partition of \( E(G') \). We now show that \((G', \mathcal{P}')\) is a positive instance of RST2F if and only if \((G, \mathcal{P})\) is a positive instance of GRST2F.

First suppose that \((G', \mathcal{P}')\) is a positive instance of RST2F, so there is a factorization \((T_{1}', T_{2}')\) of \( G' \) such that \( T_i' \) is rainbow with respect to \( \mathcal{P}' \) for \( i = 1, 2 \). For \( i = 1, 2 \), let \( T_i \) be the spanning subgraph of \( G \) whose edge set is \( \{e \in E(G) : e_i \in E(T_i')\} \). As \( T_{1}'[V(G_1)] \) is a spanning tree of \( G_1 \) by Proposition 14 we obtain that \( T_{1}' \) is a spanning tree of \( G \). Also, for any \( X \in \mathcal{P} \), we have that \( |X_1 \cap E(T_{1}')| \leq 1 \), hence \( |X \cap E(T_{1}')| \leq 1 \), so \( T_{1}' \) is rainbow with respect to \( \mathcal{P} \). Finally, as \( T_{1}' \) and \( T_{2}' \) are edge-disjoint, so are \( T_{1} \) and \( T_{2} \). Hence \((T_{1}, T_{2})\) is
a factorization of $G$ into spanning trees which are rainbow with respect to $\mathcal{P}$, so $(G, \mathcal{P})$ is a positive instance of GRST2F.

Now suppose that $(G, \mathcal{P})$ is a positive instance of GRST2F, so there is a factorization $(T_1, T_2)$ of $G$ into spanning trees which are rainbow with respect to $\mathcal{P}$. For $j = 1, 2$, let $T'_j$ be the spanning subgraph of $G'$ with edge set

$$\{e_1 : e \in E(T_j)\} \cup \{e_2 : e \in E(T_{3-j})\}.$$ 

It follows straight from the definition that $T'_1$ and $T'_2$ are edge-disjoint. For all $i, j \in \{1, 2\}$, we have that $T'_j[V(G_i)]$ is a spanning tree of $G_i$. It follows from Proposition 11 that $T'_j$ is a spanning tree of $G'$. We still need to show that $T'_j$ is rainbow with respect to $\mathcal{P}'$. By symmetry, it suffices to prove that $T'_1$ is rainbow with respect to $\mathcal{P}'$. For every $X \in \mathcal{P}$, we have $|E(T'_1) \cap X_1| = |E(T'_1) \cap X| \leq 1$. Similarly, we have $|E(T'_2) \cap X_2| \leq 1$ for all $X \in \mathcal{P}$. For all $e \in E(G) - \bigcup \mathcal{P}$, we have $|E(T'_1) \cap Y_e| = 1$ by construction. Hence $T'_1$ is rainbow with respect to $\mathcal{P}'$. It follows that $(G', \mathcal{P}')$ is a positive instance of RST2F.

By Lemma 16 we obtain that Theorem 1 holds for $k = 2$.

### 3.1.3 The reduction of RST$k$F for $k \geq 3$

We fix some $k \geq 3$ and show that RST$k$F is NP-hard using a reduction from $k$COL. Let $H$ be a graph. We now create an instance $(G, \mathcal{P})$ of RST$k$F which is positive if and only if $H$ is a positive instance of $k$COL. For every $e = uv \in E(H)$, we let $G$ contain a $(k-1)$-marihuana leaf $G^e$. We denote a set of $k - 1$ parallel edges in $E(G^e)$ by $F^e$ and the unique edge in $E(G^e)$ which is disjoint from all edges in $F^e$ by $f^e$. Further, we choose a set of $k - 1$ parallel edges in $E(G^e)$ which is different from $F^e$ and denote it by $F'^e$. The unique set of $k - 1$ parallel edges in $G^e$ which is different from both $F^e$ and $F'^e$ is denoted by $F''_e$. Finally we denote the unique edge in $E(G^e) - (F^e \cup F'^e \cup F''_e \cup F'''_e)$ which shares one vertex with the edges in $F''_e$ by $f''_u$ and the unique edge in $E(G^e) - (F^e \cup F'_e \cup F''_e \cup F'''_e)$ which shares one vertex with the edges in $F'''_e$ by $f'''_u$. An illustration can be found in Figure 3.

We now obtain $G$ by picking an arbitrary vertex $w_e \in V(G^e)$ for all $e \in E(H)$ and identifying all the vertices $w_e$ into a single vertex. By Proposition 14(a) and Proposition 11 we obtain that $G$ is a $k$-multiple tree. In order to define $\mathcal{P}$, we first add $F^e \cup F''_e$ to $\mathcal{P}$ for all $e \in E(H)$. Next, for every $v \in V(H)$, let $e_1, \ldots, e_{t_v}$ be an arbitrary ordering of the edges $v$ is incident to in $H$. For every $i = 1, \ldots, t_v - 1$, we add $F''_{e_i} \cup F''_{e_{i+1}}$ to $\mathcal{P}$. We also add $F''_{e_{t_v}} \cup F''_{e_1}$ to $\mathcal{P}$. Observe that $\mathcal{P}$ is a $k$-uniform partition of $E(G)$. This finishes the definition of $(G, \mathcal{P})$. We now show that $(G, \mathcal{P})$ is a positive instance of RST$k$F if and only if $H$ is a positive instance of $k$COL.

First suppose that $(G, \mathcal{P})$ is a positive instance of RST$k$F, so there is a factorization of $G$ into $k$ spanning trees $(T_1, \ldots, T_k)$ which are rainbow with respect to $\mathcal{P}$. For every $e \in E(H)$ and $i \in \{1, \ldots, k\}$, let $T'_e$ be the restriction of $T_i$ to $V(G_e)$. By Proposition 11 we obtain that $(T'_1, \ldots, T'_k)$ is a spanning tree factorization of $G^e$ for all $e \in E(H)$. 
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Figure 3: A 3-marihuana leaf whose edges are labeled as in Section 3.1.3.

**Claim 20.** For every $v \in V(H)$, there is some $i \in \{1, \ldots, k\}$ such that $f^e_v \in E(T_i)$ for all $e \in \delta_H(v)$.

**Proof.** Let $e_1, \ldots, e_{t_v}$ be the ordering of the edges incident to $v$ used in the construction of $(G, \mathcal{P})$. It suffices to prove that if $f^e_{v_j} \in E(T_i)$ for some $j \in \{1, \ldots, t_v - 1\}$ and $i \in \{1, \ldots, k\}$, then $f^e_{v_{j+1}} \in E(T_i)$. As $(T^e_1, \ldots, T^e_k)$ is a spanning tree factorization of $G^e$, $F^e_{v_j} \cup F^e_{v_{j+1}} \in \mathcal{P}$, and by Proposition 14(b), we obtain that $|F^e_{v_{j+1}} \cap E(T_i)| = 1$ for all $j \in \{1, \ldots, k\} - i$ and $|F^e_{v_j} \cap E(T_i)| = 0$. As $F^e_{v_j} \cup F^e_{v_{j+1}} \in \mathcal{P}$, we obtain that $f^e_{v_{j+1}} \in E(T_i)$. $\square$

We now define a coloring $\phi : V(H) \to \{1, \ldots, k\}$ in the following way: we set $\phi(v) = j$ if $f^e_v \in E(T_j)$ for all $e \in \delta_H(v)$. Observe that $\phi$ is well-defined by Claim 20. In order to show that $\phi$ is a proper vertex-coloring of $H$, consider some $e = uv \in E(H)$. As $(T^e_1, \ldots, T^e_k)$ is a spanning tree factorization of $G^e$ and by Proposition 14(b), we obtain that there are some $i_u, i_v \in \{1, \ldots, k\}$ such that $i_u \neq i_v$, $f^e_u \in E(T_{i_u})$ and $f^e_v \in E(T_{i_v})$. We obtain by construction that $\phi(u) = i_u$ and $\phi(v) = i_v$, so in particular $\phi(u) \neq \phi(v)$. It follows that $\phi$ is a proper vertex-coloring of $H$, so $H$ is a positive instance of $k$$\text{COL}$.

Now suppose that there exists a proper vertex-coloring $\phi : V(H) \to \{1, \ldots, k\}$ of $H$. We next define a spanning tree factorization of $G$. First fix some $e = uv \in E(H)$. We define a spanning tree factorization $(T^e_1, \ldots, T^e_k)$ of $G^e$ in the following way: We let $F^e$ contain an edge of $E(T^e_i)$ for all $i \in \{1, \ldots, k\} - \phi(u)$ and we let $f^e_v$ be contained in $E(T^e_{\phi(u)})$. Further, we let $F^e_v$ contain an edge of $E(T^e_i)$ for all $i \in \{1, \ldots, k\} - \phi(u)$ and we let $f^e_v$ be contained in $E(T^e_{\phi(u)})$. Finally, we let $F^e_v$ contain an edge of $E(T^e_i)$ for all $i \in \{1, \ldots, k\} - \phi(v)$ and we let $f^e_v$ be contained in $E(T^e_{\phi(v)})$. As $\phi$ is a proper vertex-coloring, we have $\phi(u) \neq \phi(v)$ and hence by Proposition 14(a), we obtain that $(T^e_1, \ldots, T^e_k)$ is a spanning tree factorization of $G^e$. For all $i \in \{1, \ldots, k\}$, we now obtain $T_i$ from the union of $T^e_i$ for all $e \in E(H)$ by identifying the vertices $w_e$. By Proposition 11 we obtain that $(T_1, \ldots, T_k)$ is a spanning tree factorization of $G$. Further,
by construction, $T_i$ is rainbow with respect to $\mathcal{P}$ for all $i = 1, \ldots, k$. Hence, $(T_1, \ldots, T_k)$ is a factorization of $G$ into rainbow spanning trees, so $(G, \mathcal{P})$ is a positive instance of RST$k$F.

We hence obtain that Theorem 1 holds for $k \geq 3$. Together with the results in Section 3.1.2, this finishes the proof of Theorem 1.

### 3.2 Application to $g$-bounded spanning trees

In this section, we prove Theorem 2. We use Theorem 1.

**Proof of Theorem 2.** We prove that BST$k$F is NP-hard by a reduction from RST$k$F. Let $(G, \mathcal{P})$ be an instance of RST$k$F.

We create a digraph $D$ in the following way: First, we let $V(D)$ contain the vertices in $V(G)$, a vertex $w_e$ for every $e \in E(G)$, and a set $Z_X$ of $k - 1$ vertices for every $X \in \mathcal{P}$. Let $Z = \bigcup_{X \in \mathcal{P}} Z_X$. Now, for every $e \in E(G)$, let $\tilde{e}$ be an arbitrary orientation of $e$. For every $e \in E(G)$ with $\tilde{e} = uv$, we let $A(D)$ contain $k$ parallel arcs from $u$ to $w_e$ and one arc from $v$ to $w_e$. Further, for every $X \in \mathcal{P}$, we let $A(D)$ contain an arc from every vertex in $Z_X$ to every vertex in $B_X = \{w_e | e \in X\}$.

Finally, we let $g : V(D) \to Z_{\geq 0}$ be defined by $g(v) = 0$ for all $v \in V(G) \cup Z$ and $g(w_e) = 2$ for all $e \in E(G)$.

We now show that $(G, \mathcal{P})$ is a positive instance of RST$k$F if and only if $(D, g)$ is a positive instance of BST$k$F.

First suppose that $(G, \mathcal{P})$ is a positive instance of RST$k$F, so there is a factorization $(T_1, \ldots, T_k)$ of $G$ into rainbow spanning trees. We now create a set of spanning subgraphs $(U_1, \ldots, U_k)$ of $D$. First, for every $i \in \{1, \ldots, k\}$ and $e \in E(T_i)$ with $\tilde{e} = uv$, we let $A(U_i)$ contain the arc $vw_e$ and we let $U_j$ contain one of the arcs from $u$ to $w_e$ for all $j \in \{1, \ldots, k\}$.

Now for some $X \in \mathcal{P}$ consider the complete bipartite graph $H_X$ whose partition classes are $Z_X$ and $B_X$. Further, consider the mapping $\sigma_X : B_X \to \{1, \ldots, k\}$ where $\sigma_X(w_e)$ is the unique $i \in \{1, \ldots, k\}$ such that $e \in E(T_i)$. Observe that, as $(T_1, \ldots, T_k)$ is a factorization of $G$ into spanning trees which are rainbow with respect to $\mathcal{P}$ and $\mathcal{P}$ is $k$-uniform, for every $i \in \{1, \ldots, k\}$, there is exactly one $w_e \in B_X$ such that $\sigma_X(w_e) = i$. Hence, by Proposition 13 there is a function $\phi_X : E(H_X) \to \{1, \ldots, k\}$ such that $\phi_X(\delta_{H_X}(z)) = \{1, \ldots, k\}$ for all $z \in Z_X$ and $\phi_X(\delta_{H_X}(w_e)) = \{1, \ldots, k\} - \sigma_X(w_e)$ for all $w_e \in B_X$. Now, for every $i \in \{1, \ldots, k\}$, for every $X \in \mathcal{P}$, and for every arc $a$ from $Z_X$ to $B_X$, we add $a$ to $A(U_i)$ if $\phi_X(e) = i$ where $e$ is the edge in $E(H_X)$ corresponding to $a$. This finishes the definition of $(U_1, \ldots, U_k)$. Observe that $(U_1, \ldots, U_k)$ is a factorization of $D$ into subgraphs.

In order to see that $UG(U_i)$ is a spanning tree of $UG(D)$ for all $i \in \{1, \ldots, k\}$, first observe that all vertices in $Z$ are of degree 1 in $UG(U_i)$, all the vertices in $\{w_e | e \in E(G) - E(T_i)\}$ are of degree 1 in $UG(U_i) - Z$, and all the vertices in $\{w_e | e \in E(T_i)\}$ are of degree 2 in $UG(U_i) - Z$. Further, the graph obtained from $UG(U_i)$ by deleting the vertices in $Z \cup \{w_e | e \in E(G) - E(T_i)\}$ and then
suppressing the vertices in \([w_e \mid e \in E(T_i)]\) is exactly \(T_i\), which is a spanning tree of \(G\). It follows that \(UG(U_i)\) is a spanning tree of \(UG(H)\).

For all \(v \in V(G) \cup Z\), we have \(d_D^v(v) = 0\), so in particular \(d_U^v(v) = 0\) for all \(i \in \{1, \ldots, k\}\). Now consider some \(e \in E(G)\) with \(\vec{e} = uv\) and \(e \in X\) for some \(X \in \mathcal{P}\) and some \(i \in \{1, \ldots, k\}\). By construction, exactly one of the arcs from \(u\) to \(w_e\) enters \(w_e\). If \(e \in E(T_i)\), we obtain that \(vw_e \in A(U_i)\) and so \(\sigma_X(w_e) = i\). We hence obtain that \(\phi_X(zw_e) \neq i\) for all \(z \in Z_X\) and so \(A(U_i) \cap \delta_H(Z_X, w_e) = \emptyset\), so \(d_U^e(w_e) = 2\). Otherwise, we have \(vw_e \in A(D) - A(U_i)\) and therefore

\[
d_U^e(w_e) = d_U^e(Z_z, w_e) + d_U^e(u, w_e) = |\{f \in \delta_H^X(w_e) | \phi_X(f) = i\}| + 1 = 2.
\]

Hence \((U_1, \ldots, U_k)\) has the desired properties.

Now suppose that \((D, g)\) is a positive instance of BST\(kF\), so \(D\) contains a factorization into subgraphs \((U_1, \ldots, U_k)\) such that \(UG(U_i)\) is a spanning tree of \(UG(H)\) and \(d_U^v(v) \leq g(v)\) for all \(i \in \{1, \ldots, k\}\) and \(v \in V(D)\). We define a set of spanning subgraphs \((T_1, \ldots, T_k)\) of \(G\) in the following way. For every \(i \in \{1, \ldots, k\}\) and every \(e \in E(G)\) with \(\vec{e} = uv\) such that \(vw_e \in A(U_i)\), we let \(E(T_i)\) contain \(e\).

It is easy to see that \((T_1, \ldots, T_k)\) is a factorization of \(G\). We now fix some \(i \in \{1, \ldots, k\}\) and prove that \(T_i\) is a spanning tree of \(G\). First observe that \(d_{UG(U_i)}(z) = 1\) for all \(z \in Z\) because \(d_{UG(D)}(z) = k\) and \(UG(U_j)\) is a spanning tree of \(UG(D)\) for all \(j \in \{1, \ldots, k\}\). Next observe that all the vertices in \(\{w_e \mid e \in E(G) - E(T_i)\}\) are of degree 1 in \(UG(U_i) - Z\) and all the vertices in \(\{w_e \mid e \in E(T_i)\}\) are of degree 2 in \(UG(U_i) - Z\) because being a spanning tree of \(UG(D)\), \(UG(U_j)\) has to contain exactly one of the \(k\) edges corresponding to the parallel arcs from \(u\) to \(w_e\) for all \(j \in \{1, \ldots, k\}\) and \(e \in E(G)\) with \(\vec{e} = uw\). Further, the graph obtained from \(UG(U_i)\) by deleting the vertices in \(Z \cup \{w_e : e \in E(G) - E(T_i)\}\) and then suppressing the vertices in \(\bigcup_{e \in E(T_i)} w_e\) is exactly \(T_i\). As \(UG(U_i)\) is a spanning tree of \(UG(D)\), we obtain that \(T_i\) is a spanning tree of \(G\).

We still need to prove that \(T_i\) is rainbow with respect to \(\mathcal{P}\) for all \(i \in \{1, \ldots, k\}\). Fix some \(i \in \{1, \ldots, k\}\) and \(X \in \mathcal{P}\). Every \(z \in Z_X\) is incident to exactly \(k\) edges in \(UG(D)\). As \(UG(U_j)\) is a spanning tree of \(UG(D)\) for every \(j \in \{1, \ldots, k\}\), we obtain that every \(z \in Z_X\) is incident to exactly one edge in \(UG(U_i)\). As \(|Z_X| = k - 1\) and \(|X| = k - 1\), there is exactly one \(e \in X\) such that \(U_i\) does not contain an arc from \(Z_X\) to \(w_e\). This yields \(|E(T_i) \cap X| = |\{e\}| = 1\).

Hence \((G, \mathcal{P})\) is a positive instance of RST\(kF\).

We obtain that \((G, \mathcal{P})\) is a positive instance of RST\(kF\) if and only if \((D, g)\) is a positive instance of BST\(kF\). As \(k\) is a fixed number, we further obtain that the size of \((D, g)\) is polynomial in the size of \((G, \mathcal{P})\). Hence the proof is finished by Theorem [1].

\[\square\]
The objective of this section is to prove Theorems 6 to 8. In Section 4.1, we give a preliminary result on covering matroids with a given 2-uniform partition of their elements by a collection of rainbow independent sets. While this result may also be of independent interest, its main purpose in this article is to be used to prove Theorems 6 and 7 in Section 4.2. Finally, we prove Theorem 8 in Section 4.3.

### 4.1 Covering by independent sets

This section contains a simple result on covering the elements of matroids by rainbow bases.

We need the following preliminary result. It can easily be concluded from Edmonds’ matroid intersection theorem [8] and also directly follows from Lemma 36 in Section 4.3. We leave the proof as an exercise.

**Proposition 21.** Let $M$ be a 2-base matroid and $\mathcal{P}$ be a 2-uniform partition of $E(M)$. Then $M$ contains a rainbow basis.

We are now ready to prove the main result of this section which is a consequence of Proposition 21.

**Lemma 22.** Let $M$ be a 2-base matroid and $\mathcal{P}$ a 2-uniform partition of $E(M)$. Then $M$ can be covered by 3 rainbow independent sets one of which is a basis.

**Proof.** By assumption, $E(M)$ can be partitioned into two bases $B_1$ and $B_2$. By Proposition 21, $M$ contains a basis $X_1$ which is rainbow. Consider $X_2 = (E(M) - X_1) \cap B_1$ and $X_3 = (E(M) - X_1) \cap B_2$. Observe that $X_2$ and $X_3$ are independent in $M$. Further, for any $Y \in \mathcal{P}$ and $i \in \{2, 3\}$, we have

$$|X_i \cap Y| \leq |(E(M) - X_1) \cap Y| = 1.$$ 

It follows that $X_1, X_2$ and $X_3$ are rainbow. \hfill $\square$

We wish to remark here that a rather technical degeneracy argument can be used to show that every 3-multiple tree can be covered by 4 rainbow independent sets. A similar result for general matroids has been obtained by Aharoni, Berger and Ziv in [2]. Together with the results in Section 4.2, we obtain that the constant in Theorems 6 and 7 can be improved by 1 if $k$ is odd. Since the improvement is rather marginal and we wish to keep the proof self-contained, we omit it.

### 4.2 Covering by rainbow bases for $k \geq 3$

In this section, we prove Theorems 6 and 7. We need the following two results which are basic matroid theory and hence given without proof.
**Proposition 23.** Let $M$ be a matroid, $B$ a basis of $M$ and $X \subseteq E(M)$. Then $B - X$ contains a basis of $M/X$.

**Proposition 24.** Let $M$ be a matroid, $X$ a subset of $E(M)$ which is independent in $M$ and $B$ a basis of $M/X$. Then $B \cup X$ is a basis of $M$.

The following two results are the key ingredient for relating the problem of covering by rainbow independent sets to the problem of covering by rainbow bases. We first give the following result that holds for matroids containing at least 4 disjoint bases.

**Lemma 25.** Let $M$ be a matroid that contains 4 disjoint bases, $\mathcal{P}$ a 2-uniform partition of $E(M)$ and $X \subseteq E(M)$ a set which is independent in $M$ and rainbow. Then there are two rainbow bases $B_1, B_2$ of $M$ such that $X \subseteq B_1 \cup B_2$.

**Proof.** For all $\{x, y\} \in \mathcal{P}$, we say that $x$ and $y$ are partners in $\mathcal{P}$. Let $X$ be the set of elements in $E(M)$ whose partners in $\mathcal{P}$ are in $X$ and let $\{C_1, \ldots, C_4\}$ be a set of disjoint bases of $M$. Now consider $\bar{X}_1 = \bar{X} - (C_1 \cup C_2)$ and $\bar{X}_2 = \bar{X} - (C_3 \cup C_4)$ and for $i = 1, 2$, let $X_i$ be the set of elements of $X$ whose partners are in $\bar{X}_i$. Finally consider the matroids $M_1 = M\langle X_1 \cup C_1 \cup C_2 \rangle$ and $M_2 = M\langle X_2 \cup C_3 \cup C_4 \rangle$.

**Claim 26.** For $i = 1, 2$, $M_i$ has a rainbow basis $B_i$ such that $X_i \subseteq B_i$.

**Proof.** By symmetry, it suffices to prove the statement for $i = 1$. Consider the matroid $M'_1$ which is obtained from $M_1$ by contracting $X_1$. As $C_1$ and $C_2$ are bases of $M_1$, we obtain by Proposition 23 that $C_j$ contains a basis $C'_j$ of $M'_1$ for $j = 1, 2$. Let $M''_1 = M'_1\langle C'_1 \cup C'_2 \rangle$ and observe that $M''_1$ is a 2-base matroid. It hence follows from Proposition 21 that $M''_1$ has a rainbow basis $B'_1$. As $M''_1$ is a restriction of $M'_1$, we obtain that $B'_1$ is also a basis of $M'_1$. As $X_1$ is independent in $M$, we obtain that $B'_1 \cup X_1$ is a basis of $M_1$ by Proposition 24. As $X_1$ is rainbow by assumption, none of the partners of the edges of $X_1$ in $\mathcal{P}$ are in $E(M_1)$ and $B'_1$ is rainbow, it follows that $B'_1 \cup X_1$ is rainbow.

We obtain $X = X_1 \cup X_2 \subseteq B_1 \cup B_2$. As $E(M_i)$ contains a basis of $M$ for $i = 1, 2$, we obtain that $B_1$ and $B_2$ are also bases of $M$. This finishes the proof.

While Lemma 25 does not hold for matroids containing fewer than 4 bases, we have the following slightly weaker result for matroids containing 3 disjoint bases. It can be proven analogously to Lemma 25.

**Lemma 27.** Let $M$ be a matroid that contains 3 disjoint bases, $\mathcal{P}$ a 2-uniform partition of $E(M)$ and $X \subseteq E(M)$ a set which is independent in $M$ and rainbow. Then there are three rainbow bases $B_1, B_2, B_3$ of $M$ such that $X \subseteq B_1 \cup B_2 \cup B_3$.

We are now ready to prove Theorem 6 using Lemmas 22 and 24.
Proof. (of Theorem 6) By assumption, there is a factorization of \( M \) into \( k \) bases \((B_1, \ldots, B_k)\). For all \( i = 1, \ldots, \alpha \), let \( Z_i = B_{2i-1} \cup B_{2i} \). By Lemma 22, we obtain that \( Z_i \) can be covered by 3 sets which are independent in \( M|Z_i \) and hence in \( M \) and rainbow, one of which is a basis of \( M|Z_i \). Observe that, as \( Z_i \) contains a basis of \( M \), this last set is also a basis of \( M \). Further, for each \( i = k - \beta + 1, \ldots, k \), as \( \mathcal{P} \) is 2-uniform, we clearly can cover \( B_i \) by two sets which are rainbow. As these sets are contained in \( B_i \), they are also independent in \( M \). In total, we obtain that \( E(M) \) can be covered by \( 3\alpha + 2\beta \) sets which are independent in \( M \) and rainbow, \( \alpha \) of which are bases of \( M \). By Lemma 25, each of these sets which are not bases can be covered by 2 rainbow bases of \( M \). We hence obtain that \( E(M) \) can be covered by \( 5\alpha + 4\beta \) bases of \( M \) which are rainbow with respect to \( \mathcal{P} \).

Similarly, Lemmas 22 and 27 yield Theorem 7.

4.3 Covering double trees with rainbow spanning trees

The objective of this section is to prove Theorem 8. We first give some preliminary results we later apply to prove our result on 2-base matroids. After this, we give the main lemma from which Theorem 8 follows easily.

We first need the following general property of matroids.

**Proposition 28.** Let \( M \) be a matroid, \( X \subseteq E(M) \) and \( M' \) the direct sum of \( M|X \) and \( M/X \). Then for any \( Z \subseteq E(M) \), we have \( r_{M'}(Z) \leq r_M(Z) \).

**Proof.** The contraction formula for the rank of a matroid and the submodularity of the rank function of \( M \) yield
\[
r_{M'}(Z) = r_M(X \cap Z) + r_{M/X}(Z - X) \\
= r_M(X \cap Z) + r_M(Z \cup X) - r_M(X) \\
\leq r_M(Z).
\]

The following result can be found as Theorem 13.3.1 in [12].

**Proposition 29.** Let \( M_1, \ldots, M_t \) be a collection of matroids on a common ground set, \( M \) the sum of \( M_1, \ldots, M_t \) and \( Z \subseteq E(M) \). Then
\[
r_M(Z) = \min_{Y \subseteq Z} |Y| + \sum_{i=1}^{t} r_{M_i}(Z - Y).
\]

We are now ready to conclude the following result on matroids containing two bases.

**Proposition 30.** A matroid \( M \) contains two disjoint bases if and only if
\[
|Z| + 2r_M(E(M) - Z) \geq 2r_M(E(M))
\]
holds for every \( Z \subseteq E(M) \).
Hence the statement follows from Proposition 30. We say that \( Z \) is also a 2-base matroid. Proposition 32. Let \( M \) be a 2-base matroid. We are now ready to give the following characterization of 2-base matroids.

Proof. First suppose that \( M \) contains two disjoint bases \( B_1, B_2 \) and let \( Z \subseteq E(M) \). As \( B_1 \) and \( B_2 \) are bases of \( M \), we obtain that \( B_1 - Z \) and \( B_2 - Z \) are independent in \( M \). By the monotonicity of \( r_M \), this yields

\[
2r_M(E(M)) = |B_1 \cup B_2|
= |B_1 - Z| + |B_2 - Z| + |(B_1 \cup B_2) \cap Z|
\leq r_M(B_1 - Z) + r_M(B_2 - Z) + |Z|
\leq |Z| + 2r_M(E(M) - Z).
\]

For the other direction, let \( M' \) be the matroid that is the sum of two copies \( M_1, M_2 \) of \( M \) and let \( Y \subseteq E(M) \). We have

\[
|Y| + \sum_{i=1}^{2} r_{M_i}(E(M) - Y) \geq 2r_M(E(M))
\]

by assumption. By Proposition 29, we obtain that \( r_{M'}(E(M)) = 2r_M(E(M)) \). By definition of \( M' \), we obtain that \( M \) contains two disjoint bases.

We are now ready to give the following characterization of 2-base matroids.

**Proposition 31.** A matroid \( M \) is a 2-base matroid if and only if \( r_M(E(M)) = \frac{1}{2}|E(M)| \) and \( r_M(Z) \geq \frac{1}{2}|Z| \) holds for every \( Z \subseteq E(M) \).

Proof. First suppose that \( M \) is a 2-base matroid, so \( E(M) \) can be partitioned into two bases \( B_1, B_2 \) of \( M \). As \( |B_1| = |B_2| \), we obtain \( r_M(E(M)) = |B_1| = \frac{1}{2}|E(M)| \). Further, for every \( Z \subseteq E(M) \), we have

\[
r_M(Z) \geq \max\{|B_1 \cap Z|, |B_2 \cap Z|\} \geq \frac{1}{2}|Z|.
\]

Now suppose that \( r_M(E(M)) = \frac{1}{2}|E(M)| \) and \( r_M(Z) \geq \frac{1}{2}|Z| \) holds for every \( Z \subseteq E(M) \). It suffices to prove that \( M \) contains two disjoint bases. Consider some \( Z \subseteq E(M) \). By assumption, we have

\[
|Z| + 2r_M(E(M) - Z) \geq |Z| + |E(M) - Z| = |E(M)| = 2r_M(E(M)).
\]

Hence the statement follows from Proposition 30.

The next result allows some modifications on 2-base matroids and will be applied in the proof of the main lemma.

For a 2-base matroid \( M \), a set \( X \subseteq E(M) \) is called tight if \( M|X \) is also a 2-base matroid. We say that \( X \) is trivial if \( X = \emptyset \) or \( X = E(M) \), nontrivial otherwise.

**Proposition 32.** Let \( M \) be a 2-base matroid and \( X \subseteq E(M) \) a tight set. Then \( M/X \) is also a 2-base matroid.
Proof. First observe that as both $M$ and $M \mid X$ are 2-base matroids and by Proposition 31, we have
\[ r_{M/X}(E(M/X)) = r_M(E(M)) - r_M(X) = \frac{1}{2}|E(M)| - \frac{1}{2}|X| = \frac{1}{2}|E(M/X)|. \]

Further, for any $Z \subseteq E(M) - X$, as $X$ is a tight set in $M$, we have
\[ r_{M/X}(Z) = r_M(X \cup Z) - r_M(X) \geq \frac{1}{2}|X \cup Z| - \frac{1}{2}|X| = \frac{1}{2}|Z|. \]

The statement hence follows from Proposition 31. \qed

The following result allows to benefit from the absence of a tight set.

**Proposition 33.** Let $M$ be a 2-base matroid that does not contain a nontrivial tight set and $e, f \in E(M)$. Then $M/e - f$ is a 2-base matroid.

Proof. Let $M_0 = M/e - f$.

We need the following two claims.

**Claim 34.** Let $\emptyset \neq X \subsetneq E(M)$. Then $r_M(X) > \frac{1}{2}|X|$.

Proof. As $M$ is a 2-base matroid, $E(M)$ can be partitioned into two disjoint bases $B_1, B_2$ of $M$. We obtain that $(B_1 \cap X, B_2 \cap X)$ is a partition of $X$ into sets which are independent in $M$. This yields
\[ r_M(X) \geq \max\{|B_1 \cap X|, |B_2 \cap X|\} \geq \frac{1}{2}|X|. \]

Further, if equality holds throughout, then $(B_1 \cap X, B_2 \cap X)$ is a partition of $X$ into bases of $M \mid X$, so $X$ is a tight set contradicting the assumption. We hence obtain $r_M(X) > \frac{1}{2}|X|$. \qed

**Claim 35.** Let $Y \subseteq E(M_0)$. Then $r_{M_0}(Y) \geq \frac{1}{2}|Y|$.

Proof. We obtain by Claim 34 that
\[ r_{M_0}(Y) = r_{M/e}(Y) = r_M(Y \cup e) - r_M(e) \geq \frac{1}{2}(|Y \cup e| + 1) - 1 = \frac{1}{2}|Y|. \]

Further observe that as $M$ is a 2-base matroid, we have
\begin{align*}
 r_{M_0}(E(M_0)) &= r_M(E(M) - f) - r_M(e) \\
 &= r_M(E(M)) - 1 \\
 &= \frac{1}{2}|E(M)| - 1 \\
 &= \frac{1}{2}|E(M_0)|.
\end{align*}

The statement now follows from Proposition 31. \qed
We are now ready to prove the main lemma from which Theorem 8 follows easily.

**Lemma 36.** Let $M$ be a matroid that is the direct sum of $2$-base matroids $M_1, \ldots, M_t$, $Z \subseteq E(M)$ and $P$ a $2$-uniform partition of $E(M)$. Then there is a basis $B$ of $M$ such that $B$ is rainbow and $|Z \cap B| \geq \frac{|Z|}{2}$.

**Proof.** Observe that a set $B \subseteq E(M)$ is a basis of $M$ if and only if $B \cap E(M_i)$ is a basis of $M_i$ for $i = 1, \ldots, t$. Suppose for the sake of a contradiction that $(M, M_1, \ldots, M_t)$ is a counterexample that is minimum with respect to the number of elements of $M$ and subject to this, it is minimum with respect to the total number of nontrivial tight sets contained in $M_1, \ldots, M_t$.

First suppose that there is some $i \in \{1, \ldots, t\}$, say $t$, such that $M_t$ contains a nontrivial tight set $X$. Let $M'$ be the matroid that is the direct sum of $M_1', \ldots, M_{t-1}'$ where $M_i' = M_i$ for all $i = 1, \ldots, t-1$, $M_t' = M_t \setminus X$ and $M_{t+1}' = M_t / X$. Observe that by Proposition 32, $M_i'$ is a $2$-base matroid for $i = 1, \ldots, t+1$. Further, every nontrivial tight set in one of $M_1', \ldots, M_{t+1}'$ also is a nontrivial tight set in one of $M_1, \ldots, M_t$ and $X$ is a nontrivial tight set in $M_t$ but none of $M_1', \ldots, M_{t+1}'$. We obtain that the total number of nontrivial tight sets in $M_1', \ldots, M_{t+1}'$ is less than in $M_1, \ldots, M_t$. Hence, by minimality, there is a basis $B$ of $M'$ such that $B \cap E(M_i')$ is rainbow and $|Z \cap B| \geq \frac{|Z|}{2}$. By Proposition 28, we have

$$r_M(B) \geq r_{M'}(B) = \frac{|E(M')|}{2} = \frac{|E(M)|}{2},$$

so $B$ is a basis of $M$. This contradicts $M$ being a counterexample.

Now suppose that none of $M_1, \ldots, M_t$ contains a nontrivial tight set.

**Claim 37.** There is a sequence $e_1, f_1, \ldots, e_\mu, f_\mu$ of distinct elements of $E(M)$ with the following properties:

(i) $\{e_j, f_j\} \in P$ for all $j = 1, \ldots, \mu$,

(ii) for every $j = 2, \ldots, \mu$, there is some $i$ such that $\{f_{j-1}, e_j\} \subseteq E(M_i)$,

(iii) $|E(M_i) \cap \{e_1, \ldots, e_\mu\}|, |E(M_i) \cap \{f_1, \ldots, f_\mu\}| \leq 1$ for all $i = 1, \ldots, t$,

(iv) there is some $i$ such that $\{f_\mu, e_1\} \subseteq E(M_i)$.

**Proof.** Consider a longest sequence satisfying (i) – (iii). Let $\ell$ be the unique integer such that $f_\mu$ is contained in $E(M_\ell)$. If there is some $j \in \{1, \ldots, \mu\}$ such that $e_j$ is contained in $E(M_\ell)$, then $e_j, f_j, \ldots, e_\mu, f_\mu$ is a sequence satisfying (i) – (iv), so we are done. Otherwise, as $M_\ell$ is a $2$-base matroid and $|E(M_\ell) \cap \{f_1, \ldots, f_\mu\}| \leq 1$, we can pick some element $e_{\mu+1} \in E(M_\ell) - f_\mu$. Let $f_{\mu+1}$ be the unique element of $E(M)$ with $\{e_{\mu+1}, f_{\mu+1}\} \in P$. By construction, we have $f_{\mu+1} \in E(M) - \{e_1, \ldots, e_\mu+1, f_1, \ldots, f_\mu\}$. Let $g$ be the unique integer such that $f_{\mu+1} \in E(M_g)$. If $|E(M_g) \cap \{f_1, \ldots, f_\mu\}| = 0$, then $e_1, f_1, \ldots, e_\mu+1, f_{\mu+1}$ is a longer sequence satisfying (i) – (iii), a contradiction. Otherwise there is some $j \leq \mu$ such that $f_j \in E(M_g)$ and so $e_{j+1}, f_{j+1}, \ldots, e_{\mu+1}, f_{\mu+1}$ is a sequence satisfying (i) – (iv). This finishes the proof. □
For this paragraph, we set \( f_0 = f_\mu \) and the indices are considered \( \mod \mu \). By symmetry, we may suppose that \( \{e_1, \ldots, e_\mu\} \cap Z \geq |\{f_1, \ldots, f_\mu\} \cap Z| \). Now for every \( i \in \{1, \ldots, t\} \) such that \( \{f_{\mu-j}, e_j\} \subseteq E(M_i) \) for some \( j \in \{1, \ldots, \mu\} \), let \( M_i' = M_i/e_j - f_{\mu-j} \) and for all \( i \in \{1, \ldots, t\} \) such that \( \{f_{\mu-j}, e_j\} \cap E(M_i) = \emptyset \) for all \( j \in \{1, \ldots, \mu\} \), let \( M_i' = M_i \). By Proposition 33 we obtain that \( M_i' \) is a 2-base matroid for all \( i = 1, \ldots, t \). Let \( M' \) be the direct sum of \( M_i', i = 1, \ldots, t \).

As \( M' \) is smaller than \( M \), there is a basis \( B' \) of \( M' \) which is rainbow such that \( |Z \cap B'| \geq \frac{|Z \cap E(M')|}{2} \). Now let \( B = B' \cup \{e_1, \ldots, e_\mu\} \). Observe that as the \( e_j \) are non-loop elements in different components of \( M \), we have

\[
r_M(B) = r_{M'}(B') + r_M(\{e_1, \ldots, e_\mu\}) = |B'| + \mu = |B|.
\]

As

\[
|B| = \mu + |B'| = \frac{1}{2}(2\mu + |E(M')|) = \frac{1}{2}|E(M)|,
\]

we obtain that \( B \) is a basis of \( M \). Further, by construction, \( B \) is rainbow with respect to \( \mathcal{P} \). Finally, we have

\[
|Z \cap B'| = |Z \cap B'| + |Z \cap \{e_1, \ldots, e_\mu\}| \\
\geq \frac{|Z \cap E(M')|}{2} + \frac{|Z \cap \{e_1, \ldots, e_\mu, f_1, \ldots, f_\mu\}|}{2} \\
= \frac{|Z|}{2},
\]

a contradiction to \( M \) being a counterexample. \( \square \)

We are now ready to prove Theorem 8. For technical reasons, we prove the following slightly stronger statement.

**Theorem 38.** Let \( M \) be a 2-base matroid and \( \mathcal{P} \) a 2-bounded subpartition of \( E(M) \). Then there is a set of \( \log(|Z|) + 1 \) rainbow bases of \( M \) that covers \( Z \).

**Proof.** Clearly, we may suppose that \( \mathcal{P} \) is 2-uniform. We proceed by induction on \( |Z| \). For \( |Z| = 1 \), the statement immediately follows from Lemma 36. We may hence suppose that \( |Z| \geq 2 \). By Lemma 36 there is a basis \( B \) of \( M \) which is rainbow with respect to \( \mathcal{P} \) and satisfies \( |B \cap Z| \geq \frac{1}{2} |Z| \). Inductively, \( Z - B \) can be covered by a set of \( \log(|Z - B|) + 1 \) rainbow bases of \( M \). Hence \( Z \) can be covered by a set of \( \log(|Z - B|) + 2 \) bases of \( M \) which are rainbow with respect to \( \mathcal{P} \). As \( \log(|Z - B|) \leq \log(\frac{1}{2} |Z|) + \log(|Z| - 1) \), the statement follows. \( \square \)

## 5 Conclusion

We deal with packing and covering problems involving the common bases of two matroids. Our work leaves many questions open, for example Conjectures 3 and 4. It is not even clear whether the following much weaker statement is true. We think a proof of it could be a first step in the direction of Conjectures 3 and 4.
Conjecture 39. There is an integer $k$ such that for every $k$-base matroid and every 2-bounded partition $\mathcal{P}$ of $E(M)$, we can cover $M$ by $k$ bases one of which is rainbow.

Further, we would like to understand whether the results in Section 4 could be extended to the case $k = 2$. If true, the following would be an improvement on Theorem 8.

Conjecture 40. There is an integer $k$ such that for every 2-base matroid $M$ and every 2-bounded partition of $E(M)$, we can cover $E(M)$ by a set of $k$ rainbow bases.
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