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Abstract—Deep semi-supervised learning (SSL), which aims to utilize a limited number of labeled samples and abundant unlabeled samples to learn robust deep models, is attracting increasing interest from both machine learning and computer vision researchers. In this work, we revisit the semi-supervised learning problem from a new perspective of explicitly reducing empirical distribution mismatch between labeled and unlabeled samples. Benefited from this new perspective, we first propose a new deep semi-supervised learning framework called Semi-supervised Learning by Empirical Distribution Alignment (SLEDA), in which existing technologies from the domain adaptation community can be readily used to address the semi-supervised learning problem through reducing the empirical distribution distance between labeled and unlabeled data. Based on this framework, we also develop a new theoretical generalization bound for the research community to better understand the semi-supervised learning problem, in which we show the generalization error of semi-supervised learning can be effectively bounded by minimizing the training error on labeled data and the empirical distribution distance between labeled and unlabeled data. Building upon our new framework and the theoretical bound, we develop a simple and effective deep semi-supervised learning method called Augmented Distribution Alignment Network (ADA-Net) by simultaneously adopting the well-established adversarial training strategy from the domain adaptation community and a simple sample interpolation strategy for data augmentation. Additionally, we incorporate both strategies in our ADA-Net into two exiting SSL methods to further improve their generalization capability, which indicates that our new framework provides a complementary solution for solving the SSL problem. Our comprehensive experimental results on two benchmark datasets SVHN and CIFAR-10 for the semi-supervised image recognition task and another two benchmark datasets ModelNet40 and ShapeNet55 for the semi-supervised point cloud recognition task demonstrate the effectiveness of our proposed framework for SSL.

Index Terms—semi-supervised learning, domain adaptation, sample interpolation.

1 INTRODUCTION

SEMI-SUPERVISED Learning (SSL) methods aim to learn robust models with a limited number of labeled samples and an abundant number of unlabeled samples. As a classical learning paradigm, it has gained much interest from both machine learning and computer vision community. Many approaches have been proposed in recent decades, including label propagation, graph regularization, etc. [1]–[6]. Recently, there is increasing research interest in training deep neural networks by using the semi-supervised learning methods [7]–[12]. This is partially due to the requirement of a large amount of labeled training data for training robust deep models, which unfortunately involves heavy data annotation costs.

While many methods have been proposed to extend the traditional supervised deep learning methods to semi-supervised learning scenarios, we still lack theoretical analysis on how these methods are able to improve the learning performance, especially for the deep learning based semi-supervised learning approaches. To this end, we propose a new deep semi-supervised learning framework called Semi-supervised Learning by Empirical Distribution Alignment (SLEDA), in which we address the semi-supervised learning problem from the novel perspective of empiri-
cal distribution mismatch between labeled and unlabeled samples. On one hand, the proposed framework provides us with a novel perspective to conduct a theoretical analysis of semi-supervised learning based on the theory of distribution divergence minimization. We show that the generalization error of semi-supervised learning can be effectively bounded by minimizing the training error on labeled data and the empirical distribution distance between labeled and unlabeled data. On the other hand, it also motivates us to develop a new deep semi-supervised learning method. Based on the new framework, we design a simple and effective deep semi-supervised learning approach called Augmented Distribution Alignment that combines an adversarial training strategy and a sample interpolation strategy.

In particular, we start from the essential sampling bias issue in SSL, i.e., the empirical distribution of labeled data often deviates from the true sample distribution, due to the limited sampling size of labeled data. We illustrate this issue with the classical two-moon data in Fig. 1, in which we plot 6 labeled samples in Fig. 1(c) and 1,000 unlabeled samples in Fig. 1(d). It can be observed that the two-moon structure is captured well by the unlabeled samples. However, due to the randomness of sampling and the small sample size issue, the underlying distribution can hardly be retrieved from the labeled data, though it is also sampled from the same two-moon distribution. In terms of the empirical distribution, this deviation also leads to a considerable distribution mismatch between labeled and unlabeled data, as shown by the density estimation results along their x-axis projection (see Fig. 1(a) and Fig. 1(b)). For SSL, a similar empirical distribution mismatch is also observed in real-world datasets (see Section 5.1.4). As shown in the recent domain adaptation works [13]–[15], the performance of the learnt model is often degraded significantly when it is applied to a testing set with considerable empirical data distribution mismatch. Therefore, the SSL methods could also be affected by the data distribution mismatch issue when propagating the labels from labeled data to unlabeled data.

Based on the above observations, we revisit the semi-supervised learning (SSL) problem and propose the new SLEDA framework for SSL, in which we aim to minimize the classification loss on the labeled samples, and simultaneously reduce the empirical distribution mismatch between the labeled and unlabeled samples. This framework enables us to analyze SSL from the new perspective of distribution divergence minimization. In particular, we prove that the generalization error of SSL methods can be strictly bounded by the empirical error on the labeled samples, the empirical distribution distance between labeled samples and unlabeled samples, and other constant terms. This bound immediately implies that we can tackle the SSL problem based on any supervised learning methods by additionally minimizing the empirical distribution distance between labeled samples and unlabeled samples, for which any existing technologies developed in the domain adaptation community can be readily used.

To this end, based on our framework, we propose a simple and effective SSL method called Augmented Distribution Alignment Network (our method). On one hand, as illustrated in Fig. 1(e), we first adopt the widely used adversarial training strategy to minimize the distribution mismatch between labeled and unlabeled data, such that the feature distributions are well aligned in the latent space. On the other hand, to address the small sample size issue and further enhance the distribution alignment, we also propose a data augmentation strategy to produce pseudo-labeled samples by generating interpolated samples between the labeled and unlabeled training sets, as illustrated in Fig. 1(f). In addition, benefiting from the new perspective for solving the semi-supervised learning problem, our newly proposed ADA-Net is also complementary to most existing SSL methods. Specifically, the two newly proposed strategies in our ADA-Net can be readily incorporated into the existing deep SSL methods to further boost the performance of those state-of-the-art SSL methods.

We conduct comprehensive experiments on two benchmark datasets SVHN and CIFAR10 for semi-supervised image recognition and another two benchmark datasets ModelNet40 and ShapeNet55 for semi-supervised point cloud recognition. Extensive experimental results demonstrate the effectiveness of our proposed framework for both SSL tasks.

A preliminary conference version of this work was published in [16]. This work extends [16] in both theoretical and experimental aspects, which are summarized as follows,

- In terms of the theoretical aspect, by analyzing the generalization bound for SSL, we prove the theoretical connection between minimizing the empirical distribution mismatch of labeled and unlabeled samples and optimizing the generalization bound for SSL with the aid of unlabeled samples. This provides a new theoretical basis for our method ADA-Net introduced in the preliminary conference version [16], and also provides a new perspective to understand the SSL problem.
- In terms of the methodology, we also propose two new variants of our ADA-Net by additionally incorporating the adversarial distribution alignment and cross-set sample augmentation strategies into two existing SSL methods to further improve their classification performance.
- In terms of the experimental aspect, we conduct additional experiments to validate our ADA-Net method. We extend our ADA-Net method for semi-supervised point cloud recognition, by utilizing a new mixup method specifically designed for point cloud recognition. The latest state-of-the-art SSL approaches are also implemented for comparison. This extends the SSL benchmarks, and helps the research community to validate the SSL approaches in a more comprehensive way.

2 RELATED WORK

2.1 Semi-supervised Learning

As a classical learning paradigm, various methods have been proposed for semi-supervised learning, including label propagation, graph regularization, co-training, etc. [2], [4], [5], [17], [18]. We refer interested readers to [6] for a comprehensive survey. Recently, there is increasing interest in training deep neural networks for SSL [7]–[12], [19]. This is partially due to the data-intensive requirement of the conventional deep learning techniques, which often imposes heavy data annotation demands and brings high human annotation costs. Recently, different deep SSL methods have been proposed. For example, the works in [7]–[9] proposed to add small perturbations on unlabeled data, in order to enforce a consistency regularization [10] on the outputs of the model. Other works [11], [12], [19] adopted the self-training idea and used the propagated labels with a memory module, or the regularization. The ensembling strategies were also used for SSL. For example, the work in [8] used the average prediction result based on the outputs of the network-in-training over time to regularize
the model, while the work in [7] instead used the accumulated parameters for prediction. Meanwhile, other works [20]–[22] used carefully designed image data augmentation schemes during the training process. On the theoretical side, several previous works have proposed different SSL theories based on the notion of compatibility [23], the cluster assumption [24], the manifold assumption [25], the causal mechanism [26], or the self-training strategy [27].

In contrast to the above works, we revisit the SSL problem from a new perspective based on the empirical distribution mismatch, which was rarely discussed in the literature for SSL. By simply reducing the data distribution mismatch, we show that our newly proposed augmented distribution alignment strategy in combination with vanilla neural networks performs competitively with the state-of-the-arts SSL methods. Moreover, since we revisit the SSL problem from a new perspective, our approach is potentially complementary to these existing SSL approaches, and can be readily combined with them to further boost their performance.

2.2 Data Sampling Bias Problem

Data sampling bias was usually discussed in the literature for both supervised learning and domain adaptation [28]–[30]. Many works have been proposed to measure or reduce the data sampling bias in the training process [13]–[15]. Recently, in line with the generative adversarial networks [31], the adversarial training strategy was also used to reduce the empirical data distribution mismatch for domain adaptation [13], [32]–[37]. Researchers generally assume the data from the two domains are sampled from two different distributions, while in SSL the labeled and unlabeled samples are from the same distribution. Nonetheless, the domain adaptation techniques for reducing the domain distribution mismatch can still be readily used to address the newly proposed empirical data distribution mismatch issue in SSL. To this end, in this work, we employ the adversarial training strategy in [13] to reduce the data distribution mismatch between the labeled and unlabeled data. As discussed in Section 4, the small sample size of labeled data may bring further challenge to aligning the data distributions, for which we additionally employ a sample augmentation strategy.

2.3 Sample Interpolation

Our work is also related to the recently proposed interpolation-based data augmentation methods for neural network training [38]–[40]. In particular, the Mixup method [38] proposed to generate new training samples by using convex combination of pairs of training samples and their labels. The more recent work [40] extended the Mixup method to augment 3D point cloud samples, by finding one-to-one correspondence between two point cloud samples before performing interpolation. In order to address the small sample size issue when aligning the distributions, we extend the Mixup method [38] to SSL by using the pseudo-labels from the unlabeled samples in the interpolation process. Moreover, we also show that by using the interpolation strategies between labeled and unlabeled data, the empirical distribution of the generated samples actually becomes closer to that of the unlabeled samples.

3 A New SSL Framework

In SSL, we are given a small number of labeled training samples and a large number of unlabeled training samples. Formally, let us denote the set of labeled training data as $D_l = \{(x^l_i, y^l_i) \ldots (x^l_n, y^l_n)\}$, where $x^l_i$ is the $i$-th sample, $y^l_i$ is its corresponding label, and $n$ is the total number of labeled samples. Similarly, the set of unlabeled training data can be represented as $D_u = \{x^u_1, \ldots x^u_m\}$, where $x^u_i$ is the $i$-th unlabeled training sample, and $m$ is the number of unlabeled samples. Usually $n$ is a small number, and we have $m \gg n$. The task of semi-supervised learning is to train a classifier which performs well on the test data drawn from the same distribution as the training data.

3.1 Empirical Distribution Mismatch in SSL

In SSL, the labeled training samples $D_l$ and unlabeled training samples $D_u$ are assumed to be drawn from an identical distribution. However, due to the limited number of labeled training samples, a considerable empirical distribution difference often exists between the labeled and unlabeled training samples.

More concretely, we take the two-moon data as an example to illustrate the empirical distribution mismatch problem in Fig. 1. In particular, the 1,000 unlabeled samples well describe the underlying distribution (see Fig. 1(d)), while the labeled samples can hardly represent the two-moon distribution (see Fig. 1(c)). This can be further verified by projecting their distributions along the x-axis (see Fig. 1(a) and Fig. 1(b)), from which we can observe an obvious distribution difference. Actually, when performing multiple rounds of experiments to sample the labeled data, the empirical distributions of labeled data also vary significantly, due to the small sampling number.

This phenomenon was also discussed as the sampling bias problem in the literature [41]–[43]. In particular, Gretton et al. [41] pointed out that the difference between two sampling experiments measured by the Maximum Mean Discrepancy (MMD) criterion depends on their sampling sizes, while in SSL, the underlying distributions of labeled and unlabeled data are often assumed identical, the MMD between the labeled and unlabeled data tends to become smaller if and only if the numbers of both labeled and unlabeled samples are large, which is also described as follows.

**Proposition 1.** Let us denote $F$ as a class of witness functions $f : x \rightarrow \mathcal{R}$ in the reproducing kernel Hilbert space (RKHS) induced by a non-negative kernel function with upper bound $K$, then the MMD between the labeled dataset $D_l$ and the unlabeled dataset $D_u$ can be bounded by $Pr\{MMD(F, D_l, D_u) > 2\sqrt{(K/m) + \sqrt{(K/m) + \epsilon)}} \leq 2 \exp \left\{ \frac{-2\alpha m}{2K(n+m)} \right\}$.

**Proof.** The proof can be readily derived with Theorem 7 in [41] by assuming the two distributions $p$ and $q$ are identical. □

In SSL, the number of labeled samples $n$ is usually small, leading to a notable empirical distribution mismatch with the unlabeled samples. Specifically, we take the sampling bias problem with the two-moon data in the semi-supervised learning scenario as an example for further illustration. In Fig. 2, we plot the MMDs between the labeled and unlabeled samples when using different numbers of labeled samples. Fig. 2 shows that, when the number of labeled data is small, both the mean and variance of MMDs between the labeled and unlabeled samples are large, and the MMDs tend to be smaller only when $n$ becomes sufficiently large.

The above observation implies that in SSL, the small sample size often causes empirical distribution mismatch between the labeled data and the true sample distribution. Consequently, a model trained from the empirical distribution of the labeled data is unlikely to generalize well to the test data. While various strategies
have been exploited for utilizing the unlabeled data in the conventional SSL methods [11], [12], the empirical distribution mismatch issue was rarely discussed in the SSL literature. In this work, we emphasize that it is one of the hidden factors that affects the performance of conventional SSL methods. This was also verified by the recent work [10], which shows that the performance of SSL methods degrades when the number of labeled samples is limited.

### 3.2 The SLEDA Framework

Based on the above analysis, we propose the new Semi-supervised Learning by Empirical Distribution Alignment (SLEDA) framework for SSL, to address the empirical distribution mismatch issue between the labeled and unlabeled data. In addition to training the classifier based on supervision information from labeled data, we also simultaneously minimize the distribution divergence between labeled and unlabeled data, such that the empirical distributions of labeled and unlabeled samples are well aligned in the latent space, which is illustrated in Fig. 1(e).

Formally, let us denote the loss function as \( \ell(f(x_i^l), y_i) \) where \( f \) is the classifier to be learnt. We also define \( \Omega(D_l, D_u) \) as the distribution divergence between labeled and unlabeled data measured by a pre-defined metric. Then, the objective function of our framework can be formulated as follows,

\[
\min_{f, h} \sum_{i=1}^{n} \ell(f(x_i^l), y_i) + \gamma \Omega(D_l, D_u),
\]

where \( \gamma \) is the trade-off parameter to balance the two terms.

**Discussion:** The above SLEDA framework is very simple and generic, and we do not make any strong assumption on the terms in (1). This means that we can readily incorporate any supervised learning methods (e.g., deep supervised learning methods) into the SLEDA framework. In Section 4, we take the vanilla neural networks as an example to develop an ADA-Net method for SSL.

One potential issue in our newly proposed formulation is that due to the small number of labeled samples (i.e., \( n \)), the optimization process for solving (1) may become unstable. To address this issue, we further propose a data augmentation strategy. Inspired by the recent mixup approach [38] for deep supervised learning methods, we iteratively generate new training samples by using the interpolation strategy between the labeled samples and unlabeled samples, and then use the interpolated samples to learn the classifier and simultaneously reduce the empirical distribution divergence. The details are introduced in Section 4.

### 3.3 Generalization Error Bound

Our SLEDA framework provides us a new perspective to understand the SSL problem. In this subsection, we provide rigorous theoretical analysis to show that the generalization error of SSL can be effectively bounded by the training error on labeled samples and the empirical distribution divergence between labeled and unlabeled samples.

Let \( P \) be the unknown data distribution, from which the labeled and unlabeled training datasets \( D_l \) and \( D_u \) are respectively sampled. Denote the sizes of the training datasets \( D_l \) and \( D_u \) as \( n \) and \( m \), respectively. Let \( H \) be a hypothesis class, and \( h \in H \) be a hypothesis, and we also denote its empirical errors on \( D_l \) and \( D_u \) as \( \hat{E}_l(h) \) and \( \hat{E}_u(h) \), respectively. To derive the generalization error bound, we use the symmetric difference hypothesis space \( H \Delta H \) for any hypothesis space \( H \) [44]. Following [44], [45], we represent the empirical \( H \Delta H \)-divergence between \( D_l \) and \( D_u \) as \( \delta_{H \Delta H}(D_l, D_u) \).

**Theorem 1.** For any hypothesis space \( H \), let us denote the labeled training sample set as \( D_l \) and the unlabeled training sample set as \( D_u \), where \( D_l \) and \( D_u \) are drawn from the same distribution \( P \), and let \( h \in H \) be a hypothesis. We further define \( \hat{E}_l(h) \) as the empirical error of \( h \) on the labeled training samples, and \( \hat{E}(h) \) as the generalization error on the unseen testing data drawn from the distribution \( P \), then the generalization bound of \( h \) can be described by the following inequality with probability at least \( 1 - \delta \),

\[
\hat{E}(h) \leq \hat{E}_l(h) + \frac{1}{2m} \delta_{H \Delta H}(D_l, D_u) + \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}}
\]

where \( \delta_{H \Delta H}(D_l, D_u) \) is the empirical \( H \Delta H \)-divergence between \( D_l \) and \( D_u \).

Theorem 1 reveals that the generalization error of SSL can be bounded by the training error on a small number of labeled training samples, the empirical \( H \Delta H \)-divergence between \( D_l \) and \( D_u \), and a minor term w.r.t. the number of unlabeled samples \( m \). Note that in the generalization bound for supervised learning, the minor term is usually related to the number of labeled training samples \( n \). When \( n \) is small (i.e. the case in SSL), the generalization error of the supervised learning methods cannot be effectively bounded by the training error, as the minor term tends to be large. In the generalization bound shown in Theorem 1, we can control the minor term \( \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}} \) related to the number of unlabeled samples \( m \), as \( m \) is often much larger than \( n \), so the minor term would be small. The generalization bound can also become tighter by reducing the empirical \( H \Delta H \)-divergence \( \delta_{H \Delta H}(D_l, D_u) \), which can be achieved with the adversarial distribution alignment strategy as analyzed in [46]. Below we prove Theorem 1.

**Proof.** Given an arbitrary hypothesis \( h \), based on the Hoeffding’s inequality (see page 58 in [47]), we arrive at,

\[
\Pr \left( |\hat{E}(h) - \hat{E}_l(h)| \leq \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}} \right) \geq 1 - \delta
\]

\[
\Pr \left( |\hat{E}(h) - \hat{E}_u(h)| \leq \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}} \right) \geq 1 - \delta
\]

where \( \Pr(\cdot) \) denotes the probability that the event happens.
While in practice the term \( \tilde{E}(h) \) related to the unlabeled dataset in (4) cannot be computed, we still use it as an intermediate term for deriving the generalization bound. In particular, to connect (3) and (4), we have,

\[
|\mathcal{E}(h) - \tilde{E}(h)| = |\mathcal{E}(h) - \bar{E}(h) + \bar{E}(h) - \tilde{E}(h)| \\
\leq |\mathcal{E}(h) - \bar{E}(h)| + |\bar{E}(h) - \tilde{E}(h)|
\]

(5)

Let us denote \( |\mathcal{E}(h) - \bar{E}(h)| \leq \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}} \) as event A, and \( |\mathcal{E}(h) - \tilde{E}(h)| \leq |\bar{E}(h) - \tilde{E}(h)| + \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}} \) as event B. From (5), we know that if event A happens, then we have \( |\mathcal{E}(h) - \tilde{E}(h)| \leq |\bar{E}(h) - \tilde{E}(h)| + \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}} \), which indicates event B definitely happens. So the probability that event B happens would be no less than the probability that event A happens, i.e.,

\[
\Pr\left(|\mathcal{E}(h) - \tilde{E}(h)| \leq |\bar{E}(h) - \tilde{E}(h)| + \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}}\right) \\
\geq \Pr\left(|\mathcal{E}(h) - \bar{E}(h)| \leq \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}}\right) \\
\geq 1 - \delta
\]

(6)

Next, we will bound the term \( |\mathcal{E}(h) - \tilde{E}(h)| \) in (6) with the empirical \( \mathcal{H}\Delta\mathcal{H} \)-divergence.

\[
|\bar{E}(h) - \tilde{E}(h)| \leq \sup_{h \in \mathcal{H}} |\bar{E}(h) - \tilde{E}(h)| = \frac{1}{2} \mathcal{d}_{\mathcal{H}\Delta\mathcal{H}}(D_l, D_u)
\]

(7)

Note the second equality in (7) holds due to the definition of \( \mathcal{d}_{\mathcal{H}\Delta\mathcal{H}} \). [44, 48].

Finally, we can prove the generalization bound in Theorem 1 by substituting the inequality in (7) into the inequality in (6). Here we complete the proof.

When \( n \ll m \), the minor term \( \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}} \) would be much smaller than \( \sqrt{\frac{1}{2m} \ln \frac{2}{\delta}} \) in (3). Therefore, for the SSL task, it is likely that we can achieve a tighter bound than (3) by minimizing the empirical \( \mathcal{H}\Delta\mathcal{H} \)-divergence.

4 Augmented Distribution Alignment Network (ADA-Net) for SSL

Based on our SLEDA framework, in this section, we develop a new deep SSL method called Augmented Distribution Alignment Network (ADA-Net). In our ADA-Net, we use two strategies adversarial distribution alignment and cross-set sample augmentation, to respectively tackle the empirical distribution mismatch and small sample size issues.

4.1 Adversarial Distribution Alignment

We first discuss how to minimize the empirical distribution mismatch between the labeled and unlabeled samples. As shown in [13], [46], under the mild assumptions, minimizing the \( \mathcal{H}\Delta\mathcal{H} \)-divergence can be implemented by using an adversarial training strategy, which is equivalent to minimizing the empirical \( \mathcal{H} \)-divergence \( \mathcal{d}_{\mathcal{H}}(\cdot, \cdot) \). Therefore, we employ \( \mathcal{d}_{\mathcal{H}}(\cdot, \cdot) \) to measure the distribution divergence \( \Omega(\cdot, \cdot) \) in Eq. (1) for aligning the empirical distributions between labeled and unlabeled data.

In particular, let us denote \( g(\cdot) \) as a feature extractor (e.g., the convolutional layers), which maps sample \( x \) into a latent feature space. Moreover, let \( h : g(x) \rightarrow \{0, 1\} \) be a binary discriminator which outputs 0 for the labeled samples and 1 for the unlabeled samples, and denote the class of binary discriminators as \( \mathcal{H} \). By Lemma 2 in [44], the empirical \( \mathcal{H} \)-Divergence between the labeled and unlabeled samples can be written as:

\[
\mathcal{d}_{\mathcal{H}}(D_l, D_u) = 2\left\{1 - \min_{h \in \mathcal{H}} \err(h, g, D_l) + \err(h, g, D_u)\right\}
\]

(8)

where \( \err(h, g, D_l) = \frac{1}{n} \sum_{x \in D_l} [h(g(x))] \neq 0 \) is the prediction error of the discriminator \( h \) on the labeled samples, and \( \err(h, g, D_u) \) is similarly defined for the unlabeled samples.

Intuitively, when the empirical distribution mismatch is large, the discriminator can easily distinguish between labeled and unlabeled samples. Thus, its prediction errors would be smaller, and the \( \mathcal{H} \)-divergence is higher, and vice versa. Therefore, to reduce the empirical distribution mismatch between labeled and unlabeled samples, we minimize the distribution distance \( \mathcal{d}_{\mathcal{H}}(D_l, D_u) \) to enforce the feature extractor \( g \) to generate a good latent space, in which the two sets of features are well aligned. To achieve this goal, we solve the following optimization problem:

\[
\min_g \mathcal{d}_{\mathcal{H}}(D_l, D_u) = \max_{g} \min_{h \in \mathcal{H}} \left\{\err(h, g, D_l) + \err(h, g, D_u)\right\}
\]

(9)

The above max-min problem can be optimized with the adversarial training methods. In [46], Ganin and Lempitsky showed that it can be implemented as a simple gradient reverse layer (GRL), which automatically reverses the gradient the domain discriminator before back-propagating the gradient to the feature extraction block. With the newly introduced GRL, we can directly minimize the classification loss from the domain discriminator \( h \) with the standard optimization library.

4.2 Cross-Set Sample Augmentation

As mentioned in Section 3, in SSL, the optimization process may become unstable due to the limited sampling size of labeled data, which eventually degrades the classification performance. In order to assist the alignment process, and as inspired by [38], we propose to generate new training samples by using the interpolation strategy between labeled and unlabeled samples (i.e. the cross-set sample interpolation strategy). In particular, for each \( x_l^i \), we assign a pseudo-label \( \tilde{y}_l^i \), which is generated by using the prediction score from the model trained in the previous iteration. Then, given a labeled sample \( x_l^i \) and an unlabeled sample \( x_u^i \), the interpolated sample can be represented as,

\[
\tilde{x}_i = \lambda_i x_l^i + (1 - \lambda_i) \varphi_i(x_u^i),
\]

(10)

\[
\tilde{y}_i = \lambda_i y_l^i + (1 - \lambda_i) \tilde{y}_u^i,
\]

(11)

\[
\tilde{z}_i = \lambda_i \cdot 0 + (1 - \lambda_i) \cdot 1,
\]

(12)

where \( \lambda_i \) is a random variable that is generated from a prior \( \beta \) distribution, i.e. \( \lambda_i \sim \beta(\alpha, \alpha) \) with \( \alpha \) being a hyper-parameter to control the shape of the \( \beta \) distribution, \( \varphi_i \) is the input transformation function for \( x_u^i \), \( \tilde{x}_i \) is the interpolated sample, \( \tilde{y}_i \) is its class label, and \( \tilde{z}_i \) is its label for training the discriminator. We define \( \varphi_i \) in different ways for the image recognition task and the point cloud recognition task as follows.

The Choice of \( \varphi_i \): For image recognition, \( \varphi_i \) is simply the identity operator whose output is exactly the same as the input. For point cloud recognition, we cannot use the identity operator, since the
3D points are unordered and there is no one-to-one correspondence between the points of two point clouds. To establish the one-to-one correspondence between two point clouds, we adopt the method proposed in [40], which finds the optimal matching between the points of two point clouds by solving the assignment problem defined as the Earth Mover’s Distance (EMD). Thus, for point cloud recognition, we define \( \varphi_i \) in (10) as the permutation operator, which reorders the points of \( \mathbf{x}_i^l \) based on the one-to-one correspondence between the points of \( \mathbf{x}_i^l \) and \( \mathbf{x}_i^u \). In our implementation, we solve the assignment problem efficiently by using the Auction Algorithm [49].

The advantages of such cross-set sample augmentation strategy are two-fold. Firstly, the interpolated samples greatly enlarge the training data set, making the learning process more stable, especially for learning the deep models. It was also shown in [38] that such data augmentation strategy is helpful for improving model robustness.

Secondly, each pseudo-sample is generated by using the interpolation strategy between a pair of labeled and unlabeled samples, thus the distribution of pseudo-samples is expected to be closer to the real distribution than that of the original labeled training samples. This advantage was theoretically shown in our previous work [16] by employing the Euclidean generalized energy distance [50], and it implies that the generated pseudo-labeled samples can be deemed as being sampled from the intermediate distributions between the two empirical distributions of the labeled and unlabeled data. As shown in the previous domain adaptation works [51], [52], it is beneficial to use such intermediate distributions to reduce the gap between the two distributions, and learn more robust models.

**4.3 Our Basic ADA-Net Method based on Vanilla Networks**

We unify the adversarial distribution alignment and cross-set sample augmentation strategies into one framework, which finally leads to our augmented distribution alignment approach.

In Figure 3, we show an example of how to incorporate our augmented distribution alignment approach into a vanilla convolutional neural network, referred to as ADA-Net. Specifically, in addition to the classification branch, we add several fully-connected layers as the domain discriminator \( h \) to distinguish the labeled domain and the unlabeled domain (see Section 4.3 for more details). Then, for each mini-batch, we use the cross-set sample augmentation strategy (see (10), (11), (12)) to generate the interpolated samples and labels, and use them as the training data to learn our ADA-Net. Let us denote the parameters for the feature extractor \( g \), the class predictor \( f \), and the domain discriminator \( h \) as \( \theta_g \), \( \theta_f \), and \( \theta_h \), respectively. The objective function for training the network can be formulated by replacing the training samples and the term \( \Omega(\cdot, \cdot) \) in (1), i.e.,

\[
\max_{\theta_h} \min_{\theta_f, \theta_g} \sum_i \left\{ \lambda_i \ell(f(g(x_i; \theta_g); \theta_f), y_i) - \gamma \ell(h(g(x_i; \theta_g); \theta_h), z_i) \right\}
\]

(13)

where \( \ell(\cdot, \cdot) \) is the loss function and we use the cross-entropy loss in this work, and \( \lambda_i \) is the weight for balancing the classification losses which corresponds to the value \( \lambda_i \) for generating the interpolated sample \( \tilde{x}_i \) (see (10)). The explanation for introducing this weight is as follows. The higher the value \( \lambda_i \) is, the higher the proportion of \( \tilde{x}_i \) coming from the labeled set is, and the more confident we are about its label \( y_i \), and vice versa.

To implement the adversarial training strategy, we add a gradient reverse layer [46] before the domain discriminator, which automatically reverses the sign of the gradient from the domain discriminator during back-propagation. Then we can rewrite the objective function in (13) as follows,

\[
\min_{\theta_f, \theta_g, \theta_h} \sum_i \left\{ \lambda_i \ell(f(g(x_i; \theta_g); \theta_f), y_i) + \gamma \ell(h(g(x_i; \theta_g); \theta_h), z_i) \right\}
\]

(14)

We depict the training pipeline in Algorithm 1. Aside from the simple sample interpolation strategy, the network can be optimized with the standard back-propagation approaches. Therefore, our augmented distribution alignment strategy can be easily incorporated into any existing neural network by additionally introducing a domain discriminator (implemented with the GRL layer), and using the proposed cross-set sample augmentation strategy during mini-batch data preparation.

**4.4 Our ADA-Net in Combination with Two SSL Methods**

In Section 4.3, we have proposed the ADA-Net method, which incorporates our newly proposed strategies into the vanilla neural network to address the SSL problem by considering the empirical distribution alignment issue. The empirical distribution alignment strategy can also be used to further improve the existing SSL methods, as these SSL methods rarely considered the empirical distribution mismatch issue between the labeled and unlabeled samples. In particular, our adversarial distribution alignment and cross-set sample augmentation strategies in ADA-Net can be easily incorporated into existing semi-supervised methods to further...
Algorithm 1: The training process of our ADA-Net.

**Input:** A batch of labeled samples \( \{(x^l_i, y^l_i)\} \), a batch of unlabeled samples \( \{x^n_i\} \)

1. Perform one forward step to produce the pseudo-labels for the unlabeled samples, i.e., \( \hat{y}^n_i \leftarrow f(g(x^n_i)) \)
2. Sample \( \lambda \) from a prior \( \beta \) distribution for each pair of labeled/unlabeled samples in the batch, and generate a batch of pseudo-labeled samples \( \{\tilde{x}_i, \hat{y}_i, \tilde{z}_i\} \) using (10), (11), (12).
3. Train the model by minimizing the objective function in (14).

**Output:** The feature extractor \( g \), the class predictor \( f \), and the domain discriminator \( h \).

Boost their performance. More specifically, we present the general objective function of our extended ADA-Net method by additionally introducing a new loss function \( L^u_i \) for the \( i \)-th unlabeled sample into (14), i.e.,

\[
\min_{\theta_g, \theta_f, \theta_h} \sum_i \left\{ \lambda_i \ell(f(g(\tilde{x}_i; \theta_g); \theta_f), \hat{y}_i) + \gamma \ell(h(g(\tilde{x}_i; \theta_g); \theta_h), \tilde{z}_i) + L^u_i \right\}
\]

(15)

Below we take two SSL methods (i.e. VAT+Ent [9] and ICT [53]) as the examples to discuss how the existing SSL methods can be incorporated into our SLEDA framework, in which we will focus on the definition of \( L^u_i \).

### 4.4.1 Our ADA-Net (VAT+Ent)

The VAT+Ent [9] method utilizes the unlabeled samples by enforcing consistency between the class prediction score of each original unlabeled sample and that of this unlabeled sample after adversarial perturbation (see [9] for more details). Specifically, following the VAT+Ent [9] method, we minimize the following objective loss function for the \( i \)-th unlabeled sample,

\[
L^u_i = \lambda_D D(\hat{q}_{\theta}^u, f(g(\tilde{x}^u_i; \theta_g); \theta_f)) + \lambda_e H(f(g(\tilde{x}^u_i; \theta_g); \theta_f))
\]

(16)

where \( D(\cdot, \cdot) \) is the consistency criterion implemented with the KL-divergence function in [9], \( \hat{q}_{\theta}^u \) is the class prediction score of the \( i \)-th unlabeled sample produced by using the latest feature extractor and class predictor from the last training iteration, \( \tilde{x}^u_i \) is the same unlabeled sample after adversarial perturbation (see [9]), \( H(\cdot) \) is the conditional entropy loss function which enforces the class prediction score of \( \tilde{x}^u_i \) to become close to a one-hot vector, and \( \lambda_D \) and \( \lambda_e \) are the trade-off parameters. The training process of our ADA-Net (ICT) is almost the same as Algorithm 1, except that in Step (3) we train the model by minimizing the objective loss function in (15), in which the loss \( L^u_i \) is defined in (17).

### 4.4.2 Our ADA-Net (ICT)

The ICT [53] method introduces a consistency criterion on the unlabeled samples, which is based on the sample Mixup strategy [38]. Specifically, they used a mean teacher model, where the mixture of the output from any two unlabeled samples by the teacher model is enforced to be consistent with the output of the mixed sample by the student model. However, the empirical distribution mismatch between labeled and unlabeled samples is not discussed in ICT [53].

In our ADA-Net method in combination with ICT [53], we introduce the distribution alignment module to improve the results of ICT. Specifically, we introduce a domain discriminator for the student model. The same as in ICT, the teacher model is a moving average of the student model. We use \( g, f, \) and \( h \) to denote the feature extractor, the class predictor, and the domain discriminator in the student model, respectively. Then we adopt the consistency loss function for the \( i \)-th unlabeled sample in ICT [53] as the loss function \( L^u_i \) in (15), i.e.,

\[
L^u_i = w_h \ell_{MSE}(f(g(\tilde{x}^u_i; \theta_g); \theta_f), \tilde{y}^u_i)
\]

(17)

where \( \ell_{MSE}(\cdot, \cdot) \) is the Mean Square Error function, \( w_h \) is the trade-off parameter that gradually increases after each training iteration as suggested in [53], and \( (\tilde{x}^u_i, \tilde{y}^u_i) \) is the augmented sample produced by using the sample interpolation strategy on the unlabeled samples (i.e., the within-set sample interpolation strategy). When computing \( (\tilde{x}^u_i, \tilde{y}^u_i) \), we need to first compute the pseudo-label \( \tilde{y}^u_i \) of each \( \tilde{x}^u_i \), then use the sample interpolation strategy for each pair of unlabeled samples \( (x^u_i, \hat{y}^u_i) \) and \( (x^u_j, \hat{y}^u_j) \) in the same way as (10) (11). When generating \( (\tilde{x}^u_i, \tilde{y}^u_i) \) with the cross-set sample interpolation strategy discussed in Section 4.2 and generating \( (\tilde{x}^u_i, \tilde{y}^u_i) \) with the aforementioned within-set sample interpolation strategy, we use the teacher model to produce the pseudo-label \( \tilde{y}^u_i \) for each \( \tilde{x}^u_i \). The training process of our ADA-Net (ICT) is almost the same as Algorithm 1, except that in Step (3) we train the model by minimizing the objective loss function in (15), in which the loss \( L^u_i \) is defined in (17).

### 5 Experiments

In this section, we first conduct experiments on the benchmark image datasets SVHN and CIFAR10 to evaluate our proposed ADA-Net for the semi-supervised image recognition task. Then we evaluate our ADA-Net for the semi-supervised point cloud recognition task on the benchmark point cloud datasets ModelNet40 and ShapeNet55.

#### 5.1 Semi-Supervised 2D Image Recognition

##### 5.1.1 Datasets

**SVHN:** The Street View House Numbers (SVHN) dataset [54] is a dataset of real-world digital photos. It consists of 10 classes and 73,257 training images with the resolution of 32×32. Following [9], out of the full training set, 1,000 images are used together with their labels for supervised learning. The rest of the training images are used as the unlabeled samples. Random translation is the only augmentation strategy used for this dataset.

**CIFAR10:** The CIFAR10 dataset [55] has 10 classes, and consists of 50,000 training images as well as 10,000 testing images. All images have the resolution of 32×32. 4,000 samples from the training images are used as the labeled set in our experiments, and the other training images are used as the unlabeled samples.

##### 5.1.2 Implementation Details

We follow [7] to use the Conv-Large network as the backbone network, and implement our ADA-Net in Tensorflow [56]. For the class predictor, a single fully-connected layer is used to map the features to logits. For the domain discriminator, two fully-connected layers, each with 1,024 output units, together with another fully-connected layer are used to produce two channels of soft domain labels.

The batch size is 128. The learning rate is initialized as 0.001, and then starts to linearly decay at a predefined number...
of training epochs, where one epoch is defined as one iteration over all unlabeled data. On CIFAR10, the network is trained for 2000 epochs and the learning rate decays after 1500 epochs. On SVHN, the network is trained for 500 epochs and the learning rate decays after 460 epochs. We use the ADAM optimizer with the momentum set as 0.9. The interpolation parameter $\alpha$ is set as 1.0 and 0.1 on CIFAR10 and SVHN, respectively, which are the same values as used in our preliminary conference work [16] when employing PreAct-ResNet-18 [57] as the backbone network. The experiments on CIFAR10 and SVHN share the exactly same network and training protocol.

### 5.1.3 Experimental Results

We summarize the classification error rates on the SVHN and CIFAR10 datasets in Table 1. We also include the baseline method Conv-Large [7] that is trained based on the labeled data only. To validate the effectiveness of the two strategies in our ADA-Net, we report the results from two variants of our proposed approach. In the first variant, we do not use the cross-set sample augmentation strategy and only perform the distribution alignment by using the original labeled and unlabeled samples. In the second variant, we remove the discriminator and only perform cross-set sample augmentation for learning the classifier.

As shown in Table 1, our ADA-Net significantly improves the classification performance of the supervised baseline method Conv-Large on both datasets. We also observe that both distribution alignment and cross-set sample augmentation strategies are important for improving the performance on CIFAR10 and SVHN. When using Conv-Large as the backbone network, the distribution alignment strategy on the labeled and unlabeled datasets brings 4.91% and 4.82% improvement, respectively, and the cross-set sample augmentation strategy achieves 4.93% and 0.98% improvement, respectively. By integrating both strategies, the classification error rate can be reduced from 20.65% and 10.82% (the supervised baseline method) to 10.30% and 4.62% (our method) on the CIFAR10 and SVHN datasets, respectively. The experimental results clearly demonstrate the effectiveness of the two newly proposed strategies in our ADA-Net method.

### TABLE 1

|                | DAS | SAS | CIFAR10 | SVHN |
|----------------|-----|-----|---------|------|
| Supervised baseline | 20.65 | 10.82 |         |      |
| Ours            | ✓   | ✓   | 15.74  | 6.00 |
|                 | ✓   | ✓   | 15.72  | 6.00 |
|                 | ✓   | ✓   | 10.30  | 4.62 |

### 5.1.4 Experimental Analysis

**Feature visualization:** To better understand how our ADA-Net works, we use the convolutional block of the Conv-Large network [7] as the feature extractor, and adopt the t-SNE method [58] to visualize the labeled samples, the unlabeled samples, and the generated pseudo-labeled samples on the SVHN dataset in Fig. 4. For comparison, we also visualize the features extracted by using the baseline Conv-Large backbone trained with only labeled data. As shown in Fig. 4, for the baseline Conv-Large method, we observe a considerable distribution difference between the labeled and unlabeled samples, and between the labeled samples and the pseudo-labeled samples. Nevertheless, with our ADA-Net, the distributions of the samples using these three types of features are similar since we explicitly align the distributions of labeled and unlabeled samples in the training process.

**Feature distribution:** To further demonstrate the effectiveness of our ADA-Net for reducing the data distribution mismatch, we take the first three activations of the features extracted by the baseline Conv-Large method and our ADA-Net as the examples, and plot the distributions of labeled and unlabeled samples for each dimension individually. The distribution is produced by performing kernel density estimation [59], [60] based on the samples along each individual dimension of each type of feature. As shown in Figure 6, we observe a considerable data distribution mismatch between the estimated empirical distributions of labeled and unlabeled samples for the baseline Conv-Large method, while the distribution mismatch is well reduced by our ADA-Net method.

**Results when varying the number of labeled samples:** As discussed in Section 3.1, in SSL, we often suffer from the data distribution mismatch issue, and the issue becomes more serious when there are fewer labeled samples. To further validate the effectiveness of our ADA-Net, we take the SVHN dataset as an example to conduct the experiments by varying the number of labeled samples. In particular, we train the models by using 200, 400, 600, 800 and 1,000 labeled samples, and all other experimental settings remain the same. The error rates of our ADA-Net and the baseline Conv-Large method are plotted in Figure 5. We observe that the error rate of the baseline Conv-Large method increases dramatically when reducing the number of labeled samples, which indicates that the SSL problem becomes more challenging due to the sampling bias issue. Nevertheless, our ADA-Net consistently improves the classification performance by reducing such sampling bias with the augmented distribution alignment strategy. The relative improvement is more obvious when there are fewer labeled samples.

### 5.1.5 Comparison with the State-of-the-art Methods

We further compare our ADA-Net with the recent state-of-the-art SSL learning approaches [7]–[9], [9], [11], [12], [19], [53], [61], [62]. As discussed in [10], minor modifications of the network structure and the data processing method often lead to different results. For fair comparison, we take the VAT method [9] as the reference approach, and strictly follow its experimental setup. In particular, we implement our ADA-Net based on the released code from [9]. The same Conv-Large architecture and hyper-parameters are used. For better presentation, we refer to our ADA-Net based on the supervised Conv-Large method as ADA-Net (Conv-Large). As discussed in Section 4.4, we address the SSL problem from the novel perspective of empirical distribution alignment, so our augmented distribution alignment strategy is generally complementary to other SSL methods. Therefore, we also report the results of our ADA-Net (V AT+Ent) and ADA-Net (ICT), by additionally incorporating the two strategies in our ADA-Net into VAT+Ent [9] and ICT [53], respectively.

---

1 In our preliminary conference work [16], we use PreAct-ResNet-18 as the backbone network, and our method achieves the error rates of 8.87% and 5.90% on CIFAR10 and SVHN, respectively. Here we use Conv-Large as another backbone network to further demonstrate the effectiveness of our ADA-Net.
Fig. 4. Visualization of the features extracted by the baseline Conv-Large method and our ADA-Net on SVHN, in which we use the t-SNE method [58] to visualize the features from the labeled samples, unlabeled samples, interpolated samples, and all samples, respectively. For the baseline Conv-Large method, empirical distribution mismatch between the labeled and unlabeled samples can be observed, and the augmented samples bridge the distribution gap to some extent. For our ADA-Net, with the augmented distribution alignment strategy, empirical data distribution mismatch is well reduced.

Fig. 5. Classification error rates (%) of our ADA-Net and the baseline Conv-Large method on SVHN when varying the number of labeled samples.

Fig. 6. Kernel density estimation results of the baseline Conv-Large method and our ADA-Net for the labeled and unlabeled samples from the SVHN dataset based on the first three feature activations. Considerable data distribution mismatch between labeled and unlabeled data can be observed for the baseline Conv-Large method (top row), while two distributions are generally well aligned after using our ADA-Net (bottom row).

In Table 2, we report the results of different methods on the CIFAR10 and SVHN datasets. Our ADA-Net method achieves the competitive results when compared with the state-of-the-art SSL methods. Specifically, our ADA-Net (Conv-Large) approach achieves the error rates of 10.30% and 4.62% on CIFAR10 and SVHN, respectively. In addition, our ADA-Net (VAT+Ent) reduces the classification error rate of VAT+Ent from 10.55% to 10.09% (resp. from 3.86% to 3.54%) on the CIFAR10 (resp. SVHN) dataset. Similarly, our ADA-Net (ICT) reduces the classification error rate of ICT from 7.29% to 6.04% (resp. from 3.89% to 3.49%) on the CIFAR10 (resp. SVHN) dataset. It is worth mentioning that our ADA-Net (ICT) achieves the new state-of-the-art error rates of 6.04% and 3.49% by using the Conv-Large network as the backbone on CIFAR10 and SVHN, respectively. These results clearly demonstrate the effectiveness of our SLEDA framework.

### 5.2 Semi-Supervised 3D Point Cloud Recognition

We further evaluate our proposed approach for the semi-supervised 3D point cloud recognition task.

Point cloud recognition [63]–[68] has become a popular research topic in recent years, largely due to the rapid adoption of 3D scanning devices in various applications (e.g., augmented reality and autonomous driving). Yet, it is more expensive to annotate 3D point clouds than 2D images, since the annotator needs to rotate a 3D point cloud object several times before assigning the label. Therefore, the semi-supervised learning methods provide an effective way to utilize unlabeled point cloud data to improve point

| Methods | CIFAR10 | SVHN |
|---------|---------|------|
| Π Model [8] | 12.36 | 4.32 |
| Temporal ensembling [8] | 12.16 | 4.42 |
| VAT [9] | 11.36 | 5.42 |
| VAT+Ent [9] | 10.55 | 3.86 |
| SaaS [11] | 13.22 | 4.77 |
| MA-DNN [12] | 11.91 | 4.21 |
| VAT+Ent+SNTG [61] | 9.89 | 3.83 |
| Mean Teacher+fastSWA [62] | 9.05 | - |
| ICT [53] | 7.29 | 3.89 |
| UPS [19] | 6.36 | - |
| ADA-Net (Conv-Large) | 10.30 | 4.62 |
| ADA-Net (VAT+Ent) | 10.09 | 3.54 |
| ADA-Net (ICT) | **6.04** | **3.49** |
cloud recognition performance. Unfortunately, the existing semi-supervised learning methods are not specifically designed for the 3D point cloud recognition task.

In this section, under the SSL setting, we first set up a benchmark for 3D point cloud recognition based on the popular benchmark point cloud datasets ModelNet40 and ShapeNet55. Then we evaluate the state-of-the-art semi-supervised learning methods that were originally designed for image recognition, as well as our ADA-Net, for the point cloud recognition task.

5.2.1 Datasets

ModelNet40: The ModelNet40 dataset [63] contains the CAD models from 40 classes. It is split into two subsets, a training set with 9,843 samples and a testing set with 2,468 samples. We follow the previous works [64], [65], [67] to generate the point clouds by sampling points evenly from the CAD models. In particular, 1,024 points are sampled for each CAD model in our experiments. For semi-supervised learning, 500 training samples with their labels are used as the labeled training data, while the other training samples are used as unlabeled training data.

ShapeNet55: The ShapeNet55 dataset [69] contains the CAD models from 55 classes. We use the newest version of this dataset (i.e. ShapeNetCore.v2), which consists of 35,708 samples in the training set, 5,158 samples in the validation set, and 10,261 samples in the testing set. In our experiments, we combine the training and validation sets as our training set. Similarly to the ModelNet40 dataset, we generate the point clouds by sampling 1,024 points evenly from the CAD models. In our training set, 400 samples are used as labeled data, the rest of the samples are used as unlabeled data.

On both datasets, we perform random sampling to select labeled samples for 10 rounds, and report the average results as well as their standard deviations.

5.2.2 Implementation Details

For the semi-supervised point cloud classification task, we implement our ADA-Net in a similar way as the semi-supervised image classification task. We use PointNet [64] as the backbone network to process the input point clouds. For each fully-connected layer of the PointNet network, the number of channels is set as 1/4 of the original number of channels in order to reduce the model complexity (e.g., for the first fully-connected layer of our PointNet, we use 16 channels instead of the original 64 channels). Similarly as in the semi-supervised image classification task, a single fully-connected layer is used as the class predictor to map the features to logits, and two fully-connected layers are used as the domain discriminator.

We set the batch size to 32. The learning rate is initialized as 0.002, and is divided by 10 when 2/3 of the total number of epochs are reached. We train the network for 300 epochs and 80 epochs on ModelNet40 and ShapeNet55, respectively. We use the Adam optimizer with the momentum set as 0.9. In our experiments, we use the following hyper-parameters, weight-decay = 0.0001, interpolation coefficient $\alpha = 0.2$ and 0.5 for ModelNet40 and ShapeNet55, respectively. The experiments on both datasets share the same network and training protocol.

5.2.3 Experimental Results

In Table 3, the classification error rates of our method ADA-Net and its two variants on the ModelNet40 and ShapeNet55 datasets are reported, in which PointNet [64] is used as the backbone network in all methods. On the ModelNet40 and ShapeNet55 datasets, the distribution alignment strategy on the labeled and unlabeled datasets reduces the classification error rates by 1.48% and 2.05%, respectively, while the cross-set sample augmentation strategy reduces the classification error rates by 0.51% and 0.95%, respectively. By integrating both strategies, our ADA-Net reduces the classification error rate from 24.75% and 29.39% (the supervised baseline method PointNet [64]) to 20.68% and 25.92% (ADA-Net) on the ModelNet40 and ShapeNet55 datasets, respectively. The experimental results clearly demonstrate the effectiveness of our ADA-Net method and the contributions of the two newly proposed strategies for semi-supervised 3D point cloud recognition.

| Methods | ModelNet40 Error Rate (%) | ShapeNet55 Error Rate (%) |
|---------|---------------------------|--------------------------|
| Supervised baseline | 24.75 (±0.79) | 29.39 (±1.06) |
| ICT [53] | ✓ | 24.27 (±0.89) | 28.44 (±0.93) |
| ADA-Net (ICT) | ✓ | 20.68 (±0.63) | 25.92 (±0.91) |

5.2.4 Comparison with Other Methods

We further compare our ADA-Net with other methods [7]–[9], [11], [12], [53], [60], [62], which are the state-of-the-art methods for semi-supervised image recognition. Since these methods were designed for the 2D image recognition task and only the image recognition results are reported, we implement all of them for the point cloud recognition task. In our implementation, we utilize the officially released code from all these works. For the backbone network, we use PointNet [64] with 1/4 of the original number of channels at each layer for each method. We refer to our ADA-Net using the supervised PointNet method as ADA-Net (PointNet).

| Methods | ModelNet40 Error Rate (%) | ShapeNet55 Error Rate (%) |
|---------|---------------------------|--------------------------|
| IT Model [8] | 22.88 (±0.78) | 27.23 (±1.23) |
| Temporal ensembling [8] | 21.70 (±0.76) | 27.10 (±0.86) |
| Mean Teacher [7] | 22.03 (±0.63) | 26.96 (±0.69) |
| SaaS [11] | 23.03 (±0.73) | 26.63 (±0.65) |
| MA-DNN [12] | 22.94 (±1.15) | 28.07 (±0.97) |
| VAT [9] | 22.95 (±1.02) | 27.89 (±1.06) |
| VAT+Ent [9] | 22.31 (±1.01) | 27.00 (±1.06) |
| VAT+Ent+SNTG [61] | 22.37 (±1.10) | 26.84 (±1.04) |
| Mean Teacher+fastSWA [62] | 21.75 (±1.11) | 26.57 (±0.63) |
| ICT [53] | 21.47 (±0.95) | 26.43 (±1.06) |
| ADA-Net (PointNet) | 20.68 (±0.63) | 25.92 (±0.91) |
| ADA-Net (VAT+Ent) | 20.17 (±0.76) | 25.59 (±0.98) |
| ADA-Net (ICT) | 20.12 (±0.78) | 25.49 (±0.93) |
In Table 4, we compare the results of our ADA-Net with the baseline methods on ModelNet40 and ShapeNet55. Our ADA-Net achieves the error rates of 20.68% and 25.92% on ModelNet40 and ShapeNet55, respectively, which are better than the baseline methods. Moreover, we also demonstrate that for the semi-supervised point cloud recognition task, our ADA-Net method is also complimentary to the existing SSL methods. As shown in Table 4, with our ADA-Net (ICT), we achieve the error rates of 20.12% and 25.49% on ModelNet40 and ShapeNet55, respectively, which outperform the state-of-the-art methods for the semi-supervised point cloud recognition task.

To further validate the superiority of our ADA-Net over the existing semi-supervised learning methods, we conduct a significance test based on the experimental results. Specifically, we respectively perform the significance test to compare our ADA-Net (PointNet), ADA-Net (VAT+Ent) and ADA-Net (ICT) with each baseline method based on the results from 10 rounds of experiments with different random labeled/unlabeled dataset partitions. The results demonstrate that on both ModelNet40 and ShapeNet55 datasets, our ADA-Net (PointNet), ADA-Net (VAT+Ent) and ADA-Net (ICT) are significantly better than all the state-of-the-art methods as well as the supervised learning baseline method, as judged by t-test with a significance level of 0.03.

6 Conclusions

In this work, we have proposed a new deep semi-supervised learning framework called SLEDA. In particular, we tackle the semi-supervised learning problem from a new perspective, where labeled and unlabeled data often exhibit a considerable empirical distribution mismatch. We prove that the generalization error of semi-supervised learning methods can be bounded by minimizing the training error on labeled data and the empirical distribution distance between labeled and unlabeled data. Based on our framework, we have proposed a new semi-supervised learning method called Augmented Distribution Alignment Network (ADA-Net) by jointly using an adversarial training strategy and a cross-set sample interpolation strategy. These two strategies can be readily incorporated into deep neural networks to boost the existing supervised and semi-supervised learning methods. Comprehensive experiments on two benchmark image datasets CIFAR10 and SVHN and another two benchmark point cloud datasets ModelNet40 and ShapeNet55 have validated the effectiveness of our framework.
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