Analytical results from the quantum theory of a single-emitter nanolaser. II.
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Using two equivalent approaches, Heisenberg-Langevin and density operator, we investigate the properties of nanolaser: an incoherently pumped single two-level system interacting with a single-cavity mode of finite finesse. We show that in the case of good-cavity regime the Heisenberg-Langevin approach provides the analytical results for linewidth, amplitude fluctuation spectrum, and intracavity Mandel Q-parameter. In the bad-cavity regime we estimate the frequency at which the peak of relaxation oscillations appears. With the help of the master equation for density operator written in terms of coherent states we obtain approximated expression for Glauber-Sudarshan P function. This solution can be used in the case of good-cavity regime and allows us to investigate in more detail the thresholdless behaviour of the nanolaser. All two approaches are in a very good agreement with each other and numerical simulations.

1. INTRODUCTION

One of the first theoretical work devoted to possibility of realization of a single-emitter laser was published by Mu and Savage in [1]. Three- and four-level pumped emitters placed into lossy cavity and interacted with cavity mode have been considered there. Some interesting effects which do not appear in conventional lasers have been revealed, such as squeezing, self-quenching in incoherently pumped laser, deviations from the Schwawlow-Townes formula for the linewidth. Subsequent publications related to single-emitter problem [2-4] have proven these results and also discovered new effects connected to bad-cavity regime. In Sec. 3 we will write master equation which we used earlier and extend our calculations to bad-cavity regime. In Sec. 2 we will consider and analyze in more detail the linearization procedure which we used earlier and extend our calculations to bad-cavity regime. In Sec. 3 we will write master equation for our nanolaser in the coherent state representation and in stationary regime derive approximated expression for Glauber-Sudarshan P function. With the help of the latter we will prove our previous results, analyze some limited cases and threshold behaviour of nanolaser.

2. HEISENBERG-LANGEVIN APPROACH

2.1 Model. Semiclassical theory

The simplest model of a single-emitter nanolaser is the single two-level system placed inside the single-mode cavity and incoherently pumped to its upper level. Just four constants characterize this nanolaser: $\Gamma$ – the incoherent pumping rate, pumping process associated with the transition $\ket{1} \to \ket{2}$; $\gamma/2$ – the decay rate of polarization due to spontaneous emission to modes other than the laser mode; $\kappa/2$ – the field decay rate in the cavity; $g$ – the coupling constant between the field and the two-level system. The Heisenberg-Langevin equations for our nanolaser are

$$\frac{d}{dt} \hat{\sigma}(t) = -\frac{\kappa}{2} \hat{\sigma}(t) + g \hat{a}(t) + f_\alpha(t),$$

$$\frac{d}{dt} \hat{D}(t) = \Gamma - \gamma - (\Gamma + \gamma) \hat{D}(t) - 2g \left[ \hat{a}(t) \hat{\sigma}(t) + \hat{a}^\dagger(t) \hat{\sigma}(t) \right] + \hat{f}_D(t).$$

Here $\hat{\sigma}(t)$ and $\hat{a}(t)$ are the photon annihilation and creation operators in the cavity mode, $\hat{\sigma} = \ket{1}\bra{2}$ is the operator of polarization of the two-level system, and $\hat{D} = \ket{2}\bra{2} - 1 - \ket{1}\bra{1}$ is the operator of inversion between the upper level $\ket{2}$ and the lower level $\ket{1}$ of the system. We use the fact that for a single two-level system $\ket{2}\bra{2} + \ket{1}\bra{1} = \mathbf{1}$ - where $\mathbf{1}$ is a unity operator.

The $f_\alpha(t)$, $f_\sigma(t)$ and $f_D(t)$ are the Langevin noise operators which arise through the interaction with the heat baths. Using the standard quantum-optical methods (see, for example, Refs. [14]), we obtain the following
nonzero correlation functions of these operators:
\[
\begin{align*}
\langle \hat{f}_a(t)\hat{f}_a(t') \rangle &= \kappa \delta(t-t'), \\
\langle \hat{f}_a(t)\hat{f}_a(t') \rangle &= \Gamma \delta(t-t'), \\
\langle \hat{f}_a(t)\hat{f}_a(t') \rangle &= \gamma \delta(t-t'), \\
\langle \hat{f}_a(t)\hat{f}_a(t') \rangle &= -2\Gamma (\delta(t-t')) \\
\langle \hat{f}_D(t)\hat{f}_D(t') \rangle &= 2\gamma (\delta(t-t')) \\
\langle \hat{f}_D(t)\hat{f}_D(t') \rangle &= 2\gamma (\delta(t-t')) \\
\langle \hat{f}_D(t)\hat{f}_D(t') \rangle &= 2\gamma (\delta(t-t')).
\end{align*}
\]
(2)

We are also interested in the field properties transmitted outside the cavity through the outcoupling mirror. For that we should consider the annihilation operator \( \hat{a}_{\text{out}}(t) \) of photons outside the cavity \[12\]. The input-output transformation is
\[
\hat{a}_{\text{out}}(t) = \sqrt{\kappa} \hat{a}(t) - \hat{f}_a(t)/\sqrt{\kappa}.
\]
(3)

In the next Sec. 2.2 we will apply linearization procedure to Eq. (1) which allows us to investigate the small fluctuations of laser field near the dominant stationary semiclassical mean value. To find the latter for our nanolaser we need to collect a large number of photons in the cavity and also provide the coherent interaction of each photon with the single emitter.

In the assumption that above two conditions are satisfied let us obtain the stationary semiclassical solution from Eq. (1). For that we need to drop all time derivatives \( d\hat{X}/dt \) and average the remained stationary equations under assumption of following decorrelations:
\[
\langle \hat{D}\hat{a} \rangle = \langle \hat{D} \rangle \langle \hat{a} \rangle, \quad \langle \hat{a} \hat{a}^\dagger \rangle = \langle \hat{a}^\dagger \hat{a} \rangle.
\]
Suppose that in steady state the optical phase is randomly distributed between 0 and \( 2\pi \) we take the average value of operators with the fixed arbitrary mean value of the phase to be equal to zero \( \varphi_0 = 0 \). Such selection of the phase value implies the reality of semiclassical field amplitude \( a_0 \) and polarization \( \sigma_0 = \frac{\kappa}{2\gamma} a_0 \). Thus, the analytical expression for semiclassical stationary intracavity intensity \( I_0 = |a_0|^2 \) is therefore
\[
I_0 = \frac{I_s}{2} \left[ (r - 1) - \left(\frac{r+1}{c}\right)^2 \right].
\]
(4)

where we introduce new dimensionless parameters: the dimensionless pumping rate \( r = \Gamma / \gamma \); the dimensionless saturation intensity \( I_s = \gamma / \kappa \); the dimensionless coupling strength \( c = \frac{4g^2}{\kappa\gamma} \).

Eq. (1) coincides with one firstly obtained by Mu and Savage \[1\]. \( I_0(r) \) is a parabolic function of pump rate which has physical interpretation when \( c > 8 \) and when the value of the pump rate lying in the domain between two points, so called threshold \( r_{th} \) and self-quenching \( r_q \) points, which are given by the following expressions
\[
r_{th} = r_m - \frac{c}{2} \sqrt{1 - 8/c}, \quad r_q = r_m + \frac{c}{2} \sqrt{1 - 8/c},
\]
(5)

where \( r_m = c/2 - 1 \) is the point where the stationary solution has a maximum \( I_m = I_s (c/8 - 1) \).

The stationary intensity \( I_0(r) \) increases as a pump is increased and it starts from the threshold point \( r_{th} \). When \( c \gg 8 \) then \( r_{th} \approx 1 + 4/c \), which indicates on finite value of the threshold or, in other words, there is no thresholdless regime in this semiclassical model. The self-quenching point \( r_q \) corresponds to pumping rate where the atomic polarization is rapidly damped to zero due to emitter trapping in the excited state, what leads to the damping of the field.

From the expression for the maximum of intensity \( I_m \) it follows that large mean number of photons in the cavity can be achieved when \( cI_s \gg 8 \) (we assumed that \( c \gg 8 \)). The latter condition can be written in other form \( g \gg \kappa \). Thus the semiclassical regime takes place when the photons lifetime in the cavity is so long that each photon is provided by coherent interaction with the single emitter (above mentioned condition). The condition \( cI_s \gg 8 \) also gives us possibility to collect a large mean number of photons in two opposite cases, namely in good - \( I_s \gg 1 \) and bad-cavity regimes \( I_s \ll 1 \).

### 2.2 Linearization around the stationary solution

To linearize the Heisenberg-Langevin equations \[1\] we assume that all operators can be presented as a sum of dominant classical term \( X_0 \) and a "small" operator valued fluctuation \( \delta X \) (see, for example, Refs. \[16\ \[17\]),
\[
\hat{X} = X_0 + \delta \hat{X}.
\]
(6)

After linearization with respect to \( \delta \hat{X} \) we obtain the following equations for the fluctuations
\[
\begin{align*}
\frac{d}{dt}\delta \hat{a}(t) &= -\frac{\kappa}{2} \delta \hat{a}(t) + g \delta \hat{a}(t) + \hat{f}_a(t), \\
\frac{d}{dt}\delta \hat{\sigma}(t) &= -\frac{1}{2}(\Gamma + \gamma) \delta \hat{\sigma}(t) + g \left[a_0 \delta \hat{D}(t) + D_0 \delta \hat{a}(t)\right] + \hat{f}_0(t), \\
\frac{d}{dt}\delta \hat{D}(t) &= -\left(\Gamma + \gamma\right) \delta \hat{D}(t) -2g \left[\sigma_0 (\delta \hat{a}(t) + \delta \hat{\sigma}^\dagger(t))\right] \\
&+ a_0 (\delta \hat{\sigma}(t) + \delta \hat{\sigma}^\dagger(t)) + \hat{f}_D(t).
\end{align*}
\]
(7)

Before solving Eqs. (7) we first split operators into Hermitian "real" and "imaginary" parts as
\[
\begin{align*}
\delta \hat{a}(t) &= \delta \hat{u}(t) + i\delta \hat{v}(t), \\
\delta \hat{\sigma}(t) &= \delta \hat{\mu}(t) + i\delta \hat{\eta}(t), \\
\hat{f}(t) &= \hat{\Sigma}(t) + i\hat{\Delta}(t).
\end{align*}
\]
(8)

In this way the linearized equations of motion separate
As it follows from the correlation function definition

\[ \frac{d}{dt} \delta \hat{u}(t) = -\frac{\kappa}{2} \delta \hat{u}(t) + g \delta \hat{\mu}(t) + \hat{\Sigma}_a(t), \]
\[ \frac{d}{dt} \delta \hat{\mu}(t) = -\frac{1}{2} (\Gamma + \gamma) \delta \hat{\mu}(t) + g \left[ a_0 \delta \hat{D}(t) + D_0 \delta \hat{u}(t) \right] + \hat{\Sigma}_\sigma(t), \]
\[ \frac{d}{dt} \delta \hat{D}(t) = - (\Gamma + \gamma) \delta \hat{D}(t) - 4g \left[ \sigma_0 \delta \hat{u}(t) + a_0 \delta \hat{\mu}(t) \right] + \hat{f}_D(t); \]

(9)

\[ \frac{d}{dt} \delta \hat{\nu}(t) = -\frac{\kappa}{2} \delta \hat{\nu}(t) + g \delta \hat{\eta}(t) + \hat{\Delta}_a(t), \]
\[ \frac{d}{dt} \delta \hat{\eta}(t) = -\frac{1}{2} (\Gamma + \gamma) \delta \hat{\eta}(t) + g D_0 \delta \hat{\nu}(t) + \hat{\Delta}_\sigma(t). \]

(10)

We want to note that the independence of "real" and

"imaginary" parts is a result of our phase selection in the

derivation of semiclassical solution (see Eq. (4) and
text above).

The block for three real parts \( \delta \hat{u}, \delta \hat{\mu}, \delta \hat{D} \) are related to the intensity fluctuations via \( \delta I = 2a_0 \delta \hat{u} \). The two

imaginary parts \( \delta \hat{\nu}, \delta \hat{\eta} \) can be associated with phase fluctuations.

Eqs. (8) (11) can be resolved by means of Fourier transformation. For that we need to perform the fluctuations as

\[ \hat{\delta X}(t) = \int_{-\infty}^{\infty} \delta \hat{X}(\Omega) \exp(-i\Omega t) \frac{d\Omega}{2\pi}, \]

(11)

which gives us the linear algebraic equations which can be resolved by means of Cramer’s rule. The result for the

Fourier-transformed amplitude \( \delta \hat{u} \) and phase \( \delta \hat{\nu} \) quadrature components are

\[ \delta \hat{u}(\Omega) = \frac{\hat{\Sigma}_a(\Omega) A(\Omega) + \hat{\Sigma}_\sigma(\Omega) C(\Omega) + \hat{f}_D(\Omega) B}{i\Omega \left[ (i\Omega - (\Gamma + \gamma + \kappa)/2)(i\Omega - (\Gamma + \gamma)) + 4g^2 |a_0|^2 \right] - 4\kappa g^2 |a_0|^2}, \]

(12)

\[ \delta \hat{\nu}(\Omega) = \frac{g \hat{\Delta}_a(\Omega) - \hat{\Delta}_\sigma(\Omega)(i\Omega - (\Gamma + \gamma)/2)}{i\Omega \left[ i\Omega - (\Gamma + \gamma + \kappa)/2 \right]}, \]

(13)

where

\[ A(\Omega) = -[(i\Omega - (\Gamma + \gamma)/2)(i\Omega - (\Gamma + \gamma)) + 4g^2 |a_0|^2], \]
\[ C(\Omega) = g(i\Omega - (\Gamma + \gamma)), \]
\[ B = -g^2 a_0. \]

(14)

As it follows from the correlation function definition

\[ \langle \delta \hat{u}_{\text{out}}(\Omega) \delta \hat{u}_{\text{out}}(\Omega') \rangle = \frac{1}{4} \delta(\Omega + \Omega') \left[ 1 + \frac{\kappa^2}{4} \frac{a \Omega^2 + b \gamma^2}{\Omega^2 - d^2 + \gamma^2 (e \Omega^2 - f)^2} \right], \]

(15)

\[ \langle \delta \hat{\nu}_{\text{out}}(\Omega) \delta \hat{\nu}_{\text{out}}(\Omega') \rangle = \frac{1}{4} \delta(\Omega + \Omega') \left[ 1 + \frac{\kappa^2}{4} \frac{\gamma^2 [c(r + 1) + (r + 1)]^2}{\Omega^2 + \gamma^2 (r + 1 + 1/I_s)^2/4} \right], \]

(16)

where

\[ a = \frac{\gamma^2 [c(r - 1) - (r + 1)^2 + 2c]}{2 I_s}, \]
\[ b = \gamma^2 \frac{r^3 + 2c^2 - c(r + 1)(r - 5)}{2 I_s}, \]
\[ d = \gamma^2 c I_s (r - 1) + (r + 1) \]
\[ e = (r + 1 + 1/I_s)/2, \]
\[ f = \gamma^2 c I_0 / I_s^2. \]

(17)

Now we will use these results to analyze two different regimes of our nanolaser, namely good- and bad-cavity regimes.
2.3 Good-cavity regime

In the case of good-cavity regime $I_s \gg 1$ the obtained expression for the amplitude fluctuation spectrum Eq. (15) becomes

$$\langle \delta \hat{u}_{\text{out}}(\Omega) \delta \hat{u}_{\text{out}}(\Omega') \rangle = \frac{1}{4} \delta(\Omega + \Omega') \left[ 1 + \frac{S(r,c)}{1 + \langle \Omega/\Omega_0 \rangle^2} \right].$$

The first term in the square brackets corresponds to standard quantum limit (SQL), the second term is a Lorentzian with width $\Omega_0$ given by

$$\Omega_0 = \frac{\kappa}{1 - \frac{(r+1)^2}{c(r-1)}}$$

and this term describes the additionally excess above the SQL or reduction of the noise below SQL depending of the sign of the strength $S(r,c)$

$$S(r,c) = \frac{(r-1) [3(r+1)^3 + 2c^2 - c(r+1)(r-5)]}{c(r-1) - (r+1)^2}. \tag{20}$$

We have investigated this expression in order to find out a possibility of the noise reduction below the SQL in the laser light outside the cavity. Unfortunately, this kind of nonclassical phenomenon are very limited. We have found that in the region of pump parameter $r_m < r < r_q$ the strength $S(r,c)$ is always positive and increasing function, resulting in the excess noise in Eq. (18). The small negative values of $S(r,c)$ are observed when the pump parameter is centered around $r = c/5$ ($c \geq 200$), i.e. lies in the region $r_{th} < r < r_m$. Probably, these negative values are the result of the well-known antibunching phenomenon for a single-emitter. However, this antibunching effect is strongly attenuated due to the effect of accumulation of many photons inside the cavity during the long (and random) photon lifetime.

The Mandel Q-parameter can be expressed through the amplitude quadrature component $\delta \hat{a}$ as $Q = 4 \int_{-\infty}^{\infty} \langle \delta \hat{a}(\Omega) \delta \hat{a}(-\Omega) \rangle d\Omega/2\pi - 1$ and the result is

$$Q(r,c) = \frac{1}{2} S(r,c) \left[ 1 - \frac{(r+1)^2}{c(r-1)} \right]. \tag{21}$$

We see that the strength $S(r,c)$ is also characterized this quantity. On the Fig. 1a there are some graphics for Mandel Q-parameter for different coupling constant $c$ when $I_s \gg 1$. For the pump rate lying between threshold and quenching points our theoretical results are in a very good agreement with the exact solution of the master equation for the density matrix (see next Sec. 3). The main divergency appears near the threshold and quenching points where the linear theory does not work. Two fluctuations peaks of Mandel Q-parameter are well known [3]: first of them associated with laser turn on and second broad peak associated with laser turn off.

Another quantity of interest is the low-frequency asymptotic version of the fluctuation spectrum of the phase quadrature component. Using the Eq. (10) we obtain

$$\langle \delta \hat{v}_{\text{out}}(\Omega) \delta \hat{v}_{\text{out}}(\Omega') \rangle = \delta(\Omega + \Omega') \frac{\kappa^2}{4} \left[ 1 + \frac{c}{r + 1} \right]. \tag{22}$$

The low-frequency divergence in this spectrum as $1/\Omega^2$ is manifesting for the phase diffusion process [18]. This spectrum also defines the linewidth $\Delta \nu$ of our nanolaser through $\langle (\delta \hat{v}_{\text{out}})^2 \rangle_{\Omega}/I_0$ as

$$\Delta \nu = \Delta \nu_{ST} \frac{1}{2} \left( 1 + \frac{c}{r + 1} \right), \tag{23}$$

where $\Delta \nu_{ST} = \kappa/(2I_0)$ is the Schawlow-Townes linewidth of a conventional incoherently pumped laser. The obtained formula for the linewidth shows the deviation from the Schawlow-Townes result and this coincides with the numerical simulations performed by Clemens et al. [9].

At the end of this section we want to discuss the legality of above linearization procedure. Let us explain it in terms of adiabatic elimination of the emitter variables in Eq. (1). Indeed, in the case when $I_s \gg 1$ one can obtain the Heisenberg-Langevin equation only for the field operator $\hat{a}(t)$. The semiclassical solution of the latter coincides with Eq. (4). The following linearization with respect to fluctuation $\delta \hat{a}(t)$ gives us equation which contains the products like $\delta \hat{a}(t)\hat{f}_\alpha(t)$ ($\alpha = \sigma, D$). Because of presence just one emitter they can not be neglected in frame of linearization procedure. However, these products appear in the equation as terms multiplied by small factor $2\kappa/(\Gamma - \gamma) < 1/I_0 \ll 1$, what makes the order of the products similar to second order in fluctuation $\delta \hat{a}(t)$. Finally, the fully linearized equation for $\hat{a}(t)$ gives the same results as was obtained in this section.

2.4 Bad-cavity regime

The considered single-emitter laser relates to so called high $\beta$ lasers - the lasers with high fraction $\beta$ of spontaneous emission into the lasing mode (see expression for $\beta$ in Sec. 3, Eq. (11)). Most of present work on the intensity noise in high $\beta$ lasers has been applied to standard semiconductor laser diodes, embedding quantum wells as gain material. These models predict that if $\beta$ is small, the peak-to-valley difference of the relaxation oscillations is very large and it decreases with increasing $\beta$ [19, 20]. However, all these models are based on standard rate equations used in quantum well lasers and very few studies have been carried out in this field when switching from quantum well lasers to quantum dot lasers. Some recent research was focused on the turn-on dynamics and relaxation oscillation in standard quantum dots lasers [21] but has not been extended to unconventional high $\beta$ nanolasers.
Here we use results obtained in Sec. 2.2 to analyze behavior of our nanolaser in the case of bad-cavity regime $I_s \ll 1$. As was mentioned above, for that we only need to preserve the following condition $cL_s \gg 8$.

If the pump rate $r$ is close to the maximum point $r_m$ the amplitude fluctuations spectrum is described by the same Eqs. (15, 22) as in a good-cavity regime (see Fig. 1b, curve 1). The main difference is the magnitude of the width $\Omega_0$ (19) for the amplitude fluctuations spectrum.

Other situation takes place when the pump rate $r$ lies not far from the threshold point $r_{th}$. In this case the high peak in the amplitude fluctuations spectrum appears (see Fig. 1b, curve 2). The physical origin of this peak is the relaxation oscillation phenomenon. Because of linearization procedure break down in the vicinity of threshold $r_{th}$, we can not correctly define width and height of this peak, but we can estimate the frequency of the relaxation oscillations $\Omega_{osc}/\kappa = I_s \sqrt{c(r - 1)/2}$.

## 3. MASTER EQUATION APPROACH

This section are devoted to investigation of the nanolaser properties with help of master equation for density matrix. This approach have been used by many authors. Thus in [1] the master equation have been reduced to system of first order, ordinary differential equations and analyzed numerically. In [2] more efficient quantum trajectory algorithm have been developed for numerical evaluating of master equation. The works [3, 4] are devoted to analysis of the master equation written in terms of coherent states for field. In light of our interest, we want to briefly discuss one of them, namely [5]. Authors have worked with the system of equations for Glauber-Sudarshan P function and additional quasi-probabilities. Besides numerical simulations they have also found approximated expression for P function which can be used in the case of good-cavity regime. Here we follow the nearest approach as in [6], but we manage to derive isolated stationary equation for P function. A detailed analysis of the latter allows us to obtain approximated solution, which has wider region of application than that in [6].

### 3.1 Coherent state representation of master equation

The master equation for our nanolaser is (see, for example, [6])

$$\frac{\partial \hat{\rho}}{\partial t} = -\frac{i}{\hbar} [\hat{V}, \hat{\rho}] + \frac{\kappa}{2} (2 \hat{\rho} \hat{a} \hat{a}^\dagger - \hat{a}^\dagger \hat{a} \hat{\rho} - \hat{\rho} \hat{a} \hat{a}^\dagger) + \frac{\gamma}{2} (2 \hat{\rho} \hat{\sigma} - \hat{\sigma} \hat{\rho} - \hat{\rho} \hat{\sigma})$$

where interaction between the cavity mode and the single two-level system is given by the Jaynes-Cummings Hamiltonian

$$\hat{V} = i\hbar g (\hat{a}^\dagger \hat{\sigma} - \hat{\sigma} \hat{a}^\dagger) .$$

Finally, we want to obtain equation for P function, for that we need to rewrite Eq. (21) in terms of coherent states for field $|z \rangle$, $|z^* \rangle$ and in projections of the density operator on the two-level system states $|1 \rangle$ and $|2 \rangle$. Using well known rules (see, for example, Ref. [22])

$$\begin{align*}
\hat{a} \hat{\rho} &\rightarrow z \hat{\rho} (z, z^*) , \\
\hat{\rho} \hat{a}^\dagger &\rightarrow \left[ z - \frac{\partial}{\partial z} \right] \hat{\rho} (z, z^*) , \\
\hat{\rho} \hat{a} &\rightarrow z^* \hat{\rho} (z, z^*) , \\
\hat{a}^\dagger \hat{\rho} &\rightarrow \left[ z^* - \frac{\partial}{\partial z^*} \right] \hat{\rho} (z, z^*) ,
\end{align*}$$

where $z$, $z^*$ are the complex variables and introduce the following quasi-probabilities $\rho_{ik} (z, z^*) = \langle i | \hat{\rho} (z, z^*) | k \rangle \equiv \rho_{ik}$ ($i, k = 1, 2$), $D = \rho_{22} (z, z^*) - \rho_{11} (z, z^*)$ and P function $P = \rho_{11} (z, z^*) + \rho_{22} (z, z^*)$, we obtain from Eq. (23) the system of partial differential
equations
\[ \frac{\partial P}{\partial t} = \frac{\partial}{\partial z} \left( \frac{\kappa}{2} z P - g \rho_{21} \right) + \frac{\partial}{\partial z^*} \left( \frac{\kappa}{2} z^* P - g \rho_{12} \right), \]
\[ \frac{\partial D}{\partial t} = (\Gamma - \gamma) P - (\Gamma + \gamma) D + \frac{\partial}{\partial z} \left( \frac{\kappa}{2} z D + g \rho_{21} \right) + \frac{\partial}{\partial z^*} \left( \frac{\kappa}{2} z^* D + g \rho_{12} \right) - 2g \left[ z^* \rho_{21} + z \rho_{12} \right], \]
\[ \frac{\partial \rho_{21}}{\partial t} = \frac{(\Gamma + \gamma)}{2} \rho_{21} + \frac{\partial}{\partial z} \left( \frac{\kappa}{2} z \rho_{21} \right) + \frac{\partial}{\partial z^*} \left( \frac{\kappa}{2} z^* \rho_{21} \right) + g \left[ z D - \frac{1}{2} \frac{\partial}{\partial z^*} (P + D) \right]. \] (27)

The first equation in this system is written in special form which can be associated with conservation law for the quasi-probability \(\partial P/\partial t = \text{div} \vec{J}\), where \(\vec{J}\) is known as probability current density. The additional quasi-probabilities \(D\) and \(\rho_{21}\) have a clear physical meaning. Thus, the mean values for inversion and polarization of the two-level system are expressed through \(D\) and \(\rho_{21}\) as \[ \langle \vec{D} \rangle = \int D(z, z^*) d^2 z, \langle \vec{\rho} \rangle = \int \rho_{21}(z, z^*) d^2 z. \]

### 3.2 Stationary solution

In stationary regime the probability current density \(\vec{J}\) can be equated with zero (see, for example, Refs. [25, 24]) what gives the following relations \(\rho_{21} = (\rho_{12})^* = (\kappa/2g) zP\). The latter allows us to eliminate \(\rho_{21}, \rho_{12}\) from the stationary form of the system (27) and obtain two coupled equations for \(P\) and \(D\). In the new variables \(I = |z|^2\) and \(\varphi (z = \sqrt{I} \exp(i\varphi))\) these equations read
\[
IP - I_s \left( (r - 1) P - (r + 1) D \right) = \frac{1}{2} \frac{\partial}{\partial t} IP + \frac{1}{2} (P + D), \]
\[
IP \left( r + 1 + 1/I_s \right) - IP \left( r + 1 + 1/I_s \right) = \frac{1}{2} \frac{\partial}{\partial t} \left[ \frac{4}{cI_s^2} P^2 - I (P + D) \right] - i \frac{\partial}{\partial \varphi} (P + D), \] (28, 29)

where we introduced above mentioned dimensionless parameters \(I_s, c, r\).

There is no phasing influence on our nanolaser, e.g. - external field with fixed phase or coherent pumping. Therefore expected stationary solution does not depend on phase and we can write \(P\) and \(D\) as only function of \(I = |z|^2\). This is also following from the second Eq. (29): the term proportional to imaginary unit should be equated to zero because of reality of functions \(P\) and \(D\).

Let us derive isolated equation for the \(P\) function in the stationary regime. Using Eqs. (28, 29) we can express function \(D\) in terms of \(P\)

\[
D = \frac{1}{(r + 1 - 1/I_s) - 2I/I_s} \left( 4/cI_s^2 \frac{\partial}{\partial t} P + \frac{2}{cI_s^2} \left( 3 - I_s (r + 1 + c) \right) IP + \frac{r - 1 + 1/I_s}{2} P \right). \] (30)

Now put this relation into the first or the second equation in the system Eqs. (28, 29). In such a way we get isolated equation for \(P\) function
\[
P''(I) + p(I) P'(I) + q(I) P(I) = 0,
\]
\[
p(I) = (a_{10} + a_{11} I + a_{12} I^2) / (a_{02} I^2 + a_{03} I^3),
\]
\[
q(I) = (a_{20} + a_{21} I + a_{22} I^2) / (a_{02} I^2 + a_{03} I^3), \] (31)

where the prime indicates derivative with respect to variable \(I = |z|^2\) and functions \(p(I), q(I)\) depend on physical parameters \(I_s, c, r\) via \(a_{ik}\) (see Appendix).

The obtained equation is the second order differential equation with polynomial coefficients. To use this equation we need to define boundary \(P(0), P(\infty)\) or "initial" \(P(0), P'(0)\) conditions. If we equate the variable \(I\) to zero in Eq. (31) we obtain the following relation \(P'(0) = -a_{20}/a_{10} P(0)\). This relation together with normalization of the quasi-probability \(P\) gives a comfortable way to define the "initial" condition for numerical simulations.

In the case of good-cavity regime functions \(p(I)\) and \(q(I)\) in Eq. (31) contain large parameters like \(cI_s, I_s^2\) or \(I_s^2\) (see Appendix). Therefore, we can try to find approximate solution of Eq. (31) using the perturbation method (see, for example, Ref. [25]). The point of this method is representation of the unknown function \(P\) as iterative series \(P = \sum_{n=0}^{\infty} \lambda^{-n} p_n\), where \(\lambda\) is a large parameter. A substitution of the latter series into Eq. (31) with subsequent equating to zero of terms with same powers \(1/\lambda\) gives possibility to find the different orders of approximations \(P_n\).

To isolate the correct single large parameter let us rewrite \(p(I)\) and \(q(I)\) in the following form
\[
p(I) = a_{12} (I - I_{-1}) (I - I_{+1}) / I^2 (I - I_{00}), \] (32)
\[
q(I) = a_{22} (I - I_{-2}) (I - I_{+2}) / I^2 (I - I_{00}), \] (33)

where roots are
\[
I_{\pm 1} = -a_{11}/2a_{12} \pm \sqrt{(a_{11}/a_{12})^2 - 4a_{10}/a_{12}/2}, \quad I_{00} = -a_{02}. \]
In the conditions \( I_s \gg 1, c > 8 \) the magnitudes of the roots \( I_{1+1}, I_{1+2}, I_{00} \) approximately equal each other and the roots \( I_{1-1}, I_{1-2} \) have the similar order. So, it is natural to save all \( I_{\pm i} \) and extract the large parameter from the constants \( a_{12}, a_{22} \) in Eqs. (32, 33). This parameter is therefore \( \lambda = cI_s \approx a_{22} \approx -a_{12} \) and Eq. (31) can be written as follows

\[
\lambda^{-1} P''(I) + \tilde{p}(I) P'(I) + \tilde{q}(I) P(I) = 0, \tag{34}
\]

where \( \tilde{p}(I) = p(I)/a_{22}, \tilde{q}(I) = q(I)/a_{22} \). Here we want to note that we do not neglect the term \( r/c \) in relation \( a_{12}/a_{22} = (7 - 3I_s(r + 1)/2cI_s)/2cI_s \), because of pump rate \( r \) can be comparable or bigger than \( c \) (for example near to maximum \( r_m \) or to quenching \( r_q \) points).

Thus, in zero-order approximation (first term in the series \( P = \sum_{n=0}^{\infty} \lambda^{-n} P_n \)) we neglect the term in Eq. (34) proportional to \( 1/\lambda \) what implies first-order differential equation for function \( P_0 \)

\[
\begin{align*}
& a_{12} (I - I_{-1}) (I - I_{+1}) P_0(I) \\
& + \ a_{22} (I - I_{-2}) (I - I_{+2}) P_0(I) = 0. \tag{35}
\end{align*}
\]

\( P_0 \) is then found from Eq. (36):

\[
P_0(I) = \begin{cases} 
N_0 (1 - I/I_{-1})^{f_1} (1 - I/I_{+1})^{f_2} \exp \left( -\frac{a_{22}}{a_{12}} I \right), & \text{if } I \leq I_{-1} \\
0, & \text{otherwise}
\end{cases}
\]

\[
f_1 = -\frac{a_{22}(I_{1-1} - I_{1-2})(I_{1-1} - I_{1+2})}{a_{12}(I_{1-1} - I_{1+1})}, \quad f_2 = \frac{a_{22}(I_{1+1} - I_{1-2})(I_{1+1} - I_{1+2})}{a_{12}(I_{1-1} - I_{1+1})},
\]

where \( N_0 \) is normalizing constant. The roots and consequently the powers \( f_1, f_2 \) in Eq. (36) have complex structure and will be estimated below in some special cases.

To understand why our solution is restricted we note that the roots \( I_{\pm 1} \) of function \( p(I) \) in Eq. (31) are known as turning points, where oscillating behaviour of \( P(I) \) can change on exponential. A careful examination of Eq. (31) shows that in the conditions \( I_s \gg 1, c > 8 \) on the \( I \)-domain ranging from 0 to turning point \( I_{-1} \) the \( P(I) \) is positive and nonoscillating function. Moreover, its essential changing occurs just on latter domain (it is not for every set of parameters \( r, I_s, c \), see below). Otherwise, when \( I > I_{-1} \) then \( P(I) \) becomes oscillating function. The obtained solution Eq. (36) can not describe any oscillations, moreover it possesses imaginary values when \( I > I_{-1} \), therefore we have restricted definition domain for our solution by the value \( I_{-1} \) and call them boundary root.

To reveal physical meaning of the boundary root we have simplified expression for \( I_{-1} \) and found maximum of function \( P_0(I) \) on the domain \( (0, I_{-1}) \). When \( I_s \gg 1, c > 8 \) we have managed to estimate the latter quantities with help of results obtained in Sec. 2.3: \( I_{-1} \approx I_s r/(2 + 3r/c) \gtrless I_0[1 + Q(r,c)] \) and the point where \( P_0(I) \) reaches his maximum is \( I = I_{-2} \approx I_0 \). Thus, \( P \) function has a maximum at the point corresponding to the semiclassical intensity \( I_0 \) Eq. (1) and the boundary root is at a distance \( I_0 Q(r,c) \) from it, where \( Q(r,c) \) is the Mandel Q-parameter Eq. (21).

In the Fig. 2 we plot the \( P \) function calculated using Eq. (36) (dashed line) and using numerical simulations of the equation (31) (solid gray line). The different curves correspond to different values of pump rate \( r \) while \( c \) and \( I_s \) are fixed. We see a very good agreement with numerical results.

The main divergency appears for value of pump rate discovered in Sec. 2.3, namely for \( r = c/5 \), where the Mandel Q-parameter \( Q(r,c) \) (21) has a minimum (see Eq. (20) and text below). In the right wing of \( P \) function (Fig. 2b) the small oscillations appear when \( c \) becomes comparable with \( I_s \), but still our solution is good. With growing of \( c \) the oscillations become more pronounced and the maximum of \( P \) function goes out of domain \((0, I_{-1}) \) and our solution (36) becomes inapplicable in vicinity of \( r = c/5 \). It is interesting to note that critical situation occurs when \( c \gg 200 \). For latter values of \( c \) and for arbitrary saturation intensity \( I_s \) the maximum of \( P \) function goes out of the domain \((0, I_{-1}) \). As mentioned above, the \( P \) function acquires oscillating character for \( I > I_{-1} \), what probably indicates on the nonclassical effect associated with photon antibunching.

Now let us analyze the obtained solution (36) in some special cases.

---

**Far below threshold and far above quenching**

At first we consider situation when the pump rate lies far below threshold \( r \ll r_{th} \). In this case the average value of \( I = |z|^2 \) is small and the following inequalities \( I/I_{-1} \approx I/(I_s r/2) \ll 1, I/I_{+1} \approx I/(I_s (r + 1)/2) \ll 1 \) are satisfied. Thus, the factor in front of exponential in
Another behaviour occur in this case, we get the same thermal distribution with Eq. (36) as above. Using inequalities $I/I_r$ing point $I/I_r$ to zero and the distribution Eq. (38) gives Dirac delta-

\[ \text{thermal distribution with the following mean number of photons:} \]

\[ \langle n \rangle = a_{10}/a_{20} \approx 1/r. \]

For the values of pump rate lying far above quenching point $r \gg r_q$ we can make the same manipulation with Eq. (38) as above. Using inequalities $I/I_{r-1} \approx I/(I_s r/(2 + 3r/c)) \ll 1$, $I/I_{r+1} \approx I/(I_s r/2) \ll 1$ which occur in this case, we get the same thermal distribution as Eq. (38), but the mean number of photons possesses another behaviour $\langle n \rangle = a_{10}/a_{20} \sim 1/r$.

In the two limiting situations, when $r \to 0$ or $r \to \infty$, the corresponding mean number of photons converge to zero and the distribution Eq. (38) gives Dirac delta-

\[ P_0 (I) = \delta (I), \] which coincides with the thermal distribution with zero temperature.

Near to maximum point $r_m$

Here we consider situation when the pump rate is in the vicinity of $r_m$, where the semiclassical solution $I_0$ Eq. (4) reaches his maximum. In this case the powers in Eq. (36) are simplified as $f_1 \approx I_s \left(3 (r+1)^3 + 2c^2 - c (r+1) (r-5) \right) / (3 (r+1) + 2c)^2$, $f_2 \approx 0$ and the root $I_{r-2}$ becomes similar to $I_0$. Simple algebra leads to following expression for $P_0$

\[ P_0 (\Delta I) = \left\{ \begin{array}{ll}
N_0 \left[(1 - \Delta I/\Lambda)^{\Delta} \exp (\Delta I) \right]^{\alpha}, & \text{if } \Delta I \leq \Lambda \\
0, & \text{otherwise}
\end{array} \right. \]

(39)

where we introduced new variable $\Delta I = I - I_0$ and constants $\Lambda = f_1/\alpha$, $\alpha = 2c/(3 (r+1) + 2c)$. For chosen values of pump rate the average value of $\Delta I$ is small and the inequality $\Delta I/\Lambda \ll 1$ is satisfied. Thus for the factor in front of exponential in Eq. (39) we can write

\[ (1 - \Delta I/\Lambda)^{\Delta} \exp \{\Delta \ln (1 - \Delta I/\Lambda)\} \approx \exp \{-\Delta I - \Delta I^2/2\Lambda\}, \]

(40)

what implies Gaussian $P$ function

\[ P_0 (I) = N_0 \exp \left[ -\frac{(I - I_0)^2}{2\Lambda/\alpha} \right]. \]

(41)

Here we removed the restriction on $P_0$. Indeed, the distribution (II) never really sees the boundary and $I$ can be taken to run from 0 to $\infty$.

Using the obtained Eq. (II) we can estimate the average value of photons in the cavity $\langle \hat{n} \rangle$ and its variance $\langle (\Delta \hat{n})^2 \rangle$

\[ \langle \hat{n} \rangle = \int_0^\infty I P_0 (I) dI \approx I_0, \]

(42)

\[ \langle (\Delta \hat{n})^2 \rangle = \langle \hat{n} \rangle + \int_0^\infty (1 - \langle \hat{n} \rangle) \frac{\partial P_0 (I) \partial dI}{\partial I} \approx I_0 [1 + \Lambda/\langle \alpha I_0 \rangle]. \]

(43)

A substitution of the explicit form of $\Lambda$ and $\alpha$ into the expression for variance gives $\langle (\Delta \hat{n})^2 \rangle = I_0 [1 + Q (r, c)]$, where $Q (r, c)$ is the Mandel Q-parameter obtained from linear theory (21).

In the weak coupling regime $c < I_s$ the obtained Eq. (II) works good for values of pump rate lying in whole semiclassical region $r_{th} < r < r_q$. In the strong coupling regime $c > I_s$ the symmetrical Gaussian distribution (II) is not sufficient and it becomes more pronounced near to mentioned value of pump rate $r = c/5$. 

---

Figure 2: a) $P$ function vs $I = |z|^2$ for different pump parameter $r$. 1) $r = 8$, 2) $r = 16$, 3) $r = 24$, 4) $r = 36$, 5) $r = 44$. For all curves $I_s = 100$, $c = 50$; b) Oscillation behaviour of the $P$ function, $I_s = c = 100$, $r = c/5 = 20$. Dashed line - solution [3], solid gray line - numerical simulation, dotted line - solution from Ref. [6].
In our previous report \cite{13} we considered nanolaser behaviour around the semiclassical threshold $r_{th}$ and specified the condition required for thresholdless regime. Here we continue our research using the obtained Eq. (36).

The behaviour of $P$ function in the threshold point $r_{th}$ for three different regimes 1) $c \ll I_s$, 2) $c \approx I_s$, 3) $c \gg I_s$ is shown in Fig. 3a. To realize these regimes we fix the large coupling constant $c = 100$ and set the different values of the saturation intensity: $I_s = 600, 60, 6$ (we choose such values of $I_s$ for better resolution of $P$ function behaviour). In the weak coupling regime ($c \ll I_s$) the $P$ function has a typical plateau (it is marked by solid straight line, curve 1), which indicates transition to lasing: from thermal to Gaussian type distribution. As saturation intensity is decreased and the strong coupling regime ($c \gg I_s$) occurs the maximum of $P$ function moves from zero value of variable $I$ and the semiclassical threshold behaviour disappears (curve 3).

Above we obtained the maximum point for $P_0$ and it was the root $I_{-2}$. To define the threshold value of pump rate we need to solve equation $I_{-2}(r) = 0$, i.e. find such value of $r$ when the maximum of the $P$ function is in the point $I = I_{-2}(r) = 0$. The approximate solution is $\tilde{r} = 1 + 4/c - 2/I_s$. When $c \ll I_s$ then the last term can be neglected and $\tilde{r}$ equal to semiclassical threshold $r_{th} \approx 1 + 4/c > 1$. When $c \gg I_s$ then $\tilde{r}$ becomes smaller than unity what indicates the disappearance of the semiclassical threshold and transition to thresholdless regime (see the vanishing of narrow peak in the behaviour of Mandel Q parameter in our previews report \cite{13}, Fig. 2). The dynamics of $\tilde{r}$ in above three considered regimes is $\tilde{r} \approx 1.04, 1, 0.66$ (remind that $r_{th} = 1.04$).

At the end of this section we want to correct the misprint occurred in our previous report (see formula (13) in \cite{13}). The valid expression for fraction $\beta$ of spontaneous emission into the laser mode is

$$\beta = c/(c + 1) + I_s(r + 1).$$

We should note that this misprint did not affect on all our results and discussions.

Comparing with other authors

In introduction to this section we mentioned that close approach based on quasi-probabilities have been considered by two authors Karlovich and Kilin in \cite{6}. They have worked with first order differential equation system for function $P$ and additional quasi-probabilities. By neglecting of small parameters in this system they have obtained integrable equations and as a result the analytical formula for $P$ function. The structure of their solution has an identical form with our Eq. (36) (see formula (9) in \cite{6}), but this solution works good in the region near to semiclassical threshold $r_{th}$ or quenching points $r_\infty$. For the pump rate lying around the maximum point $r_m$ it gives uncorrect result for width of function $P$ and as a consequence the uncorrect variance of the photon distribution.

In the Fig. 3b we plot some graphics of quasi-probability $P$ for parameters taken from \cite{6}. It is clear to see that our Eq. (36) gives the same result as a solution (9) obtained in \cite{6} and all of them are in a good agreement with numerical simulations. The Fig. 2a,b demonstrate that for the pump rate lying around the maximum point $r_m$ our Eq. (36) (dashed line) has an advantage with (9) \cite{6} (dotted line). The latter indicates well the maximum of true $P$ function, but the width is uncorrect.

The derivation of a single equation for $P$ function \cite{6} and accurate extraction of large parameters gives us possibility to obtained the solution which has more wide region of application.
4. SUMMARY

In this paper we have studied physical properties of a single-emitter laser. The problem have been investigated in terms of the Heisenberg-Langevin equations and in terms of the master equation for density matrix. In both approaches we have provided analytical results which are summarized below.

In the case of good-cavity regime with help of the Heisenberg-Langevin approach we have obtained analytical expressions for linewidth Eq. (23), amplitude fluctuation spectrum Eq. (18) and Mandel Q parameter Eq. (21). These results work good in the semiclassical intracavity intensity as Gaussian distribution with mean value coincides with semiclassical region $\tilde{r}$ and small noise reduction below the SQL in the laser light outside the cavity and small negative values in $Q(r,c)$ (21). The master equation approach confirms this nonclassical phenomenon: P function manifests oscillating in some special cases. In the good-cavity regime in the semiclassical intracavity intensity $I_0$ (3) and with width $I_0Q(r,c)$ (21). For the values of pump rate lying far below threshold and far above self-quenching points Eq. (30) corresponds to thermal distribution.

Using Eq. (30) we have also obtained approximated expression for threshold pump rate $\tilde{r} = 1 + 4/c - 2/I_s$. In the weak-coupling regime ($I_s \gg c$) the last term can be neglected what implies the semiclassical threshold $\tilde{r} = r_{th} \approx 1 + 4/c$. When strong-coupling regime ($I_s \ll c$) occurs then $\tilde{r} < r_{th}$ what indicates on the transition to thresholdless regime.
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APPENDIX

The constants $a_{ik}$ in Eq. (31)

\[
\begin{align*}
  a_{02} &= \frac{1}{2} - I_s \frac{(r + 1)}{2}, \\
  a_{03} &= 1, \\
  a_{10} &= I_s \frac{c r^2}{4} - I_s \frac{c r^2(r + 1)}{4}, \\
  a_{11} &= \frac{9}{4} - I_s \frac{6(r + 1) + c + I_s^2 3(r + 1)^2 + c(4r + 2)}{4}, \\
  a_{12} &= \frac{7}{2} - I_s \frac{3(r + 1) + 2c}{2}, \\
  a_{20} &= \frac{3}{2} - I_s \frac{11(r + 1) + 3c + I_s^2 3(r + 1)^2 + 2c}{4}, \\
  &\quad + I_s \frac{c(r + 1)}{4} \left[(r - 1) - \frac{(r + 1)^2}{c}\right], \\
  a_{21} &= \frac{3}{2} - 2I_r(r + 1) - I_s^2 \frac{2cr - (r + 1)^2}{2}, \\
  a_{22} &= c I_s.
\end{align*}
\]
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