In a recent experiment [Lin et al., arXiv:2112.07841], the superconducting phase hosted by a heterostructure of mirror-symmetric twisted trilayer graphene and WSe$_2$ was shown to exhibit significantly different critical currents in opposite directions in the absence of external magnetic fields. We here develop a microscopic theory and analyze necessary conditions for this zero-field superconducting diode effect. Taking into account the spin-orbit coupling induced in trilayer graphene via the proximity effect, we classify the pairing instabilities and normal-state orders and derive which combinations are consistent with the observed diode effect, in particular, its field trainability. We perform explicit calculations of the diode effect in several different models, including the full continuum model for the system, and illuminate the relation between the diode effect and finite-momentum pairing. Our theory also provides a natural explanation of the observed sign change of the current asymmetry with doping, which can be related to an approximate chiral symmetry of the system, and of the enhanced transverse resistance above the superconducting transition. Our findings not only elucidate the rich physics of trilayer graphene on WSe$_2$, but also establish a means to distinguish between various candidate interaction-induced orders in spin-orbit-coupled graphene moiré systems, and could therefore serve as a guide for future experiments as well.

I. Introduction

Semiconductor diodes play an essential role in modern electronics—computation, communication and sensing [1]. The diode generates a nonreciprocity, hosting low resistance in one direction, and high resistance in the opposite. In a superconducting diode, the critical supercurrent in one direction is larger than in the opposite. This feature has elicited fundamental theoretical and experimental studies to uncover the underlying mechanisms. To this end, recent reports of the superconducting diode effect—induced by magnetic field [2–8], magnetic proximity [8, 9], or magnetic Josephson or tunnel junctions [10–19]—have emerged and attracted considerable attention. Having nonreciprocity in common with the semiconductor, yet boasting zero resistance, superconducting diodes have potential as building blocks for future quantum electronics.

A recent study [20] (companion to this work) considers a heterostructure consisting of twisted trilayer graphene (tTLG) [21–26] and WSe$_2$, as depicted in Fig. 1, and demonstrates a superconducting diode effect in the ab-
The purpose of this work is to provide a theoretical understanding of the phenomenology of the tTLG/WSe$_2$ heterostructure, with a primary focus on the ZFDE. Our analysis comprises general symmetry arguments as well as explicit model calculations, which together illuminate the ZFDE, the possible superconducting and normal-state instabilities of the system, the emergence of vestigial orders, and the influence of spin-orbit coupling (SOC) and external magnetic fields. It also provides important constraints on the possible origins of the ZFDE in [20] which, in turn, reveal information about the many-body physics in the tTLG/WSe$_2$ heterostructure. Moreover, our analysis offers an explanation of the findings (i–iii). In particular, we consider a diode effect arising due to coexistence of superconductivity and a normal-state order, and determine the symmetry requirements—namely, which perturbation (or combination) out of SOC, strain and displacement field are sufficient—for the ZFDE and the its field training [see (i) above]. We find that only a small set of (four) possible normal state orders are consistent with the observed field trainability, and which further become symmetry equivalent in the limit of strong SOC. We provide an explanation of the doping dependence (ii) of the diode effect, which can be understood by invoking the approximate chiral symmetry of the moiré bands. And, concerning (iii), we argue how vestigial nematic order arises, and that quite generally it is expected to remain ordered above, yet in the vicinity of, the superconducting critical temperature—in which case offering an explanation of the enhanced transverse resistance reported [20]. Additionally, we show that there is one unconventional pairing state that spontaneously breaks time-reversal symmetry and allows for a ZFDE without normal-state order. Along the way, we illuminate the relation between finite-momentum pairing and the diode effect.

The rest of the paper is organized as follows: We begin in Sec. II by providing a continuum noninteracting model of the tTLG setup, and present the symmetries on the model. In Sec. III we discuss the possible pairing states in tTLG starting from zero SOC, and adiabatically turning it on. In Sec. IV we provide a detailed symmetry analysis of the diode effect: determining which candidate normal-state orders can support the ZDE; finding which orders allow for magnetic field training of the diode effect; and finally presenting a means to generate the ZDE without normal state order. In Sec. V we turn to explicit model calculations, presenting first the general formalism to compute the critical current, and subsequently applying it to a semi-analytic patch theory, toy models on the full MBZ, and finally to the full continuum model of tTLG with and without SOC. In Sec. VI we turn to a curious and striking experimental feature—the doping dependence of the diode effect—and present a mechanism that explains the experimental observations thereof [20]. Conclusion and outlook are provided in Sec. VII.

II. MODEL AND SYMMETRIES

To set the stage for the analysis in the subsequent section, we will here define the models we will use for tTLG on WSe$_2$ throughout this work, and discuss its symmetries.

A. Notation and continuum model

The heterostructure studied in Ref. 20 consists of tTLG near its magic angle and WSe$_2$, as depicted in
Fig. 1. To describe the three layers, \( l = 1, 2, 3 \), of graphene with alternating twist angle, we will employ the three-layer generalization of the commonly used continuum model of twisted-bilayer graphene [27–29], where the magic angle occurs at around 1.58°. The impact of WSe\(_2\) is taken into account via the proximity-induced spin-orbit terms [30, 31]. Starting in a real-space description, with \( c_{\rho,l}^{\dag}\eta,s \) denoting the creating operator of an electron at position \( r \in \mathbb{R}^2 \), on sublattice \( \rho \), in layer \( l \), valley \( \eta \), and of spin \( s \), the non-interacting Hamiltonian can be written as

\[
H_0 = \int \mathrm{d}r \, c_{\rho}^{\dag}(r) h(r, \nabla) c_{\rho}, \tag{2.1a}
\]

where \( h \) is a matrix in sublattice, layer, valley, and spin space [indices suppressed in Eq. (2.1a)] and consists of the following terms

\[
h = \sum_{l=1}^{3} h^\delta_l + h^l + h^D + h^{\text{SOC}}. \tag{2.1b}
\]

Here, \( h^\delta_l \), \( l = 1, 2, 3 \), are the Dirac Hamiltonians associated with each individual graphene layer \( l \), twisted by angle \( \theta_l = (-1)^l \theta/2 \); it reads as \( h^\delta_l = -i w_p e^{\frac{\eta}{2} \rho_{\eta}} \nabla e^{-i \frac{\eta}{2} \rho_{\eta}} \), where \( \rho_{\eta} = (\eta \lambda_{\rho_x}, \rho_y) \) and \( \rho_j \) are Pauli matrices in sublattice space. The second term in Eq. (2.1b) captures the tunneling between adjacent graphene layers, \( (h^\delta_l)_{\rho,l\eta,s,\rho',l',\eta',s'} = \delta_{\eta,\eta'} (T_{l_l,\rho} \delta_{l,l'} + \text{H.c.})_{\rho,\rho'} \), which is modulated on the moiré scale [28], \( T_{l_l,\rho} = e^{-i q_{\rho} T_{l} } \). The momenta involved here are the momentum transfer, \( q_{\rho} = k_0(0,1) \), \( k_0 = 2|k_g| \sin(\theta/2) \), from the K to the K' point at the corners of the moiré Brillouin zone (MBZ) as well as the basis vectors, \( G_1 = -\sqrt{3} k_g (1, \sqrt{3}) T/2 \) and \( G_2 = \sqrt{3} k_g (1, 0) T \), of the reciprocal moiré lattice (RML). In this expression, \( T_{l} \) are matrices in sublattice space which only exhibit two independent real parameters—the intra (\( w_0 \)) and intersublattice (\( w_1 \)) hopping—and can be written as \( T_{l} = \left[ w_0 \rho_0 + w_1 e^{-i q_{\rho} T_{l} } (\rho_2 + i \rho_3) + \text{H.c.} \right] / 2 \). Since \( h^\delta \) breaks the continuous translation symmetry of the Dirac Hamiltonians \( h^\delta_l \) but preserves translations on the moiré scale, it reconstructs the Dirac cones into moiré bands. The latter are derived by Fourier transformation of \( c_{\rho,l\eta,s} \), leading to the momentum-space operators \( c_{k,l\eta,s,G} \) where \( k \in \text{MBZ} \) and \( G \in \text{RML} \). For convenience, Appendix A provides the explicit form of the continuum model Eq. (2.1) written in momentum space.

The third term in Eq. (2.1b) describes the impact of a perpendicular electric field (displacement field) \( D_0 \) and is given by \( (h^D)_{l,l'} = D_0 \rho_{\eta} \delta_{l,l'} \delta_{l,1} - \delta_{l,3} \), where we use, as above, the same symbol for Pauli matrices and the associated index, i.e., \( \rho_j \), \( \eta \), and \( s_j \) are Pauli matrices in sublattice, valley, and spin space, respectively.

Finally, the last term in Eq. (2.1b) captures the impact of the WSe\(_2\) crystal and, thus, constitutes the crucial difference between tTLG and the system that has been shown to exhibit a diode effect in Ref. 20. It is also the part of the Hamiltonian (2.1b) that has not been discussed in previous theoretical works on tTLG [32–34]. The form of \( h^{\text{SOC}} \) we use is motivated by the fact that the overlap of wavefunctions of WSe\(_2\) and of the graphene layers \( l = 2, 3 \) in Fig. 1 is negligibly small and, hence, the proximity effect predominately affects the graphene layer \( l = 1 \) and, in that layer, is of the same form as for a single layer of graphene on WSe\(_2\). Furthermore, to capture the relevant low-energy moiré bands it is sufficient to use the single-layer model expanded around each Dirac cone. This is not only true for \( h^\delta \) but also for the impact of SOC. So we can focus on the leading, momentum-independent, terms in \( h^{\text{SOC}} \) which can be written as [30]

\[
h^{\text{SOC}} = P_{l,l'} \left[ \lambda_1 s_3 \eta + \lambda_R (\eta \rho_x s_y - \rho_y s_x) + \lambda_{\text{KM}} \eta \rho_z s_z + m \rho_x \right], \tag{2.2}
\]

where where \( (P_{l,l'})_{l,l'} = \delta_{l,l'} \delta_{l,1} \) projects onto the first graphene layer. The first three contributions in Eq. (2.2) are SOC terms as they intertwine spin, \( s \), with orbital degrees of freedom, in this case valley and sublattice. These terms are often referred to as "Ising" (\( \lambda_1 \)), "Rashba" (\( \lambda_R \)), and a "Kane-Mele" (\( \lambda_{\text{KM}} \)) SOC. The last term in Eq. (2.2) is a sublattice-imbalance term that can also be induced by the WSe\(_2\).

Recent first-principle calculations [31] show that, in particular, for the rather large twist angles between WSe\(_2\) and graphene in experiment [20], \( m \) and \( \lambda_{\text{KM}} \) are much smaller than \( \lambda_1 \) and \( \lambda_R \). While our analysis can be straightforwardly generalized to include both \( m \) and \( \lambda_{\text{KM}} \), we set \( m = \lambda_{\text{KM}} = 0 \) from here on, to simplify the presentation of the results. Additionally, we note that to partially account for relaxation effects, we take \( w_0/w_1 = 0.875 \), with \( w_1 = 110 \text{ meV} \), these values are chosen to best agree with experiment [35]. Finally, for demonstration in Section V D, we will specialize to twist angle 1.5°, which lies within the range of twist angles considered experimentally [20].

### B. Symmetries

Having motivated and defined the model, \( H_0 \), we use, let us next discuss its symmetries. As the symmetries of the continuum-model description of tTLG without WSe\(_2\) have already been discussed in detail in previous theoretical works [36, 37], we will here focus on the modifications when \( \lambda_1 \) and/or \( \lambda_R \) in Eq. (2.2) are non-zero.

As with any SOC term, both \( \lambda_1 \) and/or \( \lambda_R \) break the spin-rotation symmetry, SO(3); while \( \lambda_1 \) leaves a residual spin-rotation along the \( s_3 \) axis as a symmetry, hence, the name "Ising SOC", \( \lambda_R \) breaks SO(3)\(_s\) completely. This is summarized in the first two lines of Ta-
TABLE I: Action of the different point symmetries $S$ on the microscopic field operators ($\psi_k$) of the continuum-model description of tTLG (see Sec. II A) and on the operators $f_k$ in Eq. (2.3) for the Bloch states closest to the Fermi level. The last column shows which of strain, $\beta$, Rashba, $\lambda_R$, and Ising, $\lambda_I$, SOC break the respective symmetry. As in the main text, we use $p_1$, $p_2$, and $s_2$ to denote Pauli matrices in sublattice, valley, and spin space. Note that $\Theta$ and $\Theta^s$ are anti-unitary operators.

| $S$ | $S\hat{\psi}_{k,\ell,G}^\dagger$ | $Sf_k^\dagger$ | broken by |
|-----|------------------|----------------|-----------|
| SO(3)$_s$ | $e^{i\varphi} \hat{\psi}_{k,\ell,G}$ | $e^{i\varphi} f_k$ | $\lambda_I, \lambda_R$ |
| SO(2)$_s$ | $e^{i\varphi_x} \hat{\psi}_{k,\ell,G}$ | $e^{i\varphi_x} f_k$ | $\lambda_I, \lambda_R$ |
| $C_{3z}$ | $e^{i\frac{2\pi}{3} p_2 \cdot \eta s} \psi_{C_{3z},k,\ell,G}$ | $f_{C_{3z},k}$ | $\lambda_R, \beta$ |
| $C_{3z}^*$ | $e^{i\frac{2\pi}{3} p_2 \cdot \eta s} \psi_{C_{3z},k,\ell,G}$ | $e^{i\frac{2\pi}{3} p_2 \cdot \eta s} f_{C_{3z},k}$ | $\lambda_R, \beta$ |
| $C_{2z}$ | $\eta_2 p_2 \psi_{-k,\ell,-G}$ | $\eta_2 f_{-k}$ | $\lambda_I, \lambda_R$ |
| $C_{2z}^*$ | $s_2 \eta_2 p_2 \psi_{-k,\ell,-G}$ | $s_2 \eta_2 f_{-k}$ | $\lambda_I$ |
| $C_{2z}'$ | $s_2 \eta_2 p_2 \psi_{-k,\ell,-G}$ | $s_2 \eta_2 f_{-k}$ | $\lambda_I$ |
| $\sigma_1$ | $(1, 1, -1) \psi_{k,\ell,G}$ | $\pm f_k$ | $D_0, \lambda_R, \lambda_I$ |
| $\sigma$ | $(1, 1, -1) \psi_{k,\ell,G}$ | $\pm f_k$ | $D_0, \lambda_R, \lambda_I$ |
| $\Theta$ | $\eta_2 \psi_{-k,\ell,-G}$ | $\eta_2 f_{-k}$ | $\lambda_I, \lambda_R$ |
| $\Theta^s$ | $i\beta \eta_2 \psi_{-k,\ell,-G}$ | $i\beta \eta_2 f_{-k}$ | $\lambda_I, \lambda_R$ |
| U(1)$_v$ | $e^{i\rho_3 \tau_3} \hat{\psi}_{k,\ell,G}$ | $e^{i\rho_3 \tau_3} f_k$ | --- |


describethepresence($\beta \neq 0$)orabsence($\beta = 0$)ofstrain
inouranalysis.Furthermore,alsospin-lesstime-reversalsymmetry,$\Theta$,isbrokenonceanyofthesOCtermsis
non-zero, but its spin-full analogue, $\Theta^s$, is always preserved by the non-interacting bandstructure. The same
holds for U(1)$_v$ symmetry, see last line in Table I; as $h$ in
Eq. (2.1b) is diagonal in the valley index, the model
conserves charge in the two valleys separately.

As is clear geometrically, see Fig. 1, the mirror symmetry $\sigma_1$ is not only broken by a displacement field but also by the presence of WSe$_2$ on only one side of tTLG. This is why both $\lambda_I$ and $\lambda_R$ [and any term in Eq. (2.2) for that matter] break $\sigma_h$, which leads to an admixture of mirror-odd and mirror-even bands. Since three-dimensional inversion symmetry, $I$, is simply the product of a two-fold out-of-plane rotation and $\sigma_h$, the same holds for $I$.

C. Effective low-energy descriptions

While we use the full continuum model in Eq. (2.1) to
compute the moiré bands in the vicinity of the charge
 neutrality point, we focus on those bands closest to the
Fermi level when studying superconductivity and the
diode effect below. For a given value of the filling fraction $\nu$, let us denote the creation operator of an electron in
the band that is closest to the Fermi level at momentum $k \in$ MBZ, of spin species $s$, and in valley $\eta$ by $f_{k,\eta,s}$. Focusing only on these low-energy electronic degrees of
freedom, $H_0$ in Eq. (2.1a) can be approximated by the
effective Hamiltonian,

$$
H_0^{\text{LE}} = \sum_{k \in \text{MBZ}} f_{k,\eta,s}^\dagger \left( \hat{h}^{\text{LE}}_{k,\eta} \right)_{s,s'} f_{k,\eta,s'},
$$

which has to be diagonal in $\eta$ due to U(1)$_v$ and $\Theta^s$ imposes
the constraint $\hat{h}^{\text{LE}}_{k,\eta} = s_2 (\hat{h}^{\text{LE}}_{k,-\eta}) s_2$. In Table I, we list the representation of the symmetries discussed in
Sec. II B above, after appropriate gauge fixing. For instance and future reference, if $\lambda_R = 0$, SO(2)$_s$ and $\Theta^s$
imply

$$
\hat{h}^{\text{LE}}_{k,\eta} = \xi_{\eta,k} + \zeta_{\eta,k} s_{z,\eta},
$$

where $\xi_k$ and $\zeta_k$ are smooth functions of momentum [only
constrained by $\xi_k = \xi_{C_{3z},k}$ and $\zeta_k = \zeta_{C_{3z},k}$ if $\beta = 0$]. Note that $\zeta_k$ is odd under $\lambda_I \rightarrow -\lambda_I$ and thus
vanishes if $\lambda_I = 0$.

III. SUPERCONDUCTING ORDER PARAMETERS

We here discuss the possible pairing states in the system
by starting from trilayer in the absence of WSe$_2$ and
adiabatically following its pairing states, in particular,
the admixture of further components to them, upon
turning on the proximity-induced SOC terms $\lambda_I$ and $\lambda_R$ in
Eq. (2.2).
For now, we will assume that the normal state, in particular, its symmetries, out of which superconductivity emerges is well described by the model in Eq. (2.1) and postpone the discussion of additional symmetry-breaking particle-hole instabilities to Sec. IV. As such, the normal state exhibits time-reversal symmetry $\Theta^s$ and it is natural to focus on pairing between electrons with opposite momenta and opposite valley quantum numbers. Using the low-energy description introduced in Sec. II C, the coupling between the superconducting order parameter $\Delta_{k\eta}$ and the fermions can be written as

$$\Delta H_{SC} = \sum_{k \in MBZ} f^\dagger_{k,\eta,s}(\Delta_{k,s}^+ + \Delta_{-k,-\eta,s'}^+ + \mathrm{H.c.}) \tag{3.1}$$

which we decompose into singlet, $\Delta_{k\eta}^s$, and triplet, $d_{k\eta}$, according to

$$\Delta_{k\eta} = (\Delta_{k\eta}^s + d_{k\eta} \cdot s) i s_y. \tag{3.2}$$

As mentioned above, we will start in the high-symmetry limit $\lambda_1 = \lambda_R = 0$ and $D_0 = 0$, where the system becomes equivalent to mirror-symmetric tTLG. First note that the low-energy Bloch states at $k$ and in valley $\eta$ will have the same mirror-symmetry eigenvalue as the state at $-k$ and in valley $-\eta$. Therefore, any pairing state in Eq. (3.1) will be even in $s_y$, which is expected to be energetically most favorable [48]. Although pairing in tTLG in other representations is possible [49, 50], let us further assume that the pairing state transforms trivially under the point group $SO(3)$, assuming that the pairing state transforms trivially under $SO(3)$ in tTLG and the fact that it is enhanced when screening $C_6$ and $C_3$. Suppose that the pairing state in the vicinity of this point [50] even without SOC, we will here focus on what happens once $\lambda_R$ and $\lambda_1$ are non-zero.

Let us begin by discussing the case where $\lambda_R$ is first turned on and then $\lambda_1$, see Fig. 2(a). Finite $\lambda_R$ reduces the point group $SO(3) \times C_{6h}$ to $C_6$, where the tilde indicates that the elements are combinations of spatial rotations and appropriate spin rotations [formally, $C_6$ is defined as the group generated by $C_{3xz}^2 C_{3z}^2$]. As can be worked out by investigation of the representations, the $A_g^1$ singlet transitions into the spin-singlet-triplet admixed $A$ state with

$$\psi_{k,\eta} = \chi_{k,\eta}, \quad d_{k,\eta} = \alpha_1 \left( \begin{array}{cc} X_k \\ Y_k \\ 0 \end{array} \right) + \alpha_2 \eta \left( \begin{array}{c} 2 X_k Y_k \\ X_k^2 - Y_k^2 \\ 0 \end{array} \right),$$

where $X_k$ and $Y_k$ are MBZ-periodic, real-valued functions transforming as $k_x$ and $k_y$ under $C_6$. Further, $\alpha_j \in \mathbb{R}$ describe the, in general temperature dependent, admixture of the new component transforming under $E_{1u}^1$ of $SO(3) \times C_{6h}$ to the pairing states induced by finite $\lambda_R$.

The $B_u^3$ triplet splits into an $E_2$ doublet, which has an admixed $E_2^1$ singlet component,

$$\left( \begin{array}{c} \psi_{1,\eta}^1 \\ \psi_{2,\eta}^2 \end{array} \right) = \alpha_1 \left( \begin{array}{cc} X_k^2 - Y_k^2 \\ X_k^2 + Y_k^2 < 0 \end{array} \right), \quad \left( \begin{array}{c} d_{1,\eta}^1 \\ d_{2,\eta}^1 \end{array} \right) = \eta \chi_{k,\eta} \left( \begin{array}{c} e_x \\ e_y \end{array} \right),$$

and a purely spin-triplet state transforming under the one-dimensional $B$ representation where

$$\psi_{k,\eta} = 0, \quad d_{k,\eta} = \eta \chi_{k,\eta} e_z.$$
Once we also turn on \( \lambda_1 \) [and \( m, \lambda_{KM} \) in Eq. (2.2) for that matter] we further reduce the point symmetry to \( \tilde{C}_3 \). The \( E_2 \) of \( \tilde{C}_3 \) doublet then simply becomes the \( E \) of \( \tilde{C}_3 \) doublet and mixes with the previous \( E_1 \) state (with both singlet and triplet components). The resulting order parameter is of the form

\[
\begin{align*}
\psi_{k, \eta}^{1} & = \alpha_1 \begin{pmatrix} 2X_k Y_k \\ X_k^2 - Y_k^2 \end{pmatrix} + \alpha_2 \eta X_k Y_k \\
\psi_{k, \eta}^{2} & = \alpha_3 \eta X_k Y_k \\
d_{k, \eta}^{1} & = \eta \chi_{k, \eta} e_x + \alpha_3 \eta X_k Y_k \\
d_{k, \eta}^{2} & = \eta \chi_{k, \eta} e_y + \alpha_3 \eta X_k Y_k
\end{align*}
\] (3.7)

Furthermore, the \( A \) and \( B \) states merge into the singlet-triplet admixed \( A \) state of \( \tilde{C}_3 \) with order parameter

\[
\begin{align*}
\psi_{k, \eta} & = \chi_{k, \eta} \\
d_{k, \eta} & = \alpha_1 \begin{pmatrix} X_k \\ Y_k \end{pmatrix} + \alpha_2 \eta \begin{pmatrix} 2X_k Y_k \\ X_k^2 - Y_k^2 \end{pmatrix} + \alpha_3 \eta \chi_{k, \eta} e_z
\end{align*}
\] (3.8a)

if the \( A \) state is dominant at \( \lambda_1 = 0 \); if instead, the \( B \) state dominates without \( \lambda_1 \), Eq. (3.8a) becomes

\[
\begin{align*}
\psi_{k, \eta} & = \alpha_1 \chi_{k, \eta} \\
d_{k, \eta} & = \eta \chi_{k, \eta} e_z + \alpha_2 \chi_{k, \eta} + \alpha_3 \eta \begin{pmatrix} 2X_k Y_k \\ X_k^2 - Y_k^2 \end{pmatrix}
\end{align*}
\] (3.8b)

We thus see that there are two main classes of superconducting instabilities in tTLG proximity coupled to WSe\(_2\), which are associated with the irreducible representation (IR) \( A \) and \( E \). More specifically, by virtue of being one-dimensional, the IR \( A \) is only associated with a single superconducting state, with order parameter given in Eq. (3.8a) or Eq. (3.8b), which preserves both \( C_{3z} \) and \( \Theta^s \); obeying all symmetries of the normal state, this state can be fully gapped and is expected to be realized if electron-phonon coupling or the fluctuation of a time-reversal-even normal state order provides the pairing glue \([51, 52]\). The IR \( E \) is two-dimensional and associated with two distinct pairing states: expanding the superconducting order parameter (3.2) as

\[
\Delta_{k, \eta} = \sum_{j=1,2} c_j \psi_{k, \eta}^{j} \psi_{k, \eta}^{\dagger j} + d_{k, \eta}^{j} \cdot s,
\] (3.9)

with complex coefficients \( c_{1,2} \) and \( \psi_{k, \eta}^{j} \). \( d_{k, \eta}^{j} \) given in Eq. (3.7), the first state is the nematic \( E_{(1,0)} \) superconductor with \( c = (1, 0)^T \) (and symmetry-related configurations). It breaks \( C_{3z} \) but respects \( \Theta^s \) and will have point nodes. The second state is the chiral \( E_{(1, i)} \) superconductor with \( c = (1, i)^T \) (and symmetry-related configurations), which preserves \( C_{3z} \) but breaks \( \Theta^s \); unless the Fermi surface crosses the \( \Gamma, K \) or \( K' \) point of the MBZ, it will be fully gapped. Both \( E \) states can only be stabilized by an unconventional pairing mechanism based on fluctuations of a time-reversal-odd order parameter \([51]\), such as spin fluctuations. As long as fluctuation corrections to mean-field \([50]\) can be neglected in the computation of the quartic terms in the GL expansion, the chiral state will always be favored over the nematic superconductor \([53]\).

The order in which we turned on \( \lambda_R \) and \( \lambda_1 \) in our analysis above has important consequences if \( \lambda_R \) is sizeable but \( \lambda_1 \ll \lambda_1 \). In that case, one should primarily think in terms of the three candidate states \( A, B, E_2 \) of \( \tilde{C}_6 \). For instance, if \( B \) is preferred, the order parameter has the form of Eq. (3.8b) with \( \alpha_{1,2,3} \) being small in \( \lambda_1 \). In case of \( E_2 \), the order parameter is given by Eq. (3.7) where \( \alpha_1 \) captures an order-one singlet-triplet admixture while \( \alpha_{2,3} \) are small.

To understand pairing in the opposite limit, \( \lambda_1 \ll \lambda_R \), we have studied the evolution of pairing state when first turning on \( \lambda_1 \) before \( \lambda_R \). The result is summarized graphically in Fig. 2(b) and the detailed form of the order parameters can be found in Appendix B.

**IV. SYMMETRY ANALYSIS OF DIODE EFFECT**

To begin our symmetry discussion of the diode effect, let us first assume that the necessary symmetry requirements are due to some additional normal-state order, i.e., interaction-induced spontaneous symmetry breaking that is already present in the normal state out of which superconductivity emerges, while no additional symmetries are spontaneously broken at the superconducting transition.

**A. Candidate normal-state orders**

To perform a systematic analysis of all possible normal state orders causing the ZFDE, we will start in the limit without SOC, setting all terms in Eq. (2.2) to zero. Then the system is equivalent to tTLG and we can use the set of candidate orders derived in [48], where it was shown that all order parameters listed in Table II constitute exact ground states in the chiral-flat-decoupled limit; the latter is defined by \( u_0 = 0 \) in \( \hbar^4 \), \( D_0 = 0 \), and setting the bandwidth of the flat-bands in the mirror-even sector to zero. Tuning away from this limit will induce a multitude of different energetic contributions, removing the degeneracy between these candidate states, as detailed in Ref. 48.

More precisely, for each of these states, the mirror-even sector of the theory will be a correlated, but symmetry unbroken, semi-metal, while the mirror-odd sector with twisted-bilayer-graphene-like bandstructure exhibits the
TABLE II: Summary of candidate instabilities based on the analysis of [48]. For each state, we list a momentum-independent form of its order parameter $m_j$ in the TBG-like bands, see Eq. (4.1), using $\sigma_j$, $\eta_j$, and $s_j$ to denote Pauli matrices in band, valley, and spin space, respectively. We indicate how each $m_j$ transforms under the symmetries of the system, listed in Table I. To this end, we use $A$ ($E$) to denote the trivial (complex) IR of $C_{2z}^\parallel \cong Z_3$ and (3) for the singlet (triplet) representation of the SO(3), spin rotation group. In the column “Hund’s p.” we indicate the Hund’s partner [48, 50] of each candidate order, i.e., the state it becomes degenerate with in the absence of SOC and intervalley Hund’s interactions, leading to an enhanced SU(2)$_+ \times$SU(2)$_-$ spin symmetry. Finally, the last two columns indicate which states become symmetry-equivalent, i.e., will start to mix, once $\lambda_l$ or $\lambda_R$ are non-zero. For convenience of the reader, this is also summarized graphically in Fig. 3.

| type                  | SO(3) | $C_{2z}^\parallel$ | $C_{2z}^\perp$ | $C_{2z}^\perp$ | $U(1)_v$ | $\Theta_\pm$ | $\lambda_l \neq 0$ | $\lambda_R \neq 0$ |
|-----------------------|-------|-------------------|----------------|---------------|-----------|--------------|----------------|----------------|
| $\text{SP}_\perp/\text{SP}_\parallel^\perp$ | $\sigma_0\eta_0s_z/\sigma_0\eta_0(s_x, s_y)$ | 3 | +/− | −+/± | A/E | 0 | − | − |
| $\text{SVP}_\perp/\text{SVP}_\parallel^\perp$ | $\sigma_0\eta_0s_z/\sigma_0\eta_0(s_x, s_y)$ | 3 | −/+ | +/− | A/E | 0 | + | −/−/SP | −/− |
| $\text{VP}$          | $\sigma_0\eta_0s_0$                   | 1 | − | − | A | 0 | − | − |
| $\text{SLP}^+$       | $\sigma_0\eta_0s_0$                   | 1 | + | + | A | 0 | − | − |
| $\text{VP}$          | $\sigma_0\eta_0s_0$                   | 1 | − | − | A | 0 | + | − |
| $\text{SSLP}_\perp^+/\text{SSLP}_\parallel^+^-$ | $\sigma_0\eta_0s_z/\sigma_0\eta_0(s_x, s_y)$ | 3 | +/− | −+/± | A/E | 0 | + | −/− |
| $\text{SICV}^+$      | $\sigma_0\eta_0s_z/\sigma_0\eta_0(s_x, s_y)$ | 3 | −/+ | +/− | A/E | 0 | − | − |
| $\text{IICV}^+$     | $\sigma_0\eta_0s_z/\sigma_0\eta_0(s_x, s_y)$ | 3 | ±/× | ×/± | A/E | 1 | − | − |
| $\text{SICV}^+/\text{SICV}^+$ | $\sigma_0\eta_0s_z/\sigma_0\eta_0(s_x, s_y)$ | 3 | ±/× | ×/± | A/E | 1 | + | − |


respectively, order parameters $\Phi_j$, coupling to the electrons as

$$\Delta H_0 = \sum_{k \in \text{MBZ}} \delta_k^\dagger m_j \delta_k \Phi_j.$$ (4.1)

In Eq. (4.1), $m_j$ are matrices in valley, spin, and band-space; the latter is spanned by the conduction (just above the charge-neutrality point) and valence (just below it) flat-bands of twist-bilayer graphene. The associated field operators are $\delta_k^\dagger m_j \delta_k$, which create Bloch electrons in the mirror-even conduction ($p = +$) or valence ($p = -$) flat band, in valley $\eta$ and spin $s$. The $m_j$ for each of these candidate orders can be found in the second column of Table II, where we denote Pauli matrices in band space by $\sigma_j$ (index $p = \pm$ above). Note that we use this form of $m_j$ simply to characterize the different phases, in particular their symmetries, which can also be found in Table II, and that the energetically most favorable version of each phase will have a $k$-dependent order parameter that mixes different bands [48].

Our main focus here will be on the impact of the SOC terms $\lambda_l$ and $\lambda_R$. Both of these terms will reduce the symmetries of the system, see Sec. IIB and Table I, with two crucial consequences: first, all spin-polarized orders, which at $\lambda_l = \lambda_R = 0$ belong to the three-dimensional IR of SO(3), split into two different orders, associated with in-plane ($\parallel$) and out-of-plane spin polarizations ($\perp$). This increases the number of physically distinct candidate phases compared to tTLG [48]. At the same time, the reduction of symmetries reduces the number of IRs and previously distinct orders transform identically under all symmetries of the system. This means that they can mix and should be formally viewed as the same phase, reducing the number of distinct candidate orders. For instance, out-of-plane spin polarization (SP$_\perp$ in Table II) and valley polarization (VP), while physically distinct for $\lambda_l = 0$ due to their behavior under $C_{2z}^\perp$, become identical once Ising SOC is non-zero, $\lambda_l \neq 0$. Which states become equivalent once $\lambda_R$ or $\lambda_l$ is turned on is summarized in the last two columns in Table II.

Since the “evolution” of the candidate orders is quite complex, we have also illustrated it graphically in Fig. 3. Note that $U(1)_v$ symmetry is always preserved in our description which is why intervalley coherent (IVC) states [breaking $U(1)_v$] cannot mix with states that preserve it. As can be seen in Fig. 3(a), we end up with only four distinct $U(1)_v$-preserving phases once $\lambda_l$ and $\lambda_R$ are non-zero. However, the diagram contains more relevant information if one of $\lambda_l$, $\lambda_R$ is small. For instance, if $\lambda_R$ is small and only provides a tiny perturbation to the energetics, while $\lambda_l$ is large (compared to the energetic differences between the candidate orders in Table II at $\lambda_l = \lambda_R = 0$, i.e., of order of a couple of meV [48]), Fig. 3(a) implies that one should not distinguish between VP and SP$_\perp$, as they will generically mix strongly. However, there is still an important distinction to be made between VP = SP$_\perp$ with a little bit of SSLP$^+$ = SLP$^-$ admixed and vice versa [primarily SSLP$^+$ = SLP$^-$ with a little bit of VP = SP$_\perp$]. If also $\lambda_l$ is large, this distinction will become irrelevant. As can be seen in Fig. 3(b),
only four distinct IVC order are possible if $\lambda_R$ or $\lambda_I$ or both are large.

### B. Zero-field diode effect

We will next discuss whether a superconducting diode effect is possible by symmetry in the presence of any of the different normal state orders in Table II and Fig. 3. We will here make the natural assumption that the superconductor that emerges out of this symmetry-broken normal state does not spontaneously break additional symmetries. The diode effect for the symmetry-breaking superconductors in the IR $E$, see Sec. III, will be postponed to Sec. IV D below.

To formalize the discussion, let us denote the magnitude of the critical current density for a current along the in-plane direction $\hat{n}$ by $J_c(\hat{n})$. The system exhibits a diode effect if there is some direction $\hat{n}$ for which the current asymmetry,

$$\delta J_c(\hat{n}) := J_c(\hat{n}) - J_c(-\hat{n}),$$  \hspace{1cm} (4.2)

is non-zero. Inspection of the symmetries in Table I, shows that the presence of at least one of the symmetries $\Theta, \Theta^*, C_{2z}, C_{2z}^\perp, C_{2z}'$, $I$, without or combined with a $U(1)_c$ transformation, implies that $J_c(\hat{n}) = J_c(-\hat{n})$ and no ZFDE is present.

It is straightforward to analyze for each of the 17 candidate orders defined in Table II whether any of these symmetries is present as a function of whether any combination of $\lambda_I$, $\lambda_R$, and $\beta$ is non-zero. This allows us to deduce whether a ZFDE is possible at all and, if yes, which of $\lambda_I$, $\lambda_R$, $\beta$ the current asymmetry $\delta J_c$ has to be proportional to. For instance, $SP_\perp$ preserves as long as $\lambda_I$ vanishes. As such, the diode effect can only be present if $\lambda_I \neq 0$ and $\delta J_c(\hat{n}) \propto \lambda_I$. For VP this is different, as it breaks all of the above-mentioned symmetries and hence exhibits a diode effect even if $\lambda_I = \lambda_R = \beta = 0$.

For any of the IVC states in Table II, no diode effect is possible for any value of $\lambda_I$, $\lambda_R$, and $\beta$ since, in all cases, a combination of $U(1)_c$ and $\Theta^*$ remains a symmetry. In fact, out of 17 candidate orders only the six states listed in Table III are consistent with a ZFDE, with $\delta J_c(\hat{n})$ as indicated in the third column. We reiterate that some of these six states further become equivalent once $\lambda_I$ or $\lambda_R$ become sizeable as shown in Fig. 3. In the limit where both $\lambda_I$ or $\lambda_R$ are large (of order of a few meV [48], which might very well be the case [31, 35]), these six states decay into only two distinct phases (above and below the horizontal line in Table II).

To be able to distinguish further between the remaining six microscopic candidate orders in Table II driving the diode effect, let us analyze whether and under which conditions they can be trained by a magnetic field. An order parameter $m_j$ can be trained linearly by an external field $B$, if and only if a linear coupling, $c(\lambda_I, \lambda_R, \beta)B\Phi_j$, between the associated $\Phi_j$ in Eq. (4.1) and $B$ is allowed in the free energy. Whether $c$ can be non-zero and its behavior for small $\lambda_I$, $\lambda_R$, and $\beta$ can be deduced by symmetry. For $B$ being either in-plane or out-of-plane Zeeman or orbital magnetic field, we list the respective $c(\lambda_I, \lambda_R, \beta)$ in the last four columns in Table III for all six states with a diode effect. Most strikingly, if $\beta$ vanishes, the four states above the horizontal line (the two below it) cannot be trained by an in-plane (out-of-plane) magnetic field. As we expect $\beta$ to be rather weak in the samples of Ref. 20, where the ZFDE can be trained much more effectively by an out-of-plane magnetic field, the four states above the horizontal line are much more likely behind the observed diode effect in tTLG on WSe$_2$.

To learn more about the underlying mechanism of the diode effect, we also investigate under which conditions the $\hat{n}$-dependence of the critical current $J_c(\hat{n})$ is threefold symmetric, $J_c(\hat{n}) = J_c(C_{2z}\hat{n})$, for all of the above six scenarios with a diode effect. The dependence of the associated asymmetry $J_c(\hat{n}) - J_c(C_{2z}\hat{n})$ for small $\lambda_I$, $\lambda_R$, $\beta$ is given in the fourth column of Table III. It reveals
TABLE III: Out of the in total 17 different states in Table II, only the following six can lead to a diode effect. However, note that the first four of these state (the last two), above (below) the vertical line, have the same symmetries as long as $\lambda_I, \lambda_R \neq 0$ and, hence, mix and formally constitute the same phase, see also Fig. 3. We list not only which of $\lambda_I, \lambda_R$ have to be non-zero for a diode effect, $J_+ (\hat{n}) \neq J_+ (-\hat{n})$, but also whether the critical current is $C_{3z}$ symmetric. Finally, the last four columns indicate whether the underlying normal-state order and, hence, the diode effect can be trained by an in-plane (out-of-plane) Zeeman $B^Z_\parallel$ ($B^Z_\perp$) and orbital magnetic field $B^{O}_\parallel$ ($B^{O}_\perp$). As with the critical current, we list which of $\lambda_I, \lambda_R, \beta$ the respective coupling has to be proportional to. Here $(D_0, \lambda_I, \lambda_R)$ indicates that one of the three is sufficient.

| normal state | critical current | trainability |
|--------------|------------------|--------------|
| $J_+ (\hat{n}) - J_+ (-\hat{n})$ | $J_+ (\hat{n}) - J_+ (C_{3z} \hat{n})$ | $B^Z_\parallel$ | $B^Z_\perp$ | $B^{O}_\parallel$ | $B^{O}_\perp$ |
| SP+$\perp$ | $\sigma_0 \eta_{3z}$ | $\propto \lambda_I$ | $\propto \beta$ | $\neq 0$ | $\propto \lambda_I \lambda_R$ | $\propto \lambda_R$ | $\propto \beta_M$ |
| VP | $\sigma_0 \eta_{3z}$ | $\neq 0$ | $\propto \beta$ | $\propto \lambda_I$ | $\propto \beta_R$ | $\propto \lambda_R \lambda_I \lambda_R$ | $\propto \beta \lambda_I \lambda_R$ |
| SSLP$^+$ | $\sigma_0 \eta_{3z}$ | $\propto \lambda_R$ | $\propto \beta$ | $\propto \lambda_I$ | $\propto \beta_R$ | $\propto \lambda_I \lambda_R$ | $\propto \beta_R$ |
| SLP$^-$ | $\sigma_0 \eta_{3z}$ | $\propto \lambda_R \lambda_I$ | $\propto \beta$ | $\propto \lambda_R$ | $\propto \beta_R$ | $\propto \lambda_I \lambda_R$ | $\propto \beta_R \lambda_I$ |
| SP+$\parallel$ | $\sigma_0 \eta_{s}$ | $\propto \lambda_R$ | $\propto \lambda_R$ | $\propto \beta_R \lambda_I$ | $\neq 0$ | $\propto \beta \lambda_I \lambda_R$ | $\propto \lambda_R$ |
| SSLP$^+$ | $\sigma_0 \eta_{s}$ | $\propto \lambda_R \lambda_I$ | $\propto \lambda_R$ | $\propto \beta \lambda_R$ | $\propto \lambda_I$ | $\propto \beta_R \lambda_I$ | $\propto \lambda_R$ |

Another crucial distinction between the first four and the last two candidate order parameters, that might be used in future experiment to probe the underlying physics: while $J_+ (\hat{n})$ will be three-fold symmetric (unless $\beta \neq 0$, where $C_{3z}$ is trivially broken by the lattice or if it is broken spontaneously) for the first four states, it will not be three-fold invariant for the last two as long as $\lambda_R \neq 0$. We emphasize that this distinction has crucial consequences for the diode effect: in the three-fold symmetric case, the current asymmetry $\delta J_+ (\hat{n})$ in Eq. (4.2) is required to have six zeros as $\hat{n}$ rotates by $2\pi$—a property that will not change if that rotational symmetry is only slightly broken by finite $\beta$; without that constraint, it is only required to have two. We will see examples of both in our explicit calculations in Sec. VC below.

C. Field-induced diode effect

Although the main focus of this work is on the ZFDE, we briefly comment on the Zeeman-field induced diode effect, which has already been studied previously in two-dimensional spin-orbit coupled systems [3–5]. Upon noting that the in-plane Zeeman-field and the SP+$\parallel$ order parameter in Table II transform identically under all symmetries of the system, we can immediately read off from Table III that Rashba SOC coupling is required to induce a diode effect with an in-plane Zeeman field for pairing in the IR A and without additional normal-state order [$\Phi_j = 0$ in Eq. (4.1)].

Experimentally, it is found that the sample displaying the ZFDE does not exhibit a sizeable field-induced diode effect [20] for in-plane fields. As we will demonstrate in Sec. VD below, this might be understood as a consequence of the additional Ising SOC. Note that the in-plane orbital coupling—associated with Peierls phases in the interlayer hopping—is not expected to yield a large contribution to the diode effect either since its impact on the current asymmetry $\delta J_+$ in Eq. (4.2) vanishes (approximately) when the mirror symmetry $\sigma_h$ is (approximately) conserved. This follows from the observation that the in-plane orbital coupling (in-plane current) is odd (even) under $\sigma_h$.

While the sample with ZFDE can be trained efficiently with out-of-plane fields, which makes the notion of a field-induced diode effect for this sample ill-defined for fields perpendicular to the plane, Ref. 20 also presents data for a sample without ZFDE. This sample shows a weak diode effect in the presence of a small out-of-plane field. Since an out-of-plane Zeeman field transforms as SP+$\perp$, we see in Table III that it will induce a diode effect as long as $\lambda_I$ is non-zero (while the orbital-coupling-induced diode effect will likely be sub-leading as its impact on the diode effect has to be proportional to $\lambda_I \lambda_R$). The behavior of the critical current of this sample is therefore consistent with a sizeable $\lambda_I$ and indicates that superconductivity does not coexist with any of the phases in Table III (in particular, those where $\delta J_+ \neq 0$ for $\lambda_R = 0$).

D. Diode effect without normal-state order

So far, we have assumed that the necessary symmetry-requirements, including broken time-reversal symmetry, stem from the normal state while the superconductor preserves all normal-state symmetries (pairing in IR A in Fig. 2). However, we have seen in Sec. III that the other pairing channel, associated with the IR E in Fig. 2, does allow for a superconducting state, denoted by $E_{(1,i)}$ above, that spontaneously breaks time-reversal symmetry. In this case, even without any normal-state order, $\Phi_j = 0$ in Eq. (4.1), the resulting superconducting phase
breaks all symmetries in Table I ($\Theta, \Theta^*, C_{2z}, C_{\sigma z}^x, C_{\sigma z}^y, I$) which have to be broken for a ZFDE.

We first note that this state will still not lead to a ZFDE, if the superconductor always reaches the global energetic minimum in the current-carrying state; this is discussed and demonstrated in Appendix C and is a direct consequence of the time-reversal symmetry of the normal state. To understand why this does not always have to be the case, let us consider the gauge-invariant quantity

$$C := i \frac{1}{V} \int d\mathbf{x} (c_1^* c_2 - c_2^* c_1)$$

(4.3)

with $c_j$ introduced in Eq. (3.9) which we here also allow to be spatially varying; the integral in Eq. (4.3) is over the entire system (with volume $V$). Importantly, $C$ is odd under $\Theta_s$ but invariant under $C_{3z}$ and can thus be thought of as a composite order parameter measuring the broken time-reversal symmetry (absence thereof) in the $E_{(1,i)}$ ($E_{(1,0)}$) state. Note that $\langle C \rangle \neq 0$ does not break any continuous symmetry and, in particular, does not require superconducting phase coherence; instead, it is an Ising-like order parameter that can develop long-range order at a finite temperature $T^*$. In particular in the limit where $T^*$ is significantly larger than $T_c$, we can think of $C$ as a magnetic order parameter, similar to $m_j$ in Eq. (4.1), defining a “vestigial” [54] magnetic phase (for $T_c < T < T^*$) associated with the $E_{(1,i)}$ superconductor at lower $T < T_c$. If $C$ exhibits a fixed sign when measuring the critical current, we can indeed obtain a diode effect (see Appendix C). We point out that this mechanism of the diode effect is related to the one recently discussed in [55] for chiral p-wave pairing, to understand the symmetric I-V characteristics of the 3-K phase in eutectic samples of Sr$_2$RuO$_4$ [56]. A crucial difference is that, in our case, no additional symmetry-breaking boundary conditions are required due to the reduced symmetry of tTLG on WSe$_2$.

In agreement with experiment [20], the intrinsic ZFDE of the $E_{(1,i)}$ state of tTLG/WSe$_2$ can (cannot) be trained linearly with a perpendicular (parallel) Zeeman or orbital magnetic field if $\beta = 0$. This follows by noting that $C$ in Eq. (4.3) can couple linearly to out-of-plane but not to in-plane magnetic fields (due to $C_{3z}^x$). Furthermore, in this scenario, the vestigial phase associated with non-zero $C$ is a possible origin of, or at least provides an additional contribution to, the enhanced transverse resistance above $T_c$ seen in experiment [20]. Nonetheless, the currently available experimental data is more naturally consistent with pairing in the IR $A$ together with a time-reversal-symmetry-breaking normal-state order $m_j$; so far, clear experimental signatures of magnetism in various graphene moiré systems have been reported, see, e.g., [57–59], while a superconducting order parameter in a non-trivial IR of the spatial point group has not been clearly identified to date. Furthermore, this unconventional pairing state is expected to be more fragile against disorder on the moiré scale than the $A$ state [52]. For these reasons, we will focus on superconducting order parameters in the IR $A$ in our explicit calculations in the following sections.

V. MODEL CALCULATIONS

In this section we present the general Ginzburg-Landau formalism which allows for the diode effect, finite q pairing and nematicity, to be directly computed. To understand the salient features, we begin with a patch theory. We move onto 2D toy models which provide a description accounting for the entire MBZ. Finally, we perform direct computations for the full tTLG theory (2.1).

A. General formalism

As we have argued above, valley polarization (even without SOC), which is symmetry-equivalent to out-of-plane spin polarization in the presence of Ising SOC, is the most natural cause of the reduced symmetry in the normal state that ultimately leads to the diode effect. To capture both of these scenarios simultaneously and in a way that identifies the key ingredients for the diode effect, we will neglect SOC for now and assume that there is an imbalance in the occupations of the different valleys. Let us for concreteness also first assume that this imbalance is not too strong such that Cooper pairs of electrons still form between electrons of different valleys (“intervalley pairing”). We will see that, for the purposes of computing the current (diode effect), accounting for “intra-valley” pairing and/or SOC, follows immediately from the expressions provided here.

To be concrete, consider the Hamiltonian

$$H = \sum_k f_{k,\eta,s}^\dagger E_{k,\eta} f_{k,\eta,s} - \frac{g}{2} \sum_{k,k',q} f_{k+q,\eta,s}^\dagger f_{k',-q,\eta',s'}^\dagger f_{k',\eta',s'} f_{k,\eta,s},$$

(5.1)

where $f_{k,\eta,s}$ and $f_{k,\eta,s}^\dagger$ are annihilation and creation operators of electrons of spin $s$, valley $\eta$, in the low-energy bands crossing the Fermi level in the vicinity of $k$. The band energies in valley $\eta$ are denoted by $E_{k,\eta}$; without valley polarization, we have $E_{k,+} = E_{-k,-}$ as follows from time-reversal symmetry. The simplest form to describe valley polarization is to introduce two different chemical potentials, $E_{k,\eta} = \epsilon_{\eta,k} - \mu_{\eta}$, but we will keep it more general here. As there is no intervalley Hund’s coupling, the model in Eq. (5.1) is invariant under independent spin-rotations in the two valleys forming the group SU(2)$_+ \times$SU(2)$_-$. 


Performing a mean-field decoupling in the intervalley channel, we obtain

\[ H = \sum_k f_{k,n,s} E_{k,n} f_{k,n,s} + \frac{1}{g} \sum_q \text{tr}[\Delta_q^\dagger \Delta_q] + \sum_{k,q} f_{k+q,n,s} (\Delta_q)_{s,s'} f_{k,n,s'} + H.c. \]

(5.2)

Here, the 2 x 2 matrix \( \Delta_q \) is the superconducting order parameter, which can be expanded in singlet and triplet as

\[ \Delta_q = (\Delta_q^s s_0 + d_q \cdot s) i s_y, \]

(5.3)
similar to Eq. (3.2). By integrating out the fermions, it is straightforward to derive the associated Ginzburg-Landau expansion which becomes (with number of sites \( N \) in the system)

\[ F \sim \sum_q a_q \text{tr}[\Delta_q^\dagger \Delta_q] + \mathcal{O}(\Delta^4), \quad a_q = \frac{1}{g} - \Gamma(q), \quad \Gamma(q) = \frac{1}{2N} \sum_{k \in \text{MBZ}} \left\{ \begin{array}{ll}
\tanh\left(\frac{E_{k+\frac{q}{2}}}{2T}\right) + \tanh\left(\frac{E_{k-\frac{q}{2}}}{2T}\right) & \\
\tanh\left(\frac{E_{k+\frac{q}{2}}}{2T}\right) + \tanh\left(\frac{E_{-k+\frac{q}{2}}}{2T}\right)
\end{array} \right. \]

Since \( \text{tr}[\Delta_q^\dagger \Delta_q] = 2|\Delta_q|^2 + d_q d_q^\dagger \), we see that singlet and triplet are degenerate, which is a consequence of the aforementioned enhanced SU(2)_+ x SU(2)_- spin symmetry.

To understand the relation to the diode effect, let us note that gauge invariance demands that a homogeneous vector potential \( A \) enters as

\[ F \sim \sum_q a_q - 2eA \text{tr}[\Delta_q^\dagger \Delta_q] + \sum_{q_1,q_2,q_3,q_4} \delta_{q_1+q_2,q_3+q_4} \left\{ b_{q_1} \text{tr}[\Delta_{q_1}^\dagger \Delta_{q_2}] \text{tr}[\Delta_{q_3}^\dagger \Delta_{q_4}] + b_{q_2} \text{tr}[\Delta_{q_3}^\dagger \Delta_{q_4} \Delta^\dagger_{q_1} \Delta^\dagger_{q_2}] \right\}, \]

(5.5)

where \( e \) is the electron charge. Here we have also added terms quartic in the order parameter [50], neglecting the momentum dependence of \( b_1 \) and \( b_2 \).

Finding the minimum of \( F \) for \( A = 0 \) is straightforward: let \( q_0 \) be the momentum of (one of) the minimum (minima) of \( a_q \) and \( a_{q_0} < 0 \); restricting the analysis to single-\( q \) superconducting order parameters, we then get \( \Delta_q = \delta_{q,q_0} \Psi \Delta \) with \( \Psi \in \mathbb{C} \) and \( \text{tr}[\Delta^\dagger] = 1 \). Depending on whether \( b_2 > 0 \) or \( b_2 < 0 \) we get \( \Delta = \sigma_0/\sqrt{2} \) or \( \Delta = (\sigma_0 + \sigma_z)/2 \), which corresponds to singlet/unitary triplet or singlet-triplet/non-unitary triplet, respectively; we refer to [50] for a detailed discussion of these superconducting states in the vicinity of the SU(2)_+ x SU(2)_- symmetric point we focus on here. Furthermore, it holds \( |\Psi|^2 = -a_{q_0}/(2b) \) with \( b = b_1 + b_2/2 \) for \( b_2 > 0 \) and \( b = b_1 + b_2 \) for \( b_2 < 0 \).

In real space, the order parameter is \( \Delta(x) = \Psi e^{i\varphi(x) + \phi} \Delta \). For constant \( \phi \), the equilibrium condensate forms at a wavevector \( q_0 \) found from

\[ \partial_q a_q |_{q_0} = 0, \quad \text{and} \quad \partial_q \partial_q a_q |_{q_0} > 0. \]

(5.6)

A supercurrent is imposed by taking a finite sample and setting a phase gradient, i.e., we generalize to spatially varying phases, \( \phi \to \phi(x) \), in \( \Delta(x) \) and impose twisted boundary conditions in \( \phi \). The simplest scenario is to take \( \phi(x) = \delta q \cdot x \), for some fixed \( \delta q \). In this nonequilibrium case, the condensate forms at effective wavevector \( q = q_0 + \delta q \), since \( \Delta(x) = \Psi e^{i\varphi(x) + \delta q} \). The definition of current follows from \( J = -\partial_q \mathcal{F} |_{A=0} = 2e|\Psi|^2 \partial_q a_q \), with charge 2e (see [3] for a microscopic derivation of the current). Using the saddle point solution, \( |\Psi|^2 = -a_{q}/(2b) \), we arrive at

\[ J(q) = -e\Theta(-a_q) a_q \partial_q a_q / b. \]

(5.7)

Here \( \Theta(...) \) is a step-function ensuring that the saddle point condition \( |\Psi|^2 = -a_{q}/(2b) \geq 0 \) is satisfied.

The critical current \( J_c(\tilde{n}) \) along the direction \( \tilde{n} \) is now simply given by the maximum magnitude of \( J(q) \) for \( q \in \text{MBZ} \) which points along \( \tilde{n} \). From this, we conclude that \( J_c(\tilde{n}) = J_c(-\tilde{n}) \), and therefore no diode effect, if

\[ \exists q_0 : \Gamma(q - q_0) = \Gamma(-q - q_0). \]

(5.8)

We emphasize that \( q_0 \) does not have to be 0.

An instructive, albeit fine-tuned, example is \( E_{k,+} = \epsilon_{k+Q/2} - \mu \), \( E_{k,-} = \epsilon_{k-Q/2} - \mu \) which also has broken time-reversal and \( C_{2z} \) symmetry since \( E_{k,+} \neq E_{-k,-} \), as long as \( Q \notin \text{RML} \). From Eq. (5.4), we get

\[ \Gamma(q) = \frac{1}{2N} \sum_{k \in \text{MBZ}} \left\{ \frac{\tanh\left(\frac{\epsilon_{k+Q/2} - \mu}{2T}\right)}{\epsilon_{k+Q/2} + \epsilon_{-k-Q/2} - 2\mu} + \frac{\tanh\left(\frac{\epsilon_{k-Q/2} - \mu}{2T}\right)}{\epsilon_{k-Q/2} + \epsilon_{-k-Q/2} - 2\mu} \right\}. \]

(5.9)

Clearly, \( \Gamma(q) \) in Eq. (5.9) obeys Eq. (5.8) with \( q_0 = Q \) and, hence, cannot exhibit a diode effect. Nonetheless, \( \Gamma(q') := \Gamma(q' - Q) \) is exactly equivalent to the \( \Gamma \) of the time-reversal symmetric situation with \( E_{k,+} = E_{-k,-} = \epsilon_k - \mu \). As such, we know that \( \Gamma(q') \) is maximal for \( q' = 0 \) and the resulting pairing occurs at finite wavevector \( q_0 = Q \).

Finally, to account for the cases with (i) strong SOC, or (ii) intravalley pairing, we allow for arbitrary quantum numbers \( \alpha \) in Eq. (5.4); in case (i), the Bloch states at the Fermi surface can be labelled uniquely by their valley quantum number, \( \alpha = \eta \), and exhibit momentum-dependent spin orientations, while \( \alpha = \{\eta, s\} \) for case (ii). The dependence on index \( \alpha \) enters via the particle-particle susceptibility, and in principle, the pairing interaction strength, \( g \). As we derive in Appendix E, the
resulting \( a_q \) in Eq. (5.4) has the same form as above,

\[
a_q = \frac{1}{g} - \Gamma(q),
\]

(5.10)

\[
\Gamma(q) = \frac{1}{2N} \sum_{k \in \text{MBZ}} \frac{\tanh \left( \frac{\xi_k + \frac{q}{2\gamma}}{2T} \right) + \tanh \left( \frac{\xi_k - \frac{q}{2\gamma}}{2T} \right)}{\xi_k + \frac{q}{2\gamma} + \xi_k - \frac{q}{2\gamma}},
\]

with the only difference that \( E_{k,\eta} \) are replaced by the band energies \( \xi_{k,\eta} \) of the appropriate quantum numbers [cf. Eqs. (E3) and (E4)].

**B. Patch theory**

Having established the general formalism, we begin our analysis with a simple patch-theory description as it allows for a particularly transparent analysis. For now, we neglect SOC, and treat singlet and triplet pairing on equal footing. Below in Sec. VD, SOC and the Fermi surfaces of the full continuum model (2.1) will be taken into account.

Having in mind tTLG, we consider pairing of states at \( \{k, \eta\} \) and \( \{-k, -\eta\} \), whereby the Fermi surfaces at each valley are \( C_{3z} \) symmetric, and we account for valley polarization. For the purpose of modelling, we consider the schematic Fermi surfaces shown in Fig. 4(a). Due to (approximate) nesting, the particle-particle susceptibility receives the largest contribution for momenta in the vicinity of the three (nearby) parallel segments. Based on this observation, we may reduce the full MBZ down to these three patches. For the single patch shown in Fig. 4(b), we have (with \( \delta k_x = k_x - \delta \))

\[
\Gamma^p(q) = \int_{-\Lambda_y}^{\Lambda_y} \frac{dk_y}{2\pi} \int_{-\Lambda_x}^{\Lambda_x} \frac{dk_x}{4\pi} \frac{\tanh \left( \frac{\xi_2}{2T} \right) + \tanh \left( \frac{\xi_1}{2T} \right)}{\xi_1 + \xi_2},
\]

\[
\xi_1 = v(\delta k_x + \delta q_x/2) - \alpha_+(k_y + q_y/2)^2,
\]

\[
\xi_2 = v(\delta k_x - \delta q_x/2) - \alpha_-(k_y - q_y/2)^2.
\]

(5.11)

In this description, valley polarization enters both as the finite average momentum \( \delta \) of the red and blue segments as well as in form of the imbalance \( \alpha_+ - \alpha_- \) of the curvature of the Fermi surfaces, see Fig. 4. Taking all three patches, we arrive at

\[
\Gamma(q) = \sum_{j=-1,0,1} \Gamma^p(R(2\pi j/3)q),
\]

(5.12)

where \( R(\phi) \) rotates two-dimensional vectors by angle \( \phi \). To obtain a simplified intuitive understanding for the conditions for (i) diode effect and (ii) finite-momentum pairing and nematic superconductivity, let us expand \( \Gamma^p \) in Eq. (5.11) as

\[
\Gamma^p(q) \sim \Gamma_0 - \sum_{n=1}^{4} a_n(q_x - \delta)^n - cq_y^2.
\]

(5.13)

It is deduced from Eq. (5.11), that the coefficients \( a_1, a_3 \propto \alpha_+ - \alpha_- \). Explicit expressions for \( a_n \) and \( c \) are presented in Appendix D. Consequently, to leading order, \( a_1, a_3 \), and \( \delta \) will vary linearly with valley polarization. Using \( \nu \in [-1,1] \) as a dimensionless measure of the valley polarization, we write \( a_1 \sim \delta_1 \nu, a_3 \sim \delta_3 \nu \) and \( \delta \sim \delta \nu, \nu \to 0 \), for later reference.

First, to understand the emergence of a diode effect, we use \( \Gamma(q) - \Gamma(-q) \neq 0 \) as a necessary condition for it. Considering the patch theory expansion in Eqs. (5.12) and (5.13), we find

\[
\Gamma(q) - \Gamma(-q) = \frac{3}{2} q_x^2 (q_x^2 - 3q_y^2) (4\delta_3 \delta - a_3).
\]

(5.14)

This asymmetry vanishes if \( \nu = 0 \) and no diode effect is possible, in accordance with our symmetry analysis Sec. IVB, as time-reversal (or \( C_{3z} \)) symmetry is preserved at \( \nu = 0 \). Generically, it holds \( 4\delta_3 \delta \neq \delta_3 \) and we see that the asymmetric part in Eq. (5.14) becomes non-zero immediately when \( \nu \) is turned on. As such, the diode effect is expected to set in immediately when \( \nu \) becomes non-zero; this will be confirmed by our explicit model calculations below.

Second, to derive a sufficient condition for finite-\( q \) pairing, we expand Eq. (5.12) to quadratic order in \( q \), yielding

\[
\Gamma(q) \sim \Gamma(0) + \gamma q^2, \quad q \to 0,
\]

(5.15a)

\[
\gamma = -\frac{3}{2} \left[ a_2 + c + (6a_3 \delta^2 - 3\delta a_3) \right].
\]

(5.15b)

Recalling that \( a_3 \sim \delta_3 \nu \) and \( \delta \sim \delta \nu \), we have \( \gamma|_{\nu=0} = -3(a_2 + c)/2 < 0 \) (since \( q = 0 \) pairing must be favored at \( \nu = 0 \)) and there is a critical valley polarization,

\[
\nu_c \simeq \sqrt{\frac{a_2 + c}{3(\delta_3 - 2\delta a_3)\delta}},
\]

(5.16)

that \( |\nu| \) needs to exceed to turn the maximum at \( q = 0 \) into a (local) minimum. Note that the value of \( \nu_c \)
in Eq. (5.16) is technically only an upper bound on the critical valley polarization, as the global minimum can occur at \( q \neq 0 \) before the maximum at \( q = 0 \) turns into a local minimum. Nonetheless, the true critical \( |\nu| \) must be finite since we expect \( \Gamma \) to depend smoothly on \( \nu \). We will revisit this conclusion in our treatment of full MBZ toy models, Sec. VC.

Once \( |\nu| \) is larger than this critical value, pairing at finite momentum occurs. Intuitively, this behavior can be understood as follows: the role of valley polarization is to remove the degeneracy between a point at \( k \) on the blue Fermi surface and at \( -k \) on the red one in Fig. 4(a); this reduces the condensation energy of the superconductor. Choosing a finite \( q \) for pairing appropriately can improve the energetics for the superconductor in only two of the three solid segments in Fig. 4(a) [or, equivalently, terms in Eq. (5.12)]. If valley polarization is sufficiently large, the energetic gain by two of the three patches or terms can overcompensate the disfavored one, leading to finite-momentum pairing.

C. Full MBZ toy models

We now extend the discussion from above to include the full MBZ. Our primary focus is to demonstrate the ZFDE, finite \( q \) paring and nematicity. To this end, we introduce a toy model to illuminate the role of valley polarization, and for completeness, strain.

We construct a minimal model that captures the symmetries and basic form of the Fermi surfaces of tTLG: for each valley \( \eta = \pm \), we consider a nearest-neighbor hopping (t) triangular-lattice model with staggered flux, \( \phi_{\eta} \), that preserves translational and \( C_{3z} \) rotational symmetry but breaks time-reversal and \( C_{2z} \) in each valley. In order to describe finite strain, \( \beta \neq 0 \), we replace the hopping along two of the three nearest-neighbor bonds by \( t(1 - \beta) \). Explicitly, the dispersions take the form

\[
E_{k,\pm} = \epsilon_{k,\phi_{\pm}} - \mu, \quad E_{k,-} = \epsilon_{-k,\phi_{-}} - (\mu + \delta \mu),
\]

\[
\epsilon_{k,\phi} = -t \cos \left( k_x - \frac{\phi}{3} \right) - 2t(1 - \beta) \cos \left( \frac{\sqrt{3} k_y}{2} \right) \cos \left( \frac{1}{6} (3 k_x + 2 \phi) \right). \tag{5.17}
\]

Let us start first with the time-reversal, \( C_{2z} \), and \( C_{3z} \) symmetric limit by setting \( \delta \mu = 0, \phi_{+} = \phi_{-}, \) and \( \beta = 0 \). In that case, a state at the Fermi surface at \( k \) and one valley \( \eta \) will be degenerate with a state at \( -k \) in the other, see Fig. 5(aii). As such, we expect \( \Gamma(q) \) is peaked at \( q = 0 \), consistent with Fig. 5(aii), and exhibits the usual logarithmic divergence with temperature. By the same token (\( C_{2z} \) or time-reversal symmetry, leading to \( E_{k,+} = E_{-k,-} \)), it follows from Eq. (5.4) that \( \Gamma(q) = \Gamma(-q) \) and there is no diode effect; this can be seen in Fig. 5(aiii).

To obtain a diode effect, let us assume \( C_{2z} \) and time-reversal symmetry are broken due to finite valley polarization. In our model in Eq. (5.17), we capture this by setting \( \delta \mu \neq 0 \) or \( \phi_{+} \neq \phi_{-} \). It now holds \( E_{k,+} \neq E_{-k,-} \), as is reflected in the Fermi surfaces of, e.g., Fig. 5(bi), and thus \( \Gamma(q) \neq \Gamma(-q) \) supporting a diode effect, see Fig. 5(biii) and (biii), respectively. Moreover, since \( C_{3z} \) is unbroken, the diode effect is seen to be three-fold rotational symmetric, Fig. 5(biii). Note, however, that the maximum of \( \Gamma(q) \) still occurs at \( q = 0 \), such that the Cooper pairs still have vanishing center of mass momentum. In fact, this was generically expected since \( C_{3z} \)
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symmetry implies \( \Gamma(q) = \Gamma(C_{3z}q) \) and thus the form (5.15a) of the small-\( q \) expansion will still hold. We know that \( \gamma < 0 \) for \( \delta \mu = \phi_+ - \phi_- = 0 \) and, hence, \( \gamma \) has to remain negative when these two quantities are turned on smoothly. This also agrees with our patch-theory analysis of Sec. V B, where the measure of valley polarization, \( \nu \), had to surpass a critical value Eq. (5.16) to induce finite-momentum pairing. Most importantly, this shows that finite-momentum pairing is not only not sufficient for a diode effect (as established above) but also not necessary.

To demonstrate explicitly that the MBZ model can support finite-momentum pairing, we repeat the analysis for larger valley polarization above the critical value (which, as we note in passing, depends on temperature). We indeed find, see Fig. 5(c), that for sufficiently large valve polarization, \( \max \Gamma(q) = \Gamma(q_0 \neq 0) \) which supports finite momentum (i.e. \( q_0 \)) pairing, in agreement with the patch model of Sec. V B.

Once \( C_{3z} \) is explicitly broken in the normal state above the superconducting transition, due to finite strain \( \beta \neq 0 \) or electronic nematic order, we generically expect the critical value of valley polarization for finite-momentum-pairing to vanish: since the constraint \( \Gamma(q) = \Gamma(C_{3z}q) \) is absent, linear-in-\( q \) terms are allowed in the expansion of \( \Gamma \) for small \( q \), once \( C_{3z} \) and time-reversal are broken by valley polarization. The maximum of \( \Gamma(q) \) can then immediately occur at a non-zero momentum when valley polarization is introduced. In Fig. 5(d) we present results for a computation with strain \( \beta \), where we apply quite large \( \beta \) to make the effect and the resulting lack of \( C_{3z} \) symmetry in the diode effect clearly visible.

In the limit of sufficiently strong valley polarization, or via other mechanisms, pairing may take place between states within a single valley, thereby breaking TRS and \( C_{2z} \). For completeness, we also consider this intravalley pairing scenario within the minimal model Eq. (5.17). We indeed find, in Fig. 5(e), that it generates a ZFDE. It is also seen, from Fig. 5(eii), that \( \max \Gamma(q) = \Gamma(q_0 \neq 0) \); the intravalley state supports pairing at momentum \( K_i + q_0 \), where \( q_0 \in \text{MBZ} \) and \( K_i \) are the BZ (not MBZ) corners. As such, this exotic order parameter exhibits spatial (phase) modulations on the scale of the microscopic graphene layers, producing Kekulé-like patterns, see e.g. [61].

Note that once \( \Gamma(q) \) is maximal at a non-zero \( q = q_0 \), as in Fig. 5(cii), the superconductor will spontaneously break the rotational symmetry \( C_{3z} \), in gauge-invariant observables. This can be most easily seen by defining the following composite order parameter

\[
\mathcal{N}_j = \frac{1}{V} \int \text{d}x \text{ tr} \left[ \Delta^\dagger(x)(-i\partial_j - 2eA_j)\Delta(x) \right],
\]

(5.18)

\( j = x, y \), where the integral is over the volume of the system, \( \Delta(x) \) is the Fourier transform of the superconducting order parameter \( \Delta_q \) in Eq. (5.3), and \( A_j \) the vector potential. Note that \( \mathcal{N}_j \) in Eq. (5.18) is invariant under spin-rotations SO(3), [in fact, even invariant under the full SU(2)_x x SU(2)_y symmetry], under U(1) gauge transformations, and under U(1)_y, but transforms as the vector \( (x, y) \) under \( C_{3z} \). As such, it can couple to physical observables such as the local density of states or the excitation spectrum of the Bogoliubov quasi-particles of the superconductor that will, in turn, exhibit broken \( C_{3z} \) symmetry. In addition, by virtue of not breaking any continuous symmetry, \( \mathcal{N}_j \) in Eq. (5.18) can have long-range order at finite temperature in two dimensions (via a three-state Potts transition). It is possible that \( \mathcal{N}_j \) condenses before the system exhibits significant quasi-long-range order in the superconducting phase. This "vestigial" nematic phase [54] can provide a possible explanation of the observed nematic transport properties above but in the vicinity of the superconducting critical temperature [20]. We note that the critical current \( J_c(\hat{n}) \) in Fig. 5(cii) of this nematic state is still \( C_{3z} \) symmetric. This is a consequence of the assumption in our calculation that the superconductor will always be able to minimize the free energy of the system (cf. discussion of the \( E_{(1,i)} \) in Sec. IV D).

D. Continuum model results

We now work directly with the continuum model for tTLG in Eq. (2.1), both with and without SOC coupling, Eq. (2.2), which arises due to proximity coupling to the WSe\(_2\) layer. As above, our primary focus is spontaneous valley polarization as the source of TRS and \( C_{2z} \) breaking. To account for valley polarization within the tTLG model, we add to \( h \) in Eq. (2.1b) the perturbation \( h^V = V_0\sigma_0\eta_{z\lambda_z} \), which acts simply as a valley-dependent shift of the chemical potential.

To understand the salient features, Fig. 6(a) and (b) present the Fermi surfaces, \( \Gamma(q) \), and critical current, showing the ZFDE, (a) without SOC and (b) with strong SOC, \( \lambda_I = \lambda_R = 10 \) meV. In both cases, valley polarization is set to \( V_0 = 1 \) meV. Inclusion of SOC indeed has an effect on the critical current, compare Fig. 6(a)(iii) and (b)(iii); however, it is seen not to be a necessary ingredient for the ZFDE, in agreement with our toy model calculations of Sec. V C and Table III, showing that VP order will induce a ZFDE without SOC. The results presented in Fig. 6 are obtained using the formalism of Sec. V A. Moreover, the following assumptions are made: First, as discussed in Sec. III, intervalley pairing is likely dominant, and is therefore assumed. Second, the chemical potential is selected to maintain an approximately equal area of the larger Fermi surface for all different parameter sets presented in Fig. 6. Third, noting that the free energy expansion, which leads to expression for \( \Gamma(q, T) \) (5.4), is valid for \( T \lesssim T_c \), we compute at \( T = 0.1 \) meV...
\(\leq T_c\); the scale for \(T_c\) follows from Ref. 20. Finally, for demonstration, we compute the current assuming an interaction coupling strength \(g^{-1} = 0.8 \max_q \Gamma(q)\).

As discussed in [3–5], having a non-zero Rashba SOC and in-plane field breaks \(C_{2z}\), generates a finite momentum, helical pairing state, and is therefore expected to generate a diode effect. Experimentally, it was found, however, that the field-induced diode effect is very weak in the tTLG on WSe\(_2\) [20]. To demonstrate that this can be understood as a consequence of the different form of the SOC terms in the tTLG/WSe\(_2\) heterostructure, we here consider the case where TRS breaking comes from an applied in-plane magnetic field, instead of valley polarization. To account for the in-plane field, we add to (2.1b) the Zeeman coupling \(h^B = \sigma_0 h_0 B_\parallel \cdot s\). It has a more subtle impact on the bandstructure than valley polarization, which also crucially depends on \(\lambda_R, \lambda_t\).

Fig. 6(c) and (d) present results for tTLG with SOC and a large in-plane Zeeman field, \(B_\parallel = B \hat{x}\), with \(B = 10\) T. To demonstrate that, in accordance with our symmetry-analysis in Sec. IVC, Rashba SOC is a necessary perturbation for the in-plane Zeeman-field diode mechanism, we consider two limits: In Fig. 6(c) a moderate Rashba coupling \(\lambda_R = 1\) meV, while in Fig. 6(d), a large Rashba coupling \(\lambda_R = 10\) meV are assumed. In both cases we fix \(\lambda_t = 10\) meV, which is motivated by the analysis in Ref. 35. Comparison of Fig. 6(d)(iii) and (e)(iii) demonstrates the role played by Rashba SOC, and further that Ising SOC alone is insufficient to generate a diode effect. In particular, the diode effect in Fig. 6(ciii) is rather weak, despite the large magnetic field. This might explain why the untrained sample with ZFDE of Ref. 20 does not show any significant \(\delta J_c(\hat{n})\) when in-plane fields are applied.

VI. DOPING DEPENDENCE OF THE DIODE EFFECT

One particularly striking observation of Ref. 20 is that the sign of the diode effect, i.e., the sign of \(\delta J_c(\hat{n})\) in Eq. (4.2) for fixed direction \(\hat{n}\), changes once the filling fraction \(\nu_{tTLG}\) is tuned from electron, \(\nu_{tTLG} > 0\), to hole, \(\nu_{tTLG} < 0\), doping or vice versa. In this section, we will present a theoretical explanation for why this behavior might be expected and discuss implications for the doping dependence of the order parameter of the normal-state instability inducing the diode effect.

As argued in Sec. IVB, the diode effect can be induced by one of the six normal-state orders in Table III. The magnetic-field training behavior in experiment [20] points towards one of the first four states, SP\(_\perp\), VP, SSLP\(_\perp\) or SLP\(_\perp\), which start to mix once both \(\lambda_t\) and \(\lambda_R\) are non-zero. Therefore, to keep the discussion simple, we will focus on VP here and first neglect SOC altogether.

An effective mean-field model for electron doping, \(\nu_{tTLG} > 0\), in the presence of VP then reads as

\[H_{\text{eff}}^{\text{LE}} = \sum_k f_{k,\eta,s}^\dagger E_{k,\eta} f_{k,\eta,s}, \quad E_{k,\pm} = \xi_{\pm k} + V_z g_{k,\pm}, \tag{6.1}\]

where \(f_{k,\eta,s}^\dagger (f_{k,\eta,s})\) are the creation (annihilation) operators, already introduced in Eq. (2.3), for electrons with spin quantum number \(s\), in valley \(\eta\), in the band that is closest to the Fermi level at momentum \(k\). As in Eq. (2.4), \(\xi_k\) parametrizes the associated bandstructure in the absence of VP, \(V_z = 0\), and \(g_{k,\eta}\) is the form factor of the valley order; we will not further have to specify \(g_{k,\eta}\) and only use that it has to be odd under time-reversal.

FIG. 6: Diode effect in the tTLG model Eq. (2.1). Columns are marked (i), (ii), (iii), which show: (i) the Fermi surfaces shown in red (blue), (ii) the susceptibility \(\Gamma(q)\), (iii) the current \(J(\hat{n})\) as a function of the direction of \(\hat{n} = (\cos \varphi \sin \varphi)\); the critical current for a given direction \(\hat{n}\) is set by the boundary. Row (a) tTLG, no SOC, \(\mu = 8.5\) meV, and valley polarization \(V_0 = 1\) meV, (b) tTLG + WSe\(_2\) with SOC \(\lambda_R = \lambda_t = 10\) meV, \(\mu = 12.3\) meV, and valley polarization \(V_0 = 1\) meV, (c) tTLG + WSe\(_2\), \(\lambda_R = 1\), \(\lambda_t = 10\) meV, \(\mu = 12.7\) meV, and an in-plane field \(B_x = 10\) T, (d) tTLG + WSe\(_2\), \(\lambda_R = \lambda_t = 10\) meV, \(\mu = 12.7\) meV, and an in-plane field \(B_x = 10\) T. Everywhere, \(T = 0.1\) meV and \(\theta = 1.5\) degrees.
and, thus, obey
\[ g_{k,\eta} = -g_{-k,-\eta}, \quad \eta = \pm, \forall k. \tag{6.2} \]

To establish a relation between the bandstructure for electron and hole doping, let us denote the twisted-bilayer-graphene-like flat bands [48] above \( p = + \) and below \( p = - \) the charge neutrality point in valley \( \eta \) by \( \epsilon_{k,p,\eta} \). As shown in [48], a finite displacement field strongly violates the “particle-hole-like” symmetry \( \epsilon_{k,p,\eta} = -\epsilon_{-k,-p,-\eta} \) in tTLG (in contrast to the continuum model of twisted-bilayer graphene where it becomes exact in the limit of small twist angles). Instead, the “chiral symmetry”,
\[ \epsilon_{k,p,\eta} = -\epsilon_{-k,-p,-\eta}, \tag{6.3} \]
turns out to be approximately obeyed for realistic parameters (becomes exact in the limit where the interlayer tunneling between same sublattices, \( w_0 \) in \( h^\dagger \) in Eq. (2.1b), is set to zero).

If we assume that both the strength and sign of the VP \( V_z \) and the functional form of \( g_{k,\pm} \) are invariant under \( \nu_{\text{TLG}} \rightarrow -\nu_{\text{TLG}} \), we conclude from Eq. (6.3) that the effective model for the hole-doped region is given by Eq. (6.1) with
\[ E_{k,\pm} \rightarrow E_{-k,\mp} = -\xi_{\pm k} + V_z g_{k,\pm} = -E_{-k,\mp}, \tag{6.4} \]
where we have used Eq. (6.2) in the last equality. Inspection of Eq. (5.4) yields that \( \Gamma(q) \) for electrons (\( \Gamma^e \)) and for holes (\( \Gamma^h \)) are, thus, related by
\[ \Gamma^e(q) = \Gamma^h(-q). \tag{6.5} \]

From Eq. (5.7), we immediately get the relation \( J^e(q) = -J^h(-q) \) and thus \( J^e_c(\hat{n}) = J^h_c(-\hat{n}) \); this, in turn, directly implies
\[ \delta J^e_c(\hat{n}) = -\delta J^h_c(\hat{n}). \tag{6.6} \]

This shows that the sign reversal of the diode effect between electron and hole doping can be readily understood from the approximate chiral symmetry, Eq. (6.3), of the bandstructure. Within this picture, it also follows that the sign of the order parameter, \( V_z \), of valley-polarization does not change in experiment [20] when sweeping \( \nu_{\text{TLG}} \) between electron and hole doping. The mechanism fixing the effective sign of \( V_z \) when changing the electron density at zero external field might be related to the interpretation of recent observations on twisted monolayer-bilayer graphene [62, 63].

Of course, in the realistic system neither Eq. (6.3) is obeyed exactly nor will \( V_z \) and \( g_{k,\pm} \) be exactly the same for particle and hole doping (and SOC represents another perturbation), which would explain the reason why the measured magnitude of \( \delta J^e_c(\hat{n}) \) and \( \delta J^h_c(\hat{n}) \) are not exactly the same [20].

### VII. CONCLUSION AND OUTLOOK

We presented a microscopic theory, and detailed analysis of the necessary conditions, for the ZFDE observed [20] in the tTLG-\( \text{WSe}_2 \) heterostructure in Fig. 1. We use a combination of general symmetry arguments and explicit model computations, determine the possible superconducting (summarized in Fig. 2) and normal-state instabilities (see summary in Fig. 3 and Table II) of the system, study the emergence of vestigial orders [cf. Eqs. (4.3) and (5.18)], and the influence of SOC and external magnetic fields on the ZFDE. Taken together, our results offer an explanation of several key findings reported in [20]—in particular, the field trainability and doping dependence of the ZFDE, as well as the enhanced transverse resistance above the superconducting transition.

We discussed two different microscopic origins of the ZFDE: either (a) time-reversal symmetry is preserved in the normal state but broken spontaneously by the superconducting phase (see Sec. IV D) or (b) it is already broken in the normal state as a result of one of the candidate particle-hole instabilities summarized in Table II. In case of the latter, we showed that only the states listed in Table III can yield a ZFDE, where the first four (last two) states become symmetry-equivalent in the presence of strong SOC. We also derived the field trainability of these candidate states, showing that the first set of four states in Table III is more consistent with experiment [20]. Motivated by the fact that all of these states exhibit valley polarization in the presence of SOC, it would be interesting to explicitly control valley polarization in future experiments through the use of combined strain-induced artificial magnetic fields and real magnetic fields, as demonstrated in single-layer graphene [64].

Invoking the approximate chiral symmetry of the system, we have provided in Sec. VI an explanation of the observed sign change of the current asymmetry \( \delta J_c \) in Eq. (4.2) with doping—from electron to hole filling. Since moiré systems host ultralow carrier density and narrow bandwidths, electrostatic gating is able to \( \text{in situ} \) control the doping and therefore the diode effect. Hence, the ZFDE in moiré systems is both generated and manipulated without recourse to external magnetic fields, and thereby offers an interesting platform for future technological applications.

We considered composite order parameters, defined in Eqs. (4.3) and (5.18), that capture, respectively, the broken time-reversal and rotational symmetry of the superconducting phases in scenario (a) and (b) above. Moreover, their condensation above the resistive superconducting transition defines vestigial phases that provide an appealing interpretation for the enhanced transverse resistance measurements in the vicinity of the critical temperature \( T \gtrsim T_c \) [20]. Relatedly, considering the region \( T \gtrsim T_c \) there have been earlier works reporting non-
reciprocal paraconductivity for Rashba superconductors in a magnetic field [65–67]. It would be interesting to extend the theory presented here to include superconducting fluctuations to examine the possibility of zero-field, paraconducting, non-reciprocal charge transport.

We point out an extreme diode effect was observed for certain electron fillings in [20], whereby a current is needed to stabilize superconductivity. Within our theory, this might be most naturally understood by noting that the underlying magnetic order inducing the ZFDE also weakens superconductivity at the same time; if an applied current acts to weaken the magnetic order, this will, in turn, promote superconductivity that was previously destabilized by the magnetic order parameter. For the case of valley polarization, this is certainly plausible since current switching of valley polarization in twisted bilayer graphene was demonstrated recently [58, 68, 69].

The interplay of topology and the phenomena considered here is worthy of further investigation, as both inter- and intra-valley pairing in related systems have been shown to host first and higher-order topology [70, 71], including in the presence of spin-orbit coupling [72]. Furthermore, depending on the precise form of the Fermi surfaces in the magnetically ordered phase of the system, it would also be interesting to generalize the analysis to multiple-q superconducting order parameters.

Our results straightforwardly apply to other twisted graphene systems, yet in light of the recent observation of spin-polarized superconductivity in rhombohedral trilayer graphene [73], it would be interesting to extend our analysis to establish the conditions for zero-field diode effect in that system.
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Appendix A: Continuum model

The continuum Hamiltonian is described in detail in Section II A. For clarity, here we additionally provide the explicit momentum space representation.

To establish the Hamiltonian in momentum space, we denote by \( c_{k,\rho,\ell,\eta,s,G} \) the electron annihilation operator with the following quantum numbers: crystalline momentum \( k \) within the moiré Brillouin zone (MBZ); spin \( \rho = \uparrow, \downarrow \); sublattice \( \rho = A, B \); valley \( \eta = \pm \) of the graphene layer \( \ell = 1, 2, 3 \); and reciprocal lattice (RL) vector \( G = \sum_{j=1,2} n_j G_j \), \( n_j \in \mathbb{Z} \) of the effective moiré lattice.

The unitary transformation in layer space, 
\[
V = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & -1 \\ 0 & \sqrt{2} & 0 \\ 1 & 0 & 1 \end{pmatrix},
\]
conveniently decomposes the system into mirror-even (\( \ell = 1, 2 \)) and mirror-odd (\( \ell = 3 \)) subspaces, which become mixed at nonzero \( D_0 \) or SOC. Working in this mirror basis, the full continuum model described in the main text is

\[
H_0 = \sum_{k \in \text{MBZ}} \sum_{\rho,\rho'} A_{\ell,\ell} \sum_{\ell, \eta, s, G} \sum_{G', \rho, \rho'} \psi_{k,\rho,\ell,\eta,s,G}^\dagger (h_{k,\eta}^{(g)} + h_{k,\eta}^{(t)}) + h_{k,\eta}^{(D)} + h_{k,\eta}^{(\text{SOC})}. \tag{A2}
\]

The corresponding components are given by,

\[
\begin{align*}
(h_{k,\eta}^{(g)})_{\rho,\ell,G;\rho',\ell',G'} &= \delta_{\ell,\ell'} \delta_{G,G'} v_F (\rho_0)_{\rho,\rho'} (k + G - (1)^{\ell} q_1/2), \tag{A3a} \\
(h_{k,\eta}^{(g)})_{\rho,\ell,G;\rho',\ell',G'} &= (h_{-k,+,\rho,\ell,-G;\rho',\ell',-G'})^*, \tag{A3b} \\
(h_{k,\eta}^{(t)})_{\rho,\ell,G;\rho',\ell',G'} &= \sqrt{2} \begin{pmatrix} 0 & (T_{G-G'})_{\rho,\rho'} 0 \\ 0 & 0 0 \end{pmatrix}, \tag{A3c} \\
(h_{k,\eta}^{(t)})_{\rho,\ell,G;\rho',\ell',G'} &= (h_{-k,+,\rho,\ell,-G;\rho',\ell',-G'})^*, \tag{A3d} \\
(h_{k}^{(D)})_{\rho,\ell,G;\rho',\ell',G'} &= -D_0 \delta_{\rho,\rho'} \delta_{G,G'} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \tag{A3e} \\
(h_{k,\eta}^{(\text{SOC})})_{\rho,\ell,G;\rho',\ell',G'} &= \frac{\delta_{G,G'}}{2} \begin{pmatrix} (h_{\eta}^{\text{SOC},l=1})_{\rho,\rho'} 0 (h_{\eta}^{\text{SOC},l=1})_{\rho,\rho'} \\ 0 0 0 \end{pmatrix}.	ag{A3f}
\end{align*}
\]

Here \( \rho_0 = e^{i\theta_\rho \sigma y/2} \sigma e^{-i\theta_\rho \sigma y/2} \), and \( q_1 \) connects the K and K’ points in the MBZ; the tunneling matrices are

\[
T_{3G} = \sum_{j=-1,0,1} \delta_{G-A_j,0} \left[ w_0 \rho_0 + w_1 \left( \begin{array}{c} 0 \\ \omega^j \\ 0 \end{array} \right) \right],
\]
\[
\omega = e^{i\frac{2\pi}{3}}, \quad A_0 = 0, \quad A_1 = G_1, \quad A_2 = G_1 + G_2, \tag{A4}
\]

with the property \( T_{3G}^\dagger = T_{3G} \) and \( \rho_2 T_{3G} \rho_2 = T_{3G}^* \); and the spin-orbit components are,

\[
h_{\eta}^{\text{SOC},l=1} = \lambda_l s_{\eta} + \lambda_R (\eta \rho_2 s_y - \rho_2 s_y) + \lambda_K \eta \rho_2 s_z + m \rho_2. \tag{A5}
\]

This completes the continuum model in momentum space.
Appendix B: Pairing states in the opposite limit

In this appendix, we complement the discussion of Sec. III of the main text and present the details of the evolution of pairing states when first turning on \( \lambda_1 \), before \( \lambda_R \), which is illustrated schematically in Fig. 2(b). This provides important insights into the form of the pairing state in the limit \( \lambda_R \ll \lambda_1 \).

As follows readily by inspection of Table I, the set of point symmetries (apart from time-reversal) for \( \lambda_R = \lambda_1 = 0 \) is generated by \( C_{2z}, \text{SO}(2)_s, \) and \( C_{2x}' \). Upon noting that the first of these symmetry operations commutes with the latter two, it is readily seen that they form the point group \( C_3 \times D_\infty \), where \( D_\infty \) is generated by \( \text{SO}(2)_s \) and \( C_{2z} \), and, thus, can be thought of as \( D_n \) in the limit \( n \to \infty \).

As in the main text, we start from the \( A^1_y \) singlet and the \( B^3_y \) triplet defined in Eq. (3.3) as the two parent pairing states in the limit without SOC, \( \lambda_R = \lambda_1 = 0 \). Transforming trivially under \( C_{2z}, \text{SO}(2)_s, \) and \( C_{2x}' \), the \( A^1_y \) singlet transitions into the pairing state of IR \( \Sigma^A_+ \) of \( C_3 \times D_\infty \) (here the superscript indicates the IR \( A \) of \( C_3 \) and \( \Sigma^A_+ \) labels the trivial IR \( D_\infty \)); since \( \text{SO}(2)_s \) and \( C_{2x}' \) are broken, an additional triplet component (from \( B^3_y \)) along the \( z \) direction is admixed and the order parameter can be written as

\[
\psi_{k,\eta} = \chi_{k,\eta}, \quad d_{k,\eta} = \alpha_1 \eta \chi_{k,\eta} e_z, \quad \tag{B1}
\]

where \( \alpha_1 \) is proportional to \( \lambda_1 \) for small \( \lambda_1 \). No triplet component in the \( xy \)-plane can be admixed due to \( \text{SO}(2)_s \). This includes the remaining two triplet components of \( B^3_y \), which belong to the IR \( \Pi^A_+ \) of \( C_3 \times D_\infty \) (as above, the superscript \( A \) indicates the fact that the state transforms trivially under \( C_{2z} \) and \( \Pi \) is defined as the two-dimensional IR of \( D_\infty \) with components transforming as \( (x, y) \) under it). These symmetries do not allow for singlet-triplet admixture in this state and the two basis functions of the order parameter simply read as

\[
\begin{pmatrix}
\psi^{1}_{k,\eta} \\
\psi^{2}_{k,\eta}
\end{pmatrix} = 0, \quad \begin{pmatrix}
d^{1}_{k,\eta} \\
d^{2}_{k,\eta}
\end{pmatrix} = \eta \chi_{k,\eta} \begin{pmatrix}
e_x \\
e_y
\end{pmatrix}. \quad \tag{B2}
\]

If we eventually also turn on \( \lambda_R \), we have to arrive at the same IRs and associated pairing states as discussed in Sec. III. However, as long as \( \lambda_R \ll \lambda_1 \), the relative strength of the different admixed components can differ. For the \( \Sigma^A_+ \) state in Eq. (B1), breaking \( \text{SO}(2)_s \) and \( C_{2x}' \) will add in-plane triplet components,

\[
\psi_{k,\eta} = \chi_{k,\eta}, \quad d_{k,\eta} = \alpha_1 \eta \chi_{k,\eta} e_z + \alpha_2 \begin{pmatrix} X_k \\ Y_k \end{pmatrix} + \alpha_3 \eta \begin{pmatrix} 2X_kY_k \\ X_k^2 - Y_k^2 \end{pmatrix}. \quad \tag{B3}
\]

As required, it is of the same form as Eq. (3.8a) [or Eq. (3.8b) for that matter], but the relative weights are different since \( \alpha_{2,3} \ll \alpha_1 \) in Eq. (B3) for \( \lambda_R \ll \lambda_1 \) [as compared to \( \alpha_1 \gg \alpha_3 \) in Eq. (3.8a) for \( \lambda_1 \ll \lambda_R \)].

Finally, the \( \Pi^A_+ \) state in Eq. (B2) becomes the \( E \) state of \( C_3 \). Its order parameter is again of the form of Eq. (3.7), but with the crucial difference that, this time, all three coefficients \( \alpha_{1,2,3} \) are small in \( \lambda_R \).

Appendix C: Diode effect of the \( E \) state

In this appendix, we discuss the free energy expansion and associated critical current for pairing in the \( E \) representation, introduced in Sec. III of the main text.

1. Free energy

As opposed to Eq. (3.9), we here use the “chiral basis”, \( c_{\pm} = (c_1 \mp ic_2)/2 \), as it will be more convenient. Generalizing to finite momentum pairing, \( c_{\pm} \to c_{\pm}(q) \), the symmetries of the system act as

\[
C_{3z}^*: \quad (c_+(q), c_-(q)) \to (\omega c_+(C_{3z}q), \omega^* c_-(C_{3z}q)), \quad \omega = e^{i \frac{2\pi}{3}}, \quad \tag{C1a}
\]

\[
\Theta_s: \quad (c_+(q), c_-(q)) \to (c_+(-q), c_-(-q)). \quad \tag{C1b}
\]
Neglecting the momentum dependence of the quartic terms, $b_1$ and $b_2$, the free energy reads

$$\mathcal{F}\{c_\pm(q)\} \sim \sum_q \left[ a_{q-2cA} \left( |c_+(q)|^2 + |c_-(q)|^2 \right) + \delta a_{q-2cA} \left( |c_+(q)|^2 - |c_-(q)|^2 \right) + (a_{q-2cA} c_+(q)c_-(q) + c.c.) \right]$$

$$+ \sum_{q_1,q_2,q_3,q_4} \delta a_{q_1+q_2,q_3+q_4} \left[ b_1 \left( \sum_{\mu=\pm} c_\mu^\dagger(q_1)c_\mu(q_2) \right) \left( \sum_{\mu=\pm} c_\mu^\dagger(q_3)c_\mu(q_4) \right) + b_2 c_+^\dagger(q_1)c_+(q_2)c_-^\dagger(q_3)c_-(q_4) \right]$$

where $a_q, \delta a_q \in \mathbb{R}$, $\alpha(q) \in \mathbb{C}$ obeying

$$a_q = a_{C_{3z},q}, \delta a_q = \delta a_{C_{3z},q}, \alpha_q = \omega^* \alpha_{C_{3z},q} \quad \text{and} \quad a_q = a_{-q}, \delta a_q = -\delta a_{-q}, \alpha_q = \alpha_{-q}$$

as follows from Eqs. (C1a) and (C1b), respectively. Consequently, both $\delta a_q$ and $\alpha_q$ have to vanish at $q = 0$, reproducing the form of the free energy in [50]. Note that $\alpha$ will also have to vanish at finite $q$, if we only have Ising SOC ($\lambda_R = 0$); in this case, the order parameter will be the $\Pi_A$ state in Eq. (B2) [see also Fig. 2(b)] and the SO(2)$_s$ rotation symmetry in Table I prohibits finite $\alpha_q$ in Eq. (C2).

To illustrate these statements and the microscopic origin of the terms in the free energy (C2), consider the following minimal low-energy, mean-field model for pairing in the $E$ representation,

$$H^E = \sum_{k,j,s,s'} f_{k,j,s,s'}^\dagger \left( h_{k,j}^{LE}_{s,s'} f_{k,j,s',s}^\dagger \right) + \sum_{k,q,s,s'} c_\mu(q) (s^\mu)_{s,s'} f_{k,-s,-s'}^\dagger + \text{H.c.}$$

$$+ \frac{1}{g} \sum_{\mu=\pm} |c_\mu(q)|^2,$$  

using the low-energy fermions $f_{k,j,s}$ introduced in Sec. II C and $s^\pm = s_x \pm is_y$. This is equivalent to setting $\alpha_j = 0$ and $\chi_{k,j} = 1$ in Eq. (3.7). It is easy to check that applying the representations of the symmetries $C_{3z}$ and $\Theta_s$ in Table I to the fermions in Eq. (C4) reproduces Eq. (C1). We parametrize the normal-state Hamiltonian in Eq. (C4) as

$$h_{k,j}^{LE} = \epsilon_k s_0 + \mathbf{g}_k \cdot \mathbf{s}, \quad h_{k,j}^{LE} = s_y (h_{k,j}^{LE})^* s_y,$$

i.e., explicitly restrict the analysis to time-reversal symmetric normal states. As such, any diode effect must come from the pairing-induced time-reversal-symmetry breaking. Unless further symmetries are imposed (if $\lambda_R$ or $\lambda_1$ vanishes), the only additional constraints on the normal-state Hamiltonian come from $C_{3z}$ and read as

$$\epsilon_k = \epsilon_{C_{3z},k}, \quad \mathbf{g}_k = C_{3z} \mathbf{g}_{C_{3z},k}.$$  

Integrating out the fermions in an action description of Eq. (C4) and expanding the resultant effective action in terms of $\epsilon_{\mu}$, one can readily derive all prefactors in the free-energy expansion (C2). Defining the functional

$$\mathcal{I}[X(i\omega_n, \mathbf{k}, q)] := T \sum_{\omega_n} \frac{4}{N} \sum_{k \in \text{MBZ}} \left[ \frac{X(i\omega_n, \mathbf{k}, q)}{i\omega_n + \epsilon_{k+q/2}} - \frac{X(i\omega_n, \mathbf{k}, q)}{i\omega_n + \epsilon_{k-q/2}} \right],$$

where $\omega_n$ denote fermionic Matsubara frequencies, we have

$$a_q = \frac{1}{g_E} \left( \frac{1}{4} + \mathcal{I} \left( (i\omega_n + \epsilon_+ \frac{1}{2}) (i\omega_n - \epsilon_+ \frac{1}{2}) + g_+^z g_-^z \right) \right),$$

$$\delta a_q = \mathcal{I} \left( (i\omega_n (g_+^z + g_-^z) + g_+^z \epsilon_+ + g_-^z \epsilon_- - g_+^z \epsilon_- - g_-^z \epsilon_+) \right),$$

$$\alpha_q = -\mathcal{I} \left( (g_+^z - i g_-^z) (g_+^y + g_-^y) \right).$$

While it is straightforward to evaluate all involved Matsubara sums, we can already see immediately, using Eq. (C6), that all properties in Eq. (C3) are obeyed—as required by symmetry. Furthermore, in accordance with Eq. (2.4), it holds $g_+^{x,y} = 0$ if we only have Ising SOC, $\lambda_R = 0$, leading to $\alpha_q = 0$ in Eq. (C10); this, in turn, agrees with our statement above that the SO(2)$_s$ symmetry forces $\alpha$ to vanish in the free energy (C2).
2. Critical current

We next discuss the resulting critical current and diode effect. To simplify the presentation, let us first set $\alpha = 0$. As discussed in Sec. VA, the critical current is computed by setting $c_\mu(q) = \Psi_\mu(q_0)\delta_q q_0$, with $\Psi_\mu(q_0)$ chosen to minimize $\mathcal{F}$ (at $A = 0$), and studying the maximum value of

$$J_{q_0} = -\partial_A \mathcal{F}[(\Psi_\mu(q_0)\delta_q q_0)]_{A=0} = 2e \left[ |\Psi_+(q_0)|^2 + |\Psi_-(q_0)|^2 \partial_q a_{q_0} + (|\Psi_+(q_0)|^2 - |\Psi_-(q_0)|^2) \partial_q \delta a_{q_0} \right] \tag{C11}\$$

along a given direction $\hat{n}$.

If $b_2 > 0$, which is the sign that one obtains within mean-field theory [53], and we use the global minimum of the free energy for $\Psi_\mu(q_0)$, we will have $\Psi_{\text{sign}(\delta a_q)}(q_0) = 0$ and $\Psi_{-\text{sign}(\delta a_q)}(q_0) = \sqrt{(|\delta a_q| - a_{q_0})/(2b_1)}$. Inserting this into the expression for the current in Eq. (C11) yields

$$J_q = e(\delta a_q)(\partial_q a_q - \text{sign}(\delta a_q)\partial_q \delta a_q)/b_1. \tag{C12}\$$

Recalling Eq. (C3), we see that it holds $J_q = -J_{-q}$, implying $J_q(\hat{n}) = J_{-q}(\hat{n})$ and, hence, ruling out a diode effect.

It can be shown by explicit calculation that this is also the case when finite $\alpha$ are taken into account (or when $b_2 < 0$). In fact, this can be understood more generally, without having to neglect the momentum dependence of higher-order terms in $\mathcal{F}$ or even without resorting to an expansion of the free energy—it is just a manifestation of the fact that the normal state above the superconducting phase has time-reversal symmetry. To see this formally in our current description, let us define

$$f(\psi_\mu, q) := \mathcal{F}[c_\mu(q) = \psi_\mu(q)\delta_q q_0]. \tag{C13}\$$

Time-reversal symmetry implies that the free-energy $\mathcal{F}$ is invariant under Eq. (C1b) which leads to the constraint

$$f(\psi_\mu, q) = f(\psi_-^{\mu}, -q) \tag{C14}\$$

on the function defined in Eq. (C13). Denoting the minimum of $f(\psi_\mu, q)$ at fixed $q$ by $\Psi_\mu(q)$ (note that for generic $q$ this is expected to be unique), Eq. (C14) then implies

$$\Psi_\mu(-q) = \Psi_{\text{sign}}(q). \tag{C15}\$$

With this, we are in position to relate $J_q = 2e(\partial_q f(\psi_\mu, q)|_{\psi_\mu = \psi_\mu(q)})$ and $J_{-q}$:

$$J_{-q} = 2e \left( \partial_{q'} f(\psi_\mu, q') \right)|_{q' = -q; \psi_\mu = \psi_\mu(-q)} = 2e \left( \partial_{q'} f(\psi_{-\mu}, -q') \right)|_{q' = -q; \psi_{-\mu} = \psi_{-\mu}(-q)} \tag{C16}\$$

$$= 2e \left( \partial_{q'} f(\psi_{-\mu}, q') \right)|_{q' = -q; \psi_{-\mu} = \psi_{-\mu}(-q)} \tag{C17}\$$

$$= 2e \left( \partial_{q'} f(\psi_{-\mu}, q') \right)|_{q' = -q; \psi_{-\mu} = \psi_{-\mu}(-q)} \tag{C18}\$$

$$= -J_q. \tag{C20}\$$

Form this immediately follows that there will be no diode effect.

However, as mentioned in Sec. IVD, the situation is different if the system remains in the local minimum of $\mathcal{F}$ which is smoothly connected to the configuration of the superconductor without external current. This is expected to be particularly relevant when the time-reversal-symmetry-breaking order parameter in Eq. (4.3) orders at temperatures well above the resistive superconducting transition.

As before, we illustrate this situation in the particularly simple case where $\alpha = 0$ in Eq. (C2). Let us assume that $b_1, b_2 > 0$, $a < 0$ and the superconductor, without current, has $c_+ \neq 0, c_- = 0$. Then the Ising-like order parameter in Eq. (4.3) is positive, $C > 0$, and

$$\Psi_+(q) = \sqrt{(\delta a_q - a_q)/(2b_1)}, \quad \Psi_-(q) = 0, \quad \text{as long as } \delta a_q > \frac{a_q b_2}{2b_1 + b_2}. \tag{C21}\$$

at the associated local minimum in the presence of a current-induced finite-momentum order parameter (if $\delta a_q$ is smaller than the indicated lower bound, the minimum becomes locally unstable). We see that, irrespective of the direction of $q$, the Ising-like order parameter $C$ now varies smoothly and remains positive when turning on $q$. Assuming
that the inequality in Eq. (C21) is valid for all \( q \) relevant to determine the critical current, we can determine the latter by inserting this into Eq. (C12), yielding
\[
\mathbf{J}_q = e((\delta a_q) - a_q)(\partial_q a_q + \partial_q \delta a_q)/b_1.
\] (C22)

Since \( \delta a_q \) is an odd function of \( q \), see Eq. (C3), we generally have \( \mathbf{J}_q \neq -\mathbf{J}_{-q} \) and a diode effect becomes possible.

Note that this is different for the nematic state: if \( b_2 < 0 \), we obtain a nematic superconducting state, which—in analogy to the time-reversal-odd composite order parameter in Eq. (4.3)—can be characterized by the nematic composite order parameter
\[
\mathcal{N}_j^E := \sum_q \left( \frac{\text{Re} \left[ c_+^*(q)c_-(q) \right]}{\text{Im} \left[ c_+^*(q)c_-(q) \right]} \right)_j.
\] (C23)

Note that \( c_+^*c_- = \mathcal{N}_j^E + i \mathcal{N}_j^E \rightarrow \omega c_+^*c_- \) under \( C_{3z} \) while remaining invariant under \( \Theta_x \). Breaking a discrete symmetry, \( \mathcal{N}_j^E \) can order at a non-zero temperature \( T^* \). Just as in case of the chiral state, let us assume that \( T^* \) is significantly larger than the resistive superconducting transition and that, when applying a current, the superconducting order parameter adiabatically follows the local minimum that has already been chosen spontaneously at \( T^* \) (note that sixth order terms need to be added to Eq. (C2) to break the artificial continuous rotational symmetry of the quartic free-energy expansion without current, see [50]). Writing as before \( \psi_{\mu}(q) = \psi_{\mu}(q_0)\delta_{q,q_0} \), it holds under these assumptions
\[
\phi(q) = \phi(-q), \quad |\psi_+(q)| = |\psi_-(q)|,
\] (C24)

where \( \phi \) is defined via \( \psi_{\mu}^*(q)\psi_{\mu}(-q) = |\psi_{\mu}^*(q)||\psi_{\mu}^-(q)|e^{i\phi(q)} \). It is a smooth function of momentum such that \( \mathcal{N}_j^E \) varies smoothly when applying a current. The properties in Eq. (C24) follow from \( a_q = a_{-q}, \delta a_q = -\delta a_{-q}, \alpha_q = \alpha_{-q} \) in Eq. (C3) and that \( |\psi_+(q = 0)| = |\psi_-(q = 0)| \). From this we get
\[
\mathbf{J}_q = 2e \left[ \partial_q a_q \sum_{\mu} |\psi_{\mu}(q)|^2 + \partial_q \delta a_q \sum_{\mu} \mu|\psi_{\mu}(q)|^2 + 2|\psi_+(q)||\psi_-(q)|\text{Re}(\partial_q \alpha_q e^{i\phi(q)}) \right].
\] (C25)

We, thus, see that \( \mathbf{J}_q = -\mathbf{J}_{-q} \) and no diode effect is possible as expected since neither the normal nor the superconducting state breaks time-reversal symmetry (in the absence of an applied current).

Appendix D: Patch theory expansion

To obtain analytic expressions from (5.11), we consider \( T \sim T_c \), with \( T_c \sim v\Lambda_x e^{-1/(\nu g)} \) set by the energy cut-off of the patch, which is approximately set by the energy cut-off in the direction perpendicular to the patched Fermi surface, i.e. \( k_x \) direction. Assuming large density of states times the Cooper channel interaction strength, \( \nu g \), we arrive at \( T \sim v\Lambda_x \). With this we may expand the hyperbolic tangents in the kernel of \( \Gamma(q) \), \( \tanh(x) \approx x - x^3/3 + 2x^5/15 + O(x^7) \), i.e.
\[
\Gamma^p(q) \approx \int_{-\Lambda_y}^{\Lambda_y} \frac{dk_y}{2\pi} \int_{-\Lambda_x}^{\Lambda_x} \frac{d\delta k_x}{4\pi} \frac{1}{\xi_1 + \xi_2} \left[ \frac{\xi_1}{2T} + \frac{\xi_2}{2T} - \frac{1}{3} \left( \frac{\xi_1}{2T} \right)^3 - \frac{1}{3} \left( \frac{\xi_2}{2T} \right)^3 + \frac{2}{15} \left( \frac{\xi_1}{2T} \right)^5 + \frac{2}{15} \left( \frac{\xi_2}{2T} \right)^5 \right],
\] (D1)

Based on the above reasoning, \( \xi_1/(2T) \ll 1/2 \), therefore justifying the order of the expansion. The expression (D1) affords an analytic integration; performing such integration and extracting the leading coefficients, as per the expansion given in Eq. (5.13), gives
\[
a_1 = \frac{(\alpha_+ - \alpha_-) v\Lambda_x \Lambda_y^3 (-126T^2 + 14\nu^2\Lambda_x^2 + 9(\alpha_+^2 + \alpha_-^2)\Lambda_y^3)}{3024T^5},
\] (D2)
\[
a_2 = \frac{v^2\Lambda_x \Lambda_y (45T^2 - 5\nu^2\Lambda_x^2 - 3(\alpha_+^2 - \alpha_-^2)\Lambda_y^3)}{360T^5(8\pi^2)},
\] (D3)
\[
a_3 = \frac{(\alpha_+ - \alpha_-) v^3\Lambda_x \Lambda_y^3}{144T^5(8\pi^2)}.
\]
\[ a_4 = -\frac{v^4 \Lambda_x \Lambda_y}{192 T^5 (8\pi^2)}, \]
\[ c = \frac{\Lambda_x \Lambda_y^3 (105 (3 \alpha_x^2 + \alpha_- \alpha_+ + 3 \alpha_x^2) T^2 - 7 (6 \alpha_x^2 + \alpha_- \alpha_+ + 6 \alpha_x^2) v^2 \Lambda_y^2 + 9 (-7 \alpha_x^4 + \alpha_- \alpha_+^3 + \alpha_+^2 \alpha_x^2 + \alpha_x^2 \alpha_1 - 7 \alpha_x^4) \Lambda_y^4)}{3780 T^5 (8\pi^2)}. \]

In particular, we see that \( a_1 \) and \( a_2 \) vanish as \( \alpha_+ - \alpha_- \to 0 \), which we stated and used in Sec. V B. We emphasize that this also holds when no additional approximations are made in the evaluation of Eq. (5.11). Since \( \Gamma \) in Eq. (5.11) is invariant under \( \delta q_x \to -\delta q_x \) and simultaneous exchange \( \alpha_+ \leftrightarrow \alpha_- \), we immediately conclude that
\[ a_{1,3}(\alpha_+, \alpha_-) = -a_{1,3}(\alpha_-, \alpha_+), \quad a_{2,4}(\alpha_+, \alpha_-) = a_{2,4}(\alpha_-, \alpha_+) \tag{D4} \]
and, hence, \( a_{1,3}(\alpha, \alpha) = 0 \).

### Appendix E: LG theory in the presence of strong spin-orbit coupling or intravalley pairing

#### 1. Strong spin-orbit coupling

We look now at strong SOC, such that bands are non-degenerate. Explicitly, we work with the low energy bands that cross the Fermi level in the vicinity of \( k \); the band energies in valley \( \eta \) are denoted by \( \xi_{k,\eta} \). These states are obtained by diagonalising the full tTLG noninteracting Hamiltonian (2.1b), in the presence of either valley polarization or applied magnetic field, which are captured by adding the perturbations
\[ \delta h_1 = V_z \eta_z, \quad \delta h_2 = B \cdot s \tag{E1} \]

to \( h \). In the absence of these perturbations, time-reversal symmetry is preserved, and the band energies satisfy
\[ \xi_{k,+} = \xi_{-k,-}. \]

To describe pairing between states at opposite valleys, we consider the effective interacting Hamiltonian
\[ H = \sum_{k,\eta} \hat{f}^\dagger_{k,\eta} \xi_{k,\eta} \hat{f}_{k,\eta} - \frac{g}{2} \sum_{k,k',\eta} \hat{f}^\dagger_{k+q,\eta} \hat{f}^\dagger_{k',-q,\eta'} \hat{f}_{k',\eta'} \hat{f}_{k,\eta}, \]

where \( \hat{f}_{k,\eta} \) and \( \hat{f}^\dagger_{k,\eta} \) are annihilation and creation operators of electrons of valley \( \eta \), in the low-energy bands crossing the Fermi level in the vicinity of \( k \). Due to strong SOC, this Hamiltonian is effectively spinless. It is important to keep in mind that, as a consequence of the underlying SOC, the electronic states created by \( \hat{f}^\dagger_{k,\eta} \) exhibit a momentum-dependent spin quantum number.

Performing a mean-field decoupling in the intervalley channel, we obtain
\[ H = \sum_{k,\eta} \hat{f}^\dagger_{k,\eta} \xi_{k,\eta} \hat{f}_{k,\eta} + \frac{1}{2g} \sum_q \Delta_q \Delta_q^\dagger + \frac{1}{2} \sum_{k,q} \left[ \hat{f}^\dagger_{k+q,\eta} \Delta_q \hat{f}_{k,-q,\eta}^\dagger + H.c. \right] \tag{E2} \]

where the complex scalar \( \Delta_q \) is the superconducting order parameter. As a result of the aforementioned momentum-dependent spin quantum number of the low-energy fermions, this single complex number describes, in general, singlet-triplet mixed state; for \( q = 0 \) pairing, the structure of the order parameter in terms of the physical spin basis is discussed in Sec. III of the main text. The associated Ginzburg-Landau expansion is analogous to the expression presented in the main text (5.4),
\[ \mathcal{F} \sim \frac{1}{2} \sum_q a_q \Delta_q \Delta_q^\dagger + \mathcal{O}(\Delta^4), \quad a_q = \frac{1}{g} - \Gamma(q), \]
\[ \Gamma(q) = \frac{1}{2N} \sum_{k \in \text{MBZ}} \tanh \left( \frac{\xi_{k+q,+}}{2T} \right) + \tanh \left( \frac{\xi_{-k,q,-}}{2T} \right). \tag{E3} \]

From which the expression for the current follows via Eq. (5.7).
2. Intravalley pairing

Finally, we state, without derivation, that for the case of intravalley, spin-singlet pairing with spin-degenerate bands—considered in the context of the toy-models of Sec. VC—the corresponding expression for $\Gamma(q)$ is

$$\Gamma(q) = \frac{1}{2N} \sum_{k \in \text{MBZ}} \frac{\tanh \left( \frac{\xi_{k+q,+} + \xi_{k-q,+}}{2T} \right) + \tanh \left( \frac{\xi_{k+q,+} - \xi_{k-q,+}}{2T} \right)}{\xi_{k+q,+} + \xi_{k-q,+}}. \quad (E4)$$