Parameter Estimation of a Skill Evaluation Model
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Abstract
In this study, the aim is to construct a "teacher-student model" for optimal skill acquisition. To support the optimal skill acquisition, modeling and estimation of an individual learning process are very important. The first-order system with time delay is introduced as an individual learning process model based on the control engineering approach. These system parameters included in the skill evaluation model are estimated by using a real-coded genetic algorithm. In order to evaluate the effectiveness of the proposed scheme, it is employed for the parts classification task.
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1. Introduction
In order to effectively promote skill acquisition in the learning and the work, it is necessary to grasp the learning situation of individual learners and workers and to appropriate support based on the learning situation. From the initial learning performance, if the future learning process can be predicted based on individual learning characteristics, the optimum learning support according to individuals can be performed. In response to that problem, the modeling was proposed in which skill evaluation was regarded as "first order + time delay" system in the control engineering\(^1\). The meaning of each parameters of the time constant \(T\), time delay \(L\) and system gain \(K\) in the model of skill evaluation model was considered. However, it has not been studied how to estimate parameters of skill evaluation model from initial learning data. In this paper, the estimate method of the skill evaluation model is proposed by using real-coded genetic algorithm\(^2\) (GA) from measured trial data. In addition, the results of estimating the parameters of the skill evaluation model from the initial learning performance data are also discussed.

2. Parameter Estimation of Skill Evaluation Model

2.1. Fitness value considering characteristics of skill evaluation model
In order to estimate parameters of the skill evaluation model, it is necessary to eliminate variations in task execution time. Such variations can be divided into two factors: task factors and learner's factors\(^3,4\). Variations due to task factors are changed due to the order of tasks to be started from among many tasks. On the other hand, the variation due to the learner's factors changes due to
accidental delay in execution time or trial and error. Therefore, the estimation of the skill evaluation model excluding learner's factor variations is considered using "part classification task" with small variations due to the task factors.

2.2. TKL model

As a requirement of the skill evaluation model, the following is necessary.

1) It is exponential.

2) The parameters can be determined individually. Generally, the controlled object given in the higher order system is described as the "first-order + time delay" system, and the control system is designed by rough system characteristics. In this paper, it is difficult to make the skill evaluation model strict. However, if the reference is set at the learning start, it can be represented by the model shown in Fig. 1.
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Fig. 1 Skill levels and learning time.

"First order + time delay" system (TKL model) is described in the following equation.

\[ G(s) = \frac{K}{1+Ts} e^{-Ls} \]  (1)

where \( T \) denotes the time constant, \( K \) denotes the system gain, and \( L \) denotes the time delay. The method to calculate these parameters (\( T, K \) and \( L \)) from measured trial data.

The procedure for obtaining \( T, K \) and \( L \) from the measured trial data is as follows.

1) Measure each response time \( T_k[1\cdots n] \) from 1 time to \( n \) times.

[2] \( a, b \) and \( c \) included in the following Eq.(2) are calculated by the real-coded GA. The estimated response time required for the \( n \)-th task is as follows:

\[ \hat{T}_k[n] = \hat{a} + \hat{b}e^{-\hat{c}[n]} \]  (2)

where \( \hat{c}[n] \) represents the real learning time from 1 time to \( n \) times, and is expressed by the following equation.

\[ \hat{c}[n] = \frac{\sum_{i=1}^{n} (T_k[i] - \hat{a})}{n} \]  (3)

\( T_L \) is the time obtained by subtracting \( a \) such as preparation from the Eq.(3), and denotes the response time contributing to the learning effect.

[3] Calculate \( T, K \) and \( L \) by the following equation, using \( a, b \) and \( c \) obtained using the real-coded GA.

\[ T = \frac{1}{c} \]  (4)

\[ K = e^{-\hat{c}[1]} \]  (5)

\[ L = T_k[1] - \hat{a} \]  (6)

3. Parameter Estimation using Genetic Algorithm

The parameters of skill evaluation model \( a, b \) and \( c \) are arranged as cells included in a string, whose structure is shown in Fig. 2. These parameters included in the string are given by real values. The real-coded GA is employed, which is explained as follows.

(i) Initialization

The generation number \( G \) is set, and the initial individuals are produced with random real-codes within the initial domain which is set in advance. Here, the number of population is set as \( N \).

(ii) Selection

The fitness value \( f(l) \) is calculated which is given by

\[ f(l) = 1/(1 + \sum_{i=1}^{n} (\hat{T}_k[i] - T_k[i])^2) \]  (7)

where \( \hat{T}_k \) and \( T_k \) respectively denote the learning time and the estimated learning time by the parameters of skill evaluation model \( a, b \) and \( c \). Each individual \( P_l \) is arranged in order, based on the fitness value. Then, \( \alpha \) percent individuals
with superior fitness values are selected, and saved in the next generation.

(iii) Crossover
The (100 - \( \alpha \)) percent remaining are generated by the crossover. Two individuals, \( P_a \) and \( P_b \) are chosen from among the superior \( \alpha \) percent, and new individuals \( P_c \) and \( P_d \) are generated by employing the following procedure:
\[
P_c(i) = P_{sup}(i) - \frac{P_a(i) - P_b(i)}{4},
\]
\[
P_d(i) = P_{sup}(i) + \frac{P_a(i) - P_b(i)}{4},
\]
where \( P_{sup} \) in Eq.(8) and Eq.(9) refers to the individual with the superior fitness value, i.e., \( P_a \) or \( P_b \). Note that this procedure is employed for every cell included in \( P_a \) and \( P_b \).

(iv) Mutation
Of all individuals which are randomly selected and given by the crossover, \( \beta \) percent are chosen and replaced with randomly determined values within the initial domain.

(v) Update
The procedure from (i) through (iv) is repeated for generations.

This procedure is summarized in Fig. 3.

4. Experimental Results for Part Classification Task

The parameters \( T \), \( K \) and \( L \) of the skill evaluation model of the parts classification are calculated and considered. The fourteen kinds of parts shown in Fig. 4 were placed in the mixed state, and tasks for classifying the same parts were prepared. The number of each part is shown in Table 1. The subject was a university student, and he had no experience of executing parts classification task. Subject took 3 minutes break and between each task, and carries out the total of 11 tasks and measured the time required for each task. The execution results in shown in Table 2. It is reduced to the required time 310[s] at the first work and 185[s] at the 11th task. The skill level is the time obtained by subtracting the minimum required time \( \alpha \) from the response time in each task in Table 2, and the learning time to each task is the skill level added.

\[ P \begin{bmatrix} a \\ b \\ c \end{bmatrix} \]

Fig. 2 Structure of the GA string.

\( a \), \( b \) and \( c \) were searched by using the real-coded GA, \( a = 0.13 \), \( b = 238 \) and \( c = 0.0017 \) were obtained. \( T \), \( K \) and \( L \) were obtained from Eq.(4)-Eq.(6), and \( T = 588 \), \( K = 176 \) and \( L = 178 \) were obtained by using these values \( a \), \( b \) and \( c \). Fig.5 is shown from these \( T \), \( K \) and \( L \).

Next, Fig.6 shows the relationship between the initial learning point and the estimated parameters. From this figure, \( T \), \( K \) and \( L \) are almost estimated at the initial learning 4 points.

\[
Initial\ Ind\ Population
\]
\[
P_1 \begin{bmatrix} a \\ b \\ c \end{bmatrix}
\]
\[
P_2 \begin{bmatrix} a \\ b \\ c \end{bmatrix}
\]
\[
P_3 \begin{bmatrix} a \\ b \\ c \end{bmatrix}
\]
\[
P_4 \begin{bmatrix} a \\ b \\ c \end{bmatrix}
\]
\[
\vdots
\]
\[
P_N \begin{bmatrix} a \\ b \\ c \end{bmatrix}
\]

\[
Selection
\]
\[
P_9 \begin{bmatrix} a \\ b \\ c \end{bmatrix} 8.7 \text{ High}
\]
\[
P_6 \begin{bmatrix} a \\ b \\ c \end{bmatrix} 6.6
\]
\[
P_N \begin{bmatrix} a \\ b \\ c \end{bmatrix} 5.7
\]
\[
P_1 \begin{bmatrix} a \\ b \\ c \end{bmatrix} 3.7
\]
\[
P_3 \begin{bmatrix} a \\ b \\ c \end{bmatrix} 0.3 \text{ Low}
\]

\[
Crossover
\]
\[
Parents \begin{bmatrix} \begin{array}{lll} a & b & c \end{array} \end{bmatrix}
\]
\[
Children \begin{bmatrix} \begin{array}{lll} a & b & c \end{array} \end{bmatrix}
\]

\[
Mutation
\]
\[
p_{Child} \begin{bmatrix} \begin{array}{lll} a & b & c \end{array} \end{bmatrix}
\]
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Fig. 4 Parts to be classified.

| Fastener Components | Number |
|---------------------|--------|
| (a)                 | 20     |
| (b)                 | 20     |
| (c)                 | 20     |
| (d)                 | 20     |
| (e)                 | 10     |
| (f)                 | 10     |
| (g)                 | 10     |
| (h)                 | 20     |
| (i)                 | 10     |
| (j)                 | 5      |
| (k)                 | 20     |
| (l)                 | 20     |
| (m)                 | 20     |

Table 2 Number of task and response time.

| Number of Task | Response Time[s] |
|----------------|------------------|
| 1              | 310              |
| 2              | 262              |
| 3              | 262              |
| 4              | 224              |
| 5              | 209              |
| 6              | 216              |
| 7              | 188              |
| 8              | 190              |
| 9              | 185              |
| 10             | 181              |
| 11             | 185              |

Fig. 6 Relationship between initial learning points and estimated parameters.

5. Conclusion

In order to realize an optimum learning support system by individual skill evaluation in the learning process, the validity of the skill evaluation model based on the control engineering approach was discussed. Next, it applied to the classification task of parts, calculated $T$, $K$ and $L$ of the parameter of the skill evaluation model, examined it and showed its effectiveness. In the future, it will be applied to the computational learning etc. and plan to develop the learning support system.
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