Numerical Experiments Applying Simple Kriging to Intermittent and Log-Normal Data
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Abstract: This study evaluates the effect of considering data intermittency and log-normality in applications of simple Kriging. Several sets of synthetic data, both intermittent and log-normal, were prepared for this purpose, and then four different Kriging applications were repeated with these synthetic data under different assumptions of data intermittency and log-normality. The effects of these assumptions on the simple Kriging applications were evaluated and compared with each other. As a result, it was found that the derived correlation length of a variogram becomes longer when considering both data intermittency and log-normality, and the sill height becomes smaller when data intermittency is high. The data field generated by simple Kriging was also closer to the original data when considering both data intermittency and log-normality. In the application to rain rate data, the effect of considering data intermittency was confirmed. However, the effect of considering data log-normality was found to be vague. The general assumption of log-normality in relation to the rain rate data seems not to be so valid, at least not for the rain rate data considered in this study.

Keywords: intermittency; log-normality; variogram; simple Kriging

1. Introduction

Rain rate data have two unique characteristics: one is that a large portion of the data is composed of zero values (i.e., data intermittency) and the other is that the non-zero values follow the log-normal distribution (i.e., data log-normality) [1–4]. The complicated rain rate data from rain gauges have been converted into grid-type data for rainfall–runoff analysis or flood warning systems [5–9]. Simple Kriging has been the first option in many studies [10–25].

Kriging is a method to estimate a value at an unknown point by the weighted linear combination of known values at other points [26]. Due to its high predictive ability, Kriging has been applied in hydrology, meteorology, environmental sciences, etc. [27–31]. Especially in the fields of hydrology and meteorology, Kriging has been applied to estimate the spatial distributions of rain rate fields or to estimate areal average rainfall depth [30,32–35]. When integrating multi-sensor data to predict the spatial distributions of rain rate fields, Kriging has also been used [18,33,36–40].

Two important assumptions are involved in the application of simple Kriging. First, the data should follow a Gaussian distribution. In case the data do not follow a Gaussian distribution, the data should be transformed to follow a Gaussian distribution and, posteriorly, the Kriging result should be inverse-transformed to follow the original data distribution. The mean of the original data can be conserved, but the variance is known to be very vulnerable to bias [40]. Second, the data should be stationary and continuous so that to make the mean, variance, and covariance values cover be unchanged over the study area. However, most spatial data show a trend, and the mean varies from location to
location. When the trend is very strong, the Kriging result is prone to be biased, mainly due to misspecification of spatial dependency [41].

Rain rate data, the most important data in the fields of hydrology and meteorology, unfortunately, do not satisfy the assumptions of Kriging. Rain rate data are generally positively skewed; they also show strong spatial and temporal intermittency. If one is considering only the non-zero data, the problem becomes a simple one, as the log-transformed data can be used for the simple Kriging application, the result of which is then inverse-transformed to follow the log-normal distribution. However, the problem lies in how to consider both the data intermittency and the data log-normality. In fact, these data characteristics should be considered in the derivation of the variogram and in the application of the simple Kriging.

The objective of this study is to evaluate the effects of data intermittency and log-normality on the derivation of variograms. A derived variogram is then used for the application of simple Kriging. The derivation of the variogram is rather theoretical, based on the derivation of the correlation coefficient of the log-normally distributed intermittent data. As the application of simple Kriging is straightforward, the differences considering data intermittency and/or log-normality can easily be compared both theoretically and empirically.

Sets of synthetic data are prepared in this study to emphasize the effects of considering data intermittency and/or log-normality on the derivation of variograms and, ultimately, on the application of simple Kriging. Four different Kriging applications will then be repeated for these synthetic data but with different assumptions of data intermittency and log-normality. That is, the first application will be performed without considering any data intermittency or log-normality, the second will consider only data intermittency, the third will consider only data log-normality, and, finally, the fourth will consider both data intermittency and log-normality. These four application examples will show how these assumptions affect the shape of variograms and Kriging results. In a discussion, this study evaluates two rain rate data sets observed by rain gauges within the Gwanaksan radar umbrella in Korea.

The manuscript is organized as follows. Section 2 briefly examines the general theory of Kriging, variograms, and the correlation coefficients of normally distributed intermittent and log-normally distributed intermittent data [42]. In Section 3, the effect of data intermittency and log-normality on simple Kriging is analyzed using synthetic data, and, in Section 4, the application of the results in Section 3 to rain rate data is discussed with the observed rain rate data. Finally, the key findings of this study are summarized and discussed in Section 5.

2. Theory

2.1. Simple Kriging and Variograms

Kriging is a technique to predict a value at an unknown point as a linear combination of values at known points [26]. The main purpose of Kriging is thus to determine the weight values to be applied to known values when predicting the value at an unknown point [43]. In simple Kriging, the weight values are simply determined by minimizing error variance.

In Kriging, covariance is generally quantified by a variogram, which is nothing but a function of the separation distance. The variogram is based on the following empirical equation:

$$\gamma(h) = \frac{1}{2n} \sum_{i=1}^{n} [Z(x_i) - Z(x_i + h)]^2$$

(1)

where $\gamma(h)$ is the variogram as a function of $h$, which represents a separation distance between two points; $n$ is the number of observation points; and $Z(x_i)$ is an observed or known value. With determined empirical variograms, the correlation length and sill height are determined. The correlation length represents the maximum separation distance
showing statistically significant correlation coefficients between points. The sill height is the corresponding value of covariance at the correlation length.

Since the variogram directly affects the Kriging result, it is important to determine the appropriate variogram for the given data. However, an empirical variogram derived directly from the data may fluctuate widely due to data distribution, bias, variance, etc. Especially when the number of data is small, the empirical variogram has a problem representing the entire population. Thus, in geostatistics, an empirical variogram is generally fitted to a theoretical variogram by considering the type of model, parameters, data directions, and user decisions [44,45]. Among the generally used theoretical variograms, the Gaussian model was considered in this study.

\[
\gamma(h) = C_0 \text{Gauss}_a(h) = C_0 \left[1 - \exp \left(-3 \left(\frac{h}{a}\right)^2\right)\right]
\]  

(2)

where \(C_0\) is the sill height, \(a\) is the correlation length, and \(h\) is the separation distance between two points. As the Gaussian model does not have the exact sill height at the correlation length \(a\), the distance to 95% of the sill height is assumed to be the actual range of correlation length [46]. The Gaussian model is known to be better for the highly correlated and/or continuous normally distributed data [47]. With the determined variogram, the covariance of the Kriging matrix equation can be calculated using the following equation:

\[
Cov(h) = \sigma^2 - \gamma(h)
\]  

(3)

where \(Cov(h)\) represents the covariance and \(\sigma^2\) the variance. With determined covariance, the Kriging matrix equation is to be solved to determine the weight values. With these weight values, the value at an unknown point is calculated.

Additionally, it should be mentioned that the Gaussian model is not assumed to be the best for rain rate data. The Mathern variogram may be more frequently used in the Kriging of rain rate data [48]. However, as the main focus of this study is to show the effect of data intermittency and/or data log-normality on the shape of a variogram as well as on the Kriging result, the selection of a proper variogram model representing the rain rate data was not considered in this study. With the Gaussian model, the effect of considering data intermittency and data log-normality could be observed step by step.

2.2. Correlation Coefficient of Normally Distributed Intermittent Data

The correlation coefficient of normally distributed intermittent data presented in Ro and Ha (2020) can be explained more in detail as follows. Put simply, covariance represents the increase in a random variable \(Y\) due to an increase in a random variable \(X\) without any normalization, which is necessary to form the simple Kriging matrix equation. The normalized covariance by both the standard deviations of \(X\) and \(Y\) becomes the correlation coefficient. That is, the correlation coefficient is defined by covariance and variances as shown in Equation (4).

\[
Cov(X, Y) = \rho \sigma_X \sigma_Y
\]  

(4)

where \(Cov(X, Y)\) is the covariance between \(X\) and \(Y\), \(\rho\) is the correlation coefficient, and \(\sigma_X\), \(\sigma_Y\) represent the standard deviation of \(X\) and \(Y\), respectively. The correlation varies much depending on the data intermittency, that is, the occurrence of zeros as well as their relative portion. The correlation coefficient of normally distributed intermittent data can be derived rather easily.

In general, the data measured at two rain gauge locations can be categorized according to the following four types: \((0, 0), (x^*, 0), (0, y^*)\) and \((x, y)\). Here \(x^*, y^*, x, y\) indicate positive measurements. Thus, the correlation coefficient between \(X\) and \(Y\) can be examined in the following three cases. In the first case (Case A), \(A = \{X > 0 \text{ and } Y > 0\}\) when only data of the type \((x^*, y^*)\) are used. The second case (Case B) is \(B = \{X > 0 \text{ or } Y > 0\}\) when three types of data, \((x^*, 0), (0, y^*)\) and \((x, y)\), are used. Finally, the third case (Case C)
is $C = \{X \geq 0 \text{ and } Y \geq 0\}$, when all kinds of data are used. The correlation coefficients for these three cases are denoted by $\rho_i (i = A, B, C)$. Here, it should be noted that the correlation coefficient $\rho_A$ is strictly the conditional correlation coefficient on the condition $A$, and $\rho_B$ on $B$. On the other hand, $\rho_C$ is the unconditional correlation coefficient.

If the conditional distribution functions of the data under the conditions $A$ and $B$ are known, the mean, variance, and correlation coefficient can easily be calculated. The total probability theorem is used for this purpose [49]. That is,

$$E[h(Y)] = \sum E[h(Y)|X = x]P(X = x)$$  \hspace{1cm} (5)

Using the above theorem, one can derive the moment under the condition $C$, $E(X^k)$ ($k = 1, 2$), $E(X^k|A)$ or $E(X^k|B)$ under the condition $A$ or $B$ can also be derived.

First, the relationship between $E(X^k)$ and $E(X^k|B)$ can be derived as follows. As $B = \{X > 0 \text{ or } Y > 0\}$, its complement becomes $B^c = \{X = 0 \text{ and } Y = 0\}$. The probability of $B$ equals $P(B) = 1 - P(B^c) = 1 - p_{00}$, where $p_{00} = P(X = 0, Y = 0)$. Thus, using Equation (5), the following relationship is derived:

$$E(X^k) = E(X^k|B)P(B) + E(X^k|B^c)P(B^c) = (1 - p_{00})E(X^k|B)$$  \hspace{1cm} (6)

The relationships between $E(X^k)$ and $E(X^k|A)$, $E(Y^k)$ and $E(Y^k|A)$, and $E(X^kY^k)$ and $E(X^kY^k|A)$ can be derived as follows:

$$E(X^k) = p_{10}E(X^k|X > 0, Y = 0) + p_{11}E(X^k|A)$$  \hspace{1cm} (7)

$$E(Y^k) = p_{01}E(Y^k|X = 0, Y > 0) + p_{11}E(Y^k|A) = (1 - p_{00})E(Y^k|B)$$  \hspace{1cm} (8)

$$E(X^kY^k) = p_{11}E(X^kY^k|A) = (1 - p_{00})E(X^kY^k|B)$$  \hspace{1cm} (9)

where $p_{10} = P(0 < X \leq x; Y = 0)$, $p_{01} = P(X = 0, 0 < Y < y)$, and $p_{11} = P(0 < X \leq x, 0 < Y \leq y)$.

The covariance and variances can be calculated using the moments given by Equations (6)–(9), and, finally, one can derive the correlation coefficient for three conditions that are introduced to consider the data intermittency, i.e., $\rho_A$, $\rho_B$, and $\rho_C$ [4].

$$\rho_A = \frac{E(XY) - E(X)E(Y)}{[E(X^2) - E^2(X)]^{1/2}[E(Y^2) - E^2(Y)]^{1/2}}$$  \hspace{1cm} (10)

$$\rho_B = \frac{p_{11}E(XY) - \{E(X) - p_{10}E(X|X > 0, Y = 0)\} \times \{E(Y) - p_{01}E(Y|X > 0, Y > 0)\}}{\sqrt{\left[p_{11}\{E(X^2) - p_{10}E(X^2|X > 0, Y = 0)\} - \{E(X) - p_{01}E(X|X > 0, Y > 0)\}^2\right]^{1/2}}}$$  \hspace{1cm} (11)

$$\rho_C = \frac{p_{11}E(XY) - \{E(X) - p_{10}E(X|X > 0, Y = 0)\} \times \{E(Y) - p_{01}E(Y|X > 0, Y > 0)\}}{\sqrt{\left[p_{11}\{E(X^2) - p_{10}E(X^2|X > 0, Y = 0) - p_{00}E(X|X = 0, Y = 0)\} \times \{E(Y) - p_{01}E(Y|X > 0, Y > 0)\}\right]^{1/2}}}$$  \hspace{1cm} (12)

2.3. Correlation Coefficient of Log-Normally Distributed and Intermittent Data

Similar to Section 2.2, this section explains in more detail the correlation coefficient of log-normally distributed intermittent data, as presented in Ro and Yoo (2020). In fact,
Section 2.2 covers the case when ‘0’ is included in the data, but the positive measurements are assumed to follow a Gaussian distribution. As the correlation coefficient is also affected by the probability density function of the measurements, the results in Section 2.2 may not be applicable for non-Gaussian data.

It is well known that rain rate data do not follow a Gaussian distribution. It is also generally accepted that rain rate data are better explained by log-normal distributions [50–52]. In this part of the study, the correlation coefficient is derived again under the condition that data follow a log-normal distribution. In this case, the zero values are also included in the measurement. That is, the data follow an intermittent log-normal distribution. The mixed bivariate log-normal distribution provides the theoretical background to derive the correlation coefficients in this case [4].

Shimizu and Sagae (1990) defined the mixed bivariate log-normal distribution $\Delta_2$ as follows. Here, the meaning of ‘mixed’ implies a mixture of discrete and continuous distributions.

\[
\Delta_2(\delta_0, \delta_1, \delta_2, \mu_1, \mu_2, \mu_1, \mu_2, c_1^2, c_2^2, \sigma_1^2, \sigma_2^2, \rho) = \frac{1}{\sqrt{2\pi\sigma_1^2}} \exp\left(-\frac{(x-\mu_1)^2}{2\sigma_1^2}\right) + \int_0^\delta \frac{1}{\sqrt{2\pi\sigma_2^2}} \exp\left(-\frac{(x-\mu_2)^2}{2\sigma_2^2}\right) \, dx \quad \text{if} \quad \delta_0 \leq \delta < 1
\]

where $\delta_0 = p_{100}$, $\delta_1 = p_{10}$, and $\delta_2 = p_{01}$, as in Section 2.2, and $0 \leq \delta < 1$. If representing a univariate log-normal distribution function by $F$ or $G$ and representing a bivariate log-normal joint distribution function by $H$, then Equation (13) can be expressed as follows:

\[
\begin{align*}
F(x) &= \Lambda_1(\mu_1, c_1^2), & x > 0 \\
G(y) &= \Lambda_1(\mu_2, c_2^2), & y > 0 \\
H(x, y) &= \Lambda_2(x, y, \mu_1, \mu_2, c_1^2, c_2^2, \sigma_1^2, \sigma_2^2, \rho), & x > 0, y > 0
\end{align*}
\]

where $\Lambda_1(\cdot, \mu, \sigma^2)$ represents a log-normal distribution with mean $\mu$ and variance $\sigma^2$, and $\Lambda_2(\cdot, \cdot, \mu_1, \mu_2, c_1^2, c_2^2, \sigma_1^2, \sigma_2^2, \rho)$ is a bivariate log-normal distribution with means $\mu_1, \mu_2$, variances $c_1^2, c_2^2$, and a correlation coefficient $\rho$. Thus, the parameters of the bivariate mixed log-normal distribution can be expressed as follows:

\[
\begin{align*}
\mu_1 &= E(\log X | X > 0, Y > 0) \\
\mu_1^* &= E(\log X | X > 0, Y = 0) \\
\mu_2 &= E(\log X | X > 0, Y > 0) \\
\mu_2^* &= E(\log X | X = 0, Y > 0) \\
\sigma_1^2 &= \text{Var}(\log X | X > 0, Y > 0) \\
\sigma_1^* &= \text{Var}(\log X | X > 0, Y = 0) \\
\sigma_2^2 &= \text{Var}(\log X | X > 0, Y > 0) \\
\sigma_2^* &= \text{Var}(\log X | X = 0, Y > 0) \\
\rho &= \text{Cor}(\log X, \log Y | X > 0, Y > 0)
\end{align*}
\]

When $X$ or $Y$ follow a log-normal distribution, the moments under the condition $A = \{X > 0 \text{ and } Y > 0\}$ can be derived as follows:

\[
\begin{align*}
E(X | A) &= \exp(\mu_1 + \sigma_1^2 / 2) \\
E(X^2 | A) &= \exp(2\mu_1 + 2\sigma_1^2) \\
E(Y | A) &= \exp(\mu_2 + \sigma_2^2 / 2) \\
E(Y^2 | A) &= \exp(2\mu_2 + 2\sigma_2^2)
\end{align*}
\]

Furthermore, when the joint distribution of $(X, Y)$ is given by the bivariate log-normal distribution, the expectation of $XY$ under the condition $A = \{X > 0 \text{ and } Y > 0\}$ is expressed as follows:

\[
E(XY | A) = \exp \left[ \mu_1 + \mu_2 + (\sigma_1^2 + 2\rho \sigma_1 \sigma_2 + \sigma_2^2) / 2 \right]
\]
Using the above equations, the correlation coefficient can be determined. First, the correlation coefficient for the condition $A$ is derived as follows:

$$
\rho_A = \frac{\exp(\rho\sigma_1\sigma_2) - 1}{[\exp(\sigma_1^2) - 1]^{1/2} [\exp(\sigma_2^2) - 1]^{1/2}}
$$

(18)

Next, the correlation coefficient for the case $B$ can also be derived as follows [1]:

$$
\rho_B = \frac{p_{11}\exp(\rho\sigma_1\sigma_2) - (p_{10} + p_{11})(p_{01} + p_{11})}{(p_{10} + p_{11})(p_{01} + p_{11})[\exp(\sigma_1^2) - (p_{10} + p_{11})]^{1/2} [\exp(\sigma_2^2) - (p_{01} + p_{11})]^{1/2}}
$$

(19)

Finally, to derive the correlation coefficient for the condition $C$, the following Equations (20) and (21) are required.

$$
E(X|X > 0, Y = 0) = \exp(\mu_1^* + \sigma_1^2/2)
$$

(20)

$$
E(X^2|X > 0, Y = 0) = \exp(2\mu_1^* + 2\sigma_1^2)
$$

$$
E(Y|X = 0, Y > 0) = \exp(\mu_2^* + \sigma_2^2/2)
$$

(21)

$$
E(Y^2|X = 0, Y > 0) = \exp(2\mu_2^* + 2\sigma_2^2)
$$

Applying the above equations to Equation (4), the correlation coefficient for the condition $C$ can be derived.

$$
\rho_C = \frac{\exp(\rho\sigma_1^*\sigma_2^*) - 1}{[\exp(\sigma_1^*2) - 1]^{1/2} [\exp(\sigma_2^*2) - 1]^{1/2}}
$$

(22)

These equations for correlation coefficients can also be modified by applying some simplifying assumptions and by introducing other parameters such as the ratio of non-zero values.

The above results show that the correlation coefficient is dependent upon both the data distribution function and zero measurement, ‘0’, which also affects the shape of the variogram. The shape of the variogram then decides the Kriging weight values. Obviously, the Kriging result becomes dependent upon the data distribution function and zero measurement, ‘0’.

3. Numerical Experiment with Synthetic Data

3.1. Preparation of Synthetic Data

In this part of the study, the effects of data intermittency and data log-normality on the shape of variograms and the application results of simple Kriging were analyzed using synthetic data, as shown in Figure 1. The synthetic data are a kind of imaginary data different from real rain rate data. Among many interesting and complex characteristics of rain rate data, the synthetic data were prepared to show just two characteristics, i.e., data intermittency and log-normality. The synthetic data were generated as follows. First, the synthetic data were assumed to have the structure of $30 \times 30$ (a total of 900 data points). Second, real (not integer) values from 0 to 8 were assigned from the lower left to the upper right, with a relatively small portion of higher values (Figure 1a; Data 1). Given that similar values were to be located along the diagonal direction, the data structure shows a pattern of diagonal stripe. Third, in order to analyze the effect of data intermittency, two more data fields were made by adding ‘0’ values (Figure 1b,c; Data 2 and Data 3, respectively). The portions of ‘0’ values are 30.7% and 51.7%, respectively. As can be seen in these figures, ‘0’ values are mostly located on the left side of the data. In fact, this was to provide data intermittency in an extreme manner.
3.2. Variograms of Synthetic Data

In this study, to evaluate the effect of the data characteristics on the derivation of variograms, four different assumptions with regard to data handling were considered: first, without considering data intermittency and log-normality (Case 1); second, considering only data intermittency (Case 2); third, considering only data log-normality (Case 3); and, additionally, to analyze the effect of data log-normality, a natural logarithm was applied to these three data (Figure 1a–c). In this case, the '0' values in the original data field were to remain as '0' values in the log-transformed data field. Additionally, the values less than one were assumed to be zero after taking the natural logarithm. This was to prevent negative values, as in rain rate data. This assumption, as a result, increased the portion of zeros, as can be seen in Figure 1d–f.

Means, variances, and maximum values of these six data fields are summarized in Table 1. As can be expected (and as can be found in Table 1), the mean becomes smaller as the portion of zero values increases. This is the same for the log-transformed data. Here, it should be mentioned that the linear trend of the normally distributed data (Figure 1d–f) and the non-linear trend of the log-normally distributed data (Figure 1a–c) were intentionally given to evaluate the application results of Kriging. Thus, in this study, the linear and non-linear trends of the synthetic data were not removed in the following Kriging application.

Table 1. Means, variances, and maximum values of three synthetic data.

| Data          | Mean | Variance | Maximum |
|---------------|------|----------|---------|
| Data 1 ('0' 0%) | Raw 3.28 | 2.03  | 8.00  |
|               | Log 1.10 | 0.18  | 2.08  |
| Data 2 ('0' 30.7%) | Raw 1.38 | 1.91  | 7.61  |
|               | Log 0.38 | 0.24  | 2.03  |
| Data 3 ('0' 51.7%) | Raw 1.13 | 2.24  | 7.61  |
|               | Log 0.35 | 0.25  | 2.03  |

3.2. Variograms of Synthetic Data

In this study, to evaluate the effect of the data characteristics on the derivation of variograms, four different assumptions with regard to data handling were considered: first, without considering data intermittency and log-normality (Case 1); second, considering only data intermittency (Case 2); third, considering only data log-normality (Case 3); and,
finally, considering both data intermittency and log-normality (Case 4). Case 1 was the one in which the data were assumed to be normally distributed and non-intermittent. The variogram in this case was derived by analyzing only the non-zero data without any data transformation to make it follow a Gaussian distribution. The variogram for the log-normally distributed and intermittent data was the complete opposite. Both the zero and non-zero data were considered, and the non-zero data were also transformed to follow a Gaussian distribution. The log-transform was used in this study.

For a theoretical variogram, the Gaussian model was considered. The Gaussian model is known to be suitable for continuous and normally distributed data. However, in this study, the Gaussian model was also applied to the intermittent and log-normally distributed data. In fact, this application was intentional to highlight the problem handled in this study. The least squares method was applied to fit the theoretical variogram. As a result, when the data do not follow a Gaussian distribution, the shape of the empirical variogram should show some mismatch to the Gaussian model. This mismatch can be found in Figure 2, where four different variograms are compared with the Gaussian model.

The dotted line in Figure 2 represents the empirical variogram and the solid line the derived theoretical variogram derived by the Gaussian model. Additionally, in this figure, as Data 1 is that in which intermittency was not considered, only two cases were examined, that is, with and without considering data log-normality. On the other hand, in Data 2 and Data 3, both data intermittency and log-normality were considered in the derivation of variograms. As can be expected, for the cases when only data intermittency was considered (without considering data log-normality), the Gaussian model was found not to fit the empirical variogram properly. This is obvious, as the data do not follow a Gaussian distribution. The empirical variogram shows the pattern of accumulated exponential function, different from the S-curve of the Gaussian model. On the other hand, when considering data log-normality along with data intermittency, the Gaussian model was found to fit the empirical variogram well. This result proved the importance of considering data characteristics when deriving variograms. The sill heights and correlation

![Figure 2](image_url)
lengths derived by fitting the Gaussian model to the empirical variograms are summarized in Table 2.

**Table 2.** Sill heights and correlation lengths of variograms estimated for the synthetic data.

| Synthetic Data | Sill Height | Correlation Length |
|----------------|-------------|--------------------|
| **Data 1**     |             |                    |
| ('0' 0%) Case 1—without considering data intermittency and log-normality | 6.1 | 23.7 |
| Case 2—considering only data intermittency | - | - |
| Case 3—considering only data log-normality | 0.7 | 22.3 |
| Case 4—considering both data intermittency and log-normality | - | - |
| **Data 2**     |             |                    |
| ('0' 30.7%) Case 1 | 4.3 | 16.5 |
| Case 2 | 4.9 | 27.6 |
| Case 3 | 0.4 | 25.1 |
| Case 4 | 0.4 | 26.3 |
| **Data 3**     |             |                    |
| ('0' 51.7%) Case 1 | 3.0 | 18.5 |
| Case 2 | 4.5 | 27.8 |
| Case 3 | 0.3 | 26.3 |
| Case 4 | 0.3 | 27.1 |

As can be seen in Table 2, the correlation length derived by considering both data intermittency and data log-normality was longer than those correlation lengths that were not so derived. Even the correlation lengths derived by considering only data intermittency or data log-normality were also found to be longer than those derivations that considered neither. Among the two, data log-normality was found to have a stronger effect on correlation length than data intermittency. However, the longer correlation length estimated when considering only data intermittency seemed to be partly affected by the improperly fitted variogram. As the Gaussian model could not properly fit the data in the case of considering only data intermittency, the correlation length happened to be estimated as being much longer.

The sill height seemed not to be affected by data log-normality in this application with the synthetic data. Any obvious tendency could not be found. However, the effect of data intermittency on the sill height was rather clear. That is, the sill height was estimated to be smaller with more zero values.

**3.3. Kriging Results**

To evaluate the application results of simple Kriging, a total of 90 data points (about 10% out of the entire data field) were selected randomly from the synthetic data presented in Figure 1; these are presented in Figure 3. This random selection was made to mimic a real sparse rain gauge network. Simple Kriging was then applied to generate the data field with the variograms determined as in Figure 2, derived by considering data intermittency and/or data log-normality. When applying simple Kriging to the case of considering data log-normality, the original data were transformed to follow a Gaussian distribution by taking the natural logarithms. The application results of simple Kriging to four different cases considered in this study are presented in Figure 4.

When considering only data intermittency, the Kriging result was closer to the original data than that obtained without considering data intermittency. However, in this case, it was also found that several abnormally high values were generated to make the contour lines very complex. This is mainly due to the effect of the long correlation length. Furthermore, most of the zero values in the original data disappeared due to the longer correlation length.
problem of generating non-zero measurements was also found. However, this negative
effect was relatively small, making the generated data field much closer to the original data. It should also be noted that, in Data 3, some extreme values were generated to make the contour lines slightly different from the original data.

When considering both the data intermittency and data log-normality, it was found that many more zero values were replaced by positive values than those in the previous two cases. However, especially in Data 3, the abnormally high values were not generated, and, as a result, the generated data field became more similar to the original data. A summary of these results by the mean, maximum value, RMSE (root mean square error), and BS (bias) is given in Table 3. Here, RMSE is an index that evaluates the differences between the Kriging results and the original synthetic data, and BS represents a comparison of the mean ratios.
Table 3. Means, maximum values, RMSEs, and BSs of simple Kriging results for the synthetic data.

|                      | Case 1—Without Considering Data Intermittency and Log-Normality | Case 2—Considering Only Data Intermittency | Case 3—Considering Only Data Log-Normality | Case 4—Considering Both Data Intermittency and Log-Normality |
|----------------------|---------------------------------------------------------------|-------------------------------------------|-------------------------------------------|---------------------------------------------------------------|
|                      | Mean | Max. | RMSE | BS  | Mean | Max. | RMSE | BS  | Mean | Max. | RMSE | BS  | Mean | Max. | RMSE | BS  |
| Data 1 ('0' 0%)      | 3.26 | 8.57 | 1.138 | 0.995  | -    | -    | -    | -    | 3.37 | 10.28 | 0.467 | 1.027  | -    | -    | -    | -    |
| Data 2 ('0' 30.7%)   | 1.38 | 8.86 | 1.634 | 1.004  | 1.30 | 7.07 | 1.368 | 0.944  | 1.28 | 6.43  | 0.536 | 0.926  | 1.38 | 8.50 | 0.647 | 1.006 |
| Data 3 ('0' 51.7%)   | 1.03 | 7.36 | 1.209 | 0.905  | 0.87 | 11.56 | 2.245 | 0.768  | 1.82 | 27.16 | 2.521 | 1.601  | 1.42 | 5.25 | 0.745 | 1.250 |

As can be found in Table 3, means and maximum values for Data 1 and Data 2 are similar to those of the original data. However, in Data 3, the mean and maximum values were rather high than the original data. For example, for Data 3, when considering only data log-normality, the maximum value generated was 27.16, about 3.5 times higher than just 7.61 in the origin data. The mean of the synthetic data was also 61% higher than the original data—increased from 1.13 to 1.82. As mentioned earlier, this result was due to the longer correlation length.

In both Data 1 and Data 2, the RMSE derived considering both data intermittency and data log-normality was found to be smaller than that derived without considering these data characteristics. In Data 1, the RMSE was estimated to be 1.138 under the assumption of data normality. However, when considering data log-normality, the RMSE was much smaller—0.467, about 59% smaller than the original value. This result was the same in Data 2, when the RMSE was estimated to be 1.634, but was 1.368 (16.3% smaller) when considering data intermittency and 0.536 (67.2% smaller) when considering data log-normality. When considering both data intermittency and data log-normality, the RMSE became 0.647 (60.4% smaller). In Data 3, the RMSE was estimated to be 1.209 without considering the data characteristics and was 0.745 (38.3% smaller) when considering both data intermittency and data log-normality. Interestingly, also different from Data 2, the RMSE when considering only data intermittency was estimated to be higher—2.245 (86.2% higher)—and when considering only the data log-normality it was 2.521 (108.6% higher). This problem in Data 3 was mainly due to the abnormally high correlation length estimated when considering either data intermittency or data log-normality.

The BSs in Data 1 and Data 2 were all found to be near 1. In fact, this result is not so surprising given that the Kriging result should have a similar mean to the original data. However, in Data 3, when only data intermittency was considered, the BS was estimated to be just 0.768. That is, the mean of the Kriging result was smaller than that of the original data. On the other hand, when only considering data log-normality, the BS was estimated to be 1.601, that is, a high mean value for the Kriging result. This result can also be confirmed by abnormally high values generated for the Kriging result, as in Figure 4. On the other hand, when considering both data intermittency and data log-normality, the BS was calculated to be 1.250. The serious underestimation and overestimation problem when considering only data intermittency or data log-normality was somewhat alleviated.

4. Discussion of the Possible Application to Rain Rate Data

Rain rate data are generally assumed to be typical log-normal and intermittent data. If this assumption is true, the above consideration of data intermittency and log-normality in the previous section should also be valid for rain rate data. To evaluate this hypothesis, this study used the rain rate data observed at 45 rain gauge stations within the umbrella of the Gwanaksan radar in Korea, and simple Kriging was applied to make the rain rate field. Among available data sets, this study selected two data sets for further application: one was the rain rate field observed at 4:30 on 11 September 2010 (Event 1) and the other was at 8:30 on the same day (Event 2). The portion of no rain in these rain rate fields was 76.5%
for Event 1 and 79.5% for Event 2. The radar images for these two rain rate fields are given in Figure 5. The variograms were determined as in Figure 6.

![Radar images](a), (b)

**Figure 5.** Radar images of rainfall events considered in this study. (a) Event 1 (11 September 2010 04:30). (b) Event 2 (11 September 2010 08:30).
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**Figure 6.** Comparison of empirical and theoretical variograms of two rainfall events considered in this study (from left, Case 1—without considering data intermittency and log-normality, Case 2—considering only data intermittency, Case 3—considering only data log-normality, Case 4—considering both data intermittency and log-normality).

A total of four different cases, similar to the synthetic data analysis, were considered to make the rain rate field. First, the original data were applied to the simple Kriging with and without considering data intermittency. In these two cases, the data log-normality was not considered. Second, the original data were transformed by taking the natural logarithm to follow a Gaussian distribution. The transformed data were then applied to the simple Kriging with and without considering data intermittency. The Kriging results were then inverse-transformed to be compared with the original radar rain rate field. A total of four different rain rate fields generated by the simple Kriging with different considerations of data intermittency and/or data log-normality are compared in Figure 7. It should be noted...
that the anisotropy was not considered in the generation of rain rate fields. For this reason, the generated rain rate fields show a somewhat circular pattern compared to the radar rain rate field.
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**Figure 7.** Comparison of four different results of simple Kriging applications (from left, Case 1—without considering data intermittency and log-normality, Case 2—considering only data intermittency, Case 3—considering only data log-normality, Case 4—considering both data intermittency and log-normality).

The generated rain rate fields can be compared from several aspects. First, the rain rate field generated without considering either data intermittency or data log-normality shows the smallest rainfall spatial coverage. This is simply because the correlation length in this case is the shortest. However, due to the relatively high sill height, some high rain rate data could be generated. Second, consideration of data intermittency has a tendency to increase correlation length. Thus, the rain rate field generated shows much larger rainfall spatial coverage than the previous case. On the other hand, as the sill height was estimated to be smaller than that in the previous case, rather high rain rate values could not be generated. Consideration of data log-normality resulted in a somewhat larger rainfall spatial coverage than in the case considering data intermittency. Furthermore, in this case, rather high rain rate data were generated. Third, in the case of considering both data intermittency and data log-normality, the rainfall spatial coverage was found to be the largest. This result was very much expectable, as the correlation length in this case was the longest. Additionally, it should be noted that high rain rate data were also generated in this case. Another problem in this case was that the low rain rate values were generated where zero measurements had been observed in the original data.

The mean rain rates and maximum rain rates of the four rain rate fields generated are compared in Table 4. In addition, the BSs and RMSEs estimated with respect to the radar rain rate are provided in the same table. The mean rain rates of the cases without consideration of data intermittency were found to be 21% to 64% smaller than the observed radar rain rate. On the other hand, the mean rain rates generated by considering data intermittency were mostly higher than the radar rain rate. In the case of considering both data intermittency and data log-normality, the mean rain rates were estimated to be 11.3% higher for Event 1 and 34.6% for Event 2.
Table 4. Same as Figure 3, but for rain rate data.

| Case 1—without Considering Data Intermittency and Log-Normality | Case 2—Considering Only Data Intermittency | Case 3—Considering Only Data Log-Normality | Case 4—Considering Both Data Intermittency and Log-Normality |
|--------------------------|------------------------------------------|------------------------------------------|-----------------------------------------------------------|
| Mean | Max. | RMSE | BS | Mean | Max. | RMSE | BS | Mean | Max. | RMSE | BS | Mean | Max. | RMSE | BS |
| Event 1 | 0.29 | 21.01 | 1.965 | 0.363 | 0.63 | 21.00 | 1.825 | 0.783 | 0.55 | 20.74 | 1.869 | 0.687 | 0.89 | 23.25 | 1.883 | 1.110 |
| Event 2 | 0.61 | 42.00 | 3.620 | 0.753 | 1.11 | 42.23 | 3.413 | 1.370 | 0.64 | 41.05 | 3.492 | 0.791 | 1.09 | 52.66 | 3.501 | 1.342 |

The maximum rain rates of the first three cases (with or without consideration of data intermittency or data log-normality) were found to be slightly smaller, by 5% to 6%, than the observed radar rain rate for Event 1. In the case of considering both data intermittency and data log-normality, the maximum rain rate increased by 5% above the radar rain rate. On the other hand, for Event 2, the maximum value was 18% to 50% larger than the radar rain rate data in all cases. These results show that the portion of the high rain rate region in the original data field for Event 2 was larger than that for Event 1. As can also be seen in Figure 7, it can be concluded that simple Kriging generated a very smooth data field.

The estimated BSs are more or less the same as the ratios of mean rain rates to the radar rain rate. In the case that did not consider data intermittency, the BS estimated was 0.4 to 0.8 for both Event 1 and Event 2. However, the BSs were mostly higher than 1.0 when considering data intermittency. In the case of considering both data intermittency and log-normality, BSs were higher than one—1.11 for Event 1 and 1.34 for Event 2. These results are similar to the previous comparison of the mean rain rates.

Interestingly, the RMSE was estimated to be smallest for the case considering only data intermittency. The RMSE was estimated to be 1.97 for Event 1 when considering neither data intermittency nor data log-normality, but it was 1.83 (7.1% smaller) when considering only data intermittency, 1.87 (4.9% smaller) when considering only data log-normality, and 1.88 (4.2% smaller) when considering both data intermittency and data log-normality. For Event 2, the RMSEs were estimated to be 3.62, 3.41 (5.7% smaller), 3.49 (3.5% smaller), and 3.50 (3.3% smaller), respectively. These results were mostly for an area with no rain. Especially in the case considering only data intermittency, most of the area with no rain was found to be the area with zero measurements, which can be seen in Figure 7. When considering data log-normality, the area with no rain has decreased considerably.

Overall, it is true that consideration of data intermittency and data log-normality can improve simple Kriging results. The effect of considering data intermittency was found to be very significant. However, the effect of considering data log-normality could still not be confirmed. This result indicates that rain rate data do not fully follow the log-normal distribution. The positive estimation of rain rate over the area with no rain seems to be the most serious problem.

5. Summary and Conclusions

This study evaluated the effect of data intermittency and log-normality on the application of simple Kriging. First, a synthetic data, both intermittent and log-normal, was prepared for this purpose, then four different Kriging applications were repeated with this synthetic data under different assumptions of data intermittency and log-normality. The effects of those assumptions on the simple Kriging applications were evaluated and compared with each other. The possible application of the derived results to rain rate data was also discussed in relation to the observed rain gauge data within the Gwanaksan radar umbrella in Korea.

First, the effect of data intermittency and log-normality on the shape of variograms was found to be significant. Basically, the correlation length derived for a variogram was longer when considering both data intermittency and data log-normality. Furthermore, the sill height of the variogram was estimated to be smaller, especially when data intermittency
was high. Overall, the effect of data log-normality on variograms was found to be greater than that of data intermittency.

Several evaluation measures, such as mean, maximum value, RMSE and BS, indicated that the fields generated by simple Kriging were much closer to the original data when considering data intermittency and log-normality. However, several abnormally high values were noticed and the portion of zero values was also found to be smaller than the original data. When considering both data intermittency and data log-normality, many more zero values were replaced by positive values, but abnormally high values were much fewer than in the previous cases. As a result, the data field generated by considering both data intermittency and data log-normality became more similar to the original data.

Similar results could also be derived in the application to the rain rate data observed by rain gauges within the Gwanaksan radar umbrella. The effect of considering data intermittency was especially clear. However, the effect of data log-normality was somewhat arguable. Consideration of data log-normality did not significantly improve the results for the simple Kriging application. This may be due to the fact that the rain rate data did not fully follow a log-normal distribution.

Based on the findings in this study, it was confirmed that the consideration of data characteristics could improve the quality of simple Kriging applications. However, sometimes, it may not be a simple problem to consider data characteristics. There can be cases where no specific data characteristics are known. It is also possible that a unique probability distribution function cannot fully describe the observed data. In this study, it was found that the assumption of log-normality was not so effective in the application to the observed rain rate data. These problems should be solved by applying an appropriate data distribution function. Further studies are required to solve this problem. Additionally, deriving any obvious patterns, trends, and anisotropy in rainfall data in space is another problem. Further study should focus on these issues and the insights they provide may contribute to the solution of more complicated problems, such as the merging of non-normal intermittent bivariate data.

**Author Contributions:** C.Y. conceived and designed the idea of this research and reviewed the manuscript. Y.R. carried out all the simulation analysis for both the synthetic and observed radar data. The draft manuscript of results and discussion sections was also prepared by Y.R. All authors have read and agreed to the published version of the manuscript.

**Funding:** This work was supported by the National Research Foundation of Korea (NRF) with a grant awarded by the Korean government (MSIT) (No. 2020R1A2C2008714) and by the National Research Foundation of Korea (NRF) with a grant awarded by the Korean government (MSIT) (No. NRF-2021R1A5A1032433).

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** Not applicable.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Shimizu, K.; Sagae, M. Modeling bivariate data containing zeros, with an analysis of daily rainfall data. *Jpn. J. Appl. Stat.* **1990**, *19*, 19–31. [CrossRef]
2. Kumar, P.; Foufoula-Georgiou, E. Characterizing multiscale variability of zero intermittency in spatial rainfall. *J. Appl. Meteor.* **1994**, *33*, 1516–1525. [CrossRef]
3. Molini, A.; La Barbera, P.; Lanza, L.G.; Stagi, L. Rainfall intermittency and the sampling error of tipping-bucket rain gauges. *Phys. Chem. Earth.* **2001**, *26*, 737–742. [CrossRef]
4. Ha, E.; Yoo, C. Use of mixed bivariate distributions for deriving inter-station correlation coefficients of rain rate. *Hydrol. Process.* **2007**, *21*, 3078–3086. [CrossRef]
5. Wilson, C.B.; Valdes, J.B.; Rodriguez-Iturbe, I. On the influence of the spatial distribution of rainfall on storm runoff. *Water Resour. Res.* **1979**, *15*, 321–328. [CrossRef]
6. Nicks, A.D. Space-time quantification of rainfall inputs for hydrological transport models. *J. Hydrol.* **1982**, *59*, 249–260. [CrossRef]
7. Faurès, J.M.; Goodrich, D.C.; Woolhiser, D.A.; Sorooshian, S. Impact of small-scale spatial rainfall variability on runoff modeling. *J. Hydrol.* 1995, 173, 309–326. [CrossRef]
8. Goovaerts, P. Geostatistical approaches for incorporating elevation into the spatial interpolation of rainfall. *J. Hydrol.* 2000, 228, 113–129. [CrossRef]
9. Arnaud, P.; Bouvier, C.; Cisneros, L.; Dominguez, R. Influence of rainfall spatial variability on flood prediction. *J. Hydrol.* 2002, 260, 216–230. [CrossRef]
10. Troutman, B.M. Runoff prediction errors and bias in parameter estimation induced by spatial variability of precipitation. *Water Resour. Res.* 1983, 19, 791–810. [CrossRef]
11. Milly, P.C.D.; Eagleson, P.S. Effect of storm scale on surface runoff volume. *Water Resour. Res.* 1988, 24, 620–624. [CrossRef]
12. Shah, S.M.S.; O’connell, P.E.; Hosking, J.R.M. Modelling the effects of spatial variability in rainfall on catchment response. 1. Formulation and calibration of a stochastic rainfall field model. *J. Hydrol.* 1996, 175, 67–88. [CrossRef]
13. Dirks, K.N.; Hay, J.E.; Stow, C.D.; Harris, D. High-resolution studies of rainfall on Norfolk Island: Part II: Interpolation of rainfall data. *J. Hydrol.* 1998, 208, 187–193. [CrossRef]
14. Wotling, G.; Bouvier, C.; Danloux, J.; Fritsch, J.M. Regionalization of extreme precipitation distribution using the principal components of the topographical environment. *J. Hydrol.* 2000, 233, 86–101. [CrossRef]
15. Jain, M.K.; Kothyari, U.C.; Raju, K.G.R. A GIS based distributed rainfall-runoff model. *J. Hydrol.* 2004, 299, 107–135. [CrossRef]
16. Yoon, Y.; Kim, J.; Yoo, C.; Kim, S. A runoff parameter estimation using spatially distributed rainfall and analysis of the effect of rainfall errors on runoff computation. *J. Korea Water Resour. Assoc.* 2002, 42, 465–480.
17. Naoum, S.; Tsinis, I.K. A multiple linear regression GIS module using spatial variables to model orographic rainfall. *J. Hydroinform.* 2004, 6, 39–56. [CrossRef]
18. Haberlandt, U. Geostatistical interpolation of hourly precipitation from rain gauges and radar for a large-scale extreme rainfall event. *J. Hydrol.* 2007, 332, 144–157. [CrossRef]
19. Segond, M.L.; Neokleous, N.; Makropoulos, C.; Onof, C.; Maksimovic, C. Simulation and spatio-temporal disaggregation of multisite rainfall data for urban drainage applications. *Hydrol. Sci. J.* 2007, 52, 917–935. [CrossRef]
20. Garcia, M.; Peters-Lidard, C.D.; Goodrich, D.C. Spatial interpolation of precipitation in a dense gauge network for monsoon storm events in the southwestern United States. *Water Resour. Res.* 2008, 44, 1–14. [CrossRef]
21. King, Y.F.; Tong, W.W. Spatial exploration and interpolation of the surface precipitation data. *Geograph. Res.* 2008, 27, 1097–1108.
22. Kurtzman, D.; Navon, S.; Morin, E. Improving interpolation of daily precipitation for hydrologic modeling: Spatial patterns of preferred interpolators. *Hydrol. Process.* 2009, 23, 3281–3291. [CrossRef]
23. Li, B.; Huang, J.F.; Jin, Z.F.; Liu, Z.Y. Methods for calculation precipitation spatial distribution of Zhejiang Province based on GIS. *J. Zhejiang Univ.* 2010, 27, 239–244.
24. Zhong, J.J. A comparative study of spatial interpolation precision of annual average precipitation based on GIS in Xinjiang. *Desert. Oasis. Meteor.* 2010, 4, 51–54.
25. Chen, F.; Liu, C.W. Estimation of the spatial rainfall distribution using inverse distance weighting (IDW) in the middle of Taiwan. *Paddy Water Environ.* 2012, 10, 209–222. [CrossRef]
26. Cressie, N. The origins of kriging. *Math. Geol.* 1990, 22, 239–252. [CrossRef]
27. Simpson, T.W.; Mauery, T.M.; Korte, J.J.; Mistree, F. Kriging models for global approximation in simulation-based multidisciplinary design optimization. *AIAA J.* 2001, 39, 2233–2241. [CrossRef]
28. Webster, R.; Oliver, M.A. *Geostatistics for Environmental Scientists*; Wiley: New York, NY, USA, 2007.
29. Lim, W.; Lee, K.; Kyung, M.; Kim, H. Potential risk of flood manage and estimation of design frequency in small river basins. *J. Korean Soc. Civ. Eng.* 2007, 27, 631–640.
30. Park, N.; Jang, M. Mapping of temperature and rainfall using DEM and multivariate kriging. *J. Korean Geogr. Soc.* 2008, 43, 1002–1015.
31. Shin, H.; Chang, E.; Hong, S. Estimation of near surface air temperature using MODIS land surface temperature data and geostatistics. *J. Korea Sput. Inf. Soc.* 2014, 22, 55–63.
32. Hevesi, J.A.; Flint, A.L.; Istok, J.D. Precipitation estimation in mountainous terrain using multivariate geostatistics. Part I: Structural analysis. *J. Appl. Meteor.* 1992, 31, 661–676. [CrossRef]
33. Goovaerts, P.; AvRuskin, G.; Meliker, J.; Stonick, M.; Jacquez, G.; Nriagu, J. Geostatistical modeling of the spatial variability of arsenic in groundwater of southeast Michigan. *Water Resour. Res.* 2005, 41, W07013. [CrossRef]
34. Heo, T.; Park, M. Baysian spatial modelling of precipitation data. *Korean J. Appl. Stat.* 2009, 22, 425–433. [CrossRef]
35. Šalek, M. Operational application of the precipitation estimate by radar and raingauges using local bias correction and regression kriging. In Proceedings of the European Conference on Radar in Meteorology and Hydrology (ERAD), Sibiu, Romania, 6–10 September 2010.
36. Todini, E. A Bayesian technique for conditioning radar precipitation estimates to rain-gauge measurements. *Hydrol. Earth Syst. Sci. Discuss.* 2001, 5, 187–199. [CrossRef]
37. Glenn, N.F.; Carr, J.R. The use of geostatistics in relating soil moisture to RADARSAT-1 SAR data obtained over the Great basin, Nevada, USA. *Comput. Geosci.* 2003, 29, 577–586. [CrossRef]
38. Simbahan, G.C.; Dobermann, A.; Goovaerts, P.; Ping, J.; Haddin, M.L. Fine-resolution mapping of soil organic carbon based on multivariate secondary data. *Geoderma* 2006, 132, 471–489. [CrossRef]
39. Patriarche, D.; Castro, M.C.; Goovaerts, P. Estimating regional hydraulic conductivity fields—A comparative study of geostatistical methods. *Math. Geol.* 2005, 37, 587–613. [CrossRef]
40. Kim, K.; Kim, M.; Lee, G.; Kang, D.; Kwon, B. The Adjustment of radar precipitation estimation based on the kriging method. *J. Korean Earth Sci. Soc.* 2013, 34, 13–27. [CrossRef]
41. Hengl, T.; Heuvelink, G.; Stein, A. A generic framework for spatial prediction of soil variables based on regression kriging. *Goderma* 2004, 120, 75–93. [CrossRef]
42. Karl, J. Spatial predictions of cover attributes of rangeland ecosystems using regression kriging and remote sensing. *Rangel. Ecol. Manag.* 2010, 63, 13–27. [CrossRef]
43. Ro, Y.; Yoo, C. Consideration of rainfall intermittency and log-normality on the merging of radar and rain gauge rain rate. *J. Hydrol.* 2020, 589, 125178. [CrossRef]
44. Choi, J. *Geostatistics*; Sigmapress: Seoul, Korea, 2013.
45. Bardossy, A.; Bogardi, I.; Kelly, W.E. Kriging with imprecise (fuzzy) variograms. *I: Theory, Math. Geol.* 1990, 37, 63–79.
46. Chiles, J.-P.; Delfiner, P. *Geostatistics*; John Wiley and Sons: New York, NY, USA, 1999.
47. Bohling, G. Introduction to geostatistics and variogram analysis. *Kans. Geol. Surv.* 2005, 1, 1–20.
48. Ribeiro, P.J., Jr.; Diggle, P.J. A package for geostatistical analysis. *R News* 2001, 1, 14–18.
49. Romano, E.; Balzanella, A.; Verde, R. A Regionalization Method for Spatial Functional Data Based on Variogram Models: An Application on Environmental Data. In *Advances in Theoretical and Applied Statistics*; Studies in Theoretical and Applied Statistics; Torelli, N., Pesarin, F., Bar-Hen, A., Eds.; Springer: Berlin/Heidelberg, Germany, 2013; pp. 99–108.
50. Parzen, E. *Stochastic Processes*; Holden-Day: Okland, CA, USA, 1962.
51. Kedem, B.; Chiu, L.S. On the lognormality of rain rate. *Proc. Natl. Acad. Sci. USA* 1986, 84, 901–905. [CrossRef]
52. Cho, H.K.; Bowman, K.P.; North, G.R. A comparison of gamma and lognormal distributions for characterizing satellite rain rates from the tropical rainfall measuring mission. *J. Appl. Meteor.* 2004, 43, 1586–1597. [CrossRef]