Intrinsic timescales of spiking activity in humans during wakefulness and sleep
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Abstract  Information processing in the brain requires integration of information over time. Such an integration can be achieved if signals are maintained in the network activity for the required period, as quantified by the intrinsic timescale. While short timescales are considered beneficial for fast responses to stimuli, long timescales facilitate information storage and integration. We quantified intrinsic timescales from spiking activity in the medial temporal lobe of humans. We found extended and highly diverse timescales ranging from tens to hundreds of milliseconds, though with no evidence for differences between subareas. Notably, however, timescales differed between sleep stages and were longest during slow wave sleep. This supports the hypothesis that intrinsic timescales are a central mechanism to tune networks to the requirements of different tasks and cognitive states.

Introduction

When processing language, navigating in space or performing actions, the brain must be able to integrate information over time. An illustrative example is language processing, as the beginning of a sentence must remain accessible in order to correctly understand its end. One mechanism to achieve such an integration is by means of the network activity. If a signal reverberates in the network activity for the required period of time, it remains accessible for later retrieval Jaeger (2001); Cramer et al. (2020). A direct approach to quantify how long a signal is maintained in the network activity has recently been introduced Murray et al. (2014); Wilting and Priesemann (2018). It measures the intrinsic timescale \( \tau \) of a brain area as the decay in the autocorrelation function of the local spiking activity. This decay, although measured from only a tiny subset of neurons, is nonetheless representative for the local circuit Wilting and Priesemann (2019b); Wilting et al. (2018). While long \( \tau \) imply that a signal persists in the system for a long period of time, short \( \tau \) imply less dependence on previous activity.

From a theoretical perspective, different intrinsic timescales are optimal for different functions. While short intrinsic timescales \( \tau \) are considered beneficial for fast responses to stimuli and fast forgetting, long \( \tau \) facilitate information storage and integration Cramer et al. (2020); Wilting et al.
Thus, it has been hypothesized that, depending on functional requirements, the intrinsic timescale varies both spatially (depending on the brain area) Murray et al. (2014); Wilting and Priesemann (2018); Hasson et al. (2008, 2015); Chaudhuri et al. (2015); Gao et al. (2020); Shafiei et al. (2020), and temporally (depending on the current task) Meisel et al. (2017); Cirillo et al. (2018); Wasmuht et al. (2018); Gao et al. (2020). These hypotheses have been investigated experimentally in different species, but results from spiking activity in humans are missing so far.

A spatial organization of intrinsic timescales along the sensory processing hierarchy has been suggested conceptually and found experimentally for several mammalian species Murray et al. (2014); Wilting et al. (2018); Hasson et al. (2008, 2015); Siegle et al. (2019); Chaudhuri et al. (2015); Gao et al. (2020): For example, spike recordings from macaque suggest a hierarchy of intrinsic timescales that is directly related to the functional hierarchy of information processing, with shorter timescales in sensory areas and longer timescales in prefrontal areas Murray et al. (2014). In line with this finding, intrinsic timescales from spike recordings from the mouse visual system were found to increase from thalamus to early and then higher cortical visual areas, suggesting a correlation with the anatomical hierarchy Rudelt et al. (2022). Together, these studies suggest that early or unimodal areas show short $\tau$ for fast processing, whereas higher, multimodal cortical areas show longer $\tau$ to facilitate integration of information Hasson et al. (2008); Murray et al. (2014); Chaudhuri et al. (2015); Hasson et al. (2015); Gao et al. (2020).

A temporal variation of timescales is supported by spike recordings from different mammals during task conditions, as well as during different vigilance states. Recordings from mouse frontal and parietal cortex revealed prolonged intrinsic timescales during REM sleep and shorter timescales during non-REM sleep Meisel et al. (2017). Furthermore, evidence from dorsal premotor cortex Cirillo et al. (2018) and lateral prefrontal cortex Wasmuht et al. (2018) of rhesus macaques during memory tasks suggest that the intrinsic timescale of individual neurons is related to the neuron's involvement in the task. In dorsal premotor cortex, neurons with longer timescales showed an increased spatial response coding in the delay period Cirillo et al. (2018). In lateral prefrontal cortex, neurons with short timescales were more involved at an early stage during memory encoding, while long-timescale neurons were more involved at a later stage, dominating coding in the delay period Wasmuht et al. (2018). Thus, it has been hypothesized that the brain is able to tune network timescales depending on the current functional requirements Wilting et al. (2018); Cramer et al. (2020); Cavanagh et al. (2020); Golesorkhi et al. (2021).

Despite vast evidence from spiking activity in non-human mammals, obtaining reliable estimates of $\tau$ for humans is hindered by the invasive procedure when recording spiking activity. Therefore, intrinsic timescales, or related measures, have only been inferred from fMRI Watanabe et al. (2019), EEG Watanabe et al. (2019); Zilio et al. (2021) and ECoG data Honey et al. (2012); Gao et al. (2020) in the past. Intrinsic timescales from fMRI data revealed longer timescales in frontal and parietal cortices and shorter timescales in sensorimotor, visual, and auditory areas Watanabe et al. (2019). Furthermore, intrinsic timescales differed between autism patients and healthy individuals Watanabe et al. (2019) and timescales obtained from ECoG data revealed differences between sensory regions and higher order regions Honey et al. (2012). Most recently, a hierarchy of intrinsic timescales along the anatomical hierarchy from sensory to association regions was confirmed in human ECoG data Gao et al. (2020). This comprehensive study further demonstrated a reduction of timescales with the age of the subject, and an increasing timescale in prefrontal cortex during working memory tasks. Lastly, human EEG data Zilio et al. (2021) showed differences in timescale-related measures depending on the vigilance state, suggesting that timescales are prolonged during sleep, with longest timescales during sleep stage N3.

While these findings from humans are qualitatively in line with findings from other mammalian species, the specific values of intrinsic timescales in humans are an order of magnitude smaller than the intrinsic timescales estimated from spiking activity of other mammals Murray et al. (2014); Wilting et al. (2018); Wasmuht et al. (2018); Cirillo et al. (2018). This may be caused by the fact that
human timescales were obtained from coarse data, and thus may not reflect the timescale of local spiking activity. Although Gao et al. (2020) found a significant correlation between timescales from spiking data and timescales from ECoG in macaque recordings, it remains to be assessed precisely to which extent these coarse values do indeed reflect the intrinsic timescale of local spiking activity.

Here, we quantified for the first time intrinsic timescales of spiking activity in humans. Using recordings from the medial temporal lobe of subjects with medically intractable focal epilepsy, we addressed three main questions:

1. How long are intrinsic timescales of spiking activity in humans and how do they compare to other species?
2. Do intrinsic timescales in humans change depending on the cognitive state, more specifically, depending on the vigilance state?
3. Do timescales in humans differ across different subregions of medial temporal lobe (MTL)?

To address these questions, we measured intrinsic timescales in spiking activity from 24 subjects with medically intractable focal epilepsy during rest. Recordings spanned different subregions of MTL, with depth electrodes placed in hippocampus, amygdala, parahippocampal cortex and entorhinal cortex. In addition, we recorded spiking data of six subjects during sleep, enabling a comparison of timescales across sleep stages including REM, N1, N2 and N3. Finally, we put our results into relation of previous analyses of timescales in different mammalian species and across brain areas.

Results

To quantify the intrinsic timescale $\tau$, we estimate the autocorrelation function (ACF) of the population activity $A_t$, where $A_t$ is calculated from time-binned spike times of either all recorded neurons in a hemisphere, or the neurons of a specific MTL subregion (Fig. 1). For activity that features even slight temporal correlations (such as commonly found in non-human mammalian species Murray et al. (2014); Wilting and Priesemann (2018, 2019b)) the ACF can decay exponentially, where the amplitude of the ACF reflects the degree to which the system was sampled Wilting and Priesemann (2018, 2019b).
We found that spiking activity in human MTL shows extended and highly diverse intrinsic timescales, with subjectID as random effect, we repeated our analysis on previously published spiking data (Fig. 4a) and compared with published estimates of \( \tau \) from different cortical areas in macaque \cite{Murray2009}. All mammalian timescales were between tens and hundreds of milliseconds, similar to the range we estimated in humans (Fig. 4a,b). Interestingly, we found that both, for macaque PFC and rat EC \( \tau \) was longer than in human MTL (\( \bar{\tau}_{\text{macaque}} = 215 \) ms, \( p \approx 0.0002 \), and \( \bar{\tau}_{\text{rat}} = 553 \) ms, \( p \approx 0.004 \); Mann Whitney-U test) and also differed between human EC and rat EC (median \( \bar{\tau}_{\text{EC, human}} = 47 \) ms, and \( \bar{\tau}_{\text{EC, rat}} = 553 \) ms; \( p \approx 0.004 \), Mann Whitney-U test). Although the different recording conditions hinder a rigorous quantitative comparison of the species, the results indicate that intrinsic timescales can not only differ depending on brain area and task, but may also vary between species.

**Discussion**

We found that spiking activity in human MTL shows extended and highly diverse intrinsic timescales, ranging from tens to hundreds of milliseconds. Across patients and cortical subregions, the timescales could be extracted reliably from the autocorrelation functions of spiking activity, because they were widely consistent with the expected exponential decay. Finding intrinsic timescales in this range is in line with results on various mammalian species \cite{Murray2014, Wasmuht2018, Wilting2019, Cirillo2018}, suggesting a functional advantage of maintaining signals in the network activity for extended periods of time.
Figure 2. Intrinsic timescales $\tau$ are longest during slow wave sleep. a Example trace of recorded sleep stages of one subject. For each of the six subjects, we analyzed one hour of sleep. b All autocorrelation functions (ACF) of spiking activity in different sleep stages (REM, N1, N2, N3). While ACFs during REM sleep tend to decay rapidly, ACFs during sleep stage N3 exhibit a slower decay, i.e. spiking activity is correlated across a longer period of time. Black lines show averages across all ACFs. c Intrinsic timescales $\tau$ differ between sleep stages (mixed effect ANOVA with subjectID as random effect, $p<10^{-4}$). In particular, activity in sleep stage N3 (slow wave sleep) shows longer intrinsic timescales than activity in sleep stages N2, N1 and REM. Annotated values show uncorrected $p$-values for pairwise comparisons (pairwise mixed effect ANOVA with subjectID as random effect, $\alpha = 0.05/6 \approx 8 \cdot 10^{-3}$ required after Bonferroni correction). Numbers in brackets indicate the number of 90 seconds recording segments in the respective sleep stage. Median and 95% confidence intervals are annotated in red. d Results displayed for each individual patient. For less than 6 recording segments, we only show the observed as dots, not the distribution.

Intrinsic timescales during slow wave sleep were longer than during other vigilance states. This supports the notion that intrinsic timescales are not a static network property, but can vary depending on the cognitive state or task requirements. Our finding is consistent with that from earlier analyses on human LFP recordings in MTL Priesemann et al. (2013). In that study, neuronal avalanches were found to be larger in SWS than in REM, indicating longer intrinsic timescales Witting and Priesemann (2019b). Similarly, longer timescales have been also found in human EEG recordings during sleep compared to the awake state Zilio et al. (2021). These longer timescales and larger avalanches may facilitate integration of information across brain areas and hence support memory consolidation in deep sleep Rasch and Born (2013). However, our findings differs from a previous study that found a disruption of long timescales during non-REM sleep (N1, N2, N3) in rat frontal and parietal cortex Meisel et al. (2017). A possible reason is that the recordings
Figure 3. No significant difference between intrinsic timescales $\tilde{\tau}$ across subregions of human medial temporal lobe (MTL). a Examples of autocorrelation functions (ACFs) of spiking activity in hippocampus (H), amygdala (A), parahippocampal cortex (PHC) and entorhinal cortex (EC). The ACF typically decays exponentially, but $\tilde{\tau}$ is highly diverse within each subregion. The plot shows two exemplary ACFs per subregion. For all ACFs, see Fig. 6. b The intrinsic timescales $\tilde{\tau}$ do not differ significantly across subregions (mixed effect ANOVA on the log-transformed timescales with subjectID as random effect, $F = 0.62$, $p = 0.994$). Numbers in brackets indicate number of recordings in the respective subregion. Median and 95% confidence intervals are annotated in red.

Figure 4. Intrinsic timescales across different mammals. a Using our analysis methodology, $\tilde{\tau}$ estimated for human MTL during rest, rat hippocampus (H) during foraging, and macaque prefrontal cortex (PFC) during a working memory task. Numbers in brackets indicate the respective number of analyzed recordings and Figs. 6 and 7 show the individual fits. b Timescales of various cortical areas of macaque Murray et al. (2014), measured and reported by Murray et al. Murray et al. (2014). were obtained from different species, as well as different brain areas.

While our results support the notion of a state-dependent tuning of intrinsic timescales, we found no evidence for a spatial difference across subregions of MTL. This could be explained by the fact that all analyzed subregions were within MTL, high in the hierarchy of information processing. Systematic differences, if present, are therefore likely to be smaller than the differences between sensory areas (low-level) and prefrontal areas (high-level), which have been observed in previous studies Murray et al. (2014); Hasson et al. (2008). Therefore, our results do not contradict the existing studies that suggest a hierarchy of timescales.

Compared to macaque prefrontal cortex and rat hippocampus, timescales in human MTL were comparatively short (medians $\tilde{\tau}_{\text{human}} = 54$ ms, $\tilde{\tau}_{\text{macaque}} = 215$ ms, $\tilde{\tau}_{\text{rat}} = 553$ ms). This might reflect a general difference between the species, but it might also be related to different recording conditions and cognitive states. The comparatively short timescales in humans may e.g. reflect that they were recorded at rest, whereas most of the recordings in other species were performed in a task context (memory or foraging tasks). Moreover, human recordings were obtained from epilepsy patients, who typically receive anti-epileptic drugs. In most cases, these drugs reduce the excitability of neurons and might induce more subcritical dynamics, corresponding to shorter
intrinsic timescales Meisel et al. (2015); Meisel (2019).

Although we evaluated seizure-free activity only, dynamics were likely affected by medication and epilepsy, which could limit the generalizability of our findings to healthy humans. Excluding data from the ipsilateral hemisphere of patients with identified seizure onset zone reduces the observed differences between sleep stages (see Fig 5). Although this may be caused by the mere reduction in recording numbers, and the resulting higher uncertainty of ensemble averages, it cannot be excluded that the increased timescale during N3 is related to or caused by epilepsy.

In principle, estimating the intrinsic timescale $\tau$ from spiking activity is straight-forward, but the technical details across different studies differ. Our analysis relied on the population activity, measuring the autocorrelation function of all spikes that were recorded in a specific brain area. Alternatively, one can separately evaluate the ACF of each single neuron Wasmuht et al. (2018); Cirillo et al. (2018) and subsequently average over all neurons to obtain an estimate for the population Murray et al. (2014); Cirillo et al. (2018). Furthermore, time can be discretized (binned) at around 4 ms Wilting and Priesemann (2019b), reflecting the time of causal spike propagation, or at around 50 ms Murray et al. (2014); Cirillo et al. (2018). Likewise, the intrinsic timescales obtained from coarse-sampled-data, like LFP, EEG or fMRI signals, might not be directly comparable (e.g. Gao et al. (2020)) because of the additional filtering and spatial averaging. Such coarse-graining is known to heavily affect other dynamical measures Neto et al. (2020). All these choices may influence the absolute values of the intrinsic timescale that are obtained.

The diverse intrinsic timescales we observed might reflect various mechanisms. They might reflect cellular or synaptic dynamics of individual neurons, the statistics of the external input, or they may arise as an emergent network property Huang and Doiron (2017). However, from observations alone, these causes are difficult to distinguish. For example, long timescales can be generated on the single-neuron level by spike-rate adaptation or facilitation, mediated e.g. by the slow dynamics of calcium and the vesicle cycle. Alternatively, on the level of the input, signals from the external world clearly show temporal structure (including long timescales), which might be reflected in the measured timescale. On the network level, recurrent excitatory connections are decisive for signals to reverberate in the network, giving rise to long intrinsic timescales Wilting and Priesemann (2019b); Cramer et al. (2020). This mechanism is harnessed in artificial networks for information integration Maass et al. (2002); Jaeger (2001); Loidolt et al. (2020); Cramer et al. (2020). Finding such long intrinsic timescales in high cortical areas, far from the sensory input, could indicate that they are not actively cancelled across the hierarchy, but are maintained or even prolonged, which stresses their role for information processing.

Overall, these first measurements of intrinsic timescales of spiking activity in humans support the notion that intrinsic timescales are not a static, homogeneous network property. They are highly diverse within cortical areas, and apparently change with sleep stages, demonstrating that timescales can vary systematically depending on the cognitive state.

Methods

Acquisition and pre-processing of intracranial recordings

We analyzed intracranial recordings from $n = 24$ patients with medically intractable focal epilepsy. The data was recorded at the Department of Epileptology at the University of Bonn Medical Center. For pre-surgical evaluation, patients were implanted with depth electrodes in different regions of the medial temporal lobe, including hippocampus (H), amygdala (A), parahippocampal cortex (PHC) and entorhinal cortex (EC). Three electrodes were placed in hippocampus and one electrode in each of the other subregions. The location of microwires was verified using post-implantation CT scans co-registered to pre-implantation MRI scans. All wire bundles were confirmed to be located in the designated target regions in each patient. Each electrode contained 8 microwires,

\footnote{The dataset is partially equal to the dataset used in Hagemann et al. (2021). Therefore, the methods sections partially overlap.}
with which single-unit recordings could be performed. All patients had given written informed consent to participate in this study, which was approved by the Medical Institutional Review Board in Bonn. Recordings were performed continuously for pre-surgical monitoring for a typical duration of 7-14 days. Data was sampled at 32 kHz and filtered between 0.1 and 9000 Hz. Spike sorting was performed using the Combinato package Niediek et al. (2016), using the standard parameters proposed by the authors. Sorted units were classified manually as single units, multi-units, or artifacts, using the Combinato GUI Niediek et al. (2016). The main classification criterion for putative units was the signal's shape, but also the amplitude and distribution of inter-spike-intervals, which allows excluding artifacts due to e.g. supply voltage. For further analysis, we only used spikes of identified single units and excluded artifacts and multi-units. Thereby, we minimized the number of artifacts, which can potentially impact subsequent analyses (multi-units typically contain more artifacts than identified single units). We analyzed two different datasets:

**Dataset 1: Awake 10-minute recordings from \( n = 20 \) patients.** For each of the patients, we analyzed one 10-minute reference recording, obtained in a seizure-free interval after the surgery, as well as several pre-ictal recordings, spanning 10 minutes prior to seizure onset. Table 1 summarizes the analyzed patients and recordings.

**Dataset 2: 1-hour sleep recordings from \( n = 6 \) patients.** We analyzed a total of 6 hours sleep from \( n = 6 \) patients. For each patient, one hour of sleep was recorded and the sleep stage was classified to rapid eye movement sleep (REM), and sleep stages N1, N2, N3. Sleep staging was performed for each patient on the entire night of sleep by an experienced rater based on surface EEG (C3, C4, Cb1, Cb2, F3, F4, O1, O2), EOG as well as chin EMG. Table 2 summarizes the analyzed patients and recordings.

Definition of the activity \( A_t \)

The activity \( A_t \) is defined as the number of active neurons in discrete time bins \( \delta t \). Implanted depth electrodes can, however, only record a tiny fraction of all neurons, and hence one only observes a subset of the activity \( A_t \). In general, such spatial subsampling can lead to strong biases in inferred system properties Priesemann et al. (2009, 2014); Levina and Priesemann (2017); Wilting and Priesemann (2019a). The intrinsic timescale \( \tau \), however, is invariant under spatial subsampling Wilting and Priesemann (2018).

In the following, we thus also denote the sampled activity by \( A_t \). It is defined as the number of sampled active neurons at time \( t \). To obtain \( A_t \) from recorded spike times, all spikes recorded in one brain area are pooled and binned to \( \delta t = 4 \) ms time bins. The time step \( \delta t \) was chosen to reflect the typical propagation time of spikes between neurons.

Definition of the autocorrelation

Given the recorded activity \( A_t \), we define the autocorrelation at time lag \( \Delta t \) as

\[
C(\Delta t) = \frac{\text{Cov}[A_t, A_{t+\Delta t}]}{\text{Var}[A_t]} = \frac{\sum_{t=0}^{T-\Delta t} (A_t - \bar{A}_t)(A_{t+\Delta t} - \bar{A}_{t+\Delta t})}{\sum_{t=0}^{T-\Delta t} (A_t - \bar{A}_t)^2}, \tag{1}
\]

where \( \bar{A}_t \) and \( \bar{A}_{t+\Delta t} \) denote the mean activity of the original and the delayed time series, respectively, and \( T \) the duration of the recording. This definition of the autocorrelation function \( C(\Delta t) \) is equivalent to the standard definition of the Pearson correlation coefficient \( \rho_{A_t, A_{t+\Delta t}} = \frac{\text{Cov}[A_t, A_{t+\Delta t}]}{\sigma_{A_t} \sigma_{A_{t+\Delta t}}} \), with standard deviations \( \sigma_{A_t}, \sigma_{A_{t+\Delta t}} \) as long as \( \{A_t\}_{t=0}^{T} \) is a stationary process and thereby \( \sigma_{A_t} = \sigma_{A_{t+\Delta t}} \).
Estimation of the intrinsic timescale
The intrinsic timescale $\tau$ is defined as the decay time of the autocorrelation function $C(\Delta t)$ of spiking activity. It can therefore be estimated by fitting an exponential decay

$$f(\Delta t) = A \exp(-\Delta t/\tau) + B \quad (2)$$

to the measured autocorrelation $C(\Delta t)$. The additional offset $B$ in the fit function $f(\Delta t)$ accounts for contributions with long timescales that do not decay substantially within the recording time, and it compensates for small non-stationarities in $A$. Murray et al. (2014).

In total, given the activity $A_t$, estimation is performed in two steps Wilting and Priesemann (2018):

1. Compute the autocorrelation function $C(\Delta t)$ for different time delays $\Delta t$. (equation 1).
2. Fit an exponential decay $f(\Delta t) = A \exp(-\Delta t/\hat{\tau}) + B$ to the autocorrelation function to obtain an estimate for the intrinsic timescale $\tau$.

All analyses were performed using the Python toolbox of the MR estimator Spitzner et al. (2021). For human recordings, we used time delays $\Delta t \in [4 \text{ ms}, 1600 \text{ ms}]$, which is on the order of several autocorrelation times of our data. Confidence intervals of estimates for single recordings were obtained via a block bootstrap procedure: recordings were divided into segments of 20 s length and estimation was performed on random subsets of segments (see stationarymean method in Spitzner et al. (2021)).

Exclusion criteria for intrinsic timescale estimation
For the reliable estimation of the intrinsic timescale, the autocorrelation $C(\Delta t)$ must be consistent with an exponential decay. Furthermore, reliable estimation requires a minimum number of recorded spikes because the variance in estimates increases with decreasing number of non-zero activity entries Wilting and Priesemann (2018). To ensure that a given time series fulfills the requirements for reliable estimation, we implemented three consistency checks:

1. Number of non-zero time bins must be at least $n_{A_{t \neq 0}} = 1000$.
2. Estimated timescales must be larger than a single time bin, i.e. $\hat{\tau} > \delta t$.
3. The exponential decay must fit the autocorrelation better than a linear function $f(\Delta t) = A \cdot \Delta t + b$, as measured by the adjusted $R^2$ of both fits.

If a recording was not consistent with either of these requirements, it was excluded from the analysis.

Comparison with other species
To compare the results from human MTL with other species, we re-evaluated in vivo spiking activity from macaque prefrontal cortex during a short-term memory task ($n = 12$ recordings from $n = 3$ macaques Pipa et al. (2009)), and rat CA1 of the right dorsal hippocampus during a foraging task ($n = 8$ recordings from $n = 3$ rats Mizuseki K (2009); Mizuseki et al. (2009)).

The recordings from rats were obtained from the CRCNS data sharing website. The rat experimental protocols were approved by the Institutional Animal Care and Use Committee of Rutgers University Mizuseki K (2009); Mizuseki et al. (2009). The macaque experiments were performed according to the German Law for the Protection of Experimental Animals, and were approved by the Regierungspräsidium Darmstadt Pipa et al. (2009). The procedures also conformed to the regulations issued by the NIH and the Society for Neuroscience Pipa et al. (2009). For all spike recordings, we used a bin size $\delta t = 4$ ms. The maximum time delay $\Delta t_{\text{max}}$ of the autocorrelation function was chosen separately for each species, assuring that $\Delta t_{\text{max}}$ was always in the order of multiple intrinsic network timescales ($\Delta t_{\text{max}}^{(\text{macaque})} = 2000$ ms, $\Delta t_{\text{max}}^{(\text{rat})} = 3200$ ms).

We compared intrinsic timescales of humans to those of rat and macaque using the Mann-Whitney-U test. The published intrinsic timescales of the different areas in macaque Murray et al. (2014) were obtained from the table provided in the paper.
Comparison of sleep stages
For each patient, we analyzed one hour of sleep, where each 30-second-segment had been assigned a sleep stage. To obtain recordings of equal and sufficient length, we estimated intrinsic timescales $\hat{\tau}$ on blocks of three subsequent 30-second-segments that have been classified to the same sleep stage. This corresponds to recording segments of 90 seconds.
Intrinsic timescales of different sleep stages were compared using a mixed effect ANOVA with subjectID as random effect. As the distribution of $\hat{\tau}$ was not consistent with a normal distribution, but rather resembled a lognormal distribution, we performed the ANOVAs on the log-transformed timescales. Specifically, we used the python interface `pymer4 Jolly (2018)` to the R-function `lmer Bates et al. (2014)`, with model specification $\log \hat{\tau} \sim \text{sleepstage} + (1|\text{subjectID})$.

Comparison of brain areas
Intracranial recordings span hippocampus (H), amygdala (A), parahippocampal cortex (PHC) and entorhinal cortex (EC). To compare intrinsic timescales of the subregions, all spikes recorded in one subregion were combined and binned, yielding the activity in the respective subregion. Intrinsic timescales were estimated separately for each recording and subregion. Intrinsic timescales of different subregions were compared using using a mixed effect ANOVA with subjectID as random effect, using the log-transformed timescales. Specifically, we again used the python interface `pymer4 Jolly (2018)` to the R-function `lmer Bates et al. (2014)`, with model specification $\log \hat{\tau} \sim \text{subregion} + (1|\text{subjectID})$. 
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| subject ID | number of recordings | brain regions |
|------------|----------------------|---------------|
| 1          | 4                    | A, EC, PHC    |
| 2          | 2                    | H, EC         |
| 3          | 3                    | H, A, PHC     |
| 4          | 5                    | H, A, EC, PHC |
| 5          | 3                    | H, A, PHC     |
| 6          | 3                    | H, A, EC, PHC |
| 7          | 2                    | H, A, EC, PHC |
| 8          | 1                    | H, A, EC      |
| 9          | 4                    | H, A, EC, PHC |
| 10         | 4                    | H, A, EC, PHC |
| 11         | 4                    | H, A          |
| 12         | 9                    | H, A, EC, PHC |
| 13         | 6                    | H, A, EC, PHC |
| 14         | 4                    | H, A          |
| 15         | 7                    | H, A, EC, PHC |
| 16         | 1                    | H             |
| 17         | 4                    | H, A, EC, PHC |
| 18         | 9                    | H, A, PHC     |
| 19         | 4                    | A, PHC        |
| 20         | 26                   | H, A, PHC     |

Table 1. Dataset 1: Intracranial, seizure-free recordings from subjects with medically intractable epilepsy. Recordings span different subregions of MTL, including hippocampus (H), amygdala (A), parahippocampal cortex (PHC) and entorhinal cortex (EC). When available, we evaluated recorded spikes from both hemispheres. For the comparison of subareas, spikes were binned separately for each subregion. Note, that some subregions are missing in several subjects, which indicates that too few spikes could be extracted from the respective electrodes. Patient numbers were re-assigned continuously as compared to the original dataset. Dataset provided by the Department of Epileptology in Bonn.

| patient ID | evaluated hemisphere | wake stage N1 | REM stage N2 | stage N3 |
|------------|----------------------|---------------|--------------|----------|
| S1         | both                 | 8             | 20           | 10       | 6        | 14       |
| S2         | both                 | 0             | 4            | 6        | 22       | 22       |
| S3         | both                 | 0             | 19           | 10       | 2        | 40       |
| S4         | both                 | 0             | 6            | 5        | 10       | 44       |
| S5         | right                | 0             | 2            | 2        | 7        | 25       |
| S6         | both                 | 0             | 4            | 5        | 16       | 14       |

Table 2. Dataset 2: Intracranial sleep recordings from epilepsy patients. Recordings span different subregions of MTL, including hippocampus (H), amygdala (A), parahippocampal cortex (PHC) and entorhinal cortex (EC). Patient numbers were re-assigned continuously as compared to the original dataset. Two patients are also in dataset 1 (table 1): patient S2 is equal to patient 15; patient S5 is equal to patient 20. When available, we evaluated recorded spikes from both hemispheres. Numbers refer to the number of 90 s recording segments in the respective sleep stage. Dataset provided by the Department of Epileptology in Bonn.
Figure 5. Main analyses excluding the data obtained from the ipsilateral hemispheres of the subjects. a Distribution of estimated intrinsic timescales in human MTL. Median $\bar{\tau}_{\text{human}} = 49$ ms, compared to $\bar{\tau}_{\text{human}} = 54$ ms when including all recordings. b Comparison of intrinsic timescales across sleep stages. Compared to the overall finding (Fig. 2), the difference between sleep stages is reduced in this subset of the data. c Comparison of intrinsic timescales across subregions of MTL (overall finding in Fig. 3). Annotated values in b, c show uncorrected $p$-values for pairwise comparisons (pairwise mixed effect ANOVA with subjectID as random effect, $\alpha = 0.05/6 \approx 8 \times 10^{-3}$ required after Bonferroni correction).

Figure 6. Overview of all autocorrelation functions (ACF) of spiking activity in different subregions of human MTL. ACFs are widely consistent with exponential decays. Even within the individual subregions, the rate of decay, which defines the intrinsic timescale $\tau$ is highly diverse.
Figure 7. Autocorrelation functions (ACF) and fits of spiking activity in different species. a Recordings from macaque prefrontal cortex Pipa et al. (2009). b Recordings from rat hippocampus Mizuseki K (2009); Mizuseki et al. (2009). Note that rat EC shows clear theta-oscillations in addition to the exponential decay.
Figure 8. Autocorrelation functions (ACF) and fits of spiking activity in human MTL, subjects 1-6. When available, both hemispheres are shown, where plots in the same position belong to simultaneous recordings. Missing values plots indicate that too few spikes were registered, and red annotations show that a recording was excluded from further analysis based on one of the exclusion criteria.
Figure 9. Autocorrelation functions (ACF) and fits of spiking activity in human MTL, subjects 7-11. When available, both hemispheres are shown, where plots in the same position belong to simultaneous recordings. Missing values plots indicate that too few spikes were registered, and red annotations show that a recording was excluded from further analysis based on one of the exclusion criteria.
Figure 10. Autocorrelation functions (ACF) and fits of spiking activity in human MTL, subjects 12-15. When available, both hemispheres are shown, where plots in the same position belong to simultaneous recordings. Missing values plots indicate that too few spikes were registered, and red annotations show that a recording was excluded from further analysis based on one of the exclusion criteria.
| Subject 16 | Subject 17 | Subject 18 | Subject 19 |
|-----------|-----------|-----------|-----------|
| ![Figure 1](image1.png) | ![Figure 2](image2.png) | ![Figure 3](image3.png) | ![Figure 4](image4.png) |

**Figure 11.** Autocorrelation functions (ACF) and fits of spiking activity in human MTL, subjects 16-19. When available, both hemispheres are shown, where plots in the same position belong to simultaneous recordings. Missing values plots indicate that too few spikes were registered, and red annotations show that a recording was excluded from further analysis based on one of the exclusion criteria.
Figure 12. Autocorrelation functions (ACF) and fits of spiking activity in human MTL, subjects 20. When available, both hemispheres are shown, where plots in the same position belong to simultaneous recordings. Missing values plots indicate that too few spikes were registered, and red annotations show that a recording was excluded from further analysis based on one of the exclusion criteria.