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Abstract

Compared with word-level and sentence-level convolutional neural networks (ConvNets), the character-level ConvNets has a better applicability for misspellings and typos input. Due to this, recent researches for text classification mainly focus on character-level ConvNets. However, while the majority of these researches employ English corpus for the character-level text classification, few researches have been done using Chinese corpus. This research hopes to bridge this gap, exploring character-level ConvNets for Chinese corpus test classification. We have constructed a large-scale Chinese dataset, and the result shows that character-level ConvNets works better on Chinese character dataset than its corresponding pinyin format dataset, which is the general solution in previous researches. This is the first time that character-level ConvNets has been applied to Chinese character dataset for text classification problem.
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Chapter 1

Introduction

1.1 Background

Natural language processing (NLP) is the field in which through analysing data, the machine can extract information from contexts and represent the input information in a different way[6]. Generally speaking, NLP involves the following three tasks. Part-Of-Speech tagging (POS), such as text or image classification, to classify the data with different categories; Chunking (CHUNK), to label the segment of a given sentence by using syntactic and semantic relations; and Named Entity Recognition (NER), to tag named entities in text[5]. These tasks are varied, ranging from character-level to word-level and even to sentence-level. Nevertheless, they have the same purpose of finding out the hierarchical representations of the context[6].

One of the classic tasks for NLP is text classification, also known as document classification[4]. This task aims to assign a pre-defined label to the document. Usually, two stages are involved in the process which are feature extraction and labels classification. In the first stage, some particular word combinations such as bigram, trigram, term frequency, and inverse document frequency of the phrase can be used as features.[5] Take BBC sports website for example, in its content, there are many specific Premier League team names, which can serve as corresponding features for the following classification. These features can then, in the second stage, help to maximise the accuracy of the task.
1.2 Previous solutions

A common approach to text classification is to use Bag of Words[8], N-gram[2], and their term frequency-inverse document frequency (TF-IDF)[33] as features, and traditional models such as SVM[14], Naive Bayes[25] as classifiers. However, recently, many researchers[41][5][16][6], using deep learning model, particularly the convolutional neural networks (ConvNets), have made significant progress in computer vision[9] and speech recognition[1]. ConvNets, originally invented by LeCun[20] for computer vision, refers to the model that uses convolution kernels to extract local features. Analyses have shown that ConvNets is effective for NLP tasks[40][30], and the convolution filter can be utilised in the feature extraction stages. Compared with the model listed above, ConvNets, when applied to text classification has shown rather competitive results[41][5][16][6]. The theory behind is quite similar to that of computer vision and speech recognition task. During the process in the convolutional layers, convolutional kernels would first treat the input text as a 1D-image. Then by using a fixed size convolution kernel, it can extract the most significant word combination such as the English Premier League in the sports topics. After hierarchical representations of the context are constructed, these features are then fed into a max-pooling layer for feature extraction, and the output result can represent the most important feature on this topic. In other words, the 1D-ConvNets can be regarded as a high-level N-grams feature classifier. With the help of ConvNets, we can classify the unlabelled document without using syntactic or semantic structures of a particular language. This is unusual in most of the large-scale dataset. Also, since the ConvNets method can handle the misspelling problem, it works well for user-generated data[41].

Recent approach of using ConvNets on text classification mainly works at the word-level [5] [16]. In Kim’s research, he found that pre-trained words embedding could gain a slight improvement on performances. Also, the multi-channel model allows the randomly initialised tokens to learn more accurate representations during the task. When different regularisers are applied, dropout layer proved to work well in the task, increasing by 4% in relative performance. Although this
1.3 Research problems

In this area, some research problems remain. Firstly, when word-level ConvNets is applied in the classification task, the words sharing a common root, prefix or suffix tend to be treated as separate words. For instance, the words “surprise” and “surprisingly” are treated as two words without any relation in the model, which is counterintuitive. Secondly, the dimension of the input layer is related to the dictionary of the words. Due to the common root issue, the dimension up to 6,000 may lead to a sparse problem, which will significantly influence the performance. Thirdly, the words which are not presented in the training set will be marked as out-of-vocabulary words (OOV) and then simply replaced with a blank character. This problem frequently occurs in our test corpus, which may lead to serious consequences. Also, since some of the classification datasets are postings directly collected from the social network, these corpora are mixed with typos and abbreviations. This may diminish the classification accuracy of the task.[37]

In the last few years, many researchers found that it is also likely to train a ConvNets at the character-level[41][37][6]. The researchers still used one-hot or one-of-m encoding, and the vectors are transformed from the raw character to the dense vectors. Kim used a character sequence as an input in his language model[17], and Dhingra applied this idea to predict the hashtags[7]. The character-level ConvNets can avoid the problems as mentioned earlier from word-level. Firstly, since the units in the model are now the character, we can prevent the problem that some words sharing the same prefix or suffix do not show any relations. Secondly, the dictionary of character-level ConvNets are the size of the alphabet plus some symbols, and the dimension is around 70 in most of the character-level model. Due to this small dimension, the sparse problem can now be solved. Thirdly, since the choice of the alphabet is the same in both the training set and the test set, no more OOV appears in the test dataset. A significant improvement can be observed in which the model can better handle the typos with fewer parameters.

1.3 Research problems

In this area, some research problems remain.
1.3. Research problems

| Types                  | Character-level text |
|------------------------|----------------------|
| English                | Hello                |
| Chinese Character      | 你好                 |
| pinyin format A        | nǐ hǎo               |
| pinyin format B        | ni3 ha3o             |

**Figure 1.1:** The relation between Chinese character and its pinyin format. Listed in the figure are two types of pinyin encoding format A and B. Type A combines the tone and character, while type B separate the tone and character.

First of all, after a thorough search of relevant literature, it seems that no researchers have yet applied the character-level convolutional network to the Chinese character. Only some of the NLP tasks are based on pinyin encoding. Pinyin input is one of the most popular forms of text input in the Chinese language[3]. This method represents the Chinese characters in an alphabetic way according to its pronunciation (See Figure 1.1). Previous researchers such as Mathew used pinyin format dataset as input to detect spam in mobile text message[24] and Liu, similarly, using pinyin format dataset for feature selection[23], proved that pinyin format dataset could be utilised as an efficient method to solve the NLP problems. Unlike the English language, there is no gap between the characters in the Chinese language. However, the word segmentation still plays a significant role in understanding the sentence meaning.

Secondly, how can the Chinese corpus gain benefit from the ConvNets when not only the pinyin encoding but also the Chinese character lack language root? As we observed, the previous datasets mainly involve English corpus, language roots such as prefix and suffix are indicated to contribute to ConvNets’s ability to solve the typo problem in NLP.
1.4. Contribution

Thirdly, the information compression among pinyin format, Chinese characters, and English may lead to different performances. For example, in the Chinese language, there are only 406 syllable combinations can be found in pinyin format representation among more than 6,000 commonly used Chinese characters, which means that some information is compressed during the transforming[3]. Another example is between English and Chinese, Twitter and Weibo, two popular online social networks, have a 140-word limit for each posting. However, since two different language systems, Roman alphabet and Chinese character alphabet, are mainly used respectively on Twitter and Weibo. Twitter can only provide titles and short web links while Weibo can afford more detailed information. Moreover, since more than 100 possibilities of word or character choice are available for the same pronunciation, it remains unclear whether the ConvNets can gain a representation from pinyin dataset in text classification task.

The tasks are yet to be solved due to the lack of large-scale Chinese character dataset, and we believe that by concentrating on the following three parts, we can solve these tasks. Firstly, we will compare our proposed model with previous models on the pinyin format dataset. In this particular task, pinyin encoding on text classification task, we will find out the most important factors according to different experiments such as various depth and choice of alphabet. Secondly, the neural network model often requires a large-scale dataset so that the model can better extract features for classifying. To solve the problem of missing Chinese character dataset, an entirely new Chinese character dataset and its corresponding pinyin encoding dataset will be constructed. Finally, we will evaluate our models on these two datasets to find out the better solution.

1.4 Contribution

Firstly, this thesis applies the character-level convolutional neural network to Chinese character dataset, which is rarely researched in this NLP area. The result shows that Chinese character dataset has generated a better result than its corresponding pinyin encoding. Secondly, we have reached the state-of-the-art in this specific task
among all the other narrow character-level convolutional neural network. Besides, we are the first one who constructed a large-scale Chinese character dataset. Moreover, we have extended the pinyin format that reached millions level compared with the previous one.

1.5 Structure

In this chapter, we have provided some background information concerning natural language processing, deep learning models, and Chinese language. Also, we have outlined the research questions and fundamental information about our model. Following this, Chapter 2 discusses and compares related work of text classification. Then in Chapter 3, we describe the architecture of our model. Next, in Chapter 4, we show the details of experimental results and hyper-parameter settings during the process. We also introduce our latest constructed datasets. After this, some observation is discussed. Finally, in Chapter 5, we conclude the work that has been done so far and forecast the future directions.
Chapter 2

Related work

| Authors  | Model               | Pros                     | Cons                        |
|----------|---------------------|--------------------------|-----------------------------|
| Harris   | Bag of Words        | Easy to understand       | High-dimensional sparse     |
| William  | N-gram              | Accurate                 | High-dimensional sparse     |
| Armand   | Bag of Tricks       | Fast and simple          | Comparable result           |
| Hiyori   | Graph Boosting      | Graph representation     | Complicated structure       |
| Zhang    | CNN                 | Construct large-scale dataset | Too many parameters       |
| Xiao     | CNN + BiLSTM        | Combined different models | Complicated structure       |
| Conneau  | CNN                 | Very Deep layers         | Time-consuming              |

Table 2.1: The comparison between different related work models.

In terms of text classification, various researchers employ different algorithms. These approaches follow the same scheme, which is feature extraction followed by classification. Traditional models include SVM [14], Naive Bayes [25], Bag of Words [8], N-gram[2], and their TF-IDF [33] version. In previous researches, these algorithms have been evaluated, and most of them provide a competitive result.

2.1 Traditional models

2.1.1 Bag of Words

The early references of Bag of Words concept can be found in “Distributional structure” by Harris. This model uses the counts of the most common words that appear in the training set as the feature[8]. This model can classify the topics with the help of these keywords. For example, the three keywords “Dow” “Jones” “Indexes” may have a much more frequent appearance in the articles of the stock topic than sports
2.1. Traditional models

2.1.1 Bag of Words

Topic. However, since some of the words appear in each of these topics, this may influence the result. That is why the TF-IDF version Bag of Words add one extra feature, the inverse document frequency, to diminish this influences. This model is also based on the word-level, which means many words that share the same word stem but not the same count. In some way, by using the stemming technique, we can avoid this problem, yet not all the words containing same word stem have approximative meaning, which may lead to another problem. The result in Zhang’s paper[41] shows that Bag of Words model and its TF-IDF version can achieve great performances in most of the tasks.

2.1.2 N-gram

The N-gram model in text classification task can be seen as an extension of the Bag of Word model[2]. An N-gram model is commonly used in the language model. Unlike the Bag of Word model above, the N-gram model uses the most frequent N-continuous word combinations selected from the dataset as the features. For instance, the model would calculate the appearance of word combination “Dow Jones Indexes” in all of the topics before applying the predefined class that ranks the most. TF-IDF version also adds the inverse document frequency to avoid the common words problem. This model is widely used in NLP area because of its trait, simplicity, and scalability. Zhang’s result shows that N-gram model achieved excellent performances in the small dataset, especially the TF-IDF version, ranking the first in three of the dataset.

2.1.3 Bag of tricks

Bag of tricks is a straightforward and efficient approach for text classification. This algorithm can train the model in no more than ten minutes on one billion words, and classify a large number of datasets among millions of classes within a minute[15]. It is one of the greatest models so far as a traditional model in this area. In one hand, this model can be trained in a fast speed. On the other hand, the result is quite close compared with the state-of-the-art that using character-level ConvNets.
2.2. Neural Network models

There is also a large amount of research using deep learning methods to solve the text classification problem.

2.2.1 Recrusive Neural Network

A recursive neural network often comes with a parser. In Socher’s[32] work, a parse tree is being used in the feature extraction stage. However, most of the dataset will not come with a parser, which means this kind of model is not general enough. As we observed, no related models are being released these two years.

2.2.2 Recurrent Neural Network

A recurrent neural network is like a particular recursive neural network. This model brings in the data sequentially, mostly from left to right, sometimes it may be bidirectional. Liu [22] solved the sentiment analytics task using this model. An embedding layer followed by a recurrent layer is used to extract feature and then fed into the classification layer.

2.2.3 Convolutional Neural Network

Research has also shown that ConvNets is effective for NLP tasks [5][4], and the convolutional filter can be utilised in the feature extraction stages.

Kim was one of the earliest researchers who used convolutional neural networks (ConvNets) for sentence classification[16].

In this paper, Kim[16] proposed a word-level shallow neural network with one convolutional layer using multiple widths and filters followed by a max-pooling layer over time. The fully-connected layer with drop-out layer can then combine...
2.2. **Neural Network models**

features and send to the output layer. The word vectors in this model were initialised using the publicly available word2vec, which was trained on 100 billion words from Google News[26]. The comparison between several variants and traditional models applied on six datasets are reported in this paper, they are movie reviews with one sentence per review [28], TREC question dataset [21], a dataset for classifying the sentence whether subjective or objective[28], customer reviews of various products [12], opinion polarity detection subtask of the MPQA dataset [36], in particular, Stanford Sentiment Treebank [32]. The classes of those datasets are between two to six, and the dataset size is from 3,775 to 11,855. Kim selected the stochastic gradient descent (SGD) and Ada-delta update rule[39] for his model.

The paper shows that the unsupervised pre-training of word vectors is an important part of word-level ConvNets for NLP. Also, the temporal k-max pooling layer can capture and provide much more capacity because of the multiple filter widths and feature maps. Finally, dropout layer proved to be a good regulariser that adds performance. However, there are still some ways to explore. Only one convolutional layer was constructed in this ConvNets, while the trend in computer vision where significant improvements have been reported using much deeper networks, 19 layers[31], or even up to 152 layers[9]. Also, due to the small size of the dataset, the word-level ConvNets for NLP is yet to prove.

Zhang was the first one who proposed an entirely character-level convolutional networks for text classification[41].

There are two different ConvNets illustrated in this paper and the difference between them is the feature map size. Both of their depth are eight, consists of six convolutional layers and two fully-connected layers. The pooling layers follow the convolutional layers. Convolutional kernels of size seven are used in the first two layers, and the rest of the four layers kernel size are three. There are also two dropout layers between the three fully-connected layer to regularise the loss. The input of this model is a sequence of encoding vectors, which is done by 'applied an alphabet of size n for the input documents, and then quantise each character using one-hot encoding[41]’. However, Zhang did not use any pre-trained method
2.2. Neural Network models

such as word2vec[26] for the input word vectors in the model. By Contrast, Zhang used data augmentation techniques to enhance their performances by an English thesaurus. Also, they distinguish the upper-case and lower-case letters. However, the results show that worse result when such distinction is made. Moreover, Zhang constructed eight large-scale datasets to fill the vacancy in this NLP task. The eight large-scale datasets are Agś News, Sogou News corpus, DBPedia, Yelp Reviews, Yahoo Answers, and Amazon Reviews. Their size is from 120,000 to 3,600,000, and the classes are between two and fourteen. A comparison was made among traditional models such as SVM[14], Naive Bayes [25], Bag of Words, N-grams[2], and their TF-IDF version[33], also among deep learning models such as word-level ConvNets and long-short-term memory model(LSTM)[11]. The result shows that Bag-of-Means were the worst models among all 22 different models’ setting, and their testing error is the highest among all the dataset. N-gram model gained the lowest error rate in Yelp Review Polarity, and its TF-IDF version reached the best result in AGś News, Sogou News, DBPedia. Different settings of the ConvNets attained the lowest error rate in the rest of four datasets.

The paper shows that character-level ConvNets is an efficient and potential method due to their performance mentioned above. As we can observe in the result, when the dataset size comes large, the ConvNets models can do better than traditional models. Also, ConvNets work well for user-generated data, which means the ConvNets may be suitable in real-world scenarios. Then, for large-scale datasets, the distinction between the selection of upper letters and lower letters may lead to a worse result. However, the result is varied indicates that no single model works for all of the tasks or datasets.

Conneau[6] was the first one who implemented a very deep convolutional architecture which is up to 29 convolutional layers (9, 17, 29, 49 respectively) and applied to sentence classification.

There is a look-up table creating vectorial representations fed into the model, with a convolutional layer behind. Then a stack of temporal “Convolutional blocks” which are a sequence of two convolutional layers, each one followed by a temporal
2.2. Neural Network models

batch-normalization layer and a ReLU activation function. Different depths of the overall architecture are obtained by varying the number of convolutional blocks in between the pooling layers. The k-max pooling layer is followed to obtained the most important features of the stack of convolutional blocks[6]. Finally, the fully-connected layers output the classification result. In this model, Conneau did not use ‘Thesaurus data augmentation’ or any other preprocessing, except lower-case the texts. The datasets in this paper are the same corpora of Zhang and Xiao [37], and the best results of them are the baseline in this article. The results show that the deep architecture works well when the depth increased, and the improvements are significant especially on large data sets compared with Zhang’s convolutional models.

Most of the previous application of shallow ConvNets to NLP tasks combining different filter size together. They indicate that the convolution layers can extract N-gram features over tokens. However, in this work, Conneau [6] created an architecture which used many layers of small convolutional kernel, which is size three. Compared with Zhang’s ConvNets architecture, Conneau[6] found that better not to use dropout layer with the fully-connected layers, but only temporal batch normalization[13] after convolutional layers. At the same time, Conneau evaluates the impact of shortcut connections by increasing the number of convolution to 49 layers. As described in He[9], the gain in accuracy due to the increase of the depth is limited when using standard ConvNets. To overcome the degradation problem, He introduced ResNet model that allow gradients to flow more easily in the network. Moreover, as Conneau observed, they found improvement results when the network has 49 layers. However, they did not reach state-of-the-art results under this setting.

2.2.4 Convolutional Neural Network and Recurrent Neural Network

There are also some researches that combine both ConvNets and Recurrent Neural Network[37][34].

Xiao[37] combined both convolutional network and recurrent network to extract the features and applied to sentence classification.
The following model contains embedding layer, convolutional layers, recurrent layers and the classification layers which are one, three, one, and one layers respectively. The convolutional network with up to five layers is used to extract hierarchical representations of features which serve as input for an LSTM. The word vectors were not pre-trained, while there is an embedding layer to transform the “one-hot vectors” into a sequence of dense vectors. The eight datasets in this paper are the same as Zhang, and Xiao, show that it is possible the use a much smaller model to achieve the same level performance when a recurrent layer is added on top of the convolution layers. There are five datasets that Xiao reached a better result than Zhang, which is AGs News, Sogou, DBPedia, Yelp Review full and Yahoo Answers. The rest of the result are closed. However, the parameters in Xiaos model are much less than Zhang’s model.

Compared with the character-level convolutional neural network model, this model achieved comparable performances for all the eight datasets. By reducing the number of convolutional layers and fully-connected layers, this model is with significantly fewer parameters, up to 50 times less, which means that they generalised better when the training size is limited. Also, this paper shows that the recurrent layer can capture long-term dependencies to solve the problem that convolutional layers usually require many layers due to the locality of the convolution and pooling. Moreover, the model achieves a better result when the number of classes increases compared with ConvNets models. It is mainly because the less pooling layer in hybrid models can preserve more detailed and complete information. Finally, there is an optimal level of local features to be fed into the recurrent layer, because Xiao noticed that the model accuracy does not always increase with the depth of convolutional layers[37].

In summary, all of the related work models are based on Roman alphabet corpus. In this paper, we will describe our character-level convolutional neural network model applied to both Chinese character and its pinyin format and report the result on the latest large-scale dataset.
Chapter 3

Proposed solution

In this chapter, we present the model architecture in detail. There are four components in our model, which are data preprocessed, embedding layer, convolutional layers and fully-connected layers.

3.1 Data preprocessed

Our model begins with a data preprocessed stage. This stage is used for transforming the original characters to encoded characters. There are two types of the encoding method (See Figure 3.1) which are one-hot encoding and one of m encoding (Sparse coding). For the one-hot encoding, each word in the sentence is represented as a one-hot vector. The i-th symbol in this vector is set to one if it is the i-th element, while the rest of the symbol are remain zero[41]. However, we use the one of m encoding in our model. For the input corpus, we firstly construct an alphabet size equal to $S$, then used this dictionary to quantise each character, and the characters which are not in the alphabet will be replaced by a blank. Also, we set the maximum length of each sequence to $L$, and the exceeding part will be ignored, and the missing part will be replaced by zero, using zero-padding. Therefore, we can get a dense $S$ sized vector with solid size $L$.

According to previous researches, the quantisation order will be reversed. Usually, when we receive the information, the latest content will leave a deeper impression compared with the early one. According to this assumption, by reversing the encoding order, the most recent content can help the fully-connected layer to gain a
3.1. Data preprocessed

![Architecture Diagram]

Figure 3.1: The architecture of proposed model. The number ‘3, 128’ in the convolutional layer represents the kernel size and feature maps number respectively. The ‘100’ in the fully-connected layer represent the output dimension. The ‘5’ in the output layer indicates that there are five pre-defined labels.

better result[41].

Due to the differences between English and pinyin, the alphabet for pinyin input are different. In previous researches[41][6], the alphabet size are 71 and 72 characters respectively. However, according to our experiment result, some trait of
3.2 Embedding Layer

As we can see from the Fig 3.2, embedding Layer accepts a two-dimensional tensor of size $S \times L$ which is the encoded character sequence. Usually, the embedding layer is used for decreasing the dimension of the input tensor. Also, the zero-padding help to transform the input tensor into a fixed size. However, as we have finished these two process in the previous stages, we can naturally treat the embedding layer as a look-up table. After the processed in embedding layer, the output shape can be treated as an image of size $S \times L$, while the $S$ is like the ‘RGB’ dimension in computer vision. By converting the input character into the one-dimension vector, the ConvNets can then extract the feature by the convolutional kernel.

| Types          | Encoding characters |
|----------------|---------------------|
| One-hot encoding | A: 1000             |
|                | B: 0100             |
|                | C: 0010             |
|                | D: 0001             |
| Sparse coding  | A: 1                |
|                | B: 2                |
|                | C: 3                |
|                | D: 4                |

**Figure 3.2:** Two kinds of encoding. The input characters are a, b, c, and d, while the encoding matrix can represent the characters respectively.

pinyin encodings such as no uppercase letter in the alphabet and not all 26 Roman letters included in the pinyin alphabet, therefore, we picked 42 characters to construct our dictionary. The smaller alphabet size efficiently decreases the parameters and improves the performances. For the Chinese character input, the dictionary is much larger than the pinyin input, reached to 6,653 characters, which are the words that appears in the dataset. The different size of dictionary between pinyin and Chinese character can help us understand how the dimension influences the result.
3.3 Convolutional Layer

In convolutional layers, we apply up to three 1D-Convolution layers which have kernel size equal to three and feature map equal to 128. The operation of convolution is widely used in signal and image processing. For the 1D-Convolution we used, there are two signals which are text vector and kernel. After the process, the convolutional operation created a third signal which is the output. The text vector \( f \) is the output from the embedding layer, and the \( g \) is the kernel. For the text vector \( f \), its length is \( n \) equal to 1,000 in our setting (for Chinese character is 300) while kernel \( g \) has length \( m \) which is 3. Here is the definition of the operation between \( f \) and \( g \) (The formula is also refer to Cornell University CS1114 courses, section6):

\[
(f \ast g)(i) = \sum_{j=1}^{m} g(j) \ast f(i - j + m/2) \tag{41}
\]

We can imagine the calculation is the kernel slides from the very beginning to the end (including the zero-padding part), so that the 1D-convolution can extract features from the text input. Every kernel will be represented as a specific feature.

Also, each layer is initialised by **henormal**[10], and the border mode is **same**, which means the length remains 1,000 during this stages. In previous researches such as N-gram language model, researchers combine a different kind of N-gram such as bigram and trigram as the features, to extract multiple combinations of words from the dataset. The results show this setting can decrease the perplexity in the language model. However, latest work suppose that we can use deeper model and unify kernel size to extract features efficiently. Encouraged by Conneau's work[6], we only used the kernel size equal to three, so that during this period, the layers can automatically best combine these different “trigram” features in various layers.

We used the **ReLU**[27] as our nonlinear activation function, which is widely employed in recent researches. Unlike the 'sigmoid function, this activation function can better handle the gradient vanishing problem. Also, the threshold in **ReLU** can better simulate the brain mechanism of human. L2 regulation is being used in all these layers because it is quite efficient for solving the overfitting problem. The
output of the convolutional layer is a tensor of size 128 * 1000. They are the hierarchical representations of the input text. The convolutional layers can automatically extract N-gram features from the padded text, and these features can represent the hidden long short term relation in the text. In computer vision area, convolutional kernels are able to construct the pattern from the very beginning units, such as pixel, line, and shape. Meanwhile, the structure in NLP is similar, including character, word, and sentence. The similar properties in these two areas make the ConvNets interpretable.

Finally, the max-pooling layer followed by the convolutional layer is necessary. There are varies types of pooling layers such as max-pooling layer and average pooling layer[6]. The pooling layer can select the most important features from the output of 1D-convolution. Also, it can diminish the parameters to accelerate the training speed. We chose the temporal max-pooling with kernel size equal to the feature maps number, which means only the most important feature remains in this stage. At last, by using the flatten function, these features will be sent to the fully-connected layer with size 128 * 1 as a 1D tensor.

### 3.4 Fully-Connected Layer

The fully-connected layer also knows as the dense layer. At this stage, all the resulting features that selected from the max-pooling layer are combining. As we mention earlier, the max-pooling layer selects the k-most feature from each convolutional kernel. The fully-connected layer can combine most of the useful assemble and then construct a hierarchical representation for the final stage, the output layer.

The output layer used ‘softmax’ as the nonlinear activation function, and there is five neurones because of the number of the target classes. Unlike the current state of the art, Conneau did not use any dropout layers between the fully-connected layers. For a very deep architecture model, the batch normalization layer may be a better choice. However, because our model is not that deep, we still apply the dropout layer and set the dropout rate to ‘0.1’.
Chapter 4

Results and Discussion

In this chapter, we will present our results and findings from the following two tasks. The first task is about the factors that may influence the ConvNets when the dataset is pinyin format. Compared with the previous models, we can find out the best setting for pinyin format. Following this, we evaluated our model on pinyin format dataset with task 1 setting and Chinese character dataset in task 2. The detail information is as follow.

4.1 The factors that influenced the ConvNets when applied to pinyin format dataset

4.1.1 Task description

In this task, we validated our models on one of the eight datasets in Zhang[41]’s research. This dataset aiming to solve the news categorisation problem is widely used in different researches. The dataset was collected from Sogou[35], and the encoding is pinyin format. By comparing our models with previous researches on the same dataset, we prove that our model can achieve state-of-the-art result with fewer parameters and faster training speed among all the narrow ConvNets.

4.1.2 Dataset Description

In computer vision area, there are many large datasets used for image classification or object detection, such as ImageNet[29], CIFAR[19] and their size are millions level with more than 1,000 classes. In text classification area, the Sogou pinyin
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dataset is one of the eight large-scale datasets that Zhang constructed. All the dataset
are character level, and the pinyin one contains five classes, with all equal size.

4.1.3 Model setting

Here are the settings that have been used in our experiments. By comparing among
different hyper parameters, these settings were found to be best for this specific
task.

The dictionary for the ConvNets needs to adjust to the certain context although
pinyin format encoding and English corpus are both based on the Roman alphabet. In previous researches, researchers need to distinguish between upper-case and
lower-case letters[41][37][6], which means the dimension of the dataset is at least
fifty-two due to the Roman alphabet size. The worse result has been found when
such distinction is made. Zhang explained that the differences between letter cases
might affect the semantics, and that may lead to a regularisation problem[41]. However,
in pinyin format encoding dataset, there is no distinction between the upper-
case and lower-case letters. Furthermore, we only added four basic punctuations
into the dictionary to lower the dimension. Figure 4.1 shows the dictionary:

"abcdefghijklmnopqrstuvwxyz0123456789,!?"

Figure 4.1: The dictionary of pinyin format encoding dataset (including a blank character).

As we observed from the original news article statistics, most of the content
are no more than one thousand characters. Therefore, during the data preprocessed
stage, all of the input text padded to a fixed size equal to 1000, and the following
embedding layer convert them into a dense vector with dimension 16. Every con-
volutional layer applies to the same setting. The convolutional kernel size is three,
and there is two zero-padding part located two sides. With this two zero-padding
part, the length among the convolutional layers remains the same (length = 1000),
which is useful for stacked layer structure. We initialised the convolutional layers
using Gaussian initialisation scaled \[10\]. We did not use any pre-trained method because our model is entirely based on character level, while the word-level are usually required the pre-trained method to avoid the local optimum problem. We set the dropout rate to ‘0.1’ between the fully-connected layers. The dropout layers are proved to be useful to avoid the overfitting problem so that we can gain a similar result in both training set and test set. The batch size is 128, which means every time the model updated the parameters after 128 data trained via the back propagation process. Training performed with optimiser ‘Adam’[18], and the loss functions is ‘categorical cross-entropy’. Compared with other optimisers such as SGD, the ‘Adam’ can converge faster and guide to a better result. Also, because of the model is a multi-class classification problem, we used the ‘categorical cross-entropy’ and ‘softmax’ activation in our output layer. All the rest of the hyper-parameters are configured to default in the model. The implementation is done via Tensorflow and Keras on a single NVIDIA GeForce GTX TITAN X GPU.

4.1.4 Result and Discussion

Our ConvNets reached the state-of-the-art in narrow convolutional network. According to our comparison between different models, the proposed model reached state-of-the-art when the convolutional layers are restricted to seven layers. Meanwhile, the parameters of our model are up to 190 times less than the other models. The detailed information about result and discussion are listed below.

Choice of dictionary is important

The result in Figure 4.2 shows that the chosen of the dictionary is one of the most important factors in character-level ConvNets. With the help of an appropriate dictionary, we achieved state-of-the-art in narrow convolutional network. Two reasons may lead to this result.

Firstly, in previous researches, the dictionary is not suitable for pinyin format encoding dataset. In English corpus, 26 Roman letters are being used in all of the English articles. However, there are still differences between pinyin alphabet and English alphabet. For instance, the letter ‘v’ are not included in pinyin alphabet. Also, there are no upper letters in pinyin format alphabet. These different rules may
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Figure 4.2: The comparison between different models’ dictionary.

| Model       | Error rate | Dictionary                                                                 |
|-------------|------------|-----------------------------------------------------------------------------|
| ConvNets    | 4.88%      | abcdefghijklmnopqrstuvwxyz0123456789,?:’"@#$%&*+=->0{}[] |
| ConvRec     | 4.83%      | abcdefghijklmnopqrstuvwxyz0123456789,?:’"@#$%&*+=->0{}[] |
| Proposed model | 4.66%      | abcdefghijklmnopqrstuvwxyz0123456789,?:’"@#$%&*+=->0{}[] |

lead to various ways to construct the dictionary, and it will influence the performance.

Secondly, the dictionary may affect the replacement operation in pre-processed stage. During the pre-processed stage, we need to use the ‘regular expressions’ to replace the word to a blank character if they are not in the dictionary. With an adjusted dictionary, the useless characters will be replaced by a blank character. This stage can be seen as we removed the noise from an original song which can help to extract the features from the dataset.

Finally, the appropriate dictionary can significantly decrease the parameters and improve the speed. Fewer parameters mean that we can train the model not only on some specifically graphic card such as TITAN X with 12 GB memory, also on some other graphic card with 4 or 8 GB memory.

**ConvNets need stacked layers with proper hyper-parameters**

The result in Table 4.1 shows that with fine-tuning parameters, we can reach state-of-the-art with fewer parameters. The best model for the proposed one demonstrates that we can use deeper layers with smaller feature maps rather than a single layer with a large feature maps size. It is because the trait of ConvNets is to extract
4.2. The comparison between Chinese character and its corresponding pinyin format dataset

| Model              | Parameters | Error rate | Network structure | Feature maps |
|--------------------|------------|------------|-------------------|--------------|
| Original ConvNets  | 27000k     | 4.88%      | CNN6-FC2          | 1024         |
| ConvRec            | 400k       | 4.83%      | CNN3-Rec1         | 128          |
| Proposed ConvNets  | 90k        | 7.69%      | CNN1-FC1          | 350          |
| Proposed ConvNets  | 84k        | 5.84%      | CNN2-FC1          | 128          |
| Proposed ConvNets  | 133k       | 4.72%      | CNN3-FC1          | 128          |
| Proposed ConvNets  | **140k**   | **4.66%**  | CNN3-FC2          | 128          |

**Table 4.1:** The comparison between previous models and various proposed models. The table including parameters, error rate, network structure, and the feature maps hyper-parameters. The best model’s error rate is in bold.

the features in a partial space. By combining the hierarchical representations in the fully-connected layer, we can let the model choose appropriate features automatically. For instance, three convolutional layers with feature maps number equal to 128, the parameters are about two times large than one convolution layers with feature maps number equals to 350. After all, the stacked one provides a better result and requires fewer parameters.

The result in Table 4.1 also shows that the depth of our character-level ConvNets influences the performances. The output of convolutional layers are the most important part of this model because they can gain the hierarchical representations of the context, and this is the key for following layer to classify the classes.

4.2 The comparison between Chinese character and its corresponding pinyin format dataset

4.2.1 Task description

In this task, we validated our models on two large-scale datasets. The first one is pinyin format encoding dataset, and another one is Chinese character dataset. These datasets are collected by Sogou[35] and then reallocate and transformed for this paper. By comparing their performances, we can prove that character-level ConvNets works better on Chinese character dataset. Also, we will discuss the theory behind this model.
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| Dataset          | Classes | Training Size | Test Size | Overall Size |
|------------------|---------|---------------|-----------|--------------|
| Chinese character| 5       | 490,717       | 86,597    | 577,314      |
| Pinyin           | 5       | 490,717       | 86,597    | 577,314      |
| Pinyin*          | 5       | 981,434       | 173,194   | 1,154,628    |

Table 4.2: The comparison between different datasets, including the Chinese character and pinyin format. The star indicates that dataset expand by data augmentation.

4.2.2 Dataset Description

In text classification area, there are not any large-scale Chinese character dataset exist. Therefore, we decided to create a new dataset with Chinese character and its corresponding pinyin version. The size of the dataset is up to 1,150,000 by using the data augmentation.

We combine the news corpus SogouCA and SogouCS from Sogou Lab[35], which is more than 3 million news articles and at least twenty categories. We labeled the dataset by their domain names, which is part of their URL link. Also, our dataset only contains five categories, which are sports, finance, alternating, automobile, and technology, because of not all the categories have enough data. These datasets are range from 50,000 to 20,000, which are the top five classes in the original news article. If the length of any news content is less than 20 words, the corresponding data will be removed. After all the pre-processing work, there are five classes in the dataset, with about 1200k training set and 200k test set. In Zhang’s dataset, the size of each class is equal, while our latest dataset has different size in each category so that we can observe whether the ConvNets can extract the feature correctly.

The data augmentation is useful for deep learning models to enhance their performances. This technique is widely used in computer vision [9] and speech recognition [1], to increase the size of the dataset by transforming the signals or rotating the image. In our dataset, the original corpus is the Chinese character. We used the Python library pypinyin and jieba library to transform the dataset from original Chinese character to pinyin format encoding. Then, we used two different pinyin format which is provided by the Python library pypinyin, to enlarge the dataset, and the experiment shows it helps in some ways.
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4.2.3 Model setting

The dictionary of Chinese character is distinct from the pinyin format. There are more than six thousand common used Chinese characters which means the dimension of the dictionary is quite large. In this task, we used all of the Chinese character that appears in both training set and test set to construct the dictionary, and the dictionary size is equal to 6,653. Usually, we need more than one characters in pinyin format to represent a Chinese character (See Figure 4.4), so that we changed the input length to 250 according to the statistics of the training set. The remain setting of the model is the same as the model of pinyin format dataset.

4.2.4 Result and Discussion

We compared the result of Chinese corpus and pinyin format encoding. To the best of our knowledge, this is the first time that character-level convolutional network applied to Chinese characters. We discussed our potential finding below.

| Chinese character   | pinyin encoding       | actual meaning                  |
|---------------------|-----------------------|---------------------------------|
| 乒乓球拍/卖/完了    | pingpangqiupai mai wanle | Ping pong paddle is sold out    |
| 乒乓球/拍/卖/完了    | pingpangqiu paimai wanle | Auction of Ping pong is over    |

Figure 4.3: A misunderstanding example indicates the importance of word segmentation in Chinese language.

The character-level ConvNets solved the word segmentation problem in Chinese

The Table 4.3 shows that Character-level ConvNets works well on both pinyin format encoding and Chinese character corpus. The error rate of pinyin encoding is between 8.41% and 8.87%, while the Chinese character corpus reached 5.47%. The results are impressive, which shows the character-level ConvNets can extract the features from the Chinese character dataset efficiently. We believe that this is the first work that shows character-level ConvNets can be applied to Chinese character
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| Model          | Accuracy | Parameters | Layout   | Dataset encoding |
|----------------|----------|------------|----------|------------------|
| Bag of Words*  | 6.55%    |            |          | pinyin A         |
| N-gram*        | 2.81%    |            |          | pinyin A         |
| ConvNets       | 5.47%    | 127k       | CNN1-FC1 | Chinese character |
| ConvNets       | 6.15%    | 177k       | CNN2-FC2 | Chinese character |
| ConvNets       | 6.88%    | 236k       | CNN3-FC2 | Chinese character |
| ConvNets       | 10.98%   | 20k        | CNN1-FC1 | pinyin A         |
| ConvNets       | 8.5%     | 143k       | CNN3-FC2 | pinyin A         |
| ConvNets       | 11.15%   | 34k        | CNN1-FC1 | pinyin B         |
| ConvNets       | 8.61%    | 128k       | CNN3-FC2 | pinyin B         |
| ConvNets*      | 10.94%   | 35k        | CNN1-FC1 | augmentation     |
| ConvNets*      | 8.87%    | 129k       | CNN3-FC2 | augmentation     |

Table 4.3: The comparison between different setting and encoding dataset. The results show that Chinese character works better than pinyin format. The result of Bag of Words and N-gram came from Zhang[41], which are the references of this task. The ConvNets with star means the dataset are expanded via data augmentation.

in text classification task.

We assume that character-level ConvNets works well on Chinese character due to the solved of word segmentation problem. The word segmentation plays a major role in the Chinese language because different segmentation indicates varied meaning. The Figure 4.3 shows that for the same sentence, different word segmentation may lead to a different meaning. In character-level ConvNets, the unit is character level, which means convolutional layers extract the character combination as a feature and ignore the segmentation among the words. In previous researches, character-level ConvNets has already proved that they can better handle the mis-spelling problem and typo problem in the Roman alphabet. The researchers assume that the convolutional kernel can ignore the differences between two words shared same language roots such as suffix and prefix[41]. However, the pinyin format dataset is based on pronunciation. The dataset can not gain benefit from the language root, also need to suffer from the information compressed during the transforming process, and that is why the Chinese character dataset performs better than the pinyin one in our model.

**Chinese character dataset suffers from overfitting problem**

The Chinese character can hold more information than pinyin format. As Fig-
4.2. **The comparison between Chinese character and its corresponding pinyin format dataset**

| Original words | pinyin encoding | English characters |
|----------------|-----------------|-------------------|
| 足总杯 | zu zong bei | The FA cup |
| 足总杯 | bei | cup |

**Figure 4.4:** For the same length, Chinese characters contain more information.

As we mentioned in the introduction chapter, with more than six thousand common used Chinese characters, there are only four hundred and six syllable combinations, which means there is some information compressed during the process. However, the results show that pinyin format dataset presents competitive result, and this leads to a question, how does it happen?

The pinyin format dataset increases the information in some way

As we mentioned in the introduction chapter, with more than six thousand common used Chinese characters, there are only four hundred and six syllable combinations, which means there is some information compressed during the process. However, the results show that pinyin format dataset presents competitive result, and this leads to a question, how does it happen?

Here are the reasons we have found in the analytics. Firstly, the word segmentation helps. Unlike the western language, there is no gap between each Chinese words, so during the transforming process, the *pypinyin* python library required another python library *jieba* to assist the word segmentation. That means the blank character between each word can provide a more accurate meaning that helps both human and computer to understand. Secondly, the words represent different meanings according to the context, sometimes even native speaker can misunderstand the actual meaning. However, the pinyin format encoding can handle this problem with the help of pronunciation annotation so that the human can now precisely get the meaning via its pronunciation, so does the computer.
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To some extent, data augmentation helps to improve the performances

In our dataset, we use two different ways to construct the pinyin encoding format dataset, and the combined dataset size reached about 1.15 million. The error rate seems increased with this combined dataset. However, to some extent, it helps improve the performances. As the Table 4.2 shows, the dataset is combined with two different encoding. If the convolutional neural network extract one specific feature that comes from pinyin encoding type A, this feature can not be used in the test set with pinyin encoding type B, even they represent the same meaning in this context. Moreover, we assume this will cause a significant decrease in the accuracy. Nevertheless, the result remains almost the same, which means the data augmentation do improve the results in some way. In the future, we can refer to computer vision area, to extend the dataset via some appropriate transformations, such as synonyms and paraphrasing, so that the data augmentation technique can efficiently control generalisation error because of the model can better handle the overfitting problem.
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Conclusion

We have presented a character-level convolutional neural network that is focusing on solving text classification problem in Chinese corpus. This model has been evaluated on brand new datasets which are consists of Chinese characters and its corresponding pinyin format, and the sizes are up to 600 thousand and 1.15 million respectively. The evaluation between Chinese characters and its corresponding pinyin format dataset shows that character-level ConvNets can works better with Chinese character dataset. We believe that the main reasons are due to the success of solving the word segmentation problem and the information storage capacity of Chinese corpus. To the best of our knowledge, this is the first time that the character-level ConvNets applied to Chinese corpus to solve the text classification task. Also, the validation on Zhang’s dataset[41] show that proper dictionary and hyper-parameters play a major role in pinyin format text classification task.

In the future, we believe that the similar ideas can apply to the other NLP tasks such as reading comprehension, machine translation. With the help of character-level ConvNets, we may fulfil the full potential of Chinese language in NLP. Also, it will be interesting to apply a pre-trained method to character-level ConvNets when applied to Chinese character. Because the character in Chinese are meaningful as a word, while the character in English is meaningless. Finally, we hope that there will be more large-scaled Chinese dataset contains more classes in NLP area, in order to increase the difficulty of the task.
Appendix A

User Manual

The source code and dataset are all available from Github link:

https://github.com/koalaGreener/Character-level-Convolutional-Network-for-Text-Classification-Applied-to-Chinese-Corpus

A.1 Requirements

Python2 / Python3

Keras

Tensorflow

(Run this model under CUDA will significantly increase the training speed, Nvidia graphic card required.)

A.2 Components

This repository contains the following components:

Models: Different model settings for the various dataset. There are four different folders, which are 2008_models, Chinese_character, pinyin_formatA, pinyin_formatB. 2008_models represents the task 1 model which is applied to Zhang's dataset. The other models are all for task 2, and the datasets are constructed for this paper.

Dataset: The dataset for proposed model. The 2008_dataset is constructed by Zhang in his paper, while the 2012_dataset is constructed for this paper, including pinyin format and Chinese character dataset.
A.3 Example Usage

Data Preprocessing: Some source code for data preprocessing, and it can be used to reproduce the dataset using Sogou news articles.

A.3 Example Usage

1. Install the Keras and switched the backend to Tensorflow.
   
2. Download the dataset from Google drive and put both the training set and test set into the data folder.
   
3. Import the ipynb files into the IPython Notebook and start to train the models.

A.4 Licence

MIT
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