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Abstract

India is a land of language diversity. There are approximately 2000 languages spoken around, and among which officially registered are 23. In those, there are very few with Automatic Speech Recognition (ASR) capability. The reason for this is the fact that building an ASR system requires thousands of hours of annotated speech data, a vast amount of text, and a lexicon that can span all the words in the languages. At the same time, it is observed that Indian languages share a common phonetic base. In this work, we build a multilingual speech recognition system for low-resource languages by leveraging the shared phonetic space. Deep Neural architectures play a vital role in improving the performance of low-resource ASR systems. The typical strategy used to train the multilingual acoustic model is merging various languages as a unified group. In this paper, the speech recognition system is built using six Indian languages, namely Gujarati, Hindi, Marathi, Odia, Tamil, and Telugu. Various state-of-the-art experiments were performed using different acoustic modeling and language modeling techniques.

1 Introduction

According to the 2011 census, India has 23 constitutionally recognized official languages and 1600 other languages (Wikipedia, 2021). In this era of digitization, speech technologies for Indian languages play a pivotal role across various business domains. Building automatic speech recognition (ASR) (Reddy, 1976) and text-to-speech (TTS) (Dutoit, 1997) based interfaces for Indian markets is big challenge as majority of languages are “low resourced” (Miao et al., 2013). In general, a language is referred to as low resource when there is: (i) lack of availability of speech, text, transcribed data, (ii) lack of linguistic expertise in a particular language, or (iii) lack of pronunciation dictionary (Lu et al., 2013). In order to build state-of-the-art ASR systems for Indian languages, tons of training data is required for achieving human parity. In the training ASR system, the model expects audio data and corresponding transcripts as an input. Though there is a lot of raw speech freely available for Indian languages, it is a complex and costly process to get the corresponding transcription. Hence, very few efforts were made in these directions over the past decade.

As Indian languages are syllabic, efforts were put in generating the pronunciation dictionary from a simple rule-based parser (Prahallad et al., 2012; Baby et al., 2016; Ramani et al., 2013; Pandey et al., 2017). Indian languages have a peculiar attribute of sharing the same phonetic space. However, they differ phonotactically1 (Prahallad et al., 2012). So these attributes could be exploited to build an ASR system for achieving better performance. With the introduction of Digital India Mission in 2015, there have been efforts towards handling these low resource languages for building speech recognition technologies.

Different approaches have been proposed in acoustic modeling over the recent years to address the low resource speech recognition problem. In (Swietojanski et al., 2012), the attempt has been made to use cross-lingual acoustic data to initialize deep neural network (DNN) based acoustic models through unsupervised restricted Boltzmann machine (RBM) pre-training. It showed that unsupervised pre-training remains vital for the hybrid setups, especially with limited amounts of transcribed training data. The idea of transfer learning approach was introduced for handling low resource languages in (Imankulova et al., 2019; Cho et al., 2018; Das and Hasegawa-Johnson, 2015). Data augmentation approaches proposed in (Liu et al., 2013).

---

1In general phonotactic is defined as the study of the rules governing the possible phoneme sequences in a language.
A different line of work (Chuangsuwanich, 2016; Thomas et al., 2012; Rahimi et al., 2019; Xu et al., 2015), where attempts have been made to extract multilingual features that help in improving low resource ASR systems started gaining prominence. In practice, a language identification (LID) block is used a front-end wherein it tries to predict the language first, and later it is mapped to the corresponding monolingual system or the best possible monolingual system. In this type of approach, the LID block, which acts as a front-end, should be as accurate as possible and robust enough to operate in a multi-thread environment. So to circumvent this issue, acoustic models where it handles multiple languages without any prior knowledge of the language have been proposed (Vydana et al., 2018). In (Shetty and Umesh, 2021), authors have explored the benefits of phonetic sound principles and treated each character unit across the languages as a separate entity with the help of Common Label Set (CLS) approach.

In this paper, the authors compare and analyze different Time Delay Neural Networks (TDNN) variants (Sugiyama et al., 1991) as they seem to be best suited for such kind of low resource speech recognition tasks. This paper investigates the effectiveness of different acoustic models for low resource multilingual speech recognition for six Indian languages (namely Hindi (Hi), Marathi (Mr), Odia (Od), Tamil (Ta), Telugu (Te), and Gujarati (Gu)). Among these languages, Hindi, Marathi, Odia and Gujarati are Indo-Aryan languages, while Tamil and Telugu fall under the category of Dravidian languages. As mentioned above, the authors considered six Indian languages i.e., Hi, Mr, Od, Ta, Te and Gu, among these languages except Hi and Mr all others have different orthography (grapheme style). Moreover, every languages has its own training set they are $(X_{Hi},L_{Hi})$, $(X_{Mr}, L_{Mr})$, $(X_{Od}, L_{Od})$, $(X_{Ta}, L_{Ta})$, $(X_{Te}, L_{Te})$, and $(X_{Gu}, L_{Gu})$, where $X$ corresponds to the input acoustic sequence and $L$ represents the label for target acoustic sequence. Initially, the monolingual systems are built for each language and trained with corresponding pairs which is acoustic sequence and its labels. Later, the authors attempt to show that the developed multilingual systems offer improved performance. As a part of multilingual system a joint acoustic model is trained, for which training dataset is constructed by pooling data from all the six languages, i.e., $(X_{all},L_{all}) = (X_{Hi}, L_{Hi}) \cup (X_{Mr}, L_{Mr}) \cup (X_{Od}, L_{Od}) \cup (X_{Ta}, L_{Ta}) \cup (X_{Te}, L_{Te}) \cup (X_{Gu}, L_{Gu})$. The joint acoustic model is a single acoustic where the parameters are shared across all the six languages. This keeps the authors on similar lines with other research done on the development of ASR systems for low resource languages. In this work, a joint acoustic model-based ASR has been developed using different acoustic models. A joint acoustic model (JAM), which recognizes multiple languages with a single acoustic model, is widely appreciated. Many research groups have been actively working on this for the past few years (Chen et al., 2014). The usage of the joint acoustic model leverages the cross-lingual knowledge transfer. It reduces the complexity in the ASR pipeline significantly compared with the monolingual model as it has to maintain one model per language. The results show that the multilingual TDNN system result in lower word error rates (WER). We use KenLM (Heafield, 2011) and Recurrent Neural Network (RNN) based language models (Mikolov et al., 2010a) for decoding and rescoring respectively.

The organization of the remainder of the paper is as follows: Section 2 details the proposed lexicon along with the rationale behind the chosen mappings and database analysis. Section 3 explains the experimental setup. Section 4 discuss experimental results and few of the analysis which we have carried on. Finally, the study is concluded in Section 5, with possible future research directions to explore.

## 2 Dataset & Lexicon Details

INTERSPEECH 2018 has organized ASR Challenge as a special session (Srivastava et al., 2018). As part of the challenge, 40 hours of speech data has been released for three languages of Gujarati, Telugu, and Tamil. In continuation, INTERSPEECH 2021 has extended the challenge to six languages, i.e., Hindi (Hin), Marathi (Mar), Odia (Odi), Tamil (Tam), Telugu (Tel) and Gujarati (Guj) respectively (Diwan et al., 2021). The speech data statistics for the six languages are tabulated in the Table 1. To maintain a uniform sampling rate across all the languages, the authors have downloaded all the wave files to 8kHz while building the multilingual system.
Table 1: Database statistics for training and test sets (where Trn and Tst indicates Training and Testing sets respectively)

|         | Hindi       | Marathi    | Odia       | Tamil       | Telugu      | Gujarati    |
|---------|-------------|------------|------------|-------------|-------------|-------------|
| fs (KHz)| 8           | 8          | 8          | 8           | 16          | 16          |
| # Hours | 95.05       | 5.55       | 93.89      | 5.0         | 94.54       | 5.49        |
| # Utt   | 99926       | 3843       | 79432      | 4675        | 59782       | 3471        |
| Avg dur | 5.2         | 6.0        | 4.5        | 5.8         | 3.9         | 5.2         |

2.1 Database Analysis

From Table 1, it is observed that Gujarati has the least number of utterances when compared to other languages in the database. Hindi has the maximum number of utterances when compared to others. Among the six languages, Hindi and Marathi follow the same orthography. So, there is a chance that either of the languages might get benefited while training together. The text data statistics for all the six languages are shown in Table 2.

The last row of the table corresponds to number of graphemes. Among the total number of graphemes mentioned, for each language, the number of diacritic marks are 16,16,16,7,17,17 respectively for Hindi, Marathi, Odia, Tamil, Telugu, and Gujarati. In analysis of the text data the authors found that, for a given word, the transcriptions are different in some cases. There are very few proper nouns in the database. In some utterances it is found that even English words are present but in the transliterated form. For example, *copy* → कॉपी, *book* → बुक. So this paper tries to capture such variations by exploring different models to empirically see which performs better in the present scenario. Throughout this paper, the authors use multilingual approaches to solve the data scarcity problem.

2.2 Lexicon

In building a low-resource speech recognition system, the lexicon plays a vital role in providing a phonetic representation for a given word sequence. In this section, the authors will be discussing about the unified parser which was introduced by (Baby et al., 2016). The proposed parser was primarily used for speech synthesis task across all the languages. The parser has two-folds:

- In the first fold, for a given UTF-8 word sequence it converts into corresponding syllables. Recently this type of approach has been explored by (Shetty and Umesh, 2021) for building end-end speech recognition system to improve the performance of low-resource Indian Languages.

  - Later, in the second fold, letter-to-sound rules are applied and the corresponding phone sequence is generated. This type of parser is popular in building Indic TTS. The authors hypothesize this will work in their ASR pipeline. Therefore, in this paper, a similar approach is followed to build low-resource speech recognition system for Indian languages.

We have come up with a unique parser to generate the pronunciation sequence for all the words as shown in Figure 1.

![Figure 1: A example of Common Label Set based lexicon generated for Indian Languages](image_url)

3 Speech Recognition Experimental Setup

In this section, the authors describe the experimental setup for both the monolingual and multilingual ASR systems. The word error rate (WER) is the metric used to evaluate the performance of ASR systems throughout this paper.

3.1 Language Modeling

The language model (LM) tries to estimate the probability of a hypothesized word sequence by learning the words from the text corpora. A Kneser-Ney (Chelba et al., 2010) trigram LM is built using SRILM toolkit (Stolcke, 2002) by normalizing training corpus. Recurrent neural networks
Table 2: Lexical analysis for training and test sets (where Trn and Tst indicates Training and Testing sets respectively)

|             | Hindi Trn | Hindi Tst | Marathi Trn | Marathi Tst | Odia Trn | Odia Tst | Tamil Trn | Tamil Tst | Telugu Trn | Telugu Tst | Telugu Trn | Telugu Tst | Gujarati Trn | Gujarati Tst |
|-------------|-----------|-----------|-------------|-------------|---------|---------|---------|---------|-----------|-----------|-----------|-----------|-------------|-------------|
| Uniq sent   | 4506      | 386       | 2543        | 200         | 820     | 65      | 30329   | 3060    | 34176     | 2997      | 20257     | 3069      | 20257       | 3069       |
| Uniq words  | 5092      | 1681      | 3245        | 547         | 1584    | 334     | 50124   | 12279   | 43270     | 10859     | 39428     | 10482     | 39428       | 10482      |
| OOV (%)     | 26.17     | 25.59     | 17.91       | 33.19       | 28.82   | 17.02   | 28.82   | 17.02   | 28.82     | 17.02     | 28.82     | 17.02     | 28.82       | 17.02      |
| # graphemes | 69        | 61        | 68          | 50          | 64      | 65      | 64      | 65      | 64        | 65        | 64        | 65        | 64          | 65          |

(RNN) based LM helps in preserving the information due to its feedback mechanism in its architecture (Mikolov et al., 2010b). It tries to take the previous information, $h_i = w_{i-1}, ..., w_1$ to predict the current word in sequence $w_i$. RNNLM has an input layer consisting of history vector $h_i$, previous word vector $w_{i-1}$ and $v_{i-2}$ is the context vector. The activation function used in this RNNLM is softmax. The input and output layer calculate the RNNLM probabilities $P_{RNNLM}(w_i|w_{i-1}, v_{i-2})$ using this activation function. Similarly, this process is repeated for calculating the probability of the next word.

In this paper, we use a TDNN-LSTM system for building RNNLM. The TDNN-LSTM has three LSTM layers with 1024 cells, 256 dimension projection and 9 layers of 1024 neurons. The $L^2$-regularization for hidden layers is 0.01 and output softmax is 0.004.

3.2 Acoustic Modeling

Sequence-trained TDNN architecture (Peddinti et al., 2015) is explored for building the baseline acoustic model using Kaldi toolkit (Povey et al., 2011). For training the baseline, the alignments from Gaussian Mixture Model-Hidden Markov Model (GMM-HMM) are considered. 13-dimensional Mel-Frequency Cepstral Coefficients (MFCC) features are used for mono-phone training. Next, $\Delta$ and $\Delta\Delta$ features are used for tri-phone modeling. The alignments generated from speaker adaptive training (SAT) based tri-phone models are used in the training of baseline TDNN. Feature space Maximum Likelihood Linear Regression (FMLLR) (Yao et al., 2012) is opted for SAT with 6000 tied states.

The input features to TDNN were 40 dimensional high resolution MFCCs with 100 dimensional iVectors for speaker adaptation (Madikeri et al., 2016). Initially, a three way speed perturbation is performed on the training data with 0.9, 1.0 and 1.1. Later, a volume perturbation has been adapted with a random factor between 0.9 to 2. All these perturbations are extracted for training iVectors.

Low Rank TDNN based architecture is explored which is different from the conventional TDNN. In this low rank TDNN, a bottleneck linear layer after every affine transformation of batch normalised ReLU is applied with skip connections. As it is factorized at every linear layer pair of each ReLU unit, it is also referred as low rank TDNN. The low rank TDNN based recipe can be seen in Kaldi. The difference between a normal TDNN layer and a low rank TDNN layer is shown in Figures 2a and 2b.

In the low rank TDNN, the dimension for the linear bottleneck is 256. In general, the skip connection takes the inputs and outputs of the previous layer and selects other prior layers that are appended to the previous ones. In this experimental setup, apart from the output, it receives three non-consecutive layers as a skip connection. For example, consider 1280 x (256 x 2) as a dimension of conventional TDNN; after considering three skip
Table 3: The WER(%) results of monolingual (mono), multilingual (multi) models. The results showing the impact of the language model (LM) with and without external text data, and different acoustic models are also reported.

| Type   | Model                | Hindi  | Marathi | Odia   | Tamil  | Telugu | Gujarati | Average |
|--------|----------------------|--------|---------|--------|--------|--------|----------|---------|
| Mono   | GMM-HMM              | 69.03  | 33.22   | 55.78  | 48.81  | 47.27  | 28.33    | 46.88   |
|        | SGMM                 | 61.01  | 26.41   | 51.36  | 39.68  | 28.08  | 28.61    | 40.85   |
|        | TDNN                 | 30.16  | 19.65   | 35.58  | 21.89  | 21.67  | 17.35    | 24.80   |
|        | Low Rank TDNN_11L    | 16.30  | 12.35   | 13.48  | 15.36  | 11.36  | 13.65    | 13.73   |
|        | + External text data |        |         |        |        |        |          |         |
| Multi  | SGMM                 | 38.69  | 30.6    | 39.68  | 36.96  | 35.68  | 33.65    | 35.87   |
|        | TDNN_8L              | 35.16  | 31.58   | 37.6   | 35.98  | 34.89  | 31.62    | 34.48   |
|        | TDNN_LSTM            | 26.58  | 15.62   | 29.68  | 20.12  | 20.02  | 17.89    | 21.65   |
|        | TDNN_BLSTM           | 36.47  | 15.14   | 28.89  | 19.63  | 20.1   | 17.02    | 22.87   |
|        | TDNN_13L             | 16.36  | 12.65   | 23.22  | 19.04  | 19.34  | 16.88    | 17.91   |
|        | Low Rank TDNN_11L    | 17.27  | 10.69   | 21.65  | 18.34  | 18.68  | 15.08    | 16.95   |
|        | + External text data |        |         |        |        |        |          |         |
|        | Low Rank TDNN_11L    | 17.27  | 10.69   | 21.65  | 18.34  | 9.86   | 15.08    | 15.48   |
|        | + External Telugu text data |        |         |        |        |        |          |         |
|        | Low Rank TDNN_11L    | 8.37   | 6.35    | 10.78  | 9.15   | 9.86   | 7.25     | 8.62    |

connections, the dimension would be 1280 x (256 x 5).

4 Experimental Results & Analysis

The experiment results for the six languages are reported in the Table 3. The monolingual results show that TDNN system with 8 layers and six million parameters performs better than SGMM and GMM-HMM based models for monolingual systems. The TDNN system consistently improves the WER performance for all languages. The best WER is obtained for Gujarati which is 17.35%. We hypothesize that is due to low OOV%.

A multilingual neural network was trained by pooling the six languages using common label set. The JAM was trained with a similar configuration as the low rank TDNN system described in the Section 4. The results are reported for the SGMM, 7-layer TDNN, TDNN-LSTM, TDNN-BLSTM, 8-layer TDNN, 13-layer TDNN and low rank TDNN respectively. The best performance is observed for the case of low rank TDNN. The performance of models trained using SGMM is poorer than the performance of TDNN based models.

The triphones which are modeled by GMM-HMM do not share the common distribution among the six languages. This has led to the poor performance when the JAM is trained using SGMM. JAM trained using low rank TDNN has yielded better performance than TDNN and SGMM based systems. Unlike SGMMs, low rank TDNN and TDNN acoustic models are trained to model long-term temporal variations. The variabilities caused due to the presence of six languages have been effectively handled using low rank TDNNs due to the attributes of the architecture like skip connection, bottleneck linear transformation layer and batch normalization. From the last row of the Table 3, it is evident that due to inclusion of skip connections in low rank TDNN (with and without external text data), the performance of multilingual ASR system across all the languages has improved. Initially external text is collected for Telugu language and RNNLM is built using this. The authors evaluate this on low rank TDNN acoustic model. The collected external text and lexicon created using this can be found here 4. The multilingual system

4External crawled data can be found here https://github.com/mirishkarganesh/icon_submission
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with the same configurations as before was built with added external Telugu text. Due to which, as mentioned in the Table 3, the performance for Telugu language has improved. Motivated by the improvement in performance of ASR for Telugu, this was extended to all languages. The external text for other five languages is taken from AI4Bharat.

Similar improvement is observed for all languages with added external text.

5 Conclusion & Future Work

In this paper, a TDNN based multilingual ASR system for six Indian languages, i.e., Hindi, Marathi, Odia, Tamil, Telugu, and Gujarati was explored. Our experiment results show that the multilingual models achieve comparable results to the monolingual models when the parameters are in a comparable range. In few cases, ASR performance improved by including external text data while building languages model. CLS is investigated for studying the effectiveness of JAM for building a multilingual ASR system for six Indian languages. It is observed that low rank TDNN has shown superior performance over conventional TDNNs. Since most Indian languages are syllabic in nature and share a common phonetic space, the authors believe that the CLS approach can be further extended to more Indian languages in future. The feasibility of adapting LM along with the AM can also be explored for improving the performance of low resource multilingual ASR system. As India is a multilingual society, it is common occurrence for code-switching to be observed. In general, the authors would like to focus on two types of code-switching: (i) intra-sentential and (ii) inter-sentential. In the regular conversation, people try to switch, that is, the language exchange takes place at the sentence boundaries, and in the latter case, the languages switch into sentences, thus, creating a more complex problem. The six language multilingual model which we have built can deal with the inter-sentential cases. However, in Hindi and Marathi both intra and inter-sentential cases works as these two languages share same grapheme structure. Therefore, our future work will focus on recognizing intra-sentential code-switching utterances by exploring different architecture and utilizing monolingual data. The experimental findings from this paper will benefit researchers planning to build multilingual ASR systems for syllabic languages. We hope our work will encourage future research that leverages the findings.
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