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Abstract: Land use land cover (LULC) transition analysis is a systematic approach that helps in understanding physical and human involvement in the natural environment and sustainable development. The study of the spatiotemporal shifting pattern of LULC, the simulation of future scenarios and the intensity analysis at the interval, category and transition levels provide a comprehensive prospect to determine current and future development scenarios. In this study, we used multitemporal remote sensing data from 1980–2020 with a 10-year interval, explanatory variables (Digital Elevation Model (DEM), slope, population, GDP, distance from roads, distance from the city center and distance from streams) and an integrated CA-ANN approach within the MOLUSCE plugin of QGIS to model the spatiotemporal change transition potential and future LULC simulation in the Greater Bay Area. The results indicate that physical and socioeconomic driving factors have significant impacts on the landscape patterns. Over the last four decades, the study area experienced rapid urban expansion (4.75% to 14.75%), resulting in the loss of forest (53.49% to 50.57%), cropland (21.85% to 16.04%) and grassland (13.89% to 12.05%). The projected results (2030–2050) also endorse the increasing trend in built-up area, forest, and water at the cost of substantial amounts of cropland and grassland.
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1. Introduction

Landscape change is based on the natural ecosystem and the structure of human society. The process of landscape change results from changes in the physical environment and socioeconomic factors [1]. Fast economic development and population growth results in rapid urbanization and land-use changes. These changes significantly affect LULC dynamics and the cycle and structure of the ecosystem [2]. Anthropogenic influence on landscapes is one of the fundamental driving forces of regional LULC change mechanisms [3,4]. Human exploitation of the natural environment, such as urban expansion, fragmentation of agricultural land and green spaces, expressively disturbs the local environment [5]. Among these activities, rapid urban growth is considered the leading driver of cropland and green area losses [6], which may greatly influence climatic changes and human life [7,8]. The dynamics of socioeconomic development and industrialization have led to a drastic expansion of built-up areas in periurban regions. Such an increase in impervious surfaces affects the urban environment [9].

Global LULC trends are divided into two categories: intensification, such as deforestation, agricultural and urban expansion; and extensification, such as afforestation and land protection. Intensification refers to the rapid urban and agricultural expansion in the natural landscape, whereas extensification is the proposed strategies to control the
rapid LULC transition and its impacts on natural environment [10,11]. Globally, the level of urbanization is estimated to be approximately 55% [12]. More than half of the global population lives in urban areas, and this value will reach approximately 70% by 2050 [13]. However, urbanization is increasing at double the pace of global population growth [14,15]. The urbanization process in developed countries is more synchronized, and most of these countries stabilize the urbanization level [16]. Developing countries are experiencing over or under-urbanization [17]. Urbanization and socioeconomic development are closely correlated, as socioeconomic development stimulates urbanization [18]. Nearly 80% of the global GDP is generated in cities [19], and activities related to economic growth persuade migration, which is one of the major driving forces of urbanization [20]. Additionally, urban poverty is increasing globally, which is mainly attributed to rapid migration (www.unfpa.org/urbanization, accessed on 10 August 2020). Consequently, unprecedented urban expansion and population growth trigger LULC changes, which can potentially cause ecological consequences such as substantial soil erosion, carbon emissions, climate change and groundwater resource degradation [21–23]. Furthermore, tremendous urban expansion and socioeconomic development have placed enormous pressure on natural resources, ecosystems [24] and the fragmentation of agricultural land, becoming significant reasons for environmental disruptions, food security issues and impacts on human health around the globe [25].

The urbanization rate in China increased from 17.9% in 1978 to 56.7% in 2016 [26], and the urban population increased by 500 million from 1980 to 2011 [27]. It is expected that the urbanization rate will reach 70% by 2050 [28], and is projected to add 255 million urban dwellers by 2050 [18]. Over the last four decades, China’s cropland area has experienced uneven changes [29], especially in the Pearl River Delta, due to rapid urban expansion [30]. Although the rapid increase in built-up land promoted the local economy, it also brought severe concerns to meet sustainable development targets [31]. Therefore, the LULC change mechanism becomes an essential aspect for studying and understanding the complicated relationship between humans and the natural environment.

Since its economic reforms, China has been experiencing rapid urban expansion resulting in the loss of substantial agricultural land [32] and green spaces. The Chinese government introduced a series of land administration policies to minimize the fragmentation of cultivated land and green space, but as urbanization is the driving force for economic growth [33], it is a challenge to enforce the policy by compromising economic growth [27]. Additionally, urbanization influences atmospheric pressure, evaporation, the absorption of heat, and solar radiation, and can significantly change the surface temperature conditions [34]. Hence, anthropogenic modifications tend to experience comparatively higher environmental degradation than the surrounding LULC categories [35]. All these issues make LULC change analysis a paramount concern of sustainable development. It plays a vital role in addressing and studying natural resources, the environment, and urban planning [36,37]. Several studies have shown that LULC changes, especially urban expansion, forest and biodiversity loss, fragmentation of agricultural land, water quality depletion, increased carbon emissions and temperature, are substantially related to the degradation of the natural environment [38–42]. Therefore, monitoring and detecting LULC change dynamics from the past to the future [43], especially under the influence of anthropogenic and physical factors and their contributions to local landscape changes, are critical for maintaining and integrating the ecosystem and sustainable development.

Spatiotemporal modeling, simulation and change transition potential techniques have evolved rapidly to study the LULC mechanism [44]. Simulation models of LULC transition and prediction are effective and replicable techniques for evaluating both the causes and the significance of past, present and future scenarios under possible situations [45,46]. Many spatially explicit models have been proposed by researchers to analyze and project the LULC, such as Dinamica [47], FLUS [45], SLEUTH [48], Artificial Neural Network-Markov Chain [49], CA-ANN [50], CLUE-S [51] and SERGoM [52]. Every model has its own specialty for addressing the composite issues of LULC. Among these models, cellular
automata are common approaches to simulate LULC and can effectively represent nonlinear spatially stochastic land-use change processes [53]. Cellular Automata are powerful approaches for understanding land-use systems and their integral dynamics [54,55], especially when integrated with other tools, such as ANNs [56,57]. The Cellular Automata-Artificial Neural Network works on what-if scenarios; therefore, it can be useful for planning [58] and land-use change simulation studies [49].

Standard techniques for evaluating the spatial extent of LULC changes start with revealing the transitions and change detection mechanism [59]. In collaboration with geospatial technologies and remote sensing, aerial imagery and historical maps [60] have been used to characterize landscape dynamics [61] and deliver scientifically reliable results and action plans that have helped policymakers and planners advance sustainable development, especially in rapidly increasing urban environments [62]. As a result, the techniques of transition potential modeling and projecting future LULC under the influence of spatial variables attempt to detect where the change have occurred and will potentially occur in the future [37,63,64]. Most of these models use temporal land-use data to assess the LULC transitions, which in combination with spatial variables can predict future LULC scenarios [65].

Researchers mostly use several models to assess the LULC change mechanism along with GIS and remote sensing techniques. The most prevalent techniques are models based on equations [66], statistics [67], Markov chains [68], and cellular models [69]. We used intensity analysis based on the transition probability matrix, a mathematical framework based on equations, to analyze the LULC categories’ transition intensities over time. Intensity analysis is a unique technique that combines the transition intensity at three levels: interval, category and transition. Moreover, it compares the pace of overall annual change intensity, the stability of classes, and each category’s transition intensity with uniform intensity across the study period [70].

The Greater Bay Area is one of China’s rapidly developing regions and has become an international economic, educational, and technological hub. Under rapid regional socioeconomic development and urban mechanisms, the GBA experienced a transformation that has had a tremendous impact on the spatial pattern of LULC changes [71,72]. In this study, we modeled the spatiotemporal transition potential and future scenario of LULC with the help of the Modules for Land-Use Change Simulation (MOLUSCE) plugin within QGIS software [73–75]. The MOLUSCE plugin incorporates some well-known algorithms, such as artificial neural networks (ANNs) and Monte Carlo cellular automata (CA) modeling approaches [76]. We used remote sensing data from 1980 to 2020 with a 10-year interval, spatial variables, DEM, slope [45,77,78], population [45,74], GDP [45], distance from roads [45,78], distance from streams [74], distance from a city [77] and the CA-ANN approach for spatiotemporal transition potential modeling and future LULC simulation for 2030, 2040, and 2050. After the simulation and prediction of LULC, we used an intensity analysis approach at three levels, i.e., interval level, category level and transition level, and further engaged indices to quantify the annual rate of change in LULC classes. Considering all these aspects, we designed our study with the following objectives.

1. Modeling spatiotemporal LULC patterns to analyze the magnitude and direction of change over the last 4 decades.
2. Predicting future LULC under the influence of physical and socioeconomic factors.
3. Identifying current LULC change intensity and potential impacts of LULC change on the spatial pattern.
4. Analyzing the predicted LULC intensity scenario.
2. Materials and Methods

2.1. Study Area

The Guangdong Hong Kong Macao Greater Bay Area, also known as the Pearl River Delta (PRD), is located between 111°–115°–240° E and 22°–25° N (Figure 1) and has a total area of approximately 56,000 km², a population of over 71 million, and a GDP of over 10 trillion RMB [79]. The Guangdong Hong Kong Macao Greater Bay Area is a concept introduced by the Chinese government as a part of the 13th Five-Year Plan for Socioeconomic Development in 2017. The GBA consists of nine cities in Guangdong Province, including Zhaoqing, Foshan, Guangzhou, Dongguan, Jiangmen, Zhongshan, Zhuhai, Shenzhen, Huizhou, and the two Special Administrative Regions (SARs) of Hong Kong and Macao. As one of the largest bay areas in the world, and an economic and industrial symbol of China, the GBA experienced a dramatic LULC change phenomenon and socioeconomic development, especially in terms of the expansion of built-up land and rapid population growth. Rapid urban expansion is mainly attributed to population growth and socioeconomic development. Subsequently, the rapid increase in population and impervious surfaces resulted in many environmental changes in the region [80].

![Figure 1. Study Area. Guangdong Hong Kong Macao, Greater Bay Area, China.](image-url)

2.2. Data Collection

The LULC data for the Guangdong Hong Kong Macao Greater Bay Area from 1980, 1990, 2000, 2010 and 2020, and the socioeconomic variables, i.e., GDP and population data (1995–2015), were downloaded from the Resources and Environment Science Data Center (RESDC), Chinese Academy of Sciences. China’s land use remote sensing monitoring database is a multitemporal land use database covering the land area of the whole country. Data production is based on temporal Landsat (MSS/TM/ETM+/OLI) images generated through artificial visual interpretation. The data include six primary and 23 secondary...
land-use types, including arable land, woodland, grassland, water, residential and barren land, with a 30 m spatial resolution. To maintain the accuracy of LULC classification, random sampling methods, GPS field surveys and kappa coefficient tests are engaged. The accuracy rate of cultivated land, urban and rural areas is not less than 95%, and that of grassland, woodland and water area is not less than 90%; that of barren land is not less than 85%. Socioeconomic data are based on national subcounty statistics and the multifactor weight distribution method (www.resdc.cn, accessed on 28 July 2020). The digital elevation model (DEM) was obtained from WorldClim with a spatial resolution of 30 arc-seconds and was derived from the SRTM elevation data (https://www.worldclim.org/, accessed on 16 August 2020). The slope was calculated from the DEM, the road network was obtained from the Socioeconomic Data and Application Center (SEDAC NASA) from 1980 to 2010 (gROADS V1) and the stream network was downloaded from Diva-GIS (https://www.diva-gis.org/, accessed on 16 August 2020). Proximity factors such as distance from roads, distance from streams and distance from the city center, were calculated using the Euclidean distance method in ArcGIS 10.4 (Table 1). After data collection, the study area was clipped and projected to WGS_1984_UTM_Zone_49N. Figure 2 represents the methodological workflow of the study.

| Category            | Description       | Year       | Source                                      | Accessed on |
|---------------------|-------------------|------------|---------------------------------------------|-------------|
| Multitemporal Data  | LULC              | 1980–2020  | https://www.resdc.cn                        | 28 July 2020|
| Socioeconomic Factors | Population     | 1995–2015  | https://www.resdc.cn                        |             |
| Socioeconomic Factors | GDP             | 1995–2015  |                                           |             |
| Socioeconomic Factors | Road Network   | 1980–2010  | https://sedac.ciesin.columbia.edu Calculated from road network | 10 August 2020|
| Socioeconomic Factors | Distance from Roads |         | Calculated from city center               |             |
| Socioeconomic Factors | Distance from City |       |                                             |             |
| Physical Factors    | DEM              |            | https://worldclim.org/ Calculated from DEM | 16 August 2020|
| Physical Factors    | Slope            |            | https://www.diva-gis.org/ Calculated from stream network |             |
| Physical Factors    | Stream Network   |            |                                             |             |
| Physical Factors    | Distance from streams |      |                                             |             |

2.3. Collection of Spatial Variables

Researchers mainly consider the physical and socioeconomic factors responsible for LULC changes, as their contribution to the LULC change mechanism is more significant. Physical factors such as topography and climate are considered the most influential factors that encourage anthropogenic activities [81]. Socioeconomic factors, such as population and GDP, have a potential influence on LULC change [82], and proximity factors, e.g., proximity to roads, distance from the city center and distance from stream network, help in analyzing the driving causes of the landscape pattern [83]. We used a collection of physical, socioeconomic, and proximity factors (Table 1).

The MOLUSCE plugin offers some well-known methods, such as Pearson’s correlation and Cramer’s coefficient, to evaluate the correlation between LULC data and spatial variables. Cramer’s V is a numerical measure of association that ranges from 0 to 1, where 1 indicates a ‘perfect association’ between LULC and the spatial driver and 0 indicates ‘no association’ [15]. The values are not considered ultimate, and they can only help determine whether to include transition potential modeling or not, but generally, a value higher than 0.1 is considered useful [5,84].
2.4. LULC Classification

After extraction and projection of the study area, we grouped the subtypes of land-use data to obtain five categories: urban land, rural settlements, and other construction land as built-up area; woodland, and shrubs as forest; paddy fields, dry land, and cultivated land as cropland; pasture, parks, and green spaces as grassland; and rivers, lakes, reservoirs, and canals as water (Table 2) using the reclassifying tool in ArcGIS 10.4. Furthermore, Google Earth high-resolution images from 2000 were used to interpret and verify the LULC categories. To use the data for transition potential modeling and prediction, we used resampling techniques in ArcGIS to fix the spatial resolution differences between the LULC data and spatial variables.

Table 2. LULC classification scheme.

| LULC Type     | Description                                      |
|---------------|--------------------------------------------------|
| Built-up Area | Impervious surface, residential, commercial and other infrastructure |
| Forest        | All types of forest cover land                   |
| Cropland      | Agricultural and farmland                        |
| Grassland     | Parks, green spaces and pasture                  |
| Water         | Rivers, lakes, ponds and dams                    |

2.5. Change Analysis and Transition Potential Modeling

We used the Modules for Land-Use Change Simulation (MOULSCE) plugin within QGIS to determine the spatiotemporal changes and calculate the LULC transition between the study intervals (1980 to 1990, 1990 to 2000, 2000 to 2010, and 2010 to 2020) and produced four LULC change maps. Based on the LULC data and explanatory variables, we acquired an area change and transition probability matrix, which comprised rows and columns of landscape categories in the initial and final years. We employed the ANN multilayer perception method for transition potential modeling. The DEM, slope, GDP, population, distance from roads, distance from the city, and distance from streams were employed as explanatory variables (Table 1). These variables are commonly used for LULC change analysis and provide replicable information about the physical and anthropogenic impacts on LULC dynamics.

![Methodological Workflow Chart](image-url)
2.6. Prediction and Model Validation

The purpose of simulation models is to simplify the dynamics of composite urban structures and interpret them in an easily understandable way. We applied the CA-ANN approach within the MOLUSCE plugin for transition potential modeling and future simulation, as many researchers believe that the CA-ANN approach is more potent than linear regression [85,86]. The MOLUSCE plugin effectively computes land-use change analysis [87] and is well suited to analyzing spatiotemporal forest and land-use changes, transition potential modeling and simulating future scenarios [86].

Based on the LULC data of 2000 and 2010, explanatory variables, and transition matrix, we projected the LULC for 2020. To validate the model and prediction accuracy, the MOLUSCE plugin offers a kappa validation technique and comparison of actual and projected LULC images. In the ANN learning process, 100 iterations and a neighborhood value of $3 \times 3$ pixels, a learning rate of 0.001, 12 hidden layers, and 0.05 of momentum, were chosen to project the LULC for 2020. After obtaining satisfactory results from the model validation, we employed LULC data from 2010 and 2020 to forecast the LULC in 2030, the LULC of 2000 and 2020 for 2040, and the predicted data for 2030 and 2040 were used to forecast LULC for 2050 (Figure 2).

2.7. Intensity Analysis

Intensity analysis is a statistical framework for expressing variations within various categories over multiple time intervals [88]. This approach analyzes a cross tabulation matrix and examines the transition variation among categories and the persistence of each category across the time intervals. Intensity analysis consists of three-level analysis: interval, category and transition. The interval-level analysis defines the time in which the overall annual change rate is comparatively fast or slow. The category-level analysis examines the changing intensity among LULC categories, and at this level, the intensity of gains and losses for each category are calculated and compared with the uniform intensity. The transition-level analysis compares the changes in terms of size and intensity during each time interval. It compares each category’s gain and loss under the influence of other classes during each time interval. The interval level addresses the question of in which time intervals the annual rate of overall change is relatively fast versus slow, and the category level elaborates which categories are relatively dormant versus active in a given time interval. Based on the above two level analysis, the transition level answer the question of which transitions are intensively avoided versus targeted by a given category in a given time interval [70].

This study used an open-source Microsoft Excel program downloaded from the Intensity Analysis website (https://sites.google.com/site/intensityanalysis/, accessed on 10 August 2020). This program was developed by Safaa Zakaria Aldwaik and Robert Gilmore Pontius Jr., and is based on statistical equations for intensity analysis [70].

We further used the following equation to assess the spatiotemporal magnitude and rate of change in LULC categories:

$$ARC (\%) = \frac{A_2 - A_1}{A_1 \times t} \times 100$$  (1)

where $ARC$ is the annual rate of change in LULC categories, $A_1$ and $A_2$ are the initial and final year areas, respectively, and $t$ is the time interval.
3. Results

3.1. Spatiotemporal Change Analysis

The LULC maps, area statistics and annual rate of change are shown in Figure 3 and Table 3. During the study period, we observed an uneven shift in land use, especially a continuous increase in built-up area from 2600.79 km² to 8114.33 km² (4.75–14.75%), with an annual growth rate of 5.30%; a linear decrease in forest and cropland from 29,289.12 km² to 27,813.80 km² (53.49–50.57%), with an annual decrease rate of $-0.13\%$ and $-0.66\%$, respectively, and an area of 11,967.39 km² to 8821.90 km² (21.85–16.04%), respectively. In contrast, grassland and water had mixed results during the study period. Grassland decreased (14.09–12.02%) during 1990–2010, while it increased from 12.02–12.06% during 2010–2020; additionally, water increased from 6.02% to 6.60% during 1980–1990 and from 6.60% to 7.71% during 1990–2000, while it decreased from 7.71% to 7.18% from 2000–2010 and from 7.18% to 6.58% during 2010–2020. The growth and decrease rates during each time interval were different, i.e., during 1980–1990, the urban growth rate was 0.45%, and the forest and cropland decrease rates were $0\%$ and $-0.14\%$, respectively. The grassland and water growth rates were 0.05% and 0.25%, respectively. During the second interval (1990–2000), the urban growth rate was 1.18%, the decreasing rates for forest, cropland, and grassland were $-0.03\%$, $-0.27\%$, and $-0.14\%$, respectively, and the growth rate for water was 0.42%.

During 2000–2010, the urban growth rate was 1.50%, and the decreasing rates for forest, cropland, grassland, and water were $-0.05\%$, $-0.27\%$, $-0.24\%$, and $-0.17\%$, respectively. During 2010–2020, the urban growth was 0.30%, the decreasing rate for forest and cropland was $-0.04\%$, the grassland growth rate was 0.01%, and the water category’s decreasing rate was $-0.21\%$.
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Table 3. LULC area from 1980–2020 (km$^2$) and annual rate of change (ARC).

| LULC Type       | 1980 km$^2$ | 1990 km$^2$ | 2000 km$^2$ | 2010 km$^2$ | 2020 km$^2$ | ARC km$^2$ |
|-----------------|-------------|-------------|-------------|-------------|-------------|------------|
| Built-up Area   | 2600.79     | 3072.56     | 3072.56     | 7237.63     | 8114.33     | 137.84     |
| Forest          | 29,289.12   | 29,243.47   | 28,865.46   | 28,230.72   | 27,813.80   | −36.88     |
| Cropland        | 11,967.39   | 11,275.30   | 10,059.50   | 8967.08     | 8821.90     | −128.64    |
| Grassland       | 7603.48     | 7743.51     | 7299.74     | 6611.77     | 6629.05     | −24.36     |
| Water           | 3299.09     | 3629.52     | 4244.95     | 3949.09     | 3618.54     | 7.99       |

The LULC change analysis explored the spatial dynamic variations in the LULC pattern during the study period. The results from 1980 to 2020 showed a notable expansion in urban areas and a shrinking phenomenon in the forest and cropland. Figure 4 and Table 4 show the spatiotemporal area and percentage change in all LULC categories. Cropland, grassland, forest and water contributed 25.47%, 14.35%, 9.93%, and 5.09% to the built-up area, respectively. Figure 5 and Table 5 represent the inter-transition and contribution of LULC categories to changing phenomena from 1980 to 2020. Cropland was the largest contributor to the change from 1980–2020, with 25.47% to built-up area, 9.63% to water, and 1.79% to forest, while forest contributed 9.93% to built-up area, 1.58% to cropland, 12.07% to grassland and 0.73% to water. Grassland contributed 14.35% to built-up land and 7.02% to forest, and water contributed 5.09% to built-up land and 4.20% to cropland.

Figure 4. Change maps (a) 1980–1990, (b) 1990–2000, (c) 2000–2010, and (d) 2010–2020.
Figure 5. LULC transition from 1980–2020 (a) transition to built-up land, (b) transition to forest, (c) transition to cropland, (d) transition to grassland, and (e) transition to water.

Table 4. Temporal changes in 1980–2020.

| LULC Category | 1980–1990 km² | 1980–1990 % | 1990–2000 km² | 1990–2000 % | 2000–2010 km² | 2000–2010 % | 2010–2020 km² | 2010–2020 % |
|---------------|---------------|-------------|---------------|-------------|---------------|-------------|---------------|-------------|
| Built-up Area | 471.77        | 0.84        | 1448.38       | 2.63        | 2716.69       | 4.94        | 876.70        | 1.59        |
| Forest        | −45.65        | −0.28       | −378.01       | −0.71       | −634.74       | −1.16       | −416.92       | −0.76       |
| Cropland      | −692.9        | −1.34       | −1215.79      | −2.22       | −1092.42      | −1.99       | −145.18       | −0.26       |
| Grassland     | 140.03        | 0.20        | −443.77       | −0.81       | −687.97       | −1.25       | 17.28         | 0.03        |
| Water         | 330.43        | 0.58        | 615.43        | 1.12        | −295.86       | −0.54       | −330.55       | −0.60       |

Table 5. Contribution of LULC categories to change.

| LULC Category | Built-Up Area | Forest | Cropland | Grassland | Water |
|---------------|---------------|--------|----------|-----------|-------|
| Built-up Area | 0.00%         | 0.52%  | 0.94%    | 0.54%     | 0.48% |
| Forest        | 9.93%         | 0.00%  | 1.58%    | 12.07%    | 0.73% |
| Cropland      | 25.47%        | 1.79%  | 0.00%    | 1.77%     | 9.63% |
| Grassland     | 14.35%        | 7.02%  | 1.09%    | 0.00%     | 1.87% |
| Water         | 5.09%         | 0.46%  | 4.20%    | 0.48%     | 0.00% |
3.2. LULC Transition Analysis

The transition matrix plays an essential role in analyzing temporal changes within a set of LULC categories. The rows of the matrix table represent the categories in the initial year, while the columns show the same order of LULC categories in the final year. The diagonal entries show the size of class stability, and each off-diagonal entry represents the size of the transition from one class to different classes. Values close to 1 in diagonal entries represent the stability of a category. Researchers mostly use transition matrices to compare the temporal changes in different regions. To show how each LULC type was projected to change in our study area, we calculated the transition potential matrix with the help of the MOLUSCE plugin during the periods of 1980–1990, 1990–2000, 2000–2010, and 2010–2020 based on the existing LULC conditions and explanatory variables.

Table 6 shows the transition potential matrix during 1980–1990, in which built-up area, forest, and water were the most stable categories with probabilities of 0.954, 0.982, and 0.949, respectively, while cropland and grassland decreased with transition probabilities of 0.914 and 0.937, respectively, and contributed 0.035 and 0.009, respectively, to built-up land. During 1990–2000 (Table 7), the transition values of built-up land and forest were 0.930 and 0.966, respectively, those of cropland and grassland were 0.843 and 0.859, respectively, and that of water was 0.890. Cropland and grassland again contributed 0.060 and 0.066 to the built-up area, respectively. Accordingly, during 2000–2010 (Table 8), built-up area and forest were stable with values of 0.918 and 0.949, respectively, and cropland, grassland, and water had values of 0.809, 0.761, and 0.736, respectively. Here, cropland, grassland, and water contributed 0.116, 0.123, and 0.119, respectively, of the transition to built-up land. During 2010–2020 (Table 9), built-up land and forest class areas stabilized again with transition probabilities of 0.988 and 0.984, respectively, and those of cropland and grassland were 0.958 and 0.961, respectively.

Moreover, as we used LULC data from 2000–2020 along with spatial factors for the prediction of 2040 and the transition probability matrix, the transition matrix between 2000 and 2020 (Table 10) showed that built-up area and forest were still stable with values of 0.931 and 0.936, respectively. Cropland, grassland, and water had fragmentation values of 0.799, 0.742, and 0.706, respectively. During 2030–2040, cropland will still experience a decreasing phenomenon (Table 11), while other classes will show comparatively stable behavior. Table 12 represents the transition probability matrix during 2040–2050. Here, we observed that built-up land, forest, grassland, and water were the most stable categories, with transition values of 1.0, 1.0, 1.0, and 0.99, respectively, while cropland will experience rapid fragmentation, with a value of 0.732. During the study period, along with the built-up area, the forest was stable because of the conservation, afforestation, and reforestation policy of the Chinese government, but the significant pressure was on cropland, which donated the largest share to other LULC categories. Table 13 and Figure 6 elaborate the gained and lost areas of each category over each time interval.

Table 6. Transition Matrix from 1980–1990.

| Year | Category     | 1980 | 1990 |
|------|--------------|------|------|
|      |              | Built-Up Area | Forest | Cropland | Grassland | Water |
| 1980 | Built-up Area| 0.954 | 0.008 | 0.020 | 0.010 | 0.007 |
|      | Forest       | 0.003 | 0.982 | 0.004 | 0.011 | 0.001 |
|      | Cropland     | 0.035 | 0.009 | 0.914 | 0.011 | 0.032 |
|      | Grassland    | 0.009 | 0.041 | 0.008 | 0.937 | 0.005 |
|      | Water        | 0.007 | 0.009 | 0.022 | 0.013 | 0.949 |
Table 7. Transition Matrix from 1990–2000.

| Year | Built-Up Area | Forest | Cropland | Grassland | Water |
|------|---------------|--------|----------|-----------|-------|
| 1990 |               |        |          |           |       |
|      | Built-up Area | 0.930  | 0.015    | 0.029     | 0.017  | 0.009 |
|      | Forest        | 0.010  | 0.966    | 0.007     | 0.015  | 0.002 |
|      | Cropland      | 0.060  | 0.018    | 0.843     | 0.010  | 0.069 |
|      | Grassland     | 0.066  | 0.038    | 0.017     | 0.859  | 0.019 |
|      | Water         | 0.043  | 0.016    | 0.037     | 0.014  | 0.890 |

Table 8. Transition Matrix from 2000–2010.

| Year | Built-Up Area | Forest | Cropland | Grassland | Water |
|------|---------------|--------|----------|-----------|-------|
| 2000 |               |        |          |           |       |
|      | Built-up Area | 0.918  | 0.022    | 0.026     | 0.017  | 0.016 |
|      | Forest        | 0.018  | 0.949    | 0.003     | 0.029  | 0.002 |
|      | Cropland      | 0.116  | 0.009    | 0.809     | 0.010  | 0.056 |
|      | Grassland     | 0.123  | 0.084    | 0.012     | 0.761  | 0.020 |
|      | Water         | 0.119  | 0.007    | 0.126     | 0.012  | 0.736 |

Table 9. Transition Matrix from 2010–2020.

| Year | Built-Up Area | Forest | Cropland | Grassland | Water |
|------|---------------|--------|----------|-----------|-------|
| 2010 |               |        |          |           |       |
|      | Built-up Area | 0.988  | 0.003    | 0.002     | 0.006  | 0.001 |
|      | Forest        | 0.008  | 0.984    | 0.000     | 0.008  | 0.000 |
|      | Cropland      | 0.040  | 0.001    | 0.958     | 0.000  | 0.000 |
|      | Grassland     | 0.034  | 0.002    | 0.001     | 0.961  | 0.001 |
|      | Water         | 0.035  | 0.000    | 0.052     | 0.002  | 0.910 |

Table 10. Transition Matrix from 2000–2020.

| Year | Built-Up Area | Forest | Cropland | Grassland | Water |
|------|---------------|--------|----------|-----------|-------|
| 2000 |               |        |          |           |       |
|      | Built-up Area | 0.931  | 0.018    | 0.021     | 0.015  | 0.015 |
|      | Forest        | 0.025  | 0.936    | 0.003     | 0.035  | 0.035 |
|      | Cropland      | 0.146  | 0.009    | 0.799     | 0.009  | 0.036 |
|      | Grassland     | 0.146  | 0.081    | 0.012     | 0.742  | 0.019 |
|      | Water         | 0.154  | 0.006    | 0.122     | 0.011  | 0.706 |

Table 11. Transition Matrix from 2030–2040.

| Year | Built-Up Area | Forest | Cropland | Grassland | Water |
|------|---------------|--------|----------|-----------|-------|
| 2030 |               |        |          |           |       |
|      | Built-up Area | 0.958  | 0.013    | 0.029     | 0.000  | 0.000 |
|      | Forest        | 0.003  | 0.997    | 0.000     | 0.000  | 0.000 |
|      | Cropland      | 0.187  | 0.001    | 0.808     | 0.000  | 0.004 |
|      | Grassland     | 0.009  | 0.000    | 0.007     | 0.973  | 0.012 |
|      | Water         | 0.018  | 0.000    | 0.002     | 0.001  | 0.978 |
Table 12. Transition Matrix from 2040–2050.

| Year   | Built-Up Area | Forest  | Cropland | Grassland | Water  |
|--------|---------------|---------|----------|-----------|--------|
| 2040   | 1.00          | 0.00    | 0.00     | 0.00      | 0.00   |
| Forest | 0.00          | 1.00    | 0.00     | 0.00      | 0.00   |
| Cropland | 0.27      | 0.00    | 0.732    | 0.00      | 0.00   |
| Grassland | 0.00    | 0.00    | 0.00     | 1.00      | 0.00   |
| Water  | 0.00          | 0.00    | 0.00     | 0.00      | 0.998  |

Table 13. Gains and losses of each category (km$^2$).

| Category   | 1980–1990 | 1990–2000 | 2000–2010 | 2010–2020 |
|------------|-----------|-----------|-----------|-----------|
| Built-up Area | 459.66    | 1428.18   | 2714.59   | 875.79    |
| Forest     | −61.92    | −384.43   | −635.45   | −417.13   |
| Cropland   | −739.72   | −1216.14  | −1092.54  | −145.17   |
| Grassland  | 45.85     | −441.56   | −688.83   | 17.23     |
| Water      | 296.13    | 613.95    | −297.76   | −330.72   |

Figure 6. LULC Gains and Losses (1980–2020).

3.3. Selection of Spatial Variables

According to transition matrix analysis, we observed that the significant growth in built-up land was mainly due to cropland fragmentation. All these transitions were based on physical and socioeconomic driving factors. Researchers mostly use these spatial factors to investigate LULC dynamics. Table 14 shows the prospective Cramer’s V value of each spatial variable. The Cramer’s V value suggests that the variables are ideal for transition potential modeling, as their values are more significant. According to the values, the selection of physical and socioeconomic explanatory variables is more effectual, i.e., DEM: 0.35; slope: 0.33; population: 0.30; and GDP: 0.28. Figure 7 shows the spatial variables used in this study.
Figure 7. Spatial Variables: (a) DEM, (b) slope, (c–e) population 1995–2015, (f–h) GDP 1995–2015, (i) distance from city, (j) distance from roads, and (k) distance from streams.
Table 14. Cramer’s V value of spatial variables.

| Spatial Variables     | Cramer’s V |
|-----------------------|------------|
| DEM                   | 0.35       |
| Slope                 | 0.33       |
| Population            | 0.30       |
| GDP                   | 0.28       |
| Distance from City    | 0.15       |
| Distance from Roads   | 0.12       |
| Distance from Streams | 0.08       |

3.4. Transition Potential Modeling and Model Validation

The MOLUSCE plugin integrates some well-known algorithms for transition potential modeling, such as the ANN (multilayer perception), weights of evidence, multicriteria evaluation, logistic regression, and CA algorithm, for future simulation. The spatial variables for model calibration were chosen based on their relatively strong association with LULC, as measured by Cramer’s coefficient.

We used the CA-ANN approach for transition potential modeling and prediction. We employed LULC data from 2000–2010 along with spatial variables to projected LULC for 2020 and obtained a validation kappa value of 0.76. After obtaining the projected LULC, we compared the actual LULC of 2020 with the projected data and obtained an overall accuracy of 96.25% and an overall kappa value of 0.94. Figure 8 and Table 15 show the actual and forecasted maps and statistics for 2020.

![Figure 8](image-url)

Figure 8. (a) Actual LULC 2020 and (b) projected LULC 2020.

Table 15. Actual and projected LULC of 2020.

| LULC Category     | Actual  | Projected | Accuracy | Kappa Value |
|-------------------|---------|-----------|----------|-------------|
|                   | km²     | %        | km²      | %          |
| Built-up Area     | 8114.33 | 14.75    | 7681.33  | 13.97       |
| Forest            | 27,813.80 | 50.57   | 28,427.66 | 51.69       |
| Cropland          | 8821.90  | 16.04    | 8964.28  | 16.30       |
| Grassland         | 6629.05  | 12.05    | 6001.82  | 10.91       |
| Water             | 3618.54  | 6.58     | 3921.20  | 7.13        |

- 0.77
- 0.94
3.5. Prediction of LULC

After obtaining satisfactory results from model validation, we predicted the LULC for 2030, 2040 and 2050. We employed the temporal LULC data from 2010 and 2020, the spatial variables, and the transition probability matrix (Table 9) to predict the LULC for 2030 and obtained a kappa value of 0.95. Furthermore, the LULC of 2000 and 2020, including the explanatory variables and transition matrix (Table 10), were used for the prediction of 2040, and we obtained a kappa value of 0.78. Finally, we predicted the LULC for 2050 based on the projected data for 2030–2040 and the transition matrix (Table 11) and obtained a kappa value of 0.91. Figure 9 and Table 16 represent the map, area statistics, and overall validation kappa of the predicted LULC of 2030, 2040, and 2050.

![Figure 9. LULC prediction; (a) 2030, (b) 2040, and (c) 2050.](image)

| Category       | 2030    | 2040    | 2050    |
|----------------|---------|---------|---------|
|                | km²     | %       | Kappa   | km²     | %       | Kappa   | km²     | %       | Kappa   |
| Built-up Area  | 8119.53 | 14.76   | 0.95    | 9909.48 | 18.02   | 0.78    | 11,642.31 | 21.17   | 0.91    |
| Forest         | 27,812.45 | 50.57  |         | 28,549.20 | 51.91  |         | 27,832.26 | 50.61  |         |
| Cropland       | 8858.20 | 16.11   | 0.95    | 7956.07 | 14.47   | 0.78    | 5460.55 | 9.93    | 0.91    |
| Grassland      | 6628.51 | 12.05   | 0.95    | 5126.01 | 9.32    | 0.78    | 6452.83 | 11.73   | 0.91    |
| Water          | 3578.92 | 6.51    |         | 3456.85 | 6.29    |         | 3609.67 | 6.56    |         |

3.6. Intensity Analysis

After change detection, transition analysis and prediction, we analyzed the change in terms of intensity at three levels, i.e., interval level, category level, and transition level [70]. Table 17 and Figure 10 show the change intensity at the interval level in which we observed that the uniform intensity was 0.90. The annual changes during 1980–1990 and 2010–2020
were smaller than the uniform intensity, i.e., 0.53 and 0.40, indicating that the change intensity was slow compared with the uniform intensity. During the second and third intervals (1990–2000 and 2000–2010), the annual change intensity was greater than the uniform change intensity, which supported the fast change during these intervals.

Table 17. Interval-level Change Intensity.

| Interval       | Observed Change | Annual Change Intensity | Uniform Change Intensity |
|----------------|-----------------|-------------------------|--------------------------|
| 1980–1990      | 5.28            | 0.53                    | 0.90                     |
| 1990–2000      | 10.23           | 1.02                    | 0.90                     |
| 2000–2010      | 16.54           | 1.65                    | 0.90                     |
| 2010–2020      | 3.96            | 0.40                    | 0.90                     |

Figure 10. Interval-level change intensity.

We analyzed each category’s intensity in category-level analysis and compared the gain and loss intensity with the uniform intensity during each interval. Table 18 represents the gains and uniform intensity of each category during each interval. Except for the first interval, the built-up area had the largest size compared with uniform intensity and other categories, which indicated the fast gain in the built-up area as a result of the fragmentation of other categories. Table 19 shows the category-level loss intensity. During the first and second intervals, the loss intensity value of cropland was the highest (0.86 and 1.57, respectively), while during the third interval, cropland, grassland and water lost the most, as their lost intensities were larger than uniform intensity, with values of 1.91, 2.39, and 2.64, respectively. During the final interval, the cropland, grassland, and water intensities were greater than uniform intensity, which indicated a fast fragmentation in these categories and eventually the contribution to other categories, especially to built-up area, which was further described in the transition-level intensity section.

Table 18. Category-level Gain Intensity.

| Category      | 1980–1990 | 1990–2000 | 2000–2010 | 2010–2020 |
|---------------|-----------|-----------|-----------|-----------|
| Built-up Area | 0.53      | 1.62      | 2.9       | 1.07      |
| Forest        | 0.65      | 0.83      | 1.14      | 0.06      |
| Cropland      | 0.55      | 0.96      | 1.71      | 0.54      |
| Grassland     | 0.46      | 0.62      | 0.82      | 0.16      |
| Water         | 0.45      | 1.00      | 1.13      | 0.03      |
Table 19. Category-level Loss Intensity.

| Interval       | Category     | Loss Intensity | Uniform Intensity | Loss Intensity | Uniform Intensity | Loss Intensity | Uniform Intensity | Loss Intensity | Uniform Intensity |
|----------------|--------------|----------------|-------------------|----------------|-------------------|----------------|-------------------|----------------|-------------------|
|                |              | 1980–1990      | 1990–2000         | 2000–2010      | 2010–2020         |                |                   |                |                   |
|                | Built-up Area| 0.46           | 0.7              | 1.02           | 0.82              | 1.65           | 0.12              | 0.4            |
|                | Forest       | 0.18           | 0.34             | 1.02           | 0.51              | 1.65           | 0.16              | 0.4            |
|                | Cropland     | 0.86           | 1.57             | 1.02           | 1.91              | 1.65           | 0.42              | 0.4            |
|                | Grassland    | 0.63           | 1.41             | 1.02           | 2.39              | 1.65           | 0.39              | 0.4            |
|                | Water        | 0.51           | 1.10             | 1.02           | 2.64              | 1.65           | 0.90              | 0.4            |

Table 20 and Figure 11 show the transition of other categories to built-up area during the study period. Overall, cropland and grassland contributed the most considerable amounts to built-up area. During the first interval transition, the intensity of cropland was 0.35, and the uniform intensity was 0.13. Hence, the transition intensity was greater than the uniform intensity, indicating fast fragmentation of cropland to built-up area. During 1990–2000, cropland and grassland transition intensities were greater than those of other categories, i.e., 0.60 and 0.66, respectively, while the uniform intensity during this period was 0.45. During 2000–2010, the uniform intensity was 0.94, and the cropland, grassland, and water transition intensities were 1.16, 1.23, and 1.19, respectively. During the last interval, the uniform intensity was 0.30, and the transition intensities of cropland, grassland, and water were 0.40, 0.34, and 0.35, respectively. Therefore, the gain in built-up land from cropland means that cropland’s transition intensity was greater than the uniform intensity during the study period.

Table 20. Transition to Built-up Area.

| Interval       | Category     | Transition Intensity | Uniform Intensity | Transition Intensity | Uniform Intensity | Transition Intensity | Uniform Intensity |
|----------------|--------------|----------------------|-------------------|----------------------|-------------------|----------------------|-------------------|
|                |              | 1980–1990            | 1990–2000         | 2000–2010            | 2010–2020         |                     |                   |
|                | Forest       | 0.03                 | 0.10              | 0.45                 | 0.18              | 0.94                | 0.08              | 0.30 |
|                | Cropland     | 0.35                 | 0.60              | 0.45                 | 1.16              | 0.94                | 0.40              | 0.30 |
|                | Grassland    | 0.09                 | 0.66              | 0.45                 | 1.23              | 0.94                | 0.34              | 0.30 |
|                | Water        | 0.07                 | 0.43              | 0.45                 | 1.19              | 0.94                | 0.35              | 0.30 |

Figure 11. Transition to Built-up Area.
Table 21 and Figure 12 represent the size of transition intensity of other categories to forest against the uniform intensity, indicating that grassland contributed more than the other classes to forest during the first three intervals. In contrast, during the last interval, the built-up area donated more than the other categories. During the first three intervals, the grassland transition intensity was 0.41, 0.38, and 0.48, respectively, and the uniform intensity was 0.17, 0.22, and 0.31, respectively. During 2010–2020, the built-up land and grassland transition intensities were 0.03 and 0.02, respectively, while the uniform intensity was 0.02. Hence, forest gains would cause a transition in grassland as grassland donated more than the other categories.

**Table 21. Transition to Forest.**

| Interval       | 1980–1990 | 1990–2000 | 2000–2010 | 2010–2020 |
|----------------|-----------|-----------|-----------|-----------|
| Category       | Transition Intensity | Uniform Intensity | Transition Intensity | Uniform Intensity | Transition Intensity | Uniform Intensity | Transition Intensity | Uniform Intensity |
| Built-up Area  | 0.08      | 0.17      | 0.15      | 0.22      | 0.22      | 0.31      | 0.03      | 0.02      |
| Cropland       | 0.09      | 0.17      | 0.18      | 0.22      | 0.09      | 0.31      | 0.01      | 0.02      |
| Grassland      | 0.41      | 0.17      | 0.38      | 0.22      | 0.48      | 0.31      | 0.02      | 0.02      |
| Water          | 0.09      | 0.17      | 0.16      | 0.22      | 0.17      | 0.31      | 0.00      | 0.02      |

Figure 12. Transition to Forest.

Table 22 and Figure 13 show the transition intensity of other categories to cropland. We observed that the water transition intensity was more significant than the uniform intensity throughout the study period, i.e., 0.22, 0.37, 1.26 and 0.52, while the uniform intensity was 0.13, 0.22, 0.42 and 0.52, respectively.

**Table 22. Transition to Cropland.**

| Interval       | 1980–1990 | 1990–2000 | 2000–2010 | 2010–2020 |
|----------------|-----------|-----------|-----------|-----------|
| Category       | Transition Intensity | Uniform Intensity | Transition Intensity | Uniform Intensity | Transition Intensity | Uniform Intensity | Transition Intensity | Uniform Intensity |
| Built-up Area  | 0.20      | 0.13      | 0.29      | 0.22      | 0.26      | 0.42      | 0.02      | 0.14      |
| Forest         | 0.04      | 0.13      | 0.07      | 0.22      | 0.03      | 0.42      | 0.00      | 0.14      |
| Grassland      | 0.08      | 0.13      | 0.17      | 0.22      | 0.12      | 0.42      | 0.01      | 0.14      |
| Water          | 0.22      | 0.13      | 0.37      | 0.22      | 1.26      | 0.42      | 0.52      | 0.14      |
Table 22 and Figure 13 show the transition intensity of other categories to cropland. We observed that the water transition intensity was more significant than the uniform intensity throughout the study period, i.e., 0.22, 0.37, 1.26 and 0.52, while the uniform intensity was 0.13, 0.22, 0.42 and 0.52, respectively.

Table 23 and Figure 14 show the transition to water from other categories. During the first three intervals, cropland’s transition intensity was more significant than the uniform intensity, which indicated that the transition of cropland to water was faster than other categories, i.e., 0.32, 0.69 and 0.56, respectively, while the uniform intensity was 0.11, 0.25 and 0.23, respectively. During the last interval, as we discussed earlier, the water size decreased, so the other categories did not contribute to water.

Table 24 and Figure 15 represent the expected change intensity during 2030–2050. According to the results, during 2030–2040, the annual change intensity was greater than the uniform change intensity, i.e., 0.57 and 0.56, respectively, while during 2040–2050 the annual change intensity was smaller than the uniform intensity (0.54 and 0.56, respectively). The observed change during 2030–2040 was 5.72 and that during 2040–2050 was 5.39.

Table 25 and 26 show the gain and loss intensity at the category level. According to the projected results, our study area will experience a rapid expansion in built-up area in the future, i.e., the gain intensity of the built-up area will be greater than the uniform intensity during both intervals (1930–1940 and 1940–1950). The uniform intensity during...
Table 24 and Figure 15 represent the expected change intensity during 2030–2050. According to the results, during 2030–2040, the annual change intensity was greater than the uniform change intensity, i.e., 0.57 and 0.56, respectively, while during 2040–2050 the annual change intensity was smaller than the uniform intensity (0.54 and 0.56, respectively). The observed change during 2030–2040 was 5.72 and that during 2040–2050 was 5.39.

**Table 24. Interval-level Change Intensity (2030–2050).**

| Interval   | Observed Change | Annual Change Intensity | Uniform Change Intensity |
|------------|-----------------|-------------------------|--------------------------|
| 2030–2040  | 5.72            | 0.57                    | 0.56                     |
| 2040–2050  | 5.39            | 0.54                    | 0.56                     |

Figure 15. Change intensity from 2030–2050.

Tables 25 and 26 show the gain and loss intensity at the category level. According to the projected results, our study area will experience a rapid expansion in built-up area in the future, i.e., the gain intensity of the built-up area will be greater than the uniform intensity during both intervals (1930–1940 and 1940–1950). The uniform intensity during 2030–2040 and 2040–2050 will be 0.57 and 0.54, respectively, while the built-up area’s gain intensity will be 1.85 and 2.12, respectively. Accordingly, cropland will still experience rapid fragmentation in the future. During 2030–2040, the loss intensity of cropland will be 1.92 against a uniform intensity of 0.57, while during 2040–2050, cropland will experience a loss intensity of 2.68 against a uniform intensity of 0.54.

**Table 25. Category-level Gain Intensity.**

| Category   | 2030–2040 | 2040–2050 |
|------------|-----------|-----------|
| Gain Intensity | Uniform Intensity | Gain Intensity | Uniform Intensity |
| Built-up Area | 1.85 | 0.57 | 2.12 | 0.54 |
| Forest      | 0.14     | 0.57     | 0.00 | 0.54 |
| Cropland    | 0.45     | 0.57     | 0.00 | 0.54 |
| Grassland   | 0.01     | 0.57     | 0.00 | 0.54 |
| Water       | 0.16     | 0.57     | 0.00 | 0.54 |
Table 26. Category-level Loss Intensity.

| Interval       | 2030–2040 | 2040–2050 |
|----------------|-----------|-----------|
|                | Uniform Intensity | Uniform Intensity | Uniform Intensity | Uniform Intensity |
| Built-up Area  | 0.42      | 0.00      | 0.54 |
| Forest         | 0.03      | 0.00      | 0.54 |
| Cropland       | 1.92      | 2.68      | 0.54 |
| Grassland      | 0.27      | 0.00      | 0.54 |
| Water          | 0.22      | 0.02      | 0.54 |

4. Discussion

Unprecedented urban expansion has transformed the natural environment and landscape patterns worldwide, especially in the twenty-first century [89]. Physical and socioeconomic factors such as geography, population and economic growth are considered the most significant driving forces of urbanization [3]. However, socioeconomic development has a greater impact on urban expansion than population growth [90]. The extent and pace of urban expansion and fragmentation of landscape patterns have led to concerns about climatic changes, food security and scarcity of natural resources.

LULC changes are closely linked to geographical location and development policies. After the ‘opening up’ policy of China in the late 1970s, the economic reforms resulted in massive migration, immigration and urban expansion, especially in the southern part of the country. Based on the spatiotemporal LULC data and physical and socioeconomic driving factors, we analyzed the change from 1980 to 2020 and created a transition probability matrix for each interval using the MOLUSCE plugin within QGIS software. Furthermore, with the help of the CA-ANN multilayer perception approach within the MOLUSCE plugin, we projected the LULC for 2030, 2040, and 2050.

Our results indicate that physical and socioeconomic factors significantly affected landscape patterns during the study period. Generally, areas with lower elevations are associated with rapid LULC changes, as the geography of such areas is more suitable for anthropogenic activities. The highest changes occurred in the plain areas of the GBA, especially along the coast of the Pearl River, as the slope of this part is comparatively lower than that of other parts. The northern, eastern, and western portions, which consist of mountains, hills, and forest, do not experience rapid fragmentation.

The concept of GBA embodies broader goals to achieve market-oriented reforms and cooperation among the eleven cities in the socioeconomic sector, education, innovation, international business, and technological advancement. According to the “Outline Development Plan for the Guangdong-Hong Kong-Macao Greater Bay Area”, by 2035, the GBA will become a globally competitive modern economic and industrial system; however, increasing the population and scarcity of land resources is one of the major challenges in the GBA [79]. Many studies have indicated that population growth and economic development are the driving forces of built-up expansion [91]. The increasing built-up area negatively impacts the natural environment, water quality and biodiversity [14]. According to our results, the GBA has experienced a dramatic conversion of LULC during the last four decades, especially in the rapid transition of cropland into built-up area. From 1980 to 2020, the built-up area increased from 4.75% to 14.75%, and cropland contributed 25.47%, grassland contributed 14.35%, forest contributed 9.93% and water bodies contributed 5.09%. Additionally, the future simulation results endorse that built-up land will continue to increase from 2030 to 2050 with percentages of 14.76% to 21.17%, and cropland will continue to decrease from 16.11% to 9.93%.

Furthermore, intensity analysis helps in analyzing and understanding the size and intensities of the transition at the interval, category, transition levels and the change patterns [70]. In this study, the intensity analysis reflected the rapid transition phenomenon in the LULC categories during past and future scenarios. During the first and fourth time intervals, the rate of annual change intensity was slower than that during the second and third time intervals, which indicated that the impacts of socioeconomic driving factors
during the four decades were different. Furthermore, except for the first time interval, the gain intensity in the built-up area was more significant than the uniform intensity. The loss intensity of cropland was greater than the uniform intensity, which supports the result that the overall gain in the built-up area and the overall loss in cropland were greater than other categories. Similarly, the transition intensity of cropland to built-up area was greater than the uniform intensity. Hence, the gain in built-up area targets cropland more than other categories throughout the study period.

Ultimately, the drastic changes in LULC, especially urban sprawl and cropland fragmentation, could endanger natural resources, the environment, and food security. Therefore, the spatiotemporal and projected LULC simulation results will help policymakers analyze the change intensity of LULC and the impacts of socioeconomic factors and help with the promotion of environmental conservation and sustainable development strategies. Moreover, we considered only the physical and socioeconomic factors in LULC modeling and prediction. However, development policies and climatic factors can also be considered in future studies.

5. Conclusions

Based on four decades of data and physical and socioeconomic factors, we used the CA-ANN model within the MOLUSCE plugin in QGIS software to quantify the transition, patterns, and future simulation of LULC in the Greater Bay Area. Along with the CA-ANN approach, we used an intensity analysis technique to analyze the size and intensity of land change over time. The results show that the cropland and grassland in the GBA are facing enormous pressure and will face further pressure in the future. The spatial variables, including population, GDP, DEM, slope, and proximity factors, are the most critical driving factors, as they significantly affected the LULC change mechanism.

Due to the rapid urban growth and fragmentation of cropland, forest, and grassland, the GBA faces a shortage of agricultural land, environmental degradation and water quality depletion. These issues are creating challenges in maintaining regional development and environmental protection. In this study, we considered only physical and socioeconomic factors for modeling and prediction, but development policies, migration, immigration and climatic factors may also influence landscape patterns. Furthermore, agricultural policies and development strategies can be interconnected to promote sustainable urbanization. It is recommended that future studies consider the data and more variables to explore their impacts on landscape patterns.
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