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Abstract: An important requirement in a military domain is a highly reliable mobility management method, especially when components of the networks are moving in tactical network environments. To increase reliability, the mobility management technology of the tactical network should be able to reflect the characteristics of the tactical network, such as a limited environment, failure, and hierarchical unit structure. In this paper, we propose a proxy-based hierarchical distributed mobility management scheme, which is highly focused on tactical networks. Considering the characteristics of tactical networks, the proposed scheme is composed of the following: 1) a proxy-based method, 2) a distributed mobility management method that synchronizes a mobility database between entities, and 3) a method of managing mobility by dividing the tactical network into upper and lower layers. Mathematical analysis and modeling and simulation results demonstrate that the method outperforms the existing state-of-the-art method in overcoming entity failure, handover cost, and delay in tactical environments.

Keywords: Mobility management; tactical networks; PMIP; DMM

1 Introduction

Information transmission and sharing play an important role in modern battlefield environments. Tactical networks are necessary for tactical communication, and they will be even more important when conducting a mission in network-centric operational environments in a future battlefield environment called network-centric warfare. To properly deliver mission-critical tactical messages, the tactical network must provide a high level of survivability, stability, and reliability.

A tactical network is classified by a wireless-based point-to-point tactical backbone network (TBN) and a wireless mobile ad hoc network-based tactical maneuver network (TMN). Each military unit, including future soldiers and autonomous robot systems, must share battlefield information through TMNs connected to the TBNs and deliver battlefield information to commanders and senior units. A reliable mobility management system should ensure survivability and reliability
for tactical communications at the tactical border, the contact point between the TBN and the TMN.

Mobility management technologies have been proposed for commercial network domains and designated and utilized as standards. However, it is difficult to apply commercial standard mobility management technology directly to a military domain because the following characteristics of a tactical network are different from those of a commercial network.

First, a tactical network domain has a limited ability to provide services. A TMN exhibits characteristics of a wireless mobile ad hoc network. The lack of infrastructure, such as a base station, access point, and wired environment, make it difficult to provide commercial-like services. An infrastructure-less environment could provide high mobility, but it would degrade the network performance, such as data rate and transmission range. If a TMN is inevitable on a battlefield, the load of the TMN should be considered to mitigate the degradation of the network performance.

Second, the specificity of the battlefield environment causes topology changes in the tactical network. In a battlefield, failure conditions from a connection loss may take place often, such as equipment destroyed by attacks, relocation of equipment for tactical deployment, or the occlusion of military units. Therefore, the mobility management technology in the tactical network must be robust to dynamic topology changes and not dependent on specific equipment.

Third, military units are hierarchical, and operations are carried out based on this hierarchy. In other words, unit movements with radios or networking equipment in the tactical network occur more frequently in the lower layers (i.e., squads, platoons, and companies) than in the higher layers (i.e., battalions, brigades, divisions, and corps). Therefore, mobility management efficiency with respect to these hierarchical differences must be considered.

In this paper, we propose a proxy-based hierarchical distributed mobility management (Proxy-based HDMM) scheme, which is highly focused on tactical networks. The proposed method is a distributed mobility management that controls the movement of devices with proxy entities to reduce the loads on the TMNs. It also shares some information (i.e., the binding database) between entities to mitigate dependency on specific equipment. Through shared information, it is possible to use an efficient data transmission path. Considering how much movement occurs in the hierarchical environment, efficient mobility management is obtained by separating the tactical network domain into two logical layers: upper and lower. The results of the mathematical analysis show that the proposed method is more efficient than the standard protocol, and the outputs of network-level modeling and simulation (M&S) demonstrate the effectiveness of our method in military environments.

The rest of this paper is organized as follows. Section 2 summarizes existing related studies, and Section 3 describes the proposed protocol. Section 4 provides mathematical analysis and M&S results, while Section 5 concludes the paper.

2 Related Works

This section describes the commercial standard mobility management technologies and existing studies on mobility management technologies for tactical networks.

2.1 Standard Mobility Management Methods

With the development of network technology, many studies have been conducted on mobility management technology for commercial networks centering on the standard group. Representative technologies, such as Mobile IP (MIP), Proxy Mobile IP (PMIP), and distributed mobility
management (DMM), are standardized and used in commercial fields. However, when we consider the features of the tactical network described in Section 1, commercial standard mobility management technologies have the following limitations.

**MIP** [1,2] is a mobility management method that signals between the home agent (HA) and mobile node (MN), where the MN detects the network movements, performs the binding, and updates the HA. Research on the MIP has been extended to methods for improving the handover latency by reducing the delay of the L3 layer [3], methods tailored to a specific commercial network (e.g., mobile WiMAX and 3G) [4,5], and a method that can be used in a multicast environment [6]. However, TMN loads and problems such as triangular routing make the MIP performance poor. In addition, when an HA fails, the MNs managed by that HA cannot communicate with external terminals or moved MNs [7,8].

Unlike the MIP method, **PMIP** [9,10] supports the mobility of the MN with a local mobility anchor (LMA) and a mobile access gateway (MAG). PMIP studies were extended to latency improvement [11] and application in a multicast environment [6], the same as with MIP, and a method for inter-interface handover in a dual wireless environment [12] was also performed. PMIP is more suitable for tactical networks than MIP schemes because of the tactical mobile network loads. However, because control and data transmission are performed with the LMA, a load on the LMA and an inefficient data transmission path problem may occur. In addition, if the LMA fails, related MNs cannot communicate with external terminals or moved MNs.

**DMM** [13] has been proposed to solve the problem of such a centralized structure. DMM methods are either partially distributed or fully distributed. Partially distributed mobility management (PDMM) is a method of processing mobility control and binding information through an entry such as a centralized mobility database (CMD) and distributing data transmission and tunneling functions throughout the network. This method can balance the load better than the above centralized method. However, PDMM is difficult to apply directly to a tactical network. Like MIP and PMIP, PDMM has a problem in that communication is impossible if the CMD fails. Fully distributed mobility management (FDMM) provides mobility through information sharing using multicast messages such as a proxy binding query between the mobility anchor and access routers (MAARs) without a centralized entity. This method is robust to specific entity failures, but the load can be flooded into the entire network if the movement range of the MN is wide or the MN moves frequently. FDMM has not yet been designated as a standard. An extension of the DMM [14] provided the service only when necessary because session continuity or IP address reachability was not required for all movements. This concept can be used in tactical networks, but it is out of the scope of this study.

Another mobility research concept, methods that provide mobility by flow, has been proposed [15–18]. This concept can also be applied to a tactical network. However, because overhead increases due to individual movement information, it is preferable to apply it only when the performance of the tactical network is further improved.

Current standard and commercial mobility technology is being studied in the 5G domain [19,20], including drones [21].

### 2.2 Tactical Mobility Management Methods

Mobility management studies for tactical networks have been few due to the demand and security aspects of tactical networks. This subsection describes some published studies on mobility management for tactical networks.
Kim et al. [22] proposed a DMM scheme for tactical networks. Their method aims to provide a handover even in the event of an anchor failure. To this end, the new anchor determined by the movement of an MN attempts a proxy binding update (PBU) with the previous anchor. If the new anchor does not receive a response from the previous anchor, it recognizes the failure. The new anchor extracts the IP address of the correspondent node (CN) from the packets transmitted and received by the MN and sends a PBU message to the CN. The anchors receiving the PBU message determine whether the CN is connected to them, and they deliver a PBU message to the CN-connected anchor. The anchor of the CN receives the PBU and performs the binding update. In this way, their method made it possible to support handover even in the event of a previous anchor failure. However, their method had an issue of delay due to the recognition of the anchor failure and the search time for an available anchor, and the study was limited to the theoretical level.

Sun et al. [23] proposed a PMIP-based distributed mobility management (PMIP-DMM) structure for tactical networks. In their study, the gateways (GWs) in tactical networks were defined as distributed access routers (DARs) and named DAR-LMA and DAR-MAG according to their roles. The DAR-LMA performs the role of the LMA in PMIP, and the DAR-MAG performs the role of the MAG in PMIP. DARs configured and synchronized the MN’s binding information database (DB), and if the DAR-LMA failed, one of the DAR-MAGs could switch to the role of a DAR-LMA so that mobility management could continue even with the failure. In addition, by exchanging routing optimization messages, their method optimizes the message delivery path after handover. However, although these methods support a protocol for handover between domains, a triangular routing problem remains when this handover occurs.

Another study by Sun et al. [24] proposed an effective mobility management method in the tactical environment to which the Identifier-Locator Network Protocol (ILNP) [25] is applied, assuming that the ID/LOC separation structure is applied to the tactical network. They considered applying ILNP for the economic reason that they can be used without significant changes in existing IPv6-based network nodes compared to the Location Identifier Separation Protocol (LISP) [26]. Their method has a newly defined site mobility router (SMR) and site mobility anchor (SMA). The SMR performs a proxy function for MN movement, and the SMA performs a domain name server (DNS) proxy function. As the SMA tunnels to a new SMR using Node Identifier-Locator 64-bit (NID-L64) information, their method supports the seamless delivery of existing traffic. Their method considers the structure of the tactical network, but it also requires a distributed DNS system considering security, and a network failure situation was only mentioned for future research.

Cha et al. [27] proposed a PDMM-based method that supports an existing session even in the event of a failure in an IPv6-based tactical network. Their method allows the MN to maintain the existing session by creating a tunnel through the newly connected MAAR and CMD if the MAAR fails. In addition, their method allows MAAR to take over the role of a CMD that fails in order to provide network mobility management even in a CMD failure situation. However, their research did not consider improving efficiency in the structure of tactical networks.

Choi et al. [28] studied the design and implementation of a testbed environment for tactical networks. They also applied a distributed mobility management method based on PMIPv6 as a mobility management technology required for future tactical networks. The method was selected considering the distributed structure for survivability on the battlefield, but a CMD failure was not considered.
A common consideration by the above-described studies is the provision of reliable mobility management in tactical networks. The proposed method in this paper considers reliable mobility management. It can provide high survivability and efficiency in a tactical environment by applying a method suitable for the structure and characteristics of a tactical network.

3 Proxy-Based Hierarchical Distributed Mobility Management

This section describes the proposed Proxy-based HDMM. The proposed method has the following features:

First, the proposed method is a proxy-based method that supports mobility management with a tactical mobile access router (T-MAR) to minimize the load on the tactical mobile network based on the structural characteristics of the tactical network.

Second, the proposed method is an efficient method that reduces the amount of mobility management information by dividing the mobility support range into layers based on the military's unit structure and operational range and by varying the mobility information exchanged between layers. To this end, the proposed method defines two entities, the tactical mobile access router on the upper layer (T-MAR-U) and the tactical mobile access router on the lower layer (T-MAR-L), based on the layers.

Third, T-MARs can share mobility information with each other to support mobility normally, even in failure situations caused by equipment destruction. When a failure occurs in the performing the anchor role, one of the T-MAR-Ls sharing the movement information takes over the anchor role.

3.1 Architecture of Proxy-Based HDMM

Fig. 1 shows the conceptual architecture of Proxy-based HDMM. The proposed method divides the mobility management domain into several subgroups and defines an upper layer composed of T-MAR-Us. The subgroups are defined as the lower layer, separated from the upper layer. Each subgroup consists of a number of T-MAR-Ls and one T-MAR-U. The T-MAR-U, a representative entity of each subgroup, is also an entity constituting the upper layer. The T-MAR-U works as an anchor in a subgroup, and it synchronizes the MN and layer information DB in the subgroup through lower-layer DB synchronization (LDS). In addition, when the MN moves between subgroups, the T-MAR-U performs a handover in the upper layer through a binding update and upper-layer DB synchronization (UDS). The T-MAR-L performs a handover of the MN through a binding update with the T-MAR-U for the movement of the MN within the subgroup. The T-MAR-Ls share the same information as the T-MAR-U through DB synchronization. When a failure occurs in a T-MAR-U, one of the T-MAR-Ls takes over the role of the T-MAR-U through the registration procedure.

Subgroups can be categorized by the frequency of movement of the terminal, considering the concept of the operation of units in the tactical network. If a subgroup is defined as a range in which movement occurs frequently, efficiency can be improved through optimized message delivery within the subgroup. Furthermore, DB synchronization overhead can be reduced by limiting the DB information sharing range to within a subgroup area rather than the entire domain.

Tab. 1 shows the DB information synchronized between T-MARs within a subgroup of the lower layer. Information related to the MN includes the node identifier and the home address (HoA) and care-of address (CoA) data of each MN that has moved. The MN information includes intra-subgroup movement and inter-subgroup movement data. IP tunnels are created
when the MN information is updated. The lower layer-related information includes the subgroup multicast address for DB synchronization within a subgroup, subnet information of a subgroup to detect movement of MNs, and the address of the T-MAR-U, an anchor of the current subgroup. The upper layer-related information includes the upper layer multicast address used to share movement data in the upper layer.

![Figure 1: Conceptual architecture of the proposed Proxy-based HDMM](image)

**Table 1:** Database attributes shared between T-MARs

| Class               | Attribute                                           |
|---------------------|-----------------------------------------------------|
| MN info.            | Node identifier                                     |
|                     | Home address (HoA) data                             |
|                     | Care-of address (CoA) data                          |
| Lower layer info.   | Subgroup multicast address                          |
|                     | Serving T-MAR-U address                             |
|                     | List of subnets within the subgroup                  |
| Upper layer info.   | Upper-layer multicast address                       |

### 3.2 Operation Procedure of Proxy-Based HDMM

The initial access of the MN and handover within the subgroup are performed in the lower layer. Fig. 2 shows the detailed operation procedure of the lower layer protocol.

In the attachment phase, the T-MAR (T-MAR-L1 in Fig. 2) recognizes the MN’s connection and checks the IP to determine whether it is an attachment or a handover. If it is an attachment,
the T-MAR updates the MN information in the DB and sends a PBU message to the T-MAR-U. The CoA is not recorded in the DB at this time because the data can be transmitted by the internal routing protocol. Upon receiving the PBU, the T-MAR-U updates the MN’s ID, HoA, and CoA in the DB, and it completes the attachment by replying with a proxy binding ack (PBA) message. At this time, the T-MAR-U synchronizes the DB within the group by delivering the updated DB information through a multicast of the LDS message to all T-MARs in the subgroup. When the attachment phase is complete, the CN and MN can transmit and receive data through subnet routing.

![Figure 2: Attachment and handover procedure in the lower layer](image)

The handover phase is performed when an MN moves and accesses another T-MAR. Upon detecting the movement of the MN, the T-MAR (T-MAR-L2 in Fig. 2) checks the IP address of the MN and records the movement information of the MN in the DB. The T-MAR sends a PBU message including the updated DB data to the T-MAR-U. The T-MAR-U checks whether the MN’s movement is within the subgroup, updates the DB, and completes the handover by sending a PBA message. Immediately after, T-MAR-U transmits an LDS message through a subgroup
multicast to synchronize the updated DB with the T-MARs in the subgroup. Each T-MAR creates a tunnel to the target T-MAR by using the handover information of the DB, and it can directly deliver data packets to the target T-MAR.

In the upper layer, handover is performed for MN movement between subgroups. Fig. 3 shows a detailed operation procedure for performing the handover in the upper layer.

![Figure 3: Handover procedure in the upper layer](image)

When an MN located in subgroup T-MAR-U1 moves and connects to T-MAR-L21 in subgroup T-MAR-U2, T-MAR-L21 detects the movement of the MN. T-MAR-L21 updates the DB and sends a PBU message to T-MAR-U2. T-MAR-U2 checks the movement information of the MN and detects that movement has occurred between subgroups. T-MAR-U2 updates the DB and sends a PBU message to T-MAR-U1 with its own address as the CoA. T-MAR-U1 updates the handover between subgroups to the DB and sends a PBA message to T-MAR-U2. Then, the handover is completed by T-MARU2 sending a PBA message to T-MAR-L21. T-MAR-U2 then synchronizes the upper-layer DB through a multicast of UDS messages. Each of the T-MARs receiving the UDS message synchronize the handover between subgroups in their own group through a multicast LDS message. Each of the T-MARs in the T-MAR-U2 subgroup to which the MN has moved can directly transfer data packets to T-MAR-L21 through tunneling. Other T-MARs deliver data packets on the path to T-MAR-L21 via T-MAR-U2.

If a T-MAR-U fails, one of the T-MAR-Ls can take over the role and operate. The T-MAR-U operation procedure is shown in Fig. 4.

When a T-MAR-U failure is recognized, the designated T-MAR-L transmits a lower-layer registration (LLR) message through a subgroup multicast. Each T-MAR-L that receives the LLR
updates the T-MAR-U information in the DB and sends a lower-layer registration ack message, including its own subnet information. The designated T-MAR-L changes its role to T-MAR-U and performs a routing update, including subnet information of the subgroups in the TBN. The role change is completed by the T-MAR-U sending an upper-layer registration (ULR) message to other T-MAR-Us using an upper-layer multicast. The T-MAR-Us update the ULR information in the DB.

![Diagram](image)

**Figure 4:** Recovery procedure after a T-MAR-U failure

The designated T-MAR-L is determined in advance by the network plan. The selection method for optimal T-MAR-L designation is out of the scope of this study, but connectivity with other T-MAG-Ls in the group, backbone connection information, and mobility and stability of the T-MAR-L in the operating environment can be considered.

### 4 Results

This section analyzes the performance of the proposed Proxy-based HDMM. Performance analysis consists of simple mathematical analysis and M&S analysis using Riverbed Modeler, a network-level simulator.

#### 4.1 Mathematical Analysis

In this study, the performance of the proposed scheme was compared to the standard MIP, PMIP, and PDMM schemes and PMIP-DMM (from a previous study [23]) schemes through mathematical analysis in four scenarios in which the tactical network structure was considered. The three topologies suggested in the PMIP-DMM were used, and a topology was added to analyze the handover performance between subgroups. The method without consideration of inter-domain movement was applied as a single domain, and the GW closest to the home network was considered as the LMA or CMD.
Fig. 5 shows the network topologies used for performance analysis. Here, we assume that the tactical network is structured in a tree-like form. Fig. 5a is the basic topology in which handover has occurred, and Fig. 5b is a topology where the home and visited network are not directly connected to the GW but connected through a relay router. Fig. 5c is a topology in which CN exists in the same subgroup and the CN-MN path can be optimized. Fig. 5d shows a topology in which movement between subgroups has occurred.

The performance analysis model refers to the models from previous studies [29,30]. Here, a simplified model, a level of relative comparison with previous protocols, is applied for ease of analysis. The targets of this analysis are the initial signaling cost $C_{SIG}$ incurred during handover, the cost $C_{PD}$ for delivering packets after handover, and the handover delay $D_{HO}$, which is the time until data packets are delivered after movement.

The signaling cost $C_{SIG}$ in this analysis can be expressed as follows:

$$C_{SIG} = \frac{1}{SMR} (C_{BU} + C_{DS}),$$ (1)
where $SMR$ is the relative ratio of the session arrival rate to the MN mobility rate, $C_{BU}$ is the binding update cost, and $C_{DS}$ is the DB synchronization cost.

$C_{BU}$ is the sum of the transmission cost of all links and the processing cost of all nodes along the path for handover signaling and can be expressed as follows:

$$C_{BU} = \sum TC_a + \sum TC_b + \sum PC_{BU} + \sum PC_{relay},$$

where $TC_a$ is the signaling message delivery cost of the TBN, $TC_b$ is the signaling message delivery cost of the TMN, $PC_{BU}$ is the processing cost of the network node for binding update and tunnel creation, and $PC_{relay}$ is the processing cost of the network node for relaying signaling messages.

$C_{DS}$, the cost for DB synchronization, is calculated as follows, considering the number of nodes to be synchronized and the path to each node:

$$C_{DS} = \sum TC_{DS} + \sum PC_{DS},$$

where $TC_{DS}$ is the message delivery cost of the DB synchronization path and $PC_{DS}$ is the synchronization processing cost of the network node. Here, the DB synchronization works only in the TBN, so $TC_{DS}$ is the same as $TC_a$.

The packet delivery cost $C_{PD}$ is calculated for a data transmission path considering the tunneling cost and can be expressed as follows:

$$C_{PD} = \lambda \eta \left( \sum TC_a + \sum TC_b + \tau \sum TC_t + \sum PC_{tunnel} + \sum PC_{relay} \right),$$

where $\lambda$ is the packet arrival rate, $\eta$ is the ratio of the data/control packet size, $\tau$ is the additional cost rate for tunneling, $TC_t$ is the data transmission cost of tunneling, and $PC_{tunnel}$ is the processing cost of encapsulating data for the network node tunneling. In the case of DMM, the transmission paths of the existing and new sessions are classified and applied in a 1:1 ratio. Because tunneling works only in the TBN, $TC_t$ is also the same as $TC_a$.

The handover delay $D_{HO}$ can be expressed as the sum of the delay for each signaling path, the delay for each data transmission path, and the DB synchronization delay:

$$D_{HO} = \sum t_{sl}(c) + \sum t_{dl}(d) + H_{ds} t_{dsl}(c),$$

where $sl$ denotes each link in the signaling path, $dl$ denotes each link in the data transmission path, and $dsl$ denotes a link of the synchronization path. $H_{ds}$ is the total number of hops required for DB synchronization message delivery, $c$ is the size of the control message, and $d$ is the size of the data message. Common delays such as node processing delay, L2 switching, and IP connection are excluded from this analysis.

The transmission delay $t_{wl}(s)$ for transmitting a packet of size $s$ in a specific link $wl$ is applied as follows:

$$t_{wl}(s) = \frac{1 + q_{wl}}{1 - q_{wl}} \left( \frac{s}{B_{wl}} + L_{wl} \right),$$

where $q_{wl}$ is the link failure probability of the $wl$, $B_{wl}$ is the link bandwidth of the $wl$, and $L_{wl}$ is the delay of the $wl$.

The parameters and default values used for the performance analysis are shown in Tab. 2. The session-to-mobility ratio and packet arrival rate are variable parameters. The parameters of
the TMN compared to the TBN were applied considering that the TMN was composed of a multi-hop ad hoc network. Other parameters used in this analysis were set to typical values by referring to the previous study [29].

Table 2: Analysis parameters

| Parameters                              | Symbols | Values |
|-----------------------------------------|---------|--------|
| Session-to-mobility ratio               | SMR     | 3      |
| Weighting factor of link a (TBN)        | TC_a    | 10     |
| Weighting factor of link b (TMN)        | TC_b    | 100    |
| Processing cost of binding update       | PC_BU   | 24     |
| Processing cost of packet relay         | PC_relay| 4      |
| Processing cost of DB update            | PC_DB   | 12     |
| Processing cost of tunneling            | PC_tunnel| 8     |
| Packet arrival rate                     | \( \lambda \) | 2 packets/s |
| Tunneling cost rate                     | \( \tau \) | 1.1    |
| Size of control packet                  | \( c \)  | 96 bytes |
| Size of data packet                     | \( d \)  | 200 bytes |
| Link failure probability of links a, b  | \( q_{wl} \) | 0.05     |
|                                         |         | 0.40   |
| Bandwidth of links a, b                 | \( B_{wl} \) | 50 Mbps |
|                                         |         | 1 Mbps |
| Delay of links a, b                     | \( L_{wl} \) | 10 ms   |
|                                         |         | 500 ms |

Fig. 6 shows the signaling cost of each topology during handover as a function of SMR. The larger the SMR value, the higher the session arrival rate compared to the mobility rate, so the signaling cost for handover decreases. Due to the poor performance of TMN, MIP has the highest signaling cost in all cases except topology (c). PMIP has the lowest signaling cost of all topologies. PDMM shows a slightly higher signaling cost than PMIP due to the PBU/A procedure for creating tunnels between MAARs through CMD. The proposed method and PMIP-DMM have the same binding update cost as PMIP, but the DB synchronization cost is added. The proposed method increases the signaling cost by adding the synchronization cost for upper-layer information sharing, but it is also utilized for data transfer through an efficient path without a routing optimization protocol. When the SMR is small, the ratio of the additional overhead may increase. However, because the distribution of battlefield information is expected to increase in the future, the signaling cost will be relatively low. When MNs move as a group, a further reduction of the signaling cost is possible by performing the synchronization at once [31,32].

Fig. 7 shows the packet delivery cost of each topology as a function of the packet arrival rate. Because of the triangular routing problem and the load on the TMN, MIP has the highest packet delivery cost in all topologies. In the case of PDMM, triangular routing and using the optimal path are applied 1:1, showing an intermediate packet delivery cost. In topologies (a) and (b), PMIP, PMIP-DMM, and the proposed method show the same packet delivery cost. In topology (c), the routing optimization (RO) applying PMIP-DMM and the proposed method show the lowest delivery cost. In topology (d), which uses handover between subgroups, the proposed
method shows the most efficient delivery cost. If the packet arrival rate is low, the increase in signaling cost may be greater than the gain from an efficient path. However, as the size and frequency of traffic are expected to increase in future tactical networks, the benefits of efficient routes will also increase.

![Graphs showing Signaling cost as a function of SMR for different topologies.](image)

**Figure 6:** Signaling cost as a function of SMR: (a) graph of basic topology; (b) graph of relay topology; (c) graph of optimizable topology; (d) graph of subgroup handover topology

Tab. 3 shows a comparison of the total cost and the handover latency. The total cost is the sum of the signaling cost and packet delivery cost applying the default parameter values used in this analysis. The handover latency of the PDMM is the delay in the case of triangular routing, which is the existing session, and the handover latency of PMIP-DMM is the delay transmitted to the path before path optimization. In topologies (a) and (b), PMIP shows the lowest cost and the lowest latency. In topologies (c) and (d), the proposed method shows the lowest total cost. The handover latency of the proposed method slightly increases compared to PMIP due to the DB synchronization delay. However, in the case of topology (c), in which it is possible to optimize the routing path, the delay of the proposed method is lower than that of PMIP. This shows that
the proposed method is more effective in packet transmission delay than PMIP by selecting an efficient path. Furthermore, PMIP cannot take into account a node failure in the tactical network. The proposed method provides an efficient delivery cost while preparing for a node failure by adding a part of the signaling cost.

Figure 7: Packet delivery cost as a function of packet arrival rate: (a) graph of basic topology; (b) graph of relay topology; (c) graph of optimizable topology; (d) graph of subgroup handover topology

Additionally, the DB synchronization cost of the FDMM method and the proposed method is compared. The topology used for comparison is shown in Fig. 8a. Considering the characteristics of the tactical network, this comparison assumes that handovers between subgroups and handovers within subgroups occur at a ratio of 2:8.

Fig. 8b shows the comparison result of the synchronization cost according to the number of handovers. FDMM floods the entire network with mobility information when handover occurs, resulting in a high synchronization cost. In the proposed scheme, movements within subgroups are
synchronized only to subgroups, and only movements between subgroups are flooded, resulting in a low synchronization cost.

Table 3: Comparison of total cost and handover latency

| Topology | Protocol     | Total cost ($C_{SIG} + C_{PD}$) | Handover latency ($D_{HO}$) (ms) |
|----------|--------------|----------------------------------|----------------------------------|
| a        | MIP          | 816.67                           | 4586.96                          |
|          | PMIP         | **618.50**                       | **1538.03**                      |
|          | PDMM         | 674.83                           | 1582.36                          |
|          | PMIP-DMM [23] | 633.17                          | 1549.10                          |
|          | Proposed     | 633.17                           | 1549.10                          |
| b        | MIP          | 1018.67                          | 4664.52                          |
|          | PMIP         | **690.33**                       | **1571.27**                      |
|          | PDMM         | 814.33                           | 1659.91                          |
|          | PMIP-DMM [23] | 713.00                          | 1593.41                          |
|          | Proposed     | 713.00                           | 1593.41                          |
| c        | MIP          | 1135.33                          | 4686.70                          |
|          | PMIP         | 832.00                           | 1593.46                          |
|          | PDMM         | 872.67                           | 1682.09                          |
|          | PMIP-DMM [23] (RO) | 863.33 (780.33) | 1615.60                          |
|          | Proposed     | **721.67**                       | **1593.41**                      |
| d        | MIP          | 1018.67                          | 4664.52                          |
|          | PMIP         | 841.33                           | 1615.60                          |
|          | PDMM         | 814.33                           | 1659.91                          |
|          | PMIP-DMM [23] | 857.17                          | 1626.66                          |
|          | Proposed     | **751.00**                       | **1626.62**                      |

Figure 8: Comparison of database synchronization cost: (a) Comparison topology; (b) Comparison result
4.2 Modeling and Simulation

M&S was performed using Riverbed Modeler. We designed a virtual operation scenario considering the tactical environment, as shown in Fig. 9. Six units consisting of five MNs were deployed, and one MN of each unit, except for unit 2–1, moved to another unit according to the operational plan. Four movements were intra-subgroup movements, and one movement was an inter-subgroup movement. In each unit, the MNs and the T-MAR constituted a multi-hop (2–4 hop) ad hoc network, with the lower layer composed of two subgroups. In the TBN, relay nodes were arranged considering the mountainous terrain and hierarchical unit structure, and the bottom four nodes of Fig. 9 show only the connection information. MNs periodically transmitted their status information to their superiors, and moving MNs received operation data from their superiors. The arrangement of MNs and nodes irrelevant to the simulation is omitted.

![Figure 9: Virtual operation scenario for modeling and simulation](image)

The simulation parameters are given in Tab. 4. The data rates were assumed in consideration of the limited performance of the tactical network, and a basic standard was applied to the MAC/Routing protocol. Because the TBN is also used as a data transmission path for other systems, bidirectional background traffic was applied to each link of the TBN. As an application, periodic status reporting of MNs and transmission of operational data to a moving MN were applied. At 20 min, the destruction of the T-MAR-U1, or the LMA in the case of PMIP, was
simulated and compared with a scenario without destruction. The protocols compared were PMIP, PMIP-DMM, and the proposed method.

Table 4: Simulation parameters

| Class            | Parameters           | Values                              |
|------------------|----------------------|-------------------------------------|
| TBN              | Data rate            | 50 Mbps                             |
|                  | Routing protocol     | OLSR                                |
|                  | Background traffic   | 10 Packets/s (1000 Bytes)           |
| TMN              | Data rate            | 1 Mbps                              |
|                  | MAC protocol         | CSMA/CA                             |
|                  | Routing protocol     | AODV                                |
| Applications     | MNs to T-MARs        | 2 Packets/min (100 Bytes)           |
|                  | T-MARs to moving MNs | 1 Packets/s (200 Bytes)             |
| Mobility management | Protocols         | PMIP/PMIP-DMM [23]/Proposed         |
| Other            | Duration             | 30 min                              |
|                  | # of simulations     | 60                                   |
|                  | Node failure         | None/T-MAR-U1(LMA) failure at 20 min|

Table 5: Simulation results—average of sample means of 60 simulations

| Scenario          | Protocol            | Backbone overhead (bits/s) | End-to-end delay (s) | Packet delivery ratio (%) |
|-------------------|---------------------|---------------------------|----------------------|--------------------------|
| No failure        | PMIP                | 8571.81                   | 9.260                | 57.59                    |
|                   | PMIP-DMM [23]       | 5799.31                   | 8.544                | 59.62                    |
|                   | Proposed            | 5193.01                   | **8.354**            | **59.91**                |
| Node failure      | PMIP                | 5685.78                   | 14.515               | 31.03                    |
|                   | PMIP-DMM [23]       | 5774.65                   | 8.801                | 59.19                    |
|                   | Proposed            | 5156.55                   | **8.440**            | **59.62**                |

The backbone overhead, end-to-end delay, and packet delivery ratio (PDR) of each protocol were compared in this M&S. The backbone overhead is the sum of signaling cost and transmission cost by tunneling. Tab. 5 describes M&S results. As studied in the mathematical analysis, the proposed method has the lowest backbone overhead. By using efficient paths, the handover was handled with 60.58% of the backbone overhead required by PMIP and 89.55% of that required by PMIP-DMM. With PMIP, data are passed through the LMA, so it had the largest backbone overhead value with multiple relay nodes. In addition, PMIP most often uses TBN links with background traffic, resulting in a higher delay and lower PDR than the proposed method. Because the proposed method uses the most efficient paths, the delay was 9.78% lower and the PDR was 4.03% higher than with PMIP, and the delay was 2.22% lower and the PDR was 0.49% higher than PMIP-DMM. The performance gap between the proposed method and PMIP-DMM was due to the inter-subgroup handover. Therefore, as the number of inter-subgroup handovers increases, the performance gap will increase. In the node failure scenario, PMIP had a rapidly reduced PDR because MNs cannot communicate with an external terminal or moved MNs if an
LMA fails. On the other hand, PMIP-DMM and the proposed method, which can switch major entities, have results similar to those of a failure-free scenario. Therefore, the proposed method is robust to entity failure.

5 Conclusion

In this paper, we proposed a proxy-based hierarchical mobility management scheme, a mobility-providing technique that reflects the characteristics of the tactical network. To mitigate the loads on the TMN, we defined a new T-MAR, a proxy entity. Through information sharing between T-MARs and role switching of a device in failure situations, continuous movement management is supported without being dependent on a specific entity. In addition, tunneling using shared information makes the data transmission paths efficient without additional signaling. Because of the characteristics of the military structure and operation, the signaling overhead was reduced by dividing the mobility management domain into two layers and subgroups and controlling the transmission range of shared information. Through mathematical analysis and M&S in the assumed tactical network environment, the proposed method proved more effective than existing state-of-the-art methods in overcoming failures, overhead, and delay. The performance analysis results showed that the proposed method is a mobility management protocol suitable for the tactical network environment considered. As a future study, we plan to expand our research into a multi-layered heterogeneous network within tactical networks.
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