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Abstract
Existing approaches to model innovation ecosystems have been mostly restricted to qualitative and small-scale levels or, when relying on traditional innovation indicators such as patents and questionnaire-based survey, suffered from a lack of timeliness, granularity, and coverage. Websites of firms are a particularly interesting data source for innovation research, as they are used for publishing information about potentially innovative products, services, and cooperation with other firms. Analyzing the textual and relational content on these websites and extracting innovation-related information from them has the potential to provide researchers and policy-makers with a cost-effective way to survey millions of businesses and gain insights into their innovation activity, their cooperation, and applied technologies. For this purpose, we propose a web mining framework for consistent and reproducible mapping of innovation ecosystems. In a large-scale pilot study we use a database with 2.4 million German firms to test our framework and explore firm websites as a data source. Thereby we put particular emphasis on the investigation of a potential bias when surveying innovation systems through firm websites if only certain firm types can be surveyed using our proposed approach. We find that the availability of a websites and the characteristics of the website (number of subpages and hyperlinks, text volume, language used) differs according to firm size, age, location, and sector. We also find that patenting firms will be overrepresented in web mining studies. Web mining as a survey method also has to cope with extremely large and hyper-connected outlier websites and the fact that low broadband availability appears to prevent some firms from operating their own website and thus excludes them from web mining analysis. We then apply the proposed framework to map an exemplary innovation ecosystem of Berlin-based firms that are engaged in artificial intelligence. Finally, we outline several approaches how to transfer firm website content into valuable innovation indicators.
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Introduction

The disruptive force of radical innovation has the ability to reshape the economy and pave the way for new periods of long-term economic growth, while incremental innovation causes continuous change. It is therefore a matter of public interest to measure innovation activities within innovation ecosystems. Measuring these innovation activities to a sufficient degree of accuracy allows researchers to analyze a system’s driving factors as well as the effectiveness of innovation policies. However, there is evidence that traditional indicators of innovation (e.g. questionnaire-based surveys and patent-based indicators) struggle to provide a timely and sufficiently granular picture of the current state of innovation ecosystems (Nagaoka et al. 2010; OECD 2009; Squicciarini and Criscuolo 2013).

Firm-level innovation is often measured by means of indicators constructed using data from large-scale questionnaire-based surveys. Examples of such surveys include the Oslo Manual-based (OECD and Eurostat 2018) biennial European Community Innovation Survey (CIS) and the annual Mannheim Innovation Panel (MIP), which also constitutes the German contribution to the CIS. Both surveys provide firm-level information about innovative and non-innovative enterprises as well as their R&D expenditures. Furthermore, they characterize an innovation by its degree of novelty (new to the firm, the market, the industry or the world) and the type of innovation (product, process, marketing, and organizational innovations). However, such indicators suffer from some major drawbacks. The German MIP, for example, covers 10,000 firms every year, which corresponds to only 0.3% of the total number of firms in Germany. Thus, the total number of innovative firms remains unknown and can merely be estimated through statistical extrapolation. Furthermore, rare but potentially important innovation activities happening in unobserved sectors or technological fields may not be covered in the data. This also affects the analysis of geospatial innovation processes, some of which happen to operate on a fine (micro-) geographical scale (Arzaghi and Henderson 2008; Carlino and Kerr 2015; Catalini 2012; Jang et al. 2017; Kerr et al. 2014). Consequently, established innovation indicators from questionnaire-based surveys lack sectoral, technological, and geographical granularity. Additionally, questionnaire-based surveys—especially on a large scale—are costly and time intensive. They also lack timeliness as it takes time to collect and process the data. Furthermore, surveys require firm participation as questionnaires have to be answered. As a result, voluntary surveys like the MIP suffer from uncompleted questionnaires and the desired information is not always accessible (Kleinknecht et al. 2002).

As an alternative to questionnaire-based surveys, innovation activity has been studied by analyzing patents (patent applications, citations, licensing). However, indicators constructed from patents cover only technological progress for which legal protection has been sought (Archibugi and Pianta 1996). Moreover, most patents are never used (Shepherd and Shepherd 2003); thus, they serve rather as indicators of inventions than of innovations. Another drawback of patent-based indictors, especially if they take a more selective approach, is that the dataset suffers from insufficient timeliness (Squicciarini and Criscuolo 2013). The time lag between priority date and the information becoming available is usually more than a year (OECD 2009).

Literature-based innovation output indicators (LBIO) are constructed by counting innovations in scientific, technical, or trade journals. This indicator type is usually used to measure the degree of radicalness of innovations. However, LBIOs do not capture in-house process innovations and the measure can be inflated for some technologies
which might help firm profits to improve by signaling innovativeness (Coombs 1996) or if other diverging incentives for firms to publish product innovations exist (Kleinknecht and Reijnen 1993). In addition, Acs et al. (2002) indicate that LBIOs under-represent innovations in smaller firms as their presence in the media is usually smaller.

We identified the following shortcomings which apply to a varying degree to the traditional innovation indicators described above:

- **Coverage**: They cover only a fraction of the overall firm population.
- **Granularity**: They suffer from insufficient sectoral, technological, and geographical granularity.
- **Timeliness**: They depict the state of the STI system as it was months or even years before.
- **Cost**: They involve high data collection costs, especially when conducted on a large scale.

The World Wide Web (Web) is a ubiquitous medium for communicating and disseminating information. Billions of private and commercial users worldwide (OECD 2017) are producing increasing amounts of data. However, the sheer amount of data available, along with its mostly unstructured nature and its decentralized storage, imposes specific requirements on the collection, pre-processing, and analysis of the data. Web mining, the application of data mining techniques to uncover relevant data characteristics and relationships (e.g. data patterns, trends, correlations) from unstructured web data, has been shown to be applicable in many fields of research (Askitas and Zimmermann 2015; Raymond and Blockeel 2000).

In economic research and ecosystem mapping, firm websites are a particularly interesting area of the Web. Firms use their websites to present themselves, as well as their products and services. The information found on these websites can be used to assess firms’ products, services, credibility, achievements, key personnel decisions, strategies and relationships with other firms (Gök et al. 2015). Surveying firms using their websites instead of conducting interviews or questionnaires or using other traditional methods, offers some clear advantages (scale, cost, timeliness of the survey), but also comes with its own challenges (challenging data collection, data harmonization, and data analysis). However, no consistent approach for studying firm websites has been established yet. In addition, the data source itself (i.e. the population of firm websites) has not been studied rigorously in terms of its qualitative and quantitative properties. Basic yet important data characteristics such as the structural properties of firm websites and their coverage of the overall firm population are unknown.

In this paper, we develop and present a coherent web mining framework that is based on ARGUS (**A**utomated **R**obot for **G**eneric **U**niversal **S**craping), an easy and free-to-use web scraping tool which allows for large-scale data retrieval from websites without requiring the user to have expert knowledge of web scraping technology. We then apply ARGUS in a pilot study using the entire firm population of Germany. The aim of this pilot study is to investigate and quantitatively assess firm websites as a data source for web-based innovation indicators and innovation ecosystem mapping, as well as to derive best practice guidelines for researchers who use ARGUS for large-scale web surveys. The following three research questions guideline our pilot study:
• **Research Question 1** *URL Coverage*: What subpopulation of firms can be surveyed using web mining of firm websites and is a systematic bias in terms of firm characteristics (age, size, sector, location etc.) to be expected?

• **Research Question 2** *Website Characteristics*: How do firm websites differ in terms of their size and content and how does that interfere with web mining studies?

• **Research Question 3** *Innovation Ecosystem Mapping*: How can our proposed framework be used to map an innovation ecosystem?

The remainder of this paper is organized as follows. First, we summarize the results of previous innovation research studies that used web mining. In the following Methods section, we present our web mining framework and the ARGUS web scraping tool. In Sect. 4, we present our data. The results of our pilot study are presented in Sect. 5 and are discussed in Sect. 6. Section 7 concludes and outlines future research.

**Previous research**

There are only a few existing studies analyzing the usability of web-based innovation indicators and web mining for innovation ecosystem modelling. These studies either employ web content mining or web structure mining (Miner et al. 2012). The latter is the analysis of connections between entities (e.g. firms) via the hyperlink structure of websites. Katz and Cothey (2006) used this approach to develop a method that produces indicators for the web presence of innovation systems. In a case study on European and Canadian education institutions, they find that their method is suitable for measuring “the amount of recognition a nation or province’s web presence receives from other nations and provinces in their innovation systems” (Katz and Cothey 2006, p. 85). The authors emphasize the importance of reproducible and accurate indicators which are capable of dealing with the constantly changing properties of the Internet. Ackland et al. (2010) combine a web structure with a web content analysis. Other authors used such an approach in combination with visual network-based methods to identify business deals, funding relations, and alliances (Basole et al. 2016, 2015; Rubens et al. 2011).

In web content analysis, texts and other website content are analyzed. This approach is taken by the following studies: Youtie et al. (2012) use web scraping to explore the transitions from discovery to commercialization of 30 nanotechnology SMEs. Arora et al. (2013) use a similar approach to analyze entry strategies of SMEs commercializing emerging graphene technologies. Both study approaches are able to identify different innovation stages. Applying a keyword technique to explore the R&D activities of 296 UK-based enterprises, Gök, Waterworth, and Shapira (2015) find that web-based indicators offer additional insights when compared with patent and literature-based indicators. In addition, they emphasize that web mining as a research method has another advantage. The act of surveying a subject using web scraping does not cause certain problems such as altering the behavior of the study subject in response to being studied. The authors conclude “…that web mining is a significant and useful complement to current methods, as well as offering novel insights not easily obtained from other unobtrusive sources” (Gök et al. 2015, p. 653). However, they raise the criticism that obtaining information from website data is more difficult and care needs to be taken when generating web-based indicators. The information on websites is generally more related to innovation output than input. In addition, websites are self-reported and firms are not publishing
new information on their websites at equal rates. Beaudry et al. (2016) use a keyword technique to generate innovation indicators of Canadian aeronautic, space and defense, as well as nanotechnology-related firms based on the text on their websites. They find some significant correlation between their indicators and traditional ones. Nathan and Rosso (2017) combine UK administrative microdata, media and website content to develop experimental measures of firm innovation for SMEs. The authors use proprietary data gathered by a data firm which uses website and media content to model firms’ lifecycle events such as new product and service launches. They are able to identify three times more product/service launches than patent applications from SMEs in 2014/2015. Nathan and Rosso (2017) conclude that web-based indicators are a useful complementary measure to existing metrics as they reveal additional information. Moreover, they find that past patent activities are related to a firm’s current launch activities and that tech SMEs are substantially more launch-active than non-tech SMEs.

The study by Kim et al. (2012) is also worth mentioning here. They do not make use of firm websites but apply text mining methods to forecast technology developments. The use data from published papers and patents to detect emerging technologies and determine their stage of development. As patents tend to detect inventions rather than innovations, firm websites promise to provide additional insights for measuring technology developments with text mining tools.

Studies on web-based innovation indicators have thus confirmed that firm websites are an interesting and rich data source for examining the innovation activity of firms and innovation ecosystems in general. However, no consistent approach (like the one we presented in the previous section) on how to study firms’ websites has yet been established. Moreover, the data source itself (i.e. the population of firm websites) has not been studied rigorously in terms of its qualitative and quantitative properties. A number of basic yet important data characteristics are still unknown:

- **Structure**: Structural properties (size/depth, type of information provided, technological framework, web technologies used, update frequencies, languages used) of firm websites are largely unknown.
- **Coverage**: Coverage and structure of firm websites may differ systematically depending on the sector, firm size, firm age or region.

**Methods**

*Note on terminology* A website is the overall internet presence of a firm. A website consists of a number of webpages (e.g. “www.firm-name.com”, “www.firm-name.com/products”), The highest level webpage is called the homepage or the main page (e.g. “www.firm-name.com”), while lower level webpages are called subpages (e.g. “www.firm-name.com/products”), if a distinction has to be made. The first webpage downloaded from a website (the webpage corresponding to a URL in the user given list of URLs; this is usually the website’s homepage) is referred to as the start page.

**A web mining framework for mapping innovation ecosystems**

Nowadays, almost all (relevant) firms have their own websites which they use to publish information about their products and services. We assume that they also use this platform
to highlight new and innovative features. In addition, firm websites provide additional information about firm credibility, achievements, key personnel decisions, strategies and relationships with other firms (Gök et al. 2015). These aspects can all be related to a firm’s innovation activity. Therefore, firm websites may reveal directly or indirectly whether new products, technologies, and processes are being implemented. While this data is publicly available, it is unstructured and stored in a decentralized manner. Therefore, there is a need for a consistent methodology for gathering and harmonizing the data, as well as for extracting innovation-related information which can be used to generate innovation indicators.

In Fig. 1, we outline such a methodology in the form of a general analysis framework for mapping innovation ecosystems and generating web-based firm-level innovation indicators. Similar to traditional innovation indicators, the base data is a firm database which includes information on firm characteristics (e.g. sector, firm size) and, most importantly, the firms’ website addresses (URLs). Ideally, the firm database has been matched to auxiliary databases containing established innovation indicators from questionnaire-based surveys, firm-level patenting data or literature data (LBIO), such that traditional innovation indicators are available for a subsample of the firms in the main dataset. In a first step, the firms’ web addresses are passed to a web scraper. The web scraper is then used to download website content (texts, hyperlinks etc.) from the firms’ websites. In a third step, data mining techniques are applied to extract information on the firms’ innovation activities from the downloaded website content. Based on this information, novel innovation indicators can be constructed. At this stage, additional metadata on the firm can be used to support the analysis (pre-classification, classification model selection based on firm characteristics, information from established innovation indicators etc.). In a final step, the new innovation indicators are merged back into the firm database. This last step also establishes a direct firm-level link between the novel innovation indicator and the established indicators available from the auxiliary databases. This link can later be used to evaluate the new indicators against the traditional ones.

The proposed analysis framework allows for an automated, less costly mapping of entire firm populations that can be carried out faster and in shorter time intervals in comparison to traditional approaches. Also, this approach is easily expandable to map knowledge
ecosystems (see e.g. Xu et al. 2018) by scanning the websites of universities and research institutes. Furthermore, receiving firm information from websites does not require any effort on the part of the analyzed firms. As a result, web-based indicators created this way have the potential to outperform traditional indicators in terms of coverage, granularity, timeliness, and survey costs. The crucial point in our proposed framework is the identification and extraction of those pieces of information from the unstructured website content that reveal information about firms’ innovation activities. Recent technological and methodological advances in analyzing unstructured data using machine learning (Greentzkow et al. 2017; Mikolov et al. 2011; Steiger et al. 2016) may have that potential. Methods such as deep neural networks for natural language processing and social network analysis are able to deal with the difficulties resulting from heterogeneous data sources and may be to extract interpretable and meaningful information on firms’ innovation activities (see Conclusion and Future Research section).

ARGUS web scraper

ARGUS (Automated Robot for Generic Universal Scraping) is a web scraping software tool that was developed to meet the requirements that are determined by the web mining framework outlined in the previous section:

- **Adaptability** The web scraper must be able to scrape a wide variety of web content from any website. At the same time, the web scraper’s output must be in a structured and consistent format.
- **Scalability** The web scraper must be able to scrape tens of millions of webpages from millions of firm websites in a reasonable time frame that allows for frequent iterations of the scraping process in order to build up a panel database of web data.
- **Easy-to-use** The web scraper must be easy-to-use such that it can be used by researchers without profound knowledge in web scraping technology.

![Fig. 2 ARGUS graphical user interface](image)
• **Free and Open Source** In order to ensure a rapid dissemination as well as a sustainable further development of the web scraper, the program must be free-to-use and open source.

ARGUS is based on the Scrapy Python framework (Scrapy Community 2008) and is available open source via Github (Kinne 2018). The program features a graphical user interface (see Fig. 2) that allows for a rather easy and command line free control.

**Data**

For the pilot study conducted in this paper, we use the *Mannheim Enterprise Panel* (MUP) as our base firm dataset. The MUP is a panel database that covers the total population of firms located in Germany. It contains about three million firm observations which are updated on a semi-annual basis. We restrict the dataset to firms that were definitely economically active in 2018 (2.52 million firms). The dataset also includes firm characteristics such as the industrial branch (NACE codes; a classification of economic activities in the European Union), postal addresses, number of employees, as well as the website address (URL) of the firm. For more information on the MUP see Bersch et al. (2014)

Patents are one of the most widely used and established innovation indicators (see e.g. Acs et al. 2002; Archibugi and Pianta 1996; Griliches 1990; Nelson 2009; OECD 2009). We gathered patent data (patent stock end of 2017) from the European Patent Office and conducted a firm-patent match with our MUP firm database. Thereby, we restricted the patent dataset to patents that were filed after 2005 (10 years is the average lifetime of a patent in our database) to account for the decreasing economic and technological value of aging patents (Behrens et al. 2018).

**Results**

**URL coverage**

The overall URL coverage in our dataset is at 46% (1.15 million firms), but differs with firm size, sector, and location. Table 1 shows a breakdown of the firm population and URL coverage by sectors (a NACE code to sector mapping can be found in Table A1 in the appendix). Some sectors have a considerably higher URL coverage (≥ 70% coverage for materials, electronic products, mechanical engineering, and public services) than others (≤ 40% coverage for agriculture, public utility, construction, transport, financial services).

Table 2 shows firms’ URL coverage by firm size groups (number of employees; variable available for 38% of firms). We can see that most firms are very small (micro-enterprises with less than 6 employees) and that coverage for this group is rather low (49%). For small firms (6–25 employees) coverage is decent (84%). Medium (26–250 employees) and large firms (> 250 employees) are covered very well (94% and 97% respectively). These numbers are in line with official statistics, which cite the share of enterprises in Germany with websites at 87% for firms with 10 or more employees and 64% for firms with less than 10 employees (Eurostat 2018). A two-sample *t* test (see e.g. Krzywinski and Altman 2013)
Table 1 URL coverage by sector

| Sector               | # firms | # URLs  | : |
|----------------------|---------|---------|--|
| Agriculture          | 73,111  | 13,507  | 0.18 |
| Mining               | 1528    | 795     | 0.52 |
| Consumer goods       | 50,423  | 30,130  | 0.60 |
| Petrochemistry       | 3617    | 2489    | 0.69 |
| Pharmaceuticals      | 928     | 594     | 0.64 |
| Materials            | 14,628  | 10,218  | 0.70 |
| Metal products       | 33,267  | 20,934  | 0.63 |
| Electronic products  | 13,432  | 9675    | 0.72 |
| Mechanical eng.      | 17,781  | 12,677  | 0.71 |
| Other products       | 29,267  | 17,600  | 0.60 |
| Public utility       | 27,038  | 9718    | 0.36 |
| Construction         | 289,399 | 116,137 | 0.40 |
| Wholesale            | 218,664 | 112,070 | 0.51 |
| Retail               | 240,857 | 123,141 | 0.51 |
| Transport            | 80,373  | 24,585  | 0.31 |
| Food services        | 113,688 | 60,258  | 0.53 |
| ICT services         | 89,061  | 55,062  | 0.62 |
| Financial services   | 227,927 | 83,064  | 0.36 |
| Advanced services    | 338,519 | 175,774 | 0.52 |
| Other personal serv. | 163,391 | 68,133  | 0.42 |
| Public services      | 38,217  | 27,918  | 0.73 |
| Health/social serv.  | 117,383 | 73,084  | 0.62 |
| Other services       | 200,293 | 95,896  | 0.48 |
| MISSING sector       | 140,439 | 5,389   | 0.04 |
| Total                | 2,523,231 | 1,148,848 | 0.46 |

Table 2 URL coverage by firm size

| # employees | # firms | # URLs  | : |
|-------------|---------|---------|--|
| 1–5         | 655,617 | 324,393 | 0.49 |
| 6–25        | 229,995 | 193,648 | 0.84 |
| 26–250      | 71,778  | 67,132  | 0.94 |
| >250        | 6,481   | 6,298   | 0.97 |
| All         | 963,871 | 591,471 | 0.61 |
indicated a highly significant difference in the number of employees between the overall firm population ($\bar{x} = 3.4$) and the subpopulation covered by a URL ($\bar{x} = 19.6$).

Table 3 shows firms’ URL coverage by age (variable available for 91% of firms). Several historical events with an increased founding activity can be seen in the distribution (left panel): German Reunification (~28 years), constitution of the Federal Republic after the Second World War (~70 years), and the entrepreneurial boom of the Gründerzeit (~120 years). A trend of increasing URL coverage with firm age is visible: While very young firms (younger than 2 years) are poorly covered (18%), firms which are older than six years have better coverage (about 50%). It should be noted that firm age and firm size are positively correlated (Spearman’s rho of 0.37; $p < 0.001$). A two-sample t-test indicated a highly significant difference between the age the overall firm population ($\bar{x} = 16.7$) and the URL covered subpopulation ($\bar{x} = 21.2$).

Figure 3 maps the ratio of firms with an available URL to the overall local firm population by district. Low and high ratios do not seem to be randomly scattered, but instead low coverage can be primarily found in the East of Germany, while the Western part seems to be well covered. This impression of non-randomness is confirmed by a high and significant Moran’s I (see e.g. Fischer and Getis 2010) value of 0.39 ($p < 0.001$) indicating high positive spatial autocorrelation (clustering). We further identified several significant ($p < 0.05$) local clusters of both high and low URL coverage using Getis-Ord Gi* (Getis 2009) measure of local autocorrelation. We also find that coverage is generally better in densely populated (urban) areas, indicated by a very high and significant correlation between population density and URL coverage at the level of districts (Spearman rho of 0.5; $p < 0.001$).

We investigate the relationships between the discussed firm characteristics and the availability of a URL in a probit regression analysis. The regression analysis results (as marginal effects) are shown in Table 4. Broadband availability is measured as the percentage of households in the firm’s municipality that have potential access to broadband internet ($\geq$ 50 Mbits download speed available; all technologies) (BKG et al. 2016). Population density controls for urban or rural firm locations and makes sure that broadband availability is not just a proxy for urban/rural firm location. Employees, age, and sector are defined as above.
Missing URLs in our data can result from either incomplete inquiry by our data provider or the fact that firms have actually no website. We investigate this issue by including two control variables in the regression analysis. Some legal forms do require a mandatory entry in official commercial registries—a procedure which makes surveying the firm a lot easier and, thus, likely increases the probability of a correctly entered URL in our data. We use information on the firms’ legal form to control for this. The search quality variable controls
Table 4  Probit regression results. Dependent variable: Available firm website URL (yes/no)

| Variable                              | Marginal effect | Robust SE |
|---------------------------------------|-----------------|-----------|
| Broadband (≥50Mbits) availability     |                 |           |
| 76–95%                                | −0.001          | 0.001     |
| 50–75%                                | −0.022***       | 0.001     |
| 10–50%                                | −0.044***       | 0.001     |
| 0–10%                                 | −0.057***       | 0.002     |
| Population density                    |                 |           |
| 1000 people/km²                       | 0.008***        | 0.000     |
| Employees                             |                 |           |
| MISSING                               | −0.484***       | 0.005     |
| 1–5                                   | −0.373***       | 0.005     |
| 6–25                                  | −0.134***       | 0.005     |
| 26–250                                | −0.041***       | 0.006     |
| Age                                   |                 |           |
| 0–1                                   | −0.242***       | 0.003     |
| 2–5                                   | −0.093***       | 0.003     |
| 6–25                                  | −0.061***       | 0.003     |
| 26–100                                | −0.072***       | 0.003     |
| Sector                                |                 |           |
| Agriculture                           | −0.308***       | 0.004     |
| Mining                                | −0.188***       | 0.013     |
| Consumer goods                        | −0.052***       | 0.004     |
| Petrochemistry                        | 0.014           | 0.009     |
| Pharmaceuticals                       | −0.027          | 0.016     |
| Materials                             | −0.010          | 0.005     |
| Metal products                        | −0.075***       | 0.005     |
| Electronic products                   | 0.030***        | 0.006     |
| Other products                         | −0.041***       | 0.005     |
| Public utility                        | −0.201***       | 0.005     |
| Construction                          | −0.197***       | 0.004     |
| Wholesale                             | −0.095***       | 0.004     |
| Retail                                | −0.077***       | 0.004     |
| Transport                             | −0.282***       | 0.004     |
| Food services                         | −0.040***       | 0.004     |
| ICT services                          | 0.053***        | 0.004     |
| Financial services                    | −0.176***       | 0.004     |
| Advanced services                     | −0.060***       | 0.004     |
| Other personal services               | −0.129***       | 0.004     |
| Public services                       | 0.136***        | 0.004     |
| Health/social services                | 0.021***        | 0.004     |
| Other services                        | −0.030***       | 0.004     |
| Legal form                            |                 |           |
| Registry entry not mandatory          | −0.059***       | 0.001     |
| Foreign legal form                    | 0.358***        | 0.020     |
| Search quality                        |                 |           |
| No other contact info                 | −0.362***       | 0.001     |
for a possible bias in our data provider’s search strategy too. We use the availability of a phone number in our data as an indicator for how well the firm was researched by the data provider.

The baseline firm in the regression is a mechanical engineering firm in a region with > 95% broadband availability, 0 population density (rural area), > 250 employees, > 100 years old, with a legal form which requires an entry in the German commercial registry, and with an available phone number in our data. The pseudo-R² of the model is 0.19 and the mean variance inflation factor (VIF) is 9.36, which may indicate problematic multicollinearity in our model (the corresponding correlation Table A2 can be found in the appendix). While some authors emphasize a VIF of lower than 10 (Kutner et al. 2005), others suggest a significantly lower threshold of 3 (Tabachnick and Fidell 2006).

Overall, the findings from the descriptive statistics are confirmed by the probit regression. Very young and very small firms do not have websites and the sector plays an important role. The regression also shows that firms in areas with low broadband availability are less likely to have a website. Our controls make us confident that this is not just a bias in the search strategy of our data provider. Instead, low broadband availability may detain firms from running their own website. According to our estimated effects, 30,000 firms in Germany (extrapolated to the total firm population) do not have an own websites because of their region’s low high-speed Internet availability. This relates to 3.6% of firms in poor Internet regions, and to 1% of the total firm population in Germany respectively.

Overall, 17,294 firms (0.6% of all firms) in our MUP dataset are patent holders and 71.47% of them are covered by a URL. Such a high URL coverage of patent holder firms was to be expected, given that mainly larger firms from sectors with a high URL coverage hold patents. As a result, patent holder firms will be overrepresented in web mining studies (1.3% patent holders after scraping compared to 0.6% in our base dataset). Figure 4 shows a breakdown of the share of patent holder firms by sector. While there is no eye-catching difference in the sector-level URL coverage of patent holder firms, the figures does highlight a well-known shortcoming of patents as innovation indicators. While patents play a crucial role to protect intellectual property in some sectors like mechanical engineering and pharmaceuticals other sectors where many firms may be considered as innovative patents do not fulfill this role. In the ICT services sector, for example, only 0.8% if firms hold patents, which is attributable to the fact that software is not patentable in Germany.

### Website characteristics

For our further in-depth analysis of firm website characteristics, we randomly sampled 11,477 firms with a URL from our dataset and used ARGUS to scrape their websites. 84.2% of the websites could be scraped, while the remaining 15.8% returned errors (DNS errors, timeouts, and HTTP errors) when requesting their start pages. T-tests
between firms with successfully/not successfully requested websites showed no significant difference in firm size and age.

We then investigated the share of URLs for which initial requests are redirected. We only tag redirects if the redirect results in crawling a webpage from a different (second level) domain (e.g. “www.example.com” redirects to “www.sample.com”). Redirects between secure and standard HTTP (e.g. “http://www.example.com” to “https://www.example.com”) and subdomain changes (e.g. “www.products.example.com” to “www.example.com”) are not tagged as redirects. Redirects we tag can be both harmless (e.g. a firm registered a new domain and redirects there from its old domain) and severe (e.g. firm A was acquired by firm B and firm A’s old URL now redirects to the website of its parent company B; small firms sometimes register domains but redirect to personal pages on social media like facebook.com). To be sure that the crawled website really belongs to the corresponding firm, redirected requests must either be checked thoroughly or excluded from the analysis. We opt for the latter and excluded 9.5% of the URLs that were successfully crawled but were also tagged as redirected. T-tests showed no significant

**Fig. 4** Share of patent holders by sector
Fig. 5  Number of webpages on a firm website

Fig. 6  Number of webpages on firm website by sectors
difference in firms’ age and size between redirecting and non-redirecting URLs. In sum, 23.8% of firms had to be excluded from further analysis due to redirect or request errors, reducing our sample to 8744 firms.

For the remaining firms, the mean number of webpages per website is 218.8 (SD 604.7) and the median is 15, resulting in a highly skewed distribution, as it can be seen in Fig. 5. A considerable share (5.86%) of the websites reached the Scrape Limit (see Methods section) of 2500 subpages which we set for this analysis. Differences between sectors are stark as seen in Fig. 6, where the mean number of webpages (indicated as red dots) vary considerably between sectors. Some of this variation is due to the positive correlation (Spearman’s rho of 0.19; \(p < 0.001\)) between firm size (which also varies systematically with the sector) and the number of webpages on a firm’s website.

On average, a webpage we have downloaded has 3295.86 characters (SD = 9960.43) and half of them have 1970 characters or less (which equals about two-thirds of a standard page of text), resulting in a highly skewed distribution as it seen in Fig. 7. We did not find any
We randomly sampled 911 websites and used Python’s langdetect library (Danilak 2015) to identify the languages used in each of their 193,504 sub-webpages. The algorithm was able to classify 91.9% of these webpages of which 88.2% were classified as being written in German. Most (60.8%) of the non-German language webpages were classified as written in English. Most of the firms have websites that are written almost completely in German (close to 100% of their webpages were classified as German), as it can be seen in Fig. 8. Some firms only have non-German texts on their websites (share < 0.2; 4.5%). Figure 9 shows that the share of German language on a firm’s website is related to the firm’s sector (we do not show sectors with fewer than 10 observations). We do not find any other statistically significant relation to other firm characteristics.

It is important to keep in mind that sub-webpages were not selected uniformly or randomly from the firms’ websites, as we used ARGUS’ language selection heuristic set to German. Consequently, if a firm website was classified to be completely in German that does not automatically imply that the firm uses German exclusively on its website. Changing the preferred language from German to English decreases the share of German classified webpages from 88.2% to just 74.9% and increases the share of English webpages from 7.2% to 11.3%. This indicates that some firms have both German and English versions of their website and ARGUS is indeed able to scrape a preferred language—a desirable feature as most natural language processing methods require text corpora in a single language.

We also investigated the number of hyperlinks that connect a website to other websites in the World Wide Web by scraping our random sample of 11,477 firms using ARGUS’ hyperlink scraping mode (Scrape Limit set to 100). We found that no website has less than 14 hyperlinks to other websites and some outlier websites have tens of thousands of such connections. The mean number of hyperlinks per website is 252.17 (SD 1779.69) and the median is 116. Unsurprisingly, the number of hyperlinks found on a firm’s website is
highly correlated (Spearman’s rho of 0.51; \( p < 0.001 \)) with the website’s overall size (i.e. its number of sub-webpages). Looking at the mean number of hyperlinks per webpage, we see that, on average, a webpage contains 14.52 hyperlinks. The median number of hyperlinks per webpage is just 6, resulting in a highly skewed distribution as it can be seen in Fig. 10. We did not find statistically significant relationships between the number of hyperlinks per webpage and any firm characteristics.

**Mapping an innovation ecosystem**

In this section, we use our proposed framework (see Fig. 1) and apply each outlined step (base dataset, web scraping, data mining, indicator creation, and evaluation/validation) to map an exemplary innovation ecosystem. We decided to investigate Berlin-based companies and scientific institutions that are engaged in artificial intelligence (AI). The German capital of Berlin is known for its thriving start-up tech scene. Its insular geographical location in the otherwise rather sparsely populated German East poses an ideal locally self-enclosed investigation area for a microgeographical study (see Rammer et al. 2020).

We used all entries in our MUP dataset with a postal address in Berlin and an available URL (\( n = 74,202 \)) as our base dataset. ARGUS was then used to web scrape the websites referenced by the URLs (scrape limit set to 50, prefer short urls activated, and language heuristic set go German). After excluding erroneous requests and redirects, 61,976 observations remained in our dataset.

For the data mining step, we decided to remain with a simple keyword search to identify firms and other institutions that are in some way engaged in AI. We defined a list of German and English keywords that comprise of different spellings and declensions of the word “artificial intelligence”. We then tagged websites where at least one instance of any defined keyword is included. This simple indicator allows us to identify companies and institutions that report on their websites that they engage somehow in AI. One can argue that all Berlin-based companies that are part of this AI engaged community form an innovation ecosystem with actors that apply AI directly, use tools or have partners that...
Fig. 11 Share of Berlin-based firms that mention AI at least once on their websites. Basemap: Mapbox

Fig. 12 Incoming and outgoing hyperlinks to Berlin-based firms that mention AI at least once on their websites. Basemap: Mapbox
incorporate AI, or at least have an AI related agenda. The latter especially applies to some of the many associations (industrial associations and other interest groups for example) that are located in the German capital. The overall share of firms and institutions that are part of this ecosystem is 2.49% when taking into account only those firms that mention AI on their websites and 7.86% when including also those firms with at least one AI engaged hyperlink partner.

Figure 11 maps the locations of all firms in our Berlin sample and the share of AI engaged firms per one kilometer hexagons (only hexagons with at least five firm observations shown). It can be seen that higher shares can be found all over the greater metropolitan area with some clustering in the city center, especially the Eastern part of the city center. Figure 12 maps incoming and outgoing hyperlinks to websites of firms that mention AI at least once on their website. For visualization purposes, we aggregated all firm locations using the same hexagons used in Fig. 11. The edge weightings (displayed as edge thickness) results from the number of hyperlinks between individual hexagons (i.e. between the websites of firms located in each hexagon).

For validation purposes, we compare our results against survey data from the 2019 German Community Innovation Survey (CIS). The CIS is a European-wide, questionnaire-based innovation survey which is conducted annually using a stratified sample of about 20,000 firms from the MUP firm database (see Rammer et al. 2019). The CIS sample is restricted to firms with at least five employees and sectors from manufacturing and business-oriented services. In the 2019 CIS, firms were asked “Does your enterprise use artificial intelligence methods?” with the possibility to tick either “yes” or “no”. The survey answers were used to extrapolate numbers that are representative for the firm population covered in the CIS (i.e. manufacturing and business-oriented services firms with at least five employees). We use these extrapolations to compare our web-based results against the survey results. For Fig. 13, we restricted our dataset to firms with available information on the number of employees that are from sectors which are in the CIS survey population (manufacturing and business-oriented services; \(n = 5785\) in Berlin). In this subgroup, our web-based results indicate that 4.7% of firms are engaged in AI, ranging from 3.24% for firms with less than five employees to 24.53% for firms with at least 250 employees. This

![Figure 13](image_url)

Fig. 13 Share of Berlin-based firms that mention AI at least once on their websites (left panel) and share of Germany-based firms that state to use AI in the CIS survey data (right panel)
positive correlation between firm size and AI engagement can be observed from the survey data as well even though there are differences concerning the individual size groups.

Figure 14 shows the sectoral breakdown of firms that are engaged in AI (i.e. name AI on their websites) and the share of firms that have at least one AI engaged partner (i.e. an existing hyperlink between the firm and another firm that is engaged in AI). It can be seen that associations seem to play a significant role in the ecosystem we are trying to map. This sector shows both the highest share of institutions that mention AI on their website (6.6%) and the highest share (17.7%) of institutions that are connected to at least one intuition that mentions AI on its website. Other sectors with a comparatively high share of AI engaged firms are professional services (which also include software companies) and education (which in addition to schools also includes universities and research institutes). Low shares can be observed in sectors like construction, mining, the hospitality industry, and (rather surprisingly) in the chemical/pharmaceutical industry. Concerning the share of firms with at least one AI engaged partner, the healthcare sector shows a comparatively high share (9.7%) of institutions with at least one AI
engaged firm, even though the sector itself shows a very low share of institutions that are engaged in AI themselves (0.2%). Our manual investigations reveals that this stems partly from the fact that websites of doctor’s offices oftentimes hyperlink to medical organizations and societies that feature AI related agendas (for example on AI image recognition methods in radiology). Other sectors with a high share of firms with at least one AI engaged partner are professional services, education, and public utility. Low shares are exhibited by the construction and mining sector.

Figure 15 shows the age and size group break downs of firms that are engaged in AI or have hyperlink partners that are engaged in AI. Concerning firm size, the pattern seen in Fig. 12 is repeated for this slightly altered size groupings (i.e. larger companies are more likely to be engaged in AI or to have at least one AI engaged partner). Interestingly, this pattern is reversed for the breakdown by firm age. Here, younger firms are more likely to be engaged in AI (4.90% of firms younger than one year, compared to 2.01% of firms...
older than 25 years). This is especially interesting, given that firm size and age are highly correlated (Spearman’s correlation of 0.31). This result may indicate that young firms that engage in AI are also among the ones that grow the fastest in terms of their number of employees. Looking at the share of firms with at least one AI engaged hyperlink partner, we see fewer differences concerning the different age groups.

Discussion

In the first part of our study, we investigated what firms in the total population of firms actually have their own websites (URL coverage) which would allow researchers to survey them in a web-based study. Thereby, we put particular emphasis on firm characteristics and their statistical relations to the URL coverage in the overall firm population. For this purpose, we also tried to untangle the cause of missing URLs in our firm dataset and distinguish between true missing values (the firm has no website) and false missing values (the firm has a website, but it was not found by our data provider). Based on our case study results, regularities in URL coverage remain after controlling for a potential bias in the search strategy of our data provider. Researchers who conduct web mining to map innovation ecosystems—as we proposed it in our framework—will have difficulties observing very young and very small firms, especially those from certain sectors such as agriculture and those located in rural areas. In addition, low broadband availability seems to deter firms from setting up their own website and therefore systematically excludes them from any web-based studies. If one assumes that low broadband availability is associated to a generally lower use of the Internet (both private and commercial) in a region, this may actually indicate that firms with local target markets that are located in an area with a low broadband availability have no incentive to set up their own website in order to communicate with their customers. On the other hand, our results show that medium-sized and medium-aged, as well as large firms can be thoroughly surveyed using our proposed web mining framework. This is especially true in urban areas. Given that the vast majority of innovative activity in Germany is conducted by the latter firm type (Rammer et al. 2017), we can conclude that our web mining framework is suitable for analyzing the most important business-side parts of the German innovation ecosystem. This assumption is backed by our finding that patenting firms are overrepresented in web mining studies due to the higher URL coverage in patent-intensive firm subgroups.

We identified URL redirects as a potential issue when conducting web mining studies because outdated URLs can result in potentially harmful redirects. If conducting a large-scale web study based on a huge firm datasets, it is usually not possible to make sure that the available firm website addresses are all up-to-date. To minimize the share of erroneous scraped we content, we therefore recommend excluding firms such URL redirects. Given that less than 10% of successful URL requests were redirected and we did not find any systematic firm age or size bias, such an exclusion seems reasonable.

Our results showed that firm website size is highly correlated to firm size (number of employees) and sectors. Large firms have both more webpages on their websites and more text on each of these webpages. In general, we find that outliers play an important role when conducting web mining studies. Some websites are extremely large in terms of the number of webpages and the amounts of text provided on them. This outlier issue also causes the mean number of webpages per website to vary quiet strongly between sectors.
On the other hand, the median number of webpages per website is rather stable across sectors (about 15 webpages per website). To completely scrape two-thirds of all firm websites, it is therefore sufficient to set the limit of downloaded webpages per website to 50. If this threshold is increased to 250, 90% of the websites can be scraped entirely. About 6% of firms can be seen as extreme outliers with 2500 or more sub-webpages on their websites.

Based on these purely quantitative results, it is difficult to make any generally applicable best practice recommendation for an appropriate Scrape Limit for ARGUS. If researchers are interested in generating a more general textual description of the firms, they may select a rather low Scrape limit of 15 and would still scrape half of all firm websites entirely. If they are interested in highly specific information, that may be located on lower levels of the website, the need to set a rather high scrape limit around 250. In this sense, our results should provide researchers with a sound reference point when conducting their own web mining studies.

Unsurprisingly, our results showed that most websites of Germany-based firms are in German. However, a considerable share (about 5%) of the firms have mostly (≥80%) non-German texts on their websites. We were also able to show that the ARGUS simple language selection heuristic helps to restrict the downloaded texts downloaded to a certain language. Given that most natural language processing algorithms require text corpora to be in a single language, this is a significant result. We were also able to show that a considerable share of firms provide several versions of their website in different languages. The language selection heuristic of ARGUS is likely to be even more important when working with websites from multilingual countries (e.g. Switzerland, Belgium). Furthermore, we found significant sectoral differences in the use of language. Some sectors (e.g. agriculture, personal services, construction) mostly use German, while others (e.g. mechanical engineering, pharmaceuticals) use other languages as well. We assume that the sector’s orientation towards either local/national or international markets may play an important role here.

The total number of hyperlinks that can be found on firm websites is, unsurprisingly, highly correlated to the number of webpages it has. The mean number of links per webpage, however, seems to be randomly distributed with no significant relationship to the firm size, age, or sector. If hyperlinks between firms are interpreted as some kind of relationship (e.g. customer, cooperation), this would indicate that, on average, the connectedness of a firm grows with its size. A qualitative analysis of these connections could reveal whether certain types of firms (e.g. innovative ones) are connected differently (e.g. regional vs. transregional) compared to other firm types (e.g. non-innovative firms).

In the last part of this study, we used our proposed framework and applied the described workflow (using a firm base dataset to scrape firm websites, apply data mining, creation and validation of web-based indicators) for an exploratory analysis of the artificial intelligence (AI) ecosystem of Berlin-based institutions. The German capital has been chosen due to its thriving tech scene and its insular geographical location. We used a keyword-based approach to identify those institutions that mention AI at least once on their websites. Arguably, this approach does not necessarily inform about institutions that apply AI in their production process, offer products that incorporate AI features or conduct AI-related research and development. Nevertheless, it can be assumed that institutions that decide to mention AI on their websites at least somehow deal with this technology. This engagement may range from basic research to product development to a superficial marketing strategy. It can therefore be argued that these companies are in some way involved in the “Innovation Ecosystem AI Berlin”.
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Although we assume that our simple approach is suitable to provide a first insight into this ecosystem, future research should definitely undertake a further distinction of the identified actors. Here we suggest, for example, that a sample of actors could be drawn, which could then be manually classified into a certain class (e.g. research, product development, marketing strategy, etc.). This manually labelled data set could then be used as training data for a text-based machine learning model, which would be trained for the classification of actors based on their web texts.

The hyperlink connections shown in Fig. 12 are potentially a very interesting basis for the analysis of relationships between actors within an innovation ecosystem. For example, highly central actors in the real world might have a similar signature on the Internet, i.e. a particularly large number of incoming and outgoing hyperlinks to other actors. The existence of reciprocal hyperlinks could also prove to be a strong indicator of a relationship that also exists in the real world. For example, one-sided hyperlinks may exist even without the consent or knowledge of the other side, whereas a reciprocal link presupposes that both sides really know each other and consciously set up the link on their websites.

In general, the question then arises as to why companies and other actors decide to link to another actor at all and what this can tell us about the ecosystem under observation. Thus, purely technical links are plausible (e.g. to display externally hosted images on ones own website), but also the presentation of customers and cooperation partners or even obligatory links, for example to chambers of commerce. We consider the combination of hyperlink data and web texts to be particularly promising, as they may enable researchers to classify hyperlink relationships or draw conclusions about the relationships between linked companies (for a first approach, see Krüger et al. 2020).

The comparison between our new web-based indicator on “AI engagement” and an indicator on the use of AI collected in a classical survey has shown that even our very simple, keyword-based approach seems to deliver meaningful results. At the same time this comparison also shows the potential of our approach. While the costly survey only provides information for a Germany-wide extrapolation, our web-based approach allowed us to collect information for about 60,000 companies in Berlin alone. Unlike the survey data, our data contains information on all industries and size classes. Overall, we are confident that the approach we have presented has the potential to provide valuable, comprehensive and cost efficient insights that compare well to traditional sources.

Conclusion and future research

Conclusion

In this paper, we proposed a web mining framework for the mapping of innovation ecosystems by generating innovation indicators from website contents. We argued that established innovation indicators have a number of shortcomings concerning their coverage, granularity, timeliness, and data collection costs and that web-based indicators have the potential to overcome some of these limitations. The proposed web mining framework is composed of four key parts: a firm database with firm-level metadata and the firms’ web addresses, ARGUS web scraper which is used to download firm website content, a data mining part to extract innovation-related information from the downloaded web content, and the actual innovation indicators generated from the extracted information. In the remainder of the paper we conducted a large-scale pilot study to investigate firm
websites as a potentially valuable data source for innovation ecosystem mapping and we used our proposed approach to study the “Innovation Ecosystem AI Berlin”. Two research questions were the guideline for this pilot study.

- **URL coverage** URL coverage (the availability of a website for a firm) differs systematically with firm characteristics. Certain types of firms can, thus, not be surveyed using our proposed web mining framework. Especially very young and very small firms, as well as firms from certain sectors and regions exhibit a very low URL coverage. Furthermore, we find that low local broadband availability can prevent firms from setting up their own internet presence. On the other hand, we find that almost all medium to large sized firms from sectors such as mechanical engineering and ICT services have websites. We also found that URL coverage is especially high among patenting firms. Given that the vast majority of innovative activity in Germany is conducted by these firm types, we can conclude that our web mining framework is suitable for analyzing the most important parts of the firm innovation systems.

- **Website characteristics** We concluded that web mining studies have to deal with outlier issues. About 6% of firm websites have a number of sub-webpages four or more standard deviations above the population mean. Concerning the number of hyperlinks and the text volume found on these websites, this issue is even more evident. Large firms do not only operate larger websites, they also provide disproportionally more hyperlinks and text on them. We also found that there are sectoral differences concerning the size of firm websites and the languages used on them. We were also able to show that the language selection heuristic of ARGUS effectively restricts text downloads to a certain language, which allows users to leverage the fact that many firms provide several versions of theirs websites in different languages. An important feature given that most natural language processing methods require texts in a single language.

- **Mapping an Innovation Ecosystem** We showed that our proposed approach can be used to identify firms and other institutions that are engaged in a certain activity or technology and report on that on their websites. Using the example of AI-engaged institutions in the German capital of Berlin, we applied a simple keyword based approach and hyperlink mining to map an innovation ecosystem at the microgeographic level. Our results compared well to traditional survey data on the use of artificial intelligence in terms of firm size. However, we also pointed out that a more sophisticated text mining approach would be necessary to distinguish the different actor groups (e.g. firms that offer AI-based products and services, universities that are engaged in basic research on AI, and interest groups that promote AI-centered agendas) that resulted from our simple keyword search.

**Future research**

In future research, the analysis of the downloaded web data and the inclusion of other subsystems of the innovation ecosystem (e.g. via the websites of universities and research institutes) should be in the focus. For the analysis of textual content, several approaches may be suitable. If researchers want to investigate a topic that can be adequately described using a set of keywords (e.g. specific technologies, standards, patent numbers, policy measures) a simple keyword search can be sufficient. In such a keyword search, firms can
be identified that use these keywords on their websites. Smarter search strategies with additional filtering words and the like may be used to refine the results.

Recent developments in the field of natural language processing (NLP) (e.g. Mikolov et al. 2011, 2013a; Mikolov et al. 2013b), especially the ones involving artificial neural network language models, resulted an array of potentially valuable approaches to extract innovation related information from web scraped texts. A possible approach to predict a firm’s innovation activity as outlined in Fig. 16. A neural network is trained using texts scraped from websites of firms for which established innovation indicators are available. Such indicators can be used to create a training dataset of labelled (innovative/non-innovative) website texts. After training the neural network, unlabeled website texts (i.e. texts from websites of firms with unknown innovation activity) can be examined by the network and given a probability of being scraped from an innovative firm’s website. Given that such information is available, additional firm metadata (e.g. the sector of the firm) could be used to enhance the model.

Text mining methods based on neural networks and semantic topic models were also successfully applied in geographical information science (GIScience) to uncover social phenomena from geocoded unstructured text data. Resch et al. (2018) for example, present an approach to assess the footprint of and the damage caused by natural disasters by combining machine learning techniques for semantic information extraction. They also showed that their approach can be used to identify relevant semantic topics without a priori knowledge. Their methodology may be applicable to detect and monitor the diffusion of technology, for example.
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Table 5  Sectors’ NACE code ranges

| NACE code range | Sector label      | Level 1 codes |
|-----------------|-------------------|---------------|
| 0–4999          | Agriculture       | A             |
| 5000–9999       | Mining            | B             |
| 10,000–18,999   | Consumer goods    | C             |
| 19,000–20,999   | Petrochemistry    | C             |
| 21,000–21,999   | Pharmaceuticals   | C             |
| 22,000–24,999   | Materials         | C             |
| 25,000–25,999   | Metal products    | C             |
| 26,000–27,999   | Electronic products| C           |
| 28,000–30,999   | Mechanical engineering | C |
| 31,000–34,999   | Other products    | C             |
| 35,000–40,999   | Public utility    | D, E          |
| 41,000–44,999   | Construction      | F             |
| 45,000–46,999   | Wholesale         | G             |
| 47,000–48,999   | Retail            | G             |
| 49,000–54,999   | Transport         | H             |
| 55,000–57,999   | Food services     | I             |
| 58,000–63,999   | ICT services      | J             |
| 64,000–68,999   | Financial services| K             |
| 69,000–76,999   | Advanced services | M            |
| 77,000–83,999   | Other personal services | M |
| 84,000–85,999   | Public services   | O, P          |
| 86,000–89,999   | Health/social services | Q |
| 90,000–99,999   | Other services    | R             |

Table 6  Correlation (Spearman’s rho) table

| Variable                  | Broadband | Population density | Employees | Age | Legal form | Search quality |
|---------------------------|-----------|--------------------|-----------|-----|------------|----------------|
| Broadband                 | –         | –                  | –         |     | –          |                |
| Population density        | – 0.44    | –                  | –         |     | –          |                |
| Employees                 | – 0.01    | 0.02               | –         |     | –          |                |
| Age                       | 0.04      | – 0.08             | 0.04      | –   | –          |                |
| Legal form                | – 0.09    | 0.10               | – 0.10    | – 0.10 | –          |                |
| Search quality            | 0.06      | – 0.10             | 0.15      | 0.37 | – 0.10     | –              |

n = 2,108,104; p ≤ 0.001 for all correlations
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