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Abstract—In the field of deep learning, researchers often focus on inventing novel neural network models and improving benchmarks. In contrast, application developers are interested in making models suitable for actual products, which involves optimizing a model for faster inference and adapting a model to various platforms (e.g., C++ and Python). In this work, to fill the gap between the two, we establish an effective procedure for optimizing a PyTorch-based research-oriented model for deployment, taking ESPnet, a widely used toolkit for speech processing, as an instance. We introduce different techniques to ESPnet, including converting a model into an ONNX format, fusing nodes in a graph, and quantizing parameters, which lead to approximately 1.3-2× speedup in various tasks (i.e., ASR, TTS, speech translation, and spoken language understanding) while keeping its performance without any additional training. Our ESPnet-ONNX will be publicly available at https://github.com/espnet/espnet_onnx.

Index Terms—End-to-end speech processing, ONNX, open-source, fast inference

I. INTRODUCTION

Advances in deep learning have led to remarkable success in end-to-end speech processing, including Automatic Speech Recognition (ASR), Text-to-Speech (TTS), Speech Translation (ST), and Spoken Language Understanding (SLU). Transformer [1] and Conformer [2] have achieved promising results in various speech tasks [3]–[6], thanks to their sophisticated Deep Neural Network (DNN) architecture and large model capacity. Self-supervised models [7]–[9] leverage a vast amount of unlabeled audio data to learn versatile representations, which have shown to boost the performance of downstream speech tasks [10]. However, these approaches tend to increase the number of model parameters, making the inference process computationally intensive and, thus, unsuitable for actual products (e.g., run on edge devices). As system latency is an essential factor in real-world deployments, much effort has been made to speed up the inference of DNN models while maintaining task performance [11], [12].

There are several choices for improving the inference speed of speech processing models, such as parameter reduction, non-autoregressive modeling, and model optimization. Parameter reduction can be realized as post-processing of model training. For example, parameter pruning explores the redundancy among neurons, and removes unimportant neurons, layers, or attention heads that are less active for solving a target task [13]–[19]. Another is to train a smaller model from scratch, using parameter sharing [20] or knowledge distillation [21], [22]. While these approaches have shown promising results, reducing model capacity often leads to inevitable performance degradation. In addition, they often require special treatments (e.g., architecture changes, retraining, and optimization tricks) during training. Non-autoregressive models simultaneously generate multiple outputs in a sequence [23], [24], which significantly speeds up the inference compared to autoregressive models. It has been actively studied in ASR [25]–[28] and TTS [29]–[31], enabling high-quality sequence generation while fastening the inference speed. These approaches have also been shown effective in ST [32] and SLU [33]. However, the performance of non-autoregressive models is still limited to some extent in that there are difficulties in combining with an external language model and beam-search decoding.

In contrast to the above methods that designed and trained a model itself, fast inference can be achieved by optimizing a model to a specific environment (hardware) where it is run on. For example, TensorRT [34] facilitates high-performance inference on NVIDIA GPUs through optimizations, including layer/tensor fusion and memory caching. Open Neural Network Exchange (ONNX) [35] provides a flexible conversion between different deep learning frameworks, which makes it easier to access hardware optimizations built for a specific framework. ONNX also provides graph optimizations to further improve inference speed by graph-level modifications, such as node elimination and node fusion. Since these optimization approaches keep the same number of parameters and model architecture, one can safely speed up the inference while mitigating the performance drop in task performance.

In this work, we investigate the effect of conversion to the ONNX format for various speech tasks. We also applied two optimization techniques, node fusion and quantization, to examine the effect of model optimization. We used the model built with the End-to-End Speech Processing Toolkit (ESPnet) [36], a widely used toolkit for speech processing. This work does not require any additional training on the pretrained model, so it can be applied to over 278 pretrained models of ESPnet publicly available at https://huggingface.co/espnet. The key contributions and findings of this work are summarized as
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follows:
- We demonstrate that conversion and optimizations provides approximately 2× speedup in various tasks, including ASR, TTS, ST, and SLU.
- We report that conversion can speed up fine-tuning process of pre-trained self-supervised model.
- We open-source our ESPnet-ONNX1, which enables users to convert over 278 models instantly.

II. ONNX Conversion and Model Optimization

In this section, we describe our procedure for optimizing a speech processing model for deployment: conversion of a PyTorch-based model to ONNX format and model optimization using node fusion and quantization.

A. ONNX Conversion

1) ASR: Since ONNX defines computational graphs statically before a model runs, a PyTorch-based ASR model (Fig. 1(a)) cannot easily be converted into an ONNX format. The model contains dynamic loop computation (DLC) depending on the input length (e.g., autoregressive calculation). For example, the beam search algorithm requires iterative CTC and decoder calculations. Here, the number of loops in beam search depends on the length of an input sample, which is unknown during the conversion process. This makes it difficult to convert the beam search process into a static graph. The attention mechanism, on the other hand, can treat a flexible input length, as it works only on a single forward pass. To prevent the occurrence of such DLC in a static graph, we divide the system into modules (boxes in Fig. 1), each of which is whether converted to ONNX or kept the same. Note that the CTC calculation is separated into two modules because the computation of the prefix score contains DLC process. Therefore, we only convert the computation of CTC probability into ONNX.

The above conversion process can also be used for ST and SLU models, as they basically follow the same architecture as that of ASR.

2) TTS: A TTS model can also be converted to the ONNX format by dividing a model into modules and avoiding DLC. For example, in the case of an autoregressive model such as Tacotron2 [37], as shown in Fig. 1(b), the number of iterations for the decoder process depends on the input text length. Therefore, we need to split the decoder into two modules to avoid the DLC process: The autoregressive module and the post-decoder module that does not require iteration. For a non-autoregressive model, since there is no DLC process as shown in Fig. 1(b), we can convert the whole model into a single ONNX model. This way, the same procedure of ASR conversion can be applied to TTS.

B. Node Fusion

Node fusion is one of the techniques to optimize a graph; for an ONNX model, it is provided by ONNX Runtime [38]. Transformer [1] and Conformer [2], widely used architectures for speech processing tasks, are composed of stacked identical blocks containing multiple modules (e.g., Attention and Layer Normalization). Therefore, a specific shape appears many times in a graph of such models. Node fusion combines this particular sub-graph into a single node and computes it efficiently using multi-threading techniques.

1) Transformer: Each Transformer can be divided into two components as shown in Fig. 2(a): Multi-Head Self Attention and Feed Forward Module. ESPnet uses Scaled Dot-Production Attention [1] in the Transformer and converting this attention

---

1Released at https://github.com/espnet/espnet_онnx
yields the sub-graph shown on the left side of Fig. 3. Note that the nodes related to tensor transformation and reshaping are ignored for simplicity. Here, let the L-length input sequence for the attention module be \( X \in \mathbb{R}^{L \times D} \) and the scale \( d_k \) be \( D/H \), where \( D \) is the hidden dimension and \( H \) is the number of heads. The queries, keys, and values of the attention calculation are packed in matrices \( Q, K, \) and \( V \), respectively. The output of the attention for the original ONNX model (before node fusion) is calculated as follows:

\[
Q = \text{MatMul}(X, W^Q) + \text{bias}^Q, \tag{1}
\]

\[
K = \text{MatMul}(X, W^K) + \text{bias}^K, \tag{2}
\]

\[
V = \text{MatMul}(X, W^V) + \text{bias}^V, \tag{3}
\]

\[
\text{Output} = \text{Attention}(Q, K, V), \tag{4}
\]

where \( W^Q \in \mathbb{R}^{D \times D}, W^K \in \mathbb{R}^{D \times D}, W^V \in \mathbb{R}^{D \times D}, \text{bias}^Q \in \mathbb{R}^D, \text{bias}^K \in \mathbb{R}^D, \text{bias}^V \in \mathbb{R}^D \) represent the weights and biases of queries, keys, and values, respectively.

In the fused node shown on the right side of Fig. 3, we compute the above equations in a multi-threading manner. For \( h = 0, \ldots, H - 1 \), the output of the fused node is calculated as follows:

\[
\text{Output} = \text{Concat}(\text{Attention}(Q_h, K_h, V_h)) = \text{Concat}(\text{Softmax}(Q_h K_h^\top / \sqrt{d_k})) V_h, \tag{5}
\]

where \( Q_h, K_h, \) and \( V_h \) for each thread is calculated as follows:

\[
Q_h = \text{Split}(\text{MatMul}(X_h, \text{Concat}(W^Q_h, W^K_h, W^V_h)) + \text{Concat}(\text{bias}^Q_h, \text{bias}^K_h, \text{bias}^V_h)), \tag{6}
\]

where \( W^Q_h \in \mathbb{R}^{D \times d_k}, W^K_h \in \mathbb{R}^{D \times d_k}, W^V_h \in \mathbb{R}^{D \times d_k}, \text{bias}^Q_h \in \mathbb{R}^{d_k}, \text{bias}^K_h \in \mathbb{R}^{d_k}, \) and \( \text{bias}^V_h \in \mathbb{R}^{d_k} \) are the weights and biases of queries, keys, and values for each thread, respectively. As described in the two equations, Eqs. (5) and (6), the fused node calculates simultaneously in \( H \) threads. Therefore, the computation can be performed more efficiently compared to the original model if the device is capable of computing with multiple threads.

2) Conformer: Conformer is a variant of Transformer augmented with convolution, as shown in Fig. 2(b). The important change that has a significant influence to the node fusion is the replacement of the Attention component with Attention with Relative Positional Embedding (RelPosAttention). Relative Positional Embedding was originally proposed in Natural Language Processing [39], and Conformer utilizes the embedding proposed in Transformer-XL [40]. In the Transformer-XL paper, they introduced a Relative Positional Embedding \( R_{i-j} \), which considers the relative distance between a query vector at position \( i \) and a key vector at position \( j \).

For speech processing tasks, since a model can see the future information, the range of \( i - j \) is from \(-(L-1)\) to \( L-1 \). In the fused RelPosAttention node, we need to calculate the following equations with \( H \) threads:

\[
rel_{i-j} = ac + bd, \tag{7}
\]

\[
ac = X^\top W^{QT} W^{KT} X + u^\top W^{KT} X, \tag{8}
\]

\[
bd = X^\top W^{QT} W^{RT} R_{i-j} + v^\top W^{RT} R_{i-j}, \tag{9}
\]

where \( u \in \mathbb{R}^{H \times d_k} \) and \( v \in \mathbb{R}^{H \times d_k} \) are the bias vectors, \( R \in \mathbb{R}^{L \times L} \) and \( W \) are the given relative positional embedding and its projection weight, and \( ac \in \mathbb{R}^{L \times L} \) and \( bd \in \mathbb{R}^{L \times L} \). ESPnet uses the Relative Position Embedding \( R^E_n \in \mathbb{R}^{2L-1 \times d_k} \) to represent \( R_{i-j} \), where \( R^E_{L-1} \) shows the position 0. So we need a specific process to fit the size of the tensor \( R^E_n \) to \( L \times L \) to calculate Eq. (7). ESPnet processes this tensor transformation by applying padding, reshaping, and slicing the tensor. However, converting this process would generate many nodes related to shape modification, which is not suitable for multi-threading.

Here, let the weight of \( R^E_n \in \mathbb{R}^{2L-1 \times d_k} \) be \( W^E_n \in \mathbb{R}^{d_k \times d_k} \), the \( rel_{i,j} \) for each thread \( rel_{h,i,j} \) is calculated as:

\[
rel_{h,i-j} = ac_h + bd_{h,i-j}, \tag{10}
\]

\[
bd_h = X_h^\top W^{QT}_h W^{RT}_h R^E_n + v_h^\top W^{RT}_h R^E_n, \tag{11}
\]

\[
bd_{h,i-j} = \begin{bmatrix} bd_{h,0} & \cdots & bd_{h,L-1} \\ \vdots & \ddots & \vdots \\ bd_{h,L-1} & \cdots & bd_{h,L-1} \end{bmatrix}. \tag{12}
\]

By calculating the tensor transformation process in this way, most of the nodes can be fused and computed efficiently with the multi-threading technique.

C. Quantization

Quantization is a technique for parameter reduction, which reduces the model parameters to a lower precision (e.g., 8 and 16-bit integers) [41]. In quantization, we convert a floating point value \( \text{val}_{\text{float}} \) to an integer value \( \text{val}_{\text{quantized}} \) as follows:

\[
\text{val}_{\text{quantized}} = \text{val}_{\text{float}} \times 2^z, \tag{13}
\]

where \( z \) is the precision of the quantization process.
where $s$ and $z$ are the scale and offset parameters in Affine Quantization [42]. In this work, we apply dynamic quantization to the converted model, which estimates these two parameters on-the-fly. Since the parameters are calculated for each forward pass, it can speed up inference while preventing significant accuracy loss. Quantization also contributes to the suppression of memory consumption while loading, as shown in Table I. We further investigate the effect of quantization on inference speed and memory usage, which is discussed more detail in Section IV.

### III. Related Works

Much research has been conducted in speech processing to compress the model size and improve inference speed. The quantization technique has been actively studied throughout various tasks and architectures. When applied to a trained ASR model, quantization has little effect on Word Error Rate (WER) in the ASR task [41], [43]–[45]. Xu et al. [46] has applied uniform and mixed precision quantization to neural language models used for ASR decoding. They have achieved significant model compression with no degradation in accuracy. More recently, Ding et al. [47] has quantized Conformer-based ASR models and studied the influence on accuracy and inference speed. Avila et al. [48] has shown the effectiveness of quantization on SLU models, reporting that accuracy is not much affected. In our work, we adopt the unified quantization method for various speech processing models, including ASR, TTS, SLU, and ST, and evaluate the effectiveness.

A few studies have focused on optimizing a DNN model at the application level. Openja et al. [49] conducted a detailed investigation on ONNX conversion. They have investigated accuracy degradation, inference time, and adversarial robustness for models before and after conversion to ONNX and CoreML library. They have evaluated five image classification models, including two RNN-based and three CNN-based models, and concluded that all models have almost the same performance in ONNX model. However, this paper does not mention about speech processing models, and to the best of our knowledge, there is no study that have conducted a detailed investigation in various speech processing tasks of ONNX format. In this paper, we perform conversion with application-level optimizations for various speech processing tasks to confirm the effectiveness of ONNX. We will also confirm the effectiveness of ESPnet’s model, which is highly accurate even under real-world conditions, for more practical research.

### IV. Experiment

In this section, we compare PyTorch and ONNX models by evaluating their Real Time Factor (RTF) on various speech processing tasks (i.e., ASR, TTS, ST, and SLU).

#### A. Automatic Speech Recognition

We used the test-clean dataset from the LibriSpeech corpus [50] for measurement. We compared the RTF and WER for the PyTorch and ONNX models. We used the c6i.2xlarge instance for CPU inference and g5.xlarge instance for GPU from Amazon Elastic Compute Cloud. For ONNX, we applied node fusion to the converted ONNX model to evaluate the effect. Both PyTorch and fused models are quantized and evaluated as well. We conducted evaluation with the following four major ASR models:

- Transformer model (Trf-CTC/Att)
- Conformer model (Cfm-CTC/Att)
- Conformer model with HuBERT for feature extraction (Cfm-HuBERT)
- RNN Transducer model with ConformerEncoder (Cfm-Transducer)

1) **CPU Inference:** The results are shown in Table II. We observed a significant speed up in the Transformer models. In particular, the ONNX model with node fusion and quantization got 3.1× speed up from the original PyTorch model. Conformer models also got 1.8× to 2.0× improvement from PyTorch model.

2) **Word Error Rate:** Table II also shows that we did not get significant loss in WER. Although there could be a little degradation between the vanilla and quantized models on both PyTorch and ONNX models, there are no accuracy loss caused by the node fusion.

---

**Table I**

| Model | ONNX Fused Quantized R TF | WER [%] |
|-------|---------------------------|---------|
| Trf-CTC/Att | ✓ ✓ ✓ | 0.379 (0.167) | 3.4 |
| Cfm-CTC/Att | ✓ ✓ ✓ | 0.226 (0.104) | 3.5 |
| Cfm-HuBERT | ✓ ✓ ✓ | 0.197 (0.071) | 3.5 |
| Cfm-Transducer | ✓ ✓ ✓ | 0.325 (0.121) | 3.5 |

**Table II**

| Model | ONNX | Fused | Quantized | RTF | WER [%] |
|-------|------|-------|-----------|-----|---------|
| Trf-CTC/Att | ✓ | ✓ | ✓ | 0.122 (0.040) | 3.5 |
| Cfm-CTC/Att | ✓ | ✓ | ✓ | 0.417 (0.121) | 2.3 |
| Cfm-HuBERT | ✓ | ✓ | ✓ | 0.291 (0.055) | 2.1 |
| Cfm-Transducer | ✓ | ✓ | ✓ | 0.325 (0.104) | 2.4 |

---
3) **GPU Inference:** We further investigated the conversion influence on GPU in Table III. We found that simply converting to ONNX alone did not result in a great speed up. However, we observed a significant improvement with node fusion. Node fusion achieves almost 1.6× faster in offline Transformer model. Since ONNX Runtime does not support GPU inference with a quantized model with INT8 precision, we did not evaluate the performance of quantization for GPU.

4) **Memory Usage:** We also evaluated the memory usage during inference on CPU. The result is shown on Table IV. We found that the maximum memory usage after conversion was reduced 72% in encoding process. The memory consumption in the decoding process became 73% lower. We noticed that the node fusion caused a little increase in memory usage. Since several multiplications of tensors was fused into a single node, the amount of memory allocated at once would increase. Although the increase in memory usage can be seen in both encoding and decoding process, the maximum memory consumption of vanilla and fused model was approximately 70% lower compared to the PyTorch model. We also found that quantization did not reduce memory consumption during inference. In the quantized nodes, such as QAttention node, ONNX first set the bias to the output memory. Since quantization was applied to multiplication of matrices in ONNX, the bias was not quantized, which the Add operation was applied. Therefore, the amount of memory that have been used during the execution was unchanged before and after quantization.

| Model               | ONNX  | Fused  | RTF        |
|---------------------|-------|--------|------------|
| Trf-CTC/Att         | ✓     | ✓      | 0.154 (0.048) |
| Ctm-CTC/Att         | ✓     | ✓      | 0.159 (0.045) |
| Ctm-HubERT          | ✓     | ✓      | 0.167 (0.061) |
| Ctm-Transducer      | ✓     | ✓      | 0.114 (0.026) |
|                     | ✓     | ✓      | 0.113 (0.046) |
|                     | ✓     | ✓      | 0.188 (0.007) |
|                     | ✓     | ✓      | 0.168 (0.061) |

| Library               | Encode [Mb] | Decode [Mb] |
|-----------------------|-------------|-------------|
| PyTorch               | 228.8       | 204.9       |
| ONNX                  |             |             |
| Original              | 36.4        | 56.1        |
| Fused                 | 40.6        | 60.3        |
| Quantized             | 40.4        | 60.3        |

**Table V**

The comparison of mean and standard deviation (in brackets) of RTF, MCD, and CER between PyTorch and ONNX model on CPU.

| Model          | ONNX  | Quantized | RTF    | MCD [dB] | CER [%] |
|----------------|-------|-----------|--------|----------|---------|
| VITS           | ✓     | ✓         | 0.273 (0.014) | 6.852 (0.577) | 2.1     |
| JETS           | ✓     | ✓         | 0.197 (0.013) | 6.386 (0.566) | 2.1     |
| Fused          | ✓     | ✓         | 0.196 (0.011) | 6.870 (0.575) | 1.9     |
| CFS2 + HiFiGAN | ✓     | ✓         | 0.245 (0.012) | 6.682 (0.537) | 1.3     |
| JETS           | ✓     | ✓         | 0.183 (0.012) | 6.684 (0.554) | 1.3     |
| Fused          | ✓     | ✓         | 0.183 (0.011) | 6.684 (0.554) | 1.3     |
| CFS2 only      | ✓     | ✓         | 0.264 (0.012) | 6.466 (0.581) | 1.2     |
| HiFiGAN only   | ✓     | ✓         | 0.200 (0.008) | 6.548 (0.573) | 1.3     |
| HiFiGAN only   | ✓     | ✓         | 0.211 (0.007) | 6.537 (0.581) | 1.2     |
| CFS2 only      | ✓     | ✓         | 0.035 (0.004) | -         | -       |
| CFS2 only      | ✓     | ✓         | 0.030 (0.003) | -         | -       |
| CFS2 only      | ✓     | ✓         | 0.032 (0.005) | -         | -       |
| HiFiGAN only   | ✓     | ✓         | 0.229 (0.010) | -         | -       |
| CFS2 only      | ✓     | ✓         | 0.170 (0.008) | -         | -       |
| CFS2 only      | ✓     | ✓         | 0.179 (0.005) | -         | -       |
| CFS2 + MelGAN  | ✓     | ✓         | 0.113 (0.013) | 6.780 (0.560) | 1.3     |
| CFS2 only      | ✓     | ✓         | 0.111 (0.009) | 6.843 (0.555) | 1.3     |
| CFS2 only      | ✓     | ✓         | 0.111 (0.008) | 6.807 (0.545) | 1.2     |
| CFS2 only      | ✓     | ✓         | 0.033 (0.004) | -         | -       |
| CFS2 only      | ✓     | ✓         | 0.031 (0.003) | -         | -       |
| CFS2 only      | ✓     | ✓         | 0.033 (0.005) | -         | -       |
| CFS2 only      | ✓     | ✓         | 0.080 (0.014) | -         | -       |
| CFS2 + MelGAN  | ✓     | ✓         | 0.081 (0.008) | -         | -       |
| CFS2 only      | ✓     | ✓         | 0.079 (0.005) | -         | -       |

**B. Text-to-Speech**

In the TTS task, we used 250 utterances from the LJSpeech dataset [51] to measure the effectiveness of ONNX conversion. We calculated RTF, Mel-Cepstral Distortion (MCD), and ASR-based Character Error Rate (CER) on the following four TTS models:

- VITS [31]
- JETS [52]
- Conformer-based FastSpeech2 [30] with HiFiGAN [53]
- Conformer-based FastSpeech2 with MelGAN [29]

Note that node fusion was not applied to the TTS models since they basically consist of CNN layers, which is not supported by node fusion logic. We used four threads of CPUs (AMD EPYC 74F3, 3.2 GHz) for this evaluation.

The evaluation result is shown in Table V. The result demonstrated that converting to the ONNX models was effective, resulting in approximately 1.3× speed up from the PyTorch models. From CFS2 + HiFiGAN and CFS2 + MelGAN results, we can confirm that the calculation of neural vocoders, which mainly consists of CNN layers, is dominant in the inference of TTS models. Since VITS and JETS also have a similar component to HiFiGAN, the tendency should be common among all the models. We could not see the improvement by the quantization since we did not apply the quantization for CNN layers, which constitute most of the calculation time. Focusing on the MCD and CER, we can confirm that the performance degradation caused by the conversion is limited, enabling us to keep the quality with faster inference.

---

3The version of ONNX Runtime is v1.11.1.
TABLE VI
THE COMPARISON OF MEAN AND STANDARD DEVIATION (IN BRACKETS) OF RTF AND BLEU SCORE BETWEEN PYTORCH AND ONNX MODEL ON CPU.

|          | ONNX | Fused | Quantized | RTF | BLEU |
|----------|------|-------|-----------|-----|------|
| ✓        | 0.124 (0.024) | 19.5   |           |     |      |
| ✓        | 0.104 (0.027) | 19.1   |           |     |      |
| ✓        | 0.096 (0.022) | 19.4   |           |     |      |
| ✓        | 0.156 (0.030) | 19.1   |           |     |      |
| ✓        | 0.068 (0.014) | 19.1   |           |     |      |

TABLE VII
RTF AND ACCURACY BETWEEN PYTORCH AND ONNX MODEL ON CPU WITH 200 SAMPLES.

|          | ONNX | Fused | Quantized | RTF  | Accuracy |
|----------|------|-------|-----------|------|----------|
| ✓        | 0.215 (0.053) | 0.909 |           |      |          |
| ✓        | 0.234 (0.083) | 0.895 |           |      |          |
| ✓        | 0.206 (0.070) | 0.895 |           |      |          |
| ✓        | 0.199 (0.049) | 0.915 |           |      |          |
| ✓        | 0.114 (0.035) | 0.905 |           |      |          |

C. Speech Translation

In the ST task, we used the IWSLT22 dialect dataset [54], which consists of Tunisian Arabic audio files and its transcriptions. This is published for the Dialectal Speech Translation task, a shared task for IWSLT 2022. The task aims to develop speech translation system for low-resource languages. We report RTF and BiLingual Evaluation Understudy (BLEU) score with the Conformer model [55]. The evaluated model was built with ESPnet-ST [56]. We used the c6i.2xlarge instance for CPU inference from Amazon Elastic Compute Cloud.

Table VI shows that the effect of the conversion was also confirmed on the ST model, with node fusion and quantization achieved approximately 1.9× speed up. We observed that conversion does not have a significant effect on the BLEU score. Since the model architecture during inference was basically the same with ASR, we got similar performance improvement.

D. Spoken Language Understanding

For the SLU task, we used the SLURP dataset [57] for evaluation. It consists of many prompts for an in-home personal robot assistant. We randomly selected 200 audio samples from SLURP-real dataset. We tested with the intent classification task and reported the RTF and accuracy as metrics. The model is built with ESPnet-SLU [58] and consists of Conformer layers. We used the c6i.2xlarge instance for CPU inference from Amazon Elastic Compute Cloud.

Table VII shows the RTF and accuracy for intent classification task, and we also observed an improvement in inference speed. As with the ST models, the SLU models are basically the same architecture as in ASR. Therefore, even for models other than Conformer, similar speedups can be expected, as confirmed in section IV-A. In the intent classification task, we could fasten inference without causing the degradation in accuracy. The inference speed becomes 1.9× faster in quantized model with no performance degradation.

E. Self-supervised Learning

We also investigated applying our optimization techniques to speed up model training, focusing on the usage of a pre-trained self-supervised acoustic model (PAM). PAMs are often employed as feature extractors for training speech processing models, where the pre-trained parameters can be used without fine-tuning [10]. We expect that converting a PAM to ONNX speeds up the feature extraction process and makes the model training more efficient. To that end, we compared PyTorch and ONNX versions of HuBERT [9], which was pre-trained on LibriLight-60k and applied to LibriSpeech-100h training. We used a single V100 GPU with 16GB memory for measuring the training speed. We observed a slight but clear speedup in the model training; for one epoch of training, the PyTorch version took 1 hour and 53 minutes and the ONNX version took 1 hour 48 minutes. The gain was smaller than those observed in the previous inference experiments because the ONNX model seemed to be less effective when a large batchsize was used.

V. CONCLUSION AND FUTURE WORK

In this paper, we described a procedure for converting and optimizing complicated PyTorch-based models into ONNX format, using the widely used speech processing toolkit, ESPnet, as an example. By applying the conversion and optimization, including node fusion and quantization, we achieved about 2× speedup in ARS, ST, and SLU tasks and 1.3× speedup in TTS task compared to the original PyTorch model. We further investigated the effectiveness of fine-tuning process of a pre-trained acoustic model, which revealed that the conversion does have effects on fine-tuning process. In the future, we plan to support more tasks (e.g., Speech Enhancement, Speech Separation, and Voice Conversion) and models (e.g., streaming). Moreover, we plan to enhance the node fusion logic.
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