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Abstract

Word embeddings that consider context have attracted great attention for various natural language processing tasks in recent years. In this paper, we utilize contextualized word embeddings with the transformer encoder for sentence similarity modeling in the answer selection task. We present two different approaches (feature-based and fine-tuning-based) for answer selection. In the feature-based approach, we utilize two types of contextualized embeddings, namely the Embeddings from Language Models (ELMo) and the Bidirectional Encoder Representations from Transformers (BERT) and integrate each of them with the transformer encoder. We find that integrating these contextual embeddings with the transformer encoder is effective to improve the performance of sentence similarity modeling. In the second approach, we fine-tune two pre-trained transformer encoder models for the answer selection task. Based on our experiments on six datasets, we find that the fine-tuning approach outperforms the feature-based approach on all of them. Among our fine-tuning-based models, the Robustly Optimized BERT Pretraining Approach (RoBERTa) model results in new state-of-the-art performance across five datasets.
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1. Introduction

Measuring the similarity between question answering pairs (Yih et al., 2013) is a fundamental problem in the areas of Information Retrieval and Natural Language Processing (NLP). For example, in the answer selection task, a question along with list of candidate answers are given and then the answers are ranked based on their relevance with the question (see Table 1). Several neural models for the answer selection task use word embeddings like GloVe (Pennington et al., 2014) or Word2Vec (Mikolov et al., 2013) as input and measure the similarity between the vector representation of two sentences produced by the models (Chen et al., 2018a; Chen et al., 2018b). However, such embeddings provide fixed representation for each word and do not capture its context in different sentences.

Recently, contextualized word representation methods such as ELMo and BERT received a lot of attention. The ELMo model (Peters et al., 2018) learns the contextualized word representations from a deep bidirectional language model pre-trained on large text corpora. The BERT model (Devlin et al., 2019) can also generate contextual embeddings like ELMo via utilizing the encoder of transformer (Vaswani et al., 2017) and yields very good results on tasks such as named-entity recognition. Since these contextual embeddings can capture better representation of a sentence by generating embedding of each word based on its surrounding context, we are motivated to use them for sentence similarity modeling in answer selection task.

In this paper, we investigate how to utilize the contextualized word embeddings by integrating with the transformer encoder for the answer selection task. We also perform extensive experiments with both contextual and traditional embeddings and observe how their integration with the transformer encoder may impact the performance for answer selection. More concretely, we make the following contributions. First, we present two new approaches (feature-based and fine-tuning-based) by utilizing contextualized embeddings, namely, the ELMo, BERT, and RoBERTa (Liu et al., 2019) for the answer selection task. Second, we observe that combining contextual embeddings with transformer encoder improves performance from models where only contextual embeddings were used. We also empirically show that the integration of transformer encoder with ELMo or BERT outperforms its integration with GloVe for answer selection task which confirms the effectiveness of using the contextualized embeddings. Finally, we achieve new state-of-the-art results for the an-

| Question: | Which country won the FIFA world cup 2018? |
|---|---|
| List of Candidate Answers: | England have won the Cricket World Cup 2019. |
| | France have won the FIFA world cup 2018. |
| | France have won the FIFA world cup 2014. |
| Potential Ranking: | France have won the FIFA world cup 2018. |
| | France have won the FIFA world cup 2014. |
| | England have won the World Cup 2019. |

Table 1: An example of Answer Selection Task. A question along with list of candidate answers are given. The text in bold font is the correct answer.
swyer selection task in different datasets by fine-tuning the RoBERTa model. As a contribution to the Language Resources and Evaluation (LRE), we share the source codes, pre-processed datasets through the LRE Map\(^1\) for future research and replicability of experiments.

2. Related Work

Early work in sentence similarity modeling relies on different feature engineering based approaches [Wan et al., 2006; Yih et al., 2013]. For example, [Yih et al., 2013] utilized the WordNet based semantic features for question answering. However, these feature-based approaches have some critical limitations. For instance, the features which are used in one dataset may not perform well in another dataset [Chen et al., 2018b]. Moreover, these approaches require lots of handcrafted rules and are often error-prone.

Recently, several deep learning based approaches for sentence similarity modeling showed good performance without requiring any handcrafted features [Chen et al., 2017; Bian et al., 2017; Chen et al., 2018a; Chen et al., 2018b; Madabushi et al., 2018; Tymoshenko and Moschitti, 2018; Sha et al., 2018; Kamarthi et al., 2019; Rao et al., 2019]. Some researchers focused on extracting the common features in a sentence pair to improve the sentence similarity modeling [Wang et al., 2016; Chen et al., 2018a; Chen et al., 2018b]. Chen et al. [2018b] proposed a Collaborative and Adversarial Network in which the generator and the discriminator were utilized for extracting common features between sentences. Chen et al. [2018a] detected the aligned words in a sentence pair and then absorbed aligned words’ contexts for the hidden state generation of Recurrent Neural Network (RNN).

Various attention models based on RNN [Tan et al., 2015; Santos et al., 2016; Chen et al., 2017; and transformer model [Vaswani et al., 2017] were also proposed for improving sentence representation. While Vaswani et al. [2017] utilized both the encoder and the decoder of transformer for sequence-to-sequence task, later some researchers have only used the encoder or the decoder of the transformer model for different NLP tasks [Cer et al., 2018; Radford et al., 2018]. For example, Cer et al. [2018] utilized the transformer encoder to generate embeddings from sentences for transfer learning to other tasks. Radford et al. [2018] utilized the transformer decoder by pre-training it on large corpora for the language modeling task and then fine-tuned the model for downstream tasks.

The recently proposed BERT [Devlin et al., 2019] and ELMo [Peters et al., 2018] models are pre-trained on large text corpora and provide contextualized representations of words in a sentence. The former uses the transformer encoder [Vaswani et al., 2017] and the latter uses a deep, bi-directional long short term memory (LSTM) model [Hochreiter and Schmidhuber, 1997]. BERT showed state-of-the-art results for several tasks including question answering in the Stanford Question Answering Dataset (SQuAD) by fine-tuning the pre-trained model. Later, various models based on BERT were proposed which improved the traditional BERT model. For example, the XLNet model [Yang et al., 2019] utilized the Transformer-XL architecture and outperformed BERT in several NLP tasks by effectively learning contextual representations. The RoBERTa model [Liu et al., 2019] significantly improved the performance of the BERT model by utilizing new design choices and training strategies and exceeded the performance of XLM and other models published based on BERT [Liu et al., 2019]. More recently, the gated self attention network [Lai et al., 2019] was proposed which was combined with BERT along with transfer learning from a large-scale online corpus and provided improvement in the TREC-QA [Wang et al., 2007] and WikiQA [Yang et al., 2015] datasets for the answer selection task.

Despite being a promising approach, integrating contextualized word embeddings with transformer encoder model has rarely been evaluated for the answer selection task yet. A notable exception is the work from [Garg et al., 2019], where the pre-trained transformer encoder based models (BERT/RoBERTa) were first transferred into a model for a general task by fine-tuning it with a large dataset created from Wikipedia [Kwiatkowski et al., 2019]. Then, another fine-tuning step was performed to adapt the transferred model in the target domain. Our fine-tuning approach differs from the above work as we used only one-step fine-tuning in the target domain without requiring any additional dataset. In addition, previous works based on pre-trained transformer encoder for answer selection [Garg et al., 2019; Lai et al., 2019; Laskar et al., 2019] were only evaluated on TREC-QA and WikiQA datasets, but these models were not evaluated on community answer selection datasets, such as SemEvalCQA [Nakov et al., 2015; Nakov et al., 2016; Nakov et al., 2017] and YahooCQA [Tai et al., 2017]. In comparison to the previous work, we use six publicly available datasets for conducting a series of experiments to investigate the robustness of our approach.

3. Contextualized Embeddings based Transformer Encoder (CETE)

Let us assume that we want to measure the similarity between the two sentences \(X = x_1, x_2, ..., x_m\) and \(Y = y_1, y_2, ..., y_n\) for the answer selection task. We utilize the transformer encoder for this task based on two approaches: i) Feature-based approach, and ii) Fine-tuning-based approach.

In the feature-based approach, our framework works in the following steps as demonstrated in Figure [1](a). Our model first takes each token \(x_i \in X\) and creates contextualized embedding representations \(x_i\) using pre-trained BERT/ELMo. It then combines the token embeddings with positional encodings (to track the order of the token sequence) and sends them to a randomly initialized transformer encoder. After the self-attention calculation, the resulting representations are passed through the feed-forward and pooling layers to obtain condensed vectors \(H_X\) and \(H_Y\) that represent sentence \(X\) and \(Y\) respectively. Finally, the cosine similarity

\[1\] https://webacope.sandbox.yahoo.com/catalog.php?datatype=l&did=10
\[2\] http://lremap.elra.info/
is calculated between $H_X$ and $H_Y$.

In the fine-tuning approach, we adopt the pre-trained transformer encoder and then fine-tune it for question-answer similarity task for answer selection (see Figure 1(b)). In the following, we describe the two approaches in details.

### 3.1 Feature Based Approach

As shown in Figure 1(a), our feature-based approach adopts the encoder from the transformer model (Vaswani et al., 2017), which includes both encoder and decoder to perform machine translation task. We first extract the ELMo/BERT embeddings and feed them to the encoder. The encoder uses a self-attention layer to represent each token based on other relevant words in the sentence. This is done by creating three vectors for each token, namely a query vector $Q$, a key vector $K$, and a value vector $V$. These three vectors were created by multiplying the embedding vector $x_i$ with three weight matrices $(W_Q, W_K, W_V)$ respectively. These three weight matrices are updated during the training. Then, the output $Z$ of self-attention for each word is computed as:

$$Z = \text{softmax} \left( \frac{Q \times K^T}{\sqrt{d_k}} \right) V$$  \hspace{1cm} (1)

Note that the transformer encoder uses multi-head attention mechanism to give attention on different positions. This is done by calculating the self attention eight times with eight different Query/Key/Value weight matrices to obtain eight $Z$ matrices. It then concatenates the eight $Z$ matrices into a single matrix and multiplies that matrix with an additional weight matrix and sends the resulting matrix to the feed-forward layer. We apply the mean pooling method (Wang and Nyberg, 2015) to obtain the sentence representation $H$.

In order to obtain contextualized embeddings, we extract features from both ELMo and BERT models.

**ELMo Embeddings:** Instead of using fixed embedding representation, ELMo provides contextual embedding of a word based on its context in the entire sentence (Peters et al., 2018). Thus, it can capture multiple meanings of a word based on where it is used. ELMo uses a bidirectional LSTM (Hochreiter and Schmidhuber, 1997) to have a sense of both the next and the previous word. It is pre-trained on a vast amount of text data (Chelba et al., 2013) and provides three layers of representations for each word: one layer provides a character based word representation and the other two layers are the LSTM hidden states. The ELMo layer is the weighted sum of these three layers. We use the output of this layer as contextual word embeddings.

**BERT Embeddings:** The BERT model (Devlin et al., 2019) can also provide contextualized embeddings like ELMo. The model was originally pre-trained for masked language modeling and next sentence prediction task on the BooksCorpus (800M words) (Zhu et al., 2015) dataset along with the English Wikipedia (2,500M words). We use the token embeddings generated from the BERT model and feed them into the transformer encoder.

### 3.2 Fine Tuning Based Approach

Instead of using contextualized embeddings as input to a randomly initialized transformer encoder, we also experiment by fine-tuning the pre-trained BERT and RoBERTa models for the answer selection task as demonstrated in Figure 1(b).

**BERT Fine-tuning for Answer Selection:** In the BERT model, sentence pairs are combined together into a single sequence, separated by a special token $[SEP]$. The output of BERT is taken only for the first token $[CLS]$, which is used as the aggregate representation of the sequence. During fine-tuning, parameters are added for an additional classification layer $W$. All the parameters of the pre-trained BERT model along with $W$ are fine-tuned jointly to maximize the log-probability of the correct label. The label probabilities $P \in \mathbb{R}^K$ (where $K$ is the total number of clас-
classifier labels) are calculated as follows:

\[ P = \text{softmax}(CW^T) \]  

(2)

In the answer selection task, there are two classifier labels (similar = 1, dissimilar = 0). In the original BERT model (Devlin et al., 2019), sentence pair classification task was done by predicting the correct label (1 or 0). But in our work, we modify the final layer by only considering the predicted score \( P_{tr} \) for the similarity label to rank the answers based on question-answer similarity.

\[ P_{tr} = P(C = 1 | X, Y) \]  

(3)

RoBERTa Fine-tuning for Answer Selection: Since the BERT model was significantly undertrained (Liu et al., 2019), the RoBERTa model was proposed by modifying different hyperparameters in BERT along with new design choices. More specifically, RoBERTa used a much larger mini batches and learning rates compared to BERT. Also, the next sentence prediction task was removed from the pre-training stage. Five different datasets were used for pre-training, which in total consists of around 160GB of uncompressed text. These new parameter settings and objectives showed significant improvements in the BERT model in different NLP tasks. To fine-tune it for the answer selection task, we followed the similar approach of BERT fine-tuning by modifying the final layer to utilize it for similarity modeling.

4. Experimental Setup

To evaluate the effectiveness of our approach, we ran experiments on six different datasets. In this section, we present the description of the datasets, evaluation metrics, the training procedure and parameter settings used in our experiments.

4.1. Datasets

We used six datasets for the answer selection task as shown on Table 2. Specifically, we used two widely used question answering (QA) datasets namely the TREC-QA and WikiQA as well as four community question answering (CQA) datasets, namely, the YahooCQA, SemEval-2015CQA, SemEval-2016CQA, and SemEval-2017CQA.

| Dataset          | # Questions | # Candidate Answers |
|------------------|-------------|---------------------|
|                  | Train  | Dev  | Test  | Train  | Dev  | Test  |
| TREC-QA          |        |      |       |        |      |       |
| RAW              | 1229   | 82   | 100   | 53417  | 1148 | 1517  |
| Cleaned          | 1229   | 65   | 68    | 53417  | 1117 | 1442  |
| WikiQA           |        |      |       |        |      |       |
| RAW              | 2118   | 296  | 633   | 20360  | 2733 | 6165  |
| Cleaned          | 873    | 126  | 243   | 8672   | 1130 | 2351  |
| YahooCQA         |        |      |       |        |      |       |
| Cleaned          | 50112  | 6289 | 6283  | 253440 | 31680| 31680 |
| SemEval-2015CQA  | 2600   | 300  | 329   | 16541  | 1645 | 1976  |
| SemEval-2016CQA  | 4879   | 244  | 327   | 36198  | 2440 | 3270  |
| SemEval-2017CQA  | 4879   | 244  | 293   | 36198  | 2440 | 2930  |

Table 2: Dataset Overview (‘#’ denotes ‘Number of’ and ‘RAW’ indicates the ‘Original’ version).

This dataset is created from the QA track (8-13) of Text REtrieval Conference (Wang et al., 2007). It has two versions: RAW and Cleaned. The difference between the two versions is that the RAW version has some questions for which there is no answer or there are only positive/negative answers, whereas the Cleaned version removes those instances from the development and test sets. As a result, the RAW version contains 1117 and 1517 QA pairs in the development set and 1117 QA pairs in the development set and 1442 QA pairs in the test set. The Cleaned version contains 1148 QA pairs in the development set and 1442 QA pairs in the test set.

WikiQA: This is an open domain QA dataset (Yang et al., 2015) in which the answers were collected from the Wikipedia. In this dataset, there are many questions that do not contain any answers. Only 873, 126, and 243 questions out of 2118, 296, 633 questions in the training, development, and test sets contain any answers, respectively.

YahooCQA: This dataset was prepared for answer selection task by (Tay et al., 2017) from the Yahoo! Answers Manner Question dataset. It is a community-based question answering dataset and comparatively larger than TREC-QA or WikiQA. Each question in YahooCQA dataset is associated with at most one correct answer. The negative answers were generated by sampling 4 samples from the top 1000 hits obtained via Lucene search. There are 253440, 31680, and 31680 QA pairs in the training, development, and test sets respectively.

SemEval-2015CQA: This CQA dataset is created from Qatar Living Forums. We focus on subtask A, the question-comment similarity task. Each comment is tagged with “Good”, “Bad” or “Potentially Useful”. We consider “Good” as positive and other tags as negative examples by following the work of (Sha et al., 2018).

SemEval-2016CQA: This is another CQA dataset created from Qatar Living Forums. Though the task is similar to SemEval-2015CQA, the dataset used in SemEval-2016CQA is different.

SemEval-2017CQA: This one has the same training and development sets as SemEval-2016CQA. Only the test set is different in SemEval-2017CQA which contains 293 questions whereas the SemEval-2016CQA contains 327 questions.

5 For WikiQA, we used the original training data. But evaluation was done only on the cleaned test data where questions having no correct answers were removed.

\footnote{https://gluebenchmark.com/leaderboard\footnote{https://www.qatarliving.com/forum}}
4.2. Evaluation Metrics

Similar to the recent work on answer selection (Rao et al., 2019; Garg et al., 2019; Lai et al., 2019; Laskar et al., 2019), we used Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR) as evaluation metrics to measure the performance of our models.

4.3. Training and Parameter Settings

In the feature-based approach, the dimensions of the input layer and the output layer as well as the inner feed forward layer were same. Specifically, when we used ELMo, the dimensions of hidden layers $d_{\text{model}}$ and feed forward layers $d_{ff}$ were both set to 1024. When we used the BERT$_{\text{Base}}$ model, the size of $d_{\text{model}}$ and $d_{ff}$ were set to 768. Like the original transformer (Vaswani et al., 2017), we set the number of attention heads $A$ to 8. However, based on the performance in the development set, we used one encoder layer ($L = 1$) instead of six identical layers used in the original transformer model. We utilized the Adam optimization algorithm (Kingma and Ba, 2014) for the parameter update. The learning rate was set to $5 \times 10^{-5}$ and the dropout value was set to $2 \times 10^{-1}$. We used the mean squared error as our loss function.

We fine-tuned with both Base and Large versions of BERT and RoBERTa models for the pairwise sentence classification task (Devlin et al., 2019). For training, we used cross entropy loss function to calculate the loss. The parameters of the BERT$_{\text{Base}}$ and RoBERTa$_{\text{Base}}$ models were: $d_{\text{model}} = 768$, $d_{ff} = 3072$, $A = 12$, $L = 12$. For the BERT$_{\text{Large}}$ and RoBERTa$_{\text{Large}}$ models, the parameters were: $d_{\text{model}} = 1024$, $d_{ff} = 4096$, $A = 16$, $L = 24$. For all models, the Adam was used as the optimizer, the batch size $\in \{8, 16, 24\}$, and the learning rates $\in \{1e^{-5}, 2e^{-5}\}$.

4.4. Implementation

We implemented our models using Pytorch. For fine-tuning, we used the Pytorch version of the transformer model (Wolf et al., 2019) and ran our experiments in multi GPU setting with 4 Nvidia P100 GPUs. For the feature-based approach, experiments were run using a single Nvidia 1080 GPU. BERT contextual embeddings were generated using MXNet library and the ELMo contextual embeddings were generated using AllenNLP library.

5. Results and Analyses

We performed extensive experiments to compare our contextualized embeddings based transformer encoder (CETE) with the recent progress. To understand the effectiveness of our approaches, we also compared with several baselines. For the feature-based approach, we used a baseline that had the transformer encoder but used GloVe word embeddings (Pennington et al., 2014) which do not consider the context. As the dimensions in the hidden layers and the feed forward layers in our feature-based approach were same as the dimension of the contextualized embeddings, we also used the dimensions in those layers for this baseline same as the dimension of GloVe: $d_{\text{model}} = 300$, $d_{ff} = 300$, $A = 6$, $L = 1$.

For the fine-tuning approach, we compared our models with the fine-tuned XLNet model (Yang et al., 2019). The XLNet model did not use the original transformer encoder (Vaswani et al., 2017). It utilized the ideas from the Transformer-XL (Dai et al., 2019) model by using the segments recurrence mechanism and the relative encoding scheme into pre-training. It also proposed the permutation-based language modeling to capture bidirectional context.

5.1. Effectiveness of Feature-based Approach

Performance on TREC-QA and WikiQA: Table 3 shows the performance of our models in TREC-QA and WikiQA respectively. We can see that integrating the transformer encoder with ELMo or BERT have outperformed the baseline where only the GloVe embedding was used with the transformer encoder. Specifically, in terms of MAP, our CETE model with ELMo achieves 13.56% improvement over the transformer encoder with GloVe in the WikiQA dataset. For the TREC-QA dataset, the improvement is 12.71% in the RAW version and 8.65% in the Cleaned version over the baseline. Though our best performing CETE model with ELMo could not outperform the state-of-the-art (Lai et al., 2019) in the WikiQA dataset, it outperformed or provided comparable performance with many recent work (Chen et al., 2018a; Chen et al., 2018b; Sha et al., 2018; Tymoshenko and Moschitti, 2018; Kamath et al., 2019). For both versions of TREC-QA dataset, the feature-based CETE models do not outperform the state-of-the-art models (Kamath et al., 2019; Garg et al., 2019). However, their performances are still comparable or better than many recent work (Tay et al., 2018; Tymoshenko and Moschitti, 2018; Chen et al., 2018a; Rao et al., 2019).

Performance on CQA datasets: We show the performance of our models in four CQA datasets in Table 4. We again notice that our proposed approach of integrating transformer encoder with ELMo or BERT have outperformed the baseline in all the CQA datasets. Specifically, in terms of MAP, our best performing feature-based approach BERT$_{\text{Large}}$ achieves 16.64% improvement over the transformer encoder with GloVe in the YahooCQA dataset. In the SemEvalCQA datasets, the CTE model with BERT$_{\text{Base}}$ performs the best with an improvement of 5.58%, 4.32%, and 6.19% over the baseline in terms of MAP in the SemEval-2015CQA, SemEval-2016CQA, and SemEval-2017CQA datasets respectively. Though none of our feature-based approaches outperform the current state-of-the-art models (Nakov et al., 2017; Sha et al., 2018), they show comparable performance in each dataset.

Case study: To get deeper insights about why our CETE models with ELMo or BERT are more effective than the transformer encoder with GloVe, we randomly selected some question and candidate answer pairs and analyze the word-by-word similarity between them. Figure 2 shows the word-by-word similarity heatmap for a relevant question.

---

https://github.com/huggingface/pytorch-transformers
https://mxnet.apache.org/
https://allennlp.org/
and candidate answer pair. We observe that for the similar sentence pair, words between two sentences are more similar in the CETE model with ELMo/BERT embeddings than the transformer encoder with GloVe model. It indicates that for the similar sentence pair, the transformer encoder with contextualized embeddings effectively captures the overall context of the sentence, resulting in better performance for answer selection. For the dissimilar sentence pair, we observe from Figure 3 that the words between the sentence pair were more dissimilar in the CETE model than the transformer encoder with GloVe model, suggesting the effectiveness of integrating contextualized embeddings with the transformer encoder.

5.2. Effectiveness of Fine-tuning Approach

Performance on TREC-QA and WikiQA: We fine-tune the pre-trained BERT, RoBERTa, and XLNet models for answer selection. Among these three models, BERT and RoBERTa are transformer encoder based, whereas the XLNet model is based on Transformer-XL. We find that the Large versions of BERT, RoBERTa, and XLNet always outperform their respective Base versions in all datasets. While comparing XLNet with BERT, we find that XLNet outperforms BERT in both versions of the TREC-QA. However, in the WikiQA dataset, the BERT model achieves superior performance. In all datasets, the RoBERTa model outperforms both XLNet and BERT.

| Model                  | YahooCQA | SemEval-2015 | SemEval-2016 | SemEval-2017 |
|------------------------|----------|--------------|--------------|--------------|
|                        | MAP      | MRR          | MAP          | MRR          | MAP      | MRR          | MAP      | MRR          |
| [Nakov et al., 2017]   | -        | -            | -            | -            | -        | -            | 0.884    | 0.928        |
| [Tay et al., 2018]     | -        | 0.801        | -            | -            | -        | -            | -        | -            |
| [Sha et al., 2018]     | -        | -            | -            | -            | 0.801    | 0.872        | -        | -            |
| Transformer Encoder + GloVe | 0.667    | 0.667        | 0.843        | 0.864        | 0.741    | 0.810        | 0.824    | 0.881        |
| CETE (ELMo Embeddings) | 0.762    | 0.762        | 0.875        | 0.909        | 0.767    | 0.824        | 0.860    | 0.914        |
| CETE (BERTBaseline Embeddings) | 0.776    | 0.776        | 0.890        | 0.924        | 0.773    | 0.835        | 0.875    | 0.922        |
| CETE (BERTLarge Embeddings) | 0.778    | 0.778        | 0.883        | 0.923        | 0.765    | 0.831        | 0.867    | 0.922        |
| XLNetBaseline Fine Tuning | 0.939    | 0.939        | 0.929        | 0.960        | 0.849    | 0.912        | 0.902    | 0.934        |
| XLNetLarge Fine Tuning | 0.945    | 0.945        | 0.945        | 0.969        | 0.860    | 0.912        | 0.930    | 0.962        |
| CETE (BERTBaseline Fine Tuning) | 0.948    | 0.948        | 0.923        | 0.949        | 0.843    | 0.906        | 0.904    | 0.942        |
| CETE (BERTLarge Fine Tuning) | 0.951    | 0.951        | 0.935        | 0.961        | 0.866    | 0.927        | 0.921    | 0.963        |
| CETE (RoBERTaBaseline Fine Tuning) | 0.951    | 0.951        | 0.933        | 0.956        | 0.851    | 0.900        | 0.909    | 0.944        |
| CETE (RoBERTaLarge Fine Tuning) | 0.955    | 0.955        | 0.947        | 0.970        | 0.888    | 0.938        | 0.943    | 0.974        |

Table 4: Performance comparisons with recent progress on YahooCQA and SemEvalCQA datasets.
In comparison to the prior work, we observe new state-of-the-art results in the RAW version of TREC-QA by fine-tuning with both Base and Large versions of BERT. The fine-tuned BERT_{Large} and BERT_{Base} models have an improvement of 7.63% and 4.58% respectively in terms of MAP over the previous state of the art (Kamath et al., 2019). However, they do not achieve the state-of-the-art results in the Cleaned version of TREC-QA (Garg et al., 2019) as well as in the WikiQA (Lai et al., 2019). With the fine-tuned RoBERTa models, we observe even more improvements in the WikiQA and the RAW version of TREC-QA compared to the fine-tuned BERT models. In the RAW TREC-QA, both the Base and Large versions of RoBERTa outperform the previous state-of-the-art (Kamath et al., 2019), with RoBERTa_{large} performing the best with MAP 0.950 and MRR 0.980. In the WikiQA dataset, our fine-tuned RoBERTa_{large} model sets a new state-of-the-art result with an improvement of 5.02% in terms of MAP and 4.93% in terms of MRR than the previous best performing model (Lai et al., 2019). Though our approach of fine-tuning RoBERTa_{large} provides new state-of-the-results in TREC-QA (RAW) and WikiQA datasets, in terms of MAP it could not outperform the RoBERTa_{large} with Transfer Learning approach: the RoBERTa-TANDA model (Garg et al., 2019) in the Cleaned version of TREC-QA. It is to be noted that in the two-step fine-tuning-based RoBERTa-TANDA model, the first step of fine-tuning was done in a large dataset created from the Wikipedia (Kwiatkowski et al., 2019) which contains 57242 questions, along with more than 20 Millions candidate answers. Then the second step of fine-tuning was done in the target domain. In comparison to them, we only do a one-step fine-tuning in the target domain which contains 1229 questions with 53417 candidate answers in the training set (our training data size is only about 2% of total questions and 0.3% of total candidate answers used to train the RoBERTa-TANDA model). Without the leverage of large dataset, our fine-tuning approach provides almost similar result in terms of MAP with only 0.75% less than the RoBERTa-TANDA model. In terms of the MRR, we observe a new state-of-the-art result with an improvement of 0.41% compared to the RoBERTa-TANDA. We did not report the result of RoBERTa-TANDA for the WikiQA dataset as the number of questions and the candidate answers used in their test data were different than ours.

**Performance on CQA datasets:** In the CQA datasets, we again find that the RoBERTa model outperforms both BERT and XLNet. Among BERT and XLNet, we find that BERT_{Large} outperforms XLNet in the YahooCQA and SemEval-2016 datasets, whereas in SemEval-2015 and SemEval-2017, XLNet_{Large} outperforms BERT. We observe new state-of-the-art results in all CQA datasets by fine-tuning both BERT and RoBERTa models. Though both Base and Large versions of BERT and RoBERTa provide state-of-the-art results across the CQA datasets, we find that the Large version outperforms the Base version in all of them. For the SemEval datasets, our best performing RoBERTa_{large} model has an improvement of 10.86% in SemEval-2016CQA and 6.67% in SemEval-2017CQA in terms of MAP than the state-of-the-art models (Sha et al., 2018; Nakov et al., 2017), respectively. For the YahooCQA dataset, the RoBERTa_{large} model again performs the best with an improvement of 19.23% in terms of MRR than the previous state-of-the-art result (Tay et al., 2018). The authors did not report MAP in their paper.
Comparing Fine-tuning with Feature Extraction: In all datasets, we notice that based on paired t-test \((p \leq .05)\), all the fine-tuning-based approaches perform significantly better than the feature-based approaches. It is worth noting that in our feature-based approach, features are extracted from the pre-trained model and they are fed to the transformer encoder model which is required to be trained from scratch. In contrast, in the fine-tuning approach, the pre-trained model is fine-tuned for a specific task by adding few additional randomly initialized parameters. As Peters et al., 2019 suggest, the performance of the fine-tuning-based approach and the feature-based approach depends on the similarity between the pre-training and target tasks. They also observed that fine-tuning the BERT model significantly outperformed the feature-based approaches for the textual similarity task. This may explain why fine-tuning approach performs better than the feature-based approach for the answer selection task.

### 5.3. Ablation Study

In order to better investigate the effectiveness of integrating transformer encoder with contextual embeddings in the feature-based approach, we perform an ablation study. In the ablation study, following models are included:

- **ELMo Embeddings**: Only the feature-based ELMo Embeddings were used without any Transformer Encoder.
- **BERT\textsubscript{Base} Embeddings**: Only the feature-based BERT\textsubscript{Base} Embeddings were used without any Transformer Encoder.
- **BERT\textsubscript{Large} Embeddings**: Only the feature-based BERT\textsubscript{Large} Embeddings were used without any Transformer Encoder.

The above models simply measure the similarity between the question and the candidate answers based on the fixed contextualized embeddings generated from ELMo and BERT without sending them to the transformer encoder. We compare these models with our feature-based models that do include the transformer encoder. The results of our ablation study based on the average MAP and MRR scores across all datasets are given in Figure 4.

From the ablation study, we find that integrating transformer encoder with contextual embeddings improves the performance by 43.73\%, 25.23\%, and 26.34\% in terms of MAP and 41.32\%, 21.27\%, and 24.08\% in terms of MRR in ELMo, BERT\textsubscript{Base}, and BERT\textsubscript{Large} respectively. These improvements are statistically significant based on paired t-test \((p \leq .05)\). This shows the effectiveness of our proposed approach of integrating transformer encoder with the features extracted from the BERT or ELMo models.

### 6. Conclusions and Future Work

We present two approaches to utilize contextualized embeddings with the transformer encoder for the answer selection task. Our experiments on six datasets demonstrate that the performance of our feature-based approach is comparable with most of the prior work. More importantly, we find that our approach of fine-tuning the pre-trained transformer encoder models for answer selection is very effective even without the leverage of transfer learning from large corpora. We also observe that our fine-tuned RoBERTa model sets new state-of-the-art results on all six datasets in terms of MRR. Finally, we share the resources through LRE Map for further research and reproducibility of experiments. In future, we will investigate the performance of transformer based models on more tasks, such as information retrieval applications (Huang and Hu, 2009), Huang et al., 2003, Yin et al., 2013, Huang et al., 2005), sentiment analysis (Liu et al., 2007), learning from imbalanced datasets (Liu et al., 2006), named-entity recognition (Bari et al., 2019), and query focused abstractive summarization (Nishida et al., 2019), Nema et al., 2017).
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