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Abstract

We applied renormalized singles (RS) in the multireference density functional theory (DFT) to calculate accurate energies of ground and excited states. The multireference DFT approach determines the total energy of the \(N\)-electron system as the sum of the \((N-2)\)-electron energy from a density functional approximation (DFA) and the two-electron addition energies from the particle-particle Tamm-Dancoff approximation (ppTDA), naturally including multireference description. The ppTDA@RS-DFA approach uses the RS Hamiltonian capturing all singles contributions in calculating two-electron addition energies, and its total energy is optimized with the optimized effective potential method. It significantly improves the original ppTDA@DFA. For ground states, ppTDA@RS-DFA properly describes dissociation curves tested and the double bond rotation of ethylene. For excited states, ppTDA@RS-DFA provides accurate excitation energies and largely eliminates the DFA dependence. ppTDA@RS-DFA thus provides an efficient multireference approach to systems with static correlation.

Graphical TOC Entry
Density functional theory (DFT) has become the most widely used tool in the electronic structure theory. The success of Kohn-Sham DFT (KS-DFT) can be attributed to the accurate and efficient description of complicated many-body effects by density functional approximations (DFAs), including local density approximations (LDAs), generalized gradient approximations (GGAs) and hybrid functionals. In past decades, KS-DFT has been successfully implemented in quantum chemistry packages to predict properties of molecules and solids. However, there are still many challenges in KS-DFT. For example, KS-DFT cannot properly describe systems with a strong static correlation, such as molecules with partially broken bonds. These strong correlated systems with degenerate or nearly degenerate states are multiconfigurational and thus is challenging for the single-determinant-based KS-DFT. It was shown that the errors of KS-DFT for predicting dissociation energies of multiconfigurational systems are from fractional spin errors in the functional approximation. To properly describe the bond breaking problem, multiconfiguration self-consistent field (MC-SCF) methods like the complete active space self-consistent field (CASSCF) method and other multireference methods in the wave function theory (WFT) are commonly used. Extending the traditional Kohn-Sham DFT, multiconfigurational methods have also been developed for describing multireference systems, including multiconfigurational pair-density functional theory (MC-PDFT) and the multistate density functional theory (MSDFT). Developments based on KS-DFT have also been made in past decades. The fractional-spin localized orbital scaling correction (FSLOSC) method corrects fractional spin errors and fractional charge errors within the KS-DFT framework. FSLOSC restores the flat-plane behavior of electronic energy at fractional charges and fractional spins and properly describes the dissociation of ionic species, single bonds, and multiple bonds while maintaining the proper symmetry in spin densities. The spin-restricted ensemble-referenced Kohn-Sham (REKS) method based on the rigorous ensemble representation of the energy and the density provides accurate description for strongly correlated systems. The commonly used time-dependent density functional theory (TDDFT) is known to provide poor accuracy.
for charge transfer and Rydberg excitations.\textsuperscript{29,30} Recently developments including orbital optimized (OO) DFT\textsuperscript{31} and mixed-reference spin-flip (MRSF)-TDDFT\textsuperscript{32} are shown to provide considerable improvements over KS-DFT and TDDFT.

Recently a self-consistent multireference approach has been developed in DFT based on linear response approaches.\textsuperscript{33} In this multireference DFT approach, the physical system is described by a generalized auxiliary system. The total energy of the physical system is divided into two parts: the energy of the auxiliary system determined by the chosen DFA and the excitation energy from a linear response theory. The excitation energy from the linear response theory is used to provide multiconfigurational description for the physical system in a natural way.\textsuperscript{33} In the original work of the multireference DFT approach, two linear response theories are used to provide the multiconfigurational description. In the first approach, the generalized auxiliary system is chosen to be the $(N - 2)$-electron system described with a DFA and the two-electron addition excitation energy is calculated by particle-particle random phase approximation (ppRPA)\textsuperscript{34–36}. The method is denoted here as ppRPA@DFA. This ppRPA@DFA approach can also be viewed as a Fock-Space embedding approach that seamlessly combines the many-body description of the two-electron subsystem with the DFT description of the remaining $(N - 2)$ electrons.\textsuperscript{37} The ppRPA method has also been explored recently by other research groups.\textsuperscript{38,39} In the second approach, the generalized auxiliary system is chosen to be a high-spin state. Then low-spin states are obtained by using spin-flip time-dependent DFT (SF-TDDFT)\textsuperscript{40–43}. This approach is denoted here as SF@DFA. In both cases, the total energy in the multireference DFT approach is an implicit functional of the density of the physical system. The electron density of the physical systems is given by the functional derivative of the total energy with respect to the external field.\textsuperscript{33} It is clearly not equal to the density of the auxiliary reference system, in contrast to the traditional KS theory.\textsuperscript{11} The self-consistent field (SCF) solution, or the minimization of the energy functional was obtained by the generalized optimized effective potential (GOEP) method.\textsuperscript{33,45} It has
been shown that the self-consistency is important for ppRPA@DFA and SF@DFA to predict more accurate dissociation energies than the post-SCF approaches: post-SCF-ppRPA@DFA and post-SCF-SF@FDA. Here post-SCF means the total energy in the multireference DFT approach is evaluated without the self-consistency.

The multireference DFT approach was shown to provide good descriptions for both ground and excited states. The ppRPA@HF approach properly describes bond breaking of small molecules and the the double bond rotation of the C$_2$H$_4$ molecule. The SF@HF provides accurate excitation energies of atomic and molecular systems. However, there are two problems in the original multireference DFT approach. First, as demonstrated in this work, the multireference DFT approach with commonly used DFAs has large errors for predicting energies of both ground states and excited states. The accuracy of the multireference DFT approach has an undesired dependence on the choice of the DFA. Second, the optimization of the GOEP method for multireference DFT with traditional DFAs can produce an unphysical density of the generalized auxiliary system, which has a negative HOMO-LUMO gap, or the switching of the HOMO and LUMO. This unphysical density leads to a failed optimization. Thus, only HF and a designed DFA with a high percentage of exact exchange were used in the original work. The orbital optimization (OO) can also be developed for the energy optimization in multireference DFT, as shown in the Section.S1 of the Supporting Information. Although OO has a better convergence rate than GOEP, it is shown to be equivalent to the optimization of an orbital functional with respect to the GOEP Hamiltonian and is thus expected to have the similar problem as with the GOEP method. Not using the optimal DFA can lead to large error in energies of the generalized auxiliary systems, for example, for the (N-2)-electron system in the case of the ppRPA@DFA approach. Ideally, one would like to use the optimal DFA to describe the (N-2)-electron reference system, because its energy contributes to the major part of the total energy for the N-electron system.
In the present work, to overcome the first challenge, we applied renormalized singles (RS) in the multireference DFT. RS was developed to provide a good starting point in the GW calculations, which is the RS Green’s function. The motivation of the RS Green’s function is to use the form of the Hartree-Fock (HF) self-energy to include all singles contributions. Because of the Brillouin theorem, the HF self-energy captures all the contributions of the single excitations completely. However, the HF Green’s function itself is not a good starting point for GW calculations. Therefore, the HF Hamiltonian is constructed with KS orbitals and diagonalized separately in the occupied and virtual subspaces of the DFA used. This renormalization procedure absorbs all singles contributions into the self-energy to eliminate the dependence on the choice of the DFA. The RS Green’s function constructed with RS eigenvalues is shown to predict accurate quasiparticle energies for valence states in the GW method as well as valence and core states in the T-matrix methods. The RS Green’s function shares a similar thinking as the renormalized single-excitation (rSE) correction in the random phase approximation (RPA) calculations for the correlation energy. The accuracy of RPA with rSE calculations for predicting binding energies of rare-gas dimers is significantly improved. In our work, RS changes the linear response calculation of the multireference DFT approach for ground and excited states, and the renormalization process does not modify the one-electron density matrix of the (N − 2)-electron auxiliary system and consequently its energy from a given DFA. The renormalization process that includes contributions of all one-body perturbations from the auxiliary system is expected to bring a better description for the linear response property and the resulting multireference description for the static correlation, as RS does for improving significantly the GW method and the T-matrix method. Based on the (N − 2)-electron system as the auxiliary system, the two-electron addition energy is obtained from particle-particle Tamm-Dancoff approximation (ppTDA) in the present work, to simplify the calculations without lost of accuracy. The RS Hamiltonian is used in the working equation of ppTDA. We denote this approach as ppTDA@RS-DFA. The corresponding post-SCF approach that calculates the total energy
without the self-consistency is denoted as post-SCF-ppTDA@RS-DFA.

To address the second issue on the failure of the GOEP optimization for multireference DFT when applied with commonly used DFAs, we introduced the optimized effective potential (OEP) method of Yang and Wu\textsuperscript{56} for the total energy optimization in the multireference DFT approach, in contrast to the GOEP method used in the original work.\textsuperscript{33} The Yang and Wu OEP method is an accurate and efficient method for the direct energy optimization for functionals depending on one-particle density matrix. A solution to the inverse problem of calculating a set of orbitals and the density matrix from a given electron density has also been developed similarly.\textsuperscript{57} In the OEP method, the local potential is constructed from the sum of a fixed one-electron potential and a linear combination of potential basis functions. This turns the difficult-to-solve integral equation in OEP to a direct optimization with respect to the coefficients of the potential basis functions, with the correct asymptotic conditions of the potential enforced by the long-range fixed one-electron potential. The OEP method has been implemented for calculating total energies, potentials and geometries for a broad range of systems.\textsuperscript{56-58} In this paper, we explored the optimization of multireference DFT with the OEP method. The gradient of the total energy with respect to the coefficients of the linear expansion in multireference DFT consists of two parts. The gradient of the \((N - 2)\)-electron auxiliary system with respect to the potential basis function only involves the \((N - 2)\)-electron Fock matrix. And the gradient of the ppTDA excitation energies is formulated with eigenvectors of ppTDA and the exchange-correlation (XC) kernel of the chosen DFA, which was derived in previous works.\textsuperscript{33,45} We demonstrate that the optimization of the multireference DFT approach with conventional DFAs in the OEP method can produce physical potentials for most systems. In contrast, the GOEP method fails to converge for commonly used DFAs.\textsuperscript{33} Our approach thus opens up broad possibilities for the application of the multireference DFT approach.
In the multireference DFT approach, the total energy of the \( n \)-th eigenstate of the physical system \( E_v[\rho] \) is expressed as:

\[
E_{v,n}[\rho] = E_{v}^{\text{ref}}[\rho_{s}^{\text{ref}}] + \Delta E_{n}[\rho_{s}^{\text{ref}}],
\]  

(1)

where \( \rho \) is the density matrix of the physical system, \( \rho_{s}^{\text{ref}} \) is the density matrix of the noninteracting auxiliary reference system, \( E_{v}^{\text{ref}}[\rho_{s}^{\text{ref}}] \) is the energy of the auxiliary system determined by the chosen DFA, \( \Delta E_{n}[\rho_{s}^{\text{ref}}] \) is the excitation energy from a linear response theory that restores the symmetry of the physical system, and \( n \) is the energy level. Eq.1 indicates that the energy of excited states can also be obtained by selecting the target excitation energy from the linear response theory. The noninteracting auxiliary reference system can be an \((N-2)\)-electron system in conjunction with a ppRPA linear response for excitation or an \(N\)-electron high spin state system in conjunction with a SF-TDDFT calculation for excitation.\(^{33,45}\) The density of the physical system \( \rho \), not equal to \( \rho_{s}^{\text{ref}} \), is defined by the linear response of the total energy.

In present work, we chose the \((N-2)\)-electron system as the auxiliary system and the excitation energies are obtained by ppTDA for Eq.1. The working equation of ppTDA is obtained by keeping only the two-electron addition part in the ppRPA matrix:\(^{54,55,59}\)

\[
AX = \omega X,
\]  

(2)

where

\[
A_{ab,cd} = \delta_{ac}F_{bd} + \delta_{bd}F_{ac} + \langle ab||cd\rangle,
\]  

(3)

\( F \) is the one-electron KS or generalized KS Hamiltonian of the DFA used, \( X \) is the two-electron addition eigenvector, and \( \omega \) is the two-electron addition energy. In above equations,
the antisymmetrized two-electron integral $\langle pq||rs \rangle$ is defined as

$$\langle pq||rs \rangle = \langle pq|rs \rangle - \langle qp|rs \rangle = \int dx_1 dx_2 \frac{\phi_p^{*}(x_1)\phi_q^{*}(x_2)(1 - \hat{P}_{12})\phi_r(x_1)\phi_s(x_2)}{|r_1 - r_2|}$$

where $x$ stands for both spatial and spin coordinates. We use $i, j$ for occupied orbitals, $a, b$ for virtual orbitals and $p, q$ for general orbitals. Because we are only interested in the ground state and low-lying excited states, Eq.2 can be efficiently solved by the Davidson algorithm as implemented in Ref. 54.

Although Eq.1 provides a rigorous description for ground states and excited states, its accuracy strongly depends on the choice of the DFA. To reduce the dependence and improve the accuracy, we now introduce the RS method. The RS Hamiltonian is defined as

$$H^{RS} = PH^{HF}[\rho_s^{ref}]P + QH^{HF}[\rho_s^{ref}]Q,$$

where $P = \sum_{i}^{\text{occ}} |\phi_i \rangle \langle \phi_i|$ is the projection into the occupied orbital space and $Q = I - P$ is the projection into the virtual orbital space defined by the DFA used, $H^{HF}[\rho_s^{ref}]$ means the HF Hamiltonian is constructed with the KS density matrix. The RS Hamiltonian captures all contributions from single excitations of the $(N - 2)$-electron system. The RS Hamiltonian is inserted in Eq.2 as the generalized KS Hamiltonian of RS-DFA to get the excitation energy, which is expected to provide a better description for states with a multireference nature and with the static correlation. Because the working equation of ppTDA in Eq.2 only has the two-electron addition part, only the virtual-virtual block of the RS Hamiltonian is needed.

To achieve a SCF solution, we optimized the total energy in Eq.1 with the OEP method. In the OEP method, the potential is constructed as following

$$v_s(r) = v_{\text{ext}}(r) + v_0(r) + \sum_tb_tg_t(r),$$
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where $v_{\text{ext}}(r)$ is the external potential due to the nuclei, $v_0(r)$ is a fixed potential and \{$b_i$\} are the coefficients for the potential basis sets \{$g_i$\}. The Fermi-Amaldi potential is chosen as the fixed potential $v_0(r)$\cite{63}, which is defined as

$$v_0(r) = \frac{N_0 - 1}{N_0} \int \frac{\rho_0(r)}{|r - r'|} dr',$$  \hspace{1cm} (7)

where $N_0$ is the number of electrons corresponding to a fixed density $\rho_0$. The optimization with respect to the coefficients \{$b_i$\} can be easily performed with gradient-based approaches. In principle, because of the flexibility from the last term in Eq.6, the fixed density $\rho_0$ in Eq.7 can be arbitrary, as long as the potential basis set \{$g_i$\} is sufficient. The fixed potential $v_0(r)$ using the density from the SCF calculation of the $(N - 2)$-electron system or the $N$-electron system give similar results as shown in the Section.S3 of the Supporting Information. In practice, we found that the density from the SCF calculation of the $(N - 2)$-electron system is a better choice to produce physical potentials and give better convergence behaviors. We thus use it in Eq.7 throughout this work.

Following Ref. 56, the gradient of the total energy in multireference DFT with respect to the coefficients \{$b_i$\} consists of two parts: the auxiliary system energy and the excitation energy

$$\frac{\partial E_{v,n}}{\partial b_i} = \sum_{i,a} \left( \frac{\delta E^\text{ref}_v}{\delta \phi_i} | \phi_a \rangle + \frac{\delta \Delta E_n}{\delta \phi_i} | \phi_a \rangle \right) \frac{\langle \phi_a | g_i | \phi_i \rangle}{\epsilon_i - \epsilon_a} + \text{c.c.} \hspace{1cm} (8)$$

where $\epsilon_i$ and $\epsilon_a$ are the occupied and the virtual orbital energy. The gradient of the $(N - 2)$-electron auxiliary system energy only involves the matrix elements of the (generalized) Kohn-Sham Hamiltonian $H^\text{ref}$\cite{33}

$$\frac{\partial E_{v,n}}{\partial b_i} = - \sum_{i,a} H_{ia}^\text{ref} \frac{\langle \phi_a | g_i | \phi_i \rangle}{\epsilon_i - \epsilon_a}. \hspace{1cm} (9)$$
Second, the gradient of the excitation energy from ppTDA is formulated as

\[
\frac{\partial \Delta E_{v,n}}{\partial b_t} = \sum_{i,a} \langle \phi_a | g_t | \phi_i \rangle \left\{ 2 \sum_{a' \neq b'} X_{aa'}^n H_{ib'} X_{b'a'}^n + \sum_{a' \neq b'} \sum_{c' \neq b'} X_{aa'}^n \langle ia' || b' c' \rangle X_{b'a'}^n - 2 \sum_{a' \neq b'} X_{aa'}^n K_{a'b',aa}^{Hxc} X_{b'a'}^n \right\}. 
\]

(10)

where \( X_{ab}^n \) is the eigenvector of the ppTDA equation defined in Eq.2, \( K_{Hxc} \) is the Hartree-exchange-correlation (Hxc) kernel that is the second derivative of the Hxc energy with respect to the electron density. In our ppTDA@RS-DFA approach, because the RS Hamiltonian defined in Eq.5 has the same form as the HF matrix, the evaluation of the kernel \( K_{Hxc} \) only involves two-electron integrals, which is

\[
K_{RS,Hxc}^{pq,rs} = \langle qp || rs \rangle 
\]

(11)

This leads to better efficiency in multireference DFT calculations for molecules.

In practical calculations, the frontier orbitals of the \((N - 2)\)-electron auxiliary system for a given trial potential \( v_s(r) \), can be degenerate or nearly degenerate, which gives incorrect gradient in Eq.8. Numerical techniques in the many-body perturbation theory such as using an energy level shift in the denominator in Eq.8 lead to the wrong gradient and failed optimization. To address the degeneracy in the optimization, we developed a hybrid algorithm. When the frontier orbitals are not nearly degenerate, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method is used. When the HOMO and LUMO orbitals, or more of the frontier orbitals of the \((N - 2)\)-electron auxiliary system are degenerate, its single determinant wavefunction is not uniquely defined. In addition, the gradient cannot be calculated from Eq.8 because of the singularity arising from the small HOMO-LUMO gap in the denominators. In case of degenerate frontier orbitals, we first selected the unique determinant wavefunction, \( \Psi_v \), or the unique set of \((N - 2)\) orbitals by the minimization of the total energy functional with respect to the selected frontier orbitals defined as unitary rotations of all frontier orbitals in the degenerate subspace. In the simple case of only degenerate HOMO and LUMO, the unitary rotation is only performed between two frontier orbitals,
this being the most frequent cases when our calculations encountered degeneracy. Thus the unique determinant wavefunction $\Psi_v$ is given as

$$\Psi_v = \arg \min_{\tilde{\Psi}} E_{v,n}[\tilde{\Psi}], \quad (12)$$

where $\tilde{\Psi}$ is the trial determinant for the $(N-2)$-electron auxiliary system with its frontier orbitals defined by the unitary rotation in the degenerate subspace and $E_{v,n}[\tilde{\Psi}]$ is the total energy functional of Eq. 1 but with the change of the variable from the density matrix to the determinant wavefunction to emphasize the determinant nature of the solution needed for the ppRPA or ppTDA linear response calculations. Thus only orbitals in the degenerate/nearly degenerate subspace are mixed. A single determinant $\Psi_v$ is thus uniquely defined for a trial potential $v_s(r)$ with degenerate frontier orbitals. This is a new development and a departure from the original formulation of potential functional theory (PFT)\textsuperscript{65} the theoretical foundation for the OEP approaches, where ensemble solutions have been used.

The optimization of energy with respect to the unitary transformation of degenerate or nearly degenerate frontier orbitals in the determinant wavefunction in Eq. 12

$$U = \prod_{p \in \text{deg}} \left[ \prod_{q \in \text{deg}, q < p} G_{pq}(\theta_{pq}) \right] \quad (13)$$

is carried out with the sequential rotations. Here deg means degenerate or nearly degenerate subspace, $G_{pq}$ is the $2 \times 2$ rotation matrix between orbital $p$ and $q$, $\theta_{pq}$ is the rotation angle. In the optimization of each orbital pair, the rotation angle is determined by a three-point parabolic interpolation. The sequential rotations are performed in a consistent ordering until the energy minimum is reached.

With the single determinant wavefunction uniquely defined for the trial potential with degenerate frontier orbitals, we next consider the optimization step for the trial potential.
In such a degenerate case, the functional derivative of the total energy with respect to the potential is not defined; only the energy variation for a given change of the potential is defined. Thus the energy gradient of the optimization defined in Eq.12 is not defined as shown in the Section S4 of Supporting Information. One way forward is to carry out optimization of potential without gradients. Instead, we use an approximate gradient with respect to the potential. The approximate gradient has a similar form as Eq.8 without contributions from degenerate or nearly degenerate orbitals

$$\frac{\partial E_{v,n}}{\partial b_t} = \sum_{i,a \notin \text{deg}} \left( \frac{\delta E_{v,n}^{\text{ref}}}{\delta \phi_i} | \phi_a \rangle + \frac{\delta \Delta E_{v,n}}{\delta \phi_i} | \phi_a \rangle \right) \frac{\langle \phi_a | g_t | \phi_i \rangle}{\epsilon_i - \epsilon_a} + c.c. \quad (14)$$

A line search along the approximate gradient defined in Eq.14 is then performed to obtain a new total energy and a new trial potential. This hybrid algorithm appropriately deals with the accidental degenerate cases in the optimization of the OEP method. In this work, we show that the ppTDA@RS-DFA approach provides the converged results in most \((N - 2)\)-electron systems, which are difficult to obtain in the conventional SCF calculation. For degeneracy originated from the symmetry of systems, the degeneracy persists during the optimization of the potential and the gradient can not be well approximated by Eq.14. Further study, such as optimization without gradient, is needed for such cases.

We implemented the ppTDA@DFA approach and the ppTDA@RS-DFA approach in the QM4D quantum chemistry package and applied the method to calculate single bond dissociations, double bond rotations and excitation energies of molecular systems. For the single bond dissociation, the cc-pVTZ basis set was used for LiH, BH and CH\(^+\), while the cc-pVDZ basis set was used for C\(_2\)H\(_6\) considering the computational cost. In the dissociation of C\(_2\)H\(_6\), the C-C bond was stretched. The equilibrium geometry of C\(_2\)H\(_6\) was taken from Ref. In ppTDA@DFA, ppTDA@RS-DFA, CCSD calculations, the total energies at the bond length 5.0\(\text{Å}\), 6.0\(\text{Å}\), 4.0\(\text{Å}\), 5.0\(\text{Å}\) were set as zero for LiH, BH, CH\(^+\), C\(_2\)H\(_4\)
respectively. In KS-DFT calculations, the total energies of the doublet Li atom and the
doublet H atom, the doublet B atom and the doublet H atom, the doublet C\(^+\) cation and
the doublet H atom, two double CH\(_3\) doublets were set as zero for LiH, BH, CH\(^+\), and C\(_2\)H\(_6\),
respectively. The reference for LiH was taken from Ref. 69 for BH was taken from Ref. 70
for CH\(^+\) was taken from Ref. 71 for C\(_2\)H\(_6\) was taken from Ref. 68. For the double bond
rotation of C\(_2\)H\(_4\), the cc-pVTZ basis set was used. Geometries of C\(_2\)H\(_4\) were taken from Ref.
33. The reference MR-ccCA values were taken from Ref. 72. For excitation energies, the
cc-pVTZ basis set was used for LiH and Ca, the aug-cc-pVDZ basis set was used for C\(_2\)H\(_4\),
and the aug-cc-pVTZ basis set was used for remaining systems. Geometries of BH, CH\(^+\),
CO and C\(_2\)H\(_4\) were taken from Ref. 33. The geometry of H\(_2\)O was taken from CORE65 set.\textsuperscript{52} The geometry of LiH was optimized at the CCSD level with cc-pVTZ basis set. The
reference value of LiH was obtained from EOM-CCSD with the cc-pVTZ basis set. The
reference value of H\(_2\)O was taken from Ref. 20. Reference values of remaining systems were
taken from Ref. 33. \textit{ppTDA@DFA}, \textit{ppTDA@RS-DFA}, \textit{post-SCF-ppTDA@DFA} and \textit{post-
SCF-ppTDA@RS-DFA} calculations were performed with QM4D, KS-DFT, CCSD, TDDFT
and EOM-CCSD calculations were performed with GAUSSIAN16 A.03 software.\textsuperscript{74} QM4D
uses Cartesian basis sets and the resolution of identity (RI) technique\textsuperscript{75–77} to compute two-
electron integrals in multireference DFT calculations. All basis sets were taken from the
Basis Set Exchange.\textsuperscript{64,78,79}

We first examined the performance of the \textit{ppTDA@RS-DFA} approach for describing sin-
gle bond breakings. The bond dissociation curves of LiH, BH, CH\(^+\) and C\(_2\)H\(_6\) molecules are
shown in Fig.1 with tabulated results of dissociation energies and equilibrium bond lengths
shown in Table.1 and Table.2. The results show that the \textit{ppTDA@RS-DFA} approach de-
scribes well the single bond dissociation process while preserving the proper spin density sym-
metry of the solution and significantly outperforms \textit{ppTDA@DFA} and restricted KS-DFT
for predicting both dissociation energies and equilibrium bond lengths. It is well known that
the single bond dissociation cannot be properly described by single-determinant KS-DFT
perform calculations with commonly used DFAs with proper spin density symmetry (in restricted calculations). Although restricted B3LYP and restricted HF give reasonable equilibrium bond lengths, they produce too high energies at dissociation limits, leading to large errors for dissociation energies. Compared with KS-DFT, the ppTDA@DFA approach provides correct dissociation limits for all systems because of proper multiconfigurational descriptions for broken bonds. However, the accuracy for predicting dissociation energies is not satisfactory. ppTDA@HF and ppTDA@B3LYP have a mean absolute error (MAE) for the dissociation energy of 0.45 eV and 1.99 eV, respectively. By including all one-body perturbations from the auxiliary system, our ppTDA@RS-B3LYP approach predicts accurate dissociation energies and equilibrium bond lengths for all systems. The ppTDA@RS-DFA approach even provides more accurate dissociation energies than the computationally expensive CCSD approach. The MAE of ppTDA@RS-B3LYP for predicting dissociation energies is only 0.30 eV and for predicting equilibrium bond lengths is only 0.01 Å.

We now show that the SCF solution of the multireference DFT approach is not affected by the choice of the optimization methods with OEP or GOEP, and the choice of methods for the two-electron addition energy from ppTDA or ppRPA. Dissociation curves of LiH and BH obtained from ppTDA@HF optimized with the OEP method, ppTDA@HF optimized with the GOEP method and ppRPA@HF optimized with the GEOP method are shown in Fig. 2. Comparing dissociation curves of ppTDA@HF optimized with OEP and GEOP, two optimization methods produce close results for both LiH and BH. We used the OEP method in the rest of this work because it produces physical potentials for most systems (with the exception of Be atom, which is discussed in the Section S2 of the Supporting Information), while the GOEP method can produce unphysical potentials with a negative HOMO-LUMO gap when combining with traditional DFAs. Comparing dissociation curves in Fig. 2 of ppTDA@HF and ppRPA@HF methods optimized with GOEP, we see that using ppRPA and ppTDA for excitation energies lead to very close results because they have sim-
Figure 1: Dissociation curves of LiH, BH, CH$^+$ and C$_2$H$_6$ obtained from ppTDA@HF, ppTDA@B3LYP, ppTDA@RS-B3LYP, restricted HF (RHF) and restricted B3LYP (RB3LYP) calculations. The cc-pVTZ basis set was used for LiH, BH and CH$^+$. The cc-pVDZ basis set was used for C$_2$H$_6$. Reference for LiH was taken from Ref. [69] for BH was taken from Ref. [70] for CH$^+$ was taken from Ref. [71] for C$_2$H$_6$ was taken from Ref. [68]
Table 1: Dissociation energies (eV) of LiH, BH, CH\(^+\) and C\(_2\)H\(_6\) obtained from restricted HF, restricted B3LYP, ppTDA@HF, ppTDA@B3LYP and ppTDA@RS-B3LYP.

|                 | LiH\(^1\) | BH  | CH\(^+\) | C\(_2\)H\(_6\) | MAE\(^2\) |
|-----------------|-----------|-----|----------|---------------|-----------|
| ref             | 2.50      | 3.64| 4.24     | 4.75          |           |
| CCSD            | 2.44      | 3.91| 4.45     | 5.69          | 0.37      |
|                 | **KS-DFT**|     |          |               |           |
| restricted HF   | 3.93      | 7.47| 7.20     | 9.39          | 1.25      |
| restricted B3LYP| 3.20      | 5.32| 6.86     | 3.59          | 0.25      |
|                 | **Multireference DFT**| | | | |
| ppTDA@HF        | 2.43      | 4.09| 4.69     | 3.93          | 0.45      |
| ppTDA@B3LYP     | 5.47      | 6.70| 3.59     | 1.99          |           |
| ppTDA@RS-B3LYP  | 2.44      | 3.84| 4.36     | 5.58          | 0.30      |

[1] ppTDA@B3LYP for LiH result is missing because the failure of the optimization.
[2] MAE stands for mean absolute error.
[3] The reference for LiH was taken from Ref. 69, for BH was taken from Ref. 70, for CH\(^+\) was taken from Ref. 71, for C\(_2\)H\(_6\) was taken from Ref. 68.
Table 2: Equilibrium bond lengths (Å) of LiH, BH, CH\(^+\) and C\(_2\)H\(_6\) obtained from restricted HF, restricted B3LYP, ppTDA@HF, ppTDA@B3LYP and ppTDA@RS-B3LYP.

|                  | LiH\(^1\) | BH   | CH\(^+\) | C\(_2\)H\(_6\) | MAE\(^2\) |
|------------------|-----------|------|----------|----------------|-----------|
| ref              | 1.60      | 1.20 | 1.12     | 1.52           |           |
| CCSD             | 1.61      | 1.24 | 1.11     | 1.53           | 0.02      |
| KS-DFT           |           |      |          |                |           |
| restricted HF    | 1.61      | 1.22 | 1.11     | 1.53           | 0.01      |
| restricted B3LYP | 1.59      | 1.23 |          | 1.53           | 0.02      |
| Multireference DFT |         |      |          |                |           |
| ppTDA@HF         | 1.61      | 1.22 | 1.11     | 1.48           | 0.02      |
| ppTDA@B3LYP      | 1.09      | 1.03 |          | 1.50           | 0.46      |
| ppTDA@RS-B3LYP   | 1.61      | 1.23 | 1.11     | 1.53           | 0.01      |

[1] ppTDA@B3LYP for LiH result is missing because the failure of the optimization.
[2] MAE stands for mean absolute error.
[3] The reference for LiH was taken from Ref. [69], for BH was taken from Ref. [70], for CH\(^+\) was taken from Ref. [71], for C\(_2\)H\(_6\) was taken from Ref. [68].
ilar physics for two-electron addition energies. We used ppTDA in the rest of this work for simplicity.

Figure 2: Dissociation curves of LiH and BH obtained from ppTDA@HF optimized with the OEP method, ppTDA@HF optimized with the GOEP method, and ppRPA@HF optimized with the GOEP method. The cc-pVTZ basis set was used.

Another example of the ppTDA@RS-DFA approach successfully describing the static correlation is the ethylene torsion. Relative energy curves along the ethylene torsional coordinate obtained from ppTDA@HF, ppTDA@B3LYP, ppTDA@RS-B3LYP, restricted HF and restricted B3LYP are shown in Fig. 3. The MR-ccCA results from Ref. 72 were used as the reference. Because of the diradical character, the static correlation is important in the twisted ethylene. Restricted HF and restricted B3LYP that have poor descriptions for the static correlation produce unphysical relative energy curves and large errors in the barrier heights. It has been shown that unrestricted KS-DFT can provide smooth curves for the ethylene rotation. However, finding an appropriate spin-symmetry broken solution is difficult in practical calculations. With the proper multiconfigurational description, ppTDA@HF, ppTDA@B3LYP and ppTDA@RS-B3LYP provide qualitatively correct relative energies at all angles. Although ppTDA@B3LYP gives an accurate barrier height, it shows increasing deviations at both ends. ppTDA@HF and ppTDA@RS-B3LYP provide accurate curves that
are in good agreement with the curve of MR-ccCA for all angles.

Figure 3: Relative energy curves of twisted ethylene obtained from ppTDA@HF, ppTDA@B3LYP, ppTDA@RS-B3LYP, restricted HF and restricted B3LYP at θ = 0°, 60°, 65°, 70°, 75°, 80°, 85° and 90°. The energy at θ = 0 is set as zero. The MR-ccCA results taken from Ref. [72] was used as the reference. All curves are shifted such that the energy at 0° is zero. Structures were taken from Ref. [33]. The cc-pVTZ basis set was used.

In addition to proper descriptions of ground state properties, our ppTDA@RS-DFA approach also predicts accurate excitation energies. Excitation energies were obtained by the energy difference between the target excited state and the ground state. To demonstrate the accuracy, excitation energies of molecular and atomic systems obtained from ppTDA@DFA, and ppTDA@RS-DFA, and post-SCF approaches post-SCF-ppTDA@DFA and post-SCF-ppTDA@RS-DFA as well as traditional TDDFT are listed in Table 3. It shows that the
conventional post-SCF approach post-SCF-ppTDA@DFA provides an adequate accuracy. B3LYP is the best starting point for post-SCF-ppTDA@DFA with a MAE of 0.48 eV. Only introducing the self-consistency or applying RS does not improve the accuracy. MAEs of post-SCF-ppTDA@RS-DFA are around 1.0 eV and MAEs of ppTDA@DFA can even exceed 2.0 eV. Combining the self-consistency and RS leads to considerable improvement. ppTDA@RS-B3LYP and ppTDA@RS-PBE provide the smallest MAEs of only 0.32 eV that are similar to ppTDA@HF. Besides the improved accuracy, the dependence on the choice of the DFA is also largely eliminated in the ppTDA@RS-DFA approach. ppTDA@RS-B3LYP and ppTDA@RS-PBE provide very similar results for all tested systems. ppTDA@RS-DFA also outperforms the traditional TDDFT approach. As shown in Table 3, TDDFT gives large errors for tested systems. TDDFT even provides negative excitation energies for triplet excitation BH, CH$^+$ and Ca, which are related to the triplet instability. Our ppTDA@RS-DFA approach describes excited states of tested small molecules and atoms well. The performance for larger systems needs to be further investigated.

The ppTDA@RS-DFA approach has a favorable computational scaling. For the energy, the scaling of evaluating the energy of the $(N - 2)$-electron system is $O(N^3)$ for a LDA or GGA functional or $O(N^4)$ for a hybrid functional, where $N$ is the size of the system. The scaling for evaluating the excitation energy from the ppTDA equation in Eq. 2 is $O(N^4)$ with the Davidson algorithm. For the gradient, the scaling of evaluating the gradient of the $(N - 2)$-electron system energy is $O(N^3)$. The evaluation of the gradient of the excitation energy is the bottleneck. For ppTDA@DFA where the DFA is not HF, the evaluation of the last term in Eq. 10 is the dominant step. Because the Hxc kernel used in Eq. 10 is a four-index quantity that cannot be decomposed into a summation with three-index matrices by the RI approximation, this leads the $O(N^5)$ scaling for evaluating Eq. 10. However, for ppTDA@RS-DFA, the Hxc kernel only involves two-electron integrals as shown in Eq. 11.
Table 3: Excitation energies of molecular and atomic systems obtained from ppTDA@DFA, ppTDA@RS-DFA, post-SCF-ppTDA@DFA, post-SCF-ppTDA@RS-DFA and TDDFT@DFA, all values in eV.

|          | ppTDA           | post-SCF-ppTDA | TD              |
|----------|-----------------|----------------|-----------------|
|          | ref\(^2\) a\(^3\) b\(^3\) c\(^3\) d\(^3\) e\(^3\) | a b c d e a b d |
| BH       |                 |                |                 |
| Triplet  | 1.27 1.54 1.72 1.46 1.89 1.46 1.63 1.33 1.66 1.19 1.67 -1.63 -0.44 |
| Singlet  | 2.85 3.45 3.53 3.25 3.63 3.21 3.15 3.11 3.14 3.01 3.13 2.66 2.69 |
| CH\(^+\) |                 |                |                 |
| Triplet  | 1.15 1.48 0.68 1.36 0.62 1.35 1.66 1.06 1.69 0.91 1.69 -1.86 -1.23 |
| Singlet  | 3.07 3.81 2.87 3.55 2.79 3.50 3.54 3.10 3.53 2.98 3.52 2.65 2.83 |
| LiH\(^1\)|                 |                |                 |
| Triplet  | 3.25 3.23 3.23 3.23 3.16 3.53 3.17 3.49 3.17 2.80 2.65 2.35 |
| Singlet  | 3.61 3.60 3.60 3.60 3.53 3.89 3.53 3.85 3.53 4.04 3.21 2.99 |
| CO       |                 |                |                 |
| Triplet  | 6.32 6.45 6.07 7.07 10.23 7.24 5.61 5.82 6.18 5.80 6.35 5.28 5.86 5.74 |
| Singlet  | 8.51 9.35 8.67 9.37 12.65 9.42 7.86 8.15 8.26 8.13 8.40 8.79 8.40 8.25 |
| C\(_2\)H\(_4\)\(^1\)|                 |                |                 |
| Triplet  | 4.50 4.50 3.83 4.50 3.64 4.49 3.95 3.64 3.92 3.49 3.91 1.05 4.12 4.31 |
| Singlet  | 7.80 6.93 10.15 6.78 10.39 6.77 4.54 7.82 4.45 8.63 4.45 7.16 6.65 6.51 |
| H\(_2\)O |                 |                |                 |
| Triplet  | 7.00 6.71 10.94 6.70 12.02 6.78 5.98 6.22 3.08 7.14 3.14 7.79 6.48 6.00 |
| Singlet  | 7.40 7.05 11.75 7.03 13.00 7.11 5055 6.63 3.31 7.62 3.36 8.57 6.86 6.35 |
| Mg       |                 |                |                 |
| Triplet  | 2.71 4.28 2.61 2.61 2.59 3.45 2.60 3.53 2.60 1.11 2.61 2.33 |
| Singlet  | 4.35 1.69 4.30 4.30 4.27 5.69 4.28 5.76 4.29 4.06 4.23 4.18 |
| Ca\(^1\)|                 |                |                 |
| Triplet  | 1.79 1.69 1.70 1.70 1.68 0.96 1.68 0.13 1.68 -0.48 1.52 1.16 |

MAE 0.32 1.21 0.32 2.06 0.32 0.60 0.48 0.96 0.54 0.94 1.26 0.61 0.64

[1] The cc-pVTZ basis set was used for LiH and Ca. The aug-cc-pVDZ basis set was used for C\(_2\)H\(_4\). The aug-cc-pVTZ was used for remaining systems.
[2] The reference value for LiH was obtained from the EOM-CCSD calculation. The reference value for H\(_2\)O was taken from Ref. [20]. Reference values for remaining systems were taken from Ref. [33].
[3] a=HF, b=B3LYP, c=RS-B3LYP, d=PBE, e=RS-PBE
Therefore, the last term in Eq.10 can be evaluated of $O(N^4)$ as

$$X_{a'b'}^n K_{a'a',ai'}^{RS,Hxc} X_{a'b'}^n = \sum_{P} \left[ X_{a'b'}^n \left( R_{P,a'a'} R_{P,ai} - R_{P,c'a'} R_{P,i'} \right) X_{a'b'}^n \right],$$

(15)

where the intermediate quantity $R_{P,pq} = \sum_{Q} (P|Q)^{-\frac{1}{2}} (Q|rs)$ is constructed in the RI approximation and \{ψ_Q\} is a set of auxiliary basis sets. By using Eq.15, the scaling of evaluating the gradient of excitation energy part is $O(N^4)$. Thus the formal scaling of the ppTDA@RS-DFA approach is $O(N^4)$, which is the same as the SCF HF/hybrid functional calculation.

The computational cost of ppTDA@RS-DFA can be further reduced significantly by using the active space method.\textsuperscript{37} In the active space method, the excitation energy is obtained by a direct diagonalization of the ppTDA equation in a small subspace. The scaling of solving the ppTDA equation with the active space method is $O(N^4)$, with a prefactor much smaller than a single SCF HF/hybrid functional calculation.\textsuperscript{37} Because of using the active space, the cost of evaluating the gradient is also greatly reduced because the two-electron addition eigenvector has a smaller dimension. Therefore, the ppTDA@RS-DFA approach is promising for application to larger systems.

In summary, we applied the RS approach in the multireference DFT approach to describe ground states and excited states of systems with static correlation. In ppTDA@RS-DFA, the RS Hamiltonian is used in the ppTDA equation to include all contributions from one-body perturbations. Then the SCF solution of the total energy is obtained from the optimization of the OEP method of Yang and Wu. We showed that the OEP method produces physical potential for most systems, which are not guaranteed in GOEP optimizations when using traditional DFAs. The ppTDA@RS-DFA approach was first examined on describing single bond breaking problems. We showed that ppTDA@RS-DFA provides accurate bond dissociation curves with proper spin density symmetry, dissociation energies and equilibrium bond lengths for all four systems, significantly outperforming ppTDA@DFA and conventional KS-DFT. Then we showed that the ppTDA@RS-DFA approach also successfully describes
the double bond rotation in ethylene. We also demonstrated that the ppTDA@RS-DFA approach is capable of describing excited states. ppTDA@RS-DFA provides accurate excitation energies for both molecular and atomic systems. And the dependence on the choice of the DFA in multireference DFT is largely eliminated. Beyond the ground state and excited state properties, for state-to-state properties such as the conical intersection search and couplings, further study is needed. Our ppTDA@RS-DFA approach scales as $O(N^4)$. The computational cost can be further reduced by using the active space method. The ppTDA@RS-DFA approach is expected to open up new possibilities for the application of the multireference DFT approach for large systems.
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