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1. Introduction

The construction status of neighborhood buildings is one of the important symbols of urban development, and the density and trend of the distribution of neighborhood buildings in a city contain information about the development of a city, which can be a key object for studying the development status of a city \cite{1}. The automatic extraction technology of neighborhood buildings has an important role in urban development planning, land-use change monitoring, disaster monitoring, early warning, and national defense. The rapid extraction of urban neighborhood building information can provide certain guidance to the management and is of great value in promoting the construction of a smart digital modern city. Along with the rapid development of space and aviation platforms as well as communication information, sensors, and other self-research and development technologies, it has been able to provide high spatial and temporal resolution as well as large-scale remote sensing observation of the Earth’s surface \cite{2}. Among them, the spatial resolution has been able to provide space observation up to the decimeter level, so that in addition to the traditional spectral information in the satellite remote sensing images can obtain more detailed characterization images of the features, such as fine texture, clear appearance, and shape information. The performance of the neighborhood buildings in the images can show detailed information such as the external outline of the neighborhood buildings more clearly and accurately, and its ability in the detailed description is nearly up to the level of aerial
images [3]. However, unlike aerial imagery, which is relatively expensive to acquire, remote sensing satellite imagery is relatively of low cost, but its data volume is extremely large. Clustering analysis only clusters similar things together, without caring too much about what a particular class is. Generally, some distance or similarity between samples is the basis for cluster analysis, so that similar (or close) samples are clustered together, and those not similar (or distant) samples are grouped into different classes [4]. Clustering is a way to mine the structure and features implied within a large amount of data by such a division method to further analyze the required knowledge and information. Clustering analysis is a common method in the preprocessing step of data mining and is the core of data mining.

At present, the traditional calculation mode of small data is continued in the data application and service system, resulting in the problems of human and material. And financial resources consumed in the information transfer between remote sensing data acquisition and distribution to the thematic applications for end-users, which urgently need to propose more efficient methods and technical systems systematically to give engineering solutions. It is a hot research topic in the field of high-resolution remote sensing image analysis and application, but there are still obvious limitations when existing methods or algorithms are applied to the object recognition of high-resolution remote sensing ground cover [5, 6]. The recognition tasks for different elements have different emphasis on feature selection and require sufficient industry expertise and rich a priori knowledge, which leads to the lack of universal application of the method. The object recognition of image targets in high-definition images is mainly realized by multiscale segmentation technology, but it is still difficult to fully perform the task of automated information extraction for complex feature targets, and there is no systematic and efficient method or a technical system to give engineering solutions. The random probability selection strategy and the positive and negative pheromone feedback mechanism in the algorithm ensure the diversity of solutions and the ability of the algorithm to jump out of the local optimal solution, and the update of pheromones along with the iteration of the algorithm ensures the continuous evolution of the algorithm [7]. The parallel distributed computation in the ant colony algorithm ensures that the ant colony algorithm has strong robustness.

The main idea and framework of the study are to qualitatively select the factors affecting the visual salience of neighborhood building landmarks from the perspective of spatial objects and navigators and to describe, quantify, and calculate the degree of difference of the factors by combining the quantitative methods of related fields. By building and carrying out the experiments of visual saliency assessment of neighborhood building landmarks, we construct the mathematical model of visual saliency and indicators of neighborhood building landmarks with the help of statistical methods, build a multifactor composite virtual environment to carry out the experiments of landmark cognition, calculate the variance value of each factor indicator and the visual saliency value of buildings based on the previous two parts of the study, and use the method of multiple regression analysis to get the weight of each factor. Finally, we construct a multifactor composite visual saliency model and test the validity of the model. Chapter one is dedicated to the introduction. The research background of the paper is discussed in terms of the demand for navigation applications and the development of K-means clustering technology, the purpose, and significance of the research are described, and the organization of the paper is given. Chapter two is dedicated to the related work. The current research status of visual saliency of neighborhood building landmarks and K-means clustering in landmark selection is specifically analyzed, and the research content of this paper is proposed by analyzing the shortage of the current status. Chapter three is dedicated to the study of the visual saliency model of neighborhood building landmarks based on K-means clustering. The visual indicators related to the visual saliency of neighborhood building landmarks are selected by statistical analysis, and the mathematical model of visual saliency of neighborhood building landmarks and K-means clustering is constructed. Chapter four is dedicated to research analysis. Multiple linear regression methods were used to obtain the influence weights of indicators, and, finally, an attempt was made to construct a model of visual saliency of building landmarks in a factor-controlled environment, and the model was analyzed and multidimensionally tested. Chapter five is dedicated to summary and prospect. The research work of this paper is summarized, and the innovation points and the problems that still need further research in the future are discussed.

2. Related Work

The K-means algorithm is an unsupervised clustering algorithm. It is relatively simple to implement and has a good clustering effect, so it is widely used. There are a large number of variants of the K-means algorithm, including initialization optimization K-means++, distance calculation optimization Elkan K-means algorithm, and optimization Mini Batch K-means algorithm in the case of big data. The deterministic algorithm converts the landmark visual saliency problem into an optimization problem and converts the local pattern matching in the landmark visual saliency of the video sequence into a cost function minimization problem, the most representative deterministic algorithm is the K-means clustering algorithm, and the advantages of the K-means clustering algorithm are fast convergence, being used in the landmark visual saliency of the high frame rate, and being very suitable for the landmark visual saliency analysis of real-time scenes when a considerable number of landmark visual saliency algorithms are based on the improvement of K-means clustering algorithm [8]. However, the K-means clustering method also has its drawbacks; for example, it is difficult to cope with the scale change and shape change of the target in the landmark visual saliency model acquisition process, easy to be influenced by the similar background and the interference of light change, and easy to occur in the building surface clustering in the
building surface process. Thyagarajan and Kalaiarasi added the scale estimation module in the framework of the classical K-means clustering algorithm, which can cope with the landmark visual. For the problem of insufficient feature description capability when the scale change of the target occurs in the process of significance model construction and the process of adding two prior values as regular terms in the feature extraction, which is used to cope with the case of small and drastic changes in the scale of the building surface target, the reverse size consistency check is used to ensure the correctness of the target scale [9]. Eraslan et al. improved the mean clustering algorithm in combination with local three-value pattern texture features by introducing the least-square median in the local three-value pattern texture feature extraction process to achieve adaptive thresholding of local three-value pattern texture feature extraction while integrating particle filtering and mean clustering into the same building surface framework to cope with the occlusion problem in building surface scenes [10].

High-resolution remote sensing images contain rich feature detail information, and the recognition and extraction of buildings, as one of the important artificial features, play an important role in urban planning and disaster prediction [11]. In recent years, with the rise of artificial intelligence, deep neural networks have been widely used in the fields of computer vision and image processing, and significant progress has been made in remote sensing image classification and segmentation tasks, including building detection, boundary extraction, and regularization as well as change detection [12]. However, the complexity of the surrounding environment, the structural diversity of the buildings themselves, the data sources, and the shooting conditions all put the performance and accuracy of automatic building extraction to the test. Ji et al. proposed a K-means clustering network algorithm with a hierarchical densely connected nested network architecture to solve the problem that current DNN models lose local information in the downsampling operation and the upsampling method cannot correctly recover structural information [13]. Liu et al. proposed an effective end-to-end visual saliency model for K-means clustering which extracts both dense and multiscale features through dense spatial pyramidal pooling (DSPP), which helps to extract buildings at all scales [14]. Song et al. proposed a visual saliency model that uses separable factorization residual blocks as well as inflated convolution, aiming to guarantee a small accuracy loss with low computational cost and memory consumption [15]. Although high-resolution remote sensing images provide rich feature information, they also bring about a large amount of significant noise. In addition, the differences in spectral features and spatial features structural characteristics between different building clusters in remote sensing images all put a high test on the efficiency as well as the accuracy of accurately achieving building instance recognition [16, 17].

The method based on the feature rule set starts from the actual attributes of the features in the remote sensing image. It needs to manually observe the features of each feature and analyze the differences to establish a feature rule set. This method is more subjective. The results of classification extraction will also be greatly affected, and the accuracy may be high or the accuracy may be low. It is mainly determined by the choice of feature rule set [18]. At the level of urban planning, socioecological niche construction can be understood as determining the appropriate urban site and reasonable construction scope through reasonable master planning, urban design, and single-unit design methods, planning specific use functions according to the economic development goals, making the building groups actively adapt to society and improve the surrounding social environment, creating an urban ecological environment conducive to the progress of urban civilization, economic development, and regional cultural construction [19, 20]. The building is planned according to the economic development goals. Through the construction and improvement of the basic conditions of the area where the building is located, the building can make reasonable use of the existing urban ecological location while actively exploring the potential architectural ecological location, continuously improving the habitat conditions of the urban supertall building life body, and promoting the harmonious development of architecture and environment [21, 22].

3. Study on Visual Saliency Model of Neighborhood Building Landmarks Based on K-Means Clustering

3.1. Quantification of Visual Saliency Factors of Neighborhood Building Landmarks. Feature selection strategy inside the field of feature engineering is an important part of feature processing. Feature engineering usually includes feature application methods, feature extraction methods, and feature processing methods, and feature processing is the core application content of feature engineering. Feature processing is divided into single feature processing, multifeature processing, dimensionality reduction operation of feature space, data variation of feature space, and feature selection strategy [23]. In this paper, the filtering method is used as the feature selection method in the feature selection strategy. The feature selection method uses the basic criterion by variance comparison to select the building video image feature with the largest variance as the approximate representation of the target image.

The human visual system gives different attention to different regions in a scene, and a region containing a unique and well-defined target may be assigned more attention, while many similar regions may be assigned less attention. The process of generating saliency maps based on visual saliency algorithms treats salient regions in an image in a similar way, assigning saliency probabilities to each pixel location in the image. The saliency value of a pixel point $Z$ in an image is defined as the probability that the pixel point belongs to a salient region, assuming that the location of the pixel point $x$ in the image is $L$, the feature description is $T$, the local information is $L_I$, the global information is $G_I$, $C$ is a constant, and the saliency value is defined as $f(x)$, where $f(x)$ is calculated as shown in the following equation:
The features extracted from the building video images should be able to discriminate well between the block building targets and backgrounds in the video sequence images, which is the fundamental element of video target image feature selection. The predefined fixed set of features cannot always keep the block building target and background with high discriminative ability. Adaptive selection of feature combinations with the high discriminative ability for targets and backgrounds is especially important, and feature selection based on log-likelihood ratios helps to solve this problem, which can still ensure the high discriminative ability for targets and backgrounds of block buildings in video sequences when block building video sequences are switched or when block building scenes are changed, improve the feature description ability of target images, and ensure the stability of the video target block building algorithm. The log-likelihood ratio can be calculated by the histogram of the features in the target and background regions [24]. The log-likelihood ratio can associate the target image in the video sequence with positive values and the background image in the video sequence appearing in the feature histogram, and then the combination of features with the largest log-likelihood ratio variance is considered to be the feature with the strongest descriptive ability for the target image, which will eventually be used for the video feature description of the target image region.

The spectral brightness values of building roofs in the high-definition remote sensing images are more uniform compared with other background features such as vegetation, while the roofs of buildings are made of various materials and some buildings have solar panels on the roofs, which may lead to different spectral features on the top. Usually, the spectral features of buildings in high-resolution images are represented by five types of features: spectral mean, maximum difference, ratio, standard deviation, and brightness. Textures on the building surface in the high-resolution images are mainly artificial textural features with human involvement and different from the surface properties of naturally existing objects. It is mainly represented by four angles in mean, homogeneity, standard deviation, heterogeneity, information entropy, correlation, contrast, and angular second-order moments with a total of eight feature parameters [25]. Quantitative expressions are made in terms of the mean and gray size, local variations of gray details in the image, and their degree of variation and homogeneity. The size and geometry of buildings in the high-definition remote sensing images are very complex, but, in most cases, the shape of buildings can be regarded as regular and quantitative geometric shapes such as rectangles or combinations of rectangles and circles. The specific expression includes roundness, principal directions, area, aspect ratio, compactness, density, and shape index. The same light and scale of all surface features in the same remote sensing image make the main direction of shadows represented by the corresponding buildings in the image consistent when the buildings in the image have the same main direction among them, while the group of buildings in most cases will be perpendicular or parallel to the surrounding roads.

The cluster analysis method can divide the data into different categories according to the relationship between the data, so that the objects in the same cluster have greater similarity, but the objects between different clusters have great dissimilarities. The purpose of offline clustering is to classify the stability of buildings, and, through offline clustering, the offline clustering centroid is obtained. In this paper, the building environment of the block is divided into 4 hazard levels. The 4 cluster centroids are obtained, and each cluster centroid represents the state of the building (hazard level). The meanings of the 4 hazard levels are shown in Figure 1.

### 3.2. Construction of Visual Saliency Model Based on K-Means Clustering

With the increasing building height and density, super high-rise buildings are like trees in the forest competing for sunlight, and the sunlight problem is becoming
Building texture processing Different texture information of buildings
Building shape processing Different texture information of buildings
Building care processing Different spectral information displayed by buildings

more and more prominent. Sunlight is an inexhaustible renewable energy source, and the sunlight problem not only directly affects building lighting but also plays a very important role in indoor and outdoor hygiene. The full spectrum of natural light has an important effect on human physiology and psychology, and, in medicine, sunlight therapy can even effectively treat some people who suffer from depression due to the lack of sunlight in winter [26, 27]. The blocking of sunlight by buildings forms shadows at the same time. For a single building, the length of shadows formed in the effective sunlight time is relatively small due to the large sun height angle, and the shadows move faster and will not produce absolute blocking of sunlight in the same direction for a long time, but when they are arranged in groups, the overlapping of multiple shadows will produce a large area of sunlight dead space, which is not conducive to the recovery of ecological environment. To make all kinds of buildings and sites in the building group enjoy reasonably sufficient sunlight, the layout, height control, and orientation of super-tall buildings will be important elements in the construction of the natural ecological position of super-tall buildings.

Through computer simulation, architects can know in advance the impact of neighborhood buildings on the surrounding wind environment to prevent wind hazards through different methods, reduce the danger of pedestrians, build a wind vein for the high-density urban areas, and create a public environment that meets the requirements of pedestrian comfort. For the building monolith, when the wind encounters the blockage of the neighborhood building, it will also produce a high-speed downward wind field-headwind vortex, which will have a greater impact on the ground street. To solve these problems, we mainly need to make changes to the texture of the windward facade of the building, reduce the smooth surface from the bottom to the top, and reduce the impact of downward wind speed by increasing the friction.

The cluster analysis method can divide the data into different classes based on the relationship between the data so that there is a large similarity between objects in the same cluster and a large dissimilarity between objects in different clusters. The purpose of offline clustering is to classify the lateral stability of vehicles, and, by offline clustering, the offline clustering prime is obtained. In this paper, the neighborhood building environment is divided into 4 hazard classes, 4 clustering plenums are obtained, and each clustering plenum represents a kind of vehicle driving state (hazard class). The meanings represented by the 4 hazard classes are shown in Table 1.

K-means clustering algorithm is the most commonly used clustering algorithm. Suppose that two n-dimensional vectors are \( M = (m_1, m_2, \ldots, m_n) \) and \( N = (n_1, n_2, \ldots, n_n); \) then the Euclidean distance between two points \( A \) and \( B \) is as follows:

\[
d(M, N) = \sqrt{\sum_{k=1}^{n} (m_k - n_k)^2}.
\]

The ants use not only the heuristic function but also the pheromone between the sample points and the clustering center when choosing the path. The pheromone distribution between the sample and the clustering center is \( w_{kh} \), and the pheromone distribution is between the sample and the clustering center. In the search process of the algorithm, the probability of sample points being assigned to each cluster center is calculated by the formula shown in equation (5), where \( \alpha \) and \( \beta \) denote the relative importance of pheromone and heuristic factor, respectively, \( M \) is the total number of ants \( (h \in [-1, M]) \), \( q \in [-1, 1] \) is a given parameter, randomly generated \( R \in [-1, 1] \), and \( t \) is the number of iterations. \( A_{m}(t) \) is the set of samples outside the taboo table, and \( k \) is the kth element of the taboo table, the kth sample traveled by ant \( m \). The visual saliency of a landmark is determined by the observer, the environment, and the geographical object. It is produced by the interaction of the three. During the navigation process, the observer is located in the environment.

Figure 1: Information on the characteristics of the building.
Based on the sensory input of the surrounding environment and the current task (sightseeing, walking to the destination), the navigator can quickly notice and distinguish salient spatial objects (those spatial images that are in sharp contrast with the surrounding environment) and use them as landmarks. The probability of selecting the next path is calculated by the following formula:

\[ P_{kh} = \begin{cases} \min(w_{kh}(n)^a, v_{kh}(n)^p), & q < R, \\ \max(w_{kh}(n)^a, v_{kh}(n)^p), & q \geq R. \end{cases} \] (5)

After all ants in the algorithm finish constructing the solution, the clustering result obtained by the objective function is evaluated and only the ant with the best objective function value is retained each time, so the rough K-means clustering can be regarded as an optimization problem, and the process of optimization is obtained through the determination of the objective function value, which is the optimal clustering result, as shown in equation (6). \( D(j) \) denotes the intraclass distance, which is used to evaluate the degree of cohesion of the clusters. \( d(M, N) \) denotes the Euclidean distance; \( w_l(k) \) and \( w_b(k) \) are the lower approximation of the kth cluster and the weight value of the boundary region, respectively.

\[ D(j) = \sum_{i=1}^{l} \left( w_l(k) + w_b(k) * \sum_{i=1}^{M} |x_i - m_k| \right). \] (6)

The dynamic adjustment of the weights of the lower approximation and the boundary region in the clustering process can avoid the setting of empirical weights that leads to ignoring the variability of the data distribution. The number of elements in the lower approximation and the boundary region can measure the relative importance ratio, which is calculated by the following formula:

\[ \begin{align*}
   w_l(k) + w_b(k) &= 1, \\
   w_l(k) &= \frac{M_k}{M_k - m_k} \\
   w_b(k) &= \frac{M_k - m_k}{M_k - m_k}.
\end{align*} \] (7)

The positive feedback mechanism attracts more ants to the current optimal path and promotes the convergence of the clustering algorithm. However, when the ants search for a local optimal solution, the negative feedback mechanism eliminates the effect of the positive feedback mechanism to prevent more ants from being attracted to the path that leads to the final result of the local optimal solution. Through the positive and negative feedback mechanisms on the pheromones released by the ants, the ants are not limited to the local optimal solution in the process of searching for the best solution but can continuously find new solutions. The artificial ant in the ant colony algorithm uses the overall information of the ant colony, and the global update of the residual pheromone is performed only after the completion of an optimization search. The pheromone update formula on each path in the ant colony algorithm is (8), where \( D(j)_{\text{min}} \) is the intraclass distance when the objective function obtains the minimum value. \( v(w_{kj}) \) is the pheromone increment; \( M \) is the total amount of pheromone released by ants; and \( D(j) \) (0 < \( D(j) < 1 \)) is the pheromone volatility coefficient.

\[ \begin{align*}
   w_{kj}(n + 1) &= D(j)w_{kj}(n) + v(w_{kj}), \\
   v(w_{kj}) &= \frac{W}{D(j)_{\text{min}}}. \end{align*} \] (8)

Initially, the ant randomly selects \( M \) sample points as the starting point, calculates the probability of selecting each cluster center for that sample according to the random probability selection strategy concerning the heuristic function and the number of pheromones on the path, and then determines the class to which it should belong according to the probability. Then the ants randomly select another sample and repeat the above process until they have traversed all samples, and a solution is formed. After all the ants finish constructing the solution, the optimal value is evaluated and retained using the objective function; then the approximate region weights and the boundary region weights are calculated, and, finally, the center of mass of each cluster is recalculated. The pheromone is updated globally, and only the paths of the ants with the best clustering results are pheromone-increased during the iteration of the algorithm, while the paths of the remaining ants being pheromone-decayed.

To jump out of the local optimum of K-means, this paper proposes the MK-means algorithm, in which the algorithm adds a random exploratory vector to the class center of ordinary K-means in the following way as shown in equation (9), where \( \beta(k) \) is the current D-dimensional random explorer vector in the iteration.

\[ M(x)_k^* = M(x)_k + \beta_k, \quad x \in [-1, 1]. \] (9)

Experimental evaluation and tuning of the hyperparameters are required during the model training process. The hyperparameters of the model include learning rate, iteration number epoch, and Anchor Scales. The experimental results of hyperparameters are used to determine the optimal hyperparameters of the model. The Anchor Scales should be selected according to the size of the image and the target, and the size of the Anchor Scales corresponds to each feature map. When the number of samples selected for one training, the size of which is very important for the performance and speed of the network model, is too small, this will cause the network not to converge easily and affect the training speed of the model, and when it is too large it will

| Risk level | Risk  | Meaning          |
|------------|-------|-----------------|
| PR1 level  | Low risk | Safety          |
| PR2 level  | Medium risk | Existing security |
| PR3 level  | Medium-to-high risk | Typical potential hazard |
| PR4 level  | High risk | Danger          |

Table 1: Meanings of hazard classes.
cause the data to lack randomness and fall into local optimum. Considering the computer load and operation efficiency, this experiment needs to divide the data into several smaller batches for input into the network. After inputting all training data into the network to complete the feature learning process once, the training data need to be learned iteratively several times to make the network model fit and converge. As an important super parameter in supervised learning and deep learning, the learning rate determines whether and when the objective function converges to a local minimum. Too large a learning rate can lead to missed optima, and the smaller the learning rate is, the slower the loss gradient decreases and the longer the convergence time is.

4. Results and Analysis

4.1. Visual Saliency Model Analysis. Clustering performance metrics are also called effectiveness indicators, which are divided into external indicators, which compare the clustering results with a reference model after clustering is completed, and internal indicators, which directly examine the clustering results without using any reference model. The external index is based on the pre-specified structure to judge the results of the clustering algorithm. This structure reflects people’s intuitive understanding or prior knowledge of the data structure. In the model verification of this paper, the clustering index chooses the visual saliency of landmarks as the external index, and the building saliency is used as the internal index. Combine the two for cluster analysis.

In terms of statistical tests, the more critical regression equation significance test and the regression coefficient significance test were looked at firstly. As mentioned earlier, the ANOVA of the final regression equation showed that the probability of F was 0.000, indicating that the equation was significant, the null hypothesis was rejected, and the variables included in the equation as a whole had a significant effect on the dependent variable. The test results are shown in Figure 2, and it is found that the probability of t corresponding to the 10 variables included in the final equation is less than 0.05; they all have a significant effect on the dependent variable; and then look at the goodness of fit, for the multiple regression equation needs to look at the adjusted goodness of fit, according to the description of the model summary information in the previous section, the adjusted goodness of fit of the final model is 0.307, although it is not as high as many models in economics. Although it does not reach the high fit of many models in economics, the model can be considered reasonable at the exploratory level if it can achieve a goodness of fit of 0.3 or higher as a result of the exploratory study. The test fully demonstrates the rationality and validity of the model of the relationship between the visual salience of landmarks and differences in building characteristics from practical, theoretical, and logical perspectives.

In this paper, the algorithm can make a good judgment of the degree of blurring and modify the blurred chunks in the blurred image frames, and it can still achieve good clustering of the target when serious blurring occurs. The experimental data are shown in Figure 3, from which it can be seen that the accuracy of the algorithm in the fuzzy test sequence is higher than other algorithms, and the algorithm can achieve real-time target clustering and meet the real-time standard of target clustering. It can be concluded that, in the same complex neighborhood building scene, this paper’s algorithm has higher accuracy and real-time performance compared with several other algorithms.

Struck, SCM, and ASLA algorithms have good stability when the target occlusion range is relatively small; however, localization failure occurs when the range of encountered
target occlusion becomes large. The experimental results show that the visual saliency of neighborhood buildings based on K-means clustering has obvious advantages and achieves stable and robust clustering under the occlusion environment. The central position error is used to evaluate the clustering effect of the four algorithms, the central error of the algorithm in this paper is always kept low, and the experimental result data are shown in Figure 4. From Figure 4, it can be seen that the accuracy of this paper is higher than other algorithms in most cases, and the algorithm of this paper shows a good clustering effect.

According to the accuracy statistics in Figure 5, the accuracy distribution of the U-Net model is 35.3%–47.9%, with an average accuracy of 39.1%. The extraction accuracy distribution of the SegNet model is 47.9%–66.8%, with an average accuracy of 54.9%; the extraction accuracy distribution of the ResNet model is 57.1%–74.9%, and the average accuracy is 63.1%. The average precision of the BR–Net model is 76%, and the average precision of the BR-Net model is 71.2%–80.8%. In the extraction of neighborhood buildings in the four clustering models in the six categories of accuracy statistics, all have a significant decrease compared to the accuracy statistics of other buildings.

4.2. Visual Saliency Clustering Analysis. The buildings in the experimental area are staggered, and the background is mostly a vegetation area. The spectral characteristics of building roofs are similar, and they are clusters of small buildings, except for the buildings in region I, where the whole building is detected as multiple small buildings. The overall confidence level of the building examples in the experimental region IV reached 0.965. The result of the construction example confidence evaluation is shown in Figure 6.

The clustering results of the four areas in Figure 7 show that the clustering results of the single buildings and small building clusters are staggered in area A. The clustering effect of the single buildings is good, and the small building clusters can achieve the correct extraction of the building area targets, but there is a slight confusion of the building contours due to the irregular shape of the buildings and the prominent contiguity phenomenon. However, the clustering results show that the clustering profiles of buildings are very obvious and close to the labeled map and the original data, indicating that the model has excellent results in clustering.
single buildings. The clustering results are very intuitive and close to the labeled map and the original image. The experimental data of the clustering results of each video sequence are shown in Figure 8, from which the following can be seen, among the test sequences selected for this paper: Singer1 in the block building clustering scene where lighting changes, jumping in the block building clustering scene where blurring occurs, and Liquor and Walking2 in the two test sequences where serious background interference occurs. The success rate of this algorithm is higher than that of other algorithms; therefore, this algorithm has better clustering performance compared with the other algorithms.

5. Conclusion

In the extraction of building contours from high-resolution remote sensing images, K-means clustering has achieved good results in image segmentation with its advantage of being able to quickly cluster and analyze a large number of typical images. At the same time, due to the advantage of K-means clustering to automatically cluster a large number of features, it can reduce a large amount of manual analysis cost and image feature extraction cost in the calculation of massive high-resolution remote sensing images. However, due to the complexity of buildings in high-resolution images and between buildings and various background features, no algorithm can extract buildings in high-resolution remote sensing images with absolute accuracy. In this paper, we try to innovatively add the boundary information of buildings into the training of deep learning, enhance the network performance with boundary constraints, and extract buildings by using the efficient performance of K-means clustering, aiming to improve the accuracy of building information extraction in high-resolution images and provide rapid data support for modern urban construction and other aspects. A virtual experimental environment based on multiple visual factors is constructed to carry out visual saliency experiments, and the weights are obtained by regression analysis, and a visual saliency model based on multiple visual factor composites is constructed. Firstly, we build a factor-controlled virtual environment to carry out landmark cognition experiments and then calculate the different degrees of each index of buildings based on K-means clustering; meanwhile, we collect the visual index data of this experiment and calculate the significance value of buildings based on the mathematical relationship constructed by K-means clustering; finally, we use the method of multiple linear regression analysis to obtain the influence weights of the indexes and finally try to construct a factor-controlled environment under. Finally, we try to construct a visual significance model of building landmarks in a controlled environment and analyze and test the model in multiple dimensions.
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