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ABSTRACT. Cocenters of Hecke algebras \( \mathcal{H} \) play an important role in studying mod \( \ell \) or \( \mathbb{C} \) harmonic analysis on connected \( p \)-adic reductive groups. On the other hand, the depth \( r \) Hecke algebra \( \mathcal{H}_{r+} \) is well suited to study depth \( r \) smooth representations. In this paper, we study depth \( r \) rigid cocenters \( \mathcal{H}_{r+}^{\text{rig}} \) of a connected reductive \( p \)-adic group over rings of characteristic zero or \( \ell \neq p \). More precisely, under some mild hypotheses, we establish a Jordan decomposition of the depth \( r \) rigid cocenter, hence find an explicit basis of \( \mathcal{H}_{r+}^{\text{rig}} \).

Introduction

0.1. Let \( G \) be a connected reductive \( p \)-adic group. Let \( R \) be an algebraically closed field of characteristic not equal to \( p \). Let \( \mathcal{H}_R \) be the Hecke algebra of locally constant, compactly supported \( R \)-valued functions on \( G \). The trace map

\[ \text{Tr}_R : \mathcal{H}_R \to R \mathcal{C}(G) \]

relates the cocenter \( \mathcal{H}_R = \mathcal{H}_R/[\mathcal{H}_R, \mathcal{H}_R] \) and the Grothendieck group \( R \mathcal{C}(G) \) of smooth admissible representations of \( G \) over \( R \).

In most cases, the cocenter is expected to be “dual” to the representations. For \( R = \mathbb{C} \), Bernstein, Deligne and Kazhdan in \[5\] and \[10\] proved the trace map \( \text{Tr}_C : \mathcal{H}_C \to R \mathcal{C}(G)_{\text{good}} \) is a bijection between the cocenter and the “good linear forms” on \( R \mathcal{C}(G) \). For modular representations over \( R \), the surjection \( \text{Tr}_R : \mathcal{H}_R \to R \mathcal{C}(G)_{\text{good}}^* \) is established in \[6\] under the assumption that the cardinality of the relative Weyl group of \( G \) is invertible in \( R \). It is conjectured that the injection holds if the pro-\( p \) order of any open compact subgroup of \( G \) is invertible in \( R \).

This motivates our study of the structure of the cocenter of the Hecke algebra. To be precise, we mainly consider the integral form \( \mathcal{H} = \mathcal{H}(G) \), i.e. \( \mathcal{H}_R(G) \) with \( R = \mathbb{Z}_p \).

This will allow us to apply the results on \( \mathcal{H} \) to both the ordinary and the modular representations of \( G \).

0.2. In \[12\] Theorem B and \[13\] Theorem C & Theorem 6.5], the first named author showed that

\[ \mathcal{H} \cong \oplus_M \mathcal{H}(M)^{\text{rig, +}}, \]

where \( M \) runs over all the standard Levi subgroups of \( G \) and \( \mathcal{H}(M)^{\text{rig, +}} \) is the \( + \)-rigid part of the cocenter of the Hecke algebra \( \mathcal{H}(M) \), i.e. the \( \mathbb{Z}_p \)-submodule of \( \mathcal{H}(M) \) consisting of elements represented by the functions supported in the compact-modulo-center elements of \( M \) whose Newton points are dominant (in \( G \)) and with centralizer equal to \( M \). In other words, the rigid cocenters of the Hecke algebras of various
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standard Levi subgroups form the “building block” of the whole cocenter $\mathcal{H}$. We refer the details to loc. cit.

In this paper, we study the rigid cocenter $\mathcal{H}^{\text{rig}}$, the $\mathbb{Z}[\frac{1}{p}]$-submodule of $\mathcal{H}$ represented by functions supported in the subset $G^{\text{rig}}$ of compact-modulo-center elements of $G$. More precisely, we focus on the depth $r$ rigid cocenter $\mathcal{H}^{\text{rig}}_{r+}$ for any real number $r > 0$, defined as follows.

For any element $x$ in the reduced Bruhat–Tits building $\mathcal{B}(G)$ of $G$, Moy and Prasad [21] associated a subgroup $G_{x,r+}$ of $G$. Let $\mathcal{H}_{r+} = \sum_{x \in \mathcal{B}(G)} C_c(G/G_{x,r+})$ and $\mathcal{H}^{\text{rig}}_{r+}$ be its image in $\mathcal{H}$, the depth $r$ cocenter. The depth $r$ rigid cocenter $\mathcal{H}^{\text{rig}}_{r+} = \mathcal{H}^{\text{rig}} \cap \mathcal{H}_{r+}$. According to Howe’s conjecture, this is a finitely generated $\mathbb{Z}[\frac{1}{p}]$-module. Moreover, we have that $\mathcal{H}^{\text{rig}} = \lim_{r \to \infty} \mathcal{H}^{\text{rig}}_{r+}$.

0.3. The main purpose of this paper is to establish the “Jordan decomposition” of $\mathcal{H}^{\text{rig}}_{r+}$.

Before stating the main result, we make a short digression and discuss a “toy model”, the cocenter of the group algebra $\mathbb{Z}[H]$ of a finite reductive group $H$.

For any element $g \in H$, we have the Jordan decomposition $g = g_s g_u$, where $g_s$ is the semisimple part of $g$ and $g_u$ is the unipotent part of $g$. Then we have the Jordan decomposition of the group algebra $\mathbb{Z}[H] \cong \bigoplus_{s \in H^{ss}} \mathbb{Z}[C_H(s)^{\text{unip}}]$, where $H^{ss}$ is the set of semisimple elements of $H$, $C_H(s)$ is the centralizer of $s$ and $C_H(s)^{\text{unip}}$ is the set of unipotent elements in $C_H(s)$. Based on the Jordan decomposition on the group algebra $\mathbb{Z}[H]$, one deduces the Jordan decomposition of the cocenter $\mathbb{Z}[H] := \mathbb{Z}[H]/[\mathbb{Z}[H], \mathbb{Z}[H]] \cong \bigoplus_{[s] \in C^{ss}(H)} \mathbb{Z}[C_H(s)^{\text{unip}}]$, where $C^{ss}(H)$ is the set of semisimple conjugacy classes of $H$ and $\mathbb{Z}[C_H(s)^{\text{unip}}]$ is the image of $\mathbb{Z}[C_H(s)^{\text{unip}}]$ in $\mathbb{Z}[C_H(s)]$, which is a free $\mathbb{Z}$-module with basis indexed by the unipotent conjugacy classes of $C_H(s)$.

0.4. Now we come back to connected reductive $p$-adic groups. As any element in the Hecke algebra $\mathcal{H}$ is a locally constant function, there seems no analogous Jordan decomposition on $\mathcal{H}$. However, under the hypotheses in [22], we have the analogous part of semisimple conjugacy classes and unipotent conjugacy classes in the context of the cocenter of Hecke algebras.

By the work of Adler and Spice [3], we may write a semisimple compact-modulo-center element $\gamma$ as a “good product”. Since we are working with the cocenter $\mathcal{H}^{\text{rig}}_{r+}$ of depth $r$, we use the truncated part $\gamma_{\leq r}$ of $\gamma$. The equivalence classes $\mathcal{S}_r$ of semisimple compact-modulo-center elements of $G$, roughly speaking, are generated by the conjugation action and the truncated operation (see [22] for the precise definition). The set $\mathcal{S}$ is the analogue of semisimple conjugacy classes and serves as the index set of the desired Jordan decomposition on $\mathcal{H}^{\text{rig}}_{r+}$.

For any $[\gamma] \in \mathcal{S}_r$, we pick up the truncation $\gamma_{\leq r}$ (see Definition 2.4.4 for details) of a representative $\gamma \in [\gamma]$ and denote by $C_G(\gamma_{\leq r})$ the centralizer of $\gamma_{\leq r}$. The isomorphism class of $C_G(\gamma_{\leq r})$ is independent of the choice of $\gamma$ and its truncation $\gamma_{\leq r}$.

Now we come to the unipotent part. Let $\mathcal{H}^{G,b}_{r+}$ be the $\mathbb{Z}[\frac{1}{p}]$-submodule of $\mathcal{H}^{\text{rig}}_{r+}$, represented by functions in $\sum_{x \in \mathcal{B}(G)} C_c(G_{x,r}/G_{x,r+})$ with support in $G_{r+} := \cup_{x \in \mathcal{B}(G)} G_{x,r+}$. 
Based on the work of DeBacker in [8] and [9], $\mathcal{H}^G_{r+}$ is a free module with basis indexed by the unipotent conjugacy classes of $G$. This is the analogy of the set of unipotent conjugacy classes, or in other words, the analogy of $\mathbb{Z}[H^{unip}]$ in the cocenter of the group algebra $\mathbb{Z}[H]$. Now we state the main results of this paper.

**Theorem A** (Theorem 3.1.2 & Theorem 4.2.1). Fix $r \in \mathbb{R}_{>0}$. Suppose Hypotheses in §2.2 hold. Then

$$\mathcal{H}^G_{r+} \cong \bigoplus_{[\gamma] \in \mathcal{S}_r} \mathcal{H}^G_{G(\gamma \leq r), r}.$$  

Moreover, $\mathcal{H}^G_{r+}$ is a free $\mathbb{Z}\left[\frac{1}{p}\right]$-module.

**Theorem B** (Theorem 4.3.1). Let $J(G^{rig})$ denote the space of $\mathbb{C}$-valued invariant distributions of $G$ with support on $G^{rig}$. Suppose Hypotheses in §2.2 hold. Then the restriction $J(G^{rig}) \mid_{\mathcal{H}_{r+ C}}$ has a basis given by the restriction of orbital integrals $O_{\gamma \leq r, u}$ to $\mathcal{H}_{r+ C}$, where $[\gamma] \in \mathcal{S}_r$ and $u$ runs over the representatives of the unipotent conjugacy classes of $C_G(\gamma \leq r)$.

Theorem [3] together with the Newton decomposition in [12], gives a precise estimate on the Howe’s conjecture on the restriction of invariant distributions. For more details, see the discussion in §4.4.

0.5. In [1] we review some background materials on Moy–Prasad filtration subgroups and the cocenter $\mathcal{H}$ of $G$. Toward the decomposition of $\mathcal{H}^G_{r+}$ in Theorem A in §2, we first decompose $G^{rig}$ into a disjoint union of $G$-domains $X_{[\gamma]} := G(\gamma C_G(\gamma \leq r), r)$ parameterized by $[\gamma] \in \mathcal{S}_r$. We use good products of semisimple elements (§8) to prove that $G^{rig} = \bigcup_{[\gamma] \in \mathcal{S}_r} X_{[\gamma]}$. The Lie algebra version of such decompositions can be found in [17] §7. Then, it is easy to see that there is a corresponding decomposition of $\mathcal{H}^{rig}$ according to this decomposition: $\mathcal{H}^{rig} = \bigoplus_{[\gamma]} \mathcal{H}(X_{[\gamma]})$ (Theorem 1.2.3) where $\mathcal{H}(X_{[\gamma]})$ is the submodule consisting of $f \in \mathcal{H}_{r+}$ with $\text{Supp}(f) \subset X_{[\gamma]}$. However, since each domain $X_{[\gamma]}$ is not necessarily $G_{x+r}$ bi-invariant, $\bigoplus_{[\gamma]} \mathcal{H}_{r+}(X_{[\gamma]})$ is in fact a proper submodule of $\mathcal{H}^{rig}_{r+}$ (see §3.1).

Now, Theorem A asserts that the desired decomposition holds at the level of cocenters. In §3 we prove Theorem A via the following strategy: we first represent elements in $\mathcal{H}^{rig}_{r+}$ by elements in $\mathcal{H}_{0, r+} := \sum_{x \in B(G)} C_c(Z(G)\text{Stab}_{G}(x)/G_{x+r})$ in the cocenter, and then represent elements in $\mathcal{H}_{0, r+}$ by elements in $\bigoplus_{[\gamma]} \mathcal{H}(X_{[\gamma]})$. In these steps, we use the descent arguments developed by Howe, Harish-Chandra, Waldspurger, and most recently by DeBacker. Especially, DeBacker’s arguments in [9] are aptly adaptable in our situations in view of recent developments in harmonic analysis in $p$-adic groups. As a result, most of our hypotheses are inherited from [3] and [9]. Lastly, we prove $\mathcal{H}_{r+}(X_{[\gamma]}) \simeq \mathcal{H}^{G(\gamma \leq r), r}_{r+}$ using inductive descents (see Proposition 3.4.1). A Lie algebra version of inductive descents can be found in [19] §6.

In [11] we prove Theorem B. We combine inductive descents and the parameterization of unipotent conjugacy classes in [9]. However, since the centralizer of a semisimple element is not necessarily connected in this paper, one needs to adapt DeBacker’s parameterization for our case.

In §5 we present examples to illustrate the duality between cocenters and representations.
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Notation and Conventions. Let \( F \) be a locally compact field with finite residue field \( \mathbb{F}_{p^n} \). Let \( \mathbb{G} \) be a connected reductive group defined over \( F \). For any finite extension \( E \) of \( F \), let \( \mathbb{G}(E) \) be the group of \( E \)-rational points of \( \mathbb{G} \). We will simply write \( G \) for \( \mathbb{G}(F) \). Denote the Lie algebras of \( \mathbb{G} \) and \( \mathbb{G}(E) \) by \( \mathfrak{g} \) and \( \mathfrak{g}(E) \), respectively. In general, we use bold characters \( \mathbb{H}, \mathbb{M} \) and \( \mathbb{N} \), etc to denote algebraic groups. If they are defined over \( F \), we will use corresponding Roman characters \( H, M \) and \( N \) to denote the groups of \( F \)-points, and \( h, m \) and \( n \) to denote the Lie algebras of \( H, M \) and \( N \). Let \( \overline{G} := (\mathbb{G}/Z(\mathbb{G}))^\circ \) where \( Z(\mathbb{G}) \) is the center of \( \mathbb{G} \).

We denote by \( G^{ss} \) the set of semisimple elements in \( G \), by \( \mathcal{U} \) the set of unipotent elements in \( G \), and by \( G^{\text{rig}} \) the set of compact-modulo-center elements in \( G \).

We let \( \mu_G \) denote a fixed Haar measure on \( G \).

For \( g \in G \), \( g^X \) denotes \( gXg^{-1} \) and for \( S, H \subset G \), \( H^S := \{ g^X | X \in S, \ g \in H \} \).

We set \( \mathbb{R} = \mathbb{R} \cup \{ r^+; r \in \mathbb{R} \} \cup \{ \infty \} \) and define the partial order on \( \mathbb{R} \) as follows: for \( r, s \in \mathbb{R} \), \( r < s^+ \) if \( r \leq s \), \( r^+ < s^+ \) and \( r^+ < s \) if \( r < s \), and \( r, r^+ < \infty \) for any \( r \in \mathbb{R} \).

We denote by \( \mathcal{H} \), the Hecke algebra of locally constant, compactly supported \( Z(\mathbb{G}) \)-valued functions on \( G \). The cocenter \( \overline{\mathcal{H}} = \mathcal{H}/[\mathcal{H}, \mathcal{H}] \). Let \( \mathcal{H}^{\text{rig}} \) be the \( Z(\mathbb{G}) \)-submodule of \( \mathcal{H} \) consisting of functions supported in \( G^{\text{rig}} \). The rigid cocenter \( \overline{\mathcal{H}}^{\text{rig}} \) is the image of \( \mathcal{H}^{\text{rig}} \) in \( \overline{\mathcal{H}} \).

1. Preliminaries

1.1. Moy-Prasad Filtrations.

1.1.1. Apartments and buildings. For a finite extension \( E \) of \( F \), let \( \mathcal{B}(\mathbb{G}, E) \) denote the extended Bruhat-Tits building of \( \mathbb{G} \) over \( E \). Recall that \( \mathcal{B}(\mathbb{G}, E) \simeq \mathcal{B}(\mathbb{G}, E) \times (\mathcal{X}_*(\mathbb{Z}(\mathbb{G}), E) \otimes \mathbb{R}) \), and \( \mathcal{X}_*(\mathbb{Z}(\mathbb{G}), E) \) is the abelian group of \( E \)-rational cocharacters of the center \( \mathbb{Z}(\mathbb{G}) \) of \( \mathbb{G} \). If \( \mathbb{T} \) is a maximal \( F \)-torus in \( \mathbb{G} \) which splits over \( E \), let \( \mathcal{A}(\mathbb{T}, E) \) be the corresponding apartment over \( E \). It is known that for any tamely ramified finite Galois extension \( E' \) of \( E \), \( \mathcal{B}(\mathbb{G}, E) \) can be embedded into \( \mathcal{B}(\mathbb{G}, E') \) and its image is equal to the set of the Galois fixed points in \( \mathcal{B}(\mathbb{G}, E') \) (see \cite{25} (5.11)) or \cite{23}.

For a maximal \( F \)-torus \( \mathbb{T} \) in \( \mathbb{G} \) which splits over a tamely ramified finite Galois extension \( E \) of \( F \), we write \( \mathcal{A}(\mathbb{T}, F) \) for \( \mathcal{A}(\mathbb{T}, E) \cap \mathcal{B}(\mathbb{G}, F) \). This is well defined independent of the choice of \( E \). Moreover, \( \mathcal{A}(\mathbb{T}, F) \) is the set of Galois fixed points in \( \mathcal{A}(\mathbb{T}, E) \). For simplicity, we write \( \mathcal{B}(\mathbb{G}) = \mathcal{B}(\mathbb{G}, F) \), \( \mathcal{A}(\mathbb{T}) = \mathcal{A}(\mathbb{T}, F) \) etc.

1.1.2. Moy-Prasad filtrations. Regarding \( \mathbb{G} \) as a group defined over \( E \), Moy and Prasad associate \( \mathfrak{g}(E)_{x,r} \) and \( \mathbb{G}(E)_{x,|r|} \) (resp. \( \mathfrak{g}(E)_{x,r^+} \) and \( \mathbb{G}(E)_{x,r^+} \)) to \( (x, r) \in \mathcal{B}(\mathbb{G}, E) \times \mathbb{R} \) with respect to the valuation normalized as follows \cite{22}: let \( E^u \) be the maximal unramified extension of \( E \), and \( E \) the minimal extension of \( E^u \) over which \( \mathbb{G} \) splits. Then the valuation used by Moy and Prasad maps \( L^x \) onto \( \mathbb{Z} \).
In this paper, we let \( \nu = \nu_F \) be the valuation on \( F \) such that \( \nu(F^\times) = \mathbb{Z} \), \( \nu_E \) extends \( \nu \). Let \( \overline{F} \) be an algebraic closure of \( F \). For an extension field \( E \) of \( F \), let \( \nu_E \) be the valuation on \( E \) extending \( \nu \). We will just write \( \nu \) for \( \nu_E \). Then, with respect to our normalized valuation \( \nu \), we can define filtrations in \( \mathfrak{g}(E) \) and \( \mathcal{G}(E) \). Then our \( \mathfrak{g}(E)_{x,r} \) and \( \mathcal{G}(E)_{x,r} \) correspond to \( \mathfrak{g}(E)_{x,elr} \) and \( \mathcal{G}(E)_{x,elr} \) of Moy and Prasad, where \( e = e(E/F) \) is the ramification index of \( E \) over \( F \) and \( l = [L : E^n] \).

This normalization is chosen to have the following property [1, (1.4.1)]:

1. For a tamely ramified Galois extension \( E' \) of \( E \) and \( x \in \mathcal{B}(G, E) \subset \mathcal{B}(G, E') \),

\[
\mathfrak{g}(E)_{x,r} = \mathfrak{g}(E')_{x,r} \cap \mathfrak{g}(E).
\]

If \( r > 0 \),

\[
\mathcal{G}(E)_{x,r} = \mathcal{G}(E')_{x,r} \cap \mathcal{G}(E).
\]

2. For \( r \in \frac{1}{e}\mathbb{Z} \), two points \( x \) and \( y \) in \( \mathcal{B}(G, E) \) lie in the same facet if and only if

\[
\mathcal{G}(E)_{x,r} = \mathcal{G}(E)_{y,r} \quad \text{and} \quad \mathcal{G}(E)_{x,r+} = \mathcal{G}(E)_{y,r+}.
\]

1.1.3. For simplicity, we put \( G_{x,r} := \mathcal{G}(F)_{x,r} \), etc. We will also use the following notation. For \( r \in \mathbb{R}_{\geq 0} \), let

\[
G_r = \bigcup_{x \in \mathcal{B}(G)} G_{x,r}, \quad G_r^+ = \bigcup_{s > r} G_s.
\]

Let \( \Phi(T, G, E) \) be the set of \( E \)-roots of \( T \) in \( G \), and let \( \Psi(T, G, E) \) be the corresponding set of affine roots in \( G \). If \( \psi \in \Psi(T, G, E) \), let \( \dot{\psi} \in \Phi(T, G, E) \) be the gradient of \( \psi \), and let \( \mathbb{U}(E)_\dot{\psi} \subset \mathcal{G}(E) \) be the root group corresponding to \( \dot{\psi} \). We denote the root subgroup in \( \mathbb{U}(E)_\dot{\psi} \) corresponding to \( \psi \) by \( \mathbb{U}(E)_\psi \).

Let \( X_s(T, E) \) be the set of cocharacters of \( T \), and let \( X^*(T, E) \) be the set of characters of \( T \). Let \( T_0 \) be the maximal compact subgroup of \( T \). For \( r \geq 0 \), set

\[
T_r := \{ t \in T_0 \mid \nu(\chi(t) - 1) \geq r \quad \text{for all} \quad \chi \in X^*(T, E) \},
\]

\[
Z_r := T_r \cap Z_G.
\]

Note that \( Z_r \) is well defined independent of the choice of \( T \).

In the rest of this paper, \( E \) will denote a tamely ramified finite extension of \( F \) unless otherwise stated.

1.2. Cocenters.

1.2.1. For \( s \in \mathbb{R}_{\geq 0} \), let \( \mathcal{H}(G, G_{x,s}) \) be the space of compactly supported, \( G_{x,s} \times G_{x,s} \)-invariant \( \mathbb{Z}[\frac{1}{p}] \)-valued functions on \( G \) and \( C_c(G/G_{x,s}) \) be the space of compactly supported, right \( G_{x,s} \)-invariant \( \mathbb{Z}[\frac{1}{p}] \)-valued functions on \( G \). Note that for any \( g \in G \) and \( x \in \mathcal{B}(G) \), we have

\[
1_{G_{x,s}} \equiv \frac{\mu_G(G_{x,s})}{\mu_G(G_{x,s} g G_{x,s})} 1_{G_{x,s} g G_{x,s}} \mod [\mathcal{H}, \mathcal{H}].
\]

Thus \( \mathcal{H}(G, G_{x,s}) \) and \( C_c(G/G_{x,s}) \) have the same image in \( \overline{\mathcal{H}} \). We denote by \( \overline{\mathcal{H}}_s \) the image of \( \mathcal{H}_s = \sum_{x \in \mathcal{B}(G)} C_c(G/G_{x,s}) \) in \( \mathcal{H} \). Then \( \overline{\mathcal{H}} = \varinjlim_s \overline{\mathcal{H}}_s \).

We set \( \overline{\mathcal{H}}_s^{ig} = \overline{\mathcal{H}}_s \cap \overline{\mathcal{H}}_s \). Then \( \overline{\mathcal{H}}_s^{ig} = \varinjlim_s \overline{\mathcal{H}}_s^{ig} \).
A $G$-domain, by definition, is an open and closed subset of $G$ that is stable under the conjugation action of $G$. We have the following simple facts about on the cocenter $\mathcal{H}$.

**Lemma 1.2.2.** Let $X$ be a $G$-domain and $\mathcal{H}(X)$ be the $\mathbb{Z}[\frac{1}{\mathcal{H}^\prime}]$-submodule of $\mathcal{H}$ consisting of functions supported in $X$. Then $\mathcal{H}(X) \cap [\mathcal{H}, \mathcal{H}]$ is spanned by $f - gf$ for $f \in \mathcal{H}(X)$ and $g \in G$.

**Proof.** Let $f \in \mathcal{H}(X) \cap [\mathcal{H}, \mathcal{H}]$. By [12, Proposition 1.1], $f = \sum_i (f_i - g_i f_i)$, where $f_i \in \mathcal{H}$ and $g_i \in G$. Since $X$ is a $G$-domain, $f_i \mid_x \in \mathcal{H}(X)$ and $(g_i f_i) \mid_x = g_i (f_i \mid_x)$ for any $i$. Thus $f = \sum_i (f_i \mid_x - g_i f_i \mid_x)$.

**Lemma 1.2.3.** Let $\{X_\alpha\}_{\alpha \in I}$ be a family of $G$-domains in $G$ such that $X_\alpha \cap X_{\alpha'} = \emptyset$ for any $\alpha \neq \alpha'$. Then $\sum_{\alpha \in I} \mathcal{H}(X_\alpha) \subset \mathcal{H}$ is a direct sum. Here $\mathcal{H}(X_\alpha)$ is the image of $\mathcal{H}(X_\alpha)$ in $\mathcal{H}$.

If moreover $G = \sqcup_{\alpha \in I} X_\alpha$, then $\mathcal{H} = \bigoplus_{\alpha} \mathcal{H}(X_\alpha)$.

**Proof.** Let $f_\alpha \in \mathcal{H}_{X_\alpha}$, $\alpha \in I$ such that $\Gamma := \{\alpha; f_\alpha \neq 0\}$ is a finite set. Suppose that $\sum_{\alpha \in \Gamma} f_\alpha \in [\mathcal{H}, \mathcal{H}]$, then by [12, Proposition 1.1], there exists finitely many pairs $(f_i, x_i) \in \mathcal{H} \times G$ such that

\[
\sum_{\alpha \in \Gamma} f_\alpha = \sum_i (f_i - x_i f_i).
\]

Restricting both sides of (a) to $X_\alpha$, we have $f_\alpha = \sum_i (f_i \mid_{X_\alpha} - (x_i f_i) \mid_{X_\alpha})$. Since $X_\alpha$ is a $G$-domain, we have $f_i \mid_{X_\alpha} \in \mathcal{H}$ and $(x_i f_i) \mid_{X_\alpha} = x_i (f_i \mid_{X_\alpha})$.

Thus $f_\alpha = \sum_i (f_i \mid_{X_\alpha} - x_i (f_i \mid_{X_\alpha})) \in [\mathcal{H}, \mathcal{H}]$. Therefore the image of $f_\alpha$ in $\mathcal{H}$ is zero and $\sum_{\alpha} \mathcal{H}(X_\alpha) \subset \mathcal{H}$ is a direct sum.

If moreover $G = \sqcup_{\alpha} X_\alpha$, then for any $f \in \mathcal{H}$, $f = \sum_{\alpha} f \mid_{X_\alpha} \in \sum_{\alpha} \mathcal{H}(X_\alpha)$. Hence $\mathcal{H} = \sum \mathcal{H}(X_\alpha)$. By what we proved above, this is a direct sum. \qed

**2. Semisimple Elements and Decomposition of $G^{rig}$**

From now on, let $r$ be a positive real number.

### 2.1. Depth functions and good elements.**

If $G$ is semisimple, the following definitions in [2.1.1] and [2.1.2] coincide with those in [3].

**Definition 2.1.1.** Write $Z := Z(G)$. For $x \in \mathcal{B}(G)$, define the depth-mod-center function $d^G(x, ) : Z \text{Stab}_G(x) \to \mathbb{R} \cup \{\infty\}$, such that

\[
d^G(x, g) = \begin{cases} 
0 & \text{if } g \in \text{ZStab}_G(x) \setminus ZG_{x,0^+} \\
\max\{s \mid zg \in G_{x,s} \text{ for some } z \in Z\} & \text{if } g \in ZG_{x,0^+} \setminus Z \\
\infty & \text{if } g \in Z.
\end{cases}
\]

Define also

\[
d^G(g) = \max\{d^G(x, g) \mid x \in \mathcal{B}(G), g \in \text{Stab}_G(x)\}.
\]

We simply write $d$ for $d^G$ is there is no confusion.

We observe the following:
(1) If \( g \in ZG_{x,0^+} \), \( d(x,g) \) is the unique value \( t \) so that \( g \in ZG_{x,t} \setminus ZG_{x,t^+} \). In most applications, it is possible to assume that \( g \in G_{x,t} \setminus ZG_{x,t^+} \) without loss of generality. In this case, we call \( g \) noncentral mod \( G_{x,t^+} \).

Likewise, when \( d(g) = 0 \), one may assume that \( g \in \text{Stab}_G(x) \setminus ZG_{x,0^+} \) in most cases. Note that \( \text{Stab}_G(x) \) is compact since \( \mathcal{B}(G) \) is an extended building. Again, we say \( g \) is noncentral mod \( G_{x,0^+} \) if \( g \in \text{Stab}_G(x) \setminus ZG_{x,0^+} \).

(2) \( d(y,g) \leq d(g) \) for any \( y \in \mathcal{B}(G) \), \( g \in \text{Stab}_G(y) \).

(3) If \( g \in ZG_0 \), \( d(g) \) is the unique non negative real number \( t \) such that \( g \in ZG_t \setminus ZG_{t^+} \).

(4) \( d(x,g) = d(x,g') \) for all \( g' \in gG_{x,t^+} \) where \( d(x,g) = t \).

(5) \( d(g) = \infty \) if and only if \( g \in Z \cup \cap G \).

(6) Let \( g \in G^\text{rig} \). If \( g = \gamma u \) is the Jordan decomposition of \( g \) with \( \gamma \in G^\text{ss} \) and \( u \in \mathcal{U} \), we have \( d(g) = d(\gamma) \).

**Definition 2.1.2** (cf. Definition 6.1, [3]). For \( \gamma \in G^\text{rig} \), \( \gamma \) is a \( \mathcal{G} \)-good mod center element if there is a maximal \( F \)-torus \( \mathcal{T} \) which splits over a tamely ramified extension \( E \) such that one of the the following holds:

1. \( \gamma \in ZT^c \setminus ZT^0_0 \) and the image of \( \gamma \) in \( G \) is absolutely semisimple (see [11] or [3] Definition 4.11 for definition), where \( T^c \) is the set of compact elements in \( T \).
2. There is \( t > 0 \) so that \( \gamma \in ZT_t \setminus ZT_t^+ \) with \( \nu(\alpha(\gamma) - 1) = t \) or \( \alpha(\gamma) = 1 \) for any \( \alpha \in \Phi(T,G,E) \).
3. \( \gamma \in Z \).

We will simply say \( \gamma \) is \( \mathcal{G} \)-good of depth \( t \) if either \( d(\gamma) = 0 \) and \( \gamma \in T^c \), or \( d(\gamma) = t > 0 \) and \( \gamma \in T_t \).

**Remarks 2.1.3.** Keeping the situation as in the above definition, we observe the following:

1. The depth of a good mod center element \( \gamma \) is given as follows:

\[
d(\gamma) = \begin{cases} 0 & \text{in case (1)} \\ t & \text{in case (2)} \\ \infty & \text{in case (3).} \end{cases}
\]

2. If \( \gamma \in T \setminus Z \) is a good mod center element of depth \( t > 0 \) (resp. 0), \( \gamma = z\gamma_t \) for some \( z \in Z \) and a good element \( \gamma_t \in T_t \setminus T_t^+ \) (resp. \( \gamma \in T^c \setminus T^0_0 \)).

3. Let \( \gamma \in G^\text{ss} \) and \( \mathcal{G}' = C_\mathcal{G}(\gamma) \). Let \( d^{G'} \) be the depth function defined on \( G^\text{rig} \) as in Definition 2.1.1. In general \( d^G \neq d^{G'} \) on \( G^\text{rig} \). However, if \( g \in G^\text{rig} \setminus Z(G') \) is \( \mathcal{G} \)-good, it is also \( \mathcal{G}' \)-good and \( d^{G'}(g) = d^G(g) \).

### 2.2. Hypotheses

We collect here some assumptions that we need in this paper. We will be clear when each hypothesis is used. A lot of them are due to that we use results from [3] and [9]. Rather than repeating the statements of the hypotheses, we refer them directly to loc. cit..

**Hypothoses (A)-(D)** These are Hypotheses (A)-(D) in [3] §2.

**Hypotheses (DB)** These are the hypotheses in §2.1 and §4.3 in [9].
Hypothesis 1. The Jordan decomposition is defined over \( F \), i.e., for any \( g \in G = \mathbb{G}(F) \) and Jordan decomposition \( g = su \) of \( g \) with \( s, u \in \mathbb{G}(F) \), we have \( s, u \in G \).

Hypothesis 2. For any \( g \in G^{ss} \), all the unipotent elements in \( C_G(\gamma) \) are contained in \( C_G(\gamma)^0 \).

Hypothesis 3. Any torus in \( \mathbb{G} \) splits over a finite tamely ramified extension of \( F \).

Hypothesis 4 (Definition 6.3, [3]). For any torus \( S \subset \mathbb{G} \) which splits over a tamely ramified extension \( E \), and \( r > 0 \), every nontrivial coset in \( S_r/S_{r+} \) contains a good element.

Hypothesis 5. For any \( g \in G^{rig} \), the orbital integral \( O_g \) converges over \( \mathbb{C} \).

Hypothesis [1] holds if \( F \) is of characteristic 0, or if \( p > \text{rank}_{ss}(G) + 1 \). But it fails when \( F \) is of positive characteristic and \( p \) is small. See [20, Proposition 48 & Remark 49]. Hypothesis [2] automatically holds if \( F \) is of characteristic 0. If \( F \) is of characteristic \( p \), then it holds when \( p \) is large but fails for some small \( p \). For example, when \( p = 2 \) and \( C_G(\gamma) \) has two connected components, then any elements in \( C_G(\gamma) \setminus C_G(\gamma)^0 \) of order 2 is unipotent. Hypothesis [3] holds if \( p > \text{rank}_{ss}(G) \). Hypothesis [4] holds when \( \mathbb{G} \) splits over a tamely ramified extension and \( p \) does not divide the order of the Weyl group of \( \mathbb{G} \) (see [10]). Hypothesis [5] holds if \( F \) is of characteristic 0 (see [24]), and holds under some mild assumptions on \( G \) and on \( p \) if \( F \) is of positive characteristic (see [20] Theorem 61) for the precise statement).

2.3. Good elements and \( \mathcal{B}(G) \). Many results here can be found in [3]. For the Lie algebra versions, we refer to [17, 18, 19].

In the following four lemmas and a corollary, we let \( \gamma \in T \) be a \( \mathbb{G} \)-good mod center element of depth \( t \geq 0 \). We also let \( G' := C_G(\gamma) \).

Lemma 2.3.1. Suppose Hypotheses (A) and (B) hold. Define \( \mathcal{B}(\gamma) \) as follows:

\[
\mathcal{B}(\gamma) := \begin{cases} 
\{ x \in \mathcal{B}(G) \mid \gamma \in Z \text{ Stab}_G(x) \} & \text{if } t = 0, \infty \\
\{ x \in \mathcal{B}(G) \mid d(x, \gamma) = d(\gamma) \} & \text{if } t > 0.
\end{cases}
\]

Then, we have \( \mathcal{B}(\gamma) = \mathcal{B}(G', F) \).

Proof. If \( \gamma \in Z \), clearly \( \mathcal{B}(\gamma) = \mathcal{B}(G) \). Otherwise, without loss of generality, we may assume that \( \gamma \) is \( \mathbb{G} \)-good of depth \( t \). Then, the lemma follows from [3, Lemma 7.6].

Lemma 2.3.2. Suppose Hypothesis (A) holds. Let \( x \in \mathcal{B}(G') \). Then, for \( 0 \leq t < s \) and \( u \in G'_{x,s} \cap G'_{t,s} \), we have \( G'_{x,s} \gamma u G'_{x,s} \gamma = \gamma u G'_{x,s} \).

Proof. One may assume that \( u \) is semisimple since \( G'^{ss} \cap u G'_x \cap G'_{t,s} \neq \emptyset \). Then, this follows from [3, Corollary 7.5].

Lemma 2.3.3. Suppose Hypothesis (C) holds. If \( g \in G \) is such that \( g(G'_{t,s}) \cap (G'_{t,s}) \neq \emptyset \), then \( g \in G' = \mathbb{G}(F) \).

Proof. Without loss of generality, we may assume \( \gamma \) is \( \mathbb{G} \)-good. Then, this is [3, Lemma 7.1].

Lemma 2.3.4. Suppose Hypotheses (A) and (B) hold. Let \( x \in \mathcal{B}(G) \setminus \mathcal{B}(G') \) and \( u' \in G'_{d(\gamma)^+} \).

1. If \( t = 0 \), \( \gamma u' \notin Z \text{ Stab}_G(x) \).
(2) If \( t > 0 \), then either \( \gamma u' \not\in Z \text{Stab}_G(x) \) or \( d(x, \gamma u') < d(\gamma) \).

Proof. When \( u' = 1 \), this is [3, Lemma 7.6].

If \( \gamma \in Z \), the statement is empty. We may assume that \( \gamma \) is a \( \mathbb{G} \)-good element.

(1) Suppose \( \gamma u' \in \text{Stab}_G(x) \). Then, we have \( \gamma^{-1}x = u'x \) and \( B := \{ \gamma^{-p^n}x \mid n \in \mathbb{Z}_{\geq 0} \} \subset \mathcal{B}(G) \). Since \( u'\gamma \to 1 \) as \( n \to \infty \), the set \( B \) is finite and \( x = u'\gamma = \gamma^{-p^n}x \) for sufficiently large \( n \). On the other hand, since \( \gamma \) is absolutely semisimple and the order of \( \gamma \) is relatively prime to \( p \), there is an \( n_0 \in \mathbb{Z}_{>0} \) such that \( \gamma^{-p^{n_0}} = \gamma^{-1} \) for any \( \ell \in \mathbb{Z}_{\geq 0} \). Hence \( \gamma x = x \), that is, \( \gamma \in \text{Stab}_G(x) \), which is a contradiction to Lemma 2.3.1.

(2) As in [3, Lemma 7.6], we may assume that \( \gamma \) is split. Write \( t = d(\gamma) \). Write \( \gamma' \) for \( \gamma u' \), and define

\[
\mathcal{B}(\gamma') := \{ x \in \mathcal{B}(G, F) \mid d(x, \gamma') \geq t \}.
\]

Note that \( \mathcal{B}(\gamma') \) is convex and is a union of closures of chambers.

It is enough to show that \( \mathcal{B}(\gamma') \subset \mathcal{B}(G', F) \).

Suppose first that \( \gamma \) is split and \( G' \) is a \( F \)-Levi subgroup of \( G \). Then, \( t \in \mathbb{N} \). Let \( \mathcal{P} \) be a \( k \)-parabolic subgroup of \( G \) having Levi decomposition \( \mathcal{P} = G' \mathcal{N} \). Let \( \overline{\mathcal{P}} \) be the parabolic subgroup opposite to \( \mathcal{P} \) with respect to this Levi decomposition \( \mathcal{P} = G' \mathcal{N} \). Let \( \overline{\mathcal{N}} \) be the unipotent radical of \( \overline{\mathcal{P}} \). Now, assume \( \mathcal{B}(\gamma') \setminus \mathcal{B}(G', F) \neq \emptyset \), and let \( \mathcal{D} \) be a chamber in \( \mathcal{B}(\gamma') \setminus \mathcal{B}(G', F) \). From the convexity of \( \mathcal{B}(\gamma') \), we may assume that \( \mathcal{D} \) shares a facet \( F \) of codimension one with \( \mathcal{B}(\gamma') \setminus \mathcal{B}(G', F) \). Choose \( y \in F \).

From [2 (2.4.1)], there is \( u \in G_{y,0} \cap N \) such that \( uD \subset \mathcal{B}(G', F) \). Then for \( x \in D \), \( ux \in uD \subset \mathcal{B}(G', F) \). Since \( ux \in \mathcal{B}(G', F) \) and \( uD \) is maximal, \( G_{ux,t} \) has an Iwahori decomposition with respect to \( (P, N) \), that is,

\[
(\dagger)
G_{ux,t} = N_{ux,t} \cdot G'_{ux,t} \cdot \overline{N}_{ux,t}
\]

where \( N_{ux,t} = G_{ux,t} \cap N \) and \( \overline{N}_{ux,t} = G_{ux,t} \cap \overline{N} \). From this and the fact that \( u \in N \), we can decompose \( u\gamma' \) as

\[
(\ddagger)
\gamma' \equiv \gamma'^{-1}(u\gamma') \gamma' \in G_{y,t}/G'_{y,t^+}
\]

where \( \gamma' \in G' \cap G_{y,t} = G'_{y,t} \) and \( \gamma'^{-1}u \gamma' \in N_{y,t} \). Since \( G_{y,t^+} \subset G_{ux,t^+} \subset G_{ux,t} \subset G_{y,t} \), comparing (\dagger) and (\ddagger), we have \( \gamma' \in G' \cap G_{ux,t} = G'_{ux,t} \) and \( \gamma'^{-1}u \gamma' \in N_{ux,t} \). Moreover,

(i) \( u' \in G_{ux,t^+} \)
(ii) \( u \gamma' \in G_{ux,t^+} = \gamma G_{ux,t^+} \).

(i) follows from the fact that \( uD \) is a chamber and \( u' \in G_{ux,t} \cap G_{t^+} \) (recall \( t \in \mathbb{N} \)).

(ii) follows from (i) and the fact that \( uD \) is a chamber and thus \( N_{ux,t} = N_{ux,t^+} \). Then from Lemma 2.3.2 there is a \( k \in G_{ux,0^+} \) and an \( u'' \in G'_{ux,t^+} \) such that \( u \gamma' = k(\gamma u'') \). By Lemma 2.3.3 \( u \in k \cdot G' \subset G_{ux,0^+} G' \). Since \( ux \in \mathcal{B}(G', F) \), we have \( G_{ux,0^+} = (N \cap G_{ux,0^+}) \cdot (G' \cap G_{ux,0^+}) \cdot (\overline{N} \cap G_{ux,0^+}) \) [22 (4.2)]. So, we can conclude that \( u \in G_{ux,0^+} \) and \( u(ux) = ux = x \). Then \( x \in \mathcal{B}(G', F) \), which is a contradiction.

The following is a corollary of the proof of the above lemma:

**Corollary 2.3.5.** Suppose Hypotheses (A) and (B) hold. Let \( u' \in G'_{d(\gamma)^+} \). Let \( x \in \mathcal{B}(G) \).

(1) If \( t = 0 \) and \( \gamma u' \not\in Z \text{Stab}_G(x) \), both \( \gamma \) and \( u' \) are also in \( Z \text{Stab}_G(x) \).

(2) If \( t > 0 \) and \( \gamma u' \in G_{x,t} \), both \( \gamma \) and \( u' \) are also in \( ZG_{x,t} \).

Proof. This follows from Lemmas 2.3.1 and 2.3.4. □
2.4. Good products.

**Lemma 2.4.1.** Suppose Hypothesis (C) holds. Let $T$ be a maximal $F$-torus in $G$ which splits over a tamely ramified Galois extension $E$. Let $\gamma_1, \cdots, \gamma_n \in T$ be $G$-good elements of depth $b = b_1, \cdots, b_n$ respectively. Let $\gamma = \gamma_2\gamma_1$ with $\gamma_2 \in Z$. Let $H^0 := G$ and $H^i := C_{H^{i-1}}(\gamma_i)$.

1. Let $\gamma' \in \gamma H^1_{b^i}$. Then, $C_G(\gamma') \subset H^1$. If $\gamma'$ is also $G$-good mod center of depth $b$, $C_G(\gamma') = H^1$.
2. Suppose $b_1 < b_2 < \cdots < b_n$. Fix $i \in \{0, 1, \cdots, n\}$ and $\gamma^i = \gamma_2\gamma_1 \cdots \gamma_i$. Let $\gamma', \gamma'' \in \gamma^i H^1_{b^i}$. If $\gamma' = \gamma''$ for some $g \in G$, then $g \in H^i$.
3. $H^i = C_{H^{i-1}}(\gamma^i) = C_G(\gamma^i)$. 
4. $C_G(\gamma) \subset H^i$, $i = 1, \cdots, n$.

**Proof.** (1) If $\gamma_2 = 1$, the first statement is Lemma 2.3.3 Since $\gamma_2 \in Z$, the statement remains valid for this case. For the second statement, since $\gamma'$ is also good of depth $b$, $H^1 \subset C_G(\gamma')$. Combining this with the first statement, the second statement follows.

(2) We use induction on $i$. Since $\Phi(T, H^i, E) \subset \Phi(T, G, E)$ and $\gamma_i \in T_{b_i}$, each $\gamma_i, i = 1, \cdots, k$ is also $H^{i-1}$-good. When $i = 1$, it is (1). Assume the statement is true for $i - 1 \geq 1$. Note that $\gamma', \gamma'' \in \gamma^i H^1_{b^i}$. Suppose $g\gamma' = \gamma''$ for some $g \in G$. Since $\gamma', \gamma'' \in \gamma^{i-1} H^1_{b^i}$, then $g \in H^{i-1}$ by the induction hypothesis and $g(\gamma'(\gamma^{i-1})^{-1}) = \gamma''(\gamma^{i-1})^{-1}$. Since $\gamma'(\gamma^{i-1})^{-1}, \gamma''(\gamma^{i-1})^{-1} \in \gamma_i H^1_{b^i}$ and $\gamma_i$ is $H^{i-1}$-good and $\gamma_i^{-1} \in Z(H^{i-1})$, $g \in H^1 = C_{H^{i-1}}(\gamma_i) = C_{H^{i-1}}(\gamma^i)$ by (1).

(3) The first equality follows since $\gamma_i \in Z(H^{i-1})$ and $\gamma^i = \gamma^{-1} \gamma_i$. To prove the second equality, we use an induction. If $i = 1$, it is trivial. Suppose $i - 1 \geq 1$. The inclusion $C_{H^{-1}}(\gamma^i) \subset C_G(\gamma^i)$ is obvious. If $g \in C_G(\gamma^i)$, we have $g\gamma^i, \gamma^i \in \gamma^i H^1_{b^i}$ $\gamma^{-1} H^{i-1}_{b^i}$. Then, $g \in H^{i-1}$ by (2). Hence, $C_G(\gamma^i) \subset C_{H^{-1}}(\gamma^i)$.

(4) Note that $\gamma \in H^i$, $i = 1, \cdots, n$. By (1), $C_G(\gamma) = C_{H^0}(\gamma) \subset H^1$. Suppose $C_G(\gamma) \subset H^{i-1}$ for $i \geq 2$. Then, $C_G(\gamma) = C_{H^{i-1}}(\gamma)$. Since $\gamma$ is $H^{i-1}$-good mod center and $\gamma \in \gamma^i H^1_{b^i}, C_G(\gamma) = C_{H^{i-1}}(\gamma) \subset H^i$. \hfill $\square$

**Lemma 2.4.2.** Let $T$ be a maximal $F$-torus in $G$ which splits over a tamely ramified Galois extension $E$. Let $\gamma_1, \gamma_2 \in T$ be $G$-good mod center elements of depth $b_1, b_2$ respectively. Let $H^i = C_G(\gamma_i), i = 1, 2$. Suppose $b_1 < b_2$ and $\gamma_2 \in Z(H^1)$. Then, $\gamma_1\gamma_2$ is also a $G$-good element of depth $b_1$.

**Proof.** Write $\gamma = \gamma_1\gamma_2$. Let $\Phi := \Phi(T, G, E)$ be the set of $E$-rational $T$-roots in $G$. Let $\alpha \in \Phi$. Since $H^1 \subset C_G(\gamma_2), \alpha(\gamma_1) = 1$ implies $\alpha(b_2) = 1$, thus $\alpha(\gamma_1\gamma_2) = 1$. If $\alpha(\gamma_1) \neq 1$, since $\alpha(\gamma_1\gamma_2) - 1 = \alpha(\gamma_1)\alpha(\gamma_2) - \alpha(\gamma_2) + \alpha(\gamma_2) - 1, \nu(\alpha(\gamma_2)) = 0$ and $b_1 = \nu(\alpha(\gamma_1) - 1) < b_2 \leq \nu(\alpha(\gamma_2) - 1)$, we have $\nu(\alpha(\gamma_2) - 1) = \min(\nu(\alpha(\gamma_1) - 1), \nu(\alpha(\gamma_2) - 1)) = b_1$. Hence, $\gamma$ is $G$-good mod center of depth $b_1$. \hfill $\square$

**Proposition 2.4.3.** Suppose Hypothesis (C) and Hypothesis 4 holds. Let $T$ be an $E$-split torus and $\gamma \in ZT^c$. Then $\gamma$ is a product of good elements mod $r^+$ with decreasing centralizers in the following sense:

1. $\gamma = \gamma_z\gamma_1 \cdots \gamma_k\gamma_{r^+}$ where $z \in Z$ and each $\gamma_i$ is $G$-good of depth $b_i$ with $b_1 < b_2 < \cdots < b_k \leq r$ and $\gamma_{r^+} \subset T_{r^+}$, that is, $d(\gamma_{r^+}) > r$.
2. $H^1 \supseteq H^2 \supseteq \cdots \supseteq H^k$ where $H^i = C_G(\gamma_1 \cdots \gamma_i)$. 
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Proof. If \( d(\gamma) > r \), \( \gamma = \gamma_z \cdot \gamma_{r^+} \) for some \( \gamma_z \in Z \) and \( \gamma_{r^+} \in T_{r^+} \). Now, we assume that \( d(\gamma) = a_1 \leq r \).

We first assume that \( \gamma \in T_{a_1} \), that is, \( \gamma \) is noncentral mod \( T_{a_1} \). By Hypothesis \( \gamma \) contains a good element, say, \( \tilde{\gamma}_{a_1} \) of depth \( a_1 \). Then \( \gamma = \tilde{\gamma}_{a_1} (\gamma_{a_1}^{-1}) \) with \( a_2 = d(\gamma_{a_1}^{-1}) > d(\gamma) \). We can choose \( \tilde{\gamma}_{a_1} \) so that \( \gamma_{a_1}^{-1} \in T_{a_2} \) by multiplying \( \tilde{\gamma}_{a_1} \) with a central element if necessary. Applying the above process for \( \gamma_{a_1}^{-1} \), we find a \( G \)-good element \( \gamma_{a_2} \in \gamma_{a_1}^{-1} T_{a_2} \) such that \( \gamma = \tilde{\gamma}_{a_1} \gamma_{a_2} (\gamma_{a_1} \gamma_{a_2}^{-1}) \) and \( a_3 = d(\gamma_{a_1} \gamma_{a_2}^{-1}) < d(\gamma_{a_1}^{-1}) \). Repeatedly, we have

\[
\gamma = \tilde{\gamma}_{a_1} \gamma_{a_2} \cdots \gamma_{a_m} \gamma_{r^+},
\]

where \( \tilde{\gamma}_{a_i} \) is a \( G \)-good element of depth \( a_i \) with \( a_1 < a_2 < \cdots < a_m \leq r \) and \( d(\gamma_{r^+}) > r \).

This procedure is finite because \( d(T_0) \subset \frac{1}{e(E/F)} \mathbb{Z} \). Put \( a_{m+1} := r^+ \) and \( \tilde{\gamma}_{a_{m+1}} = \gamma_{r^+} \).

Set \( S := \{a_1, a_2, \cdots, a_{m+1}\} \), and for \( a, b \in \mathbb{P} \), set \( \tilde{\gamma}_{a,b} := \prod_{a \leq j < b} \tilde{\gamma}_{a_j} \). We find a subsequence \( b_1 < b_2 < \cdots < b_n < b_{n+1} \) of \( S \) as follows: let \( b_1 := a_1 \) and \( H^1 := C_G(\tilde{\gamma}_{a_1}) \). Let \( b_2 \) be the maximal element in \( \{a_2, \cdots, a_{m+1}\} \) with the property that if \( a_j < b_2 \), \( \tilde{\gamma}_{a_j} \in Z(H_1) \). Note that \( H^1 = C_G(\tilde{\gamma}_{b_1,b_2}) \). Let \( H^2 := C_{H^1}(\tilde{\gamma}_{b_2}) \). Then \( H^1 \supseteq H^2 \). Let \( \gamma_1 := \tilde{\gamma}_{b_1,b_2} \). Inductively, suppose \( b_i, H^i \) and \( \gamma_{i-1} \) are defined for \( i \geq 2 \). Let \( b_{i+1} \) be the maximal element in \( \{a_j \in S \mid a_j > b_i\} \) with the property that for any \( a_j < b_{i+1} \), \( \tilde{\gamma}_{a_j} \in Z(H^i) \). Let \( H^{i+1} := C_{H^i}(\tilde{\gamma}_{b_{i+1}}) \) and \( \gamma_i := \tilde{\gamma}_{b_{i+1}} \). We repeat the process until \( b_{i+1} = a_{m+1} = r^+ \). Then each \( \gamma_i \) is also a \( G \)-good element of depth \( b_i \) by Lemma 2.4.1(1), and \( H^i = C_{H^{i-1}}(\tilde{\gamma}_{b_i}) = C_{H^{i-1}}(\gamma_i), i = 1, \cdots, n \). Now, one can easily check

\[
(\gamma = \gamma_1 \gamma_2 \cdots \gamma_n \gamma_{r^+})
\]

satisfies the required properties.

Now suppose \( \gamma \in Z T_{a_1} \). Then one can write \( \gamma = \gamma_z \gamma' \) with \( \gamma_z \in Z \) and \( \gamma' \in T_{a_1} \), noncentral mod \( T_{a_1} \). Write \( \gamma' = \gamma_1 \cdots \gamma_n \gamma_{r^+} \) as in (\( \star \)). Then, \( \gamma = \gamma_z \gamma_1 \gamma_2 \cdots \gamma_n \gamma_{r^+} \) satisfying the required properties.

\( \square \)

Definition 2.4.4.

(1) We call the expression \( \gamma_z \cdot \gamma_1 \cdots \gamma_k \cdot \gamma_{r^+} \) of \( \gamma \) in Proposition 2.4.3 a good product of \( \gamma \) mod \( r^+ \). That is, \( \gamma = \gamma_z \cdot \gamma_1 \cdots \gamma_k \cdot \gamma_{r^+} \), where \( \gamma_z \in Z \), \( \gamma_i \) is \( G \)-good of depth \( b_i \) with \( b_1 < \cdots < b_k \leq r \) and the sequence of centralizers \( H^i(\gamma) = C_G(\gamma \gamma_1 \cdots \gamma_i) \) is strictly decreasing. In this case, we also write \( \gamma_{\leq r} := \gamma_z \cdot \gamma_1 \cdots \gamma_k \).

(2) Let \( \gamma = \gamma_z \gamma_1 \cdots \gamma_k \gamma_{r^+} \) be a good product as in (1). Define \( H^{r^+} := H^k(\gamma) \). We will often write \( H^k \) for \( H^{r^+} \) for simplicity.

In [3], \( (\gamma_z, \gamma_1, \cdots, \gamma_k) \) is called an \( r^+ \)-normal approximation to \( \gamma \). The following is similar to [3] Proposition 8.4.

Lemma 2.4.5. Suppose Hypothesis (C) holds. Suppose \( \gamma = \gamma_z \gamma_1 \cdots \gamma_k \) and \( \gamma = \gamma_z' \gamma_1' \cdots \gamma_{k'}' \) are two good products of \( \gamma \) mod \( r^+ \) with \( d(\gamma_i) = b_i \) and \( d(\gamma_i') = b_i' \). Write \( H^i = C_G(\gamma_1 \cdots \gamma_i) \) and \( H^{k, i} = C_G(\gamma_{i+1} \cdots \gamma_k) \). Then, we have \( k = k', b_i = b_i' \) and \( H^i = H^{k, i} \).

Proof. We have \( \gamma_i, \gamma_i' \in C_G(\gamma) \subset (\cap_i H^i) \cap (\cap_j H^j) = H^k \cap H^{k'} \) for \( i \in \{z, 1, \cdots, k\} \) and \( j \in \{z, 1, \cdots, k'\} \).

Note that \( d(\gamma) = b_1 = b_1' \). Since \( \gamma_z \gamma_1' \in \gamma_z \gamma_1 H^1_{b_1}, \gamma_z \gamma_1' \in \gamma_z \gamma_1' H^1_{b_1} \) and \( \gamma_z \gamma_1 \) and \( \gamma_z' \gamma_1' \) are \( G \)-good mod center, \( H^1 = H^{1, i} \) by Lemma 2.4.1. By induction, suppose that
We have $H_i < H_{i+1}$. Then, $(\gamma^i)^{-1}H^i \in \gamma_i + H_{b_i+1}$. Since $G$-good element $\gamma_{i+1}$ is also $H^i$-good, we have $H^i \subset C_G(\gamma^i)^{-1} \gamma_i') \subset H^i$ by Lemma 2.4.1 (2). This is a contradiction to $H^i \subsetneq H^i + 1$. Hence, $b_{i+1} = b_i$. Now we have

1. $d(\gamma_{i+1}) = d(\gamma_i + \gamma_i')^{-1} = b_i$;
2. $\gamma_i - \gamma_i' \in Z(H^i)$;
3. $\gamma_i + \gamma_i'$ are $H^i$-good.

Combining (1)-(3), it follows that $C_G(\gamma_{i+1}) = C_{\gamma_i + \gamma_i'} = C_{\gamma_i + 1}$, $C_{\gamma_i + 1} = G(\gamma_{i+1})$.

Hence, $H^i = H^i + 1$. Similarly, one can show $k = k'$.

2.5. Decomposition of $G^{rig}$. We first observe that $G^{rig} = Z \cdot (\cup_{x \in B(G)} Stab_G(x))$, and $ZG_0 \subset G^{rig}$ where $G_0 = \cup_{x \in B(G)} G_{x,0}$.

Definition 2.5.1. Let $\gamma, \gamma' \in G^{rig}$.

1. Suppose that $\gamma$ and $\gamma'$ are $G$-good mod center. We say that they are $G$-good $r^k$-equivalent mod center and write $\gamma \sim \gamma'$ if there are $g \in G$ and a maximal torus $T$ such that $\gamma' = \gamma T_{r^k} \subset T$ where $t = \min\{d(\gamma), r\}$. We write a $G$-good $r^k$-equivalence class of $\gamma$ as $[\gamma]_g$. Let

$$Z^g_f := \{ [z]_g \mid z \in Z / Z_{r^k} \}$$

$$S^g_f := Z^g_f \cup \{ [\gamma]_g \mid \gamma \text{ is } G \text{-good center of depth } d(\gamma) \leq r \}$$

2. For $\gamma, \gamma' \in G^{rig}$, we say $\gamma$ and $\gamma'$ are $r^k$-equivalent mod center and write $\gamma \sim r^k \gamma'$ if there are $g \in G$ and a maximal torus $T$ so that $\gamma' \leq \gamma \text{, } \gamma T_{r^k} \subset T$. We write an $r^k$-equivalence class of $\gamma$ as $[\gamma]$, and let $S_r$ be the set of $r^k$-equivalence classes of semisimple compact-modulo-center elements.

Lemma 2.4.3 and the following lemma shows that the definition in (2) does not depend on the choice of truncation $\gamma \leq r$ and $\gamma' \leq r$.

Proposition 2.5.2. Suppose Hypotheses (A)–(D) and 1-4 hold. Then, we have the following:

1. For $\gamma, \gamma' \in G^{rig}$, $G(\gamma \gamma') \cap G(\gamma' \gamma') \neq \emptyset$ if and only if $\gamma$ and $\gamma'$ are $r^k$-equivalent mod center.
2. If $\gamma \sim r^k \gamma'$, $G(\gamma \gamma') = G(\gamma' \gamma')$
3. $G(\gamma \gamma') \cap G(\gamma' \gamma') = G^{rig}$.

Proof. (1) For $\leftarrow$, by Lemma 2.4.3 we have $\gamma T_{r^k} \gamma' = \gamma T_{r^k} \gamma'$ and $\gamma' T_{r^k} = \gamma' T_{r^k}$ independent of the choices of $\gamma \leq r$ and $\gamma' \leq r$. Since $\gamma T_{r^k} \subset H^r$, Hence $\gamma' \leq \gamma \gamma' \leq \gamma T_{r^k}$. For $\rightarrow$ and (2), without loss of generality, one may assume that $\gamma T_{r^k} \gamma' \cap \gamma T_{r^k} \gamma' \neq \emptyset$. One may also assume that $\gamma = \gamma_1 \cdots \gamma_t$ and $\gamma' = \gamma'_1 \cdots \gamma'_t$ with $b_k, b'_k \leq r$, that is, $\gamma_t = \gamma'_{t+k} = 1$. Let $\delta \in \gamma T_{r^k} \cap \gamma T_{r^k}$. Then, $\delta = \gamma \cdot h = \gamma' \cdot h'$ with $h \in H_{r^k}$ and $h' \in H_{r^k}$. Let $h = h_s h_u$ (resp. $h' = h'_s h'_u$) be the Jordan decomposition of $h$ in $H^r$ (resp. $h'$ in $H^r$). Then, $\gamma h_s h_u$ and $\gamma' h'_s h'_u$ are two expressions of the Jordan decomposition of $\delta$. By the uniqueness of Jordan decomposition, $\gamma h_s = \gamma' h'_s$. Note
\[ d(h_s) = d(h) > r \] and \( d(h'_s) = d(h') > r \). By applying Lemma 2.3.5 to \( \gamma h_s \), we have \( H^\gamma h_s = H^\gamma = H^{\gamma'} \). Hence, \( H^\gamma h_s H^\gamma_{r^+} = \gamma' H^\gamma_{r^+} \) and \( \gamma \sim \gamma' \).

For (3), write \( G_{s_r} \) for \( \sqcup_{[\gamma] \in S_r} G^\gamma(\gamma H^\gamma_{r^+}) \). Clearly \( G_{s_r} \subset G^\rig \), and \( G_{s_r} \) is a disjoint union by (1). Conversely, for any \( g \in G^\rig \), there is \( x \in \mathcal{B}(G) \) and \( z \in Z \) so that \( g z = g_0 g_{0^+} \) with \( g_0 \) absolutely semisimple and \( g_{0^+} \in G_{0^+}^\gamma \) where \( G^\gamma = C_G(g_0) \). By Lemma 2.3.4, \( x \in \mathcal{B}(G) \). By Corollary 2.3.5, we have \( g_0 \in \text{Stab}_G(x) \). Let \( g_{0^+} = g_0 g_u \) be the Jordan decomposition of \( g_{0^+} \) in \( G^\gamma \). Let \( g_s = g_1 \cdots g_k g_{0^+} \) be a good product of \( g_s \) mod \( r^+ \) with \( d(g_i) = b_i \). Then, since \( g_u \) commutes with \( g_s \), \( g_u \in C_G^\gamma(g_1 \cdots g_k) = H^{g_u g_s} \) by Lemma 2.4.1(2) and thus \( g z = g_a g_s g_u g_a^{-1} \in g_a g_s H^{g_u g_s} \). Hence, \( g \in G_{s_r} \) and \( G^\rig \subset G_{s_r} \).

For (4), let \( \gamma = \gamma_1 \cdots \gamma_k \gamma_{r^+} \) and \( H^\gamma \) be as in Proposition 2.4.3. We may assume \( \gamma_{r^+} = 1 \). Let \( g \in G \) and \( h \in H^\gamma_{r^+} \) so that \( g(\gamma h) \in G(\gamma H^\gamma_{r^+}) \). We may assume that \( g = 1 \). Let \( y \in \mathcal{B}(G) \) with \( h y \in \gamma H^\gamma_{r^+} \subset \gamma H^\gamma_{r^+} \). By Lemma 2.3.2, we have \( H^\gamma_{y, r^+} = \gamma y H^\gamma_{y, r^+} \) and thus \( H^\gamma_{r^+} \) is open. Inductively, setting \( \mathbb{H}^0 = G \), we have \( H^\gamma_{r^+} = \gamma y H^\gamma_{r^+} \) for \( i = 1, \cdots, k \). Hence, \( h \in \gamma G_{y, r^+} \subset G(\gamma H^\gamma_{r^+}) \) and hence \( G(\gamma H^\gamma_{r^+}) \) is open. It is also closed since its compliment is open.

**Corollary 2.5.3.** Suppose Hypotheses (A)–(D), 1–4 hold.

(1) For \( g \in G^\rig \) with \( d(g) < \infty \), we have \( g = \gamma \cdot u \) for a \( G \)-good mod center element \( \gamma \) of depth \( d(g) \) and \( u \in G^\gamma_{d(\gamma)+} \) where \( G^\gamma = C_G^\gamma(\gamma) \).

(2) We have

\[
G^\rig = \left( \sqcup_{[\gamma] \in S_r} G^\gamma \right) \cup \left( \sqcup_{[\gamma] \in S_r} z G_{r^+} \right).
\]

**Proof.** (1) Applying the above lemma when \( r := d(g) \), we have \( g \in \gamma G^\gamma_{d(\gamma)} \) for a \( G \)-good mod center element \( \gamma \) of depth \( d(g) \).

(2) By (1) \( G^\rig = \left( \sqcup_{[\gamma] \in S_r} G^\gamma \right) \cup \left( \sqcup_{[\gamma] \in S_r} z G_{r^+} \right) \). To prove the disjointness, suppose \( [\gamma], [\gamma'] \in S_r \) \( \notin Z \). If \( G^\gamma \cap G^\gamma' \neq \emptyset \), \( d(\gamma) = d(\gamma') \) and \( G^\gamma \cap G^\gamma' \) follows from the above lemma by setting \( r = d(\gamma) \). The other cases are easier. \( \square \)

3. **Descents**

3.1. **Theorem A.**

From now on, we fix \( r \in \mathbb{R}_{>0} \). For any \( [\gamma] \in S_r \), let \( \mathcal{H}(G^\gamma H^\gamma_{r^+}) \) be the \( \mathbb{Z}[\frac{1}{r}] \)-submodule of \( \mathcal{H} \) consisting of functions supported in \( G^\gamma H^\gamma_{r^+} \) and let \( \overline{\mathcal{H}}(G^\gamma H^\gamma_{r^+}) \) be its image in \( \overline{\mathcal{H}} \). By Lemma 2.3.3 and Proposition 2.5.2, we have

\[
\mathcal{H}^\rig = \oplus_{[\gamma] \in S_r} \mathcal{H}(G^\gamma H^\gamma_{r^+}), \quad \overline{\mathcal{H}}^\rig = \oplus_{[\gamma] \in S_r} \overline{\mathcal{H}}(G^\gamma H^\gamma_{r^+}).
\]

Let \( \mathcal{H}_{r^+}(G^\gamma H^\gamma_{r^+}) := \mathcal{H}_{r^+} \cap \mathcal{H}(G^\gamma H^\gamma_{r^+}) \). Then we have \( \mathcal{H}^\rig_{r^+} \supset \oplus_{[\gamma] \in S_r} \mathcal{H}_{r^+}(G^\gamma H^\gamma_{r^+}) \). Note that the intersection of a double coset of \( G_{x, r^+} \) with a given \( G \)-domain \( G^\gamma H^\gamma_{r^+} \), in general, is not closed under the left (or equivalently, right) multiplication of \( G_{x, r^+} \). Thus we have

\[
\mathcal{H}^\rig_{r^+} \neq \oplus_{[\gamma] \in S_r} \mathcal{H}_{r^+}(G^\gamma H^\gamma_{r^+}).
\]
Let $\overline{\mathcal{H}}_{r^+}(g(H^\gamma_{r^+}))$ be the image of $\mathcal{H}_{r^+}(g(H^\gamma_{r^+}))$ in $\overline{\mathcal{H}}_{r^+}$. In other words, $\overline{\mathcal{H}}_{r^+}(g(H^\gamma_{r^+}))$ is the $\mathbb{Z}[\mathbb{F}]$-submodule of $\overline{\mathcal{H}}$ consisting of elements represented by functions in $\mathcal{H}_{r^+}(g(H^\gamma_{r^+}))$.

The main purpose of this section is to show that we still have the desired direct sum decomposition of $\overline{\mathcal{H}}_{r^+} = \oplus_{[\gamma] \in S_r} \overline{\mathcal{H}}_{r^+}(G(g(H^\gamma_{r^+})))$.

**Definition 3.1.1.**

(1) For any $s \in \mathbb{R}_{\geq 0}$, we define

$$\mathcal{H}_s^G = \sum_{x \in \mathcal{B}(G)} C_x(G/G_{x,s}).$$

For $s, t \in \mathbb{R}$, with $0 < t < s$, and $\gamma_z \in Z \ (\text{mod} \ Z_{r^+})$, define

$$\mathcal{H}_{t,s}^G(\gamma_z) = \sum_{x \in \mathcal{B}(G)} C_x((\gamma_z \cdot G_{x,t})/G_{x,s}).$$

$$\mathcal{H}_{t,s}^{G,\gamma}(\gamma_z) = \sum_{x \in \mathcal{B}(G)} C_x((\gamma_z \cdot (G_{x,t} \cap G_{t,s}))/G_{x,s}).$$

We note that $\mathcal{H}_{t,s}^{G,\gamma}(\gamma_z)$ is spanned by $\mathbbm{1}_X$, where $X = \gamma_z G_{x,s} + \gamma_z G_{x,s}/G_{x,s}$ for some $g \in G_{x,s}$ and $x \in \mathcal{B}(G)$ with $gG_{x,s} \subset G_{s,t}$ by [24 Corollary 3.7.8 & Corollary 3.7.10]. For simplicity, we will also write $\mathcal{H}_t^G := \mathcal{H}_{t,s}(1)$, $\mathcal{H}_{t,s}^{G,\gamma}(1) = \mathcal{H}_{t,s}^{G,\gamma}$.

(2) Let $\gamma = \gamma_{\gamma_1} \cdots \gamma_{\gamma_r} \in T$ be a good product of $\gamma$ with $d(\gamma_i) = b_i$.

(i) Let $\mathbbm{1}_{[\gamma]} = C_G(\gamma_{\leq r})$. Define

$$\mathcal{H}_{[\gamma]}^{G,\gamma} := \sum_{x \in \mathcal{B}(G)} C_x((\gamma_{\leq r} \cdot (H_{x,r}^\gamma \cap H_{r,s}^\gamma))G_{x,r})/G_{x,s}).$$

In particular, for any $\gamma_z \in Z(G)$, we have

$$\mathcal{H}_{[\gamma]}^{G,\gamma} := \sum_{x \in \mathcal{B}(G)} C_x((\gamma_z \cdot (G_{x,r} \cap G_{r,s}))G_{x,s})/G_{x,s}).$$

(ii) If $[\gamma]_g = [\gamma_{\gamma_1}]_g \in S_{g}$ with $\gamma_{\gamma_1} \mathbb{G}$-good of depth $b_1 \leq r$, define

$$\mathcal{H}_{[\gamma]_g}^{G,\gamma} := \sum_{x \in \mathcal{B}(H^1)} C_x((\gamma_{\gamma_1} \cdot (H_{x,b_1}^1 \cap H_{b_1}^1))G_{x,s})/G_{x,s}).$$

Note that we have $\mathcal{H}_{[\gamma]_g}^{G,\gamma} = \mathcal{H}_{[\gamma]}^{G,\gamma} = \mathcal{H}_{r^+}(1)$.

In all cases, we denote the image of each $\mathbb{Z}[\mathbb{F}]$-submodule in the cocenter $\overline{\mathcal{H}}$ using $\overline{,}$, e.g., $\overline{\mathcal{H}}_s$, $\overline{\mathcal{H}}_{t,s}$, etc.

**Theorem 3.1.2.** Suppose Hypotheses (A)-(D) and 1-4 hold.

(1) $\overline{\mathcal{H}}_{r^+} = \oplus_{[\gamma] \in S_r} \overline{\mathcal{H}}_{r^+}(G(g(H^\gamma_{r^+})))$.

(2) For any $[\gamma] \in S_r$, $\overline{\mathcal{H}}_{r^+}(G(g(H^\gamma_{r^+}))) = \overline{\mathcal{H}}_{[\gamma]}^{G,\gamma}$.
We will prove the above theorem in the rest of this section. We first need some lemmas.

3.2. Some lemmas. The following is [4] Lemma 4.5.1:

Lemma 3.2.1. Suppose Hypotheses (DB) and Hypothesis [2] hold. Let \( x \in \mathcal{B}(G, F) \) and suppose \( s < r \). Let \( S \subseteq G \) be a maximal \( k \)-split torus of \( G \) such that \( x \in \mathcal{A}(S, F) \).

If \( u \in (\cup G_{x,s} + (G_{x,s} \setminus G_{x,s}^+)) \), then there exist \( v \in G^s(uG_{x,s}^+) \) and \( \lambda \in X_\Lambda(S, F) \) such that for sufficiently small \( \epsilon > 0 \), we have

1. \( vG_{x,s}^+ \subseteq G_{x+\epsilon\lambda,s}^+ \)
2. \( vv'G_{x+\epsilon\lambda,r}^+ \subseteq G_{x,(r-s)}(vv'G_{x,r}^+) \) for any \( v' \in G_{x,s}^+ \).

Definition 3.2.2. ([3]) For any \( g \in G \), the displacement function \( d_g : \mathcal{B}(G) \to \mathbb{R} \) is defined as \( d_g(x) = \text{dist}(\bar{x}, g\bar{x}) \) where \( \text{dist}(\bar{x}, g\bar{x}) \) is the geodesic distance in the reduced building \( \mathcal{B}(\mathcal{G}) \) between \( \bar{x} \) and \( g\bar{x} \) where \( \bar{x} \) is the image of \( x \) in \( \mathcal{B}(\mathcal{G}) \). Define \( d(g) : = \min\{d_g(x) \mid x \in \mathcal{B}(G)\} \). For any subset \( S \subseteq \mathcal{B}(G) \) with compact image in \( \mathcal{B}(\mathcal{G}) \), define \( d_S(g) : = \min\{d_g(x) \mid x \in S\} \). Note that \( d_S \) is well defined since \( S \) has a compact image in \( \mathcal{B}(\mathcal{G}) \).

We would also need the notion of generalized \( r \)-facets. In [3], they are defined as certain subsets of the reduced building \( \mathcal{B}(\mathcal{G}) \). One can define generalized \( r \)-facets on the extended building \( \mathcal{B}(G) \) in a similar way:

Definition 3.2.3. ([3]) For \( x \in \mathcal{B}(G) \), define

\[
F^*(x) : = \{ y \in \mathcal{B}(G) \mid g_{x,r} = g_{y,r} \quad \text{and} \quad g_{x,r}^+ = g_{y,r}^+ \}
\]

\[
F^*(r) : = \{ F^*(x) \mid x \in \mathcal{B}(G) \}
\]

An element in \( F^*(r) \) is called a generalized \( r \)-facet in \( \mathcal{B}(G) \). We will often write \( F^* \) for \( F^*(x) \) when there is no confusion. Note that the closure \( \overline{F}^* \) of \( F^* \in F^*(r) \) has a compact image in \( \mathcal{B}(\mathcal{G}) \). For \( F^* = F^*(x) \in F^*(r) \), define

\[
g_{F^*} : = g_{x,r}, \quad g_{F^*}^+ : = g_{x,r}^+ , \quad G_{F^*} : = G_{x,r}, \quad G_{F^*}^+ : = G_{x,r}^+ .
\]

Remarks 3.2.4. Let \( y \in \mathcal{B}(G) \) and \( S \) be a maximal \( F \)-split torus of \( G \) with \( y \in \mathcal{A}(S) \). Let \( C \) be an alcove (0-facet of maximal dimension) with \( y \in \overline{C} \subseteq \mathcal{A}(S) \). For \( g \in G \), there are \( n \in N_G(S) \) and \( b_1 \in G_C \) with \( g = b_1 nb_2 \). Define \( g' = b_1^{-1} g = nb_2 b_1 \). Then, we have the following:

1. For \( r \geq 0 \), since \( b_1 \in N_G(G_{g,y}) \cap N_G(G_{g,y}^+) \), we have \( b_1 \in \text{Stab}_G(F^*) \) where \( F^* \) is the \( r \)-facet containing \( y \).
2. We have \( 1_{gG^*_{g,F}} \equiv 1_{g'G^*_{g,F}} \mod [\mathcal{K}, \mathcal{K}] \). Here for \( X \subseteq G \), \( 1_X \) denotes the characteristic function with support \( X \).
3. Since \( y \in \overline{C} \), we have \( g'y = nb_2 b_1 y = ny \in \mathcal{A}(S) \).
4. \( d_{g'}(y) = d_g(y) \leq d_g(x) \) for all \( x \in \overline{F}^* \).

The proof of the following lemma is adapted from that of [4] Corollary 4.2.9. We include the proof for completeness.

Lemma 3.2.5. Let \( F^* \in F^*(r) \) and \( g \in G \). Suppose \( d(g) = 0 \) and \( m : = d_{F^*}(g) > 0 \). Then, there is a finite set \( \{ g_i \} \) and constants \( c_i \in \mathbb{Z}[\frac{1}{p}] \) and \( F_i^* \in F^*(r) \) such that
above remarks, we have \( (y, ny) \) for details). Let \( F_1^r \in F(r) \) be the first generalized r-facet that \((y, g'y) = (y, ny) \) passes through when traveling from \( y \) to \( ny \). Note that \( F_1^r \cap A \neq \emptyset \). Since \( F^* \subseteq F_1^r \) and thus \( F^* \cap A \subset F_1^r \cap A \). Note that \( G_{F^*}^+ \subseteq G_{F_1^r}^+ \). Let

\[
Q := \{ \psi \in \Psi(S, G, F) \mid \psi|(F_1^r \cap A) > r \text{ and } \psi|(F^* \cap A) = r \}.
\]

Then,

\[
G_{F_1^r}^+ = G_{F^*}^+ \cap \prod_{\psi \in Q} U_{\psi}
\]

where the product over \( Q \) may be taken in any order. Fix \( \psi \in Q \). Since \( (n^{-1} \psi)(y) = \psi(ny) > r \), we have \( n^{-1} U_{\psi} = U_{n^{-1} \psi} \subseteq G_{F^*}^+ \). We also have \( U_{\psi}^+ \subseteq G_{F^*}^+ \). By (2) of the above remarks, we have

\[
1_{g G_{F^*}^+} \equiv 1_{g' G_{F^*}^+} = c \cdot \sum_{\tau \in (\prod_{\psi \in Q} U_{\psi})/(\prod_{\psi \in Q} U_{\psi}^+)} 1_{h^{-1} nb_1 G_{F^*}^+ h},
\]

\[
= c \cdot \sum_{\tau \in (\prod_{\psi \in Q} U_{\psi})/(\prod_{\psi \in Q} U_{\psi}^+)} 1_{g' G_{F^*}^+ h},
\]

\[
= c \cdot 1_{g' G_{F_1^r}^+} \pmod{[\mathcal{H}, \mathcal{F}]}
\]

where the constant \( c = \sharp \left( \left( \prod_{\psi \in Q} U_{\psi} \right)/(\prod_{\psi \in Q} U_{\psi}^+ \right) \right)^{-1} \in \mathbb{Z}[1/p] \). Note that for all \( z \in F_1^r \cap (y, g'y) \neq \emptyset \), we have from \([9\text{ Lemma 4.2.1}]\) that \( d_{g'}(z) < d_{g'}(y) \). Hence, by (4) of the above remarks, we have

\[
\min_{x \in F_1^r} d_{g'}(x) < d_{g'}(y) = \min_{x \in F^*} d_g(x).
\]

**Case 2** For all \( x \in F^* \), \( d_g(x) > d_{F_1^r}(g) \).

Choose \( y \in F^* \setminus F_1^r \) such that \( d_{F_1^r}(g) = d_g(y) \). There exists \( F_1^r \in F(r) \) such that \( y \in F_1^r \) and \( F_1^r \subseteq F^* \). Then,

\[
1_{g G_{F^*}^+} = \sum_{\alpha \in G_{F^*}^+ / G_{F_1^r}^+} 1_{\alpha G_{F_1^r}^+}.
\]

Note that for all \( \alpha \in G_{F^*}^+ \), we have \( d_g(x) = d_{\alpha}(x) \) for all \( x \in F^* \) and \( d_\alpha(y) = d_{F_1^r}(\alpha y) \) for all \( \alpha \in G_{F_1^r}^+ \). Now, one can apply Case 1 to each summand \( 1_{\alpha G_{F_1^r}^+} \), \( \alpha \in G_{F^*}^+ / G_{F_1^r}^+ \), and \( F_1^r \). \( \square \)
3.3. Descents.

**Proposition 3.3.1.** Let \( gG_{y,r} \subset G^{\text{rig}} \). Write \( s := d(y,g) \) and \( t := d(g) \). There exist a finite indexing set \( \{i\}, \{g_i\} \subset G \) and \( c_i \in \mathbb{Z}[\frac{1}{p}] \) such that \( \mathbb{1}_{gG_{y,r}} = \sum c_i \mathbb{1}_{g_i G_{x,r}} \) (mod \( \mathcal{H} \)).

Note that \( s \leq t \). Note also that if \( s < r \), we have \( d(y,g) = d(y,g') \) for all \( g' \in gG_{y,r} \).

**Proof.** We prove the statement in 3 cases below. Without loss of generality, we may assume that \( g \) is compact.

**Case 1** \( s = t = 0 \) or \( s > r \).

Done since \( \mathbb{1}_{gG_{y,r}} \) already satisfies the required condition. In particular, when \( s > r \), \( gG_{y,r} = zG_{y,r} \) for some \( z \in Z \).

**Case 2** \( d(g) = 0 \) and \( g \in Z \text{ Stab}_G(x) \setminus Z \text{ Stab}_G(y) \).

In this case, \( d_y(g) > 0 \). Let \( F^* \in \mathcal{F}(r) \) with \( y \in \overline{F}^* \).

If \( d_E(g) = 0 \), from Case 1 in Lemma 3.3.5, we may assume that there is \( z \in \overline{F}^* \) such that \( d_y(z) = 0 \). Then, \( gG_{y,r} = gG_{z,r} \subset \text{Stab}_G(z) \), which reduces to the Case 3 below.

Now, let \( d_E(g) > 0 \). By applying Lemma 3.3.5 repeatedly, we can write

\[
\mathbb{1}_{gG_{y,r}} = \mathbb{1}_{gG^+_p} = \sum_i c_i \mathbb{1}_{g_i G^+_p}
\]

with \( \{i\} \) a finite set, \( F^*_i \in \mathcal{F}(r) \), and \( d_{E_i}(g_i) = 0 \) for all \( i \). More precisely, applying Lemma 3.3.5 repeatedly, we find a sequence of triples \( (g_j, F^*_j, y_j) \in G \times \mathcal{F}(r) \times \mathcal{B}(G) \), \( j \in \mathbb{N} \) such that \( y_j \in F^*_j \) and

\[
d_y(y_j) = d_{F^*_j}(g_j) > d_{F^*_{j+1}}(g_{j+1}) = d_{g_{j+1}}(y_{j+1}) > 0.
\]

Since \( d_y(y_j) \) is a discrete decreasing sequence in \( \mathbb{R}_{\geq 0} \), for sufficiently large \( j \), \( d_y(y_j) = 0 \) (see the proof of [9] Theorem 4.1.4-(1)).

**Case 3** \( 0 \leq s \leq t \).

If \( t = s \), it is done.

Now, suppose that \( t > s \). Then, \( g \in G_{y,s} \cap U G_{y,s}^+ \). We claim that there is a finite set \( \{i\} \) such that

\[
1_{gG_{y,r}} = \sum c_i 1_{g_i G_{x,s}} \quad \text{mod } \mathcal{H}
\]

with \( c_i \in \mathbb{Z}[\frac{1}{p}] \) and \( d(x_i, g_i) > s \).

Let \( F^* \subset \mathcal{B}(G) \) be the generalized \( r \)-facets with \( y \in F^* \). Let \( S \) be maximal maximally \( F \)-split tori in \( G \) so that \( F^* \subset \mathcal{A}(S,F) \). Since \( d(\cdot, g) \) is continuous on \( \mathcal{B}(G) \), for fixed \( g \in G \), \( d(\cdot, g) \) attains its maximum on \( \overline{F}^* \) since the image of \( \overline{F}^* \) in the reduced building is compact. That is, there is \( s \in \mathbb{R}_{\geq 0} \) and \( x \in \overline{F}^* \) such that

\[
s = d(x, g) \geq d(w, g)
\]

for all \( w \in \overline{F}^* \).

Since \( x \in \overline{F}^* \), we have \( \mathfrak{g}_{x,r} \subset \mathfrak{g}_{F^*}^+ \subset \mathfrak{g}_{F^*} \subset \mathfrak{g}_{x,r} \). Therefore,

\[
1_{gG_{y,r}} = \sum_{\alpha \in G_{y,r}/G_{x,r}} 1_{g\alpha G_{x,r}}.
\]
Note that each $\alpha \in G_{x,r}$ and $d(x, g) = d(x, ga) = s$.

Now, for each $ga$, we will show that there is a $z_\alpha \in \mathcal{B}(G)$ such that $1_{gaG_{x,s}^+}$ is a linear combination of characteristic functions of the form $1_{gaG_{z_\alpha,s}^+}$ with $ga \in G_{z_\alpha,s}^+$ (see (2) below).

Let $\lambda$ be such that $C_{x,t} = \{0\}$ so that for sufficiently small $\epsilon > 0$, we have (i) $vG_{x,s}^+ \subset C_{x+t,\lambda,s}^+$ and (ii) $vG_{x,s}^+ \subset G_{x,\lambda,s}(v'/G_{x,r}^+)$ for any $v' \in G_{x,s}^+$. Fix $\epsilon$ satisfying (i) and (ii). Write $z = x + \epsilon \lambda$. Let

$$a := \{h(v)h^{-1}(v)^{-1} \mid h \in G_{x,(r-s)/(r-s)}\}G_{x,r}^+.$$

We have $a \subset G_{x,r} \subset G_{x,s}^+$ and $G_{x,s}^+ \subset a$. Then,

$$1_{uG_{x,s}^+} \equiv 1_{vG_{x,s}^+} \equiv c \cdot \sum_{t \in G_{x,(r-s)/G_{x,(r-s)}^+}} 1_{h_{t}^{-1}G_{x,s}^+} \equiv c \cdot 1_{v-a} \equiv c \cdot \sum_{\beta \in a/G_{x,s}^+} 1_{v\beta G_{x,s}^+} \mod [\mathcal{H}, \mathcal{H}],$$

where $c = (\mathcal{Z}(G_{x,(r-s)}^+/G_{x,(r-s)}^+))^{-1} \in \mathbb{Z}[1/2]$. For all $\beta \in a$, we have $1_{v\beta G_{x,s}^+} \in C'_{G_{x,s}^+}G_{x,s}^+$, and the claim is now proved.

Now one can repeat the process for $1_{gG_{x,s}^+}$ in (1) until each coset satisfy $d(g_i) = d(x_i, g_i) \geq r$. This is a finite process as in the proof of [9, Theorem 4.1.4-(1)]. We omit the details.

**Remarks 3.3.2.** We observe the following: Suppose $gG_{y,t}^+$ satisfies $t := d(g) = d(y, g)$. Then, $y \in \mathcal{B}(G')$ where $G' = C_{G}(\gamma)$. Write $g = \gamma \cdot u$ such that $\gamma$ is a $G$-good mod center element and $u \in G'_{d(\gamma)+}$ (see Corollary 2.5.3). Then,

1. $d(g) = d(\gamma) = d(y, g) = d(y, \gamma)$,
2. $y \in \mathcal{B}(G', F)$,
3. $\gamma \in ZG'_{y,t}$, $u \in G'_{y,t} \cap G'_{t}^+$,
4. $1_{gG_{y,t}^+} \in C_C((\gamma \cdot (G'_{y,t} \cap G'_{t}^+)G_{y,t})/G_{y,t}^+)$.\]

The first equality $d(g) = d(\gamma)$ follows from Lemma 2.3.4. (2) is Lemma 2.3.1 and (3) is Corollary 2.3.5.

The following is a corollary of Proposition 3.3.1.

**Corollary 3.3.3.** $\overline{\mathcal{H}_{y,t}^{G_{y,t}^+}} = \bigoplus_{\gamma \in Z} \overline{\mathcal{H}_{y,t}^{G_{y,t}^+}}_{G_{y,t}^+}$.

**Proof.** It follows from Corollary 2.5.3 Proposition 3.3.1 and Lemma 1.2.3.

**3.4. Descent via induction.**

**Proposition 3.4.1.** Let $\gamma = \gamma_z \gamma_1$ be a $G$-good mod center element of depth $t \geq 0$, where $\gamma_z \in Z(G)$ and $\gamma_1$ is $G$-good of depth $t$. Let $s \in \mathbb{R}$ with $s > t$. We set $G' = C_G(\gamma)$. Then the map $1_{hG_{x,s}^+} \mapsto \overline{uG_{x,s}^+} \gamma hG_{x,s}^+$ for $x \in \mathcal{B}(G')$ and $h \in G'_{x,t} \cap G'_{t}^+$ induces a well-defined map

$$\overline{1_{\gamma_z} : \mathcal{H}_{s}^{G_{x,s}^+} \rightarrow \mathcal{H}_{s}^{G_{x,s}^+}(\gamma_z)}.$$
Moreover, for any \( s' \in \mathbb{R} \) with \( s' \geq s \), we have the following commutative diagram

\[ \begin{array}{ccc}
\mathcal{H}_{t,s}^{G'_s,b} & \xrightarrow{\gamma_{s'}} & \mathcal{H}_s^G \\
\downarrow & & \downarrow \\
\mathcal{H}_{t,s'}^{G'_s,b} & \xrightarrow{\gamma_{s'}} & \mathcal{H}_s^G.
\end{array} \]

**Remark 3.4.2.** Note that the elements \( 1_{hG'_x,s} \) for \( x \in \mathcal{B}(\gamma) \) and \( h \in G'_x \cap G'_t \) are not linearly independent in \( \mathcal{H} \). Thus the map \( 1_{hG'_x,s} \mapsto \mu_G(G'_x,s) \) \( 1_{\gamma hG'_x,s} \) may not give a well-defined map from \( \mathcal{H}_{t,s}^{G'_s,b} \) to \( \mathcal{H}_s^G \). However, we will see that it induces a well-defined map on the cocenter.

**Proof of Proposition 3.4.1.** Let \( x \in \mathcal{B}(\gamma) \) and \( h \in G'_x \cap G'_t \). Let \( \epsilon = s - t \). By Lemma 2.3.2, for any \( k \in G_{x,s} \), there exists \( g \in G_{x,t} \) such that \( g(\gamma h k) \in \gamma hG'_x,S \). Note that \( (G_{x,\epsilon}, G'_{x,s}) \subset G_{x,s+\epsilon} \). Then \( G'_{x,s} \) \( G_{x,s+\epsilon} \) is a subgroup of \( G \) and \( \gamma(\gamma hG'_x,G_{x,s+\epsilon}) = G'_{x,s} \). We have \( \gamma(\gamma hG'_x,G_{x,s+\epsilon}) = \gamma hG'_x,G_{x,s+\epsilon} \)

\[ 1_{\gamma hG'_x,G_{x,s+\epsilon}} \equiv 1_{\gamma hG'_x,G_{x,s+\epsilon}} \mod [\mathcal{H}, \mathcal{H}]. \]

Similarly, for any \( n \in \mathbb{N} \) and \( k \in G_{x,s+n\epsilon} \), we may write \( G'_{x,s} = \bigcup hG'_{x,s+n\epsilon} \) for \( h \in G'_{x,s+n\epsilon} \). Since \( G'_{x,s+n\epsilon} \subset G_{x,s+n\epsilon} \), we have \( hG'_{x,s} = \bigcup hG'_{x,s+n\epsilon} \). By Lemma 2.3.2, there exists \( g \in G_{x,(n+1)\epsilon} \) such that \( g(\gamma hG'_x) \in \gamma hG'_{x,s+n\epsilon} \). Then \( G'_{x,s+n\epsilon} \subset G_{x,s+(2n+1)\epsilon} \) is a subgroup of \( G \) and \( \gamma(\gamma hG'_x,G_{x,s+(2n+1)\epsilon}) = G'_{x,s+n\epsilon} \). We have \( \gamma(\gamma hG'_x,G_{x,s+(2n+1)\epsilon}) = \gamma hG'_x,G_{x,s+(2n+1)\epsilon} \)

\[ 1_{\gamma hG'_x,G_{x,s+(2n+1)\epsilon}} = \sum_l 1_{\gamma h_l G'_{x,s+n\epsilon}} G_{x,s+(2n+1)\epsilon} \]

\[ \equiv \sum_l 1_{\gamma h_l G'_{x,s+n\epsilon}} G_{x,s+(2n+1)\epsilon} \]

\[ 1_{\gamma hG'_x,G_{x,s+(2n+1)\epsilon}} \mod [\mathcal{H}, \mathcal{H}]. \]

In particular, we have

\[ 1_{\gamma hG'_x} \equiv \frac{\mu_G(G_{x,s})}{\mu_G(G'_{x,s} G_{x,s+\epsilon})} 1_{\gamma hG'_x,G_{x,s+\epsilon}} \equiv \cdots \]

\[ \equiv \frac{\mu_G(G_{x,s})}{\mu_G(G'_{x,s} G_{x,s+(2n+1)\epsilon})} 1_{\gamma hG'_x,G_{x,s+(2n+1)\epsilon}} \mod [\mathcal{H}, \mathcal{H}]. \]

Moreover, for any open compact subgroup \( K \) with \( G_{x,s+(2n+1)\epsilon} \subset K \subset G_{x,s+n\epsilon} \), we have \( 1_{\gamma hG'_x,K} \equiv \frac{\mu_G(G_{x,s} K)}{\mu_G(G'_{x,s} G_{x,s+(2n+1)\epsilon})} 1_{\gamma hG'_x,G_{x,s+(2n+1)\epsilon}} \mod [\mathcal{H}, \mathcal{H}] \) and hence

\[ 1_{\gamma hG'_x} \equiv \frac{\mu_G(G_{x,s})}{\mu_G(G'_{x,s} K)} 1_{\gamma hG'_x,K} \mod [\mathcal{H}, \mathcal{H}]. \]

Now suppose that \( \sum_i a_i 1_{hG'_{x_i,s}} = 0 \in \mathcal{H}_{t,s}^{G'_s,b} \). We may choose a sufficiently large \( n \in \mathbb{N} \) such that the subgroup generated by \( G_{x_i,s+(2n+1)\epsilon} \) for all \( i \) is contained in \( K := \).
\[ \sum \text{mapped to} \]

Let \( G \), then \( G_{x, s + (2n + 1)e} \subset K \subset G_{x, s + ne} \) for all \( i \). By definition, \( \sum a_i 1_{h_i G_{x, s}} \) is mapped to \( \sum a_i \frac{\mu_{G'}(G'_{x, s})}{\mu_G(G_{x, s})} 1_{h_i G_{x, s}} \). By (a),

\[
\sum a_i \frac{\mu_{G'}(G'_{x, s})}{\mu_G(G_{x, s})} 1_{h_i G_{x, s}} \equiv \sum a_i \frac{\mu_{G'}(G'_{x, s})}{\mu_G(G'_{x, s}K)} 1_{h_i G'_{x, s}} K \mod [\mathcal{H}, \mathcal{K}].
\]

Note that \( \frac{\mu_{G'}(G'_{x, s})}{\mu_G(G_{x, s})} = \frac{\mu_{G'}(G' \cap K)}{\mu_G(K)} \) for all \( i \). Moreover, we have \( \sum a_i 1_{h_i G'_{x, s}} = 0 \) as \( \sum a_i 1_{h_i G_{x, s}} = 0 \). Therefore, under the map in the proposition, the image of \( \sum a_i 1_{h_i G_{x, s}} \) equals to 0. Hence it gives a well-defined map from \( i_{\gamma, s} : \mathcal{H}_{t, s}^{G', b} \to \mathcal{H}_{t, s}^G \).

Now let \( \epsilon' = s' - t \). Let \( f \in \mathcal{H}_{t, s}^{G', b} \subset \mathcal{H}_{t, s}^{G', b} \). We show that \( i_{\gamma, s}(f) = i_{\gamma, s'}(f) \).

Suppose that \( f = \sum a_i 1_{h_i G'_{x, i}} \). We choose an open compact subgroup \( K \) such that there exists \( n, n' \in \mathbb{N} \) with \( G_{x, i} + (2n + 1)e \subset K \subset G_{x, i} + ne \) and \( G_{x, i} + (2n' + 1)e \subset K \subset G_{x, i} + n'e \) for all \( i \). By (a), we have that

\[
i_{\gamma, s}(f) \equiv \sum a_i \frac{\mu_{G'}(G' \cap K)}{\mu_{G}(K)} 1_{h_i G'_{x, i}} K \mod [\mathcal{H}, \mathcal{K}].
\]

We may write \( f = \sum a_i 1_{h_i G'_{x, i}} \). By Lemma 1.2.17, \( f = \sum_i (f_i - g_i f_i) \), where \( f_i \in \mathcal{H}(G') \) with support in \( G'_{x, i} \) and \( g_i \in G' \). Let \( s' \in \mathbb{R} \) with \( s' \geq s \) and that \( f_i \in \mathcal{H}_{t, s'}^{G', b} \) for all \( i \). Then \( i_{\gamma, s}(f) = i_{\gamma, s'}(f) \). It remains to prove that for any \( f' \in \mathcal{H}_{t, s'}^{G', b} \) and \( g \in G' \), we have \( i_{\gamma, s'}(f') = i_{\gamma, s'}(g f') \).

It suffices to consider the case where \( f = 1_{h G'_{x, i}} \), where \( x \in \mathcal{B}(\gamma) \) and \( h \in G'_{x, i} \cap G'_{x} \).

By definition,

\[
i_{\gamma, s'}(1_{h G'_{x, i}}) \equiv i_{\gamma, s'}(1_{gh^{-1} G'_{x, i}}) = \frac{\mu_{G'}(G'_{x, i})}{\mu_{G}(G_{x, i})} 1_{gh^{-1} G_{x, i}} \equiv \frac{\mu_{G'}(G'_{x, i})}{\mu_{G}(G_{x, i})} 1_{h G'_{x, i}} \equiv i_{\gamma, s'}(1_{h G'_{x, i}}) \mod [\mathcal{H}, \mathcal{K}].
\]

This finishes the proof.

**Theorem 3.4.3.** Let \( \gamma \in G_{x, s}^{G} \cap G_{x, s}^{G} \) with a good product \( \gamma = \gamma_1 \gamma_b \cdots \gamma_k \gamma_i \), where each \( \gamma_b \) is \( G \)-good of depth \( b_i \) and \( b_1 < b_2 < \cdots < b_k \leq r \). Then the map \( 1_{h H_{x, r}^+} \mapsto \frac{\mu_{G}(H_{x, r}^+)}{\mu_{G}(G_{x, s}^+)} 1_{\gamma \subset H_{x, r}^+} \) for \( x \in \mathcal{B}(\gamma_{x, r}) \) and \( h \in H_{x, r}^+ \cap H_{r}^+ \) induces a well-defined map

\[
i_{\gamma, r} : \mathcal{H}_{r, r}^{H, b} \to \mathcal{H}_{b_1, b_1}^{G}(\gamma).\]
In particular, the map \( \tilde{\gamma}_{r,r^+} \) is independent of the good product expression \( \gamma = \gamma_1 \gamma_2 \cdots \gamma_k \gamma^+ \).

**Proof.** Without loss of generality, we may assume \( \gamma = \gamma_{\leq r} \). Set \( H^i = C_G(\gamma_1 \gamma_2 \cdots \gamma_k) \). Then by Proposition 3.4.1 we have well-defined maps

\[
\tilde{\gamma}^{H^{k-1}}_{\gamma_{b_{k-1}}r^+} : \mathcal{H}^{H^{k-1}}_{b_{k-1},r^+} \rightarrow \mathcal{H}^{H^{k-1}}_{b_{k-1},r^+},
\]

As \( b_{i+1} < b_i \) for any \( i \), we have that \( \mathcal{H}^{H^i}_{b_{i+1},r^+} \subset \mathcal{H}^{H^i}_{b_{i+1},r^+} \). Set \( \tilde{\gamma}_{\gamma_1 \gamma_2 \cdots \gamma_k r^+} = \tilde{\gamma}_{\gamma_1 r^+} \circ \cdots \circ \tilde{\gamma}_{\gamma_{k-1} r^+} \). This is a well-defined map from \( \mathcal{H}^{H^i}_{b_{k-1},r^+} \) to \( \mathcal{H}^{G}_{b_{k-1},r^+} \). In particular, we have \( \tilde{\gamma}_{r,r^+} : \mathcal{H}^{G}_{r^+} \rightarrow \mathcal{H}^{G}_{b_{k-1},r^+} \). For any \( x \in \mathcal{B}(\gamma_{\leq r}) \) and \( h \in H^\gamma_{\gamma_{1},r} \cap H^\gamma_{\gamma_{k},r^+} \). By definition,

\[
\tilde{\gamma}_{\gamma_1 \gamma_2 \cdots \gamma_{k-1},r^+}(\mathbb{I}_{H^\gamma_{\gamma_{1},r^+}}) = \tilde{\gamma}_{\gamma_2 \cdots \gamma_{k-1},r^+} \left( \frac{\mu_{H^\gamma_{\gamma_1, r^+}}(H^\gamma_{\gamma_{1},r^+})}{\mu_{H^{k-1}}(H^\gamma_{\gamma_{1},r^+})} \mathbb{I}_{H^\gamma_{\gamma_{1},r^+}} \right).
\]

Thus the map \( \tilde{\gamma}_{\gamma_1 \gamma_2 \cdots \gamma_{k-1},r^+} \) only depends on \( \gamma \). This finishes the proof. \( \square \)

**Proof of Theorem 7.4.2** We have shown in Corollary 3.3.3 that \( \mathcal{H}^{G}_{r^+} = \bigoplus_{\gamma_{\leq r}} \mathcal{H}^{H^\gamma}_{r^+} \).

Let \( \gamma_{\leq r} \gamma_{b_1} \) be a \( G \)-good mod center element and \( \mathbb{I}_{H^1_{g, r^+}} \in \mathcal{H}^{G}_{r^+} \). By Proposition 3.4.1 \( \tilde{\gamma}_{\gamma_{b_1},r^+} : \mathcal{H}^{H^1}_{b_1,r^+} \rightarrow \mathcal{H}^{G}_{r^+} \) where \( H^1 = C_G(\gamma_{\leq r} \gamma_{b_1}) \) is a well-defined surjective map. Write \( g = \gamma_{\leq r} \gamma_{b_1} u_1 \) where \( u_1 \in H^1_{g, b_1} \cap H^1_{b_1} \). Then, \( \mathbb{I}_{H^1_{g, r^+}} = \sum_j c_j \mathbb{I}_{H^1_{b_j, r^+}} \) for some \( H^1 \)-good elements \( \gamma_{b_j} \) of depth \( b_2 > b_1, y_2 \in \mathcal{B}(H^{2j}) \) where \( H^{2j} = C^{H^1}(\gamma_{b_j}) \), \( c_j \in \mathbb{Z}_{\mathbb{Q}} \) and \( u_{2j} \in H^j_{y_{2j}, b_j} \cap H^j_{b_j} \). Note that there are constants \( c_j' \in \mathbb{Z}_{\mathbb{Q}} \) such that

\[
\sum_j c_j' \cdot \mathbb{I}_{H^{2j}_{y_{2j}, r^+}} \rightarrow \sum_j c_j' \cdot \mathbb{I}_{H^{2j}_{b_{2j}, y_{2j}, r^+}} \rightarrow \mathbb{I}_{g \gamma_{\leq r} \gamma_{b_1} u_2 H^{2j}_{y_{2j}, r^+}} \rightarrow \mathbb{I}_{g \gamma_{\leq r} \gamma_{b_1} u_2 H^{2j}_{y_{2j}, r^+}}.
\]

Repeating the process to each summand, \( \mathbb{I}_{H^{2j}_{y_{2j}, r^+}} = \sum_k c_k \cdot \mathbb{I}_{H^{2j}_{y_{2j}, r^+}} \) for some \( H^{2j} \)-good elements \( \gamma_{b_{2j}} \) of depth \( b_{2j} > b_{2j} \), \( y_{2j} \in \mathcal{B}(H^{2j}) \) where \( H^{2j} = C_{H^{2j}}(\gamma_{b_{2j}}) \)
and \( u_{2jk} \in H^{2jk}_{y_{2jk}, b_{2jk}} \cap H^{2jk}_{b_{1jk}} \). Now

\[
\sum_k \sum_j C_{jk} \cdot \mathbb{1}_{\gamma_{2jk} u_{2jk} H^{1}_{y_{2jk}, r^+}} \rightarrow \sum_j C_j \cdot \mathbb{1}_{\gamma_{2jk} \gamma_{2jk} u_{2jk} H^{1}_{y_{2jk}, r^+}}
\]

\[
\mathbb{1}_{\gamma_{2j1} r^+} \rightarrow C_j \cdot \mathbb{1}_{\gamma_{2jk} \gamma_{2jk} u_{2jk} G_{y_{2jk}, r^+}} \equiv \mathbb{1}_{y G_{y, r^+}} \mod [\mathcal{H}, \mathcal{H}].
\]

Setting \( b_i \) to be the min of depths appearing in summands in each \( i \)-th step. One can repeat the process until \( b_i > r \). This is a finite step since \( b_i \) forms an increasing discrete sequence. Now, we proved that

\[
\mathcal{H}^{\text{ig}} \subset \sum_{[\gamma] \in S_r} \mathcal{H}^{C_G(\gamma), \gamma} \subset \sum_{[\gamma] \in S_r} \mathcal{H}^{G, \gamma} \subset \sum_{[\gamma] \in S_r} \mathcal{H}^{+} (G(\gamma H^+)) \subset \mathcal{H}^{\text{ig}}.
\]

Therefore all the inclusions above are in fact equalities and for any \([\gamma] \in S_r\), we have

\[
\mathcal{H}^{+} (G(\gamma H^+)) = \mathcal{H}^{G, \gamma} \subset \mathcal{H}^{+} (G(\gamma H^+)).
\]

Also \( \mathcal{H}^{\text{ig}} = \sum_{[\gamma] \in S_r} \mathcal{H}^{+} (G(\gamma H^+)). \) By Lemma 1.2.3 this is a direct sum. \( \square \)

As shown in the proof, we have the following description of \( \mathcal{H}^{+} (G(\gamma H^+)) \).

**Corollary 3.4.4.** Let \( \mathcal{H}^{+} \) be as in Theorem 3.4.3 Then, \( \mathcal{H}^{+} (G(\gamma H^+)) = \mathcal{H}^{G, \gamma}. \)

4. Jordan Decomposition of \( \mathcal{H}^{\text{ig}} \)

4.1. The cosets \( I^u_r \) and \( I^d_r \). Following [8][9], we set

\[
I_r(G) = \{(F^*, X); F^* \text{ is a generalized } r \text{-facet of } G, X \in G^{F^*}_{r^+, t^+}\},
\]

\[
I^u_r(G) = \{(F^*, X) \in I_r(G); X \subset G^{r+}\text{ for some unipotent element } u \in G^{F^*}\}.
\]

By [2] Corollary 3.7.10, \( I^u_r(G) = \{(F^*, X) \in I_r(G); X \subset G^{r+}\} \).

By [8] Definition 5.3.4], under Hypotheses (DB), to each pair \((F^*, X) \in I^u_r(G)\), there exists a unique unipotent conjugacy class of minimal dimension which intersects \( X \). We denote this unipotent conjugacy class by \( \mathcal{O}(F^*, X) \).

Finally, we define the distinguished cosets \( I^d_r(G) \subset I^u_r(G) \) as in [8] Definition 5.5.1] and the equivalence relation \( \sim \) as in [8] Definition 3.6.2]. By [8] Theorem 5.6.1], under Hypotheses (DB), the map \((F^*, X) \mapsto \mathcal{O}(F^*, X)\) gives a bijection between \( I^d_r(G)/\sim \) and the set \( Cl^u(G) \) of unipotent conjugacy classes of \( G \).

We first prove that

**Proposition 4.1.1.** Suppose Hypotheses (DB) and Hypothesis [8] hold. Then \( \mathcal{H}^{G, \gamma} \) is a free \( \mathbb{Z}[\frac{1}{p}] \)-module with basis \( \mathbb{1}_{(F^*, X)} \), where \((F^*, X)\) runs over representatives in \( I^d_r(G)/\sim \).

We adapt the strategy of [9] §2. While the invariant distributions (with complex coefficients) are considered in [9], here we consider the cocenter of \( \mathcal{H} \) and need to work the coefficients in \( \mathbb{Z}[\frac{1}{p}] \).
Lemma 4.1.2. Let $\mathcal{O}$ be a unipotent conjugacy class of $G$ and $(F_1^*, X_1), (F_2^*, X_2) \in I^u_\mathcal{O}(G)$ are two pairs associated to $\mathcal{O}$ (i.e., $\mathcal{O} = \mathcal{O}(F_1^*, X_1) = \mathcal{O}(F_2^*, X_2)$) such that $F_2^* \subset F_1^*$ and $X_2 \subset X_1$. Then in $\mathcal{H}$, we have

$$1_{X_1} \in p^n 1_{X_2} + \sum_{(F^*, X) \in I^u_\mathcal{O}(G) \text{ with } \mathcal{O}(F^*, X) > 0} \mathbb{Z} \left[ \frac{1}{p} \right] 1_X + [\mathcal{H}, \mathcal{H}] \text{ for some } n \in \mathbb{N}.$$ 

Proof. We follow the argument in [9, Lemma 2.6.2], almost verbatim. We have that

$$G^+_{F_2^*} \subset G^+_{F_1^*} \subset G_{F_1^*}.$$ 

We write $1_{X_1}$ as

$$1_{X_1} = \sum_{Y \in X_1/G^+_{F_2^*}} 1_Y.$$ 

Let $Y \in X_1/G^+_{F_2^*}$. Then $Y \subset X_1 \subset G_{F^*}$. By [8, Corollary 5.2.5], we have $\mathcal{O}(F_2^*, Y) \geq \mathcal{O}(F_2^*, X)$. The case where $\mathcal{O}(F_2^*, Y) > \mathcal{O} = \mathcal{O}(F_2^*, X)$ is obvious. It remains to consider the case where $\mathcal{O}(F_2^*, Y) = \mathcal{O} = \mathcal{O}(F_2^*, X)$. By [8, Lemma 3.2.17], there exists $x \in F_1^*$ so that $G_x \subset \text{Stab}_G(F_2^*)$. By [8, Corollary 5.2.3], we have $Y = \mathcal{O}(x, X_2)$ for some $g \in G^+_x$, where $g \in F^*$. In particular, $1_Y \equiv 1_{X_2} \mod [\mathcal{H}, \mathcal{H}]$. Set $\Gamma = \{Y \in X_1/G^+_{F_2^*} : \mathcal{O}(F_2^*, Y) = \mathcal{O} \}$. Then $G^+_x$ acts transitively on $\Gamma$. Since $G^+_x$ is a pro-$p$ group, the cardinality of $\Gamma$ is a power of $p$. The statement is proved.

The following results easily from Lemma 4.1.2 and the definition of $\sim$ (see the proof of [9, Lemma 2.6.5]).

Corollary 4.1.3. Let $(F_1^*, X_1), (F_2^*, X_2) \in I^u_\mathcal{O}(G)$ with $(F_1^*, X_1) \sim (F_2^*, X_2)$. Then

$$1_{X_1} \in p^n 1_{X_2} + \sum_{(F^*, X) \in I^u_\mathcal{O}(G) \text{ with } \mathcal{O}(F^*, X) > 0} \mathbb{Z} \left[ \frac{1}{p} \right] 1_X + [\mathcal{H}, \mathcal{H}] \text{ for some } n \in \mathbb{Z}.$$ 

Proof of Proposition 4.1.1. Note that $\mathcal{R}^\mathcal{O}_{[\mathcal{H}]}$ is spanned by $1_{(F^*, X)}$ for $(F^*, X) \in I^u_\mathcal{O}(G)$. By definition, for any $(F^*, X) \in I^u_\mathcal{O}(G)$, there exists $(F_1^*, X_1) \in I^u_\mathcal{O}(G)$ such that $F^* \subset F_1^*$ and $X \subset X_1$. By Lemma 4.1.2, given a unipotent conjugacy class $\mathcal{O}$, for any $(F^*, X) \in I^u_\mathcal{O}(G)$ with $\mathcal{O}(F^*, X) = \mathcal{O}$, the element $1_{(F^*, X)}$ in $\mathcal{R}$ is spanned by $1_{(F_1^*, X_1)}$, where $(F_1^*, X_1) \in I^u_\mathcal{O}(G)$ with $\mathcal{O}(F_1^*, X_1) = \mathcal{O}$ and $(F^*, X') \in I^u_\mathcal{O}(G)$ with $\mathcal{O}(F^*, X') > \mathcal{O}$. Here, we denote $1_X$ by $1_{(F^*, X)}$ for clarity.

By Corollary 4.1.3, it suffices to use any representative $(F_1^*, X_1) \in I^u_\mathcal{O}(G)/\sim$ with $\mathcal{O}(F_1^*, X_1) = \mathcal{O}$ instead of all the distinguished cosets associated to $\mathcal{O}$.

By Hypotheses (DB), there are only finitely many unipotent conjugacy classes. Hence by induction, $1_{(F^*, X)}$ is spanned by $1_{(F^*, X')}$, where $(F^*, X')$ runs over representatives in $I^u_\mathcal{O}(G)/\sim$ with $\mathcal{O}(F^*, X') \geq \mathcal{O}$. In particular, $\mathcal{R}^\mathcal{O}_{[\mathcal{H}]}$ is spanned by $1_{(F^*, X')}$, where $(F^*, X')$ runs over representatives in $I^u_\mathcal{O}(G)/\sim$.

Now we choose a set of representatives $(F^*, X')$ of $I^u_\mathcal{O}(G)/\sim$. It remains to show that the elements $1_{(F^*, X')}$ are linearly independent over $\mathbb{Z}[\frac{1}{p}]$. Suppose that

$$\sum a_{(F^*, X')}(F^*, X') \equiv 0 \text{ in } \mathcal{R}$$

with $a_{(F^*, X')} \in \mathbb{Z}[\frac{1}{p}] \subset \mathbb{C}$. We regard $\sum a_{(F^*, X')} 1_{(F^*, X')}$ as the zero element in $\mathcal{R}_C$. Suppose that not all the coefficients $a_{(F^*, X')}$ are 0. Let $\mathcal{O}$ be a minimal unipotent conjugacy class such that $\mathcal{O} = \mathcal{O}(F^*, X')$ for some $(F_1^*, X_1)$ with
unipotent conjugacy classes of $H^\gamma$. Suppose that not all $\gamma \in \mathcal{S}_r$. Then for any $[\gamma] \in \mathcal{S}_r$, the group $H^\gamma$ acts naturally on $I^\gamma_1/(H^\gamma)$. The group $H^\gamma$ acts naturally on $I^\gamma_1/(H^\gamma)$ and the quotient set is $I^\gamma_1/(H^\gamma)$. The group $H^\gamma$ acts naturally on $I^\gamma_1/(H^\gamma)$ and the quotient set is $I^\gamma_1/(H^\gamma)$. The group $H^\gamma$ acts naturally on $I^\gamma_1/(H^\gamma)$ and the quotient set is $I^\gamma_1/(H^\gamma)$.

On the other hand, let $Cl^\mu(H)$ be the set of unipotent conjugacy classes of $H$ and $Cl^\nu(H^\gamma)$ be the set of unipotent conjugacy classes of $H^\gamma$. Under Hypothesis $\mathbb{H}$, the natural map $Cl^\mu(H^\gamma) \to Cl^\mu(H)$ is surjective. The group $H^\gamma$ acts naturally on $Cl^\mu(H^\gamma)$ and the quotient set is $I^\mu_1/(H^\gamma)$. The group $H^\gamma$ acts naturally on $Cl^\mu(H^\gamma)$ and the quotient set is $I^\mu_1/(H^\gamma)$. The group $H^\gamma$ acts naturally on $Cl^\mu(H^\gamma)$ and the quotient set is $I^\mu_1/(H^\gamma)$. The group $H^\gamma$ acts naturally on $Cl^\mu(H^\gamma)$ and the quotient set is $I^\mu_1/(H^\gamma)$.

It is easy to see that the map $I^\mu_1/(H^\gamma)/\sim \to Cl^\mu(H^\gamma)$ given by $(F^\gamma, X) \mapsto 0(F^\gamma, X)$ is $H^\gamma/H^\gamma$-equivariant. Thus it leads to a map $I^\mu_1/(H^\gamma)/\sim \to Cl^\mu(H)$. Combining this with the result in $[2]$, under Hypotheses (DB) and Hypothesis $\mathbb{H}$, this map is bijective.

Now we come to the main result of this section.

**Theorem 4.2.1.** Suppose Hypotheses (DB), Hypothesis $\mathbb{H}$ and Hypothesis $\mathbb{B}$ hold. Then for any $[\gamma] \in \mathcal{S}_r$,

1. $\overline{\mathcal{H}}_{r,\gamma}^{\mathcal{F}_r}$ is a free $\mathbb{Z}[\frac{1}{p}]$-module with basis $\mathbf{1}_{(F^\gamma, X)}$, where $(F^\gamma, X)$ runs over representatives in $I^\mu_1/(H^\gamma)/\sim$.

2. The map $\tilde{\gamma}_{r,\gamma} : \overline{\mathcal{H}}_{r,\gamma}^{\mathcal{F}_r} \to \overline{\mathcal{H}}_{[\gamma]}$ defined in Theorem 3.4.3 is a $\mathbb{Z}[\frac{1}{p}]$-linear isomorphism.

**Proof.** Without loss of generality, we assume $\gamma = \gamma_{< r}$.

By definition, if $h \in H^\gamma$, then for any $(F^\gamma, X) \in I^\mu_1/(H^\gamma)$, we have $\mathbf{1}_{(F^\gamma, X)} \equiv \mathbf{1}_{(hF^\gamma, hX)} \mod [\mathcal{H}^\gamma, \mathcal{H}^\gamma]$. We choose a set of representatives $(F^\gamma, X)$ in $I^\mu_1/(H^\gamma)/\sim$. Similar to the argument of Proposition 4.1.1, $\overline{\mathcal{H}}_{r,\gamma}^{\mathcal{F}_r}$ is spanned by $\mathbf{1}_{(F^\gamma, X)}$. By Corollary 3.4.4,

$\tilde{\gamma}_{r,\gamma}(\overline{\mathcal{H}}_{r,\gamma}^{\mathcal{F}_r}) = \overline{\mathcal{H}}_{[\gamma]}^{\mathcal{F}_r}$.

Now suppose that $\tilde{\gamma}_{r,\gamma}(\sum a_{(F^\gamma, X)} \mathbf{1}_{(F^\gamma, X)}) \equiv 0 \mod \overline{\mathcal{H}}_{[\gamma]}$, here $a_{(F^\gamma, X)} \in \mathbb{Z}[\frac{1}{p}] \subset \mathbb{C}$. We regard $\tilde{\gamma}_{r,\gamma}(\sum a_{(F^\gamma, X)} \mathbf{1}_{(F^\gamma, X)})$ as the zero element in $\overline{\mathcal{H}}_{[\gamma]}$. Suppose that not all the coefficients $a_{(F^\gamma, X)}$ are 0. Let $\mathcal{O}$ be a minimal unipotent conjugacy of $H^\gamma$ such that there exists $(F^\gamma, X)$ in the chosen set of representatives with $\mathcal{O}(F^\gamma, X) = \mathcal{O}$ and $a_{(F^\gamma, X)} \neq 0$.

By Lemma 2.3.3, the map $g \mapsto \gamma g$ induces an injective map from the set of conjugacy classes of $H^\gamma$ to the set of conjugacy classes of $G$. Let $\mathcal{O}'$ be the conjugacy class of $G$ that contains $\gamma \mathcal{O}$. Note that the support of $\tilde{\gamma}_{r,\gamma}(\mathbf{1}_{(F^\gamma, X)})$ is contained in $G X$. Let
For any element \((F^*, X')\) in our chosen set, if \((F^*, X') \neq (F^*, X)\), then 
\[
O_{\gamma u}(\tilde{t}_{\gamma, r^+}(a_{(F^*, X')1}(F^*, X'))) = 0.
\]
Then
\[
0 = O_{\gamma u}(\tilde{t}_{\gamma, r^+}(a_{(F^*, X)1}(F^*, X'))) + \sum_{(F^*, X') \neq (F^*, X)} O_{\gamma u}(\tilde{t}_{\gamma, r^+}(a_{(F^*, X')1}(F^*, X')))
\]
\[
= a_{(F^*, X)1}O_{\gamma u}(\tilde{t}_{\gamma, r^+}(1_{(F^*, X')})).
\]

This is a contradiction as \(a_{(F^*, X)} \neq 0\) and \(O_{\gamma u}(\tilde{t}_{\gamma, r^+}(1_{(F^*, X')}))\) is a nonzero number in \(\mathbb{C}\). Therefore the set \(1_{(F^*, X')}\) is linearly independent and the map \(\tilde{t}_{\gamma, r^+}\) is injective. □

**Corollary 4.2.2.** Suppose Hypotheses in \([2,2]\) hold. Then \(\overline{H}_{r^+}^{\text{rig}}\) is a free \(\mathbb{Z}[-1/p]\)-module.

If moreover \(G\) is semisimple, then the rank of \(\overline{H}_{r^+}^{\text{rig}}\) is \(\sum_{[\gamma] \in \mathcal{S}_r} \# \text{Cl}^u(H^\gamma)\).

**4.3. Application to invariant distributions.** For any compact subset \(X\) of \(G\), we denote by \(J(X)\) the space of complex-valued invariant distributions of \(G\) with support in \(G X\). Similarly, we write \(\overline{H}(X), \overline{H}(X)_{r^+, \mathbb{C}}\) for \(\overline{H}(\mathcal{O}X), \overline{H}(\mathcal{O}X)_{r^+, \mathbb{C}}\) etc. for simplicity.

Now we discuss some application to the invariant distributions. We first recall Theorem 3.1 in the introduction and give a proof of it.

**Theorem 4.3.1.** Suppose Hypotheses in \([2,2]\) hold. The restriction \(J(G) |_{\mathcal{H}_{r^+, \mathbb{C}}}\) has a basis given by the restriction of orbital integrals \(O_{[\gamma] \leq u} \) to \(\mathcal{H}_{r^+, \mathbb{C}}\), where \([\gamma] \in \mathcal{S}_r\), and \(u\) runs over the representatives of the unipotent conjugacy classes of \(H^\gamma\).

**Proof.** By Theorem 3.1.2 \(\overline{H}_{r^+, \mathbb{C}}^{\text{rig}} = \oplus_{[\gamma] \in \mathcal{S}_r} \overline{H}_{r^+, \mathbb{C}}(\gamma H^\gamma)\) and each subset \(G(\gamma H^\gamma)\) is a \(G\)-domain. We have
\[
J(G) |_{\mathcal{H}_{r^+, \mathbb{C}}} = J(G) |_{\overline{H}_{r^+, \mathbb{C}}^{\text{rig}}} = J(G) |_{\overline{H}_{r^+, \mathbb{C}}^{\text{rig}}} = \oplus_{[\gamma] \in \mathcal{S}_r} J(G) |_{\overline{H}_{r^+, \mathbb{C}}(\gamma H^\gamma)}
\]
\[
= \oplus_{[\gamma] \in \mathcal{S}_r} \overline{H}_{r^+, \mathbb{C}}(\gamma H^\gamma)^\ast.
\]

For any \([\gamma], [\gamma'] \in \mathcal{S}_r\) with \([\gamma'] \neq [\gamma]\), by Proposition 2.5.2 we have \(G(\gamma H^\gamma') \cap G(\gamma' H^\gamma) = \emptyset\) and hence for any unipotent element \(u \in H^\gamma\), \(O_{[\gamma] \leq u}(\overline{H}_{r^+, \mathbb{C}}(\gamma H^\gamma')) = 0\).

Now we fix an equivalence class \([\gamma] \in \mathcal{S}_r\) and an element \(\gamma_{\leq r^+}\). By the proof of Theorem 4.2.1 (2), the dimension of \(\overline{H}_{r^+, \mathbb{C}}(\gamma H^\gamma)\) equals to the number of unipotent conjugacy classes of \(H^\gamma\) and the orbital integrals \(O_{[\gamma] \leq u}, u\) runs over representatives of the unipotent conjugacy classes of \(H^\gamma\), form a basis of linear functions on \(\overline{H}_{r^+, \mathbb{C}}(\gamma H^\gamma)\). The theorem is proved. □

**4.4.** Finally, we explain how Theorem 4.3.1 may be applied to Howe’s conjecture. In [14], Howe conjectured that for any open compact subgroup \(K\) and compact subset \(X\) of \(G\), the restriction \(J(X) |_{\mathcal{H}_{[\mathcal{G}, \mathcal{K}]}(G)}\) is finite dimensional. This is proved by Clozel [7] and by Barbasch and Moy [4]. Another proof is given by the first-named author in [12].

Following [12], we have the Newton decompositions
\[
G = \sqcup_{\nu \in \mathcal{N}} G(\nu) \quad \text{and} \quad G^{\text{rig}} = \sqcup_{\nu \in \mathcal{N}; \mathcal{C}(\nu) = \mathcal{G}} G(\nu),
\]
where \(\mathcal{N}\) is the product of \(\pi_1(G)\) (the Kottwitz factor) and the set of dominant rational coweights of \(G\) (the Newton factor), and \(G(\nu)\) is the corresponding Newton stratum defined in [12], §2.2.

It follows from the definitions of Newton strata and \(r^+\)-equivalence that for semisimple compact-modulo-center elements, if \(\gamma\) and \(\gamma'\) are \(r^+\)-equivalent mod center (for some
r), then γ and γ′ are contained in the same Newton stratum. For ν ∈ ℜ that is central in G, we let $S_{ν,r}$ be the set of $r^+$-equivalence classes of semisimple elements in $G(ν)$. Then we have

$$S_r = \sqcup_{ν ∈ ℜ; C_{G(ν)} = G} S_{ν,r}.$$ 

Based on the approach of [12], the study of the restriction $J(X) |_{β_C(G,K)}$ can be reduced to the study of $J(G(ν)) |_{β_C(G,I_n)}$, where ν ∈ ℜ that is central in $G$ and $I_n$ is the $n$-th congruent subgroup of an Iwahori subgroup of $G$. If $r = n − \epsilon$, where ε is a sufficiently small positive number, then there is an $x$ in the base alcove such that $G_{x,r^+} = I_n$ and $F_{r^+} = C_{G,I_n}$. In this case, $J(G^{rig}) |_{β_{r^+,c}} = J(G^{rig}) |_{β_C(G,I_n)}$.

Let $H(G,I_n; ν)$ be the $Z[1/\ell]$-submodule of $H(G,I_n)$ consisting of functions with support in $G(ν)$ and $H(G,I_n; ν)$ be the image of $H(G,I_n; ν)$ in the cocenter $H^\gamma$. The main result of [12] establishes the Newton decomposition (see [12] Theorem 4.1):

$$H(G,I_n) = \sqcup_{ν ∈ ℜ} H(G,I_n; ν) \quad \text{and} \quad H(G,I_n)^{rig} = \sqcup_{ν ∈ ℜ; C_{G(ν)} = G} H(G,I_n; ν).$$

Combining it with Theorem 4.3.1 we have

**Theorem 4.4.1.** Suppose Hypotheses in [22] hold. Let ν ∈ ℜ such that ν is central in $G$. The restriction $J(G(ν)) |_{β_C(G,I_n)}$ has a basis given by the restriction of orbital integrals $O_{γ,ν,u}$ to $H_C(G,I_n)$, where $[γ] ∈ S_{ν,r}$, and $u$ runs over the representatives of the unipotent conjugacy classes of $H^\gamma$.

In particular, the dimension of $J(G(ν)) |_{β_C(G,I_n)}$ is equal to $\sum_{[γ] ∈ S_{ν,r}} ^{♯Clu} (H^\gamma)$.

This result gives an explicit basis of the finite dimensional space $J(G(ν)) |_{β_C(G,I_n)}$, and thus gives a precise estimate on the finiteness of the restriction of invariant distributions predicted by Howe in [14].

## 5. Examples

In this section, we give some examples to illustrate relations between the cocenter and the representations. We will work with the Hecke algebras of complex-valued functions and complex representations.

### 5.1. Cocenter and representations.

Before we come to some concrete examples, we would like to give a brief discussion on the relation between the centers and the representations.

Recall that $R_G(C)$ is the complexified Grothendieck group of smooth admissible complex representations of $G$ of finite length. Let $P$ be the set of all proper parabolic subgroups of $G$. For any Levi subgroup $M$ of $G$, we denote by $Ψ(M)_C$ the group of unramified character of $M$ over $C$. We define the elliptic quotient and the rigid quotient as follows:

$$R_G(C)|_{ell} = R_G(C)/⟨\text{Ind}_P^G(σ) | P = MN ∈ P, σ ∈ R_G(M)⟩;$$

$$R_G(C)|_{rig} = R_G(C)/⟨\text{Ind}_P^G(σ) − \text{Ind}_P^G(σ ⊗ χ) | P = MN ∈ P, σ ∈ R_G(M), χ ∈ Ψ(M)_C⟩.$$

We have discussed the rigid cocenter $R_G(C)|_{rig}$ in this paper. There is another important subspace of cocenter, the elliptic cocenter $R_G(C)|_{ell}$, introduced by Bernstein, Deligne and Kazhdan in [5]. By definition,

$$R_G(C)|_{ell} = \{ f ∈ R_G(C); \bar{r}_M(f) = 0 \text{ for any proper standard Levi } M \},$$
where \( \tilde{r}_M : \overline{H}_C^G \to \overline{H}_C^M \) is the map adjunct to the parabolic induction functor \( \mathfrak{R}_C(M) \to \mathfrak{R}_C(G) \).

The trace map \( Tr_C : \overline{H}_C \to \mathfrak{R}_C(G)^\ast \) induces

\[
(a) \quad Tr_C : \overline{H}_C^\text{ell} \to \mathfrak{R}(H_C(G,I_n))_{\text{ell}}, \quad Tr_C : \overline{H}_C^\text{rig} \to \mathfrak{R}(H_C(G,I_n))_{\text{rig}}.
\]

Here the first map is studied in [5] and the second map is studied in [6].

Similarly, for any \( n \in \mathbb{N} \), let \( \mathfrak{R}(H_C(G,I_n)) \) be the complexified Grothendieck group of finite dimensional representations of \( H\leftarrow C(G,I_n) \). We denote by \( \mathfrak{R}(H_C(G,I_n))_{\text{ell}} \) and \( \mathfrak{R}(H_C(G,I_n))_{\text{rig}} \) the elliptic quotient and the rigid quotient of \( \mathfrak{R}(H_C(G,I_n)) \) respectively. Then we have

\[
(b) \quad Tr_C : \overline{H}_C(G,I_n)_{\text{ell}} \to \mathfrak{R}(H_C(G,I_n))_{\text{ell}}, \quad Tr_C : \overline{H}_C(G,I_n)_{\text{rig}} \to \mathfrak{R}(H_C(G,I_n))_{\text{rig}}.
\]

If \( G \) is semisimple, then all the vector spaces in (b) are finite dimensional and the maps in (b) are bijective. Here the surjectivity follows from the trace Paley-Wiener theorem [5] and [6] and the injectivity follows from the density theorem [16].

5.2. The \( PGL_2(F) \) case. In this subsection, we assume that \( G = PGL_2(F) \), where \( F \) is a locally compact field with finite residue field \( \mathbb{F}_q \). We assume furthermore that \( q \) is odd.

Up to conjugation, there is

- a unique split maximal torus of \( G \), which we denote by \( T_s \);
- a unique maximal torus that split over the unramified extension of \( F \), which we denote by \( T_u \);
- two non-conjugate maximal tori that split over ramified extensions, which we denote by \( T_{rm} \) and \( T'_{rm} \).

Let \( n \) be a positive integer and \( r = n - \epsilon \), where \( \epsilon \) is sufficiently small. For \( [H] \in \left\{ G, T_s, T_{rm}, T'_{rm} \right\} \) and \( [\gamma] \in S_r \), \( \sharp[H] \) denotes the cardinality of \( \{ [\gamma] \in S_r \mid [C_G(\gamma \leq r)] = [H] \} \). Then, from the table below, we have

\[
\text{dim} \overline{H}_C(G,I_n)_{\text{rig}} = 3q^n + 2.
\]

| \([H]\) | \(\sharp[H]\) | \(\text{dim}_{[H]}^{\text{rig}}\) |
|---|---|---|
| \(PGL_2\) | 1 | 2 |
| \(T_s\) | \(q^{n-1}(q-1)\) | 1 |
| \(T_u\) | \(q^{n+1}(q+1)\) | 1 |
| \(T_{rm}\) | \(q^n\) | 1 |
| \(T'_{rm}\) | \(q^n\) | 1 |

Note that every \( r \)-equivalence class in \( G_{\text{rig}} \) contains some elliptic semisimple elements. However, in general, not every \( r \)-equivalence class in \( G_{\text{rig}} \) consists only of elliptic semisimple elements. One may show that for \( G = PGL_2 \), an \( r \)-equivalence class \( [\gamma] \) in \( G_{\text{rig}} \) consists only of elliptic semisimple elements if and only if \( H \) is a compact subgroup of \( G \). We define \( S_{r_{\text{ell}}} \subset S_r \) to be the subset of \( r \)-equivalence classes in \( G_{\text{rig}} \) only consisting of elliptic semisimple elements. Then we have the following identity

\[
\text{dim} \overline{H}_C(G,I_n)_{\text{ell}} = \text{dim} \overline{H}_C(G,I_n)_{\text{rig}} - \text{dim} \overline{H}_C(T_{s \ast} T_{s \ast n}) = \#S_{r_{\text{ell}}} + 1 = q^n + \frac{q^{n-1}(q+1)}{2} + 1,
\]
where $T_s^c \subset T_s$ is the subgroup consisting of compact elements in $T_s$, $T_{s,n}$ is the $n$-th congruent subgroup of $T_s$ and the number 1 in the third term comes from the regular unipotent conjugacy class of $G$.

Note that the discrete series gives a natural basis of $\mathcal{R}_C(G)_{\text{ell}}$ and the discrete series of depth at most $r$ gives a natural basis $\mathcal{R}_C(\mathcal{H}(G, I_n))_{\text{ell}}$. Moreover, the discrete series consist of supercuspidal representations and four non-supercuspidal discrete series representations. By direct calculation, one can check the number of supercuspidal representations of depth at most $r$ equals $\sharp S^r_{r,\text{ell}} - 3$, and we have $\dim \mathcal{H}_C(G, I_n)_{\text{ell}} = \dim \mathcal{H}_C(\mathcal{H}(G, I_n))_{\text{ell}}$.

5.3. Quaternion algebra. Let $G = PGL_2(F)$. Let $D$ be a quaternion algebra over $F$ and $G' = D^1/F^1$. It is well-known that there is a natural bijection between the set of elliptic semisimple conjugacy classes in $GL_2(F)$ and the regular semisimple conjugacy classes in $D^1$. Here $\gamma \leftrightarrow \gamma'$ if and only if they have the same characteristic polynomial. Therefore, there is a natural bijection between the set of elliptic semisimple conjugacy classes in $G = PGL_2(F)$ and the regular semisimple conjugacy classes in $G'$ and this bijection preserves the depth. We have that

$$\dim \mathcal{H}_C(G', I_n^{G'}) = 3\mathcal{S}^{G'}_r - \mathcal{H}_C(G, I_n)_{\text{ell}} + 1 = \dim \mathcal{H}_C(G, I_n)_{\text{ell}}.$$  

Here the number 1 in the third term comes from the $r^+$ equivalence [1] in $\mathcal{S}^{G'}_r$.

The local Jacquet-Langlands correspondence [15] gives a bijection between the discrete series of $G$ and the irreducible representations of $G'$. The natural duality between the cocenter and representations indicates that there is not only the numerical identity $\dim \mathcal{H}_C(G, I_n)_{\text{rig}} = \dim \mathcal{H}_C(G, I_n)_{\text{ell}}$, but there also should be a natural bijection between the cocenter $\mathcal{H}_C(G', I_n^{G'})$ and the elliptic cocenter $\mathcal{H}_C(G, I_n)_{\text{ell}}$. It would be interesting to study such natural bijections for the (elliptic) cocenters of $PGL_m$ and its inner forms for arbitrary $m$.

5.4. The $SL_2$ case. For $G = SL_2$, there are two non-conjugate maximal tori that split over the unramified extensions, which we denote by $T_u$ and $T'_u$. We have the following table for $SL_2$ (with $n = 1$)

| $H$ | $\sharp[H]$ | $C^n_H$ |
|-----|-------------|---------|
| $SL_2$ | 2 | 5 |
| $T_s$ | $q-3$ | 1 |
| $T_u$ | $q-1$ | 1 |
| $T'_u$ | $q-1$ | 1 |
| $T_{rm}$ | $q - 1$ | 1 |
| $T'_{rm}$ | $q - 1$ | 1 |

We have

$$\dim \mathcal{H}_C(G, I_n)_{\text{rig}} = 3q + 6 + \frac{q - 1}{2}, \quad \dim \mathcal{H}_C(G, I_n)_{\text{ell}} = 3q + 5.$$  

We have seen that for $G = PGL_2$, $\dim \mathcal{H}_C(G, I_1)_{\text{rig}} = 3q + 2$ and $\dim \mathcal{H}_C(G, I_n)_{\text{ell}} = 2q + \frac{q^2 + 3}{2}$. Thus the elliptic/rigid cocenters for $PGL_2$ and $SL_2$ are different.
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