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ABSTRACT. We characterize Hilbert polynomials that give rise to Hilbert schemes with two Borel-fixed points and determine when the associated Hilbert schemes or its irreducible components are smooth. In particular, we show that the Hilbert scheme is reduced and has at most two irreducible components. By describing the singularities in a neighbourhood of the Borel-fixed points, we prove that the irreducible components are Cohen-Macaulay and normal. We end by giving many examples of Hilbert schemes with three Borel-fixed points.

0. INTRODUCTION

The Hilbert scheme $\text{Hilb}^P(P^n)$ which parameterizes closed subschemes of $P^n$ with a fixed Hilbert polynomial $P$ introduced by Grothendieck [G61] has attracted a lot of interest, but their global geometry is not well understood. The earliest results in this direction were obtained by Hartshorne [H66], who showed that $\text{Hilb}^P(P^n)$ was connected, and Fogarty [F68], who proved that $\text{Hilb}^P(P^2)$ is smooth. Reeves-Stillman [RS97] showed that every Hilbert scheme of projective space contains a smooth Borel-fixed point. As a consequence, Hilbert schemes with a single Borel-fixed point are smooth and irreducible, and Staal [S20] completely classified these Hilbert schemes. In fact, most other Hilbert schemes or components of Hilbert schemes that are very well understood have few Borel-fixed points. For example, the twisted cubic compactification $\text{Hilb}^{3+1}(P^n)$, which has two smooth components that meet transversely [PS85], has three Borel-fixed points. Thus, by restricting the structure of the Borel-fixed points one might obtain many smooth or mildly singular (components of) Hilbert schemes. After the first version of this paper was available, Skjelnes-Smith [SS20] classified all smooth Hilbert schemes and described their geometry. Complementing [SS20], our work may be seen as a first step towards a classification of mildly singular Hilbert schemes.

In this paper, we study Hilbert schemes with at most three Borel-fixed points. We classify Hilbert schemes with two Borel-fixed points, show that they are reduced and determine when they are irreducible or smooth. Using the tangent-obstruction theory for the Hilbert scheme we show that the singularities that occur are cones over certain Segre embeddings of $P^a \times P^b$.

To state our results we use the notation of [SS20]. An integer partition $\lambda$ is an $m$-tuple of positive integer $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m)$ satisfying $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m \geq 1$. If $P$ is the Hilbert polynomial of some subscheme of $P^n$ then there exists an integer partition $\lambda$ such that

$$P = P_\lambda := \sum_{i=1}^{m} \left( t + \lambda_i - i \right) \frac{1}{\lambda_i - 1}.$$  

**Theorem A.** Let $\text{char}(k) = 0$. The Hilbert scheme $\text{Hilb}^p(P^n)$ has two Borel-fixed points precisely in the following cases:

(1) $\lambda = (p^n, 1, 1, 1)$ for $n \geq 2$: The Hilbert scheme $\text{Hilb}^p(P^n)$ is smooth, and when $s = 0$ its general member parameterizes three isolated points.
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(2) $\lambda = (n^8, 1, 1, 1, 1)$ for $n = 2$: The Hilbert scheme $\text{Hilb}^{P^\lambda}(P^2)$ is smooth, and when $s = 0$ its general member parameterizes four isolated points in the plane.

(3) $\lambda = (n^8, 2, 2, 1)$ for $n \geq 3$: The Hilbert scheme $\text{Hilb}^{P^\lambda}(P^n)$ is a union of two smooth irreducible components meeting transversely. When $s = 0$, the general member of one component parameterizes a plane conic union an isolated point and the general member of the other component parameterizes two skew lines.

(4) $\lambda = (n^8, (d + 1)^q, 1)$ with $n > d + 1 > 2$ and $q \geq 2$: The Hilbert scheme $\text{Hilb}^{P^\lambda}(P^n)$ is smooth, and when $s = 0$ its general member parameterizes a hypersurface of degree $q$ in a $P^{d+1}$ union an isolated point.

(5) $\lambda = (n^8, 2^q, 1)$ with and $n > 2$ and $q \geq 4$: The Hilbert scheme $\text{Hilb}^{P^\lambda}(P^n)$ is smooth, and when $s = 0$ its general member parameterizes a plane curve of degree $q$ union an isolated point.

(6) $\lambda = (n^8, (d + 1)^q, r + 1, 1)$ with $n > d + 1 > r + 1 > 2$: The Hilbert scheme $\text{Hilb}^{P^\lambda}(P^n)$ is irreducible, Cohen-Macaulay, and normal. When $s = 0$, the general member parameterizes a hypersurface of degree $q$ in a $P^{d+1}$ union a $r$-plane inside $P^{d+1}$ and an isolated point; the hypersurface meets the $r$-plane transversely in $P^{d+1}$. If $d = n - 2$ the Hilbert scheme at the non lexicographic point is étale-locally a cone over the Segre embedding $P^1 \times P^{n-r-1} \hookrightarrow P^{2(n-r)-1}$.

(7) $\lambda = (n^8, (d + 1)^q, 2, 1)$ with $n > d + 1 > 2$ and $q \geq 3$: The description of the Hilbert scheme is identical to Case (5).

(8) $\lambda = (n^8, d + 1, 1, 1)$ with $n > d + 1 > 1$: The Hilbert scheme $\text{Hilb}^{P^\lambda}(P^n)$ is irreducible, Cohen-Macaulay and normal. If $s = 0$ the general member parameterizes a $d$-plane union two isolated points. If $d = n - 2$ the Hilbert scheme at the non lexicographic point is étale-locally a cone over the Segre embedding $P^2 \times P^{n-1} \hookrightarrow P^{3n-1}$. In particular, if $n = 3$ the Hilbert scheme, which parameterizes a line union two isolated points, is Gorenstein.

(9) $\lambda = (n^8, d + 1, 2, 1)$ with $n > d + 1 > 3$: The Hilbert scheme $\text{Hilb}^{P^\lambda}(P^n)$ is reduced with two irreducible components $\mathcal{Y}_1$ and $\mathcal{Y}_2$.

- When $s = 0$ the component $\mathcal{Y}_1$ is smooth and its general member parameterizes a disjoint union of a $d$-plane union a line. If $d = n - 2$ the component is isomorphic to the blowup of $G(1, n) \times G(n - 2, n)$ along the locus $\{(L, \Lambda) : L \subseteq \Lambda\}$.

- When $s = 0$ the component $\mathcal{Y}_2$ is normal and Cohen-Macaulay. Its general point parameterizes a $d$-plane union a line and an isolated point; the $d$-plane meets the line at a point. If $d = n - 2$ the component at the non lexicographic point is étale-locally a cone over the Segre embedding $P^1 \times P^{n-2} \hookrightarrow P^{2(n-1)-1}$.

After the first version was posted, work of Staal [S21] shows that the classification of Hilbert schemes with two Borel-fixed points extends to positive characteristics with a minor modification. In particular, [S21, Theorem 1.1] states that for $\text{char}(k) \neq 2$ the Hilbert scheme $\text{Hilb}^{P^\lambda}(P^n)$ has two Borel-fixed points if and only if $\lambda$ is as in one of the cases in Theorem A. If $\text{char}(k) = 2$ then $\lambda$ can be any of the cases of Theorem A except for case (2). Since our deformation computations are characteristic independent (see Section 3 and Section 4), we obtain a description of the singularities in all characteristics.

**Theorem B.** Let $\text{char}(k) = p$. The Hilbert scheme $\text{Hilb}^{P^\lambda}(P^n)$ has two Borel-fixed points if and only if

- $p \neq 2$ and $\lambda$ is as in case (1) - (9) of Theorem A, or
- $p = 2$ and $\lambda$ is as in case (1) or (3) - (9) of Theorem A.

In all of these cases the description of $\text{Hilb}^{P^\lambda}(P^n)$ is identical to the one given in Theorem A.
In the last section we collect various examples of Hilbert schemes with three Borel-fixed points that have appeared in the literature. In contrast with Theorem A, we show that these Hilbert schemes can have three irreducible components and that the components can meet each other in different ways.

There are many directions one can explore using the techniques developed in this paper. For instance, our methods in Section 2 can be used to feasibly classify Hilbert schemes with a small number of Borel-fixed points. In these cases, experiments in [M2] suggest that the Borel-fixed points have mild singularities. Another idea would be to study deformations of a restricted class of Borel-fixed ideals. For example, one can consider the class of Borel-fixed ideals that share many minimal generators with singularities. Another idea would be to study deformations of a restricted class of Borel-fixed ideals. For instance, our methods in Section 2 can be used to feasibly classify Hilbert schemes with a small number of Borel-fixed points. Thus, some element of all the Borel-fixed points. Since the reduced locus is open, a non-empty open subset of is proper and non-empty we have 1 ⩽ P ⩽ n. The dimension of the subscheme with Hilbert polynomial 1.1. Notation. Let k be an algebraically closed field. We use S to denote the polynomial ring k[x0,...,x_n] and m := (x0,...,x_n) to denote its maximal ideal. We denote the monomial x^a := x_0^{a_0}...x_n^{a_n} by x^a. We use S_d to denote the subspace of monomials of degree d. The support of a monomial is the set of all variables that divide the monomial. By lexicographic ordering we will mean the standard lexicographic ordering on S with x_0 > x_1 > ... > x_n.

All ideals are assumed to be saturated unless otherwise specified. When I is saturated we will use [I] to denote the k-point in the Hilbert scheme corresponding to Proj(S/I). We use P_X(t) or P_{S/I}(t) to denote the Hilbert polynomial of the subscheme X = Proj(S/I) ⋒ P^n. We sometimes call this the Hilbert polynomial of I.

We use λ to denote the tuple (λ_1,λ_2,...,λ_m) of weakly decreasing positive integers and call it an integer partition. We use P_λ to denote the Hilbert polynomial (Equation (1)) associated to λ. Hilbert scheme are indexed by partitions λ and we will do this implicitly by writing them as Hilb^{P_λ}(P^n). The dimension of the subscheme with Hilbert polynomial P_λ is λ_1 − 1. In particular, if the closed subscheme is proper and non-empty we have 1 ⩽ λ_1 ⩽ n. For more details we refer to [SS20, §3].

We use I(λ) to denote the unique saturated lexicographic ideal with Hilbert polynomial P_λ (§1.4). If the Hilbert scheme has exactly two Borel-fixed points we will use I(λ) to denote the non lexicographic Borel-fixed point.

1.2. Borel-fixed points. Given a matrix A = (a_{ij})_{i,j} ∈ GL(n + 1), the map on variables x_i ↦ ∑ a_{ij}x_j induces an action on the set of ideals of S with Hilbert polynomial P(t). Thus, the group GL(n + 1) acts on Hilb^P(P^n) and so does its subgroup, B, of upper triangular matrices. A closed point (resp. ideal) is said to be Borel-fixed if it is fixed by the subgroup B.

Lemma 1.1. The Hilbert scheme Hilb^P(P^n) is reduced or smooth if and only if it is reduced or smooth at all the Borel-fixed points, respectively. Moreover, an integral component, H, of the Hilbert scheme is normal, Cohen-Macaulay, Gorenstein or smooth if and only if it is normal, Cohen-Macaulay, Gorenstein or smooth at all the Borel-fixed points on H, respectively.

Proof. Given a k-point [Z] ∈ Hilb^P(P^n), write B(Z) for the orbit of Z under B. By the Borel fixed-point theorem the closure, B(Z), contains a Borel-fixed point. Assume that the Hilbert scheme is reduced at all the Borel-fixed points. Since the reduced locus is open, a non-empty open subset of B(Z) is also reduced. Thus, some element of B(Z) is also non-reduced. Since B acts by automorphisms, Z must be a reduced point. The same proof works for smoothness as the smooth locus is also open.
The action of \( B \) restricts to any irreducible component of the Hilbert scheme. Since the normal, Cohen-Macaulay and Gorenstein loci are all open, the proof given in the previous paragraph also proves the second statement.

Since Borel-fixed ideals are fixed by the set of diagonal matrices, they must be monomial ideals. A monomial ideal \( I \subseteq S \) is said to be strongly stable if for any monomial \( m \in I \) divisible by \( x_j \) we have \( m \frac{x_i}{x_j} \in I \) for all \( i < j \). The relation between these two concepts is given by the following theorem.

**Proposition 1.2** ([MS05, Proposition 2.3]). If \( \text{char}(k) = 0 \) a monomial ideal \( I \subseteq S \) is Borel-fixed if and only if it is strongly stable.

1.3. **Resolutions of strongly stable ideals.** The Eliahou-Kervaire resolution provides an explicit minimal free resolution of a strongly stable ideal [PS08, Section 2]. We will mostly be interested in resolutions of ideals of the form \( I = x_0(x_0, \ldots, x_{n-1}) + x_q^k(x_1, \ldots, x_p) \) with \( q \geq 1 \) and \( n-1 \geq p \geq 0 \). Note that \( I \) is strongly stable in all characteristics. Let \( 0 \to F_{n-1} \xrightarrow{\psi_{n-1}} \cdots \xrightarrow{\psi_2} F_1 \xrightarrow{\psi_1} F_0 \xrightarrow{\psi_0} I \to 0 \) denote the Eliahou-Kervaire resolution of \( I \) where

\[
F_0 = \left( \bigoplus_{i=0}^{n-1} S(-2)e_{0i}^* \right) \bigoplus \left( \bigoplus_{i=1}^p S(-q-1)e_{1i}^* \right)
\]

and

\[
F_1 = \left( \bigoplus_{0 \leq j < i \leq n-1} S(-3)e_{0ij}^* \right) \bigoplus \left( \bigoplus_{0 \leq j < i \leq p} S(-q-2)e_{1ij}^* \right).
\]

The first two differentials are given by \( \psi_0(e_{0ij}^*) = x_j e_{0ij} \), \( \psi_0(e_{1ij}^*) = x_i^q e_{1ij} \) and,

\[
\begin{align*}
\psi_1(e_{0ij}^*) &= x_j e_{0ij} - x_i e_{0ij}^*, \quad 0 \leq j < i \leq n-1 \\
\psi_1(e_{1ij}^*) &= x_0 e_{1ij}^* - x_i^q e_{1ij}^*, \quad 1 \leq i \leq p \\
\psi_1(e_{2ij}^*) &= x_j e_{1ij}^* - x_i e_{1ij}^*, \quad 1 \leq j < i \leq p.
\end{align*}
\]

This presentation also allows us to explicitly describe the first two terms of the cotangent complex [H10, Chapter 3]. Let \( R = S/1 \) and let \( \text{Kos} := \psi_1^{-1}(\{\psi_0(e_{1ij})e_{1ij}^* - \psi_0(e_{1ij}^*)e_{1ij}^*\}) \subseteq F_1 \), be the pre-image of the Koszul relations in \( F_0 \). Let \( \psi_1^\vee : \text{Hom}_S(F_0, S) \to \text{Hom}_S(F_1, S) \) denote the dual of \( \psi_1 \). The second cotangent cohomology, \( \mathcal{T}^2(R/k, R) \), is the cokernel of the following map

\[
\text{Hom}_R(F_0 \otimes R, R) \xrightarrow{\psi_1^\vee} \text{Hom}_R(F_1/(\ker \psi_1 + \text{Kos}), R).
\]

1.4. **Lexicographic ideals.** Every Hilbert scheme has a distinguished Borel-fixed ideal called the lexicographic ideal. We review its properties following the notation of [SS20, §3]. A monomial ideal \( L \subseteq S \) is a lexicographic ideal if, for all integers \( j \), the homogeneous component of \( I_j \) is the \( k \)-vector space spanned by the \( \dim_k I_j \) largest monomials in lexicographic order. For an integer partition \( \lambda \), there is a unique saturated lexicographic ideal, denoted by \( L(\lambda) \), with Hilbert polynomial \( P_\lambda \). It is also a smooth point in the Hilbert scheme [RS97, Theorem 1.4]. To describe this, let \( \alpha_j \) be the number of parts in \( \lambda \) equal to \( j \) for all \( j \in \mathbb{N} \). If \( n \geq \lambda_1 \) we have

\[
L(\lambda) = (x_0^{\alpha_0+1}, x_0^{\alpha_0+1}x_1^{\alpha_1-1+1}, \ldots, x_0^{\alpha_0+1}x_1^{\alpha_1-1}\cdots x_n^{\alpha_n x_0^{\alpha_0+1}x_1^{\alpha_1-1}x_2^{\alpha_2+1}}x_0^{\alpha_0+1}x_1^{\alpha_1-1}\cdots a_n^{\alpha_n 2}x_1^{\alpha_1-1}).
\]

For proofs of these facts see [SS20, Lemma 3.3, Proposition 3.5].
2. CLASSIFYING HILBERT POLYNOMIALS

In this section we classify Hilbert polynomials with two Borel-fixed ideals in characteristic 0 (Proposition 2.10 and Proposition 2.11). The first step is to reduce to studying Hilbert schemes corresponding to integer partitions $\lambda$ with $n > \lambda_1$, equivalently Hilbert schemes parameterizing subschemes of codimension at least 2. Using the classification of Hilbert schemes with a single Borel-fixed ideal and a detailed analysis of Algorithm 2.3 we obtain the desired classification.

**Lemma 2.1.** Let $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m)$ be an integer partition with $s > 0$. Then there is an isomorphism

$$\text{Hilb}^{P_\lambda}(\mathbb{P}^n) \simeq \mathbb{P}(H^0(\mathcal{O}_{\mathbb{P}^n}(s))) \times \text{Hilb}^{P'_\lambda}(\mathbb{P}^n)$$

where $P'_\lambda = (\lambda_1, \ldots, \lambda_m)$. This isomorphism is $\text{GL}(n+1)$-equivariant and thus induces a bijection on Borel-fixed ideals, given by $I \mapsto x_0^s I'$.

**Proof.** By [F68, Theorem 1.4] and [F68, Remark 2], p. 514] there is an isomorphism

$$(3) \quad \mathbb{P}(H^0(\mathcal{O}_{\mathbb{P}^n}(s'))) \times \text{Hilb}^{P'_\lambda}(\mathbb{P}^n) \simeq \text{Hilb}^{P}(\mathbb{P}^n), \quad (f, [I]) \mapsto [fI]$$

where $\deg P' < n - 1$ and

$$P_\lambda(t) = \left(\frac{t + n}{n}\right) - \left(\frac{t + n - s'}{n}\right) + P'(t - s').$$

Since the morphism (3) is given by multiplication of ideals, it is also $\text{GL}(n+1)$-equivariant. Using the well-known identity on summation of binomial coefficients we obtain

$$\sum_{i=1}^s \left(\frac{t + n - i}{n - 1}\right) + \sum_{i=s+1}^m \left(\frac{t + \lambda_i - i}{\lambda_i - 1}\right) = P_\lambda(t) = \sum_{i=1}^{s'} \left(\frac{t + n - i}{n - 1}\right) + P'(t - s').$$

Since $\deg P' < n - 1$ we must have $s = s'$ and this, in turn, implies that $P' = P'_\lambda$. The desired bijection on Borel-fixed points follows from the $\text{GL}(n+1)$-equivariance. \hfill $\square$

By Lemma 2.1 it suffices to classify Borel-fixed ideals in Hilbert schemes corresponding to $\lambda$ with $n > \lambda_1$. We begin by recalling an Algorithm that generates all the Borel-fixed ideals in characteristic 0.

**Notation 2.2.** For the rest of this section we will assume $\text{char}(k) = 0$.

For a strongly stable ideal $I \subseteq \mathbb{S}$ let $\mathcal{S}(I)$ denote the set of minimal generators of $I$. Given a monomial $x^\alpha \in S$ let $\mathcal{R}(x^\alpha) := \{x^\alpha_{\frac{i}{x_i}} : x_i | x^\alpha, 0 \leq i \leq n - 1\}$ denote the set of right shifts. A minimal generator $x^\alpha \in I$ is said to be expandable if $\mathcal{S}(I) \cap \mathcal{R}(x^\alpha) = \emptyset$. For an expandable monomial $x^\alpha \in I$, the expansion of $I$ with respect to $x^\alpha$ is defined to be the ideal generated by $\{\mathcal{S}(I) \setminus \{x^\alpha\}\} \cup \{x^\alpha x_r, x^\alpha x_{r+1}, \ldots, x^\alpha x_{n-1}\}$ where $r = \max\{i : x_i | x^\alpha\}$. Given a polynomial $Q(t)$ we define $\Delta^j Q(t) := Q(t) - \Delta^{j-1} Q(t) - \Delta^{j-1} Q(t - 1)$ for all $j \geq 1$. For every $0 \leq d \leq n$ define $\mathcal{R}(d) := k[x_0, \ldots, x_{n-d}]$. The following algorithm generates all the strongly stable ideals with a given Hilbert polynomial.

**Algorithm 2.3.** [MN14, Algorithm 4.6] Let $P(t)$ be a nonzero Hilbert polynomial of degree $d$.

1. Compute the polynomials $\Delta^1 P(t), \Delta^2 P(t), \ldots, \Delta^d P(t)$. Set $S^{(d)} = \cdots = S^{(0)} = 0$.
2. Add to $S^{(d)}$ all Borel-fixed ideals $I$ in $\mathcal{R}(d)$ with Hilbert polynomial $\mathcal{P}_{\mathcal{R}(d)/I}(t) = \Delta^d P(t) := c$.
   Compute these by using $c$ successive expansions of monomial generators starting with the ideal $(1) = \mathcal{R}(d)$; exhaust all choices for $c$ successive expansions.
3. For all $j$ from $d - 1$ to 0 decremented by 1 repeat the following steps for each ideal $I \in S^{(j+1)}$.
   Compute $P_{\mathcal{R}(d)/I}(t)$ and let $a = \Delta^j P(t) - P_{\mathcal{R}(d)/I}(t)$. 
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• If \( \alpha \geq 0 \) then perform \( \alpha \) successive expansions of monomial generators of \( I \) to obtain ideals with Hilbert polynomial \( \Delta^1 P(t) \). Exhaust all choices for \( \alpha \) successive expansions and add these ideals to \( S^{(1)} \).
• If \( \alpha < 0 \) then continue with the next ideal \( I \) in \( S^{(j+1)} \).

(4) Return the set \( S^{(0)} \).

**Remark 2.4.** Integer partitions behave well with respect to the difference operator. If \( \lambda = (\lambda_1, \ldots, \lambda_m, 1^s) \) then we have \( \Delta^1 P_\lambda = P_{\lambda''} \) where \( \lambda'' = (\lambda_1 - 1, \ldots, \lambda_m - 1) \). Indeed, we have

\[
\Delta^1 P_\lambda = \sum_{i=1}^{m+s} \left( \frac{t + \lambda_i - i}{\lambda_i - 1} \right) - \sum_{i=1}^{m+s} \left( \frac{t - 1 + \lambda_i - i}{\lambda_i - 1} \right) = \sum_{i=1}^{m+s} \left( \frac{(t + (\lambda_i - 1) - i)}{(\lambda_i - 1) - 1} \right) = P_{\lambda''}.
\]

**Lemma 2.5** ([MN14, Lemma 3.9, 3.10, 3.15]). Let \( 1 \) be a strongly stable ideal. Then we can always expand \( 1 \) at the lexicographically smallest minimal generator of degree \( \epsilon \). Any such expansion is strongly stable with Hilbert polynomial \( P_{S/1}(t) + 1 \).

**Lemma 2.6.** If \( \text{Hilb}^P(\mathbf{P}^n) \) has more than one Borel-fixed point, then \( \text{Hilb}^{P-1}(\mathbf{P}^n) \) is non-empty.

**Proof.** Let \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \). If \( \text{Hilb}^P(\mathbf{P}^n) \) has more than one more Borel-fixed point then [S20, Theorem 1.1] implies that \( \lambda_m = 1 \) and \( m \geq 2 \). It follows that

\[
P_\lambda - 1 = \sum_{i=1}^{m} \left( \frac{t + \lambda_i - i}{\lambda_i - 1} \right) - 1 = \sum_{i=1}^{m-1} \left( \frac{t + \lambda_i - i}{\lambda_i - 1} \right) = P_{\lambda'},
\]

with \( \lambda' = (\lambda_1, \ldots, \lambda_{m-1}) \). Since \( \lambda' \) is an integer partition with \( 1 \leq \lambda_i' \leq n \), the result follows.

We can now state a necessary condition for a Hilbert scheme to have two Borel-fixed points.

**Proposition 2.7.** Let \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \) be an integer partition with \( \lambda_1 \leq n - 1 \). If \( \text{Hilb}^P(\mathbf{P}^n) \) has two Borel-fixed points then \( \lambda = ((d+1)^q, 1) \) or \( \lambda = ((d+1)^q, r+1, 1) \)

**Proof.** By [S20, Theorem 1.1] we may assume \( \lambda_m = 1 \) and \( m \geq 2 \). Let \( \lambda' = (\lambda_1, \ldots, \lambda_{m-1}) \) and we have \( P_\lambda = P_{\lambda'} + 1 \). If the lexicographic point, \( L(\lambda') \), was generated in more than two degrees then Lemma 2.5 would imply that \( \text{Hilb}^P(\mathbf{P}^n) \) contains at least three Borel-fixed points; a contradiction. So we may assume that \( L(\lambda') \) (Equation (2)) is generated in at most two degrees. Let \( r \) be the smallest integer for which \( a_{r+1} \neq 0 \) and \( d \) be the largest integer for which \( a_{d+1} \neq 0 \). By assumption we have \( a_n = 0 \). If \( r = d \) we must have

\[
L(\lambda') = (x_0, \ldots, x_n - d - 2, x_{n-d+1}^{a_{d+1}})
\]

which implies \( \lambda' = ((d+1)^{a_{d+1}}) \). If \( d > r \) we have \( a_{d+1} + 1 = a_{d+1} + a_d + 1 = \cdots = a_{d+1} + \cdots + a_{r+1} + 1 = a_{d+1} + \cdots + a_{r+1} \). This implies \( a_{r+2}, \ldots, a_{d} = 0 \) and \( a_{r+1} = 1 \), and we obtain

\[
L(\lambda') = (x_0, \ldots, x_n - d - 2) + x_{n-d-1}^{a_{d+1}}(x_{n-d-1}, x_{n-d-2}, \ldots, x_{n-r-1})
\]

and \( \lambda' = ((d+1)^{a_{d+1}}, r+1) \), as required.

**Lemma 2.8.** Let \( n \) be an integer greater than 1. The Hilbert scheme \( \text{Hilb}^c(\mathbf{P}^n) \) has two Borel-fixed points when \( c = 3 \) or when \( (c, n) = (4, 2) \). If \( n = 2 \) and \( c \geq 5 \) or if \( n \geq 3 \) and \( c \geq 4 \), the Hilbert scheme has at least three Borel-fixed points.

**Proof.** First assume \( n \geq 3 \). Any subscheme \( Z \) of length three can be realized as \( \lim_{t \to 0} Z_t = Z \) where \( Z_t \) a reduced union of three points for \( t \in \mathbf{A}^1 - 0 \) [CN12]. By upper-semicontinuity, since the union of three reduced points is contained in a \( \mathbf{P}^2 \), the subscheme \( Z \) is also contained in a \( \mathbf{P}^2 \). If \( Z \) was
Borel-fixed this implies $I_Z = (x_0, \ldots, x_{n-3}) + JS$ with $J \subseteq S' := k[x_{n-2}, x_{n-1}, x_n]$ and $P_{S'/J}(t) = 3$. Using Proposition 1.2 we see that only choices are $I_1 := (x_0, \ldots, x_{n-3}, x_1^2, x_{n-2}x_{n-1}, x_1^{c-1})$ and $I_2 := (x_0, \ldots, x_{n-3}, x_{n-2}, x_{n-1}^{c-2})$. If $c \geq 4$ the following ideals are Borel-fixed

\[(x_0, \ldots, x_{n-3}, x_{n-2}, x_{n-1}^c), (x_0, \ldots, x_{n-3}, x_{n-2}^2, x_{n-2}x_{n-1}, x_{n-1}^{c-1}),\]

\[(x_0, \ldots, x_{n-4}, x_{n-3}^2, x_{n-3}x_{n-2}, x_{n-3}x_{n-1}, x_{n-2}^2, x_{n-2}x_{n-1}, x_{n-1}^{c-2}).\]

Now assume $n = 2$. If $c = 3$ or $4$ then Proposition 1.2 shows that $(x_0, x_1^c)$ and $(x_0^2, x_0x_1, x_1^{c-1})$ are the only two Borel-fixed ideals. If $c \geq 5$ then the ideal $(x_0^2, x_0x_1^2, x_1^{c-2})$ is also Borel-fixed.

**Lemma 2.9.** For $n \geq 3$ the Hilbert scheme $\text{Hilb}^{3t+1}(\mathbb{P}^n)$ has three Borel-fixed points.

*Proof.* We will use Algorithm 2.3. The first step, which is to compute all Borel-fixed ideals in $R = k[x_0, \ldots, x_{n-1}]$ with Hilbert polynomial $A^1(3t + 1) = 3$, has already been done in Lemma 2.8. The two Borel-fixed ideals are $I_1 = (x_0, \ldots, x_{n-4}, x_{n-3}^2, x_{n-3}x_{n-2}, x_{n-2}^2)$ and $I_2 = (x_0, \ldots, x_{n-3}, x_{n-2}^2)$. It is straightforward to see that the Hilbert polynomial of $I_1S$ is $3t + 1$ while the Hilbert polynomial of $I_2S$ is $3t$. Thus, $I_1S$ gives the first Borel-fixed ideal while expanding $I_2S$ at $x_{n-3}$ and $x_{n-2}^2$ gives the other two Borel-fixed ideals (Lemma 2.5).

We now ready to prove the main result of this section. We systematically analyze the penultimate step of Algorithm 2.3 for each Hilbert polynomial appearing Proposition 2.7. This will give us necessary and sufficient conditions for the Hilbert scheme to have two Borel-fixed ideals. Since the Borel-fixed ideals naturally fit into two distinct families, we split the result into two Propositions.

**Proposition 2.10.** Let $\lambda = ((d + 1)q, 1)$ with $n - 2 \geq d$. The Hilbert scheme $\text{Hilb}^{P_\lambda}(\mathbb{P}^n)$ has two Borel-fixed points if and only if $n \geq 2$ and

1. $d = 0$ and $q = 2$, or
2. $d = 0$, $q = 3$ and $n = 2$, or
3. $d = 1$ and $q \neq 1, 3$, or
4. $d \geq 2$ and $q \geq 2$.

The two Borel-fixed ideals are

$I(\lambda) = (x_0, \ldots, x_{n-d-3}) + x_{n-d-2}(x_{n-d-2}, \ldots, x_{n-1}) + (x_{n-d-1}^q),$

$L(\lambda) = (x_0, \ldots, x_{n-d-2}) + x_{n-d-2}^q(x_{n-d-1}, x_{n-d-2}, \ldots, x_{n-1}).$

*Proof.* The ideals $I(\lambda)$ and $L(\lambda)$ are expansions of a lexicographic ideal $(x_0, \ldots, x_{n-d-2}, x_{n-d-1}^q)$. Since the latter ideal has Hilbert polynomial $P_{((d + 1)q)}$, it follows from Lemma 2.5 that the Hilbert polynomial of $I(\lambda)$ and $L(\lambda)$ is $P_\lambda$.

We first show that the cases are necessary. By [S20, Theorem 1.1 (ii)] if $n = 1$ or $q = 1$ the Hilbert scheme has a single Borel-fixed point. If $d = 0$ and $q \geq 3$ then Lemma 2.8 implies that the Hilbert scheme has at least three Borel-fixed points, unless $d = 0$, $q = 3$ and $n = 2$. If $d = 1$ and $q = 3$ then the Hilbert scheme has three Borel-fixed points Lemma 2.9.

If we are in case (1) or (2) Lemma 2.8 shows that there are exactly two Borel-fixed ideals. So we may assume that we are in case (3) or case (4) of the theorem. Let $\lambda' = ((d + 1)q) = \lambda'' = (d^q)$. In the penultimate step of the Algorithm 2.3 we compute all Borel-fixed ideals in $R := k[x_0, \ldots, x_{n-1}]$ with Hilbert polynomial, $A^1P_\lambda = P_{\lambda''}$.

For $d \geq 2$ the Hilbert scheme $\text{Hilb}^{P_{\lambda''}}(\text{Proj}(R))$ has a unique Borel-fixed point [S20, Theorem 1.1] and it is given by $L(\lambda'') = (x_0, \ldots, x_{n-d-2}, x_{n-d-1}^q)$. The lift of $L(\lambda'')$ to $S$ is just the lexicographic ideal, $L(\lambda')$, with Hilbert polynomial $P_{\lambda'} = P_{\lambda} - 1$. Thus, in the last step of the algorithm, we only need
to perform one successive expansion. Once with the monomial \( x_{n-d-2} \) and once with the monomial \( x_{q_{n-d-1}} \), giving us the two desired Borel-fixed ideals.

The last case is if \( d = 1 \) and \( q \neq 1, 3 \). In this case we have

\[
P_\lambda(t) = \sum_{i=1}^{q} \left( \frac{t+2-i}{2} \right) + 1 = qt + 2 - \left( \frac{q-1}{2} \right).
\]

Since \( \Delta(P_\lambda) = q \), in the penultimate step of Algorithm 2.3, we compute all Borel-fixed ideals in \( R \) with Hilbert polynomial \( q \). One such ideal is \( 1 = (x_0, \ldots, x_{n-3}, x_{q_{n-2}}) \) whose lift, \( IS \), is the ideal of a plane curve of degree \( q \). Thus, the Hilbert polynomial of IS is \( P_\lambda \), and we may expand IS at \( x_{n-3} \) and \( x_{q_{n-2}} \) to obtain the two Borel-fixed ideals. To finish, it suffices to show that if \( J \) is a Borel-fixed ideal in \( R \) different from \( I \) then the Hilbert polynomial of the lift, \( JS \), is bigger than \( P_\lambda \). For such a \( J \) to exist we must have \( q \gtrsim 4 \). In particular, we will prove that \( P_{S/JS}(t) \gtrsim P_\lambda(t) + 1 = P_\lambda(t) + 2 \) for all \( t \geq 0 \). Since \( J \neq I \), we may assume that \( x_{q_{n-2}}^i \in J \) and \( x_{q_{n-1}}^{q-i} \notin J \) for some \( 1 \leq q-i \leq q-P_\lambda \). This implies that for \( j \geq 0 \), \( (R/J)[j] \) is spanned by

\[
\left\{ m_1 x_{q_{n-1}}^j \cdots m_q x_{q_{n-2}}^{j-q} x_{q_{n-2}} x_{q_{n-3}} x_{q_{n-1}}^j, \ldots, x_{q_{n-2}} x_{q_{n-3}} \right\}.
\]

We may assume that the \( m_1 \) are monomials of degree strictly less than \( t \) and not divisible by \( x_{q_{n-2}} \) (applying the exchange property to \( x_{q_{n-2}} \), we see that \( J \) contains all monomials of degree at least \( t \) supported on \( x_0, \ldots, x_{n-2} \)). Thus, for \( j \geq 0 \) the graded piece \( (S/IS)[j] \) contains the monomials in \( x_{q_{n-2}}(x_{q_{n-3}}) \) for \( 0 \leq j \leq q \) and the monomials in \( m_v x_{q_{n-2}}(x_{q_{n-3}}) \) for \( 1 \leq v \leq q - \ell \). This implies

\[
\dim_k(S/JS)[j] \geq \sum_{p=0}^{\ell-1} (j-p+1) + \sum_{v=1}^{q-\ell} (j-v+1) \geq \sum_{p=0}^{\ell-1} (j-p+1) + \sum_{v=1}^{q-\ell} (j-v+1) = qj + 1 - \frac{(q-1)}{2} + (q - \ell)
\]

If we further assume \( \ell < q-1 \), we may rewrite the sum and obtain

\[
\dim_k(S/J)[j] \geq \sum_{p=0}^{\ell-1} (j-p+1) + \sum_{v=1}^{q-\ell} (j-v+1) = qj + 1 - \frac{(q-1)}{2} + (q - \ell)\geq \dim_k(S/JS)[j] + 2 = P_\lambda(j) + 2
\]

as required. Finally, if \( \ell = q - 1 \), the exchange property forces

\[
J = (x_0, \ldots, x_{n-4}, x_{q_{n-3}} x_{n-2}, x_{q_{n-2}})\]

Since \( q \gtrsim 4 \), one can observe that \( P_{S/JS}(t) = P_{S/IS}(t) + 2 \), completing the proof. \( \square \)

**Proposition 2.11.** Let \( \lambda = ((d+1)^q, r+1, 1) \) with \( d > r \). The Hilbert scheme \( Hilb^{P_\lambda}(P^n) \) has two Borel-fixed points if and only if \( n \geq 2 \) and

1. \( r = 0, q = 1, \) or
2. \( r = 1, q \neq 2, \) or
Lemma 2.5 implies that the Hilbert scheme $\text{Hilb}_A$ corresponds to case (1) - case (5) in Proposition 2.11.

Proof. Since $I(\lambda)$ and $L(\lambda)$ are expansions of the lexicographic ideal (5) it follows from Lemma 2.5 that their Hilbert polynomial is $P_\lambda$.

We first show that the cases are necessary. As before, if $n = 2$ then the Hilbert scheme has a single Borel-fixed point. If $r = 0$ and $q \neq 1$, there is at least one more Borel-fixed ideal. Consider the following Borel-fixed ideal

$$
I'(\lambda) = (x_{0}, \ldots, x_{n-2} + x_{n-2} \cdot \cdots \cdot \sum_{i=0}^{q-1} x_{n-1}^i) + (x_{n-2}^2) + (x_{n-1}^2).
$$

For $j \gg 0$, the subspace $(S/I')_j$ contains all the monomials in $(S/I')_j$ except for $x_{n-1}^j$. On the other hand, the only other monomial in $(S/I')_j$ is $x_{n-2} \cdot \sum_{i=0}^{q-1} x_{n-1}^i$. This implies that $I'$ and $I$ have the same Hilbert polynomial, giving us a third Borel-fixed ideal. Similarly, if $r = 1$ and $q = 2$ the ideal

$$
(x_{0}, \ldots, x_{n-3}) + x_{n-2} \cdot \sum_{i=0}^{q-1} x_{n-1}^i + (x_{n-1}^2) + (x_{n-2}^2)
$$

is Borel-fixed with Hilbert polynomial $P_\lambda$.

Now assume that we are in case (1), (2) or (3). Let $\lambda' = ((d + 1)^q, r + 1)$ and $\lambda'' = (d^q, r)$. In the penultimate step of Algorithm 2.3 we compute all Borel-fixed ideals in $R := k[x_0, \ldots, x_n]$ with Hilbert polynomial $\Delta^1 P_\lambda = P_{\lambda''}$.

If $r \geq 2$ or $(r, q) = (1, 1)$ the Hilbert scheme $\text{Hilb}_{p_{\lambda''}}(\text{Proj}(R))$ has a unique Borel-fixed point $[S20$, Theorem 1.1] and it is given by $L(\lambda'') = (x_0, \ldots, x_{n-2}) + x_{n-1}^d (x_{n-2} \cdot \sum_{i=0}^{d-1} x_{n-1}^i)$.

The lift of $L(\lambda'')$ to $S$ is just the lexicographic ideal, $L(\lambda')$, with Hilbert polynomial $P_{\lambda'} = P_{\lambda} - 1$. Thus, in the last step of the algorithm, we only need to perform one successive expansion. Once with the monomial $x_{n-2}$ and once with the monomial $x_{n-1}$, giving us the two Borel-fixed ideals.

Similarly, if $(r, q) = (0, 1)$ the Hilbert scheme $\text{Hilb}_{p_{\lambda''}}(\text{Proj}(R))$ has a unique Borel-fixed point $[S20$, Theorem 1.1] and it is given by $(x_0, \ldots, x_{n-1})$. The lift to $S$ has Hilbert polynomial $(d + 1) + d = P_{\lambda} - 2$. Thus, we begin by performing an expansion with $x_{n-1}$ to obtain $(x_0, \ldots, x_{n-2} + x_{n-1}) (x_{n-1}, \ldots, x_n)$.

This is the lexicographic ideal $L(\lambda')$ and we conclude as in the previous paragraph.

Assume $r = 1$ and $q \geq 3$. Then Proposition 2.10 (3) implies that the Hilbert scheme $\text{Hilb}_{p_{\lambda''}}(\text{Proj}(R))$ has two Borel-fixed ideals, $I'' := (x_0, \ldots, x_{n-3}) + x_{n-2} (x_{n-2}, \ldots, x_n) + (x_{n-1}^2)$ and $L(\lambda'')$. We first show that the Hilbert polynomial of $I''$ is larger than $P_{\lambda}$. We can do this by comparing the number of generators of $(I''S)_j$ to those of $I(\lambda)_j$ for $j \gg 0$. Let $\mathcal{C}_j$ denote the intersection of the monomials of $(I''S)_j$ with the monomials of $(I(\lambda)_j)$. Then it is evident that $I(\lambda)_j$ is generated by $\mathcal{C}_j \cup (x_{n-2} (x_0, \ldots, x_{n-1}))$ while $(I''S)_j$ is generated by $\mathcal{C}_j \cup (x_{n-2} (x_0, \ldots, x_{n-1}))$ for all $j \gg 0$. This implies $P_{S/I(\lambda)_j} + 1 = P_{S/I''S}(t) + j - q + 1$. It follows that $P_{S/I''S}(t) + (q - 2) = P_{\lambda}(t) + (q - 2)$. Thus, in the last step of Algorithm 2.3 we only need to perform one successive expansion of the lexicographic ideal, $L(\lambda'')S = L(\lambda')$. This will give us the two desired Borel-fixed ideals.

Note that Proposition 2.10 corresponds to case (1) - case (5) in Theorem A while Proposition 2.11 corresponds to the other cases.

Remark 2.12. The ideal $I(\lambda)$ conjecturally maximizes the number of i-th syzygies for an ideal parameterized by $\text{Hilb}_{p_{\lambda}}(\mathbb{P}^n)$ [CS21].
3. Deformation Theory

In this section we compute the tangent space to the non lexicographic Borel-fixed ideal, \([I(\lambda)]\), and provide a partial basis for the second cotangent cohomology group of \(S/I(\lambda)\). These are essential for the computation of the universal deformation space of \(I(\lambda)\), which we carry out in Section 4. The general procedure to compute the universal deformation space can be found in \([S03, \S 3]\) and \([PS85, \S 5]\).

We begin with a useful result that relates the universal deformation space of an ideal \(I\) to an analytic neighbourhood of \([I]\) in its Hilbert scheme.

**Theorem 3.1** (Comparison Theorem \([PS85]\)). Let \(X \subseteq \mathbb{P}^n\) be a subscheme with ideal \(I_X = (f_1, \ldots, f_s)\) where \(\text{deg} f_i = d_i\) satisfying, \((k[x_0, \ldots, x_n]/I_X)_e \simeq H^0(O_X(e))\) for \(e = d_1, \ldots, d_s\). Then there is an isomorphism between the universal deformation space of \(I_X\) and that of \(X\); the latter is an analytic neighbourhood of \(\text{Hilb}(\mathbb{P}^n)\) around \([X]\). In particular,

\[
T_{[I_X]} \text{Hilb}(\mathbb{P}^n) = H^0(\mathbb{P}^n, N_{X/\mathbb{P}^n}) = \text{Hom}(I_X, S/I_X)_0.
\]

From Proposition 2.10 and Proposition 2.11 we see that \(I(\lambda)\) lies inside a unique \(\mathbb{P}^{d+2}\). As a consequence, any embedded deformation of the \(I(\lambda)\) in \(\mathbb{P}^n\) can be realized as a deformation of the \(I(\lambda)\ in \mathbb{P}^{d+2}\) along with a deformation of \(\mathbb{P}^{d+2}\) in \(\mathbb{P}^n\). In other words, étale locally around \([I(\lambda)]\) we have an isomorphism

\[
\text{Hilb}^{\mathbb{P}^n}(\mathbb{P}^n) \simeq \text{Hilb}^{\mathbb{P}^{d+2}}(\mathbb{P}^{d+2}) \times A^{(d+3)(n-d-2)}.
\]

As a consequence, it suffices to prove Theorem A assuming \(n = d - 2\).

**Notation 3.2.** For the rest of this section we assume \(n = d - 2\). We also assume \(\lambda\) is of the form \(((d+1)^q, 1)\) satisfying the conditions of Proposition 2.10, or of the form \(((d+1)^q, r+1, 1)\) satisfying the conditions of Proposition 2.11. In the first case the corresponding non lexicographic ideal is

\[
I(\lambda) = x_0, x_0, \ldots, x_{n-1}) + (x_0^q)
\]

and in the second case it is

\[
I(\lambda) = x_0, x_0, \ldots, x_{n-1}) + x_0^q(x_1, \ldots, x_{n-r-1}).
\]

We start by verifying that the comparison theorem holds in all cases of interest.

**Lemma 3.3.** If \(\lambda \neq (1^q)\) then \((S/I(\lambda))_e \simeq H^0(\mathbb{P}^n, O_{\text{Proj}(S/I(\lambda))}(e))\) for all \(e \geq 1\).

**Proof.** For the purpose of this proof it will be convenient to uniformly notation and express

\[
I(\lambda) = x_0, x_0, \ldots, x_{n-1}) + x_0^q(x_1, \ldots, x_p)
\]

with \(0 \leq p \leq n - 1\). Let \(X = \text{Proj}(S/I(\lambda))\) and assume \(p \neq n - 1\). Let \(J = (x_0) + x_0^q(x_1, \ldots, x_p)\) and consider the exact sequence \(0 \rightarrow J/I(\lambda) \rightarrow S/I(\lambda) \rightarrow S/J \rightarrow 0\). The associated long exact sequence in local cohomology of graded \(S\)-modules is

\[
0 \rightarrow H^0_m(J/I(\lambda)) \rightarrow H^0_m(S/I(\lambda)) \rightarrow H^0_m(S/J) \rightarrow H^1_m(J/I(\lambda)) \rightarrow H^1_m(S/I(\lambda)) \rightarrow H^1_m(S/J).
\]

Since \(x_{n-1}\) and \(x_n\) are nonzero divisors on \(S/J\) we have \(\text{depth}_m(S/J) \geq 2\). This implies that the local cohomology groups \(H^0_m(S/J)\) and \(H^1_m(S/J)\) are zero. As graded \(S\)-modules, we have \(J/I(\lambda) \simeq (S/(x_0, \ldots, x_{n-1}))/(-1) := S(-1)\). The associated sheaf on \(\mathbb{P}^n\) is just the structure sheaf of a point. Consider the following exact sequence

\[
0 \rightarrow H^0_m(S(-1)) \rightarrow S(-1) \rightarrow H^0_m(O_{\mathbb{P}^n}(-1)) \rightarrow H^1_m(S(-1)) \rightarrow 0.
\]

For all \(e \geq 1\) we have \(H^0_m(O_{\mathbb{P}^n}(-1))_e = H^0(O_{\mathbb{P}^n}(e - 1)) = H^0(O_{\mathbb{P}^n}) = k \simeq S(-1)_e\). Thus, we have \(H^0_m(S(-1))_e = H^1_m(S(-1))_e = 0\) for all \(e \geq 1\).
Combining this with the first long exact sequence we obtain $H^0_\ell(S/I(\lambda))_e = H^1_\ell(S/I(\lambda))_e = 0$ for all $e \geq 1$. The desired result now follows from using the exact sequence

$$0 \rightarrow H^0_\ell(S/I(\lambda)) \rightarrow S/I(\lambda) \rightarrow H^0_\ell(\mathbb{P}^n, \mathcal{O}_X) \rightarrow H^1_\ell(S/I(\lambda)) \rightarrow 0.$$

The remaining case is when $p = n - 1$ and $q = 1$ (we excluded the case of $n = 2, q = 2$). In this case the regularity of $I(\lambda)$ is 2 [PS08, Corollary 3.1]. Thus Corollary 4.8 and Proposition 4.16 in [E05] establish that $\dim_k(S/I(\lambda))_e = P_{S/I(\lambda)}(e) = P_X(e) = h^0(\mathbb{P}^n, \mathcal{O}_X(e))$ for all $e \geq 1$.

The next four propositions provide a basis for the tangent space to each $I(\lambda)$. Since their proofs are very similar we will only provide all the details for the first one.

**Definition 3.4.** For $S = k[x_0, \ldots, x_n]$ and for $q \geq 1$ define the following subsets

1. $T_1 = \{x_i \cdots x_q : 1 \leq i_1 \leq i_2 \leq \cdots \leq i_q \leq n\} \setminus \{x_i^q, x_i^{q-1}x_j, \ldots, x_i^1x_j, x_i^q\}.$
2. $T_2 = \{x_i^{q-1}x_j, \ldots, x_i^1x_q\}.$

**Proposition 3.5.** Let $\lambda = ((n-1)^q, r, 1, 1)$ be an integer partition. Assume $n \geq 4$ and either $r \geq 2$ and $q \geq 1$, or $r = 1$ and $q \geq 3$. Then

$$\dim_k T_{I(\lambda)} \mathop{\text{Hilb}}^P(\mathbb{P}^n) = 3n - 1 + (n - r - 2)(r + 1) + \binom{n + q - 1}{n - 1}.$$

A general $\phi \in \text{Hom}(I(\lambda), S/I(\lambda))_0$ can be written as

$$\phi(x_i^q) = a_0 x_0 x_1^n, \quad \phi(x_0 x_j) = a_1 x_0 x_1^n + c_1 x_1 x_1^n + c_2 x_2 x_1^n + \cdots + c_n x_n x_1^n, \quad 1 \leq i \leq n - 1$$

$$\phi(x_i^{q+1}) = b_1 x_0 x_1^{n} + \sum_{\omega \in T_1} c_{\omega} x_1^{n} \omega + \ell_{n-r}^{1} x_1^{q} x_{n-r} + \cdots + \ell_{n-r}^{i} x_1^{q} x_{n-r} + \cdots + \ell_{n-r}^{n} x_1^{q} x_{n-r}, \quad 1 \leq i \leq n - r - 1$$

$$\phi(x_i^q) = b_1 x_0 x_1^{n} + \sum_{\omega \in T_1 \cup T_2} c_{\omega} x_1^{n} \omega + \ell_{n-r}^{1} x_1^{q} x_{n-r} + \cdots + \ell_{n-r}^{i} x_1^{q} x_{n-r} + \cdots + \ell_{n-r}^{n} x_1^{q} x_{n-r}, \quad 2 \leq i \leq n - r - 1$$

where $a_0, \ldots, a_{n-1}, b_1, \ldots, b_{n-r-1}, c_1, \ldots, c_n, \{c_{\omega}\}_{\omega \in T_1 \cup T_2}$, and $\{\ell_{n-r}^{i} \leq i \leq n - r - 1\}$ are independent parameters.

**Proof.** By Theorem 3.1 and Lemma 3.3, $\dim_k T_{I(\lambda)} \mathop{\text{Hilb}}^P(\mathbb{P}^n) = \dim \text{Hom}(I(\lambda), S/I(\lambda))_0$. Let $F \xrightarrow{\psi_1} F_0 \xrightarrow{\psi_0} I(\lambda) \rightarrow 0$ be the beginning of the Eliahou-Kervaire resolution from §1.3. We have the following exact sequence

$$0 \rightarrow \text{Hom}(I(\lambda), S/I(\lambda))_0 \rightarrow \text{Hom}(F_0, S/I(\lambda))_0 \xrightarrow{\psi_0^\vee} \text{Hom}(F_1, S/I(\lambda))_0.$$

Dualizing $\psi_1$ we see that $\phi \in \text{Hom}(I(\lambda), S/I(\lambda))_0$ if and only if the following relations hold in $S/I(\lambda)$

$$\phi(x_0 x_1) x_j = \phi(x_0 x_1) x_i, \quad 0 \leq i, j \leq n - 1$$

$$\phi(x_0 x_1) x_i^q = \phi(x_i^q) x_0, \quad 1 \leq j \leq n - r - 1$$

$$\phi(x_i^q) x_j = \phi(x_i^q) x_i, \quad 1 \leq i, j \leq n - r - 1.$$
Let \( \lambda = (n - 1, 2, 1) \) be an integer partition with \( n \geq 4 \). Then
\[
\dim \mathcal{T}_{[I(\lambda)]} \operatorname{Hilb}^{P_{\lambda}}(\mathbb{P}^n) = 6n - 6.
\]

A general \( \varphi \in \operatorname{Hom}(I(\lambda), S/I(\lambda))_0 \) can be written as
\[
\begin{align*}
\varphi(x_0^2) &= a_0 x_0 x_n \\
\varphi(x_0 x_i) &= a_i x_0 x_n + c_2 x_2 x_i + c_3 x_3 x_i + \cdots + c_n x_n x_i, \quad 1 \leq i \leq n - 2 \\
\varphi(x_0 x_{n-1}) &= a_{n-1} x_0 x_n + c_1 x_1 x_{n-1} + c_2 x_2 x_{n-1} + \cdots + c_n x_n x_{n-1} + [\alpha x_1 x_n] \\
\varphi(x_i^2) &= b_i x_0 x_n + \ell_{n-1} x_i x_{n-1} + \ell_i x_i x_n \\
\varphi(x_i x_j) &= b_i x_0 x_n + b_{2i} x_2 x_i + \cdots + d_n x_n x_i + \ell_{n-1} x_i x_{n-1} + \ell_i x_i x_n, \quad 2 \leq i < n - 1.
\end{align*}
\]

where \( \alpha, a_0, \ldots, a_{n-1}, b_1, \ldots, b_{n-2}, c_1, \ldots, c_n, d_2, \ldots, d_n \) and \( \{\ell_i, \ell_i\} \) are independent parameters.

Proposition 3.7. Let \( \lambda = (n - 1, 1, 1) \) be an integer partition with \( n \geq 3 \). Then
\[
\dim \mathcal{T}_{[I(\lambda)]} \operatorname{Hilb}^{P_{\lambda}}(\mathbb{P}^n) = 6n - 4.
\]

A general \( \varphi \in \operatorname{Hom}(I(\lambda), S/I(\lambda))_0 \) can be written as
\[
\begin{align*}
\varphi(x_0^2) &= a_0^0 x_0 x_n + a_1^1 x_1 x_n \\
\varphi(x_0 x_i) &= a_0^0 x_0 x_n + a_i^1 x_i x_n \\
\varphi(x_0 x_i) &= a_0^0 x_0 x_n + a_i^1 x_i x_n + c_2 x_2 x_i + c_3 x_3 x_i + \cdots + c_n x_n x_i, \quad 2 \leq i \leq n - 1 \\
\varphi(x_i^2) &= b_i^0 x_0 x_n + b_0^1 x_i x_n \\
\varphi(x_i x_j) &= b_i^0 x_0 x_n + b_j^1 x_i x_n + d_2 x_2 x_i + \cdots + d_n x_n x_i, \quad 2 \leq i \leq n - 1.
\end{align*}
\]

where \( c_2, \ldots, c_n, d_2, \ldots, d_n, \{a_i^0, a_i^1\} \) are independent parameters.

Proposition 3.8. Let \( \lambda = ((n-1)^q, 1) \) be an integer partition where either \( n = 3 \) and \( q \geq 4 \), or \( n \geq 4 \) and \( q \geq 2 \). Then
\[
\dim \mathcal{T}_{[I(\lambda)]} \operatorname{Hilb}^{P_{\lambda}}(\mathbb{P}^n) = 2n - 1 + \binom{n + q - 1}{n - 1}.
\]
A general $\varphi \in \text{Hom}(I(\lambda), S/I(\lambda)_0)$ can be written as
\[
\begin{align*}
\varphi(x_0^2) &= a_0 x_0 x_n \\
\varphi(x_0 x_1) &= a_1 x_0 x_n + c_1 x_1 x_1 + \cdots + c_n x_n x_1 \\
\varphi(x_1^q) &= b_1 x_0 x_n^{q-1} + \sum_{\omega \in \mathcal{I}_1 \cup \mathcal{I}_2 \setminus \mathcal{I}_2} c_{l,\omega} \omega,
\end{align*}
\]
where $a_0, \ldots, a_{n-1}, b_1, c_1, \ldots, c_n, c_{l,\omega}$ are independent parameters.

As we will see in Section 4, for $\lambda = ((n-1)^q, 1)$ the ideal $I(\lambda)$ corresponds to a smooth point on its Hilbert scheme. To understand the geometry in a neighborhood of the other $[I(\lambda)]$, we will need to compute its deformation space. To do this, we may exclude the trivial deformations, those induced by coordinate changes, as they are unobstructed. More precisely, we want to compute $T^1(R/k, R)_0$ where $R = S/I(\lambda)$ [S03, §3, p. 24]. A straightforward computation of the partial derivatives gives the following bases for $T^1$.

**Corollary 3.9.** Let $\lambda = ((n-1)^q, r + 1, 1)$ be an integer partition and let $R = S/I(\lambda)$. Assume $n \geq 4$ and either $r \geq 2$ and $q \geq 1$, or $r = 1$ and $q \geq 3$. Then $T^1(R/k, R)_0$ is spanned by
\[
\begin{align*}
\varphi(x_0 x_i) &= a_1 x_0 x_n, \quad 0 \leq i \leq n - r - 1 \\
\varphi(x_0 x_i) &= 0, \quad n - r \leq i \leq n - 1 \\
\varphi(x_1^q x_i) &= b_1 x_0 x_n^q + \sum_{\omega \in \mathcal{I}_1} c_{\omega} x_1 \omega + \ell_{n-r}^1 x_1^{q+r} x_n - r + \cdots + \ell_n^1 x_1^q x_n \\
\varphi(x_1 x_i) &= b_1 x_0 x_n^q + \sum_{\omega \in \mathcal{I}_1} c_{\omega} x_1 \omega, \quad 1 \leq i \leq n - r - 1,
\end{align*}
\]
where $a_0, \ldots, a_{n-1}, b_1, \ldots, b_{n-r-1}, \ell_{n-r}^1, \cdots, \ell_n^1$ and $\{c_{\omega}\}_{\omega \in \mathcal{I}_1}$ are independent parameters.

**Corollary 3.10.** Let $\lambda = (n-1, 2, 1)$ be an integer partition with $n \geq 4$ and let $R = S/I(\lambda)$. Then $T^1(R/k, R)_0$ is spanned by
\[
\begin{align*}
\varphi(x_0 x_i) &= a_1 x_0 x_n, \quad 0 \leq i \leq n - 2 \\
\varphi(x_0 x_{n-1}) &= \alpha x_1 x_n \\
\varphi(x_1^q) &= b_1 x_0 x_n + d_{n-1} x_1 x_{n-1} + d_n x_1 x_n \\
\varphi(x_1 x_i) &= b_1 x_0 x_n, \quad 2 \leq i \leq n - r - 1,
\end{align*}
\]
where $\alpha, a_0, \ldots, a_{n-2}, b_1, \ldots, b_{n-2}, d_{n-1}, d_n$ are independent parameters.

**Corollary 3.11.** Let $\lambda = (n-1, 1, 1)$ be an integer partition with $n \geq 3$ and let $R = S/I(\lambda)$. Then $T^1(R/k, R)_0$ is spanned by
\[
\begin{align*}
\varphi(x_0 x_i) &= a_1^0 x_0 x_n + a_1^1 x_1 x_n, \quad 0 \leq i \leq n - 1 \\
\varphi(x_1^q) &= b_0^0 x_0 x_n + b_1^1 x_1 x_n, \quad 0 \leq i \leq n - 1 \\
\varphi(x_1 x_i) &= b_0^0 x_0 x_n, \quad 2 \leq i \leq n - 1,
\end{align*}
\]
where $a_1^0, a_1^1, b_0^0$ are independent parameters.

**Lemma 3.12.** With notation as in §1.3, let $F$ denote the Eliahou-Kervaire resolution of $I(\lambda)$. Let $R = S/I(\lambda)$ and let $\ell_{l,i}^1 \in \text{Hom}(F_l, R)$ denote the dual of $e_{l,i}^1$.

1. If $\lambda = ((n-1)^q, r + 1, 1)$ then $\{x_0 x_n^2, \ell_{0,1}^1, x_0 x_n^{q+1}, \ell_{1,1}^1\} \subseteq T^2(R/k, R)_0$ is linearly independent.
(2) If \( \lambda = (n - 1, 1) \) then \( \{x_0 x_n^2 f_{01}^0, x_0 x_n^2 f_{11}^1, x_1 x_n f_{01}^0, x_1 x_n f_{01}^1\}_{i,j} \subseteq T^2(R/k, R)_0 \) is linearly independent.

(3) If \( \lambda = (n - 1, 1, 1) \) then \( \{x_0 x_n^2 f_{01}^0, x_0 x_n^2 f_{11}^1, x_1 x_n f_{01}^0, x_1 x_n f_{11}^1\}_{i,j} \subseteq T^2(R/k, R)_0 \) is linearly independent.

Proof. We will only prove (ii) as the other two cases are analogous (and simpler). We use \( A_i \) to denote the matrix associated to \( \psi_i \). By construction the entries in \( A_i \) are supported on \( (x_0, \ldots, x_{n-1}) \). Dualizing the resolution \( F \) we obtain

\[
\psi_i^\vee(f_{0i}^0) = -x_0 f_{0i}^0 - \sum_{1 < j \leq n-1} x_j f_{0j}^i \\
\psi_i^\vee(f_{0i}^0) = x_0 f_{0i}^0 - x_1 f_{1i}^0 - \sum_{1 < j \leq n-1} x_j f_{0j}^i \\
\psi_i^\vee(f_{0i}^0) = x_0 f_{0i}^0 + x_1 f_{0i}^1 - x_1 f_{1i}^0 + \sum_{2 \leq j < n} x_j f_{0j}^i - \sum_{1 < j \leq n-1} x_j f_{0j}^i \\
\psi_i^\vee(f_{0i}^0, n-1) = x_0 f_{0i}^0, n-1 + x_1 f_{0i}^1, n-1 + \sum_{2 \leq j < n-1} x_j f_{0j}^i, n-1 \\
\psi_i^\vee(f_{1i}^1) = x_0 f_{1i}^0 + \sum_{1 \leq j < 1} x_j f_{1j}^1 - \sum_{i < j \leq n-2} x_j f_{1j}^i.
\]

Let us first check that \( x_0 x_n^2, f_{01}^0 \) and \( x_0 x_n^2, f_{11}^1 \) are well defined elements of \( T^2(R/k, R)_0 \). It is enough to show that \( x_0 x_n^2, f_{01}^0 \) annihilates \( \ker \psi_1 + \text{Kos} \). Since the entries in \( A_2 \) are supported on \( (x_0, \ldots, x_{n-1}) \), multiplying by \( x_0 x_n^2, f_{01}^0 \) annihilates \( \psi_2(f_2) = \ker \psi_1 \). Since the Koszul relations are supported on \( (x_0, x_1) \), \( x_0 x_n^2, f_{01}^0 \) annihilates Kos.

Since \( x_1 x_n^2, \) also annihilates Kos, to show that \( x_1 x_n^2, f_{0, n-1} \) is a well defined element, we only need to prove that \( x_1 x_n^2, \) annihilates the restriction \( \left( \ker \psi_1 \right)_{S(-3)} e_{0, n-1}^i \). Let \( v \in \ker \psi_1 \) and since the differentials are linear we may assume \( v \) is linear. Then \( \psi_i(v) = 0 \) implies

\[
-x_1 v e_{0i} - x_2 v e_{0i} - \cdots - x_{n-1} v e_{0i} = 0 \\
x_0 v e_{0i} - x_1 v e_{0i} - x_2 v e_{0i} - \cdots - x_{n-1} v e_{0i} = 0 \\
x_0 v e_{0i} + x_1 v e_{0i} - x_1 v e_{0i} + \sum_{2 \leq j < i} x_j v e_{0i} - \sum_{1 < j \leq n-1} x_j v e_{0i} = 0, \quad 2 \leq i \leq n-2.
\]

The \( j \)-th equation above is just the \( j \)-th row of \( A_1 \) multiplied with \( v \) (we can read this off from our description of \( \psi_i^\vee \)). From the \( j \)-th equation we can see that \( v e_{0, n-1}^i \) is supported on \( (x_0, \ldots, x_{n-2}) \) for all \( 0 \leq j \leq n-2 \). As a consequence, \( x_1 x_n^2, \) annihilates \( v e_{0, n-1}^i \) and all of \( (\ker \psi_1)_{S(-3)} e_{0, n-1}^i \).

We will now show that the set \( S = \text{span}_k \{x_0 x_n^2, f_{01}^0, x_0 x_n^2, f_{11}^1, x_1 x_n f_{01}^0, x_1 x_n f_{01}^1\}_{i,j} \) is linearly independent in \( T^2(R/k, R) \). In particular, we need to show that no non-zero element of \( S \) is a linear combination of the form \( \sum_{L, \ell} c_{L, \ell} Q_{L,i} \psi_i^\vee(f_{1i}^\ell) \) where \( Q_{L, i} \in R(2) \) are quadrics and \( c_{L, \ell} \in k \) constants. However, since all the elements of \( S \) are multiples of \( x_n^2 \) and \( A_1 \) does not contain the variable \( x_n \), it suffices to show that no non-zero element of \( S \) is a linear combination of the form \( \sum_{L, \ell} c_{L, \ell} x_n^2, \psi_i^\vee(f_{1i}^\ell) \). From the description of \( \psi_i^\vee \) in the first paragraph we see that this is indeed the case.

\[ \square \]

4. Proof of Theorem A

The goal of this section is to prove Theorem A. By Lemma 2.1 and Equation (6) we may assume that \( s = 0 \) and \( n = d - 2 \). The proof will provide a description of the universal deformation space of \( I(\lambda) \) valid in all characteristics.
Theorem A (1) to (3). Case (1) and (2) are [F68, Theorem 2.4] while case (3) is [CCN11, Theorem 1.1]. □

Proof of Theorem A (4), (5). It follows from [RS97, Theorem 4.1] that \( \dim(\text{Hilb}^{P}(P^n)) \) agrees with the dimension of the tangent space to \([I(\lambda)]\) (Proposition 3.8). Thus, \([I(\lambda)]\) is a smooth point on the Hilbert scheme. By Theorem [RS97, Theorem 4.1] the lexicographic point is also a smooth point. Since \( \text{Hilb}^{P}(P^n) \) has only two Borel-fixed points (Proposition 2.10), Lemma 1.1 implies that the Hilbert scheme is smooth. Finally, [RS97, Theorem 4.1] gives the description of the general member. □

Proof of Theorem A (6), (7). Let \( U = k[[x_{00}, \ldots, x_{0,n-r-1}, u_{11}, \ldots, u_{1n}, (u_{2,\omega})_{\omega \in T_1}]] \) and let \( m_U \) denote its maximal ideal. Consider the following perturbation of \( \psi_0 \)

\[
\psi_0(e_{01}) = x_0 x_1 + u_{01} x_0 x_n, \quad i \leq n - r - 1
\]

\[
\psi_0(e_{01}^*) = x_0 x_1, \quad i \geq n - r
\]

\[
\psi_0(e_{11}^*) = x_1^{q+1} + u_{11} x_0 x_1 + \sum_{l=0}^{r} u_{1,n-r+1} x_1^{q} x_{n-r+1} + \sum_{\omega \in T_1} u_{2,\omega} x_1 \omega + \sum_{l=0}^{r} \sum_{\omega \in T_1} u_{1,n-r+1} u_{2,\omega} x_{n-r+1} \omega
\]

\[
\psi_0(e_{11}^*) = x_1^q x_1 + u_{11} x_0 x_1^q + \sum_{\omega \in T_1} u_{2,\omega} x_1 \omega, \quad i > 1.
\]

By Corollary 3.9 this lifts the first order deformation by non-trivial deformations. To perturb the syzygies, we need a few definitions. Let \( U := \{ \omega \in T_1 : \text{there exists} \ x_i | \omega \text{ with} \ n - r \leq i \leq n - 1 \} \), \( V := \{ \omega \in T_1 : \omega \text{ is supported on} \ x_1, \ldots, x_{n-r-1}, x_n \} \) and \( \eta := x_1^n \). Observe that \( T_1 = U \cup V \cup \{ x_1^n \} \).

For each \( \omega \in U \) choose some \( n - r \leq i \leq n - 1 \) for which \( x_i | \omega \) and let \( \tilde{\omega} := \omega | x_i \) and \( \hat{\omega} := \omega | x_i \). For each \( \omega \in V \) define the following

- Let \( \omega_0 = 1 \) and for \( 1 \leq \ell \leq q \) let \( \omega_{\ell} \) denote the lexicographically largest monomial of degree \( \ell \) dividing \( \omega \).
- For \( 0 \leq \ell \leq q - 1 \) let \( \lambda(\omega_{\ell}) \) to be the index of the variable \( \frac{\omega_{\ell+1}}{\omega_{\ell}} \).
- For \( 0 \leq \ell \leq q - 1 \) let \( u_{\omega_{\ell}} := \frac{\omega_{\ell+1} | x_j = u_{0j}}{\omega_{\ell} | x_j = u_{0j}} \).

For example, if \( \omega = x_1^3 x_3^3 x_4 \) then \( \omega_0 = x_3^3 x_4 \), then \( \lambda(\omega_3) = x_3 \) and \( u_{\omega_3} = u_{03}^2 u_{04} \). Define

\[
\Omega := \sum_{\ell=1}^{q} (-1)^{\ell-1} u_{01}^{\ell-1} x_1^{q-\ell} x_n^{\ell} e_{01}^* + \sum_{\omega \in U} u_{2,\omega} x_1 x_\omega e_{01,\omega}^* + \sum_{\omega \in V} \sum_{\ell=1}^{q} (-1)^{\ell-1} u_{\omega_{q-\ell+1}} x_\omega x_{n} e_{0,\lambda(\omega_{q-\ell})}^*.
\]

Here is the lift of the syzygies

\[
\psi_1(e_{01}) = (x_j + u_{0j} x_n) e_{01}^* - (x_j + u_{0j} x_n) e_{0j}^*, \quad 0 \leq j < i \leq n - r - 1
\]

\[
\psi_1(e_{01}^*) = (x_j + u_{0j} x_n) e_{01}^* - x_i e_{0j}^*, \quad j < n - r \leq i \leq n - 1
\]

\[
\psi_1(e_{01}^0) = x_j e_{01}^* - x_i e_{0j}^*, \quad n - r \leq j < i \leq n - 1
\]

\[
\psi_1(e_{11}^0) = x_0 e_{11}^* - x_1^q e_{01}^* - u_{11} x_0^q e_{01}^* - \sum_{\omega \in T_1} u_{2,\omega} x_0^e_{01}, \quad r - l = \sum_{l=0}^{r-1} u_{2,\omega} u_{1,n-r+1} x_0^e_{01} - \sum_{\omega \in T_1} u_{2,\omega} x_0^e_{01} + (u_{01} - u_{1n}) \Omega
\]

\[
\psi_1(e_{11}^0) = x_0 e_{11}^* - x_1^q e_{01}^* - \sum_{\omega \in T_1} u_{2,\omega} x_0^e_{01} - u_{11} x_0^q e_{01}^* + u_{01} \Omega, \quad r \leq i \leq n - r - 1
\]

\[
\psi_1(e_{11}^0) = x_0 e_{11}^* - x_1^q e_{01}^* - \sum_{\omega \in T_1} u_{2,\omega} x_0^e_{01} - u_{11} x_0^q e_{01}^* + u_{01} \Omega, \quad 2 \leq i \leq n - r - 1
\]
\[
\Psi_1(e_{1l}^j) = x_i e_{1l}^* - x_i e_{1l}^* + u_{1l} x_0^q e_{0l}^1 - u_{1l} x_0^q e_{0l}^1 + \sum_{l=0}^{r-1} u_{1l} u_{n-r+l} x_n e_{0,n-r+l}, \quad 2 \leq i \leq n-r-1
\]

\[
\Psi_1(e_{1l}^j) = x_j e_{1l}^* - x_j e_{1l}^* + u_{ij} x_0^q e_{0l}^1 - u_{ij} x_0^q e_{0l}^1, \quad 2 \leq j \leq i \leq n-r-1.
\]

It will be notationally convenient to separate the cases \( q > 1 \) and \( q = 1 \). If \( q > 1 \), composing \( \Psi_0 \) and \( \Psi_1 \) we obtain

(7) \[
\Psi_0 \Psi_1(e_{0l}^1) = 0, \quad 0 \leq j < i \leq n-1
\]

(8) \[
\Psi_0(\Psi_0(e_{1l}^j)) = (u_{0l} u_{1l} - u_{0l} u_{1l}) x_0 x_n^{q+1}, \quad 2 \leq j \leq i \leq n-r-1
\]

\[
\Psi_0(\Psi_1(e_{1l}^1)) = (u_{01} u_{1l} - u_{01} u_{1l}) x_0 x_n^{q+1}, \quad 2 \leq i \leq n-r-1
\]

with \( \alpha = (-1)^q u_0^q + (-1)^q \sum_{\omega \in \cal V} u_{2\omega} u_{\omega 0} \).

To compute the obstruction space we just repeat the above computation mod \( m^{l+1}_U \). Indeed, for \( l \geq 1 \) let \( \Psi_0^l = \Psi_0 \) mod \( m^{l+1}_U \) and \( \Psi_1^l = \Psi_1 \) mod \( m^{l+1}_U \). Then the image of \( \Psi_0^l \Psi_1^l \) in \( T^2(R/k, R)_0 \otimes U/m^{l+2}_U \) is

(9) \[
\Psi_0^l \Psi_1^l(e_{0l}^1) \equiv 0, \quad 0 \leq j < i \leq n-1
\]

(10) \[
\Psi_0^l(\Psi_0^l(e_{1l}^j)) \equiv (u_{0l} u_{1l} - u_{0l} u_{1l}) x_0 x_n^{q+1}, \quad 2 \leq j < i \leq n-r-1
\]

(11) \[
\Psi_0^l(\Psi_1^l(e_{1l}^1)) \equiv (u_{0l} u_{1l} - u_{0l} u_{1l}) x_0 x_n^{q+1}, \quad 2 \leq i \leq n-r-1
\]

Using Lemma 3.12 (1), the above equation allows us to directly read off the obstruction to lift our family from the \((1-1)\)-th order to \( l \)-th order (beginning with \( l = 1 \)). In particular, the ideal of obstructions to lift to \( q \)-th order is the \( 2 \times 2 \) minors of

\[
\left(\begin{array}{cccccc}
u_{00} & u_{01} - u_{1n} & u_{02} & u_{03} & \cdots & u_{0,n-r-1} \\
u_{12n} + \alpha & u_{11} & u_{12} & u_{13} & \cdots & u_{1,n-r-1}
\end{array}\right).
\]

If we denote this ideal by \( J \), we have \( \Psi_0 \Psi_1 = 0 \) in \( U/J \) (Equation (8)). Thus, \( \Psi_0 \) gives a versal deformation of \( I(\lambda) \). Since we are working analytically, we may apply the isomorphism that maps \( u_{2n} \mapsto -u_{2n} + \alpha \) and fixes the other variables. This transformation makes \( J \) the \( 2 \times 2 \) minors of a generic matrix. Finally, adding back the trivial deformations we obtain the universal deformation space of \( I(\lambda) \).

If \( q = 1 \) we obtain

\[
\Psi_0 \Psi_1(e_{0l}^1) = 0, \quad 0 \leq j < i \leq n-1
\]

\[
\Psi_0(\Psi_0(e_{1l}^j)) = (u_{0l} u_{1l} - u_{0l} u_{1l}) x_0 x_n^{2q}, \quad 2 \leq j < i \leq n-r-1
\]

\[
\Psi_0(\Psi_1(e_{1l}^1)) = (u_{0l} u_{1l} - u_{0l} u_{1l}) x_0 x_n^{2q}, \quad 2 \leq i \leq n-r-1
\]

\[
\Psi_0(\Psi_1(e_{1l}^j)) = (u_{0l} u_{1l} - u_{0l} u_{1l}) x_0 x_n^{2q}, \quad 2 \leq i \leq n-r-1.
\]
Arguing as in the $q > 1$ case we see that the versal deformation space is cut out by $2 \times 2$ minors of

$$
\begin{pmatrix}
  u_{00} & u_{01} - u_{11} & u_{02} & u_{03} & \cdots & u_{0,n-r-1} \\
  u_{01} & u_{11} & u_{12} & u_{13} & \cdots & u_{1,n-r-1}
\end{pmatrix}.
$$

We have obtained the desired étale-local description as the Segre embedding $\mathbf{P}^1 \times \mathbf{P}^{n-r-1} \hookrightarrow \mathbf{P}^{2(n-r)-1}$ is cut out by the ideal of $2 \times 2$ minors of a generic $2 \times (n-r)$ matrix. It is well known that the Segre embedding is normal and Cohen-Macaulay [EH71]. It follows that the Hilbert scheme is normal and Cohen-Macaulay in a neighbourhood of $[I(\lambda)]$. Combining this with [RS97, Theorem 1.4] and Lemma 1.1 we deduce that the Hilbert scheme is normal and Cohen-Macaulay. Since the Hilbert scheme is connected [H66, Corollary 5.9], it must be irreducible. Finally, the description of the general member is given in [RS97, Theorem 4.1] and the other statements follow from Lemma 1.1. \hfill \Box

**Proof of Theorem A (8).** Let $U = k[[u_{00}, \ldots, u_{0,n-r-1}, u_{11}, \ldots, u_{1,n-r-1}, v_{00}, \ldots, v_{0,n-r-1}, v_{11}]]$. For convenience we will sometimes use $u_{i0}$ to denote $u_{i0}$. Consider the following perturbation of $\psi_0$

$$
\psi_0(e_{i0}^*) = x_0^i x_i^* + u_{i0} x_0 x_n + v_{i0} x_i x_n, \quad 0 \leq i \leq n - 1
$$

and a perturbation of $\psi_1$

$$
\psi_1(e_{i1}^*) = x_0^i x_i^* - (x_1^i + u_{i1} x_n + v_{i1} x_n) e_{i0}^* + v_{i0} x_n e_{i1}^* - v_{i1} x_n e_{i0}^*, \quad 1 \leq i \leq n - 1
$$

Composing the two we obtain

$$
\psi_0(\psi_1(e_{i0}^*)) = (u_{11} v_{00} - u_{01} v_{00}) x_0 x_n^2 + (v_{01} u_{00} - v_{00} u_{01}) v_0 v_0 x_0 x_n + (v_{00} u_{00} - v_{00} v_0) v_1 v_1 x_0 x_n^2,
$$

$$
\psi_0(\psi_1(e_{i0}^*)) = (u_{11} v_{00} - u_{01} v_{00}) x_0 x_n^2 + (v_{01} u_{00} - v_{00} u_{01}) v_0 v_0 x_0 x_n + (v_{00} u_{00} - v_{00} v_0) v_1 v_1 x_0 x_n^2,
$$

$$
\psi_0(\psi_1(e_{i0}^*)) = (u_{11} v_{00} - u_{01} v_{00}) x_0 x_n^2 + (v_{01} u_{00} - v_{00} u_{01}) v_0 v_0 x_0 x_n + (v_{00} u_{00} - v_{00} v_0) v_1 v_1 x_0 x_n^2,
$$

$$
\psi_0(\psi_1(e_{i0}^*)) = (u_{11} v_{00} - u_{01} v_{00}) x_0 x_n^2 + (v_{01} u_{00} - v_{00} u_{01}) v_0 v_0 x_0 x_n + (v_{00} u_{00} - v_{00} v_0) v_1 v_1 x_0 x_n^2,
$$

$$
\psi_0(\psi_1(e_{i0}^*)) = (u_{11} v_{00} - u_{01} v_{00}) x_0 x_n^2 + (v_{01} u_{00} - v_{00} u_{01}) v_0 v_0 x_0 x_n + (v_{00} u_{00} - v_{00} v_0) v_1 v_1 x_0 x_n^2,
$$

$$
\psi_0(\psi_1(e_{i0}^*)) = (u_{11} v_{00} - u_{01} v_{00}) x_0 x_n^2 + (v_{01} u_{00} - v_{00} u_{01}) v_0 v_0 x_0 x_n + (v_{00} u_{00} - v_{00} v_0) v_1 v_1 x_0 x_n^2,
$$

Since the lifts $\psi_0$ and $\psi_1$ are first order, we see that the ideal of obstructions to lift to second order is the $2 \times 2$ minors of

$$
\begin{pmatrix}
  u_{00} & u_{01} & u_{02} & \cdots & u_{0,n-1} \\
  v_{00} & v_{01} & v_{02} & \cdots & v_{0,n-1}
\end{pmatrix}.
$$
Indeed, most of the minors show up as coefficients of $x_0x_n^2$ and $x_1x_n^2$. The other minors come from the underlined equations

$$u_{11}v_0 + u_0u_{11} - u_{11}u_{00} + \left(u_{11}v_0 - u_0v_0\right) = v_0u_{11} - v_0\left(u_{11} - v_1\right)$$

$$u_0v_0 + v_{11}v_0 - u_{11}v_0 - \left(u_0v_0 - u_{11}v_0\right) = u_0u_{11} - u_{11}\left(u_0 - v_0\right).$$

If we denote the ideal of $2 \times 2$ minors by $J$ we have $\Psi_0\Psi_1 = 0$ in $U/J$. Thus, $\Psi_0$ gives a versal deformation of $I(\lambda)$. Adding back the trivial deformations gives us the universal deformation space of $I(\lambda)$. This gives us the desired étale-local description as the Segre embedding $P^2 \times P^{n-1} \to P^{3n-1}$ is cut out by the ideal of $2 \times 2$ minors of a generic $3 \times n$ matrix. Similar to the previous proof, the other statements follow from [EH71], [H66, Corollary 5.9], Lemma 1.1 and [RS97, Theorem 4.1].

**Proof of Theorem A** (9). Let $U = \mathbb{k}[u_{00}, \ldots, u_{0,n-1}, u_{11}, \ldots, u_{1n}]$ and let $m_U$ denote its maximal ideal. We will sometimes use $e_{10}^\ast$ to denote $e_{01}^\ast$. This does not cause any confusion as $e_{10}^\ast$ is not part of a basis of $F_0$. Consider the following perturbation of $\psi_0$

$$\psi_0(e_{01}^\ast) = x_0^2 + u_{00}x_0x_n$$

$$\psi_0(e_{01}^\ast) = x_0x_1 + u_{01}x_0x_n - u_{0,n-1}u_{1,n-1}x_1x_n$$

$$\psi_0(e_{01}^\ast) = x_0x_1 + u_{01}x_0x_n, \quad 2 \leq i \leq n-2$$

$$\psi_0(e_{0,n-1}^\ast) = x_0x_{n-1} + u_{0,n-1}x_1x_n$$

$$\psi_0(e_{11}^\ast) = x_1^2 + u_{11}x_0x_n + u_{i,n-1}x_1x_n + u_{11}x_1x_n$$

$$\psi_0(e_{11}^\ast) = x_1x_1 + u_{11}x_0x_n, \quad 2 \leq i \leq n-2.$$  

and a perturbation of $\psi_1$

$$\psi_1(e_{01}^\ast) = (x_0 + u_{00}x_0n)e_{01}^\ast - (x_1 + u_{01}x_0n)e_{00}^\ast + u_{0,n-1}u_{1,n-1}x_0x_n e_{11}^\ast$$

$$\psi_1(e_{01}^\ast) = (x_1 + u_{01}x_0n)e_{01}^\ast - (x_1 + u_{01}x_0n)e_{01}^\ast - u_{0,n-1}u_{1,n-1}x_1x_n e_{11}^\ast$$

$$\psi_1(e_{01}^\ast) = (x_1 + u_{01}x_0n)e_{01}^\ast - (x_1 + u_{01}x_0n)e_{01}^\ast, \quad 2 \leq i \leq n-1$$

$$\psi_1(e_{0,n-1}^\ast) = (x_1 + u_{01}x_0n)e_{0,n-1}^\ast - x_1x_1e_{00}^\ast - u_{0,n-1}x_1x_n e_{11}^\ast$$

$$\psi_1(e_{11}^\ast) = (x_0 e_{11}^\ast - x_1 e_{01}^\ast - u_{11}x_0 e_{00}^\ast - u_{1,n-1}x_1 e_{0,n-1}^\ast + (u_0 - u_{11})x_n e_{01}^\ast$$

$$\psi_1(e_{11}^\ast) = x_0 e_{11}^\ast - x_1 e_{01}^\ast + u_{11}x_0 e_{01}^\ast - u_{11}x_0 e_{01}^\ast, \quad 2 \leq i \leq n-2$$

$$\psi_1(e_{11}^\ast) = x_1 e_{11}^\ast - x_1 e_{11}^\ast + u_{11}x_1 e_{01}^\ast - u_{11}x_1 e_{01}^\ast$$

$$\psi_1(e_{11}^\ast) = x_1 e_{11}^\ast - x_1 e_{11}^\ast + u_{11}x_1 e_{01}^\ast - u_{11}x_1 e_{01}^\ast, \quad 2 \leq j \leq n-2.$$  

For $1 > 1$ let, $\psi_0 \equiv \psi_0^\ast \mod m_U^{l+1}$ and $\psi_1 \equiv \psi_1^\ast \mod m_U^{l+1}$. As done previously, the obstruction to lifting to second order is the image of $\psi_0^\ast \psi_1^\ast$ in $T^2(R/k, R)_0 \otimes m_U^2/m_U^3$. This is

$$\psi_0^\ast \psi_1^\ast(e_{01}^\ast) \equiv 0, \quad 0 \leq j < i \leq n-2$$

$$\psi_0^\ast \psi_1^\ast(e_{0,n-1}^\ast) \equiv -u_{01}u_{0,n-1}x_0x_n^2 + u_{00}u_{0,n-1}x_1x_n^2$$

$$\psi_0^\ast \psi_1^\ast(e_{1,n-1}^\ast) \equiv u_{0,n-1}(u_0 - u_{1n})x_1x_n^2 - u_{0,n-1}u_{11}x_0x_n^2$$

$$\psi_0^\ast \psi_1^\ast(e_{0,n-1}^\ast) \equiv u_{01}u_{0,n-1}x_1x_n^2 - u_{0,n-1}u_{11}x_0x_n^2, \quad 2 \leq j \leq n-2.$$
\[ \Psi_0^1 \Psi_1^1 (e_{01}^0) \equiv (u_{00} + u_{01} - u_{1n})^2 (u_{02} - u_{03} - \cdots - u_{0,n-2}) \]

\[ - u_{0,n-1} u_{1n} x_n \]

\[ \Psi_0^1 \Psi_1^1 (e_{01}^0) \equiv (u_{00} u_{01} - u_{00} u_{11}) x_n^2, \quad 2 \leq i \leq n-2 \]

\[ \Psi_0^1 \Psi_1^1 (e_{11}^0) \equiv (u_{01} u_{11} - u_{01} - u_{1n}) x_0^2 x_n^2 + u_{1, n-1} u_{11} x_0 x_n - x_n, \quad 2 \leq j < i \leq n-2. \]

In this image, the three underlined terms are 0. Indeed, the second and third underlined term (from the top) are 0 in R and the first term is equal to \( \Psi_1^1 (u_{0, n-1} u_{1, n-1} x_1 x_n f_{01}^0) \). After the underlined terms vanish, \( \Psi_0^1 \Psi_1^1 \) is written in terms of our desired basis elements (Lemma 3.12 (2)). Thus, the ideal generated by the coefficients, which we denote by \( J_1 \), is the ideal of obstructions to lift to second order. Let \( U^1 = U/J_1 \) and \( m_{U^1} \) its maximal ideal. To compute the obstructions to third order we compute \( \Psi_0^2 \Psi_1^2 \) in \( T^2(R/k, R) \otimes m_{U^1}^3/m_{U^1}^4 \). This is

\[ \Psi_0^2 \Psi_1^2 (e_{01}^1) \equiv 0, \quad (i, j) \neq (0, n-1) \]

\[ \Psi_0^2 \Psi_1^2 (e_{0, n-1}^0) \equiv u_{0, n-1}^2 u_{1, n-1} x_1 x_n^2 \]

\[ \Psi_0^2 \Psi_1^2 (e_{11}^1) \equiv 0, \quad \text{for all } j, i \]

Thus, the ideal of obstructions to lift to third order is

\[ J_2 := \left( (u_{0, n-1}) + I_2 \left( \begin{array}{cccc} u_{00} & u_{01} - u_{1n} & u_{02} & u_{03} & \cdots & u_{0, n-2} \\ u_{01} & u_{11} & u_{12} & u_{13} & \cdots & u_{1, n-2} \end{array} \right) \right) \cap \left( u_{00} + u_{0, n-1} u_{1, n-1} - u_{01}, u_{02}, \ldots, u_{0, n-2}, u_{11}, u_{12}, \ldots, u_{1, n-2}, u_{1n} \right). \]

Here \( I_2 (\cdot) \) denotes the ideal of the \( 2 \times 2 \) minors of \( \cdot \). Finally, it is easy to see that \( \Psi_0^1 \Psi_1^1 = 0 \) in \( U/J_2 \) (for instance, the underlined terms in \( \Psi_0^1 \Psi_1^1 \) are cancelled by the second order terms). Thus \( \Psi_0 \) gives a versal deformation of \( I(\Lambda) \). Adding back the trivial deformations gives us the universal deformation space of \( I(\Lambda) \).

From Proposition 3.6 and Corollary 3.10 we see that there are \( 4n - 6 \) trivial deformations; denote them by \( t_1, \ldots, t_{4n-6} \). Thus, the smooth component of \( \text{Spec}(U[t_1, \ldots, t_{4n-6}] / J_2) \) has dimension \( 4n - 4 \). Since \( P_\lambda = (1 + n - 2) + t + 1 \), there is an irreducible component, \( \mathcal{Y}_1 \), whose general member parameterizes a line and a disjoint \( (n - 2) \)-plane. This is birational to \( \mathbb{G}(1, n) \times \mathbb{G}(1, n - 2) \) and, as a consequence, has dimension \( 4n - 4 \); thus \( \mathcal{Y}_1 \) is the smooth component. It is shown in [R21, Theorem B] that \( \mathcal{Y}_1 \) is isomorphic to a blow up of \( \mathbb{G}(1, n) \times \mathbb{G}(n - 2, n) \) along the locus \( \{ (L, \Lambda) : L \subseteq \Lambda \} \). Similar to the previous proofs, the other statements follow from [EH71], [H66, Corollary 5.9], Lemma 1.1 and [RS97, Theorem 4.1].

5. Hilbert schemes with three Borel-fixed points

The goal of this section is to collect various Hilbert schemes with three Borel-fixed points that have appeared in the literature. In contrast with Theorem A, we show that these Hilbert schemes can have three irreducible components and that the components can meet each other in different ways; see §5.5 and §5.6. For simplicity, we assume \( \text{char}(k) = 0 \).

5.1. Plane curves and two isolated points. Let \( \lambda = (2^q, 1, 1) \) with \( q \geq 5 \). The Hilbert scheme \( \text{Hilb}^P(\mathbb{A}(\lambda, (P^3)) \) is irreducible and singular with general member parameterizing a plane curve of degree \( q \) union 2 isolated
one can check that its Borel-fixed points are \((x_0) + x_1^0(x_1, x_2^3), x_0(x_0, x_1, x_2) + x_1^0(x_1, x_2), \) and \(x_0(x_0, x_1, x_2^3) + (x_1^0)\).

5.2. Linear space and three isolated points. For \(\lambda = (n-1,1,1,1)\) the Hilbert scheme \(\text{Hilb}^{P_{\lambda}}(P^n)\) is irreducible and singular with general point parameterizing an \((n-2)\)-plane union 3 isolated points \([\text{CN12}, \text{Theorem 3.9}]\). Using Algorithm 2.3 one can check that it its Borel-fixed points are \((x_0) + x_1(x_1, \ldots, x_{n-2}, x_{n-1}^3), (x_0) + x_1(x_1, \ldots, x_{n-3}) + x_1(x_{n-2}^2, x_{n-2} x_{n-1}, x_{n-1}^2), \) and \(x_0(x_0, \ldots, x_{n-1}) + x_1(x_1, \ldots, x_{n-2}, x_{n-1}^2)\).

5.3. Five points in \(P^2\). The Hilbert scheme \(\text{Hilb}^5(P^2)\) is smooth and has three Borel-fixed points given by \((x_0, x_1^2), (x_0^2, x_0 x_1, x_1^3),\) and \((x_0^2, x_0 x_1^2, x_1^3)\).

5.4. Four points in \(P^3\). The Hilbert scheme \(\text{Hilb}^4(P^3)\) is singular and Gorenstein \([\text{K92}]\), and has three Borel-fixed points given by \((x_0, x_1, x_2^3), (x_0, x_1 x_2, x_1^2, x_2^3),\) and \((x_0, x_1, x_2)^2\).

5.5. Conic union two isolated points. Let \(\lambda = (2,2,1,1)\). It is shown in \([\text{CN12}, \text{Example 4.6c}]\) that the Hilbert scheme \(\text{Hilb}^{P_{\lambda}}(P^3)\) has three irreducible components. They are

- \(Y_1\), with general point parameterizing doubled lines of genus \(-2\) with no embedded points,
- \(Y_2\), with general point parameterizing two skew lines union an isolated point,
- \(Y_3\), with general point parameterizing a conic union two isolated points.

Using Algorithm 2.3 we obtain \((x_0, x_1^2, x_1^2 x_2^3), (x_0^2, x_0 x_1, x_0 x_2, x_1^2 x_2 x_3),\) and \(I := (x_0^2, x_0 x_1, x_1^2, x_0 x_2^2)\) as the Borel-fixed ideals.

We will now show that all three components contain \(I\). For any \(t \in A^1 - 0\) the ideal \(I_t = (x_0^2, x_0 x_1, x_1^2, x_0 x_2^2 - t x_1 x_2^3)\) lies in \(Y_1\) \([\text{N97}, \text{Proposition 1.4}]\). Thus the limit, \(\lim_{t \to 0} I_t = I\), also lies in \(Y_1\). By \([\text{CCN11}, \text{Theorem 1.1}]\), the ideal \(J = (x_0^2, x_0 x_1, x_1^2, x_0 x_2)\) lies in the intersection of the component parameterizing two skew lines and the component parameterizing a plane conic union an isolated point. It follows that for \(t \neq 0\) the ideal

\[J_t := (x_0^2 - x_0 x_2, x_0 x_1, x_1 x_2^2, x_0 x_2^2 + t x_0 x_2 x_3) = (x_0^2, x_0 x_1, x_1^2, x_0 x_2) \cap (x_1, x_2 + t x_3, x_0, x_2)\]

lies in \(Y_1 \cap Y_2\). Thus, the limit \((x_0^2 - x_0 x_2, x_0 x_1, x_1^2, x_0 x_2^2)\) is in \(Y_1 \cap Y_2\). Finally, considering the limit of \((x_0^2 - t x_0 x_2, x_0 x_1, x_1^2, x_0 x_2^2)\) we see that \([I] \in Y_1 \cap Y_2\).

5.6. Quadric d-fold, a line and a point. Let \(\lambda = (d+1, d+1, 2,1)\) and \(d \geq 2\). The Hilbert scheme \(\text{Hilb}^{P_{\lambda}}(P^n)\) has three Borel-fixed points and they are given by

\[(x_0, \ldots, x_{n-d-3}) + x_{n-d-2}(x_{n-d-2}, \ldots, x_{n-1}) + x_{n-d-1}(x_{n-d-1}, \ldots, x_{n-2}),\]
\[(x_0, \ldots, x_{n-d-2}) + x_{n-d-1}(x_{n-d-1}, \ldots, x_{n-3}) + x_{n-d-2}(x_{n-d-2}, x_{n-2}, x_{n-1}),\]
\[(x_0, \ldots, x_{n-d-3}) + x_{n-d-2}(x_{n-d-2}, \ldots, x_{n-2}) + (x_{n-d-1})^2.\]

When \(d = 2\) this Hilbert scheme has three irreducible components, denoted by \(H_4, H'_4\) and \(H''_4\), such that \(H_4 \cap H''_4 = \emptyset\) and \(H'_4 \cap H_4, H'_4 \cap H''_4 \neq \emptyset\) \([\text{CCN11}, \text{Proposition 2.7}]\).
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