Tunneling into a Luttinger-liquid coupled to acoustic phonons out of equilibrium
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The renormalization of conductances in a Y junction of spinless Luttinger-liquid wires additionally coupled to acoustic longitudinal phonons is investigated in fermionic representation. This system corresponds to geometry of a tunneling experiment and exhibits the interplay between the Coulomb repulsion and the attractive retarded interaction mediated by phonons. The retardation effects related to the propagation of phonons through the junction with arbitrary transmission and reflection amplitudes are taken into account. The appearing logarithmic corrections to conductances of the junction are treated in a renormalization group approach, and scaling exponents are calculated up to infinite order in the interaction after RPA-type summation. The fixed points and corresponding scaling exponents are considered in various non-equilibrium regimes. We show that the boundary exponent and the bulk anomalous dimension of fermion operator are characterized by two different Luttinger parameters, referring to the main wire, thanks to non-local character of phonon-mediated interaction. In the limiting case of the junction of only two wires, the scaling exponents found by our method are in exact correspondence with previous bosonization analysis.

I. INTRODUCTION

One-dimensional quantum systems with electron-phonon interactions have been extensively studied in the literature [1, 2] for their remarkable transport properties and practical implementations in carbon nanotube devices. It is also well known that embedding a potential impurity into the quantum wire with the repulsive electronic interactions leads to the power-law renormalization of its scattering amplitude and suppression of transparency, as was initially discussed within two complementary approaches, bosonization [3] and conventional fermionic one [4].

Recently, the effect of electron-phonon interactions on the electrical conductance and transport properties of one-dimensional strongly correlated electronic systems was discussed in the context of helical edge states of two-dimensional topological insulators [5, 6], quantum Hall edge states at filling factor $\nu = 1$ [7] and topological insulator nanowires [8]. It was emphasized that preserving time-reversal symmetry inelastic scattering processes due to phonons can drastically influence the topologically protected transport properties. Such dissipative mechanisms induce backscattering in the presence of the Rashba spin orbit coupling [5] or the spin-polarized tunneling tip [9] which, in principle, might lead to significant corrections to measurable conductances or even to the existence of new fixed points in renormalization group sense.

The later possibility was considered in [10] by means of the functional bosonization formalism. It was argued that a Luttinger Liquid (LL) with the electron-phonon interaction and a single impurity exhibits an intermediate state related to the new unstable fixed point in which the system can flow either to the metallic or insulating limit, depending on the impurity strength.

In the present paper, we further investigate the renormalization group structure of one-dimensional electron-phonon liquids and extend it to the non-equilibrium case with more complicated geometry. Specifically, we estimate the conductance scaling of a Y junction of spinless Luttinger-liquid wires additionally coupled to acoustic longitudinal phonons as functions of bias voltages applied to three independent Fermi-liquid reservoirs.

We adopt the fully-fermionic approach [4] with naturally incorporated thermal Fermi reservoirs which allows us to avoid, by construction, difficulties arising in the bosonization technique when interactions are considered only within a finite segment of wires [11, 12]. Perturbative fermionic theory of RG, formulated in the paper [4], has been effectively used in a variety of problems, for instance for a double barrier [13, 14] and Y-junctions in LL [15, 16].

The system exhibits the interplay between the Coulomb repulsion and the attractive, retarded interaction mediated by the phonons. We take into account non-local effects that correspond to the propagation of phonons through the impurity with arbitrary transmission and reflection amplitudes. In these conditions, we at first analyze corrections to conductances due to the electron-phonon interaction at the one-loop level in the Keldysh formalism and treat the appearing logarithmic singularities by means of renormalization group scheme developed in [20]. Furthermore, we extend our results to an arbitrary interaction strength by summing an infinite series in perturbation theory (RPA-type summation).

In particular, we obtain that the electron-phonon coupling drastically changes the phase diagram of the system. If the coupling parameters are sufficiently large then the relevant and irrelevant parts of the flow diagram interchange and the different “metallic” scaling behavior appears. Various non-equilibrium regimes are considered. Scaling exponents for conductances are calculated in all orders in the perturbation theory both in...
the electron-phonon and electron-electron interactions. In the limiting case of a 2-wire junction the scaling exponents found by our method are in exact correspondence with previous bosonization investigations.

We also discuss how the boundary exponent and bulk anomalous dimension of the fermion operator are modified in the presence of non-local processes associated with phonons in a Y-junction geometry. Previous studies show that in the presence of only local interactions it is possible to independently extract from both of these quantities a single Luttinger parameter which solely governs renormalization of conductances. In contrast to that, we demonstrate that in the tunneling experiments, where the phonons pass unhindered the vicinity of Y junction, this commonly accepted procedure is ill-defined and rather requires two effective Luttinger parameters.

The paper is organized as follows. In Sec. II we formulate our model for a Y junction in the presence of fermion-phonon interactions. Non-equilibrium RG equations for conductances up to the first order of perturbation theory are discussed in Sec. III along with our general RG formalism. The RPA-type summation to infinite order in the interaction is described in Sec. IV. Section V is devoted to the derivation of RG equations at strong coupling out of equilibrium. The solution of RG equations at strong coupling is presented in Sec. VI. Sec. VII is reserved for conclusion.

II. THE MODEL

A. Scattering state description of one-dimensional fermions

We consider the following setup (see Fig. 1): a system of spinless fermions in one dimension, interacting via a short-ranged screened Coulomb interaction in each of 3 quantum wires in the regions \( \ell < x_j < L \), \( j = 1, 2, 3 \). These regions are assumed to be adiabatically connected to the Fermi-liquid leads at \( x_j > L \).

There is a junction in the narrow region \( |x| < \ell \), which scatters the fermions as described by the unitary S-matrix (up to overall phase factors in the individual wires).

\[
S = \begin{pmatrix}
  r_1 & t_1 & t_2 \\
  t_3 & r_1 & t_2 \\
  t_2 & t_2 & r_2 \\
\end{pmatrix}.
\]

(1)

Currents flowing towards a junction, \( I_i \), and the chemical potentials, \( \mu_j \), are related by \( I_i = G_{ij} \mu_j \), with the conductances matrix, \( G_{ij} \).

In the absence of interactions this quantity is connected with the S matrix by the Landauer formula \( G_{ij} = \delta_{ij} - |S_{ij}|^2 \). It follows from this formula that Kirchhoff’s rules are obeyed due to unitarity of S matrix. The interactions lead to renormalization of the conductances which is of the main interest in this paper.

B. Coupling to the acoustic phonons

We study interacting fermions in Tomonaga Luttinger model, described by the Hamiltonian

\[
H = \int_0^\infty dx \sum_{j=1}^3 \left[ H^0_j(x) + H^{int}_j(x) \Theta(x; \ell, L) \right],
\]

\[
H^0_j(x) = v \left[ \left( \psi_{j,in}^\dagger(x) i \nabla \psi_{j,in}(x) - \psi_{j,out}^\dagger(x) i \nabla \psi_{j,out}(x) \right) \right],
\]

\[
H^{int}_j(x) = 2\pi v g_j \psi_{j,in}^\dagger(x) \psi_{j,in}(x) \psi_{j,out}^\dagger(x) \psi_{j,out}(x).
\]

Here \( v \) is the Fermi velocity, \( g_j \) is the interaction constant in the lead \( j \) and \( \Theta(x; \ell, L) = 1 \) in the interval \( \ell < |x| < L \) and zero elsewhere. The fermionic field operators \( \psi_{j,\eta}(x) \) create particles at position \( x \) in scattering states \( |j, \eta; \omega \rangle \) of energy \( \omega \), in wire \( j \) and with chirality \( \eta = \pm 1 \), labeling incoming (\( \eta = -1 \)) and outgoing (\( \eta = +1 \)) states. For simplicity we use the compact definition \( j_\eta = (j, \eta) \). The outgoing fermion operators are connected with the incoming ones by the S matrix, \( \psi_{j,out}(0) = S_{jk} \psi_{k,in}(0) \).

In this paper we consider fermions coupled to one-dimensional acoustic phonons. We assume that the phonon spectrum is linear up to a cutoff at the Debye energy \( \omega_D \). Phonons are linearly coupled to the electron density and the electron-phonon interaction takes place within the same region \( \ell < x_j < L \) in each wire and are
described by the following Hamiltonian
\[ H_{\text{ph}} = \int_0^\infty dx \sum_{j=1}^3 \left[ H_{j,\text{ph}}^0(x) + H_{j,\text{ph}}^\varepsilon(x) S(x; \ell, L) \right], \]
\[ H_{j,\text{ph}}^0(x) = \left[ \frac{1}{2} \partial_j^2(x) + \frac{1}{2} (c \nabla u_j(x))^2 \right], \]
\[ H_{j,\text{ph}}^\varepsilon(x) = \sqrt{\pi v \alpha_j^2} \nabla u_j(x) \sum_{\eta = \pm 1} \psi_{j,\eta}^\dagger(x) \psi_{j,\eta}(x). \]

Here \( c \) is the speed of sound, \( \alpha_j \) is a dimensionless electron-phonon coupling constant. The phonons are also scattered by the vicinity of the junction, which is encoded below in the Green’s function for the displacement operator \( u_j(x) \) in the \( j \)-wire, see Appendix A for more details. The effective electron-electron interaction via phonons, with the energy transfer below the Debye frequency \( |\omega| \lesssim \omega_D \), takes the form
\[ I_{\omega\omega}^{R(0)}(l, j|m, y) = \pi v \sqrt{\alpha_j \alpha_m} (c \nabla u_l(x) c \nabla u_m(y))_{\omega \omega}, \]
\[ = -\pi v \alpha_j \delta_m \delta(x - y) - \frac{i \omega \pi v}{2} \sqrt{\alpha_j \alpha_m} \left( e^{i \pi \eta x} \delta_{lm} + e^{i \pi \eta x} B_{lm} \right), \]
where the retarded Green’s function for the gradients of deformations was obtained from (A11). The matrix \( B \) strongly influences the results for the electrical conductance and is some analog of the squared scattering matrix \( |S_{ij}|^2 \).

We focus on the symmetric Y-junction geometry which corresponds to a tunneling experiment: the electron-phonon interaction is present only in two wires (which together form a “main wire”). Another wire (“tunneling tip”) contains only the electron-electron interaction and the role of phonons is negligible there, it implies the absence of phonon transport between the main wire and the tunneling tip. All these conventions can be encoded by writing \( \alpha_j = \alpha(1 - \delta_{j3}) \) and by the following form of the \( B \) matrix
\[ B = \begin{pmatrix} \rho & \tau & 0 \\ \tau & \rho & 0 \\ 0 & 0 & 1 \end{pmatrix}. \]

We assume below that the phonon transmission, \( \tau \), and reflection, \( \rho \), coefficients to be constrained by the “unitarity” condition \( \tau + \rho = 1 \) (see Appendix A), which will significantly simplify our calculations. However, our formalism is not restricted to this case and more general form of (5) can be used as well.

### III. First Order Corrections to Conductances

#### A. General formalism

We employ the fermionic approach for the calculation of interaction-induced corrections to the currents. It was developed in the paper [23] by using the Keldysh technique for steady-current, off-equilibrium case of the leads maintained at non-equal chemical potentials. The first-order corrections to the currents are described by the diagram in Fig. 2. Solid lines correspond to the fermions Green functions which in Keldysh space (denoted by an underbar) have a structure
\[ \bar{G} = \begin{pmatrix} G^R & G^K \\ G^A & 0 \end{pmatrix}. \]

The Green’s function in chirality index space have a structure of 2 × 2 matrix denoted by square brackets and a hat \( \hat{G}_{\eta\eta'}(l, x|j, x) = G(l, \eta, y|j, \eta') \)
\[ = -\frac{i}{v} \theta(\tau) e^{i \omega \tau} \left[ \begin{array}{c} \delta_{j3} \ 0 \\ S_{j3} \ \delta_{j3} \end{array} \right], \]
\[ \hat{G}^A_{\omega}(l, x|j, x) = \frac{i}{v} \theta(-\tau) e^{i \omega \tau} \left[ \begin{array}{c} \delta_{j3} \ S_{j3} \end{array} \right] \delta_{j3}, \]
\[ \hat{G}^K_{\omega}(l, x|j, x) = \frac{i}{v} e^{i \omega \tau} \left[ \delta_{j3} h_l \ S_{j3} h_l \right] S_{j3} h_l \delta_{j3}, \]
\[ \tau = (\eta y - \eta x)/v. \]

Here, \( h_j(\omega) = \tanh((\omega - \mu_j)/2T) \) is the equilibrium distribution function in the lead \( j \) with the chemical potential \( \mu_j \).

The wavy line in Fig. 2 denotes the full interaction between fermions in the system. It is diagonal in Keldysh space and originates from two contributions. The first one is the electron-electron part of interaction
\[ \tilde{I}_{g,\omega}^{(0)}(l, x|m, y) = 2 \pi v g_1 \delta_{lm} \delta(x - y) \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}. \]

We consider the junction of a main wire and a tunneling tip so that we put \( g_1 = g_2 = g \) with \( g_3 \neq g \). The second contribution is the electron-phonon interaction with the retarded component \( (4) \). Combining (5) and (4) together, we obtain the full interaction propagator for symmetric
Y-junction geometry in the following form

\[ L_{0,\omega}^{R}(l_{\eta}, x|m_{\eta}, y) = L_{0,\omega}^{R}(l_{\eta}, x|m_{\eta}, y) \]

\[ + L_{\alpha,\omega}^{R}(l_{\eta}, x|m_{\eta}, y) = \lambda_{1}\delta(x - y) \delta_{lm} \]

\[ + i\omega\zeta \left( e^{i\pi|x-y|} \delta_{lm}(1 - \delta_{13}) + e^{i\pi(x+y)} B_{lm} \right), \]

where \( \lambda_{1,2} = 2\pi v(g - \alpha/2), \lambda_{3} = 2\pi vg_{3}, \) and \( \zeta = -\pi\omega/v/2c. \) The parameter \( \zeta = v/c \) is the ratio of plasmon and phonon velocities. The advanced component of interaction propagator is given by

\[ \hat{L}^{A} = (\hat{L}^{R})_{|_{x\leftrightarrow y}}. \]

We emphasize that the Keldysh components of interactions, in fact, do not produce logarithmic corrections to currents due to the dominant role of virtual processes in renormalization. Moreover, retarded and Keldysh components do not mix with each other upon the RPA-type summation of higher order diagrams allowing us to concentrate henceforth only on the retarded component of the interaction.

Let us now briefly remind a way to calculate a one-loop correction to the currents. The corresponding diagram is depicted in Fig. 2 and can be expressed as

\[ J_{\eta}^{(1)}(z) = i \frac{d\omega}{2\pi} \int dxdy \sum_{l_{\eta},m_{\eta}} \times \text{Tr}_{K} \left[ T_{\omega}^{\lambda}(m_{\eta}, y|l_{\eta}, x; j_{\eta}, z) L_{0}^{(0)}(l_{\eta}, x|m_{\eta}, y) \right], \]

where we sum over all wire indices, chirality components, and \( \text{Tr}_{K} \) is the trace over the Keldysh indices. In addition, we introduced the structural part \( T \) of the diagram corresponding to the triangle of fermion Green’s function

\[ T_{\omega}^{\mu}(m_{\eta}, y|l_{\eta}, x; j_{\eta}, z) \]

\[ = v_{j} \frac{d\Omega}{2\pi} \text{Tr}_{K} \left[ \gamma_{\text{ext}} G_{\Omega}(j_{\eta}, z|m_{\eta}, y) \gamma_{\mu} \right. \]

\[ \times \left. G_{\Omega-\omega}(m_{\eta}, y|l_{\eta}, x) \gamma_{\nu} G_{\Omega}(l_{\eta}, x|j_{\eta}, z) \right]. \]

This fermionic triangle \( T \) turns out to be a function of two external points with different wire indices and coordinates due to the presence of the retarded and matrix parts of the interaction \( \mu \) (in contrast to the case of the screened Coulomb interaction out of equilibrium previously discussed in the literature).

External and interaction vertices are defined as

\[ \gamma_{\text{ext}} = \frac{i}{2} \left( \begin{array}{cc} 1 & 1 \\ -1 & -1 \end{array} \right), \]

\[ \gamma^{1} = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right), \]

\[ \gamma^{2} = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right). \]

The diagram in Fig. 2 should be combined with the one where the arrows of the fermionic lines are reverted. Integration over \( \Omega \) leads to two generic integrals:

\[ \int d\Omega [h_{j}(\Omega + \omega) - h_{j}(\Omega)] = 2\omega, \]

\[ \int d\Omega [1 - h_{j}(\Omega + \omega)h_{j}(\Omega)] = 2f_{2}(\omega + \mu_{p} - \mu_{j}), \]

where \( f_{2}(x) = x \cot(x/2T) \). Calculation shows that \( T_{21} = 0 \) so that the Keldysh component of interaction does not contribute to the current as mentioned above.

We assume that the point \( z \) lies outside the interaction region. In this case the dependence on \( z \) in outgoing current \( J_{j}^{(1)}(z > L) \equiv J_{j}^{(1)} \) disappears, whereas correction to the incoming current is absent \( J_{j}^{(1)}(z > L) = 0 \). One can verify the charge conservation law \( \sum_{j} J_{j}^{(1)} = 0 \).

By explicitly evaluating all matrix elements of \( (12) \) one can show that the infrared(IR) regularized correction to the current reads

\[ J_{j}^{(1)} = - \text{Im} \sum_{mkp} M_{mkp}^{j} \int_{\epsilon} d\omega \frac{d\omega}{4\pi v^{2}} L_{\omega,\text{odd}}^{0}(m|k) F(\omega, V_{mp}) \]

with

\[ F(\omega, V) = (f_{2}(\omega + V) - f_{2}(\omega - V)), \]

\[ L_{\omega}^{0}(m|k) = \int dxdy L_{\omega}^{0}(m_{-}, x|k_{+}, y)e^{i\pi(x+y)}, \]

\[ L_{\omega,\text{odd}}^{0}(m|k) = (L_{\omega}^{0}(m|k) - R_{\omega}^{0}(m|k)), \]

\[ M_{mkp}^{j} = S_{km} S_{kp}^{*} S_{jp^{*}} S_{jp}. \]

Here \( \omega_{0} = v/\ell \) is the ultraviolet (UV) cut-off, \( \epsilon \) is the running IR energy scale, and \( V_{mp} = \mu_{m} - \mu_{p} \) is voltage between the wires \( m \) and \( p \).

We stress that there is no contribution in \( (15) \) associated with identical chiralities at both vertices (compare with \( (16) \)), despite the fact that the electron-phonon interaction is independent of chirality and formally contains corresponding nonzero matrix elements. In terms of “g-ology” it just means that forward scattering processes \( g_{4} \) and \( \alpha_{4} \) do not participate in the renormalization of conductances in the dc limit.

**B. First order of the interaction**

The quantity \( L_{\omega,\text{odd}}^{0} \) in Eq. \( (9) \) contains several terms of the form \( \omega^{-1} \sin^{2}\omega t_{0} \) with \( t_{0} = L/v, L(1 + \xi)/v, 2L(1 + \xi)/v \). The existence of these rapid oscillations ensures convergence of \( L_{\omega,\text{odd}}^{0} \) at small \( \omega \) and at the same time all such terms can be approximated by \( (2\omega)^{-1} \) at larger energies, \( \omega \gtrsim t_{0}^{-1} \sim L^{-1} \). Hence, in the limit \( L \to \infty \) we can write

\[ L_{\omega,\text{odd}}^{0}(m|k) = \frac{2\pi iv^{2}}{m} \left( (g - \alpha(1 + \xi)\delta_{mk} + \alpha\xi B_{mk}) \right), \]

where \( B_{mk} \) is the vertex function.
reads as for the main wire and \( \omega \) scale

\[
\mathcal{I} (\omega_0, \epsilon, V) = \int_\epsilon^{\omega_0} \frac{d\omega}{\omega} F(\omega, V) = 2V\theta(\epsilon - |V|) \ln \frac{\omega_0}{\epsilon} \\
+ 2\theta(|V| - \epsilon) \left[ \epsilon - \epsilon \text{sgn}(V) + V \ln \frac{\omega_0}{\epsilon} \right],
\]

\[
\approx 2V\theta(\epsilon - |V|) \ln \frac{\omega_0}{\epsilon}.
\]

(18)

In the last line we neglected the contribution from the region \( \epsilon < |V| \) because its dependence on the running scale \( \epsilon \) is only linear.

The upper limit of integration in (18) should be used with caution: in processes involving phonons the UV cut-off \( \omega_0 \) should be replaced by the characteristic energy scale \( \omega_D \). From the RG point of view, it just implies that all divergent logarithmic contributions proportional to the electron-phonon coupling constant \( \alpha \) should be accompanied by the step function \( \theta_D(\epsilon) = \theta(\omega_D - \epsilon) \).

Summarizing, the first order correction to the currents reads as

\[
J_j^{(1)} = - \sum_{mkp} V_{mp}(\epsilon - |V_{mp}|) \text{Re}[M_{mkp}^2] \\
\times (\epsilon - \bar{\epsilon}(1 + \xi)) \delta_{mk} + \bar{\epsilon} B_{m} \ln \frac{\omega_0}{\epsilon}.
\]

(19)

It is convenient to introduce two independent currents \( J_{a,b} \) and two independent bias voltages \( V_{a,b} \) as follows:

\[
J_a = \frac{1}{2} (J_1 - J_2), \quad V_a = \mu_1 - \mu_2
\]

(20)

for the main wire and

\[
J_b = \frac{1}{3} (J_1 + J_2 - 2J_3) = -J_3, \quad V_b = \frac{1}{2} (\mu_1 + \mu_2)
\]

(21)

for the tunneling tip. The bare (differential) conductances are then defined as

\[
G_a = \partial J_a / \partial V_a, \quad G_b = \partial J_b / \partial V_b.
\]

(22)

For the symmetric \( S \) matrix, Eq. (1), the bare conductances in non-interacting situation are

\[
G_a^{(0)} = \frac{1}{2} (1 - |r_1|^2 + |t_1|^2), \quad G_b^{(0)} = 2|t_2|^2.
\]

(23)

Without a loss of generality, we can assume \( V_{a,b} > 0 \), so \( |\mu_2| \leq \mu_1 \).

Having obtained the corrections to conductances from Eqs. (19) and (22), and assuming the scaling behavior of \( G_{a,b} \) (see Ref. 20) we can differentiate \( G_{a,b} \) with respect to \( \Lambda = \ln(\omega_0/\epsilon) \) in order to obtain a set of perturbative RG equations:

\[
\frac{dG_a}{d\Lambda} = 2A_1 \theta_a(\epsilon) + A_2 \theta_+(\epsilon),
\]

\[
\frac{dG_b}{d\Lambda} = 2B_2 \theta_+(\epsilon),
\]

(24)

with

\[
A_1 = - \left( g - \bar{\alpha}(1 + 2\xi \tau) \theta_D(\epsilon) \right) \left( G_a(1 - G_a) - \frac{G_b}{4} \right),
\]

\[
A_2 = - \frac{1}{8} \left( g - \bar{\alpha}(1 + \xi \tau) \theta_D(\epsilon) \right) (1 - G_a) G_b
\]

\[
+ \frac{8}{3} G_a G_b \theta_D(\epsilon) - \frac{g_3}{8} (1 - 2G_a) G_b,
\]

\[
B_2 = - \frac{1}{8} \left( g - \bar{\alpha}(1 + \xi \tau) \theta_D(\epsilon) \right) [2 - 2G_a - G_b] G_b
\]

\[
- \frac{g_3}{4} (1 - G_b) G_b + \frac{8}{3} G_a G_b \theta_D(\epsilon)(G_b - 2G_a) G_b.
\]

(25)

Here, energy scales related to voltages are defined by Heaviside \( \theta \)-functions, \( \theta_a(\epsilon) = \theta(\epsilon - V_a) \) and \( \theta_a(\epsilon) = \theta(\epsilon - \mu_2) + \theta(\epsilon - \mu_1) \). It means that the renormalization occurs in several steps with different right hand side of (24) at each step. The phonon energy scale appears in \( \theta_D(\epsilon) = \theta(\omega_D - \epsilon) \).

First, we consider equilibrium limit \( V_{a,b} \to 0 \) and \( \omega_D \to \infty \). The RG equations exhibit three fixed points:  point \( N \) at \( G_a = G_b = 0 \) (complete junction breaking), point \( A \) at \( G_a = 1, G_b = 0 \) (ideal transport in the main wire and the absence of the tunneling into the tip), and point \( M \) at non-universal values of conductances given by

\[
G_a^{(M)} = \frac{g + g_3 - \bar{\alpha}(1 + \xi \tau)}{g + 2g_3 - \bar{\alpha}},
\]

\[
G_b^{(M)} = 1 - \left( \frac{g - \bar{\alpha}(1 + 2\xi \tau)}{g + 2g_3 - \bar{\alpha}} \right)^2.
\]

(26)

In presence of the impurity non-transparent for phonons, \( \tau = 0 \), RG flows are similar to those without phonons (Fig. 3(a)) with a modification of scaling exponents as discussed below. When the phonons pass the impurity \( \tau > 0 \) the saddle fixed point \( M \) appears (Fig. 3(b)). This \( M \) point exists in the first order in coupling constants even in the absence of interaction in the tip, \( g_3 = 0 \), contrary to the previous case of the pure local electron-electron interaction [20].

If the electron-phonon coupling is strong enough, it is possible for \( M \) point to first move to the top of the parabola of allowed conductances, and further pass to the left side of the RG diagram. This is accompanied by the “metal-insulator” transition [10] when the stability of the fixed points \( N \) and \( A \) is interchanged (see Fig. 3(c)). The marginal situation with the \( M \) point located exactly at \( G_a = 1/2 \) and \( G_b = 0 \) corresponds to the existence of the whole line of fixed points at \( G_b = 0 \). This fixed line does not exist for any \( g, g_3 > 0 \) in the absence of the electron-phonon interaction.

Non-equilibrium regimes of our system show variety of RG flows. There are three energy scales related with two bias voltages and one phonon energy scale. Depending on the running energy scale, \( \epsilon \), different terms in the RG equations may contribute the behavior of conductances. The main difference from the previous non-equilibrium.
study of the Y junction \cite{20} is the presence of the Debye scale: for the running energy \( \epsilon \) below \( \omega_D \), phonons start to contribute to the effective interaction.

The importance of the intermediate scale, \( \omega_D \), (we assume that \( \omega_D < \omega_D \) here and below) is perhaps best illustrated by the change in the position of \( M \) point, which is not universal and is determined by the values of the coupling constants. Indeed, at high energies (temperatures or voltages greater than the Debye frequency \( \omega_D \) there are no phonon contributions to RG, and the position of the \( M \) point is determined exclusively by the constants \( g \) and \( g_3 \). However, as the energy decreases below \( \omega_D \), the phonon corrections shift the \( M \) point or even lead to its appearance in case \( g_3 = 0 \). This situation results in the non-monotonic RG flow depicted in Fig. 4, and, potentially, to a change in its direction for strong enough electron-phonon interaction.

The effects of finite voltages were discussed previously in the literature and remain qualitatively the same. As before, the hierarchy of energy scales is important. For example, in the regime \( V_a < \epsilon < \mu_2 \leq \mu_1 < \omega_D \) the RG flows for conductance \( G_b \) terminate. Fixed points in this case form the parabola curve \( G_b/4 = (G_a - G^2_a) \). The direction of flows is defined by the “metallic” or “insulator” character of the main wire.

C. Fixed point analysis

Let us first discuss the \( N \) fixed point. Linearizing Eqs. \cite{24} and introducing \( G_c = G_a - \frac{1}{4}G_b \), we arrive at the set of RG equations

\[
\frac{dG_c}{d\Lambda} = -2\left( g - \bar{\alpha}(1 + 2\xi\tau)\theta_D(\epsilon) \right) G_c \theta_c(\epsilon),
\]

\[
\frac{dG_b}{d\Lambda} = -\frac{1}{2} \left( g + g_3 - \bar{\alpha}(1 + \xi\tau)\theta_D(\epsilon) \right) G_b \theta_c(\epsilon).
\]

The renormalization occurs in several steps with different beta-functions at each step. In addition to three different regimes discussed in \cite{20} the new scale \( \omega_D \) gives rise to further possible behavior of conductances.

What concerns the behavior of \( G_c \), one can easily obtain the solution for \( V_a < \omega_D \) in the similar way as it was done in \cite{20}. The renormalization of this quantity stops at \( \epsilon < V_a \), so that
\[ G_c(0) = G_c(\omega_0) \left( \frac{V_a}{\omega_0} \right)^{2g}, \quad \omega_D < V_a, \]
\[ = G_c(\omega_0) \left( \frac{\omega_D}{\omega_0} \right)^{\kappa_{N,1}} \left( \frac{V_a}{\omega_0} \right)^{\gamma_{N,1}}, \quad V_a < \omega_D, \]  
with scaling exponents \( \gamma_{N,1} = 2g - 2(1 + 2\zeta \tau) \) and \( \kappa_{N,1} = 2 - \gamma_{N,1} \).

The behavior of \( G_b \) is more involved, depending on the relation between \( \omega_D \) and \( V_b = \mu_2 \). Solving the corresponding equation for \( G_b \) in case of \( \omega_D > \mu_2 > |\mu_1| \) one gets
\[ \frac{G_b(0)}{G_b(\omega_0)} = \left( \frac{\omega_D}{\omega_0} \right)^{\kappa_{N,2}} \left( \frac{\sqrt{\mu_1 \mu_2}}{\omega_0} \right)^{\gamma_{N,2}}, \]
(29)
with \( \gamma_{N,2} = g + g_3 - \tilde{\alpha}(1 + \xi \tau) \) and \( \kappa_{N,2} = g + g_3 - \gamma_{N,2} \).

In the opposite case \( \mu_2 > \omega_D > |\mu_1| \) we obtain
\[ \frac{G_b(0)}{G_b(\omega_0)} = -\frac{\mu_2}{\omega_D} \frac{\kappa_{N,2}}{\gamma_{N,2}} \left( \frac{\sqrt{\mu_1 \mu_2}}{\omega_0} \right)^{\gamma_{N,2} |_{\mu=0}}. \]
(30)

Let us now describe the infrared character of this fixed point in equilibrium. For \( \gamma_{N,1} > 0 \) and \( \gamma_{N,2} > 0 \), the fixed point \( N \) is attractive, and the instability with respect to the formation of a charge density wave (CDW) renormalizes Friedel oscillations at the junction until all three wires are completely separated [17]. It is the situation when the \( M \) point is on the right hand side of the parabola of allowed conductances. Moreover, renormalization of the tunneling density of states leads to the vanishing of the conductance of the tunneling probe at \( \mu_1 = \mu_3 \) or \( \mu_2 = \mu_3 \).

For \( \gamma_{N,1} \gamma_{N,2} < 0 \), the fixed point \( N \) is a saddle point. The point \( M \) moves to the left hand side of the RG diagram, but has not yet merged with the \( N \) point. Because we always have \( \gamma_{N,1} < 0 < \gamma_{N,2} \), the zero-bias anomaly still suppresses the conductance in the third wire, however \( G_a \) starts to grow below a certain scale. For \( \gamma_{N,1} < 0 \) and \( \gamma_{N,2} < 0 \) the point \( N \) becomes unstable, because \( M \) passed through the point \( N = \gamma_{N,2} = 0 \).

Next we analyze the nonequilibrium scaling near the \( A \) fixed point, \( G_a = 1 \), \( G_b = 0 \). We introduce the small displacement \( \tilde{G}_a = 1 - G_a \) and the combination \( \tilde{G}_c = G_a - \frac{1}{4} \tilde{G}_b \) and obtain
\[ \frac{d\tilde{G}_c}{d\Lambda} = 2 \left( g - \tilde{\alpha}(b_r + b_p)\theta_D(\varepsilon) \right) \tilde{G}_c \theta_c(\varepsilon), \]
\[ \frac{d\tilde{G}_b}{d\Lambda} = -\frac{1}{2} (g_3 + \tilde{\alpha}b_p \theta_D(\varepsilon) \tilde{G}_b \theta_c(\varepsilon). \]
(31)

This set of equations has the same structure as [27], thus one can easily obtain renormalized \( G_c \) and \( G_b \) by simply replacing all scaling exponents to the following corresponding quantities: \( \gamma_{A,1} = -\gamma_{N,1}, \kappa_{A,1} = -\kappa_{N,1}, \kappa_{A,2} = -\tilde{\alpha} \xi \tau, \) and \( \gamma_{A,2} = g_3 - \kappa_{A,2} \). Introduced coefficients obey several symmetry relations such as \( \gamma_{N,1} = 2(\gamma_{N,2} - \gamma_{A,2}) \) and \( \kappa_{N,1} = 2(\kappa_{A,2} + \kappa_{N,2}) \).

One can notice that the presence of the repulsive interaction \( g_3 \) in the tunneling tip affects the renormalization in the same way as the phonon attraction in the main wire. Thus, in order to obtain a nontrivial \( M \) point in the lowest order RG consideration, the interaction in the tip is not required at all and phonon exchange through the junction in the main wire effectively induces competition between the instability with respect to the formation of a charge density wave in the main wire and the renormalization of the tunneling density of states. Therefore, the \( A \) point in the presence of the electron-phonon interaction is either a saddle point or attractive (when the electron-phonon interaction is strong enough).

IV. RPA-TYPE SUMMATION TO INFINITE ORDER IN THE INTERACTION

So far we have obtained the beta functions for the conductances in the \( Y \) junction of quantum wires in the first order of perturbation theory with respect to the coupling constant of the electron-phonon interaction \( \alpha \) [24]. The solution of the resulting RG equations is equivalent to summing the leading sequence of logarithms of the form \( \alpha^n \ln^n(\omega_0/\epsilon) \). We now turn to the investigation of higher-order corrections describing relevant scale-dependent contributions to conductances. Our goal is to include strong-coupling screening effects to the RG equations in framework of “RPA-type approximation”, as proposed in [23] for the case of the short-range interactions out of equilibrium. The result of this procedure allows us to take into account the sub-leading logarithmic contributions from higher orders of perturbation theory.

The RPA-type approximation involves dressing the local bare interaction with polarization fermionic loops. In systems with translational invariance, such a series of diagrams is reduced to geometric series and is easily summed up. However, in the scattering states formalism employed here the momentum is not conserved, and the summation of this RPA-like sequence is rather nontrivial. In presence of interactions with non-local character and retardation effects, Eq. (4), the summation procedure becomes even more involved due to the complicated form of the bare bosonic propagator.

The explicit form of the integral equation which describes the summation of the RPA sequence of the diagrams is as follows
\[ \hat{\mathcal{L}}^R(x|y) = \hat{\mathcal{L}}(0)(x|y) - \int dz_1 dz_2 \hat{\mathcal{L}}(0)(x|z_1) \]
\[ \times \left[ \Pi(-z_1 - z_2)1 \right] \hat{\mathcal{L}}^R(z_2|z_1), \]
(32)
where \( Y_{ij} = |S_{ij}|^2 \), and \( \hat{\mathcal{L}}(0)(x|y) \) is defined in [9]. We dropped all unimportant labels here and introduced a dynamical factor \( \Pi(x|z) = (2\pi\hbar)^{-1}|\psi(x - z) + i\omega\psi(x - z)e^{i\pi(\tau - 2)}| \). The kernel in (32) corresponds to the fermionic loop calculated with Green’s functions (see [23] for details).
This section is devoted to exact solution of the integral equation (32), which allows us to analyze the strong-coupling limit. The result of this rather cumbersome calculation is given by Eqs. (34) and (39) below.

As a first step of our calculation we set \( Y_{ij} = 0 \) in (32), thus discarding all contributions containing matrix elements of the \( S \) matrix. The remaining sum defines an auxiliary “bulk” interaction \( C \), which incorporates strong-coupling effects taking place far away from the junction. In terms of this new propagator, the full dressed interaction \( \hat{L}^R \) can be represented as

\[
\hat{L}^R(x|y) = \hat{C}(x|y) - \int dz_1 dz_2 \hat{C}(x|z_1) \times \left[ \Pi(z_1 - z_2)Y \right] \hat{L}^R(z_2|y).
\]  

(33)

Since the integral kernel for \( \hat{C} \) is diagonal in wire indices and the bare line itself does not connect the main wire and the tip, then the equation is essentially split. It allows us to focus on the main wire in the analysis of \( \hat{C} \) and assume all matrices reduced to their 2×2 sub-blocks (and set \( \lambda_{1,2} = \lambda \)). Further we note that \( \hat{C} \) does not depend on the chiral structure, and we can write \( \hat{C} = C(\bar{\tau} + \bar{\tau}) \). It is helpful to introduce the symmetric combination

\[
\Pi^*(x|y) = \Pi(x|y) + \Pi(-x|y) = \frac{1}{2\pi v^2} \left( 2v \delta(x + y) + i \omega e^{i\bar{\tau}|x-y|} \right),
\]  

(34)

in terms of which the integral equation acquires the form

\[
C(x|y) = L^{(0)}(x|y) - \lambda \int dz \Pi^*(x|z)C(z|y) - i \omega \int dz_1 dz_2 \Pi^*(z_1|z_2) \left( e^{i\bar{\tau}|x-z_1|}1 + e^{i\bar{\tau}|x+z_1|}B \right) C(z_2|y).
\]  

(35)

with \( dz_1 = dz_1 dz_2 \). Thus, we have reduced the initial problem to the set of two integral equations (33) and (35) with a transparent physical meaning: Eq. (35) describes screening processes in the bulk of the main wire, and Eq. (33) includes scattering events at the junction encoded in the \( Y \) matrix.

Before proceeding further, let us highlight two main distinctive features of these integral equations as compared to purely local interactions (\( \alpha = 0 \)) discussed in [29]. First of all, the bare interaction \( L_0 \) depends on coordinates and frequencies in a non-trivial way capturing retardation effects due to scattering on phonons. This fact complicates the integral equation (35) in the “kinematic” sense.

Second, the bare interaction \( L_0 \) is now non-diagonal in wire index due to the propagation of phonons through the junction with transmission and reflection amplitudes, \( B_{im} \) (generally independent of electrons amplitudes, \( S_{im} \)). This property has important consequences as discussed below. The Fig. 5 depicts concrete non-diagonal processes taken into account in (35). We employed there the following diagrammatic rules: all vertical lines (loops) correspond to diagonal matrix elements of propagators (polarization operators) with the same wire index, and horizontal lines represent off-diagonal contributions due to non-zero \( \tau \) in (5). The integration over positions is assumed for each vertex.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5}
\caption{Integral equations for the auxiliary quantity \( C \) are shown in the “main wire” space: indices corresponds to wire labels. Vertical lines 1–1, 2–2 correspond to the “local” processes in the same wire. Horizontal lines 1–2 are proportional to the non-diagonal elements of \( B \) matrix [3] and correspond to the “non-locality” of the phonon-mediated interaction.

Fermionic loops contain only diagonal components with \( Y = 0 \).}
\end{figure}

A. Reduction to the linear differential equation

Despite the apparent complexity of (35), it can be reduced to the linear ordinary differential equation by repeated differentiation with respect to \( x \). As an intermediate step we introduce the following integral quantities

\[
I_\beta = \int dz e^{i\bar{\tau}|x-z|}C(z|y), \quad J_\beta = \int dz e^{i\bar{\tau}(x+z)}BC(z|y),
\]  

(36)

\[
Q = \int dz_1 e^{i\bar{\tau}|z_1-z_2|} \left( e^{i\bar{\tau}|x-z_1|}1 + e^{i\bar{\tau}|x+z_1|}B \right) C(z_2|y),
\]

with the omitted explicit coordinate dependence in \( I, J \) and \( Q \). One can verify the following relations for the derivatives

\[
\partial_x^2 I_\beta = -\frac{\omega^2}{\beta^2} I_\beta + \frac{2i\omega}{\beta} C, \quad \partial_x^2 J_\beta = -\frac{\omega^2}{\beta^2} J_\beta,
\]  

\[
\partial_x^2 Q = -\frac{\omega^2}{c^2} Q + \frac{2i\omega}{c} I_\beta.
\]  

(37)
Using these relations, we can express the integral equation (35) in the compact way as
\[ 2\pi v^2 \tilde{d}^2 C = 2\pi v^2 L^0 - i\omega \lambda I_v - 2i\omega v\zeta (I_v + J_v) + \omega^2 \zeta Q, \] (38)
where \( \tilde{d}^2 = 1 + 2g \) and \( \tilde{g} = g - \alpha/2 \).

We notice that the kernel in Eq. (38) has a jump in its derivative at \( x = z \), which we use by twice differentiating it with respect to \( x \). We thus arrive at a second-order integro-differential equation
\[ 2\pi v^2 C^{(2)} = 2\pi v^2 (L^0)^{(2)} + 4\pi v^2 \gamma C + 2i\omega^3 v^2 I_v \]
\[ -\omega^2 c^{-2} \left[ -2i\omega v\zeta (I_v + J_v) + \omega^2 \zeta Q \right], \] (39)
where, for simplicity, we introduced \( \gamma = \lambda/2v + \zeta v/c \).

The label (n) in \( C^{(n)} \) stands for the \( n \)-th derivative with respect to \( x \). The combination in the square brackets in (38) is eliminated by using Eq. (38) and we obtain
\[ 2\pi v^2 \tilde{d}^2 C = 2\pi v^2 (L^0)^{(2)} + 2\pi \omega^2 v^2 L^0 c^{-2} \]
\[ + \omega^2 (4\gamma - \chi c^{-2}) C + i\omega^3 (2\gamma v^{-1} - \chi c^{-2}) I_v. \] (40)

The last equation still contains \( I_v \). Differentiating it again twice, we find
\[ 2\pi v^2 C^{(4)} = 2\pi v^2 (L^0)^{(4)} + 2\pi \omega^2 v^2 (L^0)^{(2)} c^{-2} \]
\[ + \omega^2 (4\gamma - \chi c^{-2}) C^{(2)} - 2\omega^4 v^2 (2\gamma v^{-1} - \chi c^{-2}) C \]
\[ - i\omega^4 v^{-2} (2\gamma v^{-1} - \chi c^{-2}) I_v. \] (41)

We can eliminate \( I_v \) here by expressing it from the (10).

Then we finally arrive at a linear inhomogeneous ordinary differential equation of fourth order
\[ d^2 C^{(4)} + \omega^2 \left( \frac{2g}{c^2} + \frac{1}{v^2} + \frac{1}{v^2} \right) C^{(2)} + \frac{\omega^4}{v^2 c^2} C \]
\[ = (L^0)^{(4)} + \omega^2 \left( \frac{1}{v^2} + \frac{1}{v^2} \right) (L^0)^{(2)} + \frac{\omega^4}{v^2 c^2} L^0. \] (42)

Remarkably, this equation can be represented in terms of differential operators \( D_v = \frac{d}{dx} + \omega^2/v^2 \) in the very compact form
\[ D_v D_v C(x) = \tilde{d}^2 D_v D_v L^0(x). \] (43)

A key feature of the obtained differential equation is that its homogeneous solution can be expressed as the sum of exponents \( e^{\pm i\omega x/v z} \) with characteristic velocities given by
\[ v_{\pm}^2 = \frac{1}{2} \left( d^2 v^2 + c^2 \pm \sqrt{(d^2 v^2 - c^2)^2 + 4\alpha v^2 c^2} \right), \] (44)
where \( d^2 = 1 + 2g \). The obtained characteristic velocities (44) are nothing else but two hybridized polaron modes that arise in the non-perturbative bosonization treatment of the problem [10].

In passing, the structure of the electron-electron interaction [10] in chirality indices implies that \( g_4 = g_2 = g \) in g-ology vocabulary of one dimensional studies. The above renormalization factor of the Fermi velocity has a well known form \( d^2 = (1 + g_k)^2 - g_k^2 \), and for \( g_k = 0 \) one obtains \( d^2 = 1 - g^2 \) in full agreement with [22].

We now turn to the analysis of the non-homogeneous solution of the equation (42). First, we find the explicit expression for its right hand side (see Appendix [2] for further details):
\[ D_v D_v L^0(x|y) = \lambda \delta^{(4)}(x-y)1 + \omega^2 \left( \frac{\lambda}{v^2} + \frac{\lambda}{c^2} - \frac{2\gamma}{c} \right) \]
\[ \times \delta^{(2)}(x-y)1 + \omega^4 \left( \frac{\lambda}{c^2 v^2} - \frac{2\gamma}{c^2} \right) \delta(x-y)1. \] (45)

We seek the solution \( \tilde{C}(x|y) \) of the inhomogeneous differential equation (43) in the form
\[ \tilde{C}(x|y) = \kappa_0 \delta(x-y)1 + \frac{i\pi \omega}{d^2} \sum_{\sigma=\pm} \kappa_\sigma e^{i\frac{x}{v z} \sigma|y}1 \] (46)

After some algebra we obtain coefficients \( \kappa_\sigma \) explicitly as
\[ \kappa_0 = \frac{2\pi v^2 \tilde{g}}{d^2}, \quad \kappa_\pm = \frac{v^2}{c^2} \left( \frac{u^2 - v^2}{u^2 - v^2} \right) \left( \frac{g\nu^2 - \tilde{g}c^2}{v^2 v^2} \right). \] (47)

Accordingly, the full solution for (43) reads as
\[ C(x|y) = \kappa_0 \delta(x-y)1 + \frac{i\pi \omega}{d^2} \sum_{\sigma, g=\pm} \kappa_{\sigma g} e^{i\frac{x}{v z} \sigma|y}1 \]
\[ - \frac{i\pi \omega}{d^2} \sum_{\sigma, g=\pm} A_{\sigma g}(y) e^{i\frac{x}{v z} \sigma|y}, \] (48)

with yet unknown matrices \( A_{\sigma g} \) which should be determined from the initial integral equation (35). The first two terms in (48) are translationally invariant and, thus, independent of the junction and should be associated with bulk effects. On the other hand, the last term has a factorized coordinate dependence and originates not only from the fermionic S matrix in Eq. (7) but also from the phonons’ B matrix.

Now we substitute the ansatz (48) into the initial equation (38) and compare coefficients corresponding to different linearly-independent \( x \)-functions. This procedure is straightforward, albeit cumbersome, so we just present the resulting linear equations here. Further details are given in the Appendix [C].

We find that the matrices \( A_{\sigma g} \) satisfy a following set of boundary conditions
\[ \sum_{\sigma, g=\pm} \chi_{1}^{\sigma, g} A_{\sigma g}(y) = \sum_{\sigma=\pm} \kappa_\sigma \chi_{1}^{\sigma, g} e^{i\frac{x}{v z} y}1, \]
\[ \sum_{\sigma, g=\pm} \chi_{2}^{\sigma, g} A_{\sigma g}(y) = \sum_{\sigma=\pm} \kappa_\sigma \chi_{2}^{\sigma, g} e^{-i\frac{x}{v z} y}1, \]
\[ \sum_{\sigma, g=\pm} \phi_{\sigma}^{g} A_{\sigma g}(y) = \sum_{\sigma=\pm} \kappa_\sigma \phi_{\sigma}^{g} e^{-i\frac{x}{v z} y}1, \]
\[ \sum_{\sigma, g=\pm} \tilde{B}_{\sigma}^{g} A_{\sigma g}(y) = \sum_{\sigma=\pm} \kappa_\sigma \tilde{B}_{\sigma}^{g} e^{i\frac{x}{v z} y}1, \] (49)
with the following scalar coefficients

\[
\chi_1 \beta_1 \beta_2 = \frac{\beta_1 \beta_2}{\beta_1 - \beta_2}, \quad \chi_2 \beta_1 \beta_2 = \frac{\beta_1 \beta_2}{\chi_1 - \beta_2} e^{i \omega L \left( \frac{1}{\beta_1} + \frac{1}{\beta_2} \right)},
\]

\[
\phi_{gs}^\sigma = \frac{\chi_2 \beta_1 \beta_2}{\chi_1 - \beta_2} e^{i \omega L \left( \frac{1}{\beta_1} - \frac{1}{\beta_2} \right)}.
\]  

A matrix entering the last equation in (49) is defined as

\[
\tilde{B}^g = \phi_{s, g, s, g}^\sigma e^{i \sigma \frac{\omega}{2} L} 1 - \phi_{s, g, s, g}^\sigma e^{-i \sigma \frac{\omega}{2} L} B.
\]  

Despite the apparent progress, the linear system (49) still looks rather complicated. Further progress is achieved by diagonalizing all matrices in the wire space with the unitary transformation

\[
U = \sqrt{\frac{1}{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad U B U = \begin{pmatrix} \rho + \tau & 0 \\ 0 & \rho - \tau \end{pmatrix}.
\]  

After that the diagonal \( A_{s,j}(y) \) can be replaced by its corresponding diagonal matrix element \( A_{s,j}(y) \). Next simplification comes from the representation

\[
A_{s,j}(y) = \sum_{s, g = \pm} \kappa_s b_{s,j}^g e^{i \sigma \frac{\omega}{2} y}.
\]  

Indeed, for the new variables, \( b_{s,j}^g \), the system (49) factorizes into four decoupled sectors parametrized by indices \( s \) and \( g \). The appearing sets of algebraic equations can be easily solved by means of computer algebra methods (for instance, in Mathematica). The explicit form of all coefficients \( b_{s,j}^g \) is presented in App. D.

The final expression for \( C \) which solves (35) exactly for an arbitrary set of parameters is given by

\[
C(x|y) = \kappa_0 \delta(x - y) 1 + \frac{i \pi \omega}{d^2} \sum_{s, j = \pm} \kappa_s e^{i \sigma \frac{\omega}{2} |x-y|} 1
\]

\[
- \frac{i \pi \omega}{d^2} \sum_{s, j = \pm} e^{i \sigma \frac{\omega}{2} y} \sum_{s, g = \pm} \kappa_s U b_{s,j}^g U e^{g \frac{i \sigma \omega}{2}},
\]  

where \( b_{s,j}^g = \text{diag} \left[ b_{s,j}^g \right]_{B \rightarrow \rho + \tau}, b_{s,j}^g \right]_{B \rightarrow \rho - \tau} \), see App. D.

Summarizing this subsection, we have solved the integral equation (35) for the main wire. We stress that the resulting “bulk” propagator has a non-diagonal form which should be understood as a 2×2 sub-block of the full 3×3 matrix \( C \). The remaining diagonal matrix element corresponds to the tunneling tip and can be obtained from (54) by setting \( \alpha = 0 \) and replacing \( g \) by \( g_3 \).

**B. Full equation for \( L \)**

Now we have everything at hand to solve Eq. (33) exactly. The non-diagonal structure of \( C \) significantly complicates the set of scattering processes contributing to the fully dressed propagator \( L \) which is depicted in Fig. 6. The diagrammatic rules here are slightly more complicated compared to Fig. 5 because we include interwire parts of polarization loops proportional to fermionic transmission and reflection amplitudes encoded in \( Y \). As before, we use vertically oriented objects (propagators and loops) to describe processes diagonal in wire indices, and horizontally oriented (or tilted) ones for off-diagonal contributions. The full Eq. (33) mixes contributions from
obtained in the following form and the full propagator does not depend on chirality indices and label "s" standing for "simplified". We note that the fully-dressed interaction propagator is similar to Eq. (58)

\[
\tilde{L}^R(x|y) = \tilde{C}(x|y) + \int dz_1, 2 \tilde{C}(x|z_1)\tilde{C}(z_2|y),
\]

where we introduced the summation of all fermionic loop contributions proportional to $Y$ with the propagator $C$ as a new kernel

\[
\tilde{Y}(x|y) = -\frac{i\omega}{2\pi v^2} e^{i\tilde{X}(x+y)} \begin{bmatrix}
0 \\
0
\end{bmatrix} - \frac{i\omega}{2\pi v^2} e^{i\tilde{X}} \int dz_1, 2 e^{i\tilde{X}(z_2|y)}. \tag{56}
\]

The full solution to (56) has a form

\[
\tilde{Y}(x|y) = -\frac{i\omega}{2\pi v^2} e^{i\tilde{X}(x+y)} Y \begin{bmatrix}
\frac{1}{1 + \frac{i\omega}{2\pi v^2} C_s Y} \\
0
\end{bmatrix}, \tag{57}
\]

where the integrated quantity $C_s$ is

\[
C_s = \int dx dy \tilde{C}(x|y)e^{i\tilde{X}(x+y)}, \tag{58}
\]

and label "s" standing for "simplified". We note that the full propagator does not depend on chirality indices $L^R = L^R(\tilde{\sigma}^0 + \tilde{\sigma}^1)$, so we can analyze $L^R$.

As a result, the fully-dressed interaction propagator is obtained in the following form

\[
L^R(x|y) = C(x|y) - \frac{i\omega}{2\pi v^2} V(x) Y \begin{bmatrix}
\frac{1}{1 + \frac{i\omega}{2\pi v^2} C_s Y}
\end{bmatrix} \tilde{V}(y), \tag{59}
\]

with $V(x) = \int dz C(x|z)e^{i\tilde{X}}$ and $\tilde{V}(y) = \int dz C(z|y)e^{i\tilde{X}}$. Instead of the full form (59), we can use its simplified form integrated over the coordinates similarly to Eq. (58)

\[
L_s^R = \left(\frac{1}{1 + \frac{i\omega}{2\pi v^2} C_s Y}\right) C_s. \tag{60}
\]

The quantity $L_s^R(m|k)$ introduced in (16) and entering the equation for currents (15), is simply given by the corresponding matrix element $(L_s^R)_{mk}$. Schematically, this formula has the same structure as reported in (24) for the case $\alpha = 0$, although the main difference lies in the concrete form of $C_s$.

The quantity $L_s^R(m|k)$ allows the decomposition

\[
L_s^R = -\frac{2i\pi v^2}{\omega} U_3 \left(\frac{1}{P^{-1} + U_3 Y U_3}\right) U_3, \tag{61}
\]

where we diagonalized $C_s$ by means of the unitary transformation

\[
U_3 = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 & 0 \\
1 & -1 & 0 \\
0 & 0 & \sqrt{2}
\end{pmatrix}, \tag{62}
\]

\[
P = \frac{i\omega}{2\pi v^2} U_3 C_s U_3 = \text{diag} [P_1, P_2, P_3].
\]

From Eqs. (54) and (C14) we obtain the explicit form of $P_i$:

\[
P_i = \frac{1}{2\pi v^2 d^2} \sum_{\sigma, g, \chi = \pm} \kappa_{\sigma} \tilde{\theta}_{\chi}^{\nu_\sigma} \chi_k^{\nu_\sigma} \left(\sum_j b_s^{\sigma_j} - \delta_{s\sigma} \delta_{g+}\right), \tag{63}
\]

where $\tilde{\theta}_{\chi}^{\nu_\sigma}$ is defined in Appendix [D]. The only $\omega$-dependence of $P_i$ comes from coefficients $b_s^{\sigma_j}$ containing oscillatory exponents $e^{\pm i\omega L/v \pm}$ both in their numerator and denominator.

\section{V. RG EQUATIONS FOR CONDUCTANCES}

Let us briefly summarize the progress that we have done so far. The main result of the section [V] is the resummation of an infinite series of relevant scale-dependent contributions to the bare bosonic propagator $L_{\omega}^{R(0)}$ introduced in (9). The most general expression for this quantity is given in (59).

Now let us make use of the general formalism described in Sec. [III B] in order to extend the perturbative treatment of corrections to the currents into the strong coupling regime. Specifically, we substitute the bare propagator $L_{\omega}^{R(0)}$ in (15) by its fully-dressed version which corresponds to the self-energy renormalized one-loop contribution. The resulting expression takes the form

\[
J_j = \sum_{mkp} \text{Re} [M^j_{mkp}] \int \frac{d\omega}{\omega} F(\omega, V_{mp})
\times \text{Re} \left( U_3 \left(\frac{1}{P^{-1} + U_3 Y U_3}\right) U_3 \right)_{mk}, \tag{64}
\]

where we took into account that $P$ depends on frequency $\omega$ only through exponents and, thus, $P(-\omega) = P^*(\omega)$. All other parts of this equation were defined in Sec. [III B]. Diagrammatically, this correction can be represented as Fig. (7 a). Accordingly, the typical diagram included in this resummation is depicted in Fig. (7 b).

We want to evaluate the integral in (64) with logarithmic accuracy in the limit $L \rightarrow \infty$ and at $T = 0$. The most problematic part here is related to the incommensurate oscillations in $P$ with several characteristic frequencies. It implies that the averaging over one period of oscillations, presented in [23] for a single characteristic frequency $v/L$, is not useful in our case since $P$ is not truly periodic.
However, this difficulty can be overcome by shifting the contour of integration in the upper half-plane $\omega \rightarrow \omega + i\delta$, with $\delta \gtrsim v/L \rightarrow 0$. Upon this deformation we do not encounter any poles in the upper half-plane of complex $\omega$ in view of the retarded nature of propagator and of the possibility to use the analytic digamma function $\psi[-ix/2\pi T]$ instead of $\coth(x/2T)$ in $F(\omega, V)$ in Eq. (10).

By examining (64) we notice that upon this shift the dominant contribution to $P$ in the denominator of (64) will be determined by terms with the exponents $e^{L\delta(1/v_+ + 1/v_-)}$, acquiring additional factor $e^{L\delta(1/v_+ + 1/v_-)} \gg 1$. The overall factor $\omega^{-1}$ gives a logarithmic divergence at low energies, which is regulated by $F(\omega, V_{mp})$ with the voltage $|V_{mp}|$ acting as an infrared cutoff scale.

Therefore, the leading logarithmic divergence is simply given by (64) with the following replacement

$$P_i \rightarrow \tilde{P}_i = \frac{1}{2\pi^2 d^2} \sum_{\sigma \bar{\sigma}} \kappa_\sigma \tilde{\theta}_2 \chi^-_{\bar{\sigma}} \chi^+_{\sigma} (\tilde{b}^1_{\sigma\bar{\sigma}} - \delta_{\sigma\bar{\sigma}}),$$

and the only reduced matrix elements which survived the procedure described above are given as $\tilde{b}^1_{\sigma\bar{\sigma}} = (\tilde{F}_1)^{-1} \tilde{F}_1$, $\tilde{b}^2_{\sigma\bar{\sigma}} = (\tilde{F}_1)^{-1} \tilde{F}_3$, $\tilde{b}^3_{\sigma\bar{\sigma}} = -(\tilde{F}_1)^{-1} \tilde{F}_3|_{v_+ \rightarrow v_-}$, and $\tilde{b}^4_{\sigma\bar{\sigma}} = (\tilde{F}_1)^{-1} \tilde{F}_1$. After some algebra one can obtain the following transparent form of these eigenvalues

$$\tilde{P}_1 = \frac{K|_{\tau=0} - 1}{K|_{\tau=0} + 1}, \quad \tilde{P}_2 = \frac{K - 1}{K + 1}, \quad \tilde{P}_3 = \frac{K_3 - 1}{K_3 + 1},$$

where $K_3 = (1 + 2\theta_3)^{-1/2}$, and we introduced the modified Luttinger parameter

$$K = K \left[ \frac{\tau(\tilde{K} + \xi) + (1 - \tau) W \tilde{K}}{\tau W K + (1 - \tau) (\tilde{K} + \xi K/K)} \right],$$

which is expressed in terms of original Luttinger parameters

$$K = \frac{1}{\sqrt{1 + 2g}} \quad \tilde{K} = \frac{1}{\sqrt{1 + 2g - \alpha}}$$

and one extra combination $W = (v_+ + v_-)/c$ which can be represented as

$$W = \sqrt{(1 + K^{-1} \xi)^2 + 2\xi (\tilde{K}^{-1} - K^{-1})}.$$

It will be convenient to use a different parametrization of the form

$$\tilde{P} = -\text{diag} \{ q_1^{-1}, q_2^{-1}, q_3^{-1} \}$$

in order to match the notation introduced in [24].

Thus, we only need to evaluate the logarithmic divergence in the remaining integral over frequency identical to that we discussed in (18).

Finally, we obtain

$$J_j = 2 \sum_{mkp} V_{mp}(\epsilon - |V_{mp}|) \Re[M^j_{mkp}]$$

$$\times \left( U_3 \left( \frac{1}{\tilde{P}^{-1} + U_3 Y U_3} \right) U_3 \right)_{mk} \ln \frac{\omega_0}{\epsilon},$$

where $\tilde{P}$ is given in (66).

We note that in case of finite temperatures the large logarithms remain finite even for $\epsilon = 0$, as the low-energy cutoff is provided by the function $F(\omega, V)$ taken at finite $T$. Then (18) should be replaced by $I(\omega_0, T, V) \approx 2V\theta(T - c_\epsilon |V|) \ln \frac{\omega_0}{\epsilon}$, where $c_\epsilon$ is a number of the order of unity given in (19).

The corrections to the currents, Eq. (71), translate into the corresponding corrections for conductances (22). The conductances scaling hypothesis allows us to write non-perturbative RG equations in the same way as in the first order case (see Section III.B).

$$\frac{dG_a}{d\Lambda} = 2A_1 \theta_3(\epsilon) + A_2 \theta_2(\epsilon),$$

$$\frac{dG_b}{d\Lambda} = 2B_2 \theta_2(\epsilon),$$

where the strong-coupling counterparts of (24) are given by

$$A_1 = -2G_a(1 - G_a) - G_b/4q_2 - (1 - 2G_a),$$
$$A_2 = -G_b \left[ \frac{1}{q_2 - (1 - 2G_a)} \right],$$
$$B_2 = -G_b \left[ \frac{1}{q_2 - (1 - 2G_a)} \right] - 2G_a/4q_2 - (1 - 2G_a),$$

and we defined (compare with notation in [23])

$$Q = \frac{4q_1q_3 - 2q_1 - 3q_3 + 1}{2q_1 + q_3 - 3}.$$
VI. SCALING EXPONENTS AT STRONG COUPLING

The above calculation provided us with the non-equilibrium strong-coupling RG equations for conductances. As we show now, they are in agreement with all previously known limiting cases: electron-electron strong coupling in equilibrium regime for Y-junction [22], electron-electron weak coupling in non-equilibrium regime for Y-junction [20], electron-electron strong coupling in non-equilibrium regime for impurity case (when the tip is absent) [23], electron-phonon strong coupling in equilibrium regime for impurity case near the conductances fixed points [21].

Non-equilibrium RG equations in the first order of interaction were discussed to some length in Sec. III B. The sophisticated summation of Sec. IV does not qualitatively change the above off-equilibrium picture. So let us focus instead on the equilibrium case: \( V_{a,b} \to 0 \) and \( \omega_D \to \infty \), where non-perturbative treatment of interactions reveals new phenomenon.

A. Wire with an impurity

Earlier, the case of the wire with the impurity was studied by the bosonization technique in presence of electron-phonon interaction [21]. For Y junction this means the decoupled tip: \( t_2 = 0, r_2 = 1 \) for S matrix [1], i.e. \( G_b = 0 \) [23]. The only RG equation in this case is

\[
\frac{dG_a}{d\Lambda} = 2A_1 = -\frac{4G_a(1 - G_a)}{q_2 - (1 - 2G_a)}. \tag{75}
\]

Only two fixed points exist: N point, \( G_a = 0 \), and \( \Lambda \) point, \( G_a = 1 \). In the vicinity of these points the linearized equations have the standard form

\[
\frac{dG_a}{d\Lambda} = 2(1 - K^{-1})G_a, \quad G_a \ll 1, \tag{76}
\]

\[
\frac{d\tilde{G}_a}{d\Lambda} = 2(1 - K)\tilde{G}_a, \quad \tilde{G}_a = 1 - G_a \ll 1.
\]

This result is in exact correspondence with Yurkevich et al. [21]. The fixed point N corresponds to the total loss of conductance. It is stable for \( K < 1 \), while the fixed point \( \Lambda \) corresponds to the ideal transmission case and is stable in the opposite situation, \( K > 1 \). The renormalization is absent for \( K = 1 \), though the coupling constants might not be zero in this case, see Fig. 8. Another interesting point is that in a certain range of parameters the modified Luttinger parameter can be \( K < 1 \) for \( \tau = 0 \), while \( K > 1 \) for \( \tau > 0 \).

Without the electron-phonon interaction, \( \alpha = 0 \), one has the well-known result \( K = K_w \) with the scaling exponents \( K \) and \( 1/K \) for the weak scattering and weak link limits respectively. In this case \( K < 1 \) for the repulsive interaction between electrons, \( g > 0 \), and \( K > 1 \) for the attractive electron-electron interaction, \( g < 0 \).

Let us also discuss the role of the kinetic asymmetry between bosonic and fermionic modes. For \( \xi = 0 \) (phonon velocity tending to infinity) we get \( K = \tilde{K} \) which corresponds to the absence of any retardation effects (purely screened local interactions). In the opposite case \( \xi \to \infty \) (phonon velocity tending to zero) one obtains \( K = K \) and phonons are incapable to modify renormalization. In the intermediate regime \( K \) is a monotonic function of \( \xi \).

B. Y-junction

In the equilibrium limit the strong coupling RG equations read as

\[
\frac{dG_a}{d\Lambda} = 2A_1 + 2A_2, \tag{77}
\]

\[
\frac{dG_b}{d\Lambda} = 4B_2,
\]

with the above definition (73). Two universal fixed points of this RG system, \( N \) and \( A \), can be characterized by two independent scaling exponents corresponding to different directions in the space of conductances, \( (G_a,G_b) \): along the line \( G_b = 0 \), and along the boundary \( G_b/4 = G_a(1 - G_a) \). In addition to above fixed points at the line \( G_b = 0 \) (corresponding to the detached tip), the saddle-type fixed point \( M \) appears. As discussed in Sec. III B the position of the latter point \( M \) at the parabola of allowed conductances is not universal. In this case, the associated scaling exponents are naturally related to two directions, one along the parabola and another perpendicular to it. Their exact form is rather cumbersome and given by Eq.(33) and (35) in [22] where parameters \( q \) and \( Q \) (which is a function of \( q \) and \( q_1 \)) should be replaced by our expressions for \( q_2 \) and \( Q \) (as a function of \( q_1 \) and \( q_3 \)), given by (70) and (74) respectively.

The first set of exponents for the fixed points \( N \) and \( A \) can be read from (76) and is given by

\[
\gamma_{N,1} = 2(K^{-1} - 1), \quad \gamma_{A,1} = 2(K - 1). \tag{78}
\]
The second set of scaling exponents is found as
\[ \gamma_{N,2} = K_3^{-1} + \frac{1}{2} (K^{-1})_{\tau=0} + K - 2, \]
\[ \gamma_{A,2} = K_3^{-1} + \frac{1}{2} (K^{-1})_{\tau=0} + K - 2 \]
and additional exponents defined in (28) and (29) can be obtained as \( \kappa_{p,j} = \gamma_{p,j} - \gamma_{p,j} \) with \( p = N, A \) and \( j = 1, 2 \). In the weak coupling regime, these scaling exponents coincide with the ones presented in Sec. III C.

Let us discuss the expressions (79). The fixed point \( N \) is characterized by the exponent \( \gamma_{N,2} \), determined by the sum of the boundary exponent for the third wire \( K_3^{-1} \) and the new combination \( \Delta_{\text{edge}} = \frac{1}{2} (K^{-1})_{\tau=0} + K - 1 \).

We will refer to this combination as an effective boundary exponent for the main wire. The fixed point \( A \) has the exponent \( \gamma_{A,2} \), which is controlled by the boundary exponent of the third wire \( K_3^{-1} \) and the effective bulk anomalous dimension of the fermion operator \( \Delta_{\text{bulk}} = \frac{1}{2} (K^{-1})_{\tau=0} + K - 1 \). This quantity corresponds to the well-known zero-bias anomaly and controls the suppression of the tunneling density of states [17]. Both exponents are depicted on Fig. 3 as a function of the electron-phonon coupling constant \( \alpha \).

The way how two modified Luttinger parameters \( K^{-1}_{\tau=0} \) and \( K \) enter scaling exponents can be understood as follows. The first term in expressions for \( \Delta_{\text{edge}} \) and \( \Delta_{\text{bulk}} \) is always associated with the direct tunneling processes from one of the arms of the main wire to the tip, and thus, has a characteristic form of the weak link exponent, i.e. is inversely proportional to the Luttinger parameter. Additionally, since in our model we assume the absence of phonon transport between the main wire and the tunneling tip, then undergoing this process fermions are not affected by the interwire interactions associated with the transverse coefficient \( \tau \), which in turn results in \( K^{-1}_{\tau=0} \) for both fixed points. The second contribution to the boundary and bulk exponents corresponds to scattering processes within the main wire and has a tunneling or weak-scattering form for \( N \) and \( A \) points respectively. However, in both cases propagating fermions can interact through the exchange of phonons across a junction, and consequently, this term comes fully dressed with non-zero \( \tau \).

An important statement is the following. Contrary to what was obtained in the previous studies of Y junctions in the absence of phonons, the scaling exponents now can not be written in terms of a single modified Luttinger parameter. This fact may have consequences for possible attempts to recover the strength of interaction from two experimentally observed exponents, \( \Delta_{\text{edge}} \) and \( \Delta_{\text{bulk}} \). In the anticipated situation of non-interacting tip, \( K_3 = 1 \), one can naively extract the effective Luttinger parameter from two alternative definitions [25]
\[ K_{\text{eff}}(\text{edge}) = \frac{1}{\Delta_{\text{edge}}}, \quad \frac{1}{2} \left( \frac{1}{K_{\text{eff}}(\text{bulk})} + K_{\text{eff}}(\text{bulk}) \right) = \Delta_{\text{bulk}}. \]

These effective Luttinger parameters are depicted on Fig. 10 as a function of \( \tau \). They coincide only for the phonon ideal reflection case, \( \tau = 0 \). On the other hand, in the tunneling experiments where the phonons pass through the vicinity of Y junction, \( \tau \neq 1 \), our formulas (79) show that in the physically relevant range of parameters \( K_{\text{eff}}(\text{bulk}) \) is smaller than \( K_{\text{eff}}(\text{edge}) \), and thus, \( K_{\text{eff}} \) should be determined differently.

In fact, in certain experimentally studied low-dimensional systems exhibiting LL-type behaviour the similar mismatch between measured Luttinger parameters was observed. For instance, in artificial atom chains \( K_{\text{eff}}(\text{edge}) \) extracted from experimental data was found to be larger than \( K_{\text{eff}}(\text{bulk}) \), in agreement with our predictions. Our calculation shows that the difference between two Luttinger parameters (80) can be at least partially due to the strong electron-phonon interaction.

Instead of a single effective Luttinger parameter we propose to characterize tunneling experiments in Luttinger Liquids by using both \( K^{-1}_{\tau=0} \) and \( K \) which can be determined from observable boundary and bulk exponents as follows
\[ K^{-1}_{\tau=0} = \Delta_{\text{bulk}} + \Delta_{\text{edge}} - \sqrt{1 + (\Delta_{\text{bulk}} - \Delta_{\text{edge}})^2}, \]
\[ K = \Delta_{\text{bulk}} - \Delta_{\text{edge}} + \sqrt{1 + (\Delta_{\text{bulk}} - \Delta_{\text{edge}})^2}. \]

Thus, experimental measurements of the conductances scaling behaviour near the two fixed points \( N \) and \( A \) (i.e. for two different junction regime: ideal reflection and transmission case, correspondingly) allow to obtain interwire interactions contribution to the electron transport in the junction.

![Figure 9. The boundary exponent \( \Delta_{\text{edge}} = \frac{1}{2} (K^{-1}_{\tau=0} + K^{-1}) \) (blue line), and the bulk exponent \( \Delta_{\text{bulk}} = \frac{1}{2} (K^{-1}_{\tau=0} + K) \) (orange line) for \( g = 0.1 \), \( \tau = 1 \) and \( \xi = 1.5 \).](image-url)

It worth noting that the boundary and bulk exponents can be equal to each other on some non-trivial surface in the parameter space (for \( \tau = 0 \) or without phonons it can happen only in the non-interacting case \( K = 1 \)). This situation is accompanied by the \( M \) point being located ex-
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Figure 10. Two effective Luttinger parameters \( K_{\text{eff}}^{(\text{edge})} \) (blue 
line) and \( K_{\text{eff}}^{(\text{bulk})} \) (orange line) (see Eq. (80)) as a function 
of \( \alpha = 0.2, g = 0.1 \) and \( \xi = 1.5 \). They don’t coincide 
for \( \tau > 0 \), contrary to naive expectation following from all 
previously known Y-junctions studies.
Debye frequency \( \omega_D \), enriches non-equilibrium transport regimes. As a result, rather complicated RG trajectories may exist: conductances RG flow can change the direction from the fixed point \( N \) (insulating behavior) to the fixed point \( A \) (metallic behavior) with running energy \( \epsilon \) decreasing due to the non-universal position of the \( M \) point. Specifically, at high energies (temperature or voltages greater than the Debye frequency \( \omega_D \)), the contribution originating from the electron-phonon coupling is irrelevant, and the \( M \) point is located on the right side of the RG diagram. At energies lower than the Debye scale, the contributions of inelastic scattering with phonon transfer begin to play a crucial role in renormalization. If the junction is transparent for phonon transport \( \tau > 0 \), then the tunneling density of states is suppressed, and the \( M \) point changes its position and affects the directions of RG flows (see Fig. 4). As a result, the dependence of conductances on the infrared cutoff (for example, temperature) turns out to be non-monotonic.

Finally, we show that the scaling of conductances of Y junction is governed by two effective Luttinger parameters, related to the main wire. For the geometry of the Luttinger liquid wire with impurity (detached tunneling tip) only one Luttinger parameter, \( K \), appears in equations. Rather unexpectedly, the scaling exponents for the tunneling tip conductance are defined by both the previous \( K \), and \( K_{\tau=0} \), calculated in geometry of Y junction impenetrable for phonons. It means that the Luttinger parameter, \( K \), naively extracted from the bulk tunneling exponent of tip conductance will show systematic deviation, due to phonons, from \( K \), determined in other types of experiment.
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Appendix A: Phonon propagator with a single impurity

For simplicity we consider a mass defect model of impurity, while similar calculations can be performed for the pinning or elastic defects. We introduce the causal Green’s function for the lattice deformations \( u(x) \). In the \( (\omega, x) \) representation it reads

\[
U(\omega, x, x') = \frac{i}{2c|\omega|} e^{i \frac{\omega}{c} |x-x'|}.
\]  

(A1)

We solve the Lippmann-Schwinger equation accounting for multiple phonon scattering. The solution has the following form

\[
U(\omega, x, x') = U^0(\omega, x, x') - \frac{\Delta m/m}{F(\omega)} \omega^2 U^0(\omega, x, 0) U^0(\omega, 0, x'),
\]  

(A2)

for \( x, x' \neq 0 \). The appearing pole corresponds to the localized vibrational mode

\[
F(\omega) = 1 + \frac{\Delta m}{m} \omega^2 U^0(\omega, 0, 0) = 1 - i \frac{\omega}{\omega_m},
\]  

(A3)

with the characteristic frequency \( \omega_m = 2mc/\Delta m \). In the main text we use the mixed wire and \( (\omega, x) \) representation, so bare phonon propagator reads

\[
U^0_\omega(l, l|m, x') = -i \frac{\omega}{2c|\omega|} \left( e^{i \frac{\omega}{c} |x-x'|} \sigma^0_{lm} + e^{i \frac{\omega}{c} (x+x')} \sigma^1_{lm} \right),
\]  

(A4)

for \( x, x' > 0 \). The complete solution is

\[
U_\omega(l, x|m, x') = -i \frac{\omega}{2c|\omega|} \left( e^{i \frac{\omega}{c} |x-x'|} \sigma^0_{lm} - \rho(\omega) e^{i \frac{\omega}{c} (x+x')} \sigma^1_{lm} + \tau(\omega)|\omega| e^{i \frac{\omega}{c} (x+x')} \sigma^1_{lm} \right),
\]  

(A5)

and the reflection and transmission coefficients have the form

\[
\rho(\omega) = -i \frac{\omega}{1 - i \omega/\omega_m}, \quad \tau(\omega) = 1 - \rho(\omega).
\]  

(A6)

There are two simple limiting cases: first, if \( \Delta m = 0 \) then we obtain \( \rho = 0 \), \( \tau = 1 \); and second, if \( \Delta m = +\infty \) then we get \( \rho = 1 \), \( \tau = 0 \).

We notice the continuity condition at \( x = 0 \) of the Green function of deformations

\[
U_\omega(1, x|1, 0^+) = U_\omega(1, x|2, 0^+)
\]  

(A7)

and for the full reflection case \( (\rho = 1) \) we obtain the following boundary condition

\[
U_\omega(1, x|1, 0^+) = 0 \leftrightarrow u(0) = 0.
\]  

(A8)

For the electron-phonon interactions we need to consider the Green’s function for the gradients of deformations

\[
\tilde{D}(x, t, x', t') = -i \langle T e^{i \nabla u(x, t)} e^{i \nabla u(x', t')} \rangle
= c^2 \partial_x \partial_{x'} U_\omega(x, t, x', t'),
\]  

(A9)

for \( x, x' \neq 0 \). This definition can be reformulated in terms of our mixed wire and \( (\omega, x) \) representation as

\[
\tilde{D}_{\omega}(l, x|m, x') = c^2 (\sigma^0_{lm} - \sigma^1_{lm}) \partial_x \partial_{x'} U_\omega(l, x|m, x'),
\]  

(A10)

for \( x, x' > 0 \). Therefore, we obtain the following expression for the Green’s function

\[
\tilde{D}_{\omega}(l, x|m, x') = -\delta(x-x') \sigma^0_{lm} - \frac{i |\omega|}{2c} \left( e^{i \frac{\omega}{c} |x-x'|} \sigma^0_{lm} + B_{lm} e^{i \frac{\omega}{c} (x+x')} \right),
\]  

(A11)
here the phonon $B$ matrix is an analog of electron $|S_{ij}|^2$ matrix

$$B = \left( \begin{array}{cc} \rho & \tau \\ \tau & \rho \end{array} \right), \quad \tau + \rho = 1. \quad (A12)$$

The retarded Green’s functions is given by Eq. (4) in the main text.

**Appendix B: Useful operator identities for $D_v$**

In this section we present several useful identities for differential operators $D_v$ defined in the main text as $D_v = \partial_x^2 + \omega^2/v^2$.

We are mostly interested in the result of action of $D_v$ on various exponential functions because of the structure of our bare bosonic propagator in the mixed frequency-coordinate representation \( \delta (t) \). For instance, one can easily derive

$$D_v e^{i \phi x} = \omega^2 \left( \frac{1}{v^2_x} - \frac{1}{v^2} \right) e^{i \phi x}, \quad D_v e^{i \phi |x|} = \frac{2 i \omega}{V} \delta (x) + \omega^2 \left( \frac{1}{v^2_x} - \frac{1}{v^2} \right) e^{i \phi |x|}. \quad (B1)$$

Another important simplification is coming from the combination $D_2 = D_{v+} D_{v-}$ introduced in \( (43) \). By using eq. \( (B1) \) one can obtain

$$D_2 e^{i \phi x} = \omega^4 \left( \frac{1}{v^2_x} - \frac{1}{v^2} \right) \left( \frac{1}{v^2_x} - \frac{1}{v^2} \right) e^{i \phi x}, \quad (B2)$$

and we get

$$D_2 e^{i \phi |x|} = \frac{2 i \omega}{V} \delta (x) + \frac{2 i \omega^3}{V} \left( \frac{1}{v^2_x} + \frac{1}{v^2} \right) \delta (x) + \omega^4 \left( \frac{1}{v^2_x} - \frac{1}{v^2} \right) \left( \frac{1}{v^2_x} - \frac{1}{v^2} \right) e^{i \phi |x|}. \quad (B3)$$

It is useful to derive how $D_2$-operator acts on a delta function:

$$D_2 \delta (x) = \delta (x) + \omega^2 \left( \frac{1}{v^2_x} + \frac{1}{v^2} \right) \delta (x) + \omega^4 \frac{\delta (x)}{v^2_x} \delta (x). \quad (B4)$$

Now let us consider these relations for the specific case of $v_{1+}$. From \( (B2) \) one can see that $D_2$ vanishes on the propagating exponents $e^{i \phi v_x}$:

$$D_2 e^{i \frac{\phi}{v_{1+}} x} = D_2 e^{i \frac{\phi}{v_{1-}} x} = 0. \quad (B5)$$

Moreover, we obtain

$$D_2 e^{i \frac{\phi}{v_{1+}} |x|} = \frac{2 i \omega}{v_{1+}} \delta (x) + \frac{2 i \omega^3}{v_{1+} v_{1+}} \delta (x). \quad (B6)$$

Finally, we consider the case with $V = c$:

$$D_2 e^{i \phi x} = \omega^4 \left( \frac{1}{v^2_x} - \frac{1}{c^2} \right) \left( \frac{1}{v^2_x} - \frac{1}{c^2} \right) e^{i \phi x}, \quad (B7)$$

$$D_2 e^{i \frac{\phi}{c} x} = \frac{2 i \omega}{c} \delta (x) + \frac{2 i \omega^3}{c} \left( \frac{1}{v^2_x} + \frac{1}{v^2} - \frac{1}{c^2} \right) \delta (x) + \omega^4 \left( \frac{1}{v^2_x} - \frac{1}{c^2} \right) \left( \frac{1}{v^2_x} - \frac{1}{c^2} \right) e^{i \frac{\phi}{c} x}. \quad (B8)$$

**Appendix C: Boundary conditions for matrices $A_{\sigma g}$**

In this section we outline important steps in the derivation of the set of equations for matrices $A_{\sigma g} (y)$ \( (49) \). As it was explained in the main text, we can use the ansatz \( (48) \) for the integral equation \( (38) \) and compare coefficients corresponding to different linearly-independent $x$-functions. Thus, it is convenient to first evaluate integrals \( (36) \) in terms of matrices $A_{\sigma g}$ by using \( (48) \). We obtain

$$I_\beta (x|y) = \kappa_0 e^{i \phi |x-y|} + \frac{i \pi \omega}{d^2} \sum_{\sigma=\pm} \kappa_\sigma g_{\beta \nu \sigma} (x|y) \quad (C1)$$

$$J_\beta (x|y) = \kappa_0 e^{i \phi (x+y)} B + \frac{i \pi \omega}{d^2} \sum_{\sigma=\pm} \kappa_\sigma g_{\beta \nu \sigma} (0|y) B \quad (C2)$$

where we used the notation

$$g_{\beta \nu \sigma} (x|y) = \int dz e^{i \phi |x-z|} e^{i \phi \sigma} \delta (y - \beta z) e^{i \phi (x-y)} \quad (C3)$$

with coefficients

$$\theta_{1\beta_1 \beta_2} = \frac{2 i \beta_1^2 \beta_2}{\omega (\beta_1^2 - \beta_2^2)}, \quad \theta_{2\beta_1 \beta_2} = \theta_{1\beta_1 \beta_2} = - \frac{\beta_2}{\beta_1} \theta_{1\beta_1 \beta_2},$$

$$\theta_{3\beta_1 \beta_2} = - \frac{i \beta_1 \beta_2}{\omega (\beta_1 + \beta_2)}, \quad \theta_{4\beta_1 \beta_2} = \frac{\beta_2}{\beta_1} e^{i \phi L (\frac{\beta_1}{\beta_1} + \frac{\beta_2}{\beta_2})}. \quad (C4)$$

In these calculations we set the lower limit of integration to zero $a = 0$ because all diagrams are IR finite. We also introduced

$$f_{\beta_1 \beta_2} (x) = \int dz e^{i \phi |x-z|} e^{i \phi \sigma} = \theta_{2\beta_1 \beta_2} e^{i \phi \sigma} \quad (C5)$$

The last remaining integral in \( (36) \) reads as

$$Q_\sigma (x|y) = \int dz \left( g_{\sigma \nu} (x|z) + B e^{-i \phi \sigma} f_{\nu \sigma} (z|y) \right) \quad (C6)$$
where we used the property \( g_{3,3} (0 | y) = f_{3,3} (y) \).

Now we are ready to combine all contributions originating from integrals \( J, I \) and \( Q \) together in the integral equation (38).

Prefactors before the exponents with modified velocities \( v_± e^{\pm i \sigma \pi y} \) are exactly zero. The only contributions that remain intact in the equation (38) are related to exponents \( e^{\pm i \frac{\pi}{4} y} \) and \( e^{\pm i \frac{\pi}{2} y} \).

By matching factors in front of exponents \( e^{\pm i \frac{\pi}{2} y} \) we obtain two equations for matrices \( A_{\sigma g} \)

\[
\sum_{\sigma, g = \pm} \theta_3^{v_3 y} A_{\sigma g}(y) = \sum_{\sigma = \pm} \kappa_\sigma \theta_{v_3 y} e^{i \frac{\pi}{4} y} 1, \\
\sum_{\sigma, g = \pm} \theta_4^{v_4 y} A_{\sigma g}(y) = \sum_{\sigma = \pm} \kappa_\sigma \theta_{v_4 y} e^{-i \frac{\pi}{4} y} 1. 
\]

(C7)

Similarly, in case of \( e^{\pm i \frac{\pi}{2} y} \) we obtain two additional equations

\[
\sum_{\sigma, g = \pm} \theta_3^{v_3 y} A_{\sigma g}(y) = \sum_{\sigma = \pm} \kappa_\sigma \theta_{v_3 y} e^{i \frac{\pi}{4} y} 1 - T_1(y), \\
\sum_{\sigma, g = \pm} \theta_4^{v_4 y} A_{\sigma g}(y) = \sum_{\sigma = \pm} \kappa_\sigma \theta_{v_4 y} e^{-i \frac{\pi}{4} y} 1 - T_2(y), 
\]

(C8)

where we introduced quantities \( T_1(y) \) and \( T_2(y) \) which should be evaluated explicitly in terms of matrices \( A \).

The rest of this Appendix is devoted to simplification of Eqs. (C8).

The contribution for the first equation in (C8) that we need to calculate is given by two terms

\[
T_1(y) = \frac{i d^2}{\pi \omega} c(v - c) B^{-1} J_v(0 | y) + T_1^{(1)}(y), 
\]

(C9)

where the first term is proportional to the identity matrix (check the definition (C2)). In contrast, the second term is linear in \( B \) and defined as

\[
T_1^{(1)}(y) = \frac{i d^2 / \pi}{\omega \theta_1 - 2iv} \left[ \theta_2^{v y} J_e(0 | y) + \theta_4^{v y} J_v(0 | y) \right] \\
+ \theta_4^{v y} J_{-v}(0 | y) + 2\pi iv^2 e^{i \frac{\pi}{4} y} B / \omega - 2iv J_e(0 | y) / \omega. 
\]

(C10)

For the last term in the second equation in (C8) we obtain

\[
T_2(y) = \frac{i d^2}{2\pi \omega} e^{i \omega L \left( \frac{1}{2} + \frac{v}{\omega} \right)} B^{-1} J_{-v}(0 | y). 
\]

(C11)

We can further simplify \( J_\beta \) by making use of the first two equations (C7) as follows

\[
\sum_{\sigma, g = \pm} A_{\sigma g}(y) f_{v, g v} (0) = \sum_{\sigma, g = \pm} \theta_2^{v y} A_{\sigma g}(y) \\
+ \sum_{\sigma = \pm} \kappa_\sigma \theta_{v_3 y} e^{i \frac{\pi}{4} y} + \sum_{\sigma = \pm} \kappa_\sigma \theta_{v_4 y} e^{-i \frac{\pi}{4} y}. 
\]

(C12)

We notice that \( f_{-\beta_1, \beta_2} (0) = e^{-i \pi L} f_{\beta_1, \beta_2} (L) \) and obtain

\[
\sum_{\sigma, g = \pm} A_{\sigma g}(y) f_{v, g v} (0) = \sum_{\sigma, g = \pm} \theta_2^{v y} A_{\sigma g}(y) e^{i \omega L \left( \frac{1}{2} + \frac{v}{\omega} \right)} \\
+ \sum_{\sigma = \pm} \kappa_\sigma \theta_{v_3 y} e^{i \frac{\pi}{4} y} + e^{-2i \pi y} L \sum_{\sigma = \pm} \kappa_\sigma \theta_{v_4 y} e^{-i \frac{\pi}{4} y}. 
\]

(C13)

Substituting (C12) and (C13) into (C2) one can show that

\[
\frac{id^2}{\pi \omega} B^{-1} J_v(0 | y) = \sum_{\sigma, g = \pm} \theta_2^{v y} A_{\sigma g}(y) - \sum_{\sigma} \kappa_\sigma \theta_{v_4 y} e^{i \frac{\pi}{4} y} 
\]

(C14)

and consequently

\[
\frac{id^2}{\pi \omega} B^{-1} J_{-v}(0 | y) = e^{-i \omega L} \sum_{\sigma, g = \pm} \theta_2^{v y} A_{\sigma g}(y) e^{i \omega L \left( \frac{1}{2} + \frac{v}{\omega} \right)} \\
- e^{-i \omega L} \sum_{\sigma} \kappa_\sigma \theta_{v_4 y} e^{i \frac{\pi}{4} y} \left( L - y \right). 
\]

(C15)

These two relations allow us to simplify \( T_2(y) \) defined in (C11). Rearranging all terms in the second equation in (C8) we represent it the form

\[
\sum_{\sigma, g = \pm} A_{\sigma g}(y) \phi_\sigma = \sum_{\sigma = \pm} \kappa_\sigma \phi_{\sigma} e^{-i \frac{\pi}{4} y}. 
\]

(C16)

where we introduced \( \phi_{\sigma} = \theta_{4}^{v y} \sigma + \frac{e^{i \pi L}}{2v^2} \theta_2^{v y} \sigma e^{i \omega L \left( \frac{1}{2} + \frac{v}{\omega} \right)} \).

Finally, we are ready to address the first equation in (C8). All terms containing \( e^{i \frac{\pi}{2} y} \) are exactly canceled there. The rest of \( T_1^{(1)} \) can be simplified with the use of (C12) and (C13) so that we arrive to the following compact representation

\[
\frac{i \omega v}{c} T_1^{(1)}(y) = \sum_{\sigma g} \left[ \frac{c^2}{v} \theta_4^{v y} - \phi_{\sigma} e^{-i \omega L \left( \frac{1}{2} + \frac{v}{\omega} \right)} \right] \theta_{2}^{v y} A_{\sigma g}(y) \\
- \sum_{\sigma g} \kappa_\sigma \left[ \frac{c^2}{v} \theta_4^{v y} - \phi_{\sigma} e^{-i \omega L \left( \frac{1}{2} - \frac{v}{\omega} \right)} \right] B e^{i \frac{\pi}{4} y}. 
\]

(C17)

Now we are in a position to combine the results of this section together. For clarity we redefine all coefficients as \( \tilde{\chi}_{\beta_1 \beta_2} = -i\omega_0 \theta_{3}^{v_3 y} \beta_2 - \beta_2, \tilde{\chi}_{\beta_1 \beta_2} = -i\omega_0 \theta_{4}^{v_4 y}, \) and \( \phi_{\sigma} = -i \omega \phi_{\sigma} \). After a series of straightforward algebraic manipulations equations (C7), (C16), (C8) and (C17) can be reduced to Eqs. (49) in the main text.

**Appendix D: Full form of the solution for \( b_{sg} \)**

In this section we present the explicit form of all matrix elements \( b_{sg} \). They are classified by four distinctive sectors which do not mix with each other in the integral equations (53) and (55). We first describe our notation and then define all sectors.
The common factor appearing in all matrix elements has the form

\[ X = e^{i\omega L\left(-\frac{a}{2} + \frac{v}{2}\right)} F_1 F_2 - e^{i\omega L\left(\frac{a}{2} + \frac{v}{2}\right)} F_1 F_2 - e^{i\omega L\left(-\frac{a}{2} - \frac{v}{2}\right)} F_1 F_2 + e^{i\omega L\left(\frac{a}{2} - \frac{v}{2}\right)} F_1 F_2 + F_0. \]

\[ \text{(D1)} \]

Four quantities \( F_i \) are defined as

\[ F_1 = 2v^2 \sum_{\sigma} \sigma \chi_1 \chi_2 v_{v \sigma \sigma} \left( \chi_1^{v, v_{\sigma \sigma}} - B \chi_1^{c, v_{\sigma \sigma}} \right), \]

\[ + e \sum_{\sigma} \sigma \tilde{\gamma}_{v_{\sigma \sigma}} \chi_1 \chi_2 \left( (B + 1)c + (B - 1)v \right), \]

\[ F_2 = 2v^2 \sum_{\sigma} \sigma \chi_1 \chi_2 v_{v \sigma \sigma} \left( \chi_1^{v, v_{\sigma \sigma}} - B \chi_1^{c, v_{\sigma \sigma}} \right), \]

\[ + e \sum_{\sigma} \sigma \tilde{\gamma}_{v_{\sigma \sigma}} \chi_1 \chi_2 \left( (B + 1)c + (B - 1)v \right), \]

\[ F_3 = 2v^2 \sum_{\sigma} \sigma \chi_1 \chi_2 \left( \chi_1^{v, v_{\sigma \sigma}} B + \chi_1^{c, v_{\sigma \sigma}} \right), \]

\[ + e \sum_{\sigma} \sigma \tilde{\gamma}_{v_{\sigma \sigma}} \chi_1 \chi_2 \left( (B + 1)c + (B - 1)v \right), \]

\[ F_0 = \frac{8e^\beta v v_{v \sigma \sigma} \tilde{\gamma}^2}{\alpha \chi_1 \chi_2} \left( \frac{v^2 - e^2}{v_{v \sigma \sigma} - e^2} \right)^{2} \left( (B + 1)c + (B - 1)v \right), \]

where \( \tilde{\gamma}_{v_{\sigma \sigma}} = -i\omega \tilde{\gamma}_{v_{\sigma \sigma}} \), and \( B \) corresponds to one of the eigenvalues of the \( B \) matrix, i.e., it can be either \( \rho + \tau \) or \( \rho - \tau \).

In addition, we defined two operations acting on quantities \( F_i \)

\[ \mathcal{F}_i = F_i|_{\chi_1 \chi_2 \rightarrow \chi_1 \chi_2} \quad \tilde{F}_i = F_i|_{\chi_1 \chi_2 \rightarrow \chi_1 \chi_2}. \]

\[ \text{(D2)} \]

The first sector corresponds to \( g = +, s = + \), and the matrix elements have the following form

\[ Xb^+_{++} = e^{i\omega L\left(-\frac{a}{2} + \frac{v}{2}\right)} F_1 F_2 - e^{i\omega L\left(\frac{a}{2} + \frac{v}{2}\right)} F_1 F_2, \]

\[ Xb^+_{++} = e^{i\omega L\left(-\frac{a}{2} + \frac{v}{2}\right)} F_1 F_2 - e^{i\omega L\left(\frac{a}{2} + \frac{v}{2}\right)} F_1 F_2 - F_3 F_2|_{v \rightarrow v}, \]

\[ Xb^+_{++} = e^{i\omega L\left(-\frac{a}{2} - \frac{v}{2}\right)} F_3 F_2 - F_1 F_2|_{v \rightarrow v}, \]

\[ Xb^+_{++} = e^{i\omega L\left(-\frac{a}{2} - \frac{v}{2}\right)} F_3 F_2 + F_1 F_2|_{v \rightarrow v}. \]

The second sector is represented by the choice of indices \( g = -, s = + \), and the matrix elements are defined as

\[ Xb^\mp_{++} = e^{i\omega L\left(-\frac{a}{2} + \frac{v}{2}\right)} F_1 F_2 - e^{i\omega L\left(\frac{a}{2} + \frac{v}{2}\right)} F_1 F_2 - F_3 F_2|_{v \rightarrow v}, \]

\[ Xb^\mp_{++} = e^{i\omega L\left(-\frac{a}{2} + \frac{v}{2}\right)} F_1 F_2 + e^{i\omega L\left(\frac{a}{2} + \frac{v}{2}\right)} F_1 F_2, \]

\[ Xb^\mp_{++} = e^{i\omega L\left(-\frac{a}{2} + \frac{v}{2}\right)} F_3 F_2 + F_1 F_2|_{v \rightarrow v}, \]

\[ Xb^\mp_{++} = e^{i\omega L\left(-\frac{a}{2} - \frac{v}{2}\right)} F_3 F_2 - e^{i\omega L\left(\frac{a}{2} - \frac{v}{2}\right)} F_1 F_2. \]

The third sector is defined by indices \( g = +, s = - \). The corresponding matrix elements are given by

\[ Xb^+_{++} = e^{i\omega L\left(-\frac{a}{2} - \frac{v}{2}\right)} F_3 F_2 - F_1 F_2|_{v \rightarrow v}, \]

\[ Xb^+_{++} = e^{i\omega L\left(-\frac{a}{2} - \frac{v}{2}\right)} F_3 F_2 + F_1 F_2|_{v \rightarrow v}, \]

\[ Xb^\mp_{++} = e^{i\omega L\left(-\frac{a}{2} - \frac{v}{2}\right)} F_3 F_2 + F_1 F_2 - F_3 F_2|_{v \rightarrow v}, \]

\[ Xb^\mp_{++} = e^{i\omega L\left(-\frac{a}{2} - \frac{v}{2}\right)} F_3 F_2 - e^{i\omega L\left(\frac{a}{2} - \frac{v}{2}\right)} F_1 F_2. \]

Finally, the last sector for matrix elements with \( g = +, s = - \) has the form

\[ Xb^+_{++} = e^{i\omega L\left(-\frac{a}{2} + \frac{v}{2}\right)} F_3 F_2 - F_1 F_2|_{v \rightarrow v}, \]

\[ Xb^+_{++} = e^{i\omega L\left(-\frac{a}{2} + \frac{v}{2}\right)} F_3 F_2 - F_1 F_2|_{v \rightarrow v}, \]

\[ Xb^\mp_{++} = e^{i\omega L\left(-\frac{a}{2} + \frac{v}{2}\right)} F_3 F_2 + F_1 F_2 - F_3 F_2|_{v \rightarrow v}, \]

\[ Xb^\mp_{++} = e^{i\omega L\left(-\frac{a}{2} - \frac{v}{2}\right)} F_3 F_2 - e^{i\omega L\left(\frac{a}{2} - \frac{v}{2}\right)} F_1 F_2. \]
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