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Abstract—Due to the limitation of data availability, traditional power load forecasting methods focus more on studying the load variation pattern and the influence of only a few factors such as temperature and holidays, which fail to reveal the inner mechanism of load variation. This paper breaks the limitation and collects 80 potential features from astronomy, geography, and society to study the complex nexus between power load variation and influence factors, based on which a short-term power load forecasting method is proposed. Case studies show that, compared with the state-of-the-art methods, the proposed method improves the forecasting accuracy by 33.0% to 34.7%. The forecasting result reveals that geographical features have the most significant impact on improving the load forecasting accuracy, in which temperature is the dominant feature. Astronomical features have more significant influence than social features and features related to the sun play an important role, which are obviously ignored in previous research. Saturday and Monday are the most important social features. Temperature, solar zenith angle, civil twilight duration, and lagged clear sky global horizontal irradiance have a V-shape relationship with power load, indicating that there exist balance points for them. Global horizontal irradiance is negatively related to power load.

Index Terms—Short-term load forecasting, multi-source data, dominant features, astronomical features, factor-load nexus.

I. INTRODUCTION

WITH the continuous development of renewable energy and the diversity of power demand in the energy market, the nonlinearity and randomness of power load are becoming more obvious. As a result, short-term load forecasting has become a very challenging study. There are various factors that affect the load variation and the relationship between them is complicated. Selecting proper features and studying the complex nexus between load variation and influence factors become the keys to improve the forecasting accuracy.

In recent years, short-term load forecasting is experiencing an important change from solely studying the variation pattern of power load to exploring the key factors that cause the load fluctuation [1], [2]. Weather is considered as the most important factor that affects the power load. Reference [3] analyzes the correlation between weather factors and electric load with mutual information and believes that discomfort index and temperature are the dominant weather factors that affect the load variation of holidays. Reference [4] explores the influence of lagged hourly temperature and moving averaging temperature on load forecasting, and develops a forecasting method with better forecasting accuracy. On the one hand, weather factors have been proved to be significantly related to power load variation [5], [6]. On the other hand, comprehensive historical and forecast weather data of almost everywhere in the world are available to the public, making it possible for researchers to study load forecasting based on weather data. Related research shows that weather is not the only factor that causes load variation. Aiming at improving the forecasting accuracy of holidays, [7] proposes a method based on transfer learning and improves the forecasting performance. This research believes that the load variation pattern of holidays is significantly different than that of non-holidays. Reference [8] reveals that air-quality-related factors affect human engagement in outdoor activities and thus alter load variation patterns. Reference [9] proposes a forecasting procedure based on GDP, GVA, consumption, etc., which reflects the influence of economic factors on load variation. However, these factors are only part of the causes of load variation, and with limited factors, the inner mechanism of load variation could not be fully revealed. Individual and social power consumption regularity indicates that many factors such as solar irradiance, NO2 content, and tide, may also have potential correlations with load variation, however, there are limited related studies. The main reason is that these data were difficult to obtain in the past. In recent years, with the development of the Internet and the establishment of various public data platforms, more and more data are available for researchers. For example, the National Renewable Energy Laboratory[1] provides solar irradiance data, geothermal data, etc., and the United States Environmental Protection Agency[2] provides varieties of atmospheric data including nitrogen oxide content and air quality index. The opening of these platforms has greatly expanded the types and volumes of datasets related to load forecasting and provides strong support for systematically exploring the inner mechanism of load variation.

In terms of model construction, various load forecasting models have been proposed, such as support vector regression (SVR) [10], random forest, etc. In practical application, the performance of a single model varies when applied to different datasets, and different models may lead to different accuracy when applied to the same dataset. In order to make up the deficiencies of single model methods, multi-model methods are proposed [11], [12]. The fundamental idea of multi-model is to take the advantages of different single models thus archiving higher forecasting accuracy. Reference [13] constructs a set of models by different subsets of feature variables, combines the results of them, and improves the forecasting accuracy.
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Reference [14] proposes a holographic ensemble forecasting method, which constructs multiple training sets by performing diversity sampling and generate multi-models with multiple algorithms, and obtains better forecasting performance.

Although various forecasting methods have been proposed, the main objective of much research is improving the forecasting performance, and they usually do not focus on studying the inner mechanism of load variation and the complex factor-load nexus. Methods like multiple linear regression, while interpretable, fail to obtain high forecasting performance. Methods based on intelligent algorithms focus on improving the forecasting performance whereas they always fail to study the interpretability of forecasting models. Aiming at solving this problem, in this paper, we select feature variables based on multi-source data and construct multi-source feature (MSF), which collect up to 80 potential features from astronomy, geography, and society in order to fully reveal the inner mechanism of load variation and the complex factor-load nexus. The aim of this research is to (a) propose an accurate forecasting model base on MSF, (b) uncover the dominant features that have the most significant influence on forecasting accuracy, and (c) further study the complex nexus between dominant factors and load variation patterns.

The rest of this paper is organized as follows. Section II introduces the feature selection method based on MSF and describes the datasets used in this paper. Section III presents the case studies and discusses the performance of different feature selection scenarios. Section VI discusses the importance of different dominant features and the correlation between dominant factors and load variation patterns. Section V concludes this research.

II. METHOD AND DATASET

A. Feature Selection Method Based on MSF

There are various factors that cause the load variation, which can usually be divided into two categories: natural factors and social factors [5]. Reference [15] replaces the month attribute by traditional Chinese solar terms as the date attribute for load forecasting and achieves better accuracy, which implies that the positional relationship between the sun and the earth has a non-negligible impact on the power load, indicating that the load variation may be related to astronomical factors. On the one hand, in order to deeply explore the inner mechanism of load variation, reveal the complex factor-load nexus, and finally improve the forecast accuracy, it is necessary to consider as many related factors as possible. On the other hand, due to the accessibility of public data platforms and research institutes in different fields, a large amount of astronomical, geographical, and social data are available for researchers, which makes it possible to carry out load forecasting research based on these data. Therefore, this study constructs MSF by selecting feature variables from three aspects: astronomy, geography, and society. Among them, astronomical factors (A-factors) include global horizontal irradiance (GHI), clear sky GHI (CKGHI), moon phase, tide, etc. Geographical factors (G-factors) include temperature, air pressure, air quality, etc. Social factors (S-factors) include holidays, weekdays, etc. The MSF and historical load data constitute the candidate feature dataset, as describe in [1]

$$X = [G_1, \ldots, G_i, A_1, \ldots, A_j, S_1, \ldots, S_k, L_1, \ldots, L_l]$$ (1)

where, G,A,S,L represent geographical features (G-features), astronomical features (A-features), social features (S-features), and historical load features, respectively. $i,j,k,l$ represent the number of features in each group.

B. Feature Selection

The feature selection method implemented in this research includes two steps. First, the variance of each feature variable is calculated, and if it is less than a threshold, the corresponding feature would be removed. In this research, the threshold is 0.1056. In the second step, assuming there are $n$ samples, the correlation between the $i$th feature and the label is computed, as in

$$r_i = \frac{\sum^n_{j=1} (X_{ij} - \bar{X})(y_j - \bar{y})}{\sqrt{\sum^n_{j=1} (X_{ij} - \bar{X})^2 \cdot \sum^n_{j=1} (y_j - \bar{y})^2}}$$ (2)

Then, the score for the $i$th feature $f_i$ is calculated according to [3]

$$f_i = \frac{r_i^2}{1 - r_i^2}(n - 2)$$ (3)

Finally, top $k$ features are selected for modeling. This feature selection method is referred to as the LV-KB method in this paper.

C. Benchmark Models and Evaluation Metrics

In this paper, we construct forecasting models with three commonly used algorithms, namely support vector regression (SVR), gradient boosting regression tree (GBRT), and multi-layer perceptron (MLP). SVR provides satisfactory accuracy but it is sensitive to outliers. GBRT is more robust to outliers. MLP has a strong nonlinear learning ability whereas it is easy to overfit when the training set is small. The kernel function of SVR is Linear and the loss function of GBRT is least squares regression. For MLP, the solver for weight optimization is lbfgs, the number of the hidden layer is 2 and the number of nodes in two hidden layers are 5 and 2. Other parameters are determined by the grid search method.

Mean absolute error (MAE), mean absolute percentage error (MAPE), and root mean squared error (RMSE) are used to evaluate the forecasting performance, as shown in [4], [5], [6].

$$MAE = \frac{1}{N} \sum_{t=1}^{N} |\hat{y}_t - y_t|$$ (4)

$$MAPE = \frac{1}{N} \sum_{t=1}^{N} \left| \frac{\hat{y}_t - y_t}{y_t} \right| \times 100\%$$ (5)

https://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.VarianceThreshold
https://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.SelectKBest.html
Fig. 1. MSF of Maine dataset

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (\hat{y}_t - y_t)^2} \]  

**D. Dataset Description**

In order to study the factor-load nexus of different regions, we use three public datasets to conduct case studies, namely Maine dataset from ISO New England electricity market\(^5\), New South Wales dataset from Australian Energy Market Operator\(^6\), and Texas dataset from The Electric Reliability Council of Texas\(^7\).

1) Maine Dataset: The data of Maine are daily peak load from 2003 to 2015 and we collect 80 candidate feature variables to construct MSF, including 56 G-features, 15 A-features, and 9 S-features, as shown in Fig.1. Features with a score of 0 represent that they are removed in the first step of LV-KB.

| Feature variables | Score | NO. | Feature variables | Score |
|-------------------|-------|-----|-------------------|-------|
| D-1 load value    | 9546.28 | 45  | Min air pressure  | 16.03 |
| D-7 load value    | 4623.42 | 46  | Fog               | 11.83 |
| D-2 load value    | 3447.51 | 47  | High tide water level | 8.43 |
| D-6 load value    | 3329.84 | 48  | Mist              | 5.45  |
| D-3 load value    | 2407.48 | 49  | Average humidity  | 3.84  |
| D-5 load value    | 2205.76 | 50  | Average air pressure | 2.65 |
| D-2 load value    | 2097.30 | 51  | Fastest 5-second wind speed | 2.55 |
| Clearsky GHI      | 821.63  | 52  | Fastest 2-minute wind speed | 2.34 |
| Sunshine duration | 563.62  | 53  | Friday            | 1.92  |
| Solar zenith angle | 558.48  | 54  | Precipitation    | 1.30  |
| Civil twilight duration | 533.74 | 55  | Max Wind Speed    | 1.14  |
| Saturday          | 227.25  | 56  | Low tide water level | 0.90 |
| Clearsky DNI      | 212.36  | 57  | Min Wind Speed    | 0.69  |
| Snow depth        | 179.60  | 58  | Max air pressure  | 0.57  |
| NO2               | 174.04  | 59  | Average daily wind speed | 0.52 |
| High tide volume  | 159.12  | 60  | Min humidity      | 0.45  |
| GHI               | 154.09  | 61  | Max visibility    | 0.08  |
| NOx               | 148.54  | 62  | DNI               | 0.05  |
| DHI               | 143.81  | 63  | Heavy fog        | 0     |
| Max temperature   | 128.62  | 64  | Thunder           | 0     |
| Snowfall          | 128.05  | 65  | Ice pellets       | 0     |
| Average temperature| 120.13 | 66  | Hail              | 0     |
| NO                | 109.22  | 67  | Rime              | 0     |
| Min temperature   | 99.19   | 68  | Dust              | 0     |
| SO2               | 93.70   | 69  | Hazes             | 0     |
| Sunday            | 84.33   | 70  | Blowing snow      | 0     |
| Min DP temperature| 78.36   | 71  | Damaging winds    | 0     |
| Max DP temperature| 75.99   | 72  | Drizzle           | 0     |
| Average DP temperature | 75.08 | 73 | Freezing drizzle | 0 |
| Fastest 5-second wind direction | 71.06 | 74 | Freezing rain | 0 |
| Air quality index | 67.94   | 75  | Snow              | 0     |
| DP temperature at peak load time | 62.81 | 76 | Ground fog | 0 |
| Fastest 2-minute wind direction | 62.58 | 77 | Unknown source of precipitation | 0 |
| Monday            | 58.43   | 78  | Ice fog           | 0     |
| Temperature at peak load time | 46.11 | 79 | Fog in vicinity | 0 |
| Wednesday         | 42.39   | 80  | Thunders in vicinity | 0 |
| Min visibility    | 37.52   | 81  | Rain in vicinity  | 0     |
| Max humidity      | 33.96   | 82  | Ozone             | 0     |
| Average visibility| 33.00   | 83  | Moon phase        | 0     |
| Clearsky DNI      | 25.85   | 84  | Surface Albedo    | 0     |
| Thursday          | 17.88   | 85  | Holiday           | 0     |
| Freezing rain     | 17.87   | 86  | Observance       | 0     |
| Low tide time     | 17.16   | 87  |                   |       |

\[ A-features \quad G-features \quad S-features \]

\[ \text{Historical load features} \]

\( ^5 \text{https://www.iso-ne.com/isoexpress/web/reports/load-and-demand/-/tree/zone-info} \)
\( ^6 \text{https://aemo.com.au/en/energy-systems/electricity/national-electricity-market-nem/data-nem/aggregated-data} \)
\( ^7 \text{http://www.ercot.com/gridinfo/load/load_hist} \)

Fig. 2. MSF of NSW dataset

2) NSW Dataset: The data of NSW are half-hourly load from January 1, 2009 to January 6, 2010, and the candidate feature variables used in this dataset is presented in Fig.2.

3) NSW Dataset: The data of Texas are daily peak load from 1998 to 2017, and the candidate feature variables used in this dataset is presented in Fig.3.

III. CASE STUDIES

A. Case I: Maine Dataset

In this case, we compare four different feature scenarios with Maine dataset. The first three scenarios are shown in Fig.4. S1 selects temperature and dew point temperature at the peak load time and the load of the last 7 days as the candidate features. S2 adds 9 S-features based on S1; S3 adds 9 G-features selected by [16]. In Fig.4, the sign of \( \sqrt{\text{and}} \) and \( \times \) represent the candidate features in each dataset, and the sign of \( \times \) represents the input features. The fourth scenario is based on MSF, which collects 80 candidate features and 7 historical load features, as shown in Fig.1. We apply LV-KB method to these four datasets and select 8, 15, 20, and 55 input features, respectively. Data of 2015 are used for testing, and the rest are used as the training set.

As shown in Fig.5, the accuracy of S1 is the lowest and that of S4 is the highest. The performance of S2 and S3...
Fig. 3. MSF of Texas dataset

| Feature variables | S1 | S2 | S3 |
|-------------------|----|----|----|
| Temperature at peak load time | x | x | x |
| DP temperature at peak load time | x | x | x |
| D-7 load value | v | v | v |
| D-6 load value | v | v | v |
| D-5 load value | v | v | v |
| D-4 load value | v | v | v |
| D-3 load value | v | v | v |
| D-2 load value | v | v | v |
| D-1 load value | v | v | v |
| Holiday | x | x | x |
| Observance | - | x | x |
| Monday | - | - | v |
| Tuesday | - | - | v |
| Wednesday | - | - | v |
| Thursday | - | - | x |
| Friday | - | - | v |
| Saturday | - | - | v |
| Sunday | - | - | - |
| Precipitation | - | - | - |
| Max temperature | - | - | v |
| Average temperature | - | - | - |
| Min temperature | - | - | - |
| Average DP temperature | - | - | - |
| Average air pressure | - | - | - |
| Average visibility | - | - | x |
| Fastest 5-second wind speed | - | - | - |
| Average wind speed | - | - | - |

G-features: S-features: Historical load features

Fig. 4. Candidate feature variables of S1, S2, and S3

are very close to each other, whereas that of S3 is slightly better. As presented in Fig. 4, S1 only contains 7 historical load features and date index, whereas related studies have proved that temperature is one of the most important factors that affect the load variation. Therefore, the accuracy based on S1 is the worst. Compared with S1, S2 contains temperature, dew point temperature, and five weekday attributes, and the accuracy based on S2 is greatly improved. S3 contains 5 more features than S2, however, four of them are redundant with the temperature and dew point temperature included in S2. As a result, the improvement of accuracy brought by S3 is limited.

From the ranking of feature variables showed by Fig. 1, we can see that the first 7 features are the load value of the previous 7 days, followed by four A-features, namely CKGHI, sunshine duration, solar zenith angle (SZA), and civil twilight duration (CTD), showing a strong correlation between load variation and A-factors.

The feature scenario based on MSF (S4) contains more features from three aspects, especially the A-features that have been ignored by previous studies. According to the scores of features, there is a strong correlation between A-factors and load variation, therefore, S4 could obtain better forecasting accuracy.

B. Case II: NSW Dataset

Reference [17] proposes a load forecasting method based on attention mechanism, rolling update, and bi-directional long short-term memory neural network and obtains better forecasting performance. The case studies carried out by [17] are to forecast the half-hourly load of NSW from December 31, 2009, to January 6, 2010. Features used by [17] include historical load value, dry bulb temperature, dew point temperature, wet bulb temperature, humidity, and electricity price. To compare with this method, we collect 86 candidate feature variables based on multi-source data, as shown in Fig. 2, and the LV-KB method is applied to select the top 55 features. Again, we use SVR, GBRT, and MLP to build forecasting models and the data from December 1 to December 30, 2009 are used as the training set. We run each experiment 30 times and use the average value of MAPE, RMSE, and time cost to compare with the results of [17]. Table I shows the comparison results.

SVR, GBRT, and MLP are widely used machine learning algorithms, whereas the Bi-LSTM model is a deep learning method. The learning ability of deep learning method is better than that of SVR, GBRT, and MLP. However, as presented in Table I, not only the forecasting accuracy of SVR and MLP are higher than that of the method proposed by [17], the time cost is lower.
of them are also much lower. The performance of GBRT is close to the Bi-LSTM method whereas the time cost of GBRT is lower. Considering that the learning ability of GBRT is not as high as that of deep learning method, the comparison results still show the improvement brought by MSF.

It can be seen that even with single model methods, which usually have lower time cost, the application of MSF can still bring obvious improvement to the forecasting accuracy. If we combine MSF with multi-model or deep learning methods, the forecasting performance may be further improved.

C. Case III: Texas Dataset

Bayesian additive regression trees (BART) is a Bayesian sum-of-tree model [18]. In short-term load forecasting, BART is considered to be an accuracy model which could effectively capture the nexus between load consumption and climate variability [16]. Reference [16] uses the daily peak load of Texas from 2002 to 2017 to conduct experiments. The feature variables used by [16] include average temperature, average dew point temperature, average sea level pressure, average visibility, average wind speed, maximum sustained wind speed, maximum temperature, minimum temperature, precipitation, per capita real gross state product, unemployment percentage, electricity price, etc. The out-of-sample model performance was estimated using a 20% holdout cross-validation approach in [16] and the mean MSE and mean RMSE are calculated after 30 iterations. Following the same experimental procedure, we apply MSF to the BART method with 20% holdout cross-validation approach and compare the results with [16] after 30 iterations. Table II shows the results.

As shown in Table II, the forecasting performance of BART with MSF is better, which improves the RMSE and MAE by 33.0% and 34.7% respectively. From Fig.3 we can see that MSF includes features from astronomical aspects and more feature variables in geographical aspects, therefore it contains more information of load variation patterns, and thus fundamentally improves the forecasting accuracy.

From case studies we can see that, first, compared with traditional methods based on natural and social features, MSF introduces the features from astronomical aspects for the first time, which contains diversity and large-scale candidate feature data. Comparative experiments show that the application of MSF significantly improves the forecasting accuracy. Second, compare the approach that builds an accurate but complex forecasting model with the approach that uses more features that are closely related to load variation, if the forecasting accuracy of them are close to each other, it’s obvious that the latter approach could obtain lower time consumption and complexity. Last, since the three datasets are from different regions, they have completely different characteristics in weather, climate, residents’ living habits, geographical location, etc. The models used in case studies are also different from each other. The experiment results based on these datasets and models can fully illustrate that the approach based on MSF is dataset-independent and model-independent, showing that this method has a wide scope of applications and excellent generalization ability.

IV. FURTHER DISCUSSION

In Section III, the effectiveness of MSF is fully illustrated by three case studies. However, these case studies only demonstrate that MSF could improve the forecasting performance, yet they have not explained how MSF affects the forecasting result. In this section, we try to discuss the following questions. Which kind of features have the most significant influence on load forecasting? Which are the dominant features? What is the relationship between dominant factors and power load variations? In order to study these questions, the daily peak load of Maine from 2003 to 2014 is used as the training set and that of 2015 is used for testing.

A. Uncovering the Dominant Features

To study the importance of the features from three aspects, we use the top 10 G-features, top 10 A-features, and top 7 S-features for modeling. The corresponding features are combined with the historical load features as the input. The results are shown in Table III As shown in Table III compared with models based on A-features and S-features, models based on G-features can obtain the highest forecasting accuracy. Generally speaking, the performance of models based on A-features is slightly better than those based on S-features. According to Table III, the combination of G-features and S-features could obtain a satisfactory forecasting accuracy, which is widely used in many research. While when combining the features from all three aspects, a higher forecasting accuracy can be obtained. The results indicate that introducing A-features is a great complement to G-features and S-features.

To further analyze the importance of different features from each aspect, top 10 G-features, top 10 A-features, and top 7 S-features are used one by one with historical load features as the input and the accuracy obtained by them are shown in Fig.6 In Fig.6, NaN indicates that no corresponding feature is used. According to the results, among all G-features, temperature is the most significant feature that affects the forecasting accuracy. As for A-features, CKGHI, SZA, CTD, and GHI are the most important ones that improve the forecasting accuracy. These

| Model                        | RMSE(\(\text{gW}\)) | MAE(\(\text{gW}\)) |
|------------------------------|---------------------|--------------------|
| BART proposed by [9]         | 2.866               | 2.213              |
| BART with MSF                | 1.920               | 1.444              |

| Table II                      | SVR                 | GBRT                | MLP                 |
|------------------------------|---------------------|---------------------|---------------------|
| G-features                   | 2.12%               | 2.29%               | 2.25%               |
| A-features                   | 2.43%               | 2.65%               | 2.42%               |
| S-features                   | 2.63%               | 2.58%               | 2.55%               |
| G-features and A-features    | 2.07%               | 2.21%               | 2.17%               |
| G-features and S-features    | 1.97%               | 1.98%               | 1.91%               |
| A-features and S-features    | 2.39%               | 2.31%               | 2.31%               |
| MSF                          | 1.89%               | 1.82%               | 1.78%               |
features represent the degree of solar irradiance received by the earth and the positional relationship between the earth and the sun, which are closely related to the temperature, weather, climate, etc. Therefore, they are related to the variation of electric load. High tide time and low tide time are related to the moon. According to the results, they have no significant effect on improving the forecasting accuracy. For S-features, the improvement of accuracy brought by Saturday and Monday is significant. The reason behind this may be that Saturday and Monday are the first day of weekend and working days, and the power load on these two days change significantly from the previous day.

B. The Correlation between Dominant Factors and Load Variation

Factors corresponding to dominant features are dominant factors that affect the load variation. To further study the relationship between dominant factors and load variation and how they affect the forecasting result, we apply partial dependence plot (PDP) to show the correlation between dominant factors and forecasting load values.

PDP shows the response of a trained model to a single feature [19]. Assuming that we are studying the influence of the $j$th feature, the partial dependence is defined as:

$$\hat{f}(x_j) = \frac{1}{n} \sum_{i=1}^{n} \hat{f}(x_j, x_{-j}, i) \quad (7)$$

where, $\hat{f}$ represents the trained model, $n$ represents the number of samples in the training set, $x_{-j}$ represents all the features except for $x_j$. The PDP of $x_j$ is defined as the average value of $\hat{f}$ when $x_j$ is fixed and $x_{-j}$ varies over its marginal distribution.

Fig. 7 shows the PDP of four G-factors, namely maximum temperature, average temperature, NO$_x$ content, and SO$_2$ content. As shown in Fig. 7, when the temperature is higher than a threshold, the load consumption is positively related to the temperature. When the temperature is lower than the threshold, the relationship between them becomes negative. This temperature threshold is called temperature balance point [20]. The balance point is not necessarily the same in different locations. In this case, the balance point of maximum temperature is around 70°F and that of average temperature is around 15°F. The reason behind this is that, with the increase or decrease of temperature, more air conditioners or heaters are used, as a result the load consumption increases accordingly. From Fig. 7, we can see how the NO$_x$ and SO$_2$ content affect the forecasting result. The forecasting load value decreases with the increase of NO$_x$ content. When the content of SO$_2$ increases from 0ppb to 1ppb, the load value increases and after that, it decreases slowly.

Fig. 8 shows the PDP of four A-factors, namely CKGHI, SZA, CTD, and GHI. We can see that SZA and CTD also have a V-shape relationship between load value, showing that the balance point of SZA is around 42° and that of CTD is around 820 minutes. The balance point of them may also vary with geographic locations. For a certain area, SZA and CTD reflect the positional relationship between the earth and the sun and they have a significant annual periodicity. Compared with using four binary variables to indicate seasons, applying SZA and CTD could better reflect the seasonal periodicity of load variation. CKGHI represents the total solar irradiance on a horizontal surface under clear sky condition. GHI represents the actual solar irradiance on a horizontal surface. As shown...
in Fig. 8, CKGHI and GHI are negatively related to load value. Fig. 9 shows the CKGHI, GHI, and daily peak load of Maine from 2012 to 2014. They show an obvious annual periodicity, whereas the period of CKGHI and GHI are twice as long as that of the peak load. It can be observed that two peaks of daily load in a single year have a certain correspondence with the peak and valley of CKGHI and there is a phase difference between them. The peak load lags behind the CKGHI by about 50 days. Fig. 10 shows an obvious V-shape relationship between the peak load and 50-days-lagged CKGHI. According to geographical knowledge, due to the large specific heat capacity of the ocean, the accumulation of heat received by the earth lags behind solar irradiance. Usually, the lag of temperature behind solar irradiation in the USA is around 26 to 60 days [21]. The accumulation of heat results in affecting the temperature, ocean current, weather, etc., and further affecting the load variation. Therefore, the load variation lags behind the change of solar irradiance.

C. Summary of Dominant Features

Based on the above analysis, among all three aspects, G-features have the most important impact on improving the forecasting accuracy and temperature is the dominant feature. There is a V-shape relationship between temperature and load.

In Maine state, the balance point of maximum temperature and average temperature are around 70°F and 15°F, respectively.

The influence of A-features is higher than that of S-features. Features related to the sun play an important role in improving the forecasting accuracy. Among them, the relationship between SZA, CTD, and load is not linear, showing a V-shape pattern and the balance point of them are around 42° and 820 minutes. CKGHI and GHI represent the solar radiation received by the earth, the period of them is twice as long as that of load variation. There is a V-shape relationship between load and lagged CKGHI.

Among the top 7 S-features, the importance of Saturday and Monday is more significant. The reason behind may be that Saturday and Monday are the first days of weekend and working days, and human activities on these days change significantly and thus affecting the load variation pattern.

V. CONCLUSION

Based on MSF, this paper studies the dominant factors that affect the load variation and proposes a short-term load forecasting method. The proposed method collects up to 80 features from astronomical, geographical, and social aspects to construct MSF. The features selected based on MSF provide the forecasting model with diversity and large-scale data support and finally improve the forecasting accuracy. This research has revealed that G-features have the most significant impact on improving the forecasting accuracy, in which temperature is the dominant feature that improves forecasting accuracy. The influence of A-features is more significant than that of S-features and features related to the sun have a more obvious effect on improving the accuracy, which is obviously ignored in previous research. Among all S-features, Saturday and Monday are the most important ones for load forecasting. Among all the dominant factors, temperature, SZA, and CTD have a V-shape relationship with the load. There is a V-shape relationship between lagged CKGHI and load, and a negative linear correlation between GHI and load.

Case studies are carried out based on the real-world datasets, including the daily peak load of Maine and Texas, and the half-hourly load of NSW. Since these datasets are from different regions, where the climate, residents’ living habits, weather, geographical environment are totally different from each other. The experiment results based on these datasets show that the
proposed MSF is dataset-independent. Moreover, case studies show that the forecasting performance of different learning algorithms would be improved with the application of MSF, indicating that the proposed MSF is model-independent. The research conducted in this paper demonstrates the wide scope of applications and strong generalization ability of MSF.

With the development of the smart grid and the applications of the Internet of Things in power systems, more and more data from different aspects can be obtained in the future and the complex factor-load nexus will be further studied.
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