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Abstract

The question of triviality of solutions of the semilinear Ornstein-Uhlenbeck equation,

$$\Delta w - \frac{1}{2} \langle x, \nabla w \rangle - \frac{\lambda}{p-1} w + |w|^{p-1}w = 0,$$

is considered. It is shown, that if $p > 1$ is Sobolev subcritical or critical and $\lambda \leq 1$, then all bounded entire solutions are constant. Moreover, in the critical case, the same conclusion holds in the subclass of radial solutions provided that $n \geq 4$ and $\lambda \in \left[\frac{3n}{2(n-1)}, 2\right]$.
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1. Introduction

In this paper we consider the question of triviality of entire solutions to the semilinear problem

$$\Delta w - \frac{1}{2} \langle x, \nabla w \rangle - \frac{\lambda}{p-1} w + |w|^{p-1}w = 0 \quad \text{on} \quad \mathbb{R}^n. \quad (1)$$

Here $\langle \cdot, \cdot \rangle$ is the standard inner product in $\mathbb{R}^n$, $\lambda$ is a scalar and $1 < p \leq p_S$, where $p_S > 0$ is known as the Sobolev exponent and is given by

$$p_S := \begin{cases} +\infty & \text{when} \quad n = 1 \text{ or } 2, \\ \frac{n+2}{n-2} & \text{otherwise}. \end{cases}$$

By an entire solution we understand a $C^2(\mathbb{R}^n)$ function that satisfies (1) pointwise in $\mathbb{R}^n$. We are interested in a Liouville-type result whereby bounded entire solutions are shown to be necessarily constant.
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Equation (1) arises as a natural generalisation of an important special case, \( \lambda = 1 \), which plays a key rôle in the analysis of the self-similar singularity formation for the much studied semilinear heat flow,

\[
    u_t - \Delta u = |u|^{p-1}u \quad \text{on} \quad \mathbb{R}^n,
\]

see e.g. [4, 7, 8, 9]. More precisely, one may gain a sharper picture of the blow-up process by rephrasing (2) in the so-called similarity variables which incorporate the scaling properties of the equation. Then (1) describes the ground states of the transformed equation which in turn may be interpreted as admissible local profiles for potential singularities of (2). The central result in this area - the Liouville theorem in [2] - states:

When \( 1 < p \leq p_S \) and \( \lambda = 1 \), then all bounded entire solutions of (1) are constant.

It is also known that nontrivial bounded solutions do exist when \( p > p_S \) [3] and so the above result is optimal. For the purpose of our discussion we might call the result of Giga and Kohn unconditional as smoothness and boundedness of solutions are the classical prerequisites for Liouville-type theorems.

In [6] Giga showed that when \( \lambda > 1 \) and \( 1 < p < p_S \) then bounded nonconstant solutions do exist. One would then expect triviality of bounded solutions for \( \lambda < 1 \), i.e. that the following Liouville theorem holds:

When \( 1 < p \leq p_S \) and \( \lambda \leq 1 \), then all bounded entire solutions of (1) are constant.

Plausible as it is, this problem turns out to be quite subtle and, to the best of our knowledge, only two conditional results are available.

1.1. Theorem 3 and Proposition 9 in [6]

Let \( 0 \leq \lambda \leq 1 \) and \( 1 < p \leq p_S \). Then all entire solutions of (1) that are bounded, positive, radial and nonincreasing are constant.

In fact, more can be said as the proof of the above applies to a more general class of solutions that are smooth, bounded, such that \( |\nabla w| \) grows at most polynomially in \( |x| \) and display a kind of monotonicity under scaling expressed by

\[
    \frac{d}{dx}\bigg|_{\varepsilon=1} \int_{\mathbb{R}^n} |w(\varepsilon x)|^2 e^{-|\varepsilon x|^2} \, dx \leq 0.
\]

Second result, due to [15], requires sufficiently rapid vanishing of \( |w| \) and \( |\nabla w| \) at space infinity and moreover restricts the range of \( \lambda \) and \( p \).
1.2. Discussion on p. 97 in [15]

Let \(0 \leq \lambda < \frac{n(p-1)}{4}\) and \(1 < p < p_S\), then all entire solutions of (1) that are bounded and belong to \(H^1(\mathbb{R}^n)\) are constant.

Our aim in this work is to demonstrate that the unconditional Liouville theorem indeed holds. Notice, that a special family of regimes falls outside of the scope of the above-mentioned results. Namely the Sobolev critical case \(p = p_S\) with \(\lambda > 1\). The methodology developed below yields results in this case as well.

1.3. The Liouville Theorem

Let \(1 < p \leq p_S\) and \(\lambda \leq 1\), then every bounded entire solution of (1) is constant. If moreover we consider radial solutions, then the same conclusion also holds for \(\lambda \in \left[\frac{3n}{2(n-1)}, 2\right]\) provided that \(n \geq 4\) and \(p = p_S\).

While in this line of research the drift term \(\langle x, \nabla w \rangle\) appears as a byproduct of rephrasing the Fujita equation in the similarity variables, the differential operator

\[\mathcal{L} := \Delta - \frac{1}{2} \langle x, \nabla \rangle = \frac{1}{\rho} \nabla \cdot (\rho \nabla) \quad \text{with} \quad \rho(x) = e^{-\frac{|x|^2}{4}}\]

(4)
is well-known and widely used in the area of stochastic analysis, where it goes by the name of the Ornstein-Uhlenbeck operator, see e.g. [24]. In particular, triviality of smooth bounded solutions for the linear problem \(\mathcal{L}u = 0\) may be found in [19]. That result is cast in the probabilistic language. However, purely analytical techniques have been recently employed to further sharpen the sufficient conditions for the triviality of solutions [12].

Herein we study a Liouville-type theorem for a semilinear problem and our methodology is purely analytical but different from the one employed in [12].

The purpose of this paper is twofold. We want to resolve an intriguing open problem highlighted by Giga in [6] but we also aim to bring home a methodological point. The Rellich-Pohozaev type of argument often used in Liouville-type theorems may be briefly described as an instance of subjecting the problem under consideration to just the right kind of test functions as to obtain decisive integral identities that exclude nontrivial solutions. In the classical works of Rellich [22] on the eigenproblem for the Laplace operator and Pohozaev [18] on its nonlinear extension the backbone of the technique is the use of the derivative of the solution in the direction of the Euler field \(x\) as a test function. It is an object that displays some particularly useful computational properties under integration.
by parts. In particular, it is responsible for the occurrence of the dimension of the underlying
domain in calculations through the relation $\nabla \cdot x = n$. The relationship between the dimension
of space, the Euler field $x$ and the divergence theorem lent itself to far-reaching generalisations
that include among others higher order equations and systems [21], Riemannian manifolds setting
[10] or fractional powers of the Laplace operator [23]. An analogous technique (dubbed Friedrichs’
a,b,c-method) has been employed by Protter [20] and Morawetz [14] in the context of wave equations.

For simple second-order equations posed in $\mathbb{R}^n$ the idea to use the Euler field is fairly evident.
There are however important instances when this choice fails to deliver and a different proposal
is required. One example of such a situation is the case of the Brezis-Nirenberg problem in three
dimensions [1]. Instead of relying on guesswork it is possible to derive a suitable test function in
accordance with the properties we need it to display (see Lemma 1.4 in the proof of Theorem 1.2
in [1]). In this work we want to describe in detail a procedure of deriving the ‘right kind of test
functions’ in the context of semilinear Ornstein-Uhlenbeck equations.

The article is organised as follows. In the Preliminaries we fix notation conventions, review the
classical Liouville theorem of Giga and Kohn, extract some key observations from their technique
and outline a plan for its generalisation. Next, we move on to the proof of our Liouville theorem.
The demonstration relies on a collection of more technical propositions which are subsequently
justified. In the Discussion we provide some remarks concerning the wider picture and point some
further directions of investigation. Lastly, we provide an Appendix that collects a brief selection of
facts concerning Kummer functions that are central to the whole scheme.

2. Preliminaries

2.1. Notational conventions

We will work with vector fields and derived objects that depend on the parameter $\lambda$. We will
however omit the $\lambda$ subscript whenever it seems superfluous. In particular, we choose to always
call a solution of (1) $w$ instead of $w_\lambda$.

When dealing with a radial function, i.e. one that depends on the argument through its modulus
$r = |x|$ (like for example $\rho(x) = e^{-|x|^2/4}$), we will identify $\rho(x) \equiv \rho(r)$. Thus, with this convention
we may write $\nabla \rho = \rho' \nu$, where $\nu = x/r$. 
We will say that a matrix field $A: \mathbb{R}^n \mapsto M^{n \times n}(\mathbb{R})$ is positive (or negative) definite on $\Omega \subseteq \mathbb{R}^n$ if $A(x)$ is a positive (or negative) definite matrix for every $x \in \Omega$.

In order to make some calculations easier to follow we will use the standard notation for the inner product in $\mathbb{R}^n$ also to denote the action of a symmetric matrix on a vector. Thus given a symmetric matrix $M \in M^{n \times n}(\mathbb{R})$ and a vector $\beta \in \mathbb{R}^n$ we may write $\langle M, \beta \rangle$ in place of the more common $M\beta$.

We stress that the operator $\nabla$ will be applied both to functions and vectors alike to produce gradient vectors and Jacobian matrices respectively. In particular, the hessian matrix of a smooth function $h$ will be given by $\nabla(\nabla h) = \nabla^2 h$, where the $\nabla$ operator appears in both contexts.

The extended Giga & Kohn scheme

Our reasoning is inspired by Proposition 2 and Theorem 1 in the seminal paper of Giga and Kohn [7] and we believe that a brief sketch of their original argument will render our generalisation more transparent. Consider then $\lambda = 1$ and $w$, a bounded entire solution of equation (1). The equation is tested over $\mathbb{R}^n$ with three specific multipliers: $w\rho$, $|x|^2 w\rho$ and $\langle \nabla w, x \rangle \rho$. In effect we obtain the following integral identities:

$$0 = \int_{\mathbb{R}^n} |\nabla w|^2 \rho + \frac{1}{p-1} \int_{\mathbb{R}^n} |w|^2 \rho - \int_{\mathbb{R}^n} |w|^{p+1} \rho, \quad (A)$$

$$0 = \int_{\mathbb{R}^n} |x|^2 |\nabla w|^2 \rho + \left( \frac{1}{2} + \frac{1}{p-1} \right) \int_{\mathbb{R}^n} |x|^2 |w|^2 \rho - n \int_{\mathbb{R}^n} |w|^2 \rho - \int_{\mathbb{R}^n} |x|^2 |w|^{p+1} \rho \quad (B)$$

and

$$0 = -\frac{n-2}{2} \int_{\mathbb{R}^n} |\nabla w|^2 \rho - \frac{n}{2(p-1)} \int_{\mathbb{R}^n} |w|^2 \rho + \frac{n}{p+1} \int_{\mathbb{R}^n} |w|^{p+1} \rho$$

$$+ \frac{1}{4} \int_{\mathbb{R}^n} |x|^2 |\nabla w|^2 \rho + \frac{1}{4(p-1)} \int_{\mathbb{R}^n} |x|^2 |w|^2 \rho - \frac{1}{2(p+1)} \int_{\mathbb{R}^n} |x|^2 |w|^{p+1} \rho. \quad (C)$$

These identities are then combined in such a way, as to cancel out integrals that involve $|w|^2$ and $|w|^{p+1}$ in their integrands:

$$\frac{n}{p+1} [A] - \frac{1}{2(p+1)} [B] + [C] = 0.$$

The resulting single identity employs integrals that depend on the solution $w$ via $|\nabla w|^2$ only:

$$\left( \frac{n}{p+1} - \frac{n-2}{2} \right) \int_{\mathbb{R}^n} |\nabla w|^2 \rho + \frac{1}{2} \left( \frac{1}{2} - \frac{1}{p+1} \right) \int_{\mathbb{R}^n} |x|^2 |\nabla w|^2 \rho = 0. \quad (5)$$
Since $p > 1$, the second coefficient is always positive while the first one is nonnegative whenever $p \leq p_s$. Hence, we conclude that for $p$ within this range $\nabla w \equiv 0$ on $\mathbb{R}^n$ and in consequence $w$ has to be constant.

To make the procedure fully rigorous it remains to justify that all integrals involved are well defined. By working with equation (2) it may be argued that all first and second partial derivatives of $w$ are uniformly bounded on $\mathbb{R}^n$, see Proposition 1 and Proposition 1’ in [7]. With these bounds provided all calculations may be performed on balls $B_r$ of finite size with

$$\left(\frac{n}{p+1} - \frac{n-2}{2}\right) \int_{B_r} |\nabla w|^2 \rho + \frac{1}{2} \left(\frac{1}{2} - \frac{1}{p+1}\right) \int_{B_r} |x|^2 |\nabla w|^2 \rho = \int_{\partial B_r} \eta$$

in place of (5) with all the byproducts of integration by parts accounted for in $\eta$. Finally the radius may be chosen arbitrarily since the exponentially decaying weight $\rho$ easily dominates all boundary integrands.

An interesting aspect of this procedure is that, unlike the great majority of calculations in this area of mathematics, it operates on identities rather than estimates. The upside is that a fine-tuned, equation-specific computation yields an optimal result in a span of several lines of standard if slightly tedious calculation. The downside is that this procedure is extremely rigid.

An attempt to apply the same argument to the case of $\lambda < 1$ turns out to be only partially successful [6]. In essence, it is not possible anymore to cancel out the $|w|^2$ and $|w|^{p+1}$ integrals at the same time and the counterpart of identity (5) now reads

$$\left(\frac{n}{p+1} - \frac{n-2}{2}\right) \int_{\mathbb{R}^n} |\nabla w|^2 \rho + \frac{1}{2} \left(\frac{1}{2} - \frac{1}{p+1}\right) \int_{\mathbb{R}^n} |x|^2 |\nabla w|^2 \rho$$

$$= \frac{\lambda - 1}{2(p+1)} \left(n \int_{\mathbb{R}^n} |w|^2 \rho - \frac{1}{2} \int_{\mathbb{R}^n} |x|^2 |w|^2 \rho \right)$$

$$= -\frac{\lambda - 1}{2(p+1)} \frac{d}{d\varepsilon} \bigg|_{\varepsilon=1} \int_{\mathbb{R}^n} |w(\varepsilon x)|^2 \rho \, dx.$$ 

Thus, once $\lambda$ deviates from the critical value, cancelations appearing in the original argument are not as thorough as needed and we are left with troublesome terms that force additional assumptions on the solution. Also, when $\lambda \neq 1$, some extra care must be taken as the boundedness of derivatives of $w$ – asserted in the said Proposition 1’ – does not automatically extend to these cases. This drawback stems from the fact that bounds derived in the above-mentioned Proposition 1 (that concerns the Fujita equation (2)) translate to bounds for solutions of equation (1) (with $\lambda = 1$) in Proposition 1’ via their similarity-scaling connection. In our case this connection is lost and we will provide necessary bounds via a different route.
It turns out therefore that for $\lambda \neq 1$ the multipliers $- w_\rho, |x|^2 w_\rho$ and $\langle \nabla w, x \rangle \rho$ are not as efficient in producing decisive integral identities as required for the triviality argument. A natural course of action would be then to modify this technique by introducing other multipliers that display for $\lambda < 1$ the beneficial properties encountered in the original method. In order to do this we first extract some key lessons from the argument of Giga and Kohn:

- the identity (5) may be rephrased as:
  $$\int_{\mathbb{R}^n} \langle \nabla w, A \nabla w \rangle = 0 \quad \text{with} \quad A(x) = \left[ \left( \frac{n}{p+1} - \frac{n-2}{2} \right) + \frac{1}{2} \left( \frac{1}{2} - \frac{1}{p+1} \right) |x|^2 \right] \rho \text{Id},$$

so that the triviality of $w$ stems from $A(x)$ being positive definite outside the origin (in fact $A(x)$ is positive definite on $\mathbb{R}^n$ when $p < p_S$ but due to the continuity of $w$ it suffices to ensure this property on $\hat{\mathbb{R}}^n = \mathbb{R}^n \setminus \{0\}$).

- also, (5) may be derived by using two multipliers only:
  $$\langle \nabla w, x \rangle \rho \quad \text{and} \quad \left( n - \frac{|x|^2}{2} \right) w_\rho,$$

- these multipliers are related in a very particular way, i.e. if we set the vector field $\Phi := \nabla \rho$, then
  $$\langle \nabla w, x \rangle \rho = -2 \langle \nabla w, \Phi \rangle \quad \text{and} \quad \left( n - \frac{|x|^2}{2} \right) w_\rho = -2 w \nabla \cdot \Phi$$

(as we will see below the appearance of an Hermite-type polynomial, $n - \frac{|x|^2}{2}$, in the above test function is no coincidence),

- for $\lambda = 1$ these two multipliers made it possible to cancel out all 'non-gradient' integrals, but when $\lambda \neq 1$ the conditions needed for cancellation of $|w|^2$ and $|w|^{p+1}$ integrands diverge,

- the cancellation of the $|w|^{p+1}$ integrals results from integration by parts and linear combination of equations and does not depend on the actual form of the vector field $\Phi$. This is not the case for $|w|^2$ integrals, where particular properties of $\Phi = \nabla \rho$ are required.

These observations suggest a clear scheme of extending the Rellich-Pohozaev argument of Giga and Kohn to $\lambda < 1$. First, we will derive two integral identities by testing (1) on finite size balls $B_r$ with multipliers of the form $\langle \nabla w, \Phi_\lambda \rangle$ and $w \nabla \cdot \Phi_\lambda$ where the vector field $\Phi_\lambda$ is not as yet specified and combine them into one identity that does not contain $|w|^{p+1}$ integrals. All gradient terms in
the resulting identity should be rephrased in terms of a bilinear form \( \langle \nabla w, A_\lambda \nabla w \rangle \) for some matrix field \( A_\lambda \) associated with \( \Phi_\lambda \). This step is covered in Proposition \ref{prop1} below. Second, we will derive an actual form of the vector field that results in vanishing of \( |w|^2 \) integrals - covered in Proposition \ref{prop2}. Third, we will check under what conditions our matrix field \( A_\lambda \) is positive definite a.e. in \( \mathbb{R}^n \) - see Proposition \ref{prop3}. Finally, we will investigate the asymptotic behaviour of the collected boundary terms left after repeated applications of the divergence theorem - Proposition \ref{prop4}. At the intersection of these four steps we will find our generalisation.

3. The Liouville theorem

We begin with a statement of four technical propositions, proofs of which are postponed until the next section.

**Proposition 1.** Let \( \Omega \subset \mathbb{R}^n \) be a smooth bounded domain with \( \nu \) an external normal vector field to its boundary and let \( \Phi \) be a smooth vector field on \( \mathbb{R}^n \). Define a matrix field

\[
A := \rho \nabla \frac{\Phi}{\rho} - \left( \frac{1}{2} - \frac{1}{p+1} \right) \nabla \cdot \Phi \text{Id},
\]

a vector field

\[
a := \frac{1}{2(p+1)} \left( \rho \nabla \cdot \Phi + \lambda \Phi \right)
\]

and a scalar function

\[
\eta := \langle \nabla w, \nu \rangle \langle \nabla w, \Phi \rangle - \frac{1}{2} |\nabla w|^2 \langle \Phi, \nu \rangle + \frac{1}{p+1} \langle \nabla w, \nu \rangle \nabla \cdot \Phi
-w^2 \langle a, \nu \rangle + \frac{1}{p+1} \left( -\frac{\lambda}{p-1} |w|^2 + |w|^{p+1} \right) \langle \Phi, \nu \rangle.
\]

Suppose \( w \) is a smooth bounded solution of (11), then

\[
\int_{\Omega} \langle \nabla w, A \nabla w \rangle = \int_{\Omega} |w|^2 \nabla \cdot a + \int_{\partial \Omega} \eta.
\]

**Proposition 2.** For every \( \mu \in \mathbb{R} \) we may find a smooth vector field \( \Phi_\mu \) such that:

\[
\nabla \cdot \left( \rho \nabla \frac{\nabla \Phi_\mu}{\rho} + \mu \Phi_\mu \right) = 0 \quad \text{on} \quad \mathbb{R}^n.
\]

**Proposition 3.** Let \( \Phi_\mu \) be the vector field derived in the proof of Proposition \ref{prop2}. Then the matrix field \( A_\mu \) as defined by (11) is:
a) positive definite on $\mathbb{R}^n$ when $\mu \in \left[ -\frac{n}{2}, 1 \right]$,

b) negative definite on $\mathbb{R}^n$ when $p = p_S$, $n \geq 4$ and $\mu \in \left[ \frac{3n}{2(n-1)}, 2 \right]$,

c) neither positive nor negative semidefinite on $\mathbb{R}^n$ otherwise.

**Proposition 4.** Let $\lambda \geq 0$, $\Phi_\lambda$ be the associated vector field derived in the proof of Proposition 2, $w$ be a bounded entire solution of (1) and $\eta_\lambda$ be defined via (9). Then, there exists a monotone sequence $r_k$ of radii such that $\int_{\partial B_{r_k}} \eta_\lambda \to 0$ as $r_k \to \infty$.

We are now ready to prove our main result.

**Proof of the Liouville Theorem.** The argument is a straightforward consequence of the propositions above with some details depending on the sign of $\lambda$.

First, fix $\lambda \leq 1$ and apply Proposition 2 with $\mu = \lambda$ to define the vector field $\Phi$ according to

$$
\Phi := \begin{cases} 
\Phi_\lambda & \text{for } \lambda \geq 0, \\
\Phi_0 & \text{for } \lambda \leq 0,
\end{cases}
$$

along with the matrix field $A$, the vector field $a$ and the function $\eta$ defined in Proposition 1.

**Case of $\lambda \in [0, 1]$:**

The end point case, $\lambda = 1$, is of course due to Proposition 3 and the below procedure recovers this classical result. Suppose $\Omega$ is a ball of radius $r > 0$ centred at the origin. With our choice of $\Phi$ the identity \(10\) reduces to

$$
\int_{B_r} \langle \nabla w, A \nabla w \rangle = \int_{\partial B_r} \eta
$$

for every $r > 0$. Moreover, by Proposition 3(b), $A(x)$ is positive definite for every $x \in \mathbb{R}^n$. According to Proposition 4 we may select a sequence of spheres $\partial B_{r_k}$ along which the boundary integral vanishes asymptotically. Thus, by the monotone convergence theorem, we may pass to the limit

$$
\int_{\mathbb{R}^n} \langle \nabla w, A \nabla w \rangle = \lim_{k \to \infty} \int_{B_{r_k}} \langle \nabla w, A \nabla w \rangle = 0.
$$

This in turn forces $\nabla w \equiv 0$ everywhere, i.e. $w$ must be constant on $\mathbb{R}^n$. 
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Case of $\lambda < 0$:

When $\lambda$ passes zero the three constant solutions of (1) collapse to one null solution. As we will see in the proof of Proposition 2 we find that $\nabla \cdot \Phi_0 = n\rho$, which is strictly positive. The matrix field $A$ and the boundary integral retain their properties but the quadratic term in (10) does not vanish in this case. Instead we have

$$\nabla \cdot a = \frac{\lambda}{2(p+1)} \nabla \cdot \Phi_0 = -\frac{n|\lambda|}{2(p+1)}\rho,$$

so that

$$\int_{\mathbb{R}^n} \langle \nabla w, A\nabla w \rangle + \frac{n|\lambda|}{p+1} \int_{\mathbb{R}^n} |w|^2 \rho = 0.$$  

Thus $w \equiv 0$ on $\mathbb{R}^n$ as required.

Case of $p = p_S$, $n \geq 4$ and $\lambda \in \left[\frac{3n}{2(n-1)}, 2\right]$:

We follow the same steps as in the case of $\lambda \in [0, 1]$ ensuring that $\nabla \cdot a \equiv 0$ on $\mathbb{R}^n$ and that the boundary term vanishes asymptotically. By Proposition 3, with these parameters, the matrix field $A$ restricted to radial fields is negative definite outside the origin. Thus, for a radial solution $w$ we may still appeal to the monotone convergence theorem to conclude that it has to be constant.  

4. Proofs of Propositions 1 through 4

We will demonstrate arguments for Propositions 1, 2, 3a) and 3 first, followed by Proposition 3b) and c) which require some preparation first.

It will be convenient to rewrite (1) as

$$\mathcal{L}w + f_\lambda(w) = 0 \quad \text{on } \mathbb{R}^n,$$

with

$$f_\lambda(s) = -\frac{\lambda}{p-1}s + |s|^{p-1}s.$$  

Proof of Proposition 1 Let $\Phi$ be a smooth vector field on $\mathbb{R}^n$. We will multiply (12) through $\langle \nabla w, \Phi \rangle$ and integrate over $\Omega$. Since

$$\langle \nabla w, \langle \nabla^2 w, \Phi \rangle \rangle = \frac{1}{2} \langle \nabla |\nabla w|^2, \Phi \rangle = \frac{1}{2} \nabla \cdot \left( |\nabla w|^2 \Phi \right) - \frac{1}{2} |\nabla w|^2 \nabla \cdot \Phi,$$
by a repeated application of the divergence theorem we get
\[
\int_{\Omega} L w (\nabla w, \Phi) = \int_{\Omega} \nabla \cdot (\rho \nabla w) \left\langle \nabla w, \frac{\Phi}{\rho} \right\rangle = \int_{\partial \Omega} \left\langle \nabla w, \nu \right\rangle \left\langle \nabla w, \frac{\Phi}{\rho} \right\rangle - \int_{\Omega} \nabla w \left\langle \nabla w, \frac{\Phi}{\rho} \right\rangle
\]
\[
= \int_{\partial \Omega} \left\langle \nabla w, \nu \right\rangle \left\langle \nabla w, \Phi \right\rangle - \int_{\partial \Omega} \left\langle \nabla w, \nabla^2 w, \Phi \right\rangle - \int_{\Omega} \left\langle \nabla w, \left( \rho \nabla \frac{\Phi}{\rho}, \nabla w \right) \right\rangle
\]
\[
= \int_{\partial \Omega} \left\langle \nabla w, \nu \right\rangle \left\langle \nabla w, \Phi \right\rangle - \frac{1}{2} |\nabla w|^2 \left\langle \Phi, \nu \right\rangle + \int_{\partial \Omega} \frac{1}{2} |\nabla w|^2 \cdot \Phi - \left\langle \nabla w, \left( \rho \nabla \frac{\Phi}{\rho}, \nabla w \right) \right\rangle
\]
and
\[
\int_{\Omega} f_{\lambda} (w) \left\langle \nabla w, \Phi \right\rangle = \int_{\partial \Omega} \Pi_{\lambda} (w) \left\langle \Phi, \nu \right\rangle - \int_{\Omega} \Pi_{\lambda} (w) \nabla \cdot \Phi,
\]
where \(\Pi_{\lambda}\) is the primitive function of \(f_{\lambda}\) given by
\[
\Pi_{\lambda} (s) = -\frac{\lambda}{2(p-1)} |s|^2 + \frac{1}{p+1} |s|^{p+1}.
\]
Thus, we obtain our first integral identity
\[
0 = \frac{1}{2} \int_{\Omega} |\nabla w|^2 \nabla \cdot \Phi - \int_{\partial \Omega} \left\langle \nabla w, \left( \rho \nabla \frac{\Phi}{\rho}, \nabla w \right) \right\rangle - \int_{\Omega} \Pi_{\lambda} (w) \nabla \cdot \Phi \quad \text{(A)}
\]
Next, we will test (12) with \(w \nabla \cdot \Phi\). Since
\[
\int_{\Omega} L w (\nabla w, \Phi) = \int_{\partial \Omega} \left\langle \nabla w, \nu \right\rangle w \nabla \cdot \Phi - \int_{\Omega} |\nabla w|^2 \nabla \cdot \Phi - \int_{\Omega} \left\langle w \nabla w, \rho \nabla \frac{\nabla \cdot \Phi}{\rho} \right\rangle
\]
\[
= \int_{\partial \Omega} \left\langle \nabla w, \nu \right\rangle w \nabla \cdot \Phi - \frac{1}{2} |w|^2 \left\langle \frac{\nabla \cdot \Phi}{\rho}, \nu \right\rangle \rho
\]
\[
+ \frac{1}{2} \int_{\Omega} |\nabla w|^2 \nabla \cdot \left( \rho \nabla \frac{\nabla \cdot \Phi}{\rho} \right) - |\nabla w|^2 \nabla \cdot \Phi
\]
we obtain the second integral identity
\[
0 = -\int_{\Omega} |\nabla w|^2 \nabla \cdot \Phi + \frac{1}{2} \int_{\Omega} |w|^2 \nabla \cdot \left( \rho \nabla \frac{\nabla \cdot \Phi}{\rho} \right) + \int_{\Omega} f_{\lambda} (w) w \nabla \cdot \Phi \quad \text{(B)}
\]
Note, that the following relation holds
\[
\frac{1}{p+1} f_{\lambda} (s) s - \Pi_{\lambda} (s) = \frac{\lambda}{2(p+1)} |s|^2
\]
and so we can combine (A) and (B) in such a way that integrals over \(\Omega\) containing \(|w|^{p+1}\) cancel out
\[
(A) + \frac{1}{p + 1} (B) = 0.
\]

This linear combination amounts to (10).

Proof of Proposition \(2\). Set \(Q_\mu = \nabla \cdot \Phi_\mu / \rho\), then the equation (11) may be rewritten as

\[
\mathcal{L} Q_\mu + \mu Q_\mu = 0. \tag{13}
\]

There is no need to approach this problem in any degree of generality as long as we can point to any solution that matches our requirements. The rotational symmetry of the problem strongly suggests that we may restrict our attention to radial fields, i.e. fields of the form \(\Phi_\mu(x) := x \sigma_\mu(r)\) for some smooth function \(\sigma_\mu : [0, \infty) \to \mathbb{R}\). Then, we may also treat \(Q_\mu\) as a function of the radius in which case (13) reads

\[
Q''_\mu + \left( \frac{n - 1}{r} - \frac{r}{2} \right) Q'_\mu + \mu Q_\mu = 0. \tag{14}
\]

Aiming at a smooth solution we equip the above with the requirement that \(Q'_\mu(0) = 0\). We also set \(Q_\mu(0) = n\). Other choices of the initial value are equivalent but this one makes calculations clearer and is immediately compatible with the fully worked out case \(\mu = 1\). Of course (13) brings to mind an eigenproblem for the Ornstein-Uhlenbeck operator and indeed a relevant theory may be developed in the setting of the weighted Lebesgue space \(L^2_\rho(\mathbb{R}^n)\), see [4]. Analysis along these lines would force us to deal with a discrete spectrum instead of arbitrary \(\mu\). However, there is no need to impose such integrability restrictions and without them solutions of (14) are expressed in terms of the well known Kummer functions,

\[
Q_\mu(r) = n M \left( -\mu, \frac{n}{2}, \frac{r^2}{4} \right), \tag{15}
\]

i.e. confluent hypergeometric functions of the first kind. Their definition along with a small selection of their multiple special properties are provided in the Appendix.

In order to have an exact form of the vector field \(\Phi_\mu\) we need an expression for \(\sigma_\mu\). We will show that

\[
\sigma_\mu = M \left( 1 - \mu, \frac{n}{2} + 1, \frac{r^2}{4} \right) \rho. \tag{16}
\]
Let us look again at the required condition $\nabla \cdot a_\mu \equiv 0$. If we postulate an alternative expression for the vector field, $\Phi_\mu = \rho \nabla \psi_\mu$ for some smooth radial function $\psi_\mu$, then condition (13) takes the form

$$\nabla \cdot \left( \rho \nabla \frac{\rho \nabla \psi_\mu}{\rho} + \mu \rho \nabla \psi_\mu \right) = \rho \mathcal{L} (\mathcal{L} \psi_\mu + \mu \psi_\mu) = 0$$

which is satisfied if we simply demand

$$Q_\mu + \mu \psi_\mu = \mathcal{L} \psi_\mu + \mu \psi_\mu \equiv \text{const.}$$

Taking cue from the case $\mu = 1$, where $\psi_1(r) = \frac{r^2}{2}$ we will choose the constant to be equal to the dimension and ask for $\psi_\mu(0) = 0$. Then, a solution suitable for our purposes and consistent with $Q_\mu = n - \mu \psi_\mu$ is given by

$$\psi_\mu(r) = \frac{n}{\mu} - \frac{n}{\mu} M \left( -\mu, \frac{n}{2}, \frac{r^2}{4} \right).$$

Since $\psi_\mu$ is radial we can write

$$\rho \nabla \psi_\mu = \rho \psi_\mu' \frac{x}{r} = x \left( \frac{\psi_\mu'}{r} \rho \right) =: x \sigma_\mu.$$

Due to special identities satisfied by Kummer functions – see (A.4) – we arrive at

$$\sigma_\mu = M \left( 1 - \mu, \frac{n}{2} + 1, \frac{r^2}{4} \right) \rho,$$

as required. As a side comment we note that since

$$\nabla \cdot \Phi_\mu = n \sigma_\mu + r \sigma_\mu' = n M \left( -\mu, \frac{n}{2}, \frac{r^2}{4} \right) \rho$$

the following compact formula follows

$$\int_{B_r} M \left( -\mu, \frac{n}{2}, \frac{|y|^2}{4} \right) \rho \, dy = M \left( 1 - \mu, \frac{n}{2} + 1, \frac{r^2}{4} \right) \rho.$$

Hence, we have established, that the vector field given by

$$\Phi_\mu(x) = x M \left( 1 - \mu, \frac{n}{2} + 1, \frac{|x|^2}{4} \right) \rho$$

possesses the desired properties.

Proof of Proposition 3a). By direct calculation we obtain

$$\rho \nabla \frac{\Phi_\mu}{\rho} = \rho \nabla \left( x \frac{\sigma_\mu}{\rho} \right) = \sigma_\mu \mathbf{I} + \rho \left( x \otimes \nabla \frac{\sigma_\mu}{\rho} \right) = \sigma_\mu \mathbf{I} + r \rho \left( \frac{\sigma_\mu}{\rho} \right)' \nu \otimes \nu$$

$$= \sigma_\mu \mathbf{I} + r \left( \frac{\sigma_\mu'}{2} \sigma_\mu + \frac{\sigma_\mu}{2} \right) \nu \otimes \nu,$$

$$13$$
where \( \nu = \frac{\mathbf{r}}{r} \) is the exterior normal field to the sphere \( \partial B_r \) and

\[
\nu \otimes \nu = \frac{1}{r^2} \begin{pmatrix}
 x_1^2 & x_1 x_2 & x_1 x_3 & \cdots & x_1 x_n \\
 x_2 x_1 & x_2^2 & x_2 x_3 & \cdots & x_2 x_n \\
 x_3 x_1 & x_3 x_2 & x_3^2 & \cdots & x_3 x_n \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 x_n x_1 & x_n x_2 & x_n x_3 & \cdots & x_n^2
\end{pmatrix}
\]

is the outer product of \( \nu \) with itself. It follows after a rearrangement of terms and taking (17) into account, that for an arbitrary vector \( \alpha \in \mathbb{R}^n \) we have

\[
\langle \alpha, A_\mu \alpha \rangle = |\alpha|^2 I_\mu + |\langle \alpha, \nu \rangle|^2 J_\mu,
\]

with

\[
I_\mu = \left( \frac{n}{p+1} - \frac{n-2}{2} \right) \sigma_\mu - \left( \frac{1}{2} - \frac{1}{p+1} \right) r \sigma'_\mu \quad \text{and} \quad J_\mu = r \left( \sigma'_\mu + \frac{r}{2} \sigma_\mu \right).
\]

We will now use properties of Kummer functions to argue that for \( 1 < p \leq p_S \) and \( \mu \in [0,1] \) functions \( I_\mu \) and \( J_\mu \) are strictly positive for all \( r \geq 0 \). Note, that \( p \leq p_S \) simply means that the coefficient in front of \( \sigma_\mu \) in \( I_\mu \) is nonnegative. With the use of special identities (A.4) we get

\[
-r \sigma'_\mu = \frac{n}{2} + \mu - \frac{n-2}{4} M \left( \frac{n}{2} + \mu + 1, \frac{n}{2} + 2, -\frac{r^2}{4} \right) r^2 \frac{r^2}{2} = \frac{n}{2} + \mu - \frac{n-2}{4} M \left( 1 - \mu, \frac{n}{2} + 2, -\frac{r^2}{4} \right) r^2 \frac{r^2}{2} \rho.
\]

and further

\[
\sigma'_\mu + \frac{r}{2} \sigma_\mu = \frac{r}{2} \left[ M \left( 1 - \mu, \frac{n}{2} + 1, \frac{r^2}{4} \right) - \frac{n}{2} + \mu - \frac{n-2}{4} M \left( 1 - \mu, \frac{n}{2} + 2, -\frac{r^2}{4} \right) \right] \rho
\]

\[
= \frac{r}{2} \left( 1 - \mu \right) - \frac{n}{2} + \mu - \frac{n-2}{4} M \left( 2 - \mu, \frac{n}{2} + 2, -\frac{r^2}{4} \right) \rho.
\]

Since, \( M \left( a, b, \frac{r^2}{4} \right) \) is strictly positive whenever \( a, b \geq 0 \) we conclude that \( \mu \in [-\frac{n}{2}, 1] \) guarantees that \( \sigma_\mu, -r \sigma'_\mu \) are strictly positive and \( \sigma'_\mu + \frac{r}{2} \sigma_\mu \) is nonnegative for all \( r \). Hence, \( A_\mu \) is strictly positive on \( \mathbb{R}^n \).

Proof of Proposition 4 First we simplify the expression (9) and rephrase it in terms of spherical means, which will be more convenient to work with. Recall (15) and (16), i.e. the formulae for \( Q_\lambda \) and \( \sigma_\lambda \). It follows that

\[
\rho Q'_\lambda = -\lambda r M \left( 1 - \lambda, \frac{n}{2} + 1, \frac{r^2}{4} \right) \rho = -\lambda r \sigma_\lambda
\]
and in effect
\[
\langle a_\lambda, \nu \rangle = \frac{1}{2(p+1)} (\rho Q'_\lambda + \lambda \sigma_x, \nu) = \frac{1}{2(p+1)} (\rho Q'_\lambda + \lambda r \sigma) = 0.
\]

Hence, we may write
\[
\frac{1}{|\partial B_1|} \int_{\partial B_r} \eta_\lambda = r^n \sigma_\lambda \int_{\partial B_r} |\nabla w, \nu|^2 - \frac{1}{2} |\nabla w|^2 + \frac{1}{p+1} f_\lambda (w) w + \frac{r^{n-1} Q_\lambda \rho}{p+1} \int_{\partial B_r} |\nabla w, \nu| w.
\]
By the choice of \( \Phi_\lambda \) and through (10) we know that \( \int_{\partial B_r} \eta_\lambda \geq 0 \). In order to get an upper bound we first apply a straightforward estimate
\[
\frac{1}{|\partial B_1|} \int_{\partial B_r} \eta_\lambda \leq \frac{1}{2} r^n |\sigma_\lambda| \int_{\partial B_r} |\nabla w|^2 + \frac{r^n |\sigma_\lambda|}{p+1} \int_{\partial B_r} |f_\lambda (w) w| + r^{n-1} |Q_\lambda \rho| \int_{\partial B_r} |\nabla w|^2 + |w|^2.
\]
Next, observe that due to (A.5) we have the following asymptotic behaviour
\[
\begin{align*}
    r^n \sigma_\lambda &= \begin{cases} 
    O(r^{-2\lambda}) & \text{for } \lambda \neq 1, 2, \ldots, \\
    O(r^{-2\lambda+2}) & \text{otherwise}
    \end{cases}
\end{align*}
\]
and
\[
\begin{align*}
    r^{n-1} Q_\lambda \rho &= \begin{cases} 
    O(r^{-2\lambda-1}) & \text{for } \lambda \neq 0, 1, \ldots, \\
    O(r^{-1-2\lambda}) & \text{otherwise.}
    \end{cases}
\end{align*}
\]
This means that
\[
\int_{\partial B_r} \eta_\lambda \leq O(r^{-2\lambda}) \int_{\partial B_r} |\nabla w|^2 + |w|^2 + |w|^{p+1}.
\]
The bound is significantly better when \( \lambda \) happens to be a positive integer but for our purposes it suffices to use this single estimate. At this point we split the argument into two cases. First we will deal with a more straightforward case of \( \lambda > 0 \).

Our solution is uniformly bounded and if we could moreover assert that spherical means of \( |\nabla w|^2 \) remain uniformly bounded for some sequence of radii \( r_k \to \infty \), then on such a sequence we would find
\[
\int_{\partial B_{r_k}} \eta_\lambda \to 0 \quad \text{as} \quad k \to \infty.
\]
Now, by assumption, we may choose a finite \( M > 0 \) such that
\[
\int_{\partial B_r} |w|^{p+1} \leq M^{p+1}
\]
for all $r \geq 0$. Define a smooth function $h(r) = \frac{1}{2} \int_{\partial B_r} |w|^2$. Due to the Jensen inequality we have

$$h(r) = \frac{1}{2} \left( \int_{\partial B_r} |w|^2 \right)^{\frac{p+1}{p}} \leq \frac{1}{2} \left( \int_{\partial B_r} |w|^{p+1} \right)^{\frac{2}{p+1}} \leq \frac{1}{2} M^2$$

uniformly in $r$. Moreover

$$h'(r) = \int_{\partial B_r} \langle \nabla w, \nu \rangle$$

so that, by the mean value theorem, we may find a sequence of radii $r_k \in (k, k+1)$, $k = 0, 1, 2, \ldots$, such that

$$h'(r_k) = h(k+1) - h(k) \quad \text{and} \quad |h'(r_k)| \leq M^2.$$

Next, multiply (12) by $w$ and integrate over $B_r$ to obtain

$$\int_{B_r} |\nabla w|^2 = \left( \frac{n}{4} - \frac{\lambda}{p-1} \right) \int_{B_r} |w|^2 + \int_{B_r} |w|^{p+1} - \frac{r}{4} \int_{\partial B_r} |w|^2 + \int_{\partial B_r} \langle \nabla w, \nu \rangle w.$$

Since $n|B_r| = r|\partial B_r|$, there follows

$$\int_{B_r} |\nabla w|^2 = \left( \frac{n}{4} - \frac{\lambda}{p-1} \right) \int_{B_r} |w|^2 + \int_{B_r} |w|^{p+1} - \frac{n}{4} \int_{\partial B_r} |w|^2 + \frac{n}{r} h'(r)$$

and further due to

$$\int_{B_r} |w|^{p+1} = \frac{1}{|B_r|} \int_0^r \left( |\partial B_s| \int_{\partial B_s} |w|^{p+1} \right) \leq M^{p+1}$$

(and analogously for $\int_{B_r} |w|^2$) we find

$$\int_{B_r} |\nabla w|^2 \leq \left( \frac{n}{4} - \frac{\lambda}{p-1} \right) M^2 + M^{p+1} + \frac{n}{r} |h'(r)|.$$

If we now consider a sequence of balls $B_{r_k}$ and take into account that $\lambda$ is positive, then we get the bound

$$\int_{B_{r_k}} |\nabla w|^2 \leq \left( \frac{n}{4} + \frac{n}{r_k} \right) M^2 + M^{p+1} \leq N$$

for some finite $N$ independent of $k$ or $\lambda$. Since the increments between successive radii are uniformly bounded it also follows that for $r \in (r_k, r_{k+1})$

$$\int_{B_r} |\nabla w|^2 \leq \left( \frac{B_{r_{k+1}}}{|B_r|} \right) \left( \frac{1}{|B_{r_{k+1}}|} \int_{B_{r_{k+1}}} |\nabla w|^2 \right) \leq \left( \frac{r_{k+1}}{r} \right)^n \int_{B_{r_{k+1}}} |\nabla w|^2$$

$$\leq \left( \frac{r_k + 2}{r_k} \right)^n \int_{B_{r_{k+1}}} |\nabla w|^2 \leq \left( \frac{r_0 + 2}{r_0} \right)^n N =: N'.$$

Since $N'$ does not depend on $k$ we get the uniform estimate $\int_{B_r} |\nabla w|^2 \leq N'$. 16
This implies however that there exists a further (relabelled) sequence \( r_k \to \infty \) such that 

\[
\int_{\partial B_{r_k}} |\nabla w|^2 \leq 2N'
\]

uniformly in \( k \). For suppose there did not exist such a sequence, i.e. there was a radius \( R \) such that 

\[
\int_{\partial B_{r_k}} |\nabla w|^2 > 2N'
\]

for \( r > R \), then 

\[
N' \geq \frac{1}{|B_r|} \int_0^r \left( \int_{\partial B_{s}} |\nabla w|^2 \right) ds = \frac{n}{r^n} \int_0^r s^{-n-1} \int_{\partial B_s} |\nabla w|^2
\]

which is false for sufficiently large \( r \). Now let \( r_k \to \infty \) be the sequence implied in the above contradiction. The above argument yields 

\[
\int_{\partial B_{r_k}} \eta \lambda \leq O \left( r_k^{-2\lambda} \right)
\]

which is enough as long as \( \lambda > 0 \) but requires a refinement when \( \lambda \) vanishes.

Set \( \lambda = 0 \), multiply equation (12) through \( w\sigma_0 \) and integrate over \( B_{r_k} \). Then 

\[
\frac{1}{2} \int_{B_{r_k}} \nabla \cdot \left( \frac{\rho \nabla \sigma_0}{\rho} \right) |w|^2 + \int_{B_{r_k}} |w|^{p+1} \sigma_0 = \int_{B_{r_k}} |\nabla w|^2 \sigma_0 - \int_{\partial B_{r_k}} \langle \nabla w, \nu \rangle w \sigma_0 - \frac{1}{2} \int_{\partial B_{r_k}} \langle \rho \nabla \sigma_0, \nu \rangle |w|^2.
\]

First, let us estimate the boundary terms. To begin with 

\[
\left| \int_{\partial B_{r_k}} \langle \nabla w, \nu \rangle w \sigma_0 \right| \leq \frac{1}{2} \sigma_0(r_k) \int_{\partial B_{r_k}} |\nabla w|^2 + |w|^2 = O \left( r_k^{-1} \right) \int_{\partial B_{r_k}} |\nabla w|^2 + |w|^2.
\]

Next, note that by (21) 

\[
\langle \rho \nabla \sigma_0, \nu \rangle = \langle \nabla \sigma_0 + \frac{x}{2} \sigma_0, \nu \rangle = \sigma'_0 + \frac{r}{2} \sigma_0 = \frac{r}{n+2} M \left( 2, \frac{n}{2} + 2, \frac{r^2}{4} \right) \rho = O \left( r^{1-n} \right).
\]

Hence, 

\[
\left| \int_{\partial B_{r_k}} \langle \rho \nabla \sigma_0, \nu \rangle |w|^2 \right| \leq O \left( r_k^{1-n} \right) \int_{\partial B_{r_k}} |w|^2 = O \left( 1 \right) \int_{\partial B_{r_k}} |w|^2.
\]

Observe that by (16) we have 

\[
\frac{\rho}{\rho} = M \left( 1, \frac{n}{2} + 1, \frac{r^2}{4} \right). \quad \text{On the other hand this Kummer function solves the equation}
\]

\[
\nabla \cdot \left( \rho \nabla \sigma_0 \right) = -\frac{2}{|x|^2} \langle \nabla \sigma_0, x \rangle + \sigma_0 = -\frac{2}{r} \sigma'_0 + \sigma_0,
\]
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see (A.3) in the Appendix. Since $\sigma'_0 \leq 0$ we have

$$
\frac{1}{2} \int_{B_{rk}} \nabla \cdot \left( \rho \nabla \sigma_0 \right) |w|^2 + \int_{B_{rk}} |w|^{p+1} \sigma_0 \geq \frac{1}{2} \int_{B_{rk}} (|w|^2 + |w|^{p+1}) \sigma_0.
$$

This combined with our estimates of the boundary terms yield

$$
\frac{1}{2} \int_{B_{rk}} (|w|^2 + |w|^{p+1}) \sigma_0 \leq \int_{B_{rk}} |\nabla w|^2 \sigma_0 + \mathcal{O} \left( r^{-1} \right) \int_{\partial B_{rk}} (|\nabla w|^2 + |w|^2) + \mathcal{O} (1) \int_{\partial B_{rk}} |w|^2,
$$

which may be further moulded into

$$
\int_{B_{rk}} (|\nabla w|^2 + |w|^2 + |w|^{p+1}) \sigma_0 \leq 3 \int_{B_{rk}} |\nabla w|^2 \sigma_0 + \mathcal{O} (1) \int_{\partial B_{rk}} |\nabla w|^2 + |w|^2. \quad (23)
$$

Through our choice of the vector field $\Phi_0$, (10), (18) and since by (22) we have $\int_{\partial B_{rk}} \eta_0 = \mathcal{O} (1)$ we find

$$
\int_{B_{rk}} \langle \nabla w, A_0 \nabla w \rangle = \int_{B_{rk}} |\nabla w|^2 I_0 + |\langle \nabla w, \nu \rangle|^2 J_0 = \mathcal{O} (1)
$$

uniformly in $k$. By Proposition 3) the matrix field $A_0$ is positive definite outside the origin and so we may use the monotone convergence theorem and (19) to conclude that

$$
\int_{\mathbb{R}^n} |\nabla w|^2 I_0 = \left( \frac{n}{p+1} - \frac{n-2}{2} \right) \int_{\mathbb{R}^n} |\nabla w|^2 \sigma_0 - \left( \frac{1}{2} - \frac{1}{p+1} \right) \int_{\mathbb{R}^n} |\nabla w|^2 r \sigma'_0 < \infty. \quad (24)
$$

We have established in (20) in the proof of Proposition 2) that $\sigma'_0 \leq 0$ and so we readily see that $\int_{\mathbb{R}^n} |\nabla w|^2 \sigma_0$ is finite at least when $p < p_S$. However, the same is true in the critical case as the following argument shows. Recall that from (17) there follows

$$
\sigma_0 = -\frac{1}{n} r \sigma'_0 + M \left( 0, \frac{n}{2}, \frac{r^2}{4} \right) \rho = -\frac{1}{n} r \sigma'_0 + \rho.
$$

Also, from (21) we get

$$
-\frac{1}{n} r \sigma'_0 = \frac{1}{n+2} M \left( 1, \frac{n}{2} + 2, \frac{r^2}{4} \right) \frac{r^2}{2} \rho
$$

and it is clear from (A.1) that for $r > 1$

$$
\rho(r) \leq r^2 M \left( 1, \frac{n}{2} + 2, \frac{r^2}{4} \right) = -\frac{2(n+2)}{n} r \sigma'_0.
$$

Thus, $\sigma_0 \leq -\frac{2n+3}{n} r \sigma'_0$ outside the unit ball. Without loss of generality we may assume that $r_0 > 1$. Then,

$$
\int_{B_{rk}} |\nabla w|^2 \sigma_0 = \int_{B_1} |\nabla w|^2 \sigma_0 + \int_{B_{rk}\setminus B_1} |\nabla w|^2 \sigma_0 \leq C_1 - C_2 \int_{B_{rk}\setminus B_1} |\nabla w|^2 r \sigma'_0.
$$
for some positive constants \( C_1 \) and \( C_2 \) independent of \( k \). Due to (24) we have
\[
0 \leq -\int_{B_r \setminus B_1} |\nabla w|^2 r \sigma_0' \leq -\int_{\mathbb{R}^n} |\nabla w|^2 r \sigma_0' < \infty.
\]
Finally, coming back to (23), we see that we can pass to the limit with \( r_k \) to get the estimate
\[
\int_{\mathbb{R}^n} \left( |\nabla w|^2 + |w|^2 + |w|^{p+1} \right) \sigma_0 < \infty.
\]
Since \( \sigma_0 \in O(r^{-n}) \), this in turn implies that
\[
\int_1^\infty s^{n-1} O(s^{-n}) \int_{\partial B_s} |\nabla w|^2 + |w|^2 + |w|^{p+1} = \int_{\mathbb{R}^n \setminus B_1} \left( |\nabla w|^2 + |w|^2 + |w|^{p+1} \right) \sigma_0 < \infty.
\]
But, the left hand side cannot be finite unless there exists another (relabelled) sequence \( r_k \) such that
\[
\int_{\partial B_{r_k}} |\nabla w|^2 + |w|^2 + |w|^{p+1} \to 0
\]
as \( r_k \to \infty \). This concludes the proof.

We will now turn our attention to the regime whereby \( p \) is Sobolev critical and \( \lambda > 1 \). For the remainder of the demonstration it is assumed that \( w \) is radial.

In order to simplify the notation we will from now on abbreviate \( M \left( a, b, \frac{r^2}{4} \right) \) to \( M(a, b) \). We further denote
\[
u = M \left( 2 - \frac{n}{2} + 2 \right), \quad u_2 = M \left( 1 - \frac{n}{2} + 2 \right) \quad \text{and} \quad u_3 = M \left( 1 - \frac{n}{2} + 1 \right).
\]

Proof of Proposition 3b). First note that when \( w \) is radial then our expression (18) for the bilinear form associated with the field \( \mathbf{A}_\lambda \) simplifies to give
\[
\int_{B_r} \langle \nabla w, \mathbf{A}_\lambda \nabla w \rangle = \int_{B_r} |\nabla w|^2 I_\lambda + |\langle \nabla w, \nu \rangle|^2 J_\lambda = \int_{B_r} |w|^2 (I_\lambda + J_\lambda).
\]
Set
\[
\Pi_\lambda = I_\lambda + J_\lambda = \frac{n}{2} + \lambda \left( \frac{1 - \lambda}{n} u_1 + \frac{1}{n} u_2 \right) r^2 \rho + \left( \frac{n}{p+1} - \frac{n-2}{2} \right) u_3 \rho.
\]
Since \( p = p_S \) and \( n \geq 3 \) the expression for \( \Pi_\lambda \) further simplifies to
\[
\Pi_\lambda = \frac{n}{2} + \lambda \left( \frac{1 - \lambda}{n} u_1 + \frac{1}{n} u_2 \right) r^2 \rho.
\]
We recognise now that
\[
\frac{1 - \lambda}{\frac{n}{2} + \lambda} u_1(0) + \frac{1}{n} u_2(0) = \frac{1 - \lambda}{\frac{n}{2} + \lambda} + \frac{1}{n} \leq 0 \quad \text{whenever} \quad \lambda \geq \frac{3n}{2(n-1)} =: \lambda^*.
\]

Also,
\[
\left( \frac{1 - \lambda}{\frac{n}{2} + \lambda} u_1 + \frac{1}{n} u_2 \right)' = -\frac{\lambda - 1}{\frac{n}{2} + 2} \left[ \frac{2 - \lambda}{\frac{n}{2} + \lambda} M \left( 3 - \lambda, \frac{n}{2} + 3 \right) + \frac{1}{n} M \left( 2 - \lambda, \frac{n}{2} + 3 \right) \right] \frac{r}{2}.
\]

Both Kummer functions present on the right-hand-side are strictly positive for \( \lambda \leq 2 \) and the whole expression is strictly negative for \( \lambda \in (1, 2] \) and \( r > 0 \). Thus, whenever \( \lambda \in [\lambda^*, 2] \) we have that \( \frac{1 - \lambda}{\frac{n}{2} + \lambda} u_1 + \frac{1}{n} u_2 \) starts off nonpositive and then decreases as \( r \) grows. This interval is nonempty for \( n \geq 4 \). We find therefore that in these circumstances \( \Pi_\lambda(r) \) is of constant negative sign for \( r > 0 \).

In the Sobolev critical case with \( \lambda > 1 \) the methodology put forward in this paper is sensitive enough to rule out nontrivial radial solutions for a range of parameters specified in the Liouville Theorem. Now we will show that outside of this range the technique is inconclusive, by which we mean that, if there is a Liouville theorem for parameters falling outside of the indicated range, then its demonstration cannot rely on the definiteness of the \( A \) matrix field. In order to show it, i.e. prove Proposition 3c), we first need to gather some observations and tools.

4.1. Behaviour of \( \Pi_\lambda \) at the origin

We know already what happens near the origin for dimensions \( n \geq 3 \):
\[
r^{-2} \Pi_\lambda(r) \xrightarrow{r \to 0} \frac{n + \lambda}{n + 2} \left( \frac{1 - \lambda}{\frac{n}{2} + \lambda} + \frac{1}{n} \right),
\]
so that
\[
\begin{cases}
\Pi_\lambda(0) \geq 0 & \text{for} \quad \lambda \leq \lambda^* \\
\Pi_\lambda(0) < 0 & \text{for} \quad \lambda > \lambda^*.
\end{cases}
\]

When \( n = 1 \) or \( 2 \) then the situation is simpler:
\[
\Pi_\lambda(r) \xrightarrow{r \to 0} \frac{n}{p + 1} - \frac{n - 2}{2} > 0.
\]
4.2. Asymptotic behaviour of $A$

**Lemma 5.** Let $n \geq 1$ and $\lambda > 1$, then as $r \to \infty$ we have

$$\text{asymptotic sign of } \Pi_\lambda = \begin{cases} 
+ \text{ for } \lambda \in (2, 3] \cup (4, 5] \cup (6, 7] \cup \ldots, \\
- \text{ for } \lambda \in (1, 2] \cup (3, 4] \cup (5, 6] \cup \ldots.
\end{cases} \quad (28)$$

**Proof.** Assume first that $a \neq 0, -1, -2, \ldots$, then by (A.5) we have

$$M(a, b) \rho \left( \frac{r^2}{4} \right)^{b-a} \to \frac{\Gamma(b)}{\Gamma(a)}$$

as $r \to \infty$ and this implies for (25) the following asymptotics.

$$\begin{align*}
  u_1 \rho \left( \frac{r^2}{4} \right)^{\frac{\lambda}{2} + \lambda} & \to \frac{\Gamma(\lambda + 2)}{\Gamma(2 - \lambda)}, \\
u_2 \rho \left( \frac{r^2}{4} \right)^{\frac{\lambda}{2} + \lambda + 1} & \to \frac{\Gamma(\lambda + 2)}{\Gamma(1 - \lambda)}, \\
u_3 \rho \left( \frac{r^2}{4} \right)^{\frac{\lambda}{2} + \lambda} & \to \frac{\Gamma(\lambda + 1)}{\Gamma(1 - \lambda)}.
\end{align*} \quad (29)$$

Our expression (27) may be rephrased as

$$\left( \frac{r^2}{4} \right)^{\frac{\lambda}{2} + \lambda - 1} \Pi_\lambda(r) = 2 \left( \frac{n + \lambda}{2} + 1 \right) \left( \frac{1 - m}{n + \lambda} \right) u_1 \rho \left( \frac{r^2}{4} \right)^{\frac{\lambda}{2} + \lambda} + \frac{2}{n} \left( \frac{n + \lambda}{2} + 1 \right) u_2 \rho \left( \frac{r^2}{4} \right)^{\frac{\lambda}{2} + \lambda} + \left( \frac{n}{p + 1} - \frac{n - 2}{2} \right) u_3 \rho \left( \frac{r^2}{4} \right)^{\frac{\lambda}{2} + \lambda - 1}$$

and due to (29) we find that

$$\text{asymptotic sign of } \Pi_\lambda = \text{sign of } \frac{1 - m}{\Gamma(2 - \lambda)} = \begin{cases} 
+ \text{ for } \lambda \in (2, 3] \cup (4, 5] \cup (6, 7] \cup \ldots, \\
- \text{ for } \lambda \in (1, 2] \cup (3, 4] \cup (5, 6] \cup \ldots.
\end{cases}$$

When $\lambda = m = 2, 3, 4, \ldots$, then by (A.1) the Kummer functions involved reduce to polynomials:

$$\begin{align*}
u_1 \left( \frac{r^2}{4} \right)^{2-m} & \to (-1)^{m-2} \frac{(m-2)!}{\Gamma(\frac{\lambda}{2} + 2)} m^{-2}, \\
u_2 \left( \frac{r^2}{4} \right)^{1-m} & \to (-1)^{m-1} \frac{(m-1)!}{\Gamma(\frac{\lambda}{2} + 2)} m^{-1}, \\
u_3 \left( \frac{r^2}{4} \right)^{1-m} & \to (-1)^{m-1} \frac{(m-1)!}{\Gamma(\frac{\lambda}{2} + 2)} m^{-1}.
\end{align*}$$

Therefore

$$\frac{1}{\rho} \left( \frac{r^2}{4} \right)^{-m} \Pi_\lambda(r) = 2 \left( \frac{n + m}{2} + 1 \right) \left( 1 - m \right) u_1 \left( \frac{r^2}{4} \right)^{1-m} + \frac{2}{n} \left( \frac{n + m}{2} + 1 \right) u_2 \left( \frac{r^2}{4} \right)^{1-m} + \left( \frac{n}{p + 1} - \frac{n - 2}{2} \right) u_3 \left( \frac{r^2}{4} \right)^{-m}.$$
Thus

\[ \text{asymptotic sign of } F_m = (-1)^{m-1} = \begin{cases} + \text{ when } m \text{ is odd,} \\ - \text{ when } m \text{ is even.} \end{cases} \]

4.3. Sturmian comparison

One of the key ingredients in the below considerations will be the relative position of roots of specific Kummer functions that make up the expression for \( \Pi_\lambda \). To this end we will take advantage of yet another identity, the Picone identity [16], which states that whenever \( v, \omega, K'v' \) and \( L'\omega' \) are differentiable functions of \( r \) and \( \omega(r) \neq 0 \), then

\[
v (Kv')' - \frac{v^2}{\omega} (L\omega')' + (K - L)v'^2 + L \left( v' - \omega' \frac{v}{\omega} \right)^2 = \left[ \frac{v}{\omega} (Kv'\omega - Lv\omega') \right]',
\]

**Lemma 6.** Let \( \lambda > 2 \), then there exists a point where \( \Pi_\lambda \) attains a negative value and if moreover \( n \geq 3 \) and \( \lambda > 3 \) then \( \Pi_\lambda \) attains positive values as well.

**Proof.** Due to (A.2) we know that our three Kummer functions satisfy:

\[
\begin{align*}
\left( r^{n+3} \rho u_1' \right)' + (\lambda - 2) \rho r^{n+3} u_1 &= 0, \\
\left( r^{n+3} \rho u_2' \right)' + (\lambda - 1) \rho r^{n+3} u_2 &= 0, \\
\left( r^{n+1} \rho u_3' \right)' + (\lambda - 1) \rho r^{n+1} u_3 &= 0,
\end{align*}
\]

with \( u_i(0) = 1 \) and \( u_i'(0) = 0 \) for \( i = 1, 2, 3 \).

Assume that \( \lambda > 0 \) and the dimension may be taken arbitrary. Due to (A.6) we know that \( u_1 \) has at least one positive root. Let \( \kappa \) denote the smallest of them. We will show that \( u_2 \) has a root in the interval \( (0, \kappa) \). Suppose not, then \( u_2 > 0 \) in this interval. In such a case we may employ the Picone identity with

\[ v = u_1, \quad \omega = u_2 \quad \text{and} \quad K = L = r^{n+3} \rho \]

to get

\[
u_1^2 \rho + r^{n+3} \rho \left( u_1' - u_2' \frac{u_1}{u_2} \right)^2 = \left[ r^{n+3} \rho \frac{u_1}{u_2} (u_1' u_2 - u_1 u_2') \right]'
\]

which, when integrated between the origin and \( \kappa \), yields

\[
\int_0^\kappa u_1^2 \rho + \int_0^\kappa r^{n+3} \rho \left( u_1' - u_2' \frac{u_1}{u_2} \right)^2 = 0.
\]
This integral identity implies that $u_1 \equiv 0$ in $[0, \kappa]$ - a contradiction. Hence, there must have been a root of $u_2$ in $(0, \kappa)$. It is of no relevance to this argument whether $u_2$ changes sign more than once in this interval. Let us however denote its first (possibly only) root by $\iota$. Since $u_1$ is strictly positive in $(0, \kappa)$, at this root in particular we find that

$$\frac{1 - \lambda}{\frac{n}{2} + \lambda} u_1(\iota) + \frac{1}{n} u_2(\iota) < 0.$$  

Next we will argue that $u_3$ has a unique root in the interval $[0, \iota]$. First, observe that the equation for $u_2$ may be rewritten as

$$(r^{n+1} \rho u_2')' + 2r^n \rho u_2' + (\lambda - 1) \rho r^{n+1} u_2 = 0.$$  

Suppose that $u_3$ remains strictly positive in $(0, \iota)$. Then, if we set $v = u_2$, $\omega = u_3$ and $K = L = r^{n+1} \rho$ and resort to the Picone identity again, we get

$$-2r^n \rho u_2' u_2 + r^{n+3} \rho \left( u_2' - u_3' \frac{u_2}{u_3} \right)^2 = \left[ \frac{u_2}{u_3} r^{n+1} \rho (u_2' u_3 - u_2 u_3') \right]' = 0.$$  

Now integrate the above over $(0, \iota)$ to find

$$-2 \int_0^\iota r^n \rho u_2' u_2 + \int_0^\iota r^{n+1} \rho \left( u_2' - u_3' \frac{u_2}{u_3} \right)^2 = 0. \quad (32)$$  

We know that $u_2 > 0$ in $[0, \iota)$ and moreover from (30) we learn that

$$u_2'(r) = \frac{1 - \lambda}{r^{n+3} \rho(r)} \int_0^r \rho(s)s^{n+3} u_2(s) \, ds,$$  

which yields in particular that $u_2' < 0$ in $(0, \iota)$. Thus, (32) cannot hold and in effect $u_3$ must have had a root in $(0, \iota)$. Note, that the differentiation rule for Kummer functions tie $u_1$ and $u_3$ in the relation

$$\frac{r}{2} u_1(r) = \frac{n}{1 - \lambda} u_3'(r).$$  

Since $u_1$ is strictly positive in $[0, \iota]$ we conclude that $u_3$ is strictly decreasing in $(0, \iota)$. Hence, $u_3$ may have only one root in this interval. In particular $u_3(\iota) < 0$.  
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Consider now the value of $\Pi_\lambda$ at $r = \iota$. We have

$$\frac{1}{\rho(\iota)}\Pi_\lambda(\iota) = \begin{cases} 
-\frac{\lambda-1}{3}u_1(\iota)^2 + \left(\frac{1}{p+1} + \frac{1}{2}\right)u_3(\iota) & \text{for } n = 1, \\
-\frac{\lambda-1}{4}u_1(\iota)^2 + \frac{2}{p+1}u_3(\iota) & \text{for } n = 2, \\
-\frac{\lambda-1}{n+2}u_1(\iota)^2 & \text{otherwise.}
\end{cases}$$

Since $u_1(\iota) > 0$ and $u_3(\iota) < 0$ we find $\Pi_\lambda(\iota) < 0$ in every dimension.

Next, assume that $n \geq 3$ and $\lambda > 3$. Observe that $u_1$ has at least two roots. Select the first two $0 < \kappa < \kappa'$. We already know that the first root of $u_2$ satisfies $\iota \in (0, \kappa)$. The reasoning based on the Picone identity shows that there needs to be another root of $u_2$ - call it $\iota'$ (not necessarily the consecutive one) - that lies in $(\kappa, \kappa')$, because otherwise we could integrate (31) in this interval and arrive at a contradiction. Since $u_1$ is negative in $(\kappa, \kappa')$ we find that $\Pi_\lambda(\iota') > 0$.

We are in position to finish the demonstration of Proposition 3.

Proof of Proposition 3c). Clearly for $n \geq 3$ and $\lambda > 3$ Lemma 6 already proves the result. In other cases the argument will differ in details.

Case of $n = 1$ or 2:

First observe that no matter what values $\lambda$ or $p$ may assume, $\Pi_\lambda$ is strictly positive at the origin. However, when $\lambda \in (1, 2]$ then $\Pi_\lambda$ attains negative values sufficiently far from the origin by (28). Then, for $\lambda > 2$, we may invoke Lemma 6 and again assert that $\Pi_\lambda$ must have changed sign at some point.

Case of $n = 3$:

In this dimension $\lambda_* = \frac{9}{4}$ and we see in particular that $\Pi_\lambda(0) > 0$ for $\lambda \in (1, 2]$. On the other hand we already know that for such $\lambda$ and $r$ large enough $\Pi_\lambda$ is negative. If $\lambda \in (2, \frac{9}{4})$ then $\Pi_\lambda(0)$ remains positive. However, by Lemma 6 $\Pi_\lambda(r)$ must change sign to negative somewhere. Further still when $\lambda \in \left[\frac{9}{4}, 3\right]$ there is a disparity between the just mentioned negative values and the positive value expected asymptotically by Lemma 6.
Case of $n \geq 4$ and $\lambda \notin [\lambda_* , 2] $

Suppose first that $\lambda < \lambda_*$. At the origin we find that $\Pi_\lambda$ is positive but we already know that $\Pi_\lambda$ will eventually become negative. For $\lambda \in (2,3]$ the situation swaps with negative values at the origin and positive asymptotically.

Hence, outside of the conditions specified in a) and b) of Proposition 2 the vector field $\Phi_\lambda$ gives rise to a matrix field $A_\lambda(r)$ that when applied to radial fields may be positive or negative definite depending on the distance from the origin.

\[ \square \]

5. Discussion

A question arises whether confluent hypergeometric functions are a natural choice of building blocks for our integral identities. An application of Kummer functions in the context of the Rellich-Pohozaev technique is to the best of our knowledge new. Nevertheless, it should be mentioned, that these special functions do appear in the study of singularities for the Fujita equation for example in the improved blow-up asymptotics in the Sobolev subcritical regime, construction of type II blow-ups in the Joseph-Lundgren supercritical regime and in the study of self-similar blow-ups in the Lepin supercritical regime. In all these instances Kummer functions appear in the context of the linearisation of the nonlinear operator

$$Lv := \Delta v - \frac{1}{2} \langle x, \nabla v \rangle - \frac{1}{p-1} v + |v|^{p-1}v$$

around a regular or singular solution of equation $1$ for $\lambda = 1$. In this sense Kummer functions and their special subfamily of Hermite polynomials are structurally associated with our problem.

A general scheme of reasoning could be applied to a larger family of equations e.g. we could replace the canonical version of the Ornstein-Uhlenbeck operator with a more general operator and consider equations of the form

$$\text{Tr} (Q \nabla^2 w) + \langle Px, \nabla w \rangle - a(x) w + f(w) = 0,$$

where $Q$ is a symmetric positive definite matrix, $P$ is some nonzero matrix, $a(x)$ is a given bounded or singular function and $f$ is of superlinear growth. On the one hand we have taken advantage of some very specific properties of Kummer functions counterparts of which will be unavailable
in this generalised situation. On the other hand some of the properties we needed to assert stemmed not so much from the explicit form of the Kummer functions but rather from comparison/maximum/positivity properties of second order equations of a particular structure and which may still be within reach.

In this paper we have worked in the class of bounded entire solutions and we could ask whether the Liouville Theorem would hold if we weakened regularity assumptions. However, in many cases weak solutions are in fact smooth like for example in the class of locally Lipschitz continuous functions, see \[1\], Lemma 1. When it comes to admissible asymptotic behaviour of solutions then (depending on \(\lambda\)) their boundedness could be relaxed to a suitable polynomial bound on growth. If however we restrict our attention to the class of smooth positive radial solutions then a much stronger statement can be made as according to Lemma 2.1 in \[13\] (with obvious modifications accounting for \(\lambda \neq 1\)) every such solution is bounded and therefore our Liouville Theorem applies to all positive radial entire solutions without any growth bounds. It would be interesting to check whether the assumption of radial symmetry could be dropped to achieve a level of generality of the celebrated Liouville theorem for positive solutions of the Lane-Emden equation of Gidas and Spruck \[5\].

Finally, it would be interesting to see whether the Liouville property fails in the critical case outside the range specified in our theorem, as this is the only range where it remains undecided whether nontrivial solutions exist or not. In this branch of analysis of partial differential equations it is often the case that a failure of the Rellich-Pohozaev argument is a strong indicator of the existence of nontrivial solutions. The description of failure of definiteness of the matrix field \(A\) in the proof of Proposition \[3\] provides some idea as to the characteristics of possible solutions. In particular for \(n = 4\) we find \(\lambda_* = 2\), i.e. the set of \(\lambda\) for which the Liouville theorem holds is given by \((-\infty,1] \cup \{2\}\). It is an intriguing scenario whereby as we increase \(\lambda > 1\) nontrivial solutions may cease to exist for one value of the parameter only.

**Appendix**

Below we collect a tiny selection of properties of Kummer functions that were used in the preceding calculations. For proofs and further results concerning these remarkable functions an interested reader may consult e.g. \[2\] and \[25\].
Kummer functions are solutions of Kummer’s differential equation

\[ z \frac{d^2 w}{dz^2} + (b - z) \frac{dw}{dz} - aw = 0, \]

where \( a, b, z \in \mathbb{C} \). In our context however it suffices to restrict our attention to the real case, \( z = \xi \in \mathbb{R} \) with \( a, b \in \mathbb{R} \) and \( b > 0 \).

There exists an analytical solution given by the series

\[ M(a, b, \xi) = 1 + \frac{a}{b} \xi + \frac{(a)_2 \xi^2}{(b)_2} 2! + \cdots + \frac{(a)_m \xi^m}{(b)_m m!} + \ldots, \quad (A.1) \]

where

\[ (a)_m = a(a + 1)(a + 2) \ldots (a + m - 1), \quad (a)_0 = 1. \]

Observe that when \( a \) is a nonpositive integer \( M(a, b, \xi) \) reduces to a polynomial.

By performing a quadratic substitution, \( \xi = \frac{r^2}{4} \), we find that \( M \left( a, b, \frac{r^2}{4} \right) \) solves the Hermite equation of the form

\[ u'' + \left( 2b - 1 \frac{r}{2} \right) u' - au = 0 \quad \equiv \quad \left( r^{2b-1} \rho u' \right)' - a\rho r^{2b-1} u = 0 \quad (A.2) \]

for \( r > 0 \) and with \( u(0) = 1 \), which in turn is a radial case of the equation

\[ \frac{1}{\rho} \nabla \cdot (\rho \nabla u) + \frac{2b - n}{|x|^2} \langle \nabla u, x \rangle - au = 0 \quad (A.3) \]

on \( \mathbb{R}^n \).

There are three features of Kummer functions that we take advantage of:

- special identities:

\[ \frac{\partial}{\partial \xi} M(a, b, \xi) = \frac{a}{b} M(a + 1, b + 1, \xi), \]

\[ e^{-\xi} M(a, b, \xi) = M(b - a, b, -\xi), \]

\[ \frac{a}{b} M(a + 1, b + 1, \xi) = M(a, b, \xi) - \frac{b - a}{b} M(a, b + 1, \xi), \]

\[ M(a, b, \xi) = M(a - 1, b, \xi) + \frac{\xi}{b} M(a, b + 1, \xi), \]

\[ M(b, b, \xi) = e^\xi, \]

\[ M(0, b, \xi) = 1; \]
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• asymptotic behaviour as $\xi \to +\infty$:

\[
M(a, b, \xi) = \begin{cases} 
\frac{\Gamma(b)}{\Gamma(a)} e^{\xi} \xi^{a-b} \left[ 1 + \mathcal{O}(\xi^{-1}) \right] & \text{when } a \neq 0, -1, -2, \ldots, \\
\frac{(b)_k}{(a)_k} \xi^k \left[ 1 + \mathcal{O}(\xi^{-1}) \right] & \text{when } -a = k \in \mathbb{N};
\end{cases} \tag{A.5}
\]

• roots: when $a, b \geq 0$ there are no positive roots of $M(a, b, \xi)$. Let $\pi(a, b)$ be the number of positive zeroes for $M(a, b, \xi)$, then

\[
\pi(a, b) = \begin{cases} 
0 & \text{when } a \geq 0, b \geq 0, \\
[-a] & \text{when } a < 0, b \geq 0.
\end{cases} \tag{A.6}
\]

Roots are simple so that $M(a, b, \xi)$ changes sign when passing through zero.

Acknowledgements

This work was supported by the Polish National Science Center, grant no 2017/26/D/ST1/00614.

References

[1] H. Brézis and L. Nirenberg. Positive solutions of nonlinear elliptic equations involving critical Sobolev exponents. Comm. Pure Appl. Math., 36(4):437–477, 1983.

[2] H. Buchholz. The confluent hypergeometric function with special emphasis on its applications. Translated from the German by H. Lichtblau and K. Wetzel. Springer Tracts in Natural Philosophy, Vol. 15. Springer-Verlag New York Inc., New York, 1969.

[3] C. J. Budd and Y-W. Qi. The existence of bounded solutions of a semilinear elliptic equation. J. Differential Equations, 82(2):207–218, 1989.

[4] S. Filippas and R. V. Kohn. Refined asymptotics for the blowup of $u_t - \Delta u = u^p$. Comm. Pure Appl. Math., 45(7):821–869, 1992.

[5] B. Gidas and J. Spruck. Global and local behavior of positive solutions of nonlinear elliptic equations. Comm. Pure Appl. Math., 34(4):525–598, 1981.

[6] Y. Giga. On elliptic equations related to self-similar solutions for nonlinear heat equations. Hiroshima Math. J., 16:539–552, 1986.

[7] Y. Giga and R. V. Kohn. Asymptotically self-similar blow-up of semilinear heat equations. Comm. Pure Appl. Math., 38(3):297–319, 1985.

[8] Y. Giga and R. V. Kohn. Characterizing blowup using similarity variables. Indiana Univ. Math. J., 36(1):1–40, 1987.

[9] Y. Giga and R. V. Kohn. Nondegeneracy of blowup for semilinear heat equations. Comm. Pure Appl. Math., 42(6):845–884, 1989.
[10] A. R. Gover and B. Ørsted. Universal principles for Kazdan-Warner and Pohozaev-Schoen type identities. *Commun. Contemp. Math.*, 15(4):1350002, 27, 2013.

[11] M. A. Herrero and J. J. L. Velázquez. A blow up result for semilinear heat equations in the supercritical case. *preprint*, 1994.

[12] A. E. Kogoj, E. Lanconelli, and E. Priola. Harnack inequality and Liouville-type theorems for Ornstein-Uhlenbeck and Kolmogorov operators. *Mathematics in Engineering*, 2(4):680–697, 2020.

[13] N. Mizoguchi. Nonexistence of backward self-similar blowup solutions to a supercritical semilinear heat equation. *J. Funct. Anal.*, 257(9):2911–2937, 2009.

[14] C. S. Morawetz. The decay of solutions of the exterior initial-boundary value problem for the wave equation. *Comm. Pure Appl. Math.*, 14:561–568, 1961.

[15] A. L. Peletier, D. Terman, and B. F. Weissler. On the equation $\Delta u + \frac{1}{2} x \cdot \nabla u + f(u) = 0$. *Arch. Rational Mech. Anal.*, 94(1):83–99, 1986.

[16] M. Picone. Sui valori eccezionali di un parametro da cui dipende un’equazione differenziale lineare ordinaria del second’ordine. *Annali della Scuola Normale Superiore di Pisa - Classe di Scienze*, Ser. 1, 11, 1910.

[17] P. Plecháč and V. Šverák. Singular and regular solutions of a nonlinear parabolic system. *Nonlinearity*, 16(6):2083–2097, 2003.

[18] S. I. Pohožaev. On the eigenfunctions of the equation $\Delta u + \lambda f(u) = 0$. *Dokl. Akad. Nauk SSSR*, 165:36–39, 1965.

[19] E. Priola and J. Zabczyk. Liouville theorems for non-local operators. *Journal of Functional Analysis*, 216(2):455–490, 2004.

[20] M. H. Protter. New boundary value problems for the wave equation and equations of mixed type. *J. Rational Mech. Anal.*, 3:435–446, 1954.

[21] P. Pucci and J. Serrin. A general variational identity. *Indiana Univ. Math. J.*, 35(3):681–703, 1986.

[22] F. Rellich. Darstellung der Eigenwerte von $\Delta u + \lambda u = 0$ durch ein Randintegral. *Math. Z.*, 46:635–636, 1940.

[23] X. Ros-Oton and J. Serra. The Pohozaev identity for the fractional Laplacian. *Arch. Ration. Mech. Anal.*, 213(2):587–628, 2014.

[24] P. Sjögren. Operators associated with the Hermite semigroup – a survey. *Journal of Fourier Analysis and Applications*, 3(1):813, 1997.

[25] F. G. Tricomi. Über die Abzählung der Nullstellen der konfluenten hypergeometrischen Funktionen. *Math. Z.*, 52:669–675, 1950.