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ABSTRACT

Two traditional bias correction techniques: (1) systematic mean correction (SMC) and (2) systematic least-squares correction (SLC) are extended and applied on sea-surface temperature (SST) decadal forecasts in the North Pacific produced by Climate Forecast System version 2 (CFSv2) to reduce large systematic biases. The bias-corrected forecast anomalies exhibit reduced root-mean-square errors and also significantly improve the anomaly correlations with observations. The spatial pattern of the SST anomalies associated with the Pacific area average (PAA) index (spatial average of SST anomalies over 20°–60°N and 120°E–100°W) is improved after employing the bias correction methods, particularly SMC. Reliability diagrams show that the bias-corrected forecasts better reproduce the cold and warm events well beyond the 5-yr lead-times over the 10 forecasted years. The comparison between both correction methods indicates that: (1) prediction skill of SST anomalies associated with the PAA index is improved by SMC with respect to SLC and (2) SMC-derived forecasts have a slightly higher reliability than those corrected by SLC.
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1. Introduction

The successful assessment of decadal climate variability ultimately depends on the climate forecasting models’ ability to simulate, at a minimum, the decadal variations in atmospheric and oceanic variables. The decadal predictions are typically obtained by running coupled general circulation models (CGCMs) in forecasting mode (i.e. initialised from actual observed atmospheric and oceanic states) and bridge the gap between the seasonal forecasts and climate projections. Toward that goal, a part of the Coupled Model Intercomparison Project phase 5 (referred to as CMIP5 hereafter) initiative explores the possibility of decadal predictability typically on 10- to 30-yr time scales (Meehl et al., 2009). Even though they are initialised from state-of-the-art observed states, decadal forecasts tend to drift from the observed state to the model preferred-state due to the initial adjustment of surface fluxes exchanged between model components (e.g. Doblas-Reyes et al., 2011; Gupta et al., 2012). Therefore, forecast skill of CGCMs over one to three decades should be evaluated to understand the magnitude and direction of model drift compared with the observations. Several evaluation metrics were provided in the current literature along with suggestions to correct the model drift from the observed state (e.g. Corti et al., 2012; Kharin et al., 2012; Goddard et al., 2013). This is an important step in understanding the current models’ ability to capture the observed decadal variability. To some extent, the Coupled Model Intercomparison Project phase 3 (CMIP3) participating CGCMs simulated global temperatures that show good resemblances to the observed patterns on decadal time scales (Hegerl et al., 2007). However, the forecast skill of these decadal predictions is affected by a broad spectrum of uncertainties, which yield large error ranges.

Prediction skills up to a decade are reported in the North Pacific and North Atlantic upper ocean heat content forecasts using several climate change scenario experiments obtained from the Community Climate System Model (Branstator and Teng, 2010). Using long control integrations of six coupled models, Branstator et al. (2012) found
that decadal predictability of subsurface ocean temperature varies from 4 to 10 yr in the North Pacific and from 5 to 19 yr in the North Atlantic. Using ensembles that are obtained by initialising the latest version of the Community Climate System Model at different starting times in the late 20th century, Yeager et al. (2012) showed that simulated upper ocean heat content and sea-surface temperatures (SSTs) are predictable up to a decade in the North Atlantic. Several hindcast experiments using CGCMs show that the SST in several parts of the North Pacific is predictable up to a decade (Mochizuki et al., 2009; Chikamoto et al., 2012). Prediction skill up to a decade is evident in Indian Ocean SST using ensemble decadal forecasts (Guemas et al., 2013). Model initialisation and accounting for the greenhouse gas concentration along with the volcanic emissions are found to be important sources of decadal predictability (Van-Oldenborgh et al., 2012).

One example of decadal variability of the climate system is the Pacific Decadal Variability (PDV) observed in the SST anomalies over the North Pacific region encompassing 20°–60°N and 120°E–100°W. PDV has dominant influences on continental climate in North America and Asia that are established through teleconnection patterns (Ge and Gong, 2009; Mochizuki et al., 2009; Katz et al., 2011). SST anomaly changes associated with PDV are often characterised by strong atmosphere–ocean variations (Trenberth and Hurrell, 1994) and consist of a combination of several physical modes (Deser et al., 2010). Decadal forecast skill of CGCMs depends partly on the models’ ability to reliably simulate PDV and other SST anomaly variations (Meehl et al., 2009) such as the Interdecadal Pacific Oscillation (IPO; Power et al., 1999) and variations captured by the North Pacific Index (NPI; Deser et al., 2004).

CGCMs are known for their large systematic ocean biases in the tropical Pacific (Mechoso et al., 1995; Large and Danabasoglu, 2006) and large-scale atmospheric biases (John and Soden, 2007) globally. Moreover, the full-field initialisation strategy used in the CGCMs prompts for bias correction (Stockdale, 1997). Therefore, such biases need to be removed prior to the assessment of the skill of PDV. However, so far, the applicability of bias-correction methods to reduce the large-scale systematic biases in decadal forecasts is not well explored.

Bias-correction methods are widely used to assess the prediction skill of forecasts ranging from short-term weather forecasts to climate-projection scenarios because the raw forecasts are usually developed in the model climate that is often different from the observations. A mean correction (Richardson, 2001) and a least-square-based correction method (Atger, 2003) are frequently employed in reducing the biases in operational weather forecasts. Interseasonal to climate-projection model data-sets (e.g. Intergovernmental Panel on Climate Change projections; Meehl et al., 2007) are typically corrected based on empirical orthogonal functions (EOF)-based bias correction techniques (e.g. Dosio and Paruolo, 2011; Feudale and Tompkins, 2011). Typically, the EOF-based bias-correction methods are performed on large samples of data to achieve statistically robust results; therefore, they are not widely used in correcting systematic biases of limited-sample operational forecast data.

The EOF-based bias-correction methods may not be considered as optimal choices to be applied on decadal forecasts of CGCMs due to limited sample sizes. The CMIP5 protocol requires the decadal forecasts obtained by CGCM experiments be initialised 5 yr apart and run for 10 yr each. The PDV/NPI/IPO index is usually estimated from monthly SST anomalies, and thus each run produces only 120 monthly forecasts. Therefore, the number of degrees of freedom available in these samples is not enough for a robust description of decadal variability using EOF-based techniques.

In this study, the main objective is to explore the possibility of applying the mean correction method (Richardson, 2001) and the least-square method (Atger, 2003) to the decadal forecasts of North Pacific-SST anomalies. The decadal variability is estimated based on an index that is constructed by averaging SST anomalies over 20°–60°N and 120°E–100°W, and referred to as Pacific area average (PAA) hereafter. The bias-corrected forecasts are compared with the original forecasts for improvements in the areas of deterministic predictability and forecast reliability of this index. The bias-correction methods are tested for the forecast skill in simulating seasonal and annual SST anomalies.

The manuscript is organised as follows. The datasets used in this study, the bias-correction methods, and the deterministic and probabilistic prediction diagnostics are explained in section 2, results are discussed in section 3 and the conclusions are summarised in section 4.

2. Data and methodology

The dataset used in this study consists of monthly SSTs produced by Climate Forecasting System version 2 (referred to as CFS hereafter; Saha et al., 2013). The spatial resolution of CFS forecasted SSTs is 0.5° in the zonal direction, 0.25° in the meridional direction from 10°S to 10°N but progressively decreases to 0.5° from 10° to 30°, and is fixed at 0.5° beyond 30°N (Saha et al., 2010). Ten numerical experiments are initialised in the November of 1980, 1981, 1983, 1985, 1990, 1993, 1995, 1996, 1998 and 2000. Each experiment is carried out for 10 yr and has four ensemble members. In all of the CFS experiments, the ocean and the atmosphere components
are ‘full-field’ (Kharin et al., 2012; Goddard et al., 2013) initialised with CFS reanalysis data (Saha et al., 2013). The observed SSTs, used for verification are obtained from extended reconstructed data as discussed by Smith et al. (2008). The annual anomalies of any generic experiment X that is initialised in year ‘y’ are computed for each ensemble member ‘e’ and for each lead-time ‘L’ as:

\[
X'_{y,e}(L) = X_{y,e}(L) - \frac{1}{N_L} \sum_{y=1}^{N_y} \sum_{e=1}^{N_e} X_{y,e}(L),
\]

where \( N_L \) denotes the total number of lead-times and \( N_e = 4 \) represents the total number of ensemble members.

The corresponding anomalies of observations are estimated as

\[
O'_{y,L}(L) = O_{y,L}(L) - \frac{1}{N_L} \sum_{y=1}^{N_y} O_{y,L}(L).
\]

Similarly, for each ensemble member, the seasonal anomalies are estimated by subtracting the annual cycle (Narapasetty et al., 2009) from the respective experiments’ mean-ensemble monthly data, and averaging the monthly anomalies of respective seasons. Furthermore, these seasonal data are smoothed to remove high-frequency variability by applying a smoothing procedure as described by Trenberth and Hurrell (1994). Hereafter, the smoothed seasonal anomalies are referred to as seasonal anomalies for brevity.

In the case of annual anomalies, the total number of lead-times \( N_L = 10 \), and for the seasonal anomalies \( N_L = 40 \). In this study, the anomalies are estimated for each experiment individually, with respect to its ensemble mean. However, there are other ways to estimate the anomalies from a group of systematic model forecasts. For example, Corti et al. (2012) estimated the anomalies as a function of lead-time from all the available experiments. In Corti et al. (2012), the systematic model error in estimating the anomalies of a particular forecast is calculated by dropping that particular forecast from the mean-calulation.

In this study, we adopt definition (1) for the following reasons: (a) it is consistent with the calculation of anomalies based on the observations, (b) it reflects the forecast anomaly for the forecasted period and (c) it is applicable to both hindcasts and forecasts, which will have different external forcings.

\[ \text{2.1. Bias-correction methods} \]

In this study, the mean correction (Richardson, 2001) and the least-squares correction (Atger, 2003) methodologies are extended to identify systematic biases in a group of decadal forecasts produced by the CFS version 2. In the systematic mean correction (referred to as SMC hereafter) and the systematic least-squares correction (referred to as SLC hereafter) methods, the SST in each ensemble member of the decadal forecast experiment is corrected by a term calculated based on the ensemble mean of all the available experiments (referred to as the grand ensemble mean, \( N_e \times N_y = 40 \)). The purpose of the correction is to identify common systematic errors that occur in most of the experiments and then correct each experiment to eliminate these biases. In this study, the bias-correction methods are applied to the total fields followed by the estimation of anomalies as defined by eq. (1). The bias-correction methods operate under the assumption that, in all the CFS decadal forecasts, the SST variability due to the external forcing is consistent with observations, and therefore, the external forcing is not a source of uncertainty.

In both SMC and SLC methods, the SST field is corrected as a function of lead-time ‘L’:

\[
X'_{y,e}(L) = X_{y,e}(L) + \text{COR}(L),
\]

The superscript ‘c’ represents corrected data, and the lead-time \( L = 1 \ldots N_L \).

In the SMC method, the correction term is estimated as

\[
\text{COR}(L) = \left[ \frac{1}{N_y} \sum_{y=1}^{N_y} O_{y,L}(L) - \frac{1}{N_L} \sum_{y=1}^{N_y} \sum_{e=1}^{N_e} X_{y,e}(L) \right],
\]

where \( N_y \) refers to the total number of experiments and \( N_y = 10 \). The correction term COR estimates how much the mean state of all the \( N_y \) experiments, represented by the ensemble mean, is different from that of observations. This difference is assumed to represent the mean systematic bias that is commonly present in all the forecasts. A limitation of this method is that the compensating errors that identify the systematic bias can be smaller than the actual error. The bias correction in the SMC method is performed by subtracting this mean systematic bias from each ensemble member.

The COR computed in the SMC method is same as the model drift that was used in correcting the model forecasts as discussed by the International CLIVAR Project Office (ICPO, 2011). Goddard et al. (2013) estimated the bias-corrected total fields by subtracting this model drift.

If the anomalies are estimated based on lead forecasts in the bias-corrected total fields, then the resulting anomalies are the same as the ones obtained from the uncorrected forecasts. In this study, to distinguish between the uncorrected and corrected anomalies, the anomalies are estimated according to eq. (1) and as explained thereafter.
In the SLC method, the correction term is estimated as

\[ \text{COR}(L) = (x - 1) \left[ \frac{1}{N_x} \frac{1}{N_y} \sum_{x=1}^{N_x} \sum_{y=1}^{N_y} X_{xy}(L) \right] + \beta, \]  

where \( x \) and \( \beta \) are determined by applying the least-square method to estimate the best linear fit of the form:

\[ \frac{1}{N_y} \sum_{y=1}^{N_y} O_y(L) = x \left[ \frac{1}{N_x} \frac{1}{N_y} \sum_{x=1}^{N_x} \sum_{y=1}^{N_y} X_{xy}(L) \right] + \beta. \]

In the SLC method, the bias correction is carried out in two steps. In the first step, the least-square representation of forecast’s mean state is obtained by linearly fitting the grand ensemble mean of the SST forecasts with the observations at all lead-times, producing least-square (scalar) parameters \( x \) and \( \beta \). In the second step, at each lead-time, the correction term is estimated as the difference between the actual and the least-square representation of the mean state forecasts. Therefore, the correction term is a measure of the difference between the mean state of all ensemble members in the available experiments and their best linear fit to the observations. Bias correction is performed by subtracting this correction term from each individual ensemble forecast.

The correction methods applied here do not account explicitly for the long-term trends as studied by Kharin et al. (2012) due to the fact that the decadal forecasts in this study cover only the period from 1980 to 2010.

2.2. Deterministic and probabilistic prediction diagnostics

The model skill of forecasting the PAA index is evaluated using deterministic measures such as anomaly
correlation (ACOR) and root mean square error (RMSE), which are calculated as

\[
ACOR(L) = \frac{\sum_{j=1}^{N} X_j(L)O_j(L)}{\sqrt{\sum_{j=1}^{N} X_j^2(L)\sum_{j=1}^{N} O_j^2(L)}}, \quad \text{and} \quad (7)
\]

\[
RMSE(L) = \frac{1}{N_y} \sum_{j=1}^{N_y} \left[ X_j(L) - O_j(L) \right]^2. \quad (8)
\]

where ‘L’ denotes the lead-time. In this study, both year and season are considered for L. ‘X’ represents the ensemble mean and the primes of ‘X’ denote that the diagnostics are performed on the PAA index as calculated from the uncorrected, SMC-corrected and SLC-corrected SST anomalies. Note that the SMC and SLC corrected SST anomalies are obtained by correcting the total SST field before estimating the anomalies.

The RMSE and the ACOR determine how different the forecasts are from observations and are typically used in evaluating forecast skills. Other deterministic measures include the ensemble spread (SPR) and the discrete autocorrelation function referred to as the persistent forecast correlation (PFC), and they are calculated as:

\[
SPR(L) = \sqrt{\frac{2}{N_e(N_e - 1)} \sum_{j=1}^{N_e} \sum_{j=1}^{N_e} [X_j(L) - X_j'(L)]^2}, \quad \text{and} \quad (9)
\]

\[
PFC(P) = \frac{1}{N_e^2} \frac{1}{N_e} \sum_{j=1}^{N_e} \sum_{j=1}^{N_e} \frac{\sum_{L=1}^{N_e-P} X_j(L)X_j'(L + P)}{\sigma_j(L)\sigma_j(L + P)}, \quad (10)
\]

\[
\sigma_j(L) = \sqrt{\frac{\sum_{L=1}^{N_e-P} X_j(L)}{N_e-P}}, \quad \sigma_j(L + P) = \sqrt{\sum_{L=1}^{N_e-P} X_j^2(L + P)}
\]

where the lag \( P = 0, \ldots, \frac{L}{2} \). SPR is usually used as a metric to understand the potential prediction skill of model forecasts (Buizza, 1997). PFC of observations is used to detect non-random processes and provides an estimate of the length of process memory.

Fig. 2. Same as Fig. 1, but for seasonal anomalies.
(von Storch and Zwiers, 1999). For a model, a slow decaying PFC can be associated with the model drift or model errors.

The probabilistic skill of the forecasts is evaluated using the reliability diagrams (Wilks, 1995). Reliability diagrams are used to evaluate the model’s ability to forecast a particular event based on the probability in capturing an observed extreme event among the model ensembles. The information provided by reliability diagrams is two-fold. First, it reveals the probability that a group of model ensembles forecast a particular event and, secondly, the probability obtained by the first step is compared against the observational occurrence of the event to understand the forecast reliability. The synthesis of these two steps provides a basis for assessing the forecasts’ probabilistic reliability to predict an event at the same frequency as that event being observed.

The reliability diagrams can be studied on gridded data (Barnston et al., 2003) as well as on area specific indices such as Niño 3.4 (Saha et al., 2006). In this study, the reliability diagrams are constructed at each grid point due to the relatively small number of available ensembles, which limits the applicability of probabilistic verifications in evaluating the forecast skill (Kumar et al., 2001). The reliability of the forecasts is studied optimally based on five forecast probability bins falling in the 0.0, 0.25, 0.5, 0.75 and 1.0 probability categories. Note that the reliability diagrams can be constructed for any lead-instance in the forecast range or certain average period of forecasts (e.g. Corti et al., 2012). In this study, the reliabilities of individual annual forecasts are explored.

3. Results and discussion

Figure 1a shows the PAA index calculated by using the annual SST anomalies predicted by the model and from the observations. During the first 2 yr, the simulated PAA index is warmer than in the observations. This is the case for the ensemble mean and most of the ensemble members. This systematic warm bias is effectively reduced when the CFS forecasts are corrected with the SMC and SLC methods, as shown in Fig. 1b and 1c, respectively. Similar results are noticed when the corrections are applied to the seasonal SST anomalies (Fig. 2). However, an apparent warming drift is manifested by the correction methods in experiments six and eight (Figs. 1 and 2). This unrealistic drift could be attributed to the smaller sampling of decadal forecasts which impose an apparent conditional nature on prediction skill as discussed by Goddard et al. (2013) and Meehl et al. (2013).

Figure 3 shows the RMSE of the annual forecasts and √2 times standard deviation (referred as SQO hereafter) of the observations as a function of lead-time. The SQO indicates the limit of the saturation for error growth in RMSE beyond which the prediction skill is undetectable (Stan and Kirtman, 2008). The RMSE of the uncorrected annual PAA index is much higher than the SQO, especially during first 2 yr. This suggests that there is no decadal prediction skill detectable in the CFS forecasts. However, the SPR calculated for the CFS forecasts is lower than the SQO in the latter half of the decade, indicating that CFS model has decadal potential predictability at longer lead-times. Therefore, the lack of prediction skill of the CFS simulations may be due to the systematic biases in SSTs, which could explain the large values of the RMSE of the forecasts. The SMC and SLC methods demonstrate that systematic biases indeed reduced the prediction skill of the CFS ensembles. In Fig. 3, the RMSE of the corrected forecasts using the SMC method and green line represents the RMSE of the corrected forecast using the SLC method. Note that the model spread is unchanged after the correction. The grey line depicts the √2 times the standard deviation of the observations.
ocean initial conditions used for the initialisation of the CFS forecasts, and the observed SSTs used in the validation. This feature is also present in the RMSEs of seasonal anomalies. Figure 4 is similar to Fig. 3, except that all the calculations are performed using seasonal anomalies. The RMSE and SPR on seasonal scales are very similar to that calculated using annual anomalies (compare Figs. 3 and 4).

The ACOR of annual anomalies is significantly improved after employing the correction methods (Fig. 5). A Monte-Carlo approach is used to check the statistical significance of the improvements noticed in the corrected forecasts. A sample of $10^4$ similar to CFS forecasts, but chosen from random numbers of normal distribution with zero mean and unit variance, are selected. All these samples are corrected with the SMC and SLC methods based on another similar random number sample chosen as observations. The ACOR is computed between each of the random $10^4$ samples and the random sample selected as observation before and after each of the bias-corrections is performed. The improvements in the ACOR at the 95th percentiles are captured for each of the correction method as difference between ACOR values before and correction at 95th percentile levels. These values represent 5% significant differences that are expected from performing correction on a random time-series. In our study, the ACORs computed with the SMC and SLC methods are examined to detect an improvement at any lead year beyond the corresponding 5% significant differences. This is achieved by examining whether the differences of ACOR for each of the SMC and SLC methods compared to uncorrected forecasts is higher than at least the corresponding 5% significant difference derived from Monte-Carlo approach.

Note that the Monte-Carlo approach used here to identify the threshold for 5% significant ACOR values is different from a traditional $t$-test (Kim et al., 2012; Mochizuki et al., 2012).

The persistence in the corrected forecasts is slightly reduced from that in the uncorrected forecasts (Fig. 5). The higher PFC of CFS forecasts partly explains the higher RMSE between CFS forecasts and observations. After correction, the persistence decreases more rapidly than in the uncorrected forecasts but the correlation values are still higher when compared to the observations. The ACOR and PFC analyses show that the correction methods significantly improved annual ACORs and adjusted the magnitude of PFC towards the observations. Similar significant improvements are also observed by bias-correcting the seasonal forecasts (Fig. 6).

Regression of the SST anomaly forecasts in the PDV region on the corresponding PAA index reveals that SMC method produces a realistic covariability of SST anomalies with PAA index. Figure 7 shows the regression of seasonal SST anomaly forecasts on the corresponding PAA index averaged over all available cases. In the observations, there are two areas with positive coefficients from linear regression that are present in the west and the eastern half of the PDV region and negative coefficients are present along the

---

**Fig. 4.** Similar to three, except the RMSEs and SPRs are calculated using seasonal anomalies.

**Fig. 5.** Anomaly correlations (solid line) of the uncorrected forecasts (black) and corrected forecasts (SMC method in red, and SLC method in green). The circles on the red and green solid lines show the 5% significant values of the correlation difference. The dashed lines show persistence forecasts for the uncorrected ensembles in black, SMC corrected in red, SLC corrected in green and the observations in grey lines. X-axis labels show the lead years. The grey horizontal line is drawn in the plot to highlight the transformation of negative to positive correlation after employing the bias corrections.
Ny out of the correction term is estimated by removing one experiment in cross-validation mode as follows. In each method, the correcting decadal predictions.

The SLC method diminishes the negative biases and also improves the weak-positive linear regression coefficients (Fig. 7d). The SMC method extensively reduces the erroneous negative correlation present in the uncorrected forecasts, and robustly improves the weak-positive coefficients from linear regression (Fig. 7c). The regression and correlation patterns (not shown) indicate that the spatial variability in the SST anomalies associated with the PAA index is improved with the SMC method compared to the SLC method. The spatial regression patterns suggest that the assumption of linear trend in the model drift as was assumed in the SLC method is not particularly suitable for correcting decadal predictions.

The robustness of the SMC and SLC methods is verified in cross-validation mode as follows. In each method, the correction term is estimated by removing one experiment out of the $N_i$ available experiments, and this correction term is used to correct the bias in the experiment not included in the calculation of correction. After bias correcting each experiment this way, the RMSEs are computed against the observations and this represents the cross-validation error (CVE). Figure 8 shows the CVE as calculated for both correction methods along with the RMSEs. The RMSE and CVE values change very slightly in each of the correction methods suggesting the robustness of these bias correction methods. To test further whether the ensemble mean computed in eqs. (4) and (5) did not lead to overfitting the data (estimate higher parameters), the mean of $N_i$ experiments is computed using various number of harmonics ($H = 1, 2, 3$ and 4) as described in Narapusetty et al. (2009). Cross-validation procedure is repeated each time when the correction term [eqs. (4) and (5)] is computed using a different number of harmonics. The resulting CVE (not shown) revealed that the ensemble mean computed as a simple averaging did not lead to data over-fitting. Therefore, the simple averaging is not a problem in correcting the biases in annual anomalies of decadal forecasts. The similar conclusion is also reached when the cross validation technique is applied on seasonal anomalies (not shown). Though the robustness of the SMC and SLC methods examined in this study is satisfactory in terms of a cross-validation approach, the limited sampling size of the available ensembles poses uncertainty in the robustness of cross-validation (Gangstø et al., 2013).

Figure 9 shows the reliability diagrams of CFS and corrected forecasts for lead years one, two, six and eight. In this reliability diagram, the condition for the forecast probability versus observation frequency is that SST anomalies in the individual forecasts are higher than half of the standard deviation of the CFS ensembles. Concurrently, matching observations are higher than half of the standard deviation of observations. This scenario diagnoses model’s ability to capture the warmer events. The grey diagonal line in all the panels indicates that model forecasts reproduce the event at the same frequency as it occurs in the observations and should be considered as a reference for perfect reliability. The reliability diagram depicts the curve for the probability bins selected at 0.0, 0.25, 0.5, 0.75 and 1.0. Curves above the perfect reliability line indicate that the model under-predicts the event, whereas curves located below denote that the model gives false alarms by reproducing the event with high probability. Generally, a flat reliability curve compared to the ideal-scenario grey line, indicates over-confident and consistently false-alarmed nature of forecasts (Barnston et al., 2003). The number of events that fall in the probability bins 0.0, 0.25, 0.5, 0.75 and 1.0 are shown in histograms (Fig. 9). The number of events falling in the bins of histogram reveals the sampling size of the statistic in study. The reliability curves in conjunction with the histograms reveal distribution of probabilities of the event to occur.

The reliability diagrams of the warm events in the first and second lead years (Fig. 9a and 9b) show an improvement in the probabilistic skill of the corrected forecasts. The reliability diagrams shown in Fig. 9c and 9d for the six and eight lead years, respectively, underscore the improvements in the forecast probability at longer lead-times in the bias corrected forecasts. The similar improvements are also examined in the other years (not shown). In all the lead years, the reliability curves of the uncorrected forecasts are flatter compared to the SMC and SLC derived forecasts.
This indicates that CFS produces forecasts with longer persistence, which is consistent with the PFC analysis (see Fig. 5). The reliability diagrams for cold events (not shown) also reveal that the bias correction methods slightly improve the reliability of the probabilistic forecast skill. The reliability of SMC derived forecasts is similar to the SLC derived forecasts in the first lead year, however, for the later lead years, the former is slightly better than the latter (e.g. Fig. 9b, 9c and 9d). The histograms reported in each lead year (Fig. 9) indicate sufficiently larger sampling of events across the probability bins.

The higher number of warmer events as recorded in the histograms of uncorrected forecasts during the first 2 yr (in Fig. 9a and 9b) are related to the uncorrected forecast’s warm-bias in the first few years in most of the experiments (Fig. 1a). In years 6 and 8, the number of warm events of high probability bin in the histograms is reduced (Fig. 9c and 9d) due to the consistency in occurrence of colder events among the forecast ensembles (Fig. 1). The lack of sharpness in the histograms, in particular lesser events recorded in the bin that indicate probability one (Fig. 9b, 9c and 9d)

Fig. 7. Regression of SST anomalies on PAA (°C/°C) using (a) observations, (b) uncorrected forecasts, (c) SMC and (d) SLC methods.

Fig. 8. Red and green lines depict the RMSE as calculated using SMC and SLC methods, and grey and black lines represent the cross validation error (CVE) for SMC and SLC methods, respectively.
indicates the higher ensemble spread with respect to observations. The sharpness of histograms did not improve with the correction, as the model spread is very similar among corrected and uncorrected forecasts (Fig. 3). However, for each of uncorrected, SMC and SLC forecasts, a larger number of samples are included in each probability bin of histograms, therefore, the lack of sharpness does not affect the conclusions of reliability.

Fig. 9. The black, red and green lines in left column of panels show the forecast reliabilities for the uncorrected, SMC and SLC-corrected forecasts, respectively, in lead years (a) one, (b) two, (c) six and (d) eight. The condition for the forecast probabilities is described in the text. In all the panels, the grey diagonal line corresponds to the ideal scenario for perfect reliability. The three histograms identified with corresponding colours, placed next to each panel show the number of forecast events (in that particular lead year) organised in probability bins of 0, 0.25, 0.5, 0.75 and 1.0 shown with bin numbers 1–5, respectively.
Annual anomalies generally consider only the low-frequency part of the variability, and the reliability of the extreme annual forecasts obtained by applying the forecast reliability techniques may not necessarily be extrapolated to the reliability of the seasonal forecast predictions of the model. To understand the relationship between the reliabilities of seasonal and annual forecasts, the reliability diagrams for individual seasons are also examined. Figure 10 shows the reliability diagrams for seasonal forecasts simulating the warm events in the observations for the lead year 1. The bias correction methods improved the reliability in the winter and spring seasons compared to the other two seasons. Examining the forecast reliability in capturing cold events also revealed that bias corrected
methods improve the forecast reliability of the winter and spring forecasts compared to summer and fall forecasts (not shown). At the longer lead-seasons (beyond a year), SMC derived forecasts have a slightly higher reliability than the SLC derived forecasts consistent with the conclusions derived based on Fig. 9b, 9c and 9d. Note that the CFS data utilised in this study does not follow the initialised states of CMIP-5 protocol (1960–2005 initialised with 5 yr apart), but, the applications shown here are universal to the decadal forecasts with the caveats of model dependency. In this study, we analysed bias correction methods for SSTs in the Northern Pacific; however, these methods are also applicable to SSTs in the other regions as well as for any other variable.

4. Conclusions

The main goal of this study is to understand to what extent bias correction methods can improve the decadal forecast skill. Decadal hindcasts/forecasts represent a new type of numerical experiment in an attempt to extend the existing forecasting capabilities to decadal timescales. Toward that goal, a SMC and a least-square bias correction method are explored for the possible reduction of the impact of model systematic errors in forecasting the north Pacific SST variability. The forecasts are produced by the Climate Forecasting System version 2, a state-of-the-art forecast system. The two correction methods used in this study are routinely used to reduce biases in short-term weather forecasts. The improvement in the prediction skill of forecasting north Pacific SST anomalies is evaluated with both deterministic and probabilistic diagnostics.

The results show that the bias corrected methods significantly reduce the RMSEs of seasonal and annual north Pacific SST forecasts, and thereby improve the forecast skill of PAA index that is constructed as the spatial average of SST anomalies over 20°–60°N and 120°E–100°W. The bias corrected forecasts show significant improvements for most of the lead-times in the ACOR diagnostic. However, a Monte-Carlo significance test reveals that annual bias corrected forecasts show improvements that are statistically significant at the 5% level in forecasts for longer lead-time than do the seasonally averaged forecasts. This result suggests that both the annual and seasonal forecasts do benefit from the bias correction methods in terms of forecasts skill. The uncorrected CFS forecasts exhibit stronger persistence compared to observations indicating the existence of model systematic bias. Our results also indicate that this persistence is reduced with bias correction methods. The regression analysis and correlation between SST anomalies and corresponding PAA index in the PDV region show much improved spatial patterns in the bias corrected forecasts.

The reliability in forecasting warmer and colder SSTs is also improved with the bias correction. The reliability diagrams reveal that, compared to the uncorrected forecasts, the bias-corrected seasonally and annual SST anomaly forecasts are more reliable in capturing both warm and cold extreme events up to eight of the 10 forecasted years. Reliability diagrams also suggest that the bias corrected winter and spring seasonal forecasts contribute more to the forecast reliability than do summer and fall forecasts.

The comparison between SMC and SLC bias correction methods indicates that the forecast skill of the SMC derived SST anomalies is slightly better than that of the SLC method. The SMC derived SST anomalies also reproduce extreme events more reliably. The regression and correlation patterns (not shown) indicate that the SMC method reproduces the spatial pattern in the SST anomalies associated with the PAA index compared to the SLC method.

The correction methodology in this study assumes that, in all the CFS decadal forecasts, the SST variability due to the external forcing is consistent with observations, therefore, the external forcing is not a source of uncertainty. This is a reasonable assumption given the short span of the initial states of the forecasts discussed in this study. However, if the forecasts to be corrected cover periods with different external forcing it is required to perform a trend correction (Kharin et al., 2012) before applying the bias-correction techniques discussed in this study.

This study is aimed at improving the decadal forecast skills by correcting model systematic biases. Therefore, the improvements in the decadal forecast skill demonstrated with the bias correction methods are applicable to correct the systematic biases of the CMIP5 participating model forecasts.
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