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Abstract
The main focus of this paper is to present an effective numerical method for solving two-dimensional Fredholm integral equations, which appear in many phenomena in physics and engineering. For this purpose, a new set of two-dimensional wavelets is constructed by Legendre polynomials. The properties of the novelty wavelets are studied. The suggested method reduces a two-dimensional Fredholm integral equation to an algebraic equations system. Furthermore, to illustrate uniform convergence and accuracy of these wavelets, some theorems are proved. The method is applied on some examples to confirm its accuracy and computational efficiency.
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1. Introduction
Two-dimensional Fredholm integral equations are appeared in mathematical modeling of various phenomena in physics and engineering. For example, the transport equation, that arises in mathematical modeling of fluid flows, biology, etc., can be formulated as a two-dimensional Fredholm integral equation. This type of integral equations are also developed and used for electromagnetic analysis, specifically for antennas and radar scattering.

This paper considers a linear case of these equations of the form

\[ f(s,t) = g(s,t) + \int_0^{T_2} \int_0^{T_1} k(s,t,x,y) f(x,y) dx dy, \quad (x,y) \in D, \]  

(1)

where \( f(s,t) \) is an unknown function defined on \( D=[0,T_1] \times [0,T_2] \), and the functions \( k(s,t,x,y) \) and \( g(s,t) \) are given functions defined on \( S=\{(s,t,x,y) : 0 \leq x \leq s \leq T_1, 0 \leq y \leq t \leq T_2 \} \), and \( D \), respectively. Moreover, without any loss of generality, we suppose that \( [0,T_1]=[0,T_2]=[0,1] \) because any finite interval \( [0,T] \) can be transformed to \( [0,1] \) by a linear map.

Usually, evaluation of the exact solution of integral equations by analytical methods may be difficult, so the numerical methods has a great appeal for mathematicians.

In comparison of one-dimensional integral equations, few numerical methods are known for approximating solution of equation (1). Hanson et al. proposed numerical solution of two-dimensional integral equations using linear elements. Guoqiang et al. used extrapolation for computing Nyström solution of two-dimensional nonlinear Fredholm integral equations. Gaussian radial basis functions was used for (1) by Alipanah et al. Some numerical method based on piecewise polynomial interpolation was presented. Recently, the direct approaches for estimating numerical solution of two-dimensional Volterra-Fredholm and mixed integral equations were proposed using triangular orthogonal functions.

In this paper, a new set of two-dimensional wavelets are constructed by Legendre polynomials, that we call them two-dimensional Legendre Wavelets (2D-LWs). Using 2D-LWs in a direct approach, allows us to purpose a computational method for solving 2D-Fredholm integral equations, numerically. Our method reduces equation (1) to a system of mere algebraic equations in a
The function \( f(s) \in L^2[0, 1] \) can be approximated by Legendre wavelets as
\[
 f(s) = \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} c_{n,m} \psi_{n,m}(s) = C^T \Psi(s),
\]
in which \( C \) and \( \Psi(s) \) are \( 2^k \times M \) vectors of the form
\[
 C^T = [c_{1,0}, c_{1,1}, \ldots, c_{1,M-1}, c_{2,0}, \ldots, c_{2,M-1}, \ldots, c_{k-1,0}, \ldots, c_{k-1,M-1}],
\]
and
\[
 \Psi(s) = \left[ \psi_{1,0}(s), \psi_{1,1}(s), \ldots, \psi_{1,M-1}(s), \psi_{2,0}(s), \ldots, \psi_{2,M-1}(s), \ldots, \psi_{k-1,0}(s), \psi_{k-1,M-1}(s) \right]^T.
\]

### 3. Two-Dimensional Legendre Wavelets

The two-dimensional Legendre wavelets over the region \([0, 1) \times [0, 1)\) can be defined as follows
\[
 \psi_{n,m,s}(t) = \left| a_0 \right|^{\frac{k}{2}} \psi(a_0^n t - n b_0).
\]

The one-dimensional Legendre wavelets over the interval \([0, 1]\) are defined as
\[
 \psi_{n,m}(s) = \begin{cases} 
 (m+\frac{1}{2})^2 L_m(2^k s - 2n+1), & \text{if } \frac{n-1}{2^{k-1}} \leq s < \frac{n}{2^{k-1}}, \\
 0, & \text{otherwise},
\end{cases}
\]
where \( n = 1, 2, \ldots, 2^k - 1 \) and \( m = 0, 1, 2, \ldots, M - 1 \). In above definition, the polynomials \( L_m \) are Legendre polynomials of degree \( m \) over the interval \([-1, 1]\), which can be defined as follows
\[
 L_0(s) = 1, \\
 L_1(s) = s, \\
 L_{m+1}(s) = \frac{2m+1}{m+1} L_m(s) - \frac{m}{m+1} L_{m-1}(s), \quad m = 1, 2, 3, \ldots.
\]

The set of \( \{ L_m(s) : m = 0, 1, \ldots \} \) in the Hilbert space \( L^2[-1, 1] \) is a complete orthogonal set. Orthogonality of Legendre polynomials on the interval \([-1, 1]\) implies that
\[
 < L_m(s), L_{m'}(s) > = \int_{-1}^{1} L_m(s) L_{m'}(s) ds = \begin{cases} 
 \frac{2}{2m+1}, & m = m', \\
 0, & m \neq m',
\end{cases}
\]
for \( m, m' = 0, 1, \ldots, 14 \).

Furthermore, the set of wavelets \( \psi_{n,m}(s) \) makes an orthonormal basis set in \( L^2[0, 1] \), that is
\[
 \int_{0}^{1} \psi_{n,m}(s) \psi_{n',m'}(s) ds = \delta_{n,n'} \delta_{m,m'},
\]
in which \( \delta \) denotes the Kronecker delta function.

By above definition, the region \([0, 1) \times [0, 1)\) is divided to \( (2^k-1) \times (2^k-1) \) subregions. The parameters \( M \) and \( M' \) denote the number of Legendre polynomials considered for variables \( s \) and \( t \), respectively. So, \( M \times M' \) wavelets constructed on each of subregions.
Paraphrase, by considering \{\psi_{n,s}(s)\} and \{\psi_{n',t}(t)\} as two sets of one-dimensional Legendre wavelets over variables \(s\) and \(t\), respectively, the two-dimensional Legendre wavelets over the region \([0,1) \times [0,1)\), may be written as

\[
\psi_{n,m,n',m'}(s,t) = \psi_{n,s}(s) \cdot \psi_{n',t}(t).
\]

If

\[
\Psi_{n',n}(s,t) = \begin{bmatrix}
\psi_{n,0,n',0} & \psi_{n,0,n',1} & \cdots & \psi_{n,0,n',m' - 1} \\
\psi_{n,1,n',0} & \psi_{n,1,n',1} & \cdots & \psi_{n,1,n',m' - 1} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{n,m-1,n',0} & \psi_{n,m-1,n',1} & \cdots & \psi_{n,m-1,n',m' - 1}
\end{bmatrix},
\]

(2)

be an \(MM'\)-vector of 2D-LWs defined on \((m')\)-th sub-region, then

\[
\Psi(s,t) = \begin{bmatrix}
\Psi^T_{1,1} & \Psi^T_{1,2} & \cdots & \Psi^T_{1,n'} \\
\Psi^T_{2,1} & \Psi^T_{2,2} & \cdots & \Psi^T_{2,n'} \\
\vdots & \vdots & \ddots & \vdots \\
\Psi^T_{n,1} & \Psi^T_{n,2} & \cdots & \Psi^T_{n,n'}
\end{bmatrix},
\]

(3)

is a \(2^{k-1}2^{k-1}\)-vector concluding whole 2D-LWs. In equations (2) and (3), the term \((s, t)\) is canceled for convenience. It is simple to verify that the function \(\psi_{n,m,n',m'}(s,t)\) is attached in \(k\)-th component of vector \(\Psi\) where

\[
k = \left\lfloor \left( (n-1)2^{k-1} + (n' - 1) \right) M + m \right\rfloor M' + (m' + 1).
\]

The set of 2D-LWs is an orthonormal set over the region \([0,1) \times [0,1)\), that is

\[
\int_0^1 \int_0^1 \psi_{n,m,n',m'}(s,t) \psi_{n,m,n',m'}(s,t) ds dt = \delta_{n,n'} \delta_{m,m'} \delta_{n,n'} \delta_{m,m'}.
\]

### 3.1 Function Expansion

Any function \(f(s,t)\) in \(L^2([0,1) \times [0,1)\)) has an truncated expansion with respect to 2D-LWs as

\[
f(s,t) = \sum_{n=1}^{\infty} \sum_{n'=1}^{\infty} \sum_{n,m,m' = 0}^{M-1} \sum_{n,m,m' = 0}^{M'-1} \epsilon_{n,m,n',m'} \psi_{n,m,n',m'}(s,t)
\]

\[
= C^T \cdot \Psi(s,t),
\]

where \(\Psi(s,t)\) defined in (3) and the \(2^{k-1}2^{k-1}\)-vector \(C\) contains the coefficients \(\epsilon_{n,m,n',m'}\) that is defined as

\[
C_k = \epsilon_{n,m,n',m'} = \frac{< \psi_{n,m,n',m'}(s), < f(s,t), \psi_{n',m'}(t) > >}{< \psi_{n,m,n',m'}(s), \psi_{n,m,n',m'}(s) >}.
\]

in which \(<.,.>\) denotes the inner product. Since

\[
< \psi_{n,m,n',m'}(s), \psi_{n,m,n',m'}(s) > = \int_0^1 \int_0^1 \psi_{n,m,n',m'}(s) \psi_{n,m,n',m'}(s) ds dt = 1,
\]

\[
< \psi_{n,m,n',m'}(s), \psi_{n',m',m',m'}(t) > = \int_0^1 \int_0^1 \psi_{n,m,n',m'}(s) \psi_{n',m',m',m'}(t) dt ds = 1,
\]

we have

\[
C_k = \frac{1}{2^{k-1}} \int_{-1}^1 \int_{-1}^1 \int_{-1}^1 \int_{-1}^1 f(s,t) \psi_{n',m',m',m'}(t) dt ds,
\]

(5)

for \(k = 1,2,\cdots,2^{k-1}2^{k-1}\).

Furthermore, a function \(k(s,t,x,y)\) can be similarly expanded with respect to 2D-LWs so that

\[
k(s,t,x,y) = \Psi^T(s,t)K \cdot \Psi(x,y),
\]

where \(K\) is the \((2^{k-1}2^{k-1}) MM' \times (2^{k-1}2^{k-1}) MM'\) coefficient matrix with components as

\[
K_{ij} = \frac{1}{2^{k-1}} \int_{-1}^1 \int_{-1}^1 \int_{-1}^1 \int_{-1}^1 k(s,t,x,y) \psi_{n,m}(x) \psi_{n',m'}(y) dx dy ds dt,
\]

in which

\[
i = \left\lfloor \left( (n-1)2^{k-1} + (n' - 1) \right) M + m \right\rfloor M' + (m' + 1),
\]

\[
j = \left\lfloor \left( (n-1)2^{k-1} + (n' - 1) \right) M + m \right\rfloor M' + (m' + 1),
\]

for \(n, n' = 1,2,\cdots,2^{k-1}, m, m' = 0,1,\cdots, M - 1\) and \(m', m' = 0,1,\cdots, M' - 1\).
3.2 Integration of Product Vectors

It can be clearly concluded from equations (2) and (3) and disjointness property of \( \psi_{n,m,n',m'}(s,t) \) that

\[
\Psi(s,t) \cdot \Psi^T(s,t) = \begin{bmatrix}
\Psi_{1,1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \Psi_{k-1,k-1} \\
\end{bmatrix}
\]

where \( \Psi_{1,1}, \Psi_{1,2}, \ldots, \Psi_{k-1,k-1} \) are \( 2^{k-1} \times 2^{k-1} \) matrices.

So,

\[
\int_0^1 \int_0^1 \Psi(s,t) \cdot \Psi^T(s,t) \, ds \, dt = I,
\]

where \( I \) is a \( (2^{k-1} \times 2^{k-1}) \times (2^{k-1} \times 2^{k-1}) \)-identity matrix.

4. Convergence Analysis

In this section, we demonstrate that the expansion of any continuous function \( f(s,t) \in [0,1] \times [0,1] \) with respect to 2D-LWs, as presented in equation (4), converges uniformly to \( f \).

4.1 Theorem 1

Let \( f(s,t) \) be a continuous function on \([0,1] \times [0,1]\) and

\[
\frac{\partial^4 f(s,t)}{\partial s^2 \partial t^2} \leq W,
\]

then the coefficients of function expansion in equation (4) satisfy the following relation

\[
|c_{n,m,n',m'}| \leq 3W \frac{2^{k+k'}}{2m+1} \frac{2m'}{2m' - 2}.
\]

**Proof:**

Put \( C_k = |c_{n,m,n',m'}| \), for convenience. From equation (5) we have

\[
C_k = 2^2 \left\lfloor \frac{k'}{2} \right\rfloor \frac{1}{2m+1} \frac{1}{2m'-1} \frac{2m' + 1}{2m' + 3} \frac{2^{k+k'}}{2m+1} \frac{2m'}{2m' - 2} \int_{\frac{n_2}{2^{k-1}}}^{\frac{n_2}{2^{k-1}}} f(s,t) L_{m'}(2^{k'} t - 2n' + 1) dt ds.
\]

Now, let

\[
A(s) = \int_{\frac{n_2}{2^{k-1}}}^{\frac{n_2}{2^{k-1}}} f(s,t) L_{m'}(2^{k'} t - 2n' + 1) dt.
\]

If \( n_2 = 2n' - 1 \) and \( \eta = 2^{k'} t - n_2 \), then

\[
A(s) = 2^{k'} \int_{\frac{n_2}{2^{k-1}}}^{\frac{n_2}{2^{k-1}}} f(s,n) L_{m'}(\eta) d\eta.
\]

The Legendre polynomials satisfy in

\[
L_0(t) = \frac{d}{dt} L_1(t),
L_m(t) = \frac{1}{2m+1} \frac{d}{dt} (L_{m+1}(t) - L_{m-1}(t)), \quad m \geq 1.
\]

Applying two times integration by parts in equation (9), we get

\[
A(s) = \frac{-2^{k'}}{2m'+1} \int_{\frac{n_2}{2^{k-1}}}^{\frac{n_2}{2^{k-1}}} \frac{\partial^2 f(s,n)}{\partial \eta^2} (\frac{n_2}{2^{k-1}} - L_{m+1}(\eta) - L_{m-1}(\eta)) d\eta
\]

\[
= \frac{2^{k'}}{2m'+1} \int_{\frac{n_2}{2^{k-1}}}^{\frac{n_2}{2^{k-1}}} \frac{\partial^2 f(s,n)}{\partial \eta^2} (\frac{2^{k'} \eta}{2^{k-1}} - L_{m+1}(\eta) - L_{m-1}(\eta)) d\eta
\]

\[
= \frac{2^{k'}}{2m'+1} \int_{\frac{n_2}{2^{k-1}}}^{\frac{n_2}{2^{k-1}}} \frac{\partial^2 f(s,n)}{\partial \eta^2} (\frac{2^{k'} \eta}{2^{k-1}} - 2m'+3)(2m'+1)(2m'-1) d\eta
\]

in which \( P_{m'}(\eta) = (2m'-1)L_{m+2}(\eta) - (4m'+2)L_m(\eta) + (2m'+3)L_{m'-2}(\eta) \).

We can use the above procedure for integration with respect to \( s \) in equation (8), similarly.

Let \( n = 2n - 1 \) and \( s = \frac{2^{k'} \eta}{2^{k-1}} - \frac{n_2}{2^{k-1}} \), then

\[
C_k = \frac{1}{2m+1} \frac{1}{2m'-1} \frac{1}{2m'+3} \frac{1}{2m'+1} \frac{2m'}{2m' - 2} \int_{\frac{n_2}{2^{k-1}}}^{\frac{n_2}{2^{k-1}}} \frac{\partial^2 f(s,n)}{\partial \eta^2} (\frac{2^{k'} \eta}{2^{k-1}} - \frac{n_2}{2^{k-1}}) P_{m'}(\eta) d\eta ds.
\]
in which \( P_m(\xi) = (2m-1)L_{m+2}(\xi) - (4m+2)L_m(\xi) + (2m+3)L_{m-2}(\xi) \). On the other hand, orthogonality of Legendre polynomials implies that
\[
\int_{-1}^{1} |P_m(\xi)| d\xi \leq \frac{\sqrt{12}(2m+3)}{\sqrt{2m-3}},
\]
and
\[
\int_{-1}^{1} |P_m'(\eta)| d\eta \leq \frac{\sqrt{12}(2m'+3)}{\sqrt{2m'-3}}.
\]

Therefore we obtain
\[
|C_k| \leq 3W \frac{2^{-k}}{(2m-1)\sqrt{2m+1}\sqrt{2m-3}} \frac{2^{-k'}}{(2m'-1)\sqrt{2m'+1}\sqrt{2m'-3}} \leq 3W \frac{2^{-k+k'}}{(2m-3)^2(2m'-3)^2}.
\]

Now, we prove the uniform convergence and accuracy estimation of the function expansion with respect to 2D-LWs.

### 4.2 Theorem 2

Let \( f(s, t) \) be a continuous function defined on \([0, 1) \times [0, 1)\), with \( \frac{\partial^3 f(s,t)}{ds^3 dt^3} \leq M \), and \( \tilde{f}(s, t) \) be its truncated expansion of the form
\[
\tilde{f}(s,t) = \sum_{n=1}^{\infty} \sum_{n'=1}^{\infty} \sum_{m=0}^{n-1} \sum_{m'=0}^{n'-1} c_{n,m,n',m'} \psi_{n,m,n',m'}(s,t).
\]

Then \( \tilde{f}(s,t) \) converges uniformly to \( f(s, t) \), and
\[
\left\| f(s,t) - \tilde{f}(s,t) \right\| \leq 3W \frac{2^{-k+k'}}{(2m-3)^2(2m'-3)^2} \left( \frac{1}{(2m-3)^4(2m'-3)^4} \right)^{1/2}.
\]

**Proof:**

For convenience, let \( C_k = c_{n,m,n',m'} \psi_{k}(s, t) = \psi_{n,m,n',m'}(s,t) \), and \( \delta_k = \left\| f(s,t) - \tilde{f}(s,t) \right\| \). Then
\[
\delta_k = \int_0^1 \left( f(s,t) - \sum_{n=1}^{\infty} \sum_{n'=1}^{\infty} \sum_{m=0}^{n-1} \sum_{m'=0}^{n'-1} C_k \psi_k(s,t) \right)^2 ds dt.
\]

Orthogonal property of 2D-LWs implies that
\[
\delta_k^2 = \int_0^1 \int_0^1 \left( f(s,t) - \sum_{n=1}^{\infty} \sum_{n'=1}^{\infty} \sum_{m=0}^{n-1} \sum_{m'=0}^{n'-1} C_k \psi_k(s,t) \right)^2 ds dt.
\]

It can be concluded from equation (7) that
\[
\delta_k^2 \leq \frac{9W^2}{2^{k+k'}} \sum_{n=2^{k+1}+1}^{\infty} \sum_{n'=2^{k+1}+1}^{\infty} \sum_{m=0}^{n-1} \sum_{m'=0}^{n'-1} \frac{1}{(2m-3)^4(2m'-3)^4}.
\]

Hence
\[
\delta_k \leq \frac{3W}{\sqrt{2^{k+k'}}} \left( \sum_{n=2^{k+1}+1}^{\infty} \sum_{n'=2^{k+1}+1}^{\infty} \sum_{m=0}^{n-1} \sum_{m'=0}^{n'-1} \frac{1}{(2m-3)^4(2m'-3)^4} \right)^{1/2}.
\]

So \( \tilde{f}(s,t) \) converges to \( f(s, t) \) uniformly.

### 5. Problem Statement

The results obtained in section 3 are applied to present an effective method to solve two-dimensional Fredholm integral equations (2D-FIE), numerically.

Consider the following 2D-FIE
\[
f(s,t) = g(s,t) + \int_0^1 k(s,t,x,y) f(x,y) dx dy,
\]
where \( k \) and \( g \) are known but \( f \) is not. Approximating functions \( f, g \) and \( k \) with respect to 2D-LWs, gives
\[
f(s,t) = C^T \cdot \Psi(s,t) = \Psi^T (s,t) \cdot C,
\]
\[
g(s,t) = G^T \cdot \Psi(s,t) = \Psi^T (s,t) \cdot G,
\]
\[
k(s,t,x,y) = \Psi^T (s,t) \cdot K \cdot \Psi(x,y),
\]
where \( \Psi(s,t) \) is defined in (3), and \( 2^{k+1}1^{k+1}MM' \)-vectors \( C \) and \( G \) are 2D-LWs coefficients of \( f(s,t) \) and \( g(s,t) \),
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respectively. Also the \((2^{k-1}2^{k-1} MM' \times 2^{k-1}2^{k-1} MM')\)-matrix \(K\) is 2D-LWs coefficients of \(k(s, t, x, y)\).

The integral part of equation (10), using (11) and (6), can be approximated as

\[
\int_0^1 \int_0^1 k(s, t, x, y)f(x, y)dxdy = \int_0^1 \int_0^1 \Psi^T(s, t) \cdot K \cdot \Psi(x, y) \cdot \Psi^T(x, y) \cdot C dxdy
\]

\[
= \Psi^T(s, t) \cdot K \cdot \int_0^1 \int_0^1 \Psi(x, y) \cdot \Psi^T(x, y) dxdy \cdot C
\]

\[
= \Psi^T(s, t) \cdot K \cdot C.
\]

Substituting (11) and (12) in (10), and replacing \(\approx\) with \(=\), follows

\[
\Psi^T(s, t) \cdot C = \Psi^T(s, t) \cdot G + \Psi^T(s, t) \cdot K \cdot C,
\]

or

\[
(I - K)C = G. \quad (13)
\]

Equation (13) is a linear system of \(2^{k-1}2^{k-1} MM'\) algebraic equations. The \(2^{k-1}2^{k-1} MM'\) components of \(C\) are unknown and can be obtained by solving this system. Hence, an approximate solution

\[
f(s, t) = C^T \cdot \Psi(s, t),
\]

can be computed for equation (10).

6. Illustrative Examples

In this section we implemented the proposed method on some examples. In first example, the matrix \(K\) and vector \(G\) are computed in details. The accuracy of our method is studied in second example by computing \(e_{\text{total}}\) of

\[
e_{\text{total}} = \left( \sum_{n=1}^{M} \sum_{n'=1}^{M'} \left( f_{n,n'}(s, t) - \widetilde{f}_{n,n'}(s, t) \right)^2 \right)^{\frac{1}{2}},
\]

and listed in this table.

Furthermore the results are compared with the exact solutions by calculating the following error function

\[
e_{\text{grid}}(s, t) = |f(s, t) - \widetilde{f}_{n,n'}(s, t)|, \quad \frac{n-1}{2^{k-1}} \leq s < \frac{n}{2^{k-1}}, \quad \frac{n'-1}{2^{k-1}} \leq t < \frac{n'}{2^{k-1}}.
\]

The values of \(e_{\text{grid}}(s, t)\) over the set

\[
D_{\text{grid}} = \{(0,0,0,0),(0,1,0,1),(0,2,0,2),\ldots,(1,0,1,0)\},
\]

are computed for different values of \(M, M', k\) and \(k'\), and demonstrated in Table 2 and Figure 1.

The computations associated with the examples were performed using Matlab 7.0 software on a personal computer.

| \((n, n')\) | \(e_{n,n'}\) |
|------------|-------------|
| \((1,1)\) | 1.74924 e -03 |
| \((1,2)\) | 2.21404 e -04 |

Table 1. The numerical results for example 2 with \(M = M' = 3\)
The computations associated with the examples were performed using Matlab 7.0 software on a personal computer.

Figure 1. The error function graph for examples 2 (up) and 3 (down) with $M = M' = 3$ and $k = k' = 3$.

**Example 1.**

Consider the linear Fredholm integral equation as follows, 

$$ f(s,t) = g(s,t) + \int_{0}^{t} \left[ 4(s+2st-4xy+3y) f(x,y) \right] dy dx, \quad 0 \leq s, t \leq 1, \quad (14) $$

where 

$$ g(s,t) = \begin{cases} 
\frac{1}{12} s^2 + \frac{1}{4} st - \frac{1}{4} s - \frac{34}{9}, & 0 \leq s \leq \frac{1}{2}, \quad 0 \leq t \leq 1, \\
\frac{3}{2} s^2 + 2st - \frac{9}{4} s - \frac{43}{9}, & \frac{1}{2} \leq s \leq 1, \quad 0 \leq t \leq 1, \\
0, & \text{otherwise,} 
\end{cases} $$

with the exact solution

$$ f(s,t) = \begin{cases} 
-3st + 4t + s - 1, & 0 \leq s < \frac{1}{2}, \quad 0 \leq t \leq 1, \\
4st + 2t - s - 2, & \frac{1}{2} \leq s \leq 1, \quad 0 \leq t \leq 1, \\
0, & \text{otherwise.} 
\end{cases} $$

Choosing $k = 2$, $k' = 1$ and $M = M' = 2$, we have

$$ K = \begin{bmatrix}
3 & 1 & -1 & -1 & 3 & 0 & -1 & -1 & 3 \\
\frac{1}{12} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\frac{1}{6} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
5 & -1 & -1 & -1 & 5 & 0 & -1 & -1 & 5 \\
\frac{1}{4} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\frac{1}{6} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\end{bmatrix}, $$

and

$$ G = \begin{bmatrix}
-91\sqrt{2} & 7\sqrt{6} & -\sqrt{6} & -11\sqrt{2} & -35\sqrt{2} & 25\sqrt{6} & -\sqrt{6} & \sqrt{2} \\
72 & 32 & 8 & 96 & 144 & 96 & 16 & 32 \\
\end{bmatrix}^T. $$

Solving linear system (13), the unknown vector $C$ is obtained as

$$ C = \begin{bmatrix}
7\sqrt{2} & 13\sqrt{6} & -\sqrt{6} & -\sqrt{2} & -\sqrt{2} & 10\sqrt{6} & \sqrt{6} & \sqrt{2} \\
16 & 48 & 48 & 16 & 24 & 24 & 12 & 12 \\
\end{bmatrix}^T, $$

which confirms that the proposed method gives the analytical solution of equation (14).

**Example 2.**

For the following Fredholm integral equation.

$$ f(s,t) = g(s,t) + 4\int_{0}^{t} e^{(s+st+x+y)} f(x,y) dy dx, \quad 0 \leq s, t \leq 1, $$

where $g(s,t) = 2e^{s+2t} - e^{s+t}$, with the exact solution $f(s,t) = e^{s+t}$, the values of $e_{total}(s,t)$ and $e_{num}(s,t)$ for $M = M' = 3$ and various $k$ and $k'$ are shown in table 1.
Example 3.
Consider the following Fredholm integral equation.

\[ f(s,t) = g(s,t) - \int_{0}^{1} \int_{0}^{1} \frac{8}{3} \cos(s + t + x + y) f(x,y) \, dy \, dx, \quad 0 \leq s, t \leq 1, \]

where \((s, t) \in [0,1] \times [0,1]\) and \(g(s,t) = \frac{1}{3} \cos(s + t + 4) - \frac{2}{3} \cos(s + t + 2)\), with the exact solution \(f(s,t) = \cos(s + t)\).

The values of \(e_{\text{grid}}(s,t)\) over the set \(D_{\text{grid}}\) are shown in table 2 for three cases.

7. Comments on the Results
In this approach, applying the Legendre wavelets, a 2D Fredholm integral equation can be reduced to a system of algebraic equations. Since equation (13) is set up in a simple manner, the suggested method can be used easily in practical cases.

The accuracy and applicability of method is checked on some examples and the following advantages are obtained:

Example 1 shows that the exact solution of the integral equation can be computed by the method with suitable choice of \(M\) and \(M'\), when the kernel and the known term is selected by polynomials.

In example 3, three choices of \(M, M', k\) and \(k'\) are considered in cases (I), (II) and (III). In comparison of the results, it is believed that increasing order of sub-regions is better than increasing order of polynomials. Notice to the fact that the dimensions of algebraic systems in case (II) and (III) are equal, illustrates the efficiency of our method.
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