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Abstract

Avikainen provided in [3] a sharp upper bound of the difference

\[ E \left[ |g(X) - g(\hat{X})|^q \right] \]

by the moments of \(|X - \hat{X}|\) for any one-dimensional random variables \(X\) with bounded density and \(\hat{X}\), and function of bounded variation \(g\). In this article, we generalize this estimate to any one-dimensional random variable \(X\) with Hölder continuous distribution function. As applications, we provide the rate of convergence for numerical schemes for solutions of one-dimensional stochastic differential equations (SDEs) driven by Brownian motion and symmetric \(\alpha\)-stable with \(\alpha \in (1, 2)\), fractional Brownian motion with drift and Hurst parameter \(H \in (0, 1/2)\), and stochastic heat equations (SHEs) with Dirichlet boundary conditions driven by space-time white noise, with irregular coefficients. We also consider a numerical scheme for maximum and integral type functionals of SDEs driven by Brownian motion with irregular coefficients and payoffs which are related to multilevel Monte Carlo method.
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1 Introduction

In this article, inspired by [3], we consider a generalization of Avikainen’s estimate and its application to error estimates for numerical approximations of one-dimensional stochastic differential and heat equations (SDEs, SHEs) with irregular coefficients. To explain the goal of this article, we first recall the estimate of Avikainen proved in [3]. Let \(X\) be a one-dimensional random variable with bounded density \(p_X\) with respect to Lebesgue measure. Then for any random variable \(\hat{X}\), function of bounded variation \(g: \mathbb{R} \to \mathbb{R}\) and \(p, q \in [1, \infty)\), it holds that

\[ E \left[ |g(X) - g(\hat{X})|^q \right] \leq 3^{q+1} V(g)^q \left( \sup_{x \in \mathbb{R}} p_X(x) \right)^{\frac{q}{q+1}} E \left[ |X - \hat{X}|^p \right]^{\frac{1}{q+1}}, \]

where \(V(g)\) is the total variation of \(g\). This estimate is optimal and can be applied to the numerical analysis for the payoff of the binary option in mathematical finance based on the Euler–Maruyama
derivatives satisfy some moment condition, then for Lebesgue measure and it is bounded above by $u$ variables or one-dimensional stochastic processes, especially, Itô processes and $f$ be a one-dimensional measurable function on $(S, \Sigma, \mu)$ such that $F_f(x) := \mu(f \leq x)$ is $\alpha$-Hölder continuous with $\alpha \in (0,1)$. Then for any one-dimensional measurable function $\hat{f}$ on $(S, \Sigma, \mu)$, function of bounded variation $g : \mathbb{R} \to \mathbb{R}$, $p \in (0, \infty)$ and $q \in [1, \infty)$, it holds that

$$
\int_S \left| g \circ f(x) - g \circ \hat{f}(x) \right|^q \mu(dx) \\
\leq 3^{q+1} V(g)^q \| F_f \|_{\alpha, \sigma}^\alpha \mu(S)^{\frac{\alpha}{2\alpha}} \left( \int_S |f(x) - \hat{f}(x)|^p \mu(dx) \right)^{\frac{\alpha}{p}}.
$$

where $\| f \|_\alpha := \sup_{x, y \in \mathbb{R}, x \neq y} \frac{|f(x) - f(y)|}{|x - y|^\alpha}$, thus we do not need to assume existence of bounded density for the random variable $X$.

In order to apply the original Avikainen’s estimate (11), we need to consider the upper bound of the density function of $X$ and we can prove this in various ways as follows. It is well-known that if the characteristic function of the random variable $X$ is in $L^1(\mathbb{R})$, then by using Lévy’s inversion formula (see, e.g. [83], page 175), $X$ has a bounded and continuous density. Also, Malliavin calculus is a powerful tool to study the existence and upper bound for the density of smooth random variables in the Malliavin sense. Indeed, let $B = (B(t))_{t \geq 0}$ be a one-dimensional standard Brownian motion and let $X = (X(t))_{t \geq 0}$ be a one-dimensional Itô process of the form $dX(t) = u(t, \omega) dB(t)$ for some adapted process $u = (u(t))_{t \geq 0}$. Then if $u(t) \in \mathbb{D}^{2,2}$, uniformly positive and its Malliavin derivatives satisfy some moment condition, then for $t > 0$, $X(t)$ admits the density with respect to Lebesgue measure and it is bounded above by $c/\sqrt{t}$ for some constant $c > 0$, (see, e.g. Proposition 2.1.3 in [72] and [12]) and if $u$ is uniformly bounded, then it satisfies the Gaussian upper bound (see, Corollary 2.1.1 in [72]). On the other hand, as analytical approach, it is well-known that by using Levi’s parametrix method (see, [22]), we can construct the fundamental solution of parabolic type partial differential equations (Kolmogorov equation) which is the density function of a solution of associated SDEs as conclusion of Feynman-Kac formula, and if the coefficients of SDE are bounded, measurable and diffusion coefficient is uniformly elliptic and Hölder continuous, then the density satisfies the Gaussian two sided bound (see, also [51], [82] for path-dependent or unbounded drift, and [50] for the Gaussian two sided bound for the density of the Euler–Maruyama scheme). Moreover, the existence and Gaussian two sided bound for the fundamental solution of the parabolic equations in divergence form are proved by Aronson [2]. It is worth noting that the diffusion processes associated to the parabolic equation in divergence form, that is, its infinitesimal generator is given by $\frac{1}{2} \frac{d}{dx} (\sigma^2 \frac{d}{dx})$, is not semi-martingale in general, and for one-dimensional case, the distributional derivative of $\sigma$ is a signed Radon measure if and only if the process is semi-martingale and has SDE representation of the form $X(t) = x_0 + \int_0^t \sigma(X(s)) dB(s) + \frac{1}{2} \int_0^t \sigma^{-1}(x)L_t^x(X)\sigma'(dx)$, where $L_t^x(X) = (L_t^x(X))_{t \geq 0}$ is the local time of $X$ at the level $x$, (see, Theorem 3.6 in [7]).

In general, it is not trivial that the existence and upper bound for the density of random variables or one-dimensional stochastic processes, especially, Itô processes $Y = (Y(t))_{t \geq 0}$ driven
by Brownian motion \( B = (B(t))_{t \geq 0} \) of the form \( \mathrm{d}Y(t) = b(t,\omega)\mathrm{d}t + \sigma(t,\omega)\mathrm{d}B(t) \), \( Y(0) = y_0 \in \mathbb{R} \). Indeed, Fabes and Kenig \cite{FK1982} provided an example of diffusion coefficient \( \sigma \) such that the law of \( X(t) = x_0 + \int_0^t \sigma(s,X(s))\mathrm{d}B(s) \) is purely singular with respect to Lebesgue measure (see, also Theorem 27.19 in \cite{CMS2008} and Theorem A in \cite{Ras2011} for absolute continuity of Lévy processes).

On the other hand, in section \( 3 \) we provide two examples of stochastic processes with Hölder continuous distribution function which is related to multi-level Monte Carlo method \( \cite{LZ2017} \). The first example is one-dimensional SDEs driven by Brownian motion with path-dependent and linear growth drift coefficient. The second example is a maximum of SDEs with irregular drift coefficient.

For the both examples, under more strong assumptions on the drift coefficient, it is shown that the existence and Gaussian type estimate for the density (see, \cite{NRT1992,RT2000}) by using the parametrix method and Malliavin calculus, thus, in these cases, we can apply original Avikainen’s estimate \( \cite{A1977} \).

For Itô process \( Y \), in order to apply a generalized Avikainen’s estimate \( \cite{A1977} \) we need to check the Hölder continuity of the distribution function, and we can prove this as the following sense: if the coefficients \( b \) and \( \sigma \) of \( Y \) are bounded and \( \sigma \) is uniformly elliptic, then by using local time argument or Krylov estimate, it can be shown that the map \( x \mapsto \int_0^T \mathbb{P}(Y(s) \leq x)\mathrm{d}s \) is Lipschitz continuous (see, Proposition \( \ref{pr:Krylov} \) below). Therefore, we can apply the estimate \( \cite{A1977} \) by considering Itô process \( Y \) as a measurable function on the product measure space \( ([0,T] \times \Omega,\mathcal{B}(0,T)) \otimes \mathcal{F},\mathbb{P} \). We will apply this fact in section \( 4 \) to the error estimate of the Euler–Maruyama (type) scheme of one-dimensional SDEs and SHEs with irregular coefficients. For more precisely, in section \( 4 \) we will consider the following six cases:

(i) Subsection \( \ref{sect:41} \) : SDEs driven by Brownian motion \( B \) of the form \( \mathrm{d}X(t) = \sigma(t,X(t))\mathrm{d}B(t) \) with bounded 2-variation diffusion coefficient, and singular SDEs of the form \( X(t) = x_0 + \int_0^t \sigma(X(s))\mathrm{d}B(s) + \int_0^t L^\sigma_t(X)\nu(da) \).

(ii) Subsection \( \ref{sect:42} \) : SDEs driven by Brownian motion with super-linearly growing and irregular coefficients.

(iii) Subsection \( \ref{sect:43} \) : approximation of integral type functionals of SDEs.

(iv) Subsection \( \ref{sect:44} \) : SDEs driven by symmetric \( \alpha \)-stable \( Z \) with \( \alpha \in (1,2) \) of the form \( \mathrm{d}X(t) = \sigma(X(t-))\mathrm{d}Z(t) \), with bounded \( \alpha \)-variation coefficient.

(v) Subsection \( \ref{sect:45} \) : SDEs driven by fractional Brownian motion \( B^H \) with \( H \in (0,1/2) \) of the form \( \mathrm{d}X(t) = b(X(t))\mathrm{d}t + dB^H(t) \) with globally one-sided Lipschitz and irregular drift.

(vi) Subsection \( \ref{sect:46} \) : stochastic heat equations driven by space–time white noise of the form \( \partial_t u(t,x) = \partial^2_{xx} u(t,x) + b(t,x,u(t,x)) + \sigma(t,x,u(t,x)) \partial^2_{xx}W(t,x) \), with Dirichlet boundary conditions \( u(t,0) = u(t,1) = 0 \) for \( t \in [0,T] \).

Case (i): Le Gall \cite{LG1989} showed that the pathwise uniqueness holds for SDEs with bounded 2-variation diffusion coefficient (see also \cite{RT1992} for 1/2-Hölder continuous diffusion coefficient and \cite{Ras2011} for bounded variation diffusion coefficient). Under Hölder continuous setting, Gyöngy and Rásonyi, and Yan \cite{GR2011} provided the rate of convergence of the Euler–Maruyama scheme \( X^{(n)} \) by using Yamada and Watanabe approximation technique or Itô–Tanaka formula. Moreover, recently the rate of convergence for the Euler–Maruyama scheme with irregular drift coefficients have been
widely studied [11, 59, 61, 67, 68, 69], (see, also [57, 58, 62] for transformed schemes, [18] for backward scheme, [89] for application of discrete Krylov estimate for the Euler–Maruyama scheme for mean field SDEs with discontinuous coefficients, and [58] for lower error bound for strong approximations of SDEs with with non-Lipschitz coefficients). One of the crucial role in the proof of these previous works is to estimate the integral

$$\int_0^T \mathbb{E} \left[ \left| g(X^{(n)}(s)) - g(X^{(n)}(\eta_n(s))) \right| ^q \right] ds,$$

where $\eta_n(s) := kT/n$ if $s \in [kT/n, (k+1)T/n)$, $g \in \{b, \sigma\}$ and $q \geq 1$. In particular in [67, 68] by using the Gaussian upper bound proved in [56] for the density of the Euler–Maruyama scheme $X^{(n)}$ with Hölder continuous diffusion coefficient, (3) can be estimated above by some polynomial of $T/n$. However, if the diffusion coefficient $\sigma$ is of bounded 2-variation, then it is difficult to prove the Gaussian upper bound for the density of the Euler–Maruyama scheme, because in [56], Hölder continuity is the important in order to use the parametrix method. On the other hand, by applying a generalized Avikainen’s estimate (2), we can estimate (3) with $g \in \{b, \sigma\}$ above by some polynomial of $T/n$, and thus in subsection 4.1 we provide the rate of convergence for the Euler–Maruyama scheme. As application, we consider approximation scheme for singular SDEs with local time.

Case (ii): It is known that there exist locally Lipschitz continuous and smooth coefficients such that the standard Euler–Maruyama scheme does not converge at any polynomial rate in $L^p$-norm, (see, [33, 42, 88]). Moreover, if the coefficients of SDEs grow super-linearly, then the standard Euler–Maruyama scheme does not converge to a solution of the equation (see, Theorem 2.1 in [39]). Hence in order to approximate a solution of SDEs with super-linearly growing coefficients, several tamed Euler–Maruyama schemes are proposed. Moreover, the rate of convergence under globally one-sided Lipschitz and locally Lipschitz continuous drift coefficient are provided (see, e.g., [40, 65, 77, 78]). Inspired by these previous works, we provide a rate of convergence for a tamed Euler–Maruyama scheme under globally one-sided Lipschitz and irregular coefficients as application of a generalized Avikainen’s estimate (2).

Case (iii): Kohatsu-Higa and Tanaka [48] proved that the existence of a smooth density of some additive functionals of SDEs by using Malliavin calculus, and Kohatsu-Higa and Makhlouf [47] extended this to some integral type functionals with the uniform Hörmander condition, which is related to Asian type options in mathematical finance and the observation processes in filtering problems, and proved some Gaussian type two sided bound. Hence in this case we can use original Avikainen’s estimate (1) to study some approximation of these functionals. In subsection 4.3 in order to approximation the expectation of some integral type functionals of SDEs with irregular coefficients, we will apply a generalized Avikainenain’s estimate (2).

Case (iv): Belfadli and Ouknine [5] showed that the pathwise uniqueness holds for SDE driven by symmetric $\alpha$-stable with bounded $\alpha$-variation coefficient (see also [49] for $1/\alpha$-Hölder continuous coefficient). Under Hölder continuous setting, Tsuchiya and Hashimoto [84] provided the rate of convergence by using Komatsu’s approximation technique (see, [49]). In subsection 4.4 by using similar way as in subsection 4.1 we also provide the rate of convergence for the Euler–Maruyama scheme.

Case (v). Nualart and Ouknine [73] showed that if $H < 1/2$ and $b$ is of linear growth or if $H > 1/2$ and $b$ is $\gamma$-Hölder continuous with $\gamma \in (1 - 1/(2H), 1)$, then there exists a unique strong
solution of SDEs (see, Theorem 3, 5, 8 in [73]) by using Krylov type estimate. In subsection 4.5 inspired by this work, as application of Krylov type estimate for the Euler–Maruyama scheme, we prove Hölder continuity of the map \( x \mapsto \int_0^T \mathbb{P}(X^{(n)}(s) \leq x) \, ds \), and then we apply a generalized Avikainen’s estimate [4] in order to estimate (3) with \( g = b \) and we provide the rate of convergence for the Euler–Maruyama scheme.

Case (vi). Bally, Gyöngy and Pardoux [4] proved that the existence and uniqueness of the stochastic heat equations with Dirichlet boundary conditions in case the drift coefficient is measurable and satisfies a one-sided linear growth condition, that is, \( ub(t, x, u) \leq K(1 + |u|^2) \) for some \( K > 0 \), and the diffusion coefficient is non-generate, linear growth and has a locally Lipschitz derivative, by using a Krylov type estimate based on Girsanov transform and some density estimate as applications of Malliavin calculus (see, also [32, 33]). On the other hand, Gyöngy [29, 30] introduced numerical schemes for a solution of stochastic heat equations with Dirichlet boundary conditions and provided its strong rate of convergence under Lipschitz conditions on the coefficients. In subsection 4.6 inspired by these works, as application of Krylov type estimate for a boundary conditions and provided its strong rate of convergence under Lipschitz conditions on the coefficients.

Notations

We give some basic notations and definitions used throughout this article. For \( x \in \mathbb{R} \), \([x]\) stands for the integer part of \( x \). We denote by \( C(A; \mathbb{R}) \) the space of continuous functions \( w : A \to \mathbb{R} \) for \( A = [0, \infty) \) or \([0, T] \). Let \( k \in \mathbb{N} \) and \( C^k_b(\mathbb{R}; \mathbb{R}) \) be the space of \( \mathbb{R} \)-valued functions from \( \mathbb{R} \) such that for all \( 0 \leq \ell \leq k \), \( \ell \)-th order derivatives are bounded. For bounded and measurable function \( f : \mathbb{R} \to \mathbb{R} \), the supremum norm of \( f \) is defined by \( \|f\|_{\infty} := \sup_{x \in \mathbb{R}} |f(x)| \). For a \( \alpha \)-Hölder continuous function \( f : \mathbb{R} \to \mathbb{R} \) with exponent \( \alpha \in (0, 1] \), we define \( \|f\|_\alpha := \sup_{x \neq y} |f(x) - f(y)| / |x - y|^\alpha \). We denote the sign function by \( \text{sgn}(x) := -1_{(-\infty, 0)}(x) + 1_{(0, \infty)}(x) \) for \( x \in \mathbb{R} \), and the gamma function by \( \Gamma(x) := \int_0^\infty t^{x-1} e^{-t} \, dt \) for \( x \in (0, \infty) \). For given a measurable function \( f : \mathbb{R} \to \mathbb{R} \), we define the total variation function of \( f \) by \( T_f(x) := \sup \sum_{j=1}^N |f(x_j) - f(x_{j-1})| \), where the supremum is taken over \( N \) and all partitions \(-\infty < x_0 < x_1 < \cdots < x_N = x\). We say that \( f \) is function of bounded variation, denoted by \( f \in BV \), if \( V(f) := \lim_{x \to \infty} T_f(x) \) is finite, and call \( V(f) \) the total variation of \( f \). We denote \( L^x(Y) = (L^x_t(Y))_{t \geq 0} \) by the symmetric local time of continuous semi-martingale \( Y \) at the level \( x \in \mathbb{R} \). We define \( \eta_n(t) := kT/n =: t_k^n \) if \( t \in [kT/n, (k+1)T/n) \). \( \delta_\alpha \) denote the Dirac point mass measure at \( a \in \mathbb{R} \).

2 A generalized Avikainen’s estimate

Let \((S, \Sigma, \mu)\) be a measure space with \( \mu(S) < \infty \). For a measurable function \( f \), we denote \( F_f(x) := \mu(f \leq x) \). Then we have the following generalized Avikainen’s estimate.

Theorem 2.1. Let \( f : S \to \mathbb{R} \) be a measurable function on \((S, \Sigma, \mu)\) such that \( F_f \) is \( \alpha \)-Hölder continuous with \( \alpha \in (0, 1] \). Then for any measurable function \( \tilde{f} : S \to \mathbb{R} \) on \((S, \Sigma, \mu), g \in BV, \)
\( p \in (0, \infty) \) and \( q \in [1, \infty) \), it holds that
\[
\int_S \left| g \circ f(x) - g \circ \tilde{f}(x) \right|^q \mu(dx) \\
\leq 3^{q+1} V(g)^q \| F_f \|_{L^q(S)}^p \mu(S)^{\frac{p}{pq}} \left( \int_S \left| f(x) - \tilde{f}(x) \right|^p \mu(dx) \right)^{\frac{q}{pq}}.
\] (4)

**Remark 2.2.**

(i) Let \((S, \Sigma, \mu) = (\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. Then the existence for a bounded density of \(X\) is equivalent to the distribution function \(F_X\) is Lipschitz continuous. Indeed, if \(X\) has a bounded density, then the Lipschitz constant of \(F_X\) is bounded above by the supremum of the density. Conversely, we suppose \(F_X\) is Lipschitz continuous. Then \(F_X\) is absolute continuous, thus there exists a density \(p_X\). Moreover, for almost every \(x \in \mathbb{R}\), \(p_X(x) = F_X'(x) = \lim_{h \to 0} \frac{F_X(x+h) - F_X(h)}{h} \leq \|F_X\|_1\), thus \(X\) has a bounded density. On the other hand, in Theorem 2.1 we do not need to assume existence of bounded density for the random variable \(X\).

(ii) Let \(X\) be a \(\mathbb{R}\)-valued random variable. If \(X\) has \(L^r(\mathbb{R})\)-integrable density \(p_X\) for \(r \in (1, \infty)\), then by using Hölder’s inequality, \(F_X(b) - F_X(a) \leq \|p_X\|_{L^r(\mathbb{R})} |b - a|^\frac{1}{r}\), thus the distribution function \(F_X\) is Hölder continuous. For example, let \(Y = (Y(t))_{t \geq 0}\) be a \(\mathbb{R}\)-valued stochastic process with \(Y(0) = y_0\). Suppose for \(t > 0\), \(Y(t)\) admits a density \(p_t(y_0, \cdot)\) satisfying Gaussian upper bound, that is, there exist \(C > 0\) and \(c > 0\) such that for each \(y \in \mathbb{R}\), \(p_t(y_0, y) \leq Ce^{-\frac{y^2}{2ct}}/\sqrt{2\pi ct}\). Then for each \(p > 1\), \(|Y(t)|^p\) has a density \(p_t(y_0, y^{1/p}) + p_t(y_0, -y^{1/p}) y^{-1-(1/p)}\chi_{[0, \infty]}(y)\) which is \(L^p(\mathbb{R})\)-integrable for each \(r \in (1, p/(p-1))\).

(iii) Let \(Y = (Y(t))_{t \geq 0}\) be a \(\mathbb{R}\)-valued càdlàg semi-martingale or fractional Brownian motion with drift. In general, it is not trivial to prove the existence or upper bound for the density function of \(Y(t)\) for \(t > 0\). However, it can be shown that under some conditions for the coefficients of \(Y\), then by using local time argument or Krylov type estimate, it can be shown that the map \(x \mapsto \int_0^T \mathbb{P}(Y(s) \leq x) ds\) is Hölder continuous with exponent in \((0, 1)\) (see, Proposition 3.3 below). Therefore, we can apply Theorem 2.1 by considering the stochastic process \(Y\) as measurable function on the product space \([0, T] \times \omega, \mathcal{B}([0, T]) \otimes \mathcal{F}, \text{Leb} \otimes \mathbb{P}\).
We will apply this fact in section 3 to the error analysis of approximations of SDEs.

Since \(\mu\) is a finite measure, without loss of generality, we can assume that \((S, \Sigma, \mu)\) is a probability space. In this section, we fix a probability space \((\Omega, \mathcal{F}, \mathbb{P})\).

For proving Theorem 2.1, we first recall Skorokhod’s representation of a random variable (for more details, see, e.g. [SS], section 3). Let \(X\) be a \(\mathbb{R}\)-valued random variable on \((\Omega, \mathcal{F}, \mathbb{P})\). We define a random variable \(X^*\) on the probability space \(([0, 1], \mathcal{B}([0, 1]), \text{Leb})\) by
\[
X^*(s) := \inf \{x \in \mathbb{R} : F_X(x) \geq s\}.
\]
Then it holds that \(X^*\) has the same distribution as \(X\), that is, \(\mathbb{P}(X \in F) = \text{Leb}(X^* \in F)\) for any \(F \in \mathcal{B}(\mathbb{R})\) and satisfies
\[
s \leq F_X(x) \iff X^*(s) \leq x.
\] (5)
Moreover, it holds that for any \( s \in [0, 1] \), \( F_X(X^\ast(s) -) \leq s \leq F_X(X^\ast(s)) \). Therefore, if \( F_X \) is continuous, then we have \( s = F_X(X^\ast(s)) \), which plays a crucial role in our argument. We define \( d_X : (0, 1] \times \mathbb{R} \to [0, \infty) \) by

\[
d_X(\alpha, K) := \inf_{s \in [0, 1], s \neq F_X(K)} \left\{ \frac{|X^\ast(s) - K|^\alpha}{|s - F_X(K)|} \right\}, \quad (\alpha, K) \in (0, 1] \times \mathbb{R},
\]

and \( D_X(\alpha, K) := 1/d_X(\alpha, K) \). Then \( D_X \) can be estimated above by the Hölder constant of the distribution function \( F_X \).

**Lemma 2.3.** Let \( X \) be a \( \mathbb{R} \)-valued random variable such that its distribution function is \( \alpha \)-Hölder continuous with \( \alpha \in (0, 1] \). Then for any \( K \in \mathbb{R} \) it holds that \( D_X(\alpha, K) \leq \|F_X\|_\alpha \).

**Proof.** Since \( F_X \) is \( \alpha \)-Hölder continuous, it holds that for any \( s \in [0, 1], s = F_X(X^\ast(s)) \). Hence we have

\[
|s - F_X(K)| = |F_X(X^\ast(s)) - F_X(K)| \leq \|F_X\|_\alpha |X^\ast(s) - K|^\alpha,
\]

which implies the statement. \( \square \)

By using this lemma, we have the following auxiliary estimate.

**Theorem 2.4.** Let \( X \) be a \( \mathbb{R} \)-valued random variable such that its distribution function is \( \alpha \)-Hölder continuous with \( \alpha \in (0, 1] \). Then for any \( \mathbb{R} \)-valued variable \( \tilde{X}, K \in \mathbb{R} \), \( p \in (0, \infty) \) and \( q \in [1, \infty) \), it holds that

\[
\mathbb{E} \left[ \left| 1_{(-\infty,K]}(X) - 1_{(-\infty,K]}(\tilde{X}) \right|^q \right] \leq 3\|F_X\|_\alpha^{1/q} \mathbb{E}[|X - \tilde{X}|^p]^{p/q}.
\]

**Remark 2.5.**

(i) Note that the estimate in Theorem 2.4 shows that corresponding estimates for the functions \( 1_{(-\infty,K]}, 1_{[K,\infty)} \) and \( 1_{(K,\infty]} \) can be obtained by considering complements of the intervals in the indicator functions and the random variables \( -X, -\tilde{X} \) and constant \(-K\).

(ii) Let \( X = (X_1, \ldots, X_d)^T \) be a \( d \)-dimensional random variable such that for each \( i = 1, \ldots, d \), the distribution function \( F_{X_i} \) is \( \alpha \)-Hölder continuous with \( \alpha \in (0, 1] \). Let \( g : \mathbb{R}^d \to \mathbb{R} \) be a measurable function of the form

\[
g(x) := \int_{\mathbb{R}^d} \prod_{i=1}^d h_i(z,x)1_{(L_i(z),K_i(z]]}(x_i)\nu(dz),
\]

where \( h_i : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) are bounded measurable functions such that

\[
\|h\|_\beta := \max_{i=1,\ldots,d} \sup_{x \in \mathbb{R}^d, y \neq x} |h_i(z,x) - h_i(z,y)| / |x - y|^\beta < \infty
\]

for some \( \beta \in (0, 1] \), and \( L_i, K_i : \mathbb{R}^d \to [-\infty, \infty) \) are measurable functions with \( L_i(z) \leq K_i(z) \), and \( \nu \) is a signed measure \( \nu \) of bounded variation on \((\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))\), that is, the total variation of \( \nu \), denoted by \(|\nu|_\mathcal{B}(\mathbb{R}^d)| \) is finite (see, e.g., [36], pp. 120–124). For example \( \nu(dz) = \delta_a(dz) \) for some \( a \in \mathbb{R}^d \). Then it follows from Theorem 2.4 that for any \( p \in (0, \infty) \) and \( q \in [1, \infty) \), for multi-dimensional setting, the following trivial extension holds

\[
\mathbb{E} \left[ \left| g(X) - g(\tilde{X}) \right|^q \right]
\]
The idea of the proof is based on \(3\). We first note that for any \(q \in [1, \infty)\), \(|1_{(-\infty, K)}(x) - 1_{(-\infty, K)}(y)| = |1_{(-\infty, K)}(x) - 1_{(-\infty, K)}(y)|\), thus it is sufficient to prove the statement for \(q = 1\). We define \(\varepsilon_0 := E[1_{(-\infty, K)}(X) - 1_{(-\infty, K)}(X)]\), \(\{X \leq K, \hat{X} > K\}\) and \(\{X > K, \hat{X} \leq K\}\). Note that \(F_X(K) = P(X \leq K) \geq P(\Omega_1), F_X(K) + P(\Omega_2) \leq P(X \leq K) + P(X > K) = 1\), \(|X - \hat{X}| \geq K - X\) on \(\Omega_1\) and \(|X - \hat{X}| \geq X - K\) on \(\Omega_2\). Therefore, we have

\[
E \left[ |X - \hat{X}|^p \right] \geq E \left[ |X - \hat{X}|^p 1_{\Omega_1} \right] + E \left[ |X - \hat{X}|^p 1_{\Omega_2} \right] \\
\geq E[|X - K|^p 1_{\Omega_1}] + E[|X - K|^p 1_{\Omega_2}].
\]

Since \(F_X\) is continuous and non-decreasing, there exists \(c_1 \in [-\infty, K]\) such that

\[
P(\Omega_1) = P(c_1 < X \leq K) = \text{Leb}(c_1 < X^* \leq K).
\]

(6)

Furthermore, we have

\[
E[|X - K|^p 1_{\Omega_1}] \geq E[|X - K|^p 1_{\{c_1 < X \leq K\}}].
\]

Indeed, if \(c_1 \in (-\infty, K]\), then for any \(A \subset \{X \leq K\}\) with \(P(A) = P(\Omega_1)\), we have

\[
E[|X - K|^p 1_{A \cap \{c_1 < X \leq K\}}] \geq |c_1 - K|^p P(A \cap \{c_1 < X \leq K\}) \\
= |c_1 - K|^p \{P(A) - P(A \cap \{c_1 < X \leq K\})\} \\
= |c_1 - K|^p \{P(c_1 < X \leq K) - P(A \cap \{c_1 < X \leq K\})\} \\
= |c_1 - K|^p P(A^c \cap \{c_1 < X \leq K\}) \\
\geq E[|X - K|^p 1_{A^c \cap \{c_1 < X \leq K\}}],
\]

and if \(c_1 = -\infty\), then since \(P(\Omega_1) = P(X \leq K)\), we have \(P(X \leq K, \hat{X} \leq K) = 0\), and thus we obtain \(E[|X - K|^p 1_{\Omega_1}] = E[|X - K|^p 1_{\{c_1 < X \leq K\}}]\), thus we obtain (6). Therefore, by using (6) and (5), we have

\[
E[|X - K|^p 1_{\Omega_1}] \geq E[|X - K|^p 1_{\{c_1 < X \leq K\}}] \\
= \int_0^1 |X^*(s) - K|^p 1_{\{c_1 < X^*(s) \leq K\}} \mathrm{d}s \\
= \int_{F_X(K)}^{F_X(K) - P(\Omega_1)} |X^*(s) - K|^p \mathrm{d}s
\]
By similar calculations, we have
\[
|d_X(\alpha, K)\|_p \frac{\alpha}{p+\alpha} \mathbb{P}(\Omega_1)^{\frac{p}{p+1}}.
\]
Therefore since \((a+b)^{\frac{p}{p+1}} \leq 2^\frac{p}{p+1} (a^{\frac{p}{p+1}} + b^{\frac{p}{p+1}}), a, b > 0\), we obtain the following estimate
\[
\mathbb{E}[|X - \hat{X}|^p] \geq |d_X(\alpha, K)|^\frac{p}{p+1} \left\{ \mathbb{P}(\Omega_1)^{\frac{p}{p+1}} + \mathbb{P}(\Omega_2)^{\frac{p}{p+1}} \right\}
\]
\[
\geq |d_X(\alpha, K)|^\frac{p}{p+1} \frac{1}{2^{\frac{p}{p+1}}}.
\]
Therefore, by using Lemma 2.5, we have
\[
\mathbb{E}\left[\left|1_{(-\infty, K]}(X) - 1_{(-\infty, K]}(\hat{X})\right|\right] \leq 2^\frac{p}{p+1} \left\{ D_X(\alpha, K)^{\frac{p}{p+1}} \mathbb{E}[|X - \hat{X}|^p]^{\frac{p}{p+1}} \right\}
\]
\[
\leq 2 \left( \frac{p+\alpha}{2\alpha} \right)^{\frac{p}{p+1}} \|X\|_{\alpha}^{\frac{p}{p+1}} \mathbb{E}[|X - \hat{X}|^p]^{\frac{p}{p+1}}
\]
\[
\leq 3 \|X\|_{\alpha}^{\frac{p}{p+1}} \mathbb{E}[|X - \hat{X}|^p]^{\frac{p}{p+1}},
\]
where we use the fact that \(\max_{x>0} x^{1/x} = e^{1/e} \) and \(2e^{\frac{p}{p+1}} < 3\). This concludes the statement.

**Proof of Theorem 2.4** We first assume \(g \in NBV\), that is, \(g \in BV\) such that \(g\) is left continuous and \(\lim_{x \to -\infty} g(x) = 0\). Then by Theorem 8.14 in [76], there exists a unique signed measure \(\nu\) on \(\mathbb{R}\) such that \(g(x) = \nu((-\infty, x))\) and \(\nu((-\infty, x)) = \nu((x, \infty))\), where \(|\nu|\) is the total variation measure of \(\nu\). Since \(|\nu| (\mathbb{R}) = V(g) < \infty\), we have
\[
g(x) = \int_{\mathbb{R}} 1_{(-\infty, x)}(z) \nu(dz) = \int_{\mathbb{R}} 1_{(z, +\infty)}(x) \nu(dz).
\]
Therefore, it follows from Remark 2.5 (i) that
\[
\mathbb{E}\left[\left|g(X) - g(\hat{X})\right|^q\right] \leq \mathbb{E}\left[\left\| 1_{(z, +\infty)}(X) - 1_{(z, +\infty)}(\hat{X}) \right\|^q \right]
\]
\[
\leq V(g)^{q-1} \int_{\mathbb{R}} \mathbb{E}\left[\left|1_{(z, +\infty)}(X) - 1_{(z, +\infty)}(\hat{X})\right|^q \right] |\nu|(dz)
\]
\[
\leq 3V(g)^{q-1} \|X\|_{\alpha}^{\frac{p}{p+1}} \mathbb{E}[|X - \hat{X}|^p]^{\frac{p}{p+1}},
\]
which concludes the statement for \(g \in NBV\).

We now assume \(g \in BV\). Then by Theorem 8.13 in [76], \(g\) can be decomposed by \(g(x) = \tilde{g}(x) + c + \Delta(x)\), where \(\tilde{g} \in NBV\), \(c \in \mathbb{R}\) and \(\Delta(x) := \sum_{j \in \mathbb{N}} \lambda_j 1_{a_j}(x)\), \(\lambda_j := g(a_j) - \tilde{g}(a_j) - c\), and
We suppose that the coefficients \( a_j \in N \) is a discontinuous points of \( g \) (which are countable). We define \( \bar{v} := \sum_{j \in N} \lambda_j \delta_{a_j} \). Then \( V(g) < V(\bar{v}) \), and since \( g(a_j) \) exists and \( \bar{g}(a_j) = c = g(a_j) \), we have \( |V(g) - \bar{v}(\mathbb{R})| = |\sum_{j \in N} g(a_j) - V(g) + \bar{v}(\mathbb{R})| \leq V(g) \) and \( \Delta(x) = \int_{\mathbb{R}} \{ 1_{(0, \infty)}(x) - 1_{(-\infty, 0]}(x) \} \bar{v}(dz) \). Therefore, by similar way as NBV case, we have

\[
\mathbb{E} \left[ \left| g(X) - g(\hat{X}) \right|^q \right] \leq 3^{q+1} V(g)^q \| F_{\alpha} \|_{\alpha \rightarrow \infty} \mathbb{E}[|X - \hat{X}|^p]^{p \alpha}.
\]

This concludes the statement. \( \square \)

## 3 Examples

In this section, we provide two examples of stochastic processes with H"older continuous distribution function. In this section, \( B = (B(t))_{t \geq 0} \) is a standard Brownian motion defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with a filtration \((\mathcal{F}_t)_{t \geq 0}\) satisfying the usual conditions.

### 3.1 SDEs with path-dependent and linear growth drift

Let \( b : [0, \infty) \times C([0, \infty) ; \mathbb{R}) \rightarrow \mathbb{R} \) and diffusion coefficient \( \sigma : [0, \infty) \times \mathbb{R} \rightarrow \mathbb{R} \) be measurable functions, and let \( X^x_t = (X^x(t))_{t \geq 0} \) be a solution to the following path–dependent one-dimensional SDE

\[
dX^x(t) = b(t, X^x(t))dt + \sigma(t, X^x(t))dB(t), \quad X^x(0) = x \in \mathbb{R}, \quad t \geq 0.
\]

In this subsection, we consider H"older continuity of the distribution function of a solution of SDE (7) with linear growth drift coefficient. We need the following assumptions on the coefficients \( b \) and \( \sigma \).

**Assumption 3.1.** We suppose that the coefficients \( b : [0, \infty) \times C([0, \infty) ; \mathbb{R}) \rightarrow \mathbb{R} \) and \( \sigma : [0, \infty) \times \mathbb{R} \rightarrow \mathbb{R} \) satisfy the following conditions:

(i) The drift coefficient \( b \) is \( \mathcal{B}([0, \infty)) \otimes \mathcal{B}(C([0, \infty) ; \mathbb{R})) / \mathcal{B}(\mathbb{R}) \)-measurable and for each fixed \( t > 0 \), the map \( C([0, \infty) ; \mathbb{R}) \ni w \mapsto b(t, w) \in \mathbb{R} \) is \( \mathcal{B}(C([0, \infty) ; \mathbb{R})) / \mathcal{B}(\mathbb{R}) \)-measurable (see, Chapter IV, Definition 1.1 in [41]), and is of linear growth, that is, for each \( T > 0 \), there exists \( K(b, T) > 0 \) such that for any \( (t, w) \in [0, T] \times C([0, T] ; \mathbb{R}^2) \), \( |b(t, w)| \leq K(b, T)(1 + \sup_{0 \leq s \leq t} \| w(s) \|) \).

(ii) \( a := \sigma^2 \) is \( \beta \)-H"older continuous in space and \( \beta/2 \)-H"older continuous in time with \( \beta \in (0, 1] \), that is,

\[
\sup_{t \in [0, \infty), x \neq y} \frac{|a(t, x) - a(t, y)|}{|x - y|^{\beta}} + \sup_{x \in \mathbb{R}, t \neq s} \frac{|a(t, x) - a(s, x)|}{|t - s|^{\beta/2}} < \infty.
\]

(iii) The diffusion coefficient \( \sigma \) is bounded and uniformly elliptic, that is, there exist \( \underline{\sigma}, \overline{\sigma} > 0 \) such that for any \( (t, x) \in [0, \infty) \times \mathbb{R} \), \( \underline{\sigma} \leq a(t, x) \leq \overline{\sigma} \).
Remark 3.3. (i) Note that if the drift coefficient $b$ is path-dependent and of sub-linear growth, that is, for any $\delta, t > 0$, there exists $K_{t}(\delta) > 0$ such that $K_{t}(\delta)$ is increasing with respect to $t$ and for all $t > 0$ and $w \in C([0, t]; \mathbb{R}^d)$, $|b(t, w)| \leq \delta \sup_{0 \leq s \leq t} |w(s)| + K_{t}(\delta)$, then $X^x(t)$, $t > 0$ admits a density function which satisfies the Gaussian two-sided bound (see, Theorem 3.4 in [23] and also [51] for bounded drift), thus its distribution function is Lipschitz continuous. On the other hand, in the case of linear growth drift, it is difficult to estimate the upper bound of the density.

(ii) As application of Theorem 2.1, we can use multilevel Monte Carlo method for irregular functional of SDEs with linear growth drift coefficient (e.g. Lipschitz continuous function).

Proof of Theorem 2.1. Let $T > 0$ be fixed. We first recall that if the diffusion coefficient $\sigma$ satisfies the Assumption 3.1 (ii) and (iii), then from Theorem 6.5.4 in [23], there exists a fundamental solution $q(s, x, t, \cdot)$ of the following Kolmogorov backward equation:

$$$(\partial_s + L_s)q(s, x, t, y) = 0, \quad \lim_{s \uparrow t} \int_{\mathbb{R}^d} q(y) f(s, x, t, y) dy = f(x), \quad f \in C^\infty_b(\mathbb{R}^d; \mathbb{R}),$$$$

where $L_s$ is a differential operator defined by

$$$(\partial_s + L_s) := \frac{a(s, x) f''(x)}{2},$$$

(see page 149 in [23]). Then there exist $\hat{C} > 0$ and $\hat{c} > 0$ such that for any $(t, x, y) \in (s, T] \times \mathbb{R} \times \mathbb{R}$,

$$q(s, x, t, y) \leq \frac{\hat{C} g_{\hat{c}(t-s)}(x, y)}{\log(1+s) + 1/2}$$. 

Moreover, from Theorem 3.1 in [22], for any $(t, x) \in (0, \infty) \times \mathbb{R}^d$, $X^x(t)$ admits a density function with respect to Lebesgue measure, denoted by $p_t(x, \cdot)$, which satisfies the following representation

$$p_t(x, y) = q(0, x, t, y) + \int_0^t \mathbb{E}[\partial_x q(s, X^x(s); t, y)b(s, X^x)] ds, \quad \text{a.e. } y \in \mathbb{R}. \quad (10)$$

By using this representation, we prove Hölder continuity of $X^x(t)$. Let $(t, x, y) \in (0, T] \times \mathbb{R} \times \mathbb{R}$ and $z, z' \in \mathbb{R}$. We first note that for $c > 0$, by using Hölder’s inequality with $1/p + 1/q = 1, p, q > 1$, we have

$$\int_z^{z'} g_{ct}(x, y) dy \leq \left( \int_{\mathbb{R}} 1_{(z, z')}(y) dy \right)^{1/p} \left( \int_{\mathbb{R}} g_{ct}(x, y)^q dy \right)^{1/q} \leq \frac{C_c |z - z'|^{1/p}}{t^{1/p}}. \quad (11)$$
Remark 3.5. (i) Let $\mathbb{E} \left[ \sup_{0 \leq s \leq t} |X^x(s)| \right] < \infty$, we have

$$
P(z < X^x(t) \leq z') \leq \int_z^{z'} q(0, x; t, y) dy + \int_t^{z'} dy \int_0^t ds \mathbb{E} \left[ |\partial_x q(s, X^x(s); t, y)||b(s, X^x)| \right]
$$

$$
\leq C \int_t^{z'} g_0(x, y) dy + \int_0^t \frac{\hat{C}}{(t-s)^{1/2}} \mathbb{E} \left[ \int_z^{z'} g_\alpha(t-s)(X^x(s), y) dy \right] \frac{\partial_x q(s, X^x(s); t, y)}{b(s, X^x)} \frac{\hat{C}}{C \lambda(y)}
$$

$$
\leq C \left\{ \frac{1}{t^{1/2}} + \frac{1}{(t-s)^{1/2}} \right\} |z - z'|^{1/p}
$$

for some $C > 0$. By choosing $\alpha = 1/p \in (0, 1)$, we concludes the proof.

3.2 Maximum of SDEs

Let us consider the following one-dimensional SDEs of the form

$$
dX(t) = b(t, X(t))dt + \sigma(X(t))dB(t), \quad X(0) = x_0 \in \mathbb{R}, \quad t \in [0, T]. \tag{12}
$$

In this subsection, we consider Hölder continuity of the distribution function of $\max_{0 \leq t \leq T} X(t)$. As application we consider an approximation scheme for expectation $\mathbb{E}[g(\max_{0 \leq t \leq T} X(t))]$ for $g \in BV$, which includes the payoff of binary options with respect to the running maximum of $X$.

**Proposition 3.4.** Suppose that the drift coefficient $b$ is measurable and of sub-linear growth, and diffusion coefficient $\sigma \in C^4_b(\mathbb{R}; \mathbb{R})$ and uniformly elliptic. Then, the distribution function of $\max_{0 \leq t \leq T} X(t)$ is $\alpha$-Hölder continuous for any $\alpha \in (0, 1)$.

**Remark 3.5.** (i) Let $f : \mathbb{R} \to \mathbb{R}$ be a measurable function. Then $f$ satisfies that bounded on any compact subset of $\mathbb{R}$ and $|f(x)| = o(|x|)$ as $|x| \to \infty$ if and only if for any $\delta > 0$, there exists a constant $K(\delta) > 0$ such that $|f(x)| \leq \delta|x| + K(\delta)$.

(ii) If $b, \sigma \in C^2_b(\mathbb{R}; \mathbb{R})$ and $\sigma$ is uniformly elliptic, then by using Malliavin calculus approach, the law of $\max_{0 \leq t \leq T} X(t)$ and discrete time maximum $\max\{X(t_1), \ldots, X(t_n)\}$ with $0 \leq t_1 < \cdots < t_{n-1} < t_n = T$ are absolutely continuous with respect to Lebesgue measure and the densities satisfy some Gaussian type upper bound (see, Theorem 3 in [64]), thus in this setting, we can apply original Avikainen’s estimate (11).

(iii) It is well-known that the drift coefficient $b$ and $\sigma$ are Lipschitz continuous in space and 1/2-Hölder continuous in time, then for any $p \geq 1$, $\text{Err}_p(n) = Cn^{-1/2}$ for some $C > 0$ (see, [44]) and, recently, the strong rate of convergence under non-Lipschitz drift coefficient are studied (see, [3, 13, 63, 76, 78, 59, 62, 61, 67, 68]) and subsection 4.5. Moreover, the estimate (11) can be applied to multilevel Monte Carlo methods (see, [26]).

**Proof.** For continuous stochastic process $A = (A(t))_{0 \leq t \leq T}$, we set $M_A(T) := \max_{0 \leq t \leq T} A(t).$
(Step 1). We frist apply Lamperti transform. Let $L(x) := \int_0^x \sigma(y)^{-1} dy$, then $L$ has an inverse function $L^{-1}$ and satisfies $L'(x) = \sigma(x)^{-1}$, $L''(x) = -\sigma'(x)\sigma(x)^{-2}$. Moreover since $\sigma$ is bounded and uniformly elliptic, $L$ and $L^{-1}$ are Lipschitz continuous. Then by using Itô’s formula, $Y(t) := L(X(t))$ satisfies the following SDE of the form

$$dY(t) = b_Y(t, Y(t)) dt + B(t), \quad Y(0) = L(x_0) = y_0,$$

where $b_Y(t, y) := \frac{b(t, L^{-1}(y))}{\sigma(L^{-1}(y))} - \frac{\sigma'(L^{-1}(y))}{2}.$

(Step 2). We apply Maruyama–Girsanov transform in order to remove the drift coefficient from $Y$. Let $p \in \mathbb{R}$, $Z(p, \cdot) = (Z(p, t))_{0 \leq t \leq T}$ is defined by

$$Z(p, t) := \exp \left( p \int_0^t b_Y(s, y_0 + B(s)) ds - \frac{p^2}{2} \int_0^t |b_Y(s, y_0 + B(s))|^2 ds \right).$$

Since $b_Y$ is also sub-linear growth, thus, $Z(-1, \cdot)$ is martingale and has any both positive and negative moments (see, Lemma 3.6 in [12]). Thus by using Maruyama–Girsanov transform, it holds that for any bounded measurable functional $f \in C([0, T]; \mathbb{R}),$

$$\mathbb{E}[f(Y)] = \mathbb{E}[f(y_0 + B) Z(-1, T)], \quad (13)$$

(Step 3). Since $L$ is strictly increasing, $M_Y(T) = L(M_X(T))$, and thus by using (13), for any $a, b \in \mathbb{R}$ with $a < b$, we have

$$\mathbb{P}(a < M_X(T) \leq b) = \mathbb{P}(L(a) < M_Y(T) \leq L(b)) \quad = \mathbb{E} [1_{(L(a), L(b))} (y_0 + M_B(T)) Z(-1, T)].$$

Therefore, by using Hölder’s inequality with $1/p + 1/p' = 1$ for $p, p' > 1$ and explicit representation of the density of maximum of Brownian motion (see, e.g. Problem 2.8.2 in [12]), we have

$$\mathbb{P}(a < M_X(T) \leq b) \leq \mathbb{E} \left[ Z(-p', T)^{1/p'} \right] \mathbb{P}(L(a) < y_0 + M_B(T) \leq L(b))^{1/p} \quad$$

$$= \mathbb{E} \left[ Z(-p', T)^{1/p'} \right] \left( \int_{L(a)-y_0}^{L(b)-y_0} \frac{2}{\pi T} \exp \left( -\frac{m^2}{2T} \right) \mathrm{dm} \right)^{1/p} \quad$$

$$\leq \mathbb{E} \left[ Z(-p', T)^{1/p'} \right] \left( \frac{2}{\pi T} \right)^{1/(2p')} (L(b) - L(a))^{1/p}.$$

Since $L$ is a Lipschitz continuous and $p > 1$ is arbitrarily, we conclude that the distribution function of $M_X(T)$ is $\alpha$-Hölder continuous for any $\alpha \in (0, 1)$. This concludes the proof of the statement. \qed

Theorem 3.6. Suppose that the drift coefficient $b$ is measurable and of sub-linear growth, that is, for any $\delta > 0$, there exists $K_t(\delta) > 0$ such that $K_t(\delta)$ is increasing with respect to $t$ and for all $t > 0$ and $x \in \mathbb{R}$, $|b_t(x)| \leq \delta |x| + K_t(\delta)$, and diffusion coefficient $\sigma \in C^1_c(\mathbb{R}; \mathbb{R})$ and uniformly elliptic. Let $X^{(n)}$ be the Euler–Maruyama scheme for SDE (12) defined by

$$dX^{(n)}(t) = b(\eta_n(t), X^{(n)}(\eta_n(t))) dt + \sigma(X^{(n)}(\eta_n(t)))dB(t), \quad X^{(n)}(0) = x_0, \quad t \in [0, T],$$

$$X^{(n)}(t) \rightarrow X(t), \quad t \rightarrow \frac{1}{n}$$

as $n \rightarrow \infty$, with probability $1$. Then $X^{(n)}$ converges in distribution to the solution $X$ of the SDE (12) and the limit process is continuous.
where \( \eta_n(s) = kT/n =: t_k^{(n)} \) if \( s \in [kT/n, (k + 1)T/n) \). Let \( p \geq 1 \) and suppose \( \mathbb{E} [\max_{0 \leq t \leq T} |X(t) - X^{(n)}(t)|^p]^{1/p} \leq \text{Err}_p(n) \). Then for any \( g \in \text{BV} \), \( q \in [1, \infty) \) and \( \alpha \in (0, 1) \), there exists a positive constant \( C = C(g, b, \sigma, p, q, T, \alpha) > 0 \) such that for any \( n \geq 2 \),

\[
\mathbb{E} \left[ g \left( \max_{0 \leq t \leq T} X(t) \right) - g \left( \max_{0 \leq t \leq T} X^{(n)}(\eta_n(t)) \right) \right]^q \leq C \left\{ \text{Err}_p(n)^{p+\alpha} + \left( \frac{\log n}{n} \right)^{\frac{p}{2(p+\alpha)}} \right\}.
\]

**Proof.** From Theorem 2.1 and Proposition 4.4 it is suffices to estimate the moment of the difference between \( \max_{0 \leq t \leq T} X(t) \) and \( \max_{0 \leq t \leq T} X^{(n)}(\eta_n(t)) \). By using triangle inequality, we have

\[
\mathbb{E} \left[ \max_{0 \leq t \leq T} X(t) - \max_{0 \leq t \leq T} X^{(n)}(\eta_n(t)) \right]^p \leq 2^{p-1} \mathbb{E} \left[ \max_{0 \leq t \leq T} |X(t) - X^{(n)}(\eta_n(t))|^p \right] + 2^{p-1} \mathbb{E} \left[ \max_{0 \leq t \leq T} |X^{(n)}(t) - X^{(n)}(\eta_n(s))|^p \right].
\]

By Lévy’s modulus continuity of Brownian motion (see, e.g., Theorem 2.9.25 in [43]), since \( b \) is sub–linear growth there exists \( C > 0 \) such that

\[
\mathbb{E} \left[ \max_{0 \leq t \leq T} |X^{(n)}(t) - X^{(n)}(\eta_n(s))|^p \right] \leq \frac{2^{p-1} \max_{0 \leq t \leq T} \mathbb{E} \left[ |b(\eta_n(t), X^{(n)}(\eta_n(t)))|^p \right] T^p}{n^p} + 2^{p-1} \| \sigma \|_p \mathbb{E} \left[ \max_{0 \leq t \leq T} |B(t) - B(\eta_n(s))|^p \right] \leq C \left( \frac{\log n}{n} \right)^{p/2},
\]

which concludes the proof.

\[ \square \]

### 4 Application to numerical schemes for SDEs and SHEs

In this section, we apply a generalized Avikainen’s estimate 4 to several problems on numerical analysis of SDEs and SHEs with irregular coefficients.

#### 4.1 SDEs with bounded 2-variation diffusion coefficients

In this subsection, we consider one-dimensional SDEs with bounded 2-variation diffusion coefficient. It is well-known that Yamada and Watanabe [86] proved that if the diffusion coefficient \( \sigma \) is \( \alpha \)-Hölder continuous with exponent \( \alpha \in [1/2, 1] \), then the pathwise uniqueness holds. Besides, Girsanov [27] and Barlow [6] provided some examples of \( \alpha \)-Hölder continuous function \( \sigma \) with \( \alpha \in (0, 1/2) \) such that the pathwise uniqueness fails for SDE [15], and thus the Hölder exponent \( \alpha = 1/2 \) is sharp. On the other hand, Le Gall [52] proved that if the diffusion coefficients is bounded, uniformly positive and bounded 2-variation, then the pathwise uniqueness holds. Note that we need the uniformly positive condition. Indeed, if \( b = 0 \) and \( \sigma = \text{sgn} \) then the equation is called Tanka’s equation, and in this case there is no strong solution.

The goal of this subsection is that, under above condition, we provide the rate of convergence for the Euler–Maruyama scheme (see Theorem 4.1 and Theorem 4.3).
Case 1: time independent coefficients

Let us consider the following one-dimensional SDEs of the form
\[ dX(t) = b(X(t))dt + \sigma(X(t))dB(t), \]  \[ X(0) = x_0 \in \mathbb{R}, \quad t \in [0, T], \]  \begin{equation}
(15)
\end{equation}
where \( B = (B(t))_{0 \leq t \leq T} \) is a standard Brownian motion defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with a filtration \((\mathcal{F}_t)_{0 \leq t \leq T}\) satisfying the usual conditions. Since the solution of (15) is rarely analytically tractable, one often approximates \( X(t) \) by using the Euler–Maruyama scheme given by
\[ dX^{(n)}(t) = b(X^{(n)}(\eta_n(t)))dt + \sigma(X^{(n)}(\eta_n(s)))dB(t), \]  \[ X^{(n)}(0) = x_0, \quad t \in [0, T], \]
where \( \eta_n(s) = kT/n : t^{(n)} \) if \( s \in [kT/n, (k + 1)T/n) \).

If the diffusion coefficient \( \sigma \) is of bounded 2-variation, then we have the following rate of strong convergence for the Euler–Maruyama scheme.

**Theorem 4.1.** Suppose that coefficients \( b \) and \( \sigma \) are measurable, bounded and \( \sigma \) is uniformly positive. Moreover, assume that there exist \( \gamma \in (0, 1] \), \( f_b \in BV \) and bounded and strictly increasing function and \( f_\sigma \) such that for any \( x, y \in \mathbb{R} \),
\[ |b(x) - b(y)| \leq |f_b(x) - f_b(y)|^\gamma \quad \text{and} \quad |\sigma(x) - \sigma(y)|^2 \leq |f_\sigma(x) - f_\sigma(y)|. \]

Then there exists a constant \( C \) such that for any \( n \geq 3 \),
\[ \sup_{0 \leq t \leq T} \mathbb{E} \left[ \left| X(t) - X^{(n)}(t) \right| \right] \leq C e^{C \sqrt{\log \log n}} \frac{\log \log n}{\log n}, \]
and if \( b \in L^1(\mathbb{R}) \), then there exists a constant \( C \) such that for any \( n \geq 2 \),
\[ \sup_{0 \leq t \leq T} \mathbb{E} \left[ \left| X(t) - X^{(n)}(t) \right| \right] \leq C \frac{\log n}{\log n}. \]

**Remark 4.2.** By the structural Theorem (see, Theorem 3.1 in [13]), the condition for \( \sigma \) in Theorem 4.1 is of bounded 2-variation. Le Gall [52] showed that the pathwise uniqueness holds for SDE (15) with bounded 2-variation diffusion coefficient which includes discontinuous functions (see Remark 4.9 (i) for applications of this type of equations). Note that Gyöngy and Rásonyi [34] proved the same error estimate in the case that the drift coefficient \( b \) is Lipschitz continuous and the diffusion coefficient \( \sigma \) is 1/2-Hölder continuous.

Before proving Theorem 4.1 we consider the following one-dimensional Itô process \( Y = (Y(t))_{t \geq 0} \) defined by
\[ dY(t) = b(t, \omega)dt + \sigma(t, \omega)dB(t), \]  \[ Y(0) = y_0 \in \mathbb{R}, \quad t \in [0, T], \]
where \( b, \sigma : [0, T] \times \Omega \to \mathbb{R} \) are progressively measurable stochastic processes. Then we derive a key estimation for proving Theorem 4.1.
Lemma 4.4. Suppose the coefficients \( \sigma \) of \( Y \) are uniformly bounded, and \( a := \sigma^2 \) is uniformly positive, that is, there exists \( a > 0 \) such that \( a(t, \omega) \geq a \) for all \( t \geq 0 \) almost surely. Then for any \( g \in BV, p \in (0, \infty) \) and \( q \in [1, \infty) \), there exists a positive constant \( C = C(g, b, \sigma, p, q) > 0 \) such that for any one-dimensional progressively measurable process \( \tilde{Y} = (\tilde{Y}(t))_{t \geq 0} \), we have
\[
\int_0^T \mathbb{E} \left[ \left| g(Y(s)) - g(\tilde{Y}(s)) \right|^p \right] ds \leq C \left( \int_0^T \mathbb{E} \left[ \left| Y(s) - \tilde{Y}(s) \right|^p \right] ds \right)^{\frac{1}{p+1}}.
\]

For proving Proposition 4.3 we estimate a uniform \( L^2 \)-bounded of the local time of \( Y \).

Lemma 4.4. Suppose the coefficients \( b \) and \( \sigma \) of \( Y \) satisfy the same conditions on Proposition 4.3. Then it holds that
\[
\sup_{x \in \mathbb{R}} \mathbb{E} \left[ \left| L_T^x(Y) \right|^2 \right] \leq 12\|b\|_\infty^2 T^2 + 6\|\sigma\|_\infty^2 T.
\]

Proof. By using the symmetric Itô–Tanaka formula, we have
\[
L_T^x(Y) = |Y(T) - x| - |y_0 - x| - \int_0^T \text{sgn}(Y(s))dY(s)
\leq |Y(T) - y_0| + 2 \int_0^T |b(s, \omega)| ds + \int_0^T \text{sgn}(Y(s))\sigma(s, \omega)dB(s).
\]
Since \( b \) and \( \sigma \) are bounded, it follows from the inequality \((a + b + c)^2 \leq 3(a^2 + b^2 + c^2)\), \( a, b, c \geq 0 \) and the \( L^2 \)-isometry that,
\[
\sup_{x \in \mathbb{R}} \mathbb{E} \left[ \left| L_T^x(Y) \right|^2 \right] \leq 12\|b\|_\infty^2 T^2 + 6 \int_0^T \mathbb{E} \left[ \left| \sigma(s, \omega) \right|^2 \right] ds \leq 12\|b\|_\infty^2 T^2 + 6\|\sigma\|_\infty^2 T.
\]
This concludes the statement.

Proof of Proposition 4.3. From Theorem 2.1 it is suffice to estimate \( \int_0^T \mathbb{P}(a < Y(s) \leq b)ds \). Since the coefficients of \( Y \) are bounded and \( a = \sigma^2 \) is uniformly positive, by using the occupation time formula and Lemma 4.4 we have
\[
\int_0^T \mathbb{P}(a < Y(s) \leq b)ds = \mathbb{E} \left[ \int_0^T 1_{(a,b)}(Y(s))ds \right]
\leq a \mathbb{E} \left[ \int_0^T 1_{(a,b)}(Y(s))dY(s) \right]
= a \mathbb{E} \left[ \int_0^T 1_{(a,b)}(x)L_T^x(Y)dx \right]
\leq a \sqrt{12\|b\|_\infty^2 T^2 + 6\|\sigma\|_\infty^2 T(b-a),}
\]
which concludes the statement.
**Remark 4.5.** Note that since $b, \sigma$ are bounded, and $\sigma$ is uniformly elliptic, we can prove directly Proposition 4.3 by using Krylov estimate (see, page 54, Theorem 4 in [60]).

Proposition 4.3 shows the following error estimate for Itô processes.

**Proposition 4.6.** Suppose the coefficients $b$ and $\sigma$ satisfies the same conditions on Proposition 4.3. Then for any $g \in BV$, $p \in (0, \infty)$ and $q \in [1, \infty)$, there exists $C = C(g, b, \sigma, p, q) > 0$ such that for any $n \in \mathbb{N}$,

$$
\int_0^T \mathbb{E} \left[ |g(Y(s)) - g(Y(\eta_n(s)))|^q \right] \, ds \leq C \left( \frac{T}{n} \right)^{\frac{p}{2(p+1)}}.
$$

**Remark 4.7.** (i) Note that the estimate on Proposition 4.6 is almost optimal. Indeed, since $p \in (0, \infty)$ is arbitrarily, for any $\varepsilon \in (0, 1)$, we can choose $p$ as $\frac{2p}{2(p+1)} = \frac{1-\varepsilon}{2}$. Moreover, there exist $Y$ and $g \in BV$ such that

$$
\int_0^T \mathbb{E}[\|g(Y(s)) - g(Y(\eta_n(s)))\|^q] \, ds \geq C'n^{-\varepsilon/2}
$$

for some $C' > 0$, (see Remark 3.6 in [67]).

(ii) In the paper [46] the authors consider rate of convergence of

$$
\mathbb{E} \left[ \left( \int_0^T g(Y(s)) \, ds - \int_0^T g(Y(\eta_n(s))) \, ds \right)^q \right]
$$

for irregular function $g$ and solution of one-dimensional SDEs $X$ with smooth coefficients, (see also [66] for a central limit theorem for occupation time of diffusion processes).

**Proof of Proposition 4.6.** From Proposition 4.3 it suffices to estimate

$$
\int_0^T \mathbb{E} \left[ |Y(s) - Y(\eta_n(s))|^p \right] \, ds.
$$

Since $b$ and $\sigma$ are bounded, thus by using Burkholder-Davis-Gundy’s inequality and Jensen’s inequality, (16) is estimated above by $2^{p-1}T\left( \|b\|_p^p (T/n)^p + \|\sigma\|_p^p c_p (T/n)^{p/2} \right)$, where $c_p$ is the constant of Burkholder-Davis-Gundy’s inequality. This concludes the proof. \(\square\)

**Proof of Theorem 4.7.** We will only present the detail proof for the case that $b \in L^1(\mathbb{R})$. The proof for the case $b \not\in L^1(\mathbb{R})$ is based on the localisation technique given in [68] and it will be omitted.

(Step 1). In order to deal with non-Lipschitz drift coefficient $b$, we apply the method of removal drift. We define the scale function $\phi(x) := \int_0^x \exp(-2 \int_y^x \frac{b(z)}{\sigma^2(z)} \, dz) \, dy$, which is well-defined since $\sigma^2$ is uniformly positive. We define $Y(t) := \phi(X(t))$ and $Y^{(n)}(t) := \phi(X^{(n)}(t))$. Note that $\phi''$ exists and satisfies $\phi'' = -\frac{2b}{\sigma^2}$ almost everywhere, and $\phi$ satisfies the ordinary differential equation $\frac{d}{dx}\phi(x) + \frac{1}{2}\sigma^2(x)\phi''(x) = 0$. Hence by using generalized Itô’s formula (see, e.g. [43] Problem 3.7.3, page 219), we have

$$
Y(t) = \phi(x_0) + \int_0^t \phi'(X(s))\sigma(X(s)) \, dB(s),
$$

$$
Y^{(n)}(t) = \phi(x_0) + \int_0^t \phi'(X^{(n)}(s))\sigma(X^{(n)}(\eta_n(s))) \, dB(s)
$$
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and Watanabe approximation technique (see [34] or [86]). For each 
\( \delta \)
where
\( (\text{see, e.g., [68]}). \)

The following four terms
\( x \) has the following three properties; (i)
\( \psi \)

Note that since
\( \phi \)

(Step 2). In order to deal with Le Gall’s condition of the diffusion coefficient \( \sigma \), we use Yamada and Watanabe approximation technique (see [34] or [86]). For each \( \delta \in (1, \infty) \) and \( \varepsilon \in (0, 1) \), we define a continuous function \( \psi_{\delta, \varepsilon} : \mathbb{R} \to [0, \infty) \) with \( \text{supp} \psi_{\delta, \varepsilon} \subset [\varepsilon/\delta, \varepsilon] \) such that
\( \int_{\varepsilon/\delta}^{\varepsilon} \psi_{\delta, \varepsilon}(z)\, dz = 1 \)
and
\( 0 \leq \psi_{\delta, \varepsilon}(z) \leq \frac{2}{2 \log \delta}, \ z > 0. \)
Since
\( \int_{\varepsilon/\delta}^{\varepsilon} \frac{2}{2 \log \delta} \, dz = 2 \), there exists such a function \( \psi_{\delta, \varepsilon} \).

We define a function \( \phi_{\delta, \varepsilon} \in C^2(\mathbb{R}; \mathbb{R}) \) by
\( \phi_{\delta, \varepsilon}(x) := \int_{0}^{x} \int_{0}^{y} \psi_{\delta, \varepsilon}(z)\, dz\, dy. \)
It is easy to verify that \( \phi_{\delta, \varepsilon} \)
has the following three properties; (i) \( |x| \leq \varepsilon + \phi_{\delta, \varepsilon}(x) \), for any \( x \in \mathbb{R} \); (ii) \( 0 \leq |\phi_{\delta, \varepsilon}(x)| \leq 1 \), for any \( x \in \mathbb{R} \); (iii) \( \phi_{\delta, \varepsilon}(\pm |x|) = \phi_{\delta, \varepsilon}(|x|) \leq \frac{2}{|x| \log \delta} \, 1_{[\varepsilon/\delta, \varepsilon]}(|x|) \) for any \( x \in \mathbb{R} \setminus \{0\} \). From the property
(c) of the scale function \( \phi \) and the property (i) of \( \phi_{\delta, \varepsilon} \), for any \( t \in [0, T] \), we have
\[
|X(t) - X^{(n)}(t)| \leq C_0|Y(t) - Y^{(n)}(t)| \leq C_0 \left\{ \varepsilon + \phi_{\delta, \varepsilon}(Y(t) - Y^{(n)}(t)) \right\}. \tag{17}
\]

Since \( \phi_{\delta, \varepsilon} \in C^2(\mathbb{R}; \mathbb{R}) \), by using Itô’s formula, \( \phi_{\delta, \varepsilon}(Y(t) - Y^{(n)}(t)) \) can be decomposed by the following four terms
\[
\phi_{\delta, \varepsilon}(Y(t) - Y^{(n)}(t)) = M^{n, \delta, \varepsilon}(t) + I_1^{n, \delta, \varepsilon}(t) + I_2^{n, \delta, \varepsilon}(t) + J^{n, \delta, \varepsilon}(t), \tag{18}
\]
where
\[
M^{n, \delta, \varepsilon}(t) := \int_{0}^{t} \phi'_{\delta, \varepsilon}(Y(s) - Y^{(n)}(s)) \times \left\{ \phi'(X(s))\sigma(X(s)) - \phi'(X^{(n)}(s))\sigma(X^{(n)}(\eta_n(s))) \right\} \, dB(s),
\]
\[
I_1^{n, \delta, \varepsilon}(t) := \int_{0}^{t} \phi_{\delta, \varepsilon}(Y(s) - Y^{(n)}(s))\phi'(X^{(n)}(s)) \left\{ b(X^{(n)}(s)) - b(X^{(n)}(\eta_n(s))) \right\} \, ds,
\]
\[
I_2^{n, \delta, \varepsilon}(t) := -\int_{0}^{t} \phi_{\delta, \varepsilon}(Y(s) - Y^{(n)}(s)) \frac{\phi'(X^{(n)}(s))b(X^{(n)}(s))}{\sigma^2(X^{(n)}(s))} \times \left\{ \sigma(X^{(n)}(s))^2 - \sigma(X^{(n)}(\eta_n(s)))^2 \right\} \, ds,
\]
\[
J^{n, \delta, \varepsilon}(t) := \frac{1}{2} \int_{0}^{t} \phi''_{\delta, \varepsilon}(Y(s) - Y^{(n)}(s)) \times \left| \phi'(X(s))\sigma(X(s)) - \phi'(X^{(n)}(s))\sigma(X^{(n)}(\eta_n(s))) \right|^2 \, ds.
\]

Note that since \( \phi' \), \( \phi'' \) and \( \sigma \) are bounded, \( (M^{n, \delta, \varepsilon}(t))_{0 \leq t \leq T} \) is martingale, so expectation of \( M^{n, \delta, \varepsilon}(t) \) equals to zero.
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To conclude the statement, we estimate the expectation of $I_1^{n,\delta,\varepsilon}(t)$, $I_2^{n,\delta,\varepsilon}(t)$, and $J^{n,\delta,\varepsilon}(t)$ by using Proposition 4.6.

We first consider the expectation of $I_1^{n,\delta,\varepsilon}(t)$ and $I_2^{n,\delta,\varepsilon}(t)$. From the property (a) of the scale function $\varphi$ and the property (ii) of $\phi_{\delta,\varepsilon}$, by using Jensen’s inequality and Proposition 4.6 with $g = f_b$ and $q = 1$, we have

$$
\mathbb{E}\left[\left|I_1^{n,\delta,\varepsilon}(t)\right|\right] \leq C_0 \int_0^T \mathbb{E}\left[|b(X^{(n)}(s)) - b(X^{(n)}(\eta_n(s)))|\right] \, ds \\
\leq C_0 T^{1-\gamma} \left(\int_0^T \mathbb{E}\left[|f_b(X^{(n)}(s)) - f_b(X^{(n)}(\eta_n(s)))|\right] \, ds\right)^\gamma \\
\leq C_0 T^{1-\gamma} C(f_b, b, \sigma, p, 1)^\gamma \left(\frac{T}{n}\right)^{\frac{p}{2(p+1)}},
$$

(19)

and Proposition 4.6 with $g = f_\sigma$ and $q = 1$, we have

$$
\mathbb{E}\left[\left|I_2^{n,\delta,\varepsilon}(t)\right|\right] \leq \frac{2 C_0 \|b\|_\infty \sigma \|\varepsilon\|_\infty}{\inf_{x \in R} \sigma(x)} \int_0^T \mathbb{E}\left[|\sigma(X^{(n)}(s)) - \sigma(X^{(n)}(\eta_n(s)))|\right] \, ds \\
\leq \frac{2 C_0 \|b\|_\infty \sigma \|\varepsilon\|_\infty}{\inf_{x \in R} \sigma(x)} T^{1/2} C(f_\sigma, b, \sigma, p, 1)^\frac{p}{2} \left(\frac{T}{n}\right)^{\frac{p}{2(p+1)}}.
$$

(20)

Next, we consider the expectation of $J^{n,\delta,\varepsilon}(t)$. From the property (iii) of $\phi_{\delta,\varepsilon}$, we have

$$
J^{n,\delta,\varepsilon}(t) \leq \int_0^T \frac{1_{[\varepsilon/d,\varepsilon]}(|Y(s) - Y^{(n)}(s)|)}{|Y(s) - Y^{(n)}(s)| \log \delta} \left|\varphi'(X(s))\sigma(X(s)) - \varphi'(X^{(n)}(s))\sigma(X^{(n)}(\eta_n(s)))\right|^2 \, ds \\
\leq 3\{J_1^{n,\delta,\varepsilon}(T) + J_2^{n,\delta,\varepsilon}(T) + J_3^{n,\delta,\varepsilon}(T)\},
$$

where

$$
J_1^{n,\delta,\varepsilon}(t) := \int_0^t \frac{1_{[\varepsilon/d,\varepsilon]}(|Y(s) - Y^{(n)}(s)|)}{|Y(s) - Y^{(n)}(s)| \log \delta} \left|\varphi'(X(s))\right|^2 \left|\sigma(X(s)) - \varphi'(X^{(n)}(s))\right|^2 \, ds,
$$

$$
J_2^{n,\delta,\varepsilon}(t) := \int_0^t \frac{1_{[\varepsilon/d,\varepsilon]}(|Y(s) - Y^{(n)}(s)|)}{|Y(s) - Y^{(n)}(s)| \log \delta} \left|\varphi'(X^{(n)}(s))\right|^2 \left|\sigma(X(s)) - \sigma(X^{(n)}(s))\right|^2 \, ds,
$$

$$
J_3^{n,\delta,\varepsilon}(t) := \int_0^t \frac{1_{[\varepsilon/d,\varepsilon]}(|Y(s) - Y^{(n)}(s)|)}{|Y(s) - Y^{(n)}(s)| \log \delta} \left|\varphi'(X^{(n)}(s))\right|^2 \left|\sigma(X^{(n)}(s)) - \sigma(X^{(n)}(\eta_n(s)))\right|^2 \, ds.
$$

We first consider $J_1^{n,\delta,\varepsilon}(T)$. From the property of the scale function (b), $\varphi'$ is Lipschitz continuous with Lipschitz constant $\|\varphi''\|_\infty$, thus we have

$$
J_1^{n,\delta,\varepsilon}(T) \leq \frac{K_2^2 \|\varphi''\|_\infty^2}{\log \delta} \int_0^T \frac{1_{[\varepsilon/d,\varepsilon]}(|Y(s) - Y^{(n)}(s)|)}{|Y(s) - Y^{(n)}(s)|} \left|X(s) - X^{(n)}(s)\right|^2 \, ds \\
\leq \frac{K_2^2 \|\varphi''\|_\infty^2}{\log \delta} C_0^2 \int_0^T \frac{1_{[\varepsilon/d,\varepsilon]}(|Y(s) - Y^{(n)}(s)|)}{|Y(s) - Y^{(n)}(s)|} \left|Y(s) - Y^{(n)}(s)\right| \, ds.
$$
Next we consider \( J_{2}^{n,\delta,\varepsilon}(T) \). This part is based on the argument in \([52]\). By using the property of the scale function \((a)\) and the assumption on \( \sigma \), we have

\[
J_{2}^{n,\delta,\varepsilon}(T) \leq \frac{C_{0}^{3}}{\log \delta} \int_{0}^{T} \frac{|f_{\sigma}(X(s)) - f_{\sigma}(X^{(n)}(s))|}{|X(s) - X^{(n)}(s)|} 1_{|X(s) - X^{(n)}(s)| \geq \varepsilon/(C_{0}\delta)} ds.
\]

We consider approximation \( f_{\sigma,\ell} \in C^{1}(\mathbb{R}) \) of \( f_{\sigma} \) which is also strictly increasing function and satisfies \( \|f_{\sigma,\ell}\|_{\infty} \leq \|f_{\sigma}\|_{\infty} \) and \( f_{\sigma,\ell} \uparrow f_{\sigma} \) as \( \ell \to \infty \) on \( \mathbb{R} \). Then by using Fatou’s lemma and the mean value theorem, we have

\[
J_{2}^{n,\delta,\varepsilon}(T) \leq \frac{C_{0}^{3}}{\log \delta} \liminf_{\ell \to \infty} \int_{0}^{T} \frac{|f_{\sigma}(X(s)) - f_{\sigma}(X^{(n)}(s))|}{|X(s) - X^{(n)}(s)|} 1_{|X(s) - X^{(n)}(s)| \geq \varepsilon/(C_{0}\delta)} ds
\]

\[
\leq \liminf_{\ell \to \infty} \frac{C_{0}^{3}}{\log \delta} \int_{0}^{T} ds \int_{0}^{1} d\theta f'_{\sigma,\ell}(V^{(n)}(\theta)),
\]

where \( V^{(n)}(\theta) := (1 - \theta)X(t) + \theta X(t) \). Since \( \sigma \) is uniformly positive, the quadratic variation of \( V^{(n)}(\theta) \) satisfies

\[
\langle V^{(n)}(\theta) \rangle_{t} = \int_{0}^{t} \left\{ (1 - \theta)\sigma(X(s)) + \theta \sigma(X^{(n)}(\eta_{n}(s))) \right\}^{2} ds \geq \left( \inf_{x \in \mathbb{R}} \sigma(x) \right)^{2} t.
\]

Therefore, by using the occupation time formula, we have

\[
\int_{0}^{T} ds \int_{0}^{1} d\theta f'_{\sigma,\ell}(V^{(n)}(\theta)) \leq \left( \inf_{x \in \mathbb{R}} \sigma(x) \right)^{-2} \int_{0}^{T} d\theta \int_{0}^{1} d\langle V^{(n)}(\theta) \rangle_{s} f'_{\sigma,\ell}(V^{(n)}(\theta))
\]

\[
= \left( \inf_{x \in \mathbb{R}} \sigma(x) \right)^{-2} \int_{\mathbb{R}} dx f'_{\sigma,\ell}(x) \int_{0}^{1} d\theta L_{T}^{x}(V^{(n)}(\theta)),
\]

where \( L_{T}^{x}(V^{(n)}(\theta)) \) the symmetric local time of \( V^{(n)}(\theta) \) up to time \( t \) at the level \( x \in \mathbb{R} \). By using Lemma 4.3 and the estimate \( \|f'_{\sigma,\ell}\|_{L^{1}(\mathbb{R})} \leq 2\|f_{\sigma,\ell}\|_{\infty} \leq 2\|f_{\sigma}\|_{\infty} \) we have

\[
E \left[ \int_{0}^{T} ds \int_{0}^{1} d\theta f'_{\sigma,\ell}(V^{(n)}(\theta)) \right] \leq \left( \inf_{x \in \mathbb{R}} \sigma(x) \right)^{-2} \int_{\mathbb{R}} dx f'_{\sigma,\ell}(x) \int_{0}^{1} d\theta E[L_{T}^{x}(V^{(n)}(\theta))]
\]

\[
\leq \left( \inf_{x \in \mathbb{R}} \sigma(x) \right)^{-2} \|f'_{\sigma,\ell}\|_{L^{1}(\mathbb{R})} \sup_{\theta \in [0,1], x \in \mathbb{R}} E[L_{T}^{x}(V^{(n)}(\theta))^{2}]^{1/2}
\]

\[
\leq 2 \left( \inf_{x \in \mathbb{R}} \sigma(x) \right)^{-2} \|f_{\sigma}\|_{\infty} \{12\|b\|^{2}_{\infty}T^{2} + 6\sigma^{2}T\}^{1/2}.
\]
By plugging this estimate to (22) and using Fatou’s lemma, we get the following estimate for the expectation of \( J^{n,\delta,\epsilon}_{2}(T) \):

\[
\mathbb{E}[J^{n,\delta,\epsilon}_{2}(T)] \leq 2C_{0}^{2}\gamma^{-2}\|f_{\sigma}\|_{\infty}\{\|b\|_{\infty}^{2}T^{2} + 6\sigma^{2}T\}^{1/2} \frac{1}{\log\delta}. \tag{23}
\]

Finally, we consider \( J^{n,\delta,\epsilon}_{3}(T) \). By using Proposition 4.6 with \( g = f_{\sigma} \) and \( q = 1 \), we have

\[
\mathbb{E}[J^{n,\delta,\epsilon}_{3}(T)] \leq \frac{C_{0}^{2}\delta}{\epsilon\log\delta} \int_{0}^{T} \mathbb{E} \left[ \left| f_{\sigma}(X^{(n)}(s)) - f_{\sigma}(X^{(n)}(\eta_{n}(s))) \right| \right] \, ds
\]

\[
\leq C_{0}^{2}C(f_{\sigma}, b, \sigma, p, q) \frac{\delta}{\epsilon\log\delta} \left( \frac{T}{n} \right)^{\frac{p}{1+p}}. \tag{24}
\]

Since \( \mathbb{E}[M^{n,\delta,\epsilon}(t)] = 0 \), it follows from (17), (18), (19), (20), (21), (23) and (24) that there exists a positive constant \( C \) which does not depend on \( n \) such that

\[
\sup_{0 \leq t \leq T} \mathbb{E}[|X(t) - X^{(n)}(t)|] \leq C \left\{ \epsilon + \frac{1}{n^{\frac{1}{1+p+q}}} + \frac{1}{n^{\frac{1}{1+p}}\log\delta} + \frac{1}{\log\delta} + \frac{\delta}{\epsilon\log\delta} \frac{1}{n^{\frac{p}{1+p+q}}} \right\}.
\]

By choosing \( \epsilon = 1/\log n \) and \( \delta = n^{\frac{1}{1+p+q}} \), we conclude the proof. \(\square\)

**Case 2: time dependent coefficients**

Let us consider the following one-dimensional SDEs of the form

\[
dX(t) = b(t, X(t)) \, dt + \sigma(t, X(t)) \, dB(t), \quad X(0) = x_{0} \in \mathbb{R}, \ t \in [0, T],
\]

and its Euler–Maruyama scheme of the form

\[
dX^{(n)}(t) = b(\eta_{n}(t), X^{(n)}(\eta_{n}(t))) \, dt + \sigma(\eta_{n}(t), X^{(n)}(\eta_{n}(s))) \, dB(t), \quad X^{(n)}(0) = x_{0}, \ t \in [0, T].
\]

Since the coefficients are time dependent, we cannot apply removal drift technique used in the proof of Theorem 4.1. However, if the drift coefficient \( b \) satisfies one-sided Lipschitz condition, additionally, then we have the rate of strong convergence for the Euler–Maruyama scheme.

**Theorem 4.8.** Suppose that coefficients \( b \) and \( \sigma \) are measurable, bounded and \( \sigma \) is uniformly positive. Moreover, assume that there exist \( \gamma \in (0, 1] \), \( f_{b} \in BV \) and bounded and strictly increasing function and \( f_{\sigma} \) such that for any \( x, y \in \mathbb{R} \) and \( s, t \in [0, T] \),

\[
|b(t, x) - b(t, y)| \leq \|f_{b}(x) - f_{b}(y)\|^\gamma \quad \text{and} \quad |\sigma(t, x) - \sigma(t, y)|^{2} \leq |f_{\sigma}(x) - f_{\sigma}(y)|,
\]

and additionally, there exists \( K \geq 0 \) and \( \alpha \in (0, 1] \) such that

\[
(x - y)(b(t, x) - b(t, y)) \leq K|x - y|^{2}
\]

\[
|b(t, x) - b(s, x)| + |\sigma(t, x) - \sigma(s, x)|^{2} \leq K|t - s|^{\alpha}.
\]

Then there exists a constant \( C \) such that for any \( n \geq 2 \),

\[
\sup_{0 \leq t \leq T} \mathbb{E} \left[ |X(t) - X^{(n)}(t)| \right] \leq C \frac{1}{\log n}.
\]
Proof. We again apply Yamada and Watanabe approximation technique which is used in the proof of Theorem 4.1. By using Itô’s formula, \( \phi_{\delta,\varepsilon}(X(t) - X^{(n)}(t)) \) can be decomposed by the following four terms

\[
\phi_{\delta,\varepsilon}(X(t) - X^{(n)}(t)) = M_{1}^{n,\delta,\varepsilon}(t) + I_{1}^{n,\delta,\varepsilon}(t) + I_{2}^{n,\delta,\varepsilon}(t) + J_{1}^{n,\delta,\varepsilon}(t),
\]

where

\[
M_{1}^{n,\delta,\varepsilon}(t) := \int_{0}^{t} \phi'_{\delta,\varepsilon}(X(s) - X^{(n)}(s)) \left\{ \sigma(s, X(s)) - \sigma(\eta_{n}(s), X^{(n)}(\eta_{n}(s))) \right\} dB(s),
\]

\[
I_{1}^{n,\delta,\varepsilon}(t) := \int_{0}^{t} \phi'_{\delta,\varepsilon}(X(s) - X^{(n)}(s)) \left\{ b(s, X(s)) - b(s, X^{(n)}(s)) \right\} ds,
\]

\[
I_{2}^{n,\delta,\varepsilon}(t) := \int_{0}^{t} \phi''_{\delta,\varepsilon}(X(s) - X^{(n)}(s)) \left\{ b(s, X^{(n)}(s)) - b(\eta_{n}(s), X^{(n)}(\eta_{n}(s))) \right\} ds,
\]

\[
J_{1}^{n,\delta,\varepsilon}(t) := \frac{1}{2} \int_{0}^{t} \phi''_{\delta,\varepsilon}(X(s) - X^{(n)}(s)) \left| \sigma(s, X(s)) - \sigma(\eta_{n}(s), X^{(n)}(\eta_{n}(s))) \right|^2 ds.
\]

To conclude the statement, it is sufficient to estimate \( I_{1}^{n,\delta,\varepsilon}(t) \). The other terms can be estimated by the same way as the proof of Theorem 4.1 or regularity of time variables on the coefficients. Since \( \phi'_{\delta,\varepsilon} \) satisfies \( \phi'_{\delta,\varepsilon}(x)/x > 0, \ x \neq 0 \), by using one-sided Lipschitz condition on \( b \), we have \( \phi'_{\delta,\varepsilon}(x-y)(b(s,x) - b(s,y)) \leq K|x-y| \), for any \( x, y \in \mathbb{R} \) and \( s \in [0,T] \). Therefore, it holds that

\[
\mathbb{E} \left[ \left| I_{1}^{n,\delta,\varepsilon}(t) \right| \right] \leq K \int_{0}^{t} \mathbb{E} \left[ \left| X(s) - X^{(n)}(s) \right| \right] ds. \quad (25)
\]

Therefore, since \( \mathbb{E}[M_{1}^{n,\delta,\varepsilon}(t)] = 0 \), there exists a positive constant \( C \) which do not depend on \( n \) such that for any \( t \in [0,T] \)

\[
\mathbb{E}[|X(t) - X^{(n)}(t)|] \leq \varepsilon + K \int_{0}^{t} \mathbb{E} \left[ \left| X(s) - X^{(n)}(s) \right| \right] ds + C \left\{ \frac{1}{n^{1/2+\alpha}} + \frac{1}{n^{1/4+\alpha}} + \frac{1}{\log \delta} + \frac{\delta}{\varepsilon \log \delta} \frac{1}{n^{1+\alpha}} + \frac{1}{\varepsilon \log \delta} \right\}.
\]

By choosing \( \varepsilon = 1/\log n \) and \( \delta = n^{1+\alpha}/2 \), we conclude the proof. \qed

Application to singular SDEs

As application of Theorem 4.1, we consider the following one-dimensional SDEs with symmetric local time of the form

\[
X(t) = x_{0} + \int_{0}^{t} \sigma(X(s))dB(s) + \int_{\mathbb{R}} L_{t}^{\sigma}(X)\nu(da), \ x_{0} \in \mathbb{R}, \ t \in [0,T],
\]

where \( \nu \) is a signed measure on \( \mathbb{R} \) satisfying \( 0 \leq |\nu(\{a\})| < 1 \) for any \( a \in \mathbb{R} \). We suppose that \( \sigma \) is right continuous, bounded and uniformly positive.
Remark 4.9. (i) Note that SDEs with discontinuous coefficients considered in subsection 4.1 and singular SDEs (26) are applied in mathematical finance \cite{1, 14, 15, 10, 20}, optimal control problems \cite{9, 53} and problems in multi-layered media \cite{72}. In particular, the equation (29) are related to (generalized) skew Brownian motions \cite{37, 54}. More precisely, let $\sigma = 1$ and $\nu = (2\alpha - 1)\delta_0$ with $|2\alpha - 1| \in (0, 1)$, (or more generally $\nu = \sum_{i=1}^{M} (2\alpha_i - 1)\delta_{a_i}$ with $|2\alpha_i - 1| < 1$, $i = 1, \ldots, M$), then the equation is called skew Brownian motion. Harrison and Shepp \cite{37} proved that if $|2\alpha - 1| \leq 1$ then there is a unique strong solution and if $|2\alpha - 1| > 1$ and $x_0 = 0$, there is no solution. Numerical schemes for this type of equations are studied (see, \cite{19, 20, 24, 47, 55, 60}).

(ii) Suppose that the distributional derivative of $\sigma$ is a signed Radon measure and $\nu(da) := \frac{1}{2\sigma^{-1}(x)}\sigma'(da)$ and $0 < |\nu(a)| < 1$. Then as mentioned in introduction, SDE (26) is a diffusion process associated to the parabolic equation in divergence form, that is, its infinitesimal generator is given by $\frac{1}{\sigma^2} \left( \sigma^2 \frac{D}{D^2} \right)$ (see, Theorem 3.6 in \cite{7}).

Now we consider a transformation of the equation (26) in order to remove the drift part (see, for more details Proposition 2.2 in \cite{52}). We define a function $f_\nu$ by

$$f_\nu(x) := \exp(-2\nu_c((-(\infty, x])) \prod_{-\infty < y \leq x} \frac{1 - \nu(y)}{1 + \nu(y)},$$

where $\nu_c$ is a continuous part of $\nu$. Then $f_\nu$ is right continuous, non-increasing, $\lim_{x \to -\infty} f_\nu(x) = 1$ and for any $x \in \mathbb{R}$,

$$K_\nu \leq f_\nu(x) \leq 1, \quad K_\nu := \exp(-2\nu_c(\mathbb{R})) \prod_{-\infty < y < \infty} \frac{1 - \nu(y)}{1 + \nu(y)} > 0. \quad (27)$$

We set $F_\nu(x) := \int_0^x f_\nu(y)dy$. Then it holds from (27) that for any $x, y \in \mathbb{R}$ and $z, w \in \text{Dom}(F_\nu^{-1})$,

$$|F_\nu(x) - F_\nu(y)| \leq |x - y| \text{ and } |F_\nu^{-1}(z) - F_\nu^{-1}(w)| \leq K_\nu^{-1} |z - w|. \quad (28)$$

We define the second derivative measure $f'_\nu(da)$ associated with $f_\nu$, that is, it satisfies

$$\int_\mathbb{R} g(a) f'_\nu(da) = - \int_\mathbb{R} g'(a) DLF_\nu(a) da,$$

where $Df$ is the left derivative of $f$, and $g$ is a differentiable function with compact support on $\mathbb{R}$. Then, it holds that (see Lemma 2.1 in \cite{52}),

$$f'_\nu(da) + (f_\nu(a) + f_\nu(a-))\nu(da) = 0. \quad (29)$$

Define a stochastic process $Y$ by $Y(t) := F_\nu(X(t))$, then by using the symmetric Itô–Tanaka formula and (26), since $L^\alpha_t(X)$ only increases when $X(t) = a$, we have

$$Y(t) = F_\nu(x_0) + \frac{1}{2} \int_0^t \{ f_\nu(X(s)) + f_\nu(X(s) -) \} \sigma(X(s)) dB(s)$$

$$+ \frac{1}{2} \int_\mathbb{R} \{ f_\nu(X(s)) + f_\nu(X(s) -) \} dL^\alpha_s(X) \nu(da) + \frac{1}{2} \int_\mathbb{R} L^\alpha_t(X) f'_\nu(da)$$
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Corollary 4.10. (see (28)), a solution of SDE (26) can be approximated as follows. If \( \sigma \) is positive, then there exists \( C > 0 \) such that for any \( n \geq 2 \),

\[
\sup_{0 \leq t \leq T} \mathbb{E} \left[ |X(t) - F^{-1}_{\nu}(Y^{(n)}(t))| \right] \leq \frac{C}{\log n},
\]

where \( Y^{(n)} \) is the Euler–Maruyama scheme of \( Y \) defined by \( dY^{(n)}(t) = (f_{\nu} \circ F^{-1}(Y^{(n)}(\eta_t(t))))dB(t), \) \( Y^{(n)}(0) = F_{\nu}(x_0) \).

4.2 SDEs with super-linearly growing and irregular coefficients

In this subsection, inspired by [40, 65, 77, 78], we consider a tamed Euler–Maruyama scheme, in order to approximate a solution of one–dimensional SDEs (15).

Case 1: super-linear growing diffusion coefficient

We first consider that the coefficients \( b: \mathbb{R} \to \mathbb{R} \) and \( \sigma: \mathbb{R} \to \mathbb{R} \) satisfies the following conditions.

Assumption 4.11. We suppose that the coefficients \( b: \mathbb{R} \to \mathbb{R} \) and \( \sigma: \mathbb{R} \to \mathbb{R} \) are measurable and satisfy the following conditions:

(i) (Khasminskii and one-sided Lipschitz condition) There exist \( K > 0 \), \( p_0 > 2 \) and \( p_1 > 2 \) such that for each \( x, y \in \mathbb{R} \),

\[
2xb(x) + (p_0 - 1)|\sigma(x)|^2 \leq K(1 + |x|^2),
2(x - y)(b(x) - b(y)) + (p_1 - 1)|\sigma(x) - \sigma(y)|^2 \leq K|x - y|^2.
\]

(ii) (locally bounded \( 1/\gamma \)-variation and polynomial growth) There exist \( K > 0 \), \( f_b \in BV, \gamma \in (0, 1] \) and \( \ell \in (0, \frac{\gamma}{\gamma - 1}) \) such that for each \( x, y \in \mathbb{R} \),

\[
|b(x) - b(y)| \leq K(1 + |x|^\ell + |y|^\ell)|f_b(x) - f_b(y)|^\gamma,
|b(x)| \leq K(1 + |x|^\ell + 1).
\]

(iii) The diffusion coefficient \( \sigma \) is uniformly elliptic, that is, \( \inf_{x \in \mathbb{R}} \sigma(x)^2 > 0 \).
**Remark 4.12.**  
(i) Note that under Assumption 4.11 (i), the unique strong solution of SDE can be constructed as a limit (in probability) of standard Euler–Maruyama scheme (see, 31).  

(ii) From Assumption 4.11 there exists $K_0 > 0$ such that for any $x, y \in \mathbb{R}$,

\[(p_0 - 1)|\sigma(x)|^2 \leq K(1 + |x|^2) - 2xb(x) \leq (p_0 - 1)K_0(1 + |x|^{p_0 + 2}), \quad (30)\]

and

\[(p_1 - 1)|\sigma(x) - \sigma(y)|^2 \leq K|x - y|^2 - 2(x - y)(b(x) - b(y)) \leq (K + 1)|x - y|^2 + 3K^2(1 + |x|^{2\ell} + |y|^{2\ell})|f_b(x) - f_b(y)|^2, \quad (31)\]

Now inspired by 30, 74, 78, we consider a tamed Euler–Maruyama scheme for a solution of SDE 15, defined by

\[dX^{(n)}(t) = b_n(X^{(n)}(\eta_n(t)))dt + \sigma_n(X^{(n)}(\eta_n(s)))dB(t), \quad X^{(n)}(0) = x_0, \quad t \in [0, T], \quad (32)\]

where

\[b_n(x) := \frac{b(x)}{1 + n^{-1/2}|x|^{\ell/2}} \quad \text{and} \quad \sigma_n(x) := \frac{\sigma(x)}{1 + n^{-1/4}|x|^{\ell/2}}.\]

Then it holds for any $x \in \mathbb{R}$ and $n \in \mathbb{N}$,

\[|b_n(x)| \leq \{K_n^{1/2}(1 + |x|)\} \land |b(x)|, \quad (33)\]

\[|\sigma_n(x)|^2 \leq \{K_0 n^{1/2}(1 + |x|^2)\} \land |\sigma(x)|^2, \quad (34)\]

and

\[|b(x) - b_n(x)| = \frac{|b(x)||x|^{\ell} n^{-1/2}}{1 + n^{1/2}|x|^\ell} \leq K(1 + |x|^\ell n^{-1/2})|x|^\ell n^{-1/2}, \quad (35)\]

\[|\sigma(x) - \sigma_n(x)|^2 = \frac{|\sigma(x)|^2|x|^{\ell} n^{-1/2}}{(1 + n^{-1/4}|x|^{\ell/2})^2} \leq K_0(1 + |x|^{\ell+2}|x|^\ell n^{-1/2}). \quad (36)\]

Under Assumption 4.11 we have the following rate of strong convergence for the tamed Euler–Maruyama scheme 32.

**Theorem 4.13.** Suppose that Assumption 4.11 holds. Then for any $p \in [2, p_0/(2\ell + 1)] \cap [2, p_1)$, there exists $C > 0$ such that

\[
\sup_{0 \leq t \leq T} \mathbb{E}[|X(t) - X^{(n)}(t)|^p]^{1/p} \leq Cn^{-r(p)^\Delta}, \quad (37)
\]

where

\[
r(p) := \frac{\gamma(\ell + 1)}{2p_0 + \ell + 2 p(2\ell + 1)} \in \left[\frac{8\gamma}{9p_0 + 6}, \frac{\gamma p_0 (p_0 + 6)}{4(p_0 + 1)}\right].
\]
For proving Theorem 4.13 we first note that a solution of SDEs and the tamed Euler–Maruyama scheme have a moment.

**Lemma 4.14.** Under Assumption 4.11 it holds that for any \( q \leq p_0 \), there exists \( C_q \) such that

\[
\sup_{0 \leq t \leq T} \mathbb{E}[|X(t)|^q] \vee \sup_{n \in \mathbb{N}} \sup_{0 \leq t \leq T} \mathbb{E}
[|X^{(n)}(t)|^q] \leq C_q.
\]

**Proof.** It follows from (33) and (34) that by Lemma 4.14, we conclude the proof.

**Lemma 4.15.** Suppose Assumption 4.11 holds. Then there exists \( C > 0 \) such that

\[
\sup_{0 \leq t \leq T} \mathbb{E}
\left[\left|X^{(n)}(t) - X^{(n)}(\eta_n(t))\right|^q\right] \leq \begin{cases} 
C_n^{-q/4} & \text{if } q \in [2, p_0], \\
C_n^{-q/2} & \text{if } q \in [2, 2p_0/(\ell + 2)].
\end{cases}
\]

**Proof.** By using, (30), (33) and (34), we have

\[
\left|X^{(n)}(t) - X^{(n)}(\eta_n(t))\right|^q \leq 2^{q-1}K_n^{q/2}(1 + |X^{(n)}(\eta_n(t))|)^q|t - \eta_n(t)|^q
\]

\[
+ \begin{cases} 
2^{q-1}K_0^{q/2}n^{q/4}(1 + |X^{(n)}(\eta_n(t))|^{q/2})^{q/2}|B(t) - B(\eta_n(t))|^q, \\
2^{q-1}K_0^{q/2}(1 + |X^{(n)}(\eta_n(t))|^{q/2})^{q/2}|B(t) - B(\eta_n(t))|^q.
\end{cases}
\]

By Lemma 4.14 we conclude the proof.

The generalized Avikainen’s estimate shows the following error estimate for the tamed Euler–Maruyama scheme.

**Proposition 4.16.** Suppose Assumption 4.11 holds and \( p_0 \geq \ell + 2 \). Then for any \( g \in BV, T > 0 \) and \( q \in [1, \infty) \) there exists \( C = C(g, b, \sigma, p, T) > 0 \) such that

\[
\int_0^T \mathbb{E}
\left[\left|g(X^{(n)}(s)) - g(X^{(n)}(\eta_n(s)))\right|^q\right] ds \leq Cn^{-\frac{p_0}{p_0 + \ell + 2}}.
\]

**Proof.** We first prove

\[
\sup_{n \in \mathbb{N}, x \in \mathbb{R}} \mathbb{E}[|L^x_T(X^{(n)})|^2] < \infty. \tag{37}
\]

By using the symmetric Itô–Tanaka formula, we have

\[
L^x_T(X^{(n)}) \leq |X^{(n)}(T) - x_0| + 2 \int_0^T \left|b_n(X^{(n)}(\eta_n(s)))\right| ds
\]

\[+ \int_0^T \left\{1_{(x, \infty)}(X^{(n)}(s)) - 1_{(-\infty, x)}(X^{(n)}(s))\right\} \sigma_n(X^{(n)}(\eta_n(s)))dB(s) \right].
\]
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By using \(33\), \(34\) and Assumption \(4.11\) (ii) and \(30\), it follows from inequality \((a + b + c)^2 \leq 3(a^2 + b^2 + c^2)\) and the \(L^2\)-isometry that,

\[
\sup_{n \in \mathbb{N}, \ x \in \mathbb{R}} \mathbb{E} \left[ |L_{x}^{1}(X)|^2 \right] \leq 12K \int_{0}^{T} \mathbb{E} \left[ \left(1 + |X^{(n)}(\eta_{n}(s))|^{\ell} \right) \right] \, ds \\
+ 6K_0 \int_{0}^{T} \mathbb{E} \left[ \left(1 + |X^{(n)}(\eta_{n}(s))|^{\ell+2} \right) \right] \, ds.
\]

Hence by using Lemma \(4.14\) with \(q = \ell, \ell + 2\) we conclude \(37\).

Therefore, by using the same way as the proof of Proposition \(4.13\) and applying Lemma \(4.15\) with \(q = 2p_0/\ell + 2\), we conclude the proof.

\[
|X_{n}(t)|^{p} \leq \frac{p}{2} \int_{0}^{t} |X_{n}(s)|^{p-2} \left(2X_{n}(s)\beta_{n}(s) + (p-1)|\alpha_{n}(s)|^2 \right) \, ds \\
+ p \int_{0}^{t} |X_{n}(s)|^{p-2} \chi_{n}(s)\alpha_{n}(s)dB(s). \quad (38)
\]

Now we estimate the integrand of the first part of \(38\). Since for any \(a, b > 0, (a + b)^2 \leq (1 + \varepsilon)a^2 + (1 + 1/\varepsilon)b^2\) thus by choosing \(\varepsilon > 0\) as \((1 + \varepsilon)(p-1) \leq p_1 - 1\), if follows from Assumption \(4.11\) (i) and Young’s inequality \(ab \leq a^2/2 + b^2/2\) for \(a, b > 0\) that

\[
2X_{n}(s)\beta_{n}(s) + (p-1)|\alpha_{n}(s)|^2 \\
\leq 2X_{n}(s)\{b(X(s)) - b(X^{(n)}(s))\} + (1 + \varepsilon)(p-1) \left|\sigma(X(s)) - \sigma(X^{(n)}(s))\right|^2 \\
+ 2X_{n}(s)\{b(X^{(n)}(s)) - b_{n}(X^{(n)}(\eta_{n}(s)))\} \\
+ (1 + 1/\varepsilon)(p-1) \left|\sigma(X^{(n)}(s)) - \sigma_{n}(X^{(n)}(\eta_{n}(s)))\right|^2 \\
\leq 2K + 1)|X_{n}(s)|^2 + |b(X^{(n)}(s)) - b_{n}(X^{(n)}(\eta_{n}(s)))|^2 \\
+ (1 + 1/\varepsilon)(p-1) \left|\sigma(X^{(n)}(s)) - \sigma_{n}(X^{(n)}(\eta_{n}(s)))\right|^2.
\]

Applying Young’s inequality \(ab \leq a^q/q + b^{q'/q'}\) for \(a, b > 0\) and \(q, q' > 1\) with \(1/q + 1/q' = 1\), it follows from Assumption \(4.11\) (ii), \(31\), \(33\) and \(36\) that

\[
|X_{n}(s)|^{p-2} \left\{2X_{n}(s)\beta_{n}(s) + (p-1)|\alpha_{n}(s)|^2 \right\} \\
\leq C|X_{n}(s)|^p + C \left|b(X^{(n)}(s)) - b_{n}(X^{(n)}(\eta_{n}(s)))\right|^p \\
+ C \left|\sigma(X^{(n)}(s)) - \sigma_{n}(X^{(n)}(\eta_{n}(s)))\right|^p \\
\leq C|X_{n}(s)|^p \\
+ C(1 + |X^{(n)}(s)|^{\ell^s} + |X^{(n)}(\eta_{n}(s))|^{\ell^s}) \left|f_{b}(X^{(n)}(s)) - f_{b}(X^{(n)}(\eta_{n}(s)))\right|^{\ell^t}. \quad (38)
\]
for some $C > 0$.

Let $\tau_{N}^{(n)} := \inf\{t > 0 : |X(t)| \geq N\} \wedge \inf\{t > 0 : |X^{(n)}(t)| \geq N\}$ Then by Lemma 4.14, $\tau_{N}^{(n)} \to \infty$ as $N \to \infty$ a.s. By [88, 39], Hölder’s inequality, Jensen’s inequality, Lemma 1.14 with $q = 2(2\ell + 1)$ and Proposition 4.16 with $q = p(2\ell + 1)/(\ell + 1)$, we have

$$
\mathbb{E}\left[ \left| \chi_n(t \wedge \tau_{N}^{(n)}) \right|^p \right] \leq C \int_0^t \mathbb{E}\left[ \left| \chi_n(s \wedge \tau_{N}^{(n)}) \right|^p \right] ds + Cn^{-p/4} + C \left( 1 + \sup_{0 \leq t \leq T} \mathbb{E}\left[ \left| X^{(n)}(s) \right|^{p(2\ell+1)} \right] \right) \frac{1}{2\ell+1} \times \left( \int_0^T \mathbb{E}\left[ \left| f_b(X^{(n)}(s)) - f_b(X^{(n)}(\eta_n(s))) \right|^{p(2\ell+1)} \right] ds \right)^{2\ell+1} \frac{1}{2\ell+1} \leq C \int_0^t \mathbb{E}\left[ \left| \chi_n(s \wedge \tau_{N}^{(n)}) \right|^p \right] ds + Cn^{-p/4} + Cn^{-2\ell(2\ell+1)/(\ell+1)}.
$$

Finally, applying Gronwall’s inequality and taking the limit $N \to \infty$, we conclude the proof. \hfill \Box

**Case 2 : Hölder continuous diffusion coefficient**

In Assumption 4.11, we consider Khasminskii and one-sided Lipschitz condition for the coefficients. We next consider that the coefficients $b : \mathbb{R} \to \mathbb{R}$ and $\sigma : \mathbb{R} \to \mathbb{R}$ satisfies the following conditions.

**Assumption 4.17.** We suppose that the coefficients $b : \mathbb{R} \to \mathbb{R}$ and $\sigma : \mathbb{R} \to \mathbb{R}$ are measurable and satisfy the following conditions:

(i)’ There exist $K > 0$ and $\alpha \in [1/2, 1]$ such that for each $x, y \in \mathbb{R}$,

$$2xb(x) \leq K(1 + |x|^2), \quad (x - y)(b(x) - b(y)) \leq K|x - y|^2$$

$$|\sigma(x) - \sigma(y)| \leq K|x - y|^{\alpha}.$$  

(ii)’ There exist $K > 0$, $f_b \in BV$, $\gamma \in (0, 1]$ and $\ell \in [0, \infty)$ such that for each $x, y \in \mathbb{R}$,

$$|b(x) - b(y)| \leq K(1 + |x|^\ell + |y|^\ell)|f_b(x) - f_b(y)|^\gamma$$

$$|b(x)| \leq K(1 + |x|^{\ell+1}).$$

(iii) The diffusion coefficient $\sigma$ is uniformly elliptic.

**Example 4.18.** Let $b : \mathbb{R} \to \mathbb{R}$ be decreasing and polynomial growth. Then $b$ satisfies Assumption 4.17 with $f_b = b$ and $\gamma = 1$.

Since the diffusion coefficient is of linear growth from Hölder continuity, and the constant $\ell \in [0, \infty)$, thus as similar way as subsection 4.2 we consider a tamed Euler–Maruyama scheme for a solution of SDE 15, defined by

$$
\begin{align*}
dX^{(n)}(t) &= b_n(X^{(n)}(\eta_n(t)))dt + \sigma(X^{(n)}(\eta_n(s)))dB(t), \quad X^{(n)}(0) = x_0, \quad t \in [0, T],
\end{align*}
$$
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where

\[ b_n(x) := \begin{cases} 
  b(x), & \text{if } \ell = 0 \\
  \frac{b(x)}{1 + n^{-1/2}|x|^{1}}, & \text{if } \ell \in (0, \infty), 
\end{cases} \]

that is, if \( b \) is of linear growth, \( X^{(n)} \) is the standard Euler–Maruyama scheme.

**Remark 4.19.** Note that under Assumption 4.17, for any \( p > 0 \), there exists \( C_p > 0 \) such that

\[
\sup_{0 \leq t \leq T} \mathbb{E} [ |X(t)|^p ] \leq C_p \\
\sup_{0 \leq t \leq T} \mathbb{E} \left[ \left| X^{(n)}(t) \right|^p \right] \leq C_p n^{-p/2},
\]

(see, Lemma 3.1 and Lemma 3.3 in [77]). Moreover, since \( \sigma \) is uniformly elliptic, by using the same was as the proof of Proposition 4.3, it holds that for any \( g \in BV \), \( p \in (0, \infty) \) and \( q \in [1, \infty) \) there exists \( C = C(g, b, \sigma, p) > 0 \) such that

\[
\int_0^T \mathbb{E} \left[ \left| g(X^{(n)}(s)) - g(X^{(n)}(\eta_n(s))) \right|^q \right] ds \leq C n^{-\frac{q}{2(p+q)}}.
\]

Under Assumption 4.17 we have the following rate of strong convergence for the tamed Euler–Maruyama scheme [67].

**Theorem 4.20.** Suppose that Assumption 4.11 holds. Then for any \( \rho \in (0, 1) \), there exists \( C > 0 \) such that

\[
\sup_{0 \leq t \leq T} \mathbb{E} [ |X(t) - X^{(n)}(t)| ] \leq \begin{cases} 
  C(\log n)^{-1}, & \text{if } \alpha = 1/2, \\
  Cn^{-r(\alpha, \gamma, \rho, 1)}, & \text{if } \alpha \in (1/2, 1], 
\end{cases}
\]

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| X(t) - X^{(n)}(t) \right| \right] \leq \begin{cases} 
  C(\log n)^{-1/2}, & \text{if } \alpha = 1/2, \\
  Cn^{-r(\alpha, \gamma, \rho, 1)(2\alpha-1)}, & \text{if } \alpha \in (1/2, 1], 
\end{cases}
\]

and for any \( p \geq 2 \), there exists \( C_p > 0 \) such that

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| X(t) - X^{(n)}(t) \right|^p \right] \leq \begin{cases} 
  C_p(\log n)^{-1}, & \text{if } \alpha = 1/2, \\
  C_p^{-r(\alpha, \gamma, \rho, 1)}, & \text{if } \alpha \in (1/2, 1), \\
  C_p^{-r(1, \gamma, \rho, p)}, & \text{if } \alpha = 1, 
\end{cases}
\]

where \( r(\alpha, \gamma, \rho, p) := \min\{\gamma(1 - \rho)/2, p(2\alpha - 1)/2\} \).

**Remark 4.21.** Note that it is proved in Theorem 2.10 and Proposition 2.5 of [67] that if \( \ell = 0 \) and \( b \) and \( \sigma \) are bounded and the number of discontinuous points of \( b \) are countable, then by using Gaussian upper bound for the density of the Euler–Maruyama scheme, it holds that

\[
\sup_{0 \leq t \leq T} \mathbb{E} [ |X(t) - X^{(n)}(t)| ] \leq \begin{cases} 
  C(\log n)^{-1}, & \text{if } \alpha = 1/2, \\
  Cn^{-\alpha/2}, & \text{if } \alpha \in (1/2, 1], 
\end{cases}
\]
(see, also Theorem 2.11 and 2.12 in [67] for \(L^p\)-sup estimates) and proved in Theorem 1.1 of [40] and Corollary 2.3 of [77] that if \(\ell > 0, f_b(x) = x, \gamma = 1\) (that is, \(b\) is locally Lipschitz continuous) and \(\sigma\) is globally Lipschitz continuous (in this setting, we do not need to assume uniformly elliptic condition on \(\sigma\)), then for any \(p \in (0, \infty)\), it holds that

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| X(t) - X^{(n)}(t) \right|^p \right]^{1/p} \leq C n^{-1/2}.
\]

Therefore, the statements of Theorem 4.20 are generalization of these error estimates for unbounded and irregular coefficients.

**Proof of Theorem 4.20.** In order to deal with Hölder continuity of \(\sigma\), we apply Yamada and Watanabe approximation technique which is used in the proof of Theorem 4.1. By using Itô’s formula, \(\phi_{\delta, \varepsilon}(X(t) - X^{(n)}(t))\) can be decomposed by the following five terms

\[
\phi_{\delta, \varepsilon}(X(t) - X^{(n)}(t)) = M^{n, \delta, \varepsilon}(t) + I_1^{n, \delta, \varepsilon}(t) + I_2^{n, \delta, \varepsilon}(t) + I_3^{n, \delta, \varepsilon}(t) + J^{n, \delta, \varepsilon}(t),
\]

where

\[
\begin{align*}
M^{n, \delta, \varepsilon}(t) & := \int_0^t \phi'_{\delta, \varepsilon}(X(s) - X^{(n)}(s)) \left\{ \sigma(X(s)) - \sigma(X^{(n)}(\eta_n(s))) \right\} \, dB(s), \\
I_1^{n, \delta, \varepsilon}(t) & := \int_0^t \phi'_{\delta, \varepsilon}(X(s) - X^{(n)}(s)) \left\{ b(X(s)) - b(X^{(n)}(s)) \right\} \, ds, \\
I_2^{n, \delta, \varepsilon}(t) & := \int_0^t \phi'_{\delta, \varepsilon}(X(s) - X^{(n)}(s)) \left\{ b(X^{(n)}(\eta_n(s))) - b_n(X^{(n)}(\eta_n(s))) \right\} \, ds, \\
I_3^{n, \delta, \varepsilon}(t) & := \int_0^t \phi'_{\delta, \varepsilon}(X(s) - X^{(n)}(s)) \left\{ b(X^{(n)}(\eta_n(s))) - b_n(X^{(n)}(\eta_n(s))) \right\} \, ds, \\
J^{n, \delta, \varepsilon}(t) & := \frac{1}{2} \int_0^t \phi''_{\delta, \varepsilon}(X(s) - X^{(n)}(s)) \left\{ \sigma(X(s)) - \sigma(X^{(n)}(\eta_n(s))) \right\}^2 \, ds.
\end{align*}
\]

Note that if \(\ell = 0\) then \(I_3^{n, \delta, \varepsilon}(t) = 0\), and since \(\phi'\) is bounded and \(\sigma\) is of linear growth, \((M^{n, \delta, \varepsilon}(t))_{0 \leq t \leq T}\) is martingale, so expectation of \(M^{n, \delta, \varepsilon}(t)\) equals to zero.

To conclude the statement, we estimate the expectation of \(I_k^{n, \delta, \varepsilon}(t), k = 1, 2, 3\) and \(J^{n, \delta, \varepsilon}(t)\).

We first consider the expectation of \(I_k^{n, \delta, \varepsilon}(t), k = 1, 2, 3\). Since the drift coefficient \(b\) is one-sided Lipschitz, by the same way as the estimation of \(25\), it holds that

\[
\mathbb{E} \left[ |I_1^{n, \delta, \varepsilon}(t)| \right] \leq K \int_0^t \mathbb{E} \left[ \left| X(s) - X^{(n)}(s) \right| \right] \, ds.
\]

By using property (ii) of \(\phi_{\delta, \varepsilon}\), Assumption 4.17 on \(b\) and Remark 4.19 we have for any \(q > 1\),

\[
\begin{align*}
\mathbb{E} \left[ |I_2^{n, \delta, \varepsilon}(t)| \right] & \leq \int_0^T \mathbb{E} \left[ (1 + |X^{(n)}(s)|^q + |X^{(n)}(\eta_n(s))|^q) \left| f_b(X^{(n)}(s)) - f_b(X^{(n)}(\eta_n(s))) \right|^q \right] \, ds.
\end{align*}
\]
\[
\leq C \left( 1 + \sup_{0 \leq t \leq T} \mathbb{E} \left[ \left| X^{(n)}(t) \right|^{p_0} \right]^{\frac{q}{p_0}} \right) \left( \int_0^T \mathbb{E} \left[ \left| f_b(X^{(n)}(s)) - f_b(X^{(n)}(\eta_n(s))) \right|^q \right] \, ds \right)^{\frac{1}{q}} \\
\leq C(f_b, b, \sigma, \rho, T)n^{-\frac{q_p}{s_n+1}}.
\tag{42}
\]

Finally, since \(2\ell + 1 \leq p_0\), by using (35), there exists \(C > 0\) such that
\[
\mathbb{E} \left[ \left| I_3^{n, \delta, \epsilon}(t) \right| \right] \leq Cn^{-1/2}.
\tag{43}
\]

Next, we consider the expectation of \(J_{n, \delta, \epsilon}(t)\). From the property (iii) of \(\phi_{\delta, \epsilon}\), we have
\[
J_{n, \delta, \epsilon}(t) \leq \int_0^T \mathbf{1}_{[\varepsilon, \delta, \epsilon]}(\left| X(s) - X^{(n)}(s) \right|) \left| \sigma(X(s)) - \sigma(X^{(n)}(\eta_n(s))) \right|^2 \, ds \\
\leq 2\{J_{1}^{n, \delta, \epsilon}(T) + J_{2}^{n, \delta, \epsilon}(T)\},
\]
where
\[
J_{1}^{n, \delta, \epsilon}(t) := \int_0^t \mathbf{1}_{[\varepsilon, \delta, \epsilon]}(\left| X(s) - X^{(n)}(s) \right|) \left| \sigma(X(s)) - \sigma(X^{(n)}(s)) \right|^2 \, ds,
\]
\[
J_{2}^{n, \delta, \epsilon}(t) := \int_0^t \mathbf{1}_{[\varepsilon, \delta, \epsilon]}(\left| X(s) - X^{(n)}(s) \right|) \left| \sigma(X^{(n)}(s)) - \sigma(X^{(n)}(\eta_n(s))) \right|^2 \, ds.
\]

We first consider \(J_{1}^{n, \delta, \epsilon}(T)\). Since \(\sigma\) is \(\alpha\)-Hölder continuous, we have
\[
J_{1}^{n, \delta, \epsilon}(T) \leq \frac{K}{\log \delta} \int_0^T \mathbf{1}_{[\varepsilon, \delta, \epsilon]}(\left| X(s) - X^{(n)}(s) \right|) \left| X(s) - X^{(n)}(s) \right|^{2\alpha} \, ds \\
\leq \frac{K \varepsilon^{2\alpha - 1}}{\log \delta}.
\tag{44}
\]

Next we consider \(J_{2}^{n, \delta, \epsilon}(T)\). By using the property (iii) of \(\phi_{\delta, \epsilon}\), Hölder continuity of \(\sigma\) and Remark 4.19 we have
\[
\mathbb{E} \left[ \left| J_{2}^{n, \delta, \epsilon}(t) \right| \right] \leq \frac{K \delta}{\varepsilon \log \delta} \int_0^t \mathbb{E} \left[ \left| X^{(n)}(s) - X^{(n)}(\eta_n(s)) \right|^{2\alpha} \right] \, ds \leq C \frac{\delta}{\varepsilon \log \delta} \frac{1}{n^\alpha},
\tag{45}
\]
for some \(C > 0\).

Since \(\mathbb{E}[M_{n, \delta, \epsilon}(t)] = 0\), it follows from (11), (12), (43), (44) and (45) that there exists a positive constant \(C\) which do not depend on \(n\) such that
\[
\mathbb{E} \left[ \left| X(t) - X^{(n)}(t) \right| \right] \leq \varepsilon + K \int_0^t \mathbb{E} \left[ \left| X(s) - X^{(n)}(s) \right| \right] \, ds \\
+ C \left\{ \frac{1}{n^{s_n+1}} + \frac{1}{n^{1/2}} + \frac{\varepsilon^{2\alpha - 1}}{\log \delta} + \frac{\delta}{\varepsilon \log \delta} \frac{1}{n^\alpha} \right\}.
\]
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For $\alpha = 1/2$ we choose $\varepsilon = 1/\log n$ and $\delta = n^{\alpha/2}$, and for $\alpha \in (1/2, 1]$ we choose $\varepsilon := n^{-1/2}$ and $\delta = 2$, then by using Gronwall's inequality, since $p > 0$, $q > 1$ are arbitrarily, we conclude the proof of the first statement.

Now consider the proof of the second statement. Let $V^{(n)}(t) := \sup_{0 \leq s \leq t} |X(s) - X^{(n)}(s)|$. Then from the above computations, it holds that for any $t \in [0, T]$,

$$E [V^{(n)}(t)] \leq \varepsilon + K \int_0^t E [V^{(n)}(s)] ds + E \left[ \sup_{0 \leq s \leq t} |M^{n, \delta, \varepsilon}(s)|^p \right]$$

$$+ C \left\{ \frac{1}{n^{2/(p+1)}} + \frac{1}{n^{1/2}} + \frac{\varepsilon^{2\alpha-1}}{\log \delta} + \frac{\delta}{\varepsilon \log \delta \ n^{\alpha}} \right\}.$$ 

By using Burkholder-Davis-Gundy's inequality, Young's inequality, Jensen's inequality and using the first statement, we have there exist $C_1, C_2 > 0$ such that

$$E \left[ \sup_{0 \leq s \leq t} |M^{n, \delta, \varepsilon}(s)| \right] \leq C_1 E \left[ \left( \int_0^t |X(s) - X^{(n)}(s)|^{2\alpha} ds \right)^{1/2} \right] + C_1 n^{-\alpha/2}$$

$$\leq \begin{cases} C_2 (\log n)^{-1/2} & \text{if } \alpha = 1/2 \\ \frac{1}{2} E [V^{(n)}(t)] + C_2 n^{-r(\alpha, \gamma, p, 1)(2\alpha-1)} + C_1 n^{-\alpha/2} & \text{if } \alpha \in (1/2, 1]. \end{cases}$$

This concludes the second estimate.

Finally, we consider the proof of the third statement. By the similar way as the proof of the first estimate, it holds that for any $p \geq 2$, there exists $C_3 > 0$ such that

$$E [V^{(n)}(t)^p] \leq C_3 \left\{ \varepsilon^p + E \left[ \left( \int_0^t V^{(n)}(s) ds \right)^p \right] + E \left[ \sup_{0 \leq s \leq t} |M^{n, \delta, \varepsilon}(s)|^p \right] \right\}$$

$$+ C_3 \left\{ \frac{1}{np^{1/2}} + \left( \frac{\varepsilon^{2\alpha-1}}{\log \delta} \right)^p + \left( \frac{\delta}{\varepsilon \log \delta} \right)^p \frac{1}{n^{p/2}} \right\}$$

$$+ C_3 \int_0^T E \left[ (1 + |X^{(n)}(s)|^p + |X^{(n)}(\eta_n(s))|^p) \left| f_b(X^{(n)}(s)) - f_b(X^{(n)}(\eta_n(s))) \right|^p \right] ds.$$ 

By using Burkholder-Davis-Gundy's inequality, there exists $C_4 > 0$ such that

$$E \left[ \sup_{0 \leq s \leq t} |M^{n, \delta, \varepsilon}(s)|^p \right] \leq C_4 E \left[ \left( \int_0^t |X(s) - X^{(n)}(s)|^{2\alpha} ds \right)^{p/2} \right] + C_4 n^{-\alpha p/2}$$

and by using Hölder's inequality and Remark 4.19 for any $\tilde{p} > 0$ and $q > 1$,

$$C_3 \int_0^T E \left[ (1 + |X^{(n)}(s)|^{p\tilde{p}} + |X^{(n)}(\eta_n(s))|^{p\tilde{p}}) \left| f_b(X^{(n)}(s)) - f_b(X^{(n)}(\eta_n(s))) \right|^{p\tilde{p}} \right] ds$$

$$\leq C_4 n^{-\frac{\tilde{p}}{2\alpha(\tilde{p}+1)}}.$$ 

For $\alpha = 1$, then we can use Gronwall's inequality, we obtain

$$E [V^{(n)}(t)^p] \leq C_5 \left\{ \varepsilon^p + \frac{1}{np^{1/2}} + \left( \frac{\varepsilon^{2\alpha-1}}{\log \delta} \right)^p + \left( \frac{\delta}{\varepsilon \log \delta} \right)^p \frac{1}{n^{p/2}} + n^{-p/2} + n^{-\frac{\tilde{p}}{2\alpha(\tilde{p}+1)}} \right\}.$$ 
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for some $C_5$. By choosing $\varepsilon = n^{-1/2}$ and $\delta = 2$, we conclude the statement for $\alpha = 1$.

For $\alpha \in (1/2, 1)$, by choosing $\varepsilon = n^{-1/2}$ and $\delta = 2$, we have
\[
E \left[ V^{(n)}(t)^{p} \right] \leq C_6 \left\{ n^{-\frac{p(2\alpha - 1)}{2}} + n^{-\frac{p\gamma}{2q(p+1)}} + E \left[ \left( \int_0^t V^{(n)}(s)ds \right)^p \right] \right. \\
+ \left. C_6 E \left[ \left( \int_0^t \left| X(s) - X^{(n)}(s) \right|^{2\alpha} ds \right)^{p/2} \right] \right\},
\]
for some $C_6$. By using Lemma 3.2 (ii) in [34] with $\rho = 2\alpha, q = 2,$ and $\delta = C_6 n^{-\frac{p(2\alpha - 1)}{2}} + n^{-\frac{p\gamma}{2q(p+1)}}$, we obtain
\[
E \left[ V^{(n)}(t)^{p} \right] \leq C_7 \left\{ n^{-\rho(2\alpha - 1)/2} + n^{-\frac{p\gamma}{2q(p+1)}} + E \left[ \left( \int_0^t \left| X(s) - X^{(n)}(s) \right| ds \right)^{p/2} \right] \right\},
\]
which concludes the statement for $\alpha \in (1/2, 1)$.

For $\alpha = 1/2$, by choosing $\varepsilon = (\log n)^{-1}$ and $\delta = n^{-1/3}$, we have
\[
E \left[ V^{(n)}(t)^{p} \right] \leq C_8 \left\{ (\log n)^{-p} + E \left[ \left( \int_0^t V^{(n)}(s)ds \right)^p \right] \right. \\
+ \left. E \left[ \left( \int_0^t \left| X(s) - X^{(n)}(s) \right| ds \right)^{p/2} \right] \right\},
\]
for some $C_8 > 0$. By using Lemma 3.2 (ii) in [34] with $\rho = 1, q = 2,$ and $\delta = C_8 (\log n)^{-p}$, we obtain
\[
E \left[ V^{(n)}(t)^{p} \right] \leq C_9 \left\{ (\log n)^{-p} + E \left[ \int_0^t \left| X(s) - X^{(n)}(s) \right| ds \right] \right\},
\]
which concludes the statement for $\alpha = 1/2$. 

4.3 Approximation of integral type functionals of SDEs

Let us consider the following (decoupled) system of two-dimensional SDEs of the form
\[
\begin{align*}
\frac{dX(t)}{dt} &= b(t, X(t))dt + \sigma(t, X(t))dW(t), \\
\frac{dY(t)}{dt} &= \mu(t, X(t), Y(t))dt + \rho_1(t, X(t), Y(t))dB(t) + \rho_2(t, X(t), Y(t))dW(t), \\
(X(0), Y(0))^T &= (x_0, y_0)^T \in \mathbb{R}^2, \ t \in [0, T],
\end{align*}
\]
where $(B, W)^T$ is a two-dimensional standard Brownian motion, and consider its Euler–Maruyama scheme of the form
\[
\begin{align*}
\frac{dX^{(n)}(t)}{dt} &= b(\eta_n(t), X^{(n)}(\eta_n(t)))dt + \sigma(\eta_n(t), X^{(n)}(\eta_n(t)))dB(t), \\
\frac{dY^{(n)}(t)}{dt} &= \mu(\eta_n(t), X^{(n)}(\eta_n(t)), Y^{(n)}(\eta_n(t)))dt \\
&\quad + \rho_1(\eta_n(t), X^{(n)}(\eta_n(t)), Y^{(n)}(\eta_n(t)))dB(t) \\
&\quad + \rho_2(\eta_n(t), X^{(n)}(\eta_n(t)), Y^{(n)}(\eta_n(t)))dW(t), \\
(X^{(n)}(0), Y^{(n)}(0))^T &= (x_0, y_0)^T \in \mathbb{R}^2, \ t \in [0, T].
\end{align*}
\]
The process $Y$ in [40] is related to Asian type options in mathematical finance and the observation process in filtering problems (see, chapter 6 in [74]).

**Theorem 4.22.** Suppose that the system of equation (40) has unique strong solution, the coefficients of $X$ are bounded and $\sigma$ is uniformly elliptic, and the coefficients of $Y$ satisfy the following conditions; there exist $K \geq 0$, $\beta, \gamma \in (0,1]$ and $g \in BV$ such that for any $t, s \in [0,T]$, $(x,y)^\top, (x', y')^\top \in \mathbb{R}^2$ and $h \in \{\mu, \rho_1, \rho_2\}$,

$$|h(t, x, y) - h(s, x', y')| \leq |g(x) - g(x')| + K|y - y'| + K|t - s|^\beta,$$

$$|h(t, x, y)| \leq K(1 + |x| + |y|).$$

Suppose $\sup_{0 \leq t \leq T} \mathbb{E}[|X(t) - X^{(n)}(t)|^{\hat{p}}]^{1/\hat{p}} \leq \text{Err}_p(n)$ holds for some $\hat{p} \in (0, \infty)$. Then for any $\alpha$-Hölder continuous function $f : \mathbb{R} \to \mathbb{R}$ and $p \geq 2/\alpha$, there exists a positive constant $C > 0$ such that for any $n \in \mathbb{N}$,

$$\mathbb{E} \left[ \sup_{0 \leq t \leq T} |f(Y(t)) - f(Y^{(n)}(t))|^p \right] \leq C\text{Err}_p(n)^{\frac{\hat{p}}{\alpha}} + Cn^{-\alpha p/2} + Cn^{-\alpha p/2}. \quad (47)$$

**Remark 4.23.** It is known (Theorem 3 and Theorem 4 in [45]) that if the coefficients of $(X,Y)^\top$ are time independent, smooth, bounded with bounded derivatives, and $\sigma$ is uniformly elliptic, $\rho_1$ satisfies the uniform Hörmander condition of order $k$, and $\rho_2 = 0$, then $Y(t)$, for $t > 0$, admits the smooth density with respect to Lebesgue measure, and it satisfies some Gaussian type two sided bound (see also [48] [50]). Therefore, in this case we can use original Avikainen’s estimate [1]. And the estimate (47) can be applied to multilevel Monte Carlo methods (see, [20]).

**Proof of Theorem 4.22.** Let $Z = (X,Y)^\top$ and $Z^{(n)} = (X^{(n)}, Y^{(n)})^\top$. By using Burkholder-Davis-Gundy’s inequality, it holds that for any $p \geq 2/\alpha$,

$$\mathbb{E} \left[ \sup_{0 \leq u \leq t} |Y(u) - Y^{(n)}(u)|^{\alpha} \right]$$

$$\leq 3^{\alpha-1}T^{\alpha-1} \int_0^t \mathbb{E} \left[ |\mu(s, Z(s)) - \mu(\eta_n(s), Z^{(n)}(\eta_n(s)))|^{\alpha} \right] ds$$

$$+ 3^{\alpha-1}c_{\alpha1} T^{\alpha p/2 - 1} \sum_{i=1}^2 \int_0^t \mathbb{E} \left[ |\rho_i(s, Z(s)) - \rho_i(\eta_n(s), Z^{(n)}(\eta_n(s)))|^{\alpha} \right] ds$$

$$\leq C \int_0^T \mathbb{E} \left[ |g(X(s)) - g(X^{(n)}(\eta_n(s)))|^{\alpha} \right] ds + C \int_0^T \mathbb{E} \left[ \sup_{0 \leq u \leq s} |Y(u) - Y^{(n)}(\eta_n(s))|^{\alpha} \right] ds$$

$$+ C \int_0^T \mathbb{E} \left[ |Y^{(n)}(s) - Y^{(n)}(\eta_n(s))|^{\alpha} \right] ds + Cn^{-\alpha p/2},$$

for some $C$, and $c_{\alpha1}$ is the constant of Burkholder-Davis-Gundy’s inequality. Since $b$ and $\sigma$ are bounded, and $\sigma$ is uniformly elliptic, by using Proposition 4.6 for any $\hat{p} \in (0, \infty)$, there exists $C_{\hat{p}}$ such that

$$\int_0^T \mathbb{E} \left[ |g(X(s)) - g(X^{(n)}(\eta_n(s)))|^{\alpha \gamma} \right] ds \leq C_{\hat{p}} \text{Err}_{\hat{p}}(n)^{\frac{\hat{p}}{\alpha}} + C_{\hat{p}} n^{-\alpha p/2}.$$
On the other hand, since $\mu, \rho_1$ and $\rho_2$ are of linear growth, thus it can be shown that
\[
\sup_{0 \leq t \leq T} \mathbb{E} \left[ \left| Y^{(n)}(t) - Y^{(n)}(\eta_n(t)) \right|^{p_0} \right] \leq C n^{-p_0/2},
\]
for some $C > 0$. Therefore, by using Gronwall’s inequality and then using Hölder continuity of $f$, we conclude the proof. \hfill $\Box$

### 4.4 SDEs driven by symmetric $\alpha$-stable with bounded $\alpha$-variation coefficient

Let us consider the following one-dimensional SDEs of the form
\[
dX(t) = \sigma(X(t-))dZ(t), \quad X(0) = x_0 \in \mathbb{R}, \quad t \in [0, T],
\]
where $Z = (Z(t))_{0 \leq t \leq T}$ is a symmetric $\alpha$-stable process with $\alpha \in (1, 2)$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with a filtration $(\mathcal{F}_t)_{0 \leq t \leq T}$ satisfying the usual conditions, that is, $Z$ is a Lévy process with characteristic function of the form
\[
\mathbb{E} \left[ \exp \left( \sqrt{\frac{1}{n}} \xi Z(t) \right) \right] = \exp \left( -t|\xi|^\alpha \right), \quad \xi \in \mathbb{R}, \quad t \geq 0.
\]
We consider the Euler–Maruyama scheme for (48) which is given by
\[
dX^{(n)}(t) = \sigma(X^{(n)}(\eta_n(t)))dZ(t), \quad X^{(n)}(0) = x_0, \quad t \in [0, T].
\]

**Theorem 4.24.** Suppose that the diffusion coefficient $\sigma$ is measurable, bounded and uniformly positive. Moreover, assume that there exists bounded and strictly increasing function and $f_\sigma$ such that for any $x, y \in \mathbb{R}$,
\[
|\sigma(x) - \sigma(y)|^\alpha \leq |f_\sigma(x) - f_\sigma(y)|.
\]
Then there exists a constant $C$ such that for all $n \geq 2$,
\[
\sup_{0 \leq t \leq T} \mathbb{E}[|X(t) - X^{(n)}(t)|^{\alpha-1}] \leq \frac{C}{(\log n)^{\alpha-1}}.
\]

Before proving, we consider an analogue of Proposition 4.3 for the following càdlàg process $Y$ defined by
\[
dY(t) = \sigma(t-, \omega)dZ(t), \quad Y(0) = y_0 \in \mathbb{R}, \quad t \in [0, T].
\]

**Proposition 4.25.** The diffusion coefficient $\sigma$ of $Y$ is uniformly bounded and $\sigma(Z(s); s \leq t)$-adapted process, and $|\sigma|^\alpha$ is uniformly positive, that is, there exists $a > 0$ such that $|\sigma(t, \omega)|^\alpha \geq a$ for all $t \geq 0$ almost surely. Let $\hat{Y} = (\hat{Y}(t))_{t \geq 0}$ be a one-dimensional progressively measurable process. Then for any $g \in BV, p \in (0, \infty)$ and $q \in [1, \infty)$, there exists $C = C(g, \sigma, p, q) > 0$ such that
\[
\int_0^T \mathbb{E} \left( \left| g(Y(s)) - g(\hat{Y}(s)) \right|^p \right) ds \leq C \left( \int_0^T \mathbb{E} \left( \left| Y(s) - \hat{Y}(s) \right|^p \right) ds \right)^{\frac{1}{p}}.
\]
Moreover, by the same way as in the proof of Theorem 1 in [49],
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Thus

\int_{[a, b]}^T \mathbb{P}(a < Y(s) \leq b)ds \leq a^{-1} \int_0^T 1_{(y_0 + a, y_0 + b)}(\tilde{Z}(A(s)))dA(s)

= a^{-1} \int_0^T 1_{(y_0 + a, y_0 + b)}(\tilde{Z}(u))du

\leq a^{-1} \int_0^{||\sigma||\infty T} 1_{(y_0 + a, y_0 + b)}(\tilde{Z}(u))du.

Note that the density function of stable process

\tilde{Z}

, denoted by

p(t, \cdot)

, satisfies the upper bound

p(t, y) \leq C_0(t^{-1/\alpha} \wedge t|y|^{-(1+\alpha)})

for some

C_0 > 0

(see, e.g., Theorem 2.1 in [10]), we have

\int_0^T \mathbb{P}(a < Y(s) \leq b)ds \leq a^{-1} \int_{y_0 + a}^{y_0 + b} dy \int_0^{||\sigma||\infty T} dup(u, y) \leq C_1(b - a),

for some

C_1 > 0

, which concludes the proof.

Proof of Theorem 4.24. In order to deal with the assumption on the diffusion coefficient

\sigma

, similar to the proof of Proposition 4.3 we use Komatsu’s approximation technique (see [49] or [83]). Let

\psi_{\delta, \epsilon} : \mathbb{R} \to [0, \infty)

be a continuous function defined on the proof of Theorem 4.11 for

\delta \in (1, \infty)

and

\epsilon \in (0, 1)

. Set

u(x) := |x|^{\alpha - 1}

and

u_{\delta, \epsilon} := u * \psi_{\delta, \epsilon}

, where

* is the convolution. Since

u

is

(\alpha - 1)

-Hölder continuous, it holds that

u(x) \leq \epsilon^{\alpha - 1} + u_{\delta, \epsilon}(x).

(49)

Moreover, by the same way as in the proof of Theorem 1 in [49],

\psi_{\delta, \epsilon}

satisfies the equation

Lu_{\delta, \epsilon} = c_{\alpha} \psi_{\delta, \epsilon}

, \quad c_{\alpha} := -2\pi \alpha^{-1} \cot(\alpha \pi / 2),

(50)

where

L

is the infinitesimal generator of

Z

defined by

\int_\mathbb{R} \{ f(x + y) - f(x) - 1_{|y| \leq 1}(y)f'(y) \} \frac{1}{|y|^{1+\alpha}} dy.

Then by Itô’s formula, we have

u_{\delta, \epsilon}(X(t) - X^{(n)}(t)) = M^{n, \delta, \epsilon}(t) + J^{n, \delta, \epsilon}(t),

where

M^{n, \delta, \epsilon}(t) := \int_0^t \int_{\mathbb{R}} \{ u_{\delta, \epsilon}(X(s -) - X^{(n)}(s -))
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the same way as Proposition 4.3, we have

\[ \psi \] for

and it holds that \( \psi \) where \( \theta \sigma \)

\[ V = \{ \mathcal{E}, \mathcal{F} \} \]

\[ J^{n, \delta, \varepsilon}(t) := \int_0^t \left| \sigma(X(s)) - \sigma(X(n)(\eta_n(s))) \right|^\alpha (Lu_{\delta, \varepsilon})(X(s) - X(n)(s)) \, ds, \]

and \( \tilde{N} \) is the compensated Poisson random measure.

Now we consider the upper bound for \( J^{n, \delta, \varepsilon}(t) \). From the equation \[ 50 \] and upper bound of \( \psi_{\delta, \varepsilon} \), we have

\[
J^{n, \delta, \varepsilon}(t) \leq 2c_\alpha \int_0^T \frac{1}{|X(s) - X(n)(s)| \log \delta} \left| f_\sigma(X(s)) - f_\sigma(X(n)(\eta_n(s))) \right| \, ds
\]

\[
\leq 2c_\alpha \left\{ J^{1, \delta, \varepsilon}_1(T) + J^{2, \delta, \varepsilon}_2(T) \right\},
\]

where

\[
J^{1, \delta, \varepsilon}_1(t) := \int_0^t \frac{1}{|X(s) - X(n)(s)| \log \delta} \left| f_\sigma(X(s)) - f_\sigma(X(n)(\eta_n(s))) \right| \, ds,
\]

\[
J^{2, \delta, \varepsilon}_2(t) := \int_0^t \frac{1}{|X(s) - X(n)(s)| \log \delta} \left| f_\sigma(X(n)(s)) - f_\sigma(X(n)(\eta_n(s))) \right| \, ds.
\]

We first consider \( J^{1, \delta, \varepsilon}_1(T) \). This part is based on the argument in \[ 50 \]. We consider approximation \( f_{\sigma, \ell} \in C^1(\mathbb{R}) \) of \( f_\sigma \) which is also strictly increasing function and satisfies \( \| f_{\sigma, \ell} \|_\infty \leq \| f_\sigma \|_\infty \) and \( f_{\sigma, \ell} \uparrow f_\sigma \) as \( \ell \to \infty \) on \( \mathbb{R} \). Then by using Fatou’s lemma and the mean value theorem, by using the same way as Proposition \[ 4.3 \] we have

\[
J^{1, \delta, \varepsilon}_1(T) \leq \liminf_{\ell \to \infty} \frac{1}{\log \delta} \int_0^T ds \int_0^1 d\theta f_{\sigma, \ell}(V^{n}(\theta)),
\]

where \( V^t(\theta) := (1 - \theta)X(t) + \theta X(t) = x_0 + \int_0^t H_s(\theta) dZ(s) \). Here \( H_s(\theta) := (1 - \theta)\sigma(X(t-)) + \theta \sigma(X(t-)) \) is an \( \sigma(Z(s) ; s \leq t) \)-adapted process with \( E[\int_0^T |H_s(\theta)|^\alpha ds] < \infty \). Hence there exists an \( \alpha \)-stable process \( \tilde{Z} \) defined on an extended probability space such that \( V^t_{\alpha}(\theta) = x_0 + \tilde{Z}(A_t(\theta)) \) for \( t \geq 0 \) where \( A_t(\theta) := \int_0^t |H_s(\theta)|^\alpha ds \). Moreover, since \( \sigma \) is bounded and uniformly positive, it holds that \( H_s(\theta) \geq \inf_{x \in \mathbb{R}} \sigma(x) \) and \( A_t(\theta) \leq \| \sigma \|_\infty t \). Therefore, by the change of variable \( s = \tau_u := \inf\{ t \geq 0 ; A_t(\theta) > u \} \), we have

\[
\int_0^T ds \int_0^1 d\theta f_{\sigma, \ell}(V^{n}(\theta)) = \int_0^1 d\theta \int_0^T dA_s(\theta) f_{\sigma, \ell}(\tilde{Z}(A_s(\theta))) H_s(\theta)^{-\alpha}
\]

\[
\leq \inf_{x \in \mathbb{R}} \sigma(x)^{-\alpha} \int_0^1 d\theta \int_0^T dA_s(\theta) f_{\sigma, \ell}(\tilde{Z}(A_s(\theta)))
\]

\[
= \inf_{x \in \mathbb{R}} \sigma(x)^{-\alpha} \int_0^1 d\theta \int_0^{At(\theta)} duf_{\sigma, \ell}(\tilde{Z}(u))
\]

\[
\leq \inf_{x \in \mathbb{R}} \sigma(x)^{-\alpha} \int_0^1 d\theta \int_0^{\| \sigma \|_\infty T} duf_{\sigma, \ell}(\tilde{Z}(u)).
\]
Note that the density function of stable process $\widetilde{Z}$, denoted by $p(t, \cdot)$ satisfies the upper bound $p(t, y) \leq C_0(t^{-1/\alpha} \land \ell |y|^{-(1+\alpha)})$ for some $C_0 > 0$ (see, e.g., Theorem 2.1 in [10]), thus by using the estimate $\|f'_{\sigma,\ell}\|_{L^1(\mathbb{R})} \leq 2\|f_{\sigma,\ell}\|_{\infty} \leq 2\|f_{\sigma}\|_{\infty}$, we have

$$\mathbb{E} \left[ J_1^{n,\delta,\varepsilon}(T) \right] \leq \frac{1}{\log \delta} \inf_{x \in \mathbb{R}} \sigma(x)^{-\alpha} \lim_{\ell \to \infty} \int_{0}^{1} d\theta \int_{\mathbb{R}} dy \int_{0}^{\|\sigma\|_{\infty} T} d\mu(u) f'_{\sigma,\ell}(y)$$

$$\leq C_1 \|f_{\sigma}\|_{\infty},$$

for some $C_1 > 0$.

Finally, we consider $J_2^{n,\delta,\varepsilon}(T)$. By using Proposition 4.25 with $g = f_{\sigma}$ and $q = 1$ and $p \geq 1$, we have

$$\mathbb{E}[J_2^{n,\delta,\varepsilon}(T)] \leq \frac{\delta}{\varepsilon \log \delta} \int_{0}^{T} \mathbb{E} \left[ \left| f_{\sigma}(X^n(s)) - f_{\sigma}(X^n(\eta_n(s))) \right| \right] ds$$

$$\leq \frac{C(f_{\sigma}, \sigma, p, q, T)}{\varepsilon \log \delta} \int_{0}^{T} \mathbb{E} \left[ \left| X^n(s) - X^n(\eta_n(s)) \right|^{p} \right] ds \right)^{1/p}.$$

Note that since $\sigma$ is bounded, we have for any $p \in (0, \alpha)$,

$$\mathbb{E} \left[ \left| X^n(s) - X^n(\eta_n(s)) \right|^{p} \right] \leq \|\sigma\|_{\infty}^{p} \mathbb{E} \left[ |Z(s) - Z(\eta_n(s))|^{p} \right] \leq C_2 \frac{1}{n^{p/\alpha}},$$

for some $C_2 > 0$. Thus for any $p \in (0, \alpha)$, there exists $C_3 > 0$ such that

$$\mathbb{E}[J_3^{n,\delta,\varepsilon}(T)] \leq C_3 \frac{\delta}{\varepsilon \log \delta} \frac{1}{n^{\alpha(p+1)}}.$$

(52)

Let $\tau_N := \inf\{t > 0 : |X(t) - X^n(t)| \geq N\}$ for $N \in \mathbb{N}$. Then $(M^n,\delta,\varepsilon(t \wedge \tau_N))_{t \in [0, T]}$ is a martingale, thus it follows from [49], [51] and [62] that there exists a positive constant $C_4$ which do not depend on $n$ such that for any $t \in [0, T]$

$$\mathbb{E}[|X(t \wedge \tau_N) - X^n(t \wedge \tau_N)|^{p}] \leq C_4 \left\{ \varepsilon^{\alpha-1} \left[ \frac{1}{\log \delta} + \frac{\delta}{\varepsilon \log \delta} \right] \frac{1}{n^{\alpha(p+1)}} \right\}.$$

By choosing $\varepsilon = 1/\log n$ and $\delta = n^{-\alpha(p+1)}$ and taking the limit $N \to \infty$, we conclude the proof. □

4.5 Fractional Brownian motions with irregular drift

In this subsection, inspired by [73], we consider the one-dimensional SDEs driven by fractional Brownian motion on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with a filtration $(\mathcal{F}_t)_{0 \leq t \leq T}$ satisfying the usual conditions.

We first recall the definitions of fractional Brownian motion and its basic properties. A one-dimensional continuous centered Gaussian process $B^H = (B^H(t))_{0 \leq t \leq T}$ is a fractional Brownian motion with Hurst parameter $H \in (0, 1)$ on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ if it holds that

$$\mathbb{E}[B^H(t)B^H(s)] = \frac{1}{2} \left\{ |t|^{2H} + |s|^{2H} - |t-s|^{2H} \right\}, \forall s, t \in [0, T].$$
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If $H = 1/2$, $B^H$ is a standard Brownian motion. If $H \neq 1/2$, $B^H$ is neither a Markov process nor a semimartingale. A fractional Brownian motion satisfies the following properties: (i) self-similar property: for any $a > 0$ and $t \in [0,T]$, $B^H(t)$ and $a^{-H}B^H(at)$ has the same distribution; (ii) stationary increments: for all $0 \leq s < t \leq T$, $B^H(t) - B^H(s)$ is equal in distribution to $B^H(t-s)$. It is known that (see, e.g. Corollary 3.1 in [17]), a fractional Brownian motion $B^H$ has an integral representation of the form

$$B^H(t) = \int_0^t K_H(t,s)\,dW(s),$$

where $W = (W(t))_{0 \leq t \leq T}$ is a standard Brownian motion and the kernel $K_H : [0,T] \times [0,T] \to \mathbb{R}$ is given by

$$K_H(t,s) := \frac{(t-s)^{H-1/2}}{\Gamma(H+1/2)} F\left(H - \frac{1}{2}, \frac{1}{2} - H, H + \frac{1}{2}, 1 - \frac{t-s}{s}\right),$$

where $F(a,b,c,z)$ is the Gauss hypergeometric function, defined by

$$F(a,b,c,z) := \sum_{k=0}^{\infty} \frac{a(k)b(k)}{c(k)} z^k, \quad a,b \in \mathbb{R}, \quad c \neq 0,-1,-2,\ldots, \quad z \in (-1,1),$$

$$a(0) := 1, \quad a(k) := a(a+1)\cdots(a+k-1).$$

For $f \in L^2([0,T])$, define a linear operator $K_H : L^2([0,T]) \to L^2([0,T])$ by

$$K_H f(t) := \int_0^t K_H(t,s)f(s)\,ds.$$ 

Then the operator $K_H$ has the following representation (see, e.g. Theorem 2.1 in [17])

$$K_H f = \left\{\begin{array}{ll}
I_0^{2H}x^{1/2-H} I_0^{1/2-H} x^{H-1/2} f & \text{if } H < 1/2, \\
I_0^{1\alpha} x^{-H-1/2} I_0^{H-1/2} a^{1/2} f & \text{if } H > 1/2,
\end{array}\right.$$ 

where $I_0^{\alpha}$ is the left Riemann-Liouville fractional integral of $f \in L^1([a,b])$ of order $\alpha > 0$ on $(a,b)$ defined by

$$I_0^{\alpha} f(x) := \frac{1}{\Gamma(\alpha)} \int_a^x (x-y)^{\alpha-1} f(y)\,dy,$$

(for more details of fractional calculus, see, e.g. [79]). Thus the operator $K_H$ is an isomorphism from $L^2([0,T])$ onto $I_0^{H+1/2} (L^2([0,T]))$.

We consider the following one-dimensional SDEs driven by fractional Brownian motion of the form

$$dX(t) = b(X(t))\,dt + dB^H(t), \quad X(0) = x_0 \in \mathbb{R}, \quad t \in [0,T] \tag{53}$$

and its Euler–Maruyama scheme given by

$$dX^{(n)}(t) = b(X^{(n)}(\eta_n(t)))\,dt + dB^H(t), \quad X^{(n)}(0) = x_0, \quad t \in [0,T].$$
Remark 4.26. Note that if $H < 1/2$ and $b$ is of linear growth or if $H > 1/2$ and $b$ is $\gamma$-Hölder continuous with $\gamma \in (1 - 1/(2H), 1)$, then there exists a unique strong solution for SDE \( b \) (see, Theorem 3, 5, 8 in [73]).

Theorem 4.27. Suppose that $H < 1/2$ and the drift coefficient $b$ is bounded and is one-sided Lipschitz, that is, there exists $K \geq 0$ such that for any $x, y \in \mathbb{R}$, \( (x - y)(b(x) - b(y)) \leq K|x - y|^2 \). Moreover, we assume that there exist $f_b \in BV$ and $\gamma \in (0, 1]$ such that for any $x, y \in \mathbb{R}$,

\[
|b(x) - b(y)| \leq |f_b(x) - f_b(y)|^\gamma,
\]

Then for any $p \geq 2$ and $\varepsilon > 0$, there exists a constant $C$ such that for any $n \geq 1$,

\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} \left| X(t) - X^{(n)}(t) \right|^p \right]^{1/p} \leq \begin{cases} 
C n^{-\frac{(1-\varepsilon)H}{p(\varepsilon + H)}}, & \text{if } p\gamma \geq 1, \\
C n^{-\frac{(1-\varepsilon)H}{p(\varepsilon + H - 1)}}, & \text{if } p\gamma < 1,
\end{cases}
\]

and

\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} \left| X(t) - X^{(n)}(t) \right| \right] \leq C n^{-\frac{(1-\gamma)\gamma H}{p(\gamma H - 1)}}, \quad \text{if } H < 1/2.
\]

Remark 4.28. It is worth noting that if $H \in (0, 1)$ and the drift coefficient $b$ is $\gamma$-Hölder continuous (that is, $f_b(x) = cx$, for some $c > 0$) with $\gamma > 2 - 1/H$, then it is shown in [11] that for each $\varepsilon > 0$ and $p \geq 2$,

\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} \left| X(t) - X^{(n)}(t) \right|^p \right]^{1/p} \leq C n^{-\frac{1}{2} + \gamma(H + \frac{\varepsilon}{2})} + \varepsilon,
\]

by using a stochastic sewing approach (see, Theorem 1.1 and Remark 1.1 in [11]). On the other hand, in Theorem 4.27 we need one-sided Lipschitz condition, but we can consider discontinuous function for the drift coefficient. For example, define $b(x) := \theta_1 1_{(-\infty, 0]}(x) + \theta_0 1_{(0, \infty)}(x)$ with $\theta_1 > \theta_0$, then $b$ satisfies the assumption of Theorem 4.27 with $\gamma = 1$.

Before proving Theorem 4.27, we consider an analogue of Proposition 4.2 for the Euler–Maruyama scheme with $H < 1/2$.

Proposition 4.29. Suppose that $b$ is bounded and $H < 1/2$. Let $\hat{X} = (\hat{X}(t))_{t \geq 0}$ be a one-dimensional progressively measurable process. Then for any $g \in BV$ and $p \in (0, \infty)$, $q \in [1, \infty)$ and $\beta \in (0, 1/(H + 1))$, there exists $C = C(g, b, p, q, \beta) > 0$ such that

\[
\int_0^T \mathbb{E} \left[ \left| g(X^{(n)}(s)) - g(\hat{X}(s)) \right|^q \right] ds \leq C \left( \int_0^T \mathbb{E} \left[ \left| X^{(n)}(s) - \hat{X}(s) \right|^p \right] ds \right)^{\frac{q}{p}}.
\]

Proof. From Theorem 2.1, it is suffices to estimate $\int_0^T \mathbb{P}(a < X^{(n)}(s) \leq b) ds$, for $a, b \in \mathbb{R}$ with $a < b$. The idea of the proof is based on the Krylov type estimate for $X^{(n)}$.

(Step 1). Let $\tilde{B}^H(t) = B^H(t) + \int_0^t b(X^{(n)}(\eta_n(s)))ds$. In order to use Girsanov theorem, we first prove that $u := b(X^{(n)}(\eta_n(\cdot)))$ satisfies conditions (i) and (ii) of Theorem 2 in [73]. Note that
the condition (i) is equivalent to \( v := K_H^{-1}(\int_0^t u(s)ds) \in L^2([0, T]) \), (see, page 107 of [73]). If \( h \) is absolutely continuous, then \( K_H^{-1}h = s^{H-1/2} h(0+) s^{1/2-H} h'(s) \) (see, e.g. equation (13) in [73]), thus it holds that
\[
|v(s)| = \left| s^{H-1/2} \int_0^s (s-r)^{-1/2-H} \frac{b(X(r)(\eta_n(s)))}{\Gamma(\frac{H}{2} - H)} dr \right|
\leq \frac{\|b\|_{\infty} \Gamma(\frac{H}{2} - H)}{\Gamma(2 - 2H)}
\]
and thus \( u(s) \) satisfies the condition (i) of Theorem 2 in [73]. Let \( p \in \mathbb{R} \) and \( Z(p, \cdot) = (Z(p, t))_{t \in [0, T]} \) be an exponential local martingale defined by
\[
Z(p, t) := \exp \left( p \int_0^t v(s) dW(s) - \frac{p^2}{2} \int_0^t v(s)^2 ds \right).
\]
Then, from (56) and Novikov condition, \( Z(p, \cdot) \) is a martingale, thus we conclude that \( u \) satisfies the condition (ii) of Theorem 2 in [73]. Therefore, we obtain that \( B^H \) is a fractional Brownian motion with Hurst parameter \( H \) under the probability measure \( d\tilde{P} := Z(-1, T) dP \).

(Step 2). Now we prove a Krylov type estimate for \( X^{(n)} \), that is, for a measurable and non-negative function \( g : [0, T] \times \mathbb{R}, p > H + 1 \) and \( q > 1 \), there exists \( C(p, q, H, T) > 0 \) such that
\[
\mathbb{E} \left[ \int_0^T g(t, X^{(n)}(t)) dt \right] \leq C(p, q, H, T) \left( \int_0^T dt \int_{\mathbb{R}} dy g(t, y)^{pq} \right)^{1/p}.
\]
(57)
The proof is based on the proof of Proposition 6 in [73]. By using Girsanov theorem (Step 1), Hölder’s inequality and Jensen’s inequality, for any \( q, q' > 1 \) with \( 1/q + 1/q' = 1 \), we have
\[
\mathbb{E} \left[ \int_0^T g(s, X^{(n)}(s)) ds \right] = \mathbb{E} \left[ Z(-1, T) \int_0^T g(s, X^{(n)}(s)) ds \right]
\leq T^{q-1} \mathbb{E} \left[ Z(-1, T)^{q'} \right]^{1/q} \mathbb{E} \left[ \int_0^T g(s, X^{(n)}(s))^{q'} ds \right]^{1/q},
\]
where \( \mathbb{E} \) is the expectation with respect to the probability measure \( \tilde{P} \). Since \( Z(-q', \cdot) \) is a martingale and \( b \) is bounded, we have
\[
\mathbb{E} \left[ Z(-1, T)^{q'} \right] = \mathbb{E} \left[ Z(-q', T) \exp \left( \frac{q'(q' - 1)}{2} \int_0^T v(s)^2 ds \right) \right]
\leq \exp \left( \frac{q'(q' - 1) \|b\|_{\infty}^2 T}{2} \right) < \infty.
\]
(58)
Since \( X^{(n)} \) is a fractional Brownian motion with Hurst parameter \( H \) starting from \( x_0 \) under the probability measure \( \tilde{P} \), by using Hölder’s inequality with \( 1/p + 1/p' = 1 \) and \( p > H + 1 \), we have
\[
\mathbb{E} \left[ \int_0^T g(s, X^{(n)}(s))^{q} ds \right] = \int_0^T ds \int_{\mathbb{R}} dy g(s, y)^q \frac{\exp \left( -\frac{(y-x_0)^2}{2\pi s^{2H}} \right)}{\sqrt{2\pi s^{2H}}}
\]
for some $C > 0$. This concludes \[57\].

(Step 3). By using Krylov type estimate for $X^{(n)}$ (Step 2), for any $p = 1/\beta > H + 1$, we have

$$
\int_0^T \mathbb{P}(a < X^{(n)}(s) \leq b) ds \leq C(p, q, H, T) \left( \int_0^T ds \int_R d\gamma \mathbf{1}_{(a,b]}(x) \right)^{\beta} \leq C(p, q, H, T) T^{\beta} (b - a)^{\beta}.
$$

Therefore, the map $\mathbb{R} \ni x \mapsto \int_0^T \mathbb{P}(X^{(n)}(s) \leq x) ds$ is $\beta$-Hölder continuous, and thus we conclude the proof. \[\square\]

**Proof of Theorem 4.27** We first note that since $b$ is bounded, for any $p \geq 1$, $\mathbb{E}[|X^{(n)}(s) - X^{(n)}(\eta_n(s))|^p] \leq C_0 n^{-pH}$ for some $C_0 > 0$. By using chain rule, one-sided Lipschitz condition for $b$ and Young's inequality, we have

$$
\left| X(t) - X^{(n)}(t) \right|^p = p \int_0^t \left\{ X(s) - X^{(n)}(s) \right\}^{p-1} \left\{ b(X(s)) - b(X^{(n)}(\eta_n(s))) \right\} ds
\leq (2p - 1)K \int_0^t \left| X(s) - X^{(n)}(s) \right|^p ds + \int_0^t \left| b(X^{(n)}(s)) - b(X^{(n)}(\eta_n(s))) \right|^p ds. \quad (59)
$$

Now we consider the expectation of the second term of \[59\]. Since $b$ is of bounded $1/\gamma$-variation, by using Proposition 4.25 with $q = p\gamma$ or $q = 1$, $g = f_b$ and $\tilde{X} = X^{(n)}(\eta_n(\cdot))$, for any $\beta \geq 0$ and $\beta \in (0, 1/(H + 1))$, we have

$$
\mathbb{E} \left[ \int_0^t \left| b(X(s)) - b(X^{(n)}(\eta_n(s))) \right|^p ds \right]
\leq \begin{cases}
\int_0^T \mathbb{E} \left[ \left| f_b(X(s)) - f_b(X^{(n)}(\eta_n(s))) \right|^p \right] ds & \text{if } p\gamma \geq 1, \\
T^{1-p\gamma} \left( \int_0^T \mathbb{E} \left[ \left| f_b(X(s)) - f_b(X^{(n)}(\eta_n(s))) \right| \right] ds \right)^{p\gamma} & \text{if } p\gamma < 1,
\end{cases}
$$

$$
\leq \begin{cases}
C(f_b, b, \tilde{p}, p\gamma, T) \left( \int_0^T \mathbb{E} \left[ \left| X^{(n)}(s) - X^{(n)}(\eta_n(s)) \right|^p \right] ds \right)^{\frac{\beta}{p\gamma + \beta}} & \text{if } p\gamma \geq 1, \\
T^{1-p\gamma} C(f_b, b, \tilde{p}, 1, T) \left( \int_0^T \mathbb{E} \left[ \left| X^{(n)}(s) - X^{(n)}(\eta_n(s)) \right|^p \right] ds \right)^{\frac{\beta}{p\gamma + \beta}} & \text{if } p\gamma < 1,
\end{cases}
$$

$$
\leq \begin{cases}
C_2 n^{-\frac{\beta H \beta}{p\gamma + \beta}}, & \text{if } p\gamma \geq 1, \\
C_2 n^{-\frac{\beta H \beta}{p\gamma + \beta}}, & \text{if } p\gamma < 1,
\end{cases}
$$
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for some $C_2 > 0$. By using Gronwall’s inequality, since $\hat{p} \geq \hat{p}$ and $\hat{b} \in (1, 1/(H+1))$ are arbitrarily and $\frac{\hat{p}}{\hat{p}+\hat{b}} \rightarrow 1/(H+1)$ as $\hat{p} \rightarrow \infty$ and $\hat{b} \rightarrow 1/(H+1)$, we obtain (54).

Now we prove (55) by using Yamada and Watanabe approximation technique which is used in the proof of Theorem 4.1. By using chain rule, $\phi_{\delta,\varepsilon}(X(t) - X^{(n)}(t))$ can be decomposed by the following two terms

$$\phi_{\delta,\varepsilon}(X(t) - X^{(n)}(t)) = I_1^{n,\delta,\varepsilon}(t) + I_2^{n,\delta,\varepsilon}(t),$$

where

$$I_1^{n,\delta,\varepsilon}(t) := \int_0^t \phi'_{\delta,\varepsilon}(X(s) - X^{(n)}(s)) \left\{ b(X(s)) - b(X^{(n)}(s)) \right\} ds,$$

$$I_2^{n,\delta,\varepsilon}(t) := \int_0^t \phi'_{\delta,\varepsilon}(X(s) - X^{(n)}(s)) \left\{ b(X^{(n)}(s)) - b(X^{(n)}(\eta_n(s))) \right\} ds.$$

Note that since $\phi'_{\delta,\varepsilon}$ satisfies $\phi'_{\delta,\varepsilon}(x)/x > 0$, $x \neq 0$, by using one-sided Lipschitz condition on $b$, we have $\phi'_{\delta,\varepsilon}(x-y)(b(x) - b(y)) \leq K |x - y|$, for any $x, y \in \mathbb{R}$. Therefore, it holds that

$$I_1^{n,\delta,\varepsilon}(t) \leq K \int_0^t |X(s) - X^{(n)}(s)| ds.$$

On the other hand, since $b$ is of bounded $1/\gamma$-variation, by using Proposition 4.29 with $q = 1$, $g = f_b$ and $\hat{X} = X^{(n)}(\eta_n(\cdot))$, for any $\hat{p} \geq \hat{p}$, we have

$$\mathbb{E} \left[ I_2^{n,\delta,\varepsilon}(t) \right] \leq T^{1-\gamma} \left( \int_0^T \mathbb{E} \left[ f_b(X^{(n)}(s)) - f_b(X^{(n)}(\eta_n(s))) \right] ds \right) \gamma$$

$$\leq T^{1-\gamma} C (f_b, b, \hat{p}, \gamma, T) \left( \int_0^T \mathbb{E} \left[ |X^{(n)}(s) - X^{(n)}(\eta_n(s))|^{\hat{p}} \right] ds \right)^{\frac{\hat{p}}{\hat{p}+\hat{b}}}$$

$$\leq C n^{-\frac{n\hat{p}\hat{b}}{\hat{p}+\hat{b}}},$$

for some $C > 0$. By choosing $\varepsilon = n^{-\frac{n\hat{p}\hat{b}}{\hat{p}+\hat{b}}}$, $\delta = 2$ and by using Gronwall’s inequality, since $\hat{p} \geq \hat{p}$ and $\hat{b} \in (1, 1/(H+1))$ are arbitrarily and $\frac{\hat{p}}{\hat{p}+\hat{b}} \rightarrow 1/(H+1)$ as $\hat{p} \rightarrow \infty$ and $\hat{b} \rightarrow 1/(H+1)$, we obtain (55). \hfill \Box

### 4.6 Stochastic heat equations with irregular drift

Let us consider the following one-dimensional stochastic heat equations (SHEs) of the form

$$\frac{\partial}{\partial t} u(t, x) = \frac{\partial^2}{\partial x^2} u(t, x) + b(t, x, u(t, x)) + \sigma(t, x, u(t, x)) \frac{\partial^2}{\partial t \partial x} W(t, x), \quad (t, x) \in [0, T] \times [0, 1],$$

(60)

with Dirichlet boundary conditions

$$u(t, 0) = u(t, 1) = 0, \quad t \in [0, T],$$

(61)
and with initial condition
\[
 u(0, x) = u_0(x), \quad x \in [0, 1],
\]
where the coefficients \( b, \sigma : [0, T] \times [0, 1] \times \mathbb{R} \to \mathbb{R} \) are measurable functions, \( u_0 \) is a continuous function on \([0, 1]\) and \( W = \{ W(t, x) : (t, x) \in [0, T] \times [0, 1]\} \) is a Brownian sheet, that is, \( W \) is a zero means Gaussian random field with covariance \( \mathbb{E}[W(t, x)W(s, y)] = (t \wedge s)(x \wedge y) \), on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with a filtration \((\mathcal{F}_t)_{0 \leq t \leq T}\) satisfying the usual conditions. Let \( \mathcal{P} \) be a progressively measurable subsets of \([0, T] \times \Omega\). We say that a \( \mathcal{P} \otimes \mathcal{B}([0, 1]) \)-measurable and continuous random field \( u = \{ u(t, x) : (t, x) \in [0, T] \times [0, 1]\} \) is a solution of equations (60), (61) and (62), if for any \( \varphi \in C^2([0, 1]; \mathbb{R}) \) with \( \varphi(0) = \varphi(1) = 1 \), it holds that
\[
\int_0^1 u(t, x) \varphi'(x) dx = \int_0^1 u_0(x)\varphi(x) dx + \int_0^t \int_0^1 u(t, x) \varphi''(x) + f(s, x, u(t, x)) \varphi(x) dx ds + \int_0^t \int_0^1 \sigma(s, x, u(t, x)) \varphi(x) W(ds, dx).
\]
and if the coefficients are locally bounded, then this formulation is equivalent to the following the form (see, e.g. [31, 34])
\[
u(t, x) = \int_0^1 G(t, x, y) u_0(y) dy + \int_0^t \int_0^1 G(t - s, x, y) f(s, y, u(t, y)) dy ds + \int_0^t \int_0^1 G(t - s, x, y) \sigma(s, y, u(t, y)) W(ds, dy),
\]
where \( G(t, x, y) \) is the fundamental solution of the heat equation on \([0, T] \times [0, 1]\) with Dirichlet boundary condition, that is,
\[
G(t, x, y) = \frac{1}{\sqrt{2\pi t}} \sum_{n \in \mathbb{Z}} \left\{ \exp\left( -\frac{|y - x + 2n|^2}{2t} \right) - \exp\left( -\frac{|y + x + 2n|^2}{2t} \right) \right\}.
\]
Moreover, the existence and uniqueness of the above SHEs are shown in [34] with Lipschitz continuous coefficients. On the other hand, as mentioned in introduction, Bally, Gyöngy and Pardoux [4] extend this result in case the drift coefficient is measurable and satisfies a one-sided linear growth condition, that is, \( ub(t, x, u) \leq K(1 + |u|^2) \) for some \( K > 0 \), and the diffusion coefficient is non-generate, linear growth and has a locally Lipschitz derivative, by using a Krylov type estimate based on Girsanov transform and some density estimate as applications of Malliavin calculus (see, Proposition 4.1 in [4]).

Now we consider the following numerical scheme introduced by Gyöngy [30]:
\[
u^n_m(t_{i+1}, x_j) = \left( I + \frac{T}{m} \Delta_n \right) \nu^n_m(t_i, x_j) + \frac{T}{m} b(t_i, x_j, u^n_m(t_i, x_j)) + \frac{T}{m} \sigma(t_i, x_j, u^n_m(t_i, x_j)) \square_{mn} W(t_i, x_j),
\]
44
\[ u^n_m(t_i, 0) = u^n_m(t_i, 1) = 0, \quad i = 1, \ldots, m, \]
\[ u^n_m(0, x_j) = u_0(x_j), \quad j = 1, \ldots, n - 1, \]
where \( t_i \equiv t^{(m)}_i := iT/m, \quad x_j \equiv x^{(n)}_j := j/n, \) \( I \) is the identity operator and
\[
\Delta u \varphi(x_j) := n^2 \{ \varphi(x_{j+1}) - 2\varphi(x_j) + \varphi(x_{j-1}) \},
\]
\[
\bl_{mn} \psi(t_i, x_j) := nm \{ \psi(t_{i+1}, x_{j+1}) - \psi(t_i, x_{j+1}) - \psi(t_{i+1}, x_j) + \psi(t_i, x_j) \},
\]
for functions \( \varphi \) and \( \psi \) defined on \( \{ x_j : j = 0, \ldots, n \} \) and on the lattice \( \mathcal{L} := \{ (t_i, x_j) : i = 0, \ldots, m, \quad j = 0, \ldots, n \} \), respectively. Then we extend \( u^n_m \) from \( \mathcal{L} \) by polygonal interpolation as
\[
u^n_m(t, x) := u^n_m(t, x_j) + n(x - x_j)\{ u^n_m(t, x_{j+1}) - u^n_m(t, x_j) \},
\]
\[
u^n_m(t, x_j) := u^n_m(t, x_j) + \frac{m}{T}(t - t_i)\{ u^n_m(t_{i+1}, x_j) - u^n_m(t_i, x_j) \},
\]
for \( (t, x) \in (t_i, t_{i+1}) \times (x_j, x_{j+1}), \quad i = 0, \ldots, m - 1, \quad j = 0, \ldots, n - 1. \) Then it is shown in [30] that \( u^n_m(t, x) \) satisfies the following stochastic integral equation of the form
\[
u^n_m(t, x) = \int_0^1 G^n_m(t, x, y)u_0(\kappa_n(y))dy
\]
\[+ \int_0^t \int_0^1 G^n_m(t - s + T/m, x, y)b(\eta_n(s), \kappa_n(y), u(\eta_n(s), \kappa_n(y)))d\eta ds
\]
\[+ \int_0^t \int_0^1 G^n_m(t - s + T/m, x, y)\sigma(\eta_n(s), \kappa_n(y), u(\eta_n(s), \kappa_n(y)))W(ds, dy), \tag{63}
\]
for any \( t = iT/m, \quad i = 0, \ldots, m, \quad x \in [0, 1] \), where \( \kappa_n(x) := [nx]/n, \quad \eta_n(s) := T\kappa_m(s/T) \) and
\[
u^n_m(t, x, y) := \sum_{j=1}^{n-1} (1 + \lambda^n_j T/m)^{[mT]} \varphi_j^n(x)\varphi_j^n(\kappa_n(y)), \quad t \in [0, T], \quad x, y \in [0, 1],
\]
and
\[
\varphi_j(x) := \sqrt{\lambda_j} \sin(jx\pi), \quad x \in [0, 1],
\]
\[
\varphi_j^n(x) := \varphi_j(x_k) + n(x - x_k)(\varphi_j(x_{k+1}) - \varphi_j(x_k)), \quad x \in [x_k, x_{k+1}],
\]
\[
\lambda_j^n := -4n^2 \sin^2(j\pi/2n).
\]
Here \([x]\) stands for the integer part of \( x \). Then we have the following strong rate of convergence for \( u^n_m \) (see, Theorem 3.2 (iii) in [30]): Suppose that \( u_0 \in C^4([0, 1]; \mathbb{R}) \) and there exists \( K > 0 \) such that for all \( t, s \in [0, T], \quad x, y \in [0, 1] \) and \( u, v \in \mathbb{R}, \)
\[
|b(t, x, u) - b(s, y, v)| + |\sigma(t, x, u) - \sigma(s, y, v)|
\]
\[\leq K \left\{ |t - s|^{1/4} + |x - y|^{1/2} + |u - v| \right\}.
\]
Then for each \( p \geq 2 \), there exists \( C > 0 \) such that
\[
\sup_{(t, x) \in [0, T] \times [0, 1]} \mathbb{E} \left[ |u(t, x) - u^n_m(t, x)|^p \right]^{1/p} \leq C\{ m^{-1/4} + n^{-1/2} \}. \tag{64}
\]
In this subsection, we apply a generalized Avikainen’s estimate, in order to obtain the following weak rate of convergence for \( u^n_m \) with irregular drift coefficient \( b \).

**Theorem 4.30.** Suppose that \( u_0 \in C^3([0,1]; \mathbb{R}) \), \( b, \sigma : [0,T] \times [0,1] \times \mathbb{R} \to \mathbb{R} \) are bounded, measurable, and \( \sigma \) is uniformly elliptic and \( \sigma(t,x,\cdot) \in C_b^2(\mathbb{R};\mathbb{R}) \) for all \( (t,x) \in [0,T] \times [0,1] \). Moreover, there exists \( f_b \in BV \) and \( \gamma \in (0,1] \) and \( K > 0 \) such that for all \( t,s \in [0,T] \), \( x,y \in [0,1] \) and \( u,v \in \mathbb{R} \),

\[
|b(t,x) - b(s,y,v)| \leq K \left\{ |t-s|^{1/4} + |x-y|^{1/2} \right\} + |f_b(u) - f_b(v)|^\gamma,
\]

\[
|\sigma(t,x) - \sigma(s,y,v)| \leq K \left\{ |t-s|^{1/4} + |x-y|^{1/2} + |u-v| \right\}.
\]

Then for any bounded and \( \rho \)-Hölder continuous function \( f \) with \( \rho \in (0,1] \) and \( \varepsilon \in (0,1) \), there exists \( C > 0 \) such that

\[
\sup_{(t,x) \in [0,T] \times [0,1]} |E[f(u(t,x))] - E[f(u^n_m(t,x))]| \leq C \left\{ m^{-\frac{1}{2}\left(\frac{1+\varepsilon}{\rho}\right) + n^{-\frac{1}{2}\left(\frac{1+\varepsilon}{\rho}\right)} \right\}.
\]

In particular, if \( f_b(u) = Ku \), that is, the map \( \mathbb{R} \ni u \mapsto b(t,x,u) \) is \( \gamma \)-Hölder continuous, then the factor \( \frac{1}{2}(1+\varepsilon) \) can be replaced by \( \gamma \).

For proving Theorem 4.30, we prove the following estimate based on a Krylov type estimate for a solution of SHEs proved in [4].

**Proposition 4.31.** Suppose assumptions on the coefficients \( b \) and \( \sigma \) in Theorem 4.30 hold. Then for any \( g \in BV \), \( p \in (0,\infty) \), \( q \in [1,\infty) \) and \( \alpha \in (0,1/2) \), there exists a positive constant \( C = C(g,b,\sigma,p,q) > 0 \) such that for any \( \mathcal{P} \otimes \mathcal{B}([0,1]) \)-measurable random field \( \tilde{u} = \{ \tilde{u}(t,x) ; (t,x) \in [0,T] \times [0,1] \} \), we have

\[
\int_0^T \int_0^1 E \left[ |g(u(s,x)) - g(\tilde{u}(s,x))|^q \right] dsdx \leq C \left( \int_0^T \int_0^1 E \left[ |u(s,x) - \tilde{u}(s,x)|^p \right] dsdx \right)^{\frac{q}{p}}.
\]

**Proof.** From Theorem 2.1 it is suffices to estimate \( \int_0^T \int_0^1 \mathbb{P}(a < u(s,x) \leq b)dsdx \). Let \( \rho > 2 \). Then from Proposition 4.1 in [4], there exists \( C > 0 \) such that

\[
\int_0^T \int_0^1 \mathbb{P}(a < u(s,x) \leq b)dsdx \leq C \left( \int_0^T \int_0^1 \int_{a,b} 1(u)dsdxds \right)^{1/\rho} \leq CT^{1/\rho}(b-a)^{1/\rho}.
\]

This concludes the proof.

**Proof of Theorem 4.30.** We apply Maruyama–Girsanov transform in order to remove the drift coefficient from \( u \) and \( u^n_m \). Let \( \mu := b/\sigma \), \( \rho \in \mathbb{R} \). We define \( Z(p,\cdot,u) = (Z_p(t,u))_{0 \leq t \leq T} \) and \( Z^n_m(p,\cdot,u^n_m) = (Z^n_m(p,t,u^n_m))_{0 \leq t \leq T} \) by

\[
Z(p,t,u) := \exp \left( p \int_0^t \int_0^1 \mu(s,x,u(s,y))W(ds,dy) - \frac{p^2}{2} \int_0^t \int_0^1 \mu(s,x,u(s,y))^2dyds \right).
\]
and

\[ Z^n_m(p, t, u_m^n) := \exp \left( p \int_0^t \int_0^1 \mu(\eta_m(s), \kappa_n(y), u_m^n(\eta_m(s), \kappa_n(y))) W(ds, dy) \right. \]

\[ - \frac{p^2}{2} \int_0^t \int_0^1 \mu(\eta_m(s), \kappa_n(y), u_m^n(\eta_m(s), \kappa_n(y)))^2 dyds \]

Then since \( \mu = b/\sigma \) is bounded, thus, \( Z(p, \cdot, u) \) and \( Z^n_m(p, \cdot, u_m^n) \) are martingale, and by the same way as (58), \( Z(-1, t, u) \) and \( Z^n_m(-1, t, u_m^n) \) have any both positive and negative moments, uniformly in \( t \in [0, T] \) and \( n, m \in \mathbb{N} \). Moreover, by Maruyama-Girsanov theorem, for any bounded measurable function \( f : \mathbb{R} \rightarrow \mathbb{R} \), it holds that

\[ \mathbb{E}[f(u(x, t))] = \mathbb{E}[f(v(x, t))Z(-1, t, v)] \text{ and } \mathbb{E}[f(u^n_m(x, t))] = \mathbb{E}[f(v^n_m(x, t))Z^n_m(-1, t, v^n_m)], \]

where \( v = \{v(t, x) : (t, x) \in [0, T] \times [0, 1] \} \) is solution of SHE (60), (61) and (62) with \( b = 0 \), and \( v^n_m = \{v^n_m(t, x) : (t, x) \in [0, T] \times [0, 1] \} \) is its approximation defined in (63) with \( b = 0 \). By using Hölder continuity of \( f \) and Hölder’s inequality with \( 1/p + 1/p' = 1, p \geq 2/\rho, \) we have

\[
|\mathbb{E}[f(u(x, t))] - \mathbb{E}[f(u^n_m(x, t))]| \leq \mathbb{E}[|f(v(x, t)) - f(v^n_m(x, t))| Z(-1, t, v)] + \mathbb{E}[|f(v^n_m(x, t))| |Z(-1, t, v) - Z^n_m(-1, t, v^n_m)|] \\
\leq \|f\|_p \mathbb{E}[|v(x, t) - v^n_m(x, t)|^{pp}/p]^{1/p} \mathbb{E}\left[|Z(-1, t, v)|^{p'}\right]^{1/p'} + \|f\|_\infty \mathbb{E}\left[|Z(-1, t, v) - Z^n_m(-1, t, v^n_m)|\right]. \tag{65}
\]

Thus it is sufficient to estimate the second part of (65). By using the elementary estimate \( |e^x - e^y| \leq (e^x + e^y)|x - y| \) and Schwarz inequality, we have

\[
\begin{align*}
& \mathbb{E}\left[|Z(-1, t, v) - Z^n_m(-1, t, v^n_m)|\right] \\
& \leq \sqrt{2} \mathbb{E}\left[|Z(-1, t, v)|^2 + |Z^n_m(-1, t, v^n_m)|^2\right]^{1/2} \mathbb{E}\left[|A(t)|^2 + |B(t)|^2\right]^{1/2},
\end{align*}
\]

where

\[
A(t) := -\int_0^t \int_0^1 \{\mu(s, x, v(s, y)) - \mu(\eta_m(s), \kappa_n(y), v^n_m(\eta_m(s), \kappa_n(y)))\} W(ds, dy)
\]
\[
B(t) := \frac{1}{2} \int_0^t \int_0^1 \{\mu(s, x, v(s, y))^2 - \mu(\eta_m(s), \kappa_n(y), v^n_m(\eta_m(s), \kappa_n(y)))^2\} dyds.
\]

By the assumptions on \( b \) and \( \sigma \), we have for all \( t, s \in [0, T], x, y \in [0, T] \) and \( u, v \in \mathbb{R}, \)

\[
|\mu(t, s, u) - \mu(s, y, v)| \leq C_0 \left\{|t - s|^{1/4} + |x - y|^{1/2} + |u - v|\right\} + |f_b(u) - f_b(v)|^\gamma,
\]

for some \( C_0 > 0 \) and thus by Itô’s isometry, it holds that

\[
\begin{align*}
& \mathbb{E}\left[|A(t)|^2 + |B(t)|^2\right]^{1/2} \leq C_1 \{m^{-1/4} + n^{-1/2}\} \\
& + C_1 \left( \int_0^T \int_0^1 \mathbb{E}\left[|v(s, y) - v^n_m(s, y)|^2 + |f_b(v(s, y) - f_b(v^n_m(s, y))|^2\right] dyds \right)^{\gamma/2},
\end{align*}
\]
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for some $C_1 > 0$. Hence, if $f_b(u) = Ku$, then by uniform estimate (64) with $b \equiv 0$, we conclude the proof. For general case on $f_b$, by using Proposition 4.31 with $g = f_b$, $q = 2$ and $\tilde{u} = u^n_m$, and uniform estimate (64) with $b \equiv 0$, we have for any $p \in (0, \infty)$ and $\alpha \in (0, 1/2)$,

$$\int_0^T \int_0^1 \mathbb{E} \left[ |v(s, y) - v^n_m(s, y)|^2 + |f_b(v(s, y)) - f_b(v^n_m(s, y))|^2 \right] \, dy \, ds \leq C_2 \left\{ m^{-\frac{p\alpha}{p+\alpha}} + n^{-\frac{p\alpha}{p+\alpha}} \right\},$$

for some $C_2 > 0$. Since $\alpha \in (0, 1/2)$ and $p \in (0, \infty)$ are arbitrary, we conclude the proof.
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