DNN based reliability evaluation for telemedicine data
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Abstract
Telemedicine data are measured directly by untrained patients, which may cause problems in data reliability. Many deep learning-based studies have been conducted to improve the quality of measurement data. However, they could not provide an accurate basis for judgment. Therefore, this study proposed a deep neural network filter-based reliability evaluation system that could present an accurate basis for judgment and verified its reliability by evaluating photoplethysmography signal and change in data quality according to judgment criteria through clinical trials. In the results, the deviation of 3% or more when the oxygen saturation was judged as normal according to each criterion was 0.3% and 0.82% for criteria 1 and 2, respectively, which was very low compared to the abnormal judgment (3.86%). The deviation of diastolic blood pressure (≥ 10 mmHg) according to criterion 3 was reduced by about 4% in the normal judgment compared to the abnormal. In addition, when multiple judgment conditions were satisfied, abnormal data were better discriminated than when only one criterion was satisfied. Therefore, the basis for judging abnormal data can be presented with the system proposed in this study, and the quality of telemedicine data can be improved according to the judgment result.
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1 Introduction
Telemedicine allows both patients and doctors to receive convenient care as health care providers can care for many people without being physically there. Because of its value, telemedicine has grown gradually. However, as the demand for telemedicine is rapidly increasing due to social distancing caused by the recent coronavirus (COVID-19) pandemic, the amount of remotely transmitted medical data is increasing significantly [1]. Among various telemedicine data, a photoplethysmography (PPG) signal is the most used indicator for telemedicine because it can provide important information such as heart rate (HR) and oxygen saturation (SpO2) [2, 3]. PPG signal might have different measurement performances depending on body movement, measurement environment, and measurement equipment. However, since telemedicine data are data measured by a patient who has not received professional training, the quality of PPG signal might be lower than that measured by a medical professional. Estimated HR and SpO2 from low-quality PPG signals may differ from normal measurements, which may cause false alarms. This is directly related to the reliability of measurement data [4, 5]. In addition, since there is a limit for medical staff to review a vast amount of telemedicine data, additional manpower for data analysis is required, which may increase medical expenses [6, 7]. Therefore, various studies based on deep learning have been performed to improve the data quality of these PPG signals.

1.1 Related works and objectives
Most previous studies presented results of detecting noise signals with very high accuracy (> 91%) using various deep
learning techniques [8–12]. Roy et al., Lim et al., and Goh et al. [8–11] have performed studies on the improvement of PPG signal quality based on waveform. These studies classified good and bad PPG signals through waveform segments and proposed a technique for improving signal quality by reconstructing the morphology of a signal mixed with noise with reference to a clean signal. They found that PPG signal quality could be improved by about 35% or more through the template matched method. However, this method might damage various information such as blood vessel characteristics and irregular heart rate (arrhythmias) of actual patients that could be extracted from morphological characteristics of signals. In addition, in deep learning-based signal quality determination, it might be difficult to improve signal quality because there is no accurate basis for judging abnormal data. Prasun et al. [12] have proposed a method based on a feature extracted from PPG signal and determined the signal quality through seven feature sets including extracted kurtosis and entropy in time and frequency domains. In their study, it was possible to identify partially clean signals and noisy signals with a high accuracy (> 97%). However, characteristics of the feature are not intuitive. Also, whether the quality of data was improved by detecting noise signal was not provided in that study.

Therefore, in this study, a simple deep neural network (DNN) based reliability evaluation system for extracting intuitive features was proposed and the reliability of the PPG signal was evaluated through clinical trials. In addition, it was verified whether the quality of telemedicine data could be improved during re-measurement by proposing the basis for judging signal anomalies through the proposed system and providing feedback to the patient based on this.

To evaluate the reliability of the signal, the DNN filter-based system proposed in previous studies was applied [13–16]. The DNN filter technique can extract valid indicators (six singular points) from the PPG signal by applying a neural network in the form of a digital filter. The recognition score (RS), which means the reliability of the waveform, can be obtained from the DNN filter. The explainable HR could be extracted with a high accuracy. This DNN filter technique could present an indicator (RS) that can be explained. Therefore, in this study, the DNN filter technique was applied to our evaluation system. Remeasurement conditions were also defined to evaluate signal quality improvement.

2 Materials and methods

2.1 DNN algorithm

Raw PPG signal was transformed into input data through the following pre-processing process. After downsampling to 62.5 Hz, the most recent 74 data (window length = 74, 1.18 s) were converted into the first derivative signal (VPG). Raw PPG and VPG signals were standardized through the min–max normalization method. By specifying the target region (20 data, 0.32 s) within a window of the normalized signal, 20 data were acquired for PPG and VPG signals, respectively. Outside that region, 12 data at the specific points were extracted for each signal (PPG, VPG). Also, in the same target region, information on high peaks (20 data) and low peaks (20 data) of raw PPG signals and differential peaks (20 data) were extracted through peak detection. Thus, 124 input datasets were configured for each window.

$$\text{RS} = \text{RS}_{S\text{point index}} + \text{RS}_{O\text{point index}} + \text{RS}_{W\text{point index}} + \left( 20 - \sum_{k=w\text{point index}+30} w\text{point index} \right) \text{RS}_{E_S[k]} + \left( 20 - \sum_{k=w\text{point index}+30} w\text{point index} \right) \text{RS}_{E_E[k]}$$

The DNN filter consists of six deep learning filters. It plays a role in finding six singular points (S, O, W, Z, ES, EE) that are common in PPG waveforms (Fig. 1a). S, O, W, and Z are features extracted from the normal section of the waveform. S is the systolic peak. O is the pulse onset. W is the maximum slope before systolic. Z is the maximum slope before diastolic. ES and EE are abnormal sections of the waveform. ES is Error start and EE is Error End. Each DNN filter consists of one input layer, two hidden layers, and one output layer as shown in Fig. 1b [13–16].

The output of each DNN filter represents the location information of the singular point as 0 and 1 (output = 21). The window of input signal strides by 1 to generate 20 accumulated values on the target region of output for the location information. This value is the recognition score of the singular point (RS_{singular point}) per beat. Therefore, each filter outputs the RS_{singular point} values for 5 singular points with a maximum score of 20. The total RS for one heartbeat can be calculated with Eq. (1). Point Z represents the second peak of the PPG waveform generated by the reflection of the pulse from the peripheral vessels, not by the heartbeat, which may decrease or disappear depending on the patient’s physical condition. Therefore, it was not related to the reliability of measured data and was excluded from Eq. 1 for RS calculation.

RS represents an index for judging the reliability of the signal. It has the value between 0 and 100. If RS ≥ 80 is determined as a reliable region, and RS < 80 is determined as a noisy region. This value determines the first normal/abnormal judgement of the signal [13–16].

HR is determined based on the W value among singularities, and is calculated using the location information of the region with RS ≥ 80 among the W position values (Eq. (2)). Calculated HR is used for determining criteria.
2.2 Reliability evaluation system

Figure 2 show a block diagram of a DNN filter-based reliability evaluation system. First, PPG signal is evaluated through a DNN filter to determine normal/abnormal.

\[
HR = \frac{60}{\text{Average}(\text{Time}_{\text{present W point}} - \text{Time}_{\text{previous W point}})}
\]

(when RS\(\text{[previous]}\) and succeeding RS\(\text{[present]}\) ≥ 80)

2.3 Criteria of remeasurements

Then, HR estimated from PPG signal is compared with the measured one from SpO2 and non-invasive blood pressure (NIBP) devices (Bionics Co., BPM-190, Korea), respectively. Abnormal/normal is determined according to the remeasurement criteria. Judgment data are transmitted to the system network and stored together with judgment results and evidence.
are less than 90% of the total. Motion artifact in the PPG waveform is determined based on this criterion. The HR of the normal waveform is estimated. HR value estimated through the first judgment is used as a comparison value between criteria 2 and 3.

The second re-measurement criterion (Re-m2) is when the difference between HR measured by the reference device and that estimated by the DNN filter is 10 bpm or more. The reference instrument uses a SpO2 measuring device.

The third re-measurement criterion (Re-m3) uses the NIBP device as the reference. The judgment standard is the same as that of Re-m2.

The judgment result according to each criterion is stored in the network. If re-measurement is required according to the judgment result, the system sends a message to the patient that re-measurement is necessary.

### 2.4 Experimental protocol and participants

Reliability evaluation was conducted for outpatients 19 years of age or older who were diagnosed with hypertension or diabetes at a primary medical institution. Patients who needed treatment at a secondary or tertiary medical institution due to complications were excluded. Only those who could store PPG data were included among the recruited patients (N = 128).

The number of participants for each disease consisted of 76 patients with hypertension, 26 patients with diabetes, and 26 patients diagnosed with both diseases. When classified by age, there were 17 patients over 70 years old, 37 patients over 60 years old, 48 patients over 50 years old, and 26 patients under 50 years old, showing a high distribution of patients over 50 years of age.

All participants in this study were previously trained on how to use a patient monitoring device (Bionics Co., BPM-190, Korea) in a primary care institution to measure SpO2, NIBP, and HR on their own. They were instructed to self-measure at home for three months. NIBP measurement was performed immediately after SpO2 measurement according to the study design. Measured biometric data was stored in the developed server.

The clinical trial protocol of this study was approved by the Institutional Review Board of Kangwon National University Hospital (KNUH-2020-06-008-008). Subjects voluntarily participated in this study after receiving the explanation of this study. They provided written informed consent for all matters necessary for the experiment. All methods were carried out following relevant guidelines and regulations.

### 3 Results

#### 3.1 Deciding the basis for criteria based on RS

To establish the basis for the criteria for re-measurement, change in the error rate of HR estimated from the DNN filter and HR of the reference equipment (SpO2, NIBP) was confirmed (Fig. 3). For change in error rate, the ratio of beats with RS of 80 or higher determined from the DNN filter was compared between 0 and 100% at 10% intervals.

Figure 3a presents error distribution of HR with an SpO2 device, showing that the result has an error of less than 5 bpm. In addition, the error of 10 bpm or more increased as the ratio of beats with RS > 80 was lowered.

Figure 3b shows error distribution of an SpO2 device with a NIBP device. Although both devices are reference equipment, the error tended to increase by more than 10 bpm as the ratio of RS > 80 decreased. NIBP was measured immediately after SpO2 was measured for 30 s.

From this result, if there is a difference of 10 bpm or more, it could mean that more motion artifacts are included.

---

**Fig. 3** Distribution of error rates in the heart rate measurements with decreasing proportions of RS ≥ 80. **a** Comparison result between deep neural network filter and oxygen saturation (SpO2) device. **b** Comparison between non-invasive blood pressure (NIBP) and SpO2 device
in the measurement. Therefore, re-measurement criteria 2 and 3 were suggested based on a difference of 10 bpm for each reference equipment.

### 3.2 Quality assessments for re-measurement criteria

To verify the qualitative difference in telemedicine data by decision criteria, the distribution of changes in SpO2 and diastolic blood pressure (DBP) when the decision was made to re-measurement or normal according to each re-measurement criterion is shown.

Figures 4 and 5 show amounts of change of SpO2 for Re-m1 and Re-m2, respectively. Both graphs are histograms showing differences between the measured SpO2 value and the average SpO2 value on the same day. The upper graph is the result of a normal judgment and the lower graph is the result of a re-measurement judgment. From these histograms, it can be seen that when a re-measurement judgment occurs, SpO2 changes are larger than when it is normal.

Comparing cases where there was a difference of 3% or more between normally measured SpO2 value and average SpO2 value according to each re-measurement criterion, normal measurements in Re-m1 had about 0.3% of total measurements (24 out of 8,102 cases). This showed that the number of cases with a difference of 3% or more from the average SpO2 value when a re-measurement decision was made was much lower than about 3.86% (69 out of 1,787 cases). Similarly, in the Re-m2 result, the normal measurement was about 0.82% of the total number of measurements (76 out of 9,666 cases), which was very low. However, in re-measurement judgment, the number of cases with a difference of 3% or more from the average SpO2 value was about 5.38% out of a total of 233 cases.

Figure 6 shows changes in DBP with respect to Re-m3. Similar to Re-m1 and Re-m2 results, it also showed that the DBP deviation occurred more diversely when the re-measurement decision occurred. When a difference of 10 mmHg or more occurred between the normally measured DBP and the average DBP, compared with the case of normal and the re-measurement, the normal measurement was about 11.92% (1,078 out of 9,043 cases) and the decision to remeasure was about 15.13% (128 out of a total of 846 cases). DBP deviations of 20 mmHg or more occurred in 92 out of 9046 normal and 27 out of 846 abnormal.

![Fig. 4 Oxygen saturation (SpO2) deviation according to normal and abnormal judgment results for Re-m1. The upper part shows result of normal judgments and the lower part shows result of abnormal judgments.](image1)

![Fig. 5 Oxygen saturation (SpO2) deviation according to normal and abnormal judgment results for Re-m2. The upper part shows result of normal judgments and the lower part shows result of abnormal judgments.](image2)

| | SpO2_now - SpO2_avg (%) | Normal (%) | Abnormal (%) |
|---|---|---|---|
| | | | |
| $| x | ≥ | 3 | 0.29 | 3.86 |

The table shows percentage of data with a deviation of 3% or more depending on the judgment.
In addition, the decision relationship with each criterion and the number of abnormal data included in the data determined to be normal are represented as a Venn diagram (Fig. 7). One circle indicates the number of the data judged as normal and the number of abnormal data (number in parentheses) for each criterion. Results showed that when a normal judgment was made based on only one criterion, the abnormal data occurred in about 1% of cases (3 out of 310). However, abnormal data of about 0.2% (16 out of 9528) were included in normal judgment according to two or more criteria. Therefore, the proportion of abnormal data is lower when data are judged by more than one criterion.

4 Discussion

4.1 Reliability improvement of telemedicine data

The DNN filter-based system that can evaluate the reliability of PPG signals collected from telemedicine was proposed. This system used HR-based decisions to provide a basis for determining signal quality. In addition, through clinical trials, reliability evaluation of telemedicine data and changes in data quality according to the criteria were verified.

HR is one of the biometric data that can be easily extracted from PPG signals [17]. However, the measurement error may vary greatly depending on the reliability of the data. Therefore, the re-measurement criterion was determined by comparing HR measured by each reference device and HR estimated by the neural network system proposed in this study. As shown in Fig. 3, the more noise is included (reducing the ratio of RS > 80), the greater the HR measurement error. It showed that an error rate of 10 bpm or more occurred despite comparison between reference devices. This may indicate that HR measurement can be a useful indicator for judging the reliability of each device.

In addition, telemedicine data that could not be directly measured or supervised by actual medical staff was used. Therefore, the reliability of the measured data was low due to abnormal measurement, operating noise, and/or measurement device errors (blood pressure greater than 500 mmHg, SpO2 measurement value less than 60, etc.) during measurement. However, this study showed that almost all abnormal data could be discriminated using the proposed system to provide evidence for judgment and that the more the criteria
were satisfied, the higher the ratio of abnormal data could be discriminated (Fig. 7). Since this can provide a basis for determining whether the signal is abnormal, the reliability of the signal determined to be abnormal or normal can be increased. Also, when comparing the quality of SpO2 and DBP according to each criterion, in the data determined as normal, the deviation was very small compared with the data determined as abnormal. This means that the quality of the

Fig. 6 Diastolic blood pressure (DBP) deviation according to normal and abnormal judgment results for Re-m3. The upper part shows result of normal judgments and the lower part shows result of abnormal judgments. The table shows percentage of data with a deviation of 10 mmHg or more depending on the judgment.

| DBP_now – DBP_avg = x (mmHg) | Normal (%) | Abnormal (%) |
|-------------------------------|------------|--------------|
| | | |
| $|x| \geq 10$ | 11.92 | 15.13 |
| $|x| \geq 20$ | 1.02 | 3.19 |

Fig. 7 Venn diagram showing the number of data determined to be normal according to each criterion. The number in parentheses indicates the number of abnormal data among the data determined to be normal. The table shows the number of data according to the Venn diagram relationship and the number of abnormal data included.
collected telemedicine data can be improved through the system proposed in this study (Figs. 4 and 5).

4.2 Limitation of this study

As this study was the first pilot project, re-measurement was not required more than once to reduce patient discomfort. Therefore, it was not possible to confirm the change in the re-measurement rate or data deviation according to an increase in patient’s measurement skill in the long term. Patients were asked to remeasure 1 out of 5 measurements on average. However, some patients had a high remeasurement frequency. Since this can be regarded as a difference in individual measurement proficiency, it is expected that measurement proficiency can be improved by repeatedly performing re-measurement through a re-measurement or measurement error determination message over a long period. In addition, since the reliability determination system is built based on the change of a patient’s waveform, it is difficult to clearly distinguish the cause of the error caused by the patient or the equipment through the reliability determination result. However, among participants, there was no case where the patient's condition or prescription was changed between before or after the measurement. There was no case where the patient recorded an abnormal situation in the questionnaire transmitted along with the data. Therefore, the fact that the deviation of the data determined to be normal was significantly reduced compared to that of abnormal data in the absence of factors that might change the measured data of the patient could justify the need for additional measurement for abnormal data.

4.3 Future works

For home-care patients with infectious diseases such as COVID-19, it is necessary to collect long-term telemedicine data rather than a one-time measurement. Therefore, in future studies, an evaluation of the stability and reliability of long-term telemedicine data is required for this system. In addition, when a patient uses a device for a long period of time, a large deviation from previously measured values might occur depending on the patient’s condition. Therefore, since data deviation can reflect the patient’s condition as well as the reliability of the signal, it is necessary to study data deviation according to patient's condition and proficiency in using the device.

5 Conclusion

In this study, the DNN filter-based reliability evaluation system that can evaluate the reliability of telemedicine data was proposed. Also, the criteria to provide the basis for judging abnormal data were presented. Through this system, it is possible to determine whether the data are normal or abnormal based on an accurate judgment basis and to improve the data quality judged to be normal.
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