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Abstract

We study the problem of interpreting trained classification models in the setting of linguistic data sets. Leveraging a parse tree, we propose to assign least-squares based importance scores to each word of an instance by exploiting syntactic constituency structure. We establish an axiomatic characterization of these importance scores by relating them to the Banzhaf value in coalitional game theory. Based on these importance scores, we develop a principled method for detecting and quantifying interactions between words in a sentence. We demonstrate that the proposed method can aid in interpretability and diagnostics for several widely-used language models.

1 Introduction

Modern machine learning models can be difficult to probe and understand after they have been trained. This is a major problem for the field, with consequences for trustworthiness, diagnostics, debugging, robustness and a range of other engineering and human interaction issues surrounding the deployment of a model.

There have been several lines of attack on this problem. One involves changing the model design or training process so as to enhance interpretability. This can involve retreating to simpler models and/or incorporating strong regularizers that effectively simplify a complex model. In both cases, however, there is a possible loss of prediction accuracy. Models can also be changed in more sophisticated ways to enhance interpretability; for example, attention-based methods have yielded deep models for vision and language tasks that improve interpretability at no loss to prediction accuracy [1, 37, 12, 6, 38, 36, 35].

Another approach treats interpretability as a separate problem from prediction. Given a predictive model, an interpretation method yields, for each instance to which the model is applied, a vector of importance scores associated with the underlying features. Within this general framework, methods can be classified as being model-agnostic or model-aware. Model-aware methods require additional assumptions, or are specific to a certain class of models [31, 2, 30, 15, 54, 10]. Model-agnostic methods can be applied in a black-box manner to arbitrary models [26, 5, 22, 33, 8, 21].

While the generality of the stand-alone approach to interpretation is appealing, current methods provide little opportunity to leverage prior knowledge about what constitutes a satisfying interpretation in a given domain. Such methods have been studied most notably in the setting of natural-language processing (NLP), where there is an ongoing effort to incorporate linguistic structure (syntactic, semantic and pragmatic) in machine learning models. Such structure can be brought to bear in the model, the interpretation of a model, or both. For example, Socher et al. [32] introduced a recursive deep model to understand and leverage compositionality in tasks such as sentiment detection. Lei et al. [19] proposed to use a combination of two modular components, generator and encoder, to explicitly generate rationales and make prediction for NLP tasks.
Compositionality, or the rules used to construct a sentence from its constituent expressions, is an important property of natural language. While current interpretation methods fall short of quantifying compositionality directly, there has been a growing interest in investigating the manner in which existing deep models capture the interactions between constituent expressions that are critical for successful prediction [20, 19, 21, 10]. However, existing approaches often lack a systematic treatment in quantifying interactions, and the generality to be applied to arbitrary models.

In the current paper, we focus on the model-agnostic interpretation of NLP models. Our approach quantifies the importance of words by leveraging the syntactic structure of linguistic data, as represented by constituency-based parse trees. In particular, we develop the LS-Tree value, a procedure that provides instance-wise importance scores for a model by minimizing the sum-of-squared residuals at every node of a parse tree for the sentence in consideration. We provide theoretical support for this by relating it to the Banzhaf value in coalitional game theory [4].

Our framework also provides a seedbed for studying compositionality in natural language. Based on the LS-Tree value, we develop a novel method for quantifying interactions between sibling nodes on a parse tree captured by the target model, by exploiting Cook’s distance in linear regression [7]. We show that the proposed algorithm can be used to analyze several aspects of widely-used NLP models, including nonlinearity, the ability to capture adversative relations, and overfitting. In particular, we carry out a series of experiments studying four models—a linear model with Bag-Of-Word features, a convolutional neural network [17], an LSTM [14], and the recently proposed BERT model [9].

2 Least squares on parse trees

For simplicity, we restrict ourselves to classification. Assume a model maps a sentence to a vector of class probabilities. We use \( f \) to denote the function that maps an input sentence \( x = (x_1, \ldots, x_d) \) to the log probability score of a selected class. Let \( 2^d \) denote the powerset of \( [d] := \{1, 2, \ldots, d\} \). The parse tree maps the sentence to a collection of subsets, denoted as \( \mathcal{Q} \subset 2^d \), where each subset \( S \in \mathcal{Q} \) contains the indices of words corresponding to one node in the parse tree. See Figure 1 for an example. By abuse of notation, we use \( f(S) \) to denote the output of the model evaluated on the words with indices \( S \), with the rest of the words replaced by zero paddings or some reference placeholder. We call \( v : \mathcal{Q} \to \mathbb{R} \) defined by \( v(S) := f(S) - f(\emptyset) \) a characteristic function, which captures the importance of each word subset to the prediction. We seek the optimal linear function on the Boolean hypercube to approximate the characteristic function on \( \mathcal{Q} \), and use the coefficients...
as importance scores assigned to each word. Concretely, we solve the following least squares problem:

\[
\min_{\psi \in \mathbb{R}^d} \sum_{S \subseteq \mathcal{Q}} [v(S) - \sum_{i \in S} \psi_i]^2,
\]

where component \(\psi_i\) of the optimal \(\psi\) is the importance score of word with index \(i\). We name the map from \((\mathcal{Q}, v)\) to the solution to Equation (1) the LS-Tree value, because it results from least squares (LS) on parse trees, and can be considered as a value in coalitional game theory.

### 3 Connection to coalitional game theory

In this section, we give an interpretation of the LS-Tree value from the perspective of coalitional game theory.

Model interpretation has been studied using tools from coalitional game theory [33, 8, 22, 5]. We build on this line of research by considering a restriction on coalitions induced by the syntactic structure of the input.

Let \(\mathcal{Q} \subseteq 2^d\) be the collection of word subsets constructed from the parse tree. Taking each word as a player, we can define a coalitional game between \(d\) words in a sentence as a pair \((\mathcal{Q}, v)\), where \(\mathcal{Q} \subseteq 2^d\) enforces restrictions on coalition among players and \(v : \mathcal{Q} \to \mathbb{R}\) with \(v(\emptyset) = 0\) is the characteristic function defined by the model evaluated on each coalition. A value\(\) is a mapping that associates a \(d\)-dimensional payoff vector \(\psi(\mathcal{Q}, v)\) to each game \((\mathcal{Q}, v)\), each entry corresponding to a word. The value provides rules which give allocations to each player for any game.

The problem of defining a fair value in the setting of full coalition (when \(\mathcal{Q} = 2^d\)) has been studied extensively in coalitional game theory [28, 4]. One popular value is the Banzhaf value introduced by Banzhaf III [4]. For each \(i \in [d]\) it defines the value:

\[
\phi_i(2^d, v) = \frac{1}{2^{d-1}} \sum_{S \subseteq N \setminus i} [v(S \cup i) - v(S)].
\]

The Banzhaf value can be characterized as the unique value that satisfies the following four properties [24]:

i) Symmetry: If \(v(S \cup i) = v(S \cup j)\) for all \(S \subseteq [d] \setminus \{i, j\}\), we have \(\phi_i(2^d, v) = \phi_j(2^d, v)\).

ii) Dummy player property: If \(v(S \cup i) = v(S) + v(i)\) for all \(S \subseteq [d] \setminus i\), we have \(\phi_i(2^d, v) = v(i)\).

iii) Marginal contributions: For any two characteristic functions \(v, w\) such that \(v(S \cup i) - v(S) = w(S \cup i) - w(S)\) for any \(S \subseteq [d]\), we have \(\phi_i(2^d, v) = \phi_i(2^d, w)\).

iv) 2-Efficiency: If \(i, j \in [d]\) merges into a new player \(p\), then \(\phi_p(2^d \setminus \{i, j\} \cup p, v) = \phi_i(2^d, v) + \phi_j(2^d, v)\), where \(v^{ij}(S) := v(S)\) if \(p \notin S\) and \(v^{ij}(S) := v(S \setminus p \cup i \cup j)\) otherwise, for any \(S \subseteq [d] \setminus \{i, j\} \cup p\).

These properties are natural for allocation of importance to prediction in model interpretation. Symmetry states that two features have the same allocation if their marginal contributions to feature subsets are the same. The dummy property states that a feature is allocated the same amount as the contribution of itself alone if its marginal contribution always equals the model evaluation on its own. The linear model yields such an example. Marginal contributions states that a feature which has the same marginal contribution between two models for any word subset has the same amount of allocation. 2-Efficiency states that allocation of importance is immune to artificial merging of two features.

To employ game-theoretic concepts such as the Banzhaf value in the interpretation of NLP models, we need to recognize that arbitrary combinations of words are not likely to be accepted as valid interpretations by humans. We might wish to start...
with a set of combinations that are likely to be interpretable by humans, and can be obtained via human-interpretable data, and then define the worth of other combinations of words via extrapolation. It turns out that the LS-Tree value as defined in the previous section can be interpreted as exactly such an extrapolation, where each node of the parse tree represents an interpretable word combination:

**Theorem 1.** Suppose a value \( \psi \) coincides with the Banzhaf value \( \phi \) for any game of full coalition, and for every game \((\mathcal{O}, v)\) with restricted coalition, it is consistent under the addition of an arbitrary subset \( S \notin \mathcal{O} \):

\[
\psi(\mathcal{O}, v) = \psi(\mathcal{O} \cup \{S\}, v'),
\]

where \( v' \) is defined as \( v'(T) = v(T) \) for \( T \neq S \) and \( v'(S) = \sum_{i \in S} \psi_i(\mathcal{O}, v) \). Then \( \psi \) coincides with the LS-Tree value.

**Proof.** It was shown in Hammer and Holzman [13] that the Banzhaf value assigns to each player \( i \) the corresponding coefficient in the best linear approximation of \( v \). That is,

\[
\phi(2^d, v) = \arg \min_{\psi \in \mathbb{R}^d} \sum_{S \subseteq [d]} |v(S) - \sum_{i \in S} \psi_i|^2.
\]

Following the proof of Theorem 3.3 in Katsev [16] it follows directly that \( \psi^* \), as is defined by Equation (3), is the unique value that coincides with \( v \rightarrow \psi^*(2^d, v) \) with full coalition and is consistent under the addition of an arbitrary subset:

\[
\psi^*(\mathcal{O}, v) = \arg \min_{\psi \in \mathbb{R}^d} \sum_{S \in \mathcal{O}} w_S [v(S) - \sum_{i \in S} \psi_i]^2.
\]

Taking \( w_S \equiv 1 \), the theorem is established.

### 4 Detecting interactions

We aim to detect and quantify interactions between words in a sentence that have been captured by the target model. While there are exponentially many possible interactions between arbitrary words, we restrict ourselves to the ones permitted by the structure of language. Concretely, we focus on interactions between siblings, or nodes with a common parent, in the parse tree. As an example, node 3 in Figure 1 represents interaction between “is,” “not” and “heartwarming or entertaining.”

We define interaction as deviation of composition from linearity in a given sentence. As a result, all non-leaf nodes in the tree are expected to admit zero interaction for a linear model. The above definition suggests that interaction can be quantified by studying how the inclusion of a common parent representing the interaction affects the coefficients of the linear approximation of the model.

Cook’s distance is a classic metric in linear regression that captures the influence of a data point [7]. It is defined as a constant multiple of the squared distance between coefficients after a data point is moved, where the distance metric is defined by the data matrix \( X \in \mathbb{R}^{n \times d} \):

\[
D_i = \text{Const.} \cdot (\hat{\beta}_{(i)} - \hat{\beta})^T X^T X (\hat{\beta}_{(i)} - \hat{\beta}),
\]

where \( \hat{\beta}_{(i)} \) and \( \hat{\beta} \) are the least squares estimate with the ith data point deleted and the original least squares estimate respectively. A larger Cook’s distance indicates a larger influence of the corresponding data point.

In our setting, the data matrix \( X \) is a Boolean matrix where each row corresponds to a node in the tree, and an entry is one if and only if the word of the corresponding index lies in the subtree of the node. To capture the interaction of a non-leaf node \( i \) (corresponding to some \( S \in \mathcal{O} \)), it does not suffice to only delete the corresponding row, because all of its ancestor nodes contain the segment represented by the node as well. To deal with this issue, we compute the distance between the least

---

1The original theorem is established for the solution to Problem 3 with the efficiency constraint that \( \sum_{i \in [d]} x_i = v([d]) \). But the same proof follows for the unconstrained version.
squares estimate with the rows corresponding to the node and all of its ancestors deleted, and the least squares estimate with only the rows corresponding to the ancestors deleted:

\[ D_i = d(\hat{\beta}_{(\geq i)}, \hat{\beta}_{(> i)}) \]  

(4)

where \( \hat{\beta}_{(\geq i)}, \hat{\beta}_{(> i)} \) denote the estimates with all its ancestors, including and excluding node \( i \), deleted.\(^2\) Cook’s distance \( d(a, b) = a^T X^T X b \) no longer has its statistical meaning here, as the normality assumption of the linear model no longer holds. A natural choice is the Euclidean distance \( d_1(a, b) := \sqrt{a^T b} \), which was also introduced by Cook [7]. One drawback of the Euclidean distance is that it is unable to capture the direction of interaction. When this is an issue, we may use a signed distance: \( d_2(a, b) := \sum_i (b_i - a_i) \), which sums up the influence of introducing the extra row on every coefficient of the linear model. We call the score defined by \( d_1 \) and \( d_2 \) absolute and signed LS-Tree interaction scores respectively, as they are constructed from the LS-Tree value.

We propose an iterative algorithm to efficiently compute the interaction of each node on a tree with \( n \) are constructed from the LS-Tree value. We call the score defined by Equation (5), we have

\[
\begin{align*}
\hat{\beta}_{(\geq j)} &= (X^T_{(\geq j)} X_{(\geq j)} + x_j^T x_j)^{-1} (X^T_{(\geq j)} Y_{(\geq j)} + x_j^T Y_j) \\
&= (I - \frac{(X^T_{(\geq j)} X_{(\geq j)})^{-1} x_j x_j^T}{1 + x_j^T (X^T_{(\geq j)} X_{(\geq j)})^{-1} x_j}) \hat{\beta}_{(\geq j)} \\
&+ (\frac{(X^T_{(\geq j)} X_{(\geq j)})^{-1} x_j Y_j}{1 + x_j^T (X^T_{(\geq j)} X_{(\geq j)})^{-1} x_j}) \\
&= (I - \frac{A^{-1} x_j x_j^T}{1 + x_j^T A^{-1} x_j}) \hat{\beta}_{(\geq j)} + \frac{A^{-1} x_j Y_j}{1 + x_j^T A^{-1} x_j}.
\end{align*}
\]

(5)

Rearranging the terms in Equation (5), we have

\[
\hat{\beta}_{(\geq j)} = \hat{\beta}_{(\geq j)} - A^{-1} x_j [Y_j - x_j^T \hat{\beta}_{(\geq j)}].
\]

(6)

With another application of the Sherman-Morrison formula, we have

\[
A^{-1} = (X_{(\geq i)}^T X_{(\geq i)} - x_j x_j^T)^{-1} = A_{i}^{-1} + A_{i}^{-1} x_j x_j^T A_{i}^{-1} - x_j A_{i}^{-1} x_j.
\]

(7)

For leaf nodes, the entry of \( \hat{\beta}_{(\geq j)} \) corresponding to \( j \) is set to zero, with the remaining entries equal to those of \( \hat{\beta}_{(\geq j)} \). This is a result of the minimal Euclidean norm solution of Problem (5) obtained from the pseudoinverse of \( A_j \). Consequently, the (signed) interaction score of a leaf equals the model evaluation on the leaf alone.

We summarize the derivation in Algorithm 1 which traverses on the parse tree from root to leaves in a top-down fashion to compute the interaction scores of each node. As the number of nodes in a parse tree is linear in the number of words, Algorithm 1 is of complexity \( O(d^3) \), plus the complexity of parsing the sentence, which is \( O(d) \) in our experiments, and \( O(d) \) model evaluations. Figure 1 shows how Algorithm 1 assigns signed interaction scores to a given example.

\(^2\)Only entries corresponding to words within node \( i \) will differ between \( \hat{\beta}_{(\geq i)} \) and \( \hat{\beta}_{(> i)} \), but we retain the remaining entries for notational simplicity.
Algorithm 1 LS-Tree Interaction Detection

Require: Model $f$.
Require: Sentence $x$.
Ensure: LS-Tree value; interaction score.

function DETECT-INTERACTION($f, x$)
  Find the parse tree $T$ of $x$.
  Find the collection of subsets $\mathcal{S}$ corresponding to the parse tree.
  for each node $i$ in $T$ do
    Compute the model evaluation $v(S)$ for the corresponding subset $S$.
  end for
  Compute LS-Tree value $\hat{\beta}$ for words via least squares.
  Find the root $r$ of $T$.
  \textsc{Recursion}($v, \mathcal{S}, r, (X^TX)^{-1}, \hat{\beta}$)
end function

Algorithm 2 Recursion

Require: $v, \mathcal{S}$, node $j$, $A_{i}^{-1}, \hat{\beta}_{(\geq i)}$

function \textsc{Recursion}($v, \mathcal{S}, j, A_{i}^{-1}, \hat{\beta}_{(\geq i)}$)
  if $j$ is not a leaf then
    Compute $A_{j}^{-1}, \hat{\beta}_{(\geq j)}, D_{j}$ via Equation (7) and Equation (6).
    for each child $c$ in of $j$ do
      \textsc{Recursion}($v, \mathcal{S}, c, A_{j}^{-1}, \hat{\beta}_{(\geq j)}$)
    end for
  else
    Assign $D_{j}$ with $v(j)$ or $|v(j)|$.
  end if
end function

5 Experiments

We carry out experiments to analyze the performance of four different models: Bag of Words (BoW), Word-based Convolutional Neural Network (CNN) [17], bidirectional Long Short-Term Memory network (LSTM) [14], and Bidirectional Encoder Representations from Transformers (BERT) [9], across three sentiment data sets of different sizes: Stanford Sentiment Treebank (SST) [32], IMDB Movie reviews [23] and Yelp reviews Polarity [39]. For an instance with multiple sentences, we parse each sentence separately, and introduce an extra node as the common parent of all roots. Interactions between sentences are not considered in our experiments.

BoW fits a linear model on the Bag-of-Words features. Both CNN and LSTM use a 300-dimensional GloVe word embedding [25]. The CNN is composed of three 100-dimensional convolutional 1D layers with 3, 4 and 5 kernels respectively, concatenated and fed into a max-pooling layer followed by a hidden dense layer. The LSTM uses a bidirectional LSTM layer with 128 units for each direction. BERT pre-trains a deep bidirectional Transformer [35] on a large corpus of text by jointly conditioning on both left and right context in all layers. It has achieved state-of-the-art performance on a large suite of sentence-level and token-level tasks. See Table 1 for a summary of data sets and the accuracies of the four models.

We use the Stanford constituency parser [11, 27, 40, 41] for all the experiments. It is a transition-based parser that is faster than chart-based parsers yet achieves comparable accuracy, by employing a set of shift-reduce operations and making use of non-local features.
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### Table 1: Statistics of the three data sets, together with the test accuracy of the four models.

| Data Set | Classes | Train Samples | Test Samples | Avg. Length | BoW | CNN | LSTM | BERT |
|----------|---------|---------------|--------------|-------------|-----|-----|------|------|
| SST [32] | 2       | 6,920         | 872          | 19.7        | 0.82% | 0.85% | 0.85% | 0.93% |
| IMDB [23]| 2       | 25,000        | 25,000       | 325.6       | 0.94% | 0.90% | 0.88% | 0.93% |
| Yelp [39]| 2       | 560,000       | 38,000       | 136.2       | 0.94% | 0.95% | 0.96% | 0.97% |

### Table 2: Average correlation of LS-Tree values with the linear coefficients, comparable across different models on the same dataset.

|        | BoW | CNN | LSTM | BERT |
|--------|-----|-----|------|------|
| SST    | 1.000 | 0.591 | 0.580 | **0.465** |
| IMDB   | 1.000 | 0.442 | 0.552 | **0.321** |
| Yelp   | 1.000 | 0.683 | 0.684 | **0.476** |

#### 5.1 Deviation from linearity

We quantify the deviation of three nonlinear models from a linear model via the proposed LS-Tree value and interaction scores, both for specific instances and on a data set.

The LS-Tree value can be interpreted as supplying the coefficients of the best linear model used to approximate the target model locally for each instance. The correlation between the LS-Tree value and the global linear model with Bag of Words (BoW) features can be used as a measure of nonlinearity of the target model at the instance. Table 3 shows three examples in SST, correctly classified by both BERT and BoW. BERT has low and high correlations with linear models at the first and second examples in Table 3 respectively. In particular, the top keywords, as ranked by the LS-Tree value, are different between two models.

The average of correlation with BoW across instances can be used as a measure of nonlinearity on a certain data set. The average correlation of BoW, CNN, LSTM and BERT with a linear model is shown in Table 2, which indicates that BERT is the most nonlinear model among the four. CNN is more nonlinear than LSTM on IMDB but comparably nonlinear on SST and Yelp.

Correlation alone may not suffice to capture the nonlinearity of a model. For example, the third sentence in Table 3 has a relatively high correlation, but the bottom left parse tree in Figure 2 indicates that the top interaction ranked by the signed interaction score is the node combining “funny” with “but perilously slight”. This indicates the BERT model has captured the adversative conjunction, which BoW is not capable of. The ability to capture closer-to-the-top nodes in a parse tree is an indication of nonlinearity of the model. To quantify this ability, we define the depth of a node in the parse tree as the maximum distance of the node from the bottom:

$$\text{Depth}(i) = \begin{cases} 
1 + \max_{c \in \text{Ch}(i)} \text{Depth}(c) & \text{if } \text{Ch}(i) \neq \emptyset, \\
1 & \text{otherwise}.
\end{cases}$$

For a linear model, all non-leaf nodes have zero interaction, and thus the top ranked nodes are of depth 1, until all leaves with positive weights are enumerated. The higher the depth of top-ranked nodes, the more nonlinear a model is at a specific instance.

The average depths of top nodes ranked by interaction scores across instances can be used as a measure of the nonlinearity of the model on that data set. Figure 3 compares the average depths across BoW, CNN, LSTM and BERT on the three data sets, with top $k = 1, 2, \ldots, 10$ words selected. BoW is used as a baseline whose non-leaf nodes have zero interaction scores. We use the absolute interaction scores here to capture all interactions, no matter in the same or opposite direction of prediction. BERT is still the most capable of capturing deeper interactions, followed by CNN and LSTM. CNN turns out to be a more nonlinear model than LSTM on Yelp, which was not captured by correlation.
Figure 2. Visualization of parse trees of examples in Table 3. Nodes are colorized based on the signed interaction scores, red for the direction of positive class, and blue otherwise.

Figure 3: Average depth of top nodes as the number of the selected top nodes varies.
5.2 Adversative relations

Adversative words are those which express opposition or contrast. They often play an important role in determining the sentiment of an instance, by reversing the sentiment of a preceding or succeeding word, phrase or statement. We focus on four types of adversative words: negation that reverses the sentiment of a phrase or word (e.g., “not”), adversative coordinating conjunctions that express opposition or contrast between two statements (e.g., “but” and “yet”), subordinating conjunctions indicating adversative relationship (e.g., “though,” “although,” “even though,” and “whereas”), prepositions that precede and govern nouns adversatively (e.g., “except,” “despite” and “in spite of”).

In most cases, adversative words only function if they interact with their preceding or succeeding companion. In order to verify whether models are able to capture the adversative relationship, we examine the LS-Tree interaction scores of the parent nodes of these words.

We extract all instances that contain any of the above adversative words. Then for each word in an instance, we compute the interaction score of the corresponding node with the word alone, and of that its parent node. A high interaction score on the node with the adversative word alone indicates the model inappropriately attributes to the word itself a negative or positive sentiment. High interaction score on the parent node indicates the model captures the interaction of the adversative word with its preceding or succeeding component. To compare across different models, we further compute the average interaction score of a generic node across all instances, and report the ratio of average interaction scores of specific nodes to the average score of a generic node for respective models.

Table 4 reports the results on three data sets. We observe the ability of capturing adversative relation for different models varies across data sets. BERT takes the lead in capturing adversative relations on SST and IMDB, perhaps with the help of BERT’s pre-training process on a large corpus, but CNN and LSTM catch up with BERT on Yelp, which has a larger amount of training data. On the other hand, all models assign a high score on nodes with adversative words alone. This perhaps results from the uneven distribution of adversative words like “not” among the positive and negative classes. An additional observation is that BERT has the highest score for a generic node on average across three data sets, indicating that BERT is the most sensitive to words and interactions on average.
Some words have different meanings in different contexts. It is interesting to investigate whether a model can distinguish the same word under different contexts. The word “while” is such an example. Table 5 shows three Yelp reviews that include “while.” It can be observed that the scores of the parent nodes of “while” is higher than average when “while” contains an adversative meaning, but lower otherwise. This observation holds across CNN, LSTM and BERT, with the sharpest distinction on BERT.

5.3 Detecting overfitting

Overfitting happens when a model captures sampling noise in training data, while failing to capture underlying relationships between the inputs and outputs. Overfitting can be a problem in modern machine learning models like deep neural networks, due to their expressive nature. To mitigate overfitting, one often splits the initial training set into a training and a validation set, and uses the latter to obtain an estimate of the generalization performance [18]. This leads to a waste of training data, depriving the model of potential opportunities to learn from the labelled validation data. We observe that the LS-Tree interaction scores can be used to construct a diagnostic for overfitting, one which is solely computed with unlabelled data.
Figure 5. The three figures in Line 1 plot training and test loss of CNN, LSTM, BERT respectively. The figures in Line 2 plot the corresponding average variance of interaction scores across instances over training and test sets. The figures in Line 3 show p-values of permutation tests of 50,000 iterations with 300 randomly selected instances in training and test sets respectively.

Figure 4 shows the histograms of absolute interaction scores on small subsets of training and test data of SST, for an overfitted BERT model. The scores are more spread out on test data than those on training data. In fact, we have observed this phenomenon holds true on average across instances for an overfitted model. In particular, interaction scores of test instances have a larger variance on average than those of training instances when the model is overfitted, but comparable otherwise. The observation can also be generalized to other types of neural networks, including CNN and LSTM. We show in Figure 5 the average variance on training and test sets for CNN, LSTM and BERT models against training epochs, together with the loss curves. We observe that overfitting occurs when the variances between training and test sets differ.

The observation suggests we may use the difference of average variances of interaction scores between training and test sets as a diagnostic for overfitting. In particular, a permutation test can be carried out under the null hypothesis of equal average variance. The resulting p-values are plotted against the number of training epochs in the third line of Figure 5. It can be observed that p-values fall below the significance level of 0.05 when overfitting occurs, which suggests the rejection of the null hypothesis as an early stopping criterion in training.
6 Discussion

We have proposed the LS-Tree value as a fundamental quantity for interpreting NLP models. This value leverages a constituency-based parser so that syntactic structure can play a role in determining interpretations. We have also presented an algorithm based on the LS-Tree value for detecting interactions between siblings of a parse tree. To the best of our knowledge, this is the first model-interpretation algorithm to quantify the interaction between words for arbitrary NLP models. We have applied the proposed algorithm to the problem of assessing the nonlinearity of common neural network models and the effect of adversative relations on the models. We have presented a permutation test based on the LS-Tree interaction scores as a diagnostic for overfitting.
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