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Multi-layer graphs consist of several graphs, called layers, where the vertex set of all layers is the same but each layer has an individual edge set. They are motivated by real-world problems where entities (vertices) are associated via multiple types of relationships (edges in different layers). We chart the border of computational (in)tractability for the class of subgraph detection problems on multi-layer graphs, including fundamental problems such as maximum-cardinality matching, finding certain clique relaxations, or path problems. Mostly encountering hardness results, sometimes even for two or three layers, we can also spot some islands of computational tractability.
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1. Introduction

Multi-layer graphs consist of several graphs, called layers, where the vertex set of all layers is the same but each layer has an individual edge set [6, 40, 46]. They are also

*An extended abstract [10] appeared in the proceedings of the 10th International Conference on Algorithms and Complexity (CIAC 2017), held in Athens, Greece, May 24-26 2017. This long version appeared in Network Science [11]. Work started while all authors were with TU Berlin.
known as multi-dimensional networks [4], multiplex networks [50], edge-colored multi-
graphs [1, 2, 14], among others [40]. In recent years, multi-layer graphs have gained
considerable attention because observational data often comes in a multimodal nature.
Typical topics studied here include clustering [7, 15, 21, 22, 34], detection of network
communities [39, 58], data privacy [56], matching problems [16], and general network
properties [4].

In several of these applications, the goal is to identify vertex subsets of a multi-
layer graph that exhibit a certain structure in each layer. For example, motivated by
applications in genome comparison in computational biology, Gai et al. [29] searched for
maximal vertex subsets in a two-layer graph that induce a connected graph in each layer.
Jiang and Pei [34] and Boden et al. [7] searched for vertex subsets that induce dense
subgraphs in many layers. Such vertex subsets model communities in a multimodal
social network.

To the best of our knowledge, however, a systematic study on computational complex-
ity classification of such problems is lacking. Typically, authors observe the generaliza-
tion of hardness results for the one-layer case to the multi-layer one [7, 34] or perform
case studies for special types of subgraphs [1, 2]. From a general algorithmic viewpoint
we are aware only of Cai and Cai and Ye [14] who derived some complexity results for
general classes of subgraphs, focusing mostly on the two-layer case. Our aim in this
article is hence to build a general foundation for studying the worst-case computational
complexity of a wide class of multi-layer subgraph problems, and to provide results that
may stimulate more specific algorithmic analyses.

We first give a general problem definition that encompasses the problems sketched
above. All of these problems can be phrased as finding a large vertex subset that induces
graphs with an interesting property in many layers. Motivated by the heterogeneity
of the desired properties and analogous to the one-layer case [30], we give a problem
definition with a generic graph property Π as part of the problem name. Here, Π is
formally a fixed set of graphs. For example, Π may be the set of all connected graphs or
the set of all complete graphs. This allows us to study a wide variety of graph properties;
we remark that throughout the paper we always assume that testing membership is
decidable for the graph properties Π under consideration.

**Π Multi-Layer Subgraph (Π-ML-Subgraph)**

**Input:** A set of undirected graphs $G_1, \ldots, G_t$ all on the same vertex set $V$ and
two positive integers $k$ and $\ell$.

**Question:** Is there a vertex set $X \subseteq V$ with $|X| \geq k$ such that for at least $\ell$
of the input graphs $G_i$, it holds that the induced subgraph $G_i[X]$ has the prop-
erty Π?

We study Π-ML-Subgraph mostly in the context of parameterized computational complex-
ity analysis [18, 23, 28, 53]. In contrast to classical computational complexity anal-
ysis, where mostly only the input size is used to estimate the worst case running time of
an algorithm, we consider running times depending also on secondary measures of the
input instances, so-called parameters. We study Π-ML-Subgraph with respect to the
following natural parameters:
the total number \( t \) of layers,
- the number \( k \) of vertices to select, and
- the number \( \ell \) of layers to select, as well as
- their dual parameters \(|V| - k\) and \( t - \ell \),

and combinations of these parameters. A combination of two parameters can be thought of as the parameter obtained by taking the sum of the two individual parameters. The parameters \(|V| - k\) and \( t - \ell \) are also called deletion parameters because they correspond to the equivalent problem of deleting at most \(|V| - k\) vertices and \( t - \ell \) layers to obtain a desired subgraph in each remaining layer.

In analyzing the parameterized computational complexity with respect to a parameter \( p \), we aim to find efficient algorithms if \( p \) is small. This is formalized in the concept of fixed-parameter tractability (FPT) which states that there exists an algorithm that produces a solution in \( f(p) \cdot \text{poly}(|I|) \) time, where \( f \) is a computable function and \(|I|\) is the size of the input instance. In contrast, polynomial-time algorithms for a constant parameter value \( p \) may have running time \( O(|I|^{g(p)}) \) for some computable function \( g \). Such algorithms, called \( \text{XP-algorithms} \), usually have a prohibitively large running time, even for small values of \( p \). Using \( W[1]\)-hardness, a concept analogous to \( \text{NP-hardness} \), one can show that a problem is unlikely to admit an FPT-algorithm. To fully assess the computational behavior of problems it is important to study them under various parameterizations and combinations thereof \[23, 41, 54\]. Note that \( W[1]\)-hardness when parameterized by a combined parameter \((p,q)\) implies \( W[1]\)-hardness when parameterized by either \( p \) or \( q \). On the contrary, \( W[1]\)-hardness with respect to a parameter \( p \) may still allow for an FPT-algorithm with respect to a combination of \( p \) with an additional parameter.

Our Results. We give an overview of our results in Table 1. Observe that for II-ML-
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Table 1: Result Overview; \( k \) is the number of vertices to select, \( \ell \) is the number of layers to select, and \( t \) is the total number of layers. A graph property \( \Pi \) is \textit{vertex-partitionable} if one can compute partitions of a graph into maximal components that each satisfy \( \Pi \) in polynomial time; for details see Definition 1 in Section 4. A graph property is \textit{staggered} if we can build a certain gadget based on the property, see Definition 2 in Section 4 for details. For all \textit{FPT}, \textit{XP}, and \textit{W[1]}-hardness results, we also have corresponding \textit{NP}-hardness results. (In the case of vertex-partitionable graph properties, we get \textit{NP}-hardness if the property is also staggered, which is the case for all properties we consider in this paper.)

| Graph Property \( \Pi \)                          | Complexity of \( \Pi \)-ML-Subgraph | Reference |
|---------------------------------------------------|--------------------------------------|-----------|
| Hereditary and                                    | polynomial-time solvable             | Proposition 1 |
| - contains finitely many graphs                   | FPT wrt. \((k, \ell)\)              | Proposition 1 |
| - includes all complete and all edgeless graphs    | W[1]-hard wrt. \(k\) for all \(\ell\) | Proposition 1 |
| - includes \textit{either} all complete \textit{or} all edgeless graphs | W[1]-hard wrt. \(|V| - k, t - \ell\) | Proposition 2 |
| - characterizable by finitely many forbidden induced subgraphs | FPT wrt. \((|V| - k, t - \ell)\) | Proposition 2 |
| Vertex-partitionable                              | FPT wrt. \(t\) and XP wrt. \(\ell\) | Proposition 3 |
| Staggered                                          | W[1]-hard wrt. \((k, \ell)\)        | Theorem 1   |
| Matching                                           | polynomial-time solvable for all \(\ell \leq 2\) | Theorem 2   |
| \(c\)-Factor                                      | W[1]-hard wrt. \(k\) for all \(\ell \geq 3\) | Theorem 3   |
| Hamiltonian                                        | W[1]-hard wrt. \(k\) for all \(\ell \geq 2\) | Theorem 4   |

For some graph properties \( \Pi \), we generalize to each graph property that implies certain good-natured partitions of the input graphs (Proposition 3), for example so-called \(c\)-cores [57] and \(c\)-trusses [17]. On the flip side, we spot W[1]-hardness for \( \Pi \)-ML-Subgraph for the combined parameter \( k \) and \( \ell \) for a specific large class of graph properties \( \Pi \) which we call \textit{staggered} (Theorem 1). Such properties allow to efficiently construct graphs which have three parts which are obligatory, optional, and forbidden for the solution, respectively. Staggered graph properties \( \Pi \) include connected graphs, \(c\)-cores, and \(c\)-trusses, for example (see Corollary 5).

Finally, we exhibit three graph properties \( \Pi \) for which Theorem 1 and Corollary 5 already yield hardness, but where we can achieve stronger results by closer inspection. First, we consider the property that includes all graphs that admit a perfect matching. While finding a vertex subset of size \( k \) that induces subgraphs with a perfect matching in two layers is polynomial-time solvable, it becomes \textit{NP}-hard and W[1]-hard with respect to the number of vertices to select \( k \) in three layers (Theorem 2). For a generalization of matchings, so-called \(c\)-factors, the subgraph detection problem already becomes \textit{NP}-hard and W[1]-hard with respect to the number of vertices to select \( k \) in two layers for all \(c \geq 2\) (Theorem 3). Furthermore, we consider the property that includes all
graphs that admit a Hamiltonian path. While finding an order-\(k\) subgraph containing a Hamiltonian path is fixed-parameter tractable with respect to the number \(k\) of vertices to select in one layer \cite{43}, it becomes \(W[1]\)-hard in two layers \(\text{(Theorem 4)}\).

Apart from providing a broad overview over the complexity of II-ML-\textsc{Subgraph}, the main technical contributions are revealing conditions on \(\Pi\) that make II-ML-\textsc{Subgraph} hard \(\text{(Theorem 1)}\) and understanding the transition from tractability to hardness for perfectly matchable subgraphs \(\text{(Theorem 2)}\) and Hamiltonian subgraphs \(\text{(Theorem 4)}\).

**Related Work.** As mentioned in the beginning, despite the numerous practical studies related to multi-layer networks, systematic work pertaining to the computational complexity of II-ML-\textsc{Subgraph} is not well-developed. The following special cases were studied from this viewpoint. Gai et al. \cite{29} and Bui-Xuan et al. \cite{12} studied the case where the graph property \(\Pi\) is the set of connected graphs and \(t = \ell = 2\), that is, they studied the problem of finding connected subgraphs of size at least \(k\) in two layers. They showed that the resulting problem is polynomial-time solvable. In contrast, Cai and Ye \cite{14} studied a modified version of this problem, where the desired vertex subset shall be of size exactly \(k\) instead of at least \(k\). They showed \(\text{NP}\)-hardness and \(W[1]\)-hardness with respect to the number \(k\) of vertices to select and with respect to \(|V| - k\). Agrawal et al. \cite{2} gave a \(23^k \cdot \text{poly}(n, t)\)-time algorithm for the case where \(\Pi\) is the set of acyclic graphs and \(t = \ell\).

In terms of general graph properties, Cai and Ye \cite{14} proved a trichotomy for hereditary graph properties similar to the one we give in \text{Proposition 1} in the setting where the input consists only of two layers whose edge-sets are disjoint and one wants to satisfy two possibly distinct graph properties in the corresponding layers (see their Theorem 6). They also showed that II-ML-\textsc{Subgraph} is fixed-parameter tractable parameterized by \(|V| - k\) in the following modified setting: Each layer \(i\) has a specific graph property \(\Pi_i\) which is characterized by a finite set of forbidden induced subgraphs and the vertex sets of the layers may differ (see their Theorem 7). Our \text{Proposition 2} is strongly related to this result and when focusing on the plain II-ML-\textsc{Subgraph} problem, it can be seen as a generalization of their result and additionally provides a polynomial-size problem kernel.

In mathematical terms, multi-layer graphs are equivalent to edge-colored multigraphs. These have been studied from an algorithmic viewpoint; an overview can be found in the surveys of Bang-Bang-Jensen and Gutin \cite[Chapter 26]{3}, and Kano and Li \cite{37}. Most of the algorithmic results presented there pertain to paths and cycles which do not contain two consecutive edges in the same layer and to related questions like connectedness and Hamiltonicity using this notion of paths or cycles.

If a multi-layer graph is additionally equipped with a linear ordering of the layers, then the model is mathematically equivalent to \textit{temporal graphs} \cite{32, 33, 43, 47}. In this model, each layer models the state of the data set at a different point in time. There is a huge body of research in this area and we refer to the aforementioned surveys for an\footnote{Note that for hereditary graph properties requiring vertex sets of size exactly \(k\) or at least \(k\) is equivalent in terms of computational complexity. However, for connectivity, which is not a hereditary property, it can make a difference.}
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Organization. Section 2 contains some basic definitions and notation. In Section 3 we give general results for hereditary graph properties $\Pi$. In Section 4 we give general results for large classes of graph properties $\Pi$ that are not necessarily hereditary. In the two succeeding sections, we take a closer look at selected graph properties where a more in-depth inspection reveals stronger results compared to the general result of Section 4. In Section 5 we investigate the parameterized computational complexity of Matching-ML-Subgraph and the generalization $c$-Factor-ML-Subgraph. In Section 6 we analyze the parameterized computational complexity of Hamiltonian-ML-Subgraph. We give a conclusion and directions for future work in Section 7.

2. Preliminaries

Parameterized Complexity. A parameterized problem is a language $L \subseteq \Sigma^* \times \mathbb{N}$, where the second component in an instance $(I, k) \in \Sigma^* \times \mathbb{N}$ is called the parameter. In the case of combined parameters, we write a tuple, e.g. $(k_1, k_2)$. This is just notation for a parameter $k = k_1 + k_2$. A parameterized problem $L$ is fixed-parameter tractable if there is an algorithm that for each instance $(I, k) \in \Sigma^* \times \mathbb{N}$ decides whether $(I, k) \in L$ in $f(k) \cdot |I|^{O(1)}$ time, where $f$ is a computable function and $|I|$ is the encoding length of the input $I$. We also say that $|I|$ is the instance size. The class of fixed-parameter tractable problems is FPT. A parameterized problem $L$ is in the class XP if there is an algorithm that decides for each instance $(I, k) \in \Sigma^* \times \mathbb{N}$ whether $(I, k) \in L$ in $|I| f(k)$ time, where $f$ is a computable function. W[1]-hard parameterized problems are generally assumed not to be fixed-parameter tractable. W[1]-hardness can be shown by a parameterized reduction from another W[1]-hard problem such as Independent Set (given a graph $G$ and an integer $k$, decide whether there is a $k$-vertex subset in $G$ that does not contain any edge). A parameterized reduction from a parameterized problem $Q$ to a parameterized problem $L$ is an algorithm that maps an instance $(I, k) \in \Sigma^* \times \mathbb{N}$ to an instance $(I', k')$ of $L$ in $f(k) \cdot |I|^{O(1)}$ time such that $(I, k) \in Q$ if and only if $(I', k') \in L$ and $k' \leq g(k)$, where $f$ and $g$ are arbitrary computable functions.

Furthermore, parameters allow us to mathematically rigorously study efficient data reduction. Formally, given a parameterized problem $L$, a kernelization algorithm is a polynomial-time algorithm that maps instances $(I, k)$ of $L$ to instances $(I', k')$ (called a problem kernel) of $L$ such that the size of $I'$ is upper-bounded by a function of the parameter $p$ and $(I', k')$ is a yes-instance if and only if $(I, k)$ is a yes-instance. If the kernel size can be upper-bounded by a polynomial in the parameter, we call it a polynomial kernel. For more context and methodology we refer to the literature [18, 23, 28, 53].

Graphs. All graphs in this work are undirected and without self loops or parallel edges. We use standard graph notation [20]. A graph property $\Pi$ is hereditary if removing any vertex from a graph in $\Pi$ results again in a graph in $\Pi$. We consider the following graph properties. A graph is a $c$-core if each vertex has degree at least $c$ [57]. A graph is a
If it is connected and each edge is contained in at least \( c - 2 \) triangles \[17\]. We say that a graph is Hamiltonian if it contains a simple path that comprises all vertices in the graph. The length of a path is the number of its edges. A \( c \)-factor in a graph is a subset of the edges such that each vertex is incident with exactly \( c \) edges. In sans serif font face we often denote graph properties. For example, \( c \)-Truss is the set of all \( c \)-trusses. By Matching we refer to the set of all graphs containing a perfect matching; note that then finding a maximum matching is equivalent to finding a maximum sized Matching-subgraph. By \( c \)-Factor we refer to the set of all graphs containing a \( c \)-factor. For a list of definitions of all graph properties mentioned in this article, see Appendix A.

### 3. Hereditary Graph Properties

In this section we study the (parameterized) computational complexity of \( \Pi \)-ML-Subgraph with respect to hereditary graph properties \( \Pi \). Many natural graph properties fall into this category, for example being planar or being a forest. We give a trichotomy of the complexity, classifying each problem either as polynomial-time solvable or as \( \text{NP} \)-hard, and further classifying the parameterized complexity of the \( \text{NP} \)-hard cases with respect to the parameters number \( k \) of vertices to select and number \( \ell \) of layers to select. In addition, we observe fixed-parameter tractability for the deletion parameters \( |V| - k \) and \( t - \ell \).

The single-layer case has been studied by Lewis and Yannakakis \[44\] as well as Khot and Raman \[38\]; the latter studied the parameterized complexity of the subgraph detection problem for hereditary properties. Cai and Ye \[14\] studied this problem on two layers with disjoint edge sets (see their Theorem 6) and for multiple layers when layers cannot be deleted (in their Theorem 7). We generalize below the mentioned results to the multi-layer case where layers can be deleted. This allows us to classify all hereditary graph properties \( \Pi \) by the parameterized complexity of the corresponding \( \Pi \)-ML-Subgraph problem.

**Proposition 1** (Complete classification of hereditary graph properties). If \( \Pi \) is a hereditary graph property, then the following statements are true.

1. If \( \Pi \) excludes at least one complete graph and at least one edgeless graph, then \( \Pi \)-ML-Subgraph is solvable in polynomial time.
2. If \( \Pi \) includes all complete graphs and all edgeless graphs, then \( \Pi \)-ML-Subgraph is \( \text{NP} \)-hard and \( \text{FPT} \) when parameterized by the combined parameter number \( k \) of vertices to select and number \( \ell \) of layers to select.
3. If \( \Pi \) includes either all complete graphs or all edgeless graphs (but not both), then \( \Pi \)-ML-Subgraph is \( \text{NP} \)-hard and \( \text{W[1]} \)-hard when parameterized by the number \( k \) of vertices to select for all numbers \( \ell \) of layers to select.

**Proof.** We utilize the concept of Ramsey numbers. The Ramsey number \( R(p, q) \) is the minimum number \( x \) such that every graph with \( x \) vertices has either a clique of size \( p \) or an independent set of size \( q \). It is well-known that \( R(p, q) \leq \binom{p+q-2}{q-1} \) \[36\]. We give separate proofs for all three statements in the theorem. Note that for the second
and third statement, NP-hardness even in the single-layer case was shown by Lewis and Yannakakis [44].

**Statement 1.** Let $Yannakakis$ [44].

**Statement 2.** The NP-hardness follows from the NP-hardness of the single-layer case. For the proof of fixed-parameter tractability, we introduce nested Ramsey numbers as follows.

$$R^{(1)}(p, q) = R(p, q),$$
$$R^{(t)}(p, q) = R(R^{(t-1)}(p, q), R^{(t-1)}(p, q)).$$

We show that if $|V| \geq R^{(\ell)}(k, k)$, then we face a yes-instance. Indeed, we show the more general statement that, for each set of $\ell$ layers $G_i, i = 1, \ldots, \ell$, on vertex set $V$ with $|V| \geq R^{(\ell)}(k, k)$, there is a vertex subset $X \subseteq V$ with $X \geq k$ such that $G_i[X] \in \Pi$ for each $i \in 1, \ldots, \ell$. We prove this by induction on $\ell$.

For $\ell = 1$ we have $|V| \geq R(k, k)$. Hence, each graph on vertex set $V$ contains either a clique of size $k$ or an independent set of size $k$, proving the statement. Assume that $\ell > 1$ and that the statement holds for each $\ell' < \ell$. Since $|V| \geq R^{(\ell)}(k, k)$, each layer has either a clique of size $R^{(\ell-1)}(k, k)$ or an independent set of size $R^{(\ell-1)}(k, k)$. Let $X' \subseteq V$ with $|X'| = R^{(\ell-1)}(k, k)$ be either a clique or an independent set in layer 1. By the induction hypothesis, there is a vertex subset $X \subseteq X'$ with $|X| \geq k$ such that $G_i[X] \in \Pi$ for all $i$ such that $2 \leq i \leq \ell$. Since $X \subseteq X'$, we also have $G_i[X] \in \Pi$. Hence, $G_i[X] \in \Pi$ on each of the $\ell$ layers $G_i$, as required.

The algorithm is now as follows. If $|V| \geq R^{(\ell)}(k, k)$, then accept immediately. By the above, each subset of $\ell$ layers of the input multi-layer graph contains a solution. Otherwise, if $|V| < R^{(\ell)}(k, k)$, then find a solution by brute force, if it exists: Simply try all possible vertex subsets $X$ of size $k$ and check whether $G_i[X] \in \Pi$ for at least $\ell$ layers $i$. By heredity, if there is a solution, then there is one of size $k$ and thus the algorithm is correct. If $g(k)$ denotes the time needed to check whether $G_i[X] \in \Pi$ for some fixed $i$, then the running time for the brute-force step is at most $|V|^{k+O(1)} \cdot t \cdot g(k) \leq (R^{(\ell)}(k, k))^{k+O(1)} \cdot g(k) \cdot t = f(k, \ell) \cdot t$ for some function $f$, showing that the problem is FPT with respect to $k$ and $\ell$ combined.

**Statement 3.** Khot and Raman [38] showed that for hereditary properties $\Pi$ including
either all complete graphs or all edgeless graphs, \( \Pi \)-Subgraph is \( \mathcal{W}[1] \)-hard when parameterized by \( k \). This directly translates to the multi-layer case, as does \( \text{NP} \)-hardness.

Note that every hereditary graph property falls into one of the three cases of Proposition 1. Properties that fall into the first case are exactly those containing only a finite number of graphs. In the following corollary, we give a number of hereditary properties \( \Pi \) that fall in the second and third case and give the corresponding complexity results for \( \Pi \)-ML-Subgraph implied by Proposition 1. For their definitions we refer to the literature [9, 31] or to Appendix A.

**Corollary 1.**

1. \( \Pi \)-ML-Subgraph is \( \text{NP} \)-hard and \( \text{FPT} \) when parameterized by the combined parameter number \( k \) of vertices to select and number \( \ell \) of layers to select for \( \Pi \in \{ \text{Asteroidal Triple Free Graph, Chordal Graph, Comparability Graph, Interval Graph, Perfect Graph, Permutation Graph, Split Graph} \} \).

2. \( \Pi \)-ML-Subgraph is \( \text{NP} \)-hard and \( \mathcal{W}[1] \)-hard when parameterized by the number \( k \) of vertices to select for all numbers \( \ell \) of layers to select for \( \Pi \in \{ \text{c-Colorable Graph, Complete Graph, Complete Multipartite Graph, Edgeless Graph, Forest, Planar Graph} \} \).

Next, we consider properties \( \Pi \) whose complements are hereditary or, equivalently, \( \Pi \) is closed under the operation of adding a new vertex \( v \) and connecting \( v \) arbitrarily to the rest of the graph. For these we can observe that polynomial-time solvability transfers to the multi-layer case.

**Observation 1.** Let \( \Pi \) be a graph property such that whenever \( G \in \Pi \) for some graph \( G \), then we have that for all graphs \( H = (V,E) \) if there is a vertex set \( X \subseteq V \) such that \( H[X] \) is isomorphic to \( G \), then \( H \in \Pi \). If \( \Pi \) can be decided in \( T(|V|) \) time for some function \( T \), then \( \Pi \)-ML-Subgraph can be decided in \( O(t \cdot T(|V|)) \) time for all numbers \( k \) of vertices to select and all numbers \( \ell \) of layers to select.

**Proof.** Let \( \Pi \) be a graph property such that if \( G \in \Pi \) for some graph \( G \) and \( H[X] = G \) for some graph \( H \) and vertex set \( X \), then \( H \in \Pi \). Observe that if \( G \notin \Pi \), then no induced subgraph of \( G \) can be in \( \Pi \). Let \( (G_1, \ldots, G_t, k, \ell) \) be an instance of \( \Pi \)-ML-Subgraph. We decide for each graph \( G_1, \ldots, G_t \) whether it satisfies property \( \Pi \). We face a yes-instance if and only if there are at least \( \ell \) graphs that have property \( \Pi \); We can set \( X = V \), and hence \( |X| \geq k \), for any \( k \leq n \). \( \Box \)

In the following corollary, we give two examples of properties \( \Pi \) for which by Observation 1 \( \Pi \)-ML-Subgraph is solvable in polynomial time.

**Corollary 2.** \( \Pi \)-ML-Subgraph is solvable in polynomial time for:

- \( \Pi = \text{"The graph has maximum degree at least } x.\)"
- \( \Pi = \text{"The graph contains a triangle."} \)
- \( \Pi = \text{"The graph has an } h \text{-index of at least } x.\)"

\[2\text{The } h \text{-index of a graph is the largest integer } h \text{ such that the graph contains at least } h \text{ vertices with degree at least } h \text{ [24].} \]
Finally, we consider the dual parameterizations for hereditary graph properties characterized by a finite number of forbidden subgraphs. In the single-layer case, this problem has been studied by Lewis and Yannakakis [44] as well as Cai [13]. A result of Cai and Ye [14, Theorem 7] implies a fixed-parameter algorithm for \( \Pi - \text{ML-Subgraph} \) if \( t - \ell = 0 \), that is, no layers can be deleted. Below we give a more general fixed-parameter algorithm for the case where \( t - \ell \geq 0 \) and we furthermore present a polynomial kernel.

**Proposition 2.** Let \( \Pi \) be a hereditary graph property that is characterized by finitely many forbidden induced subgraphs. Then \( \Pi - \text{ML-Subgraph} \) is \( \text{NP-hard} \) and \( \text{FPT} \) when parameterized by the combined parameter number \( t - \ell \) of layers to delete and number \( |V| - k \) of vertices to delete. It also admits a polynomial-size problem kernel with respect to this combined parameter.

**Proof.** To see the fixed-parameter tractability, consider the search-tree algorithm that recursively searches for a forbidden induced subgraph \( G' \) in one of the layers, and branches, for each vertex \( v \) in \( G' \), into the branch of deleting \( v \) and, additionally, into the branch of deleting the layer of \( G' \). Hence, in each branch we either delete a layer or a vertex, so the depth of the search-tree is upper-bounded by \( (t - \ell) + (|V| - k) \). Finding \( G' \) takes polynomial time because there is only a constant number of different forbidden subgraphs and each one has constant size. Furthermore, each node in the resulting search tree has a constant number of children. Hence, the search-tree algorithm has a running time of \( c^{t-\ell+|V|-k} \cdot \text{poly}(I) \), where \( c \) is a constant, and \( I \) is the instance size, as required. This procedure is correct since each forbidden subgraph is either destroyed by deleting one of its vertices or by deleting the layer it exists in. Hence each of the remaining layers does not contain a forbidden subgraph and therefore has property \( \Pi \).

To see that \( \Pi - \text{ML-Subgraph} \) admits a polynomial kernel with respect to the combined parameter \( (t - \ell, |V| - k) \), we use a reduction to \( 2\text{-Color Hitting Set} \), a variant of \( \text{Hitting Set} \), and then apply a (basically folklore) kernelization for \( 2\text{-Color Hitting Set} \). Herein, we are given two disjoint ground sets \( B \) and \( W \), a family \( F \) of subsets of \( B \cup W \), and two integers \( b, w \). We are to decide whether there is a hitting set \( S \subseteq B \cup W \), that is, each subset \( F \in F \) has \( F \cap S \neq \emptyset \), containing \( b \) elements from \( B \) and \( w \) elements from \( W \). Clearly, \( 2\text{-Color Hitting Set} \) is contained in \( \text{NP} \).

The reduction works as follows. Given an instance of \( \Pi - \text{ML-Subgraph} \), we put the ground set \( B := V \) and put a distinct new vertex into \( W \) for each layer. For each layer, we enumerate all forbidden induced subgraphs. This takes polynomial time, as the maximum size of these subgraphs is a constant. To define \( F \), for each forbidden induced subgraph \( G' \) we add its vertex set \( V' \) plus the vertex \( v \in W \) corresponding to the layer in which \( G' \) is contained as a set \( V' \cup \{v\} \) to \( F \). Integer \( b \) is set to \( |V| - k \) and integer \( w \) to \( t - \ell \). As mentioned, the reduction works in polynomial time. Since we have to “hit” each forbidden induced subgraph by either deleting a vertex from it, or deleting its layer completely, it is not hard to verify that the reduction is correct.

We now apply the so-called sunflower kernelization procedure [5,12,49] to the resulting \( 2\text{-Color Hitting Set} \) instance. A sunflower in \( F \) is a subfamily \( F' \subseteq F \) such that there is a set \( C \subseteq B \cup W \) with the property that each pair \( F, F' \in F' \) has \( F \cap F' = C \). The size of a sunflower is \( |F'| \). If there is a sunflower of size \( b + w + 1 \) in \( F \), then every
hitting set contains at least one element of $C$. Hence, we can safely remove one set out of every sunflower of size at least $b + w + 2$. This can be done exhaustively in polynomial time \cite{5, 42, 49}. After this procedure has been carried out, Erdős and Rado’s Sunflower Lemma \cite{25} guarantees that the remaining set family $\mathcal{F}$ has size $O((b + w)^c)$, where $c$ is the size of the largest set in $\mathcal{F}$. This is a polynomial because the sets in $\mathcal{F}$ have constant size. By removing elements of $B \cup W$ which are not contained in any set in $\mathcal{F}$, we obtain an overall size bound on the resulting instance of 2-COLOR HITTING SET which is polynomial in $b = |V| - k$ and $w = t - \ell$.

Finally, we transfer the instance of 2-COLOR HITTING SET created in this way to an equivalent instance of II-ML-SUBGRAPH by using a polynomial-time many-one reduction. Such a reduction exists because 2-COLOR HITTING SET is in NP and II-ML-SUBGRAPH is NP-hard for every graph property $\Pi$ that is characterizable by a finite number of forbidden induced subgraphs \cite{44}.

In the following corollary, we give several hereditary properties $\Pi$ that are characterized by a finite number of forbidden subgraphs. For these, II-ML-SUBGRAPH is fixed-parameter tractable with respect to the number $t - \ell$ of layers to delete and the number $|V| - k$ of vertices to delete combined. For their definitions see Appendix A.

**Corollary 3.** Let $\Pi \in \{\text{Cluster Graph, Cograph, Line Graph, Quasi-Threshold Graph, Split Graph}\}$. Then, II-ML-SUBGRAPH is NP-hard. When parameterized by the combined parameter number $t - \ell$ of layers delete and number $|V| - k$ of vertices to delete, then II-ML-SUBGRAPH is FPT and admits a polynomial kernel.

While this collection of graph properties might seem motivated only from a graph-theoretic point of view, we note that quasi-threshold graphs are a model for familial groups in social networks \cite{51} and split graphs are a model of communities with core/periphery structures \cite{8}.

### 4. Non-hereditary Graph Properties

In contrast to the previous section, we now give two results related to graph properties that are not necessarily hereditary. Two examples of such non-hereditary properties that are prominent in network analysis are Connectivity and $c$-Core (recall that graph is a $c$-core if each vertex has degree at least $c$). First, we consider graph properties in which each graph admits a certain nice vertex partitioning. This family of graph properties includes Connectivity and $c$-Core among others. We give an FPT-algorithm for the parameter total number $t$ of layers; this algorithm is also an XP-algorithm with respect to the number $\ell$ of subgraph layers. Second, we provide a general sufficient condition for graph properties $\Pi$ for which II-ML-SUBGRAPH is W[1]-hard for the combined parameter $(k, \ell)$. This general sufficient condition captures many prominent graph properties such as Connectivity, $c$-Core, $c$-Truss, and Matching.

**Vertex-partitionable graph properties.** We start with investigating graph properties $\Pi$ that allow for efficiently computable partitions of a graph into maximal components that
each satisfy Π. For such properties Π it turns out that finding large Π-subgraphs in all layers of the input graph is tractable. This can be seen as a generalization of the component-detection algorithm in two layers by Gai et al. [29].

First, we define the type of partition that the graph property shall allow.

**Definition 1.** Let Π be a graph property and let \( G = (V, E) \) be a graph. A partition \( P := \{X_1, \ldots, X_x\} \) of \( V \) is a Π-partition if

(i) \( G[X_i] \in \Pi \) for all \( X_i \in P \),

(ii) for all \( X \subseteq V \) such that \( G[X] \in \Pi \), we have \( X \subseteq X_i \) for some \( X_i \in P \).

Informally, the existence of a Π-partition means that there are maximal components containing all induced subgraphs that fulfill the property Π. In the case of Connectivity, these are exactly the connected components of the graph. We now show that if Π-partitions can be computed efficiently, then we can solve Π-ML-SUBGRAPH efficiently if \( t, \ell \), or \( t - \ell \) are small.

**Proposition 3.** Let Π be a graph property such that every graph \( G = (V, E) \) has a Π-partition that can be computed in \( T(|V|, |E|) \) time where \( T \) is non-decreasing in both arguments. Then, Π-ML-SUBGRAPH can be solved in \( (\ell) \cdot O(|V| \cdot t) \cdot \max_{1 \leq i \leq \ell} (|E_i| + T(|V|, |E_i|)) \) time.

**Proof.** We describe an algorithm that works when \( \ell = t \), that is, when we aim for satisfying property Π in all layers. To apply this algorithm for all other cases, we iterate through all possibilities to select \( \ell \) layers where property Π shall be satisfied and then apply the algorithm for this selection. This gives an additional factor of \( \binom{\ell}{t} \) to the overall running time. In each application, our algorithm outputs all maximal sets \( X \subseteq V \) such that \( G_i[X] \in \Pi \) for all selected input graphs \( G_i \). We refer to these sets as solutions in the following. The algorithm maintains a partition \( P \) of \( V \) where, initially, \( P = \{V\} \).

The algorithm checks whether there is a \( Y \in P \) such that \( G_i[Y] \notin \Pi \) for some input graph \( G_i \). If there is such a vertex set \( Y \in P \), then it computes in \( T(|V|, |E_i|) \) time a Π-partition \( P_Y \) of \( G_i[Y] \). The partition \( P \) is replaced by \( (P \setminus \{Y\}) \cup P_Y \). If there is no such vertex set, then the algorithm outputs all \( Y \in P \). It accepts if one of the outputs has size at least \( k \) and rejects otherwise.

To see the correctness of the algorithm, first observe that, for each output \( Y \), we have that \( G_i[Y] \in \Pi \) for all selected input graphs \( G_i \). To show maximality of each \( Y \), we show that the algorithm maintains the invariant that each solution \( X \) is a subset of some \( Y \in P \). This invariant is trivially fulfilled for the initial partition \( \{V\} \). Now consider a set \( Y \) that is further partitioned by the algorithm. By the invariant, any solution \( X \) that has nonempty intersection with \( Y \) is a subset of \( Y \). Since \( P_Y \) is a Π-partition of \( G_i[Y] \), by Property [10] of Π-partitions, there is no solution \( X \) that contains vertices of two distinct sets \( Y_1, Y_2 \) of \( P_Y \). Thus, each solution that is a subset of \( Y \) is also a subset of some \( Y' \in P_Y \). Hence, each output set \( X \) is a solution as it is an element of the final partition \( P \) and all solutions are subsets of elements of \( P \).

To upper-bound the running time, observe that for each \( Y \in P \), we can test in \( O(t \cdot \max_{1 \leq i \leq \ell} T(|V|, |E_i|)) \) time whether it needs to be partitioned further. At most \(|V|
partitioning steps are performed and if a set \( Y \in P \) does not need to be partitioned further, then it can be discarded for the remainder of the algorithm. Thus, in \( O(|V|) \) applications of the “maximality test” the result is that \( Y \) is a solution and in \( O(|V|) \) applications of the maximality test, \( Y \) is further partitioned. Hence, the overall number of sets \( Y \) that are elements of \( P \) at some point is \( O(|V|) \). The overall running time now follows from the assumptions on \( T \) and from the fact that the induced subgraphs for all \( G_i \) can be computed in \( O(t \cdot \max_{1 \leq i \leq t} |E_i|) \) time for each \( Y \).

Examples of graph properties covered by Proposition 3 are Connectivity, and \( c \)-Edge-Connectivity. If we assume that graphs on one vertex are considered as (trivial) \( c \)-cores, then the \( c \)-Core property is also covered: the nontrivial \( c \)-core of a graph is uniquely determined (it is the subgraph remaining after deleting any vertex with degree less than \( c \)). Similarly, the \( c \)-Truss property is covered by Proposition 3 if we allow one-vertex graphs to be considered as \( c \)-trusses. Observe that we can also require the \( c \)-cores and \( c \)-trusses to be connected. For definitions of the graph properties mentioned above and in the following corollary, see Appendix A.

If \( T \) is a polynomial function, which holds for all examples described above, then II-ML-Subgraph is fixed-parameter tractable with respect to \( t \) and polynomial time solvable if \( \ell \) or \( t - \ell \) are constants.

**Corollary 4.** Let \( \Pi \in \{c \)-Core, \( c \)-Edge-Connectivity, Connectivity, \( c \)-Truss\}. II-ML-Subgraph is FPT when parameterized by the total number \( t \) of layers and polynomial-time solvable if the number \( \ell \) of layers to select or the number \( t - \ell \) of layers to delete are constants.

**A general hardness reduction.** We now describe a large class of graph properties \( \Pi \) for which II-ML-Subgraph is NP-hard and W[1]-hard when parameterized by the combined parameter number \( k \) of vertices to select and number \( \ell \) of layers to select. We call these graph properties staggered (Definition 2). The definition is somewhat technical but covers many natural graph properties \( \Pi \) which are not hereditary, such as Connectivity. In the main theorem of this paragraph (Theorem 1) we show that for staggered graph properties \( \Pi \), II-ML-Subgraph is NP-hard and W[1]-hard when parameterized by the combined parameter number \( k \) of vertices to select and number \( \ell \) of layers to select. Furthermore, since all graph properties from Corollary 4 are staggered, it shows that for those properties II-ML-Subgraph becomes intractable when parameterized by \( \ell \) instead of \( t \). We list some graph properties \( \Pi \) for which Theorem 1 can be applied in Corollary 5 and explain how the theorem yields the results in said cases.

Intuitively, Theorem 1 covers graph properties \( \Pi \) for which it is possible to construct graphs \( G \) with the following properties:

- The vertices are partitionable in three sets: a fixed number of obligatory vertices, a variable number of optional vertices, and a variable number of forbidden vertices.

- A sufficiently large subgraph of \( G \) has property \( \Pi \) if and only if it contains all obligatory vertices and no forbidden vertices.

Formally, we characterize these graph properties \( \Pi \) as follows.
Definition 2. Let $\Pi$ be a graph property and $f, g : \mathbb{N} \to \mathbb{N}$ two polynomial-time computable functions. We say that $\Pi$ is $(f, g)$-staggered if there is an algorithm $A_\Pi$ and a constant $c_\Pi$ depending only on $\Pi$ such that $A_\Pi$ takes as input a set $W$, a subset $W' \subseteq W$, and an integer $\alpha \geq c_\Pi$, runs in $(|W| + \alpha)^{O(1)}$ time, and computes a graph $G = (V, E)$ fulfilling the following conditions.

1. For each $w \in W$ there is a vertex set $X_w \subseteq V$ with $|X_w| = f(\alpha)$,
2. $\{X_w \mid w \in W\} \cup \{Y\}$ is a partition of $V$ for some $Y$ with $|Y| = g(\alpha)$,
3. for all $X \subseteq V$ with $|X| \geq \alpha \cdot f(\alpha) + g(\alpha)$ we have that 
$$G[X] \in \Pi \iff \exists W'' \subseteq W' \text{ such that } X = \bigcup_{w \in W''} X_w \cup Y.$$ 

The output of Algorithm $A_\Pi$ is the graph $G = (V, E)$ as well as the partition of its vertex set $\{X_w \mid w \in W\} \cup \{Y\}$.

The intuition is that each set $X_w$ corresponds to one vertex $w \in W$ and every sufficiently large set $X$ such that $G[X] \in \Pi$ either fully contains $X_w$, or not. Furthermore, $Y$ is the set of obligatory vertices that have to be included in $X$ in order to have that $G[X] \in \Pi$. Finally, the sets $X_w$ that correspond to vertices in $w \in W \setminus W'$ are forbidden, that is, they have to be fully excluded from $X$ in order to have that $G[X] \in \Pi$. For the proof, we reduce from BICLIQUE, which is NP-hard \[33\] and W[1]-hard \[43\] when parameterized by the size $h$ of the biclique.

Theorem 1. Let $\Pi$ be an $(f, g)$-staggered graph property. Then, $\Pi$-ML-SUBGRAPH is NP-hard and W[1]-hard when parameterized by the combined parameter number $k$ of vertices to select and number $\ell$ of layers to select.

Proof. We give a parameterized reduction from BICLIQUE which, given an undirected graph $H$ and a positive integer $h$, asks whether $H$ contains a $2h$-vertex biclique, a complete bipartite subgraph $K_{h,h}$ in which both partite sets have size $h$.

Reduction idea. The main idea is to construct a layer for each vertex $v$ of the input graph using Algorithm $A_\Pi$ from [Definition 2] such that the optional vertices correspond to the open neighborhood of $v$ in the input graph. Then we can show that selecting layers corresponds to selecting one half of the biclique and the optional vertices that are part of the selected subgraph form the second half of the biclique.

Let $(H = (U, F), h)$ be an instance of BICLIQUE and assume $h \geq 2$ without loss of generality. Let $A_\Pi, f, g$ be the algorithm and functions promised by the definition of being $(f, g)$-staggered. We construct an instance of $\Pi$-ML-SUBGRAPH in the following way.

For all $v \in U$, let $N_H(v)$ be the neighborhood of $v$ with respect to $H$. Run Algorithm $A_\Pi$ (see [Definition 2]) on input $(U, N_H(v), h)$ to create graphs $G_v$ for each $v \in U$. A graph $G_v$ created that way has a vertex set $V_v = \bigcup_{u \in U} X_u \cup Y$. For all created graphs, we identify the vertices of the sets $X_u$ in an arbitrary but fixed fashion, the same for vertices in $Y$. This allows us to say that all graphs $G_v$ are defined over the same vertex set. Set $k := h \cdot f(h) + g(h)$ and $\ell := h$. Note that the parameters $k$ and $\ell$ only depend on the solution size $h$ of BICLIQUE. By [Definition 2] this procedure runs in polynomial
time. Now we show that \((\{G_v \mid v \in U\}, k, \ell)\) is a yes-instance of \textsc{II-ML-Subgraph} if and only if \((H, h)\) is a yes-instance of \textsc{Biclique}.

\((\Rightarrow):\) Assume that \((H, h)\) is a yes-instance of \textsc{Biclique} and let \((C, D)\) with \(C, D \subseteq U\) and \(|C| = |D| = h\) represent a biclique. Then we set \(X := \bigcup_{v \in C} X_v \cup Y\), where \(Y\) and the \(X_v\) are the vertex sets promised by Conditions 1 and 2 of Definition 2. Note that \(|X| = h \cdot f(h) + g(h) = k\). Furthermore, for all \(v' \in D\) and all \(v \in C\) such that \(X_v \subset X\), it holds that \(v \in N_H(v')\). Hence, by Condition 3 of Definition 2, \(G_v[X] \in \Pi\). It follows that the number of layers \(G_v\) with \(G_v[X] \in \Pi\) is at least \(h = \ell\). Consequently, \((X, D)\) is a solution of \textsc{II-ML-Subgraph}.

\((\Leftarrow):\) Assume that \((\{G_v \mid v \in U\}, k, \ell)\) is a yes-instance of \textsc{II-ML-Subgraph}. Then we know that there are graphs \(G_i\), with \(i \in L, L \subseteq U, |L| \geq h\), and a vertex set \(X \subseteq V\) with \(|X| \geq k\), such that \(G_i[X] \in \Pi\) for all \(i \in L\). By the construction of \(G_i\) (Conditions 1, 2, and 3 of Definition 2), we know that \(X = \bigcup_{v \in W'} X_v \cup Y\) for some \(W' \subseteq U\) with \(|W'| \geq h\). Furthermore, we know that if \(i \in L\) then for all \(j \in W'\) (that is \(X_j \subseteq X\)) we have that \(i\) is a neighbor of \(j\). Lastly, \(i \in L\) implies that \(X_i \not\subseteq X\) and hence \(i \notin W'\). Hence, we have that \((L, W')\) is a biclique in \(H\) with \(|L| \geq h\) and \(|W'| \geq h\).

In the following corollary, we present several graph properties \(\Pi\) for which the single-layer case \textsc{II-Subgraph} is polynomial-time solvable but by application of Theorem 1 \textsc{II-ML-Subgraph} is \textsc{NP}-hard and \(\text{W}[1]\)-hard when parameterized by the combined parameter number \(k\) of vertices to select and number \(\ell\) of subgraph layers. The proof of Corollary 5 simply consists of the description of Algorithm \(A_\Pi\) of Theorem 1 for those graph properties. For the definitions of the graph properties appearing in Corollary 5 see Appendix A.

**Corollary 5.** \textsc{II-ML-Subgraph} is \textsc{NP}-hard and \(\text{W}[1]\)-hard when parameterized by the combined parameter number \(k\) of vertices to select and number \(\ell\) of layers to select for \(\Pi \in \{c\text{-}\text{Connectivity}, c\text{-Core}, c\text{-Factor, Connectivity, c-\text{Truss}, Hamiltonian, Matching, Star, Tree}\}\).

**Proof.** For each of the listed properties \(\Pi\), we show that \(\Pi\) is \((f, g)\)-staggered for some functions \(f\) and \(g\). To this end, we describe the polynomial-time algorithm \(A_\Pi\) with inputs \(W, W' \subseteq W,\) and \(\alpha\). Theorem 1 then yields \textsc{NP}-hardness and \(\text{W}[1]\)-hardness of \textsc{II-ML-Subgraph} when parameterized by the combined parameter number \(k\) of vertices to select and number \(\ell\) of subgraph layers. Figure 1 shows the graph constructed by Algorithm \(A_\Pi\) for \(\Pi \in \{c\text{-Core, c-Connectivity}\}\) with \(c = 3\).

**Algorithm \(A_\Pi\) for \(\Pi \in \{\text{Connectivity, Tree, Star, 1-Core}\}\):**

We construct the graph \(G = (V, E)\) as follows. Let \(X_w := \{w\}\) for all \(w \in W\) and \(Y := \{u\}\) and hence \(V = W \cup \{u\}\). Add an edge \(\{u, w\}\) to the edge set \(E\) for each vertex \(w \in W'\). This clearly fulfills Conditions 1 and 2 from Definition 2 for \(f(\alpha) = g(\alpha) = 1\). Note that the graph \(G\) contains a star with \(u\) as center and all vertices \(w \in W'\) as leaves and all other vertices are isolated. Furthermore, it is easy to see that no graph that satisfies one of the properties \text{Connectivity, Tree, Star, and 1-Core} can contain an isolated vertex. Hence, each subgraph of \(G\) that satisfies one of those properties is a subtree of
the star in $G$ and therefore has to contain the center $u$. It follows that Condition 3 from Definition 2 is fulfilled.

Algorithm $A_{\Pi}$ for $\Pi \in \{c\text{-Core}, c\text{-Connectivity}\}$ with $c > 1$:

We construct the graph $G = (V, E)$ as follows. Let $X_w := \{w\}$ for all $w \in W$ and $Y := \{u_1, \ldots, u_c\}$ and hence $V = W \cup \{u_1, \ldots, u_c\}$. Add edges $\{u, w\}$ to $E$ for all vertices $u \in Y$ and $w \in W'$. This clearly fulfills Conditions 1 and 2 from Definition 2 for $f(\alpha) = 1$ and $g(\alpha) = c$. Note that the graph $G$ contains a complete bipartite subgraph where one part is $Y$ and the other is $W'$ and all other vertices are isolated. Furthermore, it is easy to see that no graph that satisfies one of the properties $c\text{-Core}$ and $c\text{-Connectivity}$ can contain an isolated vertex. It follows that every subgraph of $G$ that satisfies one of those properties has to be a subgraph of the complete bipartite subgraph in $G$. In order to be a $c$-core or $c$-connected, a complete bipartite graph has to have at least $c$ vertices in each part. Since we have that $|Y| = c$, all vertices of $Y$ have to be contained in each subgraph of $G$ satisfying one of the properties $c\text{-Core}$ and $c\text{-Connectivity}$ and we get that Condition 3 from Definition 2 is fulfilled. The resulting graph is visualized in Figure 1.

Algorithm $A_{\Pi}$ for $\Pi = c\text{-Truss}$:

We construct the graph $G = (V, E)$ as follows. Let $X_w := \{w\}$ for all $w \in W$ and $Y := \{u_1, \ldots, u_{c-1}\}$ and hence $V = W \cup \{u_1, \ldots, u_{c-1}\}$. Add edges $\{u, w\}$ to $E$ for all vertices $u \in Y$ and $w \in W' \cup Y$ with $u \neq w$. This clearly fulfills Conditions 1 and 2 from Definition 2 for $f(\alpha) = 1$ and $g(\alpha) = c - 1$. Note that the vertices in $Y$ form a clique of size $c - 1$. Furthermore, every vertex from $W'$ is connected exactly to all vertices in $Y$ and hence every triangle in $G$ contains at least two vertices from $Y$ and for every $w \in W'$ we have that $Y \cup \{w\}$ forms a clique of size $c$ and hence a $c$-truss. It follows that for each $W'' \subseteq W'$ with $W'' \neq \emptyset$ we have that $G[W'' \cup Y]$ is a $c$-truss. Since vertices in $W'$ are not connected to each other, all vertices in $Y$ are necessary to produce enough triangles for the edges going from $W''$ to $Y$. Also, we cannot add any isolated vertices.
to the subgraph since we require c-trusses to be connected. It follows that Condition 3 from Definition 2 is fulfilled.

Algorithm $A_\Pi$ for $\Pi \in \{\text{Matching, } c\text{-Factor}\}$:

Recall that Matching $= 1$-Factor. Hence, we describe the algorithm only for the more general $c$-Factor property. We construct the graph $G = (V,E)$ as follows. (For Matching set $c = 1$.) Let $X_w := \{w_1, \ldots, w_{c+1}\}$ for all $w \in W$ and $Y := \emptyset$. Add all edges $\{w_i, w_j\}$ with $1 \leq i < j \leq c+1$ to $E$ for all $w \in W'$. This clearly fulfills Conditions 1 and 2 from Definition 2 for $f(\alpha) = c+1$ and $g(\alpha) = 0$. Note that for each $w \in W'$, $G[X_w]$ is a complete graph of size $c+1$ and hence a connected $c$-regular graph. Furthermore, for any set $X' \subset X_w$ and any set $X'' \subseteq V \setminus X_w$, we have that $G[X']$ is a connected component of $G[X' \cup X'']$ with a minimum degree strictly smaller than $c$. Hence, $G[X' \cup X'']$ does not have a $c$-factor. Together with the fact that all vertices in the sets $X_w$ with $w \in W \setminus W'$ are isolated, it follows that if there is a vertex set $X$ such that $G[X]$ has a $c$-factor, then $X = \bigcup_{w \in W'} X_v$ for some $W'' \subseteq W'$. Hence, we get that Condition 3 from Definition 2 is fulfilled.

Algorithm $A_\Pi$ for $\Pi = \text{Hamiltonian}$:

We construct the graph $G = (V,E)$ as follows. Let $X_w := \{w\}$ for all $w \in W$ and $Y := \emptyset$ and hence $V = W$. Add edges $\{u,v\}$ to $E$ for all vertices $u,v \in W'$. This clearly fulfills Conditions 1 and 2 from Definition 2 for $f(\alpha) = 1$ and $g(\alpha) = 0$. Note that the vertices $W'$ form a clique in $G$ and all other vertices are isolated. Furthermore, we have that any clique is also a Hamiltonian subgraph and any Hamiltonian subgraph cannot contain any isolated vertices. Hence, we get that Condition 3 from Definition 2 is fulfilled.

The results follow from the existence of the described algorithms.

A particular consequence of Corollary 5 is that, while the polynomial-time solvability of the connected component detection algorithm for two layers by Gai et al. [29] generalizes to any constant number of layers (Proposition 3), it does not generalize to an arbitrary, given number of layers.

5. Matching and $c$-Factors

In this section we consider the graph properties Matching and its generalization $c$-Factor. To recall, a graph $G$ has property Matching if it contains a perfect matching and $G$ has property $c$-Factor if it has a $c$-regular subgraph containing all vertices of $G$. Finding a maximum $c$-factor for a given graph is polynomial-time solvable for all $c$ (see Plummer [55] or Nichterlein [52, Chapter 3], for an overview on graph factors). For these properties, Theorem 1 shows that $\Pi$-ML-SUBGRAPH is $W[1]$-hard with respect to the number $k$ of vertices and the number $\ell$ of layers to select. Theorem 1 does not rule out fixed-parameter tractability with respect to the total number $t$ of layers, or with respect to the number $k$ of vertices to select if the number $\ell$ of layers to select is constant. In this section, however, we show that both Matching-ML-SUBGRAPH and $c$-Factor-ML-SUBGRAPH are hard even for a constant number of layers, thus strengthening the statement of Theorem 1 for these properties.
Figure 2: Construction of the graph $G' = (V', E')$ from graphs $G_1 = (V, E_1)$ and $G_2 = (V, E_2)$. Black edges have weight $|V| + 1$ and gray dashed edges have weight $|V|$. The thick edges are a maximum-weight matching for $G'$.

**Matching.** As mentioned, through Theorem 1 we get in Corollary 5 in Section 4 that Matching-ML-Subgraph is W[1]-hard when parameterized by the combined parameter number $k$ of vertices to select and number $\ell$ of layers to select. Through closer inspection we can get a stronger result. We show that Matching-ML-Subgraph is polynomial-time solvable for $\ell \leq 2$ and becomes W[1]-hard when parameterized by the number $k$ of vertices to select already for $\ell \geq 3$. Intuitively, the reason for the computational complexity transition from two layers to three layers is as follows. By overlaying two matchings one may create cycles and paths but without connections between them. We can cope with this by finding a maximum weighted matching in an auxiliary graph. Adding a third layer, however, allows arbitrary connections between cycles and paths, which allows the construction of gadgets to show hardness.

We now reduce Matching-ML-Subgraph with $\ell = 2$ layers to Maximum Weight Matching, that is, to the problem where we are given a graph with edge weights and ask to find a matching with maximum edge weights. To this end, let $G_1 = (V, E_1)$ and $G_2 = (V, E_2)$ be the two layers of the input graph for which we would like to know whether there is an $X \subseteq V$ of size at least $k$ such that both $G_1[X]$ and $G_2[X]$ have a perfect matching. The reduction is given in the following lemma and visualized in Figure 2.

**Lemma 1.** Given two graphs $G_1 = (V, E_1)$ and $G_2 = (V, E_2)$, define a graph $G' = (V', E')$ as follows:

- $V' = \{v_1, v_2 \mid v \in V\}$ and
- $E' = \{\{v_1, v_2\} \mid v \in V\} \cup \{\{u, v_i\} \mid \{u, v\} \in E_i\}$. 
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Define a weight function \( w : E' \to \mathbb{N} \) as follows; let \( n := |V| \):

\[
  w(\{u_i, v_j\}) = \begin{cases} 
    n & \text{if } i \neq j \text{ and } u = v, \\
    n + 1 & \text{if } i = j \text{ (and } u \neq v). 
  \end{cases}
\]

Let \( k \in \mathbb{N} \). Then, there is a set \( X \subseteq V \) of size at least \( k \) such that both \( G_1[X] \) and \( G_2[X] \) have a perfect matching if and only if the graph \( G' \) has a matching of \( w \)-weight at least \( n^2 + k \).

**Proof.** Assume that \( G' \) has a matching \( M' \subseteq E' \) with \( w(M') \geq n^2 + k \). Let us first check that \( M' \) is in fact a perfect matching: If \( |M'| \leq n - 1 \), then \( w(M') \leq (n + 1)(n - 1) = n^2 - 1 < n^2 + k \), which would contradict the choice of \( M' \). Thus \( |M'| \geq n \) but then \( M' \) must have exactly \( n \) edges since \( G' \) has \( 2n \) vertices. That is, \( M' \) is a perfect matching.

Now we show how to get a vertex set \( X \subseteq V \) such that both \( G_1[X] \) and \( G_2[X] \) have perfect matchings. Let \( Y := \{v \mid v \in V \land \{v_1, v_2\} \in M'\} \), that is, \( Y \) is the set of vertices of \( V \) whose copies in \( G' \) are matched to each other under \( M' \). Let \( X := V \setminus Y \). It can be easily checked that both \( G_1[X] \) and \( G_2[X] \) have perfect matchings; we show this for \( G_1[X] \): For any \( v \in X \) we know that \( \{v_1, v_2\} \notin M' \), or else we would have \( v \in Y \) and \( v \notin X \). Thus, using that \( M' \) is a perfect matching, \( v_1 \) must be matched to another vertex \( u_1 \), which is then also in \( X \), by definition. It follows that \( M' \) induces a perfect matching on \( G'[X_1] \) where \( X_1 := \{v_1 \mid v \in X\} \). Since \( G_1[X] \) is an isomorphic copy of \( G'[X_1] \) under the canonical isomorphism \( \phi : v \mapsto v_1 \), we get that \( G_1[X] \) also has a perfect matching.

It remains to check that \( X \) has size at least \( k \): Observe that \( |X| + |Y| = n \) since every vertex of \( V \) is either in \( X \) or in \( Y \). Each \( v \in Y \) corresponds to a matching edge \( \{v_1, v_2\} \in M' \) which has weight \( n \) under \( w \). Thus, if \( |X| < k \), then \( |Y| > n - k \), which implies that \( w(M') \leq |X| \cdot (n + 1) + |Y|n < kn + k + (n - k)n = n^2 + k \), contradicting the choice of \( M' \).

Assume now that both \( G_1[X] \) and \( G_2[X] \) have perfect matchings \( M_1 \) and \( M_2 \) for some \( X \) of size at least \( k \). Clearly, the size of \( X \) must be even. Define a matching \( M' \) of \( G' \) by

\[
  M' := \{\{v_1, v_2\} \mid v \in V \setminus X\} \cup \{\{u_i, v_i\} \mid \{u, v\} \in M_1\}.
\]

In other words, \( M' \) is obtained by copying \( M_1 \) and \( M_2 \) to \( G' \) in the obvious way and matching all leftover vertices by the edges between the copies of the same vertex.

Clearly, for each vertex \( v \in V \setminus X \) this adds an edge \( \{v_1, v_2\} \) of weight \( n \) to \( M' \). From \( M_1 \) and \( M_2 \) we copied \( \frac{|X|}{2} \) edges each, which results in exactly \( |X| \geq k \) edges of weight \( n + 1 \) in \( M' \). Thus, the total weight of \( M' \) is \( n^2 + k \), as claimed. \( \square \)

To show that \text{Matching-ML-Subgraph} remains \( W[1] \)-hard for any \( \ell \geq 3 \) when parameterized by \( k \), we reduce from \text{Multicolored Clique} which is known to be \( W[1] \)-hard when parameterized by the solution size \cite{20}.

**Theorem 2.** \text{Matching-ML-Subgraph} can be solved in polynomial time if \( \ell \leq 2 \). It is \text{NP}-hard and \( W[1] \)-hard when parameterized by the number of vertices to select \( k \) for all \( \ell \geq 3 \) and total numbers of layers \( t \geq \ell \).
Proof. We get the polynomial-time solvability of Matching-ML-SUBGRAPH for the case \( \ell \leq 2 \) from \[ \text{Lemma 1} \] For the case of \( \ell \geq 3 \) we give a parameterized reduction from MULTICOLORED CLIQUE. In MULTICOLORED CLIQUE, we are given an \( h \)-partite graph \( H = (U_1 \uplus \ldots \uplus U_h, F) \) and need to determine whether it contains a clique of size \( h \). Note that such a clique necessarily contains exactly one vertex from each set \( U_i \) and cliques of more than \( h \) vertices are impossible. We say that vertices from \( U_i \) have color \( i \).

Reduction idea. The main idea is to create the first two layers in such a way that selecting a subgraph that admits a perfect matching in both layers corresponds to selecting exactly one vertex of each color. The third layer is constructed in a way that each subgraph that admits perfect matchings in the first two layers admits also a perfect matching in this layer if all selected vertices are pairwise connected and hence form a multicolored clique.

Without loss of generality, we assume that the number \( h \) of colors is even. We construct an instance of Matching-ML-SUBGRAPH for \( t = \ell = 3 \) as follows and then argue that the construction is easily generalizable to larger numbers of layers.

Vertices. First, create \( h - 1 \) vertices for each vertex in graph \( H \) (one vertex for each color other than its own color). Formally, for each color \( 1 \leq j \leq h \) and each \( u_i \in U_j \), create the vertex set \( V_i \) consisting of the vertices \( v_{(i,j')}, j' \in \{1, \ldots, h\} \setminus \{j\} \). Secondly, create one color vertex \( w_j \) for each \( j \in \{1, \ldots, h\} \). We denote the set of color vertices as \( W := \bigcup_{1 \leq j \leq h} \{w_j\} \).

Vertex selection gadget by graphs \( G_1 \) and \( G_2 \). The vertex selection gadget is intended to make sure the vertices selected in any valid solution of the constructed Matching-ML-SUBGRAPH instance correspond to pairwise differently colored vertices of \( H \). The vertex selection gadget is visualized in Figure 3. We construct it as follows. For each color \( 1 \leq j \leq h \), create for each \( u_i \in U_j \) one cycle on \( \{w_j\} \cup V_i \) in the graph \( G_1 \cup G_2 \) such that the edges are alternatingly from \( G_1 \) and from \( G_2 \). These \( |U_j| \) cycles are all of length \( h \) and share only the color vertex \( w_j \). To realize this, create the following edges. For each \( 1 \leq z \leq h - 2 \), create an edge in graph \( G_{(z \mod 2)+1} \) between \( v_{(i,z)} \) and \( v_{(i,z+1)} \) if \( z < j - 1 \), between \( v_{(i,z+1)} \) and \( v_{(i,z+2)} \) if \( z \geq j \), and between \( v_{(i,z)} \) and \( v_{(i,z+2)} \) if \( z = j - 1 \). Create an edge between \( w_j \) and \( v_{(i,1)} \) in graph \( G_2 \), between \( v_{(i,h)} \) and \( w_j \) in graph \( G_1 \) if \( j \neq h \), and between \( v_{(i,h-1)} \) and \( w_j \) in graph \( G_1 \) if \( j = h \).

Validation gadget by graph \( G_3 \). The validation gadget is intended to make sure the vertices selected in any valid solution of the constructed Matching-ML-SUBGRAPH instance correspond to a clique in \( H \). The validation gadget is visualized in Figure 4 and Figure 5. It is constructed as follows. For each vertex pair \( u_i, u_j \) with \( u_i \in U_j \) and \( u_j \in U_{j'} \) such that \( u_i \) and \( u_j \) are adjacent in \( H \), we create an edge between \( v_{(i,j')} \) and \( v_{(i,j)} \) in \( G_3 \). Furthermore, create the edge \( \{w_j, w_{j+h/2}\} \) for each \( 1 \leq j \leq h/2 \).

Finally, by setting \( k = h^2 \) and \( t = \ell = 3 \) we complete the construction, which can clearly be performed in polynomial time and the new parameter \( k \) solely depends on \( h \).

Correctness. It remains to show that graph \( H \) has a clique that contains each color exactly once if and only if there is a vertex set \( X \subseteq V \) with \( |X| \geq k \) such that graph \( G_{X}[X] \) contains a perfect matching for each \( 1 \leq z \leq 3 \).

\((\Rightarrow)\): Assume that graph \( H \) has a clique \( K := \{u_1, u_2, \ldots, u_h\} \) and, without loss of generality, \( u_i \in U_i \) for all \( 1 \leq i \leq h \). We show that \( X := W \cup V_1 \cup V_2 \cup \cdots \cup V_h \) is a solution
Recall that we created for each color \( 1 \leq \) a matching subgraph. The thick and the thin edges both create cycles that have edges alternating between Layers 1 and 2. Since the color vertex \( w_4 \) is contained in both cycles, only one of these cycles can be contained in a matching subgraph.

for our Matching-ML-Subgraph instance. By construction, \( X \) is of size \( h + h \cdot (h-1) = h^2 = k \). It remains to show that graph \( G_z[X] \) has a perfect matching for each \( 1 \leq z \leq 3 \). Recall that we created for each color \( 1 \leq j \leq h \) and for each vertex \( u_i \in U_j \) one cycle on \( \{w_j\} \cup V_i \) in the graph \( G_1 \cup G_2 \) such that the edges alternatingly are from \( G_1 \) and from \( G_2 \). Since \( X \) only contains one of these cycles for each color, a perfect matching is easy to find for graph \( G_1[X] \) and for graph \( G_2[X] \). For graph \( G_3[X] \), we can find the matching \( \{v_{(i,j)}, v_{(j,i)}\} \mid (1 \leq i, j \leq h) \land (i \neq j) \} \cup \{\{w_j, w_{j+h/2}\} \mid 1 \leq j \leq h/2\}, \) since, by construction, \( v_{(i,j)} \) is adjacent to \( v_{(j,i)} \) if \( u_i \) is adjacent to \( u_j \), and \( u_i \in U_i \) and \( u_j \in U_j \) (which is the case since \( K \) is a clique).

\( (\Leftarrow) \): Assume that there is a vertex set \( X \subseteq V \) with \( |X| \geq k \) such that graph \( G_z[X] \) contains a perfect matching for each \( 1 \leq z \leq 3 \). First, consider the graph \( G_1 \cup G_2 \) and some pair of vertices \( \{x_1, x_2\} \subseteq X \) that is matched in \( G_1 \) or in \( G_2 \). Then, these two vertices must be from the same cycle \( \{w_j\} \cup V_i \) for some \( 1 \leq j \leq h \) and \( u_i \in U_j \), since otherwise there is no edge between them in any of the two graphs. Furthermore, if two vertices from \( \{w_j\} \cup V_i \) are in \( X \), then all vertices from \( \{w_j\} \cup V_i \) must be in \( X \) because otherwise neither \( G_1 \) nor \( G_2 \) has a perfect matching: Every vertex except \( w_j \) has exactly one neighbor in \( G_1 \) and one neighbor in \( G_2 \) which are both enforced to be also contained in \( X \)—this enforces the whole cycle \( \{w_j\} \cup V_i \) to be contained in \( X \). However, \( X \) contains the vertices from \( \{w_j\} \cup V_i \) for at most one \( i \) for every color \( 1 \leq j \leq h \), because \( w_j \) can only be matched to one vertex in \( G_1 \) and to one vertex in \( G_2 \). This implies that \( X \) contains for each \( 1 \leq j \leq h \) all vertices from \( \{w_j\} \cup V_i \) for exactly one \( i \), since \( |X| \geq k = h^2 \) and \( |\{w_j\} \cup V_i| = h \). Without loss of generality, let \( V_i \subseteq X \) for all \( 1 \leq i \leq h \) and let \( u_i \) be the vertex in graph \( H \) corresponding to \( V_i \). We show that \( K = \{u_1, u_2, \ldots, u_t\} \) is a clique in \( H \). In graph \( G_3[X] \) each color vertex \( w_j \) must be matched to its only neighbor: \( w_{j+h/2} \) if \( j \leq h/2 \) and \( w_{j-h/2} \) if \( j > h/2 \) (and cannot
Figure 4: Parts of the validation gadget $G_3$ for $h = 6$ and a vertex $u_1 \in U_4$. The color vertices $w_1$ to $w_6$ form a matching and each vertex $v_{(1,j)}$ is connected to all vertices $v_{(i,4)}$ with $u_i \in N_H(u_1) \cap U_j$, as exemplarily visualized for $v_{(1,2)}$.

be matched to $v_{(i,j')}$-vertices). Let \( \{u_i, u_i'\} \subseteq K \), with $u_i \in U_j$ and $u_i' \in U_{j'}$. Then, note that $v_{(i,j')}$ and $v_{(i',j)}$ must be matched since, by construction of $G_3$, vertex $v_{(i,j')}$ is only adjacent to vertex $v_{(i',j)}$. Moreover, if $v_{(i,j')}$ is adjacent to $v_{(i',j)}$ in $G_3$, then $u_i$ is adjacent to $u_i'$ in $H$. Thus overall, $K$ is a $h$-vertex clique in $H$, as required.

To make this reduction work for any $t \geq \ell > 3$, we insert $\ell - 3$ additional layers of complete graphs and $t - \ell$ layers of edgeless graphs.

\textbf{c-Factors.} We now show that \textit{c-Factor-ML-Subgraph} with $c \geq 2$ is $W[1]$-hard when parameterized by $k$ for $\ell \geq 2$. We reduce from \textsc{Multicolored Clique} which is known to be $W[1]$-hard when parameterized by the solution size [26]. The hardness reduction is similar to the one we use in the proof of \textbf{Theorem 2}. Intuitively, since there are connected $c$-regular graphs for $c \geq 2$, we only need one layer to build a vertex selection gadget, whereas in the 1-factor (matching) case we need two layers.

\textbf{Theorem 3.} For $c \geq 2$, \textit{c-Factor-ML-Subgraph} is $\text{NP}$-hard and $W[1]$-hard when parameterized by the number $k$ of layers to select for all $\ell \geq 2$ and all $t \geq \ell$.

\textit{Proof.} In the following, we prove that, for $c \geq 2$, \textit{c-Factor-ML-Subgraph} is $W[1]$-hard when parameterized by $k$ for $t = \ell = 2$ and then argue that the construction is easily generalizable. As in the proof of \textbf{Theorem 2}, we give a parameterized reduction from \textsc{Multicolored Clique}: we are given an $h$-partite graph $H = (U_1 \uplus \ldots \uplus U_h, F)$ and need to determine whether it contains a clique of size $h$.

\textit{Reduction idea.} The idea of the reduction is similar to the one for \textit{Matching} in the proof of \textbf{Theorem 2} but already works for $\ell = 2$ in the c-factor case ($c \geq 2$). The reason that we only need two layers is that we can construct connected c-regular graphs for $c \geq 2$ of almost arbitrary size and this allows us to construct a vertex selection gadget with only one layer.
We say that vertices from $U_i$ have color $i$. Without loss of generality, assume that $h \geq c + 1$, that $h$ is even, and that $|F| \geq 3$.

Vertices. For each color $j$, $1 \leq j \leq h$, we do the following: We create a color vertex $w_j$ and for each vertex $u_i$ in $U_j$, we create a set of $h - 1$ vertices $V_i = \{v(i,j') \mid 1 \leq j' \leq h \text{ and } j' \neq j\}$. Note that we have one vertex in $V_i$ for each color except the color of $u_i$. Let $W = \{w_j \mid 1 \leq j \leq h\}$. Furthermore, for each edge $f \in F$ we create a set of vertices $V_f$ with $|V_f| = c - 1$. Let $V_F = \bigcup_{f \in F} V_f$ and $V = \bigcup_i V_i \cup W \cup V_F$.

Vertex selection gadget by graph $G_1$. The vertex selection gadget is intended to make sure the vertices selected in any valid solution of the constructed Matching-ML-Subgraph instance correspond to pairwise differently colored vertices of $H$. The vertex selection gadget is visualized in Figure 6. It is constructed as follows. For every $1 \leq j \leq h$ and every $u_i$ in $U_j$, we do the following: We create a connected $c$-regular graph on the vertex set $V_i \cup \{w_j\}$. Note that this can be done as follows: We order the vertices in $V_i \cup \{w_j\}$ arbitrarily and connect each vertex to the $\lceil c/2 \rceil$ subsequent vertices, wrapping around at the end. If $c$ is odd, then we additionally connect each vertex $v$ with the vertex at position $(x + h/2) \mod h$ in the ordering, where $x$ is the position of vertex $v$. Furthermore, we create a complete graph on the vertices in $V_F$.

Validation gadget by graph $G_2$. The validation gadget is intended to make sure the vertices selected in any valid solution of the constructed Matching-ML-Subgraph instance correspond to vertices of $H$ that form a clique in $H$. The validation gadget is visualized in Figure 7. It is constructed as follows. For each edge $f \in F$, we do the following: Let $u_i$ and $u_{i'}$ be the endpoints of $f$ and $u_i \in U_j$ and $u_{i'} \in U_{j'}$. We create a complete graph on the vertices in $V_f \cup \{v(i,j'), v(i',j')\}$. Note that this complete graph has order $c + 1$ and hence is a $c$-regular graph. Furthermore, we create a complete graph on all vertices in $W$.

By setting $k = h^2 + \frac{1}{2} h (h - 1) \cdot (c - 1)$ we complete the construction, which can clearly be performed in polynomial time and the new parameter $k$ solely depends on $h$. 

Figure 5: Parts of the validation gadget $G_3$ for $h = 4$ and a triangle consisting of $u_1 \in U_1$, $u_2 \in U_2$, and $u_3 \in U_3$. The triangle (to be interpreted as a part of the original graph) is depicted on the left, the corresponding part of the gadget is depicted on the right. The color vertices $w_1$ to $w_4$ are omitted.
We show that $X$ has a $G$ that $\|P_G\|$ set of all edges in the clique $K$ of generality $K \subseteq 2$. Correctness. ($\Rightarrow$): Assume that graph $H$ has an $h$-colored clique $K$ and without loss of generality $K = \{u_1, u_2, \ldots, u_h\}$ and $u_i \in U_i$ for each $i \in \{1, \ldots, h\}$. Let $F_K$ denote the set of all edges in the clique $K$. Furthermore, let $V_K = \bigcup_{1 \leq i \leq h} V_i$ and $V_{F_K} = \bigcup_{f \in F_K} V_f$. We show that $X = W \cup V_K \cup V_{F_K}$ is a solution for $c$-FACTOR-ML-SUBGRAPH. Note that $|X| = h^2 + \frac{1}{2}h(h - 1) \cdot (c - 1)$ by construction. It remains to show that $G_1[X]$ and $G_2[X]$ each have $c$-factors. Observe that for any graph $G = (V, E)$ and any partition $\mathcal{P} = \{P_1, P_2, \ldots, P_p\}$ of $V$ we have that, if $G[P_i]$ has a $c$-factor for all $i$, $1 \leq i \leq p$, then $G$ has a $c$-factor as well.

1. Note that $G_1[V_{F_K}]$ is a complete graph of order $\frac{1}{2}h(h - 1) \cdot (c - 1) \geq 2c + 1$ and hence has a $c$-factor. Furthermore, let $u_i \in K$ and assume that $u_i \in U_j$. Then we have that $G_1[V_i \cup \{w_j\}]$ is by construction a $c$-regular graph and hence also has a $c$-factor. Since $K$ is $h$-colored, $\{V_i \cup \{w_j\} \mid u_i \in K$ and $u_i \in U_j\}$ is a partition of $V_K \cup W$.

2. Note that $G_2[W]$ is a complete graph of size $h \geq c + 1$ and hence has a $c$-factor. Let $f \in F_K$ be the edge connecting $u_i$ and $u_i'$, and let $u_i \in U_j$ and $u_i' \in U_{j'}$. Then we have that $G_2[V_f \cup \{v_{(i,j')}, v_{(i',j)}\}]$ is by construction a complete graph of order $c + 1$ and hence also has a $c$-factor. Since $K$ is an $h$-colored clique, we have that $\{V_f \cup \{v_{(i,j')}, v_{(i',j)}\} \mid f \in F_K$ and $f = \{u_i, u_i'\}\}$ is a partition of $V_{F_K} \cup V_K$. Notably, we also have that $\mathcal{P}_K = \{\{v_{(i,j')}, v_{(i',j)}\} \mid \{u_i, u_i'\} = f$ for some $f \in F_K\}$ is a partition of $V_K$, since any $u_i$ is connected to $h - 1$ other vertices with a different color each and therefore we have that $\{v_{(i,j')}, v_{(i',j)}\} \in \mathcal{P}_K = V_i$.

($\Leftarrow$): Assume that there is a vertex set $X \subseteq V$ such that $|X| \geq k$ and $G_i[X]$ has a
Now we show that $\mathcal{F}$. By Fact 1 we know that any
$\chi(G)$-factor for different layers $i$. By construction of the layers we have that $\mathcal{F}$ and
$\mathcal{F}[X]$ both have $\chi$-factors. Furthermore, we show the following facts:

**Fact 1:** If $v_{(i,j')} \in X$ and $u_i \in U_j$, then $V_i \subseteq X$ and $w_j \in X$: By construction $G[\{V_i \cup \{w_j\}\}$ is a connected $\chi$-regular graph and each $v_{(i,j')} \in V_i$ is only connected to other vertices in $\mathcal{F}[\{w_j\}$ in $G$. Note that any proper subgraph of a connected $\chi$-regular graph is not $\chi$-regular and does not have a $\chi$-factor. It follows that as soon as any $v_{(i,j')} \in V_i$ is included in $X$, all other vertices in $V_i$ have to be included, as well as $w_j$, the vertex corresponding to the color of $u_i$.

**Fact 2:** If $V_i \subseteq X$ and $V_i \subseteq X$ and $u_i \in U_j$, then $u_i \notin U_j$: Note that $G[\{V_i\}$ does not have a $\chi$-factor. By construction we get a connected $\chi$-regular graph by adding the vertex corresponding to the color of $u_i$, hence $G[\{V_i\}$ is a proper subgraph of a connected $\chi$-regular graph. Furthermore, we have that $w_j$ is already part of the $\chi$-regular spanning graph of $G[\{V_i \cup \{w_j\}$], therefore $u_i$ cannot have color $j$, that is, $u_i \notin U_j$.

**Fact 3:** If $X \cap V_f \neq \emptyset$ for some $f \in F$, then $V_f \cup \{v_{(i,j')}, v_{(i',j')}\} \subseteq X$, where $u_i \in U_j$ and $u_i \in U_{j'}$ are the endpoints of $f$: By construction, $G[\{V_f \cup \{v_{(i,j')}, v_{(i',j')}\}$ is a clique of size $c + 1$ and hence a connected $\chi$-regular graph. Furthermore, this clique is disconnected from the rest of $G_2$ and hence as soon as one of its vertices is included in $X$, all of them are.

Now we show that $K = \{u_i \mid V_i \subseteq X\}$ is an $h$-colored clique in $H$. First, we show that there must be some $v_{(i,j)} \in X$: Since $|X| \geq h^2 + \frac{1}{2}h(h - 1) \cdot (c - 1)$, we have that $X \neq W$ and from Fact 3 we get that $X \subseteq W \cup V_f$.

By Fact 1 we know that any $V_i$ is either a subset of $X$ or $X \cap V_i = \emptyset$. Furthermore, if $V_i \subseteq X$ and $u_i \in U_j$, so is $w_j$. Fact 2 yields that we cannot have two vertices of the same color in $K$. This implies

$$\left| \bigcup_{V_i \subseteq X} V_i \cup W \right| \leq h^2. \tag{1}$$
Note that \(|X| \geq h^2 + \frac{1}{2}h(h-1) \cdot (c-1)| and Inequality 1 imply that \(X \cap V_F \neq \emptyset\). By Fact 3, \(X\) can only include vertices corresponding to edges between vertices \(u_i\) and \(u_i'\) if \(V_i \cup V_{i'} \subseteq X\). Therefore,

\[
|X \cap V_F| \leq \frac{1}{2}h(h-1) \cdot (c-1).
\]

(2)

Note that \(|X| = h^2 + \frac{1}{2}h(h-1) \cdot (c-1)| if and only if both Inequalities 1 and 2 are equalities. This implies that \(|K| = h\), all vertices in \(K\) have different colors and all colors are present (Inequality 1), and that \(K\) is a clique in \(H\) (Inequality 2).

To make this reduction work for any \(t \geq \ell > 2\), we insert \(\ell - 2\) additional layers of complete graphs and \(t - \ell\) layers of edgeless graphs.

\[\]

\[\]

6. Hamiltonian Paths

In this section we investigate the problem of finding Hamiltonian subgraphs, that is, subgraphs that have a simple path visiting all vertices. Corollary 5 in Section 4 states that Hamiltonian-ML-Subgraph is \(W[1]\)-hard when parameterized by the combined parameter \(k\) and \(\ell\). Through closer inspection we can get a stronger result. Hamiltonian-Subgraph is known to be \(NP\)-hard and \(FPT\) when parameterized by the size of the subgraph \(k\) \[16\]. For the multi-layer case, we can show that it is already \(W[1]\)-hard for any constant \(\ell \geq 2\).

**Theorem 4.** Hamiltonian-ML-Subgraph is \(NP\)-hard and \(W[1]\)-hard when parameterized by the number \(k\) of vertices to select for all \(\ell \geq 2\) and \(t \geq \ell\).

**Proof.** We reduce from the Multicolored Biclique problem. In Multicolored Biclique we are given a bipartite graph \(H = (U \cup W, F)\) and a partitioning that partitions vertices in \(U\) and \(W\) into \(h\) parts each, that is, \(U = U_1 \cup \ldots \cup U_h\) and \(W = W_1 \cup \ldots \cup W_h\). We call these \(2h\) parts colors, that is, each vertex of \(H\) is of exactly one color in \(\{U_1, \ldots, U_h, W_1, \ldots, W_h\}\). We need to determine whether \(H\) contains a biclique of size \(2h\) that contains one vertex of each color. A simple parameterized reduction from Clique shows that Multicolored Biclique is \(W[1]\)-hard \[19\]. Observe that the vertex coloring implies that any solution contains \(h\) vertices from \(U\) and \(h\) vertices from \(W\). We will call the vertices from \(U\) low, and the vertices from \(W\) high, imagining that the vertices from \(W\) are on top of the vertices from \(U\). Similarly, we call colors \(U_i\) low and colors \(W_i\) high. Note that all colors are different. Given an instance \(H\) of Multicolored Biclique, we construct an instance of Hamiltonian-ML-Subgraph for \(t = \ell = 2\) as follows and then argue that the construction is easily generalizable.

**Reduction idea.** The main idea is to create new vertices for both the vertices of the Multicolored Biclique instance as well as the edges. We create two layers where in the first one any maximal Hamiltonian subgraph contains a path that “selects” one vertex from each color and one edge of each combination of a high and low color. The second layer is constructed in such a way that each maximal Hamiltonian subgraph of the first layer is also Hamiltonian in the second layer if and only if the selected edges

---
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indeed connect the selected vertices of the respective colors, implying that the selected vertices form a multicolored biclique.

**Vertices.** The vertex set $V$ consists of the following subsets:

- All vertices $U \cup W$ of $H$,
- $\{s_1, s_2\}$, where we assume that $s_1$ and $s_2$ are not vertices of $H$,
- $A_{i,j}$, $1 \leq i \leq h$, $1 \leq j \leq h$, where $A_{i,j} := \{\alpha_{\{u,w\}} \mid \{u,w\} \in F \land u \in U_i \land w \in W_j\}$, and
- $D_{i,j}$, $1 \leq i \leq h$, $1 \leq j \leq h$, where $D_{i,j} := \{\delta_{\{w,u\}} \mid \{w,u\} \in F \land w \in W_i \land u \in U_j\}$.

Informally, the latter two sets are constructed by adding two vertices for each edge of $H$, each corresponding to one orientation of the undirected edge. The vertices are then assigned to the vertex sets according to the colors of their endpoints and the orientations. Oriented edges from $U$ to $W$ (and their corresponding vertices in $V$) are called *ascending*, oriented edges from $W$ to $U$ (and their corresponding vertices) are called *descending*. Note that all these sets are non-empty unless we face a no-instance.

Now we describe how to construct a vertex and edge selection gadget by graph $G_1$ and a validation gadget by graph $G_2$. We organize the vertices of both graphs in *levels*. Each graph has $2h^2 + 2h + 2$ levels of vertices with edges only between neighboring levels; each $U_i$, $W_i$, $A_{i,j}$ and each $D_{i,j}$ forms one level, the two remaining levels contain $s_1$ and $s_2$, respectively.

**Vertex and edge selection gadget by graph $G_1$.** Informally, graph $G_1$ is constructed by putting all low vertices and their incident ascending edges into low levels, then adding two levels for $s_1$ and $s_2$, and then putting all high vertices and their incident descending edges into high levels. More precisely, $U_1$ is the first level of $G$ and $A_{1,1}$ is the second level. Then edges are added from each $u \in U_1$ to all vertices of $A_{1,1}$ that correspond to an edge incident with $u$. Then, the ascending vertices “incident” with vertices from $U_1$ are added for increasing colors of the high endpoints. Afterwards, the vertices from $U_2$ are added and then the vertices corresponding to their incident edges, and so on. The special vertices $s_1$ and $s_2$ are added in two middle levels, separating the levels containing low vertices from those containing high vertices. Formally, the graph $G_1$ is constructed as follows:

- For each $u \in U_i$, $1 \leq i \leq h$, add an edge to each $\alpha_{\{u,w\}} \in A_{i,1}$,
- for each $\alpha_{\{u,w\}} \in A_{i,j}$, $1 < j < h$, add an edge to each $\alpha_{\{u,w\}} \in A_{i,j+1}$,
- for each $\alpha_{\{u,w\}} \in A_{i,h}$, $1 \leq i < h$, add an edge to each $u' \in U_{i+1}$,
- for each $\alpha_{\{u,w\}} \in A_{h,h}$, add an edge to $s_1$,
- add the edge $\{s_1, s_2\}$,
- for each $w \in W_1$, add the edge $\{s_2, w\}$,
- for each $w \in W_i$, $1 < i \leq h$, add an edge to each $\delta_{\{w,u\}} \in D_{i,1}$,
- for each $\delta_{\{w,u\}} \in D_{i,j}$, $1 \leq j < h$, add an edge to each $\delta_{\{w,u'\}} \in D_{i,j+1}$, and
- for each $\delta_{\{w,u\}} \in D_{i,h}$, $1 \leq i < h$, add an edge to each $w' \in W_{i+1}$.

The idea behind the construction is that any path from the first level to the last level corresponds to a selection of $2h$ vertices and of $2h^2$ edges incident with these vertices.

The vertex selection gadget is visualized in Figure 8.

**Validation gadget by graph $G_2$.** With the second graph $G_2$ we enforce that the selected ascending and descending edges between each color pair $U_i$ and $W_j$ correspond to the
Figure 8: The lower half of the vertex selection gadget $G_1$ for $h = 5$. The circles annotated with $U_i$ or $A_{i,j}$ correspond to the respective vertex set from the construction, $s_1$ and $s_2$ are single vertices connected by an edge. The thick gray edges represent the edges between the two vertex sets they connect. The thick black edges indicate that all edges between the two vertex sets are present. The upper half of the gadget is symmetric and not depicted.

same edge in $H$ and that any path of length $2h + 2h^2 + 1$ passes through each level of $G_1$ and each level of $G_2$. Formally, $G_2$ is constructed as follows. Herein, assume an arbitrary but fixed ordering on pairs of low and high colors.

- Level 1 contains $s_1$.
- Level $2i$, $1 \leq i \leq h^2$, contains all ascending vertices of the $i$th color pair,
- Level $2i + 1$, $1 \leq i \leq h^2$, contains all descending vertices of the $i$th color pair,
- Level $2h^2 + 2$ contains $s_2$,
- Level $2h^2 + 2 + i$, $1 \leq i \leq h$, contains all vertices from $U_i$, and
- Level $2h^2 + h + 2 + i$, $1 \leq i \leq h$, contains all vertices from $W_i$.

All edges between consecutive levels are added except for the levels $2i$ and $2i+1$, $1 \leq i \leq h^2$: Here, we add only an edge between vertices that correspond to the same edge, that is, we add the edge set $\{\alpha_{\{u,w\}}, \delta_{\{w,u\}} \mid \{u, w\} \in F\}$. The validation gadget is visualized in Figure 9.

To finish the construction we set $k := 2h + 2h^2 + 2$. The reduction clearly runs in polynomial time and the new parameter $k$ depends only on the parameter $h$ of the
Figure 9: The lower half of the levels of the validation gadget $G_2$ for $h = 5$. The circles annotated with $A_{i,j}$ or $D_{i,j}$ correspond to the respective vertex set from the construction, $s_1$ and $s_2$ are single vertices. The thick gray edges represent the edges between the two vertex sets they represent. The thick black edges indicate that all possible edges between the respective vertex sets are present. Dashed edges indicate that some vertex sets are not visualized. The higher levels of the gadget are not depicted.

**Multicolored Biclique instance.**

**Correctness.** Thus it remains to show equivalence of the instances.

($\Rightarrow$): Let $K = \{u_1, \ldots, u_h, w_1, \ldots, w_h\}$ be a multi-colored biclique in $H$. Let $X$ be the vertex set containing $K$, $s_1$, and $s_2$, and for each edge $e$ of $H[K]$, the ascending and the descending vertex corresponding to $e$. We show that $G_1[X]$ and $G_2[X]$ have a Hamiltonian path. In $G_1$, this path starts at $u_1$, then visits $\alpha u_1, w_1$, then $\alpha u_1, w_2$ until $\alpha u_1, w_h$. Then it visits $u_2$ and the ascending vertices corresponding to edges incident with $u_2$ in the same fashion, that is, first $\alpha u_2, w_1$, then $\alpha u_2, w_2$, and so on. This is continued until $\alpha u_h, w_h$ is visited. Then, the path visits $s_1$ and $s_2$. Then it visits the high vertices and the descending vertices for their incident edges in the same fashion. By construction, all necessary edges are present: neighboring edge vertices correspond to edges that share one endpoint, and after a vertex $\alpha_i$, the next visited edge vertex is incident with $\alpha_i$. In $G_2$, the path visits each level exactly once, going from level 1 through level $k$. The necessary edges are present since the only neighboring levels that are not complete bipartite graphs are those that contain ascending and descending vertices of the same color pair. Since for each color pair the ascending and descending vertex in $S$ correspond to the same edge in $H$, they are adjacent in $G_2$.

($\Leftarrow$): Observe that any vertex set consisting only of vertices from $\{s_1, s_2\} \cup \bigcup_{1 \leq i \leq h}(U_i \cup W_i)$ is disconnected either in $G_1$ or in $G_2$. Thus, the set $X$ contains at least one ascending or descending vertex. In either case it must also contain an edge vertex of the
other type: In $G_2$, the levels containing ascending and descending vertices alternate and any set containing either only vertices of the first two levels of $G_2$ or only of vertices of the last $2h + 2$ levels is disconnected in $G_1$. Now, since $X$ contains an ascending and a descending vertex and since $G_1[X]$ is connected, the vertices $s_1$ and $s_2$ are contained in $X$. Thus, the vertex set $X$ contains a vertex from the first and the last level of $2h + 2h^2 + 2$ levels in $G_2$. This implies that it contains exactly one vertex of each level of $G_2$. Thus, the vertex set $X$ contains exactly $h$ low vertices and $h$ high vertices with different colors and it contains for each color pair an ascending and a descending vertex. By construction of $G_2$ and since $G_2[X]$ has a Hamiltonian path visiting each level exactly once, these two vertices are the same, that is, the $2h^2$ ascending and descending vertices correspond to $h^2$ edges in $H$. By construction of $G_1$ and since $G_1[X]$ has a Hamiltonian path visiting each level of $G_1$ exactly once, these edges are incident only with vertices of $(U \cup W) \cap X$. Thus, $H[(U \cup W) \cap X]$ is a multicolored biclique.

To make this reduction work for any $t \geq \ell \geq 2$, we can insert $\ell - 2$ additional layers of complete graphs and $t - \ell$ layers of edgeless graphs.

7. Conclusion

We performed a systematic study of the (parameterized) computational complexity of subgraph detection problems in multi-layer networks. In particular, we encountered several computational hardness results for multi-layer subgraph detection problems that are solvable in polynomial time in the single-layer case. In the following, we list some possibilities for future research with the goal to obtain positive algorithmic results.

First, the case of two-layer graphs should continue to receive special attention. We showed that Matching-ML-Subgraph is solvable in polynomial time in the two-layer case, whereas it is $W[1]$-hard when parameterized by the number of vertices to select $k$ for three or more layers. Considering acyclic subgraphs, Agrawal et al. [2] also showed specialized algorithms for the two-layer case. Also Cai and Ye [14] focused mostly on the two-layer case. It would be interesting to systematically explore which subgraph detection problems are tractable in the two-layer case and to identify more problems that behave differently for two and three layers.

Second, in many applications the input graphs are directed. One of our hardness results transfers directly to this case: The construction in the reduction from Multi-colored Biclique to Hamiltonian-ML-Subgraph (proof of Theorem 4) can be easily adapted to yield directed acyclic graphs by orienting all edges from lower levels to higher levels, implying that Hamiltonian-ML-Subgraph is NP-hard and W[1]-hard when parameterized by $k$ for all $\ell \geq 2$ and $t \geq \ell$ if every layer is a directed acyclic graph. Hence, for directed acyclic graphs the complexity gap between the cases with one and two layers is even bigger because we can find a longest path in a directed acyclic graph in polynomial-time (as opposed to being NP-hard and FPT with respect to subgraph order $k$ in the undirected single-layer case). As also already mentioned by Cai and Ye [14], finding positive algorithmic results for multi-layer subgraph problems in directed graphs is a challenging open direction.
Finally, in some applications, one is interested in different subgraph properties for each layer \([1, 13]\). For example, in the SUPPORTED PATH problem, one layer is undirected and one layer is directed, and one aims to find an induced subgraph that is connected in the undirected layer and Hamiltonian in the directed layer \([27]\). There is only limited systematic investigation of the complexity of such mixed multi-layer subgraph problems \([1, 13]\).
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A. Definitions

**Asteroidal Triple-Free Graph** An independent set of size three where each pair of vertices is joined by a path that avoids the neighborhood of the third is called an *asteroidal triple*. A graph is *asteroidal triple-free* if it does not contain asteroidal triples.

**c-Colorable Graph** A graph is *c-colorable* if there is a way of coloring the vertices with at most *c* different colors such that no two adjacent vertices share the same color.
- Connectivity A graph is called $c$-connected if it contains at least $c + 1$ vertices, but does not contain a set of $c - 1$ vertices whose removal disconnects the graph.

- Core A graph is called a $c$-core if each vertex has degree at least $c$.

- Edge-Connectivity A graph is called $c$-edge-connected if it does not contain a set of $c - 1$ edges whose removal disconnects the graph.

- Factor A graph has a $c$-factor if it has a $c$-regular spanning graph.

- Regular Graph A graph is called $c$-regular if every vertex has degree $c$.

- Truss A graph is called a $c$-truss if it is connected and each edge is contained in at least $c - 2$ triangles.

Chordal Graph A graph is called chordal if each induced cycle has at most three vertices.

Cluster Graph A graph is called a cluster graph if it is a collection of disjoint cliques.

Cograph A graph is called a cograph if it does not contain any induced path of length four.

Comparability Graph A graph is called a comparability graph if there is a partial order over the vertices such that each pair of vertices is adjacent if and only if it is comparable.

Complete Multipartite Graph A graph is called complete multipartite if the vertex set can be partitioned such that each vertex pair is adjacent if and only if the two vertices are in different partitions.

Edgeless Graph A graph is called edgeless if it does not contain any edges.

Forest A graph is called a forest if it is a collection of trees.

Hamiltonian Graph A graph is called Hamiltonian if it contains a Hamiltonian path, that is, a simple path that visits each vertex exactly once.

- Index The $h$-index of a graph is the largest integer $h$ such that the graph contains at least $h$ vertices with degree at least $h$.

Interval Graph A graph is called an interval graph if an interval of the real numbers can be assigned to each vertex such that two vertices are adjacent if and only if the intervals overlap.

Line Graph A graph is called a line graph if there is another graph such that each vertex of the line graph corresponds to an edge of the other graph and two vertices in the line graph are adjacent if the corresponding edges in the other graph share a common endpoint.

Matching A graph has a matching if it has a 1-factor.
**Perfect Graph** A graph is called *perfect* if the chromatic number of every induced subgraph equals the size of the largest clique of that subgraph. The *chromatic number* of a graph is the smallest $c$ such that the graph is $c$-colorable.

**Permutation Graph** A graph is called a *permutation graph* if the vertices represent elements in a permutation such that two vertices are adjacent if and only if the respective pair of elements is reversed by the permutation.

**Planar Graph** A graph is called *planar* if it can be embedded in the plane without edge-crossings, that is, it can be drawn on the plane such that its edges only intersect at their endpoints.

**Quasi-Threshold Graph** A graph is called a *quasi-threshold graph* if it does not contain any induced path of length four and any induced cycle of length four.

**Split Graph** A graph is called a *split graph* if its vertices can be partitioned into a clique and an independent set.

**Star** A graph is called a *star* if it is a tree with only one internal node.