ON BAER-NUNZIATO MULTIPHASE FLOW MODELS

M. HILLAIRET

Abstract. In these notes, we present an analytical tool for the derivation of Baer-Nunziato multiphase flow systems with one velocity. We explain the method in the case of the isentropic Navier Stokes equations. We then apply this method to models with temperature and show the main computations which are necessary to the derivation.

INTRODUCTION

Multiphase flows are involved in many industrial process. In some of them, experimental results are lacking. It is then mandatory to involve theoretical/abstract arguments to derive predictive models. In this note, we describe an analytical tool which aims to help in this task. We focus on multiphase flows for which the mixture holds at a lower scale than observation. This means that each fluid element volume that we consider contains a melange of several phases. In terms of topological distribution of interfaces, this corresponds to "mixed/transitional" or "dispersed" flows in the classification of [9]. In this context, a classical method for deriving multiphase flow models consists in the following steps:

(1) to write local equilibrium equations for all phases;
(2) to fix transfer equations at interfaces;
(3) to perform means and obtain average equations.

Several classical difficulties arise [6,9]. First, the nature of the mean operators involved in the last step is a current subject of debate. Second, the obtained averaged equations remain to be closed. This leads to the introduction of adequate closure equations, that are also subject to debate. Herein, we consider simplified cases in which we can interpret the mixture model obtained after steps (1) and (2) of the method as the equations for a single-phase fluid whose macroscopic fields (density, velocity, pressure, internal energy) exhibit discontinuities (corresponding to jumps of the values of these quantities in the different components of the mixture). Then, the third step (3) of the derivation can be seen as a homogenization problem for oscillating solutions to the single-phase model.

From the analytical stand-point, the analysis of oscillations in single-phase models is a classical issue related to the construction of weak solutions. We describe now the approach of [7,12] in the case of viscous compressible models for the simplified 1D case. Let consider the problem of finding \((\rho, u)\) solution to

\[
\begin{align*}
\partial_t \rho + \partial_x (\rho u) &= 0, \\
\partial_t (\rho u) + \partial_x (\rho u^2) &= \partial_x (\mu \partial_x - p), \\
p &= a \rho^{\gamma},
\end{align*}
\]

\(1, 2, 3\)
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where $\mu, a > 0$ are constant parameters and $\gamma > 1$ is a given exponent. For simplicity, let consider periodic solutions to this system so that the above equations are satisfied on the torus $T = \mathbb{R}/2\pi\mathbb{Z}$. Standard formal multiplier arguments show that a reasonable solution to (1)-(2)-(3) has to conserve the fluid mass:

$$\int_T \rho(t, x)dx = \int_T \rho(0, x)dx,$$

and dissipate the total energy:

$$\mathcal{E}(t) = \int_T \left[ \rho(t, x)|u(t, x)|^2 + \frac{a}{\gamma-1} \rho^\gamma(t, x) \right] dx,$$

with an a priori dissipation rate:

$$\frac{d}{dt} \mathcal{E}(t) = -\int_T \mu |\partial_x u(t, x)|^2 dx.$$

In the multidimensional setting, constructing global classical solutions to (1)-(2)-(3) seems out of reach. Then, one needs to turn to the construction of weak solutions, in the sense that these solutions satisfy

- (1)-(2)-(3) in the sense of distributions,
- conservation law (4) and energy estimate (6).

A classical method for constructing such solutions is the compactness method: one first constructs global solutions to a regularized system $(\rho_n, u_n)_{n \in \mathbb{N}}$ and then, letting the regularization parameter $n \to \infty$, shows that it is possible to extract a cluster point which is a weak solution to (1)-(2)-(3). To prove this property, one possibility is to introduce Young measures to describe the propagation of oscillations in the solutions and derive an entropy estimate showing that if there are no oscillations initially – i.e. that the Young measures are concentrated on a graph – then the same holds for all times. A crucial intermediate step consists in finding combinations of unknowns which enjoy better compactness properties (see the properties of the effective viscous flux [8,13]). To derive multiphase systems, one extends these computations to a larger class of Young measures.

In this note, we first construct the class of Young measures which may represent multiphase flows. Then, we detail the results that are obtained in [1]. In particular, we recall the main key-question/ingredients that underly the derivation of a multiphase system. In the last section, we consider a temperature-dependent model and we perform the formal computations that enable to guess the multiphase flow system that this method would enable to derive.

1. Modeling a multiphase flow via Young measures

In this section, we illustrate the relations between oscillations and multiphase flows on a particular case. We then depict briefly how Young measures enable to describe oscillations and thus represent multiphase flows.

1.1. Relations between oscillations and multiphase flows

Let consider the mixture of two phases, say a liquid and a gas. Assume for simplicity that the mixture fills the container $\Omega = [0, 1]^d$ in $\mathbb{R}^d$. There is no restriction on the dimension $d$ at this level. We denote $\rho_l : \Omega_l \to [0, \infty)$ (resp. $\rho_g : \Omega_g \to [0, \infty)$) the density field of the liquid (resp. of the gas). This density-field is defined on the domain $\Omega_l$ occupied by the liquid (resp. $\Omega_g$ occupied by the gas). Assuming that the phases are immiscible and that there is no vacuum in the domain, we have:

$$\overline{\Omega}_g \cup \overline{\Omega}_l = \overline{\Omega}, \quad \Omega_g \cap \Omega_l = \emptyset.$$
First, we note that since $\Omega$ is bounded and $\rho(x)$ is constant, we can introduce the composite density:

$$\rho(x) = \rho_l(x)1_{\Omega_l}(x) + \rho_g(x)1_{\Omega_g}(x) = \begin{cases} \rho_l(x), & \text{if } x \in \Omega_l, \\ \rho_g(x), & \text{if } x \in \Omega_g. \end{cases}$$

We may then introduce the composite density:

We focus on models such that any infinitesimal volume contains both phases. For instance, an application we have in mind is a bubbly flow where $\Omega_g$ is the union of a large number of small gas drops inside the liquid. To describe this particular case, let introduce a parameter $\varepsilon > 0$ (small) and denote $(T^\varepsilon_k)_{k \in K^\varepsilon}$ a covering of $[0, 1]^d$ with cubes of width $\varepsilon$. Each cell $T^\varepsilon_k$ contains a drop $D^\varepsilon_k \subset T^\varepsilon_k$ of volume $\alpha_g\varepsilon^d$, say $D^\varepsilon_k$ is the cube with center $x^\varepsilon_k$ and radius $\alpha_g^{1/d}\varepsilon$, where $x^\varepsilon_k \in T^\varepsilon_k$ and $\alpha_g \in (0, 1)$ represents the volume fraction of the liquid phase. If we assume furthermore that $\rho_g$ and $\rho_l$ are constant, we obtain:

$$1_{\Omega_g} = \sum_{k \in K^\varepsilon} 1_{D^\varepsilon_k}, \quad 1_{\Omega_l} = \sum_{k \in K^\varepsilon} 1_{T^\varepsilon_k \setminus D^\varepsilon_k},$$

and

$$\rho = \rho^\varepsilon = \rho_g \sum_{k \in K^\varepsilon} 1_{D^\varepsilon_k} + \rho_l \sum_{k \in K^\varepsilon} 1_{T^\varepsilon_k \setminus D^\varepsilon_k}.$$ 

Since we assume $\varepsilon << 1$, we want to compute a description of the mixture by finding a limit to $(\rho^\varepsilon)_{\varepsilon>0}$ when $\varepsilon \to 0$. The basics of the multiphase flow modeling is contained in the following proposition:

**Proposition 1.** In the example described above, let denote $\bar{\rho} := \alpha_g \rho_g + (1 - \alpha_g)\rho_l$. There holds:

- $\rho^\varepsilon \to \bar{\rho}$ in $L^p(\Omega)$ for arbitrary $p \in [1, \infty)$,
- $\rho^\varepsilon \to \bar{\rho}$ in $L^p(\Omega)$ for $p \in [1, \infty)$ if and only if $\rho_g = \rho_l$.

**Proof.** First, we note that since $\Omega$ is bounded and $\rho_g, \rho_l$ are constant, the densities $(\rho^\varepsilon)_{\varepsilon>0}$ are bounded in $L^p(\Omega)$ for arbitrary $p \in [1, \infty]$. 

---
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Given \( \varphi \in C_c^\infty(\Omega) \) we have:

\[
\int_\Omega \rho^\varepsilon \varphi = \sum_{k \in \mathbb{K}^x} \rho_g \int_{\mathcal{P}_k^x} \varphi + \rho_l \int_{T_k^x \setminus \mathcal{D}_k^x} \varphi,
\]

\[
= \sum_{k \in \mathbb{K}^x} (\alpha_g \rho_g + (1 - \alpha_g) \rho_l) \int_{T_k^x} \varphi + O(\varepsilon),
\]

which entails the weak convergence.

On the other hand, we obtain the necessary condition for the strong convergence in \( L^1 \) to hold, which entails the other result. We have:

\[
\int_\Omega |\rho^\varepsilon - (\alpha_g \rho_g + (1 - \alpha_g) \rho_l)| = \sum_{k \in \mathbb{K}^x} |\mathcal{D}_k^x|(1 - \alpha_g)|\rho_g - \rho_l| + |T_k^x \setminus \mathcal{D}_k^x|\alpha_g|\rho_g - \rho_l|
\]

\[
\sim \alpha_g(1 - \alpha_g)|\rho_g - \rho_l|. \tag{3}
\]

Since \( \alpha_g \in ]0, 1[ \), this term converges to 0 if and only if \( \rho_g = \rho_l \). \( \square \)

If \( \rho_g \neq \rho_l \), the lack of strong convergence is due to the strong oscillations of \( \rho^\varepsilon \). These oscillations are related to the multiphase nature of the flow under consideration. Introducing the Young measures – which enable to describe the density oscillations – we expect to be able to represent the different phases in the flow. Before a brief description of these Young measures, several remarks are in order. First, we emphasize that we need a tool enabling to split the informations on the partial densities \( \rho_g \) and \( \rho_l \) and volume fraction \( \alpha_g, \alpha_l = 1 - \alpha_g \). Indeed, though these quantities are known in the above construction, in a realistic derivation, we may only have access to mean quantities such as \( \bar{\rho} \). Second, we note that we restrict here to density-oscillations and shall obtain one-velocity models only. This is related to the viscous setting under consideration below. Similar tools can be constructed to describe velocity oscillations in the inviscid case. This leads to further theoretical difficulties. We refer the reader to [4] for more details.
1.2. Reminder on Young measures

The theory of Young measures or generalized functions is introduced by [3,14] for the analysis of partial differential equations. The key-idea is to identify a function with a positive Radon measure. One possible motivation is the bubbly-flow example above in which the lack of strong-compactness of the density sequence \((\rho^\varepsilon)_{\varepsilon>0}\) is due to the oscillations of the indicator functions \(1_{\Omega}\), and \(1_{\Omega_\varepsilon}\) whose convergences are better computed in the space of measures.

To describe density oscillations, one proposes that a density-field \(\rho \in L^1(\Omega)\) is identified with a measure \(\nu := \nu_\rho\) on \(\Omega \times \mathbb{R}\) as defined by:

\[
\langle \nu_\rho, B \rangle = \int_\Omega B(x, \rho(x)) dx, \quad \forall B \in C_b(\Omega \times \mathbb{R}).
\]

We note that this identification yields that \(\nu_\rho\) is positive and that its mass is \(|\Omega|\). In particular, in the case \(\Omega = [0,1]^d\), we obtain a probability measure. The above identification can be interpreted as seeing the mapping \(x \mapsto (x, \rho(x))\) as a random variable on \(\Omega\) and constructing the associated law \(\nu_\rho\). One good feature of this identification is that we may apply directly results on random variables to yield:

**Lemma 2.** Let \((\rho^\varepsilon)_{\varepsilon>0}\) be a bounded sequence in \(L^1(\Omega)\). Let denote \((\nu^\varepsilon)_{\varepsilon>0}\) the associated sequence of measures. Then, up to the extraction of a subsequence, we have that \((\nu^\varepsilon)_{\varepsilon>0}\) converges to a positive measure \(\check{\nu}\) in the sense that:

\[
\lim_{\varepsilon \to 0} \langle \nu^\varepsilon, B \rangle = \langle \check{\nu}, B \rangle, \quad \forall B \in C_b(\Omega \times \mathbb{R}).
\]

This result is a consequence to the fact that, with the assumptions of this lemma, the random variables \(x \mapsto (x, \rho^\varepsilon(x))\) are uniformly tight. We recall that, with this abstract result at-hand, we can then apply the disintegration theorem to construct a measurable mapping \(x \mapsto \check{\nu}_x\) where \(\check{\nu}_x\) is a probability measure on \(\mathbb{R}\) so that:

\[
\langle \check{\nu}, B \rangle = \int_\Omega \langle \check{\nu}_x, B(x, \cdot) \rangle dx.
\]

The new mapping \(x \mapsto \check{\nu}_x\) will be called generalized-functions while we shall keep the name Young measures for \(\nu\). To give a more "computable" approach to \(\check{\nu}_x\) we also provide the following characterization:

**Lemma 3.** Under the assumptions of Lemma 2, the generalized functions \(x \mapsto \check{\nu}_x\) satisfy:

\[
\lim_{\varepsilon \to 0} \beta(\rho^\varepsilon(x)) = (x \mapsto \langle \check{\nu}_x, \beta \rangle) \quad a.e.
\]

for arbitrary \(\beta \in C_b(\mathbb{R})\).

**Proof.** It suffices to remark that for arbitrary \(\beta \in C_b(\mathbb{R})\), the sequence \((\beta(\rho^\varepsilon))_{\varepsilon>0}\) is bounded in \(L^\infty(\Omega)\) and converges weakly (up to the extraction of a subsequence) to some \(\check{\beta} \in L^\infty(\Omega)\). For arbitrary \(\phi \in C_c^\infty(\Omega)\), we have then:

\[
\lim_{\varepsilon \to 0} \int_\Omega \beta(\rho^\varepsilon(x)) \phi(x) dx = \int_\Omega \check{\beta}(x) \phi(x) dx
\]

and, on the other hand, considering \(B(x, \xi) = \phi(x) \beta(\xi) \in C_b(\Omega \times \mathbb{R})\) and applying the definition of \(x \mapsto \check{\nu}_x\):

\[
\lim_{\varepsilon \to 0} \int_\Omega \beta(\rho^\varepsilon(x)) \phi(x) dx = \lim_{\varepsilon \to 0} \int_\Omega B(x, \rho^\varepsilon(x)) dx = \langle \check{\nu}, B \rangle = \int_\Omega \langle \check{\nu}_x, \beta \rangle \phi(x) dx.
\]

\(\square\)
The second construction suits better the analysis of partial differential equations. Indeed, with this construction, the computation of the Young measures reduces to compute limits of functions of the sequence of densities. Computing then equations for Young measures can be related to the theory of renormalized solutions (see [5]). We keep in what follows the notations introduced in this last proof for variables in the space $\Omega \times \mathbb{R}$ (on which will be defined our Young measures). We denote by $x \in \Omega$ the space variable and by $\xi \in \mathbb{R}$ the "density" variable.

As a first application, we show that the Young measures enable to characterize completely the limit in the bubbly-flow example of Section 1.1. Indeed, we have the following proposition:

**Proposition 4.** Keeping the notations of Section 1.1, the measures associated with the densities $(\rho^\varepsilon)_{\varepsilon > 0}$ converge toward the generalized function:

$$x \mapsto \bar{\nu}_x = \alpha_g \delta_{\rho_g} + (1 - \alpha_g) \delta_{\rho_l}.$$ 

We denote in this proposition $\delta_{\xi_0}$ the Dirac measure centered in $\xi_0$. This result writes also : for arbitrary $B \in C_b(\Omega \times \mathbb{R})$

$$\langle \bar{\nu}, B \rangle = \int_{\Omega} (\alpha_g B(x, \rho_g) + (1 - \alpha_g) B(x, \rho_l)) dx.$$ 

**Proof.** We apply the method proposed by Lemma 3 to compute the limit. Given $\beta \in C_b(\mathbb{R})$ and $\varphi \in C^\infty_c(\Omega)$ we have:

$$\int_{\Omega} \beta(\rho^\varepsilon) \varphi(x) dx = \beta(\rho_g) \int_{\Omega} \varphi(x) 1_{\Omega_g} + \beta(\rho_l) \int_{\Omega} \varphi(x) 1_{\Omega_l}.$$ 

Here standard arguments show that:

$$\int_{\Omega} \varphi(x) 1_{\Omega_g} = \sum_{k \in K^\varepsilon} \alpha_g \varepsilon^3 \varphi(x^\varepsilon_k) + O(\varepsilon)$$

$$= \alpha_g \int_{\Omega} \varphi(x) dx + O(\varepsilon).$$

Similarly, we obtain:

$$\int_{\Omega} \varphi(x) 1_{\Omega_l} = (1 - \alpha_g) \int_{\Omega} \varphi(x) dx + O(\varepsilon),$$

so that, in the limit $\varepsilon \to 0$, we obtain:

$$\lim_{\varepsilon \to 0} \int_{\Omega} \beta(\rho^\varepsilon) \varphi(x) dx = [\alpha_g \beta(\rho_g) + (1 - \alpha_g) \beta(\rho_l)] \int_{\Omega} \varphi(x) dx.$$ 

Clearly, Proposition 4 extends to more general cases. We can perform similar computations if $\rho_g, \rho_l$ and $\alpha_g$ are not constant but restrictions of continuous functions defined on $\Omega$. But, we may also obtain comparable results in case the cells $(T^\varepsilon_k)$ contain more than two species. With the observations of this section, we obtain that the class of generalized functions representing a multiphase flow containing $k$ phases is the set

$$C_k := \left\{ x \mapsto \sum_{i=1}^{k} \alpha_i(x) \delta_{\rho_i(x)} \text{ s.t. } \alpha_i \geq 0 \text{ and } \sum_{i=1}^{k} \alpha_i = 1 \right\}.$$ 

We have also the following method to derive multiphase flows with $k \geq 2$ phases:

1. to write local equilibrium equations for all phases;
2. to fix transfer equations at interfaces.
After these two steps, we interpret the obtained system as a single-phase system for the composite unknowns (see for example the definition of $\bar\rho$). It remains then

(3) to compute a homogenized single-phase system by introducing Young measures or generalized functions;
(4) to compute solutions to the obtained system prescribing furthermore that the generalized functions are initially in $C_k$.

2. **Isentropic compressible Navier Stokes system**

To show one application, we report on [2], where we consider the mixture of different phases modeled by the isentropic Navier Stokes system.

2.1. **Microscopic model.**

We start here with the two first steps in case of two viscous compressible phases. From now on, when there are only two phases, we choose to identify the phases with the two indices $+$ and $-$. We keep numbers for more complicated cases and indices $g,l$ for the particular case of a liquid-gas mixture. In this modeling step, we consider a 3D configuration.

(1) **Local equilibrium equations for phases.** Assuming that the flows are isentropic, we describe the time evolution of the phases by introducing their density/velocity-field $(\rho_+, u_+)$ and $(\rho_-, u_-)$ respectively. We also assume that viscosity is not to be neglected in both phases and we introduce $(\mu_\pm, \lambda_\pm)$ and $p_\pm$ the respective viscosities and pressure laws of the phases. For $k = +, -$ we can then model the behavior of phase $k$ by saying that the triplet $(\rho_k, u_k)$ is a solution to the compressible Navier Stokes equations

$$\begin{align*}
\partial_t \rho_k + \text{div}(\rho_k u_k) &= 0, \\
\partial_t (\rho_k u_k) + \text{div}(\rho_k u_k \otimes u_k) &= \text{div}\Sigma_k,
\end{align*}$$

on the domain $\Omega_k(t)$, filled by the phase $k$, and with the constitutive equations:

$$\Sigma_k = \mu_k(\nabla u_k + \nabla^\top u_k) + (\lambda_k \text{div} u_k - p_k)I_3, \\
p_k = p_k(\rho_k), \mu_k = \mu_k(\rho_k), \lambda_k = \lambda_k(\rho_k).$$

We emphasize that the constitutive equations may differ in both phases. In what follows, we denote the composite unknowns

$$\rho = \rho_+ 1_{\Omega_+} + \rho_- 1_{\Omega_-}, \quad u = u_+ 1_{\Omega_+} + u_- 1_{\Omega_-}.$$

(2) **Interface equations.** By convention, there holds:

$$\Omega_+ \cap \Omega_- = \emptyset, \quad \overline{\Omega_+} \cup \overline{\Omega_-} = \Omega.$$

Though we do not write it explicitly, the domain of each phase depends on time. We prescribe now the time-evolution of their interfaces. We assume the two phases do not slip on each other. On $\partial \Omega_+ \cap \partial \Omega_-\,\,$ we have then $u_+ = u_-$ and the interface moves with the velocity $u_I = u_+ = u_-$. We fix now the phase interactions at their interfaces. First, we assume that there is no mass transfer. Standard computations on continuity equations entail that the composite density satisfies:

$$\partial_t \rho + \text{div}(\rho u) = 0 \quad \text{on} \, \Omega.$$

Second, we assume continuity of normal stress. Again, classical assumptions entail then that:

$$\partial_t (\rho u) + \text{div}(\rho u \otimes u) = \text{div}\Sigma.$$

(7)
where
\[ \Sigma = \Sigma_+ \mathbf{1}_{\Omega_+} + \Sigma_- \mathbf{1}_{\Omega_-}. \]  
(8)

At this point, we remark that the values of \( \Sigma_+ \) and \( \Sigma_- \) differ only because of the values of the viscosity coefficients \( \mu, \lambda \) and pressure law \( p \).

We assume then that the two phases are characterized by the fact that their densities range two non-overlapping intervals \( I_+ \) and \( I_- \). We can then encode the variation of viscosities by seeing the viscosities as density-dependent. Namely, we construct functions \( \tilde{\mu}, \tilde{\lambda} \) such that:
\[ \tilde{\mu}(r) = \begin{cases} \mu_+, & \text{if } r \in I_+, \\ \mu_-, & \text{if } r \in I_- \end{cases}, \]
and we perform a similar construction for pressure law:
\[ \tilde{p}(r) = \begin{cases} p_+(r), & \text{if } r \in I_+, \\ p_-(r), & \text{if } r \in I_- \end{cases}. \]

We have thus the global constitutive equations:
\[ \Sigma = \mu (\nabla u + \nabla^T u) + (\lambda \text{div} u - p) I_3, \]
\[ \mu = \tilde{\mu}(\rho), \quad \lambda = \tilde{\lambda}(\rho). \]
(10)

The simplified multiphase flow under consideration here is then modelled by the single-phase system (7)-(8)-(9)-(10) satisfied by the composite unknowns \( (\rho, u) \).

For the next steps of the analysis, we turn to the one-dimensional analogue system:
\[ \partial_t \rho + \partial_x (\rho u) = 0, \]
\[ \partial_t (\rho u) + \partial_x (\rho u^2) = \partial_x (\mu \partial_x u) - \partial_x p, \]
\[ p = \tilde{p}(\rho), \quad \mu = \tilde{\mu}(\rho), \]
(13)
in the periodic setting.

### 2.2. Analysis of the homogenization problem - main result

We proceed with the two last steps corresponding to the following homogenization problem. We consider a family \( (\rho^n, u^n, p^n)_{n \in \mathbb{N}} \) of solutions to (11)-(12)-(13) on \( (0, T) \times \mathbb{T} \) for some \( T > 0 \). Introducing the Young measures \( \tilde{\nu} \) associated with the sequence of densities \( (\rho^n)_{n \in \mathbb{N}} \), we aim at computing a limit \( (\tilde{\nu}, \tilde{u}, \tilde{p}) \) to the sequence \( (\nu^n, u^n, p^n)_{n \in \mathbb{N}} \) when \( n \to \infty \). Most of all, we aim to compute a system satisfied by this limit. It remains then to consider an associated generalized function \( x \mapsto \tilde{\nu}_x \) such that its initial value \( x \mapsto \nu_0 \) represents a multiphase flow, i.e. \( x \mapsto \nu_x \in \mathcal{C}_k \) for some \( k \geq 2 \).

In [2], we obtain a multiphase system, corresponding in the case \( k = 2 \) to the following bi-fluid system:
\[ \partial_t \alpha_+ + \bar{u} \partial_x \alpha_+ = \frac{\alpha_+ \alpha_-}{\alpha_- \mu_+ + \alpha_+ \mu_-} [ (p_+ - p_-) + (\mu_- - \mu_+) \partial_x \bar{u} ], \]
\[ \partial_t (\alpha_+ \rho_+) + \partial_x (\alpha_+ \rho_+ \bar{u}) = 0, \]
\[ \partial_t \bar{\rho} + \partial_x (\bar{\rho} \bar{u}) = 0 \]
\[ \partial_t (\bar{\rho} \bar{u}) + \partial_x (\bar{\rho} \bar{u}^2) = \partial_x (m \partial_x \bar{u}) - \partial_x \bar{p}, \]
(17)
with the compatibility condition
\[ \alpha_+ + \alpha_- = 1, \]  
(18)
and the constitutive equation:
\[ \mu_+ = \mu_+(\rho_+), \quad \mu_- = \mu_-(\rho_-), \quad p_+ = p_+(\rho_+), \quad p_- = p_-(\rho_-) \]  
(19)
\[ m = \frac{\mu_+ - \mu_-}{\alpha_+ \mu_- + \alpha_- \mu_+}, \quad \bar{p} = \alpha_+ \rho_+ + \alpha_- \rho_-, \quad \tilde{p} = \frac{\alpha_+ + \mu_- - \alpha_- \mu_+}{\alpha_+ \mu_- + \alpha_- \mu_+}. \]  
(20)

We recall that \((p_+, \mu_+)(p_-, \mu_-)\) are the respective state equations for both phases. The unknowns in this system are \(((\alpha_+, \rho_+), (\alpha_-, \rho_-), u)\). A more precise statement of this justification is the following theorem:

**Theorem 5.** Assume that the above construction yields viscosity/pressure laws such that:
\[ \tilde{p}' \geq 0, \quad \tilde{p}(s) = a s^\gamma \text{ for large } s, \]  
(21)
\[ \check{\mu}(s) \geq \mu^0, \quad \forall s \in [0, \infty). \]  
(22)

Let \((\rho^0_n, u^0_n)_{n \in \mathbb{N}}\) be a sequence of periodic initial data such that
- \[ \rho^0_n \in L^\infty(\mathbb{T}) \text{ with } \frac{1}{C_0} \leq \inf_{\mathbb{T}} \rho^0_n(x) \leq \sup_{\mathbb{T}} \rho^0_n(x) \leq C_0, \quad \forall n \in \mathbb{N}, \]
- \[ u^0_n \in H^1(\mathbb{T}) \text{ with } \|u^0_n\|_{H^1(\mathbb{T})} \leq C_0, \quad \forall n \in \mathbb{N}, \]
for a constant \(C_0\). Assume furthermore that there exists \(((\alpha^0_+, \rho^0_+), (\alpha^0_-, \rho^0_-)) \in (L^\infty(\mathbb{T}))^4\) and \(u^0 \in H^1(\mathbb{T})\) such that
- the generalized function \(x \mapsto \check{\nu}_x^0\) associated with the sequence of initial densities \((\rho^0_n)_{n \in \mathbb{N}}\) satisfies:
  \[ \check{\nu}_x = \alpha^0_+(x) \delta_{\rho^0_+(x)} + \alpha^0_-(x) \delta_{\rho^0_-(x)} \quad \text{a.e.,} \]
- \(u^0_n\) converges weakly to \(u^0\) in \(H^1(\mathbb{T})\).

Then there exists \(T > 0\) and a sequence of solutions \((\rho^n, u^n)_{n \in \mathbb{N}}\) to (11)-(12)-(13) on \((0, T)\) with initial data \((\rho^0_n, u^0_n)_{n \in \mathbb{N}}\) that converges to a solution \(((\alpha_+, \rho_+), (\alpha_-, \rho_-), u)\) to (14)-(15)-(17)-(18)-(19)-(20) with initial data \(((\alpha^0_+, \rho^0_+), (\alpha^0_-, \rho^0_-), u^0)\).

We emphasize that, in the assumptions of this theorem, we consider the already constructed extrapolated pressure law \(\tilde{p}\) and viscosity law \(\check{\mu}\). This may seem to have an impact on the result. However, if \(p_+\) and \(p_-\) or \(\mu_+\) and \(\mu_-\) satisfy both the corresponding assumptions, we can always construct extrapolated laws that match these assumptions. Furthermore, the computed multiphase system depends only on the value of the extrapolated laws on the intervals to which \(\rho_+\) and \(\rho_-\) belong.

### 2.3. Analysis of the homogenization problem - key issues

We do not give herein a full proof of Theorem 5. We raise only the critical issues and let the reader refer to [2] for more details. For this, let take for granted the construction of the solutions \((\rho^n, u^n)_{n \in \mathbb{N}}\) to (11)-(12)-(13). With the boundedness assumption on the initial data, one may reasonably consider that the associated sequence of solutions is bounded in the energy-sense:
\[ \sup_{n \in \mathbb{N}} \sup_{t \in (0, T)} E[\rho^n, u^n](t) + \int_0^T \int \mu^n |\partial_x u^n|^2 \leq E_0, \]  
(23)
for some strictly positive constant $E_0$. We recall that, in this case where $p$ is no longer a power of the density, the energy reads:

$$E[p, u](t) = \int_T \frac{1}{2} \rho(t, x) |u(t, x)|^2 + q(\rho(t, x)) \, dx,$$

where $q$ is associated with the extended pressure law via the relation:

$$\frac{d}{dz} \left[ \frac{q(z)}{z} \right] = \frac{p(z)}{z^2}.$$

The important property is that, under the assumption that $p' \geq 0$ this term can be made positive and the energy $E$ remains positive definite. We also point out that the viscosity is no longer constant and depends on $n$. We denote $\mu^n := \mu(\rho^n)$. We also add an a priori bound for simplicity. In the problem under consideration, vacuum/concentration of the density is not a first issue, so we enforce the following bounds on the densities:

$$\sup_n \sup_{t \in [0, T]} \{ \rho^n(t, x), 1/\rho^n(t, x) \} \leq C_0,$$

for some constant $C_0$.

Thanks to (23)-(24) we have the following bounds:

- $\rho^n$ is bounded in $L^\infty((0, T) \times \mathbb{T})$;
- $\partial_x u^n$ is bounded in $L^2(0, T; L^2(\mathbb{T}))$;
- $\sqrt{\rho^n} u^n$ is bounded in $L^\infty(0, T; L^2(\mathbb{T}))$.

We might then combine the above bounds on $\partial_x u^n$ with (24) to yield:

- $u^n$ is bounded in $L^2(0, T; H^1(\mathbb{T}))$;
- $z^n := \mu^n \partial_x u^n - p^n$ is bounded in $L^2((0, T) \times \mathbb{T})$.

Up to the extraction of a subsequence, we obtain that:

- $\rho^n$ converges to $\bar{\rho}$ in $L^\infty((0, T) \times \mathbb{T}) - w^*$;
- $u^n$ converges to $\bar{u}$ in $L^2(0, T; H^1(\mathbb{T})) - w$, and $L^2((0, T) \times \mathbb{T})$;
- $z^n$ converges to $\bar{z}$ in $L^2((0, T) \times \mathbb{T}) - w^*$.

The strong convergence of the velocity-fields yields as a classical application of Aubin-Lions lemma and relies on the coupling of bounds on $\partial_x u^n$ and bounds on $\partial_t u^n$ (obtained thanks to the momentum equation). Combining the above weak limits entails that:

$$\begin{align*}
\partial_t \bar{\rho} + \partial_x (\bar{\rho} \bar{u}) &= 0, \\
\partial_t (\bar{\rho} \bar{u}) + \partial_x (\bar{\rho} \bar{u}^2) &= \partial_x \bar{z}.
\end{align*}$$

One first critical issue is now to compute $\bar{z}$. Indeed, it is not clear that we may pass to the limit in the constitutive equation since it relies on nonlinear quantities $(\mu^n \partial_x u^n$ and $p(\rho^n)$) which are not preserved by weak limits. It is then necessary to identify new quantities which are compact for some strong topology, so that we may rewrite $z^n$ in terms of these quantities to pass to the limit combining weak and strong limits.

Part of this problem is also related to passing to the limit in nonlinear quantities of $\rho^n$. For this, we already showed that we have to rely on the introduction of Young measures $\mathcal{P}$. A second key-issue is then to write an evolution PDE satisfied by these Young measures. Finally, the system (14)-(15)-(17) is obtained by plugging in this evolution equation that the associated generalized functions $x \mapsto \hat{\nu}(t)_x \in C_2$ for $t \in (0, T)$. However, we assume in Theorem 5, that this property holds initially only. Hence, a last key-difficulty in the proof of Theorem 5 is to obtain that the property $x \mapsto \hat{\nu}(t)_x \in C_2$ is preserved in the homogenization process. For this, an important ingredient is that we may restrict to velocity-fields such that $\partial_x \hat{u} \in L^1(0, T; L^\infty(\mathbb{T}))$. This enables to construct classical solutions to (14)-(15)-(17) and perform a weak-strong uniqueness argument on the evolution equations satisfied by the Young measures.
3. Temperature-dependent models

In this last section, we proceed with temperature-dependent models. First, we detail the model under consideration (corresponding to steps (1) and (2)). Second, we provide formal estimates satisfied by reasonable solutions and show then which multiphase model the method we described previously would enable to derive. We remain in the 1D case throughout this section.

3.1. Microscopic model

We consider here a mixture of two perfect heat-conductive fluids. We denote \((\rho_+, u_+, p_+, \mu_+, e_+, \theta_+)\) (resp \((\rho_-, u_-, p_-, \mu_-, e_-, \theta_-)\)) the density/velocity/pressure/viscosity/internal energy/temperature of phase + (resp. phase −). In both phases \(k = +, −\) these unknowns satisfy the equations of a perfect heat-conductive gas (among the numerous references, see \([10,11]\)):

\[
\begin{align*}
\partial_t \rho_k + \partial_x (\rho_k u_k) &= 0, \\
\partial_t (\rho_k u_k) + \partial_x (\rho_k u_k^2) &= \partial_x (\mu_k \partial_x u_k - p_k), \\
\partial_t (\rho_k e_k) + \partial_x (\rho_k u_k e_k) &= \partial_x (\kappa_k \partial_x \theta_k) + (\mu_k \partial_x u_k - p_k) \partial_x u_k.
\end{align*}
\]

We complement the system with the constitutive equations:

\[
\mu_k = \mu_k(\rho), \quad p_k = c_{P,k} \rho_k \theta_k, \quad e_k = c_{V,k} \theta_k.
\]

Here we introduced the thermal capacities \(c_{V,k}\) and \(c_{P,k}\) and the heat conductivity \(\kappa_k\). All these parameters are assumed constant (but depending on the phase) and strictly positive. We may rewrite the last equation:

\[
\partial_t (q_k \theta_k) + \partial_x (q_k u_k \theta_k) = \partial_x (\kappa_k \partial_x \theta_k) + (\mu_k \partial_x u_k - p_k) \partial_x u_k,
\]

where \(q_k = c_{V,k} \rho_k \theta_k\). One good feature of this new unknown is that, since \(c_{V,k}\) is assumed constant (in each phase), there holds:

\[
\partial_t q_k + \partial_x (q_k u_k) = 0.
\]

We prescribe now the interface conditions. We again assume that the phases do not slip at their interface which moves with their joint velocity. We also prescribe continuity of

- normal stresses : \([\mu_k \partial_x u_k - p_k] = 0\),
- thermal fluxes : \([\kappa_k \partial_x \theta_k] = 0\).

Doing so, the extended unknowns (we recall that we denote \(\Omega_+\) and \(\Omega_-\) the subsets occupied by phase + and − respectively)

\[
\rho = \rho_+ \mathbf{1}_{\Omega_+} + \rho_- \mathbf{1}_{\Omega_-}, \quad u = u_+ \mathbf{1}_{\Omega_+} + u_- \mathbf{1}_{\Omega_-}, \quad \theta = \theta_+ \mathbf{1}_{\Omega_+} + \theta_- \mathbf{1}_{\Omega_-},
\]

satisfy the extended system

\[
\begin{align*}
\partial_t \rho + \partial_x (\rho u) &= 0, \quad (25) \\
\partial_t q + \partial_x (qu) &= 0, \quad (26) \\
\partial_t (pu) + \partial_x (pu^2) &= \partial_x (\mu \partial_x u - p), \quad (27) \\
\partial_t (q\theta) + \partial_x (qu \theta) &= \partial_x (\kappa \partial_x \theta) + (\mu \partial_x u - p) \partial_x u, \quad (28)
\end{align*}
\]

with constitutive equations:

\[
\mu = \tilde{\mu}(\rho), \quad q = \tilde{q}(\rho), \quad \kappa = \tilde{\kappa}(\rho), \quad p = \tilde{c}(\rho) \theta.
\]
Here we introduced $\tilde{\mu}, \tilde{q}, \tilde{\kappa}$ and $\tilde{c}$ functions that are given by the same extension process as in the isentropic case. Under the further assumption that $\rho_+$ and $\rho_-$ range two non-overlapping intervals $I_+$ and $I_-$ respectively, we set:

$$(\tilde{\mu}, \tilde{q}, \tilde{\kappa}, \tilde{c})(r) = \begin{cases} (\mu_+(r), c_{V,+}r, \kappa_+, c_{P,+}r) & \text{if } r \in I_+ \\ (\mu_-(r), c_{V,-}r, \kappa_-, c_{P,-}r) & \text{if } r \in I_- \end{cases}$$

We assume below that these functions are smooth with

$$\tilde{\mu} \geq \mu_0, \quad \tilde{\kappa} \geq \kappa_0, \quad \text{and } z \mapsto \tilde{\rho}(z)/z, z \mapsto \tilde{q}(z)/z \text{ bounded.}$$

These assumptions are not restrictive in case $\rho_+$ and $\rho_-$ range two non-overlapping closed intervals. The unknowns of the above system (25)-(26)-(27)-(28)-(29) are ($\rho, u, \theta$). It is considered on the torus $T$ (and thus completed with periodic boundary conditions).

### 3.2. Fundamental estimates

We provide here a family of estimates that solutions to (25)-(26)-(27)-(28)-(29) should satisfy. The computations are inspired of [15]. We restrict to small solutions (in a sense we make precise below), but we allow solutions with large density discontinuities. This latter point is fundamental in the derivation of multiphase systems.

So, we consider in this section datas ($\rho^0, u^0, \theta^0$) such that

- $\rho^0 \in L^\infty(T)$ is far from zero,
- $u^0, \theta^0 \in H^1(T)$ (with $\theta^0 > 0$).

We introduce two constants ($V_\rho^0, V_\theta^0$) such that there holds initially:

$$\|\rho^0\|_{L^\infty} + \|1/\rho^0\|_{L^\infty} \leq V_\rho^0, \quad \|u^0\|_{H^1} + \|\theta^0\|_{H^1} \leq V_\theta^0,$$

(30)

were

$$\|\rho(t, \cdot)\|_{L^\infty} + \|1/\rho(t, \cdot)\|_{L^\infty} \leq M^0, \quad \|u(t, \cdot)\|_{H^1} + \|\theta(t, \cdot)\|_{H^1} \leq M^0,$$

(31)

$$\int_0^t \left[ \|\mu\partial_x u - p\|_{H^1}^2 + \|\kappa\partial_x \theta\|_{H^1}^2 \right] \leq |M^0|^2.$$

(32)

For technical reasons, we have to introduce a constant $E^0$ and restrict to solutions such that

$$\sup_{(0,T)} \left[ \int_T \mu|\partial_x u - p/\mu|^2 + \int_T \kappa|\partial_x \theta|^2 \right] \leq |E^0|^2$$

(33)

We emphasize that, to obtain (33) we will have to assume that initially

$$\int_T \mu^0|\partial_x u^0 - p^0/\mu^0|^2 + \int_T \kappa^0|\partial_x \theta^0|^2 \ll |E^0|^2 \ll |M^0|^2,$$

where $\mu^0 = \tilde{\mu}(\rho^0)$, $\kappa^0 = \tilde{\kappa}(\rho^0)$ and $p^0 = \tilde{c}(\rho^0)\theta^0$. Thus the estimates we compute below are only valid for well-prepared initial data.

The proof is based on a standard continuation principle: we assume that the large inequalities (31)-(32)-(33) hold on some interval $(0, T)$ and we prove that, as long as $T < T_0$ the strict inequality is actually true. A full analytical justification would then be completed thanks to the construction of a sufficiently smooth local
existence theory. We emphasize that there are three quantities to be fixed with the following estimates: $E^0, M^0$ and $T_0$. In order that there is no contradiction, we fix $E^0$ and then we compute restrictions on $M^0$ (which will have to be sufficiently large) and restrictions on $T_0$ (which will have to be sufficiently small).

So, from now on, let assume that we have initial data $(\rho^0, u^0, \theta^0)$ such that (30) holds true and that we are able to construct a solution $(\rho, u, \theta)$ on $(0, T)$ such that (31)-(32)-(33) hold true.

**Preliminaries.** We introduce from now on two notations $V^\infty$ and $V^\infty_\rho$. These notations stand for constants which depend only on $M_0$ and $V_0^\rho$ respectively. We forget about dependencies on parameters of the system such as $\tilde{\mu}, \tilde{c}, \ldots$ The involved constants may vary between lines. More precisely, when an inequality with such a constant is written, it must be understood as "There exists a constant $V^\infty/V^\infty_\rho$ depending only on $M_0/V_0^\rho$ such that the inequality holds true." We also use the symbol $K$ for constants which depend on the parameters of the problem only (these constants are typically related to Sobolev embeddings). Note that, with these conventions, when a constant $V^\infty/V^\infty_\rho$ and a constant $K$ should be involved together, we can drop the constant $K$.

First, we note that, by a standard embedding arguments, inequality (33) implies:

$$\int_0^T \|\mu \partial_x u - p\|_{L^\infty}^2 \leq |M^0|^2.$$  

Since $p$ is a smooth function of $\rho$ and $\theta$ we have also that $\|p(t, \cdot)\|_{L^\infty} \leq V^\infty$. Consequently, we obtain that (for $T < 1$), on $(0, T)$:

$$\int_0^t \|\partial_x u\|_{L^\infty}^2 \leq |V^\infty|^2.$$  

(34)

We forget here the factor $1/|\mu|^2$ on the right-hand side which is related to the data of the system only.

**Density estimate.** We note that $\rho$ satisfies a transport equation:

$$\partial_t \rho + u \partial_x \rho = -\rho \partial_x u.$$  

Classically (see [2] for instance), we have then (applying (34)):

$$\|\rho(t, \cdot)\|_{L^\infty} + \|1/\rho(t, \cdot)\|_{L^\infty} \leq V^0_{\rho} \exp\left(\int_0^t \|\partial_x u\|_{L^\infty}\right) \leq V^0_{\rho} \exp(\sqrt{TV^\infty})$$

Up to assuming that $M^0 > 2V^0_{\rho}$ and $\sqrt{T} < \ln(2)/\ln(V^\infty + 1)$ we obtain the first part of (31) and even the finer:

$$\|\rho(t, \cdot)\|_{L^\infty} + \|1/\rho(t, \cdot)\|_{L^\infty} \leq 2V^0_{\rho}.$$  

(35)

As a consequence, we can assume below that, under the above restriction on $T$, given functions $\beta \in C^1((0, \infty))$ we have

$$|\beta(\rho(t, x))| \leq V^\infty_\rho \quad \text{on} \ (0, T) \times \mathbb{T}.$$  

(36)

Of course, this inequality is not true for all $\beta \in C^1((0, \infty))$. But, only a finite number of such functions $\beta$ is involved in the following computations.
Integrability estimates. Now, we multiply the momentum equation (27) with $u$. This yields:

$$\frac{d}{dt} \left[ \int_{\mathbb{T}} \rho \frac{|u|^2}{2} \right] + \int_{\mathbb{T}} \mu |\partial_x u|^2 = \int_{\mathbb{T}} \tilde{c}(\rho) \theta \partial_x u.$$ 

We control here the right-hand side:

$$|RHS| \leq \|\tilde{c}(\rho)\|_{L^\infty} \|u\|_{H^1} \|\theta\|_{H^1} \leq V^\infty_{\rho} |M^0|^2.$$

Hence, for $T$ sufficiently small w.r.t. $V^\infty_{\rho}$ and $M^0$, we have, on $(0, T)$:

$$\left| \int_0^T RHS \right| \leq V^\infty_{\rho} |M^0|^2 T \leq 1,$$

and consequently:

$$\int_{\mathbb{T}} \rho(t,x) \frac{|u(t,x)|^2}{2} \leq \int_{\mathbb{T}} \rho^0(x) \frac{|u^0(x)|^2}{2} + 1,$$

or

$$\int_{\mathbb{T}} |u(t,x)|^2 \leq 2V^\infty_{\rho} \left[ \int_{\mathbb{T}} \rho^0(x) \frac{|u^0(x)|^2}{2} + 1 \right].$$

Thus, we require $|M^0|^2/4$ to be strictly larger than the right-hand side of this inequality in order that we obtain:

$$\|u(t, \cdot)\|_{L^2} < \frac{M^0}{2}, \quad \text{on } (0, T). \quad (37)$$

Similarly, we multiply the internal energy equation (28) with $\theta$. This yields:

$$\frac{d}{dt} \left[ \int_{\mathbb{T}} q \frac{\theta^2}{2} \right] + \int_{\mathbb{T}} \kappa |\partial_x \theta|^2 = \int_{\mathbb{T}} \mu |\partial_x u|^2 \theta - \int_{\mathbb{T}} \tilde{c}(\rho) \partial_x u |\theta|^2$$

We control the right-hand side as follows, with the $L^\infty$ bounds on $\mu, p$

$$RHS \leq K \left[ \|\mu\|_{L^\infty} \|u\|_{H^1}^2 \|\theta\|_{H^1} + \|\tilde{c}\|_{L^\infty} \|u\|_{H^1} \|\theta\|_{H^1}^2 \right],$$

$$\leq V^\infty_{\rho} |M^0|^3.$$

Hence, for $T$ sufficiently small w.r.t. $M^0$ and $V^\infty_{\rho}$, we obtain that, on $(0, T)$

$$\int_{\mathbb{T}} q(t,x) \frac{|\theta(t,x)|^2}{2} dx + \int_0^t \int_{\mathbb{T}} \kappa |\partial_x \theta|^2 \leq \int_{\mathbb{T}} \tilde{q}(\rho^0(x)) \frac{|\theta^0(x)|^2}{2} dx + 1,$$

and

$$\int_{\mathbb{T}} |\theta(t,x)|^2 dx \leq 2V^\infty_{\rho} \left[ \int_{\mathbb{T}} \tilde{q}(\rho^0(x)) \frac{|\theta^0(x)|^2}{2} dx + 1 \right].$$

Up to assume that $|M^0|^2/4$ is larger than the right-hand side of this latter inequality, we obtain again:

$$\|\theta\|_{L^2} \leq \frac{M^0}{2}, \quad \text{on } (0, T). \quad (38)$$
Further regularity estimates. We want now to complete the computation of (32) and obtain (33). We focus on (33) since (32) is a consequence of (33) together with (37)-(38) up to the condition that $M^0$ is sufficiently large w.r.t. $V^\infty_0$ and $E^0$.

To proceed with the computation of (33) we introduce some notations. In the $L^2(\mathbb{T})$-space, we denote $\mathbb{P}_0$ the orthogonal projector on the subspace of mean-free functions $L^2_0(\mathbb{T})$. We also denote $\mathbb{E}_0$ the mean operator and $\partial^{-1}_x$ the operator which maps an $L^2_0(\mathbb{T})$-function to its mean-free primitive in $H^1(\mathbb{T})$. It is straightforward that $\partial^{-1}_x$ is a bounded mapping $H^m(\mathbb{T}) \cap L^2_0(\mathbb{T}) \to H^{m+1}(\mathbb{T}) \cap L^2_0(\mathbb{T})$. It can be extended to negative Sobolev-spaces (i.e. $H^{-m}(\mathbb{T})$ the dual of $H^m(\mathbb{T}) \cap L^2_0(\mathbb{T})$). We remark also that $\mathbb{P}_0[v] = v - \mathbb{E}_0[v]$.

So, we multiply the momentum equation (27) with $v = \partial^{-1}_x(\partial_t \mathbb{P}_0(\partial_x u - p/\mu))$. We obtain:

$$
\int_\mathbb{T} \rho(\partial_t u + u\partial_x u)v = \int_\mathbb{T} \partial_x(\mu \partial_x u - p)v.
$$

On the right-hand side, we have:

$$
RHS = \int_\mathbb{T} \partial_x(\mu \partial_x u - p)v \\
= -\int_\mathbb{T} (\mu \partial_x u - p)\partial_t[(\partial_x u - p/\mu) + \mathbb{E}_0(p/\mu)] \\
= -\int_\mathbb{T} \frac{\mu}{2} \partial_t[|\partial_x u - p/\mu|^2] - \frac{d}{dt} \left[ \frac{1}{2\pi} \int_\mathbb{T} \frac{p}{\mu} \int_\mathbb{T} (\mu \partial_x u - p) \right] \\
= -\frac{1}{2\pi} \int_\mathbb{T} \frac{d}{dt} \left[ \int_\mathbb{T} \mu |\partial_x u - p/\mu|^2 \right] + \int_\mathbb{T} \partial_t \mu |\partial_x u - p/\mu|^2 \\
- \frac{1}{2\pi} \int_\mathbb{T} \frac{d}{dt} \int_\mathbb{T} (\mu \partial_x u - p).
$$

On the left-hand side, there holds

$$
LHS = \int_\mathbb{T} \rho(\partial_t u + u\partial_x u)\partial_x u - \int_\mathbb{T} \rho(\partial_t u + u\partial_x u)\partial^{-1}_x(\mathbb{P}_0 \partial_t(p/\mu)) \\
= \int_\mathbb{T} \rho(\partial_t u + u\partial_x u)^2 - \int_\mathbb{T} \rho(\partial_t u + u\partial_x u)(u\partial_x u + \partial^{-1}_x(\mathbb{P}_0 \partial_t(p/\mu))).
$$

Consequently, we rewrite our estimate:

$$
\frac{1}{2\pi} \frac{d}{dt} \int_\mathbb{T} \mu |\partial_x u - p/\mu|^2 + \int_\mathbb{T} \rho |\partial_x(\mu \partial_x u - p)|^2 = -I_1 - I_2 + I_3,
$$

where

$$
I_1 = \int_\mathbb{T} \partial_t \left[ \frac{1}{\mu} \right] |\mu \partial_x u - p|^2, \\
I_2 = \frac{1}{2\pi} \frac{d}{dt} \left[ \int_\mathbb{T} \frac{p}{\mu} \int_\mathbb{T} (\mu \partial_x u - p) \right], \\
I_3 = \int_\mathbb{T} \rho(\partial_t u + u\partial_x u)(u\partial_x u + \partial^{-1}_x(\mathbb{P}_0 \partial_t(p/\mu))).
$$
To compute these integrals, we remark that, for arbitrary $\beta \in C^1((0, \infty))$ we may multiply the continuity equation (25) $\beta'(\rho)$. This yields:
\[
\partial_t \beta(\rho) + \partial_x (\beta(\rho) u) + (\beta'(\rho) \rho - \beta(\rho)) \partial_x u = 0. \tag{40}
\]
Replacing $\beta$ with $\beta_0 = 1/\tilde{\mu}$ in this last equation, we obtain:
\[
\partial_t \left[ \frac{1}{\mu} \right] = -\partial_x \left( \beta_0(\rho) u - (\beta'_0(\rho) \rho - \beta_0(\rho)) \partial_x u \right).
\]
In particular, there holds
\[
I_1 := \int_T \partial_t \left[ \frac{1}{\mu} \right] \left| \mu \partial_x u - p \right|^2 = 2 \int_T \beta_0(\rho) u (\mu \partial_x u - p) \partial_x (\mu \partial_x u - p)
- \int_T (\beta'_0(\rho) \rho - \beta_0(\rho)) \partial_x u |\mu \partial_x u - p|^2.
\]
Concerning the first term on the right-hand side, we have, combining standard Young, Hölder and Sobolev inequalities:
\[
\left| \int_T \beta_0(\rho) u (\mu \partial_x u - p) \partial_x (\mu \partial_x u - p) \right| \leq 4 \|\beta_0(\rho) u\|_{L^\infty}^2 \|\mu \partial_x u - p/\mu\|^2 + \frac{1}{4} \int_T \|\partial_x (\mu \partial_x u - p)\|^2
\leq V_p^\infty \|M^0\|^2 \int_T \|\mu \partial_x u - p/\mu\|^2 + \frac{1}{4} \int_T \|\partial_x (\mu \partial_x u - p)\|^2.
\]
Remarkig that $|(\beta'_0(\rho) \rho - \beta_0(\rho))/\tilde{\mu}(\rho)| \leq V_p^\infty$ on $(0, T)$ we bound:
\[
\left| \int_T (\beta'_0(\rho) \rho - \beta_0(\rho)) \partial_x u \left| \partial_x u - \frac{p}{\mu} \right|^2 \right| \leq V_p^\infty \|\partial_x u\|_{L^\infty} \int_T \left| \partial_x u - \frac{p}{\mu} \right|^2,
\]
and finally:
\[
|I_1| \leq V_p^\infty \left( \|M^0\|^2 + \|\partial_x u\|_{L^\infty} \right) \int_T \left| \partial_x u - \frac{p}{\mu} \right|^2 + \frac{1}{4} \int_T \left| \partial_x (\mu \partial_x u - p)\right|^2.
\]
Let plug then $\beta_1 = \tilde{c}/\tilde{\mu}$ into (40). We obtain:
\[
\partial_t \beta_1(\rho) + \partial_x (\beta_1(\rho) u) = -(\beta'_1(\rho) \rho - \beta_1(\rho)) \partial_x u,
\]
and, combining with (28), we obtain:
\[
\partial_t \left[ \frac{p}{\mu} \right] = \partial_t (\beta_1(\rho) \theta)
= -\partial_x (\beta_1(\rho) u \theta) - (\beta'_1(\rho) \rho - \beta_1(\rho)) \theta \partial_x u + \frac{\beta_1(\rho)}{\sqrt{q(\rho)}} \left[ \sqrt{q(\rho)} (\partial_t \theta + u \partial_x \theta) \right].
\]
As a first consequence, there holds
\[
\frac{d}{dt} \int_T \frac{p}{\mu} = - \int_T (\beta'_1(\rho) \rho - \beta_1(\rho)) \theta \partial_x u + \int_T \frac{\beta_1(\rho)}{\sqrt{q(\rho)}} \left[ \sqrt{q(\rho)} (\partial_t \theta + u \partial_x \theta) \right].
\]
Since all functions of $\rho$ may be bounded by $V_\rho^\infty$ on $(0, T)$ we conclude that

$$
\left| \frac{d}{dt} \int_T^T \mu \right| \leq V_\rho^\infty \left[ \|\theta\|_{L^2} \|\partial_x u\|_{L^2} + \|q(\rho)(\partial_t \theta + u \partial_x \theta)\|_{L^2} \right],
$$

and

$$
|I_2| \leq V_\rho^\infty \left[ \|\theta\|_{L^2} \|\partial_x u\|_{L^2} + \|q(\rho)(\partial_t \theta + u \partial_x \theta)\|_{L^2} \right] \left[ \|\partial_x u\|_{L^2} + \|\theta\|_{L^2} \right] 
\leq V_\rho^\infty \left[ |M^0|^2 + |M^0|^3 + \|q(\rho)(\partial_t \theta + u \partial_x \theta)\|_{L^2}^2 \right].
$$

Secondly, there holds:

$$
\partial_x^{-1}(P_0 \partial_t (p/\mu)) = P_0(\partial_t (\rho u) - \partial_x^{-1}P_0((\beta_1(\rho) - \beta_1'(\rho))\partial_x u) 
+ \partial_x^{-1}P_0 \left[ \frac{\beta_1(\rho)}{q(\rho)} \left[ \sqrt{q(\rho)(\partial_t \theta + u \partial_x \theta)} \right] \right].
$$

Since $\partial_x^{-1}$ and $P_0$ are bounded mappings, we proceed with:

$$
\|\partial_x^{-1}(P_0 \partial_t (p/\mu))\|_{L^2} \leq \|\beta_1(\rho) u\|_{L^2} + \|\beta_1'(\rho) - \beta_1(\rho)\|_{L^2} 
+ \|\frac{\beta_1(\rho)}{q(\rho)} \left[ \sqrt{q(\rho)(\partial_t \theta + u \partial_x \theta)} \right] \|_{L^2},
$$

$$
\leq V_\rho^\infty \left[ \|u\|_{H^1} + \|\theta\|_{H^1} \|\partial_x u\|_{L^2} + \|q(\rho)(\partial_t \theta + u \partial_x \theta)\|_{L^2} \right].
$$

Consequently:

$$
|I_3| \leq \frac{1}{4} \int_T^T \rho |\partial_t u + u \partial_x u|^2 + \int_T^T \rho u |\partial_x u + \partial_x^{-1}(P_0 \partial_t (p/\mu))|^2,
$$

$$
\leq \frac{1}{4} \int_T^T \rho |\partial_t u + u \partial_x u|^2 + \frac{1}{2} \int_T^T \rho |\partial_t u + u \partial_x u|^2 + \frac{1}{2} \int_T^T \rho |\partial_t u + u \partial_x u|^2 + V_\rho^\infty \left[ \|u\|_{H^1}^2 + \|\theta\|_{H^1} \|\partial_x u\|_{L^2}^2 + \|q(\rho)(\partial_t \theta + u \partial_x \theta)\|_{L^2}^2 \right]^2,
$$

$$
\leq \frac{1}{4} \int_T^T \rho |\partial_t u + u \partial_x u|^2 + V_\rho^\infty \left[ |M^0|^2 (1 + |M^0|^2) + \|q(\rho)(\partial_t \theta + u \partial_x \theta)\|_{L^2}^2 \right].
$$

Introducing the computations of $I_1, I_2, I_3$ into (39) we obtain:

$$
\frac{1}{2} \frac{d}{dt} \left[ \int_T^T \mu \left| \partial_x u - \frac{p}{\mu} \right|^2 \right] + \frac{1}{2} \int_T^T \rho \left| \partial_x (\mu \partial_x u - p) \right|^2 
\leq V_\rho^\infty \left\{ \left( |M^0|^2 + \|\partial_x u\|_{L^\infty} \right) \int_T^T \mu \left| \partial_x u - \frac{p}{\mu} \right|^2 
+ \left| M^0 \right|^2 (1 + |M^0|^2) + \|q(\rho)(\partial_t \theta + u \partial_x \theta)\|_{L^2}^2 \right\},
$$

(41)
Similarly, we multiply the internal energy equation with $\partial_t \theta$. This yields:

$$
\int_T q(\partial_t \theta + u \partial_x \theta) \partial_t \theta = \int_T \partial_x(\kappa \partial_x \theta) \partial_t \theta + \int_T (\mu \partial_x u - p) \partial_x u \partial_t \theta.
$$

(42)

On the right-hand side, the first term reads:

$$
\int_T \partial_x(\kappa \partial_x \theta) \partial_t \theta = -\frac{d}{dt} \int_T \kappa \frac{|\partial_x \theta|^2}{2} - \int_T \partial_t \left[ \frac{1}{\kappa} \frac{|\kappa \partial_x \theta|^2}{2} \right].
$$

Let denote by $R_1$ the second integral appearing on the right-hand side of this last identity. Setting $\beta_2 = 1/\tilde{\kappa}$ and proceeding as for the integral $I_1$ above, we compute that for arbitrary $\varepsilon > 0$ there holds

$$
|R_1| \leq \frac{V^\infty}{\varepsilon} [M^0|^2 + ||\partial_x u||_{L^\infty}] \int_T \kappa \frac{|\partial_x \theta|^2}{2} + \varepsilon \int_T |\partial_x(\kappa \partial_x \theta)|^2.
$$

At this point, we remark that

$$
\partial_x(\kappa \partial_x \theta) = q(\partial_t \theta + u \partial_x \theta) - (\mu \partial_x u - p) \partial_x u,
$$

so that

$$
\int_T |\partial_x(\kappa \partial_x \theta)|^2 \leq 2V^\infty \int_T q|\partial_t \theta + u \partial_x \theta|^2 + 2V^\infty ||\partial_x u||_{L^\infty} \int_T \mu |\partial_x u - p/\mu|^2.
$$

We choose then $\varepsilon$ sufficiently small and conclude that:

$$
|R_1| \leq \frac{V^\infty}{\varepsilon} [M^0|^2 + ||\partial_x u||_{L^\infty}] \int_T \kappa \frac{|\partial_x \theta|^2}{2} + V^\infty ||\partial_x u||_{L^\infty} \int_T \mu |\partial_x u - p/\mu|^2 + \frac{1}{4} \int_T q|\partial_t \theta + u \partial_x \theta|^2.
$$

As for the second term on the right-hand side of (42) (denoted $R_2$), we have:

$$
R_2 := \int_T (\mu \partial_x u - p) \partial_x u \partial_t \theta = \int_T (\mu \partial_x u - p) \partial_x u (\partial_t \theta + u \partial_x \theta) - \int_T (\mu \partial_x u - p) u \partial_x u \partial_x \theta,
$$

so that:

$$
|R_2| \leq \frac{V^\infty}{\nu} ||\partial_x u||_{L^\infty}^2 \int_T \mu |\partial_x u - p/\mu|^2 + V^\infty M^0 ||\partial_x u||_{L^\infty} \left[ \int_T \mu |\partial_x u - p/\mu|^2 + \int_T \kappa |\partial_x \theta|^2 \right] + \frac{1}{4} \int_T q|\partial_t \theta + u \partial_x \theta|^2,
$$

$$
\leq \frac{V^\infty}{\nu} (M^0)||\partial_x u||_{L^\infty} + ||\partial_x u||_{L^\infty}^2 \left[ \int_T \mu |\partial_x u - p/\mu|^2 + \int_T \kappa |\partial_x \theta|^2 \right] + \frac{1}{4} \int_T q|\partial_t \theta + u \partial_x \theta|^2.
$$

It remains to rewrite the left-hand side of (42)

$$
LHS = \int_T q|\partial_t \theta + u \partial_x \theta|^2 - L_1,
$$
with
\[ |L_1| = \left| \int_T q(\partial_t \theta + u \partial_x \theta)u \partial_x \theta \right| \leq \frac{1}{8} \int_T q|\partial_t \theta + u \partial_x \theta|^2 + V^\infty ||u||^2_{H^1}||\theta||^2_{H^1}. \]

Combining the above computations of \( R_1, R_2, L_1 \) into (42) we conclude that
\[
\frac{d}{dt} \int_T \kappa \frac{|\partial_x \theta|^2}{2} + \frac{1}{8} \int_T q|\partial_t \theta + u \partial_x \theta|^2 \\
\leq V^\infty [1 + M^0 + ||\partial_x u||_{L^\infty}]^2 \left[ \int_T \mu |\partial_x u - p/\mu|^2 + \int_T \kappa |\partial_x \theta|^2 \right] + V^\infty |M^0|^4. \tag{43}
\]

At this point, we remark that we obtained (41) and (43) with \textit{a priori} distinct constants \( V^\infty \). However, we may assume that both constants are equal up to take the maximum of the two values that we fix from now on. Combining then (41) with \( 16V^\infty \times (43) \) and denoting
\[ Y(t) = \frac{1}{2} \int_T \mu |\partial_x u - p/\mu|^2 + 16V^\infty \kappa |\partial_x \theta|^2, \]
we obtain:
\[ \frac{d}{dt} Y(t) \leq K(1 + V^\infty) V^\infty [1 + M^0 + ||\partial_x u||_{L^\infty}]^2 Y(t) + KV^\infty |M^0|^2 (1 + |M^0|^2). \]

Via a standard Gronwall lemma and recalling (34), this yields that
\[ Y(t) \leq (Y(0) + tK V^\infty |M^0|^2 (1 + |M^0|^2)) \exp \left( \int_0^t K(1 + V^\infty) V^\infty ||1 + M^0|| + ||\partial_x u||_{L^\infty}]^2 \right), \]
\[ \leq (Y(0) + TK V^\infty |M^0|^2 (1 + |M^0|^2)) \exp \left[K(1 + V^\infty) V^\infty (1 + T) (1 + |M^0|^2) \right]. \]

Under the assumptions that \( T \) is sufficiently small, and \( Y(0) \) sufficiently close to 0, the above estimate implies that
\[ Y(t) < \frac{1}{16V^\infty} |\mathcal{E}^0|^2 \quad \text{on} \quad (0, T), \]
so that we conclude that we have indeed
\[ \sup_{(0, T)} \left[ \int_T \mu |\partial_x u - p/\mu|^2 + \int_T \kappa |\partial_x \theta|^2 \right] \leq |\mathcal{E}^0|^2. \]

This concludes the computation of our estimates.

3.3. Multiphase temperature-dependent system

To derive the multiphase system corresponding to (25)-(26)-(27)-(28)-(29), we consider now a sequence \((\rho^n, u^n, \theta^n)_{n \in \mathbb{N}}\) of solution to this system which satisfies (31)-(32)-(33) on \((0, T)\) with \((M^0, \mathcal{E}^0, T)\) independent of \( n \). We address at first a limit problem and then introducing Young measures and particularly generalized functions in \( C_2 \) we obtain a bi-fluid system.

\textit{Derivation of a Navier Stokes-like system.} From (31)-(32)-(33), we infer the following bounds:

- \( u^n \) and \( \theta^n \) are bounded in \( L^\infty (0, T; H^1(\mathbb{T})) \) with time-derivatives \( \partial_t u^n \) and \( \partial_t \theta^n \) bounded in \( L^2(0, T; L^2(\mathbb{T})) \);
- \( \rho^n \) is bounded in \( L^\infty (0, T; L^\infty (\mathbb{T})) \);
- \( z_j^n := \mu^n \partial_x u^n - p^n \) and \( z_k^n := \kappa^n \partial_x \theta^n \) are bounded in \( L^2(0, T; H^1(\mathbb{T})) \).
Here we denote \( \mu^n = \hat{\mu}(\rho^n) \) and \( \kappa^n = \hat{\kappa}(\rho^n) \) for short. As a first consequence, Ascoli-Arzela like arguments imply that we can extract a subsequence (that we do not relabel) for which:
\[
\begin{align*}
  u^n &\to \bar{u}, & \theta^n &\to \bar{\theta}, & \text{in } C([0,T]; L^2(\mathbb{T})).
\end{align*}
\]
Classical arguments also entail that the fluid and heat fluxes converge weakly:
\[
\begin{align*}
  z^n_f &\to \bar{z}_f, & z^n_h &\to \bar{z}_h, & \text{in } L^2(0,T; H^1(\mathbb{T})) - w.
\end{align*}
\]
Furthermore, we can construct the Young measures \( \tilde{\nu}(t) \) associated with the sequence of densities \( (\rho^n)_{n \in \mathbb{N}} \).

Thanks to the uniform bounds on \( \rho^n \) and \( 1/\rho^n \), they have compact support in \((0,\infty)\). This entails that for arbitrary \( \beta \in C((0,\infty)) \) we have
\[
\beta(\rho^n) \to \bar{\beta} = (t,x) \mapsto \langle \tilde{\nu}(t), \beta \rangle \text{ in } L^\infty((0,T); L^\infty(\mathbb{T})) - w_*.
\]

All these informations are sufficient to pass to the limit in the fluid and internal-energy equation. Indeed, concerning the energy equation, we first rewrite the \( n \)-th equation:
\[
\partial_t(q^n \theta^n) + \partial_x(q^n u^n \theta^n) = \partial_x z^n_h + \partial_x (z^n_f u^n) - (\partial_x z^n_h) u^n.
\]

We can then mix the weak convergences of \( q^n, z^n_f \) and the strong convergences of \( \theta^n, u^n \) to obtain in the limit \( n \to \infty \) that:
\[
\partial_t(\bar{q}\bar{\theta}) + \partial_x(\bar{q}\bar{u}\bar{\theta}) = \partial_x \bar{z}_h + \bar{z}_f \partial_x \bar{u},
\]
(44)

(where \( \bar{q}(t,x) = \langle \tilde{\nu}(t), \xi \mapsto \xi \rangle \)). With comparable arguments, we obtain the limit fluid equation:
\[
\partial_t(\bar{p}\bar{u}) + \partial_x(\bar{p}\bar{u}^2) = \partial_x \bar{z}_f,
\]
(45)

(\( \bar{p}(x) = \langle \tilde{\nu}(t)x, \xi \mapsto \xi \rangle \)). To complete the system, we thus have to find new constitutive laws which relate \( \bar{z}_f \) and \( \bar{z}_h \) to the other unknowns and to write an equation on the Young measures \( \tilde{\nu}(t)/\)generalized function

\( x \mapsto \tilde{\nu}(t)_x \).

**Equations on Young measures and multiphase constitutive laws.** In order to complete the derivation of the limit system, the main tool is the following compensated compactness result:

**Lemma 6.** Let \( \beta \in C^1((0,\infty)) \). Then, up to the extraction of a subsequence, there holds:
\[
\beta(\rho^n) z^n_f \to \bar{\beta} z_f, \quad \beta(\rho^n) \theta^n \to \bar{\beta} \theta, \quad \beta(\rho^n) z^n_h \to \bar{\beta} z_h, \quad \text{in } \mathcal{D}'((0,T) \times \mathbb{T}).
\]

**Proof.** We give a short idea of the proof. More details can be found in [2], see the proof of Lemma 10. The three results consist in considering a function \( \beta \in C^1((0,\infty)) \) and focusing on the convergence of \( \beta(\rho^n) \) multiplied by a sequence \( z^n \) which is bounded in \( L^2(0,T; H^1(\mathbb{T})) \). We introduce (we recall that \( E_0 \) is the mean operator):
\[
w^n = \partial_x^{-1}(\beta(\rho^n) - E_0[\beta(\rho^n)]).
\]

By computing \( \partial_t w^n \) and \( \partial_t E_0[\beta(\rho^n)] \) – as we computed the term \( \beta_1 \) in the previous paragraph – we obtain that (up to the extraction of a subsequence)
\[
E_0[\beta(\rho^n)] \to E_0[\bar{\beta}] \text{ in } C([0,T),
\]
\[
w^n \to \bar{w} = \partial_x^{-1}(\bar{\beta} - E_0[\bar{\beta}]) \text{ in } C([0,T]; L^2(\mathbb{T})).
\]
We can then rewrite, for any test-function $\varphi \in C_c^\infty((0,T) \times (-\pi,\pi))$ that:

$$\int_0^T \int_{-\pi}^\pi \beta(\rho^n)z^n \varphi = \int_0^T \int_{-\pi}^\pi \partial_x u^n z^n \varphi + \int_0^T \int_{-\pi}^\pi \mathbb{E}_0[\beta(\rho^n)]z^n \varphi.$$ 

Integrating by parts the first term and combining the weak convergence of $u^n, \mathbb{E}_0[\beta(\rho^n)]$, we obtain that

$$\int_0^T \int_{-\pi}^\pi \beta(\rho^n)z^n \varphi \rightarrow \int_0^T \int_{-\pi}^\pi \partial_x \bar{w} \bar{z} \varphi + \int_0^T \int_{-\pi}^\pi \mathbb{E}_0[\bar{\beta}] \bar{z} \varphi,$n

$$\rightarrow \int_0^T \int_{-\pi}^\pi \bar{\beta} \bar{z} \varphi.$$ 

This ends the proof. □

To obtain the limit equations on Young measures, we first recall that renormalization theory entails that, for arbitrary $\beta \in C^1((0,\infty))$ we have the family of equations:

$$\partial_t \beta(\rho^n) + \partial_x (\beta(\rho^n) u^n) + (\beta'(\rho^n) \rho^n - \beta(\rho^n)) \partial_x u^n = 0,$n

that we may rewrite:

$$\partial_t \beta(\rho^n) + \partial_x (\beta(\rho^n) u^n) + \frac{(\beta'(\rho^n) \rho^n - \beta(\rho^n))}{\mu(\rho^n)} z^n_j + \frac{(\beta'(\rho^n) \rho^n - \beta(\rho^n)) \bar{\theta} n}{\mu(\rho^n)} = 0.$$n

To pass to the limit in this equation, we apply two items of Lemma 6 which yields that, for arbitrary $\beta \in C^2((0,\infty))$:

$$\partial_t \bar{\beta} + \partial_x (\bar{\beta} \bar{u}) = -\left[ \xi \mapsto \frac{(\beta'(\xi) \xi - \beta(\xi))}{\mu(\xi)} \right] \bar{z}_j - \left[ \xi \mapsto \frac{(\beta'(\xi) \xi - \beta(\xi)) \bar{\theta}}{\mu(\xi)} \right] \bar{\theta}. \quad (46)$$

In other words, the Young measures $\bar{\nu} = t \mapsto \bar{\nu}(t)$ satisfy the evolution equation:

$$\partial_t \bar{\nu} + \partial_x (\bar{\nu} \bar{u}(t,x)) = \partial_t \bar{\theta} \left( \frac{\xi}{\mu(\xi)} (\bar{z}_j(t,x) + \bar{\theta}(t,x)) \right) + \frac{(\bar{z}_j(t,x) + \bar{\theta}(t,x))}{\mu(\xi)} \bar{\nu}, \quad (47)$$

in $\mathcal{D}'((0,T) \times \mathbb{T} \times \mathbb{R})$.

As for the constitutive laws, we note that, for fixed $n$ we may rewrite the definition of $z^n_j$ and $z^n_h$ as

$$\frac{z^n_j}{\mu(\rho^n)} = \partial_x u_n, \quad \frac{z^n_h}{\bar{\kappa}(\rho^n)} = \partial_x \bar{\theta}_n.$$ 

Applying the compensated compactness argument of Lemma 6 – to pass to the limit in the left-hand sides of these equations – together with the weak convergences of $u^n, \theta^n$ we obtain that:

$$\bar{z}_j(t,x) = \frac{1}{\langle \bar{\nu}(t) x \rangle \frac{1}{\mu(\bar{\nu}(t) x)}} \left( \partial_x \bar{u}(t,x) - \langle \bar{\nu}(t) x, \frac{\bar{\theta}(t,x)}{\mu(\bar{\nu}(t) x)} \rangle \partial_x \bar{\theta}(t,x) \right), \quad \bar{z}_h(t,x) = \frac{1}{\langle \bar{\nu}(t) x \rangle \frac{1}{\bar{\kappa}(\bar{\nu}(t) x)}} \partial_x \bar{\theta}(t,x). \quad (48)$$

At the end of the day, this analysis yields the homogenized system (44)-(45)-(47) with constitutive laws (48).

The multiphase system is then obtained by plugging $x \mapsto \bar{\nu}(t) x \in C_2$ in these equations. To write it extensively, we go back to the modeling standpoint we presented as a motivation: the mixture of two phases +
and with constitutive equations denoted with corresponding indices. In that case, the generalized function \( t \mapsto \tilde{v}(t)_x \) is the combination \( \alpha_+(t,x)\delta_{\rho_+(t,x)} + \alpha_-(t,x)\delta_{\rho_-(t,x)} \) and \( \bar{q}, \tilde{q}, \ldots \) are given by the convex combination of the values in both phases with weights \( \alpha_+, \alpha_- \). For instance, we have:

\[
\langle \tilde{v}(t)_x, \frac{1}{\mu} \rangle = \frac{\alpha_+(t,x)}{\mu_+} + \frac{\alpha_-(t,x)}{\mu_-} \quad \langle \tilde{v}(t)_x, \frac{1}{\kappa} \rangle = \frac{\alpha_+(t,x)}{\kappa_+} + \frac{\alpha_-(t,x)}{\kappa_-}.
\]

Furthermore, we can specify an equation for \( \alpha_+ \) by choosing a test-function such that \( \beta = 1 \) on the interval ranged by \( \rho_+ \) and \( \beta = 0 \) on the interval ranged by \( \rho_- \). Similarly, we obtain an equation on \( \alpha_\rho \) by choosing a test-function \( \beta \) such that \( \beta(\xi) = \xi \) on the interval ranged by \( \rho_+ \) and \( \beta = 0 \) on the interval ranged by \( \rho_- \). This yields the system:

\[
\begin{align*}
\partial_t \alpha_+ + \alpha_+ \partial_x u &= \frac{\alpha_+ - \alpha_- + \alpha_+ \mu_+ - \alpha_- \mu_-}{\alpha_+ \mu_+ + \alpha_- \mu_-} ([c_{\rho_+} \rho_+ - c_{\rho_-} \rho_-] \theta + [\mu_+ - \mu_-] \partial_x u), & (49) \\
\partial_t (\alpha_+ \rho_+) + \partial_x (\alpha_+ \rho_+ u) &= 0, & (50) \\
\partial_t \rho + \partial_x (\rho u) &= 0 & (51) \\
\partial_t (\rho u) + \partial_x (\rho u^2) &= \partial_x z_f, & (52) \\
\partial_t (q\theta) + \partial_x (q\theta) &= \partial_x z_h + z_f \partial_x u, & (53)
\end{align*}
\]

with the constitutive equations:

\[
\begin{align*}
\rho &= \alpha_\rho \rho_+ + \alpha_\rho \rho_-, & (54) \\
q &= \alpha_\rho c_{\rho_+} \rho_+ + \alpha_\rho c_{\rho_-} \rho_-, & (55) \\
z_f &= \frac{\mu_- - \mu_+}{\alpha_+ \mu_+ + \alpha_- \mu_-} \partial_x u + \frac{\theta}{\alpha_+ \mu_+ + \alpha_- \mu_-} (\alpha_+ c_{\rho_+} \rho_+ - \alpha_- c_{\rho_-} \rho_-), & (56) \\
z_h &= \frac{\kappa_- \kappa_+}{\alpha_+ \kappa_+ + \alpha_- \kappa_-} \partial_x \theta. & (57)
\end{align*}
\]

We remark that in this temperature-dependent case, we recover the intuitive extension of the isentropic case. In particular, in the volume fraction equation, we obtain the corresponding system changing the pressure term with the new pressure law.

**Complementary remarks on a full analytical justification of the temperature-dependent multiphase system.** In this last chapter, we provide a multiphase model with one velocity for viscous compressible fluids with temperature. We only focused on the necessary ingredients which enable to derive this system. It is important to remark that, in this analysis, the key-point is to derive a family of estimates for the fluid model under consideration (here the compressible Navier Stokes system with temperature) that allows discontinuous densities and smooth velocities. This analysis furnishes in the same time the family of solutions on which we can run the homogenization process, and highlights which terms will oscillate and which one will not in the computation of the homogenized system.

At the very end, we obtain the multiphase system by plugging that \( x \mapsto \tilde{v}(t)_x \in C_2 \) in the homogenized system. However, it is not clear that such an ansatz is preserved even in short time when solving (44)-(45)-(47)-(48). In the case of isentropic systems (see [2]), we propose to tackle this issue by a weak-strong uniqueness argument. We note that in the limiting process the fluid velocity-field enjoys the further property \( \partial_x u \in L^1(0, T; L^\infty(T)) \). This enables to construct solutions to (47) in the form of convex combinations of Dirac measures – with smooth weights \( (\alpha_i) \) and centers \( (\rho_i) \) – and then to show that any solution to (47) is necessarily equal to this solution on a short time-interval.
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