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Abstract

We show that the extended Bloch representation of quantum mechanics also applies to infinite-dimensional entities, to the extent that the number of (possibly infinitely degenerate) outcomes of a measurement remains finite, which is always the case in practical situations.

1 Introduction

The so-called ‘spin quantum machine’, also known as the ‘-model’, or ‘sphere model’ [1, 2, 3], is an extension of the standard (3-dimensional) Bloch sphere representation that includes a description also of the measurements, as (weighted) symmetry breaking processes selecting (in a non-predictable way) the hidden-measurement interactions responsible for producing the transitions towards the outcome-states. Recently, the model has been extended, so that measurements having an arbitrary number $N$ of (possibly degenerate) outcomes can also be described, in what has been called the ‘extended Bloch representation’ (EBR) of quantum mechanics [4, 5, 6, 7, 8, 9, 10].

So far, the EBR has been formulated only for finite-dimensional quantum entities, although of arbitrary dimension. It is thus natural to ask if the representation remains consistent when dealing with infinite-dimensional entities. Of course, certain quantum entities, like spin entities, are intrinsically finite-dimensional. For instance, the Hilbert state space of a spin-$s$ entity is $(2s+1)$-dimensional and can be taken to be isomorphic to $\mathcal{H} = \mathbb{C}^{2s+1}$. However, an entity as simple as an electron, when considered in relation to position or momentum measurements, requires an infinite-dimensional Hilbert space $\mathcal{H} = L^2(\mathbb{R}^3)$, to account for all its possible states.

As we emphasized in [4], the EBR being valid for an arbitrary finite number $N$ of dimensions, it can be advocated that if the physics of infinite-dimensional entities can be recovered by taking the limit $N \to \infty$ of suitably defined finite-dimensional entities, then a hidden-measurement description of quantum measurements should also apply for infinite-dimensional entities. More precisely, assuming that it is always possible to express the transition probabilities of an infinite-dimensional entity as the limit of a sequence of transition probabilities of finite-dimensional entities, and considering that a hidden-measurement interpretation holds for the latter, one would expect it to also hold for the former.

However, the possibility of a hidden-measurement interpretation does not necessarily imply the existence, for infinite-dimensional entities, of an explicit representation. For instance, some years ago Coecke was able to apply the hidden-measurement approach to measurements having an infinite set of outcomes, but to do so he had to take the space describing the hidden-measurement interactions to be the fixed
interval $[0, 1]$, independently of the number $N$ of outcomes, and this precisely to avoid problems when taking the infinite limit $N \to \infty$. His construction is thus very different from the canonical EBR, as in the latter the dimension of the set of hidden-measurements depends on the number of outcomes.

More precisely, in the EBR the set of hidden-measurement interactions, for a measurement having $N$ possible outcomes, is given by a $(N - 1)$-dimensional simplex $\triangle_{N-1}$, inscribed in a convex region of states which, in turn, is inscribed in a $(N^2 - 1)$-dimensional unit sphere $B_1(\mathbb{R}^{N^2-1})$. A measurement then consists first in a deterministic process, producing a decoherence of the pre-measurement state, represented by an abstract point at the surface of the sphere that plunges into it, to reach the measurement simplex $\triangle_{N-1}$, following a path orthogonal to the latter. In this way, $N$ different disjoint subregions $A_i$ of $\triangle_{N-1}$ are defined, $i = 1, \ldots, N$, whose measures\(^1\) describe the number of measurement-interactions that are available to actualize the corresponding outcomes. This means that the relative measures $\frac{\mu(A_i)}{\mu(\triangle_{N-1})}$ of the different subregions can be interpreted as the probabilities to obtain the associated outcomes, and the remarkable result of the model is that these probabilities are exactly those predicted by the Born rule \([4]\).

However, when taking the $N \to \infty$ limit of the extended Bloch construction, there is the following problem. The $M$-dimensional volume of a $M$-ball of radius $r$, given by:

\[
\mu[B_r(\mathbb{R}^M)] = \frac{\pi^{M/2} r^M}{\Gamma(M/2 + 1)},
\]

tends to zero, as $M \to \infty$. Indeed, if $M$ is even, we have $\Gamma(M/2 + 1) = M!$, so that according to Stirling’s approximation, $M! \sim \sqrt{2\pi M} \left(\frac{M}{e}\right)^M$, we have the asymptotic behavior:

\[
\mu[B_r(\mathbb{R}^M)] \sim \frac{1}{\sqrt{2\pi r}} \left(\frac{2\pi e}{M}\right)^{M+1} r^M,
\]

as $M \to \infty$, and a similar asymptotic formula can be found when $M$ is odd, using $\Gamma(M/2 + 1) = \sqrt{\pi} 2^{-M+1/2} M!!$. In other words, the measure of a $M$-dimensional ball of fixed radius $r$ goes to zero extremely fast when the dimension $M$ increases\(^2\).

The same is necessarily true for all structures of same dimension that are contained in it, like for instance inscribed simplices. More precisely, the measure of a $M$-dimensional simplex $\triangle_M$, inscribed in a sphere of radius $r$ is \([4]\):

\[
\mu(\triangle_M) = \frac{\sqrt{M}}{M!} \left(\frac{M + 1}{M}\right)^{M+1/2} r^M.
\]

Using again Stirling’s approximation, we thus obtain the asymptotic form:

\[
\mu(\triangle_M) \sim \frac{1}{\sqrt{2\pi}} \left(\frac{e r}{M}\right)^M,
\]

which goes even faster to zero than \([2]\). So, if we naïvely consider the infinite-dimensional limit of the EBR, we find that the measures of the structures involved in the model rapidly go to zero. Nevertheless, considering that in actual measurement situations the number of distinguishable outcomes is always finite, this will prove to be unproblematic, as we are going to show. Also, as we will suggest in the last section, one can even speculate that the measurement-interactions would precisely supervene because of the meeting between an entity that is possibly infinite-dimensional, and the constraints exercised by a measurement context only allowing for a finite number of possible outcomes.

\(^1\)One should say, more precisely, $(N - 1)$-dimensional volumes, or Lebesgue measures.

\(^2\)The fact the measure of a $M$-ball (its $M$-dimensional volume) of fixed radius tends exponentially fast to zero as $M$ increases is counter intuitive. Indeed, for a unit radius $r = 1$, we have $\mu(B_1(\mathbb{R}^1)) = 2$, $\mu(B_1(\mathbb{R}^2)) = \pi > 2$, $\mu(B_1(\mathbb{R}^3)) = \frac{4}{3}\pi > \pi$, $\mu(B_1(\mathbb{R}^4)) = \frac{8\pi^2}{15} > \frac{2}{3}\pi$, $\mu(B_1(\mathbb{R}^5)) = \frac{8\pi^2}{15} > \frac{2}{3}\pi$, but $\mu(B_1(\mathbb{R}^6)) = \frac{\pi^3}{6} < \frac{8\pi^2}{15}$. In other words, the measure increases from $M = 1$ to $M = 5$, then it starts decreasing as from $M = 6$. 

2
2 The infinite-dimensional limit

According to the EBR of quantum mechanics, the transition probability \( \mathcal{P}[D_N(r) \rightarrow P_N(n)] \), from an initial state \( D_N(r) \) to a final outcome-state \( P_N(n_i) \), is given by the formula [4]:

\[
\mathcal{P}[D_N(r) \rightarrow P_N(n_i)] = \frac{1}{N} \left[ 1 + (N-1) r \cdot n_i \right] = \frac{1}{N} \left[ 1 + (N-1) r^\parallel \cdot n_i \right].
\] (5)

Here \( D_N(r) \) and \( P_N(n_i) \) are one-dimensional projection operators acting in \( \mathcal{H}_N = \mathbb{C}^N \), which can be written as:

\[
D_N(r) = \frac{1}{N} (\mathbb{I}_N + c_N r \cdot A), \quad P_N(n_i) = \frac{1}{N} (\mathbb{I} + c_N n_i \cdot A),
\] (6)

where \( r \) and \( n_i \) are unit vectors in the generalized Bloch sphere \( B_1(\mathbb{R}^{N^2-1}) \), with \( n_i \) being also one of the \( N \) vertices of a given \((N-1)\)-dimensional measurement simplex \( \triangle_{N-1} \), inscribed in \( B_1(\mathbb{R}^{N^2-1}) \), \( c_N = [N(N-1)/2]^{rac{1}{2}} \), \( A \) is a vector whose components \( \Lambda_i \) are a choice of the \( N^2-1 \) generators of the group \( SU(N) \), and the ‘dot’ denotes the scalar product in \( \mathbb{R}^{N^2-1} \). In [5] we have also introduced the vector \( r^\parallel = r - r^\perp \), where \( r^\perp \) is the component of \( r \) perpendicular to \( \triangle_{N-1} \), i.e., \( r^\perp \cdot n_i = 0 \), for all \( i = 1, \ldots, N \) (we refer the reader to [4] for a detailed exposition).

It is straightforward to take the \( N \rightarrow \infty \) limit of [5]. By doing so, one just needs to keep in mind that also the dimension of the Hilbert space increases, as \( N \) increases. In other words, one has to assume that, as \( N \rightarrow \infty \), both \( D_N(r) \) and \( P_N(n_i) \) converge (in the Hilbert-Schmidt sense) to well-defined projection operators \( D(r) \) and \( P(n_i) \), respectively, acting in \( \mathcal{H}_\infty = \ell^2(\mathbb{C}) \). More precisely, we have to assume that:

\[
|\mathcal{P}(D_N \rightarrow P_N) - \mathcal{P}(D \rightarrow P)| = |\text{Tr} D_N P_N - \text{Tr} D P| = |\text{Tr} D_N (P_N - P) + \text{Tr} (D_N - D) P| \\
\leq |\text{Tr} (P_N - P)| + |\text{Tr} (D_N - D)| \rightarrow 0, \text{ as } N \rightarrow \infty.
\] (7)

Then, the \( N \rightarrow \infty \) limit of (5) is:

\[
\mathcal{P}[D(r) \rightarrow P(n_i)] = r \cdot n_i = r^\parallel \cdot n_i,
\] (8)

where \( r \) and \( n_i \) are now vectors belonging to \( \ell^2(\mathbb{C}) \), the Hilbert space of infinite sequences \( \{r_1, r_2, \ldots\} \) of real numbers satisfying \( \sum_{i=1}^{\infty} r_i^2 < \infty \), with scalar product \( r \cdot n_i = \sum_{j=1}^{\infty} r_j n_i[j] \).

It is worth remembering that one of the differences between the standard Bloch representation \((N = 2)\) and the EBR, for \( N > 2 \), is that in the latter not all vectors in \( B_1(\mathbb{R}^{N^2-1}) \) are necessarily representative of \( \text{bona fide} \) states. However, all good states are represented by vectors belonging to a convex region inscribed in \( B_1(\mathbb{R}^{N^2-1}) \). The vectors living outside of such convex region of states (the shape of which depends on the choice of the generators \( \Lambda_i \)) can be characterized by the fact that for them (5) would give unphysical negative values. This possibility is even more manifest in the infinite-dimensional formula (8), as is clear that a scalar product can take both positive and negative values. For instance, the unit vector \( r = -n_i \) cannot be representative of a state, as for it the transition probability (8) would be equal to \(-1\).

Let us now investigate what is the \( N \rightarrow \infty \) limit of the \((N-1)\)-dimensional measurement simplex \( \triangle_{N-1} \). By definition, we have:

\[
\triangle_{N-1} = \{ \mathbf{t} \in \mathbb{R}^N | \mathbf{t} = \sum_{i=1}^{N} t_i n_i, \sum_{i=1}^{N} t_i = 1, 0 \leq t_i \leq 1 \},
\] (9)
where the \( \mathbf{n}_i, i = 1, \ldots, N \), are the \( N \) vertex vectors of \( \triangle_{N-1} \), describing the \( N \) outcome states and obeying:
\[
\mathbf{n}_i \cdot \mathbf{n}_j = -\frac{1}{N-1} + \delta_{ij} \frac{N}{N-1},
\]
so that we also have \( \sum_{i=1}^{N} \mathbf{n}_i = \mathbf{0} \). Taking the \( N \to \infty \) limit of (9)-(10), we thus obtain:
\[
\triangle_{\infty} = \left\{ \mathbf{t} \in \mathbb{R}^\infty | \mathbf{t} = \sum_{i=1}^{\infty} t_i \mathbf{n}_i, \sum_{i=1}^{\infty} t_i = 1, 0 \leq t_i \leq 1 \right\},
\]
with the outcome states now obeying:
\[
\mathbf{n}_i \cdot \mathbf{n}_j = \delta_{ij},
\]
i.e., they are all mutually orthogonal unit vectors in \( \ell^2(\mathbb{R}) \).

Clearly, \( \mathbf{0} \in \triangle_{N-1} \), for all \( N < \infty \), i.e., finite-dimensional simplexes contain the null vector \( \mathbf{0} \), which describes their center, representative of the operator-state \( \frac{1}{\sqrt{N}} \mathbf{1}_N \). For instance, for the \( N = 2 \) case, taking \( s_1 = s_2 = \frac{1}{2} \), and considering that \( \mathbf{n}_1 = -\mathbf{n}_2 \), we clearly have \( \mathbf{0} = \frac{1}{2} \mathbf{n}_1 + \frac{1}{2} \mathbf{n}_2 \in \triangle_1 \). On the other hand, vectors belonging to \( \triangle_{\infty} \) are convex combinations of mutually orthogonal unit vectors, so that \( \mathbf{0} \notin \triangle_{\infty} \). In other words, by taking the infinite limit we shift from a representation where the null vector is the center of the simplexes, to a standard (infinite) representation where the null vector describes a point external to the simplex (see Appendix 4).

So, given a (pure point spectrum) observable \( A \), acting in \( \mathcal{H}_\infty = \ell^2(\mathbb{C}) \), with spectral family \( \{P(\mathbf{n}_1), P(\mathbf{n}_2), \ldots\} \), where the \( P(\mathbf{n}_i) \) are mutually orthogonal one-dimensional projection operators, \( \text{Tr} P(\mathbf{n}_i)P(\mathbf{n}_j) = \delta_{ij} \mathbb{I} \), we can associate to it an infinite dimensional (standard) simplex \( \triangle_{\infty} \), with vertices \( \mathbf{n}_i \cdot \mathbf{n}_j = \delta_{ij} \), in such a way that the transition probabilities from an operator-state \( D(\mathbf{r}) \) to the vector-eigenstates \( P(\mathbf{n}_i) \) are simply given by the (real) scalar products \( \langle \mathbf{r} | \mathbf{n}_i \rangle \) [see also (36)]. Also, to each vector \( \mathbf{n}_i \), we can associate a region \( A_i \subset \triangle_{\infty} \), corresponding to the convex closure of \( \{\mathbf{n}_1, \ldots, \mathbf{n}_{i-1}, \mathbf{r}^\parallel, \mathbf{n}_{i+1}, \ldots\} \). However, since \( \mu(A_1) = \mu(\triangle_{\infty}) = 0 \), we cannot anymore define the transition probabilities \( P[D(\mathbf{r}) \to P(\mathbf{n}_i)] \) as the ratios \( \frac{\mu(A_i)}{\mu(\triangle_{\infty})} \), as they are now undefined “zero over zero” ratios. So, different from the finite-dimensional situation, it seems not to be anymore possible to understand the scalar product \( \langle \mathbf{r} | \mathbf{n}_i \rangle \) as resulting from the processes of actualization of the available potential measurement-interactions.

Of course, as we mentioned already in Sec. 1 it is always possible to understand \( \frac{\mu(A_i)}{\mu(\triangle_{\infty})} \) as the limit of well-defined ratios, associated with finite-dimensional systems, considering that the EBR works for all finite \( N \). However, we would like to elucidate if a hidden-measurement mechanism can also be directly highlighted for infinite-dimensional entities. More precisely, can we maintain that, when the abstract point particle representative of the state, initially located in \( \mathbf{r} \), orthogonally “falls” onto the measurement simplex \( \triangle_{\infty} \), thus producing the deterministic (decoherence-like) transition \( \mathbf{r} \to \mathbf{r}^\parallel \), a subsequent indeterministic process takes place, describable as a weighted symmetry breaking over the available hidden-measurement interactions, in accordance with the Born rule?

To answer this question, we start by considering the simple situation where \( \mathbf{r}^\parallel \) can be written as the convex combination of only two vertex vectors, i.e., \( \mathbf{r}^\parallel = r_i^\parallel \mathbf{n}_i + r_j^\parallel \mathbf{n}_j \), for some \( i \) and \( j \), \( i \neq j \). In other words, we assume that following the transition \( \mathbf{r} \to \mathbf{r}^\parallel \), the on-simplex vector \( \mathbf{r}^\parallel \) belongs to one of the edges of the infinite simplex, i.e., \( \mathbf{r}^\parallel \in \tilde{\triangle}_1(\mathbf{n}_i, \mathbf{n}_j) = \{ \mathbf{t} \in \mathbb{R}^2 | \mathbf{t} = t_i \mathbf{n}_i + t_j \mathbf{n}_j, t_i + t_j = 1, 0 \leq t_i \leq 1 \} \), with \( \mathbf{n}_i \cdot \mathbf{n}_j = 0 \). The measure of \( \tilde{\triangle}_1(\mathbf{n}_i, \mathbf{n}_j) \) is of course finite and equal to the edge’s length, i.e., \( \mu[\tilde{\triangle}_1(\mathbf{n}_i, \mathbf{n}_j)] = \| \mathbf{n}_j - \mathbf{n}_i \| = \sqrt{2} \), and can be considered to be representative of the available measurement-interactions. Also, we have that \( A_i \) is the convex closure of \( \{\mathbf{r}^\parallel, \mathbf{n}_j\} \), and \( A_j \) is the convex closure of \( \{\mathbf{r}^\parallel, \mathbf{n}_i\} \),

\[^4\text{We have introduced the notation } \tilde{\triangle} \text{ (with a tilde) to indicate that, contrary to } \triangle, \text{ the simplex is a standard one, defined in terms of orthonormal vertex vectors.}\]
so that:

$$\mu(A_j) = \|r^\parallel - n_i\| = \|(r^\parallel_i - 1)n_i + r^\parallel_j n_j\| = \|r^\parallel_j (n_j - n_i)\| = r^\parallel_j \sqrt{2},$$

and similarly: $$\mu(A_i) = r^\parallel_i \sqrt{2}.$$ Thus, in accordance with the Born rule, we have the well-defined ratio:

$$\mathcal{P}[D(r) \rightarrow P(n_k)] = \frac{\mu(A_k)}{\mu([\Delta_1(n_i, n_j)])} = \frac{\|r^\parallel - n_i\|}{\|n_j - n_i\|} = \frac{r^\parallel_k}{\sqrt{2}} = r^\parallel_k, \; k = i, j. \tag{14}$$

The above simple exercise was to emphasize that the logic of the EBR remains intact also when working with the infinite (standard) simplex $$\Delta_\infty$$, if the initial state vector is the convex combination $$r^\parallel = r^\parallel_i n_i + r^\parallel_j n_j$$, and of course the same reasoning also applies, mutatis mutandis, when $$r^\parallel$$ is the convex combination of a finite arbitrary number $$N$$ of vertex vectors. However, these are very special circumstances, as in general $$r^\parallel$$ will be written as a convex combination of an infinite number of vertex vectors, and in that case we face the previously mentioned difficulty that $$\mu(\Delta_\infty) = 0$$. But, is it really so?

It is worth making the distinction between the fact that an infinite-dimensional quantum entity can in principle produce an infinity of outcome-states and the fact that in actual experimental situations not all these a priori possible outcome-states will be truly available to be actualized. In other words, actual measurement contexts, like those we create in our laboratories, only allow for a finite number of possible outcomes, because the number of detectors, however large, is necessarily finite, and their resolving power is also limited. This means that, even though the dimension of a quantum entity, like an electron, can be infinite, its measurement contexts are always finite-dimensional, and therefore described by degenerate measurements. This means that actual measurements need to be associated with effective finite-dimensional simplexes, for which the hidden-measurement interpretation always applies in a consistent way. Let us show how this works.

We introduce $$N$$ different disjoint subsets $$I_i$$ of $$\mathbb{N}^*$$, $$i = 1, \ldots, N$$ (which may have each a finite or infinite number of elements), such that $$\bigcup_{i=1}^N I_i = \mathbb{N}^*$$. Then, we define the $$N$$ projection operators $$P_i = \sum_{j \in I_i} P(n_j)$$. According to the Lüders-von Neumann projection formula, the possibly degenerate outcomes that are associated with them correspond to the outcome-states:

$$D(s_i) = \frac{P_i D(r) P_i}{\text{Tr} P_i D(r) P_i}, \quad i = 1, \ldots, N. \tag{15}$$

If we introduce the vector-state notation $$|\phi_i\rangle = P_i |\psi\rangle / \|P_i |\psi\rangle\|$$, with $$D(r) = |\psi\rangle \langle \psi|$$ and $$D(s_i) = |\phi_i\rangle \langle \phi_i|$$, we can also write the pre-measurement vector-state $$|\psi\rangle$$ as the superposition:

$$|\psi\rangle = \sum_{i=1}^N \|P_i |\psi\rangle\| |\phi_i\rangle, \tag{16}$$

as is clear that $$\sum_{i=1}^N P_i = I$$. Since $$\text{Tr} D(s_i) D(s_j) = \langle \phi_i | \phi_j \rangle = \delta_{ij}, i, j \in \{1, \ldots, N\}$$, we have $$s_i \cdot s_j = \delta_{ij}, i, j = 1, \ldots, N$$. This means that the $$N$$ (infinite-dimensional) unit vectors $$s_i$$ define a standard $$(N - 1)$$-dimensional sub-simplex of $$\Delta_\infty$$:

$$\tilde{\Delta}_{N-1}(s_1, \ldots, s_N) = \{ t \in \mathbb{R}^\infty | t = \sum_{i=1}^N t_i s_i, \sum_{i=1}^N t_i = 1, 0 \leq t_i \leq 1 \}. \tag{17}$$

Clearly, being $$\tilde{\Delta}_{N-1}(s_1, \ldots, s_N)$$ finite dimensional, we have $$\mu[\tilde{\Delta}_{N-1}(s_1, \ldots, s_N)] \neq 0$$, so that the EBR can be consistently applied to it.
More precisely, writing \( r = r^\perp + r^\parallel \), with \( r^\perp \) the component of \( r \) perpendicular to \( \Delta_{N-1}(s_1, \ldots, s_N) \), i.e. \( r^\perp \cdot s_i = 0 \), for all \( i = 1, \ldots, N \), we have \( r^\parallel = \sum_{i=1}^{N} r_i^\parallel s_i \), so that:

\[
P[D(r) \to D(s_i)] = r^\parallel \cdot s_i = r_i^\parallel,
\]

and from the general properties of a simplex, we also have \([4]\):

\[
r_i^\parallel = \frac{\mu(A_i)}{\mu(\Delta_{N-1}(s_1, \ldots, s_N))},
\]

where \( A_i \) denotes the convex closure of \( \{s_1, \ldots, s_{i-1}, r^\parallel, s_{i+1}, \ldots, s_N\} \). In other words, for as long as the number of outcomes remains finite, even though the quantum entity is infinite-dimensional we can still describe the outcome probabilities as a condition of lack of knowledge about the measurement-interactions that are actualized at each run of the measurement.

### 3 Continuous spectrum

In the previous section, starting from an observable having a pure point spectrum, we have shown that the degenerate observables that can be built from it admit a hidden-measurement description for the transition probabilities, if the number of degenerate outcomes is finite. This seems to exclude observables also having some continuous spectrum. To show that this is not the case, in this section we present an alternative derivation, using a representation where the generators \( \Lambda_i \) are constructed using the outcome states.

More precisely, we consider a quantum entity with a possibly infinite-dimensional Hilbert space \( \mathcal{H} \), and \( N \) mutually orthogonal projection operators \( P_i \), \( i = 1, \ldots, N \), such that \( \sum_i P_i = \mathbb{I} \). For example, if \( \mathcal{H} = L^2(\mathbb{R}) \), and we consider the position observable \( Q = \int_{-\infty}^{\infty} dx \, |x\rangle \langle x| \), they could be given by the integrals: \( P_i = \int_{I_i} dx \, |x\rangle \langle x| \), where the \( I_i \) are disjoint intervals covering the entire real line, i.e., \( \mathbb{R} = \bigcup_{i=1}^{N} I_i \), so that \( \sum_i P_i = \sum_i \int_{I_i} dx \, |x\rangle \langle x| = \int_{-\infty}^{\infty} dx \, |x\rangle \langle x| = \mathbb{I} \).

If the \( D(s_i) = |\phi_i\rangle \langle \phi_i| \) are the outcomes defined in \([15]\), we can use the \( N \) orthonormal vector-states \( |\phi_i\rangle \) to construct the first \( N^2 - 1 \) generators of \( SU(\infty) \) \([12]\): \( \{\Lambda_i\}_{i=1}^{N^2-1} = \{U_{jk}, V_{jk}, W_l\} \), with:

\[
U_{jk} = \langle \phi_j | \phi_k \rangle + \langle \phi_k | \phi_j \rangle, \quad V_{jk} = -i(\langle \phi_j | \phi_k \rangle - \langle \phi_k | \phi_j \rangle),
\]

\[
W_l = \sqrt{\frac{2}{l(l+1)}} \left( \sum_{j=1}^{l} \langle \phi_j | \phi_j \rangle - l|\phi_{l+1}\rangle \langle \phi_{l+1}| \right),
\]

\[1 \leq j < k \leq N, \quad 1 \leq l \leq N - 1.\]  

We also define the operator \( I_N = \sum_{i=1}^{N} \langle \phi_i | \phi_i \rangle \), acting as an indentity operator in the \( N \)-dimensional subspace \( \text{Span} \{ |\phi_1 \rangle, \ldots, |\phi_N \rangle \} \). Since \( |\psi\rangle \in \text{Span} \{ |\phi_1 \rangle, \ldots, |\phi_N \rangle \} \), the associated projection operator \( |\psi\rangle \langle \psi| \) can be expanded on the basis \( \{I_N, \Lambda_1, \ldots, \Lambda_{N^2-1}\} \), and we can write:

\[
|\psi\rangle \langle \psi| = D(r) = \frac{1}{N} (I_N + c_N r \cdot \Lambda) = \frac{1}{N} \left( I_N + c_N \sum_{i=1}^{N^2-1} r_i \Lambda_i \right).
\]

Note that despite the similarity with \([6]\), in \([21]\) the operator-state \( D(r) \) is not finite-dimensional (all operators in \([21]\) act in an infinite-dimensional Hilbert space \( \mathcal{H} \)).

Considering for instance the \( N = 2 \) case, we have the following three Pauli generators:

\[
\Lambda_1 = |\phi_1\rangle \langle \phi_2| + |\phi_2\rangle \langle \phi_1|, \quad \Lambda_2 = -i(|\phi_1\rangle \langle \phi_2| - |\phi_2\rangle \langle \phi_1|), \quad \Lambda_3 = |\phi_1\rangle \langle \phi_1| - |\phi_2\rangle \langle \phi_2|,
\]
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and the identity operator \( \mathbb{I}_2 = |\phi_1\rangle\langle\phi_1| + |\phi_2\rangle\langle\phi_2| \), so that we can write:

\[
|\psi\rangle\langle\psi| = D(r) = \frac{1}{2}(\mathbb{I}_2 + r \cdot \Lambda) = \frac{1}{2}\left(\mathbb{I}_2 + \sum_{i=1}^{3} r_i \Lambda_i \right).
\]  

(23)

For the two outcome-states we have:

\[
|\phi_1\rangle\langle\phi_1| = D(n_1) = \frac{1}{2}(\mathbb{I}_2 + \Lambda_3), \quad |\phi_2\rangle\langle\phi_2| = D(n_2) = \frac{1}{2}(\mathbb{I}_2 - \Lambda_3),
\]  

(24)

which means that \( n_1 = (0, 0, 1) \) and \( n_2 = (0, 0, -1) \). Note that the representation is that of a (non-standard) simplex \( \Delta_1 \) of measure \( \mu(\Delta_1) = 2 \), as is clear that the two vertex vectors \( n_1 \) and \( n_2 \), are not orthogonal, but opposite: \( n_1 = -n_2 \).

Let us also consider, for sake of clarity, the \( N = 3 \) case. We have then the eight Gell-Mann operators:

\[
\Lambda_1 = |\phi_1\rangle\langle\phi_2| + |\phi_2\rangle\langle\phi_1|, \quad \Lambda_2 = -i(|\phi_1\rangle\langle\phi_2| - |\phi_2\rangle\langle\phi_1|), \quad \Lambda_3 = |\phi_1\rangle\langle\phi_1| - |\phi_2\rangle\langle\phi_2|,
\]

\[
\Lambda_4 = |\phi_1\rangle\langle\phi_3| + |\phi_3\rangle\langle\phi_1|, \quad \Lambda_5 = -i(|\phi_1\rangle\langle\phi_3| - |\phi_3\rangle\langle\phi_1|), \quad \Lambda_6 = |\phi_2\rangle\langle\phi_3| - |\phi_3\rangle\langle\phi_2|,
\]

\[
\Lambda_7 = -i(|\phi_2\rangle\langle\phi_3| - |\phi_3\rangle\langle\phi_2|), \quad \Lambda_8 = \frac{\sqrt{3}}{2}(|\phi_1\rangle\langle\phi_1| + |\phi_2\rangle\langle\phi_2| - 2|\phi_3\rangle\langle\phi_3|),
\]

(25)

and the identity operator \( \mathbb{I}_3 = |\phi_1\rangle\langle\phi_1| + |\phi_2\rangle\langle\phi_2| + |\phi_3\rangle\langle\phi_3| \), so that we can write:

\[
|\psi\rangle\langle\psi| = D(r) = \frac{1}{3}(\mathbb{I}_3 + \sqrt{3} r \cdot \Lambda) = \frac{1}{3}\left(\mathbb{I}_3 + \sqrt{3} \sum_{i=1}^{8} r_i \Lambda_i \right).
\]  

(26)

For the three outcome-states we have:

\[
|\phi_1\rangle\langle\phi_1| = D(n_1) = \frac{1}{3}[\mathbb{I}_3 + \sqrt{3}(\frac{\sqrt{3}}{2} \Lambda_3 + \frac{1}{2} \Lambda_8)],
\]

\[
|\phi_2\rangle\langle\phi_2| = D(n_2) = \frac{1}{3}[\mathbb{I}_3 + \sqrt{3}(-\frac{\sqrt{3}}{2} \Lambda_3 + \frac{1}{2} \Lambda_8)],
\]

\[
|\phi_3\rangle\langle\phi_3| = D(n_3) = \frac{1}{3}[\mathbb{I}_3 + \sqrt{3}(-1)\Lambda_8],
\]

(27)

and the associated 8-dimensional unit vectors are:

\[
n_1 = (0, 0, \frac{\sqrt{3}}{2}, 0, 0, 0, 0, \frac{1}{2}), \quad n_2 = (0, 0, -\frac{\sqrt{3}}{2}, 0, 0, 0, 0, \frac{1}{2}),
\]

\[
n_3 = (0, 0, 0, 0, 0, 0, 0, -1),
\]

(28)

which clearly form an equilateral triangle, that is, a 2-simplex \( \Delta_2 \).

We thus see that an EBR of the measurement context is still possible, if the latter only involves a finite number of outcomes, which can also correspond to operators projecting onto some continuous spectrum of the observable under consideration. For this, the outcome-states have to be used to construct the first \( N^2 - 1 \) operators \( \Lambda_i \), which means that we have now to renounce using a same representation to describe different measurements, unless they would all produce outcomes belonging to the same subspace \( \text{Span}\{|\phi_1\rangle, \ldots, |\phi_N\rangle\}\).

Let us illustrate this last observation in the simple \( N = 2 \) case. We consider a measurement whose outcome-states are \( |\phi'_1\rangle \) and \( |\phi'_2\rangle \), which we assume also form a basis of \( \text{Span}\{|\phi_1\rangle, |\phi_2\rangle\}\). We can then generally write: \( |\phi'_1\rangle = u_{11}|\phi_1\rangle + u_{12}|\phi_2\rangle \), and \( |\phi'_2\rangle = u_{21}|\phi_1\rangle + u_{22}|\phi_2\rangle \). The condition \( \langle \phi'_1 | \phi'_1 \rangle = 1 \) implies: \( |u_{11}|^2 + |u_{12}|^2 = 1 \), and the condition \( \langle \phi'_2 | \phi'_2 \rangle = 1 \) implies: \( |u_{21}|^2 + |u_{22}|^2 = 1 \). Also, condition \( \langle \phi'_1 | \phi'_2 \rangle = 0 \)
implies: \(u_{11}^* \langle \phi_1 | + u_{12}^* \langle \phi_2 |)(u_{21} |\phi_1 \rangle + u_{22} |\phi_2 \rangle) = 0\), i.e., \(u_{11}^* u_{21} + u_{12}^* u_{22} = 0\). Thus, the \(2 \times 2\) matrix \(U\), with elements \(U_{ij} = u_{ij}\), obeys:

\[
UU^\dagger = \begin{bmatrix} u_{11} & u_{12} \\ u_{21} & u_{22} \end{bmatrix} \begin{bmatrix} u_{11}^* & u_{21}^* \\ u_{12}^* & u_{22}^* \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} .
\] (29)

We have:

\[
|\phi'_1 \rangle \langle \phi_1 | = D(n'_1) = (u_{11} |\phi_1 \rangle + u_{12} |\phi_2 \rangle)(u_{11}^* \langle \phi_1 | + u_{12}^* \langle \phi_2 |)
\]

\[
= |u_{11}|^2 D(n_1) + |u_{12}|^2 D(n_2) + u_{11} u_{12}^* \langle \phi_1 | + u_{12} u_{11}^* \langle \phi_2 | \rangle
\]

\[
= \frac{1}{2} \mathbb{I}_2 + (|u_{11}|^2 - |u_{12}|^2) A_3 + 2 u_{11} u_{12}^* \langle \phi_1 | + 2 u_{12} u_{11}^* \langle \phi_2 | \rangle
\]

\[
= \frac{1}{2} \mathbb{I}_2 + (|u_{11}|^2 - |u_{12}|^2) A_3 + (u_{11} u_{12}^* + u_{12} u_{11}^*) A_1 - i(u_{11} u_{12}^* - u_{12} u_{11}^*) A_2 .
\] (30)

In other words, the components of \(n'_1\) are:

\[
n'_1 = (2 \Re(u_{11} u_{12}^*), 2 \Im(u_{11} u_{12}^*), |u_{11}|^2 - |u_{12}|^2) ,
\] (31)

and we can check that \(n'_1 \cdot n'_1 = 4 |u_{11}|^2 |u_{12}|^2 + (|u_{11}|^2 - |u_{12}|^2)^2 = (|u_{11}|^2 + |u_{12}|^2)^2 = 1\). Of course, a similar calculation can be done to determine the coordinates of \(n'_2\), associated with \(|\phi'_2 \rangle \langle \phi'_2 |\). So, it is possible to describe, within the same 3-dimensional effective Bloch sphere, all two-outcome measurements with outcome-states \(|\phi'_1 \rangle\) and \(|\phi'_2 \rangle\) belonging to \(\text{Span}\{ |\phi_1 \rangle, |\phi_2 \rangle \}\), i.e., of the form:

\[
\begin{bmatrix} |\phi'_1 \rangle \\ |\phi'_2 \rangle \end{bmatrix} = \begin{bmatrix} u_{11} & u_{12} \\ u_{21} & u_{22} \end{bmatrix} \begin{bmatrix} |\phi_1 \rangle \\ |\phi_2 \rangle \end{bmatrix} .
\] (32)

4 Conclusion

In this article, we emphasized that when we take the infinite-dimensional limit of the EBR we face the problem that the Lebesgue measures of the simplexes tend to zero, so preventing the direct use of the infinite EBR to express the outcome probabilities as relative measures of the simplexes’ sub-regions. However, we have also shown that the problem can be overcome by observing that measurements are operations that in practice always present a finite number of outcome-states (possibly associated with an infinite dimension of degeneracy), so that their representation only requires finite-dimensional simplexes.

In other words, we have proposed to distinguish the dimension of a quantum entity per se, expressing its ‘intrinsic potentiality’, which can either be finite or infinite, from the dimension of a measurement (the number of outcomes that are available in our spatiotemporal theater, in a given experimental situation), which determines the ‘effective potentiality’ that can be manifested by a quantum entity, when submitted to the former. In practice, the dimension of an actual interrogative context is always finite, as the number of macroscopic entities that can play the role of detectors is finite and their resolving powers are limited. In that respect, one could even go as far as saying, albeit only speculatively, that the measurement-interactions responsible for the transitions to the different possible outcome-states in fact supervise and produce their effects only when the (possibly infinite) potentiality level associated with the quantum entity gets constrained by a finite number of possible outcomes, during the practical execution of a measurement.

To conclude, let us offer an analogy taken from the domain of human cognition. Consider a person submitted to an interrogative context, forced to choose one among a finite number of distinct answers. For this, the person’s mind has to immerse into the semantic context created by the question and the available answers, gradually building up a tension with each one of them; a tension that in the end will have to be
released, thus producing an outcome. However, if the number of possibilities to be taken simultaneously into account in providing an answer increases, it will become more and more difficult for the person’s mind to maintain a sufficient cognitive interaction with each one of them. In other words, in the limit where the number of possible answers tends to infinity, the cognitive interactions associated with each one of them will either tend to zero, and then the process of actualization of an answer cannot take place (note that measurements might as well not produce an outcome), or the person’s mind will start focusing on a finite subset of possibilities, with respect to which a tension-reduction process, yielding an outcome, can again take place.

Appendix: The standard simplex representation

To better understand what happens when one takes the infinite limit, one can adopt from the beginning a representation where the scalar product between the different vertex vectors is independent of the dimension $N$, and such that $\mathbf{0} \notin \triangle_{N-1}$. Indeed, in the representation used in [4], which naturally emerges from the Hilbert geometry, the scalar product between the different vertex vectors is given by (10), thus it depends on the dimension $N$. To eliminate this dependency, one can first introduce $N$ mutually orthogonal vectors $\mathbf{m}_i$, $i = 1, \ldots, N$, of length $\sqrt{N}$, such that (see Fig. 1, for the $N = 2$ case):

\[
\begin{align*}
\mathbf{n}_i &= \sqrt{\frac{1}{N-1}}(\mathbf{m}_i - \mathbf{R}), \\
\mathbf{R} &= \frac{1}{N} \sum_{i=1}^N \mathbf{m}_i, \\
\mathbf{m}_i \cdot \mathbf{m}_j &= N \delta_{ij}.
\end{align*}
\]

We then have $\|\mathbf{R}\|^2 = 1$ and $\mathbf{m}_i \cdot \mathbf{R} = 1$, for all $i$, and one can check that, in accordance with (10), $\mathbf{n}_i \cdot \mathbf{n}_j = \frac{1}{N-1}(\mathbf{m}_i \cdot \mathbf{m}_j - \mathbf{m}_i \cdot \mathbf{R} - \mathbf{m}_j \cdot \mathbf{R} + \|\mathbf{R}\|^2) = \frac{1}{N-1}(N \delta_{ij} - 1 - 1 + 1) = \delta_{ij} \frac{N}{N-1} - \frac{1}{N-1}$. Introducing

---

5In quantum cognition, a more general version of the EBR, not limited to the Hilbert geometry for the state space, called the general tension-reduction (GTR) model, has been proposed to model human decision processes [7].
also the vector $s^\parallel$, defined by: $r^\parallel = \sqrt{\frac{1}{N-1}} (s^\parallel - R)$, one finds for the transition probability (5):

$$P[D_N(r) \rightarrow P_N(n_i)] = \frac{1}{N} \left[ 1 + (s^\parallel - R) \cdot (m_i - R) \right]$$

$$= \frac{1}{N} \left[ 1 + (s^\parallel \cdot m_i - s^\parallel \cdot R - m_i \cdot R + \|R\|^2) \right]$$

$$= \frac{1}{N} \left[ 1 + (s^\parallel \cdot m_i - 1 - 1 + 1) \right] = \frac{1}{N} s^\parallel \cdot m_i,$$

(34)

where we have used the fact that $R \cdot n_i = 0$, for all $i = 1, \ldots, N$, so that $R \cdot r^\parallel = 0$, and consequently $s^\parallel \cdot R = (\sqrt{N-1} r^\parallel + R) \cdot R = 1$. Then, one can introduce the unit vectors $\tilde{m}_i = \sqrt{\frac{1}{N}} m_i$, associated with the standard simplex:

$$\tilde{\triangle}_{N-1} = \{ t \in \mathbb{R}^N | t = \sum_{i=1}^{N} t_i \tilde{m}_i, \sum_{i=1}^{N} t_i = 1, 0 \leq t_i \leq 1 \},$$

(35)

to which belongs the renormalized vectors $\tilde{R} = \sqrt{\frac{1}{N}} R = \frac{1}{N} \sum_{i=1}^{N} \tilde{m}_i$ and $\tilde{s}^\parallel = \sqrt{\frac{1}{N}} s^\parallel$, so that (34) simply becomes:

$$P[D_N(r) \rightarrow P_N(n_i)] = \tilde{s}^\parallel \cdot \tilde{m}_i,$$

(36)

i.e., does not depend anymore explicitly on the dimension $N$, so that the $N \rightarrow \infty$ limit becomes trivial. Clearly, $\triangle_\infty$ is the limit of both $\tilde{\triangle}_{N-1}$ and $\triangle_{N-1}$, considering that $\tilde{R} \rightarrow 0$, as $N \rightarrow \infty$, so that in this limit one also has: $n_i = \sqrt{\frac{N}{N-1}} (\tilde{m}_i - \tilde{R}) \rightarrow \tilde{m}_i$ and $r^\parallel = \sqrt{\frac{N}{N-1}} (\tilde{s}^\parallel - \tilde{R}) \rightarrow \tilde{s}^\parallel$.

References

[1] D. Aerts, S. Aerts, B. Coecke, B. D. Hooghe, T. Durt and F. Valckenborgh, “A model with varying fluctuations in the measurement context.” In: New Developments on Fundamental Problems in Quantum Physics, eds. M. Ferrero and A. van der Merwe, Kluwer Academic, Dordrecht, 7 (1997).

[2] D. Aerts, “The hidden measurement formalism: what can be explained and where paradoxes remain,” Int. J. Theor. Phys., 37, 291 (1998).

[3] D. Aerts, “The Stuff the World is Made of: Physics and Reality,” pp. 129–183. In: The White Book of ‘Einstein Meets Magritte’, Edited by Diederik Aerts, Jan Broekaert and Ernest Mathijs, Kluwer Academic Publishers, Dordrecht, 274 pp. (1999).

[4] D. Aerts and M. Sassoli de Bianchi, “The Extended Bloch Representation of Quantum Mechanics and the Hidden-Measurement Solution to the Measurement Problem,” Annals of Physics 351, 975–1025 (2014). Erratum: Annals of Physics 366, 197–198 (2016).

[5] D. Aerts and M. Sassoli de Bianchi, “Many-Measurements or Many-Worlds? A Dialogue,” Found. Sci. 20, 399–427 (2015).

[6] D. Aerts and M. Sassoli de Bianchi, “Do spins have directions?,” Soft Computing 21, 1483–1504 (2017). doi: 10.1007/s00500-015-1913-0.

[7] D. Aerts and M. Sassoli de Bianchi, “The GTR-model: a universal framework for quantum-like measurements.” In: Superpositions, Dynamics, Semantics and Identity, pp. 91–140. Eds. D. Aerts, C. De Ronde, H. Freytes and R. Giuntini, World Scientific Publishing Company, Singapore (2016).

[8] D. Aerts and M. Sassoli de Bianchi, “A possible solution to the second entanglement paradox.” In: Superpositions, Dynamics, Semantics and Identity, pp. 351–359. Eds. D. Aerts, C. De Ronde, H. Freytes and R. Giuntini, World Scientific Publishing Company, Singapore (2016).
[9] D. Aerts and M. Sassoli de Bianchi, “The Extended Bloch Representation of Quantum Mechanics. Explaining Superposition, Interference and Entanglement.” *Journal Mathematical Physics* 57, 122110 (2016). doi: 10.1063/1.4973356.

[10] D. Aerts and M. Sassoli de Bianchi, “Quantum measurements as weighted symmetry breaking processes: the hidden measurement perspective.” International Journal of Quantum Foundations 3, 1–16 (2017).

[11] B. Coecke, “Generalization of the proof on the existence of hidden measurements to experiments with an infinite set of outcomes,” Found. Phys. Lett., 8, 437 (1995).

[12] F. T. Hioe, J. H. Eberly, “N-level coherence vector and higher conservation laws in quantum optics and quantum mechanics,” Phys. Rev. Lett. 47, 838–841 (1981).

[13] R. Alicki, K. Lendi, *Quantum Dynamical Semigroups and Application*, Lecture Notes in Physics Vol. 286, Springer-Verlag, Berlin (1987).

[14] T. Durt, B.-G. Englert, I. Bengtsson, K. yczkowski, “On mutually unbiased bases,” Int. J. Quantum Information, 8, 535–640 (2010).