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ABSTRACT. The random coloured graph $G_c(n, p)$ is obtained from the Erdős-Rényi binomial random graph $G(n, p)$ by assigning to each edge a colour from a set of $c$ colours independently and uniformly at random. It is not hard to see that, when $c = \Theta(n)$, the order of the largest rainbow tree in this model undergoes a phase transition at the critical point $p = \frac{1}{c n}$. In this paper we determine the asymptotic order of the largest rainbow tree in the weakly sub- and supercritical regimes, when $p = \frac{1 + \varepsilon}{n}$ for some $\varepsilon = \varepsilon(n)$ which satisfies $\varepsilon = o(1)$ and $|\varepsilon|^3 n \to \infty$. In particular, we show that in both of these regimes with high probability the largest component of $G_c(n, p)$ contains an almost spanning rainbow tree. We also consider the order of the largest rainbow tree in the sparse regime, when $p = \frac{d}{n}$ for some constant $d > 1$. Here we show that the largest rainbow tree has linear order, and, moreover, for $d$ and $c$ sufficiently large, with high probability $G_c(n, p)$ even contains an almost spanning rainbow cycle.

1. Introduction

1.1. Motivation. In this paper we consider the following model of a random coloured graph: Given $c, n \in \mathbb{N}$ and $p \in (0, 1)$, we let $G_c(n, p)$ be a randomly coloured graph generated by taking an Erdős-Rényi binomial random graph $G(n, p)$ and choosing the colour of each edge independently and uniformly from a set of $c$ colours. A natural question to consider in this model is the threshold for the appearance of certain rainbow substructures, subgraphs all of whose edges receive a different colour.

This model, or at least a graph process version of this model, was first studied by Frieze and McKay [21], who gave a hitting time result for the existence of a rainbow spanning tree when $c \geq n - 1$, showing that it coincides with the hitting time for being connected and containing $n - 1$ different colours, a clearly necessary condition. In particular, their result implies that there is a sharp threshold for the existence of a rainbow spanning tree in $G_{n - 1}(n, p)$ at $p = \frac{2 \log n}{n}$ (see also [9]), since this is the threshold for $G_{n - 1}(n, p)$ containing $n - 1$ different colours.

There has also been much interest in the threshold for the existence of a rainbow Hamilton cycle in this model. It is a well-known result of Komlós and Szemerédi that whp $G(n, p)$ contains a Hamilton cycle if $p = \frac{\log n + \log \log n + o(1)}{n}$. After some earlier work [5, 11, 20], the current best results regarding the existence of rainbow Hamilton cycles in $G_c(n, p)$ are due to Ferber and Krivelevich [16], who showed that in the optimum range of $p$, where $p = \frac{\log n + \log \log n + o(1)}{n}$, whp $G_c(n, p)$ contains a rainbow Hamilton cycle if $c = (1 + \varepsilon)n$ for some fixed $\varepsilon > 0$, and Ferber [15], who showed that with the optimum number of colours $c = n$, whp $G_n(n, p)$ contains a rainbow Hamilton cycle if $p = \frac{K \log n}{n}$ for an appropriately large $K$. This constant cannot be improved to $K = 1$, since for $K < 2$ we do not expect to see every colour in $G_n(n, p)$, but it would be interesting to know if the statement holds for any $K > 2$, with the result of Frieze and McKay [21] for arbitrary rainbow trees mentioned above. The existence of more general rainbow spanning structures has also been considered in this model [16, 17].
There has also been some interest in the existence of rainbow Hamilton cycles in random colourings of other models of random graphs, for example in random regular graphs [23], random digraphs [15], randomly perturbed graphs [1], random geometric graphs [4] and random hypergraphs [13, 16].

We also note that some of the aforementioned results can be deduced as corollaries of an extension to the rainbow setting, proved by Bell, Frieze and Marbach [6], of the recent breakthrough of Frankston, Kahn, Narayanan and Park [18] on Talagrand’s fractional version of the ‘Expectation-threshold’ conjecture of Kahn and Kalai. This conjecture was recently proved by Park and Pham [30].

Whereas most of the previous results in the $G_c(n,p)$ model have focused on the behaviour around the connectivity/Hamiltonicity threshold, our focus will instead be on the behaviour of $G_c(n,p)$ with $c = \Theta(n)$ and with $p$ close to the critical point $\frac{1}{n}$. It is well known that around this probability the structure of the underlying random graph $G(n,p)$ changes dramatically - when $p$ is significantly smaller than $\frac{1}{n}$, whp $G(n,p)$ will consist of many small components, whereas when $p$ is significantly larger than $\frac{1}{n}$, whp $G(n,p)$ will contain a unique giant component. More precisely, we have the following.

**Theorem 1.1** ([14]). Let $d > 0$, let $p = \frac{d}{n}$ and let $\gamma = \gamma(d)$ be the survival probability of a $P(d)$ branching process.

(a) If $d < 1$, then whp all components in $G(n,p)$ have order $O(\log n)$;
(b) If $d > 1$, then whp there is a unique giant component in $G(n,p)$ of order $(\gamma + o(1))n$, and all other components have order $O(\log n)$.

Note, in particular, that as $d \to \infty$ we have $\gamma(d) \to 1$.

Whilst at first it may seem that the structure of $G(n,p)$ undergoes quite a sharp change in behaviour at this point, subsequent work, notably by Bollobás [7] and Łuczak [26], showed that in fact, if one chooses the correct parameterisation for $p$, this change can be seen to happen quite smoothly. In particular, Łuczak proved the following result.

**Theorem 1.2** ([26]). Let $\varepsilon = \varepsilon(n) > 0$ be such that $\varepsilon^3 n \to \infty$ and $\varepsilon = o(1)$, let $\gamma = \gamma(1+\varepsilon)$ be the survival probability of a $P(1+\varepsilon)$ branching process, and for each $i \in \mathbb{N}$ let $L_i$ be the $i$-th largest component in $G(n,p)$.

(a) If $p = \frac{1+\varepsilon}{n}$, then whp $L_1$ is a tree of order $(1+o(1))\frac{2}{\varepsilon} \log (\varepsilon^3 n)$;
(b) If $p = \frac{1+\varepsilon}{n}$, then whp $|V(L_1)| = (\gamma + o(1)) n$ and $|V(L_2)| = (1+o(1))\frac{2}{\varepsilon} \log (\varepsilon^3 n)$.

In particular,

$$|V(L_1)| = (2\varepsilon + O(\varepsilon^3)) n \quad \text{and} \quad |V(L_2)| \leq n^{\frac{2}{3}}.$$

1.2. **Main results.** We will be interested in the appearance of large rainbow structures in $G_c(n,p)$ for a similar range of $p$. However, there does not seem to be a natural definition of a rainbow component, essentially because the property of being connected is monotone increasing with respect to the edges, while the property of being rainbow is monotone decreasing. Thus, the vertex-maximal connected rainbow subgraphs may not partition the vertices, and the non-maximal connected rainbow subgraphs may be extended in multiple but incompatible ways.

Nevertheless, in the case of uncoloured graphs, since every component has a spanning tree, there is a clear equivalence between the order of the largest component and the order of the largest tree. For this reason, in the coloured setting, it is perhaps natural to consider the order of the largest rainbow tree as a rainbow analogue of components. Our main result concerns the weakly sub- and supercritical regimes, where $p = \frac{1+\varepsilon}{n}$, with $\varepsilon = \varepsilon(n)$ such that $|\varepsilon|^3 n \to \infty$ and $\varepsilon = o(1)$. In this case, by Theorem 1.2 clearly we cannot hope to find a rainbow tree of order larger than $(1+o(1))\frac{2}{\varepsilon} \log (\varepsilon^3 n)$ in the weakly subcritical regime and $(2+o(1))\varepsilon n$ in the weakly supercritical regime. We show that these trivial (given Theorem 1.2) upper bounds are indeed best possible.

**Theorem 1.3.** Let $c = \Theta(n)$, let $\varepsilon = \varepsilon(n) > 0$ be such that $\varepsilon^3 n \to \infty$ and $\varepsilon = o(1)$.

(a) If $p = \frac{1+\varepsilon}{n}$, then whp the largest rainbow tree in $G_c(n,p)$ has order $(1+o(1))\frac{2}{\varepsilon} \log (\varepsilon^3 n);$
(b) If \( p = \frac{1+\varepsilon}{n} \), then whp the largest rainbow tree in \( G_c(n, p) \) has order \((2 + o(1))\varepsilon n\).

For small constant \( \varepsilon > 0 \) we have \( \gamma(\varepsilon) = 2\varepsilon + O(\varepsilon^2) \), so by Theorem 1.1 in \( G_c(n, \frac{1+\varepsilon}{n}) \) we cannot hope to find a rainbow tree of order significantly larger than \( 2\varepsilon n \). While we cannot show such a tight bound, it is relatively easy to show, by comparison with a branching process, that whp \( G_c(n, p) \) contains a rainbow tree of order \( \Omega(\varepsilon n) \).

**Theorem 1.4.** Let \( \alpha > 0 \), let \( c = \alpha n \), let \( \varepsilon > 0 \) be a sufficiently small constant and let \( p = \frac{1+\varepsilon}{n} \). Then whp \( G_c(n, p) \) contains a rainbow tree of order at least \( (\frac{\alpha}{\alpha+1}\varepsilon - O(\varepsilon^2)) n \).

Finally, in light of Theorem 1.2 and since \( \gamma(\varepsilon) \xrightarrow{\varepsilon \to 0} 1 \), we might hope that for sufficiently large \( d \), whp \( G_c(n, d/n) \) will contain a rainbow tree of *almost* the optimal possible order \( \min(n, c+1) \). In fact, for large enough \( d \) we will see that whp \( G_c\left(n, \frac{d}{n}\right) \) will contain even a rainbow cycle of almost optimal length, extending a result of Aigner-Horev and Hefetz [1, Corollary 2.3], who proved the likely existence of a rainbow almost spanning path in \( G_{(1+\gamma)n}\left(n, \frac{d}{n}\right) \) for constant \( \gamma > 0 \) and \( d \) sufficiently large.

**Theorem 1.5.** Let \( \alpha, \delta > 0 \) and let \( c = \alpha n \). Then there exists \( d := d(\delta) \) such that whp \( G_c\left(n, \frac{d}{n}\right) \) contains a rainbow cycle of length at least \((1-\delta)\min(n, c)\).

Similar methods will also imply the existence of a linear length rainbow cycle for arbitrary \( d > 1 \).

**1.3. Proof outline and key ideas.** The overall strategy to prove Theorem 1.3 is first to reveal the largest component of \( G(n, p) \), and then to reveal the colours of the edges, discarding some edges until we have at most one of each colour. The trick is to choose which edges to discard and which to keep in such a way that, while the largest component may split into smaller rainbow parts, one of these will cover almost all of the largest component.

In the weakly subcritical regime these choices are relatively simple - whp the largest component is a tree and we will see that if we delete a random edge from a random tree, one of the resulting components will likely cover almost all of the original vertex set. In particular, this effect is so pronounced that even if we deleted all the edges which share colours, we still expect there to be a tree in what remains which contains almost all the vertices of the largest component.

In the weakly supercritical regime we have to work a bit harder. To decide which edges to discard and which to keep, we partition the edges of the giant component into its 2-core \( C \) and the remaining forest \( F \), rooted in \( C \). Then when revealing colours, we proceed as follows.

1. If a colour appears on an edge \( e \) of \( C \) and an edge \( f \) of \( F \), we delete \( f \).
2. If a colour appears at least three times in \( F \), we delete all the corresponding edges.
3. If a colour appears exactly twice in \( F \), we delete the “better” edge, i.e. the one whose deletion will remove fewer vertices.
4. If a colour appears at least twice in \( C \), we delete all the corresponding edges.

We note that more than one case can occur for each edge, but since we only need an upper bound on the number of vertices disconnected from the giant component in this manner, any potential multiple counting will not be a problem.

Clearly (2) and (4) are slightly crude ways of proceeding, since we could keep one of these edges in each case. However, it turns out that there are few enough of these edges that they make little difference.

Similarly, (1) might naively seem an odd way to proceed: In \( C \) we could delete an edge without decreasing the order of the giant if it lies in a cycle, but deleting the edge of \( F \) certainly causes some loss. However, our slightly counterintuitive strategy turns out to be a better one – the heuristic explanation is that it is important to protect the core and avoid it splitting into multiple smaller components, even at the cost of losing some of the surrounding forest.

Finally, (3) is the most delicate of the conditions to analyse. If we were to delete one of the two edges arbitrarily, the expected number of edges we lose from the giant component is \( \Theta(1/\varepsilon) \). We also expect
this to occur $\Theta(\varepsilon^2 n)$ times, leading to a total loss of $\Theta(\varepsilon n)$ – the same as the order of the giant component, and therefore too much for our goal. However, it turns out that by choosing the better edge, the expected loss drops to $o(1/\varepsilon)$, (see Proposition 2.0) which is precisely the improvement we need.

To show Theorems 1.4 and 1.5 we analyse rainbow versions of the breadth- and depth-first search algorithms to show the existence of large rainbow trees and paths, respectively. Given the likely existence of a large rainbow path, a standard sprinkling argument proves the likely existence of a rainbow cycle of roughly the same length.

1.4. Outline of the paper. In Section 2 we collect some preliminary results which will be useful later in the paper and in particular consider the structure of random forests. In Section 3 we prove Theorem 1.3 and in Section 4 we discuss the sparse regime and prove Theorems 1.4 and 1.5. Finally in Section 5 we discuss some open problems and directions for future research.

2. Preliminaries

2.1. Asymptotics. Given two functions $f, g : \mathbb{N} \to \mathbb{R}$, in a slight abuse of notation we will write statements of the form “If $\varepsilon > 0$ is sufficiently small, then $f = O(\varepsilon g)$” to mean that there exist constants $\varepsilon_0, C > 0$ such that $f(n) \leq C \varepsilon g(n)$ for all $\varepsilon < \varepsilon_0$ and for all $n$. See for example the statement of Theorem 1.4.

We will ignore floors and ceilings whenever these do not significantly affect the argument.

2.2. The configuration model. Given a degree sequence $d \in \mathbb{N}^r$, the configuration model constructs a random multigraph $G^*(d)$ in the following manner: Let $W(d) = \{W_1, \ldots, W_s\}$ where $(|W_1|, |W_2|, \ldots, |W_s|) = d$ and the sets $W_i$ are pairwise disjoint. We call the $W_i$ cells and the elements of the $W_i$ half-edges. A configuration is a partition $M$ of $W := \bigcup_{i \in [d]} W_i$ into pairs, which we think of as a perfect matching on the set of half-edges.

The (multi-)graph $G^*(d)$ is formed by choosing a configuration $M$ uniformly at random and taking the (multi-)graph $G(W, M)$ whose vertex set is $[s]$ and where we have an edge between $i$ and $j$ for each partition class of $M$ whose elements lie in $W_i$ and $W_j$.

We note that if we sequentially choose an arbitrary unmatched half-edge and choose a partner for it uniformly at random from the set of unmatched half edges, then the configuration $M$ that we obtain in this manner is distributed uniformly at random. In this way, we can think of the edges in $G^*(d)$ as being exposed sequentially.

2.3. Chernoff bound. We will frequently use the following form of the Chernoff bound, which follows from e.g. [22] Theorem 2.1.

Lemma 2.1 (Chernoff bound). If $X \sim \text{Bin}(N, q)$, then for any $\gamma > 0$, setting $\mu := Nq$ we have

$$\mathbb{P}(|X - \mu| \geq \gamma \mu) \leq 2 \cdot \exp\left(-\frac{\gamma^2}{2(1 + \frac{\gamma^2}{4})} \cdot \mu\right).$$

2.4. Random forests. For given $m, t \in \mathbb{N}$ let $\mathcal{F}(m, t)$ be the class of all forests on vertex set $[m]$ having $t$ trees such that the vertices $1, \ldots, t$ all lie in different trees. We denote by $F(m, t)$ a forest chosen uniformly at random from the class $\mathcal{F}(m, t)$ and call the vertices $1, \ldots, t$ the roots of the trees. Throughout this section, all asymptotics are taken as $m \to \infty$ and $t = t(m)$ is a function in $m$.

We will often use the well-known fact, see e.g., [31], that

$$|\mathcal{F}(m, t)| = tm^{m-t-1}.$$  \hspace{1cm} (1)

Firstly, we will need a fact about the random forest that arises when we delete a random edge in a random tree. In this particular case, we will see that we expect one of the two components of this forest to be significantly smaller than the other.

Proposition 2.2. Let $e$ be a uniformly chosen random edge from $F(m, 1)$ and let $T_1$ and $T_2$ be the two components of $F(m, 1) - e$. Then we have

$$\mathbb{E}(\min(|V(T_1)|, |V(T_2)|)) = O\left(\sqrt{m}\right).$$
Proof. We can construct each realisation of $F(m, 1)$ and $e$ as follows: First we pick $u \neq v \in [m]$ and $k \in [m - 1]$. Then we choose disjoint subsets $S_1$ and $S_2$ such that $S_1 \cup S_2 = [m] \setminus \{u, v\}$ and $|S_1| = k - 1$. Next, we pick trees $T_1$ and $T_2$ on vertex sets $S_1$ and $S_2$, respectively. Finally, we obtain $F(m, 1)$ by connecting $T_1$ and $T_2$ by the edge $e = uv$. Hence, we have

$$
\mathbb{E} \left( \min \{ |V(T_1)|, |V(T_2)| \} \right) \leq 2 \sum_{k=1}^{m/2} k \cdot \mathbb{P}( |V(T_1)| = k ) = 2 \sum_{k=1}^{m/2} k \cdot \frac{ \binom{m}{k} \binom{m-k}{k-1} k^{k-2} (m-k)^{m-k-2} }{m^{m-2} (m-1)},
$$

where the numerator on the right-hand side counts the number of different choices in the above construction that satisfy $|V(T_1)| = k$ and the denominator the number of different realisations of $(F(m, 1), e)$. Using Stirling’s formula in (2) yields

$$
\mathbb{E} \left( \min \{ |V(T_1)|, |V(T_2)| \} \right) \leq \Theta(1) \sum_{k=1}^{m/2} \left( \binom{m}{k} \binom{m-k}{k-1} k^{k-2} (m-k)^{m-k-2} \right) \frac{1}{m^{m-1}} = \Theta(1) \sum_{k=1}^{m/2} \frac{1}{k^{1/2}} = \Theta(\sqrt{m}),
$$

as required. \qed

The following two observations, both trivial from the definition of $F(m, t)$, will be useful later.

**Remark 2.3.** Let $r \in [t]$, let $v \in [m]$ and let $T_r$ be the component of $F(m, t)$ containing $r$. Then

(a) $\mathbb{E}( |V(T_r)| ) = \frac{m}{t}$;
(b) $\mathbb{E}( |V(T_r)| \mid v \notin V(T_r) ) \leq \frac{m}{t}$.

Whenever we write $vw$ for an edge in $H \in \mathcal{F}(m, t)$, we tacitly assume that $v$ is closer than $w$ to the root of the tree containing $vw$. We note that then $w \notin [t]$. Given an edge $e = vw$ in the forest $H$, we define the bridge number $B_{ew}$ to be the order of the component of $H - e$ containing $w$.

**Claim 2.4.** Let $e$ be a uniformly randomly chosen edge from $F(m, t)$. Then $\mathbb{E}(B_e) \leq \frac{m}{t+1}$.

Proof. We will determine $\mathbb{E}(B_e \mid e = vw)$ for $v \in [m]$ and $w \in [m] \setminus [t]$ such that $v \neq w$. To simplify notation, we assume wlog that $w = t + 1$. Then each forest $H \in \mathcal{F}(m, t)$ containing the edge $vw$ can be obtained by adding the edge $vw$ to a forest $H' \in \mathcal{F}(m, t+1)$ in which $v$ and $w$ are not in the same component. Then the bridge number $B_{vw}$ in $H$ equals the order of the tree of $H'$ containing $w$. Hence, letting $T_w$ be the component of $F(m, t+1)$ containing $w$ we obtain

$$\mathbb{E}(B_e \mid e = vw) = \mathbb{E}( |V(T_w)| \mid v \notin V(T_w) ) \leq \frac{m}{t+1},$$

where the last inequality follows by Remark 2.3(b). As this is true for all pairs $vw$ that can form an edge in $F(m, t)$, the statement follows. \qed

Remark 2.3(a) identifies the expected order of a tree in $F(m, t)$ as $m/t$. However, if we have two trees to choose from, perhaps surprisingly, it is likely that one will be significantly smaller. This is critical to point 3 of the proof strategy described in Section 1.3 and is quantified in the following proposition.

**Proposition 2.5.** Let $t = o(m)$ be such that $t = \omega(1)$, let $r \neq s$ be two distinct vertices from $[t]$ and let $T_r$ and $T_s$ be the components of $F(m, t)$ containing $r$ and $s$, respectively. Then we have

$$\mathbb{E}( \min \{ |V(T_r)|, |V(T_s)| \} ) = o(m/t).$$

We note that Proposition 2.5 may be considered a (slightly more precise) analogue of Proposition 2.4 in the case when $t = 2$.

Proof. When we delete $T_r$ from $F(m, t)$ we obtain a random forest with $m - |V(T_r)|$ vertices and $t - 1$ trees. Hence, for each fixed constant $k \in \mathbb{N}$ we have

$$\mathbb{P}( |V(T_r)| = k ) = \binom{m-t}{k-1} \frac{k^{k-2} |\mathcal{F}(m-k, t-1)|}{|\mathcal{F}(m, t)|}.$$
for any function $\sum_e m \in W$ we observe that for each vertex $v$.

**Proof.**

Let $t = o(m)$ be such that $t = o(1)$ and let $e, e'$ be two edges of $F(m, t)$ selected uniformly at random and independently subject to the condition that $e \neq e'$. Then we have

$$\mathbb{E} \left( \min \{ B_e, B_{e'} \} \right) = o(m/t).$$

**Proof.** We observe that for each vertex $w \in [m] \setminus [t]$ there is a unique edge $e(w) = vw$ in $F(m, t)$ in which $w$ is further away than $v$ from the root of the tree component containing $vw$. Hence, due to symmetry we have

$$\mathbb{E} \left( \min \{ B_e, B_{e'} \} \right) = \mathbb{E} \left( \min \{ B_{e(t+1)}, B_{e(t+2)} \} \right).$$

To determine the right-hand side in (5), we consider the following construction. We pick, uniformly at random and independently of each other, a forest $F = F(m, t + 2)$ from $\mathcal{F}(m, t + 2)$, a vertex $u \in [m]$, and another vertex $v \in [m]$. Then we let $F'$ be the (multi-)graph obtained from $F$ by adding an edge between $u$ and $t + 1$ and an edge between $v$ and $t + 2$ (see Figure 1).

We note that for each forest $H \in \mathcal{F}(m, t)$ there is exactly one choice of $F, u$ and $v$ such that $F' = H$. Hence, conditioned on the event that $F' \in \mathcal{F}(m, t)$ we have that $F'$ is distributed as $F(m, t)$. Furthermore, we have

$$\mathbb{P} \left( F' \in \mathcal{F}(m, t) \right) = \frac{|\mathcal{F}(m, t)|}{|\mathcal{F}(m, t + 2)| \cdot m \cdot m} \cdot \frac{t}{t + 2} = 1 + o(1).$$
As this is true for all possible realisations \( u \) and \( t+1 \) and between \( v \) and \( t+2 \) in the random forest \( F = F(m,t+2) \). In the first three pictures we have \( F' \in \mathcal{F}(m,t) \) and the number of vertices in the solid bubble is \( \min \{B_{e(t+1)}, B_{e(t+2)}\} \). The last picture is an example in which \( F' \not\in \mathcal{F}(m,t) \).

Next, we aim to relate the bridge numbers \( B_{e(t+1)} \) and \( B_{e(t+2)} \) to the above construction. To that end, we denote by \( T_{t+1} \) and \( T_{t+2} \) the tree components in \( F \) containing \( t+1 \) and \( t+2 \), respectively. Furthermore, we denote by \( A \) and \( B \) the events that \( u \in V(T_{t+2}) \) and \( v \in V(T_{t+1}) \), respectively. We observe that if \( F' \in \mathcal{F}(m,t) \), then \( A \) and \( B \) cannot hold simultaneously. Furthermore, conditioned on \( F' \not\in \mathcal{F}(m,t) \) we have for the bridge numbers \( B_{e(t+1)} \) and \( B_{e(t+2)} \) in \( F' \) and therefore also in \( F(m,t) \) (see also Figure 1)

\[
M := \min \{B_{e(t+1)}, B_{e(t+2)}\} = \begin{cases} 
\min \{|V(T_{t+1})|,|V(T_{t+2})|\} & \text{if neither } A \text{ nor } B \text{ hold,} \\
|V(T_{t+1})| & \text{if } A \text{ holds,} \\
|V(T_{t+2})| & \text{if } B \text{ holds.} 
\end{cases} 
\tag{7}
\]

We extend the definition of \( M \) by setting \( M := 0 \) if \( F' \not\in \mathcal{F}(m,t) \). Using (6) we obtain

\[
\mathbb{E}\{\min \{B_{e(t+1)}, B_{e(t+2)}\}\} = \mathbb{E}(M \mid F' \in \mathcal{F}(m,t)) = \frac{\mathbb{E}(M)}{\mathbb{P}(F' \in \mathcal{F}(m,t))} = (1 + o(1))\mathbb{E}(M). 
\tag{8}
\]

Furthermore, due to (7) we obtain

\[
\mathbb{E}(M) \leq \mathbb{E}\{\min \{|V(T_{t+1})|,|V(T_{t+2})|\}\} + \mathbb{P}(A)\mathbb{E}\{|V(T_{t+1})| \mid A\} + \mathbb{P}(B)\mathbb{E}\{|V(T_{t+2})| \mid B\} 
\tag{9}
\]

Using Proposition 2.3 we have

\[
\mathbb{E}\{\min \{|V(T_{t+1})|,|V(T_{t+2})|\}\} = o(m/(t+2)) = o(m/t). 
\tag{10}
\]

To bound \( \mathbb{E}(|V(T_{t+1})| \mid A) \), let \( H \) be a possible realisation of \( T_{t+2} \) with \( u \in V(H) \). Conditioned on the event \( T_{t+2} = H \) the remaining forest \( F \setminus T_{t+2} \) is a random forest on \( m - |V(H)| \) vertices having \( t+1 \) components. Thus, Remark 2.3 implies

\[
\mathbb{E}(|V(T_{t+1})| \mid T_{t+2} = H) = \frac{m - |V(H)|}{t+1} \leq \frac{m}{t}.
\]

As this is true for all possible realisations \( H \) of \( T_{t+2} \) that contain \( u \), we obtain \( \mathbb{E}(|V(T_{t+1})| \mid A) \leq m/t \). Combining this with Remark 2.3 yields \( \mathbb{P}(A)\mathbb{E}(|V(T_{t+1})| \mid A) \leq \frac{1}{t+2}m/t = o(m/t) \). By symmetry, we also have \( \mathbb{P}(B)\mathbb{E}(|V(T_{t+2})| \mid B) = o(m/t) \). Together with (9) and (10) this shows that \( \mathbb{E}(M) = o(m/t) \). Finally, combining this with (5) and (8) yields the statement.

3. **Proof of Theorem 1.3**

3.1. **The weakly subcritical regime.**
Proof of Theorem 1.3(a). By Theorem 1.2(a), whp the largest component in $G(n, p)$ is a tree of order $(1 + o(1)) \frac{2}{\log e^3 n}$, and in particular, this is therefore also trivially an upper bound on the order of the largest rainbow tree in $G_c(n, p)$.

For the lower bound, conditioned on the likely event that the largest component of $G(n, p)$ is a tree $T$ of order $(1 + o(1)) \frac{2}{\log e^3 n}$, we simply delete all edges of $T$ whose colours appear more than once in $T$. We claim that whp this, slightly wasteful, process leaves a component covering almost all the vertices of $T$, and this component is then a rainbow tree in $G_c(n, p)$.

Indeed, conditioned on the largest component $T$ of $G(n, p)$ being a tree of order $k$, it is clear that (up to relabelling of vertices) $T$ is distributed as $F(k, 1)$, a uniformly chosen random tree of order $k$. By Proposition 2.2, given a uniformly random chosen edge $e$ of $T$, the expected order of the smaller component in $T - e$ is $O(\sqrt{k})$.

Furthermore, the expected number of pairs of edges in $T$ which receive the same colour is $O(k^2/c)$. Since we choose our colouring uniformly, it follows that the expected size of the largest component of $T$ after deleting all edges appearing in such pairs is at least

$$|T| - O\left(\frac{k^2}{c}\right) \cdot O(\sqrt{k}) = k - O\left(k \cdot \frac{(\log e^3 n)^{3/2}}{e^3 n}\right) = (1 - o(1))k.$$ 

Hence, by Markov’s inequality (applied to the complement of the largest component), whp $T$ will contain a rainbow tree of order $(1 - o(1))k = (1 + o(1))\frac{2}{\log e^3 n}$, as required. \[\square\]

We note that the proof above actually shows that if we uniformly colour a tree with $k$ vertices with $c = \omega\left(k^{3/2}\right)$ colours, then whp there will be a rainbow subtree of order $(1 - o(1))k$. A first consequence of this is that Theorem 1.3(a) holds even with significantly fewer colours – here we can take any $c = \omega\left(\frac{(\log e^3 n)^{3/2}}{e^3 n}\right)$. A second consequence is that the above proof also holds without modification in the strictly subcritical regime, where $\epsilon \in (0, 1)$ is a constant, for any $c = \omega\left(\frac{(\log n)^{3/2}}{n}\right)$. Indeed, by Theorem 1.1 whp the largest component in this regime is a tree of order $k = O(\log n)$ and so the estimates above will still suffice to show the existence of a rainbow subtree of order $(1 - o(1))k$.

3.2. The weakly supercritical regime. Our aim in this section is to prove Theorem 1.3(b), for which we first collect some preliminary results. Throughout this section let us fix $\alpha > 0$, $c = \alpha n$ and $\epsilon = \epsilon(n)$ such that $\epsilon^3 n \to \infty$ and $\epsilon = o(1)$, and set $p = \frac{1 + \epsilon}{n}$. We will think of the coloured graph $G_c(n, p)$ as a pair $(G(n, p), \chi)$ where $G(n, p)$ is a random graph and $\chi$ is a uniformly chosen random colouring of the edges of $G(n, p)$ with colours from $[c]$.

We will first be interested in properties of the 2-core $C$ of $G(n, p)$, the unique maximal subgraph of minimum degree at least two. Let $d$ be the degree sequence of $C$. The properties of $C$ in the weakly supercritical regime are quite well understood. In particular, work of Łuczak [26, 27] implies the following:

Lemma 3.1 ([26, 27]). Let $C$ be the 2-core of $G(n, p)$.

(a) Whp $C$ is of order and size $\Theta(e^3 n)$.
(b) Whp $C$ contains $\Theta(e^3 n)$ vertices of degree three and has $o(e^3 n)$ edges incident to vertices of degree at least four.
(c) Conditional on its degree sequence $d$, $C$ is distributed uniformly at random from all simple graphs on $V(C)$ with degree sequence $d$.
(d) Whp the degree sequence $d$ is such that the multigraph $G^*(d)$ drawn from the configuration model is simple with probability $\Theta(1)$.

In what follows, we will assume that we have conditioned on some specific values of $V(C)$ and $d$ which satisfy the conclusions of Lemma 3.1 for simplicity, we will suppress this conditioning in the notation.
We generate a list \( \hat{L}' \in [e(C)]^{e(C)} \) of colours of length \( e(C) \) uniformly at random and let \( X \) be the number of elements of \( \hat{L}' \) which are not unique, i.e. the number of coordinates in which a colour appears in \( \hat{L}' \) that also appears in some other coordinate.

**Claim 3.2.** \( \text{Whp } X = o(e^3 n) \).

**Proof.** Note that it follows from Lemma 3.1 and our conditioning that \( e(C) = \Theta(e^2 n) \). Then, it is easy to see that the probability that a single element is not unique is

\[
1 - \left(1 - \frac{1}{e} \right)^{e(C) - 1} = 1 - 1 + \frac{e(C) - 1}{an} + O \left( \frac{e(C)^2}{an} \right) = \Theta(e^2).
\]

Hence \( \mathbb{E}(X) = \Theta(e^2) |L'| = \Theta(e^4 n) \) and the conclusion holds by Markov’s inequality.

We now condition on the value of \( X \), which we may assume satisfies the conclusion of Claim 3.2. We let \( \hat{L} \) be the re-ordering of \( \hat{L}' \) in which the repeated elements appear at the start and we generate a pair \((\hat{G}^*(\hat{d}), \hat{\chi})\) whose joint distribution is given as follows:

- \( \hat{G}^*(\hat{d}) \) is generated according to the configuration model with degree sequence \( \hat{d} \).
- \( \hat{\chi} \) is given by assigning the colour \( \hat{L}_i \) to \( e_i \) for each \( i \).

Note that, by Lemma 3.1,

Conditioned on \( \hat{G}^*(\hat{d}) \) being simple, \((\hat{G}^*(\hat{d}), \hat{\chi})\) has the same distribution as \((C, \chi|_{E(C)})\).

The edges \( R' := \{e_1, \ldots, e_X\} \) are those whose colours in \( \hat{\chi} \) are not unique, and we are interested in the graph remaining when we delete \( R' \). Let \( \hat{d} \) be the degree sequence of this graph, that is, for each vertex \( i \in V(C) \) we have

\[
\hat{d}_i = d_i - \{|j: j \leq X \text{ and } i \in e_j|, \text{ where loops are counted with multiplicity two.}
\]

By the principle of deferred decisions, it is clear that \( G^*(\hat{d}) - R' \sim G^*(\hat{d}) \) and furthermore if we write \( \hat{D}_i := \{|j: \hat{d}_j = i|\}, \) then by Lemma 3.1(a) and (b), and Claim 3.2 it follows that

\[
\hat{D}_0, \hat{D}_1 = o(e^3 n), \quad \hat{D}_2 = \Theta(e^2 n) \quad \text{and} \quad \sum_{i \geq 3} \hat{D}_i = \Theta(e^3 n).
\]

Let \( R \) be the set of edges of \( C \) which do not receive unique colours in \( \chi \).

**Claim 3.3.** Any graph property which holds whp for \( G^*(\hat{d}) \) also holds whp for \( C - R \).

**Proof.** We generate \( G^*(\hat{d}) \supseteq G^*(\hat{d}) \) and recall that Lemma 3.1(d) states that the probability that \( G^*(\hat{d}) \) is simple is \( \Theta(1) \). It follows from (11) that conditioned on this event \( C - R \sim G^*(\hat{d}) \) and so the claim follows.

We then use the following result, which is a special case of a result of Łuczak [29, Theorem 2].

**Lemma 3.4.** Let \( \hat{d} = (d_1, \ldots, \hat{d}_{|V(C)|}) \in \mathbb{N}^{|V(C)|} \) be a degree sequence in which (12) holds. Then whp \( G^*(\hat{d}) \) contains a component of order \((1 - o(1))|V(C)|\).

By Claim 3.3 and Lemma 3.4, it follows that whp \( C - R \) contains a component \( \hat{C} \) of order \((1 - o(1))|V(C)| \sim \Theta(e^2 n) \). Note that, by construction, this component is rainbow coloured; however it is still significantly smaller than \( 2e n \). In order to extend this to a larger rainbow subgraph, we will consider how the rest of the giant component is distributed around its 2-core. The component structure of \( G(n, p) \) in the weakly supercritical regime is reasonably well-understood, and in particular work of Łuczak [26] implies the following:

**Lemma 3.5 (26).** Let \( L \) be the vertex set of the largest component of \( G(n, p) \), let \( C \) be the 2-core of \( G(n, p) \) and let \( U \) be the set of vertices contained in unicyclic components.

(a) Whp \(|L| = (2 + o(1))en \) and \(|U| = \Theta\left(\frac{1}{e^2}\right) = o(en)\);

(b) \( L - U \) is a tree.
(b) Whp the largest component is the unique component with more than one cycle, and hence \( V(C) \subseteq L \cup U \).

c) Conditioned on (b), \( G(n, p)[L \cup U] - E(C) \sim F(L \cup U, V(C)) \), where \( F(X, Y) \) is a uniformly chosen random forest whose vertex set is \( X \), which contains \(|Y|\) trees and in which each element of \( Y \) lies in a different tree.

In what follows, let us condition on some specific values of \( L \) and \( U \) and the fact that the high probability events of Lemma 3.5(a) and (b) hold. In particular, if we let \( \hat{F} = G(n, p)[L \cup U] - C \), then
\[
F \sim F(m, t)
\]
where \( m = (2 + o(1))en \) and \( t = \Theta(e^2n) \). We can now complete our analysis of the weakly supercritical case.

**Proof of Theorem 1.3(b).** Let us now consider the colouring \( \chi|_F \). We know that \( \chi|_C \) is rainbow and uses a set \( Z \) of \( \Theta(e^2n) \) colours. Recall that \( B_e \), the bridge-number of \( e \), is the number of vertices in \( F \) disconnected from the root of their component when we delete \( e \), i.e. the number of vertices contained in the branch of \( e \). We build a rainbow subgraph of \( F \) which shares no colour with \( Z \) as follows:

1. For each colour \( i \in Z \) and each edge \( e \) in \( F \) of colour \( i \), we delete the branch of \( e \);
2. For each colour \( i \in [c] \) which appears at least three times in \( F \) and each edge \( e \) of colour \( i \), we delete the branch of \( e \);
3. For each colour \( i \in [c] \) which appears on exactly two edges \( e \) and \( f \) of \( F \), where wlog \( B_e \leq B_f \), we delete the branch of \( e \);
4. We delete all vertices in components whose roots are not in \( V(\hat{C}) \).

See Figure 2 for an example of this construction.

**Figure 2.** In this example, the edge \( e_1 \) receives a colour (blue) in \( Z \) and so shares a colour with an edge in \( \hat{C} \); the edges \( e_2, e_3 \) and \( e_4 \) all receive the same colour (green); and the edges \( e_5 \) and \( e_6 \) receive the same colour (red), which does not appear elsewhere in \( F \), and \( B_{e_5} \geq B_{e_6} \).

Let \( \hat{F} \) be the remaining forest. Clearly by construction, \( \hat{C} \cup \hat{F} \) is connected and rainbow coloured.

Let us write \( X_\ast \) for the number of vertices we delete in step (\( \ast \)) for \( \ast \in \{1, 2, 3, 4\} \), respectively. Our aim will be to show that \( \sum_{\ast=1}^{4} X_\ast \) is negligible, and so the majority of vertices in \( C \) lie in \( \hat{C} \cup \hat{F} \).

\[ \text{Recall that } F(m, t) \text{ is a random forest with } m \text{ vertices and } t \text{ components. Formally here we are relabelling the vertices of } G(n, p) \text{ so that } L \cup U = \{m\} \text{ and } V(C) = \{t\}. \]
We begin with some observations which will be required for the cases when \( * = 1 \) or \( 2 \), for which we define \( E_* \) to be the set of edges whose branch is deleted in step \((*)\). Then clearly

\[
X_* \leq \sum_{e \in E_*} B_e.
\]

Furthermore, since the colouring \( \chi \) is chosen independently of the forest \( F \), we can see that \( \mathbb{E}(X_*) \leq \mathbb{E}_X(|E_*|) \cdot \mathbb{E}_{F,e}(B_e) \), where \( e \) is an edge of \( F \) chosen uniformly at random. By Claim 2.4, \( \mathbb{E}_{F,e}(B_e) \leq \frac{m}{t+1} = O \left( \frac{1}{t} \right) \), so we have

\[
\mathbb{E}(X_*) = O \left( \frac{1}{t} \right) \cdot \mathbb{E}_X(|E_*|). \tag{13}
\]

**Colours appearing in \( \hat{C} \) and \( F \): Case \( * = 1 \)**

We have

\[
\mathbb{E}_X \left( |\hat{E}_1| \right) = \sum_{i \in Z} \sum_{k \geq 1} k \cdot \mathbb{P}(\text{colour } i \text{ appears } k \text{ times in } F) \\
\leq |Z| \sum_{k \geq 1} k \left( m - t \right) \frac{1}{c^k} \left( 1 - \frac{1}{c} \right)^{m-t-k} \\
\leq \Theta \left( \epsilon^2 n \right) \sum_{k \geq 1} k \left( \frac{m}{c} \right)^k \\
\leq \Theta \left( \epsilon^2 n \right) \sum_{k \geq 3} k \left( \frac{3 \epsilon}{\alpha} \right)^k = O \left( \epsilon^2 n \right),
\]

and so \( \mathbb{E}(X_1) = O \left( \epsilon^2 n \right) \) by (13).

**High-frequency colours: Case \( * = 2 \)**

Similarly we have

\[
\mathbb{E}_X \left( |\hat{E}_2| \right) = \sum_{i \in [c]} \sum_{k \geq 3} k \cdot \mathbb{P}(\text{colour } i \text{ appears } k \text{ times in } F) \\
= c \sum_{k \geq 3} k \left( m - t \right) \frac{1}{c^k} \left( 1 - \frac{1}{c} \right)^{m-t-k} \\
\leq c \sum_{k \geq 3} k \left( \frac{m}{c} \right)^k = O \left( \epsilon^3 n \right),
\]

and so \( \mathbb{E}(X_2) = O \left( \epsilon^2 n \right) \) by (13).

**Double colours: Case \( * = 3 \)**

Next, let \( A_3 \) denote the set of pairs of distinct edges \( e, f \in E(F) \) which share a colour which only appears on these two edges. Then we have that

\[
\mathbb{E}(X_3) \leq \mathbb{E}_X \left( |A_3| \right) \cdot \mathbb{E}_{F,e,f}(\min \{ B_e, B_f \} ).
\]

Furthermore, by Proposition 2.6

\[
\mathbb{E}_{F,e,f}(\min \{ B_e, B_f \} ) = o \left( \frac{m}{t} \right) = o \left( \frac{1}{\epsilon} \right)
\]

and

\[
\mathbb{E}_X \left( |A_3| \right) = c \left( \frac{m - t}{2} \right) \frac{1}{c^2} \left( 1 - \frac{1}{c} \right)^{m-t-2} = \Theta \left( \epsilon^2 n \right).
\]

Hence, \( \mathbb{E}(X_3) = o \left( \frac{1}{\epsilon} \right) \Theta \left( \epsilon^2 n \right) = o(\epsilon n) \).
Trees not attached to $\hat{C}$: Case $*=4$. Finally note that, by Remark 2.3(a), $E_{F,x}(|V(T_x)|) = \frac{m}{\ell}$, where $x$ is a uniformly chosen random vertex from $[t]$, and so

$$E(X) \leq \left( |V(C)| - |V(\hat{C})| \right) \frac{m}{\ell} = o(\epsilon^2 n) \left( \frac{2 + o(1)\epsilon n}{\Theta(\epsilon^2 n)} \right) = o(\epsilon n).$$

Collecting all of the four cases, we have shown that $E(\sum_{i=1}^{4} X_i) = \sum_{i=1}^{4} E(X_i) = o(\epsilon n)$. In particular, by Markov's inequality, whp $\sum_{i=1}^{4} X_i = o(\epsilon n)$. Hence, whp $\hat{C} \cup \hat{F}$ is a connected, rainbow subgraph of $G_c(n, p)$ of order at least

$$|L \cup U| - \sum_{i=1}^{4} X_i = (1 + o(1))2\epsilon n - o(\epsilon n) = (1 + o(1))2\epsilon n,$$

as required. □

4. Sparse regime

In this section we consider the regime when $p = d/n$. In the case of the subcritical regime, where $d < 1$, as mentioned at the end of Section 3.1, the proof of Theorem 1.3(a) will show that whp the largest rainbow tree has approximately the same order as the largest component. So, in what follows we will focus on the supercritical regime, where $d > 1$.

First, we consider the case where $p$ is only just above the phase transition threshold of $1/n$, and prove Theorem 1.4 by comparing a rainbow breadth-first search exploration process on $G_c(n, p)$ to a branching process, i.e. we show that when $c = \alpha n$ and $p = \frac{1+\delta}{n}$ for constant $\alpha$ and for $\epsilon$ sufficiently small, the largest rainbow tree will have order $\Theta(\epsilon n)$. However, given that the likely order of the giant component in $G(n, p)$ is $(2\epsilon + O(\epsilon^2)) n$, we conjecture that this can be sharpened.

**Conjecture 4.1.** Let $\alpha > 0$, let $c = \alpha n$, let $\epsilon > 0$ be sufficiently small and let $p = \frac{1+\delta}{n}$. Then whp the largest rainbow tree in $G_c(n, p)$ has order $(2\epsilon + O(\epsilon^2)) n$.

We show only the weaker lower bound in Theorem 1.4.

**Proof of Theorem 1.4.** We will describe a rainbow breadth-first search (RBFS) exploration process which, early on its evolution, can be coupled with a binomial branching process.

More precisely, we run a RBFS process on $G_c(n, p)$, starting at an arbitrary root vertex, where whenever we have more than $(1-\delta)n$ undiscovered vertices in each step, we arbitrarily forbid some vertices to ensure that precisely $(1-\delta)n$ remain – this slightly counter-intuitive strategy is for technical convenience later on. Furthermore, whenever we discover an edge, we only accept the edge if it does not share any colours with the previously accepted edges, and in addition, if the probability of rejection is less than $\delta/\alpha$, we introduce an additional edge-rejection probability to ensure that the total probability is always precisely $\delta/\alpha$. Again, note that we are counter-intuitively rejecting edges that we could keep, but this convention will be more convenient. Each time the queue of active vertices is empty, we choose an arbitrary unexplored vertex as the new root. Observe that this process builds a rainbow forest.

Under the assumption that the forest has not yet grown to order $\tilde{\delta} n$, we see that the probability that a newly discovered edge shares a colour with the current forest is at most $\frac{\delta}{\alpha}$, and for each vertex we will seek neighbours from among at least $(1-\delta)n$ vertices, and so, due to the counter-intuitive additional restrictions described above, each component in this process can be coupled with a Bin$(m, q)$ branching process where $m = (1-\delta)n$ and $q = (1-\delta/\alpha)p$, so we have

$$mq = (1-\delta) \left( 1 - \frac{\delta}{\alpha} \right) (1+\epsilon).$$

Let us set $\delta := \frac{\alpha}{\alpha+1} \epsilon - \epsilon^2$. It is easy to check that $mq > 1 + \Omega(\epsilon^2)$, and so this branching process is supercritical.

At this point, standard arguments imply that if we explore the component structure of $G_c(n, p)$ via this RBFS process, whp we will discover a rainbow tree of order at least $\delta n - \epsilon^2 n = \left( \frac{\alpha}{\alpha+1} \epsilon - O(\epsilon^2) \right) n$. 

More precisely, we run the RBFS process until one of the following two stopping conditions is reached.

(S1) We have discovered a rainbow tree of order at least $\delta n - \varepsilon^2 n$.

(S2) The queue of active vertices is empty and the total size of the forest is at least $\varepsilon^2 n$.

Note that the coupling is indeed valid as long as neither of these conditions has been applied. We claim that whp Condition (S2) will not be invoked.

To see why this is true, observe that each time we start a new tree, it has probability $\Omega(\varepsilon^2)$ of reaching order $\delta n - \varepsilon^2 n$ and therefore triggering Condition (S1) (roughly corresponding to the survival probability of the corresponding branching process), independently for each tree.

Furthermore, conditioned on a tree not reaching order $\delta n - \varepsilon^2 n$ (and in particular certainly not surviving forever) the RBFS while discovering this tree behaves approximately like a subcritical branching process with growth rate $1 - \Omega(\varepsilon^2)$. The expected order of such a branching process is $O(\varepsilon^{-2})$, and so for any $\omega \to \infty$, the (still conditional) probability that the first $\omega$ such processes have total order $\omega^2 \varepsilon^{-2}$ is $o(1)$ by Markov’s inequality. Choosing $\omega$ to grow slowly enough that $\omega^2 \varepsilon^{-2} \leq \varepsilon^2 n$, we deduce that whp we would have to start at least $\omega$ processes in order for Condition (S2) to be invoked. But since $\omega \to \infty$ and each process has probability $\Omega(\varepsilon^2)$ of growing large, whp one of the first $\omega$ processes will indeed grow large.

In order to prove Theorem 1.5, we will first show the likely existence of an almost spanning path, and then complete the proof via a standard sprinkling argument. In order to show the existence of a long rainbow path we will use a rainbow depth-first search process, following a technique of Krivelevich and Sudakov [25].

**Theorem 4.2.** Let $\delta, \alpha > 0$ and let $c = \alpha n$, let $d$ be such that $d \geq \frac{16}{\varepsilon^2}$, and let $p = \frac{d}{n}$. Then whp $G_c(n, p)$ contains a rainbow path of length $(1 - \delta) \min\{c, n\}$.

**Proof.** We consider the following rainbow depth-first search (RDFS) process on a graph: We maintain a stack $A$ of active vertices as well as collections $W$ and $U$ of visited and unvisited vertices. At each step of the process $A = (v_1, v_2, \ldots, v_k)$ will span a rainbow path $P_{v_k}$ in $G_c(n, p)$.

In a step, we consider the vertex $v$ at the top of the stack and for each previously unqueried pair $vu$ with $u \in U$ in some arbitrary order we query the pair to discover whether it forms an edge in $G(n, p)$, and if so what its colour is. We accept the query if the pair forms an edge whose colour does not appear in $P_v$ – in this case the vertex $u$ is moved from $U$ to the top of the stack $A$ and we continue querying from $u$ – otherwise the query is rejected and we continue querying from $v$. If all pairs $vu$ have been queried, we move $v$ from $A$ to $W$. If the stack becomes empty, an arbitrary vertex from $U$ is moved into $A$.

Note that, for any fixed vertex $v$, each time $v$ is the top vertex in the stack, the path $P_v$ will be the same. Let us write $L_v$ for the set of colours used in $P_v$. Note that, for any vertex $w \in W$, every edge from $w$ to $U$ has been exposed, and those that are in $G(n, p)$ must have a colour in $L_w$.

By the principle of deferred decisions, we may alternatively describe this RDFS process by first picking an independent sequence of pairs of random variables $(X_i, Y_i)_{i \in \mathbb{N}}$ where $X_i \sim \text{Ber}(p)$ and $Y_i$ is uniformly distributed amongst the set of $c$ colours independently of $X_i$, and when we run our algorithm, when we query the $i$-th pair we reject the query if and only if $X_i = 0$ or $Y_i \in L_v$ (where $v$ is the top vertex in the stack at this point).

Let us fix $r = \min\{c, n\}$ and suppose we run our process until $N = \frac{\delta^2 r n}{8}$ pairs have been queried and that at no point in this process was $|A| \geq (1 - \delta)r$. We first claim that at this point there are at most $\frac{\delta r}{8}$ vertices in $W$. Indeed, if not, there is some point after $N' \leq N$ queries at which $|W| = \frac{\delta r}{8}$ and hence, since $|A| \leq (1 - \delta)r$ by assumption, at this point $|U| \geq \frac{\delta n}{2}$, since $|W| + |U| + |A| = n \geq r$. However, in this case we must have already queried at least $|U||W| = \frac{\delta^2 r n^2}{8} > N$ many pairs, a contradiction.

Hence, we may assume that $|W| \leq \frac{\delta r}{8}$, and so in particular, since $|A| \leq (1 - \delta)r$ and $r \leq n$ we are still in the process of exploring the graph, and each query that was not rejected moved a vertex from $U$ to $A$. However, by assumption $|L_v| = |P_v| \leq (1 - \delta)r$ for each $v \in W$. Hence, the probability that each query is
accepted is at least $p \left( 1 - \frac{(1-\delta)r}{r} \right) \geq \delta p$, and so by the Chernoff bound (Lemma 2.1), whp the number of queries in the first $N$ which are accepted is at least
$$\frac{1}{2} N \delta p \geq \frac{d \delta^3 r}{16} \geq r,$$
since $d \geq \frac{16}{\delta^2}$. In particular, $|A \cup W| \geq r$, and so $|A| \geq r - |W| \geq \left( 1 - \frac{\delta}{2} \right) r \geq (1 - \delta) r$, a contradiction. \hfill \Box

It is easy to conclude the existence of long rainbow cycles in this model from the existence of long rainbow paths via a simple sprinkling argument.

**Proof of Theorem 1.3** Let $d$ be such that $d - 1 \geq \frac{128}{\delta^2}$. Let $p = \frac{d}{n}$, let $p_1 = \frac{d - 1}{n}$ and let $(1 - p_2)(1 - p_1) = (1 - p)$, noting that $p_2 \geq \frac{1}{n}$.

We generate $G(n, p)$ by taking two independent random graphs $G_1 \sim G(n, p_1)$ and $G_2 \sim G(n, p_2)$ and letting $G = G_1 \cup G_2$, so that $G \sim G(n, p)$. If we then uniformly colour the edges of $G$ from a set of $c$ colours, then it is clear that the resulting coloured graph is distributed as $G_c(n, p)$ and furthermore that the induced colouring on the graph $G_1$ is distributed as $G_c(n, p_1)$.

Letting $r = \min\{c, n\}$, then by Theorem 4.2 with $\delta/2$ in place of $\delta$ and $d - 1$ in place of $d$, whp $G_1$ contains a rainbow path $P$ of length $1 - \frac{\delta}{2} \leq r$. At this point we aim to use a sprinkling argument to close $P$ to a rainbow cycle of almost the same length by finding an edge of $G_2$ between vertices close to the ends of $P$. However, we need to be careful since if this is also an edge of $G_1$, then we may already have revealed its colour. We therefore first show that there are not too many such edges.

To this end, we note that for any pair of disjoint sets $X$ and $Y$ of size $\frac{c}{4} n$ the expected number of edges between $X$ and $Y$ in $G_1$ is $\frac{\delta^2 (d - 1)}{16} n$ and so, by the Chernoff bound (Lemma 2.1), with probability $\exp\left(-\Omega(n^2)\right)$ there are at most $n^{\frac{3}{2}}$ edges between $X$ and $Y$, and so by a union bound whp there are at most $n^{\frac{3}{2}}$ edges of $G_1$ between any two such sets $X, Y$.

In particular, if we let $X$ and $Y$ be the first and last $\frac{c}{4} r \leq \frac{c}{4} n$ vertices on $P$, then whp there are at most $n^{\frac{3}{2}}$ edges of $G_1$ between $X$ and $Y$. Hence, when we expose $G_2$, it is again a simple consequence of the Chernoff bound (Lemma 2.1) that whp there are at least
$$\frac{1}{2} \left( |X| |Y| - n^{\frac{3}{2}} \right) p_2 \geq \frac{\delta^2 r^2}{64n}$$
edges between $X$ and $Y$ in $G_2$ which are not in $G_1$. Furthermore, for each of these edges the probability that it uses a colour not in $P$ is at least $\frac{\delta}{2}$, and so with probability at least
$$1 - \left( 1 - \frac{\delta}{2} \right)^{\frac{\delta^2 r^2}{64n}} \geq 1 - \exp\left( -\frac{\delta^2 r^2}{128n} \right) = 1 - o(1),$$
there is at least one edge $e$ in $G_2$ between $X$ and $Y$ which uses a colour not used in $P$. It follows that there is a rainbow cycle $C \subseteq P + e \subseteq G$ of length at least $\left( 1 - \frac{\delta}{2} - \frac{2 \delta}{4} \right) r = (1 - \delta) r$. \hfill \Box

A similar argument shows the existence of a linear rainbow cycle when $p = \frac{d}{n}$ for arbitrary $d > 1$.

**Theorem 4.3.** Let $\alpha > 0$, let $c = \alpha n$, let $\epsilon > 0$ be sufficiently small and let $p = \frac{1 + 2 \epsilon}{n}$. Then whp $G_c(n, p)$ contains a rainbow cycle of length $\Omega(\epsilon^2 n)$.

**Proof.** We first show that whp $G_c(n, \frac{1 + 2 \epsilon}{n})$ contains a rainbow path of length $\Omega(\epsilon^2 n)$. To do this we consider, as in the proof of Theorem 4.2, the RDFS process on $G_c(n, p_1)$, where $p_1 = \frac{1 + \epsilon}{n}$. Let us set $\delta := \frac{\epsilon n}{5c} = \Theta(\epsilon^2)$. Suppose that we run the process until $N = \frac{\epsilon}{2} n^2$ edges have been queried and that at no point in this process was $|A| \geq \frac{\epsilon^2}{2} n = \delta c$, where recall that $A$, the set of active vertices, forms a path.

We first claim that after $N$ queries there are at most $\frac{\epsilon}{2}$ vertices in $W$, the set of visited vertices. Indeed, if not, there is some point after $N' \leq N$ queries where $|W| = \frac{\epsilon}{4}$ and hence, since $|A| \leq \frac{\epsilon}{2}$, at this point the
set $U$ of unvisited vertices satisfies $|U| \geq \frac{n}{2}$. However, in this case we must have already queried at least $|U||W| = \frac{5n}{9} > N$ many edges, a contradiction.

Hence, we may assume that $|W| \leq \frac{n}{4}$, and so in particular, since $|A| \leq \frac{n}{4}$, we are still in the process of exploring the graph, and each query that was not rejected moved a vertex from $U$ to $A$. However, by assumption $|L_v| = |P_v| \leq \delta c$ for each $v \in W$. Hence, the probability that any query is accepted is at least $(1-\delta)p_1$, and so by the Chernoff bound (Lemma 2.1) whp the number of accepted queries in the first $N$ is at least

$$(1-\delta)p_1 N - (1-\delta)p_1 N)^{2/3} \geq \left(\frac{\epsilon}{2} + \frac{\epsilon^2}{10} - O(\epsilon^3)\right)n$$

Hence, at this point whp $|W| \geq |A \cup W| - |A| \geq \left(\frac{\epsilon}{2} + \frac{3\epsilon^2}{10} - O(\epsilon^3)\right)n$. Furthermore, at this point $|U| \geq n - |W| - \frac{\epsilon^2 n}{5}$, and $(n - |W| - \frac{\epsilon^2 n}{5})|W|$ is minimised by taking $|W|$ as small as possible because $|W| \leq \frac{n}{4}$. It follows that whp we have queried at least

$$|U||W| \geq \left(n - |W| - \frac{\epsilon^2 n}{5}\right)\frac{|W|}{n} \geq \left(1 - \frac{\epsilon}{2} - \frac{\epsilon^2}{2} - \frac{\epsilon^2}{5} + O(\epsilon^3)\right)\left(\frac{\epsilon}{2} + \frac{3\epsilon^2}{10} - O(\epsilon^3)\right)n^2$$

$$= \left(\frac{\epsilon}{2} + \epsilon^2\left(\frac{3}{10} - \frac{1}{4}\right) + O(\epsilon^3)\right)n^2 \geq \left(\frac{\epsilon}{2} + \frac{\epsilon^2}{20} + O(\epsilon^3)\right)n^2 > N$$

pairs, a contradiction. Hence, whp $G_c(n, p_1)$ contains a rainbow path $P$ of length $\delta n$.

Finally we can close this path to a rainbow cycle of almost the same length by a sprinkling argument essentially identical to the one in the proof of Theorem 1.5. We omit the details.

\[ \square \]

5. Discussion

While in Theorem 1.3 we have determined the asymptotic order of the largest rainbow tree in $G_c(n, p)$ in the weakly supercritical regime, i.e. when $\epsilon \to 0$, there is still a large gap between the upper and lower bounds in the supercritical regime, where $\alpha > 0$ is a small constant. When $\alpha = \frac{\epsilon}{n}$ is small compared to $\epsilon$, it is clear that the naive upper bound given by the order of the giant component cannot be asymptotically optimal, since there will be too few colours to find a rainbow almost spanning subetree of the giant. This is clear when $\alpha \ll \gamma(1 + \epsilon)$, but in fact this will be an issue even for larger values of $\alpha$.

Indeed, it is known, see e.g. [19], that whp for this regime of $p$, setting $1 + \epsilon = d$ and $\gamma = \gamma(d)$, the largest component has approximately $\gamma n$ vertices and $(1 - (1 - \gamma)^2) \frac{dn}{2}$ edges. However, since $\gamma$ satisfies the equation $1 - \gamma = e^{-\gamma d}$, we see that the probability $q(\alpha)$ that any particular colour $i \in [c] = [an]$ is contained in the giant component is approximately

$$q(\alpha) = 1 - \left(1 - \frac{1}{\alpha}^{(1 - (1 - \gamma)^2) \frac{dn}{2}}\right)$$

$$\approx 1 - \exp \left(-\frac{\gamma d}{\alpha} (1 - \frac{\gamma}{2})\right)$$

$$= 1 - (1 - \gamma)^{\frac{\gamma d}{\alpha}}.$$ 

In particular, if $\alpha \leq 1$, then, approximately, the expected number of colours appearing in the giant component is

$$aq(\alpha) n = q(1) n = \left(1 - (1 - \gamma)^{1 - \frac{\gamma}{d}}\right)n < (1 - (1 - \gamma)^{1})n = \gamma n,$$

and so we do not expect there to be sufficiently many colours appearing in the giant component to be able to cover almost all of the vertices with a rainbow tree.

However, even in the case where $\epsilon \ll 1 \ll \alpha$, it is not clear if the largest rainbow tree covers most of the giant component.
**Question 5.1.** For fixed \( \alpha > 0 \) and \( d > 1 \) what is the order of the largest rainbow tree in \( G_{an}(n, \frac{d}{n}) \)?

In particular, for small \( \alpha \) is this asymptotically the same as the number of different colours appearing in the giant component? Conversely, if \( \alpha \) is large enough, is this asymptotically as large as the giant component?

In this regime, parts of the argument in Section 3 will fail to hold whp, even for \( \varepsilon \) arbitrarily small, as the bounds on some probabilities are only tending to 0 as \( \varepsilon \to 0 \). However, it may be the case that a careful analysis of the arguments in this regime will still show that the statement holds with positive probability. In this case, it is conceivable that the existence of a large rainbow tree could be deduced by showing that the order of the largest rainbow tree is well-concentrated about its mean.

**Question 5.2.** Let \( \alpha, \varepsilon > 0 \) be constant, let \( c = \alpha n \), let \( p = \frac{1 + \varepsilon}{n} \) and let \( T \) be the order of the largest rainbow tree in \( G_c(n, p) \). Is it true that whp \( T = (1 + o(1))E(T) \)?

Theorem 5.3 raises the natural question of how large the longest rainbow path and cycle are in \( G_c(n, p) \) in the weakly supercritical regime. In fact, a careful analysis of the proof of Theorem 4.3 will show that it holds for certain ranges of \( \varepsilon \) in the weakly supercritical regime, although the sprinkling argument seems to require that \( \varepsilon^5 n \to \infty \). Note that there is a corresponding upper bound of \( O(\varepsilon^2 n) \), given by known bounds on the length of the longest path and cycle in \( G(n, p) \) in this regime, see [27].

It is likely that arguments as in Section 3 can prove a corresponding lower bound all the way to the critical window. Namely, we have seen that we can delete a set of \( o(\varepsilon^2 n) \) edges from the 2-core of \( G(n, p) \) in order to produce a rainbow subgraph \( H \). Arguments as in [27] (see also [12] Lemma 4.3) should show that the the kernel \( K(H) \) of \( H \) contains an almost spanning subgraph which is distributed as a random 3-regular graph, which is known to have good expansion properties whp (see, for example, [8]). In particular, standard results on graph expansion (see, for example, [24]) will then imply that whp \( K(H) \) contains a cycle \( C \) of length \( \Theta(|K(H)|) \), and arguments as in [27] Theorem 6 will show that whp the corresponding cycle in \( H \), given by subdividing the edges in \( K(H) \) appropriately, will have length \( \Theta(|H|) = \Theta(\varepsilon^2 n) \).

As well as the length of the longest cycle, there has also been much interest in the cycle spectrum \( \mathcal{L}(n, p) \) of \( G(n, p) \), the set of lengths of cycles. Cooper and Frieze [10] showed that above the Hamiltonicity threshold whp \( G(n, p) \) is pancyclic – it contains cycles of all possible lengths, i.e. \( \mathcal{L}(n, p) = [3, n] \). Łuczak [28] showed that if \( np \to \infty \) then whp \( \mathcal{L}(n, p) \supseteq [3, n - (1 + \varepsilon)N_1] \) where \( N_1 \) is the number of isolated vertices in \( G(n, p) \). More recently Alon, and Krivelevich and Lubetzky [2] showed that in the sparse regime, for any \( \omega \to \infty \), whp \( \mathcal{L}(n, p) \supseteq [\omega, (1 - \varepsilon)L] \), where \( L \) is the length of the longest cycle, and this was improved to \( \mathcal{L}(n, p) \supseteq [\omega, L] \) by Anastas [3]. It would be interesting to know if similar statements hold for the rainbow cycle spectrum in \( G_c(n, p) \), for appropriate ranges of \( p \) and \( c \).

Finally, it would have been convenient in some of the proofs in Section 4 to assume that the size of various rainbow parameters are increasing with the number of colours used. Indeed, it seems intuitively obvious that if \( X(c) \) is a random variable which counts the number of a particular rainbow substructure in \( G_c(n, p) \), then \( X(c) \) should be at least as large as \( X(c') \) for all \( c' \leq c \), since using more colours should only make things ‘more rainbow’. However, while when \( c = 2c' \) it is easy to demonstrate a coupling between \( G_c(n, p) \) and \( G_{2c'}(n, p) \) which preserves the property that a subgraph is rainbow, in general we were not able to find such a coupling. However, we believe that such a ‘monotonicity’ statement should be true, and in particular we make the following conjecture.

**Conjecture 5.3.** Let \( k, c, c' \in \mathbb{N} \) be such that \( c' \leq c \) and let \( G \) be a graph. Define \( T(c, k) \) to be the random variable which counts the number of rainbow trees of order \( k \) when we uniformly colour the edges of \( G \) with \( c \), and define \( T(c', k) \) similarly. Then \( T(c, k) \) stochastically dominates \( T(c', k) \).
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