Abstract—Quantum computing has a superior advantage in tackling specific problems, such as integer factorization and Simon’s problem. For more general tasks in machine learning, by applying variational quantum circuits, more and more quantum algorithms have been proposed recently, especially in supervised learning and unsupervised learning. However, little work has been done in reinforcement learning, arguably more important and challenging. Previous work in quantum reinforcement learning mainly focuses on discrete control tasks where the action space is discrete. In this work, we develop a quantum reinforcement learning algorithm based on soft actor-critic — one of the state-of-the-art methods for continuous control. Specifically, we use a hybrid quantum-classical policy network consisting of a variational quantum circuit and a classical artificial neural network. Tested in a standard reinforcement learning benchmark, we show that this quantum version of soft actor-critic is comparable with the original soft actor-critic, using much less adjustable parameters. Furthermore, we analyze the effect of different hyper-parameters and policy network architectures, pointing out the importance of architecture design for quantum reinforcement learning.
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I. INTRODUCTION

A classical bit can only represent 0 or 1. However, a quantum bit or qubit can be in a superposition of both 0 and 1 simultaneously in quantum computing. Furthermore, a multiple-qubit system can exhibit quantum entanglement, allowing a set of qubits to show a much more complex correlation than a classical system with the same number of bits. These unique properties greatly enhance the power of quantum computation. Many quantum algorithms have been proposed to benefit from these properties, such as Grover’s algorithm (Grover [1997]), Simon’s algorithm (Simon [1997]), and Shor’s algorithm (Shor [1994]). These quantum algorithms are more efficient than classical algorithms for specific problems.

Recently, researchers in machine learning began to take advantage of quantum computing and invented many quantum machine learning algorithms, such as classification (Farhi et al. [2018], Schuld et al. [2020], Havlíček et al. [2019]), transfer learning (Mari et al. [2020]), generative adversarial networks (Lloyd and Weedbrook [2018], Dallaire-Demers and Killoran [2018]), and clustering problems (Otterbach et al. [2020]). These algorithms utilize variational quantum circuits (VQCs), which are computation models with a sequence of quantum gates, wires, and measurements. The quantum gates are usually “variational” with learnable parameters. So VQCs are often viewed as the quantum version of artificial neural networks (ANNs), known as quantum neural networks or parameterized quantum circuits (Beer et al. [2020], Broughton et al. [2020]).

As another important area of machine learning, reinforcement learning (RL) has already shown its great success in Go (Silver et al. [2017]), video games (Vinyals et al. [2019], Berner et al. [2019], Zha et al. [2021], Badia et al. [2020]), simulated robotic tasks (Haarnoja et al. [2018], Lillicrap et al. [2016]), and recommendation systems (Zheng et al. [2018], Zhao et al. [2018], Afsar et al. [2021]). Nevertheless, quantum RL remains to be an underexplored area. Most of the previous work focus on discrete control and these quantum algorithms are primarily based on Q-learning (Williams [1992]). Moreover, not all the proposed quantum RL algorithms are properly tested in standard RL benchmarks. Instead, some of them are tested in sequential decision-making tasks transformed from classical problems, such as the eigenvalue problem and quantum state generation in quantum physics.

To fill the gaps mentioned previously, we propose variational quantum soft actor-critic — a new quantum RL algorithm for continuous control tasks. It is based on soft actor-critic (SAC) (Haarnoja et al. [2018]), one of the state-of-the-art RL algorithms. Specifically, we design a hybrid quantum-classical policy network consisting of a VQC and a classical ANN. We test this algorithm in one of the standard RL tasks and show that it is able to achieve a similar performance compared to the classical SAC with much less learnable parameters.

II. BACKGROUND

In this section, we first introduce some background knowledge of RL for continuous control. We then present a short introduction of soft actor-critic and a brief description of VQCs.

A. Reinforcement Learning for Continuous Control

Consider a Markov decision process (MDP), $M = (\mathcal{S}, \mathcal{A}, p, p_0, R, \gamma)$. Both the state space $\mathcal{S}$ and the action space $\mathcal{A}$ are assumed to be continuous. $p : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow [0, \infty)$ is the state transition probability. $p_0 : \mathcal{S} \rightarrow [0, \infty)$ is the initial state.
where $\alpha$ exploration by encouraging more stochastic policies. The policy entropy regularization is believed to improve the maximization objective is still defined as $J$ terms, defined as $p$. The goal of the agent is to obtain a policy that maximizes the expected return starting from initial states. Formally, let a policy $\pi$ be a differentiable function of a weight vector $\theta$. Our goal is to find $\theta$ that maximizes the objective function

$$J(\theta) = \int p_0(s)v_{\pi_\theta}(s)ds.$$  

(1)

B. Soft Actor-Critic

SAC has shown its excellent performance and high sample efficiency in many continuous control tasks (Haarnoja et al. 2018). As one of the algorithm based on the maximum entropy framework (Ziebart et al. 2008; Toussaint 2009; Haarnoja et al. 2017), SAC aims to maximize the expected return and policy entropy simultaneously. Different from the standard RL setting, for maximum entropy RL, the return includes entropy terms, defined as

$$G_t = \sum_{k=t}^{\infty} \gamma^{k-t}r(S_k, A_k) + \alpha \mathcal{H}(\pi_\theta(\cdot|S_k)),$$

where $\alpha$ is a positive constant and $\mathcal{H}(p) = -\int p(x) \log p(x)dx$ is the differential entropy for probability density function $p(x)$. The value functions and action-value functions are defined as $v_{\pi_\theta}(s_0) = \mathbb{E}_\pi[\sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) + \alpha \mathcal{H}(\pi_\theta(\cdot|s_t))]$ and $q_{\pi_\theta}(s_0, a_0) = \mathbb{E}_\pi[\sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) + \alpha \sum_{k=t}^{\infty} \gamma^k \mathcal{H}(\pi_\theta(\cdot|s_k))]$. The optimization objective is still defined as $J(\theta) = \int p_0(s)v_{\pi_\theta}(s)ds$. The policy entropy regularization is believed to improve exploration by encouraging more stochastic policies (Haarnoja et al. 2017; Ziebart 2010). There is also evidence showing that the optimization landscape gets smoother by introducing entropy regularization, which allows a larger learning rate and makes it easier to optimize (Ahmed et al. 2019).

In practice, we usually parameterize the action-value function with a neural network as $Q_\phi(s, a)$, where $\phi$ is the weight vector of the neural network. As shown in Haarnoja et al. (2018), the objective can then be further reduced to

$$J(\theta) = \mathbb{E}_{S \sim d_{\pi_\theta}, A \sim \pi_\theta}[Q_\phi(S, A) - \alpha \log(\pi_\theta(A|S))],$$

(3)

where $d_{\pi_\theta}$ is the state distribution given policy $\pi_\theta$. Furthermore, to reduce the overestimation bias, two action-value functions ($Q_\phi_1$ and $Q_\phi_2$) are introduced and the minimum action-value is used (Fujimoto et al. 2018). The reparameterization technique is applied to reduce the gradient estimation variance. To be specific, the action $A$ is sampled from the policy $\pi$ parameterized with $\theta$ given the current state $S$: $A \sim \pi_\theta(\cdot|S)$. We reparameterize the action with a function $f$, $A = f_\theta(\epsilon; S)$, $\epsilon \sim p(\cdot)$ where $p(\cdot)$ is some fixed distribution such as Gaussian. For simplicity, let $\tilde{A}_\theta = f_\theta(\epsilon; S)$ when $\epsilon$ and $S$ can be easily deduced given the context. Moreover, since $d_{\pi_\theta}$ is hard to compute in practice, we use a replay buffer $D$ to approximate it. Combining the above modifications, we then rewrite the objective as:

$$J(\theta) = \mathbb{E}_{S \sim D, \epsilon \sim N(0, 1)} \left[ \min_{i=1,2} Q_{\phi_i}(S, \tilde{A}_\theta) - \alpha \log(\pi_\theta(\tilde{A}_\theta|S)) \right].$$

(4)

C. Variational Quantum Circuits

A VQC consists of various quantum gates and wires, with learnable parameters (Benedetti et al. 2019) to adjust these gates (e.g. rotation gates). Similar to parameters in ANNs, these learnable parameters in VQCs can be optimized to approximate complex continuous functions. So VQCs are also known as quantum neural networks or parameterized quantum circuits (Beer et al. 2020; Broughton et al. 2020).

A typical VQC mainly has three components — an encoder circuit $U_{\theta_{enc}}$, a variational circuit $U_{\theta_{var}}$, and measurement. The encoder circuit is usually the first operation of a quantum circuit. Given a classical input $x$, $U_{\theta_{enc}}$ encodes it into a quantum state: $x \rightarrow U_{\theta_{enc}}(x)|0\rangle^\otimes n$, where $n$ is the number of qubits. Here, we introduce three encoder circuits — basis embedding, angle embedding, and amplitude embedding. The basis embedding encodes $n$ binary features into a basis state of $n$ qubits. The angle embedding encodes $n$ features into rotation angles of $n$ qubits with the help of rotation gates. Finally, the amplitude embedding encodes $2^n$ features into the amplitude vector of $n$ qubits, which provides an exponential reduction in terms of the number of qubits (Benedetti et al. 2019).

A variational circuit often follows after an encoder circuit. Usually, it consists of alternate layers of rotation gates and entanglement gates (e.g., a closed chain or ring of CNOT gates) (Kandala et al. 2017; Schuld et al. 2020). After a variational circuit, we measure the states of qubits in the end.
Similar to an ANN, we can also train a VQC with gradient descent. Given a quantum simulator, we could apply backpropagation to compute gradient analytically and optimize the VQC parameters. However, backpropagation is not applicable for a physical quantum computer since it is impossible to measure and store intermediate quantum states during computation without impacting the whole computation process. Instead, we apply (stochastic) parameter-shift (Li et al., 2017; Mitarai et al., 2019; Banchi and Crooks, 2021) to compute gradients for any multi-qubit VQCs. After getting gradients, we can then optimize the parameters with traditional optimizers used for ANNs, such as RMSprop (Tieleman and Hinton, 2012) and Adam (Kingma and Ba, 2015).

III. RELATED WORK

There are already many applications of VQCs and hybrid quantum-classical systems in quantum machine learning (Biamonte et al., 2017), such as supervised learning (Rebentrost et al., 2014; Amin et al., 2018), unsupervised learning (Basheer et al., 2020; Winci et al., 2020), and RL (Dunjko et al., 2017; Kwak et al., 2021). Since this work is mainly about applying a VQC to RL, we will mainly introduce some related work in quantum RL in this section.

Dong et al. (2008) suggested to represent states and actions as eigenvectors of a Hilbert space for a quantum system and proposed a quantum RL algorithm based on Q-learning (Dayan and Watkins, 1992). This algorithm applies Grover iteration (Grover, 1997) to update action selection probabilities. It is shown to have an excellent exploration-exploitation balance in a gridworld environment. However, it is only applicable to tasks with discrete states and actions, due to the discrete representation scheme. Wang et al. (2020) designed a quantum version of the classical cartpole balancing problem (Barto et al., 1983) and showed that deep Q-learning (Volodymyr et al., 2013; Mnih et al., 2015) was able to solve this task. The results suggested that general quantum control tasks can also serve as RL benchmarks.

Chen et al. (2020) and Skolik et al. (2021) showed that variational quantum deep Q-learning worked with the experience replay and the target network. Kwak et al. (2021) proposed a quantum RL algorithm based on deep Q-learning (Mnih et al., 2015) and proximal policy optimization (Schulman et al., 2017). The implementation used the PennyLane library (Bergholm et al., 2018) and was tested in the cartpole environment (Barto et al., 1983) and showed that deep Q-learning (Volodymyr et al., 2013; Mnih et al., 2015) was able to solve this task. The results suggested that general quantum control tasks can also serve as RL benchmarks.

Chen et al. (2020) and Skolik et al. (2021) showed that variational quantum deep Q-learning worked with the experience replay and the target network. Kwak et al. (2021) proposed a quantum RL algorithm based on deep Q-learning (Mnih et al., 2015) and proximal policy optimization (Schulman et al., 2017). The implementation used the PennyLane library (Bergholm et al., 2018) and was tested in the cartpole environment (Barto et al., 1983) and showed that deep Q-learning (Volodymyr et al., 2013; Mnih et al., 2015) was able to solve this task. The results suggested that general quantum control tasks can also serve as RL benchmarks.

IV. VARIATIONAL QUANTUM SOFT ACTOR-CRITIC

Although Wu et al. (2020) proposed the quantum DDPG algorithm to solve continuous tasks, it is not tested in any standard RL benchmarks. To fill this gap, we propose variational quantum SAC (QuantumSAC) — a quantum version of SAC with a hybrid quantum-classical policy network. Note that for both SAC and QuantumSAC, a policy network has state $s$ as input and outputs the parameters of a policy distribution. For example, we output the mean $\mu$ and the
standard deviation $\sigma$ for a Gaussian policy distribution. For QuantumSAC, following [Jerbi et al., 2021], we use a VQC to encode input state $s$ by angle embedding where each qubit is used to encode one element in $s$. Thus, the number of qubits equals the dimension of state $s$. Since the input ($s$) dimension and the output ($\mu$ and $\sigma$) dimension are usually different, we may encounter a dimension mismatch if we measure the state of each qubit and output the results directly. To solve this problem, after measuring the states of qubits, we apply a linear ANN to transform the measurement results to parameters of a policy distribution. The overall structure of an examplar hybrid quantum-classical neural network (with three qubits and four neurons) is shown in Fig. 4.

We present a complete description of QuantumSAC in Algorithm 1. The critical difference between SAC and QuantumSAC is that we replace the classical policy network in SAC with a hybrid quantum-classical policy network in QuantumSAC. In general, hybrid quantum-classical networks can be used to estimate action-value functions as well. However, using a hybrid quantum-classical policy network is enough to serve our purpose, and we still use ANNs as action-value networks for simplicity.

V. EXPERIMENTS

In this section, we demonstrate the potential of QuantumSAC in a standard RL benchmark from OpenAI gym [Brockman et al., 2016] — Pendulum-v0 (Fig. 5). Both the state space and action space for Pendulum-v0 are continuous. The state is a 3d vector, and the action is a real number chosen from $[-2.0, 2.0]$. So we use a linear layer with input dimension 3 and output dimension 2 ($\mu$ and $\sigma$) for the ANN part in the hybrid quantum-classical policy network. For each episode, the pendulum starts at a random angle from $-\pi$ to $\pi$ with a random velocity between $-1$ and $1$. After 200 steps, an episode terminates.

For the VQC part, we investigate two options, a vanilla VQC and a data re-uploading VQC [Pérez-Salinas et al., 2020], as shown in Fig. 2 and Fig. 3 respectively. A vanilla VQC has an encoder circuit (an angle embedding layer) and several variational layers without any other fancy structures. A data re-uploading VQC consists of several variational data re-uploading layers and one last variational layer. Compared to a vanilla VQC, the input data is encoded many times in a data re-uploading VQC, which significantly improves the expressivity of VQCs [Pérez-Salinas et al., 2020; Skolik et al., 2021; Jerbi et al., 2021]. We will verify this claim in our settings.

The experimental setup is as follows. Our implementations of SAC and QuantumSAC were based on PyTorch [Paszke et al., 2019] and PennyLane [Bergholm et al., 2018], running in simulation. We trained each algorithm with 50,000 steps. For both algorithms, the action-value networks were multi-layer perceptrons (MLPs) with hidden layers [32, 32]. The

**Algorithm 1 QuantumSAC**

**Input:** initial policy parameters $\theta$, initial action-value estimate parameters $\phi_1$ and $\phi_2$, $\gamma$, $\alpha$, $\rho$, empty experience replay $\mathcal{D}$.

Initialize the hybrid quantum-classical policy network with $\theta$.

Initialize two action-value networks with $\phi_1$ and $\phi_2$ respectively.

Set target action-value networks parameters: $\phi_{targ,1} \leftarrow \phi_1$ and $\phi_{targ,2} \leftarrow \phi_2$.

**for each** time-step **do**

Observe state $S$, select action $A \sim \pi_{\theta} (\cdot | S)$, and execute $A$ in the environment.

Observe next state $S'$, reward $R$, and binary done signal $d$ to indicate whether $S'$ is a terminal state or not.

Store $(S, A, R, S', d)$ in $\mathcal{D}$.

Reset the environment state if $d = 1$ (i.e. $S'$ is terminal).

Sample a batch of transitions $B = \{(S, A, R, S', d)\}$ from $\mathcal{D}$ randomly.

Compute target values $y(R, S', d) = R + \gamma (1 - d) \min_{i=1,2} \mathbb{E}_{\theta} Q_{\phi_{targ,i}} (S', A') - \alpha \log \pi_{\theta}(A'|S')$ where $A' \sim \pi_{\theta} (\cdot | S')$.

Update $\phi_i$ by minimizing: $\mathbb{E}_{B} [(Q_{\phi_i}(S, A) - y(R, S', d))^2]$ for $i = 1, 2$.

Update $\theta$ by maximizing: $\mathbb{E}_{B} [\min_{i=1,2} Q_{\phi_i}(S, \tilde{A}_{\theta}) - \alpha \log \pi_{\theta}(\tilde{A}_{\theta} | S)]$.

Do a soft update for target action-value networks: $\phi_{targ,i} \leftarrow \rho \phi_{targ,i} + (1 - \rho) \phi_i$ for $i = 1, 2$.

**end for**
We compared the performance of each algorithm by the mean average return, which was averaged over the last 10 training episodes. The depicted return in all learning curves was averaged over the last 10 episodes, and the curves were smoothed using an exponential average. All experimental results were averaged over 10 runs, with the shaded area representing one standard error. In terms of the overall performance, \( \text{SAC} \approx \text{QuantumSAC (re-uploading VQC)} > \text{QuantumSAC (vanilla VQC)} \).

Policy network for SAC was also an MLP with hidden layers \([32, 32]\). For QuantumSAC, the policy network was a hybrid quantum-classical network where the number of VQC layers \(n\) was chosen from \(\{1, 2, 4, 8\}\). The size of the experience replay was 10,000. The batch size was 32. The discount factor \(\gamma\) was 0.99. \(\alpha\) was set to 0.2 and \(\rho\) was set to 0.995. All networks were optimized by Adam [Kingma and Ba, 2015]. The step-size of action-value networks were set to \(3e^{-3}\). We did a grid search for the step-size of policy networks with scope \(\{1e-1, 3e-2, 1e-2, 3e-3, 1e-3, 3e-4\}\).

We compared the performance of each algorithm by the mean return of the last 10 training episodes. The depicted returns in all learning curves were averaged over the last 10 episodes, and the curves were smoothed using an exponential average. All experimental results were averaged over 10 runs, with the shaded area representing one standard error.

\(\text{a) QuantumSAC v.s. SAC}\): We first show learning curves of QuantumSAC and SAC with their best hyper-parameter settings in Fig. 6. Clearly, we see that with a data re-uploading VQC policy network, QuantumSAC almost performs as well as SAC. Note that the number of VQC layers \(n\) of QuantumSAC (re-uploading VQC) shown in this figure is 2. So the total number of learnable parameters in this data re-uploading VQC policy network is just 41, while the total number of learnable parameters in SAC policy network is 1,250! This result shows the significant advantage of VQCs in reducing model parameters while achieving a comparable sample efficiency.

However, the performance of QuantumSAC is greatly influenced by the architecture of the VQC — QuantumSAC (vanilla VQC) is outperformed by both SAC and QuantumSAC (re-uploading VQC). This result reveals the importance of architecture design for VQCs in quantum RL. The design of VQCs may even benefit from the evolution road of ANNs. To conclude, we believe that more empirical effort and theoretical understanding are needed in designing more powerful and efficient VQCs for quantum RL.

\(\text{b) The influence of the number of VQC layers}\): We varied the number of VQC layers \(n\) in QuantumSAC for both vanilla VQCs and data re-uploading VQCs to study its effect on the learning process. To be specific, \(n\) was chosen from \(\{1, 2, 4, 8\}\). For each \(n\), we swept the step-size for the policy network and presented the results with the best hyper-parameter configurations. As shown in Fig. 7, the performance is generally improved as \(n\) increases. However, the detailed effect is different between vanilla VQCs and data re-uploading.
VI. Conclusion and Future Work

In this work, we presented the variational quantum soft actor-critic algorithm and tested it in a pendulum balancing task. We showed the quantum advantage in reducing model parameters while achieving similar performance to the classical algorithm. To fully exploit the power of quantum computation in RL, designing more expressive and efficient VQCs is essential. As for future work, we would like to test our algorithm further in a physical quantum computer.
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