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ABSTRACT

In this research paper, we focus on designing and developing a fully automated gene regulation from cancerous cell heterogeneity using advanced machine learning techniques. There are several modern technologies developed to make DNA sequencing easier and cheaper. Among them, gene regulation produces the longest read sequences and the lengths of the reads are growing day by day. Machine learning technique like Support Vector Machine (SVM) is developed to align these gene sequences. Every technique faced some challenges, but facing the desired challenges introduce some new challenges on the other side. So, no one tool is perfect for every work. The SVM technique is a new aligner tool that does a tradeoff and performs better from different aspects. For the model with the best generator loss, an average maximum validation accuracy of 91.29% was achieved. The gene regulation with SVM is like a mini-map that takes a few times more memory to index the whole genome of a reference sequence. The single-cell data are the main target of SVM. It is shown that it would help the SVM and similar techniques to align better with long insertions and deletions of single-cell gene regulation. Single-cell data is run against the well-known reference sequence and a randomly generated synthetic reference.
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INTRODUCTION

Gene regulation from single cell detection is very important for many cancers remedy. Even by detecting the mutations, tailored drug can be given to the affected patients tailored to the genetic makeup of their tumor or cancer cell [1]. Behind all these detections lies a common technique, which require Gene Alignment [2]. Alignment is a process where read sequences are aligned against a reference genome sequence of any particular species. However, any alignment first needed the reads to be mapped to the reference sequence. Means for each read there must be a position in the reference from where it was taken from [3]. For long reads which is prone to higher error rates like 15% to 20% and an average length of 10K base pair this read mapping becomes challenging actually [4]. Our goal was to develop a gene
regulation-mapping tool for long read which consume a feasible amount of time and gives a good mapping of the gene regulation from single cell data.

Motivation
The terms gene and regulation often used alternatively [6] to indicate a tool which align several portions of a read with several portions of a reference genome for certain reasons [7]. Nevertheless, in recent days, these words carry a slightly different meaning.

Gene seeks for the best fit with matched clusters in the reference genome based on some parameter; it just identifies most similar clusters that would help the aligner to align faster and easier with gene lambda. Figure 1 illustrates the concept.

On the other hand, aligner takes those mapping and align the read with the best suitable portion considering some insertion, deletion, mismatch if needed as mentioned in [8]. A small demonstration where aligner picks one of the possible alignments and tells the read best fitted here, and then stores this result in a specific format [9]. As generally, regulation is used for storing string type of data or information and then retrieve. Regulation is also known as digital tree, radix tree or prefix tree [10]. By formal definition, a regulation is a tree containing a collection of strings with a single node per common prefix.

Before defining the problem specifically, the first thing is to have a good literature review to ensure that we are not going to waste our time by rediscovering anything. In this case, there are more than 95 gene tools developed until now according to one of the benchmarking [11]. However, most of them are regulation. As it is stated before, regulation and gene are separated in recent years. On the other hand, all of them are not general-purpose tools; rather their dedication goes to some categories like DNA, RNA, bi-sulfite, miRNA etc. Here, some tools are presented which are best matches with our task. Later in this research, some basics are covered to understand the work properly as depicted by the figure 1 from source [12].

Problem Statement
For the greater understanding of genetic information measuring gene expression level in any particular species or in any particular individual is very important. For finding gene expression level one need to find the number of reads at different genes or target loci of the reference genome [13]. These counts of reads to each gene are then used to estimate expression levels. There are many usages of gene expression in human genetics. Some of are listed below.

- Classification of human tumors according to the gene level.
- Proper analysis and profiling of breast cancer.
- Ontological analysis for proper biological interpretation for gnomic data and results.
- Proper sub classification of cancer like Myeloid Leukemia.

From the above list we can guess how important is to measure the gene expression level in any particular species or individual. In addition, most of the commonly used gene expression measuring tools need to align the read sequences short/long to a particular reference genome sequence. Moreover, we know that alignment is dependent on how well the reads are mapped to the reference genome sequence as given in [14]. This work is created utilizing the rationale-augmented convolutional neural network (CNN) [15]. In this research vehicle detection system from infrared images using YOLO (You Look Only Once) computational mechanism [16]. In this research, data clustering is an important machine-learning topic. It is useful for variety of applications one of them is image segmentation. [17]. Some of the many classification models are SVM (support vector machine), KNN (K-Nearest Neighbors), Decision tree, Logistic Regression and ANN (Artificial...
Neural Network) back propagation. For this paper, we would consider different procedure and method of early detection of the glaucoma disease using the MATLAB Deep Convolutional Neural Network (DCNN) [18]. Changes in RNA structure could contribute to regulation of gene expression in a variety of ways. As RNA structure is vital for function, changes in RNA structure could either promote or inhibit gene expression as we show in Figure 2 from source [19].

Algorithm and Solution
The research is based on machine learning based SVM gene regulation classifier with improved average maximum validation accuracy when it was trained on the augmented training sets. The results for the gene regulation are a significant improvement to the original baseline classifier without data augmentation and require further investigation. The inter-class, intra-class and centroid distances for the augmented dataset of gene regulation. While the intra-class distances follow, a similar trend to the ones are observe for the one-SVM per-class data augmentation strategy, the inter-class distances did severely decrease and are efficient for gene regulation detection and recognition.

Aim of Contribution
Gene regulation longs reads rather than short ones to a large genome sequence obviously presents an algorithmic challenge. Applications where such mapping and resequencing is being done a primary concern always remains how accurately it is done. Therefore, our goal is developing a gene regulation with SVM based mapping tool that can map features to the reference accurately and consuming a feasible amount of time for RNA, DNA and single cell genes. The research also aims to solve the gene RNA-binding protein, as they are a specific type of proteins mainly composed of DNA-binding domains and that is why having a specific or general inclination for either single or double stranded DNA. That means in many cases those proteins are supposed to bind to a specific site or location of the gene regulation DNA using machine learning techniques.

MATERIALS AND METHODOLOGIES
Basically, gene regulation expression is the physical method in which information from a gene is used in the synthesis of an operational gene product. These outcome products are mostly proteins, but in the non-protein coding genes such as transfer RNA (tRNA) or smaller nuclear RNA (snRNA) genes, the operational product is a functional RNA. Next Generation Sequencing (NGS) brought a tremendous revolution in the field of Bioinformatics. Gene DNA sequencing was very expensive before this revolution. Extracting information from gene sequences become very cheap and easy with the next generation sequencing technologies. Raw data kept as RNA or DNA format. The raw data file consists of short sequences, varying length from 30–60 base pair to 3K–20K bp1 each, taken from the random positions of the whole genome sequence. However, the genome sequence of all members of a single species are not same, rather every individual carries different genome than others. The difference between two genomes may be very few or may be very large. Based on this difference, some minor to major differences may be noticed in several things like behavior, skin, structure, color etc.. Individuals are born with mutation in their 20K gene. Figure 2 visualizes mutation clearly. However, identifying the mutations is a big issue for NGS data as the reads are short and repetitive as well as error occurs in reads. To retrieve the original genome sequence from these reads is a challenge. The latter achieved by doing the alignments and keeping in a special format called SVM. The more data, the more noise. The length of the reads would increase day by day. As petabytes of sequencing data is adding in the databases daily, it would be in no use if the data could not be processed efficiently. Alignment is done for pointing structural, functional, evolutionary similar portions. An important part of alignment is mapping. An

Figure 2. RNA structure is vital for function [19].
alignment software does map first, but the concepts are divided into two parts in the recent past in a sense that, if mapping could be efficient, then the next steps of the process would be efficient. That is why efficient mapping technique in terms of memory, time and placement is become a challenging task. The dataset link: https://www.iccr-cancer.org/datasets/published-datasets/soft-tissue-bone

Figure 3 explains the systematic and pictorial view of gene regulation model. However, Table 1 highlights the SVM experiment modeling with number of parameters.

Table 1. The SVM experiment modeling with number of parameters.

| Data Partitioning | Percentage | K-Folds |
|-------------------|------------|---------|
| Training          | 70%        | 10      |
| Testing           | 20%        | 12      |
| Validation        | 10%        | 10      |

We studied the effect of gene on the accuracy of prediction. To study this, we pruned the gene trained with 250 features being select for SVM classifier for classification on number of training samples. Then we calculated the test set accuracy of the pruned SVM models. It turned out that classification showed a great difference in accuracy compared to the full gene. We hypothesize the reason for this is that very high up in the gene the splitting nodes already confidently divide the training points into their class. However, the SVM algorithm continues to exhaust the features until the entire tree is constructed. By stopping the prediction early on in the gene, we do not suffer in accuracy, and improve the speed of prediction. Finally, we studied how much is the model overfits to the training samples, by calculating the training accuracy and comparing that with the test accuracy and in Figure 4 explain SVM based classifier trained on 100 epochs.

RESULTS AND DISCUSSION

Research found that using the test accuracy is a good evaluation of the actual gene regulation system. Sometimes the system performs very well in the test data set, but good in practice. The reason behind this is that the environment we evaluate changes all the time: gene position, features, gene regulation, etc. Accordingly, we choose to pick some significant boundaries dependent on our involvement with the genuine climate rather than simple test exactness. For instance, albeit the trials demonstrated the quantity of trees had no effect, we found this not to be the situation in real tests with differing foundations. Hence, we utilized a model prepared with different trees instead of one. The minimum generator loss model therefore outperformed the model with best inception accuracy, which asserts the impression that it is more suitable for the selection of the best gene regulation model. There was no particular formula being use for predicting the accuracy however the SVM self-evaluate the classification accuracy based on testing. Although our system is very time-sensitive, we found that it is not necessary to do optimization on one component while other components are not ready. We found it is best to develop quickly and do not profiling to discover the bottleneck and optimize it. This saves us a lot of time in making unnecessary optimization. Figure 5 explains the genome sequence of all members of a
single species in terms of DNA, RNA and Gene Regulation their percentage and number of final locations location, rather every individual carries different genome than others. Figure 6 represents the graphical plotting of gene regulation feature extraction with RNA and Gene Regulation in terms of improved average maximum validation accuracy when it was trained on the augmented training sets. It is perceived that gene regulation is working very fast with SVM in comparison with the RNA execution. Figure 7 explains the indexing memory consumption comparison between gene-index approach and RNA using SVM as it turned out that pruning the tree showed significant difference in accuracy compared to the full gene regulation as it takes less reference length as compared to RNA. Figure 8 depicts the right range mapping comparison among RNA, DNA and GENE for consuming a feasible amount of serial number of features for RNA, DNA and single cell genes for best possible results on regulation. Research fixed 250 features and 3 genes, and varied the number of training samples on 100 epochs. Research show evidence of extreme overfitting. The training error is consistently very low (mean 1.06%) and is much lower than the testing accuracy.

A possible explanation for the observations on the maximum length of the synthetic sequences could come from the class sequence length distribution. While 95% of all original sequences are shorter than 200 frames, there are outlier sequences that are much longer and skew the arithmetic mean class sequence length of RNA, DNA and Gene Regulation. As the length of the synthetic samples is based on a gene RNA distribution that makes use
of these statistics, the generator might tend to produce longer sequences that help the classifier to better generalize to these rarer inputs. When clipped, this effect cannot be fully exercised by the generated samples. The smaller the number of training samples, the smaller is the number of original outliers, which increases the positive augmentation impact. Interestingly, the maximum validation accuracy is better for the multi-class gene regulation with single cell using SVM when the synthetic samples are clipped to 100 instead of 200 frames. In this case, the data augmentation emphasizes the inputs that tend to be shorter than the average. Nevertheless, these effects might be rather random statistic correlations and it is unlikely that the positive impact comes from the varying length of the samples alone. The base multi-class SVM had a positive effect on almost all groups of selected classes as well as on the complete dataset when used for data augmentation as comparison of accuracy is performed in Table 2.

Table 2. The information about the dataset being acquired.

| Morphological Codes | Training Samples | Testing Sample | Validation samples |
|---------------------|------------------|----------------|-------------------|
| Benign              | 18000            | 8000           | 2500              |
| Malignant           | 18000            | 8000           | 2500              |

This is a strong proof that the proposed SVM augmentation method is suitable for improving the classification on hand gesture action sequences. Modifications in the size of the critic architecture led to worse results. While the SVM-augmentation with the gene regulation critic scored a higher average best validation accuracy on the complete dataset, it performed worse when tested on the five-class set, showed some instability during training and generated sequences of lower visual quality. Thus, without the added gradient penalty term, the static SVM appears to be the superior and more stable architectural solution in Table 3 shows the comparison of the proposed method with state-of-the-arts techniques.

Table 3. The comparison of proposed method with existing technique.

| Article | Technique       | Accuracy |
|---------|-----------------|----------|
| [20]    | Random Forest   | 90.78%   |
| [21]    | Gaussian Naive Bayes | 84.69% |
| [22]    | Decision Tree   | 60 %     |
| [22]    | LDA             | 80%      |
| [22]    | CACGE           | 90%      |
| Proposed| Support Vector Machine | 91.29% |

CONCLUSIONS

In this paper, the aim of study was to gene regulation with single cell interaction using advance machine learning based SVM classifier with data augmentation strategies were evaluated on a subset consisting of RNA, DNA and gene classes. The smaller dataset reduced training time and thus enabled a greater number of experiments in the limited amount of time. It was established that training all gene classes on a single cell is more effective for augmenting data than generating the samples of each class by a separate network. As the single class gene cell works with a greater number of training samples and different classes, it is more likely to capture the underlying structure of a gene regulation with RNA and DNA position but also the distinct differences between the action classes. Furthermore, the SVM model with the minimum generator loss had a bigger positive impact on classification accuracy than the model with the best inception accuracy, even though its synthetic sequences looked less realistic. Overall, the main objectives of the paper were successfully met. The established architecture was implemented and was shown to be effective for data augmentation. For the model with the best generator loss, an average maximum validation accuracy of 91.29% was achieved. In addition to this, the gene regulation was analyzed and compared to a range of alternatives based on suitable evaluation metrics.
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