Recent experiments revealed a striking asymmetry in the phase diagram of the high temperature cuprate superconductors. The correlation effect seems strong in the hole-doped systems and weak in the electron-doped systems. On the other hand, a recent theoretical study shows that the interaction strengths (the Hubbard $U$) are comparable in these systems. Therefore, it is difficult to explain this asymmetry by their interaction strengths. Given this background, we analyze the one-particle spectrum of a single band model of a cuprate superconductor near the Fermi level using the dynamical mean field theory. We find the difference in the “visibility” of the strong correlation effect between the hole- and electron-doped systems. This can explain the electron-hole asymmetry of the correlation strength without introducing the difference in the interaction strength.

1. Introduction

Over thirty years have passed since the high temperature cuprate superconductors were discovered in 1986. Despite a huge number of studies, there still remain various unsolved problems in the study of this family of unconventional superconductors. The remarkable difference in the phase diagram of the cuprates between hole- and electron-doped materials is one of these unsolved issues. The mother compounds of the high temperature cuprate superconductors are usually insulating, and doping carriers, holes or electrons, induces superconductivity. It has been believed that the mother compounds of cuprates are Mott insulators due to their strong electron correlation. However, recent experimental studies have shown that, in the electron-doped systems, the electron correlation strength is not so strong that even very lightly doped samples exhibit superconductivity if they are properly annealed and the antiferromagnetism is suppressed. Some of these studies suggest that superconductivity persists even with no electron doping, while others show presence of antiferromagnetic long range order. It is still controversial. It was also shown experimentally that the “pseudo gap”, a prominent feature of the cuprates, disappears if the antiferromagnetism is suppressed. This is consistent with a theoretical study, which shows that the pseudo gap in the electron-doped case originates from the antiferromagnetism. By contrast, in the hole-doped systems, the pseudo gap exists even in the doping regime far away from the antiferromagnetic phase. Therefore, the formation mechanism of the pseudo gap in the hole-doped systems appears to be different from that in the electron-doped systems. A plausible explanation for the appearance of the pseudo gap in the hole-doped materials is the Mott insulating state, or the Mottness, of their mother compounds.

The above mentioned electron-hole asymmetry of the cuprates is summarized in the phase diagram shown in Fig. 1. There is a theoretical calculation that explains the asymmetry of the superconducting phase (dome-shaped vs. monotonic) by treating the O-2p orbitals properly. On the other hand, the electron-hole asymmetry of the presence/absence of the pseudo gap phase is still an open question. It is important to note that this asymmetry occurs in a rather abrupt manner, i.e., there is a large difference between the hole and the electron underdoped regimes. Since the origin of the pseudo gap in the hole-doped regime is most likely to be the strong electron correlation, one may consider that the origin of this asymmetry lies in the difference in the effective electron-electron interaction strength between the hole- and electron-doped materials. In fact, the electron-doped cuprates have been considered to exhibit weak correlation compared to a hole-doped cuprate La$_2$CuO$_4$ due to the small Cu 3d-O 2p level offset. A material with a small d-p offset has small on-site Hubbard $U$ when mapped to an effective single band model. The difference in the d-p offset and hence the on-site $U$ rises because the electron-doped cuprates, with the T'-type structure, have no apical oxygen, while La$_2$CuO$_4$ having the T-type structure has apical oxygens at close distance to the copper atom. However, a recent first principles estimation has revealed that La$_2$CuO$_4$ is actually an exception that has very large d-p level offset, while many of the hole-doped cuprates have d-p offset values and hence the on-site $U$ comparable to those in the T'-type electron-doped systems. A typical example with a moderate d-p offset and U is HgBa$_2$CuO$_4$, in which $T_c$ is very high ($\sim 100$K) and a pseudo gap is observed. Therefore, it is difficult to explain the electron-hole asymmetry in the diagram by their interaction strength.

Given this background, we analyze the one-particle spectrum of a single band model of a cuprate superconductor near the Fermi level using dynamical mean field theory (DMFT) with two kinds of impurity solvers: iterated perturbation theory (IPT) and continuous time quantum Monte Carlo (CT-QMC) methods. We adopt a model Hamiltonian derived from the first
principles band calculation of HgBa$_2$CuO$_4$ since the realistic shape of the density of states (DOS) is important in the present analysis. We use the same model for both the electron and hole doped cases (just vary the electron density), since the band structure of Nd$_2$CuO$_4$ is very similar to that of HgBa$_2$CuO$_4$.\textsuperscript{14}

We find that the electron-hole asymmetry can exist even under common interaction strengths between the hole- and the electron-doped systems. The asymmetry of the spectrum already exists in the non-interacting case, but it is drastically enhanced, especially when the interaction is strong enough to make the non-doped case a Mott insulator.

This paper is organized as follows. In Sec.2, we describe the outlines of DMFT and the solvers. Computational details and results are given in Sec.3. The conclusion is given in Sec.4.

2. Method

2.1 Dynamical Mean Field Theory

We investigate the one-band Hubbard model

\[ H = - \sum_{ij \sigma} t_{ij} c_{i \sigma}^\dagger c_{j \sigma} + \mu \sum_i c_{i \sigma}^\dagger c_{i \sigma} + U \sum_i n_{i \sigma} n_{i \bar{\sigma}}, \tag{1} \]

where \( t_{ij} \) is the hopping matrix between sites \( i \) and \( j \), \( \mu \) and \( U \) are the chemical potential and the Coulomb repulsion, respectively. \( c_{i \sigma}^\dagger \) is the annihilation (creation) operator for an electron of spin \( \sigma \) on site \( i \), and \( n_{i \sigma} = c_{i \sigma}^\dagger c_{i \sigma} \) is the number operator.

If the wave number dependence of the self energy is neglected, the Dyson equation for the local Green’s function in the Hubbard model is equivalent to that of the impurity Green’s function in the Anderson model. Therefore, in the dynamical mean field theory, the lattice problem is reduced to solving the impurity model embedded in an effective bath. This effective bath is determined by the

\[ \Delta(i\omega_n) = i\omega_n + \mu - \Sigma(i\omega_n) \]

\[ = \left[ \sum_k \frac{1}{i\omega_n + \mu - \epsilon_k - \Sigma(i\omega_n)} \right]^{-1}, \tag{2} \]

where \( \omega_n \) and \( \epsilon_k \) are the Fermionic Matsubara frequency and the wave number, respectively. \( \Sigma(i\omega_n) \) is the bath hybridization function in the Anderson model, and \( \epsilon_k \) is the band dispersion in the Hubbard model. \( \Sigma(i\omega_n) \) is the self energy common to both models.

In the actual calculation, one can solve the problem in the following steps: (i) Determine the initial self energy as \( \Sigma(i\omega_n) = 0 \). (ii) Calculate the hybridization function \( \Delta(i\omega_n) \) by Eq. (2). (iii) Solve the impurity problem using \( \Delta(i\omega_n) \) and obtain the new self energy. (iv) Back to step (ii). If this self-consistent loop is converged, the Green’s function in the lattice problem is evaluated as

\[ G_k(i\omega_n) = \frac{1}{i\omega_n + \mu - \epsilon_k - \Sigma(i\omega_n)}. \tag{3} \]

As mentioned above, in DMFT, the self energy has no \( k \) dependence. One of the extended theories of DMFT to take the \( k \) dependence into account is the dynamical cluster approximation (DCA).\textsuperscript{36} In this theory, \( k \) dependence of the self energy is partially taken into account by dividing the Brillouin Zone into several sectors. In this study, we use both the single-site (non-extended) DMFT and the DCA. In DCA, we divide the Brillouin Zone into four sectors as shown in Fig. 2(a).

2.2 Impurity Solvers

To solve the impurity problem, various numerical methods have been proposed: iterated perturbation theory, continuous time quantum Monte Carlo, exact diagonalization (ED),\textsuperscript{37} non-crossing approximation (NCA),\textsuperscript{38–41} numerical renormalization group (NRG),\textsuperscript{42} etc. In the following section, we briefly describe IPT and CT-QMC, which we used in this study.

2.2.1 Iterated perturbation Theory

In the iterated perturbation theory,\textsuperscript{22–26} one can solve the impurity problem by the second order perturbation theory. In the electron-hole symmetric case, it is known that IPT provides a good result\textsuperscript{43–45} and reproduces the
exact solution in both weak and strong correlation limits. In other cases, however, the results are not so good. To overcome this weakness, the extended version of IPT for arbitrary filling was proposed. In this section, we present the formalism of the extended version of IPT that we used in our study.

The self energy is parametrized by

$$\Sigma(i\omega_n) = U n + \frac{A\Sigma(2)(i\omega_n)}{1 - B\Sigma(2)(i\omega_n)}$$  \hspace{1cm} (4)$$

where

$$\Sigma(2)(i\omega_n) = U^2 T \sum_m G_0(i\omega_n + i\nu_m)\chi_0(i\nu_m)$$ \hspace{1cm} (5)$$

$$\chi_0(i\nu_m) = - T \sum_l G_0(i\omega_l)G_0(i\omega_l + i\nu_m)$$ \hspace{1cm} (6)$$

with the zeroth order Green’s function

$$G_0(i\omega_n) = \frac{1}{i\omega_n + \mu_0 - \Delta(i\omega_n)}$$ \hspace{1cm} (7)$$

and $\mu_0$ and $\nu_m$ are the pseudo chemical potential and Bosonic Matsubara frequency, respectively. The local Green’s function in the lattice problem is

$$G(i\omega_n) = \sum_k G_k(i\omega_n) = \frac{1}{i\omega_n + \mu - \epsilon_k - \Sigma(i\omega_n)}$$ \hspace{1cm} (8)$$

The constants $A$ and $B$ are determined such that one reproduces the exact solution in the high frequency and the atomic limits:

$$A = \frac{n(1-n)}{n_0(1-n_0)}, \quad B = \frac{\mu_0 - \mu + (1-n)U}{n_0(1-n_0)U^2},$$ \hspace{1cm} (9)$$

where $n_0$ and $n$ are the electron numbers evaluated from $G_0(i\omega_n)$ and $G(i\omega_n)$, respectively.

The chemical potential $\mu$ is determined by fixing $n$ at the input value, while $\mu_0$ is still a free parameter. Among the various suggested conditions for determining $\mu_0$, here we employ the condition $n = n_0$. In this condition, the IPT calculation provides a qualitatively good result except in the case when the Coulomb interaction strength is too large.

2.2.2 Continuous Time Quantum Monte Carlo Method

Continuous time quantum Monte Carlo method is numerically exact. Among the several algorithms of CTQMC, here we adopt CT-INT in this study. This algorithm, developed by Rubtsov et al., is based on the Monte Carlo summation of all diagrams obtained from the expansion of the partition function in powers of the interaction $U$. We describe only a brief outline of CT-INT in this section. For efficient computation, we also employ the submatrix update algorithm extended to CT-INT.

We divide the impurity Hamiltonian into two parts, $H = H_0 + H_i$, $H_i$ is the interacting term including $U$. The partition function is

$$Z = \text{Tr} \left[ e^{-\beta H_0} A e^{-\tau H_0} \exp \left( - \int_0^{\beta} d\tau H_i(\tau) \right) \right],$$ \hspace{1cm} (10)$$

where $A(\tau) = e^{\tau H_0} A e^{-\tau H_0}$ is the interaction representation of the operator $A$, and $T_\tau$ is the time ordering operator for the imaginary time. The statistical average for $H_0$ is

$$\langle A \rangle_0 = \frac{1}{Z_0} \text{Tr} \left[ e^{-\beta H_0} A \right], \quad Z_0 = \text{Tr} e^{-\beta H_0}.$$ \hspace{1cm} (11)$$

We expand the partition function in powers of $H_i$ and obtain

$$\frac{Z}{Z_0} = \sum_{n=0}^\infty \int_0^\beta d\tau_n \cdots d\tau_1 \times (-1)^n \langle T_\tau H_1(\tau_n) \cdots H_1(\tau_2) H_i(\tau_1) \rangle_0.$$ \hspace{1cm} (12)$$

The statistical average of the operator $A$ for the full Hamiltonian $H$ is described as

$$\langle A \rangle = \sum_n \int_n d\tau \langle \hat{P}(q_n) A(q_n) \rangle_0,$$ \hspace{1cm} (13)$$

where

$$P(q_n) = \langle \hat{P}(q_n) \rangle_0$$

$$= (-1)^n \langle T_\tau H_1(\tau_n) \cdots H_1(\tau_2) H_i(\tau_1) \rangle_0$$ \hspace{1cm} (14)$$

$$q_n = \{\tau_1, \tau_2, \cdots, \tau_n\}$$ \hspace{1cm} (15)$$

$$\int_n d\tau = \frac{1}{m!} \int_0^\beta d\tau_n \cdots d\tau_2 d\tau_1.$$ \hspace{1cm} (16)$$

In the Monte Carlo method, the Markov chain of the imaginary time arrangement $q_n$ that follows the probability distribution $P(q_n)$ is generated. The statistical average of $A$ is estimated as

$$\langle A \rangle = \sum_n \int_n d\tau P(q_n) \frac{\langle \hat{P}(q_n) A(q_n) \rangle_0}{P(q_n)}$$

$$\approx \frac{1}{N_e} \sum_{\langle q_n \rangle} \frac{\langle \hat{P}(q_n) A(q_n) \rangle_0}{P(q_n)}$$ \hspace{1cm} (17)$$

We can use the Wick’s theorem since $H_0$ has a quadratic form in terms of the creation and annihilation operators of electrons. Then we obtain

$$P(q_n) = (-U)^n \prod_\sigma \det G_\sigma,$$ \hspace{1cm} (18)$$

where $(G_\sigma)_{ij} = G_\sigma(\tau_i - \tau_j)$ is the zeroth order Green’s function in the impurity model.

3. Results

To see the electron-hole asymmetry of the correlation strength, we analyze the filling dependence of the quantity $\beta G_k(\beta/2)$ defined as

$$\beta G_k(\beta/2) = \frac{1}{2\pi T} \int_{-\infty}^{\infty} A_k(\omega) d\omega,$$ \hspace{1cm} (19)$$

where $A_k(\omega) = -\frac{i}{4} \text{Im} G_k(\omega)$ is the spectrum function. Namely, $\beta G_k(\beta/2)$ represents the number of states near the Fermi level. In the rest of this paper, we sometimes describe this quantity as $\beta G$ for simplicity.
3.1 Computational Details

First, we obtain the band structure of HgBa$_2$CuO$_4$ by performing the first principle calculation using the WIEN2k package.$^{51}$ We derive the model Hamiltonian based on the first principles calculation since the realistic shape of the density of states is essential to the present analysis. We employ the density functional theory (DFT) using the generalized gradient approximation. From this band structure, we obtain a single-orbital model corresponding to Cu $d_{x^2-y^2}$ with a maximally localized Wannier basis.$^{53,54}$ Figure 2(b) shows the Fermi surface and the density of states of this model at half filling. Since the electronic structure of the electron-doped Ni$_2$O$_2$CuO$_4$ is very similar to that of HgBa$_2$CuO$_4$, we adopt this model not only in the hole doped regime, but also in the electron-doped regime. We take into account using DMFT the electron correlation effect beyond DFT. We take the following two approaches in the DMFT calculation. One is the DCA calculation with the CT-QMC solver. This approach enables us to obtain the $k$ dependence of the self energy, and to analyze the pseudo gap directly, although its numerical cost is rather large. The other is the single-site DMFT calculation with the IPT solver. This enables us to analyze a wide range of parameters (the band filling $n$, the temperature $T$, the interaction strength $U$) due to its very low numerical cost, although $k$ dependence of the self energy is neglected. In the DCA with CT-QMC, we restrict the band filling to the range $0.7 \leq n \leq 1.2$, and fix the temperature at $T/W = 0.005$, and the interaction strength at $U/W = 1.0$ ($W$ is the band width). The band filling range considered here corresponds to the doping concentration where the pseudo gap is observed experimentally. In the single-site DMFT with IPT, the calculation is performed in the band filling range $0.2 \leq n \leq 1.7$ with several values of $T$ and $U$, namely $T/W = 0.05, 0.025, 0.01, 0.005, 0.0025, 0.00125$ and $U/W = 0.005, 1.0, 1.5$. Our intention for hypothetically taking different values of $U$ in the single-site DMFT is to see how the electron-hole asymmetry of the electron correlation emerges with and without the Mottness, while assuming the same value of $U$ regardless of the (electron or hole) doping. We should also note that the single-site DMFT underestimates the tendency toward Mott transition compared to DCA, so that, roughly speaking, $U/W = 1.5$ in the single-site DMFT can be considered as corresponding to $U/W = 1.0$ in DCA.

3.2 $k$ Dependence of $\beta G$ by the DCA

As mentioned in Sec.2.1, in the DCA calculation, we divide the Brillouin zone into four sectors as shown in FIG. 2(a). $\beta G$ in sector $X$ ($X = A, B, C$) is defined as

$$\beta G_X(\beta/2) = \frac{1}{N_c} \sum_{k \in X} \beta G_k(\beta/2), \quad (20)$$

where $N_c$ is the number of $k$ points in the sector. Figure 3 (a) shows $\beta G_X$ (solid line) and $\beta G^{U=0}_X$ (dashed line) in $0.7 < n < 1.2$, where $\beta G^{U=0}_X$ represents the non-interacting $\beta G_X$, and (b) shows the ratio $\beta G_X/\beta G^{U=0}_X$ in the underdoped regime $0.9 < n < 1.1$. One can see that there is a large difference between the hole- and electron-doped sides. The most important point is the electron-hole asymmetry of $\beta G_B$ (blue line in FIG. 3). $\beta G_B$ is almost equal to $\beta G^{U=0}_B$ at $n = 0.7$ and approaches 0 as $n$ approaches 1, but as soon as $n$ exceeds 1, $\beta G_B$ suddenly recovers to about 50% value of $\beta G^{U=0}_B$. Namely, in the underdoped regime, the correlation effect emerges strongly in the hole-doped side and weakly in the electron-doped side. This tendency was shown in a previous work,$^{48}$ but there $\beta G$ was plotted as a function of the chemical potential, whereas it is plotted against the electron density here, so that it can be seen more clearly that the electron-hole asymmetry is prominent in the underdoped regime.

As for $\beta G_A$ (violet line in FIG. 3), we also observe an electron-hole asymmetry; in the electron-doped side in particular, $\beta G_A$ is almost zero. This, however, should not be taken as an indication of the strong correlation effect as in sector B of the hole-doped case. In fact, it is known that the antinodal regime of the Fermi surface is strongly affected by the spin fluctuation caused by the $(\pi, \pi)$ nesting, a weak coupling effect, when electrons are doped.$^{55}$ The $2 \times 2$ partitioning of the Brillouin zone adopted in the present study overestimates this effect because the only portion of the Fermi surface included in sector A is the very vicinity of the antinodal point. The overestimation can indeed be confirmed by looking into the results in Ref.$^{[48]}$, where the Brillouin zone was divided into eight sectors. There, the electron-hole asymmetry of the antinodal sector is barely seen.

3.3 $T$ Dependence of $\beta G$ by the Single-site DMFT

We calculate the following average value of $\beta G_k$ in the Brillouin zone since the self energy is independent of $k$ in the single-site DMFT:

$$\beta G(\beta/2) = \frac{1}{N} \sum_{k \in \mathbb{Z}} \beta G_k(\beta/2). \quad (21)$$

where $N$ is the number of $k$ points in the Brillouin zone. In FIG. 4(a)-(c), $\beta G$ is plotted against the band filling $n$ for three values of $U$ and various temperatures. When $U$ is nearly zero, the temperature dependence of $\beta G$ is barely seen except in the band filling regime where the Fermi level sits close to the van Hove singularity point. When $U$ is increased to an intermediate value where the Mott transition still does not take place at $n = 1$, the band filling range where the temperature dependence is present is broadened, although the band filling dependence is continuous in this case. A more interesting electron-hole asymmetry is seen in the underdoped regime when $U$ is further increased so that the Mott transition occurs at $n = 1$. Namely, the temperature dependence is barely present in the electron-doped regime ($n > 1.1$) when the temperature is low, as if the electron correlation effect is absent, while a strong temperature dependence is seen in the hole-doped side.$^{56}$ Hence, the electron-hole asymmetry occurs discontinuously with respect to the band filling in the presence of the Mottness. In other words, the “visibility” of the electron correlation effect changes abruptly between the hole and the
electron-doped cases.

In order to understand the origin of this electron-hole asymmetry, we investigate the spectrum function $A(\omega) = -\frac{1}{\pi} \text{Im} G(\omega)$ obtained by performing the analytical continuation with Padé approximation. The enlarged view of the spectrum near the Fermi level at $T/W = 0.005$ is shown in FIG. 5. The orange band describes the temperature range for which the integration in $\beta G$ is effective. In the case of $U/W = 1.0$ shown in FIG. 5(a) (the Mottness is absent), the peak of the spectrum is located in the range $\omega < 0$ reflecting the shape of the non-interacting DOS shown in FIG. 2(b) that has the van Hove singularity in $\omega < 0$. The spectrum moves continuously when the band filling is varied, which leads to the continuous band filling variance of the temperature dependence of $\beta G$ seen in FIG. 4(b). The peak of the spectrum in the hole-doped side described by the blue tone colors is closer to the Fermi level than that in the electron-doped side described by the yellow tone colors, so that a larger temperature dependence exists in the hole-doped side.

4. Conclusion

In conclusion, we have shown that the electron-hole asymmetry of the electron correlation effect can exist even under common interaction strengths and the band structure between the hole- and electron-doped systems. The presence of this electron-hole asymmetry itself is not so surprising because the non-interacting DOS is already asymmetric. However, the asymmetric feature of the DOS alone cannot account for the striking asymmetry observed in the experiments. Our important finding is that considering the strong correlation effect in addition to the asymmetry of the DOS makes it possible to understand the experimental observation. To be more precise, assuming that the mother compounds of both the electron-doped and the hole-doped cuprates are Mott in-
The temperature is $T / W \beta G$ the temperature range for which the integration in the lower panel due to the Mottness. The orange band describes the spectrum of $\Pr_{1-x}\LaCe_{x}CuO_{4-\delta}$ prepared by a normal annealing process, where suppression of $T_{c}$ due to the antiferromagnetic short-range correlation is found in the underdoped regime.
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