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Abstract—Communicating the robot state is vital to creating an efficient and trustworthy collaboration between humans and collaborative robots (cobots). Standard approaches for Robot-to-human communication face difficulties in industry settings, e.g., because of high noise levels or certain visibility requirements. Therefore, this paper presents zoomorphic gestures based on dog body language as a possible alternative for communicating the state of appearance-constrained cobots. For this purpose, we conduct a visual communication benchmark comparing zoomorphic gestures, abstract gestures, and light displays. We investigate the modalities regarding intuitive understanding, user experience, and user preference. In a first user study \(n = 93\), we evaluate our proposed design guidelines for all visual modalities. A second user study \(n = 214\) constituting the benchmark indicates that intuitive understanding and user experience are highest for both gesture-based modalities. Furthermore, zoomorphic gestures are considerably preferred over other modalities. These findings indicate that zoomorphic gestures with their playful nature are especially suitable for novel users and may decrease initial inhibitions.

Index Terms—Gesture, Posture and Facial Expressions, Human-Robot Collaboration, Industrial Robots

I. INTRODUCTION

INTERACTION and, more specifically, communication between humans and robots are central challenges in collaborative robotics \[1\]. While human-to-robot communication is an intensively researched field, the inverse direction, communication from robot to human (RtH), has received less attention in comparison \[2\]. Yet, the communication of the robot’s state and the acknowledgment of user commands are required for effective and safe collaboration \[3\]. Well-designed communication can also increase trust levels and lead to a more engaging interaction with the collaborative robot (cobot) \[3\], \[4\]. The system status has to be informative and easy to understand to meet those demands.

According to Onnasch et al. \[5\], cobots can communicate with human users via acoustic, mechanical, or visual modalities. In an industry setting, acoustic communication may be impeded due to the level and spectral characteristics of noise prevalent in these settings. Alternatively, acoustic RtH communication would have to be designed very intrusively, e.g., via loud warning tones \[3\]. Mechanical RtH communication may limit the range in which a user can perceive feedback, such as vibrations. Haptic interfaces can expand this space but require additional hardware and the willingness of human users to wear the interface while interacting with the cobot. Several modalities are available in visual communication, such as text displays, lights, or gestures. Compared to the other visual modalities, gestures have the advantage of being visible from many different positions and distances and do not require any additional hardware \[3\].

For these reasons, we specifically focus on gestures for RtH communication in an industry setting. Gestures for cobots are commonly based on human body language \[2\] due to an easier understanding by the user. In this work, we focus on functionally designed, appearance-constrained cobots lacking expressive faces \[6\], i.e., robot arms without specific humanoid design characteristics. For these types of cobots, we argue that gestures based on human body language may raise excessive expectations regarding the cobot’s capabilities \[7\]. Furthermore, human-inspired gestures for a non-humanoid cobot may create uneasiness due to a perceptual mismatch of sensory cues (cobot appearance vs. gesture design) \[8\]. Instead, zoomorphic gestures based on animals’ body language may be an alternative approach for gesture design.

Our proposed approach of zoomorphic gestures for industry cobots may offer the advantages of gesture communication (intuitive, visibility from different positions, no additional hardware) while avoiding exaggerated expectations and perceptual mismatch. In this work, we investigate if zoomorphic gestures provide an intuitive understanding, i.e., whether the modality’s meaning can be unambiguously understood \[9\]. Furthermore, we evaluate the user experience (attractiveness, joy of use, intuitive use, and intent to use) and the user preferences compared to other visual communication modalities, such as light displays and abstract gestures.

In this work, we offer several contributions to the research domain of RtH communication:

- With zoomorphic gestures, we offer a novel approach of RtH communication for appearance-constrained cobots.
- We propose design guidelines for the development of zoomorphic gestures and evaluate them in an online user study \(n = 93\).
- We conduct a benchmark of three visual modalities for communicating robot states. We perform the benchmark with a large-scale online user study \(n = 214\) by recruiting participants with diverse demographics.
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II. RELATED WORK

RtH communication in industry settings is required to help human users predict the cobot’s behavior and actions more accurately [4]. Communication of the robot state is possible via different channels [5]. Due to the industry context, we focus on non-facial, non-humanoid communication of the robot state and feedback to the user while omitting the display of robot emotions. Based on the limitations of acoustic (e.g., high noise levels in industry settings) and haptic (e.g., required hardware, user acceptance) RtH communication in industry settings, visual communication modalities are preferred for industry cobots.

Visual RtH communication. Light displays have a long history of being used to express the state of an electronic device in general or of a robot state in particular. Yet, the design space and the light codes are often kept simple. This simplification reduces the learning effort by utilizing typical signals of widespread electronic devices [10], [11]. Nonetheless, lights to communicate the robot intent and state have been explored in industry settings [12], [13] and other applications such as mobile or flying robots [14], [15]. Light displays have the advantage of being visible from different distances and angles without interfering with the task execution. They also provide persistent information compared to the transient nature of acoustic feedback [3]. However, the understandability and usefulness of light displays largely depend on the specific design and placement on the robot, requiring time and effort in the design process [11].

Previous work on RtH communication in industry settings also includes approaches where the robot response and state is displayed on a screen. The robot state can be visualized using pictograms [4] or text-based information [16]. Moreover, communication of robot faults with augmented reality has also been explored [17]. While explicit screen-based communication tends to be straightforward and easy to interpret, user studies investigating the use of screens show that this communication modality may lead to information overload [4]. Moreover, this modality may be less visible from a distance, especially for small screens or texts.

Visual RtH communication can also utilize motion-based communication, which primarily entails communication via gestures [4]. Human-inspired gestures are dominant in industry and related applications as they are easy to understand [2], especially when viewed within the task context [18]. Human-inspired gestures have been used for assembly tasks [16], [18] but also less related fields such as underwater robots [2]. Further, a combination of human-like movements with a humanoid design of the physical robot can reduce users’ stress [19]. However, appearance-constrained cobots do not necessarily have the required physical design to rely on human cues or gestures to communicate the robot states like humanoid cobots [11]. Moreover, perceptual mismatch [8] and exaggerated expectations of the cobot’s capabilities [7] can arise with human-inspired gestures.

Alternatively, gestures for motion-based communication may also be abstract. In this approach, novel movements, i.e., not based on any body language, are developed and connected with semantics to express certain robot states or feedback. In the following, we refer to those movements as abstract gestures. We assume that the trajectory of these gestures is optimal with respect to a particular efficiency metric, creating a robot-typical impression. This metric may be any of the ones commonly used in trajectory planning literature, e.g., minimum execution time, minimum energy, or minimum jerk [20]. [4] and [21] explored the use of robot motion to express robot intent abstractly. Instead of developing dedicated gestures, they investigate how they can alter goal-oriented movements to include legible information on the robot’s objective. In a similar vein, [24] use passive demonstrations to communicate navigational intentions of a mobile robot. Moreover, [25] provide general recommendations for realizing expressive motions based on the robot’s morphology and the desired movement. Abstract gestures have the advantage that they can be tailored to the physical capabilities of an appearance-constrained cobot. However, they may come at the expense of increased effort to learn the new gestures and their respective semantics, which can increase the cognitive load [4].

Zoomorphic gestures. To address the issues of the communication modalities mentioned above, zoomorphic gestures, based on animal body language, pose one possible approach. To our knowledge, zoomorphic gestures have not yet been considered for RtH communication of cobots for industrial applications such as manufacturing. However, they have found applications in social robotics, including appearance-constrained robots. In this field of application, the focus lies on affective displays instead of solely communicating information on the functional state – for example, adding a dog tail to a utility robot [26], or leveraging dog-based gestures [7], [27]. Dog-based gestures can achieve high classification accuracy, especially when viewed within the task context [27]. Zoomorphic interaction is not limited to RtH communication but also extends to human-to-robot communication, e.g., by using a dog-leash interface to direct a robot [28]. The dominant use of dog body language for zoomorphic gestures can be traced back to the close relationship between dog and human, which leads to an intuitive understanding of dog-gestures even by people who do not own a dog [7].

III. METHODS

We conducted a benchmark of zoomorphic gestures, abstract gestures, and light displays. We use the benchmark to explore if zoomorphic gestures provide a better intuitive understanding and user experience for appearance-constrained cobots than other visual modalities. We use the following approaches and methods to implement the three visual communication modalities and conduct the benchmark.

Robot system. We use the collaborative robot system Panda by Franka Emika (see Fig. [1]) to implement the gestures and light displays and to perform the subsequent user studies.
Panda is a functional robot targeted at lightweight collaborative assembly tasks.

**Application task and use cases.** For a concrete application focus, we defined a collaborative task from which we derived five use cases. As cobots are likely to be used in collaborative assembly, we chose an assembly task in which the cobot is responsible for the part acquisition. Concretely, the cobot acquires fuses from a storage container and delivers them to the users (see Fig. 1). The human performs part manipulation (inserting the fuse into a fuse holder) and part operation (screwing the nut to secure the fuse) [18].

Based on this specific assembly task and related studies on similar tasks, e.g., [16], we derived the following five use cases: (i) Greet user, (ii) Prompt user to take the part, (iii) Wait for a new command, (iv) Error: Storage container is empty, (v) Shutdown.

**Modalities.** We compare three different modalities (see Fig. 2). Both the zoomorphic and abstract gestures aim to develop emblems [29] based either on dog-body language (zoomorphic gesture) or by developing new, self-contained movements that convey a specific meaning or robot state (abstract gestures).

**Zoomorphic gestures.** For each use case, we mirrored the intention of the robot (e.g., prompting the user to take a part) to an intention, a dog may have (e.g., encouraging the owner to play). In a second step, we collected gestures that dogs use to express the respective intention by leveraging real-life interaction with dogs, online videos, and literature [26]. We then translated the dog gestures into three distinct zoomorphic gestures by jointly applying the following guidelines inspired by [2]:

- *Mimicry.* We mimic specific dog behavior and body language to communicate robot states.
- *Exploiting structural similarities.* Although the cobot is functionally designed, we exploit certain components to make the gestures more “dog-like,” e.g., the camera corresponds to the dog’s eyes, or the end-effector corresponds to the dog’s snout.
- *Natural flow.* We use kinesthetic teaching and record a full trajectory to allow natural and flowing movements with increased animacy.

**Abstract gestures.** To omit the semantics of human or animal body language in designing the abstract gestures, we created new, cobot-specific gestures inspired by stereotypical robots and consumer electronics. Towards this goal, we adopted the following guidelines:

- *Simplicity.* The gestures should generally be simple and goal-oriented.
- *Efficiency.* Again, we leverage kinesthetic teaching but only record several keyframes [30]. We utilize a minimum-jerk trajectory planner to generate efficient trajectories between the keyframes. At each keyframe, the robot remains for a moment before moving on, leading to a less flowing and more robot-typical movement.

As before, we create three different abstract gesture options per use case.

**Light display.** The light display serves as a reference modality for the two gesture-based modalities in the benchmark. We chose light displays as a reference, because they are a widespread and accepted form to communicate the state of electronic devices in general and robots in particular [10]. We applied the guidelines by [2] to the design space of Franka Emika Panda’s built-in light display to make the light display as robust and intuitive as possible:

- *Light color.* Color corresponds to the general status: white (neutral), green (prompt for interaction), red (error), light off (robot off). We selected additional light colors (white and light off) compared to [2].
- *Blinking frequency.* Higher frequency indicates a more urgently required reaction by the user.
- *Similarity.* Similar robot states are communicated with similar light displays, i.e., color and blinking frequency.

We recorded the different states of the cobot’s built-in lights. We combined the recordings using video editing software to create the desired light codes resulting in three options per use case.

**Experiments.** We conduct two user studies to reduce degrees of freedom in the design process and to examine whether zoomorphic gestures are more intuitive and attractive than other visual modalities. The first user study aims at identifying
the best option to communicate the robot state out of the three designs per use case and modality. Further, we also evaluate the suitability of the design guidelines outlined above. The second user study utilizes the best option per use case and modality identified in the first study to assess the three modalities regarding intuitive understanding, user experience, and stated preference.

IV. STUDY I: IDENTIFYING BEST DESIGN OPTIONS

To identify which of the three design options per use case is the best way to communicate the robot state with a given modality, we utilized an online user study. As the study design does not require direct interaction with the cobot, an online study is a considerably more efficient tool to collect as many responses as possible compared to in-person studies.

Population. We recruited a convenience sample of 93 participants (39 male, 52 female, 1 other, 1 N/A, average age $M = 27.84$ years, $SD = 8.33$). The participants mainly had a non-technical background (63 non-technical, 26 technical, 4 other) and, on average, a positive attitude towards robots in general ($M = 3.91$, $SD = 0.89$, rated on a scale from 1 (very negative) to 5 (very positive)).

Experimental procedure. After giving informed consent, we provided information on the assembly task (description and video, see Fig. 1 for a screenshot) to the participants. For each modality and use case, the participants viewed three videos showing the three design options. We then asked the participants which option fits best to communicate the given robot state. After completing all five use cases within one modality in a randomized order, the participants evaluated the robot communicating with the given modality. We used the Godspeed questionnaire [31] and asked for free-text associations the participants had with the shown modality. The Godspeed questionnaire was developed as a standardized measure for the impression a robot has on the user and considers five dimensions (see Fig. 4 [31]). Although other measures exist, the Godspeed questionnaire is widely utilized and provides sufficient statistical reliability and validity [31], [32]. The blocks of each modality were randomized as well to avoid anchoring and sequence effects [33]. The online study concluded with a short demographic questionnaire.

Results. The results in Fig. 4 indicate that for zoomorphic gestures, a clear best option generally exists. The ambiguousness is higher in the case of abstract gestures and light displays. For these modalities, several use cases have two or even all three design options selected similarly often, e.g., use case “wait”.

We analyze the evaluation of the modalities with the Godspeed questionnaire with one-way analyses of variance (ANOVA), see Fig. 4. We report the F-statistic ($F$), the $p$-value ($p$) and the effect size ($\eta^2_G$). The results indicate that zoomorphic gestures score significantly higher than the other modalities in the dimensions anthropomorphism ($F(2, 184) = 95.57$, $p < 0.001$, $\eta^2_G = 0.305$), animacy ($F(2, 184) = 95.07$, $p < 0.001$, $\eta^2_G = 0.309$), and likeability ($F(2, 184) = 13.01$, $p < 0.001$, $\eta^2_G = 0.062$). In the case of perceived intelligence, both gesture-based modalities are rated significantly higher than the light displays ($F(2, 184) = 5.62$, $p = 0.004$, $\eta^2_G = 0.020$). Zoomorphic gestures are rated significantly lower in regards to perceived safety than the alternatives ($F(2, 184) = 12.88$, $p < 0.001$, $\eta^2_G = 0.046$).

The participants’ free-text answers reveal strong associations of the zoomorphic gestures with dogs (named by 28 participants) and with other animals (20) or humans (15). For the abstract gestures, strong associations with robots (21) or machines (10) but only rarely with dogs (5) were expressed. Cobots communicating via light displays were associated with traffic/control lights (36) or electronics in general (20), but hardly with dogs (0) or any other living beings.

Discussion. The different levels of embedded semantics may explain the varying degree of ambiguousness over the best design option for a particular modality. In the case of zoomorphic gestures, semantics are transferred from dog body-language, which tends to be easy to understand both by dog-owners and people with little to no experience with dogs [7].
Given that abstract gestures and light displays do not have an apparent semantic connection, participants may have chosen the best option per use case and modality more along personal preference (“What looks nice or appealing?”).

The Godspeed ratings, along with the voiced associations, confirm the functionality of our proposed design guidelines. For example, zoomorphic gestures received high ratings for anthropomorphism and animacy along with frequent dog associations. Abstract gestures were rated less anthropomorphic and animate, and were frequently associated with robots and machines. Thus, the guidelines are suitable for integrating typical dog-characteristics into the zoomorphic gestures and help create robot-typical abstract gestures. The participants’ comments indicate that the light blinking frequency was not always understood as an indication of urgency. Instead, some participants interpreted blinking as a processing state of the cobot during which the user needed to wait. Our recommendation for future studies is to review the use of blinking and its frequency. The modalities were rated similarly regarding perceived intelligence. This finding may be explained by the fact that the cobot’s general reaction was independent of the modality. For example, the cobot always reported an error over an empty storage bin. In terms of perceived safety, zoomorphic gestures are perceived as less safe than the alternatives, although the effect size is small ($\eta^2_G = 0.046$). Nonetheless, it is not surprising that zoomorphic gestures cause more anxious, agitated, and surprise reactions than the alternatives, as zoomorphic gestures are less robot-typical and more extensive. When viewed globally, zoomorphic gestures are still rated above the scale middle ($M = 3.41, SD = 1.24$, see Fig. [4]), hence, achieve sufficient subjective safety ratings.

Overall, the results of the Godspeed questionnaire indicate that the modality used to communicate the robot state shapes the user’s perception of the robot but to different extents. The modality has substantial effects on anthropomorphism and animacy. Likability, perceived intelligence, and perceived safety are less affected. Additionally, this study identifies the best option of the design alternatives per use case and modality, a prerequisite for the following benchmark study.

V. STUDY II: VISUAL COMMUNICATION BENCHMARK

After identifying the best design option per use case for each modality, we performed a second user study – the visual communication benchmark.

Population. In total, 214 participants (116 male, 96 female, 2 other, average age $M = 40.44$ years, $SD = 12.69$) were recruited for the online study via an online panel. The participants mainly had a non-technical background (110 non-technical, 79 technical, 25 other) and, on average, a positive attitude towards robots in general ($M = 4.04, SD = 0.93$, rated on a scale from 1 (very negative) to 5 (very positive)). The sample included participants with low prior experience (81 participants with no practical experience) and high prior experience (60 participants with practical experience with at least three robot types) with robots from five different domains (industry, household, entertainment, service, healthcare).

Experimental procedure. After giving informed consent and providing relevant demographic information, information on the assembly task was provided in the same way as in the first study (description and video). For each modality and use case, the participants viewed the video showing the best option identified in study I. The participants were asked which option from a predefined list describes best what the cobot wanted to express in each video. The predefined list remained the same for each use case and all modalities. It comprised the five use cases plus two additional ones (cobot wants to check assembled product, cobot is malfunctioning). The additional use cases prohibit an obvious mapping. After completing all five use cases within one modality in a randomized order, the participants were asked to rate the robot communicating with the given modality regarding user experience (intuitive use, joy of use, attractiveness [34] and intent to use [35]. The blocks of each modality were randomized as well to avoid anchoring and sequence effects [33]. The online study concluded by asking the participants to state their preference for one of the three modalities.

Results. To evaluate the understandability of the different modalities we consult the classification accuracy [9] (see Fig. [5]). On average, the classification accuracy reaches 58.0% for zoomorphic gestures, 58.5% for abstract gestures, and 38.8% for light displays. A one-way ANOVA with Bonferroni-adjusted post-hoc tests ($F(2, 426) = 58.52, p < 0.001, \eta^2_G = 0.097$) shows that, on average, significantly more use cases are correctly classified for zoomorphic and abstract gestures ($M = 2.9$ for both modalities) than for light displays ($M = 1.9$).

In regards to the subjective evaluation, zoomorphic gestures are rated better (closer to the scale maximum) across the considered dimensions than the alternatives (see Fig. [6]). Zoomorphic gestures are significantly more attractive ($F(2, 426) = 35.85, p < 0.001, \eta^2_G = 0.049$), provide significantly more joy when using ($F(2, 426) = 31.84, p < 0.001, \eta^2_G = 0.034$) and are significantly more intuitive to use ($F(2, 426) = 50.17, p < 0.001, \eta^2_G = 0.072$). The intent to use is significantly higher for both gesture-based modalities than for the light display ($F(2, 426) = 27.55, p < 0.001, \eta^2_G = 0.025$).

Asked explicitly, which modality participants prefer for RTh communication in the given scenario, 56.1% of the participants chose zoomorphic gestures for reasons such as “it is the most logical,” “it is the most human,” “appears likable”. 21.1% preferred abstract gestures (“easiest to understand,” “clear and simple, zoomorphic gestures are too much,” “modern”), while the remaining 16.8% preferred light displays (“personal preference,” “colors are more logical,” “easy to understand once you know the light codes”).

Discussion. Our results indicate that our zoomorphic and abstract gestures are more intuitively understood than our light displays. Other work investigating zoomorphic gestures generally report higher accuracies (up to 75%, e.g., [27]) than our results. However, these studies investigate the communication of affective states, not functional states. As zoomorphic gestures are emblems, they are naturally closer related to affective information [29]; hence, achieving high classification accuracy that is in line with other studies investigating zoomomorphic gestures, for example [27], is not surprising. Although we did not observe a significant effect size for abstract gestures and light displays ($\eta^2_G = 0.049$), the allocation of a significantly higher number of use cases to zoomorphic gestures ($M = 2.9$) than to light displays ($M = 1.9$) implies that participants generally report a higher classification accuracy for zoomorphic gestures than for light displays. We therefore conclude that zoomorphic gestures are more intuitively understood than light displays. This aligns with the results of other studies investigating zoomomorphic gestures, for example [27], and indicates that zoomorphic gestures are more intuitively understood than light displays.
accuracy may be easier. When considering the use cases individually, space for improvement exists, especially for the use cases “greet user” and “wait for new command” (see Fig. 5). Nonetheless, all robot states are identified above the chance level for each modality.

The subjective evaluation regarding user experience and intent to use is favorable toward zoomorphic gestures. Zoomorphic gestures are significantly more attractive and intuitive and provide more joy when using. Compared to zoomorphic gestures, the abstract gestures achieved similarly high accuracies. Given that the participants had no prior training on any of the modalities, this suggests that our abstract gestures may not entail a higher learning effort than the other modalities, contrary to our expectations. Yet, the majority of participants stated a preference for zoomorphic gestures (56.1%) over abstract ones (21.2%). The clear user preference for movement-based communication mirrors findings from previous studies [25].

Overall, the sample used for this study included participants with different levels of experience with robots. However, the majority had limited experience with industrial cobots as very experienced users are hard to find. Therefore, our findings indicate that zoomorphic gestures may be both an intuitive and attractive modality, especially for inexperienced users. Similar to results by [4], comments made by some participants indicate that zoomorphic gestures may be perceived as annoying by more experienced users. The reason for this may be that they are more time-consuming and elaborate than the alternative modalities. The longer execution times of the gestures may impede the work-flow of assembly and, thus, may be less suitable for work processes with strict cycle times.

VI. LIMITATIONS

Our approach and methods also face some limitations. To our knowledge, this work is the first to investigate zoomorphic gestures for appearance-constrained cobots. Therefore, we have followed an exploratory approach and consciously omitted safety aspects from consideration. However, especially for movement-based communication, safety is critical and requires extensive consideration. These concerns need to be addressed in future studies.

Concerning our evaluation methods, our exploratory approach has some drawbacks. We worked with opportunity samples to recruit a large and diverse sample for both user studies to increase the generalizability of the results. The same studies conducted only with highly experienced users may yield different results.

Further, the videos we produced of the different design options included less contextual information for the light displays than in the videos for the gesture-based modalities. In future studies, we advise maintaining an equal level of contextual information to reduce the possible influence of confounders. Additionally, we suggest controlling for possible covariates, such as the total duration of the gestures. We also did not fully exhaust the design space of light displays in general. Instead, we built design options from existing guidelines under the consideration of the built-in hardware of the utilized cobot. On a similar note, our design guidelines to develop different gesture and light options offer some leeway. Therefore, we designed study I to reduce arbitrariness within our design choices. Nonetheless, further studies with different design options and use cases are required to support the generalizability of our results.

Finally, we recommend revising the benchmark study questionnaire to include the participant’s certainty of their classification. This additional information on certainty may provide helpful insights.

VII. CONCLUSIONS

This paper’s main objective is to explore the suitability of zoomorphic gestures for appearance-constrained cobots in industry applications. The two user studies indicate that the proposed guidelines for developing zoomorphic and abstract gestures are suitable. Participants understood both gesture-based modalities intuitively with an average classification
accuracy of 58%. Additionally, the subjective evaluation and stated preference are in favor of zoomorphic gestures.

Future research avenues include gesture development for additional use cases, the consideration of safety as outlined in [36], and evaluation with experienced users. Further, zoomorphic gestures, which mimic the social dynamic between dogs and humans, may present a compelling option to reduce robot abuse by providing relevant social mechanisms [37], [38].

In a deployed system, zoomorphic gestures could also be combined with other visual and non-visual modalities, which were not considered in this paper as they represent orthogonal research directions. When considering unimodal communication, zoomorphic gestures may be especially suitable for novice users by lowering inhibitions. Further, zoomorphic gestures may also be made available in libraries provided in robot programming platforms to personalize the human-robot interaction.
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