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Abstract:

Multidimensional time series clustering is an important problem in time series data analysis. This paper provides a new research idea for the behavioral analysis of financial markets, using the intrinsic correlation existing between transactions in the same segment of the financial market to cluster and analyze multidimensional time-series data, so as to obtain different types of market characteristics. In this paper, we propose a multidimensional time series clustering model based on graph attention autoencoder (GATE) and mask self-organizing map (Mask-SOM), based on which we realize multi-step prediction of financial derivatives prices and intelligent trading system construction. To obtain and fully utilize the correlation features between multidimensional financial time series data containing high noise for clustering analysis, constant curvature Riemannian manifolds are introduced in the graph attention autoencoder, and the multidimensional financial time series features captured by the encoder are embedded into the manifold. Following that, the multidimensional financial time series clustering analysis is implemented using Mask-SOM analysis manifold encoding. Finally, the feasibility and effectiveness of the model are verified using real financial datasets.

1. Introduction

Time series clustering is a technique to classify a large amount of data without a prior knowledge, which can help researchers quickly comprehend the distribution pattern and spatial structure of data, and provide strong support for subsequent time series prediction, data mining or anomaly detection. The multidimensional financial time series contains the volatility characteristics of the financial market and hides the patterns of the financial market, so it is thus important to scientifically analyze multidimensional financial time series for avoiding market risks and guiding investments effectively. Compare with other time series, the characteristics of multidimensional financial time series such as high noise, strong volatility and
nonlinearity pose great challenges for achieving accurate clustering. How to reduce the influence of these features and achieve accurate and effective multidimensional financial time series clustering has become a research hotspot across multiple disciplines.

The self-organizing map (SOM)[1], also known as Kohonen network, was proposed by Professor Kohonen T in Finland. As a class of unsupervised learning models, SOM can automatically search the intrinsic patterns and essential attributes in samples, and self-organize and adaptively change the network parameters and structure to achieve clustering and feature learning of data. With its robust self-organized learning process, time series learning models based on the SOM model are widely proposed. For example, Hsu et al[2] introduced SOM to decompose a dataset containing heterogeneous data into multiple homogeneous regions and applied Support Vector Regression (SVR) to forecast financial time series in order to deal with the characteristics of non-stationary financial time series; Sarlin et al[3] introduced fuzzy C-means in SOM to cope with the hard to classify features of financial time series data, etc[4][5]. The features of SOM order-preserving mapping make it an excellent visualization tool[6], and Fu et al[7] also applied self-organizing mapping neural networks to pattern discovery of financial time series. However, all the above models are for single-dimensional financial time series clustering, and the effective implementation of multidimensional time series clustering with SOM is still an urgent issue to be explored.

The emergence of graph attention networks (GAT)[8] has provided a new perspective for multidimensional time series analysis. In recent years, GAT performs feature extraction and sequence learning from multidimensional time series input data in an unsupervised approach. Many researchers structure multidimensional time series as graph structures and learn correlations among nodes, such as Zhao et al[9] who treat each univariate time series as a separate feature and use two parallel GAT layers to learn complex dependencies of multivariate time series in time and feature dimensions, respectively; Cheng et al[10] propose an attribute-driven graph attention network (AD-GAT) for learning correlations among listed companies, etc. In order to analyze the correlation between data and to generate deep high-level features, models based on graph neural networks[8][11] and encoder-decoder frameworks[12][13][14] have been proposed sequentially. Kosaraju et al[15] proposed a recurrent encoder-decoder architecture where GAT acts as an encoder responsible for encoding social interaction behaviors among humans and the trained model can predict human paths based on features. Grattarola et al[16] identified non-Euclidean spaces as more suitable for representing graph data than Euclidean spaces, and used graph convolutional
networks (GCN) and encoder-decoder framework to learn embeddings of graph structure data on constant-curvature Riemannian manifolds (CCMs). However, strong nonlinearity in the original financial data affects the validity of series encoding.

For unsupervised clustering of large amounts of data, the K-means algorithm[17][18][19] is the most commonly used clustering algorithm due to its advantage of high computational efficiency. However, the clustering results of the K-means algorithm are unstable and the initial value has a great influence on the results of clustering convergence, in contrast, SOM can achieve more stable clustering results and is less affected by the initial value due to its introduction of a neighborhood function with topological structure, and many researchers have used SOM and its variants[20][21] for clustering financial time series. However, majority of the current mainstream unsupervised clustering methods[22] are using the Euclidean distance measure of similarity in the Euclidean space, and the problem of high global similarity caused by small variance features in the input vector, which seriously affects the effect of volatility analysis and prevents the refinement of clustering. Niennattrakul et al[23] demonstrated that neither the K-means algorithm based on Euclidean distance nor Dynamic Time Warping (DTW) as a distance metric can correctly accomplish shape similarity clustering. Liu et al[24] demonstrated the drawbacks of using Euclidean distance for shape similarity measures. Therefore, it is of significance to optimize the distance metric function and try to analyze financial time series data in non-Euclidean space.

The manifold is a space with the characteristics of a local Euclidean space. Zhou et al[25] proposed that although the data samples one observes or collects are high-dimensional, what is closely related to the learning task may only be a certain low-dimensional distribution, i.e., a low-dimensional embedding in a high-dimensional space. Tenenbaum et al[26] proposed that it is misleading to compute straight-line distances directly in a high-dimensional space after the low-dimensional manifold is embedded into the high-dimensional space. To analyze the stream shape distribution of data, some stream shape learning[27][28], stream shape clustering[29][30], and stream shape embedding clustering[31][32][33] methods have been gradually proposed since 2000. Some researchers started to try to analyze financial time series data in manifolds, for example, Han et al[34] introduced structured manifold learning methods in forecasting models and proposed a Structured Manifold Broad Learning system (SM-BLS) that can recover chaotic attractors from multivariate and heterogeneous time series; Feng et al[35] proposed a Robust Manifold Broad Learning System (RM-BLS) by mining the evolution patterns of chaotic time series using
stream embedding technique; Papaioannou et al[36] proposed a three-layer high-dimensional time series forecasting model based on a manifold learning framework, which first embeds the time series into a low-dimensional space, then constructs a reduced-order regression model on the manifold, and finally lifts the embedded time series back to the original high-dimensional space using radial basis functions and geometric harmonics, which enables financial time series forecasting.

Based on the above problems and existing works, we study a hybrid model for clustering and analyzing the overall fluctuation information of multidimensional time series. First, the model is based on encoder-decoder architecture and GAT, and introduces constant-curvature Riemannian manifolds into the model to realize the embedding learning of sequence data features in the manifold space, which reduces the interference of strong nonlinearity on the clustering of fluctuation information. Second, we propose a recursive clustering algorithm, Mask-SOM, to realize the clustering analysis of multidimensional financial time series features on the manifold space, and then, complete the prediction of multidimensional financial time series fluctuation directions. Our contributions are summarized as follows:

1) Unlike traditional financial time series forecasting, we use the intrinsic correlation that exists between transactions in the same segment of the financial market to perform multidimensional time-series data clustering analysis, thus obtaining different types of market characteristics and providing a new research idea for financial market behavior analysis.

2) In order to unsupervised learn the mutual correlation of multidimensional financial time series, we construct a model based on encoder-decoder architecture and GAT, and introduce constant curvature Riemannian manifolds into the model for the problem of strong nonlinearity of financial time series in Euclidean space to realize the learning of multidimensional financial time series features in manifolds.

3) In order to realize the clustering analysis of features in manifolds and improve the weaknesses of the Euclidean distance metric, we learned the idea of Principle Component Analysis (PCA) and innovatively proposed a novel SOM model, Mask-SOM, which learns the data distribution from coarse to fine granularity in an incremental manner to implement feature clustering and prediction of financial time series data with strong nonlinearity.
2. Manifold clustering model based on graph attention autoencoder

The manifold clustering model based on graph attention autoencoder consists of three main components. Firstly, in order to effectively characterize the sector volatility and circumvent the effect of high financial time series noise, the original financial time series data is no longer used as input to the model, but the price and volume volatility characteristics of the original financial time data extracted from the sliding window. Secondly, to deal with the strong nonlinearity of financial time series in the Euclidean space, the constant curvature manifolds are introduced into the graph attention autoencoder and construct the graph attention manifold autoencoder(GATME) to accomplish the learning of time series features in the manifold. Finally, in order to complete the clustering analysis of features in the manifold, we innovatively propose Mask-SOM to achieve feature clustering of high-noise multidimensional financial time series data. The model structure is shown in Figure 1.

Figure 1  Manifold clustering model based on graph attention autoencoder
2.1 GATME

First, a sliding window is used to extract the features of \( n \) financial products in a financial segment. As shown in Figure 1.a, window 1 is a time window, sliding window 2 and sliding window 3 in window 1 are responsible to extract price fluctuation features and volume fluctuation features respectively, and integrating them into the segment features \( \mathbf{X} \). After that, the extracted segment features \( \mathbf{X} \) and the predefined adjacency matrix \( \mathbf{A} \) are fed into the GATME. As shown in Figure 1.b, the encoder learns the representation, and the decoder maps it to the graph space. The training goal as follows:

\[
\text{Loss} = \frac{1}{N} \sum_{i=1}^{N} \| \mathbf{X}_i - \hat{\mathbf{X}}_i \| - \frac{1}{N^2} \sum_{i,j} \left( A_{i,j} \log \hat{A}_{i,j} + (1 - A_{i,j}) \log (1 - \hat{A}_{i,j}) \right)
\]

The trained GATME will discard the decoder and keep only the encoder and manifold embedding parts. The architecture of the GAT layer following the work of Velickovic et al[8]. The input to our layer is a set of node features \( \mathbf{X} \):

\[
\mathbf{X} = \{ \tilde{x}_1, \tilde{x}_2, ..., \tilde{x}_n \}, \tilde{x}_i \in \mathbb{R}^F
\]

where \( N \) is the number of nodes, and \( F \) is the number of features in each node. The layer produces a new set of node features (of potentially different cardinality \( F' \)):

\[
\mathbf{X}' = \{ \tilde{x}'_1, \tilde{x}'_2, ..., \tilde{x}'_n \}, \tilde{x}'_i \in \mathbb{R}^{F'}
\]

In order to obtain sufficient expressive power to transform the input features into higher-level features, at least one learnable linear transformation is required. To that end, as an initial step, a shared linear transformation, parametrized by a weight matrix, \( \mathbf{W} \in \mathbb{R}^{F \times F'} \), is applied to every node. We then perform self-attention on the node—a shared attentional mechanism \( \mathbf{a}: \mathbb{R}^{F'} \times \mathbb{R}^{F'} \rightarrow \mathbb{R} \) computes attentions coefficients

\[
e_{ij} = \mathbf{a}(\mathbf{W} \tilde{x}_i, \mathbf{W} \tilde{x}_j)
\]

that indicate the importance of node \( j \)'s feature to node \( i \). \( j \in \mathcal{N}_i, \mathcal{N}_i \) denote the immediate neighbor of \( i \). In its most general formulation, the model allows every node to attend on every other node, dropping all structural information. To make coefficients easily comparable across different nodes, we normalize them across all choices of \( j \) using the softmax function:

\[
\alpha_{ij} = \text{softmax}_j(e_{ij}) = \frac{\exp(e_{ij})}{\sum_{k \in \mathcal{N}_i} \exp(e_{ik})}
\]
In our experiments, the attention mechanism \( a \) is a single-layer feedforward neural network, parametrized by a weight vector \( \bar{a} \in \mathbb{R}^{2^r} \), and applying the LeakyReLU nonlinearity. Fully expands out, the coefficients computed by the attention mechanism may then be expressed as:

\[
\alpha_j = \frac{\exp\left(\text{LeakyReLU}\left(\bar{a}^T [W \bar{x}_i \| W \bar{x}_j]\right)\right)}{\sum_{k \in \mathcal{N}_i} \exp\left(\text{LeakyReLU}\left(\bar{a}^T [W \bar{x}_i \| W \bar{x}_k]\right)\right)}
\]

(4)

Where \( \| \cdot \| = \text{transposition} \) and \( \| \) is the concatenation operation.

Once obtained, the normalized attention coefficients are used to compute a linear combination of the features corresponding to them, to serve as the final output features for every node.

\[
\bar{x}_i = \sigma\left(\sum_{j \in \mathcal{N}_i} \alpha_j W \bar{x}_j\right)
\]

(5)

\( \sigma \) is an activation function.

2.2 Manifold embedding

The proposed model adds a CCM [37][38][39] embedding layer to realize the mapping of the encoder output \( x' \) to the constant-curvature Riemann manifold \( \mathcal{M}_k \) [16][40]. The architecture of the constant-curvature Riemann manifold following the work of Grattarola et al[16].

For \( k \neq 0 \), the d-dimensional manifold \( \mathcal{M}_k \) can be represented using a \((d+1)\)-dimensional real coordinate system, and identified by the set of points

\[
\left\{ x \in \mathbb{R}^{d+1} \mid \langle x, x \rangle_k = k^{-1} \right\}
\]

(6)

Where \( \langle \cdot, \cdot \rangle_k \) is a scalar product that depends on the sign of \( k \).

For positive curvature, \( \langle x, y \rangle_k = x^T y \) is the usual Euclidean inner product, whereas for a negative curvature

\[
\langle x, y \rangle_k = x^T \begin{pmatrix} I_{d \times d} & 0 \\ 0 & -1 \end{pmatrix} y
\]

(7)

2.3 Mask-SOM

The last part is the Mask-SOM layer we propose, which implements the manifold feature clustering, and the structure is shown in Figure 1.c. In the past manifold clustering methods, geodesic distance is usually used to measure the correlation between samples. Mask-SOM is based on the idea of...
PCA[25][41][42], which selects the direction of maximum variance one by one. When measuring vector similarity, it improves the problem of high global similarity caused by small variance features in the input vectors. Mask-SOM achieves the learning of data distribution incrementally by discarding some features randomly in each round of iteration and learning granularity from coarse to fine, and then completes the clustering work. It is worth noting that the dropout value gradually decreases as the training progresses. At the later stage of training, the model gradually stabilizes and the manifold space in which the same class of data exists is homogeneous with the Euclidean space, and the Euclidean distance measure of similarity can be used.

![Figure 2 Mask-SOM structure](image)

The learning process of Mask-SOM is as follows:

1) Random initialization of the weight vector $W_i$ and $\text{Mask} \in [0,1]^n$.

2) Select the input samples $z_i$, compute the Hadamard product $z'_i$ with the Mask.

3) Update the weights of the winning neuron and its neighbors.

4) Update neighborhood, learning rate, and dropout rate.

5) Repeat steps 2 to 5.

3. Intelligent trading system

The opening period of each trading day in the financial market is the most intense period of gaming between traders, featuring high volatility and intensive trading, which is often indicative of the day's trading
behavior. Therefore, based on the proposed multidimensional time series clustering model, we build an intelligent quantitative trading system to study and analyze the multidimensional time series formed by specific sectors in the opening session, to predict and trade the sector market of the day.

The opening period in the experiment is the first 30 minutes after the opening of the market. The features are extracted according to the way in Figure 1.a. Sliding window 2 extracts the volatility features of price and sliding window 3 extracts the volatility features of volume, and the sliding window size and sliding step $\Delta t$ are taken as 10 minutes. After the opening period, the extraction of feature $X$ for the entire segment is completed, and the extraction formulas are as follows 3-1 and 3-2.

$$P_r = \frac{\text{ClosePrice}_{t_0 + \Delta t}}{\text{OpenPrice}_{t_0}}$$

$$V_r = \frac{\sum_{t=t_0}^{t_0 + \Delta t} \text{Volume}_t}{\sum_{t=t_0}^{t_0 + \Delta t} \text{Volume}_t}$$

where $t_0$ means the starting time in the sliding window, $\text{Volume}_T$ means the volume of the day, and $\text{Volume}_Y$ means the volume of the previous day. In the experiment, the financial products in the same segment have pairwise correlation, which means the adjacency matrix $A$ is an all-1 matrix.

The trained Mask-SOM can get a two-dimensional mapping of the data. Based on the real fluctuations of the historical data, the mapping can be divided into three categories and a trading strategy can be developed based on this, as shown in Figure 3. Red represents the future financial sector will have a significant rise, gray represents the future sector fluctuation stable, green represents the future sector will fall. During the testing phase, each new input is mapped to a category so that the corresponding trading strategy is executed:
3.1 Experiment setups

China commodity futures minute data is used as the experimental dataset, as shown in Table 1. The basic information of commodity futures used for trading is listed in the table.

| Segment       | Code | Trading Unit | Tick Size | Margin Rate |
|---------------|------|--------------|-----------|-------------|
| Crude Oil     | bu   | 10 ton       | RMB 2/ton | 15%         |
| Segment       | l    | 5 ton        | RMB 5/ton | 10%         |
|               | pp   | 5 ton        | RMB 1/ton | 10%         |
|               | TA   | 5 ton        | RMB 2/ton | 10%         |
|               | v    | 5 ton        | RMB 5/ton | 10%         |
| Non-Ferrous   | ag   | 15 kg        | RMB 2/ton | 10%         |
| Ferrous Segment | al   | 5 ton        | RMB 5/ton | 12%         |
|               | au   | 1000 g       | RMB 0.02/g| 10%         |
|               | cu   | 5 ton        | RMB 10/ton| 12%         |
|               | ni   | 1 ton        | RMB 10/ton| 19%         |
|               | pb   | 5 ton        | RMB 5/ton | 14%         |
|               | sn   | 1 ton        | RMB 10/ton| 14%         |
|               | zn   | 5 ton        | RMB 5/ton | 14%         |
| Ferrous       | hc   | 10 ton       | RMB 1/ton | 10%         |
| Segment       | i    | 100 ton      | RMB 0.5/ton| 12%       |
|               | j    | 100 ton      | RMB 0.5/ton| 15%       |
|               | rb   | 10 ton       | RMB 1/ton | 10%         |

To verify the models, we used three other models for a comparative study.

| Encoder | Encoding Mapping | Classification |
|---------|------------------|----------------|
| GAT     | ES               | Mask-SOM       |
| GAT     | CCM              | SOM            |
| GCN     | CCM              | Mask-SOM       |
| GAT     | CCM              | Mask-SOM       |

In addition, the following nine performance indicators will be used to evaluate the performance of the model in the experiments:

| Indicators | Meaning                  |
|------------|--------------------------|
| PR         | Profit rate              |
| TN         | The total number of trades |
| TN+        | The number of profitable trades |
| TN-        | The number of non-profitable trades |
| Avg_trade  | $\text{Avg\_trade} = \frac{PR}{TN}$ |
| Avg_profit | \[Avg\_profit = \frac{\text{Total\_profits}}{TN+}\] |
| Avg_loss | \[Avg\_loss = \frac{\text{Total\_loss}}{TN-}\] |
| P/L | The profit and loss ratio. |
| Accuracy | \[\text{Accuracy} = \frac{TN+}{TN}\] |

### 3.2 Crude Oil Segment Experiments

The experiments use historical minute data of the crude oil segment, including the day period (9:00-15:00) and the night period (21:00-early morning of the following day), and the day and night are treated as two separate trading periods in the experiments. All trades are executed in accordance with the aforementioned trading strategy. Set the transaction cost of commodity futures bought in the Crude Oil Segment at 0.2%. The training and test sets were divided by 7:3, and the training set was from 2014.03.03 to 2020.03.18, with 1569 items of data. The test set is from 2020.03.19 to 2021.08.31, with 673 data. Note that instead of setting up a fixed initial capital, we use an upside ratio to measure the effectiveness of the model, and the single returns discussed in the experiment are the benchmark price spreads of individual commodity futures.

![Figure 4 PR, Accuracy and P/L ratio of the four models in the Crude Oil Segment](image-url)
Combination of Figure 4 and Figure 5, it can be seen that strategy 4 is superior to other strategies in all aspects. In terms of revenue stability and profitability, strategy 4 proposed by us has the best effect in the end. Even with different data sets, or with different levels of market noise.

The details of the test experiments are shown in Tables 2 and 4. As can be seen from Table 6, the most traded option is futures bu, and the most successful option is strategy 4. As can be seen from Table 3, Strategy 4 has the highest success rate, and its other indicators are also good compared to the other strategies.

### Table 2 Trading details of the test experiments for each model in the crude oil segment

| F_Code | LongSuc | LongFail | ShortSuc | ShortFail | F_Code | LongSuc | LongFail | ShortSuc | ShortFail |
|--------|---------|----------|----------|-----------|--------|---------|----------|----------|-----------|
| Strategy 1 | | | | | Strategy 2 | | | | |
| bu     | 8       | 7        | 17       | 11        | bu     | 21      | 21       | 21       | 14        |
| l      | 3       | 3        | 3        | 2         | l      | 4       | 7        | 5        | 5         |
| pp     | 4       | 3        | 2        | 2         | pp     | 5       | 2        | 4        | 3         |
| TA     | 5       | 5        | 10       | 9         | TA     | 12      | 8        | 5        | 5         |
| V      | 0       | 0        | 0        | 0         | V      | 0       | 0        | 0        | 0         |

| Strategy 3 | | | | | Strategy 4 | | | | |
| bu     | 20      | 14       | 29       | 19        | bu     | 16      | 9        | 27       | 13        |
| l      | 5       | 9        | 9        | 6         | l      | 3       | 1        | 6        | 4         |
| pp     | 5       | 0        | 3        | 4         | pp     | 1       | 3        | 4        | 5         |
| TA     | 7       | 14       | 14       | 12        | TA     | 3       | 3        | 13       | 10        |
| V      | 0       | 0        | 0        | 0         | V      | 0       | 0        | 0        | 0         |
Table 3 Experimental results of testing each model in crude oil slab

|       | PR   | TN  | TN+ | TN-  | Avg_trade | Avg_profit | Avg_loss | P/L  | Accuracy |
|-------|------|-----|-----|------|-----------|------------|----------|------|----------|
| Strategy 1 | 23.28% | 94  | 52  | 42   | 10.76     | 46.90      | 34.0     | 1.38 | 55.32%   |
| Strategy 2 | 21.80% | 142 | 77  | 65   | 4.94      | 42.75      | 39.86    | 1.07 | 54.23%   |
| Strategy 3 | 24.93% | 170 | 92  | 78   | 5.22      | 40.54      | 36.45    | 1.11 | 54.12%   |
| Strategy 4 | 38.25% | 121 | 73  | 48   | 8.86      | 38.53      | 36.27    | 1.06 | 60.00%   |

The above test experiments were traded according to the follow trading strategies.

![Trading Strategy Images]

Figure 6 Details of the trading strategies of each model in the Crude Oil Segment

3.3 Non-Ferrous Segment Experiments

In this section, historical minute data of the non-ferrous metals segment is used for the experiment, the trading strategy is maintained, and the trading cost is set the same as that of the crude oil futures segment. The training and test sets are divided according to 7:3, with the training set from 2015.03.27 to 2019.09.05, totaling 2071 items of data, and the test set from 2019.09.06 to 2021.08.31, totaling 888 items of data.
Combination of Figure 7 and Figure 8, it can be seen that strategy 4 is superior to other strategies in all aspects. In terms of revenue stability and profitability, strategy 4 proposed by us has the best effect in the end. Even with different data sets, or with different levels of market noise. Tables 4 and 5 show the details for the four strategies.

| F_Code | LongSuc | LongFail | ShortSuc | ShortFail |
|--------|---------|----------|----------|-----------|
| ag     | 15      | 8        | 6        | 7         |
| al     | 2       | 1        | 1        | 0         |

| F_Code | LongSuc | LongFail | ShortSuc | ShortFail |
|--------|---------|----------|----------|-----------|
| ag     | 15      | 13       | 12       | 11        |
| al     | 1       | 1        | 2        | 2         |
| au  | 0  | 0  | 0  | 0  | au  | 0  | 0  | 0  | 0  |
|-----|----|----|----|----|-----|----|----|----|----|
| cu  | 7  | 7  | 8  | 7  | cu  | 11 | 11 | 11 | 7  |
| ni  | 4  | 3  | 4  | 4  | ni  | 10 | 5  | 5  | 3  |
| pb  | 12 | 10 | 17 | 11 | pb  | 15 | 16 | 11 | 8  |
| sn  | 7  | 4  | 1  | 6  | sn  | 8  | 4  | 4  | 2  |
| zn  | 10 | 10 | 11 | 10 | zn  | 18 | 10 | 13 | 7  |

| Strategy 3 | Strategy 4 |
|------------|------------|
| ag         | 16         | 23         |
| al         | 2          | 1          |
| au         | 0          | 0          |
| cu         | 14         | 14         |
| ni         | 8          | 8          |
| pb         | 23         | 10         |
| sn         | 10         | 9          |
| zn         | 15         | 14         |

Note: The table headers are the number of successes (LongSuc) and failures (LongFail) for going long, and the number of successes (ShortSuc) and failures (ShortFail) for going short.

Table 5 Experimental results of testing each model in crude oil slab

| PR | TN | TN+ | TN- | Avg_trade | Avg_profit | Avg_loss | P/L | Accuracy |
|----|----|-----|-----|-----------|------------|----------|-----|----------|
| Strategy 1 | 35.23% | 193 | 105 | 88 | 94.25 | 504.76 | 395.57 | 1.28 | 54.40% |
| Strategy 2 | 22.05% | 236 | 136 | 100 | 87.73 | 409.4 | 349.74 | 1.17 | 57.63% |
| Strategy 3 | 34.04% | 276 | 150 | 276 | 36.72 | 422.56 | 422.62 | 1 | 54.35% |
| Strategy 4 | 39.52% | 266 | 142 | 124 | 173.29 | 583.43 | 296.38 | 1.97 | 53.38% |

The above test experiments were traded according to the following trading strategies.

Figure 9 Details of the trading strategies of each model in the Non-Ferrous Segment

3.4 Ferrous Segment Experiments

In this section, historical minute data of the Ferrous Segment is used for the experiment, and the trading strategy and trading cost are set up in the same way as the other two segments of the experiment. The training and test sets are divided according to 7:3, with the training set from 2014.03.24 to 2019.04.04, with 2323 data, and the test set from 2019.04.04 to 2021.08.31, with 996 data.
Combination of Figure 10 and Figure 11, it can be seen that strategy 4 is superior to other strategies in all aspects. In terms of revenue stability and profitability, strategy 4 proposed by us has the best effect in the end. Even with different data sets, or with different levels of market noise.

![Figure 10 PR, Accuracy and P/L ratio of the four models in the Non-Ferrous Segment.](image)

**Figure 10** PR, Accuracy and P/L ratio of the four models in the Non-Ferrous Segment.

**Single earnings of Ferrous Segment**

**Accumulated earnings of Ferrous Segment**

Figure 11 Trading model in Non-Ferrous Segment profit chart and cumulative profit area chart

The details of the test experiments are shown in Tables 6 and 7. As can be seen from Table 6, the most traded option is futures I, and the most successful option is strategy 4. As can be seen from Table 7, Strategy 4 has the highest success rate, and its other indicators are also good compared to the other strategies.

**Table 6** Trading details of the test experiments for each model in the Non-Ferrous Segment

| F_Code | LongSuc | LongFail | ShortSuc | ShortFail | F_Code | LongSuc | LongFail | ShortSuc | ShortFail |
|--------|---------|----------|----------|-----------|--------|---------|----------|----------|-----------|
| Strategy 1 |         |          |          |            | Strategy 2 |         |          |          |            |
| Strategy 3 | Strategy 4 |
|-----------|-----------|
| hc        | hc        |
| i         | i         |
| j         | j         |
| rb        | rb        |

Note: The table headers are the number of successes (LongSuc) and failures (LongFail) for going long, and the number of successes (ShortSuc) and failures (ShortFail) for going short.

| Strategy 1 | Strategy 2 | Strategy 3 | Strategy 4 |
|------------|------------|------------|------------|
| PR         | 24.12%     | 22.32%     | 29.75%     | 57.46%     |
| TN         | 220        | 222        | 232        | 241        |
| TN+        | 118        | 120        | 124        | 132        |
| TN-        | 102        | 222        | 108        | 109        |
| Avg_trade  | 1.8        | 0.28       | 2.35       | 1.72       |
| Avg_profit | 17.17      | 13.77      | 16.15      | 14.9       |
| P/L        | 15.99      | 15.59      | 13.49      | 14.23      |
| Accuracy   | 53.63%     | 54.05%     | 53.45%     | 54.78%     |

The above test experiments were traded according to the following trading strategies.

Figure 12 Details of the trading strategies of each model in the Crude Oil Segment

4. Conclusions

In this paper, we propose a novel manifold clustering model based on graph attention autoencoder and construct a quantitative trading system for commodity futures based on it. To cope with the strong nonlinearity of multidimensional time series, we introduce CCM into the graph attention network and realize the transfer of fluctuation features from Euclidean space to the manifold space analysis. To solve the timeliness problem of streaming space feature clustering, we propose Mask-SOM, which adopts a recursive
clustering approach from coarse to detailed to realize the clustering analysis of financial time series streaming features.
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