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1. Introduction

Symmetries and invariants for differential equations have been already considered by F. Klein, S. Lie and E. Noether, both in mathematics (for classification purposes) and physics (in terms of conservation laws). The interest for explicit solutions to evolutionary physical equations (mostly described by non-linear equations) induced a widespread interest for completely integrable systems and the generation of infinite conservation laws in field theories. To this aim, a consistent theory of bi-Hamiltonian systems was developed, reading the introduction of higher order invariant geometrical structures, namely Poisson Brackets, Nambu Brackets and Moyal Brackets among the others.

When it was realised that a more coherent description of the external physical world is provided indeed by a quantum theory, Dirac suggested that the classical description of a dynamics should emerge as a suitable limit of the quantum one. As the limiting procedure is yet not rigorously defined, Dirac proposed a principle of analogy. In his own words,

...the value of classical analogy in the development of quantum mechanics depends on the fact that classical mechanics provides a valid description of dynamical systems under certain conditions, when the particles and bodies composing the systems are sufficiently massive for the disturbance accompanying an observation to be negligible. Classical mechanics must therefore be a limiting case of quantum mechanics. We should thus expect to find that important concepts in classical mechanics correspond to important concepts in quantum mechanics ...

Within the quantum formalism, commutation relations among observables play a prominent role, both to define the equations of motion (i.e. the Heisenberg picture) and to introduce uncertainty relations. Adopting Dirac’s point of view, it seems quite natural to deal with classical description of dynamical systems from the point of view of Poisson manifolds, Poisson brackets being the analogue of the quantum commutation relations. As the Hilbert space describing the states of a quantum dynamics can be split into the sum of subspaces carrying an irreducible representation of the canonical commutation relations, so one can see that Poisson manifolds are given by the union of symplectic leaves (each one generated as an integral manifold of Hamiltonian vector fields), i.e. even dimensional manifolds on which the restriction of the Poisson tensor is non degenerate. Those symplectic manifolds where the symplectic 2-form has a potential 1-form are called exact symplectic, and they are locally diffeomorphic to a cotangent bundle manifold $T^*Q$ on a configuration space manifold $Q$ associated to a suitable Lagrangian distribution. This is in analogy with selecting a maximal set of commuting observables for a quantum system, each with a continuous spectrum,

---

1. see [19] for a more complete account
and representing states as square integrable functions on such a spectrum. Unitary transformations map maximal commutative subalgebras of selfadjoint operators into another one, isospectrally: this would classically correspond to a linear symplectic transformation. Among such symplectic transformations, there are those which changes the cotangent bundle structure: an example is given by the Fourier transform within the quantum formalism, mapping the canonical pair of position and momentum operators \((\hat{q}, \hat{p}) \mapsto (\hat{p}, -\hat{q})\), analogous to the linear symplectic map \((q, p) \mapsto (p, -q)\) on \(\mathbb{R}^{2N}\) which results in an alternative cotangent bundle structure. Once a cotangent bundle structure has been selected, its dual vector bundle is the tangent bundle \(TQ\), where the Lagrangian and the Newtonian formalisms are developed, in terms of second order ordinary differential equations. Alternative cotangent bundle structures result in alternative Lagrangian structures and then alternative tangent bundle structures. In this way we walk in the opposite direction the path usually followed in text-books, thus coherently with the analogy principle.

To better unfold the flow of ideas involved, we shall focus on geometrical aspects and refer to the existing literature for analytical results and related theorems. We shall be using mostly the intrinsic language of differential geometry, having in mind that this approach would pave the way to a transition to infinite degrees of freedom more easily. The first part of this paper will deal with Poisson manifolds and the associated symplectic leaves: general properties of the carrier manifolds and of the Poisson algebra, Hamiltonian dynamical systems, symmetries, invariants and reduction. The second part deals with special symplectic manifolds which are cotangent bundles. The Lagrangian formalism will be considered on the dual tangent bundle. When the Lagrangian function is regular, the Euler-Lagrange equations is second order and we recover Newton equations. On both vector bundles we can deal with Hamilton-Jacobi theory. We recall Dirac views of this theory when considering trajectories as solution of the equations of motion,

\[\text{...to group the solutions into families (each family corresponding to one principal function satisfying the Hamilton-Jacobi equation). The family does not have any importance from the point of view of Newtonian mechanics; but it is a family which corresponds to one state of motion in the quantum theory, so presumably the family has some deep significance in nature, not yet properly understood.}\]

In this setting we shall again consider the description of dynamical systems, symmetries and conservation laws, along with the reduction procedure. Few appendices close the first part, mostly to fix notation.

2. Dynamical Systems

A law of change of the states of any physical system is usually provided by means of a differential equation or of a difference equation. It was first formulated within Newtonian mechanics in terms of a second order differential equations. A possible way to coherently predict the evolved (in time) state out of an initial one is to abstractly describe the set of states as points of a (smooth) manifold, and the evolution by a system of first order ordinary differential equation on it. When such equations are explicit, they are described in terms of a (smooth) vector field. In what follows we shall make full use of the formalism of differential geometry, and refer the reader to some of the most used textbooks \([1, 9, 6, 25, 40]\). For the most common notions we have inserted few appendices.

2.1. Reduction. Consider a dynamical system described by the vector field \(\Gamma\) over the smooth (\(N\)-dimensional, orientable) manifold \(M\). The associated o.d.e. system is\(^2\)

\[\dot{x}_a = L_\Gamma x_a\]

\(^2\)By o.d.e. we mean ordinary differential equation(s). The appendix A recalls the basic notions of exterior differential calculus on a manifold, as well as those of vector fields and maps between manifolds.
with respect to a local coordinate chart \( \{ x_a \}_{a=1,...,N} \) on \( M \). One of the most exploited approaches to solve an o.d.e. system associated to the vector field \( \Gamma \) is to analyse whether it is possible (see [31, 32, 33]) to *reduce* it, that is whether its flow lies on a suitable *invariant* submanifold \( i : V \hookrightarrow M \) or whether it projects onto a suitable *quotient* manifold \( \pi : M \to M/\sim \). A reduction provides indeed a set of differential equations involving a lower number of variables, whose solutions give partial informations on the dynamics and enter the remaining equations as (time dependent, in general) parameters. Both an embedding and a quotient space may be described in algebraic terms, i.e. by suitable ideals and derivations of the commutative algebra \( \mathcal{F}(M) \); it is often nonetheless the case, mostly for computational reasons, that one uses adapted local coordinate charts on \( M \).

An abstract setting for the reduction of a given dynamical system is as follows. Let \( F : M \to M' \) be a map between the manifold \( M \) and a \( k \)-dimensional smooth manifold \( M' \) with \( N > k \). If a vector field \( \Gamma_F \) on \( M' \) exists, such that it is \( F \)-related to \( \Gamma \), i.e.

\[
F_*(\Gamma) = \Gamma_F,
\]

then we say that \( F \) *reduces* \( \Gamma \). If such a map \( F \) exists for a given dynamics \( \Gamma \), then we can define

\[
\mathcal{A}_F = \{ F^*(f') : f' \in \mathcal{F}(M') \},
\]

which is a subalgebra (with respect to the pointwise associative product) in \( \mathcal{F}(M) \) invariant (or stable) under the dynamics, namely \( \Gamma(\varphi) \in \mathcal{A}_F \) for any \( \varphi \in \mathcal{A}_F \). The time evolution of the elements in \( \mathcal{A}_F \), given by the solutions of the differential equation \( \dot{\varphi} = \Gamma(\varphi) \) clearly provides only a partial knowledge on the time evolution generated by \( \Gamma \) on the whole \( \mathcal{F}(M) \) algebra.

Given the map \( F \) we can also define

\[
\mathcal{D}_F = \ker F_* = \{ Y \in \mathfrak{X}(M) : Y(f) = 0 \ \forall f \in \mathcal{A}_F \},
\]

which is an infinite dimensional Lie subalgebra in \( \mathfrak{X}(M) \). It means that \( \mathcal{D}_F \) is an involutive, i.e. (from the Frobenius theorem\(^3\)) an integrable distribution, with \([\Gamma, Y] \in \mathcal{D}_F \) for any \( Y \in \mathcal{D}_F \). The integral manifolds of the distribution \( \mathcal{D}_F \) can be identified with the level sets of the map \( F \), namely

\[
N_{m'} = \{ m \in M : F(m) = m' \in M' \}.
\]

The quotient space given by identifying points on \( M \) belonging to the same \( N_{m'} \) (that is the quotient of \( M \) by the foliation \( \Phi^F \) with leaves \( N_{m'} \)) is described by the Gelfand spectrum of \( \mathcal{A}_F \), which is locally homeomorphic to \( M' \). The flow generated by \( \Gamma \) turns out to map leaves of the foliation \( \Phi^F \) into leaves.

To give a more definite example, assume that a local submersion \( F : M \to (\varphi_1, \ldots, \varphi_k) \subset M' = \mathbb{R}^k \) reduces the dynamics \( \Gamma \) on \( M \), that is one has

\[
L_\Gamma \varphi_j = f_j(\varphi)
\]

where \( f_a(\varphi) \) denotes an arbitrary function of the \( \varphi_j \). The distribution \( \mathcal{D}_F \) can be written as

\[
\mathcal{D}_F = \{ Y \in \mathfrak{X}(M) : i_Y d\varphi_j = 0 \}
\]

Under suitable regularity conditions on \( F \), the quotient \( M/\Phi^F \) coming upon identifying points on \( M \) belonging to the same leaf \( N_{m'} \) has a manifold structure and is (locally) diffeomorphic to \( M' \). The algebra of functions on this quotient is given by

\[
\mathcal{F}(M/\Phi^F) = \{ f \in \mathcal{F}(M) : Y(f) = 0 \ \forall Y \in \mathcal{D}_F \} \simeq \mathcal{A}_F.
\]

The vector field \( \Gamma \) is projectable onto the quotient \( M/\Phi^F \): the evolution infinitesimally generated by \( \Gamma_F \) describes the dynamics transversal to the leaves, the dynamics along each leaf is still to be determined, and may depend on a family of time dependent parameters associated to the transversal evolution. To clarify this, consider an open subset \( U \subset M \), and select a local coordinate system

---

\(^3\)The appendix B recalls the basic notions about distributions, immersions, submersions and the Frobenius theorem.
\{\varphi_j, y_s\}_{s=1, \ldots, N-k} adapted to the submersion\(^4\): the \(\varphi_j\) coordinates identify a leaf, the \(y_s\) coordinates give a local chart on each leaf. The o.d.e. system (2.1) can now be written as

\[
\begin{align*}
\dot{\varphi}_j &= f_j(\varphi), \\
\dot{y}_s &= L_\Gamma y_s.
\end{align*}
\]

The equations (2.8) describe the dynamics transversal to the leaves, their solutions give the integral curves of \(\Gamma_F\) on \(\mathbb{R}^k\). When such solutions \(\varphi_j(t)\) are inserted into (2.9), they appear as time dependent parameters for the dynamics along each leaf \(N_{m'}\) with \(m' = (\varphi_1(t), \ldots, \varphi_k(t))\). Of particular interest is the case when the \(y_s\) coordinates can be defined in such a way that the conditions

\[
\frac{\partial}{\partial \varphi_j}(L_\Gamma y_s) = 0
\]

hold\(^5\). Under such a condition, the vector field \(\Gamma\) can be decomposed as the sum of two commuting vector fields\(^6\). The dynamics on \(M\) can then be recovered upon composing (in Newton’s words) two independent motions.

The general problem of determining, for a given vector field \(\Gamma\) on \(M\), a suitable manifold \(M'\) and a map \(F : M \rightarrow M'\) that reduces it is highly non trivial. Our previous analysis suggests two (to some extent equivalent) strategies to solve it.

The first one consists in looking for a subalgebra (with respect to the associative pointwise product) \(\mathcal{A} \subset \mathcal{F}(M)\) which is invariant under \(\Gamma\), that is \(\Gamma(\varphi) \in \mathcal{A}\) for any \(\varphi \in \mathcal{A}\). The set of derivations \(X\) of \(\mathcal{F}(M)\) satisfying the condition \(X(\varphi) = 0\) for any \(\varphi \in \mathcal{A}\) is a Lie algebra with respect to the natural commutator structure\(^7\), thus providing an involutive distribution \(\mathcal{D}_\mathcal{A}\). The Gelfand spectrum of the commutative algebra \(\mathcal{A}\) defines \(M'\) and corresponds to the elements of the quotient given by identifying the points in \(M\) on the same integral submanifold of \(\mathcal{D}_\mathcal{A}\).

When the distribution \(\mathcal{D}_\mathcal{A}\) is regular, it gives a regular foliation \(\Phi_\mathcal{A}\) whose leaves can be identified with submanifolds of constant (say \(N-k\)) dimension. The map \(F\) is then recovered as the submersion associated to the foliation \(\Phi_\mathcal{A}\). The spectrum of the algebra \(\mathcal{A}\) corresponds to the points of the quotient manifold \(M/\Phi_\mathcal{A}\), so that one has \(\mathcal{A} \simeq \mathcal{F}(M/\Phi_\mathcal{A})\), paralleling the identification between the algebras given in (2.7) and (2.3).

The second strategy origins by noticing that, given an involutive distribution \(\mathcal{D}\) on \(M\) (i.e. \([Y, Y'] \in \mathcal{D}\) for any pair \(Y, Y' \in \mathcal{D}\) one can define its normaliser

\[N_\mathcal{D} = \{X \in \mathcal{X}(M) : [X, Y] \in \mathcal{D} \ \forall Y \in \mathcal{D}\},\]

so to have the short exact sequence of Lie modules

\[
0 \rightarrow \mathcal{D} \rightarrow N_\mathcal{D} \rightarrow R_\mathcal{D} \rightarrow 0:
\]

vector fields in \(N_\mathcal{D}\) can be reduced with respect to the distribution \(\mathcal{D}\), the elements in \(R_\mathcal{D}\) give the equivalence classes of vector fields on \(M\) whose projections onto the quotient manifold \(M/\Phi_\mathcal{D}\) coincide. A dynamics \(\Gamma\) can be reduced via the involutive distribution \(\mathcal{D}\) if \(\Gamma \in N_\mathcal{D}\). In such a case, the set

\[\mathcal{A}_\mathcal{D} = \{f \in \mathcal{F}(M) : Y(f) = 0 \ \forall Y \in \mathcal{D}\}\]

\(^4\)Notice that an adapted coordinate system exists by the canonical submersion theorem.

\(^5\)In this paper we assume the convention that repeated indices are summed over.

\(^6\)Such a splitting is not associated to \(\Gamma\) intrinsically, it depends on the chosen system of local coordinates on \(M\) adapted to \(F\).

\(^7\)As we shall recall also in section 3, the Willmore’s theorem proves that if \(X\) is a derivation operator on \(\mathcal{F}(M)\), then \(X\) can be identified with a vector field on \(M\), so that the commutator structure within the set of derivations for \(\mathcal{F}(M)\) is equivalently given by the commutator of vector fields.
is an invariant subalgebra for $\Gamma$, whose Gelfand spectrum defines $M'$ and clearly coincides with the space given by indentifying elements in $M$ on the same integral submanifold of $\mathcal{D}$. When $\mathcal{D}$ is regular, $M'$ has a manifold structure and the map $F$ is recovered as the submersion associated to the foliation generated by $\mathcal{D}$.

2.2. Symmetries and constants of the motions. Since, as discussed in the previous section, the general problem of determining maps reducing a given dynamics is non trivial, a class of solutions may be more easily found if the involutive distribution one looks for is generated by a finite dimensional Lie algebra whose action integrates to an action of a Lie group on $M$ under which the dynamics is invariant, or if constants of the motions exist. Involutive distributions providing a meaningful reduction indeed appear as the kernel of closed exterior forms invariant along $\Gamma$. We introduce now these notions.

A function $F : M \to M'$ such that the relation (2.2) can be solved with $\Gamma F = 0$ is called a generalised constant of the motion for the dynamics given by $\Gamma$. In such a case, the dynamics $\Gamma$ is replaced by a family of parameter depending dynamics, each one defined on a leaf of the foliation.

The set of elements in $\mathcal{F}(M)$ given as $f = F^*(u)$ where $u \in \mathcal{F}(M')$ gives an algebra of invariant functions for the dynamics $\Gamma$, i.e. functions which are constant along the integral curves of $\Gamma$,

$$L_\Gamma f = i_\Gamma(df) = 0.$$ (2.11)

A diffeomorphism $\Phi : M \to M$ defines a (global) symmetry for the given dynamics if $\Phi$ maps integral curves of $\Gamma$ (i.e. parametrised solutions of the differential equation) into integral curves of $\Gamma$ (i.e. if $\Phi$ maps solutions of the first order o.d.e. formulated in terms of $\Gamma$ into solutions). This definition can be expressed upon using the associated push-forward map as

$$\Phi_\ast(\Gamma) = \Gamma,$$ (2.12)

and this has an infinitesimal version (which is often used in specific problems): a vector field $X$ provides an (infinitesimal) symmetry for the dynamics described by $\Gamma$ if the condition

$$[X, \Gamma] = 0$$ (2.13)

upon their commutator holds. It is immediate to see that the set of symmetries for a dynamics is a group under composition, infinitesimal symmetries constitute a Lie algebra. Conversely, only when a Lie algebra of infinitesimal symmetries is given by complete vector fields, can it be integrated to a group of symmetries for the dynamics.

Since infinitesimal symmetries are described by vector fields $X \in \mathfrak{X}(M)$, while constants of the motion are described in terms of functions $f$ defined up to a constant, that is in terms of the differential $df$, (i.e. an exact 1-form $df = \alpha \in \Lambda^1(M)$) a link between such sets for a given dynamics can be formulated by a map

$$\tau : \Lambda^1(M) \to \mathfrak{X}(M),$$ (2.14)

or viceversa by a map

$$\tilde{\tau} : \mathfrak{X}(M) \to \Lambda^1(M).$$ (2.15)

When such maps are equivariant with respect to the dynamical evolution, this link can be referred to as a theorem à la Noether. If one requires such a map $\tau$ to be $\mathbb{R}$-linear and local, then its action can be described as the action of an element $T \in \mathfrak{T}_\mathbb{R}(M)$, that is a $(2,0)$-tensor $T$ (i.e. twice contravariant) on $M$. Upon setting $\tau : \alpha \mapsto X_\alpha = T(\alpha)$, with $\alpha \in \Lambda^1(M)$ and $X_\alpha \in \mathfrak{X}(M)$, it is immediate to compute

$$[\Gamma, X_\alpha] = L_\Gamma X_\alpha = L_\Gamma(T(\alpha)) = (L_\Gamma T)(\alpha) + T(L_\Gamma(\alpha)).$$ (2.16)

8This is again a suitable Lie subalgebra of the algebra of functions on $M$: infinitesimal symmetries give indeed a Lie-module over the ring of constants of the motion.
Let $\alpha$ be invariant along $\Gamma$, i.e. $L_\Gamma(\alpha) = 0$. The above relation shows that $X_\alpha$ is an infinitesimal symmetry for $\Gamma$ when the tensor $T$ is invariant under $\Gamma$ along the $\Gamma$-invariant 1-forms. Analogously one describes the action of $\tilde{\tau}$ in terms of a tensor $S \in \mathfrak{T}^2_0(M)$ (i.e. twice covariant) as $\tilde{\tau} : X \mapsto \alpha_X = S(X)$ and computes

$$L_\Gamma \alpha_X = L_\Gamma(S(X)) = (L_\Gamma(S))(X) + S([\Gamma, X])$$

so that, with $X$ an infinitesimal symmetry for $\Gamma$, one has that $\alpha_X$ is $\Gamma$-invariant when the tensor $S$ is invariant under $\Gamma$ along the vector fields which commute with $\Gamma$.

These lines show that, in order to establish a Noether-type theorem between infinitesimal symmetries and constants of the motion for a given dynamics $\Gamma$, one primarily looks for tensors which are invariant under $\Gamma$, i.e. compatible with the given dynamics. Not any $(2,0)$-tensor turns indeed to be useful for a Noether type theorem. Assume for instance that an invertible symmetric $(2,0)$-tensor $G$ (i.e. a contravariant metric on $M$) is invariant under the dynamics $\Gamma$, that is $L_\Gamma G = 0$. The corresponding $\tau : \Lambda^1(M) \to \mathcal{X}(M)$ maps a function into a gradient vector field

$$df \mapsto X_{df} = G(df, \cdot)$$

and it is immediate to see that $L_{X_{df}} f = G(df, df) = G^{-1}(X_{df}, X_{df})$. Moreover, this shows that if we require the dynamics itself to be written as $\Gamma = X_\alpha$ for a suitable 1-form $\alpha$, and we want such a 1-form to be exact $\alpha = df$ and invariant along $\Gamma$, i.e.

$$i_{X_\alpha} \alpha = i_{\Gamma(\alpha)} \alpha = 0$$

(which means we require $f$, the generating functions for the dynamics, to be a constant of the motion), then $T$ is necessarily skewsymmetric. This is one of the reasons why one formulates dynamics in terms of bivectors or of 2-forms on a suitable manifold. It should indeed be stressed that the bracket associated to symmetric $(2,0)$-tensors plays an important role in defining the indetermination relations within quantum mechanics.

### 2.3. Symmetries and reduction.

With respect to the foliation $\Phi^F$ introduced above: if $L_\Gamma \varphi_a = 0$ we see that the reduction procedure begins with a family of constants of the motion: $\Gamma$ turns to be tangent to each leaf $N_{m'}$, and this allows to reduce the problem of integrating the dynamics to the specific leaf $N_{m'}$ selected by the Cauchy data, entering with a role of parameters the differential equations therefore depending on a lower number of variables. In this case, one can analyse whether an equivalence relation $\sim$ in $N_{m'}$ compatible with the dynamics $\Gamma$ exists, i.e. such that

$$n \sim n' \Leftrightarrow n(t) \sim n'(t)$$

where $n, n'$ are elements in $N_{m'}$ and $n(t), n'(t)$ are the corresponding time evolved under the dynamics generated by $\Gamma$. Such equivalence relations are commonly analysed by means of the action of a group, or by an involutive distribution $\mathcal{D}_{m'}$ on each leaf $N_{m'}$, which reads a further reduction for the restriction of the dynamics $\Gamma$ onto a suitable lower dimensional quotients.

We notice that also the problem of restricting a vector field $\Gamma \in \mathcal{X}(M)$ to a submanifold $i_N : N \hookrightarrow M$ has an algebraic formulation. The set

$$\mathcal{I}_N = \{ f \in M : i_N^* f = 0 \}$$

is an ideal in the algebra $\mathcal{F}(M)$. The short exact sequence of associative algebras

$$0 \to \mathcal{I}_N \to \mathcal{F}(M) \to \mathcal{F}(M)/\mathcal{I}_N \to 0$$

\[\text{Not only do constants of the motions for a given dynamics useful originate reduction procedure, they are indeed useful to analyse global properties of the trajectories, especially when their level sets are compact submanifolds. Noether symmetries have been for instance exploited, within the Lagrangian setting, to analyse interesting classes of solutions in cosmology (see [10]).}\]
allows to recover that \( \mathcal{F}(N) \simeq \mathcal{F}(M)/\mathcal{I}_N \) and that a vector field \( \Gamma \) on \( M \) is tangent to \( N \) if and only if \( \Gamma(f) \in \mathcal{I}_N \) for any \( f \in \mathcal{I}_N \).

When \( L_{\Gamma}\varphi_a = 0 \), each leaf of the foliation \( \Phi \) is the invariant submanifold associated to the ideal \( \mathcal{I}_{N_c} \) generated by \( f_a = \varphi_a - c_a \) with \( c_a \) giving the components\(^{10} \) of \( c = (c_1, \ldots, c_k) \in \mathbb{R}^k \). An involutive distribution \( \mathcal{D}_c \) on each leaf \( N_c \) amounts to have a Lie algebra \( \mathcal{D}_c \) of vector fields in \( M \) such that \( Y(f) \in \mathcal{I}_{N_c} \), for any \( Y \in \mathcal{D}_c \); the dynamics can be reduced to the corresponding quotient if and only if \( [T, \hat{Y}] \in \mathcal{D}_c \) for any \( \hat{Y} \in \mathcal{D}_c \).

The map \( \tau \) introduced above allows to define the distribution \( \mathcal{D}_X = \{ \tau(d\varphi_a) \} \). One then analyses how to obtain a suitable involutive distribution \( \mathcal{D}_c \subseteq \mathcal{D}_X \) on each invariant leaf \( N_c \), and under which conditions it reads a regular foliation \( \Phi_X \) compatible with the foliations \( \Phi^X \), so to reduce the dynamics \( \Gamma \) from \( N_c \) to a lower dimensional quotient.

This observation is the compass we use to describe the Noether theorem and its role in reduction of dynamical system. Among the conditions one can consider, the notion of symmetry of \( \Gamma \) under the action of a given Lie algebra plays, because of the Frobenius theorem, a central role, and we shall analyse it in some detail. In particular, since a Lie algebra may be described in terms of 1-forms, or of Cartan’s 1-forms, we shall consider the case of a family of invariant 1-forms suitably defining a Lie algebra.

3. Noether theorem and reduction on Poisson manifolds

A contravariant 2-tensor is also a bidifferential operator, therefore it may be used to define a bilinear bracket on functions. When additional conditions are met, i.e. it is skewsymmetric and satisfies an integrability condition, we get a Poisson structure, that we now introduce. A Poisson bracket on a \( N \)-dimensional manifold \( M \) is a bilinear map

\[
\{ , \} : \mathcal{F}(M) \times \mathcal{F}(M) \to \mathcal{F}(M)
\]

that satisfies the following conditions, for any \( f, g, h \in \mathcal{F}(M) \):

1. it is skewsymmetric, i.e. \( \{ f, g \} = -\{ g, f \} \);
2. the Jacobi identity \( \{ f, \{ g, h \} \} + \{ g, \{ h, f \} \} + \{ h, \{ f, g \} \} = 0 \) holds;

These two conditions define a Lie algebra structure on \( \mathcal{F}(M) \). When, in addition to a Lie algebra structure, the bilinear map \( \{ , \} \) defines derivations with respect to the algebra structure on \( \mathcal{F}(M) \), that is when the condition

\[
(3) \quad \{ fg, h \} = f \{ g, h \} + \{ f, h \} g \quad \text{(a Leibniz rule) holds},
\]

then the set \( (\mathcal{F}(M), \{ , \}) \) is called a Poisson algebra. A function \( C \in \mathcal{F}(M) \) is defined to be a Casimir function for the given Poisson structure if \( \{ C, f \} = 0 \) for any \( f \in \mathcal{F}(M) \). The condition (3) implies that, for any \( H \in \mathcal{F}(M) \), the map

\[
X_H : f \mapsto \{ f, H \}
\]

is a derivation operator on \( \mathcal{F}(M) \). Such derivations are called \emph{inner} in \( \mathcal{F}(M) \) with respect to the Poisson structure on \( M \). If, as implicitly assumed, the Poisson bracket is local\(^{11} \) (which means

\[\]

\(^{10}\)When the invariant submanifold is isolated, i.e. it is not a leaf of an invariant foliation, we get what Levi-Civita called an \emph{invariant relation}.

\(^{11}\)An interesting example comes upon considering the commutative algebra \((A, \ast)\) given as a suitable completion of the space of integrable functions on \( \mathbb{R}^2 \) with the abelian \emph{non local} convolution product (here \( \mathbb{R}^2 \in x = (x_1, x_2) \))

\[
(f \ast g)(x) = \int dy f(x - y) g(y).
\]

The pointwise multiplication operators \( \hat{a} : f(x) \mapsto a f(x) \) with \( a = 1, 2 \) is easily seen to be linear and to satisfy the Leibniz rule, i.e. it is a derivation of the commutative algebra \((A, \ast)\). It is now immediate to prove that

\[
\{ f, g \} = (\hat{a} f) \ast (\hat{a} g) - (\hat{a} f) \ast (\hat{a} g)
\]
that \( \text{Supp}\{f,g\} \subseteq \text{Supp} f \cap \text{Supp} g \), we have from the Willmore’s theorem (see [1, 40]) that the derivation \( X_H \) is a vector field on \( M \), referred to as the Hamiltonian vector field corresponding to the (Hamiltonian) function \( f \) via the given Poisson bracket\(^{12}\). It is evident that \( X_C = 0 \) if \( C \) is a Casimir function. From the Jacobi identity it is immediate to prove that

\[
[X_f, X_g] = X_{\{g,f\}},
\]

so one sees that the map (3.1) provides an (anti)homomorphism between the Poisson algebra on \( \mathcal{F}(M) \) and the infinite dimensional Lie algebra \( \mathfrak{X}(M), [ , ] \) of the vector fields on \( M \) with respect to the commutator structure. With respect to a local chart \( \{x^a\}_{a=1,...,N} \) for \( M \), the coordinate expression for a Hamiltonian vector field is given\(^{13}\) by

\[
X_H = \{x^a, H\} \partial_a,
\]

while the Poisson bracket reads

\[
\{f, g\} = \frac{\partial f}{\partial x^a} \{x^a, x^b\} \frac{\partial g}{\partial x^b}.
\]

This expression can be translated into

\[
\{f, g\} = \Lambda(df, dg)
\]

where \( \Lambda \) turns to be a skewsymmetric \((2,0)\) tensor whose coordinate expression is \( \Lambda = \Lambda^{ab} \partial_a \wedge \partial_b \) with

\[
\Lambda^{ab} = \Lambda(dx^a, dx^b) = \{x^a, x^b\}.
\]

The Jacobi identity reads that \([\Lambda, \Lambda] = 0\) with respect to the Schouten bracket generalising the notion of commutator of vector fields to skewsymmetric contravariant tensors on \( M \). If \( X = X_1 \wedge \ldots \wedge X_a \) and \( Y = Y_1 \wedge \ldots \wedge Y_b \) with \( X_i, Y_j \in \mathcal{X}(M) \), then the Schouten bracket can be defined as

\[
[X,Y] = \sum_{i,j} (-1)^{i+j}[X_i, Y_j]X_1 \wedge \ldots \wedge X_{i-1} \wedge X_{i+1} \wedge \ldots X_a \wedge Y_1 \wedge \ldots \wedge Y_{j-1} \wedge Y_{j+1} \wedge \ldots \wedge Y_b,
\]

with \([X_i, Y_j]\) the usual commutator of vector fields. This definition is extended to the case \( Y = f \in \mathcal{F}(M) \) upon setting

\[
[X,f] = \sum_i (-1)^i (L_{X_i}f) X_1 \wedge \ldots \wedge X_{i-1} \wedge X_{i+1} \wedge \ldots X_a.
\]

The converse holds true: if \( \Lambda \) is a skewsymmetric \((2,0)\) tensor on \( M \) which satisfies the Schouten condition \([\Lambda, \Lambda] = 0\), then the expression (3.5) defines a Poisson structure on \( \mathcal{F}(M) \) corresponding to the Poisson tensor \( \Lambda \). It is interesting to notice that from this follows that, if \( \Lambda, \Lambda' \) are Poisson tensors on \( M \), then \( \Lambda + \Lambda' \) is a Poisson tensor on \( M \) if and only if \([\Lambda, \Lambda'] = 0\). When this condition is valid, any linear combination of \( \Lambda, \Lambda' \) with real coefficients provide \( M \) a Poisson structure. A bilinear bracket on \( \mathcal{F}(M) \) satisfying the conditions (1)-(2) written above defines a Lie algebra structure on \( \mathcal{F}(M) \). An interesting example of Lie bracket on smooth functions on a manifold is given by

\[
\{f, g\} = \Lambda(f, g) + fD(g) - gD(f),
\]

where \( \Lambda \) is a bivector field and \( D \) a vector field which satisfy the conditions

\[
[\Lambda, \Lambda] = 2D \wedge \Lambda,
\]

\[
[D, \Lambda] = 0
\]

is a non local Poisson bracket in \( \langle A, * \rangle \).

\(^{12}\)Derivations in \( \mathcal{F}(M) \) which are not Hamiltonian are called *outer* with respect to the Poisson structure on \( M \).

\(^{13}\)We denote \( \partial_a = \partial/\partial x^a \).
The bilinear \((3.7)\) is said a Jacobi bracket on \(M\). It is clear that a Jacobi bracket with \(D = 0\) provides a Poisson algebra. Notice also that from \((3.7)\) follows that the restriction of a Jacobi bracket on the subalgebra of functions in \(M\) which are annihilated by \(D\) provides a Poisson bracket. Conversely, it is possible to prove that if a Lie bracket \(\{\ ,\ \}\) on \(\mathcal{F}(M)\) is given by a bilinear differential operator, then there exist a bivector field \(\Lambda\) and a vector field \(D\) on \(M\) such that the relations \((3.7)\) and \((3.8)\) hold. Jacobi structures on a manifold are often related to contact structures, but we shall not consider these more general structures in this paper and refer to [19] for a more detailed review.

Since a Poisson structure on a manifold \(M\) can be formulated in terms of a suitable contravariant tensor on it, it is natural to define \(\alpha \in \Lambda^1(M)\) a Casimir 1-form if \(\Lambda(\alpha, \beta) = 0\) for any \(\beta \in \Lambda^1(M)\), and to define a Poisson tensor \textit{locally degenerate} if it has a (local) Casimir 1-form. Analogously, a Poisson structure is called \textit{(globally) degenerate} if it has an exact non trivial Casimir 1-form, i.e. there exists a (non constant) function \(C \in \mathcal{F}(M)\) (a Casimir function) such that \(\alpha = dC\) is a Casimir 1-form for \(\Lambda\). Global non degeneracy is equivalent to the condition that the Poisson tensor defines an isomorphism \(T^*_m M \leftrightarrow T^*_m M\) for each \(m \in M\).

A diffeomorphism \(\phi : M \rightarrow M\) is called a Poisson map, or a \textit{canonical} map, if

\[
\phi_* \Lambda = \Lambda.
\]

A vector field \(X\) on the Poisson manifold \((M, \Lambda)\) is called \textit{canonical} if

\[
L_X \Lambda = 0;
\]

it is clear that canonical vector fields on \((M, \Lambda)\) provide the infinitesimal version of one parameter groups of canonical diffeomorphisms. This condition is proven to be equivalent to the condition

\[
(3.9) \quad L_X \Lambda = 0 \iff L_X \{f, g\} = \{L_X f, g\} + \{f, L_X g\},
\]

that is a vector field \(X\) is canonical if and only if it is a derivation for the Lie algebra structure on \(\mathcal{F}(M)\) given by \(\Lambda\). Notice that, as the relation \((3.2)\) shows, if both \(X\) and \(Y\) are canonical vector fields on \((M, \Lambda)\), their commutator is also canonical: this means that the set of canonical vector fields for a Poisson structure on a manifold is a Lie algebra.

Any Hamiltonian vector field is canonical, since \(L_{\partial H} \Lambda = 0\) for any \(H \in \mathcal{F}(M)\): notice indeed that this implication can not be reversed, i.e. there are canonical derivations which are not inner. Consider the Poisson tensor \(\Lambda = \partial_1 \wedge \partial_2\) on \(\mathbb{R}^3\); the vector field \(X = \partial_3\) is canonical, i.e. \(L_{\partial_3} \Lambda = 0\), but there is no element \(f \in \mathcal{F}(\mathbb{R}^3)\) such that \(\partial_3 = X_f\). This is related to the fact that \(\Lambda\) is degenerate, with \(C = x^3\) providing a global Casimir function for the Poisson tensor, i.e. a constant of the motion for any Hamiltonian vector field on \(\mathbb{R}^3\) with respect to \(\Lambda\). Another interesting example is given upon considering the Poisson tensor \(\Lambda = x \partial_x \wedge \partial_y\) on \(\mathbb{R}^2\). The dilation vector field \(\Delta = x \partial_x + y \partial_y\) is canonical, since one has \(L_{\partial \Delta} \Lambda = 0\), but it is not Hamiltonian since one has \(\Delta = X_H\) with \(H = \log \left| \frac{y}{x} \right|\), which is defined only on \(\mathbb{R}^2 \setminus \{xy = 0\}\).

An important class of Poisson tensors comes from the theory of (finite dimensional) Lie algebras, namely \(N\)-dimensional vector spaces \(\mathfrak{g}\) equipped with a commutator structure \([e_a, e_b] = f_{ab}^c e_c\) along a basis \(\{e_a\}_{a=1,\ldots,N}\). The tensor

\[
(3.10) \quad \Lambda_{\mathfrak{g}} = f_{ab}^c x^c \partial_a \wedge \partial_b
\]

defines a Poisson structure\(^{14}\) on \(M \simeq \mathfrak{g}^*\), since the Jacobi identity for the Lie algebra \(\mathfrak{g}\) turns to be equivalent to the Jacobi identity for \(\Lambda\). Interesting examples come from 3-dimensional Lie algebras, following the analysis in [21].

If \(\mathfrak{g} = \mathfrak{su}(2)\), then one has

\[
(3.11) \quad \Lambda_{\mathfrak{su}(2)} = e_{ab}^c x^c \partial_a \wedge \partial_b
\]

\(^{14}\)The coordinate chart \(\{x^a\}_{a=1,\ldots,N}\) is global and dual to the basis \(\{e_a\}\) for \(\mathfrak{g}\), where indices are raised and lowered via the Euclidean metric tensor on \(\mathfrak{g}\) and its dual on \(\mathfrak{g}^*\).
on $g^* \simeq \mathbb{R}^3$. Such a Poisson tensor has a Casimir function, given by $C = \delta_{ab} x^a x^b$: the set $\ker(\Lambda_{su(2)})$ is the $\mathcal{F}(\mathbb{R}^3)$-bimodule generated by the exact Casimir 1-form $dC = \delta_{ab} x^a dx^b$.

The Lie algebra $\mathfrak{sb}(2, \mathbb{C})$ (also known as the book algebra) reads the Poisson tensor on $\mathbb{R}^3$ given by

$$\Lambda_{\mathfrak{sb}(2, \mathbb{C})} = x^2 \partial_1 \wedge \partial_2 + x^3 \partial_1 \wedge \partial_3 = -(x^2 \partial_2 + x^3 \partial_3) \wedge \partial_1.$$ (3.12)

One easily computes that $\ker(\Lambda_{\mathfrak{sb}(2, \mathbb{C})})$ is generated by the 1-form $\alpha = x^2 dx^3 - x^3 dx^2$, which is not closed (and then neither exact). This shows that $\Lambda_{\mathfrak{sb}(2, \mathbb{C})}$ is locally degenerate, but has no global Casimir function.

Another interesting example of a Poisson tensor which is degenerate but has no global Casimir function comes upon considering the 3-dimensional torus $\mathbb{T}^3$, and the Poisson tensor given by $\Lambda = (a \partial_1 + b \partial_2) \wedge \partial_3$ (with $a/b \in \mathbb{R} \setminus \mathbb{Q}$) along the coordinate chart given by the angular \{\theta_a\}_{a=1,...,3}. The orbits of the corresponding Hamiltonian vector fields span one dimensional submanifolds which are dense in the $\mathbb{T}^2$ defined upon setting $d\theta_3 = 0$. One sees that the Casimir 1-form $\alpha = a d\theta_1 - b d\theta_2 \in \ker(\Lambda)$ is closed but not exact (unlike previous examples, coefficients are not functions but real numbers).

A dynamics $\Gamma$ on $M$ is said to have a Poisson description if $M$ is equipped with a Poisson tensor $\Lambda$ such that there exists an element $H \in \mathcal{F}(M)$ reading $\Gamma = X_H$. This condition is written, in local coordinates $\{x^a\}_{a=1,...,N}$ on $M$, as (see (3.3)) $\Gamma = \Gamma^k \partial_k$ with $\Gamma^k = \Lambda^{ij} \partial_j H$. The Poisson tensor $\Lambda$ is invariant along $X_H$, and therefore we realise the $\tau : \Lambda^1(M) \to \mathfrak{X}(M)$ as described in (2.14), with $\tau : \alpha \mapsto \hat{X}_\alpha$ defined by

$$\hat{X}_\alpha(f) = i_{\hat{X}_\alpha} df = \Lambda(df, \alpha)$$ (3.13)

for any $f \in \mathcal{F}(M)$. Notice that the map $\tau$ is not injective, since $\hat{X}_\alpha = \hat{X}_{\alpha + \xi}$ if $\xi$ is a Casimir 1-form for the Poisson tensor $\Lambda$. As we already discussed in the introduction, the Hamiltonian function $H$ is a constant of the motion for the dynamics $X_H$, since the Poisson tensor is skewsymmetric, while it is the Jacobi identity which provides the set of constants of the motion for $X_H$ a Lie (sub)algebra structure in $\mathcal{F}(M)$ with respect to the Poisson bracket. The Poisson tensor also allows to define a Lie algebra structure on $\Lambda^1(M)$, given by

$$[\alpha, \beta]_\Lambda = L_{\hat{X}_\alpha} \beta - L_{\hat{X}_\beta} \alpha - d(\Lambda(\alpha, \beta)) = i_{\hat{X}_\beta} d\alpha - i_{\hat{X}_\alpha} d\beta + d(\Lambda(\alpha, \beta)),$$ (3.14)

which, for exact 1-forms, reads

$$[df, dg]_\Lambda = d\{f, g\}.$$ (3.15)

The comparison between (3.1) and (3.13) shows that $\hat{X}_d f = X_f$. Directly from (3.13) one has $\hat{X}_\alpha(f) = -\alpha(X_f) = -i_{X_f} \alpha$:

$$L_{\hat{X}_\alpha} \Lambda(df, dg) = -d\alpha(X_f, X_g);$$
$$[X_H, \hat{X}_\alpha](f) = -(L_{X_H} \alpha)(X_f)$$ (3.16)

for any 1-form $\alpha$ and any triple $f, g, H$ of functions on $M$.

### 3.1. Symmetries and reduction within the Poisson formalism.

The above relations show that the conditions under which the vector field $\hat{X}_\alpha$ provide an infinitesimal canonical symmetry for the dynamics $X_H$ on the Poisson manifold $(M, \Lambda)$ can be studied in terms of the properties of the 1-form $\alpha$ along the family of all Hamiltonian vector fields on $M$.

In particular, the first relation shows that $\hat{X}_\alpha$ is canonical if and only if $\alpha$ is relatively closed, i.e. closed along all Hamiltonian vector fields on $M$, while $\hat{X}_\alpha$ commutes with the dynamics $X_H$ if and only if $i_{X_f}(L_{X_H} \alpha) = 0$ for any Hamiltonian vector field $X_f$. 

---
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In order to study under which conditions a class of 1-forms which are invariant along a dynamics $\Gamma = X_H$ provide (via the map $\tau$) vector fields which are infinitesimal canonical symmetries for $\Gamma$, we consider the following cases, emphasizing the associated reduction procedure.

3.1.1. Constants of the motions for a Poisson dynamics and the associated reduction procedure. Let $u \in \mathcal{F}(M)$ be a constant of the motion for $\Gamma = X_H$, that is

$$L_{X_H}u = \{u, H\} = 0.$$ 

This implies that

$$d(L_{X_H}u) = L_{X_H}du = 0,$$

that is the exact 1-form $\alpha = du$ is invariant along the integral curves of $X_H$. From (3.16) it is immediate to see that $\dot{X}_u = X_u$ is a canonical infinitesimal symmetry for the dynamics. This is the standard form of the Noether theorem within the Poisson formalism, that we report as follows.

**Proposition 3.1.** Given a Hamiltonian dynamics $\Gamma = X_H$ on a Poisson manifold $(M, \Lambda)$, if $u \in \mathcal{F}(M)$ is a constant of the motion, then the corresponding Hamiltonian vector field $X_u$ is an infinitesimal canonical symmetry for $\Gamma$.

We describe now how this allows for an interesting reduction of the dynamics, when $u$ and $H$ are functionally independent, i.e. $du \wedge dH \neq 0$. Let $c \in \mathbb{R}$ be a regular value for the function $u$, i.e. $du \neq 0$ so that $u$ is a (local) submersion (see the appendix B). With respect to (2.2), we have $F = u$. Assume that the sets

$$N_c = \{m \in M : u(m) = c\}$$

give the leaves of a regular foliation $\Phi^F$ and that the quotient $M/\Phi^F$ has a manifold structure. The vector fields which are tangent to the leaves of this foliation provide the (integrable) distribution (see (2.6))

$$(3.17) \quad \mathcal{D}_F = \{Y \in \mathfrak{X}(M) : i_Y du = L_Y u = 0\}.$$ 

From $L_{X_H}u = 0$ we immediately see that $X_H \in \mathcal{D}_F$; moreover, we also trivially have that $X_u \in \mathcal{D}_F$. Since $[X_u, X_H] = 0$, the dynamics $X_H$ turns to be projectable also with respect to the foliation (the condition that $u$ and $H$ are functionally independent reads that the vector fields $X_{\Phi^F} = X_u$ span a two dimensional distribution at each point of interest) on each $N_c$ generated by $X_u$. This shows that the presence of a single constant of the motion (provided it is functionally independent from the Hamiltonian $H$) for a dynamics which has a Poisson description allows for a two dimensional reduction, i.e. the flow of the vector field $X_H$ projects onto the $(N-2)$-dimensional quotient (when it turns out to have a manifold structure) given upon identifying the points in $N_c$ which belong to the same orbit of $X_u$, and that we denote by $M_c \simeq N_c/X_u$. In the following lines we shall outline how to see that each leaf $M_c$ has a Poisson structure coming from the one on $M$, and that the reduced vector field, which we still denote by $X_H \in \mathfrak{X}(M_c)$ has a Hamiltonian description.

The reduction we described is developed through two steps: the first is the restriction of the dynamics to an invariant submanifold, the second is the projection of such restriction onto a suitable quotient submanifold of the invariant one. Both these steps can be illustrated within an algebraic formalism, as we outlined in sections 2.1 and 2.3 in terms of the short exact sequences (2.10) and (2.19). Being a bidifferential operator (i.e. a contravariant tensor) on $M$ which defines a Lie algebra structure on $\mathcal{F}(M)$ compatible with the (pointwise commutative) product of the algebra $\mathcal{F}(M)$, a Poisson tensor $\Lambda$ provides a relation between the two above steps of the reduction procedure for a dynamics compatible with it. In this sense, a single constant of the motion may allow for a double reduction.
3.1.2. Reduction of a Poisson algebra. Consider then the distribution \( \mathcal{D}_X \) on \( M \) spanned by the Hamiltonian vector field \( X_u \), and assume it generates a regular foliation \( \Phi^X \), with the quotient space \( M/\Phi^X \) having a manifold structure. The set
\[
\mathcal{F}_X = \{ f \in \mathcal{F}(M) : X_u(f) = \{ f, u \} = 0 \}
\]
gives a subalgebra corresponding to the distribution \( \mathcal{D}_X \), and one immediately sees that \( \mathcal{F}_X \simeq \mathcal{F}(M/\Phi^X) \). The relation (an immediate consequence of the Jacobi identity) \( X_u\{f, f'\} = 0 \) for any pair \( f, f' \in \mathcal{F}_X \) proves that \( \mathcal{F}_X \) is a Poisson algebra, or equivalently that the Poisson tensor \( \Lambda \) is projectable onto the quotient \( M/\Phi^X \).

Denote by \( I_a \subset \mathcal{F}(M) \) the ideal generated by the function \( \varphi(a) = u - a \) with \( da = 0 \) and its normalizer with respect to the Poisson tensor, that is
\[
\mathcal{N}_a = \{ f \in \mathcal{F}(M) : \{ f, f_I \} \in I_a \forall f_I \in I_a \}.
\]
After noticing that one has the inclusion \( \mathcal{F}_X \subset \mathcal{N}_a \), it is easy to prove also that
\[
I'_a = I_a \cap \mathcal{F}_X
\]
is a Poisson ideal, so that the Poisson bracket is meaningfully defined on the quotient algebra \( \mathcal{F}_X/I'_a \). Notice that, with respect to the reduction described above, the equivalence
\[
\mathcal{F}_X/I'_a \simeq \mathcal{F}(\mathcal{N}_c/X_u)
\]
holds. The elements of this quotient can be written, for any element \( f \in \mathcal{F}_X \), as
\[
\mathcal{F}_X/I'_a \ni [f] = f + \varphi(a)f' \quad \text{with} \quad X_u(f) = X_u(f') = 0,
\]
while the action of the Poisson bracket is easily proven to be
\[
\{[f], [g]\} = \{f, g\}.
\]
Since \( [X_H, X_u] = 0 \), we see that the vector field \( X_H \) is a derivation of the algebra \( \mathcal{F}_X \), i.e. the dynamics \( X_H \) is projectable onto \( M/\Phi^X \). Moreover, from (3.19) we have
\[
X_H : [f] \mapsto X_H(f) + X_H(\varphi(a)f') = \{f, H\} + \varphi(a)X_H(f') = \{f, H\},
\]
where the second line comes from \( u \) (and then \( \varphi(a) \)) being a constant of the motion for the dynamics. This means that we can write
\[
X_H : [f] \mapsto \{[f], [H]\}:
\]
a (suitably regular) constant of the motion for the dynamics \( X_H \) allows for a reduction, and the reduced dynamics is Hamiltonian.

How to generalise this construction when the dynamics has a higher number of canonical symmetries? Assume in general that \( F : M \to (u_1, \ldots, u_\delta) \) is a (local) submersion, with the corresponding involutive distribution
\[
\mathcal{D}_F = \{ Y \in \mathfrak{X}(M) : i_Y du_a = 0 \} = \cap_{j=1}^\delta \ker du_a,
\]
generalising (3.17). We assume that the rank of the distribution \( \mathcal{D}_F \) is maximal at each point of interest, which means that the elements \( u_a \) are functionally independent. Each leaf of the corresponding foliation \( \Phi_F \) is given by the \((N-\delta)\)-dimensional manifold
\[
\mathcal{N}_c = \{ m \in M : u_j(m) = c_j \}
\]
with \( c \in \mathbb{R}^\delta \) a regular value for \( F \). The algebra \( \mathcal{F}(\mathcal{N}_c) \) can be identified with the quotient \( \mathcal{Q}_c = \mathcal{F}(M)/\mathcal{I}_c \) where \( \mathcal{I}_c \) is the ideal generated by the elements \( \varphi_j = (u_j - c_j) \) with \( dc_j = 0 \), so that we can write
\[
\mathcal{I}_c = \{ f = \varphi_j g_j, \quad g_j \in \mathcal{F}(M) \}.
\]
Since the Poisson bracket on $M$ can not be consistently defined onto $Q_c$, the path \[37\] starts from the subalgebra
\[(3.25) \quad F_X = \{ f \in F(M) : \{ f, u_j \} = 0 \quad \forall j = 1, \ldots, \delta \} \simeq F(M/\Phi^X) \]
generated by the distribution $D_X$ spanned by the Hamiltonian vector fields $\{ X_{u_j} \}$, with $\Phi^X$ denoting the corresponding regular foliation. As already showed above, the Poisson structure on $M$ can be consistently defined onto the subalgebra $F_X$, since $X_{u_j} \{ f, g \} = 0$ for $f, g \in F_X$. The vector field $X_H$ defines a derivation on $F_X$ if and only if
\[(3.26) \quad L_{X_H} u_a = f_a(u) \]
with $f_a$ depending only on the $u_j$. In order to reduce the dynamics further, consider the ideal $I_c$ defined in (3.24) and its normaliser\[15\]
\[(3.27) \quad N_c = \{ f \in F(M) : \{ f, \varphi_j g_j \} \in I_c \} . \]
It is immediate to see that $F_X \subset N_c$. The intersection
\[(3.28) \quad I'_c = I_c \cap F_X = \{ f \in F(M) : f = \varphi_j g_j \quad \text{and} \quad \{ \varphi_b, \varphi_a g_a \} = 0, g_a \in F(M) \}
\]
is (by a direct proof) a Poisson ideal, so the Poisson bracket on $F_X$ consistently defines a Poisson bracket onto the quotient $F_X/I'_c$. Moreover, it is the condition (3.26) which allows to prove that $X_H : I'_c \to I'_c$, so $X_H \in \text{Der}(F_X/I'_c)$.

When is such a derivation inner with respect to the Poisson structure? Only if $\{ H, u_j \} = 0$, i.e. only if $H \in F_X$. We therefore assume that the elements $\{ u_j \}_{j=1, \ldots, \delta}$ are functionally independent constants of the motion for the dynamics, i.e. $L_{X_H} u_j = \{ u_j, H \} = 0$, with $[X_H, X_{u_j}] = 0$. The analysis described in the previous lines shows that $X_H$ can be reduced to the quotient algebra $F_X/I'_c$, where its action turns out to be Hamiltonian, generalising (3.22). That this procedure is equivalent to the Poisson dynamics reduction developed in [37] comes from [20]. The quotient $F_X/I'_c$ can be identified with the algebra $F(N_c/g_c)$ where $g_c$ is the Lie subalgebra of Hamiltonian vector fields $X_{u_j}$ which are tangent to $N_c$.

3.1.3. Invariant closed 1-forms along a Poisson dynamics and the associated reduction procedure.

Assume that $\alpha$ is an invariant 1-form for the dynamics, i.e. $L_{X_H} \alpha = 0$, and that $d\alpha = 0$, i.e. $\alpha$ is closed. Under these two conditions, one still has from (3.16) that $X_\alpha$ is an infinitesimal canonical symmetry for the dynamics. If the de Rham first cohomology class for the manifold $M$ is trivial, then one can write $\alpha = du_\alpha$ with $u_\alpha \in F(M)$. In such a case, from the identity $L_{X_H} du = dL_{X_H} u$ follows that the function
\[(3.29) \quad L_{X_H} u_\alpha = \{ u_\alpha, H \} = -\{ H, u_\alpha \} = -L_{X_\alpha} H \]
is constant on each connected component of $M$. We have sketched the proof of the following result

**Proposition 3.2.** Given a Hamiltonian dynamics $\Gamma = X_H$ on a Poisson manifold $(M, \Lambda)$, if $u \in F(M)$ satisfies the condition $dL_{X_H} u = 0$, then the corresponding Hamiltonian vector field $X_{du} = X_u$ gives a canonical infinitesimal symmetry for the dynamics $X_H$.

Notice that this result reduces to the previous proposition 3.1 when $\{ u, H \} = 0$. If $dL_{X_H} u = 0$ and $\{ u, H \} \neq 0$, it is immediate to see that the one parameter group of canonical diffeomorphisms generated by $X_u$ maps integral curves of $X_H$ into integral curves of $X_H$ lying on different level sets for $H$. Dynamics sharing these properties have been considered, also within the quantum setting, in [14, 22, 23], and are referred to as spectrum generating algebras.

\[15\] Notice that the elements in $N_c$ correspond to functions on $M$ whose corresponding Hamiltonian vector fields are tangent to $N_c$. 
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Following what we outlined above in the previous section 3.1.1 about the reduction procedure, it is clear that, if we have a set of closed invariant 1-forms \( \alpha_j = du_j \) for the dynamics \( X_H \), and \( \mathcal{I}_c \) denotes the ideal in \( \mathcal{F}(M) \) generated by the elements \( \varphi_j = u_j - c_j \) with \( dc_j = 0 \), the quotient algebra \( \mathcal{F}_X/(\mathcal{I}_c \cap \mathcal{F}_X) \) has a Poisson structure coming from the one on \( M \). The operator \( X_H \) is projectable onto \( \mathcal{F}_X/(\mathcal{I}_c \cap \mathcal{F}_X) \), its action can be written as an outer derivation.

### 3.1.4. Lie algebras of infinitesimal canonical symmetries and the momentum map

Assume now there exists a finite set \( \{\alpha_j\}_{j=1,...,\delta} \) of closed 1-forms which are invariant along \( X_H \). From (3.14) we have that

\[
[\alpha_j, \alpha_k]_\Lambda = d(\Lambda(\alpha_j, \alpha_k)),
\]

and this shows that the 1-form \( [\alpha_j, \alpha_k]_\Lambda \) is not only invariant along \( X_H \), but also exact, its primitive \( \Lambda(\alpha_j, \alpha_k) \) giving a constant of the motion for the dynamics. Together with the identity

\[
(3.30) \quad \hat{X}_d(\Lambda(\alpha_j, \alpha_k)) = X_\Lambda(\alpha_j, \alpha_k) = [\hat{X}_{\alpha_j}, \hat{X}_{\alpha_k}],
\]

we can prove that, if such closed invariant 1-forms close a \( \delta \) dimensional Lie algebra \( \mathfrak{g} \)

\[
(3.31) \quad [\alpha_j, \alpha_k]_\Lambda = c_{jk}^s \alpha_s,
\]

then the corresponding vector fields give

\[
(3.32) \quad [\hat{X}_{\alpha_j}, \hat{X}_{\alpha_k}] = c_{jk}^s \hat{X}_{\alpha_s},
\]

i.e. a Lie algebra of canonical infinitesimal symmetries for the dynamics, or equivalently a representation of \( \mathfrak{g} \) in terms of canonical infinitesimal symmetries for the dynamics.

Assume further that such 1-forms are exact, i.e. \( \alpha_j = du_j \): under the condition (3.31) we can prove that

\[
(3.33) \quad \{u_j, u_k\} = c_{jk}^s u_s + \sigma_{jk}(C)
\]

where \( \sigma_{jk}(C) \) are (skewsymmetric in \( (jk) \)) functions of the Casimirs \( C \) for the Poisson structure. If the Poisson structure is non degenerate, then \( d\sigma_{jk} = 0 \). If the Lie algebra is perfect, i.e. it coincides with its derived algebra, then it is possible to add an integration constant \( u_j \mapsto u_j + c_j \) such that \( \sigma_{jk} = 0 \).

Paralleling what we described above, we know from the Frobenius theorem that both the distribution \( D_X \) spanned by the canonical vector fields \( \{\hat{X}_{\alpha_j}\}_{j=1,...,\delta} \) (from (3.32) we see that the vector fields \( \hat{X}_{\alpha_j} \) close a Lie algebra) and the distribution \( D_\alpha = \cap_{j=1}^\delta \ker \alpha_j \) are integrable (since \( d\alpha_j = 0 \), see the proposition B.2). Under the natural hypothesis of regularity for the quotients \( M/\Phi^X \) and \( M/\Phi^\alpha \) we can prove that \( X_H \) is projectable with respect to both foliations. The Poisson structure is not in general projectable onto the subalgebra

\[
(3.34) \quad \mathcal{F}_\alpha = \{f \in \mathcal{F}(M) : i_Y df = 0 \quad \forall Y \in D_\alpha\} \approx \mathcal{F}(M/\Phi^\alpha).
\]

A sufficient condition for that is that the distribution \( D_\alpha \) is spanned by the kernel of a set \( \{\beta_j = du'_j\}_{j=1,...,\delta} \) of independent exact 1-forms on \( M \) such that

\[
(3.35) \quad \{u'_j, u'_k\} = c_{jk}^s u'_s,
\]

i.e. the Hamiltonian vector fields \( X_{u'_j} \) give a so called Hamiltonian action of the Lie algebra \( \mathfrak{g} \) on the Poisson manifold\(^{16} \) \( M \). Correspondingly to this action, one can define the map \( \mu : M \to \mathfrak{g}^* \) given by

\[
\mu(m) = u'_j(m) \epsilon^j,
\]

\(^{16}\)Notice that a slightly more general sufficient condition for the Poisson structure to be defined on \( \mathcal{F}_\alpha \) is that

\[
\{u'_j, u'_k\} = c_{jk}^s u'_s + \sigma_{jk}
\]

with \( \sigma_{jk} = -\sigma_{kj} \) and \( d\sigma_{jk} = 0 \).
where \( \{e^j\}_{j=1,...,\delta} \) is the basis of \( g^* \) dual to the basis of \( g \) mapped under the Hamiltonian action into the vector fields \( X_{e^j} \). The map \( \mu \) is called the momentum map associated to the given Hamiltonian action of \( g \) on the Poisson manifold \( M \). With respect to the general reduction scheme sketched in the section 2.1, the momentum map \( \mu \) provides an example of the map \( F \), with \( M' = g^* \), the algebra \( F_\alpha \) defined in (3.34) being the corresponding subalgebra (see (2.3))

\[
A_\mu = \{ \mu^s(w) : w \in F(g^*) \}.
\]

The dynamics \( X_H \) is projectable onto \( M/\tilde{\Phi}_\alpha \), i.e. well defined on \( F_\alpha \), if and only if \( [X_H,Y] \in D_\alpha \) for any \( Y \in D_\alpha \), which is equivalent to the (3.26),

\[
L_{X_H}u'_a = f_a(u')
\]

with \( f_a \) depending only on \( u'_j \). The elements \( u'_j \) provide a local coordinate chart on the quotient manifold \( M/\Phi_\alpha \), which turns to be equipped with a Poisson structure. The relation (3.36) allows to write the dynamics ([45, 42]) on \( M/\Phi_\alpha \) as

\[
X_H = f_a \frac{\partial}{\partial u'_a}
\]

We close this description upon noticing that the constants of the motion \( \Gamma_{ij} = \{u_j, u_k\} \) which close the commutation relations \( \{\Gamma_{jk},\Gamma_{ab}\} = c_{jk}^{\ s} c_{ab}^{\ m} \Gamma_{sm} \) provide a realisation of a derived algebra \( g' \) from \( g \), and allow for a reduction procedure.

An interesting generalisation of the formalism sketched above appears when there exists a finite set \( \{\alpha_j\}_{j=1,...,\delta} \) of 1-forms which are invariant along the orbits of the dynamics \( X_H \), with (as in (3.31))

\[
[\alpha_j,\alpha_k]_\Lambda = c_{jk}^{\ s} \alpha_s,
\]

but such that they are no longer closed, satisfy instead a Maurer-Cartan relation

\[
d\alpha_a + \frac{1}{2} \phi_a^{\ bc} \alpha_b \wedge \alpha_c = 0
\]

with \( c_{jk}^{\ s} \) and \( \phi_a^{\ bc} \) respectively giving the structure constants of the Lie algebras \( g \) and \( \tilde{g} \). From (3.16) we see that the corresponding vector fields \( \tilde{X}_{\alpha_j} \) commute with the dynamics \( X_H \) but need not to be canonical. A direct computation shows that

\[
[\tilde{X}_{\alpha_k},\tilde{X}_{\alpha_j}] = (c_{jk}^{\ s} + \phi_{k}^{\ sa}(\alpha_a,\alpha_j) - \phi_{j}^{\ sa}(\alpha_a,\alpha_k)) \tilde{X}_{\alpha_s}.
\]

When the elements in round bracket provide the structure constants of a Lie algebra, then one can see that \( g \) and \( \tilde{g} \) are the building blocks for a double Lie group (see [2, 3]). In this case, one also has that there exists a Lie group \( \tilde{G} \) and a map \( \tilde{\Phi} : M \to \tilde{G} \) such that \( \alpha_j = \tilde{\Phi}^*(\omega_j) \), where \( \omega_j \) are the left-invariant 1-forms associated to the basis \( e_j \) of the Lie algebra of \( \tilde{G} \). Moreover, the dynamics \( X_H \) is in this case related to a one parameter subgroup on \( G \). This is the starting point for what is known as the formalism of group valued constants of the motion.

\[\textbf{Footnote}\]

\[\text{A generalisation of the notion of momentum map for a given Hamiltonian action of a Lie algebra } g \text{ on a Poisson manifold } M \text{ is provided by the notion of function groups, which is a set } \{f_j\}_{j=1,...,k} \text{ of independent elements in } F(M) \text{ such that } \text{d}\{f_j,f_k\} = c_{js}^{\ mn} \text{d}f_m \text{ with } c_{js}^{\ mn} \in F(M) \text{ depending only on the } f_j, \text{satisfying the antisymmetry condition } c_{js}^{\ mn} = -c_{sj}^{\ mn} \text{ and the Jacobi identity. One can say that a function group is a momentum map when the Hamiltonian vector fields represent an infinite dimensional Lie algebra. Following the general reduction scheme outlined in the previous sections, the elements } f_j \text{ of a function group define a map } F : M \to (f_1,...,f_k) \in M' \text{ from the Poisson manifold to another Poisson manifold (target manifold) on which the canonical derivations of the subalgebra project.}\]
3.1.5. Relatively closed 1-forms invariant along a Poisson dynamics. Assume that $\alpha(X_f, X_g) = 0$ for any $f, g \in \mathcal{F}(M)$. This condition is usually referred to as the 1-form $\alpha$ being relatively (i.e. along Hamiltonian vector fields) closed. From the first relation out of (3.16), we have that $\hat{X}_\alpha$ is canonical. From the further identity

$$\{\alpha(X_H), f\} = i_{X_H} \alpha, f = 0,$$

(3.42)

for any $f \in \mathcal{F}(M)$, it follows that the vector field $\hat{X}_\alpha$, with $\alpha$ relatively closed, provide an infinitesimal symmetry for the dynamics $X_H$ if and only if

$$X_f(\alpha(X_H)) = \alpha(X_H, f) = 0,$$

(3.41)

i.e. if and only if the element $i_{X_H} \alpha \in \mathcal{F}(M)$ is a Casimir for the Poisson tensor $\Lambda$. From the identity $L_{\hat{X}_\alpha} H = -i_{X_H} \alpha$, we see that the condition (3.42) is fulfilled if and only if $L_{\hat{X}_\alpha} H$ is a Casimir for the Poisson tensor. We write this result as

**Proposition 3.3.** Given the Hamiltonian dynamics $\Gamma = X_H$ on a Poisson manifold $(M, \Lambda)$ and a relatively closed 1-form $\alpha$, the corresponding vector field $\hat{X}_\alpha$ is an infinitesimal canonical symmetry if and only if the element $L_{\hat{X}_\alpha} H \in \mathcal{F}(M)$ is a Casimir function for the Poisson tensor $\Lambda$.

As in the case studied in the previous section 3.1.3 above, there exist infinitesimal canonical symmetries $\hat{X}_\alpha$ for the dynamics $X_H$ which do not preserve the level sets of $H$.

Assume that the 1-form $\alpha$ is invariant along the integral curves of the dynamics $X_H$, that is $L_{X_H} \alpha = 0$. From (3.16) we see then that $\hat{X}_\alpha$ gives an infinitesimal symmetry for $X_H$. We notice that such a vector field $\hat{X}_\alpha$ is not necessarily canonical, even under the further assumption (considered in the proposition 3.3 above) of $i_{X_H} \alpha$ being a Casimir for the Poisson tensor $\Lambda$: the two conditions $L_{X_H} \alpha = 0$ and $\{i_{X_H} \alpha, f\} = 0$ for any $f \in \mathcal{F}(M)$ imply that $\hat{X}_\alpha \{H, f\} = \{\hat{X}_\alpha H, f\} + \{H, \hat{X}_\alpha f\}$ for any $f$, and this is not equivalent to (3.9). It is indeed immediate to prove (using the relations (3.41)-(3.42)) that, if $L_{X_H} \alpha = 0$ and $L_{\hat{X}_\alpha} \Lambda = 0$, then $L_{\hat{X}_\alpha} H$ is a Casimir element for the Poisson structure.

3.2. Symmetries for linear Poisson dynamics. Given the linearity of quantum mechanics, classical linear systems provide a first class of examples where the theory described so far give interesting results.

On a $N$-dimensional vector space $E$, the one parameter group of diffeomorphisms $\phi_t : u \mapsto e^{t}u$ realises a dilation, for any vector $u \in E$. Its infinitesimal generator is the vector field $\Delta = x^a \partial_a$ with respect to a global coordinate system $\{x^a\}_{a=1,...,N}$, usually referred to as the Liouville vector field on $E$. Such a vector field is complete, has only one critical point $x^a = 0$, and introduces a grading (see the well known Euler’s theorem) within the ring $\mathcal{F}(E)$ of smooth functions on $E$ given by

$$\mathcal{F}^{(k)}(E) = \{f \in \mathcal{F}(E) : L_\Delta f = kf\}$$

(3.43)

for not negative integer $k$. Moreover, one has that $\mathcal{F}^{(0)}(E)$ is given by constant functions, while the elements in $\mathcal{F}^{(1)}(E)$ separate derivations.

It is possible to prove that a Liouville vector field allows to tensorially characterise a linear finite dimensional space [7]. If $M$ is a smooth finite dimensional manifold, and a complete vector field $\Delta \in \mathfrak{X}(M)$ exists, such that $\Delta$ has only one non-degenerate critical point, with $\mathcal{F}^{(0)}(M) \simeq \mathbb{R}$ and $\mathcal{F}^{(1)}(M)$ separating the derivations on $\mathcal{F}(M)$, then $M$ can be given a unique vector space structure such that $\Delta$ coincides with the infinitesimal generators of the dilations. Under such hypothesis, the elements in $\mathcal{F}^{(1)}(M)$ provide a global coordinate chart for $M$. 
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On such a linear space, a vector field $X \in \mathfrak{X}(M)$ is linear if and only if $[X, \Delta] = 0$. This condition is easily seen to be equivalent to the existence of a matrix $A$ with constant entries such that $X = A^a_b x^b \partial_a$. In general we shall say that a dynamical system $X$ on a manifold $M$ is compatible with a linear structure on $M$ if a Liouville vector field $\Delta$ on $M$ exists and it commutes with $X$. Such a formulation has been used to analyse also the linearisation problem for non linear dynamics within a non perturbative approach (see [4, 15]).

Once outlined a geometric (i.e. intrinsic) characterization for a linear dynamics, we consider $\mathbb{R}^N$, and we associate to any matrix $A$ with constant entries $A^a_b$ the vector field $X_A$, to any skewsymmetric matrix $\Lambda = -\Lambda^T$ with constant entries $\Lambda^{ab}$ the Poisson structure on $\mathbb{R}^N$ given by $\{x^a, x^b\} = \Lambda^{ab}$, to any symmetric matrix $F = F^T$ with constant entries $F_{ab}$ the quadratic element

$$f_F(x) = \frac{1}{2} F_{ab} x^a x^b,$$

to any matrix $\phi$ with constant entries $\phi_{ab}$ the 1-form

$$\alpha_\phi = \phi_{ab} x^a dx^b.$$

It is

$$\{f_A, f_B\} = f_{A\Lambda B - B\Lambda A}$$

with $A = A^T$ and $B = B^T$, while the action of the Lie derivative $L_{X_M}$ is easily seen to give the maps

$$B = B^T, \quad f_B \mapsto f_{BM + M^T B}\]

$$X_B \mapsto [X_M, X_B] = X_{[B, M]}\]

$$\alpha_\phi \mapsto \alpha_{M^T \phi + \phi M}\]

$$\Lambda = -\Lambda^T \mapsto -(M\Lambda + \Lambda M^T)$$

(3.45)

thus reading the differential calculus in terms of matrix calculus. The dynamics $\Gamma = X_A = A^a_b x^b \partial_a$, has a Poisson description on $(\mathbb{R}^N, \Lambda = -\Lambda^T)$ if and only if the matrix equation

$$\Lambda H = A$$

is satisfied, with $H = HT$. This factorization problem for linear dynamics has been analysed in [16] within the Hamiltonian formalism and reviewed\(^{18}\) in chapter 4 in [6] within the Poisson formalism. Assume then that $X_A$ has such a Poisson description\(^{19}\). Using (3.45) it is immediate to prove that

$$\dot{X}_\alpha = X_{\Lambda \phi^T},$$

and that the relations (3.16) can be read as the following (with constant entries) matrix relations

$$L_{\dot{X}_\alpha} \Lambda \sim \Lambda (\phi - \phi^T) \Lambda,$$

$$[X_A, \dot{X}_\alpha] \sim \Lambda \phi^T A - A \Lambda \phi^T = \Lambda \{\phi^T \Lambda H - H \Lambda \phi^T\},$$

$$L_{X_A} \alpha_\phi \sim A^T \phi + \phi A = \phi \Lambda H - H \Lambda \phi.$$

\(^{18}\)We notice that, if the matrix $A$ can be factorised as in (3.46), it follows that $\text{Tr}(A^{2k+1}) = 0$ for any $k \in \mathbb{N}$, and $A^{2k+1} = (-1)^k \Lambda ((A^T)^k H A^k)$. This means that, if a meaningful factorization $\Lambda H = A$ exists, then all odd powers of $A$ give rise to Hamiltonian vector fields with respect to the same Poisson structure: all of them commute, but they are not independent, as the Cayley theorem proves. The functions $f_k = (-1)^k ((A^T)^k H A^k)_{ij} x^i x^j$ are constants of the motion for $X_A$ in involution. Even powers of $A$ on the other hand provide symmetries which are not canonical. It is possible to show that they are related to complexified Hamiltonian vector fields, very much as it happens for quantum dynamics on Kähler manifolds.

\(^{19}\)Notice that the isotropic harmonic oscillator dynamics corresponds to $H = 1_N$ for $N = 2k$. \(\approx\)
Recall the case described in the proposition 3.3. The vector field $\hat{X}_{\alpha\phi}$ is canonical, i.e. from the first relation in (3.47) the 1-form $\alpha\phi$ corresponds to a matrix $\phi$ reading

\[(3.48)\quad \Lambda\phi\Lambda = \Lambda\phi^T\Lambda.\]

The condition under which such canonical vector field is an infinitesimal symmetry for the Poisson dynamics $X_A$ comes upon considering the second relation in (3.47) together with (3.48), and gives

$$\Lambda\{\phi\Lambda H - H\Lambda\phi^T\} = 0.$$  

Since the matrix in curly bracket is symmetric, such condition amounts to state, recalling (3.44), that the function

$$f_{\phi\Lambda H - H\Lambda\phi^T} = L_{X_{\alpha\phi}}f_H$$

is a Casimir for the Poisson structure $\Lambda$.

Furthermore, the condition that $\alpha\phi$ is invariant along the dynamics $X_A$ is written as

$$\phi H\Lambda = H\Lambda\phi.$$  

This condition implies that $\hat{X}_{\alpha\phi}$ is an infinitesimal symmetry for $X_A$. It is evident that such infinitesimal symmetry is also canonical if and only if the skewsymmetric matrix $\Sigma = \phi - \phi^T$ satisfies the condition $\Lambda\Sigma\Lambda = 0$. Notice that $\Sigma = 0$ amounts to a symmetric $\phi$, which gives $\alpha\phi = df_\phi$ and then the case studied in section 3.1.1 above.

We also notice that the most general conditions under which the vector field $\hat{X}_{\alpha\phi}$ gives an infinitesimal canonical symmetry for the linear dynamics $X_A = X_{\Lambda H}$ can be written as

$$\Lambda\phi\Lambda = \Lambda\phi^T\Lambda$$  

and

$$\Lambda\{\phi^T\Lambda H - H\Lambda\phi^T\} = 0.$$  

Similar equations were found and used in [5] by analysing constraints in general relativity.

We close this section upon providing an explicit example of the role that an invariant Poisson tensor for a dynamics has in relating symmetries with constants of the motion.

**Example 3.1.** Consider the dynamics described by the Liouville vector field itself $\Delta = x\partial_x + y\partial_y$ on $\mathbb{R}^2$, which is clearly linear and associated to the identity matrix in $\mathbb{R}^2$. Any linear vector field $X_A$ is an infinitesimal symmetry for $\Delta$, with the 1-parameter group of linear diffeomorphisms $\Phi(t) = e^{tA}$ mapping each integral curve of $\Delta$ into an integral curve of $\Delta$, since (by linearity) it maps any vector subspace into a vector subspace in $\mathbb{R}^2$. At the same time, a function $f \in F(\mathbb{R}^2)$ is invariant along $\Delta$ (i.e. a constant of the motion) if and only if $\Delta f = 0$, which means that the set of constants of the motion can be identified with the set of elements $f \in F(S^1)$ with clearly $S^1 \simeq \mathbb{R}^2 \setminus \{0\}/\mathbb{R}^+$.  

As we discussed at length in section 2.2, a skewsymmetric bivector field invariant under $\Delta$ allows to connect functions invariant along $\Delta$ with infinitesimal symmetries. We begin by noticing that the equation (3.46) has no solution for a skewsymmetric matrix $\Lambda$ and a symmetric matrix $H$.

We considered indeed this example already when introducing Poisson structures: the Poisson tensor $\Lambda = xy\partial_x \wedge \partial_y$ is invariant along $\Delta$, although $\Delta$ is not Hamiltonian with respect to such $\Lambda$, since one would have $\Delta = X_H$ with an Hamiltonian function $H = \log|y/x|$ which is defined only on $\mathbb{R}^2 \setminus \{xy = 0\}$. The tensor $\Lambda$ nonetheless allows to map an invariant function to an infinitesimal symmetry for the dynamics: if $\Delta f = 0$, then one proves $[X_f, \Delta] = 0$. Such infinitesimal symmetry might be non Hamiltonian (due to eventual singularities of $f$ as in the case of $X_H$ itself), but turns nevertheless out to be canonical, i.e. $L_{X_f}\Lambda = 0$.

Concerning the infinitesimal symmetries $X_A$, one proves that they are canonical if and only if $A = \text{diag}(\alpha, \beta)$, and $f = \alpha \log|x| - \beta \log|y|$ defined on $\mathbb{R}^2 \setminus \{xy = 0\}$ gives $X_f = X_A$. Such $f$ is invariant along $\Delta$ if and only if $\alpha = \beta$.  
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4. NOETHER THEOREM AND SYMPLECTIC STRUCTURES

We have described at length how a Poisson structure $\Lambda$ on a manifold $M$ allows to define, at each point $m \in M$, the map $\tau : T^*_m M \to T_m M$ (see (2.14)). The range of the map $\tau$ defines a distribution $D^\Lambda$ with $D^\Lambda(m) \subseteq T_m M$ whose rank defines the rank of the Poisson structures at $m$. Points where the rank of $\Lambda$ is maximal (and hence constant) are said to give the regular part of the Poisson tensor (such a subset is proven to be open and dense in $M$), points where such a rank is not maximal are naturally called singular. Hamiltonian vector fields on $M$ span the distribution $D^\Lambda$, while from the Jacobi identity and the relation (3.2) it is clear that the set of Hamiltonian vector fields on $M$ give an involutive distribution. It can indeed be proven (this result is known as the Kirillov symplectic foliation theorem) that there exists a singular foliation of the Poisson manifold $M$ whose leaves are such that their tangent spaces are spanned by the Hamiltonian vector fields, and that the level sets of the Casimir functions for the Poisson tensor $\Lambda$ provide the regular leaves for the foliation. Moreover, each leaf is invariant under the flow of any Hamiltonian vector field, and this allows to define, on each leaf, a 2-form $\omega$ via

$$\Lambda(df, dg) = \omega(X_f, X_g)$$

for any $f, g \in \mathcal{F}(M)$. This 2-form turns to be non degenerate and closed, that is symplectic. Coherently with our approach to the analysis of classical dynamical systems from the perspective of the principle of analogy, we also notice that symplectic manifolds are the classical counterparts of the set of states for irreducible representations of $C^*$-algebras in the quantum setting, arising when neutral elements or Casimir operators on the Hilbert space of a quantum system act as multiples of the identity. This is the reason why, after we analysed the geometry of a Poisson bivector on a manifold, we devote this section to the study of the geometry of non degenerate closed skewsymmetric tensors.

A symplectic structure on an orientable manifold $M$ is defined by a 2-form $\omega$ which is non degenerate (i.e. the dimension of $M$ is then necessarily even, say $2N$, and the matrix representing $\omega$ is invertible) and closed (i.e. $d\omega = 0$). The reduction to normal form of a non degenerate bilinear antisymmetric form on a finite dimensional vector space generalises to the Darboux theorem: if $(M, \omega)$ is a symplectic manifold, for each point $m_0 \in M$ there exists an open subset $U \subset M$ and a local coordinate system on $U$ given by $(x^a, y^a)_{a=1,...,N}$ such that $m_0 \in U$ and $\omega|_U = dx^a \wedge dy^a$. A diffeomorphism $\phi$ on the symplectic manifold $(M, \omega)$ is said symplectic, or canonical, if

$$\phi^* \omega = \omega.$$ 

A 2-form $\omega$ which is closed and has constant (non maximal) rank on a (possibly odd dimensional) manifold $M$ is called a pre-symplectic structure. Dynamics on a pre-symplectic manifold will be described in sections 5.

The relation between symplectic structures and non degenerate Poisson structures on a manifold can be described further. A symplectic structure $\omega$ allows to define, using the contraction operator, the map $\tilde{\tau} : \mathfrak{X}(M) \to \Lambda^1(M)$ (see (2.15)) with

$$\tilde{\tau} : X \mapsto \hat{\alpha}_X = i_X \omega.$$ 

The relation (for $X, Y \in \mathfrak{X}(M)$), (see (4.1))

$$\Lambda(i_X \omega, i_Y \omega) = \omega(X, Y)$$

defines, given the non degeneracy of $\omega$, a bivector field (i.e. a skewsymmetric $(2,0)$ tensor) $\Lambda$ on $M$, which turns to be a non degenerate Poisson tensor since the condition $d\omega = 0$ is easily seen to be equivalent to the Jacobi identity for $\Lambda$ (see [41]). With respect to a local chart $\{x^a\}_{a=1,...,2N}$ on $M$, one has

$$\omega = \omega_{ab} dx^a \wedge dx^b.$$
with
\[ \hat{\alpha}_X = \omega_{ab} X^a dx^b \]
for \( X = X^i \partial_i \in \mathfrak{X}(M) \), and
\[ (4.5) \quad \Lambda^{ab} = \{x^a, x^b\} = (\omega^{-1})^{ba}, \]
with
\[ \omega_{ab} (\omega^{-1})^{bc} = \delta^c_a, \]
so that one immediately proves, recalling (3.13), that \( \tilde{\tau} = \tau^{-1} \).

What we have described shows that any symplectic manifold \((M, \omega)\) has a non degenerate Poisson structure \(\Lambda\) defined by (4.4). This can be reversed. If a manifold \(M\) has a non degenerate Poisson tensor \(\Lambda\), written as \(\Lambda = \Lambda^{ab} \partial_a \wedge \partial_b \) with respect to a local chart \(\{x^a\}_{a=1,\ldots,2N}\), the tensor
\[ \omega = -(\Lambda^{-1})_{ab} dx^a \wedge dx^b \]
is a symplectic structure on \(M\) and the relation (4.4) holds.

A vector field \(X\) on the symplectic manifold \((M, \omega)\) is said locally Hamiltonian if
\[ (4.6) \quad L_X \omega = 0. \]
Since \(d\omega = 0\), this condition is equivalent to the condition \(d(i_X \omega) = 0\), i.e. a vector field is locally Hamiltonian if and only if the 1-form \(\hat{\alpha}_X = i_X \omega\) is closed. We denote by \(\mathfrak{X}_{\text{LH}}(M) \subset \mathfrak{X}(M)\) the set of locally Hamiltonian vector fields on \((M, \omega)\).

A vector field \(X\) is said globally Hamiltonian, or simply Hamiltonian, if the 1-form \(i_X \omega\) is exact, that is if a function \(f \in \mathcal{F}(M)\) exists such that
\[ (4.7) \quad i_X \omega = df. \]
In such a case the function \(f\), which is determined by \(X\) up to a constant, is said the Hamiltonian function of \(X\). We denote by \(\mathfrak{X}_H(M) \subset \mathfrak{X}_{\text{LH}}(M)\) the set of globally Hamiltonian vector fields on \((M, \omega)\). It is immediate to recover (recalling the non degeneracy of the 2-form \(\omega\)) that, if \(i_X \omega = df\), then \(X = X_f\) as defined in (3.1), so one can write
\[ (4.8) \quad \{f, g\} = \Lambda(df, dg) = \omega(X_f, X_g), \]
which is (4.1). The following chain of identities based on the properties of the exterior Cartan calculus proves that the commutator of two locally Hamiltonian vector fields \(X, Y\) is globally Hamiltonian, since
\[ (4.9) \quad i_{[X,Y]} \omega = (L_X i_Y - i_Y L_X) \omega = L_X i_Y \omega = i_X d(i_Y \omega) + d(i_X i_Y \omega) = d(i_X i_Y \omega). \]
This shows that \(\mathfrak{X}_{\text{LH}}(M)\) is a Lie subalgebra in \(\mathfrak{X}(M)\), while the relation (3.2) shows that \(\mathfrak{X}_H(M)\) is a Lie subalgebra of \(\mathfrak{X}_{\text{LH}}(M)\), indeed a Lie algebra ideal\(^{20}\), as the identity (for any \(L_A \omega = 0\))
\[ (4.10) \quad i_{[A,X]} \omega = d(L_A f + i_A i_X \omega), \]
together with (3.2) proves. Thus the derived Lie algebra is always made of Hamiltonian vector fields and the quotient of locally Hamiltonian with respect to Hamiltonian ones is related to the first cohomology group of the manifold \(M\).

A dynamical system \(\Gamma\) on \(M\) is said to have a Hamiltonian description if a symplectic structure \(\omega\) on \(M\) exists and if a (then so called) Hamiltonian function \(H \in \mathcal{F}(M)\) exists, such that \(\Gamma = X_H\), or equivalently such that
\[ i_{\Gamma} \omega = dH. \]
\(^{20}\)Notice also that, due to the non degeneracy of the 2-form \(\omega\), it is possible to prove that on a symplectic manifold \((M, \omega)\) the \(\mathcal{F}(M)\)-module of vector fields \(\mathfrak{X}(M)\) has a basis of Hamiltonian vector fields, namely those corresponding to the coordinate functions.
It is clear that, if $\Gamma = X_H$, then $H$ is a constant of the motion\(^{21}\). Moreover, it is from the closedness condition $d\omega = 0$ that we can prove that, as within the Poisson formalism, the constants of the motion close a Lie subalgebra of $\mathcal{F}(M)$ with respect to the Poisson bracket.

4.1. **Submanifolds of a symplectic manifold.** The symplectic 2-form $\omega$ allows to define, on the vector space $T_mM$ tangent in the point $m \in M$ to the manifold $M$, a notion of symplectic orthogonality: for any linear subspace $V_m \subset T_mM$, one defines

\[
V_m^\perp = \{ u \in T_mM : \omega(u, v) = 0 \ \forall v \in V_m \}.
\]

From the definition it is easy to directly prove that

$$V_m \subset W_m \Rightarrow W_m^\perp \subset V_m^\perp$$

and $(V_m^\perp)^\perp = V_m$. One defines a vector subspace $V_m$ *isotropic* if

$$V_m \subset V_m^\perp$$

(so that dim $V_m \leq N$); as *coisotropic* if

$$V_m^\perp \subset V_m$$

(so that dim $V_m \geq N$); as *Lagrangian* if

$$V_m = V_m^\perp$$

(so that dim $V_m = N$), as *symplectic* if

$$V_m \cap V_m^\perp = 0.$$

A distribution $\mathcal{D}$ on a symplectic manifold $(M, \omega)$ will be said isotropic (resp. coisotropic, Lagrangian, symplectic) if the vector subspaces in $\mathcal{D}(m) \subseteq T_mM$ satisfy such conditions at each point $m$. A submanifold $M' \hookrightarrow M$ will be called isotropic (resp. coisotropic, Lagrangian, symplectic) if its tangent space corresponds to an isotropic (resp. coisotropic, Lagrangian, symplectic) distribution in $TM$.

It is useful for what we shall describe in the following sections to relate the definitions above to a description of the submanifold in terms of a system of constraints [12, 13, 39, 44]. Let $M'$ be the $\delta$-dimensional manifold defined by

\[
M' = \{ m \in M : f_j(m) = 0 \}
\]

with $\{f_j\}_{j=1, \ldots, 2N-\delta}$ a set of independent smooth functions, i.e. $df_1 \wedge \cdots \wedge df_{2N-\delta}|_{M'} \neq 0$. It is immediate to see that the tangent distribution $\mathcal{D}'$ to $M'$ is spanned at each point $m' \in M'$ by the vector fields $X$ on $M$ which give $i_X df_j = 0$: upon denoting by $\mathcal{D}'_H$ the distribution spanned at each point $m' \in M'$ by the Hamiltonian vector fields $X_{f_j}$, one proves that

\[
\mathcal{D}' = \mathcal{D}'_H^\perp.
\]

Consider the antisymmetric matrix $C_{js}(m) = \{f_j, f_s\}$, and assume its rank is constant on $M'$, with $\text{rk}(C_{ab})|_{M'} = 2N - \delta - k$. This amounts to say that the null eigenspace ker$(C_{js})$ is spanned by a set of independent (on $M'$) elements $\phi_{aj} \in \mathcal{F}(M)$ solving

\[
\{f_j, f_s\} \phi_{as}|_{M'} = 0
\]

with $a = 1, \ldots, k; \ j, s = 1, \ldots, 2N-\delta$. The functions $\phi_a = \phi_{aj}f_j \in \mathcal{F}(M)$ are then, following Dirac, a maximal set of independent first class constraints with the properties

\[
\{\phi_a, f_j\}|_{M'} = 0,
\]

(4.15) \(\{\phi_a, \phi_b\}|_{M'} = 0\)

\(^{21}\)We pointed out already in the introduction that this comes from the skewsymmetry of the tensor $\omega$.\]
for any $a, b = 1, \ldots, k$ and $j = 1, \ldots, 2N - \delta$. We see from the first relation out of \((4.15)\) that each $X_{\phi_a} \in D'$, while from \((4.13)\) (since $D_H'$ is spanned by the Hamiltonian vector field associated to any constraint function) we see that $X_{\phi_a} \in D'^\perp$, i.e.
\begin{equation}
X_{\phi} \in D' \cap D'^\perp
\end{equation}
for any first class combination $\phi \in \mathcal{F}(M)$. Moreover, from the second relation out of \((4.15)\) we see that, given the independence of the $X_{\phi_a}$, the number of first class independent constraints $k$ cannot exceed $N$.

If $M'$ is isotropic, then $D' \subset D'^\perp$ and one can prove this happens (from \((4.13)\) and \((4.16)\)) if and only if the number of independent first class constraints equals the dimension of $M'$. If $M'$ is coisotropic, then $D'^\perp \subset D'$ and from the same relations one sees that it happens if and only if all the $f_j$ are first class. The submanifold $M'$ is Lagrangian when both conditions are simultaneously satisfied, that is when $M'$ is defined via $\delta = N$ independent first class constraints. Finally, the submanifold $M'$ is symplectic if and only if there are no first-class constraints among the $f_j$ elements.

We close this presentation by noticing that, if we compare the above description with that of the reduction for a Poisson algebra (section 3.1.2), then it is easy to see that, given the submanifold $M'$ in terms of the defining constraints \((4.12)\), we can define the ideal
\[ I_{M'} = \{ f \in \mathcal{F}(M) : f_{|M'} = 0 \} \]
and its normaliser with respect to the Poisson structure, i.e.
\[ N_{M'} = \{ u \in \mathcal{F}(M) : \{ u, f \} \in I_{M'} \forall f \in I_{M'} \}. \]

Elements in $N_{M'}$ give the Hamiltonian vector fields which are tangent to $M'$, while elements in the intersection $I_{M'} \cap N_{M'}$ give the set of first class constraints.

4.2. Exact symplectic manifolds. Since $\omega$ is closed, a symplectic manifold $(M, \omega)$ is called exact if a $1$-form $\theta \in \Lambda^1(M)$ is globally defined and reads
\begin{equation}
- d\theta = \omega
\end{equation}
(notice that the minus sign is a matter of historical convention). An example of a symplectic manifold which is not exact symplectic is given by the 2-dimensional torus $T^2$, with local angular coordinates $\{\phi_a\}_{a=1,2}$. The volume form $\omega = d\phi_1 \wedge d\phi_2$ is symplectic, but not exact, because if we had a globally defined potential $1$-form $\theta$ on $T^2$ then by the Stokes theorem it would be
\[ 4\pi^2 = \int_{T^2} -d\theta = \int_{\partial T^2} -\theta = 0 \]
since $\partial T^2 = \emptyset$. If $Q$ is a smooth $N$-dimensional orientable manifold, its cotangent bundle $\pi_Q : T^*Q \to Q$ gives a natural example of an exact symplectic manifold, with $\omega_Q = -d\theta_Q$ where the $1$-form $\theta_Q \in \Lambda^1(T^*Q)$ is globally defined via
\[ \sigma^*(\theta_Q) = \sigma, \]
where $\Lambda^1(Q) \ni \sigma : Q \to T^*Q$ is a smooth section of $T^*Q$ and $\sigma^*(\theta_Q)$ denotes the pullback of $\theta_Q$ via $\sigma$. With respect to the natural local bundle coordinates $\{q^a, p_a\}_{a=1,\ldots,N}$ (with $q^a$ providing local coordinates on the base manifold $Q$ and $p_a$ global fiber coordinates) one has
\begin{equation}
\theta_Q = p_a dq^a,
\omega_Q = -d\theta_Q = dq^a \wedge dp_a.
\end{equation}
This shows that on a cotangent bundle manifold the base manifold is given as the quotient of a Lagrangian foliation, and each fiber of this foliation is a vector space, so that a suitable Liouville-type vector field $\Delta = p_a \partial_{p_a}$ is defined, with
\[
L_\Delta \omega_Q = \omega_Q.
\]
It is possible to prove [6] that these structures locally\(^{22}\) characterise a cotangent bundle manifold: there exists a local symplectic diffeomorphism between $(M, \omega)$ (with $\dim M = 2N$) and $(T^*Q, \omega_Q)$ if and only if there exists a partial Liouville structure $\Delta \in \mathfrak{X}(M)$ such that the zero manifold (i.e. the manifold of critical points) for $\Delta$ is $N$-dimensional and $L_\Delta \omega = \omega$. By a partial Liouville structure on $M$ we mean, generalising what we described in section 3.2, a complete vector field $\Delta \in \mathfrak{X}(M)$ such that the subalgebra $\mathcal{F}^{(0)}$ (defined as in (3.43)) and the $\mathcal{F}^{(0)}$-bimodule $\mathcal{F}^{(1)}$ (again from (3.43)) are finitely generated and together with the 1-forms $d\mathcal{F}^{(0)}$, $d\mathcal{F}^{(1)}$ give a $\mathcal{F}(M)$-bimodule basis for the whole $\Lambda^1(M)$; and moreover such that the critical set for $\Delta$ is a submanifold whose algebra of functions is isomorphic to $\mathcal{F}^{(0)}$. The distribution
\[
\mathcal{D} = \{ Y \in \mathfrak{X}(M) : L_Y f = 0 \ \forall \ f \in \mathcal{F}^{(0)} \}
\]
is integrable; the condition given by $L_\Delta \omega = \omega$ allows to recover that the corresponding foliation is Lagrangian, so that one can denote by $\{q^a\}_{a=1,\ldots,N}$ a local coordinate chart on the quotient manifold (the base $Q$ for the bundle) corresponding to the foliation generated by the distribution $\mathcal{D}$ and by $\{p_a\}_{a=1,\ldots,N}$ the fiber coordinates on each leaf, so that $\Delta = p_a \partial_{p_a}$. We notice that a given symplectic manifold can have alternative cotangent bundle structures. A trivial example for that is given by the vector space $M = \mathbb{R}^{2N}$, where $\theta = p_a dq^a$ and $\theta' = -q^a dp_a$ result in the same symplectic 2-form, but give base manifolds for the associated cotangent bundle which are related by a Fourier transform.

We close this introduction to the geometry of exact symplectic manifolds by noticing that, if $M = T^*Q$, then we can lift any diffeomorphism $\phi : Q \to Q$ to the canonical diffeomorphism $\tilde{\phi} : T^*Q \to T^*Q$ whose action on the fibres of $T^*Q$ is given by the condition $\tilde{\phi}^* \theta_Q = \theta_Q$. With respect to the Darboux chart on $T^*Q$, this reads
\[
(4.19) \quad \tilde{\phi} : (q^a, p_a) \mapsto (\phi^a(q), \left( \frac{\partial \phi^a}{\partial q^b} \right)^{-1} p_b).
\]
The map $\tilde{\phi}$ is called the cotangent lift to $T^*Q$ of $\phi$ on $Q$. If $X \in \mathfrak{X}(M)$ is the infinitesimal generator of a one parameter group of diffeomorphisms $\Phi_s$ on $M$, with a local expression $X = X^a \partial_{q^a}$, then the cotangent lift $\tilde{\Phi}_s$ gives a one parameter group of canonical diffeomorphisms whose infinitesimal generator $\tilde{X}$ on $T^*M$ has the coordinate expression
\[
(4.20) \quad \tilde{X} = X^a \frac{\partial}{\partial q^a} - p_b \left( \frac{\partial X^b}{\partial q^a} \right) \frac{\partial}{\partial p_a}.
\]

4.3. Symmetries and reduction within the symplectic formalism. Before entering a systematic analysis of the Noether theorem within the Hamiltonian formalism, we notice that, if $[A, X_H] = 0$, then the function
\[
\phi_A = i_{X_H} i_A \omega = -i_A dH = -L_A H
\]
is a constant of the motion, since $L_{X_H} (L_A H) = L_A (L_{X_H} H) + L_{[X_H, A]} H = 0$. It is nonetheless crucial to stress that there is no control on how effective this procedure may be, and there are several example where it turns to be empty (see [33]).

\(^{22}\)There exist examples, within the category of Stein manifolds in complex geometry, of exact symplectic manifolds which are not globally canonically diffeomorphic to a cotangent bundle manifold.
Following the path outlined in the introduction, we devote our attention to the relations between invariant 1-forms and infinitesimal symmetries for a given Hamiltonian dynamics $X_H$ on a symplectic manifold $(M,\omega)$.

4.3.1. **Constants of the motions and symplectic reduction.** It is immediate to see from (3.2), (3.9) and (3.29) that, if $L_{X_H}u = 0$, i.e. $u$ is a constant of the motion, then the vector field $X_u$ is a canonical (i.e. it is compatible with the symplectic structure) infinitesimal symmetry for the dynamics $X_H$. This claim is obviously equivalent to the case studied in section 3.1.1 within the Poisson formalism, see the proposition 3.1. This is the well known form of the Noether theorem within the Hamiltonian formalism, that we write as

**Proposition 4.1.** Given a Hamiltonian dynamics $\Gamma = X_H$ on a symplectic manifold $(M,\omega)$, if $u \in \mathcal{F}(M)$ is a constant of the motion, then the corresponding Hamiltonian vector field $X_u$ is an infinitesimal canonical symmetry for $\Gamma$.

We now focus on a reduction procedure related to the existence of a constant of the motion for a given Hamiltonian dynamics (see [32, 33]). The example we are going to describe is intended to clarify what one means by symplectic reduction and to prepare for a more general analysis of the problem.

**Example 4.1.** Consider the dynamics $\Gamma$ of a point particle moving in an external radial force field. The configuration space for such system is $Q = \mathbb{R}^2$ with global coordinates $(x, y)$ the corresponding phase space $M = T^*\mathbb{R}^2$ has the canonical symplectic structure

$$\omega = dx \wedge dp_x + dy \wedge dp_y,$$

so $\Gamma = X_H$ with

$$H = \frac{1}{2}(p_x^2 + p_y^2) + V(r)$$

where $r^2 = x^2 + y^2$. The function

$$(4.21) \quad L = xp_y - yp_x$$

(the angular momentum of the given particle) is invariant along the integral curves of $X_H$,

$$\{H, L\} = 0.$$ 

Consider $L = l \neq 0$. The set

$$N_l = \{m \in M : L(m) = l\}$$

is a three dimensional embedded $i_l : N_l \hookrightarrow M$ submanifold. The integral curves of $X_H$ lies at any time $t$ on $N_l$ for any choice of Cauchy data giving $L = l$. In order to elaborate such example, we consider the set of two dimensional spherical coordinates $(\theta, r > 0)$ on $Q_0 = Q\backslash\{0\}$ (notice that the choice $L = l \neq 0$ amounts to consider integral curves which do not pass through the origin in $Q$) with

$$x = r \cos \theta,$$
$$y = r \sin \theta,$$

and

$$(4.22) \quad rp_r = xp_x + yp_y,$$
$$p_\theta = xp_y - yp_x = L$$

for the corresponding conjugate variables. On $T^*Q_0$ it is $\Gamma = X_H$ with

$$H = \frac{1}{2}(p_r^2 + \frac{p_\theta^2}{r^2}) + V(r),$$
reading the o.d.e. system

\[ \dot{\theta} = p_\theta / r^2, \quad \dot{p}_\theta = 0, \]
\[ \dot{r} = p_r, \quad \dot{p}_r = p_\theta^2 / r^3 - \partial_r V \]

(4.23)

The embedding \( i_l \) that comes from the Cauchy data corresponds to \( N_l = \{ m \in T^*Q_0 : p_\theta = l \} \).

The equations above are written on \( N_l \) as

\[ \dot{\theta} = l / r^2, \quad p_\theta = l \neq 0, \]
\[ \dot{r} = p_r, \quad \dot{p}_r = l^2 / r^3 - \partial_r V \]

(4.24)

The radial motion is described by the second line equations (4.24), and is decoupled from the angular motion: once a solution \( r(t) \) is obtained, the angular motion (given by the first line equation in (4.24)) can be determined, thus giving a complete solution to the dynamical problem.

Notice that if the Cauchy data select \( l = 0 \) it is easy to see that there exists a straight line \( S = \mathbb{R} \) through the origin in \( Q \) such that the dynamics reduces to the Newtonian equation

\[ \ddot{s} = -\partial_s V \]

As we already commented on, when discussing about the reduction procedure within the Poisson formalism in the previous section, the presence of the single constant of the motion \( L = p_\theta \) for the Hamiltonian dynamics \( X_H \) on a phase space can give a two dimensional reduction of the dynamics. Moreover, the equations for the radial motion turn to have a Hamiltonian formulation, with

\[ \tilde{H} = \frac{1}{2} \left( p_r^2 + \frac{l^2}{r^2} \right) + V(r) \]

on the phase space \( T^*\mathbb{R}_+ \) with the symplectic form \( \tilde{\omega} = dr \wedge dp_r \).

We cast this example within the general reduction scheme outlined in section 2. The constant of the motion \( L : T^*\mathbb{R}^2 \to \mathbb{R}_0 \) gives \( L_*(X_H) = 0 \) (see (2.2)), the involutive distribution

\[ \mathcal{D}_L = \{ Y \in \mathfrak{X}(M) : i_Y dL = 0 \} \]

gives the set of vector fields in \( M \) which are tangent to \( N_l \) (see (2.6)): one clearly has that both \( X_H \) and \( X_L \) are in \( \mathcal{D}_L \). Each integral curve of \( X_L \) gives a leaf of a (regular, for \( l \neq 0 \)) foliation in \( N_l \), whose quotient turns to be the 2 dimensional manifold \( T^*\mathbb{R}_+ \), so we have the fibration

\[ \pi : N_l \to T^*\mathbb{R}_+. \]

The basis of such a fibration has the symplectic structure \( \tilde{\omega} \), and from the condition

\[ [X_H, X_L] = 0 \]

we see that the vector field \( X_H \) is projected onto a vector field on \( T^*\mathbb{R}_+ \), and such projected vector field turns to be Hamiltonian with respect to the Hamiltonian function \( \tilde{H} \) and the symplectic form \( \tilde{\omega} \).

Such a reduction procedure, which seems quite ad hoc, can be analysed under a more general approach. On the embedded submanifold \( i_l \neq 0 : N_l \hookrightarrow M \) the 2-form

\[ \omega_l = i_l^* \omega = dr \wedge dp_r \]

is closed and degenerate. Its kernel is spanned by the Hamiltonian vector field \( X_L = \partial_\theta \) in \( \mathcal{D}_L \) corresponding to the constant of the motion \( L \). This kernel gives an involutive regular distribution.

One proves that the corresponding fibration is \( \pi : N_l \to T^*\mathbb{R}_+ \), and that \( \omega_l \) induces the symplectic structure \( \tilde{\omega} \) on the basis.
The restriction of the vector field $X_H$ to $N_l$ is projected onto $T^*\mathbb{R}_+$, where it turns to be Hamiltonian with respect to $\tilde{\omega}$ and Hamiltonian function $\tilde{H}$ such that

$$H|_{N_l} = \pi^*\tilde{H}. \tag{4.26}$$

Such a restriction clarifies the reason why the corresponding Hamiltonian function $\tilde{H}$ (4.25) depends on the value of $l$. Notice that not the whole dynamics is projected on the quotient $T^*\mathbb{R}_+$, since a piece of the problem, namely the angular equation (4.24) $\dot{\theta} = l/r^2$, has to be analysed after the reduced motion on $T^*\mathbb{R}_+$ had been solved.

This approach to the reduction procedure based on the existence of constants of the motion for a Hamiltonian dynamics is what is generalised in the following pages.

Assume that a symplectic dynamics $X_H$ on $(M,\omega)$ has a set $\{u_j\}_{j=1,...,\delta}$ of constants of the motion which are functionally independent and provide a (local) submersion

$$F : M \to (u_1,\ldots,u_\delta) \subset \mathbb{R}^\delta.$$ 

Such a submersion defines the involutive distribution

$$D_F = \{Y \in \mathfrak{X}(M) : L_Y u_j = 0\} \tag{4.27}$$

that gives the space of vector fields which are tangent to the leaves of the corresponding foliations $\Phi^F$. We denote each leaf by

$$N_c = \{m \in M : F(m) = c\} \tag{4.28}$$

with $c \in \mathbb{R}^\delta$ and restrict our attention to regular values for $dF$, so that the leaf $N_c$ is a manifold embedded into $M$, with $i : N_c \hookrightarrow M$ and $\dim N_c = 2N - \delta$. From the condition $L_{X_H} u_j = 0$ we have $X_H \in D_F$, which means that the dynamical flow lies on a (given by the initial conditions) leaf $N_c$. The tensor

$$\omega_c = i^*\omega$$

is a (possibly degenerate) closed 2-form on $N_c$. Its kernel is seen to give an involutive distribution which can be written, recalling the notion of orthosymplectic subspace (4.11), as the intersection

$$\ker \omega_c = D_F \cap D^\perp_F.$$ 

The identity $D_F = D^\perp_X$ (the analogue of the relation (4.13), where the distribution $D_X$ is the span of the Hamiltonian vector fields $\{X_{u_j}\}_{j=1,...,\delta}$ in analogy to what we considered in the previous section\textsuperscript{23}) allows to prove that the intersection above is

$$\ker \omega_c = D_F \cap D_X, \tag{4.29}$$

(at each point in $N_c$) or equivalently

$$\ker \omega_c = D_X \cap D^\perp_X. \tag{4.30}$$

Notice that, since we have not assumed that the functions $\{u_j\}$ close a function group, the distribution $D_X$ is not necessarily involutive, and the Hamiltonian vector fields $X_{u_j}$ are indeed not necessarily tangent to $N_c$, since

$$L_{X_{u_j}} f_k = \{f_k,f_j\}.$$ 

If we assume that the rank of the distribution (4.29) is constant on each point of $N_c$ and for values of $c$ in a suitable open subset in $\mathbb{R}^\delta$, then the corresponding foliation $\Phi^{\omega_c}$ reads the quotient $N_c/\Phi^{\omega_c}$.

\textsuperscript{23}Within the classical approach developed by Whittaker and Levi-Civita, a reduction procedure associated to a set of constants of the motion for a symplectic dynamics $\Gamma = X_H$ was based on the fact that a suitable parametrization for the integral curves of the vector fields $X_{u_j}$ gave the set of variables $\varphi_j$ conjugate to the $u_j$. Along a local coordinate system given upon completing the $u, \varphi$, the Hamiltonian would indeed depend on the $\varphi_j$ ignorable coordinates.
which has a manifold structure\(^{24}\). On such a quotient manifold the 2-form \(\omega_c\) turns to be closed and non degenerate, i.e. symplectic \(\tilde{\omega}\). It is indeed easy to see that
\[
\begin{align*}
  i_Y \omega_c &= 0, \\
  L_Y \omega_c &= 0
\end{align*}
\]
for any \(Y \in \text{ker} \, \omega_c\), and this reads that there exists a 2-form \(\tilde{\omega}\) on \(N_c/\Phi^{\omega_c}\), which is also non degenerate, such that
\[
\omega_c = \pi^* \tilde{\omega}
\]
where
\[
\pi : N_c \to N_c/\Phi^{\omega_c}
\]
denotes the canonical projection defined by the foliation \(\Phi^{\omega_c}\). The dynamics \(X_H\) is projectable onto \((N_c/\Phi^{\omega_c}, \tilde{\omega})\), with
\[
(4.31)
\]
\[
i_{X_H} \tilde{\omega} = d \tilde{H}
\]
where one has for the restriction \(H|_{N_c} = \pi^*(\tilde{H})\) with \(\tilde{H} \in \mathcal{F}(N_c/\Phi^{\omega_c})\). This means that a set of constants of the motion allows to reduce a symplectic dynamics \(X_H\) to a vector field on a suitable quotient, and such a reduced vector field is Hamiltonian with respect to a symplectic structure induced on the quotient. Notice that, since the symplectic structure can be formulated in terms of a 2-form, i.e. a covariant tensor, we have described the reduction process not in terms of algebra quotients (as we did within the Poisson formalism), but in terms of manifolds and maps between them.

The motion of a point particle in a central force field in \(\mathbb{R}^3\) gives an interesting generalization of the analysis performed in the two dimensional example 4.1.

**Example 4.2.** Consider the Hamiltonian dynamics \(\Gamma = X_H\) given by
\[
H = \frac{1}{2} p^2 + V(r), \quad \omega = dx_j \wedge dp_j
\]
on \(M = \mathbb{R}^6 = T^*\mathbb{R}^3\) with the usual global symplectic coordinates \((x_j, p_j)_{j=1,\ldots,3}\) and \(p^2 = p_j p_j\), \(r^2 = x_j x_j\). The three functions
\[
L_j = \varepsilon_{j ab} x_a p_b
\]
give a set of constants of the motion. Fixing their values amounts to select
\[
N_L = \{ m \in M : L_j(m) = l_j \},
\]
which for \(l_j, l_j \neq 0\) gives a three dimensional submanifold with the embedding \(i_L : N_L \hookrightarrow M\). Notice that, since it is
\[
\{ L_j, L_k \} = \varepsilon_{j ks} L_s,
\]
the Hamiltonian vector fields \(X_j\) given by
\[
i_{X_j} \omega = d L_j
\]
are not tangent to \(N_L\). It is indeed easy to see that the kernel of the closed 2-form
\[
\omega_L = i_L^* \omega
\]
is spanned (see (4.29)) by
\[
X = L_j X_j.
\]
Such a vector field \(X \in \mathcal{X}(N_L)\) is the vertical vector field for the fibration \(\pi : N_L \to M'\), where \(M'\) turns to be symplectic.

\(^{24}\)In analogy to what we described in section 4.1, it is possible to prove that the dimension of the quotient is given by \((2N - 2\delta + \lambda)\), where \(\lambda\) is the (functional) rank of the matrix \(F_{ij} = \{ u_i, u_j \}\).
In order to understand the topology of the symplectic quotient $M'$ we proceed as in the example 4.1, i.e. we study the problem in $T^* (\mathbb{R}^3 \setminus \{0\})$ using spherical coordinates

$$
q_1 = r \sin \theta \cos \phi, \quad q_2 = r \sin \theta \sin \phi, \quad q_3 = r \cos \theta
$$

with $\theta \in (0, \pi), \phi \in (0,2\pi), r > 0$, (notice that this amounts to consider only integral curves for $\Gamma$ in $M$ which do not intersect the origin in the configuration space $Q = \mathbb{R}^3$, i.e. to fix $l_j l_j \neq 0$). The dynamics can be written as

$$
\dot{\theta} = \frac{p_\theta}{r^2}, \quad \dot{p}_\theta = 0, \\
\dot{\phi} = \frac{p_\phi}{(r^2 \sin \theta)}, \quad \dot{p}_\phi = 0, \\
\dot{r} = p_r, \quad \dot{p}_r = \{p_r, H\}
$$

(4.33)

with the Poisson bracket corresponding to $\omega = dr \wedge dp_r + d\theta \wedge dp_\theta + d\phi \wedge dp_\phi$ and

$$
H = \frac{1}{2} \left( \frac{1}{r^2} \left( \frac{p_r^2}{\sin \theta} + \frac{p_\phi^2}{\sin \theta} \right) \right) + V(r).
$$

Fixing the values $p_\theta = c_\theta, p_\phi = c_\phi$ for the constants of the motion results in the embedding

$$
i_c : N_c \hookrightarrow M,
$$

with the degenerate closed 2-form

$$
\omega_c = i_c^* \omega = dr \wedge dp_r.
$$

Its kernel is two dimensional and spanned by the Hamiltonian vector fields $\{\partial_\theta = X_{p_\theta}, \partial_\phi = X_{p_\phi}\}$. These vector fields provide the vertical fields for the fibration $\pi : N_c \rightarrow T^* \mathbb{R}_0 \simeq M'$. The restriction $X_H |_{N_c}$ is projected onto the Hamiltonian vector field $X_{\tilde{H}}$ on $T^* \mathbb{R}_0$ with

$$
\tilde{H} = \frac{1}{2} \left( \frac{1}{r^2} \left( c_\theta^2 + \frac{c_\phi^2}{\sin \theta} \right) \right) + V(r).
$$

Once the radial problem is solved, the angular motion given by

$$
\dot{\theta} = c_\theta/r^2, \quad \dot{\phi} = c_\phi/(r^2 \sin \theta),
$$

can be analysed. Alternatively, we can notice that, since it is $q_j L_j = 0$, the motion in the configuration space is planar, and up to a rotation in $Q_0 = \mathbb{R}^3 \setminus \{0\}$, it is no loss of generality to fix the values of the angular momentum functions (4.32) as

$$
L_1 = L_2 = 0, \quad L_3 = l,
$$

which selects $N_l$ as

$$
\theta = \pi/2, \quad p_\theta = 0, \quad p_\phi = l,
$$

and then its tangent space $D_L$ as the distribution spanned by the vector fields $\{\partial_\phi, \partial_r, \partial_{p_r}\}$. It is

$$
\omega_l = i_l^* \omega = dr \wedge dp_r;
$$

It is evident that $\text{ker} \ \omega_l = \{\partial_\phi\}$, and it is an easy calculation to prove it coincides with the restriction of $X = L_j X_j$ to $N_l$. We close the analysis of this example by noticing that the conditions $\theta = 0, p_\theta = 0$ map this three dimensional dynamics into the two dimensional considered in the example 4.1.
4.3.2. Symmetry action of a Lie algebra and the symplectic reduction. The reduction procedure presented above does not require any Lie algebra structure: the constants of the motion \( u_i \) need not be in involution nor close a Lie algebra with respect to the Poisson tensor corresponding to the symplectic form. We describe now how the reduction procedure can be modified, when this occurs (see [38]). Assume that a \( \delta \)-dimensional Lie algebra \( \mathfrak{g} \) with commutator structure given, along a basis \( \{e_a\}_{a=1,\ldots,\delta} \), by

\[
[e_a, e_b] = e_{ab}^s e_s,
\]

has a symplectic action on \((M, \omega)\). In analogy to what we described in section 3.1.4, under the name of symplectic action of a Lie algebra we mean that there exists a Lie algebra homomorphism \( \psi : e_a \mapsto \hat{X}_a \), with \( \hat{X}_a \in \mathfrak{X}(M) \), such that

\[
L_{\hat{X}_a} \omega = 0:
\]

this reads that locally

\[
i_{\hat{X}_a} \omega = du_a
\]

with \( u_a \in \mathcal{F}(M) \). As already pointed out within the Poisson formalism (see (3.33)), this implies that

\[
\{u_a, u_b\} = c_{ba}^c u_c + \sigma_{ab}
\]

with \( \sigma_{ab} = -\sigma_{ba} \) and \( d\sigma_{ab} = 0 \). If there exists a basis for \( \mathfrak{g} \) which reads \( \sigma_{ab} = 0 \), then the action \( \psi \) is said strongly Hamiltonian\(^{25}\). In this case, the set \( \{u_a\}_{a=1,\ldots,\delta} \) closes a function group. Assume that \( \psi \) is a strongly Hamiltonian action of \( \mathfrak{g} \) upon \((M, \omega)\), with \( \dim M = 2N \). We analyse how the assumptions on the (Lie) algebraic properties of the elements \( \{u_a\}_{a=1,\ldots,\delta} \) modify the reduction procedure we outlined in the previous pages. We define the momentum map

\[
\mu : M \to \mathfrak{g}^*
\]

corresponding to the strongly symplectic action \( \psi \) via (here \( \mathfrak{g}^* \) is the dual vector space to \( \mathfrak{g} \))

\[
(4.34) \quad \mu : m \mapsto (u_a(m)) e^a
\]

where \( \{e^a\}_{a=1,\ldots,\delta} \) is the dual basis to the \( \{e_a\} \) (which reads \( e^a(e_b) = \delta_b^a \)), with \( \hat{X}_a = X_{u_a} \). The momentum map \( \mu \) is in general not onto, i.e. it is not surjective on all \( \mathfrak{g}^* \). Upon restricting the map \( \mu \) so that the functions \( \{u_a\} \) are functionally independent, we see that \( \mu \) is a (local) submersion and gives a foliation \( \Phi^\mu \) depending\(^{26}\) on the action \( \psi \). In this case it is possible to prove that the momentum map \( \mu \) transforms the action \( \psi \) into (a restriction of) the co-adjoint action of \( \mathfrak{g} \) on \( \mathfrak{g}^* \), which means that (locally, again, since the vector fields \( \hat{X}_a \) are not necessarily complete)

\[
(4.35) \quad \mu_* : \hat{X}_a \mapsto \tilde{X}_a = c_{ba}^c x_a \frac{\partial}{\partial x_b},
\]

where \( \{x_a\}_{a=1,\ldots,\delta} \) is the global coordinate system for \( \mathfrak{g}^* \supset x = x_a e^a \). This amounts to say\(^{27}\) that the Hamiltonian vector fields \( \hat{X}_a \) are \( \mu \)-related to the vector fields \( \tilde{X}_a \). Since the vector fields \( \tilde{X}_a \) close a Lie algebra, the distribution \( D_X \) they generate is integrable. If \( W_a \subset M \) is the \( \delta \)-dimensional leaf

\(^{25}\)This is general not possible, notice indeed that any action of a perfect Lie algebra is strongly Hamiltonian. Notice also that in case of interest it could be preferable to have a symplectic action which is not strongly Hamiltonian. Consider the symplectic vector space \((\mathbb{R}^2, \omega = dx \wedge dy)\), with the Hamiltonian vector fields \( X = \partial_y \) and \( Y = \partial_x \); one clearly has \([X,Y] = 0\), and \([x,y] = 1\). The vector fields \( X, Y \) are seen to realise a symplectic action of the commutative Lie algebra in 2 dimensions, or equivalently (and this is one of the cornerstones of the geometric formulation of the correspondence principle in quantum mechanics) a strongly Hamiltonian action of the 3 dimensional Lie algebra corresponding to the Heisenberg group.

\(^{26}\)In such a case one usually says that \( \psi \) foliates.

\(^{27}\)It is also possible to prove that, if \( \psi \) is a symplectic action of \( \mathfrak{g} \) upon \((M, \omega)\) with \( \{u_a, u_b\} = c_{ba}^c u_c + \sigma_{ab} \), then for the momentum map defined as in (4.34) it is \( \mu_*(\hat{X}_a) = (c_{ba}^c x_a + \sigma_{ba}) \partial_b \).
of the corresponding foliation $\Phi^X$ (with $a \in M$) from (4.35) we see that $\mu(W_a) \subseteq S_{\mu(a)}$, where $S_{\mu(a)}$ is the orbit of the coadjoint action of $\mathfrak{g}$ upon $\mathfrak{g}^*$ which passes through $\mu(a)$.

The reduction procedure runs parallel to what we have already described. If $\alpha \in \text{Range}(\mu) \subseteq \mathfrak{g}^*$, we denote by

\[(4.36) \quad N_\alpha = \{ m \in M : \mu(m) = \alpha \}\]

the leaf (corresponding to the value $\alpha \in \mathfrak{g}^*$) of the foliation generated by the momentum map. Each leaf $N_\alpha$ is a $(2N - \delta)$-dimensional manifold embedded in $M$, with $i_\alpha : N_\alpha \hookrightarrow M$. One proves that

\[(4.37) \quad \ker i_\alpha^*\omega = D_X \cap D_\mu,\]

(see (4.29)) with

\[(4.38) \quad D_\mu = \{ Y \in \mathfrak{X}(M) : i_Y du_a = 0 \}\]

(as in (4.27)), so mimicking (4.29). The distribution spanned by $\ker i_\alpha^*\omega$ on $N_\alpha$ is regular, and generates a foliation. Each leaf of such a foliation turns out to be the $(\delta - \dim S_\alpha)$-dimensional manifold $N_\alpha \cap W_a$. On the quotient manifold (which we write as $N_\alpha/(N_\alpha \cap W_a)$) the tensor $i_\alpha^*\omega$ induces a symplectic form $\tilde{\omega}$, which can be written as (see [38])

\[(4.39) \quad i_\alpha^*\omega = \pi_{\alpha,a}\tilde{\omega}\]

where the projection is $\pi_{\alpha,a} : N_\alpha \rightarrow N_\alpha/(N_\alpha \cap W_a)$. It is interesting to notice that the Poisson tensor on (3.10) defined in $\mathfrak{g}^*$ induces a non degenerate Poisson tensor, i.e. equivalently a symplectic form $\tilde{\omega}_\alpha$ on each coadjoint orbit $S_\alpha \subset \mathfrak{g}^*$ (this is the well known Kirillov - Kostant - Souriau structure on coadjoint orbits of finite dimensional Lie algebras, see [24, 26, 43]). The pullback form $\mu^*\tilde{\omega}_\alpha$ is seen to coincide with the restriction of $\omega$ to each leaf $W_a$ when $\mu(a) = \alpha$.

When a Hamiltonian dynamics $X_H$ is invariant under a strongly simplectic action of a Lie algebra $\mathfrak{g}$, i.e. $L_{X_H} u_a = 0$ for the corresponding function group, one proves that $X_H$ is projectable onto $(N_\alpha/(N_\alpha \cap W_a))$ and it is Hamiltonian with respect to the symplectic form $\tilde{\omega}$, with a relation analogue to (4.31) valid.

On the symplectic vector space $(M = \mathbb{R}^4, \omega = dq_a \wedge dp_a, \quad a = 1, 2)$, with a point $m \in \mathbb{R}^4$ identified by the global coordinates $m = (q_a, p_a)_{a=1,2}$ we consider the following examples for a symplectic reduction, which comes from (3.11) and (3.12).

**Example 4.3.** Such example may be understood as related to the classical dynamics of a two-dimensional harmonic oscillator or to the geometrical description of the quantum dynamics of a q-bit. Let $\mathfrak{g} = \mathfrak{su}(2)$ with commutator structure $[e_a, e_b] = \varepsilon_{ab}e_c$. The functions

\[(4.40) \quad u_1 = \frac{1}{2}(q_1 q_2 + p_1 p_2), \quad u_2 = \frac{1}{2}(q_1 p_2 - q_2 p_1), \quad u_3 = \frac{1}{2}(q_1^2 + p_1^2 - q_2^2 - p_2^2)\]
give the realization of the Lie algebra 28 \{u_a, u_b\} = \varepsilon_{ab} u_c, the corresponding Hamiltonian vector fields
\[
\begin{align*}
\hat{X}_1 &= \frac{1}{2} (p_2 \partial_{q_1} + p_1 \partial_{q_2} - q_2 \partial_{p_1} - q_1 \partial_{p_2}), \\
\hat{X}_2 &= \frac{1}{2} (-q_2 \partial_{q_1} + q_1 \partial_{q_2} - p_2 \partial_{p_1} + p_1 \partial_{p_2}), \\
\hat{X}_3 &= \frac{1}{2} (p_1 \partial_{q_1} - p_2 \partial_{q_2} - q_1 \partial_{p_1} + q_2 \partial_{p_2})
\end{align*}
\] (4.41)
give a strongly Hamiltonian action \(\psi\) of the Lie algebra \(\mathfrak{su}(2)\) on \((\mathbb{R}^4, \omega)\) with corresponding
momentum map \(\mu : m \mapsto u_a(m)e^a\). This momentum map is a regular submersion for any \(m \neq m_0 = (0, 0, 0, 0)\), the leaves \(W_r\) corresponding to the Hamiltonian distribution \(D_X\) spanned by the vector fields \(\hat{X}_a\) in (4.41) at any regular point \(m\) with
\[u_4(m) = r^2/4\]
are easily seen to be diffeomorphic to a 3-dimensional sphere of radius \(r > 0\), having defined
\[u_4 = \frac{1}{4}(q_1^2 + p_1^2 + q_2^2 + p_2^2),\]
reading \(\{u_4, u_a\} = 0\), with \(u_4^2 = u_1^2 + u_2^2 + u_3^2\). The momentum map \(\mu\) gives
\[\mu_*(\hat{X}_a) = \varepsilon_{abc} u_b \partial_{u_c},\]
which are tangent to the orbit
\[\mathcal{S}\mu(m) \simeq S^2\]
of the coadjoint action of \(g = \mathfrak{su}(2)\). The distribution \(D_\mu\) (see (4.38)) turns to be the span of the vector field
\[\Gamma = (p_1 \partial_{q_1} - q_1 \partial_{p_1}) + (p_2 \partial_{q_2} - q_2 \partial_{p_2}),\]
which is the Hamiltonian vector field \(\Gamma = \hat{X}_4\) corresponding to the Hamiltonian function \(u_4\). This means that the leaf
\[N_\alpha = \{M \ni m \neq m_0 : \mu(m) = \alpha \in g^*\}\]
(assumed that \(\alpha \neq 0 \in g^*\)) is given by the orbit of \(\Gamma\) through \(m\), which is diffeomorphic to a circle \(S^1\). Aiming at a symplectic reduction driven by the action \(\psi\), we notice that \(\text{dim } W_r > \text{dim } N_\alpha\), so we consider the embedding \(i_r : W_r \hookrightarrow \mathbb{R}^4\) and the 2-form \(i_r^* \omega\), whose kernel is the span by \(D_\mu\), since
\[\Gamma = u_4^{-1} u_a \hat{X}_a.\]
This means that, when \(N_\alpha \cap W_r \neq \{0\}\), it is \(N_\alpha \subset W_r\), thus reading the quotient \(W_r/(W_r \cap N_\alpha) \simeq W_r/N_\alpha\) which is the well known Hopf fibration \(S^2 \simeq S^1/S^1\). In this case, the symplectic structure \(\tilde{\omega}\) induced on the topological quotient \(S^2\) can be written in terms of the symplectic form on the \(S_\alpha\) coadjoint orbit as
\[\tilde{\omega} = \varepsilon^{abc} u_a du_b \wedge du_c\]
with \(u_4^2 = u_1^2 + u_2^2 + u_3^2 = r^2\).
In this specific example, it is clear that the subalgebra introduced in (3.25) is given by
\[\mathcal{F}_X = \{f \in \mathbb{R}^4 : f = f(u_4)\},\]
while the subalgebra introduced in (3.34) is given by
\[\mathcal{F}_\alpha = \mathcal{F}(g^* \setminus \{0\}).\]

28 Notice that the elements \(\{u_1\}\) in \(\mathcal{F}(M)\) are more than a function group, since a function group is a Poisson
subalgebra of \(\mathcal{F}(M)\) and need not be related to any finite dimensional Lie algebra.
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When, as an example of (3.37) we have the case studied in section 3.1.4, we see that the dynamics can be projected as \( \mu_{\gamma}(X_H) = \gamma \partial_{u_a} \), which is not tangent to any coadjoint orbit and therefore not canonical.

**Example 4.4.** Consider now a strong symplectic action on the same manifold \((\mathbb{R}^4, \omega)\) of the 3-dimensional Lie algebra \( \mathfrak{g} = \mathfrak{sb}(2, \mathbb{C}) \) whose Poisson tensor \( \Lambda_{\mathfrak{g}} \) on \( \mathcal{F}(\mathfrak{g}^*) \) has no global Casimir, as we showed after (3.12). The functions

\[
\begin{align*}
    u_1 &= -(q_1p_1 + q_2p_2), \\
    u_2 &= q_1, \\
    u_3 &= q_2
\end{align*}
\]

(4.42)

give a representation (see the footnote 28) for the Lie algebra \( \mathfrak{g} = \mathfrak{sb}(2, \mathbb{C}) \) with

\[
\{u_1, u_2\} = u_2, \quad \{u_1, u_3\} = u_3, \quad \{u_2, u_3\} = 0,
\]

the corresponding Hamiltonian vector fields

\[
\begin{align*}
    \dot{X}_1 &= -q_1 \partial_{q_1} - q_2 \partial_{q_2} + p_1 \partial_{p_1} + p_2 \partial_{p_2}, \\
    \dot{X}_2 &= -\partial_{p_1}, \\
    \dot{X}_3 &= -\partial_{p_2}
\end{align*}
\]

(4.43)

give a strongly Hamiltonian action \( \psi \) with momentum map \( \mu \). Such Hamiltonian vector fields span the integrable distribution \( \mathcal{D}_X \). The analysis of the corresponding leaves begins upon noticing that the derivations \( \dot{X}_2, \dot{X}_3 \) generate the translation group onto the Lagrangian subspaces given by the \((p_1, p_2)\) planes. Moreover, the action of the vector field \( \dot{X}_1 \) amounts to independent dilations on the \((q_1, q_2)\) and on the \((p_1, p_2)\) planes. It is now clear that the 2-dimensional manifold \( W_0 = (0, 0, p_1, p_2) \) gives the leaf of the foliation through each point \( m \) with \( q_1^2 + q_2^2 = 0 \), while the 3-dimensional manifold

\[
W_\theta = (e^\theta q_1, e^\theta q_2, p_1, p_2)
\]

gives the leaf of the foliation through the point \( m \) with \( q_1^2 + q_2^2 \neq 0 \), which can be locally labelled by an angle \( \theta \) on the \((q_1, q_2)\) plane. This shows that \( W_\theta \simeq \mathbb{R}^2 \times \mathbb{R}^+ \).

The momentum map associated to the function group (4.42) is surjective onto \( \mathfrak{g}^* \), but provides a submersion only if \( m \notin W_0 \). The distribution

\[
\mathcal{D}_\mu = \{Y \in \mathfrak{X}(\mathbb{R}^4) : i_\gamma du_a = 0\}
\]

which generates the corresponding foliation is span by

\[
Y = q_2 \partial_{p_1} - q_1 \partial_{p_2}.
\]

For \( \alpha \neq 0 \in \mathfrak{g}^* \) this reads that the leaf through \( m \) with \( \mu(m) = \alpha \) is

\[
N_\alpha = \{m(s) = (q_1, q_2, p_1 + sq_2, p_2 - sq_1)\},
\]

which is a line.

We proceed as in the previous example. With respect to the embedding \( i_\theta : W_\theta \hookrightarrow \mathbb{R}^4 \), we see that \( \ker i_\theta^* \omega \) is spanned by \( Y \), which is indeed not Hamiltonian. For the quotient we have \( W_\theta / N_\alpha \simeq \mathbb{R} \times \mathbb{R}^+ \), which is diffeomorphic to each of the orbits which do not pass through the zero of the coadjoint action of \( \mathfrak{g} = \mathfrak{su}(2) \) on \( \mathfrak{g}^* \), whose generators are

\[
\begin{align*}
    \mu_*(\dot{X}_1) &= u_2 \partial_{u_2} + u_3 \partial_{u_3}, \\
    \mu_*(\dot{X}_2) &= -u_2 \partial_{u_1}, \\
    \mu_*(\dot{X}_3) &= -u_3 \partial_{u_1},
\end{align*}
\]
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while \( Y = u_2 \dot{X}_3 - u_3 \dot{X}_2 \) and then \( \mu_s(Y) = 0 \). These examples have been considered in relation with a Lie-Poisson dynamics and in T-duality field theory, see [27, 28], while the properties of the associated momentum map have been used to study non commutative differential calculi in [34, 35].

4.3.3. Invariant closed 1-forms and constants of the motions. Let us assume that \( \alpha \in \Lambda^1(M) \) is invariant along the integral curves of \( X_H \), i.e. \( L_{X_H} \alpha = 0 \). Since the relations (3.16) are valid on any Poisson manifold, and then on \( (M, \omega) \) with respect to the Poisson tensor \( \Lambda \) dual to \( \omega \), we immediately conclude that \( \dot{X}_\alpha \) is an infinitesimal symmetry for \( X_H \). Such an infinitesimal symmetry is canonical (by definition) if \( L_{\dot{X}_\alpha} \omega = 0 \). This condition is equivalent to the condition \( d(i_{\dot{X}_\alpha} \omega) = 0 \) which results in \( d\alpha = 0 \), i.e. \( \alpha \) closed29. From \( d\alpha = 0 \) we have that (locally, i.e. depending on the topology of \( M \)) \( \alpha = df \), so that \( \dot{X}_\alpha = X_f \) and the straightforward computation \( d(L_{X_H} f) = d\{f, H\} = 0 \) shows that \( \phi = \{f, H\} \) is therefore a constant function on (each connected component) of \( M \).

The analogy with the theory described within the Poisson formalism in section 3.1.3 is natural, so we write, recalling the maps defined in (2.14) and (2.15), the analogue of the proposition 3.2 as

**Proposition 4.2.** Given a Hamiltonian dynamics \( \Gamma = X_H \) on a symplectic manifold \( (M, \omega) \), a 1-form \( \alpha \) on \( M \) is invariant along the dynamics if and only if the vector field \( \dot{X}_\alpha = \tau(\alpha) \) is an infinitesimal symmetry for \( \Gamma \). Equivalently, a vector field \( X \) on \( M \) is an infinitesimal symmetry for \( \Gamma \) if and only if the 1-form \( \alpha = \tau(X) = i_X \omega \) is invariant along the dynamics. An infinitesimal symmetry \( \dot{X} \) for \( \Gamma \) is canonical if and only if the corresponding invariant 1-form \( \alpha \) is closed.

**Example 4.5.** An example that may clarify the difference between the meaning of the propositions 4.1 and 4.2 is given by considering the vector field describing the dynamics of a charged particle moving in the external stationary and homogeneous electric field among two plates of a plane condenser,

\[
\Gamma = p_x \frac{\partial}{\partial x} + p_y \frac{\partial}{\partial y} - k \frac{\partial}{\partial p_y}
\]

which is Hamiltonian on \( \mathbb{R}^4 \) with respect to the canonical symplectic form \( \omega = dx \wedge dp_x + dy \wedge dp_y \), with Hamiltonian function \( H = 1/2(p_x^2 + p_y^2) + ky \). The vector field \( T_1 = \partial_x \) is an infinitesimal canonical symmetry for the dynamics, i.e. \( \{T_1, \Gamma\} = 0 \), and the corresponding Hamiltonian function \( f_1 = p_x \) is a constant of the motion, since \( L_{T_1} p_x = 0 \). The vector field \( T_2 = \partial_y \) is an infinitesimal canonical symmetry for the dynamics whose corresponding Hamiltonian function \( f_2 = p_y \) is not a constant of the motion, since \( L_{T_2} p_y = k \), while \( df_2 \) is an invariant exact 1-form for the dynamics.

We close our analysis upon assuming that the vector field \( A \) is an infinitesimal symmetry for the dynamics \( X_H \), i.e. \( [A, X_H] = 0 \). We consider the corresponding (under the map \( \widehat{\tau} \)) 1-form \( \hat{\alpha}_A = i_A \omega \). It is immediate to prove that

\[
L_{X_H} i_A \omega = i_{[X_H, A]} \omega + i_A L_{X_H} \omega = 0.
\]

This means that (as expected) \( i_A \omega \) is invariant along the integral curves of \( X_H \). Again, we see that \( A \) is canonical if and only if \( d(i_A \omega) = 0 \), so we fall within the case above.

4.3.4. A symplectic description of the free particle dynamics and of the isotropic harmonic oscillator with their symmetries. We analyse the examples of the free particle dynamics and of the isotropic harmonic oscillator in detail, since they allow for an interesting observation, which naturally comes along with the principle of analogy.

---

29 Notice that we are clearly considering the case (P4) from the previous section, which becomes simpler due to the non degeneracy of the Poisson tensor on \( M \).
Consider an associative algebra $A$ on $\mathbb{C}$ polynomially generated by elements $q, p$ and the identity $1$; let $A$ have a Hermitian structure (compatible with $\mathbb{C}$) such that $q^* = q$ and $p^* = p$. Let a dynamics on it be given by a derivation operator $D$ on $A$ such that $D(q) = p$ and $D(p) = 0$. We can call $(A, D)$ the free particle dynamics algebra: it describes both the quantum and the classical evolution of a free particle system. If the associative algebra $A$ is realised with a non commutative product $\ast$, such that $[q, p] = q \ast p - p \ast q = 1$, then the derivation $D$ is inner, with $D(q) = [q, H]$ and $D(p) = [p, H]$ for $H = p^2/2$, and we recover the quantum dynamics of a free particle within the so called Heisenberg picture. If the associative algebra $A$ is realised with a commutative product, then the derivation $D$ is inner with respect to the Poisson structure defined by $\{q, p\} = 1$, and we recover the classical dynamics of a free particle in terms of a non degenerate Poisson structure, thus providing a symplectic form.

Analogously, let a dynamics $D'$ on $A$ be given by $D(q) = p$ and $D(q) = -p$. We can call $(A, D')$ the isotropic harmonic oscillator dynamics algebra. It encodes both the classical and the quantum description of the isotropic harmonic oscillator, depending whether the algebra $A$ is realised as commutative or non commutative, with $D$ an inner derivation for $H = (p^2 + q^2)/2$ with respect to the commutator or to the non degenerate Poisson bracket structure $\{q, p\} = 1$.

On $M = \mathbb{R}^2$ with respect to the global coordinate system $(q, p)$, both the vector fields $\Gamma_F = p \partial_q$ and $\Gamma_O = p \partial_q - q \partial_p$ are linear, that is they commute with the Liouville vector field $\Delta = q \partial_q + p \partial_p$ encoding (as we described in section 3.2) the linear structure on $\mathbb{R}^2$. We shall analyse general linear dynamics on symplectic vector spaces in the next section: in the following examples we describe these dynamics per se, our aim being to show how a symplectic structure connects symmetries to constants of the motion and viceversa.

**Example 4.6.** Consider the vector field

$$\Gamma = p \frac{\partial}{\partial q}$$

on $M = \mathbb{R}^2$ with global coordinates $(q, p)$. A 2-form $\omega = a(q, p) dq \wedge dp$ is symplectic if and only if $a$ is never vanishing. Since $\mathbb{R}^2$ is simply connected, $\Gamma$ has a symplectic description if and only if if $i\Gamma \omega = pa(q, p) dp$ is closed, that is if and only if $\partial_q a = 0 \iff a = a(p)$. In such a case, the Hamiltonian $H$ is defined by $dH = padp$. Notice that, since we suppose $a$ to be smooth, its sign remains constant, so one has

$$H = \int_0^p dk\, ka(k)$$

(setting $H(q = 0, p = 0) = 0$). This also reads that the Darboux chart given by the map $\Phi : (q, p) \mapsto (q, P)$ with $dP = a(p) dp$ is globally defined.

It is easy to directly compute that a vector field $X$ on $\mathbb{R}^2$ is an infinitesimal symmetry for $\Gamma$ if and only if there exist functions $\alpha = \alpha(p)$ and $\beta = \beta(p)$ such that

(4.44)

$$X = (\alpha + q\beta) \frac{\partial}{\partial q} + p\beta \frac{\partial}{\partial p};$$

the corresponding 1-form $\tilde{\tau}(X) = i_X \omega$ is invariant along $\Gamma$, i.e. $L_{\Gamma} i_X \omega = 0$. A function $f \in \mathcal{F}(\mathbb{R}^2)$ is a constant of the motion if and only if $f = f(p)$, the corresponding Hamiltonian vector field is

$$X_f = \frac{1}{a} \frac{df}{dp} \frac{\partial}{\partial q}.$$ 

The vector field $X$ defined in (4.44) is Hamiltonian with respect to the symplectic form $\omega = a(p) dq \wedge dp$ if and only if

(4.45)

$$a\beta + \partial_p(pa\beta) = 0.$$
This condition shows that there exist infinitesimal symmetries for \( \Gamma \) which do not correspond to any constant of the motion, even considering the most general symplectic structure compatible with the free particle dynamics. If we set \( \beta = 1 \), for example, so that from (4.44) it is \( X = \alpha \partial_q + \beta \Delta \), the condition (4.45) reads \( a = c/p^2 \) (with \( c \) a constant), which clearly does not define a meaningful symplectic structure on \( \mathbb{R}^2 \).

**Example 4.7.** With respect to the global coordinate system \((q,p)\) adopted in the previous example, the dynamics of the isotropic harmonic oscillator on \( M = \mathbb{R}^2 \) is given by the vector field

\[
\Gamma = p \frac{\partial}{\partial q} - q \frac{\partial}{\partial p}.
\]

As we did in the previous example, we do not focus on the aspects of the problem related to the linearity of \( \Gamma \), so we consider the problem on \( M' = \mathbb{R}^2 \setminus \{0\} \), removing the origin \((q = 0, p = 0)\) which is the only fixed point solution for \( \Gamma \). With respect to the radial coordinate system \((r > 0, \theta = [0, 2\pi))\) given by

\[
q = r \cos \theta, \quad p = r \sin \theta
\]

we have that the 2-form \( \omega = a(r, \theta) d\theta \wedge dr \) is symplectic if and only if \( a \) is never vanishing. The dynamical vector field is written as \( \Gamma = -\partial_q \), and it has a symplectic description with a Hamiltonian function \( H = H(r) \) provided \( a = a(r) \) and \( dH = -a(r) dr \), which gives

\[
H = -\int_0^r dk a(k).
\]

The Darboux chart given by the map \( \Phi : (r, \theta) \mapsto (R, \theta) \) with \( dR = a(r) dr \) is globally defined. This also proves that any globally injective function \( H = H(r) \) for \( r > 0 \) is an admissible Hamiltonian for \( \Gamma \) with corresponding symplectic form \( \omega = -(dH/dr) d\theta \wedge dr \).

A vector field \( X \in \mathfrak{X}(M') \) is an infinitesimal symmetry for \( \Gamma \) if and only if

\[
(4.46) \quad X = \alpha(r) \frac{\partial}{\partial \theta} + \beta(r) \frac{\partial}{\partial r},
\]

the corresponding 1-form \( \tau(X) = i_X \omega = aadr - \beta d\theta \) on \( M' \) is invariant along \( \Gamma \). An element \( f \in \mathcal{F}(M') \) is a constant of the motion for \( \Gamma \) if and only if \( f = f(r) \), its corresponding Hamiltonian vector field

\[
X_f = \frac{1}{a} \left( \frac{df}{dr} \right) \frac{\partial}{\partial \theta}
\]

is an infinitesimal symmetry for \( \Gamma \). Unlike the previous example, since \( M' \) is not simply connected, canonical vector fields are not necessarily Hamiltonian. It is easy to compute that the vector field \( X \) defined in (4.46) is canonical, i.e. \( L_X \omega = 0 \), if and only if \( \partial_r (a\beta) = 0 \). It turns out to be Hamiltonian if and only if \( \beta = 0 \). This result once more shows that there exist infinitesimal symmetries for a symplectic dynamics which do not correspond to any constant of the motion. The restriction to \( M' \) of the Liouville vector field \( \Delta = r \partial_r \) gives the 1-form \( i_\Delta = -ra(r) d\theta \) which is not exact.

We close this example by noticing that the vector fields \( \Gamma, \Delta \) provide a basis for the left \( \mathcal{F}(M') \)-module \( \mathfrak{X}(M') \), with dual basis for the \( \mathcal{F}(M') \)-bimodule \( \Lambda^1(M') \) given by \((\alpha_\Gamma = d\theta, \alpha_\Delta = r^{-1} dr = d(\log r))\). A vector field \( X \) in (4.46) can be written as

\[
X = \alpha \Gamma + \beta \Delta
\]

with \( \alpha, \beta \in \text{ker} \, \Gamma \). We limit ourselves to mention that the vector fields \( \Delta \) and \( \Gamma \) giving the Liouville vector field and the isotropic harmonic oscillator vector field on \( \mathbb{R}^{2N} \) allow for the analysis of the reduction procedure from \( \mathbb{C}^N \) to its projective space \( \mathbb{C}^N / \mathbb{C}_0 \), which describes the set of states for a finite level quantum mechanical system (see [6, 36]).
4.4. Symmetries for linear symplectic dynamics. As within the context of the Poisson formalism, we focus on linear Hamiltonian dynamics on a symplectic vector space. If \((E, \omega)\) is a \(2N\)-dimensional vector space, with
\[
\omega = \frac{1}{2} \omega_{ab} dx^a \wedge dx^b, \quad \omega_{ab} \in \mathbb{R}
\]
a linear symplectic structure, then the closedness condition \(d\omega = 0\) implies, since a vector space is simply connected, that a so called potential 1-form \(\theta\) exists, such that \(d\theta = -\omega\) (notice that the minus sign is a matter of historical convention). If \(\Delta\) is the Liouville vector field describing the linear structure on \(E\), then one proves that \(d(i_{\Delta} \omega) = 2\omega\), so that one has \(2\theta = i_{\Delta} \omega + df\) for an arbitrary function \(f\). Upon redefining \(\theta\), one has
\[
2\theta = -i_{\Delta} \omega.
\]
It is possible to prove (see [6]) that these conditions tensorially characterise a linear symplectic manifold, so let \((M, \omega)\) be a symplectic manifold: there exists a linear structure on \(M\) such that \(\omega\) is a linear symplectic structure if and only if there exists a Liouville vector field \(\Delta\) on \(M\) such that the 1-form \(\theta = -\frac{1}{2} i_{\Delta} \omega\) is a symplectic potential, i.e. \(d\theta = 2\omega\).

If we consider the case of a linear Hamiltonian dynamics, with \(M = \mathbb{R}^{2N}\), the relations (3.44)-(3.45) are clearly valid, while the existence of a symplectic structure with representing matrix \(\omega\) reads (given the relation (4.5)) \(\omega = -\Lambda^{-1}\). The dynamics
\[
\Gamma = X_A = A^a_i \omega^b \partial_a,
\]
has therefore a symplectic description on \((\mathbb{R}^{2N}, \omega = -\omega^T)\) with \(\text{det} \omega \neq 0\) if and only if the matrix equation
\[
(4.47) \quad H = -\omega A
\]
is satisfied, with \(H = H^T\). Notice that, if such a relation is verified, then from \(\omega A = (\omega A)^T\) one proves that
\[
(4.48) \quad \text{Tr}(A) = 0.
\]
Since the relations (4.47) are valid within the symplectic formalism, provided \(\omega = -\Lambda^{-1}\), we focus on a different class of constants of the motion related to a linear dynamics. Assume that the (4.47) is valid, then \(L_{X_{A^{2k+1}}} \omega = 0\) and this is equivalent (since \(\mathbb{R}^{2N}\) is simply connected, then a vector field is globally Hamiltonian if and only if it is locally Hamiltonian) to have that that there exists a symmetric matrix \(F_{(k)} = F_{(k)}^T\) such that \(i_{X_{A^{2k+1}}} \omega = df_{(k)}\). As recalled in section 3.1.3, we directly have then that \(L_{A^{2k+1}} f_{(k)} = c_{(k)}\) with \(c_{(k)}\) a real constant, for each \(s \in \mathbb{N}\). As \(f_{(k)}\) is quadratic and \(X_{A^{2k+1}}\) is linear, the constant \(c_{(k)}\) must vanish. This shows that, for linear vector fields \(X_A\) which preserve a constant symplectic 2-form \(\omega\) there is a natural set of constants of the motions given by \(f_{(k)}\), with \(\{f_{(k)}, f_{(j)}\} = 0\). Notice that, if \(X_A\) denotes the linear dynamics of the isotropic harmonic oscillator, then \(A = -\omega\), and one immediately sees that \(f_{(k)} = f_H\).

If the constant matrices \(\{B_a\}_{a=1,...,k}\) span a \(k\) dimensional Lie algebra \(\mathfrak{g}\) of infinitesimal linear symmetries \(X_{B_a}\) for the symplectic linear dynamics \(X_A\), i.e. \([A, B_a] = 0\) and they preserve the symplectic structure, i.e. \(L_{X_{B_a}} \omega = 0\), then we have as before that \(i_{X_{B_a}} \omega = df_{(B_a)}\), where \(f_{(B_a)}\) is quadratic function on \(\mathbb{R}^{2N}\) such that \(L_{X_A} f_{(B_a)} = 0\). It is easy to see that such quadratic functions \(\{f_{(B_a)}\}_{a=1,...,k}\), with respect to the Poisson structure corresponding to \(\omega\), realise the Lie algebra \(\mathfrak{g}\), that is \(\{f_{(B_a)}, f_{(B_b)}\} = f_{([B_a, B_b])}\). With respect to the Poisson bracket, linear functions on \(\mathbb{R}^{2N}\) close the Heisenberg-Weyl algebra in \(2N + 1\) dimensions, while quadratic functions (corresponding to symmetrical matrices) close the Lie algebra of the sympletic group in \(\mathbb{R}^{2N}\). The quadratic functions

\[30\text{As we commented upon in section 4.2, different } f \text{ allow to identify } E \text{ with alternative cotangent bundle structures.}\]
generate canonical derivations for the Heisenberg-Weyl algebra. Linear and quadratic functions
generate the Lie algebra corresponding to the inhomogeneous symplectic group in \(\mathbb{R}^{2N}\). Such Lie
algebra contains as Lie subalgebras both the free particle and the harmonic oscillator Lie algebras
introduced in section 4.3.4.

4.4.1. Reduction for linear Hamiltonian dynamics. The first natural example of a reduction of
a linear dynamics comes by considering a vector field \(X_A\) associated to a matrix \(A\) having an
eigenspace \(W\). If \(W'\) denotes one of the (infinitely many) subspaces of \(\mathbb{R}^{2N}\) such that \(\mathbb{R}^{2N} = W \oplus W'\),
then it is immediate to see that \(X_A\) can be reduced to \(W'\), where it is linear. Indeed, if the
global coordinate systems \(\{x^a, y^b\}_{a=1,...,\dim W; b=1,...,\dim W'}\) is adapted to the direct sum, with \(\{x^a\}\)
identifying an element in \(W\) and \(\{y^b\}\) an element in \(W'\), one sees that the subalgebra \(A = \{f \in \mathcal{F}(W) : \partial_{x^a} f = 0\}\) is invariant under \(X_A\). Each leaf of the corresponding foliation is isomorphic
to \(W\), the quotient space (that is, the space of leaves) turns to be isomorphic to \(W'\).

If in addition also \(W'\) is an eigenspace for \(A\), then the dynamics is completely separated in two non
interacting linear (sub)systems: the vector field \(X_A\) can be split into the sum of two commuting
vector fields on \(W\) and \(W'\). The flow generated by \(X_A\) can then be recovered by composing two
independent motions.

If, in particular, the dynamics \(X_A\) is Hamiltonian, then the requirement the reduced dynamics to
be Hamiltonian forces the subspaces \(W, W'\) to be even dimensional, and such that the restrictions
of \(\omega\) and \(H\) on them have suitable properties.

Interesting examples of reductions of linear Hamiltonian dynamics resulting in a linear dynamics on
the quotient manifold come by considering the reduction associated to a function group. Consider
\(M = T^* \mathbb{R}^N\) with the canonical symplectic form and the elements

\[
\begin{align*}
    u_1 &= \frac{1}{2} p^2, \\
    u_2 &= q^a p_a, \\
    u_3 &= \frac{1}{2} q^2
\end{align*}
\]

with respect to the global Darboux coordinate system \((q^a, p_a)\), where we wrote \(p^2 = p_a p_b \delta^{ab}\) and \(q^2 = q^a q^b \delta_{ab}\). Such elements close a function group modelled on the Lie algebra \(\mathfrak{g} = \mathfrak{sl}(2, \mathbb{R})\), since

\[
\{u_1, u_2\} = -2u_1, \quad \{u_1, u_3\} = -u_2, \quad \{u_2, u_3\} = -2u_3.
\]

Following the general description of a reduction procedure in section 2.1, one defines the momentum
map \(\mu : M \to \mathfrak{g}^*\) given by \(\mu(m) = u_a e^a\) with \(\{e^a\}_{a=1,...,3}\) a suitable basis for \(\mathfrak{g}^*\). Without
discussing the details of the associated symplectic reduction, which closely follows the examples
4.3 and 4.4, we limit ourselves to notice that, after removing the points where the foliation \(\Phi^\mu\)
associated to \(\mu\) is not regular, if \(\Gamma = p_a \partial_{q^a}\) is the free particle dynamics, then

\[
\Gamma(u_1) = 0, \quad \Gamma(u_2) = 2u_1, \quad \Gamma(u_3) = u_2.
\]

This shows that \(\Gamma\) reduces to the quotient manifold \(M/\Phi^\mu\), its \(\mu\)-related vector field

\[
\Gamma_\mu = 2u_1 \frac{\partial}{\partial u_2} + u_2 \frac{\partial}{\partial u_3}
\]

describes the dynamics among the leaves of the foliation. The same momentum map allows for a
reduction also of the isotropic harmonic oscillator \(\Gamma = p_a \partial_{q^a} - q^a \partial_{p^a}\), with \(\mu\)-related vector field

\[
\Gamma_\mu = -u_2 \frac{\partial}{\partial u_1} + u_2 \frac{\partial}{\partial u_3}.
\]

It is interesting to notice that the Hamiltonian reduction of a linear dynamics may result to be non
linear.

Consider the example 4.1 which describes, for \(V = 0\), the linear dynamics of a free particle on
a plane. The angular momentum \(L\) defined in (4.21) gives a quadratic constant of the motion,
the reduced dynamics $\tilde{\Gamma}_L$ on $T^*\mathbb{R}_+$ (given by the equations for $(\dot{r} = 0, \dot{p}_r = l^2/r^3)$ in (4.25)) is Hamiltonian with (4.25), but no longer linear.

An interesting example of a linear dynamics whose reduction is non linear, the space of solutions of such reduced equation nonetheless presenting a peculiar composition law, is given by considering $\Gamma = X_A$ on $\mathbb{R}^2$ with

$$
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{pmatrix} =
\begin{pmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2
\end{pmatrix}.
$$

Since $[X_A, \Delta] = 0$ with $\Delta = x_1 \partial_{x_1} + x_2 \partial_{x_2}$ the infinitesimal generator of the dilation group on $\mathbb{R}^2$, the dynamics projects onto the quotient given upon identifying points in $\mathbb{R}^2 \setminus \{0\}$ lying on the same integral curve of $\Delta$, i.e. on the same ray on the plane. If one introduces $y = x_1/x_2$ locally on the quotient manifold, the projected dynamics reads $\dot{y} = a_{12} + (a_{11} - a_{22}) y - a_{21} y^2$, which is an equation of a Riccati type. Although such equation is non linear, there exists a superposition rule within the space of its solutions. If $\{y_1, y_2, y_3\}$ are independent solutions, then any other solution $y$ is given\(^{31}\) by the ratio $K = (y - y_1)(y_2 - y_3)/(y - y_2)(y_1 - y_3)$.

4.4.2. **Nonlinear reductions for the free dynamics.** The example of the free dynamics is interesting also because it provides examples of reduction of the same dynamics with respect to alternative symplectic structures. We know from [20] that the vector field $\Gamma = p_1 \partial_{x_1} + p_2 \partial_{x_2}$ is Hamiltonian with respect to the class of symplectic 2-forms $\omega_s = dx^a \wedge dp_a + s(dp^2) \wedge d(x^a p_a)$ (with $s \in \mathbb{R}$ and $p_α p_β δ^{αβ} = p^2$) and $H_s = p^2(1 + sp^2)/2$. By considering the Hamiltonian reduction driven by the same invariant function $L$, one sees that the reduced dynamics $\tilde{\Gamma}_L$ is Hamiltonian on $T^*\mathbb{R}_+$ with

$$
\tilde{H}_s = \frac{1}{2}(p^2 + l^2/(r^2))(1 + s(p^2 + l^2/r^2)).
$$

We conclude this presentation of examples of Hamiltonian reduction of a free dynamics by considering (see [20]) the problem on the symplectic manifold $T^*\mathbb{R}^3$ with the canonical symplectic form $\omega = dq^a \wedge dp_a$. Identifying the position coordinates with the symmetric matrix

$$
Q = \begin{pmatrix}
q_1 & q_2/\sqrt{2} \\
q_2/\sqrt{2} & q_3
\end{pmatrix}
$$

there is an action of the group $SO(2)$ via $Q \to G^{-1}QG$ with

$$
G = \begin{pmatrix}
\cos \varphi & \sin \varphi \\
-\sin \varphi & \cos \varphi
\end{pmatrix}.
$$

This action is seen to be Hamiltonian, with infinitesimal generator $X = ∂_φ$ with respect to the set of local coordinates $(x^1, x^2, φ)$ on $\mathbb{R}^3$ given by

$$
q^1 = x^1 \cos^2 φ + x^2 \sin^2 φ, \quad q^3 = x^1 \sin^2 φ + \cos^2 φ, \quad q^2 = (x^2 - x^1)(\sin 2φ)/\sqrt{2}
$$

and corresponding symplectic conjugate fiber variables $(k_1, k_2, k_φ)$ given by

$$
k_φ = (x^2 - x^1)((p_1 - p_3) \sin 2φ + \sqrt{2}p_2 \cos 2φ),
k_1 = p_1 \cos^2 φ + p_3 \sin^2 φ - p_2(\sin 2φ)/\sqrt{2},
k_2 = p_1 \sin^2 φ + p_3 \cos^2 φ + p_2(\sin 2φ)/\sqrt{2}.
$$

The free particle Hamiltonian $H = p^2/2$ (with $p^2 = p_α p_β δ^{αβ}$) is invariant under the vector field $X_φ$, and the Hamiltonian reduction associated to a regular value $α \in \mathbb{R}$ of the momentum map $k_φ$ gives

---

\(^{31}\)For a more general analysis of equations presenting a non linear superposition rules we refer to [7].
a reduced dynamics $\bar{X}$ on $T^*\mathbb{R}^2$ with the symplectic structure given by $\omega_\alpha = dx^a \wedge dk_a$ which is Hamiltonian with

$$H_\alpha = \frac{1}{2}(k_1^2 + k_2^2) + \frac{\alpha^2}{4(x_1^2 - x_2^2)^2}.$$  

This dynamics is a Calogero-Moser system.

4.4.3. Gram dynamics. Let $M = T^*\mathbb{R}^2$ be equipped with the canonical symplectic form $\omega = dq^a \wedge dp_a$, and consider the Hamiltonian $H = L^2$ where $L = (q^1 p_2 - q^2 p_1)$ is the usual angular momentum function. The Hamiltonian dynamics $X_H$ is clearly non linear, since $H$ is a polynomial of degree 4. The corresponding equations of motions can be written as

$$\begin{align*}
\dot{q}^1 &= -2Lq^2, \\
\dot{q}^2 &= 2Lq^1, \\
\dot{p}_1 &= -2Lp_2, \\
\dot{p}_2 &= 2Lp_1.
\end{align*}$$  

(4.50)

Since $\{H, L\} = 0$, we see that $X_H$ is tangent to the leaves defined by the level sets of $L$, and for $L = l \neq 0$ fixed by the Cauchy data the flow generated by $X_H$ comes by exponentiating a matrix with constant entries.

Consider an analogous system on $M = T^*\mathbb{R}^3$. Let the Hamiltonian be again the square of the angular momentum, i.e. $H = L^2 = \delta^{ab} L_a L_b$ with $L_a = \varepsilon_{ab}^c q^c p_s$. The corresponding Hamiltonian dynamics is given by

$$\begin{align*}
\dot{q}^a &= -2u_2 q^a + 4u_3 p_a, \\
\dot{p}_a &= -4u_1 q^a + 2u_2 p_a
\end{align*}$$  

(4.51)

with respect to the elements defined in (4.49). Since $\{L, u_a\} = 0$ for any $a = 1, \ldots, 3$, then we see that the non linear dynamics $X_H$ is tangent to the leaves given by the level sets of the momentum map $\mu$ described in the previous section 4.4.1. As for the equations (4.50), for each initial condition the coefficients of the differential equations (4.51) acquire a constant value, so the flow comes by exponentiating a matrix with constant entries.

These two examples can be generalised. Recall that, as we mentioned in section 4.4, linear and quadratic functions on $M = \mathbb{R}^4$ generate, with respect to the canonical Poisson bracket, the Lie algebra of the inhomogeneous symplectic group in four dimensions. Such a Lie algebra contains as Lie subalgebras all three dimensional Lie algebras (see [21]). Let $g$ be one of the three dimensional Lie algebras having a global Casimir function: denote by $\{u_a\}_{a=1, \ldots, 3}$ the quadratic functions closing $g$ with respect to the Poisson bracket, and denote by $C_g$ (which is a quadratic function on $\mathbb{R}^4$) its Casimir. For example, the elements (4.40) give such elements for $g = su(2)$, those in (4.49) for $g = sl(2, \mathbb{R})$. The Hamiltonian vector field given by $X_H$ with $H(C_g)$ gives in general a non linear dynamics on $M$. Nonetheless, since $C_g$ is quadratic on $M$ and commutes with the $u_a$, one sees that the vector field $X_H$ is tangent to the leaves given by the level sets of the corresponding momentum map $\mu : \mathbb{R}^4 \rightarrow g^*$. The differential equations corresponding to $X_H$ have the same structure of the above (4.50)-(4.51), with coefficients given by constants of the motion. On each leaf selected by the Cauchy data, the flow comes again by exponentiating a matrix with constant entries.

5. Symmetries and conservation laws for presymplectic dynamics

Consider the problem of determining a vector field $\Gamma \in \mathfrak{X}(M)$ which fulfills the relation

$$i_\Gamma \omega = \alpha$$  

(5.1)

where $M$ is a smooth $N$-dimensional manifold, $\omega$ is a closed 2-form on $M$ with (constant, we assume) rank $rk \omega = k < N$ and $\alpha$ is a closed 1-form on $M$. Such relation generalises to the case of a (constant rank) degenerate closed 2-form $\omega$ the problem represented by the relation (4.7). Along
what we already introduced in the previous section, we call \((M, \omega)\) a pre-symplectic manifold and \((M, \omega, \alpha)\) a pre-symplectic system.

Problems of this kind arise naturally in mathematical physics. As a first example consider the linear dynamics on \(M = \mathbb{R}^4\) given by

\[
X_A = x^1 \partial_1 + x^2 \partial_2 + x^4 \partial_3 - x^3 \partial_4, \quad A = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix}
\]

with respect to the coordinate chart \(\{x^a\}_{a=1,\ldots,4}\). Since \(\text{Tr} A \neq 0\), from the analysis on linear symplectic dynamics described in the previous section (see (4.47) and (4.48)) we know that there is no globally defined skew-symmetric invertible matrix \(\omega\) on \(\mathbb{R}^4\) with constant entries such that \(i_{\Gamma} \omega = dH\) for a quadratic \(H\). Moreover, it is clear that \(\Gamma\) can be completely decomposed (reduced) as the sum \(\Gamma = \Delta_{(1,2)} + \Delta_{(3,4)}\) with \(\Delta_{(1,2)}\) giving the Liouville dilation field on the \(x^1 x^2\)-subspace and \(\Delta_{(3,4)}\) giving an harmonic oscillator dynamics on the \(x^3 x^4\)-subspace. Generalising the analysis performed in the example 3.1, it is possible to see that there is no invertible Poisson tensor on the \(x^1 x^2\)-subspace such that \(\Delta_{(1,2)}\) is Hamiltonian with a Hamiltonian function \(H\) globally defined on the \(x^1 x^2\)-subspace. If we indeed consider \(\omega = dx^3 \wedge dx^4\) and \(H = \frac{1}{2}(x^3)^2 + (x^4)^2\), then we directly compute

\[
i_{X_A} \omega = dH :\]

the vector field \(X_A\) is described in terms of the pre-symplectic system \((\mathbb{R}^4, \omega, dH)\) given above. Moreover, any vector field \(X = X_A + K\) with \(X(\mathbb{R}^4) \ni K = K^1 \partial_1 + K^2 \partial_2\) fulfils the relation \(i_X \omega = dH\).

Another interesting class of examples where pre-symplectic systems arise is when a classical system has a set of non holonomic constraints (see [1, 9, 33, 40]). Among those examples, one of the most interesting is given upon considering the dynamics of a free relativistic particle, i.e. the equations of the motion

\[
\dot{q}^\alpha = p^\alpha, \quad \dot{p}_\alpha = 0
\]

with respect to the coordinate system \(\{q^\alpha\}_{\alpha=0,\ldots,3}\) on \(M = T^*\mathbb{R}^4\). Given the Minkowski metric tensor in its covariant form

\[
g = g^{\alpha\beta} dq^\alpha \otimes dq^\beta = dq^0 \otimes dq^0 - dq^1 \otimes dq^1 - dq^2 \otimes dq^2 - dq^3 \otimes dq^3
\]

on \(\mathbb{R}^4\), the rest mass of the particle is given by

\[
m^2 = g^{\alpha\beta} p_\alpha p_\beta
\]

with \(g^{\alpha\beta} g_{\beta\gamma} = \delta^\alpha_\gamma\). Fixing the value of the rest mass, which is a relativistic invariant, amounts to fix a constraint. Such constraint selects the odd dimensional submanifold \(\Sigma_m\). Since the dynamical flow restricts to \(\Sigma_m\), a Hamiltonian description of such dynamics is more naturally studied in terms of a pre-symplectic geometry on \(\Sigma_m\).

Before providing a deeper analysis of pre-symplectic geometry, we start by noticing that the degeneracy of \(\omega\) reads the map (see (4.3)) \(\tau : X \mapsto i_X \omega\) to be no longer a bijection between the set of vector fields \(\mathfrak{X}(M)\) and the set of 1-forms \(\Lambda^1(M)\). A solution \(\Gamma\) to the problem (5.1) for a given closed \(\alpha\) may exist only on a suitable subset \(M' \subseteq M\), and indeed be not unique, since any \(\Gamma' = \Gamma + K'\) with \(K' \in \mathfrak{X}(M') \cap \ker \omega\) gives a solution.

In order to determine the subset \(M' \subseteq M\) where the relation (5.1) has solutions, one notices that a necessary condition for that is

\[
i_K \alpha = 0
\]

\[\overset{32}{\text{We recall that } \ker \omega = \{X \in \mathfrak{X}(M) : \omega(X, Y) = 0 \forall Y \in \mathfrak{X}(M)\}.}\]
for any \( K \in \ker \omega \). This condition selects \( M_1 \subseteq M \), so that there exists a restriction \( \Gamma_1 = \Gamma |_{M_1} \) to \( M_1 \) of an element \( \Gamma \in \mathfrak{X}(M) \) which solves (5.1). Assume that \( M_1 \) is a submanifold in \( M \): the further natural requirement that a Cauchy datum on \( M_1 \) evolves under the o.d.e. system without leaving \( M_1 \) is satisfied only if the solution \( \Gamma_1 \) is tangent to \( M_1 \), i.e. \( \Gamma_1 \in \mathfrak{X}(M_1) \). Such a requirement restricts the set of points in \( M \) on which a meaningful solution to (5.1) exists to a suitable \( M_2 \subseteq M_1 \), and the procedure just outlined goes along. This sequence of nested subsets (see [17]), which we assume to be submanifolds, can be equivalently defined by (set \( M_0 = M \))

\[
M_{s+1} = \{ m \in M_s : i_X \alpha = 0 \ \forall \ X \in \mathfrak{X}^\perp(M_s) \}
\]

with

\[
\mathfrak{X}^\perp(M_s) = \{ X \in \mathfrak{X}(M) : (i_X i_Y \omega)_{|_{M_s}} = 0 \ \forall \ Y \in \mathfrak{X}(M_s) \}.
\]

When such a sequence has a non trivial fixed point, i.e. there exists an integer \( s \) such that \( M_{s+1} = M_s \) with \( \dim M_s \neq 0 \), we denote it by \( M' \) and consider it as the final constraint submanifold corresponding to the pre-symplectic system \( (M, \omega, \alpha) \). It is proven in [17, 18] that the conditions above that select \( M' \) are also sufficient to solve the equation (5.1), and that the submanifold \( M' \) obtained upon this recursion is maximal, i.e. if \( N \) is a submanifold in \( M \) on which (5.1) is solved, then \( N \subseteq M' \). We consider then the vector field \( \Gamma \in \mathfrak{X}(M') \) a solution to (5.1) if, on any \( m \in M' \)

\[
\omega(\Gamma, Y) = \alpha(Y)
\]

for any \( Y \in \mathfrak{X}(M) \). The set of solutions for (5.6), that we denote by \( \mathfrak{X}_{\omega}(M') \), is an affine space modelled on \( \ker \omega \cap \mathfrak{X}(M') \).

5.1. A Noether theorem for global dynamics on pre-symplectic systems. Our analysis on the relations between symmetries and constants of the motions for the dynamics described by the vector field defined by (5.1) begins upon considering first a pre-symplectic system such that

\[
i_K \alpha = 0
\]

for any \( K \in \ker \omega \), so that

\[
M' = M.
\]

In such a case, we say the pre-symplectic system \( (M, \omega, \alpha) \) admits a global dynamics. A vector field \( X \in \mathfrak{X}(M) \) defines an infinitesimal symmetry for \( \Gamma \in \mathfrak{X}_{\omega}(M) \) if \([X, \Gamma] \in \ker \omega \) for any \( \Gamma \in \mathfrak{X}_{\omega}(M) \); a function \( f \in \mathcal{F}(M) \) is a constant of the motion for the given pre-symplectic system if \( L_\Gamma f = 0 \) for any \( \Gamma \in \mathfrak{X}_{\omega}(M) \). It is immediate to see that, if \( f \) is a constant of the motion, it is \( L_K f = 0 \) for any \( K \in \ker \omega \). Since \([X, \ker \omega] \subseteq \ker \omega \), it is also immediate to see that the set of infinitesimal symmetries is a Lie subalgebra in \( \mathfrak{X}(M) \).

Assume that \( (M, \omega, \alpha) \) is a global dynamics on a pre-symplectic manifold. Given a vector field \( X \in \mathfrak{X}(M) \) it is easy from (5.1) and (5.7) to prove the relation

\[
i_{[X, \Gamma]} \omega = -L_\Gamma i_X \omega,
\]

which shows that \( X \) is an infinitesimal symmetry for the given global dynamics if and only if the 1-form \( i_X \omega \) is invariant along any \( \Gamma \in \mathfrak{X}_{\omega}(M) \). As the relation (5.8) shows, there can exist infinitesimal symmetries \( X \in \mathfrak{X}(M) \) for a given global pre-symplectic dynamics which do not provide a function \( f \) on \( M \) invariant along \( \Gamma \). Examples of infinitesimal symmetries and invariant functions for a global dynamics on a pre-symplectic system are given as follows.

Consider a constant of the motion \( f \in \mathcal{F}(M) \), i.e. \( L_\Gamma f = 0 \) for any \( \Gamma \in \mathfrak{X}_{\omega}(M) \). From the condition \( L_K f = 0 \) for any \( K \in \ker \omega \) we see that a vector field \( X \) on \( M \) which satisfies the relation \( i_X \omega = df \) exists, and that the 1-form \( i_X \omega \) is invariant along the integral curves of any \( \Gamma \), so that \( X \) (see (5.8))
is an infinitesimal symmetry for the dynamics. Moreover, one easily computes that the function
given upon contracting $i_X \alpha$ vanishes, since
\[
  i_X \alpha = i_X i_\Gamma \omega = -i_\Gamma i_X \omega = -i_\Gamma df = -L_\Gamma f = 0.
\]
On the contrary, assume that a vector field $X \in \mathfrak{X}(M)$ satisfies the condition $i_X \alpha = 0$ and that a
function $f$ on $M$ exists such that $i_X \omega = df$. Such a vector field is called a Cartan infinitesimal
symmetry for the given global pre-symplectic dynamics. Notice that such a vector field $X$ deserves
the name of infinitesimal symmetry, since, from (5.8), it is clearly $[X, \Gamma] \in \ker \omega$. One immediately
proves further that
\[
  L_\Gamma f = i_\Gamma df = i_\Gamma i_X \omega = -i_X i_\Gamma \omega = -i_X \alpha = 0,
\]
\[
  L_K f = i_K df = i_K i_X \omega = 0
\]
for any $K \in \ker \omega$. These relations show that $f$ is a constant of the motion for the given pre-
symplectic dynamics\(^{33}\).

The above result is usually referred to (see [8, 11]) as the Noether theorem (and its inverse) for a
pre-symplectic system having a global dynamics, and we write it as

**Proposition 5.1.** Given a pre-symplectic system $(M, \omega, \alpha)$ with a global dynamics $\Gamma$ on it, for any
infinitesimal Cartan symmetry for $\Gamma$ there exists an invariant function $f$, and for any invariant
function $f$ on $M$ there exists an infinitesimal Cartan symmetry for $X \in \mathfrak{X}(M)$ for $\Gamma$.

Assume now that $X$ is an infinitesimal symmetry for $\Gamma$ and that the 1-form $i_X \omega$ is exact, namely
that there exists an element $f \in \mathcal{F}(M)$ such that $i_X \omega = df$. It is immediate to see that one has in
this case the relations $L_K f = 0$ for any $K \in \ker \omega$ and $d(L_\Gamma f) = 0$, i.e. $L_\Gamma f$ is constant on $M$.
This mimicks the result of the example 4.5 studied within the Hamiltonian setting, and shows that
not every infinitesimal symmetry corresponds to a constant of the motion.

5.2. **Symmetries and constants of the motion for pre-symplectic systems.** When the
sequence defined by (5.4) and (5.5) has a non trivial limit given by the manifold $M'$ with
\[
  i_{M'} : M' \hookrightarrow M,
\]
onel one has that
\[
  (M', \omega' = i_{M'}^* \omega, \alpha' = i_{M'}^* \alpha)
\]
is (assuming that both $\text{rk} \omega'$ and $\text{rk} \omega|_{M'}$ are constant) is a pre-symplectic system which clearly has
a global dynamics. Together with the equation (5.6), whose set of solutions is given by $\mathfrak{X}_\omega(M')$, one can introduce the set $\mathfrak{X}_\omega(M')$ of elements $\Gamma \in \mathfrak{X}(M')$ which solve the relation
\[
  i_\Gamma \omega' = \alpha',
\]
which we equivalently write as
\[
  \omega' (\Gamma, Y) = \alpha(Y)
\]
for any $Y \in \mathfrak{X}(M')$. Since $\mathfrak{X}(M') \subseteq \mathfrak{X}(M)$, the comparison between the relations (5.6) and (5.10)
makes it evident that
\[
  \mathfrak{X}_\omega(M') \subseteq \mathfrak{X}_\omega(M').
\]
The notion of infinitesimal Cartan symmetry for $(M', \omega', \alpha')$ comes directly from the one introduced
in the previous subsection, as a vector field $X \in \mathfrak{X}(M')$ such that $i_X \omega' = df$ and $i_X \alpha' = 0$ for
a given $f \in \mathcal{F}(M')$; the result proven in the subsection 5.1 above can be easily translated within

\(^{33}\)If \{X_\alpha\}_{\alpha = 1, \ldots, r} is a set of infinitesimal Cartan symmetries for the global dynamics $(M, \omega, \alpha)$, with $i_{X_\alpha} \omega = df_\alpha$
and $i_{X_\alpha} \alpha = 0$, then one sees that $i_{[X_\alpha, \alpha]} \omega = d(L_{X_\alpha} f_\alpha)$ and $i_{[X_\alpha, \alpha]} \alpha = 0$. This reads that infinitesimal Cartan
symmetries give a Lie subalgebra in $\mathfrak{X}(M)$.
this setting. The proposition 5.1 can be restated as: if $X$ is an infinitesimal Cartan symmetry for $(M', \omega', \alpha')$, then $f$ is invariant along the integral curves of any element in $X(\omega')$. Conversely, if an element $f \in \mathcal{F}(M')$ gives $L_{\Gamma} f = 0$ for any $\Gamma \in X(\omega')$, then there exists a vector field $X \in \mathfrak{X}(M)$ such that $i_X \omega' = df$ and $i_X \alpha' = 0$: the affine space $X + \ker \omega'$ gives the set of infinitesimal Cartan symmetries for $X(M')$.

**Example 5.1.** We elaborate an example from [11]. Let $M = \mathbb{R}^6$ with

$$\omega = dx_1 \wedge dx_4 + dx_3 \wedge dx_2$$

and

$$\alpha = x_4 dx_4 - x_3 dx_5 - x_5 dx_3$$

a pre-symplectic system. With respect to the submanifolds introduced in (5.4) and (5.5) it is immediate to compute that the vector field $\Gamma$ defined by $i_{\Gamma} \omega = \alpha$ can be defined on the embedded

$$M_1 = \{ m \in M : x_3 = 0 \},$$

$$M' = M_2 = M_1$$

with $\ker \omega = \{ \partial_5, \partial_6 \}$. It is then

(5.12) $$X(\omega')(M') = \{ x_4 \partial_1 + x_5 \partial_2 + \ker \omega \}. $$

One further defines $\omega' = i_{M'}^* \omega = dx_1 \wedge dx_4$ and $\alpha' = i_{M'}^* \alpha = x_4 dx_4$ and computes

$$\ker \omega' = \{ \partial_2, \partial_5, \partial_6 \}$$

with

(5.13) $$X(\omega')(M') = \{ x_4 \partial_1 + \ker \omega' \}. $$

The comparison between (5.12) and (5.13) give an example of the inclusion (5.11). If we identify $\mathcal{F}(M') = \{ f \in \mathcal{F}(M) : \partial_3 f = 0 \}$, then a function $f \in \mathcal{F}(M')$ is a constant of the motion for the given system if and only if

$$\partial_1 f = \partial_2 f = \partial_5 f = \partial_6 f = 0 \iff f = f(x_4).$$

The corresponding infinitesimal Cartan symmetries are given by the set of vector fields

$$\mathfrak{X}(M') \ni X = (\partial_4 f) \partial_1 + \ker \omega'.$$

We conclude this description by noticing that, if $f \in \mathcal{F}(M')$ is invariant along the integral curves of $X(\omega')(M')$, then it is invariant also along the integral curves of $X(\omega')(M')$. Moreover, one can prove (see [11]) that, if $X \in \mathcal{X}(M)$ such that $i_X \omega = df$ for $f \in \mathcal{F}(M)$ and $i_X \alpha = 0$, then the vector field $X$ turns to be tangent to $M'$ (i.e. $X \in \mathcal{X}(M')$ and its restriction $X_{|M'}$ is an infinitesimal Cartan symmetry for $(M', \omega', \alpha')$).
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A.1. **Cartan calculus on a manifold.** We assume the reader to be familiar with the notion of (finite) $N$ dimensional (smooth) manifold $M$, (local) charts and transition maps, so that one can write the local coordinates of a point $m \in M$ as $x = (x^1, \ldots, x^N)$. For a more complete analysis of the topics of this appendix we refer to [1, 9, 40].

Given a point $m \in M$, the set of curves through $m$ is the set of functions $\gamma : \mathbb{R} \ni t \mapsto g(t) := \pi (m + t \gamma(t))$ for any differentiable function $f : M \to \mathbb{R}$. The corresponding quotient space $T_m M$ defines the tangent space to the manifold $M$ at the point $m$. Elements of $T_m M$ are denoted by $v_{(m)}$, or equivalently by the equivalence class of curves $[\gamma]_m$. The set of pairs $(m \in M, T_m M)$ is given a suitable atlas coming from the one defining $M$, so to have the tangent bundle manifold $TM$ together with the projection $\pi_{TM} : TM \to M$. Analogously, the set of pairs $(m \in M, (T_m M)^\ast)$ is given the structure of the cotangent bundle $T^\ast M$ together with the projection $\pi_{T^\ast M} : T^\ast M \to M$.

Given a smooth (paracompact, as we assumed throughout this paper) manifold $M$, the set $\mathcal{F}(M)$ of smooth real valued functions on $M$ is a commutative algebra with respect to the standard (local) pointwise product. The action of any element $X \in \mathfrak{X}(M)$, the set of derivations for $\mathcal{F}(M)$ (i.e. the set of linear operators on $\mathcal{F}(M)$ which satisfies the Leibniz rule) can be locally represented as

\begin{equation}
X(f) = X^j \frac{\partial f}{\partial x^j}.
\end{equation}

for any $f \in \mathcal{F}(M)$, with $X^j \in \mathcal{F}(M)$. Elements in $\mathfrak{X}(M)$ are called vector fields on $M$, and they are proven to give all the smooth sections $\sigma : M \to TM$ of the tangent bundle $TM$ (with $\pi_{TM} \circ \sigma = \text{id}_M$), which can be locally written as

\begin{equation}
\sigma_X : x \mapsto (x, X = (X^1, \ldots, X^N)).
\end{equation}

Notice that the composition of two derivations $X, Y \in \mathfrak{X}(M)$ is not a derivation, i.e. the composition of two vector fields is not a vector field. The skew-symmetrisation expression $[X, Y] = X \circ Y - Y \circ X$ is indeed a vector field, with a local representation given by

\begin{equation}
[X, Y](f) = (X^a \partial_b Y^b - Y^a \partial_a X^b) \partial_b f.
\end{equation}

The vector field $[X, Y] \in \mathfrak{X}(M)$ is the commutator of $X, Y$. Equipped with such a bilinear operation, $(\mathfrak{X}(M), [, ]) \equiv \mathfrak{g}$ is an infinite dimensional Lie algebra.

The set $\mathfrak{X}(M)$ is a (left) $\mathcal{F}(M)$-module. Its dual module $\Lambda^1(M)$ is the set of (differential) 1-forms on $M$, which is proven to be representable as

\begin{equation}
\Lambda^1(M) = \{ f_a \text{ d}g_a = (\text{d}g_a)f_a : f_a, g_a \in \mathcal{F}(M) \}
\end{equation}

where the differential $\text{d}f : \mathfrak{X}(M) \to \mathcal{F}(M)$ of a function is defined (A.1) by

\begin{equation}
\text{d}f(X) = X(f).
\end{equation}

From (A.4) it is easy to see that one can locally represent the set of 1-forms as $\Lambda^1(M) = \{ f_a \text{ d}x^a \}$ with $f_a \in \mathcal{F}(M)$ and $\text{d}x^a$ giving the dual basis to the set of derivations $\partial_a$, i.e. $\text{d}x^a(\partial_b) = \delta_b^a$.

Dually to the case of the tangent bundle, the set of 1-forms is proven to coincide with the set of sections of the cotangent bundle $T^\ast M$, so that one can write (compare with (A.2))

\begin{equation}
\alpha : x \mapsto (x, \alpha = (\alpha_1, \ldots, \alpha_N))
\end{equation}

for $\alpha = \alpha_j \text{d}x^j$. Given such a 1-form, the duality between $\Lambda^1(M)$ and $\mathfrak{X}(M)$ is written as

\begin{equation}
\alpha(X) = X(\alpha) = \alpha_j X^j.
\end{equation}
The tensor product
\[ (\Lambda^1(M))^{\otimes k} = \Lambda^1(M) \otimes_{\mathcal{F}(M)} \Lambda^1(M) \otimes_{\mathcal{F}(M)} \cdots \otimes_{\mathcal{F}(M)} \Lambda^1(M) \]
provides a \( \mathcal{F}(M) \)-bimodule, which is dual to the tensor product
\[ (\mathfrak{X}(M))^{\otimes k} = \mathfrak{X}(M) \otimes_{\mathcal{F}(M)} \mathfrak{X}(M) \otimes_{\mathcal{F}(M)} \cdots \otimes_{\mathcal{F}(M)} \mathfrak{X}(M) \]
which provides, since \( \mathcal{F}(M) \) is clearly a commutative algebra, a left \( \mathcal{F}(M) \)-module after the identification
\[ f X_1 \otimes X_2 \otimes \cdots \otimes X_k = X_1 \otimes f X_2 \otimes \cdots \otimes X_k = X_1 \otimes X_2 \otimes \cdots f X_k \]
for any \( f \in \mathcal{F}(M) \). The duality between such modules can be represented as
\[ (\alpha^{(1)} \otimes \alpha^{(k)})(X^{(1)} \otimes X^{(k)}) = \Pi_{j=1}^k \{ \alpha^{(j)}(X^{(j)}) \} \]
thus generalising the previous (A.7). The totally anti-symmetric subset of the tensor products \( (\Lambda^1(M))^{\otimes k} \) from (A.8) provides the \( \mathcal{F}(M) \)-bimodules \( \Lambda^k(M) \) of exterior \( k \)-forms on \( M \). The associativity of the tensor product descends to the associativity of the totally anti-symmetric wedge product\(^{34}\)
\[ \wedge : \Lambda^k(M) \times \Lambda^{k'}(M) \to \Lambda^{k+k'}(M) \]
so one has the graded\(^{35}\) exterior algebra \( (\Lambda(M) = \oplus_{k=0}^N \Lambda^k(M), \wedge) \), with \( \Lambda^0(M) = \mathcal{F}(M) \) and elements having the local representation
\[ \Lambda^k(M) \ni \alpha = \frac{1}{k!} \alpha_{j_1 \ldots j_k} dx^{j_1} \wedge dx^{j_2} \wedge \cdots \wedge dx^{j_k} . \]
Given a vector field \( X \in \mathfrak{X}(M) \), one can define the interior product, or contraction, of an exterior form
\[ i_X : \Lambda^k(M) \to \Lambda^{k-1}(M) \]
by the conditions \( i_X f = 0 \) for any \( f \in \mathcal{F}(M) \) and \( i_X \alpha = \alpha(X) \) (see (A.7)) for a 1-form \( \alpha \) in terms of the duality between 1-forms and vector fields. The operator \( i_X \) is extended to \( \Lambda^k(M) \) by recursion, requiring it to satisfy a graded Leibniz rule with respect to the wedge product, i.e.
\[ (A.11) \quad i_X(\alpha \wedge \beta) = (i_X \alpha) \wedge \beta + (-1)^a \alpha \wedge i_X \beta \]
for any \( \alpha \in \Lambda^a(M) \). Equivalently, the interior product for \( \alpha \in \Lambda^a(M) \) can be defined by
\[ (A.12) \quad (i_X \alpha)(X_1, \ldots, X_{a-1}) = \alpha(X, X_1, \ldots, X_{a-1}) . \]
The linear operator \( d : \mathcal{F}(M) \to \Lambda^1(M) \) already defined as \( f \mapsto df \) is extended to the whole exterior algebra as \( d : \Lambda^k(M) \to \Lambda^{k+1}(M) \) by requiring it to satisfy a graded Leibniz rule with respect to the wedge product, i.e.
\[ d(\alpha \wedge \beta) = (d\alpha) \wedge \beta + (-1)^a \alpha \wedge d\beta \]
for \( \alpha \in \Lambda^a(M) \) and the condition \( d^2 \alpha = d(d\alpha) = 0 \) for any \( \alpha \in \Lambda(M) \). Equivalently, the exterior differential can be defined on \( \alpha \in \Lambda^a(M) \) by the expression
\[ (A.13) \quad d\alpha(X_1, \ldots, X_{a+1}) = \sum_{j=1}^{a+1} (-1)^j X_j(\alpha(X_1, \ldots, \hat{X}_j, \ldots, X_{a+1})) \]
\[ + \sum_{j<k} (-1)^{j+k} \alpha([X_j, X_k], X_1, \ldots, \hat{X}_j, \ldots, \hat{X}_k, \ldots, X_{a+1}) \]
\[ \quad 34\text{Notice that the same construction can be developed starting from the vector fields } (M). \quad \text{One obtains the set of multi vector fields. An example of a bivector field, as discussed in section 3, is the Poisson tensor.} \]
\[ \quad 35\text{the grading given by } k = 0, 1, \ldots, N. \]
where the terms $\tilde{X}_j$ are missing. The set

$$(\Lambda(M), \wedge, d)$$

is the differential graded de Rham algebra on $M$. The contraction operator $i_X$ and the de Rham differential $d$ allow to define the Lie derivative $L_X : \Lambda^k(M) \to \Lambda^k(M)$ of an exterior form by the formula

(A.15) $$L_X \alpha = i_X d\alpha + d(i_X \alpha).$$

Equipped with such operators, the set

$$(\Lambda(M), \wedge, d, i_X, L_X)$$

is referred to as the exterior algebra with the Cartan exterior differential calculus. Notice that the following identities have been often implicitly used in the main text:

$$L_X f = i_X (df);$$
$$L_X d\alpha = d(L_X \alpha);$$

(A.16) $$i_{[X,Y]} \alpha = L_X i_Y \alpha - i_Y L_X \alpha$$

for any $X, Y \in \mathfrak{X}(M)$, any $f \in \mathcal{F}(M)$ and any exterior form $\alpha \in \Lambda(M)$.

A.2. Tangent maps and Pull-backs. Let

$$\phi : M \to M'$$

be a smooth map between the $N$-dimensional manifold $M$ and the $N'$-dimensional smooth manifold $M'$. The pull-back $\phi^* : \mathcal{F}(M') \to \mathcal{F}(M)$ associated to $\phi$ is defined by

$$\phi^* f' = f' \circ \phi$$

for any $f' \in \mathcal{F}(M')$. Upon setting the conditions

$$\phi^* (\alpha' \wedge \beta') = (\phi^* \alpha') \wedge (\phi^* \beta'),$$

$$d \circ \phi^* = \phi^* \circ d$$

(A.17)

for any $\alpha', \beta' \in \Lambda(M')$, one extends the pull-back as

$$\phi^* : \Lambda^k(M') \to \Lambda^k(M).$$

Fix now a point $m \in M$, with $m' = \phi(m) \in M'$. Each smooth curve $\gamma$ with $\gamma(0) = m$ is mapped under $\phi$ into the smooth curve $\gamma' = \phi \circ \gamma$ with $\gamma'(0) = m'$. It is immediate to prove that $\phi$ induces a meaningful map $T\phi : (m, T_m M) \to (\phi(m), T_{\phi(m)} M)$ such that the action on the tangent vector space

$$T_{m' \phi} : T_m M \to T_{\phi(m)} M'$$

is linear, defined by $[\gamma]_m \mapsto [\gamma']_{\phi(m)}$. Such a map is usually referred to as the tangent map at $m$ associated to $\phi$. Its action is represented, with respect to local charts, by the Jacobian matrix of $\phi$ at each point $m \in M$. Although the tangent map $T\phi$ is well defined at each point $m \in M$, it does not necessarily map a vector field $X \in \mathfrak{X}(M)$ into a vector field $X' \in \mathfrak{X}(M')$. Given $X \in \mathfrak{X}(M)$, if an element $X' \in \mathfrak{X}(M')$ exists such that

(A.18) $$X(\phi^* f') = \phi^* (X' f')$$

for any $f' \in \mathcal{F}(M')$, then we say that $X'$ is $\phi$-related to $X$, or that $\phi_* X = X'$. The map $\phi_*$ is also called push-forward associated to $\phi$. When $\alpha' \in \Lambda^k(M')$, then the action of the element $\phi^* \alpha' \in \Lambda^k(M)$ can be written as

$$(\phi^* \alpha')(X_1, \ldots, X_k) = \alpha'(\phi_* X_1, \ldots, \phi_* X_k)$$

only if the vector fields $X_j$ on $M$ have a $\phi$-related vector field $X'_j = \phi_* X_j$ on $M'$. 47
In order to introduce the Frobenius theorem, we recall the notions of distributions and foliations on a manifold, which we have extensively used in the paper, and refer the reader to chapter 18 in [33] for a more complete analysis of the subject.

Let $M$ be a smooth $N$-dimensional manifold. A distribution $D$ on it is a mapping assigning to each point $m \in M$ a vector subspace $D(m) \subseteq T_m M$. The dimension of $D(m)$ gives the rank of $D$ in $m$. Within this paper we have focussed on constant rank $k$ (smooth) distributions, namely those distributions $D$ whose rank does not depend on $m$ (for the more general case we refer also to [25, 40]) and such that for each open neighbourhood $U \subseteq M$ there exists a set $\{X_j\}_{j=1,...,k}$ of vector fields on $U$ such that $D(m) = \langle m, \text{span}\{X_j\}_{j=1,...,k} \rangle$ at each $m \in U$. Equivalently, a smooth distribution can be given as the intersection

$$\ker \alpha_1 \cap \ker \alpha_2 \cap \ldots \cap \ker \alpha_{N-k}$$

for a suitable set $\{\alpha_i\}_{i=1,...,N-k}$ of 1-forms on $U \subseteq M$.

Recall that by a smooth map $\phi : Q \to M$ is defined to be an immersion at the point $q \in Q$ if the tangent map $T_q \phi : T_q Q \to T_{\phi(q)} M$ is injective (which requires $\dim Q \leq \dim M$). If $\phi : Q \to M$ is an immersion at a point $q \in Q$, then it is immediate to see that there exists an open subset $V \subseteq Q$ such that $\phi$ is an immersion at each point in $V$. An immersion is said global if the map $T_q \phi$ is injective at each point $q \in Q$. An immersion which is also a homeomorphism (i.e. it has a continuous inverse) on its image is called an embedding. For a local immersion $\phi : V \subseteq Q \to \phi(V) \subseteq M$ it is possible to prove that local coordinate chart $\{x^j\}_{j=1,...,k}$ for $V$ and $\{y^s\}_{s=1,...,N}$ for $\phi(V)$ exist, such that the action of the restriction $\phi|_V$ can be written as

$$\phi|_V : (x^1,\ldots,x^k) \mapsto (y^1 = x^1,\ldots,y^k = x^k, y^{k+1} = 0,\ldots,y^N = 0)$$

with $\dim Q = k$ and $\dim M = N$. If $Q$ is a submanifold of $M$, then a local immersion $i : Q \hookrightarrow M$ (which depends on the submanifold $Q$, and in such a respect it is therefore usually called canonical) can always be defined.

Given a smooth distribution $D$ in $M$, a submanifold $Q$ with the immersion $i : Q \hookrightarrow M$ is called an integral submanifold for $D$ if, for any $q \in Q$, the range of the tangent map $T_q i : T_q Q \to T_{i(q)} M$ is a linear subset included in $D(i(q))$. When the tangent map $T_q i$ at each point $q \in Q$ transforms $T_q Q$ surjectively (and then bijectively, the map $i$ being an immersion) onto $D(i(q))$, the submanifold $Q$ is called an integral manifold of maximal dimension for the distribution $D$. It is then natural to define a distribution $D$ completely integrable if for each point $m \in M$ there exists a submanifold $i : Q \hookrightarrow M$ with $m \in i(Q)$ which is an integral submanifold of maximal dimension for $D$.

Strictly related with the notion of completely integrable distribution one has the notion of foliation. In order to describe what a foliation is, we start by recalling that, given the smooth $N$-dimensional manifold $M$ and the smooth $k$ dimensional manifold $Q$, a smooth map $\phi : M \to Q$ is a (local) submersion at $m \in M$ if the tangent map $T_m \phi : T_m M \to T_{\phi(m)} Q$ is surjective (notice that this is possible only if $N \geq k$). If such a condition holds for any element $m \in M$, then the foliation is said global. For a local submersion $\phi : U \subseteq M \to \phi(U) \subseteq Q$ it is possible to prove that local coordinate chart $\{x^j\}_{j=1,...,N}$ for $U$ and $\{y^s\}_{s=1,...,k}$ for $\phi(U)$ exist, such that the action of the restriction $\phi|_U$ can be written as

$$\phi|_U : (x^1,\ldots,x^N) \mapsto (y^1 = x^1,\ldots,y^k = x^k).$$

A set $\{S_\alpha\}_{\alpha \in J}$ (with $J$ an index set) of disjoint connected subsets in $M$, one passing through each point $m \in M$, such that the map $i_\alpha : S_\alpha \to M$ is an embedding, gives a foliation of $M$. Each element $S_\alpha$ is a leaf of such a foliation. For each $m \in S_\alpha$ there exist an integer $k$, an open subset $U \subseteq M$ and a local chart $\{x^j\}_{j=1,...,N}$ such that there exists a map $\pi : U \cap S_\alpha \to \mathbb{R}^{N-k}$ given by
m = (x_1, \ldots, x^N) \mapsto c = (c^{k+1}, \ldots, c^N) \text{ with constant } c \in \mathbb{R}^{N-k}, \text{ which turns to be a submersion. Each intersection } U \cap S_\alpha \text{ is identified with the inverse image } \pi^{-1}(c) \text{ for a suitable } c \in \mathbb{R}^{N-k}. \text{ If the integer } k \text{ does not depend on } \alpha, \text{ then the foliation is said regular, and each leave is a } k \text{ dimensional manifold embedded in } M.

One can then say that a regular foliation defines a local submersion. The implicit function theorem allows to prove that, if } \phi : M \to Q \text{ is a (local) submersion, the inverse image } \phi^{-1}(q) \subset M \text{ is, with } q \text{ any element within the range of } \phi, \text{ a submanifold in } M. \text{ This reads that a submersion defines a regular foliation.}

The notion of foliation is strictly related to that of distribution. If } \{S_\alpha\}_{\alpha \in J} \text{ is a regular foliation in } M, \text{ then }

\[ D(m) = T_m S_\alpha \subset T_m M \]

clearly gives a completely integrable distribution in } M. \text{ On the other hand, to every completely integrable distribution is associated a foliation, namely the set of all its integral manifold. The Frobenius theorem characterizes completely integrable distributions. In this setting, the following theorem characterizing a completely integrable distribution holds.

**Proposition B.1.** Given a smooth } N\text{-dimensional manifold } M, \text{ the regular } k\text{-dimensional distribution generated by the set of vector fields } \{X_1, \ldots, X_k\} \text{ is completely integrable if and only if it is involutive, i.e. the commutator } [X_a, X_b] \text{ is in the span of the vector fields } \{X_j\}_{j=1,\ldots,k} \text{ for any } a, b, c \in 1, \ldots, k.

If the distribution } D \text{ is given as in (B.1) in terms of the 1-forms } \{\alpha_j\}_{j=1,\ldots,N-k}, \text{ then the Frobenius theorem can be written as follows.

**Proposition B.2.** Given a smooth } N\text{-dimensional manifold } M, \text{ the regular } k \text{ dimensional distribution } D \text{ spanned by the vector fields } X \text{ such that } i_X \alpha_j = 0 \text{ for a suitable set } \{\alpha_j\}_{j=1,\ldots,N-k} \text{ of 1-forms is integrable if and only if one of the following equivalent conditions holds:}

- \( \alpha_i \wedge \theta = 0 \quad \forall \ j = 1, \ldots, N - k, \text{ with } \theta = \alpha_1 \wedge \cdots \wedge \alpha_{N-k}; \)
- there exists a one form } \alpha \text{ such that } d\theta = \alpha \wedge \theta;
- there exists a set } \{\beta^1\}_{i,j=1,\ldots,N-k} \text{ of 1-forms, such that } d\alpha_j = \beta^1_j \wedge \alpha_i;
- \text{ there exist elements } \{f^1_i\}_{i=1,\ldots,N-k} \text{ and } \{g^2_i\}_{i,j=1,\ldots,N-k} \text{ in } F(M) \text{ such that one can locally write } \alpha_i = g^2_i df_j.

**References**

[1] R. Abraham, J.E. Marsden, *Foundations of Mechanics*, Addison-Wesley Publishing 1978;
[2] D.V. Alekseevsky, J. Grabowski, G. Marmo, P. Michor, *Poisson structures on the cotangent bundle of a Lie group or a principal bundle and their reductions*, J. Math. Phys. 35 (1994) 4909-4928;
[3] D.V. Alekseevsky, J. Grabowski, G. Marmo, P. Michor, *Poisson structure on double Lie groups*, J. Geom. and Phys. 26 (1998) 340-379;
[4] D. Bambusi, D. Cicogna, G. Gaeta, G. Marmo, *Normal forms, symmetry and linearization of dynamical systems*, J. Phys. A: Math. Gen. 31 (1998) 5065-5082;
[5] P.G. Bergmann, I. Goldberg, *Dirac transformations in phase space*, Phys. Rev. 98 (1955) 531-538;
[6] J.F. Cariñena, L.A. Ibort, G. Marmo, G. Morandi, *Geometry from Dynamics, classical and quantum*, Springer 2015;
[7] J.F. Cariñena, J. Grabowski, G. Marmo *Lie – Scheffers systems: a geometric approach*, Bibliopolis 2000;
[8] J.F. Cariñena, M.F. Rañada, *Noether’s theorem for singular Lagrangians*, Lett. Math. Phys. 15 (1988) 305-311;
[9] Y. Choquet-Bruhat, C. De Witt-Morette, M. Dillard-Bleick, *Analysis, Manifolds and Physics*, North-Holland 1982;
[10] S. Capozziello, R. de Ritis, C. Rubano, P. Scudellaro, *Noether symmetries in cosmology*, La Rivista del Nuovo Cimento, 19(4) (1996) 1-114;
[11] M. de Léon, D.M. de Diego, *Symmetries and constants of the motion for singular Lagrangian systems*, Int. J. of Theor. Phys. 35 (1996) 975-1011;
12. P.A.M. Dirac, *Generalised Hamiltonian Dynamics*, Can. J. Math. 2 (1950) 129-148;
13. P.A.M. Dirac, *Lectures in Quantum Mechanics* Belfer Graduate School of Science, Yeshiva University, NY 1967;
14. Y. Dothan, *Finite dimensional spectrum generating algebras*, Phys. Rev. D 2 (1970) 2944-2954;
15. G. Gaeta, G. Marmo, *Non-perturbative linearization of dynamical systems*, J. Phys. A: Math. Gen. 29 (1996) 5035-5048;
16. M. Giordano, G. Marmo, C. Rubano, *The inverse problem in the Hamiltonian formalism: integrability of linear Hamiltonian fields*, Inv. Prob. 9 (1993) 443-467;
17. M.J. Gotay, J.M. Nester, *Presymplectic Hamilton and Lagrange systems, gauge transformations and the Dirac theory of constraints*, Lect. Notes Phys. 94 (1979) 272-279;
18. M.J. Gotay, J.M. Nester, G. Hinds, *Presymplectic manifolds and the Dirac-Bergmann theory of constraints*, J. Math. Phys. 19 (1978) 2388-2399;
19. J. Grabowski, *Brackets*, Int. J. Geom. Meth. Mod. Phys. 10 (2013) 136001-45;
20. J. Grabowski, G. Landi, G. Marmo, G. Vilasi, *Generalised reduction procedure: symplectic and Poisson formalism*, Fortschr. Phys. 42 (1994) 393-427;
21. J. Grabowski, G. Marmo, A. M. Perelomov, *Poisson structures: towards a classification*, Mod. Phys. Lett. A8 (1993) 1719; 04 (2002) 026;
22. R. Hermann, *Spectrum generating algebras and symmetries in Mechanics. I*, J. Math. Phys. 13 (1972) 833-838;
23. R. Hermann, *Spectrum generating algebras and symmetries in Mechanics. II*, J. Math. Phys. 838-842;
24. A.A. Kirillov, *Elements of the theory or representations* Springer 1976;
25. I. Kolár, P.W. Michor, J. Slovák, *Natural operations in Differential Geometry* Springer 1993;
26. B. Kostant, *Quantization and unitary representations. Part I. Prequantization*, Lect. Notes Math. vol 170 (1970);
27. F. Lizzi, G. Marmo, G. Sparano, P. Vitale, *Dynamical aspects of Lie-Poisson structures*, Mod. Phys. Lett. A 8, 31 (1993) 2973-2987;
28. V. Marotta, F. Pezzella, P. Vitale, *Doubling, T-duality and generalised geometry: a simple model*, J.H.E.P. 08 (2018) 185;
29. G. Marmo, *Function groups and reduction of Hamiltonian systems*, Proc. IUTAM-ISIMM Symposium on Modern Developments in Analytical Mechanics, 1983;
30. G. Marmo, E.J. Saletan, *Other symmetries and constants of the motion*, Proc. of the V Int. Coll. on Group Theoretical Methods in Physics (1977) 379-384;
31. G. Marmo, E.J. Saletan, A. Simoni, *A general setting for reduction of dynamical systems*, J. Math. Phys. 20 (1979) 856-860;
32. G. Marmo, E.J. Saletan, A. Simoni, *Reduction of symplectic manifolds through constants of the motion*, Il Nuovo Cimento 50 B (1979) 21-36;
33. G. Marmo, E.J. Saletan, A. Simoni, B. Vitale, *Dynamical system: a differential geometric approach to symmetry and reduction*, Wiley 1985;
34. G. Marmo, P. Vitale, A. Zampini, *Noncommutative differential calculus for Moyal subalgebras*, J. of Geom. Phys. 56 (2006) 611;
35. G. Marmo, P. Vitale, A. Zampini, *Derivation based differential calculi for non commutative algebras deforming a class of three dimensional spaces*, J. of Geom. Phys. 136 (2019) 104-118;
36. G. Marmo, A. Zampini, *Kähler geometry on complex projective spaces via reduction and unfolding*, Rend. Mat. Appl. 39 (2018) 329-345;
37. J.E. Marsden, T. Ratiu, *Reduction of Poisson manifolds*, Lett. Math. Phys. 11 (1986) 161-169;
38. J.E. Marsden, A. Weinstein, *Reduction of symplectic manifolds with symmetries*, Rep. Math. Phys. 5 (1974) 121-130;
39. M.R. Menzio, W.M. Tulczyjew, *Infinitesimal symplectic relations and generalised Hamiltonian dynamics*, Ann. I.H.P. A 28 (1978) 349-367;
40. P.W. Michor, *Topics in differential geometry*, AMS 2008;
41. W. Pauli, *On the Hamiltonian structures of non local field theories*, Il Nuovo Cimento 10 (1953) 648-667;
42. A. Simoni, B. Vitale, F. Zaccaria, *Dynamical symmetries as function groups on dynamical spaces*, Il Nuovo Cimento 51 (1967) 6148-6160;
43. J.M. Souriau, *Structure des systèmes dynamiques*, Dunod 1970.
44. E.C.G. Sudarshan, N. Mukunda, *Classical Dynamics: a modern perspective*, J. Wiley and Sons 1974;
45. B. Vitale, *Invariance and non invariance dynamical groups*, Notes of Three Lectures Given at the Institute for Mathematical Sciences, Madras, 1966;