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Abstract: In many societies, appearing slim (corresponding to a small body-size index) is considered attractive. The fashion industry has been attempting to cater to this trend by designing outfits that can enhance the appearance of slimness. Two anecdotal rules, widespread in the world of fashion, are (1) to choose dark clothes and (2) to avoid horizontal stripes, in order to appear slim. Thus far, empirical evidence has been unable to conclusively determine the validity of these rules, and there is consequently much controversy regarding the impact of both color and patterns on the visual perception of weight. In this paper, we aim to close this gap by presenting the results from a series of large-scale crowdsourcing studies that investigate the above two claims. We gathered a dataset of around 1,000 images of people from the Web together with their ground-truth weight and height, as well as clothing attributes about colors and patterns. To elicit the effects of colors and patterns, we asked crowd workers to estimate the weight in each image. For the analysis, we controlled potential confounds by matching images in pairs where the two images differ with respect to color or pattern, but are similar with respect to other relevant aspects. We created image pairs in two ways: first, observationally, i.e., from two real images; and second, experimentally, by manipulating the color or pattern of clothing in a real image via photo editing. Based on our analysis, we conclude that (1) dark clothes indeed decrease perceived weight slightly but statistically significantly, and (2) horizontal stripes have no discernible effect compared to solid light-colored clothes. These results contribute to advancing the debate around the effect of specific clothing colors and patterns and thus provide empirical grounds for everyday fashion decisions. Moreover, our work gives an outlook on the vast opportunities of using crowd sourcing in the modern fashion industry.
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1 Introduction

Western female beauty standards are dominated by an ideal that favors slimness, or, more technically, a small body-mass index [1][21]. Historically, the ideal body-mass index has become ever smaller over time [23]. While slimness plays a lesser role in male beauty standards, studies suggest that obesity can have a negative impact on male attractiveness [16]. Based on the widespread belief that particular choices of clothing can enhance or reduce perceived body size [7], a major question for the fashion industry, as well as for individuals worldwide, revolves around the impact of clothing on body-size perception. The present paper addresses two particularly well-known pieces of anecdotal fashion advice: the claim that horizontally striped clothes increase body-size perception [19], and the claim that dark clothes decrease body-size perception [25].
On the one hand, the purported advantage of dark clothes has been widely assumed in the fashion industry [9] as well as the research community [11]. There is a general agreement that a dark object is perceived as smaller compared to a light-colored object of the same size. The assumed effect in the context of clothing is, however, mostly based on anecdotal evidence and, compared to the ubiquity of folk wisdom around dark clothing, there is a scarcity of large-scale empirical studies that could confirm or quantify the effect of dark clothes on weight perception.

On the other hand, there is much controversy about the effect of horizontal stripes. Folk wisdom states that horizontal stripes increase perceived body size [6], in stark contrast to predictions of physiological optics, such as the Helmholtz [22] and Oppel–Kundt [12, 24] illusions, which state that horizontal stripes make rectangular shapes appear both taller and thinner. Even recent empirical studies disagree about the effect of horizontal stripes: while some have claimed that horizontal stripes increased perceived weight [19], others have suggested that the difference between striped and solid-colored clothes was negligible [20], whereas Helmholtz—echoing the predictions of the aforementioned optical illusion named after him—even claimed that horizontal stripes made a figure appear taller [22]. Prior studies are, however, limited by their small scale—usually involving fewer than 100 participants, all rating a single image [19]—, which makes it difficult to draw generalizable conclusions.

This work takes a novel approach to the problem, relying on crowdsourcing [4, 8, 15, 27] to study the effect of clothing on weight perception. We conducted a series of studies in which crowd workers were shown images of people and estimated their weight and height, or indicated which of two shown people they considered to weigh less.

The image dataset consisted of around 1,000 photographs depicting people wearing various styles of clothing, taken under natural circumstances and posted on an online weight-loss forum. All images were annotated with ground-truth weight and height labels by the users who uploaded them to the forum, and were annotated with color and stripe labels by the authors of this paper, using custom algorithms developed for this work.

Based on these images, we designed a matched observational study for estimating the effects of colors and stripes (Sec. 3.1). To overcome the limitations imposed by potential unobserved confounds, we augmented the original dataset of real images with carefully manipulated versions. In particular, starting from original images showing people wearing horizontal stripes, a graphic-design expert used Adobe Photoshop to produce versions where the originally striped clothes were replaced by solid light and solid dark clothes, respectively, while keeping everything else in the image fixed. Based on the resulting images, we designed two studies for estimating the effects of colors and stripes (Sec. 3.2–3.3) that, due to the careful manipulation of images, are experimental in nature and thus not hampered by the same potential unobserved confounds as the observational study.

By analyzing more than 75k estimates from around 6.5k crowd workers, we arrived at two main conclusions:

1. Solid dark clothes indeed make a person appear to weigh slightly but statistically significantly less, such that a person switching from solid light to solid dark clothes can increase their chance of appearing to weigh less than a similar-looking reference person by 2.7 percentage points ($p = 0.0069$).

2. Horizontal stripes and solid light colors are indistinguishable in terms of weight perception ($p = 0.58$).

In a casual but catchy formula, if $D$ stands for solid dark, $L$ for solid light, and $S$ for horizontal stripes, our results about weight perception may be summarized as

$$D < L \approx S$$

(“the weight of solid dark is perceived as lower than that of solid light, which is indistinguishable from that of horizontal stripes”).

Taken together, this research contributes to advancing the longstanding debate around the effect of specific clothing types on body-size perception and thus helps to lay solid empirical grounds for everyday fashion advice. Given the importance of slimness for the Western ideal of beauty [16, 21, 23], the reach of our findings goes considerably beyond the world of academia. Furthermore, it showcases the vast opportunities of crowdsourcing for the modern fashion industry.

2 Annotated image data

We begin by describing the collection of images used in this research (Sec. 2.1), followed by a description of
Table 1: Classification of the images used in our studies per BMI-based body types. “Real images” refers to the images used in the observational study (Sec. 3.1); “Manipulated images”, to the images used in the experimental studies (Sec. 3.2–3.3). Body-type boundaries in terms of BMI points as defined by the Centers for Disease Control and Prevention: 18.5, 25, 30 kg/m².

|                  | Real images (Sec. 3.1) | Manipulated images (Sec. 3.2–3.3) |
|------------------|------------------------|-----------------------------------|
| Underweight      | 1%                     | 1%                                |
| Normal           | 18%                    | 15%                               |
| Overweight       | 25%                    | 24%                               |
| Obese            | 56%                    | 60%                               |

the algorithms we designed for annotating images with stripe (Sec. 2.2) and color (Sec. 2.3) labels.

2.1 Weight- and height-labeled images

The image data used in this paper was collected from a Reddit forum (“subreddit”) called r/progresspics[4] where users who intend to lose (or sometimes gain) weight post pictures of themselves before and after their weight transformation. Each sample contains the ID of the Reddit post, the height and gender of the user, their weight before and after the transformation, as well as one or several images. In order to be able to attach unique weight labels to all images, we automatically removed posts with more than two images (“before” and “after”) and ensured that each image shows exactly one fully dressed person.

The dataset used in our analyses was assembled from two parts, A and B: part A consists of 10k samples that were generously provided by Kocabey et al. [10]; part B consists of 20k further samples that were crawled by the authors themselves. From part A, we extracted 600 images (348 female, 252 male) of people wearing solid dark or solid light colors (details in Sec. 2.3). From the union of parts A and B, we extracted 100 images (54 female, 46 male) of people wearing horizontally striped clothes (details in Sec. 2.2). Taken together, we worked with 700 annotated images.

A summary of the the body-type classification by body-mass index (BMI) is presented in the left column (labeled “Real images”) of Table 1. We see that a majority of the users in our dataset are obese. Visual inspection of the dataset further revealed that around 35% of the images are full-body pictures, whereas the rest only contain upper bodies (starting from the hips), and that around 40% of the images are “selfies” taken in a mirror. The head is visible in over 90% of the images. Two samples from the dataset are shown in Fig. 1.

We automatically annotated the clothing in each image with a color attribute and with a flag indicating the presence or absence of horizontal stripes. Color and stripe annotations were exclusively based on upper-body clothing, for two reasons: first, because upper-body measurements, in particular waist circumference, are a strong indicator of obesity [13] and thus crucial for weight perception; and second, because only 35% of images in our dataset show full bodies (see above). The methods used to obtain stripe and color annotations are described next.

2.2 Stripe detection

To automatically detect horizontal stripes, we first determined the pose of the depicted body by leveraging PoseNet [3], a state-of-the-art pose detection algorithm that, given a body image, identifies all joints and body parts. Using PoseNet, we extracted the main upper-body line, running from the neck to the underbelly, and constructed a vector of brightness values along the detected line, where the brightness of a pixel is defined as the $L_2$-norm of the pixel’s RGB triple after mean-centering by the average RGB triple along the line. Next, we remove noise by processing the brightness vector with a median filter of width 5, followed by a third-order Savitzky–Golay filter [18]. Finally, we apply a Fourier transform. The magnitude of Fourier coefficients is crucial: our experiments suggest that horizontal stripes lead to a large coefficient for the frequency that corresponds to the actual number of visible stripes, which gives rise to the following heuristic rule: classify as horizontally striped any outfit whose maximal Fourier coefficient is associated with a frequency between 6 and 25, corresponding to a typical number of horizontal stripes, as manually determined by the authors. Fig. 2 illustrates the method on an image that was classified as positive.
Figure 2: Steps of the stripe detection algorithm: (a) identify main upper-body line (MUBL; drawn in green); (b) construct vector of brightness values along MUBL, where brightness of a pixel equals $L_2$-norm of RGB triple (mean-centered along MUBL); (c) smooth the brightness vector; (d) apply Fourier transform to obtain coefficient associated with each brightness frequency. The sample is classified as positive (i.e., horizontally striped) because the frequency with the largest coefficient, 19, lies between 6 and 25. Note that exactly 19 stripes are crossed by the MUBL.

The above-described heuristic stripe detection algorithm has high recall but a relatively low precision of around 20%. It misclassifies as positive numerous other types of periodic variations of color, such as checkerboard patterns, letters, graphics, or shading patterns caused by certain lighting conditions. Despite the high false-positive rate, the algorithm worked well for our purpose, as it provided a cheap and fast way to sift through more than 30k images and returned a set of candidates that could then be rapidly filtered by the authors by visual inspection.

2.3 Color classification

As in stripe detection, our approach to color detection starts by automatically identifying the main upper-body line using PoseNet [3]. We calculated the brightness value of an outfit as the average brightness of the pixels along the line, where the brightness of a pixel is defined as the average of the three RGB channels. That is, a brightness value of 0 corresponds to perfect black, and 255 to perfect white.

To detect solid light and solid dark clothing, we first picked 1,000 images of people with the most clearly visible upper-body lines (i.e., images with the highest PoseNet scores for the relevant body parts), removed images with horizontal stripes (Sec. 2.2), split all remaining images into three approximately equally-sized groups according to their brightness value, and finally used the lower third as solid dark, and the upper third as solid light. This way, we obtained 300 images of dark-colored, and 300 images of light-colored outfits. In a manual validation of 100 images, the images in the inspected sample had been perfectly classified as dark vs. light. Fig. 3 shows 4 sample images with the corresponding brightness values.

3 Research design

We are interested in comparing three clothing types—solid dark, solid light, and horizontally striped—with respect to their effect on perceived weight. In this section, we introduce three studies, observational as well as experimental, for estimating effects on weight perception.

3.1 Observational study: weight estimation of real images

Our first study aimed at measuring the effect of clothing on weight perception observationally, by analyzing the crowd’s weight estimates for the naturally occurring images described in Sec. 2.1. We first describe how we collected weight and height estimates via crowdsourcing and then how we matched images in pairs in order to control for potential confounds as much as possible.

Collecting weight and height estimates via crowdsourcing. We used Amazon Mechanical Turk, a popular crowdsourcing platform, to gather weight and height estimates from a diverse pool of crowd workers. We
divided the set of images in the dataset (Sec. 2.1) into tasks with 10 images each. For each image, crowd workers guessed the weight and height of the shown person and entered their estimates into corresponding input fields located under the image. The field for weight was placed above the field for height. To provide familiar units for crowd workers from diverse backgrounds, workers could choose between kilograms and pounds for weight, and between centimeters and feet/inches for height. Automatic conversion between units was performed on the fly, such that, as workers were typing their guesses in their preferred unit, the value in the other unit was updated in real time. We collected \( n = 45 \) independent estimates for each of the 700 images (300 light-colored, 300 dark-colored, and 100 horizontally striped outfits), for a total of more than 30k estimates from 3,751 unique workers.

To obtain a single crowd estimate \( w_{est}^i \) for the weight of an image \( i \), we averaged the \( n \) individual estimates via the arithmetic mean:

\[
\hat{w}_i^j = \frac{1}{n} \sum_{j=1}^{n} w_{ij},
\]

where \( w_{ij} \) is worker \( j \)'s weight guess for image \( i \).

Similarly, we denote the average height estimate for image \( i \) as \( h_{est}^i \), and the average body-mass index (BMI) estimate as \( b_{est}^i \). The BMI estimate \( b_{est}^i \) was computed as \( w_{est}^i/(h_{est}^i)^2 \) (unit: kg/m\(^2\)); it was not estimated directly by crowd workers.

The number of \( n = 45 \) guesses per image was determined in a pilot study where we collected the much larger number of 75 guesses for each of a small number of images and observed the convergence behavior of the mean estimates. Fig. 4 illustrates for two sample images, showing that the mean stabilizes quickly, well before reaching the eventually chosen sample size of \( n = 45 \) guesses.

In addition to weight and height estimates or votes, we asked crowd workers to complete a survey to provide information about their own weight, height, country of residence, age, education, and gender. These statistics are summarized in Table 2 for the more than 6.5k crowd workers who contributed to our three studies.

Workers were awarded $0.01 per image. To encourage high-quality estimates, the 25% most accurate workers per image were awarded a bonus that doubled their pay for the respective image (where accuracy was computed as the absolute difference between the guess and the ground-truth weight for the image, which is available for all images as described in Sec. 2.1). To further increase data quality, we filtered and preprocessed the raw weight and height estimates by removing guesses from workers who did not complete the demographic survey or who appeared to have used erroneous guesses, such as typos or usage of wrong

---

1 Concretely, we computed, for each worker, the fraction of images for which their guess ranked among the top 50%. If it happened for less than 10% of the worker’s guesses, we dropped all their guesses.
measurement units. These data cleaning steps removed around 20% of the crowdsourced estimates.

**Matching.** Our goal is to determine whether the color and pattern of clothing changes the perception of weight. A naïve approach to addressing this question would be to compute the average weight estimate for each clothing type and determine whether the averages differ significantly across clothing types. The problem with this simple analysis is confounding: factors that correlate with weight estimates, such as true weight, true height, and gender [17], might also correlate with clothing choice, implying that differences between clothing types may be due to these confounding factors rather than clothing. For instance, weight estimates for women are lower than for men (because women weigh less than men on average), and if women preferred dark clothes more than men do, then if individuals wearing dark clothes appeared to weigh less, this may simply be due to the fact that women are over-represented in the dark group.

To mitigate these problems, we controlled for potential confounds by comparing people who are nearly identical with respect to a number of observed co-
tential confounds by comparing people who are nearly over-represented in the dark group.

If all confounds were balanced by the matching—then the average within-pair difference across all pairs $p$ is

$$
\Delta w^p_{est} = w^{p1}_{est} - w^{p2}_{est},
$$

and the average within-pair difference across all pairs $p \in P$ as

$$
\Delta w_{est} = \frac{1}{|P|} \sum_{p \in P} \Delta w^p_{est}.
$$

Analogously, we define $\Delta h_{est}$ (height) and $\Delta b_{est}$ (BMI).

If all confounds were balanced by the matching—a big if, which led us to complement this observational study with the experimental studies introduced later—then the average within-pair difference across all pairs, $\Delta w_{est}$, would yield the size of the effect on perceived weight that clothing type $c_1$ affords over clothing type $c_2$.

Four measured covariates are available in our image dataset: gender, true weight, true height, and true BMI. We used all of them for matching, as follows: we considered a pair $(p_1, p_2)$ of images to be a valid candidate for matching if $p_1$ and $p_2$ were of the same gender, differed in weight by at most $\epsilon_w$, differed in height by at most $\epsilon_h$, and differed in BMI by at most $\epsilon_b$, but wore different types of clothes (solid light, solid dark, or horizontal stripes).

For a given pair $(c_1, c_2)$ of clothing types, this setting can be modeled as a bipartite graph where every valid candidate pair of images is connected by an edge. To find a matching with the largest number of matched pairs, we ran an off-the-shelf maximum matching algorithm on the resulting bipartite graph.

Table 3: Validation of pairwise image matching performed for observational study (Sec. 3.1), in terms of mean within-pair differences, with bootstrapped 95% confidence intervals and $p$-values from Wilcoxon’s signed rank test for null hypothesis of no difference in means (i.e., large $p$-values are good, as they imply balanced pairs). Height is equal within each pair because granularity of Reddit images is 1 inch (2.54 cm), which exceeds the chosen matching threshold of $\epsilon_h = 2.5$ cm.

|                | Dark/light | Light/striped | Dark/striped |
|----------------|------------|---------------|--------------|
| Num. pairs     | 153        | 65            | 54           |
| Male           | 41%        | 40%           | 39%          |
| Actual weight diff. | $-0.04$ kg | $-0.13$ kg   | $-0.30$ kg   |
| $(p = 0.71)$   |            | $(p = 0.60)$  | $(p = 0.16)$ |
| Actual height diff. | $0$ cm     | $0$ cm       | $0$ cm       |
| $(p = 1)$      |            | $(p = 1)$     | $(p = 1)$    |
| Actual BMI diff. | $-0.02$    | $-0.04$      | $-0.10$      |
| $(p = 0.67)$   |            | $(p = 0.63)$  | $(p = 0.19)$ |

6 Concretely, we dropped guesses that were more than $z = 3$ standard deviations away from the mean guess for the respective image. The results were robust with respect to the choice of $z$, with $z = 2$ resulting in identical conclusions.
3.2 Experimental study 1: weight estimation of manipulated images

The matched observational study introduced in the previous section lets us estimate the causal effect of clothing on weight perception under the condition that all confounds were balanced by the matching. As Table 3 shows, the matching did indeed balance the 4 explicitly observed confounds (true weight, true height, true BMI; gender was balanced exactly by construction). Table 3 does not, however, speak to any of the potentially large number of additional confounds that still remain and that may be hard to measure because they are available only implicitly as visual information (e.g., background, face shape, body pose, camera angle, size and fit of clothes) or that are altogether unobservable (e.g., weight awareness, fashion awareness, mood). For instance, people in outdoor settings might both dress in certain ways and be perceived to weigh less (as outdoor settings might be associated with healthiness in raters’ minds, whether consciously or not); or sharp dressers might both be more likely to wear dark (because they are more aware of the anecdotal advantages of dark clothes) and be perceived to weigh less, even when controlling for true weight.

The perfect dataset that would let us avoid such factors altogether would contain each person photographed multiple times under exactly identical conditions—including the size and fit of the clothes they wear—with only one difference: the color or pattern of the clothes they wear. This way, all confounding factors would be eliminated, and the measured effect sizes could be attributed solely to clothing color or pattern, respectively. Unfortunately, creating such an ideal dataset would require a considerable investment, which probably explains why previous research that has adopted a similar approach worked with one single judged person [19]. Moreover, concerns regarding external validity would arise, as photographs staged for research purposes would be likely to lack the variety and naturalness of real photographs.

To circumvent these issues, we adopted a different approach: instead of modifying the color and pattern of clothing physically at the time photographs were taken, we did so post hoc by manipulating photographs that had already been taken. This process is cheaper and maintains the variety and naturalness of photographs taken without experimentation in mind. Specifically, we chose, from the dataset of Sec. 2.1, 100 images of people wearing horizontal stripes and used Fiverr.com, an online marketplace for freelance services, to hire a graphic-design expert who manipulated each image in Adobe Photoshop by removing the horizontal stripes and producing two additional versions of the same image: one solid light, the other solid dark. The expert was paid $5 per original image. To reduce the risk of bias, they were not informed about the purpose of the manipulated images.

Two examples of real images alongside their manipulated versions are shown in Fig. 5. The example in the top row is well suited for our purposes: even when looking closely, it is hard to tell that photo editing took place. In the example in the bottom row, on the contrary, the manipulated versions clearly look artificial. We removed such bad samples post hoc, after collecting the crowd estimates (as described below).

After image manipulation, experimental study 1 proceeded in exactly the same way as the observational study of Sec. 3.1: for each image, n = 45 crowd
estimates were collected on Amazon Mechanical Turk[8] and a matched analysis was performed. In contrast to the observational setup, however, the matching did not need to be performed post hoc in the experimental setup, since here all covariates were balanced—and thus all potential confounds controlled—from the very start, by construction.

After collecting all crowd estimates, we post hoc addressed the issue of the low quality of some manipulated image versions by dropping all pairs of original and manipulated versions for which the estimated difference exceeded 10 kg in weight or 10 cm in height, as visual inspection revealed that in such pairs the manipulated images did not preserve the original body silhouette and were thus not well suited for our study. Although a Photoshop expert might still be able to identify the manipulated images in the remaining sample, we believe the difference is hardly noticeable for most people, especially in the context of the crowdsourcing task of height and weight estimation, on which most workers spent only a few seconds per image.

After filtering, the dataset comprised 98, 99, and 97 pairs for the dark/light, light/striped, dark/striped comparisons, respectively. A summary of the BMI-based body type classification for the manipulated images is presented in the right column (labeled “Manipulated images”) of Table 1. The distribution of body types in the manipulated images closely matches that of the full sample of images used in the observational study (left column of Table 1).

3.3 Experimental study 2: pairwise weight comparison of manipulated images

In both the observational study (Sec. 3.1) and experimental study 1 (Sec. 3.2) we collected absolute estimates of weight and height. Absolute weight and height estimation is, however, a hard task for humans, and it is furthermore affected strongly by personal biases on the behalf of raters [17]. Since relative judging tasks tend to be easier for humans than absolute judging tasks, we took a complementary approach in experimental study 2, asking raters to provide pairwise comparisons between images.

Recall from the previous section that, for 100 original images, we obtained manipulated versions where clothing color and pattern—and nothing else—were changed. That is we have 100 triples where the same person is shown in light, dark, and striped clothes. Maybe the most direct way of comparing clothing types in a pairwise rating setting would be to show workers two versions of the same image and ask them in which image the person seems to weigh less. This would, however, be a highly unnatural task: workers would realize that the weight in the two images must be identical, which would shift the focus to the meta level—“Do I think that light or dark clothing makes a person appear to weigh less?”—and lead us to measure the prevalence of anecdotal clothing advice, rather than immediate weight perception.

In our design, we therefore matched images of two different people into pairs, while ensuring that both images appeared similar by requiring that the estimated (not necessarily the true) weight and height were nearly identical for both people (without loss of generality, in the solid light versions of the images). Using the same maximum matching algorithm as in Sec. 3.1 (with ε_w = 2 kg, ε_h = 2 cm, ε_h = 1 kg/m^2), we obtained 56 matched pairs of two different people. Note that the matching ensured that every person participated in at most one pair.

In the following, we let L, D, and S stand for light, dark, and striped, respectively. Given the results of the observational study (Sec. 4.1) and experimental study 1 (Sec. 4.2), we were particularly interested in comparing light to dark clothing, {L,D}, and light to striped clothing, {L,S}. We therefore conducted experimental study 2 twice, once for {L,D}, and once for {L,S}. For ease of exposition, we shall describe the study for {L,D}, but the case {L,S} is fully analogous.

As we have 2 images (L and D) per person, there are 4 possible configurations per pair of persons: LL, LD, DL, DD. For each configuration of each person pair, n = 40 crowd workers guessed whether the first or the second person weighed less. (The order of the two people in a pair was randomized once and subsequently kept fixed for all rating tasks.) That is, we collected 2n = 80 ratings for each person i in each of two clothing conditions c ∈ {L,D}: i wearing c = L, and i wearing c = D. Let the vote share s_w ∈ [0, 1] capture in what fraction of the 2n = 80 pairwise comparisons i wearing c was judged to weigh less than the other image. The vote-share difference

\[ \delta_i = s_{iD} - s_{iL} \]

quantifies the causal effect of clothing type on the perceived weight of person i in terms of the fraction
of votes gained by wearing dark rather than light. Averaging \( \delta_i \) over all people \( i \), we obtain the overall causal effect \( \delta \) of wearing dark rather than light.

In practice, each crowdsourcing task consisted of 10 comparisons, shown sequentially on separate screens. Pairs from all 4 configurations appeared in random order. Each crowd worker saw each pair in at most one of the 4 configurations, so they would not be biased by previous information. Across both runs of the experiment (for \( \{L,D\} \) and \( \{L,S\} \), respectively), we collected a total of 19,200 votes from 750 crowd workers.

As a quality assessment measure, most workers rated up to 4 pairs twice, which allowed us to determine test–retest reliability: 85% of workers consistently judged the same image in the pair to weigh less, a satisfactorily high value, given the hardness and subjectivity of the judging task (recall that images in a pair were explicitly chosen to be indistinguishable in terms of weight when wearing the same clothing type). As a further safeguard against random guessing, we embedded a two-letter code in each image. To enter their vote, workers had to type the corresponding code. This way, workers had to actually look at the images—at the very least, to read the code—and could not simply click on one image randomly.

4 Results

Having described the design of the three studies, we now discuss the results for each study in turn.

4.1 Observational study: weight estimation of real images

Effect of dark colors. We begin by considering the impact of clothing color on weight perception as estimated in the observational study. The weight estimates \( w_{est}^p \) (cf. Eq. (1)) for all 153 matched pairs \( p = (p_1, p_2) \) are visualized in the scatter plot of Fig. 6a (left). The distribution of within-pair dark-minus-light differences \( \Delta w_{est}^p \) in perceived weight (cf. Eq. (2)) is shown in Fig. 6b (center). Visual inspection reveals a left skew of the distribution, indicating that the dark-clad person in a pair is perceived to weigh less than the light-clad person.

Whereas the plots of Fig. 6c pertain only to the perception of weight, the first column of the table in Fig. 6a summarizes the distribution of perceived within-pair differences for all of weight, height, and BMI (\( \Delta w_{est}, \Delta h_{est}, \Delta b_{est} \); cf. Eq. (3)) in terms of averages. We observe that average weight and BMI estimates were significantly lower for dark than for light, by 2.27 kg \((p = 0.004 \text{ according to Wilcoxon’s signed rank test})\) and 0.77 BMI points \((p = 0.002)\), respectively. This implies that people who wear dark were, on average, perceived as weighing less. In contrast, height estimates were not affected by clothing color \((p = 0.88)\).

Effect of horizontal stripes. Next, we investigate the effect of horizontal stripes in two matched analyses: one where we compare images with horizontal stripes to images with solid light colors (65 pairs), and one where we compare images with horizontal stripes to images with solid dark colors (54 pairs).

The results are summarized in the second and third columns of the table in Fig. 6a (also cf. Fig. 9–10). We observe that crowd estimates do not differ significantly between horizontally striped and solid light clothes, neither for weight nor for height nor, as a consequence, for the derived BMI \((p = 0.68, 0.56, 0.70, \text{respectively})\). Individuals wearing dark clothes, on the contrary, were estimated as significantly less heavy \((p = 0.007)\), compared to people wearing horizontal stripes, with a mean difference of 3.08 kg in favor of dark. The effect is also reflected in a difference of 1.05 BMI points \((p = 0.007)\) in favor of dark.

Summary. Overall, the results from the observational study may be summarized as follows:

1. Individuals wearing solid dark colors were judged to weigh less by a small but statistically significant amount of 2–3 kg, compared to individuals wearing solid light colors or horizontal stripes.

2. Horizontal stripes and solid light colors were not significantly different in terms of weight perception.

3. In terms of height perception, all three clothing types (solid light, solid dark, horizontal stripes) were indistinguishable.

Taken together, the fact that weight, but not height, was perceived significantly lower for people wearing dark indicates that dark clothes reduce perceived body size—if the matching has balanced all confounding factors, an if that we remove with the experimental studies, whose results we discuss next.

*††* Moreover, plots for all of weight, height, and BMI are available in Fig. 9.
4.2 Experimental study 1: weight estimation of manipulated images

The analysis of experimental study 1 is conceptually identical to that of the observational study. The only difference between the two studies consists in the datasets used: whereas the observational study compared images that had been created to form nearly identical pairs to begin with, experiment study 1 started from images that had been created to form nearly identical pairs to begin with.

Effect of dark colors. As before, we visualize the weight estimates for all pairs as a scatter plot (Fig. 3d, left), display the distribution of within-pair differences of weight estimates (Fig. 3b, center), and summarize the results for all of weight, height, and BMI in a table (first column of table in Fig. 3). We observe that the differences were much smaller in this experimental setup, compared to the observational setup (Sec. 4.1), presumably both because the matched images were more similar to each other and because we had retained only pairs of persons whose weight and height were judged similarly under identical clothing conditions (difference under 10 kg or 10 cm, respectively; cf. Sec. 3.2). Although the average within-pair difference in perceived weight between solid light and solid dark clothing had the same sign as in the observational study, the effect was much smaller (−0.23 kg vs. −2.27 kg) and not statistically significant ($p = 0.34$ according to Wilcoxon’s signed rank test).

Effect of horizontal stripes. The results for the comparisons of striped with light and dark clothes are summarized in the second and third columns of the table of Fig. 5. As in the observational setup, light and striped were statistically indistinguishable ($p = 0.78$), and the average weight estimate for dark was smaller than for striped, but the difference was again much smaller than in the observational setup (−0.13 kg vs. −3.08 kg) and not statistically significant ($p = 0.50$).

Summary. The above results regarding weight estimation are inconclusive: on the one hand, the effects point in the same direction as in the observational study, indicating that dark clothing may decrease perceived weight, but, possibly due to much more closely matched
image pairs, the measured effects are considerably smaller here and not statistically significant. This could either mean that there is no effect or that there is a small effect that could not be detected by the present methodology due to a small sample size. It is this disambiguity that led us to design experimental study 2, which had increased power by moving from absolute to relative weight estimation.

4.3 Experimental study 2: pairwise weight comparison of manipulated images

In experimental study 2, we analyzed the same set of manipulated images as in experimental study 1, but using a fundamentally different methodology, based on relative pairwise weight comparison as opposed to absolute weight estimation.

Based on the formulaic result of the observational study—“$D < L \approx S$”—which was qualitatively but insignificantly supported by experimental study 1, we focused on comparing solid dark to solid light clothes, and solid light to horizontally striped clothes. In other words, the question was: Can we confirm that indeed “$D < L$” and “$L \approx S$”? Effect of dark colors. We start with the results of the comparison of dark vs. light. Recall from Sec. 3.3 that, for a given person $i$, the effect of wearing solid dark rather than solid light is captured by the vote-share difference $\delta_i$. Averaging $\delta_i$ over all persons $i$, we obtain the overall causal effect $\delta$ of wearing dark, rather than light, on weight perception. It amounted to $\delta = 2.7\%$, a small but statistically significant effect ($p = 0.0069; 95\% \text{ CI [0.88\%, 4.6\%]}$). In words, when a fixed person $i$ is compared to another, $a$-priori similar-looking person $j$ 100 times, $i$ can increase the number of times they are perceived to weigh less than $j$ by 2.7 if they wear dark, rather than light.

The distribution of $\delta_i$ for the set of all people $i$ is visualized as a histogram in Fig. 7a. The advantage of dark over light is discernible as a slight right-shift of the histogram.

Recall that, in experimental study 2, each pair of people was rated multiple times in each of 4 configurations: $LL$, $LD$, $DL$, $DD$. Given this structure, we may simply count, for each configuration, how often person 1 in a pair was rated as weighing less. The results, given in the table of Fig. 7a, show that both person 1 and person 2 were always perceived as weighing less when they wore dark than when they wore light: moving vertically down, which corresponds to person 1 switching from light to dark, increases person 1’s win rate; and similarly, moving horizontally right, which corresponds to person 2 switching from light to dark, increases person 2’s win rate (manifested in the table of Fig. 7a as a decrease in person 1’s win rate).

Note that the overall causal effect $\delta$ can also be induced from the table of Fig. 7a as the average of the 4 bottom-minus-top ($D_1L_2 - L_1L_2$ and $D_1D_2 - L_1D_2$) and left-minus-right ($L_1L_2 - L_1D_2$ and $D_1L_2 - D_1D_2$) differences, which also amounts to $\delta = 2.7\%$.

Also note that the fact that all numbers in the table of Fig. 7a are slightly greater than 50% implies that there was position bias: although the order of the two people in each pair was randomized, crowd workers on average rated the first person as weighing less. We emphasize that this does not alter our conclusions, as we work with differences of vote shares, rather than with raw vote shares directly.

Effect of horizontal stripes. Repeating the above analysis for the comparison of horizontally striped vs. solid light clothes, we cannot determine any significant effect, with an estimated overall “stripes-minus-light” effect of $\delta = 0.044\%$ ($p = 0.58; 95\% \text{ CI [−2.0\%, 2.1\%]}$).

The distribution of the individual $\delta_i$ and the number of vote shares for each of the 4 configurations are displayed in Fig. 7a.

Summary. We conclude that experimental study 2 confirmed the qualitative results from the observational study and from experimental study 1, namely that solid dark clothes make a person seem to weigh less than solid light clothes do (“$D < L$”), and that solid light clothes and horizontally striped clothes are indistinguishable in terms of weight perception (“$L \approx S$”).

5 Discussion

This work is concerned with the causal effects of clothing color and patterns on perceived weight. Based on photographs taken under natural conditions and weight estimates obtained via crowdsourcing, we conducted a series of observational as well as experimental studies, all arriving at the same qualitative conclusions: solid dark colors slightly but significantly decrease weight perception, compared to solid light colors or horizontal stripes, whereas horizontal stripes neither increase nor decrease weight perception significantly, compared to solid light colors.

We reached these conclusions using an inherently computational approach: through a combination of
In addition to the number of images and votes, we also went beyond previous studies in terms of the nature of the images. Whereas prior work had mostly focused on staged photographs created specifically for the respective studies [19], we started from real photographs collected from the Web, taken under natural conditions independent of the goals of our research. This data collection process made our findings more robust against idiosyncrasies that might arise with pictures taken in narrow research contexts. By further augmenting our image dataset through targeted manipulations performed by a professional graphic designer, our methodology marries the advantages of both realistic data and experimental control.

Nonetheless it should be noted that, since the images were gleaned from an online weight loss forum, they mostly depict overweight and obese individuals (Table 1), a fact that should be taken into account when interpreting our findings. Future work should specifically investigate whether the effects are identical for individuals with an underweight or normal BMI.

Although the results of all three studies presented here were consistent, it is important to point out that the studies were not pre-registered and were designed and evaluated sequentially. (The data used in the observational study was originally collected for another research project [17].) In order to further decrease the likelihood of false-positive findings, we thus encourage future work to replicate our results in pre-registered studies.

In terms of further limitations, we emphasize a point made in Sec. 2.1 namely that this paper focused on upper-body clothing. The reasons were twofold: on the one hand, a large fraction of images in our collection contain upper bodies only; on the other hand, the upper body, including the abdominal area, are anecdotally particularly important for weight perception. Future endeavors should attempt to lend data-driven support for this assumption and should quantify the relative importance of upper- vs. lower-body clothing for weight perception.

Moreover, the present research considered only horizontal stripes, foregoing the study of vertical stripes, despite the fact that folk wisdom commonly claims that vertical stripes make a person appear to weigh less. The reason for ignoring images with vertical
stripes was simply that they do not occur in our dataset in sufficient numbers. Future work should make an explicit effort to collect a larger number of photographs with vertical stripes and apply our methodology to them. For instance, several large-scale fashion datasets are available [14,26], and automatically sifting them through for vertical stripes seems feasible given the computational techniques for color and stripe detection introduced in this work (Sec. 2).

Despite any limitations, we would like to highlight the robustness of our results, as apparent in their consistency across the three studies. Our observations are rendered considerably more reliable by the fact that each of the three studies is different in its own way: The original Reddit images are unedited and thus maximally realistic in nature, but contain numerous unmeasured covariates (e.g., background, face shape, body pose, camera angle, size and fit of clothes), which might in the worst case explain away the effects measured in the observational study (Sec. 3.1). On the contrary, the manipulated images used in the experimental studies (Sec. 3.2–3.3) are free of confounds, but were all produced by the same graphic designer and could thus conceivably be biased by consistent minor flaws not caught by our post-hoc filtering. And finally, the two experimental studies were based on fundamentally different crowd labels, absolute weight guesses in the case of study 1, and relative weight comparisons in the case of study 2. The similarity of the results obtained from all three studies, each with its own strengths and weaknesses, puts our conclusions on more solid ground.

This study opens multiple interesting directions for future research. For instance, we did not attempt to answer the question of causal mechanisms. In other words, why do dark clothes make individuals appear to weigh slightly less? Although mathematical models have been proposed [20,22], empirical evidence sometimes contradicts the models [2]. Asking crowd workers why they think a person in an image appears to weigh less could shed new light on the question of causal pathways.

Finally, we foresee numerous practical applications of the results and techniques introduced in this work. On the one hand, our results provide a solid empirical base for everyday fashion advice. On the other hand, machine-learning-driven fashion technologies [14,28] are on the rise; combining them with scalable crowdsourcing methods as leveraged in this paper could lead to tools for rapidly sensing how large populations would perceive certain clothing items.
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Figure 8: Results of observational study, dark vs. light.

Figure 9: Results of observational study, dark vs. striped.
Figure 10: Results of observational study, light vs. striped.

Figure 11: Results of experimental study 1, dark vs. light.
Figure 12: Results of experimental study 1, dark vs. striped.

Figure 13: Results of experimental study 1, light vs. striped.