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Abstract

In this paper, we prove a sharp and strong non-uniqueness for a class of weak solutions to the three-dimensional magneto-hydrodynamic (MHD) system. More precisely, we show that any weak solution \((v, b)\) is non-unique in \(L^p_t L^\infty_x\) with \(1 \leq p < 2\), which reveals the strong non-uniqueness, and the sharpness in terms of the classical Ladyzhenskaya-Procid-Serrin criteria at endpoint \((2, \infty)\). Moreover, for any \(\epsilon > 0\), we can also construct infinitely many weak solutions of the ideal MHD system in \(L^1_t C^{1-\epsilon}_x\). Our result shows the non-uniqueness for any weak solution \((v, b)\) including non-trivial magnetic field \(b\).

1 Introduction

In many natural phenomena, magnetic fields are closely related to a large number of natural and man-made fluids. The model of magneto-hydrodynamics (MHD) system is already widely used to study the interaction between magnetic fields and moving, conducting flows. In this paper, we consider the MHD equations on the torus \(T^3 = \mathbb{R}^3/\mathbb{Z}^3\):

\[
\begin{cases}
\partial_t v - \Delta v + \text{div}(v \otimes v) + \nabla p = \text{div}(b \otimes b), \\
\partial_t b - \Delta b + \text{div}(v \otimes b) = \text{div}(b \otimes v), \\
\text{div} v = 0, \quad \text{div} b = 0,
\end{cases}
\]

associated with mean-free initial data \((v, b)|_{t=0} = (v_0, b_0)\), where \(v(x, t), b(t, x)\) and \(p(x, t)\) represent the fluid velocity, the magnetic field and the scalar pressure, respectively.

When \(b = 0\), system (1.1) is reduced to the classical incompressible Navier-Stokes equations. As is known, Leray \cite{23} proved global existence of weak solutions for the Navier-Stokes equations with initial data \(v_0 \in L^2(\mathbb{R}^3)\). And this result was further developed by Hopf \cite{19} in general domains. We call these solutions introduced in \cite{19,23} as Leray-Hopf weak solutions. Although the existence theory of Leray-Hopf weak solutions has been
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established for nearly one hundred years, the uniqueness and regularity of the weak solutions for the 3D Navier-Stokes equations remain open. Therefore, a large number of mathematical researchers are devoted to seeking the uniqueness and regularity criteria to show how far we are from resolving this challenging problem. One of the classical regularity criteria is the Ladyzhenskaya-Prodi-Serrin criterion, which reveals that a Leray-Hopf weak solution of the 3D Navier-Stokes equations is regular, provided \( v \in X^{p,q} \) satisfies  \[ \frac{2}{p} + \frac{3}{q} \leq 1, \quad X^{p,q} := \left\{ \begin{aligned} &L^p([0,T];L^q(\Omega)), & p \neq \infty, \\ &C([0,T];L^q(\Omega)), & p = \infty. \end{aligned} \right. \]

where \( \Omega \) can be the whole space \( \mathbb{R}^3 \), a bounded domain or a periodic area \( T^3 \). As a matter of fact, the Ladyzhenskaya-Prodi-Serrin criterion can also serve as a sufficient condition for the uniqueness of \( L^2_{t,x}(\Omega) \) weak solution. We refer readers to \([15][16][25]\) and references therein. For periodic domain \( T^3 \), Cheskidov and Luo \([8]\) proved that any \( L^2_{t,x} \) weak solution in \( X^{p,q} \) with \( \frac{2}{p} + \frac{3}{q} \leq 1 \) of the Navier-Stokes equations is a Leray-Hopf weak solution and regular (also unique). This positive result naturally makes one consider whether a \( L^2_{t,x} \) weak solution is unique or not in \( X^{p,q} \) with \( \frac{2}{p} + \frac{3}{q} > 1 \). Recently, Cheskidov-Luo \([8]\) answered this question and their result shows the sharpness of the Ladyzhenskaya-Prodi-Serrin criteria \( \frac{2}{p} + \frac{3}{q} \leq 1 \) at the endpoint \((p,q) = (2,\infty)\) in the periodic setting.

The same as for the 3D Navier-Stokes equations, the regularity and uniqueness of the Leray-Hopf weak solution for the 3D MHD equations remain unsolved. The existence of Leray-Hopf weak solution of system \((1.1)\) was proved by Wu \([29]\). The definition of Leray-Hopf weak solution of system \((1.1)\) on the periodic domain \( T^3 \) is as follows:

**Definition 1.1.** Let \((v_0, b_0) \in L^2(T^3)\) with zero mean and \( \text{div} v_0 = \text{div} b_0 = 0 \). \((v,b,p)\) is called a Leray-Hopf weak solution of system \((1.1)\) if

- \((v, b, p)\) satisfies equations \((1.1)\) in the distribution sense. Moreover, \((v(t), b(t)) \to (v_0, b_0)\) weakly in \( L^2(T^3) \) as \( t \to 0 \).

- \((v, b) \in L^\infty_{\text{loc}}(\mathbb{R}^+; L^2(T^3)) \cap L^2_{\text{loc}}(\mathbb{R}^+; H^1(T^3))\).

- For a.e. \( t > 0 \),

\[
\|(v(t), b(t))\|^2_{L^2(T^3)} + 2 \int_0^t \|(\nabla v(s), \nabla b(s))\|^2_{L^2(T^3)} \, ds \leq \|(v_0, b_0)\|^2_{L^2(T^3)}.
\]

With respect to MHD equations, there have been established some Ladyzhenskaya-Prodi-Serrin-type criteria, e.g. \([6][7][18][30][31]\). One can claim that the uniqueness for the Leray-Hopf weak solution \((v, b)\) of system \((1.1)\) if \((v, b) \in X^{p,q}\) with \( \frac{2}{p} + \frac{3}{q} \leq 1 \) on the whole space \( \mathbb{R}^3 \). Actually, for a \( L^2_{t,x} \) weak solution \((v, b)\) in the periodic setting, one can also obtain the uniqueness result provided that \((v, b)\) satisfies Ladyzhenskaya-Prodi-Serrin criteria \((1.2)\). Here a \( L^2_{t,x} \) weak solution \((v, b)\) of system \((1.1)\) is defined as follows:

\footnote{Here and throughout the paper, we denote \((f, g) \in X \times X \) by \((f, g) \in X \) and \( \|f\|^p_X + \|g\|^p_X \) by \( \|(f, g)\|^p_X \).}
**Definition 1.2.** Let \((v_0, b_0) \in L^2(\mathbb{T}^3)\) be divergence-free in the sense of distributions and have zero mean\(^2\). We say that \((v, b) \in L^2([0, T] \times \mathbb{T}^3)\) is a weak solution to the MHD equations \((1.1)\) if

1. For a.e. \(t \in [0, T]\), \((v(\cdot, t), b(\cdot, t))\) is divergence-free in the sense of distributions;

2. For all divergence-free test functions \(\phi \in C_0^\infty([0, T] \times \mathbb{T}^3)\),

\[
\int_0^T \int_{\mathbb{T}^3} \left( \partial_t - \Delta \right) \phi v + \nabla \phi : (v \otimes v - b \otimes b) \, dx \, dt = -\int_{\mathbb{T}^3} v_0 \phi(0, x) \, dx, \]

\[
\int_0^T \int_{\mathbb{T}^3} \left( \partial_t - \Delta \right) \phi b + \nabla \phi : (v \otimes b - b \otimes v) \, dx \, dt = -\int_{\mathbb{T}^3} b_0 \phi(0, x) \, dx. \]

Throughout this paper, we call \((v, b)\) a weak solution in the sense of Definition 1.2.

Taking advantage of the proof of Theorem 1.3 in [8], one can infer the following result:

**Proposition 1.3.** Let \((v, b)\) be a weak solution of the MHD system \((1.1)\). If \((v, b) \in X^{p,q}\) with \(\frac{2}{p} + \frac{2}{q} \leq 1\), then

1. \((v, b)\) is unique in the class of \(X^{p,q}\) weak solutions,

2. \((v, b)\) is a Leray-Hopf solution, and regular on \((0, T]\).

The results in [8] imply the non-uniqueness of weak solutions of the MHD system \((1.1)\) in the class \(L^p_t L^\infty_x(1 \leq p < 2)\) with the trivial magnetic field \(b = 0\) on periodic domain \(\mathbb{T}^3\). One natural question is:

For \(1 \leq p < 2\), is a weak solution \((v, b) \in L^p([0, T]; L^\infty(\mathbb{T}^3))\) of system \((1.1)\) unique in \(L^p([0, T]; L^\infty(\mathbb{T}^3))\) for the non-trivial magnetic field \(b\)?

Inspired by [2, 3, 8], we aim to solve the above problem and obtain the non-uniqueness results via convex integration scheme. In recent years, the non-uniqueness problems of weak solutions to hydrodynamic models have caught researchers’ interest and some progress has been made on related issues. For example, with respect to the Euler equations, De Lellis and Székelyhidi in the pioneering paper [21] introduced the convex integration scheme and constructed the non-unique weak solutions in \(L^\infty_{t,x}\) with space-time compact support, see also [22]. The Onsager conjecture was finally solved in \(C^\beta_{x,t}\) \((0 < \beta < 1/3)\) by Isett [20]. We refer readers to [4, 11–13, 26] and references therein for more results on non-uniqueness of weak solutions to the Euler equations. For the Navier-Stokes equations, there were relatively fewer results on the non-uniqueness problems. Buckmaster and Vicol in [5] made the first important break-through via a \(L^2_x\)-based intermittent convex integration scheme. Subsequently, Buckmaster, Colombo and Vicol [3] proved that the wild solutions can be generated by \(H^3\) initial data. Cheskidov and Luo [8] exhibited the sharpness of the Ladyzhenskaya-Prodi-Serrin criteria \(\frac{2}{p} + \frac{4}{q} \leq 1\) at the endpoint \((p, q) = (2, \infty)\). Albritton, Brué and Colombo [1] proved the non-uniqueness of the Leray-Hopf weak solutions with

\(^2\)Throughout this paper, “zero mean” is “zero spatial mean”.
a special force by skillfully constructing a “background” solution which is unstable for the Navier-Stokes dynamics in similarity variables. In terms of the ideal MHD system, Faraco, Lindberg and Székelyhidi [10] showed that the integrability condition \((v, b) \in L^3_t L^6_x\) for the magnetic helicity conservation is sharp. In [9], Faraco, Lindberg and Székelyhidi proved that there exist infinitely many non-trivial weak solutions with compact support in space \(L^\infty_t L^6_x\). Beekie, Buckmaster and Vicol [2] constructed distributional solutions in \(C_t L^2_x\) breaking the magnetic helicity conservation and essentially showed the non-uniqueness of weak solutions. Recently, there have some non-uniqueness results of the 3D viscous and resistive MHD equations. For instance, in the framework of \(H^\epsilon_t L^\infty_x\) with \(\epsilon\) sufficiently small, Li, Zeng and Zhang [24] proved the non-uniqueness of a generalized MHD system.

Compared with the Navier-Stokes equations, the anti-symmetric structure \(\text{div}(v \otimes b - b \otimes v)\) of (1.1) gives rise to the major difficulty to obtain the non-uniqueness in \(L^p_t L^\infty_x\) with \(1 \leq p < 2\). More precisely, when dealing with the MHD system (1.1), the “Mikadow flows” introduced in [8] for the Navier-Stokes equations would not work since the multiple oscillation directions lead to extra errors in oscillation terms. Motivated by [2, 8], we construct the perturbation by combining the shear intermittent flows with the temporal concentration functions on convex integration scheme, where the shear intermittent flows effectively eliminate the oscillation errors and the temporal concentration functions help the intermittent shear flows balance the dissipative errors.

Before giving our results, we show two non-uniqueness definitions introduced in [8]:

- “Weak non-uniqueness”: there exists a non-unique weak solution in the class \(X\).
- “Strong non-uniqueness”: any weak solution in the class \(X\) is non-unique.

We can prove the non-uniqueness of weak solutions in a strong sense and our main results are as follows:

**Theorem 1.4** (Sharp and strong non-uniqueness). Let \(1 \leq p < 2\). Any weak solution \((v, b)\) of (1.1) in \(L^p_t L^\infty_x\) is non-unique. Moreover, there exist non-Leray-Hopf weak solutions \((v, b)\) in \(L^p_t L^\infty_x\).

**Remark 1.5.** Given \(1 \leq p < 2\), Cheskidov and Luo [8] proved that a weak solution \(v\) of the Navier-Stokes equations in \(L^p(0, T; L^\infty(\mathbb{T}^3))\) is not unique if \(v\) has at least one interval regularity. Our result shows the non-uniqueness of any weak solution \((v, b)\) without regularity assumption.

We now give a main theorem of this paper, which immediately shows Theorem 1.4.

**Theorem 1.6.** Let \((v^{(1)}, b^{(1)}) \in C^0([0, \hat{T}]; H^3(\mathbb{T}^3))\) and \((v^{(2)}, b^{(2)}) \in C^0([0, \hat{T}]; H^3(\mathbb{T}^3))\) be two strong solutions of the MHD equations (1.1) with mean-free initial data \((v^{(1)}(0, x), b^{(1)}(0, x))\) and \((v^{(2)}(0, x), b^{(2)}(0, x))\), respectively. Fixed \(T \leq \frac{\hat{T}}{4}\) and \(1 \leq p < 2\), then there exists a weak solution \((v, b)\) of the Cauchy problem to (1.1) with initial data \((v, b)|_{t=0} = (v^{(1)}(0, x), b^{(1)}(0, x))\) satisfying

\[(v, b) \in L^p([0, \hat{T}]; L^\infty(\mathbb{T}^3)) \cap L^1([0, \hat{T}]; C^1(\mathbb{T}^3))\]
and

\[(v, b) \equiv (v^{(1)}, b^{(1)}) \text{ on } [0, 2T], \quad \text{and} \quad (v, b) \equiv (v^{(2)}, b^{(2)}) \text{ on } [3T, \tilde{T}].\]

For the ideal MHD system, there has no dissipative effect preventing the nonlinear term from balancing the stress errors. Therefore, we can apply the methods of proving Theorem 1.4 and Theorem 1.6 to show the following result:

**Corollary 1.7.** For the ideal MHD system, there exist infinitely many weak solutions \((v, b) \in L^1_t C^1_x\) with the same smooth initial data.

In the end of this section, we arise some interesting questions on the related MHD systems:

1. For non-resistive MHD equations, one could expect that the magnetic helicity is conserved for smooth solutions. Then is integrability condition \((v, b) \in L^3_t \mathbb{R}^3\) sharp for the magnetic helicity conservation?

2. For the MHD system with magnetic resistivity but without dissipation, does there exist solutions \((v, b) \in C^\alpha_{t,x}(\mathbb{R}^3 < \frac{1}{3})\) with increasing energy? is weak solution \((v, b)\) unique for \(v \in L^1_x C^1_x\)?

## 2 Outline of the proof

As previously mentioned, Theorem 1.4 can be immediately proved by Theorem 1.6. Therefore, we are concentrated on showing Theorem 1.6 in this paper. The process of proving Theorem 1.6 is based on a convex integration scheme inspired by [2, 3, 5, 8]. Now, we give the sketch of the convex integration scheme.

For every integer \(q \geq 1\), we investigate the following relaxation of (1.1):

\[
\begin{align*}
\partial_t v_q - \Delta v_q + \text{div}(v_q \otimes v_q) + \nabla p_q &= \text{div}(b_q \otimes b_q) + \text{div} \hat{R}_q, \\
\partial_t b_q - \Delta b_q + \text{div}(v_q \otimes b_q) &= \text{div}(b_q \otimes v_q) + \text{div} \hat{M}_q, \\
\nabla \cdot v_q &= 0, \quad \nabla \cdot b_q = 0, \\
(v_q, b_q)|_{t=0} &= (v^{\text{in}}, b^{\text{in}}) := (v^{(1)}(0), b^{(1)}(0, x)),
\end{align*}
\]

where the *Reynolds stress* \(\hat{R}_q\) and the *magnetic stress* \(\hat{M}_q\) are trace-free symmetric matrix and skew-symmetric matrix, respectively. Here and below, \(v \otimes b := (v_j b_i)_{i,j=1}^3\), and the divergence of a \(3 \times 3\) matrix \(M = (M_{ij})_{i,j=1}^3\) is defined by \(\text{div} M\) with components \((\text{div} M)_i := \partial_j M_{ji}\).

Without loss of generality, we consider the non-uniqueness of weak solutions on time interval \([0, 1]\). Assume that \((v^{(1)}, b^{(1)}), (v^{(2)}, b^{(2)}) \in C^0([0, 1]; H^3(\mathbb{T}^3))\) are two strong solutions of the MHD equations (1.1) with mean-free initial data \((v^{\text{in}}, b^{\text{in}})\) and \((v^{(2)}(0, x), b^{(2)}(0, x))\) respectively. Fixed \(T > 0\) such that

\[T \leq \frac{1}{4},\]
our target is to construct a solution \((v_q, b_q, p_q, \tilde{R}_q, \tilde{M}_q)\) to \((2.1)\) such that \(\{(v_q, b_q)\}_{q \geq 1}\) is a Cauchy sequence in \(L^2_t L^p_x \cap L^p_t L^\infty_x \cap L^1_t \mathcal{C}^{1-\epsilon}_x\), the Reynolds and magnetic stresses \((\tilde{R}_q, \tilde{M}_q)\) tend to zero in \(L^1\)-norm as \(q \to \infty\), which imply that \((v_q, b_q) \to (v, b)\) solves \((1.1)\) in weak sense. Moreover, \((v_q, b_q)\) satisfies

\[
(v_q, b_q) \equiv (v^{(1)}, b^{(1)}) \text{ on } [0, 2T + 2\tau_q], \quad (v_q, b_q) \equiv (v^{(2)}, b^{(2)}) \text{ on } [3T - \tau_q, 1],
\]

where \(\tau_q \to 0\) as \(q \to \infty\). Therefore, we can obtain that

\[
(v, b) \equiv (v^{(1)}, b^{(1)}) \text{ on } [0, 2T], \quad (v, b) \equiv (v^{(2)}, b^{(2)}) \text{ on } [3T, 1].
\]

To quantify the estimates on the solutions \((v_q, b_q, p_q, \tilde{R}_q, \tilde{M}_q)\), we introduce parameters and the inductive procedure firstly.

### 2.1 Parameters and inductive procedure

To begin with, we introduce all parameters of this paper. Fixed \(0 < \epsilon < 1\), \(1 \leq p < 2\), let \(C_0 = 2^{12}\) and \(\gamma, \sigma, b, \alpha, \beta\) be positive constants such that

\[
\gamma = \min\left\{\frac{4}{3p}, \frac{2p}{3}, \frac{1}{24}\right\}, \quad \sigma = \frac{\gamma}{16}, \quad b = \frac{4C_0}{\sigma}, \quad \beta = \frac{1}{p}, \quad \alpha = \frac{\beta}{16}.
\]

Moreover, we define

\[
\lambda_q := \left[a^{(b^q)}\right], \quad \tau_q := T\lambda^{-15}_q, \quad \delta_q := \lambda^{3\beta}_q \lambda^{-2\beta}_q, \quad q \geq 1.
\]

It is easy to verify that \(\delta_1\) and \(\delta_2\) are large numbers which could bound general initial data by setting \(a\) sufficiently large, and for \(q \geq 3\), \(\delta_q\) for is small and tend zero as \(q \to \infty\).

To employ induction, we suppose that the solution \((v_q, b_q, p_q, \tilde{R}_q, \tilde{M}_q)\) of \((2.1)\) satisfies the following conditions: For all \(q \geq 1\),

\[
\|(v_q, b_q)\|_{L^2_t L^p_x} + \|(v_q, b_q)\|_{L^p_t L^\infty_x} + \|(v_q, b_q)\|_{L^1_t \mathcal{C}^{1-\epsilon}_x} \leq \sum_{i=1}^{q} \delta^{1/2}_i,
\]

\[
\|(v_q, b_q)\|_{L^\infty_t H^3_x} \leq \lambda^6_q,
\]

\[
\|\tilde{R}_q, \tilde{M}_q\|_{L^\infty_t \mathcal{H}^3_x} \leq \lambda^6_q, \quad \|\tilde{R}_q, \tilde{M}_q\|_{L^1_t \mathcal{C}^{1-\epsilon}_x} \leq \delta_{q+1} \lambda^{-6\alpha}_q,
\]

\[
(v_q, b_q) \equiv (v^{(1)}, b^{(1)}) \text{ on } [0, 2T + 2\tau_q] \text{ and } (v_q, b_q) \equiv (v^{(2)}, b^{(2)}) \text{ on } [3T - \tau_q, 1].
\]

The following proposition shows that there exists a solution of \((2.1)\) satisfying the above inductive conditions \((2.4)-(2.7)\) with \(q\) replaced by \(q + 1\), which guarantees the iteration proceeds successfully.

**Proposition 2.1.** Fix \(1 \leq p < 2\), \(0 < \epsilon < 1\). Assume that \((v_q, b_q, p_q, \tilde{R}_q, \tilde{M}_q)\) solves \((2.1)\) with initial data \((v^\text{in}, b^\text{in})\) \(\in H^3(T^3)\) and satisfies \((2.4)-(2.7)\). Then there exists a solution \((v_{q+1}, b_{q+1}, p_{q+1}, \tilde{R}_{q+1}, \tilde{M}_{q+1})\) of \((2.1)\) satisfying \((2.4)-(2.7)\) with \(q\) replaced by \(q + 1\), and such that

\[
\|(v_{q+1} - v_q, b_{q+1} - b_q)\|_{L^2_t \mathcal{C}^{1-\epsilon}_x(L^p_t L^\infty_x) \cap (L^1_t \mathcal{C}^{1-\epsilon}_x)} \leq \delta^{1/2}_{q+1}.
\]

Next, we show that Proposition \((2.1)\) immediately implies Theorem \((1.6)\)
2.2 Proof of Theorem 1.6

To start the iterative procedure, we need to construct \((v_1, b_1, p_1, \hat{R}_1, \hat{M}_1)\) firstly. Define a smooth cut-off function \(\chi(t)\) such that \(\text{supp}\chi = [-1, 3T - \tau_1]\) and \(\chi|_{[0, 2T + \tau_1]} = 1\), we construct \((v_1, b_1)\) by gluing \((v^{(1)}, b^{(1)})\) and \((v^{(2)}, b^{(2)})\) as follows

\[
(v_1, b_1) = (\chi v^{(1)} + (1 - \chi) v^{(2)}, \chi b^{(1)} + (1 - \chi) b^{(2)}).
\]

One can easily verify that \((v_1, b_1)\) is divergence-free and satisfies

\[
\|(v_1, b_1)\|_{L^2_t x} + \|(v_1, b_1)\|_{L^p_t L_x^\infty} + \|(v_1, b_1)\|_{L^1_t C^{1-\epsilon}_x} \leq \delta_2 \lambda_1^{-\alpha},
\]

for sufficient large \(a\), which implies that \((v_1, b_1)\) satisfies (2.4)–(2.5) for \(q = 1\). Noting the support of \(\chi(t)\), we have, for \(t \in [0, 2T + \tau_1] \cup [3T - \tau_1, 1]\), \(\hat{R}_1 = \hat{M}_1 = 0\), and for \(t \in (2T + 2\tau_1, 3T - \tau_1)\),

\[
\begin{align*}
\hat{R}_1 &:= \partial_t \chi \mathcal{R}(v^{(1)} - v^{(2)}) - \chi(1 - \chi)(v^{(1)} - v^{(2)}) \otimes (v^{(1)} - v^{(2)}) \\
&\quad\quad + \chi(1 - \chi)(b^{(1)} - b^{(2)}) \otimes (b^{(1)} - b^{(2)}), \\
\hat{M}_1 &:= \partial_t \chi \mathcal{R}_a(b^{(1)} - b^{(2)}) - \chi(1 - \chi)(v^{(1)} - v^{(2)}) \otimes (b^{(1)} - b^{(2)}) \\
&\quad\quad + \chi(1 - \chi)(b^{(1)} - b^{(2)}) \otimes (v^{(1)} - v^{(2)}), \\
p_1 &:= \chi p^{(1)} + (1 - \chi) p^{(2)} - \chi(1 - \chi)(|v^{(1)} - v^{(2)}|^2 - \int_{\mathbb{T}^4} |v^{(1)} - v^{(2)}|^2 \, dx) \\
&\quad\quad \quad - |b^{(1)} - b^{(2)}|^2 + \int_{\mathbb{T}^4} |b^{(1)} - b^{(2)}|^2 \, dx),
\end{align*}
\]

here and below, \(v \otimes u := v \otimes u - (v \cdot u)I_{3x3}\). \(\mathcal{R}\) and \(\mathcal{R}_a\) are matrix-valued right inverse of the divergence operators introduced in Section 7.2.

Using estimates (2.4) and (2.5) for \(q = 1\), we can obtain by the definition of \((\hat{R}_1, \hat{M}_1)\) in (2.10)–(2.11) that

\[
\begin{align*}
\|(\hat{R}_1, \hat{M}_1)\|_{L^\infty_t H^0_x} &\leq \|(v^{(1)}, v^{(2)}, b^{(1)}, b^{(2)})\|_{L^\infty_t H^0_x} + \|(v^{(1)}, v^{(2)}, b^{(1)}, b^{(2)})\|_{L^1_t H^0_x} < \lambda_1^4, \\
\|(\hat{R}_1, \hat{M}_1)\|_{L^1_t L^\infty_x} &\leq \|(v^{(1)}, v^{(2)}, b^{(1)}, b^{(2)})\|_{L^1_t L^\infty_x} + \|(v^{(1)}, v^{(2)}, b^{(1)}, b^{(2)})\|_{L^1_t L^\infty_x} \\
&\leq \delta_2 \lambda_1^{-\alpha} \leq \delta_2 \lambda_1^{-\alpha},
\end{align*}
\]

and

\[
(v_1, b_1) \equiv (v^{(1)}, b^{(1)}) \text{ on } [0, 2T + \tau_1] \text{ and } (v_1, b_1) \equiv (v^{(2)}, b^{(2)}) \text{ on } [3T - \tau_1, 1] .
\]

Utilizing Proposition 2.1 inductively, we obtain a sequence of solutions \(\{(v_q, b_q, p_q, \hat{R}_q, \hat{M}_q)\}\) of system (2.1) with the inductive estimates (2.4)–(2.7). By the definition of \(\delta_q\), one can easily deduce that \(\sum_{i=1}^\infty \delta_i\) converges to a finite number. This fact combined with (2.8) implies that \(\{(v_q, b_q, p_q, \hat{R}_q, \hat{M}_q)\}\) is a Cauchy sequence in \(L^2([0, 1]; L^2(\mathbb{T}^3)) \cap L^p([0, 1]; L^\infty(\mathbb{T}^3)) \cap L^1([0, 1]; C^{1-\epsilon}(\mathbb{T}^3))\). Thus, there exists a limit function \((v, b)\) satisfying

\[
(v, b) \in L^2([0, 1]; L^2(\mathbb{T}^3)) \cap L^p([0, 1]; L^\infty(\mathbb{T}^3)) \cap L^1([0, 1]; C^{1-\epsilon}(\mathbb{T}^3))
\]
and solves (1.1) in weak sense because \( \|(\hat{R}_q, \hat{M}_q)\|_{L^1_t L^3_x} \to 0 \) as \( q \to \infty \). Note the fact that \( \tau_q \to 0 \) when \( q \to \infty \), one can deduce by (2.7) that

\[
(v, b) \equiv (v^{(1)}, b^{(1)}) \text{ on } [0, 2T] \text{ and } (v, b) \equiv (v^{(2)}, b^{(2)}) \text{ on } [3T, 1].
\]

Next, we show that Theorem 1.6 implies Theorem 1.4.

### 2.3 Proof of Theorem 1.4

For a given weak solution \((v, b) \in L^p([0, T]; L^\infty(\mathbb{T}^3))\) with initial data \((v_0, b_0)\), there exists \( t_0 \in (0, T) \) such that \((v, b)|_{t=t_0} \in L^\infty(\mathbb{T}^3)\). By the well-posedness results on MHD system, we have a unique local strong solution \((v^1, b^1)\) on \([t_0, t_{\text{local}}] \subset [0, T]\) with initial data \((v(t_0), b(t_0))\) and fixed \( 0 < 4\varepsilon < t_{\text{local}} - t_0 \),

\[
(v^1(t_0 + \varepsilon), b^1(t_0 + \varepsilon)) \in H^3(\mathbb{T}^3).
\]

Taking advantage of Theorem 1.6 on \([t_0 + \varepsilon, t_{\text{local}}]\) instead of \([0, \widetilde{T}]\), choosing \((v^{(1)}, b^{(1)}) = (v^1, b^1)\) and \((v^{(2)}, b^{(2)})\) to be the shear flows in \([t_0 + \varepsilon, t_{\text{local}}]\) such that

\[
v^{(2)} = (0, 0, Ae^{-4\pi^2 t} \sin(2\pi x_1)), \quad b^{(2)} = (0, Ae^{-4\pi^2 t} \sin(2\pi x_1), 0),
\]

for any positive constant \( A \), one can obtain a weak solution \((\tilde{v}, \tilde{b}) \in L^p([0, T]; L^\infty(\mathbb{T}^3) \cap L^2([0, T] \times \mathbb{T}^3))\) with initial data \((v_0, b_0)\) such that

\[
(\tilde{v}, \tilde{b}) \equiv (v, b) \text{ on } [0, t_0], \quad (\tilde{v}, \tilde{b}) \equiv (v^1, b^1) \text{ on } [t_0, t_0 + 2\varepsilon], \quad (\tilde{v}, \tilde{b}) \equiv (v^{(2)}, b^{(2)}) \text{ on } [t_0 + 3\varepsilon, T].
\]

The above relationship shows that for large enough \( A \),

\[
\|(\tilde{v}(t_{\text{local}}), \tilde{b}(t_{\text{local}}))\|_{L^2_x}^2 = \|(v^{(2)}(t_{\text{local}}), b^{(2)}(t_{\text{local}}))\|_{L^2_x}^2 > 2\|(v_0, b_0)\|_{L^2_x}^2,
\]

This shows that \((\tilde{v}, \tilde{b})\) is a non-Leray-Hopf weak solution and \((\tilde{v}, \tilde{b}) \neq (v, b)\) by adjusting \( A \). Therefore, we finish the proof of Theorem 1.4.

Next, we are devoted to proving Proposition 2.1 in the rest of this paper. The proof of Proposition 2.1 consists of the following two steps: Gluing: \((v_q, b_q) \leftrightarrow (\tilde{v}_q, \tilde{b}_q)\) in Section 3 and convex integration scheme: \((\tilde{v}_q, \tilde{b}_q) \leftrightarrow (v_{q+1}, b_{q+1})\) in Section 4.

### 3 Gluing procedure

#### 3.1 Classical exact flows

Before giving exact solutions \((v_q, b_q)\), we introduce the local well-posedness result on the MHD equations for smooth initial data. For the detailed proof, readers can refer to [3], in which the well-posedness of the Navier-Stokes equations have been established.
Proposition 3.1. Assume that the mean-free initial data \((v^{\text{in}}, b^{\text{in}}) \in H^3(\mathbb{T}^3)\), then there exists a universal positive constant \(c \leq 1\) such that system \((1.1)\) possesses a unique strong solution \((v, b)\) on \([0, T_0]\) satisfying the following estimates:

\[
\begin{align*}
\sup_{t \in [0, T_0]} (\|v(t)\|_{L^2}^2 + \|b(t)\|_{L^2}^2) + 2 \int_0^{T_0} (\|v\|^2_{H^1} + \|b\|^2_{H^1}) \, dx & \leq \|v^{\text{in}}\|_{L^2}^2 + \|b^{\text{in}}\|_{L^2}^2, \quad (3.1) \\
\sup_{t \in [0, T_0]} (\|v(t)\|_{H^3}^2 + \|b(t)\|_{H^3}^2) & \leq 2(\|v^{\text{in}}\|_{H^3} + \|b^{\text{in}}\|_{H^3}), \quad (3.2)
\end{align*}
\]

and for any \(N \geq 0, M = 0, 1,\)

\[
\sup_{t \in (0, T_0)} |t|^N \|\partial_t^M D^N v(t)\|_{H^3} + \sup_{t \in (0, T_0)} |t|^N + M \|\partial_t^M D^N b(t)\|_{H^3} \lesssim \|v^{\text{in}}\|_{H^3} + \|b^{\text{in}}\|_{H^3}, \quad (3.3)
\]

where the implicit constant depends on \(N, M,\) and

\[
T_0 = \frac{c}{(\|v^{\text{in}}\|_{H^3} + \|b^{\text{in}}\|_{H^3})(1 + \|v^{\text{in}}\|_{L^2}^2 + \|b^{\text{in}}\|_{L^2}^2)}.
\]

In view of Proposition 3.1 there exists a unique strong solution \((v_i, b_i) (i \geq 1)\) of the following system on \([t_i, t_{i+2}]\):

\[
\begin{align*}
\partial_t v_i - \Delta v_i + \text{div}(v_i \otimes v_i) + \nabla p_i & = \text{div}(b_i \otimes b_i), \\
\partial_t b_i - \Delta b_i + \text{div}(v_i \otimes b_i) & = \text{div}(b_i \otimes v_i), \\
\nabla \cdot v_i & = 0, \quad \nabla \cdot b_i = 0, \\
|v_i|_{t=t_i} & = v_q(\cdot, t_i), \quad |b_i|_{t=t_i} = b_q(\cdot, t_i).
\end{align*}
\]

(3.4)

Furthermore, we can obtain the following estimates of \((v_i, b_i)\) on \([t_i, t_{i+2}]\):

Corollary 3.2. Let \((v_i, b_i)\) be the solution to \((3.4)\) on \([t_i, t_{i+2}]\), then it holds that

\[
\|v_i(t), b_i(t)\|_{H^3} \lesssim \|v_q(t_i), b_q(t_i)\|_{H^3} \lesssim \lambda_q^6, \quad \forall t_i \leq t \leq t_{i+2},
\]

(3.5)

and for \(\forall t \in [t_i + \frac{\tau_q}{3}, t_{i+2}], N \geq 0\) and \(M = 0, 1,\)

\[
\|\partial_t^M D^N v_i(t)\|_{H^3} + \|\partial_t^M D^N b_i(t)\|_{H^3} \lesssim \tau_q^{-\frac{N}{2} - M} \|v_q(t_i), b_q(t_i)\|_{H^3} \lesssim \lambda_q^{\frac{15N}{2} + 7},
\]

(3.6)

where implicit constant depends on \(N\).

Next, we show the stability between the approximate solution \((v_q, b_q)\) and the exact solution \((v_i, b_i)\) on \([t_i, t_{i+2}]\).

Proposition 3.3. Let \(i \geq 1\) and \(t \in [t_i, t_{i+2}]\). We have

\[
\begin{align*}
\|(v_i - v_q, b_i - b_q)\|_{L^2}^2 & \lesssim \lambda_q^{-3}, \quad (3.7) \\
\|(v_i - v_q, b_i - b_q)\|_{L^\infty([t_i, t_{i+2}], B^0_{\infty, 1}) \cap L^1([t_i, t_{i+2}], B^2_{\infty, 1})} & \lesssim \lambda_q^{-9}, \quad (3.8) \\
\|(v_i - v_q)(t)\|_{B^1_{1, 3}} + \|(b_i - b_q)(t)\|_{B^1_{1, 3}} & \lesssim \int_{t_i}^{t_{i+2}} \|\dot{R}_q, \dot{M}_q\|_{B^0_{1, 3}} \, ds. \quad (3.9)
\end{align*}
\]


Proof. To begin with, we recall that the equations for the difference are

\[
\begin{align*}
\partial_t (\mathbf{v}_i - v_q) &= -\mathbf{b}_q \cdot \nabla (\mathbf{v}_i - v_q) + (\mathbf{v}_i - v_q) \cdot \nabla \mathbf{v}_i + \nabla (p_i - p_q) \\
\partial_t (b_i - b_q) &= -\nabla (b_i - b_q) + (b_i - b_q) \cdot \nabla b_i - \text{div} \hat{R}_q, \\
\partial_t (v_i - v_q) &= -\mathbf{b}_q \cdot \nabla (v_i - v_q) + (b_i - b_q) \cdot \nabla v_i - \text{div} \hat{M}_q, \\
(v_i - v_q)(\cdot, t_i) &= 0, \quad (b_i - b_q)(\cdot, t_i) = 0.
\end{align*}
\]

Employing energy method and \( \text{div} \mathbf{v}_i = \text{div} b_i = \text{div} v_q = \text{div} b_q = 0 \), we deduce by the Grönwall inequality, estimates \((2.5)\) and \((3.3)\) that, for \( t \in [t_i, t_{i+2}] \),

\[
\|(v_i - v_q)(t)\|_{L^2}^2 + \|(b_i - b_q)(t)\|_{L^2}^2 \leq C e^{C \int_{t_i}^t (\|\nabla v_i\|_{L^2} + \|\nabla b_i\|_{L^2}) \, ds} \left( \int_{t_i}^t \|\hat{R}_q\|_{L^2}^2 + \|\hat{M}_q\|_{L^2}^2 \, ds \right) \leq C e^{C \tau_q \lambda_q^2 \lambda_q^2 \tau_q} \leq C e^{C \lambda_q^{-3}} \lambda_q^{-3} \leq C \lambda_q^{-3}.
\]

Furthermore, using the estimates in Besov spaces for the heat equation in \([28]\), we have

\[
\|(v_i - v_q, b_i - b_q)\|_{L^\infty([t_i, t_{i+2}], B^0_{2,1})} \lesssim \int_{t_i}^{t_{i+2}} \|(v_i - v_q, b_i - b_q)\|_{H^1_2} \, dt + \int_{t_i}^{t_{i+2}} \|(\hat{R}_q, \hat{M}_q)\|_{B^{1,1}_1} \, dt \\
\lesssim \tau_q \|(v_i - v_q, b_i - b_q)\|_{L^\infty([t_i, t_{i+2}], H^1_2)} \lesssim \int_{t_i}^{t_{i+2}} \|(v_i - v_q, b_i - b_q)\|_{L^2([t_i, t_{i+2}], B^1_1)} \, dt + \int_{t_i}^{t_{i+2}} \|(\hat{R}_q, \hat{M}_q)\|_{B^{1,1}_1} \, dt.
\]

Due to \( \frac{1}{\tau_q} \|(v_i - v_q, b_i - b_q)\|_{L^\infty([t_i, t_{i+2}], H^1_2)} \lesssim \lambda_q^{-\frac{3}{2}} \ll 1 \), we obtain from the above inequality that

\[
\|(v_i - v_q, b_i - b_q)\|_{L^\infty([t_i, t_{i+2}], B^0_{2,1})} \lesssim \int_{t_i}^{t_{i+2}} \|(\hat{R}_q, \hat{M}_q)\|_{B^{1,1}_1} \, ds \lesssim \lambda_q^{-9}. \quad (3.11)
\]

In a similar way as deriving the above inequality, we obtain \((3.9)\), which is used to estimate the Reynolds and magnetic stresses in gluing stage.

Taking advantage of the exact solutions \( \{(v_i, b_i)\}_{i \geq 0} \), we construct a new approximate solution \( (\bar{v}_q, \bar{b}_q) \) by gluing these exact solutions. Noting the stability estimates between \((v_i, b_i)\) and \((v_q, b_q)\), one would expect that the glued solution \((\bar{v}_q, \bar{b}_q)\) satisfies estimates \((2.3)-(2.5)\) up to a universal constant.

### 3.2 Gluing exact flows

We define

\[
t_0 = 2T, \; t_i = t_0 + i\tau_q, \; N_q := \lambda_q^{15} - 1,
\]

and the time intervals \( I_i, J_i \) \((1 \leq i \leq N_q + 1)\) by

\[
I_i := \left[ t_i + \frac{\tau_q}{3}, \; t_i + \frac{2\tau_q}{3} \right], \quad J_i := \left( t_i - \frac{\tau_q}{3}, \; t_i + \frac{\tau_q}{3} \right).
\]
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Because $\tau_q = T\chi_q^{15}$, it is easy to verify that $3T - \tau_q = t_{N_q}$. Let $\{\chi_i\}_{i=1}^{N_q+1}$ be a partition of unity such that

\[
\text{supp} \chi_1 = [-1, 2T + \frac{5\tau_q}{3}], \quad \chi_i|_{[0, 2T + \frac{4\tau_q}{3}]} = 1, \quad \|\partial_t^N \chi_i\|_{C^0} \lesssim \tau_q^{-N},
\]

(3.13)

\[
\text{supp} \chi_i = I_{i-1} \cup J_i \cup I_i, \quad \chi_i|_{J_i} = 1, \quad \|\partial_t^N \chi_i\|_{C^0} \lesssim \tau_q^{-N}, \quad 2 \leq i \leq N_q,
\]

(3.14)

\[
\text{supp} \chi_{N_q+1} = [3T - \frac{2\tau_q}{3}, 2], \quad \chi_i|_{[3T - \frac{\tau_q}{3}, 1]} = 1, \quad \|\partial_t^N \chi_{N_q+1}\|_{C^0} \lesssim \tau_q^{-N}.
\]

(3.15)

In particular, for $|i - j| \geq 2$, $\text{supp} \chi_i \cap \text{supp} \chi_j = \emptyset$. For $1 \leq i \leq N_q - 1$, $(v_0, b_0, p_0)$ is the solution of system (3.1) on $[t_i, t_i+2]$. And we define

\[
(v_0, b_0, p_0) := (v_q, b_q, p_q) \text{ on } [0, 2T + 2\tau_q], \quad (v_{N_q}, b_{N_q}, p_{N_q}) := (v_q, b_q, p_q) \text{ on } [3T - \tau_q, 1].
\]

The glued velocity, magnetic fields and pressure $(\bar{v}_q, \bar{b}_q, \bar{p}_q)$ are constructed as follows:

\[
\bar{v}_q(x, t) := \sum_{i=0}^{N_q} \chi_{i+1}(t) v_i(x, t), \quad \forall t \in [0, 1],
\]

(3.16)

\[
\bar{b}_q(x, t) := \sum_{i=0}^{N_q} \chi_{i+1}(t) b_i(x, t), \quad \forall t \in [0, 1],
\]

(3.17)

\[
\bar{p}_q(x, t) := \sum_{i=0}^{N_q} \chi_{i+1}(t) p_i(x, t), \quad \forall t \in [0, 1].
\]

(3.18)

Since $\chi_i(t)$ only depends on time variable, $\bar{v}_q$ and $\bar{b}_q$ are still divergence-free, and

\[
t \in I_i, \quad 1 \leq i \leq N_q \implies \begin{cases} \bar{v}_q(x, t) = v_{i-1}(x, t) \chi_i(t) + v_i(x, t) \chi_{i+1}(t), \\ \bar{b}_q(x, t) = b_{i-1}(x, t) \chi_i(t) + b_i(x, t) \chi_{i+1}(t), \end{cases}
\]

\[
t \in J_i, \quad 1 \leq i \leq N_q \implies \bar{v}_q(x, t) = v_{i-1}(x, t), \quad \bar{b}_q(x, t) = b_{i-1}(x, t),
\]

\[
t \in [0, 2T + \frac{4\tau_q}{3}] \implies \bar{v}_q(x, t) = v_0(x, t), \quad \bar{b}_q(x, t) = b_0(x, t),
\]

\[
t \in [3T - \frac{\tau_q}{3}, 1] \implies \bar{v}_q(x, t) = v_q(x, t), \quad \bar{b}_q(x, t) = b_q(x, t).
\]

Therefore, for $t \in \bigcup_{i=1}^{N_q} J_i \cup [0, 2T + \frac{4\tau_q}{3}] \cup [3T - \frac{\tau_q}{3}, 1]$, $(\bar{v}_q, \bar{b}_q)$ is an exact MHD flow. For $t \in I_i(i \geq 1)$, $(\bar{v}_q, \bar{b}_q)$ solves the equations

\[
\begin{cases}
\partial_t \bar{v}_q + \text{div}(\bar{v}_q \otimes \bar{v}_q) + \nabla \bar{p}_q = \text{div}(\bar{b}_q \otimes \bar{b}_q) + \text{div} \dot{R}_q, \\
\partial_t \bar{b}_q + \text{div}(\bar{v}_q \otimes \bar{b}_q) = \text{div}(\bar{v}_q \otimes \bar{v}_q) + \text{div} \dot{M}_q,
\end{cases}
\]

(3.19)

where

\[
\dot{R}_q := \partial_t \chi_i R(v_{i-1} - v_i) - \chi_i (1 - \chi_i) (v_{i-1} - v_i) \otimes (v_{i-1} - v_i)
\]
Because }χ_{N_q+1}\text{ only depends on }t\text{ and }B_{\infty,1}^0 \hookrightarrow L_{\infty}^x, B_{\infty,1}^{1-\varepsilon} \hookrightarrow C^{1-\varepsilon},\text{ one can easily obtain the following proposition by Proposition 3.3.}

**Proposition 3.4 (Estimates for } (\vec{v}_q, \vec{b}_q)\text{).** Let } (\vec{v}_q, \vec{b}_q)\text{ be defined by } (3.16).\text{ There exist the following estimates:}

\[
\| (\vec{v}_q, \vec{b}_q) \|_{L_t^2 L_x^4} + \| (\vec{v}_q, \vec{b}_q) \|_{L_t^p L_x^\infty} + \| (\vec{v}_q, \vec{b}_q) \|_{L_t^1 C^1_{t,x}} \leq C\lambda_q^{-\frac{3}{2}} + \sum_{i=1}^{q} \delta_i^{1/2},
\]

(3.23)

\[
\| (\vec{v}_q, \vec{b}_q) \|_{L_t^\infty H_x^3} \lesssim \lambda_q^6.
\]

(3.24)

Moreover, we have

\[
(\vec{v}_q, \vec{b}_q) \equiv (v^{(1)}, b^{(1)})\text{ on } [0, 2T + \frac{4\pi}{3}] \times \mathbb{T}^3, \quad (\vec{v}_q, \vec{b}_q) \equiv (v^{(2)}, b^{(2)})\text{ on } [3T - \frac{\pi}{2}, 1] \times \mathbb{T}^3.
\]

(3.25)

Next, we show that } (\vec{R}_q, \vec{M}_q)\text{ is a small perturbation of } (\hat{R}_q, \hat{M}_q)\text{ in } L_{t,x}^1 \text{ space, and we give time-space estimates of } (\hat{R}_q, \hat{M}_q)\text{, which will be used to bound perturbation } (w_{q+1}, d_{q+1})\text{ in convex integration scheme.}

**Proposition 3.5 (Estimates for } (\vec{R}_q, \vec{M}_q)\text{).**

\[
\| (\vec{R}_q, \vec{M}_q) \|_{L_t^1 L_x^4} \leq \delta_{q+1}\lambda_q^{-4\alpha},
\]

(3.26)

\[
\| (\vec{R}_q, \vec{M}_q) \|_{L_t^\infty H_x^2} \leq \lambda_q^{22},
\]

(3.27)

\[
\| (\partial_t^M D^N \vec{R}_q, \partial_t^M D^N \vec{M}_q) \|_{L_t^\infty H_x^2} \leq \lambda_q^{55+15N}, \quad \forall N \geq 0, \quad M \in \{0, 1\}.
\]

(3.28)

**Proof.** By the definition of } (\vec{R}_q, \vec{M}_q)\text{ in } (3.20)\text{ and } (3.21),\text{ we have

\[
\| (\vec{R}_q, \vec{M}_q) \|_{L_t^1 L_x^4} \leq \sum_{i=1}^{N_q} \| \partial_t \chi_i \|_{L_t^1} \| \mathcal{R} (\nu_{i-1} - \nu_i) \|_{L^\infty(I_i; L^1)} + \sum_{i=1}^{N_q} \| \partial_t \chi_i \|_{L_t^1} \| \mathcal{R}_a (b_{i-1} - b_i) \|_{L^\infty(I_i; L^1)} + \| \nu_{i-1} - \nu_i \|_{L^\infty(I_i; L^2)}^2 + \| b_{i-1} - b_i \|_{L^\infty(I_i; L^2)}^2.
\]

(3.22)

With aid of Proposition 3.3, choosing } 0 < \varepsilon < \frac{\alpha}{3}\text{ and sufficient large } a,\text{ we deduce from the above inequality and } (2.6)\text{ that,

\[
\| (\vec{R}_q, \vec{M}_q) \|_{L_t^1 L_x^4} \leq C \int_{I_i}^{I_i+2} \| (\vec{R}_q, \vec{M}_q) \|_{B_{t,1}^0} \, ds + C\lambda_q^{-3}
\]

(3.21)
In view of Corollary 3.2, one obtains that

\[ \| (\tilde{R}_q, \tilde{M}_q) \|_{L^\infty_t H^3_x} \lesssim \tau_q^{-1} \| (v_{i-1} - v_i, b_{i-1} - b_i) \|_{L^\infty_t (I_i; H^2)} + \| (v_{i-1} - v_i, b_{i-1} - b_i) \|_{L^\infty_t (I_i; H^2)} \leq \lambda_q^{22}. \]

Furthermore, noting the fact that \( \tilde{R}_q \) and \( \tilde{M}_q \) support on \( \bigcup_{i=1}^{N_q} I_i \), where \( \{(v_i, b_i)\}_{i \geq 0} \) possess \( C^\infty \) regularity, we obtain by \( (3.6) \) that for \( M = 0, 1 \), \( \forall N \geq 0 \),

\[
\begin{align*}
&\| \{ \partial_t^M D^N \tilde{R}_q, \partial_t^M D^N \tilde{M}_q \} \|_{L^\infty_t H^3_x} \\
&\lesssim \tau_q^{-3} \sup_{1 \leq i \leq N_q} \| \partial_t^M (v_{i-1} - v_i) \|_{L^\infty_t (I_i; H^{N+2})} + \tau_q^{-3} \sup_{1 \leq i \leq N_q} \| \partial_t^M (v_{i-1} - v_i) \|_{L^\infty_t (I_i; H^{N+2})} \\
&+ \tau_q^{-2} \| \partial_t^M (v_{i-1}, v_i, b_{i-1}, b_i) \|_{L^\infty_t (I_i; H^3)} + \| (v_{i-1}, v_i, b_{i-1}, b_i) \|_{L^\infty_t (I_i; H^3)} \\
&+ \tau_q^{-2} \| \partial_t^M (v_{i-1}, v_i, b_{i-1}, b_i) \|_{L^\infty_t (I_i; H^3)} + \| D^N (v_{i-1}, v_i, b_{i-1}, b_i) \|_{L^\infty_t (I_i; H^3)} \\
&\leq \lambda_q^{55+15N},
\end{align*}
\]

where the last inequality holds by sufficient large \( a \).

\[ \square \]

4 Convex integration step: construction and estimates for the perturbation

To reduce the size of the Reynolds and magnetic stresses at \( q + 1 \) level, the construction of the perturbation heavily depends on the two geometric lemmas. For the convenience of readers, we review the two geometric lemmas firstly.

4.1 Geometric lemmas

**Lemma 4.1** (First Geometric Lemma [2]). Let \( B_\delta(0) \) denote the ball of radius \( \delta \) centered at \( 0 \) in the space of \( 3 \times 3 \) skew-symmetric matrices. There exists a set \( \Lambda_b \subseteq \mathbb{S}^2 \cap \mathbb{Q}^3 \) that consists of vectors \( k \) with associated orthonormal basis \((k, \bar{k}, \tilde{k})\), \( \epsilon_b > 0 \) and smooth positive functions \( a_{b,k} : B_{\epsilon_b}(0) \rightarrow \mathbb{R} \), such that, for \( M_b \in B_{\epsilon_b}(0) \) we have the following identity:

\[
M_b = \sum_{k \in \Lambda_b} a_{b,k}(M_b)(\bar{k} \otimes \tilde{k} - \bar{k} \otimes \bar{k}).
\]

**Lemma 4.2** (Second Geometric Lemma [2]). Let \( B_{\sigma}(0) \) denote the ball of radius \( \sigma \) centered at \( \text{Id} \) in the space of \( 3 \times 3 \) symmetric matrices. There exists a set \( \Lambda_u \subseteq \mathbb{S}^2 \cap \mathbb{Q}^3 \) that consists of vectors \( k \) with associated orthonormal basis \((k, \bar{k}, \tilde{k})\), \( \epsilon_u > 0 \) and smooth positive functions \( a_{u,k} : B_{\epsilon_u}(\text{Id}) \rightarrow \mathbb{R} \) such that, for \( R_u \in B_{\epsilon_u}(\text{Id}) \) we have the following identity:

\[
R_u = \sum_{k \in \Lambda_u} a_{u,k}(R_u)\bar{k} \otimes \tilde{k}.
\]
**Remark 4.3.** It is worth noting that, once we choose a vector \( k \) in \( \Lambda_u \cup \Lambda_b \), a unique triple \((k, \bar{k}, \bar{\bar{k}})\) could be obtained, see [2] for more details.

### 4.2 Amplitudes

Let \( \eta_q \in C^\infty_c([2T, 3T]; [0, 1]) \) satisfy

\[
\text{supp} \eta_q = \left(2T + \frac{7\tau_q}{6}, 3T - \frac{\tau_q}{6}\right) \quad \text{and} \quad \eta_q(t) \equiv 1 \text{ for } t \in \left[2T + \frac{4\tau_q}{3}, 3T - \frac{\tau_q}{3}\right].
\]

It is easy to check that for \( N \geq 1 \),

\[
\| \partial_t^N \eta_q \|_{C^0_t} \lesssim \tau_q^{-N}.
\]

Note that the geometric lemmas are valid for skew-symmetric matrices perturbed near 0 matrix and symmetric matrices perturbed near Id matrix, we need the following smooth function \( \chi \) introduced in [2] such that the stresses are pointwise small. More precisely: Let \( \chi : [0, \infty) \to \mathbb{R}^+ \) be a smooth function satisfying

\[
\chi(z) = \begin{cases} 
1, & 0 \leq z \leq 1, \\
\frac{1}{z}, & z \geq 2,
\end{cases}
\]

with \( z \leq 2\chi(z) \leq 4z \) for \( z \in (1, 2) \). Next, we define

\[
\rho_b = \delta_{q+1}\lambda_q^{-2\alpha} \chi(\langle \frac{\hat{M}_q}{\delta_{q+1}\lambda_q^{-3\alpha}} \rangle), \quad \rho_v = \delta_{q+1}\lambda_q^{-2\alpha} \chi(\langle \frac{R_v}{\delta_{q+1}\lambda_q^{-3\alpha}} \rangle),
\]

where

\[
R_v = \hat{R}_q + \sum_{k \in \Lambda_b} \eta_q^2 \rho_b a_{b,k}^2 \left( -\frac{\hat{M}_q}{\rho_b} \right) \left( \bar{k} \otimes \bar{k} - \bar{\bar{k}} \otimes \bar{\bar{k}} \right).
\]

Now we define amplitudes \( a_{(v, k)} \) and \( a_{(b, k)} \) as follows:

\[
a_{(v, k)} := \eta_q \frac{1}{2} a_{v,k}(\text{Id} - \frac{R_v}{\rho_v}), \quad a_{(b, k)} := \eta_q \rho_b a_{b,k}(\frac{\hat{M}_q}{\rho_b}),
\]

where \( a_{b,k} \) and \( a_{v,k} \) stem from Lemma 4.1 and Lemma 4.2 respectively.

### 4.3 Constructing the perturbation

Assume that \( \phi : \mathbb{R} \to \mathbb{R} \) is a smooth cutoff function supported on the interval \([0, \frac{1}{2}]\). We normalize it in such a way that

\[
\int_{\mathbb{R}} \phi^2 \, dx = 1.
\]

For any small positive parameter \( r \), we denote by \( \phi_r \) the following rescaled functions:

\[
\phi_r := r^{-\frac{1}{2}} \phi(r^{-1}x).
\]

We periodize \( \phi_r \) so that the resulting functions are periodic functions defined on \( \mathbb{R}/\mathbb{Z} = \mathbb{T} \). Next, letting \( k \in \Lambda_v \cup \Lambda_b \), we choose a large number \( N_\Lambda \) such that \( N_\Lambda k, N_\Lambda \bar{k}, N_\Lambda \bar{\bar{k}} \in \mathbb{Z}^3 \).

Here and below, we use the following denotations:

\[
\phi_{(\gamma, \frac{1}{2}, k)}(x) := \phi_{\lambda^{-\gamma}_{q+1}}(\lambda_{q+1}^2 N_\Lambda k \cdot x), \quad g_{(2, \alpha)}(t) := \phi_{\lambda^{-2\alpha}_{q+1}}(\lambda_{q+1}^{\sigma} t).
\]
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Without ambiguity, we denote $\phi_{(1, \frac{1}{2}, k)}(x)$ by $\phi_{(1, \frac{1}{2}, k)}(x)$ only depending on spatial variable and denote $g_{(2, \sigma)}(t)$ by $g_{(2, \sigma)}(t)$ only depending on time variable in the rest of this paper. Let 
\[ \psi = \frac{d^2}{dx^2} \Psi \in C^\infty(\mathbb{T}) \]. 
We define 
\[ \psi_k := \psi(\lambda_{q+1} N_A k \cdot x) \]
and normalize it such that $\| \psi_k \|_{L^2} = 1$.

The construction of perturbation are involved in the so-called \textit{intermittent shear flows} $\phi_{(\frac{1}{2}, k)}(x)$ or $\phi_{(\frac{1}{2}, k)}(x)$. One can easily check that the intermittent shear flows have zero mean and support on sheets with size $\approx \lambda_{q+1}^{-1} \times 1 \times 1$. In summary, we have the following estimates:

\textbf{Proposition 4.4.} For $p \in [1, \infty]$ and $m \in \mathbb{N}$, we have the following estimates:

\[ \| D^m_x \phi_{(1, \frac{1}{2}, k)} \|_{L^p_x(\mathbb{T}^d)} \leq \lambda_{q+1}^{r - \frac{1}{p}} \] \quad and \quad \[ \| \frac{d^m}{dt} g_{(2, \sigma)} \|_{L^p_x([0,1])} \leq \lambda_{q+1}^{r - \frac{1}{2}} \]


and the following estimates for the size of support of $\phi_{(1, \frac{1}{2}, k)}$:

\[ |\text{supp}(\phi_{(1, \frac{1}{2}, k)})| \lesssim \lambda_{q+1}^{-1}, \quad |\text{supp}(\phi_{(1, \frac{1}{2}, k)} \phi_{(1, \frac{1}{2}, k')})| \lesssim \lambda_{q+1}^{-2} \] if $k \neq k'$.

Based on the above intermittent shear flows, we define the \textit{principal parts} of the perturbations $w_{q+1}$ and $d_{q+1}$ as follows:

\begin{align*}
w_{q+1}^{(p)} := & \sum_{k \in \Lambda_v} a_{(v, k)} \phi_{(1, \frac{1}{2}, k)} g_{(2, \sigma)}(x) \psi_k \bar{k} + \sum_{k \in \Lambda_h} a_{(b, k)} \phi_{(1, \frac{1}{2}, k)} g_{(2, \sigma)}(x) \psi_k \bar{k}; \\
d_{q+1}^{(p)} := & \sum_{k \in \Lambda_h} a_{(b, k)} \phi_{(1, \frac{1}{2}, k)} g_{(2, \sigma)}(x) \psi_k \bar{k};
\end{align*}

where $a_{(b, k)}$ and $a_{(v, k)}$ are defined in (4.2).

Next, we need to construct the \textit{incompressibility correctors} to ensure that the perturbation is divergence-free. Noting the fact that $\psi_k \bar{k}$ is zero mean and divergence free, we have 
\[ \psi_k \bar{k} = \lambda_{q+1}^{-1} N_A^{-1} \text{curl} \left( - \left( \frac{d}{dx} \Psi \right) \left( \lambda_{q+1} N_A k \cdot x \right) \bar{k} \right) = \lambda_{q+1}^{-1} \text{curl} F_{\bar{k}}. \]

The \textit{incompressibility correctors} $w_{q+1}^{(c)}$ and $d_{q+1}^{(c)}$ are defined as

\begin{align*}
w_{q+1}^{(c)} := & \lambda_{q+1}^{-1} \sum_{k \in \Lambda_v} \nabla \left( a_{(v, k)} \phi_{(1, \frac{1}{2}, k)} g_{(2, \sigma)}(x) \right) \times F_{\bar{k}} + \lambda_{q+1}^{-1} \sum_{k \in \Lambda_h} \nabla \left( a_{(b, k)} \phi_{(1, \frac{1}{2}, k)} g_{(2, \sigma)}(x) \right) \times F_{\bar{k}}, \\
d_{q+1}^{(c)} := & \lambda_{q+1}^{-1} \sum_{k \in \Lambda_h} \nabla \left( a_{(b, k)} \phi_{(1, \frac{1}{2}, k)} g_{(2, \sigma)}(x) \right) \times F_{\bar{k}};
\end{align*}

and

\begin{align*}
w_{q+1}^{(c)} := & \lambda_{q+1}^{-1} \sum_{k \in \Lambda_v} \nabla \left( a_{(v, k)} \phi_{(1, \frac{1}{2}, k)} g_{(2, \sigma)}(x) \right) \times F_{\bar{k}}, \\
d_{q+1}^{(c)} := & \lambda_{q+1}^{-1} \sum_{k \in \Lambda_h} \nabla \left( a_{(b, k)} \phi_{(1, \frac{1}{2}, k)} g_{(2, \sigma)}(x) \right) \times F_{\bar{k}};
\end{align*}
Owing to \( \text{curl}(aF) = \nabla a \times F + a \text{ curl } F \), it is easy to verify that

\[
\begin{align*}
w_{q+1}^{(p)} + w_{q+1}^{(c)} &= \lambda_{q+1}^{-1} \sum_{k \in \Lambda_v} \text{curl} \left( a_{v,k} \phi_{(\gamma,\frac{1}{2},k)} g(2,\sigma) F_k \right) \\
&\quad + \lambda_{q+1}^{-1} \sum_{k \in \Lambda_b} \text{curl} \left( a_{v,k} \phi_{(-\gamma,\frac{1}{2},k)} g(2,\sigma) F_k \right),
\end{align*}
\]

and

\[
\begin{align*}
d_{q+1}^{(p)} + d_{q+1}^{(c)} &= \lambda_{q+1}^{-1} \sum_{k \in \Lambda_b} \text{curl} \left( a_{v,k} \phi_{(-\gamma,\frac{1}{2},k)} g(2,\sigma) F_k \right).
\end{align*}
\]

Therefore, \( \text{div}(w_{q+1}^{(p)} + w_{q+1}^{(c)}) = \text{div}(d_{q+1}^{(p)} + d_{q+1}^{(c)}) = 0 \).

Finally, Let \( h_\sigma(t) : [0, 1] \rightarrow \mathbb{R} \) be defined by

\[
h_\sigma(t) = \lambda_{q+1}^{-\sigma} \int_0^{\lambda_{q+1}^t} (\mathbb{P} \neq 0 \Phi(2,\sigma))(s) \, ds,
\]

where \( \mathbb{P} \neq 0 \) is the projection onto functions with zero mean, that is \( \mathbb{P} \neq 0 \Phi(s) := \Phi(s) - \int_{\mathbb{T}^3} \Phi \, ds \).

The temporal correctors are defined by

\[
\begin{align*}
w_{q+1}^{(t)} &= - \sum_{k \in \Lambda_v} \mathbb{P}_H \text{div}(a_{v,k}^2 \tilde{k} \otimes \tilde{k}) h_\sigma(t) - \sum_{k \in \Lambda_b} \mathbb{P}_H \text{div}(a_{b,k}^2 (\tilde{k} \otimes \tilde{k} - \tilde{\bar{k}} \otimes \bar{\tilde{k}})) h_\sigma(t) \\
d_{q+1}^{(t)} &= - \sum_{k \in \Lambda_b} \text{div}(a_{b,k}^2 (\tilde{k} \otimes \bar{\tilde{k}} - \tilde{\bar{k}} \otimes \bar{\tilde{k}})) h_\sigma(t),
\end{align*}
\]

where \( \mathbb{P}_H := \text{Id} - \frac{\nabla \text{div}}{\Delta} \) represents the Leray projector. Therefore, we have \( \text{div} w_{q+1}^{(t)} = 0 \).

Moreover, \( d_{q+1}^{(t)} \) is divergence-free because \( \text{div} \text{ div} A = 0 \) for any anti-symmetric matrix \( A \).

Moreover, we deduce by the support of \( \eta_q(t) \) that

\[
(d_{p+1}, w_{q+1})(t, x) = 0, \quad \forall t \in [0, 2T + \frac{7\tau_1}{6}] \cup [3T - \frac{\tau_1}{6}, 1].
\]

### 4.4 Estimates for the perturbation

In this section, we establish estimates for the perturbation \( (w_{q+1}, d_{q+1}) \), which implies that estimates \( (2.4)-(2.5) \) hold at \( q + 1 \) level.

**Proposition 4.5** (estimates on \( \rho_v \) and \( \rho_b \)).

\[
\| (\rho_v, \rho_b) \|_{L^1_{t,x}} \leq \delta_{q+1} \lambda^{-\alpha}_q.
\]

**Proof.** By the definition of \( \rho_b \) and Proposition 3.5, we obtain that

\[
\| \rho_b \|_{L^1_{t,x}} = \delta_{q+1} \lambda^{-2\alpha}_q \left( \int_{\{ (x,t) \in \mathbb{T}^3 \times [0,1] \}} \frac{\| \hat{\Delta} q \|}{\delta_{q+1} \lambda^4 q} \chi((\frac{\hat{\Delta} q}{\delta_{q+1} \lambda^4 q})) \, dx \, dt \right)
\]

\[
+ \delta_{q+1} \lambda^{-2\alpha}_q \left( \int_{\{ (x,t) \in \mathbb{T}^3 \times [0,1] \}} \frac{\| \hat{\Delta} q \|}{\delta_{q+1} \lambda^4 q} \chi((\frac{\hat{\Delta} q}{\delta_{q+1} \lambda^4 q})) \, dx \, dt \right)
\]
\[ \lesssim \delta_{q+1} \lambda_q^{-2\alpha} + \delta_{q+1} \lambda_q^{-2\alpha} \left\| \frac{\hat{M}_q}{\delta_{q+1} \lambda_q^{-2\alpha}} \right\|_{L^1_{t,x}} \lesssim \delta_{q+1} \lambda_q^{-2\alpha}. \]

and

\[ \| \rho_v \|_{L^1_{t,x}} \lesssim \delta_{q+1} \lambda_q^{-2\alpha} + \delta_{q+1} \lambda_q^{-2\alpha} \left( \| \frac{\hat{R}_q}{\delta_{q+1} \lambda_q^{-2\alpha}} \|_{L^1_{t,x}} + \| \frac{\rho_v}{\delta_{q+1} \lambda_q^{-2\alpha}} \|_{L^1_{t,x}} \right) \lesssim \delta_{q+1} \lambda_q^{-\alpha}. \]

**Proposition 4.6.**

\[ \left\| (a(b,k), a(v,k)) \right\|_{L^2_{t,x}} \lesssim \delta_{q+1} \lambda_q^{-\alpha}, \quad \left\| (a(b,k), a(v,k)) \right\|_{L^\infty_{t,x}} \leq \lambda_q^{12}, \]

\[ \left\| (\partial_t^M a(b,k), \partial_t^M a(v,k)) \right\|_{L^\infty_{t,x} H^2_q} \leq \lambda_q^{1000}, \quad M = 0, 1. \]

**Proof.** Thanks to Proposition 4.5, one obtains that

\[ \left\| (a(b,k), a(v,k)) \right\|_{L^2_{t,x}} \lesssim \left\| \rho_b \right\|_{L^2_{t,x}} + \left\| \rho_v \right\|_{L^2_{t,x}} \lesssim \delta_{q+1} \lambda_q^{-\frac{\alpha}{2}}. \]

Taking advantage of Proposition 3.5, we get that

\[ \left\| \rho_b \right\|_{L^\infty_{t,x}} \leq \delta_{q+1} \lambda_q^{-2\alpha} \left\| \chi \left( \frac{\hat{M}_q}{\delta_{q+1} \lambda_q^{-2\alpha}} \right) \right\|_{L^\infty_{t,x}} \lesssim \delta_{q+1} \lambda_q^{-2\alpha} \left( 1 + \frac{\| \hat{M}_q \|_{L^\infty_t L^2_x}}{\delta_{q+1} \lambda_q^{-2\alpha}} \right) \lesssim \lambda_q^{22+2\alpha}, \]

which implies \( \left\| a(b,k) \right\|_{L^\infty_{t,x}} \lesssim \| \rho \|_{L^\infty_{t,x}} \lesssim \lambda_q^{11+\frac{3\alpha}{2}}. \) Similarly,

\[ \left\| a(v,k) \right\|_{L^\infty_{t,x}} \leq \left\| \rho_v \right\|_{L^\infty_{t,x}} \lesssim \left( \delta_{q+1} \lambda_q^{-2\alpha} \left( 1 + \frac{\| \hat{R}_q \|_{L^\infty_t L^2_x} + \| a(b,k) \|_{L^\infty_{t,x}}}{\delta_{q+1} \lambda_q^{-3\alpha}} \right) \right)^{\frac{1}{2}} \lesssim \lambda_q^{11+\frac{3\alpha}{2}}. \]

Next, we turn to estimate \( \left\| (a(b,k), a(v,k)) \right\|_{L^\infty_{t,x} H^2_q}. \) Using the definition of \( \rho_b \) and Proposition 3.5, we have by interpolation that

\[ \left\| \frac{\hat{M}_q}{\rho_b} \right\|_{L^\infty_{t,x} H^2_q} \lesssim \left\| \hat{M}_q \right\|_{L^\infty_{t,x}} \left\| \rho_b^{-1} \right\|_{L^\infty_{t,x} H^5} + \left\| \hat{M}_q \right\|_{L^\infty_{t,x} H^2_q} \| \rho_b^{-1} \|_{L^\infty_{t,x}} \lesssim \delta_{q+1}^{5} \lambda_q^{22+\alpha+195}. \] (4.7)

Therefore, we get

\[ \left\| a(b,k) \left(-\frac{\hat{M}_q}{\rho_b}\right) \right\|_{L^\infty_{t,x} H^2_q} \lesssim \left( 1 + \left\| \frac{\hat{M}_q}{\rho_b} \right\|_{L^\infty_{t,x}} \right)^4 \left\| \hat{M}_q \right\|_{L^\infty_{t,x} H^2_q} \| \rho_b^{-1} \|_{L^\infty_{t,x}} \lesssim \delta_{q+1}^{-10} \lambda_q^{30\alpha+283}. \] (4.9)

An easy computation yields that

\[ \left\| \rho_b^2 \right\|_{L^\infty_{t,x} H^2_q} \lesssim \delta_{q+1}^{-5} \lambda_q^{-\alpha} \left( 1 + \left\| \frac{\hat{M}_q}{\rho_b} \right\|_{L^\infty_{t,x}} \right)^4 \left\| \hat{M}_q \right\|_{L^\infty_{t,x} H^2_q} \lesssim \delta_{q+1}^{-5} \lambda_q^{19\alpha+173}. \] (4.10)
Collecting the above two estimates, we have
\[ \|a_{(b,k)}\|_{L^\infty_t H^2_x} \lesssim \|\partial_t \|_{L^\infty_t H^2_x} + \|\partial_t\|_{L^\infty_t H^2_x} \leq \lambda^{300}_q. \]

In the same way as deriving bound on \( \|a_{(b,k)}\|_{L^\infty_t H^2_x} \), one obtains that
\[ \|a_{(v,k)}\|_{L^\infty_t H^2_x} \leq \lambda^{700}_q. \]

Finally, we aim to bound \( \|\partial_t a_{(b,k)}\|_{L^\infty_t H^2_x} \). By the definition of \( a_{(b,k)} \), we get
\[ \|\partial_t a_{(b,k)}\|_{L^\infty_t H^2_x} \lesssim \|\partial_t \|_{L^\infty_t H^2_x} \|a_{(b,k)}\|_{L^\infty_t H^2_x} + \|\partial_t\|_{L^\infty_t H^2_x} \leq \lambda^{200}_q, \]
\[ \|\partial_t a_{(b,k)}\|_{L^\infty_t H^2_x} \lesssim \|\partial_t \|_{L^\infty_t H^2_x} \|a_{(b,k)}\|_{L^\infty_t H^2_x} + \|\partial_t\|_{L^\infty_t H^2_x} \leq \lambda^{450}_q. \]

By a similar method as in estimating (4.7)–(4.9), we infer by Proposition 8.35 that
\[ \|\partial_t a_{(b,k)}\|_{L^\infty_t H^2_x} \lesssim \|\partial_t \|_{L^\infty_t H^2_x} \|a_{(b,k)}\|_{L^\infty_t H^2_x} \leq \lambda^{60}_q, \]
\[ \|\partial_t a_{(b,k)}\|_{L^\infty_t H^2_x} \lesssim \|\partial_t \|_{L^\infty_t H^2_x} \|a_{(b,k)}\|_{L^\infty_t H^2_x} \leq \lambda^{900}_q. \]

Plugging the above two estimates into (4.11), we obtain that
\[ \|\partial_t a_{(b,k)}\|_{L^\infty_t H^2_x} \leq \lambda^{520}_q. \]

In the same way, a simple computation shows that \( \|\partial_t a_{(v,k)}\|_{L^\infty_t H^2_x} \leq \lambda^{900}_q. \)

Proposition 4.7.

\[ \|\langle q^{(p)}_{q+1}, w^{(p)}_{q+1}\rangle\|_{L^2_{t,x}} \lesssim \delta^\frac{1}{q+1}_q \lambda^\frac{1}{2}_q, \]
\[ \|\langle q^{(c)}_{q+1}, w^{(c)}_{q+1}\rangle\|_{L^2_{t,x}} \leq \lambda^\epsilon_q \lambda^\frac{1}{2}_q, \]
\[ \|\langle d^{(p)}_{q+1}, w^{(p)}_{q+1}\rangle\|_{L^2_{t,x}} \leq \lambda^\epsilon_q \lambda^\frac{1}{2}_q. \]

Proof. By Proposition 4.4, Proposition 4.6 and Lemma 7.1 thanks to \( \epsilon < \frac{1}{2} \) and condition (2.2), we have
\[ \|d^{(p)}_{q+1}\|_{L^2_{t,x}} + \|w^{(p)}_{q+1}\|_{L^2_{t,x}} \lesssim \|\langle a_{(b,k)}, a_{(v,k)}\rangle\|_{L^2_{t,x}} + \|\phi_{\gamma, \frac{1}{2}, k}\|_{L^2_{t,x}} + \lambda^\frac{1}{2}_q \|\langle a_{(b,k)}, a_{(v,k)}\rangle\|_{C^1_{t,x}} \|\phi_{\gamma, \frac{1}{2}, k}\|_{L^2_{t,x}} \]
\[ \lesssim \delta^\frac{1}{q+1}_q \lambda^\frac{1}{2}_q + \lambda^\frac{1}{2}_q \lambda^{500}_q \lesssim \delta^\frac{1}{q+1}_q \lambda^\frac{1}{2}_q. \]

Taking advantage of Proposition 4.3 and Proposition 4.6, one obtains that
\[ \|\langle d^{(c)}_{q+1}, w^{(c)}_{q+1}\rangle\|_{L^2_{t,x}} \lesssim \lambda^{-1}_q \|\langle a_{(b,k)}, a_{(v,k)}\rangle\|_{L^\infty_t W^{1, \infty}_{r, \sigma}} \|\phi_{\gamma, \frac{1}{2}, k}\|_{L^2_t} \|\phi_{\gamma, \frac{1}{2}, k}\|_{L^2_t} \lesssim \lambda^{1000}_q \lambda^\frac{1}{2}_q. \]
Similarly, we have
\[\|(d_{q+1}^{(t)}, w_{q+1}^{(t)})\|_{L^2_t L^\infty_x} \lesssim \|(a_{(v,k)}^2, a_{(w,k)}^2)\|_{L^2_t H^2_x} \|h_\sigma(t)\|_{L^\infty_t} \lesssim \lambda_{q+1}^{1012} \|h_\sigma(t)\|_{L^\infty_t}.\]

Note that \(g_{(2,\sigma)}^2\) is a 1–periodic function, we obtain
\[\|h_\sigma(t)\|_{L^\infty_t} = \lambda_{q+1}^\sigma \int_{t_0}^{t} (P \neq \emptyset g_{(2,\sigma)}^2) s \|s\|_{L^\infty_t} \leq 2 \lambda_{q+1}^{\sigma} \|g_{(2,\sigma)}^2\|_{L^{\infty}[0,1]} = 2 \lambda_{q+1}^{\sigma}. \quad (4.12)\]

In conclusion, we complete the proof of Proposition 4.7 for \(C_0 = 2^{12}\).

**Proposition 4.8.** Let \(1 \leq p \leq \infty\) and \(\epsilon > 0\), we have
\[\|(d_{q+1}^{(p)}, d_{q+1}^{(c)}, w_{q+1}^{(p)}, w_{q+1}^{(c)})\|_{L^\infty_t L^\infty_x} \leq \lambda_{q}^{C_0} \lambda_{q+1}^{1+\frac{\gamma}{4}+\frac{2}{p} + \lambda_{q+1}^{\sigma}}. \quad (4.13)\]

\[\|(d_{q+1}^{(p)}, d_{q+1}^{(c)}, d_{q+1}^{(p)}, d_{q+1}^{(c)}, w_{q+1}^{(p)}, w_{q+1}^{(c)})\|_{L^\infty_t H^2_x} \leq \lambda_{q}^{C_0} \lambda_{q+1}^{4+\frac{\gamma}{4} + \lambda_{q+1}^{\sigma}}. \quad (4.14)\]

\[\|d_{q+1}^{(c)} + w_{q+1}^{(c)}\|_{F^{\infty}_q} \leq \lambda_{q}^{C_0} (\lambda_{q+1}^{\frac{\gamma}{4} - \epsilon} + \lambda_{q+1}^{\sigma}). \quad (4.15)\]

**Proof.** By the definition of \((d_{q+1}^{(p)}, d_{q+1}^{(c)}, w_{q+1}^{(p)}, w_{q+1}^{(c)})\), we get by Proposition 4.4 and Proposition 4.6 that
\[\|d_{q+1}^{(p)}\|_{L^2_t L^\infty_x} + \|d_{q+1}^{(c)}\|_{L^2_t L^\infty_x} + \|w_{q+1}^{(p)}\|_{L^2_t L^\infty_x} + \|w_{q+1}^{(c)}\|_{L^2_t L^\infty_x} \leq \lambda_{q}^{C_0} \lambda_{q+1}^{1+\frac{\gamma}{4}+\frac{2}{p} + \lambda_{q+1}^{\sigma}}. \quad (4.16)\]

Since \(H^2(T^3) \hookrightarrow L^\infty(T^3)\) and Leray projector \(P_H\) is bounded on \(L^2 \to L^2\), we have by Proposition 4.6 and (4.12) that
\[\|d_{q+1}^{(t)} + w_{q+1}^{(t)}\|_{L^2_t L^\infty_x} \leq \lambda_{q+1}^{\sigma} \|(a_{(b,k)}^2, a_{(w,k)}^2)\|_{L^\infty_t H^2_x} \leq \lambda_{q+1}^{1012} \lambda_{q+1}^{\sigma}. \quad (4.17)\]

Collecting the above two inequalities, for \(C_0 = 2^{12}\), we deduce (4.13).

In the same way as estimating (4.16), one gets by Proposition 4.6 that
\[\|d_{q+1}^{(p)} + d_{q+1}^{(c)}\|_{L^2_t L^\infty_x} \leq \lambda_{q}^{C_0} \lambda_{q+1}^{4+\frac{\gamma}{4} + \lambda_{q+1}^{\sigma}}, \quad (4.14)\]

which implies (4.14). One gets by (4.3), (4.4) Proposition 4.4 and Proposition 4.6 that
\[\|d_{q+1}^{(p)} + d_{q+1}^{(c)}\|_{L^2_t C^{1}_x} + \|w_{q+1}^{(p)} + w_{q+1}^{(c)}\|_{L^2_t C^{1}_x} \]
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\[ \lesssim \lambda_{q+1}^{-1} \|(a_{(b,k)}, a_{(v,k)})\|_{L^\infty_t W^2_x} \|\phi(\gamma, \frac{1}{2}, k)\|_{W^2_x} \|g(2,\sigma)\|_{L^1_t \| (F_k, F_{\tilde{k}})\|_{L^\infty_x}} \\
+ \lambda_{q+1}^{-1} \|(a_{(b,k)}, a_{(v,k)})\|_{L^\infty_t W^2_x} \|\phi(\gamma, \frac{1}{2}, k)\|_{L^\infty_x} \|g(2,\sigma)\|_{L^1_t \| (F_k, F_{\tilde{k}})\|_{W^2_x}} \\
\lesssim \lambda_q^{-1} \lambda_{q+1}^{12} \lambda_{q+1}^{\frac{7}{2}} \leq \lambda_q^{-1} \lambda_{q+1}^{10}. \]

In a similar way as in the proof of (4.14), we have

\[ \| (d_{q+1}^{(t)}, w_{q+1}^{(t)})\|_{L^1_t C^1_x} \lesssim \lambda_q^{2-\sigma} \|(a_{(b,k)}, a_{(v,k)})\|_{L^\infty_t H^2_x} \leq \lambda_q^{10+2} \lambda_q^{-\sigma}. \]

Using interpolation, we obtain

\[ \| (d_{q+1}, w_{q+1})\|_{L^1_t C^1_x} \lesssim \| (d_{q+1}^{(t)} + w_{q+1}^{(t)})\|_{L^1_t C^1_x} \| (d_{q+1}^{(t)} + w_{q+1}^{(t)})\|_{L^1_t L^\infty_x} \]
\[ \lesssim \lambda_q^{C_0} \lambda_{q+1}^{\frac{7}{2} - \epsilon} \lambda_{q+1}^{\frac{7}{2}} \leq \lambda_q^{C_0} \lambda_{q+1}^{\frac{7}{2} - \epsilon} \lambda_{q+1}^{-\sigma}. \]

Therefore, we complete the proof of Proposition 4.8 \( \square \)

5 Convex integration step: estimates for Reynolds and magnetic stresses

Let \((v_{q+1}, b_{q+1}) = (\tilde{v}_q + w_{q+1}, \tilde{b}_q + d_{q+1})\). One verifies that \((v_{q+1}, b_{q+1}, p_{q+1}, \tilde{R}_{q+1}, \tilde{M}_{q+1})\) satisfies (2.1) with replacing \(q\) by \(q+1\), where

\[ \tilde{R}_{q+1} = \mathcal{R}\left[(\partial_t w_{q+1} - \Delta w_{q+1}) + \text{div}(w_{q+1} \otimes \tilde{v}_q + \tilde{v}_q \otimes w_{q+1} - \tilde{b}_q \otimes d_{q+1} - d_{q+1} \otimes \tilde{b}_q)\right]_{R_{q+1}^{\text{lin}}}, \]
\[ + \mathcal{R}\left[\text{div} \left(\tilde{R}_{q+1} + (w_{q+1} \otimes w_{q+1}) - (d_{q+1} \otimes d_{q+1})\right) - \nabla p_v\right], \]
\[ \tilde{M}_{q+1} = \mathcal{R}_\alpha\left[(\partial_t w_{q+1} - \Delta w_{q+1}) + \text{div}(w_{q+1} \otimes \tilde{b}_q + \tilde{v}_q \otimes d_{q+1} - \tilde{b}_q \otimes w_{q+1} - d_{q+1} \otimes \tilde{v}_q)\right]_{M_{q+1}^{\text{lin}}}, \]
\[ + \mathcal{R}_\alpha\left[\text{div} \left(\tilde{M}_q + w_{q+1} \otimes d_{q+1} - d_{q+1} \otimes w_{q+1}\right)\right], \]

and \(p_{q+1} = \tilde{p}_q - p_v\), where

\[ p_v = \eta^2 \rho_v - \sum_{k \in \Lambda_v} \frac{\text{div} \text{div} a^2_{(v,k)}(\tilde{k} \otimes \tilde{k}) \mathbb{P} \neq 0(g_{(2,\sigma)})}{\Delta} \]
\[ - \sum_{k \in \Lambda_b} \frac{\text{div} \text{div} a^2_{(b,k)}(\tilde{k} \otimes \tilde{k} - \tilde{k} \otimes \tilde{k}) \mathbb{P} \neq 0(g_{(2,\sigma)})}{\Delta}. \]
5.1 Estimates for the magnetic stress

Proposition 5.1.

\[
\| M_{q+1}^{\text{lin}} - \mathcal{R}_a \partial_t d_{q+1}^{(t)} \|_{L^1_t L_x^2} \lesssim \lambda_{q+1}^{\frac{5}{2}} \left( \lambda_{q+1}^{\frac{3}{2}} + \lambda_{q+1}^{-\frac{3}{2}} + \lambda_{q+1}^{-\frac{7}{2}} \right), \\
\| M_{q+1}^{\text{lin}} - \mathcal{R}_a \partial_t d_{q+1}^{(t)} \|_{L^\infty_t H^3_x} \lesssim \lambda_{q+1}^{5+\sigma+\frac{7}{2}}. 
\]

Proof. By the definition of \( M_{q+1}^{\text{lin}}, \) one has

\[
M_{q+1}^{\text{lin}} - \mathcal{R}_a \partial_t d_{q+1}^{(t)} = \mathcal{R}_a \left( \partial_t d_{q+1}^{(p)} + \partial_t d_{q+1}^{(c)} - \Delta d_{q+1} \right) + \mathcal{R}_a (\text{div}(w_{q+1} \otimes \tilde{b}_q - \tilde{b}_q \otimes w_{q+1} + \bar{v}_q \otimes d_{q+1} - d_{q+1} \otimes \bar{v}_q)).
\]

Since Calderon-Zygmund operators are bounded on \( L^p \to L^p, \forall 1 < p < \infty, \) we obtain that

\[
\| \mathcal{R}_a \partial_t (d_{q+1}^{(p)} + d_{q+1}^{(c)}) \|_{L^1_t L_x^2} \lesssim \lambda_{q+1}^{-1} \| \partial_t (a_{(b,k)} \phi_{(\gamma, \frac{1}{2}, k)} g(2, \sigma)) F_k \|_{L^1_t L_x^2} \\
\lesssim \lambda_{q+1}^{-1} \| a_{(b,k)} \|_{C^{1}_{t,x}} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{L^2_x} \| g(2, \sigma) \|_{W^{1,1}_x} \| F_k \|_{L^\infty_t} \lesssim \lambda_{q+1}^{-1} \| a_{(b,k)} \|_{L^\infty_t W^{2,\infty}_x} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{L^2_x} \| g(2, \sigma) \|_{W^{1,1}_x} \| F_k \|_{L^\infty_t} \\
\lesssim \lambda_{q+1}^{-1} \| a_{(b,k)} \|_{L^\infty_t W^{2,\infty}_x} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{L^2_x} \| g(2, \sigma) \|_{W^{1,1}_x} \| F_k \|_{L^\infty_t} \lesssim \lambda_{q+1}^{5+\sigma+\frac{7}{2}}.
\]

and

\[
\| \mathcal{R}_a \Delta d_{q+1} \|_{L^1_t L_x^2} \lesssim \| \nabla (d_{q+1}^{(p)} + d_{q+1}^{(c)}) \|_{L^1_t L_x^2} + \| \nabla d_{q+1}^{(t)} \|_{L^1_t L_x^2} \\
\lesssim \lambda_{q+1}^{-1} \| a_{(b,k)} \|_{L^\infty_t W^{2,\infty}_x} \| g(2, \sigma) \|_{L^1_t} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{L^2_x} \| F_k \|_{W^{2,\infty}_x} \\
+ \lambda_{q+1}^{-1} \| a_{(b,k)} \|_{L^\infty_t W^{2,\infty}_x} \| g(2, \sigma) \|_{L^1_t} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{L^2_x} \| F_k \|_{W^{2,\infty}_x} \\
+ \lambda_{q+1}^{-1} \| a_{(b,k)} \|_{L^\infty_t W^{2,\infty}_x} \| g(2, \sigma) \|_{L^1_t} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{L^2_x} \| F_k \|_{W^{2,\infty}_x} \\
\lesssim \lambda_{q+1}^{5+\sigma+\frac{7}{2}}.
\]

Using Proposition 3.4 and Proposition 4.8 one deduces that

\[
\| \mathcal{R}_a \text{div}(w_{q+1} \otimes \tilde{b}_q - \tilde{b}_q \otimes w_{q+1} + \bar{v}_q \otimes d_{q+1} - d_{q+1} \otimes \bar{v}_q) \|_{L^1_t L_x^2} \\
\lesssim \| w_{q+1} \otimes \tilde{b}_q - \tilde{b}_q \otimes w_{q+1} + \bar{v}_q \otimes d_{q+1} - d_{q+1} \otimes \bar{v}_q \|_{L^1_t L_x^2} \\
\lesssim \| w_{q+1} \|_{L^1_t L^\infty_x} \| \tilde{b}_q \|_{L^1_t L_x^2} + \| d_{q+1} \|_{L^1_t L^\infty_x} \| \bar{v}_q \|_{L^1_t L_x^2} \lesssim \lambda_{q+1}^{2} \lambda_{q+1}^{-1} + \lambda_{q+1}^{2} \lambda_{q+1}^{-\sigma}.
\]

Collecting (5.4) - (5.6) shows estimate (5.2). Now we turn to estimate \( \| M_{q+1}^{\text{lin}} - \mathcal{R}_a \partial_t d_{q+1}^{(t)} \|_{L^\infty_t H^3_x}. \)

Thanks to the equality (4.4), we have by Proposition 4.4 and Proposition 4.6 that

\[
\| \mathcal{R}_a \partial_t \left( d_{q+1}^{(p)} + d_{q+1}^{(c)} \right) \|_{L^\infty_t H^3_x} \\
\lesssim \lambda_{q+1}^{-1} \| \partial_t (a_{(b,k)} g(2, \sigma) \phi_{(\gamma, \frac{1}{2}, k)}) \|_{L^\infty_t} \| F_k \|_{H^3_x} + \| \partial_t (a_{(b,k)} g(2, \sigma) \phi_{(\gamma, \frac{1}{2}, k)}) \|_{L^\infty_t} \| F_k \|_{H^3_x} \\
\lesssim \lambda_{q+1}^{-1} \| g(2, \sigma) \|_{C^{1}} \| a_{(b,k)} \|_{C^{1}_{t,x}} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{L^\infty_x} + \| (\partial_t a_{(b,k)}, a_{(b,k)}) \|_{L^\infty_t H^3_x} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{H^3_x} \\
\lesssim \lambda_{q+1}^{5+\sigma+\frac{7}{2}}.
\]
Similarly, we can deduce that

\[\|R_a \Delta d_{q+1}\|_{L^\infty_t H^3} \lesssim \|(q^{(p)}_{q+1} + d^{(c)}_{q+1})\|_{L^\infty_t H^3} + \|d^{(t)}_{q+1}\|_{L^\infty_t H^3} + \lambda_{q+1}^{-1}\|a_{(b,k)}\|_{L^\infty_t H^3} \|\phi_{(\gamma, \frac{1}{2}, k)}\|_{H^4_H} \|g_{(2, \sigma)}\|_{L^\infty_t} \|F_k\|_{L^\infty} + \lambda_{q+1}^{-\sigma}\|a^2_{(b,k)}\|_{L^\infty_t H^3}\]

\[\lesssim \lambda_{q+1}^{4+\frac{3}{2}}. \tag{5.8}\]

Combining Proposition 3.4 with Proposition 4.8, we get

\[\|R_a \text{div}(w_{q+1} \otimes \bar{b}_q - \bar{b}_q \otimes w_{q+1} + \bar{v}_q \otimes d_{q+1} - d_{q+1} \otimes \bar{v}_q)\|_{L^\infty_t H^3} \lesssim \|(w_{q+1}, d_{q+1})\|_{L^\infty_t H^3} \leq \lambda^2 \lambda_{q+1}^{4+\frac{3}{2}} \lambda_{q+1}. \tag{5.9}\]

The above inequality combined with (5.7) and (5.8) implies (5.3).

\[\square \]

**Proposition 5.2.**

\[\|M_{q+1}^{osc} + R_a \partial_t d^{(t)}_{q+1}\|_{L^1_t x} \lesssim \lambda_{q+1}^{2} (\lambda_{q+1}^{-\frac{3}{2}} + \lambda_{q+1}^{-\frac{1}{2}} + \lambda_{q+1}^{-\frac{1}{2}}), \tag{5.10}\]

\[\|M_{q+1}^{osc} + R_a \partial_t d^{(t)}_{q+1}\|_{L^\infty_t H^3} \lesssim \lambda_{q+1}^{2+\gamma} \lambda_{q+1}. \tag{5.11}\]

**Proof.** To estimate the magnetic oscillation term and temporal flow term, we rewrite it as follows:

\[M_{q+1}^{osc} + R_a \partial_t d^{(t)}_{q+1} = R_a \left[ \text{div}(\tilde{M}_{q} + (w^{(p)}_{q+1} \otimes d^{(p)}_{q+1}) - (d^{(p)}_{q+1} \otimes w^{(p)}_{q+1})) + \partial_t d^{(t)}_{q+1}\right] + R_a \text{div} \left[ (w^{(c)}_{q+1} + d^{(t)}_{q+1}) \otimes d_{q+1} + w^{(p)}_{q+1} \otimes (d^{(c)}_{q+1} + d^{(t)}_{q+1}) \right.

\[- (d^{(c)}_{q+1} + d^{(t)}_{q+1}) \otimes w_{q+1} + d^{(p)}_{q+1} \otimes (w^{(c)}_{q+1} + w^{(t)}_{q+1})\right]

\[:= O_1^b + O_2^b. \tag{5.12}\]

For \(O_1^b\), we obtain by the definition of \((w^{(p)}_{q+1}, d^{(p)}_{q+1})\) that

\[O_1^b = R_a \left[ \text{div}\tilde{M}_{q} + \sum_{k \in \Lambda_b} a^2_{(b,k)} \phi^2_{(\gamma, \frac{1}{2}, k)} \psi_{k}^2 g_{(2, \sigma)}(\bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) + R_a \partial_t d^{(t)}_{q+1}\right. + R_a \text{div} \left[ \sum_{k \in \Lambda_b, k' \in \Lambda_b} a_{(b,k)} a_{(b,k')} \phi_{(\gamma, \frac{1}{2}, k)} \phi_{(\gamma, \frac{1}{2}, k')} \psi_{k} \psi_{k'} g_{(2, \sigma)}(\bar{k} \otimes \bar{k'} - \bar{k'} \otimes \bar{k})\right]

\[+ R_a \text{div} \left[ \sum_{k \neq k' \in \Lambda_b} a_{(b,k)} a_{(b,k')} \phi_{(\gamma, \frac{1}{2}, k)} \phi_{(\gamma, \frac{1}{2}, k')} \psi_{k} \psi_{k'} g_{(2, \sigma)}(\bar{k} \otimes \bar{k'} - \bar{k'} \otimes \bar{k})\right]\]

\[:= O_{1,1}^b + O_{1,2}^b + O_{1,3}^b. \tag{5.13}\]

Noting the fact that \(k \neq k'\), we obtain by Proposition 4.4 that

\[\|O_{1,2}^b\|_{L^1_t x} + \|O_{1,3}^b\|_{L^1_t x} \lesssim \lambda_{q+1}^{24} \|\phi_{(\gamma, \frac{1}{2}, k)} \phi_{(\gamma, \frac{1}{2}, k')}\|_{L^{\frac{4}{3}}_t} \|g_{(2, \sigma)}\|_{L^1_t} \lesssim \lambda_{q+1}^{24} \lambda_{q+1}^{-\frac{3}{2}}. \tag{5.14}\]
In terms of $O_{1,1}^b$, we decompose it into four parts:

\[
O_{1,1}^b = \mathcal{R}_a \text{div} \left[ \tilde{M}_q + \sum_{k \in \Lambda_b} a^2_{(b,k)} (\bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) \right] \\
+ \mathcal{R}_a \text{div} \left[ \sum_{k \in \Lambda_b} a^2_{(b,k)} (\mathbb{P} \neq 0 \psi^2_k) \phi^2_{(\gamma, \frac{1}{2}, k)} g^2_{(2, \sigma)} (\bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) \right] \\
+ \mathcal{R}_a \text{div} \left[ \sum_{k \in \Lambda_b} a^2_{(b,k)} (\mathbb{P} \neq 0 \phi^2_{(\gamma, \frac{1}{2}, k)}) g^2_{(2, \sigma)} (\bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) \right] \\
+ \mathcal{R}_a \text{div} \left[ \sum_{k \in \Lambda_b} a^2_{(b,k)} (\mathbb{P} \neq 0 g^2_{(2, \sigma)}) (\bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) \right] + \mathcal{R}_a \partial_t d^{(t)}_{q+1}.
\]

(5.15)

By Lemma 4.1, thanks to $\eta_q (t) \equiv 1$ for $t \in \text{supp} \tilde{M}_q$, we obtain that

\[
\tilde{M}_q + \sum_{k \in \Lambda_b} a^2_{(b,k)} (\bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) = \tilde{M}_q - \eta_q^2 \tilde{M}_q = 0.
\]

(5.16)

With respect to the second term on the right-hand side of (5.15), due to $k \perp \bar{k} \perp \bar{k}$, one deduces by Lemma 7.2 that

\[
\left\| \mathcal{R}_a \text{div} \left[ \sum_{k \in \Lambda_b} a^2_{(b,k)} (\mathbb{P} \neq 0 \psi^2_k) \phi^2_{(\gamma, \frac{1}{2}, k)} g^2_{(2, \sigma)} (\bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) \right] \right\|_{L^1_t L^\infty_x} \\
= \left\| \mathcal{R}_a \sum_{k \in \Lambda_b} \text{div}(a^2_{(b,k)} \bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) (\mathbb{P} \neq 0 \psi^2_k) \phi^2_{(\gamma, \frac{1}{2}, k)} g^2_{(2, \sigma)} \right\|_{L^1_t L^\infty_x} \\
\lesssim \lambda_q^{-1} \left\| a^2_{(b,k)} \right\|_{L^\infty_t W^{2, \infty}_x} \left\| \phi^2_{(\gamma, \frac{1}{2}, k)} \right\|_{L^\infty_t} \left\| g^2_{(2, \sigma)} \right\|_{L^1_t} \leq \lambda_q^c \lambda_q^{-1}.
\]

(5.17)

In the same argument as deriving the above estimate, we can bound the second term on the right-hand side of (5.15) by

\[
\left\| \mathcal{R}_a \text{div} \left[ \sum_{k \in \Lambda_b} a^2_{(b,k)} (\mathbb{P} \neq 0 \phi^2_{(\gamma, \frac{1}{2}, k)}) g^2_{(2, \sigma)} (\bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) \right] \right\|_{L^1_t L^\infty_x} \\
= \left\| \mathcal{R}_a \sum_{k \in \Lambda_b} \text{div}(a^2_{(b,k)} \bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) (\mathbb{P} \neq 0 \phi^2_{(\gamma, \frac{1}{2}, k)}) g^2_{(2, \sigma)} \right\|_{L^1_t L^\infty_x} \\
\lesssim \lambda_q^{-1} \left\| a^2_{(b,k)} \right\|_{L^\infty_t W^{2, \infty}_x} \left\| g^2_{(2, \sigma)} \right\|_{L^1_t} \leq \lambda_q^c \lambda_q^{-1}.
\]

(5.18)

According to the definition of $d^{(t)}_{q+1}$, thanks to $k \perp \bar{k} \perp \bar{k}$, we have

\[
\mathcal{R}_a \text{div} \left[ \sum_{k \in \Lambda_b} a^2_{(b,k)} (\mathbb{P} \neq 0 g^2_{(2, \sigma)}) (\bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k}) \right] + \mathcal{R}_a \partial_t d^{(t)}_{q+1} \\
= \mathcal{R}_a \sum_{k \in \Lambda_b} \text{div}(a^2_{(b,k)} (\bar{k} \otimes \bar{k} - \bar{k} \otimes \bar{k})) (\mathbb{P} \neq 0 g^2_{(2, \sigma)}) + \mathcal{R}_a \partial_t d^{(t)}_{q+1} = 0.
\]

(5.19)

Applying estimate (5.16)–(5.19) to (5.15), we can infer that

\[
\left\| O_{1,1}^b \right\|_{L^1_t L^\infty_x} \lesssim \lambda_q^c \lambda_q^{-\frac{1}{2}}.
\]

(5.20)
Now we turn to estimate $O_2^q$ in (5.12). By Proposition 4.17 and Proposition 4.8, we have

$$\|O_2^q\|_{L_t^\infty H_x^2} \lesssim \| (w_{q+1}^{(c)}, w_{q+1}^{(t)}, d_{q+1}^{(c)}, d_{q+1}^{(t)}) \|_{L_t^\infty L_x^2} \| (d_{q+1}^{(p)}, d_{q+1}^{(p)}, w_{q+1}^{(p)}, w_{q+1}^{(p)}) \|_{L_t^\infty L_x^2} \lesssim \lambda_q^C \lambda_{q+1}^{\gamma - \frac{5}{2}} + \lambda_q^C \lambda_{q+1}^{\gamma - \frac{5}{2}}.$$  (5.21)

Combining the above inequality with (5.14) and (5.20), we complete the proof of (5.10).

Furthermore, with aid of Proposition 4.6 and Proposition 4.4, one infer from (5.14), (5.17) and (5.18) that

$$\|O_{1,2}^q\|_{L_t^\infty H_x^2} \lesssim \| (a_{(\nu,k)} \partial_t (\nu, k')) \|_{L_t^\infty H_x^2} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{L_t^\infty} \| \psi_k \|_{H_x^2} \| g_{(2, \sigma)} \|_{L_t^\infty} + \| (a_{(\nu,k)} \partial_t (\nu, k')) \|_{L_t^\infty H_x^2} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{H_x^2} \| g_{(2, \sigma)} \|_{L_t^\infty} \lesssim \lambda_q^C \lambda_{q+1}^{\gamma + \gamma}.$$  (5.22)

and

$$\|O_{1,2}^q\|_{L_t^\infty H_x^2} \lesssim \|a_{(\nu,k)}\|_{L_t^\infty H_x^2} \| g_{(2, \sigma)} \|_{L_t^\infty} (\| \psi_k \|_{L_t^\infty} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{H_x^2} + \| \psi_k \|_{H_x^2} \| \phi_{(\gamma, \frac{1}{2}, k)} \|_{L_t^\infty}) \lesssim \lambda_q^C \lambda_{q+1}^{\gamma + \gamma}.$$  (5.23)

Thanks to Proposition 4.8, we have

$$\|O_2^q\|_{L_t^\infty H_x^2} \lesssim \| (w_{q+1}^{(c)}, w_{q+1}^{(t)}, d_{q+1}^{(c)}, d_{q+1}^{(t)}) \|_{L_t^\infty L_x^2} \| (d_{q+1}^{(p)}, d_{q+1}^{(p)}, w_{q+1}^{(p)}, w_{q+1}^{(p)}) \|_{L_t^\infty H_x^2} \lesssim \lambda_q^C \lambda_{q+1}^{\gamma + \gamma}.$$  (5.24)

Collecting the above three estimates together yields (5.11).  \(\square\)

### 5.2 Estimates for the Reynolds stress

The proof of Proposition 5.1 can be applied to estimate $R_{q+1} - \mathcal{R} \partial_t w_{q+1}^{(t)}$, we give the result directly:

**Proposition 5.3.**

$$\| \mathcal{R}_{q+1} - \mathcal{R} \partial_t w_{q+1}^{(t)} \|_{L_t^1 L_x^2} \lesssim \lambda_q^C (\lambda_{q+1}^{\frac{2}{3}} + \lambda_{q+1}^{\gamma - \frac{2}{3}} + \lambda_q^{\gamma - \frac{2}{3}}).$$  (5.25)

$$\| \mathcal{R}_{q+1} - \mathcal{R} \partial_t w_{q+1}^{(t)} \|_{L_t^\infty H_x^2} \lesssim \lambda_q^C \lambda_{q+1}^{\gamma + \gamma + \gamma}.  (5.26)$$

Next, we turn to estimate the oscillation term and the temporal flow part in terms of the Reynolds stress.

**Proposition 5.4.**

$$\| P_{q+1}^\text{osc} + \mathcal{R} \partial_t w_{q+1}^{(t)} \|_{L_t^1 L_x^2} \lesssim \lambda_q^C (\lambda_{q+1}^{\gamma - \frac{2}{3}} + \lambda_{q+1}^{\gamma - \frac{2}{3}} + \lambda_q^{\gamma - \frac{2}{3}}).$$  (5.27)

$$\| P_{q+1}^\text{osc} + \mathcal{R} \partial_t w_{q+1}^{(t)} \|_{L_t^\infty H_x^2} \lesssim \lambda_q^C \lambda_{q+1}^{\gamma + \gamma}.  (5.28)$$

24
Proof. We decompose $R_{q+1}^{\text{osc}} + \mathcal{R}_u \partial_t w_{q+1}^{(t)}$ into two parts:

$$R_{q+1}^{\text{osc}} + \mathcal{R}_u \partial_t w_{q+1}^{(t)} = \mathcal{R}(\text{div}(\tilde{R}_q + w_{q+1}^{(p)} \otimes w_{q+1}^{(p)} - d_{q+1}^{(p)} \otimes d_{q+1}^{(p)}) + \partial_t w_{q+1}^{(t)} - \nabla p_v)$$

$$+ \mathcal{R} \div((w_{q+1}^{(c)} + w_{q+1}^{(t)}) \otimes w_{q+1}^{(p)} + w_{q+1}^{(p)} \otimes (w_{q+1}^{(c)} + w_{q+1}^{(t)})) - (d_{q+1}^{(c)} + d_{q+1}^{(t)}) \otimes d_{q+1} + d_{q+1}^{(p)} \otimes (d_{q+1}^{(c)} + d_{q+1}^{(t)}))$$

$$: = O_{1}^v + O_{2}^v.$$  

By the definition of $(w_{q+1}^{(p)}, d_{q+1}^{(p)})$, we rewrite $O_{1}^v$ to be

$$O_{1}^v = \mathcal{R} \div(\tilde{R}_q + \sum_{k \in \Lambda_v} a_{(v,k)}^2 \phi_{(\gamma, \frac{1}{2}, k)}^2 \psi_k^2 g_{(2, \sigma)}^2 \bar{k} \otimes \bar{k})$$

$$+ \sum_{k \in \Lambda_v} a_{(b,k)}^2 \phi_{(\gamma, \frac{1}{2}, k)}^2 \psi_k^2 g_{(2, \sigma)}^2 (\bar{k} \otimes \bar{k} - \bar{\bar{k}} \otimes \bar{\bar{k}}) + \partial_t w_{q+1}^{(t)} - \nabla p_v)$$

$$+ \mathcal{R} \div\left(\sum_{k \notin \Lambda_v} a_{(v,k)} a_{(v,k')} \phi_{(\gamma, \frac{1}{2}, k)} \phi_{(\gamma, \frac{1}{2}, k')} \psi_k \psi_{k'} g_{(2, \sigma)}^2 \bar{k} \otimes \bar{k'}ight)$$

$$+ \sum_{k \notin \Lambda_v} a_{(b,k)} a_{(b,k')} \phi_{(\gamma, \frac{1}{2}, k)} \phi_{(\gamma, \frac{1}{2}, k')} \psi_k \psi_{k'} g_{(2, \sigma)}^2 \bar{k} \otimes \bar{k'}$$

$$- \sum_{k \notin \Lambda_v} a_{(b,k)} a_{(b,k')} \phi_{(\gamma, \frac{1}{2}, k)} \phi_{(\gamma, \frac{1}{2}, k')} \psi_k \psi_{k'} g_{(2, \sigma)}^2 \bar{k} \otimes \bar{k'}$$

$$: = O_{1,1}^v + O_{1,2}^v.$$  

Similar to the argument as in the proof of (5.14), we have $\|O_{1,2}^v\|_{L^1_x} \lesssim \lambda_{q+1}^{14} \lambda_{q+1}^{-\frac{7}{2}}$.

For $O_{1,1}^v$, note the fact that $k \perp \bar{k} \perp \bar{k}$, we decompose it as follows:

$$O_{1,1}^v = \mathcal{R} \div(\tilde{R}_q + \sum_{k \in \Lambda_v} a_{(v,k)}^2 \bar{k} \otimes \bar{k} + \sum_{k \in \Lambda_v} a_{(b,k)}^2 (\bar{k} \otimes \bar{k} - \bar{\bar{k}} \otimes \bar{\bar{k}}))$$

$$+ \mathcal{R} \div\left(\sum_{k \in \Lambda_v} a_{(v,k)}^2 \phi_{(\gamma, \frac{1}{2}, k)}^2 \psi_k^2 g_{(2, \sigma)}^2 \bar{k} \otimes \bar{k}ight)$$

$$+ \mathcal{R} \div\left(\sum_{k \in \Lambda_v} a_{(b,k)}^2 \phi_{(\gamma, \frac{1}{2}, k)}^2 \psi_k^2 g_{(2, \sigma)}^2 \bar{k} \otimes \bar{k}ight)$$

$$+ \mathcal{R} \div\left(\sum_{k \in \Lambda_v} a_{(b,k)}^2 \phi_{(\gamma, \frac{1}{2}, k)}^2 \psi_k^2 g_{(2, \sigma)}^2 (\bar{k} \otimes \bar{k} - \bar{\bar{k}} \otimes \bar{\bar{k}})ight)$$

$$+ \mathcal{R} \div\left(\sum_{k \in \Lambda_v} a_{(b,k)}^2 \phi_{(\gamma, \frac{1}{2}, k)}^2 \psi_k^2 g_{(2, \sigma)}^2 (\bar{k} \otimes \bar{k} - \bar{\bar{k}} \otimes \bar{\bar{k}})ight)$$

$$\lesssim \lambda_{q+1}^{14} \lambda_{q+1}^{-\frac{7}{2}}.$$
Thanks to (4.5) and (5.1), it is easy to deduce that
\[\sum_{k\in\Lambda_v} \text{div}(a_{v,k}^2 \tilde{k} \otimes \tilde{k})\mathbb{P}_{\neq 0}(g_{(2,\sigma)}^2) + \partial_t w_{q+1}^{(t)} + \sum_{k\in\Lambda_b} \text{div}(a_{b,k}^2 \tilde{k} \otimes \tilde{k})\mathbb{P}_{\neq 0}(g_{(2,\sigma)}^2) = -\eta_q^2 \nabla \rho_v.\]

By Lemma 4.2 and the definition of \(R_v\), the first three terms can be simplified as
\[\text{div}(\hat{\mathcal{R}}_q + \sum_{k\in\Lambda_v} \eta_q^2 \rho_v a_{v,k}^2 (\text{Id} - \frac{R_v}{\rho_v})\tilde{k} \otimes \tilde{k} + \sum_{k\in\Lambda_b} \eta_q^2 \rho_v a_{b,k}^2 (-\frac{\tilde{M}_v}{\rho_v})(\tilde{k} \otimes \tilde{k} - \bar{\tilde{k}} \otimes \bar{\tilde{k}})) = -\eta_q^2 \text{div}(\hat{\mathcal{R}}_q + \rho_v \text{Id} - R_v + \sum_{k\in\Lambda_b} \eta_q^2 \rho_v a_{b,k}^2 (-\frac{\tilde{M}_v}{\rho_v})\tilde{k} \otimes \tilde{k} - \bar{\tilde{k}} \otimes \bar{\tilde{k}}) = -\eta_q^2 \nabla \rho_v.\]

Collecting the above two equalities, we have
\[\text{div} \left(\hat{\mathcal{R}}_q + \sum_{k\in\Lambda_u} a_{u,k}^2 \tilde{k} \otimes \tilde{k} + \sum_{k\in\Lambda_v} a_{v,k}^2 (\tilde{k} \otimes \tilde{k} - \bar{\tilde{k}} \otimes \bar{\tilde{k}})\right) + \sum_{k\in\Lambda_v} \text{div}(a_{v,k}^2 \tilde{k} \otimes \tilde{k})\mathbb{P}_{\neq 0}(g_{(2,\sigma)}^2) + \partial_t w_{q+1}^{(t)} + \sum_{k\in\Lambda_b} \text{div}(a_{b,k}^2 \tilde{k} \otimes \tilde{k})\mathbb{P}_{\neq 0}(g_{(2,\sigma)}^2) = 0.\]

Thus, utilizing similar methods of dealing with (5.17) and (5.17), one infers that
\[\|O^v_{1,1}\|_{L_{1,x}^1} \lesssim \|\mathcal{R} \text{div}(a_{v,k}^2 \tilde{k} \otimes \tilde{k})\mathbb{P}_{\neq 0}(\psi_k^2 \phi_{(\gamma,\frac{1}{2},\bar{k})}^2 g_{(2,\sigma)}^2)\|_{L_{1,x}^1}\]
\[+ \|\mathcal{R} \text{div}(a_{b,k}^2 \tilde{k} \otimes \tilde{k})\mathbb{P}_{\neq 0}(\phi_k^2 \phi_{(\gamma,\frac{1}{2},\bar{k})}^2 g_{(2,\sigma)}^2)\|_{L_{1,x}^1}\]
\[+ \|\mathcal{R} \text{div}(a_{b,k}^2 \tilde{k} \otimes \tilde{k} - \bar{\tilde{k}} \otimes \bar{\tilde{k}})\mathbb{P}_{\neq 0}(\psi_k^2 \phi_{(\gamma,\frac{1}{2},\bar{k})} g_{(2,\sigma)}^2)\|_{L_{1,x}^1}\]
\[+ \|\mathcal{R} \text{div}(a_{b,k}^2 \tilde{k} \otimes \tilde{k} - \bar{\tilde{k}} \otimes \bar{\tilde{k}})\mathbb{P}_{\neq 0}(\phi_k^2 \phi_{(\gamma,\frac{1}{2},\bar{k})} g_{(2,\sigma)}^2)\|_{L_{1,x}^1} \lesssim \lambda_q^{\sigma} \lambda_{q+1}^{-\frac{2}{2}}.\]

Imitating the method of (5.30), it is easy to get that
\[\|O^v_2\|_{L_{1,x}^1} \lesssim (\|w_q^{(c)}(q+1), w_q^{(d)}(q+1), d_q^{(c)}(q+1), d_q^{(d)}(q+1)\|_{L_{1,x}^2} \|d_q^{(p)}(q+1), d_q^{(q+1)}, w_q^{(q+1)}(q+1)\|_{L_{1,x}^2})\]
\[\lesssim \lambda_q^\sigma \lambda_{q+1}^{-\frac{1}{2}} + \lambda_q^\sigma \lambda_{q+1}^{-\sigma}.\]

In the same way as deriving (5.22)–(5.24), we infer (5.28). Therefore, we finish the proof of Proposition 5.4

6 Verification of iterative estimates at q + 1 level

In this section, we collect estimates of glued parts (\(\bar{v}_q, \bar{b}_q\)), the perturbation (\(w_{q+1}, d_{q+1}\)), the Reynolds and magnetic stresses (\(\bar{R}_{q+1}, \bar{M}_{q+1}\)) to show they satisfy (2.4)–(2.7) under conditions (2.2)–(2.3).
Firstly, one shows by Proposition 3.4 and Proposition 4.7 that
\[
\| (v_{q+1}, b_{q+1}) \|_{L^2_t L^\infty_x} + \| (v_{q+1}, b_{q+1}) \|_{L^p_t L^\infty_x} + \| (v_{q+1}, b_{q+1}) \|_{L^1_t C^{1-\epsilon}_x}
\leq \sum_{i=1}^q \delta_i^{1/2} + C \lambda_q^{-\frac{\gamma}{6}} + e^{q+1} \lambda_q^{-\frac{\gamma}{2}} + \lambda_q C_0^{2+\frac{\sigma}{6}} + \lambda_q C_0^{1+\frac{\gamma}{2} - \frac{\beta}{6}} + 2 \lambda_q C_0 \lambda_{q+1}^{-\sigma} + \lambda_q C_0 \lambda_{q+1}^{\gamma-\epsilon},
\]
where the last inequality is valid with parameters satisfying condition (2.2) and large enough \(a\). Next, combining Proposition 3.4 with (4.14), we have
\[
\| (v_{q+1}, b_{q+1}) \|_{L^\infty_t H^q_x} \lesssim \lambda_q^6 + \lambda_q C_0 \lambda_{q+1}^{4+\frac{\gamma}{2}} \leq \lambda_{q+1}^6,
\]
where the last inequality holds thanks to (5.11), (5.26) and (5.28), one obtains that
\[
\| (\hat{R}_{q+1}, \hat{M}_{q+1}) \|_{L^\infty_t H^q_x} \lesssim \lambda_q^{2C_0} \lambda_{q+1}^{5+\sigma + \frac{\gamma}{2}} + \lambda_q^{2C_0} \lambda_{q+1}^{5+\gamma} \leq \lambda_{q+1}^6,
\]
where the last inequality is valid because \(a\) is large enough, \(\sigma + \frac{\gamma}{2} < 1\) and \(b > \frac{C_0}{2-\frac{\gamma}{2}}\) in (2.2). Collecting (5.3), (5.10), (5.25) and (5.28), one obtains that
\[
\| (\hat{R}_{q+1}, \hat{M}_{q+1}) \|_{L^\infty_t H^q_x} \lesssim \lambda_q^{2C_0} (\lambda_{q+1}^{\frac{\gamma}{6}} + \lambda_{q+1}^{-\frac{\beta}{6}} + \lambda_{q+1}^{-\sigma} + \lambda_{q+1}^{\frac{\sigma}{6}}) \leq \delta_{q+2} \lambda_{q+1}^{-6a}.
\]
Finally, with aid of (5.2), (5.10), (5.25) and (5.27), thanks to
\[
\sigma < \max\{\frac{\gamma}{6}, \frac{1}{2} - \gamma, \frac{\gamma}{2}\}, \alpha < \frac{\sigma}{18}, b\beta < \frac{\sigma}{6}, b > \frac{6C_0}{\sigma},
\]
one gets that
\[
\| (\hat{R}_{q+1}, \hat{M}_{q+1}) \|_{L^1_t H^q_x} \lesssim \lambda_q^{2C_0} (\lambda_{q+1}^{\frac{\gamma}{6}} + \lambda_{q+1}^{-\frac{\beta}{6}} + \lambda_{q+1}^{-\sigma} + \lambda_{q+1}^{\frac{\sigma}{6}}) \leq \delta_{q+2} \lambda_{q+1}^{-6a}.
\]
Therefore, we prove that estimates (2.21)–(2.26) hold with \(q\) replaced by \(q + 1\) and (2.28) is valid. Thanks to (3.25), (4.6) and \(10r_{q+1} < r_q\), it is easy to verify that
\[
(v_{q+1}, b_{q+1}) \equiv (v_{q+1}, b_{q+1}) \equiv (v^{(1)}, b^{(1)}) \text{ on } [0, 2T + \frac{7r_q}{6}] \times \mathbb{T}^3 \supset [0, 2T + 2r_{q+1}] \times \mathbb{T}^3,
\]
\[
(v_{q+1}, b_{q+1}) \equiv (v_{q+1}, b_{q+1}) \equiv (v^{(2)}, b^{(2)}) \text{ on } [3T - \frac{7r_q}{6}, 1] \times \mathbb{T}^3 \supset [3T - \frac{7r_{q+1}}{3}, 1] \times \mathbb{T}^3.
\]
Therefore, we complete the proof of Proposition 2.1.
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7 Appendix

7.1 Some technical tools

Lemma 7.1 ([58]). Assume that \(1 \leq p \leq \infty\) and \(\lambda\) is a positive integer. Let \(f, g : \mathbb{T}^d \mapsto \mathbb{R}\) be smooth functions. Then we have

\[
\left\| f g(\lambda \cdot) \right\|_{L^p} - \| f \|_{L^p} \| g \|_{L^p} \lesssim \lambda^{-\frac{1}{p}} \| f \|_{C^1} \| g \|_{L^p}.
\]

Lemma 7.2 ([25]). Fixed \(\kappa > \lambda \geq 1\) and \(p \in (1, 2]\). Suppose that there exists an integer \(M\) with \(\kappa^{M-2} > \lambda^M\). Let \(f\) be a \(\mathbb{T}^3\)-periodic function so that there exists a constant \(C_f\) such that

\[
\| D^j f \|_{L^\infty} \leq C_f \lambda^j, \quad j \in [0, M].
\]

Assume furthermore that \(\int_{\mathbb{T}^3} f(x)P_{\geq \kappa} g(x)dx = 0\) and \(g\) is a \((\mathbb{T}/\kappa)^3\)-periodic function. Then, it holds that

\[
\left\| |\nabla|^{-1}(fP_{\geq \kappa} g) \right\|_{L^p} \lesssim \frac{C_f \| g \|_{L^p}}{\kappa},
\]

where the implicit constant is universal.

7.2 Symmetric and skew-symmetric inverse divergence

We recall [2] the following pseudodifferential operator of order \(-1\),

\[
\mathcal{R} v^{kl} = \partial_k \Delta^{-1} v^l + \partial_l \Delta^{-1} v^k - \frac{1}{2} (\delta_{kl} + \partial_k \partial_l \Delta^{-1}) \text{div} \Delta^{-1} v,
\]

\[
\mathcal{R}_a u = \Delta^{-1} (\nabla u + \nabla u^T) - \frac{1}{2} \Delta^{-2} \nabla^2 \nabla \cdot u - \frac{1}{2} \Delta^{-1} (\nabla \cdot u) I_{3 \times 3},
\]

\(\mathcal{R}\) is a matrix-valued right inverse of the divergence operator for mean-free vector fields \(v\), in the sense that \(\text{div} \mathcal{R} v = v\). While \(\mathcal{R}_a\) is also a matrix-valued right inverse of the divergence operator for divergence free vector fields \(v\), in the sense that \(\text{div} \mathcal{R}_a u = u\). \(\mathcal{R}\) is traceless and symmetric, and \(\mathcal{R}_a\) is antisymmetric.
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