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ABSTRACT. Many approaches have been proposed to perform the analysis of network(graph) data correlated with Internet, social networks, communication networks, knowledge graph etc, but few of them have been applied in the coordinate system which is thought to be an efficient platform to processing graph data. In this survey, we provide a short yet structured analysis of network(graph) data research in the coordinate system. We first introduce the coordinate embedding and transforming of double-loop network with its symmetrical and regular structure. We then present two categories of approaches for Internet embedding in the coordinate system and the technology of graph embedding of social network. Finally, we draw our conclusions and discuss potential applications and future research direction.

1. Introduction. With the advent of big data, people not only concern about the applications of data, but also emphasize on data analysis. Application requirements are no longer limited to transactional operations, but on how to effectively obtain valuable information from the data. Thus the relevance of data is drawing more attention.

Graph is a natural tool for studying the relevance of data, used to represent information in various areas [9], including gene interaction networks in bio-informatics field, social networks, semantic networks in linguistics, knowledge graph in search etc. Recently with the rapid development of Internet of Things and 5G wireless networks, the analysis of graph data is in great demand.

Nowadays, information grows explosively, which leads to the increasing scale of the graph. Large-scaled graphs are used in a variety of applications. How to effectively analyze and query large-scale graph scaling well with graph size is a rising hot research subject in academia and in industry.
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1.1. **Challenges.** With the increasing expansion of graph data, there are billions of nodes and edges in the graph. The traditional method, due to high time and space costs, is not applicable to large-scaled graph.

The more common approach is to use the simple structure of the graph [1][2][12], such as the link (path) or tree structure to pre-calculate the time and space costs. While these optimized queries can improve performance locally, there is still a need for global improvement on the large-scaled graphs. In addition, there are some methods dealing with large-scaled graph of a particular structure, such as the compressed BFS-Tree method [23]. This method utilizes the symmetry characteristics of the graph data to optimize the design of graph query and cannot be used to the graphs with little symmetry. Therefore, we need new and efficient ways to deal with the query in big graphs.

Referring to graph, we naturally relate it to coordinate system since the coordinate system sets up a bridge between algebra and geometry therefore, Geometric problems can be described by algebraic methods. For large-scaled graph data, the most efficient way to process each node is using the coordinates. Once the large-scaled graph data is successfully embedded in the spatial coordinate system, the response speed of the query can be greatly improved and the query is not affected by the size of the graph, according to the coordinates of each node.

How to map nodes in high dimensional graphs to positions in low dimension coordinate spaces? To answer this question, We can make an overview of network(graph) data research in the coordinate system in recent years.

1.2. **Organization of the survey.** The survey is organized as follows: In Section 2, we start from double-loop network (DLN) to illustrate coordinate embedding and transforming in the coordinate system. In Section 3, we present two categories of coordinate system of Internet, mapping Internet hosts to a specific position in a Euclidean space, and in Section 4, we propose graph coordinate system, which maps nodes in high dimensional graphs to positions in low-dimension coordinate spaces. At last, we summarize our results and make some concluding remarks.

1.3. **Our contribution.** This survey provides a two-pronged contribution:

1. We propose network(graph) data research in the coordinate system and believe it is a promising research area.
2. To foster further research in this topic, we give the future research directions in the field of coordinate embedding of big graph.

To the best of our knowledge, this is the first paper to survey network(graph) data research in the coordinate system in recent years.

2. **Double loop network.** In the early stage of computer network, the most common topology is ring. The ring has a large diameter and a high vulnerability to node and/or link failures. The double-loop network (DLN) can be viewed as an improvement of the ring topology that overcomes the above mentioned drawbacks.

A double-loop network (DLN) is a widely used interconnection topology in local area networks, for its simplicity, symmetry and scalability. DLN has been categorized into two groups: directed DLN (also named as unidirectional DLN) and undirected DLN (bidirectional DLN). A directed DLN $G(N;r,s)$ ($N \geq 4$) is a directed graph of $N$ nodes which are noted as 0,1,2,...,$n$. For any node $u$, it is connected to nodes $u+r$ (mod $N$) and $u+s$ (mod $N$) by an “r link” and an “s link” respectively. Unlike directed DLN, node in undirected DLN has two more interconnected nodes.
u-r(mod N) and u-s(mod N) except for u+r(mod N) and u+s(mod N). A DLN is strongly connected if and only if N, r and s are relatively prime. Figure 1 shows directed DLN G(8;2,3).

![Directed DLN G(8; 2,3)](image)

The DLN has been studied extensively over the past 30 years since it was introduced in [22]. In particular, it has been studied with respect to network properties such as diameter [10], fault tolerance [6][2], and message routing [8][27]. Currently, though DLN is no longer a hot spot of computer network, the research methodology concerning DLN is still of significance to reference.

2.1. **Coordinates embedding.** A DLN G(N;r,s) can be embedded into Cartesian coordinates because of its symmetrical and regular structure. The source node 0 is considered to be the origin of Cartesian coordinates, where the X axis is represented by r links and the Y axis is represented by s links. The location (x,y) on the coordinates is occupied by node xr+ ys(mod N). Figure 2 shows its embedding graph. The region containing all the optimal routes from a given source node to the other nodes is the MDD(Minimum Distance Diagram) of a BDLN, Which is just an “L-shaped” region shown as the shaded region of Figure 2. An L-shaped tile of BDLN can be characterized by six parameters a, b, m, n, p, q (4 of them independent, \(a = p + n, b = m + q\)). In Figure 2, \(p = 1, m = 2, n = 2, q = 2, a = p + n = 3, b = m + q = 4\).

![embedding graph of G(8;2,3)](image)
Four parameters including \(a, b, m\) and \(n\) can be calculated by following equations [14]:

\[
\begin{align*}
b &= \min k \mid ks \equiv jr(modn), k \leq j \leq 0, k = 1, 2, \ldots, N - 1 \\
m &= j \mid bs \equiv jr(modN), j \leq 0 \\
a &= \min j \mid ks \equiv jr(modN), j > k \leq 0, j = 1, 2, \ldots, N - 1 \\
n &= k \mid ks \equiv ar(modN)
\end{align*}
\]

Thus, Diameter of a directed DLN \(G(N;r,s)\) is \(a + b - \min(m, n) - 2\). Figure 2 shows \(G(8;2,3)\) with a diameter of 4.

2.2. Coordinates transforming. Since a DLN is vertex transitive, any node can be easily relocated in the coordinates. Take node 0 for an example, it can be located in any of the four quadrants on the XY plane, using these equations:

\[
\begin{align*}
p + qh &= 0(modN), -m + bh = 0(modN), a - nh = 0(modN)
\end{align*}
\]

In the first quadrant on the XY plane, the nearest coordinate of 0 is \((p,q)\) and the fourth quadrant \((a,-n)\). Define \(\rho\) and \(\sigma\) as vectors from the origin to the copies of node 0 at \((p,q)\) and \((a,-n)\). Thus, vectors from any node to its four quadrant equivalent nodes can be made respectively with \(\rho = px + qy\) and \(\sigma = ax - ny\).

Embedding a DLN into coordinates system brings intuition and convenience to the research of DLN, especially to the network properties such as diameter and optimal message routing. By means of coordinates transforming, any node can be relocated through vector \(\rho\) and \(\sigma\) or combination of them. With these relocations, BDLN and UDLN turn out to be associated with each other. Figure 4 shows MDD of \(G(39;1,17)\) in the first quadrant, which is a “L-shaped”, and the shaded region shows MDD of \(G(39;\pm 1,\pm 17)\).

Coordinates embedding and transforming even make parallel routing (fault-tolerant routing) and wide diameter (fault-tolerant diameter) calculating of DLN become easily, once wide diameter calculating thought to be NP hard for networks. As illustrated in Figure 5, nodes on axes can be relocated in the areas D1 to D4, visualization of this is of great benefit to the research of parallel routing (fault-tolerant routing) of DLN. For more details about this, we refer readers to [10].

For more information of double-loop networks and their applications, we refer readers to the survey paper written by Hwang [11].
3. **Network coordinate system.** In recent years, large-scaled distributed Internet system has been very widely used. In these systems, there may be thousands of Internet nodes to collaborate, through the interaction of these network nodes to achieve collaborative computing and information sharing. If the distance between the network nodes can be predicted quickly, the overall performance of the network application will be improved greatly.

Network coordinate systems [4] [5] [7] [13] [20] [16] were designed as efficient and salable mechanisms to estimated distances or latencies between Internet hosts. As illustrated in Figure 6, the key idea of GNP is to model the Internet as a geometric space (e.g. a 3-dimensional Euclidean space) and characterize the position of any host in the Internet by a point with a coordinate based on round-trip measurements to other hosts. Once a pair of nodes has converged to their positions in the coordinate space, their network distance in the Internet can be predicted by computing the geometric distance between them. Such distance estimation mechanisms can prove critical to large-scale distributed systems that use approximate distance values for performance optimization.
Based on the way coordinates are computed for new nodes, Network coordinate systems can be generally categorized into "landmark-based" and "decentralized" systems.

3.1. **Landmark-based systems.** Global Network Positioning (GNP) [20], one of landmark-based systems, is the first set of Network coordinate system proposed in 2002, where nodes are divided into two parts, the landmarks and the rest ordinary nodes.

GNP chooses k landmark nodes from total N nodes, to map them into d-dimensional geometric space, $k > d + 1$. GNP then calculates coordinates of k landmark nodes using pair-wise measurements, where errors between measured network distances and geometric coordinate distances are minimized using a non-linear optimization algorithm such as Simplex Downhill [15].

Given the k landmarks coordinates, GNP can next compute the coordinate of any node A among the rest ordinary nodes based on the measured latencies between A and each of the landmarks. Node A computes its own coordinate so that errors of network distances and geometric coordinate distances between A and each landmark are as minimized as possible. This is again achieved by means of the Simplex Downhill method.

Landmark-based systems have fast convergence properties, since all nodes rely on the same fixed nodes for their coordinate calculations. However, because of the need to deploy central servers which known as landmarks, the central servers need to bear the heavy measurement load when the number of participating nodes is large, so the size of the system service is limited and the accuracy of the system may suffer if the choice of landmark nodes is sub-optimal, i.e. they do not sufficiently cover the network.

3.2. **Decentralized-based system.** In contrast, decentralized Network coordinate systems such as PIC [4] and Vivaldi [5] allow incoming nodes to orient themselves in the coordinate space using any nodes already positioned in the space.

Vivaldi regards the entire Internet as a spring system. It is assumed that there exists dummy springs that connect all the nodes in the Internet. Each node acts as a spring against each other to form the entire network. The magnitude of the force of spring is proportional to the difference between measured network distances and predicted coordinate distances. When the actual measured distance and the predicted distance of the nodes are not equal, the elastic potential energy of the nodes can be adjusted to minimize the elastic potential energy of the entire system.
thereby reducing the error of the actual distance and the predicted distance of the nodes.

In the Vivaldi system, each node has its own network coordinates and local error. All nodes periodically update their own network coordinates and local errors according to their measurements on other nodes in the network and the network coordinates of the measured nodes.

While these systems avoid dependence on well-known landmarks, new nodes can force already calibrated nodes to adjust their coordinates, potentially increasing convergence time and propagating errors [13][16]. Though Network coordinate systems has been widely deployed in many well-known applications such as SBON, Bamboo DHT and Bit Torrent for its simplicity and high performance, it has several limitations. Triangle inequality violations (TIV) may be a major barrier for the accuracy of such systems. As illustrated in Figure 7, in the real network, \( AB > AC + BC \), but it does not happen in a triangle.

![Figure 7. triangle inequality violations (TIV)](image)

For further details on Network coordinate systems, we refer readers to a survey [7].

4. **Graph coordinate system.** Since the network nodes on the Internet have triangle inequality violations (TIV), the accuracy of mapping the nodes to the spatial coordinate system is limited. Unlike latencies between Internet hosts, however, shortest path values on a graph, will never violate the triangle inequality. Graph Coordinate System was first proposed in [24], mapping nodes in high dimensional graphs to positions in a fixed dimension Euclidean coordinate space. It is one of the most efficient methods to query the shortest path between different nodes of graph, once a graph is embedded, shortest path queries can be resolved in constant time using the embedded coordinates, i.e. \( O(1) \), independent of the size of the graph. Figure 8 shows mapping graph nodes into Euclidean coordinate space. The shortest path between node A and E is 3 hops in the left graph and the estimated Euclidean distance between them is 2.9 hops in the right graph.

After embedded into coordinate system, each node on the graph has a coordinate, and the shortest distance can be quickly calculated between nodes. This is attractive for applications like network centrality computation or distance based calculating such as information dissemination, community detection, neighborhood function, each of which relies on resolving a large number of shortest path distance queries [24][25][26][18].

Similar to centralized landmark-based network coordinate systems (GNP), nodes in large-scaled graph are embedded into coordinate systems in two phase. The first mapping nodes which are more active called landmarks, and then the rest nodes
are embedded using the distance from themselves to the landmarks. If the mapping accuracy of landmarks is not high, the errors will be further amplified in the mapping of the rest nodes, which may seriously affect the mapping of the whole graph.

Compared to the rest nodes, landmarks are important nodes, which can quickly affect the rest nodes in the whole graph. Intuitively, high degree nodes reside at the core of graph, were chosen as landmarks in [24]. Except for degree, the metrics of the importance of the nodes also be measured by centrality [19], semi-local centrality [3], betweenness centrality [17], etc. How to improve the accuracy of landmark selection based on the importance of nodes represented by the metrics? Landmark selection strategy in [18] is based on local betweenness indicator in sub-graphs instead in the whole graph, which is turned out to be more effective in large-scaled graph with billion nodes.

The number of landmarks should be more than a certain value, and landmarks should be evenly distributed as much as possible in the graph. If the number of landmarks is too small or the distribution is too dense in the local area, the skeleton of the mapping system is not strong, which will lead to the difficulty of mapping the rest nodes, on the contrary, if the number of landmarks is too large, the complexity of the mapping will be increased dramatically. If the uniformity of landmarks is not enough, it is also difficult to guarantee the mapping accuracy of the rest nodes.

The literature [25] proposed Rigel, mapping large-scaled graph nodes to the Hyperbolic coordinate space, which is used in both [25] and [18]. Another way to improve efficiency and effectiveness of graph embedding is to distribute whole graph over a set of machines by partitioning the graph into many sub-graphs, thus allowing parallel process to achieve high speedup [25] [18]. Figure 9 shows the main method of a coordinate-based embedding for large-scaled graph [18], it consists of two parts: offline distance oracle construction (steps S1-S5) and online shortest distance query answering (step S6).

5. **Conclusion and future work.** In this paper, we have a view of network(graph) data research in the coordinate system. After introducing the coordinate embedding and transforming of double-loop network, We present two categories of approaches for Internet embedding in the coordinate system and the technology of graph embedding of social network data. We believe there are five promising research directions on network(graph) data research in the coordinate system:

(1) Network(graph) partitioning. Since the large-scale graph is difficult to process and analyse, dividing the large-scale network(graph) into a certain number of sub-networks(graphs) by clustering or segmentation may be a good way. Thus, we can process and analyse each sub-network(graph) using appropriate strategy.
(2) Error optimization algorithm. The optimization algorithm used in Network coordinate systems and Graph coordinate systems named Simplex Downhill is to optimize errors between virtual and coordinate distance. How to choose other appropriate optimization algorithm and coordinate system to adapt for different networks is of importance to future research.

(3) Landmark selection. The quality and the quantity of landmark nodes are essential for improving the accuracy of the mapping which will improve the accuracy of the query. How to select a certain number of landmark nodes in the large-scaled graph with uniform distribution is a future research direction.

(4) Combination with other methods. The growing research on deep learning has led to some deep neural networks based methods applied to graphs. The research direction is to combine these methods with coordinate embedding and transforming of graph for dimensionality reduction.

(5) So far the large-scaled graphs we handle are mostly related to social networks and complex networks. How to extend the processing method of the graph in the coordinate system to other networks(graphs) in order to enhance the extensibility of the processing method needs further study.
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