Feedback Assisted Adversarial Learning to Improve the Quality of Cone-beam CT Images
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Abstract. Unsupervised image translation using adversarial learning has been attracting attention to improve the image quality of medical images. However, adversarial training based on the global evaluation values of discriminators does not provide sufficient translation performance for locally different image features. We propose adversarial learning with a feedback mechanism from a discriminator to improve the quality of CBCT images. This framework employs U-net as the discriminator and outputs a probability map representing the local discrimination results. The probability map is fed back to the generator and used for training to improve the image translation. Our experiments using 76 corresponding CT-CBCT images confirmed that the proposed framework could capture more diverse image features than conventional adversarial learning frameworks and produced synthetic images with pixel values close to the reference image and a correlation coefficient of 0.93.
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1 Introduction

Cone-beam computed tomography (CBCT) has been increasingly used for 3D imaging in clinical medicine. Because the device is compact and movable, 3D images can be acquired from the patient during surgery or radiotherapy. Conversely, CBCT, in which X-rays are irradiated in a conical shape and signals are obtained by a two-dimensional detector, is more susceptible to scattering than CT. Signals cannot be obtained from a certain range of directions because of the physical constraints of the rotation angle. These differences in signal characteristics result in a wide range and variety of artifacts in the reconstructed image [1]. Due to the effect of these artifacts, the CBCT images’ pixel values are inaccurate compared to CT images, which is a factor that reduces the image quality and accuracy of medical image analysis.

There are many examples of research into using deep learning to improve the quality of medical images [2]. Attempts have been made to improve the quality of CBCT images by scattering correction [3]. Several methods are based on supervised learning and require CT images that perfectly match the anatomical
structures in the CBCT images. However, it is difficult to obtain a set of images with perfectly matched structures for the same patient, and the opportunities for using this technique are limited. To address this issue, unsupervised learning that does not assume a one-to-one correspondence between target images has been widely studied, especially by applying Generative Adversarial Networks (GANs) [4]. The CycleGAN is reportedly effective in reducing dental metal artifacts in CT images [5][6], and artifacts in craniocervical CBCT images [7].

Artifacts in CBCT images exhibit various image features and are present over a wide area of the image. Therefore, cases occur in which existing adversarial training and regularization of the loss function [8][9] inadequately improve image quality. A reason for this limitation on image translation performance is that the discriminator in conventional GANs evaluates whether or not an image is a target image based on a global evaluation value alone. Reportedly, a global evaluation does not provide sufficient translation performance for image features with different local characteristics [10]. To obtain adversarial learning and image translation that generates a variety of images while capturing locally different image features remains a challenge.

In this study, we propose adversarial learning with a feedback mechanism from the discriminator as a new unsupervised learning framework to improve the quality of CBCT images. With conventional GANs, adversarial learning is performed based on the global discrimination results output by the discriminator, but with the proposed method, the discriminator is extended to output a probability map. A probability map is an image in which the probability that the input image belongs to the target image sets is calculated on a pixel basis. This map aims to obtain a local evaluation of the differences in image features found between the synthetic image and the target image. In addition, the proposed adversarial learning framework introduces a feedback mechanism that inputs the probability map output by the discriminator to the generator. By providing the generator with information about attention and image features, we aim to improve the image-translation performance by inducing the generator to acquire the ability to generate more diverse image features.

In our experiments, adversarial learning was conducted using planning CT images for 76 patients who underwent radiotherapy for prostate cancer and CBCT images taken on the day of radiotherapy. We investigated the image translation performance by comparing the proposed framework with the two existing methods. The contributions of this study are as follows.

- A new adversarial learning scheme with a feedback mechanism
- Analysis of the impact of a probability map generated from the discriminator
- Application of the methods to improve the quality of CBCT images

2 Methods

2.1 Adversarial Learning with a Feedback Mechanism

In a conventional GAN, the global discrimination result of the discriminator is calculated as a scalar between 0 and 1 for the synthetic image and is used only for
evaluation in the loss function. However, this scheme does not provide sufficient translation performance for an image with different local characteristics. The proposed method extends both generator $G_Y$ and discriminator $D_Y$ in $X \rightarrow Y$ image translation ($X$: original CBCT image sets and $Y$: target CT image sets). It introduces a structure that feeds back the information on the attention and local image features in each image set accumulated by discriminator $D_Y$ during adversarial learning to generator $G_Y$.

Figure 1 shows the basic structure of the proposed network with the feedback mechanism. In this framework, a discriminator $D_Y$ is extended to output probability map $d^L_Y$ in addition to the conventional global discrimination result $d^G_Y$. A probability map is an image in which the probability that the input image belongs to the target image sets is calculated on a pixel basis. This map aims to obtain a local evaluation of the differences in image features found between the synthetic image and the target image.

Next, the feedback mechanism provides the output of discriminator $D_Y$ as the input to generator $G_Y$. In our adversarial learning, rather than directly inputting original image $x_r$ into generator $G_Y$, probability map $d^L_Y$ obtained from $D_Y$ in advance is concatenated with original image $x_r$ and input into generator $G_Y$. The details of the two extended networks, $D_Y$, and $G_Y$, are described in the next section. This feedback of information from the discriminator allows generator $G_Y$ to receive directly the local regions and image features on which the discriminator focuses. This is expected to imbue the network with the ability to generate various image features and improve image translation performance by adversarial learning. Finally, the flow of image translation using the trained networks can be organized as follows.

**STEP1** Original image $x_r$ is input into discriminator $D_Y$

**STEP2** Discriminator $D_Y$ outputs probability map $d^L_Y$ in addition to global discrimination result $d^G_Y$
STEP 3  Original image $x_r$ and probability map $d^G_y$ are combined and input into generator $G_Y$

STEP 4  Generator $G_Y$ outputs synthetic image $y_f$

2.2 Structure of the Discriminator

This section describes the structure of the extended discriminator. In this study, a U-net [11] was employed for the discriminator $D_Y$ to output the probability. This U-net type discriminator newly outputs probability map $d^L_y$ for the input image in addition to the conventional global discrimination result $d^G_y$. Each pixel of the probability map contains the local discrimination result of the corresponding pixel in the input image.

When training the U-net type discriminator, synthetic image $y_f$ output from the generator is input along with the reference image $y_r$. When target image $y_r$ is input, the discriminator aims to output a probability map in which all pixels are 1.0, and when synthetic image $y_f$ is input, the discriminator aims to output a probability map in which all pixels are zero. This allows the discriminator to learn the image features of the target image set $Y$ and to output probability map $d^L_y$ that gives a low probability if there are image features in synthetic image $y_f$ that are locally different from those of image set $Y$. (Regarding the prediction phase, see Figure 4 in the supplemental document.) The loss function used in training is extended to train the U-net type discriminator. Eq. (1) and (2) are defined to improve the accuracy of local as well as global discrimination.

\[
\mathcal{L}_{d^G_y} = \mathbb{E}_y ||d^G_y(y_r) - 1||_1 + \mathbb{E}_y ||d^G_y(y_f) - 0||_1
\]

\[
\mathcal{L}_{d^L_y} = \mathbb{E}_y \left[ \sum_{i,j} [|d^L_y(y_r) - 1|]_{i,j} \right] + \mathbb{E}_y \left[ \sum_{i,j} [|d^L_y(y_f) - 0|]_{i,j} \right]
\]

where $i$ and $j$ are the positions of the pixels. Eq. (1) is a loss function to improve the accuracy of global discrimination result $d^G_y$ given by U-net type discriminator $D_Y$, as in conventional cases. When the training proceeds to reduce this loss, U-net type discriminator $D_Y$ can discriminate whether the input image is the target or synthetic. Eq. (2) is the newly added loss function. Concurrently, it seeks to improve the accuracy of probability map $d^L_y$. When learning proceeds to reduce this loss, $D_Y$ can locally discriminate whether each pixel in the input image is from the target image or not. The linear combination of the above two losses defines the loss function for U-net type discriminator $D_Y$ as in Eq. (3).

\[
\mathcal{L}_{D_Y} = \mathcal{L}_{d^G_y} + \mathcal{L}_{d^L_y}
\]

Here, the weight for linear combination is set to 1.0, with reference to the U-net GAN in [10].
Figure 2 shows an example of the probability maps obtained when different images are input to the trained discriminator. Each left image shows the input to discriminator $D_Y$, and the right image shows the respective probability map, which spatially represents the probability that the image features of each local region belong to image set $Y$. The probability map of (a) is mostly dark gray (nearly zero), indicating that the original image $x_r$, i.e., the input CBCT image, has many regions with features that differ from the CT image. Conversely, the probability map of (c) is mostly occupied by nearly white pixels, indicating that when the target image, CT image $y_r$, is input, the probability of them belonging to image set $Y$ is also high for the image features of the local regions calculated for each pixel. (b) shows the probability map when synthetic image $y_f$ is input during the training process. Compared to (a), there are light gray pixels, but compared to (c), there are still many pixels close to dark gray. This results from the trained discriminator $D_Y$ assigning a low probability to regions in the synthetic images that are different from the features in the image set $Y$. Thereby, the proposed image translation network aims to improve the translation performance of generator $G_Y$ by feeding back probability map $d^L_y$ output from the U-net type discriminator to generator $G_Y$.

### 2.3 Structure of the Generator

To utilize the feedback from the discriminator for image translation, original image $x_r$ and probability map $d^L_y$ are concatenated into the generator as a 2-channel image. In adversarial learning, probability map $d^L_y$ is utilized for the image translation of generator $G_Y$, and Eq. (4) is defined as the loss function for generator $G_Y$ to promote the acquisition of the ability to generate more diverse image features.

$$L_{G_Y} = \mathbb{E}_y ||d^G_y(y_f) - 1||_1 + \mathbb{E}_y \left[ \sum_{i,j} ||d^L_y(y_f) - 1||_1 \right]$$

where the first term is the evaluation of the global discrimination result when synthetic image $y_f$ is input to discriminator $D_Y$, and the loss obtains an evaluation whereby, according to discriminator $D_Y$, the synthetic image belongs to
target image set \( Y \). The second term, which is the evaluation of the probability map when synthetic image \( y_f \) is input to discriminator \( D_Y \), is newly added. This term is designed as a loss to obtain an evaluation whereby the synthetic image belongs to image set \( Y \) locally as well. By updating the weight parameters of the network with this loss function, generator \( G_Y \) is encouraged to learn an image translation that effectively utilizes probability map \( d^G \).

Combining the above discriminator \( D_Y \) and generator \( G_Y \) achieves adversarial learning using the probability map as feedback when translating image \( X \rightarrow Y \). The overall loss function is then defined by Eq. (5), which is the linear sum of Eq. (3) and (4).

\[
\mathcal{L} = \mathcal{L}_{D_Y} + \mathcal{L}_{G_Y} \tag{5}
\]

In the prediction or testing phase, a probability map \( d^L \) is obtained by inputting the original image \( x_r \) to the discriminator \( D_Y \) beforehand. As shown in Figure 2, the probability map output from the trained discriminator \( D_Y \) shows a low probability for regions that differ from the local features of image sets \( Y \). This information map is utilized by generator \( G_Y \) to capture and translate more diverse image features.

Although there are many differences in artifacts and inaccurate pixel values between CBCT image sets \( X \) and CT image sets \( Y \), they share common prior knowledge, such as the patient’s anatomical structures. Therefore, we also trained the \( Y \rightarrow X \) image translation network simultaneously for stable learning and convergence of the network parameters. The loss functions, \( \mathcal{L}_{D_X} \) for the discriminator \( D_X \), \( \mathcal{L}_{G_X} \) for the generator \( G_X \) and cycle consistency loss \( \mathcal{L}_{cyc} \) were added to Eq. (5) in our feedback assisted adversarial learning.

## 3 Experiments

We designed an experiment to verify how effective the proposed image translation framework is for improving the quality of CBCT images. The similarity between the synthetic images and the reference CT images was investigated to verify the translation performances of CycleGAN, U-net GAN, and the proposed method. We implemented our methods using Python 3.6 with a TensorFlow background.

### 3.1 Dataset

In experiments, we used CT images (512 \( \times \) 512 pixel, 134-226 slices) taken for radiotherapy planning from 76 prostate cancer patients who underwent radiotherapy and CBCT images (512 \( \times \) 512 pixel, 48-93 slices) taken on the first day of radiotherapy. Differences arose between the two images due to different imaging conditions, such as the field of view (FOV), date and time of imaging, and the posture and condition of the patient. Therefore, the CT image was cropped by the cylinder shape (i.e., the same FOV setting as CBCT imaging), resampled, and aligned to the CBCT image through rigid registration. This pre-processing
Table 1. Quantitative evaluation results

|                      | Original | CycleGAN | U-netGAN | Proposed | Reference |
|----------------------|----------|----------|----------|----------|-----------|
| Mean ± SD [HU]       | −67.2 ± 9.9 | −1.19 ± 82.3 | 14.7 ± 77.8 | 12.6 ± 76.6 | 9.67 ± 80.1 |
| Correlation coefficient | 0.185     | 0.859    | 0.890    | 0.930    | 1.00      |

produced CT and CBCT image pairs (512 × 512 pixels, 48-93 slices) for 76 subjects, in which anatomical structures and FOVs were registered except for the intra-patient differences, e.g., deformation in abdominal organs. 68 CBCT-CT image pairs were randomly selected as the training data, and the remaining eight were used as the test data. We used 4 for each training batch and 600 for the total number of training epochs. Adversarial training in this setting required 54 hours using a computer with a graphics processing unit (CPU: Intel Core i7-9900K, Memory: 64 GB, GPU: NVIDIA TITAN RTX). In the test, the CBCT image was used as the original image, the CT image was used as the reference, and the synthetic image was generated by $X \rightarrow Y$ translation.

3.2 Quantitative Evaluation Results

The artifacts in CBCT images are mainly observed around the prostate. The region of interest (ROI) to be evaluated was set to 256 × 256 pixels and 20 slices, centered on the middle of the prostate. The range of CT values was determined to be [-300, 150], and the values were rounded to -300 for CT values below -300 and 150 for CT values above 150, for the evaluation to focus on the fine differences in CT values around the prostate. As indices for quantitative evaluation, the mean and standard deviation of the voxel values were employed because there were anatomical differences derived from different imaging conditions. Then, histograms of CT values within the evaluation range were created and compared. The correlation coefficient was calculated with the histogram of the reference image to evaluate how close the distribution was to the CT values of the reference image.

Table 1 lists quantitative evaluation results. The values of the proposed method are closer to the reference image than those of the conventional methods. From the above quantitative evaluation using statistical indices, the proposed method is considered to be more effective in improving the quality of CBCT images than conventional methods.

3.3 Comparison of Synthetic Images

Figure 3(a) shows three examples of the synthetic images generated by the different image translation methods. (Please see the supplemental document for higher resolution examples and the learning process.) In the first case, as indicated by the arrows in the image, CycleGAN’s image translation deformed the body outline but the proposed method enabled image translation while maintaining the body outline. In addition, the original CBCT image shows an overall
lower CT value than the CT image, and the entire image is dark, while the proposed method improves the visual brightness to almost the same level as the reference CT image. The arrows in the second and third cases indicate a region where the CBCT image contains a strong artifact. CycleGAN and U-netGAN failed to translate or wrongly corrected the region, and residual artifacts remain. In contrast, the proposed method successfully translated the region. This case suggests that the proposed method effectively recovers the underlying shape of organs even during the translation of areas with strong artifacts.

Figure 3(b) shows a histogram of the one test case. The solid black line is the histogram of the CBCT image before translation, and the dashed black line is that of the reference CT image. The red, blue, and green solid lines, respectively, are the results of translations using the proposed method and the conventional methods, such that the CT value distribution approaches the black dashed line. As the figure shows, the red line, which is the proposed method, is closer to the shape of the black dashed line. The proposed method is better able to transform the image than the conventional methods; therefore, the distribution of CT values is closer to the reference image.

4 Conclusion

In this study, we proposed adversarial learning with a feedback mechanism from the discriminator as a new unsupervised learning framework to improve the quality of CBCT images. The experiments using 76 paired CT-CBCT images showed that the proposed framework could capture more diverse image features than conventional methods and produced synthetic images with pixel values close to the reference image and a correlation coefficient of 0.93.
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