Clustering optimization in RFM analysis based on k-means
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ABSTRACT
RFM stands for Recency, Frequency, and Monetary. RFM is a simple but effective method that can be applied to market segmentation. RFM analysis is used to analyze customer’s behavior which consists of how recently the customers have purchased (recency), how often customer’s purchases (frequency), and how much money customers spend (monetary). In this study, RFM analysis has been used for product segmentation is to be arrayed in terms of recent sales (R), frequent sales (F), and the total money spent (M) using the data mining method. This study has proposed a new procedure for RFM analysis (in product segmentation) using the k-Means method and eight indexes of validity to determine the optimal number of clusters namely Elbow Method, Silhouette Index, Calinski-Harabasz Index, Davies-Bouldin Index, Ratkowski Index, Hubert Index, Ball-Hall Index, and Krzanowski-Lai Index, which can improve the objectivity and similarity of data in product segmentation so that it can improve the accuracy of the stock management process. The evaluation results showed that the optimal number of clusters for the k-Means method applied in the RFM analysis consists of three clusters (segmentation) with a variance value of 0.19113.
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1. INTRODUCTION
Clustering or data segmentation is a process of grouping (partitioning) large data sets into groups (partitions) according to their similarities. When the number of transactions becomes larger, the process of managing product databases for stock management is not an easy task. This problem can be overcome by a better approach by using the data mining method needed to segment all products into the right number of clusters according to some of their similarities. The values of various groups can then be estimated and evaluated to provide informed decisions that are useful for management in making use of resources rationally.

One simple but effective model that can be applied to product segmentation based on data attribute similarity by checking when (recency), how often (frequency), and money spent (monetary) in certain items or services is the recency (R), frequency (F), and monetary (M) model [1, 2]. This study will cluster the product data using one of the data mining methods, namely the k-Means method [3, 4] which will be proposed for RFM analysis. The use of the k-Means method for product clustering based on RFM values is expected to have better accuracy compared to manual product clustering [5-7].

Meanwhile, the determination of the optimal number of k clusters in the k-Means method will be evaluated using eight validity indices namely the Elbow Method, Silhouette Index, Calinski-Harabasz Index, Davies-Bouldin Index, Ratkowski Index, Hubert Index, Ball-Hall Index, and Krzanowski Index -Lai, which is expected to improve objectivity and accuracy in product segmentation compared to using only one method [1, 2, 8], and can simplify the stock management process [9].
2. RESEARCH METHOD

2.1. RFM Analysis

Stone and Bob (1989) first proposed the idea of the RFM method [10]. RFM is a simple but effective method that can be applied to market segmentation [10]. Hughes defines RFM analysis using information about consumer purchasing behavior in the past [11]. Recency (R) shows the period from the last purchase transaction to now. Frequency (F) is the number of purchase transactions made by customers. Monetary (M) is the total money spent by customers in a certain period of time [10].

The philosophy of RFM analysis is that products are to be arrayed in terms of recent sales, frequent sales, and the total money spent [12]. The real data set with sales dates converted to values 1 to 5 depending on the date of sale. Therefore, the value of 5 is assigned to the top 20% of the data set in terms of the latest sales date. The value of 4 is given for the next 20% of the data set and so on, while the value of 1 refers to the oldest sales date. For frequency, the number of transactions in a certain time period range is sorted, such as the number of transactions per month, in descending order [2, 13]. As many as 20% of the top data from the data set is given by a value of 5. The next 20% of the data set is given a value of 4 and so on, so that all the real data of the number of transactions are converted to values 1 to 5 [2].

For monetary, the average amount of money spent per month or year for all transactions is sorted in descending order [2]. As many as 20% of the top data from the data set are given a value of 5. 20% of the next data are given values 4 and so [2], so that all real data with the amount of money is transformed into values 1 to 5. Finally, all values of R, F, and M are combined to rank each product [10].

In addition, the concept of segmentation in RFM analysis will be improved to be more objective and accurate with the clustering approach using k-Means methods, so that the clusters that will be formed have the optimum data similarity. This can make the determination of the number of clusters and the interval of datasets for each cluster to be more quality and precise (not necessarily divided into 5 clusters or 20%, such as the default segmentation in RFM analysis).

2.2. K-Means Method

K-Means [14] is one of the non-hierarchical clustering data methods that partition data n into cluster k, so that the resulting intra-cluster similarity is high (minimal within-clusters sum of squares), while inter-cluster similarity is low (maximum between-clusters sum of square). K-Means is one of the most popular clustering methods, because of the simplicity of the algorithm and the speed of selecting the cluster center (centroid).

The k-Means method often applies the Euclidean distance formula to determine the similarity of data in a cluster iteratively.

Data clustering steps using the k-Means method can be done by:

a) Determine the number of clusters k;
b) Initialize k values as cluster centers (centroids) randomly;
c) Group each data into the closest cluster. The proximity of two data is calculated using Euclidean distance;
d) Recompute each centroid by computing the mean of all centroid data with current cluster members;
e) Re-clustering each data (back to step 3) using all new centroids until all centroids do not change anymore;
f) If the centroid has not changed again, the clustering process is complete.

One of the main problems of the k-Means method is how to determine the optimal number of clusters k. Research by Subbalakshmi et al. [15] have shown that the accuracy of the k-Means method can be higher, if appropriate in selecting the initial value and number of clusters [2, 13].

There are various ways that can be used to estimate the optimal number of clusters k. In this study, the optimal number of cluster k will be measured using the Elbow Method, Silhouette Index, Calinski-Harabasz Index, Davies-Bouldin Index, Ratkowsky Index, Hubert Index, Ball-Hall Index, and Krzanowski-Lai Index.

2.3. Validity Index for Determining the Optimal Number of Clusters in the k-Means Method

a) Elbow Method: The Elbow Method (EM) [16] is a method used to determine the optimal number of clusters, by looking at the percentage of the comparison between the number of clusters that will form an angle on the curve. If the value of the first cluster with the value of the second cluster forms an angle (elbow) on the curve or value has the largest decrease, the cluster value is the best cluster value. The best number of clusters ‘k’ will be selected at that vertex (turning point). This method is a visual method that looks at the total intra-cluster variation or the total Within-Clusters Sum of Squares (WSS)
as a function of the number of clusters. The greater the number of clusters k, the WSS value will be smaller or vice versa. The WSS formula is as follows:

\[
WSS = \sum_{i=1}^{k} \sum_{i=1}^{n} \| x_i - c_i \|^2
\]  

(1)

Where \( k \) = the number of clusters, \( n \) = the number of objects, \( x_i \) = \( i \)th element in the cluster, and \( c_i \) = the centroid of \( i \)th cluster.

b) Silhouette Index: The Silhouette Index (SI) value is used to measure how well the cluster is at a certain point [17]. Rousseeuw [18] proposed an approach that calculates the maximum index value. Silhouette refers to the method of interpretation and consistency validation in the data cluster. Silhouette functions can be calculated using Equation:

\[
SI = \bar{s} = \frac{1}{n} \sum_{i=1}^{n} s(i)
\]

(2)

Where,

\[
s(i) = \frac{b(i) - a(i)}{\max(a(i), b(i))}
\]

(3)

\[
a(i) = \frac{1}{|C_i| - 1} \sum_{j \in C_i \setminus i} d(i,j)
\]

(4)

\[
b(i) = \min_{j \in C_j \setminus C_i} \frac{1}{|C_j|} \sum_{j \in C_j} d(i,j)
\]

(5)

With \( j \) is another object in one cluster \( |C_i| \), \( d(i,j) \) is the euclidean distance between objects \( i \) with \( j \) in cluster \( C_i \), \( b(i) \) is the distance of the average object \( i \) with all objects in another cluster, and the overall \( SI \) is the average of \( s(i) \) over all objects.

The value of the silhouette index is between -1 and 1. If one point has a silhouette index close to 1, then it is a good clustering. If the silhouette index close to -1 indicates a poor clustering (misclassification). Meanwhile, if the silhouette index close to 0 indicates an intermediate case (not good).

c) Calinski-Harabasz Index: Calinski-Harabasz Index (CHI) [19] evaluates cluster validity based on calculations of Between-Clusters Sum of Square (BSS) and WSS. CHI measures the separation ratio based on the maximum distance between centroids and measures compactness based on the amount of distance between each data with the centroid. Compact and well-separated configurations of clusters are expected to have high inter-cluster variance and relatively low intra-cluster variance [20, 21].

The Calinski-Harabasz Index (CHI) is calculated by the following Equations:

\[
CH(k) = \frac{BSS/(k-1)}{WSS/(n-k)}
\]

(6)

d) Davies-Bouldin Index: Davies-Bouldin Index (DBI) [22] is one method used to measure cluster validity in a grouping method, cohesion is defined as the sum of the proximity of the data to the cluster center point of the cluster followed. Meanwhile, separation is based on the distance between the cluster center points to the cluster.

Measurements using DBI will maximize the inter-cluster distance between the \( c_i \) and \( c_j \) clusters and at the same time will minimize the distance between data in a cluster. If the inter-cluster distance is maximal, it means that the characteristic similarity between each cluster is small so that the differences between clusters can be seen more clearly. If the intra-cluster distance is minimal, it means that each object in the cluster has a high level of characteristic similarity. The following equation is used to calculate the DBI:

\[
DBI = \frac{1}{k} \sum_{k=1}^{k} \max_{\{p \neq j\}} R_{i,j}
\]

(7)

Where,

\[
R_{i,j} = \frac{WSS_i + WSS_j}{BSS_{i,j}}
\]

(8)
Clustering optimization in RFM analysis based on k-means (Rendra Gustriansyah)

\[ WSS_i = \frac{1}{m_i} \sum_{j=1}^{m_i} d(x_j, c_i) \]  
\[ BSS_{ij} = d(c_i, c_j) \]

With \( d(x,y) \) is the euclidean distance between \( x \) and \( y \), \( c_i \) is the centroid of cluster \( x_i \), and \( k \) is the number of clusters used. The smaller the DBI value obtained (\( DBI \geq 0 \)), the more optimal the number of clusters is obtained.

e) Ratkowsky-Lance Index: The Ratkowsky-Lance index [23] is based on the mean between the sum of squares between then clusters for each data (BGSS) and the total sum of squares of each data within the cluster (TSS). The RL index is calculated by the following Equation:

\[ RL = \frac{\tilde{S}}{\sqrt{k}} \]  
\[ \tilde{S}^2 = \frac{1}{p} \sum_{j=1}^{BGSS} \frac{BGSS_j}{TSS_j} \]  
\[ BGSS_j = \sum_{q=1}^{k} n_q (c_{qj} - \bar{x}_j)^2 \]  
\[ TSS_j = \sum_{i=1}^{n} (x_{ij} - \bar{x}_j)^2 \]

With \( k \) is the optimal number of clusters.

The number of clusters with the maximum the Ratkowsky and Lance index value is taken as the proposed optimal number of clusters.

f) Hubert Index: Hubert Index (HI) [24] is the point serial correlation coefficient between any two matrices. When the two matrices are symmetric, HI can be calculated by the following Equation:

\[ HI(P, Q) = \frac{1}{N} \sum_{i=1, i<j}^{n-1} P_{ij} Q_{ij} \]

Where,

\[ P \] is the proximity matrix of the data set;
\[ Q \] is a matrix \( n \times n \) whose element \((i, j)\) is equal to the distance between representative data from the cluster \((x_i \text{ and } x_j)\).

Hubert index is a graphical method. A significant peak in the plot indicates the optimal number of clusters.

g) Ball-Hall Index: Ball-Hall Index (1965) is the mean of the distance of the items to their respective cluster centroids and is calculated using Equations:

\[ BH = \frac{WSS}{k} \]

Where \( k \) is the number of clusters. The maximum difference in value between levels is used to show the solution for the optimal number of clusters.

h) Krzanowski-Lai Index: Krzanowski-Lai index (KL) [25] proposes internal indices defined by the following Equations:

\[ KL(k) = \left| \frac{\text{diff}(k)}{\text{diff}(k+1)} \right| \]

Where,

\[ \text{diff}(k) = (k-1)^2 \text{D} \ WSS_{k-1} - k^2 \text{D} \ WSS_k \text{ for } k = 2, 3, \ldots \]
2.4. Cluster Quality Testing

The quality of the cluster produced will be tested by evaluating the value of variance \( R \). \( R \) is the ratio value between the average distance of data in the same cluster (intra-cluster distance) and the average distance of data in the other clusters (inter-cluster distance) [26]. An \( R \) value close to 0 indicates that data in the same clusters are more similar.

\[
R = \frac{\frac{1}{k} \sum_{k=1}^{k} R_k}{\frac{1}{k} \sum_{i \neq j} R_{ij}}
\]

(19)

Where \( R \) is the variance value, \( k \) is the number of clusters, \( R_k \) is the average distance of data in a cluster, and \( R_{ij} \) is the average distance of data in the other clusters.

3. RESULTS AND ANALYSIS

3.1. Data Understanding

The dataset used in this study is the real-life dataset, which contained the sales data of a pharmacy in Palembang. It consist a transactional records between January and December 2015. The dataset contained 2,043 products, 399,738 sales transactions and 3,956,683 products sold [5].

3.2. Data Preparation

The input variables used for cluster analysis are recency (R), frequency (F), and monetary (M) collected from the transactions dataset. The attribute value interval for the recency of each product is 1 – 364 days. This indicates that the greater the recency value, the longer the last activity of selling the product in the period 1 January to 31 December 2015. The value interval for the frequency attribute of each product is 1 – 14,872 transactions, so the greater the frequency value indicates that the more often the product is sold in the period January 1 to December 31, 2015.

Meanwhile, the value interval for the monetary attribute of each product is Rp. 1,250 – Rp. 1,151,952,500. The greater monetary value indicates that the greater the value of sales (money paid by consumers) for a product within a period of one year. If the RFM value for each product is visualized in 3D, then Figure 1 shows the RFM value of the dataset's skewed distribution transactions.

In order for the RFM value to be normally distributed, each RFM value must be transformed into a lognormal distribution as shown in Figure 2. Generally, the use of natural logarithms such as log base 10 or log base 2 for modeling purposes does not affect the yield value [27].

![Figure 1. The data visualization based on RFM analysis](image1)

![Figure 2. RFM log-transformed](image2)

Visualization of data distribution after being transformed into a lognormal distribution (Figure 2) looks better than visualizing the distribution of data before it is transformed (Figure 1). Products with high RFM values appear red and are in the upper right corner of the graph. Meanwhile, products with low RFM values appear dark blue and are in the lower left corner of the graph.
3.3. Visualize the Optimal Number of Clusters in k-Means Method

In this study, eight indexes validity will be used to determine the optimal number of clusters (k) as shown in Figure 3. The optimal number of clusters will be measured using Elbow Method (EM), Silhouette Index (SI), Calinski-Harabasz Index (CHI), Davies-Bouldin Index (DBI), Ratkowsk Index (RI), Hubert Index (HI), Ball-Hall Index (BHI), and Krzanowski-Lai Index (KLI). The number of clusters tested starts from k = 1, 2, 3, ..., 10 clusters. The evaluation results from Figure 3 show that the optimal number of clusters (k) for the k-Means method that uses eight index validity in this study is k = 3.

![Optimal Number of Clusters](image)

Figure 3. The optimal number of clusters (k) is calculated by EM, SI, CHI, DBI, RI, HI, BHI, and KHI

3.4. Cluster Quality Testing

In the process of forming clusters k = 3, the results of testing (evaluation) of cluster quality using (19) indicate that the variance value is 0.19113. The variance value close to 0 illustrates that members of each cluster have high similarities in data values. The test results are shown in Table 1.
Table 1. Test Results (Evaluation) for Three Clusters

| Attribute | The Variance Value (R) |
|-----------|------------------------|
| Recency   | 0.23524                |
| Frequency | 0.21875                |
| Monetary  | 0.11941                |
| Average   | 0.19113                |

3.5. Product Segmentation

From the real transactions dataset, it was obtained that the most value for recency in a year was 364 days and the least value for recency in a year was 1 day. The most value for frequency in a year was 14,872 and the least value for frequency in a year was 1. The most value for monetary in a year was Rp 1,151,952,500 and the least value for monetary in a year was Rp 1,250. The software used for clustering in this study is R Programming version 3.5.3, so the results of product clustering (segmentation) using the k-Means method (k=3) in RFM analysis can be seen in Figure 4, with interval values for each attribute RFM is listed in Table 3. The output from R Programming shows that the means of each cluster for the RFM attribute is shown in Table 2. The interval values for each cluster for the RFM attribute (Table 3) are obtained from the calculation of the lower and upper limits of each cluster in Table 2. The results of this study indicate that cluster processes become simpler and more objective than traditional approaches [5-7], so that this method can improve the research of previous RFM model [5].

Figure 4. Visualization of clustering results using the k-Means method (k = 3)

Table 2. The Means of Each Cluster for RFM Attributes

| Cluster | Recency (in thousands) | Frequency (in thousands) | Monetary (in thousands) |
|---------|------------------------|--------------------------|-------------------------|
| 1       | 75.8167                | 3,436.744                | 3,089,608               |
| 2       | 224.3947               | 13,013.333               | 76,920,847              |
| 3       | 331.9681               | 107.418                  | 286,927,000             |

Table 3. Cluster Intervals for Each RFM Attributes

| Cluster | Recency | Frequency | Monetary |
|---------|---------|-----------|----------|
| 1       | R > 299 | F ≤ 213   | M ≤ 6,177 |
| 2       | 149 < R ≤ 299 | 213 < F ≤ 6,659 | 6,177 < M ≤ 147,663 |
| 3       | R ≤ 149 | F > 6,659 | M > 147,663 |

4. CONCLUSION

This study has produced a new procedure for RFM analysis (in product segmentation) using the k-Means method, where in the basic concept of RFM analysis, datasets are divided equally into five clusters of the same size which is 20% for each cluster. Meanwhile, the use of the k-Means method in this study (after being evaluated to obtain the optimal number of clusters with eight index validity) has resulted in a more objective product clustering with high similarity in data values, so as to increase the accuracy of the stock management process.

The evaluation results show that the optimal number of clusters for the k-Means method applied in the RFM analysis consists of three clusters (segmentation) with a variance value of 0.19113. In future work, you can use particle swarm optimization (PSO), medoid or maximizing-expectancy method as a comparison to get more optimal results, and then output compared to outcomes if using the basic RFM analysis method [28].
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