Optimal Coordination of Over-Current Relays in Microgrids Using Principal Component Analysis and K-Means
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Abstract: Microgrids (MGs) are decentralized systems that integrate distributed energy resources and may operate in grid-connected or islanded modes. Furthermore, MGs may feature several topologies or operative scenarios. These characteristics bring about major challenges in determining a proper protection coordination scheme. A new optimal coordination approach for directional over-current relays (OCRs) in MGs is proposed. In this case, a clustering of operational models is carried out by means of a K-means algorithm hybridized with the principal component analysis (PCA) technique. The number of clusters is limited by the number of setting groups of commercially available relays. The results carried out on a benchmark IEC microgrid evidence the applicability and effectiveness of the proposed approach.
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1. Introduction

A microgrid can be defined as a local power network that integrates distributed energy resources (DERs) to provide grid backup or off-grid power to meet local electricity needs [1,2]. Recently, MGs have begun to be used as a novel alternative to mitigate some of the difficulties that arise in traditional electrical grids [3]. MGs can be considered as small-scale and controllable electrical distribution networks that are able to operate either connected to or disconnected from the main electrical grid [4]. MGs allow the incorporation of distributed generation (DG), presenting itself as a new and promising solution to meet the needs of the expanding energy consumption.

The coordination of electrical protections in MGs with the presence of DG has become a major challenge in modern electrical systems. Distribution networks are changing their traditional behavior due to the presence of DG units that give rise to bidirectional power flows and variable short-circuit levels. In addition, according to [5,6], microgrid protection systems must face two important aspects that make their operation difficult. The first one is the fact that they may operate either connected to or disconnected from the main AC power supply, and the second one is the intermittency of loads and generators that generates a dynamic behavior.

Over-current relays (OCR) have proven to be an effective alternative for the protection of MGs [7,8]. However, their proper incorporation and coordination still remains a research topic [7–9]. MGs have changed radial distribution networks into flexible, non-radial systems. Nonetheless, a suitable protection scheme that simultaneously ensures speed, selectivity, and reliability is still one of the most difficult challenges in MG design [10]. Recently, many research efforts have focused on the application of optimization techniques to find a suitable protection coordination scheme that reduces operating times while ensuring reliability and safety [11,12].
Several authors agree that directional OCRs are a proper alternative for protecting MGs [7]. The authors in [13] presented a methodology for determining the effect on the coordination of directional OCRs when DG units are included. In addition, the problem of coordination of directional OCRs when DG units are included. In [13], the authors presented a methodology for determining the effect on the coordination of directional OCRs when DG units are included. In [14], the authors presented a procedure for the coordination of OCRs in which N-1 security criteria were considered. A methodology based on a multi-objective swarm optimization technique for OCR coordination is developed in [16]. The authors in [17] developed a methodology for OCR coordination that has the ability to adapt online according to system operating conditions.

An adaptive protection system for OCR coordination is also presented in [18], being mixed a neural network technique with a support vector machine algorithm, which enhances the state recognition in MGs; basically, all network protection settings were dynamically modified to improve network reliability. A novel alternative to the traditional OCR protection coordination is presented in [11]. In this case, the authors propose a new constraint regarding the plug setting multiplier (PSM). In the approach proposed in [11], the optimization model considers real aspects of commercially available relays. The authors in [19] proposed an adaptive protection scheme for OCRs based on the sets of settings available in the relays. They proposed the use of different setting groups, though limited by the capabilities of commercially available relays. In this case, for specifying a setting group, a technique was developed using linear integer programming and particle swarm optimization (PSO). A similar approach to the one proposed in [19] was implemented in [20–22]. In this case, the authors used unsupervised machine learning techniques to intelligently group operative scenarios to conduct the OCR coordination. In [20], a K-means OCR coordination scheme was proposed to group different operative scenarios taking into account the available setting groups of relays. In [21], the authors developed a similar work; nonetheless, instead of K-means, they implemented a self-organizing map (SOM) clustering technique. In [22], the authors discuss the implementation of the K-Medoids technique to cluster the operative scenarios of an MG. In [23], the authors propose an approach that uses K-means, SOM, and hierarchical techniques to improve the operating times of the optimal coordination of OCRs in microgrids; nonetheless, the coordination process must undergo an extra procedure (heuristic adjustment) to achieve feasible solutions, which renders the process more time consuming.

Our proposal consists of a novel protection coordination model for directional OCRs in MGs that not only considers DG but also handles numerous operational modes. The proposal can be applicable to adaptive OCRs, with the capacity of configuring multiple settings groups, taking into account OCR operating currents and also their corresponding limitations. The proposed approach incorporates the constraint introduced in [11] which limits the PSM; in addition, as in [19–22], the setting groups are limited, taking into account the real capabilities of commercially available OCRs. To complement the methodologies proposed in [20,23] that implement the K-means technique to intelligently group operative scenarios, in this paper, the principal component analysis (PCA) technique is used to reduce the dimensionality of the dataset and improve the performance of the K-means clustering technique. In this sense, our paper complements and improves the methodology proposed in [20] as it jointly uses PCA and K-means to enhance the protection coordination process. Additionally, as opposed to [23], it does not require an additional heuristic adjustment to reach feasible solutions. A comparison with the methodologies proposed in [20,23] is presented applied to a benchmark MG. Results show that the combination of K-means and PCA results in a better coordination scheme as compared with the use of K-means alone; furthermore, despite the potential applications of the PCA technique, to the best of the authors’ knowledge, this one has not been implemented within the optimal protection coordination problem. It is also important to highlight that the simultaneous use of K-means and PCA has also not been reported for solving the optimal coordination of directional OCRs in MGs.
2. Mathematical Formulation

The mathematical formulation for the coordination of directional OCRs in MGs is presented in Equations (1)–(8). The proposed model minimizes the total operating time, guaranteeing the OCR coordination between the main and backup relays:

\[
\min \sum_{i=1}^{m} \sum_{f=1}^{n} t_{if}
\]

subject to:

\[
t_{if} - t_{jf} \geq \text{CTI} \quad (2)
\]

\[
t_{imin} \leq t_{if} \leq t_{imax} \quad (3)
\]

\[
TMS_{imin} \leq TMS_i \leq TMS_{imax} \quad (4)
\]

\[
PSM_{if} = \frac{I_{fi}}{ipickup_i} \quad (5)
\]

\[
ipickup_{imin} \leq ipickup_i \leq ipickup_{imax} \quad (6)
\]

\[
PSM_{imin} \leq PSM_{if} \leq PSM_{imax} \quad (7)
\]

\[
t_{if} = \frac{A \cdot TMS_i}{PSM_{if}^B - 1} \quad (8)
\]

\[
PSM_{if}^B > 1 \quad (9)
\]

Equation (1) is the objective function, where \( t_{if} \) is the operating time for relay \( i \) under a fault \( f \), \( m \) is the total number of relays, and \( n \) is the number of faults. Depending on the fault location, each relay within the MG experiences a different fault current. Ideally, the relay closest to the fault (main relay) must operate first, so that the fault can be isolated. In the event that this relay does not operate, the backup relay should operate within a coordination time margin. Equation (2) represents the coordination margin between the main and backup relay for each fault, where CTI is defined as the coordination time interval, while \( t_{if} \) and \( t_{jf} \) are the operation time of the main and backup relays, respectively, when fault \( f \) takes place. Minimum and maximum limits of \( t_{if} \) are given by Equation (3).

Equation (4) represents the minimum (\( TMS_{imin} \)) and maximum (\( TMS_{imax} \)) limits for \( TMS_i \). In this case, \( TMS_i \) is the dial of the relay operation curve. Equation (5) defines the plug setting multiplier \( PSM_{if} \) that is seen by relay \( i \) under a fault \( f \). \( PSM_{if} \) is the ratio that relates the fault current (\( I_{fi} \)) with the pickup current (\( ipickup_i \)) of relay \( i \). Equation (6) indicates the minimum (\( ipickup_{imin} \)) and maximum (\( ipickup_{imax} \)) limits of \( ipickup_i \). Equation (7) indicates the minimum (\( PSM_{imin} \)) and the maximum (\( PSM_{imax} \)) limits of \( PSM_{if} \). Finally, Equation (8) represents the operating curve of the main relay which allows calculating its operating time. In this case, \( A \) and \( B \) are the constants that define the characteristics of the relay operation curve. Finally, Equation (9) prevents the denominator of Equation (8) from being zero.

3. K-Means Clustering via PCA

PCA is a statistical technique used for unsupervised dimension reduction, while K-means is an unsupervised learning clustering technique. PCA and K-means have been used in the solutions of different problems in the field of engineering as reported in [24,25]. In [26], the authors used PCA in conjunction with K-means, demonstrating an improvement in the clustering results when combining both techniques. Results of [26] indicate that unsupervised dimension reduction is closely related to unsupervised learning.

3.1. Principal Component Analysis

PCA is a multivariate technique that analyzes data where observations are described by several interrelated quantitative dependent variables. PCA aims at extracting the
important information from the data and representing such data as a set of new orthogonal variables that are called principal components [27]. According to [27], the objectives of the PCA technique are: (1) to extract the most important information from the data, (2) to compress the size of the dataset keeping only the important information, (3) to simplify the description of the dataset, and (4) to analyze the structure of the observations and variables.

In PCA, the new variables are obtained as linear combinations of the original ones. Basically, PCA features the following components: (1) the first and principal component is required to have the largest possible variance, (2) the second component is calculated under the constraint of being orthogonal to the first component and having the second highest possible variance, and (3) the third component is calculated under the constraint of being orthogonal to the first and second components and having the third highest possible variance, generally using only the first few principal components and ignoring the rest. The values of these new variables for the observations are called factor scores. These factor scores can be geometrically interpreted as the projections of the observations of principal components [27].

The principal components are obtained from the singular value decomposition of the data matrix $X$, as presented in (10). In this case, $X$ is an $m \times n$ matrix where $m$ relates to the observations and $n$ to the variables. Therefore, $m$ represents the number of operative scenarios, and $n$ is the number of faults analyzed multiplied by the number of relays in the network. Matrix $L$ is the matrix of left singular vectors of dimension $m \times k$, $R$ is a $k \times n$ matrix of right singular vectors, and $D$ is the diagonal matrix of singular values of dimension $k \times k$, where $k$ is the rank of matrix $X$.

$$X = LDR^T$$ (10)

The matrix of principal components $P$ of dimension $m \times k$ is obtained as the multiplication of the left singular vector matrix $L$ with the diagonal matrix of singular values $D$.

$$P = LD$$ (11)

The matrix $R$ provides the coefficients of the linear combinations used to obtain the principal components.

$$P = LD = LDRR^T = XR$$ (12)

3.2. K-Means Clustering Algorithm

K-means is an algorithm that allows creating groups of observations from a set of data [28]. The K-means’ main goal is to divide $n$ observations into $k$ groups or clusters in which each observation belongs to the cluster with the nearest centroid. Therefore, the distance $d_{ij}$ from each observation to its closest centroid is minimized [20]. The method follows the following steps: (1) select as many $k$ points as the desired numbers of groups or clusters to establish the initial centroids, (2) each observation is linked to the nearest centroid to generate groups based on distance $d_{ij}$, (3) new centroids are calculated for each group, (4) the observations are re-assigned to the group with the nearest center based on distance $d_{ij}$, and (5) the process is continued until convergence is obtained. Figure 1 depicts the flowchart of the K-means clustering algorithm. In this case, Equation (13) corresponds to the Euclidean distance for calculating $d_{ij}$, where $x_i$ is the observation, $c_j$ is the centroid of the group, and $m$ is the number of objects in the group $g_j$.

$$d_{ij} = \sqrt{\sum_{i=1}^{m} (x_i - c_j)^2}$$ (13)
4. Methodology

The optimal coordination of OCRs is carried out following the flowchart depicted in Figure 2. Note that the first three steps involve the Digsilent software, while the last step consists of executing a genetic algorithm (GA). The process consists of six steps which are described below. Step 1: Digsilent Power Factory software is used for modeling the test network, using input data. Step 2: Operative scenarios (OS) for the test network are defined and configured. Step 3: Short-circuit currents are obtained using Digsilent Power Factory software for different fault locations and for every OS. Step 4: The simulation results obtained in Step 3 are used as input data for the PCA technique. Using the procedure described in Section 3.1, the main components $P$ of the simulation data are obtained. The PCA technique modifies the representation of data variables to improve the performance of the K-means clustering algorithm. Step 5: The main components $P$ correspond to the input parameters of the K-means algorithm. The K-means algorithm performs the clustering of the operative scenarios to facilitate the protection coordination of the microgrid. Step 6: The simulation results obtained in Step 3 and the clusters acquired in Step 5 are the input parameters of the GA to find the setting of the protection coordination. In this case, the protection coordination model (given by Equations (1) to (9)) is solved for each cluster with the proposed GA; then, a set of coordinating parameters is generated for each OS.

Several methodologies can be used to solve the set of equations given by (1)–(9). In this case, a GA was selected since this type of technique has proven to be effective in obtaining the OCR coordination scheme as indicated in [29–31]. The GA starts with a random generation of candidate solutions that must go through the stages of selection, crossover, and mutation until a given number of generations has elapsed. A detailed description of the implemented GA can be consulted in [32]. Nonetheless, other techniques could be used for obtaining the OCR coordination scheme as reported in [33–35].
5. Results

The proposed approach was implemented in an IEC benchmark MG that integrates different DG technologies and presents several operational modes. This microgrid is depicted in Figure 3 and its parameters can be consulted in [11]. The parameters of the relays are presented in Table 1. Different generation and topological conditions were considered through the 16 operative scenarios (OS) described in Table 2. As for the number of scenarios, the network operator must determine how many will be sufficient to adequately model the behavior of the network. In this case, the microgrid topology was modified considering the different operating states (on–off) of CB-1 and CB-2. It was also considered that the MG may operate connected from the AC power supply and in islanded mode. Complementary information concerning the simulations and data are available via the authors upon request.
Table 1. Input parameters.

| Parameter        | Value       |
|------------------|-------------|
| $t_{imin}$       | 0 [s]       |
| $t_{imax}$       | 2 [s]       |
| $TMS_{imin}$     | 0.05        |
| $TMS_{imax}$     | 1           |
| $ipickup_{imin}$ | $inominal$  [A] |
| $ipickup_{imax}$ | 1.5 $inominal$ [A] |
| $PSM_{imin}$     | 1.1         |
| $PSM_{imax}$     | 20          |

Table 2. Microgrid operative scenarios.

| OS  | Grid | CB-1 | CB-2 | DG1 | DG2 | DG3 | DG4 |
|-----|------|------|------|-----|-----|-----|-----|
| OS1 | on   | open | open | off | off | off | off |
| OS2 | on   | open | open | on  | on  | on  | on  |
| OS3 | on   | open | open | on  | off | off | off |
| OS4 | off  | open | open | on  | on  | on  | on  |
| OS5 | on   | close| close| off | off | off | off |
| OS6 | on   | close| close| on  | on  | on  | on  |
| OS7 | on   | close| close| on  | off | off | off |
| OS8 | off  | close| close| on  | on  | on  | on  |
| OS9 | on   | close| close| off | off | off | off |
| OS10| on   | close| open | on  | on  | on  | on  |
| OS11| on   | close| open | on  | off | off | off |
| OS12| off  | close| open | on  | on  | on  | on  |
| OS13| on   | open | close| off | off | off | off |
| OS14| on   | open | close| on  | on  | on  | on  |
| OS15| on   | open | close| on  | off | off | off |
| OS16| off  | open | close| on  | on  | on  | on  |

The MG relays were numbered from 1 to 15 with the letter R preceding them. Figure 3 shows the position of relays. The IEEE 242 standard [36] suggests that the coordination time between the main and backup relays $CTI$ must be equal at least 0.2 s. In this paper, a $CTI$ of 0.3 s is considered to have a suitable coordination margin. Additionally, normally inverse IEC characteristic curves are used for the operating characteristics of OCRs. It was also considered that the OCRs allow up to four groups of settings to be configured.

Three variations were considered when solving the optimal coordination problem: with PCA and K-means independently and with both techniques combined together. In all cases, the problem was solved considering relays that allow configuring four groups of settings. In addition, a single group of adjustments was used for solving the OCR coordination.
5.1. Results Considering a Single Set of Parameters for All Scenarios

Initially, the coordination problem of directional OCR was carried out by using only one group of parameters intended to be suitable for all OSes (no clustering). Results are summarized in Table 3. Note that the number of cases in which Equation (2) is not fulfilled is 13, demonstrating that this solution is clearly not adequate. In general terms, this allows us to conclude that it is not possible to guarantee proper coordination when a single set of parameters is considered for all operative scenarios of the MG.

| Method               | Operation Time (s) | Violations |
|----------------------|--------------------|------------|
| Without clustering   | 724.8              | 13         |

5.2. Results Using the K-Means Clustering Algorithm

In this section, we implement the methodologies proposed in [20,23] which consist of using clustering analysis for the optimal coordination of directional OCRs through the K-means algorithm. As regards [23], the authors also implement an additional step consisting of a heuristic adjustment which is not considered in this paper for comparative purposes. Furthermore, hierarchical clustering and SOM were implemented in [23] with similar performance. Table 4 presents the distribution of the clusters, the value of the objective function, and the number of cases in which coordination is not achieved. In this case, OT stands for operation time, and Viol indicates the number of coordination violations. According to these results, there are two cases in which it is not possible to enforce the constraint given by Equation (2) in C3. Table 5 presents the coordination adjustments using K-means clustering. Although coordination is not achieved, the results are better than...
those presented in Table 3 in terms of the number of violations and operational time of the coordination.

**Table 4.** Results using K-means clustering as proposed in [20,23].

| Clusters | OS   | OT (s)  | Viol |
|----------|------|---------|------|
| 1        | OS4  | 109.15  | 0    |
| 2        | OS1  | 113.73  | 2    |
| 3        | OS6  | 214.31  | 0    |
| 4        | OS2  | 34.28   | 0    |
| Total    |      | 471.49  | 2    |

**Table 5.** Coordination adjustments with K-means clustering.

| Relay | ipickup | TMS C1 | TMS C2 | TMS C3 | TMS C4 |
|-------|---------|--------|--------|--------|--------|
| R1    | 200     | 0.3042 | 0.1839 | 0.3587 | 0.1871 |
| R2    | 200     | 0.1000 | 0.3979 | 0.2648 | 0.1000 |
| R3    | 200     | 0.2171 | 0.1146 | 0.2545 | 0.1000 |
| R4    | 200     | 0.2071 | 0.5302 | 0.3971 | 0.2323 |
| R5    | 200     | 0.2052 | 0.1000 | 0.1000 | 0.1515 |
| R6    | 200     | 0.1789 | 0.6626 | 0.5294 | 0.3646 |
| R7    | 1200    | 0.4874 | 0.5344 | 0.4394 | 0.3189 |
| R8    | 200     | 0.2454 | 0.1312 | 0.3336 | 0.2500 |
| R9    | 200     | 0.2329 | 0.3217 | 0.4413 | 0.1000 |
| R10   | 200     | 0.1000 | 0.2601 | 0.3634 | 0.1000 |
| R11   | 260     | 0.2628 | 0.1675 | 0.3364 | 0.2666 |
| R12   | 200     | 0.1000 | 0.4229 | 0.4713 | 0.1000 |
| R13   | 352     | 0.2886 | 0.2514 | 0.4079 | 0.2033 |
| R14   | 260     | 0.2523 | 0.3793 | 0.2436 | 0.1415 |
| R15   | 220     | 0.1757 | 0.3117 | 0.2487 | 0.2007 |

5.3. Results Using Principal Component Analysis

This section uses the proposed methodology of Section 4 for solving the OCR coordination problem by only using the graphic results of the PCA technique. The main objective of PCA is to extract the most important information from the data and then represent it as a set of new orthogonal variables called principal components. The original number of variables is generally reduced when using the principal components; hence, the dataset can be analyzed using fewer variables. After carrying out the simulations in the microgrid, a total of 75 variables were identified. After the applications of the PCA technique, 15 principal components were obtained. The 15 new variables or principal components extract the most important information from the data.

An analysis of total variance was used to determine the most significant principal components. The analysis of variance allows knowing the principal components found which gather the most information from the original dataset. In Figure 4, the total variance in percentage of the first seven principal components is presented since the rest are not significant enough to express the behavior of the data. It can be seen that principal component number one describes 76.14% of the total information in the original data, while the principal components two, three, and four describe 12.4%, 4.1%, and 3.5%, respectively. As a conclusion, there is only a need to consider the first four principal components for a detailed analysis of the data, since they describe 96.12% of the information within the original dataset.
Figure 4. Total variance.

Principal components 1 and 2 are studied in order to perform a graphic analysis, since they describe 88.54% of the information within the original dataset. Figure 5 illustrates the behavior of the original variables with respect to the principal components by means of a biplot diagram, this being the original variables represented through a vector. The direction and length of the vector indicate how each original variable contributes to principal components 1 and 2. In the first quadrant of Figure 5, there are several vectors that feature positive coefficients for components 1 and 2. In the second quadrant, the variables that have a positive coefficient for component 2 and negative coefficients for component 1 are observed. In the third quadrant, the variables that have negative coefficients for components 1 and 2 are observed. In the fourth quadrant, the variables that have a positive coefficient for component 1 and negative coefficients for component 2 are depicted. Variables in which the coefficient for component 1 is zero are also observed, and they are basically located on the axis of component two.

Figure 5. Biplot of principal component analysis.

The biplot diagram allows a clustering of the data observations which represent the different operative scenarios of the microgrid. The operating scenarios presented in Table 2 are plotted in the biplot diagram as presented in Figure 6, from which a clustering can be performed. According to the location of the operative scenarios and considering the four groups of adjustments of OCRs, four clusters were defined: cluster 1 (C1), cluster 2 (C2), cluster 3 (C3), and cluster 4 (C4). Table 6 presents the distribution of each group in detail.
Table 6 presents the results of the clustering, the operation time, and the number of violations obtained with the PCA technique. According to these results, in only two cases, the coordination was not achieved, which represents a significant improvement compared with the results of Table 3 in which no clustering is considered. Comparing these results with those of the K-means presented in Table 4, it can be concluded that PCA alone is at least as effective as the K-means technique proposed in [20,23]; nonetheless, the later results in lower operational time which is a clear advantage. It is worth mentioning that the PCA technique is not a clustering algorithm as such; however, by using the graphical results that consider two components, the OS can be grouped according to their closeness in the biplot graph as shown in Figure 6. Table 7 presents the coordination adjustments for each relay obtained with the PCA technique.

Table 6. Clustering results with PCA.

| Clusters | OS          | OT (s) | Viol |
|----------|-------------|--------|------|
| 1        | OS4 OS8 OS12 OS16 | 109.1561 | 0    |
| 2        | OS1 OS3 OS13 OS15 | 58.01   | 0    |
| 3        | OS2 OS5 OS9 OS11  | 126.93  | 2    |
| 4        | OS6 OS7 OS10 OS14 | 182.85  | 0    |
| Total    |              | 476.94 | 2    |

Table 7. Coordination adjustments with PCA.

| Relay | ipickup | TMS C1 | TMS C2 | TMS C3 | TMS C4 |
|-------|---------|--------|--------|--------|--------|
| R1    | 200     | 0.3042 | 0.1000 | 0.2016 | 0.2016 |
| R2    | 200     | 0.1000 | 0.1762 | 0.3265 | 0.3265 |
| R3    | 200     | 0.2171 | 0.3800 | 0.1146 | 0.1146 |
| R4    | 200     | 0.2071 | 0.3085 | 0.4588 | 0.4588 |
| R5    | 200     | 0.2052 | 0.1000 | 0.1000 | 0.1000 |
| R6    | 200     | 0.1789 | 0.4408 | 0.6117 | 0.6117 |
| R7    | 1200    | 0.4874 | 0.3678 | 0.5002 | 0.5002 |
| R8    | 200     | 0.2454 | 0.2883 | 0.3742 | 0.3742 |
| R9    | 200     | 0.2329 | 0.1000 | 0.4576 | 0.4576 |
| R10   | 200     | 0.1000 | 0.1762 | 0.4645 | 0.4645 |
| R11   | 260     | 0.2628 | 0.2986 | 0.3702 | 0.3702 |
| R12   | 200     | 0.1000 | 0.1000 | 0.5587 | 0.5587 |
| R13   | 352     | 0.2886 | 0.6904 | 0.2139 | 0.2139 |
| R14   | 260     | 0.2523 | 0.9518 | 0.4397 | 0.4397 |
| R15   | 220     | 0.1757 | 0.2074 | 0.2779 | 0.2779 |
5.4. Results with K-Means Clustering via PCA

Table 8 presents the results obtained with the proposed approach compared with those using the methodology presented in [20,23]. Note that when K-means is used in conjunction with PCA, no violations are obtained. This represents an important improvement compared to the previous results where each of these techniques is implemented separately. Despite the fact that that using K-means alone results in lower operational time, it results in an unfeasible coordination. Ensuring no violations on the coordination scheme is a top priority for engineers; therefore, it can be concluded that the proposed approach presents better performance. Table 9 presents the coordination adjustments of all relays with the proposed approach.

Table 8. Comparison of results using K-means and PCA technique.

| Cluster | K-Means as in [20,23] | Proposed (K-Means via PCA) |
|---------|-----------------------|-----------------------------|
|         | OS OT Viol            | OS OT Viol                  |
| 1       | OS4 OS8 OS12 OS16     | OS4 OS8 OS12 OS16           |
|         | 109.15 0              | 109.15 0                    |
| 2       | OS1 OS5 OS9 OS13 OS15 | OS1 OS2 OS3                 |
|         | 113.73 2              | OS1 OS2 OS3                 |
|         |                      | OS13 OS15                   |
|         |                      | 82.32 0                     |
| 3       | OS6 OS7 OS10 OS11 OS14 | OS5 OS6 OS7 OS10           |
|         | 214.31 0              | 290.37 0                    |
| 4       | OS2 OS3               | OS9 OS11                    |
|         | 34.28 0               | 37.10 0                     |
| Total   |                      | 471.49 2                    |
|         |                      | 518.94 0                    |

Table 9. Coordination adjustments with K-means via PCA.

| Relay | ipickup | TMS C1 | TMS C2 | TMS C3 | TMS C4 |
|-------|---------|--------|--------|--------|--------|
| R1    | 200     | 0.3042 | 0.1871 | 0.4115 | 0.4963 |
| R2    | 200     | 0.1000 | 0.1762 | 0.4124 | 0.1000 |
| R3    | 200     | 0.2171 | 0.1000 | 0.3073 | 0.4535 |
| R4    | 200     | 0.2071 | 0.3085 | 0.5447 | 0.2323 |
| R5    | 200     | 0.2052 | 0.1515 | 0.1000 | 0.1000 |
| R6    | 200     | 0.1789 | 0.4408 | 0.6770 | 0.4628 |
| R7    | 1200    | 0.4874 | 0.3678 | 0.5441 | 0.3976 |
| R8    | 200     | 0.2454 | 0.2883 | 0.4985 | 0.2482 |
| R9    | 200     | 0.2329 | 0.1000 | 0.5643 | 0.2823 |
| R10   | 200     | 0.1000 | 0.2633 | 0.4663 | 0.3384 |
| R11   | 260     | 0.2628 | 0.2986 | 0.4739 | 0.1875 |
| R12   | 200     | 0.1000 | 0.1000 | 0.6194 | 0.3834 |
| R13   | 352     | 0.2886 | 0.2033 | 0.4517 | 0.5216 |
| R14   | 260     | 0.2523 | 0.1415 | 0.2974 | 0.6955 |
| R15   | 220     | 0.1757 | 0.2074 | 0.3180 | 0.1712 |

6. Conclusions

Modern distribution networks include MGs that exhibit several operative scenarios based on topology changes, making their protection coordination a difficult task. This paper presented a novel approach for optimal coordination of directional OCRs in MGs that integrate DG and feature several operative modes. The coordination is carried out by performing a clustering of the operational modes by means of K-means and PCA techniques and then solving the coordination constraints through a GA. Several tests were carried out with an IEC benchmark microgrid. Initially, both K-means and PCA methodologies were tested separately, but coordination was not satisfactorily achieved; nonetheless, the
combination of both clustering techniques resulted in a successful coordination for all clusters of operative scenarios. These results evidenced the effectiveness and applicability of hybridizing the proposed techniques and open the possibility of exploring new approaches to solve the optimal protection coordination in modern MGs.

**Author Contributions:** Conceptualization, S.D.S.-Z. and J.M.L.-L.; Data curation, S.D.S.-Z.; Formal analysis, S.D.S.-Z., N.M.-G. and J.M.L.-L.; Funding acquisition, J.M.L.-L. and N.M.-G.; Investigation, S.D.S.-Z., N.M.-G. and J.M.L.-L.; Methodology, S.D.S.-Z.; Project administration, S.D.S.-Z., N.M.-G. and J.M.L.-L.; Resources, S.D.S.-Z., N.M.-G. and J.M.L.-L.; Software, S.D.S.-Z.; Supervision, N.M.-G. and J.M.L.-L.; Validation, S.D.S.-Z., N.M.-G. and J.M.L.-L.; Visualization, S.D.S.-Z., N.M.-G. and J.M.L.-L.; Writing—original draft, S.D.S.-Z.; Writing—review and editing, S.D.S.-Z., N.M.-G. and J.M.L.-L. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research was funded by the Colombia Scientific Program within the framework of the so-called Ecosistema Científico (Contract No. FP44842-218-2018).

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** Not applicable.

**Acknowledgments:** The authors gratefully acknowledge the support from the Colombia Scientific Program within the framework of the call Ecosistema Científico (Contract No. FP44842-218-2018). The authors also want to acknowledge Universidad de Antioquia for its support through the project “estrategia de sostenibilidad”.

**Conflicts of Interest:** The authors declare that they have no conflict of interest.

**References**

1. Giraldo, J.S.; Castrillon, J.A.; López, J.C.; Rider, M.J.; Castro, C.A. Microgrids energy management using robust convex programming. *IEEE Trans. Smart Grid* **2018**, *10*, 4520–4530.
2. Lasseter, R.H.; Piagi, P. Microgrid: A conceptual solution. In Proceedings of the 2004 IEEE 35th Annual Power Electronics Specialists Conference (IEEE Cat. No.04CH37551), Aachen, Germany, 20–25 June 2004; Volume 6, pp. 4285–4291.
3. Gamarra, C.; Guerrero, J.M. Computational optimization techniques applied to microgrids planning: A review. *Renew. Sustain. Energy Rev.* **2015**, *48*, 413–424.
4. Vergara, P.P.; Lopez, J.C.; Rider, M.J.; Da Silva, L.C. Optimal operation of unbalanced three-phase islanded droop-based microgrids. *IEEE Trans. Smart Grid* **2017**, *10*, 928–940.
5. Hosseini, S.A.; Abyaneh, H.A.; Sadeghi, S.H.H.; Razavi, F.; Nasiri, A. An overview of microgrid protection methods and the factors involved. *Renew. Sustain. Energy Rev.* **2016**, *64*, 174–186.
6. Telukunta, V.; Pradhan, J.; Agrawal, A.; Singh, M.; Srivani, S.G. Protection challenges under bulk penetration of renewable energy resources in power systems: A review. *CSEE J. Power Energy Syst.* **2017**, *3*, 365–379.
7. de Souza, A.C.Z.; Castilla, M. *Microgrids Design and Implementation*; Springer: Berlin/Heidelberg, Germany, 2019.
8. Gomes, M.; Coelho, P.; Moreira, C. Microgrid Protection Schemes. In *Microgrids Design and Implementation*; Springer: Berlin/Heidelberg, Germany, 2019; pp. 311–336.
9. Bui, D.M.; Chen, S.L. Fault protection solutions appropriately proposed for ungrounded low-voltage AC microgrids: Review and proposals. *Renew. Sustain. Energy Rev.* **2017**, *75*, 1156–1174.
10. Jaramillo Serna, J.d.J.; López-Lezama, J.M. Alternative Methodology to Calculate the Directional Characteristic Settings of Directional Overcurrent Relays in Transmission and Distribution Networks. *Energies* **2019**, *12*, 3779. doi:10.3390/en12193779.
11. Saad, S.M.; El-Naily, N.; Mohamed, F.A. A new constraint considering maximum PSM of industrial over-current relays to enhance the performance of the optimization techniques for microgrid protection schemes. *Sustain. Cities Soc.* **2019**, *44*, 445–457.
12. El-Naily, N.; Saad, S.M.; Hussein, T.; Mohamed, F.A. A novel constraint and non-standard characteristics for optimal over-current relays coordination to enhance microgrid protection scheme. *IET Gener. Transm. Distrib.* **2019**, *13*, 780–793.
13. Zeineldin, H.H.; Mohamed, Y.A.R.I.; Khadikar, V.; Pandi, V.R. A protection coordination index for evaluating distributed generation impacts on protection for meshed distribution systems. *IEEE Trans. Smart Grid* **2013**, *4*, 1523–1532.
14. Ehrenberger, J.; Švec, J. Directional Overcurrent Relays Coordination Problems in Distributed Generation Systems. *Energies* **2017**, *10*, 1452. doi:10.3390/en10101452.
15. Saleh, K.A.; Zeineldin, H.H.; El-Saadany, E.F. Optimal Protection Coordination for Microgrids Considering N −1 Contingency. *IEEE Trans. Ind. Inform.* **2017**, *13*, 2270–2278.
16. Baghæe, H.R.; Mîrsalîmî, M.; Gharehpetiân, G.B.; Talebi, H.A. MOPSO/FDMT-based Pareto-optimal solution for coordination of overcurrent relays in interconnected networks and multi-DER microgrids. *IET Gener. Transm. Distrib.* **2018**, *12*, 2871–2886.
17. Alam, M.N. Adaptive protection coordination scheme using numerical directional overcurrent relays. *IEEE Trans. Ind. Informatics* 2018, 15, 64–73.

18. Lin, H.; Sun, K.; Tan, Z.H.; Liu, C.; Guerrero, J.M.; Vasquez, J.C. Adaptive protection combined with machine learning for microgrids. *IET Gener. Transm. Distrib.* 2019, 13, 770–779.

19. Samadi, A.; Chabanloo, R.M. Adaptive coordination of overcurrent relays in active distribution networks based on independent change of relays’ setting groups. *Int. J. Electr. Power Energy Syst.* 2020, 120, 106026.

20. Ojaghi, M.; Mohammadi, V. Use of clustering to reduce the number of different setting groups for adaptive coordination of overcurrent relays. *IEEE Trans. Power Deliv.* 2017, 33, 1204–1212.

21. Ghadiri, S.M.E.; Mazlumi, K. Adaptive protection scheme for microgrids based on SOM clustering technique. *Appl. Soft Comput.* 2020, 88, 106062.

22. Barik, T.K.; Centeno, V.A. K-medoids clustering of setting groups in directional overcurrent relays for distribution system protection. In Proceedings of the 2020 IEEE Kansas Power and Energy Conference (KPEC), Manhattan, KS, USA, 13–14 July 2020; pp. 1–6.

23. Saldarriaga-Zuluaga, S.D.; López-Lezama, J.M.; Muñoz-Galeano, N. Optimal Coordination of Over-Current Relays in Microgrids Using Unsupervised Learning Techniques. *Appl. Sci.* 2021, 11. doi:10.3390/app11031241.

24. Celik, T. Unsupervised change detection in satellite images using principal component analysis and k-means clustering. *IEEE Geosci. Remote. Sens. Lett.* 2009, 6, 772–776.

25. Thomas, E.E. Differentiation between “Bomb” and Ordinary US East Coast Cyclogenesis Using Principal Component Analysis and K-Means Cluster Analysis. Ph.D. Thesis, Mississippi State University, Starkville, MS, USA, 2020.

26. Ding, C.; He, X. K-means clustering via principal component analysis. In Proceedings of the Twenty-First International Conference on Machine Learning, Banff, AB, Canada, 4–8 July 2004; p. 29.

27. Abdi, H.; Williams, L.J. Principal component analysis. *Wiley Interdiscip. Rev. Comput. Stat.* 2010, 2, 433–459.

28. Mirjalili, S. *Evolutionary Machine Learning Techniques: Algorithms and Applications*; Springer Nature, London, UK 2020.

29. Chabanloo, R.M.; Maleki, M.G.; Agah, S.M.M.; Habashi, E.M. Comprehensive coordination of radial distribution network protection in the presence of synchronous distributed generation using fault current limiter. *Int. J. Electr. Power Energy Syst.* 2018, 99, 214–224.

30. Alam, M.N. Overcurrent protection of AC microgrids using mixed characteristic curves of relays. *Comput. Electr. Eng.* 2019, 74, 74–88.

31. Dahej, A.E.; Esmaeili, S.; Hojabri, H. Co-optimization of Protection Coordination and Power Quality in Microgrids Using Unidirectional Fault Current Limiters. *IEEE Trans. Smart Grid* 2017, 9, 5080–5091.

32. Saldarriaga-Zuluaga, S.D.; López-Lezama, J.M.; Muñoz-Galeano, N. Optimal Coordination of Overcurrent Relays in Microgrids Considering a Non-Standard Characteristic. *Energies* 2020, 13, 922. doi:10.3390/en13040922.

33. Pious Akushie, U. Coordination Improvement of Directional Overcurrent Relays in a Microgrid Using Modified Particle Swarm Optimization Algorithm. *Int. J. Electr. Components Energy Convers.* 2018, 4, 21. doi:10.11648/j.ijiecce.20180401.13.

34. Yazdaniejadjadi, A.; Golshanavaz, S.; Nazarpour, D.; Teimourzadeh, S.; Aminifar, F. Dual-setting directional overcurrent relays for protecting automated distribution networks. *IEEE Trans. Ind. Inform.* 2018, 15, 730–740.

35. Tejeswini, M.; Raglend, I.J.; Yuvaraja, T.; Radha, B. An advanced protection coordination technique for solar in-feed distribution systems. *Ain Shams Eng. J.* 2019, 10, 379–388.

36. IEEE. IEEE Recommended Practice for Protection and Coordination of Industrial and Commercial Power Systems (IEEE Buff Book). In *IEEE Std 242-2001 (Revision of IEEE Std 242-1986) [IEEE Buff Book]*; IEEE: Piscataway, NJ, USA, 2001; pp. 1–710. doi:10.1109/IEEESTD.2001.93369.