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Abstract

In this article, we introduce the notion of cluster automorphism of a given cluster algebra as a \(\mathbb{Z}\)-automorphism of the cluster algebra that sends a cluster to another and commutes with mutations. We study the group of cluster automorphisms in detail for acyclic cluster algebras and cluster algebras from surfaces, and we compute this group explicitly for the Dynkin types and the euclidean types.

1. Introduction

Cluster algebras were introduced by Fomin and Zelevinsky [15, 16] in the context of canonical bases and total positivity. These are \(\mathbb{Z}\)-algebras whose generators are grouped into sets called clusters, and one passes from one cluster to another using an operation called mutation.

We are interested in the question whether one can study cluster algebras as a category. This means understanding the morphisms that preserve their very particular structure, that is, that keep invariant the grouping of generators into clusters and are compatible with mutations. As a first step in this direction, we study here what we call cluster automorphisms. We define a cluster automorphism of a given cluster algebra as an automorphism of \(\mathbb{Z}\)-algebras sending a cluster to another and commuting with mutations. Thus, in this paper, we study the symmetries of a given cluster algebra and compute the cluster automorphism group for the best known classes of cluster algebras, those arising from an acyclic quiver and those arising from a surface. Observe that, in [16], Fomin and Zelevinsky have considered a related notion of strong isomorphisms, by which they mean an isomorphism of the cluster algebras that maps every seed to an isomorphic seed. As will follow from our results, a strong automorphism of a cluster algebra is what we call here a direct cluster automorphism.

Let \(\mathcal{A} = \mathcal{A}(x, Q)\) be a cluster algebra. Among the most interesting properties of the automorphism group \(\text{Aut}_\mathcal{A}\) of \(\mathcal{A}\) is the fact that an element of this group sends the quiver \(Q\) either to itself or to the opposite quiver \(Q^{op}\). This allows to define a subgroup \(\text{Aut}^+\mathcal{A}\) of \(\text{Aut}_\mathcal{A}\) consisting of those automorphisms sending \(Q\) to itself. We prove that the index of \(\text{Aut}^+\mathcal{A}\) in \(\text{Aut}_\mathcal{A}\) is 2 if and only if \(Q\) is mutation equivalent to \(Q^{op}\) and otherwise \(\text{Aut}_\mathcal{A} = \text{Aut}^+\mathcal{A}\).

We first compute these groups in the context of acyclic cluster algebras. In this case, the combinatorics of the cluster algebra is nicely encoded in the cluster category introduced in [9] and, for type \(\tilde{A}\), also in [10]. In particular, we recall that the Auslander–Reiten quiver of the cluster category of an acyclic cluster algebra has a particular connected component, called the transjective component.
Theorem 1.1. Let $\mathcal{A}$ be an acyclic cluster algebra and $\Gamma_{tr}$ be the transjective component of the Auslander–Reiten quiver of the associated cluster category. Then $\text{Aut}^+\mathcal{A}$ is the quotient of the group $\text{Aut}(\Gamma_{tr})$ of the quiver automorphisms of $\Gamma_{tr}$, modulo the stabilizer $\text{Stab}(\Gamma_{tr})_0$ of the points of this component. Moreover, if $\Gamma_{tr} \cong \mathbb{Z}\Delta$, where $\Delta$ is a tree or of type $\tilde{A}$, then $\text{Aut} \mathcal{A} = \text{Aut}^+ \mathcal{A} \rtimes \mathbb{Z}_2$ and this semidirect product is not direct.

As an easy consequence, we compute the automorphism groups of the cluster algebras of Dynkin and euclidean types.

We next consider the case of the cluster algebras arising from an oriented marked surface $(S, M)$ with $p$ punctures in the sense of Fomin, Shapiro and Thurston [14] (see also [13]). We define the marked mapping class group $\mathcal{M}G_{\infty}(S, M)$ of $(S, M)$ to be a semidirect product of a power of $\mathbb{Z}_2$ and the quotient $\mathcal{M}G(S, M)$ of the group $\text{Homeo}^+(S, M)$ of orientation-preserving homeomorphisms from the surface $S$ to itself which map the set of marked points $M$ to itself, modulo the subgroup $\text{Homeo}_0(S, M)$ consisting of those $f \in \text{Homeo}^+(S, M)$ that are isotopic to the identity via an isotopy that fixes $M$ pointwise. We then prove our second theorem.

Theorem 1.2. Let $(S, M)$ be a marked surface. Then $\mathcal{M}G_{\infty}(S, M)$ is isomorphic to a subgroup of $\text{Aut}^+\mathcal{A}$. Furthermore, if $(S, M)$ is a disc or an annulus without punctures, then $\mathcal{M}G(S, M) \cong \text{Aut}^+\mathcal{A}$.

We also consider the case of the disc with one or two punctures and show that (except for two exceptional cases) we also have $\mathcal{M}G_{\infty}(S, M) \cong \text{Aut}^+\mathcal{A}$.

As a consequence of our results, we show that if the cluster algebra $\mathcal{A}$ is acyclic or arising from a surface, then the group $\text{Aut} \mathcal{A}$ is finite if and only if $\mathcal{A}$ is a cluster algebra of Dynkin type.

The paper is organized as follows. In Section 2, we define our notion of cluster automorphism and prove some of its elementary properties; Section 3 is devoted to the case of acyclic cluster algebras and Section 4 to that of cluster algebras arising from surfaces. Finally, in Section 5, we consider the finiteness of the automorphism group.

2. Cluster automorphisms

2.1. Cluster algebras

We recall that a quiver is a quadruple $Q = (Q_0, Q_1, s, t)$ consisting of two sets: $Q_0$ (whose elements are called points) and $Q_1$ (whose elements are called arrows), and of two maps $s, t : Q_1 \to Q_0$ associating to each $\alpha \in Q_1$ its source $s(\alpha)$ and its target $t(\alpha)$, respectively. Given a point $i \in Q_0$, we denote by $i^- = \{ \alpha \in Q_1 \mid t(\alpha) = i \}$ the set of arrows ending in $i$, and by $i^+ = \{ \alpha \in Q_1 \mid s(\alpha) = i \}$ the set of arrows starting in $i$.

Now let $Q$ be a connected finite quiver without oriented cycles of length 1 or 2. Let $n = |Q_0|$ denote the number of points in $Q$: let $x = \{x_1, \ldots, x_n\}$ be a set of $n$ variables, and denote the points by $Q_0 = \{1, \ldots, n\}$, where we agree that the point $i$ corresponds to the variable $x_i$. We consider the field $\mathcal{F} = \mathbb{Q}(x_1, \ldots, x_n)$ of rational functions in $x_1, \ldots, x_n$, which we call the ambient field. The cluster algebra $\mathcal{A} = \mathcal{A}(\mathcal{F}, Q)$ is a $\mathbb{Z}$-subalgebra of $\mathcal{F}$ defined by a set of generators obtained recursively from $x$ in the following manner. Let $i$ be such that $1 \leq i \leq n$. The mutation $\mu_{x_i}$ of $(\mathcal{F}, Q)$ (or $\mu_{x_i}$ or $\mu_i$ for brevity if there is no ambiguity) is defined as follows. Firstly, $Q$ becomes a new quiver $Q'$ obtained from $Q$ by:

(a) inserting a new arrow $k \to j$ for each path $k \to i \to j$ of length 2 with midpoint $i$;
(b) inverting all arrows of $Q$ passing through $i$;
(c) deleting each occurrence of a cycle of length 2.

Secondly, $x$ becomes a new set of variables $x' = (x \setminus \{x_i\}) \cup \{x'_i\}$ where $x'_i \in F$ is defined by the so-called exchange relation:

$$x_i x'_i = \prod_{\alpha \in R^+} x_{i(\alpha)} + \prod_{\alpha \in R^-} x_{s(\alpha)}.$$  

Let $X$ be the union of all possible sets of variables obtained from $x$ by successive mutations. Then $A = A(x, Q)$ is the $\mathbb{Z}$-subalgebra of $F$ generated by $X$.

Each pair $(\tilde{x}, \tilde{Q})$ obtained from $(x, Q)$ by successive mutations is called a seed, and $\tilde{x}$ is called a cluster. The elements $\tilde{x}_1, \ldots, \tilde{x}_n$ of a cluster $\tilde{x}$ are cluster variables. Each cluster is a transcendence basis for the ambient field $F$. The pair $(x, Q)$ is the initial seed and $x$ is the initial cluster.

It has been shown in [17, Theorem 3] that, for every seed $(\tilde{x}, \tilde{Q})$, the quiver $\tilde{Q}$ is uniquely defined by the cluster $\tilde{x}$, and we use the notation $Q(\tilde{x})$ for the quiver of the cluster $\tilde{x}$. More precisely, there is a canonical bijection $p$ from the cluster $\tilde{x}$ to the set of points of the quiver $Q(\tilde{x})$. We write $p_x$ for the point in $Q(\tilde{x})$ corresponding to the cluster variable $x \in \tilde{x}$.

We recall two results from the theory of cluster algebras. The so-called Laurent phenomenon is the fact that each cluster variable can be expressed as a Laurent polynomial in the cluster variables $x_1, \ldots, x_n$, with $i = 1, \ldots, n$, so that $A \subseteq \mathbb{Z}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$; see [15]. Also, $A$ is of finite type, that is, the set $X$ of all cluster variables of $A$ is finite, if and only if there exists a sequence of mutations transforming $Q$ into a Dynkin quiver [16]. In the latter case (as well as in many others), the so-called positivity conjecture holds true, that is, the cluster variables are Laurent polynomials with nonnegative coefficients or, equivalently, the cluster variables are contained in $\mathbb{Z}_{\geq 0}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$; see [4, 20, 21].

2.2. Main definition

We define cluster automorphisms as follows.

**Definition 1.** Let $A$ be a cluster algebra, and $f : A \to A$ be an automorphism of $\mathbb{Z}$-algebras. Then $f$ is called a cluster automorphism if there exists a seed $(x, Q)$ of $A$, such that the following conditions are satisfied:

(CA1) $f(x)$ is a cluster;
(CA2) $f$ is compatible with mutations, that is, for every $x \in x$, we have

$$f(\mu_{x,x}(x)) = \mu_{f(x), f(x)}(f(x)).$$

**Remark 2.1.** (a) As we shall see in Proposition 2.4, if $A$ is a cluster algebra, and $f : A \to A$ is an automorphism of $\mathbb{Z}$-algebras, then $f$ is a cluster automorphism if and only if it satisfies properties (CA1) and (CA2) for every seed $(x', Q')$ of $A$, thus it sends clusters to clusters and commutes with any sequence of mutations;

(b) Every cluster automorphism $f$ is uniquely determined by its value on the initial cluster variables $x_1, \ldots, x_n$ and thus extends in a unique way to an automorphism of the ambient field $F = Q(x_1, \ldots, x_n)$ by

$$\frac{p(x_1, \ldots, x_n)}{q(x_1, \ldots, x_n)} \mapsto \frac{p(f(x_1), \ldots, f(x_n))}{q(f(x_1), \ldots, f(x_n))},$$

for all polynomials $p, q$.

The converse, however, is not true, as shown in the following example.
Example 2.2. We give an example of a \( \mathbb{Z} \)-automorphism of the ambient field \( \mathcal{F} \) that does not restrict to a cluster automorphism of \( \mathcal{A} \). Let \( Q \) be the quiver

\[
1 \leftarrow 2 \leftarrow 3,
\]

and \( x = (x_1, x_2, x_3) \). Clearly, any change of transcendence basis of \( \mathcal{F} = \mathbb{Q}(x_1, x_2, x_3) \) induces an automorphism of \( \mathcal{F} \), and such a change is induced, for instance, by a mutation. Let us define \( f : \mathcal{F} \rightarrow \mathcal{F} \) by \( f = \mu_{x_1} \), that is,

\[
f(x_1) = \mu_{x_1}(x_1) = \frac{1 + x_2}{x_1},
\]

\[
f(x_2) = \mu_{x_1}(x_2) = x_2,
\]

\[
f(x_3) = \mu_{x_1}(x_3) = x_3.
\]

Then \( f(x) = \mu_{x_1}(x) \) is a cluster. On the other hand, a straightforward calculation gives that

\[
f\mu_{x_2}x_2(x_2) = \frac{1 + x_2 + x_1x_3}{x_1x_2},
\]

while

\[
\mu_{f(x_2),f(x)}f(x_2) = \frac{x_1 + x_3 + x_2x_3}{x_1x_2}.
\]

Thus, condition (CA2) is not satisfied and \( f \) is not a cluster automorphism of \( \mathcal{A} \).

The above automorphism does not even map cluster variables to cluster variables. Indeed, one of the nine cluster variables in the cluster algebra \( \mathcal{A} \) has the Laurent polynomial expansion

\[
\frac{x_1 + x_1x_2 + x_3}{x_2x_3},
\]

and applying \( f \) to this cluster variable gives

\[
\frac{1 + 2x_2 + x_2^2 + x_1x_3}{x_1x_2x_3},
\]

which is not a cluster variable in \( \mathcal{A} \).

2.3. Equivalent characterizations

Since mutations induce maps of a cluster algebra onto itself, we may wonder why in the previous example we do not obtain a cluster automorphism. As we see below, the reason is that the associated quiver \( Q(f(x)) \)

\[
P_{f(x_1)} \rightarrow P_{f(x_2)} \leftarrow P_{f(x_3)}
\]

is isomorphic neither to the original quiver \( Q \) nor to its opposite \( Q^{op} \).

When we say that a sequence of mutations \( \mu \) transforms a quiver \( Q \) into itself, we mean that, for any \( \alpha \in Q_1 \), we have \( \mu(s(\alpha)) = s(\mu(\alpha)) \) and \( \mu(t(\alpha)) = t(\mu(\alpha)) \). When we say that \( \mu \) transforms \( Q \) into \( Q^{op} \), we mean that, for any \( \alpha \in Q_1 \), we have \( \mu(s(\alpha)) = t(\mu(\alpha)) \) and \( \mu(t(\alpha)) = s(\mu(\alpha)) \).

Lemma 2.3. Let \( f \) be a \( \mathbb{Z} \)-algebra automorphism of \( \mathcal{A} \). Then \( f \) is a cluster automorphism if and only if there exists a seed \( (x, Q) \) such that \( f(x) \) is a cluster and one of the following two conditions is satisfied:

(a) There exists an isomorphism of quivers \( \varphi : Q \rightarrow Q(f(x)) \) such that \( \varphi(p_x) = p_{f(x)} \) for all \( p_x \in Q_0 \).

(b) There exists an isomorphism of quivers \( \varphi : Q^{op} \rightarrow Q(f(x)) \) such that \( \varphi(p_x) = p_{f(x)} \) for all \( p_x \in Q_0 \).
Proof. Consider a cluster $x$ in $\mathcal{A}$. For a cluster variable $x_i$ in $x$, corresponding, say, to the point $i \in Q_0$, the exchange relation reads

$$\mu_{x_i,x}(x_i) = \frac{1}{x_i} \left( \prod_{\alpha \in i^+} x_{t(\alpha)} + \prod_{\alpha \in i^-} x_{s(\alpha)} \right).$$

Since $f$ is an algebra homomorphism, this implies

$$f(\mu_{x_i,x}(x_i)) = \frac{1}{f(x_i)} \left( \prod_{\alpha \in i^+} f(x_{t(\alpha)}) + \prod_{\alpha \in i^-} f(x_{s(\alpha)}) \right).$$

(2.1)

On the other hand, $f$ induces a map $\varphi : Q_0 \rightarrow Q(f(x))_0$ defined by $\varphi(p_x) = p_{f(x)}$. Hence,

$$\mu_{f(x_i),f(x)}(f(x_i)) = \frac{1}{f(x_i)} \left( \prod_{\beta \in \varphi(i)^+} f(x)_{t(\beta)} + \prod_{\beta \in \varphi(i)^-} f(x)_{s(\beta)} \right),$$

(2.2)

where we denote by $f(x)_j$ the cluster variable in the cluster $f(x)$ which corresponds to the point $j \in Q(f(x))_0$. Then $f$ is a cluster automorphism if and only if the expressions (2.1) and (2.2) coincide for every $i$. This is the case if and only if we have one of the following two situations: either

(i) $$\prod_{\alpha \in i^+} f(x_{t(\alpha)}) = \prod_{\beta \in \varphi(i)^+} f(x)_{t(\beta)}$$
and $$\prod_{\alpha \in i^-} f(x_{s(\alpha)}) = \prod_{\beta \in \varphi(i)^-} f(x)_{s(\beta)}$$

or

(ii) $$\prod_{\alpha \in i^+} f(x_{t(\alpha)}) = \prod_{\beta \in \varphi(i)^-} f(x)_{s(\beta)}$$
and $$\prod_{\alpha \in i^-} f(x_{s(\alpha)}) = \prod_{\beta \in \varphi(i)^+} f(x)_{t(\beta)}.$$

Since the set $f(x)$ is a transcendence basis of the ambient field $\mathcal{F}$, this implies that we have either

(i) $i^+ = \varphi(i)^+$ and $i^- = \varphi(i)^-$ or
(ii) $i^+ = \varphi(i)^-$ and $i^- = \varphi(i)^+$ for every $i = 1, \ldots, n$.

Let us now prove that if one of the two situations (i) or (ii) holds for the point $i$, then the same situation holds for every point of $Q$.

Suppose that we are in the situation (i) for the point $i$, and let $j$ be a neighbour of $i$. Without loss of generality, we can assume that there is an arrow $\alpha : j \rightarrow i$ in the quiver $Q$, that is, $\alpha \in i^+$. This implies that there is no arrow from $i$ to $j$ because $Q$ has no cycles of length 2. From the bijection between $i^-$ and $\varphi(i^-)$, we get an arrow $\varphi(\alpha) : \varphi(j) \rightarrow \varphi(i)$, and so $\varphi(\alpha) \in \varphi(i)^+$. Since $\alpha \in j^+$, this implies that there is a bijection $j^+ \cong \varphi(i)^+$. The proof is entirely similar if we choose $\alpha$ in $i^-$. Proceeding in this way from neighbour to neighbour, we see that the map $\varphi$ between points extends to an isomorphism of quivers $Q \cong Q(f(x))$.

Analogously, the situation (ii) yields an isomorphism of quivers $Q^{op} \rightarrow Q(f(x))$. $\square$

In what follows, we shall mostly need quiver isomorphisms satisfying one of the conditions of Lemma 2.3. Accordingly, if $f$ is a cluster automorphism of the cluster algebra $\mathcal{A}(x,Q)$, then $f$ induces a map (actually a bijection) between the points $\varphi : Q_0 \rightarrow Q(f(x))_0$ by $\varphi(p_x) = p_{f(x)}$ for every $x \in \mathcal{X}$. If this bijection $\varphi$ extends to an isomorphism of quivers $\varphi : Q \rightarrow Q(f(x))$, then we say that the latter is induced by $f$, and that $f$ is a direct cluster automorphism. Similarly, if $\varphi$ extends to an isomorphism of quivers $\varphi : Q^{op} \rightarrow Q(f(x))$, then we also say that $\varphi$ is induced by $f$, but then $f$ is called an inverse cluster automorphism.
Proposition 2.4. Let $f$ be a cluster automorphism. Then $f$ satisfies conditions (CA1) and (CA2) for every seed.

Proof. Any seed is obtained from the seed $(x, Q)$ of Definition 1 by a finite sequence of mutations. It is therefore enough to show that if (CA1), (CA2) hold for a seed $(x, Q)$, then they hold for any seed $(x', Q')$ that is obtained from $(x, Q)$ by a single mutation. Let $(x', Q')$ be such a seed. Then $(x', Q') = \mu_{x,x}(x, Q)$ for some $x \in x$, thus

$$x' = (x \setminus \{x\}) \cup \{x'\},$$

with the exchange relation

$$x' = \frac{1}{x} \left( \prod_{p_x = p_{x_j} \in Q_1} x_i + \prod_{p_x = p_{x_j} \in Q_1} x_j \right).$$

It follows that $f(x') = (f(x) \setminus \{f(x)\}) \cup \{f(x')\}$. By (CA1), $f(x)$ is a cluster and by (CA2)

$$f(x') = f(\mu_{x,x}(x)) = \mu_{f(x), f(x)}(f(x)).$$

Therefore, $f(x') = \mu_{f(x), f(x)}(f(x))$: in particular, $f(x')$ is a cluster. This shows (CA1).

Let us show that condition (a) or (b) of Lemma 2.3 is satisfied for the seed $(x', Q')$. We have $Q' = \mu_x Q$. On the other hand,

$$Q(f(x')) = Q(\mu_{x,x}(x)) = Q(\mu_{f(x), f(x)}(f(x))) = Q(f(x)),
$$

where the second equality follows from the condition (CA2) for the seed $(x, Q)$. Now, one of the conditions (a) or (b) holds for the seed $(x, Q)$, thus, if (a) holds, then there is an isomorphism $\varphi : Q \to Q(f(x))$ induced by $f$, that is, such that $\varphi(p_x) = p_{f(x)}$, for every $x \in x$, and therefore

$$Q' = \mu_x Q \cong \mu_{f(x)}(f(x)) = Q(f(x')),$$

and this isomorphism sends every point $p_{x'}$ in $Q'$ to the point $p_{f(x')}$ in $Q(f(x'))$. In other words, the condition (a) holds for the seed $(x', Q')$. On the other hand, if condition (b) holds for $(x, Q)$, then there is an isomorphism $\varphi : Q^{\text{op}} \to Q(f(x))$ induced by $f$, that is, such that $\varphi(p_x) = p_{f(x)}$, for every $x \in x$, and therefore

$$Q^{\text{op}} = \mu_x Q^{\text{op}} \cong \mu_{f(x)}(f(x)) = Q(f(x')),$$

and this isomorphism sends any point $p_{x'}$ in $Q^{\text{op}}$ to the point $p_{f(x')}$ in $Q(f(x'))$; thus condition (b) holds for the seed $(x', Q')$.

Therefore, since the structure of $f(Q')$ coincides with that of $Q'$ or $Q^{\text{op}}$, the expressions analogous to (2.1) and (2.2) for the cluster $x'$ are equal, thus (CA2) is satisfied for the cluster $f(x')$.

Corollary 2.5. Let $A = A(x, Q)$ and $f : A \to A$ be a cluster automorphism. Then

(a) if $f$ is direct, then it induces a quiver isomorphism $Q' \cong Q(f(x'))$, for any seed $(x', Q')$;

(b) if $f$ is inverse, then it induces a quiver isomorphism $Q^{\text{op}} \cong Q(f(x'))$, for any seed $(x', Q')$.

Proof. This follows from the proof of Proposition 2.4 and (CA2).

Remark 2.6. It follows from (CA1) that a cluster automorphism amounts to a replacement of a cluster by another cluster of the same algebra. Since seeds are uniquely determined by clusters, a cluster automorphism can equivalently be considered as a ‘change of seed’. Condition (CA2) says that this change is compatible with mutations so that if $(x, Q)$ is a seed of $A$ and
$x \in x$, then we have the following commutative diagram:

$$
\begin{array}{ccc}
(x, Q) & \xrightarrow{f} & (f(x), Q(f(x))) \\
\downarrow_{\mu(x, x)} & & \downarrow_{\mu(f(x), f(x))} \\
(\mu_{x, x}(x), \mu_{x, x}(Q)) & \xrightarrow{f} & (f\mu_{x, x}(x), Q(f\mu_{x, x}(x)))
\end{array}
$$

We end this subsection with one more characterization of cluster automorphisms.

**Corollary 2.7.** Let $A = A(Q)$ and let $f : A \to A$ be a $\mathbb{Z}$-algebra automorphism. Then $f$ is a cluster automorphism if and only if $f$ maps each cluster to a cluster.

**Proof.** Assume that, for every cluster $x$, $f(x)$ is a cluster. We must prove that, for every $x \in x$, we have a commutative diagram as in the remark above. Let $x'$ be the variable obtained from $x$ by mutation; then $x' = (x \setminus \{x\}) \cup \{x'\}$ is a cluster. Because of our hypothesis, $f(x') = (f(x) \setminus \{f(x)\}) \cup \{f(x')\}$ is a cluster as well. On the other hand, mutating in $f(x)$ the cluster $f(x)$ yields the cluster $(f(x) \setminus \{f(x)\}) \cup \{y'\}$. These two clusters are obtained from $f(x)$ by mutating in the same variable $f(x)$, therefore $y' = f(x')$.

As a consequence, we see that the notion of direct cluster automorphism coincides with that of strong automorphism of a cluster algebra [16], that is, an isomorphism of $\mathbb{Z}$-algebras that maps every seed to an isomorphic seed.

### 2.4. The group of cluster automorphisms

Examples and construction techniques for cluster automorphisms are given below. Clearly, the identity on $A$ is a cluster automorphism. In fact, the following lemma holds.

**Lemma 2.8.** The set $\text{Aut} A$ of all cluster automorphisms of $A$ is a group under composition.

**Proof.** Let $f, g \in \text{Aut} A$. By Remark 2.6, a cluster automorphism amounts to replacing the initial seed $(x, Q)$ by another seed whose quiver is isomorphic to either $Q$ or $Q^{op}$, therefore $f^{-1} \in \text{Aut} A$ and $gf \in \text{Aut} A$.

**Lemma 2.9.** The set $\text{Aut}^+ A$ of all direct cluster automorphisms of $A$ is a normal subgroup of $\text{Aut} A$ of index at most 2.

**Proof.** Clearly, the identity of $A$ is a direct automorphism. Also, if $f, g \in \text{Aut}^+ A$, then $fg^{-1} \in \text{Aut}^+ A$, therefore $\text{Aut}^+ A$ is a subgroup of $\text{Aut} A$. The normality follows from the fact that if $f \in \text{Aut}^+ A$ and $g \in \text{Aut} A$, then $gfg^{-1}$ induces an automorphism of $Q$ even if $g$ induces an anti-automorphism.

In order to prove the statement about the index, let us consider a map $\phi : \text{Aut} A \to \mathbb{Z}_2$ defined by

$$
\phi(f) = \begin{cases} 
0, & \text{if } f \in \text{Aut}^+ A, \\
1, & \text{if } f \notin \text{Aut}^+ A.
\end{cases}
$$

(2.3)
The map $\phi$ is a group homomorphism. Indeed, if $f, g \in \text{Aut} A$, then $\phi(fg) = 0$ if and only if $fg \in \text{Aut}^+ A$, that is, if and only if $f$ and $g$ are both direct or both inverse. The latter condition may be written as $\phi(f) = \phi(g)$, which holds if and only if $\phi(f) + \phi(g) = 0$. Thus $\phi(fg) = \phi(f) + \phi(g)$, and $\phi$ is a group homomorphism. Since $\ker \phi = \text{Aut}^+ A$ and $\im \phi \subseteq \mathbb{Z}_2$, the lemma is proved.

**Example 2.10.** Here is an example of an inverse cluster automorphism. Let $Q$ be the following quiver of type $A_3$:

$$
\begin{array}{c}
p_{x_1} \leftrightarrow p_{x_2} \longrightarrow p_{x_3}
\end{array}
$$

and $x = \{x_1, x_2, x_3\}$. The cluster variables computed inside the cluster category $C_Q$ (see [9] or Section 3) are as follows:

$$
\begin{array}{c}
x_3 \quad \frac{1+x_2+x_3}{x_2x_3} \quad \frac{1+x_2}{x_1} \quad x_1 \\
x_2 \quad \frac{1+x_2x_3}{x_2} \quad \frac{x_2^2+2x_2+1+x_1x_3}{x_1x_2x_3} \quad \frac{1+x_2}{x_3} \quad x_3 \\
x_1 \quad \frac{1+x_2+x_3}{x_2} \quad \frac{x_2^2+2x_2+1+x_1x_3}{x_1x_2x_3} \quad \frac{1+x_2}{x_3} \quad x_3
\end{array}
$$

Define a map $f : A \to A$ to be induced by the mutation $\mu_{x_2}$, so that on the initial cluster we have

$$
f(x_1) = x_1, \quad f(x_2) = \frac{1+x_1x_3}{x_2}, \quad f(x_3) = x_3.
$$

Thus, $f$ extends to an algebra homomorphism. A straightforward computation gives the images under $f$ of the remaining cluster variables of the algebra:

$$
f\left(\frac{1+x_1x_3}{x_2}\right) = x_2, \quad f\left(\frac{1+x_1x_3+x_2}{x_2x_3}\right) = \frac{x_2+1}{x_3},
$$

$$
f\left(\frac{1+x_1x_3+x_2}{x_2x_3}\right) = \frac{x_2+1}{x_1}, \quad f\left(\frac{x_2^2+2x_2+1+x_1x_3}{x_1x_2x_3}\right) = \frac{x_2^2+2x_2+1+x_1x_3}{x_1x_2x_3},
$$

$$
f\left(\frac{1+x_2}{x_1}\right) = \frac{x_2+1+x_1x_3}{x_2}, \quad f\left(\frac{1+x_2}{x_3}\right) = \frac{x_2+1+x_1x_3}{x_2x_3}.
$$

Thus, $f$ is a cluster automorphism sending the seed

$$
\{x_1, x_2, x_3\}, \quad p_{x_1} \leftrightarrow p_{x_2} \longrightarrow p_{x_3}
$$

to the seed

$$
\{f(x_1), f(x_2), f(x_3)\}, \quad p_{f(x_1)} \longrightarrow p_{f(x_2)} \leftrightarrow p_{f(x_3)}
$$

hence $f$ induces an isomorphism of quivers $Q(x)^\text{op} \cong Q(f(x))$.

Two quivers $Q$ and $Q'$ are called **mutation equivalent** if there exists a sequence of mutations transforming $Q$ to $Q'$.

**Theorem 2.11.** Let $A = A(x, Q)$.

(a) If $Q$ and $Q^\text{op}$ are mutation equivalent, then the index of $\text{Aut}^+ A$ in $\text{Aut} A$ is 2.

(b) If $Q$ and $Q^\text{op}$ are not mutation equivalent, then $\text{Aut} A = \text{Aut}^+ A$. 
Proof. If $Q$ and $Q^{op}$ are mutation equivalent, then there exists a sequence of mutations $\mu$ such that $\mu(x, Q(x)) = (x', Q(x'))$ together with two isomorphisms of quivers $\varphi : Q(x) \xrightarrow{\cong} Q$ and $\varphi' : Q^{op} \xrightarrow{\cong} Q(x')$. Observe that there is no reason for the isomorphisms $\varphi$ and $\varphi'$ to be compatible with the canonical bijection between the points $Q_0 \cong Q(x')_0$. Define a map $f : x \to x'$ as the following composition of the bijections on points:

$$Q(x)_0 \xrightarrow{x} Q_0 \xrightarrow{\varphi} (Q^{op})_0 \xrightarrow{\varphi'} Q(x')_0.$$

Since $x$ and $x'$ are transcendence bases of the ambient field, it follows that $f$ extends to a $\mathbb{Z}$-algebra automorphism of $A$, and, moreover, $\varphi' : Q^{op} \xrightarrow{\cong} Q(x')$ is an isomorphism of quivers that satisfies $\varphi'(p_x) = p_{f(x)}$, and it follows from Lemma 2.3 that $f \in Aut A \setminus Aut^+ A$. This shows (a).

In order to show (b), suppose that $Q$ and $Q^{op}$ are not mutation equivalent. Suppose that there exists $f \in Aut A \setminus Aut^+ A$. Then there exists a seed $(x, Q(x))$ in $A$ with $Q(x) \cong Q$ whose image $(f(x), Q(f(x)))$ under $f$ is a seed in $A$ whose quiver is isomorphic to $Q^{op}$. Thus, $Q$ and $Q^{op}$ are mutation equivalent, which is a contradiction.

**Corollary 2.12.** If there exists $\sigma \in Aut A \setminus Aut^+ A$ of order 2, then $Aut A = Aut^+ A \times \mathbb{Z}_2$.

**Proof.** If $Aut A = Aut^+ A$, then there is an exact sequence of groups.

$$1 \to Aut^+ A \to Aut A \xrightarrow{\phi} \mathbb{Z}_2 \to 1,$$

where $\phi$ is defined in equation (2.3). We have $Aut A \cong Aut^+ A \times \mathbb{Z}_2$ if and only if this sequence splits, and this is the case if and only if there exists an inverse automorphism $\sigma$ of order 2. \qed

**Example 2.13.** Let $Q$ be the quiver

$$
\begin{array}{ccc}
1 & \rightarrow & 2 \\
\downarrow & & \downarrow \\
3 & \rightarrow & 2
\end{array}
$$

and $A = A(\{x_1, x_2, x_3\}, Q)$ be its cluster algebra. Then the mutation of $Q$ in 1 is the quiver

$$
\begin{array}{ccc}
1 & \rightarrow & 2 \\
\downarrow & & \downarrow \\
3 & \rightarrow & 3
\end{array}
$$

and thus it induces an inverse cluster automorphism $f$ given by

$$f(x_1) = \frac{x_2^2 + x_3^2}{x_1}, \quad f(x_2) = x_2 \quad \text{and} \quad f(x_3) = x_3.$$

Mutating once more, this time in $x_2$ yields back the quiver $Q$, and thus it induces a direct cluster automorphism $g$ given by

$$g(x_1) = \frac{x_2^2 + x_3^2}{x_1}, \quad g(x_2) = \frac{1}{x_2} \left( \left( \frac{x_2^2 + x_3^2}{x_1} \right)^2 + x_3^2 \right) \quad \text{and} \quad g(x_3) = x_3.$$

Note that in this particular example, any sequence of mutations will either produce the quiver $Q$ (if the number of mutations is even) or its opposite (if the number of mutations is odd), and thus, in this example, any sequence of mutations induces a cluster automorphism.
Example 2.14. Let $A = A(x, Q)$, where $Q$ is the quiver

\[
\begin{array}{ccc}
1 & \rightarrow & 2 \\
\vphantom{1} & \searrow & \\
3 & \nearrow & \vphantom{1}
\end{array}
\]

Then $Q$ is not mutation equivalent to $Q^{\text{op}}$ (and therefore $\text{Aut}^+ A = \text{Aut} A$). This can be seen using the associated cluster category; see [9] or Section 3. Indeed, assume that $Q$ is mutation equivalent to $Q^{\text{op}}$. There exists a local slice $\Sigma$ (in the sense of Assem, Brüstle and Schiffler [1]) in the cluster category $C_Q$ of $Q$ whose quiver is isomorphic to $Q$. Since $Q$ and $Q^{\text{op}}$ are acyclic, the slice $\Sigma$ lies in the transjective component $\Gamma_{tr}$ of the Auslander–Reiten quiver of $C_Q$, and this transjective component is of the form $ZQ_{Q^{\text{op}}}$. In particular, the point (corresponding to) 3 in $\Sigma$ is the target of five arrows in $\Gamma_{tr}$. The point 1 in $\Sigma$ is the source of three of the arrows of target 3, and the point 2 is the source of the remaining two arrows. Since $\Gamma_{tr} \cong ZQ_{Q^{\text{op}}}$, this implies the existence of an arrow from 2 to 1, and then the quiver of $\Sigma$ is not isomorphic to $Q$, a contradiction.

2.5. Cluster automorphisms induced by quiver automorphisms

We now show how any automorphism of the quiver $Q$ induces a direct cluster automorphism of $A = A(x, Q)$. Let $\sigma \in \text{Aut} Q$. Define a map $f_{\sigma} : x \rightarrow x$ by $f_{\sigma}(x) = x'$ for $x \in x$, where $x' \in x$ is the unique cluster variable such that $\sigma(p_x) = p_{x'}$.

Then $f_{\sigma}$ permutes the cluster variables in $x$ and clearly extends to a unique automorphism $f_{\sigma} : F \rightarrow F$ of the ambient field. We now show that $f_{\sigma}$ is a direct cluster automorphism of $A$.

**Proposition 2.15.** The map $F : \sigma \mapsto f_{\sigma}$ is a group homomorphism from $\text{Aut} Q$ to $\text{Aut}^+ A$ whose kernel is given by the stabilizer $\text{Stab} Q_0$ of the points of $Q$.

**Proof.** In order to show that $f_{\sigma}$ is a cluster automorphism, we must prove that conditions (CA1) and (CA2) are satisfied for the initial cluster $x$. Since $f_{\sigma}(x) = x$, the first condition obviously holds.

Now let $x \in x$ and consider the mutation $\mu_x = \mu_{x,x}$. Since $\sigma \in \text{Aut} Q$, we have $\sigma Q = Q$ and hence $\mu_{f_{\sigma}(x), x}$ is a mutation of the seed $(x, Q)$.

We want to show (CA2), that is,

$$f_{\sigma}(\mu_{x,x}(x)) = \mu_{f_{\sigma}(x), x}(f_{\sigma}(x)).$$

Using the exchange relations, we have

$$f_{\sigma}(\mu_{x,x}(x)) = \frac{1}{f_{\sigma}(x)} \left( \prod_{\alpha \in p_x^+} f_{\sigma}(x_{t(\alpha)}) + \prod_{\alpha \in p_x^-} f_{\sigma}(x_{s(\alpha)}) \right),$$

while

$$\mu_{f_{\sigma}(x), x}(f_{\sigma}(x)) = \frac{1}{f_{\sigma}(x)} \left( \prod_{\beta \in \sigma(p_x)^+} x_{t(\beta)} + \prod_{\beta \in \sigma(p_x)^-} x_{s(\beta)} \right).$$
Since $\sigma$ is an automorphism of $Q$, we have $\sigma(t(\alpha)) = t(\sigma(\alpha))$, $\sigma(s(\alpha)) = s(\sigma(\alpha))$, and $\sigma(p_x^+) = \sigma(p_x)^+$, $\sigma(p_x^-) = \sigma(p_x)^-$.

Therefore,

$$\prod_{\alpha \in p_x^+} f_\sigma(x_{t(\alpha)}) = \prod_{\alpha \in p_x^+} x_{t(\sigma(\alpha))} = \prod_{\beta \in \sigma(p_x)^+} x_{t(\beta)}$$

and

$$\prod_{\alpha \in p_x^-} f_\sigma(x_{s(\alpha)}) = \prod_{\alpha \in p_x^-} x_{s(\sigma(\alpha))} = \prod_{\beta \in \sigma(p_x)^-} x_{s(\beta)},$$

which shows that the right-hand sides of equations (2.4) and (2.5) are equal, and hence (CA2).

This completes the proof that $f_\sigma$ is a cluster automorphism. It is direct because $\sigma Q \cong Q$. This shows that the map $F$ is well-defined. It is easy to see that $F$ is a group homomorphism with kernel $\text{Stab} Q_0$.

**Example 2.16.** The automorphism of the Kronecker quiver

$$1 \xleftarrow{\sigma} 2,$$

which fixes the points and interchanges the arrows, lies in the kernel of $F$.

We finally observe that an anti-automorphism of the quiver induces in the same way an inverse cluster automorphism. Let $A(x, Q)$ be a cluster algebra and $\sigma$ be an anti-automorphism of $Q$. We define $f_\sigma : x \to x$ by setting $f_\sigma(x) = x'$, where $x'$ is the unique cluster variable such that $\sigma(p_x) = p_{x'}$. Then $f_\sigma$ is clearly an automorphism of the ambient field $F$.

**Proposition 2.17.** With the above notation, the map $f_\sigma$ is an inverse cluster automorphism of $A(x, Q)$.

**Proof.** The proof is entirely similar to that of Proposition 2.15 and will be omitted. □

**Corollary 2.18.** Let $A$ be a cluster algebra with a seed $(x, Q)$ such that $Q$ admits an anti-automorphism. Then $\text{Aut} A = \text{Aut}^+ A \rtimes \mathbb{Z}_2$.

**Proof.** In this situation, Proposition 2.15 yields that there exists $\sigma \in \text{Aut} A \setminus \text{Aut}^+ A$ of order 2, and the result follows from Corollary 2.12. □

**Example 2.19.** The cluster algebras of euclidean type $\tilde{A}$ admit an inverse cluster automorphism. Indeed, for any cluster algebra of type $\tilde{A}$, there exist integers $p, q$ such that the cluster algebra has a seed whose quiver is of the following form:

```
2 \xrightarrow{} 3 \xrightarrow{} \cdots \xrightarrow{} p
1 \xleftarrow{} p + 1 \xleftarrow{} p + 2 \xleftarrow{} \cdots \xleftarrow{} p + q - 1
```

This quiver has an anti-automorphism given on the points by the permutation that exchanges $1$ with $p + q$, $\ell$ with $p + 2 - \ell$ for $\ell = 2, 3, \ldots, p$, and $p + m$ with $p + q - m$ for $m = 1, 2, \ldots, q - 1$. Therefore, Proposition 2.17 implies that the cluster algebra has an inverse cluster automorphism.
3. The acyclic case

3.1. The cluster category

In this section, we assume that $Q$ is an acyclic quiver. In this case, the combinatorics of cluster variables are encoded in the cluster category. Let $k$ be an algebraically closed field, $kQ$ be the path algebra of $Q$ and mod $kQ$ be the category of finitely generated right $kQ$-modules. We denote by $\text{ind} kQ$ a full subcategory of mod $kQ$ consisting of exactly one object from each isomorphism class of indecomposable $kQ$-modules. For $x \in Q_0$ we denote by $P_x$ the corresponding indecomposable projective $kQ$-module. For properties of mod $kQ$ and its Auslander–Reiten quiver $\Gamma(\text{mod} kQ)$, we refer the reader to [5, 7].

We denote by $\mathcal{D}^b(\text{mod} kQ)$ the bounded derived category over mod $kQ$. This is a triangulated Krull–Schmidt category having Serre duality and hence almost split triangles. Since $kQ$ is hereditary, the Auslander–Reiten quiver $\Gamma(\text{mod} kQ)$ is well-understood [18]. The cluster category is defined to be the orbit category of $\mathcal{D}^b(\text{mod} kQ)$ under the action of the automorphism $\tau^{-1}[1]$, where $\tau$ is the Auslander–Reiten translation and $[1]$ is the shift of $\mathcal{D}^b(\text{mod} kQ)$; see [9]. Then $C_Q$ is a 2-Calabi–Yau category [9]. Let $\text{ind} C_Q$ denote a full subcategory of $C_Q$ consisting of exactly one object from each isomorphism class of indecomposable objects in $C_Q$; then $\text{ind} C_Q$ can be identified with the disjoint union of $\text{ind} kQ$ and $kQ[1] = \{P_x[1] | x \in Q_0\}$, the shifts of the indecomposable projective $kQ$-modules. We always use this identification in what follows. The Auslander–Reiten quiver $\Gamma(C_Q)$ of $C_Q$ is the quotient of $\Gamma(\mathcal{D}^b(\text{mod} kQ))$ under the action of the quiver automorphism $\tau^{-1}[1]$. This Auslander–Reiten quiver has always a unique component containing all the objects of $kQ[1]$. This is the transjective component of $\Gamma(C_Q)$ and is denoted by $\Gamma_{tr}$. If $Q$ is a Dynkin quiver, then $\Gamma(C_Q) \cong \Gamma_{tr}$. Otherwise, $\Gamma_{tr}$ is isomorphic to the repetition quiver $\Gamma_{tr} \cong \mathbb{Z}Q$ of $Q$ (see [5]), and there are infinitely many so-called regular components which are either stable tubes (if $Q$ is euclidean) or of type $\mathbb{Z}\mathbb{A}_\infty$ (if $Q$ is wild).

Let $n = |Q_0|$. There exists a map

$$X_\tau : (C_Q)_0 \to \mathbb{Z}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$$

called the canonical cluster character, or the Caldero–Chapoton map. The map $X_\tau$ induces a bijection between the $M$ in $\text{ind} C_Q$ that have no self-extensions, and the cluster variables $X_M$; see [11]. Under this bijection, the clusters correspond to the so-called tilting objects (also known as cluster-tilting objects) in $C_Q$. In practice, the map $X_\tau$ is difficult to compute explicitly. An easier method for computing the cluster variables is via the frieze functions [2–4].

3.2. Cluster automorphisms in the acyclic case

In this section, we prove that if $Q$ is acyclic, then the cluster automorphisms of $\mathcal{A} = \mathcal{A}(\mathbf{x}, Q)$ are entirely determined by the quiver automorphisms of the transjective component $\Gamma_{tr}$.

**Lemma 3.1.** Let $f$ be a cluster automorphism of $\mathcal{A} = \mathcal{A}(\mathbf{x}, Q)$, where $Q$ is acyclic.

(a) If $f$ is direct, then it induces a triangle equivalence $f_D : \mathcal{D}^b(\text{mod} kQ) \to \mathcal{D}^b(\text{mod} kQ)$.

(b) If $f$ is inverse, then it induces a triangle equivalence $f_D : \mathcal{D}^b(\text{mod} kQ) \to \mathcal{D}^b(\text{mod} kQ^{op})$.

**Proof.** Let $X_\tau$ denote as before the canonical cluster character. For each $x$ in $\mathbf{x}$ there exists a unique indecomposable object $M_x$ in the cluster category $C_Q$ such that $f(x) = X_{M_x}$. Because $\mathbf{x}$ is a cluster, $M = \bigoplus_{x \in \mathbf{x}} M_x$ is a tilting object in $C_Q$. If $f$ is direct, then $\text{End} M \cong kQ$. Therefore,
the set \( \{ M_x \mid x \in \mathbf{x} \} \) forms a local slice in \( \mathcal{C}_Q \). Owing to \([1]\), there exists a slice \( \Sigma \) in a transjective component of \( \mathcal{D}^b(\text{mod } kQ) \), isomorphic to \( Q \), such that, for each \( x \in \mathbf{x} \), the object \( M_x \) lifts to \( \hat{M}_x \) in \( \Sigma \). Because \( \hat{M} = \bigoplus_{x \in \mathbf{x}} \hat{M}_x \) is a slice complex in \( \mathcal{D}^b(\text{mod } kQ) \), it is also a tilting complex. Therefore, the triangle functor \( f_D = - \bigotimes_{kQ} \hat{M}[-1] : \mathcal{D}^b(\text{mod } kQ) \to \mathcal{D}^b(\text{mod } kQ) \) is a triangle equivalence. This shows (a). If \( f \) is inverse, then \( \text{End} \hat{M} \cong kQ^{\text{op}} \), and again the set \( \{ M_x \mid x \in \mathbf{x} \} \) forms a local slice in \( \mathcal{C}_Q \). Again due to \([1]\), there exists a slice \( \Sigma \) in a transjective component of \( \mathcal{D}^b(\text{mod } kQ) \), isomorphic to \( Q^{\text{op}} \), such that, for each \( x \in \mathbf{x} \), the object \( M_x \) lifts to \( \hat{M}_x \) in \( \Sigma \). Because \( \hat{M} = \bigoplus_{x \in \mathbf{x}} \hat{M}_x \) is a slice complex in \( \mathcal{D}^b(\text{mod } kQ) \), it is also a tilting complex. Again the triangle functor \( f_D = - \bigotimes_{kQ} \hat{M}[-1] : \mathcal{D}^b(\text{mod } kQ) \to \mathcal{D}^b(\text{mod } kQ) \) is a triangle equivalence. \( \square \)

Recall that a morphism of translation quivers is a morphism of quivers that commutes with the translation.

**Corollary 3.2.** Let \( f \) be a cluster automorphism of \( \mathcal{A} = \mathcal{A}(x, Q) \), where \( Q \) is acyclic.

(a) If \( f \) is direct, then it induces a quiver automorphism of the transjective component \( \Gamma_{\text{tr}} \) of \( \Gamma(\mathcal{C}_Q) \).

(b) If \( f \) is inverse, then it induces a quiver anti-automorphism of the transjective component \( \Gamma_{\text{tr}} \) of \( \Gamma(\mathcal{C}_Q) \).

**Proof.** We only prove (a) because the proof of (b) is similar. Let \( f \) be direct. As seen in Lemma \( 3.1 \), it induces a triangle equivalence \( f_D : \mathcal{D}^b(\text{mod } kQ) \to \mathcal{D}^b(\text{mod } kQ) \) mapping the slice \( \mathcal{P} = \{ P_x \mid x \in \mathbf{x} \} \) consisting of the indecomposable projective \( kQ \)-modules to the isomorphic slice \( \Sigma = \{ \hat{M}_x \mid x \in \mathbf{x} \} \), and both slices may be assumed to lie in the same transjective component \( \Gamma \) of \( \Gamma(\mathcal{D}^b(\text{mod } kQ)) \). Clearly, \( f_D(P_x) = \hat{M}_x \), and moreover \( f_D \) induces a quiver isomorphism \( \mathcal{P} \cong \Sigma \) that extends uniquely to a quiver automorphism of \( \Gamma \). On the other hand, \( f_D \) is a triangle equivalence, hence commutes with the shift of \( \mathcal{D}^b(\text{mod } kQ) \) and the Auslander–Reiten translation of \( \Gamma \). Therefore, it induces an automorphism of the translation quiver \( \Gamma_{\text{tr}} \). \( \square \)

**Remark 3.3.** As a direct consequence of the above proofs, if \( f \) is nontrivial, then it acts nontrivially on the transjective component.

**Example 3.4.** To illustrate Remark 3.3, we give an example of a cluster automorphism defined by permuting two regular components of the cluster category and show that this automorphism induces a nontrivial action on the transjective component.

Let \( (x, Q) \) be the seed with cluster \( x = \{ x_1, x_2, x_3, x_4 \} \) and quiver

![Diagram]

This is a seed of type \( \tilde{A}_{2,2} \): indeed, mutating the seed in \( x_2 \) and then in \( x_3 \), one gets a new seed with cluster \( x' = \{ x_1, (x_1 + x_4)/x_2, (x_1 + x_4)/x_3, x_4 \} \) and quiver

![Diagram]
In the corresponding cluster category, each of the objects associated with \(x_2\) and \(x_3\) sits in the mouth of a tube of rank 2. Therefore, permuting the two tubes induces a cluster automorphism given on the cluster \(x\) by the permutation of the two variables \(x_2\) and \(x_3\). On the cluster \(x'\) this automorphism acts by permutation of the variables \((x_1 + x_4)/x_2\) and \((x_1 + x_4)/x_3\). Therefore, the induced action on the transjective component is nontrivial.

We now relate cluster automorphisms to automorphisms of the original quiver. We call a mutation an APR-mutation if it is applied to a source or to a sink. The letters APR stand for Auslander, Platzeck and Reiten and evoke the similarity between such mutations and the so-called APR-tilts [6]. Equivalently, one may think of APR-mutations as a generalization of the reflection functors of Bernstein, Gelfand and Ponomarev [8]. We also note that, given an APR-mutation, the new cluster variable is obtained from the old ones by using the frieze function.

For our purposes, it is useful to understand how an APR-mutation translates into terms of the cluster category. Let \(\mathcal{A}(x, Q)\) be a cluster algebra, with \(Q\) acyclic, and \(\mu_x\) be an APR-mutation corresponding to a source (say) in \(Q\). Then \(\mu_x\) maps \(\mathcal{A}(x, Q)\) to \(\mathcal{A}(\mu_x x, \mu_x Q)\). Identifying \(Q\) with the full subquiver \(kQ[1] = \{P_x[1] \mid x \in x\}\) of the transjective component \(\Gamma_{tr}\) of \(\Gamma(C_Q)\), the application of \(\mu_x\) to \(kQ[1]\) clearly amounts to replacing \(kQ[1]\) by the new tilting object \((kQ[1] \setminus \{P_x[1]\}) \cup \{P_x\}\) whose quiver is also a slice in \(\Gamma_{tr}\), though not isomorphic to \(Q\).

**Lemma 3.5.** Let \(f\) be a cluster automorphism of \(\mathcal{A}(x, Q)\), where \(Q\) is acyclic. Then there exists a sequence \(\mu\) of APR-mutations such that \(\mu(x) = f(x)\) as sets.

**Proof.** Let \(x = \{x_1, \ldots, x_n\}\). If \(f \in \text{Aut} \mathcal{A}\), then \((f(x), Q(f(x)))\) is a seed such that \(Q(f(x))\) is isomorphic to \(Q\) or \(Q^{op}\). In particular, \(Q(f(x))\) is acyclic. Therefore, the cluster \(f(x)\) corresponds to a tilting object \(T = \bigoplus_{i=1}^{n} T_i\) in \(C_Q\) such that the indecomposable summand \(T_i\) corresponds to the variable \(f(x_i)\) for all \(i\) such that \(1 \leq i \leq n\). Then \(Q(f(x))\) is the ordinary quiver of the cluster-tilted algebra \(\text{End}_{C_Q} T\), and since \(Q(f(x))\) is acyclic, it follows that \(\text{End}_{C_Q} T\) is hereditary. Therefore, \(T\) is a local slice in the transjective component \(\Gamma_{tr}\) of \(\Gamma(C_Q)\) (see [1, Corollary 20]) and hence there exists a sequence \(\mu\) of APR-mutations such that \(\mu(x) = f(x)\) as sets. Observe that if one lifts the slice \((kQ[1] \setminus \{P_x[1]\}) \cup \{P_x\}\) to a slice \(\Sigma\), say, in the derived category, then the endomorphism algebra of \(\Sigma\) is obtained from \(kQ\) by an APR-tilt (see [6]).

**Remark 3.6.** Lemma 3.5 states that the action of a cluster automorphism on a cluster is given by a composition of APR-mutations. However, it is not true in general that the automorphism \(f\) itself is given by a sequence of APR-mutations, as we show in the following example.

**Example 3.7.** Let \(Q\) be the quiver \(\xymatrix{p_{x_1} & p_{x_2} & p_{x_3}}\). The transjective component \(\Gamma_{tr}\) of the Auslander–Reiten is the infinite quiver illustrated in Figure 1. The positions of the initial cluster \(\{x_1, x_2, x_3\}\) and also one other variable \(u\) are depicted in the figure. There is a direct cluster automorphism \(f \in \text{Aut}^+ \mathcal{A}\) defined by \(f(x_1) = x_2, f(x_2) = x_3\) and \(f(x_3) = u\). Note that \(f\) induces an isomorphism of quivers \(Q(x) \cong Q(f(x))\). The corresponding APR-mutation \(\mu\) of Lemma 3.5 is the mutation in \(x_1\). We have \(\mu_{x_1}(x) = \{u, x_2, x_3\} = f(x)\). But the mutation \(\mu\) fixes the variables \(x_2, x_3\) and sends \(x_1\) to \(u\), which shows that the automorphism \(f\) is not given by \(\mu\). Also note that \(\mu\) sends the sink \(p_{x_2}\) in the quiver \(Q\) to a point \(p_{x_3}\) of the quiver \(Q(f(x))\) which is neither a source nor a sink, whence \(\mu\) does not induce a quiver.
isomorphism between $Q$ and $Q(f(x))$ or between $Q^{\text{op}}$ and $Q(f(x))$; consequently, $\mu$ does not induce a cluster automorphism.

We have seen in Examples 2.2 and 3.7 that not every sequence of APR-mutations is a cluster automorphism. As follows from Lemma 2.3, if a sequence of mutations $\mu$ transforms $Q$ into itself or its opposite $Q^{\text{op}}$ in such a way that the bijection $\mu : Q_0 \to \mu(Q)_0$ extends to an isomorphism of quivers of the form either $\mu : Q \to \mu(Q)$ or $\mu : Q^{\text{op}} \to \mu(Q)$, then $\mu$ induces a cluster automorphism $f_\mu \in \text{Aut}(\mathcal{A}(x,Q))$ defined on the initial cluster by $f_\mu(x_i) = \mu(x_i)$. Note that this applies also to quivers that are not acyclic.

Now we are in a position to prove the first main theorem of this section.

**Theorem 3.8.** The map $\phi : \text{Aut}(\Gamma_{tr}) \to \text{Aut}^+ \mathcal{A}$, defined by $\phi(g)(x_i) = X_{g(P_i[1])}$ for $g \in \text{Aut}(\Gamma_{tr})$ and $1 \leq i \leq n$, is a surjective group homomorphism, whose kernel equals the stabilizer $\text{Stab}(\Gamma_{tr})_0$ of the points in $\Gamma_{tr}$.

**Proof.** (a) First, we prove that the map $\phi$ is well defined. Let $f = \phi(g)$. Now, since $g \in \text{Aut}(\Gamma_{tr})$, it follows that the local slice $g(kQ[1])$ of $\Gamma_{tr}$ has underlying quiver isomorphic to $Q$. Therefore, $(f(x),Q(f(x)))$ is a seed with quiver isomorphic to $Q$. This shows that $f$ satisfies the condition (CA1). Moreover, $f$ satisfies the condition (CA2) because $g$ is an automorphism of $\Gamma_{tr}$, and the canonical cluster character map commutes with mutations. This proves that $f$ is a cluster automorphism. Since $g$ is an automorphism of $\Gamma_{tr}$, and so preserves the orientation of the arrows between the $P_i[1]$, it follows that $f$ is a direct automorphism.

(b) We now prove that $\phi$ is a group homomorphism. Let $g_1, g_2 \in \text{Aut} \Gamma_{tr}$, then the following equalities hold:

\[
\phi(g_1g_2)(x_i) = X_{g_1g_2(P_i[1])}, \\
\phi(g_1)\phi(g_2)(x_i) = \phi(g_1)(X_{g_2(P_i[1])})
\]

with $1 \leq i \leq n$. We need to establish the equality of these two expressions. Note that $X_{g_2(P_i[1])}$ is a Laurent polynomial that we denote by $L_{2,i}(x_1, \ldots, x_n)$ and, similarly, $X_{g_1(P_i[1])}$ is a Laurent polynomial that we denote by $L_{1,i}(x_1, \ldots, x_n)$.

It follows directly from the definition of a morphism of translation quivers that $g_1g_2kQ[1]$ is a local slice with quiver isomorphic to $Q$. Thus, denoting by $g_2(i)$ the image in $g_2kQ[1]$ of the point $P_i[1]$, we get

\[
X_{g_1g_2(P_i[1])} = L_{1,g_2(i)}(L_{2,1}(x_1, \ldots, x_n), \ldots, L_{2,n}(x_1, \ldots, x_n)).
\]

On the other hand, $g_2kQ[1]$ is also a local slice with quiver isomorphic to $Q$, therefore

\[
\phi(g_1)X_{g_2(P_i[1])} = L_{1,g_2(i)}(L_{2,1}(x_1, \ldots, x_n), \ldots, L_{2,n}(x_1, \ldots, x_n)),
\]

which completes the proof.

(c) We now prove that the kernel of $\phi$ equals $\text{Stab}(\Gamma_{tr})_0$. Assume that $g, g' \in \text{Aut} \Gamma_{tr}$ are such that $\phi(g) = \phi(g')$. By definition of $\phi$, this means that $g(P_i[1]) = g'(P_i[1])$ for every $i$. \hfill \Box
Thus, $g$ and $g'$ coincide on the initial slice. Therefore, $g(M) = g'(M)$ for every indecomposable object $M$ of $C_Q$, that is, $g^{-1}g' \in \text{Stab}(\Gamma_{tr})$.

(d) To show that $\phi$ is surjective, let $f \in \text{Aut}^+A$, where $A = A(x, Q)$. Then $Q(f(x)) \cong Q$. Let $M_i$ be an object in $\text{ind}C_Q$ such that $X_{M_i} = f(x_i) \in f(x)$ with $1 \leq i \leq n$. Owing to the isomorphism $Q \cong Q(f(x))$, the objects $M_i$ form a local slice in the category $C_Q$ and, in particular, $M_i$ lies in the transjective component of $C_Q$. The correspondence $P_i[1] \mapsto M_i$ extends to an automorphism $g$ of $\Gamma_{tr}$ (actually to an automorphism of $C_Q$) and we get $\phi(g)(x_i) = X_{g(P_i[1])} = X_{M_i} = f(x_i)$ for each $i$. Therefore, $\phi(g) = f$.

Remark 3.9. There is always a distinguished automorphism of the transjective component, induced by the Auslander–Reiten translation $\tau$. If $Q$ is a Dynkin quiver, then $\tau$ is periodic, so this automorphism is of finite order. If $Q$ is a representation-infinite quiver, then it is of infinite order and $\mathbb{Z}$ is a subgroup of $\text{Aut}^+A$.

Lemma 3.10. Let $A$ be a cluster algebra with a seed $(x, Q)$ such that $Q$ is a tree. Then there exists an anti-automorphism $\sigma$ of $\Gamma_{tr}$ given by a reflection with respect to a vertical axis. Moreover, we have $\sigma^2 = 1$ and $\sigma \tau^m \sigma = \tau^{-m}$ for any $m \in \mathbb{Z}$, where $\tau$ stands for the Auslander–Reiten translation on $\Gamma_{tr}$.

Proof. We may assume without loss of generality that the quiver $Q$ of the initial seed is a tree. Let $M$ be an arbitrary point in a transjective component $\Gamma$ of $\Gamma(D^b(\text{mod}kQ))$. We recall that $\Gamma \cong \mathbb{Z}Q$ and we assume fixed a polarization of $\Gamma$ (see [5, p. 131]). We define a reflection $\sigma_D$ ‘along the vertical axis passing through $M$’ in the following way.

There exists a unique slice $\Sigma^+$ in $\Gamma$ having $M$ as its unique source. This slice is the full subquiver of $\Gamma$ consisting of all the points $N$ in $\Gamma$ such that there exists a path from $M$ to $N$ and every such path is sectional. Dually, one constructs the unique slice $\Sigma^-$ in $\Gamma$ having $M$ as its unique sink. Now there exists an obvious bijection between the sets of points of $\Sigma^+$ and $\Sigma^-$, mapping each point of $\Sigma^+$ to the unique point in $\Sigma^-$ lying in the same $\tau$-orbit. Since $Q$ is a tree, the very definition of $\mathbb{Z}Q$ implies that this bijection first extends to an anti-isomorphism between $\Sigma^+$ and $\Sigma^-$ and then to an anti-automorphism $\sigma_D$ of $\Gamma$.

Because $\sigma_D$ is clearly compatible with the functor $\tau^{-1}[1]$, it induces an anti-automorphism $\sigma$ of the transjective component $\Gamma_{tr}$ of $\Gamma(C_Q)$. Finally, the asserted relations for $\sigma$ and $\tau$ follow easily.

Theorem 3.11. If $A$ is a cluster algebra with a seed $(x, Q)$ such that $Q$ is a tree, then the group of cluster automorphisms is the semidirect product $\text{Aut}A = \text{Aut}^+A \rtimes \mathbb{Z}_2$. This product is not direct.

Proof. The anti-automorphism $\sigma$ given by Lemma 3.10 induces a cluster automorphism $f_\sigma \in \text{Aut}A \setminus \text{Aut}^+A$ of order 2, and, therefore, Corollary 2.12 implies that $\text{Aut}A = \text{Aut}^+A \rtimes \mathbb{Z}_2$. This product is not direct because $f_\sigma$ does not commute with $\tau$.

Corollary 3.12. Let $A$ be a cluster algebra of Dynkin or euclidean type. Then $\text{Aut}A = \text{Aut}^+A \rtimes \mathbb{Z}_2$.

Proof. The only case that is not a tree is the euclidean type $\tilde{A}$, and, for this case, the result follows from Corollary 2.18 and Example 2.19.
3.3. Computing the automorphism groups for quivers of types $A, D, E, \tilde{A}, \tilde{D}, \tilde{E}$

Using Theorems 3.8 and 3.11, we are able to compute the cluster automorphism groups for the cluster algebras of Dynkin and euclidean types explicitly by computing the automorphism groups of the corresponding transjective component $\Gamma_{tr}$ of the cluster category. This computation is straightforward and is done by using the fact that under such an automorphism, the local structure of the quiver is preserved. We refer the reader to [22] for a similar calculation. The results are collected in Table 1. As an example, we discuss the case of the quiver $\tilde{D}_n$ in more detail.

In the case of $\tilde{A}_{p,q}$, the automorphisms $r_1$ and $r_2$ are defined as follows. Let $\Sigma^+$, as in the proof of Lemma 3.10, be the unique slice in the transjective component having $M$ as its only source. Let $\omega$ denote the unique path of length $p$ from $M$ to the only sink in $\Sigma^+$. The automorphism $r_1$ is defined as follows. We send $M$ to the target $N$ of the only arrow on $\omega$ with source $M$, and send $\Sigma^+$ isomorphically to the unique slice having $N$ as its only source. This map extends to an automorphism $r_1$ of the transjective component. We define $r_2$ similarly, using the path of length $q$ from $M$ to the sink of $\Sigma^+$. Note that $\tau^{-1} = r_1 r_2$.

**Example 3.13.** Consider a cluster algebra $\mathcal{A} = A(x, Q)$, where $Q$ is the following euclidean quiver of type $\tilde{D}_{n-1}$ with $n \neq 5$ (the number of points is $n$).

```
\begin{center}
\begin{tikzpicture}
\node (1) at (0,0) {$1$};
\node (2) at (1,-1) {$2$};
\node (3) at (2,0) {$3$};
\node (4) at (3,0) {$4$};
\node (5) at (4,0) {$\cdots$};
\node (6) at (5,0) {$n-3$};
\node (7) at (6,0) {$n-2$};
\node (8) at (7,0) {$n$};
\node (9) at (8,0) {$n-1$};
\draw[->] (1) -- (2);
\draw[->] (2) -- (3);
\draw[->] (3) -- (4);
\draw[->] (4) -- (5);
\draw[->] (5) -- (6);
\draw[->] (6) -- (7);
\draw[->] (7) -- (8);
\draw[->] (8) -- (9);
\end{tikzpicture}
\end{center}
```
The transjective component $\Gamma_{tr}$ is represented by the infinite translation quiver $\mathbb{Z}Q$; an example with $n = 8$ is given in Figure 2. Recall that automorphisms of a translation quiver are by definition the quiver automorphisms commuting with the translation $\tau$. Besides $\tau$, we introduce three more generators of the automorphism group.

Let $\rho_1$ denote the automorphism that interchanges the corresponding points in the $\tau$-orbits of 1 and 2 in $\Gamma_{tr}$ and fixes all other points. Let $\rho_n$ denote the automorphism that interchanges the corresponding points in the $\tau$-orbits of $n - 1$ and $n$ in $\Gamma_{tr}$ and fixes all other points. Finally, let $\sigma$ be the automorphism given by the translation of the plane that sends the point $n$ to the point 1 followed by the reflection with respect to the horizontal line through the point 1; we have indicated the action of $\sigma$ on the points 1, 2, $\ldots$, 6 in Figure 2, and $\sigma 8 = 1$ and $\sigma 7 = 2$.

Since, for every point of the quiver $kQ$, the number of incoming and outgoing arrows is preserved under a quiver automorphism, one sees that every automorphism of $kQ$ can be expressed as a combination of $\tau, \rho_1, \rho_n$ and $\sigma$.

We note the following relations between these generators:

(i) the translation $\tau$ commutes with all automorphisms and is of infinite order;
(ii) $\rho_1$ and $\rho_n$ are of order 2 and commute with each other;
(iii) $\sigma^2 = \tau^{n-3}$;
(iv) $\rho_1 \sigma = \sigma \rho_n$ and $\sigma \rho_1 = \rho_n \sigma$.

Thus, we get a presentation of the group of automorphisms of $\Gamma_{tr}$ as

$$G = \left\langle \tau, \sigma, \rho_1, \rho_n \left| \begin{array}{l}
\rho_1^2 = 1, \tau \rho_1 = \rho_1 \tau (i = 1, n) \\
\tau \sigma = \sigma \tau, \sigma^2 = \tau^{n-3} \\
\rho_1 \sigma = \sigma \rho_n, \sigma \rho_1 = \rho_n \sigma
\end{array} \right. \right\rangle.$$  \hfill (3.1)

4. Cluster algebras from surfaces

Following [14], we describe the construction of cluster algebras from surfaces.

Let $S$ be an oriented Riemann surface with or without boundary, and let $M \subset S$ be a finite set of marked points such that $M$ contains at least one point of every connected component of the boundary. If the boundary is empty, then the surface is said to be closed. Points in $M$ that are in the interior of $S$ are called punctures. We call the pair $(S, M)$ simply a surface.

For technical reasons, we require that $(S, M)$ not be a sphere with one, two or three punctures; a disc with one, two or three marked points on the boundary; or a punctured
Table 2. Examples of surfaces; \( g \) is the genus, \( b \) the number of boundary components, \( p \) the number of punctures, \( c \) the number of marked points on the boundary and \( n \) the rank of the cluster algebra.

| \( g \) | \( b \) | \( c \) | \( p \) | Surface | Type |
|---|---|---|---|---|---|
| 0 | 1 | \( n + 3 \) | 0 | Polygon | \( \mathbb{A}_n \) |
| 0 | 1 | \( n \) | 1 | Once punctured polygon | \( \mathbb{D}_n \) |
| 0 | 1 | \( n - 3 \) | 2 | Twice punctured polygon | \( \mathbb{D}_{n-1} \) |
| 0 | 2 | \( n \) | 0 | Annulus | \( \mathbb{A}_{n-1} \) |
| 0 | 2 | \( n - 3 \) | 1 | Punctured annulus | Not acyclic |
| 0 | 0 | 0 | 4 | Sphere with four punctures | Not acyclic |
| 1 | 0 | 0 | 1 | Punctured torus | Not acyclic |
| 3 | 0 | \( n - 3 \) | 0 | Pair of pants | Not acyclic |

Figure 3. Two ideal triangulations of a punctured annulus related by a flip of the arc 6. The triangulation on the right-hand side has a self-folded triangle.

4.1. Arcs and triangulations

Definition 2. An arc \( \gamma \) in \( (S, M) \) is the isotopy class of a curve in \( S \) such that

(a) the endpoints of the curve are in \( M \);
(b) the curve does not cross itself, except that its endpoints may coincide;
(c) except for the endpoints, the curve is disjoint from \( M \) and from the boundary of \( S \);
(d) the curve does not cut out an unpunctured monogon or an unpunctured bigon.

For any two arcs \( \gamma, \gamma' \) in \( S \), let \( e(\gamma, \gamma') \) be the minimal number of crossings of curves \( \alpha \) and \( \alpha' \), where \( \alpha \) and \( \alpha' \) range over all curves in the isotopy classes \( \gamma \) and \( \gamma' \), respectively. We say that two arcs \( \gamma \) and \( \gamma' \) are compatible if \( e(\gamma, \gamma') = 0 \).

An ideal triangulation is a maximal collection of pairwise compatible arcs. The arcs of an ideal triangulation cut the surface into ideal triangles.

Examples of ideal triangulations are given in Figure 3. There are two types of ideal triangles: triangles that have three distinct sides and triangles that have only two. The latter are called self-folded triangles. For example, the triangle formed by the arcs 6 and 1 on the right-hand disc with one marked point on the boundary. Some simple examples of surfaces are given in Table 2.
side of Figure 3 is self-folded. In a self-folded triangle, the arc incident to the puncture is called \textit{radius} and the other arc is called \textit{loop}.

Ideal triangulations are connected to each other by sequences of \textit{flips}. Each flip replaces a single arc $\gamma$ in a triangulation $T$ by the (unique) arc $\gamma' \neq \gamma$ that, together with the remaining arcs in $T$, forms a new ideal triangulation.

Note that an arc $\gamma$ that is the radius inside a self-folded triangle in $T$ cannot be flipped.

In [14], the authors associated a cluster algebra to any bordered surface with marked points. Roughly speaking, the cluster variables correspond to arcs, the clusters to triangulations and the mutations to flips. However, because arcs inside self-folded triangles cannot be flipped, the authors were led to introduce the slightly more general notion of \textit{tagged arcs}. They showed that ordinary arcs can all be represented by tagged arcs and gave a notion of flip that applies to all tagged arcs.

A \textit{tagged arc} is obtained by taking an arc that does not cut out a once-punctured monogon and marking ('tagging') each of its ends in one of two ways, \textit{plain} or \textit{notched}, so that

(a) each end connecting to a marked point on the boundary of $S$ must be tagged plain;  
(b) if both ends of an arc connect to the same point, then they must be tagged in the same way.

**Definition 3.** Two tagged arcs $\alpha$ and $\beta$ are called \textit{compatible} if the arcs $\alpha^0$ and $\beta^0$ obtained from $\alpha$ and $\beta$ by forgetting the taggings are compatible and

(a) if $\alpha^0 = \beta^0$, then at least one end of $\alpha$ must be tagged in the same way as the corresponding end of $\beta$;  
(b) if $\alpha^0 \neq \beta^0$ but they share an endpoint $a$, then the ends of $\alpha$ and $\beta$ connecting to $a$ must be tagged in the same way.

One can represent an ordinary arc $\beta$ by a tagged arc $\iota(\beta)$ as follows. If $\beta$ does not cut out a once-punctured monogon, then $\iota(\beta)$ is simply $\beta$ with both ends tagged plain. Otherwise, $\beta$ is a loop based at some marked point $a$ and cutting out a punctured monogon with the sole puncture $b$ inside it. Let $\alpha$ be the unique arc connecting $a$ and $b$ and compatible with $\beta$. Then $\iota(\beta)$ is obtained by tagging $\alpha$ plain at $a$ and notched at $b$. Figure 4 shows the tagged triangulation corresponding to the triangulation on the right-hand side of Figure 3. The notching is indicated by a bow tie.
A maximal collection of pairwise compatible tagged arcs is called a tagged triangulation.

We are now ready to define the cluster algebra associated to the surface. For that purpose, we choose an ideal triangulation $T$ and then define a quiver $Q_T$ without loops or 2-cycles, or, equivalently, a skew-symmetric integer matrix $B_T$. Let $\tau_1, \tau_2, \ldots, \tau_n$ be the $n$ arcs of $T$. For any triangle $\Delta$ in $T$ that is not self-folded, we define a matrix $B^\Delta = (b^\Delta_{ij})_{1 \leq i \leq n, 1 \leq j \leq n}$ as follows:

1. $b^\Delta_{ij} = 1$ and $b^\Delta_{ji} = -1$ in each of the following cases:
   - (a) $\tau_i$ and $\tau_j$ are sides of $\Delta$ with $\tau_j$ following $\tau_i$ in the clockwise order;
   - (b) $\tau_j$ is a radius in a self-folded triangle enclosed by a loop $\tau_\ell$, and $\tau_i$ and $\tau_\ell$ are sides of $\Delta$ with $\tau_\ell$ following $\tau_i$ in the clockwise order;
   - (c) $\tau_i$ is a radius in a self-folded triangle enclosed by a loop $\tau_\ell$, and $\tau_\ell$ and $\tau_j$ are sides of $\Delta$ with $\tau_j$ following $\tau_\ell$ in the clockwise order;

2. $b^\Delta_{ij} = 0$ otherwise.

Then define the matrix $B_T = (b_{ij})_{1 \leq i \leq n, 1 \leq j \leq n}$ by $b_{ij} = \sum_{\Delta} b^\Delta_{ij}$, where the sum is taken over all triangles in $T$ that are not self-folded.

Note that $B_T$ is skew-symmetric and each entry $b_{ij}$ is either 0, ±1 or ±2, since every arc $\tau$ is in at most two triangles. We associate a quiver $Q_T$ to the matrix $B_T$ as follows. The points of $Q_T$ are labelled by 1, 2, ..., $n$, and the number of arrows from $i$ to $j$ equals $b_{ij}$, with the convention that if $b_{ij}$ is a negative number, then having $b_{ij}$ arrows from $i$ to $j$ means having $|b_{ij}|$ arrows from $j$ to $i$. For example, the quiver corresponding to the triangulation on the right of Figure 3 is

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
6 & 5 & & \\
\end{array}
\]

Since the matrix $B_T$ is skew-symmetric, it follows that $Q_T$ has no oriented cycles of length at most 2.

The cluster algebra $A = A(\mathbf{x}, Q_T)$ given by the quiver $Q_T$ is said to be the cluster algebra (with trivial coefficients) associated to the surface $(S, M)$.

Remark 4.1. It has been shown in [14] that if the surface $(S, M)$ is not a closed surface with exactly one puncture, then there is a bijection between tagged arcs in $(S, M)$ and cluster variables in the cluster algebra, such that compatible tagged arcs correspond to compatible cluster variables, and tagged triangulations correspond to clusters. The mutations in the cluster algebra are given by the flips in the tagged triangulations.

If $(S, M)$ is a closed surface with exactly one puncture, for example, a once punctured torus, then there is a bijection between arcs (not tagged arcs) and cluster variables. The reason for this is that a flip cannot change the tagging at the endpoint of a given arc because all arcs are incident to the unique puncture, thus changing the tagging on one of the arcs would not be compatible with the others.

This fact will be important when we consider the cluster automorphisms induced by a change of taggings; see Lemma 4.9 and Theorem 4.11.

4.2. Mapping class groups

In this section, we give the definitions and some basic properties of mapping class groups. For further details we refer the reader to [12].
Let $\text{Homeo}^+(S)$ be the group of orientation-preserving homeomorphisms from $S$ to $S$ and let $\text{Homeo}^+(S, \partial S)$ be the subgroup of all $f \in \text{Homeo}^+(S)$ such that the restriction $f|_{\partial S}$ of $f$ to the boundary is equal to the identity $1_{\partial S}$.

Two homeomorphisms $f, g$ of $S$ are isotopic if there is a continuous function $H : S \times [0, 1] \rightarrow S$ such that $H(x, 0) = f$ and $H(x, 1) = g$ and such that, for each $t \in [0, 1]$, the map $H(x, t) : S \rightarrow S$ is a homeomorphism.

Let $\text{Homeo}_0(S, \partial S)$ be the subgroup of all $f \in \text{Homeo}^+(S, \partial S)$ that are isotopic to the identity $1_S$ via an isotopy $H$ fixing $\partial S$ pointwise; thus $H(x, t) = x$ for all $x \in \partial S$ and $t \in [0, 1]$.

The mapping class group $\text{Mod} S$ of the surface $S$ is defined as the quotient group

$$\text{Mod} S = \text{Homeo}^+(S, \partial S)/\text{Homeo}_0(S, \partial S).$$

We now define the mapping class group of the surface with marked points $(S, M)$ in a similar way. Let $\text{Homeo}^+(S, M)$ be the group of orientation-preserving homeomorphisms from $S$ to $S$ that map $M$ to $M$. Note that we do not require that the points in $M$ be fixed; neither that the points on the boundary of $S$ be fixed, nor that each boundary component be mapped to itself. However, if a boundary component $C_1$ is mapped to another component $C_2$, then the two components must have the same number of marked points. We say that a homeomorphism $f$ is isotopic to the identity relative to $M$, if $f$ is isotopic to the identity via an isotopy $H$ that fixes $M$ pointwise; thus $H(x, t) = x$ for all $x \in M$ and $t \in [0, 1]$. Let $\text{Homeo}_0(S, M)$ be the subgroup of all $f \in \text{Homeo}^+(S, M)$ that are isotopic to the identity relative to $M$.

We define the mapping class group $\mathcal{MG}(S, M)$ of the surface $(S, M)$ to be the quotient

$$\mathcal{MG}(S, M) = \text{Homeo}^+(S, M)/\text{Homeo}_0(S, M).$$

The two mapping class groups are related as follows.

**Lemma 4.2.** The group $\text{Mod} S$ is isomorphic to a subgroup of $\mathcal{MG}(S, M)$.

**Proof.** Clearly, $\text{Homeo}_0(S, \partial S)$ is a subgroup of $\text{Homeo}_0(S, M)$, and thus there is a map from $\text{Mod} S$ to $\mathcal{MG}(S, M)$ sending the class of a homeomorphism $f$ in $\text{Mod} S$ to its class in $\mathcal{MG}(S, M)$. This map is an injective group homomorphism. \qed

Next we review Dehn twists. If $S$ is an annulus, then we can parametrize $S$ as $S^1 \times [0, 1]$, where $S^1$ denotes the circle of radius 1, such that the two boundary components of $S$ are $S^1 \times \{0\}$ and $S^1 \times \{1\}$. Then the map $T : S^1 \times [0, 1] \rightarrow S^1 \times [0, 1], (\theta, t) \mapsto (\theta + 2\pi t, t)$ is an orientation-preserving homeomorphism that fixes both boundary components of $S$ pointwise. The map $T$ is called a Dehn twist on $S$. Thus, $T \in \text{Homeo}^+(S, \partial S)$, and since $T$ is not isotopic to the identity relative to $\partial S$, the class of $T$ in $\text{Mod} S$ is nonzero. It is clear that the class of $T$ has infinite order in $\text{Mod} S$, and hence it generates an infinite cyclic subgroup of $\text{Mod} S$.

Since $S$ is an annulus, one can show that the class of $T$ actually generates the whole group $\text{Mod} S$. One can think of this Dehn twist as cutting the annulus along the equator $S^1 \times \{1/2\}$, performing a full rotation of one end (keeping the boundary fixed) and gluing the two pieces back together; see Figure 5.

Now suppose that $S$ is any Riemann surface, and that $c$ is a closed simple curve in $S$. Then one can define a Dehn twist about $c$ in $S$ by performing the Dehn twist $T$ on a regular neighbourhood $N$ of $c$ in $S$ which is homeomorphic to an annulus; see Figure 6.

**Remark 4.3.** If the surface $S$ has genus at least 1 or if $S$ has genus 2 and at least two boundary components, then there exists a Dehn twist that generates an infinite cyclic subgroup of $\text{Mod} S$. 
Remark 4.4. We list the mapping class groups of some Riemann surfaces:

| S                | Disc | Annulus | Punctured disc | Torus          |
|------------------|------|---------|----------------|----------------|
| $\text{Mod}(S)$  | 0    | $\mathbb{Z}$ | 0             | $\text{SL}(2, \mathbb{Z})$ |

| S                | Sphere with three punctures | Disc with $p$ punctures |
|------------------|-----------------------------|-------------------------|
| $\text{Mod}(S)$  | $S_3$                       | $B_p$                   |

where $S_3$ denotes the symmetric group on three letters and $B_p$ the braid group on $p$ strands.

In general, mapping class groups are very difficult to compute and known only for a few cases.

4.3. Marked mapping class group

In order to describe the cluster automorphism group of a cluster algebra corresponding to a marked surface $(S, M)$, we need a group that contains the mapping class group $\mathcal{M}G(S, M)$.
from the previous subsection, but also contains automorphisms that change the taggings at the punctures. We call this group the marked mapping class group.

**Definition 4.** A marked mapping class \((\bar{f}, P)\) is an element \(\bar{f} \in \mathcal{MG}(S, M)\) together with a subset \(P\) of the set of punctures of \((S, M)\).

If the set \(P\) consists of a single element \(z\), then we write \((\bar{f}, z)\) instead of \((\bar{f}, \{z\})\) for the marked mapping class.

A marked mapping class acts on the set of arcs of the surface by applying the homeomorphism \(f\) and changing the tagging at each puncture in the set \(P\). We can define a product on the set of marked mapping classes by

\[(\bar{f}_1, P_1)(\bar{f}_2, P_2) = (\bar{f}_1\bar{f}_2, P_1 \ominus \bar{f}_1(P_2)),\]

where \(\ominus\) denotes the symmetric difference \(A \ominus B = (A \cup B) \setminus (A \cap B)\).

**Lemma 4.5.** The set of marked mapping classes forms a group under the product above.

**Proof.** Associativity follows from the associativity of the symmetric difference, the identity is given by \((1, \emptyset)\), where 1 denotes the identity of \(\mathcal{MG}(S, M)\), and inverses are given by \((\bar{f}, P)^{-1} = (\bar{f}^{-1}, f^{-1}(P))\). □

**Definition 5.** The marked mapping class group \(\mathcal{MG}_\infty(S, M)\) of the surface \((S, M)\) is the group of all marked mapping classes of \((S, M)\).

We can also define \(\mathcal{MG}_\infty(S, M)\) as a semidirect product as follows. Let \(\{z_1, \ldots, z_p\}\) be the set of punctures and let \(Z\) be the group of power sets of \(\{z_1, \ldots, z_p\}\) with respect to the group operation \(\ominus\). Note that \(Z \cong \mathbb{Z}_2^p\). For each \(\bar{f} \in \mathcal{MG}(S, M)\) the homeomorphism \(f\) induces an automorphism of \(Z\). This defines an action of \(\mathcal{MG}(S, M)\) on \(Z\).

**Lemma 4.6.** The group \(\mathcal{MG}_\infty(S, M)\) is isomorphic to the semidirect product \(Z \rtimes \mathcal{MG}(S, M)\) with respect to the above action.

**Proof.** The product in \(Z \rtimes \mathcal{MG}(S, M)\) is defined as

\[(\bar{f}_1, P_1)(\bar{f}_2, P_2) = (\bar{f}_1\bar{f}_2, P_1 \ominus f_1(P_2)),\]

which proves the statement. □

**Remark 4.7.** If the surface has precisely one puncture, then, for each \(\bar{f} \in \mathcal{MG}(S, M)\), the homeomorphism \(f\) must fix the puncture, hence the action of \(\mathcal{MG}(S, M)\) on \(Z\) is trivial, whence \(\mathcal{MG}_\infty(S, M)\) is the direct product \(Z \times \mathcal{MG}(S, M)\).

**Corollary 4.8.** (1) \(\mathcal{MG}(S, M)\) is a subgroup of \(\mathcal{MG}_\infty(S, M)\);
(2) \(Z\) is a normal subgroup of \(\mathcal{MG}_\infty(S, M)\);
(3) \(\mathcal{MG}_\infty(S, M)\) is generated by the elements \((\bar{f}, z)\) where \(\bar{f}\) runs over all elements of \(\mathcal{MG}(S, M)\) and \(z\) runs over all punctures.
Figure 7. Change of tagging at $z$.

(4) $(1, z)(1, z) = (1, \emptyset)$, more generally $(1, P)^m = (1, \emptyset)$ if $m$ is even, and $(1, P)^m = (1, P)$ if $m$ is odd;
(5) if $z, z'$ are two punctures such that $f$ maps $z$ to $z'$, then 
$$(1, z') (\bar{f}, \emptyset) = (\bar{f}, \emptyset) (1, z).$$

Proof. Conditions (1)–(3) are direct consequences of Lemma 4.6, and (4) and (5) are easy computations.

4.4. Mapping class group and cluster automorphism group

We now show that the group of cluster automorphisms has a subgroup isomorphic to $\mathcal{M}_G\subset\mathcal{M}(S, M)$. The change of tagging induces a cluster automorphism that is described in the following lemma.

Let $z$ be a puncture in $(S, M)$ and $\alpha$ be any arc. We denote by $\alpha_z$ the arc that is isotopic to $\alpha$ and has the opposite tagging at each endpoint that is equal to $z$. Essentially, there are three different cases that are illustrated in Figure 7, namely $\alpha$ can have one endpoint, both endpoints or no endpoint equal to $z$.

Lemma 4.9. Assume that $(S, M)$ is not a closed surface with exactly one puncture, and assume that $T$ is a triangulation of $(S, M)$. Then, for every puncture $z$ of $(S, M)$, the automorphism $\psi_z : A \to A$ defined by $\psi_z(x_\tau) = x_{\tau_z}$ for every arc $\tau \in T$, where $x_\tau$ is the cluster variable corresponding to $\tau$, and extended to the other cluster variables by the algebra homomorphism properties, is a cluster automorphism in $\text{Aut}^+ A$.

Proof. The cluster algebra $A$ has an initial seed $(x_T, B_T)$ associated to the triangulation $T$. As noted in [14, Definition 9.2], the compatibility of tagged arcs is invariant with respect to a simultaneous change of all tags at a given puncture, therefore the set $T' = \{\tau_1^+, \ldots, \tau_n^+\}$ also is a triangulation, and hence it defines another seed $(x_{T'}, B_{T'})$ of $A$, where
$$B_{T'} = (b_{\tau^+_i \tau^+_j})_{ij} = t(b_{\tau_i \tau_j})_{ij} = B_T.$$ The automorphism $\psi_z$ sends the seed $(x_T, B_T)$ to the seed $(x_{T'}, B_{T'})$, which shows (CA1). Moreover, since $B_{T'} = B_T$, the quivers corresponding to these two matrices are equal. By Lemma 2.3, $\psi_z \in \text{Aut}^+ A$. □
Remark 4.10. In the case of a closed surface with exactly one puncture, $\psi_z$ is not defined. Indeed, in this case all arcs of a triangulation start and end at the puncture and thus must be tagged in the same way. Therefore, flips do not change the tagging.

Theorem 4.11. Let $(S, M)$ be a surface with $p$ punctures. Then $\mathcal{MG}(S, M)$ is isomorphic to a subgroup of $\text{Aut}^+\mathcal{A}$. If moreover $p \geq 2$, or if $\partial S \neq \emptyset$, then $\mathcal{MG}_\infty(S, M)$ is isomorphic to a subgroup of $\text{Aut}^+\mathcal{A}$.

Proof. We start by showing that $\mathcal{MG}(S, M)$ is isomorphic to a subgroup of $\text{Aut}^+\mathcal{A}$. Fix a triangulation $T$ and let $x_T$ be the corresponding cluster. Denote the elements of $T$ by $\tau_1, \ldots, \tau_n$ and those of $x_T$ by $x_{\tau_1}, \ldots, x_{\tau_n}$. Then $\{x_{\tau_1}, \ldots, x_{\tau_n}\}$ is a transcendence basis of the ambient field $F$ of the cluster algebra.

For any element $f \in \text{Homeo}^+(S, M)$, let $\bar{f} \in \mathcal{MG}(S, M)$ denote its class in the mapping class group. Define a map $\phi: \mathcal{MG}(S, M) \to \text{Aut}^+\mathcal{A}$ by letting $\phi(\bar{f})$ be the map from $\mathcal{A}$ to $\mathcal{A}$ defined on the basis by $\phi(\bar{f})(x_{\tau_i}) = x_{f(\tau_i)}$ and extended to $\mathcal{A}$ by the algebra homomorphism properties. We show that $\phi$ is an injective group homomorphism.

To show that the definition of $\phi$ does not depend on the choice of the representative $f$, assume that $f$ is isotopic to the identity relative to $M$. Then $f(\tau_i)$ is isotopic to $\tau_i$ relative to $M$, and thus, $f(\tau_i)$ and $\tau_i$ represent the same arc. It follows that $\phi$ does not depend on the choice of $f$.

Next we show that $\phi(\bar{f})$ is a cluster automorphism. Since $f$ is a homeomorphism, any two arcs $\alpha, \beta$ in $(S, M)$ that are compatible have compatible images $f(\alpha), f(\beta)$ in $(S, M)$. Therefore, any triangulation of $(S, M)$ is mapped under $f$ to a triangulation of $(S, M)$. Thus, $\phi(f)$ maps clusters to clusters. By Corollary 2.7, $\phi(f)$ is a cluster automorphism. Moreover, since $f$ is an orientation-preserving homeomorphism, we have $\phi(\bar{f}) \in \text{Aut}^+\mathcal{A}$, and this shows that $\phi$ is well-defined.

Now we show that the definition of $\phi$ does not depend on the choice of the triangulation $T$. That is, let us show that for any arc $\alpha$ in $(S, M)$,

$$x_{f(\alpha)} = \phi(\bar{f})(x_{\alpha}). \quad (4.1)$$

Indeed, let $\alpha$ be an arc in $(S, M)$. Then there is a sequence of flips $\mu_T$ such that $\mu_T \tau = \alpha$ for some $\tau \in T$. Let $\tilde{\mu}$ denote the corresponding sequence of mutations in $\mathcal{A}$. Then $x_{f(\alpha)} = x_{f(\mu_T \tau)} = x_{\mu_T(x_{\tau})}$, where the last identity holds because $f$ commutes with flips. Since flips correspond to mutations, we get $x_{f(\alpha)} = \tilde{\mu}_\phi(f)(x_{\tau})$, which by definition of $\phi(f)$ is equal to $\tilde{\mu}_\phi(f)(x_{\tau})$. Now, using the fact that $\phi(f)$ is a cluster automorphism, we get $x_{f(\alpha)} = \phi(f)(x_{\tau})$, which is equal to $\phi(f)(x_{f(\tau)}) = \phi(f)(x_{\alpha})$, because flips correspond to mutations.

To show that $\phi$ is a group homomorphism, let $f, g \in \mathcal{MG}(S, M)$; then, for any arc $\alpha$,

$$\phi(\bar{f} \circ \bar{g})(x_{\alpha}) = x_{f \circ g(\alpha)} = \phi(\bar{f})(x_{g(\alpha)}) = \phi(f)(x_{\alpha}).$$

Finally, we show that $\phi$ is injective. Let $\bar{f} \in \text{Ker} \phi$. Then $\phi(\bar{f}) = 1_{\mathcal{A}}$ and, for any arc $\alpha$ in $(S, M)$, we have $x_{\alpha} = \phi(f)(x_{\alpha}) = x_{f(\alpha)}$, where the last identity holds by equation (4.1). Thus, $f(\alpha)$ is isotopic to $\alpha$ for every arc $\alpha$ in $(S, M)$, and in particular $f$ fixes each point in $M$. Thus, for every triangle $\Delta$, $f$ fixes the points of $\Delta$ and maps the arcs of $\Delta$ to isotopic arcs. Therefore, $f$ is isotopic to the identity on each triangle, and hence on the whole surface. This shows that $f$ is zero in $\mathcal{MG}(S, M)$, and hence $\phi$ is injective. This shows that $\mathcal{MG}(S, M)$ is isomorphic to a subgroup of $\text{Aut}^+\mathcal{A}$.

Now suppose $p \geq 2$ or $\partial S \neq \emptyset$. For any puncture $z$ let $\psi_z$ be the cluster automorphism of Lemma 4.9. Define a map $\chi: \mathcal{MG}_\infty(S, M) \to \text{Aut}^+\mathcal{A}$ by $\chi(f, P) = (\prod_{z \in P} \psi_z) \phi(f)$. In order
to show that $\chi$ is a group homomorphism, we compute
\[
\chi((\bar{f}_1, P_1)(\bar{f}_2, P_2)) = \left( \prod_{z \in P_1 \cap f_1(P_2)} \psi_z \right) \phi(\bar{f}_1 \bar{f}_2),
\]
(4.2)
and on the other hand
\[
\chi(\bar{f}_1, P_1) \chi(\bar{f}_1, P_1) = \left( \prod_{z \in P_1} \psi_z \right) \phi(\bar{f}_1) \left( \prod_{z \in f_1(P_2)} \psi_z \right) \phi(\bar{f}_2),
\]
(4.3)
where the last identity follows from the equation $\phi(\bar{f}) \psi_z = \psi_{f(z)} \phi(\bar{f})$. The equality of the expressions in equations (4.2) and (4.3) now follows because $\phi$ is a homomorphism and because $\psi_2^2 = 1$. This shows that $\chi$ is a homomorphism. To show that $\chi$ is injective, suppose that $\chi(\bar{f}, P) = 1$. Thus, $\chi$ is injective.

The theorem does not describe the whole group $\text{Aut}^+ A$ but only a subgroup, and it is not true in general that $\text{Aut}^+ A = \text{MG} \triangledown \Delta (S, M)$. However, the only cases we know where this equality does not hold are the surfaces corresponding to the acyclic types $D_4$ and $\tilde{D}_4$. These two types correspond to star-shaped quivers with three and four branches that have $S_3$-symmetry and $S_4$-symmetry, respectively. However, the corresponding surfaces do not have such symmetries. We conjecture that these are the only exceptions, since we know no other surface that gives rise to a quiver having an $S_\ell$-symmetry, with $\ell > 2$.

**Conjecture 1.** Let $(S, M)$ be any surface different from the disc with exactly one puncture and four marked points on the boundary or the disc with exactly two punctures and two marked points on the boundary.

(i) If $(S, M)$ is not a closed surface with exactly one puncture, then $\text{Aut}^+ A = \text{MG} \triangledown \Delta (S, M)$.

(ii) If $(S, M)$ is a closed surface with exactly one puncture, then $\text{Aut}^+ A = \text{MG} (S, M)$.

We can prove this conjecture using the results from Subsection 3.3 in the cases where the cluster algebra from the surface is of acyclic type.

**Theorem 4.12.** Let $(S, M)$ be a disc or an annulus without punctures. Then $\text{Aut}^+ A = \text{MG} (S, M) = \text{MG} \triangledown \Delta (S, M)$.

**Proof.** Since $(S, M)$ has no punctures, we have $\text{MG} (S, M) = \text{MG} \triangledown \Delta (S, M)$. Suppose first that $(S, M)$ is a disc, and let the number of marked points be $n + 3$. Then the cluster algebra is of Dynkin type $A_n$, and we know from Subsection 3.3 that $\text{Aut}^+ A \cong \mathbb{Z}_{n+3}$. Thus, we only need to show that $\text{MG} (S, M) \cong \mathbb{Z}_{n+3}$.

We may assume without loss of generality that the marked points are the points of a regular polygon, so that any rotation about the centre of the disc of angle $k2\pi/(n + 3)$, with $k \in \mathbb{Z}$,
maps $M$ to $M$. Each of these rotations is an orientation-preserving homeomorphism of $(S, M)$, and it is isotopic to the identity relative to $M$ if and only if it fixes each point in $M$. This shows that the rotations form a subgroup of $\mathcal{MG}(S, M)$ isomorphic to $\mathbb{Z}_{n+3}$.

Each element of $\mathcal{MG}(S, M)$ is determined by its values on $M$, because if two orientation-preserving homeomorphisms $f, g$ agree on $M$, then $fg^{-1}$ fixes $M$, and we may suppose without loss of generality that $fg^{-1} \in \text{Homeo}^+(S, \partial S)$. Since $\text{Mod}(S, M) = 0$, it follows that $fg^{-1} \in \text{Homeo}_0(S, \partial S)$, and therefore $fg^{-1} \in \text{Homeo}_0(S, M)$. Since each element of $\mathcal{MG}(S, M)$ maps the boundary to itself and preserves orientation, each element can be represented by a rotation. This shows that $\mathcal{MG}(S, M) \cong \mathbb{Z}_{n+3}$.

Now suppose that $(S, M)$ is an annulus, let $C_1, C_2$ be the two boundary components of $(S, M)$, and let $p$ be the number of marked points on $C_1$ and $q$ be the number of marked points on $C_2$. Then the cluster algebra is of euclidean type $\mathbb{A}_{p,q}$, and we know from Subsection 3.3 that

$$\text{Aut}^+ \mathbb{A} \cong \begin{cases} H_{p,q} & \text{if } p \neq q, \\ H_{p,p} \times \mathbb{Z}_2 & \text{if } p = q, \end{cases}$$

where $H_{p,q} = \langle r_1, r_2 \mid r_1 r_2 = r_2 r_1, r_1^p = r_2^q \rangle$. As in the case of the disc above, the rotations of each boundary component form a subgroup of $\mathcal{MG}(S, M)$. Note however that these subgroups are infinite cyclic. We can choose two generators $r_1$ for the group given by rotating $C_1$ and $r_2$ for the group given by rotating $C_2$ such that $r_1^p$ and $r_2^q$ fix every point in $M$ and $r_1^p = r_2^q$. (Thus, $r_1, r_2$ are rotations in opposite directions.) Moreover, $r_1 r_2 = r_2 r_1$. This shows that $H_{p,q}$ is a subgroup of $\mathcal{MG}(S, M)$.

Note that $r_1^p$ and $r_2^q$ are Dehn twists of the annulus described in Subsection 4.2.

Suppose first that $p \neq q$. Then each element of $\mathcal{MG}(S, M)$ maps each boundary component to itself and, in particular, on each boundary component it is given by a rotation. Moreover, each element of $\mathcal{MG}(S, M)$ is determined by its values on $M$ up to composition with $r_1^p$, because if two elements $f, g$ agree on $M$, then $fg^{-1}$ fixes $M$, and hence, without loss of generality, $fg^{-1}$ fixes each point on the boundary. It follows that $fg^{-1} \in \text{Mod} S$ and therefore $fg^{-1}$ is a power of a Dehn twist by Remark 4.2, and hence a power of $r_1^p$. This shows that $\mathcal{MG}(S, M) \cong H_{p,q}$.

Now suppose that $p = q$. Then the elements of $\mathcal{MG}(S, M)$ may map one boundary component to the other. Exchanging the boundary components twice maps each boundary component to itself, and by the same argument as in the case $p \neq q$, we see that such an element is given by rotations. Thus, exchanging the boundary components corresponds to a subgroup of order 2, whence $\mathcal{MG}(S, M) \cong H_{p,p} \times \mathbb{Z}_2$, as required.

**Theorem 4.13.** Let $(S, M)$ be a disc with $p$ punctures with $p$ equal to 1 or 2, and suppose that the number of marked points on the boundary is at least 5 if $p = 1$ and at least 3 if $p = 2$. Then

$$\text{Aut}^+ \mathbb{A} = \mathcal{MG}_{\text{per}}(S, M).$$

**Proof.** Suppose first that $(S, M)$ is a disc with one puncture; let $n$ be the number of marked points on the boundary. By our assumption, we have $n > 4$. Then the cluster algebra is of type $\mathbb{D}_n$, and we know from Subsection 3.3 that $\text{Aut}^+ \mathbb{A} \cong \mathbb{Z}_n \times \mathbb{Z}_2$. On the other hand, the mapping class group of the once punctured disc is equal to the mapping class group of the unpunctured disc (see Remark 4.4), thus $\mathcal{MG}(S, M) \cong \mathbb{Z}_n$. Now it follows from Remark 4.7 that $\mathcal{MG}_{\text{per}}(S, M) \cong \mathbb{Z}_n \times \mathbb{Z}_2$, as required.

Suppose now that $(S, M)$ is a disc with two punctures, and let $n - 3$ be the number of marked points on the boundary. By our assumption we have $n > 5$. Then the cluster algebra
is of type $\tilde{D}_{n-1}$, and we know from Section 3 that $\text{Aut}^{+}\mathcal{A} \cong G$, where

$$G = \left\langle \tau, \sigma, \rho_1, \rho_n \left| \begin{array}{c} \rho_1^2 = 1, \tau \rho_i = \rho_i \tau \ (i = 1, n) \\ \tau \sigma = \sigma \tau, \ \sigma^2 = \tau^{n-3} \\ \rho_1 \sigma = \sigma \rho_1, \ \sigma \rho_n = \rho_n \sigma \end{array} \right. \right\rangle.$$

(4.4)

The mapping class group $\text{Mod} S$ of the disc with $p$ punctures (without any marked points on the boundary) is isomorphic to the braid group $B_p$ on $p$ strands (see Remark 4.4) and thus, in our situation, it is isomorphic to $B_2 \cong \mathbb{Z}$. Let $s$ be a generator of $B_2$. Then $s$ maps one puncture to the other and $s^2$ is isotopic to a rotation of the boundary by the angle $2\pi$ that fixes the punctures.

On the other hand, the elements of $\mathcal{M}G(S, M)$ which are induced by the rotations of the boundary (fixing the punctures) form an infinite cyclic group, and we can choose a generator $r$ such that $r^{n-3} = s^2$. Clearly $rs = sr$.

Up to composition with $r^{n-3}$ and $s$, any element of $\mathcal{M}G(S, M)$ is determined by its values on $M$, because if $f, g \in \mathcal{M}G(S, M)$ agree on $M$, then $fg^{-1}$ fixes each point in $M$, hence we can suppose without loss of generality that $fg^{-1}$ fixes each point on the boundary. Thus, since $\text{Mod} S$ is generated by $s$, it follows that $fg^{-1}$ is a power of $s$. This shows that $\mathcal{M}G(S, M) = \langle r, s \left| s^2 = r^{n-3}, rs = sr \right. \rangle$.

We must show that $G \cong \mathcal{M}G_{\infty}(S, M)$. Denote the two punctures by $z_1, z_2$, and let $\phi$ be the map from $G$ to $\mathcal{M}G_{\infty}(S, M)$ defined on the generators by

$$\phi(\tau) = (r, \{z_1, z_2\}),$$

$$\phi(\sigma) = \begin{cases} (s, \emptyset) & \text{if } n \text{ odd}, \\ (s, z_1) & \text{if } n \text{ even}, \end{cases}$$

$$\phi(\rho_1) = (1, z_1),$$

$$\phi(\rho_n) = (1, z_2),$$

and extended to $G$ by the homomorphism property. One can easily check that $\phi$ preserves the relations of the group; for example, if $n$ is even, then

$$\phi(\sigma^2) = (s, z_1)^2 = (s^2, z_1 \ominus s(z_1)) = (s^2, \{z_1, z_2\}),$$

which is equal to

$$\phi(\tau^{n-3}) = (r, \{z_1, z_2\})^{n-3} = (r^{n-3}, \{z_1, z_2\}),$$

where the last identity follows from Corollary 4.8(4), since $n$ is even.

To show that $\phi$ is injective suppose that $x = r^a\sigma^b\rho_1^c\rho_n^d \in \text{Ker} \phi$ for some integers $a, b, c, d$. Then $(1, \emptyset) = \phi(x)$, and by computing the first coordinate of this equation, we get $1 = r^{a}\sigma^{b}$. Consequently, since $\tau$ and $\sigma$ satisfy the same relations as $r$ and $s$, we have $1 = \tau^{a}\sigma^{b}$, and therefore $x = \rho_1^c\rho_n^d$. Thus,

$$(1, \emptyset) = \phi(x) = (1, \{z_1\}^c \ominus \{z_2\}^d),$$

which implies that $c$ and $d$ are even, by Corollary 4.8(4), and thus $x = 1$. This shows that $\phi$ is injective.

It remains to show that $\phi$ is surjective. Let $x = (r^a\sigma^b, P) \in \mathcal{M}G_{\infty}(S, M)$. Then $\phi(\tau^a\sigma^b) = (r^a\sigma^b, P)$ for some subset $P \subset \{z_1, z_2\}$, and multiplying with $\phi(\rho_1)$ or $\phi(\rho_2)$ if necessary, we see that $x$ lies in the image of $\phi$. This shows that $\phi$ is surjective, and thus $\phi$ is an isomorphism.
Example 4.14. We end this section with another look at Example 2.13. The quiver

\[ x_1 \leftarrow x_2 \rightarrow x_3 \]

corresponds to a triangulation of the torus with one puncture, which can be seen easily using the plane as a universal cover and the triangulation shown on the left-hand side of Figure 8. The edges are labelled 1, 2, 3 instead of \( x_1, x_2, x_3 \) for brevity. Edges that have the same label are to be identified, and each point in Figure 8 is identified to the puncture. Thus, in the triangulation shown on the left-hand side of Figure 8, there are exactly two triangles, both formed by edges 1, 2, 3 and both having the same orientation.

The picture in the middle of Figure 8 shows the triangulation corresponding to the seed obtained from the initial seed by mutating in \( x_1 \), while the image on the right-hand side of Figure 8 shows the triangulation corresponding to the seed obtained by mutating once more, this time in \( x_2 \).

Geometrically, one can deform the picture on the left into the picture on the right by dragging the right end upwards and the left end downwards. In the torus, this ‘deformation’ corresponds to two Dehn twists along the closed curve labelled 3. On the other hand, there is no orientation-preserving homeomorphism transforming the picture on the left into the one in the middle. Thus, this mutation is not given by a mapping class. Of course, we could have deduced this simply from the observation in Example 2.13 that this mutation corresponds to an inverse cluster automorphism and not to a direct one.

5. Finiteness of the automorphism group

In this section, we introduce the notion of automorphism finite cluster algebras and prove that for acyclic cluster algebras and for cluster algebras from surfaces it is equivalent to the notion of finite-type cluster algebras.
We say that a cluster algebra $\mathcal{A}$ is automorphism finite if its automorphism group $\text{Aut} \mathcal{A}$ is finite.

**Theorem 5.1.** Let $\mathcal{A}$ be a cluster algebra arising from an acyclic quiver or from a surface. Then $\mathcal{A}$ is automorphism finite if and only if $\mathcal{A}$ is of Dynkin type.

**Proof.** Sufficiency follows from Table 1. To prove necessity, suppose first that $\mathcal{A}$ is arising from an acyclic quiver $Q$. By Theorem 3.8, $\text{Aut}^+ \mathcal{A}$ is isomorphic to the quotient of the group of automorphisms of the transjective component $\Gamma_{tr}$ of the Auslander–Reiten quiver of the cluster category $\mathcal{C}_Q$ modulo the stabilizer of the points in $\Gamma_{tr}$.

If $Q$ is not of Dynkin type, then the Auslander–Reiten translation induces an element of $\text{Aut}(\Gamma_{tr})$ of infinite order, acting freely on the points of $\Gamma_{tr}$. Thus, $\text{Aut} \mathcal{A}$ is infinite if $Q$ is acyclic and not Dynkin.

Suppose now that $\mathcal{A}$ arises from a surface $(S, M)$. By Lemma 4.2 the mapping class group $\text{Mod} S$ of the surface $S$ is a subgroup of $\text{MG}(S, M)$, which in turn is isomorphic to a subgroup of $\text{Aut} \mathcal{A}$, by Theorem 4.11. So, in order to show that $\text{Aut} \mathcal{A}$ is infinite, it suffices to find an infinite subgroup in $\text{Mod} S$.

By Remark 4.3 there exists a Dehn twist that generates an infinite cyclic subgroup of $\text{Mod} S$ if $S$ has genus at least 1 or $S$ has genus 2 and two or more boundary components.

There remain the cases where $S$ is a disc or a sphere. If $S$ is a disc with $p \geq 2$ punctures, then the braid group $B_p$ is an infinite subgroup of the mapping class group of $S$. In the cases where $p = 0$ or 1, we have that $\mathcal{A}$ is of Dynkin type $A$ or $D$, respectively.

Finally, if $S$ is a sphere with $p$ punctures, then by our assumption $p \geq 4$, and then it is known that the mapping class group of $S$ has a free subgroup; see [12, 4.2].

**Remark 5.2.** For a sphere with three punctures, the mapping class group is $S_3$, which is a finite group. However, the sphere with three or less punctures is excluded in the construction of cluster algebras from surfaces in [14].
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