On the conservation properties in multiple scale coupling and simulation for Darcy flow with hyperbolic-transport in complex flows
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Abstract. We present and discuss a novel approach to deal with conservation properties for the simulation of nonlinear complex porous media flows in the presence of: 1) multiscale heterogeneity structures appearing in the elliptic-pressure-velocity and in the rock geology model, and 2) multiscale wave structures resulting from shock waves and rarefaction interactions from the nonlinear hyperbolic-transport model. For the pressure-velocity Darcy flow problem, we revisit a recent high-order and volumetric residual-based Lagrange multipliers saddle point problem to impose local mass conservation on convex polygons. We clarify and improve conservation properties on applications. For the hyperbolic-transport problem we introduce a new locally conservative Lagrangian-Eulerian finite volume method. For the purpose of this work, we recast our method within the Crandall and Majda treatment of the stability and convergence properties of conservation-form, monotone difference, in which the scheme converges to the physical weak solution satisfying the entropy condition. This multiscale coupling approach was applied to several nontrivial examples to show that we are computing qualitatively correct reference solutions. We combine these procedures for the simulation of the fundamental two-phase flow problem with high-contrast multiscale porous medium, but recalling state-of-the-art paradigms on the of notion of solution in related multiscale applications. This is a first step to deal with out-of-reach multiscale systems with traditional techniques. We provide robust numerical examples for verifying the theory and illustrating the capabilities of the approach being presented.
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1. Introduction. In this paper, we are concerned with modeling, simulation and numerical analysis for approximate solutions in multiscale nonlinear Partial Differential Equations (PDE) related to highly complex systems. The large number of papers published in recent years is indicative of the relevance of the foundations of multiscale approach. It is a good measure of the breadth and of the vitality of the area, and therefore, calling the multiscale modeling and simulation research community for new ideas and innovative approaches. In this work we give an overview of recent approaches for the accurate and efficient simulation of complex porous media flows and we also present some new results. We summarize below the main aspects of our work:

- We revisited a novel volumetric locally conservative and residual-based Lagrange mul-
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tipliers saddle point reformulation of high-order methods and present numerical results with realistic high-contrast multiscale coefficients. This is applied to a second-order elliptic problem \((\nabla \cdot [-K(x)\Lambda(S)\nabla p] = q(x))\) instead of a traditional first-order mixed formulations. We clarifying and simplifying the presentation of its conservative properties.

- We introduce a new robust and accurate forward tracking Lagrangian-Eulerian scheme for hyperbolic problems. Our method is carefully designed to deal with multiscale wave structures resulting from shock wave interactions coming from abstract nonlinear hyperbolic conservation laws such as \(w_t + \text{div} F(t, x, w(t, x)) = 0\) with fluxes of the form \(F(x, t, w) = v(x, t) f(w(t, x))\). This formulation includes many problems of physical interest and, in particular, we consider the case of complex multiscale flow in porous media (scalar and systems cases).

- We improve the interpretation of the construction of numerically stable Lagrangian-Eulerian no flow surface region in two-space dimensions previously presented and analyzed in [17] for one-dimensional balance and conservation laws.

- We present a new approach with accurate multiscale resolution for two-phase flows. The method is able to handle multiscale rock geology in the elliptic-pressure-velocity system. Moreover, the multiscale wave structures from wave interactions present in the hyperbolic-transport model seems to be properly simulated according to our numerical results.

- We present numerical results with realistic high-contrast two-dimensional multiscale coefficients based on the 10th SPE Comparative Solution Project (SPE10). We address numerical issues of multiscale resolution and conservation properties.

- We survey recent results on both: novel deterministic and probabilistic multiscale modeling paradigms and issues of mesh resolution inadequacy in multiscale complex systems.

The new elliptic solver [14, 15] is a general tool for imposing local conservation for high-order methods to deal with multiscale permeabilities. In particular is also applicable to the Generalized Multiscale Finite Element Method (GMsFEM); see [16, 74, 119, 75, 118] and references therein. On the other hand, the new Lagrangian-Eulerian method seems to be a promising general approach to capture nonlinear wave interactions linked to multiscale behavior of interactions of waves in a wide range of models and, in particular, for systems (see [17, 18, 19, 20, 21, 22]). Numerical results show that our combined multiscale approach provides an accurate and robust procedure to study phenomena which couple distinct length or time scales. Our novel hyperbolic Lagrangian-Eulerian solver circumvents the use of adaptive and/or mesh generation. Indeed, the new method is also free of Riemann solvers. For Darcy flow, the method captures fine-scale effects using multiscale finite element techniques. Finally, it is worth mentioning that for the purpose of this work we use Cartesian grids. Thus convergence and error analysis reduces essentially to a one-dimensional problem and retains convergence result of approximated solutions to the entropy weak solution by recalling [64, 65, 48, 57]. This is to say that our approach fits comfortably within the classical theory. On the other hand, we provide convergence and error analysis on triangular grids for hyperbolic conservation laws in another forthcoming work [22]. Moreover, the results in [17], strongly suggest that the no flow surface region encapsulates the domain of dependence even
in the case of hyperbolic systems.

A reliable multiscale prediction of oil-water two-phase flow model through complex porous media requires the development and validation of coupling models for flow across length scales related to elliptic Darcy-pressure-velocity and hyperbolic saturation-conservation problems. Therefore, in this work we introduce a novel computational approach for multiscale computing of the oil-water flow model system.

Let \( \Omega \) be a domain in \( \mathbb{R}^2 \). For simplicity of presentation, we consider two-phase flow in a viscous-dominated flow, and we neglect the effects of gravity\(^1\), compressibility and capillarity and set the porosity equal to a constant, in which case it has been scaled out by a change of the time variable. Thus, the fundamental differential multiscale system used to describe water-oil, incompressible, immiscible displacement is given by the saturation and pressure equations (see, e.g., [52]):

\[
(1.1) \quad \frac{\partial S}{\partial t} + \nabla \cdot (v F(S)) = 0, \quad \text{in } x \in \Omega, \quad 0 < t \leq T,
\]

\[
(1.2) \quad \nabla \cdot v = \nabla \cdot [-K(x)\Lambda(S)\nabla p] = q(x), \quad \text{in } x \in \Omega, \quad 0 < t \leq T.
\]

Here, \( S \) is the water saturation (water and oil saturation sum up to one), \( x \) is the absolute permeability, \( v \) is the total Darcy velocity, \( p \) is the pressure, \( \Lambda \) is the total mobility and \( F \) is the fractional flow of water. We also have \( F = \Lambda_i/\Lambda \) with \( \Lambda_i = k_i/\mu_i \) being the phase mobility, \( k_i \) the relative permeability and \( \mu_i \) viscosity of phase \( i \), respectively.

We end up with a multiscale system of two coupled nonlinear partial differential equations (1.1)-(1.2) exhibiting multiscale features in both sides: the complex multiscale heterogeneity structures from rock geology appearing in the elliptic-pressure-velocity model (1.2) as well as multiscale wave structures resulting from shock wave interactions from the hyperbolic-transport model (1.1). For concreteness, we complete equations (1.1) and (1.2) with appropriate initial and boundary conditions aiming simulations in a slab geometry domain \( \Omega \) and time interval \( T = [t_0, t_f] \). We consider the coupling system (1.1)-(1.2) in a two-dimensional rectangular slab domain \( \Omega = (0, L_x) \times (0, L_y) \), with the boundary conditions

\[
(1.3) \quad v \cdot n = -q, \quad \text{on } x = 0,
\]

\[
(1.3) \quad p = 0, \quad \text{on } x = L_x,
\]

\[
(1.3) \quad v \cdot n = 0, \quad \text{on } y = 0, L_y,
\]

where \( n \) is the outward-pointing unit normal vector to \( \partial \Omega \), and a uniform initial condition

\[
(1.4) \quad S(x, 0) = S_0.
\]

The initial-boundary conditions (1.3)-(1.4) simulate a left to-right waterflood. Water is injected uniformly (at a constant rate \( q \)) through the left vertical boundary \( \Gamma_{\text{inlet}} \) \( (x = 0) \) of \( \Omega \) for all simulation time \( t \in [t_0, t_f] \), no flow conditions are imposed along the horizontal

\(^1\) In order to focus on ideas related to multiscale complexities we neglect gravity terms in our formulation. We mention also that in the case \( \Omega \subset \mathbb{R}^3 \) gravity terms should be included.
boundaries $\Gamma_{no-flux}$ ($y = 0, L_y$), and fluid is produced from a well kept at constant (zero) pressure at the right vertical boundary $\Gamma_{outlet}$ ($x = L_x$).

Equations (1.1)-(1.4) can be viewed as multiscale water-oil Riemann-Goursat water injection problem with discontinuous flux function as closely related to [5] (see [109, 104, 103, 102, 101]), in which the hyperbolic scheme should be able to handle the main difficulty of the multiscale problem that consists in taking into account the jump discontinuities of the flux; see also [64, 65, 12, 8, 6, 7] and references cited therein. Another motivation is the occurrence of models such as (1.1)-(1.4) in numerous engineering problems, mainly the case of systems [8, 6, 7, 69, 70, 33, 34, 35, 95, 12]. In addition, there are a number of prototype relevant models of hyperbolic conservation laws with discontinuous flux functions in oil trapping phenomenon [29, 9, 44, 87, 97, 115], a Whitham model of car traffic flow on a highway [81, 93] and a model of continuous sedimentation in ideal clarifier-thickener units [40], see also [38, 88]. Hyperbolic conservation laws with discontinuous flux functions also arise in sedimentation processes [59], in radar shape-from-shading problems [100] and also as building blocks in numerical methods for Hamilton-Jacobi equations [89]. Hyperbolic conservation laws of the form (1.1) with discontinuous (in $(t, x)$) flux function $\mathcal{H}(t, x, S) \equiv \{f(S) [-K(x) \Lambda(S) \nabla p]\}$ attracted much attention in the recent past, because of the difficulties of adaptation of the classical Kruzhkov approach developed for the smooth case, due in part to the presence of several different entropy solutions with same initial data. In the context of Buckley-Leverett equations as in (1.2)-(1.4), each notion of solution is uniquely determined by the choice of a connection, which is made unique at the interface by a proper choice of an entropy solution from many possible classes of entropy solutions, [24, 29, 5]. Nonclassical solutions appear for Buckley-Leverett models with gravity and discontinuous flux functions [44, 29] as well as for three-phase flow problems with continuous flux functions, where recent and very relevant results can be found in [33, 34, 35, 95] for a solution of Riemann problems and in [69, 70] concerning well-posedness. In [27], a theory of $L^1$-dissipative solvers for scalar conservation laws with discontinuous flux was proposed, which is based on the corresponding $L^1$ contractive semigroups, some of which reflect different multiscale physical applications. In [27, 28, 58] a number of the existing admissibility (or entropy) conditions are revisited and the so-called germs that underly these conditions are identified. The seminal survey article [28] (see also [107, 108, 113, 41, 111, 90, 47, 88]) of recent developments helps to better understand the issue of admissibility of solutions in relation with specific modeling assumptions.

By looking at model problem (1.1)-(1.4) as a generalized problem linked to systems of conservation laws in several dimensions, we recall that some authors has advocated entropy measure-valued solutions, first proposed by DiPerna [60, 61], as the appropriate solution paradigm for systems of conservation laws; see [67, 68] and references cited therein. In particular, these authors have presented some numerical evidence that state-of-the-art numerical schemes may not converge to an entropy solution of systems of conservation laws as the mesh is refined. Accordingly to [67, 68] this has been attributed to the emergence of turbulence-like structures at smaller and smaller scales upon mesh refinement. See also [50, 51, 94].

In [68], the authors point out that intermittency is widely accepted to be a characteristic of turbulent flows [72]. It is believed that intermittency stems from the fact that turbulent solutions do not scale exactly as in the Kolmogorov hypothesis. On the other hand, in [50] the authors offer a unified framework in which is possible to establish mathematical existence
theories as well as a very innovative idea for the interpretation of numerical solutions through the identification of a function space in which convergence should take place. In a more general setting, the issue of multiscale modeling and simulation of chaotic mixing of distinct fluids has been addressed in [50, 51, 94]. They mention that acceleration driven turbulent mixing is a classical hydrodynamic instability. See also [73] to the case of two-phase flows.

We also mention also the very recent works [50, 51, 94, 67, 68] on nonlinear multiscale problems like (1.1)-(1.4) in which resolution of multiscale turbulent-like behavior is better resolved under mesh refinement. In fact, structures at smaller and smaller scales are formed as the mesh is refined to account for the complex heterogeneity structures from rock geology appearing in the elliptic model as well as multiscale wave structures resulting from shock wave interactions from the underlying hyperbolic problem. This is done such that solutions satisfy a proper family of entropy inequalities [5]. Results in [92, 54] have demonstrated that entropy solutions may not be unique. In the direction from both rigorous mathematical analysis and numerical analysis, ingenious difficulties stem from the lack of regularity of solutions.

A better comprehension of multiscale fluid flow in subsurface is very hard, challenging and undoubtedly still of current events. Multiscale sciences cuts across all of science from fluid dynamics to biology, from meteorology to material science and from physics to chemistry among many other directions. Multiscale issues are also central in subsurface flows ranging from complex geologic media to several time scales linked to the compositional and black-oil modeling fluid flow in oil reservoirs as well as several scale aspects of groundwater flow and related transport systems. Understanding the multiscale properties of subsurface flows is a major problem of modern approaches predicting groundwater level changes and predictive technologies in reservoir. In this regard, many innovative techniques have been reported as such local-global upscaling approach [63, 78, 96, 53, 117, 62], multiscale methods [1, 32, 82, 84, 91, 98, 99, 79, 30], model order reduction techniques [71, 83, 45, 110, 55], Two-scale homogenization theory [66, 25, 26, 42, 86, 112, 31]; see papers for a survey on recent development of multiscale computing and modeling approach [110, 2, 114, 76, 77, 116, 80].

Despite the efforts of many researchers, no universal or unified multiscale modeling and methods for fluid flow through naturally complex geologic reservoirs has been achieved so far (see, e.g., [2, 116, 46, 105, 8, 110, 83, 71, 98, 32, 62, 117, 63]). Under appropriate simplification assumptions compositional and black-oil models can be further simplified for the fundamental multiscale two-phase immiscible displacement with no mass transfer between phases (this is often appropriate in models describing displacements at the length scales associated with reservoir simulation grid blocks, see, e.g., [63]). In addition, even for the two-phase case, the multiscale modeling is very challenging in the presence fractures and barriers for flow in porous medium and their impact on the closure and constitutive relations as such multiscale relative permeabilities and pressure difference (capillary pressure); see [29] and references cited therein for an interesting study on vanishing capillarity solutions of Buckley-Leverett equation with gravity in two-rock’s medium (see also [105, 46, 43] for multiscale modeling of Richards’s equation and two-phase under non-equilibrium effects). However, in the case of scalar water-oil two-phase model a global-pressure formulation and Kirchhoffs transform are not adequate when considering non-equilibrium effects as such hysteresis in the relative permeabilities [12] and in the capillary pressure [36] the issue of global pressure formulation for three-phase is not straightforward (see [8, 12, 13] and reference cited therein for a detailed multiscale mod-
eling for three-phase flow problem). Moreover, the case of discontinuous capillary pressure induced by multiscale modeling of fractures and barriers in the three-phase flow with gravity is hard and very intricate [8, 11, 13]. The degeneracy for three-phase and two-phase flows is also delicate [10, 106]. Altogether the fundamental multiscale water-oil model (1.1)-(1.4) is also useful both for describing some real cases (e.g., dead-oil systems) and for developing and studying numerical solution procedures. In this work we consider the multiscale approximation associated with reservoir multiscale simulation along with coupling techniques for elliptic (Darcy-pressure-velocity) and hyperbolic (conservation-saturation-transport) problems as pursued in this work.

The paper is organized as follows. In Section 2, we construct an embedded high-order model for second-order elliptic problems with local and global mass conservation, clarifying and simplifying the presentation of its conservative properties in lines as introduced in [14, 14, 75, 3, 16]. Next, we construct new a locally conservative Lagrangian-Eulerian method for hyperbolic-transport with focus on a novel approach for conservation properties of the no flow surface region for hyperbolic conservation laws in Section 3. In Section 4, we present and discuss a the coupling conservative finite element method for Darcy flow problem with a locally conservative Lagrangian-Eulerian method for hyperbolic-transport, along with a set of representative computational results. In Section 5, a summary with concluding remarks and perspectives for future work are highlighted.

2. Elliptic problem and mass conservation. Many porous media related practical problems (scalar and systems) lead to the numerical approximation of the Buckley-Leverett type-models given by the highly-nonlinear multiscale problem like (1.1)-(1.4). For the approximation of the pressure field given by the pressure-velocity Darcy-elliptic fundamental multiscale problem (1.2). We use the method designed and analyzed in [14, 75]; see also [3, 16, 74]. We now recall this high-order conservative FEM formulation, clarifying and simplifying the presentation of its conservative properties with focus on the conservation properties in multiple scale coupling and simulation for Darcy flow with hyperbolic-transport in complex flows. A general interpretation of this methodology goes as follows: given a Ritz approximation of the pressure and a computational procedure to obtain fluxes we can then, formulate an constrained (to local flux conservation) minimization problem to obtain approximated solution that satisfy local conservation properties in the form of average fluxes on local regions. See [75, 3, 16].

2.1. Imposing local mass conservation. We follow the presentation in [14, 75]. Denote $H^1_D(\Omega)$ the space of functions in $H^1(\Omega)$ which vanish on $\partial\Omega_D$. The variational formulation of problem (1.2) is to find $p \in H^1_D(\Omega)$ such that

\begin{equation}
(2.1) \quad a(p, v) = F(v) \quad \text{for all } v \in H^1_D(\Omega),
\end{equation}

where $v \in H^1_D(\Omega)$ and the bilinear form $a$ is defined by

\begin{equation}
(2.2) \quad a(p, v) = \int_\Omega \Lambda(x) \nabla p(x) \nabla v(x) dx,
\end{equation}

and the functional $F$ is defined by $F(v) = \int_\Omega q(x)v(x) dx$. 
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Problem (1.2) is equivalent to the minimization problem: Find $p \in H^1_D(\Omega)$ such that

$$
(2.3) \quad p = \arg \min_{v \in H^1_D(\Omega)} J(v), \quad \text{where} \quad J(v) = \frac{1}{2} a(v, v) - F(v).
$$

In the IMPES approach, for each time step the mobility can be thought as a function of position and reads simply as $\Lambda(x)$. Thus, in order to consider a general formulation for porous media applications we let $\Lambda$ be a $2 \times 2$ matrix with entries in $L^\infty(\Omega)$ in Problem (1.2) to be almost everywhere symmetric positive definite matrix with eigenvalues bounded uniformly from below by a positive constant.

In order to deal with mass conservation properties we follow the method introduced in [75, 3]. Let $\mathcal{T}_h = \{R_j\}_{j=1}^{N_h}$ be a primal mesh made of elements that are triangles or squares. Here $N_h$ is the number of elements of the triangulation. We also have a dual mesh $\mathcal{T}_h^* = \{V_i\}_{i=1}^{N_h^*}$ where the elements are called control volumes and $N_h^*$ is the number of such volumes. In general it is selected one control volume $V_i$ per vertex of the primal not in $\partial \Omega_D$. In case $|\partial \Omega_D| = 0$, $N_h^*$ is the total number of vertices of the primal triangulation including the vertices on $\partial \Omega$. Figure 1 illustrate primal and dual meshes made of squares where $\partial \Omega_D = \partial \Omega$, in this case $N_h^*$ is equal to the number of interior vertices of the primal triangulation.

If $q \in L^2$ we have that solving (1.2) is equivalent to: Find $p \in H^1_{\Div, \Lambda}(\Omega)$ and such that

$$
(2.4) \quad p = \arg \min_{v \in W} J(v),
$$

where the subset of functions that satisfies the mass conservation restrictions is defined by

$$
W = \left\{ v \in H^1_0(\Omega), : \int_{\partial T} -\Lambda \nabla v \cdot n = \int_T q \quad \text{for all } T \in \mathcal{T}_h^* \right\}.
$$

and

$$
H^1_{\Div, \Lambda}(\Omega) = \left\{ v \in H^1(\Omega) : \Lambda \nabla v \in H(\Div, \Omega) \right\}
$$

with norm $\|v\|^2_{H^1_{\Div, \Lambda}(\Omega)} = \|\Lambda \nabla v \cdot \nabla v\|^2_{L^2(\Omega)} + \|\Div(\Lambda \nabla v)\|^2_{L^2(\Omega)}$.

Let $M^h = Q^0(\mathcal{T}_h^*)$ be the space of piecewise constant functions on the dual mesh $\mathcal{T}_h^*$. The Lagrange multiplier formulation of problem (2.4) can be written as: Find $p \in H^1_{\Div, \Lambda}(\Omega)$ and $\lambda \in M^h$ that solves,

$$
(2.5) \quad \arg \max_{\mu \in M^h} \min_{v \in H^1_{\Div, \Lambda}(\Omega)} J(v) - (\overline{a}(p, \mu) - G(\mu)).
$$

Here, the total flux bilinear form $\overline{a} : H^1_{\Div, \Lambda}(\Omega), \times M^h \rightarrow \mathbb{R}$ is defined by

$$
(2.6) \quad \overline{a}(v, \mu) = \sum_{i=1}^{N_h^*} \mu_i \int_{\partial V_i} \Lambda \nabla v \cdot n \quad \text{for all } v \in H^1_{\Div, \Lambda}(\Omega), \text{ and } \mu \in M^h.
$$

The functional $G : M^h \rightarrow \mathbb{R}$ is defined by

$$
G(\mu) = \sum_{i=1}^{N_h^*} \mu_i \int_{V_i} q \quad \text{for all } \mu \in M^h.
$$
The first order conditions of the min-max problem above give the following saddle point problem: Find \( p \) with \( p \in H^1_{\text{div,}\Lambda}(\Omega) \), and \( \lambda \in M^h \) that solves,

\[
\begin{align*}
    a(p, v) + \pi(v, \lambda) &= F(v) \quad \text{for all } v \in H^1_{\text{div,}\Lambda}(\Omega), \\
    \pi(p, \mu) &= G(\mu) \quad \text{for all } \mu \in M^h.
\end{align*}
\]

For the analysis of this formulation see [14]. Recall that we have introduced a primal mesh \( T_h = \{ R_j \}_{j=1}^{N_h} \) made of elements that are triangles or squares. Here \( N_n \) is the number of elements of the triangulation. We also have given a dual mesh \( T^*_h = \{ V_k \}_{k=1}^{N_h} \) where the elements are called control volumes. Figure 1 illustrates a primal and dual mesh made of squares. See for instance [37, 75, 3].

![Figure 1: Example of regular mesh made of squares and its dual triangulation.](image)

Let us consider \( P^h = Q^r(\tau_h) \) the space of continuous polynomial functions of degree \( r \) on each element of the primal mesh, and let \( P^h_0 \) be the space the functions in \( P^h \) that vanish in \( \partial\Omega \). Let \( M^h = Q^0(\tau^*_h) \) be the space of piece constant functions on the dual mesh \( \tau^*_h \). For more details on the constructions see [14, 75]. The discrete version of (2.7) is to find \( p^h \in P^h_0 \) and \( \lambda \in M^h \) such that

\[
\begin{align*}
    a(p^h, v^h) + \pi(v^h, \lambda^h) &= F(v^h) \quad \text{for all } v^h \in P^h_0, \\
    \pi(p^h, \mu^h) &= G(\mu^h) \quad \text{for all } \mu^h \in M^h.
\end{align*}
\]
Let \( \{ \varphi_i \} \) be the standard basis of \( P^h \). We define the matrix

\[
A = [a_{i,j}] \quad \text{where} \quad a_{ij} = \int_\Omega \Lambda \nabla \varphi_i \cdot \nabla \varphi_j.
\]

Note that \( A \) is the finite element stiffness matrix corresponding to finite element space \( P^h \). Introduce also the matrix

\[
B = [\pi_{k,j}] \quad \text{where} \quad \pi_{ij} = \int_{\partial V_k} \Lambda \nabla \varphi_j \cdot n.
\]

With this notation, the matrix form of the discrete saddle point problem is given by,

\[
AU^h = \begin{bmatrix} A & B^T \\ B & O \end{bmatrix} \begin{bmatrix} u^h \\ \lambda^h \end{bmatrix} = \begin{bmatrix} f \\ g \end{bmatrix}
\]

where vectors \( f \) and \( g \) are defined by,

\[
f = [f_i] \quad \text{with} \quad f_i = \int_\Omega q \cdot \varphi_i \\
g = [g_i]_{i=1}^M = \int_{V_k} q.
\]

For the analysis of the continuous and discrete problem and corresponding error estimates see [14]. As an important remark we mention the optimality of the approximation error in both \( H^1 \) and \( L^2 \) norms. From the analysis in [3, 16] we know that \( u^h \) is an optimal approximation in the \( H^1 \) semi-norm (which becomes a norm when restricted to appropriate subspace). We also found in [3] that, in each control volume, the \( u^h + \lambda^h \) offers optimal approximation in the \( L^2 \) norm. We real that in many approaches imposing conservation properties of second order formulations leads to a non-optimal \( L^2 \) approximation. For more details on this formulation in porous media applications; see [2, 75, 3, 14, 15].

### 2.2. Numerical tests

Let us illustrate the two main features of the HOCFEM method which are high-order approximation rate and conservation of mass.

#### 2.2.1. Homogeneous medium

We consider the Equation (1.2) with \( \Omega = [0, 1] \times [0, 1] \) in homogeneous medium \( (\Lambda(x) \equiv 1) \), to be discretized on a regular mesh made of \( 2^M \times 2^M \) squares. The dual mesh is constructed by joining the centers of the elements of the primal mesh as in Figure 1. We consider homogeneous Dirichlet’s boundary conditions in \( \partial \Omega \) and construct the example (2.14) by fixing the solution \( p \) and computing a source term \( q \) so we can compare the numerical solution with the exact solution

\[
q(x, y) = 2\pi(\cos(\pi x) \sin(\pi y) - 3 \sin(\pi x) \cos(\pi y) + \pi \sin(\pi x) \sin(\pi y)(-x + 3y)),
\]

\[
p(x, y) = \sin(\pi x) \sin(\pi y)(-x + 3y).
\]

We apply HOCFEM to example (2.14) with \( \mathbb{Q}_1, \cdots, \mathbb{Q}_5 \) finite element spaces to the problem and compute HOCFEM and FEM solutions. We estimate the \( L^2 \) and \( H^1 \) errors and plot them in a log-log graphic shown in Figures 2 and 3.

Numerical convergence is observed in \( H^1 \) norm with the same error variation rate of FEM. The error \( p - p^h \) in \( L^2 \) norm is not optimal but with the correction \( p - (p^h + \lambda^h) \) (in each
control volume) we recover convergence rate of FEM in this norm for HOCFEM. We compute conservation of energy indicator (2.15) and conservation of mass indicator (2.16) by the below
formulas, respectively,

\begin{equation}
E(p) = \frac{1}{2} \int_{\Omega} \Lambda|\nabla p|^2 - \int_{\Omega} qp,
\end{equation}

\begin{align}
J(p) &= \left( \sum_R \left( \int_{\partial R} \Lambda \nabla p \eta - \int_R q \right)^2 \right)^{1/2}.
\end{align}

| $Q_r$  | $E(u_{FEM})$   | $E(u_{HOCFEM})$ | $J(u_{FEM})$   | $J(u_{HOCFEM})$   |
|-------|----------------|-----------------|---------------|-------------------|
| 1     | $-4.514912976$ | $-4.514911724$  | $3.304137047 \times 10^{-4}$ | $5.893618438 \times 10^{-15}$ |
| 2     | $-4.523567134$ | $-4.523565879$  | $3.308277779 \times 10^{-4}$ | $6.553391232 \times 10^{-15}$ |
| 3     | $-4.523568684$ | $-4.523568684$  | $2.295180099 \times 10^{-8}$ | $1.902320206 \times 10^{-14}$ |
| 4     | $-4.523568684$ | $-4.523568684$  | $2.295194635 \times 10^{-8}$ | $1.805166187 \times 10^{-14}$ |
| 5     | $-4.523568684$ | $-4.523568684$  | $1.454599166 \times 10^{-12}$ | $3.207818336 \times 10^{-14}$ |
| 6     | $-4.523568684$ | $-4.523568684$  | $3.489145981 \times 10^{-12}$ | $3.408881693 \times 10^{-14}$ |

Table 1: Energy minimization and conservation indicator with $h = 2^{-9}$ for numerical solution of Problem (1.2) with data (1.2).

As we can see in Table 1 conservation of Energy remains similar for both methods while HOCFEM exhibit much better conservation of mass than classical FEM.

### 2.2.2. Heterogeneous medium.

Let us move to a heterogeneous medium with high-contrast coefficients. The medium to be consider is the last 64 × 64 block of the geological SPE10 porous medium taken from [56] shown in Figure 4. This is a widely used heterogeneous porous medium for simulations (see for example [56]).

![Figure 4: A 2D layer of the SPE10 porous medium](image)

We perform a numerical experiment to study convergence and conservation of energy and mass of HOCFEM in such a realistic heterogeneous medium. Let us consider the model problem (1.2) on $\Omega = [0, 1] \times [0, 1]$ with constant forcing term and homogeneous Dirichlet’s
boundary conditions over $\partial \Omega$. The mobility coefficient $\Lambda$ is taken from the SPE10 medium as described before. We compute HOCFEM approximations using $Q_1$ and $Q_2$ basis over 3 square meshes of norm $h = 2^{-M}$ with $M = 6, 7, 8$ and compute errors in $L^2$ and $H^1$ norms against a reference solution calculated using $Q_3$ basis in the finest mesh. Figures 5 and 6 show the $L^2$ and $H^1$ errors computed for both solutions using $Q_1$ and $Q_2$. We observe that the error variation rate is similar for both solutions. This behavior of the error in heterogeneous medium is different to homogeneous medium where rates where proportional to the grade of the polynomials used in basis.

We also compute the approximated solution $u^h_{\text{HOCFEM}}$ solving system in (2.12) for a $256 \times 256$ computational mesh and estimate the conservation of energy and mass indicators defined in (2.15) and (2.16). Table 2 shows both, local mass and energy conservation indicators, for our high order HOCFEM formulation ($E(u_{\text{HOCFEM}})$ and $J(u_{\text{HOCFEM}})$) and for classical FEM ($E(u_{\text{FEM}})$ and $J(u_{\text{FEM}})$).

From Table 2 we see that conservation of global energy does not change from FEM to HOCFEM while conservation of mass is superior in large with our new formulation.

3. Conservation properties of the no flow surface region for hyperbolic conservation laws. The aim of this section is to present an extension of the Lagragian-Eulerian scheme (see [17, 18, 19, 20, 21, 22]) for hyperbolic conservation laws in two-space dimensions with some initial condition coming from abstract nonlinear problems of hyperbolic conservation laws. We can also consider problems of physical interest in fluid mechanics such as multiscale flow in porous media scalar and systems treated in this work.

We mention that our novel hyperbolic Lagrangian-Eulerian solver (it its simplest form) can
be viewed as a monotone scheme (see Section 3.4). For coupling Darcy flow, the transport method captures fine-scale effects using a (conservative) fine-grid finite element technique combined with Lagrangian-Eulerian scheme. For the purpose of this work we use Cartesian grids since for the case of monotone scheme convergence and error analysis reduces (essentially) to a one-dimensional problem and it retains convergence results and approximation to the entropy weak solution by recalling [64, 65, 48, 57].

We improve the interpretation of the construction of numerically stable Lagrangian-Eulerian no flow surface region in two-space dimensions previously presented and analyzed in [17] for one-dimensional balance and conservation laws. It turn out that our monotone Lagrangian-Eulerian is a building block for construction of a novel class of Lagrangian-Eulerian

Table 2: Energy minimization and conservation indicator for numerical solution of Problem (1.2) with data (2.14) in a fixed mesh 64 × 64 using basis Q1, Q2, Q3, Q4, Q5 and Q6.
shock-capturing schemes for first-order hyperbolic problems. The early monotone versions of the Lagrangian-Eulerian approach has been employed successfully in a number of very non-trivial problems and also developed theoretically \cite{17, 20, 18, 19, 21, 22} linked to several transport models such as the Burgers’ equation with Greenberg-LeRoux’s and Riccati’s source terms, the shallow-water system, Broadwell’s rarefied gas dynamics, Baer-Nunziato’s system linear, non-linear convex and non-linear non-convex 2D scalar conservation laws (see \cite{18, 17}). It is worth mentioning that the Lagrangian-Eulerian framework is able to compute qualitatively correct (entropy) solutions involving intricate non-linear wave interactions of rarefaction and shock waves. It is of significance to mention that the scheme is able to handle resonance effect associated to non classical transitional shock in a $2 \times 2$ three-phase flow water-oil-gas system \cite{18, 19} and an intricate shock structure linked to a $5 \times 5$ isentropic Baer-Nunziato model (see \cite{17}). The Lagrangian-Eulerian scheme does handle properly the sonic rarefaction linked to Burgers’ equation, namely, a typical small (and unphysical) discontinuity jump within the rarefaction structure; such discontinuation in the solution is unphysical, and thus with no mathematical relation with an entropy violating shock. Indeed, our Lagrangian-Eulerian scheme does not produce the well-known spurious entropy glitch effect in the sonic rarefaction (as is the case of Rusanov and Godunov monotone schemes). In addition, our first-order monotone Lagrangian-Eulerian scheme is less difusive than the classical Lax-Friedrichs scheme, but retains robustness and it is simple to implement and efficient for numerical computing \cite{4}.

A key hallmark of the our Lagrangian-Eulerian (monotone) method is the dynamic tracking forward of the no-flow region (per time step). This is a considerable improvement compared to the classical backward tracking over time of the characteristic curves over each time step interval, which is based on the strong form of the problem. Indeed, in the case of systems and multi-D problems, we can say that backward tracking is not understood.

Our new method can handle, with great simplicity, nontrivial scalar and systems problems in 1D and multi-D \cite{17, 18}. Another key hallmark of the our Lagrangian-Eulerian (monotone) method is the a flux separation strategy and its impact on the balancing (multiple scale) discretization between the first-order approximation of the hyperbolic flux and the source term to take into account nonlinear wave interactions preserving conservation properties. For instance, in \cite{17} the numerical tests show that the discretizations resulting from the flux separation strategy when applied to the $2 \times 2$ shallow-water system and $5 \times 5$ Baer-Nunziato’s system seem to be of good quality. Moreover, such strategy seem to be very appropriate to deal with convex and nonlinear non-convex 2D scalar conservation laws.

With respect to the theory of monotone scheme, the no flow region (see Figure 8) is the control volume where the (local) wave interaction (always in the fine mesh of any multiscale method approach) takes place. On the other hand, in light of modern reasearch (see \cite{54, 39} and \cite{17}), the no flow region is a space-time cutoff to account the complex and intricate nonlinear wave group interaction within control volume per time step in the overall simulation (\cite{13, 33, 95, 17, 18}). In computing practice, the no flow region parallel with the CFL stability criterion associated with the space-time discretization of many numerical methods.

Therefore, the monotone Lagrangian-Eulerian approach is a interesting novel framework for hyperbolic conservation laws and multiscale transport flow models.
3.1. Lagrangian-Eulerian technique with conservation properties. We discuss our new
Lagrangian-Eulerian technique with conservation properties for the approximation of the 2D
initial value problem for hyperbolic of conservation laws,

\[
\begin{align*}
\frac{\partial u}{\partial t} + \frac{\partial f(u)}{\partial x} + \frac{\partial g(u)}{\partial y} &= 0, \quad (x, y, t) \in \Omega \times (t^0, T], \\
\eta(x, y, t^0) &= \eta(x, y), \quad (x, y) \in \Omega,
\end{align*}
\]

where \(\Omega\) is a interior square domain in \(\mathbb{R}^2\), with boundary \(\partial\Omega\) and \(T = t_f > 0\).

For the finite dimensional function spaces we introduce the following standard notation.
The space region \((\mathbb{R} \times \mathbb{R}) \times \mathbb{R} = \{(x, y, t) : -\infty < x, y < \infty, \ t > 0\}\) is replaced by the lattice
\((\mathbb{Z} \times \mathbb{Z}) \times \mathbb{N} = \{(i, j, n) : i, j = 0, \pm 1, \pm 2, \ldots; n = 0, 1, 2, \cdots \}\). We consider the sequence
\(U^n = (U^n)_{i,j}, i, j \in \mathbb{Z}\) for \(n = 0, 1, 2, \ldots\), for a given grid size \(\Delta x, \Delta y > 0\) and time level

\[
t^n = \sum_{i=0}^{n} \Delta t^i,
\]

subject to the CFL constraint (which determines the maximum allowable time-step to garan-
tee the desire conservation properties of the no flow surface region).

In the time level \(t^n\), we have,

\[
(x^n_{i,j}, y^n_{i,j}) = (i\Delta x, j\Delta y) \quad \text{and} \quad (x^n_{i+\frac{1}{2},j}, x^n_{i+\frac{1}{2},j}) = \left(i\Delta x + \frac{\Delta x}{2}, j\Delta y + \frac{\Delta y}{2}\right)
\]
on the uniform local grid (or primal grid). Here

\[
h^n_{x,i} = \Delta x^n = x^n_{i+\frac{1}{2},j} - x^n_{i-\frac{1}{2},j}, \quad \text{and} \quad h^n_{y,j} = \Delta y^n = y^n_{i+\frac{1}{2},j} - y^n_{i-\frac{1}{2},j}, \quad \text{for} \ i, j \in \mathbb{Z},
\]

where \((x^n_{i+\frac{1}{2},j}, y^n_{i+\frac{1}{2},j})\) are the corners of the \((i,j)\)-cell. For the non-uniform grid we have \(h^n_{x,i} = \Delta x^n = x^n_{i+\frac{1}{2},j} - x^n_{i-\frac{1}{2},j}\) and \(h^n_{y,j} = \Delta y^n = y^n_{i+\frac{1}{2},j} - y^n_{i-\frac{1}{2},j}\), in the time level \(t^n\).

The pair \((x^n_{i,j}, y^n_{i,j})\) is the centers of the \((i,j)\)-cell, \(i, j \in \mathbb{Z}\). From now on, for short, when there is no chance of misunderstanding, the limits of integration will indicate the time level
where integration calculation takes place with respect to the pair \((x_i, y_j)\) of the \((i,j)\)-cell,
\(i, j \in \mathbb{Z}\). In each cell \([x^n_{i-\frac{1}{2}}, x^n_{i+\frac{1}{2}}] \times [y^n_{j-\frac{1}{2}}, y^n_{j+\frac{1}{2}}]\) (see Figure 7), the approximate solution for
(3.1), is defined by

\[
U(x_i, y_j, t^n) = U^n_{i,j} = \frac{1}{\Delta x \Delta y} \int_{x^n_{i-\frac{1}{2}}}^{x^n_{i+\frac{1}{2}}} \int_{y^n_{j-\frac{1}{2}}}^{y^n_{j+\frac{1}{2}}} u(x, y, t^n) \, dx \, dy,
\]

\[
\overline{U}(x_i, y_j, t^{n+1}) = \overline{U}^{n+1}_{i,j} \equiv \frac{1}{h^n_{x,i} h^n_{y,j}} \int_{x^n_{i-\frac{1}{2}}}^{x^n_{i+\frac{1}{2}}} \int_{y^n_{j-\frac{1}{2}}}^{y^n_{j+\frac{1}{2}}} u(x, y, t^{n+1}) \, dx \, dy,
\]

\[
\overline{U}(x_i, y_j, t^{n+1}) = \overline{U}^{n+1}_{i,j} \equiv \frac{1}{h^n_{x,i} h^n_{y,j}} \int_{x^n_{i-\frac{1}{2}}}^{x^n_{i+\frac{1}{2}}} \int_{y^n_{j-\frac{1}{2}}}^{y^n_{j+\frac{1}{2}}} u(x, y, t^{n+1}) \, dx \, dy,
\]
along with the initial condition $U(x_i^0, y_j^0, t^0) = U_{i,j}^0$ in the cells $[x_{i-\frac{1}{2}}^0, x_{i+\frac{1}{2}}^0] \times [y_{j-\frac{1}{2}}^0, y_{j+\frac{1}{2}}^0]$, $i, j \in \mathbb{Z}$. It is worthy to mention that the approximation value $U(x_i, y_j, t^{n+1})$ is performed over the region $R_{i,j}^{n+1}$; see the right picture in Figure 10 as well as Figure 11, for an illustration of the projection procedure over original grid in control volumes. Note that in (3.3) and (3.4), the quantity $u(x, y, t)$ is a solution of (3.1). The discrete counterpart of the space $L^p(\mathbb{R}^2)$ is $l^p_{\Delta x, \Delta y}$, the space of sequences $U = (U_{i,j})$, with $i, j \in \mathbb{Z}$, with norm given by

$$
||U||_{l^p_{\Delta x, \Delta y}} = \left(\Delta x \Delta y \sum_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} |U_{i,j}|^p\right)^{\frac{1}{p}}, \quad \text{where} \quad 1 \leq p < \infty.
$$

To build the new two dimensional scheme we extend the concept of no flow surface region $D_{i,j}^n$ (see [17, 18]) to three dimensional variables $(x, y, t)$ as $D_{i,j}^n \subset \mathbb{R}^3$, where $i$ and $j$ refer to $(x_i, y_j)$ and $n$ refers to time state $t^n$. The border of the control volume $D_{i,j}^n$ is represented by $\partial D_{i,j}^n = R_{i,j}^n \cup S_{i,j}^n \cup \overline{R_{i,j}}^{n+1}$ where (see Figure 7),

- $R_{i,j}^n = [x_{i-\frac{1}{2}}^n, x_{i+\frac{1}{2}}^n] \times [y_{j-\frac{1}{2}}^n, y_{j+\frac{1}{2}}^n]$ in $\mathbb{R}^2$ is the entry of the no flow surface region
- $\overline{R_{i,j}}^{n+1} = [x_{i-\frac{1}{2}}^{n+1}, x_{i+\frac{1}{2}}^{n+1}] \times [y_{j-\frac{1}{2}}^{n+1}, y_{j+\frac{1}{2}}^{n+1}]$ is the exit of the no flow surface region, and
- $S_{i,j}^n$, in $\mathbb{R}^3$, is the lateral surface of the no flow surface region.

We consider now (3.1) in the generalized space-time divergence form,

$$
(3.5) \quad \nabla_{t,x,y} \begin{bmatrix} u \\ f(u) \\ g(u) \end{bmatrix} = 0.
$$
Integration over the control volume and the use of the divergence theorem gives,

\[ \int_{\partial D_{i,j}} \left[ \begin{array}{c} u \\ f(u) \\ g(u) \end{array} \right] \cdot \vec{n} \, d(\partial D_{i,j}) = 0. \]

The normal vector in the entry of the no flow surface region, \( R_{i,j}^n \), is \([-1 \ 0 \ 0]^T\) and the vector normal in the exit of the no flow surface region, \( R_{i,j}^{n+1} \), is \([1 \ 0 \ 0]^T\). Then, the right side of (3.6) can be written as

\[ \int_{R_{i,j}^n} \left[ \begin{array}{c} u \\ f(u) \\ g(u) \end{array} \right] \cdot [-1 \ 0 \ 0]^T \, dA + \int_{S_{i,j}^n} \left[ \begin{array}{c} u \\ f(u) \\ g(u) \end{array} \right] \cdot \vec{n} \, dS + \int_{R_{i,j}^{n+1}} \left[ \begin{array}{c} u \\ f(u) \\ g(u) \end{array} \right] \cdot [1 \ 0 \ 0]^T \, dA = 0. \]

We assume there is not flow through the surface \( S_{i,j}^n \) (that is, \( S_{i,j}^n \) is impervious; this is natural in many applications [17, 18, 19, 20, 22]). Therefore surface integral of \( S_{i,j}^n \) is zero, i.e.,

\[ \int_{R_{i,j}^{n+1}} u(x, y, t^{n+1}) \, dA = \int_{R_{i,j}^n} u(x, y, t^n) \, dA, \]

which we call conservation identity. The numerical approximations \( U_{i,j}^n \) and \( U_{i,j}^{n+1} \) appearing in (3.3) and (3.4), respectively, can be defined from equation (3.8) with the desired conservation properties and reads,

\[ U_{i,j}^{n+1} = \frac{1}{R_{i,j}^{n+1}} \int_{R_{i,j}^{n+1}} u(x, y, t^{n+1}) \, dA = \frac{R_{i,j}^n}{R_{i,j}^{n+1}} \frac{1}{R_{i,j}^n} \int_{R_{i,j}^n} u(x, y, t^n) \, dA = \frac{R_{i,j}^n}{R_{i,j}^{n+1}} U_{i,j}^n. \]

Figure 8: Normal vectors on each side of \( R_{i,j}^n \)-cell (left). No flow surface region and parametrized curves from time level \( t^n \) to \( t^{n+1} \) (right).
On other hand, from (3.5) and by the natural conservation properties of the no flow surface region for hyperbolic conservation law it follows

(3.10) \quad \int_{S_{i,j}} \begin{bmatrix} u \\ f(u) \\ \frac{g(u)}{u} \end{bmatrix} \cdot \vec{n} \, dS = 0 \quad \text{and} \quad \int_{S_{i,j}} \begin{bmatrix} u \\ f(u) \\ \frac{g(u)}{u} \end{bmatrix} \cdot \vec{n} = 0.

Now, let \( \sigma^{n}_{i-\frac{1}{2},j}(t) = (t,\sigma_{1}(t),\sigma_{2}(t)) \), \( t^{n} \leq t < t^{n+1} \), be a parametrized curve such that

\[
\sigma^{n}_{i-\frac{1}{2},j}(t^{n}) = (t^{n},\sigma_{1}(t^{n}),\sigma_{2}(t^{n})) = (t^{n},x_{i-\frac{1}{2}},y_{j})
\]

and \( \sigma^{n}_{i-\frac{1}{2},j}(t) \in S_{i,j} \). Analogously, we can define parameterized curves corresponding to other sides of \( R_{i,j}^{n} \), such that \( \sigma^{n}_{i+\frac{1}{2},j}(t),\sigma^{n}_{i,j-\frac{1}{2}}(t),\sigma^{n}_{i,j+\frac{1}{2}}(t) \in S_{i,j} \) with initial point \( (t = t^{n}) \) in the respective center of the side of \( R_{i,j}^{n} \) (see Figure 8).

Construction of a lateral curve of the no flow surface region. First, such construction is not unique. Actually, this might lead to a family of methods; this interesting issue will not be addressed in this work. Make fixed the point \( \sigma^{n}_{i-\frac{1}{2},j}(t^{n}) \). The normal vector to the corresponding side of \( R_{i,j}^{n} \) is the vector \([t^{n},-1,0]^{T}\). Moreover, the normal vector on the curve \( \sigma^{n}_{i-\frac{1}{2},j}(t) \) at \( t^{n} \leq t < t^{n+1} \) is a orthogonal vector to vector \((\sigma^{n}_{i-\frac{1}{2},j})'((t) = [1,\sigma'(t),0]\); see right frame in Figure 8. Indeed, the vector at point \( \sigma^{n}_{i-\frac{1}{2},j}(t) \) may be calculated as \( n = [-1,\frac{1}{\sigma'(t)},0] \) and follows:

(3.11) \quad 0 = [u \ f(u) \ g(u)]^{T} \cdot \vec{n} = [u \ f(u) \ g(u)]^{T} \cdot \begin{bmatrix} -1, \frac{1}{\sigma'(t)}, 0 \end{bmatrix} = -u + \frac{f(u)}{\sigma'(t)} \quad \text{and then}

(3.12) \quad \sigma'(t) = \frac{f(u)}{u}

with \( \sigma^{n}_{i-\frac{1}{2},j}(t^{n}) = (t^{n},x_{i-\frac{1}{2}},y_{j}) \). Finally, since \( \sigma^{n}_{i-\frac{1}{2},j}(t) \) is in the plane \( y = y_{j} \), then \( \sigma^{n}_{i-\frac{1}{2},j}(t) = (t,\sigma_{1}(t),y_{j}) \). We point out that an analogous reasoning as in (3.11)-(3.12) might lead to the parametrized curves \( \sigma^{n}_{i+\frac{1}{2},j}(t) = [t,\gamma_{1}(t),y_{j}],\sigma^{n}_{i,j-\frac{1}{2}}(t) = [t,x_{i},\alpha_{2}(t)],\sigma^{n}_{i,j+\frac{1}{2}}(t) = [t,x_{i},\theta_{2}(t)],\gamma_{1}(t) \), such that \( \alpha_{2}(t) \) and \( \theta_{2}(t) \) must satisfy the exact conditions,

(3.13) \quad \begin{cases} \gamma_{1}(t)'(t) = \frac{f(u)}{u}, \\ \gamma_{1}(t)'(t^{n}) = (t^{n},x_{i+\frac{1}{2}},y_{j}), \end{cases} \quad \begin{cases} \alpha_{2}(t)'(t) = \frac{g(u)}{u}, \\ \alpha_{2}(t)'(t^{n}) = (t^{n},x_{i},y_{j-\frac{1}{2}}), \end{cases} \quad \begin{cases} \theta_{2}(t)'(t) = \frac{g(u)}{u}, \\ \theta_{2}(t)'(t^{n}) = (t^{n},x_{i},y_{j+\frac{1}{2}}). \end{cases}

Remark: We point out that solutions for the generalized ODE system (3.14) to compute \( \sigma^{n}_{i-1/2,j}(t) \) in Eq.(3.15) by the differential equation \( \frac{d\sigma^{n}_{i-1/2,j}(t)}{dt} = \frac{f(U^{n}_{i-\frac{1}{2},j})}{U^{n}_{i-\frac{1}{2},j}} \) on the edge of the no flow surface region (see Figure 9 and Figure 10) can be facilitated by suitable linear reconstruction \( L(x,t) \) such as \( U_{i-\frac{1}{2},j} = \frac{1}{h} \int_{x_{i-\frac{1}{2},j}}^{x_{i+\frac{1}{2},j}} L(x,t) \, dx \). The situation is similar for quantities \( U^{n}_{i+\frac{1}{2},j}, U^{n}_{i,j-\frac{1}{2}} \) and \( U^{n}_{i,j+\frac{1}{2}} \); see Section 3.2 for details.
Figure 9: No flow surface region (left). Normal vector $\vec{n}$ in $y = y_j$-plane (right).

We choose the simplest approximation of system (3.13), by setting $U_{i,j}^n$ at $t = t^n$ we get:

\[
\begin{align*}
\gamma_1(t)'(t) &= f\left(\frac{U_{i,j}^n}{i+\frac{1}{2},j}\right), & \alpha_2(t)'(t) &= g\left(\frac{U_{i,j}^n}{i,j-\frac{1}{2}}\right), & \theta_2(t)'(t) &= g\left(\frac{U_{i,j+1}^n}{i,j+\frac{1}{2}}\right), \\
\gamma_1(t)'(t^n) &= x_{i+\frac{1}{2}}, & \alpha_2(t)'(t^n) &= y_{j-\frac{1}{2}}, & \theta_2(t)'(t^n) &= y_{j+\frac{1}{2}},
\end{align*}
\]

where

\[
\begin{align*}
\frac{f\left(U_{i+\frac{1}{2},j}^n\right)}{U_{i+\frac{1}{2},j}^n} &\equiv f_{i+\frac{1}{2},j}, & \frac{f\left(U_{i-\frac{1}{2},j}^n\right)}{U_{i-\frac{1}{2},j}^n} &\equiv f_{i-\frac{1}{2},j}, & \frac{g\left(U_{i,j-\frac{1}{2}}^n\right)}{U_{i,j-\frac{1}{2}}^n} &\equiv g_{i,j-\frac{1}{2}} & \text{and} & \frac{g\left(U_{i,j+\frac{1}{2}}^n\right)}{U_{i,j+\frac{1}{2}}^n} &\equiv g_{i,j+\frac{1}{2}}.
\end{align*}
\]

Thus, we can approximate curves of the no flow surface region at $t^n < t < t^{n+1}$ as:

\[
\begin{align*}
\sigma_1(t) &\approx x_{i-\frac{1}{2}} + (t - t^n)f_{i-\frac{1}{2},j}, \\
\gamma_1(t) &\approx x_{i+\frac{1}{2}} + (t - t^n)f_{i+\frac{1}{2},j}, \\
\alpha_2(t) &\approx y_{j-\frac{1}{2}} + (t - t^n)g_{i,j-\frac{1}{2}},
\end{align*}
\]

and

\[
\theta_2(t) \approx y_{j+\frac{1}{2}} + (t - t^n)g_{i,j+\frac{1}{2}}.
\]

The approximation of the volume $D^n_{i,j}$ gives (see right frame in Figure 10):

\[
D^n_{i,j} = \{(t, x, y) / t^n \leq t < t^{n+1}, \sigma_1(t) \leq x < \gamma_1(t), \alpha_2(t) \leq y < \theta_2(t)\}.
\]

The new conservative Lagrangian-Eulerian scheme is given by very simply formulas:
Figure 10: Analytic (left) and approximated (right) no flow surface region.

**STEP I** (Lagrangian Evolution, see Figure 10, and below $h \equiv \Delta y = \Delta x$)

\[
U_{n+1}^{i,j} = A(R_{n+1}^{i,j}) U_n^{i,j}, \quad \text{with} \quad A(R_n^{i,j}) = h_i^2 \quad \text{and} \quad A(R_{n+1}^{i,j}) = h_i^n * h_j^n
\]

where $h_i^n * h_j^n = (\Delta x - (f_{i-1/2,j} + f_{i+1/2,j})\Delta t) * (\Delta y - (g_{i,j-1/2} + g_{i,j+1/2})\Delta t)$.

**STEP II** (Eulerian Projection, see Figure 11)

\[
U_{n+1}^{i,j} = \frac{1}{A(R_{n+1}^{i,j})} (C1 + C2 + C3),
\]

where $C1 \equiv c_{11}U_{n+1}^{i-1,j-1} + c_{12}U_{n+1}^{i,j-1} + c_{13}U_{n+1}^{i+1,j-1}$, $C2 \equiv c_{21}U_{n+1}^{i-1,j} + c_{22}U_{n+1}^{i,j} + c_{23}U_{n+1}^{i+1,j}$ and $C3 \equiv c_{31}U_{n+1}^{i-1,j+1} + c_{32}U_{n+1}^{i,j+1} + c_{33}U_{n+1}^{i+1,j+1}$.

Figure 11: Projection over original grid.
3.2. Improving numerically the solution of the generalized ODE system (3.14) with conservation and robustness. Solutions $\alpha_{i-1/2,j}^n(t)$ of the differential system can be obtained using the approximations

$$
U_{i-\frac{1}{2},j} = \frac{1}{h} \int_{x_{i-1,j}}^{x_{i,j}} L(x,t)dx = \frac{1}{h} \left( \int_{x_{i-1,j}}^{x_{i,j-\frac{1}{2}}} L_{i-1,j}(x,t)dx + \int_{x_{i,j-\frac{1}{2}}}^{x_{i,j}} L_{i,j}(x,t)dx \right)
$$

(3.18)

$$
= \frac{1}{2} (U_{i-1,j} + U_{i,j}) + \frac{1}{8} (U_{i,j}^' - U_{i-1,j}^').
$$

Additional and even high-order approximations are also acceptable for $\frac{d\sigma_{i-1/2,j}^n(t)}{dt} = \frac{f(u)}{u}$ (see (3.14)). As in [23], the piecewise constant numerical data is reconstructed into a piecewise linear approximation through the use of MUSCL-type interpolants: $L_{i,j}(x,t) = u_{i,j}(t) + (x - x_j) \frac{1}{Ax} u_{i,j}^'$. For the numerical derivative $\frac{1}{Ax} u_{i,j}^'$, there are several choices of slope limiters for scalar case; in the book [93] there is a good compilation of many possible options. Finally, in order to show the flexibility of the reconstruction we use the nonlinear Lagrange polynomial in $U_{i-1,j}^n$, $U_{i,j-1}^n$, $U_{i,j}^n$, $U_{i,j+1}^n$ and $U_{i+1,j}^n$. Therefore, equation (3.16) reads

(3.19)

$$
\overline{U}_{i,j}^{n+1} = \frac{1}{h_j^n} \int_{s_{j-\frac{1}{2}}}^{s_{j+\frac{1}{2}}} P_2(x,y)ds,
$$

where $s = x, y$ and $P_2(x,y) = U_{i-1,j}^n L_1(x - x_i) + U_{i,j-1}^n L_1(y - y_j) + U_{i,j}^n L_0(x - x_i) + U_{i,j+1}^n L_1(x - x_j) + U_{i,j+1}^n L_1(y - y_j)$ and

(3.20)

$$
L_{\pm 1}(x) = \frac{1}{2} \left[ \left( \frac{x}{h} \pm \frac{1}{2} \right)^2 - \frac{1}{4} \right], \quad L_0(x) = 1 - \left( \frac{x}{Ax} \right)^2.
$$

3.3. A Lagrangian-Eulerian CFL stability constraint. Next, by definition of $f_{i-1/2,j}$, $f_{i+1/2,j}$, $f_{i,j-1/2}$ and $f_{i,j+1/2}$ in (3.14), we obtain the resulting coefficients of the Eulerian projection formula (3.17) as follows. Let the vectors

$$
C_x = [C_{x_l}, \Delta x - C_{x_l} - C_{x}, C_{x}]
$$

where $C_{x_l} = 0.5(1 + \text{sign}(f_{i-1/2,j})u_{i-1/2,j}) \Delta t$, $C_{x} = 0.5(1 - \text{sign}(f_{i+1/2,j})u_{i+1/2,j}) \Delta t$ and

$$
C_y = [C_{y_l}, \Delta y - C_{y_l} - C_{y}, C_{y}]
$$

where $C_{y_l} = 0.5(1 + \text{sign}(g_{i,j-1/2})u_{i,j-1/2}) \Delta t$, $C_{y} = 0.5(1 - \text{sign}(g_{i,j+1/2})u_{i,j+1/2}) \Delta t$.

We define the coefficients of projection formula (3.17) as the coefficients of the matrix

(3.21)

$$
C = (c_{i,j}) = C_x^T C_y,
$$

under the CFL-condition (along with $h \equiv \Delta x = \Delta y$)

(3.22)

$$
\max_{i,j} \left\{ ||f'(U_{i,j}^n)||, ||g'(U_{i,j}^n)||, ||f_{i-1/2,j}||, ||f_{i+1/2,j}||, ||g_{i,j-1/2}||, ||g_{i,j+1/2}|| \right\} \Delta t < \frac{h}{2}.
$$
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3.4. A connection with monotone convergent entropy stable numerical scheme. For the purpose of this work, we invoke the solid theory of general monotone difference schemes (see, e.g., [64, 65, 48, 57]) to illustrate the generality or our Lagrangian-Eulerian approach (3.16)-(3.17), under the CFL stability constraint (3.22). By definition of matrix,

\[(3.23) \quad A_{ij} = \begin{bmatrix} U_{i-1,j}^{n+1} & U_{i,j}^{n+1} & U_{i+1,j}^{n+1} \\ U_{i-1,j}^{n+1} & U_{i,j}^{n+1} & U_{i+1,j}^{n+1} \\ U_{i-1,j}^{n+1} & U_{i,j}^{n+1} & U_{i+1,j}^{n+1} \end{bmatrix},\]

the Eulerian Projection step (3.17) over original grid may be recast as

\[(3.24) \quad U_{i,j}^{n+1} = C_x A_{ij} C_y^T,\]

or in the form of conservative monotone scheme as,

\[(3.25) \quad U_{i,j}^{n+1} = U_{i,j}^n - \lambda_x \Delta_x F(U_{i-p,j-r}^n, ..., U_{i+q+1,j+s+1}^n) - \lambda_y \Delta_y G(U_{i-p,j-r}^n, ..., U_{i+q+1,j+s+1}^n) \]

where, along with (3.16) and taking \( h = \Delta x = \Delta y \), we have,

\[F(U_{i-1,j}^n, ..., U_{i+1,j}^n) = F_L(U_{i-1,j}^n, U_{i-1,j-1}, U_{i-1,j}^n, U_{i,j}^n, U_{i+1,j}^n) - F_R(U_{i-1,j}^n, U_{i-1,j}^n, U_{i,j}^n, U_{i+1,j}^n, U_{i+1,j}^n, U_{i+1,j+1}^n),\]

with

\[F_R = h_x C_{xr} (U_{i+1,j}^{n+1} - U_{i,j}^{n+1}) - \]
\[C_{xr} C_{yl} (U_{i+1,j}^{n+1} - U_{i,j}^{n+1}) - G_{il}^{+} (U_{i+1,j}^{n+1} - U_{i,j}^{n+1}) + \frac{1}{2} (f(U_{i,j}^{n+1}) + f(U_{i+1,j}^{n+1})),\]
\[F_L = h_x C_{xr} C_{yl} (U_{i+1,j}^{n+1} - U_{i,j}^{n+1}) - \]
\[C_{xr} C_{yl} (U_{i-1,j}^{n+1} - U_{i,j}^{n+1}) - G_{il}^{-} (U_{i-1,j}^{n+1} - U_{i,j}^{n+1}) + \frac{1}{2} (f(U_{i,j}^{n+1}) + f(U_{i+1,j}^{n+1})).\]

and

\[G(U_{i-1,j}^{n+1}, ..., U_{i+1,j+1}^{n+1}) = \]
\[G_R(U_{i-1,j}^{n+1}, U_{i,j}^{n+1}, U_{i+1,j}^{n+1}, U_{i,j-1}^{n+1}, U_{i,j+1}^{n+1}) - G_L(U_{i-1,j}^{n+1}, U_{i,j-1}^{n+1}, U_{i,j+1}^{n+1}, U_{i,j}^{n+1}),\]
\[G_R = h_x C_{yl} (U_{i,j+1}^{n+1} - U_{i,j}^{n+1}) - \]
\[C_{xr} C_{yl} (U_{i,j+1}^{n+1} - U_{i,j}^{n+1}) + \frac{1}{2} (g(U_{i,j-1}^{n+1}) + g(U_{i,j+1}^{n+1})),\]
\[G_L = h_x C_{yl} (U_{i,j-1}^{n+1} - U_{i,j}^{n+1}) - \]
\[C_{xr} C_{yl} (U_{i,j-1}^{n+1} - U_{i,j}^{n+1}) + \frac{1}{2} (g(U_{i,j-1}^{n+1}) + g(U_{i,j+1}^{n+1})).\]

We can note that, \( F \) and \( G \) satisfy condition (3.26), this implies consistency with (3.1) and thus the numerical method to 2D-hyperbolic equations is monotone.

In order for the above scheme be consistent with (3.1), we must have:

\[(3.26) \quad F_1(u, u, ..., u) = f(u) \quad \text{and} \quad F_2(u, u, ..., u) = g(u), \quad u \in \mathbb{R}.\]

Here, the functions \( F_1 \) and \( F_2 \), are the corresponding numerical fluxes of the pertinent approximation. The difference approximation is monotone on the interval \([a, b]\) if \( G \) a nondecreasing function of each argument \( U_{i,j}^n \) so long as all arguments lie in \([a, b]\). Write \( u(x, y, t) = \)
\((S(t)u_0)(x, y)\), where \(S(t) : L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \to L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2)\) for each \(t \geq 0\) and \(t \to S(t)u_0\) is continuous into \(L^1(\mathbb{R}^2)\). To compute this solution numerically we set

\[
(3.27) \quad u^{\Delta t} = \sum_{n=0}^{\infty} \sum_{k=-\infty}^{\infty} U^n_{j,k} \chi^n_{j,k},
\]

where \(\chi^n_{j,k}\) is the characteristic function in the respective cell. Indeed, it turns out that conservative monotone schemes converge to entropy solutions. Therefore, convergence toward the entropy solution to our Lagrangian-Eulerian approach \((3.16)-(3.17)\) is proven. In \([22]\), we were able to establish entropy convergence and error estimates for conservative Lagrangian-Eulerian method on triangular grids.

3.5. Numerical experiments with the Lagrangian-Eulerian with conservation properties. We present a benchmark comprehensive set of numerical tests which explore the role of accuracy of our new 2D Lagrangian-Eulerian scheme with conservation properties.

3.5.1. A numerical convergence study for a linear 2D advection flow model. First, let us consider the following initial value problem

\[
(3.28) \quad \frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} = 0, \quad \text{in the computational domain} \quad (x, y, t) \in [0, 1] \times [0, 1] \times [0, 1],
\]

and initial condition,

\[
(3.29) \quad u(x, y, 0) = \sin(\pi(x + y)).
\]

It is easy exercise to show that the exact solution to problem \((3.28)-(3.29)\) is \(u(x, y, t) = \sin(\pi(x + y - 2t))\). The solution will be advanced from \(t = 0\) to \(t = 1\) and we notice that at this time the solution is merely traslated by one period \(2\pi\), with respect to \((3.29)\) in the oblique \(x = y\) direction. The approximation computed with our scheme to problem \((3.28)-(3.29)\) is shown in the Figure 13 (left frame) along with the exact solution on the right frame.

In Figure 14 we observe numerical convergence rates to \((3.28)-(3.29)\) in the \(l^1_h\)-norm (left), in the \(l^2_h\)-norm (middle) and in the \(l^\infty_h\)-norm (right) computed by scheme \((3.16)-(3.17)\).
3.5.2. An oblique Riemann problem for inviscid 2D Burgers’s equation. We consider the 2D initial value problem for the inviscid Burgers’s equation as proposed in [85],

$$\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} \left( \frac{u^2}{2} \right) + \frac{\partial}{\partial y} \left( \frac{u^2}{2} \right) = 0,$$

where \((x, y, t) \in [0, 1] \times [0, 1] \times [0, 0.5]\), and with the oblique Riemann data,
\[ u(x, y, 0) = \begin{cases} 
-1.0, & x > 0.5, \ y > 0.5, \\
-0.2, & x < 0.5, \ y > 0.5, \\
0.5, & x < 0.5, \ y < 0.5, \\
0.8, & x > 0.5, \ y < 0.5, 
\end{cases} \]

in conjunction with exact boundary condition on the inflow portions of \( \partial \Omega \). The correct entropic numerical solution is advanced from \( t = 0 \) to \( t = \frac{1}{12} \) as in [49] (see Figure 16).

3.5.3. A Buckley-Leverett’s problem with gravity. We consider the reservoir flow model for two-phase water-oil immiscible incompressible fluid with gravity [49],

\[
-\nabla \cdot [K \lambda_{tot}(S_w) \nabla p] = q_{tot},
\]

\[
\frac{\partial \phi S_w}{\partial t} + \frac{\partial (u_{tot} f(S_w))}{\partial x} + \frac{\partial (v_{tot} g(S_w))}{\partial y} = q_w,
\]

where \( K \) is the absolute permeability tensor, \( \lambda_{tot} \) is the total mobility, \( p \) is the thermodynamic pressure, \( \phi \) is the porosity, \( S_w \in [0, 1] \), \( S_w \) is the water saturation, and \( u_{tot} = (u_{tot}, v_{tot}) \) is
the total velocity (i.e., $u_{tot} = u_w + u_o$). The pressure equation (3.32) as written is elliptic in the absence of compressibility and reads $-\nabla \cdot [K\lambda_{tot}(S_w)\nabla p] = 0$. Because the total mobility depends on saturation, the pressure yields fields changes as the displacement evolves, this is just a statement of Darcy’s law combined with the conservation of mass. Once the pressure is computed from (3.32), the total velocity is given by Darcy’s law:

$$u_{tot} = -K\lambda_{tot}(S_w)\nabla p.$$  

The equation (3.33) is referred to as the saturation equation. Finally, in the absence of gravity and capillarity effects the $x$- and $y$-direction flux functions $f(S_w)$ and $g(S_w)$ are both just the fractional flow function of water, i.e., the non-convex Buckley-Leverett flux:

$$g(S_w) = f(S_w) = \frac{S_w^2}{S_w^2 + \frac{\mu_w}{\mu_0}(1 - C_g(1 - S_w)^2)},$$

here $\mu_w$ and $\mu_o$ are the water and oil phase viscosities, respectively. For simplicity, in the simulations discussed here, we have chosen the following values of the parameters: $K$ is the identity matrix, $\lambda_{tot}(S_w) = 1$, $\phi = 1$, $q_{tot} = q_w = 0$. Generally, the complete solution of the system (3.33) and (3.32) is obtained by the implicit method to the pressure equation (3.32) and the explicit method by the hyperbolic equation such approach is called an Implicit Pressure Explicit saturation (IMPES) sequential solver.

In this example, we consider the Buckley-Leverett problem with gravity proposed in [49] under the above assumptions with $u_{tot} = (1, 1)$. The equations are significantly more challenging when gravitational effects are included in the saturation equation, resulting in different (non-convex) flux functions in the $x$- and $y$-directions. In this case, $f(\cdot)$ once again the Buckley-Leverett flux (Flow), but for the flux in the $y$-direction we have,

$$g(S_w) = f(S_w)(1 - C_g(1 - S_w)^2).$$

Finally, we notice that we impose the solid wall (slip) boundary condition $u_{tot} \cdot n = 0$, everywhere on the boundary $\partial Q$, where $n$ is the outward unit normal to $\partial Q$, upon the
system \((3.32)\) and \((3.33)\). This means that there are no inflow boundaries and, hence, no boundary conditions on \(S_w\). Here we have two situations we want to test our Eulerian-Lagrangian scheme: (1) a rudimentary test to address the issue of grid orientation effects (this anomalous phenomenon is observed when computational grid is rotated and substantially different numerical solutions are obtained for a same problem) and (2) accommodation of no flow boundary condition, exact or approximate. Finally, we see our numerical solutions shown in Figure 18 for the Buckley-Leverett’s problem described above \((3.32)-(3.37)\) are in a very good agreement with those computed solutions as in [49].

![Figure 18](image)

Figure 18: From top to bottom are shown the Buckley-Leverett’s numerical solutions computed with the two-dimensional scheme with respect to the reservoir waterflooding problem with gravity described in \((3.32)-(3.37)\).

### 3.5.4. Conservation property verification test with scalar analytical solution velocity.

In Figure 19 is shown 2D numerical solutions displayed as time evolves for a 2D symmetric Buckley-Leverett problem, in which is possible compare with exact analytical solution. Notice in top frames are shown the projection over \(xu\)-plane at times \(T = 10, 110, 220, 340\) hours, respectively. It is clear we might see the correct front velocity of the 2D simulation being approximated with our proposed scheme when compared with the Buckley-Leverett analytical solution (superimposed red lines).

### 4. Coupling conservative finite element method for Darcy flow problem with a locally conservative Lagrangian-Eulerian method for hyperbolic-transport.

We combine a novel high-order conservative finite element method for Darcy flow problem (Section 2) with locally conservative Lagrangian-Eulerian method for hyperbolic-transport (Section 3) to address conservation properties in multiple scale in both, the complexity multiscale heterogeneity structures from rock geology appearing in the elliptic-pressure-velocity model as well as multiscale wave structures resulting from shock wave interactions from the hyperbolic-transport model.

We solve saturation and pressure equations \((1.1)-(1.2)\) in the IMPES sequential fashion in a geological domain of \(256m \times 64m\) considering two representative situations in which any one can easily reproduce further latter, namely, homogeneous medium and heterogeneous barrier and both in the slab geometry as previously described.

- **Test 1**: Let’s consider an homogeneous medium \((K(x) \equiv 1)\) and use the method to
solve the model (1.1)-(1.2) for time from 0 to 220 using numerical square meshes of norms \( h_x = h_y = 32, 16, 8, 4, 2, \) and 1).

- **Test 2**: Let’s consider an heterogeneous barrier medium and use the method to solve the model (1.1)-(1.2) for time from 0 to 220 using numerical square meshes of norms \( h_x = h_y = 32, 16, 8, 4, 2 \) and 1).

For both flow situations, we present the evolution of the waves front interaction of saturation as evolve in time; see frames in Figure 20 (homogeneous medium) and 21 (heterogeneous barrier high high-constrast permability). The evolution of velocity field corresponding to the heterogeneous barrier flow situation is displayed in Figure 22. Indeed, we also present the computation of the relative mass errors computed with our multiscale coupling procedure through situations Test 1 and 2, depicted in Figure 23 (homogeneous medium) and 24 (heterogeneous barrier). We also present a numerical convergence study that corroborates our findings. Based on the reported results, we were able to show the promising methodology on the conservation properties in multiple scale coupling and simulation for Darcy flow with hyperbolic-transport in complex flows.
Figure 20: Evolution of saturation for **Test 1** using mesh norm $h_x = h_y = 1$. Solutions at times: $t = 24, 48, 73, 97, 122, 146, 171, 195, 220$.

5. **Concluding remarks and perspectives.** In this paper, we are concerned with modeling, simulation and numerical analysis for approximate solutions in multiscale nonlinear PDE related to highly complex problems. A better comprehension of multiscale fluid flow in subsurface is very hard, challenging and undoubtedly still of current events and demand innovative multiscale approaches, since ingenious difficulties stem from the lack of regularity of solutions. We revisited a novel volumetric *locally conservative* and residual-based Lagrange multipliers saddle point reformulation of the standard high-order finite method, clarifying and simplifying the presentation of its conservative properties. A new robust and accurate dynamic forward tracking Lagrangian-Eulerian scheme for hyperbolic problems do deal with multiscale wave structures resulting from shock wave interactions is also introduced. We present numerical results with realistic high-contrast two-dimensional multiscale coefficients with coupling multiscale oil-water flow simulations along with convincing numerical tests of local and global local mass conservation. We expect to combine the novel approach into the framework of Generalized Multiscale Finite Element Methods as recently introduced in [2]; see also [22] with particular interest to the case of complex flow systems as discussed in [8, 10, 12] for real-file applications, but in which issues of existence, stability properties and uniqueness are
Figure 21: Evolution of saturation for **Test 2** using mesh norm $h_x = h_y = 1$. Solutions at times: $t = 24, 48, 73, 97, 122, 146, 171, 195, 220$.

Figure 22: Evolution of velocity field for **Test 2** using mesh norm $h_x = h_y = 1$. Solutions at times: $t = 24, 48, 73, 97, 122, 146, 171, 195, 220$.

not well understood in line of works [5, 8, 12, 13, 16, 50, 67, 80].
Figure 23: A 2D homogeneous slab problem coupling test for the Darcy problem with hyperbolic-transport having 256m × 64m: on the top a decreasing of the relative error of mass under a mesh refinement study and on the bottom we see evidence of numerical convergence of the full Darcy-hyperbolic-transport two-phase flow system.

Figure 24: A 2D barrier slab problem coupling test for the Darcy problem with hyperbolic-transport having 256m × 64m: on the top a decreasing of the relative error of mass under a mesh refinement study and on the bottom we see evidence of numerical convergence of the full Darcy-hyperbolic-transport two-phase flow system.
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