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Abstract
It is recently shown that a split-step quantum walk possesses a chiral symmetry, and that a certain well-defined index can be naturally assigned to it. The index is a well-defined Fredholm index if and only if the associated unitary time-evolution operator has spectral gaps at both $+1$ and $-1$. In this paper we extend the existing index formula for the Fredholm case to encompass the non-Fredholm case (i.e., gapless case). We make use of a natural extension of the Fredholm index to the non-Fredholm case, known as the Witten index. The aim of this paper is to fully classify the Witten index of the split-step quantum walk by employing the spectral shift function for a rank one perturbation of a fourth order difference operator. It is also shown in this paper that the Witten index can take half-integer values in the non-Fredholm case.

1 Introduction and main result

Quantum walk is widely known as a quantum mechanical counterpart of random walk [2, 13]. There are various applications such as quantum computations [5, 19], quantum algorithms [1, 21, 30] and topological phases [3, 15, 17]. It is also regarded as a discretization of the Dirac equation [20].

One of the most important properties of quantum walks is localization. In particular, the famous Grover search algorithm [12] deeply depends on the property. Localization, however, does not always occur. A sufficient condition for the occurrence of localization is that the time evolution operator has an eigenstate and has no singular continuous spectrum [29, Proposition 2.4]. The absence of singular continuous spectrum is shown by using scattering theory [26, Theorem 2.4]. On the other hand, the existence of an eigenstate can be understood from the point of view of topological phases in some situations.

In this paper, we focus on mathematical studies of topological phases for discrete-time chiral symmetric quantum walks on the integer lattice $\mathbb{Z}$, which are directly related to index theory. The point is that eigenstates (known as edge states) exist when the index is non-zero. This phenomena is called the bulk-edge correspondence. Such systems have been experimentally realized [4, 10] and mathematically studied [6, 7, 9, 10, 31]. The above phenomena corresponds to the so-called gapped phases in physics. To explain more precisely, we briefly recall some basic facts of chiral symmetric quantum walks from [31] (see also [6]). Quantum walks we consider in this paper are discrete-time quantum walks. That is, the (unit) time evolution of a system is described by a unitary operator $U$ on a Hilbert space $\mathcal{H}$. For a unitary and self-adjoint operator $\Gamma$ on $\mathcal{H}$, we say that $U$ has a chiral symmetry $\Gamma$, if the following equality holds:

$$\Gamma U = U^*. \tag{1.1}$$

If $U$ has a chiral symmetry $\Gamma$, then the imaginary part $Q$ of $U$ plays a role of a supercharge in the context of supersymmetric quantum mechanics [31, Section 5.1.2]:

$$Q := \frac{U - U^*}{2i}.$$
That is, $Q$ anti-commutes with $\Gamma$, meaning that $\Gamma Q + Q \Gamma = 0$ holds. From this, $Q$ is decomposed as

$$Q = \begin{bmatrix} 0 & Q_0 \\ Q_0^* & 0 \end{bmatrix}_{\ker(\Gamma-1) \oplus \ker(\Gamma+1)}, \quad Q_0 : \ker(\Gamma-1) \to \ker(\Gamma+1). \quad (1.2)$$

If $Q_0$ is Fredholm, we say that the pair $(\Gamma, U)$ is Fredholm. In this case, we can introduce an index $\text{ind}_\Gamma(U)$ of the pair $(\Gamma, U)$ by

$$\text{ind}_\Gamma(U) := \dim \ker(Q_0) - \dim \ker(Q_0^*), \quad (1.3)$$

which is nothing but the Fredholm index of $Q_0$. For Fredholm index theory, see e.g. [23, Section 1.4] or [24].

We note that the index $\text{ind}_\Gamma(U)$ depends not only on $U$, but also on $\Gamma$. Thus we emphasize dependence on $\Gamma$ in the suffix of $\text{ind}(\cdot)$. The Fredholm condition of the pair $(\Gamma, U)$ is equivalent to that neither $+1$ nor $-1$ is contained in the essential spectrum of $U$. Thus, in this case, the spectrum of $U$ has gaps at both $+1$ and $-1$, and hence we can interpret that this case corresponds to a gapped phase in physics. In addition, it is established in [31, Theorem 3.4] (see also [6, Corollary 4.3]) that the following inequality holds;

$$\dim \ker(U-1) + \dim \ker(U+1) \geq |\text{ind}(U)|.$$

The above inequality implies that if $\text{ind}_\Gamma(U) \neq 0$, then there exists an eigenstate corresponding to $+1$ or $-1$. This is a mathematical formulation of the bulk-edge correspondence.

Motivated by these facts, the indices for split-step quantum walks are discussed in [22, 32, 33]. Split-step quantum walks are originally introduced by Kitagawa et al. [17] to investigate topological phases of quantum walks. Later, Suzuki et al. [10] generalize Kitagawa’s split-step quantum walks, which we shall consider in this paper. To explain more precisely, let us recall the definition of split-step quantum walks. Let $\ell^2(\mathbb{Z})$ be the Hilbert space of square-summable $\mathbb{C}$-valued sequences indexed by the set $\mathbb{Z}$ of integers, and let $\mathcal{H} := \ell^2(\mathbb{Z}) \oplus \ell^2(\mathbb{Z})$. Let $L$ be the left-shift operator on $\ell^2(\mathbb{Z})$, that is,

$$(L\psi)(x) := \psi(x + 1), \quad \psi \in \ell^2(\mathbb{Z}), \quad x \in \mathbb{Z}.$$ We give a data $a, b, p$ and $q$, where $a, p$ are two $\mathbb{R}$-valued sequences and $b, q$ are two $\mathbb{C}$-valued sequences, satisfying $a(x)^2 + |b(x)|^2 = 1$ and $p(x)^2 + |q(x)|^2 = 1$ for any $x \in \mathbb{Z}$. We identify the sequences with the corresponding multiplication operators on $\ell^2(\mathbb{Z})$. The time evolution operator $U$ of a split-step quantum walk is a unitary operator on $\mathcal{H}$ defined by

$$U := \Gamma'$$

with

$$\Gamma := \begin{bmatrix} a & b \\ b^* & -a \end{bmatrix}, \quad \Gamma' := \begin{bmatrix} a & b \\ b^* & -a \end{bmatrix}. \quad (1.4)$$

We note that $U$ has a chiral symmetry $\Gamma$ (see e.g. [31, Lemma 2.1]), and thus the operator $Q_0$ is defined via the decomposition $[1.2]$. In addition, if $Q_0$ is Fredholm, the index $\text{ind}_\Gamma(U)$ is defined as well. To see an explicit form of $Q_0$, we make use of the following proposition.

**Proposition 1.1** ([33, Lemma 3.2]). There exists a unitary operator $\epsilon$ on $\mathcal{H}$ such that

$$\epsilon^* \Gamma \epsilon = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}_{\ell^2(\mathbb{Z}) \oplus \ell^2(\mathbb{Z})}, \quad \epsilon^* Q \epsilon = \begin{bmatrix} 0 & Q_{\epsilon}^* \\ Q_{\epsilon} & 0 \end{bmatrix}_{\ell^2(\mathbb{Z}) \oplus \ell^2(\mathbb{Z})},$$

where $Q_{\epsilon}$ is a bounded operator on $\ell^2(\mathbb{Z})$ defined by

$$Q_{\epsilon} := \frac{i}{2} \begin{bmatrix} \sqrt{1 + pe^{i\theta}Lb^*} & \sqrt{1 + p} - \sqrt{1 - pe^{i\theta}} \sqrt{1 - p} - |q(a + a(-1)) \end{bmatrix} \quad (1.5)$$

and where $\theta$ is a $\mathbb{R}$-valued sequence satisfying $q(x) = |q(x)| e^{i\theta(x)}$ for any $x \in \mathbb{Z}$. Moreover, $(\Gamma, U)$ is Fredholm if and only if $Q_{\epsilon}$ is Fredholm. In this case, the index $\text{ind}_\Gamma(U)$ equals to the Fredholm index of $Q_{\epsilon}$.

Since $Q_{\epsilon}$ is concrete enough, the above proposition enable us to compute the index explicitly under suitable assumptions.
Theorem 1.2 ([33, Theorem B]). Suppose that the following eight limits exist:

$$\clubsuit_{\pm} := \lim_{x \to \pm \infty} \clubsuit(x), \quad \clubsuit \in \{a, b, p, q\}.$$  \hspace{1cm} (1.6)

Then $(\Gamma, U)$ is Fredholm if and only if $|a_+| \neq |p_+|$ and $|a_-| \neq |p_-|$. In this case, we have

$$\text{ind}_\Gamma(U) = \begin{cases} 0, & |p_-| < |a_-| \text{ and } |p_+| < |a_+|, \\ +\text{sgn} p_+, & |p_-| < |a_-| \text{ and } |p_+| > |a_+|, \\ -\text{sgn} p_-, & |p_-| > |a_-| \text{ and } |p_+| < |a_+|, \\ +\text{sgn} p_+ - \text{sgn} p_-, & |p_-| > |a_-| \text{ and } |p_+| > |a_+|, \end{cases}$$

where the sign function $\text{sgn}: \mathbb{R} \to \{-1, 0, +1\}$ is defined by

$$\text{sgn} x := \begin{cases} +1, & x > 0, \\ 0, & x = 0, \\ -1, & x < 0. \end{cases}$$  \hspace{1cm} (1.7)

Cedzich et al. [6] discuss the symmetry index of essentially gapped unitary operators with suitable symmetries from a representation theoretical point of view. Moreover, they discuss split-step quantum walks as a concrete example.

Recently, gapless phases have been studied by physicists [18, 27, 35, 36, 37]. Its mathematical understanding, however, has not been fully elucidated. The aim of this paper is to extend the above index formula to include the gapless case. Our motivation consists of two parts. The first is to develop the theory of gapless symmetries from a representation theoretical point of view. Moreover, they discuss split-step quantum walks. This is because quantum walks can be experimentally realized, and thus we expect that gapless phases can be experimentally realized by making use of quantum walks. As a first step of our project, we shall achieve the aim we have already mentioned.

We note that the gapless case corresponds to the non-Fredholm case since the gapped case corresponds to the Fredholm case. One of the most natural extensions of the Fredholm index to the non-Fredholm case is the so-called Witten index. Let us briefly recall the theory of the Witten index. Let $A$ be a bounded operator on a Hilbert space. We suppose the trace class condition for $A$, meaning that $A^* A - A A^*$ is of trace class. Then the operator $e^{-tA^*} A - e^{-tAA^*}$ is of trace class as well for all $t > 0$, and we set

$$\text{ind}_t(A) := \text{Tr}(e^{-tA^*} A - e^{-tAA^*}), \quad t > 0.$$  

The Witten index $w(A)$ of $A$ is defined by

$$w(A) := \lim_{t \to \infty} \text{ind}_t(A)$$

whenever the limit exists. It is known that the Witten index is equal to the Fredholm index if $A$ is Fredholm [11, Theorem 2.5].

We now return to split-step quantum walks. Since the index $\text{ind}_\Gamma(U)$ is equal to the Fredholm index of $Q_{a_0}$ if the pair $(\Gamma, U)$ is Fredholm, we would like to compute the Witten index of $Q_{a_0}$, which is the main result of this paper. To state the result, we introduce the following assumption in addition to (1.6):

$$\sum_{x \geq 0} \left| \clubsuit(x) - \clubsuit_+ \right| + \left| \clubsuit(-x - 1) - \clubsuit_- \right| < \infty, \quad \clubsuit \in \{a, b, p, q\}.$$  \hspace{1cm} (1.8)

The above summable conditions are needed to guarantee the trace class condition for $Q_{a_0}$. We are now in a position to state the main result.

Theorem 1.3. We assume the existence of limits of the form (1.6) together with the summable condition (1.8). Then we have

$$w(Q_{a_0}) = w(a_+, p_+) - w(a_-, p_-),$$
where the function \( W : [-1, 1] \times [-1, 1] \to \mathbb{R} \) is defined by

\[
W(r, s) := \begin{cases} 
0, & |r| = |s| = 1, \\
\frac{\sgn(r + s) - \sgn(r - s)}{2}, & \text{otherwise.}
\end{cases}
\]

We note that the above formula coincides with Theorem 1.2 if \( Q_{00} \) is Fredholm. This follows from a direct computation.

As a consequence of the main result, we classify the Witten index and show that these indices only depend on the limits on both sides. Moreover, it takes half-integers such as \( 3/2, 1/2, -1/2 \) or \(-3/2\). The appearance of half-integer values suggests the possibility of the existence of resonances at \(+1\) or \(-1\). In other words, there may exist \( \psi \) which the solution of eigenvalue problems

\[
U\psi = \psi, \quad \text{or} \quad U\psi = -\psi
\]

and \( \psi \notin \ell^2(\mathbb{Z}) \oplus \ell^2(\mathbb{Z}) \) but \( \psi \in \ell^\infty(\mathbb{Z}) \oplus \ell^\infty(\mathbb{Z}) \). But the problem is left for the future study. For quantum mechanical cases, see e.g. [5].

Our proof is based on computing spectral shift functions and perturbation determinants directly, which is different from the method used in [5]. For spectral shift functions and perturbation determinants, we refer [28, Chapter 9]. The main difference between [5] and the present paper is as follows. In [5], the authors mainly consider Dirac operators of the form

\[
Q := \begin{bmatrix} 0 & A^* \\ A & 0 \end{bmatrix}_{L^2(\mathbb{R}) \oplus L^2(\mathbb{R})}, \quad A := \frac{d}{dx} + \phi, \quad \phi : \mathbb{R} \to \mathbb{R},
\]

and compute the Witten index of \( A \). Since both \( A^*A \) and \( AA^* \) are second order differential operators whose properties are well known, the Witten index of (1.9) can be calculated by constructing Jost solutions. On the other hand, in our case, \( Q_{00} \) itself is a second order difference operator. Thus, to derive the Witten index of \( Q_{00} \), we have to deal with fourth order difference operators \( Q_{00}^*Q_{00} \) and \( Q_{00}Q_{00}^* \), that is more complicated than second order one. Indeed, we face the resolvent of a fourth order difference operator when we derive the perturbation determinant (see (3.6) below).

Let us explain our strategy to compute the Witten index of \( Q_{00} \). First, we cut the lattice \( \mathbb{Z} \) at the origin, and reduce the computation of \( Q_{00} \) to that of some Toeplitz operator. Second, we can reduce the computation of the spectral shift function of the pair \((Q_{00}^*Q_{00}, Q_{00}Q_{00}^*)\) to that of the pair \((T, T_0)\), where \( T_0 \) is a Toeplitz operator and \( T \) is a rank one perturbation of \( T_0 \).

The rest of this paper is organized as follows. In Section 2, we reduce \( Q_{00} \) to a more simplified form. In Section 3, we analyze the properties of the perturbation determinant coming from \( Q_{00} \). In Section 4, we derive the spectral shift function and prove the main result. In Appendix A, we prove the trace property of the difference between two exponential operators. In Appendix B, we discuss the spectral decomposition of the discrete Laplacian on the half-line. In Appendix C, we prove several properties of a quadratic equation which is closely related to Section 3 and 4. In Appendix D, we eliminate the phase terms of \( b \) and \( q \) by a unitary transformation to avoid the difficulty arising from the phase terms. Contents of Appendices A, B, and C may be well-known. Nevertheless, we include these supplementary sections for completeness.

Throughout the paper, we always assume the assumption of Theorem 1.3.

## 2 Reduction of \( Q_{00} \)

In this section, we simplify \( Q_{00} \) by using the summable conditions (1.8). Let \( B(\mathcal{X}) \) be the set of bounded operators on a Hilbert space \( \mathcal{X} \). We denote the set of trace class (resp. Hilbert-Schmidt) operators on \( \mathcal{X} \) by \( S_1(\mathcal{X}) \) (resp. \( S_2(\mathcal{X}) \)). Let us recall the invariance of \( \text{ind}_t(A) \) under trace class perturbations:

**Theorem 2.1.** We define \( \tilde{A} := A + C \) with \( A \in B(\mathcal{X}) \) and \( C \in S_1(\mathcal{X}) \). Then

\[
A^*A - AA^* \in S_1(\mathcal{X}) \quad \text{if and only if} \quad \tilde{A}^*\tilde{A} - \tilde{A}\tilde{A}^* \in S_1(\mathcal{X}).
\]

In this case, we have

\[
\text{ind}_t(\tilde{A}) = \text{ind}_t(A).
\]
By the summable conditions (1.8), we have

The term decomposes into three parts.

Thus, the rank of \( P \) is at most two.

We introduce the following functions \( F_+ \) and \( F_- \):

For a bounded operator \( X \) on a Hilbert space \( \mathcal{X} \), we set

\[ F_\pm(X) := \frac{i}{2} \left[ (1 + p_\pm)b_\pm X - (1 - p_\pm)b_\pm X^* - 2q_\pm a_\pm \right]. \]

We have

\( P_\pm Q_{\epsilon_0} P_\pm - P_\pm F_\pm(L) P_\pm \in \mathcal{S}_1(\ell^2(\mathbb{Z}_{\geq 0})) \), \( P_\pm Q_{\epsilon_0} P_- - P_\pm F_- (L) P_- \in \mathcal{S}_1(\ell^2(\mathbb{Z}_{\leq -1})) \).

Proof. We only consider the difference \( P_\pm Q_{\epsilon_0} P_\pm - P_\pm F_\pm(L) P_\pm \). The other case is similar to this. First, we decompose \( Q_{\epsilon_0} - F_+(L) \) into three parts:

The term \( q(a + a(\cdot + 1)) - 2q_+ a_+ \) can be deformed as

By the summable conditions (1.8) we have

\( P_\pm \{ q(a + a(\cdot + 1)) - 2q_+ a_+ \} P_\pm \in \mathcal{S}_1(\ell^2(\mathbb{Z}_{\geq 0})) \).
Next, we consider the first term. For the multiplication operator by a bounded sequence \( m : \mathbb{Z} \to \mathbb{C} \), it follows that \( Lm = m(\cdot + 1)L \) and \( L^*m = m(\cdot - 1)L^* \). Thus, we have
\[
\sqrt{1 + p}Lb \sqrt{1 + p - (1 + p_+)b_+L} + (1 + p_+)b_+L \equiv \left\{ \sqrt{1 + p}\sqrt{1 + p(\cdot + 1)L} - (1 + p_+)(1 + p_+) \right\} Lb + (1 + p_+)L(b - b_+).
\]

It is seen that \( P_+((1 + p_+)L(b - b_+))P_+ \in S_1(\ell^2(\mathbb{Z}_\geq 0)) \). We show \( P_+\{\sqrt{1 + p}\sqrt{1 + p(\cdot + 1) - (1 + p_+)}\}P_+ \in S_1(\ell^2(\mathbb{Z}_\geq 0)) \). If \( p_+ \in (-1, 1) \), it can be deformed as follows:
\[
\left| \sqrt{1 + p}\sqrt{1 + p(\cdot + 1) - (1 + p_+)} \right| = \frac{p + p(\cdot + 1) + p \cdot p(\cdot + 1) - 2p_+ - p_+^2}{\sqrt{1 + p}\sqrt{1 + p(\cdot + 1) - (1 + p_+)}} \leq \frac{(p - p_+) + (p(\cdot + 1) - p_+ + p \cdot p(\cdot + 1) - p_+^2)}{1 + p_+}.
\]

By the summable conditions \( \text{(1.8)} \) we have \( P_+\{\sqrt{1 + p}\sqrt{1 + p(\cdot + 1) - (1 + p_+)\}P_+ \in S_1(\ell^2(\mathbb{Z}_\geq 0)) \). If \( p_+ = -1 \), the summable conditions \( \text{(1.8)} \) imply
\[
\sum_{x \geq 0} |p(x) - p_+| = \sum_{x \geq 0} (1 + p(x)) < \infty.
\]

Moreover, it is seen that
\[
\sqrt{1 + p}\sqrt{1 + p(\cdot + 1) - (1 + p_+) = \sqrt{1 + p}\sqrt{1 + p(\cdot + 1))}, \quad x \geq 0.
\]

Since \( \sqrt{1 + p}, \sqrt{1 + p(\cdot + 1)} \in S_1(\ell^2(\mathbb{Z}_\geq 0)) \), we have \( \sqrt{1 + p}\sqrt{1 + p(\cdot + 1)} \in S_1(\ell^2(\mathbb{Z}_\geq 0)) \). Therefore the first term is in \( S_1(\ell^2(\mathbb{Z}_\geq 0)) \).

It can be proven similarly that the second term is in \( S_1(\ell^2(\mathbb{Z}_\geq 0)) \). This completes the proof.

By Lemma 2.3 and Lemma 2.4, we have the following lemma.

**Lemma 2.5.** It follows that \( Q_{\epsilon_0} - \{P_+F_+(L)P_+ + P_-F_-(L)P_-\} \in S_1(\ell^2(\mathbb{Z})) \).

Before going to the next proposition, we introduce several notations. We set \( \{\delta_x\}_{x \geq 0} \) as the standard basis of \( \ell^2(\mathbb{Z}_\geq 0) \) and \( \nu \) is the right-shift operator on \( \ell^2(\mathbb{Z}_\geq 0) \), that is
\[
\nu \delta_x = \delta_{x+1}, \quad x \geq 0.
\]

Let \( \Omega_0 \) be the orthogonal projection from \( \ell^2(\mathbb{Z}_\geq 0) \) onto \( \mathbb{C} \delta_0 \). Then it follows that
\[
\nu^* \nu = 1, \quad \nu \nu^* = 1 - \Omega_0.
\]

Let \( \{|x\}_{x \in \mathbb{Z}} \) be the standard basis of \( \ell^2(\mathbb{Z}) \). We define a unitary operator \( V : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z}_\geq 0) \oplus \ell^2(\mathbb{Z}_\geq 0) \) by
\[
V|x| := \begin{cases} (0, \delta_x), & x \geq 0, \\ (\delta_{-x-1}, 0), & x \leq -1. \end{cases}
\]

**Proposition 2.6.** It follows that
\[
V\{P_-F_-(L)P_- + P_+F_+(L)P_+\}V^{-1} = F_-(\nu) \oplus F_+(\nu^*).
\]
Proof. By the definitions of $L$ and $v$, we have
\[ VP_+ L P_+ V^{-1} = 0 \oplus v^*, \quad VP_+ L^* P_+ V^{-1} = 0 \oplus v, \quad VP_- L P_- V^{-1} = v \oplus 0, \quad VP_- L^* P_- V^{-1} = v^* \oplus 0. \] (2.10)
Thus, it follows that
\[ V(P_- F_-(L)P_- + P_+ F_+(L)P_+) V^{-1} \]
\[ = \frac{i}{2} [(1 + p_-) b_- V P_- L P_- V^{-1} - (1 - p_-) b_- V P_- L^* P_- V^{-1} - 2q_a V P_- V^{-1}] \]
\[ + \frac{i}{2} [(1 + p_+) b_+ V P_+ L P_+ V^{-1} - (1 - p_+) b_+ V P_+ L^* P_+ V^{-1} - 2q_a V P_+ V^{-1}] \]
\[ = F_-(v) \oplus F_+(v^*), \]
where we used that $VP_- V^{-1} = 1 \oplus 0$ and $VP_+ V^{-1} = 0 \oplus 1$. □

By Theorem 2.4, Proposition 2.2, 2.6 and Lemma 2.5, we have
\[ w(Q_{\alpha_0}) = w(F_+(v^*)) + w(F_-(v)), \] (2.11)
whenever $w(F_+(v^*))$ and $w(F_-(v))$ exist.

Lemma 2.7. We have
\[ F_+(v^*) F_+(v^*) = \frac{1}{4} [ -b_+^2 (1 - p_+^2) (v^2 + (v^*)^2) - 4a_+ b_+ p_+ q_+ (v+v^*) + 2b_+^2 (1 + p_+^2) + 4a_+^2 q_+^2 - b_+^2 (1 + p_+^2) \Omega_0 ] , \]
\[ F_+(v^*) F_-(v^*) = \frac{1}{4} [ -b_+^2 (1 - p_+^2) (v^2 + (v^*)^2) - 4a_+ b_+ p_+ q_+ (v+v^*) + 2b_+^2 (1 + p_+^2) + 4a_+^2 q_+^2 - b_+^2 (1 + p_+^2) \Omega_0 ] , \]
\[ F_-(v) F_-(v) = \frac{1}{4} [ -b_-^2 (1 - p_-^2) (v^2 + (v^*)^2) - 4a_- b_- p_- q_- (v+v^*) + 2b_-^2 (1 + p_-^2) + 4a_-^2 q_-^2 - b_-^2 (1 + p_-^2) \Omega_0 ] , \]
\[ F_-(v) F_-(v) = \frac{1}{4} [ -b_-^2 (1 - p_-^2) (v^2 + (v^*)^2) - 4a_- b_- p_- q_- (v+v^*) + 2b_-^2 (1 + p_-^2) + 4a_-^2 q_-^2 - b_-^2 (1 + p_-^2) \Omega_0 ] . \]

In particular, $F_+(v^*)$ and $F_-(v)$ satisfy the trace class condition. That is, we have
\[ F_+(v^*) F_+(v^*) - F_+(v^*) F_+(v^*) \in \mathcal{S}_1(\ell^2(\mathbb{Z}_{\geq 0})), \quad F_-(v) F_-(v) - F_-(v) F_-(v) \in \mathcal{S}_1(\ell^2(\mathbb{Z}_{\geq 0})). \] (2.12)

Proof. We only consider $F_+(v^*) F_+(v^*)$. The other cases can be proven similarly. By direct calculations, we have
\[ F_+(v^*) F_+(v^*) = \frac{1}{4} [(1 + p_+) b_+ v - (1 - p_+) b_- v - 2q_+ a_+] \cdot [(1 + p_+) b_+ v^* - (1 - p_+) b_+ v - 2q_+ a_+] \]
\[ = \frac{1}{4} [(1 + p_+) b_+ v - (1 - p_+) b_+ v - 2q_+ a_+] \cdot [2(1 + p_+) b_+ v - 2(1 + p_+) b_+ v - 2q_+ a_+] \]
\[ = \frac{1}{4} [ -b_+^2 (1 - p_+^2) (v^2 + (v^*)^2) - 4a_+ b_+ p_+ q_+ (v+v^*) + 2b_+^2 (1 + p_+^2) + 4a_+^2 q_+^2 - b_+^2 (1 + p_+^2) \Omega_0 ] \]
\[ = \frac{1}{4} [ -b_+^2 (1 - p_+^2) (v^2 + (v^*)^2) - 4a_+ b_+ p_+ q_+ (v+v^*) + 2b_+^2 (1 + p_+^2) + 4a_+^2 q_+^2 - b_+^2 (1 + p_+^2) \Omega_0 ] , \]
where to get the third line, we used [2.8]. □

We compute the Witten indices of $F_+(v^*)$ and $F_-(v)$ when they are Fredholm.

Theorem 2.8. The following assertions hold:

1. The operator $F_+(v^*)$ is Fredholm if and only if $|p_+| \neq |a_+|$. In this case, we have
\[ w(F_+(v^*)) = W(a_+, p_+) \] (2.13)
The operator $F_-(v)$ is Fredholm if and only if $|p_-| \neq |a_-|$. In this case, we have

$$w(F_-(v)) = -W(a_-, p_-) \quad (2.14)$$

**Proof.** We only consider $F_+(v^*)$ since the same argument is valid for $F_-(v)$. Note that the Witten index coincides with the Fredholm index when the operator is Fredholm. We follow the argument of the proof of Lemma 3.5. $F_+(v^*)$ is unitarily equivalent to the Toeplitz operator $T_{F_+}(\gamma)$ with the symbol $F_+(\gamma)$. For Toeplitz operator, we refer Section 3.5. $T_{F_+}(\gamma)$ is Fredholm if and only if $F_+(e^{-i\theta}) \ (\theta \in \mathbb{R}/2\pi\mathbb{Z})$ vanishes nowhere. In this case, the Fredholm index of $T_{F_+}(\gamma)$ is equal to $-\text{wn}(F_+(\gamma))$, where $\text{wn}(F_+(\gamma))$ is the winding number of $F_+(e^{-i\theta}) \ (\theta \in \mathbb{R}/2\pi\mathbb{Z})$ around the origin. By direct calculations, we have

$$F_+(e^{-i\theta}) = \frac{1}{2}[(1 + p_+)b_+ e^{-i\theta} - (1 - p_+)b_+ e^{i\theta} - 2q_+ a_+]$$

$$= \frac{1}{2}(2p_+ b_+ \cos \theta - 2b_+ i \sin \theta - 2q_+ a_+)$$

$$= b_+ \sin \theta + (p_+ b_+ \cos \theta - q_+ a_+)i, \quad \theta \in \mathbb{R}/2\pi\mathbb{Z}.$$  

If $p_+ b_+ = 0$, then $F_+(e^{-i\theta}) = 2b_+ \sin \theta - q_+ a_+ i$. Thus the image of this function does not through the origin if and only if $q_+ a_+ \neq p_+ b_+ (=0)$. In this case, $\text{wn}(F_+(\gamma)) = 0$. We suppose that $p_+ b_+ \neq 0$. Then the image of $F_+(e^{-i\theta}) \ (\theta \in \mathbb{R}/2\pi\mathbb{Z})$ represents the ellipse centered at $-q_+ a_+ i$. This ellipse does not through the origin if and only if $|p_+ b_+| \neq |q_+ a_+|$. This relation is also equivalent to $|a_+| \neq |p_+|$. Thus, we have

$$\text{wn}(F_+(\gamma)) = \begin{cases} 
-\text{sgn}(p_+), & |p_+| > |a_+|, \\
0, & |p_+| < |a_+|. 
\end{cases}$$

A direct computation shows that the right hand side coincides with $W(a_+, p_+)$. Hence, (2.13) follows. \(\square\)

In what follows, we assume both $|a_\pm| = |p_\pm|$. In this case, $F_+(v^*)$ and $F_-(v)$ are not Fredholm. We first derive $w(F_+(v^*))$ and $w(F_-(v))$ under exceptional cases $p_+ = 1, p_- = -1, p_- = 1$ or $p_- = -1$.

**Theorem 2.9.** The following assertions hold:

1. If $p_+ = 1$ or $p_- = -1$, then $w(F_+(v^*)) = 0$.

2. If $p_+ = 1$ or $p_- = -1$, then $w(F_-(v)) = 0$.

**Proof.** If $p_+ = \pm 1$ (resp. $p_- = \pm 1$), then $b_+ = q_+ = 0$ (resp. $b_- = q_- = 0$). Thus, $F_+(v^*) = 0$ (resp. $F_-(v) = 0$). From this, we have $w(F_+(v^*)) = 0$ (resp. $w(F_-(v)) = 0$). \(\square\)

The rest of this paper is devoted to compute $w(F_+(v^*))$ and $w(F_-(v))$ under the conditions $|p_\pm| = |a_\pm| < 1$. We notice that in this case we have $b_\pm = q_\pm$. We rewrite $b_\pm$ and $q_\pm$ in the functions $F_\pm$ using $a_\pm$ and $p_\pm$.

**Lemma 2.10.** We have

$$F_+(v^*)F_+(v^*) = \frac{1 - p_+^2}{4} \left[ - (1 - p_+^2)\{v^2 + (v^*)^2\} - 4a_+ p_+(v + v^*) + 2(1 + 3p_+^2) - (1 + p_+^2)^2 \Omega_0 \right],$$

$$F_+(v^*)F_+(v^*) = \frac{1 - p_+^2}{4} \left[ - (1 - p_+^2)\{v^2 + (v^*)^2\} - 4a_+ p_+(v + v^*) + 2(1 + 3p_+^2) - (1 + p_+^2)^2 \Omega_0 \right],$$

$$F_-(v)F_-(v) = \frac{1 - p_-^2}{4} \left[ - (1 - p_-^2)\{v^2 + (v^*)^2\} - 4a_- p_-(v + v^*) + 2(1 + 3p_-^2) - (1 + p_-^2)^2 \Omega_0 \right],$$

$$F_-(v)F_-(v) = \frac{1 - p_-^2}{4} \left[ - (1 - p_-^2)\{v^2 + (v^*)^2\} - 4a_- p_-(v + v^*) + 2(1 + 3p_-^2) - (1 + p_-^2)^2 \Omega_0 \right].$$
Proof. In this proof, we only consider $F_+(v^*)F_+(v^*)$. The other cases can be proven similarly. We recall the relations $|a_+| = |p_+|$ and $b_+ = q_+$, and thus $b_+^2 = 1 - p_+^2$ follows. By Lemma 2.7, we have

$$F_+(v^*)^2F_+(v^*) = \frac{1}{4}\left[-b_+^2(1 - p_+^2)(v^2 + (v^*))^2 - 4a_+b_+q_+(v + v^*) + 2b_+^2(1 + p_+^2) + 4a_+^2q_+^2 - b_+^2(1 + p_+^2)\Omega_0\right]$$

$$= \frac{b_+^2}{4}\left[-(1 - p_+^2)(v^2 + (v^*))^2 - 4a_+p_+(v + v^*) + 2(1 + p_+^2) + 4a_+^2 - (1 + p_+^2)\Omega_0\right]$$

$$= \frac{1}{4}p_+^2\left[-(1 - p_+^2)(v^2 + (v^*))^2 - 4a_+p_+(v + v^*) + 2(1 + 3p_+^2) - (1 + p_+^2)\Omega_0\right].$$

This completes the proof. □

The following equalities are obtained by expanding the right-hand sides and by using Lemma 2.10. The proof is not difficult and we omit it.

**Lemma 2.11.** We have

$$F_+(v^*)^2F_+(v^*) = \left\{(v + v^*) + \frac{2a_+p_+}{1 - p_+^2}\right\}^2 + \frac{2}{1 - p_+}\Omega_0 + 1,$$

$$F_+(v^*)^2F_+(v^*) = \left\{(v + v^*) + \frac{2a_+p_+}{1 - p_+^2}\right\}^2 + \frac{2}{1 + p_+}\Omega_0 + 1,$$

$$F_+(v^*)^2F_+(v^*) = \left\{(v + v^*) + \frac{2a_-}{1 - p_+^2}\right\}^2 + \frac{2}{1 + p_-}\Omega_0 + 1,$$

$$F_+(v^*)^2F_+(v^*) = \left\{(v + v^*) + \frac{2a_-}{1 - p_+^2}\right\}^2 + \frac{2}{1 - p_-}\Omega_0 + 1.$$

### 3 Perturbation determinant

We introduce the following two operators on $l^2(\mathbb{Z}_{\geq 0})$:

$$T(A, P) := \left\{(v + v^*) + \frac{2AP}{1 - P^2}\right\}^2 + \frac{2}{1 - P}\Omega_0, \quad T_0(A, P) := \left\{(v + v^*) + \frac{2AP}{1 - P^2}\right\}^2,$$  \hspace{1cm} (3.1)

where $A$ and $P$ are real numbers satisfying $|A| < 1$, $|P| < 1$ and $|A| = |P|$. Note that both $T(A, P)$ and $T_0(A, P)$ are non-negative self-adjoint. We set a positive constant $\alpha_P$ by

$$\alpha_P := \left(\frac{1 - P^2}{4}\right)^2, \quad -1 < P < 1.$$  \hspace{1cm} (3.2)

We can represent $F_+(v^*)^2F_+(v^*)$, $F_+(v^*)^2F_+(v^*)^*$, $F_-(v^*)^2F_+(v^*)$ and $F_+(v^*)^2F_+(v^*)^*$ using $T(A, P)$. More precisely, see Table 1 below.

| $A$   | $P$   | $T(A, P)$ |
|-------|-------|-----------|
| $a_+$ | $p_+$ | $-(F_+(v^*)^2F_+(v^*) - 1)/\alpha_{p_+}$ |
| $-a_+$| $-p_+$| $-(F_+(v^*)^2F_+(v^*)^* - 1)/\alpha_{-p_+}$ |
| $-a_-$| $-p_-$| $-(F_-(v^*)^2F_-(v^*) - 1)/\alpha_{-p_-}$ |
| $a_-$ | $p_-$ | $-(F_-(v^*)^2F_-(v^*)^* - 1)/\alpha_{p_-}$ |

| Table 1: Correspondence between $T(A, P)$ and $F_3$’s. For example, if we set $A = a_+$ and $P = p_+$, then we get $T(a_+, p_+) = -(F_+(v^*)^2F_+(v^*) - 1)/\alpha_{p_+}$. |
Now \( \text{ind}_t(Q_{\rho}) \) is modified as

\[
\text{ind}_t(Q_{\rho}) = \text{Tr} \left[ e^{-tF_+(v^*)F_-(v)} - e^{-tF_+(v^*)F_-(v)^*} \right] + \text{Tr} \left[ e^{-tF_-(v)^*F_-(v)} - e^{-tF_-(v)^*F_-(v)^*} \right]
\]

\[
= e^{-t} \text{Tr} \left[ e^{t\alpha P} T(a_+p_+) - e^{t\alpha P} T(-a_-,p_-) \right] + e^{-t} \text{Tr} \left[ e^{t\alpha P} T(-a_-,p_-) - e^{t\alpha P} T(a_+,p_+) \right]
\]

\[
+ e^{-t} \text{Tr} \left[ e^{t\alpha P} T(-a_-,p_-) - e^{t\alpha P} T_0(a_+,p_+) \right] + e^{-t} \text{Tr} \left[ e^{t\alpha P} T(a_+,p_+) - e^{t\alpha P} T_0(-a_-,p_-) \right],
\]

where we used \( \alpha_P = \alpha - p \) and \( T_0(A,P) = T_0(-A,-P) \). From the above equality, it suffices to consider \( \text{Tr}(e^{t\alpha P} T(A,P) - e^{t\alpha P} T_0(A,P)) \).

**Remark 3.1.** We define the unitary operator \( W \) on \( \ell^2(\mathbb{Z}_{\geq 0}) \) by

\[
(W\psi)(x) := (1)\psi(x), \ x \in \mathbb{Z}_{\geq 0}, \ \psi \in \ell^2(\mathbb{Z}_{\geq 0}).
\]

Since \( WvW^{-1} = -v \), we have \( WT(A,P)W^{-1} = T(-A,P) \) and \( WT_0(A,P)W^{-1} = T_0(-A,P) \). This implies that

\[
\text{Tr}(e^{t\alpha P} T(A,P) - e^{t\alpha P} T_0(A,P)) = \text{Tr}(e^{t\alpha P} T(-A,P) - e^{t\alpha P} T_0(-A,P)).
\]

Thus, \( \text{Tr}(e^{t\alpha P} T(A,P) - e^{t\alpha P} T_0(A,P)) \) does not depend on the choice of \( A = P \) or \( A = -P \).

By Remark 3.1, without loss of generality, we choose \( A = -P \) for convenience. We denote \( T(-P,P) \) as \( T(P) \) and \( T_0(-P,P) \) as \( T_0(P) \), respectively:

\[
T(P) := T(-P,P) = \left( (v + v^*) - \frac{2P^2}{1 - P^2} \right)^2 + \frac{2}{1 - P^2} \Omega_0, \quad (3.3)
\]

\[
T_0(P) := T_0(-P,P) = \left( (v + v^*) - \frac{2P^2}{1 - P^2} \right)^2. \quad (3.4)
\]

To calculate \( \text{Tr}(e^{t\alpha P} T(P) - e^{t\alpha P} T_0(P)) \), we make use of the spectral shift function defined by

\[
\xi(x) := \frac{1}{\pi} \lim_{\varepsilon \to +0} \text{Arg} \Delta_{T(P)/T_0(P)}(x + i\varepsilon), \ x \in \mathbb{R}, \quad (3.5)
\]

where \( \text{Arg} \) is the argument such that \( \text{Arg}(z) \in (-\pi, \pi] \) for any \( z \in \mathbb{C} \setminus \{0\} \) and \( \Delta_{T(P)/T_0(P)}(z) \) is the perturbation determinant for the pair \( (T(P), T_0(P)) \):

\[
\Delta_{T(P)/T_0(P)}(z) := \det((T(P) - z)(T_0(P) - z)^{-1}) = 1 + \frac{2}{1 - P^2} (\delta_0, (T_0(P) - z)^{-1} \delta_0), \ z \in \mathbb{C} \setminus \mathbb{R}. \quad (3.6)
\]

In what follows, we simply write \( T(P) \) and \( T_0(P) \) as \( T \) and \( T_0 \), respectively if there is no danger of confusion.

In the rest of this paper, a square root of a complex number appears. We only treat the principle value of a square root. Namely, for any \( z \in \mathbb{C} \setminus (-\infty, 0] \), we define

\[
\sqrt{z} := r^{1/2} e^{i \text{Arg}(z)} , \quad z = re^{i \text{Arg}(z)}, \quad r > 0, \quad \text{Arg}(z) \in (-\pi, \pi]. \quad (3.7)
\]

We introduce a constant \( m_P \) by

\[
m_P := \frac{P^2}{1 - P^2}, \quad -1 < P < 1. \quad (3.8)
\]

We note that

\[
0 \leq m_P < 1 \quad \text{if and only if} \quad 0 \leq |P| < 1/\sqrt{2},
\]

\[
m_P = 1 \quad \text{if and only if} \quad |P| = 1/\sqrt{2},
\]

\[
m_P > 1 \quad \text{if and only if} \quad 1/\sqrt{2} < |P| < 1.
\]
Moreover, it is seen that
\[\alpha_p^{-1} = 4(1 + m_p)^2.\]
\hspace{3cm} (3.9)

Although the following lemma is simple, it is a key ingredient in this paper because \(\Delta_{T/T_0}(z)\) can be represented as the difference of the resolvents of the discrete Laplace operators on the half-line.

**Lemma 3.2.** For any \(z \in \mathbb{C} \setminus \mathbb{R}\), we have
\[
\Delta_{T/T_0}(z) = 1 + \frac{H(\tau_+(z)) - H(\tau_-(z))}{(1 - P)^{\sqrt{z}}},
\]
where
\[
\tau_\pm(z) := 2m_p \pm \sqrt{z}, \quad z \in \mathbb{C} \setminus (-\infty, 0],
\]
and
\[
H(z) := \frac{\sqrt{z+2} - 1}{\sqrt{z+2} + 1}, \quad z \in \mathbb{C} \setminus [-2, 2].
\]

**Proof.** By the spectral decomposition of \(v + v^*\) (see Appendix B), it follows that
\[
\Delta_{T/T_0}(z) = 1 + \frac{2}{1 - P} \langle \delta_0, (T_0 - z)^{-1} \delta_0 \rangle
\]
\[
= 1 + \frac{2}{1 - P} \int_{-2}^{2} \frac{1}{\sqrt{4 - t^2}} \frac{dt}{(t - 2m_p)^2 - z}
\]
\[
= 1 + \frac{1}{(1 - P)^{\sqrt{z}}} \int_{-2}^{2} \frac{1}{\sqrt{4 - t^2}} \left[ \frac{1}{t - 2m_p - \sqrt{z}} - \frac{1}{t - 2m_p + \sqrt{z}} \right] dt
\]
\[
= 1 + \frac{H(\tau_+(z)) - H(\tau_-(z))}{(1 - P)^{\sqrt{z}}},
\]
where to obtain the last equality, we used the fifth assertion of Proposition C.1.

**Remark 3.3.** Since \(T_0\) is non-negative, the resolvent set of \(T_0\) contains \(\mathbb{C} \setminus [0, \infty)\). Thus we have
\[
\lim_{\epsilon \to +0} \Delta_{T/T_0}(x + i\epsilon) = 1 + \frac{\langle \delta_0, (T_0 - x)^{-1} \delta_0 \rangle}{1 - P} > 0, \quad x < 0.
\]
This implies that \(\xi(x) = 0\) for any \(x < 0\). Moreover, we will see in Lemma 3.5 that \(\xi(x) = 0\) for any \(x > 4(1 + m_p)^2\).

We shall see in Lemma 3.5 that the limit \(H(\tau_\pm(x + i\epsilon))\) as \(\epsilon \to +0\) takes one of three possible values. Before going to Lemma 3.5, we need a lemma.

**Lemma 3.4.** For any \(-1 < P < 1\) and \(x > 0\), the following assertions hold:

1. If \(0 \leq |P| < 1/\sqrt{2}\), then
\[
\begin{align*}
|\tau_+(x)| < 2 & \text{ and } |\tau_-(x)| < 2, & 0 < x < 4(1 - m_p)^2, \\
\tau_+(x) > 2 & \text{ and } |\tau_-(x)| < 2, & 4(1 - m_p)^2 < x < 4(1 + m_p)^2, \\
\tau_+(x) > 2 & \text{ and } \tau_-(x) < -2, & 4(1 + m_p)^2 < x.
\end{align*}
\]

2. If \(|P| = 1/\sqrt{2}\), then
\[
\begin{align*}
\tau_+(x) > 2 & \text{ and } |\tau_-(x)| < 2, & 0 < x < 16, \\
\tau_+(x) > 2 & \text{ and } \tau_-(x) < -2, & 16 < x.
\end{align*}
\]
3. If \( \frac{1}{\sqrt{2}} < |P| < 1 \), then

\[
\begin{align*}
\tau_+(x) > 2 \quad & \text{and} \quad \tau_-(x) > 2, & 0 < x < 4(m_P - 1)^2, \\
\tau_+(x) > 2 \quad & \text{and} \quad |\tau_-(x)| < 2, & 4(m_P - 1)^2 < x < 4(m_P + 1)^2, \\
\tau_+(x) > 2 \quad & \text{and} \quad \tau_-(x) < -2, & 4(m_P + 1)^2 < x.
\end{align*}
\]

**Proof.** We consider the following six cases:

1. \( \tau_+(x) > 2 \).

\[
2m_P + \sqrt{x} > 2 \quad \text{if and only if} \quad \sqrt{x} > 2 - 2m_P.
\]

The solution of the above inequality is

\[
\begin{cases}
x > 4(1 - m_P)^2, & 0 \leq |P| < \frac{1}{\sqrt{2}}, \\
x > 0, & |P| = \frac{1}{\sqrt{2}}, \\
x > 0, & \frac{1}{\sqrt{2}} < |P| < 1.
\end{cases}
\]

2. \( \tau_+(x) < -2 \).

\[
2m_P + \sqrt{x} < -2 \quad \text{if and only if} \quad \sqrt{x} < -2 - 2m_P.
\]

The solution of the above inequality is the empty set for all \( P \).
3. $|\tau_+(x)| < 2$.

$$-2 < 2m_P + \sqrt{x} < 2 \quad \text{if and only if} \quad -2 - 2m_P < \sqrt{x} < 2 - 2m_P.$$  

The solution of the above inequality is

$$\begin{align*}
x &< 4(1 - m_P)^2, & 0 \leq |P| < \frac{1}{\sqrt{2}}, \\
0 &\leq |P| = \frac{1}{\sqrt{2}}, & \frac{1}{\sqrt{2}} < |P| < 1.
\end{align*}$$

4. $\tau_-(x) > 2$.

$$2m_P - \sqrt{x} > 2 \quad \text{if and only if} \quad 2m_P - 2 > \sqrt{x}.$$  

The solution of the above inequality is

$$\begin{align*}
0 &\leq |P| < \frac{1}{\sqrt{2}}, \\
|P| = \frac{1}{\sqrt{2}}, & 0 < x < 4(m_P - 1)^2, & \frac{1}{\sqrt{2}} < |P| < 1.
\end{align*}$$

5. $\tau_-(x) < -2$.

$$2m_P - \sqrt{x} < -2 \quad \text{if and only if} \quad 2m_P + 2 < \sqrt{x}.$$  

The solution of the above inequality is

$$\begin{align*}
4(1 + m_P)^2 < x, & 0 \leq |P| < \frac{1}{\sqrt{2}}, \\
16 < x, & |P| = \frac{1}{\sqrt{2}}, \\
4(1 + m_P)^2 < x, & \frac{1}{\sqrt{2}} < |P| < 1.
\end{align*}$$

6. $|\tau_-(x)| < 2$.

$$-2 < 2m_P - \sqrt{x} < 2 \quad \text{if and only if} \quad -2 + 2m_P < \sqrt{x} < 2 + 2m_P.$$  

The solution of the above inequality is

$$\begin{align*}
x &< 4(1 + m_P)^2, & 0 \leq |P| < \frac{1}{\sqrt{2}}, \\
0 < x < 16, & |P| = \frac{1}{\sqrt{2}}, \\
4(m_P - 1)^2 < x < 4(1 + m_P)^2, & \frac{1}{\sqrt{2}} < |P| < 1.
\end{align*}$$

By summarizing the above six cases, we get the desired result. □

**Lemma 3.5.** For any $x > 0$, we have

$$\lim_{c \to +0} \{\tau_\pm(x + i c) + 2\} \sqrt{\frac{\tau_\pm(x + i c) - 2}{\tau_\pm(x + i c) + 2}} = \begin{cases} \sqrt{\tau_\pm(x)^2 - 4}, & \tau_\pm(x) > 2, \\
-\sqrt{\tau_\pm(x)^2 - 4}, & \tau_\pm(x) < -2, \\
\pm i \sqrt{4 - \tau_\pm(x)^2}, & |\tau_\pm(x)| < 2. \end{cases}$$

**Proof.**

1. $\tau_\pm(x) > 2$.

Since $(\tau_\pm(x) - 2)/(\tau_\pm(x) + 2) > 0$ and $\sqrt{x}$ is holomorphic on $\mathbb{C} \setminus (-\infty, 0)$, we have

$$\lim_{c \to +0} \{\tau_\pm(x + i c) + 2\} \sqrt{\frac{\tau_\pm(x + i c) - 2}{\tau_\pm(x + i c) + 2}} = (\tau_\pm(x) + 2) \sqrt{\frac{\tau_\pm(x) - 2}{\tau_\pm(x) + 2}} = \sqrt{(\tau_\pm(x) + 2)\tau_\pm(x) - 2} = \sqrt{\tau_\pm(x)^2 - 4}. $$
2. \( \tau_{\pm}(x) < -2 \).

Similarly, from \((\tau_{\pm}(x) - 2)/(\tau_{\pm}(x) + 2) > 0\) and \(-\tau_{\pm}(x) - 2 > 0\), we have

\[
\lim_{\epsilon \to +0} \{ \tau_{\pm}(x + i\epsilon) + 2 \} \frac{\tau_{\pm}(x + i\epsilon) - 2}{\tau_{\pm}(x + i\epsilon) + 2} = -(\tau_{\pm}(x) - 2) \frac{\tau_{\pm}(x) - 2}{\tau_{\pm}(x) + 2} = -\sqrt{(\tau_{\pm}(x) - 2)^2 \tau_{\pm}(x) + 2} = -\sqrt{\tau_{\pm}(x)^2 - 4}.
\]

3. \(|\tau_{\pm}(x)| < 2\).

It is seen that \((\tau_{\pm}(x) - 2)/(\tau_{\pm}(x) + 2) < 0\). We set \(\mathbb{C}_\pm\) as

\[
\mathbb{C}_\pm := \{ z \in \mathbb{C} \mid \pm \text{Im} z > 0 \}.
\]

Since \(\tau_{\pm}(x + i\epsilon) \in \mathbb{C}_\pm\), we get

\[
\sqrt{(\tau_{\pm}(x + i\epsilon) - 2)/(\tau_{\pm}(x + i\epsilon) + 2)} \in \mathbb{C}_\pm.
\]

Thus, we have

\[
\lim_{\epsilon \to +0} \{ \tau_{\pm}(x + i\epsilon) + 2 \} \frac{\tau_{\pm}(x + i\epsilon) - 2}{\tau_{\pm}(x + i\epsilon) + 2} = \{ \tau_{\pm}(x) + 2 \} \frac{\tau_{\pm}(x) - 2}{\tau_{\pm}(x) + 2} e^{\pm i\pi} = \pm i \sqrt{(\tau_{\pm}(x) + 2)^2 - \tau_{\pm}(x)^2} = \pm i \sqrt{4 - \tau_{\pm}(x)^2}.
\]

Lemma 3.6. For any \(x > 0\), the following assertions hold:

1. If \(0 \leq |P| < \frac{1}{\sqrt{2}}\), then

\[
\lim_{\epsilon \to +0} \Delta_{T/\mathcal{T}_0}(x + i\epsilon) = \begin{cases} 
-2P\sqrt{x} + i\sqrt{4 - (2m_P + \sqrt{x})^2} + i\sqrt{4 - (2m_P - \sqrt{x})^2} & , 0 < x < 4(1 - m_P)^2, \\
\frac{2(1 - P)\sqrt{x}}{2(1 - P)\sqrt{x}} & , 4(1 - m_P)^2 < x < 4(1 + m_P)^2.
\end{cases}
\]

2. If \(|P| = \frac{1}{\sqrt{2}}\), then

\[
\lim_{\epsilon \to +0} \Delta_{T/\mathcal{T}_0}(x + i\epsilon) = \frac{-2P\sqrt{x} + \sqrt{4\sqrt{x} + x} + i\sqrt{4\sqrt{x} - x}}{2(1 - P)\sqrt{x}}, 0 < x < 16.
\]

3. If \(\frac{1}{\sqrt{2}} < |P| < 1\), then

\[
\lim_{\epsilon \to +0} \Delta_{T/\mathcal{T}_0}(x + i\epsilon) = \begin{cases} 
-2P\sqrt{x} + \sqrt{(2m_P + \sqrt{x})^2 - 4} - \sqrt{(2m_P - \sqrt{x})^2 - 4} + i0 & , 0 < x < 4(m_P - 1)^2, \\
\frac{2(1 - P)\sqrt{x}}{2(1 - P)\sqrt{x}} & , 4(m_P - 1)^2 < x < 4(m_P + 1)^2.
\end{cases}
\]
Proof. We use the following expression (see the proof of Proposition C.1):

\[ H(z) = \frac{-z + (z + 2)\sqrt{\frac{z - 2}{z + 2}}}{2}, \quad z \in \mathbb{C} \setminus [-2, 2]. \]

Then, we have

\[
\lim_{\epsilon \to 0} \Delta_{T/T_0}(x + i\epsilon) = \lim_{\epsilon \to +0} \left[ 1 + \frac{H(\tau_+(x + i\epsilon)) - H(\tau_-(x + i\epsilon))}{(1 - P)\sqrt{x + i\epsilon}} \right]
\]

\[
= \lim_{\epsilon \to +0} \left[ 1 + \frac{1}{2(1 - P)\sqrt{x}} \left[ -\tau_+(x + i\epsilon) + (\tau_+(x + i\epsilon) + 2)\sqrt{\frac{\tau_+(x + i\epsilon) - 2}{\tau_+(x + i\epsilon) + 2}} + \tau_-(x + i\epsilon) - (\tau_-(x + i\epsilon) + 2)\sqrt{\frac{\tau_-(x + i\epsilon) - 2}{\tau_-(x + i\epsilon) + 2}} \right] \right]
\]

By applying Lemma 3.4 and Lemma 3.5 we have the following:

1. If \(|P| < \frac{1}{\sqrt{2}}\), then

\[
\lim_{\epsilon \to +0} \Delta_{T/T_0}(x + i\epsilon) = \begin{cases} 
\frac{1}{2(1 - P)\sqrt{x}} \left[ -2P\sqrt{x} + i\sqrt{4 - \tau_+(x)^2} + i\sqrt{4 - \tau_-(x)^2} \right], & 0 < x < 4(1 - m_P)^2, \\
\frac{1}{2(1 - P)\sqrt{x}} \left[ -2P\sqrt{x} + \tau_+(x)^2 - 4i\sqrt{4 - \tau_-(x)^2} \right], & 4(1 - m_P)^2 < x < 4(1 + m_P)^2. 
\end{cases}
\]

2. If \(|P| = \frac{1}{\sqrt{2}}\), then

\[
\lim_{\epsilon \to +0} \Delta_{T/T_0}(x + i\epsilon) = \frac{1}{2(1 - P)\sqrt{x}} \left[ -2P\sqrt{x} + \sqrt{\tau_+(x)^2 - 4 + i\sqrt{4 - \tau_-(x)^2}} \right], \quad 0 < x < 16.
\]

3. If \(\frac{1}{\sqrt{2}} < |P| < 1\), then

\[
\lim_{\epsilon \to +0} \Delta_{T/T_0}(x + i\epsilon) = \begin{cases} 
\frac{1}{2(1 - P)\sqrt{x}} \left[ -2P\sqrt{x} + \sqrt{\tau_+(x)^2 - 4 - \sqrt{\tau_-(x)^2 - 4 + i0}} \right], & 0 < x < 4(m_P - 1)^2, \\
\frac{1}{2(1 - P)\sqrt{x}} \left[ -2P\sqrt{x} + \tau_+(x)^2 - 4 + i\sqrt{4 - \tau_-(x)^2} \right], & 4(1 - m_P)^2 < x < 4(1 + m_P)^2. 
\end{cases}
\]

Thus the claim follows. \(\square\)

Lemma 3.7. For any \(x > 4(1 + m_P)^2\), we have \(\lim_{\epsilon \to 0} \Delta_{T/T_0}(x + i\epsilon) > 0\). In particular, \(\xi(x) = 0\) for any \(x > 4(1 + m_P)^2\).
Proof. By Lemma 3.3, it is seen that \( \tau_+(x) > 2 \) and \( \tau_-(x) < -2 \) for any \( P \in (-1, 1) \). Thus, we have
\[
\lim_{\epsilon \to 0} \Delta_{T/T_0}(x + i\epsilon) = \frac{1}{2(1-P)^2} \left[ -2P\sqrt{x} + \sqrt{(2m_p + \sqrt{x})^2 - 4} + \sqrt{(2m_p - \sqrt{x})^2 - 4} \right]. \tag{3.10}
\]
Since the denominator of [3.10] is positive, we consider the numerator. We parametrize \( x \) as \( x = 4(1+m_P+t)^2 \) with \( t > 0 \). Then we have
\[
-2P\sqrt{x} + \sqrt{(2m_p + \sqrt{x})^2 - 4} + \sqrt{(2m_p - \sqrt{x})^2 - 4} = -4P(1+m_P+t) + 2\sqrt{(2m_p + t+2)(2m_p + t) + 2\sqrt{t(t+2)}}
\]
\[
= 2\left(2m_p + t+2)(2m_p + t) + \sqrt{t(t+2)} - 2P(1+m_P+t)\right)
\]
\[
= 2\left(2m_p + t+2)(2m_p + t) + \sqrt{t(t+2)} - 4P^2(1+m_P+t)^2\right)
\]
The numerator of the above fraction is estimated as follows:
\[
(2m_p + t+2)(2m_p + t) + \sqrt{t(t+2)} - 4P^2(1+m_P+t)^2 \geq (2m_p + t+2)(2m_p + t) + \sqrt{t(t+2)} - 4P^2(1+m_P+t)^2
\]
\[
= (2m_p + t)^2 + 2(2m_p + t) + \sqrt{t(t+2)} - 4P^2(1+m_P+t)^2
\]
\[
= 4m_p^2 + 4m_p t + t^2 + 4m_p + 2t + t^2 + 2(2m_p + t) - 4P^2(1+m_P)^2 - 8P^2 t(1+m_p) - 4P^2 t^2
\]
\[
= 4\{m_p^2 + m_p - P^2(1+m_P)^2\} + 8m_p t - 8P^2(1+m_P)t + 4t^2 - 4P^2 t^2 + 4t
\]
\[
= 4\{m_p^2 + m_p - P^2(1+m_P)^2\} + 8t m_p - 4P^2(1+m_P) + 4t^2 - 4P^2 t^2 + 4t
\]
\[
= 4t(1-P^2) + 4t > 0,
\]
where we used
\[
m_p^2 + m_p - P^2(1+m_P)^2 = 0, \quad m_p - P^2(1+m_P) = 0.
\]
Thus the fraction in [3.10] is positive. This implies \( \xi(x) = 0 \) for \( x > 4(1+m_P)^2 \)

4 Spectral shift function and the Witten index

Based on Remark 3.3, Lemma 3.6 and Lemma 3.7, we now compute the spectral shift function.

Lemma 4.1. The following assertions hold:

1. If \( P = 0 \), then
\[
\xi(x) = \frac{1}{2}, \quad 0 < x < 4.
\]

2. If \( 0 < |P| < \frac{1}{\sqrt{2}} \), then
\[
\xi(x) = \begin{cases} 0 & 0 < x < 4(1-m_P)^2, \\ \frac{1}{2} - \frac{1}{\pi} \arctan \frac{-2P\sqrt{x}}{\sqrt{4 - (2m_p + \sqrt{x})^2 + \sqrt{4 - (2m_p - \sqrt{x})^2}}} & 0 < x < 4(1-m_P)^2, \\ \frac{1}{2} - \frac{1}{\pi} \arctan \frac{-2P\sqrt{x} + \sqrt{(2m_p + \sqrt{x})^2 - 4}}{\sqrt{4 - (2m_p - \sqrt{x})^2}} & 4(1-m_P)^2 < x < 4(1+m_P)^2. \end{cases}
\]

3. If \( |P| = \frac{1}{\sqrt{2}} \), then
\[
\xi(x) = \frac{1}{2} - \frac{1}{\pi} \arctan \frac{-2Px^{1/4} + \sqrt{4 + \sqrt{x}}}{\sqrt{4 - \sqrt{x}}} \quad 0 < x < 16.
\]
4. If $\frac{1}{\sqrt{2}} < |P| < 1$, then

$$\xi(x) = \begin{cases} 
\frac{1}{2} - \frac{1}{\pi} \arctan \frac{-2P\sqrt{x} + \sqrt{(2mP + \sqrt{x})^2 - 4}}{\sqrt{4 - (2mP - \sqrt{x})^2}}, & 0 < x < 4(1 - mP)^2, \\
\frac{1}{2} + \frac{1}{\pi} \arctan \frac{-2P\sqrt{x} + \sqrt{(2mP + \sqrt{x})^2 - 4}}{\sqrt{4 - (2mP - \sqrt{x})^2}}, & 4(1 - mP)^2 < x < 4(1 + mP)^2.
\end{cases}$$

**Proof.** We observe that $\Delta_{T/T_0}(x + i\epsilon) \in \mathbb{C}_+$, which implies that $\lim_{\epsilon \to 0} \Delta_{T/T_0}(x + i\epsilon) \in \mathbb{C}_+$. To compute the spectral shift function $\xi$, we make use of the following formula. If $x + iy \in \mathbb{C}_+ \setminus \{0\}$, then we have

$$\text{Arg}(x + iy) = \begin{cases} 
\frac{\pi}{2} - \arctan \frac{x}{y}, & y > 0, \\
0, & x > 0 \text{ and } y = 0, \\
\pi, & x < 0 \text{ and } y = 0.
\end{cases}$$

This together with Lemma 3.3 and the definition of $\xi$, the lemma follows except the case $P = 0$. If $P = 0$, we have

$$\lim_{\epsilon \to 0} \Delta_{T/T_0}(x + i\epsilon) = \frac{i}{\sqrt{x}} \sqrt{1 - x}, \quad 0 < x < 4. \tag{4.1}$$

Therefore, $\xi(x) = 1/2$.

**Lemma 4.2.** We have

$$\lim_{t \to +\infty} e^{-t} \text{Tr}(e^{t\alpha P T(P)} - e^{t\alpha P T_0(P)}) = \xi(\alpha_P^{-1} - 0) = \begin{cases} 
0, & -1 < P < 0, \\
\frac{1}{2}, & 0 \leq P < 1.
\end{cases} \tag{4.2}$$

**Proof.** Let us recall $\alpha_P^{-1} = 4(1 + mP)^2$ (see [3.9]). First, we prove

$$\lim_{t \to \infty} e^{-t} \text{Tr}(e^{t\alpha P T(P)} - e^{t\alpha P T_0(P)}) = \xi(\alpha_P^{-1} - 0). \tag{4.3}$$

Let $\epsilon > 0$ be sufficiently small so that $(\alpha_P^{-1} - \epsilon, \alpha_P^{-1}) \subset (4(1 - mP)^2, \alpha_P^{-1})$. Then, by the Krein trace formula (see [28], Section 9.7), it follows that

$$e^{-t} \text{Tr}(e^{t\alpha P T(P)} - e^{t\alpha P T_0(P)}) = \int_\mathbb{R} e^{-t}(e^{t\alpha P x})'\xi(x)dx$$

$$= \int_0^{\alpha_P^{-1}} e^{-t}(e^{t\alpha P x})'\xi(x)dx$$

$$= \int_0^{\alpha_P^{-1} - \epsilon} e^{-t}(e^{t\alpha P x})'\xi(x)dx + \int_{\alpha_P^{-1} - \epsilon}^{\alpha_P^{-1}} e^{-t}(e^{t\alpha P x})'\xi(x)dx$$

$$=: I(t, \epsilon) + \Pi(t, \epsilon).$$

Since $\xi$ is piecewise continuous and is bounded on $\mathbb{R}$ a.e., the dominated convergence theorem yields

$$\lim_{t \to \infty} I(t, \epsilon) = 0.$$ 

For $\Pi(t, \epsilon)$, we have

$$\Pi(t, \epsilon) = [e^{-t}(e^{t\alpha P x})']|_{\alpha_P^{-1} - \epsilon} - \int_{\alpha_P^{-1} - \epsilon}^{\alpha_P^{-1}} e^{-t}(e^{t\alpha P x})'\xi(x)dx$$

$$= \xi(\alpha_P^{-1} - 0) - e^{-t(\alpha_P^{-1} - \epsilon) + 0} - \int_{\alpha_P^{-1} - \epsilon}^{\alpha_P^{-1}} e^{-t(\alpha_P^{-1} - \epsilon)}\xi(x)dx. \tag{4.5}$$
Since \(\xi(x)\) is differentiable in \((\alpha_p^{-1} - \epsilon, \alpha_p^{-1})\) and \(\xi'(x)\) is \(L^1\)-integrable in \((\alpha_p^{-1} - \epsilon, \alpha_p^{-1})\), the dominated convergence theorem implies
\[
\lim_{t \to \infty} \Pi(t, \epsilon) = \xi(\alpha_p^{-1} - 0).
\]
Thus (4.3) holds.

Next, we prove the right hand side of (4.2). If \(-1 < P < 0\), then numerators of components of \(\arctan(\cdot)\) in Lemma 4.1 take positive values. Thus, we have \(\xi(\alpha_p^{-1} - 0) = 0\). If \(P = 0\), we have \(\xi(4 - 0) = 1/2\) from Lemma 4.1. If \(0 < P < 1\), we need some calculation. Similar to Lemma 3.7 we parametrize \(x\) as \(x = 4(1 + m_p - t)^2\) with sufficiently small \(t > 0\). Then, we have
\[
\frac{-2P \sqrt{t} + \sqrt{(2m_p + \sqrt{x})^2} - 4}{\sqrt{4 - (2m_p - \sqrt{x})^2}} = -2P(1 + m_p - t) + \sqrt{(2m_p - t)(2m_p + 2 - t)}
\]
\[
\frac{\sqrt{t}(2m_p - t)(2m_p + 2 - t) - 4P^2(1 + m_p - t)^2}{\sqrt{4 - (2m_p - \sqrt{x})^2}} = \frac{(2m_p - t)(2m_p + 2 - t) - 4P^2(1 + m_p - t)^2}{\sqrt{(2m_p - t)(2m_p - t + \sqrt{(2m_p - t)(2m_p + 2 - t)})}}.
\]

The numerator of above fraction is calculated as follows:
\[
(2m_p - t)(2m_p + 2 - t) - 4P^2(1 + m_p - t)^2
\]
\[
= (2m_p - t)^2 + 2(2m_p - t) - 4P^2(1 + m_p)^2 + 8P^2(t(1 + m_p) - 4P^2t^2
\]
\[
= 4m_p^2 - 4m_p t + t^2 + 4m_p - 2t - 4P^2(1 + m_p)^2 + 8P^2t(1 + m_p) - 4P^2t^2
\]
\[
= \{4m_p^2 + 4m_p - 4P^2(1 + m_p)^2\} - 4m_p t + t^2 - 2t + 8P^2t(1 + m_p) - 4P^2t
\]
\[
= 0 + t\{-4m_p + t - 2 + 8P^2(1 + m_p) - 4P^2\}
\]
\[
= t\{(1 - 4P^2)t - 4P^2(1 + m_p)\}
\]
\[
= \frac{t\{(1 - 4P^2)t - 4P^2(1 + m_p)\}}{t\{(1 - 4P^2)t - 4P^2(1 + m_p)\}}
\]
\[
= \frac{-2P \sqrt{t} + \sqrt{(2m_p + \sqrt{x})^2} - 4}{\sqrt{4 - (2m_p - \sqrt{x})^2}} \to 0 \quad t \to +0.
\]

This implies that
\[
\lim_{x \to 4(1 + m_p)^2 - 0} \arctan \left[ \frac{-2P \sqrt{t} + \sqrt{(2m_p + \sqrt{x})^2} - 4}{\sqrt{4 - (2m_p - \sqrt{x})^2}} \right] = 0.
\]

By Lemma 4.1 the results follow. \(\Box\)

**Lemma 4.3.** We have
\[
\begin{cases}
  w(F_+(v^*)) = W(a_+ + p_+), & \text{if } |a_+| = |p_+| < 1, \\
  w(F_-(v)) = -W(a_-, p_-), & \text{if } |a_-| = |p_-| < 1.
\end{cases}
\]

**Proof.** We only consider \(F_+(v^*)\). The other case is similar. This proof is a combination of Table 1, Remark 3.1, (3.3), (3.4) and (4.2). We recall that
\[
F_+(v^*)F_+(v^*) = -\alpha_{p_+}T(p_+) + 1, \quad F_+(v^*)F_+(v^*) = -\alpha_{-p_+}T(-p_+) + 1.
\]

Thus, it follows that
\[
\begin{align*}
    w(F_+(v^*)) &= \lim_{t \to \infty} \text{Tr}(e^{-tF_+(v^*)}F_+(v^*) - e^{-tF_+(v^*)}F_+(v^*)^*) \\
    &= \lim_{t \to \infty} e^{-t} \text{Tr}(e^{i\alpha_{p_+}T(p_+)} - e^{i\alpha_{p_+}T(-p_+)} ) \\
    &= \lim_{t \to \infty} e^{-t} \text{Tr}(e^{i\alpha_{p_+}T(p_+)} - e^{i\alpha_{p_+}T_0(p_+)}) - \lim_{t \to \infty} e^{-t} \text{Tr}(e^{i\alpha_{-p_+}T(-p_+) - e^{i\alpha_{-p_+}T_0(-p_+)}})
\end{align*}
\]

\[
= \begin{cases}
    0 - \frac{1}{2} = -\frac{1}{2}, & -1 < p_+ < 0, \\
    \frac{1}{2} - \frac{1}{2} = 0, & p_+ = 0, \\
    \frac{1}{2} - 0 = \frac{1}{2}, & 0 < p_+ < 1,
\end{cases}
\]

\[
= \frac{\text{sgn}(p_+)}{4} = W(a_+, p_+).
\]

where to get the third line, we used \(\alpha_{p_+}T_0(p_+) = \alpha_{-p_+}T_0(-p_+)\). This completes the proof.

**Proof of Theorem 7.3** From Theorem 2.8, Theorem 2.9, (2.11) and Lemma 4.3, we get the desired result.

### A A difference of two exponentials of a bounded operator

In this section, we prove the following proposition:

**Proposition A.1.** We take two operators \(H_0, H_1 \in \mathcal{B}(X)\). If \(H_1 - H_0 \in S_1(\mathcal{X})\), then for any \(z \in \mathbb{C}\), we have \(e^{zH_1} - e^{zH_0} \in S_1(\mathcal{X})\).

**Proof.** For a bounded operator \(A\), we denote by \(\|A\|\) the operator norm of \(A\). Similarly, for a trace class operator \(A\), we denote by \(\|A\|_{1}\) the trace norm of \(A\). We set \(M := \max\{\|H_1\|, \|H_0\|\}\). The proof is divided into two steps. First, we show that for any \(n \in \mathbb{N}\), \(H_1^n - H_0^n \in S_1(\mathcal{X})\) and \(\|H_1^n - H_0^n\|_{1} \leq n\|H_1 - H_0\|_1 M^{n-1}\).

When \(n = 1\), this claim is obvious. Suppose that when \(n = k\), the claim follows. Then \(n = k + 1\), it follows that

\[
H_1^{k+1} - H_0^{k+1} = H_1 H_1^{k} - H_1 H_0^{k} + H_1 H_0^{k} - H_0 H_0^{k}
\]

and

\[
\|H_1^{k+1} - H_0^{k+1}\|_{1} \leq \|H_1\|\|H_1^{k} - H_0^{k}\|_1 + \|H_1 - H_0\|_1\|H_0^{k}\|
\]

\[
\leq M \times k\|H_1 - H_0\|_1 M^{k-1} + \|H_1 - H_0\|_1 M^{k-1}
\]

Thus the claim follows by induction. Next, we show that \(e^{zH_1} - e^{zH_0} \in S_1(\mathcal{X})\). First, we observe that

\[
\sum_{n=1}^{\infty} \frac{|z|^n}{n!} \|H_1^n - H_0^n\|_1 \leq \sum_{n=1}^{\infty} \frac{|z|^n}{(n-1)!} M^{n-1} \|H_1 - H_0\|_1 = |z| e^{|z|M} \|H_1 - H_0\| < \infty.
\]

Thus the series

\[
\sum_{n=0}^{\infty} \left( \frac{1}{n!}(zH_1)^n - \frac{1}{n!}(zH_0)^n \right)
\]

converges in \(S_1(\mathcal{X})\). On the other hand, it follow that

\[
e^{zH_1} = \sum_{n=0}^{\infty} \frac{1}{n!}(zH_1)^n
\]
in the operator norm. Since a convergence in $S_1(\mathcal{X})$ implies a convergence in $\mathcal{B}(\mathcal{X})$, we have

$$e^{zH_1} - e^{zH_0} = \sum_{n=0}^{\infty} \left( \frac{1}{n!}(zH_1)^n - \frac{1}{n!}(zH_0)^n \right) \in S_1(\mathcal{X}).$$

This completes the proof.

\[ \square \]

**B Spectral decomposition of the discrete Laplacian on $Z_{\geq 0}$**

In this section, we consider the unitary transformation from $\ell^2(Z_{\geq 0})$ to $L^2((-2,2), dt)$. This is also discussed in [14] Example 2 in Section 3.1. We use the same notations used in the main text. Namely, we set $v$ as a right-shift operator on $\ell^2(Z_{\geq 0})$ and $\{\delta_x\}_{x \geq 0}$ as the standard basis of $\ell^2(Z_{\geq 0})$ (see (2.8)).

**Proposition B.1.** There exists a unitary operator $u : \ell^2(Z_{\geq 0}) \rightarrow L^2((-2,2), dt)$ such that

$$u(v + v^*)u^{-1} = M_t, \quad (u\delta_0)(t) = \frac{(4 - t^2)^{\frac{1}{2}}}{\sqrt{2\pi}}, \quad t \in (-2,2),$$

where $M_t$ is the multiplication operator by $t$.

**Proof.** First, we note that the set $\{\sqrt{2/\pi}\sin(k(x+1))\}_{x \geq 0}$ is a CONS of $L^2([0,\pi], dk)$. We introduce a unitary operator $F$ by

$$(F\delta_x)(k) := \sqrt{\frac{2}{\pi}}\sin(k(x+1)), \quad x \in Z_{\geq 0}, \quad k \in [0,\pi].$$

Then, for any $x \in Z_{\geq 0}$, it follows that

$$(F(v + v^*)\delta_x)(k) = \sqrt{\frac{2}{\pi}}\sin(k(x+2)) + \sqrt{\frac{2}{\pi}}\sin(kx) = \sqrt{\frac{2}{\pi}}2\sin(k(x+1))\cos k$$

$$= 2\cos k \times \sqrt{\frac{2}{\pi}}\sin(k(x+1)) = 2\cos k(F\delta_x)(k).$$

Thus, we have the operator equality

$$F(v + v^*)F^* = 2\cos(\cdot).$$

By the definition of $F$, we get $(F\delta_0)(k) = \sqrt{2/\pi}\sin k$.

Next, we introduce a operator $V : L^2([0,\pi], dt) \rightarrow L^2((-2,2), dt)$ by

$$(V f)(t) := \frac{1}{(4 - t^2)^{\frac{1}{2}}} f \left( \cos^{-1} \frac{t}{2} \right), \quad f \in L^2([0,\pi], dt), \quad t \in (-2,2),$$

where $\cos^{-1} : [-1,1] \rightarrow [0,\pi]$.

By the change of variables $t = 2\cos k$, we have

$$\int_{-2}^{2} |(V f)(t)|^2 dt = \int_{0}^{\pi} \frac{|f(k)|^2}{2\sin k} \times 2\sin kdk = \int_{0}^{\pi} |f(k)|^2 dk.$$  

Thus, $V$ is isometry. We also introduce a operator $U : L^2((-2,2), dt) \rightarrow L^2([0,\pi], dt)$ by

$$(U g)(k) := \sqrt{2\sin k}g(2\cos k), \quad g \in L^2((-2,2), dt), \quad k \in [0,\pi].$$

By the change of variables $k = \cos^{-1} \frac{t}{2}$, it is seen that

$$\int_{0}^{\pi} |(U g)(k)|^2 dk = \int_{-2}^{2} 2\sin \left( \cos^{-1} \frac{t}{2} \right) |g(t)|^2 \times \frac{1}{\sqrt{1 - \left( \frac{t}{2} \right)^2}} dt = \int_{-2}^{2} |g(t)|^2 dt.$$
Thus $U$ is also isometry. Since $VU = 1$, $V$ is a surjection. Therefore $V$ is unitary.

For any $f \in L^2([0, \pi], dk)$, we have

$$(V(2 \cos k)f)(t) = \frac{1}{(4-t^2)^{\frac{1}{4}}} \times t \times f \left(\cos^{-1} \frac{t}{2}\right) = t(Vf)(t).$$

Hence we get $V(2 \cos k)V^* = M_t$. Moreover, we have

$$\left(V \sqrt{\frac{2}{\pi}} \sin(\cdot)\right)(t) = \sqrt{\frac{2}{\pi}} \frac{1}{(4-t^2)^{\frac{1}{4}}} \sin \left(\cos^{-1} \frac{t}{2}\right) = \sqrt{\frac{2}{\pi}} \frac{1}{(4-t^2)^{\frac{1}{4}}} \sqrt{1 - \left(\frac{t}{2}\right)^2} = (4-t^2)^{\frac{1}{4}} \sqrt{2\pi}.$$ 

Therefore $u := V\mathcal{F}$ is the desired unitary operator.

## C A structure of solutions of a quadratic equation

In this section, we consider a quadratic equation $w^2 + zw + 1 = 0$ parametrized by $z \in \mathbb{C} \setminus [-2, 2]$. A general form of this equation appears in [14, Section 2.9]. Recall that the square root of a complex number is defined by

$$\sqrt{re^{i\theta}} := r^\frac{1}{2} e^{i\frac{\theta}{2}}, \quad r > 0, \quad -\pi < \theta < \pi.$$ 

For $a \in \mathbb{R}$ and $z \in \mathbb{C} \setminus \{-a\}$, we have

$$\frac{z-a}{z+a} = \frac{(z-a)(\overline{z} + a)}{|z + a|^2} = \frac{|z|^2 + 2a \text{Im} z - a^2}{|z + a|^2}. \quad (C.1)$$

The above calculation implies that

$$\frac{z-a}{z+a} \in \mathbb{R}_{\leq 0} \quad \text{if and only if} \quad z \in \mathbb{R} \quad \text{and} \quad |z| \leq |a|.$$ 

Thus, we have $(z-2)/(z+2) \in \mathbb{C} \setminus (-\infty, 0]$ if $z \in \mathbb{C} \setminus [-2, 2]$ and we can define $\sqrt{(z-2)/(z+2)}$. Here, it follows that Re$\sqrt{(z-2)/(z+2)} > 0$. Under the above preliminaries, we define

$$H(z) := \sqrt{\frac{z-2}{z+2}} - 1 \quad \text{for} \quad z \in \mathbb{C} \setminus [-2, 2]. \quad (C.2)$$

**Proposition C.1.** The following assertions hold:

1. The function $z \mapsto H(z)$ is holomorphic on $\mathbb{C} \setminus [-2, 2]$.
2. We have $H(z)^2 + zH(z) + 1 = 0$ for any $z \in \mathbb{C} \setminus [-2, 2]$.
3. We have $H(C_+) \subset C_+$ and $H(C_-) \subset C_-$, where $C_\pm = \{w \in \mathbb{C} \mid \pm \text{Im} w > 0\}$.
4. We have $|H(z)| < 1$ for any $z \in \mathbb{C} \setminus [-2, 2]$.
5. For any $z \in \mathbb{C} \setminus [-2, 2]$, we have

$$\frac{1}{2\pi} \int_{-2}^{2} \frac{\sqrt{4-t^2}}{t-z} dt = H(z).$$

**Proof.** 1. This is obvious from the definition of $H(z)$.
2. First, we note that \(\sqrt{(z - 2)/(z + 2)} \neq 1\). It is seen that

\[
H(z) = H(z) \times \frac{\sqrt{\frac{z - 2}{z + 2}} - 1}{\sqrt{\frac{z - 2}{z + 2}} - 1} = \frac{z - 2}{z + 2} - 2\sqrt{\frac{z - 2}{z + 2}} + 1 = -z + (z + 2)\sqrt{\frac{z - 2}{z + 2}}.
\]

Therefore, we have

\[
H(z)^2 = \frac{z^2 + (z^2 - 4) - 2z(z + 2)}{4} = -z + (z + 2)\frac{\sqrt{z - 2}}{\sqrt{z + 2}} = -1 - zH(z).
\] (C.3)

3. We take \(z \in \mathbb{C}_+\). Then \((C.1)\) implies \((z - 2)/(z + 2) \in \mathbb{C}_+\). By the definition of the square root, we have \((z - 2)/(z + 2) \in \mathbb{C}_+\). From the definition of \(H(z)\) and \((C.1)\), again, we have \(H(z) \in \mathbb{C}_+\). The other case is also similar.

4. We take \(w \in \mathbb{C} \setminus \{-1\}\) and write \(w = x + iy\) \((x, y \in \mathbb{R})\). Since

\[
\frac{|w - 1|^2}{|w + 1|} = \frac{(x - 1)^2 + y^2}{(x + 1)^2 + y^2},
\]

it follows that

\[
\frac{|w - 1|}{|w + 1|} < 1 \quad \text{if and only if} \quad (x - 1)^2 + y^2 < (x + 1)^2 + y^2 \quad \text{if and only if} \quad x > 0.
\]

Recall that for any \(z \in \mathbb{C} \setminus [-2, 2]\), we have \(\text{Re}(\sqrt{\frac{z - 2}{z + 2}}) > 0\). The above equivalence implies \(|H(z)| < 1\).

5. Since \(H(z)^2 + zH(z) + 1 = 0\) holds, it follows that \(H(z) \neq 0\) for all \(z \in \mathbb{C} \setminus [-2, 2]\). From the relation between solutions and coefficients, \(1/H(z)\) is also a solution of \(w^2 + zw + 1 = 0\). By the change of variables \(t = 2\cos \theta\), we have

\[
\frac{1}{2\pi} \int_{-1}^{1} \sqrt{1 - t^2} \frac{dt}{t - z} = \frac{1}{2} \int_{0}^{\pi} \sin^2 \theta \frac{d\theta}{2 \cos \theta - z} = \frac{1}{2} \int_{-\pi}^{\pi} \frac{\sin^2 \theta}{2 \cos \theta - z} \, d\theta,
\] (C.4)

where to get the last equality we used the fact that the integrand is even. Moreover, by the change of variables \(w = e^{i\theta}\), we have

\[
\frac{1}{2\pi} \int_{-1}^{1} \frac{\sqrt{1 - t^2}}{t - z} \frac{dt}{t - z} = \frac{1}{\pi} \int_{0}^{\pi} \frac{(e^{i\theta} - e^{-i\theta})^2}{2 \times e^{i\theta} + e^{-i\theta} - z} \, d\theta = \frac{i}{4\pi} \int_{|w| = 1} \frac{(w^2 - 1)^2}{(w^2 - zw + 1)w^2} \, dw.
\] (C.5)

The solutions of \(w^2 - zw + 1 = 0\) is \(H(-z)\) and \(1/H(-z)\). By the 4-th assertion, the poles of the integrand inside the unit circle are \(w = 0\) and \(w = H(-z)\). Thus, we have

\[
\frac{i}{4\pi} \int_{|w| = 1} \frac{(w^2 - 1)^2}{(w^2 - zw + 1)w^2} \, dw = \frac{i}{4\pi} \left\{ \frac{(H(-z)^2 - 1)^2}{(H(-z) - \frac{1}{H(-z)}) H(-z)^2 + z} \right\} = -\frac{1}{2} \left\{ H(-z) - \frac{1}{H(-z)} + z \right\}.
\] (C.6)

By the relation between solutions and coefficients, we have \(H(-z) + 1/H(-z) = z\). This implies

\[
-\frac{1}{H(-z)} = H(-z) - z.
\] (C.8)
By using \( [C.8] \) we have
\[
-\frac{1}{2} \left( H(-z) - \frac{1}{H(-z)} + z \right) = -H(-z).
\]

If \(-H(-z) = H(z)\) is proven, the proof is completed. By the following observation:
\[
0 = H(-z)^2 + (-z)H(-z) + 1 = (-H(-z))^2 + z(-H(-z)) + 1,
\]

\(-H(-z)\) is a solution of \( w^2 + zw + 1 = 0 \). Thus \(-H(-z)\) equals to either \( H(z) \) or \( 1/H(z) \). Since \(|-H(-z)| < 1\), \(|H(z)| < 1\) and \(|1/H(z)| > 1\), we get \(-H(-z) = H(z)\). 

\( \square \)

## D Elimination of the phase terms

**Theorem D.1.** Let \( m \in \mathbb{Z} \setminus \{0\} \), and let
\[
S := \begin{bmatrix} \alpha_1 & \beta_1 L^m \\ L^{-m} \beta_1^* & \alpha_1^* \end{bmatrix}, \quad C := \begin{bmatrix} \alpha_2 & \beta_2 \\ \beta_2^* & \alpha_2^* \end{bmatrix},
\]
where \( \alpha_1, \alpha_1^*, \alpha_2, \alpha_2^* \) are bounded \( \mathbb{R} \)-valued sequences, and where \( \beta_1, \beta_2 \) are bounded \( \mathbb{C} \)-valued sequences. Then there exist \( \mathbb{R} \)-valued sequences \( f, g \), such that the following two equalities hold true:
\[
\begin{bmatrix} e^{-if} & 0 \\ 0 & e^{-ig} \end{bmatrix} S \begin{bmatrix} e^{if} & 0 \\ 0 & e^{ig} \end{bmatrix} = \begin{bmatrix} \alpha_1 L^{-m} \beta_1 & |\beta_1| L^m \\ \beta_1^* \alpha_1^* \end{bmatrix},
\]
\[
\begin{bmatrix} e^{-if} & 0 \\ 0 & e^{-ig} \end{bmatrix} C \begin{bmatrix} e^{if} & 0 \\ 0 & e^{ig} \end{bmatrix} = \begin{bmatrix} \alpha_2 |\beta_2| & \beta_2^* \alpha_2^* \end{bmatrix}.
\]

Note that this unitary transform is strongly based on the method of proof of [25, Corollary 4.4], and we give a direct proof merely for the convenience of the reader.

**Proof.** We only prove the case for \( m > 0 \). For each \( j = 1, 2 \), let \( \theta_j = (\theta_j(x))_{x \in \mathbb{Z}} \) be any \( \mathbb{R} \)-valued sequence, such that \( \beta_j(x) = e^{i\theta_j(x)}|\beta_j(x)| \). Note that we have
\[
\begin{bmatrix} e^{-if} & 0 \\ 0 & e^{-ig} \end{bmatrix} S \begin{bmatrix} e^{if} & 0 \\ 0 & e^{ig} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ \alpha_1 L^{-m} \beta_1 & |\beta_1| L^m \end{bmatrix} \begin{bmatrix} e^{-if} & 0 \\ 0 & e^{-ig} \end{bmatrix} \begin{bmatrix} 1 & 0 \\ \beta_1^* \alpha_1^* & 1 \end{bmatrix} = \begin{bmatrix} e^{if} & 0 \\ 0 & e^{ig} \end{bmatrix} \begin{bmatrix} |\beta_1| L^m \\ \beta_1^* \alpha_1^* \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & L^{-m} \end{bmatrix}.
\]

We obtain the following two unitary transforms of the given multiplication operators:
\[
\begin{bmatrix} e^{-if} & 0 \\ 0 & e^{-ig} \end{bmatrix} \begin{bmatrix} \alpha_1 \beta_1 & 0 \\ 0 \beta_1^* \alpha_1^* \end{bmatrix} \begin{bmatrix} e^{if} & 0 \\ 0 & e^{ig} \end{bmatrix} = \begin{bmatrix} \alpha_1 |\beta_1| e^{i(\theta_1+g)} & 0 \\ 0 & \alpha_1 |\beta_1| e^{i(\theta_1+g)+f} \end{bmatrix},
\]
\[
\begin{bmatrix} e^{-if} & 0 \\ 0 & e^{-ig} \end{bmatrix} \begin{bmatrix} \alpha_2 \beta_2 & 0 \\ 0 \beta_2^* \alpha_2^* \end{bmatrix} \begin{bmatrix} e^{if} & 0 \\ 0 & e^{ig} \end{bmatrix} = \begin{bmatrix} \alpha_2 |\beta_2| e^{i(\theta_2+g)} & 0 \\ 0 & \alpha_2 |\beta_2| e^{i(\theta_2+g)+f} \end{bmatrix}.
\]

The unitary transform \( [D.5] \) motivates us to define \( g := f - \theta_2 \). It remains to define \( f \) in such a way that \( \theta_1 + g(\cdot + m) - f = 0 \) holds true. If we let \( \phi := \theta_2(\cdot + m) - \theta_1 \), then this equality is equivalent to
\[
f(x + m) - f(x) = \phi(x), \quad x \in \mathbb{Z}.
\]

For each \( x \in \mathbb{Z} \), we consider \( Z_2 := \{ mx + 0, \ldots, mx + (m-1) \} \) consisting of \( m \) integers. It is obvious that \( \mathbb{Z} \) partitions into the disjoint union \( \mathbb{Z} = \bigcup_{x \in \mathbb{Z}} Z_x \). We let \( f(n) := 0 \) for each \( n \in \mathbb{Z} \). Note that any arbitrary number in \( \mathbb{Z} \setminus Z_0 \) can be uniquely written as \( mx + n \), where \( x \in \mathbb{Z} \setminus \{0\} \), and where \( n \in Z_0 \). This allows us to let
\[
f(mx + n) := \begin{cases} + \sum_{y=0}^{m-1} \phi(my + n), & x \geq 1, \\ - \sum_{y=-m}^{-1} \phi(-my + n), & x \leq -1. \end{cases}
\]
Let us first prove that (D.4) holds true on \( \mathbb{Z}^{-1} \cup \mathbb{Z}_0 \). If \( n \in \mathbb{Z}_0 \), then \( f(n) = 0 \) by construction, and so
\[
f(n + m) - f(n) = 0 = f(m \times 1 + n) = \phi(m \times 0 + n) = \phi(n),
\]
\[
f((n - m) + m) - f(n - m) = f(n) - f(n - m) = 0 = f(m \times (-1) + n) = \phi(m \times (-1) + n) = \phi(n - m),
\]
where \( n - m \) belongs to \( \mathbb{Z}^{-1} = \mathbb{Z}_0 - m \). Let \( x' \in \mathbb{Z}^{-1} \cup \mathbb{Z}_0 \). On one hand, if \( x \geq 1 \) and if \( x' = mx + n \), then
\[
f(x' + m) - f(x') = f(m(x + 1) + n) = \sum_{y=0}^{x} \phi(my + n) - \sum_{y=0}^{x-1} \phi(my + n) = \phi(mx + n) = \phi(x').
\]
On the other hand, if \( x \leq -2 \) and if \( x' = mx + n \), then
\[
f(x' + m) - f(x') = f(m(x + 1) + n) = -\sum_{y=1}^{-x-1} \phi(-my + n) + \sum_{y=1}^{-x} \phi(-my + n) = \phi(mx + n) = \phi(x').
\]
This completes the proof.
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