Abstract: Smart cities mobilise technologically driven solutions toward urban governance and service delivery. The profitable opportunities and abundance of data made available by cities attract ICT corporations that possess the resources and knowledge to make cities smart. However, this often leads corporate actors to monopolise the data collected and generated. This poses risks for privacy and the ways in which personal data are used and commercialised. Existing work on business-to-government (B2G) data sharing and data collaboratives has explored the technical and organisational issues involved in corporate data sharing with public authorities. However, many studies remain focused on voluntary corporate data releases. This paper argues that the option of compelling companies to share data should be considered more attentively; it is one channel (among many) that has the potential to make cities more inclusive.
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1. Introduction

The concept of smart cities refers to the integration of technology, sensors and big data through the Internet of Thing (IoT) into city governance to serve people’s needs [1,2]. Smart cities mark the rise in demand for technologically driven solutions in the Global North and South [3] perceived as bringing significant benefits to local governments in terms of service delivery, financial savings and sustainability [4–6]. Such technologies have become important, among other things, due to rising expectations for services to citizens while local jurisdictions face acute budgetary pressures. The rise in demand for technological solutions provides ICT (information communication technology) corporations with profitable opportunities to integrate themselves in smart cities’ digital infrastructures and governance through a range of public-private partnerships [7]. Beyond corporate financial rewards, cities also represent rich sources of data for private companies, which are essential to further innovate and improve their products and services [8].

However, smart cities’ privatisation of services traditionally provided by local governments and cities poses a number of challenges. Although companies can provide a range of useful technologies, their involvement raises a number of concerns related to privacy and personal data usage [9]. Those worries are especially evident when private firms possess intellectual property rights on the technologies utilised, which they are reluctant to share. This may give rise to privacy breaches, inadequate collection, usage and commercialisation of personal data, as well as surveillance practices that encroach on personal freedoms [10]. Moreover, the monopolisation of technologies by companies implies that little knowledge transfer may happen towards city authorities and actors outside the firm. In other words, a key challenge faced by local governments and cities is that when they enter into public-private partnerships, the data generated are often controlled by the private partners. First, the private companies own the machines, sensors and other technological devices used to collect and generate data. Second, once collected, public authorities often do not have the technological resources (knowledge, storage capacity, sharing and analysis resources) and must rely on private companies to conduct those tasks [7].
Within this context, smart city authorities face difficult choices about how to provide digital and data-driven solutions to acute problems, as well as to rectify imbalances of power that may arise with ICT corporations [11]. Indeed, smart cities are ‘emerging as new battlegrounds over personal data’ [11] (p. 7) and face crucial strategic decisions on key issues: Who owns and controls data? Who decides how the abundance of data is collected and used? Additionally, how can cities ensure that data generation and use are conducted in an inclusive manner that does not lead to discrimination, exclusion, and loss of privacy? [11–16].

Compounding the situation, it has been argued that the implementation of smart cities is often too ‘top-down’, focusing on efficiency gains and optimisation while neglecting the real needs of residents. People are conceived as ‘passive sensors’ rather than active participants who shape the directions taken by the city [17]. Thus, many have called for investing in human capital and for fostering the participation of citizens in smart cities’ decision-making processes [18–22].

Within this context, this paper explores the issue of data sharing between the private sector and public authorities (‘business-to-government’ or ‘B2G’ data sharing). The discussion proceeds at a broad conceptual level and aims to inform arguments about the challenges faced by smart cities with respect to data sharing, power imbalances between public authorities and private firms, as well as the participatory inclusion of citizens. It is suggested that mainstream approaches to B2G data sharing focus overly on the needs and interests of the corporate sector but neglect to emphasise that private firms can be compelled to share data with public authorities, even if firms would prefer not to do so. The situation is analogous to taxation: while firms would prefer to lower their tax bill, research goes beyond exploring how the tax code could be made more appealing to corporations and instead focuses on ways to establish more equitable and effective tax collection methods. Secondly, although there are obvious potential public benefits to B2G data sharing, it should be noted that some data sharing between large companies and governments serves to reinforce corporate and state power over ordinary people. In other words, B2G data sharing takes place between entities (business and governments) whose interests are not necessarily aligned with those of citizens, especially in neoliberal times; rather, they follow elite interests. Therefore, B2G is no panacea and must follow democratic principles in order to achieve its declared inclusive objectives. In sum, issues of socio-economic power must be considered in private data exchange [23].

The arguments below are thus broadly situated within critical scholarship on the digital era of capitalism and critical data studies. These literatures have paid attention to the unequal power relationships operating within the digital economy [24–30]. Data collection has become pervasive and highly valuable and the concentration of data within large corporations results in new forms of inequity between companies and consumers and users of digital technologies [31–33].

2. B2G Data Sharing: Beyond Voluntary Corporate Data Releases

It is important to contextualise this paper within the large literature on data governance models that seek to democratise data sharing and usage. Indeed, concerns about ‘hegemonic data governance models’ [34] have led to a range of analytical approaches to make smart cities more inclusive and democratic. This paper focuses on B2G data sharing, public-private partnerships and interactions between private companies and public authorities. However, the paper is situated among, and related to, a number of related frameworks addressing the multiple types of partnerships between public, private and nongovernmental actors, as well as among citizens and data users themselves, to leverage and share data for positive societal impact. Those relevant literatures have produced a number of data governance models [35–37] and labels to refer to data sharing and usage arrangements, including ‘data driven social partnerships’ [38], ‘data collaboratives’ [39–42], ‘platform cooperatives’ [43–49], ‘data trusts’ [50–52] and ‘data philanthropy’ [53–55]. The phrase ‘data for good’ [56] is also used to underline the positive potential of data sharing.
A number of case studies of individual cities examine in detail alternative data governance schemes that seek with varying degrees of success to democratise digital life [35,36,57–63]. Such initiatives build on arguments to empower citizens and reach ‘technological sovereignty’ in a datafied world that is political [27,35,64–67] by presenting the possibilities of agency from the ‘bottom up’ [35,36,50,59,62,63,68–74], ‘good data practices’ [75] and ‘alternative data governance models’ [34,61]. As such, a number of typologies and classifications have been presented in the scholarly and grey literatures to conceptualise the diversity of private data sharing practices [34,37,76–81].

A number of contributions do address the potential to compel corporations to share data. In particular, there have been recent explorations of inclusive data sharing examples in cities that question (implicitly or explicitly) digital capitalist structures, surveillance capitalism and ‘data governance extractivism’ that are aligned with the argument presented here (see below). However, there is also a distinct and significant trend in the mainstream literature that emphasises technical and organisational aspects of data sharing that largely depend on voluntary sharing on the part of corporate data holders. These discussions emphasise ways to ‘incentivise’ corporate actors to share their data rather than ‘requiring’ or ‘compelling’ them to do so; accordingly, they also put substantial effort in demonstrating the benefits of data sharing, as if to convince corporations that benefits will be widely distributed if they share their data.

For example, a conventional approach is to conceive of data access on a continuum from closed to open, as in the Open Data Institute’s ‘data spectrum’ [82] or in the Urban Institute’s ‘spectrum of data philanthropy’ [83]. A range of existing data sharing technical mechanisms and organisational forms are described along the spectrum, each making more or less private data available to the public. For example, McKeever, Greene, MacDonald, Tatian and Jones [83] describe the public accessibility of corporate data by identifying five positions on a continuum from ‘most restricted’ to ‘most accessible’: (1) a company/data provider may conduct all the data analysis in-house and then share with the public the insights that emerged from the analysis; (2) a company may bring external researchers into its own network to analyse data and report findings publicly; (3) data providers may work with other data providers to share data among themselves; (4) a data provider may share data with trusted external researchers; (5) a company may allow direct public access to some of its datasets (which are often anonymised before they are released). The OECD presents a similar spectrum of public-private partnerships that corresponds to various levels of corporate data openness vis-à-vis public agencies [84] (see also [77,85]). Others propose a taxonomy of types of data collaboratives according to the types of (technical) mechanisms used to exchange data and who receives private data, including research partnerships, prizes and challenges, application programming interfaces (APIs) and data pooling [86,87]. A sophisticated taxonomy of data collaboratives has also been proposed, based on organisational and technical aspects of data supply (sharing) and demand (usage) resulting in a total of 14 dimensions that describe collaboration [42].

Yet, private companies remain reluctant to share their data. A number of perceived risks and challenges to doing so have been identified. The European Commission outlined economic, organisational, governance, cultural and techno-operational issues [77,88]. A review of data partnerships [89] reviewed 35 challenges in four categories: regulatory, organisational, data-related and societal. These obstacles arise both on the supply side (to provide data) and demand side (to receive data). The barriers most frequently cited in the literature include privacy issues (companies are reluctant to share data because it could expose their customers’ identity if the data are not anonymised carefully or if there are leaks of information), legal barriers (regulations may be conflicting or lacking with regard to releasing data), prohibitive cost of releasing data (cleaning, organising and reformatting data incurs costs for businesses), technical barriers (there is a need for technical knowledge and equipment to release data adequately), lack of incentives for data providers to share data (factors often mentioned include the risk of losing competitive advantage and com-
mercial sensitivity), and a lack of clarity on the part of data receivers regarding what data are available, as well as high access costs.

In response, researchers have suggested ways to alleviate the risks businesses face when releasing data. Therefore, the implicit or explicit objective in those approaches is to implement business-friendly conditions that are conducive to private data sharing. In other words, discussions of corporate motivations to share data are centred on companies’ needs and interests, but neglect processes whereby firms can be compelled to share data, sometimes at a cost to them. For example, the European Commission [77,88] explains that firms are reluctant to share their data with governments because of possible negative commercial ramifications, including foregone profits, high costs, enhanced regulation, and competition in strategic markets. The Commission is explicit that private firms should see a net benefit in sharing their data, suggesting that we ‘should seek a win-win collaboration’ and ‘mutually beneficial’ initiatives between businesses and public authorities [77] (pp. 38–39).

Methods to address those barriers are discussed but focus on giving incentives to companies, including monetary (e.g., tax) incentives, investment of public funds to develop trusted technical tools for data sharing, and reputational rewards (corporate social responsibility programmes). Data sharing could also be made compulsory, but compensation would have to be provided to firms, perhaps varying with the scale of the expected social benefits. In fact, the Commission considers a range of compensation mechanisms from public authorities to companies to ensure the latter benefit from data sharing [77].

The priority granted to business interests is also apparent in the Commission’s announced principles on B2G data sharing in its communication Towards a Common European Data Space [90] and accompanying staff working document Guidance on Sharing Private-Sector Data in the European Data Economy [91], as well as discussion of those principles by the High-Level Expert Group on business-to-government data sharing [77]. For example, these state that: ‘legitimate private-sector interests, notably commercially sensitive information such as trade secrets, are respected’; private companies ‘should not be held liable for the quality of the data’ shared; ‘public-sector bodies may not use private-sector data for commercial purposes or to compete with a company that has a similar offering’; and companies ‘should not be required to improve data quality at no cost’ [77] (pp. 82, 84).

Similar approaches have been proposed in the academic literature. In her ‘data commons regime’, Shkabatur argues that private companies should be seen as ‘allies’ instead of ‘adversaries’ and believes that private companies’ interests can be aligned with the public good: ‘Importantly, the idea of a global data commons abandons the adversary stance of current regulatory approaches. Instead of treating data platform companies as hostile entities that should be approached with suspicion, it regards them as collaborators . . . Rather, an open-minded collaboration between data platforms and external stakeholders could be in the mutual interests of all the involved parties. If designed properly, it can contribute to the public good without jeopardizing legitimate market interests of data platform companies, and without impinging the privacy rights of platform users.’ [81] (p. 384). Others have argued that in order to facilitate data disclosure, we should protect companies’ ‘brand value’ (pp. 1–24, [92]) and that businesses will be incentivised to release data if the public and private benefits of data sharing are explained to them [87] and (pp. 1–24, [92]).

Accordingly, researchers have outlined and explained the benefits resulting from the release of companies’ data, assuming that this lack of knowledge impedes B2G data sharing [77,83,87,88,92]. These include public services improvements (data exchanges allow for public services to be better designed and delivered), prediction and forecasting (institutions can plan better by anticipating societal trends), impact assessment (big data can help to monitor and evaluate the impacts of policies and decisions), innovation and economic growth (releasing more data can allow more researchers and entrepreneurs to use datasets in novel ways, fostering innovation and economic growth), cost savings (accessing private data may save the public sector the costs of collecting the same data with its own
limited financial resources), situational awareness and response (data increase the ability to monitor real-world conditions more precisely).

The problem, however, is that for-profit companies have remained slow to share data, because their priority is to increase profits and market share [23]. In fact, they often share data simply because they directly benefit from it [93]. For example, firms gain positive media coverage, build their brand, obtain access to free academic labour, and can potentially hire valuable talent that emerges from partnerships with researchers [94]. Companies can also make direct financial gains by sharing their data for a fee [77,81,85]. A report based on a survey of companies’ attitudes to data sharing found that they share data ‘to gain insights that support the company’s mission’ and ‘to unlock and demonstrate the value of company data’, in addition to supporting philanthropic objectives [95] (p. 7). For instance, data may be shared with academic researchers to demonstrate the value of company data for novel applications. Academic journal articles based on company data help to confirm the reliability and trustworthiness of the data for the company. However, interviews with data researchers suggest that it is unlikely that corporate data can be accessed unless the proposed research is aligned with corporate goals [95]. In short, companies are reluctant to share data, which they see as a corporate asset. Additionally, when they do so, it is often based on self-interest, and may thus be unreliable to meet public needs. Therefore, emphasising the benefits of B2G data sharing to encourage companies to share data may be less productive than expected.

3. Inclusive vs. Elitist B2G DataSharing

Academic research and practitioners have neglected the potentially interventionist role that governments can take [96,97] to compel the private sector to share data, and to put the conditions in place for this to occur. Moreover, because of the assumption that corporate interests can be aligned with the public good, much effort has been targeted at demonstrating the ‘benefits for all’ that data sharing could involve. However, this paper suggests that (1) more attention should be paid to possible government interventions to compel companies to share their data and (2) although B2G data sharing can potentially lead to positive outcomes, existing data sharing arrangements reveal that the priorities of corporations and governments are often diametrically opposed to citizens’ interests and that some data sharing agreements can increase corporate or political elite power over society [93,98]. Therefore, B2G data sharing must follow democratic principles to align policy outcomes with popular needs.

Figure 1 illustrates those thoughts graphically and orientates this section’s discussion along two key issues. First, are private data releases voluntary or enforced? In other words, do corporations share data when it suits their objectives and interests, or because they are compelled to do so by public legislation or civil society pressure? Second, who benefits from private data exchanges: political and corporate elites, or the public interest and civil society? Figure 1 shows four ideal types of data sharing arrangements determined by those two issues: (1) the activation mechanism for private data sharing, which may be voluntary or enforced, and (2) the net beneficiaries of private data releases, which may be corporate/political elites or the public/civil society. Figure 1 thus classifies data sharing schemes by incorporating issues of socio-economic power instead of technical and organisational criteria.

The x-axis represents a continuum from data sharing arrangements that happen because corporations choose to release data voluntarily, to data sharing mechanisms that are enforced onto corporations. The y-axis measures whether, on balance, a data release benefits the public interest/civil society or corporate/state elites. The diagram’s four quadrants correspond to four ideal types of data sharing schemes. Quadrant IV is a ‘progressive’ type containing data sharing arrangements whereby the state, local governments or city authorities successfully pressure corporations to release data for the public good. This can be accomplished by effective governments and a vibrant civil society. Conversely, quadrant II, ‘corporate-driven regressive sharing’, is somewhat the opposite: it denotes data releases that benefit elite interests and occur when companies share data
on their own terms. Quadrant I, ‘state-driven regressive sharing’, refers to data sharing enforced on companies by the state but that benefits elites. Quadrant III, ‘genuine data philanthropy’, contains data sharing schemes whereby corporations choose to release data without significant advantage to themselves and that help to empower civil society or meet public interests.

Consider the following empirical cases of data exchanges for each quadrant that further explain and illustrate the diagram’s principles.

‘Progressive data sharing’ (quadrant IV): There are two main types of B2G data sharing in this category. First is what is sometimes called ‘sharing data by regulation’ [78] or ‘data requisition’ [34], which refers to obligatory data sharing requirements imposed by governments on companies in sectors like health, finance and pharmaceuticals. For instance, in Europe, the European Commission regulates for public sector bodies to have access to private entities’ data when such data is deemed necessary to meet public objectives (e.g., national statistics) or to respond to emergencies (e.g., in public health or security) [77]. Examples include the Markets in Financial Instruments Directive 2 (MIFID2) that requires disclosing trading data to the public and transactions data to regulators and supervisors, as well as the Registration, Evaluation, Authorisation and Restriction of Chemicals (REACH) regulation, that requires firms to register chemicals with the European Chemical Agency (ECHA) [78]. Another important case in this category is that of National Statistical Agencies, which have spent much time and energy exploring ways to gain access to private sector data to assist them in creating richer statistical data [84,85,99]. There is a national trend in Europe whereby governments have compelled the private sector to release data, under certain conditions, to national statistical agencies, as does the recent French law for a digital Republic [100,101].

The second type of progressive B2G sharing occurs in smart cities when city authorities facilitate or compel data sharing from private companies to be used to improve public
services. However, a survey of B2G in 12 European cities concluded that local authorities getting access to private companies’ data remains a ‘sporadic’ activity because firms tend to have little interest in sharing their data [80]. The survey outlined four ways in which European cities access commercial data. It should be noted that only the fourth one approximates an ‘interventionist’ approach to compel companies to share their data, while the first three depend largely on companies finding benefits in the arrangements: (1) data donorship involves firms voluntarily giving data, which they often do as part of a marketing strategy to promote their new products by showcasing them in smart cities; (2) public procurement of data means that cities have to pay companies to obtain their data, and so has limited potential because of cost and because companies often only make available limited datasets; (3) data partnerships seek to strike a ‘win-win’ relationship with companies to pool data; (4) data sharing clauses inserted within tender contracts with private suppliers allow data to be collected as a by-product. However, this latter method is only used by a small number of cities only, despite its potential to normalise B2G data sharing to cities’ advantage. In fact, one strategy would be for cities in a country or in Europe to work together to agree on uniform contractual terms requiring data sharing from contracted companies so that the latter may not threaten to exit contracts and move elsewhere if contracts require substantial data sharing. The available evidence suggests that bigger and smarter cities may have an advantage to extract concessions from companies on data sharing because they offer larger markets and better marketing opportunities for new products [80].

‘Corporate-driven regressive sharing’ (quadrant II) and ‘state-driven regressive sharing’ (quadrant I): A key illustration located in either quadrants I and II is global or local surveillance, whereby governmental authorities, intelligence agencies, telecommunications and internet companies share data, which increases their power over society. A number of authors have pointed to the techniques of surveillance [102,103] utilised by the state in collaboration with telecoms and internet giants [30,104–106]. ‘Surveillance studies’ has become a growing field of interest among scholars, especially in the wake of the massive trove of intelligence documents leaked by National Security Agency (NSA) contractor Edward Snowden [107,108]. While these have illuminated the surveillance conducted by US intelligence and corporate entities, the ‘surveillance-industrial complex’ [109] has also manifested itself in Europe [110,111], including collaboration with US authorities [112]. An argument can be made that some forms of surveillance can benefit civil society [108], like ensuring that industrial installations are adequately monitored, but other types have exhibited over-reach. While surveillance may target criminals and terrorists, it may also be instrumental to conduct ‘social sorting’ whereby certain groups become targeted and policed, be it minorities, activists or dissidents like investigative journalists, pro-democracy individuals in authoritarian states, or anti-war protesters [113,114]. In any case, it is conducted in secrecy and reinforces the power of elites, not that of civil society.

Surveillance can result from companies’ willingness to share data with state authorities (quadrant II), or from state intervention that compels corporations to release their data (quadrant I). Significantly, surveillance is an example of direct intervention by public authorities to extract data from private companies. It reveals that when the interests of political elites require data sharing from companies, they are willing and capable of enforcing data release. However, local/state governments have been more reluctant to use their power to extract private data from companies for the public good. This points to the nature of states under neoliberalism, which have been transformed and reshaped to align more closely with elite interests [115–119].

There are a number of illustrations. The 58,000 NSA documents leaked by Edward Snowden to journalists revealed that at the time of their reporting, the NSA processed over 20 billion communication events (including internet and telephone) around the world daily [112]. Snowden’s leaks revealed three main types of data collection [114]. First, data-in-transit was intercepted, whereby the NSA accessed optical cables criss-crossing the globe carrying internet traffic. With the collaboration of local telecom companies, the
United States could spy on individuals around the planet. The second type of surveillance involved access to stored data, through, for example, the PRISM programme. It allowed the NSA to access directly the servers of major internet companies including Apple, Facebook, Google, Microsoft, Yahoo, etc. Thirdly, data collection occurred by installing spyware directly onto physical computing devices like computers and routers (something the NSA referred to as ‘Computer Network Exploitation’).

The NSA entered into a number of ‘corporate partnerships’ with leading telecoms and internet giants. The existing evidence suggests that the companies were comfortable with sharing data with state authorities for surveillance. Sometimes, they were even eager to participate and put significant technical effort into making data readily accessible for the state, a practice located in quadrant II. For example, the Snowden documents revealed how Microsoft worked for many months to make its data easily available for government intelligence agencies [112]. Indeed, in the surveillance-industrial complex, public and private authorities work closely together and it becomes difficult to separate them neatly. There is, for example, a revolving door between private firms involved in surveillance and government agencies [114].

However, public authorities may also act proactively to compel companies to release their data, in cases located in quadrant I. Corporations have sometimes been reluctant to acquiesce to the state’s request for extensive data access [120]. For example, Yahoo! vigorously fought in court the NSA’s attempts to compel it to join PRISM (Yahoo! lost its case and was forced by a court to join PRISM). In 2008, the NSA threatened Yahoo! with fines of $250,000 a day if it refused to share its data immediately [121,122]. Governments may even intervene to extract data surreptitiously from private firms. This happened when US and British spies in the NSA and GCHQ hacked the computer network of Gemalto, the largest manufacturer of SIM cards in the world. The spies stole the encryption keys that are used to secure global mobile phone communications. This allowed the United States and United Kingdom to monitor a large portion of global voice and data communications. Gemalto produces 2 billion SIM cards annually and operates in 85 countries; its clients include Verizon, Sprint, T-Mobile and AT&T and some 450 wireless providers worldwide [123]. Gemalto was never aware that it had been hacked, and its leadership was ‘quite disturbed’ that this had happened when it learned about it due to reporting on the Snowden files, which contained the information [123]. Another example is the NSA’s interception of computer equipment packages shipped from the United States to customers worldwide [112]. The NSA opened the packages before they left the United States, installed secret backdoor surveillance tools on the devices and repackaged them, so that when delivered, they tracked the purchaser’s online actions and connected back to the NSA’s infrastructure. There is no evidence that the manufacturers (e.g., Cisco) were aware of these practices before they were revealed by Snowden.

‘Corporate-driven regressive sharing’ (quadrant II) and ‘genuine data philanthropy’ (quadrant III): When corporations release data to the public voluntarily, they may do so out of self-interest through controlled releases that directly benefit their bottom line and with little public benefits (quadrant II). However, in other cases, data releases may be closer to ‘genuine philanthropy’ (quadrant III), when companies provide data to address humanitarian crises or challenges with little direct commercial benefits to them other than perhaps improving their corporate image. Assessing precisely where each case lies on the continuum requires detailed empirical examination outside the scope of this paper, but observations may be provided for purposes of illustration.

Data sharing schemes that benefit companies are common and their design tends to be influenced by the commercial interests of the firms releasing the data. For example, Google-owned Waze is a crowdsourced traffic and navigation platform that provides real-time information about incidents and slow-downs on the roads from drivers themselves. Waze partners with cities, government agencies and emergency services to share this information. However, an Urban Institute report states that ‘many city planners are deeply skeptical of the ability of apps like Waze to benefit cities’ [124] (p. 67). One problem is that Waze is an
app designed to minimise drivers’ commuting time by using any available road. In certain
cities like Fremont, CA, Waze users began driving through small residential roads to avoid
highway traffic. However, Waze told the city that the only way to fix the problem was to
change traffic rules such as changing turning restrictions during certain hours, but this is
likely only to shift the problem to other neighbourhoods.

Similarly, Yelp organizes an annual data challenge that consists in providing public
access to its reviews and ratings data in order for researchers to compete by elaborating
innovative uses of the data. Some of the winners constructed geospatial applications of
the data, such as the project entitled ‘Semantic Scan: Detecting Subtle, Spatially Localized
Events in Text Streams’ by a team from the University of Notre Dame and Carnegie Mellon
University [125]. However, these challenges and the data released are closely controlled by
Yelp and are based on a very small fraction of its data, and Yelp does not accept requests
for additional data [124].

Other data sharing projects are less directly related to private interests, although
commercial stakes are arguably always involved indirectly. For example, mobile phone
location data donated to researchers by a phone company in Kenya has been used to assist
the national malaria control program [126]. This was done by analysing mobile phone
call data records that represent the travel patterns of 15 million people over a year. It was
combined to a malaria risk map to estimate parasite movements within Kenya that could
result from human movements. The analysis made it possible to identify sources and sinks
of imported infections between hundreds of local settlements. Nevertheless, mobile phone
companies’ data releases usually come with several legal restrictions, including that data
are only released to specific researchers, who must follow strict conditions for their use,
publication, and sharing.

Additionally, Mastercard conducts data sharing initiatives under its Center for In-
clusive Growth [127]. In one important project, it has shared data with a trusted partner
(the Urban Institute in Washington, DC, USA) to study urban displacement caused by
development projects that could lead to gentrification [83]. Mastercard used its residential
cardholder zip codes to study cardholders’ movements, for which available data were
lacking. Last, Facebook’s disaster maps are used with international development part-
ners and first responders to know where people are, where they are going and where aid
and resources should be targeted [124]. Facebook’s Safety Check feature is shared with
organisations like the Red Cross, UNICEF and the World Food Programme. Three types of
map are provided to partners following a natural disaster: location density maps showing
people’s location before, during and after a disaster; movement maps between cities or
neighborhoods following a disaster suggest evacuation routes taken by those affected;
safety check maps showing where Facebook users have marked themselves safe.

4. Conclusions

This paper addressed B2G data sharing in smart cities and highlighted its potential
to increase inclusiveness. As mentioned above, B2G data sharing and public-private
partnerships or interactions are only one channel whereby inclusiveness may be fostered,
and researchers have explored a range of alternative data governance practices that have
the potential to democratise smart cities. With respect to B2G data sharing, there is a trend
in existing research that focuses on voluntary data releases by corporate entities and that
seeks to provide incentives to corporations to facilitate data sharing. However, companies
can also be compelled to share their data, notwithstanding the costs they may incur in the
process. In fact, cities and national governments have demonstrated that they have the
capacity to intervene decisively to force corporate giants to share their data with public
authorities as condition for private companies to operate within a city, with significant
potential benefits for service delivery. These findings underline the usefulness of a critical
approach to data sharing practices that pays attention to socio-economic power differentials
instead of limiting analyses to technical and organisational aspects of data exchange.

One interesting next step in research would be to build on emerging work on data
sharing that benefits citizens and communities (quadrant IV, Figure 1) whereby the public
sector or civil society have compelled corporations to share their data for the public good and examine successes and failures in more depth. This is because they provide opportunities for smart cities to increase private data sharing for the public good that the other types of data sharing (quadrants I–III) are unable to provide. Indeed, the latter rely on corporations’ goodwill, which has clear limits, and may produce outcomes that are detrimental to citizens’ interests. Therefore, research could examine the factors that are conducive to data exchanges supporting inclusiveness and seek to theorise these sharing arrangements. For example, typologies of data sharing could be outlined to guide smart cities and civil society in their attempts to obtain privately-held data.
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