Low-complexity rounded KLT approximation for image compression
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Abstract
The Karhunen–Loève transform (KLT) is often used for data decorrelation and dimensionality reduction. Because its computation depends on the matrix of covariances of the input signal, the use of the KLT in real-time applications is severely constrained by the difficulty in developing fast algorithms to implement it. In this context, this paper proposes a new class of low-complexity transforms that are obtained through the application of the round function to the elements of the KLT matrix. The proposed transforms are evaluated considering figures of merit that measure the coding power and distance of the proposed approximations to the exact KLT and are also explored in image compression experiments. Fast algorithms are introduced for the proposed approximate transforms. It was shown that the proposed transforms perform well in image compression and require a low implementation cost.

Keywords Approximate KLT · Image compression · Karhunen–Loève transform · Low-complexity transforms

1 Introduction
We are living in the era where colossal amounts of data are generated every day, the Big Data era [16]. With increasing computational demands for analyzing large masses of data in real-time, the development of low-complexity signal processing methods became an area of great interest [4]. In this context, data compression techniques are the main tools for reducing data dimensionality, a necessary requisite for efficient data transmission and storage. There are several methods for data compression [24, 33] and they are all based on the same principle of reducing or removing redundancy from the input data [41]. In particular, transform-based compression methods generally map the input data into smaller output data [40].

Among several transforms found in the literature, the Karhunen–Loève transform (KLT) [8, 27, 30] has the distinction of being capable of completely decorrelate the input signal in the transform domain [8, 31]. In fact, the KLT is the optimal linear transform that minimizes the mean squared error in data compression for maximum energy concentration in a few coefficients of the output signal. Although mathematically optimal, the KLT has limited applicability, because its derivation depends on the covariance matrix of the input data, thus precluding or hindering the development of fast algorithms for its computation. However, if the input data is a first-order Markov process with known correlation coefficient $\rho$, then the associate covariance matrix is deterministically known and fast algorithms are possible [38]. Nonetheless, even when a fast algorithm is possible, it requires multiplications by a significant amount of irrational numbers, increasing the computational cost of the algorithm.

To the best of our knowledge, literature is scarce in methods devoted to the efficient implementation of the KLT [15, 23, 39]. Our approach differs from the literature mainly because we consider first-order Markov signals for different values of $\rho$. In this way, depending on the correlation coefficient of the input signal, we will have a low-complexity transform.
The KLT is mathematically linked to the DCT [1, 8]. The DCT is itself an asymptotic approximation for the KLT when (1) the input data is first-order Markovian and (2) the correlation coefficient of the input signal tends the unity [1]. In contrast to the KLT, the definition of DCT does not depend on the input signal, which allows the development of fast algorithms computationally efficient. Thus, DCT became widely adopted in image and video compression standards such as JPEG [48], MPEG [37], and HEVC [35], for example. However, even considering state-of-the-art algorithms, the computational cost of the DCT can still be prohibitive in scenarios of very low processing power or severe restrictions of energy autonomy [6, 13]. In this context, several multiplierless approximations for the DCT have been proposed [2, 6, 9, 10, 12–14, 19, 21, 25, 32, 34, 36, 43, 44, 51]. In particular, a widely used approach is to derive approximations based on integer functions [13], such as the signum and the rounding functions. Such methodology is employed to derive the signed DCT (SDCT) [19] and the rounded DCT (RDCT) [12]. In this paper, we adopt and expand the round-off-based approximation methodology to the KLT case. We aim, therefore, at the proposition of a new class of KLT approximations. Since the transforms are defined deterministically for values of $\rho$ in a predetermined range, our approach addresses the base exchange problem of the KLT.

This paper is structured as follows. In Sect. 2, we present the mathematical formulation of the KLT for rst-order Markov data, the approximation theory, and the design methodology for the proposed approximations. In Sect. 3, the proposed transforms are presented, as well as its assessment measurements. In Sect. 3.2, the fast algorithms of the proposed transforms are displayed. Section 4 presents the experiments on image compression and Sect. 5 concludes the paper.

2 KLT and approximate transforms

2.1 KLT for first-order Markov signal

Let $\mathbf{x} = [x_0 \ x_1 \ \ldots \ x_{N-1}]^T$ be an $N$-point random vector. The Karhunen–Loève transform is an $N \times N$ matrix $\mathbf{K}_N^{\rho}$ that maps $\mathbf{x}$ into the $N$-point uncorrelated vector $\mathbf{y} = [y_0 \ y_1 \ \ldots \ y_{N-1}]^T$ given by:

$$\mathbf{y} = \mathbf{K}_N^{\rho} \cdot \mathbf{x}.$$ 

If $\mathbf{x}$ is a first-order Markov signal, then it was shown in [23] that the $(i, j)$th entry of the KLT matrix for a given value of the correlation coefficient $\rho \in [0, 1]$ is [8]:

$$k_{ij} = \sqrt{\frac{2}{N + \lambda_j}} \sin \left[ \omega_i \left( i - \frac{N - 1}{2} \right) + \frac{(j + 1)\pi}{2} \right],$$

where $i, j = 0, 1, \ldots, N - 1$.

2.2 Approximation theory

Generally, an approximation is a transform $\hat{\mathbf{T}}$ that behaves similarly to the exact transform according to some specified figure of merit. The design of approximate transforms often requires the approximations to be orthogonal [8]. Indeed, if a matrix is orthogonal, then its inverse is equal to its transpose, and its inverse is ensured to possess low complexity. However, finding orthogonal low-complexity matrices is not always an easy task. In [13], it was shown that if $\mathbf{T}$ is a low-complexity matrix, we can obtain $\hat{\mathbf{T}}$ through the polar decomposition [20]. Thus, we have that $\hat{\mathbf{T}} = \mathbf{S} \cdot \mathbf{T}$, where

$$\mathbf{S} = \begin{cases} \sqrt{(\mathbf{T} \cdot \mathbf{T}^\top)^{-1}}, & \text{if } \mathbf{T} \text{ is orthogonal}, \\ \sqrt{[\text{diag} (\mathbf{T} \cdot \mathbf{T}^\top)]^{-1}}, & \text{if } \mathbf{T} \text{ is non-orthogonal}, \end{cases}$$

and $\sqrt{}$ represents the matrix square root operator [20]. Because $\mathbf{S}$ is a diagonal matrix, the computational complexity of $\hat{\mathbf{T}}$ is the same as that of $\mathbf{T}$, except for the multipliers contained in $\mathbf{S}$. However, the complexity of $\mathbf{S}$ does not contribute to the computational cost $[5, 8]$. In the Appendix, we provide a brief derivation showing how the matrix $\mathbf{S}$ can be absorbed into the quantization matrix.

2.3 Design methodology

In a similar fashion as introduced in [12], the low-complexity matrix associated with the rounded KLT (RKLT) is proposed according to the following expression:

$$\mathbf{T} \triangleq \text{round}(\alpha \cdot \mathbf{K}_N^{(\rho)}),$$

where $\alpha$ is an expansion factor [8]. $\mathbf{K}_N^{(\rho)}$ is the $N$-point KLT matrix for a first-order Markov signal with a given correlation coefficient $0 < \rho < 1$, and the function round$(x) = \lfloor x + 0.5 \rfloor$, with $\lfloor x \rfloor = \max\{m \in \mathbb{Z} | m \leq x\}$. 
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When applied to a matrix, the round function operates element-wise. To ensure the low-complexity of $T$, we restrict its entries to the set $\{0, \pm 1\}$. Therefore, $\alpha$ must satisfy the inequality: $0 \leq \text{round}(\alpha \cdot r) \leq 1$, where $r$ is the absolute value of the largest element of the matrix $K^{(\rho)}_N$. Thus, we have $\alpha \in [0, 3/2\gamma]$.

3 Proposed approximations

To numerically derive the proposed RKLT transforms, we adopted the procedure presented in Algorithm 1.

Algorithm 1 Pseudocode for deriving low-complexity matrices.

```
Input: N, α, step
Output: Set $C$ of low-complexity matrices
$C = \{\}$, $T = 0_{N \times N}$;
for $p = 0$ to $N$ do
    $T' = \text{round}(\alpha \cdot K^{(\rho)}_N)$;
    if $T' \neq T$ then
        $C := C \cup \{T'\}$;
        $T := T'$;
    end if
end for
return $C$
```

The extreme values $\rho = 0$ and $\rho = 1$ were not considered, because they result, respectively, in a degenerate covariance matrix and in the exact DCT matrix, whose approximation theory is covered in [8]. Such methodology is capable of finding approximation for any blocklength $N$. In this paper, we focus on the case $N = 8$ due to its wide significance in the image and video coding. In this case, the range of $\alpha$ is approximately $[0, 3.07]$. Thus, we adopted $\alpha = 2$, agreeing with the methodology [11] employed to derive the RDCT [12]. Exact KLT matrices were obtained for values of $\rho \in [0.1, 0.9]$ with steps of $10^{-3}$. Table 1 presents the obtained transforms and their respective diagonals $S$, as well as the intervals of $\rho$. Matrix $T_4$ coincides with the transformation shown in [12].

3.1 Assessment metrics

To evaluate the performance of the proposed transforms, we considered two types of figures of merit: (1) coding measures, such as the unified coding gain [28] and transform efficiency [46], which measure decorrelation and energy compaction; and (2) proximity measures, such as the mean square error [8] and total error energy [12], which measure similarities between approximate and exact matrices in a Euclidean distance sense. We detailed each of these measures below.

3.1.1 Unified coding gain

The unified coding gain quantifies the energy compaction capability of the transform $\hat{T}$ and is given by [28]:

$$C_{rg}(\hat{T}) = 10 \cdot \log_{10} \left\{ \prod_{k=1}^{N} \frac{1}{\sqrt{A_k \cdot B_k}} \right\},$$

where $A_k = \text{su}(\{h_k^{T} \cdot h_k) \odot R_s\}$, $h_k$ is the $k$th row vector from $\hat{T}$, the function $\text{su}(\cdot)$ returns the sum of the elements of its matrix argument, $\odot$ is the Hadamard matrix product operator [42], $R_s$ is the autocorrelation matrix of the considered first-order Markov input signal, $B_k = \|g_k\|^2$, $g_k$ is the $k$th row vector from $\hat{T}^{-1}$, and $\| \cdot \|$ is the Frobenius norm [42].

3.1.2 Transform efficiency

The transform efficiency is another coding related figure of merit, and is given by [46]:

$$\eta(\hat{T}) = 100 \cdot \frac{\sum_{i=1}^{N} |r_{ij}|}{\sum_{i=1}^{N} \sum_{j=1}^{N} |r_{ij}|}.$$

where $r_{ij}$ is the $(i, j)$th element from $\hat{T} \cdot R_s \cdot \hat{T}^T$.

3.1.3 Mean square error

The mean square error (MSE) relative to the exact KLT is given by [8]:

$$\text{MSE}(\hat{T}) = \frac{1}{N} \cdot \text{tr}\left\{ (K_N^{(\rho)} - \hat{T}) \cdot R_s \cdot (K_N^{(\rho)} - \hat{T})^T \right\},$$

where $\text{tr}(\cdot)$ is the trace function [18].

3.1.4 Total error energy

Another error measure is the total error energy, which is given by [12]:

$$e(\hat{T}) = \pi \cdot \|K_N^{(\rho)} - \hat{T}\|^2.$$

Strictly there is no competing method in the literature that could allow us to make a fair comparison. Thus, we compared the proposed approximation only with the exact KLT for $\rho = 0.3, 0.4, 0.7$, and 0.8. We considered the exact same values of $\rho$ for computing the unified coding gain and the transform efficiency, which depends on the autocorrelation matrix $R_s$ of the considered first-order Markov input signal. Thus, we assessed $\hat{T}_1$ compared to the $K^{(0.3)}$ for the value of $\rho = 0.3$, $\hat{T}_2$ compared to the $K^{(0.4)}$ for the value of $\rho = 0.4$, $\hat{T}_3$ compared to the $K^{(0.7)}$ for the value of $\rho = 0.7$, and $\hat{T}_4$ compared to the $K^{(0.8)}$ for the value of $\rho = 0.8$. 
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Table 1  RKLT approximations

| Transform | Matrix | $S$ |
|----------|--------|-----|
| $T_1$ $(0, 0.4)$ | $\begin{bmatrix}
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & -1 & -1 & -1 & -1 \\
1 & 1 & 0 & -1 & -1 & 0 & 1 & 1 \\
1 & 0 & -1 & -1 & 1 & 1 & 0 & -1 \\
1 & 0 & -1 & 1 & 1 & -1 & 0 & 1 \\
1 & -1 & 0 & 1 & -1 & 0 & 1 & -1 \\
1 & -1 & 1 & 0 & 0 & 1 & -1 & -1 \\
0 & -1 & 1 & -1 & -1 & -1 & -1 & 0
\end{bmatrix}$ | $\text{diag} \left( \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right)$ |
| $T_2$ $(0.4, 0.7)$ | $\begin{bmatrix}
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & -1 & -1 & -1 \\
1 & 1 & 0 & -1 & -1 & 1 & 0 & 1 \\
1 & 0 & -1 & -1 & 1 & 1 & 0 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & -1 & 0 & 1 & -1 & 0 & 1 & -1 \\
0 & -1 & 1 & 0 & 0 & 1 & -1 & -1 \\
0 & -1 & 1 & -1 & -1 & -1 & -1 & 0
\end{bmatrix}$ | $\text{diag} \left( \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right)$ |
| $T_3$ $(0.7, 0.8)$ | $\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & -1 & -1 & -1 \\
1 & 1 & 0 & -1 & -1 & 1 & 0 & 1 \\
1 & 0 & -1 & -1 & 1 & 1 & -1 & 0 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & -1 & 0 & 1 & -1 & 0 & 1 & -1 \\
0 & -1 & 1 & 0 & 0 & 1 & -1 & -1 \\
0 & -1 & 1 & -1 & -1 & -1 & -1 & 0
\end{bmatrix}$ | $\text{diag} \left( \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right)$ |
| $T_4$ [12] $(0.8, 1)$ | $\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & -1 & -1 & -1 \\
1 & 0 & 0 & -1 & -1 & 0 & 0 & 1 \\
1 & 0 & -1 & -1 & 1 & 1 & -1 & 0 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & -1 & 0 & 1 & -1 & 0 & 1 & -1 \\
0 & -1 & 1 & 0 & 0 & 1 & -1 & -1 \\
0 & -1 & 1 & -1 & -1 & -1 & -1 & 0
\end{bmatrix}$ | $\text{diag} \left( \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right)$ |

Table 2  Coding and similarity measures

| $\rho$   | $C_{\text{gt}}(\hat{T})$ | $\eta(\hat{T})$ | $c(K^{(\rho)}, \hat{T})$ | MSE($K^{(\rho)}, \hat{T}$) |
|--------|-------------------|----------|---------------------|-------------------|
| $K^{(0.3)}$ | 0.3               | 0.3584   | 100                 | 0                 |
| $\hat{T}_1$ $(0, 0.4)$ | 0.2829            | 80.7088  | 1.6751              | 0.0659            |
| $K^{(0.4)}$ | 0.4               | 0.6626   | 100                 | 0                 |
| $\hat{T}_2$ $(0.4, 0.7)$ | 0.5616            | 70.2996  | 1.7011              | 0.0660            |
| $K^{(0.7)}$ | 0.7               | 2.5588   | 100                 | 0                 |
| $\hat{T}_3$ $(0.7, 0.8)$ | 2.1398            | 65.8777  | 1.4716              | 0.0523            |
| $K^{(0.8)}$ | 0.8               | 3.8824   | 100                 | 0                 |
| $\hat{T}_4$ [12] $(0.8, 1)$ | 3.4058            | 74.4747  | 1.7715              | 0.0362            |

To the best of our knowledge, the literature lacks efficient KLT-based methods for lowly correlated data. We aim at contributing to filling this gap.

Table 2 presents the coding and similarity measurements. As reference values, the total error energy and mean square error for the RDCT [12] compared to the DCT (for $\rho = 0.95$) are, respectively, 1.7945 and 0.0098. Note that for the proximity measures (mean square error and total error energy), the proposed transforms perform well, even better than the performance of the RDCT compared to the DCT considering the total error energy. In this case, the smaller the measurement is, the more similar the approximate transform is to the exact one. Considering the coding measures (unified coding gain and transform efficiency), the proposed transforms assert their good performances when compared with the measurements from the exact KLT for each value of $\rho$.

The exact KLT coding measurements have been used as a benchmark to evaluate the performance of other transforms since it is the unitary optimal transform in terms of energy compaction and decorrelation [8, 31]. It is notable that the performance of the proposed approximations are similar to the exact KLT and have a greatly reduced computational cost, as detailed in the following.

### 3.2 Fast algorithm and computational complexity

Fast algorithms for the approximate transforms can be derived based on the sparse factorization of the transform matrices and butterfly matrix structures [5]. The factorizations of the proposed transform are given by:
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\( T_i = P_i \cdot A_{2,j} \cdot A_1 \) for \( i = 1, 2, 3, 4, \)

where

\[
A_1 = \begin{bmatrix} I_1 & \bar{I}_1 \\ \bar{I}_1 & -I_1 \end{bmatrix}, \quad A_{2,j} = \begin{bmatrix} B_{2,j} \\ B_2 \end{bmatrix},
\]

\[
B_2 = \begin{bmatrix} -1 & -1 & 0 & 1 \\ -1 & 1 & -1 & 0 \\ 1 & 0 & -1 & 1 \\ 0 & 1 & 1 & 1 \end{bmatrix}
\]

and \( I_1 \) and \( \bar{I}_1 \) are, respectively, the identity and counter-identity matrices of order 4. Matrices \( B_{2,j} \) are given by:

\[
B_{2,1} = \begin{bmatrix} 1 & 1 & 0 & -1 \\ 1 & -1 & 1 & 0 \\ 1 & 0 & -1 & 1 \\ 0 & 1 & 1 & 1 \end{bmatrix}, \quad B_{2,2} = \begin{bmatrix} 1 & 1 & 0 & -1 \\ 1 & -1 & 1 & 1 \\ 0 & -1 & 1 & 0 \\ 0 & 1 & 1 & 1 \end{bmatrix},
\]

\[
B_{2,3} = \begin{bmatrix} 1 & 1 & 1 & 0 \\ 1 & -1 & -1 & 0 \\ 0 & -1 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{bmatrix}, \quad B_{2,4} = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.
\]

The permutation matrices \( P_j \) are:

\[
P_1 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \quad P_2 = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix},
\]

\[
P_3 = P_4 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}.
\]

Figures 1 and 2 show the signal flow graphs (SFG) of the fast algorithms. The dashed arrows represent multiplication by \(-1\).

The direct implementation of the exact KLT requires 56 additions and 64 multiplications. The proposed transforms are designed to be multiplierless but still require 56 additions in its direct implementation. Considering the fast algorithms proposed for the transforms, we have a reduction in the addition operations relative to the direct implementation. Matrices \( T_1, T_2, \) and \( T_3 \) require only 24 additions, causing a reduction of 57.17% in the number of addition operations, and matrix \( T_4 \) requires 22 additions, with a reduction of 60.71%.

4 Image compression

In this section, the performance of the proposed transforms is assessed in the context of image compression [17] as suggested in [6, 12, 13, 19, 26, 32, 43].

4.1 JPEG-like compression

The following compression scheme [40] was applied to standardized images obtained from the public image bank available in [47]. Input images were divided into disjoint sub-blocks of size \( 8 \times 8 \). The 2D direct and inverse transformations induced by \( K_N^\rho \) are computed, respectively, by [45]:

\[
B = K_N^\rho \cdot A \cdot (K_N^\rho)^{-1},
\]

\[
A = (K_N^\rho)^{-1} \cdot B \cdot K_N^\rho.
\]

where \( A \) and \( B \) are square matrices of size \( N \). Each sub-block was submitted to the 2D transform computation and the resulting transform-domain coefficients were re-ordered using the standard zig-zag sequence [40]. Only the initial \( r \) coefficients in each sub-block were retained and the remaining coefficients were zeroed. The 2D inverse transform was applied and the reconstructed sub-blocks were adequately rearranged. Original and compressed images were then evaluated considering traditional quality assessment measures. The considered figures of merit for image quality evaluation are:

\[
\begin{align*}
&\text{PSNR}: 17.7 \text{ ~dB} \\
&\text{SSIM}: 0.855 \text{ ~SSIM} \\
&\text{MSE}: 0.01 \text{ ~MSE}
\end{align*}
\]

The direct implementation of the exact KLT requires 56 additions and 64 multiplications. Considering the fast algorithms proposed for the transforms, we have a reduction in the addition operations relative to the direct implementation. Matrices \( T_1, T_2, \) and \( T_3 \) require only 24 additions, causing a reduction of 57.17% in the number of addition operations, and matrix \( T_4 \) requires 22 additions, with a reduction of 60.71%.

Fig. 1 SFG of the proposed transforms. Block \( B_{2,i} \) is different for each transform and it is presented in Fig. 2.
were: (1) the mean structural similarity index (MSSIM) [50]; (2) the mean square error (MSE) [8]; (3) and the peak signal-to-noise ratio (PSNR) [22]. Even though the PSNR and MSE are very popular figures of merit, it was shown in [49] that it might offer limited results as image quality assessment tools for it poorly correlates with human perception. On the other hand, the MSSIM is capable of closely capturing the image quality as understood by the human visual system model [50].

The image compression experiments were divided into two analyses: (1) a qualitative one, based on compressed Lena, Baboon, and Moon images with approximately 77% of compression rate; (2) and a quantitative analysis, based on the average measures of 45 standardized 8-bit compressed images [47] for a wide range of retained coefficients ($r$). The results are presented below.

### 4.2 Results

For the qualitative analysis, we considered three known public images available on [47]. The original grayscale images are presented in Fig. 3.

Figures 4, 5, and 6 illustrate qualitatively the reconstruction of the Lena, Baboon, and Moon images, after the application of the compression scheme for $r = 15$ (compression rate of approximately 77%) using the proposed RKLT, the exact KLT for $\rho = 0.3, 0.4, 0.7, 0.8$, and the exact DCT. The assessment metrics from each compressed image are presented in Table 3. The results from the proposed transforms which performed better than the exact KLT for the value of $\rho$ associated with the interval of which the approximate transform was derived are in bold. Approximations $\widehat{T_2}$ and $\widehat{T_3}$ outperformed the exact KLT, $K^{(0.4)}$ and $K^{(0.7)}$ respectively, according to the values of MSE, PSNR, and MSSIM. The approximations may outperform the exact KLT because we measure the overall performance of the entire image compression system, which includes particular nonlinearities that are better suited for the approximate computation.

For the quantitative analysis, we considered the average image quality measurements of 45 compressed standardized images [47] considering different levels of compression ($r \in (0, 45)$). Figure 7 presents the average image quality measurements from the compressed images considering the approximate transforms and the exact KLT for values of $\rho = 0.3, 0.4, 0.7$, and 0.8. The approximate transforms perform similarly to the exact KLT, mainly when we retain more than $r = 15$ retained coefficients, except for $\widehat{T_4}$. Approximation $\widehat{T_4}$ outperformed the exact KLT ($\rho = 0.8$) for $r \in [1, 11]$ considering PSNR values and for $r \in [1, 14]$ considering the MSSIM values. Considering the performance in JPEG-like compression the proposed approximations exhibited relevant results, showing a good balance between performance and computational cost.
5 Conclusions

In this paper, we introduced a methodology based on the rounding-off function to design low-complexity approximations for the Karhunen–Loève transform (KLT). Due to its relevance in practical image coding systems, the special case \( N = 8 \) was comprehensively examined. According to qualitative and quantitative computation experiments, the proposed transforms were shown to be good approximations for KLT as measured by the adopted quality measures: MSE, PSNR, and MSSIM. The low-complexity matrices are natural candidates for the design of efficient hardware implementation capable of operating at low power consumption and high performance.

Appendix: 2D transformation and quantization step

Let \( A \) be a 8 \( \times \) 8 sub-block from an image. The 2D transformation from \( A \) induced by an approximation \( \hat{T} \) is given by:

\[
B = \begin{cases} 
\hat{T} \cdot A \cdot \hat{T}^\top, & \text{if } T \text{ is orthogonal,} \\
\hat{T} \cdot A \cdot \hat{T}^{-1}, & \text{if } T \text{ is non-orthogonal,} 
\end{cases} 
\]

\[
= \begin{cases} 
(u \cdot u^\top) \odot (T \cdot A \cdot T^\top), & \text{if } T \text{ is orthogonal,} \\
(u \cdot v^\top) \odot (T \cdot A \cdot T^{-1}), & \text{if } T \text{ is non-orthogonal,} 
\end{cases} 
\]

\[
= R \odot \hat{B},
\]

where \( u = \text{diag}(S) \) and \( v \) is given by the inverse elements from \( u \). In the context of JPEG-like compression [48], the quantized coefficient matrix \( \hat{B} \) is given by:
where $\mathbf{Q}$ is a quantization matrix and $\div$ denotes the element-wise matrix division.

By applying Eq. (3) in (4), we obtain

$$
\tilde{\mathbf{B}} = \text{round}(\mathbf{B} \div \mathbf{Q}),
$$

(4)$$
\tilde{\mathbf{B}} = \text{round}(\mathbf{R} \odot \tilde{\mathbf{B}} \div \mathbf{Q}) = \text{round}(\tilde{\mathbf{B}} \div \tilde{\mathbf{Q}}),
$$

where $\tilde{\mathbf{Q}} = \mathbf{Q} \div \mathbf{R}$. Note that $\mathbf{R}$ can be absorbed in the quantization step, thus, the complexity of matrix $\mathbf{S}$ can be dismissed in the image compression applications [17, 40, 41].
Table 3  Quality image assessment measurements for Lena, Baboon, and Moon compressed images

| Image | Transform | Lena MSE | Lena PSNR | Lena MSSIM | Baboon MSE | Baboon PSNR | Baboon MSSIM | Moon MSE | Moon PSNR | Moon MSSIM |
|-------|-----------|----------|-----------|------------|------------|--------------|--------------|---------|----------|------------|
|       |           | 13.082   | 0.154     |            | 12.683     | 0.220        |              | 13.197  | 0.096     |            |
|       | $K^{(3)}$ | 3198.18  | 28.323    | 0.660      | 322.113    | 23.051       | 0.685        | 112.060 | 27.636    | 0.598      |
|       | $T_1$     | 48.729   | 31.253    | 0.913      | 313.852    | 23.164       | 0.761        | 57.287  | 30.550    | 0.781      |
|       | $T_2$     | 70.215   | 29.666    | 0.720      | 296.260    | 23.414       | 0.716        | 87.816  | 28.695    | 0.653      |
|       | $T_3$     | 49.071   | 31.222    | 0.913      | 313.788    | 23.164       | 0.761        | 57.276  | 30.551    | 0.781      |
|       | $K^{(7)}$ | 30.464   | 33.293    | 0.884      | 257.115    | 24.030       | 0.783        | 50.058  | 31.136    | 0.776      |
|       | $K^{(8)}$ | 44.593   | 31.638    | 0.917      | 286.597    | 23.558       | 0.766        | 52.478  | 30.931    | 0.789      |
|       | DCT       | 23.867   | 34.353    | 0.938      | 254.333    | 24.078       | 0.796        | 43.543  | 31.742    | 0.807      |

Fig. 7  Image quality measurements for different levels of compression
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