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Abstract: We extend the class of semimartingales in a natural way. This allows us to incorporate processes having paths that leave the state space \( \mathbb{R}^d \), in particular Markov processes related to sub-Markovian kernels. By carefully distinguishing between two killing states, we are able to introduce a fourth semimartingale characteristic which generalizes the fourth part of the Lévy quadruple. Using the probabilistic symbol, we analyze the close relationship between the generators of certain Markov processes with killing and their (now four) semimartingale characteristics.

AMS 2000 subject classifications: Primary 60J75; secondary 60J25, 60H05, 47G30, 60G51.

Keywords and phrases: semimartingale, killing, Markov process, symbol.

1. Introduction

Let \( Z = (Z_t)_{t \geq 0} \) be a Lévy process. Assume in addition that \( Z \) is conservative, that is, \( \mathbb{P}^z(Z_t \in \mathbb{R}^d) = 1 \) for every \( t \geq 0 \) and each starting point \( z \in \mathbb{R}^d \). It is a well known fact that the characteristic function \( \varphi_{Z_t} : \mathbb{R}^d \to \mathbb{C} \) can be written as \( (t \geq 0) \)

\[
\varphi_{Z_t}(\xi) = \mathbb{E}^z\left( e^{i(Z_t-z)'\xi} \right) = \mathbb{E}^0\left( e^{iZ_t'\xi} \right) = e^{-t\psi(\xi)} \tag{1}
\]

where

\[
\psi(\xi) = -i\ell'\xi + \frac{1}{2}\xi'Q\xi - \int_{\mathbb{R}^d \setminus \{0\}} \left( e^{iy'\xi} - 1 - iy'\xi \cdot \chi(y) \right) N(dy). \tag{2}
\]

Here, \( \ell \in \mathbb{R}^d \), \( Q \) is a positive semidefinite matrix, \( N \) the so called Lévy measure (cf. [27] (8.2)) and \( \chi : \mathbb{R}^d \to \mathbb{R} \) is a cut-off function. Every conservative Lévy process is a semimartingale with respect to its natural filtration. The semimartingale characteristics \( (B_t, C_t, \nu(\cdot, dt)) \) are a generalization of the Lévy triplet \( (\ell, Q, N) \).
The characteristic exponent $\psi$ of each Lévy process is a continuous negative definite function in the sense of Schoenberg (cf. [2], Section 7). Each function of this class can be represented in the following way:

$$\phi(\xi) = a - i\ell' \xi + \frac{1}{2} \xi' Q \xi - \int_{\mathbb{R}^d \setminus \{0\}} \left( e^{iy' \xi} - 1 - iy' \xi \cdot \chi(y) \right) N(dy).$$ (3)

Even with the additional component $a > 0$ one can associate a stochastic process $\tilde{Z}$ with this characteristic exponent via (1). This process is the Lévy process $Z$ associated with $(\ell, Q, N)$ with the following modification: with $a$ we associate a killing time, which is exponentially distributed with parameter $a$ and independent of $Z$. The new process $\tilde{Z}$ (with killing) behaves like $Z$, but as soon as the killing time is reached, it jumps to $\Delta$. It will become handy to write this as

$$\tilde{Z}_t = Z_t + K_t$$

where $K = (K_t)_{t \geq 0}$ denotes the ‘killing process’ which only attends the values $\{0, \Delta\}$. Let us emphasize already here that $\Delta$ denotes one distinguished killing state and we set $\Delta + r := \Delta$ for every $r \in \mathbb{R}^d$. In the case of Lévy processes, $Z$ and $K$ are independent and one killing state is sufficient. Obviously, there exist more interesting processes admitting (state-space-)dependent killing. Let us mention that this very simple class of Lévy processes with killing is not included in the classical semimartingale setting. In [35] we have introduced a class of semimartingales admitting a predictable killing, but even in this framework Lévy processes with killing are not included. This is somehow not satisfactory since they perfectly fit into the framework of sub-Markovian kernels and hence Markov processes which are in turn closely linked to semimartingales (cf. Cinlar et al. [9]).

We have seen that it is canonical to associate the quadruple $(a, \ell, Q, N)$ with a Lévy process with killing. This allows us to take the whole class of continuous negative definite functions into account (cf. [2] Theorem 10.8.). In the semimartingale framework there exists by now no equivalent concept to the fourth part $a$ of the Lévy quadruple. It is the aim of this paper to provide a natural extension of the class of semimartingales along with a fourth characteristic.

Since the three characteristics have become canonical, let us give a second motivation, why it is useful to introduce a fourth characteristic. There is an intimate relationship between Markov processes and semimartingales which has been studied in [9], [35] and [8]. Let us elaborate on this relationship in the case of Feller processes with sufficiently rich domain.

Let $\mathcal{A}$ be the generator of the Feller semigroup. It is a well known fact ([17] Section 4.5 and [10]) that if the test functions $C^\infty_c(\mathbb{R}^d)$ are contained in the domain $D(\mathcal{A}) \subseteq C_0(\mathbb{R}^d)$ of $\mathcal{A}$, this operator can be written as

$$\mathcal{A}u(x) = -\int_{\mathbb{R}^d} e^{i\xi' \cdot \xi} q(x, \xi) \hat{u}(\xi) d\xi \quad (u \in C^\infty_c(\mathbb{R}^d))$$ (4)

where $\hat{u}(\xi) = 1/(2\pi)^d \int e^{-iy' \xi} u(y) dy$ denotes the Fourier transform and $q : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{C}$ is locally bounded and for fixed $x$ a continuous negative definite
function in the co-variable, that is,
\[ q(x, \xi) = a(x) - \imath \ell(x)' \xi + \frac{1}{2} \xi'Q(x)\xi - \int_{\mathbb{R}^d\setminus\{0\}} \left(e^{\imath y'\xi} - 1 - \imath y'\xi \cdot \chi(y)\right) N(x, dy). \]

This function \( q \) is called (functional analytic) symbol of the Feller process. Usually it is directly assumed that \( a = 0 \) (cf. [35], [30], [4], [5]). Hence, non-predictable killing is excluded. In [35] we have shown that under this additional assumption every such Feller process is a semimartingale and that there is a close relationship between the generator and the semimartingale characteristic (cf. in this context Çinlar et al. [9]). Subsequently, we establish a framework that allows to handle the extended setting. In this framework Feller processes with sufficiently rich domain are semimartingales. They even belong to the natural extension of what is often called homogeneous diffusion with jumps (cf. [21] Section III.2c).

The reader might wonder why the fourth characteristic has been overlooked for quite a long time. Let us try to give a partial answer: dealing with killing of stochastic processes, one often considers \( \mathbb{P}^x(X_t \notin \mathbb{R}^d) \). However, this probability it the result of different effects of which some can be described by the classical three characteristics, while other cannot. In a second step one has to separate the killing time. Doing this in the canonical way (predictable vs. totally inaccessible) leads nowhere. In fact one has to separate between explosion vs. everything else.

The notation closely follows [21]. By \( E \) we denote a closed subset of \( \mathbb{R}^d \) and \( \partial \) is the point-of-no-return which will be separated into two points subsequently. A function \( \chi : \mathbb{R}^d \to \mathbb{R} \) is called cut-off function if it is Borel measurable, with compact support and equal to one in a neighborhood of zero. In this case \( h(y) := \chi(y) \cdot y \) is a truncation function in the sense of [21]. We will work on the canonical space, hence \( \Omega \) denotes the space of \( \text{càdlàg} \) functions \( \omega : \mathbb{R}_+ \to E \cup \{\partial\} \) such that \( \omega(t^-) = \partial \) or \( \omega(t) = \partial \) imply \( \omega(u) = \partial \) for \( u \geq t \). Analogously for \( \Delta \) and \( \infty \). As usual \( X_t(\omega) := \omega(t) \) for \( t \geq 0 \),
\[ \mathcal{F}_t^X := \sigma(X_s : s \geq 0) \text{ and } \mathcal{F}_t^X := \sigma(X_s : 0 \leq s \leq t). \]

Vectors \( v \) are thought of as column vectors and we denote the transposed vector by \( v' \).

The paper is organized as follows: in the subsequent section we present the definitions and our main results (Theorem 2.11 and Theorem 2.16). Some more examples from various areas of the theory of stochastic processes are analyzed shortly in Section 3. The final section consists of the proofs of the main results along with some side remarks.

2. Definitions and Main Results

One of the main ideas in order to handle the fourth component is to distinguish carefully between two ways of killing, that is, of leaving the set \( E \subseteq \mathbb{R}^d \) and to
associate two different killing states (∞ and ∆) with the two types of killing. Consequently our processes live on \( \tilde{E} := E \cup \{ \infty, \Delta \} \). As a topological space \( E_\infty := E \cup \{ \infty \} \) is the Alexandrov compactification of \( E \). By adding another point, that is, by applying another Alexandrov extension, we get the isolated point \( \Delta \). If not mentioned otherwise, every function \( f \) on \( E \) is extended to \( \tilde{E} \) by setting \( f(\Delta) = f(\infty) = 0 \).

Most of the time we will work with one probability measure \( P \), but sometimes we take the starting point into account, that is, we consider a stochastic basis \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (\mathbb{P}^x)_{x \in \tilde{E}}) \). In this case it is always assumed that the process under consideration is normal, i.e., \( \mathbb{P}^x(X_0 = x) = 1 \).

**Definition 2.1.** The sequence of stopping times \( (\sigma'_n)_{n \in \mathbb{N}} \) given by \( (n \geq 1) \)

\[
\sigma'_n := \inf\{ t \geq 0 : \|X_t - x\| \geq n \text{ or } \|X_{t^-} - x\| \geq n \},
\]

is called *separating sequence*. Dealing with \( (\mathbb{P}^x)_{x \in \tilde{E}} \), all the stopping times depend on the starting point \( x \). Since \( x \) is most of the time fixed in our calculations we refrain from using a sub- or superscript \( x \).

The sequence \( (\sigma'_n)_{n \in \mathbb{N}} \) will be used subsequently in order to separate explosion and other ways of killing: if a process is defined via the martingale problem or by a sub-Markovian family of kernels, usually a single ideal point, say \( \partial \), is added to the state space. A posteriori it is possible to divide this ideal point into \( \infty \) and \( \Delta \). Let \( \zeta^\partial \) be the stopping time, when \( X \) leaves \( E \). If \( \sigma'_n(\omega) \) converges to \( \zeta^\partial(\omega) \) without reaching it we set \( X(\omega) = \infty \) on \( [\zeta^\partial, +\infty[ \) otherwise we set it equal to \( \Delta \). In an analogous way we separate the stopping time \( \zeta^\partial \). The ideal point is either reached by an explosion \( \zeta^\infty \) or by a sudden killing (‘jump’) \( \zeta^\Delta \):

\[
\begin{align*}
\zeta^\Delta &:= \begin{cases} 
\zeta^\partial & \text{if } \sigma'_n = \zeta^\partial \text{ for some } n \in \mathbb{N} \\
\infty & \text{if } \sigma'_n < \zeta^\partial \text{ for all } n \in \mathbb{N}
\end{cases} \\
\zeta^\infty &:= \begin{cases} 
\zeta^\partial & \text{if } \sigma'_n < \zeta^\partial \text{ for all } n \in \mathbb{N} \\
\infty & \text{if } \sigma'_n = \zeta^\partial \text{ for some } n \in \mathbb{N}
\end{cases} \\
\sigma_n &:= \begin{cases} 
\sigma'_n & \text{if } \sigma'_n < \zeta^\partial \\
\infty & \text{if } \sigma'_n = \zeta^\partial
\end{cases}
\end{align*}
\tag{6}
\]

we obtain that \( \{ \zeta^\infty < +\infty \} \) and \( \{ \zeta^\Delta < +\infty \} \) are disjoint and that \( \zeta^\infty \) is a predictable time with announcing sequence \( \sigma_n \land n \). We set \( \|\Delta\| := \|\infty\| := \|\partial\| := \infty \) (cf. Cherdito et al. [8]).

**Definition 2.2.** Let \( E \) be a closed subset of \( \mathbb{R}^d \). Let \( X \) be a stochastic process on the stochastic basis \( (\Omega, \mathcal{F}, (\mathcal{F}_t^X)_{t \geq 0}, \mathbb{P}) \) with values in \( E \). Let \( \zeta^\infty \) be an explosion, that is, \( \sigma_n \land n < \zeta^\infty \) for every \( n \in \mathbb{N} \) and let \( \zeta^\Delta \) be a stopping time.

\( X \) is called a *process with killing* if

\[
X \cdot 1_{[0, \zeta^\infty]} \subseteq D, X \cdot 1_{[\zeta^\infty, \zeta^\Delta]} = \infty \text{ and } X \cdot 1_{[\zeta^\Delta, +\infty]} = \Delta. \tag{7}
\]

Here, we set as usual \( [\zeta^\infty(\omega), \zeta^\Delta(\omega)] = \emptyset \) if \( \zeta^\infty(\omega) \geq \zeta^\Delta(\omega) \). In the special case that \( \zeta^\Delta = +\infty \), we call \( X \) a *process with explosion.*
As we have pointed out above and as it will become clear in the subsequent sections, it is important to distinguish between $\infty$ and $\Delta$. To this end we define the following: $\Delta + r = \Delta$ and $\infty + r = \infty$ for every $r \in \mathbb{R}$, $\Delta \cdot s = \Delta$ and $\infty \cdot s = \infty$ for every $s \in \mathbb{R}$, $\infty + \infty = \infty$, $\Delta + \Delta = \Delta$ and finally $\Delta + \infty = \Delta$.

The last point is in line with (7) in the sense that we allow a transition from $\infty$ to $\Delta$, but not in the other direction. If we start with $\partial$ as described above, a transition from $\infty$ to $\Delta$ does not happen; in Example 2.6(3) we encounter a situation where such a transition is natural.

Let us shortly recall the definition of a semimartingale with predictable killing. This case includes semimartingales with explosion (cf. [35]). For this kind of killing we were able to prove analogous results as in the classical case (cf. [21]). This is due to the fact that one of the main tools to establish a theory of semimartingales with three characteristics are announcing sequences which allow to work ‘locally’. Recall that $\zeta^\infty$ admits an announcing sequence, but $\zeta^\Delta$ does not.

**Definition 2.3.** Let $E$ be a closed subset of $\mathbb{R}$. And let $V$, $M$ be processes on $E \cup \{\infty\}$ with predictable killing time $\zeta$.

1. $V$ is called of finite variation if the paths $s \mapsto X_s(\omega)$ are a.s. of finite variation on every compact interval $[0, t] \subseteq [0, \zeta(\omega)]$. If $V$ is adapted, càdlàg, of finite variation and $V_0 = 0$ then we write $V \in V^\dagger$.
2. $M$ is called a local martingale if there exists an announcing sequence $\tau_n \uparrow \zeta$ such that $M^{\tau_n}$ is a càdlàg local martingale. If $M$ is adapted, càdlàg, a local martingale and $M_0 = 0$ then we write $M \in L^\dagger$.
3. Let $E$ be a closed subset of $\mathbb{R}$. Let $X$ be a process in $E \cup \{\infty\}$ with killing. We call $X$ a semimartingale with predictable killing (in $\zeta$) if there exists a decomposition
   \[ X_t = X_0 + V_t + M_t \quad (t \geq 0) \]
   such that $(V_t)_{t \geq 0} \in V^\dagger$ and $(M_t)_{t \geq 0} \in L^\dagger$, both killed at $\zeta$.
4. A $d$-dimensional process with killing is called a \textit{\textbf{d-dimensional} semimartingale with predictable killing}, if each of its components is a semimartingale with predictable killing and $\zeta$ coincides in all dimensions.
5. Let $X$ be a semimartingale with predictable killing. In the special case where the predictable killing time $\zeta = \zeta^\infty$ is an explosion, we call $X$ a semimartingale with explosion.

The most simple case of a semimartingale with predictable killing which is not an explosion is the locally constant process given by $X_t^x = x$ on $[0, 1]$ and being killed at time 1. Although this is a predictable time the process somehow jumps ‘all of a sudden’ to infinity. In the proofs it turned out that it is more convenient and more natural to consider this kind of killing – which is predictable but not an explosion – in the $\Delta$ and $\zeta^\Delta$ context. Now we have to incorporate this (possibly) non-predictable killing into the semimartingale framework.

**Definition 2.4.** A process with killing $\tilde{X} = (\tilde{X}_t)_{t \geq 0}$ is called generalized semimartingale, if it can be written in the following form: $\tilde{X}_t = X_t + K_t$ where
$X = (X_t)_{t \geq 0}$ is a semimartingale with explosion and $K = (K_t)_{t \geq 0}$ is a killing process, that is, for a stopping time $\zeta$:

$$K_t = \Delta \cdot 1_{[\zeta^\Delta, +\infty[}.$$  

As in the classical case, the class of generalized semimartingales might often be too general to be used in application. In what follows we will describe some useful subclasses, like so called ‘autonomous processes’ which are natural extensions of homogeneous diffusions with jumps. Furthermore, we will show that a wide class of Markov processes is contained in this class.

Let $\tilde{X} = X + K$ be a generalized semimartingale. The first three characteristics $(B, C, \nu)$ are defined (pre-)locally up to the predictable time $\zeta_n$:

$$X_{\sigma_n} - \Delta \tilde{X}_{\sigma_n}$$

is a classical semimartingale for every $n \in \mathbb{N}$. Hence, the three characteristics can be defined for these pre-stopped processes (cf. [25] Theorem II.6) in the classical way, cf. e.g. [21] Section II.2. The characteristics of $X$ (and hence $\tilde{X}$) are defined to be equal to these localized characteristics on $[0, \sigma_n[\}$ for every $n \in \mathbb{N}$.

Following our motivating examples from above, the fourth characteristic should describe the local killing rate. In analogy to reliability theory and the theory of point processes we define the following:

**Definition 2.5.** Let $\tilde{X}$ be a generalized semimartingale with values in $\tilde{E}$. The fourth characteristic $(A_t)_{t \geq 0}$ is the predictable compensator (cf. [21] Theorem I.3.17) of the process $1_{\{\tilde{X} = \Delta\}}$ on $[0, \zeta)$ that is the unique predictable process $A$ of finite variation such that $M$ defined via

$$M_t := \left(1_{\{\tilde{X}_t = \Delta\}} - A_t\right)^{\zeta\Delta}$$

is a local martingale.

Obviously the uniqueness of the process $A$ only holds up to the killing time $\zeta$. Hence, it is natural to define this last characteristic on $[0, \zeta\Delta]$. By the Definition 2.4 and Theorem I.2.34 of [21] it is possible to directly derive a general representation result.

**Example 2.6.** (1) ‘Lévy process’ Let $\tilde{Z}$ be a Lévy process with killing. It is a generalized semimartingale by the arguments we have recalled in the Introduction. The first three characteristics are $(\ell_t, Q_t, dt N(dy))$. Recall that Lévy processes can not explode. The fourth characteristic of this process is

$$A_t = at \quad \text{on} \quad [0, \zeta\Delta]$$

where $a$ is the fourth component of the Lévy quadruple as well as the local killing rate (cf. $\lambda^x$ in (16) below). This can be seen as follows: the compensator of a Poisson process $(P_t)_{t \geq 0}$ is $(at)_{t \geq 0}$. By stopping at $\zeta\Delta$ we obtain that

$$((P_t - at)^{\zeta\Delta})_{t \geq 0}$$

is a local martingale.
(2) ‘Spontaneous killing’ In case of the process (for $\mathbb{P}^x$)

$$\tilde{X}_t = x \cdot 1_{[0,1]} + \Delta 1_{[1,\infty]}$$

the fourth characteristic is $1_{\{\tilde{X}_t = \Delta\}}$. We obtain such a compensator whenever the killing process $K$ is predictable.

(3) ‘Mixed killing’ Let $X$ be the solution of an SDE with locally Lipschitz coefficients. We consider the case where $X$ has explosions. Define $\tilde{X} := X + K$ where $K$ is an exponential killing independent of $X$ with killing rate one. This yields a process with a possible transition from $\infty$ to $\Delta$.

**Definition 2.7.** An autonomous semimartingale $(\tilde{X}, \mathbb{P}^x)_{x \in \mathbb{E}}$ is a generalized semimartingale on $\tilde{E}$ with characteristics $(A, B, C, \nu)$ of the form

$$A_t(\omega) = \int_0^t a(\tilde{X}_s(\omega)) \, ds, \quad \text{on } [0, \zeta\Delta]$$

$$B_j^t(\omega) = \int_0^t \ell_j(\tilde{X}_s(\omega)) \, ds, \quad \text{on } [0, \zeta\infty[ \text{ for } j = 1, \ldots, d$$

$$C_{jk}^t(\omega) = \int_0^t Q_{jk}(\tilde{X}_s(\omega)) \, ds, \quad \text{on } [0, \zeta\infty[ \text{ for } j, k = 1, \ldots, d$$

$$\nu(\omega; ds, dy) = N(\tilde{X}_s(\omega), dy) \, ds \quad \text{on } [0, \zeta\infty[$$

for every $x \in E$ with respect to a fixed cut-off function $\chi$. Here, $a(x) \geq 0$, $\ell(x) = (\ell^1(x), \ldots, \ell^d(x))'$ is a vector in $\mathbb{R}^d$, $Q(x)$ is a positive semi-definite matrix and $N$ is a Borel transition kernel such that $N(x, \{0\}) = 0$. We call $a, \ell, Q$ and $n := \int_{y \neq 0} (1 \wedge \|y\|^2) \, N(\cdot, dy)$ the differential characteristics of the process.

**Remark 2.8.** We call the above class ‘autonomous semimartingale’ since each part of the dynamics is driven by the process itself.

The following proposition is easily deduced from the definitions above.

**Proposition 2.9.** Let $\tilde{X}$ be an autonomous semimartingale. Then $\tilde{X}$ can be written as $\tilde{X} = X + K$ where $X$ is a homogeneous diffusion with jumps and explosion, that is, an autonomous semimartingale having $a = 0$. The process $K = (K_t)_{t \geq 0}$ attends only the values 0 and $\Delta$ and has the fourth characteristic

$$A_t = \int_0^t a(X_s) \, ds.$$

on $[0, \zeta\Delta]$.

Subsequently we analyze the connection between certain Markov processes and autonomous semimartingales. Since the proof of the following result is involved, we have shifted it to Section 4.

We start with Markov processes defined via the martingale problem: let $(a, \ell, Q, n)$ be as in Definition 2.7 and assume from now on all four components
to be locally bounded. Then

\[ Au(x) := -a(x)u(x) + \sum_{j=1}^{d} \ell^{j}(x) \frac{\partial u(x)}{\partial x} + \frac{1}{2} \sum_{j,k=1}^{d} Q^{jk}(x) \frac{\partial^{2} u(x)}{\partial x \partial x} \]

\[ = \int_{\mathbb{R}^{d}} \left( u(x + y) - u(x) - \nabla u(x)^{\prime} y \chi(y) \right) N(x,dy) \]

defines a linear operator from \( C^{2}_{c}(E) \) to \( B_{b}(E) \), the space of bounded Borel measurable functions.

**Definition 2.10.** We say that a probability measure \( P \) on \((\Omega, \mathcal{F}^{X})\) is a solution of the martingale problem for \( A \), if for all \( u \in C^{2}_{c}(E) \),

\[ M_{t}^{u} := u(X_{t}) - u(X_{0}) - \int_{0}^{t} A u(X_{s}) \, ds, \quad t \geq 0, \]

is a \( P \)-martingale with respect to \((\mathcal{F}^{X}_{t})_{t \geq 0}\). We say that the martingale problem for \( A \) is well-posed, if for every probability distribution \( \eta \) on \( E \) there exists a unique solution \( P^{\eta} \) of the martingale problem for \( A \) such that \( P^{\eta} \circ X_{0}^{-1} = \eta \).

Every solution of the martingale problem is an autonomous semimartingale with respect to the filtration made right continuous:

**Theorem 2.11.** Let \((P^{x})_{x \in D}\) be a family of solutions to the martingale problem for \( A \) defined via \((a, \ell, Q, N)\) and \( \chi \), such that

\[ P^{x} \circ X_{0}^{-1} = \delta_{x}, \]

the Dirac measure in \( x \). After separating \( \partial \) into \( \Delta \) and \( \infty \) as above, \( X = (X_{t})_{t \geq 0} \) is an autonomous semimartingale on \((\Omega, \mathcal{F}^{X}, (\mathcal{F}^{X}_{t})_{t \geq 0}, P^{x})_{x \in D}\) and the characteristics \((A, B, C, \nu)\) with respect to \( \chi \) are given by \((8)\).

The following result shows, that the above theorem encompasses [5] Theorem 2.44. Compare in this context Hoh [13]. Dealing with Feller processes, there are different conventions in the literature: here, we consider \( T_{t} u(x) := E^{x} u(X_{t}) \) \( (t \geq 0) \) as semigroup on \((C_{0}(\mathbb{R}^{d}), \| \cdot \|_{\infty})\), the space of continuous functions vanishing at infinity. For every Markov process in the sense of Blumenthal an Getoor, \( T_{t} \) is for every \( t \geq 0 \) a contractive, positivity preserving and sub-Markovian operator.

If in addition

1. \((F1)\) \( T_{t} : C_{0}(\mathbb{R}^{d}) \rightarrow C_{0}(\mathbb{R}^{d}) \) for every \( t \geq 0 \) and
2. \((F2)\) \( \lim_{t \downarrow 0} \| T_{t} u - u \|_{\infty} = 0 \) for every \( u \in C_{0}(\mathbb{R}^{d}) \)

we call the semigroup and the associated process \( X = (X_{t})_{t \geq 0} \) Feller. The generator \((A, D(A))\) is the closed operator given by

\[ Au(x) := \lim_{t \downarrow 0} \frac{T_{t} u(x) - u(x)}{t} \quad (u \in D(A)) \]

where \( D(A) \subseteq C_{0}(\mathbb{R}^{d}) \) is the set on which the limit \((10)\) exists in strong sense, that is, uniformly in \( x \in \mathbb{R}^{d} \).
Corollary 2.12. Let $X$ be a Feller process on $\mathbb{R}^d$ with càdlàg paths. Furthermore, let $C_c^\infty(\mathbb{R}^d) \subseteq D(\mathcal{A})$. After separating $\partial$ into $\Delta$ and $\infty$ as above, $X$ is an autonomous semimartingale on $(\Omega, \mathcal{F}^X, (\mathcal{F}^X_t)_{t \geq 0}, \mathbb{P})_{x \in \mathbb{R}^d}$.

Proof. Let $(\mathcal{A}, D(\mathcal{A}))$ denote the generator of the Feller process $X$. From the assumption $C_c^\infty(\mathbb{R}^d) \subseteq D(\mathcal{A})$ it is easily deduced that $C_c^2(\mathbb{R}^d) \subseteq D(\mathcal{A})$ and that $\mathcal{A}$ is given by (9) on this function space. This result seems to be some kind of folklore anyway, but it can be deduced rigorously as a straight-forward extension of [35] Theorem 3.7 and its corollary. By [26] Proposition VII.1.6 the process $M^u$ is a martingale for every $u \in C_c^2(\mathbb{R}^d)$. The local boundedness of the differential characteristic is always fulfilled for rich Feller processes by Lemma 3.3 of [35]. In the proof of that result only properties of negative definite functions have been used. These remain true, if a fourth component is considered. Hence, the result follows from our theorem above.

We have to impose two assumptions on the differential characteristics $(a, \ell, Q, n)$ in order to derive our second main result. These assumptions are very weak and they are satisfied by virtually every example in the literature. The first assumption is the local boundedness of the differential characteristics, the second assumption reads as follows:

Definition 2.13. Let $X$ be a generalized semimartingale and $f : \tilde{E} \to \mathbb{R}$ be a Borel-measurable function. $f$ is called $X$-finely continuous (or finely continuous, for short) if the function

$$t \mapsto f(X_t) = f \circ X_t$$

is right continuous at zero $\mathbb{P}$-a.s.

Remark 2.14. (a) The points $\Delta$ and $\infty$ do not have to be considered in this definition. The process starting in $\Delta$ has to be constant and $\infty$ can be left only by jumping to $\Delta$. (b) Fine continuity is introduced differently in the Markovian framework (see the monographs [3] Section II.4 and [12]). By Theorem 4.8 of [3] the classical definition is equivalent to (11) in the Markovian setting. (c) If the differential characteristics are continuous, the condition stated in Definition 2.13 is obviously fulfilled, since the paths of $X$ are càdlàg.

Now we are ready to introduce the ‘symbol’ of a stochastic process in this general framework. The symbol offers a neat way to calculate the (extended) generator (if the process is Markovian) and the semimartingale characteristics. Since the symbol contains the same information as the characteristics it has been used (in the conservative case) to analyze e.g. the Hausdorff dimension of paths [29], their strong variation [24], Hölder conditions [30], ultracontractivity of semigroups [32], laws of iterated logarithm [33] and stationary distributions of Markov processes [1].

Dealing with the symbol, we could work on $\tilde{E}$ with its relative topology. We make things a bit easier by prolonging the process to $\mathbb{R}^d$ by setting $X_t := x$ for $x \in \mathbb{R}^d \setminus E$ and $t \geq 0$. Hence, from now on we assume that our processes live on $\mathbb{R}^d$ respectively on $\mathbb{R}^d = \mathbb{R}^d \cup \{\infty, \Delta\}$. Starting with a process on $\tilde{E}$ local
boundedness and fine continuity of the differential characteristic are not harmed by this extension. Furthermore, we write for \( \xi \in \mathbb{R}^d \)
\[
e\xi(x) := \begin{cases} e^{ix'\xi} & \text{if } x \in \mathbb{R}^d \\ 0 & \text{if } x \in \{\infty, \Delta\}. \end{cases}
\]

**Definition 2.15.** Let \( X \) be an \( \tilde{\mathbb{R}}^d \)-valued semimartingale, with respect to \( \mathbb{P}^x \) for every \( x \in \mathbb{R}^d \). Fix a starting point \( x \in \mathbb{R}^d \) and let \( K \subseteq \mathbb{R}^d \) be a compact neighborhood of \( x \). Define \( \sigma \) to be the first exit time of \( X \) from \( K \):
\[
\sigma := \sigma^x_K := \inf \{ t \geq 0 : X_t \in \tilde{\mathbb{R}}^d \setminus K \}.
\]

(12)

The function \( p : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{C} \) given by
\[
p(x, \xi) := -\lim_{t \downarrow 0} \frac{\mathbb{E}^x(e^{\xi(X^x_t - x)} - 1)}{t}
\]

(13)

is called the (probabilistic) symbol of the process, if the limit exists for every \( x \in \mathbb{R}^d, \xi \in \mathbb{R}^d \) independently of the choice of \( K \).

If we need the symbol on \( \mathbb{R}^d \), it is defined as follows: in \( \Delta \) it is zero and in \( \infty \) it is the local killing rate (starting in \( \infty \)).

Due to the definition of the symbol the following simple facts hold which we will use several times subsequently
\[
\sigma \leq \zeta^\infty \quad \text{and} \quad \sigma \leq \zeta^\Delta
\]

(14)

where the first inequality is always strict on \( \{\zeta^\infty < +\infty\} \).

Finally we calculate the symbols of the processes under consideration. This concept turns out to be the space-dependent analog of the Lévy exponent (3).

**Theorem 2.16.** Let \( X \) be an autonomous semimartingale on \( \tilde{\mathbb{R}}^d \) such that the differential characteristics \( a, \ell, Q \) and \( n \) are locally bounded and finely continuous for every \( \mathbb{P}^x \) \((x \in \mathbb{R}^d)\). In this case the limit (13) exists and the symbol of \( X \) is
\[
p(x, \xi) = a(x) - i\ell(x)'\xi + \frac{1}{2} \ell'(Q(x))\xi - \int_{y \neq 0} \left( e^{iy'\xi} - 1 - iy'\xi \cdot \chi(y) \right) N(x, dy).
\]

(15)

**Remarks 2.17.** (a) The symbol allows to calculate the (extended) generator of Markov processes in a neat way using formula (4). Even in the non-Markovian case, having calculated the symbol, one can write down the semimartingale characteristics by (8). This is nice in particular if the process is given as a solution of an SDE (cf. [31]).

(b) Results on conservativeness of Feller processes or Lévy-type processes can now be used in full generality (cf. Hoh [14] Chapter 9, Böttcher et al. [5] Theorem 2.33 and Schilling [28] Section 5).
(c) The symbol of an autonomous semimartingale is a state-space dependent continuous negative definite function. This is natural since the symbol describes the local dynamics of the process. In contrast to Lévy processes these dynamics depend on the current position in space.

(d) Let us emphasize that the assumptions of the theorem are very weak. If e.g. the differential characteristics are continuous, they are directly fulfilled.

(e) We believe that various results that have been proved and shown to be useful for classical semimartingales, characteristics and symbols can be transferred to our more general setting.

3. Complementary Results and Examples

In order to understand the intuition behind the fourth characteristic, the following example is helpful.

**Example 3.1. 'just killing'** Consider a time homogeneous Markov process \((X, \mathbb{P}^x)_{x \in \mathbb{R}}\) with killing which only attends the values \(x\) and \(\Delta\). Denote the local killing rate by

\[
\lambda^x := \lim_{h \downarrow 0} \frac{\mathbb{P}^x(X_h = \Delta)}{h}.
\]

(16)

It is easy to see that in this case

\[
p(x, \xi) = a(x) = \lambda^x
\]

holds.

**Example 3.2. 'Lévy process'** Let \(\tilde{Z} = Z + K\) be a Lévy process with killing as considered in the Introduction. We get

\[
-\mathbb{E}^0 e^{\xi(X_T + K_t) - 1/t} = -\int_{\{K_t = \Delta\}} \frac{e^{\xi(\Delta) - 1}}{t} d\mathbb{P}^0 - \int_{\{K_t \neq \Delta\}} \frac{e^{iX_t' \xi} - 1}{t} d\mathbb{P}^0
\]

\[
\quad = \mathbb{P}^0(K_t = \Delta) + \int_{\{K_t \neq \Delta\}} 1 d\mathbb{P}^0 \int -\frac{e^{iX_t' \xi} - 1}{t} d\mathbb{P}^0.
\]

Here, we have used the facts that Lévy processes are homogeneous in space, stopping does not harm the killing process and \(X\) and \(K\) are independent in the Lévy case. The last expression tends to the sum of the local killing rate \(a\) and the classical Lévy exponent \(\psi\) of \(Z\), since \(\mathbb{P}^0(K_t \neq \Delta)\) tends to one for \(t \downarrow 0\). Hence, the symbol of a Lévy process with killing is its characteristic exponent \(\phi\) (cf. (3)).

**Example 3.3. 'Feller process'** Combining Theorem 2.11, Corollary 2.12 respectively its proof and Theorem 2.16, we obtain that the functional analytic symbol \(q(x, \xi)\) and the probabilistic symbol \(p(x, \xi)\) coincide for rich Feller processes, that is, for Feller processes with \(C^\infty_c(\mathbb{R}^d) \subseteq D(A)\).
Example 3.4. ‘Superdrift’ The superdrift is the deterministic Markov process given by

\[ X_t = \begin{cases} \frac{1}{2}t & \text{if } t \in [0, 1/x] \\ \infty & \text{else} \end{cases} \]

under \( P^x \) for \( x \geq 0 \). For \( x < 0 \) we set \( X_t = x \) for \( t \geq 0 \). This process is an autonomous semimartingale and even a Feller process. The symbol of this process is \( p(x, \xi) = -ix^2 \xi \) and therefore its first characteristic is \( B_t(\omega) = \int_0^t X_s^2 \, ds \). Although the process leaves \( \mathbb{R} \) the fourth characteristic is zero.

Example 3.5. ‘CIR with jumps and killing’ The following one-dimensional process \( Z \) considered in Cherdito et al. [8] Section 6 is a semimartingale in our extended framework: Let \((W_t)_{t \geq 0}\) be a standard Brownian motion, \((N_t)_{t \geq 0}\) a compound process with jump arrival rate \( \lambda > 0 \) and positive jumps. Let the jumps be given by a probability measure \( m \) on \([0, \infty)\). Furthermore, let \( \tau \) be an exponentially distributed random time with mean \( 1/\gamma \) \( > 0 \). Let \( \sigma > 0, b_0 \geq \sigma^2/2 \) and \( b_1 \in \mathbb{R} \). Let \( Y = (Y_t)_{t \geq 0} \) be given on \([0, \infty)\) as the unique strong solution of

\[
\begin{align*}
    dY_t &= (b_0 + b_1 Y_t) \, dt + \sigma \sqrt{Y_t} \, dW_t + dN_t \\
    Y_0 &= y, \quad y > 0,
\end{align*}
\]

and \( Y_t := y \) identically on \([ -\infty, 0] \). The process \( Z \) is then given by

\[
Z := Y 1_{[0, \tau]} + \Delta 1_{[\tau, +\infty]}
\]

The fourth characteristic of this process is \( \lambda t \) on \([0, \tau] \) and the symbol of \( Z \) on \([0, \infty) \) is

\[
p(x, \xi) = \lambda - i(b_0 + b_1 x) \xi + \frac{1}{2} \sigma^2 x \xi^2 - (\varphi_m(\xi) - 1)
\]

where \( \varphi_m \) denotes the characteristic function of the measure \( m \). The example in [6] as well as the affine processes in [7] could be treated in the same way.

Example 3.6. ‘dangerous areas’ Let \( Y \) be a given Markov semimartingale without killing. Now we add an additional component: Let \( a \in C_b(\mathbb{R}^d) \) and define \( X \) to be equal to \( Y \) with the following exception:

\[
\mathbb{P}^x(X_t \in \Delta) = \mathbb{E}^x \int_0^t a(X_s) \, ds
\]

In this case \( a \) is the fourth differential characteristic of \( X \). Processes \( Y \) used in mathematical finance could be modified in this way. Interpretation: if a company is going through rough times (high value of \( a \)) for a long time, it is more likely that a sudden bankrupt occurs. The COGARCH process (cf. [22], [23], [36]) might be a candidate for such a modification.

If \( Y \) is given as a solution of a Lévy driven SDE with coefficient \( \Phi: \mathbb{R}^d \to \mathbb{R}^{d \times m} \), the symbol of the modified process \( X \) is

\[
p(x, \xi) = a(x) + \psi(\Phi(x)' \xi),
\]

where \( \psi \) is the Lévy exponent of the \( m \)-dimensional driver (cf. [31], [24]).
4. Proofs of the Main Results

Proof of Theorem 2.11. Let $x \in E$ and $\mathbb{P}^x$ be a solution to the martingale problem for $\mathcal{A}$ with $\eta = \varepsilon_x$, the Dirac measure in $x$. In the first step we work along the lines of [8] Section 3: we identify $\partial$ with a point $\hat{\partial}$ in $\mathbb{R}^d \setminus D$. Such a point exists without loss of generality since otherwise we can extend $\ell, Q, N$ and $\chi$ in a straightforward way to $\mathbb{R}^{d+1}$.

The modified process

$$\hat{X} := X 1_{[0,\zeta^\partial]} + \hat{\partial} 1_{[\zeta^\partial, +\infty]}$$

is $(\mathcal{F}^X_t)$-adapted and has right-continuous paths in $\mathbb{R}^d$. Nevertheless, $\|\hat{X}_{\zeta^\partial -}\| = +\infty$ is still possible, that is, the modified process might explode.

Now let $\sigma$ be an arbitrary $(\mathcal{F}^X_t)$-stopping time such that $\sigma < \zeta^\partial$. In this case

$$\bigcup_{n \geq 1} \{\sigma < \sigma_n\} = \Omega.$$ 

Therefore the local boundedness of $(a, \ell, Q, n)$ implies that the following $(\mathcal{F}^X_t)$-predictable processes and random measures are well defined for every $\omega \in \Omega$:

$$B_\sigma^\sigma := \int_0^{\sigma^\wedge t} \ell(X_s) \, ds$$
$$C_\sigma^\sigma := \int_0^{\sigma^\wedge t} Q(X_s) \, ds$$
$$\nu^\sigma(dt, dy) := \left(N(X_t, dy) + a(X_t, \varepsilon_{\hat{\partial} - X_t}, dy)\right) dt$$

In order to simplify the expression for $B_\sigma^\sigma$ the truncation function is chosen in a way that $\chi(\hat{\partial} - x) = 0$ for all $x \in E$.

By Proposition 3.2 of [8] for every $(\mathcal{F}^X_t)$-stopping time $\sigma < \zeta^\infty$ we obtain that $\hat{X}^\sigma$ is a classical semimartingale on $$(\Omega, \mathcal{F}, \mathcal{F}^X_t \oplus, \mathbb{P}^x)$$ with characteristics $(B^\sigma, C^\sigma, \nu^\sigma)$ with respect to $\chi$. Here, $\zeta^\infty$ denotes the explosion time, cf. (6).

Now we proceed as described in Section 2. Let $\sigma$ specifically be the $\sigma_n$ announcing $\zeta^\infty$ ($n \in \mathbb{N}$). We set $\infty := \hat{\partial}$ for those $\omega$ with $\sigma_n(\omega) < \zeta^\partial(\omega)$ for all $n \in \mathbb{N}$. Letting $n \to \infty$ we obtain that $\hat{X}$ is a semimartingale with explosion having the characteristics $(B^{\sigma_n}, C^{\sigma_n}, \nu^{\sigma_n})$ on $[[0, \sigma_n]]$, in particular these three characteristics are well defined on $[[0, \zeta^\infty]]$. Finally, we include the point $\Delta$ by setting $\Delta := \hat{\partial}$ for those $\omega \in \Omega$ such that $\sigma_n(\omega) = \zeta^\partial(\omega)$ for some $n \in \mathbb{N}$. Since it is now possible (again) to jump to $\Delta \not\in \mathbb{R}^d$ we define in addition

$$K_t := \Delta \cdot 1_{[\zeta^\Delta, +\infty]}$$

and obtain $X = \hat{X} + K$. Since $x + \Delta = \Delta$ for every $x \in \mathbb{R}^d$ we can delete the last part of the third characteristic. This last part directly yields, however, the structure of the fourth characteristic. Hence, the theorem is proved. \(\square\)
Now we prove our second main result. For the reader's convenience we present the one-dimensional proof, the multi-dimensional versions being alike but notationally more involved.

Proof of Theorem 2.16. By Proposition 2.9 the autonomous semimartingale can be written as \( \tilde{X} = X + K \) where \( X \) is a semimartingale with explosion and \( K \) a killing process with fourth differential characteristic \( a \).

Let us consider:

\[
E^x \left( e^{i(X_t^\sigma - x) - \xi} \right) = \int_{\{K_t^\sigma = \Delta\}} e^{-\xi(X_t^\sigma - x)} \cdot e^{\xi(K_t^\sigma)} \, d\mathbb{P}^x + \int_{\{K_t^\sigma \neq \Delta\}} e^{-\xi(X_t^\sigma - x)} \cdot e^{\xi(K_t^\sigma)} \, d\mathbb{P}^x
\]

Therefore,

\[
\frac{E^x e^{-\xi(\tilde{X}_t^\sigma - x)} - 1}{t} = \frac{1}{t} \int_{\{K_t^\sigma = \Delta\}} e^{-\xi(X_t^\sigma - x)} \, d\mathbb{P}^x - 1 - \frac{1}{t} \int_{\{K_t^\sigma = \Delta\}} e^{-\xi(X_t^\sigma - x)} \, d\mathbb{P}^x
\]

the first term on the right-hand-side tends to \(-p(x, \xi)\), the classical symbol without \( a \) by Theorem 3.6 of [34]. In this theorem only the conservative case is considered, by (14) this is sufficient.

For the second term of (17) we obtain:

\[
\frac{1}{t} \int_{\{K_t^\sigma = \Delta\}} e^{-\xi(X_t^\sigma - x)} \, d\mathbb{P}^x = \frac{1}{t} \int_{\{K_t^\sigma = \Delta\}} 1 \, d\mathbb{P}^x + \frac{1}{t} \int_{\{K_t^\sigma = \Delta\}} (e^{-\xi(X_t^\sigma - x)} - 1) \, d\mathbb{P}^x
\]

Here, since the fourth characteristic is defined as a compensator \( (K_t^\sigma = \Delta \text{ iff } \tilde{X}_t^\sigma = \Delta) \), the first term can be written as (cf. (14) and [21] Theorem I.3.17(ii))

\[
\frac{1}{t} E^x A_t^\sigma = \frac{1}{t} \int_0^t a(\tilde{X}_s^\sigma) \, ds = E^x \int_0^1 a(\tilde{X}_{ts}^\sigma) \, ds
\]

which tends to \( a(x) \) for \( t \) tending to zero, because \( a \) is finely continuous. To this end we use the dominated convergence theorem, the fact that \( \tilde{X}^\sigma \) is bounded on \([0, \zeta[\) and that a singleton is a Lebesgue nullset. The subsequent lemma shows that the remainder term tends to zero. Hence, the result.

Lemma 4.1. Let \( \tilde{X} \) be an autonomous semimartingale and \( \sigma \) as in Definition 2.15. Separate \( \tilde{X} = X + K \) as in Proposition 2.9. Furthermore let \( u : \mathbb{R}^d \rightarrow \mathbb{K} \) such that \( u|_{\mathbb{R}^d} \in C_0^2(\mathbb{R}^d), u(\infty) = 0 \) and \( u(\Delta) = 0 \) where \( \mathbb{K} = \mathbb{R} \) or \( = \mathbb{C} \). Then

\[
\lim_{t \downarrow 0} \frac{1}{t} E^x \left( 1_{\{K_t^\sigma = \Delta\}} \left( u(X_t^\sigma) - u(x) \right) \right) = 0
\]

for every \( x \in \mathbb{R} \).
This lemma could also be used to derive an alternative proof for Corollary 2.12. Again we present the one-dimensional proof.

Proof. Let $x \in \mathbb{R}$ and $u$ as in the theorem, with values in $\mathbb{R}$. For the complex valued case separate into real- and imaginary part. Furthermore, let $M > 0$ be such that

$$\max\{\|u\|_{\infty}, \|u'\|_{\infty}, \|u''\|_{\infty}\} \leq M < \infty.$$ 

Let the stopping time $\sigma$ be defined as in Definition 2.15 where $K$ is an arbitrary compact neighborhood of $x$, such that $K$ is contained in a ball of radius $k$ around zero. We use Itô’s formula on the (classical) bivariate semimartingale $(X^\sigma_t, 1_{\{K^\sigma_t=\Delta\}})'$ and the function $(y, z)' \mapsto (u(y) - u(x)) \cdot z$. Using $Y_s := 1_{\{K^\sigma_s=\Delta\}}$ as a shorthand we obtain

$$\frac{1}{t} \mathbb{E}^x \left( (u(X^\sigma_t) - u(x)) 1_{\{K^\sigma_t=\Delta\}} \right)$$

$$= \frac{1}{t} \mathbb{E}^x \left( \int_0^t u'(X^\sigma_{s-}) 1_{\{K^\sigma_s=\Delta\}} \, dX^\sigma_s \right) \quad (I)$$

$$+ \frac{1}{t} \mathbb{E}^x \left( \int_0^t u(X^\sigma_{s-}) - u(x) \, dY_s \right) \quad (II)$$

$$+ \frac{1}{t} \mathbb{E}^x \left( \frac{1}{2} \int_0^t u''(X^\sigma_{s-}) 1_{\{K^\sigma_s=\Delta\}} \, d[X^\sigma, X^\sigma]_s \right) \quad (III)$$

$$+ \frac{1}{t} \mathbb{E}^x \left( \frac{1}{2} \int_0^t u'(X^\sigma_{s-}) \cdot 1 \, d[X^\sigma, Y]_s \right) \quad (IV)$$

$$+ \frac{1}{t} \mathbb{E}^x \left( \frac{1}{2} \int_0^t (u(X^\sigma_{s-}) - u(x)) \cdot 0 \, d[Y, Y]_s \right) \quad (V)$$

$$+ \frac{1}{t} \mathbb{E}^x \left( \sum_{0 \leq s \leq t} \left( u(X^\sigma_{s-}) - u(X^\sigma_{s-}) - u'(X^\sigma_{s-}) \Delta X^\sigma_s \right) 1_{\{K^\sigma_s=\Delta\}} \right) \quad (VI)$$

$$- \frac{1}{t} \mathbb{E}^x \left( \sum_{0 \leq s \leq t} (u(X^\sigma_{s-}) - u(x)) \Delta Y_s \right) \quad (VII)$$

$$+ \frac{1}{t} \mathbb{E}^x \left( \sum_{0 \leq s \leq t} (u(X^\sigma_s) - u(x)) 1_{\{K^\sigma_s=\Delta\}} - (u(X^\sigma_s) - u(x)) 1_{\{K^\sigma_s=\Delta\}} \right) \quad (VIII)$$

Term (V) is zero. Term (IV) is zero, too, since $Y$ is a quadratic pure jump semimartingale. Term (II) cancels out with (VII). The left-continuous process $X^\sigma_{s-}$ is bounded on $[0, \sigma]$. Furthermore we have $(\Delta X)^\sigma = (\Delta X^\sigma)$ and $X^\sigma$.
admits the stopped characteristics

\[ B^\sigma_t(\omega) = \int_0^t \ell(X_s(\omega)) \, ds = \int_0^t \ell(X_s(\omega))1_{[0,\sigma]}(\omega, s) \, ds \]

\[ C^\sigma_t(\omega) = \int_0^t Q(X_s(\omega))1_{[0,\sigma]}(\omega, s) \, ds \]

\( \nu^\sigma(\omega; ds, dy) := 1_{[0,\sigma]}(\omega, s) \, N(X_s(\omega), dy) \, ds \)

with respect to the fixed cut-off function \( \chi \). One can now set the integrand at the right endpoint of the stochastic support to zero, as we are integrating with respect to Lebesgue measure:

\[ B^\sigma_t(\omega) = \int_0^t \ell(X_s(\omega))1_{[0,\sigma]}(\omega, s) \, ds \]

\[ C^\sigma_t(\omega) = \int_0^t Q(X_s(\omega))1_{[0,\sigma]}(\omega, s) \, ds \]

\[ \nu^\sigma(\omega; ds, dy) = 1_{[0,\sigma]}(\omega, s) \, N(X_s(\omega), dy) \, ds. \]

In the first two lines the integrand is now bounded, because \( \ell \) and \( Q \) are locally bounded and \( \|X^\sigma_s(\omega)\| < k \) on \([0, \sigma(\omega)]\) for every \( \omega \in \Omega \). In what follows we will deal with the remaining terms one-by-one. To calculate the first term we use the canonical decomposition of the semimartingale (see [21], Theorem II.2.34) which we write as follows

\[ X^\sigma_t = X_0 + X^\sigma,c_t + \int_0^{t \wedge \sigma} \chi(y) y \left( \mu^{X^\sigma}(\cdot; ds, dy) - \nu^\sigma(\cdot; ds, dy) \right) \]

\( + \bar{X}^\sigma(\chi) + B^\sigma_t(\chi). \)

where \( \bar{X}_t = \sum_{s \leq t} (\Delta X_s (1 - \chi(\Delta X_s))). \) Therefore, term (I) can be written as

\[ \frac{1}{t} \mathbb{E}^x \left( \int_0^t 1_{\{K^\sigma_t = \Delta\}} u'(X^\sigma_{s-}) \, d\left( X^\sigma,c_t + \int_0^{t \wedge \sigma} \chi(y) y \left( \mu^{X^\sigma}(\cdot; ds, dy) - \nu^\sigma(\cdot; ds, dy) \right) \right) \right) \]

\( + \bar{X}^\sigma(\chi) + B^\sigma_t(\chi). \)

We use the linearity of the stochastic integral. Our first step is to prove for term (IX)

\[ \mathbb{E}^x \int_0^t 1_{\{K^\sigma_t = \Delta\}} u'(X^\sigma_{s-}) \, dX^\sigma,c_s = 0. \]

The integral \( 1_{\{K^\sigma_t = \Delta\}} u'(X^\sigma_{s-}) \cdot X^\sigma,c_s \) is a local martingale, since \( X^\sigma,c_t \) is a local martingale. To see that it is indeed a martingale, we calculate the following:

\[ \left[ (1_{\{K^\sigma_t = \Delta\}} u'(X^\sigma)) \cdot X^\sigma,c_t, (1_{\{K^\sigma_t = \Delta\}} u'(X^\sigma - x)) \cdot X^\sigma,c_t \right]_t \]
is a martingale. The last equality follows from

\[ Q \]

Since we have by hypothesis

\[ \lim_{t \to 0} \int_0^t \left( 1_{\{K^r = \Delta\}} u'(X^r_s) \right)^2 1_{[0,\sigma]}(s) \, d[X^c, X^c]_s = \int_0^t \left( 1_{\{K^r = \Delta\}} u'(X^r_s) \right)^2 1_{[0,\sigma]}(s) Q(X_s) \, ds \]

where we have used several well known facts about the square bracket. The last term is uniformly bounded in \( \omega \) and therefore, finite for every \( t \geq 0 \). This means that \( \left( 1_{\{K^r = \Delta\}} u'(X^r_s) \right) \cdot X^r_c \) is an \( L^2 \)-martingale which is zero at zero and therefore, its expected value is constantly zero.

The same is true for the integrand \( (X) \). We show that the function \( \omega, s, y \mapsto 1_{\{K^r = \Delta\}} u'(X^r_s) y \chi(y) \) is in the class \( F_p^2 \) of Ikeda and Watanabe (see [15], Section II.3), that is,

\[
\mathbb{E}^x \int_0^t \int_{y \neq 0} |u'(X^r_s) \cdot y \chi(y)|^2 \nu^\sigma(\cdot; ds, dy) < \infty.
\]

To prove this we observe

\[
\mathbb{E}^x \int_0^t \int_{y \neq 0} |1_{\{K^r = \Delta\}} u'(X^r_s)|^2 \cdot |y \chi(y)|^2 \nu^\sigma(\cdot; ds, dy)
\]

\[
= \mathbb{E}^x \int_0^t \int_{y \neq 0} M^2 |y \chi(y)|^2 1_{[0,\sigma]}(\omega, s) N(X_s, dy) \, ds.
\]

Since we have by hypothesis \( \left\| \int_{y \neq 0} (1 \wedge y^2) 1_{[0,\sigma]} N(\cdot, dy) \right\|_\infty < \infty \) this expected value is finite. Therefore,

\[
\int_0^t 1_{\{K^r = \Delta\}} u'(X^r_s) \, d \left( \int_0^{s \wedge \tau} \int_{y \neq 0} \chi(y) \left( \mu^{X^r_s}(\cdot; dr, dy) - \nu^\sigma(\cdot; dr, dy) \right) \right)
\]

\[
= \int_0^t \int_{y \neq 0} \left( 1_{\{K^r = \Delta\}} u'(X^r_s) \chi(y) \right) \left( \mu^{X^r_s}(\cdot; ds, dy) - \nu^\sigma(\cdot; ds, dy) \right)
\]

is a martingale. The last equality follows from [21], Theorem I.1.30.

Now we deal with the third term (III). Here we have

\[
[X^r, X^c]_t = (Q(X_t) \cdot t)^\sigma = (Q(X_t) \cdot 1_{[0,\sigma]}(t) \cdot t)
\]

and therefore,

\[
\frac{1}{2} \int_0^t \left( 1_{\{K^r = \Delta\}} u''(X^r_{s-}) \right) \, d[X^r, X^c]_s = \frac{1}{2} \int_0^t 1_{\{K^r = \Delta\}} u''(X^r_{s-}) Q(X_s) \cdot 1_{[0,\sigma]}(t) \, ds.
\]

Since \( Q \) is finely continuous and locally bounded we obtain by dominated convergence

\[
\lim_{t \to 0} \frac{1}{2} \mathbb{E}^x \int_0^t 1_{\{K^r = \Delta\}} u''(X_s) Q(X_s) \cdot 1_{[0,\sigma]}(s) \, ds
\]
\[
\lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}^x \int_0^t 1_{\{K^0_t = \Delta\}} u''(X_{st}) Q(X_{st}) 1_{\{\sigma_t\} \{st\}} \, ds = 0
\]

For the finite variation part of the first term, i.e, (XII), we obtain analogously the limit zero. Finally we plug together the sum in (VI) and part (XI) of (I):

\[
\sum_{0 \leq s \leq t} 1_{\{K^0_\sigma = \Delta\}} \left( u(X^\sigma_s) - u(X^\sigma_s -) - u'(X^\sigma_s -) \Delta X^\sigma_s \chi(\Delta X^\sigma_s) \right)
\]

\[
= \sum_{0 \leq s \leq t} 1_{\{K^0_\sigma = \Delta\}} \left( u(X^\sigma_s - + \Delta X^\sigma_s) - u(X^\sigma_s -) - u'(X^\sigma_s -) \Delta X^\sigma_s \chi(\Delta X^\sigma_s) \right)
\]

\[
= \int_{[0,t] \times \mathbb{R}^d} 1_{\{K^0_\sigma = \Delta\}} \left( u(X^\sigma_s - + y) - u(X^\sigma_s -) - u'(X^\sigma_s -) y \chi(y) \right) \mu^{X^\sigma}(\cdot; ds, dy)
\]

\[
= \int_{[0,t] \times \mathbb{R}^d} 1_{\{K^0_\sigma = \Delta\}} \left( u(X^\sigma_s - + y) - u(X^\sigma_s -) - u'(X^\sigma_s -) y \chi(y) \right) N(X_s, dy) \, ds.
\]

Here, we have used the fact that it is possible to integrate with respect to the compensator of a random measure instead of the measure itself, if the integrand is in \( F^1_s \) (see [15], Section II.3). This follows by a Taylor expansion and the fact that \( u'' \) is bounded. By the continuity assumption on \( N(x, dy) \) we obtain using dominated convergence

\[
\lim_{t \downarrow 0} \frac{1}{t} \mathbb{E}^x \int_0^t \int_{\mathbb{R}^d} 1_{\{K^0_\sigma = \Delta\}} \left( u(X^\sigma_s - + y) - u(X^\sigma_s -) - u'(X^\sigma_s -) y \chi(y) \right) N(X_s, dy) \, ds = 0.
\]

Finally we obtain for (VIII)

\[
\frac{1}{t} \mathbb{E}^x \sum_{0 \leq s \leq t} 1_{\{s = \zeta^0\}} \left( u(X^\sigma_s) - u(x) \right)
\]

\[
= \frac{1}{t} \mathbb{E}^x \int_0^t \left( u(X^\sigma_s - + \sigma) - u(x) \right) d \left( \Delta(1_{\{s = \sigma\} \{st\}} \{st\}) \right)
\]

\[
= \frac{1}{t} \mathbb{E}^x \int_0^t \left( u(X^\sigma_s - + \sigma) - u(x) \right) \left( \int_0^s a(X^\sigma_r) \, dr \right)
\]

\[
= \mathbb{E}^x \int_0^1 \left( u(X^\sigma_{st} - + \sigma) - u(x) \right) a(X^\sigma_{st}) \, ds
\]

and hence the limit zero again by dominated convergence. \( \square \)

Let us give a short example which shows, that (18) might fail to be true outside the class under consideration (even in simple cases).

**Example 4.2.** Let \( E := \mathbb{R} \), \( x = 0 \) and \( u \in C^\infty_c(\mathbb{R}) \) be equal to the identity on \([-1,1]\). Let \( \sigma \) be the first exit time from \([-1,1]\). Define \( X_t := \sqrt{t} \). This deterministic process is independent from every other stochastic process (and hence from \((K_t)_{t \geq 0}\) which we will define). We obtain for \( t \leq 1:\)

\[
\frac{1}{t} \mathbb{E}^x 1_{\{K^0_t = \Delta\}} (u(X^\sigma_t) - u(x)) = \frac{1}{\sqrt{t}} \cdot \mathbb{P}(K_t = \Delta)
\]
Now define \((K_t)_{t \geq 0}\) in a way that for \(t_j := 1/2^{2j}\) we have \(P(K_{t_j} = \Delta) = 1/2^j\). Hence \(t_j \downarrow 0\) for \(j \to \infty\) and
\[
\frac{1}{\sqrt{t_j}} \cdot P(K_{t_j} = \Delta) = 1
\]
for every \(j \in \mathbb{N}\) and the limit (18) does not exist.

Acknowledgements: Financial support by the DFG (German Science Foundation) for the project SCHN 1231/2-1 is gratefully acknowledged. The author would like to thank Ph. Protter for the interesting discussions at Columbia University.

References

[1] Behme, A. and Schnurr, A. A Criterion for Invariant Measures of Itô Processes Based on the Symbol. Bernoulli 21(3) (2015), 1697–1718.

[2] Berg, C. and Forst, G. Potential Theory on Locally Compact Abelian Groups. Berlin 1975.

[3] Blumenthal, R. M. and Getoor, R. K. Markov Processes and Potential Theory. New York 1968.

[4] Böttcher, B. and Schilling, R. Approximation of Feller processes by Markov chains with Lévy increments. Stoch. Dyn., 9(1):71–80, 2009.

[5] Böttcher, B., Schilling, R. and Wang, J. Lévy Matters III. Lévy-Type Processes: Construction, Approximation and Sample Path Properties. Berlin 2013.

[6] Chen, L. and Filipović, D. A simple model for credit migration and spread curves. Finance Stoch. 9 (2005), 211–231.

[7] Cherdito, P., Filipović, D. and Kimmel, R.L. Market price risk specification for affine models: Theory and evidence. J. Fin. Econ. 83, 123–170.

[8] Cherdito, P., Filipović, D. and Yor, M. Equivalent and absolutely continuous measure changes for jump-diffusion processes. Ann. Appl. Prob. 15(3) (2015), 1713–1732.

[9] Çinlar, E., Jacod, J., Protter, P., and Sharpe, M. J. Semimartingales and Markov Processes. Z. Wahrscheinlichkeitstheorie verw. Gebiete, 54(1980), 161–219.

[10] Courrège, P. (1965/66). Sur la forme intégro-différentielle des opérateurs de \(C_k^\infty\) dans \(C\) satisfaisant au principe du maximum. Sém. Théorie du potentiel. Exposé 2, 38pp.

[11] Ethier, S. N. and Kurtz, T. G. Markov Processes - Characterization and Convergence. New York 1986.

[12] Fuglede, B. Finely Harmonic Functions. Berlin 1972.

[13] Hoh, W. Pseudo differential operators with negative definite symbols and the martingale problem, Stoch. and Stoch. Rep. 55 (1995) 225–252.

[14] Hoh, W. Pseudo differential operators generating Markov processes. Habilitationsschrift, Universität Bielefeld 1998.
[15] Ikeda, N. and Watanabe, S. *Stochastic Differential Equations and Diffusion Processes*. Tokio 1981.
[16] Jacob, N. Characteristic Functions and Symbols in the Theory of Feller Processes. *Potential Anal.*, **8** (1998), 61–68.
[17] Jacob, N. *Pseudo-Differential Operators and Markov Processes I. Fourier Analysis and Semigroups*. London 2001.
[18] Jacob, N. *Pseudo-Differential Operators and Markov Processes II. Generators and Their Potential Theory*. London 2002.
[19] Jacob, N. *Pseudo-Differential Operators and Markov Processes III. Markov Processes and Applications*. London 2005.
[20] Jacob, N. *Pseudo-Differential Operators and Markov Processes*. Berlin 1996.
[21] Jacod, J. and Shiryaev, A. *Limit Theorems for Stochastic Processes*. Berlin 1987.
[22] Klüppelberg, C., Lindner, A., and Maller, R. A Continuous-Time GARCH Process Driven by a Lévy Process: Stationarity and Second-Order Behaviour. *J. Appl. Prob.*, **41** (2004), 601–622.
[23] Klüppelberg, C., Maller, R. and Szimayer A. The COGARCH: a review, with news on option pricing and statistical inference. In: *Surveys in Stochastic Processes*, Blath, J., Imkeller, P. and Roelly S., pages 29–58, EMS Series on Congress Reports, Zurich 2011.
[24] Manstavičius, M. and Schnurr, A. Criteria for the Finiteness of the p-Variation. To appear in *Stoch. Anal. Appl.* (2017+).
[25] Protter, P. *Stochastic Integration and Differential Equations*. Berlin 2005.
[26] Revuz, D. and Yor, M. *Continuous Martingales and Brownian Motion*. Berlin 1999.
[27] Sato, K. *Lévy Processes and Infinitely Divisible Distributions*. Cambridge 1999.
[28] Schilling, R. L. Conservativeness and Extensions of Feller Semigroups. *Positivity*, **2** (1998), 239–256.
[29] Schilling, R. L. Feller Processes Generated by Pseudo-Differential Operators: On the Hausdorff Dimension of Their Sample Paths. *J. Theor. Probab.*, **11** (1998), 303–330.
[30] Schilling, R. L. Growth and Hölder conditions for the sample paths of Feller processes. *Probab. Theory Rel. Fields*, **112** (1998), 565–611.
[31] Schilling, R. and Schnurr, A. The Symbol Associated with the Solution of a Stochastic Differential Equation. *Electr. J. Probab.*, **15** (2010), 1369–1393.
[32] Schilling, R. L. and Wang, J. Some theorems on Feller processes: Transience, local times and ultracontractivity. *Trans. Amer. Math. Soc.*, **365** (2013), 3255–3286.
[33] Schilling, R. L. and Knopova, V. On the small-time behaviour of Lévy-type processes. *Stoch. Proc. Appl.*, **114** (2014), 2249–2265.
[34] Schnurr, A. Generalization of the Blumenthal-Getoor Index to the Class of Homogeneous Diffusions with Jumps and some Applications. *Bernoulli*, **19**(5A) (2013), 2010–2032.
[35] Schnurr, A. On the Semimartingale Nature of Feller Processes with Killing.
[36] Schnurr, A. COGARCH: Symbol, Generator and Characteristics. *Rendiconti del Seminario Matematico* 71 (2013), 251–260.

[37] Schnurr, A. *The Symbol of a Markov Semimartingale*. PhD thesis, TU Dresden, 2009.