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Abstract.
Type-2 diabetes mellitus is an epidemic disease that is characterized by the chronic increase of glucose level. The insulin hormone is known to correspond to this disease, while PTP1B involved in the regulation of this hormone. Hence, PTP1B has become the primary target of drug development to treat this disease. In this study, we aim to develop QSAR model to predict PTP1B inhibitor by using a neural network method. Genetic algorithm (GA) method was used to select the set of the molecular descriptor. We improved the performance of the models by performing a hyperparameter tuning procedure. From the results of validation analysis, we found that the model 2 containing 5 descriptors as the best model. This confirms by the value of MCC (0.68) and AUC (0.89) of this model that is higher than the others. Also, the additional y-scrambled analysis confirms that this model does not correspond to coincidental correlation, indicated by a very low value of MCC of the scrambled model.

1. Introduction
Type-2 diabetes mellitus is a kind of disease that is recognized by WHO as epidemic due to the diffusion in the worldwide.[1] This disease characterized by the chronic increasing of the level of glucose. The increasing of type-2 diabetes mellitus incident and obesity lead to the intense search for new therapeutic treatment procedure.[2] Type-2 diabetes[1] and obesity[3] characteristics is related to the resistance to the hormone insulin in the liver, muscle and central nervous system.[4, 5] So, one of the criteria of the drug that will be effective to treat this disease is the ability to alleviate this resistance.

Regarding the regulation the hormone insulin, it has demonstrated that insulin receptor can be dephosphorylated by protein tyrosine phosphatase 1B (PTP1B). Hence, this protein can act as negative regulator of insulin signaling.[6, 7] A study shows that the removing PTP1B in mice leads to the increase of insulin receptor phosphorylation and enhanced the sensitivity to insulin. Further, the lack of PTP1B in mice also leads the protection from diet-induced obesity.[8, 9] Also, these mice were observed in normal and healthy condition, which point out that certain inhibitors can be used to remove the effect of PTP1B. Hence, PTP1B has become a main therapeutic target to treat type-2 diabetes and obesity, and many small molecules have been developed by targeting this enzyme.[10, 11, 12, 13, 14]

To optimize the inhibitor structure, quantitative structure-activity relationship (QSAR) have a major role by finding the relationship between the features of a compound and their biological activities, such as IC50 and LD50. QSAR performs a multivariate analysis to constructs a model that has an ability to predictive bioactivity or the class of unknown compound. The concept of
QSAR is known since the seminal work by Hansch and coworkers that looking for the correlation between the biological activity of plant growth regulators and Hammett constants and partition coefficients.[15] Recently, QSAR has been utilized to model not only biological activities,[16] but also chemical properties[17] and medical condition.[18]

In this study, we aim to build QSAR model to predict a compound as the PTP1B inhibitor. A series of the PTP1B inhibitor with activity value (IC50) were utilized to construct the model. Those inhibitors were classified into active and inactive by using certain cut-off value. We calculated a number of 2-dimension (2D) molecular descriptor of PTP1B inhibitor to provide a numerical feature of the inhibitors. The used descriptors is selected by using genetic algorithm (GA) method to produce the set of the descriptor with low cross-entropy loss value. Here, we used the GA method because this method is commonly used in feature selection procedure of QSAR analysis.[19, 20, 21] The GA method provides a set of feature that produces a result that is more accurate compared to other methods, such as forward selection or backward elimination.[22] Finally, the QSAR model was constructed to correlate the descriptor to the class of compound by using a neural network (NN) with optimized hyperparameter.

2. Material and methods

2.1. Data sets preparation

The data set of PTP1B inhibitor compounds were retrieved from ChEMBL database[23] (up to year 2017). We refined the data set by selecting human PTP1B inhibitor assays only. The data set were classified into two sub-datasets by using IC50 cut-off value as classification criteria. The first sub-dataset contain active inhibitor with IC50 value < 5 µM, while the other one contain inactive inhibitor with IC50 value > 500 µM. Here, an inhibitor will be marked as '1' if it classified as an active inhibitor, otherwise with '0'. The range of IC50 between 5 µM - 500 µM were defined as ‘gray zone’ and the inhibitors with IC50 value lies in this range were discarded. By filtering with IC50 cut-off value, we obtained a data set consisting of 1298 active inhibitors and 652 inactive inhibitors. Finally, the data set were randomly divided into training and test data with the ratio of data set number is 3:1.

2.2. Molecular descriptor calculation and selection

The total of 1613 of 2-dimensional (2D) descriptors were calculated by using Mordred program.[24] Those molecular descriptors represent structural, topological, and electrostatic properties of each inhibitor. Since a large number of descriptor corresponding to the complexity of the model, we have to select a series of the descriptor that can predict the class of inhibitor with satisfied accuracy. Thus, we performed a descriptor selection procedure in two consecutive steps. In the first step, a statistical analysis was conducted to select a descriptor with valuable information. So, the descriptor with zero variance and containing zero values more than 25 % were deleted. Also, Pearson correlation analysis was performed to reduce noise and also to remove the descriptors with similar information. The descriptor that has a weak correlation (Pearson correlation coefficient < 0.1) with pIC50 or has a strong correlation (Pearson correlation coefficient > 0.4) with other descriptor was discarded. Between two descriptors with strong correlation, the one with a stronger correlation with pIC50 will be selected. The series of descriptor obtained from this step will have valuable information.

Before continue to the second step, the set of descriptor were scaled by performing standardization procedure as formulated in the following equation

\[ x_{std}^{i} = \frac{x_{i} - \bar{x}_{i}}{\sigma_{i}} \]  

where \( x_{std}^{i} \) and \( x_{i} \) represent standardized and non-standardized value of \( i^{th} \) descriptor, while \( \bar{x}_{i} \) and \( \sigma_{i} \) represent mean and standard deviation of \( i^{th} \) descriptor. The standardization procedure is
important to make sure that all descriptor lied in similar range of mean and standard deviation. This condition is needed because neural network (NN) method will be used in the next descriptor selection procedure.

In the second step, the best combination of descriptor was selected by using Genetic Algorithm (GA) method. The GA descriptor selection was started by defining a series of a chromosome as a sequence of a bit. The total number of bit is equal to the number of a descriptor that is possible to be selected. The bit value of a descriptor will be '1' if the descriptor is selected, otherwise '0'. We iterate the GA procedure with 100 iterations and keep 20 best chromosomes in each iteration. To yield a new chromosome, we performed crossover procedure at each bit point of the chromosome. The yielded chromosome will be accepted if it contains the desired descriptor number and different with existing chromosome in the population. Then, the mutation process was performed with the probability is 0.2. To determine the best chromosomes amongst the population, we minimized the fitness function that is defined as cross-entropy loss as shown in Equation 2

$$\text{loss} = -(y \log(p) + (1 - y) \log(1 - p))$$

with $y$ and $p$ represent true target value and prediction value, respectively. The prediction value was generated by using NN method with default hyperparameter values. The GA method was used to produce 5 model of descriptor combination containing the number of descriptor of 4, 5, 6, 7, and 8, respectively.

2.3. Prediction model
We build a model to predict the target value by using NN method. This method is classified as supervised machine learning method that mimics the system of human brain. The neuronal nodes in NN system can represent the human neuron, while the interconnection between the dendrites and axons are computationally represented by synaptic weights. During the learning process, the weights will be adjusted by using a certain algorithm, e.g. forward and backward propagation, to predict the target with satisfied accuracy.

The structure of NN consists of three main layers, i.e. input, hidden and output layer. Here, the value of descriptor, defined in the input layer, will be transferred to the hidden layer and summarized as predicted value in the output layer. In the classification problem, the output layer will produce the predicted probability that will be converted to a binary value by using a function, such as sigmoid function. An activation function is also implemented in each node of a hidden layer to limit the yielded value between 0 and 1.

To improve the performance of NN, we tuned the hyperparameter of NN consists of network structure parameter, such as hidden layer, hidden unit and dropout rate, and training algorithm hyperparameter, such as learning rate and the number of epoch. The hidden layer and hidden unit was optimized by selecting the value in the range of 1 to 5 and 10 to 100, respectively. The optimal value of the hyperparameters was obtained by systematic search, while cross-entropy loss is used to measure predictive performance. As for activation function, we used ReLU function and sigmoid function for the activation function in the node of hidden layer and output layer, respectively.

2.4. Validation method
We assessed the performance of our models by evaluating the prediction accuracy of the binary classification with several statistical parameters, e.g. true positives (TP), false positives (FP), true negatives (TN), false negatives (FN), sensitivity (SE), specificity (SP), the overall prediction accuracy ($Q$), and Matthews correlation coefficient (MCC). Here, the sensitivity measures the ability of a model to recognize the data when the positive condition is present, while the specificity measures the ability of a model to correctly exclude the data when the condition
is absent. MCC is the measure of quality of binary classification. The MCC is a coefficient that represents the correlation between the observed and predicted binary classifications. So, MCC can be used to measure overall quality of binary classification. The values of those parameters are evaluated by using Equations 3 - 6.

\[
\text{SE} = \frac{TP}{TP + FN} \tag{3}
\]

\[
\text{SP} = \frac{TN}{TN + FP} \tag{4}
\]

\[
Q = \frac{TP + TN}{TP + TN + FP + FN} \tag{5}
\]

\[
\text{MCC} = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FN)(TP + FP)(TN + FN)(TN + FP)}} \tag{6}
\]

The models were also evaluated by visualizing receiver operating characteristic (ROC) curve. This curve illustrates the rate of success and error prediction observed in a classification model. ROC curve is plotted by taking true positive rate and false positive rate on the y-axis and x-axis, respectively. The precision of prediction can be easily recognized by analyzing the characteristic of the curve.[25] From this curve, we can also calculate another parameter, namely area under the ROC curve (AUC). The AUC measure the ability of a model to distinguish between two classification groups and thus represent the accuracy of prediction.

After we obtained the model with the best performance, a y-scrambling experiment was performed on the best model to prove that the performance of the model did not correspond to a coincidental correlation. The 10 random scrambled models were generated by shuffling the target value while keeping the descriptor. The performance of the scrambled models was evaluated by calculating MCC value and comparing the value with the non-scrambled model.

### 3. Results and discussions

#### 3.1. Dataset diversity

The chemical diversity of the training and test set of inhibitor has a vital impact on the accuracy of predictive model. The scope of model applicability will be limited if the data set involve in the training just covers a small area of chemical space. Here, we defined the chemical space by using AlogP and MW of the training and test set in a separate way. As shown in Figure 1, AlogP in the training and test set was found in the range of -7.5 to -12.5, while MW found in the range of 100 to 1000. The range of AlogP and MW in this study is also comparable with the range of similar data set in the Ref. [26]. This indicate that our data set have a large chemical space due to the broad range of AlogP and MW values. We also confirm that the active and inactive data set distribute in a proper way in training and test set.

#### 3.2. Descriptor selection

We selected the descriptor by using statistical analysis and genetic algorithm (GA) method. The number of descriptor decrease from 1613 to 650 after we removed the descriptors with zero variance and the descriptor containing zero values more than 25 %. Then, by removing the descriptor with a weak correlation to target (pIC50) and a strong correlation to other descriptors, we obtained 17 descriptors. We assumed that the selected descriptor contain enough information to be used in the model. However, the number of the selected descriptor is too large to be used for building a model, which can lead to an overfitting problem.

Hence, a wrapper type of selection method is required to select the combination of descriptors that produce satisfying results. Usually, stepwise regression method is used for this purpose.[26, 27] Unfortunately, this method is computationally expensive because this method
Figure 1. The distribution of data set diversity of the (a) training set (n = 1300 compounds) and (b) test set (n = 650 compounds).

searches the combination of all possibility in a systematic way. Therefore, we utilized the GA method, instead of stepwise regression, to select the best combination of descriptors. The GA method is less expensive because this method uses a stochastic approximation to search the combination.

We obtained 5 model from GA selection that is summarized in Table 1. Several descriptors, such as ATS2Z and GATS1se, were found to be selected in several models. This indicates that those descriptors have valuable information to be used for building the model. By comparing the loss values, we found that the addition of descriptor increases the performance of the model. However, the performance of each model can be improved by performing hyperparameter tuning. As a consequence, the model with the smaller number of descriptor can performed better then the larger one.

| Model No. | Number of Desc. | Selected Desc. | Loss  |
|-----------|----------------|----------------|-------|
| 1         | 4              | ATS2Z, MATS4i, GATS1se, IC1 | 7.57  |
| 2         | 5              | ATS2Z, AATSC1m, GATS1se, Xch-6dv, EState_VSA8 | 6.59  |
| 3         | 6              | ATS2Z, AATSC1m, MATS4i, Xch-6dv, SlogP_VSA5, EState_VSA3 | 6.32  |
| 4         | 7              | ATS2Z, ATSC2dv, MATS4i, MATS5i, GATS1se, Xch-6dv, EState_VSA8 | 5.53  |
| 5         | 8              | ATS2Z, ATSC3se, AATSC1m, MATS5i, Xch-6dv, PEOE_VSA9, EState_VSA5, piPC9 | 4.91  |

Fifteen descriptors selected in all GA models were analyzed in relation to data distribution and correlation coefficient amongst of descriptor and target. The distribution of normalized data set values of the selected descriptor was presented in Figure 2. We found that the data set
Figure 2. The distribution of normalized value of selected descriptor.

Figure 3. The correlation matrix amongst the selected descriptor and target.

was distributed in a larger range of values, while another data set was distributed in a smaller range of values. Meanwhile, we also present the correlation matrix of descriptors and target
that represent the correlation strength of them, as shown in Figure 3.

In the case of correlation coefficient analysis, we found that the correlation amongst the
descriptor in all model is less than 0.4. This confirmed that the selection by statistical analysis
had been performed successfully. We also found that only one descriptor that has a strong
correlation to the target, while the correlation of the others is relatively small.

### 3.3. Neural network model

We built a neural network model for 5 descriptor combinations obtained from genetic algorithm
(GA) selection. Hyperparameter tuning was performed to obtain optimal hyperparameter values
and improve the performance of each model. The result of the hyperparameter tuning process
was presented in Table 2. We found that the optimized number of layer number for all model
is 5. Since this number is the maximum limit of layer number, it indicates that the addition of
layer number increases the performance of NN model. Meanwhile, the value of the optimized
hidden unit was found to be different for each model.

We also found that optimized dropout rate is zero for all model, except model 2. This point
out that, in this study, the implementation of dropout make the model become simpler and
decrease the performance of the model. However, the original network of model 2 seems to
be overfitting, and thus the dropout procedure can reduce the complexity of this model. The
number of the epoch was determined by plotting the loss value vs. epoch number, as shown
in Figure 4. Interestingly, the model 5 minimize the loss value in a less epoch number than
other models. This corresponds to the number of descriptors where model 5 is comprised by the
largest number of the descriptor. We choose the optimized epoch number as 1000 because the
loss value of all model was quite stable from this point.

| Model No. | Layer Number | Hidden Unit | Dropout Rate | Learning Rate |
|-----------|--------------|-------------|--------------|---------------|
| 1         | 5            | 100         | 0.0          | 0.0017        |
| 2         | 5            | 80          | 0.1          | 0.0010        |
| 3         | 5            | 90          | 0.0          | 0.0077        |
| 4         | 5            | 100         | 0.0          | 0.0077        |
| 5         | 5            | 90          | 0.0          | 0.0010        |

### 3.4. Validation results

The validation results of model performance are presented in Table 3. In the case of training
data, we found that all of the models can accurately predict the target value, which is indicated
by the high value of SE, SP, Q, and MMC. However, model 2 and 5 seems to produce the higher
value of the results compare to the others. By using model 2, the resulted values of SE, SP, Q,
and MCC are 0.97, 0.99, 0.98 and 0.95, respectively, while those values by using model 5 are
0.98, 0.98, 0.98 and 0.96, respectively. This indicated that both models predict the target in
training data with the better results.

The test set validation is found to produce the values of the validation parameter that are
lower than training set validation. According to the results, we found that the test set prediction
by using model 2 is more accurate than other models. This is indicated by the value of the
validation parameter that is higher than other models. The values of SE, SP, Q, and MCC
obtained from the prediction by using model 2 are 0.86, 0.84, 0.86 and 0.68, respectively. Also,
Figure 4. The plot of cross-entropy loss as a function of epoch number.

Table 3. The summary of validation results of the prediction on training and test set.

| Model | TP  | FP  | TN  | FN  | SE  | SP  | Q   | MCC |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
|       |     |     |     |     |     |     |     |     |
| Training set |     |     |     |     |     |     |     |     |
| 1     | 861 | 17  | 390 | 32  | 0.96| 0.96| 0.96| 0.91|
| 2     | 872 | 6   | 399 | 23  | 0.97| 0.99| 0.98| 0.95|
| 3     | 869 | 9   | 392 | 30  | 0.97| 0.98| 0.97| 0.93|
| 4     | 813 | 65  | 389 | 33  | 0.96| 0.86| 0.92| 0.83|
| 5     | 868 | 10  | 407 | 15  | 0.98| 0.98| 0.98| 0.96|
| Test set |     |     |     |     |     |     |     |     |
| 1     | 354 | 66  | 157 | 73  | 0.83| 0.70| 0.79| 0.53|
| 2     | 388 | 32  | 169 | 61  | 0.86| 0.84| 0.86| 0.68|
| 3     | 383 | 37  | 165 | 65  | 0.85| 0.82| 0.84| 0.65|
| 4     | 357 | 63  | 177 | 53  | 0.87| 0.74| 0.82| 0.61|
| 5     | 375 | 45  | 172 | 58  | 0.87| 0.79| 0.84| 0.65|

To confirm the performance of the models, we also present the receiver operating characteristic (ROC) curve and the value of the area under the curve (AUC), as shown in Figure 5. We found that the characteristic of the ROC curve is quite similar for all model. However, the value of AUC of model 2 is found as around 0.89 that is higher than the others. This confirms that model 2 is the best model in predicting the activity class of inhibitors.

Then, a y-scrambling analysis was performed on model 2 to confirm that the results do not correspond to a coincidental correlation. The MCC values of model 2 that is used to predict 10 scrambled data set presented in Figure 6. For the comparison reason, we also present the MCC value of model 2 for unscrambled data. We found that the MCC value for 10 scrambled data is lower than 0.1, while the MCC value for unscrambled data is around 0.67. This confirms that the accuracy of model 2 does not related to a coincidental correlation.
Figure 5. Receiver operating characteristic (ROC) plot of 5 neural network models.

Figure 6. Y-scrambling result of model 2.

4. Conclusion
We have selected the set of molecular descriptor appeared in QSAR model by using genetic algorithm (GA) methods. The QSAR models were developed by using a neural network method to predict the class of inhibitor. The procedure of hyperparameter tuning was performed to improve the performance of the models. According to validation results, we confirmed that the model 2, that contains 5 descriptors, produce the most accurate results. This is indicated by the higher value of MCC (0.68) and AUC (0.89) compare to the others. Also, we confirm that the model does not correspond to coincidental correlation, which indicates by an extremely low value of MCC of the scrambled model.
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