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ABSTRACT
The recent development of smartphone and wearable sensor technologies enable general public to carry self-tracking tasks more easily. Much work have been devoted to life data collection and visualisation to help people with better self-understanding. We believe that although (self-awareness)knowledge discovery is an important aspect of personal informatics, knowledge maintenance is more, or at least equally, important. In this paper, we propose a proactive approach that uses the knowledge mined from people’s activity data to nudge them towards a good lifestyle (better knowledge maintenance). For demonstration purpose, a trial study was designed and implemented for good sleep maintenance. In the study, we first use smartphones as activity trackers to collect various features in a non-intrusive manner. We then use those data to learn users’ activity patterns, including daily step amount, app usages, bedding time, wakeup time and sleep duration. Subsequently, we analyse correlations that may have positive or negative impact on users’ sleep qualities and finally we designed and implemented three proactive services that are able to generate customised advices in the “right” context to nudge users towards a better life style. The experiments results are positive showing that with the use of the proposed services 1≥ daily step amount have been increased by 3.03% on average in a 10 days study and 2≥ sleep durations are increased by 7% for two subjects.
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INTRODUCTION
Along with the fast development of smartphone and wearable sensor technologies, people now are able to collect and gain access to many sources of data about their daily activities and lifestyle patterns. As a consequence, an interesting concept—quantified-self (QS) has been proposed and intensively developed in the last few years. QS is defined as any individual engaged in the self-tracking of any kind of personal activity/lifestyle information and/or their associated context information. New knowledge about individuals is revealed from the collected data and people are then able to reflect upon it. Nowadays, a wide range of tools or devices for such purposes are available in the market such as Fitbit pedometers, Nike+, Jawbone UP fitness trackers, Apple watch, and etc. Also, almost all the solution providers pair their devices or mobile apps with web portals for data aggregation, statistical visualisation. In addition, there are some proposals and work aiming on fusing data from different aspects (activities, exercises, work calendar, sleep pattern, food intake, vital signs and etc.) of our life and performing correlations amongst those data. Such work could be very helpful on revealing some hidden knowledge that people may not be aware of (Knowledge Discovery) [1].

Although some of the existing work has shown their interestingness to be good starting points, making QS to be adopted by a wider public group still faces few main challenges [2] [3] [4]. First of all, the current QS adopters are mainly people who already have strong desire to improve their lifestyles or try to reduce some of the healthy issues that they are experiencing such as poor sleep [5]. Majorities of general public are still not fully convinced or simply cannot be bothered with QS due to low awareness of how it would help with their long term healthy status [6]. Secondly, although the QS technologies provide more intuitive solutions for knowledge discovery, how such knowledge can be understood properly and how people could take further actions in order to benefit from those remain as unsolved issues [3]. In other words, even if people are clearly aware of all potential problems they are having or will have; there is still a big question mark on whether they are “ABLE” to do what they are “SUPPOSED” to. There are many life constraints which stop them from engaging with activities that are helpful for good lifestyles. Such constraints include time, workload, living expenses, social responsibilities, unhealthy habits developed already and many more [3]. Such life constraints can be termed as paternalism [7]. Last but not least, many of the current QS solutions work on a statistical basis. QS pioneers, more or less, have to have the technical skills that are required to carry the QS tasks (using wearable devices; self-interpretng statistical results aggregated from their data; looking at the charts and understand their meanings and etc.). A lot of these tasks are time consuming and require constant efforts. As generally QS only benefits people in a long run, it’s difficult to maintain a high initiative to keep people doing these tasks if everything is based on a “good will” and cannot show its effectiveness in a relatively short term [8]. Similar phenomena has been researched and discussed in Economics as “hyperbolic discounting” [9].
To address the above challenges, methods that help people initiatively engage with QS technologies and constantly take necessary actions in a long run (Knowledge Maintenance) should be studied and deployed. In this paper, we present a set of smart context-aware services that uses the knowledge mined from people’s activity data to help them maintain a good lifestyle. For demonstration purpose, a trial study focusing on good sleep maintenance is designed. In the study, we first use smartphones as activity trackers to collect various features in a non-intrusive manner. We then use those data to learn users’ activity patterns, including daily step amount, app usages, bedtime, wake up time and sleep duration. Subsequently, we analyse correlations that may have positive or negative impact on users’ sleep qualities and finally we designed and implemented three proactive services that are able to generate customised advices in the “right” context to nudge users towards a better life style.

RELATED WORK

Self-Tracking Devices and Applications
More recently, along with the development of smartphones and wearable devices, the concept of QS has been widely embodied in the design of sensing and monitoring applications because of its effectiveness that leads to increased self-health awareness and behaviour change. As sensors have become smaller and can be better integrated with smartphones, it is more convenient for people to track numerous types of lifestyle data. Realising the power of self-tracking in activating health behaviour change, automated sensing or smartphone based manual tracking features are often used in designing self-monitoring technology. Within the personal informatics domain, researchers and companies designed technology for tracking physical fitness [10] [11] [12] [13], sleep [14] [15], ECG/heart rate [16] [17], diabetes [18], blood pressure [19] and many more.

Most of the solutions work in a reactive/obtrusive manner. For example, fitness devices can track sleep/sleep qualities, but often require manual switch between different activity modes. In other words, in order to benefit from those solutions, people have to initiatively use those devices or mobiles apps to track their data if they can “remember” or be bothered. The work presented in [14, 15] are interesting in a sense that automatic sleep detections are implemented using smartphones with only very little behaviour change required from users (mainly at feedback stages).

Quantified-Self, Personal Informatics and Big Data
QS is also defined as personal analytics and personal informatics. Li [1] proposed the term personal informatics with a stage-based model that is composed of five stages (preparation, collection, integration, reflection, and action), and identified issues people may have in each stage. In his work, he indicated the barrels for both knowledge discovery and knowledge maintenance. This work shows a clear and useful guidance for people to work with QS in a systematic manner. As stated by Swan [20, 2], one of the crucial conceptual that comes with quantified-self is that with all the user lifestyle data available, future healthcare system will not just is a patient’s treatment in a personalized n = 1 manner. But the patient, really a participant, or simply a person, becomes the nexus of action-taking and empowerment. The individual, now through quantified self-tracking and other low-cost newly-available tools, has the ability to understand his or her own patterns and baseline measures, and obtain early warnings as to when there is variance and what to do about this.

Swan [2] also has listed several challenges and opportunities that QS brings to big data community including data storage, data integration and data analysis. Typically a single integrated sensor platform is not available for monitoring participants, say combining sleeping quality with daily activity data (say, exercise amount, food intake, stress level and etc.) but instead the challenges of time alignment, normalised sampling rates and handling missing or error-some data have to be addressed directly as presented by Rountree [21]. Bentley [22] and his colleagues have built a health mashup system identify connections that are significant over time between weight, sleep, step count, calendar data, location, weather, pain, food intake, and mood. These significant observations are displayed in a mobile application using natural language. This work supports an increased self-understanding that lead to focused behaviour changes.

Engaging People for Quantified Self
Social network based service is the mainstream method that is applied to encourage user engagement. Industry wide, almost all the wearable device providers have their own social network community with hopes that users will compare their activities results with others, thus improving the user engagement [11] [12] [13]. Kamal [23] and his colleagues used social network model to track the health behaviour change and engage users. In their prototype system, users are required to provide various life aspect data including mood, entertainment, food and etc. through a web portal based manual logging system. As discussed earlier, this sort of system requires very strong desire of people to engage and is unlikely to be put into practice in a large scale.

Another method is based on augmented reality (often in forms of gaming). Fitness devices and applications are integrated with games running on smartphones. People have to finish particular tasks in real world (e.g. jogging for a mile, walking to some places in the city, 40 push-ups in a minute) to proceed further in the game [24] [25] [26]. Our view on this sort work is that although they are interesting and may be attractive to some of the users (gamers), the “one-size-fits-all” model should be changed to personalised ones that are adaptive to different individual’s needs.
Reminding services are also widely adopted by QS applications. Users can set goals, active level or time thresholds as alarms for triggering the reminding services [11] [13] [12], again, if they have the intention to do so. Recently, more interesting advances of reminding services have been developed. Sleep as android [27], an android smartphone based sleep detecting app can wake people up from sleep without requiring them to setup the alarm clock beforehand. The how it works is that it detects people’s sleeping cycle silently and then use the found pattern to decide when the best time to wake people up is. Although, after 3 weeks testing, we found it is still quite immature, it does present an excellent idea-smart devices can play a proactive role in people’s life rather than a reactive one that we usually see.

**Paternalism, Libertarian Paternalism and Nudge**

As defined by Gerald back in 1972, paternalism is behaviour by an organization or state which limits some person or group's liberty or autonomy for what is presumed to be that person's or group's own good. Paternalism can also imply that the behaviour is against or regardless of the will of a person, or also that the behaviour expresses an attitude of superiority [7]. Thaler&Sunstein in early 2000’s coined the term “libertarian paternalism” [28] meaning that it is both possible and legitimate for private and public institutions to affect behaviour while also respecting freedom of choice. As further explained by the authors, libertarian paternalism is a relatively weak, soft, and nonintrusive type of paternalism because choices are not blocked, fenced off, or significantly burdened. As an implementation of libertarian paternalism, the term “nudge” was proposed—“A nudge is any aspect of the choice architecture that alters people’s behaviour in a predictable way without forbidding any options or significantly changing their economic incentives”. Although the nudge concept was initially stemmed from behaviour economics, work reported in [29] [30] shows that nudging approach may also help generate positive impacts in public health domain.

**PROBLEM ANALYSIS AND DESIGN RATIONALE**

From the current literatures, we can see that most works from the QS domain are heavily focused on the data collection and knowledge discovery stages. In fact, some of the discussion has been simplified in these terms: “having greater awareness of one’s behaviour is sufficient to determine a better behaviour change for that individual”, which obviously is untrue as the mechanisms that govern people’s behaviour change are complex [31]. It is simply not enough to logging and reviewing our calorie intake by a smartphone app (knowledge discovery) to make people want to do more gym exercise or control how much they eat constantly. Also, knowing having had inadequate amount of sleep in the past days doesn’t drive people to sleep earlier or more regularly. People often struggle with many constraints such as time, social responsibilities and much more, which is likely to continue even after we are fully aware of the potential problems. In addition, researches have clearly shown how often people do not make decisions on rational basis, but on irrational thinking, such as heuristics and rules of thumb [28] [32]. It’s quite clear that simple presentation of data and the awareness of people’s own condition are not enough to motivate people to modify their habits.

Therefore, we’d rather take an indirect approach (nudge) with which people do not need to spend time and energy on understanding themselves (if they don’t want to) or consciously change their behaviour and habits, but only need to follow advices that they get and act accordingly for gradual behaviour change. In addition to tracking and presenting people lifestyle data, the goal of our research is to investigate methods that could effectively engage users for a long time and nudge changes towards better lifestyle, with the purpose to achieve ambitious goals such as making people happier, more social, or more efficient in the achievement of their objectives. The fundamental design rationale behind our work is that we try to make QS applications “effortless” for people to use or in other words, people should not be aware of they are using a QS application or device but only take the given advices and behaves reactively. In this way, a QS application or device become a proactive service which constantly advises people what to do. This proposed idea is actually in line with some of the existing works that collect users’ data unobtrusively. (Such works aim at making data collection effortless). However, to make our idea a reality, three primary questions need to be answered.

**What are the contents of advices that people would find useful and is willing to accept?** If we think about how human solve problems, the rationale process is in the following order: 1> discover the problem, 2> Understand the problem 3> find solutions for the problem and 4> take actions based on the solutions. This process is exactly what many QS methods are following: using data tracking to help discover problems; using data visualisation and statistical methods to help with better understanding; using social communities or specialists’ experience to find solutions and no comprehensive solution for step 4 which is actually the most important step. We argue that general public don’t need to be initiative involved in the first three steps if they want or have time/energy to do so. They need to know what actions to take and how to proceed as what they care about are the final results (e.g. healthier, happier). Therefore, unlike existing QS knowledge representation methods (charting, statistical summaries and etc.), our work aims at providing advices which people can take direct actions upon. For example, instead of showing people how much sleep they had in the past week and hope they will then change their behaviour patterns, direct advices such as “maybe you should continue reading your favourite book in bed now?” maybe a more effective action plan for better sleep. However, in order to provide such useful advices, it crucial to carry the first three steps properly which is illustrated in the following sections.
When is the best moment to send people advices so those advices could have better chances to be put into actions? Conventional reminding services run on a reactive model with which people have to manually setup alarms in advance; get reminded when the alarms are triggered; and take actions accordingly. With such a model, people’s actions would normally align with the contents of reminders as they set those themselves. However the proposed “effortless” service works in a proactive way. It should send people advices at the right time when it believes that people need them and have good chance to follow. Such advices cannot be pre-set manually, as they are based on dynamic contexts around people. For instance, it would be irrational to send people advices like “drink a cup of milk now” with the intention for better sleep at noon time if the targeted user has never slept at that time or does it very occasionally or he/she is actually shopping in a supermarket. How to find the right time is a challenge.

What are the best presentations for those advices, which will help engage people better? The presentation for the advices is also a very important factor that affects how people react to the given advices. For presentation, we do not refer it to pop up dialogs, text messages or sound alarms as those mechanisms are designed for attracting attentions from people rather than pushing them into actions. What we are really interested in is how to improve the acceptance of the advices sent. For example, sending users a nice picture with a cup of milk and aloud ringtone to their smartphones only reminds them what should be done. How about motivate them to take a picture of the milk that they are going to drink through some game playing and award this behaviour?

Our research aims at seeking answers for these questions. It’s crucial to understand 1> what are people doing regularly and at what time? 2> what are potential problems of their life (mainly health related)? 3> what are the interruptible time slots during their daily life?

RESEARCH DESIGN
Understanding people’s lifestyle is a giant topic. In order to control the research scope, we use good sleep quality maintenance as an illustration example. Since as a starting point, it’s easier to collect feature data for sleeping pattern and for most of people, sleeping shows more regular patterns than other life activities such as mood. While we were carrying the study, all the methods, system designs and prototyping followed the “effortless” principle (Users are not supposed to input a lot nor are forced to give feedbacks explicitly). We used Android smartphones as the main hardware for carrying out all the experiments as they are easy to get and provide richer means for user interactions than those wearable devices in the markets. The proposed work consists several parts. Figure 1 shows the basic workflow of how this work was implemented as well as how the following sections in the paper are structured.

Figure 1: Workflow on how this research is conducted

To test the effectiveness of the proposed research, we conducted a small-scale deployment using 20 subjects (Age groups ranging from 20 to 40. 10 of them are university students and the rests are professionals) for two months (covering all stages shown in Figure 1). They were recruited through university internal advertisements and were promised with Google Playstore vouchers. Only subjects who have owned 4.3+ Android phones were allowed to participate the study and none of them has strong desire to change their current lifestyles after initial interviews. During the study, all the subjects were only advised to use their phone regularly without being asked for significant behaviour change (this only applies to the data collection stage, during later stage when they have to decide whether to follow the advices received, they certainly had have changed some of their phone using behaviour). In the later stage of the research study, all subjects were also fully aware that they will be receiving pop up reminders on their phone in an unpredictable manner (what and when) and they all agreed to keep using the phone as usual instead of removing the app if they find it invasive.
While we carry this research work, the assumption that we made is that 1>all subjects constantly carry phones with them throughout the day and use them regularly; 2>their lifestyles could be well reflected by their phone usages. By displaying significant observations about a person’s wellbeing on a smartphone, we aimed to encourage reflection on wellbeing on other devices or combinations of those too.

In the following sections, we will give detailed explanation on methods for each of the steps that we take towards our goal and their associated experiment results.

STAGE 1: DATA COLLECTION
In order to find as much information as possible about a user’s lifestyle, we tried to get all sorts of data that can be collected from a smartphone for later analysis (see Table 1):

| Motivations      | Data Sources                                                                 | Sampling Rate          |
|------------------|------------------------------------------------------------------------------|------------------------|
| User Location    | GPS, Network Provider, WIFI hot points.                                      | Every 5 minutes        |
| User Places      | Inferred from GPS User Location Data and Google Place Services               | Every 5 minutes        |
| Weather          | Inferred from User Location Data and Open Weather Services                  | Every 5 minutes        |
| Movement         | Accelerometer Sensor                                                        | Aggregated Every 5 minutes |
|                  |                                                                               | Calculated Every 5 minutes |
| Walking Time     | Inferred from User Location Data and Steps Data                              | Calculation Triggered while needed |
| Running Time     | Inferred from User Location Data and Steps Data                              | Calculation Triggered while needed |
| Environment      | Ambient Temperature Sensor, Humidity Sensor, Light Sensor, Microphone        | Aggregated Every 5 minutes |
| Screen On/Off Periods | Background Services                                                        | Every 10 seconds       |
| App Usage        | Background Services                                                         | Every 10 seconds       |
| App Type         | Inferred from App Usage Data and Our Own App Type Repository                | Every 10 seconds       |

Table 1: Data Collection from an Android Smartphone

An android app (Lifetracker as shown in Figure 2) was developed and loaded into the smartphone used by each subject. It continuously collects and records the entire feature data listed in Table 1. Collected data are synchronised onto our cloud service [33, 34] continuously every 30 minutes. The system was designed in this way because we intended to carry out all data analysis tasks on the server side given the limited power of mobile devices and battery life.

![Figure 2: Lifetracker on Android](image)

All the subjects are also able to view their data via a web portal as shown in Figure 3. The aim for this portal is different from the normal QS charting tools, as it’s provided only for verification purposes rather than expecting users to use it to learn significant amount of knowledge about themselves.
STAGE 2: UNDERSTANDING SLEEP PATTERNS
In order to provide useful advices at the right time, we first need to understand users’ sleeping patterns including bedding time, wake up time, sleep duration and activities that users perform before sleep. There have been several remarkable works on unobtrusive sleeping detection using smartphones [14] [15]. We have chosen to use the similar approach that’s reported from [15] with some enhancements as explained in this section. It should be noted that for our work, we don’t consider sleep qualities but only bedding time, wake up time and sleep durations, as we believe sleep quality factors such as deep sleep, RMD sleep are difficult to acquire accurately without heavy user involvement. Even if users do get involved, the results from such are quite subjective for each individual. As a consequence, this would bring in noises to this study.

Sleep Detection and Classification Method
To identify different sleep contexts, we’ve chosen to use the following features (20 features, see Table 2) from a subset of the data collected.

| Modality                 | Feature Variables                  |
|--------------------------|------------------------------------|
| Movement                 | (Min, Avg, Max, Std)               |
| Noise Level              | (Min, Avg, Max, Std)               |
| Lightness Level          | (Min, Avg, Max, Std)               |
| Screen on/Off periods    | (Min, Avg, Max, Std)               |
| User Locations           | (Latitude, Longitude)              |
| Sleep Time               | (Previous Bedding Time, Previous Wake Time) |

Table 2 Selected Features for Sleep Detection
The above table shows the best features that we have experimented with. The feature selection process started with a larger modality space which also includes battery states (charging, non-charging, plugged-in, un-plugged), phone powered on/off time. However, including those features didn’t seem to give us significant performance boost. After looking into the feature space more carefully, we realised that the phone on/off time is actually correlated with screen on/off period that we choose. Also the battery states vary largely for different brands of android phones. For example, subjects who use HTC phones reported that their batteries usually last for two days on a single charge. However, Samsung Galaxy users do have to charge it every day or every half a day. Another interesting finding was the use of user location as a feature, which, as far as we are aware, has not been reported in others’ work. As 10 of our subjects are university students, they show very inconsistent sleeping patterns during the period of this study, which led to poor classification performance. One of the significant issues is that they slept in different places (working on a group project late; Friday clubbing; visiting families during weekends are the root causes). Once the places where they sleep changed, the whole contexts followed such changes dramatically. This is especially true for features such as lightness level, movement as well as noise level. Based on such an observation, during the data collection stage, we tagged all the feature data with user locations and later on, during the training process, we trained classification models only using data from the same locations (in our experiments, places in radius within 100 metres range are regarded as a same place). Then, the model that has the same location tags with the time series data is chosen for new classifications. With our approach for each subject, there exist several classification models with different parameter values. Also, the later evaluation results were based the average of overall performance of all models for each individual.

Figure 3: Web Portal for Verification Purposes
The time series data for users’ activities are displayed in Figure 4 (also as a part of our web portal). To train the classification models, we divided them (from 18:00pm last day to 18:00pm current day) into non-overlapped 10 minutes windows. The window size is determined through experiments using different classification models. We tried 4 different window sizes (10 minutes, 15 minutes, 20 minutes and 30 minutes). The 10 minutes window performed the best over the other sizes on all the models that were tried. For a new classification, after all the windows are classified, we merge them into bigger chunks in order to gain feedbacks from the participants. The merging principle is that if the time between two positive windows (classified as sleeping periods) is less than 30 minutes, they will be merged. The time width was decided based on the principle that more than 30 minutes could be considered as not-sleep or a sleep disturbance. The starting time of the first merged chunk on the timeline is marked as bedding time and the end time of the last merged chunk is the wakeup time. Sleep duration is the summed length of all merged chunks. For this research, the classification models are trained on individual’s basis. We didn’t intend to train a general model that works for all users. This is due to the different hardware used on users’ phones. The values of features such as accelerometer, ambient light sensors do vary largely on different hardware.

Gathering Feedbacks

Gathering feedbacks for model training has been considered as a main issue for works like ours in the literature. It’s difficult to keep the participants initiatively log their sleep period over a long time. It’s very common to see that people are not able to tell when they go to sleep. Based on our observations, many people just fall in sleep while they are reading book or watching movies. Also, if they forget to log their sleep on a day, it’s usually not possible for them to recall that information afterwards unless clear clues are given. We, therefore, designed our feedback mechanism in a proactive manner.

A background service is implemented and is constantly running on users’ phones (shown in Figure 5). Every half an hour, it checks new feature data, classifies and merges them. Once it detects a sleep period, it generates a system message to remind users about it for confirmation. All what users need to do is to click the listed items in a popup dialog to confirm the detected sleeping duration if they are correct or change them into correct ones through selecting time if they are incorrect to provide
ground truth. If a reminding message is overlooked, a new one will be generated in the next round until user confirms their sleep time. This design largely reduced the noises in the data that we often see from others’ work.

**Results**

| Features | Classifiers’ Performance (Positive Classification to Sleeping) | Random Forest |
|----------|---------------------------------------------------------------|---------------|
|          | Bagging (Fast Decision Tree Learner) | Bayesian Network (Simple Estimator) | KNN (k=6) |
|          | % | Prec. | Rec. | F | RRSE(%) | % | Prec. | Rec. | F | RRSE(%) | % | Prec. | Rec. | F | RRSE(%) |
| M2 Accelerometer (mean, std, max, var) | 81.89 | 0.621 | 0.745 | 0.676 | 79.43 | 80.86 | 0.591 | 0.834 | 0.691 | 91.18 | 81.26 | 0.003 | 0.781 | 0.009 | 81.24 | 80.44 | 0.591 | 0.752 | 0.062 | 83.77 |
| M2 Ambient Light (lux, std, max, var) | 81.01 | 0.457 | 0.477 | 0.465 | 79.83 | 81.08 | 0.613 | 0.833 | 0.694 | 91.13 | 80.575 | 0.161 | 0.789 | 0.067 | 79.32 | 80.36 | 0.612 | 0.766 | 0.067 | 80.24 |
| M2 Screen Status (on, off, inactive) | 75.23 | 0 | 0 | 0 | 98.26 | 68.08 | 0.282 | 0.635 | 0.390 | 98.31 | 74.231 | 0 | 0 | 0 | 91.43 | 74.16 | 0 | 0 | 0 | 91.56 |
| M2 User Location (latitude, longitude) | 75.38 | 0.544 | 0.058 | 0.103 | 96.28 | 75.29 | 0.561 | 0.548 | 0.088 | 95.74 | 75.481 | 0.517 | 0.078 | 0.128 | 94.70 | 75.57 | 0.525 | 0.078 | 0.129 | 94.54 |
| M2 Time (start, end in hour) | 89.717 | 0.782 | 0.829 | 0.805 | 63.09 | 80.49 | 0.756 | 0.808 | 0.808 | 66.54 | 80.79 | 0.792 | 0.814 | 0.802 | 61.016 | 89.79 | 0.793 | 0.812 | 0.802 | 61.91 |
| M2 Ambient Noise (mean, min, max, var) | 73.13 | 0.251 | 0.094 | 0.127 | 93.22 | 70.06 | 0.453 | 0.714 | 0.545 | 102.25 | 71.13 | 0.246 | 0.174 | 0.194 | 94.00 | 71.57 | 0.282 | 0.157 | 0.171 | 95.85 |
| M1: M2 | 95.302 | 0.002 | 0.018 | 0.030 | 42.52 | 92.70 | 0.811 | 0.934 | 0.808 | 64.07 | 92.081 | 0.824 | 0.910 | 0.805 | 51.58 | 98.48 | 0.007 | 0.019 | 0.013 | 41.23 |

**Figure 6:** Classification Performance for 10 minutes Sleeping Windows (Bold shows the best performer for each of the modalities)

We tried several classification models in order to achieve the best performance. To train those models, we used 25 days data and performed some data pre-processing tasks. This ends up with 3505 10-minutes window instances for each subject. To evaluate those models, 10-fold cross-validation was applied. The results are shown in Figure 6. We can see that none of single feature gave acceptable results apart from the “M2: sleeping time” feature which has to be manually supplied by the participants. However, while putting them together, the performance boosts dramatically. The best result is achieved via using Random Forest classifier, which shows an average of 95.48% accuracy on classifying sleeping windows with F-value at 0.91. The results are similar to the work presented in [15] (ours is slightly better, but we understand this is due to the extra “user location” feature introduced. Also, the selected subjects’ behaviour may also have impacts on the results) and provide a solid ground for carrying later steps of our work.

We also investigated how fast we will be able to approach the best results. This is an important factor that would affect how well the service will be accepted by end users, as real users don’t have enough patience to keep logging their data for a long time (the fact is users who have less initiative normally give up logging quickly if they don’t see the automatic detection working in a short term).

![Sleep Detection Accuracy and RMSE change over 24 days.](image1)

**Figure 7:** Sleep Detection Accuracy and RMSE change over 24 days.

Figure 7 shows the sleep detection accuracy and RMSE change over 24 days, from which we can see the performance of the model did decrease along with the time till day 15 and got stabilised afterwards. Although it performs well for the first 6 days (97.59% accuracy highest and 14.09% RMSE lowest), we interpret it as over-fitted due to insufficient amount of data collected. However, we don’t consider this as a negative aspect from user experiences’ point of view. The average starting accuracy after one day is as high as 94.63% with RMSE at 16.10%, which means users are very likely to see accurate activity detection without be required to supply large manual inputs at very early stages. This would encourage them to keep using the service “effortlessly”. Also, the performance drop later is not significant enough to discourage them as they won’t even notice (the lowest average accuracy is 95.38% that is still high enough to avoid user inputs).
STAGE 3: UNDERSTANDING POTENTIAL PROBLEMS AND CORRELATIONS BETWEEN SLEEP PATTERNS AND OTHER ACTIVITIES

After we gained understanding of people’s sleep patterns, we then tried to find out what are the potential problems that people experience and what are the correlations between those patterns (either good or bad) and other activities/habits from their daily life. As such study is on individual bases, we choose subject 8, who is a professional in financial industry, as an illustration example.

![Figure 8: Sleep Patterns of Subject 8 in 27 Days](image)

From the above figure, we can see that subject 8 was experiencing quite irregular sleep patterns. Her bedding time varied 2.5 hours across the study period with minimum sleep duration of 3.7 hours. Also she often woke up during her sleep. Lifestyle like this (disrupted sleeps) will potentially lead to more serious healthy issue in a long run for her [35].

We used as much context information as possible for the correlation study. Parameters considered are shown in Table 3.

| Parameters                  | Period                                      | Units         |
|-----------------------------|---------------------------------------------|---------------|
| Daily Steps                 | From the last wakeup time to the current bedding time | Number of Steps |
| Daily Walking Time          | From the last wakeup time to the current bedding time | Minutes       |
| Daily Running Time          | From the last wakeup time to the current bedding time | Minutes       |
| Daily Communication Time    | From the last wakeup time to the current bedding time | Minutes       |
| Daily Video Watching Time   | From the last wakeup time to the current bedding time | Minutes       |
| Daily Music Listening Time  | From the last wakeup time to the current bedding time | Minutes       |
| Daily Reading Time          | From the last wakeup time to the current bedding time | Minutes       |
| Daily Gaming Playing Time   | From the last wakeup time to the current bedding time | Minutes       |
| Lightness Level             | 2 hours before the current bedding time     | Minutes       |
| Noise Level                 | 2 hours before the current bedding time     | minutes       |
| Lists of Apps Used          | 2 hours before the current bedding time     | minutes       |
| Bedding Time                | N/A                                         | Clock Time    |
| Wake up Time                | N/A                                         | Clock Time    |
| Sleep Durations             | N/A                                         | Hours         |
| Number of Wakeups           | Between Bedding and Wakeup time             | Number        |

Table 3: Parameters Used for Correlation Study

It should be noted that for the correlation study all used data are time stamped before the current bedding time except those sleep pattern data. The rationale behind this choice is that correlation study normally doesn’t show enough information about causalities which are in fact what we need for this work. (We want to find activities/causes that lead to bad sleep patterns but not the other way around). In addition, we are fully aware that bad sleep patterns could be caused by many factors such as mood, alcohol intake amount, stress level from work, social relation problems and etc., which are not directly measureable (at least unobtrusively) at the moment. However, they can be incorporated into our framework while technologies advance further. For our study, we stick with the “effortless” principle for now and didn’t ask user to input those information manually.
Results

Figure 9: Correlations between Sleep Patterns and Other Activities/Contexts of Subject 8

The heat map in Figure 9 shows some interesting correlations about this subject as highlighted in the dashed boxes. We can see that for this particular participant, daily steps/walking time/running time show noticeable negative correlations with bedding time and number of wakeup times during sleep. This likely tells that more daily exercises could be helpful with her sleep pattern. Total daily video watching time also has negative correlations with number of wakeup time. She is less likely to wake up during night if she watches a lot of videos during the day. However, video watching time does have negative correlations with sleep duration, which indicates the more videos she watches, the less sleep she gets. Moreover, two apps she uses have significant correlations with her bedding time. Finally, sleep earlier (but only between 11PM and 12AM as cycled in Figure 8) does help with her sleep pattern as it both increases sleep duration and decreases number of wakeup times. Besides analysing activity correlations, the service also calculates the best average steps amount, bedding time, usage time for each apps that users used before sleep, (by "best", we refer to values of those parameters that correlate to longer sleep duration and less wakeup times. These values are used as guide lines for our work in later steps).

STAGE 4: DEVELOPING CONTEXT-AWARE SERVICES FOR PROMOTING BEHAVIOUR CHANGE

Based on the analysis results from the previous study, we continue on generating personalised advices for promoting people’s behaviour change using context-aware services. As discussed earlier, the key challenge is how to engage users better when they receive those advices and how we can possibly evaluate whether the advices are accepted by the users without explicitly asking for feedbacks. We designed and implemented three context-aware recommending services that are aiming at: 1> improving daily amount of steps; 2> reducing continuous screen time/app usages and 3> helping people relax before/during their sleep.

In the follow sections, we explain in details how each of the services works, the experiments that we designed and experiment results.

Service One: Nudging for More Steps

The main approach that we designed to nudging people for taking more steps is to remind them using alternative paths for their reoccurring trajectories (e.g. from home to tube station; from tube station to work and etc.). In order to automatically detect the reoccurring trajectories without requiring too much user inputs, we first need to identify all their walking routes on a single day. Figure 10 shows the basic idea.
For each day (except Saturday and Sunday as we found walking routes on these two days show large variations), we first sort all the user’s location data between his/her last wakeup time and the current bedding time. Then we cluster all location points that are connected sequentially (with regards to the location timestamps) and are within 10 metres distance. For each cluster, we calculate their central points (using KMeans); label the centrals as points of interest and use them as “break points” to separate all location data from that day into several segments. At the last, for each segment, we filter out the consecutive data points that have higher distances than a pre-set threshold (for our work, we use 150 metres, as our data collection frequency is 1 minute).

To learn reoccurring trajectories, we used all working routes from two weeks and compare the similarities between them iteratively. To measure the similarity between two walking routes, we’ve applied a much simpler method than those from the literatures [36, 37, 38]. For a pair of routes that needs to be compared, Google places service [39] is queried to obtain street name for each of the location points (house numbers and postcodes are removed and same street names for one route are discarded). The result street names are then concatenated into a larger string in the same order as the location points for each walking route. Finally, we calculate the edit distance between the two final strings and if the value is less than a pre-set threshold, the two walking routes are regarded as a same trajectory (see Figure 11).

All the reoccurring trajectories found are tagged with their starting location, end location, starting clock time, end clock time, average steps taken in between, average walking speed, map distance (obtained from Google navigation service) as well as all street names. Given these information, alternative routes (using Google Map API) that connect the same start location and end location for a reoccurring trajectory are retrieved and stored locally, so are the most probable week days and clock time (in hour) for it. A background service was implemented and runs every 15 minutes. It searches for all reoccurring trajectories for the day as well as the clock time for the immediate forthcoming one. If it finds one, it fetches the associated alternative routes and calculates steps amount for each based on the average walking speed learnt from the existing trajectory. The alternative route that costs more steps will be advised to the user. It should be noted that as a user may have multiple reoccurring trajectories on a single day, we use the one that had the “best” step amount from our correlation study as a guideline. Differences between the “best” route and sum of steps for each of the potential walking routes are calculated for selecting which alternative route should be suggested. We didn’t use the route that has the largest differences as it may has higher chance to be rejected by the end user. If no alternative route if found or one alternative route has been continuously rejected for more than 3 times, no advice will be generated for that trajectory anymore.
After an advice is generated, it is cached on the phone and only got sent when two conditions are met: 1) half an hour before the recurring trajectory is about to start; 2) while the user is using his phone. Whether a user is using the phone is detected in real time by calculating the accelerometer readings, screen on status in a 5 minutes cycle. In this way, we have more confidence that the advice is actually seen by the user. Users in our study only have two choices while they see an advice. They can either click “Okay, Let’s go” which means they accepted the advice or “No Thanks” to reject it (as shown in Figure 12.a).

**Results**

To evaluate the performance of the above service, we carried out our experiments over 20 days. The first 10 days were used to calculate recurring trajectories and the last 10 days were used to generate advices. In the experiment, we tested how many advices were seen by users and were accepted in the last 10 days against the total recurring trajectories that actually took place in the first 10 days. All participants were randomly divided into two groups of equal size of 10. In the first group users’ app, the alternative route advices were generated using our proposed approach while for the second group of users, advices were generated randomly before a recurring trajectory takes place on a day.

The results are shown in Figure 13, from which we can see that with our approach (Error! Reference source not found.a) for group one, 63.19% of alternative advices were seen by users (an advice is only considered as “seen” if it has an user feedback recorded) with acceptance rate at 41.73%. To gather ground truth on whether a user has accepted an advice or not, comparison between the actual walking routes with the suggested walking routes are conducted for each advice.
Figure 14: Total Reoccurring Trajectories VS No. of Alternative Route Advices Generated VS No. Of Accepted Advices.
For group two, (Figure 14), although similar amount of advices were generated seen by users (53.68%), the acceptance ratio is much lower at 19.09%. This confirms that even we know users activities/behaviours, when to remind them to trigger behaviour changes will affect the results significantly.

Figure 15: Step Counts Changes (without Route Change VS with Route Changes)
There is also an average 3.03% steps increasing for the first group users in 10 days as shown in Figure 15. This amount doesn’t seem to be significant at first glance. However, with our approach, if users keep accepting advices in a long run, this number will likely keep going up as the new routes that we advise always have higher step counts than the current one. The trend will continue till it coverages at some points (e.g. the longest path is taking by users, or users choose to use a shorter path constantly).

Service Two: Nudging For Less App Time Usage
Although addiction to mobile devices or apps is a well-known problem [40], most of the existing works mainly target at kids’ mobile usage control. Very limited effort work can be found for adults to the best of our knowledge. Using password to stop people using their mobile phones or pre-set a limited use time cannot effectively reduce the mobile use time for those who have less initiative. Apps that are designed this way normally end up with being uninstalled as they are very likely to disturb the normal phone usages. Instead, our work for tackling this problem focused on gentle disturbances. As shown in Figure 12.b, we developed a service that sends advices to users to remind them for breaks. The service doesn’t explicitly ask users to stop using their phones/apps, but only suggests breaks for snacks or drinks. Moreover, it doesn’t need to be pre-set for a regular repeating time or for particular apps. It learns when is the best time to send those advices, which is modelled as another classification problem. Once a user accepts the break reminder, he can also log what he has done during the break. Although the logged data such as water intake, calories are not used for this work, they are reserved for feature studies.

Results

| Modality          | Feature Variables                  |
|-------------------|-----------------------------------|
| Week Day          | Day of Week                       |
| App Package Name  | App ID                            |
| Continuous App Usage Time | (Min, Avg, Max, Std)             |
| App Start Using Time | Clock Time in Hour               |
| Total No. of the Same App Use on that Day | (Min, Avg, Max, Std) |
Random forest is adopted as the classification model using 16 features (see Table 4). Total 732 instances were collected in 10 days (sleeping hours were filtered out) from each subject (group of 10) for training. 10-folds cross validation was applied for evaluating the model. The result shows an average acceptance accuracy at 63.23% (Precision: 0.576, Recall: 0.610, F-Value: 0.59, RMSE: 90.23%).

We have to admit this result doesn’t look very promising on its own. However, while being applied in later testing stages (another 10 days for testing), it outperformed the results from random advices generation (advices are generated with irregular intervals between 30 minutes and an hour) in terms of the number of accepted advices (See Figure 16, random advice generation only received 7.3% acceptances). In addition, total app usages reduced 10.03% averagely across the 10 subjects in group one with our proposed approach as shown in Figure 17.
Service Three: Nudging For Earlier Bedding Time
The last service that we designed aims at relaxing people before they go to sleep with a “hope” that getting them relaxed earlier could make them go to bed earlier and sleep better. The service is designed as a simple game with which people can combine different sound tracks/effects into a melody that they are comfortable with. Sound effects can be added or removed one by one in real time so users are able to hear the change immediately without stopping or restarting the track. The service is ready to be triggered an hour before the “best” bedding time that’s learnt from the correlation study for each individual. Similar to the alternative route service, a pop up reminder (see Figure 12.c) appears at the time when a user is using his phone after the reminder is generated. If “go background” is clicked, the sound track keeps playing until it’s stopped by users manually or by the background service when it detects that the user is asleep. Also, using the accelerometer and lightness data, the service adjusts the sound volume down little by little. Moreover, the service automatically logs information including the combination of sound effects for every played track; length of played sound tracks; sound track playing start time/end time and how is a play terminated (by user or by service).

Results
The experiment for this service ran for another 25 days right after the sleep detection data collection periods. All subjects were aware that this service would be triggered in the evening but were not forced to play with it. Data of participants who had not used the service regularly (less than 10 minutes averagely for each use) are removed from the study. Figure 19&17 shows the change of bedding time variances, before and after service use, where we can see for people who have regularly bedding time, using this service doesn’t change the regularity much. However, for the two extreme cases (subject 8 & subject 19), the bedding time variances did reduce to a noticeable level, so are the incensemence for their sleep duration.

![Figure 18.a Bedding Time Variance and Average Sleep Duration Changes Before Service Use](image1)

![Figure 19.b: Bedding Time Variance and Average Sleep Duration Changes after Service Use](image2)

DISCUSSIONS
The work specially targets the group of people who have less disruptable lifestyle but have enough intrinsic motivation to improve their well-being. The proposed framework and associated context-aware services can be considered as extrinsic digital advisers that silently learn people’s lifestyle, discover potential unhealthy behaviour and generate advices for gradual behavioural change based on the knowledge learnt, without breaking the main life streamline of users. In short, based on the
learning carried in the early stages, the extrinsic digital adviser is able to “guess” user’s will at a particular event moment and comes up with an altered action plan which doesn’t violate user’s will dramatically. From psychological points of view, Based on the self-determination theory (and its second sub-theory: Organismic Integration Theory) [41], our work complies with and contributes to integrated regulation form of extrinsic motivation, which is the most autonomous form.

The main weakness of this work, as far as we are aware, comes from the correlation study in which we assumed that the true causalities of good/bad sleep patterns can be reflected from correlations between people’s sleep patterns and other activities. However, this is not always true. For example, although there are correlations between daily steps amount, people’s bedding time and sleep duration, increasing step amount doesn’t necessarily lead to a better sleep. Large amount of steps may be correlated with other activities that are out of our observations (at least for this study). For instance, walking long distance to workplaces and having stressed work for the whole day are two facts for a day. People may end up with better sleep because they had an exhausted working day, but not because the large amount of steps that they took. Therefore, how to find causalities of peoples’ lifestyles properly in an unobtrusive way still remains as a big challenge for now. Development of new types of wearable sensor devices, such as lightweight EEG glass, may provide measurements for good features like mood, stress level and etc. directly.

Another limitation of this work is that the number of participants involved in the study is small and half of them are university students. It’s difficult to argue whether the result from this work is representative enough for a general population with larger variety of behaviours. Although the work itself has shown its value and some interesting findings for the purpose of proof of concept, the results of some experiments (especially the last two) need to be explored further with more data. The next step for this work is to publish the android app in Google Play Store to attract more general users. This will help us to collect more data, consolidate the current experiments and elaborate more interesting findings.

The last potential problem of this work is it may lead to serious privacy concerns as a large amount of context information about a user can be discovered quite easily including where they live, where they work, their real time movement, means of transportation, their sleep patterns, apps that they use and many more. Although permissions based approaches have been applied on reducing exposure of such information, restrictions like this reduce/eliminate some useful features. This could largely affect the performances of the services developed in this research. However, such an issue exists in almost all humancentred applications or services and is out of the scope of this paper.

CONCLUSION
In this paper, we proposed a “nudging” based concept and its associated services, which aim at helping people achieve better lifestyles with less effort. We believe the work presented in this paper has the following contributions to the UbiComp, personal informatics and healthcare communities:

1> The concept of using proactive services for quantified-self applications in order to minimise people’s effort.
2> A set of proactive services which learn user behaviour automatically and use learnt knowledge to nudge peoples’ activities without requiring too much manual intervention.
3> A highly accurate unobtrusive sleep detection method through using user location based data filtering before model training and a lightweight trajectory planning method which can be used for alternative route advises for many healthcare or wellbeing based applications.

In our future work, we plan to incorporate more features into the existing study. Data for many other features have been collected through using our existing such as water amount, calories intake amount and etc. We also plan to design methods and services that learn people’s mood/stress level through unobtrusive interactions.
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