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Abstract

We study the uniqueness of higher-spin algebras which are at the core of higher-spin theories in AdS and of CFTs with exact higher-spin symmetry, \textit{i.e.} conserved tensors of rank greater than two. The Jacobi identity for the gauge algebra is the simplest consistency test that appears at the quartic order for a gauge theory. Similarly, the algebra of charges in a CFT must also obey the Jacobi identity. These algebras are essentially the same. Solving the Jacobi identity under some simplifying assumptions spelled out, we obtain that the Eastwood-Vasiliev algebra is the unique solution for $d = 4$ and $d \geq 7$. In $5d$ there is a one-parameter family of algebras that was known before. In particular, we show that the introduction of a single higher-spin gauge field/current automatically requires the infinite tower of higher-spin gauge fields/currents. The result implies that from all the admissible non-Abelian cubic vertices in $AdS_d$, that have been recently classified for totally symmetric higher-spin gauge fields, only one vertex can pass the Jacobi consistency test. This cubic vertex is associated with a gauge deformation that is the germ of the Eastwood-Vasiliev’s higher-spin algebra.
1 Introduction

There are two questions about higher-spin symmetries that are closely related via the AdS/CFT correspondence. How many higher-spin theories in $AdS_d$ do there exist? How many $CFT_{d-1}$’s with conserved currents of rank higher than two do there exist? In $AdS_d$ one starts with a quadratic Lagrangian (linear equations of motion) and try to add cubic, quartic vertices etc. deforming the gauge transformations in such a way as to make the Lagrangian (equations of motion) gauge invariant. In a $CFT_{d-1}$ with a stress-tensor and higher-spin conserved currents one constructs the corresponding charges, studies their action on operators and attempts to solve Ward identities, [1]. On both sides of the AdS/CFT correspondence the two procedures lead to severe restrictions on the spectrum of fields in $AdS_d$ and on the spectrum of operators in the $CFT_{d-1}$.

Answering both questions boils down to the purely algebraic problem of classifying higher-spin algebras. A higher-spin (HS) algebra can be viewed either as generating rigid symmetries of HS theories in $AdS_d$ or as the algebra of charges in $CFT_{d-1}$, and as such it is related to the fusion algebra of conserved HS currents.

While the question of uniqueness of higher-spin algebras was addressed long ago in $AdS_4$ by Fradkin and Vasiliev [2], an equivalent problem for $CFT_3$ was solved only recently by Maldacena and Zhiboedov [1]. In the present paper we study the problem of classifying higher-spin algebras in $AdS_d$ and solve it under certain assumptions in $d = 4$ and $d \geq 7$ with the conclusion that the higher-spin algebra that is relevant for totally-symmetric higher-spin fields in $AdS_d$, and for $CFT_{d-1}$’s with exactly conserved totally-symmetric higher-spin tensors, is unique. $AdS_5$ is a special case where one can have a one-parameter family of higher-spin algebras found in [3] and, from a different perspective, in [4]. We do not have any exhaustive classification for this case. The $d = 6$ case is not covered too due to the absence of an effective formalism that implements certain Schouten-like identities. Basically, our proof amounts to identifying the possible structures that can contribute to the commutators of generators reducing the problem to a well-known problem in deformation quantization.

Let us now outline the precise relation between AdS and CFT setups, [5], (see also [6] for some related discussions and ideas). In $AdS_d$ we have a theory whose spectrum contains the graviton and at least one higher-spin gauge field that at the free level can be described by a rank-$s$ totally-symmetric Fronsdal field [7],

$$\delta \phi_{\mu_1...\mu_s} = \nabla_{\mu_1} \xi_{\mu_2...\mu_s} + \text{permutations}.$$  \hspace{1cm} (1.1)

The boundary values of the Fronsdal field at the conformal infinity of AdS are gauge fields themselves, the Fradkin-Tseytlin conformal higher-spin fields [8], $\mu = \{a, z\}$:

$$\phi_{a_1...a_s} \bigg|_{z \to 0} = z^\Delta \tilde{\phi}_{a_1...a_s} + \ldots, \quad \delta \tilde{\phi}_{a_1...a_s} = \partial_{a_1} \xi_{a_2...a_s} + \text{permutations},$$  \hspace{1cm} (1.2)
that naturally couple to conserved tensors

\[ \Delta S = \int d^{d-1}x \, j_{a_1...a_s} \tilde{\phi}^{a_1...a_s}, \quad \partial^m j_{ma_2...a_s} = 0. \] (1.3)

According to the standard AdS/CFT dictionary \[9\text{–}11\], a conserved tensor is an operator that is dual to a bulk higher-spin gauge field. Therefore, the CFT dual theory of a higher-spin gauge theory must have conserved tensors in the spectrum in addition to the stress-tensor. For instance, the CFT stress-tensor \( j_{a_1a_2} \) can be used to construct the full set of charges corresponding to the conformal algebra \( so(d-1,2) \). This is done by contracting it with conformal Killing vectors to get conserved currents. Analogously, given a higher-spin conserved tensor \( j_{a_1...a_s} \), one can construct various conserved currents

\[ \partial^m j^s_m = 0, \quad j^s_m = j_{ma_2...a_s} K^{a_2...a_s}, \quad \text{trace free part of } (\partial^{a_1} K^{a_2...a_s} + \text{perm}) = 0, \] (1.4)

by contracting it with a conformal Killing tensor \( K_{a_2...a_s} \). The space of conformal Killing tensors of rank-(\( s-1 \)) is known \[12\] to form an irreducible representation of \( so(d-1,2) \) transforming as a tensor with the symmetry of a two-row rectangular Young diagram of length-(\( s-1 \)):

\[ K_{a_2...a_s}(x; \epsilon) = K_{a_2...a_s}^{A(s-1),B(s-1)}(x) \epsilon_A(s-1),B(s-1), A(s-1), B(s-1) : \begin{bmatrix} s-1 \end{bmatrix}, \] (1.5)

where \( K_{a_2...a_s}^{A(s-1),B(s-1)}(x) \) are fixed polynomial intertwining functions, and \( \epsilon_A(s-1),B(s-1) \) are parameters. In particular for \( s = 2 \), i.e. stress-tensor, we have \( \epsilon^A,B = -\epsilon^B,A \), whose number of components coincide with the dimension of \( so(d-1,2) \), i.e. the number of independent conformal Killing vectors.

The full set of charges associated with higher-spin conserved tensors \( j_{a_1...a_s} \) is thus labeled by conformal Killing tensors and can be constructed in a standard way by defining \((d-2)\)-forms that are Hodge duals to the conserved currents \( j^s_m \), which depend on the parameters \( \epsilon_A(s-1),B(s-1) \):

\[ Q(\epsilon) = Q^{A(s-1),B(s-1)}A(s-1),B(s-1) = \int_{\partial M_{d-1}} \Omega(\epsilon), \quad \Omega(\epsilon) = \ast j^s_m(\epsilon) dx^m. \] (1.6)

Having defined higher-spin charges one can study their action on various operators in the CFT, in particular on the conserved tensors themselves, and try to read off the constraints on the operator spectrum implied by the Ward identities. In the case of \( CFT_3 \) this was done in \[1\] with the result that the presence of at least one higher-spin conserved tensor goes in hand with the presence of infinitely many of them, whose spins range from zero to infinity, while their correlation functions admit a free field realization (either by a free boson or by a free fermion). In other words, any \( CFT_3 \) with exact higher-spin symmetry is essentially a free theory. This does not imply the triviality of the AdS-dual as the HS algebra is deformed at the interaction level and a theory may have interesting CFT-duals for different choice of boundary conditions. \[13\text{–}14\].

From a slightly different perspective the Maldacena-Zhiboedov work amounts to a classification of higher-spin algebras, i.e. the algebras that can be realized by the charges \( Q(\epsilon) \) above. The starting
is a gauge field again since $Ω$ is a closed form.

$D|_M$ the Fradkin-Tseytlin fields of eq. (1.3), which are boundary values of the Fronsdal fields. Viewing $W$ spin (including spin-2) gauge fields in AdS dual theory is to make use of one-forms cubic vertices of HS fields. It is whether this algebra is unique or not. This question turns out to be closely related to non-Abelian symmetries manifest one can couple to gauge fields the full multiplet of conserved currents associated with a conserved tensor, which is parameterized by $\epsilon_{A(s-1),B(s-1)}$ via conformal Killing tensors:

$$\Delta S = \int_{M_{d-1}} \Omega_{A(s-1),B(s-1)} \wedge \bar{W}^{A(s-1),B(s-1)} , \quad \delta \bar{W}^{A(s-1),B(s-1)} = D\xi^{A(s-1),B(s-1)} ,$$

(1.7)

$W$ has to be a one-form taking values in the same representation of the conformal algebra and it is a gauge field again since $\Omega$ is a closed form. $D$ here is the $so(d-1,2)$-covariant derivative on $M_{d-1} = \partial AdS_d$. More in detail, it is a conformal higher-spin connection studied in [15] and it contains the Fradkin-Tseytlin fields of eq. (1.3), which are boundary values of the Fronsdal fields. Viewing $\bar{W}^{A(s-1),B(s-1)}$ as a boundary value, we arrive at the conclusion that a natural way to formulate the AdS dual theory is to make use of one-forms

$$\bar{W}^{A(s-1),B(s-1)} , \quad \delta \bar{W}^{A(s-1),B(s-1)} = D\xi^{A(s-1),B(s-1)} ,$$

(1.8)

These are the higher-spin connections introduced by Vasiliev in [16] and applied later to the construction of a higher-spin theory in [17]. $D$ now is the $so(d-1,2)$-covariant derivative in $AdS_d$. The Fronsdal field (1.1) is a particular component of (1.8). Reducing a HS theory to Fronsdal fields would make most of HS symmetries non-manifest.

Analogously to charges $Q^{A(s-1),B(s-1)}$, forming an algebra as a consequence of the CFT axioms, the Vasiliev connections $\bar{W}^{A(s-1),B(s-1)}$ are gauge fields of a higher-spin algebra [12][17], which is at the core of the higher-spin theory of [17]. The question we would like to address in the present note is whether this algebra is unique or not. This question turns out to be closely related to non-Abelian cubic vertices of HS fields.

Recently [18][19] all the possible non-Abelian cubic couplings between totally-symmetric higher-spin (including spin-2) gauge fields in $AdS_d$, with $d \geq 4$ have been explicitly built and classified (see also [20][23] for the corresponding classification, in the metric-like formalism, of (non-)Abelian vertices together with the analysis of non-trivial deformations of gauge transformations). Some simplifications

\footnote{Results on cubic vertices in Minkowski space were obtained in [24][29]. See also references in [30].}
resulted from using the manifestly AdS\textsubscript{d}-covariant frame-like formalism of \cite{16}. By non-Abelian cubic vertices, we mean those which non-trivially deform the Abelian gauge algebra of the free theory. They are obviously defined up to the addition of Abelian vertices. Actually, a precise definition can be given within the BRST cohomological language and can be found in \cite{31}. The main result of \cite{18,19} is that given three totally-symmetric gauge fields with spins $s$, $s'$ and $s''$, the number of inequivalent non-Abelian vertices is given by the tensor product multiplicity

$$\text{Number of singlets in } \begin{bmatrix} s - 1 \\ s' - 1 \\ s'' - 1 \end{bmatrix},$$

i.e. by all the possible independent ways to contract two so(d - 1, 2) tensors with the Young symmetry specified above in order to form another so(d - 1, 2) tensor of the same Young symmetry type. This follows directly from the Fradkin-Vasiliev construction \cite{32–34}, where the deformations of the linearized field-strengths are of the Yang-Mills type and are constructed by adding all possible terms bilinear in the HS gauge connections \cite{18}.

$$R^s = DW^s + W^{s'} \circ W^{s''},$$

$$W^{s'} \circ W^{s''} = \text{projection onto } \begin{bmatrix} s - 1 \end{bmatrix} \text{ of } \left( W^A(s' - 1),B(s' - 1) \otimes W^A(s'' - 1),B(s'' - 1) \right).$$

Analogously, the above statement can be interpreted by saying that the number of independent non-Abelian cubic vertices is in one to one correspondence with the number of non-trivial global symmetry structure constants that can be built starting from the corresponding Killing tensors associated with massless fields, see e.g. \cite{20,28,35–37} and further comments below. A particular way of contracting indices in \cite{19} or \cite{18} is given by the Eastwood-Vasiliev algebra \cite{12,17}, which is the unique associative algebra obtained by quotienting the universal enveloping algebra of so(d - 1, 2) so as to leave generators that are irreducible so(d - 1, 2)-tensors with the symmetry of \cite{18}. One can recover the HS Lie algebra by taking the commutator as a Lie bracket. The result is Vasiliev’s simplest higher-spin Lie algebra \cite{17}.

The non-Abelian deformations that were classified in \cite{19} are uniquely associated with certain $\circ$-products, \cite{18}, i.e. they are given by linearly independent elements of the tensor product of the specific so(d - 1, 2)-modules. That the tensor product is not multiplicity free results in a number of non-Abelian cubic couplings for a fixed triple of spins. Most of the $\circ$-products define non-associative algebras. Whether a given $\circ$-product gives rise to any associative or Lie structure is irrelevant for the construction of cubic vertices. The algebraic properties of the $\circ$-products become important at the next order in perturbation, viz. quartic vertices. Indeed, it is easy to see that the non-Abelian cubic vertices which have a chance to be consistently completed by quartic ones are those for which the corresponding gauge algebra satisfies the Jacobi identity.
In this letter, we solve the Jacobi identity for all the possible \(\odot\)-products obtained in \cite{19} and show that the only solution, under assumptions that we spell out below, is the Eastwood-Vasiliev higher-spin algebra \cite{12,17}. Our assumptions are as follows:

- Since the Jacobi identity arises at the quartic level, it is necessary to require the theory to pass the cubic test first. This amounts in the frame-like formalism to the Fradkin-Vasiliev procedure \cite{32,33}. This condition can be translated in mathematical terms saying that the resulting gauge algebras at that order have an invariant norm or equivalently that there exists a non-degenerate Killing metric, so that the structure constants can be made totally anti-symmetric. On the CFT side this is equivalent to the fact that two-point correlation functions define a non-degenerate norm, whose existence implies certain mirror properties for the structure constants of the hypothetical algebra, see \cite{1};

- the algebra \(so(d-1,2)\) is a Lie subalgebra of the higher-spin algebra, and the higher-spin generators transform as tensors under the adjoint action of \(so(d-1,2)\). For a higher-spin theory in AdS this implies the presence of a graviton in the spectrum together with higher-spin fields, represented by connections \(W^{A(s-1),B(s-1)}\), that interact minimally with gravity, i.e. via the covariantization of derivatives. On the CFT side we have a stress-tensor and at least one conserved higher-spin tensor which transforms canonically under the action of the generators of the conformal algebra constructed from the stress-tensor itself;

- the higher-spin generators do not carry any additional Chan–Paton-like indices and there must be at least one higher-spin generator in the spectrum.

All together we are looking for a Lie algebra that has at least two generators — the generator \(T_{AB}\) of the conformal/AdS algebra \(so(d-1,2)\), which obeys

\[
[T_{AB}, T_{CD}] = T_{AD} \eta_{BC} + \text{permutations},
\]

and a higher-spin generator \(T_{A(s-1),B(s-1)}\) that is an irreducible \(so(d-1,2)\)-tensor with the symmetry of \(s-1\) obeying

\[
[T_{AB}, T_{C(s-1),D(s-1)}] = T_{AC(s-2),D(s-1)} \eta_{BC} + \text{permutations},
\]

i.e. gravity interacts with a higher-spin field or, in the CFT, the higher-spin conserved tensor transforms properly under the conformal algebra transformations. The Fradkin-Vasiliev condition, or the anti-symmetry of the structure constants, or the fact that the stress-tensor must appear in the OPE of two higher-spin conserved tensors implies that

\[
[T_{A(s-1),B(s-1)}, T_{C(s-1),D(s-1)}] = \gamma T_{AC} \eta_{AC} \ldots \eta_{BD} \ldots + \text{permutations} + \\
+ \text{other generators possibly},
\]

\[
\gamma \neq 0,
\]
i.e. any higher-spin field sources gravity.

The paper is organized as follows. In Section 2 we review some known results: the construction of associative HS algebras, non-Abelian deformations of gauge symmetries and the Fradkin-Vasiliev condition. In Section 3 we show that the Jacobi identity is a necessary condition that appears at the quartic level, while its necessity within CFT is obvious. In Section 4 we solve the Jacobi identity with technical details left to the Appendix. As a by-product we classify all non-Abelian parity-violating cubic vertices in $AdS_5$. An extensive discussion of the results is given in Section 5.

2 Review of previous results

2.1 Associative higher-spin algebras.

All known HS algebras, $\{12, 17, 38-40\}$, result from certain associative algebras by considering the commutator Lie subalgebra. This is because these algebras are symmetries of linear conformally-invariant equations. The algebra of symmetries of a linear equation is automatically an associative algebra. On the other hand, the best one can prove for the algebra of symmetries of nonlinear equations without any additional assumption is that the symmetry algebra is a Lie algebra. For example, from $\{12\}$, starting with a linear equation $E(\phi) = 0$, a symmetry transformation is an operator $S$ such that it maps solutions to solutions, i.e. $E \circ S(\phi) = R \circ E(\phi)$ for some other operator $R$. Provided $E$ is a linear operator, one can conclude that given two symmetries $S_1$ and $S_2$, then $S_1 \circ S_2$ is a symmetry again. However, the algebra of symmetries is not free: two symmetries $S_1$ and $S_2$ are equivalent if they differ by terms proportional to the linear equations of motion $E(\phi)$, i.e. $S_1 \sim S_2$ if $S_1 = S_2 + L \circ E$ for some $L$. Therefore, starting with an initial set of symmetries, like conformal symmetries, which are naturally associated with the generators $T_{AB}$ of the conformal algebra, one may start to multiply them, i.e. consider products of the type $T_{AB} \circ ... \circ T_{CD}$, generating certain associative algebra. This algebra must then be a quotient of the universal enveloping algebra $U(so(d-1,2))$ by the annihilator of a given module of the conformal algebra that the solution space carries.

The working example of a HS algebra (for which a full nonlinear theory is known, $\{17,41\}$ is given by the algebra of symmetries of a free conformal scalar field

$$\Box \phi(x) = 0,$$

(2.1)

for which one can check $\{12\}$ that there are the following relations among powers of $T_{AB}$

$$T_{[AB} \circ T_{CD]} \sim 0, \quad C_2 = \frac{1}{2} T_{AB} \circ T^{AB} \sim -\frac{(d-3)(d+1)}{4}, \quad T^{A}_C \circ T^{AC} \sim \frac{2}{d+1} \eta^{AA}C_2$$

(2.2)

These relations implies that $T_{A(s-1),B(s-1)} = T_{AB} \circ ... \circ T_{AB}$ transforms as an irreducible $so(d-1,2)$-tensor with the symmetry of $s \times s$. 

i.e. any higher-spin field sources gravity.
An associative HS algebra can always be obtained from $U(so(d-1,2))$ and is equivalent to certain linear conformally-invariant equations. On the other hand, the very existence of a HS algebra that is essentially a Lie algebra would correspond to a conformally-invariant nonlinear equation whose set of symmetries includes some higher derivative non-linear operators. In this case, the fact that we are searching for an algebra realized on two-row rectangular $so(d-1,2)$-Young diagrams suggests that the corresponding equation is imposed on a scalar field, while the fact the generators are traceless tensors implies that the equation has the following schematic form: $\Box \phi + \text{nonlinearities} = 0$.

Let us stress once again, that the associative HS algebra with the required spectrum is essentially unique and is reproduced by the universal enveloping construction, see e.g. [42] and references therein. So we are looking for a HS algebra that is a Lie algebra not necessarily originating from $U(so(d-1,2))$.

2.2 non-Abelian cubic vertices and $\diamond$-product

In this section we briefly review the results obtained in [19]. non-Abelian cubic couplings of HS fields are in one-to-one correspondence with possible r.h.s. of commutator $[T_{\alpha_1}, T_{\alpha_2}] = \ldots$, where $T_s \equiv T_{A(s-1),B(s-1)}$. To construct cubic vertices we used the Fradkin-Vasiliev procedure [32, 33] with the manifestly AdS covariant frame-like approach to higher spin fields [16]. In this framework a massless spin-$s$ field is described by a one-form $W^s$ taking values in the rank $2\tilde{s}$, $\tilde{s} := s - 1$, traceless tensors of $so(d-1,2)$ and possessing the symmetry of a two-row rectangular Young tableau

$$ W^s \leftrightarrow W^{A(s-1),B(s-1)}, \quad W^{A(s-1),AB(s-2)} = 0 = W^{A(s-2)B,B(s-1)}. \quad (2.3) $$

Following [17], it is convenient at this point to introduce a set of $2(d+1)$ bosonic oscillators $Y^{A}_{\alpha}, \alpha = 1,2$ and contract them with tensor indices we deal with. This will enable us to replace manipulations with tensors by manipulations with corresponding generating functions. For example, the spin $s$ field will be encoded by a polynomial of degree $2\tilde{s}$

$$ W^{\tilde{s}}(Y) := \frac{1}{(s-1)!(s-1)!} W^{A(s-1),B(s-1)} Y^{1}_{A} \ldots Y^{1}_{A} Y^{2}_{B} \ldots Y^{2}_{B}. \quad (2.4) $$

The main feature of the $Y$-oscillators is that they can also be used to realize the $\mathfrak{sp}(2)$ algebra [17],

$$ [K_{\alpha\beta}, K_{\gamma\delta}] = \epsilon_{\gamma(\alpha} K_{\beta)\delta} + \epsilon_{\delta(\alpha} K_{\beta)\gamma}, \quad (2.5) $$

where

$$ K_{\alpha\beta} := \frac{i}{2} \left( Y^{A}_{\alpha} \frac{\partial}{\partial Y^{\beta A}} + Y^{A}_{\beta} \frac{\partial}{\partial Y^{\alpha A}} \right). \quad (2.6) $$

---

6Our convention is that all indices belonging to a group of symmetric (or to be symmetrized) indices are denoted by the same letter. The number of symmetric (to be symmetrized) indices is indicated in brackets. The indices that belong to different groups of symmetric indices are separated by comma.
Indices of $sp(2)$ can be raised and lowered by the $sp(2)$-invariant symbol $\epsilon^{\alpha \beta} = -\epsilon^{\beta \alpha}$ according to the rule $Y^\alpha = \epsilon^{\alpha \beta} Y_\beta$, $Y_\alpha = Y^\beta \epsilon_{\beta \alpha}$ where $\epsilon^{12} = 1 = \epsilon_{12}$. With this notation, the condition that $W^s$ is a two-row rectangular Young diagram amounts to

$$[K_{\alpha \beta}, W^s(Y)] = 0,$$

(2.7)
or, in other words, to the statement that higher spin fields are described by $sp(2)$ singlets.

It was shown that the classification of non-Abelian cubic vertices amounts to the classification of all bilinear products denoted by $\diamond$ that act within a set of two-row rectangular Young diagrams:

$$\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}
\end{array} \diamond \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}
\end{array} = \bigoplus_k N_{\tilde{m},\tilde{n}}^k \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\cdot
\end{array}
\end{array}
\end{array}.
\end{array}$$

(2.8)

In other words, having two tensors of shapes as above, we should study all the independent index contractions that result in rectangular Young diagrams. $N_{\tilde{m},\tilde{n}}^k$ are the multiplicities, which can be greater than one. Resorting to the generating function language, we represent them by generating functions $f^{\tilde{m}}(Y)$ and $g^{\tilde{n}}(Z)$ both being $sp(2)$ singlets. Then, the elementary contraction is given by

$$\tau^{\alpha \beta}_{YZ} := \frac{\partial^2}{\partial Y_2^A \partial Z_{A\beta}},$$

which should be followed by setting $Y = Z$ after all derivatives have acted on the corresponding generating functions. Other contractions can be obtained as polynomials in $\tau$. To produce a contraction that satisfies (2.8) all the $sp(2)$-indices of $\tau$ should be contracted in a $sp(2)$ covariant way. According to [19], the linearly independent set of contractions satisfying (2.8) is given by the polynomials

$$f^{\tilde{m}}(Y) \diamond g^{\tilde{n}}(Y) = B_{\tilde{m},\tilde{n}}(s_{YZ}, p_{YZ}) f^{\tilde{m}}(Y) g^{\tilde{n}}(Z) \bigg|_{Z=Y}, \quad B_{\tilde{m},\tilde{n}}(s,p) = \sum_{\alpha,\beta} \delta_{\tilde{m},\tilde{n}} \frac{p^{\alpha,\beta}}{s^{\alpha,\beta}},$$

(2.9)
of generating elements $s$ and $p$

$$s_{YZ} := \tau^{\alpha \beta}_{YZ} \epsilon_{\alpha \beta} \equiv \frac{\partial^2}{\partial Y_1^A \partial Z_2^A} - \frac{\partial^2}{\partial Y_2^A \partial Z_1^A},$$

(2.10)

$$p_{YZ} := \det (\tau^{\alpha \beta}_{YZ}) \equiv \frac{\partial^2}{\partial Y_1^A \partial Z_1^B} \frac{\partial^2}{\partial Y_2^B \partial Z_2^A} - \frac{\partial^2}{\partial Y_1^A \partial Z_2^B} \frac{\partial^2}{\partial Y_2^B \partial Z_1^A},$$

(2.11)
such that the degrees $\alpha$ and $\beta$ of its terms $p^{\alpha,\beta}$ satisfy

$$\alpha + \beta \leq \text{min}(\tilde{m}, \tilde{n}).$$

(2.12)
The latter requirement stems from the fact that contractions $p^{\alpha,\beta}$ with $\alpha + \beta > \text{min}(\tilde{m}, \tilde{n})$ prove to be linearly dependent of contractions $p^{\gamma,\delta}$ with $\gamma + \delta \leq \text{min}(\tilde{m}, \tilde{n})$ and $\alpha + 2\beta = \gamma + 2\delta$. With indices made explicit, one $s$ and one $p$ contractions correspond to

$$W^{\tilde{m}} s W^{\tilde{n}} A^{(\tilde{m}+\tilde{n}-1), B(\tilde{m}+\tilde{n}-1)} = W A^{(\tilde{m}-1), M, B(\tilde{m})} W^{A(\tilde{n}), M, B(\tilde{n})} - W A^{(\tilde{m}), M, B(\tilde{n}-1) M, B(\tilde{n})} W A^{(\tilde{n}-1), M, B(\tilde{n})}$$

(2.13)
The multiplicity \( N^k_{\hat{m}, \hat{n}} \) of the tensor product depends on \( d \) and for \( d \geq 4 \) is given by (without loss of generality we can order spins \( \hat{m} \leq \hat{n} \leq \hat{k} \))

\[
N^k_{\hat{m}, \hat{n}} = N^\hat{n}_{\hat{m}, \hat{k}} = N^\hat{k}_{\hat{n}, \hat{m}} = \begin{cases} 
1 + \left \lfloor \frac{\hat{m} + \hat{n} - \hat{k}}{2} \right \rfloor (1 - \delta_{d,4}), & \hat{m} + \hat{n} \geq \hat{k}; \\
0, & \text{otherwise.}
\end{cases}
\] (2.14)

For \( d = 5 \) one can add certain parity-violating couplings, which are discussed in Section 4.5.

The most serious drawback of the above approach is the necessity for the trace projector. Indeed, even if making use of \( s \) and \( p \) structures guarantees that the resulting tensor has the required Young symmetry properties, it is not traceless in general. In order to project onto a traceless tensor one has to act with the corresponding extremal projector, which is quite complicated. The 4\( d \) case, as we discuss below, can be attacked directly thanks to the isomorphism \( \text{so}(3,2) \sim \text{sp}(4) \) and suitable oscillator variables, while within the \( d \)-dimensional setup we solve Jacobi on the space of traceful tensors. This our main simplifying assumption and we comment on this issue in Section 5.

As anticipated, the above frame-like analysis has a counterpart within the ambient metric-like approach of \[20\]. This can be appreciated by restricting the deformed gauge transformations induced by the cubic vertices to the subspace of Killing tensors \( E^\delta(Y) \) associated with metric-like massless HS fields, with the identification \( Y_1 = U, \ Y_2 = X \). Here, \( X \) is the ambient space coordinate while \( U \) is an auxiliary ambient variable encoding the tensor indices of the corresponding metric-like fields as

\[
E^\delta(X, U) = \frac{1}{s!} E^\delta_{M_1 \ldots M_s}(X) U^{M_1} \cdots U^{M_s}.
\] (2.15)

For Killing tensors, satisfying the condition

\[
U \cdot \partial_X E^\delta(X, U) = 0,
\] (2.16)

besides the tangentiality and homogeneity conditions

\[
X \cdot \partial_U E^\delta(X, U) = 0, \quad (X \cdot \partial_X - U \cdot \partial_U) E^\delta(X, U) = 0,
\] (2.17)

one recovers indeed the general solution

\[
E^\delta(X, U) = \frac{1}{s!} E^\delta_{N_1 \ldots N_s; M_1 \ldots M_s} X^{N_1} \cdots X^{N_s} U^{M_1} \cdots U^{M_s}.
\] (2.18)

where the traceless constraints follows from the ambient Fierz system

\[
\Box E^\delta(X, U) = 0, \quad \partial_U \cdot \partial_X E^\delta(X, U) = 0, \quad \partial_U \cdot \partial_U E^\delta(X, U) = 0.
\] (2.19)

The above Killing tensors, by the ambient construction, are in one-to-one correspondence with the one-form \( W^\delta(Y) \) and satisfy the same \( \text{sp}(2) \)-singlet conditions \[24\]. Here, any tensor contraction

\footnote{Not to mention the fact, as we did in \[19\], that the multiplicity of \( \diamond \)-product gives the multiplicity of all the possible non-Abelian deformations \[29\] in Minkowski space.}
in eq. (2.9) between gauge parameters defines a (metric-like) Killing tensor algebra and the result of [19] can be interpreted saying that the number of independent non-Abelian couplings is in one-to-one correspondence with the number of independent structure constants for the corresponding Killing tensors.

2.3 Fradkin-Vasiliev (invariant-normed algebra) condition

It is easy to see that a contraction

\[ b_{h,m}^{\alpha,\beta} p^{\alpha} s_{\beta}, \]  

(2.20)

acting on tensors of ranks 2\(m\) and 2\(n\) produces a tensor of rank 2\(k\) with \(k = n + m - 2\alpha - \beta\). The analysis of consistency conditions for non-Abelian cubic vertices (Fradkin-Vasiliev condition) shows that a term (2.20) should be accompanied by a term

\[ b_{k,n}^{\alpha',\beta'} p^{\alpha'} s_{\beta'}, \]  

(2.21)

where \(\alpha' = n - \alpha - \beta\) and \(\beta' = \beta\). It maps tensors of ranks 2\(k\) and 2\(n\) to rank 2\(m\) tensor. Moreover, the Fradkin-Vasiliev condition imposes that

\[ \frac{a(k)}{(\alpha + \beta + 1)} b_{h,m}^{\alpha,\beta} \alpha! \beta! = \frac{a(m)}{(\alpha' + \beta' + 1)} b_{k,n}^{\alpha',\beta'} \alpha'! \beta'! , \]  

(2.22)

where \(a(k)\) and \(a(m)\) are normalization constants that one can always introduce in front of the quadratic parts of the actions for spin \(k\) and spin \(m\) fields. This condition can be thought of as an invariant norm condition for \(\diamond\) algebra, [19].

We will not need its precise form in the following. What will be essential is just the fact that nonzero \(b_{h,m}^{\alpha,\beta}\) implies nonzero \(b_{k,n}^{\alpha',\beta'}\). Let us also note, that due to an ambiguity mentioned above, the same term (2.21) can have different appearances. For the Fradkin-Vasiliev condition to be satisfied it is enough that (2.21) is present in any of its forms, not necessarily satisfying (2.12).

Roughly speaking, the Fradkin-Vasiliev condition implies that the quadratic on-shell action can be represented as trace \(\int Tr(R \wedge R)\), where the trace is with respect to the HS algebra and \(R = DW\) is the linearized field-strength for the multiplet \(W\) of HS connections associated with a given algebra. Then one can prove that the action remains gauge-invariant at the cubic level, i.e. when the linearized \(R\) is replaced with (1.10) and the gauge transformations are properly deformed.

3 Jacobi identity

In this section we recall some basic facts about consistent deformations of a free gauge theory, and refer to [31, 43, 44] for more details. In particular, we want to recall that the associativity of the infinitesimal gauge transformations implies the Jacobi identity for the gauge algebra, which appears at the second order in deformation.
**Perturbative deformations** Using De Witt’s condensed notation, whereby summation over indices also implies integration over spacetime, one considers a gauge-invariant action \( S[\{\varphi^i\}; g] \) for a set of gauge fields \( \{\varphi^i\} \) that propagate and interact in a given maximally symmetric background with metric \( g_{\mu\nu} \), and where \( g \) denotes a (set of) deformation parameter(s), such that in the limit \( g \to 0 \) the action \( S[\{\varphi^i\}; g] \) smoothly reduces to a positive sum of quadratic actions \( S^i_0[\varphi^i] \), one for each field \( \varphi^i \):

\[
\lim_{g \to 0} S[\{\varphi^i\}; g] = \sum_i S^i_0[\varphi^i].
\]  

(3.1)

The action \( S[\varphi^i; g] \) is invariant, \( \delta_e S = 0 \), under the gauge transformations \( \delta_e \varphi^i = R^i_\alpha e^\alpha \), and the gauge algebra reads

\[
\left( \delta_{\epsilon_2} \delta_{\epsilon_1} - \delta_{\epsilon_1} \delta_{\epsilon_2} \right) \varphi^i = \left( R^i_\alpha f^\alpha_{\beta\gamma} + \frac{\delta S}{\delta \varphi^i} M^iji \right) \epsilon^\beta_1 \epsilon^\gamma_2, \quad \text{where}
\]

\[
f^\alpha_{\beta\gamma} = -(1)^{\text{deg}(\beta)\text{deg}(\gamma)} f^\alpha_{\gamma\beta}, \quad M^iji = -(1)^{\text{deg}(\beta)\text{deg}(\gamma)} M^j_{\beta\gamma}.
\]  

(3.2)

Expanding the left-hand side and using the fact that the gauge parameters are arbitrary functions, one obtains

\[
R^j_\beta \frac{\delta R^i_\alpha}{\delta \varphi^j} = 2 R^i_\alpha f^\gamma_{\beta\alpha} + 2 \frac{\delta S}{\delta \varphi^j} M^ji.
\]  

(3.3)

Expanding all the relevant quantities in powers of the deformation parameter(s) \( g \) and taking into account that the free action possesses an Abelian gauge symmetry algebra,

\[
\delta_e \varphi^i = \delta^{(0)} \varphi^i + g \delta^{(1)} \varphi^i + g^2 \delta^{(2)} \varphi^i + \ldots = \left( R^{(0)i}_\alpha + g R^{(1)i}_\alpha + g^2 R^{(2)i}_\alpha + \ldots \right) e^\alpha,
\]  

(3.4)

\[
f^\gamma_{\beta\alpha} = 0 + g f^{(1)\gamma}_{\beta\alpha} + g^2 f^{(2)\gamma}_{\beta\alpha} + \ldots,
\]  

(3.5)

one obtains

\[
R^{(0)j}_\beta \frac{\delta R^{(1)i}_\alpha}{\delta \varphi^j} = 2 R^{(0)i}_\gamma f^{(1)\gamma}_{\beta\alpha}.
\]  

(3.6)

The absence of on-shell closure terms is a consequence of the fact that the first-order deformations of the Lagrangian density are cubic in the fields, and therefore both sides of the previous equation must be independent of the gauge fields. In [19], the quantities \( f^{(1)\gamma}_{\beta\alpha} \) for totally symmetric higher-spin gauge fields in the frame-like and manifestly \( AdS_q \)-covariant formalism were classified, and part of the quantities \( R^{(1)i}_\alpha \) that are responsible for the non-Abelian gauge algebra deformation \( f^{(1)\gamma}_{\beta\alpha} \) were also given therein (see [23] for the metric-like analysis).

At the next order in the deformation parameter \( g \), the closure of the gauge algebra [33] gives

\[
R^{(1)j}_\beta (\delta R^{(1)i}_\alpha) / \delta \varphi^j + R^{(0)j}_\beta \delta R^{(2)i}_\alpha / \delta \varphi^j = R^{(1)i}_\gamma f^{(1)\gamma}_{\beta\alpha} + R^{(0)i}_\gamma f^{(2)\gamma}_{\beta\alpha} + \delta S^0_\alpha M^{(0)ji}. 
\]
Taking the linearized gauge transformation $\delta^{(0)}$ of this equation, performing the complete (graded) antisymmetry over the free indices corresponding to the three gauge parameters and using (3.6), one derives

$$R^{(0)}_{\mu \nu} f^{(1)}_{\sigma} \delta^{(1)}_{\alpha \beta} (\delta R^{(1)}_{\alpha \beta} / \delta \varphi^j) = R^{(0)}_{\mu \nu} f^{(1)}_{\sigma} \delta^{(1)}_{\alpha \beta} + R^{(0)}_{\mu \nu} f^{(1)}_{\sigma} R^{(0)}_{\gamma \delta} \delta f^{(2)}_{\beta \alpha} / \delta \varphi^j ,$$  

(3.7)

where the terms proportional to $R^{(2)}_{\mu \nu}$ drop out because $R^{(0)}_{\mu \nu} R^{(0)}_{\gamma \delta} \equiv 0$. Using Eq. (3.6) again on the left-hand side of the above equation, one obtains

$$2 R^{(0)}_{\mu \nu} f^{(1)}_{\sigma} \delta^{(1)}_{\alpha \beta} (\delta f^{(2)}_{\beta \alpha} / \delta \varphi^j) = R^{(0)}_{\mu \nu} f^{(1)}_{\sigma} R^{(0)}_{\gamma \delta} \delta f^{(2)}_{\beta \alpha} / \delta \varphi^j .$$

(3.8)

Discarding an irrelevant constant term, this yields the Jacobi condition we were looking for:

$$f^{(1)}_{\sigma} \delta^{(1)}_{\alpha \beta} (\delta f^{(2)}_{\beta \alpha} / \delta \varphi^j) = \frac{1}{2} R^{(0)}_{\mu \nu} f^{(1)}_{\sigma} R^{(0)}_{\gamma \delta} \delta f^{(2)}_{\beta \alpha} / \delta \varphi^j .$$

(3.9)

We note that this equation can be derived more elegantly using the cohomological reformulation of the consistent deformation procedure, and was used in the higher-spin context in [29, 36, 45–47]. The presence of a non-vanishing right-hand side is a common feature of higher-spin gauge fields in the metric-like formulation and is easily recognized as a linearised gauge transformation.

An advantage of the frame-like formalism used in [19], namely, the MacDowell-Mansouri-Stelle-West-Vasiliev formalism, is that the right-hand side of the above equation is zero, since the quantities $f^{(1)}_{\sigma \alpha \beta}$ are purely algebraic (they do not act as differential operators), whereas the operators $R^{(0)}_{\mu \nu}$ do act as a differential. This is to be contrasted with the metric-like formulation of higher-spin fields where the equivalent quantities $f^{(1)}_{\gamma \alpha \beta}$ act as differential operators, see e.g. [29, 45–48].

In the metric-like formalism, it is nevertheless possible to draw a link with the frame-like one and look at a simplified problem by restricting the attention to the subspace of Killing tensors of the free theory, as described above. In such a case, the right-hand side of (3.9) vanishes identically, independently of the formalism used to describe the theory. The resulting metric-like conditions can then be rephrased as the “formalism-independent” requirement that the rigid-symmetry algebra has to be a Lie algebra. In the following, we will impose the condition (3.9) as a restriction on all the possible $f^{(1)}_{\gamma \alpha \beta}$’s that we have classified in [19], and see which of them pass the Jacobi-identity test.

4 Solving Jacobi

In this Section we solve the Jacobi identity for a $\circ$-commutator

$$[f^m, g^n]_\circ = f^m \circ g^n - g^n \circ f^m = C_{\mu \nu} (s Y Z, p Y Z) f^m (Y) g^n (Z) |_{Y = Z} .$$

(4.1)
In what follows, equating the arguments after the contractions have been performed, like \( Y = Z \) in the above formula, will be implicit for brevity. We will also use a power series decomposition

\[
C_{\hat{n},k}(s,p) = \sum_{i,j}^{\hat{n},k} \frac{s^i p^j}{i! j!}.
\]

(4.2)

First, as a warm-up exercise we will solve the problem with the simplifying assumption that the structure function \( C \) does not depend on the spins of the fields it acts upon. The general case is more technical. It is presented in the Appendix.

The basic contractions \( s \) and \( p \) introduced previously have the following symmetry properties under the exchange of arguments:

\[
s_{YZ} = -s_{ZY}, \quad p_{YZ} = p_{ZY}.
\]

(4.3)

The partial derivatives are distributive under replacing one of the factors with a product of two other factors, which gives

\[
f(X)\tau_{XY}g(Y)h(Y) = f(X)(\tau_{XY} + \tau_{XZ})g(Y)h(Y).
\]

(4.4)

This entails distributivity properties for \( s \) and \( p \)

\[
f(X)s_{XY}g(Y)h(Y) = f(X)(s_{XY} + s_{XZ})g(Y)h(Y),
\]

(4.5)

\[
f(X)p_{XY}g(Y)h(Y) = f(X)(p_{XY} + p_{XZ} + \tau_{XY} \cdot \tau_{XZ})g(Y)h(Y),
\]

(4.6)

where we find a new \( sp(2) \)-invariant contraction involving three tensors \( \tau_{XY} \cdot \tau_{XZ} := \tau^{\alpha\beta}_{XY} \tau^{\gamma\delta}_{XZ} \varepsilon_{\beta\gamma} \varepsilon_{\alpha\delta} \). As a consequence, there is a normal distributivity for \( s \), as it is linear in each of the derivatives. The distributivity for \( p \) is however violated by an extra term.

The antisymmetry of a commutator together with (4.3) implies

\[
C(s,p) = -C(-s,p).
\]

(4.7)

Once \( C \) is known, the \( s \)-odd part of \( B \) in (2.9) is also fixed

\[
b_{i,j}^{k,\alpha} = \frac{1}{2}c_{i,j}^{k,\alpha}, \quad j \text{ odd},
\]

(4.8)

while the \( s \)-even part remains undetermined.

The Jacobi identity then reads

\[
\left[ C(s_{XY} + s_{XZ},p_{XY} + p_{XZ} + \tau_{XY} \cdot \tau_{XZ})C(s_{YZ},p_{YZ}) - \\
C(s_{YZ} - s_{XY},p_{YZ} + p_{XY} + \tau_{YZ} \cdot \tau_{XY})C(s_{XZ},p_{XZ}) - \\
C(s_{XZ} + s_{YZ},p_{XZ} + p_{YZ} + \tau_{XZ} \cdot \tau_{YZ})C(s_{XY},p_{XY}) \right] f(X)g(Y)h(Z) = 0.
\]

(4.9)

We observe immediately that each of the three types of linearly independent \( \tau \cdot \tau \) contractions appears only in one term and thereby if present cannot be cancelled. So, the only way to satisfy Jacobi identity...
is when $C(s,p)$ is $p$-independent, see however comments in Section. Then, denoting $\{s_{XY}, s_{ZX}, s_{YZ}\}$ as $\{x,y,z\}$ for brevity, and omitting $f$, $g$ and $h$, we obtain

$$C(x - y)C(z) + C(z - x)C(y) + C(y - z)C(x) = 0.$$  \hfill (4.10)

To solve it we first act with $\partial_z$ and put $z = 0$ afterwards getting

$$C(x - y)C'(0) = -C'(x)C(y) + C(x)C'(y).$$  \hfill (4.11)

Assuming that $C'(0) = 0$ we find that $C'(x)/C(x) = \text{const} = \alpha$, which implies $C(x) = \gamma e^{\alpha x}$, and is incompatible with the original assumption. So, $C'(0) \neq 0$. Acting on (4.11) with $\partial_y$ and setting $y = 0$ we find

$$C(x)C''(0) = 0 \implies C''(0) = 0.$$  \hfill (4.12)

On the other hand, by acting on (4.11) with $\partial_y^2$ and setting $y = 0$ we obtain

$$C''(x)/C(x) = C''(0)/C'(0).$$  \hfill (4.13)

There are two cases: $C''(0) = 0$ and $C''(0) \neq 0$. Taking into account that $C(x)$ is odd, the general solution reads

$$C(x) = \gamma x, \quad \text{if} \quad C''(x) = 0,$$

$$C(x) = \gamma \sinh(\alpha x), \quad \text{if} \quad C''(x) \neq 0.$$  \hfill (4.14)

(4.15)

The second solution is the Lie algebra associated to the Moyal product. The first one is Poisson bracket, that results from the Moyal commutator in the limit $\alpha \to 0$ with $\alpha \gamma$ fixed.

Let us note that the Poisson algebra does not satisfy the Fradkin-Vasiliev condition in $d \geq 4$, which was mentioned already in \cite{32}. Indeed, the $\diamond$-commutator contains $c^{0,1}_{n,1} \neq 0$. Non-zero value of this coefficient is responsible for the correct transformation properties of the spin $m$ field under $so(d-1,2)$. It then implies that the $\diamond$ product contains non-zero $b^{0,1}_{n,1}$. Then, the Fradkin-Vasiliev condition requires that either $b^{\hat{n}-1,1}_{n,\hat{n}}$ or one of its forms should be non-zero. However, all the coefficients $c^{\hat{n}-1-a,1+2a}_{n,\hat{n}}$ are zero for the Poisson solution. Hence the consistency condition cannot be satisfied. On the contrary, for the Moyal product $b^{0,2\hat{n}-1}_{n,\hat{n}} \neq 0$, and the Fradkin-Vasiliev condition is fulfilled. Roughly-speaking, the Poisson bracket contracts one pair of indices and cannot reproduce (1.13) that requires $2s - 1$ pairs of indices to be contracted.

Note that, in the context of deformation quantization, the uniqueness of the Moyal bracket on phase-space is a fairly well-known result, so that if one asks that $C(s,p)$ start with $C(s,p) = \alpha s + \ldots$ and satisfy the Jacobi condition, then the unique result, up to ordering freedom is the Moyal bracket, see e.g. \cite{49,55} where we recommend the beautiful book \cite{55} for extensive references and very pedagogical exposition of quantum mechanics on phase space.
Till now the analysis has been carried out independently of the dimension of $AdS_d$. However, depending on the dimension $d$ it is well known that the appearance of Schouten identities of the form

$$I_d : \delta_{b_1}^{[a_1} \cdots \delta_{b_{d+1}}^{a_{d+1}]}_d \equiv 0,$$

might produce further sporadic solutions. In the following we analyze all possible cases in which the above identities may or are known to play a rôle when solving the Jacobi identity. We shall see that our analysis is valid and directly applicable only in $d = 4$ and $d > 6$.

### 4.1 Two- and three-dimensional cases

Our arguments cannot be easily applied to two- and three-dimensional cases due to the appearance of the fundamental Schouten identities $I_2$ and $I_3$, (4.16). The latter can play a rôle both at the level of cubic couplings and at the level of the Jacobi identity. For instance, it is well known that for $d \leq 3$ two derivative couplings involving higher-spin fields do exist, radically modifying the cubic coupling classification itself. In these cases, however, key simplifications come from the fact that one can automatically take into account such Schouten identities by noticing that the corresponding AdS algebras can be realized as $so(1, 2) \sim sp(2)$ and as $so(2, 2) \sim sp(2) \oplus sp(2)$, respectively. Using the latter isomorphisms, one can then find one-parameter families of algebras $hs(\nu)$ and $hs(\nu) \oplus hs(\nu)$ that are defined as quotients of the universal enveloping algebra of $sp(2)$ by the two-sided ideal generated by the Casimir operator:

$$hs(\nu) = U(sp(2)) / (C_2 - \nu).$$

### 4.2 Four-dimensional case

In $d = 4$, two-derivative couplings involving higher-spins cease to exist but the list of vertices is much shorter than in higher dimensions due to the fundamental Schouten identity $I_4$, (4.16). As in $d = 2, 3$, it is however more convenient to automatically take care of the above identity exploiting spinorial representations and taking advantage of the isomorphism $so(3, 2) \sim sp(4)$. Indeed, the irreducible representations of $so(3, 2)$ defined by two-row rectangular Young diagrams turn out to be equivalent

---

9 Without loss of generality one can concentrate on singlet identities, which are generated by contracting all the indices of (4.16) in order to get a scalar quantity. In (4.16) one can reinstall the three gauge parameters $\epsilon^\alpha, \eta^\beta, \xi^\gamma$ and further contract with $k_{\alpha \lambda} \zeta^\lambda$, for $k_{\alpha \lambda}$ the components of the invariant metric. This is possible since, both at the cubic and at the quartic level using the invariant norm, one can deal only with scalar quantities. Moreover, any other tensor identity can be recovered from the scalar ones using the properties of the tensor product.

10 Notice that the vanishing of the Weyl tensor as well as all similar $d=2,3$ identities can be generated from them.

11 For instance, among the other things, one can prove that the Schouten bracket, that is generically inconsistent in $d > 4$, satisfies the Fradkin-Vasiliev conditions in $d = 3$. See e.g. ref [46] where Schouten identities played a central rôle in the context of cubic vertices and Jacobi identities for HS fields in flat background.
to totally-symmetric tensors of $sp(4)$:

$$so(3, 2) : \begin{array}{c} k \\ \end{array} \iff sp(4) : \begin{array}{c} 2k \end{array}. \quad (4.18)$$

Notice also that symmetric tensors of $sp(4)$ are automatically irreducible, since the $sp(4)$ metric tensor $C^{\Lambda \Omega}$, $\Lambda = 1, \ldots, 4$, is antisymmetric. Therefore, by working within the $sp(4)$ language, we actually automatically restrict the algebra to traceless tensors without the need of considering projectors.

More concretely, the tensor product in the class of totally-symmetric tensors of $sp(4)$ is multiplicity free, (2.14), i.e. given three spins $s_1$, $s_2$, $s_3$ there can be at most one non-Abelian vertex. Back to the $so(3, 2)$ language, the $p$-contraction disappears as an independent object due to eq. (4.16), making clear why there is only one non-Abelian vertex possible for given three spins.

In order to work with $sp(4)$, instead of the auxiliary doublet $Y^A_\alpha$, we need a singlet $Y^\Lambda$ which is a vector of $sp(4)$,

$$W(Y) = \frac{1}{(2s - 2)!} W^{\Lambda (2s-2)} Y_\Lambda \ldots Y_\Lambda. \quad (4.19)$$

Hence, one can see that there is only one elementary contraction

$$\tau_{YZ} = \frac{\partial}{\partial Y^\Lambda} C^{\Lambda \Omega} \frac{\partial}{\partial Z^\Omega}, \quad (4.20)$$

that obeys the same properties as the $s$-contraction, i.e. it is distributive. In vectorial notations $\tau_{YZ}$ is the same as the $s$ contraction of Section 2.2. Therefore, when solving the Jacobi identity, one can proceed as in the case of arbitrary $d$ with the result that the 4d HS algebra is unique and comes from the associative Moyal-Weyl $\star$-product,

$$f(Y) \star g(Y) = f(Y) \exp(\alpha \tau_{YZ}) g(Z)|_{Z=Y}. \quad (4.21)$$

This algebra underlies the Vasiliev 4d theory [41] and was originally found in [2] solving directly the Jacobi identity using the Lorentz-covariant basis of $sp(2) \oplus sp(2) \subset sp(4)$.

Let us comment on the degeneracy that occurs in $CFT_3$. While in dimension greater than three the spectra of the single trace operators in bosonic and fermionic free vector models are different, [40], they almost coincide in three dimensions. The OPE’s $\phi \times \phi$ and $\psi \times \psi$ contain conserved tensors of all (even) ranks. The only difference is in the scalar operator $j_0$ that has weight one and two for the bosonic and fermionic vector models, respectively. In addition, the Casimir operators of the free conformal scalar and fermion are the same, $C_2 = -5/4$. Therefore, the universal enveloping construction yields identical HS algebras in both cases, which can be realized as the algebra of even functions of $Y^\Lambda$ under the product (4.21). All that being said, the sole 4d-HS algebra admits two fundamental representations: free scalar and free fermion, which was observed at the level of correlation functions in [1].
4.3 Five-dimensional case

In 5d the Schouten identity $I_5$, \cite{11,16} does play a role at the cubic level allowing for a parity-violating vertices that we discuss below and it does play a role for the Jacobi identity that is a quartic object for which the number of different groups of symmetrized indices is 8. In $d = 5$ however one can benefit from the isomorphism between $so(4,2)$ and $su(2,2)$ and implement automatically the above identities using the spinor oscillators $b^{\alpha}$ and $a_\alpha$, transforming in the fundamental and the conjugated fundamental representations of $su(2,2)$, respectively, \cite{16,59–61}. It proves that an $so(4,2)$ irreducible tensor of shape $s-1$ can be represented by an $su(2,2)$-tensor with $s−1$ vector and $s−1$ covector indices:

$$W^{A(s-1),B(s-1)} \rightarrow W^{\alpha(s-1)};_{\beta(s-1)} W^{\alpha(s-2)\gamma};_{\beta(s-2)\gamma} \equiv 0 \quad (4.22)$$

which is symmetric in each set of indices. In addition it must be traceless. The necessity for the trace constraint complicates the 5d story. Fortunately, the trace projector in $su(2,2)$ basis is the $sp(2)$-extremal projector, which is simpler than the $sp(4)$-extremal projector needed for general $d$.

It is natural to combine higher spin fields into generating functions as

$$W^\hat{s}(a,b) := \frac{1}{(s-1)!(s-1)!} W^{\alpha(s-1)};_{\beta(s-1)} a_\alpha b_\beta \quad (4.23)$$

Starting with two generating functions $f^m(a,b)$ and $g^n(c,d)$ one can construct two basic contractions

$$u_{(ab)(cd)} := \frac{\partial^2}{\partial a_\alpha \partial c_\beta} , \quad v_{(ab)(cd)} := \frac{\partial^2}{\partial b_\beta \partial d_\gamma} \quad (4.24)$$

that both close in the space of higher spin generators, i.e. the result of their action is a sum of terms each being of the form \eqref{4.22}, while the following combinations

$$s_{(ab)(cd)} := u_{(ab)(cd)} - v_{(ab)(cd)} , \quad t_{(ab)(cd)} := u_{(ab)(cd)} + v_{(ab)(cd)} \, , \quad (4.25)$$

have the following symmetry properties under the exchange of arguments

$$s_{(ab)(cd)} = -s_{(cd)(ab)} , \quad t_{(ab)(cd)} = t_{(cd)(ab)} \, . \quad (4.26)$$

The appearance of the $t$-contraction corresponds in vectorial $so(6)$-notation to the following basic contraction

$$W^{A(s_1-2)U,B(s_1-2)U} \epsilon_{UVVV}^{AB} W^{A(s_2-2)V,B(s_2-2)V} \, , \quad (4.27)$$

which is a 'square root' of the $p$-contraction. Notice that in contrast to the $p$-contraction, the $t$-contraction obeys the distributivity property, hence simplifying the structure of the jacobiator \cite{419}.

Finally, the general expression for a $\circ$-commutator in spinorial terms is

$$[f^m, g^n]_\circ = f^m \circ g^n - g^n \circ f^m = C_{m,n}(s_{(ab)(cd)},t_{(ab)(cd)}) f^m(a,b) g^n(c,d)|_{(ab)=(cd)}, \quad (4.28)$$
\begin{align}
C_{\hat{m}, \hat{n}}(s, t) &= -C_{\hat{n}, \hat{m}}(-s, t) \, .
\end{align}

which follows from the antisymmetry of the commutator and from (4.26). Eventually, one can show that \( s \) and \( p \) contraction of the vectorial approach map to \( s \) and \( i(s^2 - t^2) \) contractions in spinorial language, respectively.

Our \( d \)-dimensional considerations cannot be applied directly to the \( d = 5 \) case because \( p \) gets replaced with \( t \), due to the identity of eq. (4.16). In other words the \( \tau \cdot \tau \) contractions of eq. (4.9) are not any more independent. We comment further on this issue in the Conclusions, recalling the existence of a one-parameter family of HS algebras in \( AdS_5 \).

### 4.4 Six-dimensional case

The \( d = 6 \) case is the highest dimensional case in which Schouten identity \( I_6 \), (4.16), may play a rôle for symmetric tensors. As in the \( 5d \) case, \( I_6 \) does not influence the classification of cubic couplings. However, it might play some role at the level of the Jacobi identity (4.9), since at the quartic order we have exactly 7 different groups of symmetrized indices. In this case, differently of before, there is no isomorphism that might help in carrying out the classification and we just state that our analysis does not apply directly. We leave for the future a more detailed study of this case in which, however, no additional solution to the one that we have found above is known.

In dimensions higher than \( d = 6 \) all Schouten identities require the anti-symmetrizations of more than 7 indices. Hence, no non-trivial identity can appear for symmetric tensors even at the level of Jacobi identity. To summarize, we have seen that our analysis can be directly applied to the \( d = 4 \) and \( d > 6 \) cases.

### 4.5 Parity violating HS algebras

Depending on the dimension of \( AdS_d \), in parallel to Schouten identities, one might also consider parity-violating cubic couplings that can be constructed with the help of the totally-antisymmetric tensor \( \epsilon_{a_1 \ldots a_d} \) (odd number thereof). A similar reasoning to the one applied to Schouten identities tell us that such parity-violating coupling can only arise in \( d \leq 5 \). The classification of parity-violating couplings has been carried out in flat space in [26, 46, 62], however no corresponding classification in \( AdS \) is available. In principle the presence of non-Abelian parity-violating couplings might be associated to corresponding parity violating HS algebras that however are outside the scope of the present paper. Let us just mention few more details about the \( d = 4, 5 \) cases.

**Four-dimensions.** It is well known that at cubic level there is a one parameter family of Vasiliev’s theories each of which is conjectured to be dual to a corresponding \( CFT_3 \) where the parity breaking
is realized through a Chern-Simons term, [69]. What we have proved above, exploiting the spinor language, is that all non-Abelian vertices are parity-preserving and hence all the members of the parity-violating class of higher-spin theories are based on the same HS algebra while the one-parameter family (infinite family if one takes into account also higher orders) arises from Abelian parity-breaking couplings that are available in 4d.

**Five dimensions.** It is straightforward to generalize [18, 19] so as to include parity-violating non-Abelian vertices. There are two elementary contractions in 5d, the usual s-contraction, (2.13), (4.25), and the t-contraction, (4.27), the latter involves the ε-symbol. Obviously, any even power of the t contraction results in a parity-preserving vertex. In order to make a parity-odd singlet out of three tensors having the symmetry of rectangular two-row Young diagrams we have first to contract six indices with the ε symbol, which takes away two indices from each of the tensors or one column from each of the Young diagrams. Therefore, given three spins $s_1$, $s_2$, $s_3$ the number of non-Abelian parity-violating vertices in 5d is given by the number of non-Abelian parity-preserving vertices among fields with spins $s_1 - 1$, $s_2 - 1$, $s_3 - 1$. We see that there is enough room for parity-violating HS algebras, i.e. HS algebras that are $\mathbb{Z}_2$ graded where the grade-zero component corresponds to a parity-preserving HS algebra that is realized on the grade-one subspace while the bracket on the grade-one piece is nontrivial.

### 5 Conclusions and Discussion

When pushing the analysis of cubic vertices to the next, quartic order, one finds that the gauge algebra with (graded)-antisymmetric structure constants should obey the Jacobi identity. The conserved charges in CFT have also to obey the Jacobi identity. The latter is automatically satisfied if the commutator arises from an underlying associative structure. It is not mandatory that the gauge algebra should arise in that way, though. In the present note, we show that this is however the case.

This can be argued, but not proved, as follows. Given a higher-spin theory whose spectrum contains massless AdS fields, assuming AdS/CFT, one can find a dual CFT with conserved higher-spin currents. By the axioms of CFTs, the conserved higher-spin currents should appear in the OPE $\phi \times \phi$ of some field, say $\phi$, that in order to ensure the current conservation condition should obey a linear equation of the form

$$\Box \phi + \ldots = 0.$$  

(5.1)

---

12There are two types of parity-violating vertices in 4d. One is ‘Weyl tensor cubed’ and another one is low-derivative coupling that should be non-Abelian. The latter coupling is seen in the light-cone approach while it does not seem to have any Lorenz-covariant analog. We are grateful to R.Metsaev for the important comments on this issue.
Representation theory tells that $\phi \otimes \phi$ decomposes into infinitely many conserved higher-spin tensors. Here, the fact that $\phi$ obeys a linear equation is the counterpart of the fact that the symmetry algebra, which is generated by higher-spin charges, is an associative algebra. As we mentioned in the introduction this does not imply the triviality of the bulk theory. Indeed, the HS algebra gets deformed at the nonlinear level and as a Lie algebra it is not necessarily a symmetry of the theory.

In [19,34] the non-Abelian vertices for symmetric higher spin fields in AdS space were classified. We showed [19], that each of them is associated with a $\diamond$-product, that acts within the space of two-row rectangular $so(d-1,2)$ Young diagrams. In the present paper we explicitly solved the Jacobi identity for the commutator associated with the $\diamond$-product showing that there is only one $\diamond$-product that passes this consistency test — the one constructed by means of the Moyal-Weyl star-product. Thereby, the only cubic vertex that has a chance to be promoted to the next order is the one associated with the so-called “s-contraction” rule of Section 2.2, where the latter contraction rule is the germ for the associative algebra used by Vasiliev in constructing the full nonlinear HS theory in [17]. Proving the uniqueness of the algebraic structure that underlies higher spin interactions, we provide a strong evidence of uniqueness of the full theory proposed in [17,41,64].

The advantage of having a theorem is that it becomes more clear which of the assumptions should be relaxed in order to find new solutions. Our results indicate that if there exists some other HS algebra in addition to the Eastwood-Vasiliev one, then it must be due to one of the following reasons.

With the help of the trace/Killing norm all the problems can be reduced to singlets. In particular, taking the trace of the candidate commutator $[b,c]$ with an auxiliary generator $a$ we get a trilinear form

$$C(a,b,c) = Tr(a[b,c])$$

which is totally antisymmetric in the three slots. Analogously, the Jacobi identity is equivalent to vanishing of

$$C(a,b,c,d) = Tr([a,b][c,d] + \text{three more})$$

which is totally antisymmetric in the four slots. While the possible structures that can contribute to the commutator can be easily classified, there are nontrivial identities (different from the Schouten identities) mentioned in [34] that could produce further sporadic solutions. Therefore, new solutions, if any, should result from combining $p$-contractions with the nontrivial identities at the quartic level. However, we do not expect them to play a rôle for the Jacobi constraint since those identities should involve pure quartic traces of the type $Tr(abcd)$ that by construction do not appear in Jacobi due to its factorized structure.

Lower dimensions up to 6d escape our arguments due to Schouten-like identities. Exceptionally, 4d case is under control thanks to the isomorphism $sp(4) \sim so(3,2)$ that trivializes $p$-contractions.
The 4d result is quite strong since it is about on-shell algebras, i.e. the algebras realized on irreducible traceless generators. In higher-dimensions, where there are no other relations but those that are mentioned in [34], one can argue to slice so(d + 1) with so(5) in many different ways, recovering in each slice a unique on-shell algebra for each possible embedding of so(5). The latter argument seems to leave no room for the solutions other than the Eastwood-Vasiliev one even though a proof of this statement is aside the scope of this work.

In more details, the most general ◦-product can be constructed not only in terms of s and p basic contractions, but can also contain various terms that take and produce traces. For the cubic vertex construction these terms were not important because the initial diagrams were traceless and the result of ◦-multiplication was projected to the traceless part by contraction with traceless tensors. Working with the ◦-product on traceful tensors, we have shown that there is only one solution whose commutator satisfies the Jacobi identity. The resulting Lie algebra admits traces as an ideal, so by quotienting them we end up with a Lie algebra that acts on traceless tensors. But it is still not clear whether all Lie algebras acting on traceless tensors can be constructed in this way. It is indeed still possible that there exist such a Lie algebra that essentially acts on traceless tensors and cannot result from a quotienting of a traceful one. It is however difficult to escape all possible embeddings of so(5). We leave this interesting issue for further research.

To summarize, the main gaps are concerned with the diversity of 5d (including parity-violating structures), which we discuss below, 6d and the issue of trace projections that avoid so(5) embeddings.

Zoo of HS algebras. Let us recall that in 2d and 3d one has a one-parameter family of HS algebras hs(ν) and hs(ν) ⊕ hs(ν) that come from associative algebras, via quotients of U(sl(2)).

Curiously enough there exist finite-dimensional HS algebras [3], that obey all our assumptions. In particular, these algebras lead to theories that are consistent at least to the cubic level. In general, they contain generators corresponding to mixed-symmetry fields with the only exception of 5d, where the spectrum truncates to totally-symmetric fields. A 5d example of such an algebra, which corresponds to hs5(9) of [3], was considered recently in [65]. The known finite-dimensional HS algebras exists for odd d only, i.e. for so(d + 1) belonging to D_n series, and are given by universal enveloping algebras of the self-dual representation with weights (k,...,±k).

Relaxing the assumptions about the spectrum of generators and allowing partially-massless fields one finds a zoo of finite-dimensional algebras given by universal enveloping algebra of representations with weights (k,0,...,0), i.e. totally symmetric rank-k traceless tensors.

If we are not confined to the class of totally-symmetric fields allowing for mixed-symmetry fields, but still insist on unitarity, then, the universal enveloping algebra U(so(d − 1, 2)) provides a one-parameter family of algebras hs_d(ν), [3]. The unitarity assumption restricts the Young symmetry.
types of the generators as gauging some of them may lead to partially-massless or nonunitary mixed-symmetry fields, \[66\text{–68}\], and results in the family $h_{s \nu}$. When $d = 5$ or $d = 7$ analogous algebras from a different perspective were obtained in \[4,69\]. This family includes the infinite-dimensional symmetry algebras of various conformally-invariant equations, classified in \[70\], which is analogous to the Eastwood-Vasiliev algebra resulting from a conformal scalar. In this respect, finite-dimensional HS algebras can be viewed as symmetries (endomorphisms) of finite-dimensional representations of the conformal-algebra, which can be defined as solutions to certain conformally-invariant equations which are over-determined and have a finite-dimensional space of solutions. While there are strong indications that one cannot have HS theories with a finite number of fields in the spectrum (in $d > 3$ where HS fields become propagating), the finite-dimensional solutions mentioned above should be taken into account since they formally solve the Jacobi identity.

**Further constraints on HS algebras.** There is a more accurate test for HS algebras whereby finite-dimensional algebras are expected to fail: the admissibility condition, \[38,39\].

The admissibility condition requires the candidate HS algebra to have a (unitary) representation that under the $so(d-1,2)$ subalgebra decomposes precisely into the same set of particles as is given by the gauging of this algebra. The admissibility condition is naturally implemented within the unfolded approach, \[71\text{–72}\], which is at the core of the Vasiliev HS theory. The deformation procedure within the unfolded approach implies that HS gauge connections belong to a certain Lie algebra, while zero-forms (gauge-invariant on-shell field-strengths) form a module of this algebra. The space of zero-forms is dual to the space of one-particle states, \[10,73\]. Therefore, the admissibility condition is just one of the structure equations that constrains possible deformations within the unfolded approach. As a problem of representation theory the admissibility can be studied more effectively than the consistency of the Lagrangian up to the quartic level.

In particular, all finite-dimensional HS algebras come together with the fundamental representation, which is finite-dimensional too. As such it (and all its tensor powers) fails to pass the admissibility test. In addition, one may argue, that HS theories with boundary conditions preserving full amount of HS symmetry are dual to free CFT’s and free CFT’s have conserved tensors of arbitrary high rank, which seems in contradiction with the finite number of HS fields in the bulk.

**Fate of other cubic vertices.** Interesting is also the fate of the other Abelian and non-Abelian cubic vertices. First of all, let us reiterate that only the non-Abelian vertices turn out to be relevant for the problem of classifying HS algebras while the Jacobi identity is only one of the several conditions to be satisfied at the quartic level. Certain combinations of Abelian cubic vertices needs to be added in order to make the quartic vertex consistent, while others might just parameterize families of inequivalent theories and this indeed happens in the 4$d$-Vasiliev theory, which has infinitely many free parameters.
(one for the cubic and quartic levels), if the parity symmetry is sacrificed \[11\]. The latter are associated to Abelian parity violating couplings. Such couplings do not exist at the cubic level in \(d > 5\). The \(d\)-dimensional Vasiliev theory, \[17\], as it is constructed, does not seem to have any ambiguity different from field redefinitions. However, for any given dimension there exists an order at which one may attempt to construct a parity-violating vertex. It is still possible that one can deform the \(d\)-dimensional Vasiliev theory by some parity-violating Abelian interactions.

Concerning the rest of non-Abelian vertices, they all seem to be left forbidden: there is no room for the other types of non-Abelian vertices in the theory of totally-symmetric HS fields. We expect that these non-Abelian vertices should appear in theories containing mixed-symmetry fields in their spectrum, where the classification of non-Abelian vertices needs to be reconsidered. See, however, \[19\] for a conjecture. Indeed, the \(p\)-contraction \((p\) to the first power, to be precise) does contribute to the product of the HS algebra of \[40\] that is defined as the symmetry algebra of a free conformal fermion in \((d - 1)\) dimensions. As we mentioned, it is in \(CFT_3\) only that the symmetries of a free boson and free fermion coincide, while in higher dimensions the OPE’s are essentially different, with \(\psi \times \psi\) OPE containing certain mixed-symmetry tensors as well \[40\]. The HS algebra of \[40\] again results from the universal enveloping construction. The lesson is that non-associative \(\diamond\)-products admit an associative resolution provided the spectrum of generators is enlarged. We believe that all powers of \(p\)-contraction can be successively resolved with higher-spin singletons, see, e.g. \[74\].

**Correlation functions.** Finally let us mentions that given a HS algebra one can immediately write down an answer for the \(n\)-point correlation functions \[75, 76\]

\[
\langle j...j \rangle = Tr(\Phi \circ ... \circ \Phi), \quad \delta \Phi = [\Phi, \xi] \tag{5.4}
\]

where \(\Phi\) transforms in the adjoint of the HS algebra and is related to the boundary-to-bulk propagator of the corresponding HS theory. The correlator \(\langle j...j \rangle\) is totally fixed by the HS symmetry and does not require the knowledge of the full HS theory in AdS, see \[75\] for examples of computations, which are much simpler than the perturbative computations in Vasiliev theory \[79, 80\].
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Appendix

In this Appendix we solve the Jacobi identity for the $\diamond$ commutator with spin-dependent coefficients (recall that the function $C$ in (4.1) may depend on $\hat{m}$ and $\hat{n}$). Due to the same arguments as in Section 4 one can derive, that the coefficient functions should be $p$-independent. Then, for brevity, let us introduce the notation $c^{i}_{\hat{n},\hat{k}} = c^{0,i}_{\hat{n},\hat{k}}$, see (4.2). The Jacobi identity reads:

$$\text{Jac}(\hat{m},\hat{n},\hat{k}) = \sum_{i} C_{m,n+k-i}(x-y)c^{i}_{n,k}\frac{z^{i}}{l!} + C_{n,k+m-i}(z-x)c^{i}_{k,m}\frac{y^{i}}{l!} + C_{k,m+n-i}(y-z)c^{i}_{m,n}\frac{x^{i}}{l!} = 0,$$

(5.5)

where, as before,

$$C_{\hat{m},\hat{n}}(s) = -C_{\hat{n},\hat{m}}(-s).$$

(5.6)

Our aim is to show that these equations imply the existence of a scale redefinition of the algebra generators such that the coefficient functions do not depend on the spin. After that we can apply the solution given in Section 4.

Being more general compared to (4.9), eq. (5.5) contains additional solutions to those found for spin-independent coefficients. For example, it admits a Virasoro-like solution

$$C_{\hat{m},\hat{n}} = \alpha(\hat{m} - \hat{n}),$$

where $\alpha$ is a constant. Various truncations of Poisson algebra, such as a truncation that contains only spin 2 and spin 3 generators, also solve (5.5). However, the first class of solutions does not contain $so(d-1,2)$ as a subalgebra, while the second class of solutions one does not satisfy the Fradkin-Vasiliev condition.

Our aim is to show that:

If:

- Higher spin algebra contains $so(d-1,2)$ as a subalgebra. This implies:
  
  $$c^{1}_{1,1} = 1;$$

  (5.7)

- There is at least one higher spin $m > 2$ in the spectrum. The fact that it is a higher spin field implies that it transforms as a corresponding tensor under $so(d-1,2)$. In terms of structure coefficients it implies that
  
  $$c^{0}_{1,\hat{m}} = 0, \quad c^{1}_{1,\hat{m}} \neq 0, \quad c^{2}_{1,\hat{m}} = 0;$$

  (5.8)
The last thing is the Fradkin-Vasiliev condition, which we use as

\[ c^{1}_{1,m} \neq 0 \iff c^{2m-1}_{m,m} \neq 0. \] (5.9)

It implies that each higher spin field present in the spectrum sources gravity.

Then:

- in case I, when the initial higher spin field is of odd spin, then all other fields are present in the spectrum and the only solution of (5.5) is (4.15);
- in case II, when the initial higher spin field is of even spin, then one finds also a solution (4.15) of (5.5), but truncated to even spins.

In what follows, we will show that above requirements lead to

- In case I

\[ c^{0}_{k,l} = 0, \; \forall \; \tilde{k}, \tilde{l} \] (5.10)

and

\[ c^{1}_{m,2} \neq 0, \; \forall \; \tilde{m}. \] (5.11)

The latter condition implies that there is a non-zero contraction, that acts on spin \( m \) and spin 3 fields producing spin \( m + 1 \) field. So, in essence it implies that all the spins are present in the spectrum. By making relative rescaling of spin \( m \) and spin \( m + 1 \) generators one can always set

\[ c^{1}_{m,2} = 1. \] (5.12)

Differentiating (5.5) with respect to \( z \) and setting \( y = z = 0 \) we then find

\[ C^{1}_{m,n+k-1}(x) c^{1}_{\tilde{n},k} + C'_{\tilde{n},k+n}(-x) c^{0}_{k,\tilde{m}} - \sum_{i} c^{1}_{m+n-i,k} c^{i}_{\tilde{m},\tilde{n}} x^{i} \left( \frac{x^{i}}{2^{i}} \right) = 0. \] (5.13)

From (5.13), for \( \tilde{k} = 2 \) and (5.10), (5.12) one finally recovers

\[ C_{\tilde{m},\tilde{n}+1}(x) = C_{\tilde{m},\tilde{n}}(x), \] (5.14)

which was to be proved.

- In case II

\[ c^{0}_{k,l} = 0, \; \forall \tilde{k}, \tilde{l} \; \text{odd} \] (5.15)

and

\[ c^{1}_{m,3} \neq 0, \; \forall \tilde{m} \; \text{odd}. \] (5.16)
The latter condition implies that there is a non-zero contraction, that acts on spin \(m\) and spin 4 fields producing a spin \(m + 2\) field. So, it implies that all the even spins are present in the spectrum. By making relative rescalings of spin \(m\) and \(m + 2\) generators one can always set

\[
c^{1}_{m,3} = 1. \tag{5.17}
\]

Hence, from (5.13) for \(k = 3\) and (5.15), (5.17) one finds

\[
C_{\tilde{m},\tilde{n}+2}(x) = C_{\tilde{m},\tilde{n}}(x), \tag{5.18}
\]

which was to be proved.

**Final steps.** To complete the proof we need to show that (5.7)- (5.9) together with Jacobi identity (5.5) imply either (5.10), (5.11) or (5.15), (5.16), depending on parity of the initial spin that is assumed to be present.

Eq. (5.14) can be decomposed into power series of \(x, y\) and \(z\). The equation appearing as a coefficient in front of \(x^{p}y^{q}z^{r}\) reads

\[
c^{p+q}_{\tilde{m},\tilde{n}+k-r}c^{r}_{\tilde{n},k}(-1)^{q} + c^{r+p}_{\tilde{n},k+\tilde{m}-q}c^{q}_{\tilde{k},\tilde{m}}(-1)^{p} + c^{q+r}_{\tilde{k},\tilde{m}+\tilde{n}-p}c^{p}_{\tilde{m},\tilde{n}}(-1)^{r} = 0. \tag{5.19}
\]

We should also keep in mind, that these operators act on finite Young diagrams. The conditions that the above equation is not satisfied trivially, due to the fact that all the contractions require more indices than it is available, read as

\[
q + r \leq 2\tilde{k}, \quad p + q \leq 2\tilde{m}, \quad p + r \leq 2\tilde{n}. \tag{5.20}
\]

Suppose \(\tilde{m}\) is in the spectrum, let us study \(\text{Jac}(\tilde{m}, \tilde{m}, \tilde{m}) = 0\). One can then choose \(\tilde{m} = \tilde{n} = \tilde{k}\) in (5.19), which gives

\[
c^{p+q}_{m,2\tilde{m}-r}c^{r}_{\tilde{m},\tilde{m}}(-1)^{q} + c^{r+p}_{\tilde{m},2\tilde{m}-q}c^{q}_{\tilde{k},\tilde{m}}(-1)^{p} + c^{q+r}_{\tilde{k},\tilde{m}+\tilde{n}-p}c^{p}_{\tilde{m},\tilde{n}}(-1)^{r} = 0. \tag{5.21}
\]

First, we check the above equation for \(p = 2\tilde{m} - 1, q = 1, r = 0\). In this case one gets

\[
c^{2\tilde{m}}_{\tilde{m},2\tilde{m}c^{0}}c^{0}_{\tilde{m},\tilde{m}}(-1) + c^{2\tilde{m}-1}_{\tilde{m},2\tilde{m}-1}c^{1}_{\tilde{m},\tilde{m}}(-1) + c^{1}_{\tilde{m},1}c^{2\tilde{m}-1}_{\tilde{m},\tilde{m}} = 0. \tag{5.22}
\]

Taking into account that \(c^{0}_{\tilde{m},\tilde{m}} = 0\) from (5.6), \(c^{1}_{\tilde{m},1} \neq 0\) from (5.8) and \(c^{2\tilde{m}-1}_{\tilde{m},\tilde{m}} \neq 0\) from (5.9) one finds from (5.22) that

\[
c^{1}_{\tilde{m},\tilde{m}} \neq 0, \quad c^{2\tilde{m}-1}_{\tilde{m},2\tilde{m}-1} \neq 0. \tag{5.23}
\]

Let us now set \(r = 1, p = 2i, q = 2\tilde{m} - 2i - 1\), where \(i < \tilde{m}\) in (5.21):

\[
c^{2\tilde{m}-1}_{\tilde{m},2\tilde{m}-1}c^{1}_{\tilde{m},\tilde{m}}(-1)^{q} + c^{2i+1}_{\tilde{m},2i+1}c^{2\tilde{m}-2i-1}_{\tilde{m},\tilde{m}} + c^{2\tilde{m}-2i}_{\tilde{m},2\tilde{m}-2i}c^{2i}_{\tilde{m},\tilde{m}}(-1) = 0. \tag{5.24}
\]
The first term is nonzero due to (5.23), the last term is zero because \( c_{\hat{m},\hat{m}}^{2i} = 0 \). This allows to find that
\[
c_{\hat{m},\hat{m}+2i+1}^{1+2i} \neq 0, \quad c_{\hat{m},\hat{m}}^{2\hat{m}-2i-1} \neq 0 \quad \forall \ i, \ 0 \leq i < \hat{m}.
\] (5.25)
Each of the inequalities in (5.25) allows to say that once \( f^{\hat{m}} \) is present in the spectrum, then all other fields \( g^{\tilde{n}} \) with an odd \( \tilde{n} \) in a range from 0 to \( 2\hat{m} \) are present too. Applying this argument iteratively, one can see that if one higher spin is present in the spectrum, then all even spins are present in the spectrum too.

Taking in (5.21) \( p = 2s, q = 2i, r = 2j + 1 \), one can find that:
\[
c_{\hat{m},2\hat{m}-2j-1}^{2(i+s)} c_{\hat{m},\hat{m}}^{2j+1} = 0,
\]
which implies
\[
c_{\hat{m},2\hat{m}-2j-1}^{2(i+s)} = 0.
\] (5.26)
Here, \( 2\hat{m} - 2j - 1 \) is any odd number in the range \( 0, \ldots, 2\hat{m} \), while \( 2(i+s) \) is any even number.

From now on the proof will split for case I and case II.

**Case II** In this case the initial \( \hat{m} \) is odd. Then, as it was just shown, all other odd generators are present. Eq. (5.26) then implies that all \( c \) with even upper index vanish. In particular, (5.10) holds.

Let us now consider \( \text{Jac}(\hat{m}, \hat{m}, \tilde{n}) = 0 \) for odd \( \hat{m} \) and \( \tilde{n} \)
\[
c_{\hat{m},\hat{m}+\tilde{n}-r}^{p+q} c_{\hat{m},\hat{m}}^{r} (-1)^{q} + c_{\hat{m},\hat{m}+\tilde{n}-q}^{r+p} c_{\hat{m},\hat{m}}^{q} (-1)^{p} + c_{\hat{m},2\hat{m}-p}^{q+r} c_{\hat{m},\hat{m}}^{p} (-1)^{r} = 0.
\] (5.27)
Next, we put \( p, q, r \) so as
\[
2\hat{m} = p + q + r, \quad r = 1, \quad q \text{ is even and } p \text{ is odd}.
\] (5.28)
In this case, the second term in (5.27) vanishes because \( c_{\hat{m},\hat{m}}^{q} = 0 \) (5.26), while the last term is nonzero, due to (5.25). So, the first term is nonzero, which entails
\[
c_{\hat{m},\tilde{n}}^{1} \neq 0, \quad \forall \ \hat{m}, \tilde{n}.
\] (5.29)
From the latter one finally gets eq. (5.16). Hence, one can apply the logic above and see that the \( C_{\hat{m},\tilde{n}} \) are independent from \( \hat{m} \) and \( \tilde{n} \).

**Case I** Let us now consider the case when the original \( \hat{m} \) is even. As we have already shown, all odd generators are present in the spectrum. Now, first, we will show that all the even generators are present as well. Then we will show that coefficients \( c_{k,l}^{2i} \) are zero for all \( k \) and \( l \). Finally, we will show an analog of (5.29) where \( \hat{m} \) and \( \tilde{n} \) are not supposed to be odd any more.
Let the original \( \tilde{m} \) be \( 2l \). Then \( 2l - 1 \) is also in the spectrum and we look at \( \text{Jac}(2l, 2l, 2l - 1) = 0 \):

\[
\sum_{q=0}^{\tilde{m}} c_{2l,4l-1-r}^{p+q} c_{2l,2l-1}^{r} (1)^q + c_{2l,4l-1-q}^{r+q} c_{2l,2l-1}^{l} (-1)^p + c_{2l-1,4l-p}^{q+r} c_{2l,2l}^{p} (-1)^r = 0.
\]

(5.30)

For \( p \) odd \( c_{2l,2l}^{p} \) is non-zero \( (5.25) \). For \( c_{2l-1,4l-p}^{q+r} \) to be non-zero we set

\[
q + r = 4l - p,
\]

(5.31)

see \( (5.25) \), which also requires

\[
4l - p \leq 2(2l - 1) - 1 = 4l - 3, \quad \text{so} \quad p \geq 3.
\]

(5.32)

Since \( 4l - p \) is odd, \( q \) and \( r \) should be of opposite parity. Let us say that \( q \) is even, \( r \) is odd. Then, the second term in \( (5.30) \) vanishes because \( c_{2l-1,2l}^{q} \) is odd, \( \forall q \) \( (5.20) \). So we find

\[
c_{2l,2l-1}^{r} \neq 0,
\]

(5.33)

\[
c_{2l-1,4l-r}^{p+q} \neq 0,
\]

(5.34)

which implies, that \( 4l - 1 - r \) belongs to the spectrum. Recall that \( r \) satisfies \( (5.31) \), where \( p \geq 3 \) \( (5.32) \), and \( q \) is a positive even integer. This implies that \( 1 \leq r \leq 4l - 3 \) and consequently \( 2 \leq 4l - 1 - r \leq 4l - 2 \). So, we have shown, that from the fact that \( 2l \) is present in the spectrum follows the presence of all even generators from \( 2 \) to \( 4l - 2 \). Applying this argument iteratively one finds that all even generators are in the spectrum.

Taking \( p = 2s, q = 2i, r = 2j + 1 \) in \( (5.30) \) one finds

\[
\sum_{i=0}^{2(l+s)} c_{2l,4l-2-2j}^{2l-1}(5.35)
\]

which means that even power contractions between any even generators are vanishing.

Let us denote by \( e_1 \) and \( o_j \) indices that take only even and odd values correspondingly. In this terms, up to now we have shown that

\[
c_{e_1, o_2}^{e_1} = 0, \quad \forall \quad o_1, o_2, e_1,
\]

(5.36)

which follows from \( (5.26) \) for \( m \) odd, and

\[
c_{e_2, o_3}^{e_1} = 0, \quad \forall \quad e_1, e_2, e_3,
\]

(5.37)

which follows from \( (5.35) \). One can now use \( (5.26) \) for \( m \) even, arriving at

\[
c_{o_2, o_1}^{e_1} = 0, \quad \forall \quad o_1, o_1, o_2 : \quad o_1 \leq 2e_2 - 1.
\]

(5.38)

What is left is to eliminate the last constraint between \( o_1 \) and \( e_2 \). To this end we consider \( \text{Jac}(2l - 1, 2l, 2l - 1) = 0 \):

\[
\sum_{q=0}^{\tilde{m}} c_{2l-1,4l-1-r}^{p+q} c_{2l,2l-1}^{r} (1)^q + c_{2l,4l-2-q}^{r+q} c_{2l-1,2l-1}^{l} (-1)^p + c_{2l-1,4l-p}^{q+r} c_{2l,2l}^{p} (-1)^r = 0.
\]

(5.39)

28
As usual, we set \( p = 2s, q = 2i, r = 2j + 1 \) and obtain
\[
c_{2l-1,4l-2-2j}^{2(l+s)} = 0, \quad (5.40)
\]
which implies
\[
c_{e_1,e_2,o_1}^{e_1} = 0, \quad \forall \ o_1, e_1, e_2 : \ e_2 \leq 2o_1. \quad (5.41)
\]
Together with (5.38) the above equation covers all the possible relative values of \( e_2 \) and \( o_1 \).

To sum up,
\[
c_{\bar{m},\bar{n}}^{e_1} = 0, \quad \forall \ e_1, \bar{m}, \bar{n}, \quad (5.42)
\]
and in particular, (5.10) is true.

Now, we use (5.27), where \( \bar{m} \) and \( \bar{n} \) are not supposed to be odd any more. Starting from (5.28) we find (5.29) and, in particular, (5.11). So, all the assumptions of the derivation (5.10), (5.11) have been proven and we conclude, that (5.14) is also true.
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