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Abstract: In this paper, we consider a probabilistic microgrid dispatch problem where the predictions of the load and the Renewable Energy Source (RES) generation are given in the form of intervals. A hybrid method combining scenario-selected optimization and reserve strategy using the Model Predictive Control (MPC) framework is proposed. Specifically, first of all, an appropriate scenario is selected by the optimizer at each optimization stage, and then the optimal scheduling and reservation of system capacity are determined based on the selected scenario and possible variations in the future as provided by the predictors. In addition, a new reserve strategy is introduced to adaptively maintain system reliability and respond to variations in the hierarchical microgrid control. Simulations are conducted to compare our proposed method with the existing robust method and the deterministic dispatch with perfect information. Results show that our proposed method significantly improves the system efficiency while maintaining system reliability.
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1. Introduction

Microgrid dispatch receives increasing attention in recent years. On the one hand, proper scheduling of controllable devices in advance can contribute to significant economic benefits while meeting the demand [1–3]. On the other hand, the dispatch strategy is vital to maintain adequate frequency stability for microgrids with Distributed Energy Resources (DERs) which introduce undesirable fluctuations [4,5]. When microgrids operate in the isolated mode, adequate frequency performance is much more crucial since the Renewable Energy Sources (RES) such as wind and solar tend to be very volatile [6,7]. Missing the support from the robust main utility grid, it is much more challenging to ensure stability for isolated microgrids.

In microgrid scheduling, there exists uncertainty due to the uncontrollable changes in load consumptions and RES generation. As the penetration level of RES becomes higher, the uncertainty in microgrids also increases, which makes it more challenging to handle, especially for isolated microgrids without the support from the main grid [8]. Therefore, it is very crucial to ensure the operation stability...
and balance between supply and demand in addition to the consideration of economic performance in microgrid dispatch strategy design.

In the literature, most articles only consider deterministic predictions, where both of the load consumptions and renewable generation are predicted in the form of deterministic values. Then, the dispatch strategy is obtained via the optimization on the single predicted deterministic scenario (see, e.g., [9–12]). As a result, the performance of the dispatch strategy is highly dependent on the prediction accuracy. Although various efforts have been made to improve the prediction accuracy, the highly volatile nature of the RESs greatly limits what one could achieve in terms of the prediction performance [13,14]. Therefore, the dispatch strategy designed under the predicted scenario would be far from the actual optimal during the operation. Furthermore, system stability could be greatly compromised due to the mismatch between the actual scenario and the predicted one, which would be of great concern for isolated microgrids that are more vulnerable in terms of stability and reliability.

To address the issues caused by the uncertainty in microgrid systems, some probabilistic methods have been proposed recently. For example, Rastegar el. at. applied the 2-point estimate method (2PEM) to model the uncertainty associated with RES generation power, and the household demand was managed by solving the probabilistic optimization problem [15]. In [16], the uncertainty was defined as a Gaussian disturbance and the stochastic control of energy-efficient buildings was considered. In another work [17], non-Gaussian wind power uncertainties were considered by incorporating an upper layer stochastic predictive controller. The uncertainty in the power demand and the RES power output was handled by formulating a two-stage stochastic problem in [18] and [19], where the infeasibility from the first-stage decisions was compensated in the second stage in order to maintain the power balance. In [20], a two-stage stochastic scheduling method was used and the uncertainty of load, wind, and PV generation was captured using Gaussian, Weibull, and Beta distributions, respectively. These works mainly use the stochastic control approach or assume that the uncertainties in the microgrid follow a certain distribution described by probability distribution functions (PDFs). However, high volatility and uncertainty of RES might lead to large errors and increased instability of the system for stochastic control approaches, since they still rely heavily on deterministic forecasting. In addition, the assumptions about the distributions are not always accurate and the complexity for stochastic control could be high for some distributions [21,22]. Hence, these methods are not good candidates for the dispatch in isolated microgrids with high penetration levels of RES and strict stability requirements.

Another type of probabilistic methods has also been reported in the literature. In these methods, instead of a single deterministic scenario, several representative scenarios or intervals are generated to accommodate the uncertainty of the predictions to some extent. For example, for the method in [23], multiple plausible scenarios were generated as the optimization inputs and then the worst-case performance is optimized over these scenarios using the robust Model Predictive Control (MPC) approach. In [24], the authors studied the multi-objective optimal dispatch of microgrid under uncertainties based on the interval optimization approach and Pareto optimality. In [25–27], prediction intervals with appropriate width and coverage probability were generated using fuzzy models to represent the uncertainty of future predictions. In [28], Mamdani fuzzy logic systems using \( \alpha \)-level cuts of the output fuzzy sets were applied to generate uncertainty intervals for each individual forecasting value. In [29], a hybrid method including improved wavelet neural networks and generalized extreme learning machine was proposed for load probabilistic interval forecasting. Another prediction method extended the fuzzy models with neural networks for constructing prediction interval models based on fuzzy numbers [30]. In [31], an affine algorithm was used to model the interval uncertainties, and then new intervals with soft bounds were formed using joint PDFs to reduce conservation and improve feasibility. Using the larger range prediction inputs rather than a trajectory, the obtained dispatch is able to cope with various possible situations and hence improve system reliability. Compared with the deterministic approach, these probabilistic methods better account for
uncertainty during the prediction. Compared with the distribution-based methods, they also boast lower complexity.

Notwithstanding the successes of probabilistic methods in handling variability and maintaining stability in isolated microgrid energy management, little work has been done to make good use of the predicted intervals in subsequent optimization to achieve economic benefits. For instance, prediction intervals with different levels of coverage probability were generated in [25,28–30], but there were no discussion about how to facilitate them for optimal dispatch. In [26], the authors adopted a robust method towards the predicted intervals and evaluate the performance of generating optimal intervals. However, this strategy was too conservative and resulted in poor economic performance, in some cases even worse than the dispatch without optimization. In [27], the coverage probability could be chosen by designers to adjust the trade-off in terms of constraint satisfaction and energy consumption, but it was not intelligent and flexible. Soft intervals were generated in [31] to handle the confidence level and improve the economic performance, but joint PDFs were used to transform the intervals resulting in a very high computational burden. However, the prediction intervals not only provide the information about the worst cases as these dispatch methods utilize, but also indicate the trends of the situation via the change of the interval widths at different moments. With more sufficient information about the trends, sometimes the system can afford to be more aggressive to reduce the cost, e.g., when the RES generation and load consumptions tend to be more balanced. Therefore, it is worth further investigation on the better utilization of prediction intervals to improve the economic performance of interval-based optimization methods.

To this end, we come up with an approach that utilizes the information provided by the intervals to improve economic performance while maintaining reliability. In this approach, appropriate scenarios are selected according to the prediction intervals to optimize the dispatch so as to reduce the operation cost of the microgrid system. Meanwhile, a reserve strategy is introduced to further utilize the information provided by the prediction intervals to ensure the stability of the system in actual operations [32]. Moreover, MPC is adopted as the framework of the optimization, where the system is optimized over an extended horizon by predicting the system behavior over that horizon [9,33,34]. This leads to improved optimization performance than the traditional way of optimization based only upon the current system operating conditions. The dynamics of microgrid system are taken into account in the longer term and energy management can be conducted in a more economic manner. The hierarchical control strategy is also discussed to further compensate for the differences using reserves. In this paper, the proposed method is also compared with the robust method adopted in [26,35] and the deterministic optimization with perfect information. By the comparison, it turns out that our proposed method is closely related to the existing robust method in the sense that it can be interpreted as a “conditional” robust method, as our optimizer tends to select an extreme scenario conditioned upon the current capability of the system. Simulation results show that our method significantly reduces the operation and reserve cost of the system, while at the same time guarantees capability of the system to deal with various situations. This verifies that our proposed method comprehensively considers both economy and stability.

The major contributions of this paper are as follows:

1. An MPC-based hybrid method to optimize the probabilistic microgrid energy management with interval predictions is proposed in this work. Compared with the existing methods to handle the interval inputs, our proposed method can further utilize the interval predictions and significantly reduce the system cost while maintaining stability.
2. A new reserve strategy is proposed to make full use of the resources in microgrids and achieve adaptive security of the system, where the secondary control and the tertiary control in the microgrid system are considered in an integrated manner.
3. Moreover, reserves are set as decision variables whose values will be determined by the optimization process rather than as pre-calculated constants in most existing solutions. This approach promotes the efficient utilization of resources and further reduces cost.
4. The discount factor is introduced to the cost function for better performance, and guidance for finding the optimal value of this parameter is provided.

The remainder of this paper is organized as follows. Section 2 presents the models of elements and the control model in a microgrid. Section 3 introduces the reservation strategy proposed to handle the intervals and the formulation of optimization using the MPC method. Simulations on a typical isolated microgrid system are conducted and the results are discussed in Section 4. Finally, the conclusions of this paper are summarized in Section 5.

2. System Model

A typical microgrid system is usually composed of several types of elements including loads, dispatchable generators, non-dispatchable RESs such as photovoltaic (PV) and wind turbines (WT) and energy storage as shown in Figure 1. For optimal dispatch, one needs to first predict the power of RES generation and load consumption, and then optimize the operation of the storage units and generators to achieve the maximum economic benefit while maintaining the system stability. In the following, we introduce the model for each type of these elements and the control model in the microgrid.

![Figure 1. System model of the isolated microgrid.](image)

2.1. Renewable Energy Sources

RES is a key element in microgrid operation. On the one hand, one wants to make the best use of RES resources because they are renewable, environmentally friendly, inexhaustible, and economical. On the other hand, however, they are uncontrollable, non-dispatchable, and intermittent with high variations. These bring a lot of challenges to their grid integration. To utilize the resources more reasonably, we need to forecast their generation and take this into account during the dispatch optimization.

Some researchers predict the local sequential data of solar and wind speed and then calculate the generation power according to some energy transfer equations [10,36], while most papers study the history of RES generation and directly predict the generation power. Regardless of the data sources and the underlying principle for forecasting, many studies use stochastic or probabilistic prediction methods in order to better account for the variability of RES. Among those, we pay special attention to the interval predictions. For example, in [25,26], fuzzy interval models were used to generate appropriate prediction intervals of photovoltaic power generation and wind power generation with optimal width or coverage probability. The interval predictions for one-step ahead to one-day ahead the paper [25] generates for microgrid dispatch have 90% of confidence level with about 3.67% maximum relative error in photovoltaic power generation and 8.85% maximum relative error in wind
power generation. In general, for those interval predictors, the power for RES generation could be described as:

\[
P_s[k] \in [P_{sL}[k], P_{sU}[k]], \quad P_w[k] \in [P_{wL}[k], P_{wU}[k]],
\]

where \( k \) is the discrete-time index, \( P_s \) and \( P_w \) are the generation power of photovoltaic generators and wind turbines; the underline and the overline of power variables denote the lower and upper boundaries of the prediction intervals, respectively. Without loss of generality, only solar and wind are listed here. Other forms of RESs could be defined similarly.

2.2. Loads

The prediction interval of loads can be obtained similarly as introduced in Section 2.1 by some probabilistic forecasting methods. For instance, the load intervals with 90% confidence level predicted for one-step ahead to one-day ahead in the paper [25] have about 3.67% maximum relative error. In general, the predicted power for loads could be represented as:

\[
P_l[k] \in [P_{lL}[k], P_{lU}[k]],
\]

where \( P_l \) is the predicted power of loads; the underline and the overline of \( P_l \) denote the lower and upper boundaries of the load prediction interval, respectively.

2.3. Storage Units

Following the practice in [10], we use the following discrete-time model to describe the storage dynamics:

\[
W_b[k+1] = W_b[k](1 - \sigma_b) + (\eta \cdot P^c_b[k] - \frac{1}{\eta} \cdot P^{disc}_b[k]),
\]

where \( W_b[k] \) is the energy stored at time \( k \); \( P^c_b \) and \( P^{disc}_b \) are charging and discharging power; \( \sigma_b \) denotes the loss rate with respect to stored energy degradation in each sampling interval and \( \eta \) is the efficiency of charging/discharging with \( 0 < \sigma_b, \eta < 1 \).

Here, we introduce two reserve variables \( P^{ur}_b \) and \( P^{dr}_b \) to represent upward reserve power for charging and downward reserve power for discharging, and two binary variables, \( \delta_c \) and \( \delta_{disc} \) to indicate the charging or discharging states of batteries with constraint

\[
\delta_c + \delta_{disc} \leq 1.
\]

Using the big-M method [37] to avoid the bilinear problem, the power flow limits can be written as

\[
\begin{align*}
    p_{\min}^b & \leq P^c_b \leq p_{\max}^b - p_{\text{ur}}^b, \\
    \delta_c \cdot p_{\min}^b & \leq P^c_b \leq \delta_c \cdot p_{\max}^b, \\
    p_{\min}^{disc}^b & \leq P^{disc}_b \leq p_{\max}^{disc} - p_{\text{dr}}^b, \\
    \delta_{disc} \cdot p_{\min}^{disc}^b & \leq P^{disc}_b \leq \delta_{disc} \cdot p_{\max}^{disc}.
\end{align*}
\]

2.4. Dispatchable Generators

Dispatchable generators are sources that can be used flexibly on demand, including diesel generators, natural gas turbines, oil-fed generators, and so on. These generators can operate almost anywhere at any time so long as relevant constraints are met. However, their operating costs are usually high and there are strict limits on their ramp up and ramp down rates. As a result, the usage of dispatchable generators should be carefully planned to reduce cost, avoid violations and coordinate supply with demand when necessary.
Binary variables are introduced to describe the ON/OFF state of dispatchable generators:

\[
\delta_{d,i} = \begin{cases} 
1, & \text{ON} \\
0, & \text{OFF}
\end{cases}
\]  

with \(i = 1, 2, ..., N_g\) where \(N_g\) is the number of generators. Then, the operating constraint can be expressed as

\[
\delta_{d,i} \cdot P_{\text{min},d,i} \leq P_{d,i} \leq \delta_{d,i} \cdot P_{\text{max},d,i},
\]  

(7)

where \(P_{d,i}\) is the operating power of the \(i\)th generator, and \(P_{\text{min},d,i}\) and \(P_{\text{max},d,i}\) denote the minimum and maximum power level, respectively.

After introducing the reserve variable \(P_{\text{ur},d,i}\) denoting the upward reserve power of the \(i\)th generator for generating and using the big-M method, constraint (7) can be transformed into the following linear inequalities:

\[
\begin{cases} 
\delta_{d,i} \cdot P_{\text{min},d,i} \leq P_{d,i} \leq \delta_{d,i} \cdot P_{\text{max},d,i} - P_{\text{ur},d,i} \\
\delta_{d,i} \cdot P_{\text{min},d,i} \leq P_{d,i} \leq \delta_{d,i} \cdot P_{\text{max},d,i}.
\end{cases}
\]  

(8)

We also model the startup and shutdown behavior of the generators in order to calculate the corresponding cost. To this end, two auxiliary variables \(SU_i[k]\) and \(SD_i[k]\) are introduced, denoting the startup cost and the shutdown cost of the \(i\)th generator at time \(k\). The following constraints must be satisfied:

\[
\begin{cases} 
SU_i[k] = K_i^{SU} \cdot (\delta_{d,i}[k] - \delta_{d,i}[k-1]) \\
SD_i[k] = K_i^{SD} \cdot (\delta_{d,i}[k-1] - \delta_{d,i}[k]) \\
SU_i[k] \leq 0 \\
SD_i[k] \leq 0,
\end{cases}
\]  

(9)

\[-R_{i,\text{max}} \leq P_{d,i}[k+1] - P_{d,i}[k] \leq R_{i,\text{max}} - P_{\text{ur},d,i}[k],\]

(10)

where \(K_i^{SU}\) and \(K_i^{SD}\) are coefficients of startup and shutdown costs of the \(i\)th generator, and \(R_{i,\text{max}}\) denotes the maximum ramp up and ramp down rates.

2.5. Hierarchical Control

The hierarchical control model is widely applied for the operation of isolated microgrids [38,39]. Traditional hierarchical microgrid control is generally divided into three levels, including primary control, secondary control, and tertiary control as shown in Figure 2 [40]. These three control levels are relatively independent and responsible for their respective functions, but in the meantime, interconnect and coordinate to accomplish the integrated control of the system [41,42].

The primary control, which belongs to the local control category, focuses on stability maintenance and autonomous operation. Droop control is typically used at this level in isolated microgrids to adjust the frequency and voltage and ensure that the actual value tracks the reference value.

However, in the islanded mode, the voltage and frequency of the microgrids vary with the load, and the primary control is usually insufficient to maintain the system frequency. As a result, the secondary control is required to compensate for the fluctuations in frequency and voltage. The secondary control can monitor the frequency and voltage amplitude of the microgrid and detect the load, based on which it adjusts the load reference value and compensates the power to restore the system frequency.

The tertiary control is the control at the top layer. It is mainly for the energy management system of microgrids, which accomplishes the economic operation of microgrids with the use of various optimization methods. The tertiary control is the control strategy with the largest time scale, generally on the order of 5 min to 2 h.
This paper focuses more on the optimal dispatch problem at the tertiary control level, but, at the same time, an improved secondary control is needed to further respond to loads and compensate for variations. The primary control is also important in the system, but we devote no particular discussions on it and assume that it can successfully provide the basic functions here. Note that the time-scale of the secondary control is in the order of 1 to 10 s, which is far less than the time-scale of the tertiary control, hence specific formulas will not be shown and used in the optimization. Instead, we can regard it as an almost instantaneous action when solving the economic dispatch problem and only need to specify the corresponding regulation strategy for it, which will be discussed in the next section in detail.

3. Optimal Dispatch Problem

In this section, the MPC-based optimization with reserves for the isolated microgrid optimal dispatch is discussed. The new reserve strategy and the related hierarchical control strategy are also presented.

3.1. Model Predictive Control

MPC is a receding horizon method used to control a process while satisfying a set of constraints \[33,43\]. At each step, a constrained optimization problem over an extended horizon is solved to produce the system schedule. Then, the first action in the schedule sequence is executed and information is updated after feedback. At the next step, another optimization problem is solved over the receding horizon using updated inputs and the same process is repeated until the end of the process.

For the discussed interval optimization problem with reserve strategy, we perform the following steps to apply the MPC method to minimize the operation costs:

1. **Predict**. At time step \( k \), predict the power intervals of PV and WT generation and load demand over time horizon \( (k+1), \ldots, (k+M) \).
2. **Optimize**. Solve the constrained optimization problem using the predicted intervals as inputs and obtain the optimal dispatch sequence from step \( (k+1) \) to step \( (k+M) \).
3. **Execute**. Operate the system based on the first action in the optimal dispatch sequence, and adjust the controllable devices according to the actual error to compensate the error.
4. **Roll ahead**. Update the system information. Then, roll the horizon ahead and repeat the steps above over time horizon \( (k+2), \ldots, (k+M+1) \).

Repeat until the process is finished.
3.2. Reserve Strategy

The rationale of the reserve strategy in this paper is to reserve certain capacity of the devices in advance to ensure that the system has sufficient capacity even if the actual situation is far different from the predicted. This improves the stability and reliability of the system.

In order to ensure the safe and reliable operation of microgrids, sufficient reserve power should be available. In this way, the microgrids can use reserves to restore system frequency under the secondary control when the system power is unbalanced. In general, the size of the reserve power is fixed, which can be calculated before the optimization in the tertiary control level depending on the size of imbalance and the schedule changes [39]. However, it is unreasonable to set the reserves as constants in practical system operation due to the variations of loads and RES generation. In order to make full utilization of the resources in the isolated microgrids and reduce the system cost, we change the reserves of controllable devices to variables. Moreover, they are introduced into the optimization as decision variables so that their values can be determined by an optimization process under different scenarios to ensure system stability in time.

In the models of storage units and dispatchable generators, three reserves $P_{ur}^b$, $P_{dr}^b$, and $P_{ur}^d$ are introduced as extra control variables, denoting upward reserve power for charging, downward reserve power for discharging, and upward reserve power for generating, respectively. These reserve variables should satisfy the following constraints:

$$\begin{align*}
0 & \leq P_{ur}^b \leq \Delta P_{e}^{max_1} \\
0 & \leq P_{dr}^b + \sum_j P_{ur}^d_j \leq \Delta P_{e}^{max_2},
\end{align*}$$

with

$$\begin{align*}
\Delta P_{e}^{max_1} & = (P_w - P_w + P_s - P_s) + (P_l - P_l) \\
\Delta P_{e}^{max_2} & = (P_w - P_w + P_s - P_s) + (P_l - P_l)
\end{align*}$$

where $\Delta P_{e}^{max_1}$ and $\Delta P_{e}^{max_2}$ represent the maximum power error between the actual value and the selected predicted value in optimization in the conditional best case and worse case, respectively.

Note that there is a trade-off between the reserves and the scenarios selected by the optimizer. The optimizer tries to reduce the operating cost as much as possible while the corresponding reserves hinder the possibility of further cost reductions in order to ensure certain capability of the system to maintain adequate frequency stability. Therefore, we can find the best balance in the optimization by adding a penalty to the level of reservation.

3.3. Optimization Formulation Based on MPC

The objective of the optimization is to minimize the total cost of the microgrid system. The cost function contains operation and maintenance costs, energy production cost, startup and shutdown cost, and reserve cost:

$$F_c = \sum_{k=t+1}^{t+M} \alpha^{k-t} \left[ C_{om}[k] + C_d[k] + C_s[k] + C_r[k] \right],$$

where $t$ denotes the current time, and $k$ is the step index; $M$ is the length of time horizon; $\alpha$ is the discount factor we introduce with $0 < \alpha \leq 1$. The discount factor is mainly used for infinite horizon problems, in general, to determine the horizon [44,45]. Here, we use it to adjust the weight of steps. Dispatch in the near future is given higher priority and steps in the distant future would affect the system decision less. The reason for this is that interval predictions only provide an approximate range of possible values that RES generation and load may take, and the prediction error would be accumulated over time. For example, the prediction after dozens of hours would be very inaccurate and have great potential to change as the horizon rolls on. Therefore, we reduce the weight of the latter steps and focus more on the near future in the optimization.
In the formulation, the operation and maintenance cost is

$$C_{om}[k] = [K_{om,b} \cdot (P_b^c[k] + P_b^{disc}[k]) + \sum_{i=1}^{N_d} K_{om,d} \cdot P_{d,i}[k]] \cdot \Delta t,$$  \hspace{1cm} (14)

and the energy production cost of dispatchable generators is

$$C_d[k] = \sum_{i=1}^{N_d} K_d \cdot P_{d,i}[k] \cdot \Delta t,$$  \hspace{1cm} (15)

the startup and shutdown cost is

$$C_s[k] = \sum_{i=1}^{N_d} (SU_i[k] + SD_i[k]),$$  \hspace{1cm} (16)

and the reserve cost is

$$C_r[k] = K_{r,b} \cdot (P_{b,ur}[k] + P_{b,dr}[k]) + \sum_{i=1}^{N_d} K_{r,d} \cdot P_{d,i,ur}[k]$$
$$+ K_{r,eur} \cdot (\Delta P_e^{max1}[k] - P_{b,ur}[k])$$
$$+ K_{r,edr} \cdot (\Delta P_e^{max2}[k] - P_{b,dr}[k] - \sum_i P_{d,i,dr}[k]).$$  \hspace{1cm} (17)

Here, $\Delta t$ is the time duration of each step; $K_{om,b}$ and $K_{r,b}$ are corresponding coefficients for battery, and $K_{om,d}$, $K_d$ and $K_{r,d}$ are corresponding coefficients for dispatchable generators; $K_{r,eur}$ and $K_{r,edr}$ are coefficients for penalties.

In addition, the system needs to satisfy the condition of power balance:

$$P_s[k] + P_w[k] + \sum_{i=1}^{N_d} P_{d,i}[k] = P_{l}[k] + (P_b^c[k] - P_b^{disc}[k]).$$  \hspace{1cm} (18)

Finally, the problem in the MPC framework is formulated as a mixed integer linear programming (MILP) optimization problem. It is known that MILP is NP-hard rather than NP-complete when it is considered as an optimization problem [46,47], and the required computational efforts mainly depend on the number of integer variables [48]. Branch-and-cut combining cutting planes and branch-and-bound methods are one of the efficient approaches for solving MILP problems [49,50]. Presolve, Lagrangian relaxation, and heuristics are also introduced to tighten formulation, transform the combinatorial problem and find better initial solutions so that the problem size and the computational complexity can be significantly reduced [51,52]. There is an advanced solver integrating these methods provided by Gurobi, which can solve the general MILP problems fast [53]. In this paper, we will facilitate the existing solver for our problem.

3.4. Hierarchical Control Strategy

There are three levels in the hierarchical control, which are primary control level, secondary control level, and tertiary control level. They perform their respective duties and coordinate to achieve economic and reliable operation.

First, the optimal scheduling sequences based on the selected scenarios are obtained in the optimization stage at the tertiary control level, which are sent to the primary and secondary levels for execution. Elements in the microgrid will operate according to the optimal reference values, but due to the inevitable differences between the predicted and the actual values, it is impossible to meet the power balance by only executing in full accordance with the scheduling scheme in practice. Therefore,
the secondary control is required to respond to the variations of load and RES power generation, so as to compensate for the errors and ensure the system frequency stability. It is noted that the actual compensation power is limited by the decision values of the reserve variables, which can be presented as

\[
\begin{align*}
&-p_{d,i}^{dr} \leq \Delta p_{i}^{com} \leq p_{b,i}^{ur} \\
&0 \leq \Delta p_{d,j}^{i} \leq p_{d,i}^{ur}
\end{align*}
\]

where $\Delta p_{i}^{com}$ is the actual compensation power of the battery and may take a positive or negative value within the limit; $\Delta p_{d,j}^{i}$ is the actual compensation power of $i$th dispatchable generator (DG) and can only be nonnegative, which means it is used only when additional power generation is needed.

**Algorithm 1** The control strategy in secondary level. This strategy instructs the compensation operation for the further variations using reserve in secondary level of the hierarchical control.

**Input:** The operating power of $i$th generator $P_{d,i}$; the charging and discharging power of battery units $P_{b}$ and $P_{d,i}^{disc}$; three reserve variables $P_{b,i}^{ur}$, $P_{b,i}^{dr}$ and $P_{d,i}^{ur}$.

**Result:**
1. Set the power reference value for controllable devices, i.e., $P_{b,i}^{ref} = P_{d,i}^{ref} = P_{b}^{c} - P_{b,i}^{disc}$.
2. Detect the differences between the actual situations and the selected scenarios;
3. Obtain the total power that need to be compensated $\Delta p_{i}^{com}$;
4. if $\Delta p_{i}^{com} < 0$ then
5. $\Delta p_{i}^{com} \leftarrow \Delta p_{i}^{com}$ until $\Delta p_{i}^{com} = p_{i}^{ur}$
6. else
7. $\Delta p_{i}^{com} \leftarrow \Delta p_{i}^{com}$ until $\Delta p_{i}^{com} = p_{d,i}^{ur}$
8. if $\Delta p_{i}^{com} > p_{d,i}^{ref}$ then
9. $\Delta p_{i}^{com} \leftarrow \Delta p_{i}^{com} - p_{d,i}^{dr}$ until $\Delta p_{i}^{com} = \sum d_{i}^{ur}$
10. end if
11. end if
12. The actual operating power of battery $P_{b,i}^{actual} \leftarrow P_{b,i}^{ref} - \Delta p_{i}^{com}$
13. The actual generating power of $i$th DG $P_{d,i}^{actual} \leftarrow P_{d,i}^{ref} + \Delta p_{i}^{com}$
14. The violation power $P_{vio} \leftarrow \Delta p_{i}^{com} - \Delta p_{d,i}^{com} - \Delta p_{d,i}^{com}$
15. return $P_{b,i}^{actual}, P_{d,i}^{actual}, P_{vio}$
16. Next, step

In order to compensate for the differences between actual situations and selected scenarios in an orderly manner and increase the economic benefits, we also set a simple but effective strategy for the secondary control, the major part of which is shown in Algorithm 1. Firstly, the power value that needs to be compensated to the system is calculated according to the actual state of the system. If the value of the compensation power is negative, which means the actual total power generation is higher than the load demand, the redundant power will be stored in the battery using the part of the upward reserve power for charging; if the value of the compensation power is positive, which indicates that the actual power generation cannot meet the load demand, more power should be generated. In the operation of increasing power generation, there is a priority list of the battery units and DGs with different rated power. Reducing the charging power or increasing the discharging power of the battery is the highest priority overall because the associated cost is less. However, when the reserve power of the battery is fully consumed, the demand needs to be compensated by adjusting the generation power of DGs. The regulation at this point follows several rules: (1) use the reserves of the running DGs first (as there exists the startup cost); (2) if more than one DG is running, the reserve power of DG that has the highest rated power is preferred; (3) if more than one DG has been turned off, but it is needed to start one DG to increase power generation, DG that has the lowest rated power is preferred (because DG with higher rated power has higher startup and shutdown cost). These three rules are easy to understand intuitively, but to make the process concise, the detailed control is not shown in Algorithm 1, Line 13.
4. Simulation Results

To verify the performance of our proposed method, co-simulations are conducted using MATLAB 2017b, YALMIP (Version 25 April 2019) [54] and Gurobi 8.1 [55]. The system model is implemented using Matlab. The optimization problem is modeled using YALMIP and solved using Gurobi based on the Branch-and-Bound methods [46,56]. The program was executed on a Super Server 4028GR-TR2 with 2 Intel(R) Xeon(R) E5-2698v4 processors at 2.20 GHz and 16 GB of RAM memory in Shenzhen, China. The scheduling results and the optimization strategy of our proposed method are discussed in this section. Its economic performance is also evaluated compared with the existing robust method. The parameters used in the simulations are summarized in Table 1.

Table 1. Simulation parameters.

| Parameter                      | Value  |
|--------------------------------|--------|
| Discrete time step $\Delta t$  | 15 [min] |
| Duration of simulation         | 24 [h]  |
| Total operation steps          | 96     |
| Horizon of MPC method $M$      | 24 [h]  |

The microgrid we consider in the simulations is working in the isolated mode, consisting of a photovoltaic system, a wind turbine, a storage unit, and three diesel generators. The study is over a 24-h period with 15-min intervals as Table 1 shows, but the MPC framework we applied requires the data for the next 24 h after the current time, so we actually use two days of data. We choose two typical days for simulation, and the actual data of load, PV, and wind turbine power for 48 h are shown in Figure 3. $\Delta$ power is the difference between RES generation and load demand showing the power that needs to be compensated by the generators or storage units. It can be seen that this set of data contains almost all the typical cases with proper fluctuations. In addition, the storage device is bounded between 10 and 200 kWh with maximum charging and discharging power 150 kW. The charging and discharging efficiency parameter $\eta$ is 0.9, and the loss rate with respect to stored energy degradation in each sampling interval is 0.05. The three DG units have different rated powers 20, 40, and 60 kW respectively, and their ramp up and ramp down rates are 8 kW. The shut up and shut down costs of them are 5, 10, and 15 each time, respectively. In addition, the value of the discount factor $\alpha$ is 0.8.

The system parameters are selected based on several system performance indicators such as loss of power supply probability, levelized cost of energy, and level of autonomy [57], and also referring to the setting of case studies in some papers [9,10]. The penetration level of RES is also considered, which is more than 90 percent with our system setup. As for the four simulation parameters, the discrete time step and the rolling horizon are set on the basis of the literature of typical microgrid optimal dispatch.
problems using the MPC method \cite{9,58}. The time step is set to 15 min mainly due to the common considerations of optimization and available predictions for the load demand and RES generation. Long horizon may increase the computational complexity and reduce economic efficiency, but it should be sufficiently long to provide a stable controller and ensure the feasibility \cite{59}. The duration of simulations is set to 24 h since we aim at improving the economic performance of the microgrid over a long time period, where day-ahead problems are mostly concerned. Therefore, the total operation steps in one day is 96 given the time step.

In Section 4.1, we demonstrate simulation results using our proposed method mentioned above to optimize the probabilistic microgrid dispatch problem with interval predictions. In Section 4.2, simulations using the existing robust method are shown for comparison. Section 4.3 compares the economic performances of the proposed method, the robust method, and the deterministic MPC-based optimization method. Section 4.4 studies the effect of the discount factor $\alpha$ and Section 4.5 analyzes the strategy of scenario selection and the reserve strategy in the optimization stage of our proposed method. In Section 4.6, we conduct a sensitivity analysis to verify the reliability of our proposed method.

4.1. Case 1: Probabilistic Microgrid Dispatch Using Our Proposed Method

The simulation results of one day using our proposed method are shown in Figure 4. The dashed curves of load, PV generator, and wind turbine describe the actual data in 24 h in Figure 3. By comparing the four solid curves which are the DG and battery dispatch results, we can see that the system tends to maximize the usage of battery to save the operation cost. In addition, when the RES generates an insufficient amount of power for a long time, e.g., around steps 30 and 90, the DG units begin to work to meet demand. The shut up and shut down costs of the three DG units are increasing, and we can find that the system tends to use the smaller generator first because of economic considerations.

![Figure 4. Operation results using our proposed method based on MPC.](image)

Figures 5 and 6 show the dispatch and operation results of the battery using our method, where the former are the results of optimization step by step based on the scenarios selected by the optimizer, and the latter are the actual operation in practice in the presence of compensation for error using the reservation. It can be seen that the curve in operation changes more sharply than that in dispatch from step 37 to step 50. According to the actual data and the dispatch results, the actual situation is worse than the scenarios we select in optimization during this period, but the system still has the ability to
handle the error, which proves the reliability of our system in response to variations. It also illustrates the effectiveness of our method which applies reserve strategy to reserve certain capacity of the system to handle possible variations based on the scenario selected in optimization.

![Figure 5](image_url). Charging/discharging power and reserve power of battery in the dispatch stage using our proposed method.

![Figure 6](image_url). Charging/discharging power and reserve power of battery in the operation stage using our proposed method.

4.2. Case 2: Probabilistic Microgrid Dispatch Using the Robust Method in the Literature

Figure 7 shows the simulation results using the robust method in [26] for probabilistic microgrid energy management with interval predictions. It can be easily seen that the charging and discharging power of battery change more dramatically with a larger variation range compared with the results of our method. In particular, the range of discharging power doubled over the duration. In addition, the system tends to use the largest DG unit more since it always considers the worst case and has to use the largest DG unit to meet demand. This kind of behavior leads to unnecessary increases in costs. The robust method performs not so well when it comes to the economy, although it can ensure adequate frequency performance of the system.
4.3. Performance Comparison

The dispatch and operation costs of our proposed method and the existing robust method are shown in Figures 8 and 9. It is observed that the costs of our proposed method are less than those of the robust method for most of the time. Moreover, the actual operation cost is higher than the dispatch cost for both methods as we expect.

Recall that the first three terms in the cost function (13) are operation and maintenance cost, energy production cost, and startup and shutdown cost, which are the actual operation costs related to the status and working power of devices. In contrast, the last term in the cost function, the reserve cost, is a virtual cost only designed to guide the optimization process. Hence, the operating cost of the system is the summation of the first three terms in the total duration regardless of the penalty term and the discount factor, which is

\[
F_c = \sum_{t=1}^{M} \left[ C_{\text{om}}[t] + C_{\text{d}}[t] + C_{\text{s}}[t] \right],
\]

where the three costs included in the summation are computed using Equations (14)–(16) with the corresponding power at the current time \( t \).

Both the dispatch and operation costs are calculated using Equation (20), but the power used may be different. The dispatch cost depends on the optimal scheduling scheme, and only the first action of the scheme at every current time \( t \) contributes to it. However, we don’t schedule dispatches for all the scenarios covered by the interval predictions. Instead, we only select one appropriate scenario and conduct optimization based on it, and meanwhile prepare corresponding self-adaptive reserves to compensate for the difference. In other words, the energy management system will adjust the status or operation power of each device according to the hierarchical control strategy formulated in advance at the operation stage. This leads to a different operating situation in practice, and as a result the actual power and the cost in operation are different from those in dispatch. Moreover, the operation cost is larger than the dispatch cost most of the time, as our proposed method tends to be optimistic to some degree in the appropriate circumstances by putting some load pressure on the prepared reserves so that it can further reduce the cost.
The total costs for one day using different methods are shown in Table 2. The simulation of the deterministic MPC-based optimization method with perfect information of the load consumption and RES generations is also added to serve as a benchmark. It should be noted that there is a certain level of randomness in the prediction and simulation results vary for different trails. Therefore, here, we repeat simulations of each method dozens of times and calculate the average costs for comparison. The optimal scheduling problem has been approximated to a MILP problem, and it doesn’t consume much computational efforts to implement the simulations, where each simulation only takes about 30 min for the presented one-day test, taking less than 20 s to obtain the optimal day-ahead scheduling sequence in the 15-min time step. From the results, we can see that our proposed method has a 23.9% reduction in dispatch cost and an 8.0% reduction in operation cost compared with the robust method, while maintaining the same system reliability. As for the deterministic baseline, our method also reduces 21.1% dispatch cost and 7.0% operation cost. In short, our proposed method achieves the best performance in terms of economic performance.
4.4. Effect of the Discount Factor

The discount factor $\alpha$ is worth further discussions. It is observed that the value of this parameter could influence the performance of our method. At the very start when $\alpha$ decreases from 1, our proposed method begins to consider more about the current situations and the cost performance becomes better. While as we continue to decrease $\alpha$, the trend goes into reverse. It implies that there might be an optimal value of $\alpha$, where our proposed method could handle the level of preference exactly to minimize the impact of cumulative error while considering the future in advance.

More interestingly, when we introduce the discount factor $\alpha$ into the cost function of the robust method and the deterministic MPC-based optimization with perfect information, we obtain similar results. Details can be seen in Table 3 and Figure 10.

**Figure 10.** Operation cost of our proposed method, existing robust method, and MPC-based optimization method with different $\alpha$.

We can see that our method performs excellently around $\alpha = 0.8$, and the operation cost of the MPC-based optimization method also decreases slightly as $\alpha$ goes from 1 to 0.8. When $\alpha$ is larger than 0.8, the cost of the perfect information dispatch increases rapidly, and even the smallest cost of our method is larger than the average cost when $\alpha = 0.8$. This illustrates that, when $\alpha$ is large,
the system focuses more on the future, making it difficult to achieve lower cost in the operation at present, and when $\alpha$ is smaller, the system cares more about the current steps so that it can reduce the operating cost by preparing less for the uncertain future. This property also leads to the violations when $\alpha$ is too small (less than 0.7 in our simulations), as the system prepares less in advance and may not be able to cope with huge variations especially when the actual situation deviates significantly from the expectations.

It can also be inferred that, with the given data and simulation setup, our method could achieve the optimal performance when $\alpha$ is somewhere around 0.8, and the conclusion is consistent with that of the dispatch with perfect information. It should be noticed that there is no randomness in the optimization with perfect information since the prediction inputs are just the exact actual data. Therefore, the performance curve of the dispatch with perfect information could give some guidance to find the optimal value of parameter $\alpha$, which could be obtained by simply simulating with different $\alpha$ only once.

4.5. Strategy Analysis for Scenario Selection and Reserve

After the comparison, we further analyze the behavior of the scenario selection and reservation allocation strategies of the optimizer in our proposed method.

In Figure 11, we integrate the PV and WT generation power and only observe the prediction intervals together with selected values of RESs and load. It can be seen that the system tries to meet the balance between RES generations and load demand so that the cost of extra operation is reduced. When RES generation is high, the optimizer tends to consider the robust situation of load; when RES generation is low, the optimizer is no longer greedy, and it begins to select an appropriate situation of load as the basis for optimization according to the system capacity. This behavior can be seen more clearly in Figure 12 where the area from step 65 to step 75 is zoomed in. It turns out that our method could be explained as a conditional robust method in terms of the behavior of the optimizer, as the optimizer tends to select an extreme scenario based on the capacity of the system. In other words, when the system is in good capability to handle future uncertainty, our proposed method makes the system to prepare for the worst condition; when the system is incapable of handling too much uncertainty, our proposed method allows the system to prepare for a relatively better condition to reduce the cost. It should be noticed that, even though the system is not always preparing for the worst condition, the system stability can still be maintained well due to the fact that there are still energy storage devices and dispatchable generations. This validates the advantages of our proposed method.

![Figure 11. Scenarios selected by optimizer.](image-url)
We also analyze the behavior of our reserve strategy. It should be noted that the values of reserve variables are not entirely dependent on the differences between the scenario selected by the optimizer and the worst scenario. According to Section 3, there is also a trade-off between reserves and selected scenarios. In other words, the optimizer tries to find a good trade-off between reliability and efficiency of the system. As we can see in Figure 13, the level of reserve varies with situations. It is not flat and does not always change with the fluctuations. It decreases when RES generation can meet the demand, and increases when the difference between RES and load is large. This shows another effort that our method makes to save costs in some ways.

![Figure 12. Scenarios selected by optimizer (zoomed in).](image1)

![Figure 13. Simulation results related to the reserve strategy. Top: the power differences of RES generation and load demand. Middle: the reserve level over stages. Bottom: the reserve powers in battery and DGs.](image2)
4.6. Sensitivity Analysis

To verify the reliability of our proposed method, a sensitivity analysis is also conducted to observe the variations of results in different situations. Note that the only uncontrollable factors that would impact the scheduling results of our method are the load demand and the generation of RES. Therefore, we change the actual power data of load, PV generation, and WT generation, and then feed them into the system model as the new actual data and finish the one-day optimal dispatch and control using our proposed method.

The discrete time step is still 15 min. Every single point in the original data sequence is changed by a random variation. Here, we conduct two groups of sensitivity analyses and set the variation level to 5% and 10% of the mean value of the original data. Figures 14 and 15 show the new power data of load, PV generation and WT generation in one of the random cases using 5% and 10% variations, respectively. The solid curves are the new data and the dotted curves are the original data for comparison. It can be observed that the new data have higher volatility.

**Figure 14.** Actual power data with 5% variation and the original power data of load, PV, and WT in one day.

**Figure 15.** Actual power data with 10% variation and the original power data of load, PV, and WT in one day.
The result of each simulation is different since the new data are generated randomly, so we repeat the simulations many times and calculate the average economic performance for analysis. The robust method and the deterministic MPC-based method are also simulated for comparison. Corresponding results using the new input data with different variations are shown in Table 4. It can be seen that the results do not significantly change due to variations in the input data even if the actual data of load demand and RES generation are more volatile. Therefore, our proposed method is not sensitive to changes and the optimal control performance is consistent.

| Method               | Our Proposed Method | Existing Robust Method | MPC-Based Optimization Method |
|----------------------|---------------------|------------------------|-------------------------------|
|                      | Dispatch Cost       | 915.08                 | 1250.5                        |
|                      | Operation Cost      | 1241.6                 | 1365.3                        |
| 5% Variation         | Dispatch Cost       | 960.96                 | 1232.8                        |
|                      | Operation Cost      | 1249.1                 | 1338.8                        |
| 10% Variation        | Dispatch Cost       | 1209.3                 |                               |
|                      | Operation Cost      | 1321.2                 |                               |

5. Conclusions and Future Work

In this paper, a hybrid method that combines scenario-selected optimization and reserve strategy was proposed to achieve a balanced trade-off between the reliability and efficiency of the microgrid system with interval predictions. In this method, an appropriate scenario is selected by the optimizer at each optimization step, and the optimal reservation of system capacity is determined based on the selected scenario and the possible variations in the future. The MPC method is also applied as the optimization framework to consider system dynamics in the longer term.

Simulations are conducted to compare with the existing robust method and the optimization with perfect information. Results show that our proposed method could significantly reduce the operating cost of the microgrid system while guaranteeing certain capabilities of the system to cope with the uncertainty in consumption and renewable generation. The effect of the discount factor we introduce to the cost function is discussed and guidance for finding the optimal value of this parameter is offered. The strategy of scenario selection is also analyzed, and it is shown that our proposed method can be interpreted as a conditional robust method, which validates our proposed method.

The proposed method offers good economic performance and it does not require high accuracy of prediction. Therefore, it is also suitable to extend the method for situations where accurate prediction cannot be achieved due to the limitation on hardware devices or power consumption in addition to the isolated microgrid economic dispatch. The system only needs to bear a small amount of computational burden to generate appropriate prediction intervals, and then reasonable and economical scheduling can be implemented.

In the future, we can extend the proposed method to a microgrid in the grid-connected mode where the main grid offers dynamic pricing, and try to achieve good performance in terms of system efficiency. Moreover, the problem can be reconsidered using an improved system model, where the thermal load and corresponding generators and storages are introduced, and the storage dynamics are more complicated.
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