QuLinePlus: extending plant breeding strategy and genetic model simulation to cross-pollinated populations—case studies in forage breeding
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Abstract
Plant breeders are supported by a range of tools that assist them to make decisions about the conduct or design of plant breeding programs. Simulations are a strategic tool that enables the breeder to integrate the multiple components of a breeding program into a number of proposed scenarios that are compared by a range of statistics measuring the efficiency of the proposed systems. A simulation study for the trait growth score compared two major strategies for breeding forage species, among half-sib family selection and among and within half-sib family selection. These scenarios highlighted new features of the QuLine program, now called QuLinePlus, incorporated to enable the software platform to be used to simulate breeding programs for cross-pollinated species. Each strategy was compared across three levels of half-sib family mean heritability (0.1, 0.5, and 0.9), across three sizes of the initial parental population (10, 50, and 100), and across three genetic effects models (fully additive model, a mixture of additive, partial and over dominance model, and a mixture of partial dominance and over dominance model). Among and within half-sib selection performed better than among half-sib selection for all scenarios. The new tools introduced into QuLinePlus should serve to accurately compare among methods and provide direction on how to achieve specific goals in the improvement of plant breeding programs for cross breeding species.

Introduction
Cultivar development in a plant breeding program is a complex process involving a cyclical procedure over long periods. Choosing an appropriate breeding strategy is essential for a successful plant breeding program. However, it is difficult to evaluate the long-term effects of the chosen strategy, especially in the early phase of the program. Computer simulation can be a tool for plant breeders to efficiently examine breeding strategies for their breeding program and to make critical decisions accordingly (Sun et al. 2011). Computer simulation also allows, among other criteria, plant breeders to evaluate long-term effects of their breeding program. Information such as optimum parent population size, number of selection cycles needed to achieve maximum genetic potential, rates of accumulation of favorable alleles, rates of allele fixation, and the influence of breeding method on these outcomes, will help in developing breeding programs.

There are two types of computer simulations, deterministic and stochastic. Deterministic simulation for plant breeding programs is based on a set of mathematical
equations developed from quantitative genetic theory. The output of this type of simulation is fully determined by the parameter values and initial conditions. Therefore, the output is bound by the assumptions of the equations used. Deterministic simulation has been implemented in DeltaGen (Jahufer and Luo 2018) to predict genetic gain and cost per selection cycle for a range of breeding strategies in forage species as a tactical tool using empirical data. However, due to the nature of the deterministic simulation, the output is only applied to the current cycle for the current initial conditions (e.g., current breeding population, current testing strategy, etc.).

On the other hand, stochastic simulation is designed to process variation and randomness of gene-to-phenotype relationship within the quantitative genetics framework. Stochastic simulation is more general than deterministic simulation because it is unconstrained by mathematical equations usually conditioned on some assumptions. Therefore, this type of simulation can be used to simulate whole breeding programs that are often too complex to be deterministically modelled. This type of simulation can be used as a strategic tool to compare multiple breeding strategies (Wang et al. 2003, 2009b) and to evaluate the impact of selection (Wang et al. 2007b, 2009a). It has been used to study the impact of genomic selection on the breeding program (Iwata and Jannink 2011; Lin et al. 2016). It has been used as a tactical tool to evaluate specific plant breeding questions, such as selection among parents, and to evaluate details of backcrossing strategies (Arief et al. 2014) and quantitative trait loci (QTL) introgression. For example, there are numerous challenges in selecting for multiple QTL within a breeding program, particularly if there are many QTL with small effects. When dealing with QTL introgression or pyramiding QTL, breeders need information that will allow them to decide how best to fit marker-assisted selection into a breeding pipeline. Computer simulations allow for the testing of multiple hypotheses in silico to determine the amount of resources necessary to convert elite lines with adapted backgrounds with multiple QTL and examine the maximum number of QTL that can be pyramided into a single genotype (Wang et al. 2007a).

QU-GENE is a software platform for stochastically simulating plant breeding programs (Podlich and Cooper 1998). QU-GENE uses $E(N;K)$ models to simulate genotype-by-environment interactions (Podlich and Cooper 1998), where $E$ is the number of environments, $N$ is the number of genes, and $K$ is the parameter designating the epistatic network. This model is a generalization of $NK$ models (Kauffman 1993). This capability of QU-GENE to simulate genotype-by-environment interaction provides an advantage over other similar plant breeding simulation programs (e.g., Faux et al. 2016; Lin et al. 2016).

The QU-GENE platform consists of two components: An engine (referred to as the QU-GENE engine) to generate simulation input and breeding modules used to conduct simulations of breeding strategies. The QU-GENE engine is used to generate a genetic-by-environment system (GES). The breeding modules are used to simulate breeding strategies applied using this GES (Fig. 1). Currently there are three breeding modules available: QuLine (Wang and Dieters 2008a) for self-pollinating species; QuHybrid (Wang and Dieters 2008b) for hybrid development; QuMARS (Li and Wang 2011) for marker-assisted recurrent selection.

The objective of this paper is to introduce a new breeding module called QuLinePlus that has the additional capability to simulate open-pollinated species. This module is an extension of QuLine. We describe via examples how the new features in QuLinePlus are used to conduct simulation for breeding programs on open-pollinated populations with
half-sib (HS) mating strategies. QU-GENE is free for academics and researchers in public institutions and available at http://sites.google.com/view/qu-gene.

Materials and methods

Theory behind QU-GENE

In quantitative genetics the phenotypic value of an individual is influenced by genes, environments and their interaction. The phenotypic values of individuals in a population measured for a trait in a number of environments can be represented by a standard factorial quantitative genetic model following Falconer and Mackay (1996) as

\[ P = G + E + (GE) + R \]

In this model, \( P \) is the observed value of an individual, which is the sum of a genotype main effect \( G \), an environment main effect \( E \), an interaction effect \( (GE) \) between \( G \) and \( E \) plus an environment noise effect \( R \). The genotype value \( G \) for an individual is the combined action of the alleles of all the genes affecting the trait in the population, and \( (GE) \) the combined action of the deviations from \( G \) of alleles in each of the environments.

Another form of the quantitative genetic model, the nested model

\[ P = E + (GE) + R \]

emphasizes the differences in performance of genotypes in different environments. Again, \( (GE) \) is a composite of all the effects of the alleles of the genes affecting the trait. Variations and extensions of these models have been used in a mixed model framework (Cooper et al 2007) where all the terms except the grand mean are treated as random variables sampled from the breeding population. According to Cooper et al. (2007), the phenotypic value can also be considered as a combination of a ‘genetic signal’ component \( (GE) \), an ‘environment context’ component \( E \) and an ‘environmental noise’ component \( R \). The genetic signal component and environment context can be modelled using \( E(NK) \) model outlined by Podlich and Cooper (1998), where \( E \) is the number of environments, \( N \) is the number of genes affecting a trait and \( K \) is the epistasis parameter which is the average number of other genes influencing by each gene. Hence, the phenotypic value for a genotype can be specified using the following form

\[ P = E(NK) + R \]

where \( (NK) \) for each of \( E \) environments is the complete specification of all allelic effects of a set of \( N \) possibly interacting genes distributed across chromosomes using a recombination map. These \( E(NK) \) models are used to calculate the \( (GE) \) values for each genotype created by the QU-GENE program. The \( NK \) models for each environment can be fully specified or produced by sampling effects of alleles from appropriate distributions, or a combination of both.

This model is implemented in QU-GENE to simulate the genotype and genotype-by-environment interactions. In QU-GENE, the term environment refers to environmental types, such as mega-environments and \( R \) is the sum of among and within plot error (Wang and Dieters 2008a). Alternatively \( R \) can refer to the sum of the among and within family variances.

If the user wishes to calculate a numerator relationship matrix (NRM) or a genomic relationship matrix (GRM) to estimate simulated breeding values, it would be possible to do so by extracting the pedigrees of individual crosses generated throughout the simulation (NRM) or from the genotypes from a simulated or user-defined marker array (GRM).

QuLinePlus

QuLinePlus is an extended version of QuLine and can be used to simulate open-pollinated species. The features of QuLinePlus are an update of QuLine such that the unit of manipulation (entity selected or crossed) becomes a family (population) rather than a fixed or pure line. Hence, breeding populations for fixed lines or clones become special cases of populations which are reduced to a set of complete (clones) or close to complete (pure lines) homogenous genotypes. These new features are:

1. QuLinePlus can now specify crossing among multiple populations comprised of multiple individuals. Crosses are specified as mating amongst randomly selected individuals from within or among populations. Consequently, crossing block updates now replace all or a proportion of the original populations. Crosses among clones of fixed lines now become special cases when the family (population) consists of one or a few different genotypes.
2. QuLinePlus has an option to produce half-sib (HS) families. Half-sib families are created by bulking all genotypes derived from each female used in the crossing block. Self-pollination of female lines is excluded from the half-sib families. QuLinePlus still includes the three options of QuLine to produce: (a) a single family (population) by bulking all genotypes in the breeding program, (b) many families by bulking all genotypes derived from single plant or single family, (c) many families by separating all selected genotypes into different families.
3. The *.FIT file generated by QuLine reports the genotypic mean of the populations derived from each cycle of simulation. Since QuLine was programmed under the assumption that all lines derived from a breeding cycle would be a ‘fixed line’, each was represented by the value of one randomly selected individual. QuLinePlus now retains and uses all individuals in the final populations from a cycle to calculate the mean of the family for the *.FIT file.

4. Another option, ‘polycross’ was added to the propagation type options. This option enables among family polycrosses to generate new half-sib family or synthetic population in any generation after the first initial crosses.

5. QuLinePlus has an extra option for updating the crossing block. This update has the ability to select among initial parents (populations) based on progeny testing.

In addition to the new features, an R Shiny graphical user interface is created to help users run the QU-GENE simulation (Fig. 1). A version of this interface is available from http://sites.google.com/view/qu-gene/download.

**Case studies in forage breeding**

QuLinePlus was used to simulate two breeding strategies commonly used for cross-pollinating forage species after Casler and Brummer (2008). The two strategies are among half-sib family selection (AHS) for among HS family selection, and among and within half-sib family selection (AWHS) for among and within HS family selection. These scenarios demonstrate the new facility of QuLinePlus to create HS families.

**Breeding strategies**

HS families derived from the female parents from all the pairwise crosses among a set of families. These HS families were then tested for three years in three locations using three replications with a plot size of 30 plants. Based on these trials, 20% of HS families with the best growth score were advanced to the next cycle. To restore the initial number of parents, either a random five in AHS or best five in AWHS were selected from each HS family (Fig. 2). These selected plants were then used as parents for HS family of the next cycle. Both strategies were run for 50 cycles.

**Genotype-by-environment system**

These two breeding strategies were compared under 27 genotype-by-environment systems: three genetic effects models, three levels of HS family mean heritability, and three sizes of parental populations. In total, there were 54 simulation scenarios with each run 100 times (Supplementary Table 1).

A total of 63 previously reported QTL for growth scores (Faville et al. 2012) were distributed on the linkage map constructed from Khaembah et al. (2013) and Sartie et al. (2011). This linkage map also included 194 markers. Growth score is a major trait collected in forage breeding.
Three genetic effects models were simulated for these QTL: (1) fully additive with no dominance (referred to as the additive model), (2) a mixture of additive, partial and over dominance with 50% additive (referred to as the additive-dominance model), and (3) a mixture of partial and over dominance (referred to as the dominance model). No epistasis networks were considered. All QTL effects were randomly drawn from a normal distribution with the mean of zero and standard deviation of one (Wang and Dieters 2008a).

Three levels of HS family mean heritability (0.1, 0.5, and 0.9) were used to generate phenotypic data. These heritabilities reflected the range of HS family mean heritability from three-year field trials.

Three sizes of the parental populations (10, 50, and 100) were randomly generated using QU-GENE engine with allele frequency for all loci set to be 0.5. These initial populations were used to create the initial HS families. Parental populations were set to have equal fractions of homozygous and heterozygous loci, randomly assigned with each simulation run.

Simulation outputs

Three criteria are commonly used to compare the two breeding strategies from QU-GENE simulation: genetic gain, Hamming distance, and allele fixation rates. Genetic gain is calculated as the difference in genotypic mean (*FIT) between cycles. This genetic gain can be expressed as a percentage to remove scaling factors to enable comparisons among simulation scenarios (Wang and Dieters 2008a). Cumulative genetic gain can also be calculated across cycles. In this study, two criteria were used to compare simulation results: 90% cumulative gain (ΔG90) and the number of cycles required to achieve ΔG90.

Hamming distance (*.HAM) is a compound measure of the number of unfavorable alleles that are necessary to be substituted by favorable alleles to reach an ideal genotype (He et al. 2004). A smaller value for Hamming distance means that the selected population is closer to the ideal genotypes. Allele fixation rates (*.FRE) are calculated favorable and non-favorable alleles for each cycle (Wang and Dieters 2008a). Hamming distance and allele fixation
rates are reflecting the impact of selection on genetic diversity.

**Results**

**Additive model**

Under the additive model, AWHS always had more genetic gain than AHS, especially in early cycles across different levels of heritability and different sizes of parental populations (Fig. 3). In both breeding strategies, a higher level of heritability resulted in faster achievement of $\Delta G_{90}$ (Fig. 3, dotted line). However, a higher level of heritability increased the gap between AHS and AWHS. For example, there was only one cycle difference between AHS and AWHS to achieve $\Delta G_{90}$ for heritability 0.1 (Fig. 3a), but seven cycles difference for heritability 0.9 (Fig. 3d). The changes in heritability had a larger impact on genetic gain of AWHS than AHS, especially for the first cycle. For example, the genetic gain for the first cycle in AWHS increased by 2.5% when heritability increased from 0.1 to 0.5, whereas genetic gain for AHS only increased by 1% (Fig. 3a, b). This genetic gain seemed less affected by the change in population size (Fig. 3, column-wise). While increasing population size from 10 to 50 improved genetic gain, there was no further improvement by increasing population size from 50 to 100.

In contrast to genetic gain, Hamming distance (Fig. 4) and allele fixation rates (Supplementary Figure 1) were more affected by population sizes than by heritability levels. Increasing population size resulted in a lower value of Hamming distance (Fig. 4, column-wise) and allele fixation rate for both favorable and non-favorable alleles (Supplementary Figure 1). As with genetic gain, the gap between AHS and AWHS increased with the increasing level of heritability (Fig. 4 and Supplementary Figure 1, row-wise).

**Additive-dominance model**

Under the additive-dominance model, AWHS still had more genetic gain than AHS (Fig. 5). However, the differences...
were smaller than those observed under the additive model (Fig. 3). This genetic model also resulted in a larger value of Hamming distance (Fig. 6) compared to that from the additive model (Fig. 4). However, there was almost no difference in the pattern of allele fixation rates between the additive-dominance model (Supplementary Figure 2) and the fully additive model (Supplementary Figure 1), except that the difference in allele fixation rates between favorable and non-favorable alleles was smaller than previously observed under the additive genetic model.

**Dominance model**

Genetic gain under the dominance genetic model (Fig. 7) showed similar patterns as those observed under the additive-dominance model (Fig. 5). The Hamming distances from this model (Fig. 8) were larger than those from the two previous genetic effects models. These results indicated that the selected populations under this genetic model were further away from ideal genotypes. While the patterns of allele fixation rates were similar to those observed in the other two genetic effects models (Supplementary Figure 3), the difference in fixation rate between favorable and non-favorable were becoming smaller. The allele fixation rates for the favorable and non-favorable alleles were almost the same under heritability of 0.1 and population size of 10 (Supplementary Figure 3a).

**Comparisons**

On average, AWHS always performed better than AHS (Fig. 9). Under AWHS, ΔG90 was achieved faster than that under AHS (Fig. 9a). The values of ΔG90 from AWHS were also larger than those from AHS (Fig. 9b). Therefore, the result was larger ΔG90 per cycle for AWHS (Fig. 9c). For both strategies, increasing population size from 10 to 50 improved ΔG90, but there was no advantage by increasing from 50 to 100 (Fig. 9b). However, increasing population size from 10 to 50 also resulted in increasing the number of cycles to achieve ΔG90 (Fig. 9a).
Within each breeding strategy, the additive model resulted in larger $\Delta G_{90}$ (Fig. 9b), but required a longer time to achieve it (Fig. 9a). On the other hand, the dominance model resulted in lower $\Delta G_{90}$ in fewer cycles. The pattern of $\Delta G_{90}$ across the three genetic effects models was similar across three levels of heritability and the three population sizes (Fig. 9b). However, the pattern of the number of cycles to achieve $\Delta G_{90}$ across the three genetic effects models changed as the heritability and population size increased (Fig. 9a). The differences in the number of cycles among the genetic effects models became smaller as heritability increased in the small population (10) or as population increased from 50 to 100.

At the end of 50 cycles, the additive model reached a minimum Hamming distance of 5% (Fig. 4i), the additive-dominance model reached a minimum of 10% (Fig. 6i), and the dominance model reached a minimum of 18% (Fig. 8i). Under the three genetic effects models, the fixation rates for both favorable and non-favorable alleles were always higher in AWHS than AHS (Supplementary Figures 1, 2 and 3). For both strategies, the dominance model resulted in the lowest and the highest fixation rate for favorable and non-favorable alleles, respectively. Patterns of inbreeding can be deduced from changes in non-favorable allele fixation. At a small population size, complete fixation of non-favorable alleles occurs at a faster rate. As expected, larger population size lead to lower and slower accumulation of non-favorable alleles.

**Discussion**

By using a HS population module in QuLinePlus, we have revealed a range of patterns for forage breeding programs and for other HS population-improved species. Overall, AWHS resulted in higher rates of genetic gain than AHS. Depending on the heritability level, AWHS provided a greater advantage than AHS. Under HS breeding, 75% of the genetic variance is contained within families and the remaining 25% is found among families (Hallauer et al. 2010). AWHS utilizes both between and within family variances, while AHS only utilizes between family variances.
selections. Therefore, AWHS is expected to perform better than AHS.

AWHS is expected to perform better than AHS for low levels of heritability as better individuals are selected within families rather than at random. Lower heritability means larger environmental noise in phenotypic values. Therefore, for phenotypic selection, some inferior individuals can be selected in AHS due to chance.

As expected, the relationship changes as heritability becomes larger, whereby environmental noise is minimized and both AHS and AWHS receive an advantage under any of the genetic effects models of additive, additive-dominance or dominance. It is important to note that the difference in ΔG90 becomes smaller between the two strategies as heritability increases, particularly under full additivity (Fig. 9b). In contrast, the difference in ΔG90 per cycle due to changes in heritability between AHS and AWHS is more evident at larger population sizes, particularly under the dominance model (Fig. 9c), and this is due to a larger number of cycles required to reach ΔG90 using AHS. Based on expected gain per cycle calculated for breeder’s equation (Falconer and Mackay 1996), Casler and Brummer (2008) concluded that AWHS resulted in far superior performance than AHS when heritability was moderate (0.5) to high (1) but only did half as well as AHS when heritability was below 0.2 under 20% selection intensity.

The ΔG90 per cycle (Fig. 9c) is a cost-benefit criterion that is useful for making comparisons. For example, under full additive model for 100 initial populations and heritability of 0.5, ΔG90 for AWHS and AHS were 43 and 42%, respectively (Fig. 9b). Based on this value, it seems that there was no significant difference between AWHS and AHS. However, it required 14 cycles of AWHS and 23 cycles of AHS to achieve their respective ΔG90. Therefore, based on ΔG90 per cycle, AWHS was more effective than AHS. Within AWHS, increasing the population size from 10 to 50 seems to provide an increase of roughly 15–20% in ΔG90 (Fig. 9b). However, it also leads to an increase of around 15–20 cycles to achieve this ΔG90 (Fig. 9a).
Therefore, based on $\Delta G_{90}$ per cycle there was not much advantage to increasing the initial population size from 10 to 50 (Fig. 9c). There were also costs associated with creating and testing additional HS families that were not taken into consideration. If these additional costs are considered, increasing the size of the initial population from 10 to 50 may provide no advantage.

Computer simulations have been used in crops such as wheat and rice to make strategic decisions on steering actual breeding programs and populations (Wang 2011). Lin et al.
(2016) simulated genetic gain in ryegrass and compare a model phenotypic selection strategy with a commercial breeding program modified for genomic selection and Faville et al. (2018) have demonstrated it empirically for genomic selection. Using computer simulations could provide insight on the impact of selections under different genetic effects models.

In this study, AWHS was shown to perform better than AHS across the three genetic effects models. However, the full dominance model always resulted in lower $\Delta G_{90}$ than the full additive model (Fig. 9b), but required fewer or similar number of cycles to achieve that $\Delta G_{90}$ (Fig. 9a). Lower $\Delta G_{90}$ under the dominance model could be due to a higher fixation rate of non-favorable alleles and a lower fixation rate of favorable alleles (Supplementary Figure 3).

Conclusions

The purpose of this article is to introduce QuLinePlus for simulating breeding programs for open-pollinated species. We compared two commonly used HS breeding strategies using theoretical models. The simulation results using QuLinePlus confirmed the superiority of AWHS over AHS across different levels of heritability, genetic effects models, and population sizes.

The simulations presented here test strategies that operate under a closed system between cycles, that is, no new genetic variation is introduced among the initial parents at the beginning of a new cycle. For example, the effects of reciprocal recurrent selection schemes, where variation generated at the end of a cycle is introduced into another population and vice-versa can’t be performed in simultaneous runs. In future, it would be useful to confirm the superiority of AWHS using other models that also include genomic selection.

Data archiving

Data available from the Dryad Digital Repository: https://doi.org/10.5061/dryad.7368cc2.
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