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Abstract

Fog computing is considered a promising technology to reduce latency and network congestion. Meanwhile, Millimeter-wave (mmWave) communication owing to its potential for multi-gigabit of wireless channel capacity could be employed to further improve the performance of fog computing networks. In this context, we study the feasibility of using 28 GHz and 38 GHz mmWaves in fog radio access networks (F-RANs). The multi-slope path loss model is used to calculate the interference impacts because it provides a more accurate approximation of the wireless links. Simulations are carried out for uplink scenario considering the following fog node (FN) deployment models: Poisson point process (PPP), Ginibre point process (GPP), square grid, and ultra-dense network (UDN). The results depict that at low FN densities the massive accumulation of interference components severely impacts the performance. However, the performance can be improved by increasing the FN density and choosing a deployment strategy with high degree of regularity. Based on the results, we verify that it is feasible to use 28 GHz and 38 GHz mmWaves in F-RANs when the density of the interfering users is less than 150 user/km² where capacities higher than 1 Gbps are achieved for all considered scenarios.

1. Introduction

In the era of internet of things (IoT), the number of cellular IoT devices is anticipated to increase dramatically to reach unprecedented level in the next few years. Ericsson forecasts that by 2023 there will be around 3.5 billion cellular IoT connections [1]. This is mainly due to IoT capability to afford anything, anywhere and anytime interconnection and intercommunication, which paved its way to invade various applications such as smart homes and healthcare [2–5], in such way that IoT became an indispensable enabling technology for the aforementioned applications. The previously mentioned plethora in IoT applications and the number of its related interconnected things (i.e. smart devices) is accompanied with a proliferation in the amount and type of data generated by “things”. Traditionally, cloud computing was considered as an efficient enabling technology to process IoT data, chiefly due to its mega computation and storage capabilities [6]. However, as the IoT data is predicted to grow exponentially the available bandwidth cannot afford a constant connection among “things” and the cloud, and the clouds themselves would be bottlenecked [7–9]. Moreover, many IoT applications such as healthcare applications are delay sensitive where very quick responses based on real-time analysis are required, meanwhile the high communication latency is a key limitation of cloud computing [10], owing to the fact that cloud computing is a centralized paradigm in which the data generated by the IoT devices needs to be sent to a centralized cloud data center in order to perform processing, computation and storing it.

To tackle these issues, Fog computing was proposed by Cisco in 2012 as a novel distributive computing paradigm that places the cloud computing resources including computation, networking, and storage in a hierarchical layered architecture between the cloud computing data centers and the “things” [11–14]. In fog computing, the fog node (FN) (i.e. edge node) has some processing, computation and storage capabilities, which enables it to perform processing of the latency sensitive IoT data, whereas the latency tolerant data and the data that require intensive computation can be forwarded to be processed in the cloud data center [15].

Meanwhile, as the world is witnessing the dawn of fifth-generation (5G), it is noteworthy to address that the 5G developers early vision was to improve the 5G communication networks performance as compared with the fourth generation (4G) in
order to achieve the following performance indicators: 1000-fold higher mobile data volume per geographical area, 100-fold higher data rate per user, 100-fold expansion in the number of connected devices and 5-fold reduction in the end-to-end delay [16]. The former objectives can be achieved by adopting fog computing as an enabler. Though, the key viable enabling technique to increase the data rates is to exploit the large amount of vacant raw bandwidth in the mmWave bands [17]. Recently, 28 GHz and 38 GHz mmWave bands have been standardized by 3rd Generation Partnership Project (3GPP) under the 5G New Radio (NR) FR2 band guidelines (i.e. 3GPP Release 16) [18], also the bands have been allocated by the United States (US) Federal Communications Commission (FCC) for 5G networks under the new Upper Microwave Flexible Use License (UMFUS) designation [19]. Moreover, 28 GHz and 38 GHz mmWave bands are dedicated for 5G in China [20]. Thus, it is anticipated that 28 GHz and 38 GHz mmWave bands will play a key role in 5G deployments and Beyond-5G systems. However, utilizing the mmWaves in wireless communication systems has some limitations such as the mmWaves wireless propagated signals are susceptible to blockages by obstacles, shadowing, refraction, diffraction and they experience a higher path loss. Moreover, they are vulnerable to atmospheric absorption and rain attenuation [17,21,22]. This is mainly raising from their extremely short wavelengths in terms of (1 mm–10 mm), which are smaller than the physical dimensions of the obstacles in the surrounding environment.

Consequently, prior to design a mmWaves communications system, it is essential to gain a better understanding of mmWaves propagation behavior in order to optimally exploit the substantial advances of high date rates and enhanced capacity of mmWaves signals. Commonly, this can be achieved by characterizing the wireless propagation channel by modeling the path loss [22], owing to the fact that it is a measure of the propagated signal fading as a function of the signal frequency and the propagation distance. Traditionally, single-slope models are adopted to characterize the mmWave channels. This is mainly due to their simplicity as the path loss is expressed by a simple mathematical formula, wherein only a one single-slope line is used to characterize path loss over the propagation distance range. However, Multi-slope models have shown higher accuracy in modeling the mmWaves propagation loss, which is due to characterizing the path loss using different slopes for different regions of the wireless link [23–27]. Therefore, using the multi-slope models in the mmWaves communication system studies is drawing more attention recently.

Relishing the potentials of the extremely low latency and the high data rates can be achieved by integrating both mmWave wireless communication networks and fog computing paradigm. In such mmWave IoT F-RANs, the communication between the edge devices (i.e. “things”) and the FNs is performed by using a mmWave frequency carrier, while the FNs perform the required processing and computation on the received data from the edge devices, and forward the unprocessed data to the core cloud center via a mmWave wireless link or a wireline Ethernet link. In this hyperconnected IoT F-RAN architecture, a high interference generation is anticipated due to the simultaneous massive uplink data transmission from the densely deployed edge devices to their associated FNs. Moreover, since 28 GHz and 38 GHz mmWave frequencies are candidate frequency bands to be used in 5G and Beyond-5G systems. Thus, this paper proposes a simulation-based feasibility study of using 28 GHz and 38 GHz mmWave frequencies in hyperconnected F-RANs. Taking into consideration the interference components generated by the simultaneous uplink transmissions of deployed edge devices, the proposed study utilizes Shannon’s formula to calculate the channel capacity of one main mmWave uplink transmission between a typical edge device and its associated FN. For a more precise feasibility study using 28 GHz and 38 GHz mmWave frequencies in F-RANs, we employ multi-slope path loss models, also the main lobe profile of the steerable antenna radiation pattern is formulated using a Gaussian function. As far as the authors know, no study before estimated the performance of F-RANs using multi-slope models. Our main contributions can be summarized as follows:

- The achievable channel capacity of uplink 28 GHz and 38 GHz mmWave F-RANs is evaluated under dual-slope, line-of-sight (LOS) and non-line-of-sight (NLOS) single-slope models, where Poisson Point Process (PPP), Ginibre point process (GPP), and square grid models are used to model the FN network. We show that the FN network models with higher degree of regularity perform better. We also show that mmWave F-RANs using 28 GHz and 38 GHz frequencies can achieve capacities of multi-gigabit.

- The interference impacts are analyzed and we show that the massive accumulation of the interference components can severely degrade the channel capacity to drop below 1 Gbps levels when the density of the interfering edge users increases beyond 150 interfering user/km².

- The impacts of the network densification are also studied, where the simulation results show that increasing the FN density improves the network performance, and this improvement is obvious in ultra-dense network (UDN) deployment model, where capacities higher than 3 Gbps are achieved even at high densities of interfering edge devices.

The rest of the paper is organized as follows. Section 2 discusses the relevant work. The system model and the FN deployment strategies are presented in Section 3. Section 4 introduces the 28 GHz and 38 GHz mmWaves propagation models and characteristics. The details of estimating the capacity using Shannon’s formula are described in Section 5. In Section 6, we present the results and discussions. The limitations and future research directions are delivered in Section 7. Finally, the concluding remarks are given in Section 8.

2. Related work

The key gain realized when utilizing directional mmWave system i.e. through antenna beamforming is the capacity improvement. In these systems the interference probability depends mainly on the antenna radiation pattern which can be calculated by

\[ Pr(\text{interference}) = \frac{\varphi_{hp} \cdot \vartheta_{hp}}{360^\circ} \cdot \frac{\varphi_{hp} \cdot \vartheta_{hp}}{180^\circ} \]

where \( \varphi_{hp} \) (0° ≤ \( \varphi_{hp} \) ≤ 360°) is the 3 dB half-power beamwidth in azimuth plane and \( \vartheta_{hp} \) (0° ≤ \( \vartheta_{hp} \) ≤ 180°) is the 3 dB half-power beamwidth in elevation plane [28]. Hence, as the beamwidth in the directional mmWave wireless systems is conventionally assumed to be narrow in the range of 1° to 10° the interference probability will be very small and the interference impact is usually assumed to be ignorable.

However, intensive numerical simulations of highly directional mmWave systems in [29,30] have shown that the interference impact may not be ignorable when the number of interfering paths is large. In [29], 60 GHz mmWave propagation and the impacts of interference on the main uplink channel of a cloud-enabled visual data uploading wireless networks were studied and simulated. The theoretical study in [29] was performed using a Gaussian mainlobe profile for the steerable antenna radiation patterns and 60 GHz LOS path loss model of IEEE 802.11ad. Whereas the work in [30] used the same path loss model but
with the standardized antenna radiation patterns of International Telecommunication Union (ITU) to study the interference impacts to a 60 GHz mmWave wireless propagation in hyperconnected F-RANs. However, our work is different from the work in [29,30] not only because both studies consider 60 GHz mmWave radio propagation whereas this paper studies 28 GHz and 38 GHz mmWave bands, but also because our work uses the multi-slope path loss models, which is more accurately characterize the mmWave radio propagation by more closely capturing the path loss dependency on the propagated distance. Moreover, the access points deployment in [29,30] is deterministic, i.e. the locations of the FNs are predetermined such that FNs form a rectangular shape network consisting of 8 FNs, wherein the impacts of the location of deployed FNs network and number of interfering users on the channel capacity were investigated. Whereas in this paper, both stochastic and deterministic models are used to model the spatial locations of the FNs. In specific, this paper considers PPP and GPP stochastic models to model the spatial locations of the FNs to study the impacts of the complete randomness and the repulsion between the FNs on the performance, respectively. Also, this paper considers the deterministic square grid FN deployment model, in which the FNs are regularly deployed, and the UDN deployment model, wherein the impact of the FNs ultra-densification on the channel capacity is investigated.

The achievable capacity using Shannon’s formula of 38 GHz mmWave frequency band was investigated in [31], wherein the interference impacts on the main-cells wireless downlink video streaming quality originating from wireless transmissions of small-cells have been simulated and analyzed using single-slope Close-In path loss model and the standardized antenna radiation patterns of ITU. Whereas this paper provides a deeper and more accurate study of 38 GHz mmWave communication systems by taking into account the multi-slope characterization of the path loss and the random deployment of the access points.

3. System model

We consider the hyperconnected IoT F-RAN system illustrated in Fig. 1, which consists of a set IoT edge devices designated as IoT user equipment UE = {UE_1, UE_2, . . . , UE_n}. The gathered data by the UEs need to be offloaded via the mmWave uplink wireless access channel to the FNs to be processed. However, the FNs have a limited storage and computing capability. Thus, only the latency sensitive computation tasks will be executed at the FNs, while the other computation tasks will be forwarded to the central cloud where the computation tasks will be executed.

Due to the hyperconnected architecture of the F-RAN system, mmWave uplink transmissions between UEs and its associated FN suffer from the interference originating from other UEs reusing the same mmWave channel. Fig. 1 demonstrates two examples of the interference scenarios in the system, where the uplink mmWave transmission from UE to its associated access node FN_1 is experiencing interference originating from the wireless transmission of UE_2 and UE_3 to their associated access nodes FN_2 and FN_3, respectively. Due to the hyperconnected nature of the system the number of simultaneous uplink transmissions is anticipated to be high. Hence, in order to monitor the interference impacts in the matter of capacity reduction the accumulated interference should be considered. This numerical simulation study is to investigate the actual performance degradation in terms of the capacity reduction owing to the accumulated interference in such systems. In the following subsection we discuss the network deployment models considered in this study.

3.1. Network deployment models

We consider an uplink mmWave transmission scheme in which the wireless user equipment (UEs) are spatially distributed in the Euclidean plane \( \mathbb{R}^2 \) according to a homogeneous PPP \( \Phi_u \) with density \( \lambda_u \). We also consider a location based association scheme wherein each UE is connected with the closest FN to its location. With no loss of generality, we assumed that a typical UE resides at the origin. Whereas, for the FN deployment the following models are considered:

(a) **PPP model**: Homogeneous PPP is a spatial point process in which the number of points in a bounded region \( b \subset \mathbb{R}^2 \) has a Poisson distribution (i.e. \( \Pr(N(b) = n) = \frac{a^n}{n!} e^{-a} \)) where \( a = \lambda_u b \) is the spatial point density. PPP has the property of complete independence [32]. In other words, each point is stochastically independent of the others, and thus the point process is completely random. PPP is widely used in the literature to model locations of the access points due to its high analytical tractability [33,34]. However, PPP has the weakness of the access points located very close together in some cases owing to the complete independence property [35], whereas in practical networks a repulsion (i.e. correlation) among the locations of the access points may exist. In the PPP model considered by this paper, the FNs’ locations in a circular area in \( \mathbb{R}^2 \) are modeled as homogeneous PPP \( \Phi_{FN} \) with density \( \lambda_{FN} \).

(b) **GPP model**: In order to address the dynamic repulsion among the locations of the FNs to increase the coverage in practical networks, we consider GPP to model the spatial location of the FNs. The GPPs are a type of the determinantal point processes (DPPs), which form a class of repulsive point processes on the complex plane \( C = \mathbb{R}^2 \). The probability distribution of the DPP is characterized as a determinant of some function. Accordingly, DPP and GPP are defined as follows:

**Definition 1 (DPP)**. Let \( \Phi \) denote simple locally finite spatial point process on \( \mathbb{R}^d \), and \( \chi^{(m)} \) denotes its mth correlation functions (joint densities) w.r.t. some Radon measure \( \gamma \) on \( \mathbb{R}^d \); that is, for any Borel function \( B \) on \( \mathbb{R}^{d \times n} \) with compact support,

\[
E \left[ \sum_{Z_1, Z_2, \ldots, Z_n \in \Phi} B(Z_1, Z_2, \ldots, Z_n) \right] = \int \cdots \int_{\mathbb{R}^{d \times n}} B(z_1, z_2, \ldots, z_n) \chi^{(n)}(z_1, z_2, \ldots, z_n) \prod_{i=1}^{n} \gamma(dz_i)
\]

(2)

where \( E \) stands for the expectation w.r.t. the distribution of \( \Phi \), and \( \chi^{(n)}(z_1, z_2, \ldots, z_n) \times \prod_{i=1}^{n} \gamma(dz_i) \) is the probability of finding a point in the vicinity of each \( z_i, i = 1, 2, \ldots, n \). The point process \( \Phi \) is stated to be a DPP on \( \mathbb{R}^d \) with kernel \( K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow C \) w.r.t. locally finite reference measure \( \gamma \) if \( \chi^{(n)} \) satisfies \( \chi^{(n)}(z_1, z_2, \ldots, z_n) = \text{det}[K(z_i, z_j)]_{i,j=1,2,\ldots,n} \), where \( \text{det}[K(z_i, z_j)]_{i,j=1,2,\ldots,n} \) accounts for the determinant of the \( n \times n \) matrix with \( i,j \)th entry \( K(z_i, z_j) \) [36].

**Remark 1**. In order to ascertain the existence of DPP \( \Phi \), the following assumptions should be taken: The kernel \( K \) is a continuous complex covariance function on \( \mathbb{R}^d \times \mathbb{R}^d \), i.e. \( K \) is positive semidefinite and Hermitian such that \( K(z, u) = \overline{K(z, w)} \) for \( z, w \in \mathbb{R}^d \), where \( \overline{K} \) is the complex conjugate of \( K \).
Remark 2. A PPP is the special case of DPPs where \( K(z, w) = 0 \) whenever \( z \neq w \).

Remark 3. The spatial point density function of the DPP \( \Phi \) w.r.t. the reference measure \( \gamma \) is
\[
\zeta^{(1)}(z) = K(z, z), \quad z \in \mathbb{R}^d
\]
and the expected number of points in \( \Phi \) is given by the trace
\[
\eta = \mathbb{E}[\Phi] = \int K(z, z) \gamma(dz)
\]
Moreover, the pair correlation function is given by
\[
R(z, w) = \begin{cases} 
\frac{\zeta^{(2)}(z, w)}{\zeta^{(1)}(z) \zeta^{(1)}(w) > 0} & \text{otherwise} \\
0 & \text{if } \zeta^{(1)}(z) \zeta^{(1)}(w) > 0 
\end{cases}
\]
Remark 4. The repulsiveness of DPPs can be reflected by the following facts. If \( K \) is continuous, then for \( i \neq j \) we have \( \zeta^{(n)}(z_1, z_2, \ldots, z_n) \to 0 \) as \( |z_i - z_j| \to 0 \), and if \( K \) is Hermitian, then \( R(z, w) \leq 1 \) and for any \( n = 2, 3, \ldots \)
\[
\zeta^{(n)}(z_1, z_2, \ldots, z_n) \leq \zeta^{(1)}(z_1) \zeta^{(1)}(z_2) \cdots \zeta^{(1)}(z_n)
\]
with equality only if \( \Phi \) is a PPP [37].

Definition 2 (The Standard GPP). A DPP \( \Phi \) on \( \mathbb{C} \approx \mathbb{R}^2 \) is called GPP if its kernel on \( \mathbb{C} \times \mathbb{C} \) is given by
\[
K(z, w) = e^{-\pi |z|^2}, \quad z, w \in \mathbb{C}
\]
w.r.t. the Gaussian measure
\[
\gamma(dz) = \frac{e^{-|z|^2}}{\pi} \nu(dz)
\]
where \( \nu \) stands for the Lebesgue measure on \( \mathbb{C} \). The definition of the GPP by the pair \( K \) and \( \gamma \) is not distinct since \( \Phi \) can be also obtained by considering the kernel \( K(z, w) = \pi^{-1} e^{-\pi(|z|^2+|w|^2)/2} \) w.r.t. the Lebesgue measure \( \gamma(dz) = \nu(dz) \) [38].

The repulsiveness of GPPs can be proven by considering the pair correlation function. By definition, the GPP has a first-order density \( \tilde{\zeta}^{(1)} \) of \( \pi^{-1} \) w.r.t. the Lebesgue measure, whereas the second-order density of \( \Phi \) is
\[
\tilde{\zeta}^{(2)}(z, w) = \det \begin{bmatrix} \frac{1}{\pi^2} e^{-\pi(|z|^2+|w|^2)/2} & \frac{1}{\pi^2} e^{-\pi(|z|^2+|w|^2)/2} \\ \frac{1}{\pi^2} e^{-\pi(|z|^2+|w|^2)/2} & \frac{1}{\pi^2} e^{-\pi(|z|^2+|w|^2)/2} \end{bmatrix}
\]
where \( \rho = |z - w| \). It follows that
\[
R(z, w) = R(\rho) = \frac{\zeta^{(2)}(z, w)}{\zeta^{(1)}(z) \zeta^{(1)}(w)} = 1 - e^{-\rho^2}
\]
then \( R(\rho) \leq 1, \forall \rho \). Hence, GPP is exhibiting repulsiveness at all distances.

Definition 3 (The Scaled GPP). Let \( s > 0 \) denote the scaling parameter which controls the spatial density of the point process. Then the scaled GPP \( \Phi_s \) is defined by a kernel of
\[
K(z, w) = e^{-\pi s^2 |z|^2}, \quad z, w \in \mathbb{R}^2
\]
w.r.t. the reference measure
\[
\gamma(dz) = \frac{s}{\pi} e^{-s^2|z|^2} \nu(dz)
\]
the scaled GPP \( \Phi_s \) can be also defined by considering the kernel \( \tilde{K}(z, w) = s^{-1} e^{-s(|z|^2+|w|^2)/2} \) w.r.t. the Lebesgue measure \( \gamma(dz) = \nu(dz) \). The spatial density of \( \Phi_s \) is equal to \( s \pi^{-1} \) [33].

Fig. 2b depicts a realization of scaled GPP FN deployment with density of \( \lambda_{FN} = 40 \) FNs/km² over a circular disk of radius \( r = 500 \) m. Note that the GPP deployment of FN exhibits a higher degree of regularity compared to the PPP model in Fig. 2a.

(c) Square grid model: Square grid is a regular deployment of the access points which is considered a good approximation for Manhattan-like urban environments [39]. The grid-based deployment of the nodes is utilized in many applications such as traffic monitoring, power grid smart metering, goods monitoring in warehouses, and smart homes [40]. Moreover, as the square grid provides the ideal highest coverage, it is usually used as benchmark in wireless networks performance studies [41]. In the square grid model adopted by this work, the FNs are regularly placed at the centers of a square tessellation of side \( 2r/\sqrt{4\lambda_{FN}} \) as shown in Fig. 2c, where \( |x| \) denotes the largest
Fig. 2. Network deployment scenarios on a circular disk enclosed by solid line, UEs are marked with asterisk and deployed according to PPP with density of \( \lambda_u = 250 \text{ UEs/km}^2 \), the circle marks a typical UE located at the origin, and the FNs are marked with triangle. The dotted lines are the edges of Voronoi tessellation. (a) PPP realization of FNs \( (\lambda_{FN} = 40 \text{ FNs/km}^2) \), (b) GPP realization of FNs \( (\lambda_{FN} = 40 \text{ FNs/km}^2) \), (c) Square grid realization of FNs \( (\lambda_{FN} = 40 \text{ FNs/km}^2) \), (d) UDN scenario \( (\lambda_{FN} = 10^3 \text{ FNs/km}^2) \).

(d) UDN model: mmWave UDN is considered an essential technology for 5G and beyond communication systems [42]. In UDN’s, the increasing demands for higher data rates by the end users is satisfied by bringing the access points closer to the end users via the ultra-dense deployment of low power access points with small coverage area. According to [43], UDN’s are defined as those networks in which the density of the access points (i.e. FNs) is much larger than the density of active users \( \lambda_{FN} \gg \lambda_u \), in such way that \( \lambda_{FN} \geq 10^3 \text{ FNs/km}^2 \), while \( \lambda_u \leq 600 \text{ active users/km}^2 \). Recently, Haenggi has suggested to classify dense networks according to the devices density level using the same terminology used for frequency bands as shown in Table 1 [44]. However, the suggested classification does not take into consideration the density of the deployed access points, which is an important parameter. Therefore, this paper adopts [43] definition of UDN as it considers both the UE and FN densities, which can be viewed as 'below VHD UEs/ above UHDFNs' using the aforementioned classification. In this paper, we consider PPP \( \Phi_{FN} \) to model the dense deployment of the FNs with density \( \lambda_{FN} \) that corresponds with the constraints of UDN definition of [43]. In Fig. 2d an example of an UDN over a circular area of radius \( r = 100 \text{ m} \) is presented, where the FNs and UEs are modeled as PPP with \( \lambda_{FN} = 10^3 \text{ FNs/km}^2 \) and \( \lambda_u = 250 \text{ UEs/km}^2 \).

Note that in temporal systems, the time is divided into time slots, wherein each UE attempts to transmit its packet with
where $d$ designates the propagated distance by the mmWaves radio signal and $O_d$ denotes the oxygen attenuation factor, which depends on the carrier frequency and its values are about 0.11 dB/km and 0.13 dB/km for 28 GHz and 38 GHz mmWave, respectively [48].

4.3. Antenna radiation pattern

In this study, a two-dimensional Gaussian function is used to formulate the mainlobe of the reference steerable radiation pattern. The considered antenna gain of mmWave FNs and UEs using a Gaussian mainlobe profile is given as [29]:

$$G_{dbi} (\varphi, \theta) \approx G_0 - 12 \left( \frac{\varphi}{\varphi_{hp}} \right)^2 - 12 \left( \frac{\theta}{\theta_{hp}} \right)^2$$ (18)

where $G_0$ stands for the maximum transmit antenna gain in dBi (assumed to be 24 dBi), $\varphi$ ($-180^\circ \leq \varphi \leq 180^\circ$) is the azimuth angle, $\theta$ ($-90^\circ \leq \theta \leq 90^\circ$) denotes the elevation angle, and the values of the azimuth and elevation plane 3 dB half-power beamwidths are $\varphi_{hp}$ and $\theta_{hp}$, respectively. Moreover, $\varphi_{hp}$ and $\theta_{hp}$ are interrelated as follows [49]:

$$\varphi_{hp} \cdot \theta_{hp} \approx 31 \times 10^{(\frac{\varphi}{\varphi_{hp}})}$$ (19)

assuming $\varphi_{hp} = \theta_{hp}$, their values can be calculated by:

$$\varphi_{hp} \approx \theta_{hp} \approx \left( 31 \times 10^{(\frac{\varphi}{\varphi_{hp}})} \right)^{1/2}$$ (20)

The radiation patterns in azimuth and elevation planes of the considered reference steerable antenna at 24 dB transmit antenna gain, can be plotted in as shown in Fig. 3.

5. Capacity calculations

The main wireless uplink (i.e. link $i$) for which the SINR and the channel capacity are calculated is the wireless mmWave uplink between the typical UE and its associated FN which is the closest FN to its location.

According to Shannon’s formula, the wireless channel capacity at separation distance $d$ between transmitter (i.e. the typical UE) and receiver (i.e. the FN connected with the typical UE) of the main link $i$ can be calculated by

$$C_i(d) = BW \cdot \log_2 \left( 1 + \frac{S_{mw}(d)}{n_{mw} + I_{mw}} \right)$$ (21)

where $BW$ is the channel bandwidth of the studied mmWave frequency (i.e. 1 GHz [50]), $S_{mw}(d)$ denotes the received signal power at the FN of main link $i$ in milli-Watts (mw), $I_{mw}$ is the accumulated interference in mwS to the main link $i$ occurred by the wireless transmissions originating from the UE’s in the system, and $n_{mw}$ denotes the background noise in mwS. Note that, Shannon’s capacity represents the maximum achievable data rate, which cannot be achieved in the latency sensitive data transmission scenario which requires short transmission delays [51].

A detailed explanation of $S_{mw}(d)$, $I_{mw}$ and $n_{mw}$ computation procedures are delivered in Sections 5.1 to 5.3.

5.1. Received signal calculations

The received signal strength in mwS at the FN of the main link $i$ (i.e. $S_{mw}(d)$) can obtained by transforming the received signal power from dbm scale into mwS scale as follows:

$$S_{mw}(d) = 10 \left( \frac{S_{dbm}(d)}{1000} \right)$$ (22)
with its limit of 43 dBm in USA.

EIRP radiated power (EIRP) (i.e. $PL(d)$

\[
PL_m(d) = \begin{cases} 
I_1(d) = \alpha + 10\beta_1 \log_{10}(d), \\
I_2(d_{th}^{(1)}, d) = I_1(d_{th}^{(1)}) + 10\beta_2 \log_{10}\left(\frac{d}{d_{th}^{(1)}}\right), \\
I_3(d_{th}^{(1)}, d_{th}^{(2)}, d) = I_2(d_{th}^{(1)}) + 10\beta_3 \log_{10}\left(\frac{d}{d_{th}^{(1)}}\right), \\
\vdots \\
I_N(d_{th}^{(1)}, d_{th}^{(2)}, \ldots, d_{th}^{(N-1)}, d) = I_{N-1}(d_{th}^{(1)}, d_{th}^{(2)}, \ldots, d_{th}^{(N-1)}) + 10\beta_N \log_{10}\left(\frac{d}{d_{th}^{(1)}}\right), \quad d > d_{th}^{(N-1)}
\end{cases}
\]

$PL_m(d)$

\[PL_m(d) = \begin{cases} 
I_1(d) = \alpha + 10\beta_1 \log_{10}(d), \\
I_2(d_{th}^{(1)}, d) = I_1(d_{th}^{(1)}) + 10\beta_2 \log_{10}\left(\frac{d}{d_{th}^{(1)}}\right), \\
I_3(d_{th}^{(1)}, d_{th}^{(2)}, d) = I_2(d_{th}^{(1)}) + 10\beta_3 \log_{10}\left(\frac{d}{d_{th}^{(1)}}\right), \\
\vdots \\
I_N(d_{th}^{(1)}, d_{th}^{(2)}, \ldots, d_{th}^{(N-1)}, d) = I_{N-1}(d_{th}^{(1)}, d_{th}^{(2)}, \ldots, d_{th}^{(N-1)}) + 10\beta_N \log_{10}\left(\frac{d}{d_{th}^{(1)}}\right), \quad d > d_{th}^{(N-1)}
\end{cases}
\]

Box I.

\[S_{dBi}^i(d) = P_{dBi}^i + \frac{L_{dBi}^i}{10} + L_{dBi}^i - \mathcal{L}(d)
\]

where $P_{dBi}^i(d)$ is the transmit power of the typical UE, $G_{dBi}^{TX}(\psi, \theta)$ is the transmit antenna gain of the typical UE, and $G_{dBi}^{RX}$ is the receive antenna gain of the FN associated with the typical UE. In addition, $\mathcal{L}(d)$ represents the wireless channel attenuation as a function of the length of the main link $i$ (i.e. $d$), which is given by:

\[\mathcal{L}(d) = PL(d) + \Omega(d)
\]

where $PL(d)$ denotes the path loss and $\Omega(d)$ is the oxygen attenuation both are in dBi scale.

In this paper, we assumed that the receive antennas are omnidirectional, thus $G_{dBi}^{RX} = 0$. Moreover, we assumed that the typical UE and the FN of the main link $i$ are perfectly aligned. Thus, the radiation pattern azimuth angular difference $\psi^*$ and elevation angular difference $\theta^*$ of the main link are set to zero (i.e. $\psi^* = \theta^* = 0$). Also, we assumed that $G_{dBi}^{TX}(\psi, \theta^*) = 24$ dBi and $P_{dBi}^i$ is 19 dBm such that the equivalent isotropically radiated power (EIRP) (i.e. EIRP = $G_{dBi}^{TX}(\psi^*, \theta^*) + P_{dBi}^i$) coincides with its limit of 43 dBm in USA.

5.2. Interference calculations

In the previously stated Shannon’s formula the accumulated interference can be calculated as:

\[I_{mW}^i = \sum_{j \in \mathcal{J}, j \neq i} I_{mW}^{ij}
\]

where $I_{mW}^{ij}$ represents the interference in mWs to the FN of the main link $i$ occurred by a wireless transmission of the UE at link $j$ (i.e. $j \in \mathcal{J}, j \neq i$), and $\mathcal{J}$ is the set of all possible links. Moreover, the individual interference resulting from the transmission on link $j$ can be determined by transforming its value from the dBm scale into mW scale by:

\[I_{mW}^i = 10^{\frac{I_{dBm}^i}{10}}
\]

in which the interference in dBm scale due to a transmission on a single path $j$ is given by:

\[I_{dBm}^{ij} = P_{dBi}^i + G_{dBi}^{TX}(\psi^*, \theta^*) + G_{dBi}^{RX} - \mathcal{L}(d_{ij})
\]

where $P_{dBi}^i$ denotes the radiated power by the UE on wireless link $j$ in dBm scale, $G_{dBi}^{RX}$ stands for the receive antenna gain of the FN at the main link $i$ (note that we assumed that $G_{dBi}^{RX} = \ldots$)
wherein the noise spectral density \( n \text{dBm} \) is the bandwidth of the studied frequency (i.e., 1 GHz [50]), the noise figure NF is 5 dB, and the value of the implementation loss \( L_{\text{IMP}} \) is assumed to be 10 dB [48].

### 5.3. Background noise calculations

The background noise \( n_{\text{dBW}} \) can be calculated by converting it from the dBm scale into the mW scale as follows:

\[
 n_{\text{dBW}} = 10^{\left( \frac{n_{\text{dBm}}}{10} \right)}
\]

where the background noise in dBm scale \( n_{\text{dBm}} \) can be evaluated as follows:

\[
 n_{\text{dBm}} = k_B T_e + 10 \log_{10}(BW) + NF + L_{\text{IMP}}
\]

wherein the noise spectral density \( k_B T_e = -174 \text{ dBm/Hz} \) [30], \( BW \) is the bandwidth of the studied frequency (i.e., 1 GHz [50]), the noise figure NF is 5 dB, and the value of the implementation loss \( L_{\text{IMP}} \) is assumed to be 10 dB [48].

### 6. Simulation results

In this paper, intensive numerical simulations are carried out on a hyperconnected F-RAN for a four different network deployment scenarios over a circular area of radius \( r = 500 \text{ m} \), for all scenarios the UEs are scattered over the entire area according to a homogeneous PPP. A typical UE is assumed to be located at the origin. In addition, we consider four different deployment models of the FNs including: PPP, GPP, square grid and UDN model. We set the FNs heights to 6 m and the and UEs heights to 1.5 m. The parameters for 28 GHz and 38 GHz mmWaves Close-In path loss models are listed in Table 2, which are based on a real experimental measurements carried out at the campus of The University of Texas in USA and Aalborg University in Denmark for outdoor urban macro-cellular scenarios [25].

In this performance study the interference impacts from the randomly scattered UEs over the deployment area on the main wireless uplink between the typical UE and its associated FN is calculated in terms of SINR. We consider a location-based association scheme in which we assumed that the UEs are perfectly aligned with their associated FNs. The randomness of the antenna radiation pattern's azimuth and elevation angles directions of the randomly scattered interfering UEs is considered in the study. For each network deployment scenario, we studied the impacts of the number of interfering UEs for a fixed FN density, also the impacts of number of deployed FN for a fixed UE densities are studied too. We obtained the simulation results by averaging after performing 100 Monte-Carlo iterations.

Figs. 4 to 6 illustrate the achievable channel capacity of 28 GHz mmWave hyperconnected F-RAN for different parameters and deployment models. We can observe that the achievable capacities using the dual-slope model is higher than NLOS single-slope case, whereas it is slightly lower than LOS single-slope case. This mainly because the near-field PLE \( \beta_1 \) of the dual-slope model is quite lower than the NLOS PLE, whereas it is slightly higher than LOS PLE as Table 2 depicts. The channel capacity of 28 GHz mmWave hyperconnected F-RAN versus UE density for PPP, GPP and square grid network deployment scenarios at fixed FN density of 66 FNs/km² is plotted in Fig. 4. As shown in Fig. 4a, when the FNs are deployed according PPP model the maximum achievable capacity using Shannon's formula for LOS and NLOS single-slope models are about 4.8 Gbps and 2.6 Gbps, respectively. Whereas the maximum estimated capacity using the dual-model is around 4.4 Gbps which is 0.4 Gbps (about 10%) less than its value using LOS single-slope model. The capacity values drop to the half when the density of interfering UEs is only 50 UEs/km², whereas it is about one fourth its maximum values when the density of interfering UE increases to 100 UEs/km². Moreover, the achievable capacities become below 1 Gbps with 150 interfering UEs/km² and their values keep decreasing linearly after that to reach about 0.3 Gbps at 500 interfering UEs/km². As Figs. 4b and 4c depict the channel capacity versus the user density for PPP and square grid deployed FN exhibits the same behavior as PPP case, where the upper limits of the capacity for GPP scenario are about 5.2 Gbps using LOS single-slope model, 2.8 Gbps using NLOS single-slope model and 4.8 Gbps for dual-slope model, these values drop to the half when the density of interfering UEs is near 60 UEs/km², become below 1 Gbps at the density of 175 UEs/km² with a tendency for a linear decrease after that to be around 0.3 Gbps at the maximum interfering UE density of 500 UEs/km². Whereas the values of the maximum capacities for square grid network are near 6 Gbps, 5.4 Gbps, and 3.6 Gbps for LOS single-slope, NLOS single-slope and dual-slope models, respectively. At an interfering UE density of about 100 UEs/km² the capacity become almost the half of its maximum values and become less than 1 Gbps when the interfering UE density is more than 250 UEs/km². At a density of 500 interfering UEs/km² the square grid model achieves a capacity of 0.4 Gbps. It is quite obvious that the GPP network model achieves higher capacities than PPP model this mainly due to the repulsive nature of the GPP which results in more regularity for the FN deployment, this means that the length of the main link between the typical UE and its associated FN is stochastically less than the PPP scenario, equivalently, this results in a stronger received signal power of the main link. The impact of the regularity of FN deployment on the network performance is more obvious in square grid network model as it achieved much higher capacities than PPP and GPP models due the regular placement of FNs. We also observed that when the interfering UE density is high (i.e. greater than 150 UEs/km²) the massive accumulation of the interference component dominates and degrades the performance, in such way the differences between the capacities of the considered path loss models are not noticeable (i.e. in terms of 10s Mbps). This proves that the interference impacts may not be ignorable for the massive accumulation of mmWave interference component even when the propagated desired signal experiences low PLEs. Fig. 5 plots the channel capacity of 28 GHz F-RAN versus the FN density when the interfering user density is 200 UEs/km². This figure reveals a sharp performance improvement as the density of FN increases, which is due to two factors; First, the increase in the FN density results in a shorter length of the main link, hence a stronger received signal, this is also the reason behind the higher performance of the higher degree of regular FN deployment in this case too. Second, as the density of FNs increases a larger number of the UEs in the vicinity of the main FN that associated with it and their antennas aligned to it will be associated with
Fig. 4. Channel capacity of 28 GHz mmWave F-RAN versus UE density at a FN density of $\lambda_{FN} = 66$ FN/s/km$^2$, (a) PPP network model, (b) GPP network model, (c) square grid network model.

other FNs that are closer to their locations, consequently their antennas will be aligned with their new associated FNs, which in turn results in angular differences that reduce the interfering UEs transmit antenna gains $G_{ij}^{\text{ant}}(\varphi^*, \vartheta^*)$ and hence the interference signals strength. It is also observed that the gaps in the performance between the path loss models increase with the increase in the FN density and degree of regularity, i.e. Fig. 5c shows larger gaps than Figs. 5a and 5b, which are become more obvious and larger when the FN density increases beyond 200 FN/s/km$^2$, which is due to the lower accumulated interference with increase in the FN density and degree of regularity.

Yet, the aforementioned factors are the reasons of the vast performance improvement shown in Fig. 6 of UDN model wherein $\lambda_{FN} \geq 10^3$ FN/s/km$^2$. Fig. 6a reports a tendency to a moderate linear decrease in the capacity with the increase in the density of the interfering UEs, where UDN model could achieve capacities over 4 Gbps at a high density of interfering UEs of 500 UEs/km$^2$. The figure further reveals a reduction in the gap between the performance using LOS single-slope and dual-slope models as the density of the interfering UEs increases to achieve almost the same performance after a density of 250 UEs/km$^2$. This phenomenon is also observed in Fig. 4 and can be explained by the fact that as the density of interfering UEs increases a larger number of interferers will reside at locations that have a separation distances from the main FN greater than the threshold distance of dual-slope model, hence when dual-slope model is used the interference signals from these UEs will experience a higher PLE than single-slope model, which in turn results in a lower accumulated interference signal that compensates the lower received signal of the main link. Fig. 6b illustrates the capacity improvement gained in UDN scenario as the density of FNs increases. A significant increasing trend is observed when the FN density is less than $2.5 \times 10^3$ FN/s/km$^2$, where the capacity using LOS single-slope model increased from about 6 Gbps at $10^3$ FN/s/km$^2$ to about 9 GHz at $2.5 \times 10^3$ FN/s/km$^2$. The gap in the performance using dual-slope model and LOS single-slope model is only in the range of 300 Mbps.

The performance of 38 GHz hyperconnected F-RAN is illustrated in Figs. 7 to 9. It is observed that the achievable capacity using dual-slope model is lower than the capacities of both LOS and NLOS single-slope models. This is due to the higher normalized PLE $\beta_1$ of the dual-slope model compared with both LOS and NLOS single-slope models as shown in Table 2. In Fig. 7, we plot the channel capacity of 38 GHz F-RAN versus the density of interfering users for at FN density of 66 FNs/km$^2$ for PPP, GPP and square grid network models. Herein, the degree of regularity of FN deployment has an impact on the performance, where the achieved capacities by GPP model are higher than PPP model,
Fig. 5. Channel capacity of 28 GHz mmWave F-RAN versus FN density at an interfering user density of $\lambda_u = 200$ UEs/km$^2$, (a) PPP network model, (b) GPP network model, (c) square grid network model.

Fig. 6. Performance of 28 GHz mmWave F-RAN UDN model. (a) channel capacity versus interfering user density ($\lambda_{FN} = 10^3$ FNs/km$^2$), (b) channel capacity versus FN density ($\lambda_u = 200$ UEs/km$^2$).
Fig. 7. Channel capacity of 38 GHz mmWave F-RAN versus UE density at a FN density of $\lambda_{FN} = 66$ FN\$/km^2$, (a) PPP network model, (b) GPP network model, (c) square grid network model.

Fig. 8 compares the performance improvement gained by increasing the density of FNs for 38 GHz mmWave F-RAN PPP, GPP, and square grid FN deployment models when $\lambda_u = 200$ UEs/km². A dramatic performance improvement is observed when the density of FN increases as in 28 GHz case. Though, 38 GHz mmWave dual-slope model has a significantly high PLEs, it could achieve a desirable performance improvement as the FN density increases.

The performance of 38 GHz mmWave UDN F-RAN is illustrated in Fig. 9 at a FN density of $10^3$ FN\$/km². The observed performance in Fig. 9a shows a moderate decreasing trend as the interfering user density increases. At a high density of interfering users of 500 UEs/km² the average achievable capacities were above 2 Gbps for all the considered path loss models. In Fig. 9b, at an interfering user density of 200 UEs/km² a substantial increasing trend is observed. On average, the dual-slope model could achieve about 50% performance improvement by increasing the FN density from $10^3$ FN\$/km² to $2.5 \times 10^3$ FN\$/km².

7. Limitations and future work

The major goal of this study was to examine the achievable capacities of wireless 28 GHz and 38 GHz mmWave F-RANs. The study was performed using dual-slope path loss models that based on real experimental campaigns for outdoor urban macro-cellular environment. The small number of data points of 38 GHz frequency band measurement campaign [25] led to higher PLEs of dual-slope model compared with LOS and NLOS single-slope models. Owing to this, the results using 38 GHz dual-slope model can serve as worst case scenario. Therefore, we suggest that more measurements need to be conducted to achieve more reliable multi-slope path loss models for 38 GHz mmWave frequency band. As far as the authors know, the multi-slope modeling of the
Fig. 8. Channel capacity of 38 GHz mmWave F-RAN versus FN density at an interfering user density of $\lambda_u = 200 \text{ UE/s/km}^2$, (a) PPP network model, (b) GPP network model, (c) square grid network model.

Fig. 9. Performance of 38 GHz mmWave F-RAN UDN model. (a) channel capacity versus interfering user density ($\lambda_{\text{FN}} = 10^3 \text{ FNs/km}^2$), (b) channel capacity versus FN density ($\lambda_u = 200 \text{ UE/s/km}^2$).
path loss for other mmWave bands such as 60 GHz and 73 GHz bands is not explored and it is an open research field.

As a future study, we will conduct a similar feasibility study for 60 GHz and 73 GHz mmWave frequencies that are candidate frequencies for 5G. Additionally, the indoor environment will be studied. Besides, considering other repulsive FN deployment models. Furthermore, the mobility of both end users and FNs is of our interest. Lastly, the impact of the antenna radiation pattern will be examined by considering another directional antenna radiation patterns.

8. Conclusions

This paper estimates and analyzes the wireless interference impacts on the 28 GHz and 38 GHz mmWaves uplink transmissions of a hyperconnected F-RAN systems. In this performance study, the gain of the steerable antenna radiation patterns is formulated using a Gaussian mainlobe profile. Intensive SINR-based numerical performance simulations were carried out for PPP, GPP, square grid and UDN network deployment models. The obtained results compare the achievable channel capacity using dual-slope model with LOS and NLOS single-slope models. The results showed that massive accumulation of the interference components can severely impact the performance of mmWave F-RAN systems when the density of FN is low. However, as the density of FNs increases a significant performance improvement is observed for both 28 GHz and 38 GHz mmWaves. We also observe that FN deployment strategy with higher degree of regularity performs better, hence GPP deployment model due to its repulsive nature and therefore the higher degree of regularity could achieve a performance higher than PPP, but also it performs worse than square grid model the most regular deployment model. The results also showed that UDN model is less prone to the interference impacts owing to the shorter propagated distances and hence the lower attenuation, and also due to the lower interference signals strength because of the lower interfering UE transmit antenna gains due to the higher probability of angular differences between those UEs and the main FN. Lastly, the simulation results validate the feasibility of using 28 GHz and 38 GHz mmWaves in F-RANs when the density of interfering user is less than 150 UEs/km² where channel capacities higher than 1 Gbps are achieved for all FN deployment models investigated in this paper.
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