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Abstract—Remote photoplethysmography (rPPG) monitors heart rate (HR) without requiring physical contact, which has applications. Deep learning based rPPG has demonstrated superior performance over the traditional approaches in controlled context. However, the lighting situation in indoor space is typically complex, with uneven light distribution and frequent variations in illumination. It lacks a fair comparison of different methods under different illuminations using the same dataset. In this article, we present a public dataset, namely the BeiHang University remote photoplethysmography (BH-rPPG) dataset, which contains data from 35 subjects under three illuminations: 1) low; 2) medium; and 3) high illumination. We also provide the ground truth HR measured by an oximeter. We evaluate the performance of three deep learning-based methods (Deepphys, rPPGNet, and Physnet) to that of four traditional methods (CHROM, GREEN, ICA, and POS) using two public datasets: 1) UBFC-rPPG; 2) the BH-rPPG. The experimental results demonstrate that traditional methods are more resistant to fluctuating illuminations. We found that the Physnet achieves lowest mean absolute error among deep learning based method under medium illumination, whereas the CHROM achieves 1.04 beats per minute, outperforming the Physnet by 98%. Additionally, we investigate potential methods for improving performance of deep learning based methods. We find that brightness augmentation make model more robust to variation illumination. These findings suggest that while developing deep learning based HR estimation algorithms, illumination variation should be taken into account. This work serves as a benchmark for rPPG performance evaluation and it opens a pathway for future investigation into deep learning based rPPG under illumination variations.

Index Terms—Deep learning, illumination variation, remote photoplethysmography (rPPG), remote heart rate (HR) estimation.

I. INTRODUCTION

Heart rate (HR) is an important physiological indicator for both physical and mental health. HR monitoring has been used in many applications, such as state monitoring [1], driver fatigue detection [2], face antispooﬁng [3], etc. Traditional HR monitoring methods rely on ECG and contact photoplethysmography (PPG) sensors. However, wearing such contact devices is uncomfortable and often interferes with daily activities. With the development of computer vision algorithm, remote HR measurement based on remote photoplethysmography (rPPG) has been proposed [4], [5], [6], [7]. While rPPG offers the potential for contactless and continuous measurement of HR using low-cost web cameras, the system performance is still limited by many factors, such as lighting variations and head movements [8].

Lighting conditions is critical for rPPG since the quality of rPPG signal is determined by the light ingested into the skin. However, most existing studies only explored the laboratory condition with good lighting condition [4], [5], [9], [10], [11], [12]. Insufﬁcient illumination may lead to low amplitude of rPPG signal, due to the fact that the energy of light is too vulnerable to penetrate into skin surface. Moreover, most traditional methods are required to find the speciﬁc skin area [4], [12] and yet the low contrast on an image makes it diﬃcult to obtain correct region of interest (ROI). On the contrary, high intensity of light leads to image clipping on the skin surface [13], [14]. Besides, the light distribution also has signiﬁcant impact on rPPG. The conventional methods usually select the whole face as ROI and assumes the same contribution of rPPG signal at different parts of the face. This assumption may not hold in the real-world applications, especially in indoor space, the light distribution and intensity are different due to the relative position between the subject and the light source.

The traditional approaches use different methods to extract rPPG signal, which can be mainly categorized into two types: 1) skin refection model-based approach [4], [12]; 2) blind source separation based approach [11], [15]. Unfortunately, these models seldom take the lighting conditions into consideration. Po et al. proposed an adaptive ROI approach based on the quality of rPPG signal acquired from subregion of face to tackle the uneven light distribution challenge. However, the system performance under different lighting intensities has not yet been evaluated.

Deep learning based approaches, such as convolutional neural networks (CNN), have been used to estimate HR using rPPG signal. Špetlík et al. [7] proposed to use 2-D-CNN as backbone to directly estimate single value of HR at the early stage of
rPPG, but it neglects the temporal information between frames. Physnet [16] and rPPGNet [9] can detect atrial fibrillation by generating more precise rPPG signals. The Physnet employs deep spatio-temporal networks with 3-D-CNN as backbone and builds an end-to-end model. The rPPGNet treats the HR estimation as multitask learning task (HR estimation task and skin segmentation task), which also uses the 3-D-CNN as backbone with skin segmentation branch. Although these works achieve the superior performance, the quality of rPPG signal generated under different illumination is still unknown. The Deepphys [5] combines the theory of skin reflection model and attention mechanism, which adopt 2-D-CNN as backbone. It outperforms the traditional methods by using attention mechanism, which takes into account the rPPG intensity distribution in different parts of the face. It is well-known that the performance of deep learning model is sensitive to illumination. While the filters in CNN model learn the specific pattern capturing different levels of visual information in most of computer vision tasks, the lighting affects the quality of the rPPG signal itself in HR estimation task. Wang et al. [17] conducted a series of experiments to show that CNN uses color variation information in blood absorption to estimate HR. However, they did not validate the performance of deep learning models under different illuminations.

For data-driven approaches, the quality of training data determines the system performance. Most of the previous studies evaluated the performance on different datasets, which makes it unfair to compare the system performance. For example, the Physnet [16] is trained on oulu bio-face (OBF) [18] dataset, the Deepphys is trained on RGB Video I [5] dataset, both of the datasets are not publicly accessible.

To evaluate the robustness of different methods in real-world applications, here we presented a public dataset, i.e., BH-rPPG dataset (BH stands for BeiHang University), which consists of three lighting intensities with uneven light distribution on the face (see first row in Fig. 1).

In summary, the primary contributions of this article are three-fold.

1) We present the BH-rPPG, a public dataset for rPPG-based HR estimation. The BH-rPPG consists of twelve subjects’ data under three different illuminations. The link can be found at https://github.com/yangze68/BH-rPPG.

2) We systematically evaluated the robustness to illumination variation of typical methods for rPPG-based HR estimation, including four traditional methods [4], [10], [11], [12] and three deep learning-based methods [5], [9], [16].

3) Our experimental results suggest that although the deep learning based methods achieve superior performance under normal illumination, they are less resistant to illumination variations compared with traditional methods. We also explore potential methods for performance improvement using the deep learning based model. Results show that brightness augmentation is efficient in improving performance in different lighting conditions. These findings draw attention to designing more robust deep learning based methods for remote HR estimation.

The rest of this article is organized as follows. Section II summarizes the related works of the HR estimation methods using rPPG and the lighting conditions in different applications. Section III describes the datasets including the University Bourgogne Franche-Comté Remote Photoplethysmography dataset (UBFC-rPPG) and the proposed BH-rPPG. Section IV describes the experimental setup including methods, experimental protocols, performance evaluation metrics and potential method for performance improvement. Section V presents the experimental results. Section VI gives a discussion of the findings. Finally, Section VII concludes this article and outlines the future work.

II. RELATED WORK

We first review the existing methods of HR estimation using rPPG, including both traditional approaches and deep learning based approaches. Then, we summarize the different lighting conditions in various rPPG applications.

A. HR Estimation via rPPG

HR can be remotely monitored through two channels: ballistocardiographic (BCG) [19], [20] and remote rPPG [4], [5], [9], [10], [11], [12]. The BCG-based methods use a camera to capture subtle movements induced by the periodic blood ejected into the vessels with each heartbeat. The BCG-based noncontact pulse measurements is achieved by blind source separation of the head movements in video. However, BCG-based methods are usually limited by user’s head movement since the faint movements trace induced by cardiac activity is hard to capture during large scale head movements. On the contrary, rPPG-based methods register the pulse induced by subtle color variations of human skin [10], [21]. This measurement is based on the fact that the pulsatile blood propagating in the human cardiovascular system changes the blood volume in skin tissue. The oxygenated blood circulation leads to fluctuations in the amount of hemoglobin molecules and proteins thereby causing variations in the optical absorption and scattering across the light spectrum [21].

The rPPG-based methods can be categorized into two types: 1) the traditional methods that rely on optical models, e.g., the Lambert–Beer law and the Shafer’s dichromatic reflection model; 2) the deep learning based methods that rely on the appearance of the face.
The optical models that used in the traditional methods are grounded by the optical properties of the skin under ambient illumination. Different color channels contain different quality of rPPG signal. The green channel has been used in early rPPG research, since it generates strongest rPPG signal (GREEN)[10]. Previous studies have shown that the cardiac activity causes variation in the optical absorption across the light spectrum [22], using this characteristic, chrominance-based method (CHROM) [4] and plane-orthogonal-to-skin (POS) [12] project red-green-blue (RGB) on different planes by reweighting and linear combination of the color channel. Blind signal separation has also been proposed, which considers the temporal trace of PPG that can be retrieved from independent or uncorrelated signal sources under certain assumptions. Independent component analysis has been used in multisignal sources obtained by different approaches, such as the same region of color channels [11] and patch level of ROI [23].

Many deep learning based HR estimation methods have been proposed recently. Chen and McDuff [5] present Deepphys, which employs two parallel branches of CNN to extract rPPG feature: 1) the motion branch; 2) the appearance branch. The motion branch is fed with normalized frame-differences to cancel motion effect on rPPG signal, while the appearance branch uses attention mechanism that enables the network to focus on the area of skin. Other researchers investigated different network architectures for better estimation. Yu et al. [16] developed an end-to-end network to estimate HR using compressed videos. They used a 3-D-CNN to capture temporal information and an extra skin segmentation branch to regress PPG signal. Niu et al. [24] proposed to directly estimate HR from a spatio-temporal network. Spletlik et al. [7] introduced a two-step network for feature extraction and HR estimation. Qiu et al. [25] integrated the signal magnified technique named Eulerian video magnification [26] with CNN to estimate HR. Lee et al. [27] proposed a transductive metalearner to adapt model to different domains. In addition to metalearner, Niu et al. [28] introduced a cross-verified scheme to purify the feature constructed with spatio-temporal map. Although deep learning methods yield promising results, their performance under different illumination remains to be explored.

B. Lighting Conditions in rPPG Applications

The rPPG has been used in many applications, such as state monitoring at home or driver fatigue detection on the car, where the lighting conditions can be very different. In indoor environment, depending on the relative position between the person and light source, it may suffer from insufficient and uneven lighting conditions. In the application of state monitoring, the algorithm should adapt to the light variation. For example, Sun et al. [29] continuously monitored discomforts of infants over a long period, which requires the algorithm to work in complex light conditions. To estimate HR in extremely low light condition, Lin and de Haan [30] proposed to use infrared spectrum to extract features. In addition, due to the COVID-19, the demand for noncontact healthcare techniques is dramatically increasing [31]. However, the investigation of algorithm performance under complex lighting conditions is relatively rare.

In outdoor environment, the HR estimation becomes more challenging since the illumination changes dramatically [32]. In the driver fatigue detection task, the illumination is quite distinct from the laboratory. In other applications such as face antispoofing and online payment system, rPPG technology could be used to perform liveness detection, which prevents using a fake face to circumvent the system and to gain unauthorized access [3]. The Deepfake video can also be distinguishable by rPPG [33], whereas the lighting conditions are far more complicated due to wide range of usage.

In summary, although rPPG has been deployed in many applications, the nonideal lighting conditions degrade the system performance. Thus, it is necessary to conduct a systematic comparison between different approaches and to evaluate the robustness of these approaches under different lighting conditions.

III. DATASETS

In this section, we first briefly introduce the public dataset used in the experiment. Then, we present the details of BH-rPPG dataset under three different lighting conditions: 1) low; 2) medium; and 3) high illumination.

A. Public Dataset

Most public datasets are collected under controlled environment, such as UBFC-rPPG [34], VIPL-HR [35], pulse rate detection (PURE) [36], and MAHNOB-HCI [37]. To the best of our knowledge, no public dataset examines the effect of illumination intensities. Although COHFACE [38] dataset was collected under controlled lighting and natural lighting, the lighting intensity remains the same. Here we choose the UBFC-rPPG [34] dataset as the training set for deep learning method.

The UBFC-rPPG dataset consists of two scenarios, here we only use the part that subjects play a time-sensitive mathematical game. This is because it is a real-life setting which includes natural head movements. The subjects’ HR changes over time as induced by mathematical games. The dataset includes 42 one-minute videos from different subjects. The video is recorded using a low-cost webcam (Logitech C920 HD Pro) at 30fps with a resolution of 640×480 in uncompressed 8-bit RGB format. A CMS50E transmissive pulse oximeter was used to obtain the ground truth PPG data comprising of the PPG waveform as well as the PPG HRs.

B. BH-rPPG Dataset

1) Apparatus Setup: Fig. 2 presents the experimental setup. There are two light sources: 1) ceiling lamp; 2) table lamp that create different lighting conditions. An oximeter (CONTEC CMS50E) was used to obtain the ground truth PPG data. A webcam (Logitech HD pro webcam C310 color camera) recorded the video data synchronized with the oximeter. The resolution for video is 640 × 480. The web camera actual frame rate is 30 fps, but under low lighting intensity, the actual frame rate
is about 20 fps. The subject sits 1 m away from the camera. Since our study focuses on illumination variations instead of head movements, subjects are asked to keep their head stationary during the data collection. The reason that we used two lamps in the experiment is that this is more similar to the settings in daily living. We collected data under three lighting conditions, as shown in Table I. With the ceiling lamp always on in three conditions, we change the mode of table lamp to modulate the illumination. Fig. 4 shows some sample images under different illuminations.

2) Data Collection Procedure: We recruited 35 healthy subjects (16 males and 19 females, with a gender ratio of 0.84) on campus, with a mean age of 24, SD of 2.31. For each subject, we took three 30-second videos under three lighting conditions. The left part of Fig. 4 shows the average lighting intensity under three conditions. The illuminations of low, medium, and high level are 8.0, 42.4, and 104.0 lx, respectively.

3) Dataset Statistics: The BH-rPPG dataset consists of 105 videos from 35 participants (refer to Table II.) To quantitatively demonstrate the variations in lighting in the BH-rPPG dataset, we also calculated the bar charts of the mean value of videos in different lighting conditions. Due to the fact that we only care about the light conditions on face area, we compute the mean pixel within the region of the bounding box of face (as shown in Fig. 3).

IV. EXPERIMENTAL SETUP

In this section, we introduce the methods compared in this article. Next, we describe our experimental protocol and the performance evaluation metrics. Finally, to gain further understanding of the illumination effect on HR estimation accuracy, we investigate several potential methods, such as illumination compensation techniques and training strategies, to promote the performance of HR estimation with current deep learning based models.

A. Methods

We evaluate both traditional methods and deep learning based methods. To make a fair comparison and eliminate the difference during preprocessing, we used Viola–Jones face detector to extract face area for reducing noise from the background. We employed Kanade–Lucas–Tomasi (KLT) [39] algorithm to track the location of the face region to avoid head rigid movements. The processed video frames are used as input for different algorithms.

1) Traditional Methods: We compared the following four representative methods:

1) GREEN [10];
2) CHROM [4];
3) POS [12];
4) and independent component analysis (ICA) [11].

For implementation, we used the open source toolbox iPhys [6]. The basic workflow of the traditional method is shown in Fig. 5.

First, we detect and track the bounding box of the face using the KLT algorithm [39]. Then, the skin area is detected, and the eyes and mouth are removed since they often bring the noise for nonrigid movements during blink and speech. Next, the pulse signal is extracted by spatial pooling and all mean values for each frame are concatenated as raw pulse trace $\mathbf{C}(i) = [\mathbf{C}_R(i), \mathbf{C}_G(i), \mathbf{C}_B(i)]^T$ for $i = 1, \ldots, L$, where $L$ is the number
We utilize the UBFC-rPPG dataset to train and test different methods to model temporal and spatial information. The estimated PPG is \( \hat{y}_1, \hat{y}_2, \ldots, \hat{y}_T \) where \( [\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_T] \) are the ground truths collected by finger oximeter, \( [x_1, x_2, \ldots, x_T] \) are the frames sampled from original video. In Deepphys, \( T \) is set to 2, meaning that two consecutive frames are used to compute normalized difference frame and outputs \( \hat{y} \). First, a CNN backbone \( \Phi \) extracts spatial-temporal feature with parameter \( \theta \), then \( \Omega \) is used for channel aggregation with parameter \( w \). The estimated PPG is \([\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_T]\).}

Deepphys uses 2-D-CNN as \( \Phi \) to extract spatial information and uses soft attention to assign different weights on skin regions. Physnet and rPPGNet use 3D-CNN as \( \Phi \) to model temporal signal and take into account the correlation between ground truth and output. We have reimplemented the Deepphys algorithm since the author did not release the source code, for rPPGNet and Physnet, we directly used the open-source model.

### B. Experimental Protocols

On the one hand, we would like to compare the performance of different deep learning methods trained with the same protocol, i.e., trained and evaluated using the same dataset. On the other hand, our goal is to evaluate the performance of deep learning based method under different lighting conditions. We provide a comprehensive performance comparison between different methods. We also explore potential approaches for increasing the performance of deep learning based methods.

1) **Performance Comparison Under the Same Training Protocol:** We utilize the UBFC-rPPG dataset to train and test different deep learning based methods. Specifically, we randomly divide 42 videos into training-set (37 videos) and test-set (five videos). Since each video corresponds to one subject, the task is subject-independent.

For traditional methods, we only evaluated performance on the test-set for a fair comparison with the deep learning based method. For Deepphys [5], we reproduced the model and trained with the same learning rate and batch size. For Physnet [16] and rPPGNet [9], we adopted the frame length of 128, 64 as single clip which are sampled from original video.

2) **Performance Comparison Under Different Illuminations:**

We evaluated the traditional methods and the deep learning based methods trained with UBFC-rPPG dataset. For traditional methods, we followed the settings of iPhys [6], except that the skin pixel value range changed according to different lighting conditions. Therefore, the frequency range of the raw signal between 0.7 to 2.5 Hz was extracted. For deep learning based methods, we used the best model trained by the protocol mentioned in Section II to cross-test the BH-rPPG dataset. We used the average HR for the evaluation protocol of traditional methods.

### C. Potential Method for Performance Improvement

Additionally, we investigate various strategies for enhancing the performance of deep learning based methods. For models to better predict HR in videos with low lighting conditions, a natural way is to enhance each dark video frame by illumination compensation techniques to make the frame visually more transparent [46]. Another direction for improving model accuracy is data augmentation, which is ubiquitous in image classification when labeled data are scarce. However, the lighting variations augmentation remain under-explored. Therefore, we tackle this problem in two stages: (1) applying image enhancement after training; (2) generating more lighting variations data during training. We will describe the details of implementation as below.

1) **Image Enhancement Methods:** We use the following three typical image enhancement algorithms: a) histogram equalization (HE); b) gamma correction (GC); c) zero-reference deep curve estimation (ZERO-DCE [40]). The HE is a common approach to enhance the contrast of an image. GC is a nonlinear function that compensates for the non-uniformity of the output device. ZERO-DCE is a technique that corrects the zero-reference peak of the pulse signal.
approach to make the frame more contrast. Since the complex illumination leads lighting distribution on the face to be imbalanced. In this case, we apply the HE to V channel in HSV color space, which is more related to brightness. Then, we transform back to RGB color space for model inference. The GC is a traditional image enhancement technique to improve image quality. For videos of low-light conditions, we set gamma values as 2.5. Furthermore, we set gamma values as 0.8 for videos with high lighting intensity. ZERO-DCE [40] is a more recent low-light image enhancement method through estimate pixel-wise and high-order curves for dynamic range adjustment of a given image. We directly use the pretraining model to further enhance our videos in low-light conditions.

2) Video Data Augmentations: We apply the same brightness data augmentation for a single clip rather than individually applying brightness augmentation on each frame since random transformation for a single frame may break the original pixel distribution. For brightness augmentation, we modified the function provided in PyTorch [41] and randomly changed the brightness parameter in the range of [0.5, 1.5].

D. Performance Evaluation Metrics

We used four evaluation metrics:
1) mean absolute error (MAE);
2) RMSE;
3) signal-to-noise ratio (SNR);
4) Bland–Altman plot [8], [42].

1) Mean Absolute Error:

\[
\text{HR}_{\text{mae}} = \frac{1}{n} \sum_{i=1}^{n} |\text{HR}^{(i)}_{\text{predict}} - \text{HR}^{(i)}_{\text{gt}}| \tag{2}
\]

where \( n \) is the total number of samples, \( \text{HR}^{(i)}_{\text{predict}} \) is the HR estimated by rPPG from \( i \)th samples, \( \text{HR}^{(i)}_{\text{gt}} \) is the ground-truth HR from \( i \)th samples.

2) Root Mean Square Error:

\[
\text{HR}_{\text{rmse}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\text{HR}^{(i)}_{\text{predict}} - \text{HR}^{(i)}_{\text{gt}})^2} \tag{3}
\]

3) Signal-to-Noise Ratio: The SNR computes the ratio of the energy around the fundamental frequency plus the first harmonic of the pulse signal and the remaining energy contained in the spectrum

\[
\text{SNR} = 10 \log_{10} \left( \frac{\sum_{f=30}^{240} (U_i(f) \hat{S}(f))^2}{\sum_{f=30}^{240} (1 - U_i(f)) \hat{S}(f))^2} \right). \tag{4}
\]

Here we followed the same definition in [4], where \( \hat{S}(f) \) is the spectrum of the pulse signal, \( S, f \) is the frequency in beats per minute (BPM), and \( U_i(f) \) is a binary template window.

4) Bland–Altman Plot: This plot demonstrates the consistency between two signals. The differences between the HR estimated by rPPG algorithm and the ground truth are plotted against the system average. We show the mean, standard deviation (SD), 95% agreement limits (±1.96SD) of the difference.

V. EXPERIMENTAL RESULTS

A. Performance Comparison Under the Same Protocol

Table III demonstrates the performance of traditional methods and deep learning based methods. Note that the deep learning based methods are trained and tested under the same protocol using the UBFC-rPPG dataset. The Physnet [16] achieves the best within UBFC-rPPG. In comparison to the traditional methods, the deep learning based methods perform admirably. These results suggest that deep learning based methods indeed demonstrate superior performance.

B. Performance Comparison Under Different Illumination

Table IV shows the performance of traditional methods and deep learning based methods under different illuminations. From the MAE plot in Fig. 6, we observed that the CHROM in medium lighting conditions achieved the best results among all methods at 1.04 BPM. And the medium-light and high-light show similar good results. The second best method is performed by POS in high-light. Besides the result in medium-light, which shows 9.96 BPM in MAE, the performance achieved by POS is under 2 BPM. As for deep learning based method, Physnet reached an MAE of 5.37 BPM in medium-light, which is the
best performance among deep learning approaches. However, it still falls behind most of the traditional methods, except for ICA of low-light and POS of medium-light, which performs poorly in medium and low lighting conditions, respectively. The results reveal that traditional methods are more robust to different illumination scenarios. In the RMSE plots, the lowest performance in terms of RMSE is achieved by CHROM, which outperforms the best model for deep learning based 80%.

From the SNR plot in Fig. 6, we found that the conventional methods achieved positive values in high and medium lighting conditions. However, only the Deepphys achieve positive SNR in medium and high light conditions. It is notable that deep learning based methods are significantly inferior to traditional methods in terms of generalization ability, and different algorithms perform inconsistently in different illuminations. Deepphys works better in high-light conditions. Both rPPGNet and Physnet are more effective in medium-light conditions. This is possibly because that the medium-light is more similar to UBFC-rPPG. Fig. 7 depicts the ground-truth HR and the estimated HR under different lighting situations, which is to illustrate the estimation consistency of various methods, in which each scatter point represents the estimation error of HR. Traditional methods are much more consistent with ground-truth HR than deep learning based methods, i.e., the distribution of scatter points is very close to the x-axis. Both rPPGNet and Deepphys have errors at above 30 BPM, indicating the fails of HR prediction. As for Physnet, the errors in low lighting conditions stabilize at a low level within the range of $[-10, 10]$; only a small part of outlier appears at around 20 BPM. However, the traditional methods have more consistent results.

C. Results of Applying Image Enhancement Methods to BH-rPPG

Table V demonstrates that HE method has a negative effect on all three lighting conditions videos, except for rPPGNet and Physnet, positive gain to SNR only. Similar to HE, Zero-DCE contributes little to the performance of improvement. One possible reason might be that temporal consistency is significant for HR estimation and illumination compensation techniques break the coherency of pixel variation between frames. As for GC-H, we see that Physnet achieves 9.83%, 6.87%, and 4.81% improvement in MAE, RMSE, and SNR, respectively. It might be because the GC successfully aligns the brightness of BH-rPPG in high-light to UBFC-rPPG dataset.

D. Results of Applying Data Augmentation to BH-rPPG

Table VI, the brightness jitter in training stage has great positive effect on rPPGNet and Physnet. Compared with the nonaugmentation approaches, the Physnet with data augmentation achieves the optimal performance in high-light condition, with an MAE gain of 49.19%, while the rPPGNet with data augmentation obtains an MAE improvement of 10.87% and SNR improvement of 30.05% in medium-light condition. We
Fig. 7. Bland–Altman plots of the rPPGNet, Deepphys, Physnet, and CHROM methods under different light conditions. Each row shows different methods, while each column shows different lighting conditions. The Bland-Altman plots illustrate the degree of agreement between the estimated HR and ground-truth HR. The solid lines represent the mean value, while the dashed lines represent 95% limits of agreement.

notice that the Deepphys shows poor improvements for data augmentation, partly because the 2-D-CNN is hard to learn the illumination variation. Therefore, the results in Table VI exhibit that the brightness augmentation in the training stage is indeed more efficient than image enhancement methods to improve the performance.

VI. DISCUSSION

A. Distribution of rPPG Signal Under Uneven Light

To better understand the performance difference, we visualize the ROI in different methods. Fig. 8 shows the original frame, ground truth, preprocessing results of traditional method, and attention weights of intermediate steps in rPPGNet.

The POS method is selected as producing the ground truth map with the definition of SNR mentioned in Section III-E. Since the traditional method can accurately depict the actual distribution of the rPPG signal on the face. We can see from the original frame and ground truth that the brighter the region of the face, the higher the SNR of the rPPG signal. The varying light intensity changes the distribution of rPPG signal, which echoes the findings in [12] and [13].

However, the attention weights learned by deep learning methods demonstrate that the neural network focuses on background and skin area that is irrelevant to light. One possibility is that there is a domain gap between the training data (UBFC-rPPG dataset) and test data (BH-rPPG dataset). Because the skin tone and good lighting conditions in the
TABLE VI

| Methods | Illum | MAE | RMSE | SNR |
|---------|-------|-----|------|-----|
|         |       |     |      |     |
| rPPGNet | L     | 18.77 | 21.09 | -4.78 |
|         | M     | 6.98 | 10.87 | -0.18 |
|         | H     | 9.45 | 13.46 | 1.32 |
| Deephys | L     | 21.46 | 25.66 | -1.32 |
|         | M     | 16.88 | 23.82 | 0.50 |
|         | H     | 19.75 | 25.15 | 0.95 |
| Physnet | L     | 7.98 | 11.85 | -4.97 |
|         | M     | 4.44 | 7.26 | -0.48 |
|         | H     | 3.18 | 4.94 | -0.91 |

Red font represents the percentage of performance improvement. L, M, and H mean three lighting conditions. The best performance between three lighting conditions is in bold. The best performance of all methods is in underlined.

B. Algorithm Robustness to Illumination Variation

In this article, we investigated the performance of deep learning based rPPG under varying lighting conditions and used conventional methods as a baseline. From Tables III and IV, we found that deep learning based methods perform well within UBFC-rPPG dataset and show poor performance in BH-rPPG dataset. Especially for Physnet, which shows the best performance within UBFC-rPPG, although it performs the best results among deep learning based methods, it still do not perform as accurately as the traditional method, such that CHROM. For this case, the appearance of background, subject’s skin tone, and lighting conditions greatly impact the the deep learning based method. Therefore, the ambient light needs to be chosen carefully.

As the conventional method, it performs poorly in the UBFC-rPPG dataset but well in BH-rPPG dataset. One possible reason for low accuracy in UBFC-rPPG is the motion effect on rPPG signal. The deep learning based method learns the relationship between pixels values and HR by a large number of nonlinear mapping, and the linear combination of color channels in the conventional method may not hold in the complicated environment with large head movements. However, due to the robustness of the conventional methods under varying lighting conditions, conventional methods are more suitable in scenarios with less head movement, such as liveness detection in the payment systems.

C. Improvement Exploration to Illumination Variation

We examined how brightness augmentation and image enhancement techniques improve the model’s performance in various lighting conditions. According to the results presented above, we can see that using image enhancement techniques cannot directly improve the HR estimation accuracy of deep learning based methods. Despite these techniques effectively improving image contrast and brightness, the accuracy gains achieved by tested models are quite limited. Some image enhancement methods even degrade estimated accuracy by disrupting frame temporal consistency and pixel value distribution. Further research is needed on image enhancement techniques for rPPG tasks. From the results shown in Table VI, integrating with brightness augmentation leads to promising performance improvement on BH-rPPG, which is a powerful tool to force deep learning based model to learn the feature invariance to lighting intensity.

In general, HR estimation tasks using rPPG are similar to other video-based learning tasks, such as action recognition, where the context of human anatomy is modeled between frames. The distinction is that rPPG modeled the color variation associated with HR. However, poor weather conditions introduce photometric differences that lead to degraded performance of the action recognition system. This is similar to the poor performance of the deep learning based rPPG approach under different light intensities. Data augmentation is a straightforward and effective technique to remedy this deficiency in the field of action recognition. Inspired by this, we apply the data augmentation technique to deep learning based HR estimation tasks. Experimental results
demonstrate its effectiveness for rPPG tasks under different illumination conditions.

Compared to the image enhancement methods, the brightness augmentation improves the robustness of deep learning models under different lighting conditions. We argue that it is because the model without augmentation can be easily over-fitted to a specific range of pixel values. The image enhancement disrupted the original color distribution along both spatial and temporal dimensions, which is critical to rPPG signals. The brightness augmentation increased the data diversity and encouraged the model to focus on the features related to HR, which is invariant under different lighting conditions. However, the most existing work of data augmentation focuses on single images rather than videos. Designing more useful data augmentation techniques can bridge the illumination robustness gap between deep learning-based methods and traditional methods.

VII. CONCLUSION

In this work, we compared the performance of different methods for rPPG-based HR estimation under three lighting intensities. The results show that conventional methods are more robust to lighting intensities changes and uneven lighting distribution, while the Physnet achieves the best performance among the deep learning based methods. In the development of deep learning based method, we should consider the varying lighting conditions, especially the different lighting intensities and uneven lighting distribution. Moreover, we conduct a comparative evaluation of deep learning based techniques under the same training paradigms. The results show that Physnet achieves the best within UBFC-rPPG dataset and deep learning based methods are able to capture the temporal variation of skin color with motion. Furthermore, we explore the potential method for performance enhancement to different illuminations. Results show that brightness augmentation is effective in improving performance in different lighting conditions. The findings of this study urge additional research into developing more robust deep learning models to enable the actual application in daily living.
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