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Abstract

We study the entanglement entropy of free fermions in 2d in the presence of a partially transmitting interface that splits Minkowski space into two half-spaces. We focus on the case of a single interval that straddles the defect, and compute its entanglement entropy in three limits: Perturbing away from the fully transmitting and fully reflecting cases, and perturbing in the amount of asymmetry of the interval about the defect. Using these results within the setup of the Poincaré patch of AdS\textsubscript{2} statically coupled to a zero temperature flat space bath, we calculate the effect of a partially transmitting AdS\textsubscript{2} boundary on the location of the entanglement island region. The partially transmitting boundary is a toy model for black hole graybody factors. Our results indicate that the entanglement island region behaves in a monotonic fashion as a function of the transmission/reflection coefficient at the interface.
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1 Introduction and summary

1.1 Entanglement entropy for 2d free fermions

Entanglement entropy is an important quantity not just for finite or discrete quantum systems [1] but also for continuum quantum field theories and holography [2, 3]. In the continuum setting, however, entanglement entropies are notoriously hard to calculate and only few exact results exist. Lucky exceptions are provided by 2d conformal field theories [4] and the 2d free fermion [5, 6]. The 2d free fermion system is a particularly fruitful playground since not only the entanglement entropy, but exact expressions for the modular Hamiltonian of multicomponent regions can be computed [6–8]. In particular, the recent papers [7, 8] considered entanglement entropy and modular Hamiltonians for the 2d free fermion in the presence of a boundary or defect. In [8], the intervals that were considered were symmetric about a semitransparent defect that separates 2d flat space into two half-spaces.

We extend this repertoire of results by computing the entanglement entropy of 2d free fermions in the presence of a semitransparent defect, but allowing for the region under consideration to be asymmetric about the defect. Let \((x^0, x^1)\) be flat coordinates on 2d Minkowski space, and let the defect be located at \(x^1 = 0\). The \(t\) be the transmission coefficient through the defect, and let \(r = 1 - t\) be the reflection coefficient. Let us focus on a single interval \([-L_-, L_+]\) that straddles the defect (and so \(L_-\) and \(L_+\) are both positive real numbers). We are not able to compute the entanglement entropy of this interval in general, but we obtain results in three limits:

1. When the defect is almost completely transmitting, so that \(r\) is small.
2. When the defect is almost completely reflecting, so that \(t\) is small.
3. When the interval is almost symmetric about the defect, so that \(\gamma = \frac{L_- - L_+}{L_- + L_+}\) is small.

These results are presented in section 2.4, see equations (2.41), (2.42) and (2.43). To the best of our knowledge, these formulas were not known before. In order to obtain these results, we have used the method of [5] and used the results in [9–11] for free fermion determinants in the presence of a boundary with non-translation invariant boundary conditions. This method can be used to obtain the entropies of any region, and most of our formal setup carries over to the more general case, but we focus on the particular application at hand to obtain explicit results.

Intuitively, the entropy should increase monotonically with the transmission coefficient \(t\) since the defect acts as a coupling between left and right, and hence the increasing coupling increases the entanglement entropy. Our results (2.41), (2.42) and (2.43) are consistent with this intuitive behavior.
Earlier results on von Neumann entropy in the presence of interfaces include [12–14]. See section 3.2.1 of the review [4] for pointers to a few more results. See, for example, [15] for a study of the boundary entropy in holography.

1.2 Entanglement islands and graybody factors of black holes

Recent progress in the black hole information paradox has involved the semiclassical computation of the von Neumann entropy of Hawking radiation, reproducing the Page curve [16,17]. The main player is the existence of a nontrivial Quantum Extremal Surface (QES) [18] at times larger than the Page time, whose generalized entropy tracks the shrinking area of the black hole horizon. The entanglement wedge of the Hawking radiation after the Page time contains a disconnected region deep in the gravitating spacetime, dubbed the entanglement island in [19].

Reference [20] exhibited the presence of entanglement islands in much simpler contexts that also play a role in avoiding an entropy paradox that exists in the eternal Schwarzschild geometry due to Mathur [21]. By now, the presence of entanglement islands is well established in a wide variety of settings [22–40]. It has also been established that the nontrivial QES arises because spacetime wormholes dominate the computations of Rényi entropies [41,42]. See the recent reviews [43,44] for more on the black hole information problem and an overview of recent progress.

It is well-known that there are graybody factors in Hawking radiation [45]. It is hard to include graybody factors in the computations of the von Neumann entropy of bulk matter fields, and thus in the setups of [17,20], which couple a flat space bath to AdS space, the interface is taken to be fully transparent. This is rightly so, since graybody factors are not expected to affect the qualitative features of the Page curve. The paper [16] contained a qualitative discussion of graybody factors. The effect of graybody factors is also implicitly included in the higher-dimensional doubly-holographic setup of [22]. However, one would like to be more computationally explicit about graybody factors.

We take up this challenge in this paper in what is perhaps the simplest example of an entanglement island: the static zero temperature setup in section 2 of [20]. It was shown that when a zero-temperature AdS$_2$ black hole is coupled to flat, non-gravitating half-space via a fully transparent boundary, the QES of the boundary of AdS$_2$ does not lie at the Poincaré horizon, but lies at a finite value of the Poincaré radial coordinate. In other words, the entanglement wedge of the flat space region contains an entanglement island: the region between the Poincaré horizon and the QES.

In this work, instead of taking the AdS$_2$-flat space interface to be fully transparent, we take it to have a transmission coefficient $t$ and a reflection coefficient $r = 1 - t$. This is a toy model for graybody effects in the atmosphere of a black hole. In the fully transparent case, reference [20] found a nontrivial QES and an entanglement wedge. In the fully reflecting case, the QES is at the Poincaré horizon: this is easy to see, since the AdS$_2$ and flat space regions are not coupled at all in this case, the entanglement wedge of the boundary of AdS$_2$ better be the entire Poincaré patch of AdS$_2$.

We take the bulk matter to be 2d free fermions, and use our results (2.41), (2.42) and (2.43) for the entanglement entropy of free fermions in the presence of a defect to see how the QES moves as we vary the reflection coefficient. What we find is that if we perturb away from fully transmitting case, the QES moves towards the Poincaré horizon from its location in [20]. If we perturb away from the fully reflecting case, the QES moves from the Poincaré horizon towards the boundary of AdS$_2$.

In brief, our results support the hypothesis that the location of QES behaves monotonically and smoothly interpolates between its locations at $t = 1$ (the fully transmitting case) and $t = 0$ (the fully reflecting case).
As future work, it would be interesting to extend our results to the islands in the eternal Schwarzschild geometry at finite temperature \[20\] and also the evaporating case \[16, 17\]. We suspect that the location of the QES behaves monotonically with the strength of graybody effects in all these cases. Independently of the motivation from black hole physics, it would also be valuable to go beyond the limits we have considered obtain exact results for the 2d free fermion von Neumann entropy and the modular Hamiltonian for a general set of intervals in the presence of a defect.

In section 2, we outline the computation of the entanglement entropy of free fermions in the presence of a semitransparent interface and present the results. The details are contained in appendix A and B. In section 3, we recap the zero temperature entanglement island of \[20\] and show that the entanglement island behaves monotonically with the strength of graybody effects.

2 Entanglement entropy of free fermions with a semitransparent interface

The 2d massless Dirac fermion is a simple theory where one can explicitly compute not just the entanglement entropies of a region consisting of multiple intervals, but also the associated modular hamiltonians \[5–8\].

To study the entanglement problem in the presence of a defect, we take the fermions to live on the line, with the defect placed at \(x_1 = 0\). We denote the region \(x_1 > 0\) by \(\Omega^+\) and the region \(x_1 < 0\) by \(\Omega^-\). Fields living in the respective half-planes will carry a + or − superscript. The defect is only partially transparent, with a transmission coefficient \(t\). We will be more precise in specifying the boundary conditions below.

We take the \(\gamma\)-matrices to be in the Weyl basis,

\[
\gamma^0_{\text{Lor}} = \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix}, \quad \gamma^1 = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \quad \gamma^\ast = \gamma^0_{\text{Lor}} \gamma^1 = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

Here \(\gamma^\ast\) denotes the chirality matrix and it is diagonal in the Weyl basis. The Dirac operator is

\[
i\gamma^\mu_{\text{Lor}} \gamma_\mu = \begin{pmatrix} 0 & \hat{c}_0 - \hat{c}_1 \\ \hat{c}_0 + \hat{c}_1 & 0 \end{pmatrix}.
\]

The two-component fermions are taken to have components

\[
\psi = \begin{pmatrix} \psi_R \\ \psi_L \end{pmatrix}.
\]

The equation of motion says that \(\psi_L\) is only a function of \(x^0 + x^1\), which represents a left-moving wave, hence the subscript \(L\) for \(\psi_L\); a similar logic applies for \(\psi_R\).

From now on, we work in Euclidean signature using the convention \(x_2 = i\tau^0\). The ordering of the Euclidean coordinates will be \((x_1, x_2)\). For future use, we also note that

\[
\gamma^2 = i\gamma^0_{\text{Lor}} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

The boundary condition imposed at the defect is

\[
\begin{pmatrix} \psi_R^+(0, x_2) \\ \psi_L^-(0, x_2) \end{pmatrix} = \mathcal{S} \begin{pmatrix} \psi_R^+(0, x_2) \\ \psi_L^-(0, x_2) \end{pmatrix},
\]
Figure 1: Setup for the fermion problem with a semitransparent interface. The interface or defect is located at $x_1 = 0$, and the regions $x_1 < 0$ and $x_1 > 0$ are denoted by $\Omega_-$ and $\Omega_+$, respectively. At $x_1 = 0$ the fermion fields are related by the $S$-matrix in (2.5). For the entanglement computation we consider an interval $[-L_-, L_+]$ that straddles the defect at $x_1 = 0$.

where $S$ is the unitary scattering matrix

$$S = \begin{pmatrix} c_1 & c_2 \\ c_3 & c_4 \end{pmatrix} = \begin{pmatrix} c_1 & -e^{i\phi}c_3^* \\ c_3 & e^{i\phi}c_4^* \end{pmatrix}.$$  \hfill (2.6)

These boundary conditions are energy conserving, and preserve one copy of Virasoro algebra after folding the plane along the defect. As can be seen in figure 1, the modes $\psi_R^+$ and $\psi_L^+$ are outgoing from the defect, whereas $\psi_L^-$ and $\psi_R^-$ are incoming. The quantity $t = |c_2|^2 = |c_3|^2$ is interpreted as a transmission coefficient, while $r = 1 - t = |c_1|^2 = |c_4|^2$ is interpreted as a reflection coefficient. The purely transmitting and the purely reflecting $S$ matrices are

$$S^t = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad S^r = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.$$ \hfill (2.7)

It will be helpful to rewrite the boundary condition (2.5) as

$$\mathcal{B}\psi(0, x_2) = 0,$$ \hfill (2.8)

where

$$\mathcal{B} = \begin{pmatrix} 1 & -c_1 & -c_2 & 0 \\ -c_1^* & 1 & 0 & -c_3^* \\ -c_2^* & 0 & 1 & -c_4^* \\ 0 & -c_3 & -c_4 & 1 \end{pmatrix}, \quad \psi(0, x_2) = \begin{pmatrix} \psi_R^+(0, x_2) \\ \psi_L^+(0, x_2) \\ \psi_R^-(0, x_2) \\ \psi_L^-(0, x_2) \end{pmatrix}.$$ \hfill (2.9)

Note that $\mathcal{B}$ is a Hermitian matrix with rank two.

We consider the fermions to be in their ground state and focus on the reduced density matrix $\rho_A$ of a given subset $A \subset \mathbb{R}$. We specify $A$ as a collection of disjoint intervals $[u_i, v_i]$ with $i \in \{1, \ldots, p\}$. We will mostly be interested in the case of a single interval $[-L_-, L_+]$ that straddles the defect (both $L_-$ and $L_+$ are positive real numbers). See figure 1 for the setup. We intend to compute the entanglement entropy $S(A)$ given by

$$S(A) = -\text{Tr}(\rho_A \log \rho_A) = \lim_{n \to 1} S_n(A),$$ \hfill (2.10)

where $S_n(A)$ is the Rényi entropy,

$$S_n(A) = \frac{1}{1 - n} \log \text{Tr}(\rho_A^n).$$ \hfill (2.11)
2.1 Decoupling the replicas with gauge fields

We use the replica trick to compute $\text{Tr}(\rho^n_A)$. Our treatment closely follows [5]. The trace of $\rho^n_A$ is given by the functional integral $Z[r^n] \text{ on the replica manifold}$,

$$\text{Tr} \rho^n_A = \frac{Z[n]}{Z[1]^n}, \quad (2.12)$$

where $Z[1]$ serves as a normalization factor that sets $\text{Tr} \rho_A = 1$.

When evaluating this trace for a fermionic field, we need to introduce a minus sign in the path integral boundary condition connecting the fields between the first and last replica copies [46]. Moreover, there is an additional factor of $-1$ for every copy because of non-trivial Lorentz rotation around the points $u_i$ and $v_i$ which is present in the Euclidean Hamiltonian when expressing $\text{Tr} \rho^n_A$ as a path integral [47]. Thus, we get an overall factor of $(-1)^{n+1}$ when connecting the fields along the first and last cuts.

Instead of dealing with the fields on the non-trivial replica manifold, we can work on a single plane by using the $n$-component field

$$\vec{\psi} = \begin{pmatrix} \psi_1(x) \\ \vdots \\ \psi_n(x) \end{pmatrix}, \quad (2.13)$$

where $\psi_j$ is the fermion field on the $j$th sheet of the replica manifold. The vector $\vec{\psi}$ is not single valued: If we go in a circuit around $u_i$, the vector $\vec{\psi}$ gets multiplied by the matrix

$$T = \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 1 \\ (-1)^{n+1} & 0 & 0 & \cdots & 0 & 0 \end{pmatrix}, \quad (2.14)$$

whereas if we go in a circuit around $v_i$, it gets multiplied by $T^{-1}$.

We can diagonalize $T$ by performing a unitary transformation. Note that the eigenvalues of $T$ are $e^{2\pi i k/n}$ with $k \in \{-\frac{n-1}{2}, -\frac{n-1}{2} + 1, \ldots, \frac{n-1}{2}\}$. After this unitary transformation we end up with the decoupled fields $\psi_k$ living on a single plane. The fields $\psi_k$ are multivalued and get multiplied by $e^{2\pi i k/n}$ when encircling $u_i$, and by $e^{-2\pi i k/n}$ when encircling $v_i$. Note that this unitary transformation acts identically on the components of $\vec{\psi}$, so the boundary condition for $\psi_k$ is still

$$\mathcal{B}\psi_k(0, x_2) = 0. \quad (2.15)$$

We can get rid of the multivaluedness of $\psi_k$ by introducing an external gauge field $A_{k,\mu}(x)$. The gauge field is vortex-like near the end-points of the intervals:

$$\oint_{u_i} A_k = \frac{-2\pi k}{n}, \quad \oint_{v_i} A_k = \frac{2\pi k}{n}, \quad (2.16)$$

where the integrals are over closed contours encircling $u_i$ or $v_i$. These holonomies are captured by the field strength

$$F_{k,12}(\mathbf{x}) = -\frac{2\pi k}{n} \sum_{i=1}^{P} \left( \delta^{(2)}(\mathbf{x} - \mathbf{u}_i) - \delta^{(2)}(\mathbf{x} - \mathbf{v}_i) \right). \quad (2.17)$$
where $\mathbf{u}_i = (u_i, 0)$ and $\mathbf{v}_i = (v_i, 0)$. Requiring that $A^\mu_k$ vanishes at infinity, we get the explicit formula

$$A^\mu_k(x) = \frac{k}{n} \sum_{i=1}^p \left( \frac{(x - \mathbf{u}_i)^\nu}{|x - \mathbf{u}_i|^2} - \frac{(x - \mathbf{v}_i)^\nu}{|x - \mathbf{v}_i|^2} \right), \quad (2.18)$$

where we use the standard $\epsilon_{12} = -\epsilon_{21} = 1$.

In presence of the gauge field, the fermion action is

$$I_k[\psi_k, \overline{\psi}_k; A_k] = \int_{\Omega^+} d^2x \overline{\psi}^+_k \gamma^\mu (\partial^\mu + iA^\mu_k) \psi^+_k + \int_{\Omega^-} d^2x \overline{\psi}^-_k \gamma^\mu (\partial^\mu + iA^\mu_k) \psi^-_k. \quad (2.19)$$

The functional integral factorizes into

$$Z[n] = \prod_{k=-\infty}^{n/2} Z_k, \quad (2.20)$$

where $Z_k$ is the functional integral over $\{\psi_k, \overline{\psi}_k\}$ with the background gauge field $A_k$ given by (2.18) and with boundary conditions (2.15); the matrix $B$ is given in (2.9).

### 2.2 Computing the functional integral $Z_k$

In this section, we outline the calculation of the functional integral (the details are in the appendices)

$$Z_k = \int d\overline{\psi}^+_k D\psi^+_k D\overline{\psi}^-_k D\psi^-_k \exp \left( -\int_{\Omega^+} d^2x \overline{\psi}^+_k (\partial^\mu + iA^\mu_k) \psi^+_k - \int_{\Omega^-} d^2x \overline{\psi}^-_k (\partial^\mu + iA^\mu_k) \psi^-_k \right), \quad (2.21)$$

with the background gauge field $A_k$ given by (2.18) and with boundary conditions (2.15); the matrix $B$ is given in (2.9). An essential fact is that the chiral anomaly in two dimensions completely determines the dependence of the functional integral on the gauge field [48].

A general gauge field in two dimensions can be expressed as a sum of a gradient and a curl

$$A^\mu_k = \partial^\mu \eta_k - \epsilon^{\mu\nu} \partial^\nu \Phi_k. \quad (2.22)$$

For the gauge field profile in (2.18), we can choose

$$\eta_k(x) = 0, \quad \Phi_k(x) = -\frac{k}{n} \sum_{i=1}^p \log \left| \frac{x - \mathbf{u}_i}{|x - \mathbf{v}_i|} \right|. \quad (2.23)$$

Note that $\Phi_k \sim \frac{1}{|x|}$ as $|x| \to \infty$. Given a background gauge field of the form (2.22), we can decouple the fermions $\psi^+_k$ from the background gauge field $A_k$ by a change of variables which is a combination of gauge and chiral transformations

$$\psi^+_k = \exp(i\eta_k + \gamma^\mu \Phi_k) \chi^+_k. \quad (2.24)$$

Essentially, we are changing variables from $\psi^+_k$ to $\chi^+_k$ in the functional integral. The change in the fermionic measure under this transformation is nontrivial

$$D\overline{\psi}^+_k D\psi^+_k = J^+_k D\overline{\chi}^+_k D\chi^+_k, \quad (2.25)$$

1 An equivalent method is to bosonize the fermions.
2 This decomposition of the gauge field as the sum of a gradient and a curl is not unique. In Appendix B, we use a different decomposition which allows us to easily calculate the results in the purely reflecting case.
where $J_k^+$ is the Jacobian of the transformation. For fermions living on the full line, the result for this Jacobian is well-known \[48\]. In case of manifolds with boundaries, we need to be careful about possible boundary contributions.

To separate the bulk and boundary contributions, we divide the positive real line into two intervals $(0, \epsilon^+)$ and $(\epsilon^+, \infty)$. For the interval $(\epsilon^+, \infty)$, we can obtain the bulk contribution using the result for closed manifolds \[48\],

$$ (J_k^+)^\text{bulk} = \exp \left( -\frac{1}{2\pi} \int_{\Omega^+(\epsilon^+)} d^2x \bar{\partial}_\mu \Phi_k(x) \partial^\mu \Phi_k(x) \right), $$

where $\Omega^+(\epsilon^+) = \{(x_1, x_2) : x_1 > \epsilon^+\}$. The boundary contribution is \[11\]

$$ (J_k^+)^\text{bdry} = \exp \left( -\frac{1}{4\epsilon^+} \int_{[\epsilon^+, \infty)} dx_2 \Phi_k(0, x_2) \right). $$

A similar treatment can be done for the fermions on $\Omega_-$ to get the full Jacobian

$$ J_k = \exp \left( -\frac{1}{2\pi} \int_{\Omega^+(\epsilon^+)} \int_{\Omega^-(\epsilon^-)} d^2x \bar{\partial}_\mu \Phi_k(x) \partial^\mu \Phi_k(x) - \left( \frac{1}{4\epsilon^+} + \frac{1}{4\epsilon^-} \right) \int_{[\epsilon^-]} dx_2 \Phi_k(0, x_2) \right), $$

with $\epsilon^- < 0$. Once we do the sum over $k$, the boundary terms will vanish (since $\Phi_k$ is linear in $k$) and henceforth they will be omitted.\(^3\) Taking the limit $\epsilon^+, \epsilon^- \to 0$, we get

$$ J_k = \exp \left( -\frac{1}{2\pi} \int_{\Omega} d^2x \bar{\partial}_\mu \Phi_k \partial^\mu \Phi_k \right). $$

This is the result for the Jacobian on the entire plane in \[48\].

The integral in \eqref{eq:2.29} is easily evaluated by substituting $\Phi_k$ from \eqref{eq:2.23}, integrating by parts once and using the fact that $\nabla^2 \Phi$ is a sum of delta functions. The result is

$$ J_k = \exp \left( -\frac{2k^2}{n^2} \Xi(\{u_i\}, \{v_j\}) \right), $$

where \[5\]

$$ \Xi(\{u_i\}, \{v_j\}) := \sum_{i,j} \log |u_i - v_j| - \sum_{i<j} \log |u_i - u_j| - \sum_{i<j} \log |v_i - v_j| - p \log \epsilon. \tag{2.31} $$

Here, we have introduced the short-distance cutoff $\epsilon$ to split the coincidence points $|u_i - u_j|$, $|v_i - v_j|$ into $\epsilon$, and the sum over $i, j$ is over all the intervals comprising the region $\Lambda$.

So far, we changed variables from $\psi_k$ to $\chi_k$ \eqref{eq:2.24} in the functional integral and obtained the Jacobian for this transformation. Since the Jacobian \eqref{eq:2.30} is independent of $\chi_k$, the functional integral can be expressed as

$$ Z_k = J_k \tilde{Z}_k, $$

where $\tilde{Z}_k$ is the path integral over $\chi_k$, now without any gauge fields

$$ \tilde{Z}_k = \int D\chi_k^+ D\chi_k^+ D\chi_k D\chi_k^+ \exp \left( -\int_{\Omega^+} d^2x \bar{\chi}_k^+ \partial^\mu \chi_k - \int_{\Omega^-} d^2x \bar{\chi}_k^+ \partial^\mu \chi_k \right). $$

This integral gives a nontrivial contribution to the partition function (that depends on the interval endpoints $u_i$ and $v_j$) because of the boundary conditions obeyed by $\chi_k$. Using the

\(^3\) We can also choose $\epsilon^+ = -\epsilon^-$, and then this term automatically vanishes.
definition of $\chi_k$ in (2.24) and the boundary condition (2.15) for $\psi_k$, we see that the boundary condition for $\chi_k$ is
\begin{equation}
B \begin{pmatrix} e^{\bar{\gamma} \Phi_k(0,x_2)} & 0 \\
0 & e^{\bar{\gamma} \Phi_k(0,x_2)} \end{pmatrix} \chi_k(0,x_2) = 0, \tag{2.34}
\end{equation}
where we have combined the two-component objects $\chi^+_k$ and $\chi^-_k$ into a four component object $\chi_k$ along the lines of the second relation in (2.9). We can rewrite this boundary condition as
\begin{equation}
B \begin{pmatrix} e^{H_k(x_2)} & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & e^{H_k(x_2)} & 0 \\
0 & 0 & 0 & 1 \end{pmatrix} \chi_k(0,x_2) = 0, \quad \text{with } H_k(x_2) := -2\Phi_k(0,x_2). \tag{2.35}
\end{equation}

The computation of the functional integral (2.33) subject to the boundary condition (2.35) is given in Appendix A. The main idea is to use a theorem due to Forman [9], which was also used in [10,11], in order to relate the fermion determinant with the position-dependent boundary condition (2.35) to the fermion determinant with the much simpler boundary condition $B \chi_k(0,x_2) = 0$. In the process, one still needs to compute the trace of an infinite matrix, and we have been unable to solve this problem in general. We have however been able to obtain results in the three limits described in the introduction. We will present our new results in section 2.4, but let us first review the known results about the fully transmitting and the fully reflecting cases.

### 2.3 Review: The purely transmitting and the purely reflecting cases

#### The purely transmitting case.
In the purely transmitting case corresponding to $S^t$ in (2.7), the boundary condition in (2.35) is equivalent to $B \chi_k(0,x_2) = 0$, so $Z_k = Z[1]$. Thus, the entropies come purely from the Jacobians $J_k$ given in (2.30) [5]. The result for the von Neumann entropy is
\begin{equation}
S(A) = \frac{1}{3} \Xi(\{u_i\}, \{v_j\}) \quad \text{(fully transmitting)}, \tag{2.36}
\end{equation}
where $\Xi$ was defined in (2.31). This is just the result of [5]. For a single interval $[-L_-, L_+]$, the answer has the familiar logarithmic expression dependence,
\begin{equation}
S([-L_-, L_+]) = \frac{1}{3} \log \frac{L_+ + L_-}{\epsilon} \quad \text{(fully transmitting).} \tag{2.37}
\end{equation}

#### The purely reflecting case.
In the purely reflecting case corresponding to $S^r$ in (2.7), we can compute the functional integral by using a different decomposition for the gauge field in terms of $\eta_k$ and $\Phi_k$. This calculation is done in Appendix B. If none of the intervals intersects the defect, we get
\begin{equation}
S(A) = \frac{1}{3} \xi(\{u^+_i\}, \{v^+_j\}) + \frac{1}{3} \xi(\{u^-_i\}, \{v^-_j\}) \quad \text{(fully reflecting)}, \tag{2.38}
\end{equation}
with $\xi$ defined as
\begin{equation}
\xi(\{u_i\}, \{v_j\}) := \Xi(\{u_i\}, \{v_j\}) - \frac{1}{2} \sum_{i,j} \log \left( \frac{|u_i + v_j|}{|u_i + u_j|} \right) \log \left( \frac{|v_i + u_j|}{|v_i + v_j|} \right). \tag{2.39}
\end{equation}
Here, $u^+_i, v^+_j$ refer to the endpoints in the right half-plane $\Omega^+$, and $u^-_i, v^-_j$ refer to the endpoints in the left half-plane $\Omega^-$. For a single interval on one side of the boundary, one can check that
It is also straightforward to check that the reflecting answer reduces to the transmitting answer if the interval is far from the boundary.

For the interval $[-L_-, L_+]$, which is our case of interest, the entropy is

$$S([-L_-, L_+]) = \frac{1}{6} \log \frac{2L_-}{\epsilon} + \frac{1}{6} \log \frac{2L_+}{\epsilon} \quad \text{(fully reflecting).} \quad (2.40)$$

Notice that the entropy in the fully reflecting case is a sum of entropies on the left and right side of the defect, since the two half-planes are completely decoupled.

We now turn to our results for the entropy with nonzero reflection and transmission coefficients.

### 2.4 Results for von Neumann entropy

We will consider entanglement entropies for the case of a single interval $[-L_-, L_+]$ that straddles the defect\(^4\) (so we have $L_- > 0$ and $L_+ > 0$), since this is what will be important for the application in section 3. The details can be found in the appendices.

1. When the defect is almost fully transmitting, so that $r$ is small, we get

$$S([-L_-, L_+]) = \frac{1}{3} \log \frac{L_+ + L_-}{\epsilon} + \frac{r}{8} \left( 1 + \frac{L_-^2 + L_+^2}{L_-^2 - L_+^2} \log \frac{L_+}{L_-} \right) + O(r^2). \quad (2.41)$$

2. When the defect is almost fully reflecting, so that $t$ is small, we get

$$S([-L_-, L_+]) = \frac{1}{6} \log \frac{4L_+L_-}{\epsilon^2} + \frac{t}{8} \left( 1 + \frac{L_-^2 - 6L_+L_- + L_+^2}{2(L_- - L_+)\sqrt{L_-L_+}} \tan^{-1} \left( \frac{L_- - L_+}{2\sqrt{L_-L_+}} \right) \right) + O(t^2). \quad (2.42)$$

3. Keeping $r$ and $t$ general, but assuming that $\gamma = \frac{L_- - L_+}{L_- + L_+}$ is small, we get

$$S([-L_-, L_+]) = \frac{1}{3} \log \frac{L_+ + L_-}{\epsilon} - \frac{r}{6} \left( \frac{r^4}{2} + \frac{r^6}{3} + \frac{r^8}{4} \right) + \frac{rt}{30} \left( \frac{r^4}{2} + \frac{r^6}{2} + \frac{65r^8}{144} \right) + \frac{rt}{42} \left[ (r-t) \left( \frac{r^6}{6} + \frac{r^8}{4} \right) - \frac{r^8}{72} \right] + \frac{rt(r-5t)(5r-t)}{30} \left( \frac{r^8}{144} \right) + O(\gamma^{10}). \quad (2.43)$$

Note that the infinite series in $\gamma$ multiplying $r$ resums to $-\frac{1}{6} \log(1-\gamma^2) = -\frac{1}{6} \log \frac{4L_+L_-}{(L_-+L_+)^2}$, which, when $r = 1$, converts the purely transmitting result $\frac{1}{6} \log \frac{L_+ + L_-}{\epsilon^2}$ to the fully reflecting result $\frac{1}{6} \log \frac{4L_+L_-}{\epsilon^2}$. All other terms are proportional to $rt$ and thus vanish at the two extremes.

It is also straightforward to check that the $O(r)$ term in (2.41) and the $O(t)$ term in (2.42) vanish when $\gamma = 0$, reproducing the result in [8] that the entropy of a symmetrically located interval is not affected by the reflection and transmission coefficients.\(^5\) Furthermore, the $O(r)$

\(^{4}\) The entanglement entropies for the interval $[L_-, L_+]$ (with $L_- > 0$) can be obtained from the following results using $S([L_-, L_+]) = S([-L_-, L_+]) + \frac{1}{6} \log \frac{L_+ + L_-}{\epsilon^2}$. This relationship follows because the contribution to the entropy coming from $\tilde{Z}_k$ are equal in the two cases. That happens because $\Phi_k$ on the boundary is the same in both cases.

\(^{5}\) More generally, this happens since the $\Phi_k$ in (2.23) vanishes on the interface when the region $A$ is symmetrically placed with respect to the interface.
3 Entanglement islands with graybody factors

In this section, we will apply our results for the von Neumann entropy to the zero temperature entanglement island calculations of \cite{20}. The new component is the introduction of a reflection/transmission coefficient at the interface between AdS$_2$ and flat space. We will first quickly review the setup (see figure 2) and then show that the entanglement island behaves in a monotonic fashion as a function of the reflection/transmission coefficient.

The gravitational theory is taken to be AdS-JT gravity coupled to matter, whose action is given by \cite{49}

$$I[g, \phi, \psi] = \phi_0 + \frac{1}{4\pi} \int d^2x \sqrt{g} (R + 2) + I_{\text{CFT}}[g, \psi],$$

(3.1)

where we have put $4G_N = 1$, the constant $\phi_0$ gives the extremal entropy, and we have omitted the Gibbons-Hawking boundary term. The CFT matter action is given by $I_{\text{CFT}}$ and we take the matter fields $\psi$ to not couple to the dilaton. For the gravity variables, we put the usual boundary conditions $g_{\mu\nu}|_{\text{bdy}} = 1/e^2$ and $\phi|_{\text{bdy}} = \phi_r/e$.

Using coordinates $(x^0, x^1)$ with $x^1 < 0$, the zero temperature solution of JT gravity is given...
of the QES. We need to compute the generalized entropy functional $S$ fields in the semiclassical description, which were obtained in the previous section. We need the dilaton profile given in (3.2) and also an expression for the entropy of bulk matter that is partially in the bath region and partially in the gravity region, see figure 2. For this, we choose the boundary conditions for them so that they see a partially transmitting interface at $x_1 = -\varepsilon$, see equation (2.5). This is how our work differs from the previous papers [17, 20].

As emphasized in [20], one should think of the entropies as being fundamentally defined in a candidate dual description that does not involve gravity. This will look something like an SYK model coupled to a wire. The transmission coefficient encodes some property of the coupling between the SYK model and the wire, and the zero temperature equilibrium geometry corresponds to the ground state of the coupled Hamiltonian.

The goal is to compute the entanglement wedge of the region $[0, b]$ in the SYK+wire description. A candidate for a QES is the point $(x^0, x^1) = (0, -a)$ in the AdS$_2$ region (with $a > 0$). The entanglement wedge of $[0, b]$ will be the region $(-a_s, b)$ where $a_s$ is the location of the QES. We need to compute the generalized entropy functional $S_{\text{gen}}$ of a region $[-a, b]$ that is partially in the bath region and partially in the gravity region, see figure 2. For this, we need the dilaton profile given in (3.2) and also an expression for the entropy of bulk matter fields in the semiclassical description, which were obtained in the previous section.

The generalized entropy of the interval $[-a, b]$ is given by

$$S_{\text{gen}}(a) = \phi_0 + \frac{\phi_r}{a} + c S_{\text{Dirac, flat}}([-a, b]) - \frac{c}{6} \log a,$$

where the second term corresponds to the entropies we computed in section 2 and the final term comes from the Weyl factor in the metric (3.2) at the left end-point of the interval $[-a, b]$. As already noted, the boundary conditions on the matter fields preserve one copy of the Virasoro algebra, so the Weyl factor term takes into account the fact that the interface is now between AdS space and flat space, rather than between two flat half-spaces. We have also taken $c$ copies of the free Dirac fermion system, and as usual $c$ is taken to be large so that the entropy coming from fluctuations in the gravity sector can be ignored. Let us define a quantity $k$ with dimensions of length as

$$k := \frac{6\phi_r}{c}.$$  

Extremizing $S_{\text{gen}}(a)$ with respect to $a$ gives us the location $a_s$ of the QES. As before, we specialize to three cases:

1. When the reflection coefficient $r$ is small, we use (2.41) for $S_{\text{Dirac, flat}}$ and we get

$$a_s(r) = a_0 + r \left( \frac{3a_0^2(a_0^4 - b^4 - 4a_0^2b^2 \log(a_0/b))}{4(a_0 - b)^2((a_0 + b)^2(a_0 + 2k) - 2a_0^2)} \right) + O(r^2),$$

where $a_0$ is the location of the island in the purely transmitting case [20],

$$a_0 = a_s(r = 0) = \frac{1}{2} \left( b + k + \sqrt{b^2 + 6bk + k^2} \right).$$

It is also instructive to look at the extreme limits for $b$ in this expression.

$$a_s = \frac{6\phi_r}{c} + r \frac{9\phi_r}{2c} + O(b, r^2) \quad \text{(small } b\text{)},$$

$$a_s = \left( b + \frac{12\phi_r}{c} \right) + r \frac{12\phi_r}{c} + O(b^{-1}, r^2) \quad \text{(large } b\text{)}.$$
We would like to argue that the second term in (3.5) is always positive, so that the QES moves from its location $a_0$ in the fully transmitting case towards the Poincaré horizon, where it lies in the fully reflecting case. It is easy to plot the second term of (3.5) as a function of $b$ and $k$ and check that it is positive, but we would like to give a more illuminating argument. First, note that $a_0 > b$, which as observed in [20] is a condition that is imposed by the Quantum Focusing Conjecture [50]. The function $S_{\text{gen}}' (a)$ at full transmission is positive to the left of the QES, and negative to the right of the QES. We noted in section 2.4 that the correction term in (2.41) is negative definite and has a maximum value of 0 when $L_\text{'} = L_\text{"o}$, or $a = b$ in the notation of this section. These facts dictate that the QES can only move leftwards from $a_0$.

2. When the transmission coefficient $t$ is small, we use (2.42) for $S_{\text{Dirac, flat}}$ and we get

$$a_\text{a} (r) = \left( \frac{1024 \, b k^2}{9 \pi^2} \right)^{\frac{1}{2}} \, t^{-\frac{3}{2}} + O(t^0). \quad (3.9)$$

The QES goes to infinity as $t \to 0$. In the fully reflecting case, the QES is at the Poincaré horizon: the $\text{AdS}_2$ and flat space regions are not coupled at all in this case, and so the entanglement wedge of the boundary of $\text{AdS}_2$ better be the entire Poincaré patch of $\text{AdS}_2$.

Note that since $a_\text{a}$ is getting large, we might worry that the coefficient of the $O(t)$ term in the bulk entropy formula (2.42) is getting large. However, the overall size of the $O(t)$ term at the extremization point is seen to be $t^{\frac{3}{2}}$, which is small. In general, entropies cannot grow faster than linearly in the interval size, and so, if the expansion in $t$ is well-behaved, we do not expect large powers of $L_\text{'}$ to show up at higher orders in (2.42).

3. Taking $b$ to be very large, we expect, as in [20], that the quantity $\frac{a_\text{a} - b}{a_\text{a} + b}$ is small. Keeping terms up to order $\gamma^2$ in (2.43), we find

$$a_\text{a} (r) = b \left( 1 + \frac{1}{1 - r} \frac{2k}{b} + O \left( \frac{k^2}{b^2} \right) \right). \quad (3.10)$$

This matches with the small $r$ result (3.5) in the common domain of validity, but we should not trust the exact form of this answer in the $r \to 1$ limit, since $\gamma$ is getting large in that limit.

To summarize, within the particular setup and the various limits that we have considered, we have shown that the location of the QES (and thus the size of the entanglement island) is a monotonic function of the transmission strength of the interface between the gravitating region and faraway flat space region. It would be interesting to extend our results to various other setups in which islands are known to exist, for instance in the $T > 0$ non-evaporating setup in [20]. It would also be nice to find way to incorporate explicitly-tunable greybody factors in the setup of double-holography [19], especially in higher dimensions [22]. Our prejudice is that such monotonicity should always hold. In the case of an evaporating black hole, specifically using the setup of [17], one should see the QES move from inside the horizon towards the horizon as one turns on graybody effects. This has to do with the fact that when the black hole is evaporating, the matter fields are taken to be in the Unruh state, and not the Hartle-Hawking state. That changes the formulas for the matter entanglement entropy. In this situation, if the interface is fully reflecting, the QES would be at the black hole horizon. When we turn on a coupling between the $\text{AdS}$ and the bath regions, thus making $r < 1$, the QES moves inwards, as discussed in [16,17].
A Dirac determinant on the half-plane with non-translation invariant boundary conditions

In this appendix, we will compute the functional integral

$$\tilde{Z} = \int D\chi^+ D\chi^- D\bar{\chi}^+ D\bar{\chi}^- \exp \left( - \int_{\Omega^+} d^2x \bar{\chi}^+ \not{\partial} \chi^+ - \int_{\Omega^-} d^2x \bar{\chi}^- \not{\partial} \chi^- \right), \quad (A.1)$$

where the fermionic fields satisfy the boundary conditions

$$\mathcal{B} e^{i\mathcal{H}(x_2)} \chi(0,x_2) = 0,$$  \quad (A.2)

with the matrices

$$\mathcal{B} = \begin{pmatrix} 1 & -c_1 & -c_2 & 0 \\ -c_1^* & 1 & 0 & -c_3^* \\ -c_2^* & 0 & 1 & -c_4^* \\ 0 & -c_3 & -c_4 & 1 \end{pmatrix}, \quad \mathcal{H}(x_2) = \begin{pmatrix} H(x_2) & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & H(x_2) & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad (A.3)$$

and the vector $\chi$ will be specified shortly. The matrix $\mathcal{B}$ has rank two. We fold the left half plane, $\Omega_-$, to the right half-plane, $\Omega_+$. This folding changes the coordinate $x = (x_1,x_2) \in \Omega_-$ to $\tilde{x} := (-x_1,x_2) \in \Omega_+$, so we have the transformation for derivatives $(\tilde{\partial}_1, \tilde{\partial}_2) \rightarrow (\not{\partial}_1, \not{\partial}_2) = (-\not{\partial}_1, \not{\partial}_2)$ and for the fermionic fields $\chi^- (x) \rightarrow \chi^- (\tilde{x})$, $\chi^+ (x) \rightarrow \chi^+ (\tilde{x})$. In this folded geometry, the Dirac operator is $i\not{\partial} \oplus i\not{\partial}$. In contrast to (2.9), after the folding, the fermion field has components in the following order:

$$\chi = \begin{pmatrix} \chi^- \cr \chi^+ \cr \chi^- \cr \chi^+ \end{pmatrix}, \quad (A.4)$$

with all fields having a position argument belonging to the right half plane $\Omega_+$. We also remind the reader that for the application needed in the main text, $H_k(x_2) = -2\Phi_k(0,x_2)$ and $\Phi_k(x)$ is given in (2.23). The main tools needed to compute the partition function are described in references [9–11].

The fermion path integral (A.1) can be written as the functional determinant $\det(i\not{\partial} \oplus i\not{\partial})$, subject to the boundary condition (A.2). To compute this determinant we will employ a theorem by Forman [9]. The idea is to consider a one-parameter family of boundary conditions labelled by $\tau$ such that $\tau = 0$ corresponds to the boundary condition $\mathcal{B}\chi(0,x_2) = 0$, and $\tau = 1$ corresponds to the boundary condition (A.2) that we are interested in. This gives rise to a family of functional determinants

$$\tilde{Z}(\tau) = \det(i\not{\partial} \oplus i\not{\partial})_{\mathcal{B} \mathcal{U}(\tau)}, \quad \mathcal{U}(\tau) := e^{\tau \mathcal{H}(x_2)}, \quad (A.5)$$

where the subscript labels the modified boundary condition $\mathcal{B} \mathcal{U}(\tau) \chi = \mathcal{B} e^{\tau \mathcal{H}(x_2)} \chi = 0$. Forman’s theorem (theorem 2 of [9], see also [10]) states that

$$\frac{d}{d\mu} \log \frac{\tilde{Z}(\tau + \mu)}{\tilde{Z}(\mu)} = \frac{d}{d\mu} \log \det \Phi_\mu(\tau). \quad (A.6)$$

6 Please note that the operator $\Phi_\mu(\tau)$ has nothing to do with the function $\Phi_k(x)$. 
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We will explain the definition of the operator \( \Phi \) below.

The Dirac operator \( i \gamma^i \partial_i \) is given in the Weyl basis ((2.1) and (2.4)) by

\[
\begin{pmatrix}
0 & -\partial_1 + i \partial_2 \\
\partial_1 + i \partial_2 & 0 \\
0 & 0 \\
0 & -\partial_1 + i \partial_2
\end{pmatrix}.
\] (A.7)

We will denote the elements of the kernel of this operator by \( \chi \) and we take them to satisfy a fake boundary condition on the far-right side of the half-plane

\[
\mathcal{B}_\chi(L, x_2) = 0,
\] (A.8)

with \( L \gg 1 \). This boundary condition is arbitrary and is chosen for convenience, following [10]. Notice that we maintain translation symmetry along the line \( x_1 = L \) in this fake problem (in contrast to the actual boundary condition (A.2) where the function \( H(x_2) \) explicitly depends on \( x_2 \). We further compactify \( x_2 \) on a large circle of length \( T \), and impose antiperiodic boundary conditions \( \chi(x_1, -T/2) = -\chi(x_1, T/2) \). The elements of the kernel of (A.7) satisfying the boundary condition (A.8) and having definite Matsubara frequencies \( \omega = (2n + 1)\pi/T \) with \( n \in \mathbb{Z} \) can be easily found

\[
\begin{align*}
\chi_{\alpha I}(x_1, x_2) &= \frac{e^{-i \omega x_2}}{\sqrt{2 \cosh(2 \omega L)}} \begin{pmatrix}
e^{-w_1(x_1-L)} \\
\frac{c_1^*}{c_2^*} e^{w_1(x_1-L)} \\
0
\end{pmatrix},
\chi_{B I}(x_1, x_2) &= \frac{e^{-i \omega x_2}}{\sqrt{2 \cosh(2 \omega L)}} \begin{pmatrix}
0 \\
c_1^* e^{w_1(x_1-L)} \\
c_2^* e^{w_1(x_1-L)}
\end{pmatrix}.
\end{align*}
\] (A.9)

Note that \( \{ \chi_{\alpha I}, \chi_{B I} \} \) satisfy the orthonormality condition \( \frac{1}{T} \int_{-T/2}^{T/2} dx_2 \chi_{\alpha I}^\dagger(0, x_2) \chi_{B J}(0, x_2) = \delta_{IJ} \), with \( I \in \{ \alpha, B \} \times \mathbb{Z} \). The vectors in (A.9) when evaluated on the true boundary \( x_1 = 0 \) will not satisfy the boundary condition (A.2). Now we ask the question: By how much do \( \chi_{\alpha I}(0, x_2) \) fail to satisfy the true boundary condition (A.2)? This will be proportional to \( \mathcal{B}(\tau) \chi_{\alpha I}(0, x_2) \). We now pick a fixed basis of functions on the line \( x_1 = 0 \) that also satisfy \( \mathcal{B} \tilde{\chi} = 2 \tilde{\chi} \). Explicitly, these are

\[
\begin{align*}
\tilde{\chi}_{\alpha I}(x_2) &= \frac{e^{-i \omega x_2}}{\sqrt{2}} \begin{pmatrix}1 \\
-c_1^* \\
0
\end{pmatrix},
\tilde{\chi}_{B I}(x_2) &= \frac{e^{-i \omega x_2}}{\sqrt{2}} \begin{pmatrix}0 \\
c_1^* \\
c_2^*
\end{pmatrix}.
\end{align*}
\] (A.10)

With the two sets of vectors defined in (A.9) and (A.10), the matrix \( h(\tau) \) is defined to have matrix elements

\[
h_{IJ}(\tau) := \frac{1}{T} \int_{-T/2}^{T/2} dx_2 \tilde{\chi}_{I}(x_2) \mathcal{B} e^{\tau \chi_{J}(x_2)} \chi_{J}(0, x_2),
\] (A.11)

with \( I, J \in \{ \alpha, B \} \times \mathbb{Z} \). The intuition is that the matrix \( h \) measures the failure of \( \chi_{\alpha I}(x_1, x_2) \) to satisfy the correct boundary condition (A.2) for our problem. The quantity \( \Phi_\mu(\tau) \) in (A.6) is defined via [9–11]

\[
h(\mu + \tau) = \Phi_\mu(\tau) h(\mu).
\] (A.12)

Our goal is to calculate \( \tilde{Z} \) at \( \tau = 1 \). Let us take a \( \tau \) derivative of Forman’s result, (A.6),

\[
\frac{d}{d\mu} \frac{d}{d\tau} \log \frac{\tilde{Z}(\mu + \tau)}{\tilde{Z}(\mu)} = \frac{d}{d\mu} \frac{d}{d\tau} \text{Tr} \log (h(\mu + \tau) h^{-1}(\mu)).
\] (A.13)

\({}^7\) Since the vector \( \mathcal{B} \chi_{\alpha I}(0, x_2) \) is of the form \( \mathcal{B} \), and \( \mathcal{B} \) has eigenvalues 0 and 2, it lies in the subspace that has eigenvalue 2 under \( \mathcal{B} \). Thus the inner product of \( \mathcal{B} \chi_{\alpha I}(0, x_2) \) and \( \chi_{\alpha I} \) measures the amount by which the boundary condition is violated.
On the LHS the $\tau$ derivative kills $\log Z(\mu)$, whereas the RHS can be simplified by using $\frac{d}{d\tau} \text{Tr} A(\tau) = \text{Tr}(\dot{A}(\tau) A^{-1}(\tau))$ and cyclicity of the trace. So (A.13) simplifies to

$$\frac{d^2}{d\tau^2} \log Z(\mu + \tau) = \frac{d}{d\mu} \text{Tr} \left( \frac{dh(\mu + \tau)}{d\tau} h^{-1}(\mu + \tau) \right). \quad \text{(A.14)}$$

Notice that the $\mu$ derivatives can now be traded for $\tau$ derivatives and, after setting $\mu = 0$, we end up with the differential equation

$$\frac{d^2}{d\tau^2} \log Z(\tau) = \frac{d}{d\tau} \text{Tr} \left( \frac{dh(\tau)}{d\tau} h^{-1} \right). \quad \text{(A.15)}$$

To solve for $\dot{Z}(\tau)$, we integrate this twice and hence we need the value of $\dot{Z}(\tau = 0)$. We claim that $\dot{Z}(\tau)$ is an even function of $\tau$ so $\ddot{Z}(\tau = 0) = 0$. This is because the boundary condition for $\dot{Z}(-\tau)$ is equivalent to

$$\phi \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & e^{i H(x_2)} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & e^{i H(x_2)} \end{pmatrix} \chi(0, x_2) = 0,$$ \quad \text{(A.16)}

upto an overall phase factor. This can be converted to the boundary condition for $\dot{Z}(\tau)$ by interchanging the fermionic fields $\chi^+ \leftrightarrow \chi^-$. The action remains unchanged under this interchange, so $\dot{Z}(-\tau) = \dot{Z}(\tau)$. Hence we find,

$$\log \left( \frac{Z(1)}{Z(0)} \right) = \int_0^1 d\tau \text{Tr} \left( \frac{dh(\tau)}{d\tau} h^{-1} \right).$$ \quad \text{(A.17)}$$

Note that $\dot{Z}(\tau = 0) = Z[n = 1]$, with $Z[n]$ being the original path integral over the $\psi$ variables in the main text. This is because when $n = 1$, the gauge field is zero, and so $Z[n = 1]$ and $\dot{Z}(\tau = 0)$ are both free fermion path integrals with the same boundary conditions.

So now our goal is to compute $\text{Tr} \left( \frac{dh}{d\tau} h^{-1} \right)$, and then do the integral on the right hand side of (A.17). A major difficulty is that $h$ is an infinite matrix and its determinant or traces must be regularised. Our strategy is to find explicit expressions for the matrix elements of $h$, take the large $L$ limit and then construct the inverse and compute $\text{Tr} \left( \frac{dh}{d\tau} h^{-1} \right)$. The final result is given in (A.46).

Computing the matrix elements of $h$ is straightforward. In the large $L$ limit, using (A.11), we get for instance,

$$h_{Am,An}(\tau) = \frac{\sqrt{2}}{T} \int_{-T/2}^{T/2} dx_2 e^{i(w_m - w_n)x_2} \begin{cases} e^{\alpha(x_2)} & \text{if } w_n > 0 \\ -|c_1|^2 - |c_3|^2 e^{\alpha(x_2)} & \text{if } w_n < 0 \end{cases},$$ \quad \text{(A.18)}$$

where, for brevity and following [11], we defined

$$\alpha(x_2) := \tau H(x_2).$$ \quad \text{(A.19)}$$

Other similar calculations give us the matrix

$$h(\tau) = \sqrt{2} \begin{pmatrix} [e^\alpha]_{++} & -|c_3|^2 [e^\alpha]_{+-} & 0 & c_1^* c_3^* [e^\alpha]_{+-} \\ [e^\alpha]_{--} & -|c_3|^2 [e^\alpha]_{--} - |c_1|^2 \mathbb{1} & 0 & c_1^* c_3^* [e^\alpha]_{--} - c_1 c_3^* \mathbb{1} \\ 0 & c_1^* c_3^* [e^\alpha]_{+-} & \mathbb{1} & -|c_1|^2 [e^\alpha]_{+-} \\ 0 & c_1^* c_3^* [e^\alpha]_{--} - c_1^* c_3 \mathbb{1} & 0 & -|c_1|^2 [e^\alpha]_{--} - |c_3|^2 \mathbb{1} \end{pmatrix},$$ \quad \text{(A.20)}$$
where the row and column indices are valued in \(\{A,B\} \times \{+, -\} = \{A+, A-, B+, B-\}\) and each entry in \((A.20)\) is itself an infinite matrix with rows and columns indexed by the positive integers. Essentially, because the positive and negative frequencies behave differently, as in \((A.18)\), we need to treat them separately. Also, following [11], we have introduced a square-bracket notation for the matrix elements in the Matsubara basis

\[
[f]_{m,n} = \frac{1}{T} \int_{-\pi/T}^{\pi/T} \mathrm{d}x_2 e^{i(w_m-w_n)x_2} f(x_2).
\]

(A.21)

It is important to note that this is a Toeplitz matrix since \([f]_{m,n} = [f]_{m-n}\).

The derivative \(dh/d\tau\) and the inverse \(h^{-1}\) can be obtained using the identities given in appendix B of [11]. After a brute force explicit calculation, we find that the \(h^{-1}\) is composed of the block matrices

\[
\sqrt{2} (h^{-1})_{A+,A+} = (\lbrack e^a \rbrack_{++})^{-1} \lbrack M \rbrack_{++},
\]

(A.22)

\[
\sqrt{2} (h^{-1})_{A+,A-} = -c_3^2 \lbrack e^a \rbrack_{+-} \lbrack M \rbrack_{++} \lbrack e^a \rbrack_{--} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.23)

\[
\sqrt{2} (h^{-1})_{A+,B+} = 0,
\]

(A.24)

\[
\sqrt{2} (h^{-1})_{A-,B-} = c_1 c_3 \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{++} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.25)

\[
\sqrt{2} (h^{-1})_{A-,A-} = -\sqrt{2} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.26)

\[
\sqrt{2} (h^{-1})_{A-,B+} = 0,
\]

(A.27)

\[
\sqrt{2} (h^{-1})_{A-,B-} = c_1 c_3 \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{++} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.28)

\[
\sqrt{2} (h^{-1})_{B+,A+} = -c_1^2 c_3 \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.29)

\[
\sqrt{2} (h^{-1})_{B+,A-} = c_1^2 c_3 \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.30)

\[
\sqrt{2} (h^{-1})_{B+,B+} = 1,
\]

(A.31)

\[
\sqrt{2} (h^{-1})_{B-,B-} = -c_1^2 c_3 \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.32)

\[
\sqrt{2} (h^{-1})_{B-,B-} = c_1^2 c_3 \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.33)

\[
\sqrt{2} (h^{-1})_{B-,B+} = 0,
\]

(A.34)

\[
\sqrt{2} (h^{-1})_{B-,B+} = c_1^2 c_3 \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.35)

\[
\sqrt{2} (h^{-1})_{B-,B+} = -1 + \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.36)

\[
\sqrt{2} (h^{-1})_{B-,B+} = 1 - \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1},
\]

(A.37)

where we have defined

\[
\lbrack M \rbrack_{++} := (1 - c_3^2 \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1})^{-1},
\]

(A.38)

\[
\lbrack N \rbrack_{--} := (1 - c_3^2 \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1})^{-1}.
\]

(A.39)

Using \(dh/d\tau\) and \(h^{-1}\) so computed, we get

\[
\tau \text{Tr} \left( \frac{dh}{d\tau} h^{-1} \right) = c_1^2 \text{Tr} \left( \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack M \rbrack_{--} \lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1} \right)
\]

(A.40)

We can simplify this further by using the following identities for quantities that appear in the definitions (A.38) and (A.39)

\[
\lbrack e^a \rbrack_{+-} \lbrack e^a \rbrack_{--} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1} = 1 - \lbrack e^{-a} \rbrack_{+-} \lbrack e^{-a} \rbrack_{++} \lbrack e^{-a} \rbrack_{-+} \lbrack e^{-a} \rbrack_{-+}^{-1},
\]

(A.41)

\[
\lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1} \lbrack e^a \rbrack_{-+} \lbrack e^a \rbrack_{-+}^{-1} = 1 - \lbrack e^{-a} \rbrack_{-+} \lbrack e^{-a} \rbrack_{-+} \lbrack e^{-a} \rbrack_{-+} \lbrack e^{-a} \rbrack_{-+}^{-1}.
\]

(A.42)
and perform a binomial series expansion, to get\(^8\)

\[
\tau \text{Tr} \left( \frac{dh}{d\tau} h^{-1} \right) = \sum_{p=0}^{\infty} (-1)^{p+1} |c_1/c_3|^{2p+2} \text{Tr} \left( [\alpha]_{-+} [e^a]_{++} ([e^{-a}]_{+-} ([e^{-a}]_{-+})^p [e^{-a}]_{+-} \right) + \sum_{p=0}^{\infty} (-1)^{p+1} |c_1/c_3|^{2p+2} \text{Tr} \left( [\alpha]_{+-} [e^a]_{--} ([e^{-a}]_{-+} ([e^{-a}]_{+-})^p [e^{-a}]_{++} \right) \\
\text{(A.43)}
\]

\[
= \tau \frac{d}{d\tau} \text{Tr} \log \left( \frac{1 + |c_1/c_3|^2 [e^a]_{--} [e^{-a}]_{-+}}{1 - |c_1|^2 [e^a]_{++} [e^{-a}]_{+-}} \right) \\
= \tau \frac{d}{d\tau} \text{Tr} \log \left( 1 + |c_1|^2 [e^a]_{--} [e^{-a}]_{-+} \right). \\
\text{(A.44)}
\]

Recalling that \( r = |c_1|^2 \) is the reflection coefficient and \( \alpha(x_2) = \tau H(x_2) \), we get

\[
\text{Tr} \left( \frac{dh}{d\tau} h^{-1} \right) = -\frac{d}{d\tau} \sum_{m=1}^{\infty} \frac{r^m}{m} \text{Tr} \left( ([e^{\tau H(x_2)}]_{-+} [e^{-\tau H(x_2)}]_{+-})^m \right). \\
\text{(A.46)}
\]

Substituting (A.46) into (A.17) and doing the \( \tau \) integral, we get the result for the functional determinant

\[
\log \left( Z_2(1) \right) = -\sum_{m=1}^{\infty} \frac{r^m}{m} \text{Tr} \left( ([e^{H}]_{-+} [e^{-H}]_{+-})^m \right). \\
\text{(A.47)}
\]

Notice that the lower limit of the integral in (A.17) at \( \tau = 0 \) does not contribute on the right hand side, because the indices of the matrices \([e^a]_{--}\) and \([e^{-a}]_{-+}\) are purely off-diagonal and so \([1]_{--}\) and \([1]_{-+}\) vanish.

We were unable to evaluate the expression on the right hand side of (A.47) in general. Thus, we will focus on computing the functional determinant \( \hat{Z}_k \) for the case needed in section 3, which is a single interval \([-L_-, L_+]\) across the defect. We will proceed in two different ways:

1. In appendix A.1 we only consider the linear in \( r \) term in (A.47) and obtain an expression for a general interval \([-L_-, L_+]\). The result is given in (A.56).

2. In appendix A.2 we assume that \( \gamma := \frac{L_- - L_+}{L_+ + L_-} \) is small. This says that the interval is almost symmetric about the defect, and so we are perturbing away from the symmetrically placed interval considered in [8]. We obtain the Rényi and the von Neumann entropies as a power series expansion in \( \gamma \), the results are given in (A.67) and (A.68).

### A.1 Perturbing away from the fully transmitting case

The goal of this section is to obtain the first order term in \( r \) in the von Neumann entropy of the interval \([-L_-, L_+]\), perturbing away from the fully transmitting case \( r = 0 \).

The coefficient of the linear in \( r \) term in (A.47) is

\[
\text{Tr} \left( \left[ e^{H} \right]_{-+} \left[ e^{-H} \right]_{+-} \right) = \sum_{n>0, f<0} \int_{\mathbb{R}^2} \frac{dy_1 dy_2}{T^2} e^{\frac{2\pi i}{T} ( (y_1 - y_2)(1-n))} e^{H(y_1) - H(y_2)} \\
= - \int_{\mathbb{R}^2} \frac{dy_1 dy_2}{4\pi^2} \frac{e^{H(y_1) - H(y_2)}}{(y_1 - y_2)^2}, \\
\text{(A.48)}
\]

\[
\text{(A.49)}
\]

\(^8\) One needs to use identities of the form \([e^a]_{--} [e^{-a}]_{-+} + [e^a]_{-+} [e^{-a}]_{++} = 1\), see appendix B of [11] for more on such relations.
where we have taken the $T \to \infty$ limit and the contours of integration for $y_1$ and $y_2$ are such that $3y_1 < 0$ and $3y_2 > 0$, so the geometric series in (A.48) converges. If we now expand in powers of $H$, we see that only terms at second order or higher will contribute, because for the constant and first order term, there is always one integral that vanishes after we close the $H$ in powers of $O$.

Thus, to $O(r)$, we write as
\[ S = \lim_{n \to 1} \frac{1}{n - 1} \sum_{k = -(n-1)/2}^{(n-1)/2} f_k^{(1)}(r), \]
\[ f_k^{(1)}(r) = \frac{1}{4\pi^2(y_1 - y_2)^2} \left( e^{H_k(y_1) - H_k(y_2)} - 1 - H_k(y_1) + H_k(y_2) \right). \]

To compute the entropy, we plug in the expression for $H_k$ from (2.35) and (2.23), which we write as $H_k = -2\Phi_k = \frac{k}{n} \log \phi$, with
\[ \phi(y) = \frac{y^2 + L^2}{y^2 + L^2_+}. \]

We now sum over $k$ and take the $n = 1$ limit,
\[ S^{(1)} = \lim_{n \to 1} \frac{1}{1 - n} \sum_{k = -(n-1)/2}^{(n-1)/2} f_k^{(1)}(r) = \frac{1}{4\pi^2(y_1 - y_2)^2} \left( 1 - \frac{1}{2} \frac{\phi(y_1) + \phi(y_2)}{\phi(y_1) - \phi(y_2)} \log \left( \frac{\phi(y_1)}{\phi(y_2)} \right) \right). \]

Because of the logarithm in (A.52), we get branch cuts in the complex $y_1$ and $y_2$ planes. Let us assume, without loss of generality, that $L_- > L_+$. Since $y_1$ integration contour has a negative imaginary part, we deform the contour in the lower half plane and pick up a discontinuity from the branch cut that runs from $y_1 = -iL_-$ to $y_2 = -iL_+$. The discontinuity of the integrand of (A.52) is
\[ \frac{i\pi}{L_-^2 - L_+^2} \frac{2y_1^2 y_2^2 + 2L_-^2 L_+^2 + (L_-^2 + L_+^2)(y_1^2 + y_2^2)}{4\pi^2(y_1 - y_2)^2(y_1^2 + y_2^2)}, \]

which when integrated over $y_1$ from $y_1 = -iL_-$ to $y_1 = -iL_+$ gives
\[ \frac{1}{16\pi(L_-^2 - L_+^2)} \left( \frac{L_-^2 L_+^2 \pi^2 - 2L_- L_+ (L_- - L_+) y_2 + (L_-^2 + L_+^2) \pi y_2^2 - 2(L_- - L_+) y_2^3}{y_2^2} + \pi y_2^4 + i(L_-^2 + y_2^2)(L_+^2 + y_2^2) \log \left( \frac{(y_2 + iL_+)(iL_- - y_2)}{(y_2 - iL_+)(iL_- + y_2)} \right) \right). \]

Now, we need to do the $y_2$ integral, whose contour has a small positive imaginary part and can be deformed in the upper half-plane. The discontinuity comes from the logarithm in (A.54) and equals
\[ \frac{1}{8} \frac{(L_-^2 + y_2^2)(L_+^2 + y_2^2)}{(L_-^2 - L_+^2)y_2^2}. \]

Integrating this over $y_2$ from $y_2 = iL_+$ to $y_2 = iL_-$ gives
\[ S^{(1)} = \frac{r}{8} \left( 1 + \frac{L_-^2 + L_+^2}{L_-^2 - L_+^2} \log \frac{L_+}{L_-} \right). \]

Thus, to $O(r)$, the entropy is given by
\[ S([L_- L_+]) = \frac{1}{3} \log \frac{L_+ + L_-}{\varepsilon} + \frac{r}{8} \left( 1 + \frac{L_-^2 + L_+^2}{L_-^2 - L_+^2} \log \frac{L_+}{L_-} \right) + O(r^2). \]
Higher order terms in the reflection coefficient can be computed in a similar way, but involve more integrals and a more complicated branch cut structure.

### A.2 Perturbing in the asymmetry

In this appendix, we will perform a different approximation. While still working with a single interval $[-L_-, L_+]$ that straddles the defect, we will compute the functional integral $\tilde{Z}_k$ perturbatively in the asymmetry parameter

$$\gamma = \frac{L_- - L_+}{L_- + L_+} = \frac{L_- - L_+}{2L}, \quad \text{(A.58)}$$

where $2L = L_- + L_+$ is the length of the interval.

We start with the following series expansion for $H_k$,

$$H_k(y) = -2\Phi_k(0, y) = \frac{2k}{n} \sum_{j \text{odd}} (iyL)^j_j \left( \frac{1}{(y + iL)^j} - \frac{1}{(y - iL)^j} \right). \quad \text{(A.59)}$$

The advantage of this expansion is that at any finite order in $\gamma$, we have poles in the complex plane instead of branch cuts.

The $m = 1$ term of (A.47) is given by

$$\text{Tr} \left( \left[ e^{H_k} \right]_{-+} \left[ e^{-H_k} \right]_{+-} \right) = \frac{1}{T^2} \int_{-T/2}^{T/2} dy_1 dy_2 \frac{e^{H_k(y_1) - H_k(y_2)}}{\sin^2(\pi(y_2 - y_1)/T)}, \quad \text{(A.60)}$$

where $\Re y_1 < 0$ and $\Re y_2 > 0$ as mentioned earlier.

To evaluate these integrals, we will use the residue theorem. We close the contour for $y_1$ in the lower half-plane and for $y_2$ in the upper half-plane. This ensures that the only residues come from the pole at $y_1 = -iL$ for the $y_1$ integral and the pole at $y_2 = iL$ for the $y_2$ integral. We also get some contribution from integrals that were used to close the contours in the complex plane but these contributions vanish in the $T \to \infty$ limit.

In the limit $T \to \infty$, we have the leading order result in $\gamma$

$$\text{Tr} \left( \left[ e^{H_k} \right]_{-+} \left[ e^{-H_k} \right]_{+-} \right) = \frac{k^2}{n^2} \gamma^2 + O(\gamma^4). \quad \text{(A.61)}$$

It is worth mentioning that the final answer must be even in $\gamma$. This is indeed the case for the above calculation.

In general, we want to compute $\text{Tr} \left( \left[ e^{H_k} \right]_{-+} \left[ e^{-H_k} \right]_{+-} \right)^P$. In the $T \to \infty$ limit, this is given by a contour integral

$$\text{Tr} \left( \left[ e^{H_k} \right]_{-+} \left[ e^{-H_k} \right]_{+-} \right)^P = \frac{(-1)^P}{\pi^{2P}} \int_{-\infty}^{\infty} \prod_{i=1}^{2P} dy_i \frac{e^{H_k(y_1) - H_k(y_2) + \cdots + H_k(y_{2P-1}) - H_k(y_{2P})}}{(y_2 - y_1) \cdots (y_{2P} - y_{2P-1}) (y_1 - y_{2P})}, \quad \text{(A.62)}$$

where $\Re y_1, \Re y_3, \ldots, \Re y_{2P-1} < 0$ and $\Re y_2, \Re y_4, \ldots, \Re y_{2P} > 0$. We close the contours for $y_1, y_3, \ldots, y_{2P-1}$ in the lower half plane and the contours for $y_2, y_4, \ldots, y_{2P}$ in the upper half plane. This ensures that the contour does not enclose the poles coming from the $y_{i+1} - y_i$ terms in the denominator.

For $H_k$ given in (A.59), each factor of $\gamma$ corresponds to exactly one pole in the complex plane. Therefore, at order $\gamma^j$

$$\#(y_1) + \#(y_2) + \cdots + \#(y_{2P}) = j, \quad \text{(A.63)}$$
where \( \#(y_i) \) denotes the total number of poles (with multiplicity) for the \( y_i \) variable in the numerator \( e^{H_k(y_1) - H_k(y_2) - \cdots - H_k(y_{2p-1}) + H_k(y_{2p})} \). If \( j < 2p \), there is at least one variable that has no pole in the entire complex plane. If we do the contour integral over this variable first, the result is zero. Therefore, \( \text{Tr}((e^{H_k})_{++} e^{-H_k})^{p} \) only contributes non-trivially starting at \( \mathcal{O}(\gamma^{2p}) \).

To summarize, the \( \gamma^j \) term in \( \log \left( \frac{Z_k}{Z[1]} \right) \) vanishes if \( j \) is odd. If \( j \) is even, we get a non-zero contributions to the \( \gamma^j \) term from \( \text{Tr}((e^{H_k})_{++} e^{-H_k})^{p} \) only if \( p = 1, 2, \ldots j/2 \). Using (A.61), we have the full result at order \( \gamma^2 \),

\[
\log \frac{Z_k}{Z[1]} = -\gamma^2 \frac{k^2}{n^2} r + O(\gamma^4),
\]

so the Rényi entropy is

\[
S_n([-L_-, L_+]) = \frac{n+1}{6n} \left[ \log \frac{L_+ + L_-}{\epsilon} - \frac{\gamma^2 r}{2} \right] + O(\gamma^4).
\]

Similarly, we can determine the contribution at higher orders in \( \gamma \),

\[
\log \frac{Z_k}{Z[1]} = \frac{k^2}{n^2} \left( \gamma^2 + \gamma^4 + \gamma^6 + \gamma^8 \right) + r t \frac{k^4}{n^4} \left( \frac{\gamma^4}{2} + \frac{\gamma^6}{2} + \frac{65\gamma^8}{144} \right)
\]

\[
- \frac{r t (r-t) k^6}{n^6} \left( \frac{\gamma^6}{6} + \frac{\gamma^8}{4} \right) + r t \frac{k^6 \gamma^8}{n^6 72} + rt(r-5t)(5r-t) \frac{k^8 \gamma^8}{n^8 144} + O(\gamma^{10}).
\]

We can now easily do the sum over \( k \) to get the Rényi entropies and also take the \( n \to 1 \) limit to get the entanglement entropy.

\[
S_n([-L_-, L_+]) = \frac{n+1}{6n} \left[ \log \frac{L_+ + L_-}{\epsilon} + r \left( -\gamma^2 - \frac{\gamma^4}{2} - \frac{\gamma^6}{3} - \frac{\gamma^8}{4} \right) \right]
\]

\[
+ \frac{(n+1)(7-3n^2)}{240n^3} \left[ rt \left( \frac{\gamma^4}{2} + \frac{\gamma^6}{2} + \frac{65\gamma^8}{144} \right) \right]
\]

\[
+ \frac{(n+1)(31-18n^2+3n^4)}{1344n^5} \left[ rt(r-t) \left( \frac{\gamma^6}{6} + \frac{\gamma^8}{4} - rt \frac{\gamma^8}{72} \right) \right]
\]

\[
+ \frac{(n+1)(381-239n^2+55n^4-5n^6)}{11520n^7} \left[ rt(r-5t)(5r-t) \frac{\gamma^8}{144} \right] + O(\gamma^{10}),
\]

(A.67)

\[
S([-L_-, L_+]) = \frac{1}{3} \log \frac{L_+ + L_-}{\epsilon} - \frac{r}{6} \left( \gamma^2 + \gamma^4 + \gamma^6 + \gamma^8 \right) + \frac{rt}{30} \left( \frac{\gamma^4}{2} + \frac{\gamma^6}{2} + \frac{65\gamma^8}{144} \right)
\]

\[
+ \frac{rt}{42} \left( r-t \right) \left( \frac{\gamma^6}{6} + \frac{\gamma^8}{4} - \frac{\gamma^8}{72} \right) + \frac{rt(r-5t)(5r-t)}{30} \left( \frac{\gamma^8}{144} \right) + O(\gamma^{10}).
\]

(A.68)

It is worth mentioning that the series multiplying \( r \) adds up to \(-\frac{1}{6} \log(1-\gamma^2) = -\frac{1}{6} \log \frac{4L_+ + L_-}{L_+ + 4L_-}\), so these terms linearly interpolate between the purely transmitting limit, \( r = 0 \), and the purely reflecting limit, \( r = 1 \). All the other terms vanish at these two limits, and represent the deviation from this linear interpolation.
B Purely reflecting case and perturbations away from it

In this appendix we provide a direct evaluation of the functional integral and Rényi entropy for the purely reflecting boundary condition. We also discuss perturbations away from this limit.

In section 2, we ended up with the functional integral $Z_k$ in (2.21) after doing the replica trick and decoupling the replicas by introducing a gauge field. Then, we decoupled the fermion from the background gauge field by performing a combination of gauge and chiral transformations in (2.24). In section 2.2, we performed a single transformation on the entire plane $\Omega = \Omega^+ \cup \Omega^-$. This enabled us to compute the result in the purely transmitting case directly.

Instead of performing the gauge and chiral transformations given by (2.23), we now perform different transformations on the two half-planes. For later convenience, we take the $\Phi$-functions for the two half-planes to satisfy $\Phi_k^{+}(0, y_2) = 0$. It is easy to obtain such a $\Phi_k$ using the method of images

$$
\Phi_k^{+}(x) = -\frac{k}{n} \sum_{i=1}^{n} \log \left( \frac{|x - u_i^+||x - \bar{v}_i^+|}{|x - v_i^+||x - \bar{u}_i^+|} \right),
$$

with a similar expression for $\Phi_k^{-}(x)$. Here, $\mathcal{A}^+ = \bigcup_{i=1}^{n} [u_i^+, v_i^+]$ refers to the subset of $\mathcal{A}$ on the positive real axis and $\mathcal{A}^- = \bigcup_{i=1}^{n} [u_i^-, v_i^-]$ refers to the subset of $\mathcal{A}$ on the negative real axis.

The $\eta$-functions can be obtained using (2.18) and (2.22),

$$
\eta_k^{+}(x) = -\frac{k}{n} \left[ \sum_{i=1}^{n} \left( \tan^{-1} \frac{x_2}{x_1 + u_i^+} - \tan^{-1} \frac{x_2}{x_1 + \bar{v}_i^+} \right) + \sum_{i=1}^{n} \left( \tan^{-1} \frac{x_2}{x_1 - u_i^-} - \tan^{-1} \frac{x_2}{x_1 - \bar{v}_i^-} \right) \right],
$$

with a similar expression for $\eta_k^{-}(x)$.

The Jacobian for the transformation (2.24) with this choice of $\Phi_k$ and $\eta_k$ is

$$
\log J_k^+ = -\frac{2k^2}{n^2} \xi \left( \{u_i^+\}, \{v_j^+\} \right), \quad \log J_k^- = -\frac{2k^2}{n^2} \xi \left( \{u_i^-\}, \{v_j^-\} \right),
$$

where we have defined

$$
\xi \left( \{u_i\}, \{v_j\} \right) = \Xi \left( \{u_i\}, \{v_j\} \right) - \frac{1}{2} \sum_{i,j} \log \left( \frac{|u_i + v_j||v_i + u_j|}{|u_i + u_j||v_i + v_j|} \right).
$$

The quantity $\Xi$ was defined in (2.31) [5]. The functional integral thus becomes $Z_k = J_k^+ J_k^- \tilde{Z}_k$, where

$$
\tilde{Z}_k = \int D\zeta_k^+ D\zeta_k^- D\zeta_k^+ \exp \left( -\int_{\Omega^+} d^2x \zeta_k^+ \phi \zeta_k^+ - \int_{\Omega^-} d^2x \zeta_k^- \phi \zeta_k^- \right).
$$

Since $\Phi_k^+(0, x_2) = 0$, the boundary condition for the transformed fermionic field $\zeta_k = \exp(-\eta_k - \gamma \Phi_k) \psi_k$ is

$$
\begin{pmatrix}
0 & 0 & 0 \\
0 & e^{i\hat{H}_k(x_2)} & 0 \\
0 & 0 & 1
\end{pmatrix} \zeta_k(0, x_2) = 0, \quad \text{with } \hat{H}_k(x_2) := \eta_k^+(0, x_2) - \eta_k^-(0, x_2).
$$

(B.6)
In the purely reflecting case corresponding to \$S'\$ in (2.7), the boundary condition in (B.6) is equivalent to \$\mathcal{B}\zeta_k(0, x_2) = 0\$, and so so \$\tilde{Z}_k = Z[1]\$. Thus, the Rényi entropy is
\[
S'(A) = \frac{1}{3} \xi \left( \{u_+^+\}, \{v_+^+\} \right) + \frac{1}{3} \xi \left( \{u_-^-\}, \{v_-^-\} \right). \tag{B.7}
\]
This expression agrees with the results in [7] and, as expected, breaks up into a sum of two terms that just depend on \$A_+\$ and \$A_-\$ respectively.

With a nonzero transmission coefficient, a calculation similar to that in appendix A gives us the result analogous to (A.47)
\[
\log \frac{\tilde{Z}_k}{Z[1]} = -\sum_{p=1}^\infty \frac{t^p}{p} \Tr \left( \left( [e^{\tilde{H}_k}]_{+-}[e^{-\tilde{H}_k}]_{--} \right)^p \right). \tag{B.8}
\]
Again, we restrict ourselves to computing the functional determinant \$\tilde{Z}_k\$ which corresponds to a single interval across the defect, \$A = [-L_-, L_+]\$.

Similar to appendix A.1, can compute the \$O(t)\$ piece in the von Neumann entropy by perturbing away from the fully reflecting case. The result is
\[
S^{(1)} = t \int_{\mathbb{R}^2} \frac{dy_1 dy_2}{4\pi^2(y_1 - y_2)^2} \left( 1 - \frac{1}{2} \frac{\phi(y_1)}{\phi(y_2)} \log \left( \frac{\phi(y_1)}{\phi(y_2)} \right) \right), \tag{B.9}
\]
where
\[
\phi(x) = \frac{(x - iL_-)(x + iL_+)}{(x + iL_-)(x - iL_+)} \tag{B.10}
\]
Using a similar contour deformation argument as in A.1, we find,
\[
S^{(1)} = \frac{t}{8} \left( 1 + \frac{L_-^2 - 6L_-L_+ + L_+^2}{2(L_- - L_+)^2 \sqrt{L_-L_+}} \arctan \left( \frac{L_- - L_+}{2\sqrt{L_-L_+}} \right) \right). \tag{B.11}
\]
The full answer for the entropy to order \$t^2\$ is then
\[
S([-L_-, L_+]) = \frac{1}{6} \log \frac{4L_+L_-}{e^2} + \frac{t}{8} \left( 1 + \frac{L_-^2 - 6L_-L_+ + L_+^2}{2(L_- - L_+)^2 \sqrt{L_-L_+}} \arctan \left( \frac{L_- - L_+}{2\sqrt{L_-L_+}} \right) \right) + O(t^2). \tag{B.12}
\]

We can also do a small \$\gamma\$ expansion similar to that in appendix A.2. We just quote the final result
\[
S([-L_-, L_+]) = \frac{1}{6} \log \frac{4L_+L_-}{e^2} + \frac{t}{6} \left( \gamma^2 + \frac{\gamma^4}{2} + \frac{\gamma^6}{3} + \frac{\gamma^8}{4} \right) + \frac{rt}{30} \left( \frac{\gamma^4}{2} + \frac{\gamma^6}{2} + \frac{65\gamma^8}{144} \right) + \frac{rt}{42} \left( r - t \right) \left( \frac{\gamma^6}{6} + \frac{\gamma^8}{4} \right) - \frac{\gamma^8}{72} + \frac{rt}{30} \left( r - 5t \right) \left( 5r - t \right) \left( \frac{\gamma^8}{144} \right) + O(\gamma^{10}). \tag{B.13}
\]
This matches with (A.68) at the appropriate order in \$\gamma\$.

References

[1] J. Eisert, M. Cramer and M. B. Plenio, Colloquium: Area laws for the entanglement entropy, Rev. Mod. Phys. 82, 277 (2010), doi:10.1103/RevModPhys.82.277.
E. Witten, *APS medal for exceptional achievement in research: Invited article on entanglement properties of quantum field theory*, Rev. Mod. Phys. 90, 045003 (2018), doi:10.1103/RevModPhys.90.045003.

M. Rangamani and T. Takayanagi, *Holographic entanglement entropy*, Springer International Publishing, Cham, ISBN 9783319525716 (2017), doi:10.1007/978-3-319-52573-0.

P. Calabrese and J. Cardy, *Entanglement entropy and conformal field theory*, J. Phys. A: Math. Theor. 42, 504005 (2009), doi:10.1088/1751-8113/42/50/504005.

H. Casini, C. D. Fosco and M. Huerta, *Entanglement and alpha entropies for a massive Dirac field in two dimensions*, J. Stat. Mech. P07007 (2005), doi:10.1088/1742-5468/2005/07/P07007.

H. Casini and M. Huerta, *Reduced density matrix and internal dynamics for multicomponent regions*, Class. Quantum Grav. 26, 185005 (2009), doi:10.1088/0264-9381/26/18/185005.

M. Mintchev and E. Tonni, *Modular Hamiltonians for the massless Dirac field in the presence of a boundary*, J. High Energ. Phys. 03, 204 (2021), doi:10.1007/JHEP03(2021)204.

M. Mintchev and E. Tonni, *Modular Hamiltonians for the massless Dirac field in the presence of a defect*, J. High Energ. Phys. 03, 205 (2021), doi:10.1007/JHEP03(2021)205.

R. Forman, *Functional determinants and geometry*, Invent. Math. 88, 447 (1987), doi:10.1007/BF01391828.

H. Falomir and E. M. Santangelo, *Alternative approach to chiral-bag fermionic determinants*, Phys. Rev. D 43, 539 (1991), doi:10.1103/PhysRevD.43.539.

M. Fuentes, A. Lopez, E. Fradkin and E. Moreno, *Bosonization rules in dimensions*, Nucl. Phys. B 450, 603 (1995), doi:10.1016/0550-3213(95)00224-G.

G. C. Levine, *Entanglement entropy in a boundary impurity model*, Phys. Rev. Lett. 93, 266402 (2004), doi:10.1103/PhysRevLett.93.266402.

I. Peschel, *Entanglement entropy with interface defects*, J. Phys. A: Math. Gen. 38, 4327 (2005), doi:10.1088/0305-4470/38/20/002.

K. Sakai and Y. Satoh, *Entanglement through conformal interfaces*, J. High Energ. Phys. 12, 001 (2008), doi:10.1088/1126-6708/2008/12/001.

T. Azeyanagi, T. Takayanagi, A. Karch and E. G. Thompson, *Holographic calculation of boundary entropy*, J. High Energ. Phys. 03, 054 (2008), doi:10.1088/1126-6708/2008/03/054.

G. Penington, *Entanglement wedge reconstruction and the information paradox*, J. High Energ. Phys. 09, 002 (2020), doi:10.1007/JHEP09(2020)002.

A. Almheiri, N. Engelhardt, D. Marolf and H. Maxfield, *The entropy of bulk quantum fields and the entanglement wedge of an evaporating black hole*, J. High Energ. Phys. 12, 063 (2019), doi:10.1007/JHEP12(2019)063.
[18] N. Engelhardt and A. C. Wall, *Quantum extremal surfaces: holographic entanglement entropy beyond the classical regime*, J. High Energ. Phys. 01, 073 (2015), doi:10.1007/JHEP01(2015)073.

[19] A. Almheiri, R. Mahajan, J. Maldacena and Y. Zhao, *The page curve of Hawking radiation from semiclassical geometry*, J. High Energ. Phys. 03, 149 (2020), doi:10.1007/JHEP03(2020)149.

[20] A. Almheiri, R. Mahajan and J. Maldacena, *Islands outside the horizon*, (2019), arXiv:1910.11077.

[21] S. D. Mathur, *What is the dual of two entangled CFTs?*, (2014), arXiv:1402.6378.

[22] A. Almheiri, R. Mahajan and J. Santos, *Entanglement islands in higher dimensions*, SciPost Phys. 9, 001 (2020), doi:10.21468/SciPostPhys.9.1.001.

[23] R. Bousso and A. Shahbazi-Moghaddam, *Island finder and entropy bound*, Phys. Rev. D 103, 106005 (2021), doi:10.1103/PhysRevD.103.106005.

[24] T. Hartman, Y. Jiang and E. Shaghoulian, *Islands in cosmology*, J. High Energ. Phys. 11, 111 (2020), doi:10.1007/JHEP11(2020)111.

[25] V. Balasubramanian, A. Kar and T. Ugajin, *Islands in de Sitter space*, J. High Energ. Phys. 02, 072 (2021), doi:10.1007/JHEP02(2021)072.

[26] A. Manu, K. Narayan and P. Paul, *Cosmological singularities, entanglement and quantum extremal surfaces*, J. High Energ. Phys. 04, 200 (2021), doi:10.1007/JHEP04(2021)200.

[27] H. Geng, Y. Nomura and H.-Y. Sun, *Information paradox and its resolution in de Sitter holography*, Phys. Rev. D 103, 126004 (2021), doi:10.1103/PhysRevD.103.126004.

[28] T. Hartman, E. Shaghoulian and A. Strominger, *Islands in asymptotically flat 2D gravity*, J. High Energ. Phys. 07, 022 (2020), doi:10.1007/JHEP07(2020)022.

[29] C. Krishnan, V. Patil and J. Pereira, *Page curve and the information paradox in flat space*, (2020), arXiv:2005.02993.

[30] K. Hashimoto, N. Iizuka and Y. Matsuo, *Islands in Schwarzschild black holes*, J. High Energ. Phys. 06, 085 (2020), doi:10.1007/JHEP06(2020)085.

[31] F. Freyr Gautason, L. Schneiderbauer, W. Sybesma and L. Thorlacius, *Page curve for an evaporating black hole*, J. High Energ. Phys. 05, 091 (2020), doi:10.1007/JHEP05(2020)091.

[32] T. J. Hollowood and S. Prem Kumar, *Islands and Page curves for evaporating black holes in JT gravity*, J. High Energ. Phys. 08, 094 (2020), doi:10.1007/JHEP08(2020)094.

[33] M. Rozali, J. Sully, M. Van Raamsdonk, C. Waddell and D. Wakeham, *Information radiation in BCFT models of black holes*, J. High Energ. Phys. 05, 004 (2020), doi:10.1007/JHEP05(2020)004.

[34] H. Geng and A. Karch, *Massive islands*, J. High Energ. Phys. 09, 121 (2020), doi:10.1007/JHEP09(2020)121.

[35] H. Zhe Chen, R. C. Myers, D. Neuenfeld, I. A. Reyes and J. Sandor, *Quantum extremal islands made easy. Part I. Entanglement on the brane*, J. High Energ. Phys. 10, 166 (2020), doi:10.1007/JHEP10(2020)166.
[36] H. Zhe Chen, R. C. Myers, D. Neuenfeld, I. A. Reyes and J. Sandor, *Quantum extremal islands made easy. Part II. Black holes on the brane*, J. High Energ. Phys. **12**, 025 (2020), doi:10.1007/JHEP12(2020)025.

[37] V. Balasubramanian, A. Kar, O. Parrikar, G. Sárosi and T. Ugajin, *Geometric secret sharing in a model of Hawking radiation*, J. High Energ. Phys. **01**, 177 (2021), doi:10.1007/JHEP01(2021)177.

[38] L. Anderson, O. Parrikar and R. M. Soni, *Islands with gravitating baths: Towards ER = EPR*, (2021), arXiv:2103.14746.

[39] H. Geng, A. Karch, C. Perez-Pardavila, S. Raju, L. Randall, M. Riojas and S. Shashi, *Information transfer with a gravitating bath*, (2020), arXiv:2012.04671.

[40] K. Langhoff, C. Murdia and Y. Nomura, *The multiverse in an inverted island*, (2021), arXiv:2106.05271.

[41] G. Penington, S. H. Shenker, D. Stanford and Z. Yang, *Replica wormholes and the black hole interior*, (2019), arXiv:1911.11977.

[42] A. Almheiri, T. Hartman, J. Maldacena, E. Shaghoulian and A. Tajdini, *Replica wormholes and the entropy of Hawking radiation*, J. High Energ. Phys. **05**, 013 (2020), doi:10.1007/JHEP05(2020)013.

[43] A. Almheiri, T. Hartman, J. Maldacena, E. Shaghoulian and A. Tajdini, *The entropy of Hawking radiation*, Rev. Mod. Phys. **93**, 035002 (2021), doi:10.1103/RevModPhys.93.035002.

[44] S. Raju, *Lessons from the information paradox*, (2020), arXiv:2012.05770.

[45] D. N. Page, *Particle emission rates from a black hole: Massless particles from an uncharged, nonrotating hole*, Phys. Rev. D **13**, 198 (1976), doi:10.1103/PhysRevD.13.198.

[46] F. Larsen and F. Wilczek, *Geometric entropy, wave functionals, and fermions*, Ann. Phys. **243**, 280 (1995), doi:10.1006/aphy.1995.1100.

[47] D. Kabat, *Black hole entropy and entropy of entanglement*, Nucl. Phys. B **453**, 281 (1995), doi:10.1016/0550-3213(95)00443-V.

[48] R. Roskies and F. Schaposnik, *Comment on Fujikawa’s analysis applied to the Schwinger model*, Phys. Rev. D **23**, 558 (1981), doi:10.1103/PhysRevD.23.558.

[49] J. Maldacena, D. Stanford and Z. Yang, *Conformal symmetry and its breaking in two-dimensional nearly anti-de Sitter space*, Prog. Theor. Exp. Phys. 12C104 (2016), doi:10.1093/ptep/ptw124.

[50] R. Bousso, Z. Fisher, S. Leichenauer and A. C. Wall, *Quantum focusing conjecture*, Phys. Rev. D **93**, 064044 (2016), doi:10.1103/PhysRevD.93.064044.