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Abstract. It is known in [1] that the standard explicit Euler-type scheme (such as the exponential Euler and the linear-implicit Euler schemes) with a uniform timestep, though computationally efficient, may diverge for the stochastic Allen–Cahn equation. To overcome the divergence, this paper proposes and analyzes adaptive time-stepping schemes, which adapt the timestep at each iteration to control numerical solutions from instability. The a priori estimates in $C(\mathcal{O})$-norm and $H^\beta(\mathcal{O})$-norm of numerical solutions are established provided the adaptive timestep function is suitably bounded, which plays a key role in the convergence analysis. We show that the adaptive time-stepping schemes converge strongly with order $\beta^2$ in time and $\beta^d$ in space with $d (d = 1, 2, 3)$ being the dimension and $\beta \in (0, 2]$. Numerical experiments show that the adaptive time-stepping schemes are simple to implement and at a lower computational cost than a scheme with the uniform timestep.

1. Introduction

Numerical approximations for stochastic partial differential equations (SPDEs) with globally Lipschitz coefficients have been studied in recent decades (see e.g., the monograph [25]). In contrast, numerical analysis of SPDEs with non-globally Lipschitz coefficients, for example the stochastic Allen–Cahn equation, has been considered (see e.g., [10, 11, 23] and references therein) and is still not fully understood. It is pointed out in [1] that the explicit Euler, the exponential Euler and the linear-implicit Euler schemes with the uniform timestep fail to converge in the strong sense for SPDEs with superlinearly growing coefficients; see also [15]. Implicit schemes like fully drift-implicit scheme (see e.g. [18, 29, 23, 24, 26] and references therein) can be strongly convergent in this setting. It is known that the implementation of the implicit scheme requires solving an algebraic equation at each iteration step, which needs additional computational effort. These reasons have led to the research on the construction of explicit schemes that can ensure convergence under the non-globally Lipschitz condition. For instance, [4] proposes the splitting scheme and studies the convergence in strong, weak, and probability senses. It is shown that the mean-square convergence order is almost 1/4, localized on an event of arbitrarily large probability, and that the convergence order in probability is almost 1/4 for the space-time white noise case; Authors in [3] study the strong convergence order of the explicit temporal splitting numerical scheme for the case of different noises with varying degrees of smoothness; [5] proves that the weak convergence order of the tamed exponential Euler scheme is almost $\beta$ for the generalized $Q$-Wiener process case, and [30] shows that the strong convergence order of the nonlinearity-tamed accelerated exponential Euler scheme is almost 1/2 for the space-time white noise case; [2] studies the strong convergence order of the nonlinearity-truncated Euler-type schemes, which is almost 1/4 for the cylindrical...
Wiener process case. The present work makes further contributions on the numerical study of the explicit, adaptive time-stepping schemes for the stochastic Allen–Cahn equation.

Adaptive time-stepping schemes, which adapt the timestep at each iteration to control the numerical solution from divergence, have been deeply studied for stochastic ordinary differential equations (SODEs) with non-globally Lipschitz drift. As for the selection of adaptive timesteps, we refer to e.g. [12] for the admissible strategy, [20, 21] for the strategy based on the local error control, and [27] for the strategy based on the a posteriori weak error estimate. Numerically this adaptive scheme is simple to implement and the complexity is similar as that of an Euler scheme, which is a big advantage for high dimensional problems (see [20]). It is also pointed out in [12, 14] that such an adaptive scheme can lead to better computational performance for multi-level Monte–Carlo simulations. To our knowledge, there are few works on the study of the adaptive time-stepping scheme for SPDEs. The first attempt to apply the adaptive time-stepping scheme to the simulation of SPDEs is [6], where the strong convergence rate is obtained under the assumption that the Fréchet derivative of $F$ is bounded polynomially in $L^2(\mathbb{D})$-norm (see [5, Assumption 2.4]), where $\mathbb{D} \subset \mathbb{R}^d$.

Consider another important class of nonlinear SPDEs, including the stochastic Allen–Cahn equation driven by additive noise

$$
\begin{align*}
\begin{cases}
  dX(t) + AX(t) dt = F(X(t)) dt + dW(t), & t \in (0, T], \\
  X(0) = X_0,
\end{cases}
\end{align*}
$$

where $-A := \Delta : \text{Dom}(A) \subset H \to H$ is the Laplacian operator with homogeneous Dirichlet boundary condition with $H := L^2(\mathcal{O}), \mathcal{O} := [0, 1]^d, d = 1, 2, 3$ endowed with the usual inner product $\langle \cdot, \cdot \rangle$ and the norm $\| \cdot \|$, and the stochastic process $\{W(t)\}_{t \in [0, T]}$ is a generalized $Q$-Wiener process on a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{0 \leq t \leq T}, \mathbb{P})$, subject to $\|A^{\frac{\beta - 1}{2}} Q\|_{L_2(H)} < \infty, \beta \in (0, 2]$. The nonlinear drift $F$ is a Nemytskii operator defined by $F(X)(x) = f(X(x))$ for $X \in H$ and $x \in \mathcal{O}$, where $f$ is a polynomial and satisfies $f(\xi) = \sum_{i=0}^{3} a_i \xi^i, \ a_3 < 0, \ \xi \in \mathbb{R}$. In this case, the Fréchet derivative of $F$ is bounded polynomially in $E$-norm ($E := C(\mathcal{O})$). The main contribution of this work is to present the $a$ priori estimates and rigorous strong convergence analysis of the adaptive time-stepping schemes for [1].

To be specific, the adaptive time-stepping scheme for [1], whose spatial discretization is using the spectral Galerkin method, and temporal direction is based on the adaptive exponential integrator, is an explicit numerical scheme with adaptive timesteps. The prerequisite of the convergence analysis is the $a$ priori estimates in $E$-norm and $H^\beta$-norm of the numerical solution, which are derived by a bootstrap argument. We refer to [30] for the use of this argument for the nonlinearity-tamed scheme with the uniform timestep. Based on the above $a$ priori estimates, and combining the smoothing effect of the analytic semigroup and regularity properties of the generalized $Q$-Wiener process, the strong convergence order of this fully discrete scheme for [1] is finally carefully analyzed, which is the same as usual, i.e., order $\frac{\beta}{2}$ in time and $\frac{\beta}{2}$ in space. Moreover, we give the numerical analysis of the adaptive time-stepping scheme for the multiplicative noise case, and show that the convergence order is $1/2$ in time and $1$ in space when $d = 1$.

For the feasibility of an adaptive time-stepping scheme, some bounds for the adaptive timestep function are proposed. We would like to mention that in practice, instead of verifying whether an adaptive timestep function satisfies the given lower bound, one generally introduces a backstop scheme with a uniform timestep and couple it with the adaptive time-stepping scheme to ensure that a simulation over the interval $[0, T]$ can be completed in a
finite number of timesteps (see \cite{10} for the case of SODEs). More precisely, when the lower bound is invalid for the adaptive timestep function, for example, we perform a single step with the tamed exponential integrator with a uniform timestep instead. It can be shown that the corresponding coupled scheme is strongly convergent with the order being the same as the adaptive time-stepping scheme. Further it can be observed from numerical experiments in Section 3 that the coupled schemes are at a lower computational cost, measured in terms of the CPU time.

The outline of this paper is as follows. In the next section, some preliminaries are listed. In Section 2 we propose the adaptive time-stepping schemes, and present the main convergence theorem of this paper. Section 3 presents the \textit{a priori} estimates in $E$-norm and $H^2$-norm of numerical solutions. In Section 4 we give the proof of the main convergence theorem of the schemes. In Section 5 we give the discussion of the numerical analysis for the multiplicative noise case. Section 7 is devoted to the numerical experiments, which verify our theoretical results.

2. Preliminaries

In this section, we give assumptions on $A, F, W(t)$, and the initial datum, as well as the well-posedness of (1), see e.g. \cite{7, 11} for details. Throughout this paper, $C$ is a constant which may change from one line to another, and sometimes we write $C(a, b, c, \ldots)$ to emphasize the dependence on the parameters $a, b, c, \ldots$.

Let $H^s := H^s(O)$ be the usual Sobolev space. Then the domain of the operator $A$ is $\text{Dom}(A) := H^2 \cap H^1_0$, and there is a sequence of real numbers $\lambda_i \sim i^2, i \in \mathbb{N}_+$ (see \cite{9} Section 1), and an orthonormal basis $\{e_i(x)\}_{i \in \mathbb{N}_+}$ such that $Ae_i = \lambda_i e_i$. It is known that $A$ is positive, self-adjoint, and densely defined operator on $H$, and that $-A$ generates an analytic semigroup \{\(S(t) := e^{-tA}, t \geq 0\)\} on $H$. Define the Hilbert space $H^\gamma := \text{Dom}(A^\frac{\gamma}{2})$, $\gamma \in \mathbb{R}$, equipped with the inner product $\langle \cdot, \cdot \rangle_\gamma := \langle A^\frac{\gamma}{2} \cdot, A^\frac{\gamma}{2} \cdot \rangle$ and the norm $\|\cdot\|_\gamma := \langle \cdot, \cdot \rangle_\gamma^{\frac{1}{2}}$. Furthermore, $\mathcal{L}(H, U)$ and $\mathcal{L}_2(H, U)$ denote spaces of the usual bounded linear operators and Hilbert–Schmidt operators from a Hilbert space $H$ to another Hilbert space $U$, respectively. When $H = U$, we use notations $\mathcal{L}(H)$ and $\mathcal{L}_2(H)$ for simplicity.

It is well-known (see e.g., \cite{19} Lemma B.9) that there is a positive constant $C$ such that

\[
\|A^\gamma S(t)\|_{\mathcal{L}(H)} \leq Ct^{-\gamma}, \quad t > 0, \gamma \geq 0, \quad (2)
\]

\[
\|A^{-\gamma}(Id - S(t))\|_{\mathcal{L}(H)} \leq Ct^\gamma, \quad t > 0, \gamma \in [0, 1], \quad (3)
\]

\[
\int_s^t \|A^\gamma S(t-r)u\|^2 \, dr \leq C(t-s)^{1-\gamma}\|u\|^2, \quad u \in H, \quad 0 \leq s \leq t, \quad \gamma \in [0, 1], \quad (4)
\]

and

\[
\left\|A^\gamma \int_s^t S(t-r)udr\right\| \leq C(t-s)^{1-\gamma}\|u\|, \quad u \in H, \quad 0 \leq s \leq t, \quad \gamma \in [0, 1]. \quad (5)
\]

Assumption 1. Let $F : L^6(O) \to H$ be the Nemytskii operator defined by

\[
F(X)(x) = f(X(x)) := a_3 X^3(x) + a_2 X^2(x) + a_1 X(x) + a_0, \quad a_3 < 0, \quad x \in O, \text{ a.e.}
\]

It can be verified that there exist positive constants $L_0$ and $L_1$ such that for $X, Y \in E$,

\[
\langle X - Y, F(X) - F(Y) \rangle \leq L_0\|X - Y\|^2, \quad (6)
\]

\[
\|F(X) - F(Y)\| \leq L_1(1 + \|X\|_E^2 + \|Y\|_E^2)\|X - Y\|. \quad (7)
\]
And for $X, \psi, \psi_1, \psi_2 \in L^6(\mathcal{O})$,
\begin{align}
(DF(X)(\psi))(x) &= (3a_3X^2(x) + 2a_2X(x) + a_1)\psi(x), \quad x \in \mathcal{O}, \\
(D^2F(X)(\psi_1, \psi_2))(x) &= (6a_3X(x) + 2a_2)\psi_1(x)\psi_2(x), \quad x \in \mathcal{O}.
\end{align}

Moreover, there is a positive constant $C$ such that for $X \in H^2$,
\begin{align}
\|F(X)\|_1^2 &= \|A^{1/2}F(X)\|_2^2 = \int_{\mathcal{O}} |(3a_3X^2(x) + 2a_2X(x) + a_1)\nabla X(x)|^2 \, dx \\
&\leq C(\|X\|_{\dot{H}^\beta}^4 + 1)\|X\|_1^2,
\end{align}
\begin{align}
\|F(X)\|_2^2 &= \int_{\mathcal{O}} |(6a_3X(x) + 2a_2)|\nabla X(x)|^2 + (3a_3X^2(x) + 2a_2X(x) + a_1)\Delta X(x)|^2 \, dx \\
&\leq C(\|X\|_{\dot{H}^\beta}^4 + 1)\|X\|_2^2 + 1,
\end{align}
where we have used the Gagliardo–Nirenberg inequality $\|u\|_{L^4(\mathcal{O})} \leq C\|\nabla u\|\|u\|^{1-\theta} \|u\|^\theta$ for $u \in H^1$ with $\theta = \frac{d}{4} \in (0, 1]$, see e.g. [22, Eq. (5.71)].

We make the following assumption on the stochastic process $\{W(t, \cdot)\}_{t \in [0, T]}$.

**Assumption 2.** Let $\{W(t, \cdot)\}_{t \in [0, T]}$ be a generalized $Q$-Wiener process on a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{0 \leq t \leq T}, \mathbb{P})$, which can be represented as $W(t, x) := \sum_{n=1}^{\infty} \frac{1}{2^n} e_n(x)\beta_n(t)$, where $\{\beta_n(t)\}_{n \in \mathbb{N}_+}$ is a sequence of independent real valued standard Brownian motions. Assume that for some $\beta \in (0, 2]$,
\begin{equation}
\|A^{\frac{\beta-1}{2}} Q^{\frac{1}{2}} \|_{L_2(H)} < \infty.
\end{equation}

In the case $\beta \leq \frac{d}{2}$, we in addition assume that $Q$ commutes with $A$.

There are two important cases included in (12): the trace-class noise case (i.e. $\text{tr}(Q) < \infty$) for $\beta \in [1, 2]$, and the space-time white noise case (i.e. $Q = \text{Id}$) for $d = 1$ and $\beta < \frac{1}{2}$. We remark that the condition that $Q$ commutes with $A$ for $\beta \leq \frac{d}{2}$ is used to ensure
\begin{equation}
\sup_{t \in [0, T]} \mathbb{E}\left[ \left| \int_0^t S(t-s) dW(s) \right|^p \right] < \infty
\end{equation}
for $p > \frac{2d}{\beta + 1}$, while for the case of $\beta > \frac{d}{2}$, (13) can be proved directly by the Sobolev embedding $H^\beta \hookrightarrow E$; see also [11 Lemma 2].

**Assumption 3.** The initial datum satisfies $\mathbb{E}\left[ \exp\{\|X_0\|_{\dot{H}^\beta \cap E}\} \right] < \infty$, where $\beta$ is given in Assumption 2. In addition, $X_0$ is $\mathcal{F}_0/\mathcal{B}(H \cap E)$-measurable.

With the above assumptions, we can get the existence, uniqueness, and regularity estimates of the mild solution of (1). The proofs can be found in e.g. [7, Proposition 6.2.2], [5, Theorem 2.1], and [30, Theorem 2.6].

**Theorem 2.1.** Under Assumptions 1-3, the stochastic Allen–Cahn equation (1) has a unique mild solution given by
\begin{equation}
X(t) = S(t)X_0 + \int_0^t S(t-s) F(X(s)) \, ds + \int_0^t S(t-s) \, dW(s) \text{ a.s.}
\end{equation}

For $p \geq 2$, we have
\begin{equation}
\sup_{t \in [0, T]} \|X(t)\|_{L^p(\Omega; E)} + \sup_{t \in [0, T]} \|X(t)\|_{L^p(\Omega; \dot{H}^\beta)} \leq C_1,
\end{equation}
\[ \|X(t) - X(s)\|_{L^p(\Omega;H)} \leq C_2(t - s)^{\frac{q+1}{2}}, \quad 0 \leq s < t \leq T, \]  

where constants \(C_1, C_2 > 0\) depend on \(X_0, p, T\), \(\|A^{\frac{q+1}{2}}Q\|_{\mathcal{L}_2(H)}\).

### 3. Adaptive schemes

In this section, we first introduce the adaptive time-stepping scheme, and assumptions to ensure that the final time \(T\) can be attained in finite many steps. Then we present the coupled scheme for the practical use. Finally, we show the strong convergence orders of these numerical schemes.

#### 3.1. Schemes

Introduce the adaptive timestep function \(\tau : H \rightarrow \mathbb{R}_+\). We consider the following adaptive time-stepping scheme, whose spatial discretization is based on the spectral Galerkin method, and temporal direction is the adaptive exponential integrator:

\[
X_{t_{m+1}}^N = S^N(\tau_m)X_{t_m}^N + S^N(\tau_m)F^N(X_{t_m}^N)\tau_m + S^N(\tau_m)P^N\Delta W_m, \quad X_0^N = P^N X_0, \tag{AE}
\]

where \(\tau_m := \tau(X_{t_m}^N)\), \(t_0 = 0\), \(t_{m+1} = t_m + \tau_m\), \(S^N(t) := P^N S(t) = e^{-tA^N}\) with \(P^N : H \rightarrow H_N := \text{span}\{e_1, \ldots, e_N\}\) being the spectral projection operator and \(A^N := P^N A\), \(F^N := P^N F\), and the increment \(\Delta W_m := W(t_{m+1}) - W(t_m)\). If the existing time span is longer than \(T\) after adding the last timestep, then we take a smaller timestep such that the existing time span just attains \(T\) after adding it. Namely, letting \(M_T\) be the number of timesteps for a given timestep function \(\tau\), if \(t_{M_T-1} + \tau_{M_T-1} > T\), then we enforce the last timestep \(t_{M_T} := T - t_{M_T-1}\). In the sequel, we will give some assumptions on the timestep function so that the numerical solution can attain \(T\) with finite many timesteps.

The continuous version of (AE) is given by

\[
X_t^N = S^N(t)P^N X_0 + \int_0^t S^N(t - t_m)F^N(X_{t_m}^N)\, ds + \int_0^t S^N(t - t_m)P^N\, dW(s), \tag{16}
\]

where \(m_s := \max\{m : t_m \leq s\}\).

In order to bound the number of timesteps, we give the following assumption on the adaptive timestep function with the uniform lower bound.

**Assumption 4.** The adaptive timestep function \(\tau : H \rightarrow \mathbb{R}_+\) is continuous and satisfies that for \(X(\omega) \in H\),

\[
\tau(X(\omega))^{1 - \frac{q}{d}}\|F(X(\omega))\| \leq L_2, \quad \text{a.s.,} \tag{17}
\]

\[
\tau(X(\omega)) \geq \tau_{\min}, \quad \text{a.s.} \tag{18}
\]

with positive constants \(L_2\) and \(\tau_{\min}\) independent of \(\omega\).

Under the assumption (18), we have \(M_T \leq \frac{T}{\tau_{\min}} < \infty\), a.s. That is to say, \(T\) is a.s. attainable in finite many steps. The power \(1 - \frac{q}{d}\) in (17) is for technical reason to get the a priori estimate in \(E\)-norm of the solution of (AE). Examples for adaptive timestep functions that satisfy Assumption 4 are given in Section 7.

**Remark 3.1.** If the expected supremum of the \(p\)th moment of the numerical solution is finite, i.e., \(\mathbb{E}\left[\sup_{0 \leq t \leq T} \|X_t^N\|^p\right] < \infty\) for some large \(p \geq 2\), then the bounds of adaptive timestep function in Assumption 4 can be weaken to the adaptive ones:

\[
\tau(X(\omega))^{1 - \frac{q}{d}}\|F(X(\omega))\| \leq L_2(\omega), \quad \text{a.s.,} \tag{19}
\]

\[
\tau(X(\omega)) \geq (\zeta_1\|X(\omega)\|^{q_0} + \zeta_2)^{-1}, \quad \text{a.s.} \tag{20}
\]
with positive constants $\zeta_1, \zeta_2,$ and $q_0$ independent of $\omega$, and $q_0 \leq p$, $\|L_2(\cdot)\|_{L^p(\Omega)} < \infty$. In this setting, $T$ is still a.s. attainable, i.e.,

$$\mathbb{E}[M_T] \leq T \mathbb{E}\left[ \sup_{0 \leq t_m \leq T} \frac{1}{\tau(X_{t_m}^N)} \right] \leq T \mathbb{E}\left[ \sup_{0 \leq t_m \leq T} (\zeta_1 \|X_{t_m}^N\|^{q_0} + \zeta_2) \right] < \infty.$$

Notice that for the trace-class noise case (i.e. $\text{tr}(Q) < \infty$ with $\beta \in [1, 2]$ in Assumption 2), under the assumption

$$(X(\omega), F(X(\omega))) + \frac{1}{2}\tau(X(\omega))\|F(X(\omega))\|^2 \leq \tilde{L}_2\|X(\omega)\|^2 + L_3, \quad \text{a.s.}$$

with positive constants $L_2$ and $L_3$ independent of $\omega$, following the approach of [12] Theorem 1 and combining with the contractivity of the semigroup for $\beta$, it is called the backstop scheme over a timestep of length $\tau_m$. More precisely, if $\tau_m$ is chosen to be an explicit and convergent scheme, for instance, $\tau_m = \text{min} \{ \tau_m, \tau_{\text{min}} \}$ where the map $\Phi : \mathbb{R}_+^2 \to \mathbb{R}_+$ denotes the scheme (AE).

The backstop scheme is usually chosen to be an explicit and convergent scheme, for instance, the tamed exponential integrator (see [30]), the nonlinearity-truncated exponential integrator and the linear-implicit nonlinearity-truncated scheme (see [2]). In the following, we take the backstop scheme $\Psi$ as the tamed exponential integrator:

$$\Psi(x, h, y) = S^N(h)(x + \frac{F^N(x)h}{1 + \|F^N(x)\|} + y),$$

and give estimates of the corresponding coupled scheme

$$X_{t_{m+1}}^{N,(1)} = S^N(\tau_m)\left[ X_{t_m}^{N,(1)} + F^N(X_{t_m}^{N,(1)})\tau_m + \Delta W_m \right] \chi_{\{\tau_m \geq \tau_{\text{min}}\}} + S^N(\tau_{\text{min}})\left[ X_{t_m}^{N,(1)} + \frac{F^N(X_{t_m}^{N,(1)})\tau_{\text{min}}}{1 + \|F^N(X_{t_m}^{N,(1)})\|_{\tau_{\text{min}}}} + \Delta W_m \right] \chi_{\{\tau_m < \tau_{\text{min}}\}}.$$  

Moreover, the adaptive timestep function that satisfies [17] can be chosen as, e.g. $\tau_m = \tau(X_{t_m}^N) = \left( \frac{L_2}{\|F(X_{t_m}^N)\| + c} \right)^\frac{1}{\alpha}$ with some $c > 0$. We can write the continuous versions of (CAU 1) into the compact integral form by defining a new timestep function denoted by $\tau_{\text{new}}$ with

$$\tau_{\text{new}} := \begin{cases} 
\tau_m, & \text{for } \tau_m \geq \tau_{\text{min}}, \\
\tau_{\text{min}}, & \text{for } \tau_m < \tau_{\text{min}}.
\end{cases}$$

Then $t_{m+1} = t_m + \tau_{\text{new}}$, and the continuous versions of (CAU 1) is

$$X_{t_m}^{N,(1)} = S^N(t)P^N X_0 + \int_0^t S^N(t - s)\left( F^N(X_{t_s}^{N,(1)}) \chi_{\{\tau_{\text{min}} \geq \tau_{\text{min}}\}} \right) ds.$$
corresponding coupled scheme by \(^\text{\#}\)

\[
\frac{F^N(X_t^{N,(1)})}{1 + \|F^N(X_t^{N,(1)})\|_{\tau_{\text{min}}}} \chi_{\{\tau_{\text{ms}} < \tau_{\text{min}}\}} \text{d}s + \int_0^t S^N(t - t_{ms}) P^N \text{d}W(s). \tag{24}
\]

### 3.2. Main result.
In this subsection, we give strong convergence orders for the scheme (AE) as well as the coupled scheme (CAU 1), whose proofs are postponed to Section 5 and Appendix B respectively.

Since the timestep function \(\tau\) is determined by the numerical solution, we need to make a modification when considering the convergence of adaptive time-stepping schemes (see [12]). Namely, for a given timestep function \(\tau\) which satisfies Assumption 4, we introduce the refined timestep function \(\tau^\delta\) controlled by a scalar parameter \(\delta \in (0, 1)\) and consider the convergence when \(\delta \to 0\) as well as the order with respect to \(\delta\).

**Assumption 5.** The refined timestep function \(\tau^\delta\) satisfies that for \(X(\omega) \in H\),

\[
\delta \min\{T, \tau(X(\omega))\} \leq \tau^\delta(X(\omega)) \leq \min\{T\delta, \tau(X(\omega))\}, \quad \text{a.s.}
\]

Examples of \(\tau\) and \(\tau^\delta\) are given in Section 7. We also remark that in this setting, the lower bound in (18) is defined as \(\tau^\delta_{\text{min}} \::= \delta \tau_{\text{min}}\). With this assumption in hand, in the following, we present strong convergence orders of schemes (AE) and (CAU 1) with the timestep function \(\tau^\delta\). Before that, we put an additional assumption on the initial datum, which is used to get the \(a \text{ priori}\) estimates of numerical solutions in \(E\)-norm, see Section 3 for details.

**Assumption 6.** The initial datum of \([1]\) satisfies that \(\sup_{N \in \mathbb{N}_+} \mathbb{E}\left[ \exp\{\|P^N X_0\|_E\} \right] < \infty\).

Based on the Sobolev embedding theorem, Assumption 6 is fulfilled if \(\sup_{N \in \mathbb{N}_+} \mathbb{E}\left[ \exp\{\|X_0\|_{H^{\beta}}\} \right] < \infty\) for \(\beta > \frac{d}{2}\).

**Theorem 3.2.** Under Assumptions 4, 5 and 6, for \(p \geq 2\),

\[
\sup_{0 \leq t \leq T} \|X(t) - X_t^N\|_{L^p(\Omega; H)} \leq C(\lambda_N^{-\frac{\beta}{2}} + \delta^\beta),
\]

where \(X_t^N\) is the numerical solution \(X_t^N\) (or \(X_t^{N,(1)}\)) of the scheme (AE) (or (CAU 1)), and \(C > 0\) depends on \(p, T, \tau_{\text{min}}, L_0, L_1, L_2, X_0\), and \(\|A^{\beta-1} Q^2\|_{\mathcal{L}_2(H)}\).

Noting that \(\lambda_N \sim N^{-\frac{\beta}{2}}\), the convergence result in Theorem 3.2 can be rewritten as

\[
\sup_{0 \leq t \leq T} \|X(t) - X_t^N\|_{L^p(\Omega; H)} \leq C(N^{-\frac{\beta}{2}} + \delta^\beta),
\]

Then we say that the spatial convergence order is \(\frac{\beta}{2}\) with respect to \(N\).

**Remark 3.3.** As stated in Remark 3.1, for the trace-class noise case (i.e., \(\beta \in [1, 2]\)), the bounds of the adaptive timestep function in Assumption 4 can be weaken to (19) and (20). Similarly to the definition of (22), when the critical parameter for the adaptive timestep size is \((\zeta_1\|X_t^{N,C}\|_{\tau_0} + \zeta_2)^{-1}\), the coupled scheme can also be defined as

\[
\begin{align*}
\overline{X}_{t_{m+1}}^{N,C} &= \Phi(X_{t_m}^{N,C}, \tau_m, \Delta W_m) \chi_{\{\tau_m \geq (\zeta_1\|X_{t_m}^{N,C}\|_{\tau_0} + \zeta_2)^{-1}\}} + \Psi(\overline{X}_{t_m}^{N,C}, \tau_m, \Delta W_m) \chi_{\{\tau_m < (\zeta_1\|X_{t_m}^{N,C}\|_{\tau_0} + \zeta_2)^{-1}\}}, \\
&\quad \text{for } m \geq 0,
\end{align*}
\]

If we still choose \(\Psi\) to be (23), and denote the solution of the continuous version of the corresponding coupled scheme by \(X_t^{N,(1)}\), then the similar proof as that of Theorem 3.2 yields...
that: under Assumptions \( \mathcal{F} \), Assumptions \( \mathcal{G} \) and Eq. \((\mathcal{H})\)-\((\mathcal{L})\), for \( p \geq 2 \),
\[
\sup_{0 \leq t \leq T} \| X(t) - X(t) \|_{L^p(\Omega; H)} \leq C(\lambda_N^{-\frac{d}{2} + \delta^2} + \delta^2) \leq C(\lambda_N^{-\frac{d}{2}} + (\mathbb{E}[M_{T,\delta}])^{-\frac{d}{2}}),
\]
where \( M_{T,\delta} \) is the number of timesteps for the given timestep function \( \tau^\delta \), and \( C > 0 \) depends on \( p, T, \zeta_1, \zeta_2, L_i (i = 0, \ldots, 3), \tilde{L}_2, X_0, \) and \( \| A \|^{-\frac{d}{2}} Q_1 \|_{\mathcal{L}_2(H)} \).

Remark 3.4. We remark that it is interesting to investigate if one can obtain the strong convergence order for the coupled scheme directly from some error estimates of schemes \( \Phi \) and \( \Psi \). For this problem, a fundamental convergence theorem that characterizes the relation between the local error and the global error might be helpful. For the study of such a theorem, we refer to \[28\] for the case of SODEs with either the globally or locally Lipschitz drift, and to \[8\] for the case of SPDEs with the globally Lipschitz drift. However, for SPDEs with the non-Lipschitz drift, there has been no work on such theorem. We leave this as the future work.

4. Estimates of numerical solutions

In this section, we analyze the \textit{a priori} estimates of numerical solutions \((\text{AE})\) and \((\text{CAU 1})\) in \( E \)-norm and \( \dot{H}^\beta \)-norm, respectively. Proofs of all the results in this section are given in Appendix \[A\] for readers’ convenience.

We give the following lemma on the properties of the semigroup \( \{S(t), t \geq 0\} \), which is important in the \textit{a priori} estimates of numerical solutions.

Lemma 4.1. We have
\((i)\) \( \sup_{N \in \mathbb{N}^+} \| A^p P^N S(t)u \|_E \leq C(\rho, d)(t^{-\rho} + t^{-\rho - \frac{d}{2}}) \| u \|, \) for \( \rho \geq 0, t > 0, u \in H; \)
\((ii)\) \( \sup_{N \in \mathbb{N}^+} \| P^N S(t)u \|_E \leq C(\rho, d)t^{2\rho + \eta} \| u \|_\rho, \) for \( \rho \in [0, \frac{d}{2}], t > 0, u \in \dot{H}^\rho. \)

Let \( v^N, z^N : [0, T] \rightarrow H_N \) satisfy the perturbed differential equation
\[
\begin{align*}
\frac{dv^N}{dt} &= (-A^N v^N + P^N (v^N + z^N))dt, \quad t \in (0, T], \\
v^N_0 &= 0.
\end{align*}
\]
In what follows, we aim to show that the \( E \)-norm of the solution \( v^N \) of \((26)\) can be controlled by the \( L^\beta([0, t]; E) \)-norm of the perturbation \( z^N \) with some \( \eta > 0 \), which plays a crucial role in deriving the moment bounds in \( E \)-norm for the scheme \((\text{AE}).\)

Lemma 4.2. The solution of \((26)\) satisfies
\[
\| v^N \|_E \leq C \left[ 1 + \int_0^t \left( (t - s)^{-\frac{d}{2}} \| z^N_s \|_E^2 + \| z^N_s \|_E^2 \right) ds \right], \quad t \in (0, T]
\]
with \( C > 0. \)

With these preparations, we can establish the \textit{a priori} estimates of the numerical solution of \((\text{AE})\) in \( E \)-norm by the standard bootstrap argument; see \[30\] for the description of this approach for the nonlinearity-tamed scheme with the uniform timestep.

Proposition 4.3. Under conditions in Theorem \[3, 2\], we have for \( p \geq 2, \)
\[
\sup_{N \in \mathbb{N}^+} \sup_{0 \leq t \leq T} \| X^N(t) \|_{L^p(\Omega; E)} \leq C,
\]
where \( X^N(t) \) is the numerical solution of \((\text{AE})\) with timestep function \( \tau^\delta \) for some \( \delta \in (0, 1), \) and \( C > 0 \) depends on \( p, T, L_1, L_2, \tau_{\text{min}}, X_0, \) and \( \| A \|^{\frac{d}{2} - 1} Q_1 \|_{\mathcal{L}_2(H)} \).
With the \textit{a priori} estimate of the numerical solution of (AE) in $E$-norm in hand, we can get the following \textit{a priori} estimate in $H^\beta$-norm directly by means of the mild form of the solution. A standard argument gives the Hölder continuity of the numerical solution; see also [2 Lemma 4.3].

**Proposition 4.4.** Under conditions in Proposition 4.3, for $p \geq 2$, $\beta \in (0, 2]$, and $\gamma \in (0, \beta]$, we have

$$
\sup_{N \in \mathbb{N}^+} \sup_{0 \leq t \leq T} \|X_t^N\|_{L^p(\Omega; H^\beta)} \leq C_1,
$$

$$
\sup_{N \in \mathbb{N}^+} \|X_t^N - X_s^N\|_{L^p(\Omega; H^{\gamma})} \leq C_2(t - s)^{(\beta - \gamma)/2}, \quad 0 \leq s < t \leq T,
$$

where constants $C_1, C_2 > 0$ depend on $p, T, L_1, L_2, \tau_{\text{min}}, X_0$, and $\|A^{\beta-1}Q^\frac{1}{2}\|_{\mathcal{L}(H)}$.

With the above two propositions, combining regularity estimates of the tamed exponential integrator, which can be proved similarly as Propositions 4.3, 4.4 and [30], we get the following the \textit{a priori} estimates in $H^\beta$ and the Hölder continuity for the numerical solution of (CAU 1).

**Corollary 4.5.** Under conditions in Proposition 4.3, for $p \geq 2$, $\beta \in (0, 2]$, and $\gamma \in (0, \beta]$, we have

$$
\sup_{N \in \mathbb{N}^+} \sup_{0 \leq t \leq T} \|X_t^{N,(1)}\|_{L^p(\Omega; E \cap H^\beta)} \leq C_1,
$$

$$
\sup_{N \in \mathbb{N}^+} \|X_t^{N,(1)} - X_s^{N,(1)}\|_{L^p(\Omega; H^{\gamma})} \leq C_2(t - s)^{(\beta - \gamma)/2}, \quad 0 \leq s < t \leq T,
$$

where constants $C_1, C_2 > 0$ depend on $p, T, L_1, L_2, \tau_{\text{min}}, X_0$, and $\|A^{\beta-1}Q^\frac{1}{2}\|_{\mathcal{L}(H)}$.

5. **PROOF OF THE MAIN RESULT**

In this section, based on the \textit{a priori} estimates of numerical solutions presented in Section 4, we show the proof of the convergence order of the scheme (AE) in Theorem 3.2 and leave that of the coupled scheme (CAU 1) to Appendix B.

**Proof of Theorem 3.2.** By introducing an auxiliary process,

$$
Y_t^N = S^N(t)P^NX_0 + \int_0^t S^N(t - s)P^N(X(s))ds + \int_0^t S^N(t - t_m)P^N dW(s),
$$

the error can be divided into the following terms,

$$
\|X(t) - X_t^N\|_{L^p(\Omega; H)} \leq \|X(t) - P^NX(t)\|_{L^p(\Omega; H)} + \|P^NX(t) - Y_t^N\|_{L^p(\Omega; H)} + \|Y_t^N - X_t^N\|_{L^p(\Omega; H)}.
$$

The term $\|X(t) - P^NX(t)\|_{L^p(\Omega; H)}$ can be estimated as

$$
\|X(t) - P^NX(t)\|_{L^p(\Omega; H)} = \|A^{-\beta}(\text{Id} - P^N)A^{\beta}X(t)\|_{L^p(\Omega; H)} \leq C\lambda_N^{-\beta}\|X(t)\|_{L^p(\Omega; H)}.
$$

For the term $\|P^NX(t) - Y_t^N\|_{L^p(\Omega; H)}$, using the Burkholder–Davis–Gundy inequality (see e.g. [19 Proposition 2.12]), [3]-[4], the Hölder inequality, and Assumption 5, it gives that

$$
\|P^NX(t) - Y_t^N\|_{L^p(\Omega; H)} = \left(\int_0^t \|S^N(t - s)(\text{Id} - S^N(s - t_m))dW(s)\|^p_{L^p(\Omega; H)}\right)^{\frac{1}{p}}
\leq C(p)\mathbb{E}\left[\left(\int_0^t \|S^N(t - s)(\text{Id} - S^N(s - t_m))Q_{\mathcal{L}(H)}Q_{\mathcal{L}(H)}\|^2\right)^{\frac{1}{2}}\right]
$$
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where we have used the condition (6) and the Young inequality, and inequality that

\[ J \]

are denoted by \( X \) and applying the Taylor formula yield

\[ \text{This, combining Assumption 5, Propositions 4.3 and 4.4 leads to} \]

\[ \text{Estimate of} \quad \| Y^N_t - X^N_t \|_{L^p(\Omega; H)}, \text{combining the differential form} \]

\[ \text{For the estimate of the term} \quad \| Y^N_t - X^N_t \|_{L^p(\Omega; H)}, \text{combining the differential form} \]

\[ \text{For the case} \quad \beta = 1 \text{ or} \quad \beta = 2, \text{it follows from (3), (10)-(11) and the Young inequality that} \]

\[ J_{1,1}(t) := \int_0^t \langle X^N_s - Y^N_s, (S^N(s-t_m) - \text{Id}) F^N(X^N_{t_m}) \rangle \, ds, \quad J_{1,2}(t) := \int_0^t \langle X^N_s - Y^N_s, F^N(X^N_{t_m}) - F^N(X^N_s) \rangle \, ds. \]

\[ \text{Estimate of} \quad J_{1,1}. \text{For the case} \quad \beta = 1 \text{ or} \quad \beta = 2, \text{it follows from (3), (10)-(11) and the Young inequality that} \]

\[ J_{1,1}(t) \leq \frac{1}{2} \int_0^t \| X^N_s - Y^N_s \|^2 \, ds + \frac{1}{2} \int_0^t \| A^{-\frac{\beta}{2}} (S^N(s-t_m) - \text{Id}) A^\beta F(X^N_{t_m}) \|^2 \, ds \]

\[ \leq \frac{1}{2} \int_0^t \| X^N_s - Y^N_s \|^2 \, ds + C \int_0^t (s-t_m) \theta (1 + \| X^N_{t_m} \|^4_E (\| X^N_{t_m} \|^4_\beta + 1). \]

This, combining Assumption [5], Propositions 4.3 and 4.4 leads to

\[ \| J_{1,1}(t) \|_{L^p(\Omega)} \leq \frac{1}{2} \int_0^t \| X^N_s - Y^N_s \|^2 \|_{L^p(\Omega; H)} \, ds + C \delta^\beta, \quad t \in [0, T]. \]

For the case \( \beta \in (0, 1) \cup (1, 2) \), we need to further split the term \( J_{1,1} \) into three parts, which are denoted by \( J_{1,1}^{i}, i = 1, 2, 3, \) based on

\[ X^N_s - Y^N_s = \int_0^s (S^N(s-t_m) - S^N(s-r)) F^N(X^N_{t_m}) \, dr + \int_0^s S^N(s-r) (F^N(X^N_{t_m}) - F^N(X^N_r)) \, dr + \int_0^s S^N(s-r) (F^N(X^N_r) - F^N(X(r))) \, dr. \]
Namely,
\[
J_{1,1}^1(t) := \int_0^t \left( \int_0^s S^N(s-r)(S^N(r-t_{m_r}) - \text{Id})F^N(X_{t_{m_r}}^N)dr, (S^N(s-t_{m_s}) - \text{Id})F^N(X_{t_{m_s}}^N) \right)ds,
\]
\[
J_{1,1}^2(t) := \int_0^t \left( \int_0^s S^N(s-r)(F^N(X_{t_{m_r}}^N) - F^N(X_r^N))dr, (S^N(s-t_{m_s}) - \text{Id})F^N(X_{t_{m_s}}^N) \right)ds,
\]
\[
J_{1,1}^3(t) := \int_0^t \left( \int_0^s S^N(s-r)(F^N(X_r^N) - F^N(X(r)))dr, (S^N(s-t_{m_s}) - \text{Id})F^N(X_{t_{m_s}}^N) \right)ds.
\]

For the term $J_{1,1}^1$, by the Young inequality, we obtain that for $\beta \in (0, 1)$,
\[
J_{1,1}^1(t) \leq C \int_0^t \int_0^s (s-r)^{-\beta} \left[ (r-t_{m_r})^\beta \|F(X_{t_{m_r}}^N)\|^2 + (s-t_{m_s})^\beta \|F(X_{t_{m_s}}^N)\|^2 \right]drds.
\]

When $\beta \in (1, 2)$, applying Proposition 4.4 and (10), the term $J_{1,1}^1$ can be estimated as
\[
J_{1,1}^1(t) \leq C \int_0^t \int_0^s (s-r)^{1-\beta} \left[ (r-t_{m_r})^\beta (1 + \|X_{t_{m_r}}^N\|_E^2)\|X_{t_{m_r}}^N\|_1^2 + (s-t_{m_s})^\beta (1 + \|X_{t_{m_s}}^N\|_E^2)\|X_{t_{m_s}}^N\|_1^2 \right]drds.
\]

Hence, we derive from Propositions 4.3 and 4.4 that for $\beta \in (0, 1) \cup (1, 2)$,
\[
\|J_{1,1}^1(t)\|_{L^p(\Omega)} \leq C\delta^\beta, \quad t \in [0, T].
\]

For the term $J_{1,1}^2$, when $\beta \in (0, 1)$,
\[
J_{1,1}^2(t) \leq C \int_0^t \int_0^s (s-r)^{-\beta} \left[ (1 + \|X_{t_{m_r}}^N\|_E^4)\|X_{t_{m_r}}^N\|_1^2 + (s-t_{m_s})^\beta \|X_{t_{m_s}}^N\|_1^2 \right]drds,
\]

which gives $\|J_{1,1}^2(t)\|_{L^p(\Omega)} \leq C\delta^\beta$ based on Proposition 4.4. And when $\beta \in (1, 2)$, since the order of the Hölder continuity of $X_r^N$ is $\frac{1}{2}$ in $H$-norm, hence the term $J_{1,1}^2$ need to be further split, based on the Taylor formula to $F$ and the fact that
\[
X_{t_{m_r}}^N - X_{t_{m_r}}^N = (S^N(r-t_{m_r}) - \text{Id})X_{t_{m_r}}^N + \int_{t_{m_r}}^r S^N(r-t_{m_r})F^N(X_{t_{m_r}}^N)du + \int_{t_{m_r}}^r S^N(r-t_{m_r})dW(u).
\]

Namely, we arrive at
\[
J_{1,1}^2(t) = -\int_0^t \left( \int_0^s A^{\frac{\beta-1}{2}} S^N(s-r)DF(X_{t_{m_r}}^N)(S^N(r-t_{m_r}) - \text{Id})X_{t_{m_r}}^N dr, A^{-\frac{\beta}{2}}(S^N(s-t_{m_s}) - \text{Id})A^{\frac{1}{2}}F^N(X_{t_{m_s}}^N) \right)ds
\]
\[
-\int_0^t \left( \int_0^s A^{\frac{\beta-1}{2}} S^N(s-r)DF(X_{t_{m_r}}^N) \int_{t_{m_r}}^r S^N(r-t_{m_r})F^N(X_{t_{m_r}}^N)du dr, A^{-\frac{\beta}{2}}(S^N(s-t_{m_s}) - \text{Id})A^{\frac{1}{2}}F^N(X_{t_{m_s}}^N) \right)ds.
\]
\[- \int_0^t \left( \int_0^s A^{\frac{\beta+1}{2}} S^N(s-r)DF(X_{t_{m,r}}^N) \int_{t_{m,r}}^r S^N(r-t_{m,r})dW(u)dr, \right. \]
\[A^{-\frac{\beta}{2}} (S^N(s-t_{m,r}) - Id)A^{\frac{\beta}{2}} F^N(X_{t_{m,r}}^N) \bigg) ds \]
\[- \int_0^t \left( \int_0^s S^N(s-r)R_F(X_{t_{m,r}}^N, X_r^N)dr, \right. \]
\[\left. (S^N(s-t_{m,r}) - Id)F^N(X_{t_{m,r}}^N) \bigg) ds \right) =: II_1(t) + II_2(t) + II_3(t) + II_4(t) \]

with the remainder
\[R_F(X_{t_{m,r}}^N, X_r^N) := \int_0^1 D^2F(X_{t_{m,r}}^N + (1-\theta)(X_r^N - X_{t_{m,r}}^N))((X_r^N - X_{t_{m,r}}^N), (X_r^N - X_{t_{m,r}}^N))(1-\theta)d\theta.\]

Then we treat the four terms \(II_i, i = 1, 2, 3, 4\) one by one. It follows from (2)-(3) and (8) that
\[II_1(t) \leq C \int_0^t \int_0^s (s-r)^{-\frac{\beta+1}{2}} (1 + \|X_{t_{m,r}}^N\|^2_E)\|r-t_{m,r}\|^\frac{\beta}{2} \|X_{t_{m,r}}^N\|_2 \|F(X_{t_{m,r}}^N)\|_1 \|drr\|s, \]
\[II_2(t) \leq C \int_0^t \int_0^s (s-r)^{-\frac{\beta+1}{2}} (1 + \|X_{t_{m,r}}^N\|^2_E)\|r-t_{m,r}\| \|F(X_{t_{m,r}}^N)\| \|drr\|s, \]

which combining Propositions 4.3 and 4.4 gives \(\|II_1(t)\|_{L^p(\Omega)} + \|II_2(t)\|_{L^p(\Omega)} \leq C\delta^\beta, t \in [0, T].\)

For the term \(II_3\), applying the stochastic Fubini theorem (see e.g. [19] Theorem 4.18) and the Burkholder–Davis–Gundy inequality (see e.g. [19] Proposition 2.12), and combining Propositions 4.3 and 4.4 yield
\[\|II_3(t)\|_{L^p(\Omega)} \leq \int_0^t \left( \sum_{i=0}^{m_s} \int_{t_i}^{t_{i+1}} \int_{t_i}^{t_{i+1}} \chi(t_{i,r})(u)\chi(t_{i,s})(r)A^{\frac{\beta+1}{2}} S^N(s-r)DF(X_{t_i}^N)S^N(r-t_i)dW(u)dr \right) \times \]
\[\left( \|s-t_{m,r}\|^\frac{\beta}{2} \|F(X_{t_{m,r}}^N)\|_1 \|drr\|s, \right) \]
\[\leq C\delta^\beta \int_0^t \left( \sum_{i=0}^{m_s} \int_{t_i}^{t_{i+1}} \int_{t_i}^{t_{i+1}} \chi(t_{i,r})(u)\chi(t_{i,s})(r)A^{\frac{\beta+1}{2}} S^N(s-r)DF(X_{t_i}^N)S^N(r-t_i)dW(u) \right) \|drr\|s, \]
\[\leq C\delta^\beta \int_0^t \left( \int_0^s \int_{t_m}^{t_{m+s}} \chi(t_{m,r})(u)\chi(t_{m,s})(r)A^{\frac{\beta+1}{2}} S^N(s-r)DF(X_{t_{m,r}}^N) \right. \]
\[S^N(r-t_{m,r})Q^2 dr \left. \|drr\|s, \right) \]
\[\leq C\delta^{1+\beta} \int_0^t \left( \int_0^s \right) \left( \sum_{j=1}^{t_{m+\epsilon}} \int_{t_{m+\epsilon}}^{t_{m+\epsilon+s}} A^{\frac{\beta+1}{2}} S^N(s-r)DF(X_{t_{m,r}}^N)S^N(r-t_{m,r})Q^2 e_j \|drr\|s, \right) \]
\[+ \left( \int_0^s \right) \sum_{j=1}^{t_{m+\epsilon}} \int_{t_{m+\epsilon}}^{t_{m+\epsilon+s}} A^{\frac{\beta+1}{2}} S^N(s-r)DF(X_{t_{m,r}}^N)S^N(r-t_{m,r})Q^2 e_j \|^2 dr \left. \|drr\|s, \right) \]
\[\leq C\delta^{1+\beta} \int_0^t \left( \int_0^s \right) \left( \sum_{j=1}^{t_{m+\epsilon}} \int_{t_{m+\epsilon}}^{t_{m+\epsilon+s}} A^{\frac{\beta+1}{2}} S^N(s-r)DF(X_{t_{m,r}}^N)S^N(r-t_{m,r})Q^2 e_j \|^2 dr \right. \]
\[\left. + \left( \sum_{j=1}^{t_{m+\epsilon}} \int_{t_{m+\epsilon}}^{t_{m+\epsilon+s}} (s-r)^{-\beta+1} dr \right)^2 \right) ds \times \]
\[\sup_{s \in [0, T]} \|DF(X_{t_{m,r}}^N)A^{\frac{\beta+1}{2}} \|_{L^p(\Omega, L^2(H))} \|A^{\frac{\beta+1}{2}} Q^2 \|_{L^2(H)}. \quad (34)\]
It can be calculated that
\[
\int_0^t \left[ \delta^\frac{1}{2} \left( \int_0^{(s-T)\land 0} (s-u-T\delta)^{-\beta+1} \, du \right)^{\frac{1}{2}} + \left( \int_0^{s-T\land 0} \int_0^s (s-r)^{-\beta+1} \, dr \, du \right)^{\frac{1}{2}} \right] \, ds 
\leq \int_{T\delta}^t \delta^\frac{1}{2} \left( \int_0^{s-T\land 0} (s-u-T\delta)^{-\beta+1} \, du \right)^{\frac{1}{2}} + \int_0^{T\delta} \left( \int_0^{s-T\land 0} (s-r)^{-\beta+1} \, dr \, du \right)^{\frac{1}{2}} \, ds 
+ \int_{T\delta}^t \left( \int_0^{s-T\land 0} (s-r)^{-\beta+1} \, dr \, du \right)^{\frac{1}{2}} \, ds + \int_{2T\delta}^t \left( \int_0^{s-T\land 0} (s-r)^{-\beta+1} \, dr \, du \right)^{\frac{1}{2}} \, ds 
\leq C(\delta^\frac{1}{2} + \delta^{\frac{p-1}{2}} + \delta^{\frac{p-1}{2}}) \leq C\delta^\frac{1}{2},
\]
which leads to \( \|I_3(t)\|_{L^p(\Omega)} \leq C\delta^{1+\frac{1}{2}}, \ t \in [0, T] \). The term \( I_4 \) is treated separately for cases \( d = 1, 2 \) and \( d = 3 \). When \( d = 1, 2 \), by the Sobolev embedding \( L^1(\Omega) \hookrightarrow H^{-\frac{d+\epsilon_0}{2}} \) with \( \epsilon_0 = \frac{2-\beta}{\beta} \ (\beta \in (1, 2)) \), we deduce from [2], [3] and [9] that
\[
\|I_4(t)\|_{L^p(\Omega)} \leq \int_0^t \int_0^s \|A^{\frac{\beta}{2}} + \frac{d+\epsilon_0}{4} S^N(s-r)\|_{L^p(\Omega)} \|A^{\frac{d+\epsilon_0}{4}} R_F(X_{t_{mr}}, X_r^N)\|_{L^{2p}(\Omega; H)} \, dr \times 
\|A^{-\frac{\beta}{2}} S^N(s-t_{mr}) - Id\|_{L^{2p}(\Omega; H)} \|F(X_{t_{mr}}, X_r^N)\|_{L^{2p}(\Omega; H)} \, ds 
\leq C\delta^\frac{1}{2} \int_0^t \int_0^s (s-r)^{-\frac{\beta}{2} - \frac{d+\epsilon_0}{4}} \|R_F(X_{t_{mr}}, X_r^N)\|_{L^{2p}(\Omega; L^1(\Omega))} \, dr \|F(X_{t_{mr}})\|_{L^{2p}(\Omega; H^1)} \, ds 
\leq C\delta^\frac{1}{2} \int_0^t \int_0^s (s-r)^{-\frac{\beta}{2} - \frac{d+\epsilon_0}{4}} (1 + \sup_{0 \leq r \leq t} \|X_r^N\|_{L^{2p}(\Omega; E)}) \|X_r^N - X_{t_{mr}}\|_{L^{2p}(\Omega; H^1)} \, dr \times 
\|F(X_{t_{mr}})\|_{L^{2p}(\Omega; H^1)} \, ds 
\leq C\delta^\frac{1}{2} \int_0^t \int_0^s (s-r)^{-\frac{\beta}{2}} (1 + \sup_{0 \leq r \leq t} \|X_r^N\|_{L^{2p}(\Omega; E)}) \|X_r^N - X_{t_{mr}}\|_{L^{2p}(\Omega; H^1)} \, dr \times 
\|F(X_{t_{mr}})\|_{L^{2p}(\Omega; H^1)} \, ds 
\leq C\delta^\frac{1}{2} \int_0^t \int_0^s (s-r)^{-\frac{\beta}{2}} \|X_r^N - X_{t_{mr}}\|_{L^{2p}(\Omega; H^1)} \, dr \times 
\|F(X_{t_{mr}})\|_{L^{2p}(\Omega; H^1)} \, ds 
\leq C\delta^\frac{1}{2} \int_0^t \int_0^s (s-r)^{-\frac{\beta}{2}} (r-t_{mr})^{-\frac{\beta}{2}} \, dr \, ds \leq C\delta^\beta,
\]
where in the last step we use the regularity and the Hölder continuity of \( X_r^N \) (see Propositions 4.3 and 4.4). And when \( d = 3 \), applying [2], [9], the Gagliardo–Nirenberg inequality \( \|u\|_{L^4(\Omega)} \leq C\|\nabla u\|^{\frac{1}{4}} \|u\|^{\frac{3}{4}}, u \in H^1 \), Propositions 4.3 and 4.4 yields
\[
\|I_4(t)\|_{L^p(\Omega)} 
= \left\| \int_0^t \left\langle \int_0^s A^{\frac{1}{2}} S^N(s-r) R_F(X_{t_{mr}}, X_r^N) \, dr, A^{-1}(S^N(s-t_{mr}) - Id) A^{\frac{1}{2}} F(X_{t_{mr}}) \right\rangle \, ds \right\|_{L^p(\Omega)} 
\leq C \int_0^t \int_0^s (s-r)^{-\frac{1}{2}} \left( 1 + \sup_{0 \leq r \leq T} \|X_r^N\|_{L^{2p}(\Omega; E)} \right) \|X_r^N - X_{t_{mr}}\|_{L^{2p}(\Omega; L^1(\Omega))} \, dr \|F(X_{t_{mr}})\|_{L^{2p}(\Omega; H^1)} \, ds 
\leq C\delta^\frac{1}{2} \int_0^t \int_0^s (s-r)^{-\frac{1}{2}} \left( 1 + \sup_{0 \leq r \leq T} \|X_r^N\|_{L^{2p}(\Omega; E)} \right) \|X_r^N - X_{t_{mr}}\|_{L^{2p}(\Omega; L^1(\Omega))} \, dr \times 
\|F(X_{t_{mr}})\|_{L^{2p}(\Omega; H^1)} \, ds 
\leq C\delta^\frac{1}{2} \int_0^t \int_0^s (s-r)^{-\frac{1}{2}} \|X_r^N - X_{t_{mr}}\|_{L^{2p}(\Omega; H^1)} \, dr \times 
\|F(X_{t_{mr}})\|_{L^{2p}(\Omega; H^1)} \, ds 
\leq C\delta^\frac{1}{2} \int_0^t \int_0^s (s-r)^{-\frac{1}{2}} (r-t_{mr})^{-\frac{1}{2}} \, dr \, ds \leq C\delta^\beta,
\]
where in the last step we have used the fact that \( \frac{1}{4} + \frac{3(\beta-1)}{4} > \beta - 1 \) for \( \beta \in (1, 2) \).

Hence, we get that for \( \beta \in (0, 1) \cup (1, 2) \),
\[
\|J_{1,1}^2(t)\|_{L^p(\Omega)} \leq C\delta^\beta, \ t \in [0, T].
\]
For the term $J_{1,1}^3$, when $\beta \in (0,2)$,

$$
J_{1,1}^3(t) = \int_0^t \left\langle \int_0^s A^\beta_s S^N(s-r)(F^N(X^N_{s-r}) - F^N(X(r)))dr, \, A^{-\beta_s} S^N(s-t_{ms}) - \text{Id} \right\rangle F^N(X^N_{t_{ms}})ds
$$

\leq C\int_0^t\int_0^s (s-r)^{-\beta_s} \left[ \|X(r) - X^N_s\|^2 + (s-t_{ms})\beta_s (1 + \|X(r)\|_E^2 + \|X^N_s\|_E^4)\right] drds

\leq C\int_0^t \|X^N_s - Y^N_s\|^2 ds + C\int_0^t \|Y^N_s - (s)\|^2 ds

+ C\int_0^t\int_0^s (s-r)^{-\beta_s} (s-t_{ms})\beta_s (1 + \|X(r)\|_E^2 + \|X^N_s\|_E^4)\right] F(X^N_{t_{ms}})drds,

where in the last step we transform the integral domain and use the Minkowski inequality.

This, together with (30)-(31), implies that for $\beta \in (0,2)$,

$$
\|J_{1,1}^3(t)\|_{L^p(\Omega)} \leq C\int_0^t \|X^N_s - Y^N_s\|^2_{L^{2p}(\Omega;H)} ds + C\lambda_N^{-\beta_s} + C\delta^3.
$$

Altogether, we obtain that for $\beta \in (0,2)$,

$$
\|J_{1,1}(t)\|_{L^p(\Omega)} \leq C\int_0^t \|X^N_s - Y^N_s\|^2_{L^{2p}(\Omega;H)} ds + C\lambda_N^{-\beta_s} + C\delta^3, \quad t \in [0,T].
$$

**Estimate of $J_{1,2}$.** When $\beta \in (0,1]$, the Hölder continuity of $X^N_t$ and Assumption 5 give

$$
\|J_{1,2}(t)\|_{L^p(\Omega)} \leq \frac{1}{2} \int_0^t \|X^N_s - Y^N_s\|^2_{L^{2p}(\Omega;H)} ds + C\int_0^t \|X^N_s - X^N_{t_{ms}}\|^2_{L^{2p}(\Omega;H)} (1 + \sup_{s \in [0,T]} \|X^N_s\|^4_{L^{2p}(\Omega;E)}) ds

\leq \frac{1}{2} \int_0^t \|X^N_s - Y^N_s\|^2_{L^{2p}(\Omega;H)} ds + C\delta^3.
$$

When $\beta \in (1,2]$, by (33), we split $J_{1,2}$ further as $J_{1,2} = J_{1,2}^1 + J_{1,2}^2 + J_{1,2}^3$ with

$$
J_{1,2}^1(t) := \int_0^t \left\langle \int_0^s S^N(s-r)(S^N(r-t_{ms}) - \text{Id})F^N(X^N_{t_{ms}})dr, \, F^N(X^N_{t_{ms}}) - F^N(X^N_s) \right\rangle ds,
$$

$$
J_{1,2}^2(t) := \int_0^t \left\langle \int_0^s S^N(s-r)(F^N(X^N_{t_{ms}}) - F^N(X^N_r))dr, \, F^N(X^N_{t_{ms}}) - F^N(X^N_s) \right\rangle ds,
$$

$$
J_{1,2}^3(t) := \int_0^t \left\langle \int_0^s S^N(s-r)(F^N(X^N_s) - F^N(X(r)))dr, \, F^N(X^N_s) - F^N(X^N_s) \right\rangle ds.
$$

The estimate of the term $J_{1,2}^1$ is similar as that of $J_{1,1}^2$, whose proof is based on the Taylor formula to $F$. And one can get $\|J_{1,2}^1(t)\|_{L^p(\Omega)} \leq C\delta^3$. Now we show the estimate of the term $J_{1,2}^3 = \sum_{i=1}^3 J_{1,2}^{3,i}$, where

$$
J_{1,2}^{3,1}(t) := \int_0^t \left\langle \int_0^s S^N(s-r)A_s dr, \, A_s \right\rangle ds,
$$

$$
J_{1,2}^{3,2}(t) := \int_0^t \left\langle \int_0^s S^N(s-r)A_s dr, \, DF(X^N_{t_{ms}}) \int_{t_{ms}}^s S^N(s-t_{ms})dW(u) \right\rangle ds

+ \int_0^t \left\langle \int_0^s S^N(s-r)DF(X^N_{t_{ms}}) \int_{t_{ms}}^r S^N(r-t_{ms})dW(u)dr, \, A_s \right\rangle ds,
$$

$$
J_{1,2}^{3,3}(t) := \int_0^t \left\langle \int_0^s S^N(s-r)DF(X^N_{t_{ms}}) \int_{t_{ms}}^r S^N(r-t_{ms})dW(u_2)dr, \right\rangle ds,
$$

and so on.
\[ DF(X_{t_{m_a}}^N) \int_{t_{m_a}}^s S^N(s-t_{m_a})dW(u_1) ds \]

with \( A_r := DF(X_{t_{m_r}}^N) \left( (S^N(r-t_{m_r}) - \text{Id})X_{t_{m_r}}^N + \int_{t_{m_r}}^r S^N(r-t_{m_r}) F^N(X_{t_{m_r}}^N) du \right) + R_F(X_{t_{m_r}}^N, X_r^N). \)

For the term \( J_{1,2}^{2,1} \), noting that for \( d = 1 \),
\[
\left\| \int_0^t \left( \int_0^s S^N(s-r) R_F(X_{t_{m_r}}^N, X_r^N)dr, R_F(X_{t_{m_a}}^N, X_s^N) \right) ds \right\|_{L^p(\Omega)} \\
\leq C \int_0^t \int_0^s (s-r)^{-\frac{d+\alpha}{2}} \left\| R_F(X_{t_{m_r}}^N, X_r^N) \right\|_{L^2(\Omega)} \left\| R_F(X_{t_{m_a}}^N, X_s^N) \right\|_{L^2(\Omega)} ds \leq C \delta^2,
\]
and for \( d = 2, 3 \),
\[
\left\| \int_0^t \left( \int_0^s S^N(s-r) R_F(X_{t_{m_r}}^N, X_r^N)dr, R_F(X_{t_{m_a}}^N, X_s^N) \right) ds \right\|_{L^p(\Omega)} \\
\leq C \int_0^t \int_0^s (s-r)^{-\frac{d+\alpha}{2}} \left\| R_F(X_{t_{m_r}}^N, X_r^N) \right\|_{L^2(\Omega)} \left\| R_F(X_{t_{m_a}}^N, X_s^N) \right\|_{L^2(\Omega)} ds \\
\leq C \delta \int_0^t \int_0^s (s-r)^{-\frac{d+\alpha}{2}} \left\| X_s^N - X_{t_{m_a}}^N \right\|_{L^4(\Omega)} \left\| X_s^N - X_{t_{m_a}}^N \right\|_{L^4(\Omega)} ds \leq C \delta^3,
\]
we get
\[
\left\| J_{1,2}^{2,1}(t) \right\|_{L^p(\Omega)} \leq \left\| \int_0^t \left( \int_0^s S^N(s-r) R_F(X_{t_{m_r}}^N, X_r^N)dr, R_F(X_{t_{m_a}}^N, X_s^N) \right) ds \right\|_{L^p(\Omega)} \\
+ C \left[ \delta^3 \sup_{r \in [0,T]} \left\| DF(X_{t_{m_r}}^N) \left\|_{L^2(\Omega)} \left\| X_{t_{m_r}}^N \right\|_{L^2(\Omega)}^2 \right\|_{L^2(\Omega)} \right. \\
+ \delta^2 \sup_{r \in [0,T]} \left\| DF(X_{t_{m_r}}^N) \left\|_{L^2(\Omega)} \left\| F(X_{t_{m_r}}^N) \right\|_{L^2(\Omega)}^2 \right\|_{L^2(\Omega)} \right. \\
+ \delta \int_0^t \int_0^s (s-r)^{-\frac{d+\alpha}{2}} \left\| R_F(X_{t_{m_r}}^N, X_r^N) \right\|_{L^2(\Omega)} \left\| DF(X_{t_{m_r}}^N) \left\|_{L^2(\Omega)} \right| \left. \right|_{L^2(\Omega)} ds \right. \right. \left. \right. \left. \right. \left. \right. \left. \right. \leq C \delta^3.
\]
For the term \( J_{1,2}^{2,2} \), applying the stochastic Fubini theorem yields
\[
\left\| J_{1,2}^{2,2}(t) \right\|_{L^p(\Omega)} \\
\leq \left\| \sum_{i=0}^m \int_{t_i}^{t_i+1} \chi_{[t_i,t_i]}(u) \chi_{[t_i,t_i]}(s) \left( \int_0^s S^N(s-r) A_r dr, DF(X_{t_i}^N) S^N(s-t_i) dW(u) \right) \right\|_{L^p(\Omega)} \\
+ \int_0^t \left\| \sum_{i=0}^m \int_{t_i}^{t_i+1} \int_{t_i}^{t_i+1} \chi_{[t_i,t_i]}(u) \chi_{[t_i,t_i]}(r) \left( A_r, S^N(s-r) DF(X_{t_i}^N) S^N(r-t_i) dW(u) \right) \right\|_{L^p(\Omega)} ds.
\]
And by a similar proof as that of (34), one can show that \( \left\| J_{1,2}^{2,3}(t) \right\|_{L^p(\Omega)} \leq C \delta \frac{d+1}{2}. \)

For the term \( J_{1,2}^{2,1} \), by using the stochastic Fubini theorem twice and letting \( G(s) := \int_0^s S^N(s-r) DF(X_{t_{m_r}}^N) \int_{t_{m_r}}^r S^N(r-t_{m_r}) dW(u_2) dr \), we derive
\[
\left\| J_{1,2}^{2,3}(t) \right\|_{L^p(\Omega)}
\]
\begin{align*}
\left\| \sum_{i=0}^{m_t} \int_{t_i}^{t_{i+1}} \int_{t_{i+1}}^{t_{i+1}} \left( G(s), DF(X_{t_i}^N) \chi_{[t_i,t]}(u_1) \chi_{[t_{i+1},t]}(s) S_N(s-t_i) dsdW(u_1) \right) \right\|_{L^p(\Omega)} \\
\leq C \left\| \int_{t_{i+1}}^{t_{i+1}} \int_{t_{i+1}}^{t_{i+1}} Q \sum_{s=0}^{T \delta} S^N(s-t_{m,s}) \chi_{[t_{m,s},t]}(u_1) \chi_{[t_{m,s},t]}(s) DF(X_{t_{m,s}}^N) G(s) ds \right\|_{L^p(\Omega;H)}^2 \frac{1}{2} \\
\leq C \delta \sup_{s \in [0,T]} \left\| \sum_{i=0}^{m_t} \int_{t_i}^{t_{i+1}} \int_{t_{i+1}}^{t_{i+1}} Q \sum_{s=0}^{T \delta} S^N(s-t_{m,s}) \chi_{[t_{m,s},t]}(u_1) \chi_{[t_{m,s},t]}(s) DF(X_{t_{m,s}}^N) G(s) \right\|_{L^p(\Omega;H)}^2 \frac{1}{2} \\
\leq C \delta \sup_{s \in [0,T]} \left\| \int_{t_{i+1}}^{t_{i+1}} \int_{t_{i+1}}^{t_{i+1}} Q \sum_{s=0}^{T \delta} S^N(s-t_{m,s}) \chi_{[t_{m,s},t]}(u_1) \chi_{[t_{m,s},t]}(s) DF(X_{t_{m,s}}^N) G(s) \right\|_{L^p(\Omega;H)}^2 \frac{1}{2} \\
S^N(r - t_j) dW(u_2) \right\|_{L^p(\Omega;H)}^2 \frac{1}{2} \leq C \delta^2.
\end{align*}

For the term \( J_{1,2}^3 \), we split it as \( J_{1,2}^3 = J_{1,2}^{3,1} + J_{1,2}^{3,2} \) with

\begin{align*}
J_{1,2}^{3,1}(t) := \int_{t}^{t} \left\langle \int_{0}^{s} S^N(s-r)(F^N(X_r^N) - F^N(X(r))) dr, A_s \right\rangle ds,
J_{1,2}^{3,2}(t) := \int_{t}^{t} \left\langle \int_{0}^{s} S^N(s-r)(F^N(X_r^N) - F^N(X(r))) dr, DF(X_{t_{m,s}}^N) \int_{t_{m,s}}^{s} S^N(s-t_{m,s}) dW(u) \right\rangle ds.
\end{align*}

Combining \[30]-\[31], the term \( J_{1,2}^{3,1} \) can be estimated as

\begin{align*}
\| J_{1,2}^{3,1}(t) \|_{L^p(\Omega)} \leq C \int_{t}^{t} \left\| \int_{0}^{s} S^N(s-r)(F^N(X_r^N) - F^N(X(r))) dr, A_s \right\|_{L^p(\Omega)} ds \leq C \delta \sup_{s \in [0,T]} \left\| \int_{0}^{s} S^N(s-r)(F^N(X_r^N) - F^N(X(r))) dr + C \delta^2 + C \lambda^{-\beta} \right\|_{L^p(\Omega)}.
\end{align*}

By the stochastic Fubini theorem and the Young inequality, the term \( J_{1,2}^{3,2} \) can be estimated as

\begin{align*}
\| J_{1,2}^{3,2}(t) \|_{L^p(\Omega)} = \left\| \sum_{i=0}^{m_t} \int_{t_i}^{t_{i+1}} \int_{t_{i+1}}^{t_{i+1}} \left\langle \int_{0}^{s} S^N(s-r)(F^N(X_r^N) - F^N(X(r))) dr, DF(X_{t_{i+1}}^N) S^N(s-t_i) \chi_{[t_i,t]}(u) \chi_{[t_{i+1},t]}(s) dW(u) \right\|_{L^p(\Omega)} \\
\leq C \left( \int_{t}^{t} \left\| \int_{0}^{s} Q \sum_{s=0}^{T \delta} S^N(t - t_{m,s}) \chi_{[t_{m,s},t]}(u) \chi_{[t_{m,s},t]}(s) DF(X_{t_{m,s}}^N) duds \right\|_{L^p(\Omega;H)}^2 \right)^{1/2}
\end{align*}
where in the last step we use (30)-(31).

Applying the Grönwall inequality, we obtain

\[ \| J(t) \|_{L^p(\Omega)} \leq C \int_0^t \| X_r^N - Y_r^N \|_{L^{2p}(\Omega; H)}^2 \, dr + C \delta^\beta + C \lambda_N^{-\beta}, \]

where the constant \( C > 0 \) depends on \( p, T, \tau_{\min}, L_0, L_1, L_2, X_0, \) and \( \| A^\frac{\beta-1}{2} Q^\frac{1}{2} \|_{L_2(H)} \).

Therefore, combining estimates of terms \( J_{1,1} \) and \( J_{1,2} \) (i.e., (35) and (36)), we get

\[ \| X_t^N - Y_t^N \|_{L^{2p}(\Omega; H)}^2 \leq C \left( \int_0^t \| X_s^N - Y_s^N \|_{L^{2p}(\Omega; H)}^2 \, ds + \lambda_N^{-\beta} + \delta^\beta \right), \]

where \( p \geq 1 \) and the constant \( C > 0 \) depends on \( p, T, \tau_{\min}, L_0, L_1, L_2, X_0, \) and \( \| A^\frac{\beta-1}{2} Q^\frac{1}{2} \|_{L_2(H)} \).

Applying the Grönwall inequality, we obtain

\[ \sup_{0 \leq t \leq T} \| X_t^N - Y_t^N \|_{L^{2p}(\Omega; H)} \leq C(\lambda_N^{-\beta} + \delta^\beta), \quad p \geq 1, \]

which together with (30)–(31) finishes the proof of the scheme (AE). \( \square \)

6. Discussions on the multiplicative noise case

For the stochastic Allen–Cahn equation driven by a multiplicative noise, there have been some works on the numerical study, see e.g. [13] [24] [26] [13] and references therein. To be specific, for the stochastic Allen–Cahn equation driven by the Brownian motion, authors in [13] propose the fully discrete finite element method and prove the strong convergence with nearly optimal rates; authors in [24] give variational error analysis for the structure preserving finite element based space-time discretization of the strong variational solution. For the stochastic Allen–Cahn equation driven by the \( Q \)-Wiener process, [13] derives the strong convergence rate for the nonlinearity-truncated exponential Euler approximation scheme; [24] proves strong convergence rates for both the drift-implicit Euler–Galerkin finite element scheme and the Milstein–Galerkin finite element scheme.

In this section, we present the numerical analysis of the adaptive time-stepping scheme for the multiplicative noise case, i.e., the stochastic Allen–Cahn equation with the multiplicative
where $A$ and $F$ are defined as in (1). In this section, $\{W(t)\}_{t \in [0,T]}$ is a generalized Q-Wiener process valued on another separable Hilbert space $U$. Here, $G : H \to L^0_2 := L_2(U_0, H)$ is Lipschitz continuous with $U_0 := Q^2(U)$, i.e.,

$$\|G(X) - G(Y)\|_{L^0_2} \leq C\|X - Y\|, \quad X, Y \in H$$

for some constant $C > 0$. The corresponding adaptive time-stepping scheme for (37) is

$$X_{m+1}^N = S^N(\tau_m)(X_m^N + F^N(X_m^N)\tau_m + P^N G(X_m^N)\Delta W_m), \quad X_0^N = P^N X_0, \quad (AE-M)$$

where $\tau_m$ is defined similarly as in (AE). The differential form of the continuous version of (AE-M) is given by

$$dX_t^N = -A^N X_t^N dt + S^N(t - t_m)F^N(X_{t_m}^N)dt + S^N(t - t_m)P^N G(X_{t_m}^N)\Delta W(t). \quad (38)$$

We remark that in this section we still use notations $X(t), X_t^N$, and $X_t^N$ in the multiplicative noise case for the simplicity of symbols. And we will emphasize on them when these symbols are referred to solutions in the additive noise case.

The following lemma shows the boundedness of the expected supremum of the $p$th moment for the solution of (AE-M).

**Lemma 6.1.** Under Assumptions 4 and 20, we have $\mathbb{E}\left[\sup_{0 \leq t \leq T} \|X_t^N\|^p\right] \leq C$ for $p \geq 2$ with some constant $C := C(p, T, X_0) > 0$.

**Proof.** We only consider the case of $p \geq 4$ since the case of $2 \leq p < 4$ can be obtained by the use of the H"older inequality. The proof is based on the truncation technique. For $K > \|P^N X_0\|$, define the truncated function $\Theta_K \in C_0^\infty : H \to [0, 1]$ satisfying $\Theta_K(x) = 1$ for $\|x\| \leq K$ and $\Theta_K(x) = 0$ for $\|x\| \geq 2K$. Introduce the truncated stochastic process of the numerical solution $\{X_{m}^N\}_{m \geq 0}$ as

$$X_{m+1}^{N,K} = S^N(\tau_m)(X_m^{N,K} + \Theta_K(X_m^{N,K})F^N(X_m^{N,K})\tau_m + P^N G(X_m^{N,K})\Delta W_m).$$

The corresponding continuous version is defined as

$$X_t^{N,K} = S^N(t)P^N X_0 + \int_0^t S^N(t - s)\Theta_K(X_{t_m}^{N,K})F^N(X_{t_m}^{N,K})ds + \int_0^t S^N(t - s)P^N G(X_{t_m}^{N,K})\Delta W(s).$$

Then the proof is separated into two steps.

**Step 1:** Expected supremum of the $p$th moment of the truncated numerical solution.

By the contraction property of $P^N$ and $S(t)$ in $H$, i.e., $\|P^N u\| \leq \|u\|$, $\|S(t) u\| \leq \|u\|$, and using (21), we have

$$\|X_{m+1}^{N,K}\|^2 \leq \|X_m^{N,K} + \Theta_K(X_m^{N,K})F^N(X_m^{N,K})\tau_m + P^N G(X_m^{N,K})\Delta W_m\|^2$$

$$= \|X_m^{N,K}\|^2 + 2\tau_m \Theta_K(X_m^{N,K}) \left(\langle X_m^{N,K}, F^N(X_m^{N,K}) \rangle + \frac{1}{2} \tau_m \Theta_K(X_m^{N,K}) \|F^N(X_m^{N,K})\|^2 \right)$$

$$+ 2\left(\Theta_K(X_m^{N,K})F^N(X_m^{N,K})\tau_m, P^N G(X_m^{N,K})\Delta W_m \right) + \|P^N G(X_m^{N,K})\Delta W_m\|^2$$

$$\leq \|X_m^{N,K}\|^2 + 2\tau_m \langle L_2 \|X_m^{N,K}\|^2 + L_3 \rangle + 2\left(\Theta_K(X_m^{N,K})F^N(X_m^{N,K})\tau_m, G(X_m^{N,K})\Delta W_m \right)$$

$$+ \|G(X_m^{N,K})\Delta W_m\|^2.$$
Similarly, for $t \in (t_m, t_{m+1})$, 
\[
\| X_t^{N,K} \|^2 \leq \| X_{t_m}^{N,K} + \Theta_K(X_{t_m}^{N,K})F^N(X_{t_m}^{N,K})(t - t_m) + P^N G(X_{t_m}^{N,K})(W(t) - W(t_m)) \|^2
\]
\[
\leq \| X_{t_m}^{N,K} \|^2 + 2(t - t_m)(\tilde{L}_2 \| X_{t_m}^{N,K} \|^2 + L_3)
+ 2 \left\langle X_{t_m}^{N,K} + \Theta_K(X_{t_m}^{N,K})F^N(X_{t_m}^{N,K})(t - t_m), G(X_{t_m}^{N,K})(W(t) - W(t_m)) \right\rangle
+ \| G(X_{t_m}^{N,K})(W(t) - W(t_m)) \|^2.
\]

By induction, we have
\[
\| X_t^{N,K} \|^2 \leq \| D^N X_0 \|^2 + 2\tilde{L}_2 \int_0^t \| X_{t_m}^{N,K} \|^2 ds + 2L_3 t
+ 2 \int_0^t \left\langle X_{t_m}^{N,K} + \Theta_K(X_{t_m}^{N,K})F^N(X_{t_m}^{N,K})(t_m + \tau_{m+1}) \land t - t_m, G(X_{t_m}^{N,K})dW(s) \right\rangle
+ \sum_{i=0}^{m_t-1} \| G(X_{t_i}^{N,K})\Delta W_i \|^2 + \| G(X_{t_m}^{N,K})(W(t) - W(t_m)) \|^2.
\]

Taking the $\frac{p}{2}$th moment with $p \geq 4$ and applying the Burkholder–Davis–Gundy inequality yield
\[
\mathbb{E}[\| X_t^{N,K} \|^p] \leq C(p, T, \tilde{L}_2) \left( \mathbb{E}[\| X_0 \|^p] + T^{\frac{p}{2}} + \int_0^t \mathbb{E}[\| X_{t_m}^{N,K} \|^p] ds \right)
+ \mathbb{E}\left[ \left( \int_0^t \left\| X_{t_m}^{N,K} + \Theta_K(X_{t_m}^{N,K})F^N(X_{t_m}^{N,K})(t_m + \tau_{m+1}) \land t - t_m \right\| \right)^{2 \left( \frac{p}{2} \right)} \| G(X_{t_m}^{N,K}) \|^2 \Delta t \, ds \right]^{\frac{p}{2}}
+ \mathbb{E}\left[ \left( \sum_{i=0}^{m_t-1} \| G(X_{t_i}^{N,K})\Delta W_i \|^2 + \| G(X_{t_m}^{N,K})(W(t) - W(t_m)) \|^2 \right)^{\frac{p}{2}} \right].
\]

Notice that
\[
\| X_{t_m}^{N,K} + \Theta_K(X_{t_m}^{N,K})F^N(X_{t_m}^{N,K})(t_m + \tau_{m+1}) \land t - t_m \|^2
= \| X_{t_m}^{N,K} \|^2 + 2((t_m + \tau_{m+1}) \land t - t_m)\Theta_K(X_{t_m}^{N,K}) \times
\left( \langle X_{t_m}^{N,K}, F(X_{t_m}^{N,K}) \rangle + \frac{1}{2}((t_m + \tau_{m+1}) \land t - t_m)\Theta_K(X_{t_m}^{N,K})\| F(X_{t_m}^{N,K}) \|^2 \right)
\leq \| X_{t_m}^{N,K} \|^2 + 2((t_m + \tau_{m+1}) \land t - t_m)(\tilde{L}_2 \| X_{t_m}^{N,K} \|^2 + L_3)
\]
and
\[
\mathbb{E}\left[ \left( \sum_{i=0}^{m_t-1} \frac{\| G(X_{t_i}^{N,K})\Delta W_i \|^2}{\tau_i} \right)^{\frac{p}{2}} \right] = \mathbb{E}\left[ \left( \sum_{i=0}^{m_t-1} \frac{\| G(X_{t_i}^{N,K})\Delta W_i \|^2}{\tau_i} \right)^{\frac{p}{2}} \right]^{\frac{p}{2}}
\leq \mathbb{E}\left[ \left( \sum_{i=0}^{m_t-1} \frac{\| G(X_{t_i}^{N,K})\Delta W_i \|^p}{\tau_i} \right)^{\frac{p}{2}} \right]^{\frac{p}{2}}
\leq T^{\frac{p}{2}} \mathbb{E}\left[ \left( \sum_{i=0}^{m_t-1} \frac{\| G(X_{t_i}^{N,K})\Delta W_i \|^p}{\tau_i} \right)^{\frac{p}{2}} \right]
\leq T^{\frac{p}{2}} \int_0^t \mathbb{E}\left[ \left( \sum_{i=0}^{m_t-1} \frac{\| G(X_{t_m}^{N,K})\Delta W_i \|^p}{\tau_i} \right)^{\frac{p}{2}} \right] ds
\leq T^{\frac{p}{2}} \int_0^t \mathbb{E}\left[ \frac{\| G(X_{t_m}^{N,K})\Delta W_m \|^p}{\tau_m} \right] ds
= T^{\frac{p}{2}} \int_0^t \mathbb{E}\left[ \frac{\| G(X_{t_m}^{N,K})\Delta W_m \|^p}{\tau_m} \right] ds.
\]
\[ \leq C \int_0^t \mathbb{E}[1 + \|X_{t_{m_s}}^{N,K}\|^p] ds, \]

where we have used the inequality \( (\sum_i \tau_i u_i)^p \leq (\sum_i \tau_i)^{p-1} \sum_i \tau_i u_i^p \), the property of the conditional expectation, the Burkholder–Davis–Gundy inequality, and the Lipschitz continuity of \( G \). Therefore, combining the Hölder inequality, we get for \( p \geq 4 \),

\[ \mathbb{E}[\|X_t^{N,K}\|^p] \leq C(p, T, \|Q\|_{L_2(H)}, \bar{\mathbb{L}}_2) \left( 1 + \mathbb{E}[\|X_0\|^p] + \int_0^t \mathbb{E}[\|X_{t_{m_s}}^{N,K}\|^p] ds \right) \]

\[ \leq C(p, T, \|Q\|_{L_2(H)}, \bar{\mathbb{L}}_2) \left( 1 + \mathbb{E}[\|X_0\|^p] + \int_0^t \sup_{0 \leq u \leq s} \mathbb{E}[\|X_u^{N,K}\|^p] ds \right), \]

which implies

\[ \sup_{0 \leq \tau \leq t} \mathbb{E}[\|X_{\tau}^{N,K}\|^p] \leq C(p, T, \|Q\|_{L_2(H)}, \bar{\mathbb{L}}_2) \left( 1 + \mathbb{E}[\|X_0\|^p] + \int_0^t \sup_{0 \leq u \leq s} \mathbb{E}[\|X_u^{N,K}\|^p] ds \right). \]

Applying the Grönwall inequality leads to that for \( p \geq 4 \),

\[ \sup_{0 \leq t \leq T} \mathbb{E}[\|X_t^{N,K}\|^p] \leq C(p, T, \|Q\|_{L_2(H)}, \bar{\mathbb{L}}_2) (1 + \mathbb{E}[\|X_0\|^p]). \tag{39} \]

To obtain the expected supremum of the \( p \)-th moment of \( X_t^{N,K} \), we need to apply the following Burkholder–Davis–Gundy inequality

\[ \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_0^t (X_{t_{m_s}}^{N,K} + \Theta_K(X_{t_{m_s}}^{N,K}) F(X_{t_{m_s}}^{N,K}) \tau_{m_s}, G(X_{t_{m_s}}^{N,K}) dW(s)) \right|^p \right] \]

\[ \leq C \mathbb{E} \left[ \left( \int_0^T \|X_{t_{m_s}}^{N,K} + \Theta_K(X_{t_{m_s}}^{N,K}) F(X_{t_{m_s}}^{N,K}) \tau_{m_s}\|^2 \|G(X_{t_{m_s}}^{N,K})\|_{L_2}^2 ds \right)^{\frac{p}{2}} \right] \]

\[ \leq C \int_0^T \sup_{s \in [0,T]} \mathbb{E}[\|X_{t_{m_s}}^{N,K}\|^p] ds \leq C, \]

where we use (39). And the remaining proof of \( \mathbb{E}[\sup_{0 \leq t \leq T} \|X_t^{N,K}\|^p] \leq C(1 + \mathbb{E}[\|X_0\|^p]) \) can be given similarly. Moreover, the assumption \( \text{[20]} \) gives that \( \mathbb{E}[M_T] \leq T \mathbb{E}[\sup_{0 \leq t \leq T} \tau(X_t^{N,K})^{-1}] \leq T \mathbb{E}[\sup_{0 \leq t \leq T} (\zeta_1 \|X_t^{N,K}\|_{\mathbb{H}} + \zeta_2)] \) is independent of \( K \), which implies that \( T \) is a.s. attainable.

**Step 2:** Expected supremum of the \( p \)-th moment of \( X_t^N \).

Define the stopping time by \( \tau_K = \inf\{t \in [0, T] : \|X_t^{N,K}\| \geq K\} \). Then for \( t \in [0, \tau_{K_1} \wedge \tau_{K_2}] \), we have \( \Theta_{K_1}(X_t^{N,K_1}) = \Theta_{K_2}(X_t^{N,K_2}) = 1 \) and thus \( X_t^{N,K_1} = X_t^{N,K_2} \) a.s. due to the existence and uniqueness of the solution. Hence, \( \tau_K \) is nondecreasing with respect to \( K \). Denote \( \lim_{K \to \infty} \tau_K = T^* \) a.s. The Chebyshev inequality gives

\[ \mathbb{P}\{\tau_K = T^*\} = \mathbb{P}\{\sup_{0 \leq t \leq T} \|X_t^{N,K}\| \leq K\} \geq 1 - K^{-1} \mathbb{E}\left[ \sup_{0 \leq t \leq T} \|X_t^{N,K}\|^4 \right] \]

which implies \( T = T^* \). Define \( X_t^N \) on \( [0, T] \) by \( X_t^N = X_t^{N,K} \) on \( [0, \tau_K) \). Then \( X_t^N \) is the solution of (38) with \( \lim_{K \to \infty} \sup_{t \in [0, \tau_K]} \|X_t^{N,K}\| = \sup_{t \in [0, T]} \|X_t^N\| \) a.s. Hence, applying the
Fatou lemma and Step 1 leads to
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \| X_t^N \|^p \right] \leq \lim_{K \to \infty} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| X_t^{N,K} \|^p \right] \leq C(1 + \mathbb{E}[\| X_0 \|^p]).
\]

The proof is finished. \(\square\)

Below, we give the *a priori* estimate in \(L^p\)-norm of the solution of (AE-M) for the case of \(d = 1\) based on the Sobolev embedding \(H^{1/2} \hookrightarrow E\).

**Proposition 6.2.** Let \(d = 1\). Under Assumptions \([4] [5] [6] [7], 19\) and \([19] - [21]\), we have for \(p \geq 2\),
\[
\sup_{N \in \mathbb{N}_+} \sup_{0 \leq t \leq T} \| X_t^N \|_{L^p(\Omega; E)} \leq C
\]
for some \(C := C(p, T, X_0) > 0\), where \(X_t^N\) is the solution of (AE-M) with timestep function \(\tau^\delta\) for \(\delta \in (0, 1)\).

**Proof.** We split the numerical solution as \(X_t^N = Y_{1,t}^N + Y_{2,t}^N + Z_t^N\), where \(Y_{1,t}^N, Y_{2,t}^N\), and \(Z_t^N\) are solutions of
\[
\begin{align*}
dY_{1,t}^N &= -A^N Y_{1,t}^N dt + S^N(t - t_{m_s})F^N(X_{t_{m_s}}^N) dt - F^N(X_t^N) dt, \quad Y_{1,0}^N = P^N X_0, \\
dY_{2,t}^N &= F^N(X_t^N) dt, \quad Y_{2,0}^N = 0,
\end{align*}
\]
and
\[
\begin{align*}
dZ_t^N &= -A^N Z_t^N dt + S^N(t - t_{m_s})P^N G(X_{t_{m_s}}^N) dW_t, \quad Z_0^N = 0,
\end{align*}
\]
respectively.

Applying Lemma 4.2 to \(Y_{2,t}^N\) yields that
\[
\| Y_{2,t}^N \|_E \leq C \left( 1 + \int_0^t (t - s)^{-\frac{q}{2}} \| Y_{1,s}^N + Z_s^N \|_E^3 + \| Y_{1,s}^N + Z_s^N \|_{E}^\frac{q}{2} ds \right).
\]

Recall the definition \(Z_t^N\) (see \([50]\)) in the proof of Proposition 4.3. It can be observed that \(Y_{1,t}^N + Z_t^N\) has a similar expression to that of \(Z_t^N\), in which the counterpart of \(W_t^N\) is \(Z_t^N\) in this setting. Thus it suffices to prove that \(\sup_{0 \leq t \leq T} \mathbb{E}[\| Z_t^N \|^q_E] < \infty\) for \(q \geq 2\) in the multiplicative noise case. In fact, the Sobolev embedding \(H^{1/2+\epsilon} \hookrightarrow E\) with \(\epsilon > 0\), the Burkholder–Davis–Gundy inequality and the Lipschitz continuity of \(G\) give that
\[
\begin{align*}
\sup_{0 \leq t \leq T} \mathbb{E} \left[ \| Z_t^N \|^q_E \right] &\leq C \sup_{0 \leq t \leq T} \mathbb{E} \left[ \left\| \int_0^t S^N(t - t_{m_s})P^N G(X_{t_{m_s}}^N) dW(s) \right\|_{L^q(\Omega; E)}^q \right]^{\frac{2}{1+\epsilon}} \\
&\leq C \sup_{0 \leq t \leq T} \mathbb{E} \left[ \left\| \int_0^t A^\frac{1+\epsilon}{2} S^N(t - t_{m_s})P^N G(X_{t_{m_s}}^N) \right\|_{L^q(\Omega; E)}^q \right]^{\frac{2}{1+\epsilon}} \\
&\leq C \sup_{0 \leq t \leq T} \mathbb{E} \left[ \left( \int_0^t (t - s)^{-\frac{1+\epsilon}{2}} \| P^N G(X_{t_{m_s}}^N) \|_{L^q(\Omega; E)}^q ds \right) \frac{2}{1+\epsilon} \right] \\
&\leq C \sup_{0 \leq t \leq T} \left( \int_0^t (t - s)^{-\frac{1+\epsilon}{2}} (1 + \| X_{t_{m_s}}^N \|_{L^q(\Omega; E)}) ds \right) \frac{2}{1+\epsilon} \leq C.
\end{align*}
\]

The remaining proof is similar to that of Proposition 4.3 under conditions \([19] - [20]\) and hence is omitted. \(\square\)
With the above regularity estimates, one can derive the \textit{a priori} estimate in $\dot{H}^1$-norm of the solution of \AE-M by a similar approach to Proposition 4.4. Then similar to the proof of Theorem 3.2, one can obtain the following convergence order of the adaptive time-stepping scheme \AE-M.

**Proposition 6.3.** Let $d = 1$. Under conditions in Proposition 6.2 for $p \geq 4$,

$$\sup_{t \in [0,T]} \|X(t) - X_t^N\|_{L^p(\Omega; H)} \leq C(\lambda_N^{-\frac{1}{2}} + \delta^\frac{1}{2}),$$

where $X_t^N$ is the solution of \AE-M and $C := C(p, T, X_0) > 0$.

**Proof.** Similar to the proof of Theorem 3.2, we introduce the auxiliary process $\mathcal{Y}_t^N$:

$$\mathcal{Y}_t^N = S^N(t)P^N X_0 + \int_0^t S^N(t-s)F^N(X(s)) \, ds + \int_0^t S^N(t-t_m)P^N G(\mathcal{Y}_s^N) \, dW(s).$$

It can be shown that $\|\mathcal{Y}_t^N\|_{L^p(\Omega; H)} \leq C$ and $\|\mathcal{Y}_s^N - Y_t^N\|_{L^p(\Omega; H)} \leq C(t-s)^{\frac{1}{2}}$. The error can be divided into

$$\|X(t) - X_t^N\|_{L^p(\Omega; H)} \leq \|X(t) - P^N X(t)\|_{L^p(\Omega; H)} + \|P^N X(t) - \mathcal{Y}_t^N\|_{L^p(\Omega; H)} + \|\mathcal{Y}_t^N - X_t^N\|_{L^p(\Omega; H)}.$$

With the regularity of the solution $X$, we have $\|X(t) - P^N X(t)\|_{L^p(\Omega; H)} \leq C\lambda_N^{-\frac{1}{2}}\|X(t)\|_{L^p(\Omega; H)}$.

For the term $\|P^N X(t) - \mathcal{Y}_t^N\|_{L^p(\Omega; H)}$, it follows from the Burkholder–Davis–Gundy inequality that for $p \geq 2$,

$$\|P^N X(t) - \mathcal{Y}_t^N\|_{L^p(\Omega; H)} \leq \left\| \int_0^t S^N(t-s)(G(X(s)) - G(\mathcal{Y}_s^N)) \, dW(s) \right\|_{L^p(\Omega; H)}$$

$$+ \left\| \int_0^t S^N(t-s)(\text{Id} - S^N(s-t_m))G(\mathcal{Y}_s^N) \, dW(s) \right\|_{L^p(\Omega; H)}$$

$$\leq C\left[ \left\| \int_0^t |G(X(s)) - G(P^N X(s))|^2 \, ds \right\|_{L^2(\Omega)}^{\frac{1}{2}} + \left\| \int_0^t |G(P^N X(s)) - G(\mathcal{Y}_s^N)|^2 \, ds \right\|_{L^2(\Omega)}^{\frac{1}{2}} 
+ \left\| \int_0^t |S^N(t-s)(\text{Id} - S^N(s-t_m))G(\mathcal{Y}_s^N)|^2 \, ds \right\|_{L^2(\Omega)}^{\frac{1}{2}} \right]$$

$$\leq C\lambda_N^{-\frac{1}{2}} + \left( \int_0^t \|P^N X(s) - \mathcal{Y}_s^N\|^2_{L^2(\Omega; H)} \, ds \right)^{\frac{1}{2}}$$

$$+ \left\| \int_0^t |A^\frac{1}{2} S^N(t-s)A^{-\frac{1}{2}}(\text{Id} - S^N(s-t_m))G(\mathcal{Y}_s^N)|^2 \, ds \right\|_{L^2(\Omega)}^{\frac{1}{2}}$$

$$+ \left\| \int_0^t |A^\frac{1}{2} S^N(t-s)A^{-\frac{1}{2}}(\text{Id} - S^N(s-t_m))(G(\mathcal{Y}_t^N) - G(\mathcal{Y}_s^N))|^2 \, ds \right\|_{L^2(\Omega)}^{\frac{1}{2}},$$

which together with (24)-(4), the Hölder continuity of $\mathcal{Y}_t^N$ and the Grönwall inequality yields that $\|P^N X(t) - \mathcal{Y}_t^N\|_{L^p(\Omega; H)} \leq C(\lambda_N^{-\frac{1}{2}} + \delta^\frac{1}{2})$.

For the term $\|\mathcal{Y}_t^N - X_t^N\|_{L^p(\Omega; H)}$, applying the Itô formula gives

$$\|\mathcal{Y}_t^N - X_t^N\|^2 = 2 \int_0^t \left\langle X_s^N - \mathcal{Y}_s^N, -A^N(X_s^N - \mathcal{Y}_s^N) \right\rangle dt$$

$$+ 2 \int_0^t \left\langle X_s^N - \mathcal{Y}_s^N, S^N(s-t_m)F^N(X_{t_m}^N) - F^N(X(s)) \right\rangle ds.$$
\[ +2 \int_0^t \left\langle X^N_s - \gamma^N_s, S^N(s - t_{m_s})P^N(G(X^N_{t_{m_s}}) - G(\gamma^N_s))dW(s) \right\rangle \]
\[ + \int_0^t \|S^N(s - t_{m_s})P^N(G(X^N_{t_{m_s}}) - G(\gamma^N_s))\|_{L^2}^2 ds. \quad (42) \]

Then compared with the additive noise case (see (32)), the main difference of the estimation of \( \|X^N_t - \gamma^N_t\|_{L^p[0,t]} \) lies in the estimation of the last two terms in (42), which can be estimated as for \( p \geq 4 \),
\[ E \left[ \int_0^t \left\langle X^N_s - \gamma^N_s, S^N(s - t_{m_s})P^N(G(X^N_{t_{m_s}}) - G(\gamma^N_s))dW(s) \right\rangle \right] \leq C E \left[ \left( \int_0^t \|X^N_s - \gamma^N_s\|^2_{L^2} + \|G(X^N_{t_{m_s}}) - G(\gamma^N_s)\|_{L^2}^2 \right) \right] \]
\[ \leq C \int_0^t E[\|X^N_s - \gamma^N_s\|^p] ds + C\delta^2, \]
and
\[ E \left[ \int_0^t \|S^N(s - t_{m_s})P^N(G(X^N_{t_{m_s}}) - G(\gamma^N_s))\|_{L^2}^2 ds \right] \]
\[ \leq C \int_0^t E[\|X^N_s - \gamma^N_s\|^p] ds + C\delta^2, \]
respectively, where the Hölder continuity of \( X^N_t \), the Hölder inequality, the Young inequality and the Lipschitz condition of \( G \) are used. Hence, similar to the proof of (32), one can obtain that \( \|X^N_t - \gamma^N_t\|_{L^p[0,t]} \leq C \lambda^\frac{1}{2} N^{\frac{1}{2}} + \delta^2. \) This finishes the proof. \( \square \)

Note that the proof of Proposition 6.2 is not applicable for the case of \( d > 1 \) due to that the Sobolev embedding \( H^\frac{d}{2} \hookrightarrow E \) requires a higher space regularity. Hence other skills are needed to obtain the regularity estimate of \( \text{AE-M} \) in \( E \)-norm. We leave this as the future work and attempt to study it in the future.

7. Numerical experiments

In this section, we present numerical experiments for the trace-class noise case and the space-time white noise case to verify the previous theoretical results, respectively. Meanwhile, some alternative choices of the adaptive timestep function are given.

Consider the following stochastic Allen–Cahn equation with the generalized Q-Wiener process:
\[
\begin{align*}
\frac{\partial u}{\partial t} &= \frac{\partial^2 u}{\partial x^2} + u - u^3 + \tilde{W}(t, x), \quad t \in (0, 1), \ x \in (0, 1), \\
u(0, x) &= \sqrt{2}\sin(\pi x), \quad x \in (0, 1), \\
u(t, 0) &= v(t, 1) = 0, \quad t \in (0, 1).
\end{align*}
\]

(43)

For the trace-class noise case, we choose \( Q \) such that \( Qe_i = \frac{1}{i}e_i, \ i \geq 1 \), which implies that \( tr(Q) < \infty \) and Assumption 2 holds for some \( \beta \in [1, 2] \). For the space-time white noise case, i.e., \( Q = \text{Id} \), Assumption 2 holds for \( \beta \in (0, \frac{1}{2}) \).

We are going to compare the performance of adaptive schemes with the scheme with a uniform timestep. The scheme with a uniform timestep is chosen as the tamed exponential integrator (TE), see e.g. [30]. In the following, error bounds are measured in root-mean-square (RMS) sense at the end point \( T = 1 \), caused by spatio-temporal discretization. And
the expectations are approximated by computing averages over 1000 samples. The infinite-dimensional Hilbert space $L^2(0, 1)$ is approximated through the finite-dimensional subspace spanned by the first $2^{10}$ eigenfunctions of the Laplacian, i.e., in the spectral Galerkin method, we take $N = 2^{10}$. Since the exact solution cannot be given explicitly, we take the solution generated by the same method with a timestep which is three times smaller as the reference solution. Numerical experiments are tested by Matlab R2017a in MacBook Pro (13-inch, 2019, Two Thunderbolt 3 ports).

Besides [23], there are other choices for the backstop scheme $\Psi$, for example, the nonlinearity-truncated exponential integrator (see [2, Eq. (6)])

$$\Psi(x, h, y) = S^N(h) \left( x + hF^N(x)\chi_{\{\|x\|_{L^2(\chi)} \leq h^{-1}\}} + y \right),$$  \hspace{1cm} (44)

and the linear-implicit nonlinearity-truncated scheme (see [2, Eq. (7)])

$$\Psi(x, h, y) = (\text{Id} - A^Nh)^{-1} \left( x + hF^N(x)\chi_{\{\|x\|_{L^2(\chi)} \leq h^{-1}\}} + y \right).$$  \hspace{1cm} (45)

Hence, for the coupled scheme [22], when the backstop scheme $\Psi$ is chosen to be [44] or [45], we get two coupled schemes denoted by (CAU 2) and (CAU 3), respectively. Similarly, for the coupled scheme [25], when the backstop scheme $\Psi$ is chosen to be [23], [44] or [45], we get three coupled schemes denoted by (CAU a), (CAU b) and (CAU c), respectively.

7.1. Trace-class noise. We show the experiment results for the trace-class noise case in this subsection. For the trace-class noise case, the seven methods tested are: the scheme $\text{TE}$ which is with the uniform timestep, schemes (CAU 1), (CAU 2), (CAU 3), (CAU a), (CAU b) and (CAU c) which are with the adaptive timestep. Recall that $\tau^\delta$ is the refined timestep function controlled by the scalar parameter $\delta \in (0, 1)$ and satisfies Assumption 5. We choose the following two types of adaptive timestep functions:

type 1:

$$\tau_{11}^\delta(X) = \delta \tau_{11}(X) \text{ with } \tau_{11}(X) = \left( \frac{\|X\| + 0.5}{2\|F(X)\| + 1.8} \right)^\frac{1}{4},$$

$$\tau_{12}^\delta(X) = \delta \tau_{12}(X) \text{ with } \tau_{12}(X) = \min \left\{ \frac{2\|X\|_{L^2}^{1.01} + 0.01}{\|X\|_{L^6}^{1.01} + 0.01}, \left( \frac{\|X\| + 0.2}{\|F(X)\| + 0.8} \right)^\frac{1}{4} \right\},$$

type 2:

$$\tau_{21}^\delta(X) = \delta \tau_{21}(X) \text{ with } \tau_{21}(X) = \left( \frac{1.1}{\|F(X)\| + 3.2} \right)^\frac{1}{3},$$

$$\tau_{22}^\delta(X) = \delta \tau_{22}(X) \text{ with } \tau_{22}(X) = \min \left\{ \frac{\|X\|^{2} + 0.01}{\|X\|_{L^6}^{0.01} + 0.04}, \left( \frac{1.1}{\|F(X)\| + 3.2} \right)^\frac{1}{3} \right\},$$

where $\delta = 2^{-l}, l = 2, \ldots, 7$. Here, $\tau_{11}, \tau_{21}$ are adaptive timestep functions for (CAU 1), (CAU 2) and (CAU 3), and $\tau_{12}, \tau_{22}$ are adaptive timestep functions for (CAU a), (CAU b) and (CAU c). In type 1, we let $L_2(\omega) = \|X(\omega)\| + c$ with $X$ being the reference solution or numerical solution, $c = 0.5$ in $\tau_{11}^\delta$ and $c = 0.2$ in $\tau_{12}^\delta$, and $L_2 = \frac{3}{2}$. In type 2, we let $L_2 = 1.1$ and $L_2 = 2$ independent of $\omega$. One can verify that the type 1 and type 2 timestep functions satisfy Assumption 5.

The comparisons of the seven schemes with type 1 and type 2 timestep functions are presented in Figure 1 and Figure 2 respectively, where the left ones are about the RMS error against the average number of timesteps, and the right ones are about the RMS error against the CPU time. Recall [18] and [20], and set $\tau_{min} = 0.2\delta$, $\zeta_1 = 3$, $q_0 = 1$ and $\zeta_2 = 4$ for type 1.
and type 2. The length of a timestep for TE is set by $\tau_{\text{min}}$. From Figures 1 and 2, we observe that the convergence orders in the temporal direction of these seven schemes are slightly bigger than $\frac{1}{2}$. As for the type 1 timestep function, for a given RMS error, we see from Figure 1(a) that the adaptive schemes cost slightly fewer numbers of timesteps than TE which has the uniform timestep. And we observe from Figure 1(b) that the adaptive schemes cost less CPU time than TE for a given RMS error. A similar phenomenon is observed from Figure 2 for the type 2 timestep function. These mean that for the type 1 and type 2 timestep functions, the adaptive schemes perform slightly better than TE which uses the uniform timestep.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{RMS error for numerical schemes with trace-class noise for type 1}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{RMS error for numerical schemes with trace-class noise for type 2}
\end{figure}

\begin{table}[h]
\begin{tabular}{cccccccc}
\hline
& CAU 1 & CAU 2 & CAU 3 & CAU a & CAU b & CAU c & TE \\
Type 1 & 81.78 & 82.80 & 82.83 & 77.66 & 77.00 & 86.08 & 93.52 \\
Type 2 & 76.84 & 82.74 & 79.54 & 87.29 & 88.75 & 86.55 & 93.52 \\
\hline
\end{tabular}
\caption{Time in seconds ($\delta = 2^{-6}$)}
\end{table}
We list the CPU time costed by these schemes with the type $i$ ($i = 1, 2, 3$) timestep functions in Table 1. Here, the uniform timestep is $\tau_{\min} = 0.2\delta$ with $\delta = 2^{-6}$. The critical parameter for (CAU 1)-(CAU 3) is $\tau_{\min}$, and that for (CAU a)-(CAU c) is $(\zeta_1\|X\|^q_0 + \zeta_2)^{-1}$ with $\zeta_1 = 3, \zeta_2 = 4, q_0 = 1$. And 1000 realizations are calculated. It can be observed that the coupled schemes are in a lower computational cost in terms of the CPU time compared with TE that uses the uniform timestep. This can be explained by Figure 3, since coupled schemes like (CAU 1) and (CAU c) use many large timesteps compared with the uniform timestep, which may reduce the computational cost of the schemes.

7.2. **Space-time white noise.** We show the experiment results for the space-time white noise case in this subsection. For the space-time white noise case, the four schemes tested are: the scheme TE which is with the uniform timestep, schemes (CAU 1), (CAU 2) and (CAU 3) which are with the adaptive timestep. We choose the following adaptive timestep function for the considered three adaptive schemes:

*type 3:*

$$\tau^\delta_{31}(X) = \delta\tau_{31}(X) \quad \text{with} \quad \tau_{31}(X) = \left(\frac{1.1}{\|F(X)\| + 3}\right)^{\frac{4}{3}},$$

where $\delta$ is the same as before. In this case, the *type 3* timestep function can also be verified to satisfy Assumption 3.

For space-time white noise case, Figure 4 shows the comparison of RMS error against the number of timesteps and CPU time. It can be gained from Figure 4 that the convergence orders in the temporal direction of the four schemes are $\frac{4}{3}$. For a given RMS error, we see from Figure 4 (a) that the adaptive schemes cost slightly fewer numbers of timesteps than TE which uses the uniform timestep. And we observe from Figure 4 (b) that the adaptive schemes cost less CPU time than TE for a given RMS error. The total time for these schemes with *type 3* timestep function is listed in Table 2, from which we can see that the coupled schemes are in a lower computational cost in terms of the CPU time. These mean that for the *type 3* timestep function, the adaptive schemes still perform slightly better than TE which uses the uniform timestep.

At the end of this section, we present the experiment result of the multiplicative noise case in one dimensional case with the diffusion coefficient $G(X)(x) = X(x) + 1, x \in \mathcal{O}$ and the trace-class operator $Q$ satisfying $Qe_i = \frac{1}{i^2}e_i, i \geq 1$. Here, we only take *type 1* timestep
functions as an example, which are taken as

\[
\tau_{11}(X) = \delta \left( \frac{\|X\|}{\|F(X)\| + 1.4} \right)^{\frac{4}{3}}, \quad \tau_{12}(X) = \delta \min \left\{ \frac{2\|X\|_{L^4}}{\|F(X)\|_{L^4} + 0.01}, \frac{\|X\|_{L^6}^{\frac{4}{3}}}{\|F(X)\|_{L^6}^{\frac{4}{3}} + 0.01}, \left( \frac{\|X\| + 0.3}{\|F(X)\| + 0.8} \right)^{\frac{4}{3}} \right\}.
\]

Figure 5 shows the comparison of RMS error against the number of timesteps and CPU time, which implies the convergence orders in the temporal direction of schemes are \( \frac{1}{2} \). For a given RMS error, it can be observed that in Figure 5 (a), the adaptive schemes cost slightly fewer number of timesteps than TE with the uniform timestep, and that in Figure 5 (b), the adaptive schemes cost less CPU time than TE. The total CPU time is listed in Table 3, from which we can see that the coupled schemes are in a lower computational cost in terms of the CPU time. These show the better performance of adaptive schemes for the multiplicative noise case.
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**Figure 4.** RMS error for numerical schemes with space-time white noise

| CAU 1 | CAU 2 | CAU 3 | TE |
|-------|-------|-------|----|
| Type 3 | 82.80 | 81.98 | 77.85 | 102.62 |

**Table 2.** Time in seconds (\( \delta = 2^{-6} \))
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**Figure 5.** RMS error for numerical schemes of multiplicative noise case
Proof of Lemma 4.1. (i) Let \( u = \sum_{i=1}^{\infty} (u, e_i)e_i \). Then the Hölder inequality gives that

\[
\|A^\rho P^N S(t)u\|_E = \sup_{x \in \Omega} \left| \sum_{i=1}^{N} e^{-\lambda_i t} \lambda_i^\rho \langle u, e_i \rangle e_i(x) \right| \leq C \sum_{i=1}^{N} e^{-\lambda_i t} \lambda_i^\rho |\langle u, e_i \rangle| \\
\leq C \left( \sum_{i=1}^{N} \lambda_i^\rho e^{-2\lambda_i t} \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N} |\langle u, e_i \rangle|^2 \right)^{\frac{1}{2}} \leq C \left( \sum_{i=1}^{N} \frac{\rho}{2} e^{-c t i^2 / d} \right)^{\frac{1}{2}} \|u\|.
\]

By the monotonicity of the function \( y^{4\rho/d} e^{-cy^2/d} \) w.r.t. \( y \in (0, \infty) \), which takes the maximum value at the point \( y = (2\rho/d)^{2/d} \), and letting \( i_0 := \lfloor (2\rho/d)^{2/d} \rfloor \) with \( \lfloor \cdot \rfloor \) being the floor function, we have

\[
\sum_{i=1}^{\infty} i^{4\rho/d} e^{-c t i^2 / d} = \int_{0}^{\infty} y^{4\rho/d} e^{-c y^2 / d} dy \\
\leq \frac{2\rho}{d} \nu^{2 \rho} - 2 \rho + \int_{0}^{\infty} y^{4\rho/d} e^{-c y^2 / d} dy \\
\leq C(\rho, d) \left( \frac{1}{\nu^{2 \rho}} + \frac{1}{\nu^{2 \rho + 1}} \int_{0}^{\infty} z^{2 \rho + \frac{d}{2} - 1} e^{-cz} dz \right) \leq C(\rho, d) \left( \frac{1}{\nu^{2 \rho}} + \frac{1}{\nu^{2 \rho + 1} + \frac{d}{2}} \right),
\]

where in the last step we have used the fact that \( \int_{0}^{\infty} z^{2 \rho + \frac{d}{2} - 1} e^{-cz} dz = e^{-c \rho - \frac{d}{2}} \Gamma(2 \rho + \frac{d}{2}) \) with \( \Gamma \) being the Gamma function. Applying the inequality \( (a + b)^{\frac{1}{2}} \leq a^{\frac{1}{2}} + b^{\frac{1}{2}} \) leads to the desired result.

(ii) By the Hölder inequality, we obtain

\[
\|P^N S(t)u\|_E = \sup_{x \in \Omega} \left| \sum_{i=1}^{N} e^{-\lambda_i t} \lambda_i^\rho \langle u, e_i \rangle e_i(x) \right| \leq C \sum_{i=1}^{N} e^{-\lambda_i t} \lambda_i^\rho |\langle u, e_i \rangle| \\
\leq C \left( \sum_{i=1}^{N} e^{-2\lambda_i t} \lambda_i^\rho \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N} \lambda_i^\rho |\langle u, e_i \rangle|^2 \right)^{\frac{1}{2}} \leq C \left( \int_{0}^{\infty} y^{-2 \rho/d} e^{-c y^2 / d} dy \right)^{\frac{1}{2}} \|u\|_\rho \\
\leq C(\rho, d) \left( \int_{0}^{\infty} z^{-\rho + \frac{d}{2} - 1} e^{-cz} dz \right)^{\frac{1}{2}} \|u\|_\rho \leq C(\rho, d) \nu^{2 \rho - \frac{d}{2}} \|u\|_\rho,
\]

where in the last step we have used the fact that \( \int_{0}^{\infty} z^{-\rho + \frac{d}{2} - 1} e^{-cz} dz = e^{-\rho - \frac{d}{2}} \Gamma(-\rho + \frac{d}{2}) \) for \( \rho \in [0, \frac{d}{2}) \). The proof is finished.

Proof of Lemma 4.2. By Lemma 4.1 (ii) with \( \rho = 0 \) and the Sobolev embedding \( \dot{H}^1 \hookrightarrow L^6(\Omega) \), we get

\[
\|v_t^N\|_E \leq C \int_{0}^{t} (t - s)^{-\frac{d}{2}} (1 + \|\nabla v_s^N\|^3 + \|z_s^N\|_{L^6(\Omega)}^3) ds. \tag{46}
\]
The Taylor formula, the Young inequality, the Gagliardo–Nirenberg inequality $\|u\|_{L^q(\Omega)} \leq C(\|u\|_1 + \|u\|_{L^2(\Omega)})$ for $u \in H^2$ with $\alpha = \frac{(q_1 - 2)d}{4q_1} \in (0, 1]$, $\eta_1 > 2$, $\eta_2 > 0$ imply that

$$\|\nabla v_t^N\|^2 = \int_0^t \left( -2\|Av_s^N\|^2 + 2\langle \nabla v_s^N, \nabla F^N(v_s^N + z_s^N) \rangle \right) \, ds$$

$$\leq -(2 - \epsilon) \int_0^t \|Av_s^N\|^2 \, ds$$

$$+ C(\epsilon) \int_0^t \left( 1 + \|v_s^N\|^4_{L^4(\Omega)}(\|z_s^N\|^2_E + 1) + \|v_s^N\|^2\|z_s^N\|^2 + \|z_s^N\|^6 + \|v_s^N\|^2 \right) \, ds$$

$$\leq -(2 - \epsilon) \int_0^t \|Av_s^N\|^2 \, ds + C(\epsilon) \int_0^t \left( 1 + \|v_s^N\|^4_{L^4(\Omega)}(\|z_s^N\|^2_E + 1) + \|v_s^N\|^2 + \|z_s^N\|^6 \right) \, ds,$$  \hspace{1cm} (47)

where in the second step we use the fact that $\langle \nabla v_s^N, 3\alpha_2 (v_s^N)^2 \nabla v_s^N \rangle \leq 0$, and in the third step we take $\eta_1 = 4$, $\eta_2 = 2$. Using the Taylor formula again, and combining (46) and the Young inequality give that

$$\|v_t^N\|^2 \leq -2 \int_0^t \|\nabla v_s^N\|^2 \, ds + 2L0 \int_0^t \|v_s^N\|^2 \, ds + 2 \int_0^t \langle v_s^N, F^N(z_s^N) \rangle \, ds$$

$$\leq 2L0 \int_0^t \|v_s^N\|^2 \, ds + C \int_0^t \left( 1 + \|v_s^N\|^2 + \|z_s^N\|^6 \right) \, ds,$$

which yields that $\|v_t^N\|^2 \leq Ce^{(2L0 + C)T} \int_0^t (1 + \|z_s^N\|^6) \, ds$ due to the Grönwall inequality. This, together with (47) leads to

$$\sup_{0 \leq s \leq t} \|\nabla v_s^N\|^2 \leq C \left[ \sup_{0 \leq s \leq t} \|v_s^N\|^2_{L^4(\Omega)} \int_0^t \left( \|z_s^N\|^2_E + 1 \right) \, ds + \int_0^t \left( 1 + \|z_s^N\|^6 \right) \, ds + \sup_{0 \leq s \leq t} \|v_s^N\|^6 \right]$$

$$\leq C \left[ 1 + \left( \int_0^t (1 + \|z_s^N\|^8) \, ds \right)^{\frac{8 - d}{4 - d} + 1} \right].$$

Plugging the above inequality into the right-hand side of (46), one has

$$\|v_t^N\|_E \leq C \int_0^t (t - s)^{-\frac{d}{4}} (1 + \|z_s^N\|^3_E) \, ds + C \sup_{0 \leq s \leq t} \|\nabla v_s^N\|^3$$

$$\leq C \int_0^t (t - s)^{-\frac{d}{4}} (1 + \|z_s^N\|^3_E) \, ds + C \left[ 1 + \left( \int_0^t (1 + \|z_s^N\|^8) \, ds \right)^{\frac{8 - d}{4 - d} + 1} \right]^\frac{3}{2}$$

$$\leq C \left[ 1 + \int_0^t \left( (t - s)^{-\frac{d}{4}} \|z_s^N\|^3_E + \|z_s^N\|^6 \right) \, ds \right],$$

where we have used the fact that $\frac{3}{2} \left( \frac{8 - d}{4 - d} + 1 \right) \leq 9 < d \leq 3$. The proof is finished. \hfill \Box

**Proof of Proposition 4.3.** First, define a sequence of non-increasing events as follows:

$$\Omega_t := \left\{ \omega \in \Omega : \sup_{j \in \{0, 1, \ldots, m_t(\omega)\}} (\tau_0^j)^\alpha \|X_t^N(\omega)\|_E \leq 1 \right\}, \quad 0 \leq t \leq T$$

with $\alpha > 0$ being determined later. It is clear that $\chi_{\Omega_t} \in F_t$. Note that one can always choose $\delta > 0$ sufficiently small so that $\mathbb{P} \left( \left\{ (\tau_0^j)^\alpha \|X_0^N\|_E > 1 \right\} \right) \leq (T\delta)^\alpha \mathbb{E}[\|X_0^N\|_E] < 1$, and hence
$\mathbb{P}(\Omega_0) > 0$, which implies $\Omega_0 \neq \emptyset$. Intuitively, $\Omega_t$ is the event that the $E$-norm of the numerical solution can be bounded by timestep sizes with a certain order before time $t$ (including $t$).

We claim that

$$
\mathbb{E} \left[ \chi_{\Omega_t} \| X_t^N \|^p_{E} \right] \leq C \left( p, T, L_1, L_2, \| A^{\frac{\beta}{2}} Q \|_{L_2(H)}, \| X_0 \|_{L^q_1(\Omega; H^\beta)}, \| P^N X_0 \|_{L^q_1(\Omega; E)} \right)
$$

(48)

and

$$
\mathbb{E} \left[ \chi_{\Omega_t} \| X_t^N \|^p_{E} \right] \leq C \left( p, T, \tau_{\text{min}}, L_1, L_2, \| A^{\frac{\beta-1}{2}} Q \|_{L_2(H)}, \| X_0 \|_{L^q_2(\Omega; H^\beta)}, \| P^N X_0 \|_{L^q_2(\Omega; E)} \right)
$$

(49)

with $q_1, q_2 > 0$ sufficiently large, whose proofs are given in Step 1 and Step 2, respectively. Once we prove (48) and (49), the proof of (27) is finished due to the Minkowski inequality.

**Step 1: Proof of (48).**

Let

$$
Z_t^N := S^N(t)P^N X_0 + \int_0^t S^N(t - s) F^N(X_{t_m}^N) ds - \int_0^t S^N(t - s) F^N(X_s^N) ds + W^N_A(t),
$$

(50)

where $W_A(t) := P^N W_A(t)$ with $W_A(t) = \int_0^t S(t - s) dW(s)$. Then $X_t^N = \int_0^t S^N(t - s) F^N(X_s^N) ds + Z_t^N$. Let $\bar{X}_t^N := X_t^N - Z_t^N$. It satisfies

$$
\left\{ \begin{array}{l}
\frac{d\bar{X}_t^N}{dt} = (-A^N \bar{X}_t^N + F^N(X_t^N + Z_t^N)) dt, \quad t \in (0, T], \\
\bar{X}_0^N = 0.
\end{array} \right.
$$

Then applying Lemma 4.2 yields that

$$
\| \chi_{\Omega_t} \| X_t^N \|_{E} \|_{L^p(\Omega)} \leq C \int_0^t \left( 1 + (t - s)^{-\frac{4}{q}} \right) \| \chi_{\Omega_t} \| Z_s^N \|_{E} \|_{L^{3p}(\Omega)} + \| \chi_{\Omega_t} \| Z_s^N \|_{E} \|_{L^{72p}(\Omega)} ds.
$$

(51)

It follows from the definition of $Z_s^N$ that for $0 \leq s \leq t$,

$$
\chi_{\Omega_t} \| Z_s^N \|_{E} \leq \| S^N(s) P^N X_0 \|_{E} + \chi_{\Omega_t} \left\| \int_0^s S^N(s - r)(F^N(X_{t_m}^N) - F^N(X_r^N)) dr \right\|_{E}
$$

$$
+ \chi_{\Omega_t} \left\| \int_0^s (S^N(s - t_m) - S^N(s - r)) F^N(X_{t_m}^N) dr \right\|_{E} + \| W^N_A(s) \|_E
$$

$$
=: \| S^N(s) P^N X_0 \|_{E} + I_0(s) + I_1(s) + \| W^N_A(s) \|_E.
$$

(52)

**Estimate of $I_0$.** Since

$$
X_t^N = S^N(r - t_m) X_{t_m}^N + \int_{t_m}^r S^N(r - s) F^N(X_{t_m}^N) ds + W_A^N(r - S^N(r - t_m)) W_A^N(t_m),
$$

(53)

and by the contractivity of the semigroup in $E$, i.e., $\| S(t) u \|_E \leq \| u \|_E$, [17], Assumption 5, and Lemma 4.1 (ii) with $\rho = 0$, we obtain

$$
\chi_{\Omega_t} \| X_t^N \|_{E} \leq \chi_{\Omega_t} \left( \| X_{t_m}^N \|_{E} + C \int_{t_m}^r (r - t_m)^{-\frac{4}{q}} \| F^N(X_{t_m}^N) \| ds + \| W_A^N(r) \|_E + \| W_A^N(t_m) \|_E \right)
$$

$$
\leq \chi_{\Omega_t} \left( \| X_{t_m}^N \|_{E} + C (\tau_{t_m})^{1 - \frac{q}{4}} \| F^N(X_{t_m}^N) \| + \| W_A^N(r) \|_E + \| W_A^N(t_m) \|_E \right)
$$
where we have used the definition of $\Omega_t$ to (18) and Assumption 5. We deduce from Lemma 4.1 (ii) that

$$\chi_t \|X_r^n - X_{tm}^n\| \leq \|I(s) - I(t_m)\| P^N X_0 + \chi_t \int_0^{t_m} S(t_m - t_m) P^N(X_{tm}^n) du$$

$$- \int_0^{t_m} S(t_m - t_m) F^N(X_{tm}^n) du + \|P^N(W_A(r) - W_A(t_m))\|$$

$$\leq (t_{tm})^{\frac{\alpha}{2}} \|P^N X_0\| + \chi_t \int_0^{t_m} S(t_m - t_m)(S(r - t_m) - Id) F^N(X_{tm}^n) du$$

$$+ \chi_t \int_0^{t_m} S(t_m - t_m) P^N(X_{tm}^n) du + \|P^N(W_A(r) - W_A(t_m))\|$$

$$\leq C(L_2)(\tau_{tm})^{\frac{\beta + 1}{2} - \epsilon}(1 + \|X_0\| + \|W_A(r) - W_A(t_m)\|) \left(1 + \frac{|W_A(r) - W_A(t_m)|}{\tau_{tm}^{\frac{\beta + 1}{2}}}\right), \quad (55)$$

where $0 < \epsilon \ll 1$, and in the last step we used $\tau_{tm} \leq T^{-1} + \tau_{tm}^{-1}$ due to (15) and Assumption 5. We deduce from Lemma 4.1 (ii) with $\rho = 0$, (17), and (54) that

$$I_0(s) \leq \chi_t \int_0^{s} (s - r)^{-\frac{\alpha}{2}} \|F(X_r^n) - F(X_{tm}^n)\| dr$$

$$\leq C(L_1) \chi_t \int_0^{s} (s - r)^{-\frac{\alpha}{2}} \left(1 + \|X_r^n\| + \|X_{tm}^n\|\right) \|X_r^n - X_{tm}^n\| dr$$

$$\leq C(L_1, L_2) \chi_t \int_0^{s} (s - r)^{-\frac{\alpha}{2}} \left(1 + \|X_r^n\| + \|W_A^n(r)\| + \|W_A(t_m)\|\right) \|X_r^n - X_{tm}^n\| dr,$$

which together with (55) leads to

$$I_0(s) \leq C(L_1, L_2) \chi_t \int_0^{s} (s - r)^{-\frac{\alpha}{2}} \left(1 + \|X_r^n\| + \|W_A^n(r)\| + \|W_A(t_m)\|\right) \times$$

$$\left(1 + \frac{|W_A(r) - W_A(t_m)|}{\tau_{tm}^{\frac{\beta + 1}{2}}}\right) dr$$

$$\leq C(L_1, L_2) \int_0^{s} (s - r)^{-\frac{\alpha}{2}} \left(1 + \|W_A^n(r)\| + \|W_A^n(t_m)\|\right) \left(1 + \frac{|W_A(r) - W_A(t_m)|}{\tau_{tm}^{\frac{\beta + 1}{2}}}\right) dr,$$

where we have used the definition of $\Omega_t$ and taken $\alpha \in (0, \frac{\beta + 1}{2})$. Taking $L^\tilde{p}(\Omega)$-norm ($\tilde{p} \geq 2$) on both sides of the above equation, and applying the Minkowski inequality and the Hölder inequality, we derive

$$\|I_0(s)\|_{L^\tilde{p}(\Omega)} \leq C(L_1, L_2) \int_0^{s} (s - r)^{-\frac{\alpha}{2}} \left(1 + \|W_A^n(r)\| + \|W_A^n(t_m)\|\right) \left(1 + \frac{|W_A(r) - W_A(t_m)|}{\tau_{tm}^{\frac{\beta + 1}{2}}}\right) dr.$$
Note that \( \sup_{t \in [0,T]} \|A^{\beta/2}W_A(t)\|_{L^{2\beta}(\Omega;H)} \leq C \) and (3) imply the Hölder continuity of \( W_A \)

\[
\|W_A(r) - W_A(t_{m_r})\|_{L^{2\beta}(\Omega;H)} \leq |A^{\beta/2}(s - t_{m_r})\|_{L^{2\beta}(\Omega;H)} \|W_A(t_{m_r})\|_{L^{2\beta}(\Omega;H)}
\]

\[
+ \left\| \int_{t_{m_r}}^r S(r - t_{m_r})dW(u) \right\|_{L^{2\beta}(\Omega;H)} \leq C(\tilde{p}, \|A^{\beta/2}Q^{1/2}_s\|_{\mathcal{L}_2(H)})(\tau_{m_r}^{\delta})^{\beta/2},
\]

which combining properties of the conditional expectation gives

\[
\mathbb{E}\left[ \left( \frac{\|W_A(r) - W_A(t_{m_r})\|}{(\tau_{m_r}^{\delta})^{\beta/2}} \right)^{2\tilde{p}} \right] = \mathbb{E}\left[ \mathbb{E}\left( \frac{\|W_A(r) - W_A(t_{m_r})\|^{2\tilde{p}}}{(\tau_{m_r}^{\delta})^{2\beta\times2\tilde{p}}} | F_{t_{m_r}} \right) \right]
\]

\[
= \mathbb{E}\left[ (\tau_{m_r}^{\delta})^{-\beta/2 \times 2\tilde{p}} \mathbb{E}\left( \|W_A(r) - W_A(t_{m_r})\|^{2\tilde{p}} | F_{t_{m_r}} \right) \right] \leq C(\tilde{p}, \|A^{\beta/2}Q^{1/2}_s\|_{\mathcal{L}_2(H)}).
\]

Similar as the proof of (13), we have

\[
\sup_{0 \leq t \leq T} \mathbb{E}\left[ \|W_A(t)\|_{E}^{4\tilde{p}} \right] < \infty. \tag{56}
\]

Therefore, we arrive at

\[
\sup_{0 \leq s \leq t} \|I_0(s)\|_{L^{2\beta}(\Omega)} \leq C(\tilde{p}, T, L_1, L_2, \|A^{\beta/2}Q^{1/2}_s\|_{\mathcal{L}_2(H)})(1 + \|X_0\|_{L^{2\beta}(\Omega;H^\alpha)}).
\]

Estimate of \( I_1 \). Applying Lemma 4.1 (i) with \( \rho = 1 - \frac{d}{4} - \epsilon =: \rho_0 \) and (3) yields that for \( 0 \leq s \leq t \),

\[
I_1(s) = \chi_{\Omega_t} \left( \int_0^s A^{\rho_0}S^N(s - r)A^{-\rho_0}(S^N(r - t_{m_r}) - \text{Id})F^N(X^N_{t_{m_r}})dr \right)_{E}
\]

\[
\leq C(L_1)\chi_{\Omega_t} \int_0^s \left( (s - r)^{-\rho_0} + (s - r)^{-\rho_0 - \epsilon}\right)^{1/2}(\tau_{m_r}^{\delta})^{\rho_0}(1 + \|X^N_{t_{m_r}}\|_{E}^3)dr
\]

\[
\leq C(L_1) \int_0^s \left( (s - r)^{-\rho_0} + (s - r)^{-\rho_0 - \epsilon}\right)dr,
\]

where we have used the definition of \( \Omega_t \) and taken \( \alpha \in (0, \frac{\rho_0}{3}) \). Therefore, we get \( \sup_{0 \leq s \leq t} \|I_1(s)\|_{L^{2\beta}(\Omega)} \leq C(\tilde{p}, T, L_1) \).

Combining estimates of \( I_0 \) and \( I_1 \), and taking parameter \( \alpha \) in \( \Omega_t \) as \( \alpha = \alpha_0 := \left( \frac{\beta\alpha_{1/2}^{d/4}}{2} \right) - \epsilon \), we derive that

\[
\sup_{s \in [0,T]} \left[ \|\chi_{\Omega_t} Z^{N}_{s}\|_{E}^{3}_{L^{2\beta}(\Omega)} + \|\chi_{\Omega_t} Z^{N}_{s}\|_{E}^{72}_{L^{72\beta}(\Omega)} \right]
\]

\[
\leq C(p, T, L_1, L_2, \|A^{\beta/2}Q^{1/2}_s\|_{\mathcal{L}_2(H)}, \|P^N X_0\|_{L^{72\beta}(\Omega;E)}, \|X_0\|_{L^{144\beta}(\Omega;H^{\beta\alpha})}).
\]

Then (51) can be estimated as

\[
\left\| \chi_{\Omega_t} X^{N}_{t}\right\|_{E} \leq C(p, T, L_1, L_2, \|A^{\beta/2}Q^{1/2}_s\|_{\mathcal{L}_2(H)}, \|P^N X_0\|_{L^{72\beta}(\Omega;E)}, \|X_0\|_{L^{144\beta}(\Omega;H^{\beta\alpha})}),
\]

which leads to

\[
\left\| \chi_{\Omega_t} X^{N}_{t}\right\|_{E} \leq \left\| \chi_{\Omega_t} X^{N}_{t}\right\|_{E} + \left\| \chi_{\Omega_t} Z^{N}_{t}\right\|_{E} \leq C(p, T, L_1, L_2, \|A^{\beta/2}Q^{1/2}_s\|_{\mathcal{L}_2(H)}, \|P^N X_0\|_{L^{72\beta}(\Omega;E)}, \|X_0\|_{L^{144\beta}(\Omega;H^{\beta\alpha})}).
\]

\[
\tag{57}
\]
Step 2: Proof of (49). Recall that in Step 1 we take $\alpha = \alpha_0$. Note that for $0 \leq t \leq T$, 
$$
\Omega^c_t = \Omega_{t_{ms}}^c \cup \left\{ \omega \in \Omega : (\tau_{ms}^\delta)^{\alpha_0} \| X_{t_{ms}}^N (\omega) \|_E > 1 \right\}.
$$
Hence, by iteration,
$$
\chi_{\Omega^c_t}(\omega) = \chi_{\Omega_{t_{ms}}^c}(\omega) + \chi_{\Omega_{t_{ms}}}(\omega) \cdot \chi_{\{ (\tau_{ms}^\delta)^{\alpha_0} \| X_{t_{ms}}^N \|_E > 1 \}}(\omega)
= \sum_{j=0}^{m^L(\omega)} \chi_{\Omega_{t_{j-1}}}(\omega) \cdot \chi_{\{ (\tau_{j}^\delta)^{\alpha_0} \| X_{t_{j}}^N \|_E > 1 \}}(\omega),
$$
where $\chi_{\Omega_{t_{j-1}}} := 1$. Then for $0 \leq t \leq T$, combining the Hölder inequality yields
$$
\mathbb{E} \left[ \chi_{\Omega^c_t} \| X_t^N \|_E^p \right] = \mathbb{E} \left[ \sum_{j=0}^{m_L(\omega)} \| X_t^N \|_E^p \cdot \chi_{\Omega_{t_{j-1}}} \cdot \chi_{\{ (\tau_{j}^\delta)^{\alpha_0} \| X_{t_{j}}^N \|_E > 1 \}} \right]
= \mathbb{E} \left[ \sum_{j=0}^{m_L(\omega)} \left( \chi_{\Omega_{t_{j-1}}} \cdot \chi_{\{ (\tau_{j}^\delta)^{\alpha_0} \| X_{t_{j}}^N \|_E > 1 \}} \right) \| X_{t_{j}}^N \|_E^p \right]
\leq \mathbb{E} \left[ \sup_{0 \leq t_0 \leq T} \left( \frac{1}{r_j^\delta} \right) \int_0^t \chi_{\Omega_{t_{ms}}} \cdot \chi_{\{ (\tau_{ms}^\delta)^{\alpha_0} \| X_{t_{ms}}^N \|_E > 1 \}} ds \| X_t^N \|_E^p \right]
\leq \left( \mathbb{E} \left[ \sup_{0 \leq t_0 \leq T} \left( \frac{1}{r_j^\delta} \right) \right] \right)^{\frac{1}{3}} \left( \mathbb{E} \left[ \int_0^t \chi_{\Omega_{t_{ms}}} \cdot \chi_{\{ (\tau_{ms}^\delta)^{\alpha_0} \| X_{t_{ms}}^N \|_E > 1 \}} ds \right] \right)^{\frac{1}{3}} \left( \mathbb{E} \left[ \| X_t^N \|_E^{3p} \right] \right)^{\frac{1}{3}}.
$$
It can be shown that 
$$
\left( \mathbb{E} \left[ \sup_{0 \leq t_0 \leq T} \left( \frac{1}{r_j^\delta} \right) \right] \right)^{\frac{1}{3}} \leq C(T, \tau_{min})\delta^{-1}. \tag{58}
$$
Notice that 
$$
\mathbb{E} \left[ \chi_{\Omega_{t_{ms}}} \cdot \chi_{\{ (\tau_{ms}^\delta)^{\alpha_0} \| X_{t_{ms}}^N \|_E > 1 \}} \right] = \mathbb{P} \left( \left\{ \omega \in \Omega_{t_{ms}} : (\tau_{ms}^\delta)^{\alpha_0} \| X_{t_{ms}}^N \|_E > 1 \right\} \right)
= \mathbb{P} \left( \left\{ \omega \in \Omega : \chi_{\Omega_{t_{ms}}} \cdot (\tau_{ms}^\delta)^{\alpha_0} \| X_{t_{ms}}^N \|_E > 1 \right\} \right).
$$
Combining the Chebyshev inequality, the Hölder inequality and Assumption $\ref{assumption}$ gives
$$
\mathbb{P} \left( \left\{ \omega \in \Omega : \chi_{\Omega_{t_{ms}}} \cdot (\tau_{ms}^\delta)^{\alpha_0} \| X_{t_{ms}}^N \|_E > 1 \right\} \right) \leq \mathbb{E} \left[ \left( \chi_{\Omega_{t_{ms}}} \cdot (\tau_{ms}^\delta)^{\alpha_0} \| X_{t_{ms}}^N \|_E \right)^{\frac{3(p+1)}{2\alpha_0}} \right] \leq \left( \mathbb{E} \left[ (\tau_{ms}^\delta)^{6(p+1)/2\alpha_0} \right] \right)^{\frac{1}{2}} \left( \mathbb{E} \left[ \chi_{\Omega_{t_{ms}}} \cdot X_{t_{ms}}^N \| X_{t_{ms}}^N \|_E \| X_{t_{ms}}^N \|_E \right] \right)^{\frac{1}{2}} \leq C \left( p, T, \tau_{min}, L_1, \| A_{\Omega, H}^\frac{\alpha_0}{2} Q^\frac{3}{4} \|_E \| L^p(\Omega; \| X_0 \|_{L^p(\Omega; H)}) \right) \delta^{3(p+1)},
$$
where we have utilized the fact that 
$$
\mathbb{E} \left[ \chi_{\Omega_{t_{ms}}} \| X_{t_{ms}}^N \|_E^{6(p+1)/\alpha_0} \right] \leq C \left( p, T, \tau_{min}, L_1, \| A_{\Omega, H}^\frac{\alpha_0}{2} Q^\frac{3}{4} \|_E \| L^p(\Omega; \| X_0 \|_{L^p(\Omega; H)}) \right)
$$
with $q = 72 \times \frac{6(p+1)}{\alpha_0}$. The proof of (60) is a combination of (48) and 
$$
\chi_{\Omega_{t_{ms}}} \| X_{t_{ms}}^N \|_E = \chi_{\Omega_{t_{ms}}} \| X_{t_{ms}}^N \|_E = \chi_{\Omega_{t_{ms}}} \| S_{t_{ms}}^N (\tau_{ms}^\delta - 1) X_{t_{ms}}^N + F_{t_{ms}^N (\tau_{ms}^\delta - 1)} X_{t_{ms}^N} + P^N \Delta W_{t_{ms}^N - 1} \|_E.
$$
\[
\leq C\chi_{\Omega_{t_{m-1}}} \left( \| X^N_{t_{m-1}} \|_E + \left( \frac{1}{2} \tau^{-\frac{1}{2}} \| F(X^N_{t_{m-1}}) \| + \| P^N \Delta W_{m-1} \|_E \right) \right)
\]
\[
\leq C\chi_{\Omega_{t_{m-1}}} \left( \| X^N_{t_{m-1}} \|_E + L_2 + \| P^N \Delta W_{m-1} \|_E \right).
\]

It remains to estimate \( (\mathbb{E}[\| X^N_t \|^{3\beta}_E])^{\frac{1}{\beta}} \) for \( 0 \leq t_{m+1} \leq T \) and the fixed \( \omega \in \Omega \), it follows from Lemma 4.1(ii) with \( \rho = 0 \) and the contractivity of the semigroup \( \{S(t), t \geq 0\} \) in \( E \) that
\[
\| X^N_{t_{m+1}} \|_E \leq \| S(\tau_m) X^N_{t_m} \|_E + \| S(\tau_m) F(X^N_{t_m}) \|_E + \| S(\tau_m) P^N \Delta W_m \|_E
\]
\[
\leq \| X^N_{t_m} \|_E + C(\tau_m)^{-\frac{1}{2}} \| F(X^N_{t_m}) \|_E + \| W^N_A(t_m) \|_E + \| W^N_A(t_m) \|_E
\]
\[
\leq \| P^N X^N_0 \|_E + C \sum_{i=0}^{m} (\tau_m)^{-\frac{1}{2}} \| F(X^N_{t_i}) \|_E + \| W^N_A(t_i) \|_E + \| W^N_A(t_i) \|_E .
\]

Similarly,
\[
\| X^N_t \|_E \leq \| X^N_{t_m} \|_E + C(t - t_m)^{-\frac{1}{2}} \| F(X^N_{t_m}) \|_E + \| W^N_A(t) \|_E + \| W^N_A(t_m) \|_E.
\]

Hence, by Assumption 4, we obtain
\[
\| X^N_t \|_E \leq \| P^N X^N_0 \|_E + C \sum_{i=0}^{m_t} (\tau_m)^{-\frac{1}{2}} \| F(X^N_{t_i}) \|_E + \| W^N_A(t) \|_E + \| W^N_A(t_i) \|_E .
\]

This, together with (56) implies that for \( 0 \leq t \leq T\),
\[
\| X^N_t \|_{L^p(\Omega;E)} \leq \| P^N X^N_0 \|_{L^p(\Omega;E)} + C \int_0^T (\| \tau_m \|^{-1} \| L^{2p}(\Omega) \| + \| W^N_A(s) \|_{L^{2p}(\Omega;E)} + \| W^N_A(t_m) \|_{L^{2p}(\Omega;E)}) ds.
\]

It can be deduced from \( (\tau_m)^{-1} \leq \delta^{-1}(\tau_{m-1} + T)^{-1} \) and (56) that
\[
\mathbb{E}[\| X^N_t \|^{3\beta}_E] \leq C(p, T, \tau_{min}, L_2, \| A^{\frac{p-1}{2}} Q^\frac{1}{2} \|_{L^2(H)} \| P^N X^N_0 \|_{L^{3\beta}(\Omega;E)} + \| W^N_A \|_{L^{2\beta}(\Omega;H^\beta)}).
\]

It follows from (58), (59) and (61) that
\[
\mathbb{E}[\| X^N_t \|^{3\beta}_E] \leq C \delta^{-1} \| P^N X^N_0 \|_{L^{3\beta}(\Omega;E)} + \| W^N_A \|_{L^{2\beta}(\Omega;H^\beta)}.
\]

Therefore, combining Step 1 and Step 2, we get
\[
\sup_{0 \leq t \leq T} \mathbb{E}[\| X^N_t \|^{3\beta}_E] \leq C(p, T, L_1, L_2, \tau_{min}, \| A^{\frac{p-1}{2}} Q^\frac{1}{2} \|_{L^2(H)} \| X^N_0 \|_{L^{3\beta}(\Omega;E)} \sup_{0 \leq \tau \leq T} \| X^N_{t_m} \|_{L^{3\beta}(\Omega;E)} + \| W^N_A \|_{L^{2\beta}(\Omega;H^\beta)}).
\]

for some large \( q := q(p, \beta, d) > 0 \), which finishes the proof.

**Proof of Proposition 4.3.** For the proof of the regularity (28), when \( \beta \in (0, 2) \), applying (2) and (4) yields that
\[
\sup_{0 \leq t \leq T} \| X^N_t \|_{L^p(\Omega;H^\beta)} \leq C(1 + \| X^N_0 \|_{L^p(\Omega;H^\beta}) + \| X^N_0 \|^{3\beta}_E + \| A^{\frac{p-1}{2}} Q^\frac{1}{2} \|_{L^2(H)}).
\]

And when \( \beta = 2 \), it follows from (2), (10), and the Hölder inequality that
\[
\| X^N_t \|_{L^p(\Omega;H^2)} \leq \| X^N_0 \|_{L^p(\Omega;H^2)} + C \int_0^T (t - s)^{-\frac{1}{2}} \| X^N_{t_m} \|_{L^p(\Omega;H^1)} ds + C A^{\frac{1}{2}} Q^\frac{1}{2} \|_{L^2(H)}.
\]

These, combining Proposition 4.3, finish the proof of (28).
For the proof of the Hölder continuity (29), when \( \gamma \in (0, \beta] \) with \( \beta \in (0, 2) \), or \( \gamma \in (0, \beta) \) with \( \beta = 2 \), we can deduce from (2)-(4), Proposition 4.3, and (28) that
\[
\| X_t^N - X_s^N \|_{L^p(\Omega; H^\gamma)} \leq \| A^{\frac{\beta}{2}} (S^N(t - s) - \text{Id}) A^{\frac{\beta}{2}} X_s^N \|_{L^p(\Omega; H)} + \left\| \int_s^t A^{\frac{\beta}{2}} S^N(t - t_m) A^{\frac{\beta}{2}} dW(s) \right\|_{L^p(\Omega; H)}
\]
\[
+ \left\| \int_s^t A^{\frac{\beta + \gamma}{2}} S^N(t - t_m) A^{\frac{\beta - 1}{2}} dW(s) \right\|_{L^p(\Omega; H)}
\]
\[
\leq C(t - s)^{\frac{\beta}{2}} \| X_s^N \|_{L^p(\Omega; H^\beta)} + C \int_s^t (t - t_m)^{-\gamma} (1 + \| X_{t_m}^N \|_{L^p(\Omega; E)}^3) ds
\]
\[
+ C \| A^{\frac{\beta - 1}{2}} Q^{\frac{1}{2}} \|_{L^2(H)} (t - s)^{\frac{(\beta - \gamma)\gamma_1}{2}} \leq C(t - s)^{\frac{(\beta - \gamma)\gamma_1}{2}}.
\]
And when \( \gamma = \beta = 2 \), it follows from (28) that \( \| X_t^N - X_s^N \|_{L^p(\Omega; H^2)} \leq C \). The proof is finished.

**APPENDIX B. APPENDIX**

**Proof of the convergence of (CAU1).** Based on the auxiliary process \( Y_t^N \), the error can be divided into the following terms,
\[
\| X(t) - X_t^{N,(1)} \|_{L^p(\Omega; H)} \leq \| X(t) - P^N X(t) \|_{L^p(\Omega; H)} + \| P^N X(t) - Y_t^N \|_{L^p(\Omega; H)} + \| Y_t^N - X_t^{N,(1)} \|_{L^p(\Omega; H)},
\]
where terms \( \| X(t) - P^N X(t) \|_{L^p(\Omega; H)} \) and \( \| P^N X(t) - Y_t^N \|_{L^p(\Omega; H)} \) have been estimated; see (30)-(31).

For the estimate of the term \( \| Y_t^N - X_t^{N,(1)} \|_{L^p(\Omega; H)} \), combining the differential form
\[
d(X_t^{N,(1)} - Y_t^N) = -A^N(X_t^{N,(1)} - Y_t^N) dt + S^N(t - t_m) \left( F^N(X_t^{N,(1)}) X_{\tau_m^N} \right) dt - F^N(X(t)) dt,
\]
with \( \tau_m^N = \delta \tau_m \), and applying the Taylor formula give
\[
\| X_t^{N,(1)} - Y_t^N \|^2 = 2 \int_0^t \langle X_s^{N,(1)} - Y_s^N, -A^N(X_s^{N,(1)} - Y_s^N) \rangle ds
\]
\[
+ 2 \int_0^t \langle X_s^{N,(1)} - Y_s^N, S^N(s - t_m) A^N(X_{t_m}^{N,(1)}) - F^N(X(s)) \rangle X_{\tau_m^N} \rangle ds
\]
\[
+ 2 \int_0^t \langle X_s^{N,(1)} - Y_s^N, S^N(s - t_m) \rangle F^N(X_{t_m}^{N,(1)}) \rangle 1 + \| F^N(X_{t_m}^{N,(1)} \| \tau_m^N \rangle - F^N(X(s)) \rangle X_{\tau_m^N} \rangle ds
\]
\[
= : 2 \int_0^t \langle X_s^{N,(1)} - Y_s^N, -A^N(X_s^{N,(1)} - Y_s^N) \rangle ds + 2K_1(t) + 2K_2(t).
\]

For the estimate of the term \( K_1 \), by (2) and the Young inequality, we have
\[
K_1(t) = \int_0^t \langle X_s^{N,(1)} - Y_s^N, (S^N(s - t_m) - \text{Id}) F^N(X_{t_m}^{N,(1)}) X_{\tau_m^N} \rangle ds
\]
\[
+ \int_0^t \langle X_s^{N,(1)} - Y_s^N, F^N(X_{t_m}^{N,(1)}) - F^N(Y_s^N) X_{\tau_m^N} \rangle ds
\]
\[
+ \int_0^t \langle X_s^{N,(1)} - Y_s^N, F^N(Y_s^N) - F^N(X(s)) X_{\tau_m^N} \rangle ds
\]
\[ \leq (L_0 + \frac{1}{2}) \int_0^t \| X_s^{N,(1)} - Y_s^N \|^2 \, ds + \frac{1}{2} \int_0^t \| F^N(Y_s^N) - F^N(X(s)) \|^2 \, ds + K_{1,1}(t) + K_{1,2}(t), \]

where

\[ K_{1,1}(t) := \int_0^t \left< X_s^{N,(1)} - Y_s^N, (S^N(s - t_{m_k}) - \text{Id})F^N(X_{t_{m_k}}^{N,(1)}) \right> \chi_{\{ \tau_{m_k} \geq \tau_{\min}^\delta \}} \, ds, \]

\[ K_{1,2}(t) := \int_0^t \left< X_s^{N,(1)} - Y_s^N, F^N(X_{t_{m_k}}^{N,(1)}) - F^N(X_s^{N,(1)}) \right> \chi_{\{ \tau_{m_k} \geq \tau_{\min}^\delta \}} \, ds. \]

We first show the estimate of the term \( K_{1,1} \). For the case \( \beta = 1 \) or \( \beta = 2 \), similar to the estimate of \( J_{1,1} \), the term \( K_{1,1} \) can be estimated as \( \| K_{1,1}(t) \|_{L^p(\Omega)} \leq C \int_0^t \| X_r^{N,(1)} - Y_r^N \|^2 \| F^N(X_s^{N,(1)}) \| \, dr + C\delta^3, \quad t \in [0, T]. \) The proof is omitted.

For the case \( \beta \in (0, 1) \cup (1, 2) \), we need to further split the term \( K_{1,1} \) into two parts, which are denoted by \( K_{1,1,i} \), \( i = 1, 2 \), based on

\[ X_s^{N,(1)} - Y_s^N = \int_0^s \left< S^N(s - t_{m_k})F^N(X_{t_{m_k}}^{N,(1)}) - S^N(s - r)F^N(X(r)) \right> \chi_{\{ \tau_{m_k}^\delta \geq \tau_{\min}^\delta \}} \, dr 
+ \int_0^s \left< S^N(s - t_{m_k}) \frac{F^N(X_{t_{m_k}}^{N,(1)})}{1 + \| F^N(X_{t_{m_k}}^{N,(1)}) \|_{\tau_{\min}^\delta}} - S^N(s - r)F^N(X(r)) \right> \chi_{\{ \tau_{m_k}^\delta \geq \tau_{\min}^\delta \}} \, dr. \]

Namely,

\[ K_{1,1,1}(t) := \int_0^t \int_0^s \left< S^N(s - t_{m_k})F^N(X_{t_{m_k}}^{N,(1)}) - S^N(s - r)F^N(X(r)) \right> \chi_{\{ \tau_{m_k}^\delta \geq \tau_{\min}^\delta \}} \, dr, \]

\[ K_{1,1,2}(t) := \int_0^t \int_0^s \left< S^N(s - t_{m_k}) - \text{Id} \right> F^N(X_{t_{m_k}}^{N,(1)}) \chi_{\{ \tau_{m_k}^\delta \geq \tau_{\min}^\delta \}} \, ds, \]

\[ K_{1,1,2}(t) := \int_0^t \int_0^s \left< S^N(s - t_{m_k}) - \text{Id} \right> F^N(X_{t_{m_k}}^{N,(1)}) \chi_{\{ \tau_{m_k}^\delta \geq \tau_{\min}^\delta \}} \, ds. \]

For the term \( K_{1,1,1} \), it can be further split as

\[ K_{1,1,1}(t) = \int_0^t \int_0^s S^N(s - r)(S^N(r - t_{m_k}) - \text{Id})F^N(X_{t_{m_k}}^{N,(1)}) \chi_{\{ \tau_{m_k}^\delta \geq \tau_{\min}^\delta \}} \, dr, \]

\[ (S^N(s - t_{m_k}) - \text{Id})F^N(X_{t_{m_k}}^{N,(1)}) \chi_{\{ \tau_{m_k}^\delta \geq \tau_{\min}^\delta \}} \, ds, \]

\[ + \int_0^t \int_0^s S^N(s - r)(F^N(X_{t_{m_k}}^{N,(1)}) - F^N(X_{r}^{N,(1)})) \chi_{\{ \tau_{m_k}^\delta \geq \tau_{\min}^\delta \}} \, dr, \]

\[ - S^N(s - r)F^N(X(r)) \chi_{\{ \tau_{m_k}^\delta \geq \tau_{\min}^\delta \}} \, ds, \]

\[ - S^N(s - r)F^N(X(r)) \chi_{\{ \tau_{m_k}^\delta \geq \tau_{\min}^\delta \}} \, ds =: K_{1,1,1,1}(t) + K_{1,1,1,2}(t) + K^3_{1,1,1,1}(t). \]

Similar to estimates of \( J_{1,1} \) and \( J_{1,2}^\beta \), terms \( K^1_{1,1,1} \) and \( K^3_{1,1,1,1} \) can be estimated as \( \| K^1_{1,1,1,1}(t) \|_{L^p(\Omega)} + \| K^3_{1,1,1,1}(t) \|_{L^p(\Omega)} \leq C \int_0^t \| X_r^{N,(1)} - Y_r^N \|^2 \| F^N(X_s^{N,(1)}) \| \, dr + C\lambda_{\min}^{-\beta} + C\delta^3 \) for \( \beta \in (0, 1) \cup (1, 2) \) and \( t \in [0, T] \). The proof is omitted.
For the term $K^2_{1,1,1}$, when $\beta \in (0,1)$, the estimate is still similar to $J^2_{1,1}$ and $\|K^2_{1,1,1}(t)\|_{L^p(\Omega)} \leq C\delta^\beta$. And when $\beta \in (1,2)$, by the Taylor formula, and the fact that

\[
X_r^{N,(1)} - X_{tmr}^{N,(1)} = (S^N(r - tmr) - Id)X_{tmr}^{N,(1)} + \int_{tmr}^r S^N(r - tmr) \left( F^N(X_{tmr}^{N,(1)}) \chi_{\{r_{m+1}^\delta < r_{m}^\delta \}} \right) du + \int_{tmr}^r S^N(r - tmr) dW(u),
\]

we further split $K^2_{1,1,1}$ as

\[
K^2_{1,1,1}(t) = -\int_0^t \left( \int_s^r A\frac{\beta - 1}{2} S^N(s - r) D\chi_{\{r_{m+1}^\delta < r_{m}^\delta \}} \right) dr,
\]

\[
A^{-\beta}(S^N(s - tmr) - Id) A^{\beta} F^N(X_{tmr}^{N,(1)}) \chi_{\{r_{m+1}^\delta \geq r_{m}^\delta \}} ds
\]

\[
-\int_0^t \left( \int_s^r A^{\frac{\beta - 1}{2}} S^N(s - r) D\chi_{\{r_{m+1}^\delta \geq r_{m}^\delta \}} \right) dr,
\]

\[
A^{-\beta}(S^N(s - tmr) - Id) A^{\beta} F^N(X_{tmr}^{N,(1)}) \chi_{\{r_{m+1}^\delta \geq r_{m}^\delta \}} ds
\]

\[
-\int_0^t \left( \int_s^r S^N(s - r) R_F(X_{tmr}^{N,(1)}, X_r^{N,(1)}) \chi_{\{r_{m+1}^\delta \geq r_{m}^\delta \}} dr, (S^N(s - tmr) - Id) F^N(X_{tmr}^{N,(1)}) \chi_{\{r_{m+1}^\delta \geq r_{m}^\delta \}} ds
\]

\[
= \bar{I}_1(t) + \bar{I}_2(t) + \bar{I}_3(t) + \bar{I}_4(t).
\]

Proofs of terms $\bar{I}_1, \bar{I}_3, \bar{I}_4$ are similar to those of $I_1, I_3, I_4$, and $\|\bar{I}_1(t)\|_{L^p(\Omega)} + \|\bar{I}_3(t)\|_{L^p(\Omega)} + \|\bar{I}_4(t)\|_{L^p(\Omega)} \leq C\delta^\beta$ for $\beta \in (1,2)$. For the term $\bar{I}_2$, it follows from (2)-(3), (8), and Corollary 4.5 that

\[
\|\bar{I}_2(t)\|_{L^p(\Omega)} \leq C\delta^{1+\frac{\beta}{2}} \int_0^t \left( \int_s^r (s - r)^{\frac{\beta - 1}{2}} \left( 1 + \|X_{tmr}^{N,(1)}\|_2^2 \right) \|F(X_{tmr}^{N,(1)})\| \chi_{\{r_{m+1}^\delta \geq r_{m}^\delta \}} \right) ds \leq C\delta^\beta.
\]

Hence, we get that for $\beta \in (0,1) \cup (1,2)$, $\|K^2_{1,1,1}(t)\|_{L^p(\Omega)} \leq C\delta^\beta$, $t \in [0, T]$. Similarly, the term $K_{1,1,2}$ can be split as

\[
K_{1,1,2}(t) = \int_0^t \left( \int_0^s S^N(s - r) (S^N(r - tmr) - Id) \frac{F^N(X_{tmr}^{N,(1)})}{1 + \|F^N(X_{tmr}^{N,(1)})\|_2^2} \chi_{\{r_{m+1}^\delta < r_{m}^\delta \}} dr,
\]

\[
(S^N(s - tmr) - Id) F^N(X_{tmr}^{N,(1)}) \chi_{\{r_{m+1}^\delta \geq r_{m}^\delta \}} ds
\]

\[
+ \int_0^t \left( \int_0^s S^N(s - r) (F^N(X_{tmr}^{N,(1)}) - F^N(X(r))) \chi_{\{r_{m+1}^\delta < r_{m}^\delta \}} dr,
\]

\[
+ \int_0^t \left( \int_0^s S^N(s - r) (F^N(X_{tmr}^{N,(1)}) - F^N(X(r))) \chi_{\{r_{m+1}^\delta \geq r_{m}^\delta \}} ds\right).
\]
\[(S^N(s - t_m^N) - \text{Id})F^N(X_{t_m^N}(1)) \chi_{\{\tau_{m^N} \geq \tau_{m^N}\}} ds\]

\[- \int_0^t \int_0^s S^N(s - r) \frac{\|F^N(X_{t_m^N}(1))\|_{\tau_{m^N}^+} \|F^N(X_{t_m^N}(1))\|_{\tau_{m^N}^-}}{1 + \|F^N(X_{t_m^N}(1))\|_{\tau_{m^N}^-}} \chi_{\{\tau_{m^N} < \tau_{m^N}\}} dr,\]

\[(S^N(s - t_m^N) - \text{Id})F^N(X_{t_m^N}(1)) \chi_{\{\tau_{m^N} \geq \tau_{m^N}\}} ds =: K_{1,1,2}^1(t) + K_{1,1,2}^2(t) + K_{1,1,2}^3(t).\]

Terms $K_{1,1,2}^1, K_{1,1,2}^2$ can be estimated similarly to terms $K_{1,1,1}^1$ and $K_{1,1,1}^2 + K_{1,1,1}^3$, respectively, and we can get $\|K_{1,1,2}^1(t)\|_{L^p(\Omega)} + \|K_{1,1,2}^2(t)\|_{L^p(\Omega)} \leq C \int_0^t \|X_s^N(1) - Y_s^N\|_{L^2(\Omega; H)}^2 ds + C\lambda_N^{-\beta} + C\delta^\beta$ for $\beta \in (0, 1) \cup (1, 2)$. Then we show the estimate of the term $K_{1,1,2}^3$. By (2)-(3) and the Young inequality, we arrive at for $\beta \in (0, 2)$,

\[K_{1,1,2}^3(t) = - \int_0^t \int_0^s A^{-\frac{\beta}{2}}S^N(s - r) - \text{Id})F^N(X_{t_m^N}(1)) \chi_{\{\tau_{m^N} \geq \tau_{m^N}\}} ds\]

\[\leq C \int_0^t \int_0^s (s - r)^{-\frac{\beta}{2}} \left[\|F(X_{t_m^N}(1))\|_{\tau_{m^N}^+} \|F(X_{t_m^N}(1))\|_{\tau_{m^N}^-}\right] \chi_{\{\tau_{m^N} < \tau_{m^N}\}} dr ds,
\]

which gives $\|K_{1,1,2}^3(t)\|_{L^p(\Omega)} \leq C\delta^\beta$, $t \in [0, T]$.

Hence, we derive $\|K_{1,1}(t)\|_{L^p(\Omega)} \leq C \int_0^t \|X_s^N(1) - Y_s^N\|_{L^2(\Omega; H)}^2 dr + C\lambda_N^{-\beta} + C\delta^\beta$, $t \in [0, T]$ for $\beta \in (0, 2]$.

The estimate of $K_{1,2}$ is similar to that of $J_{1,2}$, and we can obtain $\|K_{1,2}(t)\|_{L^p(\Omega)} \leq C \int_0^t \|X_s^N(1) - Y_s^N\|_{L^2(\Omega; H)}^2 ds + C\lambda_N^{-\beta} + C\delta^\beta$, $t \in [0, T]$ and $\beta \in (0, 2]$.

Based on Corollary 4.5 and similarly to the estimate of the term $K_{1,1,2}$ and [30] Theorem 4.12, the term $K_2$ can be estimated as $\|K_2(t)\|_{L^p(\Omega)} \leq C \int_0^t \|X_s^N(1) - Y_s^N\|_{L^2(\Omega; H)}^2 ds + C\lambda_N^{-\beta} + C\delta^\beta$ for $\beta \in (0, 2]$ and $t \in [0, T]$. The proof is omitted.

Therefore, combining estimates of terms $K_1$ and $K_2$ yields

\[\|X_t^N(1) - Y_t^N\|_{L^p(\Omega; H)}^2 \leq C \left( \int_0^t \|X_s^N(1) - Y_s^N\|_{L^2(\Omega; H)}^2 ds + \lambda_N^{-\beta} + \delta^\beta \right),\]

where $p \geq 1$ and the constant $C > 0$ depends on $p, T, \tau_{min}, L_0, L_1, L_2, X_0$, and $\|A^{\beta-1} Q^2\|_{L_2(H)}$.

Recalling that $\lambda_N \sim N^{-\frac{\beta}{2}}$, and applying the Grönewall inequality, we obtain

\[\sup_{0 \leq t \leq T} \|X_t^N(1) - Y_t^N\|_{L^2(\Omega; H)} \leq C(N^{-\frac{\beta}{2}} + \delta^\beta), p \geq 1,
\]

which combining (30)-(31) finishes the proof of (CAU 1). \qed
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