DEFORMATION OF MINIMAL SURFACES WITH PLANAR CURVATURE LINES
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Abstract. Minimal surfaces with planar curvature lines are classical geometric objects, having been studied since the late 19th century. In this paper, we revisit the subject from a different point of view. After calculating their metric functions using an analytical method, we recover the Weierstrass data, and give clean parametrizations for these surfaces. Then, using these parametrizations, we show that there exists a single continuous deformation between all minimal surfaces with planar curvature lines. In the process, we establish the existence of axial directions for these surfaces.

1. Introduction

The study of minimal surfaces with planar curvature lines is a classical subject, having been studied by Bonnet, Enneper, and Eisenhart in the late 19th century as recorded in [4], [7], and [8], respectively. The subject was further studied by Nitsche in [19], where he gave a full classification of such surfaces. Nitsche showed that families of planar curvature lines transform into orthogonal families of circles on the unit sphere $S^2$ under the Gauss map, and by analyzing orthogonal systems of circles, he recovered the data for the following well-known theorem given by Weierstrass in [26].

Fact 1.1 (Weierstrass representation theorem). Any minimal surface $X : \Sigma \subset \mathbb{C} \to \mathbb{R}^3$ can be locally represented as

$$X = \Re \int (1 - h^2, i(1 + h^2), 2h) \eta \, dz$$

over a simply-connected domain $\Sigma$ on which $h$ is meromorphic, while $\eta$ and $h^2 \eta$ are holomorphic.

Using the Weierstrass data $(h, \eta \, dz)$ and the representation, Nitsche classified different types of minimal surfaces with planar curvature lines, stated here along with their respective Weierstrass data.

Fact 1.2. A minimal surface in Euclidean space $\mathbb{R}^3$ with planar curvatures lines must be a piece of one, and only one, of

- plane $(0, 1 \, dz)$,
- catenoid $(e^{z}, e^{-z} \, dz)$,
- Enneper surface $(z, 1 \, dz)$, or
- a surface in the Bonnet family $\{(e^{z} + t, e^{-z} \, dz), t > 0\}$

up to isometries and homotheties of $\mathbb{R}^3$.

Figure 1. Examples of non-planar minimal surfaces with planar curvature lines: catenoid, Enneper surface, and a surface from the Bonnet family.
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In fact, planes can also be considered as spheres with infinite radius. Thus, minimal surfaces with planar curvature lines can be thought of as a special case of minimal surfaces with spherical curvature lines. There are many works focused on such surfaces, including [6] and [28].

On the other hand, Thomsen studied surfaces with zero mean curvature which are also affine minimal. In [24], he classified such surfaces using the fact that the families of asymptotic lines of these surfaces transformed into orthogonal families of circles on the unit sphere under the Gauss map. He also mentioned that since the asymptotic lines correspond to the curvature lines of the conjugate surface, minimal surfaces that are also affine minimal are conjugate surfaces of minimal surfaces with planar curvature lines. Building on the result of Thomsen, Schaal showed that the plane and the Enneper surface can be attained as a limit of Thomsen surfaces in [23], and Barthel, Volkmer, and Haubitz were able join these surfaces into a one-parameter family of surfaces using the analytical approach in [2].

It is also possible to attain a deformation between minimal surfaces with planar curvature lines using Goursat transformation introduced in [9] and [10]. A Goursat transformation transforms minimal surfaces to minimal surfaces. In addition, the transformation not only maps curvature lines to curvature lines but also keeps the planar the curvature line condition as seen in [12], [17], or [21]. However, one may not transform a minimal surface into a plane via Goursat transformation alone.

Meanwhile, non-zero constant mean curvature (CMC) surfaces with planar curvature lines also has been studied extensively, as in [1], [25], or [27]. In particular, Wente constructed non-trivial examples of compact CMC surfaces, called Wente tori in [27]. Then in [1], Abresch gave a classification of all CMC surfaces with planar curvature lines including the Wente tori and cylindrical ended bubbletons, by solving a system of partial differential equations. Similarly, in [25] Walter considered explicit parametrizations of Wente tori, by showing the existence a notion of axes.

In this paper, to classify minimal surfaces in $\mathbb{R}^3$ with planar curvature lines, we propose an alternate method to using orthogonal systems of circles. In particular, we utilize the method analogous to the approach taken in [1], [2], [25], and [28], modified for the subject at hand. In Section 2, we first obtain and solve system of partial differential equations describing the metric function, similar to the method used in [1] and [2]. Then, following [25] and [28], we prove the existence of axial directions of these surfaces, using them to recover the Weierstrass data, and ultimately their parametrizations. In Section 3 we use the results from the previous section to obtain a single-parameter deformation of all minimal surfaces preserving the planar curvature line condition. Finally as the main result, we state the classification, parametrization, and deformation of all minimal surfaces with planar curvature lines (see Theorem 2 and Figure 3).

## 2. Minimal Surfaces with Planar Curvature Lines in $\mathbb{R}^3$

We wish to classify minimal surfaces with planar curvature lines and obtain their parametrizations by calculating the Weierstrass data. However, applying the planar curvature line condition directly to the Weierstrass data involves heavy calculation in a complex-analysis setting. Therefore, from the zero mean curvature condition and planar curvature line condition, we obtain a system of partial differential equations for the metric function. Then by applying the method analogous to the one employed by Abresch in [1], we solve the system of partial differential equations by transforming it into a system of ordinary differential equations. Finally, using explicit solutions for the metric function, we recover the Weierstrass data and the parametrization by calculating the unit normal vector, through an analogous approach to the one taken by Walter in [25].

### 2.1. Minimal surface theory

Let $\Sigma \subset \mathbb{R}^2$ be a simply-connected domain with coordinates $(u, v)$, and let $X : \Sigma \to \mathbb{R}^3$ be a conformally immersed surface. Since $X(u, v)$ is conformal,

$$ds^2 = e^{2\omega}(du^2 + dv^2)$$

for some $\omega : \Sigma \to \mathbb{R}$. We choose the unit normal vector field $N : \Sigma \to S^2$ of $X$, and then the mean curvature $H$ and Hopf differential $Q$ are

$$H := \frac{1}{2e^{2\omega}}(X_{uu} + X_{vv}, N) \quad \text{and} \quad Q := \frac{1}{4}(X_{uu} - 2iX_{uv} - X_{vv}, N).$$
Since we are interested in minimal surfaces, we let $H = 0$ and calculate the Gauss-Weingarten equations,

\[
\begin{align*}
X_{uu} &= \omega_u X_u - \omega_v X_v + (Q + \bar{Q}) N \\
X_{uv} &= -\omega_u X_u + \omega_v X_v - (Q + \bar{Q}) N \\
X_{vu} &= \omega_u X_u + \omega_v X_v + i(Q - \bar{Q}) N \\
N_u &= -e^{-2\omega}(Q + \bar{Q}) X_u - ie^{-2\omega}(Q - \bar{Q}) X_v \\
N_v &= ie^{-2\omega}(Q - \bar{Q}) X_u + e^{-2\omega}(Q + \bar{Q}) X_v,
\end{align*}
\]

and the Gauss-Codazzi equation,

\[\Delta\omega - 4Qe^{-2\omega} = 0 \quad \text{and} \quad Q_z = 0\]

for $z := u + iv$. Note that the Gauss-Codazzi equation is equivalent to the Hopf differential factor $Q$ being holomorphic. Moreover, the Gauss-Codazzi equation is invariant under the deformation $Q \mapsto Q$ for $\lambda \in \mathbb{S}^1 \subset \mathbb{C}$. In fact, when $X(u, v)$ is a minimal surface in $\mathbb{R}^3$, $\lambda \in \mathbb{S}^1$ allows us to create a single-parameter family of minimal surfaces $X^\lambda(u, v)$ associated to $X(u, v)$, called the associated family. In particular if $\lambda^{-2} = i$, then the new surface is called the conjugate surface of $X$.

Since the families of curvature lines of a plane are trivially planar, we may assume that $X(u, v)$ is not totally umbilic, and that $(u, v)$ are conformal curvature line (or isothermic) coordinates. Then we can normalize the Hopf differential such that $Q = -\frac{1}{2}$, and the relevant Gauss-Weingarten equations become

\[
\begin{align*}
X_{uu} &= \omega_u X_u - \omega_v X_v - N \\
X_{uv} &= -\omega_u X_u + \omega_v X_v + N \\
X_{vu} &= \omega_u X_u + \omega_v X_v \\
N_u &= e^{-2\omega} X_u \\
N_v &= e^{-2\omega} X_v
\end{align*}
\]

(2.1)

where $k_1 = -e^{-2\omega}$ and $k_2 = e^{-2\omega}$ are the principle curvatures of $X$. Furthermore, the Gauss equation becomes the following Liouville equation:

\[\Delta\omega - e^{-2\omega} = 0.\]

On the other hand, as the following lemma shows, we may attain an additional partial differential equation regarding $\omega$ from the planar curvature line condition, allowing us to solve for $\omega$.

**Lemma 2.1.** For non-planar umbilic-free minimal surfaces with isothermic coordinates $(u,v)$, the following statements are equivalent:

1. $u$-curvature lines are planar.
2. $v$-curvature lines are planar.
3. $\omega_{uv} + \omega_u\omega_v = 0$.

**Proof.** Since $(u,v)$ is an isothermic coordinate, $u$-curvature lines are planar if and only if

\[\det(X_u, X_{uu}, X_{uuu}) = 0.\]

However, from (2.1),

\[X_{uuu} = (\omega_{uu} + \omega_u^2 - \omega_v^2 - e^{-2\omega})X_u + (\omega_{uv} - \omega_{uv})X_u - \omega_u N.\]

Therefore, a $u$-curvature line is planar if and only if

\[0 = \det(X_u, X_{uu}, X_{uuu}) = -e^{2\omega}(\omega_{uv} + \omega_u\omega_v).\]

Similarly, (2.1) implies that a $v$-curvature line is planar if and only if $\omega_{uv} + \omega_u\omega_v = 0$.  

**Remark.** It should be noted that the condition $\omega_{uv} + \omega_u\omega_v = 0$ is equivalent to the condition $(e^\omega)_{uv} = 0$ as found in [2] or [3]. Since the curvature lines of the original minimal surface correspond to asymptotic lines of its conjugate surface, the above equivalence shows that the conjugate of the minimal surface with planar curvature lines is an affine minimal surface ([2], [3], [23], [24]).
Lemma 2.2. The solution of (2.2) can be reduced to a system of ordinary differential equations.

Generally, solving systems of partial differential equations may prove to be difficult. However, the next lemma shows that (2.2) can be reduced to a system of ordinary differential equations.

Lemma 2.3. The solution $\omega : \Sigma \to \mathbb{R}$ of (2.2) is precisely given by

$$e^{\omega(u,v)} = \frac{1 + f(u)^2 + g(v)^2}{f_u(u) + g_v(v)}$$

where $f(u)$ and $g(v)$ are real-valued meromorphic functions satisfying the following system of ordinary differential equations:

$$
\begin{align*}
(f_u(u))^2 &= (c - d) f(u)^2 + c \\
f_{uu}(u) &= (c - d) f(u) \\
(g_v(v))^2 &= (d - c) g(v)^2 + d \\
g_{vv}(v) &= (d - c) g(v).
\end{align*}
$$

for some real constants $c$ and $d$ such that $c^2 + d^2 \neq 0$. Moreover, $f$ and $g$ can be recovered from $\omega$ by

$$
\begin{align*}
\omega_u &= e^{-\omega} f(u) \\
\omega_v &= e^{-\omega} g(v).
\end{align*}
$$

Proof. Integrating (2.2a) with respect to $u$ and $v$ gives (2.5) for some constants of integration $f(u)$ and $g(v)$. Using these definitions of $f$ and $g$, it is straightforward to check that (2.3) holds.

Now, from the fact that $\omega_u e^{-\omega} = e^{-2\omega} f$,

$$
\frac{f_{uu}}{1 + f^2 + g^2} = \frac{f((f_u)^2 - (g_v)^2)}{1 + f^2 + g^2} = 0,
$$

and multiplying both sides by $2 f_u$ and intergrating with respect to $u$ tells us that

$$
(f_u)^2 = (g_v)^2 + D(v)(1 + f^2 + g^2)
$$

for some constant of integration $D(v)$. Substituting (2.7) into (2.6), we get $f_{uu}(u) = D(v) f(u)$ implying that $D(v) = \tilde{c}$ for some constant $\tilde{c}$. Hence,

$$
f_{uu} = \tilde{c} f,
$$

and again multiplying both sides by $2 f_u$ and intergrating with respect to $u$ implies that

$$
(f_u)^2 = \tilde{c} f^2 + c
$$

for some constant $c$.

Similarly, from the fact that $\omega_v e^{-\omega} = e^{-2\omega} g$, we can show that

$$
\begin{align*}
g_{vv} &= \tilde{d} g \\
(g_v)^2 &= \tilde{d} g^2 + d
\end{align*}
$$

for some constants $d$ and $\tilde{d}$. Substituting these differential equations into (2.6) shows that $-\tilde{d} = \tilde{c} = c - d$.

To find the explicit solution for $f$, we must consider the initial conditions of $f(u)$ and $g(v)$ satisfying (2.4). We would like to assume $f(0) = g(0) = 0$ for simplicity; therefore, we first identify the conditions for $f(u)$ and $g(v)$ having a zero and prove that both $f(u)$ and $g(v)$ has a zero, using the next pair of lemmas.

Lemma 2.3. $f(u)$ (resp. $g(v)$) satisfying Lemma 2.2 has a zero if and only if $c \geq 0$ (resp. $d \geq 0$).
Proof. If \( c = d \), then the statement is a result of direct computation. Now, assume \( c \neq d \). First, to see that \( c \geq 0 \) implies that \( f(u) \) has a zero, from (2.4a) and (2.4b), we get
\[
f(u) = C_1 e^{\sqrt{c^2 - \alpha^2} u} + C_2 e^{-\sqrt{c^2 - \alpha^2} u}
\]
for some complex constants \( C_1 \) and \( C_2 \) such that \( c = -4C_1C_2(c - d) \). If \( c = 0 \), then either \( f(u) \equiv 0 \) or (2.4a) implies \( d < 0 \), a contradiction to (2.4c). Now assume \( c > 0 \). Then, \( C_1 \) and \( C_2 \) are non-zero, and we may let \( C_1 = \frac{1}{2} \sqrt{\frac{c}{e - \alpha}} = -C_2 \) so that \( f \) is real-valued and \( f(0) = 0 \).

On the other hand, if \( f(u_0) = 0 \) for some \( u_0 \), then \((f_u(u_0))^2 = c\), implying that \( c > 0 \). Therefore, \( f(u) \) has a zero if and only if \( c \geq 0 \). The case for \( g(v) \) is proven similarly using (2.4d). \(\square\)

Lemma 2.4. Let \( f(u) \) and \( g(v) \) be functions satisfying (2.4). Then both \( f(u) \) and \( g(v) \) have a zero.

Proof. Suppose by way of contradiction that \( f \) does not have a zero. Then by the previous lemma, \( c < 0 \). From (2.4a), we see that \( c < 0 \) implies \( c - d > 0 \). However, (2.4c) implies that if \( c - d > 0 \), then \( d > 0 \), a contradiction since \( c < 0 \) and \( c > d \). Therefore, \( f \) must always have a zero. Similarly, \( g \) must have a zero, from (2.4b) and (2.4d). \(\square\)

By shifting parameters \( u \) and \( v \), we may assume \( f(0) = g(0) = 0 \). Using these initial conditions, we may solve (2.4) to get the following:
\[
f(u) = \begin{cases} \pm \sqrt{\frac{\alpha}{\alpha^2 - \beta^2}} \sinh (\sqrt{\alpha^2 - \beta^2} u), & \text{if } \alpha \neq \beta \\ \pm \alpha u, & \text{if } \alpha = \beta \end{cases}
\]
\[
g(v) = \begin{cases} \pm \sqrt{\frac{\beta}{\beta^2 - \alpha^2}} \sinh (\sqrt{\beta^2 - \alpha^2} v), & \text{if } \alpha \neq \beta \\ \pm \beta v, & \text{if } \alpha = \beta \end{cases}
\]
(2.8)

where \( \alpha^2 = c \) and \( \beta^2 = d \). It should be noted that by letting \( u \mapsto -u \) and \( v \mapsto -v \), we may drop the plus or minus condition of (2.8). Finally, we arrive at the following result.

Proposition 2.1. For non-planar minimal surface \( X(u, v) \) with planar curvature lines, the real-analytic solution \( \omega : \mathbb{R}^2 \to \mathbb{R} \) of (2.2) is precisely given by
\[
e^{\omega(u, v)} = \frac{1 + f(u)^2 + g(v)^2}{f_u(u) + g_v(v)}
\]
(2.9)

with
\[
f(u) = \begin{cases} \sqrt{\frac{\alpha}{\alpha^2 - \beta^2}} \sinh (\sqrt{\alpha^2 - \beta^2} u), & \text{if } \alpha \neq \beta \\ \alpha u, & \text{if } \alpha = \beta \end{cases}
\]
(2.10)
\[
g(v) = \begin{cases} \sqrt{\frac{\beta}{\beta^2 - \alpha^2}} \sinh (\sqrt{\beta^2 - \alpha^2} v), & \text{if } \alpha \neq \beta \\ \beta v, & \text{if } \alpha = \beta \end{cases}
\]

where \( \alpha + \beta > 0 \).

Proof. To see that the \( \omega \) in (2.9) with \( f(u) \) and \( g(v) \) as in (2.10) is real, we only need to show that \( f_u(u) + g_v(v) > 0 \) for any \((u, v) \in \Sigma \). If \( \alpha = \beta \), then \( f_u + g_v = \alpha + \beta > 0 \). Without loss of generality, assume \( \alpha > \beta \), since \( \alpha + \beta > 0 \), \( \alpha > |\beta| \). From (2.10),
\[
f_u(u) = \alpha \cosh (\sqrt{\alpha^2 - \beta^2} u) \geq \alpha
\]
\[
g_v(v) = \beta \cos (\sqrt{\alpha^2 - \beta^2} v) \geq -|\beta|
\]
implying that \( f_u + g_v \geq \alpha - |\beta| > 0 \). The case for \( \alpha < \beta \) can be proved similarly. Finally, the real-analyticity of \( f(u) \) and \( g(v) \) tells us that the domain of \( \omega(u, v) \) can be extended to \( \mathbb{R}^2 \) globally. \(\square\)
Since the \( u \)-direction and \( v \)-direction of \( \omega(u, v) \) depend only on \( f(u) \) and \( g(v) \) respectively, by choosing different values for \( \alpha \) and \( \beta \), we may analytically understand how the surfaces behave in either direction. The following theorem and figure explains the relationship between different values of \( \alpha \) and \( \beta \) and the surface generated by the corresponding \( \omega(u, v) \). Note that in the figure, the subscript \( u \leftrightarrow v \) denotes that the role of \( u \) and \( v \) are switched.

**Theorem 1.** Let \( X(u, v) \) be a non-planar minimal surface in \( \mathbb{R}^3 \) with isothermic coordinates \( (u, v) \) such that \( ds^2 = e^{2\omega}(du^2 + dv^2) \). Then \( X \) has planar curvature lines if and only if \( \omega(u, v) \) satisfies Proposition 2.1. Furthermore, for different values of \( \alpha \) and \( \beta \), the metric function of \( X(u, v) \) have the following properties, based on Figure 2:

- \( \text{1, 1}' \) are not periodic in the \( u \)-direction but periodic in the \( v \)-direction.
- \( \text{2} \) is not periodic in the \( u \)-direction but constant in the \( v \)-direction.
- \( \text{3} \) is not periodic in both the \( u \)-direction and \( v \)-direction.

![Figure 2. Classification diagram for non-planar minimal surfaces with planar curvature lines.](image)

### 2.2. Axial directions and normal vector.

Through Theorem 1, we were able to identify the non-planar minimal surfaces with planar curvature lines. In fact, we may even understand that the surfaces represented by \( \text{1, 2, or 3} \) in Figure 2 are surfaces in the Bonnet family, catenoid, or Enneper surface, respectively. However, we would like to find their parametrizations, allowing us to visualize these surfaces and obtain a deformation between them. To do this, we utilize the Weierstrass representation theorem as follows: find the axial directions of the non-planar minimal surfaces with planar curvature lines. In fact, we may even understand that there is a unique constant direction \( \vec{v}_1 \) (resp. \( \vec{v}_2 \)) such that

\[
\langle m(u, v), \vec{v}_1 \rangle = \langle m_u(u, v), \vec{v}_1 \rangle = 0 \quad \text{(resp. } \langle n(u, v), \vec{v}_2 \rangle = \langle n_u(u, v), \vec{v}_2 \rangle = 0)\]

where \( m = e^{-2\omega}(X_u \times X_{uu}) \) (resp. \( n = e^{-2\omega}(X_v \times X_{vv}) \)) and

\[
\vec{v}_1 = \omega_{uu}X_u - \omega_{uv}X_v + \omega_u N \quad \text{(resp. } \vec{v}_2 = \omega_{uu}X_u - \omega_{uv}X_v + \omega_v N).\]

Furthermore, if \( \vec{v}_1 \) and \( \vec{v}_2 \) both exist, then \( \vec{v}_1 \) is orthogonal to \( \vec{v}_2 \). We call \( \vec{v}_1 \) and \( \vec{v}_2 \) the axial directions of the surface.

**Proposition 2.2.** If \( f(u) \) (resp. \( g(v) \)) is not identically equal to zero, then there is a unique constant direction \( \vec{v}_1 \) (resp. \( \vec{v}_2 \)) such that

\[
\langle m(u, v), \vec{v}_1 \rangle = \langle m_u(u, v), \vec{v}_1 \rangle = 0 \quad \text{(resp. } \langle n(u, v), \vec{v}_2 \rangle = \langle n_u(u, v), \vec{v}_2 \rangle = 0)\]

where \( m = e^{-2\omega}(X_u \times X_{uu}) \) (resp. \( n = e^{-2\omega}(X_v \times X_{vv}) \)) and

\[
\vec{v}_1 = \omega_{uu}X_u - \omega_{uv}X_v + \omega_u N \quad \text{(resp. } \vec{v}_2 = \omega_{uu}X_u - \omega_{uv}X_v + \omega_v N).\]

Furthermore, if \( \vec{v}_1 \) and \( \vec{v}_2 \) both exist, then \( \vec{v}_1 \) is orthogonal to \( \vec{v}_2 \). We call \( \vec{v}_1 \) and \( \vec{v}_2 \) the axial directions of the surface.

**Proof.** We will only prove the statement regarding \( \vec{v}_1 \). From (2.1),

\[
m = e^{-2\omega}X_v - \omega_v N \quad \text{and} \quad m_u = -\omega_u e^{-2\omega}X_u + \omega_{uu} N.
\]

Since \( f(u) \) is not identically equal to zero, let \( f(u_0) \neq 0 \). Then since \( \omega_u(u_0, v) \neq 0 \), \( m \) and \( m_v \) are linearly independent at \( (u_0, v) \). Therefore, the following definition

\[
\vec{v}_1 := e^{-2\omega}(m \times m_v) = \omega_{uu}X_u - \omega_{uv}X_v + \omega_u N
\]
is well-defined on \((u_0, v)\). Furthermore, by calculation,
\[
(\vec{v}_1)_u = (\vec{v}_1)_v = 0
\]
for all \((u, v)\), implying that \(\vec{v}_1\) is constant. It is easy to check that (2.11) holds, and checking orthogonality is a straight-forward calculation using the definitions of \(\vec{v}_1\) and \(\vec{v}_2\). \(\square\)

By normalizing these vectors, we may calculate the unit normal vector of the surface as follows.

**Proposition 2.3.** Let \(f(u)\) and \(g(v)\) be as in Proposition 2.1. If \(\alpha \beta \neq 0\), then the unit normal vector \(N(u, v)\) is given by the following:
\[
N(u, v) = \left(\frac{1}{\alpha} \omega_u, \frac{1}{\beta} \omega_v, \sqrt{1 - \frac{1}{\alpha^2} \omega_u^2 - \frac{1}{\beta^2} \omega_v^2}\right).
\]

**Proof.** First we normalize the axial direction and set \(\vec{v}_1 = e_1\), the unit vector in the \(x_1\)-direction. Then, from \(\langle m, \vec{v}_1 \rangle = 0\), we get
\[
(2.12) \quad -\omega_v N_1 - (N_1)_v = 0,
\]
where \(N = (N_1, N_2, N_3)\). Now, using (2.2b) and integrating with respect to \(v\), we obtain
\[
N_1 = B_1(u) \cdot \omega_u
\]
for some function \(B_1(u)\). Similarly, from \(\langle m, \vec{v}_1 \rangle = 0\), we get
\[
N_1 = B_2(v) \cdot \omega_u
\]
for some function \(B_2(v)\). Therefore, \(B_1(u) = B_2(v) = B\) for some constant \(B\), and
\[
N_1 = B \cdot \omega_u.
\]

To compute \(B\), first note that since \(\omega_u(0, v) = e^{\omega(0,v)} f(0) = 0\), we note that \(\langle m, X_u \rangle = \langle m, X_v \rangle = 0\) on \((0, v)\). Therefore, \(X_u(0, v) \in \text{span}\{e_1\}\), and
\[
e^{2\omega} = \|X_u(0, v)\|^2 = ((X_1(0, v)_v) = e^{2\omega} B^2 \alpha^2.
\]
Hence,
\[
B = \frac{1}{\alpha} \quad \text{and} \quad N_1 = \frac{1}{\alpha} \omega_u.
\]

Similarly, by setting \(\vec{v}_2 = e_2\), we get
\[
N_2 = \frac{1}{\beta} \omega_v.
\]
Finally, using the fact that \(N\) is a unit normal vector gives us the desired result. \(\square\)

Using the normal vector, we may now calculate the Weierstrass data. Since the meromorphic function \(h\) is the normal vector function under stereographic projection,
\[
h^{(\alpha, \beta)}(u, v) = \frac{1}{1 - N_3}(N_1 + iN_2) = \sqrt{\alpha^2 - \beta^2} \tanh\left(\frac{\sqrt{\alpha^2 - \beta^2}}{2} (u + iv)\right),
\]
while since \(Q = -\frac{1}{2} (h_u + ih_v) n = -\frac{1}{2}\), we also have
\[
\eta^{(\alpha, \beta)}(u, v) = \frac{1}{h_u + ih_v} = \frac{1}{\alpha + \beta} \cosh^2\left(\frac{\sqrt{\alpha^2 - \beta^2}}{2} (u + iv)\right)
\]
for \(\alpha + \beta > 0\). If we let \(\alpha = r \cos \theta\) and \(\beta = r \sin \theta\), then it is easy to see that \(r\) is a homothety factor. Therefore, we may assume \(r = 1\), and rewrite \(h^{(\alpha, \beta)}(u, v)\) and \(\eta^{(\alpha, \beta)}(u, v)\) as follows:
\[
h^\theta(u, v) = \begin{cases} \displaystyle \frac{\sqrt{\cos(2\theta)}}{\cos \theta - \sin \theta} \tanh\left(\frac{\sqrt{\cos(2\theta)}}{2}(u + iv)\right), & \text{if } \theta \neq \frac{\pi}{4} \\ u + iv \sqrt{2}, & \text{if } \theta = \frac{\pi}{4} \end{cases}
\]
(2.13)
\[
\eta^\theta(u, v) = \begin{cases} \displaystyle \frac{1}{\cos \theta + \sin \theta} \cosh^2\left(\frac{\sqrt{\cos(2\theta)}}{2}(u + iv)\right), & \text{if } \theta \neq \frac{\pi}{4} \\ 1 \sqrt{2}, & \text{if } \theta = \frac{\pi}{4} \end{cases}
\]
where \( \theta \in \left(-\frac{\pi}{4}, \frac{3\pi}{4}\right) \). Since \( h^\theta \) is meromorphic, and \( \eta^\theta \) is holomorphic such that \( (h^\theta)^2 \eta^\theta \) is holomorphic, we may use the Weierstrass representation theorem to obtain the following parametrizations for minimal surfaces with planar curvature lines.

**Proposition 2.4.** Let \( X(u, v) \) be a non-planar minimal surface with planar curvature lines in \( \mathbb{R}^3 \). Then \( X \) must have the following parametrization

\[
X^\theta(u, v) = \begin{cases}
\left( \frac{u \cos \theta \sqrt{\cos 2\theta} - \sin \theta \sinh (u \sqrt{\cos 2\theta}) \cos (v \sqrt{\cos 2\theta})}{(\cos 2\theta)^{3/2}} \right), & \text{if } \theta \neq \frac{\pi}{4} \\
\left( \frac{v \sin \theta \sqrt{\cos 2\theta} - \cos \theta \cosh (u \sqrt{\cos 2\theta}) \sin (v \sqrt{\cos 2\theta})}{(\cos 2\theta)^{3/2}} \right), & \text{if } \theta = \frac{\pi}{4}
\end{cases}
\]

for some \( \theta \in \left(-\frac{\pi}{4}, \frac{3\pi}{4}\right) \) on its domain up to isometries and homotheties.

### 3. Continuous Deformation of Minimal Surfaces with Planar Curvature Lines

In the previous section, we obtained the Weierstrass data and the parametrizations of non-planar minimal surfaces in \( \mathbb{R}^3 \) with planar curvature lines; in fact, the Weierstrass data and the parametrizations of such surfaces depended on a single parameter \( \theta \). In this section, we show that this parameter defines a locally continuous deformation between non-planar minimal surfaces preserving the planar curvature line condition. Furthermore, we show that by introducing a suitable homothety factor depending on \( \theta \), we may also extend the deformation to include the plane.

First, we show that the deformation of minimal surfaces in \( \mathbb{R}^3 \) with planar curvature lines we obtain by using the parameter \( \theta \) is continuous. By “continuous”, we mean that the deformation converges uniformly over compact subdomains component-wise. To show this, it is enough to show that each component function in the parametrization is continuous for all \( \theta \) at any point \((u, v)\) in the domain. The continuity is self-evident at any \( \theta \neq \frac{\pi}{4} \); hence, we only need to check the for the case \( \theta = \frac{\pi}{4} \).

However, for the Weierstrass data of minimal surfaces with planar curvature lines as stated in (2.13), it is easy to check that at any point \((u, v)\),

\[
\lim_{\theta \to \frac{\pi}{4}} h^\theta(u, v) = h^\frac{\pi}{4}(u, v) \quad \text{and} \quad \lim_{\theta \to \frac{\pi}{4}} \eta^\theta(u, v) = \eta^\frac{\pi}{4}(u, v).
\]

In addition, each component of the parametrization in (2.14) is also continuous at \( \theta = \frac{\pi}{4} \) at any point \((u, v)\), as

\[
\lim_{\theta \to \frac{\pi}{4}} X^\theta(u, v) = X^\frac{\pi}{4}(u, v).
\]

Therefore, \( X^\theta(u, v) \) is a continuous deformation.

Now, we would like to extend \( X^\theta(u, v) \) to include the plane. To do so, we define the homothety factor \( R^\theta \) as follows:

\[
R^\theta = \left( 1 - \sin \left( \theta + \frac{\pi}{4} \right) \right) |\cos 2\theta| + \sin \left( \theta + \frac{\pi}{4} \right)
\]

for \( \theta \in [-\frac{\pi}{4}, \frac{3\pi}{4}] \). Note that \( R^\theta \geq 0 \), and \( R^\theta = 0 \) if and only if \( \theta \) is at an endpoint of its domain.

If we consider

\[
\tilde{X}^\theta(u, v) = R^\theta X^\theta(u, v),
\]

then

\[
\lim_{\theta \to \frac{\pi}{4}} \tilde{X}^\theta(u, v) = \frac{3}{\sqrt{2}}(u, -v, 0) = \lim_{\theta \to \frac{3\pi}{4}} \tilde{X}^\theta(u, v).
\]

Therefore, the extension of \( X^\theta(u, v) \) to \( \tilde{X}^\theta(u, v) \) defined as

\[
\tilde{X}^\theta(u, v) = \begin{cases}
\frac{3}{\sqrt{2}}(u, -v, 0), & \text{if } \theta = -\frac{\pi}{4}, \frac{3\pi}{4} \\
R^\theta X^\theta(u, v), & \text{if } \theta \in (-\frac{\pi}{4}, \frac{3\pi}{4})
\end{cases}
\]

is again, a continuous deformation for \( \theta \in [-\frac{\pi}{4}, \frac{3\pi}{4}] \).
In conclusion, we obtain the following classification and deformation of minimal surfaces with planar curvature lines.

**Theorem 2.** If \( \tilde{X}(u,v) \) is a minimal surface with planar curvature lines in \( \mathbb{R}^3 \), then the surface is given by the following parametrization on its domain

\[
\tilde{X}^\theta(u,v) = \begin{cases}
  R^\theta \left( \frac{u \cos \theta \sqrt{\cos 2\theta} - \sin \theta \sinh(u \sqrt{\cos 2\theta}) \cos(v \sqrt{\cos 2\theta})}{(\cos 2\theta)^{3/2}}, \frac{v \sin \theta \sqrt{\cos 2\theta} - \cos \theta \cosh(u \sqrt{\cos 2\theta}) \sin(v \sqrt{\cos 2\theta})}{(\cos 2\theta)^{3/2}} \right) 
  & \text{if } \theta \neq -\frac{\pi}{4}, \frac{\pi}{4}, \frac{3\pi}{4}, \\
  \left( \frac{-3\sqrt{2}}{(u,-v,0)}, \frac{3\sqrt{2}}{6} \right), & \text{if } \theta = -\frac{\pi}{4} \\
  \left( \frac{3\sqrt{2}}{(u,v,0)}, \frac{3\sqrt{2}}{6} \right), & \text{if } \theta = \frac{\pi}{4} \\
  \left( \frac{3\sqrt{2}}{(u,v,0)}, \frac{3\sqrt{2}}{6} \right), & \text{if } \theta = \frac{3\pi}{4}
\end{cases}
\]

up to isometries and homotheties of \( \mathbb{R}^3 \) for some \( \theta \in \left[ -\frac{\pi}{4}, \frac{3\pi}{4} \right] \), where \( R^\theta = (1 - \sin(\theta + \frac{\pi}{4})) \cos 2\theta + \sin(\theta + \frac{\pi}{4}) \). In fact, it must be a piece of one, and only one, of the following:

- plane (\( \theta = \frac{\pi}{4} \));
- catenoid (\( \theta = 0, \frac{\pi}{2} \));
- Enneper’s surface (\( \theta = \frac{\pi}{4} \)), or
- a surface in the Bonnet family (\( \theta \in (-\frac{\pi}{4}, \frac{3\pi}{4}) \setminus \{0, \frac{\pi}{2}, \frac{3\pi}{4} \} \)).

Moreover, the deformation \( \tilde{X}^\theta(u,v) \) depending on the parameter \( \theta \) is continuous (see Figure 3).

**Figure 3.** Deformation of minimal surfaces with planar curvature lines with parametrization as in Theorem 2.
Furthermore, by considering the conjugate of minimal surfaces with planar curvature lines, we get the following classification and deformation of minimal surfaces that are also affine minimal.

**Corollary.** If $\hat{X}(u, v)$ is a minimal surface that is also an affine minimal surface in $\mathbb{R}^3$, then the surface is given by the following parametrization on its domain

$$
\hat{X}^\theta(u, v) = \begin{cases} 
R^\theta \begin{pmatrix} 
-u \cos \theta \sqrt{\cos 2\theta} + \sin \theta \cosh (u \sqrt{\cos 2\theta}) \sin (v \sqrt{\cos 2\theta}) \\
v \sin \theta \sqrt{\cos 2\theta} - \cos \theta \sinh (u \sqrt{\cos 2\theta}) \cos (v \sqrt{\cos 2\theta}) \\
-\sinh (u \sqrt{\cos 2\theta}) \sin (v \sqrt{\cos 2\theta}) \\
-\frac{v(6 - 3u^2 + v^2) - u(6 + u^2 - 3v^2)}{6\sqrt{2}} - uv \\
\frac{3\sqrt{2}}{6}(-v, -u, 0)
\end{pmatrix}^t, & \text{if } \theta \neq -\frac{\pi}{4}, \frac{\pi}{4}, \frac{3\pi}{4} \\
\frac{3\sqrt{2}}{6}(-v, -u, 0), & \text{if } \theta = \frac{\pi}{4} \\
\frac{3\sqrt{2}}{6}(-v, -u, 0), & \text{if } \theta = -\frac{\pi}{4}, \frac{3\pi}{4}
\end{cases}
$$

In fact, it must be a piece of one, and only one, of the following:

- plane ($\theta = -\frac{\pi}{4}, \frac{3\pi}{4}$),
- helicoid ($\theta = 0, \frac{\pi}{2}$),
- Enneper surface ($\theta = \frac{\pi}{4}$), or
- a surface in the Thomsen family ($\theta \in (-\frac{\pi}{4}, \frac{3\pi}{4}) \setminus \{0, \frac{\pi}{2}\}$).

up to isometries and homotheties of $\mathbb{R}^3$ for some $\theta \in [-\frac{\pi}{4}, \frac{3\pi}{4}]$.

Moreover, the deformation $\hat{X}^\theta(u, v)$ depending on the parameter $\theta$ is continuous (see Figure 4).

![Figure 4. Deformation of minimal surfaces that are also affine minimal with parametrization as in the corollary to Theorem 2.](image-url)
4. Final remarks

With appropriate modifications, the analytic method in conjunction with axial directions introduced in this paper can be applied to study maximal surfaces with planar curvature lines in Lorentz-Minkowski space $\mathbb{R}^{2,1}$. The complete classification is already given by Leite in [14], where she developed and used the orthogonal systems of circles on the hyperbolic plane. The analytic method can also be used to fully classify such surfaces; however, using the analytic method further allows us to see that all maximal surfaces with planar curvature lines can be joined by a single deformation. In addition, using this method allows us to understand that maximal Bonnet-type surfaces can be classified into three general types analytically, and five specific types by means of singularity theory. We will defer a complete discussion of these properties to our subsequent work [9].
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