Realistic galaxy images and improved robustness in machine learning tasks from generative modelling
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ABSTRACT

We examine the capability of generative models to produce realistic galaxy images. We show that mixing generated data with the original data improves the robustness in downstream machine learning tasks. We focus on three different data sets: analytical Sérsic profiles, real galaxies from the COSMOS survey, and galaxy images produced with the SKIRT code, from the IllustrisTNG simulation. We quantify the performance of each generative model using the Wasserstein distance between the distributions of morphological properties (e.g. the Gini-coefficient, the asymmetry, and ellipticity), the surface brightness distribution on various scales (as encoded by the power-spectrum), the bulge statistic and the colour for the generated and source data sets. With an average Wasserstein distance (Fréchet Inception Distance) of $7.19 \times 10^{-2}$ (0.55), $5.98 \times 10^{-2}$ (1.45) and $5.08 \times 10^{-2}$ (7.76) for the Sérsic, COSMOS and SKIRT data set, respectively, our best models convincingly reproduce even the most complicated galaxy properties and create images that are visually indistinguishable from the source data. We demonstrate that by supplementing the training data set with generated data, it is possible to significantly improve the robustness against domain-shifts and out-of-distribution data. In particular, we train a convolutional neural network to denoise a data set of mock observations. By mixing generated images into the original training data, we obtain an improvement of 11 and 45 per cent in the model performance regarding domain-shifts in the physical pixel size and background noise level, respectively.
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1 INTRODUCTION

Astronomy and cosmology are entering a new era where the size of available data sets will dramatically increase. Surveys such as Euclid (Laureijs et al. 2011), the Vera Rubin Observatory (Brough et al. 2020), and the Square Kilometer Array (SKA, Dewdney et al. 2009) will cover an unprecedented amount of the sky with comparable data quality to earlier, smaller surveys. For example, the Euclid survey will cover a 40 deg$^2$ contiguous area, compared to 2 deg$^2$ for the COSMOS field (Scoville et al. 2007) at a similar angular resolution.

The employment of machine-learning techniques has been proposed to deal with this influx of data in several different fields. For example, these techniques have already produced valuable results in e.g. star-galaxy classification (Kim & Brunner 2017), morphological classification (Huertas-Company et al. 2015), measuring the cosmic shear (Tewes et al. 2019), and identifying strong gravitational lens systems (e.g. Lanusse et al. 2021). Nonetheless, machine learning remains a data-driven method, i.e., the performance of any machine-learning model critically depends on the data set used in training. This can be an issue in astronomy, where data is often scarce or suffers from biases and selection effects.

For example, this fundamental problem arises when applying machine learning to the task of finding strong gravitational lens systems, where spatially highly resolved images of source galaxies are required for training. However, observations of sufficient resolution only exist for low redshift galaxies, which are fundamentally unlike the high redshift source galaxies in strong lens systems. Using low redshift galaxies in training, because their observations are readily available, and analysing high redshift galaxies in testing constitutes a domain shift. Methods to deal with the domain shift problem are the subject of ongoing research in machine learning (Wilson & Cook 2020; Wang & Deng 2018).

We propose to use generative modelling to address these kinds of problems. The focus of this paper is twofold. First, we train several recent generative models on different data sets of galaxy images. In assessing the models’ performance we focus on physically motivated metrics and compare these metrics to those traditionally used in computer vision. Second, we show that the generated data can improve the robustness of other models which make use of the generated data during training.

We make use of three different data sets in this paper: synthetic observations using Sérsic profiles, real galaxy observations from the COSMOS field (Mandelbaum et al. 2012), and a data set of synthetic high-resolution galaxy images at redshift $z = 0$ from the IllustrisTNG simulation (Nelson et al. 2019; Springel et al. 2017; Nelson et al. 2017; Naiman et al. 2018; Marinacci et al. 2018; Pillepich et al. 2017).
created using the SKIRT radiative transfer code (Baes et al. 2011; Baes & Camps 2015) as described in Rodríguez-Gomez et al. (2019), which we refer to as ‘the SKIRT data set’. The spatial resolution of galaxy images from each data set increases in this order while the data set size decreases. While we can create analytic Sérsic profiles with randomly drawn parameters indefinitely, there are \(20,000\) images from COSMOS and \(-9,000\) synthetic high-resolution images in the SKIRT data set. This resembles the trade-off between data quality and data availability often seen in practice.

We focus on variational and adversarial-based methods for generative modelling, using three model architectures specifically: a generative adversarial neural network (StyleGAN, Karras et al. 2020a), adversarial latent autoencoders (ALAE, Pidhorskyi et al. 2020), and variational autoencoders (VAE, Kingma & Welling 2013, 2019). Recently, other methods like score-based models (Song et al. 2020) and normalising flows (Gricić et al. 2021) have shown competitive results compared to traditional approaches, while also learning to approximate the probability of data samples.

In machine learning and computer vision, there are several metrics for comparing and ranking different generative models, but an approach that scores well according to these metrics may not necessarily produce physically realistic images. We discuss more physically motivated metrics that are based on the \(W_1\)-Wasserstein distance between 1D distributions of morphological measurements and transformations of the 2D power spectra on which we base our evaluation. As a further test for our trained models, and generative modelling in general, we evaluate how successfully generated data can replace or expand the original data in downstream machine learning tasks. As an example task, we consider the problem of denoising images. Real observations are affected by different sources of noise and blurred by the point spread function (PSF) of the instrument. We train a convolution neural network (CNN) in order to remove the noise and PSF in a supervised manner. For this purpose, we consider the SKIRT data set and data generated from the StyleGAN to which we artificially add a PSF and background noise. We evaluate the performance of denoising networks trained with different mixing factors for the SKIRT data and the generated data and analyse the robustness of the trained models by measuring how domain shifts in the test data affect the performance.

In Section 2, we introduce the generative models considered in this paper. In Section 3, each data set is described in more detail. In Section 4, we describe our metrics for evaluating the generative models. This is followed by an evaluation of the different generative models on the three training data sets in Section 5. In Section 6, we analyse how mixing the SKIRT data set with data generated from StyleGAN affects the performance of the trained denoising models on test data with domain shifts.

\section{Generative Modelling}

Generative modelling with deep learning has been used successfully in areas such as: face generation and reconstruction (e.g. Karras et al. 2020a), precipitation nowcasting (e.g. Ravuri et al. 2021), and solving inverse problems in medical imaging (e.g. Song et al. 2021). Generative models have been considered also for astronomical data. For example, Arcelin et al. (2021) employ VAEs to learn probabilistic models of galaxies for deblending. Bretonnière et al. (2021) propose to train VAEs for generating synthetic data for the upcoming Euclid survey, which can help with the preparation and calibration of algorithms. Smith et al. (2022) train denoising diffusion probabilistic models on galaxy images and demonstrate applications for inpainting of occluded data and domain transfers.

GANs represent another popular method for generative models and were successfully adopted in a variety of applications (Radford et al. 2016; Xie et al. 2018; Karras et al. 2020a, e.g.). In the context of astronomy, Fussell & Moews (2019) have, for example, used chained GANs to demonstrate that the distributions of morphological parameters from generated galaxies are close to those of the GAN training data set. Yip et al. (2019) have used synthetic data generated by GANs to train neural networks for exoplanet discovery.

In general, a generative modelling approach aims to learn the probability distribution \(P(X)\) of some data \(X\). The distribution \(P(X)\) is approximated by a model \(P_\theta(X)\) with parameters \(\theta\), i.e. for some observed data \(x\), we want to have \(x \sim P_\theta(x)\). Drawing samples from the learned distribution \(P_\theta(x)\) then produces new, synthetic data with a similar distribution to the original data. As a means to break down this task and to provide an efficient way to sample from \(P_\theta(X)\), we introduce latent variables \(z\) (Kingma & Welling 2019) and write

\[
P_\theta(x) = \int_z p_\theta(x|z)q_\phi(z)dz. \tag{1}
\]

The collection of latent variables can be thought of as a compact, meaningful representation of the data.

In the rest of this section, we introduce the three generative modelling techniques which we use in this paper; variational autoencoders, generative adversarial neural networks, and adversarial latent autoencoders. The reader already familiar with these concepts can skip-over this section, and move to Section 3 for a description of the data considered in this paper.

\subsection{Variational autoencoders}

Variational autoencoders split learning the data distribution into two parts. A decoder model for \(p_\phi(x,z) = p_\phi(x|z)p(z)\), where \(p(z)\) is a fixed prior distribution, and an encoder model \(p_\phi(z|x)\), which is intractable to compute but is approximated by \(q_\phi(z|x)\). We define the Kullback-Leibler divergence between two probability distributions with densities \(q\) and \(p\) as

\[
\text{KL}(q||p) = \int q(x) \log \left( \frac{q(x)}{p(x)} \right) dx. \tag{2}
\]

We can then write the data probability as

\[
\log p_\phi(x) = E_{z \sim q_\phi(z)} \left[ \log \left( \frac{p_\phi(x,z)}{q_\phi(z)} \right) \right] + \text{KL}(q_\phi(z|x)||p_\phi(z|x)), \tag{3}
\]

where the expectation \(E\) on the right-hand side is called the evidence lower bound (ELBO, see Kingma & Welling 2019, for a derivation). Maximizing the ELBO for \(\phi\) and \(\psi\) has two expected effects: the decoder model is improved by maximizing \(p_\phi(x|z)\), and, the encoder model is improved by minimizing \(\text{KL}(q_\phi(z|x)||p_\phi(z|x))\). In cases where both the encoder and decoder are neural networks, the ELBO maximization can be written as maximizing

\[
\log p_\phi(x|z) + \log p_\phi(z) - \log q_\phi(z|x), \tag{4}
\]

where the first term \(\log p_\phi(x|z)\) is the negative reconstruction loss of an autoencoder, and the two other terms act as a regularization for the network (Goodfellow et al. 2016). See Appendix A5 for a detailed description of the encoder and decoder architecture.

A natural reconstruction loss for physical data is the squared pixel-wise distance, or L2 distance, between the original data and the
2.2 Generative adversarial networks

GANs are comprised of a discriminator network $D$ and a generator network $G$ parameterized by $\Phi_D$ and $\Phi_G$. New samples are generated by drawing a random vector $z$ with entries from a standard Normal distribution and feeding it to the generator network. The optimization objective of a GAN is twofold. The discriminator network is trained to minimize the classification loss $L_{\text{adv}}$ on whether an input image is sampled from the real data distribution or generated by the decoder network. The generator network, on the other hand, is optimized to maximize this classification loss. The training of the network happens in two steps: (1) the weights of the generator are frozen and the discriminator is trained, (2) the weights of the discriminators are frozen, and the generator is trained. This process is repeated until the generator and discriminator converge to a Nash equilibrium, i.e. neither the generator can increase $L_{\text{adv}}$ nor the discriminator can decrease $L_{\text{adv}}$. See Fig. 1 for an illustration. The training objective can be written as

$$\min_{\Phi_D} \max_{\Phi_G} \mathbb{E}_{x \sim p(x)} [\log(D(\Phi_D(x))] + \mathbb{E}_{z \sim p(z)} [\log[1 - D(\Phi_D(G(\Phi_G(z))))]].$$

In this work, we employ the StyleGAN architecture (Karras et al. 2020a), which has shown impressive results in synthesizing high-resolution images. There are several differences between the standard GAN architectures and StyleGAN, although the main training loop and network components remain the same. For example, the generator network in StyleGAN is stochastic, i.e. there is an additional noise input to the generator that causes variations in the synthesized data on a small scale. As discussed by Goodfellow et al. (2014), GANs attain visually better results and resolve finer details than VAEs. On the other hand, it is much more difficult to train GANs until convergence. Moreover, GANs often suffer from mode collapse, i.e., the GAN focuses on learning some small regions of the training dataset distribution very well while not learning about other parts. Therefore, GANs might not cover the training distribution as well as VAEs do. To address this issue, efforts have been made to combine GANs and VAEs in a new architecture with all the advantages of both methods.

2.3 Adversarial latent autoencoder

The adversarial latent autoencoder (ALAE) is one such attempt at a combined architecture, and extends the GAN architecture with a reconstruction loss (Pidhorskyi et al. 2020). ALAEs introduce an additional abstraction by distinguishing between the $Z$-space, where data is sampled, and a space for representing data in a compact but meaningful way, called $W$-space. This is coupled with a reconstruction loss $L_{\text{rec}}$ that is optimized together with the adversarial loss $L_{\text{adv}}$. The generator is effectively split into two parts, a dense neural network $F$ that maps from the $Z$-space to the $W$-space, and the decoder $G$ that maps from the $W$-space to the data space. The discriminator is also split into two parts, an encoder $E$ that maps from the data space to the $W$-space, and a smaller discriminator $D$ that maps from the $W$-space to a single output. The probability of the data can be written as follows

$$p(\Phi(x)) = \int \int p(\Phi(x|w)p(\Phi(z)p(z)dwdz, \quad (6)$$

where $p(\Phi(x|w)$ corresponds to the decoder $G$ and $p(\Phi(z) to $F$. The reconstruction loss is based on establishing the reciprocity of the encoder and decoder, i.e. $G^{-1} = E$

$$L_{\text{rec}} = \mathbb{E}_{z \sim p(z)} \left[ || E(D(F(z)) - F(z) ||_1 \right], \quad (7)$$

where $|| \cdot ||_1$ denotes the L1-norm. The adversarial latent autoencoder is trained by alternately optimizing two objectives

$$\max_{G,F,E,D} L_{\text{adv}}(G,F,E,D), \quad (8)$$

and

$$\min_{G,E} L_{\text{rec}}(G,F,E). \quad (9)$$

Some authors impose additional regularizations on the distribution of the latent representations similar to VAEs (Srivastava et al. 2017; Ulyanov et al. 2018). We refer to Pidhorskyi et al. (2020) for more details on this topic.

3 DATA SETS

The first data set consists of purely analytic Sérsic profiles with fixed physical pixel size and one filter. The COSMOS data set contains observations from the Hubble Space Telescope (HST). The galaxy images are obtained by cropping those from the catalogue by Mandelbaum et al. (2012). Finally, we consider synthetic high-resolution images from the IllustrisTNG simulation (Rodriguez-Gomez et al. 2019, RG19 hereafter) with four filters that match the SDSS survey. In Fig. 2, we show an example of galaxies taken from each data set as well as a preview of the galaxies generated by the StyleGAN model, which we discuss in Section 5. Additionally, in Table 1, we summarise essential quantities characterising each galaxy sample.
The Sérsic profile is frequently used to describe the surface brightness distributions of elliptical galaxies. The intensity $I$ at a distance $r$ from the centre of the galaxy is given by

$$I(r) = I_0 \exp \left\{ -n_s \left[ \left( \frac{r}{r_{\text{eff}}} \right)^{\frac{1}{n_s}} - 1 \right] \right\},$$

(10)

where $I_0$ is the intensity at $r = 0$, $n_s$ is a normalising constant (Ciotti & Bertin 1999) and $r_{\text{eff}}$ is the effective radius of the galaxy. We can create an unlimited number of galaxies with Sérsic profiles, but limit the training data set size to 50,000 images. All images have a size of 256 x 256 pixels.

To avoid numerical errors due to the discretisation, we use sub-pixelisation to better resolve the subgrid around the peak. During sampling, we place uniform priors on the parameters of the profile, which do not necessarily resemble the actual physical distribution from observations of real galaxies. We draw the central position coordinates from $\mathcal{U}(-1, 1)$ arcsec, the effective radius $r_{\text{eff}}$ from $\mathcal{U}(1, 4)$ arcsec, the Sérsic index $n_s$ from $\mathcal{U}(1, 4)$, the axis ratio $q$ from $\mathcal{U}(0.4, 1.0)$ and finally the position angle from $\mathcal{U}(0, \pi)$. The AB magnitude is fixed for all Sérsic profiles at 22.

### 3.2 COSMOS

This data set consists of individual galaxies from the contiguous COSMOS field (Mandelbaum et al. 2012; Bretonnière et al. 2021). The field was observed using the F814W filter with a drizzle pixel scale of 0.03 arcsec pixel$^{-1}$ and limiting point source depth at 5$\sigma$ of 27.2 mag. As each galaxy image has a different number of pixels, which depends on the size of the galaxy itself, we crop them to a final size of 256 x 256 pixels (from the centre) and discard all galaxies with a smaller number of pixels. Otherwise, we apply no further pre-processing steps to the data.
3.3 SKIRT
This data set comprises synthetic galaxy images obtained by running the SKIRT radiative transfer code on galaxies from the IllustrisTNG (TNG100) simulation (RG19) at snapshot $z = 0$. The SKIRT code adds realistic radiation to dusty galaxies by simulating various physical processes. The output images have a physical pixel size of 0.276 comoving kpc/h, units of $e^{-s^{-1}}$ per pixel. The size of each galaxy image is equal to 15 times its stellar half-mass radius. As part of our pre-processing, we crop out pixels corresponding to one fourth of either the width or height at each border. To account for the different number of pixels $N$, we augment the models discussed in Section 2 with dynamic rescaling, which allows us to generate image data with a varying number of pixels $N$. This approach is detailed in Appendix A. We remove all images with size $N \geq 64$. There remain ~9,000 galaxies of which we exclude 25 per cent as a test set for the denoising task described in Section 6.4 and train the generative models on the remaining 75 per cent.

4 METRICS

In order to quantify and compare the performance of the different generative models, we first need to specify which image properties to consider and how to compare the distribution of these quantities in the original and generated data sets. While this problem has been successfully addressed for natural images in computer vision (Heusel et al. 2017; Sajjadi et al. 2018; Bílkowski et al. 2018), it is still unclear how meaningful these metrics are when applied to astronomical data. In this paper, we first consider a set of physically-related galaxy properties, and compare how well these are reproduced by the different generative models in terms of the $W_1$-Wasserstein distance (see Section 4.2 for more details) between their distributions and those of the training data. Additionally, we quantify the relative performance of the generative models in terms of traditional computer vision metrics and test how appropriate these are for galaxy images.

4.1 Physical properties

4.1.1 Morphology
We employ the statmorph package (RG19) to compute optical morphological measurements of the galaxy images from the training and the generated data sets. In particular, we focus on the asymmetry, the smoothness, the concentration, the Gini-coefficient, the $M_{20}$ statistic, and the half-light radius. We also consider parameters obtained by fitting a Sérsic profile to the light distribution, specifically the Sérsic index, the orientation, ellipticity, and elongation calculated with respect to the centroid. See Section B for an overview as well as for some further pre-processing steps that we apply only before computing the morphological measurements.

4.1.2 2D power spectrum
We also consider transformations of the 2D power spectrum of the surface brightness distribution of the images. Our process involves computing the 2D discrete Fourier transform (DFT) $F(x, y)$ given an $N \times N$ pixel grid and we require that the physical size of each pixel is the same for all images. See Fig. 3 for an overview.

The frequencies of the 2D power spectrum correspond to wavelengths depending on either the physical pixel size or angular pixel scale $L_{\text{pixel}}$, which is the distance between two grid points in the pixel grid. The maximum frequency that corresponds to the smallest wavelength is given by

$$f_{\text{max}} = \frac{1}{\sqrt{2L_{\text{pixel}}}}.$$  \hfill (11)

We define the average power spectrum given a radial distance (or frequency $f$) from the centre in the shifted 2D power spectrum as

$$\overline{P}(f) = \frac{1}{2\pi^2} \int \int \frac{|F(x, y)|}{|x|^2 + |y|^2 = f} dx dy.$$  \hfill (12)

We partition the frequency range $[0, f_{\text{max}}]$ into 15 intervals, which we call modes. The size of each interval is proportional to its frequency, and mode 0 corresponds to frequency 0, i.e. $[F(0, 0)]$. See Table 2 for the exact partitioning.

4.1.3 Colours
As a final physically-motivated quantity we consider the $g - i$ galaxy colour. In this paper, the SKIRT data set is the the only one with multiple bands. For objects with single-band-only information, a comparison of the distribution of total flux between the generated data and source data is already covered by the comparison of the 2D power spectra. We define the $g - i$ colour index according to the SDSS conventions (York et al. 2000) as the ratio between the total flux in the $g$-band and the $i$-band. The total flux in a specific band is obtained by measuring the Petrosian radius of the galaxy in that band and integrating the flux within a circular aperture twice the Petrosian radius and pixel coordinates that minimize the galaxy asymmetry $A$ as the centre. See Fig. 7 for the $g - i$ colour distribution in the SKIRT data set.

4.2 Wasserstein distance

Often, two distributions are compared in terms of their mean and standard deviation. However, in many cases, these distributions cannot be approximated by simple Gaussians and a comparison that relies on the mean and standard deviation may be misleading. For this reason, we use the Wasserstein distance instead.

Let $\mu$ denote a probability measure for the training data on the space of all possible images $M$, i.e. we may assume that the training data is randomly sampled from $\mu$. Similarly, let $\nu$ be the probability measure corresponding to the generator. The $p$-th Wasserstein distance between $\mu$ and $\nu$ is defined as

$$W_p(\mu, \nu) = \left[ \inf_{\gamma \in C(\mu, \nu)} \int_{M \times M} d(x, y)^p \gamma(x, y) \right]^{\frac{1}{p}},$$  \hfill (13)

where $d : M \times M \to [0, \infty]$ is a distance function for images, e.g. the average pixel-wise squared difference and $\Gamma(\mu, \nu)$ denotes the set of all probability measures on $M \times M$ with $\mu$ and $\nu$ as marginals. There are two constraints on $\gamma(x, y)$:

$$\int \gamma(x, y) dy = \mu(x)$$  \hfill (14)

and

$$\int \gamma(x, y) dx = \nu(y).$$  \hfill (15)

Computing the $W_1$-Wasserstein distance between two distributions quickly becomes computationally infeasible for high dimensions. To solve this issue, in this paper, we take the approach to not compute the Wasserstein distance on $\mu$ and $\nu$ directly, but to compute it on the so-called push-forward measure of $\mu$ and $\nu$. 
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Figure 3. The 2D power spectrum and its connections to wavelengths corresponding to the physical pixel size. The leftmost panel shows the $r$-band of a galaxy from the SKIRT data set with $34 \times 34$ pixels. The two panels right to it show its 2D power spectrum (top) and the shifted 2D power spectrum (bottom). The value at each pixel combined with the coordinates gives the magnitude of a 2-dimensional wave and its frequency (number of cycles per sample), see panels (a) to (d) and the corresponding points in the shifted 2D power spectrum. Since the pixel size corresponds to a physical length, we can write the average magnitude as a function of the wave frequency by eq. 12, which is shown in the rightmost panel.

For a given function $g : M \to \mathbb{R}$ the push-forward measure $\mu^{(g)}$ is defined by $\mu^{(g)}(x) = \mu(g^{-1}(x))$. Since these measures are $1$-dimensional, we can compute the distance efficiently. For this, we use the package Python Optimal Transport (Flamary et al. 2021) with the Euclidean distance for the underlying metric. We define a pseudo-metric based on push-forward measures with functions from a set of critic functions $\mathcal{F}$ by

$$d_F(\mu, \nu) := \sup_{f \in \mathcal{F}} \mathcal{W}_1(\mu^{(f)}, \nu^{(f)}).$$

(16)

Since we can only consider a finite number of functions $f \in \mathcal{F}$, it makes sense to choose functions that have application-specific advantages. A natural choice for the push-forward measures are the optical morphological measurements discussed in Section 4.1.1 and the frequency ranges consider in the 2D power spectrum of the galaxy images, discussed in Section 4.1.2.

4.3 Computer vision-based metrics

Metrics for evaluating generative models that are commonly used in computer vision are based on feature-extraction networks (Kohli et al. 2020; Zhang et al. 2018). Feature-extraction networks in this context are convolutional neural networks pre-trained for classification tasks on large data sets. We can obtain compressed representations of the input images by extracting intermediate activation layers from these networks. These compressed representations can be computed for both the training data set and generated data. The number of activations in the compressed representation is typically between $10^3$ and $10^5$. It is not possible to perfectly reconstruct the input images from the compressed representation, but the activations recognize basic geometric shapes as well as more complex compositions of shapes and patterns. Therefore, the content of images is in general very well described by the compressed representation. Instead of defining the similarity between sets of images, the problem is simplified to finding a similarity metric for two sets of real-valued vectors. This is conceptually very similar to the push-forward problem, but pushing-forward to $\mathbb{R}^n$ instead of $\mathbb{R}$, where $n$ is the size of the compressed representation. We will discuss the Fréchet Inception Distance (FID, Szegedy et al. 2016) and the Kernel Inception Distance (KID, Bińkowski et al. 2018), which are based on two different approaches to compare the distributions of compressed representations.

In general, there is strong evidence that the FID and KID correlate with the perceptual similarity of image-like data sets (Zhang et al. 2018).

4.3.1 Fréchet Inception Distance

The compressed representations are obtained from different layers of the InceptionV3 model pre-trained on ImageNet (Szegedy et al. 2016) for the training data set and the generated data. Then, the $\mathcal{W}_1$-distance is computed for the two sets of compressed representations. To make this process computationally feasible, a simplifying assumption that each set is drawn from a multivariate Gaussian distribution is made. In this case, the FID can be computed as

$$\text{FID} := |\mu_{\text{train}} - \mu_{\text{gen}}|^2 + \text{tr} \left( \Sigma_{\text{train}} + \Sigma_{\text{gen}} - 2(\Sigma_{\text{train}}\Sigma_{\text{gen}})^{1/2} \right),$$

(17)

where $\mu_{\text{train}}$ and $\mu_{\text{gen}}$ are the mean of the compressed representations of the training data set and generated data. Analogously, for the covariances $\Sigma_{\text{train}}$ and $\Sigma_{\text{gen}}$. The FID correlates strongly with perceived image quality and diversity.

4.3.2 Kernel Inception Distance

The KID relies on compressed representations from the same InceptionV3 model as the FID. The KID is based on the maximum mean discrepancy, which is defined as

$$\text{MMD}(\mu, \nu) := \sup_{\|f\|_{\mathcal{H}} \leq 1} \left| \mathbb{E}_{x \sim \mu}[f(x)] - \mathbb{E}_{y \sim \nu}[f(x)] \right|.$$  

(18)

where $\mathcal{H}$ is some kernel Hilbert space. In the case of the KID, the chosen reproducing kernel Hilbert space is defined by the kernel

$$K(x, y) = \left[ \frac{1}{d} \phi(x)^T \phi(y) + 1 \right]^3,$$

(19)

where $\phi$ represents the InceptionV3 (Szegedy et al. 2016) network mapping to the compressed representations. The reproducing kernel property of $\mathcal{H}$ implies that for all $f \in \mathcal{H}$: $f(x) = (f, K(x, \cdot))$. This can then be used to show

$$\text{KID}(\mu, \nu) := \text{MMD}^2(\mu, \nu) = \mathbb{E}_{x, \tilde{x} \sim \mu}[K(x, \tilde{x})] + \mathbb{E}_{y, \tilde{y} \sim \nu}[K(y, \tilde{y})] - \mathbb{E}_{x, y, \tilde{x}, \tilde{y}}[K(x, y)].$$
see Gretton et al. (2012). The advantages of the KID over the FID are that there exists an unbiased estimator for the KID and it does not assume a parametric form for the distribution of compressed representations.

4.3.3 Feature-extraction for physical data with pre-trained CNNs

A difficulty in overcoming when using the FID and KID metrics is that images need to be compatible with the expected input of the feature-extraction networks. In the case of the InceptionV3 network, the model expects inputs of the shape $256 \times 256$ with three channels and values between 0 and 1 corresponding to red, green, and blue. We considered the following strategy to convert galaxy images to RGB ones. Each image is normalized by dividing by its maximum pixel intensity. With this approach disregards differences in the absolute distribution of luminosity and focuses on the relative distribution of luminosity for each galaxy. Afterwards, we pick a single band from the data and apply a colourmap. In this paper, we have used the magma colourmap from the matplotlib package in Python (Hunter 2007). For the SKIRT data set with four filters, we always pick the r-band.

5 RESULTS

Here, we quantify the relative performance of the three generative models presented in Section 2 when applied to the three data sets described in Section 3, in terms of the physically-motivated and computer-vision quantities discussed in the previous section. To this end, we set the size of the latent space $Z$ of the generative models to 512 for the COSMOS and SKIRT data sets, and 32 for the Sérsic one. For each combination of generative model and training data set, we create a generative data set consisting of 50,000 samples. For details on the training hyper-parameters of the individual models, we refer the reader to Appendix A.

5.1 Morphological properties

Table 2 lists the $W_1$-Wasserstein distance for each of the morphological properties considered. For the reader less familiar with this distance, in Table C1 in the appendix, we also report the mean and standard deviation for the distribution of each quantity. In general, we find that for the SKIRT and COSMOS data sets StyleGAN either outperforms both VAE and ALAE for most morphological properties or is close to the best model. In particular, for the SKIRT data set, StyleGAN achieves the lowest average $W_1$-Wasserstein distance of 9.04, which is 85 per cent lower than VAE (61.14) and 49 per cent lower than ALAE (17.85). Similarly, StyleGAN also has the lowest average $W_1$-Wasserstein distance for the COSMOS data set with 6.72, which is 89 per cent lower than VAE (63.72) and 84 per cent lower than ALAE (42.32).

For the sample of Sérsic profiles, different morphological properties are best reproduced by different generative models. In particular, ALAE obtains an average score of 11.07, which is 7 per cent lower than StyleGAN and 65 per cent lower than VAE.

Interestingly, VAE, which is one of the most commonly used methods in astronomy, performs significantly worse than StyleGAN and ALAE for most morphological parameters and data sets. Overall, StyleGAN scores best in 20 out of 30 cases, and ALAE in 9 out of 30 cases. This assessment, based on the $W_1$-Wasserstein distance, is consistent with the results based on the mean and standard deviations of the distributions (see Table C1 in the appendix).

In Fig. 4, we show histograms of the morphological measurements for the generative models and the SKIRT data set. For example, the second bottom panel from the left shows the smoothness $S$. Generated data from VAE has a lower smoothness value $S$ than the other three data sets, i.e. it is generally less clumpy and smoother. This can also be observed from the SKIRT data set visualizations in Fig. D1 and Fig. D2 in the appendix. How well the distributions in Fig. 4 overlap with the SKIRT data set for the morphological measurements strongly correlates with the $W_1$-Wasserstein distance score they obtain. In Fig. E1 and Fig. E2 in the appendix we show histograms for the COSMOS and Sérsic profiles data sets, respectively. Note that since we normalize the morphological measurements for each data set for better comparability of the individual morphological properties, it can be misleading to compare the $W_1$-Wasserstein distance across different data sets.

5.2 Power-spectrum

In Table 2 we show the $W_1$-Wasserstein distance for the distribution of magnitudes of the power spectra for different physical scales between the source and the generated data sets. The different scales are grouped into 15 intervals, which we call modes.

For the SKIRT galaxy images, StyleGAN consistently outperforms the other models and attains a mean $W_1$-Wasserstein distance of 4.83, which is 82 per cent lower than VAE (27.61) and 65 per cent lower than ALAE (14.00). To analyze our results, we find that it is best to partition the wavelength ranges into three groups. The first group comprises the largest wavelengths, i.e. the total magnitude and wave-lengths above 5 arcsec (mode 0). In this group, the generative models reproduce the SKIRT data slightly worse than in the second group. The second group corresponds to physical scales at which each model can reproduce the SKIRT data set best and which attain the lowest $W_1$-Wasserstein distance. For example, for StyleGAN this is the case for scales between 0.30 and 0.66 arcsec (mode 4 and 5). Then, for smaller scales in the third group, we notice that it gradually becomes harder for all generative models to reproduce the power spectrum of the SKIRT data set, as reflected by an increasing $W_1$-Wasserstein distance. We plot and discuss the average power spectrum in Fig. 5. While we still see imperfections regarding the average power spectrum of the raw network outputs, we believe that these issues will be mitigated with continuing progress in generative modelling research, for example, with approaches that explicitly consider Fourier features (Karras et al. 2021; Gal et al. 2021).

In Fig. 6, we show contour plots for some selected scale ranges. Our quantitative analysis is confirmed by comparing how well the generated data sets for each model match the SKIRT data visually. For example, the VAE data set shows significantly less power on smaller physical scales (between mode 9 and mode 14) than the SKIRT data set, implying less clumpy and smoother galaxies. On the other side, StyleGAN matches the SKIRT data set best on those scales. Indeed, as seen in Fig. D1 and Fig. D2 in the appendix, the StyleGAN generated data is in general much sharper, while the VAE produces overly-smooth data lacking any morphological details.

For the COSMOS observations, StyleGAN attains the lowest average $W_1$-Wasserstein distance (5.24), which is 34 per cent lower than ALAE (8.06) and 78 per cent lower than VAE (24.38). For larger physical scales (total magnitude, mode 1 and mode 2), ALAE outperforms StyleGAN, but it is worse for all smaller physical scales. For all models, we observe that the $W_1$-Wasserstein distance gradually increases for smaller physical scales. For the COSMOS data set,
### Table 2. Generative model evaluation. The first group shows the \(W_1\)-Wasserstein distance between the 1D distributions of the normalized optical morphological measurements of the generated data and the source data set. The power spectra metrics show the \(W_1\)-Wasserstein distance of the radially averaged shifted 2D power spectra between the generated data and source data set for different physical scales. The minimum wavelength \( \lambda_{min} \) is 0.55 kpc or 0.056 arcsec for SKIRT, 0.042 arcsec for COSMOS and 0.056 arcsec for Sérésic profiles. In the colours group, we display the \(W_1\)-Wasserstein distance for the \((g-i)_{SDSS}\) and bulge statistic, see Fig. 7 for reference. The computer vision-based metrics FID and KID are based on feature similarity from activations of the InceptionV3 network and are typically correlated with a perceptual similarity.

we already see a convincing agreement of the average power spectra between the generated and original data, compare Fig. F1 and Fig. F2 for contour plots of selected individual scale ranges in the appendix.

Finally, for the Sérésic profiles, StyleGAN achieves an average \(W_1\)-Wasserstein distance of 2.50, which is 36 per cent lower than ALAE (3.95) and 82 per cent lower than VAE (13.94). Here, both adversarial-based models can reproduce the power spectrum very well across all scales, but StyleGAN outperforms ALAE for all scales below 5.09 arcsec (between mode 2 and 14). Similar to the COSMOS

data, the generated data convincingly reproduces the average power spectrum, see Fig. F3 and Fig. F4 in the appendix.

Overall, StyleGAN was the best model in 40 out of 45 cases and ALAE in 5.

#### 5.3 Colour and bulge statistic

Fig. 7 shows the Gini-M\(_{20}\) bulge statistic \(F(G, M_{20})\) vs \((g-i)_{SDSS}\) colour of the generated data and the SKIRT galaxies. The Gini-
M20 bulge statistic, $F(G, M_{20})$, is a linear combination of the Gini-coefficient and the $M_{20}$ statistic that correlates with optical bulge strength (Snyder et al. 2015; Rodriguez-Gomez et al. 2019). We can see from this plot that the VAE model cannot reproduce either quantity, as it mostly produces galaxies with a limited range of colour and $F(G, M_{20})$ values.

The ALAE model is better at reproducing the range of colour values. However, it fails to reproduce the bimodality of the colour distribution seen in the SKIRT data and it underestimates the fraction of red (early-type) galaxies. Compared to VAE, it allows for a larger range of values for $F(G, M_{20})$, but produces results which are biased towards less bulge-dominated galaxies.

The StyleGAN generated data is the one that most closely reproduces the colour distribution and the bulge statistic of the SKIRT galaxies, including the colour bimodality. This result is very encouraging, because it demonstrates that StyleGAN is capable of repro-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{SKIRT data set: Histograms showing selected optical morphological measurement for the SKIRT data set and the generated data sets (StyleGAN, ALAE and VAE). Morphological properties learned very well by the StyleGAN and ALAE models are the orientation, the half-light radius $R_{\text{half}}$, the smoothness $S$ and the concentration $C$. Slightly harder to learn are the Sérsic index $n$ and the Gini-coefficient $G$. The models have the most difficulty reproducing the asymmetry $A$ and the ellipticity.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Contour plots of the average shifted 2D power spectrum of the $r$-band of the raw network outputs (VAE (a), ALAE (b) and StyleGAN(c)) and of the resized $256 \times 256$ images of the SKIRT data set (d). The shifted 2D power spectrum of individual galaxies is calculated as described in Fig. 3. Units on the axes are in pixels. We show a contour plot in dB, i.e. values are in $\log_{10}$ scale. While the StyleGAN generated data (c) is visually close to the original SKIRT data set, there are noticeable differences, which affect the higher frequencies in particular. The ALAE generated data (b) deviates even more from the SKIRT data set. Finally, the VAE generated data (a) looks very differently compared to the SKIRT contour plot, since the VAE has an inherent difficulty to generate non-smooth data. The average $W_1$-Wasserstein distances for VAE, ALAE and StyleGAN are 27.61, 14.00 and 4.83, showing that the $\mathcal{W}_1$-Wasserstein distance captures the different qualities of the contour plots very well.}
\end{figure}
producing statistical properties in the source data set which it was not
directly trained to do.

These qualitative results are corroborated by the more quantitative
‘$W_1$’-Wasserstein distance as can be seen in Table 2. Indeed, Style-
GAN is reproducing the bulge statistic $F(G, M_{20})$ much better than
the other two methods (1.63 vs 11.89 and 16.89 for ALAE and VAE).
We find similar results for the $(g - i)_{\text{SDSS}}$ colour distribution of the
early-types (1.15 vs 3.16 and 12.60) and the late-types (1.39 vs 2.15
and 12.23).

5.4 Computer vision metrics: FID and KID

We now turn our attention to the computer vision metrics FID and
KID. Values for these metrics for all considered data sets are listed in
Table 2. We find that the VAE model performs the worst in terms of
both FID and KID for all data sets. Conversely, StyleGAN produces
the lowest FID for all sample of galaxies. For example, for the SKIRT
data set, StyleGAN has a FID which is 93 per cent lower than that of
the VAE and 15 per cent lower than that of the ALAE. However, for
the same data set, the ALAE achieves the best KID which is 13 per
cent lower than StyleGAN and 96 per cent lower than VAE.

Interestingly, the low values of FID achieved here by the Style-
GAN and ALAE algorithms for galaxy images are comparable to those reached by recent state-of-the-art networks (e.g. StyleGAN) for natural images (e.g. the FFHQ human faces data set Karras et al. 2020a). This result is encouraging as the feature-extraction networks used to obtain the FIDs were trained on natural images and not on physical data. As discussed in Section 4, the FID correlates with a perceptual similarity of two data sets based on basic geometrical shapes and their composition, which are most commonly found in natural images and extracted in the form of activations in the deeper layers of the InceptionV3 network (Zhang et al. 2018).

6 IMPROVING ROBUSTNESS USING GENERATED DATA

In the previous section we demonstrated that generative models, and in particular StyleGAN, can generate galaxy images with physical properties matching those of the input data sets. In this section, we investigate the ability of generated data to complement the training data in machine learning applications. Based on the previous results, we use StyleGAN to generate a data set consisting of 50,000 galaxies to mix with the existing SKIRT samples. We choose SKIRT, rather than COSMOS, as it is both harder to learn (compare FID 7.76 vs 1.45 for StyleGAN) and it has no noise or PSF. This makes it possible to consider a widespread machine learning problem, image denoising, which has applications in astronomy. From the generated data and SKIRT images we create mock observations by adding a PSF and observational noise. We then train a CNN to denoise the mock observations. Successfully solving this task requires the denoising model to both learn the properties of the PSF and noise as well as the underlying galaxy data distribution. In all cases, the size of the training data set is fixed, although the proportion of generated and original data changes. This ensures that any improvement in robustness we observe is due to the presence of the generated data, and not simply an increase in the number of gradient updates of the model.

6.1 Methodology

The input to the CNN is an observation with dimensions \( N \times M \times 4 \), where \( N \) and \( M \) denote the number of pixels in each direction and 4 is the number of filters. Since the CNN is fully convolutional, this means that \( N \) and \( M \) do not need to be fixed to a constant value during training and evaluation, and images do not have to be resized. For the mock observations based on the SKIRT data, we always have \( N = M \), i.e. the images are square. It is essential that the physical pixel size remains the same. The objective function that the CNN minimizes is the mean squared error loss between the data without noise \( y \) and the network prediction \( \hat{y} \), i.e.

\[
MSE(y, \hat{y}) := \frac{1}{n} \sum_{i=1}^{n} ||y - \hat{y}||_F^2 = \frac{1}{n} \sum_{i=1}^{n} \sum_{j,k=1}^{M} (y_{j,k} - \hat{y}_{j,k})^2,
\]

(21)

where \( n \) is the number of samples and \( || \cdot ||_F \) is the Frobenius norm. We split the SKIRT data set into a learning set and a testing set and train the StyleGAN model on the learning set (as already described in Section 3.3). We use the term learning set here to refer to both the validation set and training set. We apply the same PSF and noise to the generated data. To test if our network benefits from combining the original and generated data set, we consider the updated loss

\[
\mathcal{L}(\alpha) := (1-\alpha)\mathbb{E}_{y \sim D_{\text{training}}} [MSE(y, \hat{y})] + \alpha \mathbb{E}_{y \sim D_{\text{generated}}} [MSE(y, \hat{y})],
\]

(22)

where \( \alpha \) is a mixing factor between 0 and 1 (Gowal et al. 2021). For each step during training, we draw the next sample from the training data set \( D_{\text{training}} \) with probability \( 1 - \alpha \) or draw it from the generated images \( D_{\text{generated}} \). We choose the PSF and observational noise in such a way that we obtain a challenging denoising problem, without necessarily matching a specific instrument. The PSF is modelled as a Gaussian distribution with \( \sigma_{\text{PSF}} = 2.0 \) in pixels (0.08 arcsec) that is convolved with the input image. We draw the noise from a Gaussian distribution with \( \sigma_{\text{noise}} = 4.0 \left[ \text{s}^{-1} \text{pixel}^{-1} \right] \) and add it to each pixel independently.
6.2 CNN architecture and training details

The denoising network consists of an encoder and decoder with ResNet (He et al. 2016) architecture. In the encoder, the residual blocks consist of a LeakyReLU activation and a Conv2D layer with kernel size 5, 32 filters with ‘same’ padding followed by another LeakyReLU activation and Conv2D layer with the same configuration. Residual blocks are chained by skip connections. This gives the following sequence of layers for the encoder: Conv2D (32 filters), 5× ResidualBlock, LeakyReLU, Conv2D (2 filters). The residual blocks of the decoder are analogous but have Conv2DTranspose layers instead of Conv2D. For the decoder: Conv2DTranspose (32 filters), 5× ResidualBlock, LeakyReLU, Conv2DTranspose (4 filters).

The networks are trained using Adam optimizer (Kingma & Ba 2014) with an initial learning rate of $10^{-4}$, which is decreased by the factor 0.8 every 50 epochs. The networks are trained for 1000 epochs. The batch size is 1, since different inputs do not need the same number of pixels for the height and width. During training, we use several data augmentations; we use flips in $x$- and $y$-direction as well as random rotations by 0, 90, 180 and 270 degrees. A new random noise is sampled and added to the network input before each prediction.

6.3 Model selection and augmentations

To avoid overfitting, we reset the model weights to the point during training at which the model attained the lowest loss on the validation set. Moreover, we apply three different augmentations to the test data set to measure the robustness of the model:

(i) no domain shift: we evaluate the model on the test data set.
(ii) increased physical pixel size: increase the physical pixel size by a factor of 2 by downsampling the images to half the resolution using linear interpolation, i.e. the physical pixel size of the galaxy images changes from 0.363kpc to 0.726kpc and the half-light radius of each galaxy decreases by a factor of 2.
(iii) increased background noise: we increase the standard deviation of the Gaussian noise from $\sigma_{\text{noise}} = 4.0$ to $\sigma_{\text{noise}} = 16.0$.
(iv) increased background noise and physical pixel size: we combine augmentations (i) and (ii).

The augmentations (ii), (iii) and (iv) represent a substantial domain shift making it very hard for the model to denoise faint galaxies. Because of that, they simulate a generic stress test of the model, but are also domain shifts, which are common in astronomy at the same time.

6.4 Robustness results

In Fig. 9 we show an example of the predictions obtained by the denoising models trained on only the SKIRT data ($\alpha = 0$) and models trained on only the generated data ($\alpha = 1$) for the different data augmentations. The evaluation of the denoising model regarding the mean squared error is presented in Fig. 10. When there are no augmentations (Fig. 10i), the model converges to a plateau at 0.58 if $\alpha \leq 0.8$, i.e. if the original data is seen during training. If the model is trained on only the generated data, the final test loss is 0.63, which is 8% per cent higher than the model trained on only the original data set.

Since all images are weighted equally, very bright galaxies contribute more to the loss. We found that when increasing the physical pixel size (Fig. 10ii) the denoising models generate artifacts close to the peak brightness of the image, which leads to a large error. In this situation, all models with $\alpha \leq 0.6$ plateau with a mean squared error between 60.0 and 66.0. There are improvements for the $\alpha = 0.8$ model (decrease in the test loss of 11 per cent compared to $\alpha = 0$) and for the $\alpha = 1$ model (decrease in the test loss of 68 per cent compared to $\alpha = 0$), suggesting a respective increase in model robustness.

When the background noise is increased (Fig. 10iii), the mean squared error decreases almost linearly from 12.42 at $\alpha = 0$ to 4.51 at $\alpha = 1$. For the $\alpha = 0.8$ and $\alpha = 1$ this translates to a decrease in the test loss by 45 per cent and 63 per cent. Lastly, when combining the two augmentations above (Fig. 10iv), the mean squared error decreases monotonically from 55.31 at $\alpha = 0$ to 17.81 at $\alpha = 1$. The biggest jump occurs at $\alpha \approx 0.8$ and $\alpha \approx 1$, suggesting an exponential decline. In all cases, the mean squared error is smaller than for augmentation (ii), which only increases the pixel size. The mean squared error decreases for the $\alpha = 0.8$ model by 23 per cent and for the $\alpha = 1$ model by 67 per cent compared to the $\alpha = 0$ model.

To summarise, in the cases where distributional shifts are applied to the test data, i.e. Fig. 10ii, 10iii and 10iv, the model with $\alpha = 1$ (only generated data) is in all cases more robust than the $\alpha = 0$ (no generated data) version. For augmentation (ii), the mean squared error decreases by 68 per cent, for augmentation (iii) by 63 per cent and for augmentation (iv) by 67 per cent. Moreover, we find that there is an optimal mixing factor $\alpha = 0.8$ whose corresponding trained models attain the lowest score on the testing set (0.58) and are significantly more robust than models with less mixing ($\alpha \leq 0.6$).

It is an interesting observation that the test losses for augmentation (ii) are higher than for augmentation (iv) and this showcases that the effects that domain shifts have on machine learning models can be unexpected and hard to predict. In this case, the higher background noise leads to fewer artifacts close to the peak brightness of the image,
Figure 9. Image denoising of a galaxy from the test data set. The columns show the data with different domain shifts. The first row shows the ground truth data without PSF and noise. The second row shows the data after artificially adding the noise and PSF. This data also serves as the network input. The third row shows the prediction of the denoised galaxy from the model trained on only the source data set without any generated data ($\alpha = 0$), whereas the fourth row shows the prediction by the model trained on only generated data ($\alpha = 1$). The fifth and sixth rows show the prediction error, i.e. ground truth minus prediction, for $\alpha = 0$ and $\alpha = 1$, respectively. As can be seen both models perform very well for (i). For augmentation (ii), both models show strange artifacts around the peak brightness. We see this behaviour very often for this particular data augmentation and this has a significant impact on the testing loss, predominantly in already very bright galaxies. While the $\alpha = 1$ model still manages to predict reasonable outcomes for augmentations (iii) and (iv), given the very substantial domain shift, the $\alpha = 0$ model produces large negative pixel outputs, showing that the model cannot deal with this situation very well.
which causes a smaller test error, even though the data quality has degraded in general.

Overall, our results show that for the task of image denoising, we can mix generated data and data from the original data source up to larger mixing factors ($\alpha \leq 0.8$) without suffering from any negative impacts regarding the model’s prediction quality evaluated on an independent test set (0.58). Moreover, when relying entirely on the generated data ($\alpha = 1$), the final test score is only slightly higher (0.63).

6.5 Origin of robustness improvements

In the following, we will discuss possible origins of the increased robustness from generated data. If we regard the source data set as a collection of data points that are drawn independently from the true, but unknown data distribution $P(X)$, then we can increase the information content that the source data set has on $P(X)$ by simple image augmentations. For example, for astrophysical images, we know that the likelihood of drawing a specific image does not depend on the rotation of the image. Therefore, we can explicitly model prior information on $P(X)$ by artificially increasing the size of the source data set with random rotations of the source data. Since the augmented source data set now contains more information about $P(X)$, the models trained on the augmented source data are likely to generalize better to $P(X)$. It is unclear if expanding the source data set with data from generative models has a similar effect on the information content on $P(X)$, when physical prior knowledge is not incorporated in the design of the generative models. There is reason to believe that the convolutional architecture of the generative models considered in this work already represents some type of physical prior information (Liu et al. 2018).

At the same time, increasing the size of the training data set can have strong regularising effects on the machine learning models (Kukáčka et al. 2017). Moreover, in general very large data sets are necessary to train robust models (Najafi et al. 2019). Our results demonstrate that the same is true if we consider generated data similar to the source data set for denoising astrophysical images problems. The models trained on a larger proportion of generated data are more robust when dealing with domain shifts in the test data set. In Gowal et al. (2021), the authors recently showed a similar result for several popular generative models and classification tasks in computer vision regarding robustness towards adversarial attacks. The surprisingly positive effect that adding potentially imperfect data to the training process is not entirely novel to research in machine learning and can, for example, also be observed with pseudo-labels (Lee et al. 2013) and entropy regularization (Grandvalet & Bengio 2006).

It is important to note that while the generated data might not improve the information that we have on $P(x)$, it is still possible that the generated data adds new additional information about any transformations that are applied afterwards. For example, in the case of denoising astrophysical images, the background noise and PSF are applied to both the original data set and generated data set. Regardless of whether the generated data is representative of $P(X)$, the generated data set is larger and potentially more diverse. This allows the denoising model to see more pairs of clean and noisy images during training, which makes it easier to learn the properties of the PSF and the noise, potentially improving the generalization capabilities and robustness of the denoising model. We believe that this effect may be much stronger for even more complicated transformations than in relatively simple denoising problems. Given the continuing progress in generative modelling and possibly larger, more diverse source data sets, we expect that the quality of generative models regarding astrophysical images as discussed in Section 5 will improve even more in the future. Eventually, we are confident that the test score when training with only generated data will equalise with the test score obtained by training on the source data alone.

7 CONCLUSION

In this paper, we investigated whether three standard generative models, namely variational autoencoders, adversarial latent autoencoders and generative adversarial networks can correctly produce realistic galaxy images. We trained these models on three different data sets consisting of both real and synthetic galaxy images of varying complexity: a sample of Sérsic profiles, a subsample of real galaxies from the COSMOS survey and a sample of simulated galaxies from the IllustrisTNG simulation obtained by running the SKIRT code. We quantified the performance of each generative model in terms of the Wasserstein distance between the 1D distributions of a set of physically motivated quantities (morphological parameters, power-spectrum, colour and bulge statistic) as well as metrics traditionally used in computer visions (FID, KID).

Overall, our evaluation convincingly shows that generative models can very well capture the properties of the source data set. Out of the
three generative models we considered in this paper, the StyleGAN model was the best performing one, more closely reproducing 71 out of the 84 quantitative metrics considered.

Our analysis also suggests that, contrary to our initial belief, the StyleGAN model does not suffer much from mode collapse, and it is able to reproduce the distribution of morphological measurements better than ALAE and VAE in most cases without having an explicit reconstruction loss (mean 9.04 StyleGAN vs 61.14 VAE vs 17.85 ALAE for the morphological measurements of the SKIRT data set).

Interestingly, we find that the VAE model, which is at present commonly used in astrophysical applications, compares poorly to the two adversarial-based models StyleGAN and ALAE in most instances, and especially for the more complex COSMOS and SKIRT data sets. A possible reason is that the VAE model uses the mean squared error as a loss function. This choice can be problematic for noisy data, such as COSMOS, or data, like SKIRT, for which galaxies are clumpy and show a complex morphology. On the other hand, we found that the hyper-parameter $\lambda$ that weights the reconstruction loss and the regularisation of the latent space for the VAE model significantly improves the results (see Section A5). However, this hyper-parameter needs to be fine-tuned to the data set and size of the latent representation, rendering the performance of the method dependent on subjective user’s choices.

As expected, we find that the performance of each generative model strongly depends on the input data sets, where samples with more complex and diverse properties and fewer objects (e.g. the SKIRT data) are harder to learn than simpler and larger samples (e.g. the Sérsic and the COSMOS data sets).

In terms of the different metrics used to evaluate generative models, we find them to be mostly consistent. However, we see some inconsistencies as well. For example, while the FID and $\mathcal{W}_1$-Wasserstein distance for the morphological measurements (mean) of StyleGAN is much better than for ALAE (1.45 vs 14.65 and 6, 72 vs 42.32) for the COSMOS data set, the $\mathcal{W}_1$-Wasserstein distance for the power spectra is much better for ALAE on larger physical scales than for StyleGAN (e.g. the total magnitude 2.53 vs 4.63). These results indicate the importance of considering more than one metric. Of course, the choice of metric should also take into consideration the astrophysical problem at hand.

Having demonstrated the capabilities of generative models for generating galaxy images with the correct physical properties, in the second part of this paper, we investigated, whether galaxy images generated with StyleGAN can be used to improve robustness in downstream machine learning problems and in particular for the task of denoising galaxy images. For this purpose, we first created mock observations from the SKIRT galaxies by adding noise and applying a PSF to the images. We then trained a convolutional neural network to learn to denoise the images by using a training data set of mock observations with a varying fraction of SKIRT images and objects generated by StyleGAN.

Our analysis shows that models trained on larger data sets are generally more robust regarding domain shifts in the data, even when a significant fraction of the data is made of generated rather than real images. Moreover, we show that models trained with additional generated data are more robust against domain shifts like changing the physical pixel size (a) or increasing the background noise level (b). In particular, we find that by mixing generated and original data, it is possible to obtain a 45 per cent improvement regarding the robustness for (a) and a 23 per cent improvement for (a) + (b), while keeping the test loss on data without any domain shift the same. Moreover, we show improvements in the robustness by 68 per cent for (a) and 63 per cent for (b) when training solely on generated data. In that case, the model evaluated on the test data without domain shifts shows only a slight in the loss by 8 per cent compared to models trained solely on the original data. These results are particularly interesting for applications of machine learning techniques to the field of astrophysics, where one is often limited by relative small amounts of data, which are possibly subject to domain shifts and selection effects. Our results show that this issue can be mitigated significantly by expanding the data sets with generated data.
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APPENDIX A: DETAILED MODEL DESCRIPTION
The network architecture and training details are described in this section.

A1 General Training Details
For all data sets and models, we apply random rotations by 0°, 90°, 180° and 270°. Moreover, we apply random flips in x- and y-direction as data augmentations. We estimate the mean and standard deviation for each channel and normalize each channel individually for each data set.

A2 Additional size channel for SKIRT
The SKIRT data set has a fixed physical pixel size, see Section 3, but the grid size of the 2D-projections extracted from the IllustrisTNG simulation varies depending on the galaxy’s size. One strategy to deal with this data issue is to crop the images to obtain a grid of fixed size. However, we found that there is no clear optimal resolution. For almost all resolutions, there are larger galaxies where cropping would cut out parts of the galaxy. At the same time, there are galaxies which have fewer pixels than the chosen resolution and which would have to be padded. We found that including smaller galaxies, often very faint, incentives mode collapse and confounds the training. Therefore, we decided to resize all galaxies to 256 x 256 and encode the information about the original size in an additional channel. Fig. A1 gives an overview of how we adapt the original architectures to include the size information channel for the two GAN models. The adaptation of the VAE is analogous but the original size is predicted from the mean of the latent \( z \) vector.

A3 Adversarial latent autoencoder
We base the code for the adversarial latent autoencoder on Pidhorskyi et al. (2020). The code is built around progressively growing the generator and discriminator, i.e. the training begins by training on images of the size \( 2 \times 2 \times C, 4 \times 4 \times C \) and so on, where \( C \) is the number of channels. The resolution in the progressive growing is increased every 15 epochs until the final resolution is reached. For the first four resolutions, we train with a learning rate of \( 1.5 \times 10^{-3} \), which is decreased \( 1.0 \times 10^{-3} \) for the fifth resolution \( 32 \times 32 \times C \). For all higher resolutions, we train with a learning rate of \( 0.5 \times 10^{-3} \). The remaining model parameters are the same as in Pidhorskyi et al. (2020) for the CelebA data set.

A4 StyleGAN
The StyleGAN model is based on Karras et al. (2020a), who provide a public release of their code. We choose not to include improvements of the StyleGAN models regarding adaptive discriminator augmentation Karras et al. (2020b), as some of the augmentations are suited only for natural images and we want to keep the augmentations strategies among the different models the same. We found that using the improved architecture of StyleGAN2 (Karras et al. 2020a) did not improve the generated data perceptually as well as in terms of the FID compared to the StyleGAN1 architecture (Karras et al. 2019). Based on this, we choose to use the original generator from StyleGAN1 and the updated discriminator from StyleGAN2. Otherwise, the hyperparameters are set by the StyleGAN ‘auto’ configuration.

A5 VAE
For the variational autoencoder model, we employ the ResNet50 architecture (He et al. 2016) as the encoder. We do not include the classification head of the ResNet50 architecture and replace it with our implementation, which consists of a simple Conv2D layer with 32 filters, ‘same’ padding and kernel size 1 and a final dense layer, which predicts the mean and variance of the standard normal distribution that the latent vector \( z \) is drawn from. For the decoder, we use a comparably small and simple architecture consisting of a dense linear layer with the latent vector \( z \) as input and output dimension 512, which is reshaped to \( 4 \times 4 \times 32 \). This is followed by Conv2d with kernel size 1, ‘same’ padding and 64 filters. Next, there are 6 blocks, which increase the height and width by a factor of 2 each. The blocks have the following structure: UpSampling2D, BatchNormalization, LeakyReLU and Conv2D with kernel size 3, ‘same padding’ and 64 filters. Finally, there is a last Conv2D layer with kernel size 9. The number of filters of this last Conv2D layer depends on the number of channels of the data set the VAE is trained on. We also tested an implementation of the VAE described by Bretonnìère et al. (2021), however we had difficulty training this architecture successfully for our data sets, possibly due to limited training time. When training the VAE, we also found that we have to modify the training objective (4), because the models converged to either having good reconstruction capabilities but poor generation capabilities, or the model showed signs of mode collapse. We traced this to a inadequate weighting between the reconstruction loss \( p_\theta(x|z) \) and loss on the latent representation \( \log p_\theta(z) - \log q_\phi(z|x) \). To solve this issue, we introduce a weighting factor \( \lambda_{reconst} \) to the modified VAE objective, which is similar to \( \beta \)-VAEs (Burgess et al. 2018)

\[
\lambda_{reconst} \log p_\theta(x|z) + \log p_\theta(z) - \log q_\phi(z|x) .
\]

(A1)

Lower values of \( \lambda_{reconst} \) will favour the regularity of the latent space and lead to mode collapse. Higher values will favour reconstruction quality, which leads to weak regularisation of the latent space and poor quality of the generated data. We describe in the next section, how we choose the best \( \lambda_{reconst} \) and pick the final VAE model.

A6 Model Selection
Our strategy for deciding when to stop training the models depends on the model type. For VAEs, we need to choose an appropriate weighting factor \( \lambda_{reconst} \). We found that starting with \( \lambda_{reconst} = 100 \) is not too high for all of the three considered data sets. Every 250 epochs, we increase \( \lambda_{reconst} \) by a factor of 10. For each value of \( \lambda_{reconst} \), we save the best model based on its performance (ELBO) on a validation set that comprises 10% of all training data. Out of all weighting factors, we pick the best one by inspection of the generated data. We obtained the best models for weighting factors corresponding to 500 epochs for the COSMOS data set and the Sérsic profiles and 750 epochs for the SKIRT data set. For the adversarial-based models, we pick the models with the best FID, which we compute on the fly every 20 epochs.

APPENDIX B: MORPHOLOGICAL MEASUREMENTS
In this section, we describe the pre-processing before computing the morphological measurements and give a short overview of the morphological parameters we consider in this work.
Figure A1. Adaptation of the training process of SKIRT-like data for the ALAE and StyleGAN models. The SKIRT data has dimension $N \times N \times 4$ based on the physical size of each galaxy. The channels correspond to the four bands $g, r, i$ and $z$. We resize the data to $256 \times 256 \times 256$ using linear interpolation. We append an additional channel of size $256 \times 256 \times 1$ to the resized data, which has constant value $N$. This gives a real data sample of size $256 \times 256 \times 5$ that is fed into the discriminator. Note that the new channel is normalized as described in Appendix A1. On the generator side, we use a small dense neural network that predicts the size parameter $N$ from the transformed $z$ latent representation ($W$-space, see Section 2.3). The output of this network is inflated to $256 \times 256 \times 1$ and concatenated with the output of the generator. This representation can be used as the input to the discriminator or can be back to size $N \times N \times 4$ using linear interpolation.

B1 Pre-processing

The `statmorph` package requires a segmentation map as an additional input, which classifies each pixel as either part of the background (0) or part of the central galaxy (1). We assign each pixel as part of the central galaxy if the pixel value is $1.5 \sigma$ above the sky median and smooth the resulting segmentation mask by convolving it with a uniform boxcar filter using the photutil package. For the SKIRT data set, we compute morphological measurements on the $i$-band. We add background noise to the SKIRT images with $\sigma_{\text{noise}} = 1/15$. Moreover, we apply a PSF similar to Pan-STARRS, which is $1.18$ arcseconds in the $i$-band, by setting the FWHM of the PSF to 3 pixels to match the pre-processing by RG19. We apply no further pre-processing for the Sérsic profiles and COSMOS data set. `statmorph` expects another input parameter, which is the gain that is used internally to compute a weight map that represents uncertainty in each pixel. For the SKIRT data set, the gain is linked to the exposure time and converts the units of the SKIRT data set $e^{-x^{-1}} \text{pixel}^{-1}$ to $e^{-\text{pixel}^{-1}}$. For the $i$ band, we use the recommended gain of 1200. We set a gain of 1 for the Sérsic profiles and the COSMOS data set.

B2 Selected morphological parameters

Here, we define several morphological measurements that are computed by `statmorph`. In many cases, calculating the morphological measurements requires knowing the notion of a centre of the galaxy, which is defined by the $x$- and $y$-coordinates that minimize the asymmetry $A$ (see below for a definition).

(i) Petrovian radius $r_{\text{petro}}$: The Petrovian radius $r_{\text{petro}}$ is defined as the radius inside which the mean surface brightness is equal to some constant $\mu = 0.2$ times the overall mean surface brightness of the image.

(ii) Asymmetry $A$: Let $I(i, j)$ denote the pixel values of the image at position $i, j$ and let $I_{180}$ be the image rotated by 180 degree around the galaxy’s centre. Then the asymmetry is defined as

$$A = \sum_{i,j} \frac{|I(i, j) - I_{180}(i, j)|}{|I(i, j)|} - B_{180},$$

where $B_{180}$ is the asymmetry of the background as defined by the segmentation map (Lotz et al. 2004). In `statmorph` the sum only includes those pixels with a radius of $1.5 r_{\text{petro}}$ of the centre. Since the latter is defined as the point that minimizes the asymmetry, the asymmetry $A$ is the minimum asymmetry over all possible centre points of the galaxy.

(iii) Concentration $C$: The concentration $C$ is defined as

$$C = 5 \log_{10} \left( \frac{r_{20}}{r_{80}} \right),$$

where $r_{20}$ and $r_{80}$ are the circular apertures containing 20 per cent and 80 per cent of the total flux (Lotz et al. 2004).

(iv) Smoothness $S$: The smoothness $S$ is defined by subtracting a smoothed version of the image $I_S$ from the original image $I$, i.e.

$$S = \sum_{i,j} \frac{|I(i, j) - I_S(i, j)|}{|I(i, j)|} - B_S.$$

The smoothed image $I_S$ is obtained by a boxcar filter of width of $0.25 r_{\text{petro}}$ (Lotz et al. 2004). $B_S$ denotes the average smoothness of the background. For additional details on the calculation, we refer to RG19. In general, galaxies that are very smooth (instead of clumpy) have a low value of $S$.

(v) Gini $G$: Let $(X_n)$ denote a list of all pixel values in the image. The Gini-coefficient $G$ is defined as

$$G = \frac{1}{2Xn(n-1)} \sum_{i=1}^{n} \sum_{j=1}^{n} n|X_i - X_j|,$$

where $X$ is the average flux over all pixels. The Gini-coefficient measures how close the actual distribution of pixel flux values is compared to an ideal uniform distribution, where each pixel has the same value. For example, if $G = 0$, all pixels have the same value,
while $G = 1$ implies that all flux is in only 1 pixel and the other pixels have zero flux (RG19).

(vi) Half-light radius $R_{\text{half}}$: The radius $R_{\text{half}}$ is the radius that contains half of the total flux of the galaxy. It can be defined for elliptical and circular apertures, but we use the circular version in this paper.

(vii) The bulge statistic $F(G, M_{20})$: The bulge statistic $F(G, M_{20})$ is used to classify early-type and late-type galaxies and is defined as

$$F(G, M_{20}) = -0.693M_{20} + 4.95G - 3.96,$$

where $M_{20}$ is a statistic that relates the second moment of a galaxy’s brightest regions (comprising 20 per cent of the total flux) to the total central-order central moment. Galaxies with $F(G, M_{20}) > 0$ are classified as early-types and as late-types otherwise.

Additionally, statmorph fits Sérsic profiles, see Section 3.1, to the galaxy images. This gives more parameters, such as the fitted Sérsic index $n$, the orientation of the Sérsic profile and the ellipticity.

**APPENDIX C: ADDITIONAL QUANTITATIVE EVALUATION: MEAN AND STANDARD DEVIATION**

We provide the mean and standard deviation in addition to Table 2 in Table C1 for the SKIRT and COSMOS data set.
### Table C1. Mean and standard deviation of selected morphological measurements, the power spectrum on different physical scales and colour properties of the generated data and the source data set for SKIRT and COSMOS.

| Wavelength ranges | SKIRT | VAE | StyleGAN | ALAE | COSMOS | VAE | StyleGAN | ALAE |
|-------------------|-------|-----|----------|------|--------|-----|----------|------|
| 0: Total magnitude | -0.02 ± 0.34 | -0.13 ± 0.17 | -0.12 ± 0.36 | -0.12 ± 0.26 | -2.91 ± 0.39 | -2.99 ± 0.17 | -2.86 ± 0.43 | -2.92 ± 0.37 |
| 1: ≥ 90.90 | -0.22 ± 0.33 | -0.34 ± 0.17 | -0.29 ± 0.35 | -0.31 ± 0.25 | -3.03 ± 0.37 | -3.13 ± 0.17 | -2.99 ± 0.41 | -3.04 ± 0.37 |
| 2: [37.03, 90.90] | -0.49 ± 0.34 | -0.59 ± 0.18 | -0.53 ± 0.36 | -0.58 ± 0.26 | -3.21 ± 0.35 | -3.31 ± 0.17 | -3.17 ± 0.40 | -3.19 ± 0.38 |
| 3: [21.27, 37.03] | -0.68 ± 0.35 | -0.79 ± 0.20 | -0.72 ± 0.37 | -0.80 ± 0.26 | -3.37 ± 0.37 | -3.47 ± 0.18 | -3.33 ± 0.41 | -3.32 ± 0.40 |
| 4: [11.36, 21.27] | -0.83 ± 0.35 | -0.96 ± 0.22 | -0.87 ± 0.37 | -0.96 ± 0.25 | -3.52 ± 0.39 | -3.63 ± 0.20 | -3.47 ± 0.43 | -3.45 ± 0.43 |
| 5: [7.57, 11.36] | -0.97 ± 0.35 | -1.12 ± 0.24 | -1.00 ± 0.36 | -1.10 ± 0.24 | -3.66 ± 0.41 | -3.80 ± 0.23 | -3.61 ± 0.46 | -3.58 ± 0.47 |
| 6: [5.34, 7.57] | -1.10 ± 0.35 | -1.27 ± 0.26 | -1.12 ± 0.36 | -1.23 ± 0.23 | -3.77 ± 0.42 | -3.94 ± 0.25 | -3.72 ± 0.47 | -3.69 ± 0.50 |
| 7: [3.93, 5.34] | -1.20 ± 0.35 | -1.23 ± 0.36 | -1.34 ± 0.22 | -0.05 ± 0.29 | -3.86 ± 0.43 | -4.06 ± 0.27 | -3.81 ± 0.48 | -3.76 ± 0.50 |
| 8: [3.02, 3.93] | -1.30 ± 0.35 | -1.58 ± 0.31 | -1.33 ± 0.37 | -1.45 ± 0.22 | -4.07 ± 0.43 | -4.18 ± 0.29 | -3.89 ± 0.48 | -3.96 ± 0.51 |
| 9: [2.38, 3.02] | -1.39 ± 0.35 | -1.71 ± 0.33 | -1.42 ± 0.37 | -1.54 ± 0.21 | -4.01 ± 0.43 | -4.28 ± 0.30 | -3.96 ± 0.48 | -3.91 ± 0.51 |
| 10: [1.94, 2.38] | -1.47 ± 0.35 | -1.84 ± 0.34 | -1.51 ± 0.37 | -1.63 ± 0.20 | -4.07 ± 0.43 | -4.37 ± 0.32 | -4.01 ± 0.48 | -3.96 ± 0.51 |
| 11: [1.60, 1.94] | -1.55 ± 0.34 | -1.96 ± 0.35 | -1.59 ± 0.37 | -1.70 ± 0.20 | -4.12 ± 0.42 | -4.45 ± 0.33 | -4.06 ± 0.47 | -4.01 ± 0.50 |
| 12: [1.35, 1.60] | -1.62 ± 0.34 | -2.08 ± 0.36 | -1.67 ± 0.37 | -1.78 ± 0.20 | -4.16 ± 0.42 | -4.53 ± 0.34 | -4.10 ± 0.47 | -4.06 ± 0.50 |
| 13: [1.15, 1.35] | -1.69 ± 0.34 | -2.21 ± 0.37 | -1.75 ± 0.38 | -1.86 ± 0.20 | -4.21 ± 0.41 | -4.61 ± 0.35 | -4.15 ± 0.46 | -4.11 ± 0.50 |
| 14: [1.00, 1.15] | -1.76 ± 0.35 | -2.31 ± 0.37 | -1.82 ± 0.38 | -1.93 ± 0.20 | -4.25 ± 0.40 | -4.69 ± 0.36 | -4.19 ± 0.46 | -4.15 ± 0.50 |

Colours

| (g − r)_SDSS early-types | 0.98 ± 0.20 | 0.92 ± 0.06 | 0.98 ± 0.25 | 0.95 ± 0.24 | - | - | - | - |
| (g − r)_SDSS late-types | 0.97 ± 0.19 | 0.92 ± 0.06 | 0.98 ± 0.26 | 0.96 ± 0.26 | - | - | - | - |
| Bulge statistic F(G, M20) | -0.07 ± 0.45 | 0.13 ± 0.20 | -0.10 ± 0.45 | -0.24 ± 0.41 | - | - | - | - |
APPENDIX D: DATA SET VISUALISATIONS

D1 SKIRT
Figure D1. SKIRT: source data set (a) and StyleGAN generated images (b)
Figure D2. SKIRT: ALAE generated images (a) and VAE generated images (b)
D2 COSMOS
Figure D3. COSMOS: source data set (a) and StyleGAN generated images (b)
Figure D4. COSMOS: ALAE generated images (a) and VAE generated images (b)
APPENDIX E: OPTICAL MORPHOLOGICAL MEASUREMENTS: COSMOS AND SÉRISIC PROFILES

We show 1D plots of selected morphological measurements as described in Section 4 for the COSMOS data set in Fig. E1 and the Sérsic profiles in Fig. E2.

APPENDIX F: POWER SPECTRA CONTOUR AND CORNER PLOTS: SÉRISIC AND COSMOS

We show contour and corner plots for the COSMOS data set in Fig. F1 and Fig. F2 as well as for the Sérsic profiles in Fig. F3 and in Fig. F4.
Figure E1. COSMOS: Histograms showing selected optical morphological measurement for the source data set (COSMOS) and the generated data sets (StyleGAN, ALAE and VAE).

Figure E2. Sérsic profiles: Histograms showing selected optical morphological measurement for the source data set (Sérsic profiles) and the generated data sets (StyleGAN, ALAE and VAE).
Figure F1. Average shifted 2D power spectrum of the COSMOS data set and raw network outputs. The shifted 2D power spectrum of individual galaxies is calculated as described in Fig. 3. Units on the axes are in pixels. We show a contour plot in dB, i.e. values are in \( \log_{10} \) scale.
Figure F2. Corner plot for different wavelength ranges of the shifted 2D power spectra of the COSMOS dataset. Axes are in log₁₀-scale. The modes correspond to a partition of the wavelength range, see Table 2.
Figure F3. Average shifted 2D power spectrum of the Sérsic profiles data set and raw network outputs. The shifted 2D power spectrum of individual galaxies is calculated as described in Fig. 3. Units on the axes are in pixels. We show a contour plot in dB, i.e. values are in $\log_{10}$ scale.
Figure F4. Corner plot for different wavelength ranges of the shifted 2D power spectra of the Sérsic profiles. Axes are in log_{10}-scale. The modes correspond to a partition of the wavelength range, see Table 2.
