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Abstract

In this paper, an eigenvalue mapping-based discretization method is applied to discretize the generalized super-twisting algorithm. The existing eigenvalue mapping is extended to the complex domain which greatly enlarges the range of parameter selection. Furthermore, we present the clue to find new eigenvalue mapping functions (EMFs). One new hybrid EMF and three brand-new EMFs are proposed in this paper. In contrast to the conventional methods, the proposed discretization method totally avoids the discretization chattering and the control precision is enhanced in terms of the steady-state error. Besides, the control precision is insensitive to the overestimation of the control gains, which benefits the gain tuning of the controller in practice. Simulation examples verify the effectiveness and superiority of the proposed discretization methodology.
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1 INTRODUCTION

The super twisting algorithm (STA) has been widely used in the field of robust nonlinear control and observation in recent years. It is effective in suppressing the chattering while at the same time preserving the good properties of the first-order sliding mode control. As the second-order sliding mode control (SMC), it only requires the sliding variable’s information, making it very popular. To improve the robustness and convergence velocity of STA when the system state is far away from the origin, Moreno et al. proposed the generalized super-twisting algorithm (GSTA), which includes additional linear correction terms on the basis of the standard STA. Besides, GSTA can also handle state-dependent disturbances, not just time-dependent disturbances.

Since the common design process of SMC takes place in the continuous time domain and is then implemented in a digital environment, some kind of discretization is necessary. The most commonly applied discretization approach is the explicit Euler method. However, applying this approach to discontinue algorithms such as GSTA yields discretization chattering, i.e., self-sustaining oscillations in the state variables and input, which diminishes the control performance. In recent years, several chattering-free discretization methods have been successfully implemented in STA and related algorithms. An implicit Euler discretization of the STA is proposed in Reference which suppressed the numerical chattering but achieved only the standard first-order accuracy of SMC. Besides, it cannot provide stability for the same class of disturbances as in the continuous-time case. Furthermore, various other discrete-time variants of the STA that are based on a pseudo-linear system representation are
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presented in Reference [16,17] which is insensitive to an overestimation of the control gains. This eigenvalue-based discretization method is also extended to adaptive gain super-twisting algorithms. A semi-implicit Euler method is proposed for STA in Reference [15] which can provide higher asymptotic accuracy and is totally independent of the gain-overestimation. In Reference [2] a modified implicit discretization of STA is proposed. Compared with previously published methods, the proposed method best resembles several properties of the continuous-time controller. Furthermore, the steady-state error is shown to be independent of the controller gains. A new discrete-time version of the STA motivated by the variational framework is presented in Reference [1]. The proposed variational approach exhibits a great tracking of the continuous-time energy decay rate and gives a good approximation of the continuous-time system. A minimum operator-based approach is proposed for a discrete-time super-twisting-like algorithm. It has been proven that this method achieves finite-time stability in the unperturbed case and finite-time input-to-state stability in the perturbed case.

To the best knowledge of the authors, the discretization of GSTA has not yet been addressed in the literature. In this work, the eigenvalue mapping-based discretization method is extended to GSTA considering its simplicity and promising performance. We first established the pseudo-linear representation of the continuous-time closed-loop dynamics derived by GSTA controller and plant dynamics. Then, the eigenvalue mapping from the continuous-time domain to the discrete-time domain is established. We explore the property of existing eigenvalue mapping functions (EMFs) and give the clue to find new EMFs. One new hybrid EMF and three brand-new EMFs are proposed in this paper. Finally, it is demonstrated that the proposed EMFs achieve better control performance than the original EMFs and other discretization methods.

The paper is structured as follows: Section 2 introduces preliminaries. In Section 3, the eigenvalue mapping-based discretization method is extended to GSTA. Section 4 illustrates the effectiveness of the proposed scheme through simulations and comparisons. Finally, Section 5 concludes the paper.

2 | PRELIMINARIES

Consider the following perturbed first-order system

\[ \dot{x} = u + \phi, \]
\[ \phi = \Delta(t). \]

where \( x \in \mathbb{R} \) is the state variable, \( u \in \mathbb{R} \) is the control input and \( \phi \in \mathbb{R} \) represents the unknown external disturbance with a known Lipschitz constant \( L \), i.e., \( \sup_{t \geq 0} |\Delta(t)| < L \).

The generalized super-twisting controller (GSTC) is given by

\[ u = -k_1 \left[ \mu_1 |x|^2 \text{sign}(x) + \mu_2 x \right] + v, \]
\[ \dot{v} = -k_2 \left[ \frac{1}{2} \mu_1^2 \text{sign}(x) + \frac{3}{2} \mu_1 \mu_2 |x|^2 \text{sign}(x) + \mu_2^2 x \right]. \]

where \( v \in \mathbb{R} \) is the controller state variable, \( k_1, k_2, \mu_1 \) and \( \mu_2 \) are the controller gains to be chosen. Note that for the choice \( \mu_1 = 1, \mu_2 = 0 \), the structure of the standard STA is recovered. Additionally, the controller (2) reduces to the classical PI controller when \( \mu_1 = 0 \) and \( \mu_2 > 0 \).

Substituting the control scheme (2) into system (1) leads to the closed-loop dynamics

\[ \dot{x} = -k_1 \left[ \mu_1 |x|^2 \text{sign}(x) + \mu_2 x \right] + v + \phi(t), \]
\[ \dot{v} = -k_2 \left[ \frac{1}{2} \mu_1^2 \text{sign}(x) + \frac{3}{2} \mu_1 \mu_2 |x|^2 \text{sign}(x) + \mu_2^2 x \right]. \]

It has been shown in References [3] and [9] that a proper choice of control gains ensures finite time stability of the origin despite the disturbance \( \phi(t) \). Solutions of the system (3) containing the discontinuous sign function are understood in the sense of Filippov [8].

As nowadays controllers are typically implemented in a digital environment, it’s necessary to consider the discretization of the continuous controller (2) and plant dynamics (1). The controller (2) discretized by the commonly used explicit Euler method with sampling time \( h \) is

\[ u_k = -k_1 \left[ \mu_1 |x_k|^2 \text{sign}(x_k) + \mu_2 x_k \right] + v_k, \]
\[ v_{k+1} = v_k - hk_2 \left[ \frac{1}{2} \mu_1^2 \text{sign}(x_k) + \frac{3}{2} \mu_1 \mu_2 |x_k|^2 \text{sign}(x_k) + \mu_2^2 x_k \right], \]

(4)
where \( u_k := u(kh) \), \( v_k := v(kh) \) and \( x_k := x(kh) \) with \( k = 0, 1, 2, ... \).

After implementing the controller via a zero-order hold element, a discretization of the system (1) with constant sampling time \( h \) is given by
\[
\begin{align*}
\dot{x}_{k+1} &= x_k + h(u_k + \varphi_k) + \frac{h^2}{2} \Delta_{1,k}, \\
\dot{\varphi}_{k+1} &= \varphi_k + h\Delta_{2,k},
\end{align*}
\] (5)
where \( \varphi_k := \varphi(kh), \Delta_{1,k}, \Delta_{2,k} \in [-L, L] \) represents the effect of the external disturbance. Noted that for a continued disturbance \( \Delta(t) \), \( \Delta_{1,k} = \Delta(\xi_{1,k}) \) and \( \Delta_{2,k} = \Delta(\xi_{2,k}) \) for some \( \xi_{1,k}, \xi_{2,k} \in [kh, (k+1)h] \).

The closed-loop system resulting from explicit Euler discretized controller (4) and the discrete plant dynamics (5) is governed by the recursions
\[
\begin{align*}
\dot{x}_{1,k+1} &= x_{1,k} - h k_1 \left( \mu_1 |x_{1,k}|^{-\frac{3}{2}} \text{sign}(x_{1,k}) + \mu_2 x_{1,k} \right) + h x_{2,k} + \frac{h^2}{2} \Delta_{1,k}, \\
\dot{x}_{2,k+1} &= x_{2,k} - h k_2 \left[ \frac{1}{2} \mu_1^2 |x_{1,k}|^{-\frac{3}{2}} \text{sign}(x_{1,k}) + \frac{3}{2} \mu_1 \mu_2 |x_{1,k}|^{-\frac{1}{2}} + \mu_2^2 \right] + h \Delta_{2,k},
\end{align*}
\] (6)
with \( x_{1,k} := x_k \) and \( x_{2,k} := \nu_k + \varphi_k \).

For the STA, it has been proven that even in the unperturbed case, the state variables \( x_{1,k} \) and \( x_{2,k} \) of the closed-loop system (6) do not converge to the origin and eventually exhibit a periodic motion, i.e., the discretization chattering. Simulation results show that this is also true for the explicit Euler discretized GSTA.

For the explicit Euler method, it’s very easy to implement but there exists severe discretization chattering. Thus proper discretization method should be considered. To this end, an eigenvalue mapping-based discretization method is implemented on the GSTA, which entirely avoids discretization chattering and provides higher precision.

### 3 PROPOSED DISCRETIZATION SCHEME

In order to derive discrete-time versions of the GSTA, an alternative representation of the sign function is used here
\[
\text{sign}(x) = \begin{cases} x|x|^{-1} & x \neq 0 \\ 0 & x = 0 \end{cases}
\] (7)
Substituting (7) into (3), the closed-loop system (5) can be represented in a so-called pseudo linear form
\[
\dot{x} = M(x_1)x + c \Delta(t),
\] (8)
where \( x = [x_1, x_2]^T, c = [0, 1]^T \) and
\[
M(x_1) = \begin{bmatrix} -k_1 \mu_1 |x_1|^{-\frac{3}{2}} - k_1 \mu_2 & 1 \\ -\frac{1}{2} k_2 \mu_1^2 |x_1|^{-1} - \frac{3}{2} k_2 \mu_1 \mu_2 |x_1|^{-\frac{1}{2}} - k_2 \mu_2^2 & 0 \end{bmatrix}.
\] (9)
The characteristic polynomial of \( M(x_1) \) is given by
\[
\lambda^2 + \left( k_1 \mu_1 |x_1|^{-\frac{3}{2}} + k_1 \mu_2 \right) \lambda + \frac{1}{2} k_2 \mu_1^2 |x_1|^{-1} + \frac{3}{2} k_2 \mu_1 \mu_2 |x_1|^{-\frac{1}{2}} + k_2 \mu_2^2.
\] (10)
By Vieta’s formula, we can derive
\[
\begin{align*}
\lambda_1(x_1) + \lambda_2(x_1) &= -k_1 \left( \mu_1 |x_1|^{-\frac{3}{2}} + \mu_2 \right), \\
\lambda_1(x_1) \cdot \lambda_2(x_1) &= k_2 \left( \frac{1}{2} \mu_1^2 |x_1|^{-1} + \frac{3}{2} \mu_1 \mu_2 |x_1|^{-\frac{1}{2}} + \mu_2^2 \right).
\end{align*}
\] (11)
The design of the discrete version of GSTA relies on the discrete plant dynamics (5), which can be rewritten as
\[
\begin{bmatrix} x_{1,k+1} \\ \varphi_{k+1} \end{bmatrix} = \begin{bmatrix} 1 & h \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_{1,k} \\ \varphi_k \end{bmatrix} + \begin{bmatrix} h \Delta_{1,k}/2 \\ h \Delta_{2,k} \end{bmatrix}
\] (12)
Similar to Reference [16], a general discrete-time controller of the form
\[
\begin{align*}
u_k &= \frac{1}{h} \left[ -x_{1,k} + \bar{u}_{1,k}(h, x_{1,k}) x_{1,k} \right] + \nu_{k+1}, \\
v_{k+1} &= \nu_k + \tilde{u}_{2,k}(h, x_{1,k}) x_{1,k},
\end{align*}
\] (13)
is used. It should noted that the general controller (13) used here is different from the one in Reference [16]. The original \( v_k \) in the first line of the general controller is replaced by \( v_{k+1} \) which eliminates the usage of the previous system state. This modification can result in some performance improvement.

Substituting (13) into (12) yields the discrete-time closed-loop dynamics

\[
x_{k+1} = M_d(x_{1,k})x_k + hd_k,
\]

with \( x_k = [x_{1,k}, x_{2,k}]^T, d_k = [h\Delta_{1,k}/2, \Delta_{2,k}]^T, \) and

\[
M_d(x_{1,k}) = \begin{bmatrix}
\tilde{u}_{1,k}(h, x_{1,k}) & h \\
\tilde{u}_{2,k}(h, x_{1,k}) & 1
\end{bmatrix}.
\]

The function \( \tilde{u}_{1,k}(h, x_{1,k}) \) can be designed by the eigenvalue mapping-based method. Assuming \( u(t) \) has real or a pair of conjugate complex eigenvalues noted as \( q_1(h, x_{1,k}) \) and \( q_2(h, x_{1,k}) \). Then we can easily deduce

\[
\tilde{u}_{1,k}(h, x_{1,k}) = q_1(h, x_{1,k}) + q_2(h, x_{1,k}) - 1,
\]

\[
\tilde{u}_{2,k}(h, x_{1,k}) = \frac{1}{h} [\tilde{u}_{1,k}(h, x_{1,k}) - q_1(h, x_{1,k})q_2(h, x_{1,k})].
\]

Now the discretization of GSTA becomes the problem of finding appropriated eigenvalues of \( M_d(x_{1,k}) \). Since we have known the eigenvalue of \( M(x_1) \), it’s very natural to think about how to establish the relationship between the two matrix’s eigenvalues. We start with the simplest explicit Euler method and find the corresponding eigenvalues mapping relationship. The closed-loop system (6) resulting from the explicit Euler method can be rewritten as

\[
x_{k+1} = [I + hM(x_{1,k})]x_k + hd_k.
\]

The eigenvalues \( q_n(h, x_{1,k}) \) of \( [I + hM(x_{1,k})] \) are located at 1 + \( h\lambda_n(x_{1,k}) \) for \( x_{1,k} \neq 0 \) and \( \lim_{x_{1,k} \to 0} \left| q_n(h, x_{1,k}) \right| = \infty \). Thus, the explicit eigenvalue mapping is

\[
q_n(h, x_{1,k}) = \begin{cases} 
1 + h\lambda_n(x_{1,k}) & \text{if } x_{1,k} \neq 0 \\
0 & \text{if } x_{1,k} = 0
\end{cases}.
\]

As shown in Reference [10], there are some other eigenvalue mappings, like the implicit mapping and the matching approach. The implicit mapping is

\[
q_n(h, x_{1,k}) = \begin{cases} 
\frac{1}{1-h\lambda_n(x_{1,k})} & \text{if } x_{1,k} \neq 0 \\
0 & \text{if } x_{1,k} = 0
\end{cases}.
\]

It’s worth noting that implicit mapping (18) may run into a singularity problem when \( 1 - h\lambda_n(x_{1,k}) = 0 \). Fortunately, according to equation (11), we can easily deduce \( \lambda_n < 0 \), then \( 1 - h\lambda_n(x_{1,k}) > 0 \). Therefore, this case will never happen. For the matching approach, its eigenvalue mapping is

\[
q_n(h, x_{1,k}) = \begin{cases} 
eq 0 \text{ if } x_{1,k} \neq 0 \\
0 & \text{if } x_{1,k} = 0
\end{cases}.
\]

Noted that roots of the polynomial (10) may have imaginary roots, then we can not get \( q_n(h, x_{1,k}) \) directly. For the standard super twisting algorithm, we can simply set \( k_1^2 \geq 2k_2 \) to avoid this case. This becomes a little complicated when extending it to GSTA. For \( x_{1,k} \neq 0 \), it can be seen that the controller (13) only contains the sum and product of the EMF value. This means specific EMF values are not required. For the explicit mapping and the implicit mapping, we find the sum and product of the EMF value can be easily rewritten as a mixture of the sum and product of the eigenvalues which is already known according to equation (11). Therefore, the controller discretized by these two methods is totally independent of the imaginary roots and has no need to calculate the specific roots. However, this is impossible for the matching approach. Fortunately, we find that the imaginary root is allowable when using Euler’s formula to calculate the control input indirectly. According to polynomial (10), \( \lambda_{1,k} \) and \( \lambda_{2,k} \) can be rewritten as \( \lambda_{1,k} = \lambda_{r,k} + i\lambda_{i,k} \) and \( \lambda_{2,k} = \lambda_{r,k} - i\lambda_{i,k} \). By Euler’s formula, \( \lambda_{r,k} \) can be represented as \( e^{h\lambda_{r,k}} [\cos(h\lambda_{r,k}) + i\sin(h\lambda_{r,k})] \), and \( \lambda_{i,k} \) can be represented as \( e^{h\lambda_{i,k}} [\cos(h\lambda_{i,k}) - i\sin(h\lambda_{i,k})] \). Then we can deduce that \( q_1(h, x_{1,k}) + q_2(h, x_{1,k}) = 2e^{h\lambda_{r,k}} \cos(h\lambda_{r,k}) \) and \( q_1(h, x_{1,k})q_2(h, x_{1,k}) = e^{2h\lambda_{r,k}} \). Thus, the matching approach allows the existence of the imaginary root.

Besides the above-mentioned eigenvalue mappings, we also want to explore new eigenvalue mappings to achieve better control performance. One simple idea is to plot all eigenvalue mapping functions, as shown in Figure 1 and observe their property. We find that all eigenvalue mapping functions start from 1 and decrease as \( \lambda_n(x_{1,k}) \) decreases. Besides, it also satisfies \( q_n(h, x_{1,k}) = 0 \) for \( x_{1,k} = 0 \) which is used to avoid singularity. To ensure the controller (13) is indeed a discrete-time implementation of GSTA,
Figure 1 Curve of eigenvalue functions. The sampling time $h$ is 0.05s

the solutions of the discrete-time system (14) should approximate the solutions of the continuous-time system (8) in any compact set not including points $x_{1,k} = 0$. Compute the limit $\lim_{h \to 0} \frac{1}{h} (x_{k+1} - x_k) = \lim_{h \to 0} \frac{1}{h} (M_d(x_{1,k}) x_k - x_k)$ with (15), (16) and for any $x_{1,k} \neq 0$ yields

$$\lim_{h \to 0} \frac{1}{h} (x_{k+1} - x_k) = \lim_{h \to 0} \left[ \frac{1}{h} (q_1 + q_2 - 2)x_{1,k} + x_{2,k} + h\Delta_{1,k}/2 \right] = \begin{bmatrix} -k_1 \left( \mu_1 |x_1|^{-\frac{1}{2}} + \mu_2 \right) x_1 + x_2 \\ -k_2 \left( \frac{1}{2} \mu_1^2 |x_1|^{-1} + \frac{3}{2} \mu_1 \mu_2 |x_1|^{-\frac{3}{2}} + \mu_2^2 \right) x_1 + \Delta(t) \end{bmatrix}.$$  

(21)

To ensure equation (21) holds, the new EMF is supposed to satisfy the following constraints:

$$\lim_{h \to 0} \frac{1}{h} (q_1 + q_2 - 2) = \begin{cases} \lambda_1 + \lambda_2 & \text{real roots} \\ 2\lambda_1 & \text{others} \end{cases},$$  

(22)

$$\lim_{h \to 0} \frac{1}{h^2} (q_1 + q_2 - q_1 q_2 - 1) = \begin{cases} -\lambda_1 \lambda_2 & \text{real roots} \\ -\lambda_1^2 - \lambda_2^2 & \text{others} \end{cases}.$$  

(23)

One simple idea to find new EMFs is to combine different EMFs. For example, the hybrid of the matching approach and explicit mapping is

$$q_{n}(h, x_{1,k}) = \begin{cases} e^{\frac{1}{2} h\lambda_n(x_{1,k})} \left( 1 + \frac{1}{2} h\lambda_n(x_{1,k}) \right) & x_{1,k} \neq 0 \\ 0 & x_{1,k} = 0 \end{cases}.$$  

(24)

From Figure 1 we find that the matching-explicit EMF approximates 0 from the negative constant which is different from others. But it satisfies the basic constraint of EMFs. In APPENDIX A, we prove that the discrete-time controller using the matching-explicit mapping (24) does approximate the continuous-time controller when the sampling time approaches 0. It’s worth noting that the hybrid of the EMFs is not just a simple multiplication. The coefficient changes accordingly.

In Figure 1 we observe that only the explicit EMF becomes negative infinity as $\lambda_{n,k}$ tends to negative infinity. From equation (11), we can derive that $\lambda_{n,k}$ tends to negative infinity when $x_{1,k}$ converges to origin. According to equations (13) and (16), the control input by explicit mapping may not converge to zero as the state converges to zero. This explains the discretization chattering that appears in the explicit discretized GSTA. To avoid this problem, the EMF should not become negative infinity as $x_{1,k}$ is steered to zero. Inspired by the ReLU function that is often used as an activation function in the machine learning domain, we proposed a new eigenvalue mapping

$$q_{i}(h, x_{1,k}) = \begin{cases} 1 + h\lambda_{n}(x_{1,k}) & \lambda_{n,k}(c,k)(x_{1,k}) > -\frac{1}{h}, x_{1,k} \neq 0 \\ 0 & \text{else} \end{cases}.$$  

(25)

The proposed ReLU mapping function can be seen as a truncated explicit eigenvalue mapping function. We will call it the ReLU mapping due to its similarity to the ReLU function. When the sampling time approaches 0, the ReLU mapping is equivalent to
the known explicit mapping. Thus, the discrete-time controller using the ReLU EMF \(25\) also approximates the continuous-time controller.

Inspired by the hyperbolic tangent function which is also often used as an activation function in the machine learning domain, we proposed a new EMF

\[
q_n(h, x_{1,k}) = \begin{cases} 
2e^{h\lambda_n(x_{1,k})} & x_{1,k} \neq 0 \\
0 & x_{1,k} = 0 
\end{cases} .
\]

As shown in Figure \(b\), the hyperbolic tangent function’s convergence rate is much faster than the Matching EMF and Implicit EMF and is also faster than the Matching-Explicit EMF when the EMF is positive. This means that the hyperbolic tangent (Tanh) mapping may provide better control performance. In APPENDIX B, it has been proven that the Gudermannian discretized GSTA is the discrete-time version of the GSTA.

Inspired by the Gudermannian function, we proposed another new EMF

\[
q_n(h, x_{1,k}) = \begin{cases} 
\arctan \left( \sinh \left( h\lambda_n \left( x_{1,k} \right) \right) \right) + 1 & x_{1,k} \neq 0 \\
0 & x_{1,k} = 0 
\end{cases} .
\]

As shown in Figure \(a\), the Gudermannian EMF’s convergence rate is the fastest except for ReLU EMF when EMF remains positive. The Gudermannian EMF will converge to a negative constant instead of zero if \(\lambda_n\) tends to negative infinity. In APPENDIX C, it has been proven that the Gudermannian discretized GSTA is the discrete-time version of the GSTA.

## 4 | SIMULATION EXAMPLES

In this section, the effectiveness of the proposed discretization schemes is verified by numerical simulations. All simulations are implemented in MATLAB/Simulink. In this section, we use \(\Sigma^*\) to denote the simulated closed-loop system consisting of the simulated continuous-time model and the corresponding discrete-time controller. The simulation files are available at [https://github.com/HMX2013/GSTA-Discretization](https://github.com/HMX2013/GSTA-Discretization).

**Figure 2** Comparison of the convergence rate of the state variable \(|x_1|\). The parameters are \(k_1 = 1.5\sqrt{\Lambda}\), \(k_2 = 2.2\Lambda\), \(\mu_1 = 1\), \(\mu_2 = 1\) and \(h = 0.05\).

### 4.1 Simulations without Disturbance in Time-Domain

The first group simulations were performed without disturbance, ie. \(\Delta \equiv 0\). In Figure 2(a), parameters were chosen as \(k_1 = 1.5\sqrt{\Lambda}\), \(k_2 = 2.2\Lambda\), \(\Lambda = 4\), \(\mu_1 = 1\), \(\mu_2 = 1\), \(h = 0.05\) and \(x_1(0) = 1\). In Figure 2(b), \(\Lambda\) was increased to 40 and other parameters...
remained unchanged. The system state $x_1$ is depicted in absolute values and scaled logarithmically to emphasize the differences. The results show that $\Sigma_{\text{explicit}}$ is not exact and shows obvious discretization chattering in the steady state. All other systems converge to zero without discretization-chattering. However, $\Sigma_{\text{Gudermannian}}$ converges much slower than other systems. This is caused by the constant negative EMF when state $x_1$ is close to the origin. In contrast, $\Sigma_{\text{Implicit}}$ provides the fastest convergence speed which shows its superiority in the unperturbed case. For the positive and smooth EMF, it can be observed the system convergence speed presented in Figure 2 is consistent with the EMF’s convergence speed as shown in Figure 1. However, the other types of EMFs don’t follow this pattern. For example, $\Sigma_{\text{Tanh}}$ converges faster than $\Sigma_{\text{ReLU}}$ when increasing $\Lambda$ from 4 to 40. All systems except $\Sigma_{\text{Explicit}}$ show faster convergence speed when increasing the control gains. The simulation results indicate that the system convergence speed is strongly linked to the convergence speed of the corresponding EMF.

4.2 Simulations with Disturbance in Time-Domain

Firstly, we consider the constant disturbance $\Delta = 0, \forall t < 2$ and $\Delta = 1, \forall t \geq 2$. In this case, the perturbation $\varphi(t)$ will grow unbounded. The other parameters setting is the same as section 4.1 ($\Lambda = 4$). The simulation results are presented in Figure 3. The results clearly show that only the $\Sigma_{\text{Implicit}}$ is not capable of rejecting unbounded disturbance $\varphi(t)$ which is generated by constant parts of the disturbance $\Delta(t)$. This means the implicit Euler method reduces the class of disturbances $\varphi(t)$ that can be handled by the discrete-time controller compared to the continuous-time GSTA. All other controllers result in the state $x_1$ converging close to the neighborhood of origin. However, $\Sigma_{\text{Explicit}}$ exists severe discretization chattering as expected. The enlarged view in Figure 3 shows that our proposed methods, especially Gudermannian EMF provide smaller steady-state error than the original ones. Then we consider a bounded disturbance that has been widely used in the literature, i.e., $\Delta(t) = 1.2 \cos(2t) + 0.4 \sqrt{10} \cos(\sqrt{10}t)$. 

Figure 3 The system states $x_{1,k}$, $x_{2,k}$, the control input $u_k$ and the variable $v_k$ of the system (4) in the time domain in the unbounded disturbance case.
Figure 4 The system states $x_{1,k}$, $x_{2,k}$, the control input $u_k$ and the variable $v_k$ of the system (4) in the time domain in the bounded disturbance case.

The simulation results are shown in Figure 4. Different from the unbounded disturbance case, $\Sigma_{\text{Implicit}}$ can converge state $x_1$ to the neighborhood of origin. We can also observe the obvious chattering phenomenon for $\Sigma_{\text{Explicit}}$. For the other discrete-time controllers, the discretization chattering is eliminated, and the control input is smoother which benefits the practical application. The enlarged view in Figure 4 once again demonstrates the superiority of our discrete-time version of GSTA.

4.3 Steady-State Accuracy when Varying the Sampling Time

In the simulation, all the parameters and the initial states are kept the same as in section 4.2 (Bounded disturbance), while the sampling time variable $h$ is increased from $10^{-4}$ s to $10^{-1}$ s in 1000 steps. The remaining steady-state error (SSE) is used to analyze the accuracy of the closed-loop systems. Let the SSE be defined as $e_f = \limsup_t |x_1|$, with the initial value $x_1(0) = 1$. The system simulation time is set to 50s. The inclined lines in Figure 5 illustrate the precision level of the system when increasing the sampling time. The Implicit method provides the lowest precision level, which has an obvious gap compared with other methods. The result verifies that the implicit Euler method can only achieve the first-order accuracy of SMC. Compared with the original eigenvalue mapping-based discretization method, the proposed methods provide higher precision. It’s worth noting that $\Sigma_{\text{Gudermannian}}$ achieves the highest precision and the SSE is very close to $h^2$.

4.4 Steady-State Accuracy when Varying the Controller Parameters

Finally, simulations were performed regarding the steady-state accuracy when varying the controller parameters. In the simulation, all the parameters and the initial states are kept the same as in section 4.3 except for the parameter to be changed.
In the first simulation, controller gains are selected as $k_1 = 1.5\sqrt{\Lambda}$, $k_2 = 2.2\sqrt{\Lambda}$, $\mu_1 = 1$ and $\mu_2 = 1$. This parameter relation corresponds to the suggested parameter choice in Reference 16. Figure 6(a) depicts $e_f$ over varying $\Lambda$ from 0 to 60 in 1000 steps. The SSE of $\sum_{\text{Explicit}}$ first drops quickly when $\Lambda$ is at a small value and then increases rapidly. Especially, the SSE even has a big jump when $\Lambda$ closes to 60. The result shows that the explicit method is very sensitive to overlarge controller gain. In contrast, the SSE of $\sum_{\text{Implicit}}$ quickly decreases to a fixed value as $\Lambda$ increases. For the eigenvalue mapping-based method, the result illustrates that their precision won’t deteriorate when increasing $\Lambda$ and can provide much higher precision than the Implicit Euler method. From the enlarged view of Figure 6(a), it shows that the proposed $\sum_{\text{Gudermannian}}$ achieves the highest precision when $\Lambda$ is large enough.

Figure 6(b) and Figure 6(c) show the SSE over varying $k_1$ and $k_2$ from 1 to 60, respectively, in 1000 steps. The second controller parameter was fixed at 10 and the other settings were kept the same as in the first simulation. In Figure 6(b), the SSE of $\sum_{\text{Explicit}}$ first decreases and then increases rapidly to a large value which shows that the Explicit method is rather sensitive to gain $k_1$. The system $\sum_{\text{Implicit}}$ is independent of gain $k_1$ and the SSE maintains at a fixed value. For the eigenvalue mapping-based method, the SSE falls from a large error quickly and then rises to the neighborhood of $\sum_{\text{Implicit}}$. However, the SSE of $\sum_{\text{Gudermannian}}$ finally settles at a much lower value than others, which shows its superiority. In Figure 6(c), the SSE of $\sum_{\text{Explicit}}$ still varies at a high level compared to others. The SSE of $\sum_{\text{Implicit}}$ maintains at a high level. The SSE of eigenvalue mapping-based methods decreases to a much lower level than $\sum_{\text{Implicit}}$. It can be observed that the proposed eigenvalue mapping methods, especially the Gudermannian method, achieve smaller SSE than the original ones.

In the third group simulations, the SSE over $\mu_1$ and $\mu_2$ will be investigated. The results in Figure 6(d) are very similar to 6(b). It’s worth noting that $\sum_{\text{ReLU}}$ is unstable when $\mu_1$ increases to a specific interval. The SSE of the proposed methods decreases faster and settles at a lower level when increasing $\mu_1$. Furthermore, increasing $\mu_1$ drives the SSE of $\sum_{\text{Gudermannian}}$ quickly converges to the lowest level which shows its strong robustness. From Figure 6(e), it can be observed that the effect of $\mu_1$ on the SSE is similar to that of $k_2$. But $\sum_{\text{ReLU}}$ and $\sum_{\text{Gudermannian}}$ become unstable in a specific interval when increasing $\mu_2$. Finally, the common influence of $\mu_1$ and $\mu_2$ on the SSE is explored in Figure 6(f). It can be seen that the surface of $\sum_{\text{Explicit}}$ bends upward with the increasing of $\mu_1$ and $\mu_2$. The surfaces of the proposed methods are under the original methods after the gains increment to a certain value. The results show that the proposed methods are insensitive to overestimation of $\mu_1$ and $\mu_2$ and can achieve higher precision.
5 | CONCLUSIONS

In this paper, a novel eigenvalue mapping-based discrete-time GSTA is presented. The existing EMFs are analyzed and four new EMFs are proposed to further enhance the control performance. All EMFs are extended to the complex domain which relaxes the restrictions on parameter selection. The obtained controllers are given by explicit recursions, guaranteeing a straightforward
implementation in real applications. The proposed method is directly compared to previously published discrete-time STA in a series of simulation examples. The proposed method entirely avoids discretization chattering. Further, it can provide higher asymptotic accuracy w.r.t. the sampling time compared to other existing methods. It also demonstrates that the proposed method is insensitive to gain overestimation and the precision is improved when increasing the controller gains. The proposed method can provide higher steady-state accuracy than existing discretization methods. Future work will focus on the stability analysis that is not carried on in this article. We also want to investigate the impact of measurement noise on the control accuracy.
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APPENDIX

A LIMITATION OF THE MATCHING-EXPLICIT EMF WHEN THE SAMPLING TIME APPROXIMATES ZERO

In order to facilitate typesetting, we abbreviate $\lambda_{n,h}(x_{1,k})$ to $\lambda_n$ with $i = 1, 2$. The rest of the APPENDIX also follows this abbreviation.

$$
\lim_{h \to 0} \frac{1}{h} \left( g_1 + g_2 - 2 \right) = \lim_{h \to 0} \frac{1}{h} \left( e^{\frac{1}{2} h \lambda_1} \left( 1 + \frac{1}{2} h \lambda_1 \right) + e^{\frac{1}{2} h \lambda_2} \left( 1 + \frac{1}{2} h \lambda_2 \right) - 2 \right) = \lim_{h \to 0} \frac{e^{\frac{1}{2} h \lambda_1} \left( 1 + \frac{1}{2} h \lambda_1 \right) + e^{\frac{1}{2} h \lambda_2} \left( 1 + \frac{1}{2} h \lambda_2 \right) - 2}{h} \\
= \lim_{h \to 0} \frac{1}{2} \lambda_1 e^{\frac{1}{2} h \lambda_1} \left( 1 + \frac{1}{2} h \lambda_1 \right) + \frac{1}{2} \lambda_1 e^{\frac{1}{2} h \lambda_2} + \frac{1}{2} \lambda_2 e^{\frac{1}{2} h \lambda_2} \left( 1 + \frac{1}{2} h \lambda_2 \right) + \frac{1}{2} \lambda_2 e^{\frac{1}{2} h \lambda_2} \\
= \frac{1}{2} \lambda_1 + \frac{1}{2} \lambda_2 + \frac{1}{2} \lambda_2 = \lambda_1 + \lambda_2
$$

(A1)
\[
\lim_{h \to 0} \frac{1}{h^2} \left( q_1 + q_2 - q_1 q_2 - 1 \right) = \lim_{h \to 0} \frac{1}{h^2} \left( e^{\frac{1}{2}h\lambda_1} \left( 1 + \frac{1}{2}h\lambda_1 \right) + e^{\frac{1}{2}h\lambda_2} \left( 1 + \frac{1}{2}h\lambda_2 \right) - e^{\frac{1}{2}h(\lambda_1 + \lambda_2)} \left( 1 + \frac{1}{2}h\lambda_1 \right) \left( 1 + \frac{1}{2}h\lambda_2 \right) - 1 \right)
\]
\[
= \lim_{h \to 0} \frac{\frac{1}{2} \lambda_1 e^{\frac{1}{2}h\lambda_1} \left( 1 + \frac{1}{2}h\lambda_1 \right) + \frac{1}{4} \lambda_1^2 e^{\frac{1}{2}h\lambda_1} + \frac{1}{2} \lambda_2 e^{\frac{1}{2}h\lambda_2} \left( 1 + \frac{1}{2}h\lambda_2 \right) + \frac{1}{2} \lambda_2 e^{\frac{1}{2}h\lambda_2} - e^{\frac{1}{2}h(\lambda_1 + \lambda_2)} \left[ \frac{1}{2} \left( \lambda_1 + \lambda_2 \right) \left( 1 + \frac{1}{2}h\lambda_1 \right) \left( 1 + \frac{1}{2}h\lambda_2 \right) + \frac{1}{2} \lambda_1 \left( 1 + \frac{1}{2}h\lambda_2 \right) + \frac{1}{2} \lambda_2 \left( 1 + \frac{1}{2}h\lambda_1 \right) \right]}{2h^2}
\]
\[
= \lim_{h \to 0} \frac{2h}{\lambda_1 \lambda_2} - \lambda_1 \lambda_2
\]  
(A2)

\[
\lim_{h \to 0} \frac{1}{h} \left( q_1(h, x_{1,\lambda}) + q_2(h, x_{1,\lambda}) - 2 \right) = \lim_{h \to 0} \frac{1}{h} \left( e^{\frac{1}{2}h(\lambda_r + \lambda_i)} \left[ 1 + \frac{1}{2}h(\lambda_r + \lambda_i) \right] + e^{\frac{1}{2}h(\lambda_r - \lambda_i)} \left[ 1 + \frac{1}{2}h(\lambda_r - \lambda_i) \right] - 2 \right)
\]
\[
= \lim_{h \to 0} \frac{e^{\frac{1}{2}h\lambda_r} \left[ 2 \cos \left( \frac{1}{2}h\lambda_r \right) \left( 1 + \frac{1}{2}h\lambda_r \right) - h\lambda_r \sin \left( \frac{1}{2}h\lambda_r \right) \right]}{h}
\]
\[
= \lim_{h \to 0} \frac{e^{\frac{1}{2}h\lambda_r} \left[ 2 \cos \left( \frac{1}{2}h\lambda_r \right) \left( 1 + \frac{1}{2}h\lambda_r \right) - \lambda_r \sin \left( \frac{1}{2}h\lambda_r \right) \right]}{h}
\]
\[
= e^{\frac{1}{2}h\lambda_r} \lambda_r \cos \left( \frac{1}{2}h\lambda_r \right) \left( 1 + \frac{1}{2}h\lambda_r \right) - \frac{1}{2} h \lambda_r \lambda_i \sin \left( \frac{1}{2}h\lambda_r \right) - \lambda_i \sin \left( \frac{1}{2}h\lambda_i \right) \left( 2 + \frac{1}{2}h\lambda_r \right) - \frac{1}{2} h \lambda_i \cos \left( \frac{1}{2}h\lambda_i \right)
\]  
(A3)

\[
\lim_{h \to 0} \frac{1}{h^2} \left( q_1 + q_2 - q_1 q_2 - 1 \right) = \lim_{h \to 0} \frac{1}{h^2} \left( e^{\frac{1}{2}h(\lambda_r + \lambda_i)} \left[ 1 + \frac{1}{2}h(\lambda_r + \lambda_i) \right] + e^{\frac{1}{2}h(\lambda_r - \lambda_i)} \left[ 1 + \frac{1}{2}h(\lambda_r - \lambda_i) \right] - e^{\frac{1}{2}h(\lambda_r)} \left[ 1 + \frac{1}{2}h(\lambda_r + \lambda_i) \right] \left[ 1 + \frac{1}{2}h(\lambda_r - \lambda_i) \right] - 1 \right)
\]
\[
= \lim_{h \to 0} \frac{e^{\frac{1}{2}h\lambda_r} \left[ 2 \cos \left( \frac{1}{2}h\lambda_r \right) \left( 1 + \frac{1}{2}h\lambda_r \right) - \sin \left( \frac{1}{2}h\lambda_r \right) h\lambda_r \right] - e^{\frac{1}{2}h\lambda_r} \left[ \left( 1 + \frac{1}{2}h\lambda_r \right)^2 + \frac{1}{4} h^2 \lambda_i^2 \right] - 1}{h^2}
\]
\[
= \lim_{h \to 0} \frac{e^{\frac{1}{2}h\lambda_r} \left[ 2 \cos \left( \frac{1}{2}h\lambda_r \right) \left( 1 + \frac{1}{2}h\lambda_r \right) - \sin \left( \frac{1}{2}h\lambda_r \right) h\lambda_r \right] - e^{\frac{1}{2}h\lambda_r} \left[ \left( 1 + \frac{1}{2}h\lambda_r \right)^2 + \frac{1}{4} h^2 \lambda_i^2 \right] - 1}{h^2}
\]
\[
= \lim_{h \to 0} \frac{e^{\frac{1}{2}h\lambda_r} \left[ 2 \cos \left( \frac{1}{2}h\lambda_r \right) \left( 1 + \frac{1}{2}h\lambda_r \right) - \sin \left( \frac{1}{2}h\lambda_r \right) h\lambda_r \right] - e^{\frac{1}{2}h\lambda_r} \left[ \left( 1 + \frac{1}{2}h\lambda_r \right)^2 + \frac{1}{4} h^2 \lambda_i^2 \right] - 1}{h^2}
\]
\[
= \lim_{h \to 0} \frac{e^{\frac{1}{2}h\lambda_r} \left[ \frac{3}{2} \lambda_r^2 + \frac{1}{4} h \lambda_r^2 - \frac{3}{4} h \lambda_r \lambda_i^2 \right] \cos \left( \frac{1}{2}h\lambda_r \right) - \left( 3 \lambda_r \lambda_i + \frac{3}{4} h \lambda_r \lambda_i \right) \sin \left( \frac{1}{2}h\lambda_r \right) \right]}{2h^2}
\]
\[
= \lim_{h \to 0} \frac{e^{\frac{1}{2}h\lambda_r} \left[ \frac{3}{2} \lambda_r^2 + \frac{1}{4} h \lambda_r^2 - \frac{3}{4} h \lambda_r \lambda_i^2 \right] \cos \left( \frac{1}{2}h\lambda_r \right) - \left( 3 \lambda_r \lambda_i + \frac{3}{4} h \lambda_r \lambda_i \right) \sin \left( \frac{1}{2}h\lambda_r \right) \right]}{2h^2}
\]
\[
= \lim_{h \to 0} \frac{\frac{3}{2} \lambda_r^2 - 3 \lambda_i^2 - \frac{1}{4} h \lambda_r^2 - \frac{3}{4} h \lambda_r \lambda_i^2 - \left( \lambda_r^2 + 2 \lambda_r \lambda_i + \frac{3}{4} h \lambda_r \lambda_i \right) + \frac{1}{2} \lambda_i^2}{2}
\]  
(A4)
\[
\lim_{h \to 0} \frac{1}{h} (q_1 + q_2 - 2) = \lim_{h \to 0} \frac{1}{h} \left( \frac{2e^{h_{i_1}}}{e^{h_{i_1} + e^{-h_{i_1}}} + e^{h_{i_2} + e^{-h_{i_2}}}} + \frac{2e^{h_{i_2}}}{e^{h_{i_1} + e^{-h_{i_1}}} + e^{h_{i_2} + e^{-h_{i_2}}}} - 2 \right)
\]
\[
= \lim_{h \to 0} \frac{2e^{h_{i_1}} + e^{h_{i_2}} - 2e^{h_{i_1} + e^{-h_{i_1}} - h_{i_2}}}{h \left( e^{h_{i_1} + h_{i_2} + e^{-h_{i_1} - h_{i_2}}} + e^{-h_{i_1} + h_{i_2} + e^{h_{i_1} - h_{i_2}}} + e^{-h_{i_1} - h_{i_2} + e^{h_{i_1} + h_{i_2}}} \right)}
\]
\[
= \lim_{h \to 0} \frac{2(\lambda_1 + \lambda_2) \left( e^{h_{i_1} + h_{i_2} + e^{-h_{i_1} - h_{i_2}}} \right)}{h \left( (\lambda_1 + \lambda_2) \left( e^{h_{i_1} + h_{i_2} + e^{-h_{i_1} - h_{i_2}}} \right) + (\lambda_1 - \lambda_2) \left( e^{h_{i_1} - h_{i_2} + e^{-h_{i_1} + h_{i_2}}} \right) \right)}
\]
\[
= \lambda_1 + \lambda_2
\]

(B5)

\[
\lim_{h \to 0} \frac{1}{h^2} (q_1 + q_2 - q_1 - q_2 - 1) = \lim_{h \to 0} \frac{1}{h^2} \left( \frac{2e^{h_{i_1}}}{e^{h_{i_1} + e^{-h_{i_1}}} + e^{h_{i_2} + e^{-h_{i_2}}}} - \frac{2e^{h_{i_1}}}{e^{h_{i_1} + e^{-h_{i_1}}} + e^{h_{i_2} + e^{-h_{i_2}}}} \right)
\]
\[
= \lim_{h \to 0} \frac{2e^{h_{i_1}} - 2e^{h_{i_2}}}{h^2 \left( e^{h_{i_1} + h_{i_2} + e^{-h_{i_1} - h_{i_2}}} + e^{-h_{i_1} + h_{i_2} + e^{h_{i_1} - h_{i_2}}} + e^{h_{i_1} + h_{i_2} + e^{-h_{i_1} - h_{i_2}}} \right)}
\]
\[
= \lim_{h \to 0} \frac{2(\lambda_1 - \lambda_2) \left( e^{h_{i_1} - h_{i_2} + e^{-h_{i_1} + h_{i_2}}} \right) + \left( -\lambda_1 + \lambda_2 \right) e^{h_{i_1} + h_{i_2}} + \left( \lambda_1 - \lambda_2 \right) e^{-h_{i_1} + h_{i_2}} - (\lambda_1 + \lambda_2) e^{h_{i_1} + h_{i_2}}}{2h \left( e^{h_{i_1} + h_{i_2} + e^{-h_{i_1} - h_{i_2}}} + e^{-h_{i_1} + h_{i_2} + e^{h_{i_1} - h_{i_2}}} + e^{h_{i_1} + h_{i_2} + e^{-h_{i_1} - h_{i_2}}} \right)}
\]
\[
= \lim_{h \to 0} \frac{(\lambda_1 - \lambda_2)^2 + (\lambda_1 - \lambda_2)^2 - (\lambda_1 + \lambda_2)^2 - (\lambda_1 + \lambda_2)^2}{8}
\]
\[
= -\lambda_1 \lambda_2
\]

(B6)

\[
\lim_{h \to 0} \frac{1}{h} (q_1 + q_2 - 2) = \lim_{h \to 0} \frac{2e^{h_{i_1} + h_{i_2}}}{e^{h_{i_1} + e^{-h_{i_1}}} + e^{h_{i_2} + e^{-h_{i_2}}}} + \frac{2e^{h_{i_2} - h_{i_1}}}{e^{h_{i_1} + e^{-h_{i_1}}} + e^{h_{i_2} + e^{-h_{i_2}}}} - 2
\]
\[
= \lim_{h \to 0} \frac{2e^{h_{i_1} + h_{i_2}} - 2e^{2h_{i_2}}}{h \left( e^{2h_{i_1} + e^{-2h_{i_1}}} + 2 \cos(2h_{i_1}) \right)}
\]
\[
= \lim_{h \to 0} \frac{4\lambda_r e^{2h_{i_1}} + 4\lambda_r e^{-2h_{i_1}}}{e^{2h_{i_1} + e^{-2h_{i_1}}} + 2 \cos(2h_{i_1})}
\]
\[
= 2\lambda_r
\]

(B7)

\[
\lim_{h \to 0} \frac{1}{h^2} (q_1 + q_2 - q_1 - q_2 - 1)
\]
\[
= \lim_{h \to 0} \frac{2e^{h_{i_1} + h_{i_2}}}{e^{h_{i_1} + e^{-h_{i_1}}} + e^{h_{i_2} + e^{-h_{i_2}}}} + \frac{2e^{h_{i_2} - h_{i_1}}}{e^{h_{i_1} + e^{-h_{i_1}}} + e^{h_{i_2} + e^{-h_{i_2}}}} - \frac{2e^{h_{i_1} + h_{i_2}}}{e^{h_{i_1} + e^{-h_{i_1}}} + e^{h_{i_2} + e^{-h_{i_2}}}} - \frac{2e^{h_{i_2} - h_{i_1}}}{e^{h_{i_1} + e^{-h_{i_1}}} + e^{h_{i_2} + e^{-h_{i_2}}}}
\]
\[
= \lim_{h \to 0} \frac{2 \cos(2h_{i_1}) - 2e^{2h_{i_1}}}{h^2 \left( e^{2h_{i_1} + e^{-2h_{i_1}}} + 2 \cos(2h_{i_1}) \right)}
\]
\[
= \lim_{h \to 0} \frac{4\lambda_r e^{2h_{i_1}} - 2\lambda_r e^{2h_{i_1}} - 2\lambda_r e^{-2h_{i_1}}}{2h \left( e^{2h_{i_1} + e^{-2h_{i_1}}} + 2 \cos(2h_{i_1}) \right)}
\]
\[
= \lim_{h \to 0} \frac{4\lambda_r e^{2h_{i_1}} - 2\lambda_r e^{2h_{i_1}} - 2\lambda_r e^{-2h_{i_1}} - 4\lambda_r \sin(2h_{i_1})}{2h \left( e^{2h_{i_1} + e^{-2h_{i_1}}} + 2 \cos(2h_{i_1}) \right)}
\]
\[
= 2\lambda_r
\]

(B8)
LIMITATION OF THE GUDERMANNIAN EMF WHEN THE SAMPLING TIME APPROXIMATES ZERO

\[
\lim_{h \to 0} \frac{1}{h} (q_1 + q_2 - 2) = \lim_{h \to 0} \left( \arctan \left( \sinh \left( h \lambda_r + i h \lambda_i \right) \right) + \arctan \left( \sinh \left( h \lambda_r - i h \lambda_i \right) \right) \right)
\]
\[
= \lim_{h \to 0} \frac{2 \arctan \left( \frac{\sinh(h \lambda_r)}{\cos(h \lambda_i)} \right) \lambda_r \cosh(h \lambda_r) \cos(h \lambda_i) + \lambda_i \sin(h \lambda_r) \sinh(h \lambda_i)}{1 + \left( \frac{\sinh(h \lambda_r)}{\cos(h \lambda_i)} \right)^2 \cosh^2(h \lambda_r)}
\]
\[
= 2 \lambda_r,
\]
\[
(C9)
\]

\[
\lim_{h \to 0} \frac{1}{h^2} (q_1 + q_2 - q_1 q_2 - 1) = \lim_{h \to 0} \left( \frac{\arctan \left( \sinh \left( h \lambda_r + i h \lambda_i \right) \right) \arctan \left( \sinh \left( h \lambda_r - i h \lambda_i \right) \right)}{h^2} \right)
\]
\[
= \lim_{h \to 0} \left( \frac{\arctan \left( \frac{\sinh(h \lambda_r)}{\cos(h \lambda_i)} \right) + i \text{artanh} \left( \frac{\sin(h \lambda_r)}{\cosh(h \lambda_i)} \right)}{h^2} \right) \left( \arctan \left( \frac{\sin(h \lambda_r)}{\cosh(h \lambda_i)} \right) - i \text{artanh} \left( \frac{\sin(h \lambda_r)}{\cosh(h \lambda_i)} \right) \right)
\]
\[
= \lim_{h \to 0} \left( \frac{\arctan^2 \left( \frac{\sin(h \lambda_r)}{\cosh(h \lambda_i)} \right)}{h^2} + \text{artanh}^2 \left( \frac{\sin(h \lambda_r)}{\cosh(h \lambda_i)} \right) \right)
\]
\[
= \lim_{h \to 0} \left( \frac{\lambda_r \cosh(h \lambda_r) \cos(h \lambda_i) + \lambda_i \sin(h \lambda_r) \sin(h \lambda_i)}{\sin^2(h \lambda_r) + \cos^2(h \lambda_i)} \right)^2 - \text{artanh} \left( \frac{\sin(h \lambda_r)}{\cosh(h \lambda_i)} \right) \right)
\]
\[
- \left( \frac{\lambda_i \cos(h \lambda_i) \cosh(h \lambda_r) - \lambda_r \sin(h \lambda_i) \sinh(h \lambda_r)}{\cosh^2(h \lambda_r) - \sin^2(h \lambda_i)} \right)^2 - \text{artanh} \left( \frac{\sin(h \lambda_i)}{\cosh(h \lambda_r)} \right) \right)
\]
\[
= -\lambda_r^2 - \lambda_i^2
\]
\[
(C10)
\]

\[
\lim_{h \to 0} \frac{1}{h} (q_1 + q_2 - 2) = \lim_{h \to 0} \left( \arctan \left( \sinh \left( h \lambda_1 \right) \right) + \arctan \left( \sinh \left( h \lambda_2 \right) \right) \right)
\]
\[
= \lim_{h \to 0} \frac{\lambda_1 \cosh \left( h \lambda_1 \right) + \lambda_2 \cosh \left( h \lambda_2 \right)}{1 + \sinh^2 \left( h \lambda_1 \right) + 1 + \sinh^2 \left( h \lambda_2 \right)}
\]
\[
= \lambda_1 + \lambda_2
\]
\[
(C11)
\]
\[
\lim_{h \to 0} \frac{1}{h^2} \left( q_1 + q_2 - q_1 q_2 - 1 \right)
= \lim_{h \to 0} - \frac{\arctan \left( \sinh \left( h \lambda_1 \right) \right) \arctan \left( \sinh \left( h \lambda_2 \right) \right)}{h^2} \\
= \lim_{h \to 0} - \frac{\lambda_1 \sech \left( h \lambda_1 \right) \arctan \left( \sinh \left( h \lambda_2 \right) \right) + \lambda_2 \arctan \left( \sinh \left( h \lambda_1 \right) \right) \sech \left( h \lambda_2 \right)}{2h} \\
- \frac{\lambda_1 \tanh \left( h \lambda_1 \right) \sech \left( h \lambda_1 \right) \arctan \left( \sinh \left( h \lambda_2 \right) \right) + 2 \lambda_1 \lambda_2 \sech \left( h \lambda_1 \right) \sech \left( h \lambda_2 \right)}{2} \\
= \lim_{h \to 0} - \frac{\lambda_1 \lambda_2}{2} \\
= -\lambda_1 \lambda_2
\]  
(C12)