Curvature effects in vortex chirality switching
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A simple mechanism of controllable switching of magnetic vortex chirality is proposed. We consider curvilinear magnetic nanoshells of spherical geometry whose ground state is a vortex magnetization distribution. Chirality of this magnetic vortex can be switched in controllable way by applying a Gaussian pulse of spatially uniform magnetic field along the symmetry axis of the shell. The chirality switching process is explored in detail numerically for various parameters of magnetic pulse: the corresponding switching diagram is build. The role of the curvature is ascertained by studying the switching diagram evolution under the continuous transition from hemispherical shell to the disk shaped sample with the volume and thickness kept constant.

PACS numbers: 75.75.-c, 75.78.-n, 75.78.Jp, 75.78.Cd

Magnetically soft ferromagnetic nanoparticle of sub-micron size and symmetrical form typically demonstrates the ground state in form of a vortex magnetization distribution. Chirality of this magnetic vortex can be switched in controllable way by applying a Gaussian pulse of spatially uniform magnetic field along the symmetry axis of the shell. The chirality switching process is explored in detail numerically for various parameters of magnetic pulse: the corresponding switching diagram is build. The role of the curvature is ascertained by studying the switching diagram evolution under the continuous transition from hemispherical shell to the disk shaped sample with the volume and thickness kept constant.

FIG. 1. (Color online) The scheme of vortex chirality switching for a hemispherical shell. (a) Initial vortex state with $C = 1$. (b) Resulting vortex state with $C = −1$. (c) Gaussian temporal profile of a spatially uniform magnetic pulse.

Here we propose a simple mechanism of vortex chirality control for a symmetrical system by using a simple spatially uniform pulse of magnetic field. The idea is to proceed from planar to curvilinear magnetic shells with spherical geometry, see Fig. 1. We choose the magnetic pulse with the Gaussian temporal profile $B = -e_z B_0 \exp[-(t - 3\tau)^2/\tau^2]$, where $B_0$ and $\tau$ are amplitude and width of the field pulse respectively. The pulse is applied along the symmetry axis of the system, $B || e_z$.

Note, that recently we reported on the vortex polarity switching for spherical shells under action of the same Gaussian field pulse applied within the $xy$-plane. To study the magnetization dynamics induced by the field pulse we perform numerical simulation of the Landau-Lifshitz equation using the NMAG code. We start from the hemispherical shell, see Fig. 1 with inner radius $R_0 = 100$ nm, radial thickness $h = 10$ nm and material parameters of Permalloy (Ni$_{80}$Fe$_{20}$), namely the saturation magnetization $M_s = 7.96 \times 10^5$ A/m, exchange constant $A = 1.3 \times 10^{-11}$ J/m, anisotropy is neglected, and damping coefficient $\alpha = 0.01$. The chosen material parameters result in characteristic length scale of the system, an exchange length, $\ell = 5.7$ nm. The volume domain of the sample is discretized using irregular tetrahedral mesh with cell size about 3.5 nm.

At the first step, we obtain the equilibrium vortex magnetization distribution by applying the numerical procedure of the total energy minimization. In accordance...
with the recently obtained phase diagram of equilibrium states of soft magnetic hemispherical shells\cite{3} the vortex distribution is the ground state of the system with the referred above size parameters.

Time evolution of the magnetization subsystem disturbed by the applied field pulse can be quite different depending on the pulse parameters. We classify possible types of the magnetization behavior using the time dependent integral chirality

\[ C(t) = \frac{1}{V} \int m_\chi(r, t)dr, \]

where \( m_\chi \) is the azimuthal magnetization component in the spherical frame of reference \( m = (m_\alpha, m_\chi, m_\nu) \) and \( V \) is volume of the shell. For the equilibrium vortex states \( C = \pm 1 \), see Fig. 1(a,b). By varying the pulse parameters \( B_0 \) and \( \tau \) in wide ranges we obtain the switching diagram presented in the Fig. 2(a). Two domains of vortex chirality switching can be distinguished, namely controllable area where the chirality \( C(t) \) changes the sign only once (filled boxes), and potentially uncontrollable area where the chirality \( C(t) \) changes sign odd number of times in switching (filled triangles). As it follows from Fig. 2(a), the optimal pulse widths for the chirality switching is 30-70 ps which coincides with the pulse width needed for the vortex polarity switching\cite{7} however the optimal pulse amplitude is larger than for the case of the polarity switching\cite{7}.

In order to clarify the curvature effect in the chirality switching process we consider a set of truncated spherical caps with the constant volume \( V \) and thickness \( h \), see Fig. 3 in the Ref. 14. Thereby, the curvature radius \( R = R_0/\sqrt{1-\cos \vartheta_c} \) is connected with the polar truncation angle \( \vartheta_c \), and it can be varied in the range \( R_0 \leq R < \infty \) with the corresponding variation of the truncation angle \( \pi/2 \geq \vartheta_c > 0 \). The singular case \( \vartheta_c = 0 \) corresponds to the planar disk with curvature ra-
At the next step, the details of the chirality switching mechanism are explored. Initially one has an unperturbed vortex state, see Fig. 4(a,g). The application of the field pulse can induce the switching process, which consists of three stages. At the first stage a closed circular $180^\circ$ domain wall is induced,[17] see Fig. 4(b,h). At the second stage, the induced circular domain wall converges to pole of the hemispherical cap and oscillates in the pole neighborhood, see Fig. 4(b-c, h-j). At the last stage, the collapse of the circular domain wall, see Fig. 4(d-e,k), results in the vortex state with the chirality opposite to the initial one Fig. 4(f,l).

Depending on the pulse parameters, we find out two the following scenarios of the collapse of the circular domain wall:

(i) **Vortex-antivortex pairs scenario** – in neighborhood of the cap pole the circular domain wall experiences an instability, resulting in breakup of the wall into vortex-antivortex pairs, see, Fig. 4(d). The similar vortex-antivortex rings (circularly closed cross-tie domain walls) were recently obtained in planar disks under action of the perpendicular spin-current.[18] The number of vortex-antivortex pairs varies from 1 to 4, depending on the pulse parameters. Then one of the newly born antivortexes annihilates with the central vortex, see Fig. 4(e), and after annihilation of rest of the vortex-antivortex pairs a single vortex remains, its chirality is opposite to chirality of the initial vortex. This mechanism is analogous to the chirality switching of vortex domain wall on a nanotube by means of the vortex-antivortex pair formation[19].

(ii) **Uniform scenario** – radius of the circular domain wall is shrunk to the value comparable with the core size of the central vortex. As a result the vortex with large core radius is formed, see Fig. 4(k). After a short time (∼ 10 ps) radius of the vortex core comes back to its equilibrium value, however the chirality is changed, see Fig. 4(l). This mechanism is analogous to the uniform chirality switching of vortex domain wall on a nanotube.[20]

The vortex-antivortex pairs scenario of the circular domain wall collapse is typical for border of the controllable switching region and for regions of potentially uncontrollable switching, whereas the uniform scenario is common for inner part of the controllable switching region, see Fig. 2(a). It should be also noted that the described chirality switching mechanisms do not allow one to control polarity of the vortex.

In conclusion, using micromagnetic simulations we demonstrate that chirality of the vortex state hemispherical shell can be switched by simple field pulse in controllable way, in contrast to the case of planar disk. Key points of the chirality switching process are nucleation and posterior collapse of the circularly closed domain wall. Collapse of the circular domain wall can be attended by creation of the chain of vortex-antivortex pairs.

\[ \text{Fig. 3. (Color online) Dependence of absorbed energy on the curvature radius of the shell under the action of magnetic field pulse with } B_0 = 180 \text{ mT and } \tau = 10 \text{ ps. The inset (a) demonstrates time evolution of different energy constituents for the case } R = 100 \text{ nm.} \]

\[ \text{dius } R \rightarrow \infty \text{ and straight radius } R_{\text{disk}} = \sqrt{2} R_0. \text{ Here we assume that } h \ll R_0. \text{ Evolution of the switching diagram with the curvature radius } R \text{ increasing is demonstrated in Fig. 2(f,g). We conclude that the pulse width optimal for the switching remains approximately the same while the pulse amplitude increases drastically with the curvature radius increasing. As a result, for the case of planar disk the chirality switching requires high field amplitude with high-accurate control of the pulse with. Thereby we confirm the previous result that the vortex chirality can hardly be controlled in a disk by vertical magnetic pulses.[16] \]

To clarify the reasons of the established curvature effect on the chirality switching we consider absorption of the energy which the sample gains from the applied field pulse. Three contributions to the total energy \( E = E_{\text{ex}} + E_{\text{ms}} + E_z \) are considered, namely exchange \( E_{\text{ex}} \), magnetostatic \( E_{\text{ms}} \) and Zeeman \( E_z \) interactions. Typical time evolution of the referred energy constituents is presented in the Fig. 3(a). The negative contribution represents the interaction with the applied field and its time profile approximately replicates the field pulse profile. The pulse action results in well pronounced jump of the total energy, see Fig. 3(a), and therefore the amount of the absorbed energy can be estimated as \( \Delta E = E_{\text{max}} - E_{\text{in}} \), where \( E_{\text{max}} \) and \( E_{\text{in}} \) denote the maximum and initial values of the total energy, respectively, see Fig. 3(a). The resulting dependence \( \Delta E(R) \) shows that decreasing of the curvature radius leads to more effective energy absorption. As a result, for a hemispherical shell one needs lower amplitude pulse to overcome the energy barrier separating states with opposite chiralities as compared to the case of planar disks. This increases the controllability of the chirality switching process for the hemispherical shells.
FIG. 4. (Color online) Mechanisms of vortex chirality switching in a Py hemisphere of inner radius 100 nm and 10 nm thickness. The top row shows the azimuthal component ($m_{\phi}$) of magnetization $m$ in initial state (a-g), and dynamics induced by the magnetic pulse (b-f,h-l). The bottom row shows the vertical component ($m_z$) of magnetization of the central region of the sample. The blue and red ribbons represent the $m_x = 0$ and $m_y = 0$ isosurfaces, respectively; intersection of isosurfaces determine the position of vortex and antivortex cores. Insets (a)-(f) and (g)-(l) correspond to a vortex-antivortex pairs and uniform scenarios, respectively.
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