HEAT KERNELS FOR NON-SYMMETRIC DIFFUSION OPERATORS WITH JUMPS
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Abstract. For $d \geq 2$, we prove the existence and uniqueness of heat kernels to the following time-dependent second order diffusion operator with jumps:

$$\mathcal{L} := \frac{1}{2} \sum_{i,j=1}^{d} a_{ij}(t,x) \partial_{ij}^2 + \sum_{i=1}^{d} b_i(t,x) \partial_i + \mathcal{L}_\nu^\alpha,$$

where $a = (a_{ij})$ is a uniformly bounded, elliptic, and Hölder continuous matrix-valued function, $b$ belongs to some suitable Kato’s class, and $\mathcal{L}_\nu^\alpha$ is a non-local $\alpha$-stable-type operator with bounded kernel $\kappa$. Moreover, we establish sharp two-sided estimates, gradient estimate and fractional derivative estimate for the heat kernel under some mild conditions.
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1. Introduction

Let $C_0(\mathbb{R}^d)$ be the Banach space of all continuous functions on $\mathbb{R}^d$ vanishing at infinity equipped with uniform norm, and $C_c(\mathbb{R}^d)$ the space of all continuous functions on $\mathbb{R}^d$ with compact support. Let $\mathcal{L}$ be a linear operator on $C_0(\mathbb{R}^d)$ with domain $\text{Dom}(\mathcal{L})$. Suppose that $C_c^\infty(\mathbb{R}^d) \subset \text{Dom}(\mathcal{L})$. We say $\mathcal{L}$ satisfies a positive maximum principle if for all $f \in C_c^\infty(\mathbb{R}^d)$ reaching a positive maximum at point $x_0 \in \mathbb{R}^d$, then $\mathcal{L}f(x_0) \leq 0$. The well-known Courrège theorem states that $\mathcal{L}$ satisfies the positive maximum principle if and only if $\mathcal{L}$ takes the following form

$$\mathcal{L} f(x) = \frac{1}{2} \sum_{i,j=1}^{d} a_{ij}(x) \partial_{ij}^2 f(x) + \sum_{i=1}^{d} b_i(x) \partial_i f(x) + c(x) f(x)$$

$$+ \int_{\mathbb{R}^d} (f(x+z) - f(x) - 1_{|z|<1} z \cdot \nabla f(x)) \mu_x(dz),$$

where $a = (a_{ij}(x))_{1 \leq i,j \leq d}$ is a $d \times d$-symmetric positive definite matrix-valued measurable function on $\mathbb{R}^d$, $b(x) : \mathbb{R}^d \to \mathbb{R}^d$, $c : \mathbb{R}^d \to (-\infty, 0]$ are measurable functions and $\mu_x(dz)$ is a family of Lévy measures, with that $a, b, c, \mu$ enjoy some continuity with respect to $x$ (see [21]). On the other hand, from the probabilistic viewpoint, consider the following SDE with jumps:

$$dX_t = \sigma(X_t) dW_t + b(X_t) dt + \int_{|z|<1} g(X_{t-}, z) \tilde{N}(dt, dz)$$

$$+ \int_{|z|>1} g(X_{t-}, z) N(dt, dz), \quad X_0 = x,$$

where $\sigma(x) = \sqrt{a(x)}$, $g(x, z) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$, $W$ is a $d$-dimensional standard Brownian motion, while $N$ is a Poisson random measure with intensity measure $\nu$, and $\tilde{N}$ is the associated
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compensated Poisson random measure. Under some Lipschitz assumptions in $x$-variable on $\sigma(x)$, $b(x)$ and $g(x, z)$, it is well known that the above SDE admits a unique strong solution, which defines a strong Markov process whose infinitesimal generator $\mathcal{L}$ is of the form (1.1) with $\mu_t(dz) = \nu \circ g^{-1}(x, \cdot)(dz)$ (see [20]). A natural question is whether SDE (1.2) has a (weak) solution without Lipschitz assumption on $\sigma(x)$, $b(x)$ and $g(x, z)$, and how about its density.

In this work we are concerned with the existence, uniqueness, and estimates of fundamental solutions of time-dependent version of the operator $\mathcal{L}$ in (1.1), with minimal regularity assumptions on $a(t, x)$, $b(t, x)$ and $\kappa(t, x, z)$, where $\kappa(t, x, z) := |z|^{d+\alpha} \mu_t(dz)/dz$. More precisely, we shall consider the following time-inhomogeneous and non-symmetric non-local operators:

$$\mathcal{L}_t f(x) := \mathcal{L}_t^a f(x) + b_t \cdot \nabla f(x) + \mathcal{L}_t^\kappa f(x),$$

where

$$\mathcal{L}_t^a f(x) := \frac{1}{2} \sum_{i,j=1}^d a_{ij}(t, x) \partial^2_{ij} f(x), \quad b_t \cdot \nabla f(x) := \sum_{i=1}^d b_i(t, x) \partial_i f(x),$$

$$\mathcal{L}_t^\kappa f(x) := \int_{\mathbb{R}^d} \frac{(f(x + z) - f(x) - 1_{\{|z| \leq 1\}} z \cdot \nabla f(x)) \kappa(t, x, z)}{|z|^{d+\alpha}} dz.$$

Here $a(t, x) := (a_{ij}(t, x))_{1 \leq i, j \leq d}$ is a $d \times d$-symmetric matrix-valued measurable function on $[0, \infty) \times \mathbb{R}^d$, $b(t, x) : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d$ and $\kappa(t, x, z) : [0, \infty) \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ are measurable functions, and $\alpha \in (0, 2)$.

With different choices of $a$, $b$ and $\kappa$, we get different types of operators $\mathcal{L}_t$. For example, when $a = \mathbb{I}_{d \times d}$, $b = 0$ and $\kappa(t, x, z) = \mathcal{A}(d, -\alpha) \kappa$ for some $\kappa > 0$, $\mathcal{L}_t^\alpha = \frac{1}{2} \Delta + \kappa \Delta^{\alpha/2}$ is the generator of independent sum of Brownian motion and rotational $\alpha$-stable process with weight $\kappa$. Here $\mathcal{A}(d, -\alpha)$ is a positive constant: $\mathcal{A}(d, -\alpha) := |\alpha|^{\alpha-1} \pi^{-d/2} (d + \alpha) / 2 ! (1 - \alpha/2)^{-1}$ and $\Gamma$ is the Gamma function defined by $\Gamma(\lambda) := \int_0^\infty t^{\lambda-1} e^{-t} dt, \lambda > 0$. Moreover, the heat kernel of $\frac{1}{2} \Delta + \kappa \Delta^{\alpha/2}$ exists, denoted by $p^\kappa(t, x, y) = p^\kappa(t, |y - x|)$. It is shown in [13] Theorem 1.4] (see also [24] Theorem 2.13) that there are constants $C, \lambda \geq 1$ depending only on $d, \alpha$ such that for all $t > 0$ and $x \in \mathbb{R}^d$,

$$C^{-1} \left( t^{-d/2} \wedge (\kappa t)^{-\alpha/2} \right) \wedge \left( t^{-d/2} e^{-\lambda|y|^2 / t} + \frac{\lambda t}{|y|^{4+d/2}} \right) \leq p^\kappa(t, x) \leq C \left( t^{-d/2} \wedge (\kappa t)^{-\alpha/2} \right) \wedge \left( t^{-d/2} e^{-\lambda|y|^2 / t} + \frac{\lambda t}{|y|^{4+d/2}} \right).$$

The above in particular implies that for each $T, M > 0$, all $\kappa \in [0, M]$, $t \in (0, T]$ and $x \in \mathbb{R}^d$,

$$\mathcal{C}^{-1} \left( t^{-d/2} e^{-\lambda|y|^2 / t} + t^{-d/2} \wedge \frac{\lambda t}{|y|^{4+d/2}} \right) \leq p^\kappa(t, x) \leq \mathcal{C} \left( t^{-d/2} e^{-\lambda|y|^2 / t} + t^{-d/2} \wedge \frac{\lambda t}{|y|^{4+d/2}} \right),$$

where $\mathcal{C} \geq 1$ depends on $T, M, d, \alpha$. For notational convenience, define for $\gamma, \lambda \in \mathbb{R}$, $t > 0$ and $x \in \mathbb{R}^d$,

$$\xi_{1,\gamma}(t, x) := t^{(\gamma-d)/2} e^{-\lambda|y|^2 / t} \quad \text{and} \quad \eta_{\alpha, \gamma}(t, x) := t^{\gamma/2} (|x| + t^{1/2})^{-\alpha}.$$

It is easy to check that we can rewrite (1.5) as

$$\mathcal{C}^{-1} \left( \xi_{1,0}(t, x) + \kappa \eta_{\alpha, 2}(t, x) \right) \leq p^\kappa(t, x) \leq \mathcal{C} \left( \xi_{1,0}(t, x) + \kappa \eta_{\alpha, 2}(t, x) \right)$$

for some $\mathcal{C} \geq 1$ depending on $T, M, d, \alpha$.

When $\kappa(t, x, z) = \mathcal{A}(d, -\alpha) 1_{\{|z| \leq 1\}}$, $\mathcal{L}_t^\kappa$ is just the truncated fractional Laplacian operator $\tilde{\Delta}^{\alpha/2}$:

$$\tilde{\Delta}^{\alpha/2} f(x) = \int_{\{|z| \leq 1\}} \frac{(f(x + z) - f(x) - z \cdot \nabla f(z)) \mathcal{A}(d, -\alpha)}{|z|^{d+\alpha}} dz.$$
It follows from [8] that the heat kernel of $\tilde{\Delta}^{\alpha/2}$, denoted by $\tilde{P}_\alpha(t, x, y) = \tilde{P}_\alpha(t, x-y)$, exists and it is jointly continuous and has the following estimates: there are constants $C_i = C_i(d, \alpha) > 0$, $i = 1, 2$ such that
\begin{equation}
C_i^{-1} \left( \left( \frac{t}{|x|} \right)^{\frac{d}{2}} 1_{|x| > 1} + \left( \frac{t}{|x| \delta} \wedge \frac{t}{|x|^{\delta+1}} \right) 1_{|x| < 1} \right) \leq \tilde{P}_\alpha(t, x) \leq C_i \left( \left( \frac{t}{|x|} \right)^{\frac{d}{2}} 1_{|x| > 1} + \left( \frac{t}{|x| \delta} \wedge \frac{t}{|x|^{\delta+1}} \right) 1_{|x| < 1} \right), \quad t \in (0, 1], x \in \mathbb{R}^d. \tag{1.8}
\end{equation}

Throughout this paper, we assume $d \geq 2$ and make the following assumptions on $a$ and $\kappa$:

(H') There are $c_1 > 0$ and $\beta \in (0, 1)$ such that for all $t > 0$ and $x, y \in \mathbb{R}^d$,
\begin{equation}
|a(t, y) - a(t, x)| \leq c_1 |y - x|^{\beta}, \tag{1.9}
\end{equation}
and for some $c_2 \geq 1$,
\begin{equation}
c_2^{-1} 1_{d\times d} \leq a(t, x) \leq c_2 1_{d\times d}. \tag{1.10}
\end{equation}

Here $1_{d\times d}$ denotes the $d \times d$ identity matrix.

(H') $\kappa(t, x, z)$ is a bounded measurable function and if $\alpha = 1$, we require for any $0 < r < R < \infty$,
\begin{equation}
\int_{r < |z| < R} \kappa(t, x, z)|z|^{-d-1} dz = 0. \tag{1.11}
\end{equation}

Let $Z(t, x, s, y)$ be the fundamental solution of $\{ \mathcal{L}_t^a, t \geq 0 \}$; see Theorem 2.8 below for details. Since $\mathcal{L}_t$ can be viewed as a perturbation of $-\Delta_t^a$, by $\mathcal{L}_t^{b, \kappa} := b \cdot \nabla + \mathcal{L}_t^a$, heuristically the fundamental solution (or heat kernel) $p(t, x; s, y)$ of $\mathcal{L}_t$ should satisfy the following Duhamel’s formula: for all $0 \leq t < s < \infty$ and $x, y \in \mathbb{R}^d$,
\begin{equation}
p(t, x; s, y) = Z(t, x; s, y) + \int_s^t \int_{\mathbb{R}^d} p(t, x; r, z) \mathcal{L}_r^{b, \kappa} Z(r, :, s, y)(z) dz dr, \tag{1.12}
\end{equation}
or
\begin{equation}
p(t, x; s, y) = Z(t, x; s, y) + \int_s^t \int_{\mathbb{R}^d} Z(t, x; r, z) \mathcal{L}_r^{b, \kappa} p(r, :, s, y)(z) dz dr. \tag{1.13}
\end{equation}

For any $T \in (0, \infty]$ and $\varepsilon \in [0, T)$, we write
\begin{equation}
\mathbb{D}_\varepsilon^T := \{(t, x; s, y) : x, y \in \mathbb{R}^d \text{ and } s, t \geq 0 \text{ with } \varepsilon < s - t < T \}.
\end{equation}

The following are the main results of this paper. See (2.28) below for the definition of space-time Kato class $\mathbb{K}_2$ of functions on $\mathbb{R} \times \mathbb{R}^d$. We will see from Proposition 2.7 below that $\mathbb{K}_2$ contains $L^q(\mathbb{R}; L^p(\mathbb{R}^d))$ for any $p, q \in [1, \infty]$ with $\frac{1}{p} + \frac{d}{2} = \frac{1}{q} < 1$.

**Theorem 1.1.** Let $\alpha \in (0, 2)$. Under (H'), (H') and $b \in \mathbb{K}_2$, there is a unique continuous function $p(t, x; s, y)$ on $\mathbb{D}_0^T$ that satisfies (1.12), and
\begin{enumerate}
\item (Upper-bound estimate) For any $T > 0$, there exist constants $C_0, \lambda_0 > 0$ such that on $\mathbb{D}_0^T$,
\begin{equation}
|p(t, x; s, y)| \leq C_0(\xi_{\lambda_0, 0} + \|\kappa\|_{\infty, \eta_{\alpha, 2}})(s - t, y - x). \tag{1.14}
\end{equation}
Moreover, the following hold.
\item (C-K equation) For all $0 \leq t < r < s < \infty$ and $x, y \in \mathbb{R}^d$,
\begin{equation}
\int_{\mathbb{R}^d} p(t, x; r, z)p(r, z; s, y) dz = p(t, x; s, y). \tag{1.15}
\end{equation}
\item (Gradient estimate) For any $T > 0$, there exist constants $C_1, \lambda_1 > 0$ such that on $\mathbb{D}_0^T$,
\begin{equation}
|\nabla_s p(t, x; s, y)| \leq C_1(\xi_{\lambda_1, -1} + \|\kappa\|_{\infty, \eta_{\alpha, 1}})(s - t, y - x). \tag{1.16}
\end{equation}
\end{enumerate}
Remark 1.2. Estimate \((1.17)\) is new even for \(\kappa = 0\).

Note that in Theorem \(1.1\) we do not assume \(\kappa(t, x, z) \geq 0\) and so the fundamental solution \(p(t, x; s, y)\) can take negative values; see Remark 1.4 below. The following theorem gives the lower bound estimate.

**Theorem 1.3.** Under the same assumptions of Theorem \(1.1\) if for each \(t > 0\) and \(x \in \mathbb{R}^d\),

\[
\kappa(t, x, z) \geq 0, \quad \text{a.e. } z \in \mathbb{R}^d,
\]

then \(p(t, x; s, y) \geq 0\) on \(\mathbb{D}_0^\infty\). Moreover, for any \(T > 0\), there are constants \(C_3, \lambda_3 > 0\) such that

\[
p(t, x; s, y) \geq C_3(\xi_{1,0} + m_\kappa \eta_{a,2})(s - t, y - x) \text{ on } \mathbb{D}_T^0,
\]

where \(m_\kappa := \inf_{(t, x)} \text{essinf}_{z \in \mathbb{R}^d} \kappa(t, x, z)\).

**Remark 1.4.** Under the hypothesis of Theorem \(1.3\) if in addition, \(\kappa\) satisfies that for each \(t \geq 0\),

\[
x \mapsto \kappa(t, x, z)\text{ is continuous } \quad \text{a.e. } z \in \mathbb{R}^d,
\]

then, we can prove that \((1.21)\) is also a necessary condition to the positivity of \(p(t, x; s, y)\). For example, see the proof of [14, Theorem 1.2], or [7, Lemma 4.5] or [25].

The following corollary follows immediately from Theorems \(1.1\) and \(1.3\).

**Corollary 1.5.** Let \(\alpha \in (0, 2)\). Under \((H^\alpha)\), \((H^\beta)\), \(b \in \mathbb{K}_2\) and \((1.21)\), for every \(T > 0\), there are positive constants \(C, \lambda \geq 1\) such that on \(\mathbb{D}_T^0\),

\[
C^{-1}(\xi_{1,0} + m_\kappa \eta_{a,2})(s - t, y - x) \leq p(t, x; s, y) \leq C(\xi_{1,0} + \|\kappa\|_\infty \eta_{a,2})(s - t, y - x).
\]

In the truncated case, we consider the following two conditions on \(\kappa\):

\begin{itemize}
  \item [(HU\(^\alpha\))] \(0 \leq \kappa(t, x, z) \leq \kappa_0 1_{|z| \leq 1}(z)\) for some \(\kappa_0 > 0\).
  \item [(HL\(^\prime\))] \(\kappa(t, x, z) \geq \kappa_0 1_{|z| \leq 1}(z)\) for some \(\kappa_0 > 0\).
\end{itemize}

**Theorem 1.6.** Suppose that \((H^\alpha)\), \((H^\beta)\) and \(b \in \mathbb{K}_2\) hold. Let \(T > 0\), and for \(\lambda > 0\), set

\[
\tilde{\eta}_{a,\lambda}(t, x) := t(|x| + t^{1/2})^{-(d+\alpha)}1_{|x| \leq 1/2} + (t/|x|)^{d/2}1_{|x| > 1/2}.
\]
(i) If in addition \( \kappa \) satisfies \((\text{HU}_\alpha)\), then there are constants \( C_1, \lambda_1 > 0 \) such that
\[
p(t, x; s, y) \leq C_1 (\xi_{d,0} + \eta_{n,1/8})(s - t, y - x) \quad \text{on } \mathbb{D}_{0,t}.
\]
(ii) If in addition \( \kappa \) satisfies \((\text{HL}_\alpha)\), then there are constants \( C_2, \lambda_2 > 0 \) such that
\[
p(t, x; s, y) \geq C_2 (\xi_{d,0} + \eta_{n,1/8})(s - t, y - x) \quad \text{on } \mathbb{D}_{0,t}.
\]

Heat kernel analysis takes an important place in PDE and in probability theory, as heat kernel encodes all the information about the corresponding generator and the corresponding Markov processes. Since explicit formula can only be derived in some very special and limited cases, the main focus of the heat kernel analysis is on its sharp estimates. While it is relatively easy to get some crude bounds, obtaining sharp two-sided bounds on the heat kernel is typically quite delicate and challenging. It requires deep understanding of the corresponding generator. For second order elliptic operators and diffusion process, a lot is known and there are many beautiful results. For instance, the celebrated Aronson’s estimate \(11\) asserts that the heat kernel for uniformly elliptic operators of divergence form with measurable coefficients has two-sided Gaussian-type bounds. Aronson’s estimate also holds for non-divergence form elliptic operators with Hölder continuous coefficients; see Theorem \(2.3\) below.

The study of heat kernel for non-local operators is relatively recent, propelled by interest in discontinuous Markov processes, as many physical, engineering and social phenomena can be successfully modeled by using discontinuous Markov processes including Lévy processes. The infinitesimal generators of discontinuous Markov processes are non-local operators. During the past several years there is also many interest from the theory of PDE (such as singular obstacle problems) to study non-local operators; see, for example, \(4\) \(23\) and the references therein. Quite many progress has been made in the last fifteen years on the development of the DeGiorgi-Nash-Moser-Aronson type theory for symmetric non-local operators. For example, Kolokoltsov \(22\) obtained two-sided heat kernel estimates for certain stable-like processes in \(\mathbb{R}^d\), whose infinitesimal generators are a class of pseudo-differential operators having smooth symbols. Bass and Levin \(2\) used a completely different approach to obtain similar estimates for discrete time Markov chain on \(\mathbb{Z}^d\), where the conductance between \(x\) and \(y\) is comparable to \(|x - y|^{-\alpha} - 0\) for \(\alpha \in (0, 2)\). In Chen and Kumagai \(11\), two-sided heat kernel estimates and a scale-invariant parabolic Harnack inequality (PHI in abbreviation) for symmetric \(\alpha\)-stable-like processes on \(d\)-sets are obtained. Recently in \(12\), two-sided heat kernel estimates and PHI are established for symmetric non-local operators of variable order. The DeGiorgi-Nash-Moser-Aronson type theory is studied very recently in Chen and Kumagai \(13\) for symmetric diffusions with jumps. We refer the reader to the survey articles \(5\) \(19\) and the references therein on the study of heat kernels for symmetric non-local operators. However, for non-symmetric non-local operators, much less is known. In \(3\), Bogdan and Jakubowski considered a fundamental solution to the non-local operator \(\Delta^{\alpha/2} + b(x) \cdot \nabla\) with \(\alpha \in (1, 2)\) and \(b\) belonging to some Kato’s class, and obtained its sharp two-sided estimates. The uniqueness of fundamental solution to \(\Delta^{\alpha/2} + b(x) \cdot \nabla\) and its connection to stable processes with drifts are settled in Chen and Wang \(15\). In \(26\), Xie and Zhang studied the critical case \(a(t, x)\Delta^{1/2} + b(t, x) \cdot \nabla\). Heat kernels for subordinate Brownian motions with drifts have been studied in \(7\) and \(6\). Chen and Wang \(14\) studied heat kernel estimates for \(\Delta^{\alpha/2}\) under non-local perturbation, while Wang \(25\) investigated heat kernel for \(\Delta\) perturbed by non-local operators. Recently, Chen and Zhang \(16\) obtained sharp two-sided estimates, gradient estimate and fractional derivative estimate of the heat kernel for general non-local and non-symmetric operator \(\mathcal{L}^\kappa\) with \(\kappa(t, x, z) = \kappa(x, z)\) by using Levi’s parametrix method.

In this paper, we concentrate on the study of heat kernel for non-symmetric operators \(\mathcal{L}\) of type \((13)\), which have both diffusive and non-local parts. When \(\kappa(t, x, y) \geq 0\), its fundamental
solution $p(t, x; s, y)$ becomes a family of transition density and so it determines a Feller process $X$ having strong Feller property. Clearly, the law of $X$ is a solution to the martingale problem for $(\mathcal{L}, C^2_c(\mathbb{R}^d))$. Is the solution to the martingale problem for $(\mathcal{L}, C^2_c(\mathbb{R}^d))$ unique? It is also tempting to ask that when $\kappa(t, x, z)/|z|^{d-\alpha}$ is of the form $\nu \circ g^{-1}(t, x, \cdot)(dz)$ for some $g(t, x, z): \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ and a $\sigma$-finite measure $\nu$ on $\mathbb{R}^d \setminus \{0\}$, whether this Feller process $X$ satisfies the following SDE:

$$
dX_t = \sigma(t, X_t) dW_t + b(t, X_t) dt + \int_{|z|<1} g(t, X_{t-}, z) \tilde{N}(dt, dz) + \int_{|z|>1} g(t, X_{t-}, z) N(dt, dz), \quad X_0 = x,
$$

where $\sigma(t, x) = \sqrt{\alpha(t, x)}$, $W$ is a $d$-dimensional standard Brownian motion, $N$ is a Poisson random measure with intensity measure $\nu$, and $\tilde{N}$ is the associated compensated Poisson random measure? We plan to address these questions in a separate work.

The rest of the paper is organized as follows. In Section 2, we present some key estimates that will be used later. In Section 3, we prove our main result Theorem 1.1. The main crux of this paper. The letter $N$ can also be called 3P-inequalities) for later use. Recall that the functions $\xi_{\lambda, \gamma}$ and $\eta_{\alpha, \gamma}$ are defined in (1.6).

### Lemma 2.1.

(i) For any $\alpha \in (0, +\infty)$ and $\lambda > 0$, there exist positive constants $C_1 = C_1(d, \alpha, \lambda)$ and $C_2 = C_2(d, \alpha)$ such that for all $t > 0$ and $x \in \mathbb{R}^d$,

$$
\xi_{\lambda, 0}(t, x) \leq C_1 \eta_{\alpha, 0}(t, x),
$$

and for all $\gamma \geq 0$ and $t > 0$,

$$
\int_{\mathbb{R}^d} \eta_{\alpha, \gamma}(t, x) dx \leq C_2 t^{\gamma-\alpha/2},
$$

and for some $C_3 = C_3(d, \alpha) > 0$ and all $t, s > 0$, $x \in \mathbb{R}^d$ and $\gamma \in [0, \alpha]$,

$$
\int_{\mathbb{R}^d} \eta_{\alpha, \gamma}(t, x-z) \eta_{\alpha, \gamma}(s, z) dz \geq C_3 \eta_{\alpha, \gamma}(t+s, x).
$$

(ii) For any $0 < \alpha \leq \beta$ and for all $t, s > 0$, $x, y \in \mathbb{R}^d$, we have

$$
\eta_{\alpha, 0}(t, x) \eta_{\beta, 0}(s, y) \leq 2^{d+\alpha} \left( \eta_{\beta, 0}(t, x) + \eta_{\beta, 0}(s, y) \right) \eta_{\alpha, 0}(t+s, x+y).
$$

2. Preliminaries
Moreover, there is a constant $C_4 = C_4(d, \alpha, \beta) > 0$ such that for all $\gamma_1, \gamma_2 > \beta - 2$,
\[
\int_t^\infty \int_{\mathbb{R}^d} \eta_{\alpha, \gamma_1}(s-r, y-z) \eta_{\beta, \gamma_2}(r-t, z-x) dz dr \\
\leq C_4 \mathcal{B}\left(\frac{\gamma_2}{2} + 1, \frac{\gamma_2 - \beta}{2} + 1\right) \eta_{\alpha, 2+\gamma_1+\gamma_2}(s-t, y-x),
\]
where $\mathcal{B}(\beta, \gamma) := \int_0^1 (1 - s)^\beta s^{\gamma-1} ds$ is the usual Beta function.

(iii) For any $\alpha \in (0, 2)$, there exists a constant $C_5 = C_5(d, \alpha, \lambda) > 0$ such that for all $\gamma_1 > -2$ and $\gamma_2 > \alpha - 2$,
\[
\int_t^\infty \int_{\mathbb{R}^d} \xi_{\lambda, \gamma_1}(r-t, z-x) \eta_{\alpha, \gamma_2}(s-r, y-z) dz dr \\
\leq C_5 \mathcal{B}(\frac{\gamma_1}{2} + 1, \frac{\gamma_1 - \alpha}{2} + 1) \eta_{\alpha, 2+\gamma_1+\gamma_2}(s-t, y-x).
\]

(iv) For any $\lambda > 0$, we have
\[
\int_t^\infty \int_{\mathbb{R}^d} \xi_{\lambda, 0}(t, x-y) \xi_{\lambda, 0}(s, y) dy = (\pi \lambda^{-1})^{d/2} \xi_{\lambda, 0}(t+s, x),
\]
and for all $\gamma_1, \gamma_2 > -2$,
\[
\int_t^\infty \int_{\mathbb{R}^d} \xi_{\lambda, \gamma_1}(r-t, z-x) \xi_{\lambda, \gamma_2}(s-r, y-z) dz dr \\
= (\pi \lambda^{-1})^{d/2} \mathcal{B}(\frac{\gamma_1}{2} + 1, \frac{\gamma_1 - \alpha}{2} + 1) \xi_{\lambda, 2+\gamma_1+\gamma_2}(s-t, y-x).
\]

**Proof.** (i) If $|x| \leq t^{1/2}$, then
\[
\xi_{\lambda, 0}(t, x) \leq t^{-d/2} \leq 2^{d+\alpha} \eta_{\alpha, \alpha}(t, x).
\]
If $|x| > t^{1/2}$, then
\[
\xi_{\lambda, 0}(t, x) = t^{d/2} |x|^{-(d+\alpha)} \left(|x|^2/t\right)^{(d+\alpha)/2} e^{-|x|^2/t} \leq t^{d/2} |x|^{-(d+\alpha)} \leq \eta_{\alpha, \alpha}(t, x).
\]
Moreover, we have
\[
\int_{\mathbb{R}^d} \eta_{\alpha, \gamma}(t, x) dx \leq t^{d/2} \left( \int_{|x| \leq t^{1/2}} t \frac{d}{dx} dx + \int_{|x| > t^{1/2}} |x|^{-d-\alpha} dx \right) \leq t^{(\gamma-\alpha)/2}.
\]
To prove (2.3), it suffices to show it for $\gamma = \alpha$. Thus, by symmetry we may assume $s \leq t$.

Noticing that for $|z| \leq s^{1/2}$,
\[
|x - z| + t^{1/2} \leq |x| + |z| + t^{1/2} \leq |x| + 2(t + s)^{1/2},
\]
we have
\[
\int_{\mathbb{R}^d} \eta_{\alpha, \alpha}(t, x-z) \eta_{\alpha, \alpha}(s, z) dz \geq \int_{|z| \leq s^{1/2}} t^{d/2} \eta_{\alpha, \alpha}(s, z) dz \\
\geq \frac{2^{-\alpha/2} (t + s)^{\alpha/2}}{(|x| + 2(t + s)^{1/2})^{d+\alpha}} \int_{|z| \leq s^{1/2}} \eta_{\alpha, \alpha}(s, z) dz \\
\geq \frac{2^{-\alpha/2} (t + s)^{\alpha/2}}{2^{d+\alpha}} \eta_{\alpha, \alpha}(t + s, x) \int_{|z| \leq 1} \eta_{\alpha, \alpha}(1, z) dz.
\]

(ii) Estimate (2.4) follows by the following easy inequality:
\[
(|x + y| + (t + s)^{1/2})^{d+\alpha} \leq 2^{d+\alpha-1} \left\{ (|x| + t^{1/2})^{d+\alpha} + (|y| + s^{1/2})^{d+\alpha} \right\}
\leq 2^{d+\alpha} \left\{ (|x| + t^{1/2})^{d+\alpha} + (|y| + s^{1/2})^{d+\alpha} \right\},
\]
where the second inequality is due to $b^\alpha \leq a^\alpha + a^{\alpha-\beta} b^\beta$ for $0 \leq \alpha \leq \beta$ and $a, b > 0$. Moreover, by (2.4) and (2.2), we have
\[
\int_t^\infty \int_{\mathbb{R}^d} \eta_{\alpha, \gamma_1}(s-r, y-z) \eta_{\beta, \gamma_2}(r-t, z-x) dz dr \leq 2^{d+\alpha} \eta_{\alpha, 0}(s-t, y-x)
\]
\( \times \int_{t}^{s} (s - r)^{(y_1/2)}(r - t)^{(y_2/2)} \int_{\mathbb{R}^d} (\eta_{\beta,0}(s - r, y - z) + \eta_{\beta,0}(r - t, z - x)) dz dr \)

\( \leq \eta_{\alpha,0}(s - t, y - x) \int_{t}^{s} ((s - r)^{(y_1 - \beta)/2}(r - t)^{(y_2)/2} + (s - r)^{(y_1)/2}(r - t)^{(y_2 - \beta)/2}) dr \)

\( \leq \eta_{\alpha,2 + y_1 + y_2 - \beta}(s - t, y - x) \left( B \frac{y_1 - \beta}{2} + 1, \frac{y_2}{2} + 1 \right) + B \left( \frac{y_1}{2} + 1, \frac{y_2 - \beta}{2} + 1 \right) \)

\( \leq B \left( \frac{y_1 - \beta}{2} + 1, \frac{y_2 - \beta}{2} + 1 \right) \eta_{\alpha,2 + y_1 + y_2 - \beta}(s - t, y - x) \).

(iii) It follows by (2.11) with \( \xi_{t,\gamma}(t, x) \leq C_1 \eta_{\alpha,\alpha - \gamma_1}(t, x) \) and (2.5) with \( \beta = \alpha \).

(iv) It follows by Chapman-Kolmogorov’s equation for Brownian transition density function.

\[ \Box \]

2.2. Fractional derivative estimates of Gaussian kernel. For \( \alpha \in (0, 2) \), set

\[ z^{(\alpha)} := z 1_{\alpha \in (1, 2)} + z 1_{|z| \leq 1} 1_{\alpha = 1} \]

Let \( J : \mathbb{R}^d \to \mathbb{R} \) be a bounded measurable function. For a function \( f(x) \) on \( \mathbb{R}^d \), define

\[ \mathcal{D}^j f(x) := \int_{\mathbb{R}^d} \delta_j^a(x, z) J(z) |z|^{-d-a} dz, \]  

(2.9)

where

\[ \delta_j^a(x, z) := f(x + z) - f(x) - z^{(\alpha)} \cdot \nabla f(x). \]  

(2.10)

The following lemma will play an important role in the sequel.

**Lemma 2.2.** Given \( \alpha \in (0, 2) \), let \( J : \mathbb{R}^d \to \mathbb{R} \) be a bounded measurable function with

\[ \int_{r < |z| < R} z \cdot J(z) |z|^{-d-1} dz = 0, \quad 0 < r < R < \infty. \]  

(2.11)

Let \( T > 0 \) and \( G_t(x) : (0, T) \times \mathbb{R}^d \to \mathbb{R} \) be a \( C^2 \) function in \( x \). Suppose that for each \( j = 0, 1, 2 \), there are \( C_j \geq 0 \) and \( \beta_j \geq 0 \) such that for \( t \in (0, T) \) and \( x \in \mathbb{R}^d \),

\[ |\nabla^j G_t(x)| \leq C_j |t|^\alpha - \beta_j - j(t, x). \]  

(2.12)

Then for any \( \gamma \in [0, (2 - \alpha) \wedge 1) \), there exists a constant \( C = C(\gamma, d, \alpha) > 0 \) such that

\[ |\mathcal{D}^j G_t(x)| \leq C \| J \|_\infty (C_0 t^{-\frac{\alpha}{2}} + C_1 t^{-\frac{\alpha}{2}} + C_2 t^{1-\gamma} t^{-\frac{\theta(1-\gamma-\alpha)}{2}}) \eta_{\alpha,0}(t, x). \]  

(2.13)

**Proof.** By definition (2.9)-(2.10), (2.11) and (1.11), we have

\[ \left| \mathcal{D}^j G_t(x) \right| \leq \| J \|_\infty \left[ \int_{|z| \leq 1/2} |\delta_j^a(x, z)| |z|^{-d-a} dz + \int_{|z| > 1/2} |G_t(x + z)| |z|^{-d-a} dz \right. \]

\[ + |G_t(x)| \int_{|z| > 1/2} |z|^{-d-a} dz + 1_{\alpha \in (1, 2)} |\nabla G_t(x)| \int_{|z| > 1/2} |z| |z|^{-d-a} dz \right] \]

\[ =: \| J \|_\infty \left[ I_1 + I_2 + I_3 + I_4 \right]. \]

Notice that for \( \alpha \in (0, 1) \),

\[ \delta_j^a(x, z) = \int_0^1 \langle z, \nabla G_t(x + \theta z) \rangle d\theta, \]

and for \( \alpha \in [1, 2) \),

\[ \delta_j^a(x, z) = \int_0^1 \int_0^1 \theta(z \otimes z, \nabla^2 G_t(x + \theta' z)) d\theta' d\theta. \]
By (2.12), we have for all $|z| \leq t^{1/2}$,

$$|\delta_{G_i}^{(\alpha)}(x; z)| \leq |z| \int_0^1 |\nabla G_i(x + \theta z)| d\theta + 1_{\alpha \in [1,2]}|z||\nabla G_i(x)| \leq C_1 \left( \int_0^1 \eta_{\alpha,\alpha-\beta_1-1}(t, x + \theta z) d\theta + 1_{\alpha \in [1,2]}|\nabla G_i(x)| \right) |z| \leq 2^{d+\alpha} C_1 \eta_{\alpha,\alpha-\beta_1-1}(t, x) |z|,$$

and if $\alpha \in [1,2)$, we alternatively have

$$|\delta_{G_i}^{(\alpha)}(x; z)| \leq 2^{d+\alpha} C_2 \eta_{\alpha,\alpha-\beta_2-2}(t, x) |z|^2.$$

Thus for $I_1$, if $\alpha \in (0,1)$, then

$$I_1 \leq 2^{d+\alpha} C_1 \eta_{\alpha,\alpha-\beta_1-1}(t, x) \int_{|z| \leq t^{1/2}} |z|^{1-d-\alpha} dz \leq C_1 t^{\beta_1/2} \eta_{\alpha,0}(t, x);$$

if $\alpha \in [1,2)$, then by interpolation, we have for all $\gamma \in [0,2-\alpha)$,

$$I_1 \leq 2^{d+\alpha} \int_{|z| \leq t^{1/2}} \left( C_1 \eta_{\alpha,\alpha-\beta_1-1}(t, x) |z| \right)^\gamma \left( C_2 \eta_{\alpha,\alpha-\beta_2-2}(t, x) |z|^2 \right)^{1-\gamma} |z|^{-\alpha} dz \leq C_1^{1-\gamma} t^{-\gamma \beta_1/2 - (1-\gamma) \beta_2/2} \eta_{\alpha,0}(t, x).$$

For $I_2$, by (2.4) and (2.2), we have

$$I_2 \leq C_0 t^{\alpha-\beta_0/2} \int_{|z| \geq t^{1/2}} \eta_{\alpha,0}(t, x + z) |z|^{-\alpha} dz \leq 2^{d+\alpha} C_0 t^{\alpha-\beta_0/2} \int_{|z| \geq t^{1/2}} \eta_{\alpha,0}(t, x + z) \eta_{\alpha,0}(t, -z) dz \leq 4^{d+\alpha} C_0 t^{\alpha-\beta_0/2} \eta_{\alpha,0}(2t, x) \int_{\mathbb{R}^d} [\eta_{\alpha,0}(t, x + z) + \eta_{\alpha,0}(t, -z)] dz \leq C_0 t^{\beta_0/2} \eta_{\alpha,0}(t, x).$$

For $I_3$ and $I_4$, it is easy to see that

$$I_3 + I_4 \leq \left( C_0 t^{-\beta_0/2} + C_1 t^{\beta_1/2} \right) \eta_{\alpha,0}(t, x).$$

Combing the above calculations, we get (2.13). \hfill \Box

Under (H'), it is more or less well known that there exists a fundamental solution to the operator $\partial_t - \mathcal{L}_t^{\alpha}$ (cf. [13]). However, to the best of our knowledge, most of the proofs also require the Hölder continuity of $a$ with respect to the time variable $t$. For the readers’ convenience, a proof of the following result is provided in Appendix 6.2.

**Theorem 2.3.** Under (H'), there is a unique continuous function $Z$ on $\mathbb{D}_0^\infty$ such that for a.e. $t \in (0, s)$, and every $x, y \in \mathbb{R}^d$,

$$\partial_t Z(t, x; s, y) + \mathcal{L}_t^{\alpha} Z(t, \cdot; s, y)(x) = 0, \quad (2.14)$$

and

(1) (Upper and gradient estimate) For $j = 0, 1, 2$ and $T > 0$, there exist constants $C, \lambda > 0$ such that on $\mathbb{D}_0^T$,

$$|\nabla_j Z(t, x; s, y)| \leq C \xi_{\lambda, -j}(s - t, y - x).$$

Moreover, $Z(t, x; s, y)$ enjoys the following properties.
(2) (Hölder estimate in y) For \( j = 0, 1, \beta' \in (0, \beta) \) and \( T > 0 \), there exist constants \( C, \lambda > 0 \) such that on \( \mathbb{D}_0^T \),
\[
|\nabla^j_x Z(t, x, s, y_1) - \nabla^j_x Z(t, x, s, y_2)| \leq C|y_1 - y_2|^{\beta'} \sum_{i=1,2} \xi_{i, -\beta' - j}(s - t, y_i - x).
\]
(2.16)

(3) (Continuity) For any bounded and uniformly continuous function \( f(x) \),
\[
\lim_{|t - s| \to 0} \| P_{t,s}^{(Z)} f - f \|_\infty = 0,
\]
where \( P_{t,s}^{(Z)} f(x) := \int_{\mathbb{R}^d} Z(t, x; s, y)f(y)dy \).
(2.17)

(4) (C-K equation) For all \( 0 \leq t < r < s < \infty \), we have
\[
P_{t,r}^{(Z)} P_{r,s}^{(Z)} f = P_{t,s}^{(Z)} f.
\]
(2.18)

(5) (Conservativeness) For all \( 0 \leq t < s < \infty \), we have
\[
P_{t,s}^{(Z)} 1 = 1.
\]
(2.19)

(6) (Generator) For any \( f \in C^2_b(\mathbb{R}^d) \), we have
\[
P_{t,s}^{(Z)} f(x) - f(x) = \int_t^s P_{t,r}^{(Z)} \mathcal{L}_r^\alpha f(x)dr = \int_t^s \mathcal{L}_r^\alpha P_{r,s}^{(Z)} f(x)dr.
\]
(2.20)

(7) (Two-sided estimates) For any \( T > 0 \), there exist constants \( C, \lambda > 1 \) such that on \( \mathbb{D}_0^T \),
\[
C^{-1} \xi_{1,0}(s - t, y - x) \leq Z(t, x; s, y) \leq C \xi_{1,1}(s - t, y - x).
\]
(2.21)

We call \( Z(t, x; s, y) \) the fundamental solution or heat kernel of \( \mathcal{L}_r^\alpha \). The following corollary gives fractional derivative estimates of Gaussian kernels.

**Corollary 2.4.** Let \( \alpha \in (0, 2) \) and \( J : \mathbb{R}^d \to \mathbb{R} \) be a bounded measurable function satisfying (2.11). Let \( Z(t, x; s, y) \) be as in Theorem 2.2, \( \beta \in (0, 1) \) be as in (1.9), and \( T > 0 \).

(i) There is a constant \( C > 0 \) such that on \( \mathbb{D}_0^T \),
\[
|\mathcal{D}^\alpha Z(t, \cdot; x, y)(x)| \leq C\|J\|_\infty \eta_{\alpha,0}(s - t, y - x).
\]
(2.22)

(ii) For any \( \gamma \in [0, (2 - \alpha) \wedge 1) \), there is a constant \( C > 0 \) such that on \( \mathbb{D}_0^T \),
\[
|\mathcal{D}^\alpha Z(t, \cdot; x, y)(x_1) - \mathcal{D}^\alpha Z(t, \cdot; x, y)(x_2)| \leq C\|J\|_\infty |x_1 - x_2|^\gamma \sum_{i=1,2} \eta_{\alpha, -\gamma}(s - t, y - x_i).
\]
(2.23)

(iii) For any \( \gamma \in [0, (2 - \alpha) \wedge 1) \) and \( \beta' \in (0, \beta) \), there is a constant \( C > 0 \) such that on \( \mathbb{D}_0^T \),
\[
|\mathcal{D}^\alpha Z(t, \cdot; x, y)(x_1) - \mathcal{D}^\alpha Z(t, \cdot; x, y)(x_2)| \leq C\|J\|_\infty |y_1 - y_2|^{\beta'} \sum_{i=1,2} \xi_{\alpha, -\beta' - \gamma}(s - t, y_i - x).
\]
(2.24)

(iv) For any \( \gamma \in (0, 1] \), there is a constant \( C > 0 \) such that on \( \mathbb{D}_0^T \),
\[
|\nabla_x Z(t, x_1; s, y) - \nabla_x Z(t, x_2; s, y)| \leq C|x_1 - x_2|^\gamma \sum_{i=1,2} \xi_{\alpha/2, -\gamma - 1}(s - t, y - x_i).
\]
(2.25)

**Proof.** (i) By (2.15) and (2.1), estimate (2.22) follows by applying Lemma 2.2 to function
\[
(r, x) \mapsto Z(t, x + y; t + r, y)
\]
with \( \beta_j = 0, j = 0, 1, 2 \), and letting \( r = s - t \).

(ii) For fixed \( t < s \) and \( x_1, x_2, y \in \mathbb{R}^d \), let us define
\[
G_r(y) := Z(t, z + y; t + r, y) - Z(t, x_2 - x_1 + z + y; t + r, y).
\]
Hence, by (2.1) and Lemma 2.2 with \( \sqrt{\text{s}} \) and by (2.15),

\[
(iii) \text{ As above, for fixed } t \leq s, \text{ then by (2.16), we have for } j = 0, 1,
\]

\[
|\nabla^j G_{s-t}(z)| \leq |x_1 - x_2| \int_0^1 |\nabla^{j+1} G_{s-t}(z + y + \theta(x_2 - x_1); s, y)|d\theta
\]

\[
\leq |x_1 - x_2| \int_0^1 \xi_{s-j}(s - t, -z - \theta(x_2 - x_1))d\theta
\]

\[
\leq |x_1 - x_2| \cdot \xi_{j/2, s-j}(s - t, z),
\]

and

\[
|\nabla^2 G_{s-t}(z)| \leq |\nabla^2 G_{s-t}(z + y; s, y)| + |\nabla^2 G_{s-t}(x - z + y; s, y)| \leq \xi_{s-t}(z, s - t, z).
\]

Hence, by (2.1) and Lemma 2.2 with \( \beta_0 = \beta_1 = 1 \) and \( \beta_2 = 0 \), we obtain that for \( |x_1 - x_2| \leq \sqrt{s-t} \),

\[
|I| \leq C ||J||_{\infty} \left( |x_1 - x_2|(s - t)^{-1/2} + |x_1 - x_2|^\gamma (s - t)^{-\gamma} \right) \eta_{a,0}(s - t, \xi_{s-t}(x_1 - y))
\]

\[
\leq C ||J||_{\infty} |x_1 - x_2|^\gamma \eta_{a,0}(s - t, \xi_{s-t}(x_1 - y)).
\]

Combining this with (2.26), we obtain (2.28).

(iii) As above, for fixed \( t < s \) and \( x, y_1, y_2 \in \mathbb{R}^d \), let us define

\[
G_{s-t}(z) := Z(t, z + y; t + r, y_1) - Z(t, z + y; t + r, y_2).
\]

Clearly,

\[
I := \nabla^1 G_{s-t}(z) - \nabla^1 G_{s-t}(z) = \nabla^1 G_{s-t}(x - y_1).
\]

If \( |y_1 - y_2| > \sqrt{s-t} \), then by (i), we have

\[
|I| \leq \|J\|_{\infty} \left( |y_1 - y_2|^{\beta} \eta_{a,\beta}(s - t, y_1 - x) + \eta_{a,0}(s - t, y_2 - x) \right)
\]

\[
\leq \|J\|_{\infty} |y_1 - y_2|^{\beta} \eta_{a,0}(s - t, y_1 - x) + \eta_{a,0}(s - t, y_2 - x).
\]

If \( |y_1 - y_2| \leq \sqrt{s-t} \), then by (2.16), we have for \( j = 0, 1 \),

\[
|\nabla^j G_{s-t}(z)| \leq |y_1 - y_2|^{\beta} \left( \xi_{s-j}(s - t, -z) + \xi_{j, s-j}(s - t, y_2 - y_1) \right)
\]

\[
\leq |y_1 - y_2|^{\beta} \xi_{s-j}(s - t, z),
\]

and by (2.15),

\[
|\nabla^2 G_{s-t}(z)| \leq |\nabla^2 G_{s-t}(z + y_1; s, y_1)| + |\nabla^2 G_{s-t}(z + y; s, y_2)| \leq \xi_{s-t}(z, s - t, z).
\]

Hence, by (2.1) and Lemma 2.2 with \( \beta_0 = \beta_1 = \beta' \) and \( \beta_2 = 0 \), we obtain that for \( |y_1 - y_2| \leq \sqrt{s-t} \),

\[
|I| \leq C ||J||_{\infty} \left( |y_1 - y_2|^{\beta} (s - t)^{-\gamma} + |y_1 - y_2|^{\beta} (s - t)^{-\gamma} \right) \eta_{a,0}(s - t, x - y_1)
\]

\[
\leq C ||J||_{\infty} |y_1 - y_2|^{\beta} \eta_{a,0}(s - t, x - y_1).
\]
Combining this with (2.27), we obtain (2.24).

(iv) It follows from (2.15) and the same argument as above.

2.3. Kato’s class. We introduce the following Kato’s class of space-time functions. Recall that functions \( \xi_{\lambda, \gamma}(t, x) \) and \( \eta_{\alpha, \gamma}(t, x) \) are defined in (1.6). For a function \( g(t, x) \), we will use \( g(t \pm s, x \pm y) \) as an abbreviation for \( \sum_{j,k=0}^{\infty} g(t + (-1)^{j}s, x + (-1)^{k}y) \).

**Definition 2.5.** (Generalized Kato’s class) Let \( \eta_{\alpha, \gamma} \) be given by (1.6). For \( \alpha \in [1, +\infty) \), define

\[
K_\alpha := \{ f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \text{ satisfies } \lim_{\delta \to 0} K_\alpha^f(\delta) = 0 \},
\]

\[
\overline{K}_\alpha := \{ f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \text{ satisfies } \overline{K}_\alpha^f(1) < \infty \},
\]

where

\[
K_\alpha^f(\delta) := \sup_{(t, x)} \int_0^\delta \int_{\mathbb{R}^d} |f(t \pm s, x \pm y)\eta_{\alpha, \gamma}(s, y)dyds,
\]

\[
\overline{K}_\alpha^f(\delta) := \sup_{(t, x)} \int_0^\delta \int_{\mathbb{R}^d} |f(t \pm s, x \pm y)\eta_{\alpha, 0}(s, y)dyds.
\]

For \( \alpha = +\infty \), we define

\[
K_\infty := \{ f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \text{ satisfies } \lim_{\delta \to 0} N_\alpha^f(\delta) = 0 \text{ for every } \lambda > 0 \},
\]

where

\[
N_\alpha^f(\delta) := \sup_{(t, x)} \int_0^\delta \int_{\mathbb{R}^d} |f(t \pm s, x \pm y)\eta_{\alpha, \gamma}(s, y)dyds.
\]

**Remark 2.6.** \( K_\infty \) is the same as the Kato class defined in [27]. For any \( \lambda > 0 \) and \( \alpha \in [1, \infty) \), by (2.7), it is easy to see that there exists a constant \( C = C(d, \alpha, \lambda) > 0 \) such that for all \( \delta \in (0, 1) \),

\[
N_\alpha^f(\delta) \leq CK_\alpha^f(\delta).
\]

Moreover, for any time-independent function \( f(t, x) = f(x) \), we have \( f \in K_\alpha \) if and only if

\[
M_\alpha f(\delta) := \sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} |f(x + y)| \cdot \frac{1}{|y|^{d-1}} \left( 1 + \frac{\delta}{|y|^2} \right)^{(1+\alpha)/2} dy \to 0 \text{ as } \delta \to 0.
\]

Indeed, it follows by noticing that

\[
\int_0^\delta \eta_{\alpha, \gamma}(s, y)ds = \int_0^\delta \frac{s^{(\alpha-1)/2}ds}{(|y| + s^{1/2})^{d+\alpha}} = \int_0^\delta \frac{|y|^2 + \delta s^{(1+\alpha)/2}}{|y|^{d+\alpha}} = \frac{1}{|y|^{d-1}} \left( 1 + \frac{\delta}{|y|^2} \right)^{(1+\alpha)/2}.
\]

We have the following results about the above Kato classes.

**Proposition 2.7.** Let \( \alpha \in [1, \infty) \), \( p, q \in [1, \infty) \) and \( f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \).

(i) There is a constant \( C = C(d, \alpha) > 0 \) such that for all \( \delta > 0 \) and \( j \in \mathbb{N} \),

\[
K_\alpha^f(j\delta) \leq C jK_\alpha^f(\delta), \quad \overline{K}_\alpha^f(j\delta) \leq C j\overline{K}_\alpha^f(\delta)
\]

and

\[
\sup_{(t, x)} \int_0^\delta \int_{\mathbb{R}^d} |f(t \pm s, x \pm y)dyds \leq C \left( (\delta^{-(d+1)/2}K_\alpha^f(\delta)) \wedge (\delta^{-(d+1)/2}\overline{K}_\alpha^f(\delta)) \right).
\]
Proof. (i) By definition (2.30), we have

\[
K'_a(j\delta) = \sup_{(t, x)} \sum_{k=0}^{j-1} \int_{0}^{(k+1)\delta} \int_{\mathbb{R}^d} |f|(t \pm s, x \pm y) \eta_{a,a-1}(s, y) dy ds
\]

\[
\leq K'_a(\delta) + \sum_{k=1}^{j-1} \int_{0}^{\delta} \int_{\mathbb{R}^d} |f|(t \pm k\delta) \pm s, x \pm y) \eta_{a,a-1}(s + k\delta, y) dy ds.
\]

Denoting the term in the above sum by \(I_k\), by (2.3) and (2.2), we have for each \(k = 1, \ldots, j-1\),

\[
I_k \leq \sup_{(t, x)} \int_{0}^{\delta} \int_{\mathbb{R}^d} |f|(t \pm k\delta) \pm s, x \pm y) \int_{\mathbb{R}^d} \eta_{a,a-1}(s, y - z) \eta_{a,a}(k\delta, z) dz dy ds
\]

\[
= \sup_{(t, x)} \int_{\mathbb{R}^d} \left( \int_{0}^{\delta} \int_{\mathbb{R}^d} |f|(t \pm k\delta) \pm s, x \pm y) \eta_{a,a-1}(s, y) dy ds \right) \eta_{a,a}(k\delta, z) dz
\]

\[
\leq K'_a(\delta) \int_{\mathbb{R}^d} \eta_{a,a}(k\delta, z) dz = K'_a(\delta) \left( \int_{\mathbb{R}^d} \eta_{a,a}(1, z) dz \right).
\]

Substituting this into (2.35), we get the first inequality in (2.33). Similarly, we can prove the second inequality in (2.33). On the other hand, for any \((t, x) \in \mathbb{R} \times \mathbb{R}^d\),

\[
\int_{0}^{\delta} \int_{\mathbb{R}^d} |f|(t \pm s, x \pm y) dy ds = \int_{0}^{2\delta} \int_{\mathbb{R}^d} |f|(t \pm s, x \pm y) \frac{\eta_{a,a-1}(s, y)}{\eta_{a,a-1}(s, y)} dy ds
\]

\[
\leq \frac{(2\delta)^{(a-1)/2}}{\delta^{(d+\alpha)/2}} \sup_{(t, x)} \int_{0}^{2\delta} \int_{\mathbb{R}^d} |f|(t \pm s, x \pm y) \eta_{a,a-1}(s, y) dy ds
\]

\[
\leq 2^{(a-1)/2} \delta^{-(d+1)/2} K'_a(2\delta) \leq \delta^{-(d+1)/2} K'_a(\delta).
\]

(ii) The inclusions of \(K_1 \subset K_\alpha \subset \tilde{K}_\alpha \subset \mathcal{K}_\infty\) follow by definitions and (2.32). Let us prove \(L^q(\mathbb{R}; L^p(\mathbb{R}^d)) \subset \cap_{a \geq 1} K_\alpha\). Let \(f \in L^q(\mathbb{R}; L^p(\mathbb{R}^d))\). By Hölder’s inequality, we have

\[
K'_a(\delta) \leq \left( \int_{\mathbb{R}} \left( \int_{\mathbb{R}^d} |f(s, y)|^p dy \right)^{\frac{q}{p}} ds \right)^{\frac{1}{q}},
\]

where

\[
I_\alpha(\delta) := \left( \int_{0}^{\delta} \left( \int_{\mathbb{R}^d} \frac{s^{(a-1)\rho/2}}{(|y| + s^{1/2})^{(d+\alpha)\rho}} dy \right)^{\frac{q}{p}} ds \right)^{\frac{1}{q}},
\]

with \(q^* := \frac{q}{q-1}\) and \(p^* := \frac{p}{p-1}\). Noticing that

\[
\int_{\mathbb{R}^d} \frac{s^{(a-1)\rho/2}}{(|y| + s^{1/2})^{(d+\alpha)\rho}} dy \leq s^{(a(1-\alpha)p/2)} \left( \int_{|y| < s^{1/2}} s^{-\frac{d+\alpha}{d+\alpha}\rho} dy + \int_{|y| > s^{1/2}} \frac{dy}{|y|^{(d+\alpha)\rho}} \right) \leq s^{-\frac{d(1+\alpha)p^*}{2}}.
\]
we have
\[ I_\alpha(\delta) \leq \left( \int_0^\delta \frac{dq^*}{2p^* - \frac{d+1}{2}q^*} \, ds \right)^{1/\alpha}. \]
Thus \( I_\alpha(\delta) \) converges to zero as \( \delta \to 0 \) provided that
\[ \frac{dq^*}{2p^* - \frac{d+1}{2}q^*} = \frac{q^* + 1}{p} + \frac{1}{q} < 1. \]
Similarly, we can show that \( L^q(\mathbb{R}; L^p(\mathbb{R}^d)) \subset \mathbb{K}_\alpha \) provided \( \frac{d}{p} + \frac{2}{q} < 2 - \alpha. \)

Next we study the mollifying approximation of \( f \in \mathbb{K}_\alpha \). Let \( \rho(t, x) : \mathbb{R}^{d+1} \to [0, 1] \) be a smooth function with support in the unit ball and \( \int \rho = 1 \). For \( \varepsilon \in (0, 1) \), define a family of mollifiers \( \rho_\varepsilon \) as follows:
\[ \rho_\varepsilon(t, x) := \varepsilon^{-d-1} \rho(\varepsilon^{-1} t, \varepsilon^{-1} x). \]
For \( f \in \mathbb{K}_\alpha \), we define
\[ f_\varepsilon(t, x) := f * \rho_\varepsilon(t, x) = \int_{\mathbb{R}^{d+1}} f(s, y) \rho_\varepsilon(t-s, x-y) dy ds. \]  
(2.36)
By Fubini’s theorem, it is easy to see that
\[ K_{\alpha}^f(\varepsilon) \leq K_{\alpha}^f(\delta). \]  
(2.37)

**Lemma 2.8.** For \( \alpha \in [1, \infty) \) and \( f \in \mathbb{K}_\alpha \), we have
\[ \lim_{\delta \to 0} \int_0^1 \int_{\mathbb{R}^d} |f_\varepsilon - f|(t \pm s, x \pm y) \eta_{\alpha,\alpha-1}(s, y) dy ds = 0. \]

**Proof.** First of all, notice that
\[ \lim_{\delta \to 0} \sup_{\varepsilon \in (0, 1)} \int_0^\delta \int_{\mathbb{R}^d} |f_\varepsilon - f|(t \pm s, x \pm y) \eta_{\alpha,\alpha-1}(s, y) dy ds \leq 2 \lim_{\delta \to 0} K_{\alpha}^f(\delta) = 0. \]
So, it suffices to prove that for fixed \( \delta \in (0, 1) \),
\[ \lim_{\varepsilon \to 0} \int_\delta^1 \int_{\mathbb{R}^d} \frac{|f_\varepsilon - f|(t \pm s, x \pm y) s^{(\alpha-1)/2}}{(y + s^{1/2})^{d+\alpha}} dy ds = 0. \]  
(2.38)
Let \( f^n(t, x) := (-n) \vee f(t, x) \wedge n \) and \( f_\varepsilon^n := f^n * \rho_\varepsilon \). Since \( \rho_\varepsilon \) has support in \( \{ (t, x) : |(t, x)| < \varepsilon \} \), by the definition of convolution, we have
\[ \sup_{\varepsilon \in (0, \delta/4)} \int_\delta^1 \int_{\mathbb{R}^d} \frac{|f^n_\varepsilon - f^n_e|(t \pm s, x \pm y) s^{(\alpha-1)/2}}{(y + s^{1/2})^{d+\alpha}} dy ds \]
\[ \leq \int_{3\delta/4}^1 \int_{\mathbb{R}^d} \frac{|f^n - f|(t \pm s, x \pm y) (s + \delta/4)^{(\alpha-1)/2}}{(y - \delta/4 + (s - \delta/4)^{1/2})^{d+\alpha}} dy ds \]
\[ \leq \int \int_{3\delta/4}^1 \int_{\mathbb{R}^d} \frac{|f^n - f|(t \pm s, x \pm y) (2s)^{(\alpha-1)/2}}{(y + s^{1/2}/4)^{d+\alpha}} dy ds, \]  
(2.39)
which converges to zero as \( n \to \infty \) by the dominated convergence theorem. On the other hand, for fixed \( n \in \mathbb{N} \), since \( \lim_{\varepsilon \to 0} f^n_\varepsilon = f^n \) a.e., by the bounded convergence theorem, we have
\[ \lim_{\varepsilon \to 0} \int_\delta^1 \int_{\mathbb{R}^d} \frac{|f^n_\varepsilon - f^n_e|(t \pm s, x \pm y) s^{(\alpha-1)/2}}{(y + s^{1/2})^{d+\alpha}} dy ds = 0. \]
Combining this with (2.39), we obtain (2.38).
3. Proof of Theorem 1.1

In the remaining part of this paper, we shall fix \( \alpha \in (0, 2) \) and assume \((\text{H}')\), \((\text{H}'')\) and \(b \in \mathbb{R}_2\). Below, a function \( f(t, x) \) on \([0, \infty) \times \mathbb{R}^d\) will be automatically extended to \(\mathbb{R} \times \mathbb{R}^d\) by letting \( f(t, \cdot) = 0 \) for \( t < 0 \). Notice that

\[
\mathcal{L}_{t}^{b,K} := b_t \cdot \nabla + \mathcal{L}_{t}^{K} = \tilde{b}_t \cdot \nabla + \mathcal{L}_{t}^{K(t, \cdot)},
\]

where \( \mathcal{L}_{t}^{K(t, \cdot)} \) is defined by \( (2.9) \), and

\[
\tilde{b}(t, x) := b(t, x) + 1_{\alpha \in (1, 2)} \int_{|z| = 1} z \kappa(t, x, z)|z|^{-d-\alpha} dz - 1_{\alpha \in (0, 1)} \int_{|z| < 1} z \kappa(t, x, z)|z|^{-d-\alpha} dz.
\]

By definition, it is easy to see that \( \forall \lambda = c(d, \alpha) > 0 \),

\[
K_2^{b}(r) \leq K_2^{b}(r) + c\|\kappa\|_{\alpha} r^{1/2}, \quad r > 0.
\]

Let \( Z(t, x; s, y) \) be the heat kernel of \( \mathcal{L}_{t}^{a} \) constructed in Theorem \( 2.3 \). We will construct the fundamental solution \( p(t, x; s, y) \) of \( \mathcal{L}_{t} \) by using Duhamel’s formula \( (1.12) \). To solve that integral equation, let \( p_0(t, x; s, y) := Z(t, x; s, y) \), and for \( n \in \mathbb{N} \), define

\[
p_n(t, x; s, y) := \int_0^t \int_{\mathbb{R}^d} p_{n-1}(t, x; r, z) \mathcal{L}_{r}^{b,K} Z(r, \cdot; s, y)(z) dz dr.
\]

We first prepare the following lemma for later use.

**Lemma 3.1.** For any \( \lambda > 0 \) and \( j = 0, 1 \), there exists a constant \( C_j = C_j(d, \alpha, \lambda) > 0 \) such that for all \( (t, x; s, y) \in \mathbb{D}_0^{\infty} \),

\[
\int_t^\infty \int_{\mathbb{R}^d} \eta_{2, j}(r-t, z-x)|b(r, z)| \xi_{\lambda, j}(s-r, y-z) dz dr \\
\leq C_j K_2^{b}(s-t) \eta_{2, j}(s-t, y-x),
\]

and

\[
\int_t^\infty \int_{\mathbb{R}^d} \xi_{\lambda, j}(r-t, z-x)|b(r, z)| \xi_{2, j}(s-r, y-z) dz dr \\
\leq C_j K_2^{b}(s-t) \xi_{\lambda, j}(s-t, y-x),
\]

where \( K_2^{b}(s-t) \) is defined by \( (2.30) \).

**Proof.** Notice that by \( (2.1) \),

\[
\xi_{\lambda, j}(s-t, y-x) \leq \eta_{2, j}(s-t, y-x), \quad j = 0, 1.
\]

Hence, by \( (2.4) \), we have

\[
\int_t^\infty \int_{\mathbb{R}^d} \eta_{2, j}(r-t, z-x) |b(r, z)| \xi_{\lambda, j}(s-r, y-z) dz dr \\
\leq \eta_{2, 0}(s-t, y-x) \int_t^\infty \int_{\mathbb{R}^d} (r-t)^{(2-j)/2}(s-r)^{1/2}|b(r, z)| \\
\times (\eta_{2, 0}(r-t, z-x) + \eta_{2, 0}(s-r, y-z)) dz dr \\
\leq \eta_{2, 0}(s-t, y-x) \int_t^\infty \int_{\mathbb{R}^d} |b(r, z)| \\
\times (\eta_{2, 1}(r-t, z-x) + \eta_{2, 1}(s-r, y-z)) dz dr \\
\leq C_j K_2^{b}(s-t) \eta_{2, j}(s-t, y-x),
\]

\[
\int_t^\infty \int_{\mathbb{R}^d} \xi_{\lambda, j}(r-t, z-x) |b(r, z)| \xi_{2, j}(s-r, y-z) dz dr \\
\leq \xi_{\lambda, 0}(s-t, y-x) \int_t^\infty \int_{\mathbb{R}^d} (r-t)^{(2-j)/2}(s-r)^{1/2}|b(r, z)| \\
\times (\xi_{2, 0}(r-t, z-x) + \xi_{2, 0}(s-r, y-z)) dz dr \\
\leq \xi_{\lambda, 0}(s-t, y-x) \int_t^\infty \int_{\mathbb{R}^d} |b(r, z)| \\
\times (\xi_{2, 1}(r-t, z-x) + \xi_{2, 1}(s-r, y-z)) dz dr \\
\leq C_j K_2^{b}(s-t) \xi_{\lambda, j}(s-t, y-x),
\]
where the last step is due to the change of variables and the definition of $K_2^b$. Thus (3.5) is proved. Estimate (3.6) follows from [27, Lemma 3.1] and (2.32).

\[ \square \]

**Lemma 3.2.** For each $n \in \mathbb{N}$ and $j = 0, 1$, $\nabla^j L_{0}(t,x,s,y)$ is a jointly continuous function on $\mathbb{D}_0^m$, and for any $T > 0$, there exist constants $c, \lambda > 0$ such that for all $n \in \mathbb{N}$ and $(t,x,s,y) \in \mathbb{D}_0^T$,

\[
|\nabla^j L_{0}(t,x,s,y)| \leq c(c \ell_{b,x}(s-t))^{n-1} ||k||_\infty \eta_{a,2-j}(s-t,y-x) + (c \ell_{b,x}(s-t))^n \xi_{a,j}(s-t,y-x),
\]

(3.7)

where $\ell_{b,x}(r) := ||k||_\infty (r^{1-\frac{n}{2}} + r^{1/2}) + K_2^b(r)$.

**Proof.** (1) First of all, by definition, (H^0), (2.22) and (2.15), there is a $\lambda > 0$ such that

\[
|\nabla^{k(t)} Z(t,\cdot,s,y)(x)| \leq ||k||_\infty \eta_{a,0}(s-t,y-x), \quad |\nabla_{\alpha} Z(t,x; s,y)| \leq \xi_{2\lambda,1}(s-t,y-x).
\]

(3.8)

For $r > 0$, let

\[
\overline{\ell}_{b,x}(r) := ||k||_\infty r^{1-\frac{n}{2}} + K_2^b(r),
\]

where $\overline{b}$ is defined by (3.2). In view of (3.1) and (3.3), it is enough to prove (3.7) with $\overline{\ell}_{b,x}$ instead of $\ell_{b,x}$. For $n = 1$, by (2.6) and (3.6) we have

\[
|\nabla^1 L_{0}(t,x,s,y)| \leq \int \int_{\mathbb{R}^d} \xi_{a,j}(r-t,z-x)(|\overline{b}(r,z)| \cdot \xi_{2\lambda,1}(s-r,y-z) + ||k||_\infty \eta_{a,0}(s-r,y-z))dzdr
\]

\[
\leq c_0 \overline{\ell}_{b,x}(s-t) \cdot \xi_{a,j}(s-t,y-x) + c_1 ||k||_\infty \eta_{a,2-j}(s-t,y-x).
\]

Suppose that (3.7) holds for $\overline{\ell}_{b,x}$ and for some $n \in \mathbb{N}$. By (3.8) and the induction hypothesis, we have

\[
|\nabla^{n+1} L_{0}(t,x,s,y)| \leq \int \int_{\mathbb{R}^d} (c(c \overline{\ell}_{b,x}(r-t))^{n-1} ||k||_\infty \eta_{a,2-j}(r-t,z-x) + (c \overline{\ell}_{b,x}(r-t))^n \xi_{a,j}(r-t,z-x))
\]

\[
\times (|\overline{b}(r,z)| \cdot \xi_{2\lambda,1}(s-r,y-z) + ||k||_\infty \eta_{a,0}(s-r,y-z))dzdr
\]

\[
\leq c(c \overline{\ell}_{b,x}(s-t))^{n-1} ||k||_\infty (I_1 + I_2) + (c \overline{\ell}_{b,x}(s-t))^n (I_3 + I_4),
\]

where

\[
I_1 := \int \int_{\mathbb{R}^d} \eta_{a,2-j}(r-t,z-x) \cdot |\overline{b}(r,z)| \cdot \xi_{2\lambda,1}(s-r,y-z)dzdr,
\]

\[
I_2 := ||k||_\infty \int \int_{\mathbb{R}^d} \eta_{a,2-j}(r-t,z-x) \cdot \eta_{a,0}(r-t,z-x)dzdr,
\]

\[
I_3 := \int \int_{\mathbb{R}^d} \xi_{a,j}(r-t,z-x) \cdot |\overline{b}(r,z)| \cdot \xi_{2\lambda,1}(s-r,y-z)dzdr,
\]

\[
I_4 := ||k||_\infty \int \int_{\mathbb{R}^d} \xi_{a,j}(r-t,z-x) \cdot \eta_{a,0}(r-t,z-x)dzdr.
\]

By (3.5) and (2.5), one sees that

\[
I_1 + I_2 \leq \overline{\ell}_{b,x}(s-t) \cdot \eta_{a,2-j}(s-t,y-x),
\]

and by (3.6) and (2.6),

\[
I_3 \leq \overline{\ell}_{b,x}(s-t) \cdot \xi_{a,j}(s-t,y-x), \quad I_4 \leq ||k||_\infty \eta_{a,2-j}(s-t,y-x).
\]
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Therefore,
\[ |\nabla_x^j p_{n+1}(t, x, s, y)| \leq c_2 c(c \ell_{b,x}(s - t))^n \ell_{b,x}(s - t) \cdot \|k\|_{\infty} \eta_{a,2-j}(s - t, y - x) \]
\[ + (c \ell_{b,x}(s - t))^n (c_3 \ell_{b,x}(s - t) \cdot \xi_{a,j}(s - t, y - x) + c_4 \|k\|_{\infty} \eta_{a,2-j}(s - t, y - x)) \]
\[ \leq (c_2 + c_4)(c \ell_{b,x}(s - t))^n \cdot \|k\|_{\infty} \eta_{a,2-j}(s - t, y - x) \]
\[ + c_3 (c \ell_{b,x}(s - t))^n \ell_{b,x}(s - t) \cdot \xi_{a,j}(s - t, y - x). \]

Finally, by choosing \( c = c_0 \) \( \cup c_1 \) \( \cup (c_2 + c_4) \) \( \cup c_3 \), we obtain the desired result.

(2) We use induction to show the joint continuity of \( \nabla_x^j p_n \). First of all, by Theorem 2, \( \nabla_x^j p_0 \) is jointly continuous. Suppose now that \( \nabla_x^j p_{n-1} \) is jointly continuous for some \( n \in \mathbb{N} \). For fixed \( \varepsilon > 0 \) and \( \delta \in (0, \varepsilon/2) \), we write
\[
\nabla_x^j p_n(t, x, s, y) = \left( \int_{s - \delta}^s + \int_s^{s + \delta} \right) \int_{\mathbb{R}^d} \nabla_x^j p_{n-1}(t, x, r, z) \mathcal{L}_x^{b_x} Z(r, \cdot; s, y)(z) dz dr \\
+ \int_{t + \delta}^{t + 2\delta} \int_{\mathbb{R}^d} \nabla_x^j p_{n-1}(t, x, r, z) \mathcal{L}_x^{b_x} Z(r, \cdot; s, y)(z) dz dr \\
=: I_1(\delta, t, x, s, y) + I_2(\delta, t, x, s, y).
\]

For \( I_1 \), as in step (1), there is a \( C_\varepsilon > 0 \) such that for all \( (t, x, s, y) \in \mathbb{D}_\varepsilon^T \) and \( \delta \in (0, \varepsilon/2) \),
\[
|I_1(\delta, t, x, s, y)| \leq C_\varepsilon \ell_{b,x}(\delta).
\]

For \( I_2 \), by the dominated convergence theorem and induction hypothesis, one sees that for fixed \( \delta \in (0, \varepsilon/2) \),
\[
(t, x, s, y) \mapsto I_2(\delta, t, x, s, y) \text{ is continuous on } \mathbb{D}_\varepsilon^T.
\]

Combining this with (3.9), we obtain the continuity of \( \nabla_x^j p_n \) on \( \mathbb{D}_\varepsilon^T \). Since \( \varepsilon, T > 0 \) are arbitrary, \( \nabla_x^j p_n \) is jointly continuous on \( \mathbb{D}_0^\infty \). The proof is complete. \( \square \)

**Lemma 3.3.** Let \( J : \mathbb{R}^d \to \mathbb{R} \) be a bounded measurable function satisfying (2.11).

(i) If \( \alpha \in (0, 1] \) and \( b \in \mathbb{K}_1 \), then for any \( T > 0 \), there is a constant \( c > 0 \) such that for all \( n \in \mathbb{N}_0 \) and \( (t, x, s, y) \in \mathbb{D}_0^T \),
\[
|\nabla_x^j p_n(t, s, y)(x)| \leq c(c \ell_{b,x}(s - t))^n |J|_{\infty} \eta_{a,0}(s - t, y - x),
\]
where \( \ell_{b,x}(r) = \|k\|_{\infty} \left(r^{1-\alpha} + r^{1/2}\right) + K_b^b(1) \).

(ii) If \( \alpha \in (1, 2) \) and \( b \in \mathbb{K}_\alpha \), then (3.10) still holds with \( \ell_{b,x}(r) := \|k\|_{\infty} \left(r^{1-\alpha} + r^{1/2}\right) + r^{2-\alpha} K_b^b(1) \).

Moreover, for the above two classes of Kato’s functions \( b \), we have
\[
p_{n+1}(t, x, s, y) = \int_t^T \int_{\mathbb{R}^d} Z(t, x, r, z) \mathcal{L}_x^{b_x} p_n(r, s, y)(z) dz dr.
\]

**Proof.** As before, we set for \( r > 0 \)
\[
\ell_{b,x}(r) := \|k\|_{\infty} r^{1-\alpha} + K_b^b(1).
\]
By (3.1) and (3.3), we only need to prove (3.10) with \( \ell_{b,x} \) instead of \( \ell_{b,x} \). By (2.22), one sees that (3.10) and (3.11) hold for \( n = 0 \). Now suppose that (3.10) and (3.11) hold for \( \ell_{b,x} \) and for some \( n \in \mathbb{N}_0 \). By Fubini’s theorem, (2.22), (3.8) and (2.5), we have
\[
|\nabla_x^j p_{n+1}(t, s, y)(x)| = \left| \int_t^T \int_{\mathbb{R}^d} \nabla_x^j p_n(t, r, z) \mathcal{L}_x^{b_x} Z(r, \cdot; s, y)(z) dz dr \right|
\]
\[
\begin{align*}
&\leq \int_t^s \int_{\mathbb{R}^d} (c\ell_{b,x}(r-t))^{p} \|J\|_{\infty} \eta_{\alpha,0}(r-t, z-x) \\
&\quad \times (|\tilde{b}(r,z)| \cdot \xi_{2\varepsilon,1}(s-r, y-z) + \|k\|_{\infty} \eta_{\alpha,0}(s-r, y-z))dzdr \\
&= (c\ell_{b,x}(s-t))^{p} \|J\|_{\infty} (I_1 + I_2),
\end{align*}
\]

where
\[
I_1 := \int_t^s \int_{\mathbb{R}^d} \eta_{\alpha,0}(r-t, z-x) \cdot |\tilde{b}(r,z)| \cdot \xi_{2\varepsilon,1}(s-r, y-z)dzdr,
\]
\[
I_2 := \|k\|_{\infty} \int_t^s \int_{\mathbb{R}^d} \eta_{\alpha,0}(r-t, z-x) \cdot \eta_{\alpha,0}(s-r, y-z)dzdr.
\]

For \(I_1\), by (2.1) and (2.4), we have
\[
I_1 \leq (s-t)^{(a\gamma+1)/2} \int_t^s \int_{\mathbb{R}^d} \eta_{\alpha,0}(r-t, z-x) \cdot |\tilde{b}(r,z)| \cdot \eta_{a\gamma+1,0}(s-r, y-z)dzdr
\]
\[
\leq \eta_{a,\gamma+1}(s-t, y-x) \int_t^s \int_{\mathbb{R}^d} |\tilde{b}(r,z)| (\eta_{a\gamma+1,0}(r-t, z-x) + \eta_{a\gamma+1,0}(s-r, y-z))dzdr.
\]

If \(\alpha \in (0, 1)\), then
\[
I_1 \leq \eta_{\alpha,0}(s-t, y-x)K^{\frac{p}{q}}_1(s-t).
\]

If \(\alpha \in (1, 2)\), then
\[
I_1 \leq \eta_{a,\alpha-1}(s-t, y-x)K^{\frac{p}{q}}_2(s-t) = (s-t)^{\frac{a-1}{\alpha}} K^{\frac{p}{q}}_2(s-t) \eta_{\alpha,0}(s-t, y-x).
\]

For \(I_2\), by (2.5) we have
\[
I_2 \leq \|k\|_{\infty} \eta_{a,2-\alpha}(s-t, y-x) = \|k\|_{\infty} (s-t)^{\frac{2-\alpha}{\alpha}} \eta_{\alpha,0}(s-t, y-x).
\]

Combining the above calculations, we obtain (3.10).

Moreover, by Fubini’s theorem again and the induction hypothesis, we have
\[
p_{n+2}(t, x; s, y) = \int_t^s \int_{\mathbb{R}^d} p_{n+1}(t, x; r, z) \mathcal{L}_r^{b,\kappa} Z(r, \cdot; s, y)(z)dzdr
\]
\[
= \int_t^s \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} Z(t, x; r', z') \mathcal{L}_r^{b,\kappa} p_n(r', \cdot; r, z)(z')dz'dr'
\]
\[
\quad \times \mathcal{L}_r^{b,\kappa} Z(r, \cdot; s, y)(z)dzdr
\]
\[
= \int_t^s \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mathcal{L}_r^{b,\kappa} p_n(r', \cdot; r, z)(z')dzdrdz'dr'
\]
\[
\quad \times \mathcal{L}_r^{b,\kappa} Z(r, \cdot; s, y)(z)dzdrdz'dr'
\]
\[
= \int_t^s \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mathcal{L}_r^{b,\kappa} p_{n+1}(r', \cdot; s, y)(z')dz'dr'.
\]

The proof is complete. \(\Box\)

Under additional regularity assumptions on \(b\) and \(\kappa\), we can show further regularity of \(p_n(t, x; s, y)\) as given in the following lemma.

**Lemma 3.4.** If \(b\) and \(\kappa\) are bounded measurable and for some \(C_0 > 0\) and \(\gamma \in (0, 1)\),
\[
|b(t, y) - b(t, x)| + |\kappa(t, y, z) - \kappa(t, x, z)| \leq C_0|y - x|^\gamma, \quad t \in \mathbb{R}_+, \ x, y, z \in \mathbb{R}^d,
\]
(3.12)
then $\nabla^2 p_n$ is continuous on $\mathbb{D}_0^n$, and for any $T > 0$, there are two constants $\lambda > 0$ and $C_1 > 0$ such that for all $n \in \mathbb{N}$ and $(t, x; s, y) \in \mathbb{D}_0^T$,

$$\left|\nabla^2 p_n(t, x; s, y)\right| \leq C_1 \left(C_1(s - t)^{\frac{(\lambda + 1)}{\lambda}}\right)^{n-1} (\eta_{s,0} + \tilde{\xi}_{\lambda/2, -1})(s - t, y - x). \quad (3.13)$$

**Proof.** Below, we always assume that $0 < s - t \leq T$ and $x_1, x_2, x, y \in \mathbb{R}^d$.

(1) By (2.15), (2.25) and (3.12), we have

$$|b_t \cdot \nabla Z(t, s, y)(x_1) - b_t \cdot \nabla Z(t, s, y)(x_2)| \leq |x_1 - x_2|^\rho \left(\sum_i \xi_{\lambda, 2, y - 1}(s - t, y - x_i)\right),$$

and by (2.23), (2.22) and (3.12),

$$|\mathcal{L}^R(t) Z(t, s, y)(x_1) - \mathcal{L}^R(t) Z(t, s, y)(x_2)| \leq |x_1 - x_2|^\rho \left(\sum_i \eta_{s, y}(s - t, y - x_i)\right).$$

Let $H_{s,y}(t, x) := \mathcal{L}^R(t) Z(t, x; s, y)(x)$. By the above two estimates, we have

$$|H_{s,y}(t, x_1) - H_{s,y}(t, x_2)| \leq |x_1 - x_2|^\rho \left(\sum_i \eta_{s, y} + \tilde{\xi}_{\lambda, 2, y - 1}(s - t, y - x_i)\right). \quad (3.14)$$

Moreover, by (2.15) and (2.22), we also have

$$|H_{s,y}(t, x)| \leq (\eta_{s,0} + \tilde{\xi}_{\lambda, -1})(s - t, y - x). \quad (3.15)$$

(2) We use induction to prove (3.13). First of all, for $n = 1$, by (6.27) below, we have

$$\nabla^2 p_1(t, x; s, y) = \int_t^s \int_{\mathbb{R}^d} \nabla^2 p_0(t, x, r, z) H_{s,y}(r, z) dz dr = I_1 + I_2 + I_3,$$

where

$$I_1 := \int_t^s \int_{\mathbb{R}^d} \nabla^2 p_0(t, x, r, z) H_{s,y}(r, z) dz dr,$$

$$I_2 := \int_t^s \int_{\mathbb{R}^d} \nabla^2 p_0(t, x, r, z) (H_{s,y}(r, z) - H_{s,y}(r, x)) dz dr,$$

$$I_3 := \int_t^s \left(\int_{\mathbb{R}^d} \nabla^2 p_0(t, x, r, z) dz\right) H_{s,y}(r, x) dr.$$

For $I_1$, by (2.15), (3.15), (2.6) and (2.8), we have

$$|I_1| \leq \int_t^s \int_{\mathbb{R}^d} \tilde{\xi}_{\lambda, 2}(r - t, z - x)(\eta_{s,0} + \tilde{\xi}_{\lambda, -1})(s - r, y - z) dz dr$$

$$\leq (s - t)^{-1} \int_t^s \int_{\mathbb{R}^d} \tilde{\xi}_{\lambda, 0}(r - t, z - x)(\eta_{s,0} + \tilde{\xi}_{\lambda, -1})(s - r, y - z) dz dr$$

$$\leq \eta_{s,0}(s - t, y - x) + \tilde{\xi}_{\lambda, -1}(s - t, y - x).$$

For $I_2$, by (2.15), (3.14), (2.6) and (2.8), we similarly have

$$|I_2| \leq \int_t^s \int_{\mathbb{R}^d} \tilde{\xi}_{\lambda, 2}(r - t, z - x)(s - r, y - z) \cdot \left((\eta_{s, y} + \tilde{\xi}_{\lambda, y - 1})(s - r, y - z)ight)$$

$$+ (\eta_{s, y} + \tilde{\xi}_{\lambda, y - 1})(s - r, y - x) dz dr$$

$$\leq \int_t^s \int_{\mathbb{R}^d} \tilde{\xi}_{\lambda, 2, y - 2}(r - t, z - x)(s - r, y - z) \cdot \left((\eta_{s, y} + \tilde{\xi}_{\lambda, y - 1})(s - r, y - z)ight)$$

$$+ (\eta_{s, y} + \tilde{\xi}_{\lambda, y - 1})(s - r, y - x) dz dr$$

$$\leq \eta_{s,0}(s - t, y - x) + \tilde{\xi}_{\lambda, 2, -1}(s - t, y - x).$$
For $I_3$, by (6.31) below and (3.15), we have
\[
|I_3| \leq \left( \int_t^{t + \varepsilon} (r - t)^{\frac{d}{2} - 1} dr \right) (\eta_{\alpha,0} + \xi_{\lambda, -1})(s - t, y - x) \leq (\eta_{\alpha,0} + \xi_{\lambda, -1})(s - t, y - x).
\]
Combining the above calculations, we obtain (3.13) for $n = 1$.

(3) Suppose (3.13) holds for some $n \in \mathbb{N}$. By the induction hypothesis, (3.15) and Lemma 2.1,
\[
|\nabla_{x}^2 p_{n+1}(t, x, s, y)| \leq C_1 (s - t)^{\frac{2-d}{2}} (\eta_{\alpha,0} + \xi_{\lambda, -1})(s - t, y - x).
\]
Thus we obtain (3.13).

(4) The joint continuity of $\nabla_{x}^2 p_n$ follows by the same argument as in Lemma 3.2. The proof is complete. □

Now we can prove the solvability of the integral equation (1.12).

**Theorem 3.5.** Under (H$^a$), (H$^c$) and $b \in \mathbb{K}_2$, there exists a $\delta > 0$ so that (1.12) has a unique continuous solution $p(t, x; s, y)$ on $\mathbb{D}_0^\delta$ such that
\[
|p(t, x; s, y)| \leq C_1 (\xi_{\lambda,0} + ||\kappa||_{\infty} \eta_{\alpha,2})(s - t, y - x) \quad \text{on } \mathbb{D}_0^\delta
\]
for some constant $C_1 > 0$. Moreover, the following hold.

(i) **Gradient estimate** $\nabla_{x} p$ is continuous on $\mathbb{D}_0^\delta$ and for some $C_2 > 0$ and all $(t, x; s, y) \in \mathbb{D}_0^\delta$,
\[
|\nabla_{x} p(t, x; s, y)| \leq C_2 (\xi_{\lambda, -1} + ||\kappa||_{\infty} \eta_{\alpha,1})(s - t, y - x).
\]

(ii) **On-diagonal lower bound estimate** There is a constant $C_3 > 0$ such that for all $|y - x| \leq \sqrt{5 - i} < \delta$,
\[
p(t, x; s, y) \geq C_3 (s - t)^{-d/2}.
\]

(iii) **C-K equation** For all $(t, x; s, y) \in \mathbb{D}_0^\delta$ and $r \in (t, s)$, the following Chapman-Kolmogorov equation holds:
\[
\int_{\mathbb{R}^d} p(t, x; r, z) p(r, z; s, y) dz = p(t, x; s, y).
\]

(iv) **Fractional derivative estimate** Let $J : \mathbb{R}^d \to \mathbb{R}$ be a bounded measurable function satisfying (2.11). If in addition for $\alpha \in (0, 1]$, $b \in \mathbb{K}_1$ and for $\alpha \in (1, 2)$, $b \in \mathbb{K}_\alpha$, then for some $C_4 > 0$ and all $(t, x; s, y) \in \mathbb{D}_0^\delta$,
\[
|\nabla_{x} J(t, \cdot ; s, y)(x)| \leq C_4 ||J||_{\infty} \eta_{\alpha,0}(s - t, y - x)
\]
and
\[
p(t, x; s, y) = Z(t, x; s, y) + \int_t^{s} \int_{\mathbb{R}^d} Z(t, x; r, z) \mathcal{L}_{r}^{b, \kappa} p(r, \cdot ; s, y)(z) dz dr.
\]

(v) **Second order derivative estimate** If $b$ and $\kappa$ are bounded measurable and satisfy (3.12), then $\nabla_{x}^2 p$ is continuous on $\mathbb{D}_0^\delta$ and for some $C_5 > 0$,
\[
|\nabla_{x}^2 p(t, x; s, y)| \leq C_5 (\xi_{\lambda, -2} + ||\kappa||_{\infty} \eta_{\alpha,0})(s - t, y - x).
\]
Proof. (i) Let \( \ell_{b,s}(r) \) and the constant \( c \) be as in Lemma 3.2 with \( T = 1 \). In view of \( \lim_{s \to \infty} \ell_{b,s}(\delta) = 0 \), one can choose a \( \delta_1 > 0 \) such that \( c \ell_{b,s}(\delta_1) \leq 1/2 \). Thus by (3.7), the series \( p(t, x; s, y) := \sum_{n=0}^{\infty} p_n(t, x; s, y) \) and \( G(t, x; s, y) := \sum_{n=0}^{\infty} \nabla_s p_n(t, x; s, y) \) are locally uniformly absolutely convergent on \( \mathbb{D}_0^\delta \). In particular, \( p, G \) are continuous on \( \mathbb{D}_0^\delta \) and

\[
\nabla_s p(t, x; s, y) = G(t, x; s, y).
\]

On the other hand, due to (3.4) we have

\[
\sum_{n=0}^{m} p_n(t, x; s, y) = p_0(t, x; s, y) + \int_t^\infty \int_{\mathbb{R}^d} m \sum_{n=0}^{m-1} p_n(t, x; r, z), \mathcal{L}_r^{b,s}Z(r, s; x, y)(z)\,dz\,dr.
\]

By taking limits and the dominated convergence theorem, we obtain (1.12). Moreover, by (3.7), we have for \( j = 0, 1 \),

\[
|\nabla_s^j p(t, x; s, y) - \nabla_s^j p_0(t, x; s, y)| \leq \sum_{n=1}^{\infty} |\nabla_s^j p_n(t, x; s, y)| \leq 2c(\|k\|_\infty \eta_{a,2-j} + \ell_{b,s}\xi_{a,2-j})(s-t, y-x),
\]

which in turn implies (3.16) and (3.17).

Now let \( \bar{p}(t, x; s, y) \) be another solution to (1.12) satisfying (3.16). As in the proof of (3.7), we can show that for all \( n \in \mathbb{N} \),

\[
|p(t, x; s, y) - \bar{p}(t, x; s, y)| \leq C_1 \left( c(c \ell_{b,s}(s-t))^{n-1} + (c \ell_{b,s}(s-t))n \right) \|k\|_\infty \eta_{a,2}(s-t, y-x) + C_1(c \ell_{b,s}(s-t))n \xi_{a,0}(s-t, y-x).
\]

Since \( c \ell_{b}(s-t) \leq 1/2 \), letting \( n \to \infty \), we obtain the uniqueness.

(ii) By (3.23), if \( |x-y| \leq \sqrt{s-t} \), then we have

\[
p(t, x; s, y) \geq p_0(t, x; s, y) - 2c(\|k\|_\infty \eta_{a,2} + \ell_{b,s}\xi_{a,0})(s-t, y-x) \geq (c_1 - c_2 \ell_{b,s}(s-t))(s-t)^{-d/2} \geq c_1(s-t)^{-d/2} / 2,
\]

provided \( s-t \leq \delta_2 \) with \( \delta_2 \) being small enough so that \( \ell_{b,s}(\delta_2) \leq \frac{1}{2\delta_2} \).

(iii) By Fubini’s theorem, we have

\[
\int_{\mathbb{R}^d} p(t, x; r, z)p(r, z; s, y)\,dz = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \int_{\mathbb{R}^d} p_m(t, x; r, z)p_{n-m}(r, z; s, y)\,dz.
\]

For proving (3.19), it suffices to prove that for each \( n \in \mathbb{N}_0 \),

\[
\sum_{m=0}^{n} \int_{\mathbb{R}^d} p_m(t, x; r, z)p_{n-m}(r, z; s, y)\,dz = p_n(t, x; s, y).
\]

For \( n = 0 \), it is clearly true by (2.18). Now suppose (3.24) holds for some \( n \in \mathbb{N} \). Write

\[
\sum_{m=0}^{n+1} \int_{\mathbb{R}^d} p_m(t, x; r, z)p_{n+1-m}(r, z; s, y)\,dz = I_1 + I_2,
\]

where

\[
I_1 := \int_{\mathbb{R}^d} p_{n+1}(t, x; r, z)p_0(r, z; s, y)\,dz,
I_2 := \sum_{m=0}^{n} \int_{\mathbb{R}^d} p_m(t, x; r, z)p_{n+1-m}(r, z; s, y)\,dz.
\]
Observing that

\[
\int_{\mathbb{R}^d} \mathcal{L}^h \mathcal{L}_t p_0(t, \cdot; r, z) p_0(r, z; s, y) dz = \mathcal{L}^h \mathcal{L}_t p_0(t, \cdot; s, y)(x),
\]

(3.25)

by (3.4) and Fubini’s theorem, we have

\[
I_1 = \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p_0(t, x; r', z') \mathcal{L}^h \mathcal{L}_t p_0(r', \cdot; r, z)(z') dz' dr' \right) p_0(r, z; s, y) dz
\]

\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p_n(t, x; r', z') \mathcal{L}^h \mathcal{L}_t p_0(r', \cdot; r, z)(z') p_0(r, z; s, y) dz' dr' \]

\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p_n(t, x; r', z') \mathcal{L}^h \mathcal{L}_t p_0(r', \cdot; s, y)(z') dz' dr'.
\]

Similarly, by (3.4) and the induction hypothesis, we have

\[
I_2 = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p_n(t, x; r', z') \mathcal{L}^h \mathcal{L}_t p_0(r', \cdot; s, y)(z') dz' dr'.
\]

Hence,

\[
I_1 + I_2 = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p_n(t, x; r', z') \mathcal{L}^h \mathcal{L}_t p_0(r', \cdot; s, y)(z') dz' dr' = p_{n+1}(t, x; s, y),
\]

which gives (3.24).

(iv) If in addition for \( \alpha \in (0, 1], b \in \mathbb{K}_1 \) and for \( \alpha \in (1, 2], b \in \mathbb{K}_a \), then by (3.10), and since \( \lim_{\delta \to 0} \ell_{b, \delta}(\delta) = 0 \), where \( \ell_{b, \delta}(r) \) is the same as in Lemma 3.3 with \( T = 1 \), as above there is a \( \delta_3 > 0 \) such that the series \( \sum_{n=0}^{\infty} |\mathcal{L}^h \mathcal{L}_t p_n(t, \cdot; s, y)(x)| \) is locally uniformly convergent on \( D_0^{\delta_3} \). In particular, we have on \( D_0^{\delta_1 \wedge \delta_3} \),

\[
\mathcal{L}^h \mathcal{L}_t p_n(t, \cdot; s, y)(x) = \sum_{n=0}^{\infty} \mathcal{L}^h \mathcal{L}_t p_n(t, \cdot; s, y)(x),
\]

and so (3.20) holds. Moreover, by (3.11), we also have (3.21).

(v) Let \( C_5 \) be the constant \( C_1 \) in (3.13) with \( T = 1 \). As above, it follows from (3.13) with \( T = 1 \) that there is a \( \delta_4 > 0 \) such that \( C_5 \delta_4^{\frac{1}{a-1}} = 1/2 \).

Finally, we just need to set \( \delta := \delta_1 \wedge \delta_2 \wedge \delta_3 \wedge \delta_4 \).

Using (3.19), we can extend the definition of \( p(t, x; s, y) \) to \( D_0^{\alpha} \).

**Proof of Theorem 1.1** We shall show that \( p(t, x; s, y) \) in Theorem 3.5 has all the properties in Theorem 1.1. First of all, we need to extend the definition of \( p(t, x; s, y) \) from \( D_0^{\delta} \) to \( D_0^{\alpha} \) by C-K equation as follows: If \( \delta < s - t \leq 2\delta \), we define

\[
p(t, x; s, y) = \int_{\mathbb{R}^d} p(t, x; \frac{t+s}{2}, z) p(\frac{t+s}{2}, z; s, y) dz.
\]

(3.26)

Proceeding this procedure, we can extend \( p \) to \( D_0^{\alpha} \).

(1), (2), (3) and (4) follow from (3.16), (3.17), (3.19), (3.20), (3.26) and Lemma 2.1. As for (1.12) and (1.13) on \( D_0^{\alpha} \), it follows by (1.12) and (1.13) on \( D_0^{\delta} \) and C-K equation.

(5) By the construction of \( p(t, x; s, y) \) (see the proof of Theorem 3.5(i)), there is a \( \delta_1 > 0 \) such
that \( p(t, x; s, y) = \sum_{n=0}^{\infty} p_n(t, x; s, y) \) on \( \mathbb{D}_0^{\delta_1} \). Then, by the dominated convergence theorem and Fubini’s theorem, for any \( s, t \geq 0 \) with \( 0 < s - t < \delta_1 \) and \( x \in \mathbb{R}^d \),
\[
\int_{\mathbb{R}^d} p(t, x; s, y) dy = \sum_{n=0}^{\infty} \int_{\mathbb{R}^d} p_n(t, x; s, y) dy = \int_{\mathbb{R}^d} Z(t, x; s, y) dy
\]
and, by (3.27) and Fubini’s theorem,
\[
∈ \mathbb{S}_p \mathbb{C}_{\tilde{b}} x t \mathbb{P} b x t s f s x t \int t \int s x t \int s x t = \mathbb{R} r b L \mathbb{P} r s f s x t \int t \int s x t \int s x t + \mathbb{R} r b L \mathbb{P} r s f s x t \int t \int s x t \int s x t.
\]
Hence, the conservativeness (1.18) follows from the above equality and (3.26).

(6) Let \( P_{t,s} f(x) := \int_{\mathbb{R}^d} p(t, x; s, y) f(y) dy \). By (1.12), we have for any bounded measurable \( f \),
\[
P_{t,s} f(x) = P_{t,s}^{(Z)} f(x) + \int_t^s P_{t,r} \mathcal{L}_r b x f(x) dr.
\]
Hence, by (2.20), for \( f \in C_c^{\infty}(\mathbb{R}^d) \), we have
\[
P_{t,s} f(x) - f(x) = P_{t,s}^{(Z)} f(x) - f(x) + \int_t^s P_{t,r} \mathcal{L}_r b x P_{r,s}^{(Z)} f(x) dr
\]
and, by (3.27) and Fubini’s theorem,
\[
\int_t^s P_{t,r} \mathcal{L}_r b x f(x) dr - \int_t^s P_{t,s}^{(Z)} \mathcal{L}_r b x f(x) dr = \int_t^s \int_t^s P_{t,\tau} \mathcal{L}_u b x P_{\tau,\tau}^{(Z)} \mathcal{L}_r b x f(x) d\tau d\tau
\]
and, by (3.28) and Fubini’s theorem,
\[
P_{t,s} f(x) - f(x) = \int_t^s P_{t,r} \mathcal{L}_r b x + \mathcal{L}_r b x P_{r,s}^{(Z)} f(x) dr = \int_t^s P_{t,r} \mathcal{L}_r b x f(x) dr.
\]
Combining this with (3.28), we obtain
\[
P_{t,s} f(x) - f(x) = \int_t^s P_{t,r} \mathcal{L}_r b x + \mathcal{L}_r b x f(x) dr = \int_t^s P_{t,r} \mathcal{L}_r b x f(x) dr.
\]

(7) By (1.12) and (2.17), we only need to show that
\[
\lim_{|r-s| \to 0} \sup_{x \in \mathbb{R}^d} \left| \int_t^s P_{t,r} \mathcal{L}_r b x f(x) dr \right| = 0.
\]
Notice that by (3.16), (3.8) and Lemma 3.3,
\[
\left| \int_t^s P_{t,r} \mathcal{L}_r b x P_{r,s}^{(Z)} f(x) dr \right| \leq ||f||_{\infty} \int_t^s \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\xi_{r,0} + ||k||_{\infty} \eta_{0,2})(r-t, z - x)
\times \left( |\tilde{b}(r, z)| \cdot \xi_{r,-1}(s-r, y - z) + ||k||_{\infty} \eta_{0,0}(s-r, y - z) \right) dz dy dr
\leq ||f||_{\infty} \left( \int_{\mathbb{R}^d} \left( ||k||_{\infty} |s-t|^{1-4} + K_2^0(s-t) \right) (\xi_{r,0} + ||k||_{\infty} \eta_{0,2})(s-t, y - x)
\right.
\left. + ||k||_{\infty} (\eta_{a,2} + ||k||_{\infty} \eta_{a,4-a})(s-t, y - x) \right) dy
\leq C ||f||_{\infty} \left( \ell_{b,x} (s-t) + (\ell_{b,x} |s-t|)^2 \right),
\]
where \( \ell_{b,x}(r) \) is the same as in Lemma 3.2 and the constant \( C \) is independent of \( x \) and \( s, t \). Since \( b \in \mathbb{K}_2 \), one derives the desired limit. \( \square \)
4. Proof of the lower bound

4.1. Positivity. In this subsection, we show that if \( \kappa \geq 0 \), then the continuous kernel \( p(t, x; s, y) \) constructed in Theorem 3.5 is non-negative.

**Theorem 4.1.** Under \((\mathbf{H}^\kappa), (\mathbf{H}^\gamma)\) and \( b \in \mathbb{R}_2 \), if \( \kappa \geq 0 \), then the heat kernel \( p(t, x; s, y) \) constructed in Theorem 3.5 is non-negative.

**Proof.** We divide the proof into three steps.

(i) Let \( b_\varepsilon := b \ast \rho^{(1)}_\varepsilon \) and \( \kappa_\varepsilon := \kappa \ast \rho^{(2)}_\varepsilon \), where \( \rho^{(1)}_\varepsilon \in C^\infty_c(\mathbb{R}^{d+1}) \) is supported in \( B_\varepsilon \subset \mathbb{R}^{d+1} \) satisfying \( \int \rho^{(1)}_\varepsilon = 1 \) and \( \rho^{(2)}_\varepsilon \in C^\infty_c(\mathbb{R}^{2d+1}) \) is supported in \( B_\varepsilon \subset \mathbb{R}^{2d+1} \) satisfying \( \int \rho^{(2)}_\varepsilon = 1 \). For example,

\[
\kappa_\varepsilon(t, x, z) := \int_{\mathbb{R}^{2d+1}} \kappa(s, y_1, y_2) \rho^{(2)}_\varepsilon(t - s, x - y_1, z - y_2) dy_1 dy_2 ds.
\]

Let \( p_\varepsilon(t, x; s, y) \) be the corresponding heat kernel constructed in Theorem 3.5. We claim that

\[
p_\varepsilon(t, x; s, y) \geq 0 \quad \text{on } D^\infty_0. \tag{4.1}
\]

While it is possible to use Hille-Yosida theorem and Courrége’s first theorem to prove the claim, as it was done in [14, Theorem 1.2] (see also [25, Lemma 4.1] and [7, Lemma 4.9]), we present here a self-contained proof based on the maximum principle established in Theorem 6.1 in the Appendix. Notice that for any \( \theta > 0 \) and \( \varepsilon \in (0, 1) \),

\[
K_\theta^{b_\varepsilon}(\delta) \leq K_\theta^{b}(\delta), \quad ||\kappa_\varepsilon||_{\infty} \leq ||\kappa||_{\infty}, \tag{4.2}
\]

and by (2.34), each pair of \( b_\varepsilon \) and \( \kappa_\varepsilon \) satisfies (3.12). Hence, by (3.16) and (3.17), we have the following uniform estimate:

\[
\sup_{t > 0, \varepsilon} |\nabla_j p_\varepsilon(t, x, s, y)| \leq C(\delta, \varepsilon) + ||\kappa||_{\infty} \eta_{\alpha, 2-j}(s - t, y - x), \quad j = 0, 1. \tag{4.3}
\]

Let \( f \in C^2_b(\mathbb{R}^d) \) be non-negative. Fix \( s > 0 \) and set

\[
u_e(t, x) := \int_{\mathbb{R}^d} p_e(t, x; s, y)f(y)dy, \quad t < s.
\]

In order to show (4.1), it suffices to check that the conditions of Theorem 6.1 are satisfied for \( \nu_e \). Since \( b_\varepsilon, \kappa_\varepsilon \in C^\infty_c(\mathbb{R}^d \times \mathbb{R}^d) \), by Theorem 3.5 one sees that \( u_e \in C_0^c([0, s] \times \mathbb{R}^d) \) and \((t, x) \mapsto \nabla_j u_e(t, x) \) is continuous for \( j = 0, 1, 2 \), and

\[
u_e(t, x) = P_t^{(Z)} f(x) + \int_0^t P_t^{(Z)} L_t^{(b_\varepsilon, \kappa_\varepsilon)} u_e(r, x) dr,
\]

where \( P_t^{(Z)} f(x) := \int_{\mathbb{R}^d} Z(t, x; s, y)f(y)dy \). Moreover, by (3.16), (3.17), (3.22) and Lemma 2.2 as in the proof of (2.23), we have for any \( \gamma \in (0, (2 - \alpha) \wedge 1) \),

\[
|L^{(b_\varepsilon, \kappa_\varepsilon)} u_e(r, x) - L^{(b_\varepsilon, \kappa_\varepsilon)} u_e(r, x')| \leq C(e(s - r)^{-\alpha\gamma} - x - x')^\gamma.
\]

Hence, for Lebesgue almost all \( t \in [0, s] \) (see Lemma 6.4 below),

\[
\partial_t u_e + L_t^{(b_\varepsilon, \kappa_\varepsilon)} + L_t^{(b_\varepsilon, \kappa_\varepsilon)} u_e = 0.
\]

Thus we can use Theorem 6.1 to conclude (4.1).

(ii) In this step, we show that

\[
p_\varepsilon \text{ is locally equi-continuous on } D^\infty_0. \tag{4.4}
\]

Recall that

\[
p_e(t, x; s, y) = Z(t, x; s, y) + \int_0^t \int_{\mathbb{R}^d} p_e(t, x; r, z) L^{(b_e, \kappa_e)} Z(r, \cdot; s, y)(z) dz dr. \tag{4.5}
\]
Let $D$ be a compact subset of $\mathbb{D}_{T_0}^T \subset \mathbb{D}_0^\infty$, where $0 < t_0 < T_0 < \infty$. We first show that

$$\lim_{|h| \to 0} \sup_{x \in (0,1)} \sup_{(t,x,y) \in D} |p_e(t, x; s, y) - p_e(t, x; s, y + h)| = 0. \quad (4.6)$$

Notice that for any $\delta < (s-t)/4$, by (4.3), (3.8), (2.16) and (2.24),

$$\left| \int_{t-\delta}^{t} \int_{\mathbb{R}^d} p_e(t, x; r, z) \mathcal{L}_r^b \mathcal{Z}(r, \cdot ; s, y)(z) dz dr \right| \leq \int_{t-\delta}^{t} \int_{\mathbb{R}^d} (|b_x| + |b_x|) (|b_x| + |b_x|) dz dr

\leq \left( (s-t-\delta)^{-d/2} + (s-t-\delta)^{(d+\alpha)/2} \right) \left( \int_{t}^{t} \int_{\mathbb{R}^d} (|b_x| + |b_x|) (|b_x| + |b_x|) dz dr \right) \leq \left( (s-t)^{-d/2} \left( K_2^b(\delta) + |b_x| \delta^{-1/2} + |b_x| \delta^{-1/2} \right) \right.$$

By (4.3), (2.16), (2.24), Lemmas 3.1 and 2.1, for any $\beta' \in (0,\beta)$ and $\gamma \in (0, (2-\alpha) \wedge 1)$, we have

$$\left| \int_{t}^{t} \int_{\mathbb{R}^d} p_e(t, x; r, z) \mathcal{L}_r^b \mathcal{Z}(r, \cdot ; s, y) - \mathcal{Z}(r, \cdot ; s, y + h) \right| \leq \left| \int_{t}^{t} \int_{\mathbb{R}^d} (|b_x| + |b_x|) (|b_x| + |b_x|) dz dr \right|

\leq \left( (s-t-\delta)^{-d/2} + (s-t-\delta)^{(d+\alpha)/2} \right) \left( \int_{t}^{t} \int_{\mathbb{R}^d} (|b_x| + |b_x|) (|b_x| + |b_x|) dz dr \right) \leq \left( (s-t)^{-d/2} \left( K_2^b(\delta) + |b_x| \delta^{-1/2} + |b_x| \delta^{-1/2} \right) \right.$$

which together with (4.7) gives (4.6). Similarly, we can show

$$\lim_{|h| \to 0} \sup_{x \in (0,1)} \sup_{(t,x,y) \in D} |p_e(t, x; s, y) - p_e(t, x + h; s, y)| = 0,$$

$$\lim_{|h| \to 0} \sup_{x \in (0,1)} \sup_{(t,x,y) \in D} |p_e(t, x; s, y) - p_e(t + \delta, x; s, y)| = 0,$$

$$\lim_{|h| \to 0} \sup_{x \in (0,1)} \sup_{(t,x,y) \in D} |p_e(t, x; s, y) - p_e(t, x; s + \delta, y)| = 0.$$

Thus we obtain (4.4).
(iii) By (4.4), Ascoli-Arzela’s lemma and a diagonalization argument, there exist a subsequence \( \varepsilon_k \) (still denoted by \( \varepsilon \) for simplicity) and a continuous function \( \tilde{p} \) such that
\[
p_\varepsilon(t, x; s, y) \to \tilde{p}(t, x; s, y) \text{ for all } (t, x; s, y) \in \mathbb{D}_0^\infty.
\] (4.8)

Now we want to take limits on both sides of (4.5). First, by (4.2), (4.3), (4.8) and the dominated convergence theorem, we have
\[
\int_t^\infty \int_{\mathbb{R}^d} p_\varepsilon(t, x; r, z) \overline{Z}_r \cdot Z(r; \cdot, s, y)(z)dzdr \xrightarrow{\varepsilon \to 0} \int_t^\infty \int_{\mathbb{R}^d} \tilde{p}(t, x; r, z) \overline{Z}_r \cdot Z(r; \cdot, s, y)(z)dzdr.
\]
Next, for the term containing \( \tilde{b}_\varepsilon(r, \cdot) \cdot \nabla \), by (4.3) and (2.15), we have
\[
\left| \int_t^\infty \int_{\mathbb{R}^d} p_\varepsilon(t, x; r, z) \tilde{b}_\varepsilon(r, z) \nabla Z(r; \cdot, s, y)(z)dzdr - \int_t^\infty \int_{\mathbb{R}^d} \tilde{p}(t, x; r, z) \tilde{b}(r, z) \nabla Z(r; \cdot, s, y)(z)dzdr \right|
\]
\[
\leq \int_t^\infty \int_{\mathbb{R}^d} (\xi_{4,0} + ||\kappa||_{\infty, \eta_2} (r - t, z - x) \cdot |\tilde{b}_\varepsilon - \tilde{b}|(r, z) \cdot \xi_{4,1} - (s - r, y - z)dzdr
\]
\[
+ \int_t^\infty \int_{\mathbb{R}^d} |p_\varepsilon - \tilde{p}|(t, x; r, z) \cdot |\tilde{b}(r, z)| \cdot \xi_{4,1} - (s - r, y - z)dzdr =: I_1(\varepsilon) + I_2(\varepsilon),
\]
where \( \tilde{b} \) is defined in (3.2) and \( \tilde{b}_\varepsilon \) is defined by
\[
\tilde{b}_\varepsilon(t, x) := b_\varepsilon(t, x) + 1_{a \in (1,2)} \int_{|z| > 1} z \kappa_\varepsilon(t, x, z) |z|^{-d-\alpha}dz - 1_{a \in (0,1)} \int_{|z| < 1} z \kappa_\varepsilon(t, x, z) |z|^{-d-\alpha}dz.
\]
For \( I_1(\varepsilon) \), by (2.1), (2.4), Lemma 2.8 and the dominated convergence theorem, we have
\[
I_1(\varepsilon) \leq \int_t^\infty \int_{\mathbb{R}^d} (\eta_{2,2} + ||\kappa||_{\infty, \eta_2} (r - t, z - x) \cdot |\tilde{b}_\varepsilon - \tilde{b}|(r, z) \cdot \eta_{2,1}(s - r, y - z)dzdr
\]
\[
\leq (\eta_{2,0} + ||\kappa||_{\infty, \eta_0}) (s - t, y - x) \int_t^\infty \int_{\mathbb{R}^d} |\tilde{b}_\varepsilon - \tilde{b}|(r, z) \cdot (r - t)(s - r)^{1/2}
\]
\[
\times (\eta_{2,0}(r - t, z - x) + \eta_{2,0}(s - r, y - z))dzdr
\]
\[
\leq (\eta_{2,1} + ||\kappa||_{\infty, \eta_1}) (s - t, y - x) \int_t^\infty \int_{\mathbb{R}^d} |\tilde{b}_\varepsilon - \tilde{b}|(r, z) \cdot \eta_{2,1}(s - r, y - z)dzdr
\]
\[
+ \int_t^\infty \int_{\mathbb{R}^d} |\tilde{b}_\varepsilon - \tilde{b}|(r, z) \cdot \eta_{2,1}(s - r, y - z)dzdr \xrightarrow{\varepsilon \to 0} 0.
\]
For \( I_2(\varepsilon) \), by (4.3), (4.8) and the dominated convergence theorem again, we have
\[
I_2(\varepsilon) \xrightarrow{\varepsilon \to 0} 0.
\]
Combining the above limits, one sees that \( \tilde{p}(t, x; s, y) \) satisfies (1.12). Similarly, we can show \( \tilde{p} \) also satisfies (1.14). Thus by the uniqueness, we obtain \( \tilde{p} = p \) and so, \( p \geq 0 \). \( \square \)

4.2. **Lower bound estimate.** Throughout this subsection, we assume \( \kappa \geq 0 \). By Theorem 4.1 and (1.15), \( \{p(t, x; s, y) : (t, x; s, y) \in \mathbb{D}_0^\infty \} \) is a family of transition probability density functions. It determines a Feller process
\[
(\Omega, \mathcal{F}, (\mathbb{P}_{t,x})_{(t,x) \in \mathbb{R}_+ \times \mathbb{R}^d}; (X_t)_{t \geq 0}),
\]
with the property that
\[
\mathbb{P}_{t,x}(X_s = x, 0 \leq s \leq t) = 1,
\]
and for \( r \in [t, s] \) and \( E \in \mathcal{B}(\mathbb{R}^d) \),
\[
\mathbb{E}_{t,r}(X_s \in E \mid X_t) = \int_E \rho(r, X_r; s, y)dy. \tag{4.9}
\]

Moreover, for any \( f \in C_b^2(\mathbb{R}^d) \), it follows from (1.19) and the Markov property of \( X \) that under \( \mathbb{P}_{t,x} \), with respect to the filtration \( \mathcal{F}_s := \sigma\{X_r, r \leq s\} \),
\[
M_s^f := f(X_s) - f(X_t) - \int_t^s \mathcal{L}_r f(X_r)dr \text{ is a martingale.} \tag{4.10}
\]

In other words, \( \mathbb{P}_{t,x} \) solves the martingale problem for \((\mathcal{L}_t, C_b^2(\mathbb{R}^d))\).

For any Borel set \( E \), let
\[
\sigma_E := \inf\{s \geq 0 : X_s \in E\}, \quad \tau_E := \inf\{s \geq 0 : X_s \notin E\},
\]
be the first hitting and exit time, respectively, of \( E \).

Below for simplicity, we write
\[
\mathcal{J}_0(t, x, z) := \kappa(t, x, x - z)|z - x|^{-\alpha}.
\]

We now determine the Lévy system of the Feller process \( X \), which in particular is a Hunt process. The proof of the following result is similar to that of [10]. For completeness, we give a detailed proof here.

**Lemma 4.2.** Suppose that \( E \) and \( F \) are two disjoint open sets in \( \mathbb{R}^d \). Then
\[
\sum_{r \leq s \leq t} 1_{[X_r \in E, X_s \in F]} - \int_t^s 1_E(X_r) \int_F \mathcal{J}_0(r, X_r, z)dzdr
\]
is a \( \mathbb{P}_{t,x} \)-martingale for every \( t \geq 0 \) and \( x \in \mathbb{R}^d \).

**Proof.** First of all, by (4.10), \( \{X_s, s \geq 0\} \) is a semi-martingale under \( \mathbb{P}_{t,x} \). Let \( f \in C_b^2(\mathbb{R}^d) \) with \( f = 0 \) on \( E \) and \( f = 1 \) on \( F \). By Itô’s formula, we have
\[
f(X_s) - f(X_t) = \sum_{i=1}^d \int_t^s \partial_i f(X_r) dX_r + \sum_{t < r < s} \beta_r(f) + \frac{1}{2} \sum_{i,j=1}^d \int_t^s \partial_i \partial_j f(X_r) d\langle X^c, X^c \rangle_r,
\]
where
\[
\beta_r(f) := f(X_r) - f(X_{r-}) - \sum_{i=1}^d \partial_i f(X_{r-})(X_r - X_{r-}).
\]

Hence,
\[
N_s := \int_t^s 1_E(X_r) dM_r^f = \sum_{i=1}^d \int_t^s 1_E(X_r) \partial_i f(X_r) dX_r + \sum_{t < r < s} 1_E(X_r) \beta_r(f)
+ \frac{1}{2} \sum_{i,j=1}^d \int_t^s 1_E(X_r) \partial_{ij} f(X_r) d\langle X^c, X^c \rangle_r - \int_t^s 1_E(X_r) \mathcal{L}_r f(X_r)dr
\]
is a martingale. Since \( f(x) = \partial_i f(x) = \partial_{ij}^2 f(x) = 0 \) for \( x \in E \), we further have
\[
N_s = \sum_{t < r < s} 1_E(X_r) f(X_r) - \int_t^s 1_E(X_r) \mathcal{L}_r f(X_r)dr
= \sum_{t < r < s} 1_E(X_r) f(X_r) - \int_t^s 1_E(X_r) \int_{\mathbb{R}^d} f(z) \mathcal{J}_0(r, X_r, z)dzdr.
\]

By choosing \( f_n \in C_b^2(\mathbb{R}^d) \) with \( f_n|_E = 0 \), \( f_n|_F = 1 \) and \( f_n \to 1_F \), then taking limits, we obtain the desired result. \( \square \)
In particular, Lemma 4.2 implies that
\[
E_{t,x} \left[ \sum_{t<\tau \leq s} 1_E(X_{t-}) 1_F(X_r) \right] = E_{t,x} \left[ \int_t^s \int_{\mathbb{R}^d} 1_E(X_r) 1_F(z) \mathcal{F}_t(\tau, X_r, z) \, dz \, dr \right].
\]

Let \( f \) be a non-negative measurable function on \( \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^d \) that vanishes along the diagonal. By a routine measure theoretic argument, we get
\[
E_{t,x} \left[ \sum_{t<\tau \leq s} f(r, X_{t-}, X_r) \right] = \int_t^s \int_{\mathbb{R}^d} f(r, X_r, z) \mathcal{F}_t(\tau, X_r, z) \, dz \, dr.
\]
Finally, we can follow the same method as in [13] to get the following Lévy system.

**Lemma 4.3.** Let \( f \) be a non-negative measurable function on \( \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^d \) that vanishes along the diagonal. Then for every stopping time \( T \) (with respect to the filtration of \( X \)), we have
\[
E_{t,x} \left[ \sum_{t<\tau \leq T} f(r, X_{t-}, X_r) \right] = \int_t^T \int_{\mathbb{R}^d} f(r, X_r, z) \mathcal{F}_t(\tau, X_r, z) \, dz \, dr. \tag{4.11}
\]

We need the following two lemmas.

**Lemma 4.4.** For any \( M > 0 \), there is a constant \( \gamma_0 \in (0, 1) \) depending only on \( M \) and the constants in (1.14) with \( T = 1 \) such that for all \( \delta \in (0, M) \),
\[
\sup_{(t,x) \in \mathbb{R}_+ \times \mathbb{R}^d} \mathbb{P}_{t,x}(\tau_{B(\delta, \delta)} \leq t + \gamma_0 \delta^2) \leq \frac{1}{2}. \tag{4.12}
\]

**Proof.** For simplicity, write \( \tau := \tau_{B(\delta, \delta)} \). By the strong Markov property of \( X \), we have
\[
\mathbb{P}_{t,x}(\tau \leq t + r) \leq \mathbb{P}_{t,x}(\tau \leq t + r; X_{t+r} \in B(x, \frac{\delta}{2})) + \mathbb{P}_{t,x}(X_{t+r} \notin B(x, \frac{\delta}{2}))
\]
\[
= \mathbb{P}_{t,x}(\tau, X_t \in B(x, \frac{\delta}{2}); \tau \leq t + r) + \mathbb{P}_{t,x}(X_{t+r} \notin B(x, \frac{\delta}{2}))
\]
\[
\leq \mathbb{P}_{t,x}(\tau, X_t (|X_{t+r} - X_t| \geq \frac{\delta}{2}); \tau \leq t + r) + \mathbb{P}_{t,x}(X_{t+r} \notin B(x, \frac{\delta}{2}))
\]
\[
\leq 2 \sup_{\delta \leq r \leq t + r} \sup_{x \in \mathbb{R}^d} \mathbb{P}_{s,x}(|X_{t+r} - x| \geq \frac{\delta}{2}). \tag{4.13}
\]

On the other hand, by (4.9) and (1.14), there is a constant \( C > 0 \) depending only on the constants in (1.14) with \( T = 1 \) such that for all \( r \in (0, 1) \), \( t \leq s \leq t + r \) and \( x \in \mathbb{R}^d \),
\[
\mathbb{P}_{s,x}(|X_{t+r} - x| \geq \frac{\delta}{2}) = \int_{|y| > \frac{\delta}{2}} p(s, x; t + r, y) \, dy \leq C \int_{|y| > \frac{\delta}{2}} (\eta_{a,2} + \xi_{a,0})(t + r - s, y - x) \, dy
\]
\[
= C \int_{|y| > \frac{\delta}{2}} (\eta_{a,2} + \xi_{a,0})(t + r - s, y) \, dy \leq C(t + r - s) (\delta^{-a} + \delta^{-2}),
\]
which together with (4.13) yields
\[
\mathbb{P}_{t,x}(\tau_{B(\delta, \delta)} \leq t + r) \leq Cr(\delta^{-a} + \delta^{-2}). \tag{4.14}
\]

By letting \( r = \gamma_0 \delta^2 \) with \( \gamma_0 \) being small enough, we obtain (4.12). \( \square \)

For a number \( \theta > 0 \), define
\[
m^{(\theta)}_\kappa = \inf_{(t,x) \in \mathbb{R}_+ \times \mathbb{R}^d} \ess inf_{|z| \leq \theta} \kappa(t, x, z).
\]
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Lemma 4.5. Let $M > 0$ and $\gamma_0$ be the same as in Lemma 4.4. For all $\gamma \in (0, \gamma_0]$, there exists a constant $c_1 > 0$ such that for all $\delta \in (0, M)$, $t > 0$, $\theta > 4\delta$ and $x, y \in \mathbb{R}^d$ with $\theta/2 \geq |x - y| \geq 2\delta$,

$$\mathbb{P}_{t, x}(\sigma_{B(y, \delta)} < t + \gamma \delta^2) \geq c_1 \frac{\delta^{d+2} \cdot m_k^{(\theta)}}{|y - x|^{d+\alpha}}. \quad (4.15)$$

Proof. For $\delta \in (0, \theta/4)$ and $\gamma \in (0, \gamma_0]$, by (4.12) we have

$$\mathbb{E}_{t, x} \left( \int_{t}^{(t+\gamma \delta^2) \land \tau_{B(x, \delta)}} dr \right) \geq \gamma \delta^2 \mathbb{P}_{t, x}(\tau_{B(x, \delta)} \geq t + \gamma \delta^2) \geq \gamma \delta^2/2. \quad (4.16)$$

Noticing that

$$X_r \notin B(y, \delta) \text{ when } t < r < (t + \gamma \delta^2) \land \tau_{B(x, \delta)},$$

we have

$$\mathbf{1}_{X_r \in B(y, \delta)} = \sum_{t < r \leq (t + \gamma \delta^2) \land \tau_{B(x, \delta)}} \mathbf{1}_{X_r \in B(y, \delta)}.$$

By (4.11) and the definition of $\mathcal{F}_t$, we have

$$\mathbb{P}_{t, x}(\sigma_{B(y, \delta)} < t + \gamma \delta^2) \geq \mathbb{P}_{t, x}(X_{(t+\gamma \delta^2) \land \tau_{B(x, \delta)}} \in B(y, \delta))$$

$$= \mathbb{E}_{t, x} \int_{t}^{(t+\gamma \delta^2) \land \tau_{B(x, \delta)}} \int_{B(y, \delta)} \frac{\kappa(t, X_r, z - X_r)}{|z - X_r|^{d+\alpha}} dz dr. \quad (4.17)$$

Since $\theta/2 \geq |y - x| \geq 2\delta$, we have for all $z \in B(y, \delta)$ and $X_r \in B(x, \delta)$,

$$|z - X_r| \leq |y - z| + |y - x| + |X_r - x| < 2|y - x| \leq \theta.$$

Thus by (4.17) and (4.16), we have

$$\mathbb{P}_{t, x}(\sigma_{B(y, \delta)} < t + \gamma \delta^2) \geq \frac{\gamma \delta^2}{2} \int_{B(y, \delta)} \frac{m_k^{(\theta)}}{(2|x - y|)^{d+\alpha}} dz \geq c_2 \frac{\delta^{d+2} \cdot m_k^{(\theta)}}{|y - x|^{d+\alpha}}.$$

The proof is complete. \qed

Now we can give

Proof of lower bound (1.22). First of all, by the on-diagonal estimate (3.18) and (3.19), for any $T > 0$, there is a constant $C > 0$ such that

$$p(t, x; s, y) \geq C(s - t)^{-d/2}, \quad |y - x| \leq \sqrt{s - t} \leq \sqrt{T}. \quad (4.18)$$

In fact, let $\delta$ be as in Theorem 3.5. If $s - t \leq 2\delta$ and $|y - x| \leq \sqrt{s - t}$, then by (3.26), we have

$$p(t, x; s, y) = \int_{\mathbb{R}^d} p(t, x; \frac{t + s}{2}, z) p(\frac{t + s}{2}, s, y) dz$$

$$\geq \int_{B(\frac{t + s}{2}, \frac{s - t}{2})} p(t, x; \frac{t + s}{2}, z) p(\frac{t + s}{2}, s, y) dz$$

$$\geq C_3^2(s - t)^{-d} \text{Vol}(B(\frac{t + s}{2}, \frac{s - t}{2})) \geq (s - t)^{-d/2}. \quad (3.18)$$

Using the above estimate repeatedly, we obtain (4.18).

Now by (4.18) and a standard chain argument (see [17]), for any $T > 0$, there are positive constants $C, \lambda_2 > 0$ such that

$$p(t, x; s, y) \geq C \xi_{\lambda_2, 0}(s - t, y - x) \text{ on } \mathbb{D}_0^T. \quad (4.19)$$

Thus to prove (1.22), it remains to show that there is a $C' > 0$ such that

$$p(t, x; s, y) \geq C' m_k \eta_{\alpha, 2}(s - t, y - x) \text{ on } \mathbb{D}_0^T.$$
where $m_k := \inf_{(t,x)} \text{essinf}_{x \in \mathbb{R}^d} \kappa(t,x,z)$. If $|y - x| \leq \sqrt{s-t}$, due to (4.19), there is nothing to prove. Below we assume $|y - x| > \sqrt{s-t} =: 3\delta$.

Let $\gamma_0 \in (0, 1)$ be the same as in Lemma 4.4 and $\theta \in (0, \infty]$ be an arbitrary fixed number. By the strong Markov property of $X$ and Lemma 4.5, we have for any $|y - x| \geq 3\delta$,

$$
\mathbb{P}_{t,x}(X_{t+2\gamma_0\delta} \in B(y,2\delta)) = \mathbb{P}_{t,x}\left(\sigma := \sigma_{B(y,\delta)} < t + \gamma_0\delta^2; \sup_{s \in [\sigma,\sigma+\gamma_0\delta^2]} |X_s - X_{\sigma}| < \delta \right) \\
\geq \mathbb{P}_{t,x}\left(\sigma_{B(y,\delta)} < t + \gamma_0\delta^2; \sup_{s \in [\sigma,\sigma+\gamma_0\delta^2]} |X_s - X_{\sigma}| < \delta \right) \\
\geq \inf_{r,z} \mathbb{P}_{\rho,\gamma}(\tau_{B(\gamma^0,\delta)} > r + \gamma_0\delta^2) \mathbb{P}_{t,x}(\sigma_{B(y,\delta)} < t + \gamma_0\delta^2) \\
\geq \frac{1}{2} \mathbb{P}_{t,x}(\sigma_{B(y,\delta)} < t + \gamma_0\delta^2) \geq \frac{c_1 \delta^{d+2} \cdot m_k(0)}{2|y - x|^{d+\alpha}}.
$$

Hence, by (4.18), we have for any $\theta/2 > |y - x| \geq 3\delta$,

$$
p(t, x; s, y) \geq \int_{B(y,2\delta)} p(t, x; t + 2\gamma_0\delta^2, z)p(t + 2\gamma_0\delta^2, z; s, y)dz \\
\geq \inf_{z \in B(y,2\delta)} p(t + 2\gamma_0\delta^2, z; s, y)\mathbb{P}_{t,x}(X_{t+2\gamma_0\delta} \in B(y,2\delta)) \\
\geq C(s - t)^{-d/2} \cdot \frac{c_1 \delta^{d+2} \cdot m_k(0)}{2|y - x|^{d+\alpha}} \geq C' m_k(0) \eta_{s,t}(s-t, y-x). \quad (4.20)
$$

The proof is complete by setting $\theta = \infty$ in the above inequality. \hfill \square

## 5. The truncated case

Unlike the upper and lower bound in Corollary 1.5 (see also (1.5)), in the truncated case, the heat kernel $p(t, x; s, y)$ decays exponentially as $|x - y| \to 0$. In this section, we prove Theorem 1.6 by following the following two lemmas.

**Lemma 5.1.** Under (H⁰), (H¹), (HU¹) and $b \in \mathbb{K}_2$, for any $T > 0$, there are constants $C_1, \lambda_1 > 0$ such that on $\mathbb{D}_0^T$,

$$
p(t, x; s, y) \leq C_1 \left(\xi_{0,10} + \tilde{\eta}_{0.1,8} \right)(s-t, y-x),
$$

where $\tilde{\eta}_{a,b}$ is defined by (1.23).

**Proof.** By (1.14), we already know that

$$
p(t, x; s, y) \leq C_0 \left(\xi_{0,0} + \|k\|_{\infty} \eta_{s,t} \right)(s-t, y-x) \quad \text{on} \quad \mathbb{D}_0^T. \quad (5.1)
$$

However, the term $\eta_{s,t}(s-t, y-x)$ is too large when $|y - x|$ is large. So, we need to establish a proper upper bound for this case. We use induction method to show that there is a constant $c_1 \geq 1$ such that for all $n \geq 1$,

$$
p(t, x; s, y) \leq \left(\frac{c_1(s-t)}{n} \right)^n, \quad 0 < s - t \leq T, \quad |y - x| \geq 2n, \quad (5.2)
$$

First of all, by (5.1), we have for all $s - t \in (0, T)$ and $|y - x| \geq 2$,

$$
p(t, x; s, y) \leq C_0 \left( (s-t)^{-d/2} e^{-2\lambda_0/(s-t)} + \|k\|_{\infty} 2^{-d-a}(s-t) \right) \leq c_2(s-t).
$$

Hence, (5.2) is true for $n = 1$ as long as $c_1 \geq c_2$. \hfill \Box
Next we assume that (5.2) holds for all $n \leq N$. We want to show (5.2) for $s-t \in (0, T]$, $|y-x| \geq 2(N+1)$.

Fix such $x, y$ and let $\tau := \tau_{B(x,1)}$ be the first exit time of $X$ from ball $B(x,1)$. By the Lévy system of $X$ (see Lemma 4.3) and (HU$^p$), we have

$$
P_{t,x}(X_t \in B(x,2)^c) = \mathbb{E}_{t,x} \left[ \int_t^\tau \int_{B(x,2)^c} \kappa(r, X_r, z - X_r)dzdr \right] = 0,$$

where we have used the fact that for $r < \tau$ and $z \in B(x,2)^c$,

$$|z - X_r| \geq |z - x| - |X_r - x| > 1.$$

Let $t_n := t + \frac{n(s-t)}{N+1}$ for $n = 0, 1, \cdots, N + 1$. By the strong Markov property of $X$,

$$p(t, x; s, y) = \mathbb{E}_{t,x} \left[ p(\tau, X_\tau; s, y); \tau < s \right] = \mathbb{E}_{t,x} \left[ p(\tau, X_\tau; s, y); \tau < s, X_\tau \in B(x, 2) \right] = \sum_{n=0}^N \mathbb{E}_{t,x} \left[ p(\tau, X_\tau; s, y); \tau \in [t_n, t_{n+1}), X_\tau \in B(x, 2) \right] \leq \sum_{n=0}^N \sup_{(r,z) \in [t_n, t_{n+1}) \times B(x, 2)} p(r, z; s, y) \cdot \mathbb{P}_{t,x}(\tau \leq t_{n+1}). \quad (5.3)$$

Noting that for all $z \in B(x, 2)$ and $|y-x| \geq 2(N+1)$,

$$|y-z| \geq |y-x| - |z - x| \geq 2N,$$

by the induction hypothesis, we have

$$\sup_{(r,z) \in [t_n, t_{n+1}) \times B(x, 2)} p(r, z; s, y) \leq \left( \frac{c_1(s-t_n)}{N} \right)^N = c_1^N \left( \frac{(N+1-n)(s-t)}{N(N+1)} \right)^N. \quad (5.4)$$

On the other hand, by (4.14) with $r = (n+1)(s-t)/(N+1)$ and $\delta = 1$,

$$\mathbb{P}_{t,x}(\tau \leq t_{n+1}) \leq C \frac{(n+1)(s-t)}{N+1}, \quad n \leq N. \quad (5.5)$$

Combining (5.3)-(5.5), we get for all $s-t \in (0, T]$ and $|y-x| \geq 2(N+1)$,

$$p(t, x; s, y) \leq c_1^N \cdot C \sum_{n=0}^N \left( \frac{(N+1-n)(s-t)}{N(N+1)} \right)^N \frac{(n+1)(s-t)}{N+1} = c_1^N \cdot C \left( \frac{s-t}{N+1} \right)^{N+1} \sum_{n=1}^{N+1} (N+1-n) \left( \frac{n}{N} \right)^N,$$

where $C \geq 1$. Since $s \mapsto (N+2-s)(s/N)^N$ is increasing on $[0, N]$, we have

$$\sum_{n=1}^{N+1} (N+2-n) \left( \frac{n}{N} \right)^N = \left( \frac{N+1}{N} \right)^N + 2 + \sum_{n=1}^{N-1} (N+2-n) \left( \frac{n}{N} \right)^N \leq e + 2 + \int_0^N (N+2-s)(s/N)^N ds$$

$$= e + 2 + \frac{1}{N^N} \left( \frac{(N+2)N^{N+1}}{N+1} - \frac{N^{N+2}}{N+2} \right) = e + 2 + \frac{N}{N+1} \cdot \frac{3N+4}{N+2} \leq 10.$$
Therefore,
\[
p(t, x; s, y) \leq c_1^N \cdot 10C \left( \frac{s-t}{N+1} \right)^{N+1}.
\]
Thus (5.2) is proven for \( c_1 = c_2 \vee (10C) \).

Finally, for \(|y - x| \geq 2\), choosing \( n \in \mathbb{N} \) so that \( 2n \leq |y - x| < 2(n + 1) \), by (5.2), we have
\[
p(t, x; s, y) \leq \left( \frac{c_1(s-t)}{n} \right)^n \leq \left( \frac{2(n+1)}{n} \cdot \frac{c_1(s-t)}{|y-x|} \right)^{\frac{|y-x|}{2N+1}}
\leq \left( \frac{4c_1(s-t)}{|y-x|} \right)^{\frac{|y-x|}{2}} \leq \left( \frac{s-t}{|y-x|} \right)^{\frac{|y-x|}{2}},
\]
which together with (5.1) gives the desired estimate. \( \square \)

**Lemma 5.2.** Under \((H^e), (H^e), (HL^e)\) and \( b \in \mathbb{R}_2 \), for any \( T > 0 \), there are constants \( C_2, \lambda_2 > 0 \) such that on \( \mathbb{D}^T \),
\[
p(t, x; s, y) \geq C_2 (\xi_{\alpha,0} + \bar{\eta}_{\alpha,b}) (s-t, y-x).
\]

**Proof.** First of all, by (4.19), we have
\[
p(t, x; s, y) \geq C\xi_{\alpha,0}(s-t, y-x) \text{ on } \mathbb{D}^T, \tag{5.6}
\]
and, by (HL^e) and (4.20), for \( s-t \in (0, T] \) and \(|y-x| \leq 1/2\),
\[
p(t, x; s, y) \geq c_1\eta_{\alpha,2}(s-t, y-x). \tag{5.7}
\]
Thus it remains to prove this lemma for \( s-t \in (0, T] \) and \(|y-x| > 1/2\). Let \( n \) be the least integer greater than \( 4|y-x| \), that is,
\[
2 \leq n - 1 \leq 4|y-x| < n. \tag{5.8}
\]

For \( i = 0, 1, \ldots, n \), let us define
\[
x_i = x + (y-x)i/n, \quad B_i := B(x_i, 1/8) \quad \text{and} \quad t_i = t + (s-t)i/n.
\]
Noticing that for all \( i = 0, 1, \ldots, n-1 \) and \( z_i \in B_i \),
\[
|z_{i+1} - z_i| \leq |z_{i+1} - x_i| + |x_i - z_i| \leq \frac{1}{8} + \frac{b|x|}{n} + \frac{1}{8} < \frac{1}{2},
\]
by (5.7), we have
\[
p(t_i, z_i; t_{i+1}, z_{i+1}) \geq c_1\eta_{\alpha,2}(t_{i+1} - t_i, z_{i+1} - z_i) \geq c_1 \left( \frac{1}{2} + \sqrt{\frac{T}{3}} \right)^{-(d+\alpha)} \left( \frac{s-t}{n} \right)^{-(d+\alpha)} \geq c_2 \left( \frac{s-t}{n} \right).
\]
Hence, by C-K equation (3.19) and (5.8),
\[
p(t, x; s, y) \geq \int_{B_{n-1}} \cdots \int_{B_1} p(t_0, x; t_1, z_1) \cdots p(t_{n-1}, z_{n-1}; s, y)dz_1 \cdots dz_{n-1}
\geq (\text{Vol}(B_1))^{n-1} \left( \frac{c_2(s-t)}{n} \right)^n \geq c_3 \left( \frac{s-t}{|y-x|} \right)^{\frac{8|y-x|}{n}},
\]
which together with (5.7) and (5.6) yields the desired estimate. \( \square \)

Theorem 1.6 follows directly from the above two lemmas.
6. Appendix

6.1. A maximum principle. In this subsection we show a maximum principle for operator $\mathcal{L}$, which has been used to show the uniqueness and positivity of heat kernels in this paper.

**Theorem 6.1.** Let $a(t, x), b(t, x)$ and $\kappa(t, x, z)$ be bounded measurable with matrix $a(t, x) \succeq 0$ and $\kappa(t, x, z) \succeq 0$. For $T > 0$, let $u(t, x) \in C_b([0, T) \times \mathbb{R}^d)$ satisfy the following equation: for Lebesgue almost all $t \in [0, T)$,

$$\partial_t u + \mathcal{L}_t u \leq 0, \quad \lim_{t \uparrow T} u(t, x) \geq 0.$$  

Assume that for each $t \in [0, T)$, $x \in \mathbb{R}^d$ and $j = 0, 1, 2$, the mappings $x \mapsto \nabla_x^j u(t, x)$ and $t \mapsto \nabla_x^j u(t, x)$ are continuous. Then we have

$$u(t, x) \geq 0, \quad (t, x) \in [0, T) \times \mathbb{R}^d. \quad (6.1)$$

**Proof.** First of all, we assume that for each $(t, x) \in [0, T) \times \mathbb{R}^d$,

$$\partial_t u(t, x) + \mathcal{L}_t u(t, x) \leq \delta < 0 \quad \text{and} \quad \lim_{|x| \to \infty} u(t, x) = \infty. \quad (6.2)$$

Suppose that (6.1) is not true. Since $\lim_{|x| \to \infty} u(t, x) = \infty$ and $\lim_{t \uparrow T} u(t, x) \geq 0$, there must be a point $(t_0, x_0) \in [0, T) \times \mathbb{R}^d$ such that

$$u(t_0, x_0) = \inf_{(t, x) \in [0, T) \times \mathbb{R}^d} u(t, x) < 0.$$  

Since $x \mapsto \nabla^2 u(t_0, x)$ is continuous and $x_0$ is an infimum point of $x \mapsto u(t_0, x)$, we have

$$\nabla_x u(t_0, x_0) = 0 \quad \text{and} \quad (\partial_t \partial_j u(t_0, x_0))_{ij} \text{ is positive definite and symmetric.}$$

Therefore,

$$\mathcal{L}_t u(t_0, \cdot)(x_0) \geq 0,$$

and by (6.2),

$$u(t, x_0) - u(t_0, x_0) \leq (t - t_0)\delta - \int_{t_0}^t \mathcal{L}_s u(s, \cdot)(x_0) \, ds$$

$$\leq (t - t_0)\delta - \int_{t_0}^t \mathcal{L}_s u(s, \cdot)(x_0) - \mathcal{L}_s u(t_0, \cdot)(x_0) \, ds. \quad (6.3)$$

Notice that by definition and the assumptions,

$$|\mathcal{L}_s u(s, \cdot)(x_0) - \mathcal{L}_s u(t_0, \cdot)(x_0)|$$

$$\leq ||a||_{\infty}||\nabla^2 u(s, x_0) - \nabla^2 u(t_0, x_0)|| + ||b||_{\infty}||\nabla_x u(s, x_0) - \nabla_x u(t_0, x_0)||$$

$$+ ||\kappa||_{\infty} \int_{|z| \leq 1} \left( \int_0^1 |\nabla^2 u(s, x_0 + \theta z) - \nabla^2 u(t_0, x_0 + \theta z)||d\theta \right) |z|^{2 \alpha - d - 3} \, dz$$

$$+ ||\kappa||_{\infty} \int_{|z| > 1} |u(s, x_0 + z) - u(s, x_0) - u(t_0, x_0 + z) + u(t_0, x_0)| \cdot |z|^{-d - 3} \, dz.$$  

Since $s \mapsto \nabla_x^j u(s, x), j = 0, 1, 2$ are continuous, by dividing both sides of (6.3) by $t - t_0$ and letting $t \downarrow t_0$, we obtain

$$0 \leq \delta + \lim_{t \to t_0} \frac{1}{t - t_0} \int_{t_0}^t |\mathcal{L}_s u(s, \cdot)(x_0) - \mathcal{L}_s u(t_0, \cdot)(x_0)| \, ds = \delta < 0,$$

which is impossible. In other words, the infimum is achieved at terminal time $T$, and (6.1) holds.
Next, we need to drop the restriction \((6.2)\). Let
\[
f(x) := (1 + |x|^2)\beta, \quad \beta \in (0, \alpha/2).
\]
For \(\varepsilon, \delta > 0\), define
\[
u_{\varepsilon, \delta}(t, x) := u(t, x) + \delta(T - t) + \varepsilon e^{-t}f(x).
\]
By easy calculations, one sees that for some \(C > 0\),
\[
|L_t f(x)| \leq C(1 + |x|^{\beta}),
\]
and
\[
\partial_t u_{\delta, \varepsilon}(t, x) + L_t u_{\delta, \varepsilon}(t, x) \leq -\delta + \varepsilon e^{-t}(L_t f(x) - f(x)) \leq -\delta/2 < 0,
\]
provided \(\varepsilon\) being small enough so that \(\varepsilon e^{-t}(L_t f(x) - f(x)) < \delta/2\). Moreover, clearly
\[
\lim_{x \to \infty} |\nu_{\varepsilon, \delta}(t, x)| = \infty.
\]
Hence, by what we have proved,
\[
\nu_{\varepsilon, \delta}(t, x) \geq 0.
\]
By letting \(\varepsilon \to 0\) and then \(\delta \to 0\), we obtain \((6.1)\).

**6.2. Proof of Theorem 2.3.** Let \(A\) be a \(d \times d\) positive definite matrix and \(Z_A(x)\) the \(d\)-dimensional Gaussian density function with covariance matrix \(A\), i.e.,
\[
Z_A(x) := \frac{e^{-(A^{-1}x, x)/2}}{(2\pi)^d \det(A)},
\]
where \(\det(A)\) denotes the determinant of \(A\). For \(x, y, z \in \mathbb{R}^d\) and \(t < s\), define
\[
A_{t,s}(y) := \int_t^s a_r(y)dr \quad \text{and} \quad Z_{s}(t, x; s, z) := Z_{A_{t,s}(y)}(z - x).
\]
Clearly, for each fixed \(y\), \(Z_s(t, x; s, z)\) is smooth in \((x, z)\) and Lipschitz continuous in \(t\) and \(s\). By definition and \((1.10)\), for each \(j \in \mathbb{N}_0\), there are constants \(C_j, \lambda_j > 0\) only depending on \(d\) and \(c_2\) such that for all \(x, y, z \in \mathbb{R}^d\) and \(t < s\),
\[
|\nabla^j Z_s(t, x; s, z)| \leq C_j \xi_{s-t}(s - t, z - x).
\]
Moreover, it is easy to see that \(Z_s(t, x; s, z)\) satisfies the following equation: for fixed \(s > 0\) and Lebesgue almost all \(t \in (0, s]\),
\[
\partial_s Z_s(t, x; s, z) + L_t a(\cdot, y) Z_s(t, x; s, z)(x) = 0, \quad x, y, z \in \mathbb{R}^d.
\]
Now, let us define
\[
Z_0(t, x; s, y) := Z_s(t, x; s, y).
\]
The following lemma establishes the Hölder continuity of \(\nabla^j Z_0(t, x; s, y)\) in \(y\) for every \(j \geq 0\).

**Lemma 6.2.** Under \((H^4)\), for each \(T > 0, j \in \mathbb{N}_0\) and \(\beta' \in (0, \beta)\), there exist constants \(C_j, \lambda_j > 0\) depending on \(T, d, c_1\) and \(c_2\) such that for all \(x, y \in \mathbb{R}^d\) and \(0 \leq t < s \leq T\),
\[
|\nabla^j Z_0(t, x; s, y) - \nabla^j Z_0(t, x; s, y')| \leq C_j |y - y'|^{\beta'} (\xi_{s-t} \beta' (s - t, y - x) + \xi_{s-t} \beta' (s - t, y' - x)).
\]
Proof. Observe that by the chain rule,
\[ \nabla^j Z_A(x) = H_j(A^{-1}, x)Z_A(x), \]
where \( H_j(A, x) \) is a vector valued polynomial of \( A, x \), and has the following property
\[ H_j(\ell^2 A, \ell^{-1} x) = \ell^j H_j (A, x), \quad \ell > 0. \] (6.9)
Thus by the definition of \( Z_0 \), we have
\[ \nabla^j Z_0(t, x; s, y) = H_j(A^{-1}, y - x)Z_{A,0}(y - x). \] (6.10)
Due to (1.10), there is a constant \( C > 0 \) such that for all \( 0 < t < s \),
\[ C^{-1}(s - t)^d \leq \det(A_{t,s}(y)) \leq C(s - t)^d, \] (6.11)
and
\[ \langle A_{t,s}^{-1}(y)z, z \rangle > \beta \|z\|^2/(s - t), \quad |A_{t,s}^{-1}(y)z| \leq C\|z\|/(s - t). \] (6.12)
Let us denote the left hand side of (6.8) by \( \mathcal{I} \). Let \( \delta > 0 \) be a small number, whose value will be determined below. We consider two cases:

(Case \(|y - y'| > \delta \wedge \sqrt{s - t}\)). In this case, by (6.5) we have
\[ \mathcal{I} \leq |\xi_{t,s}(y - x) + \xi_{t,s}(s - t, y - x)| \leq |y - y'|^{\beta} \left( |\xi_{t,s}(s - t, y - x)| + |\xi_{t,s}(s - t, y - x)| \right). \]
(Case \(|y - y'| \leq \delta \wedge \sqrt{s - t}\)). In this case, by (6.10) we have
\[ \mathcal{I} \leq \left| \frac{H_j(A_{t,s}^{-1}(y), y - x)}{\sqrt{\det(A_{t,s}(y))}} \right| e^{-\langle A_{t,s}^{-1}(y), y - x \rangle} - e^{-\langle A_{t,s}^{-1}(y), y - x \rangle} \]
\[ + \left| \frac{H_j(A_{t,s}^{-1}(y), y - x)}{\sqrt{\det(A_{t,s}(y))}} - \frac{H_j(A_{t,s}^{-1}(y'), y' - x)}{\sqrt{\det(A_{t,s}(y'))}} \right| e^{-\langle A_{t,s}^{-1}(y'), y' - x \rangle} =: \mathcal{I}_1 + \mathcal{I}_2. \]

For \( \mathcal{I}_1 \), notice that
\[ R := |\langle A_{t,s}^{-1}(y)x - y \rangle - \langle A_{t,s}^{-1}(y')x - y' \rangle| \leq C_0(s - t)^{-1}(|y - y'|^{\beta} |y - x|^{2} + |y - y'|(|y - x| + |y' - x|)) \leq (C_0^{2\beta} + \frac{1}{4})|y - x|^2/(s - t) + C, \]
where \( \lambda \) is the same as in (6.12), and by (6.9) and (6.12),
\[ |H_j(A_{t,s}^{-1}(y))| \leq C(s - t)^{-\beta/2} h_j(|y|/\sqrt{s - t}), \]
where \( h_j \) is a \( j \)-order real polynomial. Thus in view of \( e^R - 1 \leq Re^R \) for all \( R > 0 \), by (6.11) and choosing \( \delta \) small enough so that \( C_0^{2\beta} = \frac{1}{4} \), we have
\[ \mathcal{I}_1 \leq (s - t)^{-\beta/2} h_j(|y - x|/\sqrt{s - t}) \cdot \xi_{t,s}(s - t, y - x) \cdot (e^R - 1) \leq (s - t)^{-\beta/2} h_j(|y - x|/\sqrt{s - t}) \cdot \xi_{t,s}(s - t, y - x) \times (s - t)^{-1}(|y - y'|^{\beta} |y - x| + |y - y'|(|y - x| + |y' - x|)) \leq |y - y'|^{\beta} \xi_{t,s}(s - t, y - x), \]
where we have used the fact that \( |y - y'| \leq \sqrt{s - t} \). Similarly, one can show
\[ \mathcal{I}_2 \leq |y - y'|^{\beta} \xi_{t,s}(s - t, y' - x). \]
Combining the above calculations, we get (6.8). □
The classical Levi’s freezing coefficients method suggests that the heat kernel $Z$ of $\mathcal{L}_t^\alpha$ takes the following form:

$$Z(t, x; s, y) = Z_0(t, x; s, y) + \int_0^t \int_{\mathbb{R}^d} Z(t, x; r, z) Q(r, z; s, y) dz dr,$$

where $Q$ satisfies the following integro-equation:

$$Q(t, x; s, y) = Q_0(t, x; s, y) + \int_0^t \int_{\mathbb{R}^d} Q(t, x; r, z) Q(r, z; s, y) dz dr$$

with

$$Q_0(t, x; s, y) := (L_t^\alpha - L_t^\alpha(\cdot)) Z_0(t, \cdot; s, y)(x) = \sum_{i,j=1}^d \left( a_{ij}^x(x) - a_{ij}^y(y) \right) \partial_{x,k}^2 Z_0(t, x; s, y).$$

Let us first solve the integral equation (6.14).

**Lemma 6.3.** For each $n \in \mathbb{N}$, define $Q_n(t, x; s, y)$ recursively by

$$Q_n(t, x; s, y) := \sum_{i,j=1}^d \left( a_{ij}^x(x) - a_{ij}^y(y) \right) \partial_{x,k}^2 Z_0(t, x; s, y).$$

Under (H$^a$), the series $Q(t, x; s, y) := \sum_{n=0}^\infty Q_n(t, x; s, y)$ is locally uniformly and absolutely convergent, and solves the integral equation (6.14). Moreover,

$$Q(t, x; s, y) = Q_0(t, x; s, y) + \int_0^t \int_{\mathbb{R}^d} Q(t, x; r, z) Q_0(r, z; s, y) dz dr,$$

and for any $T > 0$, on $\mathbb{D}_0^T$, we have

$$|Q(t, x; s, y)| \leq C_{\xi,\lambda,\beta-2}(s-t; y-x),$$

and, for any $\beta' \in (0, \beta)$,

$$|Q(t, x_1; s, y) - Q(t, x_2; s, y)| \leq C|x_1 - x_2|^{\beta'} \sum_{i=1,2} \xi_{\lambda,\beta' - 2}(s-t; y-x),$$

$$|Q(t, x; s, y_1) - Q(t, x; s, y_2)| \leq C|y_1 - y_2|^{\beta'} \sum_{i=1,2} \xi_{\lambda,\beta' - 2}(s-t; y_1 - y).$$

**Proof.** (i) First of all, by (6.5) and (H$^\alpha$), there exist $C_0, \lambda > 0$ such that

$$|Q_0(t, x; s, y)| \leq C_0 \xi_{\lambda,\beta-2}(s-t; y-x).$$

We use induction to prove that for all $n \in \mathbb{N}$, $0 \leq t < s$ and $x, y \in \mathbb{R}^d$,

$$|Q_{n-1}(t, x; s, y)| \leq \frac{(C_0 \Gamma(\beta/2))^n}{(\lambda/\pi)^{(\alpha-1)/2} \Gamma(n\beta/2)} \xi_{\lambda,\beta-2}(s-t; y-x),$$

where $\Gamma$ is the usual Gamma function, and

$$Q_n(t, x; s, y) = \int_0^t \int_{\mathbb{R}^d} Q_{n-1}(t, x; r, z) Q_0(r, z; s, y) dz dr.$$

Suppose that (6.22) and (6.23) hold for some $n \in \mathbb{N}$. Let $\gamma_n := \frac{(C_0 \Gamma(\beta/2))^n}{(\lambda/\pi)^{(\alpha-1)/2} \Gamma(n\beta/2)}$. By (6.21), (6.22), and (2.7), we have

$$|Q_n(t, x; s, y)| \leq C_0 \gamma_n \int_t^s (r-t)^{\beta - 1}(s-r)^{\alpha-1} \int_{\mathbb{R}^d} \xi_{\lambda,0}(r-t, z-x) \xi_{\lambda,0}(s-r, y-z) dz dr$$

$$= C_0 (\pi \lambda^{-1})^{d/2} \gamma_n \xi_{\lambda,0}(s-t, y-x) \int_t^s (r-t)^{\beta - 1}(s-r)^{\alpha-1} dr$$

$$= C_0 (\pi \lambda^{-1})^{d/2} \gamma_n \xi_{\lambda,(n+1)\beta-2}(s-t, y-x) \mathcal{B}(\alpha, \beta) = \gamma_{n+1} \xi_{\lambda,(n+1)\beta-2}(s-t, y-x),$$
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where in the last step we have used $\mathcal{B}(\frac{m}{2}, \frac{\beta}{2}) = \Gamma(\frac{\beta}{2})\Gamma(\frac{m+\beta}{2})/\Gamma(\frac{m+1}{2})$. Moreover, by the induction hypothesis and Fubini’s theorem, we have

$$\begin{align*}
Q_{n+1}(t, x, s, y) &= \int_t^\infty \int_{\mathbb{R}^d} Q_0(t, x; r, z) \int_{\mathbb{R}^d} Q_{n-1}(r, z; r', z')Q_0(r', z'; s, y)dz'dr'dz
\end{align*}$$

$$\begin{align*}
&= \int_t^\infty \int_{\mathbb{R}^d} \int_r^\infty \int_{\mathbb{R}^d} Q_0(t, x; r, z)Q_{n-1}(r, z; r', z')dz'drQ_0(r', z'; s, y)dz'
&= \int_t^\infty \int_{\mathbb{R}^d} Q_0(t, x; r', z')Q_0(r', z'; s, y)dz'dr'.
\end{align*}$$

Thus by (6.22), the series $Q = \sum_{n=0}^\infty Q_n$ is locally uniformly and absolutely convergent, and solves (6.14) and (6.17). Moreover, we also have the estimate (6.18).

(ii) Next, we prove (6.19). We first show that

$$|Q_0(t, x_1; s, y) - Q_0(t, x_2; s, y)| \leq |x_1 - x_2|^\beta \sum_{i=1,2} \xi_{\lambda, \beta-\beta-2}(s - t; y - x_i).$$

(6.24) If $|x_1 - x_2| > \sqrt{s - t}$, then by (6.21), one sees that (6.24) holds. If $|x_1 - x_2| \leq \sqrt{s - t}$, then by the definition of $Q_0$ and (6.5), we have for some $\theta \in [0, 1]$,

$$\begin{align*}
|Q_0(t, x_1; s, y) - Q_0(t, x_2; s, y)| &\leq |a_i(x_1) - a_i(x_2)| \cdot |\nabla^2 Z_0(t, x_1; s, y)|
+ |a_i(x_2) - a_i(y)| \cdot |\nabla^2 Z_0(t, x_1; s, y) - \nabla^2 Z_0(t, x_2; s, y)|
\leq |x_1 - x_2|^\beta |\xi_{\lambda-2}(s - t, y - x_1)| + |y - x_2|^\beta |x_1 - x_2|\xi_{\lambda-3}(s - t, y - x_2 - \theta(x_1 - x_2))
\leq |x_1 - x_2|^\beta \sum_{i=1,2} \xi_{\lambda, \beta-\beta-2}(s - t, y - x_i).
\end{align*}$$

Write

$$G(t, x; s, y) := \int_t^\infty \int_{\mathbb{R}^d} Q_0(t, x; r, z)Q(r, z; s, y)dzdr.$$

By (6.18) and (6.24), we have

$$\begin{align*}
|G(t, x_1; s, y) - G(t, x_2; s, y)| &\leq |x_1 - x_2|^\beta \int_t^\infty \int_{\mathbb{R}^d} \xi_{\lambda, \beta-2}(s - r, y - z)\sum_{i=1,2} \xi_{\lambda, \beta-\beta-2}(r - t, z - x_i)dzdr
\leq |x_1 - x_2|^\beta \sum_{i=1,2} \xi_{\lambda, \beta-\beta-2}(s - t, y - x_i).
\end{align*}$$

(6.25) Combining this with (6.24), we obtain (6.19).

(iii) We now show that on $D_0^T$,

$$\begin{align*}
|Q_0(t, x; s, y_1) - Q_0(t, x; s, y_2)| &\leq |y_1 - y_2|^\beta \sum_{i=1,2} \xi_{\lambda, \beta-\beta-2}(s - t, y_i - x).
\end{align*}$$

(6.26) If $|y_1 - y_2| > \sqrt{s - t}$, then by (6.21) again, one sees that (6.26) holds. If $|y_1 - y_2| \leq \sqrt{s - t}$, we write

$$\begin{align*}
|Q_0(t, x; s, y_1) - Q_0(t, x; s, y_2)| &\leq |a_i(y_1) - a_i(y_2)| \left( |\nabla^2 Z_0(t, x; s, y_1)| + |\nabla^2 Z_0(t, x; s, y_2)| \right)
+ \left( |a_i(x) - a_i(y_1)| \wedge |a_i(x) - a_i(y_2)| \right) |\nabla^2 Z_0(t, x; s, y_1) - \nabla^2 Z_0(t, x; s, y_2)| =: I_1 + I_2.
\end{align*}$$
For $I_1$, we have
\[
I_1 \leq |y_1 - y_2|^\beta \sum_{i=1,2} \xi_{\lambda,-2}(s-t, y_i - x) \leq |y_1 - y_2|^\beta \sum_{i=1,2} \xi_{\lambda,\beta' -2}(s-t, y_i - x).
\]

For $I_2$, by (6.8) we have
\[
I_2 \leq |y_1 - y_2|^\beta ([|y_1 - x|^\beta \wedge |y_2 - x|^\beta]) \sum_{i=1,2} \xi_{\lambda,\beta' -2}(s-t, y_i - x)
\]
\[
\leq |y_1 - y_2|^\beta \sum_{i=1,2} \xi_{\lambda,\beta' -2}(s-t, y_i - x).
\]

Thus (6.26) is proven. Using (6.26) and as in (ii), we have (6.20). 

The following result can be derived in the same way as that in the proof of [18, Theorem 6, p.13] and so its proof is omitted here.

**Lemma 6.4.** Let $f: \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}$ be a measurable function and satisfy that for some $\gamma \in (0, 1)$
\[
|f(t, x) - f(t, x')| \leq C|x - x'|^\gamma.
\]
Fix $s > 0$ and define $V(t, x) := \int_t^s \int_{\mathbb{R}^d} Z_0(t, x; r, z) f(r, z) dz dr$. Then we have the following conclusions:

(i) The mapping $(t, x) \mapsto \nabla_x^2 V(t, x)$ is continuous on $[0, s) \times \mathbb{R}^d$ and
\[
\nabla_x^2 V(t, x) = \int_t^s \int_{\mathbb{R}^d} \nabla_x^2 Z_0(t, x; r, z) f(r, z) dz dr,
\]
where the integral in the right hand side is understood in the sense of double integral.

(ii) For Lebesgue-almost all $t \in [0, s]$ and $x \in \mathbb{R}^d$,
\[
\partial_t V(t, x) + \mathcal{L}^{\alpha(y)} V(t, x) + f(t, x) = 0.
\]

Now we are ready to give

**Proof of Theorem [2.3]** We need to check $Z(t, x; s, y)$ defined by (6.13) has all the stated properties. Let
\[
\Phi(t, x; s, y) := \int_t^s \int_{\mathbb{R}^d} Z_0(t, x; r, z) Q(r, z; s, y) dz dr.
\]

(1) By (6.5) and (6.18), we have
\[
|\Phi(t, x; s, y)| \leq \int_t^s \int_{\mathbb{R}^d} \xi_{t,0}(r - t, z - x) \xi_{t,\beta -2}(s - r, y - z) dz dr
\]
\[
\leq \left( \int_t^s (s - r)^{\frac{\beta - 1}{2}} dz \right) \xi_{t,0}(s - t, y - x) \leq \xi_{t,\beta +1}(s - t, y - x),
\]
which together with (6.5) gives the upper bound of (2.21).

In view of (6.19), by (6.27), for $j = 1, 2$, we may write
\[
\nabla_x^j \Phi(t, x; s, y) = \int_t^s \int_{\mathbb{R}^d} \nabla_x^j Z_0(t, x; r, z) Q(r, z; s, y) dz dr
\]
\[
+ \int_t^{\frac{s + t}{2}} \int_{\mathbb{R}^d} \nabla_x^j Z_0(t, x; r, z) (Q(r, z; s, y) - Q(r, x; s, y)) dz dr
\]
\[
+ \int_t^s \left( \int_{\mathbb{R}^d} \nabla_x^j Z_0(t, x; r, z) dz \right) Q(r, x; s, y) dr =: I_1 + I_2 + I_3.
\]
For $I_1$, by (6.5) and (6.18), we have
\[
|I_1| \leq \int_t^{s+1} \int_{\mathbb{R}^d} |\nabla_t^j Z_0(t, x; r, z)| \cdot |Q(r, z; s, y)| \, dz \, dr \\
\leq \int_t^{s+1} \int_{\mathbb{R}^d} \xi_{\lambda, j}(r - t, z - x) \xi_{\lambda, j}(s - r, y - z) \, dz \, dr \\
\leq \left( \int_t^{s+1} (r - t)^{\frac{\beta}{2}} (s - r)^{\frac{\beta - 1}{2}} \, dr \right) \xi_{\lambda, j}(s - t, y - x) \leq \xi_{\lambda, j}(s - t, y - x).
\]

For $I_2$, by (6.5) and (6.19), we have
\[
|I_2| \leq \int_t^{s+1} \int_{\mathbb{R}^d} \xi_{\lambda, j}(r - t, z - x) |z - x|^{\beta} \left( \xi_{\lambda, j}(s - r, y - z) + \xi_{\lambda, j}(s - r, y - x) \right) \, dz \, dr \\
\leq \int_t^{s+1} \int_{\mathbb{R}^d} \xi_{\lambda, j/2}(r - t, z - x) \left( \xi_{\lambda, j/2}(s - r, y - z) + \xi_{\lambda, j/2}(s - r, y - x) \right) \, dz \, dr \\
\leq \left( \int_t^{s+1} (r - t)^{\frac{\beta}{2}} \, dr \right) \xi_{\lambda, j/2}(s - t, y - x) \leq \xi_{\lambda, j/2}(s - t, y - x).
\]

For $I_3$, noticing that for each $y \in \mathbb{R}^d$,
\[
\int_{\mathbb{R}^d} \nabla_t^j Z_0(t, x; r, z) \, dz = \nabla_x^j \int_{\mathbb{R}^d} Z_{A, t}(y) (r - t, z - x) \, dz = 0,
\]
by calculations as in Lemma 6.2, we have
\[
\left| \int_{\mathbb{R}^d} \nabla_t^j Z(t, x; r, z) \, dz \right| = \left| \int_{\mathbb{R}^d} \nabla_t^j Z_{A, t}(y) (r - t, z - x) - \nabla_t^j Z_{A, t}(x) (r - t, z - x) \, dz \right| \\
\leq \int_{\mathbb{R}^d} |z - x|^{\beta} \xi_{\lambda, j}(r - t, z - x) \, dz \leq (r - t)^{\frac{\beta}{2}}. \quad (6.31)
\]
Therefore,
\[
|I_3| \leq \int_t^{s+1} (r - t)^{\frac{\beta}{2}} \xi_{\lambda, j}(s - r, y - x) \, dr \leq \xi_{\lambda, j}(s - t, y - x).
\]

Combining the above calculations, we obtain
\[
|\nabla_t^j \Phi(t, x; s, y)| \leq \xi_{\lambda, j}(s - t, y - x),
\]
which together with (6.5) yields (2.15).

(2) By (6.5), (6.20) and (2.8), we have for $j = 0, 1$,
\[
|\nabla_t^j \Phi(t, x; s, y) - \nabla_t^j \Phi(t, x; s, y')| \\
\leq |y - y'|^{\beta} \int_t^{s+1} \xi_{\lambda, j}(r - t, z - x) \left( \xi_{\lambda, j}(s - r, y' - z) + \xi_{\lambda, j}(s - r, y - z) \right) \, dz \, dr \\
\leq |y - y'|^{\beta} \left( \xi_{\lambda, j}(s - t, y - x) + \xi_{\lambda, j}(s - t, y' - x) \right),
\]
which together with (6.13) and (6.8) implies (2.16).

(3) In view of (6.29), it suffices to show that
\[
\lim_{|z| \to 0} \sup_{x \in \mathbb{R}^d} \left| \int_{\mathbb{R}^d} Z_0(t, x; s, y) f(y) \, dy - f(x) \right| = 0. \quad (6.32)
\]
Notice that (see (6.31))
\[
\left| \int_{\mathbb{R}^d} Z_0(t, x, s, y) dy - 1 \right| = \left| \int_{\mathbb{R}^d} Z_{\alpha, (\cdot)}(t, x, s, y) - Z_{\alpha, (\cdot)}(t, x, s, y) dy \right|
\leq \int_{\mathbb{R}^d} |y - \chi^p \xi_{i,0}(s - t, y - x)| dy \leq (s - t)^\beta.
\]
Thus to prove (6.32), it reduces to show
\[
\lim_{|t - s| \to 0} \sup_{x \in \mathbb{R}^d} \left| \int_{\mathbb{R}^d} Z_0(t, x, s, y)(f(y) - f(x)) dy \right| = 0.
\]
Since \( f \) is uniformly continuous, for any \( \varepsilon > 0 \), there exists a \( \delta > 0 \) such that for all \( |y - x| < \delta \),
\[
|f(y) - f(x)| \leq \varepsilon.
\]
Therefore, by (6.5), we have
\[
\left| \int_{\mathbb{R}^d} Z_0(t, x, s, y)(f(y) - f(x)) dy \right| \leq \left( \int_{|y - x| < \delta} + \int_{|y - x| > \delta} \right) Z_0(t, x; s, y)|f(y) - f(x)| dy
\leq \varepsilon \int_{|y - x| < \delta} Z_0(t, x; s, y) dy + 2\|f\| \int_{|y - x| > \delta} Z_0(t, x; s, y) dy
\leq \varepsilon \int_{|y - x| < \delta} \xi_{i,0}(s - t, y - x) dy + 2\|f\| \int_{|y - x| > \delta} \xi_{i,0}(s - t, y - x) dy
\leq \varepsilon \int_{\mathbb{R}^d} \xi_{i,0}(s - t, y - x) dy + 2\|f\| \int_{|y - x| > \delta} (s - t)^{\alpha/2} \int_{|y - x| > \delta} |y - x|^{-d-\alpha} dy
\leq \varepsilon + 2\|f\| (s - t)^{\alpha/2} \delta^{-\alpha}.
\]
Letting \( |t - s| \to 0 \) and then \( \varepsilon \to 0 \), we get the desired limit.

(4) and (5). By (6.6) and (6.28), it is easy to see that for fixed \( s > 0 \) and Lebesgue almost all \( t \in [0, s] \),
\[
\partial_t Z(t, x; s, y) + \mathcal{L}_t^a Z(t, \cdot; s, y)(x) = 0, \quad x, y \in \mathbb{R}^d,
\]
that is, equation (2.14) holds. In particular, if we let \( P_{t,s}^{(Z)} f(x) := \int_{\mathbb{R}^d} Z(t, x; s, y) f(y) dy \) and then for bounded continuous function \( f \) on \( \mathbb{R}^d \), \( (t, x) \mapsto \nabla_x^a P_{t,s}^{(Z)} f(x) \) is continuous and
\[
\partial_t P_{t,s}^{(Z)} f(x) + \mathcal{L}_t^a P_{t,s}^{(Z)} f(x) = 0, \quad \lim_{t \uparrow r} P_{t,s}^{(Z)} f(x) = P_{r,s}^{(Z)} f(x) \text{ for } r \in (0, s].
\]
On the other hand, since \( t \mapsto P_{t,r}^{(Z)} P_{r,s}^{(Z)} f(x) \) satisfies the same equation with the same final value, by Theorem 6.1, we get (2.18). Moreover, if we take \( f \equiv 1 \), then we get (2.19). The same reason yields the non-negativity of \( Z(t, x; s, y) \).

(6) Fix \( s > 0 \). For \( f \in C^2_b(\mathbb{R}^d) \), set
\[
u(t, x) := f(x) + \int_0^t P_{t,r}^{(Z)} \mathcal{L}_r^a f(x) dr, \quad t \in [0, s].
\]
Then we have
\[
\mathcal{L}_t^a \nu(t, x) = \mathcal{L}_t^a f(x) + \int_0^t \mathcal{L}_t^a P_{t,r}^{(Z)} \mathcal{L}_r^a f(x) dr.
\]
Integrating both sides from \( t_0 \) to \( s \) with respect to \( t \) and by Fubini’s theorem, we obtain
\[
\int_{t_0}^s \mathcal{L}_t^a \nu(t, x) dt = \int_{t_0}^s \mathcal{L}_t^a f(x) dt + \int_{t_0}^s \int_{t_0}^t \mathcal{L}_t^a P_{t,r}^{(Z)} \mathcal{L}_r^a f(x) dr dt.
\]
\[
= \int_{t_0}^{s} \mathcal{L}_i f(x)dt + \int_{t_0}^{s} \int_{t_0}^{r} \mathcal{L}_t^{(Z)} \mathcal{L}_r^{(Z)} f(x)dr
= \int_{t_0}^{s} P^{(Z)}_{t,r} \mathcal{L}_r^{(Z)} f(x)dr = u(t_0, x) - f(x).
\]

In particular, for almost all \( t \in [0, s] \) and \( x \in \mathbb{R}^d \),
\[
\partial_t u(t, x) + \mathcal{L}_t^{(Z)} u(t, x) = 0, \quad \lim_{t \to t_0} u(t, x) = f(x).
\]

Using Theorem 6.1 once again (uniqueness), we obtain
\[
u(t, x) = P^{(Z)}_{t,s} f(x).
\]

(7) The upper bound estimate has been shown in (1). We only need to prove the lower bound estimate. By definition, one sees that for \( |x - y| \leq (s - t)^{1/2} \),
\[
Z_0(t, x; s, y) \geq C_0(s - t)^{-d/2},
\]
and
\[
Z(t, x; s, y) \geq Z_0(t, x; s, y) - |\Phi(t, x; s, y)| \geq C_0(s - t)^{-d/2} - C_1(s - t)^{(\beta + 1 - d)/2}, \tag{6.33}
\]
which has a lower bound \( C_0^2 (s - t)^{-d/2} \) provided \( C_1(s - t)^{(\beta + 1)/2} \leq C_0^2 \). Since \( Z(t, x; s, y) \) is non-negative, such an on-diagonal lower bound estimate together with C-K equation and a standard chain argument yields the lower bound estimate (2.21) (see [17] or the proof of Lemma 5.2).

(8) Finally, we need to show the uniqueness of \( Z(t, x; s, y) \). Suppose that \( \tilde{Z}(t, x; s, y) \) is another kernel that solves (2.14) and has property (2.15). Then for bounded continuous function \( f \) on \( \mathbb{R}^d \) and \( s > 0 \), \( w(t, x) := \int_{\mathbb{R}^d} \tilde{Z}(t, x; s, y) f(y)dy \) is continuous and
\[
\partial_t w(t, x) + \mathcal{L}_t^{(Z)} w(t, x) = 0, \quad \lim_{t \to t_0} w(t, x) = f(x).
\]

It follows from Theorem 6.1 that \( w(t, x) = P^{(Z)}_{t,s} f(x) \) and so \( \tilde{Z}(t, x; s, y) = Z(t, x; s, y) \). The proof of Theorem 6.4 is now complete. \( \square \)
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