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Abstract

Many different types of features have been shown to improve accuracy in parse reranking. A class of features that thus far has not been considered is based on a projection of the syntactic structure of a translation of the text to be parsed. The intuition for using this type of bitext projection feature is that ambiguous structures in one language often correspond to unambiguous structures in another. We show that reranking based on bitext projection features increases parsing accuracy significantly.

1 Introduction

Parallel text or bitext is an important knowledge source for solving many problems such as machine translation, cross-language information retrieval, and the projection of linguistic resources from one language to another. In this paper, we show that bitext-based features are effective in addressing another NLP problem, increasing the accuracy of statistical parsing. We pursue this approach for a number of reasons. First, one limiting factor for syntactic approaches to statistical machine translation is parse quality (Quirk and Corston-Oliver, 2006). Improved parses of bitext should result in improved machine translation. Second, as more and more texts are available in several languages, it will be increasingly the case that a text to be parsed is itself part of a bitext. Third, we hope that the improved parses of bitext will serve as higher quality training data for improving monolingual parsing using a process similar to self-training (McClosky et al., 2006).

It is well known that different languages encode different types of grammatical information (agreement, case, tense etc.) and that what can be left unspecified in one language must be made explicit in another. This information can be used for syntactic disambiguation. However, it is surprisingly hard to do this well. We use parses and alignments that are automatically generated and hence imperfect. German parse quality is considered to be worse than English parse quality, and the annotation style is different, e.g., NP structure in German is flatter.

We conduct our research in the framework of N-best parse reranking, but apply it to bitext and add only features based on syntactic projection from German to English. We test the idea that, generally, English parses with more isomorphism with respect to the projected German parse are better. The system takes as input (i) English sentences with a list of automatically generated syntactic parses, (ii) a translation of the English sentences into German, (iii) an automatically generated parse of the German translation, and (iv) an automatically generated word alignment. We achieve a significant improvement of 0.66 $F_1$ (absolute) on test data.

The paper is organized as follows. Section 2 outlines our approach and section 3 introduces the model. Section 4 describes training and section 5 presents the data and experimental results. In section 6, we discuss previous work. Section 7 analyzes our results and section 8 concludes.
2 Approach

Consider the English sentence “He saw a baby and a woman who had gray hair”. Suppose that the baseline parser generates two parses, containing the NPs shown in figures 1 and 2, respectively, and that the semantically more plausible second parse in figure 2 is correct. How can we determine that the second parse should be favored? Since we are parsing bitext, we can observe the German translation which is “Er sah ein Baby und eine Frau, die graue Haare hatte” (glossed: “he saw a baby and a woman, who gray hair had”). The singular verb in the subordinate clause (“hatte”: “had”) indicates that the subordinate S must be attached low to “woman” ("Frau") as shown in figure 3.

We follow Collins’ (2000) approach to discriminative reranking (see also (Riezler et al., 2002)). Given a new sentence to parse, we first select the best N parse trees according to a generative model. Then we use new features to learn discriminatively how to rerank the parses in this N-best list. We use features derived using projections of the 1-best German parse onto the hypothesized English parse under consideration.

In more detail, we take the 100 best English parses from the BitPar parser (Schmid, 2004) and rerank them. We have a good chance of finding the optimal parse among the 100-best\(^1\). An automatically generated word alignment determines translational correspondence between German and English. We use features which measure syntactic divergence between the German and English trees to try to rank the English trees which have less divergence higher. Our test set is 3718 sentences from the English Penn treebank (Marcus et al., 1993) which were translated into German. We hold out these sentences, and train BitPar on the remaining Penn treebank training sentences. The average \(F_1\) parsing accuracy of BitPar on this test set is 87.89\%, which is our baseline\(^2\). We implement features based on projecting the German parse to each of the English 100-best parses in turn via the word alignment. By performing cross-validation and measuring test performance within each fold, we compare our new system with the baseline on the 3718 sentence set. The overall test accuracy we reach is 88.55\%, a statistically significant improvement over baseline of 0.66.

Given a word alignment of the bitext, the system performs the following steps for each English sentence to be parsed:

(i) run BitPar trained on English to generate 100-best parses for the English sentence
(ii) run BitPar trained on German to generate the 1-best parse for the German sentence
(iii) calculate feature function values which measure different kinds of syntactic divergence
(iv) apply a model that combines the feature function values to score each of the 100-best parses
(v) pick the best parse according to the model

3 Model

We use a log-linear model to choose the best English parse. The feature functions are functions on the hypothesized English parse \(e\), the German parse \(g\), and the word alignment \(a\), and they assign a score (varying between 0 and infinity) that measures syntactic divergence. The alignment of a sentence pair is a function that, for each English word, returns a set of German words that the English word is aligned with as shown here for the sentence pair from section 2:

Er sah ein Baby und eine Frau, die graue Haare hatte

He{1} saw{2} a{3} baby{4} and{5} a{6} woman{7} who{9} had{12} gray{10} hair{11}

Feature function values are calculated either by taking the negative log of a probability, or by using a heuristic function which scales in a similar fash-

\(^1\)Using an oracle to select the best parse results in an \(F_1\) of 95.90, an improvement of 8.01 absolute over the baseline.

\(^2\)The test set is very challenging, containing English sentences of up to 99 tokens.
The form of the log-linear model is shown in eq. 1. There are \( M \) feature functions \( h_1, \ldots, h_M \). The vector \( \lambda \) is used to control the contribution of each feature function.

\[
p_\lambda(e|g, a) = \frac{\exp(-\sum_i \lambda_i h_i(e, g, a))}{\sum_{e'} \exp(-\sum_i \lambda_i h_i(e', g, a))} \quad (1)
\]

Given a vector of weights \( \lambda \), the best English parse \( \hat{e} \) can be found by solving eq. 2. The model is trained by finding the weight vector \( \lambda \) which maximizes accuracy (see section 4).

\[
\hat{e} = \arg\max_e p_\lambda(e|g, a) = \arg\min_e \exp\left(\sum_i \lambda_i h_i(e, g, a)\right) \quad (2)
\]

### 3.1 Feature Functions

The basic idea behind our feature functions is that any constituent in a sentence should play approximately the same syntactic role and have a similar span as the corresponding constituent in a translation. If there is an obvious disagreement, it is probably caused by wrong attachment or other syntactic mistakes in parsing. Sometimes in translation the syntactic role of a given semantic constituent changes; we assume that our model penalizes all hypothesized parses equally in this case. For the initial experiments, we used a set of 34 probabilistic and heuristic feature functions.

**BitParLogProb** (the only monolingual feature) is the negative log probability assigned by BitPar to the English parse. If we set \( \lambda_1 = 1 \) and \( \lambda_i = 0 \) for all \( i \neq 1 \) and evaluate eq. 2, we will select the parse ranked best by BitPar.

In order to define our feature functions, we first introduce auxiliary functions operating on individual word positions or sets of word positions. Alignment functions take an alignment \( a \) as an argument. In the descriptions of these functions we omit \( a \) as it is held constant for a sentence pair (i.e., an English sentence and its German translation).

- \( f(i) \) returns the set of word positions of German words aligned with an English word at position \( i \).
- \( f'(i) \) returns the leftmost word position of the German words aligned with an English word at position \( i \), or zero if the English word is unaligned.
- \( f^{-1}(i) \) returns the set of positions of English words aligned with a German word at position \( i \).
less the head of the English left conjunct is aligned with the head of the German left conjunct and likewise the right conjuncts are aligned. Eq. 3 calculates the value of CrdBln.

\[
\sum_{i=1}^{l} \begin{cases} 
\text{tag}(i) = \text{CC} \land (n(f(i)) = 1) \\
\mid \text{mid2sib}(i) \mid \leq \text{mid2sib}(f'(i)) \\
\text{tag}(f'(i)) = \text{KON-CD} \\
\text{head}(\text{left}(f'(i))) \neq f'(\text{head}(\text{left}(i))) \lor \text{head}(\text{right}(f'(i))) \neq f'(\text{head}(\text{right}(i)))
\end{cases}
\]

(3)

Feature Q simply captures a mismatch between questions and statements. If an English sentence is parsed as a question but the parallel German sentence is not, or vice versa, the feature value is 1; otherwise the value is 0.

3.1.2 Span Projection Feature Functions

Span projection features calculate the percentage difference between a constituent’s span and the span of its projection. Span size is measured in characters or words. To project a constituent in a parse, we use the word alignment to project all word positions covered by the constituent and then look for the smallest covering constituent in the parse of the parallel sentence.

CrdPrj is a feature that measures the divergence in the size of coordination constituents and their projections. If we have a constituent (XP1 CC XP2) in English that is projected to a German coordination, we expect the English and German left conjuncts to span a similar percentage of their respective sentences, as should the right conjuncts. The feature computes a character-based percentage difference as shown in eq. 4.

\[
\sum_{i=1}^{l} \begin{cases} 
\text{tag}(i) = \text{CC} \land (n(f(i)) = 1) \\
\mid \text{mid2sib}(i) \mid \leq \text{mid2sib}(f'(i)) \\
\text{tag}(f'(i)) = \text{KON-CD} \\
\mid \text{head}(\text{left}(f'(i))) \neq f'(\text{head}(\text{left}(i))) \lor \text{head}(\text{right}(f'(i))) \neq f'(\text{head}(\text{right}(i)))
\end{cases}
\]

(4)

\[
\begin{align*}
\left| \frac{c(\Delta(\text{left}(i)))}{s} - \frac{c(\Delta(\text{left}(f'(i))))}{r} \right| \\
+ \left| \frac{c(\Delta(\text{right}(i)))}{s} - \frac{c(\Delta(\text{right}(f'(i))))}{r} \right|
\end{align*}
\]

(5)

The right conjunct in figure 3 is a POSParent that corresponds to the coordination NP in figure 1, contributing a score of 0.21, and to the right conjunct in figure 2, contributing a score of 0.04. For the two parses of the full sentences containing the NPs in figure 1 and figure 2, we sum over 7 POSParents and get a value of 0.27 for parse 1 and 0.11 for parse 2. The lower value for parse 2 correctly captures the fact that the first English parse has higher divergence than the second due to incorrect high attachment.

AbovePOSPrj is similar to POSParentPrj, but it is word-based and the projection direction is from English to German. Unlike POSParentPrj the feature value is calculated over all constituents above the POS level in the English tree.

Another span projection feature function is DTNNPrj, which projects English constituents of the form (NP(DT)(NN)). DTNN(i) is true if i is an NP immediately dominating only DT and NN. The feature computes a percentage difference which is word-based, shown in eq. 6.

\[
\sum_{i=1}^{l} \begin{cases} 
\text{DTNN}(i) \land (n(\Delta(i)) = 1) \\
\mid \text{DTNN}(i) \mid \leq \text{DTNN}(f'(i)) \\
\text{DTNN}(f'(i)) = \text{KON-CD} \\
\mid \text{head}(\text{left}(f'(i))) \neq f'(\text{head}(\text{left}(i))) \lor \text{head}(\text{right}(f'(i))) \neq f'(\text{head}(\text{right}(i)))
\end{cases}
\]

(6)

L is the number of constituents in the English tree. This feature is designed to disprefer parses...
where constituents starting with “DT NN”, e.g., (NP (DT NN NN NN)), are incorrectly split into two NPs, e.g., (NP (DT NN)) and (NP (NN NN NN)). This feature fires in this case, and projects the (NP (DT NN)) into German. If the German projection is a surprisingly large number of words (as should be the case if the German also consists of a determiner followed by several nouns) then the penalty paid by this feature is large. This feature is important as (NP (DT NN)) is a very common construction.

3.1.3 Probabilistic Feature Functions
We use Europarl (Koehn, 2005), from which we extract a parallel corpus of approximately 1.22 million sentence pairs, to estimate the probabilistic feature functions described in this section.

For the PDepth feature, we estimate English parse depth probability conditioned on German parse depth from Europarl by calculating a simple probability distribution over the 1-best parse pairs for each parallel sentence. A very deep German parse is unlikely to correspond to a flat English parse and we can penalize such a parse using PDepth. The index $i$ refers to a sentence pair in Europarl, as does $j$. Let $l_i$ and $m_i$ be the depths of the top BitPar ranked parses of the English and German sentences, respectively. We calculate the probability of observing an English tree of depth $l'$ given German tree of depth $m'$ as the maximum likelihood estimate, shown in eq. 7, where $\delta(z, z') = 1$ if $z = z'$ and 0 otherwise. To avoid noisy feature values due to outliers and parse errors, we bound the value of PDepth at 5 as shown in eq. 8.

$$p(l'|m') = \frac{\sum_j \delta(l', l_i) \delta(m', m_i)}{\sum_j \delta(m', m_j)}$$ (7)

$$\min(5, -\log_{10}(p(l'|m')))$$ (8)

The full parse of the sentence containing the English high attachment has a parse depth of 8 while the full parse of the sentence containing the English low attachment has a depth of 9. Their feature values given the German parse depth of 6 are $-\log_{10}(0.12) = 0.93$ and $-\log_{10}(0.14) = 0.84$. The wrong parse is assigned a higher feature value indicating its higher divergence.

The feature PTagEParentGPOSParent measures tagging inconsistency based on estimating the probability that for an English word at position $i$, the parent of its POS tag has a particular label. The feature value is calculated in eq. 9.

$$q(i, j) = p(\text{tag}(\text{up}(i))|\text{tag}(j), \text{tag}(\text{up}(j)))$$ (9)

$$\sum_{i=1}^{t} \min\{5, -\log_{10}(q(i, j))\}$$ (10)

Consider (S(NP(NN fruit))(VP(V flies))) and (NP(NN fruit)(NNS flies)) with the translation (NP(NNS Fruchtfliegen)). Assume that “fruit” and “flies” are aligned with the German compound noun “Fruchtfliegen”. In the incorrect English parse the parent of the POS of “fruit” is NP and the parent of the POS of “flies” is VP, while in the correct parse the parent of the POS of “fruit” is NP and the parent of the POS of “flies” is NP. In the German parse the compound noun is POS-tagged as an NNS and the parent is an NP. The probabilities considered for the two English parses are $p(\text{NP}|\text{NNS}, \text{NP})$ for “fruit” in both parses, $p(\text{VP}|\text{NNS}, \text{NP})$ for “flies” in the incorrect parse, and $p(\text{NP}|\text{NNS}, \text{NP})$ for “flies” in the correct parse. A German NNS in an NP has a higher probability of being aligned with a word in an English NP than with a word in an English VP, so the second parse will be preferred.

As with the PDepth feature, we use relative frequency to estimate this feature. When an English word is aligned with two words, estimation is more complex. We heuristically give each English and German pair one count. The value calculated by the feature function is the geometric mean\(^5\) of the pairwise probabilities, see eq. 10.

3.1.4 Other Features
Our best system uses the nine features we have described in detail so far. In addition, we implemented the following 25 other features, which did not improve performance (see section 7): (i) 7 “ptag” features similar to PTagEParentGPOSParent but predicting and conditioning on different combinations of tags (POS tag, parent of POS, grandparent of POS)

(ii) 10 “prj” features similar to POSParentPrj measuring different combinations of character and word percentage differences at the POS parent and

\(^5\)Each English word has the same weight regardless of whether it was aligned with one or with more German words.
POS grandparent levels, projecting from both English and German
(iii) 3 variants of the DTNN feature function
(iv) A NPPP feature function, similar to the DTNN feature function but trying to counteract a bias towards (NP (NP) (PP)) units
(v) A feature function which penalizes aligning clausal units to non-clausal units
(vi) The BitPar rank

4 Training

Log-linear models are often trained using the Maximum Entropy criterion, but we train our model directly to maximize $F_1$. We score $F_1$ by comparing hypothesized parses for the discriminative training set with the gold standard. To try to find the optimal $\lambda$ vector, we perform direct accuracy maximization, meaning that we search for the $\lambda$ vector which directly optimizes $F_1$ on the training set.

Och (2003) has described an efficient exact one-dimensional accuracy maximization technique for a similar search problem in machine translation. The technique involves calculating an explicit representation of the piecewise constant function $g_m(x)$ which evaluates the accuracy of the hypotheses which would be picked by eq. 2 from a set of hypotheses if we hold all weights constant, except for the weight $\lambda_m$, which is set to $x$. This is calculated in one pass over the data.

The algorithm for training is initialized with a choice for $\lambda$ and is described in figure 4. The function $F_1(\lambda)$ returns $F_1$ of the parses selected using $\lambda$. Due to space we do not describe step 8 in detail (see (Och, 2003)). In step 9 the algorithm performs approximate normalization, where feature weights are forced towards zero. The implementation of step 9 is straightforward given the $M$ explicit functions $g_m(x)$ created in step 8.

5 Data and Experiments

We used the subset of the Wall Street Journal investigated in (Atterer and Schütze, 2007) for our experiments, which consists of all sentences that have at least one prepositional phrase attachment ambiguity. This difficult subset of sentences seems particularly interesting when investigating the potential of information in bitext for improving parsing performance. The first 500 sentences of this set were translated from English to German by a graduate student and an additional 3218 sentences by a translation bureau. We withheld these 3718 English sentences (and an additional 1000 reserved sentences) when we trained BitPar on the Penn treebank.

Parses. We use the BitPar parser (Schmid, 2004) which is based on a bit-vector implementation (cf. (Graham et al., 1980)) of the Cocke-Younger-Kasami algorithm (Kasami, 1965; Younger, 1967). It computes a compact parse forest for all possible analyses. As all possible analyses are computed, any number of best parses can be extracted. In contrast, other treebank parsers use sophisticated search strategies to find the most probable analysis without examining the set of all possible analyses (Charniak et al., 1998; Klein and Manning, 2003). BitPar is particularly useful for N-best parsing as the N-best parses can be computed efficiently.

For the 3718 sentences in the translated set, we created 100-best English parses and 1-best German parses. The German parser was trained on the TIGER treebank. For the Europarl corpus, we created 1-best parses for both languages.

Word Alignment. We use a word alignment of the translated sentences from the Penn treebank, as well as a word alignment of the Europarl corpus. We align these two data sets together with data from the JRC Acquis (Steinberger et al., 2006) to try to obtain better quality alignments (it is well known that alignment quality improves as the amount of data increases (Fraser and Marcu, 2007)). We aligned approximately 3.08 million sentence pairs. We tried to obtain better alignment quality as alignment quality is a problem in many cases where syntactic projection would otherwise work well (Fossum and Knight, 2008).

\begin{figure}[h]
\centering
\begin{algorithm}
1: Algorithm TRAIN($\lambda$)
2: repeat
3: add $\lambda$ to the set $s$
4: let $t$ be a set of 1000 randomly generated vectors
5: let $\lambda = \arg\max_{\rho \in (s \cup t)} F_1(\rho)$
6: let $\lambda' = \lambda$
7: repeat
8: repeatedly run one-dimensional error minimization step (updating a single scalar of the vector $\lambda$) until no further error reduction
9: adjust each scalar of $\lambda$ in turn towards 0 such that there is no increase in error (if possible)
10: until no scalar in $\lambda$ changes in last two steps (8 and 9)
11: until $\lambda = \lambda'$
12: return $\lambda$
\end{algorithm}
\caption{Sketch of the training algorithm}
\end{figure}
To generate the alignments, we used Model 4 (Brown et al., 1993), as implemented in GIZA++ (Och and Ney, 2003). As is standard practice, we trained Model 4 with English as the source language, and then trained Model 4 with German as the source language, resulting in two Viterbi alignments. These were combined using the Grow Diag Final And symmetrization heuristic (Koehn et al., 2003).

### Experiments

We perform 7-way cross-validation on 3718 sentences. In each fold of the cross-validation, the training set is 3186 sentences, while the test set is 532 sentences. Our results are shown in Table 1. In row 1, we take the hypothesis ranked best by BitPar. In row 2, we train using the algorithm outlined in section 4. To cancel out any effect caused by a particularly effective or ineffective starting $\lambda$ value, we perform 5 trials each time. Columns 3 and 5 report the improvement over the baseline on train and test respectively. We reach an improvement of 0.56 over the baseline using the algorithm as described in section 4.

| System                    | Train   | +base | Test    | +base |
|---------------------------|---------|-------|---------|-------|
| 1 Baseline                | 87.89   |       | 87.89   |       |
| 2 Contrastive (5 trials/fold) | 88.70  | 0.82  | 88.45   | 0.56  |
| 3 Contrastive (greedy selection) | 88.82  | 0.93  | 88.55   | 0.66  |

Table 1: Average $F_1$ of 7-way cross-validation

Our initial experiments used many highly correlated features. For our next experiment we use greedy feature selection. We start with a $\lambda$ vector that is zero for all features, and then run the error minimization without the random generation of vectors (figure 4, line 4). This means that we add one feature at a time. This greedy algorithm winds up producing a vector with many zero weights. In row 3 of table 1, we used the greedy feature selection algorithm and trained using $F_1$, resulting in a performance of 0.66 over the baseline which is our best result. We performed a planned one-tailed paired t-test on the $F_1$ scores of the parses selected by the baseline and this system for the 3718 sentences (parses were taken from the test portion of each fold). We found that there is a significant difference with the baseline ($t(3717) = 6.42, p < .01$). We believe that using the full set of 34 features (many of which are very similar to one another) made the training problem harder without improving the fit to the training data, and that greedy feature selection helps with this (see also section 7).

### Previous Work

As we mentioned in section 2, work on parse reranking is relevant, but a vital difference is that we use features based only on syntactic projection of the two languages in a bitext. For an overview of different types of features that have been used in parse reranking see Charniak and Johnson (2005). Like Collins (2000) we use cross-validation to train our model, but we have access to much less data (3718 sentences total, which is less than 1/10 of the data Collins used). We use rich feature functions which were designed by hand to specifically address problems in English parses which can be disambiguated using the German translation.

Syntactic projection has been used to bootstrap treebanks in resource poor languages. Some examples of projection of syntactic parses from English to a resource poor language for which no parser is available are the works of Yarowsky and Ngai (2001), Hwa et al. (2005) and Goyal and Chatterjee (2006). Our work differs from theirs in that we are performing a parse reranking task in English using knowledge gained from German parses, and parsing accuracy is generally thought to be worse in German than in English.

Hopkins and Kuhn (2006) conducted research with goals similar to ours. They showed how to build a powerful generative model which flexibly incorporates features from parallel text in four languages, but were not able to show an improvement in parsing performance. After the submission of our paper for review, two papers outlining relevant work were published. Burkett and Klein (2008) describe a system for simultaneously improving Chinese and English parses of a Chinese/English bitext. This work is complementary to ours. The system is trained using gold standard trees in both Chinese and English, in contrast with our system which only has access to gold standard trees in English. Their system uses a tree alignment which varies within training, but this does not appear to make a large difference in performance. They use coarsely defined features which are language independent. We use several features similar to their two best performing sets of features, but in contrast with their work, we also define features which are specifically aimed at English disambiguation problems that we have observed can be resolved.
using German parses. They use an in-domain Chinese parser and out-of-domain English parser, while for us the English parser is in-domain and the German parser is out-of-domain, both of which make improving the English parse more difficult. Their Maximum Entropy training is more appropriate for their numerous coarse features, while we use Minimum Error Rate Training, which is much faster. Finally, we are projecting from a single German parse which is a more difficult problem. Fossum and Knight (2008) outline a system for using Chinese/English word alignments to determine ambiguous English PP-attachments. They first use an oracle to choose PP-attachment decisions which are ambiguous in the English side of a Chinese/English bitext, and then build a classifier which uses information from a word alignment to make PP-attachment decisions. No Chinese syntactic information is required. We use automatically generated German parses to improve English syntactic parsing, and have not been able to find a similar phenomenon for which only a word alignment would suffice.

7 Analysis

We looked at the weights assigned during the cross-validation performed to obtain our best result. The weights of many of the 34 features we defined were frequently set to zero. We sorted the features by the number of times the relevant λ scalar was zero (i.e., the number of folds of the cross-validation for which they were zero; the greedy feature selection is deterministic and so we do not run multiple trials). We then reran the same greedy feature selection algorithm as was used in table 1, row 3, but this time using only the top 9 feature values, which were the features which were active on 4 or more folds. The result was an improvement on train of 0.84 and an improvement on test of 0.73. This test result may be slightly overfit, but the result supports the inference that these 9 feature functions are the most important. We chose these feature functions to be described in detail in section 3. We observed that the variants of the similar features POSParentPrj and Above-POSPrj projected in opposite directions and measured character and word differences, respectively, and this complementarity seems to help.

We also tried to see if our results depended strongly on the log-linear model and training algorithm, by using the SVM-Light ranker (Joachims, 2002). In order to make the experiment tractable, we limited ourselves to the 8-best parses (rather than 100-best). Our training algorithm and model was 0.74 better than the baseline on train and 0.47 better on test, while SVM-Light was 0.54 better than baseline on train and 0.49 better on test (using linear kernels). We believe that the results are not unduly influenced by the training algorithm.

8 Conclusion

We have shown that rich bitext projection features can improve parsing accuracy. This confirms the hypothesis that the divergence in what information different languages encode grammatically can be exploited for syntactic disambiguation. Improved parsing due to bitext projection features should be helpful in syntactic analysis of bitexts (by way of mutual syntactic disambiguation) and in computing syntactic analyses of texts that have translations in other languages available.
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