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Abstract

Video anomaly detection is a challenging task because of diverse abnormal events. To this task, methods based on reconstruction and prediction are wildly used in recent works, which are built on the assumption that learning on normal data, anomalies cannot be reconstructed or predicted as good as normal patterns, namely the anomaly result with more errors. In this paper, we propose to discriminate anomalies from normal ones by the duality of normality-granted optical flow, which is conducive to predict normal frames but adverse to abnormal frames. The normality-granted optical flow is predicted from a single frame, to keep the motion knowledge focused on normal patterns. Meanwhile, We extend the appearance-motion correspondence scheme from frame reconstruction to prediction, which not only helps to learn the knowledge about object appearances and correlated motion, but also meets the fact that motion is the transformation between appearances. We also introduce a margin loss to enhance the learning of frame prediction. Experiments on standard benchmark datasets demonstrate the impressive performance of our approach.

1. Introduction

Along with the development of video surveillance nowadays, video anomaly detection (VAD) has drawn increasingly more attention. As an artificial intelligence technique, it will allow staff to work more efficiently because they don’t have to pay attention to videos all the time anymore. A well-designed video anomaly detection system will inform staff only when there are potential abnormal events.

In this task, the anomaly is defined as unexpected events, related to scenes. Due to the rarely available labeled abnormal data, unsupervised learning is now playing a vital role. Similar to the common anomaly detection task, the training data only contains normal events, whereas both normal and abnormal events are included in the testing data. Unsupervised learning, here mainly including statistic [1], reconstruction-based [13] and prediction-based [25] methods, will learn the normal patterns on the training dataset and score frames in the testing time. These methods work with the assumption that anomalies cannot be expressed well by normal patterns learned from the training data.

Now, reconstruction-based and prediction-based methods go in the spotlight, owing to the great success of deep learning. Reconstruction-based methods reconstruct hand-crafted features of a video clip, like [5], or use Auto-Encoder to reconstruct a clip or single frame, like [32]. After works [25, 53], prediction-based methods are adopted by more and more works. Most of them are based on U-
net [36], like [48] [42]. Especially, some of them combined reconstruction and prediction. [42] proposed a model that integrates reconstruction and prediction. [34] proposed a model that can be applied for reconstruction or prediction.

As objects and their associated actions usually follow certain patterns, method [32] proposed to learn the appearance-motion correspondence by predicting optical flow from the current frame while reconstructing the frame, and achieved an improvement on the performance. However, there is the main weakness in their method. They force the current frame and optical flow to share the same latent space, which causes a temporal conflict because the optical flow is about the future but the frame is in the present. Another work [35] based on the optical flow and current frame also fell into such temporal conflict.

To overcome this drawback and better make use of the optical flow, we propose a novel prediction-based approach. We predict the next frame from the current one, guided by the normality-granted optical flow with the duality on normal and abnormal events, as shown in Fig [1]. Our design brings three advantages. Firstly, we avert the temporal conflict in previous works, like above. Secondly, we conduct the appearance-motion learning scheme under frame prediction setting, which meets the nature of the optical flow, the pixel displacement between two adjacent frames. Thirdly and most importantly, the duality of normality-granted optical flow is leveraged to help distinguish normal and abnormal events in the frame prediction stage.

Our normality-granted optical flow concentrates on normal motion patterns, associated with normal objects. Learning from the single frame and only normal motion available in the training data, the model only can learn the translation from the spatial feature to normal motion mode. Hence, in the testing time, whatever the factual behaviors are normal or abnormal, the predicted optical flow will always belong to the normal mode.

This consistency will become duality in the frame prediction, when the optical flow is employed as the guidance, improving the ability of our model to discriminate between normal and abnormal frames. Concretely, for normal behaviors, the optical flow will offer helpful information, making the predicted frame close to the ground truth. But for abnormal behaviors, the optical flow becomes noise for the frame prediction, same for abnormal objects, which will result in more prediction errors in the predicted frame, with cases in Section 4.5 and Section 4.6. Consequently, we can distinguish the abnormal frames from normal ones by prediction quality. Meanwhile, we make the other two improvements on frame prediction. To implement the appearance-motion correspondence scheme and align the object with its motion, we take a region-correspondence learning tactic, more robust to directly warp. To make the model focus on the motion of objects, we propose a margin loss, which will force the model to learn the difference between adjacent frames.

The main three contributions of our work as follows:

1. As far as we know, in the context of video anomaly detection, we are the first to leverage the normality-granted optical flow to guide the frame prediction, with whose duality the performance of our model is improved remarkably on distinguishing normal and abnormal frames.

2. To robustly make use of the optical flow, we introduce a region-correspondence learning tactic. To promote the model to learn the difference between adjacent frames, we propose a margin loss. These two introductions focusing on the transformation of frames will help the model to learn temporal features of events.

3. Experiments conducted on three main standard benchmarks demonstrate that we achieve the state-of-the-art on open-set video anomaly detection.

2. Related work

Open-set VAD. Open-set indicates unlimited potential anomalies, which is also organized as one-class classification like [57]. For this task, most methods are unsupervised including statistic [1] [19] [29], reconstruction, and prediction based methods. It is worth pointing out that training only on normal data is often claimed as unsupervised like [12] [13] [34] recently. Reconstruction methods learn the feature space by reconstructing normal features or frames. Early works based on reconstruction usually utilize handcrafted features like HOG [6] and sparse coding or dictionary learning to encode the normal patterns like [5] [26] [52]. Besides these, [44] [43] utilize low-level trajectory features and [51] exploits a Markov random field to model normal patterns. In the context of deep learning, to limit the feature space around normal events, AutoEncoder is employed in many works [13] [46] [32]. By introducing RNN, [4] [27] use the ConvlSTM to model spatial-temporal features. After works [25] [53], prediction methods are adopted by more and more researchers. Prediction methods learn the normal patterns by 3D convolution [18], U-net [56], or RNN.

3D convolution, applied in many video recognition tasks, focusing on both spatial and temporal patterns, has been proved its ability to learn motion information. U-net is a famous model structure for image segmentation [2] and image translation [56]. As frame prediction is a kind of image translation, many works recently take the modified U-net as their backbones.

Close-set VAD. Close-set indicates limited potential anomalies on objects, behaviors, or both. A typical close-set solution is object-centric which focuses on specific objects. Works [31] [30] propose to learn the normal poses of
Figure 2. Overview of our network. Our model consists of two sub-networks, applied for motion and frame prediction respectively. Our motion prediction model $F_m$ marked by the blue box is to predict the optical flow from the current frame. And guided by this optical flow, our frame prediction model $F_f$ marked by the orange box will predict the next frame. Note that, our motion and frame prediction model are different in detail of every Block, though they are the same name.

3. Approach

As shown in Fig 2, our model is made up of two series sub-networks, the former one responsible for motion prediction and the latter for frame prediction. In the motion prediction, our model will predict the normality-granted optical flow from the current frame. This predicted optical flow concatenated with the current frame will be leveraged to predict the next frame in frame prediction. This structure conforms to the appearance-motion correspondence scheme, by from the appearance to motion and then to future appearance finally.

When an unexpected action occurs, our model is not able
to predict its real corresponding optical flow and still generates the stereotypically normal optical flow according to what it learns in the training time. In a word, for abnormal behaviors, the predicted optical flow will mismatch factual actions. These mismatches of optical flows will offer wrong guidance in the frame prediction, resulting in more prediction errors in the generated frame. In contrast, for normal frames, there will be fewer errors in the predicted frame. Ultimately, the anomaly score is computed according to prediction errors.

3.1. Motion prediction

Motion prediction is to predict the normality-granted optical flow. By converting the optical flow to RGB format, this subtask can be regarded as the image translation task, so we utilize U-net [36], with good performance at image translation [25], as our basic architecture. The skip connection, an important component in U-net, will be instrumental in learning, since that optical flow and frame are not in the same domain. To better extract features from the frame, we replace the first two convolution layers with multi-scale convolution, named feature extraction block, consisting of four parallel convolution operations with different kernels. Meanwhile, we use the LeakyReLU instead of ReLU as our activation function, to achieve a better feature space. We also implement a deeper network to enhance the model to learn high-level semantic information.

To train our motion prediction model, we exploit the optical flow generated by PWC-net [40] as the ground truth. PWC-net is a compact but effective CNN model for optical flow [40]. However, there is a common shortcoming in deep learning-based optical flow estimation methods, that is, the inevitable noise in their results. In order to reduce the impact of noise, we employ the L1 distance as our loss function, for it is less sensitive to noise [11].

\[
L_{opt}(O_{t,t+1}, \hat{O}_{t,t+1}) = \|O_{t,t+1} - \hat{O}_{t,t+1}\|_1
\]  
(1)

where \(O_{t,t+1}\) is the ground truth optical flow between frame \(I_t\) and \(I_{t+1}\), and \(\hat{O}_{t,t+1}\) is the optical flow predicted by our model from frame \(I_t\).

Our motion prediction can be formulated as

\[
\hat{O}_{t,t+1} = F_m(I_t)
\]  
(2)

where \(F_m\) is our motion prediction model, the mapping function from current frame to optical flow.

3.2. Frame prediction

Frame prediction is to predict the next frame from the current one guided by the optical flow, generated from the previous stage. A simple way to implement the guidance is to warp the frame with optical flow, moving pixels by plus the displacements on \(x\) and \(y\) axes. This is suitable for clean and accurate optical flow, but as mentioned in the last section, our predicted optical flow suffers from the inevitable noise and is in RGB instead of coordinate format. Therefore, we take convolutions to conduct the guidance, to be more robust and powerful.

Concretely, we adopt a region-correspondence learning convolution tactic in the feature extraction block, by concatenating the frame and the optical flow map along channels. Thanks to the work manner of convolution kernels, these features are extracted from the corresponding regions of the frame and the optical flow, responding to the relation between objects and their motion. By this tactic, our model can learn features from the frame and optical flow at the same time and then fuse them.

As the U-net is wildly applied to predict frame in video anomaly detection, our frame prediction model is also based on the U-net. Same as the purpose in motion prediction, we exploit the LeakyReLU as the activation function. To offset the cost of our deeper motion prediction model, we have cut down layers of our frame prediction model, which is empirically still competent to prediction task.

Like many other works on image translation, we employ L2 distance as one of our loss functions. Besides, as the motion is represented by the difference between frames, to allow our model to be focused on behaviors, we introduce other margin loss, modified from the Triplet Loss [38], to force the model to learn the transformation between adjacent frames. In other words, L2 loss is to make the prediction closer to the ground truth, while margin loss impels prediction to be farther from the current frame.

\[
L_{dense}(I_{t+1}, \hat{I}_{t+1}) = \|I_{t+1} - \hat{I}_{t+1}\|_2
\]  
(3)

\[
L_{margin}(I_{t+1}, \hat{I}_{t+1}, I_t) = \text{Triplet}(I_{t+1}, \hat{I}_{t+1}, I_t) = \max(0, \|I_{t+1} - \hat{I}_{t+1}\|_2 - \|I_t - \hat{I}_{t+1}\|_2 + \alpha)
\]  
(4)

where \(I_t\) and \(I_{t+1}\) is the ground truth frame at time \(t\) and \(t+1\). \(\hat{I}_{t+1}\) is the predicted frame at time \(t + 1\), and \(\alpha\) is the expected distance between the predicted and current frame. The final loss for frame prediction is shown below:

\[
L_{frame} = L_{dense} + \lambda L_{margin}
\]  
(5)

Our frame prediction sub-network can be formulated as

\[
\hat{I}_{t+1} = F_f(\hat{O}_{t,t+1}, I_t)
\]  
(6)

where \(F_f\) is our frame prediction model.

At the end, our whole network can be formulated as

\[
\hat{I}_{t+1} = F(I_t)
\]  
(7)

\[
F(I_t) = F_f(F_m(I_t), I_t)
\]  
(8)

where \(F\) is our whole network, the mapping function from the current frame \(I_t\) to the next one \(\hat{I}_{t+1}\).
3.3. Anomaly detection

Anomaly detection is to score a frame on account of its possibility to be abnormal. As mentioned, for abnormal frames, there will be more prediction errors, which will impact the quality of the predicted frame, compared with the ground truth. Therefore, it is intuitive to calculate the anomaly score by measuring image quality. The same as [25], we use the Peak Signal to Noise Ratio (PSNR) for image quality assessment.

\[
PSNR(I, \hat{I}) = 10 \log_{10} \left( \frac{MAX^2}{MSE(I, \hat{I})} \right) \tag{9}
\]

\[
MSE(I, \hat{I}) = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (I_{i,j} - \hat{I}_{i,j})^2 \tag{10}
\]

where \( I \) is the ground truth, and \( \hat{I} \) is the predicted frame. \( M, N \) is the height and width of frames separately. \( MAX \) is the maximum pixel value of the ground truth frame.

A higher PSNR value indicates a higher quality of the frame, in other words, more likely to be normal. Then, to rescale the score in \([0, 1]\), we normalize the PSNR value in each video and denote the result as \( NS \), the normality score.

\[
NS_t = \frac{P_t - P_{\min}}{P_{\max} - P_{\min}} \tag{11}
\]

where, for frame at time \( t \), \( NS_t \) is its normalized PSNR value, and \( P_t \) is its original PSNR value. The \( P_{\max} \) and \( P_{\min} \) is the max and min PSNR value in the current video.

The final step is to convert \( NS \) to the anomaly score.

\[
S_t = 1 - NS_t \tag{12}
\]

where \( S_t \) is the anomaly score of the frame at time \( t \).

As the prediction result starts from the second frame, we directly give the first frame a score as same as the second frame.

4. Experiments

4.1. Dataset

**UCSD Ped2.** The UCSD Ped2 dataset [21] contains 16 training videos and 12 testing videos with 12 abnormal events. Anomalies are vehicles like bicycles, cars, and wheelchairs, crossing the pedestrian areas.

**CUHK Avenue.** The CUHK Avenue dataset [26], a very popular and challenging dataset for video anomaly detection, contains 16 training and 21 testing video clips. All videos are captured in a fixed scene but with some hard abnormal events.

**ShanghaiTech.** The ShanghaiTech dataset [28] is the largest and challenging dataset. There are 330 training videos and 107 testing videos. Different from the above datasets, it consists of 13 scenes with 130 abnormal events, making the task more difficult. Meanwhile, anomalies caused by sudden motion are included in this dataset, making this dataset closer to real scenarios. These two characteristics make this dataset more challenging.

4.2. Training

Every frame from different datasets is resized to \( 256 \times 256 \) and normalized to \([0, 1]\). For optical flow, we use the PWC-net [40] pre-trained on FlyingChairs dataset [8] as the ground truth estimator. In the pre-processing, the optical flow generated by PWC-net will be converted to the RGB format, and then resized to \( 256 \times 256 \) and normalized to \([0, 1]\). A typical setting for \( \alpha \) and \( \lambda \) in the loss function is 0.2 and 0.004. Although our two sub-networks are different in the task, we basically adopt the same training settings for both stages, due to that we focus on the methodology rather than hyperparameters. We apply the Adam [20] optimizer with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \), learning rate as \( 2 \times 10^{-4} \), and batch size as 16 for all datasets on two stages, except the UCSD Ped2 in frame prediction, whose learning rate is \( 2 \times 10^{-5} \). As our network, a two-stage model, consists of two series sub-networks, we first train the motion prediction sub-network 10, 20, 20 epochs for ShanghaiTech, CUHK Avenue, and UCSD Ped2 respectively, and then select the result to help the frame prediction. For frame prediction, we train sub-network 10 epochs on all datasets. All experiments are conducted with Nvidia GTX 1080Ti.

| Method          | UCSD Ped2 | Avenue | ShanghaiTech |
|-----------------|-----------|--------|--------------|
| MPPCA [19]      | 69.3      | -      | -            |
| MDT [29]        | 82.9      | -      | -            |
| ConvAE [13]     | 85.0      | 80.0   | 60.9         |
| AMDN [41]       | 90.8      | -      | -            |
| Unmasking [17]  | 82.2      | 80.6   | -            |
| StackRNN [28]   | 92.2      | 81.7   | 68.0         |
| AbnormalGAN [35]| 93.5      | -      | -            |
| OWC [23]        | 94.0      | -      | -            |
| FFPN [25]       | 95.4      | 85.1   | 72.8         |
| MemAE [12]      | 94.1      | 83.3   | 71.2         |
| AMC [32]        | 96.2      | 86.9   | -            |
| AnoPCN [48]     | **96.8**  | 86.2   | 73.6         |
| AnomalyNet [55] | 94.9      | 86.1   | -            |
| Integrating [42]| 96.3      | 85.1   | 73.0         |
| CDDA [3]        | 96.5      | 86.0   | 73.3         |
| Ours            | 94.2      | **88.4** | **75.3**     |

Table 1. Comparison with the state-of-the-art on frame-level performance on UCSD Ped2, CUHK Avenue, and ShanghaiTech dataset. The best performance is in bold.
4.3. Evaluation

According to the convention, we leverage the Area Under Curve (AUC) of the Receiver Operation Characteristics (ROC), namely AUC@ROC, as the evaluation metric. We evaluate our model on frame-level video anomaly detection. For the frame annotated at pixel-level and without the frame-level label, we mark it as abnormal if any pixel of it is annotated as abnormal.

4.4. Result

We compare our method with the state-of-the-art, shown in Table.1. To be fair, we follow [25, 32], which normalize the final score to $[0, 1]$ in each video and then concatenated to calculate the AUC score, without any else post-processing. As the table shows, we achieve the AUC at 88.4 on CHUK Avenue and 75.3 on ShanghaiTech, being the best performance on these two datasets, which demonstrates the effectiveness of our method.

For UCSD Ped2, a related reason for our not perfect result is that the PWC-net, our ground truth generator for optical flow, doesn’t work well on this dataset sometimes, which can be found in the middle column of the last two rows in Fig.4. There is much noise in the background and part of the generated optical flow for pedestrians is mixed up. Though we don’t achieve the state-of-the-art, we have got a great performance, our score more than 90, with the ceiling in 100, which is enough for application, where moreover we achieve the best on the other two datasets.

4.5. Motion evaluation

We select some examples to show the ability of our model to distinguish anomaly from normality at the motion level, for ShanghaiTech dataset shown in Fig.3 and for Avenue and Ped2 datasets shown in Fig.4. The number of samples selected from different datasets is concerned with the scale and the anomaly diversity of the dataset. The ground truth for optical flow is generated by the PWC-net. Video results can be found in the supplementary.

There are five typical events from the ShanghaiTech dataset, shown in Fig.3. The abnormal event in the first row is a person riding a motorcycle, annotated by the red rectangle. Because our model has never seen the motorcycle in the training time, it is hard for it to predict the correct optical flow. In the second row, two students are brawling. For this abnormal behavior, our model will predict the optical flow following the knowledge learned in the training time. Therefore, the prediction will be different from the ground truth, because motion patterns of this abnormal behavior are not included in the training data. Meanwhile, for near pedestrians, our prediction result is better at the edge of the optical flow. The car is the abnormal object in the third row, and the predicted optical flow is corrupted. In the fourth row, a student is tumbling over backward, but our model thinks that he is moving to the right. This contradiction is depicted by the optical flow and will help our network to detect abnormal behaviors. The last row is another brawl event but with more students. From the figure, we can find that our model predicts a mismatched optical flow to the group of students, demonstrating the ability of our model to handle group events.

For CUHK Avenue dataset, two typical abnormal events
Figure 4. Illustration of the motion prediction for abnormal frames on Avenue and Ped2 dataset. Each column has been organized as same as Fig.3. The top two rows from the CUHK Avenue dataset and the last two rows from the UCSD Ped2 dataset. Best viewed in color.

are shown in the top two rows in Fig.4. In the first row, a child walking on the lawn, labeled as abnormal, is distinguished by the large difference between the two optical flow maps. In the second row is a man bending to pick up his backpack, whose action is depicted by the ground truth optical flow. But our model predicts that he is just moving to the left. For abnormal behaviors, our model will give it an optical flow in normal mode, conflicted with the actual actions, by which the anomaly will be distinguished.

For UCSD Ped2 dataset, we select two typical abnormal samples shown in the last two rows in Fig.4. In the third row, the anomaly is the moving car. From the shown optical flows, we can observe that our model predicts an incorrect motion direction to the car. Due to that our model has never learned the patterns of the abnormal object, the car, our model has mistaken its motion trend, by which this anomaly will be distinguished. The abnormal event in the last row is people riding a bike. Although its direction is the same as surrounding normal pedestrians, it moves faster, represented by the darker red color. The difference in luminance points out the potential anomaly.

On the other hand, our model can predict the motion of normal patterns well. In Fig.3 and Fig.4, there are normal cases that have been predicted well, similar to the ground truth. What our model learns are typical motion patterns, so, for normal behaviors, the predicted optical flow is not exactly the same as the ground truth sometimes. Even so, the discrepancy in the optical flow of abnormal events is more manifest in the same dataset, which will lead to more errors in frame prediction.

Figure 5. Illustration of the frame prediction. For every evaluation dataset, we have selected one abnormal event and one normal event. And for every frame, the comparison region is noted by the red box. To be clear, we resize the marked areas at the middle column, which, named comparison column, always holds two images, the left one from the prediction and the right one from the ground truth. As shown, there are more prediction errors with the same dataset.
4.6. Frame evaluation

To directly show the difference between predictions of abnormal and normal events, we have selected one abnormal event and one normal event from every evaluation dataset, shown in Fig 5. Video results can be found in the supplementary.

For ShanghaiTech, the abnormal event is a student tumbling over backward, of which the prediction is distorted, which will make the quality of the predicted image lower. Compared with the ground truth through the PSNR function, there will be a small evaluation value, suggesting that this frame is more likely to be abnormal. Meanwhile, our model can predict the normal event better, like the pedestrian and the texture of his bag, shown in the normal row.

For CUHK Avenue, the abnormal event is the jumping kid. We can see that one of the predicted shoes is in the opposite direction and the other one almost disappears, which both indicate that this behavior is not able to be constructed by normal patterns well. In the normal row, the shoes and the bag are predicted better.

For USCD Ped2, though we didn’t make a new state-of-the-art, we have got a good result. Here we show a typical anomaly in this dataset, that riding a bicycle. From the comparison, we can see that parts of the abnormal object almost vanish. In other words, those parts cannot be constructed appropriately by normal patterns. But in the normal row, for the pedestrian, the texture of shorts is predicted better, although it is not exactly the same as the ground truth.

Undeniably, there are also errors in the normal prediction, holding back us from being perfect. Although our method brings more errors into predicted abnormal frames, it can’t guarantee that no errors in the normal ones. But, most of the time, our model will predict worse results for abnormal frames. Worse results will lead to lower scores under PSNR function, namely, higher confidences to be abnormal.

4.7. Ablation study

|                | Exp1 | Exp2 | Exp3 | Exp4 |
|----------------|------|------|------|------|
| margin loss    | -    | √    | -    | √    |
| optical flow   | -    | -    | √    | √    |
| AUC            | 84.55 | 85.56 | 87.45 | 88.41 |

Table 2. Evaluation of two introduced ingredients in our method on CHUK Avenue dataset. The result of different combinations of two factors is reported. The √ in every Exp column indicates that row ingredient being equipped.

To show the effectiveness of two introduced ingredients, the margin loss and optical flow guidance, we conduct ablation experiments and report in Table 2 employing the AUC as the performance metric. As motion information is the transformation in consecutive frames, we set the margin loss to force the model to learn the difference of two adjacent frames, which will separate the prediction from the input frame. From the table, we can see that it improves the performance by 1% or so.

As for the optical flow guidance, it is a key component in our model. Firstly, by utilizing the optical flow, we can predict the motion from a single frame, learning the common motion patterns from the appearances. Secondly, the duality of normality-granted optical flow will contribute to anomaly detection. Lastly, optical flow is an explicit motion condition to promote the frame prediction. As shown in the table, compared to the valina model in Exp.1, our optical flow guidance gives about a 3% improvement on performance, demonstrating the effectiveness.

4.8. Running time

|       | UCSD Ped2 | Avenue | ShanghaiTech |
|-------|-----------|--------|--------------|
| prediction | 76 fps   | 77 fps | 77 fps |
| detection | 47 fps   | 47 fps | 47 fps |

Table 3. Inference speed of our model. We report the fps of our model on three evaluation datasets separately. The prediction row is the model inference speed, from the input to the predicted frame. After prediction, there is a step to calculate the anomaly score. The total cost of predicting and scoring is recorded as detection.

We report the running time of our method for prediction and detection in Table 3. As mentioned, there are two steps in our method to detect anomalies, that we predict a frame firstly and then give it an anomaly score. In the first step, denoted as the prediction in the table, the average running time is about 77 fps. And that for detection, covering two steps, is about 47 fps, achieving the real-time speed. Experiments are conducted on a single one NVIDIA GeForce 1080Ti GPU with batch size set to 1.

5. Conclusion

We have proposed a novel prediction-based method for open-set video anomaly detection. We employ the duality of normality-granted optical flow to discriminate between normal and abnormal frames. Meanwhile, our method extends the appearance-motion correspondence learning scheme from reconstruction to prediction and makes good use of the nature of the optical flow, which both are implemented by the region-correspondence tactic with the help of the convolution mechanism. We also introduce a margin loss to improve the frame prediction by forcing the model to learn the difference between the current frame and the next. Studies shown in this paper have demonstrated the effectiveness of our design and experiments on three standard benchmark datasets prove that our model achieves the state-of-the-art.
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