Large-charge conformal dimensions at the $O(N)$ Wilson-Fisher fixed point
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Recent work using a large-charge expansion for the $O(N)$ Wilson-Fisher conformal field theory has shown that the anomalous dimensions of large-charge operators can be expressed in terms of a few low-energy constants (LECs) of a large-charge effective field theory (EFT). By performing lattice Monte Carlo computations at the $O(N)$ Wilson-Fisher fixed point, we compute the anomalous dimensions of large-charge operators up to $N = 8$ and charge $Q = 10$, and extract the leading and subleading LECs of the $O(N)$ large-charge EFT. To alleviate the signal-to-noise ratio problem present in the large-charge sector of conventional lattice formulations of the $O(N)$ theory, we employ a recently developed qubit formulation of the $O(N)$ nonlinear sigma models with a worm algorithm. This enables us to test the validity of the large-charge expansion and the recent large-$N$ predictions for the coefficients of the large-charge EFT.

I. INTRODUCTION

Conformal field theories (CFTs) are ubiquitous in physics. In condensed matter physics, they describe the critical behavior of materials at second-order phase transitions [1, 2], and in particle physics, they arise naturally as renormalization group (RG) fixed points of relativistic quantum field theories (QFTs) [3–5]. Understanding CFTs is therefore pivotal to understanding a wide range of physical phenomenon.

Despite their importance, CFTs remain a challenge to study. This is because, in general, CFTs are strongly-coupled and it can be difficult to find a small parameter to do a perturbative expansion. Nonetheless, much progress has been made by exploiting “hidden” small parameters such as in the large-$N$ expansion [6], the $\epsilon$-expansion [7], or with non-perturbative techniques such as conformal bootstrap [8, 9]. In some cases, lattice field theory methods offer a completely non-perturbative method to compute properties of a CFT numerically [10]. All these techniques have their limitations and provide a window into a potentially different regimes of the CFT.

In the last few years, there has been progress using a new small parameter: the inverse of a global charge $Q$ [11, 12]. For theories with a global symmetry, we can study the theory in sectors of fixed global charge $Q$ and obtain an expansion in inverse charge $Q^{-1}$. The work of Ref. [11] showed that, in certain theories such as the $O(2)$ Wilson-Fisher (WF) CFT, restricting to sectors of fixed global charge causes a spontaneous breakdown of the global symmetry, giving rise to Goldstone modes [13]. We can then write down a low-energy effective field theory (EFT) for the Goldstone modes, where the higher-order operators are suppressed in powers of the inverse charge $Q^{-1}$. The EFT description allows us to make several predictions about the behavior of the theory in sectors of large global charge. This was also extended to non-Abelian symmetries such as $O(2n)$ in many recent studies [14–21].

While EFTs encode information about symmetries and relevant degrees of freedom, they also involve low-energy constants (LECs) which are a priori unknown. This prevents a quantitative computation of many observables of interest. Ideally, we would like to be able to compute the LECs directly from the underlying theory. The only known general technique which enables such quantitative computations in field theories is numerical lattice field theory, typically using Monte Carlo (MC) methods. Since lattice MC computations can work directly with the underlying theory, they can also provide independent check of the EFT methods.

This two-pronged approach is also commonly used, for example, in studies of quantum chromodynamics (QCD). Since the low-energy sector of QCD is strongly coupled, we can write down EFTs such as chiral perturbation theory or pionless EFT [22], describing the physics of low-energy degrees of freedom, with unknown LECs. One then computes the LECs from lattice QCD computations, which allows both a non-trivial test of the EFT methods, as well as a way to turn the low-energy EFTs into a powerful quantitative tool.

It is conceivable that such an combined lattice and EFT approach can also be used with large-charge EFTs to study strongly-coupled CFTs, especially if a sign-problem free formulation of the CFT on the lattice can be found. This approach was taken in the works of Refs. [23–25] for the $O(2)$ and $O(4)$ WF CFTs. The authors tested the predictions of large-charge EFT using lattice MC methods. In particular, a prediction of the large-charge EFT for these models is that the conformal dimensions of leading charge-$Q$ operators admit an expansion in $Q^{-1}$,

$$D(Q) = c_3/2 Q^{3/2} + c_1/2 Q^{1/2} + c_0 + O(Q^{-1/2}),$$

(1)

where $c_3/2, c_1, c_0, \ldots$ are the unknown LECs. In Ref. [23], the authors used a lattice formulation of the $O(2)$ nonlinear sigma model (NLSM) to directly compute the conformal dimensions of the charged operators, using which they computed the LECs by fitting to Eq. (1). This idea was then applied to the $O(4)$ WF CFT in Ref. [24]. Surprisingly, the authors observed that, in both these cases, the validity of the large-charge expansion seems to extend all the way down to very small charges $Q \sim 1$.

Given the success of the large-charge expansion for the $O(2)$ and $O(4)$ theories, one might wonder if this feature of the large-charge expansion persists for the $O(N)$ models with larger $N$ as well. Recently, the authors of Ref. [26], studied the $O(N)$ model in a combined large-charge and large-$N$ expansion. They showed that the expansion given in Eq. (1) can
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be obtained for $O(N)$ models as well. Further, they derived expressions for the large-charge EFT coefficients $c_{3/2}, c_{1/2}$ in the large-$N$ limit. However, a numerical test of the validity of the large-$N$ results was only available for small $N = 2, 4$.

In this work, we fill this gap by extending the approach of earlier works [23, 24] to study large-charge sectors of the $O(N)$ WF fixed point for larger $N$ using lattice MC techniques. Using efficient worm algorithms, we compute the conformal dimensions $D(Q)$ of leading charge-$Q$ operators of the $O(N)$ WF fixed point, up to $Q = 10$ and $N = 8$. Assuming the expansion given in Eq. (1), as predicted by Ref. [26], we extract the leading coefficients $c_{3/2}$ and $c_{1/2}$. This lets us test the validity of the large-charge expansion for larger $N$ and the predictions of the large-$N$ expansion. Our final results are summarized in Fig. 8 and Table I.

One of the interesting features of the analysis of Ref. [24] was the use of a “qubit” $O(4)$ model to avoid a sign problem with the traditional $O(N)$ lattice vector model in sectors of large charges. In Refs. [27, 28], we generalized their $O(4)$ model to $O(N)$ qubit models for arbitrary $N$, and provided evidence to show that these qubit $O(N)$ models have a second-order critical point in the $O(N)$ WF universality class for $N = 2, 3, 4, 6, 8$ in three spacetime dimensions. Therefore, we can use the qubit model tuned to this critical point for studying the WF CFT. From the perspective of lattice MC computations, these models are appealing since they admit a worldline representation as a model of $N/2$ (for $N$ even) colored, oriented loops. In such a worldline formulation, we can develop a worm algorithm which can sample configurations very efficiently and compute the correlation functions, even in the large-charge sectors. These models have also recently become interesting due to their potential for studying QFTs on quantum computers [27–32].

This paper is organized as follows. In Section II, we review aspects of the large-charge expansion for the $O(N)$ WF CFT relevant to our work. In particular, we emphasize the results for the conformal dimensions of the leading charged operators. In Section III, we review the $O(N)$ qubit model developed in Ref. [28], which we shall use to compute the conformal dimensions of large-charge operators, and describe a Monte Carlo approach based on worm algorithm to efficiently compute the conformal dimensions. We discuss the results of lattice calculations and compare with analytic results from literature in Section IV. We summarize this work and present our conclusions in Section V.

II. LARGE-CHARGE EXPANSION FOR THE $O(N)$ WILSON-FISHER FIXED POINT

A. Wilson-Fisher CFT

We can define the $O(N)$ WF CFT as the continuum limit of a certain lattice model at a second-order critical point. For example, we may consider the the partition function $Z = \int \mathcal{D}\phi \ e^{-S_L}$ with the Euclidean lattice action

$$S_L = -\beta \sum_{(xy)} \vec{\phi}_x \cdot \vec{\phi}_y$$

(2)

defined on a $D$-dimensional Euclidean lattice with periodic boundary conditions. Here, $\vec{\phi}_x \in \mathbb{R}^N$ is an $N$-component bosonic real scalar field constrained such that $|\vec{\phi}_x| = 1$, the sum runs over all bonds $(xy)$ between nearest-neighbor lattice sites $x$ and $y$, and $\beta$ is a coupling that we can tune to a critical point. The field $\vec{\phi}_x$ transforms in the fundamental representation of $O(N)$, so that this lattice action has a manifest global $O(N)$ symmetry.

In $D \geq 3$ spacetime dimensions, this lattice model is known to have a second-order critical point at $\beta = \beta_c$ (finite). This critical point describes the spontaneous breakdown of the global $O(N)$ symmetry down to $O(N - 1)$. As we make $\beta$ large and positive, the fields align and the system transitions from a disordered, $O(N)$ symmetric phase into an ordered phase with broken $O(N)$ symmetry. In $D = 4$ spacetime dimensions, the corresponding RG fixed point is the Gaussian fixed point, which just gives the free field theory in the continuum limit with logarithmic corrections. However, in $D = 3$, this is a nontrivial fixed point called the WF fixed point [7]. The continuum limit at this critical point is an interacting conformally-invariant field theory, called the WF CFT.

B. Large-charge expansion

Since the goal of this work is to obtain quantitative results on the $O(N)$ Wilson-Fisher CFT and to connect with the large-charge expansion, let us briefly review the results of the large-charge expansion for the $O(N)$ model. We highlight the results which are relevant to our work and refer the reader to the original literature for details [11, 14, 26].

The question that concerns us here is: what is the conformal dimension $D(Q)$ of the leading primary operator in the $O(N)$ WF CFT with a given charge $Q$? For the Abelian $O(2)$ group, the charge $q$ of a operator $O_q$ determines the transformation under an $O(2)$ rotation in the field space, parametrized by an angle $\theta$ as $O_q \rightarrow e^{i\theta q}O_q$. In the limit of large $Q$, the analysis of Refs. [11, 14, 26] shows that, the conformal dimensions $D(Q)$ admit an expansion in inverse powers of $Q$,

$$D(Q) = c_{3/2}Q^{3/2} + c_{1/2}Q^{1/2} + c_0 + O(Q^{-1/2}),$$

(3)

where $c_{3/2}, c_{1/2}, c_0, \ldots$ are some unknown coefficients.

This notion of a charge can be generalized to $O(2n)$ by fixing $n$ orthogonal planes and considering independent $O(2)$ rotations in each plane. This form the maximal torus subgroup of $O(2n)$. Let the $n$ independent $O(2)$ rotations be parameterized by angles $\theta = (\theta_1, \ldots, \theta_n)$, where $\theta_i$ parametrizes the $O(2)$ rotation in the $(2i - 1, 2i)$ plane. A operator $O_{\vec{q}}$ with well-defined $O(2n)$ charges transforms as $O_{\vec{q}} \rightarrow e^{i\vec{\theta} \cdot \vec{q}}O_{\vec{q}}$ under the action of generators in the Cartan subalgebra, where we define the vector $\vec{q} = (q_1, \ldots, q_n)$ as the charge of the
operator $O_x$. In the large-charge expansion, the relevant quantity is $Q = \sum_i |q_i|$. With this definition of $Q$, the authors of Ref. [26] found that Eq. (3) holds for the $O(2n)$ theory as well.

The result in Eq. (3) is obtained from an EFT analysis. In sectors of fixed non-zero global charge, the authors of Ref. [26] note that the global $O(2n)$ symmetry is explicitly broken to a $U(n)$ symmetry, which further undergoes a spontaneous breakdown to $U(n-1)$:

$$O(2n) \xrightarrow{\text{explicit}} U(n) \xrightarrow{\text{SSB}} U(n-1).$$ (4)

This is a slight generalization of the familiar scenario of spontaneous symmetry breaking (SSB) to sectors of fixed global charge, and indeed we find Nambu-Goldstone modes [13]. There are $(n-1)$ Goldstone bosons with a non-relativistic dispersion relation, and a single relativistic Goldstone boson. At low-energies, one can write down an EFT description of the relativistic Goldstone boson, where the higher-order operators are suppressed by powers of inverse charge $Q^{-1}$.

Being an EFT result, the LECs are unknown and depend on $N$. This is true for all the LECs except $c_0$, which is predicted to have a universal (independent of $N$) value of $c_0 \approx -0.0937$. Recently, the combined large-$N$ and large-charge analysis of Ref. [26] predicted the coefficients $c_{3/2}, c_{1/2}$ as functions of $N$,

$$c_{3/2} = (2/3)N^{-1/2}, \quad c_{1/2} = (1/6)N^{1/2},$$ (5)

which should be valid in the regime $Q \ll N \ll Q^2$ for large $Q, N$.

Equations (3) and (5) are the focus of this work. We would like to develop a numerical MC method to accurately compute the conformal dimensions $D(Q)$, and test of validity of Eqs. (3) and (5) for the $O(N)$ theories over a wide range of $N$ and charge $Q$. We do this in the following sections.

III. $O(N)$ WILSON-FISHER CFT FROM A QUBIT LATTICE MODEL

A. Qubit $O(N)$ models

The $O(N)$ NLSM may be obtained as the continuum limit of the lattice action in Eq. (2). While there are efficient cluster algorithms for the traditional $O(N)$ model [33] for performing computations close to zero charge density, we are interested in numerical computations in sectors of large global $O(N)$ charges. In such cases, traditional MC approaches using the lattice action in Eq. (2) suffer from a sign problem.

In order to develop an efficient MC approach, we will instead use an $O(N)$ model with a finite-dimensional local Hilbert space, which we call a “qubit” $O(N)$ model. This model was constructed in a recent work [28] as an $O(N)$ generalization of the $N = 2, 3, 4$ models studied in Refs. [24, 27, 34, 35]. The key point is that, in $(2+1)$ dimensions, this model has a second-order critical point in the $O(N)$ WF universality class. Therefore, we use this model at criticality to extract the conformal dimensions by measuring appropriate correlation functions.

Here, we quickly review the model and refer the reader to Ref. [28] for more details. The local (single-site) Hilbert space for the model is an $(N+1)$-dimensional space constructed as the direct sum of a singlet representation (which we think of as the empty “Fock vacuum” state) and an $N$-dimensional fundamental representation (which we think of as $N$ “particle” states) of the $O(N)$ group. The finite-temperature partition function of this model, $Z = e^{-\beta H}$, can be written as a worldline formulation in a manifestly spacetime symmetric way:

$$Z = \sum_c W[C],$$ (6)

where the sum is over worldline configurations $C$ on a periodic Euclidean spacetime lattice, and $W[C]$ is the weight of the configuration $C$.

For the qubit $O(2n)$ model defined on a periodic spacetime lattice, we find that the configurations are composed of non-intersecting, closed, oriented worldlines of $n$ “colors.” An oriented worldline with color $i$ (where $i = 1, \ldots, n$) represents a state with $O(2n)$ charge $q = \pm e_i$ (where $e_i$ is an $n$-vector with one at the $i$th position and 0 elsewhere). That is, the color $i$ worldlines have charge $\pm 1$ under $O(2)$ rotations in the $(2i-1, 2i)$ plane, and charge zero for rotations in all other planes. There are $n$ such worldlines, corresponding to the $n$ types of particles/anti-particle pairs transforming under the fundamental representation of $O(2n)$. For illustration, a typical configuration contributing to the partition function for the $O(6)$ model is shown in the left panel of Fig. 1, where we see oriented worldlines of 3 colors.

This spacetime symmetric model has only one parameter $U$, which is the weight of each bond between two sites. At $U = 0$ there are no particles and the partition function is dominated by the trivial configuration with only singlets. At very large and positive $U$, the dominant contributions come from the $O(2n)$ particles, resulting in an $O(2n)$ symmetric ground state. However, in 3$d$, we expect the $O(2n)$ symmetry of the ground state to be broken down to $O(2n-1)$. Therefore, as we tune $U$ from 0 to $\infty$, this model goes through a second-order phase transition at some $U = U_c$ which corresponds to the SSB scenario $O(2n) \rightarrow O(2n-1)$. This critical point was located precisely in Ref. [28], and confirmed to lie in the $O(2n)$ WF universality class by computing the critical exponents. Therefore, by tuning the model to this critical point $U = U_c$, we can study the physics of the WF fixed point.

B. Conformal dimensions from the qubit $O(N)$ model

In this section, we describe a numerical MC method to compute the conformal dimensions of the charged operators. The method was introduced in Ref. [24] for the $O(4)$ model, but easily generalizes to the $O(N)$ case.

We are interested in the computing two-point correlators of the form

$$\langle \phi_Q(x) \phi_{-Q}(y) \rangle \sim |x-y|^{-2D(Q)}$$ (7)

where $\phi_Q$ is the leading primary operator with a charge $Q$, and $D(Q)$ is its conformal dimension. However, the qubit
FIG. 1. Typical worldline configurations contributing to partition function for the $O(6)$ qubit model in the default sector (left) and in the worm sector (right). The worldline representation for the $O(6)$ qubit model has 3 types of oriented worldlines, each representing a different $O(6)$ charge, which we show with different colors.

FIG. 2. Computing the large-charge correlators of the CFT from the qubit model. In the qubit model, we place $Q$ sources and sinks of a given color, each of unit charge, over a small region of linear size $a_Q$. In the limit of large separation $l \gg a_Q$, this computes the CFT correlation function of the leading charge-$Q$ operators.

$O(N)$ model does not have single-site operators with charge $Q > 1$. At any given site, the allowed charged states lie in the fundamental representation with $Q = 1$.

We can work around this issue by appealing to scaling arguments. The charge-$Q$ correlators of the CFT can be accessed in the qubit model by spreading $Q$ unit charges, say $\vec{q}_1 = (1, 0, \ldots, 0)$, over a small region to construct a smeared charge-$Q$ excitation over that region. To be concrete, let $\phi_L(x)$ be any single-site lattice operator with charge $\vec{q}_1$ at the spacetime site $x$. Let $x_1, \ldots, x_Q$ be $Q$ spacetime points all within a radius $\sim a_Q$ of the point $x$. We define a product of lattice operators

$$\Phi^L_Q(x) = \phi^L(x_1) \cdots \phi^L(x_Q),$$

which has a well-defined $O(2n)$ charge $\vec{q} = (Q, 0, \ldots, 0)$. At criticality, the long-distance behavior of the two-point function of the lattice operators $\langle \Phi^L_Q(x) \Phi^L_{-Q}(y) \rangle$ gets a dominant contribution from the two-point function of the leading primary charge-$Q$ operators,

$$G_Q(x, y) = \langle \Phi^L_Q(x) \Phi^L_{-Q}(y) \rangle \sim |x - y|^{-2D(Q)},$$

in the limit $|x - y| \gg a_Q$. This is shown schematically in Fig. 2. Since we are interested only in the universal exponent of the leading power-law term, the exact form of the smearing does not matter.

C. Sketch of the Monte Carlo method

We would like to now develop an MC algorithm to measure correlators of the form in Eq. (9), in the presence of charged sources and sinks. We begin by defining a partition function for worldline configurations in a given charge sector,

$$Z_Q(L) = \sum_{C_Q} W[C_Q],$$

where we have explicitly specified the dependence on the system size $L$, and the sum is over worldline configurations $C_Q$ having $Q$ sources and sinks placed in a specific manner as follows. Our model is manifestly spacetime symmetric, but we arbitrarily label one of the directions as time for convenience, and denote a spacetime point by $(t, \vec{x})$, where $\vec{x}$ is a spatial site on the time slice $t$. Let $L_T$ be the extent of the box in the time direction. We use sources and sinks of the same charge, say, $\vec{q}_1 = (1, 0, \ldots, 0)$. On the $t = 0$ time slice, we place $Q$ sources in a small region close to $\vec{x} = 0$, and on the $t = L_T/2$ time slice, we place $Q$ sinks around the site $\vec{x} = 0$.

The exact placement of the charges does not matter in the scaling regime. However, the spread of these charges does
We will describe, in Section III D, a worm algorithm which can efficiently sample configurations in $Z_M$ by switching between the $Z_Q$ and $\tilde{Z}_{Q+1}^{(t,\vec{x})}$ sectors. This lets us compute the ratio of partition functions

$$R_{Q}(L) = \frac{\tilde{Z}_{Q+1}^{(L/2,\vec{0})}(L)}{Z_{Q}(L)}. \quad (12)$$

In the scaling limit $L \gg a_Q$, the ratio $R_{Q}$ in fact computes the ratio of two-point correlators of leading charge-$(Q + 1)$ and charge-$Q$ operators,

$$R_{Q}(L) \sim \frac{G_{Q+1}(L/2)}{G_{Q}(L/2)} = cL^{-2\Delta(Q+1)}, \quad (13)$$

where we have defined $\Delta(Q)$ as the difference of conformal dimensions

$$\Delta(Q) = D(Q) - D(Q-1). \quad (14)$$

We can therefore measure $D(Q)$ for any $Q$ by doing a series of computations for different charge sectors to measure $\Delta(Q)$ and computing,

$$D(Q) = \sum_{q=1}^{Q} \Delta(q). \quad (15)$$

where we set $D(0) = 0$.

D. Details of the worm algorithm

We can now construct an efficient worm algorithm to sample the partition function [36, 37]. The full algorithm is composed of 3 sectors, where a different partition function is sampled, shown schematically in Fig. 5. The first is the “default” sector, given by Eq. (10), which consists of configurations in a given charge sector $Q$. We show an example of such a configuration introduction a short distance scale $a_Q \sim \sqrt{Q}$ in the system. Therefore, we choose the placement to have the smallest spread $a_Q$ possible. We show our choice in Fig. 3, where each circle denotes a source (at $t = 0$) or a sink (at $t = L_T/2$) of charge $\vec{q}_1 = (1, 0, \ldots, 0)$. The numbers denote the order in which we place these charges as we increase the total charge $Q$. For example, the charge placement shown in this figure corresponds to $Q = 20$. The central site (corresponding to $\vec{x} = 0$) is left empty for $Z_Q$, but is used in when adding an additional charge for the measurement update while sampling $\tilde{Z}_{Q+1}^{(t,\vec{x})}$.

Let us now define another partition function $\tilde{Z}_{Q+1}^{(t,\vec{x})}(L)$ in the charge $(Q + 1)$ sector in the following way. The first $Q$ sources and sinks are placed in exactly the same way as for $Z_Q$, we leave the site $\vec{x} = 0$ empty on the both on the source and sink time slices. This special site will be used in an additional step below.) A typical configuration contributing to $Z_Q$ is shown in Fig. 4, in the $Q = 2$ sector.

![Fig. 3. Placement of the sources and sinks for $Z_Q$ at the two-dimensional spatial slices $t = 0$ and $t = L_T/2$. Each circle denotes a source (at $t = 0$) or a sink (at $t = L_T/2$) of charge $\vec{q}_1 = (1, 0, \ldots, 0)$. The numbers denote the order in which we place these charges as we increase the total charge $Q$. For example, the charge placement shown in this figure corresponds to $Q = 20$. The central site (corresponding to $\vec{x} = 0$) is left empty for $Z_Q$, but is used in when adding an additional charge for the measurement update while sampling $\tilde{Z}_{Q+1}^{(t,\vec{x})}$.](image)

![Fig. 4. A typical worldline configuration for the $O(6)$ model with three colors, and two sources and sinks for green worldlines. The open circles indicate sources, and the crosses indicate sinks. The site between the two source sites is left empty as it is used in the measurement update.](image)
in the left panel of Fig. 1. This is where we begin the algorithm. The other two sectors are the “worm” sector $Z_{Q,w}$ and the “measurement” sector $\tilde{Z}_{Q+1}$. Starting in the default sector $Z_Q$, we propose to either perform a worm update (sampling $Z_{Q,w}$), or to perform a measurement update (sampling $\tilde{Z}_{Q+1}$). The worm update is used to generate new configurations in $Z_Q$, and the measurement update is used to measure the observable $R_Q$ defined in Eq. (12). We now describe each of the updates.

**Worm update:** From the default sector, we first propose to move into the “worm” sector, where the partition function $Z_{Q,w}$ is sampled. The configurations contributing to $Z_{Q,w}$ are the same as $Z_Q$, except that they also include a single insertions of a creation and an annihilation operator of the same color at any two spacetime sites. For an example of such a worm configuration, see the right panel of Fig. 1. The key point is that worm algorithms can sample such configurations very efficiently [36–38]. For the zero-charge sector, the details of the worm algorithm used here were described in Refs. [27, 28]. Since we are working in sectors with fixed charge insertions, we modify the algorithm slightly to account for that.

The worm algorithm works by introducing a creation and annihilation operator at a random spacetime site to a configuration in $Z_Q$. As the worm head moves, it can either create a bond (if it moves towards an empty site), delete a bond (if it moves back on itself), or move a bond (if it moves into an existing worldline). The probability of each move is chosen such that the reverse move satisfies detailed balance. To account for the presence of charged operator insertions (sources and sinks), whenever a proposed move takes the worm head to one of the operator insertions, we simply reject the move. This ensures that only configurations with a fixed source/sink pattern are sampled. Once the worm head touches the worm tail, the worm update ends and we are back in the default sector.

**Measurement update:** From default sector $Z_Q$, we then propose to move into the “measurement” sector, where partition function $Z_M$, defined in Eq. (11), is sampled. This is a worm update very similar to the one defined above, except that we always begin by inserting the worm head/tail at the site $(0, \bar{0})$, instead of a random spacetime site. This site does not contain any sources, by construction of $Z_Q$. As the worm head moves, it samples configurations contributing to $\tilde{Z}_{Q+1} = \sum_{(t, \bar{t})} \tilde{Z}_{Q+1}^{(t, \bar{t})}$. Whenever the worm head touches the spacetime site $(L_T/2, \bar{0})$, we count that as a contribution towards $\tilde{Z}_{Q+1}^{(L_T/2, \bar{0})}$. In a given measurement update, let the number of configurations generated in $\tilde{Z}_{Q+1}^{(L_T/2, \bar{0})}$ be denoted by $N_{Q+1}$. The average of $N_{Q+1}$ over a large number of measurement updates computes precisely the observable $R_Q$ defined in Eq. (12),

$$\langle N_{Q+1} \rangle \approx R_Q = c|L_T|^{-2\Delta(Q+1)}.$$  (16)

Therefore this observable gives direct access to $\Delta(Q+1)$. We can repeat this computation over a range of $Q = 0, 1, \ldots, Q_{\text{max}}$ and compute the conformal dimensions $D(Q)$.

As we increase the lattice size $L$, this algorithm can exhibit a signal-to-noise ratio problem in the measurement sector. This is because for large lattices, it becomes increasingly unlikely for the measurement worm head to touch the special site $(\bar{0}, L_T/2)$ before closing. To improve the statistics, following Ref. [24], we also perform a reweighting of the worm configurations in $\tilde{Z}_{Q+1}$. If the worm tail is at $(0, \bar{0})$ and the worm head is at $(t, \bar{t})$, we multiply the weight of the worm configuration by $t^p$, where $p > 0$ is chosen empirically. This makes it easier for the worm to grow very large and increases the likelihood that it touches $(L_T/2, \bar{0})$. It is easy to satisfy detailed balance with this reweighting and it improves the signal-to-noise ratio for the measurement update.

**IV. RESULTS**

In this section, we describe our results for the conformal dimensions of leading charge-$Q$ operators for the $O(N)$ WpCFT for $N = 2, 4, 6, 8$ and over a range of $Q$, and compare with analytic predictions.

**A. Extraction of conformal dimensions**

Given a $Q$ and $N$, we perform computations in the charge-$Q$ sector as described in the previous section and compute the observable $R_Q(L)$ defined in Eq. (12). We perform fits of the data to the form

$$R_Q(L) = c_Q L^{-2\Delta(Q+1)}$$  (17)

where $c_Q$ is a non-universal constant and $\Delta(Q)$ is the difference of conformal dimensions defined in Eq. (14). For each $N$, we compute $\Delta(Q)$ for $Q = 1, \ldots, 10$. The conformal dimension $D(Q)$ of the leading charge-$Q$ operator is then extracted.
by just adding up the differences: $D(Q) = \sum_{q=1}^{Q} \Delta(Q)$. In Fig. 6, we show plots of $R_Q(L)$ as a function of $L$ for the $O(N)$ models with $N = 2, 4, 6, 8$. Although we find that statistical errors increase slightly with larger $Q$, the data is still precise enough to allow for a clean extraction of the exponent $\Delta(Q)$. 

**B. Extraction of LECs of the large-charge EFT**

We rewrite the prediction for $D(Q)$ from the large-charge EFT, Eq. (3), as

$$f(Q^{-1}) = Q^{-3/2} D(Q)$$

$$= c_3/2 + c_1/2 Q^{-1} + c_0 Q^{-3/2} + O(Q^{-2}).$$

The data for $f(Q^{-1}) = Q^{-3/2} D(Q)$ as a function of $Q^{-1}$ should be linear close to $Q^{-1} = 0$. Therefore, close to the origin we can perform a linear fit to extract the leading coefficients $c_3/2$, and $c_1/2$. We can also include higher-order terms to get an estimate of systematic errors in the fit. In Fig. 7, we show the data and fits for all the $O(N)$ models considered in this paper ($N = 2, 4, 6, 8$). We plot $Q^{-3/2} D(Q)$ vs. $Q^{-1}$ and perform fits of this data to the form

$$f(x) = c_3/2 + c_1/2 x^1 + c_0 x^{-3/2} + \sum_{k=2}^{k_{\text{max}}} c_{3/2-k} x^k$$

$$\quad (20)$$

where the power-series is cut off at $k = k_{\text{max}}$.

We note that the very small curvature of the data in Fig. 7 indicates that the large-charge expansion is quite accurate even at low charge $Q$, and therefore low values of $k_{\text{max}}$ are sufficient to obtain a very good fit. In other words, $c_0$ and higher order coefficients are quite small. Since it is not a priori clear which values of $Q$ should be included in the fits, we perform various fits for the total charge in a window $Q \in [Q_{\text{min}}, Q_{\text{max}}]$. We fix $Q_{\text{max}} = 10$ and vary $Q_{\text{min}}$ over a small range. As can be seen from the fits, even very small $Q$ seem to be described well by the “large-charge” expressions. This is an intriguing phenomenon that was also observed by Refs. [23, 24] for the $O(2)$ and $O(4)$ models. As evidenced by Fig. 7, this observation continues to hold for larger $N$, which is interesting.

We also vary the truncation order $k_{\text{max}}$ to get a sense of the systematics. As might be expected, we find that excellent fits are obtained already with $k_{\text{max}} \sim 2$ for most cases.
FIG. 7. Extraction of the large-charge EFT coefficients from $Q = 1, \cdots, 10$. We show the results for the $O(N)$ model with $N = 2, 4, 6, 8$. With $Q^{-3/2}D(Q)$ on the $y$-axis, and $Q^{-1}$ on the $x$-axis, the large-charge EFT prediction is that the $x$-intercept is $c_{1/2}$ and the slope at the origin gives $c_{1/2}$. The curvature in the data is from the higher order terms ($c_0$ and higher-order) in the large-charge expansion. The small curvature indicates that the large-charge expansion is in fact quite accurate even for very low charge $Q$. We perform various fits by excluding the smallest $i$ charges data-points charges to estimate the systematic errors, until $\chi^2$/DOF becomes small. An ellipsis (\cdots) in the columns for coefficient $c_k$ indicates that $c_k$ was not included in the fit, and an error of 0 (for $c_0$) indicates that the value of this parameter was fixed.

C. Comparison with large-charge and large-$N$ results

Finally, having extracted the LECs of the large-charge EFT ($c_{3/2}, c_{1/2}, \ldots$), we can compare the results against the large-$N$ predictions [39] as well as earlier lattice calculations [23, 24]. We show this comparison in Fig. 8 and Table I. The solid lines are predictions from a large-$N$ prediction of Ref. [26], while the results for $O(2)$ and $O(4)$ from previous lattice calculations [23, 24]. We also show the comparison with the earlier literature on the extraction of these couplings.

First, we note that the qualitative prediction of large-$N$ that $c_{3/2}$ decreases with $N$ while $c_{1/2}$ increases is in excellent agreement with the lattice data. Large-$N$ predicts that the two couplings are equal ($c_{3/2} = c_{1/2}$) at $N = 4$. Interestingly, we find this to be true for the lattice results as well, although the actual numerical value of these couplings from large-$N$ differs from lattice by $\sim 10\%$ at $N = 4$.

On the quantitative side, we find that the leading coupling $c_{3/2}$ seems to be in beautiful agreement with large-$N$ already by $N = 6$. On the other hand, the precise numbers for subleading coupling $c_{1/2}$ suggest some mild tension. Being a higher-order coupling, the error bars are larger as well. The source for this discrepancy could be either that large-$N$ takes longer to converge for the subleading coupling, or simply that the lattice computations need to be performed at higher precision. At this stage, it is hard to draw any quantitative conclusions for $c_{1/2}$. It is interesting that the authors of Ref. [26] also noted a small puzzle regarding the subleading coupling $c_{1/2}$, which might relate to this discrepancy as well.

We also compare with the values of the couplings obtained in the literature and find excellent agreement. For $N = 2$, the couplings were obtained in Ref. [23] using the traditional lat-
The dotted lines show the large-order critical point in universality class of the Wilson-Fisher CFT, shown as a function of $N$. The values of the LECs obtained in Refs. [23, 24] for $N = 2, 4$. We find that the $c_{3/2}$ prediction is in excellent agreement with lattice MC for $N \geq 6$. However, the subleading coefficient $c_{1/2}$, while within $\sim 3\sigma$ for $N \geq 6$, seems to be in mild tension. Regardless, large-$N$ correctly predicts the qualitative trends for both couplings.

Finally, we remark that the next-higher-order coupling $c_0$ is predicted to have a precise value from the large-charge expansion. However, being higher order, it is very tricky to extract from the precision obtained in this work. While it would be quite satisfying to extract the coupling $c_0$ numerically, in this work, we simply fixed it to the predicted value and let the other couplings vary.

V. CONCLUSIONS

To explore the validity of the large-charge expansion for the $O(N)$ Wilson-Fisher CFT, we performed lattice MC computations for the $O(N)$ model at $N = 2, 4, 6, 8$. In order to avoid a signal-to-noise ratio problem as we go to higher charges, we used a qubit $O(N)$ model, which was shown recently to have a second-order critical point in universality class of the $O(N)$ Wilson-Fisher CFT fixed-point [28]. This model allows for efficient lattice computations using a worldline formulation with a worm algorithm, and allows precise extraction of the conformal dimensions up to $Q = 10$ and $N = 8$.

Having computed the conformal dimensions, we then performed a fit to the prediction from the large-charge EFT and extracted the two leading LECs $c_{3/2}$ and $c_{1/2}$. In line with what the authors of Refs. [23, 24] observed for the $N = 2, 4$ models, we find that the large-charge expansion describes the data very well even for very small $Q$ for larger $N$ as well. This is an intriguing fact about the large-charge expansion which would be nice to understand theoretically.

We finally compared our numerical results for the LECs with a recent prediction from a combined large-charge and large-$N$ expansion [26]. We find that the large-$N$ prediction for the leading coefficient $c_{3/2}$ agrees very well with the numerical computations already for $N \geq 6$. The qualitative trends for both the leading LECs $c_{3/2}, c_{1/2}$ are also predicted correctly by the large-$N$ expansion. However, there seems to be a small tension between numerical values and large-$N$ for the subleading coefficient $c_{1/2}$. This can be either due to the fact that subleading coefficient is harder to extract numerically and there might be unresolved systematics, or it could be that we just need to go to larger $N$ for the subleading coefficient. The authors of Ref. [26] also note a small puzzle regarding the $c_{1/2}$ coupling, which might be related to this issue. This merits further study and is left for a future publication.
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TABLE II. Comparison of the worm algorithm with exact calculations on a small $2 \times 4$ lattice in the charge-1 sector. We show results for the “singlet density” observable, for various $N$, spatial weights ($W_s$) and temporal weights ($W_t$). We find complete agreement between the exact results and the worm algorithm. All the configurations contributing to this computation are shown in Fig. 9.

| $N$ | $W_s$ | $W_t$ | Worm algorithm | Exact    |
|-----|-------|-------|----------------|----------|
| 1   | 0.62  | 0.47  | 0.49471(25)    | 0.4947   |
| 2   | 1.75  | 0.47  | 0.38986(26)    | 0.3899   |
| 3   | 3.00  | 0.11  | 0.379614(89)   | 0.3795   |
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Appendix A: Exact calculations on a small lattice

In this section, we test our MC code by comparing against exact results for a small lattice. We consider a 2$d$ spacetime lattice with $L = 2$ and $L_T = 4$, where all possible configurations can be easily enumerated. We put exactly one source and sink of a fixed color. In this case, there are exactly three types of configurations, as shown in Fig. 9.

Let the spacetime sites be indexed by integers $(x, t)$ where $x \in [0, 1]$ and $t \in [0, 3]$. We place one source of a given color (say, red) at the site $(0, 0)$ and a sink of the same color at $(0, 2)$. In Fig. 9, the sources are shown by a circle and the sinks are shown by a cross. In our setup, the first outgoing bond from the sources is always frozen to be in the positive time direction, so that the outgoing bond always points up, and the incoming bond for the sinks is frozen to be coming in from negative time direction, so that the bond always comes in from below. On this $2 \times 4$ lattice, this completely freezes the worldline connecting the source and the sink. Therefore, we can easily enumerate all the allowed configurations in this system, as shown in Fig. 9. The first configuration shown has a single worldline of a fixed color and orientation since it connects a source with a sink, whereas the two configurations shown to its right have an additional worldline which can be of any of the $n$ colors and two orientations (so there are such $N = 2n$ configurations). The weight of each configuration is given by multiplying the weight of each temporal bond, $W_t$, and each spatial bond $W_s$. Therefore the partition function in the charge-1 sector is

$$Z_1 = W_t^2 + NW_t^6 + NW^2_t W_s^2.$$  \hspace{1cm} (A1)

We show results for the singlet density computed from the lattice MC algorithm against exact results in Table II.
FIG. 9. All the possible configurations with their weights on a $2d$ lattice of size $L = 2$ and $L_T = 4$ in the charge-1 sector. Here, we denote the weight of a temporal bond is $W_t$ and $W_s$ for clarity, although in our computations we have $W_t = W_s$. The dark circle represents a source and the cross represents a sink for the red worldlines. In our code the outgoing bonds at sources and incoming bonds at sinks are fixed to be in the temporal direction, so this completely fixes the red worldline on this small lattice. The other worldline can be of any color and orientation and contributes a factor of $N$ to the weights and second and third configurations.