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1 Introduction and summary

Traditionally, locality has been a crucial ingredient in constructing quantum field theories that describe natural phenomena, and for good reason. Nevertheless, instances of non-local field theories seem to be dispersed throughout the literature. The continuum description of the long-range Ising model in 3 + 1 dimensions [1] (see also [2] for a modern discussion and [3] for a more formal perspective), the effective description of graphene, see, e.g., [4], dissipation in 0 + 1 dimensions [5] (and also, e.g., [6, 7]), a possible effective description of turbulent flow [8–10], or bi-local descriptions of SYK-like models [11, 12] are but a few examples of such non-local theories.

In the examples of non-local field theory above, and in the one we discuss in this work, the non-locality is of a very particular type. Namely, it is such that the kinetic term for the dynamical field can be written as a particular integral of a bi-local kernel. As we will
review below, fields with such a bi-local kinetic term but local interactions, are protected from receiving field strength renormalization. Non-local kinetic terms are not renormalized by local divergences. In this sense, non-local kinetic terms protect the scaling dimension of the associated field against quantum corrections. While the anomalous dimension of these fields is zero, classically marginal coupling constants of these theories are not necessarily protected and may or may not run under renormalization group (RG) flow. In some cases, a combination of the non-renormalization property described above together with additional symmetries of the action may protect the dimension of a classically marginal coupling so that it becomes exactly marginal. In other instances, renormalization group flow may generate local kinetic terms which, if relevant, may dominate the infrared physics.

In this work we will be particularly interested in a non-local version of quantum electrodynamics (QED) where the kinetic term for the photons is non-local and the fermions are local, i.e., the Euclidean action is given by

\[ S = \int d^4x \left( \frac{1}{4} F_{\mu\nu} D^{s-2} F^{\mu\nu} + \frac{1}{2\xi} (\partial_{\mu} A^\mu) D^{s-2} (\partial_{\nu} A^\nu) + \sum_{i=1}^{N_f} \bar{\psi}_i (i\slashed{\partial} - eA^\mu) \psi_i \right) \]  

(1.1)

where the non-local derivative \( D^s \) is defined through

\[ \int d^d x D^s \phi(x) e^{ikx} = |k|^s \phi(k) \quad \int d^d x\phi(x)e^{ikx} = \hat{\phi}(k). \]  

(1.2)

Our conventions for the Gamma matrices are

\[ \{\gamma_{\mu}, \gamma_\nu\} = -2\delta_{\mu\nu} \]  

(1.3)

which coincide with those of [13]. Using (1.2) the real space expression for the kinetic term (and gauge fixing term) of the photon in (1.1) can be written in the form\(^1\)

\[ D^s\phi(0) = (2\pi)^s \frac{\pi^{-\frac{d}{2}} \Gamma(d+s)}{\Gamma(-\frac{s}{2})} \int \frac{d^d y}{|y|^{d+s}} \phi(y) - \sum_{r=0}^{[s/2]} b_r y^{2r} (\Box^r \phi)(0) \]  

(1.4)

with

\[ b_r = \frac{\Gamma\left(\frac{d}{2}\right)}{2^{2r}\Gamma\left(r+\frac{d}{2}\right)\Gamma\left(r+1\right)} \]  

(1.5)

with \( \Gamma \) the Euler Gamma function, and \( s \) a real number greater than \(-d\) which is not a non-negative even integer. See, [14] for a detailed derivation.\(^2\) When \( s \) is negative, the

---

\(^1\)On insisting that the gauge-fixing parameter \( \xi \) be dimensionless, the gauge-fixing term in (1.4) is the natural choice, and standard arguments, such as those of Faddeev and Popov, show that correlation functions are gauge-independent. The Faddeev-Popov procedure leads to the introduction of ghosts fields with a non-local kinetic term that are decoupled from the physical fields, and the resulting total action exhibits a non-local version of BRST invariance. Whether all-loop renormalizability can be proven from this invariance is not immediately clear, but we observe that renormalizability is valid at least through two-loops.

\(^2\)The right-hand side of (1.4) contains an extra overall factor of \((2\pi)^s\) compared to equation (15) in [14] due to our different convention for the Fourier transform.
summation in (1.4) is set to zero; that is to say, there is no subtraction on the right-hand side. We choose \( N_f \) in (1.1) such that there is no parity anomaly.

As mentioned earlier, actions of the type (1.1) appear throughout the literature. When \( s \) is an odd integer these actions are identical to the effective action obtained by considering free photons coupled to fermions on lower-dimensional branes [15, 16] (see also [17]). The case of \( d = 3 \) and \( s = 1 \) has recently received special attention [18–21] partly due to its relation to the physics of graphene [4, 22] and its possible connection to the infrared fixed point of three-dimensional QED [23–28]. In [29] the authors attempt to relate non-local Abelian gauge theories to strange metals. A study of the unitary and causal properties of (1.1) has been carried out in [30, 31]. More recently, the authors of [32, 33] studied entanglement entropy properties of non-local theories of the type described in this work. In the context of AdS/CFT [34–36], the works of [25, 37–40] provided holographic descriptions of large \( N \) QED\(_{3} \) and related vector models, where the infinite \( N \) boundary theory has an effective non-local propagator. Some other works including fractional derivatives, both from a formal perspective and as emergent phenomenon, include [41–45].

The classical scaling dimensions of the photon, fermion and electric charge in (1.1) are given by

\[
[A_\mu] = \frac{1}{2} (d - s) \quad [\psi] = \frac{1}{2} (d - 1) \quad [e] = \frac{1}{2} (2 + s - d)
\]

implying that the electric charge is classically marginal for \( d = s + 2 \), and that a canonical kinetic term for the photon is classically relevant whenever \( s > 2 \). In section 2 of this note we study the beta function for the electric charge associated with (1.1). Some of our findings are as follows:

- We find that the \( d = s + 2 \) theory is exactly marginal as long as \( d \) is not an even integer. As mentioned in [15, 16] and explained in appendix B the \( d = s + 2 \) theory with \( d \geq 3 \) odd is the effective boundary theory for

\[
S = \int d^{d+1}x \frac{1}{4} F_{\mu\nu} (\nabla^2)^{d-4} F^{\mu\nu} + \sum_{i=1}^{N_f} \int d^{d}x \bar{\psi}^i (i\partial - eA) \psi^i
\]

with Neumann boundary conditions for the gauge field. Marginality of the \( d = 3 \) theory was discussed in [18–20] and a check of marginality of the \( d = 5 \) theory at one loop was carried out in [17] (see also [26]).

- Working in an \( \epsilon \) expansion around \( d = 4 \) we find that, as opposed to classical expectations, a canonical kinetic term for the photon becomes relevant for \( s > d - 2 \). In other words, when \( 2 \leq d \leq 4 \) and the electric charge is relevant, non-local QED flows to the same infrared fixed point as local QED. When the electric charge is irrelevant non-local QED flows to a Gaussian theory. See figure 1. Further evidence for the relevance of a canonical kinetic term when \( s > d - 2 \) is provided by studying the \( d = 2 \) and \( d = 3 \) theories directly. This infrared behavior is reminiscent of that of the long-range Ising model, though there, apart from the Gaussian theory, there are two possible infrared fixed points. See [1, 2, 46–50] for details.
Figure 1. Classical (left) and quantum corrected (right) scaling properties of the canonical kinetic term and electric charge for various values of \(s\) and \(d\) as computed in the main text using an epsilon expansion and extrapolated to large \(\epsilon\). The white circle signifies that the \(d = 3, s = 1\) theory is exactly marginal, as are all theories with \(d = s - 2\) when \(d\) is not an even integer.

- For even values of \(d\), the electric charge is no longer exactly marginal. We argue that for \(d = 4\) and \(s\) bigger than 2, the theory is asymptotically free but will generate canonical kinetic terms in the infrared, serving as a UV completion of local four-dimensional QED.

- Treating the non-local kinetic term as the deformation of a local theory, we find that local three-dimensional QED possesses an exactly marginal non-local deformation \(F_{\mu\nu}D^{-1}F^{\mu\nu}\).

In section 3 we argue that the scale invariant \(d = s + 2\) theory is also conformally invariant. In doing so, we provide a method for adding a connection to a non-local derivative. Unitarity of these non-local theories are discussed in section 4. We end with a summary and further discussions in section 5.

2 RG flow of non-local QED

Let us denote the bare action associated with (1.1) by

\[
S_B = \int d^d x \left( \frac{1}{4} Z_3 F_{\mu\nu} D^{s-2} F^{\mu\nu} + \frac{Z_4}{2\xi} (\partial_\mu A^\mu) D^{s-2} (\partial_\mu A^\mu) \right. \\
+ \left. iZ_2 \sum_j \bar{\psi}^j \partial_\nu \psi^j - Z_1 e_0 \mu^{\frac{1}{2}(2+s-d)} \sum_j \bar{\psi}^j A^j \psi^j \right) 
\]

where bare fields are given by

\[
\psi^B = Z_\psi^B \psi \quad A^B = Z_A^B A \quad e_B = Z_e^B e_0 \mu^{\frac{1}{2}(2+s-d)} \quad \xi_B = Z_\xi^B \xi
\]
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and
\[ Z_1 = Z_A^{\frac{1}{2}} Z_\psi Z_A^{\frac{1}{2}}, \quad Z_2 = Z_\psi, \quad Z_3 = Z_A, \quad Z_4 = Z_A Z_\xi^{-1}. \tag{2.3} \]

Gauge invariance dictates that
\[ Z_1 = Z_2. \tag{2.4} \]

The beta function for the normalized square of the electric charge,
\[ \frac{\alpha}{(4\pi)} = \frac{e_0^2}{(4\pi)^{d/2}} \tag{2.5} \]
is given by
\[ \beta_\alpha = \mu \left( \frac{\partial \alpha}{\partial \mu} \right)_B = -\epsilon \alpha + 2\alpha \gamma_A, \tag{2.6} \]
where the subscript $B$ implies that we keep bare quantities fixed while taking the derivative, and we have defined
\[ \epsilon = s + 2 - d, \tag{2.7} \]
and
\[ \gamma_A = \frac{1}{2} \mu \frac{\partial}{\partial \mu} \ln Z_A, \tag{2.8} \]
and used (2.4).

As mentioned in the introduction, and as we will discuss shortly, fields whose dynamics are controlled by non-local kinetic terms do not receive wavefunction renormalization. If we start from $\epsilon = 0$ and $s$ odd then this non-locality ensures that $Z_A = 1$ and therefore, according to (2.6), $\beta_\alpha = 0$. In section 2.1 we will argue for the non-renormalization of the photon wavefunction based on the work of [47]. An alternate derivation of finiteness of the photon propagator for $d = 3$ and $s = 1$ can be found in [18, 20]. If we consider $\epsilon \neq 0$ (so that the electric charge is not classically marginal) then local kinetic terms may be generated during RG flow. We study the relevance of these terms in section 2.2 where we also discuss some of the novel physical features which result from our analysis.

### 2.1 Non-renormalization of the photon wavefunction

While the goal of this subsection is to show that $Z_A = 1$ for $d = 2 + s$ ($\epsilon = 0$) and $s$ odd to any order in a perturbative expansion, it is instructive to start our analysis with an explicit computation of $Z_A$ to one and two loops. The Feynman rules associated with the action (1.1) are shown in figure 2. In what follows we will use the Feynman gauge, $\xi = 1$, and the shorthand $p$ instead of $|p|$.

The one-loop correction to the photon two-point function is given at one-loop order by the left diagram in figure 3. Since only fermions run in the loop, this diagram is insensitive to the non-local nature of the photon, and we obtain the textbook result
\[ \Pi_{(1)}^{\mu\nu}(k) = -e_0^2 \mu^4 N_f \text{Tr} \int \frac{d^4 p}{(2\pi)^d} \frac{\gamma_\mu \gamma_\nu (p - k)}{p^2 (p - k)^2} \]
\[ = -\frac{2\alpha}{4\pi} \mu^4 f(d) N_f \frac{\Gamma (2 - \frac{d}{2}) \Gamma (\frac{d}{2})^2}{\Gamma (d)} k^{d-4} (k^2 \delta^{\mu\nu} - k^\mu k^\nu) \tag{2.9} \]
\[
\Gamma_{\mu
u}^{(1)}(1) = \frac{1}{|p|^2} \left( \delta_{\mu\nu} - (1 - \xi) \frac{p \cdot p_k}{p^2} \right)
\]

where \( f(d) \) is the dimension of the \( \gamma \) matrices \( (f(4) = 4) \). Thus, if \( d \) is odd the one-loop correction to the photon propagator is finite and we find \( Z_A = 1 + O(\alpha^2) \).

It is possible to infer the finiteness of \( \Gamma_{\mu\nu}^{(1)} \) from the first equality in (2.9), without explicitly evaluating the integral. The superficial degree of divergence of a diagram with \( e_p \) external photon lines, no external fermions, and \( \ell \) loops is

\[
D = 2 + s - e_p + (d - 2 - s)\ell,
\]

so that

\[
\Pi_{\mu\nu}^{(1)} \sim O(k^{d-2})
\]

(upto possible multiplicative logarithmic terms in \( k \)) just from dimensional analysis. We can now take \( D + 1 = d - 1 \) derivatives of (2.9) with respect to the external momenta \( k^\mu \) so that the resulting integral is convergent. Thus, any (regulated) divergences of \( \Pi_{\mu\nu}^{(1)} \) must be associated with integration constants which vanish when taking sufficiently many \( \partial / \partial k^\mu \) derivatives of it. Since \( \Pi_{\mu\nu}^{(1)} \) is a scalar all these divergences must be analytic in \( k^2 \). Given (2.11) we conclude that \( \Pi_{\mu\nu}^{(1)} \) must be finite for \( D \) odd and therefore for \( d \) odd. Gauge invariance, \( k_\mu \Pi_{\mu\nu}^{(1)} = 0 \), then implies that \( \Pi_{\mu\nu}^{(1)} \) will be finite as well whenever \( d \) is odd.

Before moving on to two loops, we note that the one-loop correction to the fermion wavefunction, given by the central diagram in figure 3, does get modified by the non-local nature of the photon:

\[
\Sigma_{ij}^{(1)}(k) = -e_0^2 \epsilon^k \int \frac{d^d p}{(2\pi)^d} \frac{\gamma_\mu \delta^{\mu\nu} (\not{p} - \not{k}) \delta_{ij} \gamma_\nu}{p^2 (p - k)^2} = -\frac{\alpha}{4\pi} \mu^\epsilon \frac{(d - 2) B \left( \frac{d}{2}, \frac{d + 2}{2} \right) \Gamma \left( \frac{1}{2} (2 + s - d) \right)}{\Gamma \left( \frac{d}{2} \right)} \delta_{ij} k - \epsilon \not{k}
\]

(with \( B \) the Euler Beta function) implying that

\[
Z_2 = 1 - \frac{\alpha s^2}{4\pi \Gamma \left( 2 + \frac{s}{2} \right)} \epsilon + O(\alpha^2),
\]
\( p^{\mu} \Pi_{(2)}^{\mu \nu} p \) = \( \Pi_{(2a)}^{\mu \nu} \)

\( p^{\mu} \Pi_{(2a')}^{\mu \nu} p \) = \( \Pi_{(2b)}^{\mu \nu} \)

\( p^{\mu} \Pi_{(2c)}^{\mu \nu} p \) = \( \Pi_{(2a')}^{\mu \nu} \)

\( p^{\mu} \Pi_{(2c')}^{\mu \nu} p \) = \( \Pi_{(2b')}^{\mu \nu} \)

\( p^{\mu} \Pi_{(2c')}^{\mu \nu} p \) = \( \Pi_{(2c')}^{\mu \nu} \)

\( p^{\mu} \Pi_{(2c')}^{\mu \nu} p \) = \( \Pi_{(2c')}^{\mu \nu} \)

\( \Gamma^{ij}_{(1)}(k, k') = e_0^3 \alpha^2 s^2 \gamma_\mu \gamma_\nu \delta^{ij} \int \frac{d^4p}{(2\pi)^4} \frac{(p-k')(p+k)}{(p-k)^2(p+k)^2p^2} \) (2.14)

\( = \frac{\alpha s^2}{4\pi \Gamma(2+\frac{\epsilon}{2})} \epsilon_0 \delta^{ij} + O(\epsilon^0) \)

as expected from (2.4).

The 7 diagrams contributing to the photon propagator at order \( \alpha^2 \) can be found in figure 4. Let us start with the simpler diagrams, \( \Pi_{(2a)}^{\mu \nu} \) and \( \Pi_{(2a')}^{\mu \nu} \) (which are equal to \( \Pi_{(2b)}^{\mu \nu} \) and \( \Pi_{(2b')}^{\mu \nu} \) respectively),

\( \Pi_{(2a)}^{\mu \nu} = e_0^3 \alpha^2 s^2 N_f \frac{1}{2} \int \frac{d^4p}{(2\pi)^4} \frac{1}{\frac{p^2}{p^2}} \gamma^- \frac{1}{q^2(q-p)^2} \) (2.15)

While it is straightforward to evaluate these integrals and demonstrate that

\( \Pi_{(2a)}^{\mu \nu} + \Pi_{(2a')}^{\mu \nu} = O(\epsilon^0) \),

we find it more informative to show how the arguments presented below (2.11) can be used to arrive at (2.16) without evaluating the integrals in (2.15) explicitly.

Intuitively, the divergence associated with the internal loop in (2.16) is compensated for by the counterterm. Once accounted for, the resulting expression contains only local fermions. In a dimensional regularization scheme the resulting divergences must be identical to those coming from a local theory up to an overall multiplicative constant (coming from the regulated internal loop). An argument regarding analyticity, similar to the one in the one-loop case, implies (2.16).

More formally, from (2.10) we find that the superficial degree of divergence of \( \Pi_{(2)}^{\mu \nu} \) is

\( D = s - 2\epsilon \).
Recall that $\epsilon \ll 1$ and serves as a regulator and that we are assuming $s > 0$. Let us take $n = s + 1$ derivatives of $\Pi_{(2a)}^{\mu \nu} + \Pi_{(2a')}^{\mu \nu}$ with respect to the external momentum $k_\mu$, so that its superficial degree of divergence, $D - n$, is negative. We would like to show that the resulting diagram is finite. Consider $\frac{\partial^n}{\partial k^n} \Pi_{(2a)}^{\mu \nu}$. If both $q$ and $p$ in (2.15) go to infinity in a generic direction then this is clearly the case since then the large momentum behavior of the diagrams will be $D - n < 0$. However, there will be special directions in the $2d$-dimensional $(p, q)$ plane where the large momentum behavior of the diagram will differ from $D - n$. Indeed, by studying the denominator of (2.15) we find that if we fix $p$ and take $q$ to be large, we obtain an expression with degree of divergence $d - s - 1 = 1 - \epsilon$ which we will refer to as $I_1$. If we fix $q$ and take $p$ to be large we obtain an expression with degree of divergence $-1 - \epsilon$, $I_2$. Finally, if we take $p - q$ to be fixed and $p$ large we obtain an expression with degree of divergence $-s - \epsilon$, $I_3$.

$$
I_1 \sim \int_{p_0}^{p_0} d^dp \ldots \int_{q_0}^{q_0} \frac{d^dq}{q^{s+1}},
I_2 \sim \int_{q_0}^{q_0} d^dq \ldots \int_{p_0}^{p_0} \frac{d^dp}{p^{s+n}},
I_3 \sim \int_{p_0-q_0}^{p_0} d^d(p-q) \ldots \int_{p_0}^{p_0} \frac{d^dp}{p^{s+2}}.
$$

(2.18)

Clearly, only $I_1$ may be divergent (for positive $s$), but $I_1$ is precisely compensated for by the counterterm $\frac{\partial^n}{\partial k^n} \Pi_{(2a')}^{\mu \nu}$ whose large $p$-behaviour is suppressed. We conclude that $\frac{\partial^n}{\partial k^n} \left( \Pi_{(2a)}^{\mu \nu} + \Pi_{(2a')}^{\mu \nu} \right)$ is finite. One can now invoke an analyticity argument similar to the one following (2.11) to argue that (in the limit $\epsilon \to 0$ and $d$ odd) $\Pi_{(2a)}^{\mu \nu} + \Pi_{(2a')}^{\mu \nu}$ is finite.

Finiteness of $\Pi_{(2c)}^{\mu \nu} + \Pi_{(2c')}^{\mu \nu} + \Pi_{(2c'')}^{\mu \nu}$ follows in a similar manner. We have

$$
\Pi_{(2c)}^{\mu \nu} = -\frac{1}{12} \delta^{\mu \nu} N \int \frac{d^dp}{(2\pi)^d} \frac{d^dq}{(2\pi)^d} \operatorname{Tr} \left( \frac{(2\pi)^d}{q^2} \frac{(2\pi)^d}{(p + k)^2} \frac{(2\pi)^d}{(p + k + q)^2} \frac{(2\pi)^d}{(p + q)^2} \right) \delta_{\lambda \tau} q^\lambda p^\tau.
$$

(2.19)

If we take $n = s + 1$ derivatives of $\Pi_{(2c)}^{\mu \nu}$ with respect to the external momenta $k_\mu$ then the superficial degree of divergence of the resulting expression will be $D - n = -1 - 2\epsilon < 0$. Thus, the integrand of $\frac{\partial^n}{\partial k^n} \Pi_{(2c)}^{\mu \nu}$ will be finite for $p$ and $q$ going to infinity in generic directions in the $(p, q)$ plane. Special directions for which the asymptotic behavior of the integrand is not generic are fixed $p$ and large $q$, $I_1$, fixed $q$ and large $p$, $I_2$ and fixed $p + q$ and large $p$, $I_3$,

$$
I_1 \sim \int_{p_0}^{p_0} d^dp \ldots \int_{q_0}^{q_0} \frac{d^dq}{q^{s+2}},
I_2 \sim \int_{q_0}^{q_0} d^dq \ldots \int_{p_0}^{p_0} \frac{d^dp}{p^{s+n}},
I_3 \sim \int_{p_0-q_0}^{p_0} d^d(p-q) \ldots \int_{p_0}^{p_0} \frac{d^dp}{p^{s+2}}.
$$

(2.20)

Clearly $I_1$ and $I_3$ diverge but these divergences are precisely cancelled by the counterterms $\frac{\partial^n}{\partial k^n} \Pi_{(2c')}^{\mu \nu}$ and $\frac{\partial^n}{\partial k^n} \Pi_{(2c'')}^{\mu \nu}$. We can conclude, as before, that $\frac{\partial^n}{\partial k^n} \left( \Pi_{(2c)}^{\mu \nu} + \Pi_{(2c')}^{\mu \nu} + \Pi_{(2c'')}^{\mu \nu} \right)$
is finite. The usual arguments then imply that for $d$ odd and $\epsilon = 0$, $\Pi_{(2c)\epsilon}^{\mu\nu} + \Pi_{(2c')}^{\mu\nu} + \Pi_{(2c'')}^{\mu\nu}$ is also finite. Thus, in non-local QED the two-loop correction to the photon propagator is finite for $d = s + 2$ and $d$ not even. For the unbeliever, a demonstration of the finiteness of the two-loop correction via an explicit evaluation of the diagrams can be found in appendix A.

So far, we claimed that non-local QED diagrams for the photon propagator are finite at two loops by arguing that diagrams with a negative degree of divergence and whose subdivergences have been regulated are finite. A similar statement regarding renormalizability of local QED can be found in [51]. Indeed, our argument is a special case of a more general theorem due to Weinberg [52] which states that if a Feynman diagram has negative superficial degree of divergence and its subdivergences have been subtracted then it is finite. While Weinberg’s theorem was proven for local theories, a careful analysis of the proof shows that it only relies on the propagator being proportional to a negative power of the momentum. Therefore, it immediately generalizes to non-local theories of the type studied in this work.

Given Weinberg’s theorem, and that taking derivatives and adding counterterms commute in a minimal subtraction prescription (see, e.g., [53]), we can argue for finiteness of the photon correlator at any loop order. From (2.10) the superficial degree of divergence for the photon two-point function for $\epsilon = 0$ is $D = s$. We can now take $D + 1$ derivative of any given diagram $\Pi_{(\ell)\mu}^{\mu}$ together with its associated counterterms to obtain an expression whose superficial degree of divergence is negative. Thus, any divergences of $\Pi_{(\ell)\mu}^{\mu}$ should be analytic in $k^2$. If $s$ (and therefore $d$) is odd we conclude that $\Pi_{(\ell)\mu}^{\mu}$ together with its associated counterterms is finite. This proves the non-renormalization property of non-local QED for $\epsilon = 0$ and $d$ odd advocated at the beginning of this section.

We note that an argument similar to the one presented above has been used to show that there is no wavefunction renormalization in the continuum limit of the long-range Ising model [47]. Indeed, for generic values of $s$ and $d$ the superficial degree of divergence of the photon two-point function, $D$, will not be an even integer, which implies that there is no wavefunction renormalization of the photon in such cases as well. More precisely, at $\ell$ loops we have

$$D = (d - 2)\ell - s(\ell - 1). \quad (2.21)$$

In order for the diagram to be divergent, it must be the case that $D = 2n$ with $n > 0$ an integer. Thus, whenever

$$s = \frac{\ell}{\ell - 1}(d - 2) - \frac{2n}{\ell - 1}, \quad (2.22)$$

with $\ell > 1$ the photon two-point function will have a logarithmically divergent contribution. For all other values of $s$ there won’t be any wavefunction renormalization of the photon.

### 2.2 Relevance of local terms vs. non-local ones

We have seen that for $d = s + 2$ and $d$ odd the electric charge is exactly marginal. When $d - (s + 2) < 0$ the electric charge is relevant and the theory may flow to a non-trivial fixed point in the infrared. For example, three-dimensional QED ($d = 3$ and $s = 2$) seems
to behave in such a way, at least when $N_f$ is large [24]. If $d = 3$ and $1 < s < 2$ (so that a local kinetic term is classically irrelevant) one might expect the infrared fixed point to be a non-local version of the fixed point of three-dimensional local QED, much like the relation between the fixed point of the long-range Ising model and the short-range Ising model studied in [1, 46, 47]. When $s > 2$ a local kinetic term becomes a relevant operator and the expectation is that the theory will flow to a local one in the infrared.

In what follows we will find that the interplay between the generation of local kinetic terms and the non-renormalization of the non-local kinetic term is subtle and the naive classical expectation breaks down leading to interesting physical effects. Our analysis is based on an $\epsilon$ expansion supplemented by a study of the non-local Schwinger model in two dimensions and a large $N$ expansion in three dimensions.

2.2.1 $\epsilon$ expansion

In four dimensions, renormalization of the one-loop correction to the photon propagator (given in (2.9)) requires us to introduce a local kinetic term for the photon. In order to understand whether such a term is relevant in an RG sense, we follow the standard practice of adding it to the action and studying the resulting beta function associated with it. Working in $d = 4 - \epsilon'$ dimensions, our action takes the form

$$S = \int d^d x \left( \frac{1}{4} b Z \mu^{2-s} F_{\mu \nu} D^{s-2} F^{\mu \nu} + \frac{Z_3}{4} F_{\mu \nu} F^{\mu \nu} + \text{(gauge fixing terms)} \right) + i Z_2 \sum_j \bar{\psi}^j \left( \partial_j + Z_1 e_0 \mu^2 \sum_j \bar{\psi}^j A^j \right).$$

With some prescience (and similar to what was done in [46, 47]) we have rescaled the gauge field (and electric charge) so that the local kinetic term is canonically normalized at tree level. Rescaling the gauge field (and electric charge) back so that the tree level non-local kinetic term is canonically normalized is a simple algebraic exercise which we will carry out towards the end of this subsection. The bare coupling associated with (2.23) are given by

$$b_B = b Z \mu^{2-s}, \quad e_B^2 = e_0^2 \mu^\epsilon Z_3^{-1}.$$ (2.24)

Slightly generalizing the arguments that lead to the non-renormalization theorem of the previous section, suggests that for generic values of $s$, $3$ $Z_3 = 1$ leading to

$$\beta_\alpha (\alpha, b) = \alpha (-\epsilon' + 2\gamma_A (\alpha, b))$$

$$\beta_\beta (\alpha, b) = b ((s-2) + 2\gamma_A (\alpha, b))$$

where $\beta_\alpha$ and $\gamma_A$ were defined in (2.6) and (2.8) respectively, and $\beta_\beta = \mu \partial (\partial b / \partial \mu) B$. Unless $s - 2 = -\epsilon'$ (a special case we will discuss shortly), a non-trivial fixed point will exist only if $b = 0$ and $2\gamma_A (\alpha_*, 0) = \epsilon'$. This fixed point is IR-stable whenever

$$B(\alpha, b) = \left( \frac{\partial_b b_\beta \partial_\beta b_\beta}{\partial_\beta b_\beta \partial_\beta b_\beta} \right) \bigg|_{b = 0 \atop \alpha = \alpha_*} > 0.$$ (2.26)

---

$^3$Non-generic values of $s$ are determined by (2.22) and either satisfy $s = d - 2$ with $d$ even or $s < d - 2$ in which case the electric charge is irrelevant and the theory flows to the Gaussian one in the infrared.
Equation (2.26) reduces to

\[ s > d - 2, \quad \alpha_0 \frac{\partial}{\partial \alpha_0} \gamma_A(\alpha_0, 0) > 0. \] (2.27)

The first inequality implies that we must be in the region where the electric charge is relevant. The second equality needs to be checked explicitly. In perturbation theory we find, using (2.9) and setting \( d = 4 \) and \( s = 2 \) that

\[ \gamma_A(\alpha, 0) = \frac{N_f \alpha}{3 \pi} + O(\alpha^2), \] (2.28)

for small \( \epsilon' \).

Note that the first inequality in (2.27) implies that the \( b = 0 \) fixed point is stable as long as \( s > d - 2 \), as opposed to the classical \( s > 2 \). Put differently, we find that the local kinetic term is relevant whenever \( s > d - 2 \) instead of \( s > 2 \) as implied by a naive power counting argument, at least as far as the epsilon expansion can be relied on. See figure 1. Going beyond the epsilon expansion is somewhat challenging, but in subsections 2.2.2 and 2.2.3 we present arguments for \( d = 2 \) and \( d = 3 \) that corroborate the relevance of the local kinetic term for \( s > d - 2 \).

Going back to (2.25), if \( d = 3 \) and \( s = 1 \) \( (s-2 = -\epsilon') \), there is a one-dimensional family of solutions to \( \beta_\alpha = \beta_b = 0 \). This exactly marginal direction contains the \( b = 0 \) theory which is the non-trivial infrared fixed point of QED\(_3\).

\[ \left[ F_{\alpha\beta} D^{-1} F_{\alpha\beta} \right] \] is an exactly marginal deformation of QED\(_3\). This is perhaps not surprising. Recall that the \( d = 3, s = 1 \) theory is equivalent to the theory which captures the boundary dynamics of a four-dimensional bulk photon coupled to \( N_f \) boundary fermions (see appendix B).

Thus, the non-local deformation of the QED\(_3\) fixed point is equivalent to coupling QED\(_3\) to an additional bulk photon in 4 dimensions. Such a coupling is exactly marginal.

Finally, let us rescale the gauge field in (2.23) by \( 1/\sqrt{b \mu^{s-2}} \). In these variables the action (2.23) may be thought of as a deformation of a non-local theory with charge \( \tilde{\epsilon}_0 = e_0/\sqrt{b} \) by a local operator \( \tilde{b}_B \mu^{s-2} F^2 \) with \( \tilde{b} = 1/b \). Now

\[ \tilde{b}_B = \tilde{b} \mu^{s-2} Z_3, \quad \tilde{\epsilon}_B^2 = \tilde{\epsilon}_0^2 \mu^{s-2}; \] (2.29)

so that

\[ \beta_\tilde{\alpha} = -\tilde{\alpha} \left( s - 2 + \epsilon' \right) \]
\[ \beta_\tilde{b} = -\tilde{b} \left( (s - 2) + 2 \gamma_A \right). \] (2.30)

Thus, if \( d = 4 \) and \( s > 2 \), a theory with small \( \tilde{b} \) is asymptotically free and can serve as a UV completion of QED, sidestepping the infamous Landau pole of the local theory; in the infrared, a (relevant) local kinetic term will be generated and dominate the dynamics.

\[ \text{(4)} \] Based on an \( \epsilon \) expansion analysis, we are assuming that \( \gamma_A(\alpha_0, 0) \) is not a local minimum or maximum of \( \gamma_A \). If it is then there are no other solutions to (2.25) around \( b = 0 \).
The analysis we have carried out so far may be generalized to an epsilon expansion around \( d = 2 - \epsilon' \) dimensions. For \( n > 2 \), the action

\[
S = \int d^d x \left( \frac{1}{4} b \mu^{2n-(s+2)} Z_b F_{\mu\nu} D^{s-2} F^{\mu\nu} + \frac{Z_3}{4} F_{\mu\nu} D^{2n-4} F^{\mu\nu} + (\text{gauge fixing terms}) 
+ i Z_2 \sum_j \bar{\psi}^j \partial \psi^j + Z_1 e_0 \mu^2 \sum_j \bar{\psi}^j A \psi^j \right)
\]

generalizes (2.23), the bare coupling,

\[
b_B = b Z_b Z_3^{-1} \mu^{2n-(s+2)},
\]

generalizes (2.24), and the beta functions (2.25) now read

\[
\begin{align*}
\beta_\alpha(\alpha, \tilde{b}) &= \alpha \left( -\epsilon' + 2 \gamma_A(\alpha, b) \right) \\
\beta_b(\alpha, \tilde{b}) &= b \left( (s + 2 - 2n) + 2 \gamma_A(\alpha, b) \right).
\end{align*}
\]

As was the case for \( n = 2 \), unless \(-\epsilon' = s + 2 - 2n\), the only non-trivial fixed point is \( b = 0 \) and \( \gamma(\alpha_*, 0) = \epsilon' \) whose stability is given by (2.27) except that now

\[
\gamma(\alpha, 0) = (-1)^n N_f d f(d) (n - 1) \frac{4^n}{\sqrt{\pi} \Gamma(n + 1)} + O(\alpha^2).
\]

For \( n \) even, the fixed point is perturbatively stable but for \( n \) odd the fixed point is perturbatively unstable, at least for real values of \( \alpha \). A similar observation was made for the \( n = 3 \) case in [26].

### 2.2.2 \( d = 3 \): a large \( N_f \) analysis

The infrared fixed point of QED\(_3\) is notoriously difficult to probe, though its large \( N_f \) limit is somewhat accessible, see e.g., [24, 27, 28, 54–66]. Based on the epsilon expansion of the previous section, we expect that, at the very least, the large \( N_f \), infrared limit of (1.1) for \( d = 3 \) and \( 1 < s < 2 \) coincide with that of the large \( N_f \) limit of QED\(_3\). For now, we content ourselves with a check that the large \( N_f \), infrared, limit of the QED\(_3\) effective photon propagator computed by resuming fermion bubbles, \( D_{\mu\nu}^{\text{eff}} \), (see e.g., [27]), coincides with the one obtained from the infrared limit of the \( d = 3, 1 < s < 2 \) theory at large \( N_f \).

That is, in the infrared the value of

\[
D_{\mu\nu}^{\text{eff}} = D_{\mu\nu}^{(0)}(p) + D_{\mu\nu}^{(0)}(p) \Pi^{\rho\sigma}_{(1)} D_{\sigma\nu}^{(0)}(p) + D_{\mu\nu}^{(0)}(p) \Pi^{\rho\sigma}_{(1)} D_{\sigma\tau}^{(0)}(p) \Pi^{\tau\lambda}_{(1)} D_{\lambda\nu}^{(0)}(p) + \ldots
\]

will coincide for all \( 1 < s \leq 2 \). Here \( D_{\mu\nu}^{(0)}(p) \) is the propagator associated with the free (non-local) Maxwell term,

\[
D_{\mu\nu}^{(0)}(p) = \frac{1}{p^s} \left( \delta_{\mu\nu} - (1 - \xi) \frac{p_\mu p_\nu}{p^2} \right),
\]

\(^{5}\text{At this point we restrict ourselves to } d > 2 \text{ dimensions. The } d = 2 \text{ non-local theory is somewhat special. An initial investigation of it can be found in subsection 2.2.3.}\)
associated with an arbitrary family of $\xi$ dependent gauges. From (2.9), we note that for $d = 3$ we have the gauge independent result

$$\Pi_{(1)}^{\mu \nu} = -\frac{c_0^2}{32} \delta^{\mu \nu} \frac{f(3)N_f p}{p^2}. \tag{2.37}$$

With these expression in place, the sum in (2.35) reduces to a geometric series:

$$D_{\mu \nu}^{\text{eff}} = \frac{1}{p^2} \left( \delta_{\mu \nu} - (1 - \xi) \frac{p_{\mu} p_{\nu}}{p^2} \right) + \frac{1}{p^2} \left( \delta_{\mu \nu} - \frac{p_{\mu} p_{\nu}}{p^2} \right) \sum_{n=1}^{\infty} \left( -\frac{c_0^2}{32} \frac{\mu^{s-1} f(3) N_f}{p^2} \right)^n \tag{2.38}$$

We note that since we are interested in the IR behaviour, the base of the above sum is a large number and the sum is divergent. However, analytically extending from the convergent regime we may formally carry out the summation:

$$\sum_{n=1}^{\infty} \left( -\frac{c_0^2}{32} \frac{\mu^{s-1} f(3) N_f}{p^2} \right)^n = -\left( 1 + \frac{32 \mu^{s-1}}{c_0^2 \mu^{s-1} f(3) N_f} \right)^{-1}. \tag{2.39}$$

For $s > 1$, the ratio $\mu^{s-1}/(N_f \mu^{s-1})$ is small in the IR an may be used as an expansion parameter. To leading order in this parameter, we arrive at the equation

$$D_{\mu \nu}^{\text{eff}} = \frac{\xi p_{\mu} p_{\nu}}{p^{s+2}} + \frac{32}{c_0^2 \mu^{s-1} f(3) N_f} \left( \delta_{\mu \nu} - \frac{p_{\mu} p_{\nu}}{p^2} \right) \frac{1}{p} + O \left( \left( \frac{\mu^{s-1}}{N_f \mu^{s-1}} \right)^2 \right). \tag{2.40}$$

From this equation we see that modulo a redefinition of $\epsilon_0$ and modulo a gauge-dependent term, which drops out of computations of physical observables, the IR effective photon propagator is independent of $\mu$ for $s > 1$. Consequently, all the IR effective Feynman rules are independent of $\mu$ in this regime. Large $N_f$ improves the convergence properties of (2.40) but is not, strictly speaking, needed in order to obtain this equation.

### 2.2.3 $d = 2$: one-loop exactness

In two spacetime dimensions, the action (1.1) reduces to a non-local version of the Schwinger model [67]. Recall that in two dimensions the vector and axial currents

$$J^\mu = \bar{\psi} \gamma^\mu \psi \quad J_5^\mu = \bar{\psi} \gamma_5 \gamma^\mu \psi \tag{2.41}$$

with

$$\gamma_5 = \gamma_0 \gamma_1 \tag{2.42}$$

are related to each other according to

$$J_5^\mu \propto e^{\mu \nu} J_\nu. \tag{2.43}$$

In the presence of a small external electromagnetic field $A$ we have

$$\langle \hat{J}^\mu(k) \rangle \propto \Pi^{\mu \nu} \hat{A}_\nu, \tag{2.44}$$

where $\Pi^{\mu \nu}$ is the quantum correction to the photon two-point function. Current conservation implies that $\Pi^{\mu \nu}$ must be transverse to the momentum $k_\mu$. If the axial current were
also conserved then (2.43) would have implied that $\Pi^{\mu\nu} = 0$. Thus, any correction to $\Pi^{\mu\nu}$ is induced solely from the axial anomaly and will appear only at one loop.\footnote{Since the fermions are local, standard arguments based on, say, the Fujikawa method apply, and one can use them to argue that the only contribution to the anomaly will come from a one-loop diagram.} Since (1.1) is super-renormalizable, simple power counting arguments shows that only the one-loop diagrams may contribute to the finite part of $\Pi^{\mu\nu}$. In appendix A we provide an explicit check of this fact by showing that the two-loop contribution is zero for any $s$. Using (2.9) we have the exact expression for the inverse gauge field two-point function

$$(D^{-1})^{\mu\nu} = \left( \delta^{\mu\nu} - \frac{k^\mu k^\nu}{k^2} \right) \left( k^s + \frac{\alpha}{2\pi} \mu^s f(2) N_f \right) + k^s \frac{k^\mu k^\nu}{k^2}. \quad (2.45)$$

As long as $0 < s < 2$ the one-loop correction will dominate the infrared behavior of the propagator, coinciding with the infrared propagator of the $s = 2$ theory.

### 3 Conformal invariance vs. scale invariance

Theories with $d = s + 2$ and $s$ odd are scale invariant for all values of the electric charge. It is then natural to inquire whether they are also conformally invariant. For local, unitary theories with $d = 2$, it is known that scale invariance implies conformal invariance \cite{68, 69}, but in higher dimensions it is already possible to find simple counterexamples. One such example is free $d = 3$ Maxwell theory \cite{70, 71}, in which the two-point function of the field strength $F_{\mu\nu}$ exhibits scale invariance but does not possess the correct tensor structure for full conformal invariance. In section 3.1, we will study scale and conformal invariance of non-local free Maxwell fields. For general $d$ and $s$, we find necessary conditions for conformal invariance by computing 2-point functions of field strengths and (local) conserved currents. This is also a sufficient condition for conformal invariance since all correlators may be obtained from the latter by Wick contraction. In the interacting theory, we use the results of the previous section to argue that the correlation functions of field strengths and currents are consistent with conformal symmetry for $d = s + 2$ and $d$ not an even integer. This is a necessary check of conformal invariance but does not amount to a general argument.

Since studies of scale invariance versus conformal invariance often rely on the properties of the trace of a local stress tensor (see, e.g., \cite{69, 72–77} and references therein) one may worry that a non-local field theory will not possess such an operator rendering such an analysis mute. While a non-local field theory is not expected to support a local stress tensor, it is possible that it allows for a non-local one. In fact, given a Lagrangian description of the theory, one expects to be able to obtain a stress tensor via a Noether procedure or by coupling the fields to an external metric. Indeed, if it is possible to couple the theory to a background metric such that the resulting action transforms as a scalar under general coordinate transformations then we are guaranteed that the resulting energy momentum tensor, local or not, will be conserved. Such an energy momentum tensor will generate translations in the usual sense. Furthermore, standard arguments show that this stress
tensor will be traceless (up to improvement terms) if and only if the theory is conformally invariant. The interested reader is referred to appendix C for some details.

In section 3.2 we will use the Caffarelli-Silvestre extension theorem \cite{78} to couple the non-local Laplacian $D^s$ to an external metric in a general coordinate covariant way. With such an expression in hand we can couple the action 1.1 to a metric and from it, compute a (non-local) energy momentum tensor, $T^\mu_\nu$. We do this in section 3.3 where we also show that $T^\mu_\mu = 0$ up to improvement terms. An alternate method for computing the stress tensor in non-local theories can be found in \cite{79, 80}.

### 3.1 Testing conformal symmetry from correlation functions

We begin with the question of scale vs conformal invariance in the free non-local Maxwell theory. We will partially follow the analysis done in \cite{71}, generalizing to the non-local case. A scale invariant theory (even a free one) is not necessarily conformally invariant. The failure of conformal invariance sometimes becomes manifest in the failure of position space correlators to have the correct tensor properties under inversions and special conformal transformations —for example, when the only candidate primary field (such as the field strength in $d \neq 4$ Maxwell theory) fails to satisfy the requirements of a conformal primary. Scale invariance restricts the form of the correlation functions, but full conformal invariance (especially for spinning primaries) imposes additional strong constraints on the form of correlators.

In what follows, we investigate correlation functions associated with the non-local action. By requiring the correct scaling and tensor structures of the position space Euclidean correlators, we place constraints on the values of $d$ and $s$.

For the free non-local photon, we start with the Euclidean action (1.1) in the absence of fermions. The classical scaling dimensions are given by (1.6), which imply $[F] = \frac{1}{2}(2+d-s)$. We will use the momentum space propagator from figure 2, which can be thought of as a momentum space correlation function. Using our rules for the Fourier transform, the correlator in position space in our gauge is

$$\langle A_\mu(x)A_\nu(0) \rangle = \frac{1}{(2\pi)^{d}} \frac{\pi^{d-s} \frac{d}{2} \Gamma \left( \frac{d-s}{2} \right)}{\Gamma \left( \frac{d}{2} \right)} \frac{\delta_{\mu\nu}}{|x|^{d-s}} \equiv C_A \frac{\delta_{\mu\nu}}{|x|^{d-s}}. \quad (3.1)$$

The correlation function (3.1) is not gauge invariant. The gauge invariant operator we will constrain is $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$, which we assume to be a primary. The simplest 2-point function we can write down is:

$$\langle F_{\mu\nu}(x)F_{\rho\sigma}(0) \rangle = \left\langle \partial_\mu A_\nu(x)\partial_\rho A_\sigma(0) \right\rangle - \left\langle \partial_\mu A_\nu(x)\partial_\rho A_\sigma(0) \right\rangle - (\mu \leftrightarrow \nu). \quad (3.2)$$

To evaluate this, we use the standard technique of inserting the second operator at a point $y^\rho$, then differentiating and setting $y = 0$ at the end. Doing this and summing over the terms gives:

$$\langle F_{\mu\nu}(x)F_{\rho\sigma}(0) \rangle = C_A \frac{2(d-s)}{x^{d-s+2}} \left( I_{\mu\nu}(x) - \frac{1}{2} (d-s-2) \frac{x_{\mu}x_{\nu}}{x^2} \right) \times \left( I_{\rho\sigma}(x) - \frac{1}{2} (d-s-2) \frac{x_{\rho}x_{\sigma}}{x^2} \right) - (\mu \leftrightarrow \nu). \quad (3.3)$$
where

\[ I_{\mu \nu} = \delta_{\mu \nu} - 2 \frac{x_{\mu} x_{\nu}}{x^2}. \]  

(3.4)

By construction, this 2-point function comes from a scale invariant theory and is scale covariant. However, as we discussed in the introduction of this section, conformal covariance is a nontrivial requirement. Since \( F_{\mu \nu} \) is primary, conformal covariance dictates that the tensorial dependence of the field strength correlation function should appear only through \( I_{\mu \nu}(x) \) defined in (3.4) [81].

We see from (3.3) that correlation functions of \( F \) are conformally covariant only for \( d = s + 2 \). One can also see that in the local limit of \( d = 3, s = 2 \), we match the conclusion of [71] that the theory is scale but not conformally invariant.

In the presence of interactions, the electric charge is classically marginal for \( d = s + 2 \). To argue for conformal covariance of the 2-point function in the interacting quantum theory, we use a combination of results from section 2:

- For \( d = s + 2 \), the photon receives no anomalous dimension as long as \( d \) is not an even integer; this was demonstrated explicitly at 1 and 2 loops in (2.9) and (2.16) and argued more generally. Thus, all corrections to the 2-point function are finite and the classical scaling of this function is exact.

- In the same circumstances, the electric charge can be seen to be exactly marginal as a result of gauge invariance and (2.6). This means that all corrections to the 2-point function come as a power series \( \sum_n a_n e^n_0 \) times the tensor structure in (3.1) and no new dimensionful scales are introduced.

- The scaling and tensor properties of \( \langle F(x)F(0) \rangle \) are determined entirely by the (quantum) dimension of \( A \).

Combining these facts, we see that the exact 2-point function of field strengths must be given by a polynomial in the dimensionless coupling \( e_0 \) times the conformal tensor structure, with the leading term being given by (3.3). This 2-point function is consistent with conformal invariance when \( s \) is odd and \([F] = \frac{1}{2}(d - s + 2) = 2\).

It is important to note that by definition, \( F = dA \) was imposed and our path integral is over \( A \). This is in contrast to a hypothetical (generalized free) theory in which the path integral is performed over a generic antisymmetric second rank tensor \( F_{\mu \nu} \). Because \( F = dA \) is an honest primary, the Bianchi Identity \( dF = 0 \) is satisfied. The compatibility of this expression with conformal symmetry requires the scaling dimension of \( F \) to be exactly 2. Examining the 2-point function reveals that this indeed holds for \( d = s + 2 \).

We now turn our attention to conserved currents for the non-local Maxwell theory coupled to matter. For the interesting case of \( d = 3 \) and \( s = 1 \), the Bianchi identity \( dF = 0 \) implies the existence of an additional conserved U(1) 1-form current. This current is defined by the Hodge dual of the field strength [61–63, 82]:

\[ j^\mu = \frac{1}{4\pi} \epsilon^{\mu \nu \rho} F_{\nu \rho}. \]  

(3.5)
The charge corresponding to this current is sometimes called the vortex charge \cite{61} as it is carried by vortices in 3d theories such as the abelian Higgs model.

The correlation function for this current at leading order is closely related to the one we found for \( F \), and therefore unlike the electric current it will depend on \( s \). To test conformal symmetry, we analyze the two-point function of \( j^\mu \) for general \( s \). Using our previous result for \( F \) and contracting the epsilon symbols into the various tensor structures appearing in (3.3), we arrive at the expression for the 2-point function of the topological current:

\[
\langle j^\mu(x)j^\nu(0) \rangle = -CA\frac{(3 - s)^2}{4\pi^2} \frac{1}{x^{5-s}} \left( \delta^{\mu\nu} - \frac{(5 - s)x^\mu x^\nu}{(3 - s)x^2} \right).
\]

At leading order, the topological current correlation function has the form of a spin-1 primary, provided \( \frac{5-s}{3-s} = 2 \). As expected, this holds for \( s = 1 \). In the interacting quantum theory, the previous arguments provided for the exact conformal symmetry of the 2-point function of field strengths also applies for the dual topological current; this follows from the general structure of (3.1).\footnote{The topological U(1) symmetry associated with \( j^\mu \) appears to be a consistent global symmetry for the \( d = 3 \) conformal field theory. In the free theory, the fermions are decoupled and the system possesses another U(1) current—\( J^\mu = \bar{\psi}\gamma^\mu \psi \). At non-zero charge, this current is gauged and is related to \( F_{\mu\nu} \) by the equation of motion; in a local conformal theory it would be a descendent of \( F_{\mu\nu} \). However, as \cite{2, 49, 50} emphasized in the context of the long-range Ising model, there are no ‘non-local descendants’. Instead, the non-local equation of motion implies an interesting constraint on scaling dimensions and correlation functions. We discuss this in section 5.}

We conclude this section by reiterating that the classically marginal case of \( d = s + 2 \) is consistent with conformal symmetry at tree level, while at loop level we find evidence for conformal symmetry only when \( s \) is odd. This is ultimately due to the powerful nonrenormalization theorems for non-local propagators and gauge invariance. While this is strong evidence that non-local electrodynamics is conformal, a more complete argument involves the introduction of a non-local stress tensor, which is undertaken in the next two sections.

### 3.2 Coupling the non-local derivative to a metric

If a theory is local and translation invariant, one can couple the theory to a metric in a coordinate invariant way by adding a Christoffel connection to the derivative operator \( \partial_\mu \), generating a covariant derivative \( D_\mu \) which is general coordinate covariant, viz.,

\[
(D_\mu + \delta_\xi D_\mu)(f_{\nu_1...\nu_n}) = D_\mu f_{\nu_1...\nu_n} + L_\xi (D_\mu f_{\nu_1...\nu_n}) + \mathcal{O}(\xi^2).
\]

Here \( L_\xi \) represents a Lie derivative associated with an infinitesimal coordinate transformation \( x \rightarrow x + \xi \) and \( \delta_\xi D_\mu \) represents the infinitesimal transformation of the covariant derivative under such a coordinate transformation.

To construct a covariant non-local derivative, \( D^s \), we take a somewhat different route and turn our attention to the Caffarelli-Silvestre extension theorem.\footnote{The CS theorem was proven for \( 0 < s < 2 \) but the end result we obtain for the covariant derivative can be analytically extended to other values of \( s \).} [78] The CS theorem allows one to relate the fractional derivative to a local operator in a higher dimension; let
Let $u(x^\mu, y)$ be a solution to
\[
\left( \nabla_x^2 + \frac{1-s}{y} \partial_y + \partial_y^2 \right) u = 0 ,
\] (3.8a)
where $\nabla_x^2$ is the Laplacian on $\mathbb{R}^d$ (spanned by the Cartesian coordinates $x^\mu$), $y \in [0, \infty)$, and $0 < s < 2$, supplemented with the boundary conditions
\[
u(x, 0) = f(x) \quad u(x, \infty) = 0 .
\] (3.8b)

The CS extension theorem states that
\[
\lim_{y \to 0} y^{1-s} \partial_y u = CD^sf(x) ,
\] (3.9)
where
\[
C = - \frac{2^{1-s} \Gamma \left(1 - \frac{s}{2} \right)}{\Gamma \left(\frac{s}{2} \right)} .
\] (3.10)

A detailed proof of the CS extension theorem can be found in [78]. Put briefly, consider the ordinary differential equation
\[
- \dot{w}(z) + \frac{1-s}{z} \dot{w}'(z) + \ddot{w}(z) = 0
\] (3.11)
with $z \in [0, \infty)$ and boundary conditions
\[
\dot{w}(0) = 1 \quad \dot{w}(\infty) = 0 .
\] (3.12)

We can construct a solution of the Fourier transform of $u$, $\hat{u}(k, y)$, from $\hat{w}$ via
\[
\hat{u}(k, y) = \hat{f}(k) \hat{\omega}(|k|y) .
\] (3.13)

Then
\[
\lim_{y \to 0} y^{1-s} \partial_y \hat{u} = |k|^s \hat{f}(k) \lim_{y \to 0} (|k|y)^{1-s} \frac{\dot{w}'}{|k|y}
\] (3.14)
with
\[
C = \lim_{z \to 0} z^{1-s} \dot{w}'(z) .
\] (3.15)

Since (3.11) is a Bessel equation, it is straightforward to compute (3.15) explicitly and obtain (3.10).

Using the CS extension theorem, it is possible to construct a fractional derivative $\hat{D}^s$ which transforms covariantly under a general coordinate transformation, and reduces to $D^s$ when the background metric is flat. To start, let us replace (3.8a) with
\[
\left( \tilde{\nabla}_x^2 + \frac{1-s}{y} \partial_y + \partial_y^2 \right) u = 0 ,
\] (3.16)
with the same boundary conditions as in (3.8b) but where now $\tilde{\nabla}_x^2 = g^{\mu\nu} \nabla_\mu \nabla_\nu$ with $g^{\mu\nu}$ a non-trivial metric associated with the space spanned by the $x^\mu$ coordinates and $\nabla_\mu$ its associated covariant derivative.
By construction, equation (3.16) transforms covariantly under coordinate transformations in the \(x^\alpha\) directions implying that the associated \(\tilde{D}^s\) will transform covariantly under general coordinate transformations. To see this explicitly, let \(T\) denote a coordinate transformation, \(x \to x'(x) = T(x)\), such that \(T(f(x)) = f(T(x)), T(u(x, y)) = u(T(x), y)\) and \(T(\nabla^2 u(x, y)) = \nabla^2 T(x) u(T(x), y)\). Then
\[
T \left( \nabla_x^2 + \frac{1 - s}{y} \partial_y + \partial_y^2 \right) u(x, y) = \left( \nabla_T^2 + \frac{1 - s}{y} \partial_y + \partial_y^2 \right) u(T(x), y), \tag{3.17}
\]
with
\[
u(T(x), 0) = f(T(x)). \tag{3.18}
\]
If we now define
\[
C \tilde{D}^s f(x) = \lim_{y \to 0} y^{1-s} \partial_y u(x, y) \tag{3.19}
\]
and
\[
C T(\tilde{D}^s)f(T(x)) = \lim_{y \to 0} y^{1-s} \partial_y u(T(x), y), \tag{3.20}
\]
where \(T(\tilde{D}^s)\) is defined using (3.17), then
\[
C T(\tilde{D}^s)f(x) = T \left( \lim_{y \to 0} y^{1-s} \partial_y u(x, y) \right) = \lim_{y \to 0} y^{1-s} \partial_y u(T(x), y) = C T(\tilde{D}^s)f(T(x)) \tag{3.21}
\]
as required.

While it is difficult to obtain an explicit expression for \(\tilde{D}^s\), it is straightforward to do so to linear order in metric perturbations around a flat background. Let us expand the metric \(g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}\). The linearized expression for the covariant derivative \(\nabla_x^2\) acting on a rank two antisymmetric tensor is given by
\[
\nabla_x^2 F_{\alpha\beta} = \nabla_x^2 F_{\alpha\beta} + \nabla_x^2[h] F_{\alpha\beta} + \mathcal{O}(h^2) \tag{3.22}
\]
where
\[
\nabla_x^2[h] F_{\alpha\beta} = -h^{\mu\nu} \partial_{\mu} \partial_{\nu} F_{\alpha\beta} + \frac{1}{2} \partial_{\nu} F^\sigma \partial_{\sigma} h_{\nu\mu} F_{\alpha\beta} - \partial_{\nu} F^\sigma \partial_{\sigma} h_{\nu\sigma} F_{\alpha\beta} - \partial_{\nu} F^\sigma \partial_{\sigma} h_{\nu\sigma} F_{\alpha\beta} + \frac{1}{2} F^{\sigma\nu} \partial_{\sigma} \partial_{\nu} h_{\alpha\beta} \tag{3.23}
\]
acting\(\nabla_x^2[h] F_{\alpha\beta}\) with \(h = \eta^{\mu\nu} h_{\mu\nu}\) and indices are raised and lowered with the Minkowski metric, e.g., \(h^{\mu\nu} = \eta^{\mu\alpha} \eta^{\nu\beta} h_{\alpha\beta}\). To compute the associated linear correction to \(D^s\),
\[
\tilde{D}^s = D^s + D^s[h] + \mathcal{O}(h^2), \tag{3.24}
\]
we must solve (3.16) perturbatively in \(h_{\mu\nu}\). We will do so using Green’s functions.
Let us expand the solution to (3.16) in powers of $h$, replacing $u$ with a rank two
antisymmetric tensor $\phi_{\alpha\beta}$,

$$\phi_{\alpha\beta} = \phi_{\alpha\beta}^0 + \phi_{\alpha\beta}^1[h] + \mathcal{O}(h^2),$$

(3.25)
such that

$$\left( \nabla_x^2 + \frac{1-s}{y} \partial_y + \partial_y^2 \right) \phi_{\alpha\beta}^0 = 0$$

(3.26a)

$$\left( \nabla_x^2 + \frac{1-s}{y} \partial_y + \partial_y^2 \right) \phi_{\alpha\beta}^1 = -\nabla_x^2[h] \phi_{\alpha\beta}^0$$

(3.26b)

etc. The boundary conditions associated with (3.26) are

$$\phi_{\alpha\beta}^0(x,0) = f_{\alpha\beta}(x), \quad \phi_{\alpha\beta}^1(x,0) = 0,$$

(3.27)

and so on.

After Fourier transforming in the $x$ directions, the two linearly independent solutions
to the scalar version of (3.26a) are given by

$$L_+ = y^{\hat{s}/2} K_{\hat{s}}(|k|y) \quad L_- = y^{\hat{s}/2} I_{\hat{s}}(|k|y)$$

(3.28)

where $K_{\hat{s}}$ and $I_{\hat{s}}$ are modified Bessel functions. Note that

$$L_+(0) = |k|^{\hat{s}/2} \Gamma\left(\frac{\hat{s}}{2}\right) 2^{\hat{s}-1} + \mathcal{O}(y^s) \quad \quad L_-(0) = \mathcal{O}(y^s)$$

(3.29)

$$L_+(\infty) = 0 \quad \quad L_-(\infty) = \infty$$

(3.30)

Thus,

$$\hat{\phi}_{\alpha\beta}^0 = \frac{2^{1-\hat{s}} |k|^{\hat{s}/2} y^{\hat{s}/2}}{\Gamma\left(\frac{\hat{s}}{2}\right)} K_{\hat{s}}(|k|y) \hat{f}_{\alpha\beta}(k),$$

(3.31)

and

$$\lim_{y \to 0} y^{1-s} \partial_y \hat{\phi}_{\alpha\beta}^0 = -\frac{2^{1-s} \Gamma\left(1 - \frac{s}{2}\right)}{\Gamma\left(\frac{\hat{s}}{2}\right)} |k|^s \hat{f}_{\alpha\beta}(k).$$

(3.32)

inline with (3.15).

To solve for $\phi_{\alpha\beta}^1$, we look for the Greens function satisfying

$$\left( -|k|^2 + \frac{1-s}{y} \partial_y + \partial_y^2 \right) G(y,y') = \delta(y - y').$$

(3.33)

Using standard techniques, $G(y,y')$ can be constructed from the two solutions to the homoge-
nous equation, $L_{\pm}$. We find

$$G(y,y') = -y^{\hat{s}/2}(y')^{1-\hat{s}} \begin{cases} I_{\hat{s}}(|k|y') K_{\hat{s}}(|k|y) & y > y' \\ K_{\hat{s}}(|k|y') I_{\hat{s}}(|k|y) & y < y' \end{cases}$$

(3.34)
Thus,

\[ \hat{\phi}_{\alpha\beta}^1(k) = -y^2 K^2(|k|y) \int_0^y (y')^{1-\hat{\gamma}_2} I_{\hat{\gamma}_2}(|k|y') S_{\alpha\beta}(k, y') dy' \]

\[ - y^2 I_{\hat{\gamma}_2}(|k|y) \int_{y'}^\infty (y')^{1-\hat{\gamma}_2} K_{\hat{\gamma}_2}(|k|y') S_{\alpha\beta}(k, y') dy' \]

(3.35)

with

\[ S_{\alpha\beta}(k, y') = -\nabla_{\hat{x}} \hat{\phi}_{\alpha\beta}^0(x, y') . \]

(3.36)

Thus,

\[ D_1^T[h] f_{\alpha\beta}(k_1) = \lim_{y \to 0} y^{1-s} \partial_y \hat{\phi}_{\alpha\beta}^1(k_1) \]

\[ = \frac{2^{\hat{\gamma}_2} k_1^{\hat{\gamma}_2}}{\Gamma(1 - \frac{\hat{\gamma}_2}{2})} \int_0^\infty (y')^{1-\hat{\gamma}_2} K_{\hat{\gamma}_2}(|k_1|y') S_{\alpha\beta}(k_1, y') dy' \]

\[ - \int \frac{d^d k_1 d^d k_2}{(2\pi)^d} \delta(k + k_2 - k_1) \frac{(k_1^\alpha - k_2^\alpha)}{k_1^2 - k_2^2} \]

\[ \times \left( \frac{1}{2} \hat{h}_{\beta} \left( k^2 + 2k_2^\mu k_1^\mu \right) f_{\alpha} ^ p - k^\lambda (k^p + 2k_2^p) \tilde{f}_{\alpha\lambda} \right) \]

\[ + \frac{1}{2} \hat{h}_{\lambda} \left( k_2^\lambda + 2k_2^\mu k_1^\mu \right) \tilde{f}_{\alpha} ^ p + \left( k^\lambda + k_2^\lambda \right) k_2^p \tilde{f}_{\alpha\beta} \]

\[ - \frac{1}{4} k_2^\mu k_1^\nu \hat{h}_{\alpha\beta} - (\alpha \leftrightarrow \beta) , \]

(3.37)

where we have omitted the explicit dependence of \( \tilde{f}_{\alpha\beta} \) on \( k_2 \) and of \( \hat{h}_{\alpha\beta} \) on \( k \) for brevity, i.e., one should make the replacements

\[ \tilde{f}_{\alpha\beta} \to \tilde{f}_{\alpha\beta}(k_2) , \quad \hat{h}_{\alpha\beta} \to \hat{h}_{\alpha\beta}(k) , \]

(3.38)

in (3.37).

As a check of (3.21), we note that an infinitesimal gauge transformation is given by

\[ h_{\mu\nu} = \partial_{\mu} \xi_{\nu} + \partial_{\nu} \xi_{\mu} \]

under which (3.37) reduces to

\[ D_1^T[h] f_{\alpha\beta}(k_1) = \int \frac{d^d k_1 d^d k_2}{(2\pi)^d} \delta(k + k_2 - k_1) \left( |k_1|^\alpha - |k_2|^\alpha \right) \]

\[ \times \left( k_2^\mu \xi^\nu(k) \tilde{f}_{\alpha\beta} - k_2^\nu \xi^\mu(k) \tilde{f}_{\beta\alpha} + k_2^\beta \xi^\alpha(k) \tilde{f}_{\alpha\beta} \right) , \]

(3.39)

which gives the real space expression

\[ D_1^T[h] f_{\alpha\beta} = \mathcal{L}_\xi (D^s f_{\alpha\beta}) - D^s (\mathcal{L}_\xi f_{\alpha\beta}) , \]

(3.40)

Contentedly, (3.40) is compatible with (3.7).
\section{A non-local stress tensor}

We can now linearly couple the action (1.1) to an external metric using the covariant derivative \( \tilde{D}^a = D^a + \mathcal{D}_a^i + \mathcal{O}(h^2) \). Varying the Maxwell term,

\[ S_{\text{Maxwell}} = \frac{1}{4} \int d^d x \ F_{\alpha \beta} \tilde{D}^{\alpha - 2} F^{\alpha \beta}, \tag{3.41} \]

with respect to the metric we find

\[ \tilde{T}^{\mu \nu}_{\text{Maxwell}}(-k) = \frac{2(2\pi)^d}{\sqrt{\eta}} \frac{\delta}{\delta h_{\mu \nu}(k)} S_{\text{Maxwell}} \]

\[ = - \frac{1}{4} \int \frac{d^d k_1 d^d k_2 \delta(k + k_1 + k_2)}{(2\pi)^d(k_1^2 - k_2^2)} \]

\[ \times \left( F_{\alpha \beta}(k_1) F^{\alpha \beta}(k_2) \tau^{\mu \nu}(k_1, k_2) + F^{\alpha \mu}(k_1) F_{\alpha}^{\nu}(k_2) \tau(k_1, k_2) \right. \]

\[ \left. + F_{\beta \alpha}(k_1) F_{\beta}^{\nu}(k_2) \tau_{\mu \alpha}(k_1, k_2) - F_{\beta \alpha}(k_1) F^{\alpha \beta}(k_2) \tau^{\mu \nu}(k_1, k_2) \right) \tag{3.42} \]

with

\[ \tau^{\mu \nu} = k_2^{-2} \left( k_1 k_2^\mu + k_1^\mu k_2^\nu + k \cdot k_1 \eta^{\mu \nu} \right) - (k_1 \leftrightarrow k_2) \]

\[ \tau = -2k_2^{-2} \left( k_2^2 + 2k_1 \right) - (k_1 \leftrightarrow k_2) \tag{3.43} \]

\[ \tau^{\mu \alpha} = 2k_2^{-2} \left( k^\mu - k_2^\mu \right) + (k_1 \leftrightarrow k_2). \]

It is straightforward to compute

\[ k_\mu \tilde{T}^{\mu \nu}_{\text{Maxwell}}(-k) = \int \frac{d^d k_1 d^d k_2}{(2\pi)^d} k_1^{\nu - 2} \tilde{F}^{\beta \alpha}(k_1) \tilde{F}_{\beta}^{\nu}(k_2) k_1^\alpha \delta(k + k_1 + k_2) \tag{3.44} \]

which vanishes once the equations of motion are satisfied. In obtaining (3.44) we used the Bianchi identity in the form

\[ \tilde{F}^{\beta \alpha}(k_1) \tilde{F}_{\beta}^{\nu}(k_2) k_1^\alpha = \frac{1}{2} \tilde{\nabla}_{\nu} (k_1) \tilde{F}^{\beta \nu}(k_2) k_1^\alpha \tag{3.45} \]

and symmetry properties of \( \tilde{F}_{\beta \nu}(k_1) \tilde{F}^{\beta \nu}(k_2) \) and \( \tilde{F}^{\beta \alpha}(k_1) \tilde{F}^{\beta \nu}(k_2) \) under exchange of \( k_1 \) and \( k_2 \), under the integral.

The trace of the energy momentum tensor is given by

\[ \eta_{\mu \nu} \tilde{T}^{\mu \nu}_{\text{Maxwell}}(-k) \]

\[ = \int \frac{d^d k_1 d^d k_2}{(2\pi)^d} \delta(k + k_1 + k_2) \]

\[ \times \left( |k_1|^2 - |k_2|^2 \right) \tilde{F}^{\alpha \beta}(k_1) \tilde{F}_{\alpha \beta}(k_2) k_1^\alpha - \frac{1}{4} \tilde{F}_{\alpha \beta}(k_1) \tilde{F}^{\alpha \beta}(k_2) \tilde{\tau}(k_1, k_2) \right) \tag{3.46} \]

where

\[ \tilde{\tau}(k_1, k_2) = \frac{(d - 4)(k_2^{-2} k_1 - k_2^{-2} k_1^{-2} k_2)}{k_1^2 - k_2^2} + 2(k_1^{-2} - k_2^{-2})(2k_1^{-2} - k_2^{-2})(k_1 \cdot k_2) \tag{3.47} \]
Scale invariance of the Maxwell action will follow if
\[
\int \eta_{\mu\nu} T_{\text{Maxwell}}^{\mu\nu}(x) d^d x = 0 \tag{3.48}
\]
under the equations of motion. Expanding \( \tilde{\tau} \) at small \( k \) and using \( k_1^\mu = -k^\mu - k_2^\mu \), we find
\[
\tilde{\tau}(-k - k_2, k_2) = (s + 2 - d)k_2^{s-2} + \frac{1}{2}(s - 2)(s + 2 - d)k_2^{s-4} k \cdot k_2 + \mathcal{O}(k^2). \tag{3.49}
\]
Thus,
\[
\eta_{\mu\nu} \hat{T}_{\text{Maxwell}}^{\mu\nu}(0) = -\frac{i}{2} \int \frac{d^d k_2}{(2\pi)^d} (s + 2 - d)k_2^{s-2} k_2^\beta \hat{A}_\beta(-k_2) \hat{F}_{\alpha\beta}(k_2) = 0 \tag{3.50}
\]
under the equations of motion, implying that the Maxwell action is scale invariant for any value of \( s \), as expected for a free theory.

In the special case of \( d = s + 2 \) the leading terms in (3.49) vanishes. Since
\[
\frac{|k+k_2|^{-2} - |k_2|^{-2}}{(k+k_2)^{-1} - k_2^{-1}} \quad \text{and} \quad \frac{\tilde{\tau}}{k_2}
\]
are finite at small \( k \), we write
\[
\eta_{\mu\nu} \hat{T}_{\text{Maxwell}}^{\mu\nu}(-k) = k^\mu k^\nu \int \frac{d^d k_1 d^d k_2}{(2\pi)^d} \delta(k + k_1 + k_2) \times \left( \frac{|k_1|^{-2} - |k_2|^{-2}}{k_1^2 - k_2^2} \hat{F}_{\alpha\mu}(k_1) \hat{F}_{\alpha\nu}(k_2) - \frac{\eta_{\mu\nu}}{4} \hat{F}_{\alpha\beta}(k_1) \hat{F}_{\alpha\beta}(k_2) \right) \tag{3.51}
\]
implies that the real space expression for \( \eta_{\mu\nu} \hat{T}_{\text{Maxwell}}^{\mu\nu} \) is a double derivative and that the free Maxwell theory is conformally invariant.

Equation (3.49) establishes that the free Maxwell theory stress tensor is traceless, upon adding an appropriate improvement term. Thus, the Gaussian theory described by (1.1) with \( e = 0 \) is conformally invariant; one can use the traceless stress tensor to construct currents associated with scale invariance and special conformal transformations which will be conserved. In the interacting theory, \( e \neq 0 \), but the trace of the stress tensor will likely receive contributions which can be repackaged in terms of a beta of function, \( \beta(e) \) (see, e.g., [83–86]), which we know vanishes. Thus, the interacting theory is also expected to be conformally invariant.

4 Unitarity

It is challenging to determine whether time evolution is unitary in non-local field theories. In section 2 we’ve shown that the \( d = s + 2 \) theories with \( d \) odd are conformally invariant. Since the field strength has dimension \( \frac{1}{2} (d - s + 2) \), it violates the unitarity bound \( \frac{1}{2} (d - s + 2) \geq \max(2, d - 2) \) [87, 88] whenever \( d > 4 \). Thus, at least for \( d = s + 2 \) and \( d \geq 5 \), we expect that time evolution is not unitary. For other values of \( d \) and \( s \) unitarity is more difficult to address.

In what follows we will study unitarity of a local photon on \( \mathbb{R}^{2,1} \times \mathbb{R}_+ \) coupled to charged fermions on the \( \mathbb{R}^{2,1} \) boundary. As we’ve mentioned earlier, and as demonstrated
in appendix B, the effective action for obtaining S-matrix elements of boundary states can be obtained from a non-local action of the type given in (1.1) with \( d = 3 \) and \( s = 1 \). An earlier exploration of unitarity in non-local field theories using the optical theorem can be found in [31].

The theory defined on \( \mathbb{R}^{2,1} \times \mathbb{R}_+ \) is clearly unitary and all S-matrix elements are expected to satisfy the optical theorem. Indeed, as we will show by an explicit example below, the optical theorem is satisfied due to the possibility of boundary to bulk scattering processes. A non-local theory which reproduces only boundary to boundary S-matrix elements does not allow for such processes.

Consider the Lorentzian action

\[
S = -\frac{1}{4} \int d^4x \, F_{\mu\nu} F^{\mu\nu} + \int d^3x \, \bar{\psi} \left( i\partial_0 - eA \right) \psi ,
\]

where now we use the conventions of [89] for the signature of the metric and for solutions to the Dirac equation (adopted to \( 2+1 \) dimensions). We use lower case roman indices \( m, n \) to denote bulk quantities and greek indices, \( \mu, \nu \) to denote boundary ones.

An explicit expression for the photon propagator, \( G_{\mu\nu}(x^\mu, x^3) \), can be obtained using the method of images. For Neumann boundary conditions the Greens function will be a sum of Greens functions for photons on \( \mathbb{R}^3_+ \) with equal mirror charges. Near the boundary we have

\[
G_{\mu\nu}(x^\mu, x^3 = 0) = \int \frac{d^4k}{(2\pi)^4} \frac{2i\eta_{\mu\nu}}{k_\mu k^\mu + i\epsilon} e^{-ik_\mu x^\mu} ,
\]

where the factor of 2 is a result of the image charge necessary to generate Neumann boundary conditions. Since all the vertices are on the boundary it is convenient to integrate over the bulk momenta. We find

\[
G_{\mu\nu}(x^\mu, x^3 = 0) = \int \frac{d^3k}{(2\pi)^3} \frac{i\eta_{\mu\nu} e^{-ik_\mu x^\mu}}{\sqrt{-k_\mu k^\mu - i\epsilon}} .
\]

The resulting Feynman rules for computing S-matrix elements for boundary incoming and outgoing particles can be found in figure 5.

The optical theorem in the presence of a boundary is almost identical to the one in its absence. Decomposing the S-matrix into \( S = 1 + iT \), unitarity of time evolution implies that

\[
-i(T - T^\dagger) = T^\dagger T .
\]

The Feynman rules (5) imply that momentum is conserved in directions parallel to the boundary so that we can write \( \langle p_0 | iT | p_i \rangle = (2\pi)^3 \delta^{(3)}(p_0 - p_i) i\mathcal{M}(p_i \to p_0) \) with \( p_0 \) and \( p_i \) the outgoing and incoming momenta. Likewise, we find that \( \langle p | iT | p \rangle = (2\pi)^3 \delta^{(3)}(p - p_i) i\mathcal{M}(p_i \to p) \) where \( p_i \) is the incoming momenta of a particle located at the boundary and \( p \) the momentum of an outgoing bulk particle. Note that the momentum conserving delta function is insensitive to the bulk component of the momenta of the

\[
\tilde{\gamma} = \frac{i\eta_{\mu\nu}}{\sqrt{-k_\mu k^\mu - i\epsilon}} = \frac{ik}{k_\mu k^\mu + i\epsilon} = -ie^\gamma_\mu
\]
outgoing particles. That is, since the interaction term has support only at the boundary, momentum is not conserved in the direction transverse to it. Thus, we have

$$2 \text{Im} \mathcal{M}(p_i \to p_o) = \sum_p d\Sigma_p \mathcal{M}^*(p_o \to p) \mathcal{M}(p_i \to p) (2\pi)^3 \delta^{(3)}(p_i - p)$$

(4.4)

where the sum on the right-hand side is over all appropriately normalized momenta and internal degrees of freedom of intermediate particles.

Let us focus our attention on the tree level electron-positron (Bhabha) t-channel scattering amplitude depicted in the left panel of figure 6. The optical theorem (4.4) implies that

$$2 \text{Im} \mathcal{M}_{-,-}(p_1, p_2 \to q_1, q_2) = \sum_{\rho, \sigma} \eta_{\rho \sigma} \int \frac{dk}{(2\pi)^3} \frac{2}{2E_k} \mathcal{M}^{\sigma *}(q_1, q_2 \to k) \mathcal{M}^{\rho}_{-,-}(p_1, p_2 \to k) \times (2\pi)^3 \delta^{(3)}(p_1 + p_2 - k),$$

(4.5)

where $E_k^2 = |k|^2$ and we remind the reader that the momentum conserving delta function has support on the three boundary spacetime directions while the integral is over the three bulk spatial directions. The unusual factor of 2 in the integration measure comes about due to the unconventional factor of 2 in the photon propagator.

Using the Feynman rules from figure 5, we find

$$i \mathcal{M}_{-,-}(p_1, p_2 \to q_1, q_2) = -\epsilon^2 u(p_1) \gamma^\mu \bar{v}(p_2)v(q_1)\gamma^\nu \bar{u}(q_2) \frac{i\eta_{\mu \nu}}{\sqrt{-k_\alpha k^\alpha}} \bigg|_{k^\alpha = p_1^\alpha + p_2^\alpha}$$

(4.6)

$$i \mathcal{M}^\rho_{-,-}(p_1, p_2 \to k) = -i\epsilon u(p_1) \gamma^\mu \bar{v}(p_2)\epsilon^\rho_{\mu}(k).$$

A straightforward computation yields

$$\sum_{\rho, \sigma} \eta_{\rho \sigma} \int \frac{dk}{(2\pi)^3} \frac{2}{2E_k} \mathcal{M}^{\sigma *}(q_1, q_2 \to k) \mathcal{M}^\rho_{-,-}(p_1, p_2 \to k) (2\pi)^3 \delta^{(3)}(p_1 + p_2 - k)$$

$$= -\Phi \int \frac{dk}{E_k} \delta(p_1^0 + p_2^0 - \sqrt{k_1^2 + k_2^2 + k_3^2}) \delta(p_1^1 + p_2^1 - k_1) \delta(p_1^2 + p_2^2 - k_2)$$

(4.7)

$$= \left\{ \begin{array}{ll} -\frac{2\Phi}{\sqrt{k_\alpha k^\alpha}} & (p_1 + p_2)^2 > 0 \\
0 & (p_1 + p_2)^2 < 0 \end{array} \right.$$
where we have defined
\[ \Phi = e^2 u(p_1) \gamma^\mu \bar{v}(p_2) v(q_1) \gamma^\nu \bar{u}(q_2) \eta_{\mu\nu}. \]  
(4.8)

Equation (4.5) now follows.

We have checked that this same mechanism applies to the effective description of the long-range Ising model which may be captured by an action describing a free bulk scalar field with a \( \phi^4 \) interaction on the boundary. We present this computation in appendix D.

5 Discussion and outlook

While a phenomenological point of view often seems to prefer a local effective description of nature, non-local field theories do arise in a variety of physical systems. In this work we focused on non-local QED but many of the features studied here are robust and apply to a variety of other non-local theories. The non-renormalization of the wavefunction theorem discussed in section 2 and previously in [18, 20, 47] is clearly a robust feature of non-local kinetic terms and applies in general to any theory which such terms.

In section 3 we’ve developed a method, based on the Caffarelli-Silvestre extension theorem [78], to couple a non-local derivative to an external metric. This, in turn, allowed us to construct a (non-local) energy momentum tensor, which in turn allowed us to demonstrate that scale invariance leads to conformal invariance in such theories. We have not checked whether our method for coupling the non-local derivative to an external metric is unique. It would be interesting to pursue this issue further. Let us mention that the method we’ve developed allows one to couple non-local derivatives not only to a metric but to a variety of connections. For instance, we may couple the non-local derivative in
\[ S = \int d^d x \phi^4 D^a \phi + V(|\phi|^2), \]
(5.1)
to an external Abelian connection and use this to compute the associated conserved U(1) current,
\[ \tilde{J}^\mu(-k) = - \int \frac{d^d q_1 d^d q_2}{(2\pi)^d} \left( -|q_1|^2 - |q_2|^2 \right) \left( \phi^*(q_2) q_1^a \phi(q_1) - q_2^a \phi^*(q_2) \phi(q_1) \right) \delta(k + q_1 + q_2). \]
(5.2)
It is straightforward to check that the current in (5.2) is conserved under the equations of motion. We believe that similar techniques may be used to construct actions with non-local and non-Abelian gauge fields, or non-local charged matter.

While we have not studied unitary properties of non-local field theories directly, in section 4 we’ve studied the optical theorem associated with S-matrix elements of boundary states of local field theories with a boundary, whose form can be captured by a non-local boundary action, cf., appendix B. We found that intermediate bulk states (which are absent in an effective non-local boundary action) were crucial in order for the optical theorem to be valid, both in the local theory leading to non-local QED and in the one leading to non-local \( \phi^4 \) theory.

Some of the features of non-local QED are specific to the action (1.1). For instance, the infrared behavior of the theory as a function of dimension \( d \) and non-locality parameter
are quantitatively and qualitatively different from, say, the infrared behavior of non-local $\phi^4$ theory. In particular, unless exactly at the conformal fixed point, non-local QED will either flow to a trivial theory in the infrared or, it will flow to the same fixed point as local QED. See figure 1. In contrast, the non-local $\phi^4$ theory may flow to a trivial theory, or, to one of two infrared fixed points. One fixed point coincides with that of the short-range Ising model (with an additional Gaussian field), and the other is referred to as the long-range Ising model. (See [1, 2, 46–50, 90, 91].) Incidentally, in the long-range model, $\phi$ and $\phi^3$ are both primaries related by a non-local equation of motion. The equation of motion implies a ‘shadow relation’, $[\phi] + [\phi^3] = d$ (with $[\phi]$ the scaling dimension of $\phi$). Non-renormalization of $\phi$ implies that the scaling dimension of both $\phi$ and $\phi^3$ are determined by their engineering dimension. Similar features may exist in the $d = 3$ and $s = 1$ theory. The current $J^\mu = \bar{\psi} \gamma^\mu \psi^3$ is related to the photon field strength through the non-local equations of motion $D^s_{\mu} D^{\mu \nu} = \epsilon_0 \bar{\psi} \gamma^\mu \psi^3$. It would be interesting to explore this feature and its implications further.

Another feature specific to QED is gauge invariance, which ties the wavefunction renormalization of the photon to the beta function of the electric charge. The non-renormalization properties of non-local QED imply that whenever the engineering dimension of the electric charge is marginal, it receives no quantum corrections. In general, coupling constants will not be tied to wavefunction renormalization and therefore, will not be protected from flowing. In this context, it would be interesting to study non-local versions of supersymmetric theories and the relation between the non-renormalization theorems described here and the non-renormalization of the superpotential.

Focusing on QED$_4$, we’ve shown that (1.1) with $2 < s < 3$ is asymptotically free, but flows to QED$_4$ in the infrared. In other words, non-local QED serves as a UV completion of QED$_4$. In a similar vein, we’ve found that coupling QED$_3$ to an additional non-local kinetic term for the photon allows for a one parameter of family of infrared fixed points. This result suggests that photons on $\mathbb{R}^{2.1} \times \mathbb{R}^+$ coupled to QED$_3$ on the boundary has a one parameter line of fixed points in the infrared. This line is parameterized by some combination of the two charges specifying the coupling of the fermions to the bulk kinetic term for the photons and the boundary one.
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A Computing $\Pi_{(2)}^{\mu \nu}$

In section 2.1 we gave a general argument that when $\epsilon = s + 2 - d = 0$ and $d$ is not an even integer, the photon wavefunction does not get renormalized at any order $\ell$ in a loop.
expansion. In (2.9) we showed this explicitly at one loop. In this section we will show this at the two-loop level for \( d = 2n + 1 \). Using (2.4), or by explicit computation, it is straightforward to argue that the sum \( \Pi_{(2a)}^{\mu\nu} + \Pi_{(2b)}^{\mu\nu} + \Pi_{(2c)}^{\mu\nu} + \Pi_{(2d)}^{\mu\nu} \) contains no poles in \( \epsilon \). Since \( \Pi_{(2a)} = \Pi_{(2b)} \), it follows that finiteness of the photon two-point function at two loops will follow from finiteness of \( 2\Pi_{(2a)}^{\mu\nu} + \Pi_{(2c)}^{\mu\nu} \).

We can evaluate \( \Pi_{(2a)}^{\mu\nu} \) in (2.15) by using (2.12),

\[
2\Pi_{(2a)}^{\mu\nu} = 2\epsilon_0 \mu^\epsilon N_f \text{Tr} \int \frac{d^d p}{(2\pi)^d} \frac{d^d q}{(2\pi)^d} \frac{\gamma_\mu p^\nu}{p^2} \frac{\gamma_\nu (p - \ell)}{(p - \ell)^2} \sum_{\lambda} (p + k)^\lambda \gamma^\lambda \gamma^\nu \gamma^\mu \gamma^\nu (p + q)^2 \delta_{\ell x} \frac{1}{q^2} I_{\alpha\beta\mu\nu} \tag{A.1}
\]

where we have used \( d = 2n + 1 \) with \( n \) an integer and \( d = 2 + s - \epsilon \).

The diagram \( \Pi_{(2a)}^{\mu\nu} \) can be evaluated along the lines described in [13],

\[
\Pi_{(2c)}^{\mu\nu} = -e_0^4 \mu^{2\epsilon} N_f \int \frac{d^d p}{(2\pi)^d} \frac{d^d q}{(2\pi)^d} \frac{\gamma_\mu p^\nu}{p^2} \frac{\gamma_\nu (p + k)^2}{(p + k)^2} \gamma_\tau \gamma_\mu \gamma_\nu \gamma_\tau \gamma_\nu \frac{1}{p^2} I_{\alpha\beta\mu\nu} \tag{A.2}
\]

The expression for \( I_{\alpha\beta\mu\nu} \) is identical to the one obtained for a local theory,

\[
I_{\alpha\beta\mu\nu} = \int_0^\infty dx_1 dx_2 dx_3 dx_4 J_{\alpha\beta\mu\nu} \tag{A.3}
\]

with

\[
J_{\alpha\beta\mu\nu} = \int \frac{d^d p}{(2\pi)^d} p_x (p + k)_{\beta} (p + k + q)_{\mu} (p + q)_{\nu} e^{- \frac{x_{23} q^2 + x_{34} k^2 + 2 x_{23} q \cdot x_{34} k + \Sigma q^2 + 2 x_{23} q \cdot p + 2 x_{34} k \cdot p}{2}} \tag{A.4}
\]

where \( x_{ij} = x_i + x_j \) and \( \Sigma = x_1 + x_2 + x_3 + x_4 \). In the notation of [13] we have

\[
(4\pi)^{d/2} e^{\frac{x_{23} x_{34} ^2 + x_{12} x_{34} ^2 + 2 x_{12} x_{34} x_{23} x_{34}}{2}} J_{\alpha\beta\mu\nu} \text{Tr} \left( \gamma_\lambda \gamma_\alpha \gamma_\beta \gamma_\gamma \gamma_\mu \gamma_\nu \right) = -f(d)(d - 2) A_1 + f(d)(6 - d) A_2 - \frac{f(d)(d - 2)}{2\Sigma} B_1 + \frac{f(d)(6 - d)}{2\Sigma} B_2 - \frac{f(d)(d - 2)}{4\Sigma^2} C_1 \tag{A.5}
\]

where the \( A_i \), \( B_i \) and \( C_i \) can be read off of equation (8-118) of [13]. Note in particular that \( A_2 \) and \( B_2 \) each carry a factor of \( (d - 2) \) so that \( \Pi_{(2c)}^{\mu\nu} \) vanishes in two dimensions for generic \( s \). From equation (A.1) we see that \( \Pi_{(2d)}^{\mu\nu} \) also vanishes in two dimensions. Hence, in two dimensions there is no two-loop correction to the photon propagator, a result in agreement with the fact that two-dimensional QED (local or non-local) is one-loop exact.

Away from two dimension, we can carry out the \( q \) integration by using

\[
q^{-\eta} = \int_0^\infty dx x^{\frac{2\gamma + 1 + \eta}{2}} e^{-\frac{2\gamma + 1}{2} x^{\frac{2}{\gamma} - 1}} e^{-\frac{x^{2\gamma + 1 + \eta}}{2\gamma \Gamma(\frac{2}{\gamma})}} = \frac{\Gamma(\frac{2}{\gamma})}{\Gamma(\frac{2}{\gamma})} x^{\frac{2\gamma + 1}{\gamma} - 1} e^{-\frac{x^{2\gamma + 1}}{2\gamma}} \tag{A.6}
\]
and compute the Gaussian integral. Next, we introduce $\int d\rho \delta(\rho - \Sigma) = 1$, rescale $x_i \to \rho x_i$ and integrate over the $\rho$ coordinates. The remaining integral can be conveniently analyzed by the change of variables

$$x_1 = \beta u, \quad x_2 = (1 - \beta)v, \quad x_3 = (1 - \beta)(1 - v), \quad x_4 = \beta(1 - v). \quad (A.7)$$

We find that the $C_1$, $B_2$ and $A_2$ contributions to (A.5) are finite for $s$ odd and $\epsilon = 0$ and that the divergent contribution coming from the $A_1$ and $B_1$ terms satisfy

$$2\Pi^{\mu\nu}_{(2a)} + \Pi^{\mu\nu}_{(2c)} = \mathcal{O}(\epsilon^0), \quad (A.8)$$
as claimed. We refer the reader to [13] for details of the intermediate steps for the $s = 2$ case.

B Non-locality from dimensional reduction

As discussed in the introduction, some of the non-local theories we consider are equivalent to a dimensional reduction of a free $d + 1$-dimensional photon interacting with charged fermions located on a $d$-dimensional boundary [15, 16, 18, 21, 31] (see also [17]). In what follows we briefly review this construction. Consider the partition function

$$\tilde{Z}[^{\eta, \bar{\eta}, J_{mn}}] = \int D\tilde{A} D\psi D\bar{\psi} \times \exp \left\{ -\int d^{d+1}x \left( \frac{1}{4} \tilde{F}_{mn} \tilde{F}^{mn} + \frac{1}{2} \tilde{J}_{mn} \tilde{F}^{mn} + \text{gauge fixing terms} \right) \right\} \quad (B.1)$$

where we have adorned the partition function and the gauge field with a tilde in order to keep in mind their bulk origin (there is no relation between the tilde’s in this section and in the main text). We have explicitly written the dependence of the partition function on the sources $\eta$, $\bar{\eta}$ and the (antisymmetric) $J_{mn}$. Later we will consider more general sources. In this section we use roman indices for the bulk coordinates, $m = 0, \ldots, d$ and greek indices for the boundary coordinates, $\mu = 0, \ldots, d - 1$; the boundary is located at $x^d = 0$.

Since the action is quadratic in the gauge field it is straightforward to integrate over $\tilde{A}_m$. We obtain

$$Z[^{\eta, \bar{\eta}, J_{mn}}] = \int D\psi D\bar{\psi} \times \exp \left\{ -\int d^{d+1}x d^{d+1}y \frac{1}{2} (\tilde{J}_m(x) + j_m(x)) \tilde{G}^{mn}(x - y)(\tilde{J}_n(y) + j_n(y)) \right\} \quad (B.2)$$

up to gauge fixing terms, where

$$j_m = \tilde{\epsilon} \delta(x^d) \delta_{m\mu} \sum_j \tilde{\psi}^j \gamma^\mu \psi^j \quad \text{and} \quad J_m = \partial_m J^m, \quad (B.3)$$
and $G_{mn}$ is the photon propagator in the presence of a boundary which, in general, differs from the photon propagator on $\mathbb{R}^4$ and can be computed using the method of images. If we demand Neumann boundary conditions for the photon field strength then, using the method of images, the boundary value of the propagator will be twice that of the free theory. See [21] for details.

Consider sources $J_{mn}$ which reside on the boundary, $J_{mn} = \delta_m^n \delta_{\mu}^\nu J_{\mu\nu} \delta(x^d)$. In this case (B.2) reduces to

$$
\tilde{Z}[\eta, \bar{\eta}, J_{\mu\nu}] = \int D\bar{\psi} D\bar{\psi} \times \exp \left\{ - \int d^d x d^d y \frac{1}{2} \left( J_\mu(x) + j_\mu(x) \right) G^{\mu\nu}(x - y) \left( J_\nu(y) + j_\nu(y) \right) + \ldots \right\}
$$

where now

$$
j_\mu = \bar{\psi}^i j^{ij} \gamma_\mu \psi^j \quad \text{and} \quad J_\mu = \partial_\nu J^{\nu\mu},
$$

and

$$
G^{\mu\nu}(x) \propto \delta^{\mu\nu} \int d^{d+1}k \frac{e^{ik \cdot x^\mu}}{k_M k^M} \propto \int d^d k \frac{e^{ik \cdot x^\mu}}{\sqrt{k_\mu k^\mu}}.
$$

Thus, the generating function (B.4) is equal to the generating function

$$
Z[\eta, \bar{\eta}, J_{\mu\nu}] = \int D\bar{\psi} D\bar{\psi} \times \exp \left\{ - \int d^d x \left( \frac{1}{4} F_{\mu\nu} D^{-1} F^{\mu\nu} + \frac{1}{2} J_{\mu\nu} F^{\mu\nu} + \text{gauge fixing terms} \right) 
- \int d^d x \left( \sum_j \bar{\psi}^j (\partial + ie A_\mu) \psi^j + \eta \bar{\psi} + \bar{\eta} \psi \right) \right\}.
$$

I.e.,

$$
\tilde{Z}[\eta, \bar{\eta}, J_{\mu\nu}] = Z[\eta, \bar{\eta}, J_{\mu\nu}]
$$

with $e$ a rescaled version of $\tilde{e}$.

Equation (B.8) implies that the generating function for connected correlators of $\psi$, $\bar{\psi}$ and $A_\mu$ on the boundary can be obtained from a non-local theory on the boundary. The same argument will go through if we consider composite operators of the dynamical fields and their derivatives, provided they are linear in the gauge field $A_\mu$. In fact, (B.8) holds also for sources for composite operators provided they have support only on the boundary. To see this, consider sources for composite operators, $\tilde{O}$, of the gauge field $\tilde{A}_\mu$ and, possibly, the fermions, $\int d^{d+1} x J \tilde{O}$. Let us assume that the sources are localized on the boundary, $J(x^\mu) = J(x^\mu) \delta(x^d)$. If we now use Feynman diagrams to compute correlation functions perturbatively in the source then, since all the insertions are on the boundary, then all the internal propagators will be evaluated on the boundary and then (B.6) implies that the same Feynman rules can be obtained from a source term $\int d^d x J \tilde{O}$ with $O$ the same operator as $\tilde{O}$ but with $\tilde{A}_\mu$ replaced by $A_\mu$. 


Note that this entire argument may be generalized to non-local bulk actions such that the canonical kinetic term for the photon takes the form $\frac{1}{4} F_{mn} F^s - F^{mn}$. An analysis identical to the one above implies that the effective action for reproducing boundary S-matrix elements is that of (1.1) with $s = \tilde{s} - 1$. Thus, bulk theories with $d + 1 = \tilde{s} + 2$ will lead to effective boundary theories with $d = s + 2$ as discussed around equation (1.7).

C Tracelessness and conformal invariance without locality

In this work we consider actions which are bi-local, see, e.g., (1.1) and (1.4). While one may worry that such actions do not support a stress tensor, we argue here that as long as an action may be coupled to an external metric in a coordinate invariant way, then there exists a stress tensor (local or not) which is conserved and shares many of the features of the familiar stress tensor of local field theories.

Consider an action $S[\phi(x); \eta]$ where $\phi$ denotes scalar or tensor fields and $\eta$ is the Minkowski (or Euclidean) metric which can be thought of as an external parameter. Suppose $S$ is invariant under Poincare transformations, i.e., $S$ is invariant under the replacement

$$
\phi_{\mu_1...\mu_n}(x) \rightarrow \phi'_{\mu_1...\mu_n}(x') = \frac{\partial x^{\mu_1}}{\partial x^{\mu'_1}} ... \frac{\partial x^{\mu_n}}{\partial x^{\mu'_n}} \phi_{\nu_1...\nu_n}(x') \quad \eta_{\mu\nu} \rightarrow \eta_{\mu\nu}
$$

where

$$
x'^\mu = x^\mu + \epsilon^\mu + \omega^\mu \nu x^\nu
$$

represent an infinitesimal Lorentz transformation and translation of the coordinate $x$. In particular, we have

$$
\delta_\epsilon S = \int d^d x E \mathcal{L}_\epsilon \phi = 0,
$$

where $\mathcal{L}_\epsilon$ is a Lie derivative along $\epsilon$ and $E$ denotes the variation of the Lagrangian density with respect to $\phi$, which vanishes according to the equation of motion. One may use (C.3) to infer the structure of the canonical energy momentum tensor, $T^\mu_{\nu}$,

$$
\int d^d x \partial_{\mu} T^\mu_{\nu} \epsilon^\nu = \int d^d x E \mathcal{L}_\epsilon \phi.
$$

Let us further assume that Poincare invariance may be extended such that the action may be coupled to a metric in a general coordinate invariant way,

$$
S[\phi(x); g_{\mu\nu}(x)] = S[\phi'(x); g'_{\mu\nu}(x)]
$$

where $g'_{\mu\nu}(x')$ is obtained from $g_{\mu\nu}(x)$ via a coordinate transformation $x^\mu \rightarrow x^\mu + \xi^\mu$. We can now define a stress tensor $T^{\mu\nu}$ via

$$
\delta_g S = \int d^d x \frac{1}{2} \sqrt{g} T^{\mu\nu} \delta g_{\mu\nu}.
$$

The stress tensor $T^{\mu\nu}$ will be conserved in the absence of additional sources. If we write a general variation of the metric and dynamical fields in the form

$$
\delta S = \int d^d x \sqrt{g} \left( \frac{1}{2} T^{\mu\nu} \delta g_{\mu\nu} + E \delta \phi \right),
$$
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then general coordinate invariance, (C.5), implies

\[ 0 = \delta_\xi S = \int d^d x \sqrt{g} \left( T^{\mu\nu} \nabla_\mu \xi_\nu + E \xi \phi \right) \]

(C.8)

where \( \xi \) denotes a Lie derivative in the \( \xi \) direction. It follows that \( T^{\mu\nu} \) is conserved under the equations of motion. In addition, by setting \( g_{\mu\nu} = \eta_{\mu\nu} \) and \( \xi = \epsilon \) and comparing (C.8) to (C.4) we find that \( T^{\mu\nu} \bigg|_{g=\eta} \) generates translations.

Our discussion so far was classical but in the absence of anomalies easily lends over to a quantum one. Defining the partition function,

\[ Z[g] = \int D\phi e^{-S[\phi; g]} \]

(C.9)

We find that if there are no anomalies, then \( Z[g] = Z[g'] \), which implies that \( T^{\mu\nu} = -\frac{2}{\sqrt{g}} \frac{\delta \ln Z}{\delta g^{\mu\nu}} \) is conserved.

Next let’s assume that the action is scale invariant. That is,

\[ S[\phi(x); \eta_{\mu\nu}] = S[e^{\Delta \lambda} \phi(e^{\lambda} x); \eta] \]

(C.10)

for some constant \( \Delta \). General coordinate invariance (C.5) implies

\[ S[\phi(x); \eta_{\mu\nu}] = S[e^{\Delta W \lambda} \phi'(x); e^{-2\lambda} \eta_{\mu\nu}] \]

(C.11)

where \( \Delta W = \Delta - n \) for \( \phi \) a rank \( n \) tensor with all indices lowered. We will refer to \( \Delta W \) as the Weyl weight of \( \phi \). Setting \( \lambda \) to be infinitesimal, we find

\[ 0 = \int d^d x \left( \frac{1}{2} T^{\mu\nu} (-2\lambda \eta_{\mu\nu}) + E \Delta W \lambda \phi \right), \]

implying that there exists a vector field \( V^\mu \) such that

\[ T^\mu_\mu(x) = \partial_\mu V^\mu \]

(C.13)

under the equations of motion.

Moving on to special conformal transformations, we have

\[ S[\phi(x); \eta] = S[e^{\Delta \Omega(x)} e^{-n\Delta} \left( \frac{\partial x'}{\partial x} \right)^n \phi'(x'); \eta] \]

(C.14)

where \( \left( \frac{\partial x'}{\partial x} \right)^n \phi'(x') \) is shorthand,

\[ \left( \frac{\partial x'}{\partial x} \right)^n \phi'(x') \rightarrow \frac{\partial x'_{\mu_1}}{\partial x^\mu_1} \cdots \frac{\partial x'_{\mu_n}}{\partial x^\mu_n} \phi_{\mu_1 \cdots \mu_n} (x') \]

(C.15)

and \( x'^\mu \) satisfies

\[ \frac{x'^\mu}{(x')^2} = \frac{x^\mu}{x^2} - b^\mu \]

(C.16)

and

\[ e^{\Omega(x)} = 1 + 2 b \cdot x + b^2 x^2. \]

(C.17)
(Recall that $\frac{\partial x^\mu}{\partial x^\nu} = e^{\mu\nu} B^\nu$ with $|B| = 1$.) Using (C.5) we find

$$S[\phi(x); \eta_{\mu \nu}] = S[e^{\Delta W \Omega(x)} \phi(x); e^{-2\Omega(x)} \eta_{\mu \nu}].$$  \hfill (C.18)

Evaluating this at small $b^\mu$ we find

$$0 = \int d^d x \left( \frac{1}{2} T^\mu_\mu (2b \cdot x) + E(2\Delta W b \cdot x) \right)$$

$$= \int d^d x \left( \partial_\mu (V^\mu b \cdot x) - V \cdot b + E(2\Delta W b \cdot x) \right),$$  \hfill (C.19)

implying that there exists a tensor field $V^\mu$ such that

$$V^\mu = \partial_\nu V_{\nu \mu}$$  \hfill (C.20)

under the equations of motion.

Thus, conformal invariance leads to a stress tensor the trace of which can be written as a double derivative (and as we discuss in the main text, may be improved to be traceless). Alternatively, given a stress tensor which satisfies (C.13) and (C.20), then one may use the standard expressions to construct from it a (possibly non-local) expression for the dilatation and special conformal currents.

**D The optical theorem for $\phi^4$ boundary interactions**

In section 4 we’ve demonstrated that the optical theorem holds for a free bulk photon on $\mathbb{R}^{2,1} \times \mathbb{R}_+$ coupled to charged fermions on the boundary, at least as far as the tree level t-channel Bhabha scattering amplitude is concerned. In what follows we study the optical theorem for a free scalar field on $\mathbb{R}^{2,1} \times \mathbb{R}_+$ with a $\lambda \phi^4$ interaction on the boundary

$$S = -\int d^4 x \frac{1}{2} \phi \nabla^2 \phi - \int d^3 x \lambda \phi^4.$$  \hfill (D.1)

As discussed in the main text, this setup gives an effective boundary action similar to that of the long-range Ising model [2].

Imposing Neumann boundary conditions on the scalar field the propagator reduces to

$$G(x, x^3 = 0) = \int \frac{d^4 k}{(2\pi)^4} \frac{2i e^{-i k_\mu x^\mu}}{k^m k^m + i\epsilon} = \int \frac{d^3 k}{(2\pi)^3} \frac{e^{-i k_\mu x^\mu}}{\sqrt{k^\alpha k^\alpha} + i\epsilon}.$$  \hfill (D.2)

The optical theorem for $3 \rightarrow 3$ tree level scattering reads

$$2 \text{Im} M_\rightarrow(p_1 \rightarrow q_1) = \int \frac{d^3 k}{(2\pi)^3} \frac{2i}{2E_k} M^+_{\leftarrow}(q_1 \rightarrow k) M_{\rightarrow}(p_1 \rightarrow k) \times (2\pi)^3 \delta^{(3)}(p_1 + p_2 + p_3 - k),$$  \hfill (D.3)

where the unconventional factor of 2 is related to the one appearing in (D.2). We find

$$i M_{\rightarrow}(p_1 \rightarrow q_1) = \frac{-\lambda^2}{\sqrt{k_\alpha k^\alpha}}|_{k^\alpha = p_1^\alpha + p_2^\alpha + p_3^\alpha}$$

$$i M_{\rightarrow}(p_1 \rightarrow k) = -i \lambda.$$  \hfill (D.4)
Thus,

\[
\int \frac{d^2 \vec{k}}{(2\pi)^2} \frac{2}{2E_k} \mathcal{M}^-_{\frac{\lambda}{2}}(q_i \to k)\mathcal{M}^+_{\frac{\lambda}{2}}(p_i \to k) \times (2\pi)^3 \delta^{(3)}(p_1 + p_2 + p_3 - k)
\]

\[
= \begin{cases} 
\frac{2\lambda^2}{\sqrt{k_\alpha k^\alpha}} & k_\alpha k^\alpha > 0 \\
0 & k_\alpha k^\alpha < 0
\end{cases},
\]

(D.5)

from which (D.3) follows.
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