Temporal Features of Spike Trains in the Moth Antennal Lobe Revealed by a Comparative Time-Frequency Analysis
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Abstract

The discrimination of complex sensory stimuli in a noisy environment is an immense computational task. Sensory systems often encode stimulus features in a spatiotemporal fashion through the complex firing patterns of individual neurons. To identify these temporal features, we have developed an analysis that allows the comparison of statistically significant features of spike trains localized over multiple scales of time-frequency resolution. Our approach provides an original way to utilize the discrete wavelet transform to process instantaneous rate functions derived from spike trains, and select relevant wavelet coefficients through statistical analysis. Our method uncovered localized features within olfactory projection neuron (PN) responses in the moth antennal lobe coding for the presence of an odor mixture and the concentration of single component odorants, but not for compound identities. We found that odor mixtures evoked earlier responses in biphasic response type PNs compared to single components, which led to differences in the instantaneous firing rate functions with their signal power spread across multiple frequency bands (ranging from 0 to 45.71 Hz) during a time window immediately preceding behavioral response latencies observed in insects. Odor concentrations were coded in excited response type PNs both in low frequency band differences (2.86 to 5.71 Hz) during the stimulus and in the odor trace after stimulus offset in low (0 to 2.86 Hz) and high (22.86 to 45.71 Hz) frequency bands. These high frequency differences in both types of PNs could have particular relevance for recruiting cellular activity in higher brain centers such as mushroom body Kenyon cells. In contrast, neurons in the specialized pheromone-responsive area of the moth antennal lobe exhibited few stimulus-dependent differences in temporal response features. These results provide interesting insights on early insect olfactory processing and introduce a novel comparative approach for spike train analysis applicable to a variety of neuronal data sets.

Introduction

The discrimination of complex stimuli in the noisy natural background is an immense computational task for any sensory system. For the olfactory system in particular, what we perceive as a single odor is generally composed of many different molecules creating an odor mixture. In addition, the odor molecules travel through the environment as discrete filaments in a turbulent and stochastic odor plume [1,2]. Odor recognition therefore requires the simultaneous elucidation of the identity and complexity of molecular mixtures in specific ratios and concentrations, and at specific points in time. Comparative analyses across several invertebrate and vertebrate species suggest that complex stimuli are coded by sensory systems in a spatiotemporal fashion (for olfaction in particular see [3]), determined by where (spatial patterning), when (timing and synchronicity), and how much (intensity) neuronal activity occurs.

In addition to ensemble information, the firing rate of the individual neurons within sensory systems such as olfaction also provides information concerning the stimulus [4,5]. In fact, neurons in the first olfactory neuropil of both invertebrates and vertebrates are known to exhibit complex temporal firing characteristics in response to odor stimuli that last for several hundred milliseconds after the stimulus has ended [6]. In insects,
odor stimuli are encoded by these firing patterns in several ways (see [7] for recent review). First, a large body of studies have found that odors can be coded by differences in response amplitude across individual neurons (“fast rate coding” [7]). Odors can also be coded by response latency (“latency coding” [8–11]). Finally, odors can be represented in the post-stimulus firing period (so-called “trace coding”) [12–14].

In a previous study of the moth antennal lobe (AL), the first olfactory synapse and insect analog to the olfactory bulb [15], we found that odor mixtures were coded by a latency code, while odor concentration was coded by increased firing rate [9]. However, using traditional spike-counting methods such as the mean firing rate, we were unable to localize specific time periods during the response where these differences occurred. Peri-stimulus time histograms (PSTH) derived from spike trains provide more temporal information, but they are restricted to the bin size set by the experimenter. Therefore, subtle neural patterns such as odor trace coding, may be overlooked, as suggested by Nawrot [7].

In order to identify specific temporal features of the neuronal response, we require a method that can allow us to compare different data sets and find statistically significant spike train features localized in time. The Discrete Wavelet Transform (DWT) is a type of time-frequency transformation of sampled data that is able to localize features in both time and frequency using basis functions called wavelets [16–18]. The main advantage of the DWT (and other techniques such as multitaper spectrotemporal analysis) over time-resolved Fourier transform is that the time domain is decomposed on multiple temporal scales, and thus low frequencies are examined over longer time periods than high frequencies, providing multiple scales of time-frequency resolution [19]. Wavelet-based applications are not new to neuroscience [19–22], but their use for spike train analysis has been relatively scarce, even if some successful algorithms have been developed in the context of real-time spike train decoding for neural prosthesis [23,24].

In this study, we calculate the DWT of the instantaneous firing rate function in order to localize temporal features relevant to discriminating different stimulus categories (i.e. different compounds, concentrations, and mixtures). We apply this multi-resolution time-frequency analysis to three different data sets, comprising neuronal responses recorded in sexually isomorphic glomeruli of female Manduca sexta [9] and in the pheromone-responsive macroglomerular complex (MGC) of male Manduca [25] and Ostrinia nubilalis [26]. In contrast to sexually isomorphic AL neurons that receive input from receptor neurons with a variety of tuning properties, macroglomerular neurons receive sensory input from highly specific receptor neurons responding to pheromone components. The question remains to what extent the specialized MGC system differs from the larger, sexually isomorphic antennal lobe portion [27]. The MGC is generally considered to be a labeled-line network with highly specific input, while the sexually isomorphic neurons utilize combinatorial processing with a mixture of specific and broadly-tuned OSNs [28,29].

Previous analyses of these data sets used mean rate, PSTH, and latency measurement [9,25,26], and thus provide a suitable reference for assessing the additional insight provided by the DWT analysis. In addition, an interspecies comparison can reveal general physiological properties that could be widely applicable to several species, given the widespread sexual dimorphism of the AL among moths and other insects [30]. Hence, we apply our multi-resolution time-frequency analysis to assess how AL neurons from two separate sections of the moth antennal lobe provide information concerning odor identity, concentration, and presence of a mixture. In addition, we compare the time localization of spike train features obtained with our DWT analysis to a PSTH-based analysis. Finally, we discuss significant response features localized in time and frequency revealed by our application of the DWT, and its implications for understanding the mechanistic basis of odor coding in the antennal lobe.

Materials and Methods

Neuronal recordings and odor stimulation

We present a DWT of rate functions derived from intracellular recordings of AL neurons reported previously for the moth Manduca sexta [9,25] and Ostrinia nubilalis [26]. Data sets were obtained using plant [9] and pheromone [25,26] compounds, respectively. Raw membrane potential data was obtained from these studies for the current analysis. Please refer to these studies for details of animal and stimulus preparation, electrophysiological recording, and morphological analysis. Single trial responses to monomolecular host plant odors or pheromones and their mixtures were separated into the three response classes as previously described [9] (Figure 1).

Brieﬂy, female Manduca sexta moths were immobilized in modiﬁed Falcon tubes and the primary olfactory processing centers of the brain (the antennal lobes) surgically exposed. Once intracellular contact was established using a sharp glass microelectrode, the ipsilateral antenna was stimulated with (+) linalool, (−) linalool, phenyl acetaldehyde, benzaldehyde, hexanol, nonanal, limonene, and linalool.

![Figure 1. Basic temporal response types.](image)

(A) A biphasic neuron from M. sexta stimulated with a mixture (upper panel) and a single compound at the mixture concentration (lower panel). (B) An excited neuron stimulated at low (upper panel) and high (lower panel) concentrations of a compound. (C) An inhibited neuron stimulated with low (upper panel) and high (lower panel) concentrations of a compound. Stimulus elapse shown in grey. The panels on the right show confocal micrographs of the three respective female M. sexta AL neurons, each extracting a single optical orthogonal slice ( soma with arstiks, left images). Neurobiotin-injected cells were stained with Alexa-conjugated Streptavidin. Pictures were obtained by confocal microscopy of three separate whole mount brain preparations using a 10×, 0.45-NA objective lens (C-Apochromat, Zeiss). Optical sections (1024×1024 pixel) were taken at intervals of 0.8 μm. A and B display LNs, while C shows a multiglomerular PN; scale bar: 50 micrometers. doi:10.1371/journal.pone.0084037.g001
or trans-2-hexenyl acetate (used instead of nonanal in some experiments), and cis-3-hexenyl acetate. Each odor was dissolved at $10^{-4}$ in mineral oil. Stimulations were performed at 500 ms duration using a novel multicomponent stimulus device that equilibrated all odor concentrations according to vapor pressure [31]. Neurons were first presented with all components simultaneously; then each of the seven odors separately. Odors that elicited a response were tested together as the “mixture.” Finally, the single components that elicited a response were again tested separately at the total mixture concentration. Neurons were identified as projection neurons or lateral interneurons by either morphological staining or physiological characterization via measurement of spike width (see [9]). In the former case, Lucifer or neurobiotin was injected iontophoretically after physiological characterization.

For assessment of macrogglomerular neurons, male Manduca sexta were immobilized in plastic tubes and male Ostrinia nubilalis (Z race) were immobilized in plastic pipette tips and the antennal lobes surgically exposed. For Manduca MGC recordings, juxtaglomerular, rather than intracellular recording was performed. Sharp-ened borosilicate glass capillaries were used to measure extracellular activity of single MGC neurons in a manner similar to perforated-patch recording. 50 ms stimulations of (E)-10,(Z)-12-hexadecadienial (bombykal), the primary component of the conspecific female’s sex pheromone, (E)-11,(Z)-13-pentadecadienial (C15, a chemically more stable mimic of another essential component of the sex pheromone), and their blend were presented at various concentrations (10 ng and 100 ng used for the current study). After recording, neurons were injected iontophoretically with Lucifer Yellow CH for morphological characterization.

For Ostrinia recording, odorants were diluted in redistilled n-hexane and applied on a filter paper inside a Pasteur pipette. Stimuli were presented as a 500 ms stimulation of (Z) or (E)-11-tetradecenyl acetate and their mixture at a range of concentrations (1 ng and 10 ng data used for our analyses). The purity of the odorants was verified using GC. After physiological characterization, neurons were injected iontophoretically with neurobiotin.

Discrete wavelet transform of spike trains

We made use of the DWT here to localize in time and frequency relevant features of instantaneous rate functions derived from spike trains encoding odors among AL neurons. The temporal period over which we performed the DWT for recordings in the isomorphic AL of Manduca and the MGC of Ostrinia lasted 1.4 s, starting when the odorant reached the antenna (stimulus onset; determined empirically in [9]) and continuing for 900 ms after stimulus offset. As control, we also analyzed the 1.4 s preceding the stimulus. For juxtaglomerular PN recordings from the Manduca MGC, the temporal period lasted 1.4 s, starting when the odorant reached the antenna (including a 120 ms mechanical delay) and continuing for 1350 ms after stimulus offset.

The steps followed to obtain the wavelet coefficients for each trace are shown in Figure 2. First, spikes (Figure 2A) were detected when the membrane potential crossed a threshold set to half of the maximum peak amplitude. In the case of the juxtaglomerular Manduca MGC recordings the voltage was previously high pass filtered and the threshold was set to one third of the maximum peak amplitude. Detected spikes (Figure 2B) were then checked graphically to discard false positive or negative counts, and the threshold was varied in some cases to ensure a correct detection. The series of firing times for each trace were then represented as sums of delta functions (Figure 2B), which were convolved with unit area Hanning windows (half width = 50 ms) to obtain instantaneous rate functions expressed in Hz [32,33]. It should be noted that the use of alternative Hanning window widths (e.g. 5 ms) did not significantly alter the overall results. The rate functions were divided into 128 bins (Figure 2C; bin duration = 10.94 ms) and decomposed into 4 frequency band levels (Figure 2D) using a dyadic discrete wavelets transform algorithm [17] with a Daubechies (db1) kernel [16]. In this way, we obtained 4 sets of detailed coefficients and 1 set of approximation coefficients that were squared to quantify the power spectral density (PSD) of the spiking rate function (plotted with color code in Figure 2E) in specific time windows and frequency bands. The number of detailed coefficients was as follows: 64 in the 1st level (22.86 to 45.71 Hz), 32 in the 2nd level (11.43 to 22.86 Hz), 16 in the 3rd level (5.71 to 11.43 Hz) and 8 in the 4th level (2.86 to 5.71 Hz). The approximation coefficients (0 to 2.06 Hz) were also 8. Thus, using the complete set of 128 coefficients, we constructed the frequency bands of the original signal. Following this procedure, the response and control periods were analyzed in successive time windows having different duration in each decomposition level, the duration being equal to the analyzed time (1.4 s) divided by the number of coefficients in the corresponding level.

The corresponding squared coefficients of the two data sets (e.g., responses to mixture and single component) were statistically compared (see Statistical Comparisons, below; Figure 2F) in order to localize significant features across the entire neuronal population. The pre-stimulus control periods were also compared for significant differences to control for false positives of the method. Ringing effects were minimized by the use of the db1 wavelet kernel, although we obtained similar results using other kernels (e.g. higher order db and rbio kernels).

Statistical Comparisons

Using the DWT-based procedure described above, we searched for significant differences in the value of each squared coefficient for three comparisons: 1) mixture vs. single odorants at the mixture concentration, 2) single odorants at low vs. high concentration and 3) single odorants compared to each other. We divided the data set into subsets by response type (excited, inhibited, or biphasic neurons; Figure 1) and morphological type (projection neurons, PNs and lateral interneurons, LNs in M. sexta, and MGC neurons in M. sexta and O. nubilalis) following the classifications provided in [9]. Comparisons were performed only within these subsets. We assessed significant differences between correspondent squared coefficients with a Mann-Whitney U-test, using false discovery rate (FDR) [34–36] as a method to correct for multiple comparisons. Our null hypothesis was that there was no difference between two compared categories for any corresponding squared coefficients. The differences were considered significant when the uncorrected $p$ values were smaller than the $crit_p$ value obtained using a FDR level $q$ set to 0.10 (Table 1). With this choice of $q$ we did not find any significant difference in the pre-stimulus control periods of tested data sets. However, we also considered differences as marginally significant when the uncorrected $p$ values were lower than a $crit_p$ obtained using $q<0.25$ if the differences were found in the stimulus period and absent in the control period, and occurred during time periods not already indicated as significant (Table 1).

The associated time windows are indicated with red bars ($p<0.10$) or yellow bars ($p<0.25$) on the abscissas (Figures 2 and 5). As an additional test, we randomly shuffled stimulus labels within each data subset separately. After this manipulation, no significant differences were observed, indicating that the results are
unlikely to arise by chance. The data analysis was performed using customized Matlab codes (File S1).

**Comparison to peristimulus time histogram analysis (PSTH)**

The isomorphic AL neuron recordings of *Manduca sexta* that we studied here with DWT were previously analyzed using the mean firing rate and the area below the PSTH over the total response period (1.4 s) [9]. In order to compare the time localization obtained using the DWT with a standard temporal spike train analysis, we calculated PSTHs of the response and pre-stimulus control periods using a bin of 50 ms as in [9]. The spike counts found for each of the 28 bins were compared between the different conditions, in a similar manner as for the wavelet coefficients. The time periods found to be significant (Table 2) are shown with orange (q \(\leq 0.10\)) and green (q < 0.25) bars under the abscissas of Figures 3 and 4. Thus, the red and orange bars compare significant windows for DWT and PSTH, while yellow and green bars compare marginally significant windows for both analyses. In the case of PSTH we included one case of q = 0.28 (Manduca isomorphic PNs, low vs. high concentration of components, green bars in Figure 3B bottom; Table 2) for the sake of comparison with DWT.

![Figure 2. Example of DWT analysis for two traces.](image)
Temporal Features in the Moth Antennal Lobe

**Table 1.** Significant differences found between corresponding wavelet coefficients in the time-frequency analysis of biphasic and excited PNs from sexually isomorphic and MGC AL neurons of *Manduca sexta*.

| Comparison* | Wavelet Level* | Wavelet Coefficient | Starting Time Window | Ending Time Window | Mann-Whitney \( U \) \( p \) value | FDR \( q \) value | FDR \( \text{crit}_p \) value |
|-------------|----------------|---------------------|---------------------|-------------------|-------------------------------|----------------|-------------------|
| Biphasic Isomorphic PNs | 1 | 10 | 196.875 | 218.75 | 0.0011 | 0.04 | 0.0022 |
| Mixture vs. single components | 1 | 11 | 218.75 | 240.625 | 0.0010 | | |
| | 2 | 5 | 175 | 218.75 | 0.0009 | | |
| | 3 | 3 | 175 | 262.5 | 0.0016 | | |
| | 4 | 2 | 175 | 350 | 0.0018 | | |
| | 5 | 2 | 175 | 350 | 0.0013 | | |
| | 1 | 9 | 175 | 196.875 | 0.0036 | 0.10 | 0.0091 |
| | 2 | 6 | 218.75 | 262.5 | 0.0043 | | |
| | 2 | 7 | 262.5 | 306.25 | 0.0047 | | |
| | 2 | 10 | 393.75 | 437.5 | 0.0022 | | |
| | 3 | 4 | 262.5 | 350 | 0.0055 | | |
| | 5 | 3 | 350 | 525 | 0.0084 | | |
| | 1 | 58 | 1246.875 | 1268.750 | 0.0091 | 0.11 | 0.0123 |
| Biphasic Isomorphic PNs | 1 | 21 | 437.5 | 459.375 | 0.0079 | 0.13 | 0.008640569 |
| Low vs. high concentration | 1 | 19 | 393.75 | 415.625 | 0.026 | 0.22 | 0.030016426 |
| Excited Isomorphic PNs | 1 | 52 | 1115.625 | 1137.5 | 0.0023 | 0.18 | 0.0028 |
| Low vs. high concentration | 1 | 54 | 1159.375 | 1181.25 | 0.0104 | 0.22 | 0.0119 |
| | 1 | 55 | 1181.25 | 1203.125 | 0.0070 | | |
| | 4 | 2 | 175 | 350 | 0.0028 | | |
| | 5 | 6 | 875 | 1050 | 0.0090 | | |
| | 5 | 7 | 1050 | 1225 | 0.0080 | | |
| Excited MGC PNs | 1 | 39 | 831.25 | 853.125 | 0.0027 | 0.22 | 0.0080 |
| Mixture vs. single components | 1 | 42 | 896.875 | 918.75 | 0.0027 | | |
| | 3 | 13 | 1050 | 1137.5 | 0.0027 | | |

*All LNs, other MGC neurons and inhibited PNs exhibited no significant differences (see Results).

*Wavelet levels correspond to the following frequency bands: level 1: 22.86 to 45.71 Hz, level 2: 11.43 to 22.86 Hz, level 3: 5.71 to 11.43 Hz, level 4: 2.86 to 5.71 Hz, level 5 (scaling): 0 to 2.86 Hz.

doi:10.1371/journal.pone.0084037.t001

**Results**

We analyzed the response of 29 neurons (7 biphasic, 5 excited, and 9 inhibited PNs; 2 biphasic, 4 excited, and 2 inhibited LNs) in the sexually isomorphic glomerular portion of the *Manduca sexta* AL responding to low/high concentrations and mixtures of active plant volatiles ([+] linalool, [−] linalool, phenyl acetaldehyde, benzaldehyde, hexanol, nonanal, or trans-2-hexenyl acetate (used instead of nonanal in some experiments), and cis-3-hexenyl acetate). We also analyzed 24 neurons (8 biphasic, 9 excited and 7 inhibited) in the MGC of *Ostrinia nubilalis* responding to low/high concentrations and mixtures of *Bombykal* and C15. Within each morphological and response type, we compared the response of the neurons to single odorants, to single odorants at low vs. high concentrations and to mixtures vs. single odorants at the mixture concentration. In Figure 3 we present the cases in which significant differences were found in the time-frequency analysis of the instantaneous rate function in sexually isomorphic AL neurons of *Manduca sexta*. The results for MGC neurons of *Ostrinia nubilalis* and *Manduca sexta* with excited response profiles are depicted in Figure 4.

PNs showing biphasic response in sexually isomorphic AL neurons of *Manduca sexta* displayed higher firing rate for mixtures than for single components at the mixture concentration in a long lasting time window from 175 ms to 525 ms after stimulus onset (Table 1; Figure 3). This suggests that biphasic PNs respond to stimulus mixtures with a shorter latency than to single components. The difference was localized across all frequency bands (levels 1–5; 0 to 4.57 Hz) early in the response onset (175 to 350 ms). In the low frequency band (level 5, 0 to 2.86 Hz, Table 1) of the instantaneous rate function, the difference extended from 175 to 525 ms. Thus, no significant differences were observed 25 ms after stimulus offset, indicating that the larger response evoked by the mixture occurred only within the stimulus period. These biphasic isomorphic PNs also exhibited a marginally significant difference in response to different concentrations of single odorants (Figure 3B, top) occurring in the highest frequency band (level 1, 22.86–45.71 Hz) during a small 66 ms time window from 394–459 ms following stimulus onset. The significant wavelet coefficients are listed in Table 1.
PNs showing excited responses in the sexually isomorphic portion of the *Manduca sexta* AL exhibited marginally significant differences in response to different concentrations of single odorants (Figure 3B, bottom). In an early time window (175 to 350 ms), the lower concentrations evoked larger response than the higher concentrations only in the wavelet level 4 corresponding to the frequency band 2.86 to 5.71 Hz. Conversely, the higher concentrations evoked larger responses in a late time window from 875 to 1225 ms after stimulus onset localized in 2 different frequency bands, corresponding to wavelet levels 5 (0–2.86 Hz) and also 1 (22.86–45.71 Hz) during part of this time period (see Table 1). This indicates that higher concentrations of individual odorants evoked responses that were less intense during the stimulus, but the spike trains were sustained at an increased rate for longer time after stimulus offset (at least 350–700 ms following the stimulus).

No other significant windows were found in PNs or LNs of different response profiles in *Manduca sexta* for mixtures, concentration or identity of single components (see examples in Figure 3). We also obtained no significant differences among neurons responding to pheromone components in the MGC of *Ostrinia nubilalis* (Figure 4), suggesting that the individual firing patterns observed in the responses do not provide significant temporal information to discriminate compounds, concentrations, or mixtures.

To confirm whether the observed differences were a result of AL portion (isomorphic glomeruli or MGC), species (*Manduca* or *Ostrinia*), or morphological type (i.e. projection or inter-neuron), we additionally assessed the response of MGC PNs of *Manduca sexta* (Figure 4). In this data set, all PNs exhibited excited responses. Marginally significant differences were found in a series of discrete time windows roughly 800 ms following stimulus offset (Table 1; Figure 4). These responses were confined to wavelet levels 1 (22.86–45.71 Hz) and 3 (5.71 to 11.43 Hz) in discontinuous windows between 831 and 1137 ms following stimulus onset. As a result, it appears that the differences observed in *M. sexta* isomorphic PNs are predominantly a result of their innervation of isomorphic glomeruli in the AL, rather than their species origin (*Manduca*) or morphological type (PN).

The comparisons in which we found significant differences in the sexually isomorphic portion of the *Manduca sexta* AL (mixture vs single odorants in PNs with biphasic response and single odorants at high vs low concentrations in excited PNs) are in general agreement with the findings of [9]. The time localization obtained using DWT (Table 1) and PSTH (Table 2) occurred in similar time periods (compare red vs. orange and yellow vs. green bars in Figs. 3 and 4). However, the segments found significant with the DWT occurred over longer durations and in most cases reached lower FDR values than with the PSTH.

---

**Figure 3. Temporal Response Patterns in sexually isomorphic AL neurons.** (A) Raster plots showing the response of PNs to a mixture of 2–7 components and the single odorants at mixture concentration for biphasic (top) and excited (bottom) response types. (B) Raster plots showing the response of PNs to single odorants at low (1×10⁻⁴) vs. high (2–7×10⁻⁴) concentration as displayed as in A. Rasters include every recording from all sampled PNs for a given stimulus and response type. Each raster provides an example case on top showing the membrane potential recorded from the same PN for the two different types of stimuli compared. Top row of colored bars on the abscissas indicate time windows where significant or marginally significant DWT differences in the temporal response patterns were found (red, FDR≤0.10; yellow, FDR<0.25, Table 1). In the second row of colored bars, time windows exhibiting significant differences via PSTH analysis are shown (orange, FDR≤0.10; green, FDR<0.25; note that FDR=0.28 for comparison in B lower panel, Table 2). Stimulus timing is shown as a gray vertical bar. doi:10.1371/journal.pone.0084037.g003
Discussion

Here, we apply a new approach based upon the DWT to assess sexually isomorphic and specialized portions of the moth AL and statistically localize particular features of spike trains in both time and frequency that discriminate odor stimuli. As applied to existing data sets, the DWT analysis not only confirmed results obtained by rate and latency analyses [9,26], but exposed novel information-bearing temporal features within the response train. Below, we discuss these differences in temporal patterning from sexually isomorphic and specialized neurons of the moth AL, and suggest potential sources for such localized response features.

A “latency code” for mixtures in sexually isomorphic AL neurons

In biphasic PNs, the onset latency was significantly shorter for mixtures than for single components at the mixture concentration. It is important to note that, as discussed previously [9], these observed differences in latency are a product of neuronal processing of mixtures rather than stimulus presentation, as component and mixture intensities were equilibrated using a unique stimulus presentation system (for more information see [31]). In addition, these differences in latency were not observed when presenting different intensities of the individual components themselves (Figure 3). Thus, our results confirm the finding of the previous study [9] that mixture information is transmitted by the AL more quickly than for its components using a “latency code” [8,9]. However, our previous study could not localize these differences in time and frequency. The present DWT analysis shows that the latency code is present from very low (<3 Hz) to relatively high (11–46 Hz) frequencies.

The observed differences in response between mixtures and components also end abruptly following stimulus offset. This suggests that any mixture information carried in the localized temporal response features does not persist after the stimulus has ended. Increased stimulus information during signal transients (onset and offset) has also been reported in PN responses in the locust [4]. In addition, a study in *Bombyx mori* [37] showed that onset and offset responses have different properties and might rely...

Table 2. Significant differences found in the PSTH analysis of biphasic and excited PNs from sexually isomorphic and MGC AL neurons of *Manduca sexta*.

| Comparison        | Bin | Starting Time Window | Ending Time Window | Mann-Whitney U p value | FDR q value | FDR crit. p value |
|-------------------|-----|----------------------|--------------------|------------------------|-------------|-------------------|
| Biphasic Isomorphic PNs | 7   | 300                  | 350                | 0.0013                 | 0.03        | 0.0016            |
| Mixture vs.       | 4   | 150                  | 200                | 0.0093                 | 0.07        | 0.0096            |
| single components | 8   | 350                  | 400                | 0.0016                 |             |                   |
|                   | 6   | 250                  | 300                | 0.0096                 | 0.16        | 0.0273            |
| Biphasic Isomorphic PNs | 7   | 300                  | 350                | 0.0078                 | 0.24        | 0.0168            |
| Low vs. high      |     |                      |                    |                        |             |                   |
| concentration     |     |                      |                    |                        |             |                   |
| Excited Isomorphic PNs | 7   | 300                  | 350                | 0.0239                 | 0.28        | 0.0297            |
| Low vs. high      | 21  | 1000                 | 1050               | 0.0093                 |             |                   |
| concentration     |     |                      |                    |                        |             |                   |
| Excited MGC PNs   | 20  | 950                  | 1000               | 0.0120                 | 0.20        | 0.0140            |
| Mixture vs.       |     |                      |                    |                        |             |                   |
| single components |     |                      |                    |                        |             |                   |

*All LNs, other MGC neurons and inhibited PNs exhibited no significant differences (see Results).*

doi:10.1371/journal.pone.0084037.t002
on different mechanisms. The source of this offset response might be due to peripheral input to the AL. Temporal coding of OSNs for identity, concentration, and stimulus timing has been shown to directly influence resultant PN responses [38]. A recent paper also suggests that PNs in the MGC of moths closely track the stimulus duration, and that this tracking could be due to inhibitory LN connections driven by OSN input [39].

The broad frequency band (0–43 Hz) of the differences in response to mixtures vs. single components is noteworthy in that it persists for only 175 ms in the middle of the stimulus window (ending at 350 ms after stimulus offset). Interestingly, this broad frequency information exists in a time window closely preceding the response time to conditioned odor found in insects (honeybees; ~400 ms [40]). This broad frequency band including high frequency differences in response to mixtures may allow for a more effective recruitment of Kenyon cells in the mushroom body ([41], see below). A similar time period was also observed for low frequency differences (2.86–5.71 Hz) between responses to different concentrations in excited PN cells (Table 1), with low concentrations evoking larger responses than higher concentrations (Figure 3B, bottom panel). However, our analyses were performed on purely physiological data and cannot directly confirm any connection to higher order processing, learning, or behavior. Nevertheless, these results suggest that our DWT analysis could provide an important tool to reveal unique spike information that could potentially be correlated to behavioral output.

L
terms “odor trace coding” for concentrations in the moth AL

Single components presented at two different concentrations elicited specific changes in the slow temporal kinetics of excited type PNs in the sexually isomorphic neurons of the M. sexta AL (Figure 3, Table 1), but no significant differences in localized temporal response features were found in other isomorphic neurons. Although these values were marginally significant (Table 1, q = 0.22) due to the large variation within each dataset (Figure 3-B, bottom panel), they far exceeded any differences within the control period for these cells (q = 0.5). In addition, our previous analysis of the data [9] also found differences in response to concentration among excited type neurons, but could not localize these differences in time within the response. Using the DWT analysis, we discovered that the differences occurred in two different time periods, an early window (175 to 350 ms) in which low concentrations elicited larger response only at low frequencies (2.86–5.71 Hz), and a late window where the response was larger for high concentrations. This late window explains the results in [9], in which the response averaged along the total 1.4 s response time was found to be larger for higher concentrations. In this last window both low and high frequency differences (<2.86 Hz, 22.86–45.71 Hz; Table 1) were found late in the post-stimulus period (375–725 ms after stimulus offset), suggesting a form of “odor trace coding” [12–14] for concentration in the sexually isomorphic portion of the AL.

Recent trace conditioning versions of classic Pavlovian learning experiments in moths [42], bees [13] and flies [14] show learning even when the unconditioned stimulus is separated from the conditioned stimulus in time (i.e. there is no overlap in time between stimuli). However, these studies could find no correlation with trace conditioning and trace coding at either sensory or output. Information that could potentially be correlated to behavioral output.

Long-term “odor trace coding” for concentrations in the AL

Temporal Features in the Moth Antennal Lobe

Our assessment of neurons residing in the sexually isomorphic portion of the M. sexta AL and the pheromone-specific macroglomerular complex (s) of Ostrinia nubilalis suggests that localized temporal response features are neither de facto of, nor a necessity for, pheromone coding. When presented with single pheromone components at low and high concentrations as well as the mixture itself, no significant differences in localized temporal response features emerged for MGC neurons. To confirm that these results were not due to species-specific differences, we additionally assessed the response of MGC PNs in Manduca sexta. Few significant differences were found, including a series of discontinuous marginally significant differences roughly 800–1100 ms following stimulus onset at frequencies between 5.71–11.43 and 22.86–45.71 Hz. The sparse and discontinuous nature of the results for both MGC data sets in comparison to isomorphic Manduca sexta PNs suggests that they do not likely play a significant role in odor coding, although the late time periods may suggest some role for trace coding (see above section). The apparent differences between temporal coding in sexually isomorphic vs. MGC neurons may reflect the specificity of their input, rather than any distinction in cellular properties or overall network connectivity. A “mixture response” in the sexually isomorphic portion of the AL reflects the activity of several OSNs [43] with different affinities and responses to odor components [44,45], while the MGC response here results via input from only a few OSN types specific for pheromones (two in this study, [46,47] and references therein). This creates a much higher level of OSN and lateral input within the sexually isomorphic neurons, which alters the slow temporal response. In addition, pheromone components can be coded as a labeled-line from OSN to behavior [48,49], which does not impose, or necessitate complex temporal coding.

DWT analysis of rate functions

Our application of the DWT to spike trains was inspired by its use in the processing of evoked potentials (e.g. [50]). As the spike firing times form a discontinuous signal, we used rate functions as the input signal for the DWT analysis. These rate functions were obtained from the spike trains with a symmetric convolution filter (Hanning window) to achieve a satisfactory localization in time (width can vary without significantly altering the results). The rate functions obtained (e.g. [33]) provide a relatively smooth representation of spiking activity, and minimize artifacts in the DWT coefficients due to the coarse quantization of binned spike-counts.

In the field of evoked potentials, a subset of wavelet coefficients is used for signal characterization. These relevant coefficients are often selected by fixing a threshold (e.g. [50]) or by picking the coefficients (manually or automatically) that prove to be useful for a specific purpose, for example to de-noise an evoked potential
signal [19,51]. In this context, our approach was to statistically compare the coefficients obtained for the response to different types of odor stimuli (e.g., mixture vs. single components, or low vs. high concentration) for all available neurons to determine which coefficients presented significant differences. We then highlighted the times associated with them in raster plots to discuss their biological relevance.

In comparison to the PSTH analysis of the spike data (compare Tables 1 and 2 and colored bars in Figures 3 and 4), the time localization of the differences that we found with DWT was similar, albeit over longer time periods and generally reaching lower FDR values. The difference between the two analysis methods could be due to the fact that the DWT can detect differences in several frequency levels, and the significant windows are formed by adding the times corresponding to all levels where significant differences are found, thus yielding greater sensitivity in comparison to a PSTH-based analysis at the same FDR level. Note that the main DWT differences often appear in several frequency levels (Table 1). The DWT also uses time windows of different duration for each wavelet level, while the PSTH-based analysis uses only a single bin duration. In addition to this localization in time, the DWT provides localization of differences in the frequency domain, which is not achieved by the binned spike counting. These multiple scales of time-frequency resolution constitute the main advantage of the DWT. In other words, while both the DWT and PSTH-based analyses reveal similar time periods where significant differences are observed, only the former method provides information regarding the frequency bands where these differences occur. This frequency information can enable additional inferences as to the nature of the neuronal processing, and in particular on the local or global scope of the information being processed. For example, information present in the DWT levels one and two (higher frequencies) is expected to be more efficiently conveyed to higher brain areas since it closely matches the time-scales of synaptic integration in the Kenyon cells of the mushroom body [41], while significant differences in higher levels (lower frequencies) might reflect mainly local processing.

Future Directions

Our use of the DWT analysis on sexually isomorphic and specialized MGC neurons in the moth AL suggests that localized temporal responses at specific frequencies can lead to the emergence of olfactory “features” for higher order processing. Slow feature analysis [52,53] provides a mathematical description for how slowly varying features can be coded from dynamic input, and may provide a novel approach to study the temporal responses of antennal lobe neurons. A recent study applied this analysis to simulated cortical microcircuits and found that slow pattern discrimination allows networks to extract information over several hundred ms and learn without supervision to code time relative to stimulus onset [54]. Although not yet applied to olfactory circuits, such a mechanism could explain the slowness of the antennal lobe as a principle for self organization [32] in the olfactory system. In line with these ideas, our analysis suggests that localized temporal features of spike trains are indeed playing a role in the encoding of mixtures and concentration levels in the sexually isomorphic AL neurons of Manduca sexta, though not in the MGC of Ostrinia nubilalis or Manduca sexta. Dynamical modeling techniques, as have been used recently to assess mixture processing in the sexually isomorphic [43] and MGC [28] AL networks, could potentially assess the role of slow feature analysis in olfactory processing.

Supporting Information

File S1 MATLAB m files for the calculation of DWT coefficients, statistical comparison and multiple comparison correction using FDR. Compressed folder contains the following files: fdr_bh.m, batch_DWT.m, getDWTcoeff.m, DWT_spiketimes_analysis.m, and example_data_DWT.mat. File “batch_DWT.m” is the main script. Example spike train data found in “example_data_DWT.mat”. When executed with the indicated parameters, “batch_DWT.m” outputs the results reported in Table 1 for a FDR of 0.1 using the example biphasic PNs of recorded from the isomorphic portion of the Manduca sexta antennal lobe. All scripts and functions are custom, with the exception of “fdr_bh.m”, which is also available from http://www.mathworks.com.au/matlabcentral/fileexchange/29274-mass-univariate-erp-toolbox/content/fdr_bh.m (last accessed 12/12/2013).

Acknowledgments

The authors wish to thank Dr Maryam Ahmadi Shapourabadi for useful comments on the application of the discrete wavelets transform, and Dr. Manuel A. Sánchez-Montañes (Universidad Autónoma de Madrid, Escuela Politécnica Superior, Spain) for his help in the spike train analysis. AC is a researcher of PEDECIBA and SNI-ANII (Uruguay).

Author Contributions

Conceived and designed the experiments: SBO TCP BSH. Performed the experiments: AC FB. Analyzed the data: AC FB SBO. Contributed reagents/materials/analysis tools: LK ZK TD. Wrote the paper: SBO AC.

References

1. Murlis J, Jones CD (1981) Fine-scale structure of odour plumes in relation to insect orientation to distant pheromone and other attractant sources. Physiol Entomol 6: 71–86. doi:10.1111/j.1365-3032.1981.tb00262.x.
2. Cardé RT, Willis MA (2008) Navigational strategies used by insects to find distant, wind-borne sources of odor. J Chem Ecol 34: 854–866. doi:10.1007/s10886-008-9489-3.
3. Lei H, Vickers N (2008) Central processing of natural odor mixtures in insects. J Neurosci 31: 7240–7248. doi:10.1523/JNEUROSCI.6668-10.2011.
4. Maier G, Laurent G (2005) Transient dynamics versus fixed points in odor representations by locust antennal lobe projection neurons. Neuron 48: 661–673. doi:10.1016/j.neuron.2005.09.032.
5. Gerstner W, Kreiter A, Markram H, Herz A (1997) Neural codes: Firing rates and beyond. Proc Natl Acad Sci USA 94: 12740–12741.
6. Laurent G (2002) Offactory network dynamics and the coding of multidimensional signals. Nat Rev Neurosci 3: 884–895. doi:10.1038/nrn864.
7. Nawrot MP (2012) Dynamics of sensory processing in the dual olfactory pathway of the honeybee. J Neurosci 32: 269–291. doi:10.1523/JNEUROSCI.01359-12.2012.
8. Krofczik S, Menzel R, Nawrot MP (2008) Rapid odor processing in the honeybee antennal lobe network. Front Comput Neurosci 2: 9–. doi:10.3389/ neuro.10.009.2008.
9. Kuebler LS, Olsson SB, Weniger R, Hansson BS (2011) Neuronal processing of complex mixtures establishes a unique odor representation in the moth antennal lobe. Front Neural Circuits 5: 7. doi:10.3389/fncir.2011.00007.
10. Belnavrois H, Nowotny T, Rospan J-P, Martinez D (2011) Interaction of cellular and network mechanisms for efficient pheromone coding in moths. Proc Acad Sci USA 108: 19790–19795. doi:10.1073/pnas.1112367108.
11. Junek S, Khudi E, Wolf F, Schild D (2010) Olfactory Coding with Patterns of Response Latencies. Neuron 67: 872–884. doi:10.1016/j.neuron.2010.08.003.
12. Rath L, Giovann Galizia C, Szyzka P (2011) Multiple memory traces after associative learning in the honey bee antennal lobe. Eur J Neurosci 34: 352–360. doi:10.1111/j.1465-9968.2011.07753.x.
13. Szyzka P, Demmler C, Oemisch M, Sommer L, Biaggia S, et al. (2011) Mind the gap: olfactory trace conditioning in honeybees. J Neurosci 31: 7229–7239. doi:10.1523/JNEUROSCI.6668-10.2011.
14. Galili DS, Ludke A, Galizia CG, Szyzka P, Tanimoto H (2011) Olfactory trace conditioning in Drosophila. J Neurosci 31: 7240–7248. doi:10.1523/JNEUROCIRC.01590-10.2011.
15. Martin JP, Byrleirlein A, Dacks AM, Reisenman GE, Riffel JA, et al. (2011) The neurobiology of insect olfaction: sensory processing in a comparative context. Prog Neurobiol 95: 427–447. doi:10.1016/j.pneurobio.2011.09.007.
16. Daubechies I (1992) Ten lectures on wavelets (CMBS-NSF regional conference series in applied mathematics). Philadelphia: SIAM: Society for Industrial and Applied Mathematics. 1 pp.

17. Mallat SG (2009) A wavelet tour of signal processing. 3rd ed. Cambridge: Academic Press: Elsevier. 1 pp.

18. Debska S, Qureshi M (2011) Application of wavelet transform for power quality studies of signal notches in weak AC system. Int J Scient Eng Res 2: 1–5.

19. Qian Quiroga R (2000) Obtaining single stimulus evoked potentials with wavelet denoising. Physica D 143: 278–292.

20. Capurro A, Diambrà L, Lorenzo D, Macadar O, Martin M, et al. (1999) Human brain dynamics: the analysis of EEG signals with Tsallis information measure. Physica A 265: 235–254.

21. Benjamini Y, Yekutieli D (2001) The control of the false discovery rate in multiple testing under dependency. Annals of Statistics 29: 1165–1188.

22. Meisel C, Kuehn C (2012) Scaling effects and spatio-temporal multilevel dynamics in epileptic seizures. PLoS ONE 7: e30371. doi:10.1371/journal.pone.0030371.

23. Cao S (2003) Spike train characterization and decoding for neural prosthetic devices Pasadena, CA: Cal Tech.

24. Lahfbach M (2004) Wavelet-based processing of neuronal spike trains prior to discriminant analysis. J Neurosci Methods 134: 159–168. doi:10.1016/j.jneumeth.2003.11.007.

25. Lei H, Ribeiro JA, Gage SL, Hildebrand JG (2009) Contrast enhancement of the antennal lobe: how different? Curr Opin Neurobiol 12: 393–399.

26. Ka´rpa´ti Z, Olsson S, Hansson BS, Dekker T (2010) Inheritance of central neuroanatomy and physiology related to pheromone preference in the male European corn borer. BMC Evol Biol 10: 286. doi:10.1186/1471-2148-10-286.

27. Christensen T, Hildebrand J (2002) Pheromonal and host-odor processing in the insect antennal lobe: how different? Curr Opin Neurobiol 12: 393–399.

28. Chong KY, Capurro A, Kuebler LS, Pearce TC (2011) Stimulus and network dynamics collide in a ratiometric model of the antennal lobe macroglomerular complex. PLoS ONE 7: e29602-117. doi:10.1371/journal.pone.0029602.

29. Galizia CG, Roessler W (2010) Parallel olfactory systems in insects: Anatomy and function. Annu Rev Entomol 55: 393–430. doi:10.1146/annurev-ento-121509-152542.

30. Herrmann JS, Stensmyr MC (2011) Evolution of Insect Olfaction. Neuron 72: 698–711. doi:10.1016/j.neuron.2011.11.003.

31. Olsson SB, Kuebler LS, Veit D, Seck K, Schmidt A, et al. (2011) A novel multicomponent stimulus device for use in olfactory experiments. J Neurosci Methods 195: 1–9. doi:10.1016/j.jneumeth.2010.09.020.

32. Collin J, Chow G, Inghir T (1995) Aperiodic stochastic resonance in excitable systems. Phys Rev E Stat Phys Plasmas Fluids Relat Interdiscip Topics 52: R3231–R3234.

33. Capurro A, Paldeman K, Nomura T, Sato S (1998) Aperiodic stochastic resonance with correlated noise. Phys Rev E 58: 4820–4827.

34. Benjamini Y, Hochberg Y (1995) Controlling the False Discovery Rate - a Practical and Powerful Approach to Multiple Testing. Journal of the Royal Statistical Society Series B-Methodological 57: 289–300.

35. Benjamini Y, Yekutieli D (2001) The control of the false discovery rate in multiple testing under dependency. Annals of Statistics 29: 1165–1186.

36. Genovese CR, Lazar NA, Nichols T (2002) Thresholding of Statistical Maps in Functional Neuroimaging Using the False Discovery Rate. NeuroImage 15: 870–878. doi:10.1016/s1053-8119(02)00031-7.

37. Namiki S, Kanzaki R (2011) Offset response of the olfactory projection neurons in the moth antennal lobe. Biosystems 103: 348–354. doi:10.1016/j.biosystems.2010.11.007.

38. Raman B, Joseph J, Tang J, Stopfer M (2010) Temporally diverse firing patterns in olfactory receptor neurons underlie spatiotemporal neural codes for odors. J Neurosci 30: 1994–2006. doi:10.1523/JNEUROSCI.3639-09.2010.

39. Sogas, D, Gadenne C, Lucas P, Rospars JP, Anton S (2010) Transformation of the sex pheromone signal in the noctuid moth Agrotis ipsilon from peripheral input to antennal lobe output. Chem Senses 35: 705–715. doi:10.1093/chemse/bjq069.

40. Wright GA, Carlton M, Smith BH (2009) A honeybee’s ability to learn, recognize, and discriminate odors depends upon odor sampling time and concentration. Behav Neurosci 123: 36–45. doi:10.1037/a0014040.

41. Perez-Orive J, Bazhenov M, Laurent G (2004) Intrinsic and circuit properties favor coincidence detection for decoding oscillatory input. J Neurosci 24: 6037–6047. doi:10.1523/JNEUROSCI.1084-04.2004.

42. Ito I, Bazhenov M, Ons RC-Y, Raman B, Stopfer M (2009) Frequency transitions in odor-evoked neural oscillations. Neuron 64: 692–706. doi:10.1016/j.neuron.2009.10.004.

43. Capurro A, Baroni F, Olsson S, Kuebler L, Karout S, et al. (2012) Non-linear blind coding in the moth antennal lobe emerges from random glomerular networks. Front Neuroeng 5: 6. doi:10.3389/fneng.2012.00006.

44. Hallem EA, Carlson JR (2006) Coding of Odors by a Receptor Repertoire. Cell 125: 143–160. doi:10.1016/j.cell.2006.01.050.

45. Hallem E, Ho M, Carlson J (2004) The molecular basis of odor coding in the Drosophila antenna. Cell 117: 965–979. doi:10.1016/j.cell.2004.03.012.

46. Kaisling K, Hildebrand J, Tumlinson J (1989) Pheromone receptor cells in the male moth Manduca sexta. Arch Insect Biochem Physiol 10: 273–279.

47. Olsson SB, Kresse S, Grost AT, Dukker T, Heckel DG, et al. (2010) Othmia revisited: Evidence for sex linkage in European Corn Borer Ostrinia nubilalis (Hubner) pheromone reception. BMC Evol Biol 10: 285. doi:10.1186/1471-2148-10-285.

48. Kurtovic A, Widmer A, Dickson BJ (2007) A single class of olfactory neurons mediates behavioral responses to a Drosophila sex pheromone. Nature 446: 542–546. doi:10.1038/nature05672.

49. Sakurai T, Murase H, Haupts S S, Uchino K, Yokohari F, et al. (2011) A single sex pheromone receptor determines chemical response specificity of sexual behavior in the silkworm Bombyx mori. PLoS Genet 7: e1002115. doi:10.1371/journal.pgen.1002115.e001.

50. Wang Z, Maier A, Leopold DA, Logothetis NK, Liang H (2007) Single-trial evoked potential estimation using wavelets. Comput Biol Med 37: 463–473. doi:10.1016/j.compbiomed.2006.08.011.

51. Ahmed M, Qian Quiroga R (2012) Automatic denoising of single-trial evoked potentials. NeuroImage 66C: 672–680. doi:10.1016/j.neuroimage.2012.10.062.

52. Wiskott L, Sejnowski TJ (2002) Slow feature analysis: unsupervised learning of invariances. Zoology (Jena) 106: 373–382. doi:10.1078/0944-2006-00132.

53. Wiskott L, Sejnowski TJ (2002) Slow feature analysis: unsupervised learning of invariances. Front Neuroeng 5: 6. doi:10.3389/fneng.2012.00006.

54. Wiskott L, Sejnowski TJ (2002) Slow feature analysis: unsupervised learning of invariances. Neuron 64: 692–706. doi:10.1016/j.neuron.2009.10.004.
