We study the distribution of dynamical quantities in various one-dimensional, disordered models. The critical behavior of which is described by an infinite randomness fixed point. In the disordered contact process, the survival probability $P(t)$ is found to show multi-scaling in the critical point, meaning that $P(t) = t^{-\delta}$, where the (environment and time-dependent) exponent $\delta$ has a universal limit distribution when $t \to \infty$. The limit distribution is determined by the strong disorder renormalization group method analytically in the end point of a semi-infinite lattice, where it is found to be exponential, while, in the infinite system, conjectures on its limiting behaviors for small and large $\delta$, which are based on numerical results, are formulated. By the same method, the survival probability in the problem of random walks in random environments is also shown to exhibit multi-scaling with an exponential limit distribution. In addition to this, the (imaginary-time) spin-spin autocorrelation function of the random transverse-field Ising chain is found to have a form similar to that of survival probability of the contact process at the level of the renormalization group approach. Consequently, a relationship between the corresponding limit distributions in the two problems can be established. Finally, the distribution of the spontaneous magnetization in this model is also discussed.

I. INTRODUCTION

Spatial heterogeneity has a substantial effect on systems with many degrees of freedom, especially in the vicinity of phase transitions. Local quantities become, in general, non-self-averaging — their average and typical value is different, or even may obey to different scaling laws at criticality [1]. This phenomenon is most prominently present in strongly disordered models, where the critical and even the off-critical behavior is determined by the fluctuations of disorder [2, 3]. Though perturbative treatments of disorder or various effective medium approximations fail to work in these models, by coarse-graining the system via appropriate decimation procedures, the strength of disorder is growing without limits, and this is the property that makes these problems tractable [2]. The critical behavior of these models is controlled by an infinite randomness fixed point (IRFP), at which many asymptotic properties have been calculated analytically in one dimension and numerically in higher dimensions by means of the aforementioned decimation scheme, also known as strong disorder renormalization group (SDRG) method. Examples of this class of models are disordered quantum spin chains at zero temperature [4], random walks in random environments [5, 6], or the disordered contact process [7, 8]. In this work, we will deal with some common dynamical properties of these models. Although these features are formally similar, their particular appearance, such as which quantity carries that property, may be model-dependent. The results will be expounded first in the language of the contact process, as we think that this is the most expressive way of presentation. Thereafter, similar features of random walks and quantum spin chains will be enlightened.

The contact process [9, 10] is a stochastic model consisting of two competing processes — reproduction and death of individuals living on a lattice, and has applications mainly in population dynamics and in the modeling of epidemic spreading. Tuning the relative rates of the above processes, the model undergoes an absorbing phase transition from a fluctuating active phase with a finite density of individuals to an inactive one, falling in the directed percolation universality class [11–13].

In the spatially inhomogeneous model, where the reproduction and death rates are site-dependent, random variables, the SDRG transformation [7] is essentially identical to that of the random transverse-field Ising model [4], and drives the critical model to an IRFP, at least for strong enough disorder of the parameters. The critical behavior of the latter model for an arbitrary weak disorder is described by the IRFP in one-dimension but, whether the same is true for the contact process is not yet known, as this question cannot be decided leaning solely on the SDRG method. Nevertheless, large scale Monte Carlo simulations support the predictions of the method in $d = 1, 2, 3$ dimensions even for relatively weak disorder strengths [14].

The information on time-dependent quantities gained by the SDRG procedure has been so far restricted to the averages taken over random environments (i.e. set of transition rates). This is founded on the assumption that, as the local densities depend strongly on the particular realization of the underlying random environment, the average is dominated by certain atypical environments that are locally supercritical on a given time-scale and
whose fraction is vanishing with the time. An example is the survival probability of the contact process, which is defined as the probability that, starting with a single individual, the absorbing state has not yet reached up to time $t$. Its average over random environments decays ultra-slowly, as an inverse power of the logarithm of time in the critical point due to the contribution of atypical realizations $[6, 15]$. But the survival probability in a typical realization of the environment is expected to decay much more rapidly. In applications, for instance, in case of a population placed in a static random environment (or at least, in an environment changing on a much longer time scale than the population) the relevant quantity characterizing the fate of the population is the survival probability in that environment as opposed to an average over a set of other “possible” environments. In spite of this, the investigation of the average behavior of dynamical quantities was in focus so far and, apart from certain autocorrelation functions of the random transverse-field Ising chain $[16, 17]$, no attention has been paid to the typical behavior.

In this work, we wish to make steps in this direction, aiming at studying the distribution of time-dependent local quantities in one dimensional models characterized by an IRFP in the critical point. To this end, we will apply the SDRG method, which has been so far used to infer the dynamical scaling of the averages in an indirect way, for calculating dynamical quantities in individual realizations of the random environment. In particular, we consider the survival probability in the contact process and in random walks, furthermore, in the random transverse-field Ising chain, the distribution of the spontaneous magnetization (which has been studied in a semi-infinite chain in Ref. $[4]$) and the distribution of the imaginary-time spin-spin autocorrelation function. Calculations in the end point of a semi-infinite chain are carried out analytically, while, for bulk quantities, mainly numerical results are in our disposal. In case of the contact process, the results obtained by the SDRG are also compared with those of Monte Carlo simulations. The above quantities are found to exhibit multi-scaling $[16]$, meaning they are an inverse power of the time but, instead of a single exponent characteristic for homogeneous systems, a broad distribution of random, environment-dependent exponents appears here.

The outline of the paper is as follows. In section II, the contact process is defined and the SDRG approach is reviewed. In section III the behavior of the average survival probability is recalled and a phenomenological scaling theory of the distribution of the survival probability is presented. The end point survival probability is calculated by the SDRG approach and compared to results of Monte Carlo simulations in section IV while, in section V the way of numerical calculation of the bulk survival probability by the SDRG method is presented together with numerical results. In section VI the scaling function of the distribution of the survival probability in the problem of random walks in random environments is calculated in the frame of the SDRG method. The distribution of the spontaneous magnetization and imaginary-time spin-spin autocorrelation function of the random transverse-field Ising chain is discussed in section VII. Finally, the results are summarized and an outlook on further work is given in section VIII.

II. RENORMALIZATION APPROACH TO THE CONTACT PROCESS

Let us consider a one-dimensional lattice the sites of which are labeled by the integers. On each site, a binary variable is defined, which encodes that the site is empty or occupied by an individual. The contact process is a continuous-time Markov process with the following independent transitions. An individual on site $i$ produces an offspring on site $i + 1$ with rate $\nu_i$ and on site $i - 1$ with rate $\kappa_{i-1}$. Furthermore, an individual on site $i$ dies with a rate $\mu_i$. The reproduction and death rates are independent, identically distributed random variables, for which we impose that the distributions of rates are invariant under the interchange of $\nu_i$ and $\kappa_{i-1}$ so that the model is left-right symmetric in a statistical sense.

An SDRG approach was formulated first to the symmetric variant of this model (where $\nu_i = \kappa_{i-1}$) in Ref. $[7]$ and it has later been generalized to the non-symmetric case $[18]$. The SDRG is a real-space decimation procedure, which sequentially reduces the degrees of freedom in small blocks of sites, dropping thereby the high-lying levels of the Liouville operator $Q$ that governs the evolution of the state $|P(t)\rangle$ through the master equation

$$\partial_t |P(t)\rangle = -Q |P(t)\rangle. \quad (1)$$

The low-lying part of the spectrum of $Q$, which is responsible for the long-time dynamics, is conserved by the procedure, asymptotically exactly. The decimation procedure consists of two kinds of reduction steps. First, if $\lambda_1 \gg \mu_1, \mu_2$ in a block of two sites, where $\lambda_1 \equiv \frac{\nu_1}{\nu_1 + \kappa_1}$ is a combined reproduction rate, it is replaced by a single site with an approximate death rate obtained perturbatively as

$$\tilde{\mu} \simeq \frac{\mu_1 \mu_2}{\lambda_1}. \quad (2)$$

Second, if the death rate at site 2 is large, such that $\mu_2 \gg \lambda_1, \lambda_2$, it is eliminated and site 1 and 3 are directly connected by a link with approximate reproduction rates

$$\tilde{\nu} \simeq \frac{\nu_1 \nu_2}{\mu_2}, \quad \tilde{\kappa} \simeq \frac{\kappa_1 \kappa_2}{\mu_2}. \quad (3)$$

The precise forms of the effective rates can be found in Ref. $[18]$. Close to the fixed point of the transformation, the asymmetry between $\nu_i$ and $\kappa_{i-1}$ becomes irrelevant and, instead of these variables, it is sufficient to deal with the combined reproduction rate, which transforms as

$$\tilde{\lambda} \simeq 2 \frac{\lambda_1 \lambda_2}{\mu_2}. \quad (4)$$
The decimation procedure consists of iteratively finding the largest rate $\Omega$ in the set of transition rates $\{\lambda_i, \mu_i\}$ and applying the first and second reduction step if $\Omega = \lambda_i$ and $\Omega = \mu_i$, respectively. Under the iterations, the rate scale $\Omega$ gradually decreases starting from some initial value $\Omega_0$, while the length scale $\xi$ (the ratio of the number of sites in the original model to that of the renormalized one) increases. Due to the first kind of step, the sites of the renormalized model are, in fact, clusters composed of many original (not necessarily adjacent) lattice sites and their mass $m$, i.e. the number of original sites in them increases under the renormalization. In the critical model, the distribution of logarithmic rates, which remain independent under the renormalization, are broadening without limits, which is characteristic for an IRFP. The fixed point solution of the renormalization flow equations formulated for the probability densities of rates are pure exponentials

$$\bar{P}(\theta) = e^{-\eta}, \quad \bar{R}(\eta) = e^{-\eta},$$

in terms of the rescaled rates $\theta = p_0(\Gamma)\beta$, $\eta = r_0(\Gamma)\zeta$, where

$$\beta = \ln(\Omega/\mu) \quad \zeta = \ln(\Omega/\lambda)$$

are logarithmic variables and the scale factors $p_0(\Gamma)$ and $r_0(\Gamma)$ are

$$p_0(\Gamma) = r_0(\Gamma) = \Gamma^{-1} \equiv [\ln(\Omega_0/\Omega)]^{-1}.$$ (7)

in the critical point $\Gamma$. The limit distributions of rates $\nu$ and $\kappa$ are identical to that of $\lambda$. Furthermore, the rate scale $\Omega$ and the average mass $m$ varies with the renormalized length scale $\xi$ as

$$\ln(\Omega_0/\Omega) \sim \xi^\psi \quad m \sim \xi^{1-x_b}$$

with the critical exponents $\psi = 1/2$ and $x_b = (3 - \sqrt{5})/4$.

Below the critical point, in the absorbing phase, the renormalization flow is attracted by a line of fixed points parametrized by a disorder-dependent dynamical exponent $z$, which diverges as the critical point is approached. Here, the fixed point distributions of rates are of the same form as given in Eqs. [5] but the scale factors are [4, 10]

$$p_0(\Omega) - 1/z = r_0(\Omega) = O(\Omega^{1/z}),$$

and the basic relationships for $\Omega$ and $m$ read as

$$\Omega \sim \xi^z \quad m \sim \ln \xi.$$ (10)

This phase of the contact process [8] is analogous to the Griffiths-McCoy phase of random quantum spin models [21].

III. SCALING THEORY OF THE SURVIVAL PROBABILITY

A. Quantities of interest

The time-dependent survival probability is a frequently studied dynamical quantity in the contact process. In a given realization $\{\nu_n, \kappa_{n-1}, \mu_n\}$ of the random environment it is defined as the probability that there is at least one individual on the lattice at time $t$ provided the process was started with a single individual on site $i$. It will be denoted by $P(t; \{\nu_n, \kappa_{n-1}, \mu_n\})$ or, briefly by $P(t)$. The average $\overline{P(t)}$ of the survival probability over random environments (or, equivalently, over starting sites in an individual realization of the environment), taken in the limit $t \to \infty$, is the order parameter of the absorbing phase transition.

In terms of the left and right eigenstates $\langle n \mid$ and $\mid n \rangle$, respectively, of the Liouville operator pertaining to the eigenvalue $\epsilon_n$, $P(t)$ assumes the form

$$P(t) = -\sum_{n \neq 0} \langle n \mid P(0) \rangle \langle 0 \mid n \rangle e^{-\epsilon_n t}. \quad (11)$$

Here, $|P(0)\rangle$ and $|0\rangle$ denote the initial and the stationary (empty lattice) state, respectively, and the summation goes over the non-stationary states, for which $\epsilon_n > 0$.

A closely related quantity is time-dependent local density $\rho_i(t; \{\nu_n, \kappa_{n-1}, \mu_n\})$, which is the probability of finding an individual on site $i$ at time $t$, provided that, at time $t = 0$, the lattice was completely occupied. The self-dual property of the symmetric model ($\nu_n = \kappa_{n-1}$) implies an exact equality $P_i(t; \{\nu_n, \kappa_{n-1}, \mu_n\}) = \rho_i(t; \{\nu_n, \kappa_{n-1}, \mu_n\})$ for any realization $\{\nu_n, \kappa_{n-1}, \mu_n\}$ of the random environment [21]. In the general case, a slightly weaker relationship $P_i(t; \{\nu_n, \kappa_{n-1}, \mu_n\}) = \rho_i(t; \{\kappa_{n-1}, \nu_n, \mu_n\})$ holds, where, in the r.h.s., the rates $\nu_n$ and $\kappa_{n-1}$ are interchanged compared to the l.h.s. [22]. Nevertheless, due to the invariance of the distribution of rates under this operation, the probability distributions of the above quantities will be identical:

$$\text{Prob}[P(t); t] \equiv \text{Prob}[\rho(t); t]. \quad (12)$$

Thus, all the results formulated for the distribution of $P(t)$ in the sequel is also valid for that of the local density.

B. Contribution of atypical environments to the average

The renormalization scheme reviewed in the previous section can be used to construct a scaling theory of the average survival probability as follows. By applying the SDRG procedure, each cluster is decimated out at some (sufficiently small) rate scale $\Omega$, which gives its effective death rate $\bar{\mu} = \Omega$. When the contact process starts with a single occupied site, the whole cluster containing this site will be activated with a probability $O(1)$. The probability that the activity spreads to other clusters is, however, small, and, if one is interested in the leading order time-dependence of the average survival probability, this effect is believed to be negligible [7]. According to this, the dominant contribution to the average survival probability at time $t$ is given by the probability that the starting site is contained in a cluster that is active...
the average, which comes from the rare, atypical starting sites described above, will be denoted by \( \overline{P}_{\text{atyp}}(t) \). The above probability on the renormalized length scale \( \xi \) is given by \( \xi^{-1} m(\xi) \). Using Eq. \( \mathcal{F} \), this results in

\[
\overline{P}_{\text{atyp}}(t) \sim (\ln t)^{-x_b/\psi},
\]

in the critical point. If the starting site is the first site of a semi-infinite lattice, the probability that this site is still not decimated at scale \( \Omega \) is [4]

\[
\text{Prob}(1\text{st site is not decimated until } \Omega) \sim |\ln(\Omega_0/\Omega)|^{-1}.
\]

This leads to

\[
\overline{P}_{1,\text{atyp}}(t) \sim (\ln t)^{-1},
\]

where the decay exponent is different from that of the bulk \( x_b/\psi \approx 0.382 \).

Following the above arguments in the Griffiths phase and using Eq. \( \mathcal{F} \), one obtains

\[
\overline{P}_{\text{atyp}}(t) \sim t^{-1/z} \ln t.
\]

In the case of the first site of a semi-infinite lattice, the probability that it is not decimated out down to scale \( \Omega \) can be calculated following Ref. [3] with the result

\[
\text{Prob}(1\text{st site is not decimated until } \Omega) \sim (\Omega/\Omega_0)^{1/z}.
\]

The contribution from atypical environments to the average in this case decays purely algebraically as

\[
\overline{P}_{1,\text{atyp}}(t) \sim t^{-1/z}.
\]

### C. Distribution of the survival probability

We have seen that the average survival probability at time \( t \) is thought to be dominated by the fraction of lattice sites that are parts of clusters whose lifetime is at least \( t \). This fraction is vanishing with increasing \( t \). But how does the survival probability \( P(t) \) behave for long times if the starting site is a typical one? Then, we have to follow \( P(t) \) up to times that may be much longer than the lifetime of the primary cluster containing the starting site and the fact that the activity may spread to other clusters can no longer be disregarded. Although this occurs with small probabilities, the activity can get in this way to clusters having a much longer lifetime than the primary one, influencing thereby the long-time behavior considerably. The survival probability, on the level of a phenomenological description, can thus be written in the form

\[
P(t) \approx \sum_n p_n e^{-\bar{\mu}_n t}
\]

where \( p_n \) denotes the probability that the activity reaches a cluster of death rate \( \bar{\mu}_n \) and the summation goes over all clusters identified by the SDRG method. Here, \( n = n_1 \) corresponds to the primary cluster, so that \( p_{n_1} = \mathcal{O}(1) \).

Clearly, the terms with \( \mu_n > \mu_{n_1} \), or even \( \mu_n \approx \mu_{n_1} \), are negligible in the above sum as the corresponding clusters are farther and farther from the primary one and \( p_n \) decreases rapidly with the distance (faster than any power of the distance). One can easily convince oneself that beside the term \( n = n_1 \) it is sufficient to keep the term \( n = n_2 \) with the smallest access probability \( p_{n_2} \) among those having a death rate smaller than \( \mu_1 \), then the term with the smallest access probability \( p_{n_3} \) among those having a death rate smaller than \( \mu_{n_2} \), and so on. All the other terms do not substantially influence the sum and can be dropped. The essential terms of Eq. \( \mathcal{F} \) can be arranged in a form where the subsequent terms correspond to clusters lying typically farther and farther from the primary cluster and having smaller and smaller access probabilities and death rates. Notice that this approximate expression of \( P(t) \) has the same structure as the exact one in Eq. \( \mathcal{F} \), but contains only the relevant terms, which are much less in number.

Now, we can obtain a rough picture on the behavior of \( P(t) \) by using the known asymptotic scaling properties of reproduction and death rates quoted in section \( \mathcal{F} \). In the critical point, the scaling variables \( \ln(\Omega_0/\Omega) \) and \( \ln((\Omega_0/\Omega)/t) \) have invariant limit distributions as the fixed-point is approached (\( \Omega \to 0 \)). This, together with \( \ln(\Omega_0/\Omega) \sim \sqrt{c} \), suggests that the access probability \( p(\xi) \) from a cluster to another one in a distance \( \xi \) scales as \( p(\xi) \sim \lambda \sim e^{-a \sqrt{c}} \), and the death rate of the cluster with the minimal \( \mu_1 \) within a distance \( \xi \) scales as \( \mu(\xi) \sim be^{-c \sqrt{c}} \). Here, \( a, b \) and \( c \) are random constants depending on the particular realization of the environment and whose distributions are independent of \( \xi \). We have thus

\[
P(t) \sim \sum_n e^{-a_n \sqrt{c}} e^{-b_n t} e^{-c_n \sqrt{c} \ln t}.
\]

As the first factor decreases while the second one increases with \( \xi_n \), the dominant contribution will be determined by a trade-off between them. Regarding the constants \( a_n, b_n \) and \( c_n \) independent of \( n \) and approximating the sum by an integral, one obtains that its saddle-point is at \( e^{c \sqrt{c}} \sim e^{a \sqrt{c}} \), resulting in \( P(t) \sim (\frac{a}{c})^n t^{-n/a} \). Keeping in mind that the constants were, in fact, random variables, we expect the probability density of \( \ln[1/P(t)] \) to possess the scaling property

\[
f(\ln[1/P(t)], t) = (\ln t)^{-1} \hat{f} \left( \frac{\ln[1/P(t)]}{\ln t} \right).
\]

for long times with some unknown scaling function \( \hat{f}(\delta) \). This kind of scaling form can be interpreted in the way that \( P(t) \) decays for long times as an inverse power of the time but the power \( \delta \) that characterizes a given environment at a given time is a random variable having
a time-independent probability density \( \tilde{f}(\delta) \) in the limit \( t \to \infty \).

Note, however, that the above theory does not describe the atypical environments in that the lifetime of the primary cluster is greater than \( t \) and therefore \( \mathcal{P}(t) = O(1) \). Nevertheless, the effective decay exponents \( \delta(t) = \ln[1/\mathcal{P}(t)]/\ln t \) of these samples lie in the range \( 0 < \delta(t) < O(1/\ln t) \), so the lower bound of the domain where the scaling is valid tends to zero as \( t \to \infty \).

It follows from Eq. \( \text{(21)} \) that the typical survival probability defined as

\[
\mathcal{P}_{\text{typ}}(t) = \exp \ln \mathcal{P}(t)
\]

decreases algebraically with the time

\[
\mathcal{P}_{\text{typ}}(t) \sim t^{-\delta_{\text{typ}}},
\]

where the decay exponent is given by the first moment of the primary cluster is greater than \( \delta_0 \) of the typical survival probability follows a stretched exponential decay

\[
\mathcal{P}_{\text{typ}}(t) \sim e^{-Ct^{1/(1+z)}},
\]

where \( C = \int_0^\infty x\tilde{f}_G(x)dx \).

IV. THE END-POINT SURVIVAL PROBABILITY

A. Calculation by the SDRG

We start our analysis with the case of a semi-infinite chain, where, initially, an individual is placed on the first lattice site. The calculation of the corresponding survival probability \( P_1(t) \) in the frame of the SDRG method is simpler than that on an infinite lattice and so that its scaling function can obtained analytically.

As a first step, we construct a coarse-grained model that consists of the clusters appearing in the representation of \( P_1(t) \) given in Eq. \( \text{(19)} \) by the SDRG procedure as follows. During the procedure, the first lattice site may become part of a cluster, which is the leftmost one, and, at some rate \( \Omega = \Omega_1 = \tilde{\mu}_1 \), this cluster (called the primary one) will be decimated out. The next cluster appearing in the representation in Eq. \( \text{(19)} \) will be the active cluster that is next to the primary one at the scale \( \Omega = \Omega_1 \) and, after decimating out the primary cluster this will be the leftmost one. The effective reproduction rates between the primary and the secondary cluster are the rates \( \tilde{\mu}_1, \tilde{\kappa}_1 \) recorded at \( \Omega = \Omega_1 \). Then, at some lower rate \( \Omega = \Omega_2 < \Omega_1 \), the leftmost cluster (the secondary one) will also be decimated. The rate \( \tilde{\mu}_2 = \Omega_2 \) and the reproduction rates \( \tilde{\mu}_2, \tilde{\kappa}_2 \) toward the active cluster next to it are again recorded. Repeating this procedure ad infinitum, we obtain a coarse-grained contact process with a sequence of rates \( \{\mu_n, \tilde{\nu}_n, \tilde{\kappa}_n\}_{n=1}^\infty \), which consists of much less sites than the original system. This can be quantified by calculating the mean number \( n \) of sites of the coarse-grained model generated as the logarithmic rate \( \Gamma = \ln(\Omega_n/\Omega) \) is increased from \( \Gamma_i \gg 1 \) to \( \Gamma_f \gg \Gamma_i \). When \( \Gamma \) changes by an infinitesimal amount \( d\Gamma \) during the renormalization, the change in \( n \) is given by the probability that the actually leftmost cluster is decimated out, which is \( P_{\Gamma}(0)d\Gamma \), where \( P_{\Gamma}(\beta) \) denotes the probability density of logarithmic death rate at the scale \( \Gamma \). The decimation leaves the distribution of the death rate on the leftmost site identical to that of a bulk site \( \mu_0 \), therefore we can use the fixed point solution in Eq. \( \text{(16)} \), yielding

\[
n = \int_{\Gamma_i}^{\Gamma_f} P_{\Gamma}(0)d\Gamma = \int_{\Gamma_i}^{\Gamma_f} \Gamma^{-1}d\Gamma = \ln \frac{\Gamma_f}{\Gamma_i}
\]

in the critical point. This is a double-exponential dependence of \( 1/\Omega_f \) on \( n \), showing that the death rates \( \Omega_n = \tilde{\nu}_n \) of subsequent sites of the coarse-grained model are well separated and \( \tilde{\mu}_{n+1}/\tilde{\mu}_n \to 0 \) as \( n \to \infty \). (We mention that, according to Eq. \( \text{(14)} \), the probability distribution of \( \Gamma = \ln(\Omega_n/\tilde{\mu}_n) \) given that the previous death rate is \( \tilde{\mu}_n \) is \( P_{\Gamma}(\Gamma) = \Gamma_i/\Gamma, \) where \( \Gamma_i = \ln(\tilde{\mu}_n/\mu_i) \). Using \( \Gamma \to \sqrt{\nu} \), we can see that a segment from site 1 to site \( L \gg 1 \) of the original lattice is reduced by the SDRG to an effective model consisting of \( n \simeq \frac{1}{2}\ln L + \text{const} \) sites on average, which is a vanishing fraction of \( L \).
In the Griffiths phase, we obtain by similar calculations
\[
 n = \int_{\Gamma_f} P_t(0)d\Gamma = \frac{1}{z}(\Gamma_f - \Gamma_i) = \frac{1}{z} \ln \frac{\Omega_i}{\Omega_f},
\]  
where Eq. (9) was used. Here, \( \Omega_f \) decreases exponentially with \( n \) and, according to Eq. (17), the ratio \( r = \mu_{n+1}/\mu_n \) has the limit distribution
\[
P_<(r) = r^{1/z}
\]  
as \( n \to \infty \). Using \( \Omega \sim \xi^{-1/\nu} \), we obtain here \( n \approx \ln L + \text{const} \) for large \( L \).

If one is interested in the long-time behavior of the model, a further simplification can be done. Consider two adjacent sites \( n \) and \( n+1 \) of the coarse-grained model and assume that site \( n+1 \) is activated. If it is deactivated, which occurs with a rate \( \mu_{n+1} \), it can be reactivated through site \( n \) with a probability \( \frac{\mu_n}{\mu_{n+1} + \mu_n} \approx \frac{\vec{\mu}_n}{\vec{\mu}_n + \vec{\nu}_n} \ll 1 \), which is typically vanishing with increasing \( n \).

Therefore, once the activity has reached site \( n \), the later history of the process is hardly influenced by sites with much larger death rates and, for large \( n \), the process reduces to a random walk model. In this simplified model, the walker, the position of which represents the rightmost site that has been activated, either makes a step from site \( n \) to site \( n+1 \) with a rate \( \vec{\nu}_n \), or dies (i.e. goes to an absorbing site) with a rate \( \vec{\mu}_n \). The survival probability in the original problem is then given by the probability that the walker starting on site 1 is alive up to time \( t \). As it is shown in Appendix A this can be explicitly given in terms of the jump rates \( \{\mu_n, \nu_n\}_{n=1}^\infty \) of the walk as
\[
 P_1(t) = \sum_{n=1}^\infty a_n s_n e^{-\omega_n t},
\]  
where
\[
 \omega_n = \vec{\mu}_n + \vec{\nu}_n,
\]
\[
a_n = \prod_{i=1}^{n-1} \frac{\vec{\nu}_i}{\omega_i - \omega_n},
\]
\[
s_n = 1 + \sum_{i=n}^\infty \prod_{j=n+1}^i \frac{\vec{\nu}_j}{\omega_j - \omega_n}.
\]  
This is of the form given in Eq. (32) and now we have an algorithm at hand for calculating the parameters appearing there from those of the original model in the frame of the SDRG method. The following heuristic way of obtaining a simple approximation to the expression in Eq. (32) will turn out to be useful. The probability of reaching site \( n > 1 \) starting from site 1 is
\[
p_n = \prod_{i=1}^{n-1} \frac{\vec{\mu}_i}{\omega_i}
\]  
and, once the walker is on site \( n \), it will stay there for at least time \( t \) with the probability \( e^{-\omega_n t} \). Combining these leads to a simple expression
\[
P_1(t) = \sum_{n=1}^\infty p_n e^{-\omega_n t},
\]  
which is different from Eq. (32) but, for long times, they are asymptotically equal, at least in the critical point. To see this, note that \( \omega_n/\omega_i \to 0 \) for \( i < n \), in the limit \( n \to \infty \), therefore \( a_n/p_n \to 1 \) and \( s_n \to 1 \) in that limit; consequently, \( P_1(t)/P_1(t) \to 1 \) if \( t \to \infty \). In the Griffiths phase, \( s_n \to 1 \) still holds, while the ratio \( p_n/a_n \) can be written as
\[
\frac{p_n}{a_n} = (1 - r'_{n-1})(1 - r'_{n-2}r'_{n-1}) \cdots (1 - r'_{1}r'_2 \cdots r'_{n-1}),
\]  
where \( r' \equiv \frac{\omega_1}{\omega_n} \). For large \( n \), \( r'_n \to r_n \), and \( r_n < 1 \) follows the distribution given in Eq. (33). The ratio \( p_n/a_n \) is therefore an \( O(1) \) random variable with an \( n \)-independent distribution in the limit \( n \to \infty \), and finally we obtain that \( P_1(t)/P_1(t) = O(1) \) for large \( t \). But, an \( O(1) \) factor in \( P_1(t) \) does not affect the scaling function \( f(\delta) \) of \( \delta = \ln[1/P_1(t)]/\ln t \), so, for determining \( f(\delta) \), we can start out from the simpler \( P_1(t) \).

The scaling function \( f(\delta) \) in the critical point can be calculated as follows. For the sake of simplicity, we will not distinguish between \( \omega_n = \mu_n + \nu_n \) and \( \Omega \equiv \mu_n \) since they are asymptotically equal. Let us consider, in a given realization of the environment and for a fixed time \( t \), the term \( n = M \) in the expansion of \( P_1(t) \) for which
\[
\Omega_M < \Omega < \Omega_{M-1}.
\]  
The index \( M = M(t) \) defined in this way is a non-decreasing function of \( t \). As it is pointed out in Appendix B the term
\[
T_M = p_M e^{-\Omega_M/\Omega}
\]  
dominates the sum in Eq. (32) in the sense that terms with \( n > M \) are vanishing with increasing \( M \) (or, equivalently, with increasing time \( t \)) compared to \( T_M \). Furthermore, the contribution of terms with \( n < M \) to \( \ln[1/P_1(t)]/\ln t \) is asymptotically vanishing compared to that of the dominant one outside the domain
\[
\Gamma_{M-1} < \Gamma < \Gamma_M + O[\ln(\eta_{M-1}\Gamma_{M-1})].
\]  
Since \( \Gamma \) falls in the domain \( (\Gamma_{M-1}, \Gamma_M) \), the width of which is typically \( O(\Gamma_{M-1}) \), the probability that those terms give a non-negligible contribution is vanishing with increasing \( M \).

The scaling function \( f(x) \) we are looking for is the limit distribution of the variable \( -\ln T_M(t)/\Gamma(t) \) or, equivalently, that of \( -\ln p_M(t)/\Gamma(t) \) since \( e^{-\Omega_M/\Omega} = O(1) \). Using Eq. (30) and that, according to Eq. (5), the variable \( \eta_t = -\ln(\Delta t)/\Gamma \) has an (exponential) limit distribution in the fixed point, the desired distribution is that of
\[
x = \Gamma^{-1}(t)[\eta_1 \Gamma_1 + \eta_2 \Gamma_2 + \cdots + \eta_{M(t)-1} \Gamma_{M(t)-1}]
\]  
where \( \eta_t \).
in the limit $t \to \infty$. The direct calculation of $\tilde{f}(x)$ seems to be complicated as the different variables $\Gamma_m$ are not independent and, in addition to this, the number of terms for a given $t$ is random. But, keeping in mind that $p_{3i(t)}$ is nothing but the access probability $p_{01}$ to the actually leftmost active cluster at scale $\Omega = t^{-1}$ of the renormalization, $\tilde{f}(x)$ can be calculated easily by following the evolution of its distribution during the procedure.

When the renormalization starts, the variable $p_{01}$ is set to an initial value of $O(1)$, it will change only if the actually leftmost cluster having rates $\tilde{\mu}, \tilde{\nu}$ is decimated. If this occurs, $p_{01}$ transforms as

$$\tilde{p}_0 = p_0 \frac{\tilde{\nu}}{\tilde{\mu} + \tilde{\nu}} \approx p_0 \frac{\tilde{\nu}}{\tilde{\mu}}$$  \hspace{1cm} (43)

as can be seen from Eq. (39). Or, using logarithmic variables $K \equiv \ln(1/p_{01})$, $\beta = \ln(\Omega/\mu)$ and $\zeta = \ln(\Omega/\nu)$, we have asymptotically

$$\tilde{K} \simeq K + \zeta.$$  \hspace{1cm} (44)

The corresponding probability densities of the logarithmic variables at the scale $\Gamma$ will be denoted by $B_\Gamma(K)$, $\beta_\Gamma(\beta)$, and $R_\Gamma(\zeta)$. When $\Gamma$ is increased by the renormalization by an infinitesimal amount to $\Gamma + d\Gamma$, the probability that the leftmost site is decimated is $P_\Gamma(0)d\Gamma$ and the distribution of $K$ changes as

$$B_{\Gamma + d\Gamma}(K) = B_{\Gamma}(K) - P_{\Gamma}(0)d\Gamma \times$$

$$\times [B_{\Gamma}(K) - \int dK'B_{\Gamma}(K')R_{\Gamma}(K - K')]$$  \hspace{1cm} (45)

where the convolution describes the transformation of $K$, according to the rule in Eq. (14). This leads to the differential-equation

$$\frac{\partial B_\Gamma}{\partial \Gamma} = -P_{\Gamma}(0)[B_\Gamma(K) - \int dK'B_{\Gamma}(K')R_{\Gamma}(K - K')]$$  \hspace{1cm} (46)

Looking for a scaling solution of the form

$$B_\Gamma(K) = r_0(\Gamma)\tilde{f}[Kr_0(\Gamma)]$$  \hspace{1cm} (47)

and, using the fixed point solution given by Eqs. (5) and (7), we obtain that $\tilde{f}(x)$ satisfies the equation

$$x\frac{d\tilde{f}(x)}{dx} = -e^{-x} \int_0^x dx' \tilde{f}(x')e^{x'}$$  \hspace{1cm} (48)

which has a simple solution

$$\tilde{f}(x) = e^{-x}$$  \hspace{1cm} (49)

in terms of the scaling variable $x = Kr_0(\Gamma) = K/\Gamma$. This function gives the limit distribution of the effective decay exponents $\delta$ of the survival probability in the critical point when the process was started near the end of the lattice. We have found that, as far as the critical behavior of the model is controlled by the IRFP, not only the decay exponent of the average given in Eq. (13) but also the scaling function $\tilde{f}(\delta)$ is universal, i.e. independent of the distribution of parameters of the model. The exponent characterizing the algebraic decay of the typical survival probability defined in Eq. (22) is

$$\delta_{\text{typ},1} = 1.$$  \hspace{1cm} (50)

The scaling contribution to the average survival probability is

$$\mathcal{P}_{1,\infty}(t) = \int_0^\infty t^{-\delta} \tilde{f}(\delta)d\delta \sim (\ln t)^{-1},$$  \hspace{1cm} (51)

which is of the same order of magnitude as the contribution coming from atypical samples, see Eq. (15).

In the Griffiths phase, the scaling function of $Kr_0(\Omega) = KC^\Omega^{1/2}$, where $C$ is a non-universal constant is still given by Eq. (49). However, it turns out that, here, the terms with $n < M$ can no longer be neglected compared to $T_M$, leading to that the scaling of the survival probability is characterized by a different power ($\frac{1}{\Omega^{1/2}}$ rather than $\frac{1}{\Omega}$) of $\Omega = t^{-1}$, see the phenomenological result in Eq. (26).

B. Numerical results

We have implemented the SDRG procedure numerically in systems of size $L = 10^4$ and calculated the survival probability given by Eq. (22) up to $t = 10^{10}$ in $10^5$ different random environments. At this time scale, $\mathcal{P}(t)$ is practically not affected by the other end of the lattice. The transition rates were

$$\mu_i = \frac{1}{1 + r_i}, \ \ \ \nu_i = \kappa_{i-1} = \frac{1}{2} + \frac{r_i}{1 + r_i}$$  \hspace{1cm} (52)

where the random variables $r_i$ were drawn from a uniform distribution in the interval $(0, l)$, the upper boundary $l$ being the control parameter of the phase transition. The critical point was estimated by the condition that the difference between the typical values of the last remaining reproduction and death rates obtained by the SDRG goes to a constant, i.e. $\ln \lambda(L) - \ln \mu(L) \to \text{const} \ \ \ \text{as} \ \ \ L \to \infty$. The distributions of the rescaled survival probability in the estimated critical point $l_c = 9.3394(1)$ are shown in Fig. 1. The distributions for finite $t$ tend extremely slowly to the limit distribution, which can be understood since, according to Eq. (41), the subdominant terms with indices $n < M$ are non-negligible with a probability of $O(\ln \ln t)$ which tends to zero very slowly. The width of this zone, $O(\sqrt{\ln t})$, is larger for samples with larger $\eta_{M-1}$ and, according to Eq. (12), in these samples, $\delta$ is relatively large, a well. Therefore, deviation from the limit distribution is more significant in the large-$\delta$ region.

We have also considered a simplified version of the renormalization procedure, which leads to the same universal properties at the critical point as the original one,
FIG. 1: (Color online) Histogram of the rescaled survival probability in a semi-infinite system for different times in the estimated critical point. Data were obtained by the numerical SDRG procedure. The solid line is the limit distribution obtained analytically.

FIG. 2: (Color online) Histogram of the rescaled survival probability in a semi-infinite system for different times obtained by the symmetrized renormalization rules described in the text.

FIG. 3: (Color online) Histogram of the rescaled survival probability in a semi-infinite system for different times obtained by Monte Carlo simulations in the estimated critical point.

but it has the advantage that the location of the critical point is known exactly. Dropping, namely, the factor 2 in the transformation rule of $\lambda$ in Eq. (4), it will be identical to that of $\mu$ in Eq. (2). Applying these symmetrized transformation rules for the variables $\mu_i$ and $\lambda_i$ from the beginning of the decimation procedure, an initially identical distribution of these rates will remain identical, but this is an exclusive property of the critical fixed point, see Eq. (5). We have calculated the survival probability by the symmetrized procedure, using uniform distribution of the rates $\lambda$ and $\mu$ and we have simply substituted $\lambda$ for $\nu$ in the expression of the survival probability in Eq. (32). Although the limit distribution is the same, the finite-time distributions depend on the initial rates and they are also influenced by the differences in the renormalization rules, as can be seen by comparing Fig. 1 and 2. The data obtained by the symmetrized method are closer to the limit distribution, which may also be attributed to that these data are free from the error of locating the critical point.

We have also performed Monte Carlo simulations of the discrete time variant of the process with rates given in Eq. (52). The survival probability was measured in $10^5$ different samples by performing 2000 runs per sample. The critical point has been located by finding the point where the relationship between the average survival probability and the average number of individuals is algebraic [14], which gives the estimate $l_c = 8.80(3)$. Note that the location of the critical point estimated by the SDRG method is different from this value, owing to the approximative nature of that method at finite scales. The number of runs per sample limits the resolution of the measurement of $P_1(t)$, therefore the range of $\delta$ is much narrower here than for the SDRG method. The times available by the simulation lag behind those of the SDRG, as well, and, although the distributions are rather far from the limiting one, they seem to approach it for increasing time, as can be seen in Fig. 3.

V. THE BULK SURVIVAL PROBABILITY

Next, we turn to the problem of calculating the survival probability in an infinite system. This question is far more complicated than the calculation of $P_1(t)$, and we could not obtain the complete form of the corresponding scaling function. Nevertheless, it can still be determined numerically by the SDRG procedure, and its limiting behaviors can be guessed.

The infinite system can be coarse-grained by the SDRG procedure, then can be further reduced to a mortal random walk problem in the way similar to the semi-infinite one described in the previous section. Here, however, from a given cluster, the activity can get, in general, to two further clusters (one on its right and one on its left)
by a renormalized access probability

\[
\tilde{p} \simeq p + q \frac{\nu_n + 1}{\mu_n + 1 + \nu_n + 1}.
\] (54)

The other possibility is that the two target clusters are merged during the renormalization and the starting site is then surrounded by one single active cluster, which can be reached via two different routes, as illustrated in Fig. 4. If it is decimated out, there will again be two distinct target clusters with access probabilities

\[
\tilde{q} \simeq (q + p) \frac{\kappa_n}{\mu_n + 1 + \kappa_n}, \quad \tilde{p} \simeq (q + p) \frac{\nu_n + 1}{\mu_n + 1 + \nu_n + 1}.
\] (55)

This transformation scheme looks much more complicated than that of semi-infinite system in Eq. (53). Furthermore, the variables \( q \) and \( p \) become correlated with the reproduction rates \( \nu \) and \( \kappa \) on the link connecting the two actual target clusters during the renormalization, as can be seen by inspecting one decimation step as shown in Fig. 4a. For these reasons, we could not treat the problem of calculating the scaling function of the survival probability analytically. Instead, we have computed \( \mathcal{P}(t) \) numerically using the rates given in Eq. (52) in the same way as described in the previous section, except that the starting site was far from the boundaries (in the middle of the system). We have also determined the distribution of the variable \( x = -\ln(\tilde{p}_n + q_0) / \Gamma \), where \( p_0 \) and \( q_0 \) are the access probabilities to the actual target cluster(s) at the scale \( \Omega \). Following the arguments presented in the previous section, one concludes that the probability density of \( x \) in the large-\( \Gamma \) limit gives the scaling function \( f_b(x) \) of the distribution of the survival probability, where the subscript 'b' stands for 'bulk'. The distribution of \( x \) is found to converge rapidly to the limit distribution, and, the latter being universal, we have used the symmetrized renormalization rules for computing \( x \). The data obtained at \( \Gamma = 50 \), shown in Fig. 5, are expected practically not being distinguishable from the limit distribution \( f_b(x) \). The rescaled distributions of the survival probability at finite times, shown in the same figure, converge very slowly to the limit distribution for the reason discussed in the previous section.

Although the analytical form of \( f_b(x) \) is not known, an upper bound on the corresponding distribution function \( P_{\text{cut},b}(x) = \int_x^\infty f_b(x')dx' \) can be derived by simple arguments as follows. Assume that the process starts with two individuals on the neighboring sites 0 and 1 rather than with a single one, which is an unimportant modification regarding the asymptotic properties such as the scaling function \( f_b(x) \). Now, if we block the transmission of activity between two semi-infinite parts of the system by setting \( \nu_0 = \kappa_0 = 0 \), the survival probability will obviously be reduced for any \( t \). The scaling function in the resulting system, which consists of two independent semi-infinite chains is easy to calculate. Denoting the access probabilities in the two parts by \( p_k \) and \( q_\Omega(\Omega) \) at the scale \( \Omega \), the scaling function \( f_{\text{cut}}(x) \) of this system will be the

\[ FIG. 4: (Color online) Illustration of the renormalization of access probabilities \( p \) and \( q \) when the target clusters are distinct (a) and when the starting site is surrounded by one single target cluster at a given stadium of the decimation procedure (b).
\]
Interestingly, the scaling function $\tilde{\delta}$ is also shown. The straight line corresponds to an exponential function $\sim e^{-\delta}$. Here, the solid line corresponds to $\sim \delta^{-0.618}$.

The typical survival probability defined in Eq. (52) with $l = 7$, we have calculated the average

$$\int_{x_p}^{x_q} f_b(x) dx = e^{-x}.$$

where $x_p$ and $x_q$ denote the corresponding scaling variables in the two independent parts, each having the distribution $f(x) = e^{-x}$. We obtain therefore $f_{\text{cut}}(x) = 2e^{-2x}$ and the upper bound

$$P_{>\delta}(x) = \int_x^{\infty} f_b(x) dx < e^{-2x}.$$  

Interestingly, the scaling function $\tilde{f}_b(\delta)$ fits well to the exponential function $Ce^{-2\delta}$ for not too small values of $\delta$, as can be seen in Fig. 5 suggesting that the scaling variable $\delta$ in samples in which it is large (the survival probability is small) is composed of two almost independent contributions. For $\delta$ approaching zero, the scaling function seems to diverge, as can be seen in the lower part of Fig. 5 as an inverse power of $\delta$. Regarding that, in the semi-infinite system, the scaling and non-scaling contributions to the average survival probability were found to be of the same order of magnitude, a similar outcome for the bulk case would require a divergence of the form

$$\tilde{f}_b(\delta) \sim \delta^{-1+\nu_0/\psi},$$

as $\delta \to 0$. The numerical data are compatible with this form, in particular with the value of the exponent $1 - \nu_0/\psi \approx 0.618$.

The typical survival probability defined in Eq. (56) decreases algebraically with the time, and the universal decay exponent $\delta_{b,0}$, which is the first moment of $\tilde{f}_b(\delta)$ is, according to our estimates,

$$\delta_{b,0} = 0.34(1).$$

We have also measured the distribution of the survival probability by Monte Carlo simulations in the same way as described in the previous section, except that, here, periodic boundary conditions were used. The data obtained in the estimated critical point, shown in Fig. 6 are far from the universal limit distribution owing to strong finite-time corrections. One can, however, observe the signs of a developing singularity at $\delta = 0$ even at the time-scales accessible by simulations.

Finally, we have also determined the distribution of the survival probability in the Griffiths phase numerically by the SDRG method. Using the distribution of rates given in Eq. (55) with $l = 7$, we have calculated the average survival probability and, using Eq. (59), estimated the dynamical exponent by a linear fit, as shown in the inset of Fig. 6 which gives $z = 1.44(1)$. The distributions
of the survival probability rescaled with this estimate fit well to the phenomenological scaling function in Eq. (24), as can be seen in the figure.

VI. SURVIVAL PROBABILITY OF RANDOM WALKS IN RANDOM ENVIRONMENTS

A dynamical process simpler than the contact process is the random walk in random environment [27], where the time-dependent survival probability, as we shall see, is closely related to that of the contact process on a semi-infinite lattice. Let us consider continuous-time random walks on the non-negative integers with independent, identically distributed random jump rates \(u_i\) and \(v_{i-1}\) from \(i\) to \(i+1\) and \(i-1\), respectively. Assume, furthermore, that \(u_0 = 0\), meaning that site 0 is an absorbing one, and the walker starts at \(t = 0\) from site 1. We are interested in the probability \(P(t)\) that the walker does not visit the absorbing site up to time \(t\) in a fixed random environment. The contribution from atypical random environments with \(P(t) = O(1)\) to the average is known to decrease as [27, 28]

\[
\mathcal{P}_{\text{atyp}}(t) \sim (\ln t)^{-1},
\]

but, to our knowledge, the scaling function of the distribution of the survival probability has not been calculated in this model yet.

As opposed to the random walk problem considered in appendix A here, we could not find a closed expression of the survival probability in terms of the jump rates. But, applying the SDRG method to this problem, an approximate form, which is expected to yield the correct scaling function, can be constructed in the way it has been done to obtain Eq. (37). Instead of an SDRG treatment based on the energy landscape, we need here an alternative formulation in terms of the transition rates [27, 28], which is formally closer to the SDRG scheme of the contact process. In this procedure, first, the largest rate \(\Omega = \max\{u_i, v_i\}\) in the system is found. If it is \(\Omega = u_n\), then the sojourn time \(1/(u_n + v_{n-1})\) on site \(n\) is small compared to other sites, therefore it is eliminated and site \(n-1\) and \(n+1\) become directly accessible with the effective jump rates

\[
\begin{align*}
\bar{u} &= \frac{u_{n-1}v_n}{\omega_n} \simeq u_{n-1}, \\
\bar{v} &= \frac{v_{n-1}v_n}{\omega_n} \simeq \frac{v_{n-1}v_n}{u_n},
\end{align*}
\]

where \(\omega_n = u_n + v_{n-1}\), and one obtains similar expressions in the case \(\Omega = v_n\) by symmetry. This decimation step is then performed iteratively. Approaching the fixed point of the transformation, which is an IRFP, \(\bar{v}/\omega_n\) tends to zero, and the approximations in Eqs (62) will be asymptotically exact. In order to make the similarity between the above decimation scheme and that of the contact process clearer, let us interpret the decimation of a rate \(u_n\) that site \(n\) joins the site on its right hand side and they form a cluster with a reduced jump rate \(\bar{v}\) to the left, while, if a rate \(v_{n-1}\) is selected for decimation then site \(n\) is simply deleted. Notice that this renormalization scheme is formally identical with the symmetrized renormalization of the contact process described in section IV.B with the correspondences

\[
\begin{align*}
\lambda_n &\leftrightarrow u_n, \\
v_{n-1} &\leftrightarrow \mu_n.
\end{align*}
\]

We will show that the form of the survival probability is identical in the two problems, as well. The key quantity for constructing the time-dependent survival probability is the probability \(\pi_{n,m}\) that, starting from site \(n\), the walker reaches site \(m\) (before it is trapped on the absorbing site). For fixed \(m\) and different \(n\), these hitting probabilities obey the recursion relations

\[
\pi_{n,m} = \frac{v_{n-1}}{\omega_n} \pi_{n-1,m} + \frac{u_n}{\omega_n} \pi_{n+1,m},
\]

with the boundary condition \(\pi_{m,m} = 1\). This can be used to obtain the access probability \(p_m = \pi_{1,m}\) explicitly in the form of a Kesten variable, see e.g. Ref. [25], but, instead of this, we will keep track of \(p_m\) during the SDRG procedure. Using Eq. (64), one can show that, if a site (which is different from 1 and \(m\)) is decimated, the access probability \(\pi_{1,m}\) remains exactly invariant provided the effective rates are calculated according to Eq. (62). We can construct an approximate form of the survival probability in the frame of the SDRG procedure as follows. At the beginning of the renormalization, the access probability of site 1 is \(p_1 = 1\) and, at some scale \(\Omega\), one of the rates emanating from this site is selected for decimation. If it is \(u_1\), then, assuming \(v_0 \ll u_1 = \Omega\), the
walker, when leaving this site, will jump typically to the site on its right rather than to the absorbing one. Formally, site 1 joins its right neighbor, forming a cluster (the leftmost one). Identifying the access probability of a cluster with that of its rightmost site, the access probability of the leftmost cluster will be \( \bar{p}_1 = \frac{u}{\omega_1} p_1 = \frac{u}{\omega_1} \) after the above decimation step. In general, if the jump rate \( \bar{u}_1 \) of the leftmost cluster is selected for decimation \( \bar{p}_1 \) will pick up a factor \( \frac{u}{\omega_1} \), which tends 1 as the fixed point is approached, leaving the access probability asymptotically unchanged. If, however, the rate \( \bar{v}_0 \) of the leftmost cluster is the maximal one, then the walker will typically jump from this cluster on the absorbing site. In this case, the leftmost cluster is eliminated, and the term \( \bar{p}_1 e^{-\omega_1 t} \) will give the leading term of \( P(t) \). The access probability of the active cluster next to the eliminated one, right after the decimation is

\[
\bar{p}_2 = \frac{\bar{u}_1}{\omega_1} \bar{p}_1,
\]

and it will not be essentially modified when this cluster is possibly merged with its right neighbor. When this cluster is decimated out at some scale \( \Omega = \bar{v}_1 \), a term \( \bar{p}_2 e^{-\omega_2 t} \) is added to \( P(t) \), and this step is repeated whenever the actually leftmost cluster is decimated during the renormalization.

We have thus obtained that the approximate form of the survival probability, which is expected to yield the correct scaling function, is identical to that of the contact process on a semi-infinite lattice (calculated by the symmetrized SDRG method), so we can make use of the results of section IV A. The critical point of the contact process corresponds to jump rate distributions of the random walk problem that satisfy the relation \( \ln u = \ln v \). In this case, we obtain that the scaling function \( \tilde{f}_\text{wire}(x) \) of \( x = \ln[1/P(t)]/\ln t \) is

\[
\tilde{f}_\text{wire}(x) = e^{-x}.
\]

The case \( \ln u < \ln v \), when the walker is forced to move toward the absorbing site, corresponds to the Griffiths phase of the contact process. Here, \( P(t) \) has the scaling property given in Eq. (26) with the scaling function in Eq. (27), and the dynamical exponent \( z \) appearing there is the positive root of the equation \( (u/v)^{1/z} = 1 \).

VII. DISORDERED QUANTUM SPIN CHAINS

The earliest examples of an IRFP were provided by zero temperature phase transitions of certain random quantum spin chains, and the method of SDRG originates in this field [10, 11, 21]. These are, at the same time, the models in which the details of an infinite randomness critical behavior are the most elaborated. Here, we shall point out that the same scaling functions obtained in the context of the contact process arise in the description of apparently different quantities of these models, as well.

To be concrete, we consider the random transverse-field Ising chain (RTIC) defined by the Hamiltonian

\[
\mathcal{H} = - \sum_i J_i \sigma_i^x \sigma_{i+1}^x - \sum_i h_i \sigma_i^z,
\]

where \( \sigma_i^x \) and \( \sigma_i^z \) are Pauli operators on site \( i \), and the bonds \( J_i \) and external fields \( h_i \) are independent, identically distributed random variables. If \( \Delta = \ln h - \ln J < 0 \), the model is in its ferromagnetic phase characterized by a non-zero spontaneous magnetization, which vanishes continuously as the quantum critical point at \( \Delta = 0 \) is approached, and for \( \Delta > 0 \), the model is paramagnetic.

In the SDRG scheme of this model [4], the largest coupling (either a bond or a field), which determines the energy scale \( \Omega \), is looked for. If it is a bond, \( \Omega = J_1 \), furthermore \( J_1 \gg h_1, h_2 \), then, according to perturbative calculations, the spins on sites 1 and 2 will flip coherently and experience a transverse field of effective magnitude

\[
\bar{h} \simeq \frac{h_1 h_2}{J_1}.
\]

While, if \( \Omega = h_2 \gg J_1, J_2 \), the spin on site 2 is pinned in the direction of the transverse field, therefore it is decimated and spins on sites 1 and 3 are connected by an effective bond

\[
\bar{J} \simeq \frac{J_1 J_2}{h_2}.
\]

This SDRG scheme is apparently equivalent to that of the contact process in its symmetrized form with the correspondences

\[
J_i \leftrightarrow \lambda_i, \quad h_i \leftrightarrow \mu_i.
\]

A. Spontaneous magnetization

In the RTIC, distributions of various quantities have been studied by the free-fermion technique [16, 17, 22, 31] or by the SDRG method [4, 32], among others that of the end-point spontaneous magnetization \( m_1 \equiv \lim_{H \to 0} \langle \sigma_1^z (H) \rangle \) in a semi-infinite chain. Here, \( H \) is the magnitude of a magnetic field applied in the \( x \)-direction on the first spin only and \( \langle \cdot \rangle \) denotes the ground state expectation value. The way of calculation of \( m_1 \) by Fisher [4] is analogous to that of the survival probability of the contact process. To see this, we will now briefly recapitulate the initial part of the calculation. For a given (small) \( H \), the decimation procedure is stopped at the energy scale \( \Gamma_H = \ln (\Omega_0/H) \). If the surface spin is still active in a cluster at this scale, the magnetization \( m_1 (H) \) will be \( O(1) \). If it is no longer active, it still has a small but non-zero magnetization due to the correlation with the leftmost active spin in the closest cluster, \( m_1^c (H) \sim \langle \sigma_L^z \sigma_1^z \rangle \). When the primary cluster is decimated at the scale \( \Omega = \bar{h}_1 \), a simple, perturbative calculation gives that this correlation is \( m_1^c (H) \sim J_1/\bar{h}_1 \),
where $\tilde{J}_1$ is the bond to the leftmost active spin. Then each further decimation of the actually leftmost cluster brings a factor $\tilde{J}_1/\tilde{h}_i$ to $m_1(\tilde{H})$. This procedure results in an expression of $m_1(\tilde{H})$ similar to that of the dominant term of $P_1(t)$ in the contact process. In the ferromagnetic phase $\Delta < 0$, the probability that a spin belongs to a cluster that is never decimated during the renormalization is finite. In particular, for the surface spin, it is $O(1/z')$, where $z'$ denotes the dynamical exponent in this phase. Therefore $m_1(\tilde{H})$ will consist of a finite number of factors even in the limit $H \to 0$ ($\Gamma_H \to \infty$) if $\Delta < 0$. Furthermore, the contribution of decimated clusters to the spontaneous magnetization $m_1$ is vanishing and given solely by $m_1(\tilde{H})$ in that limit. Approaching the critical point, $\Delta \to 0^-$, the fraction of “atypical” samples with $m_1 = O(1)$, being $O(1/z')$, vanishes. In this limit, an exponential distribution of the rescaled spontaneous magnetization $\ln[1/m_1]^{1/2}$ of typical samples has been derived in Ref. [4] by analyzing a sum of type given in Eq. (42).

Instead of this last step, a simpler alternative way of obtaining the above scaling form is provided by the method presented in section XV A as follows. Notice that the spontaneous magnetization calculated in the above way in the ferromagnetic phase is analogous to the stationary survival probability, $P_1(\infty) \equiv \lim_{t \to \infty} P_1(t)$, in the active phase of the contact process. Taking into account that the functions $r_0(\Omega)$ and $p_0(\Omega)$ change roles in the active phase compared to the inactive one, the scaling variable in terms of which the solution to Eq. (46) is an exponential, will be $x = K r_0(\Omega) \approx \frac{C}{\tilde{J}_1}$, resulting in an exponential distribution of $\ln[1/P_1(\infty)]^{1/2}$.

Similar to the end-point magnetization, one can consider the bulk spontaneous magnetization $m_b$ in response to a vanishing magnetic field applied on a given spin of an infinite chain. As opposed to $m_1$, the distribution of this quantity is not known. But it is easy to extend the correspondence described above to the bulk and to see that the distribution of the rescaled magnetization $x = \ln[1/m_b]^{1/2}$ in the limit $\Delta \to 0^-$ is given by the function $\tilde{f}_b(x)$, which has been numerically studied in section XV.

### B. Imaginary-time autocorrelations

The spin-spin autocorrelation

$$C_n(\tau) = \langle \sigma_n^z(0)\sigma_n^z(\tau) \rangle$$

as a function of the imaginary time $\tau = it$ in disordered quantum spin chains has been the subject of several works [16, 17, 23, 33] and shows a behavior similar to that of the survival probability in the contact process. According to a phenomenological scaling theory, in the critical point of the RTIC, its average decays with $\tau$ as

$$\bar{C}_n(\tau) \sim (\ln \tau)^{-\gamma_n/\psi}$$

in an infinite system, whereas, on the surface site $n = 1$ of a semi-infinite chain, $\bar{C}_1(\tau) \sim (\ln \tau)^{-1}$ [33]. Furthermore, numerical analyses of the distribution of $C_n(\tau)$ based on the free-fermion technique show a data collapse of the scaling variable $\ln[1/C_n(\tau)]/\ln \tau$ in the critical point [16, 17] and of the variable $\ln[1/C_n(\tau)]/\tau^{1/(1+z)}$ in the paramagnetic Griffiths phase [17, 23]. The latter behavior is predicted by a phenomenological theory, in the frame of which the scaling function has been calculated [23].

Unlike in the Griffiths phase, the form of the scaling function unknown in the critical point. By applying the SDRG method we will show that it can be related to that of the survival probability of the contact process. Let us start by rewriting $C_n(\tau)$ in a form very similar to that of $P(t)$ in Eq. (11). This can be achieved by using $\sigma_n^z(\tau) = e^{\tilde{H}_\tau} \sigma_n^z e^{-\tilde{H}_\tau}$ and inserting the identity $\sum_i |i\rangle\langle i|$ in Eq. (71), leading ultimately to

$$C_n(\tau) = \sum_i |i\rangle\langle i|^2 e^{-\tau(E_i - E_0)}.$$  

(73)

Here, $|i\rangle$ denotes the $i$th eigenstate of $\tilde{H}$ with energy $E_i$. The excitations of low energy $\epsilon_i = E_i - E_0$ can be identified (with an increasing precision for vanishing $\epsilon_i$) with the spin flips of coherent spin clusters produced by the SDRG method, and, accordingly, the excitation energy is the twice of the effective transverse-field of the corresponding cluster, $\epsilon_i \approx 2\tilde{h}_i$. If site $n$ is part of a cluster with an effective field $\tilde{h}_n$ and has a weak effective bond $\tilde{J}_1 \ll \tilde{h}_n$ to a far away cluster with a much smaller excitation energy $\epsilon_i \approx 2\tilde{h}_i \ll 2\tilde{h}_n$, then, by a perturbative calculation, we obtain for the matrix element $\langle \sigma_n^z(\tau) |D_n(\tau)\rangle$ obtained by the symmetrized method. The only difference is that the terms appearing in $C_n(\tau)$ are the squares of those in $P(t)$. In the critical point, the scaling variable $\gamma = \ln[1/C_n(\tau)]/\ln \tau$ will therefore be asymptotically twice the variable $x$ given in Eq. (42). Consequently, the scaling function for the surface spin of a semi-infinite chain is

$$\tilde{f}_{\text{auto}}(\gamma) = \frac{1}{2} e^{-\gamma/2},$$

(74)

while, for a spin in an infinite chain, it is

$$\tilde{f}_{\text{auto},b}(\gamma) = \frac{1}{2} \tilde{f}_b(\gamma/2).$$

(75)

The rescaled distributions calculated numerically by the free-fermion method in the bulk of the RTIC [16] and at the surface of the random XX-chain (in which the autocorrelation function is identical to that of the RTIC) [17] fit satisfactorily to the functions given in Eq. (43) and Eq. (74), respectively, for moderate $\gamma$. The discrepancy with the numerical data for larger $\gamma$ is attributed to the slow convergence discussed in section XV B.
VIII. SUMMARY AND OUTLOOK

We have studied in this paper distributions of dynamical quantities in various models that are tractable by the strong disorder renormalization group method. Works on the disordered contact process prior to the present one have dealt with the average survival probability. Instead, we have considered here the distribution of the survival probability in individual environments, and have shown that the SDRG method is able to describe this quantity. According to our results, it shows multi-scaling in the critical point, meaning that, for a fixed, large $t$, it is an inverse power of the time $\mathcal{P}(t) \sim t^{-\delta}$, but instead of a single value, $\delta$ is characterized by a broad distribution in the limit $t \to \infty$. By the SDRG method, we have calculated the probability density $f(\delta)$ in the one-dimensional model analytically in the end point of a semi-infinite lattice, where it is a pure exponential, and numerically in the bulk. In the latter case, we conjecture an algebraic divergence $\sim \delta^{-1+\pi\nu/\psi}$ in the limit $\delta \to 0$ and an exponential decay $\sim e^{-2k}$ in the opposite limit $\delta \to \infty$. According to the results, universality, i.e. independence from the specific form of the distribution of the parameters in the critical point is predicted by the SDRG method to be valid in a sense wider than known so far. It holds, namely, not only for the averages but also for the scaling functions provided by the method, which are conjectured to be exact.

We have also shown, that certain dynamical quantities of other models described by an IRFP can be calculated similarly to $\mathcal{P}(t)$. In the model of random walks in random environments, the survival probability constructed by the SDRG method has been found to have the same structure as $\mathcal{P}_1(t)$ of the contact process. As a consequence, it shows multi-scaling in the case of a zero mean bias and has the same (exponential) scaling function as $\mathcal{P}_1(t)$ has. In the random transverse-field Ising chain, we have pointed out that the way of the calculation of the spontaneous magnetization $\mu$ is analogous to that of the dominant term of $\mathcal{P}(t)$ at the level of the SDRG and the corresponding scaling functions are therefore identical in the two problems. Beyond the dominant term, a more closer similarity between the imaginary-time spin-spin autocorrelation function of the RTIC and $\mathcal{P}(t)$ has been revealed at the level of the SDRG, leading to a simple relationship between the scaling functions in the two problems.

We have restricted ourselves in this work to one-dimension, but, according to numerical studies, the critical contact process and the RTIC are described by an IRFP even in higher dimensions and in certain networks, at least for strong enough disorder. (As opposed to this, the disorder in the problem of random walks causes only a logarithmic correction to normal diffusion in two dimensions and is irrelevant in higher dimensions.) The method of calculating the dynamical quantities considered here can be extended to and carried out, at least numerically, in higher dimensions, as well. Here, the corresponding scaling functions are completely unknown. In particular, it is an open question whether the scaling and non-scaling contributions to the average are comparable in general as it has been found in one-dimension.

We have seen here that drawing random environments from an ensemble, the effective decay exponent characterizing a given environment for a large, fixed $t$ is a random variable with a probability density $f(\delta)$ in the limit $t \to \infty$. However, rather than considering an ensemble, one could take a single (infinite) environment and sample the effective exponents $\delta_n = \ln[1/P(t_n)]/\ln t_n$ at a sequence of times $t_1, t_2, \ldots$, such that $t_n \to \infty$ if $n \to \infty$. An interesting question is whether the limit probability density of $\delta_n$ is independent of the underlying environment and, if yes, whether it is identical to $f(\delta)$.

A further question, which may be worth considering, is whether dynamical correlations of random quantum spin chains other than that investigated here (and some of which have been studied numerically by the free-fermion technique) can be treated by the SDRG method in the way described in the present work.
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Appendix A: Survival probability of mortal random walks

Arranging the probabilities that the walker is on site $i$ at time $t$ in a row vector $p(t) = (p_0(t), p_1(t), p_2(t), \ldots)$, where $0$ refers to the absorbing site, the rate matrix $W$ of the continuous-time random walk problem described in the text, which is related to the Liouville matrix $Q$ as $W = -Q^T$, is given by

$$W = \begin{pmatrix}
0 & 0 & 0 & 0 & \ldots \\
\mu_1 & -\omega_1 & \tilde{\nu}_1 & 0 & \ldots \\
\mu_2 & 0 & -\omega_2 & \tilde{\nu}_2 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots
\end{pmatrix}.
$$

(A1)

It has a zero eigenvalue $\epsilon_0 = 0$ corresponding to the absorbing state $(1, 0, 0, \ldots)$ and non-zero eigenvalues $\epsilon_n = -\omega_n$, $n = 1, 2, \ldots$. Let us assume that these are non-degenerate, i.e. $\omega_n \neq \omega_m$ if $n \neq m$, which is not much restrictive since, for a continuous distribution of the transition rates of the original model, the degenerate cases are of zero measure. The initial state is $p(0) = (0, 1, 0, 0, \ldots)$
and writing it as a linear combination of the left eigenvectors $v^{(n)}$ of $W$,

$$p(0) = \sum_{n=0}^{\infty} c_n v^{(n)}.$$  \hspace{1cm} (A2)

the state at time $t$ is given by

$$p(t) = \sum_{n=0}^{\infty} c_n v^{(n)} e^{\epsilon_n t}.$$  \hspace{1cm} (A3)

The survival probability can be written as

$$P_1(t) = 1 - p_0(t) = 1 - \sum_{n=0}^{\infty} c_n v_0^{(n)} e^{\epsilon_n t} = - \sum_{n=1}^{\infty} c_n v_0^{(n)} e^{\epsilon_n t},$$  \hspace{1cm} (A4)

where we have used that $\lim_{t \to \infty} p_0(t) = c_0 v_0^{(0)} = 1$. Next, let us determine the left eigenvectors $v^{(n)}$ corresponding to non-zero eigenvalues, i.e. $n > 0$. Introducing the variable $\Delta_n = \omega_n + \epsilon_m = \omega_n - \omega_m$ it is easy to show that the components satisfy the recursion relations

$$v^{(n)}_i = \frac{\Delta_{i+1}^{n+1}}{\nu_i} v^{(n)}_{i+1},$$  \hspace{1cm} (A5)

by which, together with the relation $\sum_{i=0}^{\infty} v^{(n)}_i = 0$ generally valid for non-stationary states (here $n > 0$), the eigenvector components can be calculated. Since $\Delta_i^{n} = 0$, one can show that $v^{(n)}_i = 0$ for all $n > 1, 1 \leq i \leq n - 1$. Using this, we obtain that the expansion coefficients $c_n$ in Eq. (A2) satisfy

$$c_1 v^{(1)}_1 = 1,$$

$$\sum_{i=1}^{n} c_i v^{(i)}_n = 0, \hspace{1cm} n > 1.$$  \hspace{1cm} (A6)

Solving these equations recursively results in

$$c_n = - \frac{1}{v^{(n)}_n} \left( \prod_{j=1}^{n-1} \tilde{\nu}_j \right) \sum_{i=1}^{n-1} \left( \prod_{j=1, j \neq i}^{n} \Delta_j^{i} \right)^{-1}.$$  \hspace{1cm} (A7)

Using the identity

$$\sum_{i=1}^{n} \left( \prod_{j=1, j \neq i}^{n} \Delta_j^{i} \right)^{-1} = 0,$$  \hspace{1cm} (A8)

which can be proved by induction, Eq. (A7) simplifies to

$$c_n = - \frac{1}{v^{(n)}_n} \prod_{j=1}^{n-1} \frac{\tilde{\nu}_j}{\Delta_j^{n}}.$$  \hspace{1cm} (A9)

The coefficients in Eq. (A4) are thus

$$- c_n v^{(n)}_0 = - \frac{v^{(n)}_0}{v^{(n)}_n} \prod_{j=1}^{n-1} \frac{\tilde{\nu}_j}{\Delta_j^{n}}.$$  \hspace{1cm} (A10)

The ratio $v^{(n)}_0/v^{(n)}_n$ can be calculated by using the recursion relations of components in Eq. (A3), resulting in

$$\frac{v^{(n)}_0}{v^{(n)}_n} = - s_n,$$  \hspace{1cm} (A11)

where $s_n$ is given in Eq. (5).

**Appendix B: Corrections to the dominant term**

First, let us consider the terms in Eq. (37) having indices $n > M$:

$$C_+ = \sum_{n=M+1}^{\infty} p_n e^{-t/\Omega}. \hspace{1cm} (B1)$$

We can write an upper bound for the ratio of $C_+$ and the dominant term $T_M$

$$\frac{C_+}{T_M} < \frac{\sum_{n=M+1}^{\infty} p_n e^{-t/\Omega \epsilon M}}{p_M e^{-t/\Omega \epsilon M}} < e \left[ \frac{\tilde{\nu}_M + \tilde{\nu}_M \tilde{\nu}_{M+1} + \ldots}{\omega_M \Omega M + 1} \right], \hspace{1cm}$$

since $\Omega_M < \Omega < \Omega_{M-1}$. According to Eq. (5), $\frac{\tilde{\nu}_n}{\omega_n} = O[(\Omega_n/\Omega_0)^{\eta_n}]$, where $\eta_n$ is exponentially distributed, therefore the upper bound in the above inequality tends to zero stochastically in the limit $\Omega_M \to 0$.

Next, let us consider the leading term $T_{M-1}$ among those with $n < M$. If $T_M$ and $T_{M-1}$ were comparable, then $T_{M-1}$ would give a correction of $O(\Gamma^{-1})$ to $\ln[1/P_1(t)]/\ln t$, which tends to zero in the scaling limit. So the contribution of the term $T_{M-1}$ (and those with $n < M$) is certainly negligible if $T_{M-1} < T_M$ or, equivalently,

$$\ln \frac{T_{M-1}}{T_M} = \ln \left[ \frac{\omega_{M-1} e^{\epsilon_{M-1}}}{\omega_{M-1} e^{\epsilon_{M-1}}} \right] \approx \eta_{M-1} \Gamma_{M-1} - \Omega_{M-1} / \Omega < 0,$$  \hspace{1cm} (B3)

which leads to

$$\Gamma > \Gamma_{M-1} + \ln(\eta_{M-1} \Gamma_{M-1}).$$  \hspace{1cm} (B4)
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