A General Framework for Cutting Feedback within Modularised Bayesian Inference

Yang Liu\textsuperscript{1} and Robert J.B. Goudie\textsuperscript{1}

\textsuperscript{1}MRC Biostatistics Unit, University of Cambridge, UK

November 7, 2024

Abstract

Standard Bayesian inference enables building models that combine information from various sources, but this inference may not be reliable if components of the model are misspecified. Cut inference, a particular type of modularised Bayesian inference, is an alternative that splits a model into modules and cuts the feedback from any suspect module. Previous studies have focused on a two-module case, but a more general definition of a “module” remains unclear. We present a formal definition of a “module” and discuss its properties. We formulate methods for identifying modules; determining the order of modules; and building the cut distribution that should be used for cut inference within an arbitrary directed acyclic graph structure. We justify the cut distribution by showing that it not only cuts the feedback but also is the best approximation to the joint distribution satisfying this condition in Kullback-Leibler divergence. We also extend cut inference for the two-module case to a general multiple-module case via a sequential splitting technique and demonstrate this via illustrative applications.

1 Introduction

Standard Bayesian inference is a powerful tool when one believes the whole model to be correctly specified, but requiring every piece of a model to be correctly specified is often unrealistic. Several robust Bayesian inference methods have been established when the whole model is misspecified. One class of approaches adopts a tempered likelihood where the likelihood is raised to a power between 0 and 1, leading to a power posterior or fractional posterior, and a Bayesian update is conducted thereafter (e.g., Friel and Pettitt 2008; Bissiri et al. 2016; Holmes and Walker 2017; Bhattacharya et al. 2019; Miller and Dunson 2019). Another class of approaches replaces the distribution of the likelihood with heavy-tailed distributions, for example via individual-specific variance parameters, to account for conflicting information sources (e.g., O’Hagan and Pericchi 2012; Andrade et al. 2013; Wang and Blei 2018). However, especially when dealing with a complex true generating process, it is impossible to allocate equal confidence to all aspects of the model. An alternative approach may be desirable in which the contribution from each aspect of the model to inference of shared parameters can vary so that unreliable aspects are confined and minor misspecifications do not affect the whole model. This leads to the development of modularised Bayesian inference where one model is divided into “modules” such that the handling of partial misspecification is possible (Lunn et al. 2009a; Liu et al. 2009).

One type of modularised Bayesian inference is cut inference, which “cuts the feedback” to manipulate “influence” among modules. By influence, we mean the flow of information that affects the estimation of particular parameters. Within a Bayesian framework, parameters are usually influenced by information from more than one module. The purpose of cut inference is to prevent suspect modules from influencing reliable modules. In a simple two-module case where misspecification exists in only one suspect module, we can estimate the reliable module solely within a standard Bayesian framework and then estimate the suspect module by conditioning on everything that is either known or inferred by the reliable module. Note that this leads to a cut distribution rather than a standard posterior distribution because estimation of the reliable module is not influenced by the suspect module, as it would be under standard Bayesian inference. The cut distribution is normally intractable and is difficult to sample from using Monte Carlo sampling methods. The samplers implemented in WinBUGS (Lunn et al. 2009b) may not have the cut distribution as their stationary distribution (Plummer 2015). Several alternative sampling methods have been proposed (Jacob et al. 2020; Yu et al. 2023; Pompe and Jacob 2021; Liu and Goudie 2022). An alternative to cut inference is to reduce the influence of suspect modules, rather than completely prevent it. This leads to the proposal of semi-modular inference model (Carmona and Nicholls 2020; Liu and Goudie 2023; Nicholls et al. 2022).
In this paper, we consider the fundamental nature of modularised Bayesian inference and propose a general framework for cut inference in general Bayesian statistical models whose joint distribution satisfies the Markov factorization property with respect to a directed acyclic graph (DAG). Although modularised Bayesian inference has been applied in various areas, studies of its methodology, theory and algorithms are so far based on a specific two-module case in which observations $y$ depend on parameters $\varphi$, and $\theta$ and observations $z$ are solely dependent upon $\varphi$. Going beyond this simple setting requires considering several problems. First, a fundamental question is how to define a module because the definition of a “module” remains unclear in the literature. Second, how can one formally identify influence among modules and implement cut inference under this more complicated structure? Specifically, we aim to answer the following three questions in concise mathematical language: given an arbitrary design of a model, (1) how to define modules and how to analyze them via a graphical model; (2) how to identify influence among modules; and (3) how to cut the feedback. All proofs are collated in Appendix A in the supplementary materials.

2 Methods

We consider observable random variables $x$, which can include fixed, known parameters as well as observable quantities, and parameters $\theta$, which can represent unobserved data as well as standard parameters. We denote the set of $n$ observable random variables $X = (x_1, x_2, \ldots, x_n)$, which are not necessarily identically or independently distributed, and the set of $m$ parameters $\Theta = (\theta_1, \theta_2, \ldots, \theta_m)$. We aim to obtain the true data generating process $p(X)$ but usually this is unattainable. Instead, we specify a model that we hope is flexible enough to describe the true data generating process of $X$. However, as we mentioned above, realistically there is often either partial misspecification; or some of the observations are regarded as more reliable than others. A natural solution is to partition the observations into several groups and analyze them to some degree separately, as proposed by modularised Bayesian inference.

We will assume that one subset of observable random variables $X^* \subseteq X$ is of primary interest within one “module” (which we will formally define later as a “self-contained Bayesian module”) and that we seek to estimate its true data generating process. To do this, we build a $X^*$-associated model, which can involve both other observable random variables (known) and parameters (unknown). To infer these associated unknown parameters within a Bayesian framework, we also consider a prior model, which can depend on additional observable random variables (known).

After introducing notation in the next section, we formalize these notions to define a “module”. We will also need to consider the internal relationships and relative priorities of several modules, which together describe all observable random variables $X$. This leads to the consideration of the “ordering” of modules. We consider the identification of module ordering and formulate the cut distribution within the two- and three-module cases. Based on these basic cases, we extend the framework to cover more than three modules via a sequential splitting technique.

2.1 Notation and definitions

We assume the set of all variables $\Psi = (X, \Theta)$ has a joint distribution such that densities exist for all variables. We further assume the joint distribution satisfies the Markov factorization property with respect to a DAG $G = (\Psi, \mathcal{E})$, where each node is associated with a component of $\Psi$ and each directed edge $(\psi_1, \psi_2) \in \mathcal{E} \subseteq \Psi \times \Psi$. We will use $\psi_1 \rightarrow \psi_2$ and $\psi_2 \leftarrow \psi_1$ to denote a directed edge $(\psi_1, \psi_2) \in \mathcal{E}$. The DAG implies the joint distribution of $\Psi$ can be factorized as

$$p(\Psi) = p(X, \Theta) = \prod_{1 \leq i \leq n, 1 \leq j \leq m} p(x_i \mid \text{pa}(x_i)) p(\theta_j \mid \text{pa}(\theta_j)), \quad (1)$$

where $\text{pa}(\psi) = \{a \in \Psi \mid a \rightarrow \psi\}$ is the set of parent nodes of node $\psi \in \Psi$. When $\text{pa}(\psi) = \emptyset$, then we assume that $p(\psi)$ is a fixed, known distribution that does not depend on any component of $\Psi$. We denote the set of parent nodes $\text{pa}(B) = \{a \in \Psi \setminus B \mid a \rightarrow b \in B\}$ of the set $B = (b_1, \ldots, b_q)$. Note that under our definition $b_i \notin \text{pa}(B)$ for all $i = 1, \ldots, q$. Denote $\text{ch}(\psi) = \{a \in \Psi \mid a \leftarrow \psi\}$ as the set of child nodes of node $\psi \in \Psi$. Similarly, we denote the set of child nodes $\text{ch}(B) = \{a \in \Psi \setminus B \mid a \leftarrow b_i \in B\}$ of the set $B = (b_1, \ldots, b_q)$. Note that $b_i \notin \text{ch}(B)$ for all $i = 1, \ldots, q$.

We say that there is a directed path $a \rightarrow b$ with path $a = \psi_1, \psi_2, \ldots, \psi_s = b$ between two distinct nodes $a$ and $b$ in the DAG if $(\psi_i, \psi_{i+1}) \in \mathcal{E}$ for all $1 \leq i \leq s - 1$. We say $a$ is the root of this path and $b$ is the leaf of this path. In addition, we say that $a$ is an ancestor of $b$, and we denote $\text{an}(b) = \{a \in \Psi \mid a \rightarrow b\}$ as the set of ancestors of $b$. Note that $b \notin \text{an}(b)$. Similarly, we denote the set of ancestors $\text{an}(B) = \{a \in \Psi \setminus B \mid a \rightarrow b_i \text{ for some } b_i \in B\}$ of the set $B = (b_1, \ldots, b_q)$. Note that $b_i \notin \text{an}(B)$ for all $i = 1, \ldots, q$. 

2.2 Self-contained Bayesian modules

Our definition of a self-contained Bayesian module is described in terms of the variables that are involved in the $X^*$-associated model and prior model when $X^* \subseteq X$ is the primary focus in a given module, as given by the following definition:

**Definition 1** ($X^*$-associated parameters and observables). Consider variables $\Psi = (X, \Theta)$ with joint distribution satisfying the Markov factorization property with respect to a DAG $G = (\Psi, \mathcal{E})$, and observable random variables $X^* \subseteq X$, whose true generating process is of interest. Then denote

- The observable ancestors of $X^*$ by $an(X^*) := an(X^*) \cap X$.
- The $X^*$-associated parameters as the parameter ancestors of $X^*$ that are not conditionally-independent of $X^*$ given its observable ancestors:
  \[ \Theta_{X^*} := \{ \theta \in an(X^*) \cap \Theta \mid \{ \theta \not\perp \perp X^* \mid an(X^*) \} \} . \]
- The $X^*$-associated observables as the observable ancestors of $X^*$ that are not conditionally-independent of $X^*$ given its other observable ancestors:
  \[ X_{X^*} := \{ x \in an(X^*) \mid \{(x \not\perp \perp X^* \mid an(X^*) \setminus x)\} \} . \]
- All $X^*$-associated variables by $\Psi_{X^*} = (X_{X^*}, \Theta_{X^*})$.

**Example 1.** To illustrate our methods, we consider a generic epidemiological model with measurement error (Richardson and Gilks 1993), represented by the DAG in Figure 1. “Two-stage” methods for cut distributions have been previously proposed for similar epidemiological problems (e.g. Blangiardo et al. 2016). The aim is to estimate the association, quantified by the parameter $\beta$, between the exposure $W$ and the outcome $Y$ and confounders $C$, with interest primarily on the relationship with $W$. However, the main study data record for individuals $i = 1, \ldots, m$ only a surrogate $Z_i$ for exposure, rather than exposure $W_i$ itself. These data are supplemented by observations $i = m + 1, \ldots, n$ from an external validation study that records the surrogate $Z_i$, exposure $W_i$ and confounders $C_i$ but not the outcome $Y_i$. We suppose, as would be common, that the external validation study has small sample size, with $n - m \ll m$, but the data have been collected more carefully and systematically than the main study data. For this reason, we assume the validation study provides more reliable information about the relationships between $C$, $W$ and $Z$ than the main study data, which motivates a modularised approach.

Initially, consider only the part of the model enclosed by a dashed line. The data are $X = \{Y_{1:m}, C_{1:m}\}$ and the parameters are $\Theta = \{\beta, W_{1:m}, \pi\}$. The primary focus is the outcome $X^* = Y_{1:m}$. The observable ancestors $an(X^*) = C_{1:m}$, the $X^*$-associated parameters $\Theta_{X^*} = \{\beta, W_{1:m}, \pi\}$, and $X_{X^*} = \{C_{1:m}\}$. Here $\prod_{i=1}^{m} p(Y_i \mid \beta, W_i, C_i)$ is the $X^*$-associated model and $p(\beta) p(\pi) \prod_{i=1}^{m} p(W_i \mid \pi, C_i)$ is the prior model. Observe that the posterior distribution for $\Theta_{X^*}$ given $X^*$ and $X_{X^*}$ can be inferred within a standard Bayesian framework as

\[
p(\Theta_{X^*} \mid X^*, X_{X^*}) = p(\beta \mid Y_{1:m}, C_{1:m}) \propto p(\beta) \int p(\pi) \prod_{i=1}^{m} p(Y_i \mid \beta, W_i, C_i) p(W_i \mid \pi, C_i) dW_{1:m} d\pi
\]  \hspace{1cm} (2)
Note that, since our focus is on \( Y_{1:m} \), we would not need to consider any parameters \( \theta \in \text{an}(C_{1:m}) \) that are conditionally independent of \( X^* = Y_{1:m} \) in [2].

Often there is a degree of choice about which data are used when inferring the parameter of interest \( \Theta_{X^*} \). Specifically, there may be support variables \( \Psi_{\text{supp}} \) that can be added to the existing variables \( X^* \) and \( X_{X^*} \) to form a different model involving \( \Theta_{X^*} \). Clearly, the posterior distribution for \( \Theta_{X^*} \) may be altered by including \( \Psi_{\text{supp}} \). We formalise this idea through the following definition.

**Definition 2** (Self-contained Bayesian module for \( X^* \)). Consider variables \( \Psi = (X, \Theta) \) with joint distribution satisfying the Markov factorization property with respect to a DAG \( G = (\Psi, E) \); observable random variables \( X^* \), whose true generating process is of interest, with \( X^* \)-associated parameters \( \Theta_{X^*} \) and \( X^* \)-associated observables \( X_{X^*} \) and support variables \( \Psi_{\text{supp}} = (X_{\text{supp}}, \Theta_{\text{supp}}) \subseteq \Psi \setminus (\Psi_{X^*} \cup X^*) \). We say that a set of variables \( (X^*, \Psi_{X^*}, \Psi_{\text{supp}}) \) form a self-contained Bayesian module for \( X^* \) that can be used to estimate the true data generating process of \( X^* \) if the posterior distribution given by

\[
p(\Theta_{X^*} \mid X^*, X_{X^*}, \Psi_{\text{supp}}) = \int p(\Theta_{X^*}, \Psi_{\text{supp}} \mid X^*, X_{X^*}, \Psi_{\text{supp}}) d\Theta_{\text{supp}}
\]

is well defined given the DAG. When \( \Psi_{\text{supp}} = \emptyset \), we say \( (X^*, \Psi_{X^*}) \) forms a minimally self-contained Bayesian module for \( X^* \).

**Example 1** (continued). To better understand Definition 2, consider the whole illustrative example in Figure 1, not just that enclosed by a dashed line. The additional components are the surrogate exposure \( Z_{1:m} \) for the main study participants, and \( n - m \) observations from the external validation study. The support observed variables \( X_{\text{supp}} = \{Z_{1:m}, Z_{(m+1):n}, W_{(m+1):n}, C_{(m+1):n}\} \) and support parameters \( \Theta_{\text{supp}} = \{\lambda\} \) indirectly provide information about the parameter of interest \( \beta \), via the support models \( \prod_{i=1}^m p(Z_i \mid \lambda, W_i) \) and \( \prod_{i=m+1}^n p(Z_i \mid \lambda, W_i) p(W_i \mid \pi, C_i) \).

Combining the support model with the \( X^* \)-associated model, an alternative posterior distribution is given by

\[
p(\Theta_{X^*} \mid X^*, X_{X^*}, \Psi_{\text{supp}}) = p(\beta \mid Y_{1:m}, W_{(m+1):n}, C_{1:n}, Z_{1:n}) \]

\[
\propto p(\beta) \prod_{i=1}^m p(Y_i \mid \beta, W_i, C_i) p(Z_i \mid \lambda, W_i) p(W_i \mid \pi, C_i) \]

\[
\times \prod_{i=m+1}^n p(Z_i \mid \lambda, W_i) p(W_i \mid \pi, C_i) dW_{1:m} d\pi d\lambda, \tag{3}
\]

Both [1] and [2] can be used to infer the parameter of interest \( \Theta_{X^*} = \beta \) via a standard Bayesian framework and subsequently estimate the true data generating process of \( X^* \). The difference is that [2] involves only the minimum information that is required to infer \( \Theta_{X^*} \) whereas [3] involves additional information.

Self-contained Bayesian modules have two appealing properties. First, the module is defined with respect to a set of observable random variables \( X^* \). Hence, the inference of the parameter \( \Theta_{X^*} \) is meaningful in the sense that it can be always used to infer the data generating process of \( X^* \). Second, clearly we can conduct standard Bayesian inference using only information from the self-contained module. This makes it possible to prevent information from outside of the module affecting inference because the module contains sufficient information to infer \( \Theta_{X^*} \) by itself within the Bayesian framework. This property will be helpful for modularised Bayesian inference.

### 2.3 Two-module case

For the two-module case, we first consider how to form two self-contained Bayesian modules. We then derive the standard Bayesian posterior in terms of these two modules, before considering cut distributions.

#### 2.3.1 Constructing self-contained modules

To group variables into two self-contained Bayesian modules, we start by partitioning the observable random variables \( X \) into two disjoint sets. We call these sets \( X_A^* \) and \( X_B^* \). We then, according to Rule 1 (below), enlarge these sets with additional variables until both sets form (potentially overlapping) modules that can be inferred without using information that exists exclusively in the other module. In other words, we enlarge the sets until both are minimal self-contained Bayesian modules, as we will prove in Theorem 1. It is important to note that the two modules are often not disjoint: modules overlap whenever there are quantities without which both modules are incomplete.
Rule 1 (Constructing self-contained modules). Given a DAG $G = (\Psi, \mathcal{E})$ with $\Psi = (X, \Theta)$ and a set of observables $X^*_A \subseteq X$, we form the corresponding module set $\Psi_A = (X_A, \Theta_A)$ by first setting $X_A = X^*_A$ and then adding further variables to $X_A$ and $\Theta_A$ as follows. For every directed path $b \rightarrow a$ with leaf $a \in X^*_A$ in the DAG $G$, with path components labelled $a = \psi_1, \psi_2, \ldots, \psi_r = b$, we consider the following two cases:

1. If there exists an observable $\psi_r \in X \setminus X^*_A, r > 1$ such that $(\psi_1, \ldots, \psi_{r-1}) \notin X \setminus X^*_A$, then we add into $\Psi_A$ the initial path components $(\psi_1, \psi_2, \ldots, \psi_r)$.

2. If the directed path $b \rightarrow a$ does not involve any node from $X \setminus X^*_A$, then we add into $\Psi_A$ the complete path $(\psi_1, \psi_2, \ldots, \psi_r)$.

Using Rule 1 we form two modules $\Psi_A = (X_A, \Theta_A)$, which we call module $A$, and $\Psi_B = (X_B, \Theta_B)$, which we call module $B$. We interchangeably use module $I$ to refer to the set $\Psi_I$ and use $\Psi_I$ to refer to the module $I$, where $I$ is an arbitrary index.

To formulate posterior and cut distributions involving these modules, we will need the following partition of $\Psi$. Let $\Psi_{A \cup B}$ denote the set of variables that belong to module $A$ but not module $B$, and let $\Psi_{B \setminus A}$ be defined correspondingly. Furthermore let $\Psi_{A \cap B}$ denote the set of variables that belong to both modules, $\Psi_{A \cup B}$ denote the set of variables that belong either to module $A$ or module $B$, and $\Psi_{(A \cup B)^c}$ be the set of variables that do not belong to either module $A$ or $B$. Clearly $\Psi = \Psi_{A \cup B} \cup \Psi_{B \setminus A} \cup \Psi_{A \cap B} \cup \Psi_{(A \cup B)^c}$, as illustrated by the Venn diagram in Figure 2. We also define analogous partitions of $X$ and $\Theta$.

The following Lemma, illustrated in Figure 2, describes several properties of these sets, and the edges in the DAG between these sets, that will be used to derive the posterior and cut distributions.

Lemma 1. Given a DAG $G = (\Psi, \mathcal{E})$ with modules $\Psi_A = (X_A, \Theta_A)$ and $\Psi_B = (X_B, \Theta_B)$ formed according to Rule 1, then the following statements about the partition $\Psi = \Psi_{A \cup B} \cup \Psi_{B \setminus A} \cup \Psi_{A \cap B} \cup \Psi_{(A \cup B)^c}$ hold.

1. $\Psi_{(A \cup B)^c}$ contains only parameters and has no children:
   - $\mathcal{P}(\Psi_{(A \cup B)^c}) = \emptyset$
   - $\text{ch}(\Psi_{(A \cup B)^c}) = \emptyset$

2. The parents and children of $\Psi_{A \setminus B}$ are such that:
   - $\mathcal{P}(\Psi_{A \setminus B}) \subseteq \Psi_{A \cap B}$
   - $\text{ch}(\Psi_{A \setminus B}) \subseteq \Psi_{A \cap B} \cup \Psi_{(A \cup B)^c}$

   For $\Psi_{B \setminus A}$ the equivalent results hold.

3. No v-structures $\psi_{A \setminus B} \rightarrow \psi_{B \setminus A}$ exist with $\psi_{A \cap B} \in \Psi_{A \cap B}, \psi_{A \setminus B} \in \Psi_{A \setminus B}$ and $\psi_{B \setminus A} \in \Psi_{B \setminus A}$.

4. The parents of $\Theta_{A \cap B}$ and $X_{A \cap B}$ are such that:
   - $\mathcal{P}(\Theta_{A \cap B}) \subseteq X_{A \cap B}$
   - $\mathcal{P}(X_{A \cap B}) \subseteq \{ \Theta_{A \cap B}, \Theta_{B \setminus A}, X_{A \setminus B}, X_{B \setminus A} \}$

2.3.2 Standard Bayesian inference

We first consider the posterior distribution for $\Theta$ given $X$ under standard Bayesian inference. Note that the complete variable set $\Psi$ is naturally a self-contained Bayesian module.
Lemma 2. Given a DAG $G = (\Psi, \mathcal{E})$ with modules $\Psi_A = (X_A, \Theta_A)$ and $\Psi_B = (X_B, \Theta_B)$ formed according to Rule 7 the standard posterior distribution for $\Theta$ can be written as either

$$p(\Theta | X) = p(\Theta_{(A \cup B)^c} | \text{pa}(\Theta_{(A \cup B)^c})) p(\Theta_{A \cap B} | \Theta_{A \cap B} \cap X_{A \cap B}) p(\Theta_A | X)$$

or

$$p(\Theta | X) = p(\Theta_{(A \cup B)^c} | \text{pa}(\Theta_{(A \cup B)^c})) p(\Theta_{A \setminus B} | \Theta_{A \setminus B} \cap X_{A \setminus B}) p(\Theta_B | X).$$

This representation of the standard posterior distribution tells us that the inference of $\Theta_A$ might be affected by $\Theta_B$ (and vice versa) under the standard Bayesian framework.

Example 1 (continued). Consider the running example in Figure 1. Suppose we partition the observables into the main study data $X_A = \{Y_{1:m}, Z_{1:m}, C_{1:m}\}$ and the external validation study data $X_B = \{Z_{(m+1):n}, W_{(m+1):n}, C_{(m+1):n}\}$. By Rule 7 module $A$ is formed of the observables $X_A = X_A^*$ and the parameters $\Theta_A = \{\beta, W_{1:m}, \pi, \lambda\}$; and module $B$ is formed of the observables $X_B = X_B^*$ and the parameters $\Theta_B = \{\pi, \lambda\}$. By the second formula in Lemma 3 the standard posterior distribution for $\Theta = (\Theta_A, \Theta_B)$ can be written as

$$p(\beta, W_{1:m}, \pi, \lambda | Y_{1:m}, Z_{1:m}, C_{1:m}) = p(\beta, W_{1:m} | \pi, \lambda, Y_{1:m}, Z_{1:m}, C_{1:m}) p(\pi, \lambda | Y_{1:m}, Z_{1:m}, W_{(m+1):n}, C_{1:m}),$$

since $\Theta_{(A \cup B)^c} = \emptyset$, $\Theta_{A \setminus B} = \{\beta, W_{1:m}\}$, $\Theta_{A \cap B} = \{\pi, \lambda\}$, $X_{A \setminus B} = X_A$ and $X_{A \cap B} = \emptyset$.

2.3.3 Cut distributions

Formulating cut distributions depends on understanding whether we can infer each module separately, without using the other module. This is equivalent to requiring both modules to be self-contained Bayesian modules, which is the case for modules formed using Rule 7.

Theorem 1. For a DAG $G = (\Psi, \mathcal{E})$, the modules $\Psi_A = (X_A, \Theta_A)$ and $\Psi_B = (X_B, \Theta_B)$ formed according to Rule 7 are both minimally self-contained Bayesian modules, with posterior distributions:

$$p(\Theta_A | X_A) \propto p(\Theta_{A \cap B} | \text{pa}(\Theta_{A \cap B})) p(\Theta_{A \setminus B} | \text{pa}(\Theta_{A \setminus B})) x p(X_{A \setminus B} | \text{pa}(X_{A \setminus B})) p(X_{A \cap B} \cap X_A^* | \text{pa}(X_{A \cap B} \cap X_A^*));$$

and

$$p(\Theta_B | X_B) \propto p(\Theta_{B \setminus A} | \text{pa}(\Theta_{B \setminus A})) p(\Theta_{B \cap A} | \text{pa}(\Theta_{B \cap A})) x p(X_{B \cap A} | \text{pa}(X_{B \cap A})) p(X_{B \setminus A} \cap X_B^* | \text{pa}(X_{B \setminus A} \cap X_B^*)).$$

Example 1 (continued). By Theorem 7 both modules $A$ and $B$ (defined above) are self-contained. The posterior distribution for module $A$ is

$$p(\beta, W_{1:m}, \pi, \lambda | Y_{1:m}, Z_{1:m}, C_{1:m}) \propto \{p(\beta) p(W_{1:m} | \pi, C_{1:m})\} \{p(\pi, \lambda)\} \{p(Y_{1:m}, Z_{1:m}, C_{1:m} | \beta, \lambda, W_{1:m})\},$$

where the braces group together terms from Theorem 7 and where the final factor is $\prod_{i=1}^m p(Y_i | \beta, W_i, C_i) p(Z_i | \lambda, W_i)$. For module $B$ the posterior distribution is

$$p(\pi, \lambda | Z_{(m+1):n}, W_{(m+1):n}, C_{(m+1):n}) \propto \{p(\pi, \lambda)\} \{p(Z_{(m+1):n}, W_{(m+1):n}, C_{(m+1):n} | \lambda, \pi)\},$$

where the final factor is $\prod_{i=m+1}^n p(Z_i | \lambda, W_i) p(W_i | \pi, C_i)$.

To determine which influences of one module on the other module should be “cut”, we need to identify the relationship between the modules. The second rule determines this.

Rule 2 (Identifying module ordering: two module case). For a DAG $G = (\Psi, \mathcal{E})$ with corresponding modules $A$ and $B$ formed by Rule 7 if a directed edge $\psi_1 \rightarrow \psi_2$, with $\psi_1 \in \Psi_{A \cup B}$ and $\psi_2 \in \Psi_{B \setminus A}$, exists then denote this as $A \rightarrow B$ (or $B \leftarrow A$).

- If $A \rightarrow B$ holds but not $B \rightarrow A$, then module $A$ is the parent module and $B$ is the child module.
- If both $A \rightarrow B$ and $B \rightarrow A$ holds, then either module can be parent and child module.
- If neither $A \rightarrow B$ nor $B \rightarrow A$ hold, then the modules are unordered, which we denote by $(A, B)$.

When exactly one of $A \rightarrow B$ or $B \rightarrow A$ holds, then this order is fixed. However it is possible for both $A \rightarrow B$ and $B \rightarrow A$ to hold. In this case, the user is free to choose the order, but normally the child module should be chosen to be the more ‘suspect’ module to prevent this module from affecting inference for the parent module.

The structure of the modules, and the role of module ordering, can be further understood by the following conditional independence result. In particular, this Lemma implies that when modules are unordered, inference is completely separate between the modules even under standard Bayesian inference.
Lemma 3. Given a DAG $G = (\Psi, E)$ with modules $\Psi_A = (X_A, \Theta_A)$ and $\Psi_B = (X_B, \Theta_B)$ formed according to Rule 1, then $\Psi_{A \setminus B}$ and $\Psi_{B \setminus A}$ are d-separated by $\Psi_{A \cap B}$ in DAG $G$ (see the definition of d-separation in Appendix D in the supplementary materials) and we have

$$\Psi_{A \setminus B} \perp \Psi_{B \setminus A} | \Psi_{A \cap B}.$$ 

Furthermore, when the modules are unordered according to Rule 2, $\Psi_{A \cap B} = \emptyset$ and so $\Psi_{A \setminus B} \perp \Psi_{B \setminus A}$.

Now we consider cutting the influence of one of the modules. Theorem 1 ensures that we can infer one module without being affected by the other module, but this inference depends on variables that are shared with the other module, such as $X_{A \cap B} \cap X_B$. Therefore, a viable choice of distribution for $\Theta$ given $X$ involves replacing $p(\Theta | X)$ with $p(\Theta_A | X_A)$ in the standard posterior distribution in Lemma 2. This is described in Rule 3 which involves a sub-graph of the DAG $G$ called a cut-sub-graph, which we first define.

Definition 3 (Psi-cut-sub-graph). Given a DAG $G = (\Psi, E)$ and a set of variables $\Psi_0 \subseteq \Psi$, we define the cut-sub-graph $G_{\text{cut}(\Psi_0)} = (\Psi, E_0)$ in which edges from $\Psi \setminus \Psi_0$ to $\Psi_0$ are removed

$$E_0 = \{ a \rightarrow b \in E \mid \{ b \in \Psi \setminus \Psi_0 \} \text{ or } (b \in \Psi_0) \cup (a \in \Psi_0) \}.$$ 

Rule 3 (Cutting feedback to the parent module). For a DAG $G = (\Psi, E)$ with modules $\Psi_A = (X_A, \Theta_A)$ and $\Psi_B = (X_B, \Theta_B)$ formed according to Rule 1 to cut the feedback from child module $B$ to parent module $A$, we prune the original DAG $G$ to obtain the $\Psi_{(B \cup A) \setminus (A \cup B)}$-cut-sub-graph $G_{\text{cut}(\Psi_{(B \cup A) \setminus (A \cup B)})}$. The component of the cut distribution for parameters $\Theta_A$ is the posterior distribution of $\Theta_A$ in $G_{\text{cut}(\Psi_{(B \cup A) \setminus (A \cup B)})}$. Note that under $G_{\text{cut}(\Psi_{(B \cup A) \setminus (A \cup B)})}$, this posterior distribution is $p(\Theta_A | X_A)$.

Rule 3 tells us how to infer the parent module $A$, but does not describe how to infer the remaining parameters $\Psi_{B \setminus A}$ of the child module $B$. Note that, although module $B$ is self-contained, the parameters $\Theta_{A \cap B}$ that are in module $B$ but also in module $A$ have now been inferred according to Rule 3. Therefore, standard Bayesian inference cannot be immediately used within module $B$. We introduce the following definition.

Definition 4 (Conditional self-contained Bayesian inference). Consider a DAG $G = (\Psi, E)$ with two minimally self-contained Bayesian modules $\Psi_A = (X_A, \Theta_A)$ and $\Psi_B = (X_B, \Theta_B)$ formed according to Rule 1. Suppose that we choose to estimate a set of parameters $\Theta_{\text{fix}} \subseteq \Theta_B$ using only module $A$ or using only its own prior distribution $p(\Theta_{\text{fix}} | p(\Theta_{\text{fix}}))$. Then we say conditional self-contained Bayesian inference for $\Theta_{\text{unfix}} = \Theta_B \setminus \Theta_{\text{fix}}$ is conducted when the posterior distribution is given by

$$p(\Theta_{\text{unfix}} | \Theta_{\text{fix}}, X_B)$$

where for any $\theta^* \in \Theta_{\text{fix}}$ we have either

$$\theta^* \sim p(\theta^* | pa(\theta^*))$$

or

$$\theta^* \sim \int p(\Theta_A | X_A) \, d(\Theta_A \setminus \theta^*).$$

The aim of self-contained Bayesian modules is to prevent using information that is external to the module, whereas the aim of conditional self-contained Bayesian inference is to prevent using (at least some) information that is internal to a module. More specifically, it prevents inference for some parameters being affected by observable random variables within the same module.

We now return to the question of inference for module $B$ under the two-module case when part of its parameters $\Theta_{A \setminus B}$ have been inferred by its parent module $A$. To infer the remaining component $\Theta_{B \setminus A}$ we propose to conduct the conditional self-contained Bayesian inference. This lets us build the final piece of the cut distribution. We have the following rule:

Rule 4 (Cut distribution: two module case). Given a DAG $G = (\Psi, E)$ with modules $\Psi_A = (X_A, \Theta_A)$ and $\Psi_B = (X_B, \Theta_B)$ formed according to Rule 1 when the module order according to Rule 2 is $A \rightarrow B$, the cut distribution for parameters $\Theta$ is:

$$p_{A \rightarrow B}(\Theta | X) := p(\Theta_{(A \cup B)^c} | pa(\Theta_{(A \cup B)^c})) p(\Theta_{B \setminus A} | \Theta_{A \cap B}, X_{B \setminus A}, X_{A \cap B}) p(\Theta_A | X_A).$$

Similarly, when the modules’ order is $B \rightarrow A$, the cut distribution is

$$p_{B \rightarrow A}(\Theta | X) := p(\Theta_{(A \cup B)^c} | pa(\Theta_{(A \cup B)^c})) p(\Theta_{A \setminus B} | \Theta_{A \cap B}, X_{A \setminus B}, X_{A \cap B}) p(\Theta_B | X_B).$$

When two modules are unordered, the cut distribution is

$$p_{(A,B)}(\Theta | X) := p(\Theta_{(A \cup B)^c} | pa(\Theta_{(A \cup B)^c})) p(\Theta_B | X_B) p(\Theta_A | X_A).$$
It is easy to check that both $p_{A \rightarrow B}$ and $p_{B \rightarrow A}$ are valid probability distributions but they might be different from either each other or the standard posterior distribution. When the module order is $A \rightarrow B$, the inference of parameters $\Theta_A$ is solely determined by the observable random variables $X_A$ from the same module. Hence, we conclude that under cut distribution $p_{A \rightarrow B}$, inference of module $A$ is not influenced by information from $\Psi_{B \setminus A}$. This is in contrast to standard Bayesian inference or inference when assuming $B \rightarrow A$, in which inference of $\Theta_A$ might be influenced by variables in module $B$. Note that, the distribution of $\Theta_{(A\cup B)}$ conditional on its parents $pa(\Theta_{(A\cup B)})$ is unchanged no matter what kind of inference model we use and there is no feedback from $\Psi_{(A\cup B)}$. In addition, $p_{(A,B)}(\Theta | X) = p(\Theta | X)$ when $\Psi_{A\cap B} = \emptyset$, which corresponds to modules $A$ and $B$ being unordered. Hence, we conclude that cut distribution $p_{A \rightarrow B}$ prevents information from variables $\Psi_{B \setminus A}$.

**Example 1** (continued). For the same modules defined above, note that there are edges from $\Psi_{A \cap B} = \{\pi, \lambda\}$ both to $\Psi_{B \setminus A} = X_B$ and to $\Psi_{A \cup B} = \Theta_A \cup X_A \cup B$. This means that both $A \rightarrow B$ and $B \rightarrow A$ hold by Rule 3, and so we are free to choose the module ordering. Since we regard module $B$ that comes from an external validation study as more reliable than module $A$, the ordering $B \rightarrow A$ is appropriate. Applying Rules 3 and 4, the corresponding cut distribution is

$$p_{B \rightarrow A}(\beta, W_{1:m} \mid \pi, \lambda, Y_{1:m}, Z_{1:m}, C_{1:m}) = p(\pi, \lambda, Z_{(m+1):n}, W_{(m+1):n}, C_{(m+1):n}) \times p(\beta, W_{1:m} \mid \pi, \lambda, Y_{1:m}, Z_{1:m}, C_{1:m})$$

Alternatively, if we choose the module ordering $A \rightarrow B$, then the cut distribution is

$$p_{A \rightarrow B}(\beta, W_{1:m} \mid \pi, \lambda, Y_{1:m}, Z_{1:m}, C_{1:m}) = p(\beta, W_{1:m}, \pi, \lambda \mid Y_{1:m}, Z_{1:m}, C_{1:m})$$

but note that this distribution is unlikely to be suitable in applied settings, since it entirely disregards the data in module $B$ because all parameters are in module $A$.

### 2.3.4 Theoretical properties

We now justify the cut distribution. When the module order is $A \rightarrow B$, we know that $p(\Theta_{(A\cup B)} \mid pa(\Theta_{(A\cup B)}))$ is unchanged between the standard posterior distribution and cut distribution. The component $p(\Theta_{A} \mid X_{A})$ is justified by Theorem 1. Thus the only component that we need to justify is $p(\Theta_{B \setminus A} \mid \Theta_{A \cap B}, X_{B \setminus A}, X_{A \cap B})$, which we will do in terms of the Kullback-Leibler (KL) divergence, defined for two arbitrary densities $f_1(x)$ and $f_2(x)$ as:

$$D_{KL}(f_1(\cdot), f_2(\cdot)) := \int f_1(x) \log \left( \frac{f_1(x)}{f_2(x)} \right) dx.$$

We have the following theorem:

**Theorem 2.** For a DAG $G = (\Psi, \mathcal{E})$ with modules $\Psi_A = (X_A, \Theta_A)$ and $\Psi_B = (X_B, \Theta_B)$ formed according to Rule 7, let $f(\Theta_{B \setminus A})$ be a probability density function for parameters $\Theta_{B \setminus A}$. Given the joint distribution $p(X, \Theta)$ and denote:

$$p_f(\Theta) = p(\Theta_{(A\cup B)}), \quad p(\Theta_{(A\cup B)}) = f(\Theta_{B \setminus A})p(\Theta_{A} \mid X_{A})$$

we have

$$p(\Theta_{B \setminus A} \mid \Theta_{A \cap B}, X_{B \setminus A}, X_{A \cap B}) \propto \arg \min_{f(x)} D_{KL}(p_f(\cdot), p(X, \cdot))$$

This extends to our cut formulation the results of Yu et al. [2023] and Carmona and Nicholls [2022] that the standard two-module cut formulation and semi-modular posteriors, respectively, are the minimisers of KL divergences.

### 2.4 Within-module cut

When we regard some prior knowledge as more reliable than the information from the observations for some specific parameters, but inference for other parameters still depends on the observations, we can use a within-module manipulation. The within-module cut aims to protect the inference of some parameters from being affected by the suspect information from observations. This requires a specific type of conditional self-contained Bayesian inference. Carmona and Nicholls [2022] call this modulating prior feedback.

**Example 1** (continued). Consider again the dashed module within the running example in Figure 1. Suppose we wish to estimate the true exposure $W_{1:m}$ without using any information from the outcomes $Y_{1:m}$. The posterior distribution for $W_{1:m}$ is clearly affected by the observable variable $Y_{1:m}$. An alternative
distribution for \(W_{1,m}\) is simply its marginal prior distribution,
\[
    p_{\text{within}}(\beta, W_{1,m}) = p(\beta \mid Y_{1:m}, W_{1,m}, C_{1:m}) \int p(\beta) \prod_{i=1}^{m} p(W_i \mid \pi, C_i) d\pi
\]
(\text{that conditions upon } C_i \text{ since the whole model is specified conditional upon these covariates}).

This alternative distribution uses a within-module cut to ensure that our inference for \(W_{1,m}\) uses no information from the associated observable variables \(Y_{1:m}\).

2.5 Three module case

Our extension to the case of split models into three modules involves two steps. First, we split the model into two modules, as in Section 2.3. We then form the third module by splitting either the child module or the parent module. This sequential approach will form the basis for our approach to the general case of more than three modules in Section 2.6. In this section, we discuss how three modules are constructed; how to determine the order of the three modules; and finally the corresponding cut distributions.

2.5.1 Module construction

Each of the three modules we construct corresponds to a component of a partition of the observable random variables \(X\) into three sets \(X_1, X_2, X_3\). Each module is formed from each component of this partition using Rule 1. However, to consider module ordering and to facilitate extension to more than three modules, we consider these three modules as arising from splitting one of the modules in a two-module split.

Specifically, let \(X_T = X_B \cup X_C\), and denote by \(A\) and \(T\) the two modules formed by Rule 1 from the partition \(X = X_A \cup X_T\) of the observable random variables. Recall that some parameters may belong to \((A \cup T)^c\) and so are not part of either module. To obtain the third module we split module \(T\). Module \(T\) originates from observable random variables \(X_T\), so we split this set of observable random variables back into the two disjoint sets \(X_B\) and \(X_C\). We then identify module \(B\) using Rule 1 for \(X_B\); and module \(C\) by applying Rule 1 for \(X_C\). In this way, we obtain three modules \(A\), \(B\), and \(C\), where \(\Psi_B \cup \Psi_C = \Psi_T\).

2.5.2 Module ordering

To identify the ordering of modules \(A\), \(B\), and \(C\), first note that prior to splitting module \(T\) we can determine the ordering of modules \(A\) and \(T\) using Rule 2. To identify the order after splitting module \(T\), we consider a partition of the variables \(\Psi_{A,B,C}\) into 7 disjoint groups: \(\Psi_A\), \(\Psi_{AB}\), \(\Psi_{AC}\), \(\Psi_{ABC}\), \(\Psi_B\), \(\Psi_{BC}\) and \(\Psi_C\), as shown in Figure 3.

\[
\begin{align*}
A &= A \setminus (B \cup C) \\
AB &= (A \setminus B) \setminus C \\
B &= B \setminus (A \cup C) \\
AC &= (A \setminus C) \setminus B \\
C &= C \setminus (A \cup B) \\
BC &= (B \setminus C) \setminus A \\
ABC &= A \cap B \cap C
\end{align*}
\]

We also define \(S := (A \cup B \cup C)^c\). The following lemma extends Lemma 3 to the three module setting:

**Lemma 4.** For a DAG \(G = (\Psi, E)\) with corresponding modules \(A\), \(B\) and \(C\), and \(T\), with \(\Psi_T = \Psi_B \cup \Psi_C\), if \(\Psi_{BC} \neq \emptyset\), then there must be at least one edge \(a \rightarrow b\) where \(a \in \Psi_{BC}\) and \(b \in (\Psi_B \cup X_B) \cup (\Psi_C \cup X_C)\). Otherwise if \(\Psi_{BC} = \emptyset\), we have 

\[
    \Psi_B \perp \Psi_C \mid \Psi_A.
\]

Given Lemma 4, we give the following Rule to determine the ordering of the three modules.
Rule 5 (Identifying module ordering: three module case). For a DAG $G = (\Psi, \mathcal{E})$ with corresponding modules $A$, $B$ and $C$ and $T$, with $\Psi_T = \Psi_B \cup \Psi_C$, there are three possible scenarios, depending on the ordering of modules $A$ and $T$ (determined by Rule 3):

1. When the order prior to splitting is $A \rightarrow (B \cup C)$, we will split the child module. In this case, by Rule 3, at least one of $\Psi_{A'B}$ and $\Psi_{A'C}$ must be non-empty.
   (a) When both $\Psi_{A'B} \neq \emptyset$ and $\Psi_{A'C} \neq \emptyset$.
      i. If there is at least one edge $b \rightarrow c$ where $b \in \Psi_{BC}$ and $c \in (\Psi_{C} \cup X^*_{C})$, we say module $C$ is the child module of module $B$ and module $B$ is the child module of module $A$. We denote this as $A \rightarrow B \rightarrow C$. Similarly if there is at least one edge $c \rightarrow b$ where $c \in \Psi_{BC}^{-1}$ and $b \in (\Psi_{B} \cup X^*_{B})$, we denote this as $A \rightarrow C \rightarrow B$.
      ii. If $\Psi_{BC} = \emptyset$, we say module $B$ and $C$ are unordered and they are child modules of module $A$. We denote this as $A \rightarrow (B,C)$.
   (b) When only $\Psi_{A'B}$ or $\Psi_{A'C}$ is not empty. Without loss of generality, we consider only the case when $\Psi_{A'C} = \emptyset$.
      i. If there is at least one edge $b \rightarrow c$ where $b \in \Psi_{B'C}$ and $c \in (\Psi_{C} \cup X^*_{C})$, we say module $C$ is the child module of module $B$ and module $B$ is the child module of module $A$. We denote this as $A \rightarrow B \rightarrow C$.
      ii. If there is at least one edge $c \rightarrow b$ where $c \in \Psi_{BC}$ and $b \in (\Psi_{B} \cup X^*_{B})$, we say module $A$ and $C$ are unordered and they are parent modules of module $B$. We denote this as $(A,C) \rightarrow B$.
      iii. If $\Psi_{BC} = \emptyset$, we say module $B$ is the child module of module $A$ and these modules are unordered with module $C$. We denote this as $(C,(A \rightarrow B))$.

2. When the order prior to splitting is $(B \cup C) \rightarrow A$, we will split the parent module. In this case at least one of $\Psi_{A'B}$ and $\Psi_{A'C}$ must be non-empty.
   (a) When both $\Psi_{A'B} \neq \emptyset$ and $\Psi_{A'C} \neq \emptyset$.
      i. If there is at least one edge $b \rightarrow c$ where $b \in \Psi_{B'C}$ and $c \in (\Psi_{B} \cup X^*_{B})$, we denote this as $B \rightarrow C \rightarrow A$. Similarly if there is at least one edge $c \rightarrow b$ where $c \in \Psi_{B'C}$ and $b \in (\Psi_{B} \cup X^*_{B})$, we denote this as $C \rightarrow B \rightarrow A$.
      ii. If $\Psi_{B'C} = \emptyset$, we say module $B$ and $C$ are unordered, and we denote this as $(B,C) \rightarrow A$.
   (b) When only $\Psi_{A'B}$ or $\Psi_{A'C}$ is not empty. Without loss of generality, we consider only the case when $\Psi_{A'C} = \emptyset$.
      i. If there is at least one edge $b \rightarrow c$ where $b \in \Psi_{B'C}$ and $c \in (\Psi_{C} \cup X^*_{C})$, we say module $A$ and module $C$ are unordered, and these modules are child modules of module $B$. We denote this as $B \rightarrow (A,C)$.
      ii. If there is at least one edge $c \rightarrow b$ where $c \in \Psi_{B'C}$ and $b \in (\Psi_{B} \cup X^*_{B})$, we denote this as $C \rightarrow B \rightarrow A$.
      iii. If $\Psi_{B'C} = \emptyset$, we say module $A$ is the child module of module $B$ and these modules are unordered with module $C$. We denote this as $(C,(B \rightarrow A))$.

3. When the order prior to splitting is $(A, (B \cup C))$, meaning that modules $A$ and $B \cup C$ are unordered, then both $\Psi_{A'B}$ and $\Psi_{A'C}$ must be empty.
   (a) If there is at least one edge $b \rightarrow c$ where $b \in \Psi_{B'C}$ and $c \in (\Psi_{C} \cup X^*_{C})$, we say module $C$ is the child module of module $B$ and these modules are unordered with module $A$. We denote this as $(A,(B \rightarrow C))$. Correspondingly we denote the ordering as $(A,(C \rightarrow B))$ if there is at least one edge $c \rightarrow b$ where $c \in \Psi_{B'C}$ and $b \in (\Psi_{B} \cup X^*_{B})$.
   (b) If $\Psi_{B'C} = \emptyset$, we say modules $A$, $B$ and $C$ are unordered, and denote this as $(A,B,C)$.

When considering three (or more) modules, it is helpful to represent the relationship between the modules graphically using a module ordering graph.

Definition 5 (Module ordering graph). For modules $M_1, \ldots, M_s$, a module ordering graph $J$ is a DAG with nodes $M_1, \ldots, M_s$, and with directed edges from $M_i$ to $M_j$ if module $M_i$ is a parent module of module $M_j$, for $i, j = 1, \ldots, s$.

Figure 4 shows some example module ordering graphs when splitting two modules into three modules.

2.5.3 Cut distributions

We can now define the cut distribution for the three-module case in a similar manner to the two-module case. We define the sets $A := A \setminus A$, $B := B \setminus B$, and $C := C \setminus C$.

Definition 6 (Cut distribution: three module case). For a DAG $G = (\Psi, \mathcal{E})$ with corresponding modules $A$, $B$ and $C$, with module ordering determined by Rule 5, the corresponding cut distributions (where $A$, $B$ and $C$ are interchangeable) are:
1. \( p_{A \rightarrow B \rightarrow C}(\Theta) \mid X : = p(\Theta_S \mid \Theta_{A;B;C}, X) p(\Theta_C \mid \Theta_{C;X}) p(\Theta_{B;A} \mid \Theta_{A;B}, X_B) p(\Theta_A \mid X_A) \).
2. \( p_{A \rightarrow (B,C)}(\Theta) \mid X : = p(\Theta_S \mid \Theta_{A;B;C}, X) p(\Theta_C \mid \Theta_{A;C}, X) p(\Theta_B \mid \Theta_{A;B}, X_B) p(\Theta_A \mid X_A) \).
3. \( p_{(A,B) \rightarrow C}(\Theta) \mid X : = p(\Theta_S \mid \Theta_{A;B;C}, X) p(\Theta_C \mid \Theta_{C;X}) p(\Theta_B \mid X_B) p(\Theta_A \mid X_A) \).
4. \( p_{(A,B,C)}(\Theta) \mid X : = p(\Theta_S \mid \Theta_{A;B;C}, X) p(\Theta_C \mid \Theta_{C;X}) p(\Theta_B \mid X_B) p(\Theta_A \mid X_A) \).

Importantly, Definition 4 indicates that, when splitting a two-module case to a three-module case, the component of the cut distribution for the module that is not split remains unchanged. This important property enables us to modify only the components of a cut distribution that involve modules being split while keeping all other components of the cut distribution unchanged.

We discuss the construction of the cut distribution by using the example of modules ordered as \( A \rightarrow B \rightarrow C \). As in the two-module case, \( p(\Theta_S | \Theta_{A;B;C}, X) \) is directly borrowed from the joint distribution \( p(\Theta_S, \Theta_C, \Theta_{AB}, \Theta_{AC}, \Theta_{BC}, X_S, X_C, X_{AB}, X_{AC}, X_{BC}, X) \). Next, the procedure is the same as Rule 3 except that conditional self-contained Bayesian inferences are conducted for module \( B \) (conditional on everything that has been inferred in module \( A \)) and \( C \) (conditional on everything that has been inferred in module \( A \) and \( B \)). If we regard module \( B \) and \( C \) as a single module, then by Rule 3 we can write the component of the cut distribution for parameters \( \theta \in \Theta_A \) : \( p(\Theta_A \mid X_A) \), which is exactly the same as the component of the cut distribution in the two-module case (see Theorem 1). That is: \( p(\Theta_A \mid X_A) = p(\Theta_A | \Theta_{A,B,C}) p(X_A) p(X_{A;B,C}) \cap X_A^* \cap (X_{A;B,C} \cap X_A^*) \).

The next set of parameters of interest involves parameters in module \( B \) that are not in module \( A \). These are \( \Theta_B \) and \( \Theta_{BC} \), since \( \Theta_{B;A} = \Theta_B \cup \Theta_{BC} \). Conditional on information from module \( A \), in order to prevent information from module \( C \), we conduct conditional self-contained Bayesian inference for module \( B \) by utilizing the following components of the joint distribution \( p(\Theta_S, \Theta_C, \Theta_{AB}, \Theta_{AC}, \Theta_{BC}, X_S, X_C, X_{AB}, X_{AC}, X_{BC}, X) \), which involve the distribution of \( \Theta_{B;A} \) and distributions conditioning on any variables from \( \Theta_{B;A} \) but neither conditioning on or involving any variables from \( \Theta_{C;X} \), to form the component of the cut distribution of \( \Theta_{B;A} \):

\[
p(\Theta_{B;A} \mid \Theta_A, X_{A;B,C}) \propto p(\Theta_B | \Theta_{B;A}) p(\Theta_{BC} | \Theta_{B;A}) p(X_B | X_B) \times p(X_{AB} \cap X_B^* | X_{AB} \cap X_B^*) p(X_{BC} \cap X_B^* | X_{BC} \cap X_B^*) \times p(X_{ABC} \cap X_B^* | X_{ABC} \cap X_B^*)
\]

where the proportionality holds here because \( \Theta_A \) has been inferred in module \( A \). In addition, we have

\[
\begin{align*}
p(\Theta_B) & \subseteq \{\Theta_B, X_B\} \\
p(\Theta_{BC}) & \subseteq \{\Theta_{BC}, X_{BC;C}\} \\
p(X_B) & \subseteq \{\Theta_B, X_B\} \\
p(X_{AB} \cap X_B^*) & \subseteq \{\Theta_B, X_B \setminus X_{AB}, X_{AB} \cap X_B^*\} \\
p(X_{BC} \cap X_B^*) & \subseteq \{\Theta_B, X_B \setminus X_{BC}, X_{BC} \cap X_B^*\} \\
p(X_{ABC} \cap X_B^*) & \subseteq \{\Theta_B, X_B \setminus X_{ABC}, X_{ABC} \cap (X_A^* \cup X_B^*)\}
\end{align*}
\]

where all parameters involved in these sets of parent nodes belong to \( \Theta_B = \Theta_{B;A} \cup \Theta_{A;B} \) and \( \Theta_{A;B} \) has been inferred in module \( A \). Hence we can write \( p(\Theta_{B;A} | \Theta_A, X_{A;B}) = p(\Theta_{B;A} | \Theta_{A;B}, X_B) \). Now we
conduct conditional self-contained Bayesian inference for module $C$ by utilizing all remaining components of the joint distribution $[1]$ to form the final piece of component of the cut distribution for $\Theta_C$:

$$p(\Theta_C | \Theta_{A \cup B}, X) \propto p(\Theta_C | \Psi(\Theta_C)) p(X_C | \Psi(X_C)) p(X_{BC} | \Psi(X_{BC})) p(X_{AC} | \Psi(X_{AC})) p(X_{ABC} | \Psi(X_{ABC})),$$

where we similarly have

$$\Psi(\Theta_C) \subseteq \{\Theta_C, X_C\},$$

$$\Psi(X_C) \subseteq \{\Theta_C, X_C\},$$

$$\Psi(X_{BC}) \subseteq \{\Theta_C, X_C \setminus X_{BC}, X_{BC} \cap X_B\},$$

$$\Psi(X_{AC}) \subseteq \{\Theta_C, X_C \setminus X_{AC}, X_{AC} \cap X_A\},$$

$$\Psi(X_{ABC}) \subseteq \{\Theta_C, X_C \setminus X_{ABC}, X_{ABC} \cap (X_A \cup X_B)\}.$$

Hence, we conclude that $p(\Theta_C | \Theta_{A \cup B}, X) = p(\Theta_C | \Psi(\Theta_C)).$

In summary, the essential procedure is to split the observable random variables into three disjoint groups and enlarge these groups according to Rule [1] then determine the ordering of the modules. The cut distribution in three module case is then formed by four components: a component each of three modules and a component for $\Theta_S.$

**Example 1** (continued). Consider again the running example in Figure [2]. Suppose we partition the observables into $X_A = \{W_{(m+1):n}, C_{(m+1):n}\}$, $X_B = \{Z_{(m+1):n}\}$ and $X_C = \{1, m, Z_{1:m}, C_{1:m}\}$. By Rule [1] module $A$ is formed of the observables $X_A = X_A^*$ and the parameters $\Theta_A = \{\pi\}$; module $B$ is formed of the observables $X_B = X_B^* \cup \{W_{(m+1):n}\}$ and the parameters $\Theta_B = \{\lambda\}$; and module $C$ is formed of the observables $X_C = X_C^*$ and the parameters $\Theta_C = \{\beta, W_{1:m, \pi, \lambda}\}$.

Let us initially consider modules $B$ and $C$ together as module $T$. Note that there are edges from $\Psi_{A \cup T} = \{\pi, W\}$ to $\Psi_{T \setminus A}$, but no edges from $\Psi_{A \cup T}$ to $\Psi_{A \cup T} = \{C_{(m+1):n}\}$, so only $A \rightarrow T$ holds by Rule [2].

We now consider splitting module $T$ into modules $A$ and $B$ using Rule [3]. We are splitting the child module, and both $\Psi_{A \cup B} \neq 0$ and $\Psi_{A \cup C} \neq 0$, so Rule [3] applies. Now, $\Psi_{A \cup B} = \{\lambda\}$, and there exist edges from $\lambda$ to both $\Psi_{BC \cup X_B^*} = \{Y_{1:m}, Z_{1:m}, C_{1:m}, \beta, W_{1:m}\}$ and $\Psi_B \cup X_B^* = \{Z_{(m+1):n}\}$. Thus by Rule [3] the order $A \rightarrow B \rightarrow C$ and $A \rightarrow C \rightarrow B$ hold, so we are free to choose either module order. Given that the external validation surrogate exposure data are regarded as more reliable than the main study data, the order $A \rightarrow B \rightarrow C$ may be preferred. The corresponding cut distribution given by Definition [6] is

$$p_{A \rightarrow B \rightarrow C}(\beta, W_{1:m}, \lambda, \pi | Y_{1:m}, Z_{1:m}, C_{1:m}, Z_{(m+1):n}, W_{(m+1):n}, C_{(m+1):n})$$

$$= p(\beta, W_{1:m} | \pi, \lambda, Y_{1:m}, Z_{1:m}, C_{1:m}) p(\lambda | Z_{(m+1):n}, W_{(m+1):n}) p(\pi | W_{(m+1):n}, C_{(m+1):n}),$$

noting that $\Psi_S = \emptyset$ and so the term for $\Theta_S$ is omitted.

### 2.6 Multiple-module case: Sequential splitting technique

To construct our general modularisation framework involving an arbitrary number of modules, we continue to split modules sequentially. Specifically we consider splitting an arbitrary module $T$. Modules may be related in a potentially complex structure, but we can reduce this complex structure of modules into the simple structure that we have considered already by grouping together the ancestor and descendant modules of $T$. We will consider the case when the module to be split has both parent modules and child modules. The cases when the module has only parent modules or child modules are easy extensions.

#### 2.6.1 Module groups

To simplify the complexity of the multiple module case, we group together modules into groups, and form a graphical representation of the relationship between these module groups.

**Definition 7** (Grouped module ordering graph). For module groups $M_1^*, \ldots, M_s^*$, where $M_i^* \subseteq \{M_1, \ldots, M_s\}$ for all $i = 1, \ldots, s^*$, and $M_i^* \cap M_j^* = \emptyset$, for any $i \neq j$, the grouped module ordering graph is a DAG with nodes $M_1^*, \ldots, M_s^*$ and with directed edges from $M_i^*$ to $M_j^*$ if module group $M_j^*$ is an ancestor of $M_i^*$.

The module groups we use are defined in terms of the ancestor and descendant modules of module $T$ in the module order graph $J$ prior to splitting module $T$.

**Definition 8** (Ancestor and descendant modules). For a module $T$ within an ordering graph $J$

1. If there is a direct path $A \rightarrow T$ between two modules $A$ and $T$ with a path $A = M_1, M_2, \ldots, M_s = T$ in the ordering graph $J$, then module $A$ is an ancestor module of module $T$. 
2. If there is a direct path \( T \rightarrow A \) between two modules \( A \) and \( T \) in the ordering graph \( J \), then module \( A \) is a descendant module of module \( T \).

The module groups we will use are the module \( T \) itself, along with groups formed by the ancestors and descendants of \( T \) in the ordering graph \( J \), and a group containing all remaining modules. Specifically, let \( A \) denote the group of modules that are ancestor modules of \( T \); let \( D \) denote the group of modules that are descendant modules of \( T \); and let \( E \) denote the modules that are neither an ancestor module nor a descendant module of module \( T \). Figure 5(a) shows the grouped module ordering graph for \( A, T, D \) and \( E \).

First consider the cut distribution prior to splitting module \( T \). It is clear that inference of parameters \( \Theta_A \) in module group \( A \) is completely independent from all other modules, so the component of the cut distribution for module group \( A \) is simply \( p(\Theta_A | X_A) \) since module \( A \) is a self-contained Bayesian property. Conditional on module group \( A \), inference of parameters within module groups \( T \) and \( E \) that are not inferred by module group \( A \) is independent. Hence, conditional self-contained Bayesian inference is conducted and the components of the cut distribution for module groups \( T \) and \( E \) are \( p(\Theta_{T,A} | \Theta_{A,T}, X_T) \) and \( p(\Theta_{E,A} | \Theta_{A,E}, X_E) \). The final pieces of the cut distribution are the components for module group \( D \) which is \( p(\Theta_{D,(A\cup T\cup E)\setminus D,X_D}) \), and the component for \( \Theta_{(A\cup T\cup D\cup E)} \). Thus the cut distribution prior to splitting module \( T \) is:

\[
p(\Theta | X) = p(\Theta_{(A\cup T\cup D\cup E)}) \cdot p(\Theta_{(A\cup T\cup D\cup E)}) \cdot p(\Theta_{D,(A\cup T\cup E)\setminus D,X_D}) \cdot p(\Theta_{E,A} | \Theta_{A,E}, X_E) \cdot p(\Theta_{T,A} | \Theta_{A,T}, X_T) \cdot p(\Theta_A | X_A)
\]

This follows as a consequence of the following observations. We know that the component of the cut distribution for \( \Theta_{(A\cup T\cup D\cup E)} \), conditional on its parents, is always unchanged. If we regard module groups \( A, T \) and \( E \) as a single module, as in the two-module case, we know that the split of \( A \cup T \cup E \) does not affect the component of module group \( D \) in the cut distribution. Similarly, if we regard module groups \( T \), \( E \) and \( D \) as a single module, as in the two-module case, the split of \( T \cup E \cup D \) does not affect the component of module group \( A \) in the cut distribution. Because inference of module group \( E \) is independent from module \( T \) conditional on module group \( A \) and the inference of module group \( A \) is unchanged, the split of module \( T \) does not affect the inference of module group \( E \).

### 2.6.2 Updating the module order graph

To determine the ordering of the modules after splitting \( T \), we start from the ordering graph \( J \) prior to the split of module \( T \), and then update this graph to a new graph \( J_{\text{new}} \) that reflects the module order after splitting module \( T \). The order of modules \( B \) and \( C \) themselves (after splitting module \( T \)) reduces to splitting module \( T \) into module \( B \) and \( C \) within a three-module case \( A \rightarrow T \), and so can be determined using Rule 5. The ordering of modules in the module groups \( A, D \) and \( E \) are unchanged by splitting module \( T \), but the ordering of modules \( B \) and \( C \) and the other module groups can be determined using the following Rule.
Rule 6 (Identifying module ordering after splitting a module). Suppose the module ordering graph $J$ prior to splitting module $T$ into modules $B$ and $C$ has nodes $\mathcal{V}(J)$ and edges $\mathcal{E}(J)$. The new ordering graph $J_{\text{new}}$ after splitting module $T$ has nodes $(\mathcal{V}(J) \cup \{B, C\}) \setminus \{T\}$. The initial set of edges for $J_{\text{new}}$ consists of all edges in $J$, except for all edges to or from module $T$. Besides adding an edge between $B$ and $C$ if $B \rightarrow C$ or $C \rightarrow B$, additional edges are then added to $J_{\text{new}}$ as follows, corresponding to potential links to module groups $A$, $D$, and $E$:

1. For modules in $A$ we have $A \rightarrow T$ and thus $\Psi_{A \cap T} \neq \emptyset$. For all modules $A'$ in module group $A$:
   (a) When module $A'$ is not a parent module of $T$ in the original ordering graph $J_{\text{original}}$, there is no direct relationship between $A'$ and any module from $\{B, C\}$ and we do not add arrows between them in the ordering graph $J_{\text{new}}$.
   (b) When module $A'$ is a parent module of $T$ in the original ordering graph $J_{\text{original}}$ and suppose that $B$ is the parent module in ordering graph $J_T$:
      i. If $\Psi_{A' \cap B} \neq \emptyset$, we say that module $A'$ is a parent module of module $B$ and we add an arrow from $A'$ to $B$ in the ordering graph $J_{\text{new}}$.
      ii. If $\Psi_{A' \cap B} = \emptyset$ but $\Psi_{A' \cap C} \neq \emptyset$, we say that module $A'$ is a parent module of module $C$ and we add an arrow from $A'$ to $C$ in the ordering graph $J_{\text{new}}$.
   (c) When module $A'$ is a parent module of $T$ in the original ordering graph $J_{\text{original}}$ and suppose that $B$ and $C$ are unordered in the ordering graph $J_T$, given an arbitrary module $T'$ from $\{B, C\}$:
      i. If $\Psi_{A' \cap T'} \neq \emptyset$, we say that module $A'$ is a parent module of module $T'$ and we add an arrow from $A'$ to $T'$ in the ordering graph $J_{\text{new}}$.
      ii. Otherwise, there is no direct relationship between $A'$ and module $T'$ and we do not add an arrow between them in the ordering graph $J_{\text{new}}$.

2. For modules in $D$ we have $T \rightarrow D$ and thus $\Psi_{D \cap T} \neq \emptyset$. For all modules $D'$ in module group $D$:
   (a) When module $D'$ is not a child module of $T$ in the original ordering graph $J_{\text{original}}$, there is no direct relationship between $D'$ and any module from $\{B, C\}$ and we do not add arrows between them in the ordering graph $J_{\text{new}}$.
   (b) When module $D'$ is a child module of $T$ in the original ordering graph $J_{\text{original}}$ and suppose that $B$ is the child module in ordering graph $J_T$:
      i. If $\Psi_{D' \cap B} \neq \emptyset$, we say that module $D'$ is a child module of module $B$ and we add an arrow from $B$ to $D'$ in the ordering graph $J_{\text{new}}$.
      ii. If $\Psi_{D' \cap B} = \emptyset$ but $\Psi_{D' \cap C} \neq \emptyset$, we say that module $D'$ is a child module of module $C$ and we add an arrow from $C$ to $D'$ in the ordering graph $J_{\text{new}}$.
   (c) When module $D'$ is a child module of $T$ in the original ordering graph $J_{\text{original}}$ and suppose that $B$ and $C$ are unordered in the ordering graph $J_T$, given an arbitrary module $T'$ from $\{B, C\}$:
      i. If $\Psi_{D' \cap T'} \neq \emptyset$, we say that module $D'$ is a child module of module $T'$ and we add an arrow from $T'$ to $D'$ in the ordering graph $J_{\text{new}}$.
      ii. Otherwise, there is no direct relationship between $D'$ and module $T'$ and we do not add an arrow between them in the ordering graph $J_{\text{new}}$.

3. There is no direct relationship between any module $E'$ in module group $E$ and modules $B$ or $C$, since the ordering of $E$ and $T$ is $(E, T)$ (i.e., $\Psi_{E \cap T} = \emptyset$). We thus do not add any edges to $J_{\text{new}}$ either to or from modules in module group $E$.

Given the new module order graph $J_{\text{new}}$, the grouped module order graph can be obtained by Definition 7 and depicted in Figure 5.

2.6.3 Cut distribution

The cut distribution after splitting module $T$ into modules $B$ and $C$ is given in grouped form by the following definition.

Definition 9 (Cut distribution: sequential splitting case). Given a DAG $G = (\Psi, \mathcal{E})$ with modules $\Psi_A = (X_A, \Theta_A)$ and $\Psi_B = (X_B, \Theta_B)$ formed according to Rule 7 when the module order according to Rule 6 is $A \rightarrow B$, the cut distribution for parameters $\Theta$ is:

1. When module $B$ and $C$ are unordered conditional on $A$ and module $D$ is a child module of both $B$ and $C$ (Figure 3 (b)),

\[
p(\Theta \mid X) = p(\Theta_{(A \cup B \cup C \cup D \cup E)}) 
\times p(\Theta_{D \setminus (A \cup B \cup C)} \mid \Theta_{(A \cup B \cup C) \cap D \cup E}, X_D) p(\Theta_{E \setminus A} \mid \Theta_{A \cap E}, X_E) 
\times p(\Theta_{C \setminus A} \mid \Theta_{A \cap C}, X_C) p(\Theta_{B \setminus A} \mid \Theta_{A \cap B}, X_B) p(\Theta_A \mid X_A).
\]
2. When module $B$ and $C \cup D$ are unordered conditional on $A$ (Figure 5 (c)),

$$p(\Theta \mid X) = p(\Theta_{(A\cup B\cup C\cup D\cup E)}) \times p(\Theta_{(A\cup B\cup C\cup D\cup E)}) \times p(\Theta_{D\setminus(A\cup B\cup C\cup E)} \mid D, X_D) p(\Theta_{E\setminus A}) \times p(\Theta_{A\cap E, X_E}) \times p(\Theta_{C\setminus A}) \times p(\Theta_{B\setminus A}) \times p\left(\Theta_{A\cap B, X_B}\right) p(\Theta_A \mid X_A),$$

where the component of module $D$:

$$p(\Theta_{D\setminus(A\cup C\cup E)} \mid (A\cup C\cup E) \cap D, X_D)$$

is still unchanged because $\Theta_{B\cap D} = \emptyset$ (this is also the key difference between this case and previous case).

3. When module $A \cup B$ and $C$ are unordered (Figure 5 (d)),

$$p(\Theta \mid X) = p(\Theta_{(A\cup B\cup C\cup D\cup E)}) \times p(\Theta_{D\setminus(A\cup B\cup C\cup E)} \mid D, X_D) p(\Theta_{E\setminus A}) \times p(\Theta_{A\cap E, X_E}) \times p(\Theta_{C\setminus A}) \times p(\Theta_{B\setminus A}) \times p\left(\Theta_{A\cap B, X_B}\right) p(\Theta_A \mid X_A).$$

4. When module $A \cup B$ and $C \cup D$ are unordered (Figure 5 (e)),

$$p(\Theta \mid X) = p(\Theta_{(A\cup B\cup C\cup D\cup E)}) \times p(\Theta_{D\setminus(A\cup B\cup C\cup E)} \mid (A\cup C\cup E) \cap D, X_D) p(\Theta_{E\setminus A}) \times p(\Theta_{A\cap E, X_E}) \times p(\Theta_{C\setminus A}) \times p(\Theta_{B\setminus A}) \times p\left(\Theta_{A\cap B, X_B}\right) p(\Theta_A \mid X_A).$$

5. When module $A \cup B \cup D$ and $C$ are unordered (Figure 5 (f)),

$$p(\Theta \mid X) = p(\Theta_{(A\cup B\cup C\cup D\cup E)}) \times p(\Theta_{D\setminus(A\cup B\cup E)} \mid D, X_D) p(\Theta_{E\setminus A}) \times p(\Theta_{A\cap E, X_E}) \times p(\Theta_{C\setminus A}) \times p(\Theta_{B\setminus A}) \times p\left(\Theta_{A\cap B, X_B}\right) p(\Theta_A \mid X_A).$$

6. When module $A$ and $B$ are unordered (Figure 5 (g)),

$$p(\Theta \mid X) = p(\Theta_{(A\cup B\cup C\cup D\cup E)}) \times p(\Theta_{D\setminus(A\cup B\cup E)} \mid (A\cup B\cup C\cup E) \cap D, X_D) p(\Theta_{E\setminus A}) \times p(\Theta_{A\cap E, X_E}) \times p(\Theta_{C\setminus (A\cup B)}) \times p\left(\Theta_{(A\cup B)\cap C, X_C}\right) p(\Theta_B \mid X_B) p(\Theta_A \mid X_A).$$

7. When module $C$ is the child module of $B$ (Figure 5 (h)),

$$p(\Theta \mid X) = p(\Theta_{(A\cup B\cup C\cup D\cup E)}) \times p(\Theta_{D\setminus(A\cup B\cup E)} \mid (A\cup B\cup C\cup E) \cap D, X_D) p(\Theta_{E\setminus A}) \times p(\Theta_{A\cap E, X_E}) \times p(\Theta_{C\setminus (A\cup B)}) \times p\left(\Theta_{(A\cup B)\cap C, X_C}\right) p(\Theta_B \mid X_B) p(\Theta_A \mid X_A).$$

8. When module $C$ and $D$ are unordered conditional on module $B$ (Figure 5 (i)),

$$p(\Theta \mid X) = p(\Theta_{(A\cup B\cup C\cup D\cup E)}) \times p(\Theta_{D\setminus(A\cup B\cup E)} \mid (A\cup B\cup C\cup E) \cap D, X_D) p(\Theta_{E\setminus A}) \times p(\Theta_{A\cap E, X_E}) \times p(\Theta_{C\setminus (A\cup B)}) \times p\left(\Theta_{(A\cup B)\cap C, X_C}\right) p(\Theta_B \mid X_B) p(\Theta_A \mid X_A).$$

In ungrouped form, the cut distribution for the new ordering graph $J_{\text{new}}$ is given by the following definition.

**Definition 10.** The cut distribution corresponding to ordering graph $J$ for modules $M$, with $\text{an}_J(M)$ denoting the ancestor modules of module $M \in M$.

$$p_J(\Theta \mid X) = \prod_{M \in M} p(\Theta_{M \setminus \text{an}_J(M)} \mid X_M, \Theta_{M \cap \text{an}_J(M)})$$

In summary, having identified the ordering of modules, the inference of any module can be only conducted after the inferences of all its ancestor modules are conducted.
Algorithm 1 Sequential formation of cut distributions

Require: A partition of observable nodes $X$ into sets $\{X_{A_1}^*, \ldots, X_{A_s}^*\}$ ordered such that $X_{A_i}^*$ is regarded as more reliable than $X_{A_j}^*$ for $i < j$.

1: Apply Rule 1 to $X_{A_1}^*$ to identify the corresponding modules $M_1$ and $M_{(2,\ldots,s)}$.
2: Apply Rule 2 to determine the order of modules $M_1$ and $M_{(2,\ldots,s)}$.
3: Apply Rule 1 to $X_{A_2}^*$ to $X_{A_s}^*$ to identify the corresponding modules $M_2$ and $M_{(3,\ldots,s)}$.
4: Apply Rule 3 to determine the order of modules $M_1, M_2$ and $M_{(3,\ldots,s)}$.
5: Set $J$ to the module order graph for $M_1, M_2$ and $M_{(3,\ldots,s)}$.
6: for $r = 3, \ldots, s - 1$ do
7: Form module groups: $T = M_{(r,\ldots,s)}$; ancestors $A$ and descendants $D$ of $T$; and other modules $E$.
8: Apply Rule 4 to $X_{A_r}^*$ to $X_{A_{s-r+1}}^*$ to identify the corresponding modules $M_r$ and $M_{(r+1,\ldots,s)}$.
9: Apply Rule 5 to determine the order of the modules $M_r, M_{(r+1,\ldots,s)}$ and $A$.
10: Apply Rule 6 to form the new ordering graph $J_{\text{new}}$, and set $J = J_{\text{new}}$.
11: end for
12: Apply Definition 10 to form cut distribution $p_J(\Theta | X)$

2.6.4 Sequential formation of cut distributions

A general algorithm for modularising inference for a model with DAG $G = (\Psi, E)$ where $\Psi = (X, \Theta)$ can now be described. We first partition the observable nodes $X$ into an arbitrary number of sets $\{X_{A_1}^*, \ldots, X_{A_s}^*\}$, ordered such that $X_{A_i}^*$ is regarded as more reliable than $X_{A_j}^*$ for $i < j$. Thus, $X_{A_1}^*$ contains the observable variables regarded as most reliable, and $X_{A_s}^*$ the least reliable. The cut distribution can then be formed using Algorithm 1.

3 Illustrative examples

In this section, we illustrate cut inference by applying Rules 1-6 that we have proposed. We first discuss a particular two-module case in which a within-module cut is applied. (The standard, generic two-module case that has been considered by many previous studies is discussed in Appendix B of the Supplementary Materials.) We then discuss a particular longitudinal model in which there is misspecification and apply a multiple-module cut. We show that the derived cut distribution can reduce estimation bias compared to the standard posterior distribution.

3.1 Two-module salmonella source attribution model

We now consider a simplified version of the two-module salmonella source attribution model that has been studied in Mikkelä et al. (2019). The model is simplified here to avoid complications that are unnecessary for illustration purposes. The purpose of the salmonella source attribution model is to quantify the proportion of human salmonella infection cases that are attributed to specific food sources in which specific salmonella subtypes exist.

Suppose there are $i = 1, \ldots, I$ predefined food sources and $s = 1, \ldots, S$ subtypes of salmonella, and let $t = 1, \ldots, T$ denote the time period. We assume the observed number of human salmonella infection cases $C_{s,t}$ due to subtype $s$ at time $t$ follows a Poisson distribution:

$$C_{s,t} \sim \text{Poisson} \left( \sum_{i=1}^{I} L_{i,t} r_{i,s,t} a_i q_s \right),$$

for $s = 1, \ldots, S$ and $t = 1, \ldots, T$, where $L_{i,t}$ is gross exposure of salmonella in food source $i$ at time $t$; $r_{i,s,t}$ is the relative proportion of salmonella subtype $s$ in food source $i$ at time $t$; the source-specific parameter $a_i$ accounts for differences between food sources in their ability to cause a human salmonella infection; and, similarly, the subtype-specific parameters $q_s$ account for differences in the subtypes.

The relative proportion of subtype $r_{i,s,t}$ is informed by a separate dataset, which records the observed annual counts $X_{i,s,t}$ of the subtypes $s$ in food source $i$ at time $t$. This is modelled as a multinomial distribution with respect to $r_{i,s,t}$ as:

$$(X_{i,1,t}, \ldots, X_{i,S,t}) \sim \text{Multinomial} \left( (r_{i,1,t}, \ldots, r_{i,S,t}), N_{i,t} \right),$$

for $i = 1, \ldots, I$ and $t = 1, \ldots, T$, where $N_{i,t} = \sum_{s=1}^{S} r_{i,s,t}$ is the known total number of counts.

A DAG representation for the model is shown in Figure C. We assume a Dirichlet prior for $(r_{i,1,t}, \ldots, r_{i,S,t})$; a Gamma prior for $L_{i,t}$; and exponential priors for both $a_i$ and $q_s$ for all $i$, $s$ and...
Given these priors, standard Bayesian inference can be applied via Bayes’ theorem. However, Mikkelø et al. (2019) notes how this approach suffers from issues of identifiability between parameters \( L_{i,t}, r_{i,s,t}, a_i \) and \( q_s \) because the product of these parameters in (4) (i.e., the expected number of human salmonella infection cases) can be the same for different combination of values of the four parameters.

This problem can be eased by applying cut inference so that part of the parameters are inferred separately, as described by Mikkelø et al. (2019). After partitioning the observable random variables into two disjoint groups \( X_A = \bigcup_{i,s,t=1}^{I,S,T} X_{i,s,t} \) and \( X_B = \bigcup_{s,t=1}^{S,T} C_{s,t} \), by Rule 1 module \( A \) is \( \Psi_A = \bigcup_{i,s,t=1}^{I,S,T} (r_{i,s,t}, X_{i,s,t}) \) and module \( B \) is \( \Psi_B = \bigcup_{s,t=1}^{S,T} (L_{i,t}, a_i, q_s, r_{i,s,t}, C_{s,t}) \). Since \( \Psi_{A\cap B} = \bigcup_{i,s,t=1}^{I,S,T} r_{i,s,t} \), there are two directed edges: one from \( \Psi_{A\cap B} \) to \( \Psi_{A\setminus B} \) (i.e., \( r_{i,s,t} \rightarrow X_{i,s,t} \)) and another from \( \Psi_{A\cap B} \) to \( \Psi_{B\setminus A} \) (i.e., \( r_{i,s,t} \rightarrow C_{s,t} \)). Hence, by Rule 2 we can choose either module \( A \) or \( B \) to be the parent module. Here, we choose to let module \( A \) be the parent module so that the parameters \( r_{i,s,t} \) can be inferred solely by information from module \( A \) resulting in the following distribution for the parameters \( r_{i,s,t} \): 

\[
p(r_{i,s,t} \mid X_{i,s,t}) \propto p(X_{i,s,t} \mid r_{i,s,t}) p(r_{i,s,t}).
\]

To further ease the identifiability issues, we follow Mikkelø et al. (2019) and apply a within-module cut on the parameter \( L_{i,t} \). That is, we ensure that \( L_{i,t} \) is inferred solely using its prior distribution \( p(L_{i,t}) \). Now the cut distribution is:

\[
p_{A \rightarrow B} \left( \bigcup_{i,s,t=1}^{I,S,T} r_{i,s,t}, L_{i,t}, a_i, q_s \right) = \prod_{i,s,t=1}^{I,S,T} p(a_i, q_s \mid r_{i,s,t}, L_{i,t}, C_{s,t}) p(r_{i,s,t} \mid X_{i,s,t}) p(L_{i,t}).
\]

Here, module \( A \) is inferred solely via \( p(r_{i,s,t} \mid X_{i,s,t}) \) and the within-module cut in module \( B \) is invoked by inferring \( L_{i,t} \) using only its prior distribution. All remaining parameters in module \( B \) are inferred using conditional self-contained Bayesian inference:

\[
p(a_i, q_s \mid r_{i,s,t}, L_{i,t}, C_{s,t}) \propto p(C_{s,t} \mid r_{i,s,t}, L_{i,t}, a_i, q_s) p(a_i) p(q_s).
\]

In summary, we note that the model constructed informally by Mikkelø et al. (2019) falls into the general framework that we have proposed.

### 3.2 Misspecified longitudinal model

We now show that multiple-module cut inference can reduce estimation bias when there is misspecification in a particular Gaussian regression example involving longitudinal observations over a period of time. Models that involve longitudinal observations naturally fit the multiple-module case, since modules can be formed according to the timepoint. We will show the estimation bias of standard Bayesian inference due to misspecification and illustrate how this bias is reduced by adopting cut inference. A numerical simulation of this example is presented in Appendix C in the supplementary materials.

Suppose the true data generating process is according to the DAG as shown in Figure 7. At each time \( t = 1, \ldots, T \), we have an \( n \)-dimensional observation \( X_t = (X_{t1}, \ldots, X_{tn}) \) with the following true data generating process:

\[
X_1 \mid \nu_1 \sim \mathcal{N}(P_1
uv_1, I);
X_t \mid \nu_t, \theta_{t-1} \sim \mathcal{N}(P_t\nu_t + Q_t f^{*}(\theta_{t-1}), I), \quad t = 2, 3, \ldots
\]

(5)
Here, $\theta_t$, $t = 1, \ldots, T$, is the parameter of interest and let $\nu_t = (a_t, \theta_t)^T$, $t = 1, \ldots, T$ be the augmented parameter which includes an additional intercept term $a_t$; and $f^* (\cdot)$ is an unknown deterministic function in the true data generating process. The current covariate matrix $P_t$ is:

$$P_t = \begin{pmatrix} 1 & p_{t1} \\ \vdots & \vdots \\ 1 & p_{tn} \end{pmatrix};$$

and the past covariate vector is $Q_t = (q_{t1}, \ldots, q_{tn})$, $t = 2, 3, \ldots$. We further assume that $p_{tk}$ and $q_{tk}$ are realizations of covariate variables, which have been drawn independently with mean 0. The 0 mean assumption is plausible because we can always centralize $P_t$ and $Q_t$ and this centralization can be compensated by the intercept parameter $a_t$. The covariance matrix is assumed to be the identity matrix $I$ for simplicity.

We now suppose the true data generating process is partially unknown. Specifically, we assume the function $f^* (\cdot)$ is unknown, and that the analysis model is misspecified as $f(\cdot) = f^*(\cdot) + \delta$, where $\delta$ quantifies the degree of misspecification.

In this Section we will calculate and compare the estimation bias when using cut inference and using standard Bayesian inference. To make the cut distribution tractable, we use the conjugate prior $\nu_t \sim N(0, I)$.

**3.2.1 Cut inference**

We first consider applying cut inference and show that the estimation bias will approximately be 0 on an average basis with respect to realizations of $P_t$ and $Q_t$. The idea is that, at every time $t$, we cut the feedback from time $t + 1$ so that misspecification beyond $t + 1$ will not affect the inference before that time.

For now, assume that the misspecification of $f^* (\cdot)$ only exists between time $t - 1$ and $t$ for a specific time $0 < t < T$ (we will relax this assumption later). To form modules, we first partition the observable random variables $X = (X_1, \ldots, X_T) = x_{1:T}$ into two disjoint groups $X^*_A = x_{1:(t-1)}$ and $X^*_B = x_{t:T}$. Then by Rule 1, we have two self-contained Bayesian modules $\Phi_A = \{\theta_{1:(t-1)}, a_{1:(t-1)}, x_{1:(t-1)}\}$ and $\Phi_B = \{\theta_{(t-1):T}, a_{(t-1):T}, x_{(t-1):T}\}$. Because the misspecification relates to the function $f^* (\cdot)$ which links observations at time $t - 1$ and $t$, we wish to prevent information from times $t, t + 1, \ldots, T$ being used, which will avoid bias for inference before time $t$. Hence, although by Rule 2 both orders hold, we choose module $B$ to be the child module.

First, note there is no misspecification before time $t - 1$ and thus a standard Bayesian inference for $(\nu_1, \ldots, \nu_{t-1})$ with information only from module $A$ can be conducted. This is available because module $A$ is a self-contained Bayesian module. Second, to calculate the estimation bias at time $t$, we split module $B$ into two modules $\Psi_C = \{\theta_{1:(t-1)}, \theta_t, a_t, x_t\}$ and $\Phi_D = \{\theta_{(t+1):T}, a_{(t+1):T}, x_{(t+1):T}\}$ and similarly treat module $D$ as the child module of module $C$ (i.e., we have the order $A \rightarrow C \rightarrow D$). To simplify the notation, we write

$$\Lambda_t = P_t^T P_t + 1 = \frac{n + 1}{\sum p_{ti}} \sum p_{ti} + 1.$$

Now by Definition 3 (case: $A \rightarrow C \rightarrow D$), the conditional self-contained Bayesian posterior of $\nu_t$, conditional on $\theta_{t-1}$, is

$$\nu_t | X_t, \theta_{t-1} \sim N(\Lambda_t^{-1} P_t^T (X_t - Q_t f(\theta_{t-1})), \Lambda_t^{-1}),$$
where \( f(\cdot) \) is the misspecified function such that \( f(\cdot) = f^*(\cdot) + \delta \), and thus

\[
\nu_t \mid X_t, \theta_{t-1} \sim \mathcal{N}(\Lambda^{-1} P_t^T (X_t - Q_t f^*(\theta_{t-1}))) - \Lambda^{-1} P_t^T Q_t \delta, \Lambda^{-1}).
\]

It is clear that the estimation bias is \( \Delta_t = K_t \delta \), where \( K_t := \Lambda^{-1} P_t^T Q_t \). Since

\[
\Lambda_t^{-1} = \frac{1}{(n + 1)(\sum p_t^2 + 1) - (\sum p_t)^2} \left( \sum p_t^2 + 1 - \sum p_t \right)
\]

the estimation bias for the intercept \( a = (a_1, \ldots, a_T) \) is

\[
K_{t1} = \frac{\sum p_t q_t - \sum p_t \sum q_t}{(n + 1)(\sum p_t^2 + 1) - (\sum p_t)^2},
\]

and the estimation bias for the parameter of interest \( (\theta_1, \ldots, \theta_T) \) is

\[
K_{t2} = \frac{\sum p_t \sum q_t - \sum p_t \sum q_t}{(n + 1)(\sum p_t^2 + 1) - (\sum p_t)^2}.
\]

Both \( K_{t1} \) and \( K_{t2} \) have mean 0 so the estimation bias will distribute around 0.

Now we consider the case when the function \( f^*(\cdot) \) is misspecified for all \( t \) meaning that we would like to cut feedback between all times \( t \) and \( t + 1 \). We therefore recursively split the modules until each module involves a single observable random variable. In other words we choose the partition \( \{X^1, \ldots, X_{A^*}\} \) of the observable random variables with \( X^k_t = X_t \) for \( t = 1, \ldots, T \). Applying Algorithm 1, module \( M_1 \) is \( \Psi_1 = \{\theta_1, a_1, X_1\} \) and module \( M(2, \ldots, T) = \{\theta_2:T, a_2:T, X_2:T\} \), and while both orderings hold by Rule 2 we find the new ordering is \( \{M_1, M(2, \ldots, T)\} \). Note that at each time \( t \) estimation bias for the intercept \( a = (a_1, \ldots, a_T) \) is

\[
E_{\theta_1} (E(\nu_2 \mid X_2, \theta_1)) = \nu_2^* - K_2 \delta.
\]

Then based on \( \Theta \), it is easy to deduce that

\[
E_{\theta_2} (E(\nu_3 \mid X_3, \theta_2)) = \Lambda_{3}^{-1} P_{3}^T (X_3 - Q_3 f^*(\theta_2)) - K_3 \delta,
\]

\[
E_{\theta_2} (E(\nu_3 \mid X_3, \theta_2)) = E_{\theta_2} (\Lambda_{3}^{-1} P_{3}^T (X_3 - Q_3 f^*(\theta_2))) - K_3 \delta
\]

\[
= \Lambda_{3}^{-1} P_{3}^T (X_3 - Q_3 f^*(\theta_2)) + \Lambda_{3}^{-1} P_{3}^T Q_3 f^*(\theta_2) - K_3 \delta
\]

\[
= \Lambda_{3}^{-1} P_{3}^T (X_3 - Q_3 f^*(\theta_2)) - K_3 (1 - f^*(\theta_2) K_{22}) \delta.
\]

Hence, the estimation bias, up to module 3, is approximately equal to \( K_3 (1 - f^*(\theta_2) K_{22}) \delta \). Similarly, we have

\[
E_{\theta_2} \ldots E_{\theta_{t-1}} (E(\nu_t \mid X_t, f(\theta_{t-1}))) \approx \Lambda_{t}^{-1} P_{t}^T (X_t - Q_t f^*(\theta_{t-1}))
\]

\[
- K_t \left( 1 - \sum_{i=1}^{t-2} \prod_{j=t-i}^{t-1} [f^*(\theta_j)] K_{ij} \right) \delta
\]

Comparing with the original estimation bias \( \Delta_t = K_t \delta \) when accumulation of bias is not considered, we observe that the estimation bias is perturbed by a multiplier \( (1 - \Upsilon_{t-1}) \), where

\[
\Upsilon_{t-1} := \sum_{i=1}^{t-2} \prod_{j=t-i}^{t-1} [f^*(\theta_j)] K_{ij} \delta.
\]

Note that \( (1 - \Upsilon_{t-1}) \) has mean 1 since \( K_{ij} \) has mean 0 for all \( 1 \leq j \leq T \) and they are independent with each other. Hence, the mean (in terms of \( P_t \) and \( Q_t \)) of the estimation bias is still 0 when function \( f^*(\cdot) \) is misspecified for all \( t \).
3.2.2 Standard Bayesian inference with estimation bias

Now we derive the standard posterior distribution for this model. Suppose for now that we perform inference under the correctly specified model. We can approximate the true data generating process \( 0_t \) for any \( t > 1 \), by Taylor approximation as a function of \( \theta_{t-1}^* \), which is a known constant value that is close to the true value \( \theta_{t-1} \):

\[
X_t \mid \nu, \theta_{t-1} \sim \mathcal{N}(P_t \nu_t + Q_t f^*(\theta_{t-1}^*) + Q_t f^*(\theta_{t-1}^*) (\theta_{t-1} - \theta_{t-1}^*), \mathbf{1}).
\]

Writing \( \tilde{X}_t := X_t - Q_t f^*(\theta_{t-1}^*) + Q_t f^*(\theta_{t-1}^*) \theta_{t-1} \) and \( m_{t-1}^* = f^*(\theta_{t-1}^*) \) for \( t > 1 \), this can be simplified as

\[
\tilde{X}_t \mid \nu, \theta_{t-1} \sim \mathcal{N}(P_t \nu_t + Q_t m_{t-1}^* \theta_{t-1}, \mathbf{1}).
\]

Let \( 0_{n \times 2} \) denote a 0 matrix with \( n \) rows and 2 columns and let

\[
\tilde{Q}_t = \begin{pmatrix}
0 & p_{t1} \\
\vdots & & \ddots & \vdots \\
0 & p_{tn}
\end{pmatrix}
\]

Then we can write the mean of \( \tilde{X} \) in the matrix form as:

\[
\mathbb{E}(\tilde{X}) \approx \mathbb{B} \nu = \begin{pmatrix}
P_1 & 0_{n \times 2} & \cdots & 0_{n \times 2} \\
\tilde{Q}_2 m_1^* & P_2 & \cdots & 0_{n \times 2} \\
0_{n \times 2} & \tilde{Q}_3 m_2^* & P_3 & \cdots & 0_{n \times 2} \\
\vdots & & & \ddots & \vdots \\
0_{n \times 2} & 0_{n \times 2} & 0_{n \times 2} & \cdots & \tilde{Q}_T m_{T-1}^* \\
\end{pmatrix}
\]

The standard posterior distribution of \( \nu \) under the conjugate prior, when there is no misspecification (i.e., when \( f^*(\cdot) \) is used), is

\[
\nu \mid \tilde{X} \sim \mathcal{N}(\Lambda^{-1} \mathbb{B}^T \tilde{X}, \Lambda),
\]

where \( \Lambda = (\mathbb{B}^T \mathbb{B} + \mathbf{I}) \) and can be interpreted as a block matrix

\[
\begin{pmatrix}
\Lambda_1^{(1)} & \Lambda_2^{(2)} & 0_{2 \times 2} & \cdots & 0_{2 \times 2} \\
\Lambda_2^{(2)} & \ddots & \ddots & \ddots & \vdots \\
0_{2 \times 2} & \ddots & \ddots & \ddots & 0_{2 \times 2} \\
\vdots & & & \ddots & \Lambda_2^{(2)} \\
0_{2 \times 2} & \cdots & 0_{2 \times 2} & \Lambda_T^{(2)} & \Lambda_T^{(1)}
\end{pmatrix}
\]

where

\[
\Lambda_1^{(1)} = \begin{pmatrix}
\frac{n + 1}{\sum_{i=1}^n p_{ti}} & \sum_{i=1}^n p_{ti} \left( \frac{1}{\sum_{i=1}^n p_{ti}^2 + (m_t^* q_{t(t+1)})^2} + 1 \right) \\
\end{pmatrix}
\]

for \( t < T \)

\[
\Lambda_1^{(2)} = \begin{pmatrix}
\frac{n + 1}{\sum_{i=1}^n p_{Ti}} & \sum_{i=1}^n p_{Ti} \left( \frac{1}{\sum_{i=1}^n p_{Ti}^2 + 1} \right) \\
\end{pmatrix}
\]

\[
\Lambda_T^{(2)} = \begin{pmatrix}
0 & m_T^* \sum_{i=1}^n p_{ti} q_{ti}
\end{pmatrix}
\]

for \( t > 1 \).

However, the model that we actually use is misspecified, with \( f(\cdot) = f^*(\cdot) + \delta \). Under this misspecification, the standard posterior distribution is:

\[
\nu \mid \tilde{X} \sim \mathcal{N}
\begin{pmatrix}
\Lambda^{-1} \mathbb{B}^T \tilde{X} - \Lambda^{-1} \mathbb{B}^T \\
\delta
\end{pmatrix}
\begin{pmatrix}
0_{n \times 1} \\
Q_2 \\
\vdots \\
Q_T
\end{pmatrix}
\]

where

\[
\mathbb{B} =
\begin{pmatrix}
0_{n \times 1} \\
\sum_{i=1}^n (q_{2i} m_{2i}^2) \\
\vdots \\
\sum_{i=1}^n (q_{Ti} m_{Ti}^2)
\end{pmatrix}
\]

\[
\mathbb{B}^T
\begin{pmatrix}
0_{n \times 1} \\
Q_2 \\
\vdots \\
Q_T
\end{pmatrix}
= 
\begin{pmatrix}
\sum_{i=1}^n (q_{2i} m_{2i}^2) \\
m_{1} \sum_{i=1}^n q_{2i} + \sum_{i=1}^n (q_{3i} m_{3i}^2) \\
m_{T-1} \sum_{i=1}^n q_{Ti} + \sum_{i=1}^n p_{Ti} q_{Ti}
\end{pmatrix}
\]
Unlike when using cut inference, there are no guarantees that the estimation bias $\Delta$ defined as

$$\Delta := \Lambda^{-1}B^T \begin{pmatrix} 0_{n \times 1} \\ Q_2 \\ \vdots \\ Q_T \end{pmatrix} \delta$$

has a mean (in terms of $P_t$ and $Q_t$) 0. Therefore, the estimation bias may not distribute around 0. An example of this is shown in the numerical simulation in Appendix C.

4 Conclusion

In this paper, we have formulated rules that describe how to apply cut inference within a modularised Bayesian framework. In particular, we formally define a “module”, which we refer to as a “self-contained Bayesian module”, as the set of variables, associated with a set of observable random variables, that can be used to conduct standard Bayesian inference for the module. We provide a rule prescribing how to form a self-contained Bayesian module from the structure of the DAG, starting from a partition of observable random variables. We describe the relationship between modules as a “parent-child ordering” in which inference of a child module is affected by its parent module (ancestor modules in multiple-module case) according to conditional self-contained Bayesian inference. This order can be identified directly from the DAG. Finally, we formulate the associated cut distributions, spanning from the basic two-module case to a more complicated multiple-module case. The extension of cut inference from the two-module case to the multiple-module case is available via our sequential splitting technique.

We define a self-contained Bayesian module in terms of the observable random variables rather than the parameters. There is a proposal of the definition of the cut inference in the two-module case via a variational message passing sampling scheme that concentrates on the parameters instead (Yu et al. 2023). The idea is that the factorized joint distribution $p$ can be viewed as a product of factors that involve parameters. For example, a likelihood $p(\theta \mid pa(\theta))$ can be regarded as a factor $f(\theta, \Theta \cap pa(\theta))$ which involves parameter $\theta$ and $\Theta \cap pa(\theta)$. The standard variational message passing algorithm for a particular $\theta$ from its full conditional density $p(\theta \mid (\Theta \setminus \theta))$ which is proportional to the product of all factors that involve this $\theta$. To conduct cut inference for this $\theta$ when a particular factor is misspecified, they derive a new modified conditional density $p_{\text{cut}}(\theta \mid (\Theta \setminus \theta))$ for $\theta$ by dropping the misspecified factor in the product. This proposal for cut inference is inspiring because it focuses on the parameter of interest and we envision it working well for the generic two-module case. However, a drawback of this approach is that the cut distribution is specified implicitly without reference to a DAG representation, making the effect of dropping factors more challenging to understand. This makes direct extension of both the proposed algorithm and the underlying definition to the multiple-module case unclear. It is also not clear how to handle the varying degrees of partial misspecification across modules (or in the factors according to the definition of Yu et al. (2023)) which is common in a multiple-module case. Furthermore, it is unclear how to determine in which order to drop factors when there are multiple misspecified factors. Nevertheless, we expect more discussions of this definition and studies of possible connections to our definition in the future.

Studies of cut inference within the generic two-module case have drawn broad attention recently. These include studies of the sampling methods for cut distribution (Plummer 2013; Jacob et al. 2020; Yu et al. 2023; Liu and Goudie 2022), the selection between cut distribution and standard posterior distribution (Jacob et al. 2017), the asymptotic properties of cut distribution (Pompe and Jacob 2021), the extension of cut inference for likelihood-free inference (Chakraborty et al. 2023), the extension of cut inference for generalized Bayesian inference (Frazier and Nott in press), and the application of cut distributions in semi-parametric hidden Markov models (Moss and Rousseau 2024). These studies are based on the generic two-module case, and extension of their results to the general multiple-module case remains unclear and may not be straightforward. We hope that this study can conceptualize cut inference for a broader range of statistical models, and enlighten future developments of methodology and algorithm, and stimulate applications of modularised Bayesian inference.
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A Supplementary Materials: Proofs

A.1 Proof of Lemma 1

1. We prove each point separately.

- Given Rule 1, it is straightforward to conclude that $\Psi_{\{A\cup B\}^c}$ only contains parameters. This is because all observables will be in either $X_A$ or $X_B$ (or both) since $X = X_A^c \cup X_B^c$ is a partition of the observables.

- Now, suppose there is an edge $\psi_{\{A\cup B\}^c} \rightarrow x_{A\cap B}$, where $x_{A\cap B} \in X_{A\cap B}$ and $\psi_{\{A\cup B\}^c} \in \Psi_{\{A\cup B\}^c}$. By Rule 1, we must incorporate $\psi_{\{A\cup B\}^c}$ into either module $A$ or module $B$. This contradicts the fact that $\psi_{\{A\cup B\}^c} \in \Psi_{\{A\cup B\}^c}$.

Now suppose there is an edge $\psi_{\{A\cup B\}^c} \rightarrow \theta_{A\cap B}$, where $\theta_{A\cap B} \in \Theta_{A\cap B}$ and $\psi_{\{A\cup B\}^c} \in \Psi_{\{A\cup B\}^c}$. By Rule 1, $\theta_{A\cap B}$ must have a descendant $x^* \in X$ such that there is at least one directed path between $x^* = \psi_1, \ldots, \psi_s = \theta_{A\cap B}$ with $x^*$ as the leaf and every $\psi_i \in \Theta, l > 1$. Then by Rule 1 we must incorporate $\psi_{\{A\cup B\}^c}$ into the module associated with this $x^*$. This contradicts the fact that $\psi_{\{A\cup B\}^c} \in \Psi_{\{A\cup B\}^c}$.

Since $\Psi_{A\cup B} = X_{A\cup B} \cup \Theta_{A\cup B}$ we conclude that $\text{ch}(\Psi_{\{A\cup B\}^c}) = \emptyset$.

2. Let $\psi_{A\cap B} \leftarrow \psi^*$ be an edge where $\psi_{A\cap B} \in \Psi_{A\cap B}$ and $\psi^* \notin \Psi_{A\cap B}$. By the first statement of Lemma 1, $\psi^* \notin \Psi_{\{A\cup B\}^c}$. By Rule 1, we must incorporate $\psi^*$ into module $A$, so it must belong to $\Psi_{A\cap B}$.

Now let $\psi_{A\cap B} \rightarrow \psi^*$ be an edge where $\psi_{A\cap B} \in \Psi_{A\cap B}$ and $\psi^* \notin \Psi_{A\cap B}$. If $\psi^* \in \Psi_{B\setminus A}$, by Rule 1 we must incorporate $\psi_{A\cap B}$ into module $B$. This has contradicted the fact that $\psi_{A\cap B} \in \Psi_{A\cap B}$. Hence, $\psi^*$ can only belong to either $\Psi_{A\cap B}$ or $\Psi_{\{A\cup B\}^c}$.

3. We consider the possibility that $\psi_{A\cap B}$ is a member of $X_{A\cap B}$ and $\Theta_{A\cap B}$ separately.

Consider a V-structure $\psi_{A\cap B} \rightarrow x_{A\cap B} \leftarrow \psi_{B\setminus A}$ where $x_{A\cap B} \in X_{A\cap B}$. Now $x_{A\cap B}$ must belong to either $X_A^c$ or $X_B^c$ since these are a partition of $X$. Suppose $x_{A\cap B} \in X_A^c$, then by Rule 1, we must incorporate both $\psi_{A\cap B}$ and $\psi_{B\setminus A}$ into module $A$, which leads to a contradiction. The corresponding argument applies if $x_{A\cap B} \in X_B^c$.

4. We first consider $\text{pa}(\Theta_{A\cap B})$. By Rule 1, any parent node $\psi \in \text{pa}(\Theta_{A\cap B})$ must also have descendants both in $X_A^c$ and $X_B^c$. Therefore, this $\psi$ belongs to both module $A$ and $B$. Because $\psi \notin \Theta_{A\cap B}$ by the definition of $\text{pa}(\cdot)$, then $\psi \in X_{A\cap B}$.

We then consider $\text{pa}(X_{A\cap B})$. By the first statement of Lemma 1, $\text{pa}(X_{A\cap B}) \cap \Psi_{\{A\cup B\}^c} = \emptyset$. Then $\text{pa}(X_{A\cap B}) \subseteq \Psi_{\{A\cup B\}^c} \cup X_{A\cap B}$. It is clear that $\Psi_{\{A\cup B\}^c} \cup X_{A\cap B} = \{\Theta_{A\cap B}, \Theta_{A\cup B}, \Theta_{A\cap B \cup X_{A\cap B}}, X_{A\cap B}, X_{B\setminus A}\}$.

5. We first consider the case when $\Psi_{\{A\cup B\}^c}$-cut-subgraph $G_{\text{cut}(\Psi_{\{A\cup B\}^c})}$ has two disconnected components which are formed separately by nodes $\Psi_A$ and $\Psi_B$. If $\Psi_{A\cap B} \neq \emptyset$, then there must exist at least one $\psi \in \Psi_{A\cap B}$ which is the common ancestor of $X_A^c \subseteq \Psi_A$ and $X_B^c \subseteq \Psi_B$ by Rule 1. Hence $\Psi_A$ is connected with $\Psi_B$ which leads to a contradiction.

We then consider the case when $\Psi_{A\cap B} = \emptyset$. If nodes $\Psi_A$ and $\Psi_B$ are connected in $\Psi_{\{A\cup B\}^c}$-cut-subgraph $G_{\text{cut}(\Psi_{\{A\cup B\}^c})}$, then there must be at least one edge $\psi_1 \rightarrow \psi_2$ where $\psi_1 \in \Psi_A$ and $\psi_2 \in \Psi_B$ (or $\psi_1 \in \Psi_B$ and $\psi_2 \in \Psi_A$), because there is no edge between $\Psi_{A\cap B}$ and $\Psi_{\{A\cup B\}^c}$ in $G_{\text{cut}(\Psi_{\{A\cup B\}^c})}$. Because $\psi_1 \in \Psi_A$, there must be a directed path $\psi_1 \rightarrow x_a$ where $x_a \in X_A^c$ by Rule 1. Similarly, because $\psi_2 \in \Psi_B$, there must be a directed path $\psi_2 \rightarrow x_b$ where $x_b \in X_B^c$ by Rule 1. Now we have that there are both $\psi_1 \rightarrow x_a$ and $\psi_1 \rightarrow x_b$, then by Rule 1 we must include this $\psi_1$ into $\Psi_{A\cap B}$ which leads to a contradiction.

A.2 Proof of Lemma 2

By definition $\text{pa}(\Theta_{\{A\cup B\}^c}) \subseteq \Theta_{A\cup B} \cup X$, and by the first statement of Lemma 1 $\text{ch}(\Theta_{\{A\cup B\}^c}) = \emptyset$. This implies that $\Theta_{\{A\cup B\}^c}$ is independent from $(\Theta_{A\cup B}, X) \setminus \text{pa}(\Theta_{\{A\cup B\}^c})$ conditional on $\text{pa}(\Theta_{\{A\cup B\}^c})$. Hence, the standard posterior distribution is

$$p(\Theta \mid X) = p(\Theta_{\{A\cup B\}^c} \mid \text{pa}(\Theta_{\{A\cup B\}^c}))p(\Theta_{A\cup B} \mid X).$$

Since $X = (X_{A\setminus B}, X_{A\cap B}, X_{B\setminus A})$ by the first statement of Lemma 1, we can factorise the second term as

$$p(\Theta_{A\cup B} \mid X) = p(\Theta_{B\setminus A} \mid \Theta_{A\setminus B}, \Theta_{A\cap B}, X_{A\setminus B}, X_{A\cap B}, X_{B\setminus A})p(\Theta_A \mid X).$$

We now aim to show:

$$\Theta_{B\setminus A} \perp (\Theta_{A\setminus B}, X_{A\setminus B}) \mid (\Theta_{A\cap B}, X_{A\cap B}, X_{B\setminus A}).$$
We prove the Theorem for $\Psi_B$. By symmetry of $A$ and $B$, the second result follows by symmetry of $A$ and $B$.

In summary, we have proved that the $\psi$-connection by ({$\Theta_{A|B}$, $X_{A|B}$}) does not hold. Hence, $\Theta_{B|A}$ and ({$\Theta_{A|B}$, $X_{A|B}$}) are d-separated by ({$\Theta_{A|B}$, $X_{A|B}$, $X_{B|A}$}) and we have

$$\Theta_{B|A} \perp \{X_{A|B} \mid (\Theta_{A|B}, X_{A|B}, X_{B|A})\}.$$ 

and therefore

$$p(\Theta_{A|B} \mid X) = p(\Theta_{B|A} \mid \Theta_{A|B}, X_{A|B}, X_{B|A}) p(\Theta_A \mid X).$$

The second result follows by symmetry of $A$ and $B$.

### A.3 Proof of Theorem 1

We prove the Theorem for $\Psi_A$: the proof for $\Psi_B$ is the same due to symmetry. Given $X_A^*$, Rule 1 indicates that the $X_A^*$-associated observables $X_{A|X_A^*} = X_{A|B} \cap X_{X_A^*}$ and the $X_A^*$-associated parameters $\Theta_{X_A^*} = \Theta_A$ (the parameter of interest to infer the true data generating process of $X_A^*$). By Definition 2, we need to build a posterior distribution $p(\Theta_A \mid X_{A|X_A^*} \cap X_B^*)$ in order to prove $\Phi_A = (\Theta_A, X_A)$ is a minimally self-contained Bayesian module with respect to $X_A^*$.

Given the DAG in which $\Psi_A$ and $\Psi_B$ are formed via Rule 1, by Lemma 1, we can write the distribution of each set of variables as follows:

$$p(\Theta_{A|B} \mid \text{pa}(\Theta_{A|B})) = p(\Theta_{A|B}) \perp \{\Theta_{A|B}, X_{A|B}, X_{A|B}\}.$$ 

$$p(\Theta_{A|B} \mid \text{pa}(\Theta_{A|B})) = p(\Theta_{A|B}) \perp X_{A|B}.$$ 

$$p(X_{A|B} \mid \text{pa}(X_{A|B})) = p(X_{A|B}) \perp \{\Theta_{A|B}, X_{A|B}, X_{A|B}\}.$$ 

$$p(X_{A|B} \mid \text{pa}(X_{A|B})) = p(X_{A|B}) \perp \{\Theta_{A|B}, X_{A|B}, X_{A|B}\}.$$ 

$$p(X_{B|A} \mid \text{pa}(X_{B|A})) = p(X_{B|A}) \perp \{\Theta_{B|A}, X_{B|A}, X_{B|A}\}.$$ 

$$p(\Theta_{A|B}) \perp \{\text{pa}(\Theta_{A|B})\}; \quad \text{pa}(\Theta_{A|B}) \subseteq \{\Theta_{A|B}, X_{A|B}, X_{A|B}\}.$$ 

Note that, because $X = X_A^* \cup X_B^*$, the distribution of $X_{A|B}$ can be split into

$$p(X_{A|B} \mid \text{pa}(X_{A|B})) = p(X_{A|B} \cap X_A^* \mid \text{pa}(X_{A|B} \cap X_A^*)) p(X_{A|B} \cap X_B^* \mid \text{pa}(X_{A|B} \cap X_B^*)).$$

Because $\text{pa}(X_A^*) \perp \Psi_{B|A} = \emptyset$ and $\text{pa}(X_B^*) \perp \Psi_{B|B} = \emptyset$, we can write

$$p(X_{A|B} \cap X_A^* \mid \text{pa}(X_{A|B} \cap X_A^*)) \subseteq \{\Theta_{A|B}, \Theta_{A|B}, X_{A|B}, X_{A|B} \cap X_B^*\}$$ 

$$p(X_{A|B} \cap X_B^* \mid \text{pa}(X_{A|B} \cap X_B^*)) \subseteq \{\Theta_{A|B}, \Theta_{B|A}, X_{B|A}, X_{B|A} \cap X_A^*\}.$$ 

Now given these distributions, one posterior distribution for $\Theta_A$ is simply the standard posterior distribution using all observables. That is:

$$p(\Theta_A \mid X) = \int p(\Theta_A, \Theta_{B|A}, \Theta_{A|B}) \mid X \; d\Theta_{B|A} \; d\Theta_{A|B}.$$ 

This posterior distribution does not justify module $A$ being a self-contained Bayesian module because the posterior involves variables $X_{B|A}$ that are not in module $A$. However, as we discussed in Section 2.2 of the main text, there could be alternative posterior distributions that do not use all observables. Now we select
the following four distributions to build the posterior distribution \( p(\Theta_A \mid X_A^*, X_{A^cB} \cap X_B^*) \). Note that, this selection contains all distributions that do not involve any variable from \( X_{B^cA} \). The joint distribution is:

\[
p(\Theta_{A,B} \mid \text{pa}(\Theta_{A,B})) p(\Theta_{A^cB} \mid \text{pa}(\Theta_{A^cB})) p(X_{A,B} \mid \text{pa}(X_{A,B})) p(X_{A^cB} \mid X_A^* \mid \text{pa}(X_{A^cB} \cap X_A^*))
\]

and it equals to

\[
p(\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^* \mid \text{pa}(\{\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^*\}))
\]

Now we consider \( \text{pa}(\{\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^*\}) \). Since:

\[
\text{pa}(\{\Theta_{A,B}, X_{A,B}\}) \subseteq \{\Theta_{A^cB}, X_{A^cB}\};
\]

\[
\text{pa}(\Theta_{A^cB}) \subseteq X_{A^cB},
\]

then

\[
\text{pa}(\{\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}\}) \subseteq X_{A^cB} = \{X_{A,B} \cap X_A^*, X_{A^cB} \cap X_A^*\}.
\]

By Rule 1, a parent node of \( X_A^* \) belongs to module \( A \), so:

\[
\text{pa}(X_{A^cB} \cap X_A^*) \subseteq \{\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^*\}.
\]

This implies that

\[
\text{pa}(\{\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^*\}) \subseteq X_{A^cB} \cap X_A^*.
\]

Now we consider \( X_{A^cB} \cap X_A^* \). Given any \( a \in X_{A^cB} \cap X_A^* \), by Rule 1, there is at least one directed path \( a \rightarrow b \) with a path \( a = \psi_1, \psi_2, \ldots, \psi_s = b \), where \( b \in X_A^* \) and \( \psi_i \notin \{\Theta_{(A,B)^r}, \Theta_{B^cA}, X_B \cap X_A^*\} \) for \( i \geq 2 \). Hence,

\[
\psi_2 \in \{\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^*\}.
\]

Therefore, we have

\[
X_{A^cB} \cap X_A^* \subseteq \text{pa}(\{\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^*\}) = X_{A^cB} \cap X_A^*.
\]

Combining (7) and (8) implies that

\[
\text{pa}(\{\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^*\}) = X_{A^cB} \cap X_A^*.
\]

and the joint distribution can be written as:

\[
p(\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^* \mid X_{A^cB} \cap X_A^*).
\]

Note that, \( X_A^* = X_{A,B} \cup (X_{A^cB} \cap X_A^*) \). Then we can write a posterior distribution of \( \Theta_A \) as

\[
p(\Theta_A \mid X_A^*, X_{A^cB} \cap X_B^*) = \frac{p(\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^* \mid X_{A^cB} \cap X_B^*)}{\int p(\Theta_{A,B}, \Theta_{A^cB}, X_{A,B}, X_{A^cB} \cap X_A^* \mid X_{A^cB} \cap X_B^*) d\Theta_A},
\]

where \( X_A^* = X_{A,B} \cup (X_{A^cB} \cap X_B^*) \) and \( X_{\text{supp}} = \emptyset \), by Definition 2, we conclude that \( \Psi_A = (\Theta_A, X_A) \) forms a minimally self-contained Bayesian module with respect to observable random variables \( X_A^* \).

A.4 Proof of Lemma 3

We give a proof by contradiction. Suppose \( \Psi_{A \setminus B} \) and \( \Psi_{B^cA} \) are d-connected by \( \Psi_{A^cB} \). This indicates that there exists an undirected path \( U \): \( \psi_A \setminus B = \psi_1, \cdots, \psi_s = \psi_B \setminus A \) between \( \Psi_{A \setminus B} \) and \( \Psi_{B^cA} \) such that for every collider \( \psi_l \) on this path \( U \), either \( \psi_l \) or a descendent of \( \psi_l \) is in \( \Psi_{A \setminus B} \), and no non-collider on this path \( U \) is in \( \Psi_{A^cB} \). By the second statement of Lemma 1, we conclude that there is no edge that links \( \Psi_{A \setminus B} \) and \( \Psi_{B \setminus A} \). Hence, all undirected paths that link \( \Psi_{A \setminus B} \) and \( \Psi_{B^cA} \) go through nodes in \( \Psi_{A^cB} \) and \( \Psi_{(A,B)^r} \).

If path \( U \) does not involve any node from \( \Psi_{(A,B)^r} \), because of the \( d\)–connection by \( \Psi_{A^cB} \), there must be a V-structure \( \psi_{l-1} \rightarrow \psi_l \leftarrow \psi_{l+1} \) on path \( U \) where \( \psi_l \in \Psi_{A \setminus B^c} \), \( \psi_{l-1} \in \Psi_{A \setminus B} \) and \( \psi_{l+1} \in \Psi_{B^cA} \). This has contradicted the third statement of Lemma 1.

If path \( U \) involves nodes from \( \Psi_{(A,B)^r} \), by the first statement of Lemma 1, there must be a fragment of path \( U \): \( a = \psi_{s_1}, \psi_{s_1+1}, \cdots, \psi_{s_2} = b \), \( s_1 \geq 1 \) and \( s_2 \leq s \), that satisfies \( (\psi_{s_1}, \psi_{s_2}) \in (\Psi_{(A,B)^r}) \), \( (\psi_{s_2+1}, \cdots, \psi_{s_2+1}) \in (\Psi_{(B^cA)^r}) \), \( \psi_{s_1} \rightarrow \psi_{s_2+1} \) and \( \psi_{s_2} \rightarrow \psi_{s_2+1} \). Hence, there must be a V-structure \( \psi_{l-1} \rightarrow \psi_l \leftarrow \psi_{l+1} \) on this fragment. Because of the \( d\)–connection by \( \Psi_{A^cB} \), a descendent of \( \psi_l \in \Psi_{(A,B)^r} \) is in \( \Psi_{A^cB} \). This has contradicted the fact that \( ch(\Psi_{(A,B)^r}) = \emptyset \) (i.e., a descendent of \( \psi_l \in \Psi_{(A,B)^r} \) must be in \( \Psi_{(A,B)^r} \)).

In summary, we have proved that the \( d\)–connection between \( \Psi_{A \setminus B} \) and \( \Psi_{B^cA} \) by \( \Psi_{A^cB} \) does not hold. Hence, \( \Psi_{A \setminus B} \) and \( \Psi_{B^cA} \) are d-separated by \( \Psi_{A^cB} \) and we have

\[
\Psi_{A \setminus B} \parallel \Psi_{B^cA} \mid \Psi_{A^cB}.
\]
When the modules are unordered neither $A \rightarrow B$ nor $B \rightarrow A$ hold, so $\text{ch}(\Psi_{A \cap B}) \cap \Psi_{A \setminus B} = \emptyset$, which implies that $\text{ch}(\Psi_{A \cap B}) \subseteq \Psi_{(A \cup B)}$. We proceed by contradiction. Suppose $\Psi_{A \cap B} \neq \emptyset$, so there must exist a node $\psi \in \Psi_{A \cap B}$. Then there must exist a directed path $\psi = \psi_1, \ldots, \psi_s \in \Psi_{A \setminus B}$. Since $\text{ch}(\Psi_{A \cap B}) \subseteq \Psi_{(A \cup B)}$, $\psi \in \Psi_{A \cap B} \cup \Psi_{A \cap B}$, so $\Psi_2 \subseteq \Psi_{A \setminus B}$ and thus $s > 2$. Since $\psi_s \notin \Psi_{A \cap B}$ there must exist a $j \in \{2, \ldots, s\}$ such that $\psi_{j-1} \in \Psi_{A \cap B}$ and $\psi_j \notin \Psi_{A \cap B}$. Now $\text{ch}(\psi_{j-1}) \in \Psi_{(A \cup B)}$, so $\psi_j, \ldots, \psi_s \in \Psi_{(A \cup B)}$ by statement 1 of Lemma 1. This contradicts $\psi_s \in \Psi_{A \setminus B}$, so $\Psi_{A \cap B} = \emptyset$.

A.5 Proof of Theorem 2

Because both the joint distribution $p(X, \Theta)$ and $p_f(\Theta)$ involve the term $p(\Theta_{(A \cup B)^c}) | \text{pa}(\Theta_{(A \cup B)^c})$, it is cancelled in the denominator and numerator of the logarithm term of KL divergence. Therefore, by denoting the marginal joint distribution

$$p(\Theta_A, \Theta_{B \setminus A}, X) = \frac{p(X, \Theta)}{p(\Theta_{(A \cup B)^c}) | \text{pa}(\Theta_{(A \cup B)^c})},$$

the KL divergence is

$$D_{KL}(p_f(\cdot), p(X, \cdot)) = \int f(\Theta_{B \setminus A})p(\Theta_A | X_A) \log \frac{f(\Theta_{B \setminus A})p(\Theta_A | X_A)}{p(\Theta_A, \Theta_{B \setminus A}, X)} d\Theta_A d\Theta_{B \setminus A}.$$

By the proof of Theorem 1, we have

$$p(\Theta_A | X_A) = \frac{p(\Theta_{A}, \Theta_{A \cap B}, X_{A \cap B}, X_{A \cap B} \cap X_A^* | X_{A \cap B} \cap X_B^*)}{C},$$

where the numerator is a product of $p(\Theta_{A \cap B} | \text{pa}(\Theta_{A \cap B}))$, $p(\Theta_{A \cap B} | \text{pa}(\Theta_{A \cap B}))$, $p(X_{A \cap B} | \text{pa}(X_{A \cap B}))$ and $p(X_{A \cap B} \cap X_A^* | \text{pa}(X_{A \cap B} \cap X_A^*))$ which are also involved in the marginal joint distribution $p(\Theta_A, \Theta_{B \setminus A}, X)$ and $C$ is a constant that does not depend on any component of the parameter $\Theta$. Therefore, we can cancel the numerator of $p(\Theta_A | X_A)$ with the corresponding terms in $p(\Theta_A, \Theta_{B \setminus A}, X)$ in the logarithm term of the KL divergence and then integral $\Theta_A$. The KL divergence is reduced to

$$D_{KL}(p_f(\cdot), p(X, \cdot)) = \int f(\Theta_{B \setminus A}) \log \frac{f(\Theta_{B \setminus A})}{p(\Theta_{B \setminus A}, X_{B \setminus A}, X_{A \cap B} \cap X_A^* | \text{pa}((\Theta_{B \setminus A}, X_{B \setminus A}, X_{A \cap B} \cap X_B^*)))} d\Theta_{B \setminus A}.$$

To minimize this KL divergence, we require:

$$f(\Theta_{B \setminus A}) \propto p(\Theta_{B \setminus A}, X_{B \setminus A}, X_{A \cap B} \cap X_A^* | \text{pa}((\Theta_{B \setminus A}, X_{B \setminus A}, X_{A \cap B} \cap X_B^*))).$$

We now consider

$$p(\Theta_{B \setminus A}, X_{B \setminus A}, X_{A \cap B} \cap X_B^* | \text{pa}((\Theta_{B \setminus A}, X_{B \setminus A}, X_{A \cap B} \cap X_B^*))).$$

By the proof of Theorem 1, we have

$$\text{pa}((\Theta_{B \setminus A}, X_{B \setminus A})) \subseteq \{\Theta_{A \cap B}, X_{A \cap B}\};$$

$$\text{pa}(X_{A \cap B} \cap X_B^*) \subseteq \{\Theta_{A \cap B}, \Theta_{B \setminus A}, X_{B \setminus A} \cap X_A^*\}.$$

Hence,

$$\text{pa}((\Theta_{B \setminus A}, X_{B \setminus A}, X_{A \cap B} \cap X_A^*)) \subseteq \{\Theta_{A \cap B}, X_{A \cap B} \cap X_A^*\}.$$

Although the right side term $\{\Theta_{A \cap B}, X_{A \cap B} \cap X_A^*\}$ may be larger than the parent nodes of $\{\Theta_{B \setminus A}, X_{B \setminus A}, X_{A \cap B} \cap X_B^*\}$, we can write

$$f(\Theta_{B \setminus A}) \propto p(\Theta_{B \setminus A}, X_{B \setminus A}, X_{A \cap B} \cap X_B^* | \Theta_{A \cap B}, X_{A \cap B} \cap X_A^*).$$

Finally, we have

$$f(\Theta_{B \setminus A}) = p(\Theta_{B \setminus A} | \Theta_{A \cap B}, X_{B \setminus A}, X_{A \cap B}).$$

A.6 Proof of Lemma 4

We first consider the case when $\Psi_{BC} \neq \emptyset$. By Rule 1, there must be at least one edge $a \rightarrow b$ where $a \in \Psi_{BC}$ and $b$ is either from $\Psi_B \cup \Psi_C$ or $A$. We only need to consider the case when $b \in A$. If $b \in \Theta \cap A$, then $a \in \Psi_A$, and this has contradicted the fact that $a \in \Psi_{BC}$. If $b \in X \cap A$, then $b$ must not be within $X_A^*$ so that $a$ is not in $\Psi_A$. Hence $b \in X_B^* \cup X_B^*$. We now consider the case when $\Psi_{BC} = \emptyset$. We first prove that if there is no edge that directly links $B$ and $C$ by contradiction.
Without loss of generality, if there is an edge $\psi_i \rightarrow x_c$ where $\psi_i \in \Psi_B$ and $x_c \in X_C$, since $X_C \subseteq X^*_C$, then by Rule 1, we have that $\psi_i \in \Psi_C$. Given that $\psi_i \in \Psi_B$, we have $\psi_i \in \Psi_{B \cap C}$. This has contradicted the fact that $\psi_i \in \Psi_B$.

If this edge $\psi_i \rightarrow \theta_c$ satisfies $\psi_i \in \Psi_B$ and $\theta_c \in \Theta_C$, by Rule 1, there must be a directed path with an observable random variable $x_c \in X^*_C$ as the leaf and $\theta_c$ as the root. By Rule 1 again, we conclude that we must incorporate $\psi_i$ into module $C$. Therefore we have $\psi_i \in \Psi_{B \cap C}$ which contradicts the fact that $\psi_i \in \Psi_B$.

Similarly to the proof of Lemma 3, we now give a proof by contradiction. Suppose $\Psi_B$ and $\Psi_C$ are d-connected by $\Psi_A$ in DAG $G$. This indicates that there exists an undirected path $U$: $\Psi_B = \psi_1, \ldots, \psi_s = \psi_C$ between $\Psi_B$ and $\Psi_C$ such that for every collider $\psi_i$ on this path $U$, either $\psi_i$ or a descendent of $\psi_i$ is in $\Psi_A$, and no non-collider on this path $U$ is in $\Psi_A$. Because there is no edge that links $\Psi_B$ and $\Psi_C$, all undirected paths that link $\Psi_B$ and $\Psi_C$ go through nodes in $\Psi_A \cup \Psi_S$.

If path $U$ does not involve any node from $\Psi_S$, because of the $d-$connection by $\Psi_A$, there must be a V-structure $\psi_{i-1} \rightarrow \psi_i \leftarrow \psi_{i+1}$ on path $U$ where $\psi_i \in \Psi_A$, $\psi_{i-1} \in \Psi_B$ and $\psi_{i+1} \in \Psi_C$. Because $\psi_i \in \Psi_A$, we must include $\psi_{i-1}$ and $\psi_{i+1}$ into $\Psi_A$ according to Rule 1, this has contradicted the fact that $\Psi_B \cup \Psi_C$ does not intersect with $\Psi_A$.

If path $U$ involves nodes from $\Psi_S$, by the first statement of Lemma 1, there must be a fragment of path $U$: $a = \psi_{s_1}, \psi_{s_1+1}, \ldots, \psi_{s_2} = b$, $s_1 \geq 1$ and $s_2 \leq s$, that satisfies $(\psi_{s_1}, \psi_{s_2}) \in \Psi_{(A \cup B \cup C)}$, $(\psi_{s_1+1}, \ldots, \psi_{s_2-1}) \in \Psi_S$, $\psi_{s_1} \rightarrow \psi_{s_1+1}$ and $\psi_{s_2} \rightarrow \psi_{s_2-1}$. Hence, there must be a V-structure $\psi_{s_1-1} \rightarrow \psi_{s_1} \leftarrow \psi_{s_1+1}$ on this fragment. Because of the $d-$connection by $\Psi_A$, a descendent of $\psi_i \in \Psi_S$ is in $\Psi_A$. This has contradicted the fact that $\psi_i \in \Psi_S$ (i.e., a descendent of $\psi_i \in \Psi_S$ must be in $\Psi_S$).

In summary, we have proved that the $d-$connection between $\Psi_B$ and $\Psi_C$ by $\Psi_A$ does not hold. Hence, $\Psi_B$ and $\Psi_C$ are d-separated by $\Psi_A$ and we have

$$\Psi_B \perp \Psi_C \mid \Psi_A.$$  

### B Illustration of cut inference on the generic two-module case

We consider the most commonly-used and simplest two-module case, which has been extensively previously considered (e.g., Plummer 2015, Carmona and Nichols 2020, Liu and Goudie 2022). Suppose that we have observable random variables $Y$ and $Z$ and parameters $\varphi$ and $\theta$, as shown in Figure 8 (a). The joint distribution, given the likelihood and prior distributions, is

$$p(Y, Z, \theta, \varphi) = p(Y \mid \theta, \varphi)p(Z \mid \varphi)p(\theta)p(\varphi),$$

and the standard posterior distribution is:

$$p(\theta, \varphi \mid Y, Z) = p(\theta \mid \varphi, Y)p(\varphi \mid Y, Z). \quad (9)$$

We first partition the observable random variables into two disjoint groups. Suppose we choose the following split: $X_A = Z \in \Psi_A$ and $X_B = Y \in \Psi_B$. By Rule 1, we then enlarge $\Psi_A$ and $\Psi_B$ by incorporating the ancestors of $Z$ and $Y$. This leads to two self-contained Bayesian modules: $\Psi_A = (\varphi, Z)$ and $\Psi_B = (\theta, \varphi, Y)$. It can be easily checked that these are self-contained Bayesian modules because the following two posterior distributions are well-defined:

$$p_A(\varphi \mid Z) \propto p(Z \mid \varphi)p(\varphi); \quad (10a)$$

$$p_B(\theta, \varphi \mid Y) \propto p(Y \mid \theta, \varphi)p(\theta)p(\varphi). \quad (10b)$$

Next we identify the order between modules $A$ and $B$. There are two directed edges from $\Psi_A \cap B = \varphi$ to $\Psi_{B \cap A} = (\theta, Y)$ or $\Psi_{A \cap B} = Z$: $\varphi \rightarrow Y$ and $\varphi \rightarrow Z$. Thus, by Rule 2, either module $A$ or $B$ can be the parent module. The assignment of the parent module typically depends on how much we trust the information provided each module.

Suppose we know that there is a misspecification of module $B$ and consequently we want to prevent inference of $\varphi$ being affected by information from module $B$. In this case, we should regard module $A$ as the parent module. To cut the feedback, we first obtain the cut-sub-graph $G_{\text{cut}(\Psi_{A \cup B})}$ as shown in Figure 8 (b). Then by Rule 3, we can infer $\varphi$ by only using information from module $A$ by using its marginal posterior $p_A(\varphi \mid Z)p(\theta)$. To infer the child module $B$, we use conditional self-contained Bayesian inference, conditioning on $\varphi$ for the distribution of $\theta$. The cut distribution is

$$p_{A \rightarrow B}(\theta, \varphi) = p(\theta \mid \varphi, Y)p_A(\varphi \mid Z) \propto p(Y \mid \theta, \varphi)p_A(\varphi \mid Z)p(\theta).$$

It is clear that the inference of module $A$ (i.e., $\varphi$) is not affected by $\Psi_{B \setminus A}$. 


Figure 8: **DAG representation of a generic two-module model.** (a) The original DAG $G$ for the joint distribution. (b) The cut-sub-graph $G_{\text{cut}}(\Psi_{(B\rightarrow A)})$. (c) The cut-sub-graph $G_{\text{cut}}(\Psi_{(A\rightarrow B)})$. The modules are $\Psi_A = (\varphi, Z)$ and $\Psi_B = (\theta, \varphi, Y)$.

Suppose now that we wish to regard module $B$ as the parent module so that $B \rightarrow A$. In this case, the cut-sub-graph $G_{\text{cut}}(\Psi_{(A\rightarrow B)})$, shown in Figure 8(c), is needed to apply Rule 3. Notice that cutting the feedback here results in the observable random variable $Z$ not being used: the cut distribution is simply the posterior distribution of module $B$ as [10b]:

$$p_{B \rightarrow A}(\theta, \varphi) = p_B(\theta, \varphi | Y).$$

Comparing $p_{A \rightarrow B}(\theta, \varphi)$ and $p_{B \rightarrow A}(\theta, \varphi)$ with the standard posterior distribution $p(\theta, \varphi | Y, Z)$, we conclude that no matter which module is regarded as the parent module, the parent module is always inferred without being affected by information from the child module. This is in contrast to the standard posterior distribution [9], under which $\varphi$ depends on both $Y$ and $Z$ and $\theta$ depends on $Y$ and $\varphi$, meaning that inference is a mixture of information from both module $A$ and module $B$.

**C Numerical simulation of section 3.2**

Suppose the true data generating process for observations is equation (6) in the main text, where $(a_1, \ldots, a_T)$ is set as 0 for simplification and the elements of covariates $(p_{t1}, \ldots, p_{tn})$ and $(q_{t1}, \ldots, q_{tn})$, $t = 1, 2, \ldots, 100$ are independently generated from normal distribution with mean 0. At times $t = 1, 2, \ldots, 100$, suppose the true value for the parameter is $\theta_t = 10\sin(t)$, and the “linking” function $f^*(\cdot)$ in the true data generating process is $f^*(\theta) = \theta$.

Here, we consider the following three scenarios for the mis-specification of the function $f(\cdot)$ that we use in the model:

- $f(\theta) = f^*(\theta) - 2 = \theta - 2$; **Upper biased**;
- $f(\theta) = f^*(\theta) + 2 = \theta + 2$; **Lower biased**;
- $f(\theta) = f^*(\theta) = \theta$; **Not biased**;

We simulate $n = 100$ observations independently according to the true data generating process at each $t$. Hence, we have observations $X_t = (X_{t1}, \ldots, X_{t100})$, $t = 1, \ldots, 100$.

We now consider and compare the cut inference with the standard Bayesian inference under three scenarios. We use a Metropolis-Hasting algorithm for standard Bayesian inference and WinBUGS algorithm (Lunn et al. 2009b) for the cut inference. The WinBUGS algorithm works fine here because the model has a simple linear form. We draw samples from both samplers until the chains converge and use the posterior mean from the samples as our estimate of $\theta_t$, $t = 1, \ldots, 100$. The results are shown in Figure 9.

We first look at the scenarios when there is a deterministic bias. For the upper bias scenario, estimates of standard Bayesian inference all overestimate the parameter. Similarly, estimates of standard Bayesian inference all underestimate the parameter when there is a lower bias instead. In contrast, the estimates using cut inference evenly distribute around the truth. This indicates that cut inference reduces the estimation bias in this simulation, as the theory in Section 3.2 indicated.

We now consider the scenario when there is no misspecification. Both standard Bayesian inference and cut inference have correctly estimated the parameter on an average basis with respect to sampling time. Unlike the scenario of mis-specification, standard Bayesian inference outperforms cut inference in terms of the variance of the estimation bias. This is expected as the standard Bayesian inference utilizes all available information when the whole model is correctly specified. In contrast, cut inference has prevented the feedback from descendant modules so information is only partially used to infer the parameter.

**D Definition of d-separation used in this paper**

In a DAG, a path between $\psi_1$ and $\psi_m$ ($\psi_1, \psi_2, \ldots, \psi_m$) is blocked by a set $T$ with neither $\psi_1$ nor $\psi_m$ in $T$ whenever there is a node $\psi_j$ such that one of the following two possibilities hold:

- $\psi_j \in T$ and we don’t have $\psi_{j-1} \rightarrow \psi_j \leftarrow \psi_{j+1}$.
- $\psi_{j-1} \rightarrow \psi_j \leftarrow \psi_{j+1}$ and neither $j_1$ nor any of its descendants are in $T$. 

Figure 9: Numerical simulation results of cut inference and standard Bayesian inference under a multiple-module case. Left: scatter plots of the estimates verses true value of parameters. Right: boxplots of the estimation bias after normalization. The estimation bias is normalized according to the standard deviation of the estimates.

If $G$ is a DAG, given a triple of subsets of nodes $A$, $B$, $T$, we say $T$ d-separates $A$ from $B$ if $T$ blocks every path from $A$ to $B$.
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