Permutation-adapted complete and independent basis for atomic cluster expansion descriptors
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Atomic cluster expansion (ACE) methods provide a systematic way to describe particle local environments of arbitrary body order. For practical applications it is often required that the basis of cluster functions be symmetrized with respect to rotations and permutations. Existing methodologies yield sets of symmetrized functions that are over-complete. These methodologies thus require an additional numerical procedure, such as singular value decomposition (SVD), to eliminate redundant functions. In this work, it is shown that analytical linear relationships for subsets of cluster functions may be derived using recursion and permutation properties of generalized Wigner symbols. From these relationships, subsets (blocks) of cluster functions can be selected such that, within each block, functions are guaranteed to be linearly independent. It is conjectured that this block-wise independent set of permutation-adopted rotation and permutation invariant (PA-RPI) functions forms a complete, independent basis for ACE. Along with the first analytical proofs of block-wise linear dependence of ACE cluster functions and other theoretical arguments, numerical results are offered to demonstrate this. The utility of the method is demonstrated in the development of an ACE interatomic potential for tantalum. Using the new basis functions in combination with Bayesian compressive sensing sparse regression, some high degree descriptors are observed to persist and help achieve high-accuracy models.

I. INTRODUCTION

In a wide range of atomistic and particle systems, the theory of quantum angular momentum, including its connection to with spherical harmonics, is useful. Systems with multiple particles or multiple coupled angular momenta are of particular interest for recently developed many body descriptors for machine-learned interatomic potentials. The coupling of quantum angular momenta is relevant for applications such as the energy levels of electronic orbitals in atoms, fine structure in electronic spectroscopy, and wave functions of atomic nuclei.1 In these and many other cases, spherical harmonics are the natural basis. Coupling quantum angular momenta and related tasks such as the reduction of products of spherical harmonics may be accomplished through the Clebsch-Gordan (CG) coefficients or related values such as the Wigner-3j symbols. The traditional CG coefficients and Wigner-3j symbols are used to describe the coupling of two quantum angular momenta in terms of a third, or the analogous reduction of a tensor product of two spherical harmonics. The traditional CG coefficients and Wigner-3j symbols (a.k.a. coupling coefficients) and some of their properties are highlighted in original work from Wigner.3 Permutation symmetries and recursion properties of the Wigner-3j symbols are known, and often correspond to changes in the ordering of angular momenta to be added.3 The properties of the generalized Wigner symbols, those used to couple N angular momenta, are far less studied. Understanding these symmetries would be useful in a variety of fields including quantum mechanics, acoustical analysis, and in the present use-case of interatomic potentials.4-6

Spherical harmonics are commonly used in descriptors for systems of particles and particularly for systems of atoms and their local bonding environments. The spherical harmonics, or other related symmetry functions, are often used to span angular degrees of freedom in descriptors that allow for variable atomic positions. Such descriptors encode information about the atomic environment in terms of its spatial, chemical, and potentially other degrees of freedom.7,8 For example, smooth overlap of atomic positions (SOAP) descriptors use spherical harmonics to describe angular character of atomic environments.9 Hyperspherical harmonics are used in the spectral neighbor analysis potential (SNAP) descriptors.10 The preceding descriptors are restricted to specific body-orders. For example, SNAP models are comprised of 4-body descriptors. A complete basis of N-body descriptors that reflects the physical and chemical interactions of atoms would allow for greater ease of use and (long sought after) interpretability of constructed ML interatomic potentials. One of the first examples of a N-body model was the moment-tensor potential (MTP).11 The notion of angular momentum addition may be found in these more generalized N-body types of models as well. The atom-centered density correlations (ACDC) models produce N-body equivariant descriptors for arbitrary equivariant character: scalar, vectorial, tensorial, and so on with progressively higher body-orders.12,13 A key feature of this method is the generation of the N-body invariants through a recursive reduction of spherical harmonics. This is analogous recursive addition of quantum angular momenta up to some final angular momentum state with specified equivariant character. A set of linearly-independent ACDC descriptors is produced through a combination of recursive angular momentum addition rules, as well as principal component analysis over a set of atomic configurations. Recently, this method has been extended to message-passing networks.14

While the reduction of spherical harmonic products in ACDC models is done by recursively reducing pairs of spherical harmonics, the atomic cluster expansion (ACE) method reduces a product of N spherical harmonics at once.6 The contraction of two spherical harmonics in the ACDC method is done using traditional CG coefficients or Wigner-3j symbols, while the contraction of N spherical harmonics in ACE is treated using generalized Wigner symbols. Both preceding approaches for contracting products of spherical harmonics
are analogous to coupling arbitrary numbers of quantum angular momenta but with different order of addition/coupling. The result of any coupling scheme is that a product of spherical harmonics may be reduced to a single spherical harmonic with some multiplicity. Leaving detailed justification of this multiplicity for later, it is due to the rules for addition of quantum angular momenta that allow for multiple valid couplings of one product of spherical harmonics. There are also rigorous mathematical connections between this multiplicity and the dimension of a rotationally invariant/equivariant product basis.\(^3,15\)

In addition to invariance or equivariance with respect to rotations, invariance with respect to permutations is also often imposed in ACE and similar methods. No matter what addition/coupling scheme is used, coupling a product of spherical harmonics that is invariant with respect to permutations may result in some of the reduced functions being linearly dependent. This means that when \(N\)-body functions and descriptors are generated by reducing products of permutation-invariant functions (including a spherical harmonic component) the resulting set is generally over-complete. Singular value decomposition (SVD) typically follows in ACE and similar methods to address this. As evidenced by numerical results and new analytical expressions in this work, linearly dependent functions occur when the product of functions to be coupled contains duplicate quantum numbers. This can be challenging to observe and exploit in many schemes for enumerating ACE functions. In most enumeration schemes, spherical harmonics with duplicate indices are not always directly coupled. A key innovation of this approach is that analytical recursion and permutation relationships are derived for the generalized Wigner symbols. The enumeration scheme is adapted to the permutation and recursion properties of these generalized Wigner symbols. In this permutation-adapted (PA) method, cluster products are constructed such that analytical linear relationships within subsets (blocks) of ACE functions are straightforward to derive and apply. These relationships are applied within all blocks of functions to construct a set of rotation and permutation-invariant functions that is complete. Linear independence of these functions is guaranteed within each block. We refer to this as the permutation-adapted rotation and permutation invariant set (PA-RPI ACE). Below we present a theoretical description of the procedure. Since linear independence is only guaranteed within blocks of functions in the PA method, numerical evidence is also provided to support its validity. From these results, we conjecture that a set of rotation and permutation invariant functions constructed this way forms a complete and independent basis that can be used in ACE and similar methods.

II. THEORY BACKGROUND

A. Definitions

- \(N\): (Rank) The number of bonds in an ACE cluster (analogous to the number of vertices in a fixed-lattice cluster).
- \(I\): Multiset of \(N\) non-negative integer indices \(i\), the angular momentum quantum numbers of the atomic basis functions. Angular indices may appear more than once.
- \(L\): Multiset of \(N - 1\) non-negative integer indices \(L_i\), the angular momentum quantum numbers of the intermediate functions that are used for pairwise reduction of \(I\). Intermediate angular indices may appear more than once.

Two generalized Wigner symbols will be considered equivalent when, for the same multiset of intermediates \(L\), either one of the following conditions are met:

1. \((lm)_a = (lm)_b\) such that all tuples of angular momentum and projection quantum numbers are equal element-wise: \(l_i, m_i)_a = (l_i, m_i)_b\) \(\forall i \in N\).
2. \((lm)_a = \sigma(lm)_b\) where a permutation of elements yields multisets of angular momentum and projection quantum numbers that are equal element-wise. This holds only for specific permutations of \(S_N\).

- \(G_N\): the group of equivalent permutations for a generalized Wigner symbol.
- \(IL\): Combined atom-indexed angular momentum quantum numbers \(l_i\) and intermediate \(L_i\) indices for an angular momentum coupling, used to unambiguously index an \(N\)-bond angular function of rank \(N\) with \(N - 1\) intermediates. This combined collection of \(IL\) indices may also be written unambiguously as a binary tree.
- \(C_1, C_2\): The two child nodes of parent node \(P\) in a binary tree.
- \(\triangle(l_1, l_2, l_3)\): Triangle conditions: \(|l_1 - l_2| \leq l_3 \leq (l_1 + l_2)\) (conditions for coupling quantum angular momenta).

B. The atomic cluster expansion

First developed by Drautz in 2019, the ACE formalism was shown to be an extension of many interatomic potential models.\(^6\) ACE has been used to produce accurate and efficient energy models, models of vector properties such as magnetism, and have been used in other methods such as message passing networks.\(^16,17\) All these methods require generation of a complete set of rotation and permutation invariant cluster functions. Much like the traditional fixed-lattice cluster expansion it was based on, a key benefit of the method is a complete description of the configurational space of an atomic system.\(^18\) The key distinction between ACE and the fixed lattice cluster expansion is the extension to include continuous spatial degrees of freedom. In their most simple form, ACE models are linear expansions of atomic properties in terms of ACE basis functions. However, a complete orthogonal ACE basis has not been defined analytically. Previous constructions of ACE bases have employed numerical methods to eliminate
dependent functions. In this work, the fundamental connection between ACE and quantum angular momentum is used to expose such linear relationships analytically.

The tensor product basis for ACE starts with a set of complete orthogonal single bond functions.  

$$\phi_{nlm}(r_{ij}) = R_n(r_{ij})Y^m_l(\hat{r}_{ij})$$  \hspace{1cm} (1)$$

where $R_n(r_{ij})$ is a family of orthogonal radial basis functions and $Y^m_l(\hat{r}_{ij})$ are the spherical harmonics. These span radial and angular degrees of freedom for one site/bond pair. The tensor product (cluster) basis is comprised of all possible products of the single bond basis.

$$\Phi_{nlm}(1, 2, \cdots N) = \prod_{j=1}^{N} \phi_{(nlm)j}(r_{ij}) \hspace{1cm} (2)$$

where the product is taken over neighbors at positions $r_{ij}$ up to $N$ times. These cluster functions are indexed by the multiple functions comprising the product, and there may be repeated indices. Therefore multisets of non-angular and angular indices are used to label the cluster functions.

$$nlm = (n_1n_2\cdots n_N)(l_1l_2\cdots l_N)(m_1m_2\cdots m_N). \hspace{1cm} (3)$$

The cluster product basis in Eq. (2) spans the radial and angular degrees of freedom for a collection of site/bond pairs. Restrictions on $n$ and other non-angular function indices are only those imposed by the basis for that subspace, such as $n : n_i \geq 0 \forall i \in N$ required by many radial bases. The projection quantum numbers are bound by the angular momentum quantum numbers, $-l_i \leq m_i \leq l_i \forall i \in N$. The allowed values for angular momentum quantum numbers are restricted by the polygon condition, which is the generalization of the triangle condition for coupling two quantum angular momenta. It is clear that the basis in Eq. (2) may be constructed such that it is complete and orthogonal. However, it is not invariant with respect to rotations and permutations. Independently enforcing permutation invariance (PI) and rotational invariance (RI) of the functions in the cluster basis is straightforward, but the combined rotation and permutation invariance (RPI) is less so. Imposing invariance with respect to operations in the joint set of rotations, elements of SO(3), and permutations, elements of $S_N$, on the cluster basis results in an over-complete set that is typically reduced numerically. Understanding and resolving this is of theoretical and practical interest for ACE and related methods. Such benefits have been argued in the definition of a complete, orthogonal basis for the traditional cluster expansion. As alluded to before, the challenge with doing so for ACE arises when both permutation and rotation invariance are imposed on the cluster products.

There are a number of ways to discuss how rotation and permutation invariance are both imposed on the cluster basis. For now we consider imposing them one after the other. Beginning with the more straightforward condition of permutation invariance, the product functions in Eq. (2) may be made symmetric with respect to exchanges of coordinates by summing over all possible permutations.

$$\Phi_{nlm}(1, 2, \cdots N) = \frac{1}{\sqrt{N!}} \sum_{\sigma \in S_N} \Phi_{nlm}(\sigma(1, 2, \cdots N)) \hspace{1cm} (4)$$

The sum in Eq. (4) runs over all permutations, $\sigma$, in the symmetric group $S_N$. Invariance of the product function with respect to permutations is now indicated with a bar. The functional form of this permutation invariant (PI) cluster basis closely resembles some parts of the traditional cluster expansion, however it is not always used in practice.

In practical applications, the cluster basis in Eq. (2) and the permutation-invariant counterpart in Eq. (4) are avoided due to exponential scaling with rank of the cluster function. An “atomic base” is constructed using the atomic density projection from the SOAP method, which recovers linear scaling in the number of neighbors. The atomic density for atom $i$ is projected onto the complete single bond basis c.f. Eq. (1).

$$A_{nlm} = \langle \rho | \phi_{nlm} \rangle$$  \hspace{1cm} (5)$$

Note that because the atomic density is permutation-invariant by construction, the $A_{nlm}$ density projections are also permutation-invariant. The cluster basis in Eq. (2) is replaced with products of Eq. (5), yielding.

$$A_{nlm} = \prod_{\kappa} A_{(nlm)\kappa}.$$  \hspace{1cm} (6)$$

This product basis in Eq. (6) possesses permutation invariance by construction, but not with respect to rotations. While this atomic base resolves scaling issues encountered with the traditional cluster products, it does have problematic self-interactions. These self-interactions can affect the semi-numerical construction of an ACE basis. Separately, rotational invariance or equivariance may be imposed on PI functions with the generalized Wigner symbols.

$$B_{nlL} = \sum_{ml} W^m_l(L, M) A_{nlm} \hspace{1cm} (7)$$

The $W^m_l(L, M)$ are the generalized Wigner symbols, and are indexed by a multiset of angular momentum quantum numbers $l = l_1 l_2 \cdots l_N$ and a multiset of projection quantum numbers $m = m_1 m_2 \cdots m_N$, and a multiset of intermediate angular momentum quantum numbers, $L = \{L_1, L_2 \cdots L_{N-2}, L_R\}$. Summing the PI products in Eq. (7) multiplied by the corresponding generalized Wigner symbols with $L_R = 0$ results in rotational invariance of the ACE descriptors. The intermediate angular momenta will be defined in more detail later, but for now it is sufficient to understand these as auxiliary quantities needed to couple four or more quantum angular momenta. It is important to note that the polygon conditions allow for more than one multiset of the intermediate angular momentum indices for the same $l$. To enumerate a complete set of ACE functions, one needs to obtain all valid distinct combinations of angular and non-angular indices. Many conventions can be adopted to achieve this.

One common indexing convention for ACE functions relies on ordering tuples of non-angular and angular indices, $(n_i, l_i)$, lexicographically to obtain distinct $nl$ labels. Any other ordering conventions that avoid repeated combinations of $n$ with $l$ could also be used. In many methods for enumerating ACE functions, it is common to also consider all
valid multisets of intermediates allowed by polygon conditions of the underlying angular functions, denoted by \( \{ L : \bigtriangleup^g(l, L) \} \). These different collections of intermediates may correspond to linearly-independent rotation and permutation invariant functions for the same \( n \) and \( L \). To avoid ambiguity and loss of completeness, the intermediates should also be indexed. When indexed in this way, an over-complete set of ACE functions with equivariant character corresponding to angular momentum quantum number \( L_R \) can be generated with an intuitive block structure. Provided that the radial indices, \( n_i \), and angular indices \( l_i \) are non-negative, then the enumeration of functions may be given in terms of the blocks discussed above, as,

\[
\beta_{nl} = \{ B_{nlL} : \forall L \ i f \ \bigtriangleup^g(l, L) \} \\
S_{\beta}^{OC} = \{ \beta_{nl} : (n_i, l_i) \ ordered, (n_i \geq 0, l_i \geq 0) \forall i \in N \}
\]  

(8)

where a block of functions, \( \beta_{nl} \), comprises part of the (over)-complete set of all rank \( N \) RPI functions indexed by lexicographically ordered non-angular and angular indices, \( \beta_{nl} \subset S_{\beta}^{OC} \). The “\( OC \)" in the superscript indicates that this is over-complete and its elements are indexed by all distinct combinations of angular function indices and non-angular indices obtained through lexicographical ordering. It is worth noting that the blocks are empty if the angular indices do not obey the polygon conditions, \( \bigtriangleup^g \). These polygon conditions are the generalized angular momentum coupling conditions (a.k.a. triangle conditions) from Ref. [3], and are defined in detail later. The blocks of functions are defined as those sharing non-angular and angular function indices, \( \beta_{nl} \subset \beta_{nl} \). The blocks themselves may not be related by recursions. This is done efficiently by adapting the permutation of angular indices to allow for straightforward application of ladder relationships. The adapted permutation of angular indices and the ladder relationships themselves will be defined in detail after the generalized Wigner symbols are more formally introduced. For now, it is sufficient to understand that the permutation, \( \sigma(l) = l_{fc} \) comes from a frequency partition, \( P_{fc} \), that has been adapted to the permutation symmetries induced by the generalized Wigner symbols. It is adapted such that it maximizes how many functions with duplicate indices are coupled, which allows for straightforward application of ladder relationships. Distinct permutations of non-angular indices \( \varsigma(n) \) may be generated in a way similar to lexicographical ordering based on the multiplicity of angular indices, encoded in \( P_f(l) \). Ordering the non-angular indices in this way produces the same number of distinct \( nl \) labels as that generated by lexicographical ordering of \( (n_i, l_i) \) tuples.

Linear relationships between RPI functions are obtained by raising/lowering the intermediates, applying permutation properties, and grouping like terms in Eq. (7). These relationships are referred to as ladder relationships. The ladder relationships are at the core of the proposed approach, and are used to define sequences of independent RPI functions. It is important to note that ladder relationships are defined only for specific blocks of functions with fixed \( n \) and fixed \( l \). As a result, linear independence can be guaranteed within each respective block. This is done efficiently by adapting the functions within a block to the permutation symmetries of the underlying generalized Wigner symbols. Then in terms of these convenient permutation-adapted (PA) blocks, we define a complete set of functions under the condition that, within each block, no functions are related by recursions. This is
referred to as the permutation-adapted rotation and permuta-
tion invariant (PA-RPI) set. In the PA-RPI set, functions
are guaranteed to be independent within each block, how-
ever it is not strictly guaranteed to form a basis. Rela-
tionships are not derived and linear independence is not proven
for functions in different blocks (e.g., with different $n\ell$ or dif-
ferent ranks). Considering linear dependence only for distinct
blocks of functions is supported by numerical results in this
and other works, but it does not strictly guarantee an indepen-
dent basis.\textsuperscript{15}

The set of ACE descriptors in Eq. (7) is poorly conditioned
for SVD due to self-interactions.\textsuperscript{15} This poses a problem for
some semi-numerical approaches to ACE using SVD, as it
may not be numerically stable for very large $N$ and poly-
nomial degree. However, one compelling feature of ACE models
is the ability to generalize to arbitrarily large body order with
varying degrees of radial and angular character.\textsuperscript{6} It is there-
fore desirable to define systematic approaches for ACE with
large $N$ and polynomial degree. In some cases, as we will
show in this work, retaining a small number of high body-
order interactions can help reduce error in models. Semi-
umerical methods can produce sets of ACE descriptors that
are adequate for many practical applications.\textsuperscript{16,21} However,
these approaches may not be stable for arbitrarily high-degree
functions, and testing for such cases is difficult and possibly
prohibitively expensive.\textsuperscript{15} Symmetrized bases of atomic en-
vironment descriptors possessing either permutational invar-
iance (PI) or rotationally invariance/equivalence (RI), inde-
pendently have already been constructed.\textsuperscript{3,6,22} To our knowl-
edge, the completeness and independence of an ACE basis
and explanations of linear dependence between RPI cluster
functions remains to be analytically shown. We are able to
derive these analytical linear relationships within blocks of
functions. While an all-analytical basis is not strictly proven
in this work with a derivation of relationships between blocks
of function or a formal inner product, we do conjecture that a
complete and independent basis is obtained when generating
the PA set. This is supported by some numerical results and
our newly derived analytical relationships for functions within
blocks.

III. METHODOLOGY

A. Rotation Invariant Functions

1. Wigner symbols and angular momentum coupling

To obtain a complete RPI set, it is useful to know the dimen-
sion of both the angular and the non-angular subspaces. We
will begin with the angular portion and defining a set of an-
gular functions. The angular cluster functions are comprised
of a product of $N$ spherical harmonics, and is not invariant
with respect to rotations. To achieve this, we will introduce
the Wigner symbols which allow one to reduce a product of
spherical harmonics to one spherical harmonic. The fact that
this is analogous to coupling quantum angular momenta is a
key connection that helps prove linear independence of de-
scriptors in later sections. These generalized Wigner symbols
may be used to reduce the product of $N$ spherical harmonics
with angular momentum and projection quantum numbers both equal to zero, $Y^0_0$. This $Y^0_0$ function is rotationally invariant. The generalized Wigner symbols will be defined beginning with simple cases and the-
tory for quantum angular momentum coupling.

The Wigner-3j symbols are commonly used in the reduction
of 3 angular momenta. Generalized Wigner symbols are com-
prised of multiple Wigner-3j symbols. They are closely re-
lated to the Clebsch-Gordan (CG) coefficients from quantum
angular momentum theory. The traditional Clebsch-Gordan
coefficients may be written in symbolic and matrix form

$$C_{l_1, l_2, l_3}^{m_1, m_2, m_3} = \begin{bmatrix} l_1 & l_2 & l_3 \\ m_1 & m_2 & m_3 \end{bmatrix}.$$  \hspace{1cm} (10)

In symbolic and matrix form, the traditional Wigner-3j sym-
bols are:

$$W_{l_1, l_2, l_3}^{m_1, m_2, m_3} = \frac{(-1)^{l_1 - l_2 - m_3}}{\sqrt{2l_1 + 1}} C_{l_1, l_2, l_3}^{m_1, m_2, m_3} \hspace{1cm} \text{eqn. (11)}$$

Explicit algebraic forms for Eqs. (10) and (11) may be found
elsewhere.\textsuperscript{2,3} For non-zero traditional Wigner-3j symbols, the
triangle condition must be obeyed, $\sqrt{l_1 + l_2 + l_3} = |l_1 - l_2| \leq l_3 \leq (l_1 + l_2)$. Additionally, there are also conditions on
the $m_i$.

For non-zero Wigner-3j symbols, we must have $m_1 + m_2 + m_3 = 0$. As shown in Eq. (A1), traditional Wigner-
3j symbols are equivalent under permutations of $(l_i, m_i)$ tu-
uples (columns in matrix form). It may also be convenient to
express Wigner-3j symbols as binary trees, and we will refer
to these within, as coupling trees.\textsuperscript{3}
The coupling tree structure in Eq. (12) helps illustrate how the traditional Wigner-3j symbols are used to couple two spherical harmonics. Additionally, it provides a simple graphical way to show which permutations of \(l_i\) yield equivalent Wigner symbols. If one were to permute the two children, switching \(l_1\) and \(l_2\), the Wigner-3j symbols would remain unchanged. To couple more than two, the generalized Wigner symbols are used. The generalized Wigner symbols are contractions of multiple Wigner-3j symbols. These are constructed such that \(N\) spherical harmonics coupled two at a time until only one remains.

There are multiple ways to construct the generalized Wigner symbols and notation can be challenging. There is some ambiguity in how the \(N\) spherical harmonics are coupled; the order in which they are coupled is arbitrary. One example of this arbitrary order of reduction for four spherical harmonics is analogous to adding angular momenta to form an intermediate, \(l_1 + l_2 \rightarrow L_1\), and again for the next two, \(l_3 + l_4 \rightarrow L_2\) then coupling the intermediates to the reduced spherical harmonic with angular momentum and projection, \(L_R, M_R\). The corresponding generalized Wigner symbol in matrix form is,

\[
\begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 & m_3 & m_4
\end{pmatrix}
(\mathbf{L}, \mathbf{M}) = \\
\sum_{M_1, M_2} \phi(\mathbf{L}, \mathbf{M}) \cdot \begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 & m_3 & m_4
\end{pmatrix}
(\mathbf{L}_1, -M_1) \cdot 
\begin{pmatrix}
  L_1 & L_2 \\
  M_1 & M_2
\end{pmatrix}
(\mathbf{L}_R, -M_R)
\]

where \(\phi(\mathbf{L}, \mathbf{M}) = \prod_k (-1)^{L_k - M_k}\) and the projection quantum numbers implicitly define the intermediate projections, \((M_1 = m_1 + m_2, M_2 = m_3 + m_4)\). Another valid generalized Wigner symbol could be constructed by coupling of \(l_1 + l_2 = L_{12}\), then \(l_3 + L_{12} = L_{123}\), and finally \(l_4 + L_{123} = L_R\). As one can see, there are many others. Generalized Wigner symbols constructed with different coupling schemes are not equivalent in general, but are related by some linear transformation. A coupling scheme will often be denoted with a permutation, \(\sigma_e\), of leaves and/or a binary tree. We will refer to this permutation as the coupling permutation or coupling scheme. The permutation describes the order in which spherical harmonics are reduced. For any coupling scheme, the intermediates must obey the proper triangle conditions for constituent Wigner symbols. For Eq. (13), they are \(\Delta[l_1, l_2, L_1], \Delta[l_3, l_4, L_2]\), and \(\Delta[L_1, L_2, L_R]\). These conditions restrict the intermediate angular momenta \(L_1, L_2\). When represented as a binary tree, the coupling scheme is given by the structure of the tree. The \(l_i\) form the leaves of the tree while the \(L_k\) are the internal nodes. Some examples are given in Fig. 2.

We will always reduce the products of \(N\) spherical harmonics using a coupling permutation \(\sigma_e\) that is constructed by coupling disjoint pairs of \(l_i\). This family of pairwise coupling permutations are characterized by the partition of \(S_N\) below.

\[
\lambda_e = \begin{cases} 
N \text{ even} : & (2, 2, 2 \cdots 2(N/2)) \\
N \text{ odd} : & (2, 2, 2 \cdots 2(N-1/2), 1)
\end{cases}
\]

Any permutation element of \(S_N\) that belongs to this partition could be used, so for simplicity, the coupling permutation used will always be the one associated with ordered disjoint cycles from the partition in Eq. (14). In cyclic form, the pairwise coupling permutation is given in Eq. (15).

\[
\sigma_e = \begin{cases} 
N = 4 : & (1, 2)(3, 4) \\
N = 5 : & (1, 2)(3, 4)(5) \\
N = 6 : & (1, 2)(3, 4)(5, 6) \\
N = 7 : & (1, 2)(3, 4)(5, 6)(7) \\
\end{cases}
\]

We will refer to this as the pairwise coupling scheme. The coupling permutations from Eq. (15) result in coupling trees that are complete binary trees where the leaves have values that are angular momentum quantum numbers, \(l_i\), and the internal nodes have values that are the intermediate angular momenta, \(L_k\). The coupling trees in our scheme will have a height given by the number of intermediates, \(K = N - 2\), and the number of leaves, \(N\).

\[
h = \log_2(K + N + 2) - 1
\]

A generalized Wigner symbol may be written unambiguously with an explicitly specified coupling scheme without ambiguity.

\[
\begin{pmatrix}
  l_1 & l_2 & \cdots & l_N \\
  m_1 & m_2 & \cdots & m_N
\end{pmatrix}
^{\sigma_e}(\mathbf{L}, \mathbf{M}),
\]

In this work, we will omit the explicit specification of the coupling permutation in Eq. (17), because it will always be that from the pairwise coupling scheme defined in Eqs. (14) and (15). Unlike the traditional Wigner-3j symbols, the notation for generalized Wigner symbols must include the multiset of intermediates \(\mathbf{L}\). In a generalized Wigner symbol, the multiset of intermediate projections \(\mathbf{M}\) are implicitly defined by \(\mathbf{m}\) and may be expressed explicitly for clarity. These intermediate projections obey, \((m_1 + m_2) = M_1, (m_3 + m_4) = M_2, \cdots (m_{N-1} + m_N) = M_{N/2}\) in our pairwise coupling scheme. The generalized Wigner symbols will often be given in a non-matrix form in terms of multisets of angular momentum, projection, and intermediate angular momentum quantum numbers, \(l = (l_1 l_2 \cdots l_N), m = (m_1 m_2 \cdots m_N)\), and \(\mathbf{L} = (L_1 L_2 \cdots L_{(N-2)}, L_R)\), respectively.

\[
W^m_l(\mathbf{L}, \mathbf{M}).
\]

In cases where it is sufficient to implicitly define \(M_k\) through \(m_k\), the symbolic form in Eq. (18) may be abbreviated, \(W^m_l(\mathbf{L}, M_R)\).

An alternative form for the generalized Wigner symbols would be in the form of a complete binary tree with height from Eq. (16). Note that for non-zero generalized Wigner
symbols, the triangle conditions must be obeyed for angular function indices and all intermediates. The polygon conditions\(^3\) for the generalized Wigner symbols in the pairwise coupling scheme may be written in terms of triangle conditions for each coupled pair of angular functions and the intermediate they are reduced to.

\[
\begin{align*}
\triangle^0 (\mathbf{l}, \mathbf{L}) &= \{ |l_1 - l_2| \leq L_1 \leq (l_1 + l_2), \\
|l_3 - l_4| &\leq L_2 \leq (l_3 + l_4), \\
&\cdots \\
|L_{N-3} - L_{N-2}| &\leq L_R \leq (L_{N-3} + L_{N-2}) \}
\end{align*}
\]

In Eq. (19) triangle conditions are specified for all pairwise couplings of angular indices, including all intermediates. These are mentioned after the generalized Wigner symbols and coupling schemes are defined, because the multisets of valid intermediates may differ per coupling scheme. The total number of valid multisets of intermediates from coupling scheme to coupling scheme will be the same. At this stage, we have defined specifically which generalized Wigner symbols we will use, what form they take in symbolic, matrix, and tree forms. We have introduced permutation symmetries and recursion properties of the generalized Wigner symbols. These properties and relationships have implications and for the construction of the PA set and for the derivation of linear relationships between PI cluster functions when rotational invariance/equivariance is enforced.

### 2. Angular basis

With the generalized Wigner symbols defined, it becomes apparent that products of spherical harmonics may be coupled to form functions that are rotationally invariant. What may not be immediately clear after only defining the generalized Wigner symbols is, for arbitrary \(N\), what the size of a complete RI product basis is and how it may be defined. To help show this, we may use the relationship between spherical harmonics and irreducible representations of SO(3). Without going into extraneous detail, the irreducible representations of SO(3) are the Wigner-D matrices, represented as \(D_{\mathbf{l}}\) within, and detailed definitions may be found elsewhere.\(^3\) The size of the angular product basis should match the dimension of the corresponding representation space, which is comprised of products of representations of SO(3). The product of \(N\) representations of SO(3) can be related to a sum of representations of SO(3) using Clebsch-Gordan decomposition.\(^3,15,23\)

In matrix form, it can be written as

\[
M^{-1}_t D_{l_1} \times D_{l_2} \times \cdots \times D_{l_N} M_t = \sum_{\beta_R} \alpha_R D_{L_R}.
\]

Following the form of Ref. [3], \(\alpha_R\) is the multiplicity of the irreducible representation with value, \(L_R\). It is easy to show that \(\alpha_R\) is given by the number of valid intermediate couplings (the size of \(\beta_R\)). The elements of the matrix \(M_t\) are typically the generalized Clebsch-Gordan coefficients. The generalized Wigner symbols may be used along with some conversion factors for the same effect.\(^3\)

Given the useful relationships for representation theory of SO(3) and Eq. (20), it can be shown that a complete angular basis must be the same size as the dimension given by the right-hand side of Eq. (20). It is known that the dimension of a given irreducible representation of SO(3), \(D_l\) is given by \(d = 2l + 1\). From 7.4 of Ref. [3], we have the more general expression that gives the dimension of the product in the left hand side of Eq. (20).

\[
\prod_{i}^{N} (2l_i + 1) = \sum_{L_R} \alpha_R (2L_R + 1)
\]

This gives the dimension of the product space in terms of irreducible subspaces, and the required dimension of the angular product basis. One may take advantage of the fact that the spherical spherical harmonic products with angular momentum indices \(l_i\) are related to those coupled to a resultant, \(L_R\), to construct a complete, independent angular basis. The reduction through generalized Wigner symbols to do this yields functions are invariant/equivariant with respect to rotations in SO(3), but the invariance with respect to permutations is not treated at this stage.

As a result, we may write an angular basis for products of arbitrary \(N\). The angular basis functions can be indexed by a valid multiset of angular function indices and a multiset of intermediate indices that obey angular momentum coupling conditions. These may be expressed in terms of the product functions that are not invariant with respect to permutations, the generalized Wigner symbols, and a final projection quantum number \(-L_R \leq M_R \leq L_R\).

\[
\hat{V}_{l\mathbf{l}} (M_R) = \sum_{\mathbf{m}=M_R} W_{\mathbf{m}1\mathbf{m}2\cdots\mathbf{m}N} (\mathbf{L}, (M_1, M_2 \cdots M_R)) Y_{m_1}^{l_1} \cdots Y_{m_N}^{l_N}
\]

In Eq. (22), the sum is taken over all possible collections of \(-l_i \leq m_i \leq l_i\) such that \(\sum m_i = M_R\). Similar bounds and conditions must be applied for all intermediates: \(m_i + m_j = M_k\), and \(-L_R \leq M_k \leq L_k\) for all coupled pairs of functions and/or intermediates. We will notice immediately that the functions defined in Eq. 22 have the correct dimension, given the relationship in Eq. (21). For each allowed value of \(L_R\) there is a collection of intermediate multisets that obey polygon conditions. The number of intermediate multisets in this collection add up to \(\alpha_R\). A complete angular basis is obtained when an independent basis function is generated for each valid multiset of intermediates. For example with \(l = (1111)\), one will find that the multisets of intermediates allowed by polygon conditions for \(L_R = 0\) are \(\{ \mathbf{L} = (000), \mathbf{L} = (110), \mathbf{L} = (220) \}\), and this correctly yields \(\alpha_R = 3\). This is done for all \(L_R\) allowed by polygon conditions, \(L_R \in \{0, 1, 2, 3, 4\}\), with a potentially different \(\alpha_R\) for each. It can be shown that this is achieved by blocks comprised of functions from Eq.(22) given the completeness and orthogonality properties of the generalized Clebsch-Gordan coefficients, and by extension, the generalized Wigner symbols.\(^3,15\)

The functions defined in Eq. (22) include rotationally invariant functions and potentially some that are equivariant.
dependencies between functions occur when some $l_i$ appear more than once in a label. Enumerating all RPI functions in Eq. (25) as it is done for the functions without permutation invariance results in an over-complete set.

$$\beta_i = \{ b_{iL} : \forall L \ i f \ \Delta^\beta(l, L) \}$$

$$S_N^{OC} = \{ \beta_i : l_i \ ordered, l_i \geq 0 \forall i \in N \}$$

The conventional definition of the set of angular RPI functions Eq. (26) results in one that is over-complete. Linear dependencies arise within blocks that are subsets of this over-complete set, $\beta_i \subset S_N^{OC}$. Investigating these linear dependencies is one key focus of this work. An explanation of this linear dependence between angular RPI functions is needed. Many intuitive insights and relationships may be derived when using the fundamental connection between products of spherical harmonics and quantum angular momentum coupling.

3. Properties of General Wigner Symbols and Angular Functions

To explore linear relationships between RPI functions, it is beneficial to begin with properties of the generalized Wigner symbols. While the choice of the coupling scheme for the generalized Wigner symbols, defined by a coupling permutation $\sigma_\pi$, is an arbitrary one, one may notice that certain coupling schemes allow for more equivalent permutations of product functions than others. This is easier to see graphically, as the angular product function indices comprise the leaves in a binary coupling tree. This is highlighted in the tree diagram in Fig. 2. The first scheme in Fig. 2 is the pairwise coupling scheme. Permuting two children of a parent, such as permuting $l_1$ and $l_2$ while leaving $l_1$ fixed, in a generalized Wigner symbol is equal to the original generalized symbol up to a sign. This is a direct result of the permutation symmetries of the Wigner-3j symbols in Eq. (A1). Odd permutations result in a negative sign while even permutations do not. Similarly, permutations of branches are equivalent as well; permuting $l_1$ and $l_2$ and all corresponding children gives an equivalent generalized Wigner symbol. The second scheme, though amenable to fast recursive evaluation algorithms, has more complicated permutation properties. The permutation symmetries of the generalized Wigner symbols have not yet been reported in detail, so we demonstrate and prove these symmetries in Appendix A. To summarize the outcome of these permutation symmetries: equivalent permutations of leaves and or intermediates of a generalized Wigner symbol result from equivalent permutations of Wigner 3-j symbols, c.f. Eq. (A1) and Eq. (A2).

While permutations of generalized Wigner symbols may be related by iterated application of Eq. (A1), there are more elegant and efficient ways to construct the group of permutations that yield Wigner symbols equal up to a sign. Some approaches considered in this work for achieving this include methods such as tableaux fillings of Young diagrams that encode the permutation symmetries of the coupling scheme and the construction of the automorphism group for complete binary trees using wreath products of $S_2$. Some of these methods are highlighted in Appendix A. For pedagogical purposes, we will construct the group of related permutations by
applying Eq. (A1) for every coupled pair of angular momentum quantum numbers in a generalized Wigner symbol. It is straightforward to collect and combine all of these transposition permutations. In rank 4 symbol example, equivalent transposition permutations for each coupled multiset of indices are:

\[
\begin{align*}
T_{(l_1, l_2)} & : [(1), (12)] \\
T_{(l_3, l_4)} & : [(1), (34)] \\
T_{(L_1, L_2)} & : [(1), (56)]
\end{align*}
\]

(27)

where (56) corresponds to a transposition of the two intermediate angular momenta, \( L_1 \) and \( L_2 \) and the blank cycles are the identity permutations for each pair. Taking all possible combinations of permutations (the direct product of the sets of transpositions) in Eq. (27) yields:

\[
T_4 = \{(1), (12), (12)(34), (12)(34)(56), (12)(56), (34), (34)(56), (56)\}
\]

(28a)

\[
G_4 = \{(1), (12), (12)(34), (14)(23), (1324), (34), (1423), (13)(24)\}
\]

(28b)

where \( G_4 \) is obtained by rewriting elements of \( T_4 \) that contain intermediate indices (56) in terms of their action on their children. Equivalent permutations may be generated for arbitrary rank \( N \) Wigner symbols as it was done for rank 4 in Eq. (27).

\[
\begin{align*}
T_{(l_1, l_2)} & : [(1), (12)] \\
T_{(l_3, l_4)} & : [(1), (34)] \\
\ldots \\
T_{(l_{N-1}, l_N)} & : [(1), (N-1, N)] \\
T_{(L_1, L_2)} & : [(1), (N+1, N+2)] \\
\ldots \\
T_{(L_{N-3}, L_{N-2})} & : [(1), (N+K-1, N+K)]
\end{align*}
\]

(29)

From Eq. (29), the collection of all equivalent permutations, \( T_N \), may be generated by taking the direct product of all sets of equivalent transpositions. In Eq. (29), there are now transpositions for all \( N/2 \) coupled angular momentum quantum numbers as well as for all \( N-2 \) intermediate angular momentum quantum numbers (excluding the fixed \( L_R \)). To obtain \( G_N \), the transpositions of internal nodes may be written in terms of their action on leaf nodes. In this work, the automorphism group is constructed using the wreath product of \( S_2^{24,26} \).

In addition to the group of permutation automorphisms, generalized Wigner symbols may be related to others using recursion relationships. These recursion relationships follow from applying ladder operators used to raise/lower mechanical angular momentum states. General derivations for these are provided in Appendix B, and we list some results here. The first type of relationships relate generalized coupling coefficients with one multiset of intermediates \( L \) to another with intermediates that have been incremented, \( L + k \), while \( lm \) remain fixed. This may be derived for arbitrary rank \( N \) couplings with intermediates that have been incremented by integer values \( k_1 \cdots k_{N-2} \) times, as reported in Appendix B. Note that intermediates can be incremented such that \( L_R \in L \) at the index \( k_{N-1} \) remains constant. For brevity in this section, the results are listed for rank 4 only and for the case that \( L_R = 0 \).

\[
A_{-,-}(l, m) \left( \begin{array}{cccc}
l_1 & l_2 & l_3 & l_4 \\
m_1 & m_2 & m_3 & m_4 \end{array} \right) ((L_1, L_2, 0)(M)) =
\]

\[
A_{-,-}(l, m) \left( \begin{array}{cccc}
l_1 & l_2 & l_3 & l_4 \\
m_1 & m_2 & m_3 & m_4 \end{array} \right) ((L_1 - 1, L_2 - 1, 0)(M))
\]

\[
+ \quad A_{+,-}(l, m) \left( \begin{array}{cccc}
l_1 & l_2 & l_3 & l_4 \\
m_1 & m_2 & m_3 & m_4 \end{array} \right) ((L_1 + 1, L_2 + 1, 0)(M))
\]

(30)

In Eq. (30), we provide exact expressions for generalized Wigner symbols with incremented intermediates. The factors, \( A_{\pm, \pm} \), follow from Eq. (B2), and may be written entirely in terms of \( l_i \) and \( m_i \). These factors are defined when \( m_i \) are appropriately bound by \(-l_i \leq m_i \leq l_i \) and polygon conditions are met by both \( L \) and \( L + k \). The result is that a generalized Wigner symbol with intermediates \( L \) may be related to a generalized Wigner symbol with different intermediates \( L' \),
A detailed derivation and the generalized expressions are given in Appendix B, and for brevity here it is shown for rank 4.
\[
W_{l_1 l_2 l_3 l_4}^{m_1 m_2 m_3 m_4}(L, (M_1, M_2, M_R)) = \sum_{m_\pi} c_{m_\pi}(l) W_{l_1 l_2 l_3 l_4}^{m_\pi}(L, M_\pi) \tag{31}
\]

In Eq. (31), the multiset of incremented intermediate projections \( M_\pm \) = (\( M_1 \) = (\( m_1 + m_2 \), \( m_3 + m_4 \), \( M_R \)) are implicitly defined by the multiset of projection quantum numbers of the state to be coupled, \( m_\pm = (m_1 m_2 m_3 m_4) \). For our purposes, projection quantum numbers are incremented such that \( M_R \) is conserved. A Wigner symbol with projections, \( M_\pm \) and \( m_\pm \), are described in terms of Wigner symbols with lowered/raised projections. These lowered/raised projections, denoted by \( M_\pm \) and \( m_\pm \), have increments that are the opposite sign of those in \( M_\pm \). The coefficients, \( c_{m_\pm}(l) \) follow from generalizing Eqs. (B9) - (B11). Specific relationships for this example are given in Eqs. (B19) and (B20). It is worthwhile to note that for important practical cases when there are duplicate \( l_i \), the \( c_{m_\pm}(l) \) are often the same. Used in conjunction with the permutation invariance of product functions in ACE, this allows one to combine many terms in the construction of RPI functions/descriptors, Eq. (25) and Eq. (7).

Combining terms using relationships between Wigner symbols with raised/lowed projections, Eq. (31) and its generalized counterpart in Eq. (B21), allows one to tractably derive relationships between RPI functions with different intermediates. Particularly, once the terms are combined in terms of ladder relationships between RPI functions with different intermediates.

A detailed derivation of ladder relationships between RPI functions of rank 4 is given in Appendix B. We highlight the resulting analytical relationship between RPI functions with different intermediates.
\[
b_{(1111)(22)} = \frac{2}{3\sqrt{3}} b_{(1111)(00)} \tag{32}
\]

The result in Eq. (32) can be verified numerically. These may be derived for all possible values of intermediates and extended to other values of angular momentum quantum numbers. To show that it is not restricted to the first non-trivial case of \( N = 4 \), other examples are provided for \( N = 4 \) in the appendix where we also include an \( N = 5 \) case. Analogous relationships for arbitrary rank and arbitrary \( l \) are straightforward following the generalized relationships for raising/lowering the quantum numbers in the Wigner symbols that we derived. With such relationships, we may reconsider each block of angular RPI functions and derive relationships for all functions within the block. By repeatedly incrementing the \( l_i \), we may construct function sequences of independent RPI products.

\[
\beta^{PA}_i = \{b_{lL} : \forall l \text{ if } \Delta l(l, L), b_{lL} \in F_{\sigma}^{PC}(P_f(l)) \}
\]

In the PA approach, we apply the ladder relationships, to obtain a function sequence of independent RPI functions within each block, \( F_{\sigma}^{PC}(P_f(l)) \). This ensures that angular RPI functions within each block are independent. One distinction from other approaches is that the angular indices are ordered according to a permutation \( \sigma_f(l) \in P_f(l) \) that aids in the application of the ladder relationships. This permutation will be defined in the next section; the next section describes the construction of angular functions in practice. We conjecture that when the set of angular RPI functions is constructed in this way, it forms a complete independent RPI basis of rank \( N \). It is conjectured because, while proofs and sequences are provided that ensure linear independence within each block, proofs of independence between different blocks are not provided. For example, we do not prove independence between functions in with the form: \( b_{(1111)(LL)} \) and \( b_{(2222)(LL)} \). There are some strong theoretical arguments such as the orthogonality properties of the generalized Wigner symbols and numerical results that support only considering blocks of functions, however we do not define an inner product that guarantees a basis is obtained.3 The linearly independent function sequences, ladder relationships, and other properties derived within may help achieve this when combined with rigorous definitions from other works.15 For now, the PA approach provides a procedure for the construction of a complete set of functions that is block-wise independent. This still presents a practical improvement in ACE methods and theoretical advances that allow for the derivation of analytical relationships between RPI functions or ACE descriptors. It will be outlined how the construction of the PA set is done in practice, and how it compares to other methods to enumerate angular functions.

4. Constructing the angular PA-RPI set in practice

Two types of rotationally invariant functions will be considered before including non-angular degrees of freedom. One will be referred to as the canonical basis (C-RI). The canonical RI basis starts with a fixed, ordered multiset of \( l_i \), and is not invariant with respect to permutations. The number of valid multisets of intermediates give the size of the canonical RI basis according to Eq. (20). The canonical basis functions may be indexed on the fixed \( l_i \) and corresponding intermediate angular momenta that obey iterated triangle conditions, \( \{LL : \Delta l(lL), l_i \geq 0 \forall i \in N \} \). The function labels for an exhaustive list of \( l \) up to \( l_{\text{max}} = 3 \) is given in Table I.

The precursor to the PA-RPI set, is the over-complete set of RPI functions before constraints from ladder relationships are applied within blocks. This over-complete set has the
same elements as those in Eq. (33), but without the condition $b_{LI} \in \mathcal{F}^{PC}_{a}(P_f(I))$. This is referred to as PA-RPI'. From this over-complete set, the set of angular PA-RPI functions that is block-wise independent may be obtained. This PA-RPI set leverages both the permutation symmetries and recursion relationships of the generalized Wigner symbols to eliminate linearly dependent angular RPI functions within every block.

The canonical RI procedure is straightforward. Obtaining an RI basis that is not permutation invariant has been done.\textsuperscript{15} For all distinct multisets of angular function indices, the multisets of intermediate angular momenta are generated based on polygon conditions. The elements of this basis are the functions from Eq. (23). Note again that these are not invariant with respect to permutations.

To construct the angular PA-RPI set, we begin the same way as with the canonical RI basis. A key difference is that the angular function indices may not be ordered strictly by increasing value. When there are duplicate $l_i$, there are often permutations of angular indices that are more amenable to the application of ladder relationships. One of these convenient permutations of angular indices can be adopted, because a permutation of angular momentum quantum numbers yields a multiset of intermediates with the same size, provided the intermediates obey polygon conditions. That is $\text{size}(\beta_i) = \text{size}(\beta_{\alpha(i)})$. This maintains the dimension requirements from Eq. (20) and Eq. (21). Reasoning for using a different permutation of indices is related to the way linear dependence is proven between certain functions.

Linear dependence between angular RPI functions typically manifests in two seemingly different ways. The first occurs when there are many duplicate indices, $\#l_i \geq 4$. In such cases permutations of intermediates yield an equivalent function label, for example permuting $L_1$ and $L_2$ and the attached children of $L = (22222)(022)$ yields $L' = (22222)(202)$. In this example, both multisets of intermediates are valid according to polygon conditions, but it is clear that these yield the exactly the same function given the permutation symmetries of the underlying Wigner symbols and the permutation invariance of the angular product functions. This can remedied by sorting binary coupling trees as in Fig. 3 (a). The second is linear dependence between functions are not permutations of one another, for example the functions indexed by $L = (1111)(00)$ and $L = (1111)(22)$. Such relationships are typically observed numerically. Through our newly derived ladder relationships, these cases may be considered analytically. Linear dependencies of this kind may be resolved by applying ladder relationships as highlighted in Fig. 3 (b). Ladder relationships expose linear dependencies between functions with duplicate $l_i$. These relationships are derived by grouping like terms in the construction of RPI functions. This grouping of terms depends on the permutation symmetries induced by multiplicity of $l_i \in I$ and the permutation symmetries of the generalized Wigner symbols. It is more straightforward when duplicate $l_i$ are coupled. For this reason, we adapt the ordering of the angular indices to the structure of the coupling tree. This is at the core of the PA-RPI method; as we allow for a specific permutation of indices that is adapted to properties of the generalized coupling coefficients. The permutation-adapted method may be summarized in two steps. In the first step, blocks of functions are defined such that they adapted to the permutation symmetries of the generalized Wigner symbols and how many duplicate $l_i$ are present. This first step is optional, but it allows for straightforward derivation and application of ladder relationships. The second step ensures linear independence of functions is achieved within those blocks using ladder relationships.

The first step in the permutation-adapted approach is to obtain/define the blocks. Blocks of functions for the canonical basis are defined by functions with the same multiset of angular indices, that are ordered by increasing value. This choice of ordering is arbitrary, and is just one method for enumerating the distinct multisets of angular function indices. In the PA method, we choose an ordering of $l_i$ to maximize the pairwise coupling of duplicate $l_i$. This ordering is the most compatible with the permutation and recursion properties of generalized Wigner symbols in our pairwise coupling scheme from Eq. (15). Such an ordering of indices is defined based on the properties of the generalized Wigner symbols and the inherent permutation symmetries within a multiset containing duplicate indices. An intuitive place to begin defining this permutation would be with the angular function indices sorted within the frequency partition of $I$. Note that any permutation of duplicate indices results in the same function. The frequency partition, $P_f$, is the partition that reflects the permutation symmetries induced by duplicate indices in $l$. This is easy to obtain in practice by sorting first by the frequency of duplicate elements and secondly on the values of the elements. Some examples of this are: $I = (1223) \rightarrow I_f = (2213)$ generated by $P_f = (2, 1, 1), I = (11222) \rightarrow I_f = (22211)$ generated by $P_f = (3, 2), I = (22223333) \rightarrow I_f = (22223333)$ generated by $P_f = (5, 5)$. While this groups duplicate $l_i$ near one another, it does not always maximize the pairwise coupling of duplicate indices as seen in the final example. This shortcoming can be addressed by considering a permutation from a different partition. To address this shortcoming, we find the permutation of $I$ that maximizes the automorphisms of the coupling tree and use the corresponding partition, $P_{I_{fc}}$. The group of automorphisms for the coupling tree is initially generated by transpositions of pairs. More permutations that yield equivalent couplings are generated when duplicate nodes are coupled. We therefore find the permutation of $I$ that sorts $l_i$ within parts that are the largest powers of two and use that partition.

$$P_{I_{fc}} = \max P \sum O :$$
$$\forall O \in P, \exists l_i \in I : \#l_i \geq 2^k$$
$$\sum O = N \quad (34)$$

In Eq. (34), it can be seen that the part sizes are those that can be composed into perfect binary trees (parts that are powers of 2). Given a multiset of angular indices, we may obtain $P_{I_{fc}}$ based on the frequency of duplicate indices. Once obtained, the previous examples where $l_i$ were ordered by frequency will instead be: $I = (1223) \rightarrow I_{fc} = (2213)$ gen-
generated by \( P_{\text{fc}} = (2, 2), \; \mathbf{l} = (112222) \rightarrow L_{\text{fc}} = (112222) \) generated by \( P_{\text{fc}} = (2, 2, 1), \) and \( \mathbf{l} = (2222233333) \rightarrow L_{\text{fc}} = (2222233333) \) generated by \( P_{\text{fc}} = (4, 4, 2). \) In practice, \( L_{\text{fc}}, \) may be obtained by taking advantage of the correspondence between semi-standard Young Diagrams and partitions of \( S_N. \) \(^{27,28}\) Doing so can avoid a full search over all permutations over \( S_N \) to find an ordering of indices that has our desired properties and efficient approaches for doing so scale like \( O(N^2). \) \(^{25}\) Alternatively, one could rely algorithms for binary tree sorting.

In the second step of the PA method, a sequence of independent RPI functions is obtained by sampling the over-complete sequence of RPI functions \( F_{i}^{OC}(\mathbf{l}) \) for each block. The over-complete sequence, \( F_{i}^{OC}(\mathbf{l}) \) as discussed in Appendix B, is comprised of RPI functions with all possible multisets of intermediates, \( b_{\mathbf{l}_{iL}}, \forall L \) if \( \Delta^G(\mathbf{l}, L) \). The sampling of the over-complete sequence that yields a linearly independent sequence, \( F_{i}^{PA}(P_{\mathbf{f}}(\mathbf{l})), \) is obtained by deriving relationships from multiple ladder relationships. Ladder relationships for functions with angular indices incremented such that the multiplicity of \( l_i \in L_{\text{fc}} \) is conserved (e.g., such that the frequency partition \( P_{\mathbf{f}}(\mathbf{l}) \) is the the same for each increment) are used to do this. The second step in the angular PA-RPI procedure ensures that the RPI functions within a block form a linear independent function sequence. While this sampling is derived from analytical relationships, it is not the same for different types of blocks. The ”type of block” in this context refers to sequences with the same numbers of duplicate angular indices \( \#l_i \in \mathbf{l} \) or more succinctly with the same frequency partition \( P_{\mathbf{f}}(\mathbf{l}) \). The sampling to obtain independent functions must be derived for each possible \( P_{\mathbf{f}}(\mathbf{l}) \). Our newly derived properties of the generalized Wigner symbols allow one to do this in principle for arbitrary \( N, \) but defining \( F_{i}^{PA}(P_{\mathbf{f}}(\mathbf{l})) \) for large \( N \) becomes intensive. For this reason, independent RPI function sequences have only been obtained up to \( N = 8. \) This is sufficient for many practical applications of ACE, but applications with much larger \( N \) may require more general approaches to obtain \( F_{i}^{PA}(P_{\mathbf{f}}(\mathbf{l})) \).

The resulting set of angular PA-RPI functions is complete and, within blocks defined by functions with shared \( \mathbf{l}, \) independent. Similarly angular RPI descriptors may be defined that are block-wise independent. A comparison between the canonical angular RI basis, the over-complete RI set generated by all intermediates obeying polygon conditions for \( L_{\text{fc}} \), and the block-wise independent PA-RPI labels are given in Table I.

In Table I, it can be seen that the C-RI and PA-RPI bases are equivalent in some cases. In cases where they are not the same, labels corresponding to dependent functions have been eliminated, resulting in the fourth column. The functions eliminated are those missing from the over-complete set in third column.

**B. RPI functions with non-angular degrees of freedom**

This section will focus on exposing linear dependencies for blocks of RPI functions with angular and non-angular degrees of freedom. Similar to the permutation invariant angular product functions, imposing rotational invariance on permutation invariant radial + angular product functions may also result in linearly dependent RPI functions.

\[
B_{nlL} = \sum_{m} W_{m}^{\Lambda}(L, M) \Phi_{nlm}(r) \tag{35}
\]

In Eq. (35), the 'cluster basis' from Eq. (2) has been made symmetric with respect to exchange of coordinates as in Eq. (4). Detailed procedures on this symmetrization may also be found in Ref. [15]. It is made rotationally invariant by contracting the permutation invariant cluster basis with the generalized Wigner symbols. Similar to the purely angular basis, the functions defined by Eq. (35) are also over-complete. As
with the procedure to generate a set of permutation-adapted angular functions, a set of permutation-adapted radial and angular RPI functions may be determined that is block-wise independent. For the angular PA-RPI procedure, it was demonstrated through results and derivations of ladder relationships that the permutation symmetries induced by the multiplicity of \( l_i \) result in linearly dependent angular functions. For some blocks of RPI functions with both angular and non-angular indices, the non-angular indices may break the permutation symmetries induced by the multiplicity of \( l_i \) and/or those induced by the generalized Wigner symbols. For these reasons, blocks of RPI functions with non-angular degrees of freedom must be defined by both the angular and non-angular indices.

The ladder relationships must be derived and applied within these blocks as well. For example, when including radial degrees of freedom, the blocks need to be defined by \( nl \).

To define the blocks for RPI functions with radial and angular degrees of freedom, the enumeration and indexing scheme for \( nl \) labels needs to be specified. Previous approaches using lexicographical ordering of \((n_i, l_i)\) tuples to define \( nl \) labels is a natural first choice. This approach ensures that distinct labels are chosen and is straightforward to implement in algorithms. Although lexicographical ordering does not always align the angular functions with the permutation symmetries imposed by the generalized Wigner symbols, as observed for the case with purely angular functions in Table I. Alternatively the indexing be done within the binary tree structures of the generalized Wigner symbols. One such way to do this would be composing \((n_i, l_i)\) from distinct \( nl \) labels as leaves in binary trees. This way, many ordering schemes may be used that adapt the distinct \( nl \) labels to the symmetries of the underlying generalized Wigner symbols. Instead, we adopt the more compact definition in Eq. (9). The multiset of angular indices is adapted to permutation symmetries induced by generalized Wigner symbols and the multiplicities of \( l_i \) by applying a specific permutation/ordering to the angular indices. This is the same as that for the purely angular functions in Eq. (33). This adapted ordering, denoted previously as \( I_{fc} \) is obtained from the permutation in Eq. (34) that maximizes equivalent permutations of angular indices given the underlying Wigner symbols. The permutations of non-angular indices, \( \varsigma \), used in Eq. (9) are those that generate distinct \( nl \) labels up to the multiplicity of \( l \) and the permutation automorphisms of the generalized Wigner symbols. In short, a valid \( \varsigma(n) \) is obtained when not related by another permutation in \( P_{fc} \), or \( P_f \). It is also possible to construct labels with these properties using binary trees. In general cases, these permutations are not element-wise equivalent to those generated by lexicographical ordering of \((n_i, l_i)\) tuples. However, the total number of \( nl \) labels does not exceed that obtained from lexicographical ordering.

In order to construct these labels, the following procedure may be used. First, all \( nl \) permutations are constructed, and the corresponding intermediates are added to form the blocks. In pseudocode, this first step is:

```
OC_blocks
I_{fc} ← P_{fc} ← \#l_j \forall j \in \text{set}(l)
distinct_n ← \{\varsigma\} ← P_{fc}, P_f
nl_blocks = \{\varsigma(n)I_{fc}: \forall(\varsigma(n)) \in \text{distinct}_n
for nl_block in nl_blocks do
    for L in Generate_intermediates(l, L_R) do
        nl_block ← (n l L)
    end for
    OC_blocks ← nl_block
end for
```

First, the multiset of angular indices is adapted to the permutation symmetries of the generalized Wigner symbols. It results from an element of the partition, \( P_{fc} \) that maximizes the permutation automorphisms of the coupled angular functions. The distinct permutations of non-angular indices are then generated based on the frequency partition of angular

| \( l \)  | C-RI  | RPI*  | PA-RPI |
|-------|-------|-------|--------|
| (1111) | (1111)(00) | (1111)(00) | (1111)(00) |
|       | (1111)(11) | (1111)(11) | (1111)(11) |
|       | (1111)(22) | (1111)(22) | (1111)(22) |
| (1113) | (1113)(22) | (1113)(22) | (1113)(22) |
|       | (1122)(00) | (1122)(00) | (1122)(00) |
|       | (1122)(11) | (1122)(11) | (1122)(11) |
|       | (1122)(22) | (1122)(22) | (1122)(22) |
| (1133) | (1133)(00) | (1133)(00) | (1133)(00) |
|       | (1133)(11) | (1133)(11) | (1133)(11) |
|       | (1133)(22) | (1133)(22) | (1133)(22) |
| (1223) | (1223)(11) | (2213)(22) | (2213)(44) |
|       | (1223)(22) | (2213)(33) | (2213)(44) |
|       | (1223)(33) | (2213)(44) | (2213)(44) |
| (1333) | (1333)(22) | (3331)(22) | (3331)(22) |
|       | (1333)(33) | (3331)(33) | (3331)(33) |
|       | (1333)(44) | (3331)(44) | (3331)(44) |
| (2222) | (2222)(00) | (2222)(00) | (2222)(00) |
|       | (2222)(11) | (2222)(11) | (2222)(11) |
|       | (2222)(22) | (2222)(22) | (2222)(22) |
|       | (2222)(33) | (2222)(33) | (2222)(33) |
|       | (2222)(44) | (2222)(44) | (2222)(44) |
| (2233) | (2233)(00) | (2233)(00) | (2233)(00) |
|       | (2233)(11) | (2233)(11) | (2233)(11) |
|       | (2233)(22) | (2233)(22) | (2233)(22) |
|       | (2233)(33) | (2233)(33) | (2233)(33) |
|       | (2233)(44) | (2233)(44) | (2233)(44) |
| (3333) | (3333)(00) | (3333)(00) | (3333)(00) |
|       | (3333)(11) | (3333)(11) | (3333)(11) |
|       | (3333)(22) | (3333)(22) | (3333)(22) |
|       | (3333)(33) | (3333)(33) | (3333)(33) |
|       | (3333)(44) | (3333)(44) | (3333)(44) |
|       | (3333)(55) | (3333)(55) | (3333)(55) |
|       | (3333)(66) | (3333)(66) | (3333)(66) |

Table I: An exhaustive listing of angular function blocks for all valid \( l \) up to \( l_{max} = 3 \) with \( L_R = 0 \) are given in the first column. The canonical RI labels (C-RI) for angular functions without permutation invariance is given in the second column. The over-complete of permutation invariant RI labels is given in the third column, (RPI†), and the block-wise independent PA-RPI angular function labels are given in the fourth.
indices. This gives the unique $nl$ that will used to make blocks of RPI functions. For each of these $nl$ labels, the valid intermediates are appended to the label and collected into the $nl$ block. These intermediates are obtained from $\text{Generate intermediates}(L, L_R)$, which is a function that obtains all multisets of intermediates obeying $\triangle^q(I, L)$. Each over-complete block is collected into, $OC$ blocks, and linear dependence needs to be treated. In practice, step one is repeated for all combinations of radial and angular indices up to some specified $nl_{\text{max}}$ and $nl_{\text{max}}$ respectively. The second step is to sample the over-complete blocks according to the function sequence of independent RPI functions, $F^A$ that is derived from ladder relationships. This may be done by with the following procedure.

\begin{verbatim}
for OC_block in OC_blocks do
    PA_block
    for $B_i \in OC_block$ do
        PA_block ← $B_i$ if $B_i \in F^A$
    end for
    PA_set ← PA_block
end for
\end{verbatim}

In this step each (potentially over-complete) block of functions is sampled according to $F^A$, which defines a sequence of linearly independent RPI functions derived from analytical ladder relationships. Some archetypal cases of this are given in Appendix B and the relationships necessary to generalize beyond that case are also provided.

There is an important note on cost of step 1 in the procedure, in which one may expect the use of brute-force searches over $S_N$. Brute-force searches over this group can cumbersome very quickly, and a brute-force search over all of $S_N$ is not what is done in practice. In practice, other approaches are used such as the Robinson-Schensted-Knuth correspondence theorem.\cite{Robinson1951, Schensted1956} Such approaches and the corresponding algorithms allow one to take advantage of the relationship between Young diagrams and partitions of $S_N$. Young Diagrams are graphical tools commonly used in the representation theory for the symmetric group, and methods for manipulating them, using their relationship to irreducible representations of $S_N$, and the standard fillings (a.k.a. Young Tableaux) for these diagrams can be found elsewhere.\cite{Littlewood1950, Mackey1956} The result of using these in the PA method is that, rather than considering all permutations in $S_N$ to find $l_{fc}$, we may consider a subset of permutations related to the Young Diagrams for the partition, $P_{fc}$. The allowed permutations of non-angular indices are found in a similar way. We also emphasize that many of the steps only needs to be done once for a multiset of indices with a certain number of duplicates. For example, the construction of blocks for $nl = (1122)(1122)$ may be applied to $nl = (4455)(1122)$ and $nl = (4455)(4466)$, etc.

1. **Highlighted results and examples**

Sorting the angular momentum quantum numbers is not sufficient to produce a complete and independent basis when certain constraints are enforced. An illustrative example within the $\sigma_c = (12)(34)$ coupling scheme is $n = (1122)$ and $l = (1122)$. We show where using lexicographical ordering of $(n_i, l_i)$ for this fixed permutation of $l$ while also imposing parity constraints does not work, and where the PA-RPI method remedies it. Forcing $nl$ to be ordered first on $l$, in $nl$ tuples gives certain blocks of functions.

\begin{equation}
\{nl\} = \{(1122)(1122), (1212)(1122), (2211)(1122)\}.
\end{equation}

There are two multisets of intermediates allowed after imposing parity constraints, $(l_i + l_j + L_k) : \text{even}$, for all coupled pairs of angular momenta. Excluding the $L_R = 0$, these multisets are $\{L\} = \{(00), (22)\}$. The multiset (11) is often eliminated because it does not obey even parity constraints. All possible descriptor labels generated by this example are given by:

\begin{equation}
\{(1122)(1122)(00), (1212)(1122)(00), (2211)(1122)(00), (1122)(1122)(22), (1212)(1122)(22), (2211)(1122)(22)\}.
\end{equation}

The problematic result of Eq. (37) is that, at a maximum there are 6 descriptor labels. However, for the same multisets of $nl$ blocks we find, and it is also reported in Table 3 of Ref. [15], that there are 7 independent functions. The result observed in the construction of some ACE descriptor sets (and the reason parity constraints are sometimes used in ACE methods) that couplings with odd parity, $(l_i + l_j + L_k) : \text{odd}$, yield zero-valued functions or do not transform correctly with respect to rotations is not true for all cases. This is actually the result of ladder relationships, and the transformation properties are determined by the value of $L_R$. In this case of $L_R = 0$, they will still be rotation-invariant.

Returning to the PA-RPI method, we will consider this example within the context of our newly derived properties for generalized Wigner symbols. Following the first part of the PA procedure, we find the blocks of functions are the same as those in Eq. (36). The result that couplings with odd parity yield zero-valued functions is only the case when permutation symmetries induced by duplicate angular indices are not broken by non-angular indices. In general, applying parity constraints separately from ladder relationships may not be necessary. Keeping this in mind, we will generate the blocks of functions used in the PA method regardless of coupling parity. Before removing redundancies resulting from raised/lowered intermediates of PI functions, we obtain 3 blocks containing 3 functions. The labels for these blocks of functions are given as

\begin{equation}
\{(1122)(1122)(00), (1212)(1122)(11), (1122)(1122)(22)\}\{(1212)(1122)(00), (1212)(1122)(11), (1212)(1212)(22)\}\{(2211)(1122)(00), (2211)(1122)(11), (2211)(1122)(22)\}
\end{equation}

The second step reduces the set of functions given in Eq. (38) to a set of functions that is, within each block, linearly inde-
The corresponding linearly independent function sequences applied to the respective over-complete blocks in Eq. (38), to obtain the labels in Eq. (39) are given in Eq. (40).

There are some other notable examples of the PA method that can be instructive and directly compared with previously reported results. In this example, we highlight the use of an analytically derived ladder relationship in a non-trivial case. For this, we will consider \( nl = (1122)(1122) \). In this simple example, there is only one block of functions given by

\[
\{(1111)(1111)(00), (1111)(1111)(11), (1111)(1111)(22)\}
\]

and the PA-RPI labels in the linearly-dependent function sequence along with the sampling that yields it are,

\[
\{(1111)(1111)(00)\} = \{B_i : 0 \mod 7 = 0, B_i \in \mathcal{F}_i^{\text{OC}}\}
\]

which is reduced from the block in Eq. (41). It is noted that this is also the same size as that obtained with the semi-numerical construction of the RPI basis in Table 3 of Ref. [15]. We provide a proof to show that the descriptors with labels from Eq. (41) are linearly dependent in Appendix B. Specific linear relationships, such as that for the angular RPI functions shown in Eq. (32), may also be derived for functions with non-angular indices. In the case here where all \( n_i \) are equivalent, the ladder relationships are the same as those for purely angular functions. As a result, the relationship between the functions in Eq. (41) is given below.

\[
B_{(nnnn)(1111)(22)} = \frac{2}{3\sqrt{3}} B_{(nnnn)(1111)(00)}
\]

In general, ladder relationships may be derived for cases where radial indices are present and for any block of functions containing duplicate angular indices. While we do not prove linear independence between different blocks of functions within some rank \( N \), we do conjecture that this construction of the PA-RPI set forms a complete and independent basis for rank \( N \). If one wishes to add additional indices for additional degrees of freedom such as chemical labels \( \mu \), the PA-RPI set and the corresponding procedures may still be used. In these cases, unique multisets of non-angular indicex tuples may be used in place of the radial indices used in our examples.

### IV. RESULTS

#### A. Wigner symbol permutations

To further demonstrate the permutational symmetries of the generalized Wigner symbols, Table II provides an example for an \( N = 4 \) generalized symbol with no degeneracy in \((l_i, m_i) \) tuples. The numerically calculated generalized symbol is given for elements of \( G_N \) operating on \((l_i, m_i) \) that preserve the coupling tree structure. The numerical results are provided to help show examples of the permutations used to eliminate redundant functions in the PA method.

The second column in Table II shows the first column of permutations applied to the original arrangement of \((l_i, m_i) \) indices. The result is always a permutation of the indices that is: 1) a permutation between two \((l_i, m_i) \) that are children of the same parent, 2) a permutation between two branches that are children of the same parent 3) some combination thereof. The exact numerical value of each permuted symbol is given in the final column (cf. Eq. (A7).)

#### B. Permutation-adapted RPI function counts

The function counts for the PA-RPI set and other relevant sets of functions are given for different polynomial degree, where degree is defined as \( \text{deg.} = \sum_i (n_i + l_i) \), in Table III. The number of PA functions, \( N(l_i, m_i) \) in Table III, is smaller than the full set of functions with lexicographically ordered labels one would use to obtain the independent functions numerically (column 4). The third column in Table II gives all possible \( nlL \) permutations for reference. Practical implementations of ACE use atom-centered basis functions that are poorly conditioned for numerical reduction due to self-interactions. This limits the accuracy/independence of numerically derived ACE bases for large polynomial degree for some semi-numerical approaches. Additionally, a
The results in Table III demonstrate that the number of functions needed for numerical construction of the ACE basis using SVD grows rapidly with polynomial degree and rank. This includes function counts for large \( n_{\text{max}} \) and \( l_{\text{max}} \); they are \( n_{\text{max}} = 6 \) and \( l_{\text{max}} = 6 \) for rank 4 and \( n_{\text{max}} = 6 \) and \( l_{\text{max}} = 2 \) for rank 5. The minimum value of \( l_i \) is one in all entries. Different values of \( l_{\text{max}} \) and \( n_{\text{max}} \) are used to help demonstrate limiting behavior. For rank 4, the reduction seems to plateau with increasing polynomial degree. This is the case because \( n_{\text{max}} \) and \( l_{\text{max}} \) are relatively high. There are fewer multisets of \( n \) and \( l \) containing duplicate indices compared to cases where \( n_{\text{max}} \) and \( l_{\text{max}} \) are small. The cases where there are duplicate radial and angular momentum indices give rise to the linear dependencies, so the reduction is less significant. This limiting behavior is expected based on previous results. For cases where \( n_{\text{max}} \) and/or \( l_{\text{max}} \) are limited to smaller values, we have more sets of \( n \) and \( l \) with duplicate entries. As a result, the reduction in the size of the set of functions provided with the PA method is more significant (as seen for rank 5 in Table III). Reduction becomes more significant with increasing rank in general. Another clear demonstration of the saturated reduction of the over-complete RPI set could also be observed in tabulated functions, given in the next section.

The PA-RPI function counts in Tables IVa - Vb are given exhaustively for all valid multisets of angular momentum quantum numbers from 1 to 3. Many additional sets of angular momentum quantum numbers are provided, including some \( l_i = 0 \) cases for practical purposes. The function counts are usually trivial when some \( l_i = 0 \), because the block sizes are one in such cases. These extra combinations help show patterns in the PA-RPI blocks arising from the linearly independent function sequences comprising them. For example, the cases where all \( l_i \) are equivalent (e.g., with \( F_{l}^{l}(l) = (4) \)) in Table IVa, all multisets for \( F_{l}^{l}(l) = (4) \) are given up to \( l_{\text{max}} = 7 \). This is to better demonstrate patterns arising from \( F_{a}^{P_{A}} \). Descriptors with large angular momentum quantum numbers are rarely reported on, but our procedures highlight which ones may be used in the construction of a linearly independent set.

To help demonstrate the need for the PA approach, additional values have been provide in the Tables with the PA-RPI function counts, Tables IVa - Vb. The columns titled ‘lex’ in these tables provide the maximum number of function labels one may obtain when using a single fixed ordering of angular momentum quantum numbers while imposing parity constraints. It can be seen that in some cases, it is smaller than the number of PA-RPI labels. There are cases where there are up to 40% of the functions missing for a given combination of radial and angular momentum indices. Using a single fixed ordering of angular function indices may yield an incomplete basis in such cases if parity constraints are imposed as they are in some implementations for ACE.

The columns titled ‘OCB’ in Tables IVa - Vb, short for over-complete blocks, show the numbers of functions in the over-complete blocks generated in step 1 of the permutation-adapted method (before the block-wise independence is enforced). While these counts are high in some cases, these are still much smaller than counts one would obtain when naively using all coupling trees generated by all permutations of \( n_i \) and \( l_i \) with all intermediates. One may also note that there are, in many cases, very simple relationships between the number of PA-RPI functions and the size of the overcomplete blocks obtained after the first step of the PA approach. These patterns arise as a result of the ladder relationships.

The final two columns in PA-RPI function count tables, Tables IVa - Vb, are labeled ‘N’ and ‘PA’. These correspond to the basis counts from the semi-numerical approach and the size of the corresponding PA set, respectively. The counts for the PA set are obtained by applying ladder relationships and/or equivalent permutations of labels within blocks of RPI functions that share the same non-angular and angular function indices generated by step 1. Numerical results are provided for comparison to previously reported work, and to validate the PA method. Without the definition of an inner product to define a formal basis of RPI functions, numerical validation is an important step for assessing the validity of the PA method. In all reported cases, the PA-RPI set is the same size as rigorously defined semi-numerical basis sets. This includes key cases above \( N = 4 \), and it is expected that the PA method may be used for arbitrary rank provided that the ladder relationships are defined.

A table for PA-RPI function counts is not given for the case where no \( l_i \) are equivalent. It was suggested in proposition 7

| \( N \) | \( \deg./N \) | \# All \( S_N \) lexic. | \# PA-RPI |
|-------|-------------|-----------------|----------|
| 4     | 2           | 3               | 1        |
| 4     | 4           | 4668            | 976      | 745      |
| 6     | 6           | 113795          | 27228    | 23739    |
| 8     | 8           | 491004          | 121054   | 106667   |
| 10    | 10          | 698129          | 166311   | 143938   |
| 12    | 12          | 699840          | 168537   | 145287   |
| 5     | 2           | 6               | 6        | 1        |
| 3     | 1150        | 244             | 84       |
| 4     | 28080       | 2773            | 1375     |
| 5     | 140370      | 9714            | 5573     |
| 6     | 268260      | 16479           | 9543     |
| 8     | 310140      | 19152           | 10674    |
of Ref. [15], for the case when no \( n_i \) are equivalent and no \( l_i \) are equivalent, the number of complete and independent RPI functions may be obtained directly. All unique labels give an independent function in such cases. This is also the case with the PA-method. The new results presented within provide some justification for why this is the case though. For cases where no \( l_i \) are equivalent, then ladder relationships show that all valid multiset of intermediate angular momenta yield a new independent function for \( nl \) blocks with no duplicate angular indices.

C. Computationally Efficient Descriptor Generation

For general usage, the permutation-adapted rotational basis and permutation-adapted rotational/permutational basis are implemented in the symACE library. This python library may be used to generate the set of PA-RPI and PA-RI descriptor labels, as well as evaluate generalized Wigner symbols for other software packages. It takes advantage of tabulated automorphism groups from the Groups, Algorithms, Programming (GAP) code for computational group theory.\(^{29}\) The ladder relationships needed to construct PA-RPI functions are included as well.

Our derivations of linear relationships, numerical validation, and theoretical arguments such as the orthogonality of the generalized Wigner symbols, support the conjecture that the PA-RPI set forms a complete, independent basis.\(^{3}\) As such, it is proposed that the PA method be used to obtain sets of ACE descriptors, as these sets can be defined without SVD. The utility and properties of PA descriptor sets that are guaranteed to be block-wise independent is of practical and theoretical importance for ACE methods, including interatomic potential applications. The use of the PA method facilitates the efficient generation of ACE potentials with high degree descriptors. The standard usage of symACE to generate PA sets relies on tabulated automorphism groups for ranks \( N \leq 8 \). There are tools in symACE to generate these on-the-fly for larger ranks, but the tabulated automorphisms are used by default for efficiency. Additionally, there are recursive algorithms that can be used to obtain generalized Wigner symbols and generalized Clebsch-Gordan coefficients of arbitrary rank but are not used in symACE by default. In a similar vein, the sequences of independent RPI functions obtained by sampling over-complete blocks are defined for limited ranks. This is because, as mentioned before, they must be derived for each type of block. For many practical cases, especially in the field of interatomic potentials, \( N \leq 8 \) is sufficient; \( N = 8 \) terms correspond to 9-body interactions.

The PA approach could theoretically be applied for broader applications of ACE methods that use RPI functions/descriptors with larger ranks and for arbitrary \( L_B \), provided block-wise independence is enforced as prescribed in this work. Extension of the PA method to these high body-order regimes may require adopting recursive algorithms to construct the generalized Wigner symbols, using on-the-fly generation of the permutation automorphisms, or relying more exclusively on Young Diagrams. The upper bound of \( N \) for which a PA set can be obtained has not been extensively tested, however efficient algorithms for defining the specific permutations needed in the PA method have \( O(N^3) \) scaling.\(^{25}\)

For some ACE models, the descriptors with high rank and degree are important. An example is provided for a metallic tantalum system; linear energy models are trained using energies and forces from the data set in Ref. [10] using FitSNAP with a sparse regression method, Bayesian compressive sensing. This was done using 6 single-bond descriptors along with a set of rank 2-4 ACE descriptors with \( n_{\max} = 3 \) and \( l_{\max} = 3 \). Without sparse regression, the maximum degree of any \( N = 4 \) descriptor included in the fit is 24. As shown in Fig. 4, many high-degree descriptors remain after heavy feature pruning. The minimum error is achieved with a sparse model containing some high-degree descriptors. The pruning of descriptors in Fig. 4 is done using Bayesian compressive sensing, and coefficients with highest uncertainty are eliminated first. This suggests that for this small tantalum data set, some of the highest degree descriptors correspond to an important signal in the potential that is predicted with low uncertainty compared to other descriptor coefficients. Depending on the system and the training data, high degree functions may be important. The PA-RPI procedures facilitate the use of these and other high-degree descriptors, allowing users to explore these trade-offs.

V. CONCLUSIONS

The typical construction of RPI functions in ACE above \( N = 4 \) is over-complete. Subsets (blocks) of functions that share the same non-angular and angular indices (regardless
| $n$ | $l$ | lex. | OCB | Num. | PA |
|-----|-----|------|-----|------|----|
| (aaaa) | (0000) | 1 | 1 | 1 | 1 |
|     | (1111) | 2 | 3 | 1 | 1 |
|     | (2222) | 3 | 5 | 1 | 1 |
|     | (3333) | 4 | 7 | 2 | 2 |
|     | (4444) | 5 | 9 | 2 | 2 |
|     | (5555) | 6 | 11 | 2 | 2 |
|     | (6666) | 7 | 13 | 3 | 3 |
|     | (7777) | 8 | 15 | 3 | 3 |

| (aaab) | (0000) | 1 | 1 | 1 | 1 |
|     | (1111) | 2 | 3 | 1 | 1 |
|     | (2222) | 3 | 5 | 1 | 1 |
|     | (3333) | 4 | 7 | 2 | 2 |
|     | (4444) | 5 | 9 | 2 | 2 |
|     | (5555) | 6 | 11 | 2 | 2 |
|     | (6666) | 7 | 13 | 3 | 3 |
|     | (7777) | 8 | 15 | 3 | 3 |

| (aabb) | (0000) | 1 | 1 | 1 | 1 |
|     | (1111) | 2 | 3 | 2 | 2 |
|     | (2222) | 3 | 5 | 3 | 3 |
|     | (3333) | 4 | 7 | 4 | 4 |
|     | (4444) | 5 | 9 | 5 | 5 |
|     | (5555) | 6 | 11 | 6 | 6 |
|     | (6666) | 7 | 13 | 7 | 7 |
|     | (7777) | 8 | 15 | 8 | 8 |

| (aabc) | (0000) | 1 | 1 | 1 | 1 |
|     | (1111) | 2 | 3 | 2 | 2 |
|     | (2222) | 3 | 5 | 3 | 3 |
|     | (3333) | 4 | 7 | 4 | 4 |
|     | (4444) | 5 | 9 | 5 | 5 |
|     | (5555) | 6 | 11 | 6 | 6 |
|     | (6666) | 7 | 13 | 7 | 7 |
|     | (7777) | 8 | 15 | 8 | 8 |

| (abcd) | (0000) | 1 | 1 | 1 | 1 |
|     | (1111) | 2 | 3 | 3 | 3 |
|     | (2222) | 3 | 5 | 5 | 5 |
|     | (3333) | 4 | 7 | 7 | 7 |
|     | (4444) | 5 | 9 | 9 | 9 |
|     | (5555) | 6 | 11 | 11 | 11 |
|     | (6666) | 7 | 13 | 13 | 13 |
|     | (7777) | 8 | 15 | 15 | 15 |

(a) $P_f(l) = (4)$

(b) $P_f(l) = (3, 1)$

Table IV: For all possibilities of equivalent $n_i \in n$, we provide the $n$ (1st column), $l$ (2nd column), the number of $nll$ labels one obtains for a single lexicographically ordered $l$ with couplings forced to have even parity (3rd column), the number of functions in blocks generated by step 1 of the PA-RPI procedure (4th column), the number of independent functions as determined by semi-numerical methods (5th column), and the number PA-RPI functions after applying step 2 of the procedure, 6th column. This is repeated for various possible $l$ where any 2 or more $l_i$ are equivalent. Variables are given in place of the actual values of $l_i$ for the sub-tables IVa, IVb.
Table V: For all possibilities of equivalent $n_l \in n$, we provide the $n_l$ ($1^{st}$ column), $l$ ($2^{nd}$ column), the number of $n_l l$ labels one obtains for a single lexicographically ordered $l$ with couplings forced to have even parity ($3^{rd}$ column), the number of functions in blocks generated by step 1 of the PA-RPI procedure ($4^{th}$ column), the number of independent functions as determined by semi-numerical methods ($5^{th}$ column), and the number PA-RPI functions after applying step 2 of the procedure ($6^{th}$ column). This is repeated for various possible $l$ where any 2 or more $l_i$ are equivalent. Variables are given in place of the actual values of $l_i$ for the sub-tables Vа, Vb.

| $n_l$ | $l$ | lex. | OCB | N | PA 
|------|-----|------|-----|-----|------
| (aaaa) | (0022) | 1 | 1 | 1 | 1 | (aaaa) | (0112) | 1 | 1 | 1 | 1 |
|      | (1122) | 2 | 3 | 2 | 2 | (1122) | 2 | 3 | 2 | 2 |
|      | (1133) | 2 | 3 | 2 | 2 | (1344) | 2 | 3 | 2 | 2 |
|      | (2233) | 3 | 5 | 3 | 3 | (2455) | 3 | 5 | 3 | 3 |
|      | (4455) | 5 | 9 | 5 | 5 | (3445) | 4 | 7 | 4 | 4 |
| (aaab) | (0022) | 2 | 2 | 2 | 2 | (aaab) | (0112) | 3 | 3 | 3 | 3 |
|      | (1122) | 4 | 6 | 4 | 4 | (1122) | 8 | 12 | 10 | 10 |
|      | (1133) | 4 | 6 | 4 | 4 | (1344) | 8 | 12 | 10 | 10 |
|      | (2233) | 6 | 10 | 6 | 6 | (2455) | 12 | 20 | 16 | 16 |
|      | (4455) | 10 | 18 | 10 | 10 | (3445) | 16 | 28 | 22 | 22 |
| (aabb) | (0022) | 3 | 3 | 3 | 3 | (aabb) | (0112) | 4 | 4 | 4 | 4 |
|      | (1122) | 6 | 9 | 7 | 7 | (1122) | 14 | 21 | 19 | 19 |
|      | (1133) | 6 | 9 | 7 | 7 | (1344) | 14 | 21 | 19 | 19 |
|      | (2233) | 9 | 15 | 11 | 11 | (2455) | 21 | 35 | 31 | 31 |
|      | (4455) | 15 | 27 | 19 | 19 | (3445) | 28 | 49 | 43 | 43 |
| (aabc) | (0022) | 4 | 4 | 4 | 4 | (aabc) | (0112) | 7 | 7 | 7 | 7 |
|      | (1122) | 8 | 12 | 10 | 10 | (1122) | 14 | 21 | 19 | 19 |
|      | (1133) | 8 | 12 | 10 | 10 | (1344) | 14 | 21 | 19 | 19 |
|      | (2233) | 12 | 20 | 16 | 16 | (2455) | 21 | 35 | 31 | 31 |
|      | (4455) | 20 | 36 | 28 | 28 | (3445) | 28 | 49 | 43 | 43 |
| (abcd) | (0022) | 6 | 6 | 6 | 6 | (abcd) | (0112) | 12 | 12 | 12 | 12 |
|      | (1122) | 12 | 18 | 18 | 18 | (1122) | 24 | 36 | 36 | 36 |
|      | (1133) | 12 | 18 | 18 | 18 | (1344) | 24 | 36 | 36 | 36 |
|      | (2233) | 18 | 30 | 30 | 30 | (2455) | 36 | 60 | 60 | 60 |
|      | (4455) | 30 | 54 | 54 | 54 | (3445) | 48 | 84 | 84 | 84 |

(a) $P_f(l) = (2, 2)$
(b) $P_f(l) = (2, 1, 1)$

of ordering) may be linearly dependent. Previous numerical results suggest that linear dependencies exist within these blocks of functions, and we show that linear relationships within blocks of functions may be derived analytically and used in the definition of linearly independent RPI function sequences. This is done effectively by relaxing the common convention constraint that all basis labels, $n_l$, must be lexicographically ordered and adapt the indexing to the permutation and recursion properties of the generalized Wigner symbols. The PA procedure to construct RPI functions eliminates linear dependence within the blocks of functions that share the same non-angular and angular indices. While orthogonality or linear dependence for the complete set of RPI functions has not been proven, this PA procedure addresses linear dependencies within all blocks of functions. We provide proofs of this for some simple, non-trivial cases as well as the relationships to do this for more general cases. In other implementations of ACE, this reduction is done numerically. The size of the PA-RPI set is the same size as semi-numerical RPI basis constructed in other works. The PA-RPI methodology may help avoid numerical instabilities in some numerical methods for high-degree, high-rank descriptors.

This PA method results from analytical relationships and properties of Wigner symbols. Permutation and recursion properties have been explored in depth for Wigner-3j symbols, but the corresponding properties of the generalized Wigner symbols were needed for the PA method. Therefore, we have presented generalized recursion relationships for $N$ coupled angular momentum states and permutation symmetries of the generalized Wigner symbols. Together, these properties may be used to derive ladder relationships between functions with incremented intermediate angular momenta. These relationships show that when two functions duplicate indices are coupled, linearly dependent RPI functions/ACE descriptors can be the result. Deriving all ladder relationships for multisets of intermediates produced by raised/lowered angular indices allows one to define a sampling of over-complete blocks that yields a sequence of linearly independent RPI functions. In general, this sampling is defined for all types of blocks, where block types are defined as functions with the same number
of duplicate indices, compactly described by the frequency partitions of both non-angular and angular indices. Adapting the function indices to the properties of the Wigner symbols allows one to apply this sampling in a straightforward way. The set of PA functions, is therefore constructed out of blocks of functions where linear independence is guaranteed within each block. Linear independence is not guaranteed/proven between different blocks, and the PA set has not been proven to form a complete, independent RPI basis. We do conjecture the PA-RPI procedure apply for atomic systems with multiple element types, or with other degrees of freedom. Significant reductions in the PA-RPI set size compared to set of equivariant functions as well. Ladder relationships may also be derived for sets of permutation-invariant equivariant functions and the independent function sequences defined.
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Appendix A: Equivalence of generalized Wigner symbols

1. Wigner-3j symbols

The Wigner-3j symbols obey simple relationships with one another under permutations of \((l_i, m_i)\) tuples (columns in matrix form). The traditional Wigner symbols obey the following relationships for odd and even permutations.

\[
\begin{pmatrix}
  l_1 & l_2 & l_3 \\
  m_1 & m_2 & m_3
\end{pmatrix}
= (-1)^{l_1 + l_2 + l_3}
\begin{pmatrix}
  l_1 & l_3 & l_2 \\
  m_1 & m_3 & m_2
\end{pmatrix}
= \begin{pmatrix}
  l_3 & l_1 & l_2 \\
  m_3 & m_1 & m_2
\end{pmatrix}
\]  

(A1)

Similar permutations of \((l_i, m_i)\) tuples in traditional Clebsch-Gordan coefficients are also equivalent, potentially with the introduction of a phase and/or scaling factor. An additional property of the traditional Wigner-3j symbols that is important when considering symmetric permutations is

\[
\begin{pmatrix}
  l_1 & l_2 & 0 \\
  m_1 & m_2 & 0
\end{pmatrix}
= \delta(l_1, l_2)\delta(m_1, -m_2)\frac{(-1)^{l_1 - m_1}}{\sqrt{2l_1 + 1}}
\]  

(A2)

where \(\delta(1, 2)\) is the Kronecker delta.4 By Eq. (A2), the value of non-zero Wigner-3j symbols is a phase with a scale factor when any one of the \(l_i\) is zero.

2. Generalized Wigner symbols

Due to the permutation symmetries of the Wigner-3j symbols, it may be shown that the pairwise coupling scheme preserves more equivalent permutations of angular function indices rather than intermediates in some other schemes. This is highlighted for the case of \(N = 4\) and \(L_R = 0\). As it may be done for arbitrary, \(N\), the collection of all equivalent permutations may be generated using the repeated application of permutation relationships for traditional Wigner-3j symbols. In practice, we make use of this to obtain permutation symmetries of generalized Wigner symbols for arbitrary rank. While these permutation automorphisms have been defined in the main text, they are also provided here with specific examples and proofs.

In matrix form, the permutation symmetries of generalized Wigner symbols of rank 4 are:

\[
\begin{pmatrix}
  l_2 & l_1 & l_3 & l_4 \\
  m_2 & m_1 & m_3 & m_4
\end{pmatrix}
\leftrightarrow
\begin{pmatrix}
  l_1 & l_2 & l_4 & l_3 \\
  m_1 & m_2 & m_4 & m_3
\end{pmatrix}

\leftrightarrow
\begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 & m_3 & m_4
\end{pmatrix}
\leftrightarrow
\begin{pmatrix}
  l_2 & l_1 & l_4 & l_3 \\
  m_2 & m_1 & m_4 & m_3
\end{pmatrix}

\leftrightarrow
\begin{pmatrix}
  l_3 & l_4 & l_1 & l_2 \\
  m_3 & m_4 & m_1 & m_2
\end{pmatrix}
\leftrightarrow
\begin{pmatrix}
  l_4 & l_3 & l_1 & l_2 \\
  m_4 & m_3 & m_1 & m_2
\end{pmatrix}
\leftrightarrow
\begin{pmatrix}
  l_4 & l_3 & l_1 & l_2 \\
  m_4 & m_3 & m_1 & m_2
\end{pmatrix}
\leftrightarrow
\begin{pmatrix}
  l_3 & l_4 & l_1 & l_2 \\
  m_3 & m_4 & m_1 & m_2
\end{pmatrix}
\leftrightarrow
\begin{pmatrix}
  l_4 & l_3 & l_1 & l_2 \\
  m_4 & m_3 & m_1 & m_2
\end{pmatrix}
\]  

(A3)

Note that some of the permutations in Eq. (A3) include permutations of intermediates and the corresponding action on the leaves is given. In practice, these permutation symmetries hold true when any intermediate permutations involved in the automorphism are performed and/or when intermediates to be permuted are duplicates. Explicit values of such permutations were provided in Table II. Though the permutation symmetries could be constructed for any arbitrary coupling scheme, it is better to choose one that belongs to the partition in Eq. (14). Otherwise the group of permutation automorphisms may include permutations between \(l_i\) and \(L_k\).

Apart from the outline provided in the main text for obtaining equivalent permutations of generalized Wigner symbols, other methods can be used to obtain them. Combining permutation symmetries for the leaves and intermediates yields a group of equivalent binary coupling trees related by a permutation operation acting on \(N\) leaves and \(K = N - 2\) intermediates. These permutation symmetries are known; they are elements of the automorphism group of the complete binary tree. This automorphism group is given by an iterated wreath product of the symmetric group \(S_2\); the wreath product is performed \(h\) times where \(h\) is the height of the binary tree, given from Eq. (16),26

\[H_1 = S_2\]  

(A4a)
Ref. [3] as, as the complete binary tree. Used for generalized Wigner symbols in this work; the coupling tree for the generalized Wigner symbols has the same structure arbitrary coupling rank, \( N \) and removing elements that permute between levels of the coupling tree. This collection of automorphisms can be generated for \( \boxed{\text{H}} \) change with the number of duplicate leaf indices, \( l_i \) in couplings that are not rotationally invariant. To address this, one could select a subset of \( \text{H} \).

We often consider the case of \( \text{H} \) trees. Some elements of \( \text{wreath product} \ h \) The group of automorphisms generated in Eq. (A4a) may be defined for any arbitrary binary tree of height \( h \), by iterating the wreath product \( h \) times, Eq. (A4c). However, only a subset of \( \text{H} \) is needed when considering angular momentum coupling trees. Some elements of \( \text{H} \) include permutations of the root node, \( L_R \) in our case, with internal nodes \( L_k \). This could result in couplings that are not rotationally invariant. To address this, one could select a subset of \( \text{H} \) is selected that preserves the level of the node values (e.g. \( l_i \) cannot be permuted with \( L_k \)). Additionally, this collection of permutation automorphisms may change with the number of duplicate leaf indices, \( l_i \), and/or the number of duplicate intermediates \( L_k \). As a result, a subset of \( \text{H} \) that is grown to account for duplicate indices may be collected into \( G_N \). It is constructed in general by starting with \( H_h \) and removing elements that permute between levels of the coupling tree. This collection of automorphisms can be generated for arbitrary coupling rank, \( N \) with height given by Eq. (16). This is one of the convenient features of the pairwise coupling scheme used for generalized Wigner symbols in this work; the coupling tree for the generalized Wigner symbols has the same structure as the complete binary tree.

3. Explicit proof for rank 4 equivalences

The rank 4 generalized Wigner symbols with a \( \sigma_c = (12) (34) \) coupling scheme may be explicitly written, from Eq. 10.3 of Ref. [3] as,

\[
\begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 & m_3 & m_4
\end{pmatrix}
(L, M) = \sum_{M_1, M_2} (-1)^{L_1-M_1} (-1)^{L_2-M_2}
\begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 & m_3 & m_4
\end{pmatrix}
(L_1, M_1) \begin{pmatrix}
  l_1 & l_2 & L_2 \\
  m_1 & m_2 & -M_2
\end{pmatrix}
(L_2, M_2) \begin{pmatrix}
  l_3 & l_4 & L_1 \\
  m_3 & m_4 & -M_1
\end{pmatrix}
\quad \text{(A5)}
\]

We often consider the case of \( L_R = 0 \), for which the generalized symbols are non-zero only when \( M_R = 0, L_1 = L_2 = L, M_1 = -M_2 = M, m_1 + m_2 = M, m_3 + m_4 = -M \). As a result of these restrictions, only a single non-zero term remains

\[
\begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 & m_3 & m_4
\end{pmatrix}
((L_1L_20), (M_1M_20)) = \frac{1}{\sqrt{2L+1}} (-1)^{L-M}
\begin{pmatrix}
  l_1 & l_2 & L \\
  m_1 & m_2 & -M
\end{pmatrix}
\begin{pmatrix}
  l_3 & l_4 & L \\
  m_3 & m_4 & M
\end{pmatrix}
\quad \text{(A6)}
\]

where we have used Eq. (A2) to eliminate the third Wigner-3j symbol. By Eq. (A1), the values of the two traditional Wigner coefficients are unaffected by permutation of the columns, up to a phase change. Hence the full expression is invariant up to a phase change under any permutation in the collection of automorphisms, \( \sigma \in G_N \). The phase is given simply by the parity of the permutation: odd permutations yield a negative sign while even permutations do not. These permutation symmetries of the generalized Wigner symbols may be categorized a few ways. The first: permutation between pairs of \( l_i \) that are coupled (e.g. \( l_1 \) and \( l_2 \) may be permuted under the parent, \( L_1 \)). The second: a permutation of coupled branches (e.g. permuting children of \( L_R \) for rank 4 trees: \( L_1 \) and \( L_2 \) may be permuted, then all corresponding children of \( L_1 \) and \( L_2 \) such that the order in the sub-trees \( [l_1, l_2] \) and \( [l_3, l_4] \) are preserved). The third: some combination of the first and second kinds of equivalent permutations. For the case \( \boxed{\text{LL}} = (1234)(22) \) and \( m = (1, -2, -3, 4) \) shown in Table II, we can use the above expression to obtain

\[
\begin{pmatrix}
  1 & 2 & 3 & 4 \\
  1 & -2 & -3 & 4
\end{pmatrix}
((220), M) = \frac{-1}{\sqrt{5}} \begin{pmatrix}
  1 & 2 & 2 \\
  1 & -2 & 1
\end{pmatrix}
\begin{pmatrix}
  3 & 4 & 2 \\
  -3 & 4 & -1
\end{pmatrix} = \frac{1}{\sqrt{1125}}
\quad \text{(A7)}
\]

where \( M_k \) are given implicitly by \( m_k \). Conversely, for permutations across the intermediate coupling such as \( (13) \notin G_N \), we get:

\[
\begin{pmatrix}
  l_3 & l_2 & l_1 & l_4 \\
  m_3 & m_2 & m_1 & m_4
\end{pmatrix}
((L00), M) = \frac{1}{\sqrt{2L+1}} (-1)^{L-M}
\begin{pmatrix}
  l_3 & l_2 & L \\
  m_3 & m_2 & -M
\end{pmatrix}
\begin{pmatrix}
  l_1 & l_4 & L \\
  m_1 & m_4 & M
\end{pmatrix}
\quad \text{(A8)}
\]

which is not equivalent to a Wigner symbol with ordered angular momentum and projection indices, \( W_{l_1l_2l_3l_4}^{m_1m_2m_3m_4}((L00), -M, M, 0) \). Note that symmetry breaking occurs with certain permutations that span indices in distinct symmetric pairs. Similar proofs of permutational symmetries are straightforward to construct for generalized Wigner symbols of arbitrary rank. This is why it is often just mentioned in other work.\(^3\) In the main text, the group of all permutation automorphisms for the coupling trees are obtained from Eq. (A4c).
Appendix B: Ladder relationships

1. Recursion relationships for Wigner-3j symbols

In this section we provide a detailed and thorough background for the properties of the Wigner symbols when quantum numbers are raised or lowered. From p. 224 of Rose’s “Elementary Theory of Angular Momentum” (1957), there are raising/lowering (a.k.a ladder) operations that yield relationships between Clebsch-Gordan coefficients of increasing/decreasing numbers are raised or lowered. From p. 224 of Rose’s “Elementary Theory of Angular Momentum” (1957), there are raising/lowering (a.k.a ladder) operations that yield relationships between Clebsch-Gordan coefficients of increasing/decreasing numbers.

\[
\begin{aligned}
&\left[ m_1 - m_3 \left( \frac{l_1(l_1 + 1) - l_2(l_2 + 1) + l_3(l_3 + 1)}{2l_3(l_3 + 1)} \right) \right] \left[ \begin{array}{ccc}
l_1 & l_2 & l_3 \\
m_1 & m_2 & m_3 \\
\end{array} \right] = \\
&\left[ \frac{(l_3^2 - m_3^2)(l_2 + l_3 - l_1)(l_1 + l_3 - l_2)(l_1 + l_2 - l_3 + 1)(l_1 + l_2 + l_3 + 1)}{4(l_3^2)(2l_3 - 1)(2l_3 + 1)} \right]^{1/2} \left[ \begin{array}{ccc}
l_1 & l_2 & l_3 - 1 \\
m_1 & m_2 & m_3 \\
\end{array} \right] + \\
&\left[ \frac{(l_3 + 1)^2 - m_3^2)(l_1 + l_2 + l_3 - l_1)(l_1 + l_3 - l_2)(l_1 + l_2 - l_3 + 1)(l_1 + l_2 + l_3 + 2)}{4(l_3 + 1)^2(2l_3 + 1)(2l_3 + 3)} \right]^{1/2} \left[ \begin{array}{ccc}
l_1 & l_2 & l_3 + 1 \\
m_1 & m_2 & m_3 \\
\end{array} \right]
\end{aligned}
\]

and in the form of Wigner-3j symbols:

\[
\begin{aligned}
&\left[ m_1 - m_3 \left( \frac{l_1(l_1 + 1) - l_2(l_2 + 1) + l_3(l_3 + 1)}{2l_3(l_3 + 1)} \right) \right] \left[ \begin{array}{ccc}
l_1 & l_2 & l_3 \\
m_1 & m_2 - m_3 \\
\end{array} \right] (\sqrt{2l_3 + 1}) = \\
&\left[ \frac{(l_3^2 - m_3^2)(l_2 + l_3 - l_1)(l_1 + l_3 - l_2)(l_1 + l_2 - l_3 + 1)(l_1 + l_2 + l_3 + 1)}{4(l_3^2)(2l_3 - 1)(2l_3 + 1)} \right]^{1/2} \left[ \begin{array}{ccc}
l_1 & l_2 & l_3 - 1 \\
m_1 & m_2 & m_3 \\
\end{array} \right] (\sqrt{2l_3} + ) \\
&\left[ \frac{(l_3 + 1)^2 - m_3^2)(l_1 + l_2 + l_3 - l_1)(l_1 + l_3 - l_2)(l_1 + l_2 - l_3 + 1)(l_1 + l_2 + l_3 + 2)}{4(l_3 + 1)^2(2l_3 + 1)(2l_3 + 3)} \right]^{1/2} \left[ \begin{array}{ccc}
l_1 & l_2 & l_3 + 1 \\
m_1 & m_2 - m_3 \\
\end{array} \right] (\sqrt{2(l_3 + 1)})
\end{aligned}
\]

For the purposes of comparing different intermediate angular momenta, it will often be sufficient to express Eq. (B2) as

\[
\begin{aligned}
\left[ \begin{array}{ccc}
l_1 & l_2 & l_3 \\
m_1 & m_2 - m_3 \\
\end{array} \right] = A_-(l_1, l_2, m_1, m_2) \left[ \begin{array}{ccc}
l_1 & l_2 & l_3 - 1 \\
m_1 & m_2 - m_3 \\
\end{array} \right] + A_+(l_1, l_2, m_1, m_2) \left[ \begin{array}{ccc}
l_1 & l_2 & l_3 + 1 \\
m_1 & m_2 - m_3 \\
\end{array} \right],
\end{aligned}
\]

because only the principle quantum number in the third column changes. The most general notation suggests that coupling coefficients incremented by an integer value are related to others by factors \( A_+ \) and \( A_- \). These factors in Eq. (B3) depend on all quantum numbers in the coupling coefficient (all \( l_i \) and all \( m_i \)). However, this can be simplified when one takes triangle conditions into account as well as the fact that \( m_3 = m_1 + m_2 \).

Note that triangle conditions state: \(|l_1 - l_2| \leq l_3 \leq l_1 + l_2\), therefore one may express the properties in Eq. (B3) beginning with the minimum value of principle angular momentum \( \min(l_3) = |l_1 - l_2| \equiv \mathcal{L} \). From here on, this minimum value of \( l_3 \) will be denoted as \( \mathcal{L} \). It depends only on \( l_1 \) and \( l_2 \). Incrementing the third principle quantum number from this minimum value gives,

\[
\begin{aligned}
\left[ \begin{array}{ccc}
l_1 & l_2 & \mathcal{L} \\
m_1 & m_2 - m_3 \\
\end{array} \right] = A_+(l_1, l_2, m_1, m_2, 1) \cdot \left[ \begin{array}{ccc}
l_1 & l_2 & \mathcal{L} + 1 \\
m_1 & m_2 - m_3 \\
\end{array} \right]
\end{aligned}
\]

where the first term is zero due to triangle conditions. For the dependence of the \( A_+ \) and \( A_- \) coefficients, they now only depend on the first two angular momentum quantum numbers and an increment \( k = 0 \), that \( \mathcal{L} \) is incremented by. The result of Eq. (B4) shows that the Wigner symbol with \( l_3 = \mathcal{L} \) is linearly related to that for \( \mathcal{L} + 1 \). While it is obviously true that relationships such as that in Eq. (B4) would be obeyed given that Wigner-3j symbols are constants used to couple states, such recursions are needed for the derivation of relationships for RPI functions with raised/lowered intermediates.

To consider other increments, the relationship in Eq. (B3) will be applied multiple times from the minimum, \( \mathcal{L} \). For the next principal quantum number:

\[
\begin{aligned}
&\left[ \begin{array}{ccc}
l_1 & l_2 & \mathcal{L} + 1 \\
m_1 & m_2 - m_3 \\
\end{array} \right] = A'_-(l_1, l_2, m_1, m_2, 1)A_+(l_1, l_2, m_1, m_2, 1) \cdot \left[ \begin{array}{ccc}
l_1 & l_2 & \mathcal{L} \\
m_1 & m_2 - m_3 \\
\end{array} \right] \\
&+ A'_+(l_1, l_2, m_1, m_2, 1) \cdot \left[ \begin{array}{ccc}
l_1 & l_2 & \mathcal{L} + 2 \\
m_1 & m_2 - m_3 \\
\end{array} \right]
\end{aligned}
\]
Here, the increment is one, \( k = 1 \), and is given as the last term in the parenthesis of the \( A'_+ \). Substituting the relationship from Eq. (B4) yields:

\[
\begin{align*}
&\begin{pmatrix} l_1 & l_2 & \mathcal{L} + 1 \\ m_1 & m_2 & -m_3 \end{pmatrix} = A'_+(l_1, l_2, m_1, m_2, 1) \left( A_+(l_1, l_2, m_1, m_2, 1) \cdot \begin{pmatrix} l_1 & l_2 & \mathcal{L} + 1 \\ m_1 & m_2 & -m_3 \end{pmatrix} \right) \\
&+ A'_+(l_1, l_2, m_1, m_2, 1) \cdot \begin{pmatrix} l_1 & l_2 & \mathcal{L} + 2 \\ m_1 & m_2 & -m_3 \end{pmatrix} \\
&= f_1(l_1, l_2, m_1, m_2, k = 1) \begin{pmatrix} l_1 & l_2 & \mathcal{L} + 2 \\ m_1 & m_2 & -m_3 \end{pmatrix}
\end{align*}
\]  

(B6)

As a result, the Wigner symbol for \( \mathcal{L} + 1 \) is linearly related to that of \( \mathcal{L} + 2 \). The expression in Eq. (B6) simplifies further upon substitution of Eq. (B4) to

\[
\begin{align*}
&\begin{pmatrix} l_1 & l_2 & \mathcal{L} \\ m_1 & m_2 & -m_3 \end{pmatrix} = \frac{A_+(l_1, l_2, m_1, m_2, 1)A'_+(l_1, l_2, m_1, m_2, 1)}{(1 - A'_+(l_1, l_2, m_1, m_2, 1)A_+(l_1, l_2, m_1, m_2, 1))} \cdot \begin{pmatrix} l_1 & l_2 & \mathcal{L} + 2 \\ m_1 & m_2 & -m_3 \end{pmatrix} \\
&= f_1(l_1, l_2, m_1, m_2, k = 1) \begin{pmatrix} l_1 & l_2 & \mathcal{L} + 2 \\ m_1 & m_2 & -m_3 \end{pmatrix}
\end{align*}
\]  

(B7)

The factor on the right hand side of Eq. (B7) is defined, and the denominator non-zero, when the triangle conditions are obeyed and projection quantum numbers are bounded by respective angular momentum quantum numbers, \(-l_i \leq m_i \leq l_i\).

This may be iterated for all remaining principal quantum numbers up to the maximum value of \( l_1 + l_2 \). It should also be noted that all terms in the linear factor may be written explicitly in terms of \( \mathcal{L}, l_1, l_2, \) and \( m_1, m_2 \). As a result, with \( l_1, l_2, m_1, \) and \( m_2, \) held constant, all possible values of the principal quantum number yield linearly dependent Wigner-3j symbols. All Wigner-3j symbols related by this operation may be expressed in terms of the Wigner-3j symbol for \( \mathcal{L} \) multiplied by some factor. By simple relationships between CG coefficients and Wigner-3j symbols, these linear dependencies extend to Clebsch-Gordan coefficients.

A simplified expression will be used for an arbitrary increment \( k_1 \) from the lowest allowed value of the respective intermediate, \( \mathcal{L}_1 \).

\[
\begin{pmatrix} l_1 & l_2 & \mathcal{L}_1 \\ m_1 & m_2 & M_1 \end{pmatrix} = f_1(l_1, l_2, m_1, m_2, k_1) \begin{pmatrix} l_1 & l_2 & \mathcal{L}_1 + k_1 \\ m_1 & m_2 & M_1 \end{pmatrix}
\]  

(B8)

which follows from the recursion relationships described above. An index on the third principal quantum number will be necessary when considering generalized coupling coefficients. In addition, it is important to note that the projection, \( M_1 \), is constrained by the values \( m_1 \) and \( m_2 \) as well as the final projection quantum number \( M_R \).

Additional relationships exist for incremented projection quantum numbers in the Wigner-3j Wigner symbols. The first type of relationship is:

\[
\begin{pmatrix} l_1 & l_2 & l_3 \\ m_1 & m_2 & m_3 \pm 1 \end{pmatrix} = \mathcal{J} \left[ \frac{l_1(l_1 + 1) - m_1(m_1 + 1)}{l_3(l_3 + 1) - m_3(m_3 + 1)} \right]^{1/2} \begin{pmatrix} l_1 & l_2 & l_3 \\ m_1 \mp 1 & m_2 & m_3 \end{pmatrix} + \mathcal{J} \left[ \frac{l_3(l_3 + 1) - m_3(m_3 + 1)}{l_3(l_3 + 1) - m_3(m_3 + 1)} \right]^{1/2} \begin{pmatrix} l_1 & l_2 & l_3 \\ m_1 & m_2 \mp 1 & m_3 \end{pmatrix}.
\]  

(B9)

To compare different intermediate angular momenta in generalized Wigner symbols, it will be sufficient to express the prefactors as constants with respect to \( l_3 \). This takes the form:

\[
\begin{pmatrix} l_1 & l_2 & l_3 \\ m_1 & m_2 & m_3 \pm 1 \end{pmatrix} = G(l_1, l_3, m_1, m_3) \begin{pmatrix} l_1 & l_2 & l_3 \\ m_1 \mp 1 & m_2 & m_3 \end{pmatrix} + H(l_2, l_3, m_2, m_3) \begin{pmatrix} l_1 & l_2 & l_3 \\ m_1 & m_2 \mp 1 & m_3 \end{pmatrix},
\]  

(B10)

where \( G \) and \( H \) are factors that depend on both angular momentum quantum numbers and projection quantum numbers, and \( \mathcal{J} = \sqrt{2l_3 + 1} \). Similar to the recursion relationships derived for the angular momentum quantum numbers, there are ways to reduce the number of variables that \( G \) and \( H \) depend on.

The final type of recursion relationships for Wigner-3j symbols are for raised/lowered projection quantum numbers with fixed \( m_3 \). One may derive, as in Rose 1957, that:

\[
\begin{pmatrix} l_1 & l_2 & l_3 \\ m_1 & m_2 & m_3 \end{pmatrix} = P_+ \begin{pmatrix} l_1 & l_2 & l_3 \\ m_1 - 1 & m_2 + 1 & m_3 \end{pmatrix} + P_- \begin{pmatrix} l_1 & l_2 & l_3 \\ m_1 + 1 & m_2 - 1 & m_3 \end{pmatrix},
\]  

(B11)
where \( P \) is given by,
\[
\mathcal{J} \sqrt{(l_1 \pm m_1)(l_2 \mp m_2)(l_1 \mp m_1 + 1)(l_2 \pm m_2 + 1)} \quad \frac{1}{l_3(l_3 + 1) - l_1(l_1 + 1) - l_2(l_2 + 1) - 2m_1m_2}.
\] (B12)

These are the key recursion relationships for the traditional Wigner-3j symbols. The generalized Wigner symbols used to construct ACE invariants are comprised of contractions of multiple traditional Wigner-3j symbols. The recursion relationships for generalized Wigner symbols have not yet been derived, but one may obtain them by applying the recursion relationships for each traditional Wigner-3j symbol in the generalized Wigner symbol.

2. Recursion relationships between generalized Wigner symbols

These recursion relationships will now be derived for the rank 4 generalized Wigner symbols. Note that the rank 4 generalized Wigner symbol with the lowest possible intermediates is given as,
\[
\begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} (\mathcal{L}, \mathcal{M}) = \
\sum_{M_1,M_2} \prod_p \left( -1 \right)^{(\mathcal{L}_p - M_p)} \begin{pmatrix} l_1 & l_2 & \mathcal{L}_1 \\ m_1 & m_2 & -(m_1 + m_2) \end{pmatrix} \begin{pmatrix} l_3 & l_4 & \mathcal{L}_2 \\ m_3 & m_4 & -(m_3 + m_4) \end{pmatrix} \left( \mathcal{L}_1 \mathcal{L}_2 \mathcal{L}_R \right) \\
\begin{pmatrix} \mathcal{L}_1 + k_1 & \mathcal{L}_2 + k_2 & L_R \\ (m_1 + m_2) & (m_3 + m_4) & -M_R \end{pmatrix}
\] (B13)

The phase, \( \phi(l, m) = \prod_p (-1)^{(\mathcal{L}_p - M_p)} \) may change based on increments. If the intermediate angular momenta are incremented by \( k = (k_1, k_2, \cdots, k_N) \), it may be given by \( \phi(l, m, k) = \prod_p (-1)^{(\mathcal{L}_p + k_p - M_p)} \). If written as, \( \phi(l, m) \) the phase does not explicitly depend on the increments. The form of this phase is derived for arbitrary rank in Yutsis. It is sufficient here to know that in general, it depends on all intermediate angular momentum quantum numbers and all intermediate projection quantum numbers. For all increments allowed by triangle conditions, one obtains:
\[
\begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((\mathcal{L}_1 + k_1, \mathcal{L}_2 + k_2, L_R), \mathcal{M}) = \
\phi(l, m, k)f_{12}(l_1, l_2, m_1, m_2, k_1) \begin{pmatrix} l_1 & l_2 & \mathcal{L}_1 \\ m_1 & m_2 & -(m_1 + m_2) \end{pmatrix} f_{34}(l_3, l_4, m_3, m_4, k_2) \begin{pmatrix} l_3 & l_4 & \mathcal{L}_2 \\ m_3 & m_4 & -(m_3 + m_4) \end{pmatrix} \left( \mathcal{L}_1 \mathcal{L}_2 \mathcal{L}_R \right) \\
\begin{pmatrix} \mathcal{L}_1 + k_1 & \mathcal{L}_2 + k_2 & L_R \\ (m_1 + m_2) & (m_3 + m_4) & -M_R \end{pmatrix}
\] (B14)

Where the recursion relationship in Eq. (B8) has been substituted for the first two constituent Wigner-3j symbols, and the sum over \( M_1, M_2 \) is simplified by replacing \( M_1 \) and \( M_2 \) with \( (m_1 + m_2) \) and \( (m_3 + m_4) \), respectively. Other projection quantum numbers would result in zero-valued summands. Here, each traditional Wigner-3j symbol that couples \( l_i \) has a factor \( f_{12} \) and \( f_{34} \) for increments of \( L_1 \) and \( L_2 \). The final factor in Eq. (B14) will also obey ladder relationships with its principal quantum numbers. Applying the recursion relationship for the index of \( \mathcal{L}_1 \) and again for the index of \( \mathcal{L}_2 \) gives:
\[
\begin{pmatrix} \mathcal{L}_1 + k_1 & \mathcal{L}_2 + k_2 & L_R \\ (m_1 + m_2) & (m_3 + m_4) & -M_R \end{pmatrix} = \
f_{12}(l_1, l_2, m_1, m_2, k_1, k_2)f'_{34}(l_3, l_4, m_3, m_4, k_2) \begin{pmatrix} \mathcal{L}_1 \\ m_1 + m_2 \end{pmatrix} \begin{pmatrix} \mathcal{L}_2 \\ (m_3 + m_4) \end{pmatrix} \left( \mathcal{L}_1 \mathcal{L}_2 \mathcal{L}_R \right) \\
\begin{pmatrix} \mathcal{L}_1 + k_1 & \mathcal{L}_2 + k_2 & L_R \\ (m_1 + m_2) & (m_3 + m_4) & -M_R \end{pmatrix}
\] (B15)

where the factors \( f'_{12} \) and \( f'_{34} \) depend on the order in which the relationships are applied. For simplicity, these will be applied in order, \( L_1 \) first then \( L_2 \) second in Eq. (B15), but this choice is arbitrary. Finally, a linear relationship is substituted applied with the third Wigner symbol. Combining the recursion relationships from Eq. (B8) for all three traditional Wigner-3j symbols that
comprise the generalized symbol gives the following.

\[
F(l, m, k_1, k_2)F'(l, m, k_1, k_2) \begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((L_1, L_2, L_R), M) = \begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((L_1 + k_1, L_2 + k_2, L_R), M)
\]

\[
\begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((L_1, L_2, L_R), M) = A(l, m, k_1, k_2) \begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((L_1 + k_1, L_2 + k_2, L_R), M)
\]

(B16)

where the substitutions of \( F(l, m, k_1, k_2) = f_{12}(l_1, l_2, m_1, m_2, k_1) f_{34}(l_3, l_4, m_3, m_4, k_2) \) and \( F'(l, m, k_1, k_2) = f_{12}'(l_1, l_2, m_1, m_2, k_1, k_2) f_{34}'(l_3, l_4, m_3, m_4, k_2) \) have been made. Despite the complicated form of the prefactor, \( A(l, m, k_1, k_2) \), Eq. (B16) gives the linear relationship between rank 4 Wigner symbols with incremented intermediates. All terms in \( A_{+} \) may be written in terms of \( l_1, l_2, l_3, l_4 \) and \( m_1, m_2, m_3, m_4 \). This is derived here for the pairwise coupling scheme, but it is easily extended to others.

The recursion relationships for generalized Wigner symbols with arbitrary intermediates may be derived by applying the analogous relationships for each constituent traditional Wigner-3j symbol, as was done to obtain Eq. (B16). In general one may write:

\[
\begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} (L, M) = A_{-, -}(l, m) \begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((L_1 - 1, L_2 - 1, L_R), M) + A_{-, +}(l, m) \begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((L_1 - 1, L_2 + 1, L_R), M) + A_{+, -}(l, m) \begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((L_1 + 1, L_2 - 1, L_R), M) + A_{+, +}(l, m) \begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((L_1 + 1, L_2 + 1, L_R), M)
\]

(B17)

which, for \( L_R = 0 \) reduces to:

\[
\begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} (L, M) = A_{-, -}(l, m) \begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((L_1 - 1, L_2 - 1, 0), M) + A_{+, +}(l, m) \begin{pmatrix} l_1 & l_2 & l_3 & l_4 \\ m_1 & m_2 & m_3 & m_4 \end{pmatrix} ((L_1 + 1, L_2 + 1, 0), M)
\]

(B18)

In Eq. (B18) the \( A_{+, \pm}(l, m) \) factors, similar to those defined in terms of \( L_1, L_2 \) are products of factors from recursion relationships of the Wigner-3j symbols.

In addition to recursion relationships for generalized Wigner symbols with incremented intermediate angular momentum quantum numbers, one can also derive raising and lowering relationships for generalized Wigner symbols with incremented intermediate projection quantum numbers. The relationships between different projection quantum numbers will also be demonstrated for rank 4, and are easily generalized. In these recursion relationships all angular momentum quantum numbers will be fixed, including the intermediates. For some intermediate projections \( M_1 \) and \( M_2 \), one may raise and/or lower the projection
quantum numbers according to,

\[
\begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 & m_3 & m_4
\end{pmatrix}
\begin{pmatrix}
  L_1, (M_1, M_2, M_R)
\end{pmatrix} =
\]

\[
\phi(l, m) [G_1(l_1, L_1, m_1, M_1) G_2(l_3, L_2, m_3, M_2) P_+ \left( \begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 + 1 & m_2 & m_3 & m_4
\end{pmatrix} \right)
\begin{pmatrix}
  L_1, (M_1 + 1, M_2 + 1, M_R)
\end{pmatrix}]
\]

\[
+ G_1(l_1, L_1, m_1, M_1) H_2(l_4, L_2, m_4, M_2) P_+ \left( \begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 + 1 & m_2 & m_3 & m_4
\end{pmatrix} \right)
\begin{pmatrix}
  L_1, (M_1 + 1, M_2 + 1, M_R)
\end{pmatrix}]
\]

\[
+ H_1(l_2, L_1, m_2, M_1) G_2(l_3, L_2, m_3, M_2) P_- \left( \begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 + 1 & m_3 & m_4 + 1
\end{pmatrix} \right)
\begin{pmatrix}
  L_1, (M_1 + 1, M_2 + 1, M_R)
\end{pmatrix}]
\]

\[
+ H_1(l_2, L_1, m_2, M_1) H_2(l_4, L_2, m_4, M_2) P_- \left( \begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 + 1 & m_3 & m_4 + 1
\end{pmatrix} \right)
\begin{pmatrix}
  L_1, (M_1 + 1, M_2 + 1, M_R)
\end{pmatrix}
\]

where the phase \(\phi(l, m, \pm)\) depends on projections have been incremented, defined by \(m, \pm\). Notice that in Eq. (B19), the \(M_k\) are incremented such that the final projection quantum number \(M_R\) is conserved. The third bracketed term in this equation only has one value rather than the two from Eq. (B11); one of the terms will always be zero due to the valid domain of \(m_1\) and \(M_k\). One particularly convenient result of this relationship is that a generalized coupling coefficient with a multiset of intermediate projections \(M_{\pm} = (M_1, M_2, M_R)\) may be written in terms of a sum of generalized coupling coefficients with a different multiset of intermediate projections, \(M_{\mp}\). Explicitly after distributing in Eq. (B19), one obtains:

\[
\begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 & m_3 & m_4
\end{pmatrix}
\begin{pmatrix}
  L_1, (M_1, M_2, M_R)
\end{pmatrix} =
\]

\[
\phi(l, m) [G_1(l_1, L_1, m_1, M_1) G_2(l_3, L_2, m_3, M_2) P_+ \left( \begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 + 1 & m_2 & m_3 & m_4
\end{pmatrix} \right)
\begin{pmatrix}
  L_1, (M_1 + 1, M_2 + 1, M_R)
\end{pmatrix}]
\]

\[
+ G_1(l_1, L_1, m_1, M_1) H_2(l_4, L_2, m_4, M_2) P_+ \left( \begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 + 1 & m_2 & m_3 & m_4
\end{pmatrix} \right)
\begin{pmatrix}
  L_1, (M_1 + 1, M_2 + 1, M_R)
\end{pmatrix}
\]

\[
+ H_1(l_2, L_1, m_2, M_1) G_2(l_3, L_2, m_3, M_2) P_- \left( \begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 + 1 & m_3 & m_4 + 1
\end{pmatrix} \right)
\begin{pmatrix}
  L_1, (M_1 + 1, M_2 + 1, M_R)
\end{pmatrix}
\]

\[
+ H_1(l_2, L_1, m_2, M_1) H_2(l_4, L_2, m_4, M_2) P_- \left( \begin{pmatrix}
  l_1 & l_2 & l_3 & l_4 \\
  m_1 & m_2 + 1 & m_3 & m_4 + 1
\end{pmatrix} \right)
\begin{pmatrix}
  L_1, (M_1 + 1, M_2 + 1, M_R)
\end{pmatrix}
\]

which again holds true for fixed \(LL\) in the pairwise coupling scheme. This recursion relationship for generalized Wigner symbols in Eq. (B20) can be simplified in an algebraic form. In general, one may write the expression from Eq. (B20) in terms of a sum over intermediate projection quantum numbers.

\[
W_{l}^{m_{\pm}} (L, M_{\pm}) = \sum_{m_{\mp}} c_{m_{\pm}} W_{l}^{m_{\mp}} (L, M_{\mp})
\]

(B21)

Here, \(M_{\pm}\) is an incremented multiset of intermediate projections, the same as that in the left hand side of Eq. (B20), and the \(m_{\pm}\) are the corresponding projection quantum numbers that define those intermediates (e.g. \(M_1 = m_1 + m_2\)). The Wigner symbol with \(m_{\pm}, M_{\pm}\) are related to Wigner symbols with the opposing increments, \(m_{\mp}, M_{\mp}\), as seen in the right hand side of Eq. (B20). The \(c_{m_{\pm}}\) are the coefficients containing products of \(H_{k}, G_{k}\), and \(P_{\mp}\) from Eqs. (B10) and (B11), respectively.

3. Recursion Relationships for Generalized Wigner Symbols with Arbitrary Rank

These recursion relationships can also be used to show linear relationships between generalized Wigner symbols of higher rank. In the pairwise coupling scheme, the linear relationships between different intermediates may be given for Wigner symbols.
of arbitrary rank.

\[
\begin{pmatrix}
l_1 & l_2 & l_3 & \cdots & l_N \\
m_1 & m_2 & m_3 & \cdots & m_N
\end{pmatrix}
\begin{pmatrix}
L_1 + k_1, L_2 + k_2, \cdots, L_{(N-2)} + k_{(N-2)}
\end{pmatrix}
\begin{pmatrix}
M
\end{pmatrix} = \nonumber
\]

\[
\phi(l, m, k) f_{12}(l_1, l_2, m_1, m_2, k_1) f_{34}(l_3, l_4, m_3, m_4, k_2) \cdots f_{(N-1,N)}(l_{(N-1)}, l_N, m_{(N-1)}, m_N) \nonumber
\]

\[
\nonumber \cdots f_{(N-1,N)}(l_{(N-1)}, l_N, m_{(N-1)}, m_N) \begin{pmatrix}
L_1 + k_1, L_2 + k_2, \cdots, L_{(N/2)} + k_{(N/2)} + 1 \\
(m_1 + m_2) (m_3 + m_4) (m_1 + m_2 + m_3 + m_4)
\end{pmatrix}
\]

\[
\left( L_{(N-3)} + k_{(N-3)} \right) \left( L_{(N-2)} + k_{(N-2)} \right) \left( \sum_{i=m_{div}}^{N} m_i \right) \left( \sum_{i>m_{div}}^{N} m_i \right) \left( L_R \right)
\]

where \( m_{div} = p \lfloor \text{floor}(N/p) \rfloor \) defines a left/right split in the binary tree given the closest perfect binary tree with \( p \) leaves, rounded down. If the recursion relationships for intermediates are applied as in Eq. (B15) and generalized we obtain,

\[
\begin{pmatrix}
l_1 & l_2 & l_3 & \cdots & l_N \\
m_1 & m_2 & m_3 & \cdots & m_N
\end{pmatrix}
\begin{pmatrix}
L + k, M
\end{pmatrix} = \nonumber
\]

\[
\phi(l, m, k) F(l, m, k) \begin{pmatrix}
l_1 & l_2 & l_3 & \cdots & l_N \\
m_1 & m_2 & m_3 & \cdots & m_N
\end{pmatrix}
\begin{pmatrix}
L_1, M_1, M_2, k_1, k_2
\end{pmatrix}
\begin{pmatrix}
L_{(N/2)} + 1, M_1 + M_2
\end{pmatrix}
\]

\[
\nonumber \cdots f_{(N-1,N)}(l_{(N-1)}, l_N, m_{(N-1)}, m_N) \begin{pmatrix}
L_{(N-3)}, L_{(N-2)}, M_{(N-3)}, M_{(N-2)}, k_{(N-2)}
\end{pmatrix}
\]

\[
\left( \sum_{i=m_{div}}^{N} m_i \right) \left( \sum_{i>m_{div}}^{N} m_i \right) \left( L_R \right)
\]

The expression in Eq. (B23) is obtained after making substitutions for certain products of factors as done in Eq. (B16), \( F(l, m, k) = f_{12}(l_1, l_2, m_1, m_2, k_1) f_{23}(l_3, l_4, m_3, m_4, k_2) \cdots f_{(N-1,N)}(l_{(N-1)}, l_N, m_{(N-1)}, m_N) \). The \( F(l, m, k) \) is the product of factors associated with raising/lowering the intermediates resulting from coupling the angular function indices, but not other intermediates. In place of incremented traditional Wigner-3j symbols in Eq. (B22), factors and the Wigner-3j symbols for intermediates that have not been incremented have been substituted into Eq. (B23). The final result is a relationship,

\[
\begin{pmatrix}
l_1 & l_2 & l_3 & \cdots & l_N \\
m_1 & m_2 & m_3 & \cdots & m_N
\end{pmatrix}
\begin{pmatrix}
L + k, M
\end{pmatrix} = \nonumber
\]

\[
F(l, m, k) F'(l, m, k) \begin{pmatrix}
l_1 & l_2 & l_3 & \cdots & l_N \\
m_1 & m_2 & m_3 & \cdots & m_N
\end{pmatrix}
\begin{pmatrix}
L, M
\end{pmatrix},
\]

\[
\nonumber A(l, m, k) \begin{pmatrix}
l_1 & l_2 & l_3 & \cdots & l_N \\
m_1 & m_2 & m_3 & \cdots & m_N
\end{pmatrix}
\begin{pmatrix}
L, M
\end{pmatrix}
\]

where \( A(l, m, k) \) is a factor that may be written entirely in terms of \( l = \{l_1, l_2, \cdots, l_N\}, m = \{m_1, m_2, \cdots, m_N\} \), and increments \( k = \{k_1, k_2, \cdots, k_{(N-2)}\} \). Hence, for generalized Wigner symbols of rank \( N \), relationships between symbols with incremented intermediates from the lowest possible values may be defined.

For raising/lowering projection quantum numbers in generalized symbols of arbitrary rank, Eq. (B21) is of the correct form. A Wigner symbol with a multiset of \( N - 2 \) incremented intermediate projections \( M_{\pm} = \{M_1, M_2, \cdots, M_{N/2}\} \) may be used in place of the rank 4 case. It is important to note that the \( N - 2 \) intermediate projections are usually incremented up or down such that \( M_R \) is held constant. The right hand side will contain more related Wigner symbols with the opposing increments \( m_{\pm} \). These and the coefficients \( c_{m_{\pm}} \) are obtained by applying Eq. (B9) to each constituent Wigner-3j symbol just as in Eqs. (B19) and (B20).
4. Proof: Linearly Dependent RPI Functions

Using both the permutation properties of the generalized Wigner symbols and their recursion relationships, we may prove linear dependence for many sets of functions when there are duplicate values of \( n_i, l_i \), and/or \( L_k \). We show the process for doing this for some cases of rank 4 and 5, but it may be extended to any other case as well. First, we consider the case of \( l = (1111) \), \( L_R = 0 \) for the case where all non-angular indices are duplicates \( n = (nnnn) \).

\[
B_{(nnnn)(1111)(00)} = \sum_{m_1,m_2, m_3, m_4} W_{1111,11,1}^{m_1,m_2, m_3, m_4} ((000), (000)) A_{n_1, 1, m_1} A_{n_1, 1, m_2} A_{n_1, 1, m_3} A_{n_1, 1, m_4} \tag{B25}
\]

For the sake of providing connections to practical cases, we use the products of the atomic base in Eq. (B25), but we could also use symmetrized cluster functions from Eq. (4). In either case, the \( m \) multisets to be summed over are:

\[
m = (-11 - 11) \ , \ m = (-1100) \ , \ m = (-111 - 1) \ , \\
m = (00 - 11) \ , \ m = (0000) \ , \ m = (001 - 1) \ , \\
m = (1 - 1 - 11) \ , \ m = (1 - 100) \ , \ m = (1 - 11 - 1) \ . \tag{B26}
\]

The product of atomic base functions, \( A_{n_1 m_1} = A_{n_1, 1, m_1} A_{n_1, 1, m_2} A_{n_1, 1, m_3} A_{n_1, 1, m_4} \) with the corresponding values of \( m_i \) are to be multiplied by the appropriate generalized Wigner symbol. It will be convenient to write sums over certain multisets of \( m \), such as those in Eq. (B26), as sums over \( (|M_1|, |M_2|) \). Rewriting Eq. (B25) in these terms gives,

\[
B_{(nnnn)(1111)(00)} = \sum_{|M_1| = |M_2| = 0} W_{1111,11,1}^{m} ((000), (000)) A_{(nnnn)(1111)m} \tag{B27}
\]

where the values of \( M_1 = (m_1 + m_2) \) and \( M_2 = (m_3 + m_4) \) are implied by the values of \( m_1, m_2, m_3, m_4 \). One important note is that each \( A_{n_1 m_1} \) in the sum is symmetric with respect to permutations of the \( A_{n_1, 1, m_1} \). Due to this permutation invariance, Eq. (B27) may also be written as:

\[
B_{(nnnn)(1111)(00)} = \sum_{|M_1| = |M_2| = 0 \ - \ |\sigma(m)| = 0} W_{1111,11,1}^{m} ((000), (000)) A_{(nnnn)(1111)\sigma(m)} \tag{B28}
\]

where \( \sigma(m) \) is an arbitrary permutation of \( m \), which we arbitrarily take to the permutation that preserves the values of \( M_1, M_2 \) and has strictly ordered children for \( M_1 \) and \( M_2 \). For example, if \( m = (1 - 1 - 11) \), then \( \sigma(m) = (-11 - 11) \), which is the same as ordering the \( m_i \) in each orbit of the coupling partition, \( P \). We indicate that these are still the \( m \) that yield the \( (|M_1| = |M_2| = 0) \) using an arrow. For similar reasons, the general evaluation of the ACE descriptors only require that one evaluates \( A_{n_1 m_1} \) where \( n_1 m_1 \) are lexicographically ordered. We make use of this simplification of this simplified summation in the proof.

Next, we make use of both the permutation symmetries for the generalized Wigner symbols as well as the relationships for incremented projection quantum numbers to relate all \( W_{1111,11,1}^{m} \) to \( W_{1111,00}^{0000} \). The recursion relationships presented in Eq. (B21) allow one to show that Eq. (B25) can be written as,

\[
B_{(nnnn)(1111)(00)} = 4W_{1111,00}^{1111} ((000), (000)) \cdot A_{(nnnn)(1111)(-11-11)} + \\
- 4W_{1111,00}^{1111} ((000), (000)) \cdot A_{(nnnn)(1111)(-1100)} + \\
W_{1111,00}^{0000} ((000), (000)) \cdot A_{(nnnn)(1111)(0000)} . \tag{B29}
\]

From Eq. (B29), it may be seen that the sum over 9 terms is replaced by a sum over 3 terms, potentially with different prefactors. The recursion relationships could also be used to relate all of the generalized Wigner symbols in the sum to some other single Wigner symbol; \( W_{1111}^{1111} (L_1 = L_2 = 0) \) is chosen for simplicity. It is noted here that expressions such as this in Eq. (B29) may allow for more efficient computation of descriptors since fewer atomic base products need to be evaluated.

To continue this proof for other values of intermediates. For the current example, the only other multisets of intermediates to consider are \( L = (11) \ and (22) \). It is straightforward to show that with this degeneracy of non-angular and angular indices, \( P_f (I) = 4 \) and \( P_f (m) = 4 \), that the odd-parity intermediates produce zero-valued functions, and one only needs to consider \( L = (22) \) for non-trivial relationships. Beginning with an analogue of Eq. (B28), the descriptor corresponding to
this multiset of intermediates is

\[
B_{(nnnn)(1111)(22)} = \\
\sum_{|M_1|=|M_2|=0+\sigma(m)} W_{1111}^{m1}((220), M) A_{(nnnn)(1111)(-11-11)} + \\
2W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-1100)} + \\
W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(0000)} \\
- \frac{2}{3} \left[ \frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-1100)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-1100)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-1100)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-1100)} \right] \\
+ \frac{1}{3} \left[ \frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-11-11)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-11-11)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-11-11)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-11-11)} \right].
\]

(B30)

Key differences here are that the sum one would see in the typical expression from Eq. (B25), has now been split into 3 sums over different values of \(M_k\). Again, we take advantage of the permutation symmetries for the generalized Wigner symbols as well as the recursion relationships for the \(m_i\) to simplify Eq. (B30). If one uses the recursion relationships as well as equivalent permutations of generalized Wigner symbols, all terms in Eq. (B30) may be written in terms of the same generalized Wigner symbol, \(W_{1111}^{0000}(22)\). Additionally, taking advantage of expressing the indices permutation invariant basis, a symmetrized version of Eq. (2) or the atomic base in Eq. (6), with any permutation of `nnnm` that preserves the absolute values: \(|M_1|\) and \(|M_2|\), we obtain:

\[
B_{(nnnn)(1111)(22)} = \\
W_{1111}^{0000}((220), M) A_{(nnnn)(1111)(-11-11)} + \\
2W_{1111}^{0000}((220), M) A_{(nnnn)(1111)(-1100)} + \\
W_{1111}^{0000}((220), M) A_{(nnnn)(1111)(0000)} \\
- \frac{2}{3} \left[ \frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-1100)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-1100)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-1100)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-1100)} \right] \\
+ \frac{1}{3} \left[ \frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-11-11)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-11-11)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-11-11)} + \\
\frac{9}{4} W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-11-11)} \right].
\]

(B31)

To obtain the expression in Eq. (B31), Note that in Eq. (B31), the bracketed terms correspond to different values of \(|M_1| = |M_2|\) from Eq. (B30). This may now be simplified even further.

\[
B_{(nnnn)(1111)(22)} = \\
4W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-11-11)} + \\
- 4W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(-1100)} + \\
W_{1111}^{m0000}((220), M) A_{(nnnn)(1111)(0000)} \cdot
\]

(B32)

This simplified form in Eq. (B32) follows from many applications of recursion relationships on projection quantum numbers and the permutation symmetries of the generalized Wigner symbols. From Eq. (B31) it can be seen that this simplification is heavily reliant on the fact that the atomic base or the cluster basis is permutation invariant, because the \(A\) basis indices indices must be reordered. Even though this simplified expression in Eq. (B32) is quite similar to the simplified form of the \(B_{(nnnn)(1111)(00)}\) case, but not exactly equivalent. Key differences are in the intermediate angular momenta. Even though we have described
all generalized Wigner symbols from Eq. (B30), in terms of the generalized Wigner symbol with \( m = (0000) \), they are still evaluated for the different intermediate angular momentum quantum numbers \( L = (22) \) vs. \( L = (00) \). At this stage, one may apply the recursion relationships on the angular momentum quantum numbers as in Eq. (B14).

\[
B_{(nnnn)(1111)(22)} = \frac{2}{\sqrt{5}} W_{1111}^{0000}((0000), (0000)) \cdot A_{(nnnn)(1111)(11−11)} + \frac{2}{\sqrt{5}} W_{1111}^{0000}((0000), (0000)) \cdot A_{(nnnn)(1111)(11−100)} + \frac{2}{\sqrt{5}} W_{1111}^{0000}((0000), (0000)) \cdot A_{(nnnn)(1111)(0000)} .
\] (B33)

All terms in Eq. (B33) are now described in the same ones from Eq. (B29).

Finally, we may equate both Eq. (B33) and (B29) yields the proof that their is a linear dependence between these two descriptors with different intermediates, Eq. (B34),

\[
B_{(nnnn)(1111)(22)} = \frac{2}{5\sqrt{5}} B_{(nnnn)(1111)(00)} ,
\] (B34)

which again is for the case of \( l = (1111) \) and all \( n_i \) equal, \( n = (nnnn) \). Though this is a specific case, the application of these relationships may be generalized. Permutation symmetries of the generalized Wigner symbols along with raising/lowering operators may be defined for arbitrary rank and for arbitrary \( nl \) degeneracy. This result allows us to prove the first entry in in Table 3 of Ref [15].

This method of using both the permutation symmetries and the recursion relationships of the generalized Wigner symbols to describe linear dependencies between descriptors is not limited to the case from Eq. (B34). Other examples will be provided, including those for incremented angular indices. The first of which will be \( l = (2222) \), all \( n_i \) equal. Following similar procedures as for the case of \( l = (1111) \), one may show that \( B_{(nnnn)(2222)(00)} \) may be written as,

\[
B_{(nnnn)(2222)(00)} = 4 W_{2222}^{0000}((0000), (0000), M) \cdot A_{(nnnn)(2222)(−22−22)} + 4 W_{2222}^{0000}((0000), (0000), M) \cdot A_{(nnnn)(2222)(−22−11)} + 4 W_{2222}^{0000}((0000), (0000), M) \cdot A_{(nnnn)(2222)(−2200)} + 4 W_{2222}^{0000}((0000), (0000), M) \cdot A_{(nnnn)(2222)(−11−11)} + 4 W_{2222}^{0000}((0000), (0000), M) \cdot A_{(nnnn)(2222)(−1100)} + 4 W_{2222}^{0000}((0000), (0000), M) \cdot A_{(nnnn)(2222)(0000)} ,
\] (B35)

where we have already written all \( W_{2222}^{0000}((0000), (0000), M) \) in terms of \( W_{2222}^{0000}((0000), (0000), M) \). Next, we may consider the other descriptors, characterized by different intermediates, \( L = (2, 2) \) and \( L = (4, 4) \). What we ultimately obtain for \( L = (2, 2) \) after applying the treatment above is:

\[
B_{(nnnn)(2222)(22)} = \frac{2}{7\sqrt{5}} B_{(nnnn)(2222)(00)} ,
\] (B36)

where certain terms cancel for this to be true. Contributions from \( |M_1| = |M_2| = 1 \) with \( m = \{-2011, −10 − 12\} \) cancel with those from \( |M_1| = |M_2| = 3 \) and \( m = \{-2011, −1 − 102\} \). These multisets of \( m_i \) yielding \( |M_1| = |M_2| = 1 \) and \( |M_1| = |M_2| = 3 \) are not found in any permutation for any \( m \) with intermediate projection quantum numbers equaling zero, \( |M_1| = |M_2| = 0 \), and such multisets of \( m_i \) are the only ones contributing to \( B_{nl(00)} \), as seen in Eq. (B35). In a similar way, one may show that terms cancel for the case of \( B_{(nnnn)(2222)(44)} \) to yield a relationship with \( B_{(nnnn)(2222)(00)} \).

\[
B_{(nnnn)(2222)(44)} = \frac{2}{21} B_{(nnnn)(2222)(00)} ,
\] (B37)

As a result of Eq. (B37), we are also able to prove the first entry for the block of \( l = (2222) \) in Table 3 of Ref [15].

Attempting to repeat this for \( l = (3333) \) with all \( n = n \) degenerate, gives different patterns. The possible intermediates not resulting in trivial functions are \( \{ (00), (22), (44), (66) \} \), and when we try to derive a relationship between \( B_{nl(00)} \) and the function with the largest intermediates, we obtain:

\[
B_{(nnnn)(3333)(66)} = \frac{100}{33(13\sqrt{13})} B_{(nnnn)(3333)(00)} + W_{3333}^{0000}((0000), (0000)) \sum_{nm} c_m A_{nlm} ,
\] (B38)
where $c_{nl}$ is a constant derived from regrouping products of the atomic base by their raised/lowered generalized Wigner symbol. It may change per multiset of $m_i$. In this case, we are not left with a constant factor between the $L = (00)$ and the $L = (66)$ descriptors, but a variable one where all terms in the second sum of Eq. (B38) do not cancel. These two functions, by themselves, are linearly independent. Using other raising and lowering operations, one may relate $B_{nl(66)}$ to $B_{nl(22)}$ and $B_{nl(44)}$ and many other relationships and ultimately show that only two independent functions are in the block, 

$$\{B_{(nnnn)(3333)(00)}, B_{(nnnn)(3333)(22)}, B_{(nnnn)(3333)(44)}, B_{(nnnn)(3333)(66)}\}.$$  

It is straightforward generalize this to arbitrary $l$ by incrementing the multiset of $l_i$ while maintaining the multiplicity of $l_i \in l$ and repeating this process. After repeating this process and deriving relationships between regularly incremented multisets of intermediates, one may define a function sequence of independent RPI functions with arbitrary $l = (llll)$. It is important to note that this function series is only defined for a block of RPI functions that have the same multiplicity for the multiset of angular indices as well as the same multiplicity/permutation of non-angular indices. Compact characterization of these conditions and these sets of functions may be given in terms of the frequency partitions of non-angular and angular indices, which are $P_f((nnnn)) = (4)$ and $P_f((llll)) = (4)$, respectively.

$$F^i_{OC}(l, L_R) = \{B_{(nnnn)(llll)(00)}, B_{(nnnn)(llll)(11)}, \cdots B_{(nnnn)(llll)(L_i)}, \cdots B_{(nnnn)(llll)(2L_l)}\}$$

$$F^PA_a(P_f(n), P_f(l)) = \{B_{(nnnn)(llll)(00)}, \cdots B_{(nnnn)(llll)(L_a=nl)}\} \quad \text{(B39)}$$

In Eq. (B39), the over-complete sequence of RPI functions is given in the first line. It is defined in terms of the angular indices, and it is worth noting that the indices $i$ in this equation correspond to one multiset of valid intermediates, $L \in \{L\}_l^0$. In general, this also depends on the value of $L_R$, but for brevity it is restricted to the important case of $L_R = 0$. In this over-complete set, RPI functions indexed by intermediates with odd parity are included for completeness, even though they are zero-valued in this case. The sequence of independent RPI functions, $F^PA_a$, may be obtained by sampling the over-complete function sequence, $F^i_{OC}$. The correct sampling of $F^i_{OC}$ depends on both the frequency partition of non-angular and angular indices, which are $P_f((nnnn)) = (4)$ and $P_f((llll)) = (4)$ in Eq. (B39). As previously mentioned, obtaining this sampling requires incrementing $l$, deriving all ladder relationships intermediates through substitutions and recursions. The result is that one may obtain a set of independent RPI functions within a specific block of $nl$. The function sequences generated in this way (e.g., in Eq. (B39)) give function counts consistent with previously tabulated ACE bases using semi-numerical constructions.

A limitation of this approach is that function sequence of independent RPI functions must be defined for each possible type of function block, characterized by $P_f(n)$, $P_f(l)$. While our newly derived properties of generalized Wigner symbols allow one to do this in theory for arbitrary $P_f(n)$, $P_f(l)$, obtaining the independent function sequence from ladder relationships with increasing $N$ becomes intensive. For this reason, $F^PA_a$ have only been derived up to $N = 8$. Though this rank is often more than enough for interatomic potentials, it is desirable extend these procedures to arbitrary $P_f(n)$, $P_f(l)$ and $N$.

This procedure and these proofs are not limited to rank four functions. For the case of rank 5 and higher, recursion relationships and permutation automorphisms of the Wigner symbols may be used to show which high rank functions are equivalent, and derive relationships. We will not show the full procedure for rank 5 because it is cumbersome to show in detail, but we do provide the results. This is done for the case where all $n_i$ are equivalent with some arbitrary value, and all $l_i = 2$.

$$B_{(nnnnn)(22222)(022)} = \begin{cases} 
B_{(nnnnn)(22222)(202)} \\
\frac{7}{2} B_{(nnnnn)(22222)(222)} \\
\frac{7}{2} B_{(nnnnn)(22222)(242)} \\
\frac{7}{2} B_{(nnnnn)(22222)(422)} \\
\frac{21}{10} \sqrt{\frac{11}{2}} B_{(nnnnn)(22222)(442)} 
\end{cases} \quad \text{(B40)}$$

This helps show that the method extends to cases where all $L_k$ are not equivalent. Similar series of independent RPI functions, Eq. (B39) can be obtained by incrementing $l$ while maintaining the multiplicity of $l_i \in l$. This approach is not limited to the case where all $n_i$ and $l_i$ are equivalent. One may derive ladder relationships for other amounts of duplicate $n_i$ and $l_i$ such as $n = (11111)$ and $l = (11112)$. It is done in the same general procedure of using permutation and recursion properties of the generalized Wigner symbols to obtain ladder relationships for multisets of $L$ and incrementing $l$ systematically such that multiplicity of $l_i \in l$. For the second example of $l = (11112)$ an incremented value $l = (22224)$. In general, the sampling of the over-complete function series to obtain an independent one is differs between different $nl$ blocks.

The method is not restricted to be used with the generalized Wigner symbols. Generalized Wigner symbols are used for convenient permutation symmetries. For example in Eq. (B40), equivalent permutations of intermediates yield the same functions up to a phase (e.g. $B_{(nnnnn)(22222)(022)} = \phi B_{(nnnnn)(22222)(202)}$). Observing linear dependence is trivial in these cases. It is less so with the generalized Clebsch-Gordan coefficients. Similar relationships are found with descriptors constructed with
generalized Clebsch-Gordan coefficients, however extra factors are often needed with certain permutations of the intermediates
e.g. \( B_{(nnnnn)(22222)(022)}^{CG} = \phi c B_{(nnnnn)(22222)(202)}^{CG} \) where \( c \) is some constant resulting from the permutation). These terms are
linearly dependent, but one has to consider the extra constant factor. Regardless, the analogous relationships for the important
terms may obtained when using the generalized Clebsch-Gordan coefficients.

\[
B_{(nnnnn)(22222)(022)}^{CG} = \begin{cases} 
\frac{7}{2\sqrt{5}} B_{(nnnnn)(22222)(222)} \\
\frac{7}{6} B_{(nnnnn)(22222)(242)} \\
\frac{7}{6} \sqrt{\frac{11}{10}} B_{(nnnnn)(22222)(442)}
\end{cases}
\]  

(B41)

Remaining terms for \( B_{(nnnnn)(22222)(422)} \) and \( B_{(nnnnn)(22222)(202)} \) can be obtained after considering permutation properties of
the generalized Clebsch-Gordan coefficients.