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Abstract—In this paper we consider a problem known as multi-task learning, consisting of fitting a set of classifier or regression functions intended for solving different tasks. In our novel formulation, we couple the parameters of these functions, so that they learn in their task specific domains while staying close to each other. This facilitates cross-fertilization in which data collected across different domains help improving the learning performance at each other task. First, we present a simplified case in which the goal is to estimate the means of two Gaussian variables, for the purpose of gaining some insights on the advantage of the proposed cross-learning strategy. Then we provide a stochastic projected gradient algorithm to perform cross-learning over a generic loss function. If the number of parameters is large, then the projection step becomes computationally expensive. To avoid this situation, we derive a primal-dual algorithm that exploits the structure of the dual problem, which can be solved in a computationally efficient manner. Preliminary numerical experiments for image classification by neural networks trained on a dataset divided into different domains corroborate that the cross-learned function outperforms both the task-specific and the consensus approaches.

Index Terms—Supervised learning, multi-task learning, optimization.

I. INTRODUCTION

Supervised learning is one of the traditional problems studied in statistical learning. At its core, it consists of learning a function mapping inputs to outputs based on provided input-output pairs [1]. In practical situations, it is often the case that in order to learn this function (which we also refer as a task), we have limited input-output pairs available (called training data). It is also common for different tasks to be related in some sense, and thus, one could attempt to exploit this relationship to improve the individual tasks’ performance. The study of this problem, in general is known as multi-task learning [2]. While expected in the limited sample regime, it is also applicable in the asymptotic case, as exemplified by Stein’s paradox [3], which shows that when estimating more than three parameters from Gaussian random variables, a combined estimator exists that has lower Mean Square Error (MSE) than any separate estimator, even if the random variables are independent.

Multi-task learning has been widely used in practice, specially finding success in computer vision [4]–[6], and language applications [7], [8]. Applications aside, approaches to multi-task learning can be grouped in two categories, based on whether they explicitly model or not the relationship between tasks [9]. Out of those assuming a priori knowledge of the tasks, prevalent approaches are based on a commonly shared underlying task representation [10]. This underlying task representation often takes the form of a sparse, low rank representation across tasks [11], [12], or a manifold representation [13]. Some other approaches do not assume previous knowledge, and learn the relationship between tasks directly from data, generally by performing clustering [14].

In the context of support vector machines, some works have bounded the pair-wise difference between the elements of the classifiers’ weights [15], [16]. Some other works focus on finding Pareto optimal solutions between tasks [17].

In this paper, we take a constrained approach to the multi-task learning problem. Our formulation is based on the cross-learning framework [18], [19]. Originally used for learning policies in a reinforcement learning scenario, its principles can be also applied to the multi-task supervised learning problem. The proposed cross-learning approach consists on bounding the distance between the parameters of the learned functions (in our case, classifiers or regression functions). We show, via an illustrative Gaussian sample mean example, that the use of this centrality measure can guarantee to outperform both the separate and consensus approaches. Furthermore, since the cross-learning method is constrained, it requires a projection at each step which can be computationally expensive (e.g., for neural networks with millions of parameters). To overcome this hurdle, we propose to solve the projection step on the dual domain, which reduces the dimension of the problem to the number of tasks. Finally, we present numerical results in a complex classification task, which show that our cross-learning strategy outperforms the consensus and agnostic estimators.

II. PROBLEM FORMULATION

We address the problem of learning $N$ functions from data coming from different tasks. Let function $f : \mathcal{X} \times \Theta \rightarrow \mathcal{Y}$ be the map between input space $\mathcal{X} \subset \mathbb{R}^P$ and output space $\mathcal{Y} \subset \mathbb{R}^Q$ parameterized by $\theta \in \Theta \subset \mathbb{R}^g$. We seek to minimize the loss function $\ell$ given $N$ datasets containing pairs $(x_j, y_j)$ ($j = 1, \ldots, M_i$), where $M_i$ and $p_i(x, y)$ are the number of samples and generating probability corresponding to each of the $i = 1, \ldots, N$ tasks. Our objective is to obtain functions $f(x, \theta_i)$ that stay close together in the optimization space via the introduction of a measure of centrality $\epsilon$, and central parameters $\theta_c$. Then, we pose the cross-learning problem

$$\{\theta^*_i\}, \theta^*_c = \arg\min_{\theta_i, \theta_c \in \Theta} \sum_{i=1}^{N} E_{p_i(x, y)}[\ell(y, f(x, \theta_i))] \quad \text{(PCL)}$$

subject to $\|\theta_i - \theta_c\| \leq \epsilon, \quad i = 1, \ldots, N$.  
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The selection of the centrality parameter $\epsilon$ entails a trade-off between learning the specific tasks individually or sharing the data corresponding to all tasks. Indeed, if $\epsilon$ is large enough, the constraint is always inactive and the functions are learned separately, being agnostic to the information provided by the data corresponding to the other tasks. On the other extreme, if $\epsilon = 0$, all policies are required to be equal and thus the cross-learning setup reduces to consensus. In practice, the best parameter $\epsilon$ to use is not known, and to estimate it one can resort to cross-validation techniques [1].

Before presenting an algorithm to solve the cross-learning problem, and to gain insights on the advantages proposed formulation (PCL), we consider the more tractable problem of estimating the means of two Gaussian variables. This example will allow us to show that by selecting a nonzero $\epsilon$ judiciously, the cross-learning formulation shown in (PCL) can outperform both the agnostic and consensus estimators.

### A. An illustrative case of sample means

Consider the problem of estimating the means $\mu_x$ and $\mu_y$ of two independent real-valued Gaussian random variables, from their samples $X_j \sim N(\mu_x, \sigma^2_x)$, $j = 1, \ldots, M$ and $Y_j \sim N(\mu_y, \sigma^2_y)$, $j = 1, \ldots, M$. If $\mu_x$ and $\mu_y$ are estimated separately, being agnostic of the information provided by the other sample, their maximum likelihood estimators are the sample means $\bar{X}_M$ and $\bar{Y}_M$, and the corresponding mean squared errors equal $\sigma^2_{\bar{X}} := \sigma^2_x / M$.

Now, if we know $|\mu_x - \mu_y| = \epsilon_0$ a priori, then we can use the cross-learning algorithm to trade off bias for variance and improve the estimation accuracy. Indeed, we prove

**Claim 1.** The Mean Squared Error (MSE) of the estimates obtained with the cross-learning algorithm for $\epsilon = \epsilon_0$ satisfy $\text{mse}_{\text{CL}}(\epsilon_0) \leq (3/4)\sigma^2_{\bar{X}}$.

In words, the agnostic estimator can be outperformed by a factor of 3/4, at least, regardless of the value of $\epsilon_0$ and $\sigma_M$. This is true even when $M \to \infty$, where the agnostic estimator becomes consistent. Although this result assumes exact knowledge of the ground truth $\epsilon = \epsilon_0$, we will characterize the MSE $\text{mse}_{\text{CL}}(\epsilon)$ as a continuous function of $\epsilon$, and demonstrate that there is a range of values around $\epsilon_0$ for which the cross-learning estimator outperforms the agnostic one. Furthermore, we also argue that cross-learning outperforms consensus, corresponding to $\epsilon = 0$. Specifically,

**Claim 2.** There exists $\epsilon > 0$ such that $\text{mse}_{\text{CL}}(\epsilon) < \text{mse}_{\text{CL}}(0)$, with strict inequality for all values of $\epsilon_0$ and $\sigma_M$.

In proving these claims, we will assume without loss of generality that $\mu_x = \mu_y + \epsilon_0$. Specifying the cross-learning estimator in (PCL) for the problem at hand, we have

$$\hat{x} = \arg\min \sum_{i=1}^{M} (X_i - \bar{X})^2 + (Y_i - \bar{Y})^2$$

subject to $|\mu_x - \bar{Y}| \leq \epsilon$

In this case, the problem admits the following closed-form solution,

$$\hat{x} = \left\{ \begin{array}{ll}
\bar{X} & \text{if } |\bar{X} - \bar{Y}| < \epsilon \\
\left(\bar{X} + \bar{Y}\right)/2 + \epsilon/2 & \text{if } \bar{X} > \bar{Y} + \epsilon \\
\left(\bar{X} + \bar{Y}\right)/2 - \epsilon/2 & \text{if } \bar{X} < \bar{Y} - \epsilon
\end{array} \right. \quad (3)$$

where the cases correspond to the constraint being activated or not. In order to compute the mean squared error, it is convenient to put $\hat{x}_{\text{CL}}$ in terms of the variables $Z_M := (\bar{X} + \bar{Y})/2$ and $W_M := (\bar{X} - \bar{Y})/2$. Under these definitions, (3) reduces to $\hat{x}_{\text{CL}} = Z_M + T(W_M)$, where

$$T(W) := W/2 \mathbb{1}[|W| < \epsilon/2] + (\epsilon/2) \mathbb{1}[W > \epsilon/2] - (\epsilon/2) \mathbb{1}[W < -\epsilon/2]. \quad (4)$$

Since $\bar{X}_M$ and $\bar{Y}_M$ are independent, with the same variance, then $\bar{Z}_M$ and $\bar{W}_M$ also are, thus

$$\text{mse}_{\text{CL}}(\epsilon) = \mathbb{E}[(\hat{x}_{\text{CL}} - \mu_x)^2] = \mathbb{E}[(\bar{Z}_M - \mu_z)^2] + \mathbb{E}[T(W_M) - \mu_w]^2 = \sigma^2_M/2 + \mathbb{E}[|W_M - \epsilon_0/2|^2 \mathbb{1}[|W_M| < \epsilon/2] + \mathbb{E}[(1/4)(\epsilon - \epsilon_0)^2 \mathbb{1}[W_M > \epsilon/2]) + \mathbb{E}[(1/4)(\epsilon + \epsilon_0)^2 \mathbb{1}[W_M < -\epsilon/2]]. \quad (7)$$

With $\bar{Z}_M$ and $\bar{W}_M$ being Gaussian, the expected values can be found in terms of the error function $\text{erf}(x) := (2/\sqrt{\pi}) \int_0^x e^{-t^2} dt$,

$$\text{mse}_{\text{CL}}(\epsilon) = \frac{\sigma^2_M}{2} \left(1 + \frac{\alpha \epsilon - \beta \epsilon^2 - \beta e^{-\beta^2}}{\sqrt{\pi}} + \frac{\epsilon(\beta - \text{erf}(\alpha))}{2} \right) + \frac{\sigma^2_M}{2} \left((\beta^2 + \alpha \epsilon - \beta \epsilon^2) + (1 - \text{erf}(\beta))\right). \quad (8)$$

with $\alpha := -(\epsilon + \epsilon_0)/2\sigma_M$ and $\beta := (\epsilon - \epsilon_0)/2\sigma_M$.

Figure 1 shows the mean squared error in (8) depicted in red as a function of $\epsilon$ for a particular choice $\epsilon_0 = 2$ and $\sigma = 1$. Starting from the consensus case at $\epsilon = 0$, the error reduces to a minimum value by $\epsilon_0$, being 3/4 lower than the limiting error $\lim_{\epsilon \to \infty} \text{mse}_{\text{CL}}(\epsilon) = \sigma_M$. This limit results from the
constraint being activated with probability zero, which yields \( \hat{\mu}_x = X_M \), as \( \epsilon \) grows unbounded. The red curve is in doublechecked by comparing it to Monte Carlo estimates of the error, over 100,000 realizations of \( \hat{\mu}_x \), depicted by black dots in Figure 1.

To see Claim 1 is true regardless the values of \( \sigma_M \) and \( \epsilon_0 \), put \( \epsilon = \epsilon_0 \) in (8), so that \( \beta = 0 \) and \( \alpha = -\epsilon_0 / \sigma_M \), thus

\[
\text{mse}_{\text{CL}}(\epsilon_0) = \frac{\sigma_M^2}{2} \left( 1 + \frac{\alpha e^{-\alpha^2}}{\sqrt{\pi}} - \frac{\text{erf}(\alpha)}{2} + \alpha^2 (1 + \text{erf}(\alpha)) \right). 
\]

It remains to prove that the term inside brackets in the previous expression does not exceed 3/2. Indeed, the function

\[
f(x) = 1 + x e^{-x^2 / \sqrt{\pi}} - \frac{\text{erf}(x)}{2} + 2(x + \text{erf}(x))
\]

attains \( f(-\infty) = 3/2 \), \( f(0) = 1 \), and \( df/dx = 2x(1 + \text{erf}(x)) < 0 \) in the interval \( (-\infty, 0) \), which yields \( f(x) \in (1, 3/2) \), for all \( x \in (-\infty, 0) \), holding in particular for \( x = -\epsilon_0 / \sigma_M = \alpha \), as desired.

To see Claim 2 is also true, we compute the derivative of (8) with respect to \( \epsilon \) and show that it is negative at \( \epsilon = 0 \),

\[
D(\epsilon) := \frac{d}{d\epsilon} \text{mse}_{\text{CL}}(\epsilon) = \sigma_M \left( \beta (1 - \text{erf}(\beta)) - \alpha (1 + \text{erf}(\alpha)) \right).
\]

For \( \epsilon = 0 \) \( \alpha = \beta = -\epsilon_0 / 2 \sigma_M < 0 \), hence \( D(0) = \sigma_M \text{erf}(\epsilon_0 / 2 \sigma_M) < 0 \), which is strictly negative as desired.

### III. Algorithm Construction

In order to solve the cross-learning problem (PCL) in a general setup, we can resort to a stochastic projected gradient descent scheme. To take gradient steps on the objective function, we can take derivatives of the loss function with respect to the parameters,

\[
\theta_i^k = \theta_i + \eta_i \hat{\nabla}_i \ell(y, f(x, \theta_i^k)), \quad \hat{\nabla}_i \ell(y, f(x, \theta_i^k))
\]

where \( \hat{\nabla}_i \ell(y, f(x, \theta_i^k)) \) is a stochastic version of the gradient associated to the loss function at a data point, and \( \eta_i \) possibly constant, is a learning step. After each gradient step is taken, the restriction may not be satisfied and thus a projection must be enforced. We define the cross-learning projection \( \mathcal{P}_C \) as,

\[
\mathcal{P}_C \left[ \{ \hat{\theta}_i \}, \hat{\theta}_g \right] = \arg\min_{\{ \theta_i \}, \theta_g} \sum_{i=1}^{N} \left\| \theta_i - \hat{\theta}_i \right\|^2 + \left\| \theta_g - \hat{\theta}_g \right\|^2 \quad \text{s.t.} \quad \left\| \theta_i - \theta_g \right\|^2 \leq \epsilon^2, i = 1, \ldots, N
\]

**Algorithm 1** Cross-learning algorithm

1. Initialize \( \theta_g = 0, \theta_i^0 = \theta_i^0, i = 1, \ldots, N \)
2. repeat for \( k = 0, 1, \ldots \)
3. for \( i = 1, \ldots, N \) do
4. Obtain \( \nabla_{\theta_i} \ell(y, f(x, \theta_i^k)) \).
5. end for
6. \( \{ \theta_i^{k+1}, \theta_g^{k+1} \} = \mathcal{P}_C \left[ \{ \theta_i^k + \eta_i \hat{\nabla}_i \ell(y, f(x, \theta_i^k)) \}, \theta_g^k \right] \)
7. until convergence

By combining the gradient step given in equation (9) with the projection (10), we obtain the cross-learning algorithm illustrated in Algorithm 1. As a projected gradient descent form, it can be shown to converge to the optimal value of the cross-learning problem (PCL) in the case of a convex problems (20). In general, the cross-learning problem (PCL) may not be convex due to both the loss function \( \ell \) and the parameterization function \( f(x, \theta) \) used. However, recent results have shown that even in those cases, problems akin to (PCL) have tractable duality gaps (21), motivating primal-dual approaches. Nonetheless, for the specific case of the cross-learning Algorithm 1 previous results have shown its converge in high probability to a neighborhood of a first-order stationary point of problem (PCL) in the context of reinforcement learning (19).

**A. Projection in the dual domain**

On a neural network, the function parameterization vectors \( \theta_i \) may have millions of parameters rendering projection (10) challenging in practice. However, we can exploit the fact that only one constraint is added per function, resorting to a dual domain algorithm which has only one variable per function. With Lagrange multipliers \( \mu_i \geq 0 \), we can write the Lagrangian \( \mathcal{L}(\theta_i, \theta_g, \mu_i) \) of problem (PCL) as,

\[
\mathcal{L}(\theta_i, \theta_g, \mu_i) = \sum_{i=1}^{N} \left\| \theta_i - \hat{\theta}_i \right\|^2 + \left\| \theta_g - \hat{\theta}_g \right\|^2 + \sum_{i=1}^{N} \mu_i \left( \| \theta_i - \theta_g \|^2 - \epsilon^2 \right). \quad (11)
\]

Upon defining \( \lambda_i = \frac{\mu_i}{\sum_{i=1}^{N} \mu_i} \), \( z = [1, \lambda_1, \ldots, \lambda_N] \) and \( a = |z|_1 \), the primal minimizers of the Lagrangian given \( \mu \) are

\[
\theta_g = \frac{1}{a} \left( \theta_g + \sum_{i=1}^{N} \lambda_i \hat{\theta}_i \right), \quad \theta_i = \left( 1 - \lambda_i \right) \hat{\theta}_i + \lambda_i \theta_g. \quad (12) \quad (13)
\]

Hence, we can obtain the subgradient of the Lagrangian with respect to the Lagrangian multipliers \( \mu_i \), by substituting (12) and (13).

\[
\partial_{\mu_i} \mathcal{L}(\theta_i, \theta_g, \mu_i) = \| \theta_i - \theta_g \|^2 - \epsilon^2 = (1 - \lambda_i)^2 \left\| \theta_i - \frac{1}{a} \left( \theta_g + \sum_{i=1}^{N} \lambda_i \hat{\theta}_i \right) \right\|^2 - \epsilon^2. \quad (14)
\]

By expanding the norm in (14), the gradient of the Lagrangian depends on the parameters \( \theta_i \) through their inner products.
The subgradient (14) is then embedded in the projection described in Algorithm 2. As $\mu_i$ must be nonnegative [22], we project them to the nonnegative orthant at every step. The stopping condition of Algorithm 2 is the duality gap of the projection (10), which can be made arbitrarily small. Note that the cross-learning projection (10) is a convex problem, by selecting a non-summable and square summable step-size [20], once the algorithm is halted, the optimal parameters $\{\theta_i^1, \theta_g^1\}$ of can be recovered using the primal solutions (12)–(13).

IV. Numerical Results

In this section we test our cross-learning framework on a classification problem with real data. Our goal is to classify images belonging to $P$ different categories, and the problem is divided in $N$ tasks corresponding to images belonging to $N$ different domains. Specifically, we use the Office-Home dataset [23]. It consists of $N = 4$ different domains; Art: an artistic representation of the object, Clipart: a clip art reproduction, Product: an image of a product for sale, and Real World: pictures of the object captured with a camera. The overall dataset contains 15,500 RGB images divided in $P = 65$ categories, with five examples given in Figure 2 including Alarm, Bike, Glasses, Pen, and Speaker. Notice that within each category there are images belonging to each of the domains. The minimum number of images per domain and category is 15 and the image size varies from the smallest image size of $18 \times 18$ to the largest being $6500 \times 4900$ pixels. We preprocessed the images by normalizing them and fitting their size to $224 \times 224$ pixels.

We use our cross-learning strategy for classification with the intuition that seeing an image of one domain could help identifying an image of the same category in other domain. For instance, there is a large amount of speakers pictured as products, which could help identify Clipart versions of the speakers which are available in much smaller numbers. We also want to check how the cross-learning classifier compares to using a single classifier that merges the dataset disregarding the different domains.

We use neural networks as the classifiers $f(x, \theta_i)$, $i = 1, \ldots, N$ for cross-learning, with the architecture being based on AlexNet [24] with a reduction on the size of the last fully connected layers to 256 neurons per layer, corresponding to $\theta \in \mathbb{R}^2$, with $S = 4,911,745$. In this case, it is crucial to make use of the cross-learning projection (10) in the dual domain, thus reducing the dimensionality from $S$ to $N = 4$ variables. Furthermore, we split the dataset in two parts, using $4/5$ of the images for training and $1/5$ for testing. We train each neural network in a domain according to Algorithm 1. For the gradient step, we use a stepsize $\eta = 0.001$ and we take one image per step. As it is standard for image classification, we use the cross-entropy loss [1]. We train the $N = 4$ neural networks according to the cross-learning algorithm for different values of the centrality measure $\epsilon$. We also consider the case of consensus ($\epsilon = 0$) which is equivalent to merging the images from all domains and training a single neural network. Additionally, we train the neural networks separately one in each domain, which corresponds to $\epsilon = \infty$.

In Figure 3 we present the result of these experiments using the classification accuracy of the trained classifier as figure of merit. We corroborate the intuitive idea drawn by looking at the images (cf. Figure 2). Namely, that domains are correlated and adding samples from different domains improves the overall performance of the agnostic policy, only trained on its own specific samples. This is exemplified by consensus ($\epsilon = 0$) outperforming the agnostic training ($\epsilon = \infty$), with an accuracy of $33.97\%$ against $24.44\%$. More importantly, the appropriate choice of the $\epsilon$ parameter in the cross-learning method outperforms both consensus and agnostic approaches. In particular, Figure 3 shows that the maximum performance is achieved at $\epsilon = 10^{-6}$, indicating that keeping the parameters of the neural networks close, yet not merging them, induces
an improvement in the overall accuracy. In this sense, these experimental results with real data recover our theoretical findings about the behavior of the cross-learning estimator in the Gaussian example of Section II-A.

The advantage of cross-learning can be better seen in Figure 4 as in all 4 domains there exists a value of $\epsilon$ that outperforms both the consensus and agnostic counterparts across all of them. In particular, for the domain that has the minimum number of samples (Art, with 2,427), the accuracy almost triples with cross-learning when compared with the agnostic classifier. This should not come as a surprise, as due to its limited number of samples, it admits a larger margin of improvement by including samples from additional domains. Likewise, considerable improvements are still found when compared with the consensus classifier.

V. CONCLUSION

In this paper, we introduced a cross-learning framework for multi-task supervised learning. The goal is to learn a set of functions, either for classification or regression, corresponding to different tasks. The proposed strategy entails the fitting of the parameters of each function to their task-specific data, while keeping the parameters of all functions close to each other. We derived intuition from an illustrative case with Gaussian distributions, corroborating the advantage of our formulation compared both to the consensus or the separate approach. For generic set tasks, we have derived a stochastic projected gradient algorithm, together with a dual implementation of the projection for reducing the problem dimension to the number of tasks. Numerical experiments on a dataset with different domains validate that the cross-learning approach is capable of outperforming both the domain specific and the consensus classifiers.
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