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Abstract

Time-to-event (T2E) analysis is a branch of statistics that models the duration of time it takes for an event to occur. Such events can include outcomes like death, unemployment, or product failure. Most modern machine learning (ML) algorithms, like decision trees and kernel methods, are supported for T2E modelling with data science software (Python and R). To complement these developments, SurvSet is the first open-source T2E dataset repository designed for a rapid benchmarking of ML algorithms and statistical methods. The data in SurvSet have been consistently formatted so that a single preprocessing method will work for all datasets. SurvSet currently has 76 datasets which vary in dimensionality, time dependency, and background (the majority of which come from biomedicine). SurvSet is available on PyPI and can be installed with pip install SurvSet. R users can download the data directly from the corresponding git repository.

1 Introduction

Many disciplines study phenomena in which a certain amount of time must pass before an event occurs. In statistics, this is referred to as time-to-event (T2E) analysis. Such processes are usually characterized by two properties: i) non-negative values, and ii) right-censoring. The latter refers to an observation where the event has not yet occurred. Implicit in T2E processes is that with sufficient measurement time, an event will inevitably occur. T2E analysis frequently arises in fields like biomedicine (death or relapse), economics
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(unemployment), e-commerce (customer churn), and engineering (product failure). T2E methods are designed to account for both right-censoring and non-negative values.

Due to the preponderance of biomedical research which studies end-points like death, T2E methods are often referred to as survival analysis. Both terms will be used interchangeably throughout this paper. Classical survival analysis is a well-developed field with mature computational resources. More recently, core machine learning (ML) algorithms have been adapted for T2E modelling, with some examples shown below. For a comprehensive survey of survival methods in ML see [1].

• Regularized linear models (e.g. elastic net [2])
• Decision trees [3]
• Ensemble methods (e.g. random forests [4] and gradient boosters [5])
• Kernel methods (e.g. SVMs [6])
• Deep learning (e.g. feed-forward neural networks [7])

For most researchers and practitioners, the actual implementation of survival methods (both classical and ML-based) is done with special packages in R and python. The former includes packages like survival [8] and mldrproba [9] while the latter includes lifelines [10], pysurvival [11], and scikit-survival [12]. These packages will often have a handful of datasets to allow for testing and benchmarking.

SurvSet seeks to complement these modelling packages by providing the first-ever open-source T2E dataset repository for the benchmarking and evaluation of ML algorithms and statistical methods. Benchmarking and contests have played an important role in the development and refinement of ML algorithms [13]. SurvSet is comprised of 76 datasets that are structured in a consistent format. This enables a single preprocessing method that works for all datasets, and removes the need for researchers to spend time curating and formatting datasets. The datasets also vary in dimensionality, background, and whether the covariates vary across time.¹

2 Overview & design

2.1 Usage

SurvSet is built around a single class, SurvLoader, which loads datasets through the load_dataset method. This method is a convenient wrapper for

¹The origins of this dataset were for testing regularity conditions of the False Positive Control Lasso [14].
loading the underlying comma-separated files. As was previously mentioned, these files can be accessed directly through github. The code block in 1 provides an example of how to load a dataset with SurvSet. The full list of available datasets can be seen in the attribute `df_ds` (see Table 1).

The `load_dataset` method returns a dictionary with keys `df` for the underlying DataFrame (see Table 2) and a URL with a further description on the columns. The observation ID, event, and survival times are placed in the first three (or four) columns. The remaining feature columns have a prefix to indicate whether they are categorical and can be one-hot-encoded, or are numeric and can be normalized. The column order and names are indicated below.

1. **pid**: the unique observation identifier (relevant for datasets with time-varying features)
2. **event**: a binary event indicator (1=event has happened)
3. **time**: time to event/censoring (or start time if `time2` exists)
4. **time2**: end time `[time, time2]` if there are time-varying features (non-existent otherwise)
5. **num_{name}**: prefix implies a continuous feature
6. **fac_{name}**: prefix implies a categorical feature

Listing 1: Example of loading data

```python
from SurvSet.data import SurvLoader
loader = SurvLoader()
# List of available datasets and meta-info
print(loader.df_ds.head())
# Load dataset and its reference
df, ref = loader.load_dataset(ds_name='ova').values()
print(df.head())
```

| ds_name  | is_td | n   | n_fac | n_ohe | n_num |
|----------|-------|-----|-------|-------|-------|
| hdsfail  | False | 52422 | 5     | 87    | 1     |
| stagec   | False | 146  | 4     | 15    | 3     |
| veteran  | False | 137  | 3     | 5     | 3     |
| vdv      | False | 78   | 0     | 0     | 4705  |
| AML_Bull | False | 116  | 0     | 0     | 6283  |

Table 1: Example of dataset list: `df_ds`

2See, for example, the `ova` reference.
Table 2: Example of ova dataset: df

| pid | event | time | num_karn | num_diam | fac_karn | fac_diam | fac_figo |
|-----|-------|------|----------|----------|----------|----------|----------|
| 1   | 1     | 7    | 1        | 3        | 1        | 3        | 1        |
| 2   | 1     | 8    | 2        | 2        | 2        | 2        | 1        |
| 3   | 1     | 9    | 4        | 4        | 4        | 4        | 1        |
| 4   | 1     | 10   | 4        | 4        | 4        | 4        | 1        |
| 5   | 1     | 13   | 2        | 4        | 2        | 4        | 1        |

2.2 Datasets

SurvSet currently has 76 datasets which vary in dimensionality (see Figure 1). This includes high-dimensional genomics datasets ($p \gg n$) like gse1992, and long and skinny datasets like hdfail ($n \gg p$). Most of these datasets come from existing R packages, although not exclusively (see Table 3). An initial empirical experiment suggests that fitting a (regularized) linear model to each dataset produces a roughly uniform distribution of concordance results (see Figure 2).

The construction of these datasets was necessarily subjective as decisions needed to be made about which columns were relevant and which columns needed to dropped (especially if they had information leakage). For the datasets with time-varying features, time intervals were aggregated so that the minimum number of rows were needed to capture all information about changes in features. For example, if a measurement was made every 10 minutes, but the first change of a feature occurred at the 50 minute mark, then the first interval would span [0,50) minutes. Users who are interested in how each dataset was curated can explore the processing files in the .datagen folder (which otherwise should not be used).

3 Conclusion

SurvSet is a powerful resource to enable improvements for ML algorithms in T2E analysis. Currently, novel algorithms seen in the literature are only ever benchmarked against a handful of datasets. Furthermore, these datasets will vary by project making it difficult to assess what constitutes state-of-the-art performance. The hope is that SurvSet will become a well-known resource for the ML community that focuses on survival analysis. This package can easily be expanded with new datasets and interested parties are encouraged to provide suggestions and contribute.
Figure 1: SurvSet datasets and dimensionality
Figure 2: Concordance of a regularized linear model on SurvSet

Based on random 30% test set; uses CoxnetSurvivalAnalysis from scikit-survival with default settings; concordance is equivalent to c-index [15]
Table 3: Dataset origin

| Dataset              | Package       | Data source | Package |
|----------------------|---------------|-------------|---------|
| MCLcleaned           | AdapEnetClass | [16]        |         |
| rott2                | AF            | [18]        |         |
| hepatoCellular       | asaur         | [20]        |         |
| pharmacoSmoking      | asaur         | [22]        |         |
| prostateSurvival     | asaur         | [23]        |         |
| chop                 | bujar         | [24]        |         |
| glioma               | coin          | [26]        |         |
| ova                  | CoxRidge      | [28, 29]    |         |
| breast               | coxphf        | [31, 32]    |         |
| UnempDur             | ecdat         | [34]        |         |
| Unemployment         | ecdat         | [36]        |         |
| scania               | eha           | [37]        |         |
| oldmort              | eha           | [39]        |         |
| hdfail               | frailtySurv   | [40]        |         |
| uis                  | Hosmer        | [42]        |         |
| FRTCS                | Hosmer        | [42]        |         |
| smarto               | hdnom         | [43]        |         |
| burn                 | iBST          | [45]        |         |
| d.orophar.rec       | invGauss      | [47]        |         |
| aids                 | JM            | [49]        |         |
| heartvalve           | joineR        | [51]        |         |
| epileptic            | joineR        | [53]        |         |
| dataOvarian1         | joint.Cox     | [54]        |         |
| aids2                | MASS          | [56]        |         |
| melanoma             | MASS          | [58, 59]    |         |
| grace                | mlr3proba     | [60, 42]    |         |
| actg                 | mlr3proba     | [62, 42]    |         |
| php104K8a            | openml        | [63]        |         |
| zinc                 | NestedCohort  | [65]        |         |
| Pbc3                 | pec           | [67]        |         |
| cost                 | pec           | [69]        |         |
| GBSG2                | pec           | [70]        |         |
| nki70                | penalized     | [71]        |         |
| micro.censure        | plsRcox       | [73]        |         |
| divorce              | princeton     | [75]        |         |
| follic               | randomForestSRC | [77]  |         |
|                |                             |     |     |
|----------------|-----------------------------|-----|-----|
|                | vdv                         | 79  |     |
|                | randomForestSRC             |     |     |
| Bergamaschi    | RCASPAR                     | 80  | 81  |
|                | RcmdrPlugin.survival        | 82  | 83  |
| Rossi          | RcmdrPlugin.survival        | 84  |     |
| rdata          | relsurv                     | 85  | 86  |
| NSBCD          | Reddy                       | 87  | 88  |
| AML Bull       | Reddy                       | 89  |     |
| DBCD           | Reddy                       | 90  |     |
| DLBCL          | Reddy                       | 91  |     |
| DIVAT1         | RISCA                       | 92  | 93  |
| DIVAT2         | RISCA                       | 92  | 94  |
| DIVAT3         | RISCA                       | 92  | 95  |
| Z243           | RobustAFT                   | 96  | 97  |
| stagec         | rpart                       | 98  | 99  |
| e1684          | smcure                      | 100 | 101 |
| whas500        | smoothHR                    | 42  | 102 |
| LeukSurv       | spBayesSurv                 | 103 | 104 |
| cancer         | survival                    | 105 | 106 |
| cgd            | survival                    | 107 | 108 |
| colon          | survival                    | 109 |     |
| flchain        | survival                    | 110 | 111 |
| heart          | survival                    | 112 |     |
| mgus           | survival                    | 113 |     |
| ovarian        | survival                    | 114 |     |
| pbc            | survival                    | 115 |     |
| retinopathy    | survival                    | 116 |     |
| veteran        | survival                    | 117 |     |
| nwtco          | survival                    | 118 |     |
| GSE4335        | survJamda.data              | 119 | 120 |
| GSE3143        | survJamda.data              | 122 |     |
| GSE1992        | survJamda.data              | 123 |     |
| wpbc           | TH.data                     | 124 | 125 |
| TRACE          | timereg                     | 126 | 127 |
| csl            | timereg                     | 128 |     |
| diabetes       | timereg                     | 129 |     |
| support2       | vanderbilt                  | 130 | 131 |
| prostate       | vanderbilt                  | 132 |     |
| Framingham     | vanderbilt                  | 133 |     |
| rhc            | vanderbilt                  | 134 |     |
| acath          | vanderbilt                  | 135 |     |
| wlbw | vanderbilt | [136] |
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