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Abstract—The Expectation Maximization (EM) algorithm is widely used as an iterative modification to maximum likelihood estimation when the data is incomplete. We focus on a semi-supervised EM to learn the model from labeled samples besides the unlabeled ones. By contrast to existing work in semi-supervised learning that focuses mainly on performance, we focus on the impact of the labeled samples on convergence. Our study is limited to population EM or EM with unlimited data. The analysis shows the impact of the labeled samples on the convergence rate for the exponential family mixture model and Gaussian mixture models. To be precise, we prove local convergence for exponential family mixture models where we initialize EM within the neighborhood of the global optimum. Besides, we prove global convergence for Gaussian mixture models by computing the convergence rate.

Index Terms—Expectation Maximization, semi-supervised learning, population EM, maximum likelihood estimate.

I. INTRODUCTION

The data available to us is mainly incomplete, with missing values or corrupted. Maximum likelihood estimation (MLE) is an essential tool for parametric model estimation, but it is intractable for most incomplete data. This challenge is addressed in part by the Expectation Maximization algorithm that has emerged as an iterative modification to MLE. One major drawback of EM is to output the local optima of the likelihood function. In this regard, there is a rich literature on the convergence of EM to the global optimum of the likelihood function under some mild assumptions [1]–[12]. There is little information on how labeled samples affect EM, so primarily we focus on semi-supervised EM. Semi-supervised learning combines a few labeled data with lots of unlabeled data. Labeled data have a cost, whereas unlabeled data are relatively cheap. Depending on your budget, the cost of those data will directly impact the amount of data you want to use. Semi-supervised settings can prove to be essential in such situations. In this paper, we analyze the impact of the labeled data on the convergence rate of EM for different mixture models. To the best of our knowledge, no prior work has analyzed the convergence rate of the EM algorithm for semi-supervised learning. An overview of the contribution is provided below:

- The analysis shows the impact of the labeled samples on the convergence rate for the exponential family mixture model. As the exponential family contains non-specified functions, we limit our analysis by initializing the population EM within the neighborhood of the true parameters.
- For the Gaussian mixture model, we compute the convergence rate for the population EM with labeled samples. The convergence rate is given in terms of the initialized parameters. We prove that for symmetric GMM with two components, the convergence rate does not depend on EM initialization.

The EM algorithm has a long history, yet we will list a summary of the earlier works regarding the convergence rate. Wu [1] is one of the first to establish global convergence of the EM algorithm for unimodal likelihood functions under regularity conditions. However, the likelihood function is frequently multi-modal, and the EM algorithm guarantees only convergence to the local optimum [2]–[4]. Redner and Walker [5] showed that for exponential family mixture models, the population EM initialized within the basin of the true parameters of the model converges to the global optimum. For Gaussian mixture models (GMM) in high dimensions, Dasgupta and Schulman [6] showed fast global convergence when the clusters of the data generated by GMM are well-separated. Redner and Walker [5] observed that when the data generated by GMM are not well-separated, EM heuristically converges slowly. Later, Xu and Jordan [7] showed theoretically slow convergence of EM for barely separated GMM. For the mixture model of two symmetric Gaussians, Chaudhuri et al [8] showed that a hard decision variant of EM known as k-means always converges without any separation assumption. Later, Xu et al [9] showed the global convergence of EM for the mixture model of two symmetric Gaussians without any separation assumption. Specifically, for the symmetric mixture of two Gaussian with known variance and equal weights EM algorithm converges to the true mean of the model. However, for two Gaussian mixtures with known variance and unequal weights, the EM algorithm converges to three stationary solutions where only two are global maxima. For finite samples, Hardt and Price [10] inspected the limits of global convergence up to a constant additive factor for the mixture of two Gaussians by applying the method of moments inspired by Pearson [11]. Balakrishnan et al [12] focused on the required conditions for global convergence of the EM algorithm with associated convergence rates. The assumptions
are verified for the symmetric mixture of two Gaussians with a double exponential convergence rate if we initialize the EM algorithm within the basin of global convergence.

II. EXPECTATION MAXIMIZATION AND MAXIMUM LIKELIHOOD

Let $y_i, i = 1, \ldots, n$ be i.i.d. samples from $p_Y$ and let $(x_j, y_j), j = 1, \ldots, m$ be i.i.d. samples from $p_{XY}$.

A. Maximum Likelihood Estimation

The maximum likelihood estimation using all the samples is identical to maximizing log-likelihood

$$\arg \max_{\theta} \sum_{j=1}^{m} \log p_{XY}(x_j, y_j; \theta) + \sum_{i=1}^{n} \log p_Y(y_i; \theta).$$

B. Expectation Maximization

EM is an iterative algorithm as an alternative to maximum likelihood estimation, by ascending the likelihood function after each iteration. EM at each iteration $t$, performs the E-step

$$Q_{n,m}(\theta; \theta^t) := \sum_{j=1}^{m} \log p_{XY}(x_j, y_j; \theta) + \sum_{i=1}^{n} \log p_Y(y_i; \theta)$$

and M-step as

$$M_{n,m}(\theta^t) = \arg \max_{\theta} Q_{n,m}(\theta; \theta^t).$$

III. MODEL

A. Exponential family mixture model

The samples $(x_1, y_1), \ldots, (x_m, y_m)$ are generated in an i.i.d fashion from the exponential family distribution

$$p_{XY}(k, y; \theta) = p_X(k)p_{Y|X}(y|k; \theta) = \pi_k e^{x_t \theta_k (y + \beta(y) - \alpha(\theta_k))}.$$  (5)

The sample $y_1, \ldots, y_n$ are generated in an i.i.d fashion from the induced distribution

$$p_Y(y; \theta) = \sum_{k=1}^{K} \pi_k e^{x_t \theta_k (y + \beta(y) - \alpha(\theta_k))}.$$  (6)

By plugging (6) and (4) into (2) we compute $Q_{n,m}(\theta; \theta^t)$ for the exponential family mixture model as follows

$$Q_{n,m}(\theta; \theta^t) = \frac{1}{n + m} \left( \sum_{j=1}^{m} \sum_{k=1}^{K} q_{x_j=k}(\theta_k t(y_j) + \beta(y_j) - \alpha(\theta_k)) \right) + \sum_{i=1}^{n} \sum_{k=1}^{K} q(y_i; \theta_k^t)(\theta_k t(y_i) + \beta(y_i) - \alpha(\theta_k))$$  (7)

where,

$$q(y_i; \theta_k^t) = \frac{e^{\theta_k^t t(y_i) + \beta(y_i) - \alpha(\theta_k^t)}}{\sum_{k'=1}^{K} e^{\theta_k^t t(y_i) + \beta(y_i) - \alpha(\theta_k^t)}}.$$  (8)

Plugging the computed $Q_{n,m}(\theta; \theta^t)$ of (7) into (3) we compute $M_{n,m}(\theta_k^t)$ as follows

$$M_{n,m}(\theta_k^t) = \beta^{-1} \left( \sum_{j=1}^{m} q_{x_j=k}(y_j) \frac{1}{\pi_k} + \sum_{i=1}^{n} q(y_i; \theta_k^t) \frac{1}{\pi_k} \right)$$  (9)

where $\beta(x) = \frac{\partial \alpha(x)}{\partial x}$.

B. Gaussian mixture model

The samples $(x_1, y_1), \ldots, (x_m, y_m)$ are generated in an i.i.d fashion from the Gaussian mixture distribution

$$p_{XY}(k, y; \theta) = p_X(k)p_{Y|X}(y|k; \theta) = \pi_k \frac{1}{\sqrt{2\pi}} e^{-\frac{(y - \theta_k)^2}{2}}.$$  (10)

The sample $y_1, \ldots, y_n$ are generated in an i.i.d fashion from the induced distribution

$$p_Y(y; \theta) = \sum_{k=1}^{K} \pi_k \frac{1}{\sqrt{2\pi}} e^{-\frac{(y - \theta_k)^2}{2}}.$$  (11)

By plugging (12) and (10) into (2) we compute $Q_{n,m}(\theta; \theta^t)$ for the Gaussian mixture model as follows

$$Q_{n,m}(\theta; \theta^t) = -\frac{1}{n + m} \left( \sum_{j=1}^{m} \sum_{k=1}^{K} q_{x_j=k} \left( \frac{(y_j - \theta_k)^2}{2} + \log \left( \frac{1}{\pi_k} \sqrt{2\pi} \right) \right) \right) + \sum_{i=1}^{n} \sum_{k=1}^{K} q(y_i; \theta_k^t) \left( \frac{(y_i - \theta_k)^2}{2} + \log \left( \frac{1}{\pi_k} \sqrt{2\pi} \right) \right)$$  (13)

where,

$$q(y_i; \theta_k^t) = \frac{e^{-\frac{(y_i - \theta_k)^2}{2}}}{\sum_{k'=1}^{K} e^{-\frac{(y_i - \theta_k)^2}{2}}}.$$  (14)

Plugging the computed $Q_{n,m}(\theta; \theta^t)$ of (13) into (3) we compute $M_{n,m}(\theta_k^t)$ as follows

$$M_{n,m}(\theta_k^t) = \frac{\sum_{j=1}^{m} q_{x_j=k} y_j + \sum_{i=1}^{n} q(y_i; \theta_k^t) y_i}{\sum_{j=1}^{m} q_{x_j=k} + \sum_{i=1}^{n} q(y_i; \theta_k^t).}$$  (15)

C. Symmetric mixture of two Gaussians

The unlabeled samples are i.i.d. generated from (12) and labeled samples are i.i.d. generated from (10) for $K = 2$ and $\theta_1 = -\theta$ and $\theta_2 = \theta$. We compute $Q_{n,m}(\theta; \theta^t)$ as in (13) for $K = 2$, $\theta_1 = -\theta$ and $\theta_2 = \theta$, however $M_{n,m}(\theta_k^t)$ has a slightly different form as compared to (15) because the means of
the Gaussian mixture models with two components depend on each other, thus
\[ M_{n,m}(\theta^t) = \sum_{j=1}^{m} (1 - 2q_{(x_j=1)}) y_j + \sum_{i=1}^{n} (1 - 2q(y_i; \theta^t)) y_i \]
where
\[ q(y_i; \theta^t) = \frac{e^{-(y_i+\mu)^2}}{e^{-(y_i+\mu)^2} + e^{-(y_i-\mu)^2}}. \]

IV. Main Results

Let us assume that the true parameter of the model is \( \theta_\ast \). The global convergence of EM to the true parameter \( \theta_\ast \) occurs if,
\[ |M_{n,m}(\theta_k) - \theta_\ast| \leq r|\theta_k - \theta_\ast|, \tag{18} \]
where \( r < 1 \), is a contraction coefficient that determines the convergence rate. We will split the analysis as follows
\[ |M_{n,m}(\theta_k) - \theta_\ast| \leq \beta |M_n(\theta_k) - \theta_\ast| \]
\[ \leq \beta |\theta_k - \theta_\ast|, \tag{19} \]
where \( \beta < 1 \), is a contraction coefficient that accounts for the impact of the labeled samples and \( \kappa \) accounts for the impact of unlabelled samples. The overall convergence rate \( r \) bears the multiplicative property i.e. \( r = \kappa \beta \). We primarily focus on \( \beta \), that is the impact of the labeled samples on the convergence rate. We will assume that \( \gamma = \frac{m}{m+n} \) where \( 0 \leq \gamma \leq 1 \) is a constant. For the population based EM, as \( n, m \to \infty \) implies that \( M_{n,m}(\theta) \to M_r(\theta) \), \( M_n(\theta) \to M_0(\theta) \) and
\[ |M_r(\theta_k) - \theta_\ast| \leq \beta |M_0(\theta_k) - \theta_\ast|. \tag{20} \]

Let us assume that we can choose the number of labeled samples \( m_1, m_2, \ldots, m_K \) from each cluster such that \( \sum_{k=1}^K m_k = m \). For the population EM, as \( m \to \infty \) implies that \( \frac{m_k}{m} \to \pi_k \), thus instead of the samples for each cluster we will choose \( \pi_1, \pi_2, \ldots, \pi_K \).

**Theorem 1.** For the population EM, consider the Gaussian mixture model in (12). The labelled samples contribute to the convergence rate with the contraction coefficient \( \beta_k = \frac{c_{\theta_k}}{1 - \gamma + c_{\theta_k}} \) that satisfies
\[ |M_r(\theta_k) - \theta_\ast| \leq \beta_k |M_0(\theta_k) - \theta_\ast|, \tag{22} \]
for \( k = 1, \ldots, K \) where \( c_{\theta_k} = \mathbb{E}[q(Y; \theta_k)] \).

**Theorem 2.** For the population EM, consider the Exponential family mixture model in (6). Assume that the parameters of EM are initialized within the neighborhood of the true parameters \( \theta \in (\theta_\ast - \epsilon, \theta_\ast + \epsilon) \), \( \epsilon > 0 \). Then, the labelled samples contribute to the convergence rate with the contraction coefficient \( \beta_k = \frac{c_{\theta_k}}{1 - \gamma + c_{\theta_k}} \) that satisfies
\[ |M_r(\theta_k) - \theta_\ast| \approx \beta_k |M_0(\theta_k) - \theta_\ast|, \tag{23} \]
for \( k = 1, \ldots, K \) where \( c_{\theta_k} = \mathbb{E}[q(Y; \theta_k)] \).

**Theorem 3.** For the population EM, consider the Gaussian mixture model with two symmetric components in Section III-C. Then,
1) for \( \theta_\ast > \frac{2}{\gamma} \sqrt{1 - \gamma} \), the population EM convergences globally for all the initial conditions \( \theta > \theta_\ast \) with a contraction coefficient \( r(\theta_\ast) = (1 - \gamma) e^{-\theta_\ast}; \)
2) for \( \theta_\ast > 2 \), the population EM convergences globally for all the initial conditions \( \theta > \theta_\ast \) with a contraction coefficient \( r(\theta_\ast) = (1 - \gamma) e^{-\theta_\ast}; \)
3) for \( \theta_\ast > \frac{1}{2} \), the population EM convergences globally for all the initial conditions \( \theta > \theta_\ast + 1 \) with a contraction coefficient \( R(\theta_\ast) = (1 - \gamma) e^{-\theta_\ast}; \)
satisfying \( |M_r(\theta) - \theta_\ast| \leq r|\theta - \theta_\ast| \) for some constant \( c \).

V. Conclusion and Discussion

In this paper, we investigate the Expectation Maximization algorithm in the context of semi-supervised learning. The analysis is split into two main steps that are: 1) the impact of labeled samples given by contraction coefficient \( \beta \) in (19) and 2) the impact of the unlabeled samples given by \( \kappa \) in (20). The overall convergence rate \( r \) bears the multiplicative property \( r = \kappa \beta \). We primarily focus on the impact of the labeled samples on the convergence of EM. Labeled samples: 1) accelerate the convergence of EM, 2) help the EM converge when it is not convergent. Here is an example of the second case.

**Example 1.** Let \( \kappa \) be the non-contraction coefficient, \( \kappa > 1 \), meaning that EM with unlabeled samples does not converge. The labeled samples introduce a contraction coefficient \( \beta < \frac{1}{\kappa} < 1 \), thus now EM converges with convergence rate \( r = \beta \kappa < 1 \).

VI. Proof of Theorem 1

For the population EM, \( M_{n,m}(\theta_k) \to M_r(\theta_k) \) and \( M_n(\theta_k) \to M_0(\theta_k) \), then (15) becomes
\[ M_r(\theta_k) = \frac{(1 - \gamma)|\mathbb{E}[q(Y; \theta_k)] + \gamma|\mathbb{E}[1_{X=k} Y]|}{(1 - \gamma)|\mathbb{E}[q(Y; \theta_k)] + \gamma|\mathbb{E}[1_{X=k} Y]|} \tag{24} \]
and
\[ M_0(\theta_k) = \frac{\mathbb{E}[q(Y; \theta_k)]}{\mathbb{E}[q(Y; \theta_k)]}. \tag{25} \]

Let us compute \( \theta_\ast \) directly by setting \( \gamma \to 1 \), meaning that all the samples are labeled and already clustered, thus
\[ \theta_\ast = \frac{\mathbb{E}[1_{X=k} Y]}{\mathbb{E}[1_{X=k}]} \tag{26} \]
We know that \( \theta_\ast = M_0(\theta_\ast) \) is a fixed point of the function, then from (25)
\[ \theta_\ast = \frac{\mathbb{E}[q(Y; \theta_k)]}{\mathbb{E}[q(Y; \theta_k)]}. \tag{27} \]
Now let us compute $|M_0(\theta_k) - \theta_k|$, as follows
\[
|M_0(\theta_k) - \theta_k| = |M_0(\theta_k) - M_0(\theta_k)| = |E[q(Y; \theta_k)| - E[q(Y; \theta_k)]]|.
\]
(28)
Similarly let us compute $|M_{\gamma}(\theta_k) - \theta_k|$, as follows
\[
|M_{\gamma}(\theta_k) - \theta_k| = |M_{\gamma}(\theta_k) - M_{\gamma}(\theta_k)| = |E[q(Y; \theta_k)| - E[q(Y; \theta_k)]]|.
\]
(30)
From the assumption, we can choose the number of labeled samples of each cluster, and in the limiting case for the population EM we can choose $\pi_1, \ldots, \pi_K$. We have that
\[
E[\theta_{X=k}] = \pi_k.
\]
(32)
Let us define
\[
c_{\theta_k} = E[q(Y; \theta_k)].
\]
(33)
Without loss of optimality we can assume that
\[
E[q(Y; \theta_k)Y] \geq E[\theta_{X=k}Y]
\]
and
\[
E[q(Y; \theta_k)] \geq E[\theta_{X=k}]
\]
(34)
thus, we can write the above equation in the following form
\[
\frac{E[q(Y; \theta_k)Y]}{E[q(Y; \theta_k)]]} = \frac{E[\theta_{X=k}Y]}{E[\theta_{X=k}]]}
\]
(35)
where $\eta \geq 1$. By plugging (26), (27) and (35) into (29) we compute $|M_0(\theta_k) - \theta_k|$, as follows
\[
|M_0(\theta_k) - \theta_k| = (\eta - 1)|\theta_k|.
\]
(36)
By plugging (26), (27), (32), (33) and (35) into (31) we compute $|M_{\gamma}(\theta_k) - \theta_k|$, as follows
\[
|M_{\gamma}(\theta_k) - \theta_k| = \left(\frac{1 - \gamma}{1 - \gamma}c_{\theta_k} + \gamma \pi_k \right) - 1 \leq \beta(\eta - 1).
\]
(37)
By plugging (36) and (37) into (21) we obtain the following
\[
\frac{(1 - \gamma)c_{\theta_k} + \gamma \pi_k}{(1 - \gamma)c_{\theta_k} + \gamma \pi_k} - 1 \leq \beta(\eta - 1)
\]
that simplifies as follows
\[
\beta \geq \frac{c_{\theta_k}}{\pi_k + c_{\theta_k}}.
\]
(39)
To conclude, the labeled samples contribute to the convergence of the population EM with the contractive coefficient $\beta_k < 1$.  

\section{Proof of Theorem 2}

For the population EM, $M_{n,m}(\theta_k) \to M_{\gamma}(\theta_k)$ and $M_n(\theta_k) \to M_0(\theta_k)$, then (9) becomes
\[
\alpha'(M_{\gamma}(\theta_k)) = \frac{(1 - \gamma)E[q(Y; \theta_k)Y] + \gamma E[\theta_{X=k}Y]}{(1 - \gamma)E[q(Y; \theta_k)] + \gamma E[\theta_{X=k}]}.
\]
(40)
where $\alpha'(x) := \frac{\partial \alpha(x)}{\partial x}$. Setting $\gamma \to 1$, we obtain $M_1(\theta_k) = \theta_k$ and
\[
\alpha'(\theta_k) = \frac{E[\theta_{X=k}Y]}{E[q(Y; \theta_k)]}.
\]
(41)
Note that $\theta_k = M_0(\theta_k)$ is a fixed point of the function, then from (40)
\[
\alpha'(\theta_k) = \frac{E[q(Y; \theta_k)Y]}{E[q(Y; \theta_k)]}.
\]
(42)
From the assumption, we can choose the number of labeled samples of each cluster, and in the limiting case for the population EM we can choose $\pi_1, \ldots, \pi_K$. We have that
\[
E[\theta_{X=k}] = \pi_k.
\]
(43)
Let us define
\[
c_{\theta_k} = E[q(Y; \theta_k)].
\]
(44)
Without loss of optimality we can assume that $\eta \geq 1$ in the following equation
\[
\frac{E[q(Y; \theta_k)Y]}{E[q(Y; \theta_k)]] = \frac{E[\theta_{X=k}Y]}{E[\theta_{X=k}]}]
\]
(45)
By first order Taylor expansion we obtain
\[
\alpha'(M_{\gamma}(\theta_k)) = \alpha'(M_{\gamma}(\theta_k)) + \alpha'(M_{\gamma}(\theta_k) - M_{\gamma}(\theta_k))I(M_{\gamma}(\theta_k))
\]
(46)
where $I(\cdot)$ is the Fisher information. Similarly, for $\gamma = 0$ the first order Taylor expansion becomes
\[
\alpha'(M_0(\theta_k)) = \alpha'(M_0(\theta_k)) + (M_0(\theta_k) - M_0(\theta_k))I(M_0(\theta_k)).
\]
(47)
By combining (46) and (47) we obtain
\[
\frac{|M_{\gamma}(\theta_k) - \theta_k|}{|M_0(\theta_k) - \theta|} \approx \frac{\alpha'(M_{\gamma}(\theta_k)) - \alpha'(\theta_k)}{\alpha'(M_0(\theta_k)) - \alpha'(\theta_k)}
\]
(48)
We compute $|\alpha'(M_0(\theta_k)) - \alpha'(\theta_k)|$ as follows
\[
|\alpha'(M_0(\theta_k)) - \alpha'(\theta_k)| = \frac{|E[q(Y; \theta_k)Y]|}{E[q(Y; \theta_k)]} \frac{|E[q(Y; \theta_k)Y]|}{E[q(Y; \theta_k)]}
\]
(49)
\[
= (\eta - 1)|\alpha'(\theta_k)|.
\]
(50)
where the last equality follows from (41), (42) and (45). Similarly, we compute \(|\alpha'(M_\gamma(\theta_k)) - \alpha'(\theta_k)|\) as follows

\[
|\alpha'(M_\gamma(\theta_k)) - \alpha'(\theta_k)| = \left(1 - \gamma\right)\mathbb{E}\left[q(Y; \theta_k)Y\right] + \gamma\mathbb{E}\left[q(Y; \theta_k)\right] - \left(1 - \gamma\right)\mathbb{E}\left[q(Y; \theta_k)\right] + \gamma\mathbb{E}\left[q(Y; \theta_k)Y\right]
\]

\[
= \left(1 - \gamma\right)\mathbb{E}\left[q(Y; \theta_k)\right] + \gamma\mathbb{E}\left[q(Y; \theta_k)\right]
\]

where the last equality follows from (41)-(45). By plugging (50) and (52) into (48) the expression simplifies as follows

\[
\frac{|M_\gamma(\theta_k) - \theta_k|}{M_0(\theta) - \theta_k} \approx \frac{c_{\theta}}{c_{\theta} + \frac{\pi}{\gamma}}.
\]

VIII. PROOF OF THEOREM 3

Initially let us bound \(|M_\gamma(\theta) - \theta_s| \leq \beta_k|M_0(\theta) - \theta_s|\), \(k = 1, 2\), for the Gaussian mixture model with two symmetric components given in Section III-C. Then, from Theorem 1, we obtain \(\beta_k = 1 - \gamma\) by computing \(c_0 = c_{\gamma} = \frac{1}{2}\) as follows

\[
c_0 = \int_0^\infty q(y; \theta)p_Y(y)dy + \int_0^\infty q(-y; \theta)p_Y(-y)dy \leq \int_0^\infty (1 - q(y; \theta))p_Y(y)dy
\]

\[
= \frac{1}{2}.
\]

So far we have bounded

\[
|M_\gamma(\theta) - \theta_s| \leq (1 - \gamma)|M_0(\theta) - \theta_s|.
\]

Last step is to bound \(|M_0(\theta) - \theta_s| \leq \kappa|\theta - \theta_s|\).

A. Item 1)

For Item 1), we proceed by stating the following lemma,

**Lemma 4.** Let \(M_0(\theta)\) be concave and increasing, thus for \(\theta > \theta_s\),

\[
|M_0(\theta) - \theta_s| \leq \frac{\partial M_0(\theta_s)}{\partial \theta_s}|\theta - \theta_s|.
\]

**Proof.** By concavity we have

\[
M_0(\theta) - M_0(\theta_s) \leq \frac{\partial M_0(\theta_s)}{\partial \theta_s}(\theta - \theta_s),
\]

where \(M_0(\theta_s) = \theta_s\) is a fixed point solution. By using the fact that \(M_0(\theta)\) is increasing than for \(\theta > \theta_s > 0\), \(M_0(\theta) > M_0(\theta_s)\), thus we can take absolute values on both sides of (59) and the sign do not change, which completes the proof.

Apply Lemma 4, on \(M_0(\theta)\) that is computed in (16), \(M_0(\theta_s) = -2\mathbb{E}[q(Y; \theta_s)Y]\), thus

\[
\frac{\partial M_0(\theta_s)}{\partial \theta_s} = -2\mathbb{E}[q(Y; \theta_s)Y] \geq 0.
\]

where (61) follows from

\[
\frac{\partial q(Y; \theta_s)}{\partial \theta_s} = \frac{\partial}{\partial \theta_s} \left(\frac{e^{-\frac{(Y + \theta_s)^2}{2}}}{\sqrt{2\pi}}\right) = \frac{1}{\sqrt{2\pi}} \left(\frac{e^{-\frac{(Y + \theta_s)^2}{2}}}{\sqrt{2\pi}}\right) \leq 0.
\]

On the other hand we will show the concavity of \(M_0\) as follows

\[
\frac{\partial^2 M_0(\theta_s)}{\partial \theta_s^2} = -2\mathbb{E}\left[Y^2 e^{-\frac{(Y + \theta_s)^2}{2}}\right]
\]

\[
\leq -8\mathbb{E}\left[Y^3(e^{Y\theta_s} - e^{-Y\theta_s})\right] \leq 0.
\]

where for \(\theta_s > 0\), (66) follows from \(Y(e^{Y\theta_s} - e^{-Y\theta_s}) \geq 0\). The contraction coefficient \(\kappa\) is bounded as follows

\[
\frac{\partial M_0(\theta_s)}{\partial \theta_s} = 4\mathbb{E}\left[Y^2 e^{-\frac{(Y + \theta_s)^2}{2}}\right]
\]

\[
\leq 4\mathbb{E}\left[Y^2 e^{-2\theta_s}Y^{\theta_s}\right] \leq 4\sup_{0\leq t} t^2 e^{-2\theta_s} = 4 \frac{\theta_s^2 e^{\theta_s}}{\theta_s^2 e^{-\theta_s}}.
\]

where (68) follows from \(e^{-Y\theta_s} + e^{Y\theta_s} \geq e^{Y\theta_s}\), (69) is bounded by taking the supremum inside the expectation and the supremum of (70) happens at \(t = \frac{1}{\theta_s}\). Thus, \(\frac{\partial M_0(\theta_s)}{\partial \theta_s} \leq 4\), which is a contraction coefficient, must be \(\frac{\partial M_0(\theta_s)}{\partial \theta_s} \leq 1\), which happens for \(\theta_s \geq \frac{\theta}{2}\).

B. Item 2)

To obtain faster convergence rates we define the set \(\mathcal{E} = \{\tilde{Y} \leq \theta_s\}\), where \(\tilde{Y} \sim N(\theta_s, 1)\), thus

\[
\mathbb{E}\left[Y^2 e^{-2\theta_s}Y^{\theta_s}\right]
\]

\[
\leq \mathbb{E}\left[Y^2 e^{-2\theta_s}Y^{\theta_s}\right] \leq P(\mathcal{E}) \mathbb{E}\left[Y^2 e^{-2\theta_s}Y^{\theta_s}\right] + \mathbb{E}\left[Y^2 e^{-2\theta_s}Y^{\theta_s}\right] \leq P(\mathcal{E}) \mathbb{E}\left[Y^2 e^{-2\theta_s}Y^{\theta_s}\right] \leq \mathbb{E}\left[Y^2 e^{-2\theta_s}Y^{\theta_s}\right]
\]

where (71) follows from (68). Consider each term separately in the last expression, \(P(\mathcal{E}) = P(\tilde{Y} - \theta_s \leq -\frac{3\theta_s}{4}) \leq e^{-\frac{9\theta_s^2}{16}}\).
that follows from Gaussian tail bound. We bound the second term in (74) as follows

\[
\mathbb{E} \left[ \tilde{Y}^2 e^{-2|\tilde{Y}|^2} \right] = \int_{-\infty}^{\infty} \tilde{y}^2 e^{-2|\tilde{y}|^2} \frac{1}{\sqrt{2\pi}} e^{-\frac{(\tilde{y} - \theta)^2}{2}} d\tilde{y} \\
\leq \sup_{\theta \leq t} t^2 e^{-2t^2} \\
= \frac{1}{\theta^2 c^2}. \tag{78}
\]

Last term in (74) is bounded as follows

\[
\mathbb{E} \left[ \tilde{Y}^2 e^{-2|\tilde{Y}|^2} \right] = \int_{-\infty}^{\infty} \tilde{y}^2 e^{-2|\tilde{y}|^2} \frac{1}{\sqrt{2\pi}} e^{-\frac{(\tilde{y} - \theta)^2}{2}} d\tilde{y} \tag{79}
\leq \sup_{t \geq \frac{\theta}{2}} t^2 e^{-2t^2} \tag{80}
= \frac{\theta^2}{16} e^{-\frac{\theta^2}{2}} \tag{81}
\]

where supremum happens at \( t = \frac{\theta}{4} \) for \( \frac{\theta}{4} \geq \frac{1}{\theta^*} \), that is for \( \theta^* \geq 2 \). Combining all the equation together we obtain the following

\[
\frac{\partial M_0(\theta^*)}{\partial \theta^*} = 4 \left( \frac{1}{\theta^2 c^2} e^{-\frac{\theta^2}{16}} + \frac{\theta^2}{16} e^{-\frac{\theta^2}{2}} \right) \tag{82}
\]

where for \( \theta^* > 2 \), we have a contraction coefficient \( \frac{\partial M(\theta^*)}{\partial \theta^*} \leq 1 \), thus the convergence rate is \( e^{-c\theta^2} \) for some constant \( c \).

\textbf{C. Item 3)}

\textbf{Lemma 5} ([12]). Let \( Q(\cdot; \theta^*) \) be any \( \lambda \)-strong concave function. Let \( M(\theta) \) be defined as in (3), and \( Q(\cdot; \theta) \) be a \( \gamma \)-gradient smooth that is \( |\nabla Q(M(\theta); \theta^*) - \nabla Q(M(\theta); \theta)| \leq \gamma |\theta - \theta^*| \), thus

\[
|M(\theta) - \theta^*| \leq \frac{\gamma}{\lambda} |\theta - \theta^*| \tag{83}
\]

for \( 0 \leq \gamma \leq \lambda \).

Apply lemma 5, on \( Q_{n,m} \) defined in (13) which for \( m = 0 \) and \( n \to \infty \) will be \( Q_0 \). Note that \( Q_0(\cdot; \theta^*) \) is \( 1 \)-strong concave. We need to show that \( Q_0(\cdot; \theta) \) is \( e^{-c\theta^2} \)-gradient smooth. Starting from the definition of gradient smoothness we have

\[
|\nabla Q_0(M(\theta); \theta^*) - \nabla Q_0(M(\theta); \theta)| \\
= 2 E[|q(Y; \theta^*) - q(Y; \theta)|] \\
= 2 \int_{\theta^*}^{\theta} df(\theta_u) d\theta_u, \tag{85}
\]

where we define \( f(\theta) := -E[q(Y; \theta)Y] \) and \( q \) is defined in (17). By the fundamental theorem of calculus

\[
\frac{df(\theta_u)}{d\theta_u} = \exp \left[ \frac{2(\theta_u - \theta^*)}{\sqrt{2\pi}} \right] e^{-\frac{(\theta_u - \theta^*)^2}{2}} \tag{87}
\]

where the last equation is computed in (62). The difference \( f(\theta) - f(\theta^*) \) is bounded as follows

\[
f(\theta) - f(\theta^*) = \int_{\theta^*}^{\theta} \mathbb{E} \left[ \frac{2Y^2}{(e^{-Y \theta_u} + e^{Y \theta_u})^2} \right] d\theta_u \tag{89}
\leq \int_{\theta^*}^{\theta} \mathbb{E} \left[ 2Y^2 e^{-2|Y|^2} \right] d\theta_u \tag{90}
= \mathbb{E} \left[ 2Y^2 \int_{\theta^*}^{\theta} e^{-2|Y|^2} d\theta_u \right] \tag{91}
= \mathbb{E} \left[ |Y| \left( e^{-2|Y|^2} \right) \right] \tag{92}
\]

where the upper bound is derived from the trivial inequality \( e^{-Y \theta_u} + e^{Y \theta_u} \geq e^{Y \theta_u} \). Let us now evaluate \( \mathbb{E} \left[ |Y| e^{-2|Y|^2} \right] \) as follows

\[
\mathbb{E} \left[ |Y| e^{-2|Y|^2} \right] = \int_{0}^{\infty} \frac{|y| e^{-2|y|^2}}{\sqrt{2\pi}} e^{-\frac{(\theta_u - \theta^*)^2}{2}} dy. \tag{93}
\]

Let us compute both terms (A) and (B) in the last expression separately as follows

\[
A = \int_{0}^{\infty} \frac{|y|}{\sqrt{2\pi}} e^{-\frac{(y - \theta_u + 2x)^2}{2}} e^{2x^2 + 2x \theta_u} dy \tag{94}
= e^{2x^2 + 2x \theta_u} \left( \int_{\theta_u + 2x}^{\infty} \frac{|y|}{\sqrt{2\pi}} e^{-\frac{(y - \theta_u + 2x)^2}{2}} dy - \int_{0}^{\infty} \frac{\theta_u + 2x}{\sqrt{2\pi}} e^{-\frac{(y - \theta_u + 2x)^2}{2}} dy \right) \tag{95}
= e^{2x^2 + 2x \theta_u} \left( \int_{\theta_u + 2x}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-v} dv - \int_{0}^{\infty} \frac{\theta_u + 2x}{\sqrt{2\pi}} e^{-\frac{v^2}{2}} dv \right) \tag{96}
= e^{2x^2 + 2x \theta_u} \left( \frac{1}{\sqrt{2\pi}} e^{-\frac{(\theta_u + 2x)^2}{2}} - (\theta_u + 2x) \Phi(\theta_u + 2x) \right). \tag{97}
\]

On the other side

\[
B = \int_{0}^{\infty} \frac{|y|}{\sqrt{2\pi}} e^{-\frac{(y - \theta_u + 2x)^2}{2}} e^{2x^2 - 2x \theta_u} dy \tag{98}
= e^{2x^2 - 2x \theta_u} \left( \int_{0}^{\infty} \frac{|y|}{\sqrt{2\pi}} e^{-\frac{(y - \theta_u + 2x)^2}{2}} dy - \int_{0}^{\infty} \frac{2x - \theta_u}{\sqrt{2\pi}} e^{-\frac{(y - \theta_u + 2x)^2}{2}} dy \right) \tag{99}
\]
\[ e^{2x^2 - 2x\theta} \left( \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} dy - \int_{2x - \theta}^{\infty} \frac{2x - \theta}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} dy \right) \]

By using the upper bound in Lemma 6 we can show that \( D < 0 \) and \( E < 0 \) and by using the lower bound of Lemma 6 we obtain

\[ 3\theta_x \Phi(3\theta_x) \geq \left( 1 - \frac{1}{9\theta_x^2} \right) \frac{1}{\sqrt{2\pi}} e^{-\frac{\theta^2}{2}} \]

thus

\[ C = e^{4\theta^2} \left[ \frac{1}{\sqrt{2\pi}} e^{-\frac{\theta^2}{2}} - 3\theta_x \Phi(3\theta_x) \right] \leq \frac{1}{9\theta_x^2} \frac{1}{\sqrt{2\pi}} e^{-\frac{\theta^2}{2}}. \]

By combining all the pieces together

\[ 2|f(\theta) - f(\theta_*)| \leq 2(C + D + E) \leq 2C \]

\[ \leq \frac{2}{9\theta_x^2} \frac{1}{\sqrt{2\pi}} e^{-\frac{\theta^2}{2}} \]

\[ \leq \frac{2}{9\theta_x^2} \frac{1}{\sqrt{2\pi}} e^{-\frac{\theta^2}{2}} |\theta - \theta_*| \]

for \( \theta > \theta_* + 1 \). For \( \theta_* > \frac{1}{2} \) we have that \( \int_{1 + \alpha/2\theta_x^2} e^{-\frac{\theta^2}{2}} \leq 1 \) and the convergence rate is \( e^{-c\theta^2} \) for some constant \( c \), thus

\[ |M_0(\theta) - \theta_*| \leq e^{-c\theta^2}|\theta - \theta_*|. \]
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We will further upper bound the above expression by making use of the following lemma.

**Lemma 6** (Deconcentration of Gaussians). The cumulative density function \( \Phi(Y > t) \) or \( \Phi(t) \) of a normal distribution \( Y \sim \mathcal{N}(0, 1) \) is bounded as follows for all \( t > 0 \),

\[ \left( \frac{1}{t} - \frac{1}{t^3} \right) \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} \leq \Phi(t) \leq \frac{1}{t} \sqrt{\frac{1}{2\pi}} e^{-\frac{t^2}{2}}. \]

**Proof.** For the upper bound \( t > 0 \),

\[ \Phi(t) = \int_{-\infty}^{t} \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} dy = \int_{0}^{\infty} \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2+y^2}{2}} dx e^{-\frac{y^2}{2}} \]

\[ = e^{-\frac{t^2}{2}} \int_{0}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} e^{-\frac{y^2}{2}} dx \]

\[ \leq e^{-\frac{t^2}{2}} \int_{0}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx \]

\[ \leq \frac{1}{t} \sqrt{\frac{1}{2\pi}} e^{-\frac{t^2}{2}}. \]

For the lower bound,

\[ \Phi(t) = \int_{t}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} dy \]

\[ > \int_{t}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} dy \]

\[ = \left( \frac{1}{t} - \frac{1}{t^3} \right) \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}}, \]