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Consider a scenario where some “upstream” model developer must train a fair model, but is unaware of the fairness requirements of a “downstream” model user/stakeholder. In the context of fair classification, we present a technique that specifically addresses this setting, by post-processing a regressor’s scores such they yield fair classifications for any downstream choice in decision threshold. To begin, we leverage ideas from optimal transport to show how this can be achieved for binary protected groups across a broad class of fairness metrics. Then, we extend our approach to address the setting where a protected attribute takes on multiple values, by re-recasting our technique as a convex optimization problem that leverages lexicographic fairness.
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1 INTRODUCTION

A common critique of fair algorithmic interventions is that they do not center real-world usage [35, 49]. In this work, we study a problem that exists in the gap between the design of “fair” machine learning interventions and their deployment in “in the wild”—a gap that exists due to the fact that the users of (fair) machine learning models are not always the people who created the tool. To illustrate this gap, we begin with a sketch of how machine learning tools are often used in the context of some sociotechnical pipeline where fairness is a concern. First, a model developer trains a machine learning model to make predictions about individuals based on past data. Typically, these decisions are made by taking the continuous outputs (or scores) from a model, such as predicted probabilities, and then using a cutoff (or threshold), a final classification decision (e.g. yes/no) is made based on whether the individual’s score was above or below the threshold. Once trained, the model is evaluated for bias and correctness. If the model exhibits bias, then some appropriate fairness intervention may be applied, and the model is modified or retrained to mitigate the observed bias. At the last stage, when the model is deployed for usage, the prior steps are repeated as necessary if new biases emerge.

In many cases, a machine learning pipeline similar to the one described above involves two parties: an “upstream” model developer who is responsible for creating and/or engineering the model, and a “downstream” user, stakeholder, or practitioner, who uses the model for decision-making [9, 24]. The upstream developer and downstream user are often different parties; the steps detailed above might be done only by the upstream model developer, while the downstream end-user must rely solely on the model provided by the developer. Furthermore, either party may be constrained by resources, logistical barriers, or context-specific barriers, leading the downstream model user to employ a different threshold for making final classification decisions than the upstream model developer had anticipated and optimized for[19, 26].

Consider the following example. Suppose a model developer validates the performance and fairness of their model by computing the Area Under the Curve (AUC) for each protected group. AUC scores, which fall between 0 and 1, are computed by aggregating false positive and true positive rates across all possible thresholds used to make classification decisions. In many domains, a model is said to be “good,” i.e. usable, if its AUC is above 0.8 [1]. In this case, if all groups have an AUC above 0.8, the model is deemed to be “fair” and perform well. However, AUC measures performance across
all thresholds. This means that for a single choice in threshold, a model could perform poorly for only one group despite a relatively high overall or group-wise AUC. In the context of the pipeline described above, the model user ultimately determines which threshold(s) they will use with the model, regardless of the developer’s upstream validation.

In this way, a model user can create unfair outcomes through their choice of thresholds, even if the original model was relatively well calibrated and ostensibly fair. Even if the model user notices biased outcomes, the application of fairness interventions can be prohibitively data hungry or computationally expensive, and, in many cases, the model user may not have the expertise to retrain the model for their specific use case. All this to say, fair models are brittle: if they are used beyond the particular assumptions made at development time, their fair properties are weakened [49].

The core question which motivates our work, therefore, is as follows: how can we create a model that is fair irrespective of how it is used downstream? Specifically, we focus on settings where a model user has a correctly validated model from an upstream developer, but has a choice in threshold(s) for their specific domain. From this, we can formally restate our problem: In the context of binary classification, how might we arrive at a model which produces fair decisions irrespective of the threshold used? Our contributions are as follows.

(1) We introduce a post-processing framework for achieving various (classification-based) definitions of fairness over all possible choices in threshold; provide theoretical justifications for our approach, and demonstrate how to use our method in the case where the sensitive attribute is binary.

(2) We extend our framework to a setting where the protected attribute takes on more than two values and motivate the use of lexicographic fairness for our problem; show how to compute a lexicographically fair solution; and illustrate the connection to the simpler approach introduced for binary sensitive attributes.

In Section 1.1, we overview the problem setting in more detail. In Section 2, we provide technical background for our method and begin to show the connections between fairness and ideas from optimal transport. Section 3 details the key ideas of our proposed method, its theoretical justifications, and some experimental evidence validating our approach. In Section 4, we discuss the limitations of other methods for achieving fairness based on optimal transport. Then, in Section 5, we extend our approach to address settings where the protected attribute takes on more than two values and examine the effectiveness of our approach with a case study based on FICO credit scores. Finally, Section 6 discusses the implications and limitations of our approach as well as intended future work and open questions.

1.1 Notation & Setting

We begin by introducing the notation and framework we use for fair regression and binary classification. A notation glossary can be found in Appendix A.1. Allow \( \mathcal{G} \) to be the set of protected attributes. First, we consider the binary protected group setting \( \mathcal{G} = \{0, 1\} \). Let \( D = \{(x_i, g_i, y_i)\}_{i=1}^N \) be a dataset consisting of features \( x_i \in \mathbb{R}^d \), a protected attribute \( g_i \in \mathcal{G} \), and a classification label \( y_i \in \{0, 1\} \). Allow \( f : X \times \mathcal{G} \to \Omega \) with \( \Omega = [0, 1] \) to be a regressor that estimates the likelihood \((x, g)\) attains the outcome denoted by the positive classification label

\[
f(x, g) = \Pr(Y = 1|X = x, G = g)
\]  

(1)

where \( X, G, Y \) are the associated random variables. We will often refer to the probabilities output by \( f(x, g) \) as scores given that they “rank” the \((x, g)\) based on their estimated likelihood of attaining the outcome associated with \( Y = 1 \). The scores output from \( f(x, g) \) are used to determine discrete decisions denoted \( \hat{y} \in \{0, 1\} \). For binary predictions, these are obtained using a threshold \( r \in [0, 1] \) where \( \hat{y}_i = 1 \) \( f(x_i, g_i) \geq r \).
If a regressor performs poorly for one group, or if the base risk of two groups differs, classifications instantiated from thresholding can lead to unbalanced allocation of interventions across groups, and ultimately lead to disparate impact [15, 25, 43, 53]. If the thresholds used to produce classifications are known or assumed at model development time, there is a myriad of fair interventions which can be deployed to (at least partially) mitigate disparities [3, 12, 25, 39, 56] at deployment. There are many situations however, where classification thresholds are not known in advance, or may change over time. Consider a case where the model user lacks the expertise or resources to train a model. This frequently occurs in healthcare and criminal justice contexts, where predictive scores are used in tandem with human experts to allocate treatments or determine legal decisions [15, 47]. In these contexts, model users will operationalize the model at whichever threshold best suits their domain-specific requirements. We make this clear in the following example:

**Example 1.1.** Suppose a healthcare organization has a model to predict the likelihood of being diagnosed with severe illness. An outreach team may want to notify all the patients that are more likely than not to be diagnosed, therefore using a threshold of 0.5 to determine which patients to contact. The clinical team, on the other hand, only has the resources to treat the riskiest patients, and therefore uses a much higher threshold, such as 0.8, to determine which patients to treat.

Ideally, a regressor performs well under some fairness metric regardless of the decision threshold that is selected. In practice, however, this is often not the case. In fact, it is well studied that different choices in threshold can lead to wildly different social outcomes [32, 37, 54]. From this observation, we see that fair solutions are often not portable [2]; achieving fairness with respect to one specific application or threshold does not imply fair performance at other thresholds [20] for a similar task or even for the same model. Moreover, if the use case or underlying population of a model change downstream, but retraining or modifying a model is not viable (e.g. is prohibitively expensive), additional engineering is required in order to ensure model performance. Our solution is to develop a model which is fair with respect to many thresholds at the same time. If a model can achieve fairness across all possible choices in threshold simultaneously, it can be deployed by any downstream user who flexibly utilizes such a model at different thresholds, and subsequently for different applications.

### 2 FAIR REGRESSORS & OPTIMAL TRANSPORT

In this section, we will overview important preliminaries in algorithmic fairness and optimal transport, and discuss the connection between the two. Then, we will introduce total and geometric repair, two techniques that lie at the intersection of fairness and optimal transport, and begin to motivate their use in our post-processing method.

#### 2.1 Fairness Metrics and the Confusion Matrix

In the context of classification, the performance of a classifier\(^2\) is often evaluated by performance metrics in the confusion matrix. For a regressor \(f\), each of these confusion-matrix based metrics is a function \(\gamma_{y,c}^{|G|} : \Omega \rightarrow [0, 1]\) such that

\[
\gamma_{y,c}^{|G|}(\tau) = \Pr[\hat{Y}(\tau) = c|Y = y, G = g]
\]

where \(y, c \in \{0, 1\}\) denote dataset label and predicted class respectively, and \(g\) denotes protected attribute such that \(\Pr[\hat{Y}(\tau) = c|G = g] = \mathbb{E}_{X \sim \mathcal{X}}[\mathbf{1}_{\hat{y} \in c}|G = g]\) with \(\hat{y} = \mathbf{1}_{f(x,g)} \geq \tau\) indicating that \(\hat{y} \sim \hat{Y}\). For a regressor \(f\), we refer to the set of all such confusion-matrix based metrics \(\gamma_{y,c}^{|G|}(\tau)\) as \(\Gamma_f\). For example, under this notation, the True Negative Rate

---

1 Here, disparate impact does not refer to the 80/20 legal doctrine, nor the frequently referenced fairness criteria [25], but rather refers to each group observing different impacts from some machine learning tool. See [5] for a complete treatment of this discussion.

2 Herein, "classifier" will refer to thresholded output of a regressor.
(a) Difference in shaded area between curves shows disparity in some $\gamma$ at a single threshold. This difference suggests a high level of distributional disparity.

(b) These curves nearly overlap, with both curves having similar area to the left of every threshold depicted. This illustration of distributions of scores being geometrically "similar" forms intuition at the core of distributional parity.

(c) To achieve distributional parity, we interpolate distributions in Wasserstein space. The dotted figures are the various barycenters of the distributions, which represent the least expensive set of transformations which would equalize their shaded areas.

Fig. 1. An illustration of distributional parity and its relationship to the Wasserstein geometry of distributions. Each plot shows groupwise distributions of scores.

(TNR) of a classifier for some group $g$ is $\gamma^{y,0}_g(\cdot)$ (see Table 2 in the appendix for additional examples). In cases where we consider both values of a sub/superscript, we omit it from our $\gamma$ notation. For example, the Positive Rate (PR) of the classifier is written $\gamma^{c=1}(\cdot)$ since we consider all groups $G = 0, 1$ and all labelings $Y = 0, 1$. Occasionally we may also index our metrics $\gamma^{k}$.  

Returning to our original goal, we’d like to express the fairness of some classifications across all thresholds, for $\Gamma_f$. To express exact equality in these metrics across all threshold we introduce the notion of distributional parity.

**Definition 2.1 (Distributional Parity).** A regressor $f$ satisfies distributional parity with respect to $\gamma \in \Gamma_f$ if

$$|\gamma^{c=1}_\tau(y, c) - \gamma^{c=1}_\tau(y, c)| = 0 \quad \forall \tau \in \Omega, y \in Y, c \in C.$$  

with $E_{\tau \sim U(\Omega)} |\gamma^{c=1}_\tau(y, c) - \gamma^{c=1}_\tau(y, c)|$ acting as a measure of distributional (dis)parity.  

Definition 2.1 generalizes existing definitions of strong fairness. For example, if we were to consider only the Positive Rate of each group, we recover the definition of Strong Demographic Parity from Jiang et al. [38].

**Definition 2.2 (Strong Demographic Parity (SDP)).** A regressor $f$ satisfies strong demographic parity if

$$\max_{r \in [0, 1]} |\gamma^{c=1}_\tau(y, c) - \gamma^{c=1}_\tau(y, c)| = 0$$

It has been shown that Strong Demographic Parity is closely related to notions of statistical distance, specifically the Wasserstein Distance [17, 28, 29, 38]. In the next section, we will briefly introduce the Wasserstein Distance and demonstrate its connection to SDP and other measures of distributional parity.

---

3Note although we do not address this case specifically, our framework can be easily extended to the $m$-multiclass setting by considering $c_1, \ldots, c_m$ and using rates of the form $\gamma^{c_i}$ for positive classification of class $c_i$ or $\gamma^{c_i^c}$ in the negative case.

4We refer to “distributional parity” both as a fairness notion and as a fairness metric.
2.2 Wasserstein Preliminaries

Let \( p \geq 1 \), and \( \mathcal{P}_p(\Omega) \) be the space of Borel probability measures \(^5\) on \( \Omega \) with finite \( p \)th moments. We denote the distribution of scores for group \( g \in \mathcal{G} \) as \( \mu_g \in \mathcal{P}_p(\Omega) \). The cumulative distribution function (CDF) of any \( \mu \) is denoted \( F_\mu(\tau) = \mu((\infty, \tau]) \). We also make heavy use of the generalized inverse of the CDF of some \( \mu \), called the quantile function, denoted \( F_\mu^{-1} \). In cases where \( \text{supp} \mu \neq \Omega \), the CDF of \( \mu \) is not strictly increasing, and therefore does not have a well defined inverse. In this case, we define the quantile function as a pseudo-inverse.

Definition 2.3 (Pseudo-inverse of a CDF). Given some cumulative distribution function \( F_\mu : \Omega \rightarrow [0, 1] \) its pseudo-inverse is the function \( F_\mu^{-1} : [0, 1] \rightarrow \Omega \) where \( F_\mu^{-1}(a) = \inf \{ \tau \in \Omega : F_\mu(\tau) \geq a \} \).

2.2.1 Wasserstein Distance. The Wasserstein distance is a method of comparing two probability distributions by measuring the “cost” of transporting one distribution to another. If this transportation is costly, then the Wasserstein distance between the two distributions will be large. Formally, suppose \( \Omega_x, \Omega_y \subseteq \Omega \) are endowed with cost function \( c : \Omega_x \times \Omega_y \rightarrow \mathbb{R} \). Let \( \mu \in \mathcal{P}_p(\Omega_x) \) and \( \nu \in \mathcal{P}_p(\Omega_y) \). The notion of transport is formally defined by a transport plan. A transport plan is a function \( T : \Omega_x \rightarrow \Omega_y \) subject to the following constraint: if the elements in the pre-image of \( T \) have measure \( \mu \), and the output of \( T \) is distributed according to \( \nu \), i.e. if \( T \) is the transport plan from \( \mu \rightarrow \nu \) then \( \nu(A) = \mu(T^{-1}(A)) \) for all measurable \( A \subseteq \Omega_y \). The measure resulting from a transportation \( T \) plan from \( \mu \rightarrow \nu \) under this constraint is called the push forward of \( \mu \) and is denoted \( \nu_T \mu = \nu \). Let \( \mathcal{T} \) be the set of transportation plans. The optimal transport plan is the plan that obeys push-forward constraints while minimizing transportation costs

\[
T^* := \arg \inf_{T \in \mathcal{T}} \int_{\Omega} c(\omega, T(\omega))d\mu(\omega) \quad \text{where} \quad \nu_T \mu = \nu.
\]

For univariate measures, the optimal transport plan and Wasserstein distance both admit a closed form. The transport plan \( T \) from \( \mu \rightarrow \nu \) is computed \( T(\omega) = F_\nu^{-1}(F_\mu(\omega)) \), and the Wasserstein distance is computed as follows:

Definition 2.4 (Wasserstein distance\(^6\) on univariate measures).

\[
\mathbb{W}(\mu, \nu)^p := \left( \int_{\Omega} |F_\nu^{-1}(x) - F_\mu^{-1}(x)|^p \, dx \right)^{\frac{1}{p}} = \|F_\nu^{-1} - F_\mu^{-1}\|_{L^p(\Omega)}^p.
\]

From the second equality, we can also see that the geometry of univariate probability measures in Wasserstein space is linear-like,\(^7\) allowing us to evoke familiar geometric concepts like midpoints, or averages, but over probability measures and using the Wasserstein distance as a distance kernel.

2.2.2 Wasserstein Barycenters. The midpoint or geometric average of a set of measures in Wasserstein space is called the Wasserstein Barycenter \(^4\). Intuitively, the barycenter is a weighted composition of several probability measures, geometrically averaging their densities into a single new probability measure.

Definition 2.5 (Wasserstein Barycenter). Allow \( \mu_1, \ldots, \mu_m \in \mathcal{P}_p(\Omega) \) and \( \mathbf{w} \in \mathbb{R}^m \) to be a weight vector with \( \sum_{i=1}^m w_i = 1 \). The Wasserstein Barycenter of these measures, denoted by \( \beta \) is

\[
\beta := \arg \min_{\nu \in \mathcal{P}_p(\Omega)} \sum_{i=1}^m w_i \mathbb{W}_p(\nu, \mu_i).
\]

\(^5\)We review the atomicity of these distributions in the Appendix A.3.

\(^6\)Wasserstein distances on \( \mathbb{R} \) are sometimes referred to as Earth Mover distances.

\(^7\)The map \( \mu \rightarrow F_\mu^{-1} \) is an isometric embedding which can map the Wasserstein space defined \( (\mathcal{P}_p(\Omega), \mathbb{W}_p(\cdot, \cdot)) \) to the space \( L^p(\Omega) \).
2.3 On the Connection between Wasserstein Distance and Fairness Metrics

There is an intimate connection between fairness metrics in $\Gamma_f$ and the Wasserstein distance. Specifically, the average difference (taken over thresholds) in some performance metric across groups is measured by the Wasserstein distance between the score distributions of each group. We express this formally with Proposition 2.6.

**Proposition 2.6.** Let $f : X \times G \to \Omega$ and assume without loss of generality that $c = 1$. Then, let $\mu_{g=0}^y, \mu_{g=1}^y$ be the groupwise distributions of scores $f$ produces. We have

$$E_{\tau \in U(\Omega)} |y_{g=1}^\tau - y_{g=0}^\tau|^p = W_p(\mu_{g=0}^y, \mu_{g=1}^y).$$

Proofs of mathematical results can be found in Appendix E.

If we consider $y_{g=1}^c$, then the first term in Proposition 2.6 measures distributional disparity with respect to positive rates, functioning like a disparity metric for strong demographic parity. Results from [17, 28, 29, 38] have already shown that achieving strong demographic parity is equivalent to vanishing the Wasserstein distance between group-conditioned score distributions. With the above proposition, we extend this result to all rates in the confusion matrix.

Although this is a handy result, what remains to show is a good way of removing the Wasserstein distance between some group-conditional distributions: how do we modify a regressor such that the Wasserstein distance between its group conditioned score distributions is minimized? So far, this has been achieved using total and geometric repair. Next, we will introduce these repair methods and demonstrate their use.

2.4 Geometric Repair and Fair Regressors

One way to eliminate the Wasserstein distance between some distributions is to map them onto some common distribution such that for each group, all scores are distributed identically under the image of this mapping. The Wasserstein barycenter is a candidate distribution in this regard due to several optimal properties. Notably, Jiang et al. [38] show that transport onto the 1-Wasserstein barycenter minimizes changes to the predicted class in pursuit of SDP. Similarly, Chiappa et al. [13] show that transport onto a Wasserstein barycenter is Pareto-optimal with respect to a tradeoff between fairness and accuracy. We will informally revisit this result in Section 3.1. In fact, the barycenter of univariate distributions can be computed as a closed-form solution to the optimization in Definition 2.5.

**Remark 2.7.** Given two distributions $\mu, \nu \in P_p(\Omega)$ and some $w \in [0, 1]$, the quantile function of their weighted barycenter is

$$F_{I_\beta}^{-1}(q) = (1 - w)F_{I_\nu}^{-1}(q) + wF_{I_\mu}^{-1}(q), \quad q \in [0, 1]$$

where $\beta$ is the barycenter solution given in Definition 2.5.

By applying Remark 2.7 for transport on univariate measures, we can compute a closed-form solution for the distribution-specific transportation functions that map from $\mu$ or $\nu$ onto their barycenter.

**Corollary 2.8.** Recall that given two distributions $\mu, \nu \in P_p(\Omega)$ and their barycenter $\beta$, the optimal transport plan from $\mu \to \beta$ is $T_{\mu}(x) = F_{\beta}^{-1}(F_{\mu}(x))$ and from $\nu \to \beta$ is $T_{\nu}(x) = F_{\beta}^{-1}(F_{\nu}(x))$. Suppose we allow the input to the quantile function of a barycenter be $q = I_\mu(x)$, then we can view the barycenter computation as the weighted sum of transportation

\[ W_p(\mu, \beta) \leq W_r(\mu, \beta) \text{ for all } r \geq p \geq 1 \text{ and so we assert this result holds for all orders of Wasserstein Distance.} \]
plans

\[
F_\beta^{-1}(F_\mu(x)) = (1 - w)F_\mu^{-1}(F_\mu(x)) + wF_{\nu}^{-1}(F_\mu(x))
\]

If \( f(X, g) \sim \beta \) for both groups, then surely the Wasserstein distance between these group conditional score distributions \( W(\mu_g, \mu_{g'}) = 0 \). With Proposition 2.6, we conclude that transporting scores onto their barycenter achieves distributional parity in a regressor. Like [16, 29], we can present a closed-form solution to this regressor.

**Proposition 2.9.** Let \( f: X \times G \rightarrow \Omega \) be a regressor and define \( \alpha(x, g) = \inf \{ a \in \Omega : F_{\mu_g}(a) \geq F_{\mu_{g'}}(f(a, g)) \} \) for \( g, g' \in G \). With respect to some fair metric \( \gamma_y(\tau) \) their fair regressor \( f_\beta: X \times G \rightarrow \Omega \) is

\[
f_\beta(x, g) = p_g f(x, g) + (1 - p_g) \alpha(x, g), \quad x \in X_y
\]

where \( p_g \) is the likelihood of belonging to group \( g \) and \( X_y \) is the set of all elements with labeling \( y \).

This type of mapping to the barycenter for some fixed \( p \) is called total repair [25, 28]. These works also show that partially repairing some distributions by parametrizing the weights of the barycenter computation can be useful in computing a repair distribution. This type of repair is typically referred to as geometric repair, and is the basis for our main contributions.

## 3 DISTRIBUTIONAL FAIRNESS VIA GEOMETRIC REPAIR

Our key methodological contribution makes use of geometric repair to achieve distributional parity. Geometric repair is a type of partial repair which does not fully map distributions onto the barycenter, but rather linearly interpolates between the source distributions and their barycenter in Wasserstein space. Let’s define the shift function \( t: X \times G \rightarrow \Omega \), which gives the difference between an unrepaired score and its fully repaired version:

\[
t(x, g) = f_\beta(x, g) - f(x, g).
\]

**Definition 3.1 (Geometric Repair).** Let \( \lambda \in [0, 1] \) be the repair parameter. We define geometric repair as

\[
f_\lambda(x, g) = f(x, g) + \lambda t(x, g).
\]

Figure 2 illustrates our method on an example dataset (see Appendix B.1 for experimental details). The plots visualize various confusion matrix rates over all possible classifier thresholds, for each of two groups. When the group-conditional metric curves do not overlap, the resulting classifications will exhibit disparity; distributional parity is achieved only when the group-conditional metric curves overlap across all possible thresholds. In this example, while there is disparity over all thresholds in all three metrics displayed for the uncorrected score distribution (\( \lambda = 0 \)), various values of \( \lambda \) make it possible to achieve distributional parity in positive rates, true positive rates, and false positive rates. This is an empirical illustration of the following observation: with a single barycenter, for any distributional parity metric in \( \Gamma_f \), there is always a value for the repair parameter \( \lambda \) which minimizes that metric – through mapping onto the \( \lambda \)-repaired distribution. We explain this result by examining some key properties of geometric repair and Wasserstein space.

### 3.1 Wasserstein Geodesics

Geometric repair is a method for optimally interpolating between distributions in Wasserstein space. Here, optimal refers to the length of the "path" that emerges between two measures and their barycenters for various values of the weight parameter \( \lambda \). This path is called a geodesic, and it defines a length-minimizing path between distributions in Wasserstein space.
Fig. 2. Experiments using the (old) Adult dataset. X-axis: all possible choices of threshold \( \tau \in [0,1] \). Y-axis: group-conditional selection rate, TPR, and FPR for the classifications resulting from each possible \( \tau \). Top row: classifications based on original, uncorrected classifier probabilities. Bottom left: full correction (\( \lambda = 1 \)). Bottom middle & right: \( \lambda \approx 0.32 \), \( \lambda \approx 0.68 \). \( \lambda \) values are calculated based on the labelled training data, and shown here applied to the unlabelled testing data.

**Definition 3.2 (Wasserstein geodesic).** A curve \( \eta : [0,1] \rightarrow \mathcal{P}_p(\Omega) \) is a Wasserstein geodesic if for any \( \mu_0, \mu_1 \in \mathcal{P}_p(\Omega) \), it locally minimizes the distance between any points along a curve between \( \mu_0, \mu_1 \) with \( \eta(0) = \mu_0 \) and \( \eta(1) = \mu_1 \) such that \( W_p(\eta(\lambda_1), \eta(\lambda_2)) = |\lambda_2 - \lambda_1| W_p(\mu_0, \mu_1) \) for all \( \lambda_1, \lambda_2 \in [0,1] \).

**Observation 3.3.** Let \( \beta_\lambda \) be a set of measures between \( \mu_g, \mu_g' \) in Wasserstein space defined \( \beta_\lambda = \{ v^* \in \mathcal{P}_p(\Omega) : v^* = \arg \min_{v \in \mathcal{P}_p(\Omega)} (1 - \lambda) W_p(\mu_g, v) + \lambda W_p(v, \mu_g') \forall \lambda \in [0,1] \} \). Then, \( \beta_\lambda \) is the set of all barycenters between \( \mu_g \) and \( \mu_g' \) and contains all distributions along the geodesic [4].

This result indicates that geometric repair enumerates a geodesic of barycenters between distributions, and is therefore the optimal way to transport two distributions in Wasserstein space. In other words, given some desired amount of repair towards a fairness objective, geometric repair induces minimal changes to the original distributions, and therefore incurs minimal loss of their desirable properties. This suggests that geometric repair is optimal with respect to the infamous “fairness-utility trade-off,” as discussed in Section 2.1.\(^{10}\)

With the following corollary, we show that geometric repair, as parametrized by \( \lambda \), is able to recover every barycenter between two distributions: in other words, it can fully express the entire geodesic between curves through interpolation.

**Corollary 3.4.** A geometrically repaired regressor \( f_\lambda \) can be computed as the barycenter of \( \mu_g, \mu_g' \) with weights \( (1 - \lambda + \lambda p_g) \) and \( \lambda (1 - p_g) \).

### 3.2 Optimization with the Barycenter: finding \( \lambda \)

We first show that for any metric \( \gamma \in \Gamma_f \), there exists a value of \( \lambda \in [0,1] \) that minimizes distributional disparity in the partially-repaired scores. Using Proposition 3.6, we will prove that metrics in \( \Gamma_f \) are convex on Wasserstein geodesics. This allows us to use standard optimization tools to find the value of the repair parameter \( \lambda \) that minimizes an objective function—specifically, distributional parity between two groupwise score distributions.

\(^9\)This is also known as a constant speed geodesic.

\(^{10}\)Despite these properties, there is extensive work criticizing and contesting the merit of the fairness-accuracy trade-off [18, 23].
Fig. 3. Each plot shows the absolute (total) area between the pairs of curves belonging to $\gamma_g, \gamma_{g'}$ after partial repair over possible values of $\lambda \in [0, 1]$. The diamond marker and dashed line indicate the average and 95% confidence interval for the value of $\lambda$ which minimizes the area between the group-conditional curves for each metric.

First, we present Lemma 3.5, which motivates the convexity of distributional parity metrics. We begin by demonstrating that with respect to some metric $\gamma$, fair performance changes monotonically with the repair parameter. The direction of this change depends on which distribution has better average performance with respect to the desired metric—said differently, changes in the repair parameter will either strictly increase or decrease the value of a performance metric (e.g. true positive rate) at a given threshold. Allow $\mu^{\lambda}_g$ to be the groupwise distribution of scores corresponding to the $\lambda-$repaired regressor, i.e. $f^{\lambda}_\beta(x, g) \sim \mu^{\lambda}_g$.

---

**Lemma 3.5.** Fix some threshold $\tau \in \Omega$. Assume $F_{\mu^\lambda_g}$, $F_{\mu^{\lambda'}_g}$ have continuous first derivatives for all $\lambda \in [0, 1]$. If $F_{\mu^\lambda_g}(\tau) \geq F_{\mu^{\lambda'}_g}(\tau)$ then $\gamma_g(\tau)$ decreases monotonically at that threshold with increase in $\lambda$, and increases monotonically if $F_{\mu^\lambda_g}(\tau) \leq F_{\mu^{\lambda'}_g}(\tau)$.

---

If at every threshold, one group’s distribution is monotonically “increasing” with respect to some metric during repair while the other’s is monotonically “decreasing,” it follows that the difference between the metrics should resemble a convex function, as both distributions move towards their barycenter with increases in $\lambda$. We formalize this intuition in the following theorem:

**Theorem 3.6.** Define $\delta_{\gamma_g}(\lambda) := W_p^\lambda(\mu^\lambda_g, \mu^{\lambda'}_g)$ or equivalently $\delta_{\gamma_g}(\lambda) : = \mathbb{E}_{\tau \in U(\Omega)} |\gamma_g(\tau) - \gamma_{g'}(\tau)|^p$ for all $\lambda \in [0, 1]$ and $\gamma_g \in \Gamma_{f^\beta}$. Then $\delta_{\gamma_g}(\lambda)$ is convex.

**Corollary 3.7.** Let $\nu \in \mathbb{R}_{\geq 0}^k$ and $\gamma_k = 1 \cdots \gamma_k = k \in \Gamma_f$. The linear combination $\nu_1 \delta_{\gamma_1}(\lambda) + \cdots + \nu_k \delta_{\gamma_k}(\lambda)$ is also convex.

The convexity of $\delta_{\gamma}$ implies that there exists a value of the repair parameter $\lambda$ along the Wasserstein geodesic which can minimize groupwise differences in distributional parity. Additionally, Corollary 3.7, guarantees that a minima exists for any linear combination of metrics, thereby allowing us to compute a repair parameter that minimizes distributional disparity for multiple rates at once—for example, equalized odds, which measures both TPR and FPR differences.

Due to the convexity of distributional parity metrics, this repair parameter is guaranteed to achieve a minimum\(^\text{11}\), and is computed by solving the following optimization\(^\text{12}\).

\(^\text{11}\) This minima is only guaranteed to be locally optimal; we aim to characterize the global optimality of this approach in future work.
\(^\text{12}\) The optimal repair parameter for any distributional parity metric can be calculated exactly using standard convex optimization tools.
Remark 3.8. Let \( f^\lambda(x, g) \) be a repaired regressor, \( y_{k=1} \cdots y_{k=k} \) be performance metrics in \( \Gamma_{f^\lambda} \) and \( \vec{w} \in \mathbb{R}_{\geq 0}^k \) be a weight vector, the distributional parity minimizing \( \lambda^* \) along the geodesic\(^{13}\) is given by

\[
\lambda^* \leftarrow \arg\min_{\lambda \in [0, 1]} \sum_{j=1}^k w_j \mathbb{E}_{\tau \in U(\Omega)} [y_{k=j,g}(\tau) - y_{k=j,g'}(\tau)]
\] (12)

Fig. 4. A comparison of three methods of finding \( \lambda \)'s: empirical estimation, which was done by testing all values of \( \lambda \), probabilistic estimation, which was calculated according to Proposition 3.10, and exact calculation, as in Remark 3.8, over the same ten trials.

3.3 Estimating \( \lambda \) with Probabilistic Distributional Parity.

As datasets become large, computing the distributional (dis)parity minimizing \( \lambda \) in Remark 3.8 can become computationally expensive, as the objective function must evaluate some \( \gamma \) across the entire dataset, and at every threshold. Although this computation is not always prohibitively expensive, in more complex optimization routines like that of Section 5, it can become extremely slow in practice. To remedy this issue, we present a high-quality approximation for such an optimal \( \lambda \). The exact value of \( \lambda \) that minimizes a distributional parity metric can be approximated instantaneously with Probabilistic Distributional Parity, an extension of probabilistic equal opportunity as introduced in Taskesen et al.\(^{[50]}\).

Definition 3.9 (Probabilistic Distributional Parity). A regressor \( f \) satisfies **Probabilistic Distributional Parity** if

\[
\mathbb{E}_{x \sim X, g'} [f(x, g)|Y = y, G = g] = \mathbb{E}_{x \sim X, g} [f(x, g)|Y = y, G = g'],
\] (13)

Like its non-probabilistic counterpart, Probabilistic Distributional Parity encompasses all metrics contained in \( \Gamma_{f} \). For example, to consider a probabilistic variant of equal opportunity, we compute the above expectation with \( Y = 1 \); conversely, for false positive rates, we condition on \( Y = 0 \). Computing a repair parameter with respect to probabilistic distributional parity also admits a closed form solution.

Proposition 3.10. The \( \lambda \) which approximates the optimal repair parameter with respect to some fairness definition is

\[
\lambda = \frac{\mathbb{E}_{X, g'} [f(x, g')|Y = y, G = g'] - \mathbb{E}_{X} [f(x, g)|Y = y, G = g]}{\mathbb{E}_{X} [t(x, g)|Y = y, G = g] - \mathbb{E}_{X, g'} [t(x, g')|Y, G = g']}
\] (14)

In Figure 4, we illustrate the quality of \( \lambda \) approximations using Proposition 3.10. In addition to \( \lambda \)'s computed with exact and probabilistic methods, we also show the empirical \( \lambda \) found in each trial\(^{14}\). Note the range of estimated optimal \( \lambda \)s is remarkably similar for both methods across all ten random splits of the dataset.

\(^{13}\)We refer the reader to Algorithm 2 in the appendix to compute this exactly.

\(^{14}\)See Appendix B.1 for experimental details.
Fig. 5. A summary of how each step of our post-processing method proceeds. As noted in [17], calculating the adjustment of score distributions to the barycenter does not require ground-truth labels. Labels are only required to determine the best \( \lambda \) for the dataset given a desired metric; \( \lambda \)s are therefore calculated with the labeled training data and are used to control the barycenter adjustment for unlabeled data. Finally, note that we do not require any of the features used for the machine learning model, only group membership and the model’s predicted scores. This general framework also describes our method workflow for the setting discussed in Section 5.

Finally, we are ready to summarize our general approach, illustrated in Figure 5. Appendix D provides additional comments on using our method in practice.

4 LIMITATIONS OF EXISTING METHODS

Our approach is most closely related to other works using optimal transport to satisfy notions of fairness. In [17, 29, 38], optimal transport is used to achieve strong demographic parity; however, these works do not extend their approach to other metrics in the confusion matrix. In [25, 28] optimal transport is applied to the input features, whereas our work focuses on applying optimal transport to classifier output. In addition, the quality of Wasserstein distance estimation in optimal transport decreases in higher dimensions (i.e. on input features), whereas using only output scores, we do not suffer the same curse-of-dimensionality issues[14]. A growing body of work utilizes the Wasserstein distance as a measure for fairness, achieving fair classification through distributionally robust optimization [50, 52]; however, these works are a train-time intervention, rather than post-processing.

Our problem setting is conceptually similar to the problem of fair regression [7, 16, 17], where the goal is to achieve some definition of fairness by adjusting the group-conditional distribution of predictions in a continuous output space. However, we do not seek to make groupwise distributions identical; this also distinguishes our work from the fair top-\( k \) ranking problem [55]. Vogel et al. [51] also explore the problem of adjusting rankings in order to satisfy classification fairness for many thresholds; however, they propose an in-processing method for learning the scores during train time.

As a fairness intervention, our work is most closely related to other post-processing methods such as those implemented in popular libraries like IBM’s AI Fairness 360 [6], Microsoft’s Fairlearn [8], or those introduced in [32, 40, 48]. In these works, fair classifications are produced over some discrete decision space, thereby implying a specific decision threshold, and limiting their applicability in the upstream/downstream case we study here. The post-processing method introduced by Kim et al. [42] seeks to achieve multiaccuracy, i.e. equally-accurate predictions across all identifiable subgroups of the data. Hébert-Johnson et al. [33], which seeks multicalibration, requires building a model from scratch.

Our method is an improvement on these approaches for several reasons: first, it is a post-processing method and can therefore make use of information learned by an existing classifier; second, our approach can achieve multiple definitions of distributional parity; and third, as we will detail below, our approach can naturally accommodate a sensitive attribute which takes on more than two attributes. Though many of the works described above satisfy one or multiple of these qualities, ours is the only to our knowledge that satisfies all three.
5 BEYOND BINARY PROTECTED ATTRIBUTES

In cases where a protected attribute takes on more than two values (i.e. where $|G| \geq 2$), the problem of locating an optimal repair parameter becomes more complex. In the binary attribute setting, there was only one possible comparison to optimize. In the non-binary attribute setting, however, the number of possible pairwise comparisons between groups is exactly $\binom{|G|}{2}$, which grows quadratically as the number of groups increases. Now, suppose instead there are $n$ protected groups such that $g = \{g_1, ... g_n\}$. As a necessary consequence of this extension, we introduce repair parameters for each group $1 \leq i \leq n$

$$f_\lambda^i(x, g_i) = f(x, g_i) + \lambda_i t(x, g_i). \quad (15)$$

Achieving distributional parity in positive rates in this context remains the same: we solve this with total repair, by mapping each group’s score distribution completely onto a barycenter, by setting $\lambda_i = 1$ for all $i \in [n]$. Achieving other notions of distributional parity, however, is complicated by the fact we are searching for some optimal repair vector $\lambda = (\lambda_1, ... \lambda_n)$ in an $n$-dimensional space. This higher dimensional search problem introduces additional challenges. In general, a fair intervention which minimizes disparities in a performance metric across all groups simultaneously can artificially benefit or disadvantage some groups with respect to that metric [20, 37]. In the binary sensitive attribute setting, max-min fairness was introduced to alleviate this tension [44]: a max-min solution maximizes the performance of the group that is worst off without minimizing the performance of the other, presumably advantaged, group. One common criticism of current fair algorithmic scholarship, however, is that binary protected attributes are not expressive enough to create a meaningful model for the study or design of fair interventions that work in practice [11, 31, 35, 41].

As we look to extend geometric repair to the non-binary attribute setting, max-min fairness is no longer sufficient, since the formulation of max-min fairness relies on the assumption that protected attributes are binary. Suppose we wish to achieve a max-min-like solution for a protected attribute that takes on multiple (non-binary) values. Although a learning problem can be constrained to replicate a max-min-like solution for all groups, this requires the practitioner to develop a complete ordering of disparities—in other words, to explicitly identify the group which should have the highest performance, the group which should have the second highest performance, and so on. For a large protected attribute space, this task requires a rather large normative judgement on behalf of the practitioner. Even if this ordering were to exist, it still has the potential to decrease overall groupwise performance, due to performance tradeoffs that may be associated with the prescribed ordering of disparities [41]. Lexicographic fairness was proposed to remedy the above concerns. Here, we will describe lexicographic fairness as introduced to the supervised learning literature, detail its relevance to geometric repair, provide a constrained optimization algorithm that outputs a lexicographically fair repair vector, and finally conclude with a case study on FICO credit scores.

5.1 Lexicographic Fairness

Lexicographic fairness, introduced to the learning literature by Diana et al. [21] as an adaptation of previous work from social choice and fair division [10, 36], is an extension of max-min fairness [44] that minimizes group-conditional error rates in a way that prioritizes the groups that are the worst off. More specifically, a lexicographically fair approach will first minimize the loss of the worst off group, and then use the loss under of the worst off group as a constraint to minimize the loss of the next worst off group, continuing until all groups have had their losses minimized subject to the constraints established by minimizing the losses for better-off groups.
We define the total loss of a hypothesis as the sum of group loss terms:

\[ L(h) = \sum_{i=1}^{n} a_{g_i} L_{g_i}(h) \]  

where \( a_{g_i} \in \mathbb{R}_+ \) represents the weight given to the loss term corresponding to group \( g_i \). Allow \( O : [n] \to \mathcal{G} \) to be a bijection ordering the group error rates in decreasing order such that \( L_{O(1)}(h) > L_{O(2)}(h) > \ldots > L_{O(n)}(h) \). The total error rate for some hypothesis is computed recursively and in rounds. At the \( k \)th round where \( 1 \leq k \leq |\mathcal{G}| \), the error rate is defined as \( \epsilon_k := \min_{h \in \mathcal{H}_{k-1}} L_{O(k)}(h) \) where \( \mathcal{H}_{k-1} \) is the hypothesis class at \( k \)th round constrained to the set of hypotheses which minimized at the previous rounds \( \mathcal{H}_k = \{ h \in \mathcal{H}_{k-1} : L_{O(k)}(h) \leq \epsilon_k \} \). A lexicographically fair solution is one which achieves the error rates defined recursively in this way.

**Definition 5.1 (Lexicographic Fairness).** A model \( h \in \mathcal{H} \) satisfies lexicographic fairness if \( L_{O(k)}(h) \leq \epsilon_k \) for all \( k \leq n \).

Note that max-min fairness is actually a special case of lexicographic fairness. That is, a max-min solution is identical to a single round of lexicographic optimization; see Appendix C.1 for more detail.

Because lexicographic fairness is defined recursively, the set of hypotheses that satisfy the above definition is not convex. To make lexicographic fairness a convex set, we redefine the space of lexicographically fair hypotheses by enumerating the recursive constraints into many linear constraints:

**Definition 5.2 (Convex Lexicographic Fairness).** A model \( h \) satisfies convex lexicographic fairness if

\[
\max_{R \in 2^{\mathcal{G}}, |R| \leq j} \sum_{g \in R} L_{O(i)}(h) \leq \min_{h' \in \mathcal{H}_{j-1}} \max_{R' \in 2^{\mathcal{G}}, |R'| \leq j} \sum_{g' \in R'} L_{g'}(h') \quad \forall k \leq n, j \leq k. 
\]  

Diana et al. [21] show that a convex lexicographically fair classifier has the same error profile as its non-convex counterpart, and that if the original model class \( \mathcal{H} \) is convex, then the lexicographically fair subset of hypothesis that satisfy the above definition will also be convex.

### 5.2 Achieving Distributional Parity with Lexicographic Fairness

To apply the lexicographic fairness approach to our setting, we use Probabilistic Distributional Parity, defined in Section 3.1, as the group loss function:

\[
L_{g_i}(\lambda) = \sum_{j \leq n, i \neq j} \left| \mathbb{E}_{X_{g_j}|Y}[f(x, g_i)] - \mathbb{E}_{X_{g_j}|Y}[f(x, g_j)] \right| 
\]  

Due to the convexity of Probabilistic Distributional Parity, this loss is also convex. Allow \( \Lambda_t \subseteq \mathbb{R}^n \) to be the set of lexically fair repair parameters. We compute the lexicographically fair repair as the solution to the following optimization, subject to the constraint set at round \( k \leq n \):

\[
\min_{\lambda \in \Lambda_t} \sum_{i=1}^{n} L_{g_i}(h, \lambda) \quad \text{s.t.} \quad C_k(\epsilon_1, \ldots, \epsilon_k) = \{ \sum_{i \neq j} L_{ij} \leq \epsilon_j : (i_1, \ldots, i_j) \subseteq [n] \quad \forall j \leq k \}. 
\]

We present full pseudo-code for this procedure, formalized as Algorithm 3, in Appendix C.1, and summarize the intuition here. At the first round (\( k = 1 \)), the algorithm computes a max-min fairness solution by minimizing loss for

\footnote{Note \( k \) is slightly overloaded—our use of \( k \) here, to index rounds of lexicographic optimization, is different from its usage in Section 3.}
the group that is worst off. The worst loss in the max-min solution is \( \epsilon_1 \). At the second round \((k = 2)\), the algorithm minimizes the loss of the second worst-off group, subject to the condition that no single group’s loss may exceed the loss of the max-min solution \( \epsilon_1 \). Then, the loss of the two worst off groups under the max-min solution becomes \( \epsilon_2 \). At the third round \((k = 3)\), the algorithm minimizes the loss of the third worst-off group, subject to the constraint that no two groups have a combined loss greater than \( \epsilon_2 \), and that no single group has a loss which exceeds \( \epsilon_1 \). The algorithm continues in this fashion until the last round, where the final lexicographic solution \( \lambda_k \) is computed. Next, we show in Theorem 5.3 that Algorithm 3 outputs a lexicographically fair solution for some probabilistic distributional parity loss.

**Theorem 5.3.** For a convex and bounded choice in loss function \( L : \mathbb{R}^n \rightarrow \mathbb{R} \) and convex hypothesis class \( \mathcal{H} \), Algorithm 3 will output a lexicographically fair solution.

### 5.3 Case Study: FICO

To demonstrate the effect of our proposed post-processing, we study various repair methods on FICO credit scores. The goal of a credit score is to estimate an individual’s general credit risk, where low scores should correspond to high-risk individuals and high scores to low-risk individuals. In the United States, credit scores for various minority groups are often lower than those of their white counterparts despite similar monetary behaviors and financial histories [46]. The FICO credit scores we examine are sourced from a 2003 government report that collected TransUnion credit data on \( \sim 300k \) individuals. The dataset consists of an individual’s ethnic group (which we use as a protected group), their credit score, and an outcome label \( Y \) where \( Y = 0 \) if an individual failed to pay a debt within 18–24 months of the data being collected.\(^\text{16}\) We can consider the credit scores to be the output of an unknown regressor \( f \).

Since credit scores are not equally representative of true creditworthiness for each group, any choice in threshold will induce some systematic disparity in access to credit when credit scores are relied upon as an accurate proxy for creditworthiness. Consider an algorithm developer who highly values identifying eligible borrowers across groups, and suffers a high cost for missed lending opportunities. In this framework, the goal of the designer is TPR balance,

\(^\text{16}\)Our FICO results also indicates our method’s flexibility—we do not require that the quantity being thresholded represents a probability.
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otherwise known as equal opportunity. On the other hand, an algorithm developer who cares more about the cost of unpaid loans may seek to achieve FPR balance. Either way, we assume the developer is unsure which decision threshold will be used downstream, and wishes to produce a regressor which is fair regardless of choice in classification threshold. In this case study, to achieve TPR balance, we use probabilistic distributional parity loss with true positive rates, or probabilistic equal opportunity i.e. $E_{x \sim X} [f(x, g)|Y = 1, G = g]$ where $X$ is the set of credit features used by the regressor. To achieve FPR balance, the loss function we use can be written as $E_{x \sim X} [f(x, g)|Y = 0, G = g]$.

Figure 6 illustrates the efficacy of our method. While the uncorrected credit scores lead to substantial disparity in positive rates, true positive rates, and false positive rates across all thresholds, our method is able to find sets of $\lambda$s for each metric such that disparity is minimized across all thresholds. In each case, parity is achieved by improving performance on the worst-off groups, rather than worsening overall performance; this is especially clear in the TPR case (bottom middle). Additionally, note that unlike Figure 2, which illustrated the binary case, there is a set of $\lambda$s (one for each group) that achieves distributional parity in true positive rates, and a separate set of $\lambda$s for false positive rates.

Table 1. Group-wise probabilistic equal opportunity losses (means across ten trials). See Appendix C.1 for experimental details and how to interpret these numbers.

|               | Asian | Black | Hispanic | White |
|---------------|-------|-------|----------|-------|
| Lexicographic | 7.25  | 7.56  | 7.92     | 6.25  |
| Max-min       | 7.25  | 9.09  | 8.08     | 7.80  |
| Full repair (SDP) | 28.55 | 39.14 | 23.54    | 23.67 |
| Unrepaired    | 29.87 | 42.09 | 29.72    | 34.49 |

Table 1 shows the probabilistic equal opportunity loss on the unrepaired scores, the fully-repaired scores, and the scores computed with the lexicographic and maxmin solutions. In this case, the model developer seeks to ensure equal true positive rates across groups for all thresholds. The lexicographic solution achieves the smallest loss for every group compared to other repair methods. The max-min solution is the second most effective, but is dominated by the lexicographic solution. The full-repair solution, which achieves distributional parity with respect to positive rates, highlights the issues with strong demographic parity as a fair desideratum—the SDP solution has groupwise losses on the order of the unrepaired scores, indicating that a demographic parity based intervention may not be the most effective. The unrepaired scores are several orders of magnitude worse than the repaired scores.

6 DISCUSSION & FUTURE RESEARCH

In this paper, we introduce a flexible post-processing method for minimizing distributional disparities across various definitions of fairness, and over all possible downstream choices of a classification threshold. On a technical level (1) we demonstrate how to achieve measures of distributional fairness other than (strong) demographic parity; (2) we show how to achieve fairness over thresholds for the case when the sensitive attribute takes on more than two attributes.

Here, we highlight a few potentially fruitful directions of future work. One limitation of this work is that a single repair parameter controls entire group-conditional score distributions. In future work, we look to utilize partial optimal transport as a framework for repairing distributions, we may seek to transport only a subset of the overall data. Additionally, we hope to better understand how to locate global minimal repair, and quantify the gap between local minima in distributional parity on the geodesic and the global minima in Wasserstein space. Finally, given that the
distributions of both model predictions and ground truth may change over time, further exploration of how sensitive our approach is to distribution shifts may be worthwhile—especially since our method relies on model output, rather than model input.

Broadly, we believe this work is a practical contribution to the set of tools available to a fair machine learning practitioner. Ongoing commentary has criticized the frequent conflation of making predictions and making decisions, especially in the context of fairness [20, 30]; this work is one step towards separating the two.
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A NOTATION

A.1 Glossary of Symbols

Below is a glossary of the notation we use in this paper. Symbols generally appear in this table in the order they appear above.

| Symbol | Description |
|--------|-------------|
| \( g \in G \) | Set of protected groups |
| \( x \in X \) | Feature space |
| \( y \in Y \) | Label space |
| \( D \) | A dataset consisting of features, protected attributes, and labels |
| \( \Omega \) | The output space of some regressor \( f \) |
| \( f \) | An (unrepaired) regressor |
| \( X, G, Y \) | Bold-faced notation expresses random variables |
| \( \tau \) | A classification threshold |
| \( \hat{y} \) | Classifications generated from thresholding regressor output |
| \( \Gamma_f \) | The set of metrics for a regressor \( f \). See Table 2. |
| \( \gamma \) | A metric from the confusion matrix for \( f \) s.t. \( \gamma \in \Gamma_f \). See Table 2. |
| \( \gamma_{y,c}^{g,k} \) | How we notate metrics: \( y \) for label, \( c \) for class, \( g \) for group, and \( k \) for index |
| \( \mathcal{P}_p(\Omega) \) | Some probability measures, usually in \( \mathcal{P}_p(\Omega) \). Often \( \mu_g \) denotes group-specific score distribution. |
| \( \pi_\mu \) | Some probability measures, usually in \( \mathcal{P}_p(\Omega) \). Often \( \mu_g \) denotes group-specific score distribution. |
| \( W_p(\mu, \nu) \) | \( p \)-Wasserstein Distance between \( \mu, \nu \) |
| \( T \in T \) | The set of transport plans |
| \( F_\mu \) | The Cumulative Distribution Function of \( \mu \) |
| \( F_\mu^{-1} \) | The inverse of the CDF; occasionally this is a pseudo-inverse. |
| \( c(\cdot, \cdot) \) | A cost function |
| \( \beta \) | The Wasserstein barycenter of some measures |
| \( U(\Omega) \) | Uniform Distribution on \( \Omega \) |
| \( \alpha(x, g) \) | Like a CDF inverse, but for a regressor |
| \( f_\beta \) | The regressor corresponding to total repair with a barycenter \( \beta \) |
| \( t(x, g) \) | The “shift” function used in geometric repair |
| \( \lambda \) | Geometric repair parameter, sometimes used to parametrize a barycenter |
| \( f_\lambda \) | A geometrically repaired regressor |
| \( \eta \) | Wasserstein geodesic |
| \( \beta_\lambda \) | The set of barycenters between two measures, enumerated by geodesic as parametrized by \( \lambda \) |
| \( \mu_\lambda \) | Geometrically repaired score distribution, usually used in tandem with \( f_\beta \) |
| \( \mathcal{H} \) | A hypothesis class |
| \( L_g \) | The loss for group \( g \) |
| \( O \) | A bijection ordered group error rates (error as measured by loss function) |
| \( \epsilon \) | The error rate at some round of lexicographic, sometimes indexed by \( k \) |
| \( \Lambda_\ell \) | The space of lexicographically fair repair parameters |

A.2 \( \gamma \)-Notation for the Confusion Matrix

We also include a table to help better understand our \( \gamma \) notation on confusion matrix based metrics.
A.3 A Note On Borel Probability Measures

In general, when referring to borel measures analytically, we will assume they are non-atomic, and therefore they are supported on the entire measurable space over which they are defined. Specifically, we mean for a measure $\mu \in \mathcal{P}_B(\Omega)$ that $\text{supp} \mu = \Omega$ if $\mu$ is non-atomic. In cases where measures are assumed to be empirical, we do not make this assumption. We do however, remind the reader that the set of non-atomic Borel Probability measures is dense in the set of Borel probability measures, and so often, these Borel probability measures are indeed non-atomic.

### Algorithm 1 Computing a lexicographically fair partial Wasserstein repair

**Input:** Group conditional scores $f(x, g)$ and Barycenter function $\beta(x, g)$ and $\bar{a}$, $\bar{\omega}$

$\varepsilon_1 \leftarrow \infty
$

Compute $L_g(\tilde{\lambda})$ for each group and order the loss terms $L_{g(1)} < \ldots < L_{g(n)}$

for all $1 \leq k \leq n$

$\lambda_k \leftarrow \arg \min_{\lambda \in \mathbb{R}^n} L_{g(k)}(\tilde{\lambda})$ subject to constraints $C(\varepsilon_1 \ldots \varepsilon_{k-1})$

$\varepsilon_k \leftarrow \max_{R \in \mathcal{G}, |R| \leq k} \sum_{g \in R} L_g(\tilde{\lambda})$

end for

**Output:** lexicographic solution $\lambda_n$ and error rate $\varepsilon_n$

### Table 2

| Performance Metric                  | Definition                                      | $\Gamma_f$-Notation |
|-------------------------------------|-------------------------------------------------|----------------------|
| Positive Selection Rate (PR)        | $\Pr[\hat{Y}(\tau) = 1 | G = g]$            | $Y'^{-1}_g(\tau)$    |
| True Positive Rate (TPR)            | $\Pr[\hat{Y}(\tau) = 1 | Y = 1, G = g]$ | $Y^{-1}_g(\tau)$     |
| False Positive Rate (FPR)           | $\Pr[\hat{Y}(\tau) = 0 | Y = 0, G = g]$ | $Y^0_1(\tau)$        |
| Negative Rate (NR)                  | $\Pr[\hat{Y}(\tau) = 0 | G = g]$            | $Y^0_1(\tau)$        |
| True Negative Rate (TNR)            | $\Pr[\hat{Y}(\tau) = 0 | Y = 0, G = g]$ | $Y^0_1(\tau)$        |
| False Negative Rate (FNR)           | $\Pr[\hat{Y}(\tau) = 0 | Y = 1, G = g]$ | $Y^0_1(\tau)$        |

A.3 A Note On Borel Probability Measures

In general, when referring to borel measures analytically, we will assume they are non-atomic, and therefore they are supported on the entire measurable space over which they are defined. Specifically, we mean for a measure $\mu \in \mathcal{P}_B(\Omega)$ that $\text{supp} \mu = \Omega$ if $\mu$ is non-atomic. In cases where measures are assumed to be empirical, we do not make this assumption. We do however, remind the reader that the set of non-atomic Borel Probability measures is dense in the set of Borel probability measures, and so often, these Borel probability measures are indeed non-atomic.

Algorithm 1 Computing a lexicographically fair partial Wasserstein repair

Input: Group conditional scores $f(x, g)$ and Barycenter function $\beta(x, g)$ and $\bar{a}$, $\bar{\omega}$

$\varepsilon_1 \leftarrow \infty$

Compute $L_g(\tilde{\lambda})$ for each group and order the loss terms $L_{g(1)} < \ldots < L_{g(n)}$

for all $1 \leq k \leq n$

$\lambda_k \leftarrow \arg \min_{\lambda \in \mathbb{R}^n} L_{g(k)}(\tilde{\lambda})$ subject to constraints $C(\varepsilon_1 \ldots \varepsilon_{k-1})$

$\varepsilon_k \leftarrow \max_{R \in \mathcal{G}, |R| \leq k} \sum_{g \in R} L_g(\tilde{\lambda})$

end for

Output: lexicographic solution $\lambda_n$ and error rate $\varepsilon_n$

B SUPPLEMENTAL MATERIAL: SECTION 3 (BINARY SENSITIVE ATTRIBUTE)

B.1 Computing an Optimal $\lambda$ for Geometric Repair

First we show the pseudo-code of the routine we use to compute an optimal geometric repair $\lambda$. In practice, we cannot compute an expectation over all thresholds, so empirically, we make use of a set of evenly spaced candidate thresholds. In our experiments we used np.11nspace($0, 1, 01$).

Algorithm 2 Computing repair parameter

Input: A dataset $D = \{(x_i, g_i, y_i)\}_{i=1}^N$ regressor $f(x, g)$, fair regressor $f_\beta(x, g)$, performance metrics(s) $Y_{k=1} \ldots Y_{k=k} \in \Gamma_\beta$, weight vector $\bar{w} \in \mathbb{R}_k$, and candidate thresholds $\{\tau_i\}_{i=1}^m \subseteq \Omega$.

Let $f_\beta^{\lambda}(x, g) = f(x, g) + \lambda \beta(x, g)$

$\lambda^* \leftarrow \arg \min_{\lambda \in [0, 1]} \sum_{j=1}^k w_j \sum_{i=1}^m Y_{k=j,g}(\tau_i) - Y_{k=j,g}(\tau_i)$ subject to $Y_{k,g} \in \Gamma_{f_\beta}$

Output: repair parameter $\lambda^*$
B.2 Experimental setup

For each dataset, we run ten trials of the experiment; all plots (except Figure 4) show the 95% confidence interval given results from all ten trials. In each trial, we set a new random seed (so that seed=1 iff trial=1). Each trial proceeds as follows:

1) **Score generation.** We training our underlying model, a scikit-learn RandomForestClassifier with default parameters. Using the trained classifier, we predict on a separate set of data to get the scores. For every instance in this set, we now have information about its label, group membership, and its score. Since this is a postprocessing method, we will assume that some of this data is labeled (which we can access), and some of this data is unlabeled (which we will use to validate our method).

2) **Baseline evaluation.** To get a baseline for distributional (un)fairness, for every $\tau \in \{0, 0.01, 0.02, \ldots, 0.98, 0.99, 1.0\}$, we calculate binary decisions using $\tau$ as the decision threshold; then, we compute group-conditional selection rates, TPR, and FPR using these decisions.

Fig. 7. Group-conditional selection rate, TPR, and FPR curves over thresholds. In each plot, the first row illustrates the uncorrected scores, and the second row illustrates the scores after full correction.
(3) **Calculating the barycenter adjustment.** Calculating the barycenter adjustment does not require access to labels, so this step can use both the labeled and unlabeled data from Step (1). We calculate the barycenter for the two groups. For this computation, we use a vectorized Python implementation of Chzhen et al. [17]'s code. Now, for every row of data from (1), both labeled and unlabeled, we now additionally have its adjustment: a single (signed) number indicating how it should be transformed in order to lie on the barycenter.

(4) **Finding the best $\lambda$.** Finding $\lambda$ does require access to labels, so we now work only with the labeled dataset from (1). Each $\lambda$ corresponds to a single distributional fairness definition, so these steps are done once for TPR and once for FPR. For each row of this dataset, we have access to its label, group membership, score, and adjustment to the barycenter. In actual usage, we suggest either the probabilistic or exact approaches; the empirical approach is extremely—and unnecessarily—computationally intensive. We use the empirical approach in our experiments simply to illustrate the validity of the probabilistic and exact approaches.

   (a) **Finding $\lambda$ empirically.** On this new test set, for each value of $\lambda \in \{0, 0.01, 0.02, \ldots, 0.98, 0.99, 1.0\}$, we multiply $\lambda$ by the adjustment returned in (3). For each $\lambda$, we then follow the evaluation process from (2), and pick the $\lambda$ that yields the best results (least distributional disparity).

   (b) **Estimating $\lambda$ probabilistically.** The probabilistic method for finding $\lambda$ does not require calculating hypothetical decisions. Instead, we apply Proposition 3.10 using the original scores for the numerator and the adjustment found in step 2 for the denominator.

   (c) **Calculating $\lambda$ exactly.** The exact calculation also does not require calculating hypothetical decisions. We use the standard convex optimization approach implemented from scipy (`optimize.minimize_scalar`) to compute the exact $\lambda$ following the equation in Remark 3.8.

(5) **Evaluation on unlabeled data.** Our results in Figure 2 illustrate the effect of using the $\lambda$s found in (4c) on the unlabeled data. Our method makes the assumption that the labeled and unlabeled data are drawn i.i.d. from the same distribution, so it is expected (and unsurprising) that the $\lambda$s found using the labeled data are highly effective when applied to the unlabeled data.

### B.3 Datasets

A summary of datasets used for distributional fairness experiments can be found in the table below. For German Credit and Adult (Old), we used the postprocessed versions from Friedler et al. [27], while New Adult datasets are from Ding et al. [22]. All sensitive attributes are binary, with Sex binarized as male-female, Race binarized as white-nonwhite, the Education feature binarized as low education-high education, and Age binarized as young-old.

| Sens. Attr       | Prediction Task | Source    |
|------------------|-----------------|-----------|
| Adult (Old) Sex  | High income     | UCI       |
| Income Race      | High income     | New Adult |
| Public Coverage  | Race Medicare   | New Adult |
| Employment Sex   | Employed        | New Adult |
| Taiwan Credit    | Education Good Credit | UCI |
| German Credit    | Age Good Credit | UCI       |

Table 3. Summary of datasets used for distributional fairness experiments.
For all New Adult datasets, data is pulled from the 2018 California 1-Year Person survey. We use the first 30000 examples. Our train-test splits are as follows: 18000 for training the random forest, and the remaining 12000 for our method, of which 6000 are part of the labeled set, and 6000 are part of the unlabeled set.

The UCI Adult dataset has 30162 examples total. We use 15000 examples for training the random forest, 7581 as the unlabeled set, and 6000 for the final unlabeled set.

The UCI Taiwan dataset has 30000 examples, and we make train-test splits identical to the New Adult datasets.

The UCI German dataset has 1000 examples. We use 500 for training the random forest, 250 as the labeled dataset, and 250 as the unlabeled dataset.

C SUPPLEMENTAL MATERIAL: SECTION 5 (LEXICOGRAPHIC REPAIR)

C.1 Additional notes on lexicographic fairness.

Lexicographic Fairness has a very strong connection to max-min fairness. Observe that at the first round of minimization, a lexicographically fair solution will identify the group with the largest loss, and then limit the hypothesis class to the set of hypotheses which minimize error on this group, thereby computing a maxmin solution\cite{21}.

Definition C.1. A hypothesis $h$ satisfies max-min fairness if $h \in \mathcal{H}_{mm}$ where $\mathcal{H}_{mm} = \{ h \in \mathcal{H} : L_{O(1)}(h) = \min_{h' \in \mathcal{H}} L_{O(1)}(h') \}$.

Theorem C.2. Allow $h_{mm}$ to be some hypothesis which satisfies max-min fairness and $h_\ell$ to be a lexicographically fair hypothesis with error profiles $\epsilon(h_{mm})$ and $\epsilon(h_\ell)$ respectively. Then $\epsilon(h_{mm}) < \epsilon(h_\ell)$.

Proof. This theorem follows from the construction of lexicographic solution. By algorithm (1), the loss profile of a lexicographic solution is upper bounded by that of the maxmin solution, as the maxmin solution is produced at round $j = 1$ and at subsequent rounds, is used as an upper bound for remaining optimization rounds. Therefore, if there is ever a round at which the lexicographic solution is not upper bounded by the maxmin solution, the lexicographic solution must no longer be considered lexicographic as it has violated the constraints from round $j$.

Below is the pseudo code of the algorithm we use to compute a lexicographically fair repair. Here we directly enumerate the constraints for the lexicographic objective rather than make use of no-regret max-min dynamics like [21]. Due to the number of constraints on our optimization problem, we occasionally experience numerical instability issues in our implementation. We look to improve these in future work.

Algorithm 3 Computing a lexicographically fair repair

Input: Group conditional scores $f(x, g)$ and Barycenter function $\beta(x, g)$ and $\tilde{\alpha}$, $\tilde{\omega}$
$\epsilon_1 \leftarrow \infty$
Compute $L_g(\tilde{\lambda})$ for each group and order the loss terms $L_{h(1)} < \cdots < L_{h(n)}$
\begin{algorithmic}
  FOR all $1 \leq k \leq n$
    \begin{algorithmic}
      \STATE $\lambda_k \leftarrow \arg \min_{\lambda \in \mathbb{R}^n} L_{h(k)}(\tilde{\lambda})$ subject to constraints $C(\epsilon_1 \cdots \epsilon_{k-1})$
      \STATE $\epsilon_k \leftarrow \max_{\mathcal{R} \in 2^g, |\mathcal{R}| = k} \sum_{g \in \mathcal{R}} L_g(\tilde{\lambda})$
    \ENDFOR
  \end{algorithmic}
\end{algorithmic}
Output: lexicographic solution $\lambda_n$ and error rate $\epsilon_n$
C.2 Experimental Setup

1) **Data generation.** We use the FICO dataset from the responsibly python package [34], documentation for which can be found at docs.responsibly.ai. The FICO dataset is not given in terms of individual data entries. Rather, the dataset is defined in terms of the joint distribution of features, attributes, and labels. The dataset consists of the proportion of individuals with each race, the probability of having some specific credit score given by race, and the likelihood of a missing payment (Y=0) for the given race and credit score. The four races in the dataset are Black, White, Hispanic, and Asian. Credit scores are typically between 300 – 850, however in the dataset they are normalized to the interval [0, 1]. Using the joint distribution over scores, races, and missed payment status, we can generate our own dataset. For our experiments, we use 8$k$ entries total, 4$k$ as “labeled” data (from which $\lambda$’s are calculated) and 4$k$ as our “unlabeled” data (which is illustrated in 6).

2) **Computing the barycenter.** We compute the barycenter using the python optimal transport library POT. To compute the barycenter we use the regularized bregman optimal transport solver with a regularization parameter $10^{-3}$. The weights used in the computation are the proportion of each race given in the dataset.

3) **Lexicographic Solver.** As reported in Diana et al. [21], exact lexicographic solvers suffer from numerical instability issues. To this extent, there are two stabilizing parameters $(\alpha, \epsilon)$ that are proposed to help compute a lexicographic optimizer. In our experiment we borrow their stabilized computation and use $\alpha = 10^{-4}$ and $\epsilon = 10^{-6}$ as hyper parameters in this routine. We encourage the reader to visit the lexicographic paper for a complete treatment of this optimizer.

4) **Trials.** We generate data and compute the following solutions 10 times: Lexicographic (LEX), Max-Min (MM), Strong Demographic Parity (SDP), and Unconstrained(Unconst). The unconstrained method is simply the original data without repair. We compute the groupwise loss function for the probabilistic true positive rate difference function, where $L_s(\lambda) = \sum_{g \in G, g \neq g^*} \left[ \mathbb{E}_{x \sim X, Y=1} \left( f(x, g) \right) - \mathbb{E}_{x \sim X, Y=0} \left( f(x, g^*) \right) \right]$, and the same for the probabilistic false positive rate.

C.3 Interpreting Results

As stated above, the loss function used in the optimizer is based on probabilistic equality in true/false positive rates: $\mathbb{E}_{x \sim X} \left[ f(x, g) | Y = 1, G = g \right]$ or $\mathbb{E}_{x \sim X} \left[ f(x, g) | Y = 0, G = g \right]$. Practically, this quantity (for a single group) is simply the average score of examples labeled $y = 1$. Then, the “loss” for a single group $g$ recorded in Table 1/Table 4 is the sum of every difference between that group’s average score for examples labeled $y = 1$ and every other group’s average score for examples labeled $y = 1$.

|                  | Asian | Black | Hispanic | White |
|------------------|-------|-------|----------|-------|
| Lexicographic    | 7.25  | 7.56  | 7.92     | 6.25  |
| Max-min          | 7.25  | 9.09  | 8.08     | 7.80  |
| Full repair (SDP)| 28.55 | 39.14 | 23.54    | 23.67 |
| Unrepaired       | 29.87 | 42.09 | 29.72    | 34.49 |
Table 5. Group-wise probabilistic equal opportunity losses (standard errors across ten trials)

|                    | Asian | Black | Hispanic | White |
|--------------------|------|-------|----------|-------|
| Lexicographic      | 0.85 | 1.51  | 1.22     | 0.78  |
| Max-min            | 0.80 | 1.61  | 1.19     | 1.05  |
| Full repair (SDP)  | 1.79 | 1.27  | 0.86     | 0.77  |
| Unrepaired         | 1.31 | 2.15  | 1.21     | 1.08  |

Fig. 8. Figure 5, copied here for convenience.

D USABILITY

Appendix B.1 roughly follows our anticipated workflow, illustrated in Figure 8.

Our method assumes that a reasonably-well-performing model already exists. We do not need access to the model itself—only its predictions on some labeled data. After calculating how each point’s score would need to change in order to be mapped onto the barycenter, we use that labeled data to calculate the best \( \lambda \) (or \( \hat{\lambda} \), in case of a non-binary sensitive attribute) for a particular fairness goal (such as equal TPRs, equal FPRs, or see below for more extensions).

Meanwhile, with the unlabeled data on which we want to make adjustments, we use the model to predict scores for this data; then, we make the barycenter calculation to compute the adjustment for each point. Then, we scale those adjustments by the \( \lambda \) or \( \hat{\lambda} \) found from the labeled data. At this point, the scores have been “corrected,” and can be used in downstream applications.

By Corollary 3.7, linear combinations of the \( \gamma \in \Gamma \) that we have defined are also convex in \( \lambda \). This means that more complex fairness goals can be achieved: for example, equalized odds by considering \( \gamma^1_g(\tau) + \gamma^0_g(\tau) \), or even some less conventional metrics like one which considers both TPR and FPR, but weights TPR more heavily than FPR, or one which considers TPR, FPR, and PR.

D.1 Suitability

Our experiments hint at a few possible scenarios where our method may be less applicable: (1) when the dataset size is small; (2) when overall disparity is low; and (3) when the relationship between scores and labels is noisier for one group than another. These results suggest that in practice, it is critical to first visualize the threshold curves for both the baseline and full adjustment to determine whether our method is appropriate.

However, in industry production settings, datasets are unlikely to be small; overall low disparity is a good thing, and may mean that no intervention is strictly necessary at all; and finally, if the relationship between scores and labels is noisier for one group than another, this is an indication that the underlying regressor that produced the scores is a
poor hypothesis for the learning task, which means that the model itself should be improved and that papering over its performance with a postprocessing method would be poor practice.

Here, we show results on two datasets, German and Employment, where our method does not perform as well. Figure 7 illustrates group-conditional metrics over all thresholds both before and after the full adjustment to the barycenter is applied, and Figure 9 illustrates the same information as Figure 3.

**German Credit: small dataset size and low overall disparity.** First, the top row of Figure 7a shows that disparity over thresholds is quite low, even in the uncorrected case. In fact, the TPR curves are approximately overlapping. Applying the barycenter adjustment is successful—the bottom left of Figure 7a indicates that the selection rates have in fact overlapped over all thresholds. Further, note that the TPR and FPR curves, even in the full adjustment with \( \lambda = 1 \), are still extremely close. Consequently, the impact of varying \( \lambda \), shown in Figure 9, is extremely minimal. Furthermore, the small dataset size resulted in high variability across different train-test splits and therefore extremely wide confidence intervals. In a single run, results (both across thresholds and across \( \lambda s \)) were extremely noisy.

**Employment: noisy labels.** The Employment dataset, on the other hand, has plenty of samples since it is from the new Adult dataset. However, taking a closer look at the top row of Figure 7b shows that while the selection rate and FPRs of Group A are higher than those of Group B over almost all thresholds, the TPR of Group A is lower than that of Group B over almost all thresholds. Contrast this with the behavior of the uncorrected scores in Figure 2, where the rates for Group A were consistently higher than Group B over all thresholds and for all three metrics. In practical terms, if Group A has a lower TPR and a higher FPR than Group B at all thresholds, this implies that the score-label relationship for Group A is much noisier than the score-label relationship for Group B, which means that merely adjusting the score distributions does not necessarily result in a strictly better or “fairer” set of results. In fact, the full correction (as shown in the bottom left of Figure 7b) is successful in that it results in identical selection rates across all thresholds, as expected, yet looking at Figure 9, it is unclear that a “true” minima for the distance between the TPR curves can be found over \( \lambda \in [0, 1] \).
E PROOFS AND PROOF TOOLS

Below are all of these proofs and helping proofs for major results in the paper.

E.1 External Lemmas (Proofs Omitted)

Lemma E.1. This is lemma 6 from [38]. Let \( \mu, \nu \in \mathcal{P}_p(\Omega) \) with differentiable and invertible cumulative distribution function \( F_\mu, F_\nu \) then

\[
\int_\Omega F_\mu(x) - F_\nu(x)dx = \int_\Omega F_\mu^{-1}(y) - F_\nu^{-1}(y)dy.
\]

We remind the reader that \( \Omega = [0, 1] \).

Lemma E.2. This result is from section 6.1 in [4]. Let \( \mu_1 \ldots \mu_k \in \mathcal{P}_p(\Omega) \) and \( \bar{\nu} \in \mathbb{R}^k \) to be a weight vector with \( \sum_{i=1}^k p_i = 1 \). The barycenter of these distributions can be defined with respect to one of the distribution \( \mu_j \) with \( 1 \leq j \leq k \). Let \( T_j := F^{-1}_\mu \circ F_{\mu_j} \) then

\[
\beta = \left( \sum_{i=1}^k p_i T_j \right)_{\#\mu_j}.
\]

From this lemma we learn that (1) mapping onto the barycenter is the result of a linear combination of transportation maps and (2) mass is transported through the use of these transport and the push-forward measure. In other-words, we encourage the reader to view the computation of a new transported score, and assignment of measure to this score under the barycenter, as the result of separate operations: the transportation map, and the push-forward operator, respectively.

Lemma E.3. Fix some distribution \( \nu \in \mathcal{P}_p(\Omega) \), then the map \( \mu \mapsto \mathcal{W}_p^\nu (\mu, \nu) \) is convex. This lemma is from [45]

Proposition 5.

E.2 Proofs of Mathematical Results

Proposition 2.6. Let \( f : \mathcal{X} \times \mathcal{G} \rightarrow \Omega \) and assume without loss of generality that \( c = 1 \). Then, let \( \mu_{g=0}, \mu_{g=1} \) be the groupwise distributions of scores \( f \) produces. We have

\[
\mathbb{E}_{\tau \in \U(\Omega)} \| y^\nu_{g=1}(\tau) - y^\nu_{g=0}(\tau) \|^p = \mathcal{W}_p^\nu (\mu_{g=0}, \mu_{g=1}).
\]

The proof of this result makes use of the following lemma

Proof. Recall by definition that

\[
y^\nu_g(\tau) = \Pr[\hat{Y}(\tau) = 1| Y = y, G = g]
\]

\[
= \Pr[f(X, g) \geq \tau| Y = y, G = g]
\]

\[
= 1 - \Pr[f(X, g) < \tau| Y = y, G = g]
\]

\[
= 1 - \mu_y((-\infty, \tau])
\]

\[
= 1 - F_{\mu_y}(\tau)
\]
Substituting this into the original expectation yields
\[
\mathbb{E}_{\tau \in U(\Omega)} |y_{g_1}^\mu(\tau) - y_{g_0}^\mu(\tau)|^p = \int_\Omega |y_{g_1}^\mu(\tau) - y_{g_0}^\mu(\tau)|^p d\tau
\]
\[
= \int_\Omega |(1 - F_{\mu_{g_0}}(\tau)) - (1 - F_{\mu_{g_1}}(\tau))|^p d\tau
\]
\[
= \int_\Omega |F_{\mu_{g_1}}(\tau) - F_{\mu_{g_0}}(\tau)|^p d\tau
\]
\[
= \int_\Omega |F_{\mu_{g_1}}^{-1}(\tau) - F_{\mu_{g_0}}^{-1}(\tau)|^p d\tau = W_p^\mu(\mu_{g_0}, \mu_{g_1})
\]
where the second to last equality follows from lemma E.1.

**Proposition 2.9.** Let \( f : X \times G \rightarrow \Omega \) be a regressor define \( \alpha(x, g) = \inf \{a \in \Omega : F_{\mu_{g'}}(a) \geq F_{\mu_g}(f(a, g)) \} \) for \( g, g' \in G \). With respect to some fair metric \( y_{g_1}^\mu(\cdot) \), their fair regressor \( f_\beta : X \times G \rightarrow \Omega \) is
\[
f_\beta(x, g) = p_g f(x, g) + (1 - p_g) \alpha(x, g), \quad x \in X_y
\]
where \( p_g \) is the likelihood of belong to group \( g \) and \( X_y \) is the set of all elements with labeling \( y \).

**Proof.** Suppose \( \beta \) is the barycenter of \( \mu_{g_0}, \mu_{g_1} \) with weights \( p_g, (1 - p_g) \). Then, by Proposition 2.6, mapping onto the barycenter achieves distributional parity for \( y_{g_1}^\mu(\cdot) \). Now we will show how to compute the mapping from arbitrary \( \mu_g \) to \( \beta \) and show how this is equivalent to computing \( f_\beta(\cdot) \). First, we will recall two facts we make use of in this proof:

1. For non-atomic borel measures (see Appendix A.3), where supp \( \mu_g = \Omega \), then the pseudo-inverse is well defined, and is a true inverse. This allows us to write \( F_{\mu_g}^{-1}(f(x, g))) = f(x, g) \).
2. The function \( \alpha(x, g) \) defines a transportation plan, but in the notation of a regressor as \( \alpha(x, g) = F_{\mu_g}^{-1}(F_{\mu_g}(f(x, g))) \) by the definition of \( \alpha(\cdot, \cdot) \) and the pseudo-inverse.

Allow \( q = F_{\mu_g}(f(x, g)) \), then barycentric quantile function is computed
\[
F_\beta^{-1}(q) = p_g F_{\mu_g}^{-1}(q) + (1 - p_g) F_{\mu_{g_1}}^{-1}(q)
\]
\[
= p_g F_{\mu_g}^{-1}(F_{\mu_g}(f(x, g))) + (1 - p_g) F_{\mu_{g_1}}^{-1}(F_{\mu_{g_1}}(f(x, g)))
\]
\[
= p_g f(x, g) + (1 - p_g) \alpha(x, g) = f_\beta(x, g)
\]
In the second to last equality, we make use of the above two facts.

**Lemma 3.5.** Fix some threshold \( \tau \in \Omega \). Assume \( F_{\mu_{g_1}}^{-1}, F_{\mu_{g_0}}^{-1} \) have continuous first derivatives for all \( \lambda \in [0, 1] \). If \( F_{\mu_{g_1}}^{-1}(\tau) \geq F_{\mu_{g_0}}^{-1}(\tau) \) then \( \gamma_g(\tau) \) decreases monotonically at that threshold with increase in \( \lambda \), and increases monotonically if \( F_{\mu_{g_1}}^{-1}(\tau) \leq F_{\mu_{g_0}}^{-1}(\tau) \).

**Proof.** Allow \( f \) to be a regressor with metrics \( \Gamma_f \). Fix \( \tau \in [0, 1] \). We begin by noting that by definition, any \( \gamma_g^{\mu_c} \in \Gamma_f \) (w.r.t. the threshold \( \tau \)) is some metric of the form
\[
\gamma_g^{\mu_c}(\tau) = \text{Pr}[\hat{Y}(\tau) = c | Y = y, G = g] = \int_X \mathbb{1}_{f(x, g) \geq \tau} d\mu^* 
\]
where $\mu^*$ is $\mu^*_y$. Define $X_r = \{x \in X : f(x, g) \geq \tau\}$ to be the set of all $x$ with a score that is above the given threshold. By the definition of the indicator function, we can ignore the measure of all $x \notin X_r$ function, and re-write

$$\int_{X} \| f(x, g) \| \geq \tau \, d\mu^* = \int_{X_r} d\mu^* = \mu^*(X_r)$$

which is exactly $Pr_{x \sim X}(f(x, g) \geq \tau)$ with respect to the measure $\mu^*$. If we take the complement of this probability we can obtain

$$Pr_{x \sim X}(f(x, g) \geq \tau) = 1 - Pr_{x \sim X}(f(x, g) \leq \tau)$$

Noting that $Pr_{x \sim X}(f(x, g) \leq \tau) = \mu^*([-\infty, \tau])$ is the CDF of the regressor scores, we arrive at the equality that $\gamma(\tau) = 1 - F_{\mu^*}(\tau)$. This demonstrates the connection between metrics in $\Gamma_f$ and the confusion matrix.

To determine the monotonicity of $\gamma(\tau)$ where $\gamma \in \Gamma_{f^\beta}$, we take its partial derivative with respect to $\lambda$. First we derive a relationship between scores input to $\mu_y$ and $\mu^*_y$, or equivalently between $\mu_y$ and $f_\beta$. This equivalency follows from the fact that repaired score distributions can be expressed as a barycenter. From Lemma E.2 we have that

$$\beta(x) = \mu_y \left( (1 - \lambda)F^{-1}_{\mu_y}(F_{\mu_y}(x)) + \lambda F^{-1}_{\mu^*_y}(F_{\mu^*_y}(x)) \right) = \mu_y \left( (1 - \lambda)x + \lambda F^{-1}_{\mu^*_y}(F_{\mu^*_y}(x)) \right) \quad (22)$$

If we allow $\rho = (1 - \lambda)x + \lambda F^{-1}_{\mu^*_y}(F_{\mu^*_y}(x))$ then we can invert this mapping operation and solve for $x$

$$M(\rho, \lambda) = \frac{\rho - \lambda F^{-1}_{\mu^*_y}(F_{\mu^*_y}(x))}{(1 - \lambda)}. \quad (23)$$

with $x = M(\rho, \lambda)$. In the above, we view $\rho$ as where $x$ lives on the barycenter after a transport mapping is applied, and $M(\rho, \lambda)$ to be the function which undoes the transportation mapping—in other words, for what value $x$ does $\mu_y$ assign same measure as $\beta$ assigns $\rho$?

Using this inverse mapping, we can take some score distributed according to $\mu^*_y$ (recalling that barycenters and repaired distributions can be expressed to represent the same distribution) and determine its “source” score under $\mu_y$ as a function of $\lambda$. Let $\tau = (1 - \lambda)x' + \lambda F^{-1}_{\mu^*_y}(F_{\mu^*_y}(x'))$ for $x' \in [0, 1]$. Then $M(\tau, \lambda) = \frac{\tau - \lambda F^{-1}_{\mu^*_y}(F_{\mu^*_y}(x'))}{(1 - \lambda)}$ which yields

$$\frac{d}{d\lambda}M(\tau, \lambda) = -\frac{\partial}{\partial \lambda}F_{\mu_y}(M(\tau, \lambda)) =$$

$$-\frac{\partial}{\partial \lambda} \int_{-\infty}^{M(\tau, \lambda)} f_{\mu_y}(t) \, dt = -f_{\mu_y}(M(\tau, \lambda)) \frac{\partial}{\partial \lambda}M(\tau, \lambda) =$$

$$f_{\mu_y}(M(\tau, \lambda)) \left( \frac{F_{\mu_y}(F^{-1}_{\mu_y}(x')) - x'}{(1 - \lambda)^2} \right)$$

To determine if this derivative is positive or negative, we look at the two quantities being multiplied on the last line of the above derivation. If we assume that $\text{supp} \mu_y = [0, 1]$ then $f_{\mu_y}(\cdot) > 0$ because it is a PDF. Additionally, since the denominator is squared, it is also always positive. This means the sign of the derivative is controlled by the term $F_{\mu_y}(F^{-1}_{\mu_y}(x')) - x'$ or equivalently $F_{\mu_y}(F^{-1}_{\mu_y}(x')) - F^{-1}_{\mu_y}(F_{\mu_y}(x'))$. If $F_{\mu_y}(F^{-1}_{\mu_y}(x')) - F^{-1}_{\mu_y}(F_{\mu_y}(x')) > 0$ then $F_{\mu_y}(F^{-1}_{\mu_y}(x')) > x$ and the derivative is positive, indicating that $\gamma^*_{\mu_y}$ is increasing. If the inequality switches direction, then $\gamma^*_{\mu_y}$ is decreasing. □
Theorem 3.3 Define \( \delta_g(\lambda) := W^p_\lambda(p_g, p_g') \) or equivalently \( \delta_g(\lambda) := \mathbb{E}_{r \in U(\Omega)} |y_r - y_r'(r)|^p \) for all \( \lambda \in [0, 1] \) and \( y_r \in \Gamma_{f_r} \). Then \( \delta_g(\lambda) \) is convex.

Proof. Let \( \lambda_1 \in [0, 1] \) and \( 1 - \lambda_1 = \lambda_2 \). By the triangle inequality we have that

\[
W^p_\lambda(p_g, p_g') \leq W^p_\lambda(p_g, p_g') + W^p_\lambda(p_g, p_g') + W^p_\lambda(p_g, p_g')
\]

Since, \( \mu_{g_1}, \mu_{g_2} \) are all contained on the geodesic between \( \mu_g, \mu_g' \) we can obtain equality in the above expression by the following substitution

\[
W^p_\lambda(p_g, p_g') = \lambda_1 W^p_\lambda(p_g, p_g') + (\lambda_2 - \lambda_1) W^p_\lambda(p_g, p_g') + (1 - \lambda_2) W^p_\lambda(p_g, p_g')
\]

Through observing the following facts, we can conclude the proof. By lemma E.3 we know that \( W^p_\lambda(\mu_g, \mu_g') \) and \( W^p_\lambda(\mu_g, \mu_g') \) are convex. The term \( W^p_\lambda(\mu_g, \mu_g') \) does not depend on \( \lambda \) so we view it as a constant. These facts imply that \( W^p_\lambda(\mu_{g_1}, \mu_{g_2}) \) is a linear combination of convex functions, which therefore must be also convex. Noting that \( \delta_g(\lambda) = W^p_\lambda(\mu_{g_1}, \mu_{g_2}) = \mathbb{E}_{r \in U(\Omega)} |y_r(r) - y_r'(r)|^p \) concludes the proof.

Corollary 3.4 A geometrically repaired regressor \( f^{\lambda_1} \) can be computed as the barycenter of \( \mu_g, \mu_g' \) with weights \((1 - \lambda + \lambda_3 p_g)\) and \( \lambda (1 - p_g)\).

Proof. A geometrically repaired regressor is of the form \( f(x, g) + \lambda t(x, g) \). If we substitute \( t = f_3(x, g) - f(x, g) \) into the above expression we obtain

\[
f(x, g) + \lambda t(x, g) = f(x, g) + \lambda f_3(x, g) - f(x, g) = (1 - \lambda) f(x, g) + \lambda f_3(x, g) = (1 - \lambda) f(x, g) + \lambda (p_g f(x, g) + (1 - p_g) a(x, g)) = (1 - \lambda + \lambda p_g) f(x, g) + \lambda (1 - p_g) a(x, g)
\]

Which is identical to the original barycenter computation, but with weight coefficients \((1 - \lambda + \lambda p_g)\) and \( \lambda (1 - p_g) \).

Theorem 5.3 For a convex and bounded choice in loss function \( L : \mathbb{R}^n \rightarrow \mathbb{R} \) and convex hypothesis class \( \mathcal{H} \), Algorithm 3 will output a lexicographically fair solution.

Proof Sketch. We proceed by induction. In the base case, we assume that we can compute \( \lambda_1 \), which is minima from the first round of lexicographic optimization i.e. the maximin solution. This follows by supposition since both the hypothesis class the loss function are bounded and convex. Assume by induction, we can compute the \( k \)th round of optimization

\[
\lambda_k \leftarrow \arg \min_{\lambda \in \mathbb{R}^n} L_h(k_1(\lambda)) \text{ subject to constraints } C(e_1 \ldots e_{k-1})
\]
optimally subject to the lexicographic constraint set $C_k(\cdot)$, and so the resulting $\lambda_k, \epsilon_k$ satisfies lexicographic fairness. Given that both $\lambda_k, \epsilon_k$ are lexicographic, then by imposing additional constraints $C(\epsilon_1, \ldots, \epsilon_k)$ we are guaranteed that the loss at round $k + 1$ the solution will be at most as small as the loss at the previous round, thereby satisfying the definition of lexicographic fairness.

**Proposition 3.10** The $\lambda$ which yields the minimum rate difference is given by

$$
\lambda = \frac{\mathbb{E}_{X_g'}[f(x, g')]Y, G = g'] - \mathbb{E}_{X_g}[f(x, g)|Y, G = g]}{\mathbb{E}_{X_g}[t(x, g)|Y, G = g'] - \mathbb{E}_{X_g'}[t(x, g')|Y, G = g']}
$$

**Proof.** Suppose there is some value $\lambda \in [0, 1]$ such that the probabilistic equal opportunity difference between groups is equal

$$
\mathbb{E}_{X_g|Y=1}[f^3(x, g)] = \mathbb{E}_{X_g'|Y=1}[f^3(x, g')]
$$

We can use the formula for geometric repair to solve for this $\lambda$. Recall $f^3(x, g) = f(x, g) + \lambda t(x, g)$

$$
\mathbb{E}_{X_g|Y}[f(x, g) + \lambda t(x, g)] = \mathbb{E}_{X_g'}[f(x, s') + \lambda t(x, s')]
$$

$$
\mathbb{E}_{X_g|Y}[f(x, g)] + \mathbb{E}_{X_g|Y}[\lambda t(x, g)] = \mathbb{E}_{X_g'}[f(x, g')] + \mathbb{E}_{X_g'}[\lambda t(x, g')]
$$

$$
\mathbb{E}_{X_g|Y}[f(x, g)] + \lambda \mathbb{E}_{X_g|Y}[t(x, g)] = \mathbb{E}_{X_g|Y}[f(x, g')] + \lambda \mathbb{E}_{X_g|Y}[t(x, g')]
$$

where solving for $\lambda$ yields the proposition. □