KOSZUL MONOIDS IN QUASI-ABELIAN CATEGORIES
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Abstract. Suppose that we have a bicomplete closed symmetric monoidal quasi-abelian category $\mathcal{E}$ with enough flat projectives, such as the category of complete bornological spaces $\text{CBorn}_k$ or the category of inductive limits of Banach spaces $\text{IndBan}_k$. Working with monoids in $\mathcal{E}$, we can generalise and extend the Koszul duality theory of Beilinson, Ginzburg, Soergel [4]. We use an element-free approach to define the notions of Koszul monoids, and quadratic monoids and their duals. Schneiders’ embedding [22] of a quasi-abelian category into an abelian category, its left heart, allows us to prove an equivalence of certain subcategories of the derived categories of graded modules over Koszul monoids and their duals.
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0. Introduction

0.1. Koszul Duality. Suppose that we have a finite dimensional vector space \( V \) over a field \( k \). Then, there exists the following projective resolution of \( k \)

\[
\cdots \to S(V) \otimes_k 2(V) \to S(V) \otimes_k V \to S(V) \to k
\]

In 1978, Bernstein, Gelfand, and Gelfand [7] showed the following equivalence of bounded derived categories over the categories of graded \( S(V) \) and \( \wedge(V^*) \) modules.

\[
\mathbf{D}^b(\text{gr} S(V)-\text{Mod}) \simeq \mathbf{D}^b(\text{gr} \wedge(V^*)-\text{Mod})
\]

The seminal paper of Beilinson, Ginzburg, and Soergel [4] extends these constructions to a more general collection of rings known as Koszul rings, of which \( S(V) \) and \( \wedge(V) \) are toy examples.

Definition 0.1. [4, Definition 1.1.2] A Koszul ring is a positively graded ring \( A = \bigoplus_{j \geq 0} A_j \) such that \( A_0 \) is semisimple and \( A_0 \), considered as a graded left \( A \)-module, admits a graded projective resolution

\[
\cdots \to P^2 \to P^1 \to P^0 \to A_0
\]

such that each \( P^i \) is generated by its degree \( i \) component, i.e. \( P^i = AP^i \).

These Koszul rings are examples of objects called quadratic rings which, in [4], are positively graded rings \( A = \bigoplus_{j \geq 0} A_j \) such that \( A_0 \) is semisimple, and \( A \) is generated over \( A_0 \) by \( A_1 \) with relations of degree two. Quadratic rings were originally referred to by Priddy in [21] as homogeneous pre-Koszul algebras. Left finite quadratic rings, i.e. those rings \( A \) such that each \( A_i \) is finitely generated as a left \( A_0 \)-module, admit dual objects \( A^! \), called their quadratic duals. These rings are dual in the sense that \( \mathcal{O}(A^!) \simeq A \simeq (\mathcal{O}A)! \).

Quadratic rings produce projective resolutions called Koszul complexes. A quadratic ring over a semisimple ring \( A_0 = k \) is a Koszul ring if and only if its Koszul complex is a resolution of \( k \). We note that the symmetric and exterior algebras are examples of Koszul rings. The quadratic dual of \( S(V) \) is \( \wedge(V^*) \) and the complex in Equation 1 is the Koszul complex of \( S(V) \). We have a slightly weaker equivalence of derived categories for Koszul rings than in the symmetric/exterior algebra case.

Theorem 0.2. [4, Theorem 2.12.1] Suppose that \( A \) is a left finite Koszul ring. Then, there exists an equivalence of triangulated categories

\[
\mathbf{D}^+(\text{gr} A-\text{Mod}) \simeq \mathbf{D}^+(\text{gr} A^!-\text{Mod})
\]

where \( \mathbf{D}^+(\text{gr} A-\text{Mod}) \) and \( \mathbf{D}^+(\text{gr} A^!-\text{Mod}) \) denote certain subcategories of the derived categories of graded \( A \) and \( A^! \) modules.

Various generalisations of this Koszul duality theory exist. For example, Positselski [20] extends the theory to differential graded algebras and coalgebras. Indeed, he shows that if \( A \) is a Koszul algebra and there exists a filtered algebra \( U \) such that the associated graded algebra is isomorphic to \( A \), then the Koszul dual \( A^! \) is a differential graded algebra. Floystad [11] shows that the module categories for Positselski’s \( A \) and \( A^! \) are related by a tensor-hom adjunction. This adjunction descends to give an equivalence of categories between certain quotient categories of the homotopy categories of curved differential graded modules. These categories are considered to be ‘between the homotopy category and the derived category’.
Koszul duality for wider classes of objects than graded algebras over semisimple rings have also been discussed. In general these use bar-cobar constructions to establish various kinds of dualities between objects such as algebraic operads [12], D-modules [15] or dg categories [14]. The aim of this paper is to generalise the Koszul duality theory of Beilinson, Ginzburg, and Soergel to certain algebra-like objects in a type of category called a **quasi-abelian category**.

### 0.2. Quasi-abelian Categories.

The theory of quasi-abelian categories was developed by Schneiders [22] with the intention of developing a cohomological theory of sheaves with values in categories such as the category of filtered modules, or the category of locally convex topological vector spaces. Quasi-abelian categories possess enough structure to be able to do homological algebra in them, explained in Sections 2 and 3. They are additive categories with kernels and cokernels, where we specify that only certain morphisms are strict.

One of the most important properties of quasi-abelian categories is summarised in the following result.

**Proposition 0.3.** [22, c.f. Section 1.2] There exists an abelian category $\mathcal{LH}(\mathcal{E})$, the ‘left heart’ of $\mathcal{E}$, and a fully faithful functor

$$I: \mathcal{E} \rightarrow \mathcal{LH}(\mathcal{E})$$

inducing an equivalence of categories

$$D(I): D(\mathcal{E}) \rightarrow D(\mathcal{LH}(\mathcal{E}))$$

This means that certain questions about derived quasi-abelian categories can be answered by considering the analogous theory in the abelian category. In particular it will allow us, in Section 8, to discuss converging spectral sequences in the quasi-abelian setting.

### 0.3. Koszul Monoids.

For the purposes of this paper we will work within a bicomplete closed symmetric monoidal quasi-abelian category $E$ with enough flat projectives. We recall the meaning of these words in Sections 1 and 3.

The key examples of such categories are the category of complete bornological spaces $\mathcal{CBorn}_k$ and the category of inductive limits of Banach spaces $\mathcal{IndBan}_k$. Recent research by Bambozzi, Ben-Bassat, Kelly, Kremnizer, and Mukherjee (see [1], [5], to name a few) has considered a theory of derived analytic geometry with the main focus being on objects in these categories.

In the BGS setting [4], Koszul rings are only defined when the 0-graded part is semisimple. As well as generalising their theory to monoids in more general quasi-abelian categories, we also extend their theory within the category of rings by working with monoids which are instead **pre-Koszul**, see Definition 4.4. In Section 4, we define the Koszul monoid as follows.

**Definition 0.4.** A **Koszul monoid** in $\mathcal{E}$ is a positively graded pre-Koszul monoid $A$ such that $A_0$, considered as a graded left $A$-module, admits a graded projective strict resolution of $A$-modules.

$$\cdots \rightarrow P^2 \rightarrow P^1 \rightarrow P^0 \rightarrow A_0$$

with each $P^i$ generated by its degree $i$ component over $A_0$.

We also prove a sufficient condition for a pre-Koszul monoid $A$ to be Koszul. Namely,

**Proposition 0.5.** $A$ is a Koszul monoid if and only if $\operatorname{Ext}^i_{\text{grA-Mod}}(A_0, A_0\langle n \rangle) = 0$ unless $i = n$. 

0.4. Quadratic Monoids and their Duals. One of the main important features of Koszul rings is that they have a dual ring. Rather than defining the Koszul dual of a Koszul monoid to be a certain Ext monoid, which in practice is often hard to write down, we approach the problem of defining a Koszul dual by first defining quadratic monoids, and then considering their quadratic duals. We note that any Koszul monoid is quadratic. In Section 5, we make the following definition.

**Definition 0.6.** A is a **quadratic monoid** with quadratic data \((A_1, R)\) if it is pre-Koszul, and there exists a strict graded epimorphism

\[
\pi : T_{A_0}(A_1) \to A
\]

such that there exists a strict epimorphism

\[
T_{A_0}(A_1) \otimes_{A_0} R \otimes_{A_0} T_{A_0}(A_1) \to \text{Ker}(\pi)
\]

with \(R = K_2 := \text{Ker}(A_1 \otimes_{A_0} A_1 \to A_2)\).

One motivation for studying quadratic monoids is their potential applications in studying quantum groups. Indeed, Manin proposes in [17] that a quadratic ring could be viewed as a ‘ring of functions on an imaginary space of noncommutative geometry, or quantum space’. In particular, quadratic monoids in categories such as \textbf{IndBan} could provide us with a way of discussing certain types of analytic quantum groups.

There are many different ideas of what a dual object in an arbitrary monoidal category should be. For the purposes of this paper, we want to be able to define dual modules, and indeed we do this concretely in Section 6. If \(A\) is a positively graded monoid in \(\mathcal{E}\) and \(M\) is a left \(A_0\)-module, then we define the **left dual** \(A_0\)-module \(M^*\) to be \(M^* := \text{Hom}_{A_0-\text{Mod}}(M, A_0)\). Moreover, if we impose some extra conditions, making \(M\) left dualisable, such as reflexivity \(^* (M^*) \cong M\) and the existence of well-behaved evaluation and coevaluation morphisms, then our dual modules are easy to work with. In particular, when \(A\) is pre-Koszul, we can make the following definition.

**Definition 0.7.** Suppose that \(A\) is a left dualisable quadratic monoid \((A_1, R)\). We say that a positively graded pre-Koszul monoid \(A^!\) is the **left dual quadratic monoid** of \(A\) if it is the quadratic monoid with quadratic data \((A_1^*, R^\perp)\), where \(R^\perp\) is the kernel of the map \(A_1^* \otimes_{A_0} A_1 \to R^*\).

0.5. Koszul Duality. Suppose that we have a quadratic monoid \(A\) with dual \(A^!\). In Section 7, we write down an explicit Koszul complex for \(A\)

\[
\cdots \to A \otimes_{A_0} ^*(A^!_2) \to A \otimes_{A_0} ^*(A^!_1) \to A \to 0
\]

We have already noted that any Koszul monoid is quadratic. A weaker converse holds, any quadratic monoid is Koszul if the above complex is a resolution of \(A_0\).

We use the Koszul complex in Section 8 in our proof of the following theorem.

**Theorem 0.8.** Suppose that \(A\) is a left dualisable Koszul monoid with quadratic dual monoid \(A^!\). Then, there is an equivalence of triangulated categories

\[
\text{D}^!(\text{gr}A-\text{Mod}) \simeq \text{D}^!(\text{gr}A^!-\text{Mod})
\]

where \(\text{D}^!(\text{gr}A-\text{Mod})\) and \(\text{D}^!(\text{gr}A^!-\text{Mod})\) denote certain subcategories of the derived categories of graded \(A\) and \(A^!\) modules.
We have already developed much of the machinery needed to tackle this theorem, and
the proof follows in much the same way as in [4], with some subtle but important changes.
In particular, we show that certain functors preserve quasi-isomorphisms by embedding the
complexes in question in the left heart of our underlying quasi-abelian category and showing
that certain spectral sequences converge there.
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1. Closed Symmetric Monoidal Categories

In this section we will review some theory on closed symmetric monoidal categories, with
our main reference being [16]. A monoidal category should consist of enough information
to be able to define algebra objects or, as we will call them, monoids. Indeed, a
monoidal category \((\mathcal{C}, \otimes, I)\) consists of a category \(\mathcal{C}\) equipped with a bifunctor \(\otimes : \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}\) and a
unit object \(I \in \mathcal{C}\), satisfying natural associativity and unit conditions.

Definition 1.1. [16, Section VII.7] A symmetric monoidal category consists of a monoidal
category \((\mathcal{C}, \otimes, I)\) and a natural isomorphism \(s\) with components
\[ s_{X,Y} : X \otimes Y \xrightarrow{\sim} Y \otimes X \]
such that
\[ s_{Y,X} \circ s_{X,Y} = id_{X \otimes Y} \quad \text{and} \quad l_X \circ s_{X,I} = r_X \]
and the diagram
\[
\begin{array}{ccc}
(X \otimes Y) \otimes Z & \xrightarrow{s_{X,Y} \otimes id_Z} & (Y \otimes X) \otimes Z \\
\downarrow{\alpha_{X,Y,Z}} & & \downarrow{\alpha_{Y,X,Z}} \\
X \otimes (Y \otimes Z) & \xrightarrow{s_{X,Y \otimes Z}} & (Y \otimes Z) \otimes X \\
\end{array}
\]
\[
\begin{array}{ccc}
& & \downarrow{\alpha_{Y,Z,X}} \\
& & Y \otimes (Z \otimes X) \\
\end{array}
\]
commutes. A symmetric monoidal category is closed if, for all \(X \in \text{Ob}(\mathcal{C})\), the functor
\(- \otimes X : \mathcal{C} \rightarrow \mathcal{C}\) has a right adjoint \(\text{Hom}(X, -) : \mathcal{C} \rightarrow \mathcal{C}\), the ‘internal hom’.
Explicitly, there exist, for all \(X, Y, Z \in \mathcal{C}\), natural isomorphisms
\[ \text{Hom}(X \otimes Y, Z) \cong \text{Hom}(X, \text{Hom}(Y, Z)) \]

1.1. Examples. We state the following key examples. Suppose that \(k\) is a valuation field.
See Appendix A for details on the definitions of the categories \(\text{Ban}_k\), \(\text{Ban}_R^A\), and \(\text{Ban}_R^{nA}\).

Example 1.2. Suppose that \(R\) is a Banach ring. The category of Archimedean Banach
\(R\)-modules, \(\text{Ban}_R^A\), is closed symmetric monoidal [1, Proposition 3.17]. The monoidal product
is the complete Archimedean projective tensor product, denoted by \(M^\otimes_R N\). This is the
completion of the $R$-module $M \otimes_R N$ with respect to the semi-norm given by

$$|x|_{M \otimes_R N} = \inf \left\{ \sum_{i \in I} |m_i|_M |n_i|_N \mid x = \sum_{i \in I} m_i \otimes n_i, |I| < \infty \right\}$$

The internal hom functor $\text{Hom}_{\text{Ban}}^A(M,N)$ for $M, N \in \text{Ban}^A_R$ is given by the $R$-module $\text{Hom}_{\text{Ban}}^A(M,N)$ equipped with the semi-norm given by

$$|f|_{\text{sup}} = \sup_{m \in M \setminus \{0\}} \frac{|f(m)|_N}{|m|_M}$$

If $R$ is a non-Archimedean Banach ring, we can consider the category $\text{Ban}^n A^R$ of non-Archimedean $R$-modules. This category is also a closed symmetric monoidal category. The monoidal structure is given by the complete non-Archimedean projective tensor product defined as the completion of $M \otimes_R N$ with respect to the norm given by

$$|x|_{M \otimes_R N} = \inf \{ \max_{i \in I} |m_i|_M |n_i|_N \mid x = \sum_{i \in I} m_i \otimes n_i, |I| < \infty \}$$

The internal hom is defined as in the Archimedean case.

**Proposition 1.3.** [1, Proposition 3.12] The category $\text{Ban}^A_R$ has all finite limits and colimits.

However, $\text{Ban}^A_R$ and $\text{Ban}^n A^R$ do not have infinite limits and colimits, see [5, Lemma A.26], which will make it difficult to work with them in this paper. We will mainly work with categories of bornological and IndBanach spaces, see Appendices B and C.

**Example 1.4.** Consider the category $\text{Ban}^A_R$. The category of Ind-objects of Banach-modules $\text{IndBan}^A_R$ is closed symmetric monoidal. The monoidal product is given, for $M, N$ in $\text{IndBan}^A_R$, by

$$\lim_{i \in I}^\rightarrow M_i \otimes \lim_{j \in J}^\rightarrow N_j = \lim_{(i,j) \in I \times J}^\rightarrow M_i \otimes N_j$$

and the internal hom is given by

$$\text{Hom}(\lim_{i \in I}^\rightarrow M_i, \lim_{j \in J}^\rightarrow N_j) = \lim_{i \in I}^\leftarrow \lim_{j \in J}^\rightarrow \text{Hom}(M_i, N_j)$$

This definition also holds for $\text{IndBan}^n A^R$.

**Remark.** We note that the above construction generalises to Ind-objects in any small, closed, symmetric monoidal quasi-abelian (see Section 2) category by [22, Proposition 2.1.19].

**Definition 1.5.** [18, Definition 1.20] Suppose that $V, W$ are bornological vector spaces over $k$. A set $L$ of linear maps $f : V \to W$ is *equibounded* if, for each $B$ bounded in $V$, the set

$$L(B) = \{ f(x) \mid f \in L, x \in B \}$$

is bounded in $W$.

**Example 1.6.** Consider the category $\text{Born}^k$ of bornological $k$-vector spaces of convex type. This category is closed symmetric monoidal. Given $V, W \in \text{Born}^k$, we can endow $V \otimes_k W$ with the ‘projective tensor product bornology’. A basis is given by the absolutely convex hulls of all subsets of the form

$$X \otimes Y = \{ x \otimes_k y \mid x \in X, y \in Y \}$$
with \( X \) (resp. \( Y \)) an element of a basis of bounded absolutely convex subsets for the bornology on \( V \) (resp. \( W \)). The internal hom is the vector space \( \text{Hom}_{\text{Born}}(V, W) \) equipped with the equiboundedness bornology. The closed symmetric monoidal structure on \( \text{CBorn}_k \) is defined slightly differently. Given \( V, W \in \text{CBorn}_k \) we define the monoidal product to be the completion (see [18, Section 1.5.5]) of \( V \otimes_k W \) with respect to the projective tensor product bornology. The internal hom is defined as in \( \text{Born}_k \).

**Proposition 1.7.** [1, Lemmas 3.29 and 3.53] The categories \( \text{IndBan}^A_R, \text{IndBan}^{nA}_R \) and \( \text{CBorn}_k \) have all limits and colimits.

1.2. The Closed Structure.

**Proposition 1.8.** For objects \( X, Y, Z \) in a closed symmetric monoidal category we have the following isomorphism

\[
\text{Hom}(X \otimes Y, Z) \simeq \text{Hom}(X, \text{Hom}(Y, Z))
\]

*Proof.* Indeed, we have

\[
\text{Hom}(\ - , \text{Hom}(X \otimes Y, Z)) \simeq \text{Hom}(\ - \otimes X \otimes Y, Z) \\
\simeq \text{Hom}(\ - \otimes X, \text{Hom}(Y, Z)) \\
\simeq \text{Hom}(\ - , \text{Hom}(X, \text{Hom}(Y, Z))
\]

and hence, by fully faithfulness of the Yoneda embedding, we have that

\[
\text{Hom}(X \otimes Y, Z) \simeq \text{Hom}(X, \text{Hom}(Y, Z))
\]

We now explore in what sense the internal hom is similar to the external hom.

**Proposition 1.9.** Suppose that we have a map \( f : Y \to Z \) and an object \( X \) in a closed symmetric monoidal category. Then, there is an induced map \( \text{Hom}(X, Y) \to \text{Hom}(X, Z) \).

*Proof.* Indeed, there exists a map

\[
\text{Hom}(\ - , \text{Hom}(X, Y)) \simeq \text{Hom}(\ - \otimes X, Y) \xrightarrow{f \circ -} \text{Hom}(\ - \otimes X, Z) \simeq \text{Hom}(\ - , \text{Hom}(X, Z))
\]

Hence, by fully faithfulness of the Yoneda embedding, there is a map \( \text{Hom}(X, Y) \to \text{Hom}(X, Z) \).

Similarly, we know that there exists a map

\[
\text{Hom}(\ - , \text{Hom}(Z, X)) \simeq \text{Hom}(\ - \otimes Z, X) \xrightarrow{- \otimes \text{Hom}(f)} \text{Hom}(\ - \otimes Y, X) \simeq \text{Hom}(\ - , \text{Hom}(Y, X))
\]

and therefore we obtain a map \( \text{Hom}(Z, X) \to \text{Hom}(Y, X) \).

**Proposition 1.10.** There exists an evaluation map \( \text{ev}_{X,Y} : \text{Hom}(X, Y) \otimes X \to Y \).

*Proof.* By Equation 2, we have the following natural isomorphism

\[
\text{Hom}(\text{Hom}(X, Y) \otimes X, Y) \simeq \text{Hom}(\text{Hom}(X, Y), \text{Hom}(X, Y))
\]

The image of the identity \( \text{id}_{\text{Hom}(X,Y)} \) under this isomorphism is a map \( \text{Hom}(X, Y) \otimes X \to Y \) which we will call the evaluation map.
Proposition 1.11. For any three objects $X, Y, Z$ there is a natural morphism
\[ \text{Hom}(X, Y) \otimes Z \to \text{Hom}(X, Y \otimes Z) \]

Proof. Indeed, we see that
\[
\text{Hom}(\text{Hom}(X, Y) \otimes Z, \text{Hom}(X, Y \otimes Z)) \simeq \text{Hom}(\text{Hom}(X, Y) \otimes Z \otimes X, Y \otimes Z) \\
\simeq \text{Hom}(\text{Hom}(X, Y) \otimes X \otimes Z, Y \otimes Z)
\]
The result follows since there exists a map $\text{Hom}(X, Y) \otimes X \otimes Z \to Y \otimes Z$ defined by $ev_{X,Y} \otimes id_Z$. □

Corollary 1.12. For any four objects $W, X, Y, Z$ there is a natural morphism
\[ \text{Hom}(W, X) \otimes \text{Hom}(Y, Z) \to \text{Hom}(W \otimes Y, X \otimes Z) \]

Proof. Indeed, by the previous proposition, there are natural morphisms
\[
\text{Hom}(W, X) \otimes \text{Hom}(Y, Z) \to \text{Hom}(W, X \otimes \text{Hom}(Y, Z)) \\
\to \text{Hom}(W, \text{Hom}(Y, X \otimes Z)) \\
\simeq \text{Hom}(W \otimes Y, X \otimes Z)
\]
where the last line follows from Proposition 1.8. □

1.3. Monoids. Suppose that $(\mathcal{C}, \otimes, I)$ is a monoidal category. We can define a monoid, or algebra object, in $\mathcal{C}$. We note that a monoid in the monoidal category of abelian groups $(\mathbb{Ab}, \otimes, \mathbb{Z})$ is a ring.

Definition 1.13. [16, Section VII.3] A (unital associative) monoid $(A, \mu, \eta)$ in $\mathcal{C}$ consists of:
- An object $A$ in $\mathcal{C}$,
- A multiplication morphism $\mu : A \otimes A \to A$,
- A unit morphism $\eta : I \to A$.

satisfying the natural associativity and unit conditions.

Example 1.14. In the monoidal category $\text{Ban}^A_R$ (resp. $\text{Ban}^{nA}_R$) a monoid object will be called an Archimedean (resp. non-Archimedean) Banach $R$-algebra. It is an object $M \in \text{Ban}_R^A$ (resp. $\text{Ban}_R^{nA}$) along with a multiplication map $\mu : M \otimes_R M \to M$, where the product is equipped with the appropriate norm, and a unit map $\eta : R \to M$. These maps are bounded in the sense of Definition A.6 and satisfy the associativity and unit conditions stated above.

Example 1.15. A monoid in $\text{Born}_k$ will be called a bornological $k$-algebra. It is a $k$-algebra $A$ whose underlying vector space is of convex type, with a bornology such that multiplication $\mu : A \otimes_k A \to A$ is bounded in $V$. A monoid in $\text{CBorn}_k$ is a monoid in $\text{Born}_k$ whose underlying vector space is complete, and will be called a complete bornological $k$-algebra. Particular examples of bornological algebras come from Fréchet algebras and Banach algebras.

Example 1.16. We can also define IndBanach algebras. However, an IndBanach algebra is not necessarily an inductive system of Banach algebras. Those that are of this form are called locally multiplicative.
Definition 1.17. [16, Section VII.3] A morphism \( f : (A, \mu, \eta) \to (A', \mu', \eta') \) of monoids is a morphism \( f : A \to A' \) such that
\[
f \circ \mu = \mu' \circ (f \otimes f) \quad \text{and} \quad f \circ \eta = \eta'
\]
The following definition uses the ‘left action of a monoid’ from [16, Section VII.4].

Definition 1.18. A left module \( M \) over a monoid \( A \) in \( C \) consists of:
- An object \( M \in C \),
- A morphism \( \lambda : A \otimes M \to M \)
satisfying the natural associativity and unit conditions.

Definition 1.19. A morphism of left \( A \)-modules \( g : (M, \lambda) \to (M', \lambda') \) is a morphism \( g : M \to M' \) such that
\[
\lambda' \circ (1_A \otimes g) = g \circ \lambda
\]

1.4. Graded Monoids. Analogously to the definition of a graded ring, we can define graded monoids.

Definition 1.20. A \((\mathbb{Z})\)-graded monoid \( A \) in \( C \) consists of:
- A family of objects \( \{A_i\}_{i \in \mathbb{Z}} \) in \( C \),
- A unit morphism \( \eta : I \to A_0 \),
- For all \( i, j \in \mathbb{Z} \), a multiplication morphism \( \mu_{i,j} : A_i \otimes A_j \to A_{i+j} \),
satisfying the natural associativity and unit conditions.

Remark. If \( C \) has countable direct sums we can write a graded monoid \( A \) as
\[
A = \bigoplus_{i \in \mathbb{Z}} A_i
\]

Definition 1.21. A graded morphism \( f : A \to A' \) of graded monoids \( A, A' \) consists of a family of morphisms \( \{f_i\}_{i \in \mathbb{Z}} \) in \( C \) with \( f_i \in \text{Hom}_C(A_i, A'_i) \) satisfying
\[
f_{i+j} \circ \mu_{i,j} = \mu'_{i,j} \circ (f_i \otimes f_j)
\]
for \( i, j \in \mathbb{Z} \).

Definition 1.22. A left graded \( A \)-module \( M \) over a graded monoid \( A \) in \( C \) consists of:
- A family of objects \( \{M_i\}_{i \in \mathbb{Z}} \) in \( C \),
- For all \( i, j \in \mathbb{Z} \), morphisms \( \lambda_{i,j} : A_i \otimes M_j \to M_{i+j} \),
satisfying the natural associativity and unit conditions.

Example 1.23.
- For a graded monoid \( A \), we see that \( A \) is a graded \((A_0, A_0)\)-bimodule with module actions given by morphisms \( \mu_{i,0} : A_i \otimes A_0 \to A_i \) and \( \mu_{0,j} : A_0 \otimes A_i \to A_i \).
- Suppose that \( M \) is a graded module over a graded monoid \( A \). Then, for each \( i \), we can consider \( M \) as a graded left \( A_i \) module with graded module actions given by \( \lambda_{i,j} : A_i \otimes M_j \to M_{i+j} \) for each \( j \).

Definition 1.24. A graded morphism \( g : M \to N \) of graded left \( A \)-modules \( (M_i, \lambda_i) \) and \( (M'_i, \lambda'_i) \) consists of a family \( \{g_i\}_{i \in \mathbb{Z}} \) of morphisms in \( C \) with \( g_i \in \text{Hom}_C(M_i, M'_i) \) satisfying
\[
\lambda'_{i,j} \circ (1_{A_i} \otimes g_j) = g_{i+j} \circ \lambda_{i,j}
\]
for \( i, j \in \mathbb{Z} \).
1.5. **Categories of Modules.** Suppose we have a bicomplete closed symmetric monoidal category \((\mathcal{C}, \otimes, I)\). Suppose that \(A\) is a monoid in \(\mathcal{C}\). We denote the category of left \(A\)-modules by \(A\text{-Mod}\).

**Definition 1.25.** Let \(M_1\) be a right \(A\)-module and \(M_2\) be a left \(A\)-module. Their **tensor product over** \(A\), \(M_1 \otimes_A M_2\), is defined to be the coequaliser of the two maps

\[ M_1 \otimes A \otimes M_2 \rightrightarrows M_1 \otimes M_2 \]

given by the module actions of \(A\) on \(M_1\) and \(M_2\).

If \(M_1\) is a \((B,A)\)-bimodule and \(M_2\) is an \((A,C)\)-bimodule, then \(M_1 \otimes_A M_2\) is naturally a \((B,C)\)-bimodule. The actions of \(B\) on \(M_1\) and \(C\) on \(M_2\) induce a morphism

\[ B \otimes M_1 \otimes M_2 \otimes C \rightarrow M_1 \otimes M_2 \rightarrow M_1 \otimes_A M_2 \]

which coequalizes the two morphisms from \(B \otimes M_1 \otimes A \otimes M_2 \otimes C\) to \(B \otimes M_1 \otimes M_2 \otimes C\), and hence there exists a morphism

\[ B \otimes (M_1 \otimes_A M_2) \otimes C \rightarrow M_1 \otimes_A M_2 \]

which is the bi-module action. In particular, if \(A\) is a commutative monoid and \(M_1, M_2\) are left \(A\)-modules we see that \(M_1 \otimes_A M_2\) is a left \(A\)-module.

We can define a map \(\text{Hom}(M_1, M_2) \rightarrow \text{Hom}(A \otimes M_1, M_2)\) by applying the internal hom functor \(\text{Hom}(-, M_2)\) to the module action \(A \otimes M_1 \rightarrow M_1\). We can obtain another map \(\text{Hom}(M_1, M_2) \rightarrow \text{Hom}(A \otimes M_1, M_2)\) in two stages. First, if we tensor the morphism \(id \rightarrow \text{Hom}(A, A)\) with the identity of \(\text{Hom}(M_1, M_2)\) and then use Corollary 1.12, we obtain a map

\[ \text{Hom}(M_1, M_2) \rightarrow \text{Hom}(A, A) \otimes \text{Hom}(M_1, M_2) \rightarrow \text{Hom}(A \otimes M_1, A \otimes M_2) \]

We can then use the module action \(A \otimes M_2 \rightarrow M_2\) to obtain a map

\[ \text{Hom}(A \otimes M_1, A \otimes M_2) \rightarrow \text{Hom}(A \otimes M_1, M_2) \]

**Definition 1.26.** For \(M_1\) and \(M_2\) left \(A\)-modules, the **internal hom** \(\text{Hom}_{A\text{-Mod}}(M_1, M_2)\) is defined to be the equalizer of the two maps

\[ \text{Hom}(M_1, M_2) \rightrightarrows \text{Hom}(A \otimes M_1, M_2) \]

\[ \text{Hom}(A \otimes M_1, A \otimes M_2) \]

We remark that if \(A\) is a commutative monoid, then \(\text{Hom}_{A\text{-Mod}}(M_1, M_2)\) is a left \(A\)-module.

We collect together the following useful facts.

**Lemma 1.27.** [5, Lemma 2.4] For any left \(A\)-module \(M\) we have the following isomorphisms

\[ \text{Hom}_{A\text{-Mod}}(A, M) \cong M \quad A \otimes_A M \cong M \]

We have the following extensions of the tensor-hom adjunction. Suppose that \(A\) and \(B\) are two monoids in \(\mathcal{C}\). Let \(M_1\) be a \((B,A)\)-bimodule, \(M_2\) be a left \(A\)-module, and \(M_3\) be a left \(B\)-module.

**Theorem 1.28.** The functor \(M_1 \otimes_A - : A\text{-Mod} \rightarrow B\text{-Mod}\) is left adjoint to the functor \(\text{Hom}_{B\text{-Mod}}(M_1, -) : B\text{-Mod} \rightarrow A\text{-Mod}\). Hence, there is a natural isomorphism

\[ \text{Hom}_{B\text{-Mod}}(M_1 \otimes_A M_2, M_3) \cong \text{Hom}_{A\text{-Mod}}(M_2, \text{Hom}_{B\text{-Mod}}(M_1, M_3)) \]
Proof. Follows in a similar way to the proof for rings. □

Corollary 1.29. The above isomorphism lifts to an isomorphism

\[ \text{Hom}_{B-\text{Mod}}(M_1 \otimes_A M_2, M_3) \simeq \text{Hom}_{A-\text{Mod}}(M_2, \text{Hom}_{B-\text{Mod}}(M_1, M_3)) \]

Corollary 1.30. Suppose that M and N are both left A, B modules. Also, suppose that B is a right A-module. Then, there exist isomorphisms

\[ \text{Hom}_{B-\text{Mod}}(B \otimes_A M, N) \simeq \text{Hom}_{A-\text{Mod}}(M, \text{Hom}_{B-\text{Mod}}(B, N)) \]

natural in M and N.

Proof. We note that, by Theorem 1.28, we have an isomorphism

\[ \text{Hom}_{B-\text{Mod}}(B \otimes_A M, N) \simeq \text{Hom}_{A-\text{Mod}}(M, \text{Hom}_{B-\text{Mod}}(B, N)) \simeq \text{Hom}_{A-\text{Mod}}(M, N) \]

Applying Theorem 1.28 again, we obtain an isomorphism

\[ \text{Hom}_{B-\text{Mod}}(M, \text{Hom}_{A-\text{Mod}}(B, N)) \simeq \text{Hom}_{A-\text{Mod}}(B \otimes_B M, N) \simeq \text{Hom}_{A-\text{Mod}}(M, N) \]

□

Proposition 1.31. Suppose that C is in addition an additive category. If A is a commutative monoid, then A-Mod is a bicomplete closed symmetric monoidal additive category with monoidal product \( \otimes_A \) and hom functor \( \text{Hom}_{A-\text{Mod}} \). The unit object is A.

Proof. We can extend the proof of [5, Lemma 2.3]. If C has all limits and colimits then so does A-Mod since products, equalisers, coproducts, and coequalizers can all be computed in A-Mod. □

Suppose that A is a positively graded monoid in C. We denote by grA-Mod the category of graded A-modules equipped with graded morphisms. For objects \( M, N \in \text{grA-Mod} \), we can define a grading on \( M \otimes_A N \) by

\[ (M \otimes_A N)_n = \bigoplus_{i+j=n} M_i \otimes_A N_j \]

Similarly, we can define a grading on \( \text{Hom}_{A-\text{Mod}}(M, N) \) by

\[ \text{Hom}_{A-\text{Mod}}(M, N)_n = \bigoplus_{i+j=n} \text{Hom}_{A-\text{Mod}}(M_i, N_{-j}) \]

We will denote the internal hom of graded modules by \( \text{Hom}_{\text{grA-Mod}} \).

Corollary 1.32. With the conditions of Proposition 1.31, the category grA-Mod is a bicomplete closed symmetric monoidal additive category with monoidal product \( \otimes_A \) and hom functor \( \text{Hom}_{\text{grA-Mod}} \). The unit object is A.

Proof. We note that the tensor product \( \otimes_A \) and \( \text{Hom}_{\text{grA-Mod}} \) give grA-Mod the structure of a closed symmetric monoidal category. Since A-Mod is bicomplete, so is grA-Mod as products, equalisers, coproducts, and coequalizers of graded modules can all be given a graded structure. □
2. Quasi-abelian Categories

2.1. Quasi-abelian Categories. Suppose that $\mathcal{E}$ is an additive category with all kernels and cokernels.

**Definition 2.1.** A morphism $f : X \to Y$ in $\mathcal{E}$ is strict if the induced morphism

$$\overline{f} : \text{Coim}(f) \to \text{Im}(f)$$

is an isomorphism.

**Definition 2.2.** $\mathcal{E}$ is abelian if every morphism is strict.

**Remark.** We note that, for any morphism $f : X \to Y$ in $\mathcal{E}$, the canonical morphism

$$\text{Ker}(f) \to X \quad (\text{resp. } Y \to \text{Coker}(f))$$

is a strict monomorphism (resp. strict epimorphism). Moreover, a morphism $f$ is strict if and only if it can be decomposed as $f = m \circ e$ where $m$ is a strict monomorphism and $e$ is a strict epimorphism.

**Proposition 2.3.** If a strict map $f : X \to Y$ is both a monomorphism and an epimorphism, then it is an isomorphism.

**Proof.** Indeed, since $f$ is a strict map, $\text{Coim}(f) \simeq \text{Im}(f)$. Moreover, as $f$ is a strict monomorphism, $X \simeq \text{Ker}(Y \to \text{Coker}(f)) = \text{Im}(f)$ and, as $f$ is a strict epimorphism, $Y \simeq \text{Coker}(\text{Ker}(f) \to X) = \text{Coim}(f)$. Therefore, we see that

$$X \simeq \text{Im}(f) \simeq \text{Coim}(f) \simeq Y$$

$$\square$$

Many of the categories we typically meet are abelian, such as the category of modules over a ring. However, we wish to be able to deal with certain categories, such as the categories discussed in Section 1, which have a slightly weaker structure than abelian categories. We introduce the notion of a quasi-abelian category, and state a few results due to Schneiders [22].

**Definition 2.4.** $\mathcal{E}$ is quasi-abelian if it satisfies the following two conditions

(QA) In a pullback square

$$\begin{array}{ccc}
X' & \xrightarrow{f'} & Y' \\
\downarrow & & \downarrow \\
X & \xrightarrow{f} & Y
\end{array}$$

If $f$ is a strict epimorphism, then $f'$ is a strict epimorphism.

(QA') In a pushout square

$$\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow & & \downarrow \\
X' & \xrightarrow{f'} & Y'
\end{array}$$

If $f$ is a strict monomorphism, then $f'$ is a strict monomorphism.

**Remark.** Equivalently, the class of all kernel-cokernel pairs forms a Quillen exact structure on $\mathcal{E}$.
Fix a quasi-abelian category $\mathcal{E}$. We state the following propositions about strict morphisms in quasi-abelian categories.

**Proposition 2.5.** [22, Proposition 1.1.7] The class of strict epimorphisms (resp. monomorphisms) of $\mathcal{E}$ is stable under composition.

**Proposition 2.6.** [22, Proposition 1.1.8] Let

$$
\begin{array}{ccc}
Y & \xrightarrow{g} & Z \\
\downarrow{f} & & \downarrow{h} \\
X & \xrightarrow{h} & Z
\end{array}
$$

be a commutative diagram in $\mathcal{E}$. If $h$ is a strict epimorphism, then $g$ is a strict epimorphism. Dually, if $h$ is a strict monomorphism, then $f$ is a strict monomorphism.

**Corollary 2.7.** Any morphism in $\mathcal{E}$ with a right inverse is a strict epimorphism. Similarly, any morphism in $\mathcal{E}$ with a left inverse is a strict monomorphism.

**Proof.** Indeed, suppose that $g: Y \to X$ is a morphism in $\mathcal{E}$ with a right inverse $f: X \to Y$. Then, these morphisms fit into the following commutative diagram.

$$
\begin{array}{ccc}
Y & \xrightarrow{g} & Z \\
\downarrow{f} & & \downarrow{id_X} \\
X & \xrightarrow{id_X} & X
\end{array}
$$

Since $id_X$ is a strict epimorphism, $g$ is a strict epimorphism by the previous proposition. □

**Example 2.8.** Suppose that $k$ is a valuation field. The category of Banach spaces $\text{Ban}_k$, is quasi-abelian [5, Lemma A.30], but isn’t abelian since there exist non-strict morphisms. Consider the Banach space $C[0,1]$ of continuous real-valued functions on $[0,1]$ equipped with the sup-norm $|f|_{C[0,1]} = \sup_{x \in [0,1]} |f(x)|$. Also consider the Banach space $L^1[0,1]$ of Lebesgue classes of integrable real-valued functions on $[0,1]$ equipped with the norm $|f|_{L^1[0,1]} = \int_0^1 |f(x)| \, dx$. We can see that the image of the inclusion map

$$
i: C[0,1] \hookrightarrow L^1[0,1]$$

is dense and non-closed, and hence the inclusion map is not strict [8, Page. 83].

**Example 2.9.** For $R$ an Archimedean (resp. non-Archimedean) Banach ring, the category of Banach modules over $R$, $\text{Ban}^A_R$ (resp. $\text{Ban}^{nA}_R$), is quasi-abelian [1, Proposition 3.15, 3.18].

**Example 2.10.** If $\mathcal{C}$ is quasi-abelian, then so is $\text{Ind}\mathcal{C}$. This follows since, for any morphism $f: X \to Y$ in $\text{Ind}\mathcal{C}$, we have that $\text{Ker}(f)_i = \text{Ker}(f_i)$ and $\text{Coker}(f)_i = \text{Coker}(f_i)$. In particular, for $R$ a Banach ring, the categories $\text{IndBan}^A_R$ and $\text{IndBan}^{nA}_R$ are quasi-abelian.

**Example 2.11.** The categories $\text{Born}_k$ and $\text{CBorn}_k$ of bornological and complete bornological spaces respectively are quasi-abelian [2, Lemma 2.19].

There is the concept of exactness in quasi-abelian categories. Namely,

**Definition 2.12.** A null sequence in $\mathcal{E}$

$$
X \xrightarrow{f} Y \xrightarrow{g} Z
$$
is strictly exact (resp. coexact) if \( f \) (resp. \( g \)) is strict and the canonical morphism

\[
\text{Im}(f) \to \text{Ker}(g)
\]

is an isomorphism.

We can extend this definition to define strictly exact complexes of objects in \( \mathcal{E} \). We will say that a chain complex \( Y \cdot \to X \cdot \to Z \cdot \to 0 \) is a strict resolution of \( X \) if the complex \( Y \cdot \to X \cdot \to Z \cdot \to 0 \) is strictly exact. We note that, in a quasi-abelian category, we don’t have a well defined notion of how far away a complex is from being strictly exact, i.e. we have no notion of homology. Indeed, for a null sequence

\[
X \overset{f}{\to} Y \overset{g}{\to} Z
\]

we could perhaps define homology at \( Y \) as \( \text{Coker}(\text{Im}(f) \to \text{Ker}(g)) \) or \( \text{Im}(\text{Ker}(g) \to \text{Coker}(f)) \). However, these candidates are not always isomorphic as not all maps are strict.

**Definition 2.13.** An additive functor \( F : \mathcal{E} \to \mathcal{F} \) between quasi-abelian categories is left (resp. right) exact if it transforms any strictly exact (resp. coexact) sequence

\[
0 \to X \to Y \to Z \to 0
\]

of \( \mathcal{E} \) into a strictly exact (resp. coexact) sequence

\[
0 \to F(X) \to F(Y) \to F(Z) \to 0
\]

\( (\text{resp. } F(X) \to F(Y) \to F(Z) \to 0) \)

\( F \) is exact if it is both left and right exact.

**Definition 2.14.** An object \( P \) in \( \mathcal{E} \) is projective if

\[
\text{Hom}_\mathcal{E}(P, -) : \mathcal{E} \to \text{Ab}
\]

is exact. Equivalently, \( P \) is projective if, for any strict epimorphism \( f : X \to Y \), the associated map

\[
\text{Hom}_\mathcal{E}(P, X) \to \text{Hom}_\mathcal{E}(P, Y)
\]

is surjective. We say that \( \mathcal{E} \) has enough projectives if, for any object \( X \) of \( \mathcal{E} \), there is a strict epimorphism

\[
P \to X
\]

where \( P \) is a projective object of \( \mathcal{E} \).

**Definition 2.15.** Suppose that \( \mathcal{E} \) is monoidal with monoidal product \( \otimes : \mathcal{E} \times \mathcal{E} \to \mathcal{E} \). An object \( F \in \mathcal{E} \) is flat if the functor

\[
F \otimes - : \mathcal{E} \to \mathcal{E}
\]

is exact. We say that \( \mathcal{E} \) has enough flat projectives if, for any object \( X \) of \( \mathcal{E} \), there is a strict epimorphism

\[
P \to X
\]

where \( P \) is a flat and projective object of \( \mathcal{E} \).

**Example 2.16.** Suppose that \( k \) is a non-Archimedean valuation field and let \( V \in \text{Ban}_k \). Define the Banach space

\[
c_0(V) = \{(c_v)_{v \in V \setminus \{0\}} \mid c_v \in k, \lim_{v \in V \setminus \{0\}} |c_v| = 0\}
\]
equipped with the norm 
\[ |(c_v)_{v \in V_0}| = \sup_{v \in V_0} |c_v| \]

By [5, Lemma A.38], this Banach space is projective in \( \text{Ban}_k \). Moreover, there is a strict epimorphism \( c_0(V) \to V \) for every \( V \in \text{Ban}_k \). Therefore, \( \text{Ban}_k \) has enough projectives. When \( k \) is Archimedean, \( \text{Ban}_k \) also has enough projectives [5, Lemma A.39]. Moreover, in both cases all projectives are flat.

**Example 2.17.** More generally, we also note that the categories \( \text{Ban}_k^A \) and \( \text{Ban}_k^{nA} \) have enough projectives and that any projective is flat [6, Lemma 3.42]. Further, if \( M, N \) are projective in \( \text{Ban}_R^A \) (resp. \( \text{Ban}_R^{nA} \)), then \( P \hat{\otimes}_R Q \) is also projective in \( \text{Ban}_R^A \) (resp. \( \text{Ban}_R^{nA} \)) [3, Lemma 3.35].

**Example 2.18.** The categories \( \text{IndBan}_k^A \), \( \text{IndBan}_k^{nA} \) and \( \text{CBorn} \) have enough flat projectives by [1, Lemmas 3.29 and 3.53].

**Lemma 2.19.** \( P \) is a projective object if and only if every strict epimorphism \( f : X \to P \) in \( \mathcal{E} \) splits, i.e. there exists \( g : P \to X \) such that \( f \circ g = id_P \).

**Proof.** We note that, since \( P \) is projective, a strict epimorphism \( f : X \to P \) induces a surjection
\[ \text{Hom}_\mathcal{E}(P, X) \to \text{Hom}_\mathcal{E}(P, P) \]
The preimage of \( id_P \) under this surjection is a map \( g : P \to X \) such that \( g \circ f = id_P \).

To prove the converse, suppose that we have a strict epimorphism \( f : X \to Y \) and a morphism \( h : P \to Y \). We examine the pullback
\[
\begin{array}{ccc}
P \times_X X & \xrightarrow{f'} & P \\
\downarrow h' & & \downarrow h \\
X & \xrightarrow{f} & Y
\end{array}
\]
Since \( \mathcal{E} \) is quasi-abelian, \( f' \) is a strict epimorphism. Hence, by assumption, \( f' \) splits. So, there exists a map \( g : P \to P \times_X X \) such that \( f' \circ g = id_P \). Consider the map \( h' \circ g : P \to X \).

We see that \( f \circ (h' \circ g) = h \circ f' \circ g = h \). Therefore, \( P \) is projective. \( \square \)

We will denote by \( \mathcal{P} \) the collection of projective objects \( P \) such that there is a strict epimorphism \( P \to X \) for some object \( X \in \mathcal{E} \).

**Proposition 2.20.** Suppose that \( \mathcal{E} \) has enough projectives. A morphism \( f : X \to Y \) in \( \mathcal{E} \) is a strict epimorphism if and only if the associated morphism
\[ f' : \text{Hom}_\mathcal{E}(P, X) \to \text{Hom}_\mathcal{E}(P, Y) \]
is surjective for any \( P \in \mathcal{P} \).

**Proof.** The forward direction is clear by definition of a projective object. Conversely, since \( \mathcal{E} \) has enough projectives, there is a projective object \( P \) and a strict epimorphism \( g : P \to Y \). If \( f' \) is surjective, there exists a map \( h : P \to X \) such that \( f'(h) = f \circ h = g \). Then, by Proposition 2.6, \( f \) must be a strict epimorphism. \( \square \)

The following result is obtained similarly. Note that \( \mathcal{P}_{\text{flat}} \) is the subset of \( \mathcal{P} \) consisting of flat objects.
Proposition 2.21. Suppose that $\mathcal{E}$ is monoidal with enough flat projectives. A morphism $f : X \to Y$ in $\mathcal{E}$ is a strict epimorphism if and only if the associated morphism $f' : \text{Hom}_\mathcal{E}(P, X) \to \text{Hom}_\mathcal{E}(P, Y)$ is surjective for any $P \in \mathcal{P}_{\text{flat}} \subseteq \mathcal{P}$.

Definition 2.22. An object $I$ in $\mathcal{E}$ is injective if

$$\text{Hom}_\mathcal{E}(-, I) : \mathcal{E}^{\text{op}} \to \text{Ab}$$

is exact. Equivalently, $I$ is injective if, for any strict monomorphism $f : X \to Y$, the associated map

$$\text{Hom}_\mathcal{E}(Y, I) \to \text{Hom}_\mathcal{E}(X, I)$$

is surjective. We say that $\mathcal{E}$ has enough injectives if, for any object $X$ of $\mathcal{E}$, there is a strict monomorphism $X \to I$ where $I$ is an injective object of $\mathcal{E}$.

Example 2.23. Suppose that $k$ is a non-Archimedean field with a non-trivial valuation. Suppose in addition that $k$ is spherically complete, i.e. the intersection of all disks in any chain is nonempty. Let $V \in \text{Ban}_k$ and define the Banach space

$$\ell_\infty(V) = \left\{ (c_v)_{v \in V \setminus \{0\}} \mid c_v \in k, \sup_{v \in V \setminus \{0\}} \frac{|c_v|}{|v|} < \infty \right\}$$

equipped with the norm

$$|(c_v)_{v \in V \setminus \{0\}}| = \sup_{v \in V \setminus \{0\}} \frac{|c_v|}{|v|}$$

By [5, Lemma A.41], $\ell_\infty(V)$ is injective in $\text{Ban}_k$. Moreover, if $k$ is any valuation field, $\text{Ban}_k$ has enough injectives [5, Lemma A.42].

Proposition 2.24. Suppose that $\mathcal{E}$ is a closed symmetric monoidal quasi-abelian category with enough flat projectives. Then $\text{Hom}_\mathcal{E}(-, I)$ is exact if $I$ is injective.

Proof. Suppose that we have a short strictly exact sequence

$$0 \to X \to Y \to Z \to 0$$

It is clear that $\text{Hom}_\mathcal{E}(-, I) = \text{Hom}_{\mathcal{E}^{\text{op}}}(I, -)$ is left exact since it has a left adjoint $- \otimes I$ in $\mathcal{E}^{\text{op}}$. We see that the sequence

$$0 \to \text{Hom}_\mathcal{E}(Z, I) \to \text{Hom}_\mathcal{E}(Y, I) \to \text{Hom}_\mathcal{E}(X, I)$$

is strictly exact. It remains to show that

$$\text{Hom}_\mathcal{E}(Y, I) \to \text{Hom}_\mathcal{E}(X, I)$$

is a strict epimorphism. By Proposition 2.21 it suffices to show that for all flat projectives $P$, the following map is a surjection

$$\text{Hom}_\mathcal{E}(P, \text{Hom}_\mathcal{E}(Y, I)) \to \text{Hom}_\mathcal{E}(P, \text{Hom}_\mathcal{E}(X, I))$$
Equivalently, by the internal hom adjunction, we can just show that the following map is a surjection

\[ \text{Hom}_E(P \otimes Y, I) \to \text{Hom}_E(P \otimes X, I) \]

Since \( I \) is injective, this map is a surjection if \( P \otimes X \to P \otimes Y \) is a strict monomorphism. The result then follows since \( P \) is flat and the map \( X \to Y \) is a strict monomorphism. \( \square \)

2.2. The Derived Category. The derived category of a quasi-abelian category can be defined analogously to the abelian case. Suppose that we have a quasi-abelian category \( \mathcal{E} \). We denote the category of cochain complexes in \( \mathcal{E} \) by \( C(\mathcal{E}) \). We note that cohomology is not well defined in \( C(\mathcal{E}) \). However, since \( \mathcal{E} \) is additive, cones of morphisms are well-defined and we can make the following definition.

**Definition 2.25.** A cochain morphism \( f^*: C^* \to D^* \) in \( C(\mathcal{E}) \) is a strict quasi-isomorphism if \( \text{cone}(f^*)^* \) is strictly exact.

Since strict quasi-isomorphisms are stable under cochain homotopy equivalence, we can define the notion of a strict quasi-isomorphism in the homotopy category \( K(\mathcal{E}) \). Similarly to the abelian case, we make the following definition.

**Definition 2.26.** The derived category \( D(\mathcal{E}) \) is the localisation of the homotopy category \( K(\mathcal{E}) \) at the class of all strict quasi-isomorphisms.

**Remark.** We remark that, since homotopic maps become equal when strict quasi-isomorphisms are inverted, the category obtained by inverting strict quasi-isomorphisms in \( C(\mathcal{E}) \) is equivalent to the derived category \( D(\mathcal{E}) \). I will call both the derived category \( D(\mathcal{E}) \).

**Example 2.27.** The categories \( \text{IndBan}_k \) and \( \text{CBorn}_k \) are tensor derived equivalent \( [3, \text{c.f. Proposition 3.16}] \) in the sense that there is an equivalence of derived categories

\[ D(\text{CBorn}_k) \simeq D(\text{IndBan}_k) \]

which preserves the monoidal structure.

In [22, Section 1.2], Schneiders details an embedding of \( \mathcal{E} \) into an abelian category, its abelianisation, using t-structures. This embedding allows us to do homological algebra in quasi-abelian categories by working within abelian categories. We summarise his results in the following proposition.

**Proposition 2.28.** There exists an abelian category \( \mathcal{LH}(\mathcal{E}) \), the ‘left heart’ of \( \mathcal{E} \), and a fully faithful functor

\[ I : \mathcal{E} \to \mathcal{LH}(\mathcal{E}) \]

inducing an equivalence of categories

\[ D(I) : D(\mathcal{E}) \to D(\mathcal{LH}(\mathcal{E})) \]

Moreover, \( I \) has a left adjoint \( C : \mathcal{LH}(\mathcal{E}) \to \mathcal{E} \) with

\[ C \circ I \simeq \text{id}_\mathcal{E} \]

We have the following corollary.
Corollary 2.29. [22, Corollary 1.2.27] A sequence
\[ X \to Y \to Z \]
is strictly exact in \( \mathcal{E} \) if and only if the sequence
\[ I(X) \to I(Y) \to I(Z) \]
is exact in \( \mathcal{LH}(\mathcal{E}) \).

Corollary 2.30. A cochain morphism \( f^\bullet \) is a strict quasi-isomorphism in \( \mathcal{E} \) if and only if \( I(f^\bullet) \) is a quasi-isomorphism in \( \mathcal{LH}(\mathcal{E}) \).

Proof. Note that \( f^\bullet \) is a strict quasi-isomorphism if and only if \( \text{cone}(f^\bullet) \) is a strictly exact complex. By the previous corollary, \( \text{cone}(f^\bullet) \) is strictly exact if and only if \( I(\text{cone}(f^\bullet)) \) is strict in \( \mathcal{LH}(\mathcal{E}) \). Since \( I \) preserves cones, this occurs if and only if \( I(f^\bullet) \) is a quasi-isomorphism in \( \mathcal{LH}(\mathcal{E}) \).

Proposition 2.31. If \( f : X \to Y \) is a strict map in \( \mathcal{E} \), then
\[ \text{Im}(I(f)) \simeq I(\text{Im}(f)) \quad \text{and} \quad \text{Coim}(I(f)) \simeq I(\text{Coim}(f)) \]
It follows that, for a strict cochain complex \( (C^\bullet, d^\bullet) \) in \( \mathcal{E} \),
\[ H^n(I(C^\bullet)) \simeq \text{Coker}(I(\text{Im}(d^{n-1})) \to I(\text{Ker}(d^n))) \]

Proof. Since \( I \) is exact by Corollary 2.29, \( I \) preserves kernels and cokernels. Therefore,
\[ \text{Im}(I(f)) := \text{Ker}(I(Y) \to \text{Coker}(I(f))) \]
\[ \simeq \text{Ker}(I(Y) \to I(\text{Coker}(f))) \]
\[ \simeq I(\text{Ker}(Y \to \text{Coker}(f))) \]
\[ \simeq I(\text{Im}(f)) \]
The result for the coimage follows similarly. Therefore,
\[ H^n(I(C^\bullet)) = \text{Coker}(I(\text{Im}(d^{n-1})) \to I(\text{Ker}(d^n))) \]
\[ \simeq \text{Coker}(I(\text{Im}(d^{n-1})) \to I(\text{Ker}(d^n))) \]

2.3. Derived Functors. For any category \( \text{Com}(\mathcal{E}) \) consisting of chain complexes, the notation \( \text{Com}^*(\mathcal{E}) \) will be used to denote the subcategories consisting of bounded above (−), bounded below (+), or bounded (b) chain complexes.

Proposition 2.32. If \( F : C^*(\mathcal{E}) \to C^*(\mathcal{F}) \) maps strict quasi-isomorphisms to strict quasi-isomorphisms, then it induces a functor \( D^*F : D^*(\mathcal{E}) \to D^*(\mathcal{F}) \).

Proof. If \( F \) maps strict quasi-isomorphisms to strict quasi-isomorphisms, then the induced functor \( KF : K^*\mathcal{(E)} \to K^*\mathcal{(F)} \) does too. We denote our localisation functor by \( Q_\mathcal{F} : K^*\mathcal{(F)} \to D^*\mathcal{(F)} \) and consider the composition \( Q_\mathcal{F} \circ KF : K^*\mathcal{(E)} \to D^*\mathcal{(F)} \). This maps strict quasi-isomorphisms to isomorphisms, and hence, by definition of the localisation, this induces a functor \( D F : D^*(\mathcal{E}) \to D^*(\mathcal{F}) \).

Proposition 2.33. A functor \( F : C^*(\mathcal{E}) \to C^*(\mathcal{F}) \) maps strict quasi-isomorphisms to strict quasi-isomorphisms if it preserves strict exactness.
Proof. Indeed, suppose we have a strict quasi-isomorphism \( f^* \in C^\ast(\mathcal{E}) \). Then, \( cone(f^*)^* \) is strictly exact. If \( F \) preserves strict exactness, then \( F(cone(f^*)) \cong cone(F(f^*)) \) is strictly exact, and hence \( F(f^*) \) is a strict quasi-isomorphism. □

As in the abelian case, we can make the following definition. Let \( D^+(\mathcal{E}) \) be the derived category of the category of bounded below cochain complexes. Suppose that \( F : \mathcal{E} \to \mathcal{F} \) is an additive functor, and denote the localisation functors by \( Q_\mathcal{E} : K(\mathcal{E}) \to D(\mathcal{E}) \) and \( Q_\mathcal{F} : K(\mathcal{F}) \to D(\mathcal{F}) \).

**Definition 2.34.** The **right derived functor** of \( F \) is a pair \((RF, \epsilon_F)\) consisting of a triangulated functor

\[ RF : D^+(\mathcal{E}) \to D^+(\mathcal{F}) \]

and a natural transformation

\[ \epsilon_F : Q_\mathcal{F} \circ K^+(F) \Rightarrow RF \circ Q_\mathcal{E} \]

universal in the sense that, for any triangulated functor \( G : D^+(\mathcal{E}) \to D^+(\mathcal{F}) \), and any natural transformation \( \epsilon : Q_\mathcal{F} \circ K^+(F) \Rightarrow G \circ Q_\mathcal{E} \), there exists a unique natural transformation \( \eta : RF \Rightarrow G \) such that the diagram

\[
\begin{array}{ccc}
RF \circ Q_\mathcal{E} & \xrightarrow{\eta} & RF \\
\downarrow{\epsilon_F} & & \downarrow{\epsilon} \\
Q_\mathcal{F} \circ K^+(F) & \xrightarrow{\epsilon} & G \circ Q_\mathcal{E}
\end{array}
\]

commutes.

**Remark.** We can define left derived functors similarly.

In [22, Section 1.3], Schneiders gives some conditions for the existence of left and right derived functors. In particular, if \( \mathcal{E} \) has enough injective objects, then any additive functor \( F : \mathcal{E} \to \mathcal{F} \) is right derivable. We remark that, since any projective object in \( \mathcal{E} \) is injective in \( \mathcal{E}^{\text{op}} \), if \( \mathcal{E} \) has enough projectives then an additive functor \( G : \mathcal{E}^{\text{op}} \to \mathcal{F} \) is right derivable. Hence, if \( \mathcal{E} \) has enough projectives the functor \( \text{Hom}_\mathcal{E}(-, Y) : \mathcal{E}^{\text{op}} \Rightarrow \text{Ab} \) is right derivable. As in the abelian case, we can make the following definition.

**Definition 2.35.** Suppose that \( \mathcal{E} \) has enough projectives. Let \( X \) be an object in \( \mathcal{E} \) and \( P^\bullet \to X \) be a strict projective resolution of \( X \). Then, the \( i \)th **Ext object** of \( X \) is

\[ \text{Ext}_i^\mathcal{E}(X, Y) := R^i \text{Hom}_\mathcal{E}(X, Y) = H^i(\text{Hom}_\mathcal{E}(P^\bullet, Y)) \]

**Remark.** For an explanation as to why this is well defined, see [9, Remark 12.11].

**Remark.** If \( \mathcal{E} \) does not have enough projectives, then you can use the Yoneda construction [24] to construct \( \text{Ext} \).

### 3. Modules in Quasi-abelian Categories

For the remainder of this paper we will fix a bicomplete closed symmetric monoidal quasi-abelian category \( \mathcal{E} \) with enough flat projectives. We remark that the categories \( \text{CBorn}_k \) and \( \text{IndBan}_k \) satisfy these properties.
3.1. Categories of Modules. Recall that the category of left modules over a monoid $A$ is denoted by $\mathbf{A-Mod}$.

**Proposition 3.1.** [22, Proposition 1.5.1] Suppose that $A$ is a monoid in $\mathcal{E}$, then $\mathbf{A-Mod}$ is quasi-abelian. Moreover, a morphism of $\mathbf{A-Mod}$ is strict if and only if it is strict as a morphism of $\mathcal{E}$, since the forgetful functor $\mathbf{A-Mod} \rightarrow \mathcal{E}$ preserves limits and colimits.

**Proposition 3.2.** [22, c.f. Proposition 1.5.2] The functor $A \otimes - : \mathcal{E} \rightarrow \mathbf{A-Mod}$ is left adjoint to the forgetful functor $\mathbf{A-Mod} \rightarrow \mathcal{E}$. For any object $X \in \mathcal{E}$,

$$\text{Hom}_{\mathbf{A-Mod}}(A \otimes X, -) \cong \text{Hom}_{\mathcal{E}}(X, -)$$

**Corollary 3.3.** $P$ is a (flat) projective object in $\mathcal{E}$ if and only if $A \otimes P$ is a (flat) projective object in $\mathbf{A-Mod}$. Moreover, if $\mathcal{E}$ has enough (flat) projectives, then so does $\mathbf{A-Mod}$.

**Proof.** By the previous proposition, we see that $\text{Hom}_{\mathbf{A-Mod}}(A \otimes P, -)$ is strictly exact if and only if $\text{Hom}_{\mathcal{E}}(P, -)$ is. Hence, $P$ is projective in $\mathcal{E}$ if and only if $A \otimes P$ is. Now, suppose we have an $A$-module $M$. Since $\mathcal{E}$ has enough projectives, there exists a projective object $P$ in $\mathcal{E}$ and a strict epimorphism $f : P \rightarrow M$.

We note that $A \otimes P$ is a projective $A$-module and that, under the isomorphism in Equation 3, $f$ corresponds to a strict epimorphism $f' : A \otimes P \rightarrow M$. Hence, $\mathbf{A-Mod}$ has enough projectives. The flatness case follows from noting that $A$ is flat in $\mathbf{A-Mod}$ and that the monoidal product of flat objects is flat. □

We state the following important lemma.

**Lemma 3.4.** If $M$ and $N$ are projective $A$-modules and $f : M \rightarrow N$ is a strict epimorphism, then $\text{Ker}(f)$ is a projective $A$-module.

**Proof.** We consider the strictly exact sequence

$$0 \rightarrow \text{Ker}(f) \rightarrow M \rightarrow N \rightarrow 0$$

Since $N$ is a projective $A$-module, this sequence splits by Lemma 2.19 and hence

$$M \cong \text{Ker}(f) \oplus N$$

Therefore, since $\text{Ker}(f)$ is a direct summand of a projective object and $N$ is projective, $\text{Ker}(f)$ is projective. □

3.2. Categories of Graded Modules. Suppose now that $A$ is a graded monoid in $\mathcal{E}$. Since $\mathcal{E}$ has countable colimits we can denote $A$ as

$$A = \bigoplus_{i \in \mathbb{Z}} A_i$$

**Proposition 3.5.** The category of graded left $A$-modules, denoted $\mathbf{grA-Mod}$, is quasi-abelian.

**Proof.** We note easily that $\mathbf{grA-Mod}$ has all kernels and cokernels. Since $\mathbf{A-Mod}$ is quasi-abelian, we see that, by working in each grading, the dual axioms in the definition of a quasi-abelian category are satisfied. □

**Lemma 3.6.** If a graded left $A$-module $M$ is projective as an $A$-module then it is projective as a graded $A$-module.
Proof. It is easy to see that, for a graded morphism \( N_1 \to N_2 \) of graded left \( A \)-modules, the induced surjection
\[
\text{Hom}_{A\text{-Mod}}(M, N_1) \to \text{Hom}_{A\text{-Mod}}(M, N_2)
\]
must be a surjection in \( \text{grA-Mod} \).
\[\square\]

Corollary 3.7. If \( M \) is a graded projective left \( A \)-module, then \( A \otimes M \) is a graded projective left \( A \)-module.

Proof. We see from Corollary 3.3 that \( A \otimes M \) is a projective left \( A \)-module. The result then follows from Lemma 3.6.
\[\square\]

Suppose now that \( A \) is positively-graded. We note that, if \( M \) is a left \( A \)-module, then \( A \otimes A_0 M \) is a left \( A \)-module with obvious \( A \)-action.

Proposition 3.8. Suppose that \( M \) is a graded left \( A \)-module. There exists a map \( A \otimes A_0 M \to M \) which is a strict graded epimorphism.

Proof. We note that the graded maps
\[
A \otimes A_0 \otimes M \to A \otimes M \to M
\]
given by the composition of the action of \( A_0 \) on \( A \) and \( M \) and the action of \( A \) on \( M \), are equal. Hence, by the universal property of the coequalizer, there exists a graded map \( A \otimes A_0 M \to M \) such that the following diagram commutes.
\[
\begin{array}{ccc}
A \otimes A_0 \otimes M & \to & A \otimes M \\
& & \downarrow \\
& & M
\end{array}
\]
We note that the morphism \( A \otimes M \to M \) is a strict epimorphism by Corollary 2.7 since it has a right inverse given by inclusion. Hence, by Proposition 2.6 the map \( A \otimes A_0 M \to M \) is a strict epimorphism.
\[\square\]

Proposition 3.9. If \( M \) is a projective left \( A_0 \)-module, then \( A \otimes A_0 M \) is a projective left \( A \)-module.

Proof. We want to show that the functor
\[
\text{Hom}_{A\text{-Mod}}(A \otimes A_0 M, -): A\text{-Mod} \to \text{Ab}
\]
maps strict epimorphisms to surjections. Indeed, by Theorem 1.28,
\[
\text{Hom}_{A\text{-Mod}}(A \otimes A_0 M, -) \simeq \text{Hom}_{A_0\text{-Mod}}(M, \text{Hom}_{A\text{-Mod}}(A, -))
\]
Now, by Lemma 1.27, \( \text{Hom}_{A\text{-Mod}}(A, -) \) defines an isomorphism. Since \( M \) is a projective \( A_0 \)-module, we see that the functor must send strict epimorphisms to surjections.
\[\square\]

Remark. If \( M \) is a graded projective left \( A_0 \)-module, then it is easy to see that \( A \otimes A_0 M \) is a graded projective left \( A \)-module with
\[
(A \otimes A_0 M)_n = \bigoplus_{i+j=n} A_i \otimes A_0 M_j = \bigoplus_{i+j=n} \text{Coeq}(A_i \otimes A_0 \otimes M_j \to A_i \otimes M_j)
\]

Lemma 3.10. If \( A_0\text{-Mod} \) has enough projectives, then the category \( \text{grA-Mod} \) has enough projectives.
Proof. Suppose that \( M \) is a graded left \( A \)-module, \( M = \bigoplus_{i \in \mathbb{Z}} M_i \). Consider each component \( M_i \) as a left \( A_0 \)-module. Then, since \( A_0\text{-Mod} \) has enough projectives, there exists a projective left \( A_0 \)-module \( P_i \) and an epimorphism \( P_i \to M_i \). We note that \( A \otimes_{A_0} P_i \) is a projective left \( A \)-module by Proposition 3.9, and there exists a strict epimorphism \( A \otimes_{A_0} P_i \to M_i \) given by the composition of the strict epimorphisms \( A \otimes_{A_0} P_i \to P_i \) and \( P_i \to M_i \). Taking the coproduct of all of these \( A \otimes_{A_0} P_i \) in the category of graded \( A \)-modules gives us a graded projective \( A \)-module \( \bigoplus_{i \in \mathbb{Z}} A \otimes_{A_0} P_i \) along with a strict graded epimorphism \( \bigoplus_{i \in \mathbb{Z}} A \otimes_{A_0} P_i \to M \). □

4. KOSZUL MONOIDS

For a positively graded monoid \( A \), we let \( A_{>0} = \bigoplus_{i>0} A_i \). There is a short strictly exact sequence

\[
0 \to A_{>0} \xrightarrow{i} A \xrightarrow{\pi} A_0 \to 0
\]

We can consider \( A_0 \) as a graded left \( A \)-module with, for each \( j \), the action \( A_j \otimes A_0 \to A_0 \) defined to be the composition

\[
A_j \otimes A_0 \xrightarrow{\mu_{j,0}} A_j \xleftarrow{} A \twoheadrightarrow Coker(\xrightarrow{i} A_{>0} \to A) \simeq A_0
\]

Definition 4.1. We will say that a graded left \( A \)-module \( M \) is generated by its degree \( i \) component over \( A_0 \) if the map

\[
A \otimes_{A_0} M_i \twoheadrightarrow M
\]

is a strict epimorphism.

Definition 4.2. A graded left \( A \)-module is called pure of weight \( n \) if it is concentrated in degree \( n \), i.e. \( M = M_n \).

For a graded left \( A \)-module \( M \) we define the grading shifts by

\[
(M(n))_i = M_{i-n}
\]

We can consider \( A_0 \) to be a pure graded left \( A \)-module concentrated in degree 0 by defining the action of \( A_i \) on \( A_0 \) to be 0 unless \( i = 0 \). We remark that for any \( A \)-modules \( M \) and \( N \) pure of weights \( m, n \) respectively, we have that \( \text{Hom}_{A\text{-Mod}}(M, N) = 0 \) unless \( m = n \).

Proposition 4.3. If \( M \) is an \( A \)-module generated by its degree \( i \) component over \( A_0 \) and \( N \) is pure of weight \( n \), then

\[
\text{Hom}_{A\text{-Mod}}(M, N) = 0
\]

unless \( i = n \)

Proof. We note that, since there is a strict epimorphism \( A \otimes_{A_0} M_i \to M \), there is an injection

\[
\text{Hom}_{A\text{-Mod}}(M, N) \hookrightarrow \text{Hom}_{A\text{-Mod}}(A \otimes_{A_0} M_i, N)
\]

The result then follows since

\[
\text{Hom}_{A\text{-Mod}}(A \otimes_{A_0} M_i, N) \simeq \text{Hom}_{A_0\text{-Mod}}(M_i, N_n) = 0
\]

if \( i \neq n \). □

In [4], Koszul duality theory is developed for \( A_0 \) a semisimple ring. In our category \( \mathcal{E} \), it is difficult to develop a satisfactory analogous definition of a semisimple object. Hence, we will develop our theory for \( A_0 \) satisfying the following more general conditions, and call \( A \) a pre-Koszul monoid.
Definition 4.4. We will say that a positively graded monoid \( A \) is **pre-Koszul** if \( A_0 \) is injective as a module over itself, each \( A_i \) is flat and projective as an \( A_0 \)-module, and, for any graded \( A \)-module \( M \) living only in degrees \( \geq i \), whenever

\[
\text{Hom}_{\text{grA-Mod}}(M, A_0\langle n \rangle) = 0
\]

unless \( n = i \), then \( M \) is generated by its \( i \)th component over \( A_0 \).

Remark. We note that our definition of being pre-Koszul differs from that given by Priddy [21, Section 2].

Proposition 4.5. In the category of rings, if \( A_0 \) is a semisimple ring then \( A \) is pre-Koszul.

Proof. Indeed, we note that all \( A_0 \)-modules are flat projectives and that \( A_0 \) is injective over itself. It therefore suffices to prove the second condition. Suppose that we have a graded \( A \)-module \( M \) living only in degrees \( \geq i \). We will show that if

\[
\text{Hom}_{\text{grA-Mod}}(M, A_0\langle n \rangle) = 0
\]

unless \( n = i \), then there exists a surjection \( A \otimes_{A_0} M_i \to M \). Choose the least \( j \) such that there exists \( m_j \in M_j \) not in the image of the map \( A_{j-i} \otimes A_0 M_i \to M_j \). We note that \( j > i \). We consider \( M_j \) as a pure \( A_0 \)-module of weight \( j \) and consider the simple \( A_0 \)-submodule \( A_0m_j \) of \( M_j \). Since pure modules over \( A_0 \) are semisimple, \( M_j \) is semisimple, and hence completely reducible. Therefore, there exists an \( A_0 \)-submodule \( N \) of \( M_j \) such that

\[
M_j = A_0m_j \oplus N
\]

We define an \( A \)-module morphism \( f : M \to A_0\langle j \rangle \) as follows

\[
f(m) = \begin{cases} a & \text{if } m = am_j \in A_0m_j \text{ for some } a \in A_0 \\ 0 & \text{otherwise} \end{cases}
\]

and extend linearly. Then, we see that this map is graded since \( f(M_k) \subseteq A_0\langle j \rangle_k \). This map is non-zero which contradicts that

\[
\text{Hom}_{\text{grA-Mod}}(M, A_0\langle j \rangle) = 0
\]

Hence, there exists a surjection \( A \otimes_{A_0} M_i \to M \).

Remark. We note that if \( A \) is pre-Koszul in the category of rings, then \( A_0 \) is not necessarily semisimple. Indeed, not every module over \( A_0 \) is guaranteed to be projective. See [13, Example 4.4] for an example of a ring \( A \) such that \( A_0 \) is not semisimple but \( A \) is pre-Koszul.

Definition 4.6. A **Koszul monoid** in \( E \) is a positively graded pre-Koszul monoid \( A \) such that \( A_0 \), considered as a graded left \( A \)-module, admits a graded projective strict resolution of \( A \)-modules.

\[
\cdots \to P^2 \to P^1 \to P^0 \to A_0
\]

with each \( P^i \) generated by its degree \( i \) component over \( A_0 \).

Remark. The condition on \( P^i \) says that the diagonal part of the resolution generates the rest.

We now discuss in what sense a Koszul monoid is ‘as close to being semisimple’ as a graded monoid can be. For the rest of this section, we fix a positively graded pre-Koszul monoid \( A \) in \( E \).
Corollary 4.8. If $M \in \text{grA-Mod}$ be a projective left $A_0$-module living only in degrees $\geq n$. Then, $M$ admits a graded projective strict resolution of $A$-modules

$$\cdots \to P^2 \to P^1 \to P^0 \to M$$

such that $P^i$ lives only in degrees $\geq n + i$. So $P^i = \bigoplus_{j \geq n+i} P_j^i$.

Proof. We may assume, without any loss of generality, that $n = 0$. We consider the module $P^0 = A \otimes_{A_0} M$. This is a graded projective $A$-module by Proposition 3.9 and, moreover, it lives only in positive degree. By Proposition 3.8, there exists a strict graded epimorphism $d^0 : P^0 \to M$. This fits into a short strictly exact sequence

$$0 \to K^0 \xrightarrow{\iota^0} P^0 \xrightarrow{d^0} M \to 0$$

with $K^0 = \text{Ker}(d^0)$, a graded $A_0$-module, and $\iota^0 : K^0 \to P^0$ the inclusion map, a strict monomorphism. Since $P^0_0 = A_0 \otimes_{A_0} M_0 \simeq M_0$ we see that in degree 0, $d^0$ is a monomorphism. Hence, $K^0$ lives only in degree $\geq 1$.

We now let $P^1 = A \otimes_{A_0} K^0$. Since $K^0$ is the kernel of a strict epimorphism of projective $A_0$-modules, it is a projective $A_0$-module by Lemma 3.4. Hence, $P^1$ is a projective $A$-module by Proposition 3.9. We note that $P^1$ is graded and lives only in degrees $\geq 1$. We construct a map $d^1 : P^1 \to P^0$ as the composition of the map $P^1 \to K^0$ and the inclusion map $\iota^0 : K^0 \to P^0$. This map $d^1$ is strict since it a composition of a strict monomorphism and a strict epimorphism. The sequence

$$P^1 \xrightarrow{d^1} P^0 \xrightarrow{d^0} M \to 0$$

is strictly exact.

We can continue in this way to construct our desired projective resolution. Indeed, suppose we have a strictly exact sequence of graded projective $A$-modules defined up to degree $i$

$$P^i \xrightarrow{d^i} \cdots \to P^1 \xrightarrow{d^1} P^0 \xrightarrow{d^0} M \to 0$$

with each $P^j$ living only in degree $\geq j$. Suppose also that the sequence is constructed in such a way that $P^i = A \otimes_{A_0} K^{i-1}$ with $K^{i-1}$ the graded $A_0$-module $\text{Ker}(d^{i-1} : P^{j-1} \to \text{Im}(d^{j-1}) \simeq K^{j-2})$. We let $K^{i+1} = \text{Ker}(d^{i+1} : P^i \to \text{Im}(d^i) \simeq K^{i-1})$, which is a projective $A_0$-module, and define $P^{i+1} = A \otimes_{A_0} K^i$. This is a projective graded $A$-module living only in degrees $\geq i + 1$. The differential $d^{i+1} : P^{i+1} \to P^i$ is the strict map defined as the composition of the map $P^{i+1} = A \otimes_{A_0} K^i \to K^i$ and the inclusion $K^i \to P^i$. The extended sequence

$$P^{i+1} \xrightarrow{d^{i+1}} P^i \xrightarrow{d^i} \cdots \to P^1 \xrightarrow{d^1} P^0 \xrightarrow{d^0} M \to 0$$

is strictly exact.

Corollary 4.8. If $M \in \text{grA-Mod}$ is a pure projective left $A_0$-module of weight $n$, then $M$ admits a graded projective strict resolution of $A$-modules

$$\cdots \to P^2 \to P^1 \to P^0 \to M$$

such that $P^i$ lives only in degrees $\geq n + i$.

Corollary 4.9. Let $M, N \in \text{grA-Mod}$ be pure of weights $m, n$, with $M$ projective as a left module over $A_0$. Then,

$$\text{Ext}^i_{\text{grA-Mod}}(M, N) = 0$$

for $i > n - m$. 

\qed
Proof. Without loss of generality we may assume $m = 0$. By Corollary 4.8, $M$ admits a graded projective resolution of $A$-modules
\[ \cdots \rightarrow P^2 \rightarrow P^1 \rightarrow P^0 \rightarrow M \]
such that each $P^i$ lives only in degrees $\geq i$, i.e. $P^i = \bigoplus_{j \geq i} P^i_j$. We examine the complex $\text{Hom}_{\text{grA-Mod}}(P^\bullet, N)$ which has objects
\[ \text{Hom}_{\text{grA-Mod}}(P^i, N) = \text{Hom}_{\text{grA-Mod}}\left(\bigoplus_{j \geq i} P^i_j, N\right) \]
Since $N$ is pure of weight $n$ we see that $\text{Hom}_{\text{grA-Mod}}\left(\bigoplus_{j \geq i} P^i_j, N\right) = 0$ for $i > n$. Hence,
\[ \text{Ext}^{i}_{\text{grA-Mod}}(M, N) = 0 \]
for $i > n$.

Proposition 4.10. If $A$ is a Koszul monoid then, for any pure left $A$-module $M$ of weight $n$, we have $\text{Ext}^{i}_{\text{grA-Mod}}(A_0, M) = 0$ unless $i = n$.

Proof. Suppose that $A$ is a Koszul monoid. Then, by definition, $A_0$ admits a graded projective strict resolution of $A$-modules.
\[ \cdots \rightarrow P^2 \rightarrow P^1 \rightarrow P^0 \rightarrow A_0 \]
with each $P^i$ generated by its degree $i$ component over $A_0$. We see that $\text{Ext}^{i}_{\text{grA-Mod}}(A_0, M)$ is the $i^{th}$ cohomology object of the complex $\text{Hom}_{\text{grA-Mod}}(P^\bullet, M)$. But, since $P^i$ is generated by its degree $i$ component and $M$ is pure of weight $n$, so $M = M_n$, we see that all the terms in the complex $\text{Hom}_{\text{grA-Mod}}(P^\bullet, M)$ are zero other than $\text{Hom}_{\text{grA-Mod}}(P^n, M)$. Thus, $\text{Ext}^{i}_{\text{grA-Mod}}(A_0, M) = 0$ unless $i = n$.

Lemma 4.11. Suppose that there exists a graded projective strict exact sequence of $A$-modules
\[ P^i \xrightarrow{d^i} \cdots \rightarrow P^1 \xrightarrow{d^1} P^0 \xrightarrow{d^0} M \rightarrow 0 \]
such that $P^i$ is generated by its degree $i$ component over $A_0$. Then, if we let
\[ K^i := \text{Ker}(d^i : P^i \rightarrow \text{Im}(d^i)) \]
we have that
\[ \text{Ext}^{i+1}_{\text{grA-Mod}}(M, N) = \text{Hom}_{\text{grA-Mod}}(K^i, N) \]
for any pure $N \in \text{grA-Mod}$.

Proof. By dimension shifting, we see that there is an exact sequence
\[ 0 \rightarrow \text{Hom}_{\text{grA-Mod}}(P^i, N) \rightarrow \text{Hom}_{\text{grA-Mod}}(K^i, N) \rightarrow \text{Ext}^{i+1}_{\text{grA-Mod}}(M, N) \rightarrow 0 \]
Therefore,
\[ \text{Ext}^{i+1}_{\text{grA-Mod}}(M, N) = \text{Coker}(\text{Hom}_{\text{grA-Mod}}(P^i, N) \rightarrow \text{Hom}_{\text{grA-Mod}}(K^i, N)) \]
Now, since $P^i$ is generated by its degree $i$ component over $A_0$ and $K^i$ lives only in degrees $\geq i + 1$, we see that $\text{Hom}_{\text{grA-Mod}}(P^i, N) \rightarrow \text{Hom}_{\text{grA-Mod}}(K^i, N)$ is the zero map, and hence
\[ \text{Ext}^{i+1}_{\text{grA-Mod}}(M, N) \simeq \text{Hom}_{\text{grA-Mod}}(K^i, N) \]

Proposition 4.12. If $\text{Ext}^{i}_{\text{grA-Mod}}(A_0, A_0(n)) = 0$ unless $i = n$, then $A$ is a Koszul monoid.
Proof. We will construct a projective resolution $P^\bullet$ for $A_0$ using a similar method to Proposition 4.7. For $A$ to be Koszul, we want each of our modules $P^i$ to be generated in degree $i$ over $A_0$. As before, we can take $P^0 = A$. Suppose that the strict resolution in question is constructed up to degree $i$

$$P^i \xrightarrow{d^i} \ldots \xrightarrow{d^1} P^1 \xrightarrow{d^0} P^0 \xrightarrow{d^0} A_0 \to 0$$

with each $P^j$ a graded projective $A$-module generated by its degree $j$ component over $A_0$ and with $d^j$ a strict monomorphism in degree $j$. We consider $K^i := \text{Ker}(d^i : P^i \to \text{Im}(d^i))$. This is a projective left $A_0$-module living only in degrees $\geq i + 1$. Since $P^i$ is generated in degree $i$ and $A_0 \langle n \rangle$ is pure of weight $n$, we see that by Lemma 4.11,

$$\text{Ext}^{i+1}_{\text{gr}\text{-Mod}}(A_0, A_0 \langle n \rangle) = \text{Hom}_{\text{gr}\text{-Mod}}(K^i, A_0 \langle n \rangle)$$

which, by assumption, is zero for $i + 1 \neq n$. Hence, since $K^i$ lives only in degree $\geq i + 1$, $K^i$ is generated by its $(i + 1)^{th}$ component because $A$ is pre-Koszul. We take $P^{i+1}$ to be the graded projective $A$-module $A \otimes_{A_0} K^i_{i+1}$. There is clearly a strict epimorphism

$$A \otimes_{A_0} P^i_{i+1} = A \otimes_{A_0} A_0 \otimes_{A_0} K^i_{i+1} \simeq A \otimes_{A_0} K^i_{i+1} \xrightarrow{d^i} P^{i+1}$$

and therefore $P^{i+1}$ is generated by its $(i + 1)^{th}$ component. It is simple to check that we have strict exactness in degree $i + 1$.

\[\square\]

**Proposition 4.13.** $A$ is a Koszul monoid if and only if $\text{Ext}^i_{\text{gr}\text{-Mod}}(A_0, A_0 \langle n \rangle) = 0$ unless $i = n$.

**Proof.** This is clear from the two propositions above. \[\square\]

**Definition 4.14.** If $A$ is a Koszul monoid, we define the **Koszul complex** to be the sequence

$$\ldots \to P^3 \to P^2 \to P^1$$

constructed in Proposition 4.12. We note that this complex gives a resolution of $A_0$.

### 5. Quadratic Monoids

Analogous to quadratic rings, we would like a concept of a quadratic monoid in our category $\mathcal{E}$. We assert the existence of the tensor monoid using the following theorem.

**Theorem 5.1.** [16, Theorem VII.3.2] The forgetful functor $\text{Mon}(\mathcal{E}) \to \mathcal{E}$ has a left adjoint.

**Definition 5.2.** The **tensor monoid** $T(A)$ of a monoid $A$ in $\mathcal{E}$ is the graded monoid

$$T(A) = \bigoplus_{n=0}^\infty T_n(A) = \bigoplus_{n=0}^\infty A^\otimes n$$

with multiplication $\mu : T(A) \otimes T(A) \to T(A)$ determined by the canonical isomorphism

$$\mu_{i,j} : T_i(A) \otimes T_j(A) \to T_{i+j}(A)$$

The unit is the inclusion

$$\eta : T_0(V) \to T(V)$$

**Remark.** If $A$ is a monoid and $M$ is an $(A, A)$-bimodule, we can define the tensor module $T_A(M) = A \oplus M \oplus (M \otimes_A M) \oplus \ldots$. 
Example 5.3. Consider a positively graded monoid $A = \bigoplus_i A_i$ with $A_1$ projective over $A_0$. Then, $A_0$ admits a projective resolution $P^\bullet$

$$0 \to T_{A_0}(A_1) \otimes_{A_0} A_1 \to T_{A_0}(A_1) \to A_0 \to 0$$

with each $T_{A_0}(A_1)$-module $P^i$ projective and generated in degree $i$. Therefore, if $A_0$ satisfies the necessary conditions for $T_{A_0}(A_1)$ to be pre-Koszul, then $T_{A_0}(A_1)$ is Koszul.

Example 5.4. Suppose that $A$ is a monoid in $E$. The symmetric group $\Sigma_n$ acts on $T_n(A) = A^\otimes n$ by permutation as follows.

$$\sigma : T_n(A) \to T_n(A)$$

$$A^{(1)} \otimes_{A_0} \cdots \otimes_{A_0} A^{(n)} \to A^{\sigma(1)} \otimes_{A_0} \cdots \otimes_{A_0} A^{\sigma(n)}$$

Let $S_n(A)$ be the coequalizer of all the maps $\sigma$, for $\sigma \in \Sigma_n$. Then, the symmetric monoid on $A$, $S(A)$, can be defined to be

$$S(A) = \bigoplus_{n \geq 0} S_n(A)$$

Let $\wedge^n(A)$ be the coequalizer of all the maps $\text{sgn}(\sigma)\sigma$ for $\sigma \in \Sigma_n$. Then, the exterior monoid on $A$, $\wedge(A)$, is defined to be

$$\wedge(A) = \bigoplus_{n \geq 0} \wedge^n(A)$$

If $A$ is positively graded, we can consider $A_1$ as an $(A_0, A_0)$-bimodule. There is a canonical morphism

$$\pi : T_{A_0}(A_1) \to A$$

formed by ‘linearly’ extending the multiplication

$$\mu_i : A_1^\otimes A_0^i \to A$$

for all $i \in \mathbb{N}$. We make the following definition.

Definition 5.5. We say that $A$ is a quadratic monoid with quadratic data $(A_1, R)$ if $A$ is pre-Koszul, and there exists a strict graded epimorphism

$$\pi : T_{A_0}(A_1) \twoheadrightarrow A$$

such that there exists a strict epimorphism

$$T_{A_0}(A_1) \otimes_{A_0} R \otimes_{A_0} T_{A_0}(A_1) \twoheadrightarrow \text{Ker}(\pi)$$

with $R = K_2 := \text{Ker}(A_1 \otimes_{A_0} A_1 \to A_2)$.

Remark. We see that $A \simeq \text{Coker}(\text{Ker}(\pi) \to T_{A_0}(A_1))$ with $\text{Ker}(\pi)$ generated by $R$. By some abuse of notation, we denote this quadratic monoid by

$$A = T_{A_0}(A_1)/(R)$$

We note that $A$ is in some sense generated by $A_1$ over $A_0$ with relations of degree two.

Example 5.6. If the tensor monoid $T_{A_0}(A_1)$ is pre-Koszul, then it is quadratic. We may take $R = 0$ and see that there clearly exists a strict epimorphism $\pi : T_{A_0}(A_1) \to T_{A_0}(A_1)$ with zero kernel.
Lemma 5.7. Let $K = \ker(\pi)$. Then, $K$ is graded as a left $A_0$-module by
\[ K_i = \ker(\mu_i : A_1^{\otimes A_0} \to A_i) \]
and there exists a strict epimorphism
\[ \bigoplus_{j=0}^{i-2} A_1^{\otimes j} \otimes A_0 R \otimes A_0 A_1^{\otimes i-j-2} \twoheadrightarrow K_i \]
Moreover, for each $i \geq 0$,
\[ A_i \cong \coker(K_i \to A_1^{\otimes i}) \]
We now fix a positively graded pre-Koszul monoid $A$. We recall that there is a short strictly exact sequence
\[ 0 \to A_{>0} \xrightarrow{i} A \xrightarrow{\pi} A_0 \to 0 \]
Definition 5.8. $A$ is a quotient of $T_{A_0}(A_1)$ if there exists a strict epimorphism
\[ T_{A_0}(A_1) \twoheadrightarrow A \]
Lemma 5.9. If $A$ is a quotient of $T_{A_0}(A_1)$, then there exists a strict epimorphism
\[ A \otimes A_0 A_1 \twoheadrightarrow A_{>0} \]
given, in each degree $i > 0$, by the $(A_0, A_0)$-bimodule map
\[ \lambda_{i-1,1} : A_{i-1} \otimes A_0 A_1 \to A_i \]
Proof. It suffices to show that $\lambda_{i-1,1}$ is a strict epimorphism for each $i$. We see that the following diagram commutes
\[ \begin{array}{ccc}
A_{i-1} \otimes A_0 A_1 & \xrightarrow{\lambda_{i-1,1}} & A_i \\
A_1^{\otimes A_0} & \xrightarrow{\mu_i} & A_i \\
A_1^{\otimes A_0} & \xrightarrow{\mu_i} & A_i \\
\end{array} \]
and hence, since $\mu_i$ is a strict epimorphism, $\lambda_{i-1,1}$ is also a strict epimorphism by Proposition 2.6. \qed
Remark. We see that $A_{>0}$ is generated by $A_1$ over $A_0$.
Proposition 5.10. For any pure $M \in \text{grA-Mod}$, $\ext^1_{\text{grA-Mod}}(A_0, M) = \text{Hom}_{\text{grA-Mod}}(A_{>0}, M)$
Proof. We consider the graded projective strict exact sequence of $A$-modules $A \to A_0 \to 0$. We note that $A$ is generated by its degree 0 component over $A_0$ and $A_{>0} = \ker(A \to A_0)$. Therefore, by Lemma 4.11, we see that
\[ \ext^1_{\text{grA-Mod}}(A_0, M) = \text{Hom}_{\text{grA-mod}}(A_{>0}, N) \]
Corollary 5.11. If $\ext^1_{\text{grA-Mod}}(A_0, A_0\langle n \rangle) = 0$ unless $n = 1$, then there exists a strict epimorphism $A \otimes A_0 A_1 \to A_{>0}$. Moreover, $A$ is a quotient of $T_{A_0}(A_1)$.
Proof. Consider $A_0\langle n \rangle$ as a pure graded $A$-module of weight $n$. Using the previous proposition, we note that

$$\text{Ext}_\text{grA-Mod}^1(A_0, A_0\langle n \rangle) = \text{Hom}_\text{grA-Mod}(A_{>0}, A_0\langle n \rangle)$$

and hence

$$\text{Hom}_\text{grA-Mod}(A_{>0}, A_0\langle n \rangle) = 0$$

unless $n = 1$. Then, since $A$ is pre-Koszul, $A_{>0}$ is generated by its component in degree 1, so there exists a strict epimorphism

$$A \otimes_{A_0} A_1 \twoheadrightarrow A_{>0}$$

Hence, for each $i$, there exists a strict epimorphism

$$A_{i-1} \otimes_{A_0} A_1 \twoheadrightarrow A_i$$

For each $i > 0$, we can construct a chain of strict epimorphisms

$$A_1^{\otimes i} = (A_1 \otimes_{A_0} A_1) \otimes_{A_0} A_1^{\otimes i-2} \twoheadrightarrow A_2 \otimes A_1^{\otimes i-2} \twoheadrightarrow \ldots \twoheadrightarrow A_i$$

and hence there exists a strict epimorphism

$$T_{A_0}(A_1) \twoheadrightarrow A$$

□

Proposition 5.12. Suppose that $A$ is a quotient of $T_{A_0}(A_1)$. If $\text{Ext}_\text{grA-Mod}^2(A_0, A_0\langle n \rangle) = 0$ unless $n = 2$, then $A$ is a quadratic monoid.

Proof. It suffices to show that there is a strict epimorphism

$$T_{A_0}(A_1) \otimes_{A_0} R \otimes_{A_0} T_{A_0}(A_1) \twoheadrightarrow \text{Ker}(\pi)$$

where $R = K_2$. Let $K = \text{Ker}(\pi)$. We note that, since the 0th and 1st components of $T_{A_0}(A_1)$ are $A_0$ and $A_1$ respectively, then $K$ only exists in degree $\geq 2$. We have a strictly exact sequence

$$0 \to K \hookrightarrow T_{A_0}(A_1)_{>0} \xrightarrow{\pi} A \to A_0 \to 0$$

where $T_{A_0}(A_1)$ is a projective $A$-module generated by its degree 1 component over $A_0$. By Lemma 4.11,

$$\text{Ext}_\text{grA-Mod}^2(A_0, A_0\langle n \rangle) = \text{Hom}_\text{grA-Mod}(K, A_0\langle n \rangle)$$

Hence, $\text{Hom}_\text{grA-Mod}(K, A_0\langle n \rangle) = 0$ unless $n = 2$. Since $A$ is pre-Koszul, there exists a strict epimorphism

$$A \otimes_{A_0} K_2 \twoheadrightarrow K$$

Since there exists a strict epimorphism $T_{A_0}(A_1) \twoheadrightarrow A$ and strict epimorphisms are stable under composition by Proposition 2.5, there is a strict epimorphism

$$T_{A_0}(A_1) \otimes_{A_0} K_2 \otimes_{A_0} T_{A_0}(A_1) \twoheadrightarrow A \otimes_{A_0} K_2 \otimes_{A_0} A \twoheadrightarrow A \otimes_{A_0} K_2 \twoheadrightarrow K$$

where the second step follows by Proposition 3.8. □

The key result of this section is the following.

Corollary 5.13. Any Koszul monoid is quadratic.

Proof. Suppose $A$ is a Koszul monoid. Then, by Proposition 4.13, $\text{Ext}_\text{grA-Mod}^i(A_0, A_0\langle n \rangle) = 0$ unless $n = i$. Hence, $\text{Ext}_\text{grA-Mod}^i(A_0, A_0\langle n \rangle) = 0$ unless $n = 1$. Therefore, by Corollary 5.11, $A$ is a quotient of $T_{A_0}(A_1)$. Moreover, since $\text{Ext}_\text{grA-Mod}^2(A_0, A_0\langle n \rangle) = 0$ unless $n = 2$, then by Proposition 5.12, $A$ is a quadratic monoid. □
6. Dual Quadratic Monoids

6.1. Dual Objects. Suppose that $A$ is a positively graded monoid in $\mathcal{E}$ and that $M$ is a left $A_0$-module. We want to define the notion of a dual $A_0$-module, $M^\ast$. Indeed there are various notions of what a dual object should be in an arbitrary monoidal category. We make the following definition which explicitly constructs $M^\ast$ as an $A_0$-module. Our theory is closely related to the definition of a dual object from [10, Section 2.10]. Indeed our definition of the dual of a dualisable $A_0$-module corresponds exactly to their dual object in the monoidal category $A_0\text{-Mod}$.

**Definition 6.1.** The **left dual** $A_0$-module $M^\ast$ is defined to be

$$M^\ast := \underline{\text{Hom}}_{A_0\text{-Mod}}(M, A_0)$$

If $M$ is instead a right $A_0$-module, the **right dual** $A_0$-module $^\ast M$ is defined to be

$$^\ast M := \underline{\text{Hom}}_{\text{Mod-A_0}}(M, A_0)$$

**Remark.** We note that $A_0^\ast = \underline{\text{Hom}}_{A_0\text{-Mod}}(A_0, A_0) \simeq A_0$ by Lemma 1.27.

If $M$ is graded, we may define a grading on $M^\ast$ by

$$(M^\ast)_i = \underline{\text{Hom}}_{A_0\text{-Mod}}(M_{-i}; A_0) = (M_{-i})^\ast$$

By the internal hom adjunction, for any left $A_0$-module $M$ there is an isomorphism

$$\underline{\text{Hom}}_{A_0\text{-Mod}}(M^\ast \otimes A_0, A_0) \simeq \underline{\text{Hom}}_{A_0\text{-Mod}}(M^\ast, \underline{\text{Hom}}_{A_0\text{-Mod}}(M, A_0)) = \underline{\text{Hom}}_{A_0\text{-Mod}}(M^\ast, M^\ast)$$

**Definition 6.2.** We define the evaluation morphism $\text{ev}_M : M^\ast \otimes A_0 \to A_0$ to be the image of $id_{M^\ast}$ under the isomorphism

$$\underline{\text{Hom}}_{A_0\text{-Mod}}(M^\ast, M^\ast) \simeq \underline{\text{Hom}}_{A_0\text{-Mod}}(M^\ast \otimes A_0, A_0)$$

**Definition 6.3.** We say that an $(A_0, A_0)$-bimodule $M$ is **left dualisable** if $^\ast (M^\ast) \simeq M$ and there exists a coevaluation morphism $\text{coev}_M : A_0 \to M \otimes A_0 M^\ast$ such that the compositions

$$M \xrightarrow{\text{coev}_M \otimes A_0 id_M} (M \otimes A_0 M^\ast) \otimes A_0 M \xrightarrow{id_M \otimes A_0 \text{ev}_M} M \otimes A_0 (M^\ast \otimes A_0 M) \xrightarrow{id_M \otimes A_0 \text{ev}_M} M$$

and

$$M^\ast \xrightarrow{id_M \otimes A_0 \text{coev}_M} M^\ast \otimes A_0 (M \otimes A_0 M^\ast) \xrightarrow{id_M \otimes A_0 \text{coev}_M} M^\ast \otimes A_0 M^\ast \xrightarrow{\text{ev}_M \otimes A_0 id_{M^\ast}} M^\ast$$

are the identity morphisms.

**Remark.** We remark that if $M$ is an $(A_0, A_0)$-bimodule, then $M^\ast$ and $^\ast M$ are $(A_0, A_0)$-bimodules.

**Remark.** We say that an $(A_0, A_0)$-bimodule $M$ is **right dualisable** if $(^\ast M)^\ast \simeq M$ and there exists a coevaluation morphism $\text{coev}_M : A_0 \to A_0 \otimes M^\ast$ satisfying similar conditions to above, with the evaluation morphism defined to be $\text{ev}_M : M \otimes A_0 ^\ast M \to A_0$.

**Example 6.4.** We note that when $A_0 = k$ is a field, the dualisable modules are precisely the finite dimensional vector spaces. When $A_0$ is a semisimple ring, the dualisable modules are precisely the finitely generated ones.

We now prove a few important propositions.
Proposition 6.5. Suppose that $M$ is a left dualisable $(A_0, A_0)$-bimodule, $N_1$ is an $(A_0, A_0)$-bimodule and $N_2$ is a left $A_0$-module, then we have

$$\text{Hom}_{A_0^\text{-Mod}}(N_1 \otimes_{A_0} M, N_2) \simeq \text{Hom}_{A_0^\text{-Mod}}(N_1, M^* \otimes_{A_0} N_2)$$

Proof. This isomorphism is induced by the isomorphism

$$N_1 \simeq N_1 \otimes_{A_0} A_0 \xrightarrow{id_{N_1} \otimes_{A_0} \text{coev}_M} N_1 \otimes_{A_0} M \otimes_{A_0} M^* \to N_2 \otimes_{A_0} M^* \xrightarrow{\text{Hom}_{N_2}(M^*, -)} M^* \otimes_{A_0} N_2$$

We note that we can work with the internal hom in this way using Proposition 1.9.

□

Proposition 6.6. For a left dualisable $(A_0, A_0)$-bimodule $M$ and a left $A_0$-module $N$, we have

$$M^* \otimes_{A_0} N \simeq \text{Hom}_{A_0^\text{-Mod}}(M, N)$$

Proof. Indeed, by Propositions 6.5 and 1.27, and the internal hom adjunction,

$$\text{Hom}_{A_0^\text{-Mod}}(M, N) \simeq \text{Hom}_{A_0^\text{-Mod}}(A_0, \text{Hom}_{A_0^\text{-Mod}}(M, N))$$

$$\simeq \text{Hom}_{A_0^\text{-Mod}}(A_0 \otimes_{A_0} M, N)$$

$$\simeq \text{Hom}_{A_0^\text{-Mod}}(A_0, M^* \otimes_{A_0} N)$$

$$\simeq M^* \otimes_{A_0} N$$

□

Corollary 6.7. For a right dualisable $(A_0, A_0)$-bimodule $M$ and a left $A_0$-module $N$ we have

$$M \otimes_{A_0} N \simeq \text{Hom}_{A_0^\text{-Mod}}(M, N)$$

Proof. Indeed, since $^*M$ is a left dualisable $(A_0, A_0)$-bimodule, applying the previous proposition we obtain

$$M \otimes_{A_0} N \simeq (^*M)^* \otimes_{A_0} N \simeq \text{Hom}_{A_0^\text{-Mod}}(M, N)$$

□

Corollary 6.8. Suppose that $M$ is a left $(A_0, A_0)$-bimodule and $N$ is a left dualisable $(A_0, A_0)$-bimodule. Then

$$(M \otimes_{A_0} N)^* \simeq N^* \otimes_{A_0} M^*$$

Further, if $M$ is left dualisable, then $M \otimes_{A_0} N$ is left dualisable.

Proof. We have that, by Proposition 1.29.

$$(M \otimes_{A_0} N)^* := \text{Hom}_{A_0^\text{-Mod}}(M \otimes_{A_0} N, A_0) \simeq \text{Hom}_{A_0^\text{-Mod}}(N, \text{Hom}_{A_0^\text{-Mod}}(M, A_0))$$

$$\simeq \text{Hom}_{A_0^\text{-Mod}}(N, M^*)$$

and since $N \simeq (^*N)$ then, by Proposition 6.5,

$$\simeq N^* \otimes_{A_0} M^*$$

Now suppose that $M$ is dualisable. We define the coevaluation

$$\text{coev}_{M \otimes_{A_0} N} : A_0 \to (M \otimes_{A_0} N) \otimes_{A_0} (M \otimes_{A_0} N)^*$$

as the composition

$$A_0 \xrightarrow{\text{coev}_M} M \otimes_{A_0} M^* \simeq M \otimes_{A_0} A_0 \otimes_{A_0} M^* \xrightarrow{id_M \otimes_{A_0} \text{coev}_N \otimes_{A_0} id_{M^*}}$$

$$\to M \otimes_{A_0} N \otimes_{A_0} N^* \otimes_{A_0} M^* \simeq (M \otimes_{A_0} N) \otimes_{A_0} (M \otimes_{A_0} N)^*$$

□
We can easily check that this is compatible with the evaluation morphism
\[ ev_{M \otimes A_0 N} : (M \otimes A_0 N)^* \otimes_{A_0} (M \otimes A_0 N) \to A_0 \]
which can be written as the composition
\[
(M \otimes A_0 N)^* \otimes_{A_0} (M \otimes A_0 N) \simeq N^* \otimes_{A_0} (M^* \otimes_{A_0} M) \otimes_{A_0} N \xrightarrow{id_N^* \otimes ev_M \otimes A_0 \cdot id_N} N^* \otimes_{A_0} N \xrightarrow{ev_N} A_0
\]

**Proposition 6.9.** If \( M = \bigoplus_{i \in I} M_i \) is a finite direct sum of left dualisable \((A_0, A_0)\)-bimodules then
\[ M^* \simeq \bigoplus_{i \in I} M_i^* \]

**Proof.** We note that, since the internal hom functor preserves finite coproducts in \( A_0 \text{-Mod} \),
\[ M^* := \text{Hom}_{A_0 \text{-Mod}}(M, A_0) = \text{Hom}_{A_0 \text{-Mod}}(\bigoplus_{i \in I} M_i, A_0) \]
\[ \simeq \bigoplus_{i \in I} \text{Hom}_{A_0 \text{-Mod}}(M_i, A_0) \]
\[ = \bigoplus_{i \in I} M_i^* \]

**Definition 6.10.** Suppose that \( M \) is a left dualisable \((A_0, A_0)\)-bimodule and \( N \) is a left \( A_0 \)-module. If \( f : M \to N \) is a left \( A_0 \)-module map we define the **left dual map** \( f^* : N^* \to M^* \) to be the map
\[
N^* \xrightarrow{id_N^* \otimes_{A_0} \text{coev}_M} N^* \otimes (M \otimes_{A_0} M^*) \xrightarrow{\text{coev}_M} (N^* \otimes_{A_0} M) \otimes_{A_0} M^* \\
(\text{coev}_N \otimes_{A_0} f) \otimes_{A_0} \text{id}_{M^*} \xrightarrow{\text{id}_{N^*} \otimes_{A_0} \text{coev}_M} (N^* \otimes_{A_0} N) \otimes_{A_0} M^* \xrightarrow{ev_N \otimes_{A_0} \text{id}_{M^*}} M^*
\]

We note that this map makes the following diagrams commute
\[
\begin{array}{ccc}
N^* \otimes_{A_0} M & \xrightarrow{f^* \otimes_{A_0} \text{id}_{M^*}} & M^* \otimes_{A_0} M \\
\downarrow \text{id}_{N^*} \otimes_{A_0} f & & \downarrow \text{ev}_M \\
N^* \otimes_{A_0} N & \xrightarrow{ev_N} & A_0 \\
\end{array}
\quad
\begin{array}{ccc}
A_0 & \xrightarrow{\text{coev}_M} & M \otimes_{A_0} M^* \\
\downarrow \text{coev}_N & & \downarrow \text{id}_{N^*} \otimes_{A_0} f \otimes_{A_0} \text{id}_{M^*} \\
N \otimes_{A_0} N & \xrightarrow{id_N \otimes_{A_0} f} & N^* \otimes_{A_0} M^*
\end{array}
\]

**Remark.** We remark that if \( f \) is strict, then so is \( f^* \), being a composition of strict maps.

We state without proof the following easy propositions.

**Proposition 6.11.** Suppose that \( N \) and \( M \) are left dualisable. If \( f : M \to N \) is a left \( A_0 \)-module map, then \((f^*)^* \simeq f \).

We will call any \( f \) satisfying this condition **left dualisable**. Similarly, any \( f \) such that \((f^*)^* \simeq f \) is **right dualisable**.

**Proposition 6.12.** Suppose that \( f : M \to N \) and \( g : L \to M \) are left dualisable \( A_0 \)-module maps between \((A_0, A_0)\)-bimodules, then \((f \circ g)^* = g^* \circ f^* \).
Proposition 6.13. Suppose that $f : M \rightarrow N$ is a left dualisable epimorphism of $(A_0, A_0)$-bimodules, then $f^* : N^* \rightarrow M^*$ is a monomorphism on right dualisable maps. Similarly, if $f$ is a monomorphism, then $f^*$ is an epimorphism on right dualisable maps.

Proof. Suppose that $f$ is an epimorphism, and that we have two right dualisable maps $g_1, g_2 : L \rightarrow N^*$ of $(A_0, A_0)$-bimodules such that $f^* \circ g_1 = f^* \circ g_2$. Then, $(f^* \circ g_1) = (f^* \circ g_2)$, and hence $g_1 \circ f = g_2 \circ f$. Since $f$ is an epimorphism, $g_1 = g_2$, and hence $g_1 \simeq (g_1)^* = (g_2)^* \simeq g_2$. Therefore, $f^*$ is a monomorphism. The other claim follows similarly. \hfill \Box

Proposition 6.14. Suppose that $A_0$ is injective as a module over itself. Suppose that we have a map $f : M \rightarrow N$ between a left dualisable $(A_0, A_0)$-bimodule $M$ and a left $A_0$-module $N$. Then, 

$$\text{Ker}(f^*) \simeq \text{Coker}(f)^* \quad \text{and} \quad \text{Ker}(f)^* \simeq \text{Coker}(f^*)$$

Proof. Consider the strictly exact sequence

$$0 \rightarrow \text{Ker}(f) \rightarrow M \xrightarrow{f} N \rightarrow \text{Coker}(f) \rightarrow 0$$

If we apply the functor $\text{Hom}_{A_0\text{-Mod}}(-, A_0)$, which is strictly exact by Proposition 2.24, we obtain the strictly exact sequence

$$0 \rightarrow \text{Coker}(f)^* \rightarrow N^* \xrightarrow{f^*} M^* \rightarrow \text{Ker}(f)^* \rightarrow 0$$

and so our result follows. \hfill \Box

For the rest of this subsection we will assume that $A_0$ is injective as a module over itself.

Proposition 6.15. If $N$ is instead a right $A_0$-module and $M$ is right dualisable, then $\text{Ker}(f^*) \simeq \text{Coker}(f)$ and $\text{Ker}(f)^* \simeq \text{Coker}(f^*)$.

Corollary 6.16. If $f : M \rightarrow N$ is a map between left dualisable $(A_0, A_0)$-bimodules $M$ and $N$, then $\text{Ker}(f)$ is a left dualisable $(A_0, A_0)$-bimodule.

Proof. We first note that $\text{Ker}(f^*) \simeq \text{Coker}(f) \simeq \text{Ker}(f^*)$ \simeq $\text{Ker}(f)$ using Propositions 6.14 and 6.15. Let $K = \text{Ker}(f)$. We define a coevaluation map $\text{coev}_K : A_0 \rightarrow K \otimes_{A_0} K^*$ as follows. We note that $K^* \simeq \text{Coker}(f^*)$ by Proposition 6.15. Denote by $i$ the inclusion map $K \hookrightarrow M$ and by $\pi$ the cokernel map $M \rightarrow \text{Coker}(f^*) \simeq K^*$. Consider the composition

$$A_0 \xrightarrow{\text{coev}_M} M \otimes_{A_0} M^* \xrightarrow{id_M \otimes A_0 \pi} M \otimes_{A_0} \text{Coker}(f^*)$$

We note that the following diagram commutes

$$
\begin{array}{ccc}
A_0 & \xrightarrow{\text{coev}_M} & M \otimes_{A_0} M^* \\
\downarrow{\text{coev}_N} & & \downarrow{f \otimes_{A_0} id_{M^*}} \\
N \otimes_{A_0} N^* & \xrightarrow{id_N \otimes_{A_0} f^*} & N \otimes_{A_0} M^* \\
\end{array}
\xrightarrow{id_N \otimes A_0 \pi} 
\begin{array}{ccc}
M \otimes_{A_0} M^* & \xrightarrow{id_M \otimes_{A_0} f^*} & M \otimes_{A_0} \text{Coker}(f^*) \\
\end{array}
\xrightarrow{id_N \otimes A_0 \pi} 
$$

and hence we see that

$$(f \otimes_{A_0} id_{K^*}) \circ (id_M \otimes_{A_0} \pi) \circ \text{coev}_M = (id_N \otimes_{A_0} \pi) \circ (id_N \otimes_{A_0} f^*) \circ \text{coev}_N = 0$$

since $\pi \circ f^* = 0$. Therefore, by the universal property of the kernel, there exists a map $\text{coev}_K : A_0 \rightarrow \text{Ker}(f) \otimes_{A_0} \text{Coker}(f^*) \simeq K \otimes_{A_0} K^*$.
such that \((\iota \otimes_{A_0} id_{K^*}) \circ \text{coev}_K = (id_M \otimes_{A_0} \pi) \circ \text{coev}_M\). We note that the evaluation map

\(ev_K : K^* \otimes_{A_0} K \to A_0\) exists and satisfies

\[ ev_K \circ (\pi \otimes_{A_0} id_K) = ev_M \circ (id_{M^*} \otimes_{A_0} \iota). \]

We check that this coevaluation is compatible with the evaluation. Indeed,

\[
\iota \circ (id_K \otimes_{A_0} ev_K) \circ a_{K,K^*,K} \circ (\text{coev}_K \otimes_{A_0} id_K)
= (\iota \otimes_{A_0} ev_K) \circ a_{K,K^*,K} \circ (\text{coev}_K \otimes_{A_0} id_K)
= (id_M \otimes_{A_0} ev_K) \circ a_{M,K^*,K} \circ ((\iota \otimes_{A_0} id_K^*) \otimes_{A_0} id_K) \circ (\text{coev}_K \otimes_{A_0} id_K)
\]

and since \((\iota \otimes_{A_0} id_K^*) \circ \text{coev}_K = (id_M \otimes_{A_0} \pi) \circ \text{coev}_M\), we have

\[
(id_M \otimes_{A_0} ev_K) \circ a_{M,K^*,K} \circ ((id_M \otimes_{A_0} \pi) \otimes_{A_0} id_K) \circ (\text{coev}_M \otimes_{A_0} id_K)
\]

and since \(ev_K \circ (\pi \otimes_{A_0} id_K) = ev_M \circ (id_{M^*} \otimes_{A_0} \iota)\),

\[
(id_M \otimes_{A_0} ev_M) \circ a_{M,M^*,M} \circ (id_M \otimes_{A_0} (id_{M^*} \otimes_{A_0} \iota)) \circ (\text{coev}_M \otimes_{A_0} id_K)
= (id_M \otimes_{A_0} ev_M) \circ a_{M,M^*,M} \circ (\text{coev}_M \otimes_{A_0} id_M) \circ \iota
\]

using the compatibility of \(ev_M\) and \(\text{coev}_M\),

\[
= id_M \circ \iota
= \iota \circ id_K
\]

Therefore, as \(\iota\) is a monomorphism, we get that

\[
(id_K \otimes_{A_0} ev_K) \circ a_{K,K^*,K} \circ (\text{coev}_K \otimes_{A_0} id_K) = id_K
\]

The other compatibility condition follows similarly. Hence, \(\text{Ker}(f)\) is left dualisable.

\[\square\]

**Corollary 6.17.** If \(f : M \to N\) is a map between left dualisable \((A_0, A_0)\)-bimodules \(M\) and \(N\), then \(\text{Coker}(f)\) is a left dualisable \((A_0, A_0)\)-bimodule.

**Proof.** This follows using a similar proof to the previous proposition. \[\square\]

### 6.2. Dual Quadratic Monoids.

**Definition 6.18.** We will say that a positively graded monoid \(A\) is **left dualisable** if each \(A_i\) is a left dualisable \((A_0, A_0)\)-bimodule.

Suppose that \(A\) is a left dualisable quadratic monoid with quadratic data \((A_1, R)\). We note that \(R = K_2\) is a left dualisable \((A_0, A_0)\)-bimodule by Corollary 6.16. If we dualise the strict monomorphism

\[
\iota : R \hookrightarrow A_1 \otimes_{A_0} A_1
\]

we obtain a map

\[
\iota^* : A_1^* \otimes_{A_0} A_1^* \simeq (A_1 \otimes_{A_0} A_1)^* \to R^*
\]

**Definition 6.19.** The **left orthogonal \(A_0\)-submodule** \(R^\perp\) is the kernel of the map

\[
\iota^* : A_1^* \otimes_{A_0} A_1^* \to R^*
\]

**Definition 6.20.** Suppose that \(A\) is a left dualisable quadratic monoid \((A_1, R)\). We say that a positively graded pre-Koszul monoid \(A^1\) is the **left dual quadratic monoid** of \(A\) if

\[
A^1 \simeq T_{A_0}(A_1^*)/(R^\perp)
\]

where we use the notation of Definition 5.5.
Remark. In this paper, we will not explore under which conditions $A^!$ exists and is pre-Koszul. It may be more tempting to define, for a Koszul monoid $A$, the dual Koszul monoid to be $A^! = \text{Ext}_{A_0\text{-Mod}}(A_0, A_0)$ but we will not explore this approach in this paper.

Spelling this out, there exists a strict epimorphism $\pi^!: T_{A_0}(A_1^*) \to A^!$ with a strict epimorphism

$$T_{A_0}(A_1^*) \otimes_{A_0} R^! \otimes_{A_0} T_{A_0}(A_1^*) \twoheadrightarrow \ker(\pi^!)$$

Example 6.21. If we once again consider the quadratic tensor monoid $T_{A_0}(A_1)$, we see that $R^! = \ker(A_1^* \otimes_{A_0} A_1^* \to 0) \simeq A_1^* \otimes_{A_0} A_1^*$. Therefore,

$$A^! = \text{Coker}(T_{A_0}(A_1^*) \otimes_{A_0} R^! \otimes_{A_0} T_{A_0}(A_1^*) \hookrightarrow T_{A_0}(A_1^*)) \simeq A_0 \oplus A_1^!$$

Example 6.22. Suppose that $E$ is enriched over the category of $\mathbb{Q}$-vector spaces and that $A$ is a pre-Koszul monoid. We can show that the symmetric and exterior monoids $S_{A_0}(A_1)$ and $\wedge_{A_0}(A_1)$ are Koszul monoids. In particular, if $A$ is left dualisable, the quadratic dual of $S_{A_0}(A_1)$ is $\wedge_{A_0}(A_1^*)$. This will be detailed in a future paper.

If $A$ is instead a right dualisable quadratic monoid, we can define the right orthogonal $A_0$-submodule $\perp R$ to be the kernel of the map

$${}_*l : {}_*A_1 \otimes_{A_0} {}_*A_1 \to {}_*R$$

The right dual quadratic monoid is then a positively graded pre-Koszul monoid with presentation

${}_*A \simeq T_{A_0}(*_A)/(\perp R)$

Now, suppose that $A$ is a left dualisable quadratic monoid with left dual quadratic monoid $A^!$.

Lemma 6.23. We have $\perp(R^!) \simeq R$.

Proof. Indeed,

$$(\perp R^!) = \ker({}_*A_1^* \otimes_{A_0} {}_*A_1^* \to {}_*((\perp R^!)))$$

$$\simeq \ker(A_1 \otimes_{A_0} A_1 \to {}_*((\perp R^!)))$$

$$= \ker(A_1 \otimes_{A_0} A_1 \to {}_*\ker(A_1^* \otimes_{A_0} A_1^* \to R^*))$$

Now, by Proposition 6.15,

$$\simeq \ker(A_1 \otimes_{A_0} A_1 \to \operatorname{Coker}(R \hookrightarrow A_1 \otimes_{A_0} A_1))$$

$$\simeq \operatorname{Im}(R \hookrightarrow A_1 \otimes_{A_0} A_1)$$

$$\simeq R$$

□

Proposition 6.24. $^!(A^!) \simeq A$.

Proof. This follows immediately using that $A_1$ is dualisable and Lemma 6.23. □

Lemma 6.25. $A_1^! \simeq A_1^*$.

Proof. We note that $K_1^! = 0$, and hence the strict epimorphism $A_1^* \to A_1^!$ is an isomorphism. □
We have the following results, similar to the ones stated in the previous section.

**Lemma 6.26.** We let $K^i = \text{Ker}(\pi^i)$. Then, $K^i$ is graded as a left $A_0$-module by

$$K^i = \text{Ker}((A_1^i)^{\otimes i} \rightarrow A^i_1)$$

and there exists a strict epimorphism

$$\bigoplus_{j=0}^{i-2} (A_1^i)^{\otimes j} \otimes_{A_0} R_1 \otimes_{A_0} (A_1^i)^{\otimes (i-j-2)} \twoheadrightarrow K^i$$

Moreover, for each $i \geq 0$,

$$A^i_1 \simeq \text{Coker}(K^i_1 \rightarrow (A_1^i)^{\otimes i})$$

**Proposition 6.27.** $A^1$ is right dualisable.

**Proof.** We will show that each $A^i_1$ is a right dualisable $(A_0, A_0)$-bimodule. Indeed, we note that $(A_1^i)^{\otimes i}$ is right dualisable using Proposition 6.8 and the fact that $A_1$ is left dualisable. We can apply Corollary 6.16 to show that $R_1$, being the kernel of right dualisable objects, is right dualisable. Hence, since $A^i_1$ is isomorphic to a cokernel of right dualisable objects, it is right dualisable by Corollary 6.17. □

**Proposition 6.28.** We have

$$\ast (A^i_1) \simeq \perp (K^i_1)$$

**Proof.** Indeed, using Proposition 6.15,

$$\ast (A^i_1) \simeq \ast \text{Coker}(K^i_1 \rightarrow (A_1^i)^{\otimes i})$$

$$\simeq \text{Ker}(A_1^{\otimes i} \rightarrow \ast (K^i_1))$$

$$\simeq \perp (K^i_1)$$

□

**Proposition 6.29.** Define $P_i$ to be the pullback of all the monomorphisms

$$A_1^{\otimes j} \otimes_{A_0} R \otimes_{A_0} A_1^{\otimes (i-j-2)} \hookrightarrow A_1^{\otimes i}$$

where $j$ ranges from 0 to $i - 2$. Then, there exists an isomorphism

$$P_i \simeq \perp (K^i_1) \simeq \ast (A^i_1)$$

for each $i$.

**Proof.** There exists a strict epimorphism of right dualisable $(A_0, A_0)$-bimodules

$$\bigoplus_{j=0}^{i-2} (A_1^i)^{\otimes j} \otimes_{A_0} R_1 \otimes_{A_0} (A_1^i)^{\otimes (i-j-2)} \twoheadrightarrow K^i$$

Dualising this map we obtain, by Proposition 6.13, a strict monomorphism

$$\ast (K^i_1) \hookrightarrow \bigoplus_{j=0}^{i-2} A_1^{\otimes j} \otimes_{A_0} \ast (R_1) \otimes_{A_0} A_1^{\otimes (i-j-2)}$$

We know that $\perp (K^i_1) = \text{Ker}(A_1^{\otimes i} \rightarrow \ast (K^i_1))$. Hence,

$$\perp (K^i_1) = \text{Ker}\left( A_1^{\otimes i} \rightarrow \bigoplus_{j=0}^{i-2} A_1^{\otimes j} \otimes_{A_0} \ast (R_1) \otimes_{A_0} A_1^{\otimes (i-j-2)} \right)$$
To show that $P_1 \simeq \perp(K_1^1)$, it suffices to show that $P_1$ is also the kernel of this map. Now, since $^*(R^\perp) \simeq \text{Coker}(\iota : R \hookrightarrow A_1 \otimes_{A_0} A_1)$ we see that the map

$$P_1 \rightarrow A_1^{\otimes i} \rightarrow \bigoplus_{j=0}^{i-2} A_1^{\otimes j} \otimes_{A_0} (R^\perp) \otimes_{A_0} A_1^{\otimes(i-j-2)}$$

is zero since, by definition of the pullback, it factors through $A_1^{\otimes j} \otimes_{A_0} R \otimes_{A_0} A_1^{\otimes(i-j-2)}$ for all $0 \leq j \leq i - 2$.

Now, suppose that we have an object $W$ such that the map

$$W \rightarrow A_1^{\otimes i} \rightarrow \bigoplus_{j=0}^{i-2} A_1^{\otimes j} \otimes_{A_0} (R^\perp) \otimes_{A_0} A_1^{\otimes(i-j-2)}$$

is zero. We see that, since the composite $R \hookrightarrow A_1 \otimes_{A_0} A_1 \rightarrow A_2$ is zero, there exists a map $^*(R^\perp) \rightarrow A_2$ such that the following diagram commutes

$$A_1 \otimes_{A_0} A_1 \rightarrow \rightarrow A_2$$

and hence the following diagram commutes

$$A_1^{\otimes i} \rightarrow A_1^{\otimes j} \otimes_{A_0} (R^\perp) \otimes_{A_0} A_1^{\otimes(i-j-2)} \rightarrow A_1^{\otimes j} \otimes_{A_0} A_2 \otimes_{A_0} A_1^{\otimes(i-j-2)}$$

The map

$$W \rightarrow A_1^{\otimes i} \rightarrow A_1^{\otimes j} \otimes_{A_0} A_2 \otimes_{A_0} A_1^{\otimes(i-j-2)}$$

is therefore zero since it factors through the zero map

$$W \rightarrow A_1^{\otimes j} \otimes_{A_0} (R^\perp) \otimes_{A_0} A_1^{\otimes(i-j-2)}$$

Since $R = K_2 = \text{Ker}(A_1 \otimes_{A_0} A_1 \hookrightarrow A_2)$, there exists a map

$$W \rightarrow A_1^{\otimes j} \otimes_{A_0} R \otimes_{A_0} A_1^{\otimes(i-j-2)}$$

such that the following diagram commutes

$$A_1^{\otimes j} \otimes_{A_0} R \otimes_{A_0} A_1^{\otimes(i-j-2)} \rightarrow A_1^{\otimes i}$$

Hence, since, for each $0 \leq j \leq i - 2$, all the maps

$$W \rightarrow A_1^{\otimes j} \otimes_{A_0} R \otimes_{A_0} A_1^{\otimes(i-j-2)} \rightarrow A_1^{\otimes i}$$

are zero, we have the desired kernel.
are equal, then by definition of the pullback there exists a map $W \to P_i$ such that the following diagram commutes for all $0 \leq j \leq i - 2$,

$$
\begin{array} {c}
P_i & \longrightarrow & A_1^{\otimes j} \otimes_{A_0} R \otimes_{A_0} A_1^{\otimes (i-j-2)} & \longrightarrow & A_1^{\otimes i} \\
& & \uparrow & \longrightarrow & \bigoplus_{j=0}^{i-2} A_1^{\otimes j} \otimes_{A_0} \ast (R^\perp) \otimes_{A_0} A_1^{\otimes (i-j-2)} \\
W & \rightarrow & & &
\end{array}
$$

Therefore, $P_i$ is indeed a kernel of the map $A_1^{\otimes i} \to \bigoplus_{j=0}^{i-2} A_1^{\otimes j} \otimes_{A_0} \ast (R^\perp) \otimes_{A_0} A_1^{\otimes (i-j-2)}$ so, by the uniqueness of the kernel

$$P_i \simeq \bot (K^i_1)$$

\[\square\]

7. The Koszul Complex

Suppose that $A$ is a left dualisable quadratic monoid $(A_1, R)$. Suppose further that the dual quadratic monoid exists, and denote it by $A^!$. For each $i \geq 0$, we let $K^i$ be the $A$-module

$$K^i = A \otimes_{A_0} \ast (A^i_1)$$

We note that this module lives only in degree $\geq i$.

**Proposition 7.1.** $K^i$ is a projective $A$-module.

**Proof.** We want to show that the functor

$$\text{Hom}_{A\text{-Mod}}(A \otimes_{A_0} \ast (A^i_1), -) : A\text{-Mod} \to \text{Ab}$$

maps strict epimorphisms to surjections. Indeed, we note that $A^i_1$ is right dualisable, and hence $(\ast (A^i_1))^\ast \simeq A^i_1$. Therefore, by Proposition 6.5,

$$\text{Hom}_{A\text{-Mod}}(A \otimes_{A_0} \ast (A^i_1), -) \simeq \text{Hom}_{A\text{-Mod}}(A, (\ast (A^i_1))^\ast \otimes_{A_0} -)$$

$$\simeq \text{Hom}_{A\text{-Mod}}(A, A^i_1 \otimes_{A_0} -)$$

We note that $A^i_1 \otimes_{A_0} -$ maps strict epimorphisms to strict epimorphisms since it is right exact. The claim follows since $A$ is a projective $A$-module, and therefore $\text{Hom}_{A\text{-Mod}}(A, -)$ maps strict epimorphisms to surjections. \[\square\]

We consider the map

$$\mu^i_{1,1} : A^i_1 \otimes_{A_0} A^i_1 \to A^i_{i+1}$$

which is the multiplication map on $A^i_1$. Dualising, we obtain a map

$$\ast \mu^i_{1,1} : \ast (A^i_{i+1}) \to \ast (A^i_1) \otimes_{A_0} \ast (A^i_1) \simeq A_1 \otimes_{A_0} \ast (A^i_1)$$

When tensored with $A$, this gives a map

$$K^{i+1} = A \otimes_{A_0} \ast (A^i_{i+1}) \xrightarrow{id_A \otimes_{A_0} \ast \mu^i_{1,1}} A \otimes_{A_0} A_1 \otimes_{A_0} \ast (A^i_1) \xrightarrow{\mu \otimes_{A_0} id_{\ast (A^i_1)}} A \otimes_{A_0} \ast (A^i_1) = K^i$$
Corollary 7.7. which is a strict monomorphism by the previous corollary. □

Hence, the map \( d^i \). For each \( i \), we will denote by \( d^i \) and \( Z^i \). We let

\[
Z^i = \text{Ker}(d^i : K^i \to K^{i-1}) \\
B^i = \text{Im}(d^{i+1} : K^{i+1} \to K^i)
\]

Lemma 7.2. We have \( d^i \circ d^{i+1} = 0 \).

Proof. Since the kernel of \( \pi^i : T_{A_0}(A^i_1) \to A^i \) is generated by the relations of degree two, then we see that the two multiplications in the composition \( d^i \circ d^{i+1} \) send \( K^{i+1} \) to zero in \( K^{i-1} \). □

Definition 7.3. The Koszul complex \( K^* \) of \( A \) is the complex

\[
K^* = \ldots A \otimes_{A_0}^* (A_2^i) \to A \otimes_{A_0}^* (A_1^i) \to A
\]

with differentials \( d^{i+1} : K^{i+1} \to K^i \) defined as above.

We note that the objects of the Koszul complex are graded with components

\[
K^i_j = A_{j-i} \otimes_{A_0}^* (A_1^i)
\]

Each \( K^i \) is projective as an \( A \)-module and is generated by its degree \( i \) component over \( A_0 \) since \( K^i_0 = A_0 \otimes_{A_0}^* (A_1^i) \). We will show in this section that \( A \) is a Koszul monoid if and only if this complex provides a resolution of \( A_0 \).

Proposition 7.4. For all \( i \geq 0 \), the multiplication map \( \mu^i_{1,1} : A_1^i \otimes_{A_0} A_1^i \to A_1^{i+1} \) is a strict epimorphism.

Proof. This follows directly from Lemma 5.9 since \( A^i_1 \) is a quotient of \( T_{A_0}(A^i_1) \). □

Corollary 7.5. The right dual map \( \mu^i_{1,1} : \mu^i_{1,1} \to \mu^i_{1,1} \) is a strict monomorphism.

Proof. This follows from Proposition 6.13. □

Proposition 7.6. The \((i+1)\)-th component of the graded map \( d^{i+1} : K^{i+1} \to K^i \) is a strict monomorphism.

Proof. We note that

\[
K^{i+1}_{i+1} = A_0 \otimes_{A_0}^* (A_{i+1}^i) \simeq (A_{i+1}^i)
\]

and

\[
K^i_{i+1} = A_1 \otimes_{A_0}^* (A_i^i)
\]

Hence, the map \( d^i_{i+1} \) is equivalent to the map

\[
\mu^i_{1,1} : \mu^i_{1,1} \to A_1 \otimes_{A_0}^* (A_i^i)
\]

which is a strict monomorphism by the previous corollary. □

Corollary 7.7. \( B^i_{i+1} \) is a strict monomorphism.

Corollary 7.8. For each \( i \geq 0 \), \( Z^i \) lives only in degrees \( \geq i + 1 \).

Proof. We note that \( K^i_j = 0 \) for \( j < i \), and hence \( Z^i_j = 0 \) for \( j < i \). By Proposition 7.6, \( Z^i_i = 0 \), and our result follows. □
Lemma 7.9. If there exist monomorphisms $\iota : X \to Y$ and $\iota' : Z \to Y$, along with maps $f : Z \to X$ and $g : X \to Z$ such that the following diagram commutes

$$
\begin{array}{ccc}
X & \xrightarrow{\iota} & Y \\
\downarrow{f} & & \downarrow{g} \\
Z & \xrightarrow{\iota'} & Y
\end{array}
$$

commutes, then $f$ is an isomorphism.

Proof. Indeed we have that $\iota \circ f = \iota'$ and $\iota' \circ g = \iota$. Hence, $\iota \circ (f \circ g) = \iota' \circ g = \iota$ and, since $\iota$ is a monomorphism, we have that $f \circ g = id_X$. Similarly $\iota' \circ (g \circ f) = \iota \circ f = \iota'$ and, since $\iota'$ is a monomorphism, we have that $g \circ f = id_Z$. \qed

We note that

$$Z^i_{i+1} = \ker(d^i_{i+1} : A_1 \otimes_{A_0} (A^1_i) \to A_2 \otimes_{A_0} (A^1_{i-1}))$$

Proposition 7.10. $Z^i_{i+1} \simeq (A^1_i)_{i+1}$.

Proof. We first note that, since $d^i_{i+1} \circ d^i_{i+1} = 0$ by Proposition 7.2, there exists a map $(A^1_{i+1}) \to Z^i_{i+1}$ such that the following diagram commutes

$$
\begin{array}{ccc}
Z^i_{i+1} & \xrightarrow{d^i_{i+1}} & A_1 \otimes_{A_0} (A^1_i) \\
\downarrow & & \downarrow \\
*_{(A^1_{i+1})}
\end{array}
$$

By Proposition 6.29, $(A^1_{i+1}) \simeq P_{i+1}$. We will show that there exists a map $Z^i_{i+1} \to P_{i+1}$. We note that, by Corollary 7.5, there exists a strict monomorphism $(A^1_i) \to A_1 \otimes_{A_0} (A^1_{i-1})$. The kernel of the map $A_1 \otimes_{A_0} A_1 \otimes_{A_0} (A^1_{i-1}) \to A_2 \otimes_{A_0} (A^1_{i-1})$ is exactly $R \otimes_{A_0} (A^1_{i-1})$. Since the map

$$Z^i_{i+1} \to A_1 \otimes_{A_0} A_1 \otimes_{A_0} (A^1_{i-1}) \to A_2 \otimes_{A_0} (A^1_{i-1})$$

is exactly the zero map

$$Z^i_{i+1} \to A_1 \otimes_{A_0} (A^1_i) \xrightarrow{d^i_{i+1}} A_2 \otimes_{A_0} (A^1_{i-1})$$

then, by the universal property of the kernel, there exists a map $Z^i_{i+1} \to R \otimes_{A_0} (A^1_{i-1})$ such that the following diagram commutes

$$
\begin{array}{ccc}
Z^i_{i+1} & \xrightarrow{d^i_{i+1}} & A_1 \otimes_{A_0} (A^1_i) \\
& & \xrightarrow{d^i_{i+1}} \\
& & A_1 \otimes_{A_0} A_1 \otimes_{A_0} (A^1_{i-1}) \\
& & \xrightarrow{d^i_{i+1}} \\
& & A_2 \otimes_{A_0} (A^1_{i-1}) \\
& & \xrightarrow{d^i_{i+1}} \\
& & R \otimes_{A_0} (A^1_{i-1})
\end{array}
$$

We see that, by definition of $P_i \simeq (A^1_i)$, for all $0 \leq j \leq i - 2$, the maps

$$Z^i_{i+1} \to A_1 \otimes_{A_0} (A^1_i) \to A_1 \otimes_{A_0} (A^1_i \otimes_{A_0} R \otimes_{A_0} A^1_{i-j-2}) \to A^1_{i+1}$$
are all equal. Further, using the definition of \( *(A^1_{i-1}) \simeq P_{i-1} \) and the commutative diagram, for each \( 0 \leq j \leq i - 3 \), the maps

\[
Z^i_{i+1} \rightarrow A_1 \otimes A_0 A_1 \otimes A_0 * (A^1_{i-1}) \rightarrow A_1 \otimes A_0 A_1 \otimes A_0 (A^1_i) \otimes (A^1_{i-1}) \rightarrow A^1_i \otimes (i+1)
\]

are equal to the map

\[
Z^i_{i+1} \rightarrow R \otimes A_0 A^1_i \otimes (i-1) \rightarrow A^1_i \otimes (i+1)
\]

Hence, for all \( 0 \leq j \leq i \), the maps

\[
Z^i_{i+1} \rightarrow A_1 \otimes A_0 * (A^1_i) \rightarrow A^1_i \otimes (i+1)
\]

are equal, and thus there exists a map \( Z^i_{i+1} \rightarrow P_{i+1} \simeq * (A^1_{i+1}). \) This clearly makes the following diagram commute

\[
\begin{array}{ccc}
Z^i_{i+1} & \longrightarrow & A_1 \otimes A_0 * (A^1_i) \\
& \downarrow & \downarrow \\
& & * (A^1_{i+1})
\end{array}
\]

Therefore, by Lemma 7.9, we have an isomorphism \( Z^i_{i+1} \simeq * (A^1_{i+1}). \)

**Theorem 7.11.** Suppose that \( A \) is a left dualisable quadratic monoid \((A_1, R)\) with dual quadratic monoid \( A^! \). Then, \( A \) is a Koszul monoid if and only if its Koszul complex is a resolution of \( A_0 \).

**Proof.** If the Koszul complex of \( A \) is a resolution of \( A_0 \) then clearly \( A \) is a Koszul monoid since its Koszul complex consists of projective \( A \)-modules \( \mathcal{K}^i \) generated by their \( i \)th components.

On the other hand, suppose that \( A \) is a Koszul monoid. We need to show that the complex \( \mathcal{K}^* \rightarrow A_0 \) is strictly exact. We prove this inductively. Indeed, the map \( \mathcal{K}^0 = A \rightarrow A_0 \) is the natural projection map which is a strict epimorphism. Its kernel is isomorphic to \( A_{>0} \) which is isomorphic to the image of the map

\[
\mathcal{K}^1 = A \otimes A_0 * (A^1_i) \simeq A \otimes A_0 A_1 \rightarrow A = \mathcal{K}^0
\]

by Lemma 5.9. Now, suppose that the Koszul complex is strictly exact up to degree \( i \). Then, by Lemma 4.11

\[
\text{Ext}^{i+1}_{\operatorname{gr A-Mod}}(A_0, A_0(n)) = \text{Hom}_{\operatorname{gr A-Mod}}(Z^i, A_0(n))
\]

By Proposition 4.13, if \( A \) is Koszul then \( \text{Ext}^{i+1}_{\operatorname{gr A-Mod}}(A_0, A_0(n)) = 0 \) unless \( i + 1 = n \). Therefore, \( \text{Hom}_{\operatorname{gr A-Mod}}(Z^i, A_0(n)) = 0 \) unless \( i + 1 = n \). Since \( A \) is pre-Koszul, \( Z^i \) is generated by its \((i + 1)^{th}\) component. Therefore, there exists a strict epimorphism

\[
A \otimes A_0 Z^i_{i+1} \twoheadrightarrow Z^i
\]

Hence, by Propositions 7.7 and 7.10, there is a strict epimorphism

\[
\mathcal{K}^{i+1} = A \otimes A_0 * (A^1_{i+1}) \simeq A \otimes A_0 Z^i_{i+1} \simeq A \otimes A_0 B^i_{i+1} \twoheadrightarrow Z^i
\]

and the following diagram commutes

\[
\begin{array}{ccc}
\mathcal{K}^{i+1} & \longrightarrow & \mathcal{K}^i \\
& \downarrow \downarrow & \\
& Z^i & \end{array}
\]
By the universal property of the image $B^i$, there exists a unique map $B^i \to Z^i$ such that the following diagram commutes

$$
\begin{array}{ccc}
K^{i+1} & \rightarrow & K^i \\
\downarrow & & \downarrow \\
B^i & \rightarrow & Z^i \\
\end{array}
$$

By Proposition 2.6, the map $B^i \to Z^i$ must be a strict epimorphism. Since $d^i \circ d^{i+1} = 0$, we also know that there is a unique strict monomorphism $B^i \to Z^i$ such that the following diagram commutes

$$
\begin{array}{ccc}
Z^i & \rightarrow & K^i \\
\downarrow & & \downarrow \\
B^i & \rightarrow & Z^i \\
\end{array}
$$

By uniqueness, the two maps $B^i \to Z^i$ must be the same. Since this map is both a strict monomorphism and a strict epimorphism, it must be a strict isomorphism by Proposition 2.3. Therefore $B^i \simeq Z^i$ and we are done. \hfill \square

**Proposition 7.12.** If $A$ is a Koszul monoid, then $A^!$ is too.

*Proof.* If $A$ is Koszul, then the complex

$$
\cdots \to A \otimes_{A_0} \ast(A^!_2) \to A \otimes_{A_0} \ast(A^!_1) \to A \to A_0 \to 0
$$

is strictly exact by Theorem 7.11. Since our differentials are graded, for each $j > 0$ the complex

$$
0 \to \ast(A^!_j) \to \cdots \to A_{j-2} \otimes_{A_0} \ast(A^!_2) \to A_{j-1} \otimes_{A_0} \ast(A^!_1) \to A_j \to 0
$$

is strictly exact. Taking the left dual of this complex we obtain the complex

$$
0 \leftarrow \ast(A^*_j) \leftarrow \cdots \leftarrow (A_{j-2} \otimes_{A_0} \ast(A^*_2)) \ast \leftarrow (A_{j-1} \otimes_{A_0} \ast(A^*_1)) \ast \leftarrow A^*_j \leftarrow 0
$$

Equivalently, since $A^!$ is right dualisable, we have the complex

$$
0 \leftarrow A^!_j \leftarrow \cdots \leftarrow A^!_2 \otimes_{A_0} A^*_j \leftarrow A^!_1 \otimes_{A_0} A^*_j \leftarrow A^*_j \leftarrow 0
$$

which is strictly exact since the dual functor is exact by Proposition 2.24. These sequences assemble to give the strictly exact sequence

$$
\cdots \to A^! \otimes_{A_0} A^*_2 \to A^! \otimes_{A_0} A^*_1 \to A^! \to A_0 \to 0
$$

The objects of the complex are all projective $A^!$-modules and the differentials are $A^!$-module morphisms. This complex gives the Koszul complex, $A^! \otimes_{A_0} A^*_\ast$, of $A^!$ and provides a resolution of $A_0$. Hence, $A^!$ is a Koszul monoid. \hfill \square
8. Our Main Koszul Duality Result

Suppose that $A$ is a left dualisable quadratic monoid, with quadratic dual monoid $A^!$. We can consider $M^* \in C(\text{gr}A\text{-Mod})$ and $N^* \in C(\text{gr}A^!\text{-Mod})$ as modules $\bigoplus_i M^i$ and $\bigoplus_i N^i$ over $A$ and $A^!$ respectively. We denote by $C(\text{gr}A\text{-Mod})$ the category of cochain complexes $M^*$ of graded $A$-modules $M^i = \bigoplus_j M^i_j$. Define the full subcategories $C^\uparrow(\text{gr}A\text{-Mod})$ and $C^\downarrow(\text{gr}A\text{-Mod})$ as follows.

If $M^* \in C(\text{gr}A\text{-Mod})$, with each $M^i = \bigoplus_j M^i_j$, then $M^* \in C^\uparrow(\text{gr}A\text{-Mod})$ if

\[ M^i_j = 0 \text{ for } i \gg 0 \text{ or } i + j \ll 0 \]

and $M^* \in C^\downarrow(\text{gr}A\text{-Mod})$ if

\[ M^i_j = 0 \text{ for } i \ll 0 \text{ or } i + j \gg 0 \]

The following diagram illustrates where the non zero components $M^i_j$ lie.

We let $D^\uparrow(\text{gr}A\text{-Mod})$ and $D^\downarrow(\text{gr}A\text{-Mod})$ denote the localisations of $C^\uparrow(\text{gr}A\text{-Mod})$ and $C^\downarrow(\text{gr}A\text{-Mod})$ at strict quasi-isomorphisms. Note that these are triangulated subcategories of $C(\text{gr}A\text{-Mod})$.

Motivated by the Tensor-Hom adjunction for modules, we define functors

\[ F : \text{gr}A\text{-Mod} \leftrightarrow \text{gr}A^!\text{-Mod} : G \]

\[ M^* \mapsto A^! \otimes_{A^0} M^* \]

\[ \text{Hom}_{\text{gr}A^0\text{-Mod}}(A, N^*) \mapsto N^* \]

We will show that these functors descend to triangulated functors

\[ DF : D^\uparrow(\text{gr}A\text{-Mod}) \to D^\uparrow(\text{gr}A^!\text{-Mod}) \quad \text{and} \quad DG : D^\downarrow(\text{gr}A^!\text{-Mod}) \to D^\downarrow(\text{gr}A\text{-Mod}) \]

inducing the following equivalence.

**Theorem 8.1.** Suppose that $A$ is a left dualisable Koszul monoid with quadratic dual monoid $A^!$. Then, there is an equivalence of categories

\[ D^\uparrow(\text{gr}A\text{-Mod}) \simeq D^\downarrow(\text{gr}A^!\text{-Mod}) \]
We prove this Theorem in several parts following closely the proof of [4, Theorem 2.12.1].

**Lemma 8.2.** There exists a functor $\text{CF}: \text{C(\text{grA-Mod})} \to \text{C(\text{grA}^!-\text{Mod})}$. 

**Proof.** Suppose that we have $(M^\bullet, d^\bullet_M) \in \text{C(\text{grA-Mod})}$. We consider $A^!$ as a complex $((A^!)^\bullet, d^\bullet_{A^!})$ in $\text{C(\text{grA}^!-\text{Mod})}$ and consider 

$$F(M^\bullet) = A^! \otimes_{A_0} M^\bullet \in A^!-\text{Mod}$$

We construct the double complex of $A^!$ modules 

$$F(M^\bullet)^{**} = A^!_\bullet \otimes_{A_0} M^\bullet$$

with objects 

$$F(M^\bullet)^{i,l} = A^!_l \otimes_{A_0} M^i$$

and graded by 

$$F(M^\bullet)^{i,l}_j = A^!_l \otimes_{A_0} M^i_j$$

The differentials are defined as follows. We first note that, since $A^!$ is right dualisable, 

\begin{equation}
A^!_l \otimes_{A_0} M^i_j \cong \text{Hom}_{A_0-\text{Mod}}((A^!_l), M^i_j)
\end{equation}

Hence the $j^{th}$ component of the vertical differential 

$$(d^v_{i,l})_j : A^!_l \otimes_{A_0} M^i_j \to A^!_{l+1} \otimes_{A_0} M^i_{j+1}$$

is $(-1)^{i+j}(D^v_{i,l})_j$ where $(D^v_{i,l})_j$ can be defined using Equation 4 and the composition 

\begin{equation}
(A^!_{l+1}) \xrightarrow{\mu^1_{l+1}} A_1 \otimes_{A_0} (A^!_l) \to A_1 \otimes_{A_0} M^i_j \to M^i_{j+1}
\end{equation}

We note that we can work with the internal hom in this way by using Proposition 1.9. We also remark that $\mu^1_{l+1}$ is one of the maps involved in the definition of the differential for the Koszul complex of $A$ given in Section 7. The $j^{th}$ component of the horizontal differential 

$$(d^h_{i,l})_j : A^!_l \otimes_{A_0} M^i_j \to A^!_l \otimes_{A_0} M^i_{j+1}$$

is defined by 

$$(d^h_{i,l})_j = id_{A^!_l \otimes_{A_0} (d^i_M)_j}$$
It is easy to check that this is indeed a double complex. In degree $j$, we can visualise the double complex as follows

\[
\begin{array}{c}
\vdots \\
\uparrow \\
\ldots \rightarrow A_2^i \otimes A_0 M_{2-k}^i \\
\uparrow \\
A_2^i \otimes A_0 M_{2-k}^{i+1} \\
\uparrow \\
A_2^i \otimes A_0 M_{2-k}^{i+2} \\
\uparrow \\
\vdots \\
\vdots \\
\vdots \\
\vdots
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
\uparrow \\
\ldots \rightarrow A_1^i \otimes A_0 M_{1-k}^i \\
\uparrow \\
A_1^i \otimes A_0 M_{1-k}^{i+1} \\
\uparrow \\
A_1^i \otimes A_0 M_{1-k}^{i+2} \\
\uparrow \\
\vdots \\
\vdots \\
\vdots \\
\vdots
\end{array}
\]

\[
\begin{array}{c}
\vdots \\
\uparrow \\
\ldots \rightarrow M_{-k}^i \\
\uparrow \\
M_{-k}^{i+1} \\
\uparrow \\
M_{-k}^{i+2} \\
\uparrow \\
\vdots \\
\vdots \\
\vdots \\
\vdots
\end{array}
\]

We see that our double complex is bounded from below since $A^1$ is positively graded. We now consider a kind of ‘twisted’ total complex $F \mathcal{M}^\bullet$ with

\[
(\mathcal{F} \mathcal{M})_k^n = \bigoplus_{i+j=n, k=l-j} A_j^i \otimes A_0 M_j^i
\]

and with associated total differential $d^*_k = d^*_h + d^*_v$. We see that this complex is clearly a complex of $A^1$-modules. We therefore have a functor

\[
\mathcal{C} \mathcal{F} : \mathcal{C}(\text{grA-Mod}) \rightarrow \mathcal{C}(\text{grA}^1-\text{Mod})
\]

\[
\mathcal{M}^\bullet \rightarrow (\mathcal{F} \mathcal{M})^\bullet
\]

**Proposition 8.3.** $\mathcal{C} \mathcal{F}$ induces a functor $\mathcal{D} \mathcal{F} : \mathcal{D}^1(\text{grA-Mod}) \rightarrow \mathcal{D}^1(\text{grA}^1-\text{Mod})$.

*Proof.* Suppose that $\mathcal{M}^\bullet \in \mathcal{C}^1(\text{grA-Mod})$ and consider the functor

\[
\mathcal{C} \mathcal{F} : \mathcal{C}(\text{grA-Mod}) \rightarrow \mathcal{C}(\text{grA}^1-\text{Mod})
\]

\[
\mathcal{M}^\bullet \rightarrow (\mathcal{F} \mathcal{M})^\bullet
\]

deﬁned in the previous Lemma. We now see why we speciﬁed the boundedness conditions on $\mathcal{M}^\bullet$. If $n \gg 0$, then $i+j \gg 0$, and hence, since $\mathcal{M}^\bullet \in \mathcal{C}^1(\text{grA-Mod})$, we see that $M_j^i = 0$. Now, if $n+k \ll 0$, then $i+j+k \ll 0$. Since $A^1$ is positively graded, we know that $l = j+k \geq 0$, and hence $i \ll 0$. Therefore, $M_j^i = 0$ once again. We see that in both cases, $(\mathcal{F} \mathcal{M})_k^n = 0$, and hence $(\mathcal{F} \mathcal{M})^\bullet \in \mathcal{C}^1(\text{grA}^1-\text{Mod})$. We can therefore restrict $\mathcal{C} \mathcal{F}$ to a functor

\[
\mathcal{C} \mathcal{F} : \mathcal{C}^1(\text{grA-Mod}) \rightarrow \mathcal{C}^1(\text{grA}^1-\text{Mod})
\]

To show that this functor induces the desired functor, it suﬃces, by Propositions 2.32 and 2.33, to show that this functor preserves strict exactness. Indeed, suppose that $\mathcal{M}^\bullet$ is a strictly exact complex. We note that, in each grading $j$, our double complex $F(M^\bullet)^{j\bullet}$ can be considered as ﬁrst quadrant since $M_j^i = 0$ for $i \ll 0$. This double complex has strictly
exact rows since $M^\bullet$ is strictly exact and each $A_i^j$ is a flat $A_0$-module. Under the canonical embedding

$$I : \text{gr}A^1\text{-Mod} \to \mathcal{LH}(\text{gr}A^1\text{-Mod})$$

from Proposition 2.28, we note that $I(F(M^\bullet))_{j,j}^{\bullet \bullet}$ is a first quadrant double complex with exact rows, since, by Corollary 2.29, exactness is preserved by the embedding.

Hence, we see that, in each degree $j$, associated to our first quadrant double complex $I(F(M^\bullet))_{j,j}^{\bullet \bullet}$, there exists a spectral sequence $\{ H^i_{r,j} \}$ for $r \geq 0$ with first term

$$H^i_{1,j} = H^i_h(I(F(M^\bullet)))_{j,j}^{\bullet \bullet}$$

with differentials $H^i_{1,j} = H^i_h(I(F(M^\bullet)))_{j,j}^{\bullet \bullet}$. Furthermore, by comparing the total complex with respect to the grading $(i,l)$ with the twisted total complex with respect to $(i,j)$, we have the convergence

$$H^i_{2,j} = H^i_h(I(F(M^\bullet)))_{j,j}^{\bullet \bullet} \Rightarrow H^{i+l}(\text{Tot}(I(F(M^\bullet)))_{j,j}^{\bullet \bullet}) \simeq H^{n+k}(I(FM)_k) \simeq H^n(I(FM)_k)$$

where $n = i + j, k = l - j$. Since $I(F(M^\bullet))_{j,j}^{\bullet \bullet}$ has exact rows, $H^i_h(I(F(M^\bullet)))_{j,j}^{\bullet \bullet}$ is the zero complex. Hence, since $I$ preserves finite products, equivalently finite coproducts, as it is a right adjoint by Proposition 2.28, then

$$\bigoplus_{k=-j}^n H^n(I(FM)_k) = H^n \left( \bigoplus_{k=-j}^n (I(FM)_k) \right) = H^n(I(FM)^\bullet) = 0$$

Hence, $I(FM)^\bullet = I(CF(M^\bullet))$ is an exact complex in $\mathcal{LH}(\text{gr}A^1\text{-Mod})$. It follows that $CF(M^\bullet)$ is strictly exact in $\text{gr}A^1\text{-Mod}$ by Corollary 2.29. Therefore, the functor $CF$ induces a functor

$$DF : D^\bot(\text{gr}A\text{-Mod}) \to D^\bot(\text{gr}A^1\text{-Mod})$$

\[\square\]

**Lemma 8.4.** There exists a functor $CG : C(\text{gr}A^1\text{-Mod}) \to C(\text{gr}A\text{-Mod})$.

**Proof.** Suppose that we have $(N^\bullet, d_N^\bullet) \in C(\text{gr}A^1\text{-Mod})$. We consider $A$ as a complex $(A^\bullet, d_A^\bullet)$ in $C(\text{gr}A\text{-Mod})$ and consider

$$G(N^\bullet) = \text{Hom}_{A_0\text{-Mod}}(A, N^\bullet) \in A\text{-Mod}$$

We construct the double complex

$$G(N^\bullet)^{i,j} = \text{Hom}_{A_0\text{-Mod}}(A^\bullet, N^\bullet)$$

with objects

$$G(N^\bullet)^{i,j} = \text{Hom}_{A_0\text{-Mod}}(A^\bullet, N^\bullet)$$

and graded by

$$G(N^\bullet)^{i,j} = \text{Hom}_{A_0\text{-Mod}}(A^\bullet, N^\bullet)$$

The differentials are defined as follows. We note that, since $A$ is left dualisable

$$\text{Hom}_{A_0\text{-Mod}}(A^\bullet, N^\bullet) \simeq A^\bullet \otimes A_0 N^\bullet$$

(5)
by Proposition 6.6. Hence, the \( j^{th} \) component of the vertical differential
\[
(d^{i,i}_{v})_j : \text{Hom}_{A_0^\text{-Mod}}(A_{-l}, N^i_j) \to \text{Hom}_{A_0^\text{-Mod}}(A_{-l+l}, N^i_{j+1})
\]
is \((-1)^{i+j}(D_{v})^{i,i}_j\) where \((D_{v})^{i,i}_j\) can be defined, using Equation 5 and the composition
\[
A^{*}_{-l} \otimes_{A_0} N^i_j \xrightarrow{\mu_{i,-l-l} \otimes id_{N^i_j}} A^{*}_{-(l+l)} \otimes_{A_0} A \otimes_{A_0} N^i_j \xrightarrow{i} A^{*}_{-(l+1)} \otimes_{A_0} N^i_{j+1}
\]
The \( j^{th} \) component of the horizontal differential
\[
(d^{i,h})_j : \text{Hom}_{A_0^\text{-Mod}}(A_{-l}, N^i_j) \to \text{Hom}_{A_0^\text{-Mod}}(A_{-l}, N^{i+1}_j)
\]
is defined by the composition
\[
A_{-l} \to N^i_j \xrightarrow{(d^j_h)} N^{i+1}_j
\]
It is easy to check that this is indeed a double complex. In degree \( j \), we can visualise the double complex as follows
\[
\begin{array}{c}
\cdots \\
\uparrow \\
N^i_{-k} \xrightarrow{} N^{i+1}_{-k} \xrightarrow{} N^{i+2}_{-k} \xrightarrow{} \cdots \\
\uparrow \\
\cdots \xrightarrow{\text{Hom}_{A_0}(A_1, N^i_{-k-1})} \xrightarrow{\text{Hom}_{A_0}(A_1, N^{i+1}_{-k-1})} \xrightarrow{\text{Hom}_{A_0}(A_1, N^{i+2}_{-k-1})} \cdots \\
\uparrow \\
\cdots \xrightarrow{\text{Hom}_{A_0}(A_2, N^i_{-k-2})} \xrightarrow{\text{Hom}_{A_0}(A_2, N^{i+1}_{-k-2})} \xrightarrow{\text{Hom}_{A_0}(A_2, N^{i+2}_{-k-2})} \cdots \\
\uparrow \\
\vdots \xrightarrow{} \vdots \xrightarrow{} \vdots
\end{array}
\]
We see that our double complex is bounded from above since \( A \) is positively graded. We now consider a kind of ‘twisted’ total complex \( GN^\bullet \) with
\[
(GN)^n_k = \bigoplus_{i+j=n,k=l-j} \text{Hom}_{A_0^\text{-Mod}}(A_{-l}, N^i_j)
\]
and with associated total differential \( d^*_G = d^h_* + d^v_* \). We see that this complex is clearly a complex of \( A \)-modules. We therefore have a functor
\[
CG : C(\text{grA}^\text{-Mod}) \to C(\text{grA}^\text{-Mod})
\]
\[
N^\bullet \to (GN)^\bullet
\]

**Proposition 8.5.** \( CG \) induces a functor \( DG : D^\dagger(\text{grA}^\text{-Mod}) \to D^\dagger(\text{grA}^\text{-Mod}) \).

**Proof.** Suppose that \( N^\bullet \in C^\dagger(\text{grA}^\text{-Mod}) \), and consider the functor
\[
CG : C(\text{grA}^\text{-Mod}) \to C(\text{grA}^\text{-Mod})
\]
\[
N^\bullet \to (GN)^\bullet
\]
defined in the previous Lemma. We now see why we specified the boundedness conditions on \( N^\bullet \). If \( n \ll 0 \), then \( i + j \ll 0 \), and hence, since \( N^\bullet \in C^\dagger(\text{grA}^\text{-Mod}) \), we see that
\( N_j^i = 0 \). Now, if \( n + k \gg 0 \), then \( i + j + k \gg 0 \). Since \( A \) is positively graded, we know that \(-(j + k) \geq 0\), and hence \( i \gg 0 \). Therefore, \( N_j^i = 0 \) once again. We see that in both cases, \( (GN)_k^n = 0 \) and therefore, \( (GN)^\bullet \in C^i(\text{gr} A^-\text{-Mod}) \). We can therefore restrict \( CG \) to a functor

\[
CG : C^i(\text{gr} A^-\text{-Mod}) \to C^i(\text{gr} A^-\text{-Mod})
\]

To show that this functor induces the desired functor it suffices to show that this functor preserves strict exactness. Indeed, suppose that \( N^\bullet \) is a strictly exact complex. We note that our double complex \( G(N^\bullet)^{••} \) is third quadrant since \( N_j^i = 0 \) for \( i \gg 0 \). This double complex has strictly exact rows since each \( A_{−i} \) is a projective \( A_0 \)-module, and hence \( \text{Hom}_{A_0^-\text{-Mod}}(A_{−i}, −) \) is an exact functor. Under the canonical embedding

\[
I : \text{gr} A^-\text{-Mod} \to \mathcal{L}\mathcal{H}(\text{gr} A^-\text{-Mod})
\]

we note that \( I(G(N^\bullet)^{••}) \) is a third quadrant double complex with exact rows.

Hence, we see that, in each degree \( j \), associated to our third quadrant double complex \( I(G(N^\bullet))^{••} \), there exists a spectral sequence \( \{\text{II} E_{r,j}^{i,l}\} \) for \( r \geq 0 \) with first term

\[
\text{II} E_{r,j}^{i,l} = H_r^j(I(G(N^\bullet))^{••})
\]

with differentials \( \text{II} d_{1,j}^{i,l} = H_r^j(I(d_h)_j^{••}) \). Furthermore, by comparing the total complex with respect to the grading \((i, l)\) with the total twisted complex with respect to \((i, j)\), we have the convergence

\[
\text{II} E_{2,j}^{i,l} = H^j_v(H_r^i(I(G(N^\bullet))^{••})) \Rightarrow H^{i+l}(\text{Tot}(I(G(N^\bullet))^{••})^\bullet)
\]

\[
\simeq H^{n+k}(I(GN)_k^{••})
\]

\[
\simeq H^n(I(GN)_k^•)
\]

where \( n = i + j, k = l − j \). Since \( I(G(N^\bullet))^•\) has exact rows, \( H_r^j(I(G(N^\bullet))^{••}) \) is the zero complex. Now, since \( I \) preserves finite products, equivalently finite coproducts, as it is a right adjoint by Proposition 2.28, then

\[
\bigoplus_{k = l−j} H^n(I(GN)_k^•) = H^n\left(\bigoplus_{k = l−j} I(GN)_k^•\right) = H^n(I(GN)^•) = 0
\]

Hence, \( I(GN)^• = I(CG(N^•)) \) is an exact complex in \( \mathcal{L}\mathcal{H}(\text{gr} A^-\text{-Mod}) \). It follows that \( CG(N^•) \) is strictly exact in \( \text{gr} A^-\text{-Mod} \) by Corollary 2.29. Therefore, the functor \( CG \) induces a functor

\[
DG : D^i(\text{gr} A^-\text{-Mod}) \to D^i(\text{gr} A^-\text{-Mod})
\]

\[\Box\]

We note that, by Corollary 1.30, for any modules \( M \in A^-\text{-Mod} \) and \( N \in A^-\text{-Mod} \), there is a chain of isomorphisms

\[
\text{Hom}_{A^-\text{-Mod}}(A^i \otimes A_0 M, N) \simeq \text{Hom}_{A_0^-\text{-Mod}}(M, N) \simeq \text{Hom}_{A^-\text{-Mod}}(M, \text{Hom}_{A_0^-\text{-Mod}}(A, N))
\]

natural in \( M \) and \( N \).

**Lemma 8.6.** If \( M^\bullet \in \text{gr} A^-\text{-Mod} \) and \( N^\bullet \in \text{gr} A^-\text{-Mod} \), then the above isomorphism respects the grading on \( CF(M^\bullet) \) and \( CG(N^\bullet) \).
Proof. Suppose that there exists an element $f \in \text{Hom}_{A^\ast\text{-Mod}}(A^i \otimes_{A_0} M, N)$ with image $g \in \text{Hom}_{A^\ast\text{-Mod}}(M, \underline{\text{Hom}}_{A^\ast\text{-Mod}}(A, N))$. It suffices to show that

$$f_m^n : \bigoplus_{i+j=n, m=l-j} A^i_j \otimes_{A_0} M^j_m = \bigoplus_{i+j=n} A^i_{m+j} \otimes_{A_0} M^j_m \to N^n_m$$

is a strict monomorphism for all $n, m$ if and only if

$$g^i_j : M^i_j \to \bigoplus_{n+m=i, j=l-m} \underline{\text{Hom}}_{A^\ast\text{-Mod}}(A_{-l}, N^n_m) = \bigoplus_{n+m=i} \underline{\text{Hom}}_{A^\ast\text{-Mod}}(A_{-(m+j)}, N^n_m)$$

is a strict monomorphism for all $i, j$.

Consider $g : M \to \underline{\text{Hom}}_{A^\ast\text{-Mod}}(A, N)$. Denote by $\text{ev}_{A,N}$ the evaluation morphism $\underline{\text{Hom}}_{A^\ast\text{-Mod}}(A, N) \otimes A \to N$ from Proposition 1.10. We obtain a map

$$M \simeq M \otimes_{A_0} A_0 \inj M \otimes_{A_0} A \xrightarrow{g^i_j \otimes_{A_0} \text{id}_{A_0}} \underline{\text{Hom}}_{A^\ast\text{-Mod}}(A, N) \otimes_{A_0} A \xrightarrow{\text{ev}_{A,N}} N$$

which, by tracing through the isomorphisms in Equation 8, is equivalent to a map

$$(6) \quad M \simeq A_0 \otimes_{A_0} M \inj A^i \otimes_{A_0} M \xrightarrow{f} N$$

Now, if we trace through the grading on $M$ in Equation 7, we obtain the following sequence

$$(7) \quad M^i_j \simeq M^i_j \otimes_{A_0} A_0 \xrightarrow{g^i_j \otimes_{A_0} \text{id}_{A_0}} \bigoplus_{n+m=i} \underline{\text{Hom}}_{A^\ast\text{-Mod}}(A_{-(m+j)}, N^n_m) \otimes_{A_0} A_0 \xrightarrow{\text{ev}_{A,N}} N^{i+j}_{-j}$$

which is equivalent to the following sequence of maps

$$M^i_j \simeq A_0 \otimes_{A_0} M^i_j \inj \bigoplus_{p+q=i+j} A^i_{q-j} \otimes_{A_0} M^p_q \xrightarrow{f^{i+j}_{-j}} N^{i+j}_{-j}$$

coming from Equation 7. The following diagram commutes

$$\begin{array}{ccc}
M^i_j & \xrightarrow{g^i_j \otimes_{A_0} \text{id}_{A_0}} & \bigoplus_{n+m=i} \underline{\text{Hom}}_{A^\ast\text{-Mod}}(A_{-(m+j)}, N^n_m) \otimes_{A_0} A_0 \\
\bigoplus_{p+q=i+j} A^i_{q-j} \otimes_{A_0} M^p_q & \xrightarrow{f^{i+j}_{-j}} & N^{i+j}_{-j}
\end{array}$$

If $f_m^n$ is a strict monomorphism for all $n, m$, then $f^{i+j}_{-j}$ is a strict monomorphism for all $i, j$, and hence the map $M^i_j \to N^{i+j}_{-j}$ is a strict monomorphism. It follows, by Proposition 2.6, that $g^i_j$ is a strict monomorphism for all $i, j$. We also note that

$$\underline{\text{Hom}}_{A^\ast\text{-Mod}}(A \otimes_{A_0} M, N) \simeq \underline{\text{Hom}}_{A^\ast\text{-Mod}}(M, \underline{\text{Hom}}_{A^\ast\text{-Mod}}(A^i, N))$$

Therefore, we can apply a symmetrical logic to the isomorphic images of $f$ and $g$, to conclude that if $g^i_j$ is a strict monomorphism for all $i, j$, then $f_m^n$ is a strict monomorphism for all $n, m$.

\[\square\]

**Proposition 8.7.** Our functors $\text{CF}$ and $\text{CG}$ are adjoint.
Proof. Now, suppose that we have \( M^\bullet \in \mathbf{C(grA-Mod)} \) and \( N^\bullet \in \mathbf{C(grA^1-Mod)} \). We want to show that we have an isomorphism
\[
\text{Hom}_{\mathbf{C(grA-Mod)}}(\mathbf{CF}(M^\bullet), N^\bullet) \simeq \text{Hom}_{\mathbf{C(grA-Mod)}}(M^\bullet, \mathbf{CG}(N^\bullet))
\]
natural in \( M \) and \( N \). This will show that \( \mathbf{CF} \) is left adjoint to \( \mathbf{CG} \). We know, by the previous lemma, that this isomorphism preserves the grading. It remains to show that the isomorphism respects cochain maps. Indeed, suppose that there exists an element \( f \in \text{Hom}_{\mathbf{C(grA-Mod)}}(\mathbf{CF}(M^\bullet), N^\bullet) \). Let its image be \( g \in \text{Hom}_{\mathbf{C(grA-Mod)}}(M^\bullet, \mathbf{CG}(N^\bullet)) \). We need to show that \( f \) commutes with the differentials if and only if \( g \) does. We consider the following diagram
\[
\begin{array}{c}
M^i_j \xrightarrow{(d^i_M)_j} M^{i+1}_j \\
\downarrow h^i_j \quad \downarrow h^{i+1}_j \\
N^{i+j}_j \xrightarrow{(d^{i+j}_N)_{-j}} N^{i+j+1}_j
\end{array}
\]
where we denote by \( h^i_j \) the equivalent maps defined in Equations 6 and 7. It suffices to show that commutativity of both \( f \) and \( g \) with the differentials is equivalent to commutativity of this diagram.

By considering Equation 7, we obtain the following diagram for all \( i, j \), where the outer square is equivalent to the above square.
\[
\begin{array}{c}
M^i_j \xrightarrow{(d^i_M)_j} M^{i+1}_j \\
\oplus_{p+q=i+j} A^1_{q-j} \otimes A_0 M^p_q \xrightarrow{(d^{i+j}_N)_{-j}} \oplus_{p+q=i+j+1} A^1_{q-j} \otimes A_0 M^{p+1}_q \\
\downarrow f_{-j}^{i+j} \quad \downarrow f_{-j}^{i+j+1} \\
N^{i+j}_j \xrightarrow{(d^{i+j}_N)_{-j}} N^{i+j+1}_j
\end{array}
\]
We easily note that the top square of the diagram commutes. Commutativity of the bottom square, when composed with the inclusion \( M^i_j \hookrightarrow \oplus_{p+q=i+j} A^1_{q-j} \otimes A_0 M^p_q \), is equivalent to the commutativity on \( M^i_j \) of \( f^i_j \) with the differentials. Therefore, \( f^i_j \) commutes with the differentials for all \( i, j \) if and only if Diagram 8 commutes.

Similarly, using Equation 6 we obtain the following diagram for all \( i, j \).
\[
\begin{array}{c}
M^i_j \xrightarrow{(d^i_M)_{-j}} M^{i+1}_j \\
\oplus_{n+m=i} \text{Hom}_{A_0}(A_{-(m+j)}, N^m_n) \otimes A_0 A_0 \xrightarrow{(d^i_M)_{-j} \otimes \text{id}_{A_0}} \oplus_{n+m=i+1} \text{Hom}_{A_0}(A_{-(m+j)}, N^m_n) \otimes A_0 A_0 \\
\downarrow ev \quad \quad \quad \downarrow ev \\
N^{i+j}_j \xrightarrow{(d^{i+j}_N)_{-j}} N^{i+j+1}_j
\end{array}
\]
We note that the bottom square of this diagram commutes. Since the morphisms are completely determined by their values on \( A_0 \), commutativity of the top square when composed with the evaluation \( \oplus_{n+m=i+1} \text{Hom}_{A_0-\text{Mod}}(A_{-(m+j)}, N^m_n) \otimes A_0 A_0 \rightarrow N^{i+j+1}_j \) is equivalent to...
the commutativity on \( M^j_i \) of \( g^i_j \) with the differentials. Therefore, \( g^i_j \) commutes with the differentials for all \( i, j \) if and only if Diagram 8 commutes.

Consider the counit

\[
\varepsilon : CF \circ CG \to \text{id}_{\mathcal{C}(\text{gr } A^1 \text{-} \text{Mod})}
\]

of the adjunction. Suppose that \( N^\bullet \in \mathcal{C}(\text{gr } A^1 \text{-} \text{Mod}) \). Then, we may consider the double complex \((F \circ CG)(N^\bullet)^{\bullet} \)

\[
(F \circ CG)(N^\bullet)^{ij} = A^j_i \otimes_{A_0} CG(N^\bullet)^i = A^j_i \otimes_{A_0} \bigoplus_{p+q=i} \text{Hom}_{A_0 \text{-} \text{Mod}}(A, N^p_q)
\]

and graded by

\[
(F \circ CG)(N^\bullet)^{ij} = A^j_i \otimes_{A_0} \bigoplus_{p+q=i, j=r-q} \text{Hom}_{A_0 \text{-} \text{Mod}}(A_r, N^p_q)
\]

Since \( A^j_i \) is right dualisable, we see that, by Corollary 6.7,

\[
A^j_i \otimes_{A_0} \text{Hom}_{A_0 \text{-} \text{Mod}}(A_{-r}, N^p_q) \simeq \text{Hom}_{A_0 \text{-} \text{Mod}}(\text{Hom}(A^j_i), \text{Hom}_{A_0 \text{-} \text{Mod}}(A_{-r}, N^p_q))
\]

and hence

\[
(F \circ CG)(N^\bullet)^{ij} \simeq \bigoplus_{p+q=i, j=r-q} \text{Hom}_{A_0 \text{-} \text{Mod}}(A_{-r} \otimes_{A_0} \text{Hom}(A^j_i), N^p_q)
\]

The horizontal differential is given by

\[
(d^{ij}_h)_j = \text{id}_{A^j_i \otimes_{A_0} (d^{ij}_v)_j}
\]

where \( (d^{ij}_v)_j \) is the total differential defined in Lemma 8.4. The vertical differential

\[
(d^{ij}_v)_j : \bigoplus_{p+q=i, j=r-q} \text{Hom}_{A_0 \text{-} \text{Mod}}(A_{-r} \otimes_{A_0} \text{Hom}(A^j_i), N^p_q) \to \bigoplus_{p+q=i, j=r-q} \text{Hom}_{A_0 \text{-} \text{Mod}}(A_{-(r+1)} \otimes_{A_0} \text{Hom}(A^j_{i+1}), N^p_q)
\]

is given by \((-1)^i(D^{ij}_v)_j \) where \( (D^{ij}_v)_j \) can be defined by taking the coproduct of the maps

\[
\text{Hom}_{A_0 \text{-} \text{Mod}}(A_{-r} \otimes_{A_0} \text{Hom}(A^j_i), N^p_q) \to \text{Hom}_{A_0 \text{-} \text{Mod}}(A_{-(r+1)} \otimes_{A_0} \text{Hom}(A^j_{i+1}), N^p_q)
\]

given by the composition

\[
A_{-(r+1)} \otimes_{A_0} \text{Hom}(A^j_{i+1}) \xrightarrow{d^{j+1}} A_{-r} \otimes_{A_0} \text{Hom}(A^j_i) \to N^p_q
\]

where \( d^\bullet \) is the differential from the Koszul complex of \( A \). Taking the total complex with respect to \( i \) and \( j \) we obtain

\[
(CF \circ CG)(N^\bullet)^k = \bigoplus_{i+j=n, k=l-j} A^j_i \otimes_{A_0} \bigoplus_{p+q=i, j=r-q} \text{Hom}_{A_0 \text{-} \text{Mod}}(A_{-r}, N^p_q)
\]

with differential given by the total differential.

**Lemma 8.8.** The counit \( \varepsilon \) is a split strict epimorphism.
Proof. It is easy to see that the counit is the strict natural transformation with components \( \varepsilon_{N^*} \) with
\[
(\varepsilon_{N^*})_k : (CF \circ CG)(N^*)_k = \bigoplus_{i+j=n,k} A^i_j \otimes A_0 \bigoplus_{p+q=i,j} \text{Hom}_{A_0\text{-Mod}}(A_{-r}, N^p_q) \to N^k_n
\]
given by the composition of the following strict maps
\[
\bigoplus_{i+j=n,k} A^i_j \otimes A_0 \bigoplus_{p+q=i,j} \text{Hom}_{A_0\text{-Mod}}(A_{-r}, N^p_q) \otimes A_0 \xrightarrow{id \otimes \text{ev}} \bigoplus_{i+j=n,k} A^i_j \otimes A_0 \to N^k_{n+j} \rightarrow N^n_{n+j}
\]
where the last map is the one from Proposition 3.8. We consider the map
\[
\sigma_{N^*} : N^* \to (CF \circ CG)(N^*)
\]
given in degree \( n \) by the inclusion map
\[
N^k_n \simeq A_0 \otimes A_0 \text{Hom}_{A_0\text{-Mod}}(A_0, N^k_n) \rightarrow \bigoplus_{i+j=n,k} A^i_j \otimes A_0 \bigoplus_{p+q=i,j} \text{Hom}_{A_0\text{-Mod}}(A_{-r}, N^p_q)
\]
We note that the map \( ((\varepsilon \circ \sigma)_N^*)_k \) is equivalent to the map
\[
N^k_n \simeq A_0 \otimes A_0 \text{Hom}_{A_0\text{-Mod}}(A_0, N^k_n) \xrightarrow{\text{ev}} N^k_n
\]
which is the identity map. Hence, \( \varepsilon \circ \sigma = id \) and so \( \varepsilon \) is a split epimorphism. \( \square \)

Lemma 8.9. Let \( f^* : Y^* \to X^* \) be a strict cochain map in a quasi-abelian category \( \mathcal{E} \). Suppose that there exists a strict map \( g^* : X^* \to Y^* \) such that \( f^* \circ g^* \) is a strict quasi-isomorphism. Then, \( f^* \) is a strict quasi-isomorphism if and only if \( g^* \) is.

Proof. Consider the triangulated homotopy category \( K(\mathcal{E}) \) and consider the following exact triangles in \( K(\mathcal{E}) \)
\[
X^* \xrightarrow{g^*} Y^* \rightarrow \text{cone}(g^*)^* \rightarrow X^*[1]
\]
\[
Y^* \xrightarrow{f^*} X^* \rightarrow \text{cone}(f^*)^* \rightarrow Y^*[1]
\]
\[
X^* \xrightarrow{f^* \circ g^*} X^* \rightarrow \text{cone}(f^* \circ g^*)^* \rightarrow X^*[1]
\]
We note that, by the octahedral axiom for triangulated categories, there exists an exact triangle
\[
(9) \quad \text{cone}(g^*)^* \rightarrow \text{cone}(f^* \circ g^*)^* \rightarrow \text{cone}(f^*)^* \rightarrow \text{cone}(g^*)^*[1]
\]
in \( K(\mathcal{E}) \). Hence,
\[
\text{cone}(f^*)^* \simeq \text{cone}(\text{cone}(g^*) \rightarrow \text{cone}(f^* \circ g^*))
\]
Suppose that \( g^* \) is a strict quasi-isomorphism. Since \( g^* \) and \( f^* \circ g^* \) are both strict quasi-isomorphisms, \( \text{cone}(g^*)^* \) and \( \text{cone}(f^* \circ g^*)^* \) are both strictly exact complexes. Hence, since the cone of a morphism between strictly exact complexes is strictly exact (see [19, Lemma 1.1]), \( \text{cone}(f^*)^* \) is strictly exact. Therefore, \( f^* \) is a strict quasi-isomorphism.

Now, we shift the exact triangle in Equation 9 to obtain the exact triangle
\[
\text{cone}(f^* \circ g^*)^* \rightarrow \text{cone}(f^*)^* \rightarrow \text{cone}(g^*)^*[1] \rightarrow \text{cone}(f^* \circ g^*)^*[1]
\]
in \( K(\mathcal{E}) \). Using a similar reasoning to before, if \( f^* \) is a strict quasi-isomorphism, then \( \text{cone}(g^*)^*[1] \) is strictly exact. Hence, \( \text{cone}(g^*)^* \) is strictly exact, and so \( g^* \) is a strict quasi-isomorphism. \( \square \)
Proposition 8.10. There is an equivalence $DF \circ DG \rightarrow i\delta_{D^!(\text{gr} \mathcal{A}^1\text{-Mod})}$. 

Proof. Since strict quasi-isomorphisms become isomorphisms in $D^!(\text{gr} \mathcal{A}^1\text{-Mod})$, it suffices to prove that, for $N^\bullet \in C^!(\text{gr} \mathcal{A}^1\text{-Mod})$, the counit 

$$\epsilon_{N^\bullet} : (CF \circ CG)(N^\bullet) \rightarrow N^\bullet$$

is a strict quasi-isomorphism. However, since this map is a split epimorphism, it suffices, by Lemma 8.9, to show that the map 

$$\sigma_{N^\bullet} : N^\bullet \rightarrow (CF \circ CG)(N^\bullet)$$

is a strict quasi-isomorphism. Once again, we consider the canonical embedding $I : \text{gr} \mathcal{A}^1\text{-Mod} \rightarrow \mathcal{LH}(\text{gr} \mathcal{A}^1\text{-Mod})$.

We note that, by Corollary 2.30, $\sigma_{N^\bullet}$ is a strict quasi-isomorphism if and only if $I(\sigma_{N^\bullet})$ is a quasi-isomorphism. We want to show that, for each $n$, $I(\sigma_{N^\bullet})$ induces an isomorphism

$$H^n(I(N^\bullet)) \simeq H^n(I((CF \circ CG)(N^\bullet)))$$

in cohomology. The image of the first quadrant double complex $(F \circ CG)(N^\bullet)_{\ldots}$ under the embedding is a first quadrant double complex $I((F \circ CG)(N^\bullet))_{\ldots}$. We consider the spectral sequence

$$\{I^1_{E^{i,l}}\}$$

for $r \geq 0$, with differentials $I^0_{d^{i,l}}$, such that

$$I^1_{E^{i,l}} = I((F \circ CG)(N^\bullet)^{i,l})$$

and the maps $I^0_{d^{i,l}}$ are just the vertical differentials $I(d^{i,l})$. We also consider

$$I^1_{E^{i,l}} = H^1_v(I((F \circ CG)(N^\bullet)^{i,l})$$

with differentials $I^1_{d^{i,l}} = H^1_v(I(d_v^{i,l}))$. We have that

$$H^1_v(I((F \circ CG)(N^\bullet)^{i,l}) = H^1_v\left(I\left(\bigoplus_{p+q=i} \text{Hom}_{\text{gr} \mathcal{A}^1\text{-Mod}}(A_0 \otimes A_0^\ast(A^1_0,N^p_q))\right)\right)$$

$$\simeq \bigoplus_{p+q=i} H^1_v(I(\text{Hom}_{\text{gr} \mathcal{A}^1\text{-Mod}}(A_0 \otimes A_0^\ast(A^1_0,N^p_q))))$$

Now, since $A$ is Koszul, the complex $A_0 \otimes A_0^\ast(A^1_0)$ is a projective resolution of $A_0$. Therefore,

$$I^1_{d^{i,l}} = \begin{cases} \bigoplus_{p+q=i} I(\text{Ext}^0_{\text{gr} \mathcal{A}^1\text{-Mod}}(A_0,N^p_q)) & \text{if } l = 0 \\
0 & \text{otherwise} \end{cases}$$

$$\simeq \begin{cases} \bigoplus_{p+q=i} I(\text{Hom}_{\text{gr} \mathcal{A}^1\text{-Mod}}(A_0,N^p_q)) & \text{if } l = 0 \\
0 & \text{otherwise} \end{cases}$$

The differentials are given by

$$I^1_{d^{i,l}} = \begin{cases} \bigoplus_{p+q=i} I((d^p_N)_q) & \text{if } l = 0 \\
0 & \text{otherwise} \end{cases}$$
We have the convergence
\[ IE_{1}^{i,l} = H^{i}_{h}(H^{i}_{v}(I((F \circ CG)(N^{\bullet}))^{i,\bullet})) \Rightarrow H^{i+l}(\text{Tot}(I((F \circ CG)(N^{\bullet}))^{\bullet,\bullet})) \]
\[ \simeq H^{n}(I((CF \circ CG)(N^{\bullet}))^{\bullet}) \]

where \( n = i + l \).

We may view \( N^{\bullet} \) as a double complex \( N^{\bullet,\bullet} \) with
\[ N^{i,l} = \begin{cases} \bigoplus_{p+q=i} N_{p}^{q} & \text{if } l = 0 \\ 0 & \text{otherwise} \end{cases} \]
The horizontal differentials are given by
\[ d^{i,l} = \begin{cases} \bigoplus_{p+q=i} (d_{N}^{p}q) & \text{if } l = 0 \\ 0 & \text{otherwise} \end{cases} \]
and the vertical differentials are zero. The total complex is
\[ \text{Tot}(N^{\bullet,\bullet})^{n} = \bigoplus_{i+l=n} N^{i,l} = \bigoplus_{p+q=n} N_{p}^{q} \]

We note that, since \( N^{\bullet} \in C^{\uparrow}(\text{gr}A^{\text{-Mod}}) \), then \( N^{\bullet,\bullet} \), and hence \( I(N^{\bullet,\bullet}) \), is a first quadrant double complex. We construct another spectral sequence \( IE_{r}^{i,l} \) for \( r \geq 0 \), with differentials \( IE_{r,0}^{i,l} \), such that
\[ IE_{0}^{i,l} = I(N)^{i,l} \]
and the maps \( IE_{r,0}^{i,l} \) are just the corresponding differentials of \( N^{\bullet,\bullet} \). We have
\[ IE_{1}^{i,l} = H^{i}_{v}(I(N^{i,\bullet})) = \begin{cases} \bigoplus_{p+q=i} I(N_{p}^{q}) & \text{if } l = 0 \\ 0 & \text{otherwise} \end{cases} \]

We have the convergence
\[ IE_{2}^{i,l} \Rightarrow H^{i+l}(\text{Tot}(I(N)^{\bullet,\bullet})) = H^{n}(I(N^{\bullet})) \]
The map \( \sigma \) induces a morphism of double complexes. Hence, we see that, since \( IE_{r,j}^{i,l} \) and \( IE_{r,j}^{i,l} \) have the same first page and the differentials on the first page are the same, these spectral sequences must be equal for \( r \geq 1 \). Hence,
\[ H^{n}(I(N^{\bullet})) = H^{n}(I((CF \circ CG)(N^{\bullet}))^{\bullet}) \]
and therefore \( I(\sigma N^{\bullet}) \) is a quasi-isomorphism. It follows that \( \sigma \) is a strict quasi-isomorphism, and hence so is \( \varepsilon \).

We now consider the unit
\[ \eta : id_{C(\text{gr}A^{\text{-Mod}})} \to CG \circ CF \]
of the adjunction. Suppose that \( M^{\bullet} \) is in \( C(\text{gr}A^{\text{-Mod}}) \). Then, we may consider the double complex \( (G \circ CF)(M^{\bullet})^{\bullet,\bullet} \) with
\[ (G \circ CF)(M^{\bullet})^{i,l} = \text{Hom}_{A^{\text{-Mod}}}(A_{-l}, CF(M^{\bullet}))^{i} = \text{Hom}_{A^{\text{op}}}(A_{-l}, \bigoplus_{p+q=i} A^{1} \otimes A_{0} M_{q}^{p}) \]
and graded by
\[(G \circ CF)(M^*)^i_j = \text{Hom}_{A_0 \text{-Mod}}(A_{-l}, CF(M^*)^i_j) = \text{Hom}_{A_0 \text{-Mod}}(A_{-l}, \bigoplus_{p+q=i, j=r-q} A^r \otimes A_0 M^p_q)\]

Since $A_{-l}$ is left dualisable, we see that
\[(G \circ CF)(M^*)^i_j \simeq A^*_{-l} \otimes A_0 \left( \bigoplus_{p+q=i, j=r-q} A^r \otimes A_0 M^p_q \right) \simeq \bigoplus_{p+q=i, j=r-q} A^*_{-l} \otimes A_0 A^r \otimes A_0 M^p_q\]
The horizontal differential is given by
\[(d^*_h)^j_k = id_{A^*_{-l} \otimes A_0} (d^*_r)^j_k\]
where $(d^*_r)^j_k$ is the total differential defined in Lemma 8.2. The vertical differential
\[(d^*_v)^j_k : \bigoplus_{p+q=i, j=r-q} A^*_{-l} \otimes A_0 A^1_r \otimes A_0 M^p_q \rightarrow \bigoplus_{p+q=i, j=r-q} A^*_{-(l+1)} \otimes A_0 A^r_{r+1} \otimes A_0 M^p_q\]
is given by $(-1)^i(D^*_v)^j_k$, where $(D^*_v)^j_k$ can be defined by taking the coproduct of the maps
\[A^*_{-l} \otimes A_0 A^1_r \otimes A_0 M^p_q \xrightarrow{d_{-l}^* \otimes \text{id}_{A^p_0}} A^*_{-(l+1)} \otimes A_0 A^r_{r+1} \otimes A_0 M^p_q\]
where $d^*$ is the differential from the Koszul complex of $A^1$. Taking the total complex we obtain
\[(CG \circ CF)(M^*)^n_k = \bigoplus_{i+j=n, k=-j} A^*_{-l} \otimes A_0 A^1_r \otimes A_0 M^p_q = \text{(CG \circ CF)(M^*)}^n_k\]
with differential given by the total differential.

**Lemma 8.11.** The unit $\eta$ is a split strict monomorphism.

**Proof.** It is easy to see that the unit is the strict natural transformation with components $(\eta^*_M^*)^n_k$ with
\[(\eta^*_M^*)^n_k : M^p_k \rightarrow \bigoplus_{i+j=n, k=-j} A^*_{-l} \otimes A_0 A^1_r \otimes A_0 M^p_q = (CG \circ CF)(M^*)^n_k\]
given in degree $n$ by the inclusion map
\[M^p_k \simeq A_0 \otimes A_0 A^p_0 \rightarrow \bigoplus_{i+j=n, k=-j} A^*_{-l} \otimes A_0 A^1_r \otimes A_0 M^p_q\]
We consider the map
\[\rho_M^* : (CG \circ CF)(M^*) \rightarrow M^*\]
given in degree $n$ by the projection map
\[\bigoplus_{i+j=n, k=-j} A^*_{-l} \otimes A_0 A^1_r \otimes A_0 M^p_q \rightarrow A_0 \otimes A_0 A^p_0 \rightarrow M^p_k \simeq M^p_k\]
We note that the map $((\rho \circ \eta)^*_M^*)^n_k$ is equivalent to the map
\[M^p_k \simeq A_0 \otimes A_0 A^p_0 \rightarrow M^p_k\]
which is the identity map. Hence, $\rho \circ \eta = id$, and so $\eta$ is a split monomorphism. \( \square \)

**Proposition 8.12.** There is an equivalence $id_{D^+(\text{grA-Mod})} \rightarrow DG \circ DF$. 
Proof. Since strict quasi-isomorphisms become isomorphisms in $\text{D}^\downarrow(\text{grA-Mod})$, it suffices to prove that for $M^\bullet \in \text{C}^\downarrow(\text{grA-Mod})$, the unit

$$\eta_{M^\bullet} : M^\bullet \to (\text{CG} \circ \text{CF})(M^\bullet)$$

is a strict quasi-isomorphism. However, since this map is a split monomorphism, it suffices, by Lemma 8.9, to show that the map

$$\rho_{M^\bullet} : (\text{CG} \circ \text{CF})(M^\bullet) \to M^\bullet$$

is a strict quasi-isomorphism. Once again, we consider the canonical embedding

$$I : \text{grA-Mod} \to \mathcal{LH}(\text{grA-Mod})$$

We note that, by Corollary 2.30, $\rho_{M^\bullet}$ is a strict quasi-isomorphism if and only if $I(\rho_{M^\bullet})$ is a quasi-isomorphism. We want to show that, for each $n$,

$$H^n(I((\text{CG} \circ \text{CF})(M^\bullet))) \simeq H^n(I(M^\bullet))$$

in cohomology. The image of the third quadrant double complex $(G \circ CF)(M^\bullet)^\bullet$ under the embedding is a third quadrant double complex $I((G \circ CF)(M^\bullet))^\bullet$. We consider the spectral sequence

$$\{^lE_{i,l}^i\}, \text{ for } r \geq 0,$$

with differentials

$$^lE_{i,l}^{i,l} = I((G \circ CF)(M^\bullet)^{i,l})$$

and the maps $^l^d_{0,l}^i$ are just the vertical differentials $I(d_{v,l}^i)$. We also consider

$$^lE_{i,l}^{i,1} = H_{l,v}^i(I((G \circ CF)(M^\bullet)^{i,\bullet}))$$

with differentials $^l^d_{1,l}^i = H_{l,v}^i(I(d_{v,\bullet}^i))$. We have that

$$H_{l,v}^i(I((G \circ CF)(M^\bullet)^{i,\bullet}) \simeq H_{l,v}^i\left(I\left(\bigoplus_{p+q=i} A^\bullet \otimes_{A_0} A^l \otimes_{A_0} M^p_q\right)\right)$$

Since $I$ preserves finite coproducts,

$$\simeq \bigoplus_{p+q=i} H_{l,v}^i(I(\text{Tor}^0_{\text{A_0-Mod}}(A_0, M^p_q)))$$

Now, as $A^l$ is Koszul, the complex $A^\bullet \otimes_{A_0} A^l$ is a projective resolution of $A_0$. Therefore,

$$\simeq \begin{cases} \bigoplus_{p+q=i} I(\text{Tor}^0_{\text{A_0-Mod}}(A_0, M^p_q)) & \text{if } l = 0 \\ 0 & \text{otherwise} \end{cases}$$

$$\simeq \begin{cases} \bigoplus_{p+q=i} I(A_0 \otimes_{A_0} M^p_q) & \text{if } l = 0 \\ 0 & \text{otherwise} \end{cases}$$

$$\simeq \begin{cases} \bigoplus_{p+q=i} I(M^p_q) & \text{if } l = 0 \\ 0 & \text{otherwise} \end{cases}$$

The differentials are given by

$$^l^d_{1,l}^i = \begin{cases} \bigoplus_{p+q=i} I((d_{l}^M)^p_q) & \text{if } l = 0 \\ 0 & \text{otherwise} \end{cases}$$
We have the convergence
\[ I^* = H^i_h(I((G \circ CF)(M^*))^i) \Rightarrow H^{i+l}(\text{Tot}(I((G \circ CF)(M^*))^*)^*) = H^n(I((CG \circ CF)(M^*))^*) \]
where \( n = i + l \).

We may view \( M^* \) as a double complex \( M^{**} \) with
\[ M_{i,l} = \begin{cases} \bigoplus_{p+q=i} M^p_q & \text{if } l = 0 \\ 0 & \text{otherwise} \end{cases} \]
The horizontal differentials are given by
\[ d_{i,l} = \begin{cases} \bigoplus_{p+q=i} (d_N^p)_q & \text{if } l = 0 \\ 0 & \text{otherwise} \end{cases} \]
and the vertical differentials are zero. The total complex is
\[ \text{Tot}(M^{**})^n = \bigoplus_{i+l=n} M_{i,j} = \bigoplus_{p+q=n} M^p_q \]
We note that, since \( M^* \in D^+(\text{gr}A^!-\text{Mod}) \), then \( M^{**} \), and hence \( I(M^{**}) \), is a third quadrant double complex. We construct another spectral sequence \( \{ I^* E^r \} \) for \( r \geq 0 \), with differentials \( I^* d^r_{i,l} \), such that
\[ I^* E^0 = I(M)^{i,l} \]
and the maps \( I^* d^0_{i,l} \) are just the corresponding differentials of \( M^{**} \). We have
\[ I^* E^1 = H^i_h(I(M^{i,*})) = \begin{cases} \bigoplus_{p+q=i} I(M^p_q) & \text{if } l = 0 \\ 0 & \text{otherwise} \end{cases} \]
We have the convergence
\[ I^* E^2 \Rightarrow H^{i+l}(\text{Tot}(I(M^{**}))^*) = H^n(I(M^*)) \]
The map \( \rho \) induces a morphism of double complexes. Hence, we see that, since \( \{ I^* E^r \} \) and \( \{ I^* E^r_{i,l} \} \) have the same first page and the differentials on the first page are the same, these spectral sequences must be equal for \( r \geq 1 \). Hence,
\[ H^n(I(M^*)) = H^n(I((CG \circ CF)(M^*))^*) \]
and therefore \( I(\rho_{N^*}) \) is a quasi-isomorphism. It follows that \( \rho \) is a strict quasi-isomorphism, and hence so is \( \eta \).

\[ \square \]

Proof of Theorem 8.1. We have seen, by Propositions 8.3 and 8.5, that there exist functors \( CF \) and \( CG \) inducing functors
\[ DF : D^+(\text{gr}A^!-\text{Mod}) \to D^+(\text{gr}A^!-\text{Mod}) \quad \text{and} \quad DG : D^+(\text{gr}A^!-\text{Mod}) \to D^+(\text{gr}A^!-\text{Mod}) \]
The functors \( CF \) and \( CG \) are adjoint, and the unit and counit coming from this adjunction induce natural isomorphisms
\[ DF \circ DG \to id_{D^+(\text{gr}A^!-\text{Mod})} \quad \text{and} \quad id_{D^+(\text{gr}A^!-\text{Mod})} \to DG \circ DF \]
Hence, there is an equivalence of categories
\[ D^+(\text{grA-Mod}) \simeq D^+(\text{grA}^1\text{-Mod}) \]

\[ \square \]

Appendix A. Banach Spaces

Definition A.1. A valued field \( k \) is a field, \( k \), equipped with a multiplicative norm
\[ | - | : k \to \mathbb{R}_{\geq 0} \]
such that, for all \( \lambda, \mu \in k \),
- \( |\lambda + \mu| \leq |\lambda| + |\mu| \)
- \( |\lambda| = 0 \) if and only if \( \lambda = 0 \)
- \( k \) is complete with respect to the metric defined by the norm.

We say that \( k \) is non-Archimedean if \( |\lambda + \mu| \leq \max\{|\lambda|, |\mu|\} \) and is Archimedean otherwise.

Definition A.2. A Banach space \( V \) is a \( k \)-vector space \( V \) equipped with a norm
\[ || - || : V \to \mathbb{R} \]
such that, for all \( \lambda \in k \) and \( v, w \in V \), we have
- \( ||\lambda v|| = |\lambda| \cdot ||v|| \)
- \( ||v + w|| \leq ||v|| + ||w|| \)
- \( V \) is a complete metric space with respect to the metric defined by the norm.

We say that \( V \) is non-Archimedean if \( ||v + w|| \leq \max\{||v||, ||w||\} \) and is Archimedean otherwise.

Definition A.3. A linear map \( f : V \to W \) between Banach spaces is bounded if there exists a constant \( C > 0 \) such that, for all \( v \in V \),
\[ ||f(v)||_W \leq C ||v||_V \]

We denote the category of Banach spaces, equipped with bounded linear maps as its morphisms, by \( \text{Ban}_k \). When a distinction is necessary, we will denote the category of Archimedean (resp. non-Archimedean) Banach spaces over an Archimedean (resp. non-Archimedean) field \( k \) by \( \text{Ban}_k^A \) (resp. \( \text{Ban}_k^{nA} \)).

Definition A.4. A Banach ring is a unital commutative ring \( R \) equipped with a norm
\[ | - | : R \to \mathbb{R}_{\geq 0} \]
such that, for all \( r, s \in R \),
- \( |r| = 0 \) precisely if \( r = 0 \),
- \( |r + s| \leq |r| + |s| \),
- \( |rs| \leq |r| \cdot |s| \),
- \( R \) is a complete metric space with respect to the metric defined by the norm.

We say that \( R \) is non-Archimedean if \( |r + s| \leq \max\{|r|, |s|\} \) and is Archimedean otherwise.
Definition A.5. Suppose that $R$ is a Banach ring. A **Banach $R$-module** is an $R$-module $M$ together with a map 
\[ || - || : M \to \mathbb{R}_{\geq 0} \]
such that, for all $r \in R$, and for all $m, n \in M$,
- $||m|| = 0$ if and only if $m = 0$,
- $||m + n|| \leq ||m|| + ||n||$,
- $||rm|| \leq |r| \cdot ||m||$,
- $M$ is complete with respect to the metric defined by $|| - ||$.

Definition A.6. A homomorphism $f : M \to N$ between Banach $R$-modules is **bounded** if there exists a constant $C > 0$ such that, for all $m \in M$,
\[ ||f(m)||_N \leq C ||m||_M \]

The category of Banach modules over an Archimedean (resp. non-Archimedean) Banach ring $R$ will be denoted $\text{Ban}^A_R$ (resp. $\text{Ban}^A_{nR}$). The morphisms are bounded $R$-linear maps.

**Appendix B. Ind-Objects**

Suppose that we are working within a category $\mathcal{C}$. In $\mathcal{C}$ we will denote limits by $\varprojlim$ and colimits by $\varinjlim$.

Definition B.1. [1, Definition 2.1] If $I$ is a small filtered category, then an **Ind-object** of $\mathcal{C}$ is a functor $X : I \to \mathcal{C}$. This is denoted by $X = (X_i)_{i \in I}$.

We denote by $\text{Ind}\mathcal{C}$ the collection of Ind-objects $X = (X_i)_{i \in I}$ with morphisms defined as follows.

Definition B.2. Suppose that we have two Ind-objects $X, Y$. Then, the collection of morphisms of inductive systems $\text{Hom}_{\text{Ind}\mathcal{C}}(X, Y)$ is given by
\[ \text{Hom}_{\text{Ind}\mathcal{C}}(X, Y) \simeq \varprojlim \varinjlim \text{Hom}(X_i, Y_j) \]

We consider the Yoneda embedding $Y : \mathcal{C} \to \text{Psh}(\mathcal{C})$. We denote by “$\lim$” $X_i$ the presheaf
\[ “\lim” X_i = \lim_{i \in I} Y(X_i) \]
We note that the map
\[ X \to “\lim” X_i \]
induces an equivalence of categories between $\text{Ind}\mathcal{C}$ and the full subcategory of $\text{Psh}(\mathcal{C})$ consisting of presheaves isomorphic to filtrant inductive limits of representable functors. We will interchange between the notation $X$ and “$\lim$” $X_i$ frequently.

Definition B.3. An object $X \in \text{Ind}\mathcal{C}$ is **essentially monomorphic** if all the morphisms in the corresponding inductive system “$\lim$” $X_i$ are monomorphic.
Appendix C. Bornological Spaces

Bornological spaces possess enough structure to consider questions of boundedness, and thus are an ideal setting for bringing together homological algebra and functional analysis. We recall the following details, for more see [1] or [18].

**Definition C.1.** Let \( X \) be a set. A **bornology** on \( X \) is a collection \( \mathcal{B} \) of subsets of \( X \) such that
- \( \mathcal{B} \) covers \( X \), i.e. for every \( x \in X \) there exists some \( B \in \mathcal{B} \) such that \( x \in B \),
- \( \mathcal{B} \) is stable under inclusions, i.e. for every inclusion \( A \subset B \in \mathcal{B} \), we have \( A \in \mathcal{B} \),
- \( \mathcal{B} \) is stable under finite unions, i.e. for each \( n \in \mathbb{N} \) and \( B_1, \ldots, B_n \in \mathcal{B} \), we have \( \bigcup_{i=1}^{n} B_i \in \mathcal{B} \).

The pair \((X, \mathcal{B})\) is called a **bornological set**, and the elements of \( \mathcal{B} \) are called bounded subsets of \( X \). A family of subsets \( A \subset \mathcal{B} \) is called a **basis** for \( \mathcal{B} \) if, for any \( B \in \mathcal{B} \), there exist \( A_1, \ldots, A_n \in A \) such that \( B \subset A_1 \cup \cdots \cup A_n \). A morphism of bornological sets is any map which sends bounded subsets to bounded subsets. We remark that the category of bornological sets is complete and cocomplete.

Suppose that we have a complete non-trivially valued field \( k \).

**Definition C.2.** A **bornological vector space** over \( k \) is a \( k \)-vector space \( V \) with a bornology on the underlying set of \( V \) such that the maps \( (\lambda, v) \to \lambda v \) and \( (v, w) \to v + w \) are bounded.

We will now detail certain categories of bornological vector spaces. We let \( k^\circ = \{ \lambda \in k \mid |\lambda| \leq 1 \} \). A subset \( W \) of a vector space \( V \) is **convex** if, for every \( v, w \in W \) and \( t \in [0, 1] \), we have that \((1 - t)v + tw \in W \), and \( W \) is **balanced** if for every \( \lambda \in k^\circ \), \( \lambda W \subset W \).

**Definition C.3.** Let \( V \) be a \( k \)-vector space. A subset \( W \subset V \) is called **absolutely convex** (or a disk) if
- for \( k \) Archimedean, \( W \) is convex and balanced.
- for \( k \) non-Archimedean, \( W \) is a \( k^\circ \)-submodule of \( V \).

**Definition C.4.** A bornological vector space is said to be of **convex type** if it has a basis made up of absolutely convex subsets. We denote the category of bornological \( k \)-vector spaces of convex type, equipped with bounded linear maps, by \( \text{Born}_k \).

**Definition C.5.** A bornological vector space over \( k \) is said to be **separated** if its only bounded vector subspace is the trivial subspace \( \{0\} \). We denote the full subcategory of \( \text{Born}_k \) consisting of separated bornological \( k \)-vector spaces by \( \text{SBorn}_k \).

**Definition C.6.** A separated bornological \( k \)-vector space \( V \) is said to be **complete** if there exists a small filtered category \( I \), a functor \( I \to \text{Ban}_k \) and an isomorphism

\[
V \cong \lim_{\longrightarrow} V_i
\]

for a filtered colimit of Banach spaces over \( k \) for which the system morphisms are all injective and the colimit is calculated in \( \text{Born}_k \). We denote the full subcategory of \( \text{Born}_k \) consisting of complete bornological \( k \)-vector spaces by \( \text{CBorn}_k \).

**Proposition C.7.** [1, Proposition 3.60] There is a functor, the dissection functor,

\[
diss : \text{CBorn}_k \to \text{IndBan}_k
\]

\[
V \to \left( \lim_{\longrightarrow} V_i \right)
\]
which defines an equivalence of \( \text{CBorn}_k \) with the subcategory of essentially monomorphic objects of \( \text{IndBan}_k \).

**Appendix D. Spectral Sequences**

We recall the theory of spectral sequences for double complexes in abelian categories. For more details see [23, Chapter 5]. Suppose that we have a double complex \((C^{i,j}, d_{i}^{j}, d_{v}^{i})\) in an abelian category \(A\). We define horizontal and vertical cohomologies by

\[
H_{i}^{j}(C^{i,j}) = \text{Coker}(\text{Im}(d_{h}^{i-1,j} \rightarrow \text{Ker}(d_{h}^{i,j}))
\]

\[
H_{v}^{j}(C^{i•}) = \text{Coker}(\text{Im}(d_{v}^{i,j-1} \rightarrow \text{Ker}(d_{v}^{i,j}))
\]

respectively. If \(A\) is cocomplete, we can define the total complex \(\text{Tot}(C^{i•})\).

**Theorem D.1.** Suppose that \((C^{i,j}, d_{i}^{j}, d_{v}^{i})\) is a first quadrant double complex. There exists a spectral sequence \(I^{E}_{i,j}^{r}\), for \(r \geq 0\), with differentials \(I^{d}_{i,j}^{r}\) such that

- \(I^{E}_{0,j}^{1} = C^{i,j}\) and the maps \(I^{d}_{0,j}^{1}\) are just the vertical differentials \(d_{v}^{i,j}\),
- We have \(I^{E}_{i,j}^{1} = H_{v}^{j}(C^{i•})\) and the morphisms \(I^{d}_{1,j}^{1}\) are induced by the horizontal morphisms \(d_{h}^{i,j}\),
- We have that \(I^{E}_{2,j}^{1} = H_{i}^{j}(H_{v}^{j}(C^{i•}))\)

Furthermore, we have the convergence

\[
I^{E}_{2,j}^{1} = H_{i}^{j}(H_{v}^{j}(C^{i•})) \Rightarrow H_{i+j}(\text{Tot}(C^{i•}))
\]

**Remark.** We obtain another sequence \(I^{E}_{p,q}^{r}\) by swapping \(h\) and \(v\) in the above theorem. The theorem can also be adapted for third quadrant double complexes, where \(E_{p,q}^{r} = 0\) unless \(p, q \leq 0\).
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