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Abstract—The mismatch between the numerical and actual nonlinear models is a challenge to nonlinear acoustic echo cancellation (NAEC) when the nonlinear adaptive filter is utilized. To alleviate this problem, we combine a basis-generic expansion of the memoryless nonlinearity into semi-blind source separation (SBSS). By regarding all the basis functions of the far-end input signal as the known equivalent reference signals, an SBSS updating algorithm is derived following the constrained scaled natural gradient strategy. Unlike the commonly utilized adaptive algorithm, the proposed SBSS is based on the independence between the near-end signal and the reference signals, and is less sensitive to the mismatch of nonlinearity between the numerical and actual models. Experimental results show that the proposed method outperforms conventional methods in terms of echo return loss enhancement (ERLE) and near-end speech quality evaluated by perceptual evaluation of speech quality (PESQ) and short-time objective intelligibility (STOI).

Index Terms—Constrained scaled natural gradient, nonlinear acoustic echo cancellation, semi-blind source separation.

I. INTRODUCTION

LINEAR acoustic echo cancellation (AEC) assumes that the far-end input signal is linearly convolved with the echo path to give the echo signal, and usually the linear adaptive filtering method can be used to estimate the echo path and eliminate the echo signal [1]–[3]. Semi-blind source separation (SBSS), rooted from blind source separation (BSS) [4], can also be used for linear AEC [5]–[7]. The SBSS method was first proposed in [8] and was successfully implemented in [5] as a combination of a multichannel BSS and a single-channel AEC in the frequency domain. It was subsequently shown in [6] and [7] that BSS and multichannel AEC can be combined effectively, resulting in an SBSS without double-talk detection. SBSS were also proven to be able to estimate the echo path during double-talk [9]–[11].

In practical applications, nonlinearity is always inevitable especially in the portable devices such as smartphones and laptops which use miniature loudspeakers. Therefore, the nonlinear acoustic echo cancellation (NAEC) is preferred for better echo cancellation performance. Over the years, a large number of models have been employed to describe the nonlinearity in the NAEC system, such as Wiener-Hammerstein model [12], Volterra model [13], polynomial saturation [14], and neural networks [15]. The memoryless nonlinearity has been shown to model well the nonlinear distortion of loudspeakers [16], in which the echo path can be decomposed into a cascade structure of a nonlinear model and linear echo path [17], [18]. The combination of adaptive filters, in which linear and nonlinear elements are adapted separately using two different adaptive filters in parallel, was proposed in [19] and further improved by [20], [21]. In contrast, the linear echo path and the nonlinearity can be estimated by the well-known Kalman filter, which shows a fast adaptation with a better performance [22]–[24] than both the least mean square (LMS) and the recursive least squares (RLS) algorithms [1]. A multichannel state-space frequency-domain adaptive filter (MCSSFDAF) was devised in [23] to approach the NAEC problem by considering a basis-generic expansion of the memoryless nonlinearity. The method proposed in [23] was further extended and implemented in microphone array [25]. Moreover, a dual-stage multichannel Kalman (DualStage-MCK) filter for NAEC was recently proposed in [26] by using two serially cascaded adaptive filters.

The performance of NAEC largely depends on the accuracy of the numerical nonlinear model since the adaptive filtering used in AEC in essence aims at identifying the transfer function between the excitation of the loudspeaker and the captured signal of the microphone. In practical applications, the mismatch between the numerical and actual nonlinear models is inevitable and this will be detrimental to the NAEC system and lead to deteriorated performance of those based on adaptive filtering.

We note that SBSS is usually designed based on the assumption of independence between the reference signal and the near-end signal [5]–[11], and is theoretically less sensitive to the mismatch between the numerical and actual transfer functions. However, current SBSS is used to solve the linear AEC problem, and cannot be applied in the NAEC system. In this letter, we modify the SBSS to make it suitable to be implemented in NAEC. The basis-generic expansion of the memoryless nonlinearity is applied to the reference signal first and the expansion coefficients are merged into the echo path. By regarding each basis function of the far-end input signal as the known equivalent reference signal, an updating process is designed following the constrained scaled natural gradient strategy [7], [27] commonly used in linear SBSS. By combining the merits of the SBSS and the nonlinear expansion, the proposed method can have better performance in practical applications where the nonlinear model deviates from the actual model.
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where $Y(k,n), H_i(k,n), X\phi_i(k,n)$, and $S(k,n)$ are the frequency-domain representations of $y(t), h'_i(t), \phi_i(x(t))$, and $s(t)$ respectively with the frequency index $k$ and the frame index $n$. Combine $X\phi_i(k,n)$ with $Y(k,n)$ and $S(k,n)$ respectively into the vector forms as

$$y(k,n) = [Y(k,n), X\phi_1(k,n), \ldots, X\phi_p(k,n)]^T,$$

$$s(k,n) = [S(k,n), X\phi_1(k,n), \ldots, X\phi_p(k,n)]^T,$$

then the matrix form of (7) can be represented as

$$y(k,n) = H(k,n) s(k,n),$$

where $H(k,n)$ is a mixing matrix of size $(p+1) \times (p+1)$ in block formulation as

$$H(k,n) = \begin{bmatrix} 1 & h^T(k,n) \\ \mathbf{0}_{p \times 1} & \mathbf{I}_p \end{bmatrix},$$

with $\mathbf{0}_{p \times 1}$ a zero vector of size $p \times 1$, $\mathbf{I}_p$ an identity matrix of size $p \times p$, and $h(k,n)$ a mixing vector of size $p \times 1$ as

$$h(k,n) = [H_1(k,n), \ldots, H_p(k,n)]^T.$$

Since $x(t)$ is the known input signal, $\phi_i(x(t))$ and $X\phi_i(k,n)$ are also known. Regarding $X\phi_i(k,n)$ as the reference signal, the unknown near-end signal $S(k,n)$ can be extracted using the SBSS method. The demixing process is described as

$$e(k,n) = W(k,n) y(k,n),$$

where $e(k,n)$ is the estimated vector of size $(p+1) \times 1$ and $W(k,n)$ is the demixing matrix of size $(p+1) \times (p+1)$. They have the forms as

$$e(k,n) = [E(k,n), X\phi_1(k,n), \ldots, X\phi_p(k,n)]^T,$$

$$W(k,n) = \begin{bmatrix} 1 & w^T(k,n) \\ \mathbf{0}_{p \times 1} & \mathbf{I}_p \end{bmatrix},$$

where $E(k,n)$ is the estimate of the near-end signal $S(k,n)$ and $w(k,n)$ is the demixing vector of size $p \times 1$.

One may argue that all the $X\phi_i(k,n)$ are transformed from the same reference signal $x(t)$; therefore they do not satisfy the independence assumption, which is the basis of the BSS method. However, for the SBSS used in NAEC, the near-end signal is independent of the reference signals, and the mixing and demixing matrices are both constrained, so that the near-end signal can still be effectively recovered. The feasibility of SBSS with linearly dependent reference signals has already been verified in multichannel linear AEC [7].
from the dependent multivariate super-Gaussian distribution in [28] as
\[
\Psi \left( e_k (n) \right) = \left[ \Psi \left( e_1 (k, n) \right), \ldots, \Psi \left( e_{p+1} (k, n) \right) \right]^T, \tag{17}
\]
with
\[
\Psi \left( e_j (k, n) \right) = \frac{e_j (k, n)}{\sqrt{\sum_{j=1}^{K} |e_j (k, n)|^2}}, \tag{18}
\]
where \( e_j (k, n) \) represents the \( j \)-th element of the vector \( e(k, n) \) and \( K \) is the number of frequency bins. To obtain a stable algorithm while preserving the constrained structure of the demixing matrix in (15), we further use the constrained scaled natural gradient strategy [7], [27] and the update equations are expressed as
\[
\Delta W(k, n) = \left[ I_{p+1} - \frac{1}{d(k, n)} \Psi \left( e(k, n) \right) e^H(k, n) \right] W(k, n), \tag{19}
\]
\[
\Delta W_{2:p+1,:} (k, n) = O_{p \times (p+1)}, \tag{20}
\]
\[
W(k, n+1) = c(k, n) \left[ W(k, n) + \eta \Delta W(k, n) \right], \tag{21}
\]
\[
W_{1,:} (k, n+1) = \frac{W_{1,:} (k, n+1)}{W_{1,1} (k, n+1)}, \tag{22}
\]
\[
W_{2:p+1,:} (k, n+1) = I_p, \tag{23}
\]
where \( \Delta W(k, n) \) is the updating term of \( W(k, n) \), \( O_{p \times (p+1)} \) represents a zero matrix of size \( p \times (p+1) \), \( \Delta W_{2:p+1,:} (k, n) \) represents a matrix composed of the 2nd to \( (p+1) \)-th rows of the matrix \( \Delta W(k, n) \), \( W_{1,:} (k, n+1) \) represents the first row of the matrix \( W(k, n+1) \), \( W_{1,1} (k, n+1) \) represents the element in the first row and first column of the matrix \( W(k, n+1) \), \( W_{2:p+1,:} (k, n+1) \) represents a square matrix of size \( p \times p \) at the bottom right corner of the matrix \( W(k, n+1) \), and \( d(k, n) \) and \( c(k, n) \) are the scaling factors, which are computed as in [27].

The proposed SBSS algorithm is based on the independence between the near-end signal and the reference signals. Thus it is less sensitive to the mismatch of nonlinearity between the numerical and actual models.

IV. SIMULATIONS AND EXPERIMENTS

In order to verify the effectiveness of the proposed algorithm, we compare the performance of the SBSS algorithm with that of the state-of-the-art NAEC algorithms based on submatrix-diagonal MCSSFDAF (SD-MCSSFDAF) [23] and DualStage-MCK [26] using both simulated and real captured data. Exemplary audio samples are available online at: https://github.com/ChengGuoliang0/audio-samples.

A. Simulations

We consider two types of nonlinear mappings to model the memoryless loudspeaker nonlinearity: hard clipping and soft saturation [23], [25]. The hard clipping model is expressed as
\[
f(x(t)) = \begin{cases} 
-x_{\max}, & x(t) < -x_{\max} \\
\big| x(t) \big|, & -x_{\max} \leq x(t) \leq x_{\max} \\
x_{\max}, & x(t) > x_{\max} 
\end{cases}, \tag{24}
\]
where \( x_{\max} \) is the clipping threshold. The soft saturation model is expressed as
\[
f(x(t)) = \frac{x_{\max} x(t)}{\sqrt{x_{\max}^2 + |x(t)|^p}}, \tag{25}
\]
where \( p \) is a nonadaptive shape parameter.

For the implementation of the algorithms, both matched and unmatched conditions are considered. In the matched condition, the same nonlinearity is used as both the actual model and the numerical model in the algorithms. In the unmatched condition, the nonlinear expansion in (2) is used as the numerical model. In all the simulations and experiments, the nonlinear expansion order of the algorithms is set as \( p = 3 \).

1) Single-Talk Case: A 10-s long female speech signal as the far-end input signal \( x(t) \) is distorted using the two nonlinear mappings to generate the microphone signal \( y(t) \) following (1), and white Gaussian noise \( \rho(t) \) is utilized to represent the background noise in the single-talk case. We use the signal-to-distortion ratio (SDR) to quantify the degree of nonlinearity, which is defined as \( 10 \log_{10} \left( E[|x^2(t)|]/E[(f(t,x(t))-x(t))^2] \right) \) [23], and it is set to 5 dB. The echo-to-near-end-signal power ratio (ESR), defined as \( 10 \log_{10} \left( E[\rho^2(t)]/E[x^2(t)] \right) \) [23], is set as ESR = 60 dB. The echo path is a room impulse response generated by the image method [32] with a sampling rate of 16 kHz and a reverberation time of 0.2 s. The learning rate \( \eta \) of the SBSS algorithm is set to 0.1. The performance is measured by the echo return loss enhancement (ERLE), defined as \( 10 \log_{10} \{ E[y^2(t)]/E[e^2(t)] \} \) [25]. The ERLE results in the two nonlinear cases are shown in Fig. 2. It can be seen that the SD-MCSSFDAF and the DualStage-MCK algorithms significantly outperform the SBSS algorithm after convergence when the nonlinearity is perfectly matched. However,
when the nonlinear expansion is utilized, these two algorithms deteriorate considerably due to the influence of the mismatch of nonlinearity, and the benefit of the proposed nonlinear SBSS method can be clearly seen.

2) Double-Talk Case: The far-end speech signal $x(t)$ is again distorted using the two nonlinear mappings with $\text{SDR} = 5 \text{ dB}$. The near-end signal $s(t)$, which is a 10-s long male speech signal, is superimposed on the echo signal $d(t)$ to obtain the microphone signal $y(t)$ with $\text{ESR} = 0 \text{ dB}$. Only more practical unmatched condition is considered in the double-talk case, and the performance is measured by the true ERLE (tERLE), defined as $10 \log_{10} \left\{ \frac{\text{E}[d^2(t)]}{\text{E}[(e(t)-s(t))^2]} \right\}$ [7]. Besides, perceptual evaluation of speech quality (PESQ) [33] and short-time objective intelligibility (STOI) [34], [35] are also employed as objective measures to evaluate the speech quality of the near-end signal. The tERLE results of the two nonlinear mappings are shown in Fig. 3, and the evaluation results of the near-end speech quality with different SDR values are shown in Table I, from which the efficacy of the proposed method can be seen.

**B. Real Experiments**

We also evaluate the performance of the proposed SBSS algorithm using real captured data. A male speech signal emitted by a miniature loudspeaker, which inevitably includes an unknown nonlinearity, is recorded by a microphone with signal-to-noise ratio (SNR) of approximately 20 dB. The length of the signal is 10 s long, with a sampling rate of 16 kHz. Fig. 4 shows the ERLE results for the single-talk case. Obviously, the ERLE performance of the SBSS algorithm is better than that of the other two algorithms in this unmatched condition. In the case of double-talk, a 10-s long female speech signal is used as the near-end signal, and the volume is adjusted to achieve an ESR of 0 dB. The tERLE results are shown in Fig. 5, and the evaluation results of the near-end speech quality with different SNR values are shown in Table II. It can be seen that the SBSS algorithm not only achieves the best echo cancellation performance in double-talk condition, but also has the best near-end speech quality.

**V. CONCLUSION**

In this letter, we propose a novel NAEC algorithm based on SBSS. We merge the nonlinear expansion coefficients of the basis functions into the echo path. By regarding all the basis functions of the far-end input signal as the known equivalent reference signals, an online SBSS algorithm can be derived using the constrained scaled natural gradient strategy. The proposed SBSS algorithm, based on the independence between the near-end signal and the reference signals, is less sensitive to the mismatch of nonlinearity between the numerical and actual models than the NAEC algorithm based on adaptive filtering. Simulations using two types of nonlinear mappings and experiments using real captured data validate that the proposed SBSS algorithm achieves effective nonlinear echo cancellation performance when the numerical nonlinear model mismatches the actual model.
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