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1. Introduction

Nowadays, the computational power of the average personal computer provides to a vast audience the possibility of simulating complex models of reality within reasonable time frames. This chapter presents a review of modelling techniques for underwater vehicles with fixed geometry, giving emphasis on their application to real-time or faster than real-time simulation.

In the last decade there was a strong movement towards the development of Autonomous Underwater Vehicles (AUV) and Remotely Operated Vehicles (ROV). These two classes of underwater vehicles are intended to provide researchers with simple, long-range, low-cost, rapid response capability to collect pertinent environmental data. There are numerous applications for AUV and ROV, including underwater structure inspection, oceanographic surveys, operations in hazardous environments, and military applications. In order to fulfil these objectives, the vehicles must be provided with a set of controllers assuring the desired type of autonomous operation and offering some aid to the operator, for vehicles which can be teleoperated.

The design and tuning of controllers requires, on most methodologies, a mathematical model of the system to be controlled. Control of underwater vehicles is no exception to this rule. The most common model in control theory is the classic system of differential equations, where \(x\) and \(u\) are denominated respectively state vector and input vector:

\[
\dot{x} = f(x, u) \tag{1}
\]

In this framework, the most realistic models of underwater vehicles require \(f(x, u)\) to be a nonlinear function. However, as we will see, under certain assumptions, the linearization of \(f(x, u)\) may still result in an acceptable model of the system, with the added advantage of the analytic simplicity.

On the other hand, simulation, or more specifically, numerical simulation, does not require a model with the conceptual simplicity of Eq.(1). In this case, we are not concerned with an analytic proof of the system’s properties. The main objective is to compute the evolution of a set of state variables, given the system’s inputs.

The hydrodynamic effects of underwater motion of a rigid body are well described by the Navier-Stokes equations. However, these equations form a system of nonlinear partial differential equations.
differential equations whose solution is very hard to compute for general problems.
Computational fluid dynamics deal with the subject of solving these equations. However, even with today’s computer technology and software packages, the time to obtain the solution on average computer, even for simple scenarios, is still far from real-time. This kind of simulation may return very accurate results, but the computation times are not acceptable if simulation of long term operation is desired. These models are just too complex for control design and approximations are used for this purpose.
If near, or faster than, real-time simulations are desired, acceptable results can be obtained by simulating the model employed in the control design. Real-time response is most useful when teleoperation simulation is desired. In this case, as in car or flight simulators, the user interacts with the underwater vehicle simulator by setting references or direct actuator commands on a graphical user interface.

Usually we are interested in checking the performance of the vehicle’s controllers in a set of operation scenarios. This is done because the control design may involve certain simplifications or heuristic methods which make it difficult to analytically characterize certain parameters of the system’s response, such as settling time or peak values (overshoots) during transient phases of operation. Simulation is an important tool for controller tuning and for exposing certain limit situations (e.g., actuator saturation) that may be hard to describe analytically on the model employed for control design.

The typical design cycle involves the test of different control laws and navigation schemes. In most cases, the control system must be replicated in a simulation environment, usually on a different language. Even when that is done correctly, it is difficult to keep consistency between that implementation and the final control system, which may be subject to updates from other sources. It is possible, as described in (Silva et al. 2007), to have a single implementation of the control software to function unmodified in both real-life and simulated environments. Instead of writing separate code first for a prototyping environment and then for the final version, this approach allows the employment of the stable/final software in the overall design cycle. Therefore, the simulation may be seen also as a debugging tool of the overall software design process. Underwater vehicle’s mission management, with special regards to autonomous operation, may involve complex logic, besides the continuous control laws. It is of the major importance to test the implementation of that logic, namely switching between manoeuvres, manoeuvre coordination, event detection, etc. Since real-life missions may last for some hours, it is quite useful to simulate these missions in compressed simulated time.

The literature from naval architecture proposes several models for underwater vehicles following the structure of Eq.(1). The main difference between these models is the way how the hydrodynamic phenomena associated with underwater rigid body motion is modelled. The model described in (Healey & Lienard, 1993) is used in many works. These authors refine a model that can be traced back to 1967 (Gertler & Hagen, 1967) in order to describe a box shaped AUV. Most recent works use the framework presented on (Fossen, 1994) which, while less descriptive than the one of (Healey & Lienard, 1993), is more amenable to direct application of tools from nonlinear control. Recent research on underwater vehicle’s motion equations can still be found, for instance on (Nahon, 2006).
However, in general, the literature only provides the general equations of the models. These models are parametrized by tens (sometimes over one hundred) of coefficients. Some of these coefficients can be easily computed based on direct physical measurements (mass,
length, etc.). However, the computation of the coefficients related to hydrodynamic effects is not a straightforward task. When considering new designs, the accurate estimation of some of the coefficients, mainly those associated with hydrodynamic phenomena, usually requires hydrodynamics tests. Although ingenious techniques can be used, see for instance (von Ellenrieder, 2006), these tests are usually expensive or involve an apparatus which is not justifiable for every institution.

Certain software packages can be used to obtain more accurate parameters. For instance, (Irwin & Chavet, 2007) present a study comparing results obtained with Computational Fluid Dynamics with those of classical heuristic formulas. However, software packages for this purpose are usually expensive, or of limited accessibility.

The simplest alternative approaches rely on empirical formulas, or on adapting the coefficients from well-proved models from similar vehicles. In fact, empirical results show that, for vehicles of the same shape, the hydrodynamic effects can be normalized as a function of scale and vehicle’s operating speed. For instance, the work of (Healey & Lienard, 1993) presents the complete set of numeric parameters for the model proposed by the authors on that work. However, the later method is suitable only for vehicles with similar shape to those whose models are known and the former requires the vehicle being modelled to follow closely the assumptions of the empirical formulas.

In what follows, we review a standard nonlinear model derived from (Fossen, 1994), describe further aspects of the hydrodynamic phenomena, and explain how the symmetries of the vehicle can be explored in order to reduce the number of considered coefficients.

The final conclusions are drawn based on our experiments with the Light Autonomous Underwater Vehicle (LAUV) designed and built at University of Porto (see Fig. 1). LAUV is a torpedo shaped vehicle, with a length of 1.1 meters, a diameter of 15 cm and a mass of approximately 18 kg. The actuator system is composed of one propeller and 3 or 4 control fins (depending on the vehicle version), all electrically driven. We compare trajectories logged during the operation of the LAUV with trajectories obtained by simulation of the vehicle’s mathematical model.

![Fig. 1. Light Autonomous Underwater Vehicle (LAUV) designed and built at University of Porto.](image)

### 2. Underwater vehicle dynamics

When discussing underwater vehicle dynamics we typically consider two coordinate frames: the Earth-Fixed Frame and the Body-Fixed Frame.
The Earth-Fixed Frame defines a coordinate system with origin fixed to an arbitrary point on the surface of the Earth and following the north-east-down convention: $x$ points due North, $y$ points due East, and $z$ points toward the center of the Earth. For marine applications, this frame is considered the inertial frame.

In the Body-Fixed Reference Frame the origin and axes of the coordinate system are fixed with respect to the (nominal) geometry of the vehicle. The orientation of the axes is as shown on Fig. 2: if the underwater vehicle has a plane of symmetry (and we will assume here that they all do) then $x_B$ and $z_B$ lie in that plane of symmetry. $x_B$ is chosen to point forward and $z_B$ is chosen to point downward. Usually the body axes coincide with the principal axes of inertia of the vehicle. Fig. 2 shows one possibility. The origin of the body-fixed frame is frequently chosen to coincide with the center of gravity. This is a natural choice given the equations of rigid body motion. However, in many situations, most remarkably during prototyping, the center of mass may be changing relatively to the vehicle’s geometry. That makes necessary to recalculate the moments due some of the forces involved on vehicle’s motion (e.g., forces due to the actuators). Therefore, in those cases, a more useful choice would be a point relative to the vehicle’s shape such as the center of pressure (described later) or simply the geometrical center.

![Fig. 2. Body-Fixed Reference Frame.](image)

The minimum set of variables that completely describe the vehicle’s position, orientation, and linear and angular velocities is called vehicle state. The most commonly chosen state variables are the inertial position and orientation of the vehicle, and its body-fixed linear and angular velocities. The orientation of the vehicle with respect to inertial space can be described by the Euler angles. These angles are termed yaw angle ($\psi$), pitch angle ($\theta$) and roll angle ($\phi$). This implies three different rotations will be needed (one for each axis). The order in which these rotations are carried out is not arbitrary. The standard coordinate systems and rotations (Lewis, 1989), are as defined in Fig. 3. In what follows, the notation from the Society of Naval Architects and Marine Engineers (SNAME) is used (Lewis, 1989). The motions in the body-fixed frame are described by 6 velocity components $u$, $v$, $w$, $p$, $q$ and $r$. Let us define the following vectors:

\[
v_1 = [u \ v \ w]^T
\]

\[
v_2 = [p \ q \ r]^T
\]

\[
v = [v_1^T \ v_2^T]^T
\]

The body fixed linear velocities $u$, $v$ and $w$ are termed, respectively, surge, sway and heave. We adopt the following convention: when considering slow varying ocean currents, these velocities are relative to a coordinate frame moving with the ocean current.
The vehicle’s position and orientation in the inertial frame are defined by the following vectors:

\[ \eta_1 = [x \ y \ z]^T \]  \hspace{1cm} (4)
\[ \eta_2 = [\phi \ \theta \ \psi]^T \]  \hspace{1cm} (6)
\[ \eta = [\eta_1^T \ \eta_2^T]^T \]  \hspace{1cm} (5)

Fig. 3. Euler angles definition: yaw, pitch and roll.

The twelve basic states of an underwater vehicle may therefore be written as (again, this is just one possible choice, but it is the standard one):

| Name | Description | Unit |
|------|-------------|------|
| u    | Linear velocity along body-fixed x-axis (surge) | m/s |
| v    | Linear velocity along body-fixed y-axis (sway) | m/s |
| w    | Linear velocity along body-fixed z-axis (heave) | m/s |
| p    | Angular velocity about body-fixed x-axis | rad/s |
| q    | Angular velocity about body-fixed y-axis | rad/s |
| r    | Angular velocity about body-fixed z-axis | rad/s |
| \( \psi \) | Heading angle with respect to the reference axes | rad |
| \( \theta \) | Pitch angle with respect to the reference axes | rad |
| \( \phi \) | Roll angle with respect to the reference axes | rad |
| x    | Position with respect to the reference axes (North) | m |
| y    | Position with respect to the reference axes (East) | m |
| z    | Position with respect to the reference axes (Down) | m |

Table 1. Vehicle States

2.1 Dynamic equations

The evolution of \( \eta \) is defined by the following kinematic equation:

\[ \ddot{\eta} = J(\eta_2)\nu \]  \hspace{1cm} (6)
This equation defines the relationship between the velocities on both reference frames, with the term $J(\eta_2)$ given as follows:

$$J_1(\eta_2) = \begin{bmatrix}
\cos\theta \cos\psi & (-\cos\phi \sin\psi + \sin\phi \sin\theta \cos\psi) & (\sin\phi \sin\psi + \cos\phi \sin\theta \cos\psi) \\
\cos\theta \sin\psi & (\cos\phi \cos\psi + \sin\phi \sin\theta \sin\psi) & (-\sin\phi \cos\psi + \cos\phi \sin\theta \sin\psi) \\
-\sin\theta & \cos\theta \sin\psi & \cos\theta \cos\phi
\end{bmatrix}$$ (7)

$$J_2(\eta_2) = \frac{1}{\cos\theta} \begin{bmatrix}
\cos\theta & \sin\phi \sin\theta & \cos\phi \sin\theta \\
0 & \cos\phi \cos\theta & -\sin\phi \cos\theta \\
0 & \sin\phi & \cos\theta
\end{bmatrix}$$ (8)

$$J(\eta_2) = \begin{bmatrix}
J_1(\eta_2) & 0 \\
0 & J_2(\eta_2)
\end{bmatrix}$$ (9)

Note that there is a singularity in Eq. (8) when the pitch angle is $\pm 90^\circ$. Underwater vehicles typically do not operate close to this singularity. If we want to consider operation in that zone, one possible alternative to the Euler angles is the quaternion representation. For further details see, for instance, (Fossen, 1994).

For most marine control applications it is valid to assume the principle of superposition can be applied when considering environmental disturbances. For underwater vehicles operating far from the surface, the main environmental disturbance to be considered is due to marine currents. Ocean and river currents arise due to a multitude of factors but, in the generality of the operations, they have a low spatial and temporal rate of change with respect to the vehicle dynamics. Therefore we can incorporate the effect of currents in the vehicle model by considering that $v$ is relative to a frame moving with the water current velocity $v_c$, where $v_c = [v_{cx}, v_{cy}, v_{cz}, 0, 0, 0]$ is the earth-fixed current velocity vector. The only change to the previously defined model will be in the kinematic equations which will come as follows:

$$\dot{\eta} = J(\eta_2) v + v_c$$ (10)

The equations of motion are composed of the standard terms for the motion of an ideal rigid body plus the terms due to hydrodynamic forces and moments and the terms due to propulsive forces. The usual approach to model the hydrodynamic terms consists of considering the following effects: restoring forces, the simplest one, which depends only on the vehicle weight, buoyancy and relative positions of the centers of gravity and buoyancy; added mass, which describes the pressure induced forces/moments due to forced harmonic motion of the body; drag, caused by skin friction (either laminar or turbulent) and vortex shedding; and lift, due to the fluid flow whose direction is changed perpendicularly to vehicle’s linear velocity vector. As hinted in the introduction, added mass, drag and lift are very hard to describe accurately by theoretical methods. An extensive discussion about the added mass effect is presented in (Brennen, 1982).

The drag effect is modelled as a force opposing to the vehicle’s velocity. The lift effect is modelled as a force perpendicular to the vehicle’s velocity. Both forces act on the center of
pressure of the vehicle and are a function of the vehicles’ shape and of the square of its velocity. The center of pressure is also strongly dependent on vehicle’s shape. For a more in-depth analysis of this subject see, for instance, (Hoerner, 1992).

With the exception of the gravity and buoyancy forces, these effects are best described in the Body-Fixed Frame. Therefore, the remaining equations of motion, describing the vehicle’s kinetics, can be presented in the following compact form:

\[ M \ddot{v} + C(v)\dot{v} + D(v)v + g(\eta) = \tau_{\text{act}} \]  

(11)

\( M \) is the constant inertia and added mass matrix of the vehicle, \( C(v) \) is the Coriolis and centripetal matrix, \( D(v) \) is the Damping matrix, \( g(\eta) \) is the vector of restoring forces and moments and \( \tau_{\text{act}} \) is the vector of body-fixed forces from the actuators. We follow the common formulation where the lift and drag terms are both accounted in the damping matrix.

For vehicles with a streamlined shape, theoretical and empirical formulas may be used. However, it must be remarked that in practice these vehicles are not quite as regular as assumed in the formulas usually employed for added mass, drag and lift: they have antennas, transducers and other protuberances that affect those effects, with special incidence on the drag terms. Therefore we should look at the formulas as giving underestimates of the true values of the coefficients.

In certain situations it may be useful to consider the following simplifications: if the vehicle’s weight equals its buoyancy and the center of gravity is coincident with the center of buoyancy, \( g(\eta) \) is null; for an AUV with port/starboard, top/bottom and fore/aft symmetries, \( M \) and \( D(v) = D_1(v) + D_2(v) \) are diagonal. In the later case, the damping matrix has the following form:

\[
D_1(v) = \text{diag}(X_u, Y_\dot{v}, Z_{w}, K_p, M_q, M_{\dot{q}}) \\
D_2(v) = \text{diag}(X_{u|\dot{u}|}, Y_{v|\dot{v}|}, Z_{w|\dot{w}|}, K_{p|\dot{p}|}, M_{q|\dot{q}|}, M_{\dot{q}|\dot{q}|}, N_{r|\dot{r}|}, N_{\dot{r}|\dot{r}|})
\]  

(12)

(13)

For low velocities, the quadratic terms on Eq. 13, such as \( Y_{v|\dot{v}|} |\dot{v}| \), may be considered negligible. However, in practice, the fore/aft symmetry is rarely verified and non-diagonal terms should be considered. Even so, certain simplifications can be further considered. For instance, in torpedo shaped vehicles, some of the coefficients affecting the motion on the vertical plane are the same as those affecting the motion on the horizontal plane, reducing the number of different coefficients that must be estimated.

Some of the models found in the literature, e.g. (Prestero 2001; Leonard & Graver, 2001; Conte & Serrani, 1996; Ridley et al., 2003), do not consider the linear damping terms contained on \( D_1(v) \). These terms may play an important role in the design of the control system, namely on local stability analysis. For low velocities scenarios the quadratic damping terms become very small. If the linear damping is ignored, the linearization of the system model around the equilibrium point may falsely reveal a locally unstable system. This leads the control system designer to counteract by adding linear damping in the form of velocity feedback, which potentially could be unnecessary, leading to conservative designs. In fact, it is possible to find examples in the literature where the authors perform a worst case analysis, by totally disregarding the damping matrix (Leonard 1996; Chyba 2003).
2.2 Actuators
In the last years there has been a trend in the research of biologically inspired actuators for underwater vehicles, see for instance (Tangorra, 2007). The development of vehicles employing variable buoyancy and center of mass (e.g., gliders) is also underway (Bachmayer, 2004). However, the preferred types of actuators for small size AUVs still are electrically driven propellers and fins, due to its simplicity, robustness and low cost. When high manoeuvrability is desired, full actuation is employed (for instance, with two longitudinal thrusters, two lateral thrusters and two vertical thrusters). For over-actuated vehicles, thruster allocation schemes may be applied in order to optimize performance and power consumption. However, for a broad range of applications the cost effectiveness of under-actuated vehicles is still a factor of preference. In those cases, a smaller number of thrusters, eventually coupled with fins, is employed. This approach is applied in most torpedo-like AUVs: there is a propeller for actuation in the longitudinal direction and fins for lateral and vertical actuation. In this case, \( \tau_{act} \) depends only on 3 parameters: propeller velocity, horizontal fin inclination and vertical fin inclination. Dynamic models for propellers can be found in (Fossen, 1994) and this is still an active area of research (D’Epagnier, 2006). However, the dynamics of the thruster motor and fin servos are generally faster than the remaining dynamics. Therefore, they can be frequently excluded from the model, namely when operation at steady speed is considered as opposed to dynamic positioning, or station keeping.

2.3 Simplified models
For a large class of underwater vehicles it is usual to consider decoupled modes of operation, see for instance (Healey & Lienard, 1993), the most common being motion on the horizontal plane, involving changes on \( x, y, \psi, v \), and motion on the vertical plane aligned with the body fixed \( x-z \) axes, involving changes on \( z, \theta, w \) and \( q \). In the later mode, assuming small deviations from 0 on the pitch angle, a linearized model can be used without introducing significant error (the \( a_{ij}, k_w \) and \( k_q \) coefficients can be calculated as a function of the coefficients of the full nonlinear model):

\[
\begin{bmatrix}
\dot{z} \\
\dot{\theta} \\
\dot{w} \\
\dot{q}
\end{bmatrix} =
\begin{bmatrix}
0 & -u & 1 & 0 \\
0 & 0 & 0 & 1 \\
a_{32} & a_{33} & a_{34} & 0 \\
a_{42} & a_{43} & a_{44} & 0
\end{bmatrix}
\begin{bmatrix}
z \\
\theta \\
w \\
q
\end{bmatrix}
+ \begin{bmatrix}
v_{cz} \\
0 \\
k_w \tau_w \\
k_q \tau_q
\end{bmatrix}
\]  
(14)

For the purpose path planning on the horizontal plane with piecewise continuous velocity, a simple kinematic model can be used:

\[
\begin{align*}
\dot{x} &= u \cos(\psi) - v \sin(\psi) + v_{cx} \\
\dot{y} &= v \cos(\psi) + u \sin(\psi) + v_{cx} \\
\dot{\psi} &= r
\end{align*}
\]  
(15)

For the purpose of path planning, it is considered that the actuators produce the desired velocities instantaneously. The allowable ranges for \( u, v \) and \( r \) must be the same as the ones
verified for the full dynamic model, or measured in real operation. While this model introduces some errors that must be compensated later by the on-line control system, this is very useful for the general path planning algorithms. If the vehicle does not possess lateral actuation, such as a torpedo, the model drops the terms on \( v \) and becomes the well-known unicycle model.

3. Results and discussion

In (Silva et al., 2007) we describe a simulation environment which allows us to simulate AUV operation in real-time and with direct interaction with the control software. All software was written in C++ and is based on the Dune framework, also developed at the University of Porto. Using this framework, the control software and simulation engine may run either on a desktop computer or on the final target computer. Our results show that realistic real-time and faster than real-time simulation of underwater vehicles is quite feasible in today’s computers. The trajectories obtained with the exact same inputs as those used in experiments in the water differ slightly from the real trajectories. However, in what concerns simulation of closed-loop operation, the feedback employed on the control laws smooths out the effects of parameter uncertainty. Therefore it is possible to observe a good correlation between the performance of the controlled system in simulation and that obtained in real operation. This conclusion is drawn using the exact same controllers and timings on simulation and real operation. This result is not as assuring as a complete analytical proof but, then again, none of the currently employed models are perfect descriptions of the reality therefore, even an analytical study does not guarantee the planned behaviour when the respective implementation comes to real life operation.

The available methods are quite satisfactory for high level mission planning and already provide a good basis for initial controller tuning. However, additional tuning is still required when it comes to real life vehicle operation. Research on models whose simulation can be done in reasonable time while providing an increasing level of adherence to reality should continue.
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