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Abstract This paper presents a mortar-based finite element formulation for modeling the dynamics of shear rupture on rough interfaces governed by slip-weakening and rate and state (RS) friction laws, focusing on the dynamics of earthquakes. The method utilizes the dual Lagrange multipliers and the primal–dual active set strategy concepts, together with a consistent discretization and linearization of the contact forces and constraints, and the friction laws to obtain a semi-smooth Newton method. The discretization of the RS friction law involves a procedure to condense out the state variables, thus eliminating the addition of another set of unknowns into the system. Several numerical examples of shear rupture on frictional rough interfaces demonstrate the efficiency of the method and examine the effects of the different time discretization schemes on the convergence, energy conservation, and the time evolution of shear traction and slip rate.
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1 Introduction

Understanding the mechanics of shear rupture on a frictional interface is important for fields and scales ranging from earthquakes to car brakes. In this paper, we introduce a numerical method designed for studying the dynamics of shear rupture during earthquakes, focusing on the effects of the non-planar geometry and the non-linear frictional constitutive laws associated with natural faults. The method, however, can easily be adjusted for other fields and scales.

A common view is that earthquakes occur via a frictional instability, in which the frictional resistance on the fault decreases with increasing sliding or sliding velocity (see, e.g., [1]). In the context of earthquakes, the constitutive relations for the evolution of the friction coefficient can be divided into two main groups. In the group of slip-weakening (SW) friction laws, the friction coefficient evolves as a function of slip, while in the group of rate and state (RS) friction laws, it evolves as a function of sliding velocity and state variables. Many studies have examined numerically the effects of these laws on the dynamics of shear rupture during earthquakes (see, e.g., [2] and references therein). However, another source of complexity arises from the deviation of faults from planarity, which results in geometric asperities and a locally heterogeneous stress field near the fault. Map traces of the major fault systems, high-resolution maps of large continental strike-slip earthquake surface ruptures [3,4], and measurements of roughness on exhumed faults at scales between 10 μm and 20 m [4–11] show that faults are rough at all scales and can be described as self-affine fractal surfaces.

So far, several numerical studies of dynamic rupture on rough faults governed by frictional constitutive laws have been performed [12–15]. However, these studies (as well as the numerical studies mentioned earlier) assume that the slip on the fault is small compared to the size of the elements on the fault, thus the grid points are considered as collocated on either side of the fault during all stages of the simulation. While this assumption has a small effect for the amount of slip and the roughness bandwidth considered in these studies, it limits the minimum wavelength of roughness on the fault and may underestimate the variations of the normal stresses on the
fault during slip. Therefore, a method in which the interface is governed by friction laws but also allows nonconforming meshes across the fault, with a continuous updating of the contact geometry, is needed.

The most prevalent discretization strategy in the context of large sliding contact problems is the node-to-segment (NTS) approach, in which the nodes of one surface are prohibited from penetrating the segments of the opposing surface. However, this discretization does not satisfy the contact patch test [16], where a flat contact surface should be able to exactly transmit a spatially constant contact pressure. Moreover, the non-smoothness of the discretized contact surfaces may lead to convergence difficulties and non-physical oscillations of the contact forces [17]. Therefore, although various smoothing algorithms for the NTS formulations have been proposed, segment-to-segment discretization techniques have become more attractive, especially the mortar method. The method was originally introduced in the context domain decomposition method [18] for coupling of non-conforming discretizations across interfaces. It enforces the continuity of stresses and the contact conditions across the interface in a weak integral sense, rather than as strong, pointwise constraints.

Mortar formulations for finite sliding with penalty or augmented Lagrangian methods to enforce the contact constraints can be found in [17,19–22]. However, the former method uses unphysical penalty parameters that can affect the accuracy and the latter method involves additional iterative procedures. The traditional direct Lagrange multiplier method avoids these drawbacks and exactly fulfills the contact constraints, but leads to an increased system of equations, with the Lagrange multipliers as additional unknowns. A remedy for this problem was given in [23], who introduced the dual spaces discretization of the Lagrange multipliers into the mortar method and enabled an efficient local elimination of the discrete Lagrange multipliers by static condensation. This concept was combined further with the primal–dual active set strategy to give an efficient semi-smooth Newton algorithm for the solution of the nonlinear system of equations [24–26]. The method was extended by [27,28] to quasi-static finite deformation contact problems, including a consistent linearization of the contact virtual work expression and the nonlinear contact constraints. Extension to small deformation dynamic contact problems can be found in [29,30].

Although some of the mortar formulations above include sliding on frictional interfaces, only the case of Coulomb friction with a constant coefficient of friction has been considered. In order to model shear rupture on rough frictional interfaces, this work extends the mortar formulation in [27,28] to dynamic problems and consistently implements the SW and RS friction laws into the method. While the implementation of the SW friction law involves a procedure to condense out the state variables, thus eliminate the addition of another set of unknowns into the system. We believe that the method provides a robust tool to study different scales of the physics of earthquakes, as well as other fields that involve shear rupture on rough frictional interfaces. We consider in this work only a two-dimensional (2-D) model, which is quite common in dynamic simulations of the rupture process during earthquakes (see, e.g., [2,12,13,15,31] and references therein). In general, the rupture process on long strike slip faults is modeled with an antiplane framework, while that on thrust or normal faults is modeled with a plane strain framework (Mode II), assuming that there are no significant variations of the properties of the fault and medium in the perpendicular direction. In the context of the effect of roughness on the behavior of the shear rupture, the plane strain modeling is naturally more meaningful.

The remainder of the paper is organized as follows: In Sect. 2 we introduce the finite deformation frictional contact problem and describe the SW and RS friction laws. The corresponding weak formulation is presented in Sect. 3. Spatial finite element discretization of the contact virtual work and contact constraints with dual Lagrange multipliers is provided in Sect. 4. Time discretization of the resulting force equilibrium equation and discretized contact constraints is given in Sect. 5. In Sect. 6, the semi-smooth Newton method for the solution of the resulting discretized system of equations is described, and the discretized form of the friction laws and their associated directional derivatives are provided. In Sect. 7, numerical results are presented to show the accurate implementation of the friction laws, and evaluate convergence energy preservation properties for different time integration schemes. Finally, some conclusions are given in Sect. 8. It is important to note here that we follow the finite deformation mortar formulation of [27,28] to make the method more general, but practically to represent the friction laws accurately small time steps have to be adopted and many of the directional derivative calculations in the linearization of the virtual work and the normal and frictional contact constraints can be neglected.

## 2 Problem definition

We consider a two-dimensional contact problem with finite deformation and finite frictional sliding on an interface governed by SW or RS friction laws (Fig. 1). Although only the problem of two contacting bodies is shown here, an extension to multiple bodies or fractures embedded in a continuous domain is straightforward. The initial boundary value problem is given by

\[
\text{Div} (\mathbf{F} \cdot \mathbf{S}) + b_0 = \rho_0 \mathbf{u} \quad \text{in } \Omega,
\]
In the simple SW friction law \[32–34\] the coefficient of friction \(\mu\) drops linearly from its static value, \(\mu_s\), to its sliding value, \(\mu_d\), over a specified distance, \(d_c\), (Fig. 2a).

\[
\mu = \begin{cases} 
\mu_s + \frac{\mu_d - \mu_s}{d_c} u_t, & u_t \leq d_c \\
\mu_d, & u_t > d_c 
\end{cases}
\]  

where \(u_t\) is the tangential relative slip along the contact. More complicated slip based friction laws that may also include an initial stage of hardening and then exponential decay of the friction coefficient with slip were also suggested \[35,36\]. We consider here only the simple SW friction law, but the other slip-based laws can be implemented in a similar way.

### 2.2 Rate and state friction

The response of the friction coefficient to a change in sliding velocity is shown schematically in Fig. 2b. This behavior was observed experimentally for many materials \[37\] and is the basis of the empirical RS friction laws of \[37,38\]. With a sudden increase in sliding velocity there is an instantaneous increase of the friction coefficient followed by an evolution stage, in which it decreases to a new steady-state value. These behavior is governed by two material property constants \(a\) and \(b\), respectively. Frictional instability can occur only if the steady-state velocity dependence in friction coefficient is velocity weakening, i.e. \(a - b < 0\).

Several variations of RS friction laws have been proposed, but the aging law is in the best agreement with experimental observations \[1,39\]. In this form of the law, the friction coefficient evolves as

\[
\mu = \mu^* + a \ln \left( \frac{v_t}{v^*} \right) + b \ln \left( \frac{v^* \theta}{L} \right),
\]

where \(v^*\) is a reference velocity, \(\mu^*\) the steady-state friction at \(v_t = v^*\), \(L\) is the critical slip distance, and \(\theta\) is a state variable governed by an aging law as

\[
\dot{\theta} = 1 - \frac{\theta v_t}{L},
\]

On the micro scale, \(\theta\) is interpreted as the average age of contacts and \(L\) as the slip necessary to renew surface contacts \[37\].

### 3 Weak form

Using appropriate spaces for the displacements \(u\) and virtual displacements \(\delta u\), the virtual work expression is given by

\[
\delta \Pi = \delta \Pi_{\text{int,ext}} (u, \delta u) + \delta \Pi_{\text{c}} (u, \delta u).
\]

where \(\delta \Pi_{\text{int,ext}} (u, \delta u)\) is the standard virtual work from internal and external forces and \(\delta \Pi_{\text{c}} (u, \delta u)\) the contact virtual work. We use the total Lagrangian formulation of \[40\] to compute \(\delta \Pi_{\text{int,ext}}\). Exploiting the balance of linear momentum across the contact interface and introducing Lagrange multipliers \(\lambda = -\tau_c\) on the “slave” side of the contact, the contact virtual work is expressed as

\[
\delta \Pi_{\text{c}} = \int_{\gamma_c} \lambda \cdot \left( \delta u^{(1)} - \delta u^{(2)} \right) d\gamma.
\]
In the tangential direction, the frictional conditions are given by

\[ \int_{\gamma_c} \delta \lambda_n g_n d\gamma \geq 0, \quad \lambda_n \geq 0, \quad \lambda_n g_n = 0, \quad (11) \]

In the tangential direction, the frictional conditions are given by

\[ \int_{\gamma_c} \delta \lambda_t (v_{t,rel} - \beta \psi \lambda_t) d\gamma = 0, \]

\[ \psi := |\lambda_t| - \mu |\lambda_n| \leq 0, \quad \beta \geq 0, \quad \psi \beta = 0 \quad (12) \]

4 Finite element spatial discretization

The geometry, displacements, and displacement time derivatives of the contacting slave and master surfaces are discretized with standard finite element shape functions as

\[ u^{(1)} |_{\gamma_c} = \sum_{j=1}^{n_{sl}} N_j d_j, \quad u^{(2)} |_{\gamma_c} = \sum_{j=1}^{n_{mas}} N_j d_j, \quad (13) \]

where \( n_{sl} \) and where \( n_{mas} \) are the numbers of nodes on the slave surface on the slave surface \( \gamma^{(1)}_c \) and master surface \( \gamma^{(2)}_c \).

For the interpolation of the Lagrange multiplier field, dual shape functions \( \phi_j \) are introduced on the slave surface as

\[ \lambda = \sum_{j=1}^{n_{sl}} \phi_j \lambda_j, \quad (14) \]

where \( \lambda_j \) are the discrete nodal Lagrange multipliers. These shape functions fulfill the so-called biorthogonality condition [23] as

\[ \int_{\gamma_c} \phi_j N_k^{(1)} d\gamma = \delta_{ij} \int_{\gamma_c} N_k^{(1)} d\gamma. \quad (15) \]
A detailed description regarding the construction of the dual shape functions is given in [27,41]. Substituting (13–15) into (10) leads to the discrete vector of contact forces
\[ \mathbf{f}_c (d, \lambda) = [0, -M_M, D_S] \mathbf{\lambda}. \]

where \( D_S \in \mathbb{R}^{2n_S \times 2n_S} \) and \( M_M \in \mathbb{R}^{2n_M \times 2n_M} \) are coupling matrices arising from the mortar integrals (see “Appendix A”). The biorthogonality condition results in a diagonal matrix \( D_S \), which allows static condensation of the discrete Lagrange multipliers and simplifies the linearization and solution process.

Substituting (16) into (9), the algebraic form of the force equilibrium equation is given by
\[ \mathbf{M} \dot{\mathbf{d}} + \mathbf{f}_{\text{int}} (\mathbf{d}) + \mathbf{f}_c (d, \lambda) - \mathbf{f}_{\text{ext}} = 0, \]

where \( \mathbf{M} \) represents the mass matrix, \( \mathbf{f}_{\text{int}} (\mathbf{d}) \) is the vector of the deformation dependent internal forces, and \( \mathbf{f}_{\text{ext}} \) is the vector of external forces.

As shown in [27], the discretized form of the normal conditions in (11) is equivalent to the following set of pointwise conditions
\[ \tilde{g}_{nj} \geq 0, \quad \lambda_{nj} \geq 0, \quad \lambda_{nj} \tilde{g}_{nj} = 0, \]

where the discrete weight gap function in the normal direction is given by
\[ \tilde{g}_{nj} = -n^T S [j, j] x^{(s)} + n^T M_M [j, l] x^{(m)}. \]

Following [28], the nodal tangential contact conditions are given by
\[ \psi_j := |\lambda_{tj}| - \mu_j |\lambda_{nj}| \leq 0, \quad \tilde{\psi}_j - \tilde{\beta}_j \lambda_{tj} = 0, \]

with the weighted tangential relative velocity defined as
\[ \tilde{v}_j = t^T S [j, j] \dot{x}^{(s)} - t^T M_M [j, l] \dot{x}^{(m)}, \]

and
\[ \tilde{\beta}_j = \int_{\psi^{(t)}} \phi_j d\gamma \beta_j. \]

It is important to note that the definition of the weighted tangential relative velocity here is slightly different from that of [28], who used the time derivatives of \( D_S \) and \( M_M \) to guarantee frame indifference also for large rotations during a given time step. In this study this effect is negligible because the displacements during the time steps must be maintained small in order to accurately model the evolution of the frictional stress with slip or slip rate. Moreover, we do not aim in this study to address problems with very large rotation.

## 5 Time discretization

The force equilibrium equation is discretized in time with the Hilber–Hughes–Taylor (HHT) scheme [42] as following
\[ \mathbf{r} = \mathbf{M} \dot{\mathbf{d}} + \mathbf{f}_{\text{int}} (\mathbf{d}^{t+\alpha}) + \mathbf{f}_c (\mathbf{d}^{t+\alpha}, \lambda^{t+\hat{\alpha}}) - e_{\text{ext}}^{t+\alpha}, \]

\[ \mathbf{d}^{t+\alpha} = (1 - \alpha) \dot{\mathbf{d}} t + \alpha \dot{\mathbf{d}}^{t+1}, \]

\[ \dot{\mathbf{d}}^{t+1} = \frac{\beta / \gamma - \dot{\mathbf{d}}}{\beta / \gamma} - \frac{1 - \beta / \gamma}{\beta / \gamma} \frac{\mathbf{d}^{t+1} - \mathbf{d}^t}{\Delta t}. \]

In general, a term with the superscript \( t + \alpha \) is discretized as in (23b), while a term with the superscript \( t + \hat{\alpha} \) is the actual value calculated at time \( t + \alpha \). Substituting (23d) in (23a) to eliminate the accelerations gives
\[ \mathbf{r} = \frac{1}{\beta \Delta t^2} \mathbf{M} \dot{\mathbf{d}} + \mathbf{f}_{\text{int}} (\mathbf{d}^{t+\alpha}) + \mathbf{f}_c (\mathbf{d}^{t+\alpha}, \lambda^{t+\hat{\alpha}}) - e_{\text{ext}}^{t+\alpha} - \mathbf{R}, \]

where
\[ \mathbf{R} = \mathbf{M} \left[ \frac{1}{\beta \Delta t^2} \dot{\mathbf{d}} + \frac{1}{\beta \Delta t} \dot{\mathbf{d}}' + \left( \frac{1}{\gamma} - 1 \right) \dot{\mathbf{d}}' \right]. \]

Note that the scheme reduces to the family of Newmark integration schemes [43] for \( \alpha = 1 \) and to the midpoint rule for \( \alpha = 1/2, \beta = 1/2, \) and \( \gamma = 1 \). Focusing on the contact, we consider here only linear elastic materials, thus the computation of \( \mathbf{f}_{\text{int}} (\mathbf{d}^{t+\alpha}) \) is straightforward; an extension to other elastic materials is provided in [44,45]. The contact force time discretization is approximated as
\[ \mathbf{f}_c (\mathbf{d}^{t+\alpha}, \lambda^{t+\hat{\alpha}}) = [0, -M_M^{t+\alpha}, D_S^{t+\alpha}] \mathbf{\lambda}^{t+\hat{\alpha}}. \]

Following [46], to conserve energy in dynamic simulations, we enforce the persistency condition in the normal direction as
\[ \tilde{g}^{t}_{nj} > 0 \Rightarrow \lambda^{t+\hat{\alpha}}_{nj} = 0, \]

\[ \tilde{g}^{t}_{nj} \leq 0 \Rightarrow \tilde{\beta}^{t+\alpha}_{nj} = 0, \lambda_{nj}^{t+\hat{\alpha}} \geq 0, \lambda_{nj}^{t+\hat{\alpha}} \tilde{g}^{t}_{nj} = 0, \]

\[ \tilde{g}^{t+\alpha}_{nj} \geq 0 \Rightarrow \lambda^{t+\hat{\alpha}}_{nj} = 0. \]
with the gap rate in the normal direction defined as

$$\hat{\gamma}^{t+\Delta t}_{n_j} = -\left(n_j^{t+\alpha}\right)^T D_{S}^{t+\alpha} \left[ j, j \right] \dot{d}_j^{t+\alpha} + \left(n_j^{t+\alpha}\right)^T \sum_{l=1}^{N_{elas}} M_{M}^{t+\alpha} \left[ j, l \right] \dot{d}_l^{t+\alpha}. \quad (27)$$

This set of conditions ensures that the expression $\gamma_{n_j}^{t+\Delta t} = 0$ holds also at time steps when nodes come into contact or are released, thus the contact energy in the normal direction is always zero. However, it is important to note that this formulation of the constraints may result in small penetrations, especially for relatively large time steps. An energy-conserving scheme that naturally enforce the standard Kuhn–Tucker contact conditions at entire time steps is introduced by [47], but with a penalty technique for the contacts. A discussion on the additional computational cost associated with the mortar formulation in the case of large deformation dynamic problems, as well as a remedy to the problem, is given in [48].

In the tangential direction, the frictional conditions are enforced at time $t + \alpha$ as

$$\psi_j^{t+\alpha} := \left| \lambda_j^{t+\alpha} \right| - \mu_j^{t+\alpha} \left| \hat{\gamma}^{t+\alpha}_{n_j} \right| \leq 0,$$

$$\hat{\gamma}^{t+\alpha}_{n_j} - \hat{\psi}_j^{t+\alpha} \hat{\gamma}^{t+\alpha}_{n_j} = 0, \quad \hat{\psi}_j^{t+\alpha} \geq 0, \quad \psi_j^{t+\alpha} \hat{\psi}_j^{t+\alpha} = 0, \quad (28)$$

where

$$\hat{\psi}_j^{t+\alpha} = \left(t_j^{t+\alpha}\right)^T D_{S}^{t+\alpha} \left[ j, j \right] \dot{d}_j^{t+\alpha} - \left(t_j^{t+\alpha}\right)^T \sum_{l=1}^{N_{elas}} M_{M}^{t+\alpha} \left[ j, l \right] \dot{d}_l^{t+\alpha}. \quad (29)$$

In the case of RS friction, $\hat{\psi}_j^{t+\alpha}$ and $\mu_j^{t+\alpha}$ involve the calculation of nodal velocities also in a quasi-static formulation. In this case one would omit the acceleration term in (23a) and take $\alpha = 1$ and $\beta/\gamma = 1$, to obtain a backward Euler scheme.

6 Solution with a semi-smooth Newton method

Aiming to obtain a Newton-type algorithm for the solution of the discretized system of nonlinear algebraic equations in (24), (26), and (28), the concept of dual Lagange multipliers is combined with the primal–dual active set strategy and the contact conditions in (26) and (28) are replaced by equivalent nonlinear semi-smooth complementarity (NCP) functions equations. These functions reformulate these conditions as equality conditions that enable the treatment of all sources of nonlinearity in a single iterative scheme, including the categorization of all potential contact nodes into not in contact, sticking, and slipping nodes.

6.1 Non-smooth complementarity functions

Similarly to [24, 25, 27, 28], the complementarity functions for the normal and tangential conditions are defined for each slave node $j \in S$ as

$$C_{n_j} \left( \gamma_{n_j}^{t+\alpha}, \delta_{n_j}^{t+\alpha} \right) = \gamma_{n_j}^{t+\alpha} - \max \left\{ 0, \left( \gamma_{n_j}^{t+\alpha} - c_n \tilde{g}_{n_j}^{test} \right) \right\} = 0 \quad (30)$$

and

$$C_{t_j} \left( \gamma_{t_j}^{t+\alpha}, \delta_{t_j}^{t+\alpha} \right) = \max \left( 0, \left( \gamma_{t_j}^{t+\alpha} - c_t \tilde{g}_{t_j}^{test} \right) \right) \gamma_{t_j}^{t+\alpha} - \mu_{t_j}^{t+\alpha} \max \left( 0, \left( \gamma_{n_j}^{t+\alpha} - c_n \tilde{g}_{n_j}^{test} \right) \right) \gamma_{t_j}^{t+\alpha} + c_t \tilde{g}_{t_j}^{test} = 0, \quad c_t > 0, \quad (31)$$

respectively, where $\tilde{g}_{n_j}^{test}$ in (30) is defined as

$$\tilde{g}_{n_j}^{test} := \left\{ \begin{array}{ll}
\gamma_{n_j}^{t+\alpha} + \tilde{g}_n^{test} & \text{if } \gamma_{n_j}^{t+\alpha} > 0 \\
\frac{\gamma_{n_j}^{t+\alpha}}{\Delta t} & \text{if } \gamma_{n_j}^{t+\alpha} \leq 0.
\end{array} \right. \quad (32)$$

The algorithmic parameters $c_n$ and $c_t$ do not affect the accuracy, but to achieve a good convergence behavior, they should be on the order of $E \Delta t / l_{slave}$, where $E$ is the Young’s modulus of the medium near the fault and $l_{slave}$ is the average length of the slave elements. Note that in a quasi-static formulation ($\alpha = 1$), the complementarity functions should involve the normal gap function rather than its rate, thus $\tilde{g}_{t_j}^{test} = \tilde{g}_{n_j}^{test}$.

6.2 Consistent linearization within the semi-smooth Newton method

To solve $d^{t+\Delta t}, \gamma^{t+\Delta t}$, an iterative semi-smooth Newton method is applied to the nonlinear system of equations of (24), (30) and (31) as

$$\Delta r \left( k^t d^{t+\alpha}, k^t \gamma^{t+\alpha} \right) = -k^t \dot{r}^{t+\alpha}, \quad (32a)$$

$$\Delta C_{n_j} \left( k^t d^{t+\alpha}, k^t \gamma^{t+\alpha} \right) = -k^t c_{n_j} \quad \forall j \in S, \quad (32b)$$

$$\Delta C_{t_j} \left( k^t d^{t+\alpha}, k^t \gamma^{t+\Delta \alpha} \right) = -k^t c_{t_j} \quad \forall j \in S, \quad (32c)$$

with the update

$$k^{t+1} d^{t+1} = k^t d^{t+1} + \Delta k^t d^{t+1}, \quad k^{t+1} \gamma^{t+\Delta \alpha} = k^t \gamma^{t+\alpha} + \Delta k^t \gamma^{t+\alpha}, \quad (33)$$

where the superscript $k^{t+1}$ stands for the current iteration.
The linearization of the force equilibrium in (32a) is given in “Appendix B”. We linearize (32b) and (32c) similarly to [27, 28], but account for a variable friction coefficient and dynamic time discretization. In the normal direction, (30 and 32b) yield the separation of the slave nodes into an inactive node set \(k I\) and an active node set \(k A\) as

\[
k I := \{ j \in | k \lambda_{nj} + c_n k \gamma_{nj} \leq 0 \}, \\
k A := \{ j \in | k \lambda_{nj} + c_n k \gamma_{nj} > 0 \},
\]

which leads to [25, 27]

\[
\begin{align}
\lambda_{nj}^+ &= 0 \quad \forall j \in k I, \\
\Delta k \gamma_{nj}^+ &= -k \gamma_{nj}^- \quad \forall j \in k A,
\end{align}
\]

where the directional derivative of the gap function is given in “Appendix B”.

In the tangential direction, the directional derivative of (31) also splits the slave nodes into inactive and active node sets defined in (34), with algebraic representation of (35a) for the inactive node set. Similarly to [25, 28], the active node set branches into a stick node set \(k S_I\) and a slip node set \(k S_L\) as

\[
k S_I := \{ j \in k A | (k \lambda_{ij} + c_j \lambda_{ij} \geq 0) \}, \\
k S_L := \{ j \in k A | (k \lambda_{ij} + c_j \lambda_{ij} < 0) \},
\]

The directional derivatives of (32c) for the sticking and slipping nodes are given in “Appendix B”. They involve the discretized form of coefficient of friction and its directional derivative. In the following sections we derive the numerical approximation of these quantities for SW and RS friction laws.

### 6.2.1 Slip-weakening friction

The discrete form of the SW friction law given in (6) for a node \(j\) on the slave surface is given by

\[
k \mu_j^+ \alpha = \mu_s + \frac{\mu - \mu_s}{d_c} k u_{rel,j}^+, \quad k u_{rel,j}^+ \leq d_c, \\
k \mu_j^+ \alpha = \mu_s + \frac{\mu - \mu_s}{d_c} k u_{rel,j}, \quad k u_{rel,j} > d_c.
\]

with the total relative slip of node \(j\) on the slave surface \(k u_{rel,j}\) defined as

\[
k u_{rel,j}^+ = u_{rel,j} + k t_j^{+a} \cdot \left( k \mathbf{d}_j^{+a} - d_j^+ \right) - \sum_{l=1}^{n_{max}} k N_j^{+a} (k \mathbf{d}_j^{+a} - d_j^+),
\]

where \(d_j\) is the displacement of node \(\mathbf{x}_j\) corresponding to the projection of the slave node on the master surface (see Fig. 1), \(d_j\) is the displacement of the nodes associated with a surface element that includes \(\mathbf{x}_j\), \(N_1 = 0.5 (1 - \xi (\mathbf{x}_j)) \) and \(N_2 = 0.5 (1 + \xi (\mathbf{x}_j))\) are the corresponding shape functions, and \(N\) is a matrix defined as \(N[j, l] = (N_{1j} + N_{2j})\) \(1\).

The directional derivative of (37) is given by

\[
\Delta \left( k u_{rel,j}^+ \right) = \Delta \left( k u_{rel,j}^+ \right) + \alpha k t_j^{+a} \cdot \left[ k u_{rel,j}^+ \right] - \sum_{l=1}^{n_{max}} k N_j^{+a} (k \mathbf{d}_j^{+a} - d_j^+) \\
- \sum_{l=1}^{n_{max}} k N_j^{+a} (k \mathbf{d}_j^{+a} - d_j^+),
\]

where

\[
\Delta \left( k u_{rel,j}^+ \right) = k u_{rel,j}^+ \cdot \left[ \alpha k \mathbf{d}_j^{+a} - \sum_{l=1}^{n_{max}} k N_j^{+a} (k \mathbf{d}_j^{+a} - d_j^+) \right],
\]

The directional derivative \(\Delta N_j\) involves the directional derivative of \(\xi (\mathbf{x}_j)\), which is given in [27].

### 6.3 Rate and state friction

The discrete form of the RS friction law (7) and (8) for node \(j\) on the slave surface is given by

\[
k \mu_j^+ \alpha = \mu_s + a \ln \left( \frac{k u_{rel,j}^+ + v_i h}{v^*} \right) + b \ln \left( \frac{k \theta_j^{+a}}{\theta^*} \right),
\]

with the state variable evolving as

\[
k \theta_j^{+a} = 1 - \frac{k \theta_j^{+a} (k u_{rel,j}^+ + v_i h)}{L}
\]

and the slip rate defined as

\[
k u_{rel,j}^+ = k u_{rel,j}^+ \cdot \left( k \mathbf{d}_j^{+a} - d_j^+ \right) - \sum_{l=1}^{n_{max}} k N_j^{+a} (k \mathbf{d}_j^{+a} - d_j^+),
\]

The threshold velocity term, \(v_i h\), is added to avoid singularity at slip rate of \(u_{rel,j}^+ = 0\).
The directional derivative of (41) is simply
\[ \Delta \mu^{t+\hat{a}} = \frac{a}{k \Delta\theta^{t+\hat{a}}} + \frac{b}{k} \Delta \theta^{t+\hat{a}}, \]
with the directional derivative of the slip rate given by
\[ \Delta \mathbf{u}_{rel,j}^{t+\hat{a}} = \mathbf{k}^{t+\hat{a}} \cdot \left[ \alpha \Delta \mathbf{u}_{rel,j}^{t+1} - \sum_{l=1}^{n_{\text{max}}} \mathbf{k}^{t+\hat{a}} [j, l] \Delta \mathbf{u}_{l}^{t+\hat{a}} \right] \]
\[ + \alpha \Delta \mathbf{u}_{rel,j}^{t+1} \cdot \left[ \mathbf{k}^{t+\hat{a}} - \sum_{l=1}^{n_{\text{max}}} \mathbf{k}^{t+\hat{a}} [j, l] \Delta \mathbf{u}_{l}^{t+\hat{a}} \right] \]
\[ + \mathbf{k}^{t+\hat{a}} \cdot \left[ -\sum_{l=1}^{n_{\text{max}}} \alpha \Delta \mathbf{N}^{t+1} [j, l] \Delta \mathbf{u}_{l}^{t+\hat{a}} \right] \]
(45)

Similarly to [49], to avoid an additional set of variables, we aim to express \( k \theta^{t+\hat{a}}_j \) and \( \Delta \theta^{t+\hat{a}}_j \) as a function of the slip rate. We discretize the state variable in time similar to the nodal displacement and velocity time discretization in (23):
\[ \begin{align*}
    k \theta^{t+\hat{a}}_j &= (1 - \alpha) \theta^{t+1}_j + \alpha \theta^{t+\hat{a}}_j, \\
    k \dot{\theta}^{t+\hat{a}}_j &= \frac{\alpha k \theta^{t+1}_j - \theta^{t+\hat{a}}_j}{\Delta t} + \frac{\beta}{\gamma} \dot{\theta}^{t+\hat{a}}_j.
\end{align*} \]
(46a)
(46b)

Equating (46b) with (42) together with some algebra gives
\[ k \dot{\theta}^{t+\hat{a}}_j = \left[ 1 + \frac{\theta^{t+\hat{a}}_j}{(\beta/\gamma) \Delta t} - \frac{\beta/\gamma - \alpha}{\beta/\gamma} \dot{\theta}^{t+\hat{a}}_j \right] \times \frac{(\beta/\gamma) \Delta t}{L + (\beta/\gamma) \Delta t} \left( k \mathbf{u}_{rel,j}^{t+\hat{a}} + \mathbf{v}_{ih} \right) \]
(47)

and
\[ \Delta \mathbf{k} \theta^{t+\hat{a}}_j = - \left[ 1 + \frac{1}{\beta/\gamma} \Delta t - \frac{\beta/\gamma - \alpha}{\beta/\gamma} \dot{\theta}^{t+\hat{a}}_j \right] \times \frac{(\beta/\gamma)^2 L (\Delta t)^2}{L + (\beta/\gamma) \Delta t} \left( k \mathbf{u}_{rel,j}^{t+\hat{a}} + \mathbf{v}_{ih} \right) \Delta \mathbf{k} \mathbf{u}_{rel,j}. \]
(48)

### 6.4 Algebraic representation

Finally, the global algebraic representation of (32) to be solved in each iteration is derived. The matrix and vector blocks of this linear system are defined by the five sets \( N, M, I, St \) and \( Sl \). We drop the iteration and time indices here for ease of notation.

The first five rows can be identified as the linearized algebraic form of the force equilibrium equation in (32a), where \( \mathbf{K} = \mathbf{K} + \mathbf{C} \). The sixth row represents the contact constraint condition for nodes of the inactive set \( I \). In the seventh row, matrix \( \mathbf{S}_A \in \mathbb{R}^{n_a \times (2n_{\text{max}}+2n_d)} \) is the assembly of all linearizations of \( \mathbf{g}_{na} \) (32b, 35b), where \( n_a \) is the number of active slave nodes. In the eighth row, \( \mathbf{F} \in \mathbb{R}^{n_{\text{stick}} \times (2n_{\text{max}}+2n_d)} \) is the assembly of all linearizations of \( \mathbf{C}_{I,St} \) with respect to displacements and \( \mathbf{P}_{St} \in \mathbb{R}^{n_{\text{stick}} \times 2n_{\text{stick}}} \) is the assembly of all linearizations with respect to the Lagrange multipliers (32c, 64). In the ninth row, \( \mathbf{G} \in \mathbb{R}^{n_{\text{slip}} \times (2n_{\text{max}}+2n_{\text{slip}})} \) is the assembly of all linearizations of \( \mathbf{C}_{I,Sl} \) with respect to displacements and \( \mathbf{L}_{Sl} \in \mathbb{R}^{n_{\text{slip}} \times 2n_{\text{slip}}} \) is the assembly of all linearizations with respect to the Lagrange multipliers (32c, 65).

This system contains both displacement and Lagrange multiplier degrees of freedom. For efficient solution of the system, the Lagrange multipliers are condensed out in the following two stages. First, because the Lagrange multipliers of the inactive nodes are zero, the sixth row and column are eliminated. Second, the diagonality of \( \mathbf{D}_S \) enables expressing the Lagrange multipliers of the stick and slip nodes as
\[ \lambda_{St} = \mathbf{D}_{St}^{-1} \left( \mathbf{r}_{St} - \mathbf{K}_{St,n} \Delta \mathbf{d}_N - \mathbf{K}_{St,M} \Delta \mathbf{d}_M - \mathbf{K}_{St,I} \Delta \mathbf{d}_I \right) \]
\[ - \mathbf{K}_{St,Sl} \Delta \mathbf{d}_{Sl} \]
\[ \lambda_{Sl} = \mathbf{D}_{Sl}^{-1} \left( \mathbf{r}_{Sl} - \mathbf{K}_{Sl,n} \Delta \mathbf{d}_N - \mathbf{K}_{Sl,M} \Delta \mathbf{d}_M - \mathbf{K}_{Sl,I} \Delta \mathbf{d}_I \right) \]
\[ - \mathbf{K}_{Sl,Sl} \Delta \mathbf{d}_{Sl} \]
(50)

Substituting into (49), a reduced system with only displacement degrees of freedom is obtained as
6.5 Primal–dual active set algorithm

Initialize \( \mathbf{d}^0, \mathbf{d}^0 \Rightarrow \mathbf{d}^0 \) and \( z^0 \)

Loop over all time steps

For a given time step at \( t + \Delta t \)

Set \( k = 0 \) and initialize:

\[
\begin{align*}
\mathbf{d}^0 & = \mathbf{d}', \quad 0 \lambda^{1+\hat{\alpha}} = \lambda^{(t-1)+\hat{\alpha}}, \\
0 I & = I', \quad 0 St = St', \quad 0 Sl = Sl', \quad \text{and} \quad 0 A = 0 St \cup 0 Sl
\end{align*}
\]

1. Find \( \Delta^k \mathbf{d} \) and \( k^{1+\lambda^{1+\alpha}} \) by solving

\[
\begin{align*}
\Delta^k \mathbf{r}^{1+\hat{\alpha}} & = -k^1 \mathbf{r}^{1+\hat{\alpha}} \\
k^{1+1} \lambda_j^{1+\hat{\alpha}} & = 0, \quad j \in k I \\
\Delta^k g_j^{1+\hat{\alpha}} & = -k^1 g_j^{1+\hat{\alpha}}, \quad j \in k A \\
\Delta^k c_{ij}^{1+\hat{\alpha}} & = -k^1 c_{ij}^{1+\hat{\alpha}}, \quad j \in k St \\
\Delta^k c_{ij}^{1+\hat{\alpha}} & = -k^1 c_{ij}^{1+\hat{\alpha}}, \quad j \in k Sl
\end{align*}
\]

2. Update \( k^{1+1} \mathbf{d}^{1+1} = k^{1+1} \mathbf{d}^{1+1} + \Delta^k \mathbf{d} \) and the variables associated with friction laws

3. Update \( k^{1+1} I, k^{1+1} A, k^{1+1} St, \) and \( k^{1+1} Sl \) as

\[
\begin{align*}
k^{1+1} I & := \{ j \in k^{1+1} \lambda_{nj}^{1+\hat{\alpha}} - c_n k^{1+1} g_j^{1+\hat{\alpha}} \leq 0 \}, \\
k^{1+1} A & := \{ j \in k^{1+1} \lambda_{nj}^{1+\hat{\alpha}} - c_n k^{1+1} g_j^{1+\hat{\alpha}} > 0 \}, \\
k^{1+1} St & := \{ j \in k^{1+1} A | \left( k^{1+1} \lambda_{nj}^{1+\hat{\alpha}} + c_n k^{1+1} g_j^{1+\hat{\alpha}} \right) - \lambda_{nj} k^{1+1} \mu_j^{1+\hat{\alpha}} \left( k^{1+1} \lambda_{nj}^{1+\hat{\alpha}} - c_n k^{1+1} g_j^{1+\hat{\alpha}} \right) < 0 \}, \\
k^{1+1} Sl & := \{ j \in k^{1+1} A | \left( k^{1+1} \lambda_{nj}^{1+\hat{\alpha}} + c_n k^{1+1} g_j^{1+\hat{\alpha}} \right) - \lambda_{nj} k^{1+1} \mu_j^{1+\hat{\alpha}} \left( k^{1+1} \lambda_{nj}^{1+\hat{\alpha}} - c_n k^{1+1} g_j^{1+\hat{\alpha}} \right) < 0 \}
\end{align*}
\]

4. If \( k^{1+1} I = k I, k^{1+1} St = k St, k^{1+1} Sl = k Sl \) and the convergence criterion is satisfied continue to stage 5, else set \( k = k + 1 \) and go to stage 1

5. Update \( \mathbf{d}^{i+1} \Delta t \) and \( \mathbf{d}^{i+1} \Delta t \) with the time discretization scheme

\[
\mathbf{d}^{i+1} \Delta t = -k^{1+1} \mu_j^{1+\hat{\alpha}} \left( k^{1+1} \lambda_{nj}^{1+\hat{\alpha}} - c_n k^{1+1} g_j^{1+\hat{\alpha}} \right) \geq 0
\]

7 Examples

In this section, several numerical examples are provided in order to demonstrate the capabilities of the method, examine the accuracy of implementation of the highly non-linear RS friction law, and to evaluate the convergence and energy preservation properties of the method for different time discretization schemes.

7.1 Quasi-static benchmark for rate and state friction

Although this paper mostly focuses on the dynamic response of a contact with variable friction, to verify the implementation of RS friction into the Mortar method, we begin with the following quasi-static numerical test. A 5 × 10 cm rectangular body with a fault at an orientation of 45° and non-matching grid is subjected to the boundary conditions shown in Fig. 3a. An elastic material is assumed with Young’s modulus \( E = 40 \) GPa and Poisson’s ratio \( v = 0.25 \). The fault is governed by RS friction with \( \mu^s = 0.6, v^s = 1 \times 10^{-6} \, \text{m/s}, \) \( v_{th} = 10^{-5}, a = 0.01, b = 0.012, \) and \( L = 50 \, \mu\text{m}. \) At the beginning the fault is locked, then with increasing slip of the
upper edge, and consequently shear stress on the fault, the upper block begins to slide relative to the lower block and shortly approaches a steady state constant sliding velocity of \( v = 1 \times 10^{-6} \) m/s. At this stage we increase the velocity of the upper edge by a factor of 10 and examine the response of the friction coefficient on the central node of the upper side of the fault (Fig. 3b). Because the relative slip rate on the fault does not increase immediately by a factor of 10 as on the boundary, the peak value of the numerical friction coefficient is slightly lower than that of the analytic, but after two time steps the numerical solution converges to the analytic solution quite well.

### 7.2 Dynamic rupture with slip-weakening friction

In this section, we demonstrate the effectiveness of the method in studying dynamic shear rupture problems on rough faults governed by SW friction. We consider a two dimensional plane strain model of a 20 m self-affine rough fault embedded in a 60 × 30 m elastic domain subjected to a simple shear loading conditions. The mechanical properties of the domain and the loading conditions are shown in Fig. 4a. This setup results in a gradual increase of the shear load on the fault, thus the nucleation of the rupture is completely spontaneous. The geometry of the fault is shown in Fig. 4b and the fault is governed by the following SW parameters: \( \mu_s = 0.6, \mu_d = 0.55, \) and \( D_c = 0.3 \) mm. In order to represent properly the chosen minimum wavelength of roughness (20 cm) with the mesh, we use hanging nodes to gradually refine the quadrilateral element from a size of about 1 \( \times \) 1 m near the boundaries of the model to about 1.56 \( \times \) 1.56 cm around the fault. This leads to 1281 nodes on each side of the fault. We perform four simulations with different values of the time scheme parameters in (23) as follows: (1) Midpoint scheme (\( \alpha = 0.5, \beta = 0.5, \) and \( \gamma = 1 \)); (2) average acceleration Newmark scheme (\( \alpha = 1, \beta = 0.25, \) and \( \gamma = 0.5 \)); (3) Newmark scheme with a small damping (\( \alpha = 1, \beta = 0.3, \) and \( \gamma = 0.6 \)); and (4) Newmark scheme with a larger damping (\( \alpha = 1, \beta = 0.5, \) and \( \gamma = 1 \)). In order to load the fault, all simulations begin with several large quasi-static time steps, then the time step size is reduced to \( \Delta t = 20 \mu s \) and the simulations continue dynamically.

Figure 5 shows snapshots of the distribution of shear stress around the fault at four different stages of the rupture for a simulation with time discretization scheme #3. The first stage corresponds to the end of the quasi-static loading stage. At this stage, a few small regions with preferable local orientation of the fault begin to slip with a small decrease in the friction coefficient and shear stress. At the second stage, a 2 m long rupture nucleates from one of these regions with further decreases in shear stress and development of stress concentr-
Fig. 5  The distribution of shear stress around the fault at four different stages of a simulation with time discretization parameters of $\alpha = 1$, $\beta = 0.3$, and $\gamma = 0.6$. The reference for the time shown is the end of the quasi-static loading stage (stage 1). The black circles show the locations where the sliding velocity and shear traction are measured in Fig. 6. To show all the stages with the same color scale, we limit the values between 40 and 70 MPa.

To study the effects of the time discretization parameters, we examine the evolution of sliding velocity and shear traction with time in all simulations at the two nodes on the fault shown in Fig. 5. The locations are chosen to represent both the nucleation (node A) and propagation (node B) phases of the rupture. As expected, the latter shows a narrower velocity curve with a larger peak (Fig. 6a, b), which slightly decreases with increasing damping in the time discretization schemes. In both locations, the general behavior of the velocity curve is similar for all of the time discretization schemes we tested, where the differences between schemes #1 and #2 are negligible and the other schemes damp mostly the high frequency content of the curve. The shear traction at node A decreases from its initial value to its residual value over about 3 ms (Fig. 6c), while, at node B, the shear traction initially increases over about 0.5 ms and then decreases sharply to a residual value (Fig. 6d). In both locations, there is a further moderate decrease in shear traction, followed by larger variations resulting from the arrest of the rupture at the tips of the fault. Differences among the time schemes are observed mostly at this last stage.

Next, we examine the effects of the time discretization schemes on the energy components in the system for the problem described above. A scheme conserves energy if at a given time step

$$E_{pot}^{t+1} + E_{kin}^{t+1} - (E_{ext}^{t+1} - E_{con}^{t+1}) = 0,$$

(54)

where the potential energy is given by

$$E_{pot}^{t+1} = E_{pot}^t + 0.5 \Delta d^T (f_{int}^t + f_{int}^{t+1}),$$

(55)

the kinetic energy is given by

$$E_{kin}^{t+1} = 0.5 \dot{d}^{t+1} M \dot{d}^{t+1},$$

(56)

the contact work is given by

$$E_c^{t+1} = \begin{cases} E_c^t + 0.5 \Delta d^T (f_c^t + f_c^{t+1}), & \alpha = 1 \\ E_c^t + \Delta d^T (f_c^{t+\alpha}), & \alpha = 1/2 \end{cases}.$$  

(57)
Fig. 6 The effect of the time discretization parameters on the time evolution of sliding velocity and shear traction at nodes A and B for a fault governed by SW friction. The nodes are located inside and outside the nucleation region, respectively (see Fig. 5). Note that in all schemes we choose \( \gamma = 0.5\beta \) and the time is calculated from the end of the quasi-static loading stage.

As expected, schemes #3 and #4, which involve algorithmic damping, slightly dissipate energy with a smaller decrease of the potential energy and correspondingly a smaller increase of the contact work and kinetic energy with time compared to schemes #1 and #2 (Fig. 7). However, it is important to note that this effect decreases with decreasing time step size and vice versa. While scheme #2 exactly conserves energy, a slight growth in the total energy is observed for scheme #1.

To examine the convergence behavior of the method, Fig. 8 shows the number of iterations and number of slipping nodes during the simulation for schemes #1 and #4. Both schemes show excellent convergence despite the large number of nodes on the fault. Scheme #1 shows more changes between slipping and sticking nodes and consequently slightly more iterations. Between time step 250 and time step 800, when most of the rupture process occurs, the average number of iterations per time step of scheme #1 is 3.9, while that of scheme #4 is 3.2. Schemes #2 and #3 show similar behavior with average numbers of iterations of 3.7 and 3.25, respectively.

7.3 Rupture with rate and state friction

Using the same problem setup as in Fig. 4a, we demonstrate the capability of the method to study physical problems that involve frictional instability on a rougher fault governed by RS friction. We use the same RS friction parameters as in Sect. 7.1 and increase the roughness amplitude by a factor of two. In order to model the evolution of the friction coefficient accurately during the nucleation and propagation phases of the rupture, the time step varies such that the maximum relative slip in a given time step is smaller than half of the critical slip distance \( L \). This leads to a significant reduction in time step size from a value of \( \Delta t = 1000 \, \text{s} \) to \( \Delta t = 10 \, \mu \text{s} \) during the nucleation phase and additional decrease to a value of \( \Delta t = 3 \, \mu \text{s} \) during the propagation phase. To examine the energy conservation property also at the stage of the rupture arrest, we do not allow the time step size to increase back, and fix it at a value of \( \Delta t = 10 \, \mu \text{s} \). The transition from quasi-static to dynamic time integration is performed when the time step size decreases below 0.001 s.

Figure 9a shows the time evolution of slip along the fault for a simulation with time discretization scheme #2. The initial quasi-static stage is represented by red contours at decreasing time intervals, while the dynamic stage is represented by black contours at the time interval set to a value.
Fig. 7 Potential (a), kinetic (b), contact (c), and the energy balance (d) versus time for the four time discretization schemes. Note that in all schemes we choose $\gamma = 0.5 \beta$ and the time is calculated from the end of the quasi-static loading stage.

Fig. 8 Number of slipping nodes (black) and iterations (red) during the simulation for scheme #1 (solid) and scheme #4 (dashed).

of $5 \times 10^{-4}$ s. At the end of the quasi-static stage most of the slip occurs along a portion of the fault between 10.5 and 14 m. With the transition to the dynamic stages we observe a complex behavior of the rupture, with asymmetric expansion of rupture and large spatial variations of the final slip that correspond to the local geometry of the fault. Moreover, the rupture velocity $V_r$ varies significantly with the local geometry of the fault (Fig. 9b).

Similar to Sect. 7.2, we examine the effect of the time discretization schemes on the evolution of sliding velocity and shear traction at nodes A and B. Although the sliding velocity is generally larger than that obtained with SW, the difference between the time discretization schemes is smaller (Fig. 10a, b) and is observed mostly at the stage where the rupture decelerates. In general, the combination of larger roughness together with RS friction results in a complex behavior of the shear traction with large temporal variations, including an initial strengthening stage also at node A and very high traction concentrations at node B (Fig. 10c, d). In both locations, the final stage of the simulations with no damping involves large oscillations in the shear traction. It is important to note that these oscillations are not the result of numerical errors, but are the result of the propagation of waves in the domain and the arrest of the rupture at the tips of the fault.

Figure 11 shows the energy partitioning during the rupture process. The initial stage of strengthening in the RS friction law leads to a larger potential energy compared to the case of the SW friction law and consequently the kinetic energy and contact work components are larger. During the propagation phase of the rupture the energy dissipation in damping schemes (#3 and #4) is quite small because of the small time step size. An increase in energy dissipation is observed during the arrest of the rupture, where the time step size is larger. Similar to the case of the SW friction law, scheme #2 exactly conserves energy and a slight growth in the total energy is observed for scheme #1.

To study the convergence behavior of the method, Fig. 12 shows the number of iterations and number of slipping and inactive nodes during the simulation for schemes #1 and #4. In general good convergence is observed, although the
**Fig. 9**  
(a) The evolution of slip along the fault with time for a simulation with time discretization scheme #2. The initial quasi-static stage is represented by red contours, with decreasing time intervals between the contours, while the dynamic stage is represented by black contours with the time interval between the contours set to a value of $5 \times 10^{-4}$ s. 
(b) The rupture velocity $V_r$ along the fault.

**Fig. 10**  
The effect of the time discretization parameters on the time evolution of sliding velocity and shear traction at nodes A and B for fault governed by RS friction. Note that in all schemes we choose $\gamma = 0.5\beta$ and the time is calculated from the end of the quasi-static stage.
Fig. 11 Potential (a), kinetic (b), contact (c), and the energy balance (d) versus time for the four time discretization schemes. Note that in all schemes we choose $\gamma = 0.5\beta$ and the time is calculated from the end of the quasi-static stage.

Fig. 12 Number of slipping (black) and inactive (blue) nodes and number of iterations (red) during the simulation for scheme #1 (solid) and scheme #4 (dashed).

high nonlinearity of the RS friction law and the larger roughness amplitude result in slower convergence rate compared to the previous example. Moreover, small portions of the fault open near the end of the simulations and 30 nodes become inactive. The algorithmic damping improves the convergence rate, with an average number of iterations per time step of 6.4 for scheme #4 and 7.4 for scheme #1. Scheme #4 also shows a more steady convergence rate. Schemes #2 and #3 show similar behavior with an average number of iterations of 8.3 and 7, respectively. All schemes show smaller convergence rates near the end of the simulation. At this stage the slip rate along the fault is small (see Fig. 10), but with the RS friction law small changes in the slip rate result in large variations in the friction coefficient. These variations, together with variations in the normal and shear tractions on the fault because of propagating elastic waves in the medium, result in a slower convergence rate.

8 Conclusions

We extend the 2D finite deformation mortar formulation to dynamic problems and implement SW and RS friction laws into the method. We utilize the dual Lagrange multipliers and the primal–dual active set strategy concepts and accordingly discretize and linearize the friction laws to obtain a semi-smooth Newton method. Moreover, the discretization of the RS friction law involves a procedure to condense out the state variables, thus eliminating the addition of another set of unknowns into the system.

Several numerical examples are provided in order to demonstrate the capabilities of the method for modeling shear rupture on rough surfaces governed by SW and RS friction laws. The effect of the different time discretization schemes on the convergence, energy conservation, and the time evolution of shear traction and slip rate is examined.
The method shows excellent convergence for the SW friction law with efficient detection between the slipping and sticking states of the nodes despite the large number of nodes on the fault. A good convergence is also obtained for the RS friction law, but because of its high nonlinearity and because it involves significant variations of the friction coefficient with small change in slip rate, more iterations are needed before convergence. For both friction laws, the total energy is exactly conserved with the non-damping Newmark scheme and experiences very small growth with the mid-point scheme. The amount of energy dissipation in the damping scheme is quite small. It decreases with decreasing time step size and affects mostly the very high frequency variations in the shear traction and slip rate.
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Appendix A: The mortar integral matrices

The coupling matrices $D_S$ and $M_M$ arising from the mortar integrals are evaluated as

$$D_S[j, j] = D_{jj} = \int_{Y_c} N_j^{(1)} d\gamma I,$$

$$M_M[j, l] = M_{jl} = \int_{Y_c} \phi_j N_l^{(2)} d\gamma I,$$

(59)

While numerical integration of the mortar matrix $D_S$ involves simply the integration of the slave side displacement shape functions over the current slave contact, numerical integration of the mortar matrix $M_M$ is more complex because it involves the product of master side shape functions and slave side shape functions over the slave contact surface. To perform this integration, we follow the approach in [17,27], in which the integration domain is discretized into contact segments, on which both shape functions are defined continuously.

Appendix B: Linearization details

An important aspect of Sect. 6.2 is the consistent linearization of (32). We supply linearization details in this section of the “Appendix”.

The linearization of the force equilibrium in (32a) is given by

$$\Delta^k r^{t+\hat{\Delta}} = \Delta \left( \frac{1}{\beta \Delta t^2} M^k d^{t+\Delta t} + f_{int} (k d^{t+\alpha}) + f_c (k d^{t+\alpha}, k \lambda^{t+\hat{\Delta}}) \right)$$

\[
\begin{align*}
\Delta^k r^{t+\hat{\Delta}} &= \Delta \left( \frac{1}{\beta \Delta t^2} M^k d^{t+\Delta t} + f_{int} \left( k d^{t+\alpha} \right) + f_c \left( k d^{t+\alpha}, k \lambda^{t+\hat{\Delta}} \right) \right) \\
&= \left( \frac{1}{\beta \Delta t^2} M^k + k K_{int}^{t+\hat{\Delta}} \right) \Delta d + \Delta^k f_{int}^{t+\hat{\Delta}} = k K^{t+\hat{\Delta}} \Delta d + \Delta^k f_{int}^{t+\hat{\Delta}} \\
&= \left( \frac{1}{\beta \Delta t^2} M^k d^{t+\Delta t} - k f_{int}^{t+\hat{\Delta}} - f_c^{t+\hat{\Delta}} \right) = -k \hat{r}^{t+\hat{\Delta}} \\
\end{align*}
\]

(61)

where $k K_{int}^{t+\hat{\Delta}}$ is the tangent stiffness matrix and $k K^{t+\hat{\Delta}}$ is an effective stiffness matrix defined as $K^{t+\hat{\Delta}} = \left( \frac{1}{\beta \Delta t^2} M + k K_{int}^{t+\hat{\Delta}} \right)$. The linearization of the contact forces can be expressed as

$$\Delta^k f^{t+\hat{\Delta}} = \Delta^k \left( \alpha^T D^{t+\hat{\Delta}} \alpha + \alpha^T D^{t+\hat{\Delta}} \beta + \beta^T D^{t+\hat{\Delta}} \alpha + \beta^T D^{t+\hat{\Delta}} \beta \right)$$

$$= \Delta^k \left( \alpha^T \tilde{C} \Delta^k \alpha + \alpha^T \tilde{C} \Delta^k \beta + \beta^T \tilde{C} \Delta^k \alpha + \beta^T \tilde{C} \Delta^k \beta \right)$$

$$= \Delta^k \left( \alpha^T \tilde{C} \Delta^k \alpha + \alpha^T \tilde{C} \Delta^k \beta + \beta^T \tilde{C} \Delta^k \alpha + \beta^T \tilde{C} \Delta^k \beta \right)$$

(62)

where the matrix $\tilde{C} \in \mathbb{R}^{(2n_j+2n_{mas}) \times (2n_j+2n_{mas})}$ includes the directional derivatives of mortar matrices $M_M$ and $D_S$ multiplied by the current Lagrange multiplier values $\lambda^{t+\hat{\Delta}}$ and $\Delta^k d_{SM} \in \mathbb{R}^{2(n_j+2n_{mas})}$ are the corresponding incremental displacements of slave ($S$) and master ($M$) nodes. The directional derivatives of mortar matrices $M_M$ and $D_S$ are given in [27].

The linearization of the contact condition in the normal direction (32b) involves the directional derivative of the gap function (35b), which is given by

$$\Delta^k d^{t+\alpha} = \left( \frac{\alpha^T}{\beta} \right) \Delta^k d^{t+\hat{\Delta}}$$

$$= \left( \frac{\alpha^T}{\beta} \right) \Delta^k d^{t+\hat{\Delta}}$$

(63)

where $\Delta^k d^{t+\alpha} = \frac{\alpha^T}{\beta} \Delta^k d^{t+\hat{\Delta}}$ and the directional derivative of the unit normal vector $n^{t+\hat{\Delta}}$ is given in [27].

In the tangential direction, the directional derivatives of the contact condition (32c) with a variable friction coefficient becomes

$$\Delta^k C_{ij}^{t+\alpha} = \left( \frac{-k}{\mu_j} \right) \left( k \lambda^{t+\alpha} - \lambda_{n_j} \right) c_{ij} \Delta^k v_{ij}^{t+\hat{\Delta}}$$

$$= \left( \frac{-k}{\mu_j} \right) \left( k \lambda^{t+\alpha} - \lambda_{n_j} \right) c_{ij} \Delta^k v_{ij}^{t+\hat{\Delta}}$$

$$= \left( \frac{-k}{\mu_j} \right) \left( k \lambda^{t+\alpha} - \lambda_{n_j} \right) c_{ij} \Delta^k v_{ij}^{t+\hat{\Delta}}$$

(64)
and

$$\Delta^k \epsilon_{ij \tau \omega} = \left[ k_{ij \tau \omega} + c_t \Delta^k \lambda^{\tau \omega}_{ij} \right] k_{ij \tau \omega} + c_t \Delta^k \epsilon_{ij \tau \omega}$$

$$\Delta^k \epsilon_{ij \tau \omega} = \left[ k_{ij \tau \omega} + c_t \Delta^k \lambda^{\tau \omega}_{ij} \right] k_{ij \tau \omega} + c_t \Delta^k \epsilon_{ij \tau \omega}$$

$$\Delta^k \epsilon_{ij \tau \omega} = \left[ k_{ij \tau \omega} + c_t \Delta^k \lambda^{\tau \omega}_{ij} \right] k_{ij \tau \omega} + c_t \Delta^k \epsilon_{ij \tau \omega}$$

for the sticking and slipping nodes, respectively, where the directional derivative of the weighted tangential relative velocity $k_{ij \tau \omega}$ is similar to (63) but with $k_{ij \tau \omega}$ replacing $-k\tilde{n}_{\tau \omega}$ and $\Delta^k \epsilon_{ij \tau \omega} = e_3 \times \Delta^k \tilde{n}_{\tau \omega}$. The directional derivatives of the normal and tangential components of the Lagrange multiplier are given by

$$\Delta^k \lambda^{\nu \omega}_{nj} = \Delta^k \tilde{n}_{\tau \omega} + k\tilde{n}_{\tau \omega} + c_t \Delta^k \lambda^{\nu \omega}_{nj},$$

$$\Delta^k \lambda^{\nu \omega}_{nj} = \Delta^k \tilde{n}_{\tau \omega} + k\tilde{n}_{\tau \omega} + c_t \Delta^k \lambda^{\nu \omega}_{nj},$$

$$\Delta^k \lambda^{\nu \omega}_{nj} = \Delta^k \tilde{n}_{\tau \omega} + k\tilde{n}_{\tau \omega} + c_t \Delta^k \lambda^{\nu \omega}_{nj},$$

$$\Delta^k \lambda^{\nu \omega}_{nj} = \Delta^k \tilde{n}_{\tau \omega} + k\tilde{n}_{\tau \omega} + c_t \Delta^k \lambda^{\nu \omega}_{nj},$$

where $\Delta^k \lambda^{\nu \omega}_{nj} = k + 1 \lambda^{\nu \omega}_{nj} - k \lambda^{\nu \omega}_{nj}$.
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