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ABSTRACT
This study introduces GAUSS (Guided encoder-decoder Architecture for hyperspectral Unmixing with Spatial Smoothness), a novel autoencoder-based architecture for hyperspectral unmixing (HU). GAUSS consists of an Approximation Network (AN), Unmixing Network (UN), and a Mixing Network (MN). The AN incorporates spatial context within a hyperspectral pixel’s neighborhood, while the UN utilizes a pseudo-ground truth mechanism to enhance abundance estimation. The MN provides estimated endmembers’ signatures. By incorporating UN-produced abundances, unlike the conventional AE model, GAUSS overcomes the single-layer constraint of the MN. Thereafter, a secondary training phase improves the accuracy of endmembers and abundance estimation using a reliable Signal Processing (SP) algorithm, resulting in superior HU performance. The results demonstrate the effectiveness of GAUSS on two Standard datasets and a Simulated dataset compared to the state-of-the-art SP and Deep Learning (DL) based methods. This signifies the benefit of integrating an SP algorithm in the training process, contributing to advancements in DL-based HU techniques.

Introduction
Hyperspectral (HS) imaging is extensively used in earth observation satellites for various applications (Khan et al., 2018): lithological mapping (Chen et al., 2019; Kruse et al., 2003; Liu et al., 2018; Lorenz et al., 2018; Ni et al., 2020), environmental monitoring (Moroni et al., 2013; Stuart et al., 2019; Zeng et al., 2019), and agricultural activities (Lu et al., 2020; Teke et al., 2013; Zhu et al., 2020), since it captures more spectral information than its counterparts: multispectral and RGB imaging. However, HS images (HSIs) are of poor spatial resolution and are corrupted by noise and interference from atmospheric alterations and instrumentation imperfections (Rasti et al., 2018; Zhou et al., 2022).

Herefore, identifying the composition of a topography requires information recovery algorithms, known as unmixing algorithms.

HS unmixing (HU) is a source separation technique Guan et al. (2022) that strives to extract the constituent source spectral signatures and estimate their fractional presence in each pixel, referred to as endmembers and abundances. Over the evolution of HU techniques, numerous unmixing algorithms have been proposed for both linear and non-linear modeling methods (Dobigeon et al., 2013; Gu et al., 2021; Halimi et al., 2011; Heylen et al., 2014; Zhao & Zhao, 2019) under signal processing (SP) and deep learning (DL) domains (Wang et al., 2021). When considering the SP approaches (Nascimento & Bioucas-Dias, 2012), have proposed an unsupervised hyperspectral unmixing (HU) method suitable for linear and highly mixed hyperspectral datasets. This method utilizes a statistical approach and incorporates a prior abundance fraction model based on a mixture of Dirichlet densities.

In the study done by (Das et al., 2017), the authors introduce a method that is both fast and accurate for the complete estimation of the number of endmembers in an HS image. To accomplish this, the authors rely on the convex properties of endmember abundances, indicating a mathematical approach to solving the problem.

Moreover, sparse hyperspectral unmixing methods aim to estimate the abundance of endmembers, assuming a spectral library as an overcomplete set of endmembers. (Das & Routray, 2019) introduce an efficient dictionary pruning approach for hyperspectral unmixing. Whereas in the work done by (Ma et al., 2017), the authors introduce a robust SU (RSU) method that employs the $\ell_{2,1}$ norm loss function, which enhances robustness to noise and outliers. Along the same line of methods which utilize spectral libraries (Das et al., 2019), introduces a semi-supervised, and parameter-
free algorithm for hyperspectral image unmixing that utilizes sparsity measures for library pruning.

Largely in the literature, SP unmixing benefits from various algorithmic approaches (Bioucas-Dias et al., 2012) such as geometric (Bioucas-Dias, 2009; Boardman, 1993; Gader et al., 2012; Li et al., 2016; Miao & Qi, 2007; Nascimento & Dias, 2005; Winter, 1999; Zare & Gader, 2007; Zhuang et al., 2019), statistical (Dobigeon et al., 2009; Nascimento & Bioucas-Dias, 2007; Parra et al., 1999), and sparse regression-based (Bioucas-Dias & Figueiredo, 2010; Iordache et al., 2012). Furthermore, Non-negative matrix factorization (NMF) (Lee & Seung, 2000) is used in HU to extract endmembers and abundances with matrix decomposition and adhere to constraints imposed by practical realities. The introduced variants on the fundamental NMF algorithm can promote sparsity of abundances (He et al., 2017; Qian et al., 2010), independence of endmembers (Ekanayake et al., 2021), spatial-spectral information, and piece-wise smoothness (Rathnayake et al., 2020; Sun et al., 2018; Yang et al., 2015; Zhou et al., 2020).

Moreover, DL has also been utilized for processing remote-sensing images. Recent research, as illustrated by (Hong et al., 2021), investigates the use of a multi-modal framework (MDL) to tackle the challenges of classifying materials in diverse scenes, with a focus on cross-modality learning (CML) in remote sensing (RS) image classification. This framework introduces various fusion strategies to combine information from different modalities, allowing for both pixel-wise classification and spatial information modeling through convolutional neural networks (CNNs).

In another study (Hong et al., 2021), propose a mini-batch GCN (miniGCN) for efficient large-scale GCN training in remote sensing (RS) problems. They explore three fusion strategies (additive, element-wise multiplicative, and concatenation) for combining CNNs and miniGCNs to extract diverse hyperspectral features.

On the other hand, the study done by (Li et al., 2023) considers a baseline network called LRR-Net, which combines the low-rank representation model (LRR) with deep learning techniques. The LRR-Net uses the alternating direction method of multipliers (ADMM) optimizer to efficiently solve the LRR model and incorporates the solution as prior knowledge for optimizing parameters in the deep network.

(Wu et al., 2023) utilize a U-Net for infrared small object detection. The proposed U-Net incorporates a small U-Net into a larger U-Net backbone, facilitating multi-level and multi-scale representation learning of objects. The model consists of two modules: the resolution-maintenance deep supervision (RM-DS) module and the interactive-cross attention (IC-A) module. The RM-DS uses Residual U-blocks to maintain multi-scale resolution features while learning global context information. Meanwhile, the IC-A encodes local context information between low-level details and high-level semantic features.

Furthermore, applications of DL are becoming increasingly popular in HU problems due to its computational power, contextual features, and the potential to extract information from unstructured data (Signoroni et al., 2019).

CNNs (Fang et al., 2022; Han et al., 2022; Palsson et al., 2020; Qi et al., 2020; Ranasinghe et al., 2020a; Wang et al., 2019; Zhang et al., 2018; Zhao et al., 2021, 2022), dense networks (Han et al., 2020; Hong et al., 2021a; Ozkan et al., 2018; Qu & Qi, 2018; Su et al., 2019), and recurrent networks (Zhao et al., 2021) are extensively used for semi-supervised or unsupervised DL unmixing (Benabdi et al., 2019), which use functional layers like pooling, regularization, and shaping. Nonetheless, most DL unmixing algorithms are structured as autoencoders (AEs) due to their resemblance to matrix decomposition used in blind source separation techniques and their unsupervised learning capabilities.

Even though AEs are widely used in DL unmixing, they have architectural limitations when used for blind unmixing. In particular,

- The encoder optimization depends on the decoder optimization due to the end-to-end structure.
- The convergence of the encoder is slower due to the absence of a direct steering mechanism other than the decoder.

Besides, according to the ablation studies in (Palsson et al., 2019; Qi et al., 2020; Ranasinghe et al., 2020a), instead of learning the associations between the pixels, the convolutional layers only distill abstract spatial patterns from the HSI into the abundance maps. Furthermore, due to the fact that the loss function uses the original HSI as its reference, there is no forcing mechanism to maintain the spatial correlation in abundance values. Moreover, in the end-to-end architecture of the AE for blind unmixing, the decoder will be restricted to a single-layer network with linear activations to preserve the similarity with matrix decomposition (Palsson et al., 2018; Ranasinghe et al., 2020b).

In this regard, we propose a three-network HU architecture (HUA), which undergoes two training phases. The “Guided encoder-decoder Architecture for hyperspectral Unmixing with Spatial Smoothness” (GAUSS) consists of three networks. The first two networks: the “approximation network” (AN) and “unmixing network” (HU), are encoders, and the “mixing network” (MN) is the final network that serves as the decoder of the HUA.

The spatial context of hyperspectral images is an important aspect which is considered by NNMF algorithms when it comes to abundance map generation. In these SP-based algorithms, regularizers have been utilized to incorporate the aforementioned spatial
context. However, DL approaches lack a method of injecting such spatial contextual information to the unmixing process. As one of the contributions of this paper, the AN was proposed to accomplish this task. Specifically, the functionality of the proposed AN is to improve the association between a pixel referred to as the center pixel and its neighborhood in order to incorporate contextual spatial information in the abundance maps. Furthermore, the estimation through the neighborhood has also enabled the spectral correlation and smoothness of the given local environment to be distilled into the unmixing process. While it is susceptible to the limitations of the given environment, the generation process guarantees functional continuity among the pixels, maintaining spectral smoothness and continuity.

The autoencoder is decoupled into the encoder (UN) and the decoder (MN). This decoupling of the autoencoder enables the injection of a pseudo-ground truth into the training process. In order to provide a pseudo-ground truth, the HSI is segmented with a clustering algorithm, which is then converted to a one-hot encoded representation. The significance of the pseudo-ground truth is that it provides the spatial context and the fundamental texture for the UN’s abundance map. Therefore, one can think of the pseudo-ground truth as a gradient provider for the UN to optimize its weights, independent from the decoder gradients. This introduction of a pseudo-ground truth is another one of the contributions introduced in this paper. This is in contrast to the traditional optimization of the AEs’ unmixing procedure, which depends on the HS pixel or image reconstruction. Moreover, a single-layered decoder is present in most of the existing DL-based HU methods (Ozkan et al., 2019). However, the use of a pseudo-ground truth to train the UN before training the MN gives the decoder greater flexibility and makes it possible to add more layers to it. Additionally, because the UN was trained before the MN, the resulting abundance is guaranteed to be, at least, a rough estimate of the real abundance for the corresponding pixel. This allows the decoder of the network to generate endmembers that closely approximate the ground truth endmembers as the decoder is fed with the rich abundances provided by the encoder. Thus, the training of the decoder can be thought of as a fine-tuning of the model to find the optimal weights of the decoder.

Next, for improved performance of GAUSS, a secondary training phase has been introduced in which the model is retrained with a more refined pseudo-ground truth generated by a specifically selected SP algorithm (Qian et al., 2010) based on its unmixing performance. The output of the MN is the reconstructed pixel, with the output of the UN serving as its input. Hence, the functionality of the decoder is to find the layer weights which will eventually generate the spectral signature once the abundances are provided.

In summary, the primary contribution of this article is twofold.

1. The introduction of a unique deep learning architecture that enables the preservation of the local subspace structure’s spatial correlation while enhancing the neighboring pixels’ associations with the center pixel.

2. The introduction of a pseudo-ground truth at the end of the UN which decouples the encoder abundance map generation process from the decoder mixing for endmember generation. This allows the encoder and decoder to be optimized separately.

Furthermore, a summary of the proposed architecture and the training procedure is as follows.

- The GAUSS architecture has two encoders: the Approximation Network (AN) and the Unmixing Network (UN). The AN predicts the center pixel by utilizing the neighboring pixels, while the UN maps the center pixel to an optimal abundance using the pseudo-ground truth. The decoder, or Mixing Network (MN), reconstructs the center pixel from the bottleneck layer abundances, with MN weights providing endmember signatures. (See the Methodology Section for technical details.)

- The first training phase utilizes the one-hot encoded pseudo-ground truth to train the model. During the second training phase, the network is initialized with the weights and biases from the first training phase. Then, the model is trained with the abundances obtained by an SP algorithm, such that it aligns the model towards unmixing and is updated with more enriched endmember spectra provided by the SP algorithm.

The remainder of the paper is as follows: In the Materials Section, the concept behind the GAUSS architecture is delineated, followed by the Methodology Section which describes the implementation details of the HUA. In the next section, the details of the experiments and the results are discussed. Thereafter, an Ablation study and a Performance Analysis are provided. Finally, the conclusion is presented. Additionally, Table 1 provides a comprehensive summary of the abbreviations used in this study and their corresponding details.

**Materials**

**Notation**

Scalars are denoted by both lower ($x$) and uppercase ($X$) normal fonts. Boldface lowercase fonts ($\mathbf{x}$) are for 1-D arrays, and 1-D arrays are ordered as column vectors.
Then, boldface uppercase fonts (X) are used for both 2-D and 3-D arrays.

Consider a HSI, \( H \in \mathbb{R}^{w \times h \times B} \), with a width and a height of \( w \) and \( h \) in pixels, respectively, and \( B \) spectral bands. The HS datacube can be rearranged as a matrix of size \( B \times N \), where \( N \) is the total number of observations (pixels) and is the product of \( w \) and \( h \). Accordingly, the HSI can be denoted as \( Y = [y_1 \cdots y_j \cdots y_N] \in \mathbb{R}^{B \times N} \) and each column \( y_j \in \mathbb{R}^B \) is the spectrum of the \( j \)th pixel. The spectral signature of the pixel at the \((m, n)\) location of \( H \) corresponds to the \( j \)th column vector of \( X \), such that \( j = \{w(m - 1) + n|1 < m \leq h, 1 < n \leq w\} \) where \( m \) and \( n \) is the row and column position of the pixel, respectively.

**Mixture models**

The linear mixture model (LMM) depends on the assumption that the incident light is scattered from the macroscopic surface only once and is measured by the sensing device of the imaging spectrometer without scattering. For its simplicity, LMM is the most frequently used model for HSI in the literature (Heylen et al., 2014). The luxury of the LMM is that a linear combination of endmember spectra can be written for each observation as

\[
y_j = \sum_{k=1}^{K} S_{kj} a_k + e_j \tag{1}
\]

where \( S_{kj} \) is the fractional composition of the \( k \)th endmember in the \( j \)th pixel, \( a_k \in \mathbb{R}^B \) is the spectrum of the \( k \)th endmember of the HSI, \( e_j \in \mathbb{R}^B \) is an additive disruption due to noise and modeling errors, and \( K \) is the predetermined number of endmembers in the HSI. The elements in \( y_j \) and \( a_k \) are non-negative as the HSI is represented using the reflectance values because it inherits atmospheric corrections and sensor independencies. Due to physical implications, the abundance non-negativity constraint (ANC) \( S_{kj} \geq 0 \) and the abundance sum-to-one constraint (ASC) \( \sum_{k=1}^{K} S_{kj} = 1 \) are imposed in (1) to ensure that the fractional compositions are non-negative and the HSI only consists of the predetermined endmembers. Under the LMM, the HSI can be represented using the matrix notation as

\[
Y = A \times S + E \tag{2}
\]

where \( A \in \mathbb{R}^{B \times K} \) is the endmember matrix whose columns are the spectra of each of the \( K \) endmembers, \( S \in \mathbb{R}^{K \times N} \) is the abundance matrix with the fractional composition of each of the \( N \) pixels is organized as a column vector, and \( E \in \mathbb{R}^{B \times N} \) is the noise matrix. Accordingly, the extraction of the endmember spectra (A) and their abundances (S) are the functions of HU.

**Neighbourhood approximation**

While the endmember spectra contain information about the spectral response of the underlying materials in the HSI, the spatial attributes of that image are stored in the abundance matrix. Therefore, in literature, to increase spatial smoothness and spatial correlation of the fractional composition, several regularizaton functions have been introduced in the objective function (He et al., 2017; Iordache et al., 2012; Rathnayake et al., 2020; Sigurdsson et al., 2016; Sun et al., 2018; Yang et al., 2015; Zhou et al., 2020) to optimize HU. However, given that the spectral signature of a given HSI is the product of the endmember spectra and their fractional abundances, the spatial correlation and smoothness could be increased using the spectral signatures of the neighboring pixels.
If the center pixel can be approximated from its immediate neighborhood, then the spatial correlation and smoothness shall be established in spectral signatures, thereby in abundance values. Consider the pixel at the \((m, n)\) location of the HSI \((\mathbf{H})\) and the set \((\mathcal{S})\) of immediate neighborhood pixels. The set can be defined as, \(\mathcal{S} = \{ \mathbf{H}_{ij} | \mathbf{H}_{ij} \in \mathbb{R}_+^B, i \in \{m-1, m+1\}, j \in \{n-1, n+1\}, i, j \in \mathbb{Z}^+ \}\) and the cardinality of the set is equal to the number of neighborhood pixels considered during the construction of the set and is denoted by \(|\mathcal{S}|\).

Then, following the pixel-to-column position transition explained in Section 2.1, by rearranging the vectors in \(\mathcal{S}\) as a single column vector denoted by \(\mathbf{n}_i\), the following relationship can be formulated between the center pixel \((y_j)\) and its neighborhood.

\[
y_j \approx \mathbf{W}_i \mathbf{n}_j \tag{3}
\]

where \(\mathbf{W}_i \in \mathbb{R}^{B \times |\mathcal{S}|}\) approximates the centre pixel using its neighbourhood pixel vector \(\mathbf{n}_i\). To learn the spatial correlation across the HSI, \(\mathbf{W}_i\) can be trained using the following objective function,

\[
\arg\min_{\mathbf{W}_i} \| \mathbf{Y} - \mathbf{W}_i \mathbf{N} \|^2_F \tag{4}
\]

Here, \(\mathbf{N}\) is the matrix constructed by concatenating the neighbor vectors of each center pixel, and \(\mathbf{Y}\) is the matrix form of the HSI and \(\| \cdot \|_F\) is the Frobenius norm. Then, by performing HU on pixels generated from the trained \(\mathbf{W}_i\) in (4), the spatial correlation and smoothness could be brought forward to fractional abundances by the AN displayed in Figure 2.

**Controlled abundance estimation**

In general, DL unmixing is performed using the AE architecture with the pixel reconstruction error as the objective function that is optimized. However, a drawback of using the AE for unmixing is that it precludes direct optimization of abundances in contrast to non-DL methods. Moreover, a conventional AE architecture may suffer from the vanishing gradient problem as the network becomes deeper and deeper. This is because gradients descending through back-propagation may exponentially decrease when they reach the layers in the encoder. Moreover, the unmixing process is dependent on the decoder performance of the AE, because of the end-to-end connection between the encoder and the decoder.

Consequently, to avoid the dependence of the abundance optimization on the endmember signature optimization, the proposed work considers an additional objective function to train the network. First, a reference is created for the abundance maps to train the UN by segmenting the HSI with a clustering algorithm. Here, k-means clustering is utilized for this purpose, and then the result is converted to a one-hot encoded representation. This reference for the abundances is referred to as the pseudo-ground truth and is described in Section 3.4. Further, the injection of a pseudo-ground truth facilitated by the split architecture provides a mechanism to reinforce the abundance optimization. This allows for a more refined pseudo-ground truth from unsupervised SP algorithms, which subsequently leads to a better accuracy with further training.

The fractional abundances of each pixel can be considered as a probability distribution, where the abundance values for the corresponding endmembers are the individual probabilities. This definition allows us to reconsider the unmixing process as a classification problem, using categorical cross-entropy as the objective function. The UN algorithm learns hidden representations of hyperspectral images (HSIs) by mapping spectral signatures onto the probability space using the pseudo-ground truth.

**Expanding decoder flexibility**

AEs for HU are omnipresent because they resemble the matrix decomposition used in blind source separation methods. Since the encoder task is designed to transform the pixel or image of the HS dataset into a latent representation, there is no limitation on the number of layers in the encoder. However, unlike the encoder, the decoder of the AE does not emulate a process; instead, it performs the matrix multiplication between the abundances and endmembers. Therefore, the endmembers of the HS data are extracted by the weights of the decoder. Hence, the decoder architecture is bound to a single-layer decoder to ensure that the output of the encoder will be the abundances.

By adopting the pseudo-ground truth mechanism, the UN is trained to produce abundance values at its output in our proposed architecture independent of the decoder architectural form. Therefore, since it is guaranteed that the input of the MN is the abundances of the center pixel, the single-layered decoder constraint can be released without using recurrent layers as in (Zhao et al., 2021). Since the output of the decoder is compared against the pixel signature, the decoder requirement is to find the optimal combination of weights that will map the abundances to spectral signatures. Furthermore, the decoder can model the non-linear mixing process with the proposed change.

Therefore, in the GAUSS architecture, the pixel’s neighborhood is fed to the AN, and its output is compared against the actual center pixel and the input to the UN. The UN will generate the abundances of the center pixel at its output which is subsequently used as the input to the MN. Since the decoder
architecture contains more than one layer, the endmembers can no longer be extracted by the weights of the decoder. Therefore, after the network is trained, an identity matrix \( \mathbf{I} \in \mathbb{R}^{K \times K} \) is fed to the MN. Each column of the identity matrix represents a pixel with a pure abundance and the number of rows is equal to the number of endmembers. Thus, when the matrix is fed, it is ensured that the decoder output corresponds to the pure endmembers. Thus, this process provides the required endmember signatures.

**Methodology**

**Approximation network**

This section elaborates on the proposed architecture for HU with spatial smoothness. The proposed method is primarily based on the traditional AE model used in standard HU practice under DL. However, the proposed method can be viewed as three separate networks (as shown in Figure 1), instead of the standard AE model in HU due to the method of training adapted in this work. The architecture of the approximation network is illustrated in Figure 2(a). The AN is used to impose spatial smoothness on the HSI as discussed in Section 2.3. The network approximates the centre pixels \( \mathbf{Y} \in \mathbb{R}^{B \times S} \) using their neighbourhood pixels \( \mathbf{N} \in \mathbb{R}^{B \times S} \) given by

\[
\hat{\mathbf{Y}} = f_n(\mathbf{N})
\]

with \( f_n : \mathbb{R}^{B \times S} \rightarrow \mathbb{R}^{B \times N} \). The network learns the parameters for approximation by minimizing the average reconstruction error between the input \( \mathbf{Y} \) and the reconstructed spectral signatures \( \hat{\mathbf{Y}} \) from the neighborhood pixels. Therefore, after the learning process is terminated, the smoothness matrix \( (\mathbf{W}_u) \) in (4) and the spectral signatures with improved spatial characteristics can be realized by

Smoothness transitions: \( f_u(\mathbf{N}) \Rightarrow \mathbf{W}_u \mathbf{N} \) \hspace{1cm} (6)

Smoothed pixels: \( \hat{\mathbf{Y}} \).

Next, to learn the hidden representation of the HSI, the UN is trained, which transforms the smoothed spectral signatures \( (\hat{\mathbf{Y}}) \) from the AN to a low-dimensional representation \( (\hat{\mathbf{L}} \in \mathbb{R}_+^{C \times N}) \) given by

\[
\hat{\mathbf{L}} = f_e(\hat{\mathbf{Y}}),
\]

with \( f_e : \mathbb{R}^{B \times N} \rightarrow \mathbb{R}^{K \times N} \). The output from the UN is fed to the MN, which decompresses the hidden representation to reconstruct the smoothed spectral signatures at its output. The decoder function, therefore, can be represented as

\[
\hat{\mathbf{Y}} = f_d(\hat{\mathbf{L}})
\]

where \( f_d : \mathbb{R}^{K \times N} \rightarrow \mathbb{R}^{B \times N} \), and \( \hat{\mathbf{Y}} \) is the output of the decoder network. After the successful termination of the learning process for HU, the unmixing results can be extracted by:

Abundance estimation: \( \hat{\mathbf{L}}^* \Rightarrow \hat{\mathbf{S}} \)

Endmember estimation: \( f_e(\mathbf{I}_K) \Rightarrow \hat{\mathbf{A}} \) \hspace{1cm} (10)

where \( \mathbf{I}_K \in \mathbb{R}_+^{K \times K} \) is the identity matrix and * denotes the optimal solution at the end of the training process.

Figure 1. Architecture of the proposed framework (GAUSS) that consists of the approximation network (AN), the unmixing network (UN) and the mixing network (MN).
Encoder

In this work, the encoder combines the AN and the UN to improve spatial characteristics and learn hidden representations. For each pixel of the HSI, we first consider its immediate neighborhood and reconstruct the center pixel from the set of neighborhood pixels. Then, the output of the AN is sent to the UN to learn the unmixing process and estimate abundances. The architecture of the encoder is given in Figure 2(b), and a fully connected layer (FCNL) architecture is used to construct the encoder.

In our work, the fractional abundances are considered probabilities, and learning hidden representations of the HSI is similar to performing a multi-class classification with the pseudo-ground truths. In our work, the encoder is designed to use spatial information and optimize the estimation of fractional abundances without interference from the decoder optimization. To optimize the AN, we use the reconstruction error of the center pixel from its neighborhood as given by

$$ J_{\text{smooth}} = \frac{1}{N} \| Y - \tilde{Y} \|_F^2 $$

where $\| \cdot \|_F$ is the Frobenius norm. Then, to abide by the ANC and ASC, we apply the following scaling and standardization to the final layer of the UN defined as follows,

$$ \hat{l}_{kj} = \frac{e^{-z_{kj}}}{\sum_{k=1}^N e^{-z_{kj}}} $$

where $z_{kj}$ is the output of the $k$th node at the final layer of the encoder prior activation and $\hat{l}_{kj}$ is the estimated fractional abundance for the $k$th endmember of the $j$th column in $L$. The standardization to probability distributions given in (12) can be realized through Softmax activation function of the output layer of the encoder. Then, to optimize the unmixing process of...
the encoder, the categorical cross-entropy is used as below,

$$\mathcal{J}_{\text{unmixing}} = -\frac{1}{N} \sum_{j,k=1}^{N,K} l_{kj} \log \hat{l}_{kj} + (1 - l_{kj}) \log(1 - \hat{l}_{kj})$$  \hspace{1cm} (13)

where \(l_{kj}\) are abundance values for \(k\) th endmember of the \(j\) th column of the pseudo-ground truth used to expedite optimization of the UN.

**Decoder**

An MLP-based network is adopted for the decoder in our proposed scheme, with its structure reported in Figure 2(c). In this work, the decoder is designed to reconstruct the input to the UN, which comprises smoothed pixels generated from the AN of the proposed architecture. As discussed in Section 3.2, with a pseudo-ground truth mechanism for abundance estimation, the decoder architecture is not restricted to a single-layered linear network; therefore, it can learn non-linear relationships as well.

The decoder of the proposed network learns relationships between abundances and endmember signatures during the mixing process because of the introduced extension in the layers. Nevertheless, by extending the decoder layers, the extraction of the endmember signatures cannot be done through the network weights because the unmixing process is now not limited to a single layer but rather laid out over a single network with multiple layers. In contrast, because the decoder is trained using abundances produced by the encoder network, it can reconstruct the spectral signature for any abundance vector in the low-dimensional space that the encoder has learnt. Thus, after the conclusion of weight training, the spectral information of the appropriate endmember may be obtained by feeding this one-hot encoded vector to the decoder. Hence, by feeding this one-hot encoded vector to the decoder at the end of weight training, the spectral information of the corresponding endmember can be extracted. For example, to find the endmember signature of the \(k\) th endmember, we will construct a one-hot vector \(\mathbf{o}_k\) such that \(\mathbf{o}_k = [0, \ldots, 0, 1, 0 \ldots, 0]\) where the unity entry is at the \(k\) th position of the vector. The vector format implies the existence of a pure pixel containing only that endmember. Hence, the resulting spectral signature of the MN is simply the corresponding endmember signature. Then, by concatenating these one-hot vectors of endmember, we can construct an identity matrix, when given to the decoder, which will output the endmember signatures of the HSI in a single attempt as presented in (10) for endmember estimation.

To train the decoder network, we diverge from the conventional practice of using the mean squared error between the encoder input \(\mathbf{Y}\) and the decoder output of each pixel \(\hat{\mathbf{Y}}\) defined as

$$\mathcal{J}_{\text{reconstruction}} = \frac{1}{NB} \| \mathbf{Y} - \hat{\mathbf{Y}} \|_F^2$$  \hspace{1cm} (14)

for the HSI. Rather, we adopt the pixel spectral information divergence (pSID) proposed by (Chang, 1999) as the reconstruction error to optimize the mixing process, which is defined by,

$$\mathcal{J}_{\text{mixing}} = D(\hat{\mathbf{Y}} \| \mathbf{Y}) + D(\mathbf{Y} \| \hat{\mathbf{Y}})$$

$$= \frac{1}{N} \sum_{j,k=1}^{N,K} (q_{kj} \log(q_{kj}) + \hat{q}_{kj} \log(\hat{q}_{kj}))$$  \hspace{1cm} (15)

where \(q_{kj} = \frac{\hat{y}_{kj}}{||\hat{y}_{kj}||_1}\) and \(\hat{q}_{kj} = \frac{\hat{y}_{kj}}{||\hat{y}_{kj}||_1}\) are the probability distribution vectors of the spectral signature of the \(j\) th pixel of \(\mathbf{Y}\) and \(\hat{\mathbf{Y}}\), respectively. Accordingly, \(q_{kj}\) and \(\hat{q}_{kj}\) represent the probability values of the \(b\) th band of the \(j\) th pixel. Then, \(\| \cdot \|_1\) is 1-norm of the corresponding spectral signature.

In (15), \(D(\cdot \| \cdot)\) is called the relative entropy between the smoothed pixels at the UN input and reconstructed pixels at the decoder output. The pSID defined by (15) can be used to measure the spectral similarity between corresponding pixel vectors in \(\hat{\mathbf{Y}}\) and \(\hat{\mathbf{Y}}\).

**Pseudo-ground truth preparation for abundances**

In the GAUSS architecture, a one-hot encoded representation is used as the pseudo-ground truth to guide the UN of the encoder. To construct the one-hot encoded representation of the HSI, we first segment the HSI using the k-means clustering algorithm on the spectral signatures.

At the second stage of the training, we consider the abundance result of an SP algorithm with reliable unmixing performance as a pseudo-ground truth for HUA. This is analogous to using unsupervised HU algorithms for endmember weight initialization. The output of the UN will then be compared against the new pseudo-ground truth. The pseudo-ground truth produced by the high-performing SP algorithm enables the refinement of the abundance optimization. Accordingly, we use the abundance results of the L1/2 NMF algorithm to maintain consistency across all the datasets.

**Implementation and training of the network**

The HUA was developed in TensorFlow v2 using the Google Colaboratory with default settings for the optimization parameters. The detailed architecture of the HUA is given in Table 2. The Adam optimizer was
used to optimize the three networks. For each HSI dataset, a batch size of 32 was used for the input-output dataset preparation.

In the first training stage, each of the three networks was trained for 250 epochs. Then, in the second training stage, both the unmixing network and the mixing network were trained for 250 epochs each (The approximation network was not trained in the second stage).

Experiments and discussion

Performance criteria

The performance of the abundance estimation is measured by the average root mean square error (aRMSE), average abundance information divergence (aAID), and average abundance angle distance (aAAD). Then, the accuracy of endmember estimation from the HU algorithm is evaluated using the average spectral angle distance (aSAD) and the average spectral information divergence (aSID), which are defined as follows,

\[
aRMSE = \sqrt{\frac{1}{NK} \| S - \hat{S} \|_{F}^{2}}
\]

\[
aAID = \frac{1}{N} \sum_{i=j}^{N} \cos^{-1} \left( \frac{\langle s_{j}, s_{j} \rangle}{\| s_{j} \| \cdot \| s_{j} \|} \right)
\]

\[
aAID = \frac{1}{N} \sum_{j=1}^{NK} \left\{ \lambda_{jk} \log \left( \frac{\lambda_{jk}}{\hat{\lambda}_{jk}} \right) + \hat{\lambda}_{jk} \log \left( \frac{\lambda_{jk}}{\hat{\lambda}_{jk}} \right) \right\}
\]

\[
aAID = \frac{1}{N} \sum_{k=1}^{K} \cos^{-1} \left( \frac{\langle a_{k}, \hat{a}_{k} \rangle}{\| a_{k} \| \cdot \| \hat{a}_{k} \|} \right)
\]

\[
aAID = \frac{1}{K} \sum_{k=1}^{K} \sum_{b=1}^{B} \left\{ p_{bk} \log \left( \frac{p_{bk}}{\hat{p}_{bk}} \right) + \hat{p}_{bk} \log \left( \frac{\hat{p}_{bk}}{p_{bk}} \right) \right\}
\]

where \( S \) and \( \hat{S} \) represents the ground truth and estimated abundances. Then, \( s_{j} \) and \( \hat{s}_{j} \) are the ground truth and estimated abundances at \( j \) th column or pixel, and \( s_{kj} \) and \( \hat{s}_{kj} \) are the ground truth and estimated abundance value for \( k \) th endmember of the \( j \) th pixel. Next, \( a_{k} \) and \( \hat{a}_{k} \) are ground truth and extracted endmember for the \( k \) th source, and \( p_{bk} \) and \( \hat{p}_{bk} \) are probability values for the \( b \) th spectral band of the \( k \) th ground truth and the extracted endmembers, respectively. The probability vector for the \( k \) th endmember is computed as \( p_{bk} = \frac{a_{kb}}{\| a_{k} \|} \) and \( \hat{p}_{bk} = \frac{\hat{a}_{kb}}{\| \hat{a}_{k} \|} \) for the ground truth and extracted signatures, respectively.

Experimental setting

To evaluate the performance of GAUSS in a complex environment, an algorithm that is capable of generating simulated datasets with a sufficient amount of complexity is designed. Compared with the simulated datasets in the literature, the dimensions were selected to be 100 × 100 with a spectral resolution of 198 bands.

For the generation of abundances, initially, a zeros tensor of size 100 × 100 × 4 is segmented into sixteen 25 × 25 × 4 tensors. Next, the algorithm randomly selects one from the segmented tensors and initiates the assignment of abundance fractions. This is done through a superpixel of size 3 × 3. Thereafter, a random selection of a center pixel is done and checked for occupancy. If the pixel is not already occupied, then the possibility of it being on the outer edge is investigated. If the pixel is not a part of the outer edge, the superpixel of the above-mentioned dimension is constructed and the abundance fractions are assigned while satisfying the sum to one constraint. If the selected center pixel is at an edge, then necessary alterations are made to the superpixel to be adapted according to the nature of the edge. However, following this procedure will not make the dataset realistic, as it contains pure regions and sparse sections as remotely sensed HSIs. To achieve this, some of the 25 × 25 pixels are allotted to be pure or to maintain a constant abundance fraction variation. This process creates sharp edges. To resolve this issue, initially, the sharp edges are extended irregularly, and then the entire image is smoothened through mean filtering. The generated image is shown in Figure 3(a).
Next, to generate the simulated image, endmember assignment is carried out. For this, initially, four endmembers have been chosen from the United States Geological Survey (USGS)\(^1\) endmember library (Kokaly et al., 2017). The spectral signatures of “Ilmenite, Montmorillonite, Limestone, and Tree” are chosen as the candidate endmembers. Then, as the spectral signatures extracted contained bands that had not been calibrated, a preprocessing step is carried out to remove the uncalibrated bands. Furthermore, as the spectral signatures of different elements are acquired from different sensors, there can be a slight deviation in the wavelengths present in each spectral signature. To overcome this issue, the cubic interpolation method is used to generate spectral signatures containing the same wavelengths. As the next step, every endmember spectrum is multiplied by the corresponding abundance fraction, and then, those are summed to generate a simulated data tensor of size \(1 \times 1 \times 198\). Eventually, the previously described process has been carried out for the entire pixel space of the simulated dataset.

Moreover, two real HS datasets\(^2\) Samson and Jasper-Ridge, were used for quantitative evaluation purposes. A precise ground truth for the endmembers and abundances for each dataset is available on each website. The Samson dataset consists of three endmembers with 156 spectral bands covering 401 nm to 889 nm wavelengths, while Jasper-Ridge comprises four sources with 198 spectral bands ranging from 380 nm to 2500 nm.

To evaluate the proposed architecture, nine different hyperspectral unmixing algorithms were used. These algorithms included deep learning architectures such as CNNAEU (Palsson et al., 2020), DAEN (Su et al., 2019), DAEU (Palsson et al., 2018), uDAS (Qu & Qi, 2018), and EGU-Net (Hong et al., 2021b), as well as signal processing algorithms that leverage different NMF variants and other geometric frameworks, such as \(L^{1/2}\) (Qian et al., 2010), R-CoNMF (Li et al., 2016), MLNMF (Rajabi & Ghassemian, 2014), and VCA-FCLS (Nascimento & Dias, 2005). These algorithms were tested on the real hyperspectral datasets as well as the simulated dataset incorporating the optimum parameters suggested by the authors in their work. The RGB images of the datasets are illustrated in Figure 3.

The best-performing algorithms are ranked up to the third, and the ranks are in superscript.

**Experiments on simulated data**

Most of the conventional unmixing algorithms used in this study are geometry-based methods. These methods were implemented based on the assumption that these algorithms would unmix ideal HSIs. The method proposed for generating a simulated dataset in this study also aligns with the assumption used in the above-mentioned algorithms. The presence of pure or marginally pure pixels, favoring unmixing.

---

\(^1\)https://www.usgs.gov/labs/spectroscopy-lab/science/spectral-library
\(^2\)http://lesun.weebly.com/hyperspectral-data-set.html:
algorithms that exploit the underlying geometric frameworks, is reflected in these results.

However, the results of the proposed architecture are exceptional in abundance estimation. Notably, the estimated abundances of the architecture have proven to be superior to those obtained from the pseudo-ground truth abundances generated by the $L^{1/2}$ NMF algorithm. This outcome serves as evidence that the supervisory inputs, which are utilized in the architecture, have effectively facilitated accurate abundance estimation, even in complex environments. Regarding endmember extraction, SP-based $L^{1/2}$ NMF and RCo-NMF deliver the best results in terms of aSID and aSAD error matrices, respectively.

**Experiments on real data**

**Samson dataset**

It is imperative to understand the Samson dataset to analyze the performance of the proposed method. It has three principal endmembers, and the boundaries of these endmembers are almost non-overlapping.

When considering Table 3, our architecture for HU performs the best in terms of abundance estimation. Moreover, using the $L^{1/2}$ NMF abundances as the pseudo-ground truth, the architecture has produced better results than the $L^{1/2}$ NMF algorithm. A possible reason for this could be that the proposed method had benefited from the first training phase of the network, which may have trained GAUSS to learn various properties of the latent space of the HSI.

While the proposed algorithm excels in terms of spectral angle distance (SAD), the uDAS method outperforms it in spectral information divergence (SID). Additionally, the endmember extraction performance of GAUSS yields better results compared to the $L^{1/2}$ NMF algorithm, which generated the pseudo-ground truths for GAUSS. Therefore, as the proposed architecture surpasses the $L^{1/2}$ NMF algorithm in both tasks of abundance estimation and endmember

**Figure 4.** Abundance maps obtained for the simulated, Jasper-Ridge, and Samson datasets using GAUSS, and their ground truths.

---

Table 3. Unmixing performance comparison for the three datasets: simulated, Samson and Jasper-Ridge

|                      | Proposed method | Deep learning methods | Signal processing methods |
|----------------------|-----------------|-----------------------|---------------------------|
|                      | GAUSS           | CNNAEU                | DAEN                      | DAEU                      | EGUnet                   | uDAS                      | $L^{1/2}$ NMF | R-CoNMF | MLNMF | VCA FCLS |
| Simulated            |                 |                       |                           |                           |                          |                          |              |         |       |
| aRMSE                | 0.1312          | 0.2453                | 0.2550                    | 0.2371                    | 0.2783                   | 0.2349                    | 0.2419        | 0.1618  | 0.2896 | 0.2874  |
| aAAD                 | 0.3414          | 0.8532                | 0.7386                    | 0.8297                    | 0.6844                   | 0.8430                    | 0.6909        | 0.4256  | 0.8240 | 0.8168  |
| aAID                 | 0.2496          | 3.4171                | 1.5346                   | 2.8457                    | 2.3981                   | 7.1713                    | 2.5311        | 0.9626  | 3.3080 | 3.9947  |
| aSAD                 | 0.2459          | 0.1316                | 0.0301                    | 0.0756                    | 0.1059                   | 0.3111                    | 0.0008        | 0.0269  | 0.0984 | 0.0009  |
| aSID                 | 0.2739          | 0.3764                | 0.5461                    | 0.3246                    | 0.2332                   | 0.4308                    | 0.3436        | 0.0003  | 0.2467 | 0.3433  |
| Samson               |                 |                       |                           |                           |                          |                          |               |         |       |        |
| aRMSE                | 0.0067          | 0.3724                | 0.3909                    | 0.3902                    | 0.1573                   | 0.3027                    | 0.2689        | 0.3330  | 0.3424 | 0.3996  |
| aAAD                 | 0.0724          | 0.9073                | 0.7774                    | 0.8384                    | 0.2518                   | 0.5793                    | 0.4991        | 1.0979  | 0.6533 | 0.8825  |
| aAID                 | 4.4736          | 7.6865                | 6.7775                    | 5.5561                    | 1.0453                   | 4.7794                    | 4.0999        | 10.7096 | 6.4476 | 8.0004  |
| aSAD                 | 0.0211          | 0.1769                | 0.1413                    | 0.1155                    | 0.0603                   | 0.0697                   | 0.0811        | 0.2451  | 0.0897 | 0.1364  |
| aSID                 | 0.0584          | 1.5040                | 1.5217                    | 2.4887                    | 0.0486                   | 0.0328                   | 0.1953        | 0.4725  | 0.4758 | 0.6746  |
| Jasper-Ridge         |                 |                       |                           |                           |                          |                          |               |         |       |        |
| aRMSE                | 0.0083          | 0.2888                | 0.2227                    | 0.2623                    | 0.4651                   | 0.1190                   | 0.3393        | 0.3570  | 0.4135 | 0.4903  |
| aAAD                 | 0.1489          | 0.7186                | 0.5001                    | 0.6239                    | 1.2312                   | 0.2177                   | 0.8437        | 1.0048  | 1.0811 | 1.2592  |
| aAID                 | 12.4845         | 6.8717                | 4.5497                    | 7.4464                    | 15.9190                  | 1.5840                   | 9.6208        | 8.6153  | 11.3338| 19.8816 |
| aSAD                 | 0.0965          | 0.1552                | 0.1328                    | 0.1634                    | 0.1447                   | 0.1062                   | 0.1677        | 0.1422  | 0.2241 | 0.2092  |
| aSID                 | 0.1487          | 0.2635                | 0.2092                    | 0.2710                    | 1.3000                   | 0.0441                   | 0.8390        | 0.2914  | 1.1527 | 1.3342  |
extraction performances, the performance improvement can be attributed to the integration of the best attributes of the weights and biases from the initial training phase and the supervisory input from the L^{1/2} NMF algorithm provided in the secondary training phase. This validates the combination of these two domains, achieved through the proposed architecture.

The evaluation of the endmember extraction results demonstrates that the proposed algorithm outperforms the latest CyCU-Net (Gao et al., 2021) and MSNet (Tao et al., 2022) architectures when applied to the Samson dataset. Specifically, when comparing the achieved average root mean square error (aRMSE), the CyCU-Net and MSNet architectures yield values of 0.4164 and 0.0526, respectively. These findings highlight the superior performance of the proposed architecture for endmember extraction tasks in hyperspectral imaging.

Jasper-ridge dataset
The Jasper Ridge dataset has four endmembers, and their boundaries are not as non-overlapping as in the Samson dataset. GAUSS has achieved the best results in abundance estimation, with the exception of the aAID error metric. This can be attributed to the fact that the supervisory input provided during the secondary training phase offers a more effective latent structure for the algorithm.

The extraction of the road endmember in this dataset presents challenges due to its scarcity compared to other endmembers and its strong correlation with the dirt endmember, despite having high reflectance values. Consequently, accurately identifying and separating the road endmember from the spectral data becomes a complex task. Based on Figure 5, the proposed architecture in this study has extracted an endmember signature for the road that closely matches its ground truth. Similarly, the uDAS algorithm has also demonstrated successful prediction of the road endmember. The achievement of GAUSS can be attributed to the AN and the pseudo-ground truth. The AN appears to have effectively decorrelated the pure endmembers. As a result, the decoder has exhibited enhanced accuracy in extracting the road endmember compared to the other algorithms.

Upon evaluating the results of the endmember extraction error metrics (refer Table 3), it is evident that GAUSS demonstrates superior performance when utilizing the Jasper-Ridge dataset, outperforming both the latest CyCU-Net and MSNet architectures. Specifically, the CyCU-Net and MSNet architectures achieved considerably higher aRMSE values of 0.2876 and 0.0868, respectively. In contrast, GAUSS was able to achieve a significantly lower aRMSE of 0.0483. These findings unequivocally highlight the superiority of the proposed architecture over the CyCU-Net and MSNet architectures for endmember extraction tasks in hyperspectral imaging.

According to Table 3, the method with the least reconstruction error for each dataset has the best-performing figures for unmixing results. Therefore, though the authors have chosen the L^{1/2} NMF algorithm as the conventional algorithm to construct a pseudo-ground truth for the training of the UN, the selection of a suitable unsupervised algorithm can also be based on the reconstruction error of the HSI for that algorithm. However, in this work, the L^{1/2} NMF algorithm was used to maintain consistency in the comparison to remove the effect of using different algorithms in constructing the pseudo-ground truth.

The average error metric variances after five consecutive trials are shown in Table 4. Moreover, the abundance maps obtained for the simulated, Jasper-Ridge, and Samson datasets using GAUSS, and their ground truths are shown in Figure 4. Likewise, the abundance maps obtained for the Samson datasets using ground truths, GAUSS, and other state-of-the-art algorithms are depicted in Figure 6. Additionally, Figure 7 illustrates the extracted endmember signatures obtained for the Samson datasets using ground truths, GAUSS, and other state-of-the-art algorithms. Also note that all the experiments have been performed in a computer with a 2.30 GHz Intel Dual Core CPU and 12 GB of memory.

### Table 4. Average error metric variances after five consecutive trials.

| Metric | Simulated | Samson | Jasper Ridge |
|--------|-----------|--------|--------------|
| aRMSE  | 4.3 × 10^{-5} | 6.4 × 10^{-5} | 7.9 × 10^{-5} |
| aAID   | 2.1 × 10^{-4} | 2.0 × 10^{-3} | 2.0 × 10^{-4} |
| aAID   | 9.6 × 10^{-5} | 6.2 × 10^{-5} | 4.2 × 10^{-5} |
| aSAD   | 6.4 × 10^{-5} | 8.1 × 10^{-5} | 1.2 × 10^{-4} |
| aSID   | 7.3 × 10^{-4} | 5.0 × 10^{-5} | 2.1 × 10^{-4} |

### Ablation study and performance analysis

An ablation study has been conducted to further illustrate the effectiveness of GAUSS architectures on HU. The Samson data set is used for this study, and the findings are tabulated in Table 5. Furthermore, it is evident that all quantitative error metrics show the effectiveness of the proposed method. Here, AE refers to the Autoencoder, AN
refers to the Approximation Network, and pGT refers to the pseudo-ground truth. The presented network configurations are as follows – AE: Pure autoencoder-based unmixing method, AE+AN: Autoencoder coupled with approximation network for the neighborhood association, AE+pGT: Autoencoder with pseudo-ground truth initialization at the bottleneck, AE+AN+pGT: Autoencoder with neighborhood association through approximation network and pseudo-ground truth at the bottleneck. Due to the two-stage training with the injection of the two pseudo ground truths, GAUSS has provided the best results when considering all the other combinations. This is evident from the results tabulated in Table 5.

Table 6 provides an overview of the training time required for the proposed networks, along with the corresponding root mean square error (RMSE) values for the reconstructed center pixel and the original center pixel. According to the table, the Samson dataset exhibited the fastest convergence towards an optimal solution. In contrast, both the Jasper Ridge and
Synthetic datasets require more computational time to achieve comparable RMSE values compared to the Samson dataset.

Additionally, this study investigates the impact of increasing the number of immediate neighborhood pixels on the proposed architecture for the Samson dataset, and the results are summarized in Table 7. These findings clearly indicate that as the number of neighboring pixels increased, the values of aRMSE, aAAD, and aAID decreased. However, aSAD and aSID displayed a different pattern compared to the other examined error metrics.

Furthermore, when considering a linear mixture model that utilizes the ground truth abundances and endmembers to reconstruct the image for the Samson dataset, the RMSE between the original image and the reconstructed image is non-zero (RMSE: 0.07678).

Table 5. Ablation study for GAUSS on the Samson Dataset.

|               | aRMSE   | aAAD    | aAID    | aSAD    | aSID    |
|---------------|---------|---------|---------|---------|---------|
| AE            | 0.4150  | 0.7826  | 6.4259  | 0.1416  | 1.5271  |
| AE + AN       | 0.4386  | 0.7470  | 6.1648  | 0.1113  | 1.2928  |
| AE + pGT      | 0.4186  | 0.6975  | 5.4374  | 0.0857  | 0.8212  |
| AE + AN + pGT | 0.1989  | 0.6183  | 4.1830  | 0.0218  | 0.0657  |

Table 6. Performance analysis for the computation time and RMSE loss for each dataset.

|                | Simulated | Samson   | Jasper   |
|----------------|-----------|----------|----------|
| Time(s)        | 145.53    | 86.89    | 101.84   |
| RMSE           | 0.0367    | 0.0221   | 0.0836   |

Table 7. Ablation study for the number of neighbouring pixels taken into account.

|                  | 24 Pixels | 48 Pixels | 80 Pixels |
|------------------|-----------|-----------|-----------|
| aRMSE            | 0.5209    | 0.4719    | 0.4532    |
| aAAD             | 0.9551    | 0.9253    | 0.8319    |
| aAID             | 10.2043   | 8.9533    | 7.3562    |
| aSAD             | 0.5169    | 0.5138    | 0.5228    |
| aSID             | 0.8378    | 0.8384    | 0.1023    |

Table 8. Ablation study for the performance of complex non-linear unmixing scenarios.

|                  | 1 layer   | 2 layers (GAUSS) | 3 layers | 5 layers |
|------------------|-----------|------------------|----------|----------|
| aRMSE            | 0.4983    | 0.0467           | 0.4874   | 0.4855   |
| aAAD             | 0.8101    | 0.0724           | 0.8075   | 0.8075   |
| aAID             | 6.9717    | 4.4736           | 7.7449   | 7.0333   |
| aSAD             | 0.2287    | 0.0211           | 0.1748   | 0.1671   |
| aSID             | 0.2002    | 0.0584           | 0.7609   | 0.7543   |

Table 9. Ablation study for the performance of GAUSS under different levels of noise.

|                  | Original Image | 20 dB SNR | 10 dB SNR | 5 dB SNR |
|------------------|----------------|-----------|-----------|----------|
| aRMSE            | 0.0467         | 0.4178    | 0.4190    | 0.4683   |
| aAAD             | 0.0724         | 0.6948    | 0.6987    | 0.8428   |
| aAID             | 4.4736         | 5.3201    | 5.2977    | 7.3963   |
| aSAD             | 0.0211         | 0.2160    | 0.2757    | 0.2277   |
| aSID             | 0.0584         | 0.1205    | 0.2025    | 0.7242   |

Figure 7. Extracted endmember signatures obtained for the Samson datasets using ground truths, GAUSS, and other state-of-the-art algorithms.
This indicates that the Samson dataset contains non-linearities. In Table 8, the variation of the error metrics of the model with the increasing number of layers of the decoder is presented. Based on the RMSE, AAAD, and aAID, values, the best results are found when utilizing two layers for the decoder architecture. Thus, it can be seen that GAUSS, with its two-layer decoder, performs best when considering the unmixing of a non-linear dataset.

Moreover, an ablation study was performed to assess GAUSS’ performance when handling noisy HSIs. Here, different levels of noise were added to the Samson dataset as suggested in (Hong et al., 2018), and this noisy dataset was unmixed using GAUSS. The results of this study are tabulated in Table 9. When considering the results, it can be seen that with the addition of noise, the performance of GAUSS has degraded.

Conclusion
The conventional optimization of an autoencoder for HU often seems to lack optimal results for abundances and endmembers. This paper proposes a novel autoencoder-based HU algorithm to surpass the state-of-the-art methods for HU in terms of abundance and endmembers estimation accuracy. Initially, for this, a blind-spot network has been introduced to improve the spatial context of the pixels. Thereafter, a vanilla autoencoder with two training phases has been introduced. The enriched supervisory endmember spectra and abundances are provided as a guiding mechanism for the architecture through a reliable SP algorithm. The performance of the proposed architecture has been evaluated for two standard datasets and a simulated dataset. Notably, the results obtained by the proposed methodology surpass those achieved by existing unmixing algorithms in both the DL and SP domains, establishing its superiority. For future work, the authors hope to make improvements to the model such that the model will address the non-linearities in HS datasets more effectively. Also, the robustness of the model to noise is another aspect that the authors wish to work on. Moreover, another future direction of pursuit is that of extending the depth of the network by using the pseudo-ground truth mechanism to create deep and rich features that could be used to unmix HSIs more effectively.
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