Small oscillations of the pendulum, Euler’s method, and adequality
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Abstract Small oscillations evolved a great deal from Klein to Robinson. We propose a concept of solution of differential equation based on Euler’s method with infinitesimal mesh, with well-posedness based on a relation of adequality following Fermat and Leibniz. The result is that the period of infinitesimal oscillations is independent of their amplitude.
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1 Small oscillations of a pendulum

The breakdown of infinite divisibility at quantum scales makes irrelevant the mathematical definitions of derivatives and integrals in terms of limits as x tends to zero. Rather, quotients like $\frac{\Delta y}{\Delta x}$ need to be taken in a certain range, or level. The work [15] developed a general framework for differential geometry at level $\lambda$, where $\lambda$ is an infinitesimal
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but the formalism is a better match for a situation where infinite divisibility fails and a scale for calculations needs to be fixed accordingly. In this paper, we implement such an approach to give a first rigorous account “at level $\lambda$” for small oscillations of the pendulum.

In his 1908 book *Elementary Mathematics from an Advanced Standpoint*, Felix Klein advocated the introduction of calculus into the high school curriculum. One of his arguments was based on the problem of small oscillations of the pendulum. The problem had been treated until then using a somewhat mysterious superposition principle involving a hypothetical circular motion of the pendulum. Klein advocated what he felt was a better approach, involving the differential equation of the pendulum; see [13], p. 187.

The classical problem of the pendulum translates into the second-order nonlinear differential equation $\ddot{x} = -\frac{g}{\ell}\sin x$ for the variable angle $x$ with the vertical direction, where $g$ is the constant of gravity and $\ell$ is the length of the (massless) rod or string. The problem of small oscillations deals with the case of small amplitude, i.e., $x$ is small, so that $\sin x$ is approximately $x$.

Then the equation is boldly replaced by the linear one $\ddot{x} = -\frac{g}{\ell}x$, whose solution is harmonic motion with period $2\pi\sqrt{\ell/g}$.

This suggests that the period of small oscillations should be independent of their amplitude. The intuitive solution outlined above may be acceptable to a physicist, or at least to the mathematicians’ proverbial physicist. The solution Klein outlined in his book does not go beyond the physicist’s solution.

The Hartman–Großman theorem [6,7] provides a criterion for the flow of the nonlinear system to be conjugate to that of the linearized system, under the hypothesis that the linearized matrix has no eigenvalue with vanishing real part. However, the hypothesis is not satisfied for the pendulum problem.

To give a rigorous mathematical treatment, it is tempting to exploit a hyperreal framework following [15]. Here the notion of small oscillation can be given a precise sense, namely oscillation with infinitesimal amplitude.

However, even for infinitesimal $x$ one cannot boldly replace $\sin x$ by $x$. Therefore, additional arguments are required.

The linearization of the pendulum is treated in [18] using Dieners’ “Short Shadow” Theorem; see Theorem 5.3.3 and Example 5.3.4 there. This text can be viewed as a self-contained treatment of Stroyan’s Example 5.3.4.

The traditional setting exploiting the real continuum is only able to make sense of the claim that *the period of small oscillations is independent of the amplitude* by means of a paraphrase in terms of limits. In the context of an infinitesimal-enriched continuum, such a claim can be formalized more literally; see Corollary 6.1. What enables us to make such distinctions is the richer syntax available in Robinson’s framework.

Terence Tao has recently authored a number of works exploiting ultraproducts in general, and Robinson’s infinitesimals in particular, as a fundamental tool; see e.g., [19,20]. In the present text, we apply such an approach to small oscillations.

Related techniques were exploited in [14]. See also [16].

## 2 Vector fields, walks, and integral curves

The framework developed in [17] involves a proper extension $^{*}\mathbb{R} \supseteq \mathbb{R}$ preserving the properties of $\mathbb{R}$ to a large extent discussed in Remark 2.2. Elements of $^{*}\mathbb{R}$ are called hyperreal numbers. A positive hyperreal number is called infinitesimal if it is smaller than every positive real number.

We choose a fixed positive infinitesimal $\lambda \in ^{*}\mathbb{R}$ (a restriction on the choice of $\lambda$ appears in Sect. 6). Given a classical vector field $V = V(z)$ where $z \in \mathbb{C}$, one forms an infinitesimal displacement $\delta F(z) = \lambda V(z)$ with the aim of constructing the integral curves of the corresponding flow $F_t$ in the plane. Note that a zero of $\delta F$ corresponds to a fixed point (i.e., a constant integral “curve”) of the flow. The infinitesimal generator is the function $F : ^{*}\mathbb{C} \rightarrow ^{*}\mathbb{C}$, also called a prevector field, defined by

$$F(z) = z + \delta F(z),$$

(1)
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where \( \delta F(z) = \lambda V(z) \) in the case of a displacement generated by a classical vector field as above, but could be a more general internal function \( F \) as discussed in [15].

We propose a concept of solution of differential equation based on Euler’s method with infinitesimal step size, with well-posedness based on a property of adequality (see Sect. 3), as follows.

**Definition 2.1** The *hyperreal flow*, or walk, \( F_t(z) \) is a \( t \)-parametrized map \(*C \to *C\) defined whenever \( t \) is a hypernatural multiple \( t = N\lambda \) of \( \lambda \), by setting

\[
F_t(z) = F_{N\lambda}(z) = F^{\circ N}(z),
\]

where \( F^{\circ N} \) is the \( N \)-fold composition.

The fact that the infinitesimal generator \( F \) given by (1) is invariant under the flow \( F_t \) of (2) receives a transparent meaning in this framework, expressed by the commutation relation \( F \circ F^{\circ N} = F^{\circ N} \circ F \) due to transfer (see Remark 2.2) of associativity of composition of maps.

**Remark 2.2** The *transfer principle* is a type of theorem that, depending on the context, asserts that rules, laws or procedures valid for a certain number system, still apply (i.e., are transferred) to an extended number system. Thus, the familiar extension \( Q \subseteq R \) preserves the property of being an ordered field. To give a negative example, the extension \( R \subseteq R \cup \{\pm\infty\} \) of the real numbers to the so-called extended reals does not preserve the property of being an ordered field. The hyperreal extension \( R \subseteq *R \) preserves all first-order properties, including the identity \( \sin^2 x + \cos^2 x = 1 \) (valid for all hyperreal \( x \), including infinitesimal and infinite values of \( x \in *R \)). The natural numbers \( N \subseteq R \) are naturally extended to the hypernaturals \(*N \subseteq *R\). For a more detailed discussion, see the textbook *Elementary Calculus* [12].

**Definition 2.3** The *real flow* \( f_t \) on \( C \) for \( t \in R \) when it exists is constructed as the shadow (i.e., standard part) of the hyperreal walk \( F_t \) by setting \( f_t(z) = st(F_{N\lambda}(z)) \) where \( N = \lfloor t \lambda \rfloor \), while \( \lfloor x \rfloor \) rounds off the number \( x \) to the nearest hyperinteger no greater than \( x \), and “st” (standard part or shadow) rounds off each finite hyperreal to its nearest real number.

For \( t \) sufficiently small, suitable regularity conditions ensure that the point \( F_{N\lambda}(z) \) is finite so that the shadow is defined.

The usual relation of being infinitely close is denoted \( \approx \). Thus \( z, w \) satisfy \( z \approx w \) if and only if \( st(z - w) = 0 \). This relation is an additive one (i.e., invariant under addition of a constant).

The appropriate relation for working with small prevector fields is not additive but rather multiplicative (i.e., invariant under multiplication by a constant), as detailed in Sect. 3.

### 3 Adequality

We will use Leibniz’s notation \( \triangleq \) to denote the relation of adequality (see below). Leibniz actually used a symbol that looks more like \( \sqsubset \) but the latter is commonly used to denote a product. Leibniz used the symbol to denote a generalized notion of equality “up to” (though he did not distinguish it from the usual symbol = which he also used in the same sense). A prototype of such a relation (though not the notation) appeared already in Fermat under the name *adequality*. For a re-appraisal of Fermat’s contribution to the calculus see [10]; for Leibniz’s, see [4,11]; for Euler see [1,2]; for Cauchy’s contribution, see [3,5,8,9]. We will use the sign \( \triangleq \) for a multiplicatively invariant relation among (pre)vectors defined as follows.

**Definition 3.1** Let \( z, w \in *C \). We say that \( z \) and \( w \) are *adequal* and write \( z \triangleq w \) if either \( \frac{z}{w} \approx 1 \) (i.e., \( \frac{z}{w} - 1 \) is infinitesimal) or \( z = w = 0 \).

This implies in particular that the angle between \( z, w \) (when they are nonzero) is infinitesimal, but \( \triangleq \) is a stronger condition. If one of the numbers is appreciable, then so is the other and the relation \( z \triangleq w \) is equivalent to \( z \approx w \).
If one of \( z, w \) is infinitesimal then so is the other, and the difference \(|z - w|\) is not merely infinitesimal, but so small that the quotients \(|z - w|/z\) and \(|z - w|/w\) are infinitesimal, as well.

We are interested in the behavior of orbits in a neighborhood of a fixed point 0, under the assumption that the infinitesimal displacement satisfies the Lipschitz condition. In such a situation, we have the following theorem.

**Theorem 3.2** Assume that for some finite \( K \), we have \( \delta_F(z) - \delta_F(w) < K \lambda |z - w| \). Then prevector fields defined by adequal infinitesimal displacements produce hyperreal walks that are adequal at each finite time, or in formulas: if \( \delta_F \succ \delta_G \) then \( F_t \succ G_t \) when \( t \) is finite.

This was shown in [15, Example 5.12].

### 4 Infinitesimal oscillations

Let \( x \) denote the variable angle between an oscillating pendulum and the downward vertical direction. By considering the projection of the force of gravity in the direction of motion, one obtains the equation of motion \( m \ell \ddot{x} = -mg \sin x \) where \( m \) is the mass of the bob of the pendulum, \( \ell \) is the length of its massless rod, and \( g \) is the constant of gravity. Thus we have a second-order nonlinear differential equation

\[
\ddot{x} = -\frac{g}{\ell} \sin x.
\]  

(3)

The initial condition of releasing the pendulum at angle \( a \) (for amplitude) is

\[
\begin{align*}
  x(0) &= a, \\
  \dot{x}(0) &= 0.
\end{align*}
\]

We replace (3) by the pair of first-order equations

\[
\begin{align*}
  \dot{x} &= \sqrt{\frac{g}{\ell}} y, \\
  \dot{y} &= -\sqrt{\frac{g}{\ell}} \sin x,
\end{align*}
\]

and initial condition \((x, y) = (a, 0)\). We identify \((x, y)\) with \( z = x + iy \) and \((a, 0)\) with \( a + 0i \) as in Sect. 2. The classical vector field corresponding to this system is then

\[
X(x, y) = \sqrt{\frac{g}{\ell}} y - i\sqrt{\frac{g}{\ell}} \sin x.
\]  

(4)

The corresponding prevector field \( F \) is defined by the infinitesimal displacement \( \delta_F(z) = \lambda \sqrt{\frac{g}{\ell}} y - i\lambda \sqrt{\frac{g}{\ell}} \sin x \) so that \( F(z) = z + \delta_F(z) \). We are interested in the flow of \( F \), with initial condition \( a + 0i \), generated by hyperfinite iteration of \( F \).

Consider also the linearization, i.e., prevector field \( E(z) = z + \delta_E(z) \) defined by the displacement

\[
\delta_E(z) = \lambda \sqrt{\frac{g}{\ell}} y - i\lambda \sqrt{\frac{g}{\ell}} x = -i\lambda \sqrt{\frac{g}{\ell}} z
\]

where as before \( z = x + iy \). We are interested in small oscillations, i.e., the case of infinitesimal amplitude \( a \). Since \( \sin \) is asymptotic to the identity function for infinitesimal inputs, we have \( \delta_E \succ \delta_F \). Due to the multiplicative nature of this relation, the rescalings of \( E \) and \( F \) by change of variable \( z = aZ \) remain adequal and therefore define adequal walks and identical real flows by Theorem 3.2.

### 5 Adjusting linear prevector field

We will compare \( E \) to another linear prevector field

\[
H(x + iy) = e^{-i\lambda \sqrt{\frac{g}{\ell}} x} (x + iy)
\]

\[
= \left( x \cos \lambda \sqrt{\frac{g}{\ell}} + y \sin \lambda \sqrt{\frac{g}{\ell}} \right) + \left( -x \sin \lambda \sqrt{\frac{g}{\ell}} + y \cos \lambda \sqrt{\frac{g}{\ell}} \right) i
\]

(5)
given by clockwise rotation of the $x$, $y$ plane by infinitesimal angle $\lambda\sqrt{g/\ell}$, so that

$$\delta_H(z) = \left(e^{-i\lambda\sqrt{g/\ell}} - 1\right)z.$$

The corresponding hyperreal walk, defined by hyperfinite iteration of $H$, satisfies the exact equality

$$H_t(a, 0) = \left(a \cos \sqrt{g/\ell} t, -a \sin \sqrt{g/\ell} t\right)$$

whenever $t$ is a hypernatural multiple of $\lambda$. In particular, we have the periodicity property $H_{2\pi\sqrt{g/\ell}}(a, 0) = a$ and therefore

$$H_{t + 2\pi\sqrt{g/\ell}} = H_t$$

whenever both $t$ and $\frac{2\pi\sqrt{g/\ell}}{\lambda}$ are hypernatural multiples of $\lambda$. Note that we have $\delta_E(z) = -i\lambda\sqrt{g/\ell}z$ and $\delta_H(z) = \left(e^{-i\lambda\sqrt{g/\ell}} - 1\right)z$. Therefore

$$\frac{\delta_H(z)}{\delta_E(z)} = \frac{e^{-i\lambda\sqrt{g/\ell}} - 1}{-i\lambda\sqrt{g/\ell}} = \frac{1}{\lambda\sqrt{g/\ell}} \left(\sin \lambda\sqrt{g/\ell} + (\cos \lambda\sqrt{g/\ell} - 1)i\right)$$

The usual estimates give

$$\frac{\sin \lambda\sqrt{g/\ell}}{\lambda\sqrt{g/\ell}} \approx 1, \quad \frac{\cos \lambda\sqrt{g/\ell} - 1}{\lambda\sqrt{g/\ell}} \approx 0$$

so $\frac{\delta_H(z)}{\delta_E(z)} \approx 1 + 0i = 1$, that is $\delta_H(z) \equiv \delta_E(z)$. By Theorem 3.2 the hyperfinite walks of $E$ and $H$ satisfy $E_t(a, 0) \equiv H_t(a, 0)$ for each finite initial amplitude $a$ and for all finite time $t$ which is a hypernatural multiple of $\lambda$.

### 6 Conclusion

The advantage of the prevector field $H$ is that its hyperreal walk is given by an explicit formula (5) and is therefore periodic with period precisely $\frac{2\pi\sqrt{g/\ell}}{\lambda}$, provided we choose our base infinitesimal $\lambda$ in such a way that $\frac{2\pi\sqrt{g/\ell}}{\lambda}$ is hypernatural.

We obtain the following consequence of (6): modulo a suitable choice of a representing prevector field (namely, $H$) in the adequality class, the hyperreal walk is periodic with period $2\pi\sqrt{\ell/g}$. This can be summarized as follows.

**Corollary 6.1** The period of infinitesimal oscillations of the pendulum is independent of their amplitude.

If one rescales such an infinitesimal oscillation to appreciable size by a change of variable $z = aZ$ where $a$ is the amplitude, and takes standard part, one obtains a standard harmonic oscillation with period $2\pi\sqrt{\ell/g}$. The formulation contained in Corollary 6.1 has the advantage of involving neither rescaling nor shadow-taking.
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