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Abstract—Vehicle odometry is an essential component of an automated driving system as it computes the vehicle’s position and orientation. The odometry module has a higher demand and impact in urban areas where the global navigation satellite system (GNSS) signal is weak and noisy. Traditional visual odometry methods suffer from the diverse illumination status and get disparities during pose estimation, which results in significant errors as the error accumulates. Odometry using light detection and ranging (LiDAR) devices has attracted increasing research interest as LiDAR devices are robust to illumination variations. In this survey, we examine the existing LiDAR odometry methods and summarize the pipeline and delineate the several intermediate steps. Additionally, the existing LiDAR odometry methods are categorized by their correspondence type, and their advantages, disadvantages, and correlations are analyzed across-category and within-category in each step. Finally, we compare the accuracy and the running speed among these methodologies evaluated over the KITTI odometry dataset and outline promising future research directions.

I. INTRODUCTION

Vehicle odometry is a crucial component of the vehicle localization module in an automated driving system. In contrast to the GNSS/INS [1] based localization that requires external signals (e.g. GNSS signal), vehicle odometry takes advantage of local sensors’ readings to track the vehicle’s movement to get a reliable measurement in scenarios where the external signals are blocked or are highly noisy. For instance, in urban canyons, tunnels, and valleys, the GNSS signals are highly noisy due to the multi-path errors, whereas the odometry modules are not affected. Additionally, the odometry methods localize the vehicle in 3-Dimensions that facilitate vehicle localization in multi-level roads, while 2D GNSS/INS systems get easily confused.

Traditionally, vehicle odometry algorithms [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], are based on camera frames. However, there are several drawbacks in the visual odometry algorithms: (1) the performance is subjected to the variations in illumination, (2) the odometry is estimated in the image coordinates that is not homogeneous to the world coordinates. On the contrary, light detection and ranging (LiDAR) devices [13] actively emit laser beams to avoid the effects of illumination changes and measure the range directly in the world coordinates, which makes them ideal for vehicle odometry tasks.

In the recent decades, LiDAR-based vehicle odometry has attracted increasing research interests. In this task, a LiDAR frame is formatted as a point cloud in the LiDAR coordinates, and each point represents a scan point on an object. Therefore, the LiDAR frames are formatted as point clouds in different coordinates, and the goal of LiDAR odometry is to estimate the transformation between consecutive LiDAR frames. With those transformations estimated, the pose of any LiDAR frame can be obtained by using homogeneous transformation among the coordinate frames.

In this paper, we surveyed the existing works in the LiDAR odometry domain. Existing works on point cloud registration are also introduced as they can be adapted to transformation estimation between LiDAR frame pairs, which is a crucial step in LiDAR odometry. The rest of this paper is categorized as follows: In Section II the pipeline of the LiDAR odometry is summarized and divided into four steps: (1) pre-processing, (2) feature extraction, (3) correspondence searching, (4) transformation estimation, and (5) post-processing; In Section III the current works are categorized into three major approaches based on the type of correspondences: (1) point correspondence, (2) distribution correspondence, and (3) network feature correspondence; Section IV introduces the existing algorithms and compare them in each step by their approaches; In Section V we examine those algorithms over the KITTI odometry dataset, and compare the precision and running speed. Section VI concludes the paper and outlines the promising future research directions.

II. PIPELINE OF LiDAR ODOMETRY

A. Problem setting

A LiDAR frame is formatted as a point cloud that is represented as a set of 3D points. Given two LiDAR frames $P_0$ and $P_1$, and their pose $X_0$ and $X_1$ in the world coordinates, a point cloud registration algorithm estimates the transformation $Tr_0: X_1 \rightarrow X_0$. As shown in the Eqn 1, the transformation can be formatted as a 4-by-4 matrix, where $R \in SO(3)$ denotes the 3D rotation matrix and $t \in R^3$ denotes the 3D translation vector.

$$Tr = \begin{bmatrix} R & t \\ 0 & 0 & 0 & 1 \end{bmatrix}$$ (1)

In extension, given the transformation between LiDAR frame pairs, the transformation of any LiDAR frame $Tr_i: X_i \rightarrow X_0$ can be calculated using Equation 2

$$Tr_i = Tr_0 Tr_1^2 \cdots Tr_{i-1}^i$$ (2)
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B. Pipeline

According to the existing works [14], [15], [16], the pipeline of LiDAR odometry can be divided into five stages: (1) pre-processing, (2) feature extraction, (3) correspondence searching, (4) transformation estimation, and (5) post-processing.

In the pre-processing step, LiDAR point clouds are reorganized, segmented, and filtered for better feature extraction and matching. Typical pre-processing methods are 3D-to-2D projection, semantic segmentation, moving object removal and ground removal.

In the feature extraction step, key points or feature vectors are extracted from points or point clusters, which serve as candidates in feature correspondences. The feature extraction can be achieved by traditional image feature descriptors such as SIFT [17], SURF [18], ORB [19], or even networks like DCP [20]. Other than key points, other features are also utilized, such as normal distribution NDT [21] and network embedding as in OverlapNet [22].

In the correspondence searching step, candidates are matched to generate correspondences. Existing works adopt three types of correspondences: (1) point correspondence, (2) distribution correspondence, and (3) network correspondence. Point correspondence searching is mostly applied since it is straightforward and compatible with existing keypoint matching algorithms. ICP [23], RANSAC [24], and neural networks are commonly used point correspondence searching algorithms. Distribution based algorithms do not need correspondence search as the pair of distributions is naturally a correspondence. Similarly, a network feature based algorithm has only one correspondence.

In the transformation estimation step, the methods are highly dependent on the type of correspondences. In general, given a correspondence set $C(y_i, x_j)$, $y_i \in X_{t-1}$, $x_j \in X_t$, and a transformation function $f$, the goal is to minimize the loss function as follows:

$$
\min \sum_{(i,j) \in C} \| y_i - R x_j - t \|^2.
$$

(3)

In the post-processing step, most existing works calculate the pose of each LiDAR frame using Equation 2. Several works takes advantages of loop closure [22], [25], [26] to refine the pose chain [27] [28].

C. loss function for point cloud registration

For point correspondences, the loss function is

$$
loss = \sum_{(i,j) \in C} \| y_i - R x_j - t \|^2
$$

(4)

, where $y_i$ and $x_j$ are point pairs from the point correspondence $C$, and $R$ and $t$ are the target transformation parameters. In the existing works, singular value decomposition (SVD) [29] is the most widely used method to to solve the equation.

For distribution correspondence, normal distribution transform (NDT) [21] is the most popular solver. NDT is done by computing the extent of the match with normal distribution instead of the points directly. The normal distribution is obtained by calculating the mean ($\mu$) and covariance matrix...
(Σ). As mentioned in [30], under the assumption that a set of point-clouds contained in a voxel is \( Y = \{ y_1, \ldots, y_m \} \), the mean and covariance matrix are calculated as follows:

\[
\mu = \frac{1}{m} \sum_{k=1}^{m} y_k, \quad \Sigma = \frac{1}{m} \sum_{k=1}^{m} (y_k - \mu)(y_k - \mu)^T
\]  
(5)

The normal distribution of D-dimension is computed as follows, based on \((\mu) \) and \((\Sigma) \) in Equation 5:

\[
p(x) = \frac{1}{(2\pi)^{D/2} \sqrt{\det{\Sigma}}} \exp \left( -\frac{(x - \mu)^T \Sigma^{-1} (x - \mu)}{2} \right)
\]  
(6)

Then, from Equation 6, the score function of the individual source point is calculated. The target is to maximize the product of the scores of all points. The problem was also modified to calculate the sum of all scores by taking the log-likelihood of the whole expression rather than calculating the product of scores.

\[
score(\tilde{p}) = -\sum_{k=1}^{n} \tilde{p}(T(\tilde{p}, x_k))
\]  
(7)

Here, in Equation 7, \( T(\tilde{p}, x_k) \) is the means to transform \( x_k \) by vector \( \tilde{p} \). The scoring sum of all the source points converted by \( \tilde{p} \) is the final score of \( \tilde{p} \). An optimization technique based on Newton’s law is employed to find a vector \( \tilde{p} \) that minimizes the score.

\[
H \Delta \tilde{p} = -\tilde{g}
\]  
(8)

Newton’s law is expressed as given in Equation 8 where, \( H \) and \( \tilde{g} \) represent the point cloud matrix and the gradient vector, respectively. They can be obtained as follows:

\[
H_{ij} = \sum_{k=1}^{n} d_1 d_2 \exp \left( \frac{d_2}{2} \sum_{k=1}^{m} y_k \right) \left( x_k^T \Sigma_k^{-1} x_k \right) \\
\left( -d_2 \left( x_k^T \Sigma_k^{-1} \delta x_k \right) \left( x_k^T \Sigma_k^{-1} \delta x_k \right) \right) + \left( x_k^T \Sigma_k^{-1} \delta x_k \right)
\]  
(9)

Here, \( x_k' \) is defined as \( T(\tilde{p}, x_k) = -\mu \).

\[
g_i = \sum_{k=1}^{n} d_1 d_2 x_k^T \Sigma_k^{-1} x_k \frac{\delta x_k'}{\delta \tilde{p}_i} \exp \left( \frac{-d_2}{2} x_k^T \Sigma_k^{-1} x_k \right)
\]  
(10)

The NDT approach computes the Hessian matrix and the gradient vector at each point and calculates \( \Delta \tilde{p} \), which minimizes the score by adding all the values. The calculated \( \Delta \tilde{p} \) is added to \( \tilde{p} \), calculated in the previous step, to result in a new \( \tilde{p} \). Finally, the optimized transformation vector \( \tilde{p} \) between two point clouds can be obtained by repeating the same process.

Comparing to point correspondence based and distribution correspondence based methods, network correspondence based methods do not use a determined feature extractor to search the pairs. Instead, they use neural networks with millions of parameters to embed a pair of point clouds and then estimate the transformation between them. By training with a huge amount of data samples, methods in this category learn the point cloud patterns in certain scenarios and precisely estimate the transformation between the LiDAR frames.

### III. Method and Algorithm

Over the past few decades, there have been several methods published to solve the LiDAR odometry problem. Based on the type correspondence used during the point cloud registration step, the works mainly follow three branches: (1) point correspondence based methods ([31] [32] [33] [14]), (2) distribution correspondence based methods ([34] [27] [15]), and (3) network correspondence based methods ([35] [36] [16] [37]). In Section III we introduced the pipeline of a general LiDAR odometry solution, in which the major branches are compared in each step. This is summarized in the Figure 5. In this section, the methods in each branch are analyzed and compared at each step.

---

**Fig. 5.** Summary of LiDAR odometry methods according to the correspondence type.
Algorithm 1: ICP algorithm [39]

Input:
- Two point-clouds: \( A = \{a_i\}, B = \{b_i\} \)
- An initial transformation: \( T_0 \)

Output:
- The correct transformation, \( T \), which aligns \( A \) and \( B \)

1: \( T \leftarrow T_0 \)
2: while not converged do
3:    for \( i \) ← 1 to \( N \) do
4:       \( m_i \leftarrow \text{FindClosestPointInA}(T \cdot b_i) \);
5:       if \( ||m_i - T \cdot b_i|| \leq d_{\text{max}} \) then
6:          \( \omega_i \leftarrow 1 \);
7:        else
8:          \( \omega_i \leftarrow 0 \);
9:        end if
10:   end for
11:   \( T \leftarrow \arg \min_T \{ \sum_i \omega_i ||T \cdot b_i - m_i||^2 \} \);
12: end while

A. Point correspondence based method

One of the earliest approaches, introduced in [23], that is still in use for the LiDAR odometry application is the Iterative Point Cloud (ICP) method. The working of the algorithm is as delineated in Section II and Algorithm 1. The last three decades have seen a rise in ICP based methods like TrimmedICP [38], GICP [39], SparseICP [40], AA-ICP [41], SemanticICP [42], SuMa++ [28], DGR [43], and ELO [32].

The point correspondence based methods extract key points from the LiDAR frames, establish the key point pairs, and estimate the transformation according to the pairs. A primary disadvantage of the ICP method is that when the point clouds are far, it is prone to local minima. TrimmedICP [38] is an extension of ICP that incorporates the Least Trimmed Squares (LTS) approach enabling the algorithm to function for overlaps under 50%.

Point-to-plane [44] variant of ICP improves the performance by taking advantage of normal information [45]. Instead of minimizing step 11, Algorithm 1 the point-to-plane algorithm minimizes error along the surface normal (i.e. the projection of \( (T \ast b_i - m_i) \) onto the sub-space spanned by the surface-normal. Generalized ICP [39] is a combination of the ICP and point-to-plane ICP algorithms into a single probabilistic framework. This approach outperforms ICP and the point-to-plane methods and is, in comparison, more robust to incorrect correspondences. GICP, apart from having a similar speed and simplicity to ICP, facilitates the addition of measurement noise, outlier terms, and probabilistic techniques to increase robustness.

Later, approaches like SemanticICP [42] and IMLS-SLAM [46] have provided a new direction for tackling the LiDAR odometry problem. IMLS-SLAM pre-processes the dynamic objects and employs a sampling strategy on LiDAR scans to define a model from prior LiDAR sweeps using Implicit Moving Least Squares (IMLS) surface representation. Whereas SemanticICP conducts joint geometric and semantic inference to improve the registration task by incorporating pixelated semantic measurements into estimating the relative transformation between two point clouds. Here, point associations are treated as latent random variables, which leads to an Expectation-Maximization style solution. SemanticICP outperforms GICP [39] due to the amalgamated use of semantic labels and the EM data associations.

Papers like SALO [47], DCP [20], DeepVCP [31] were published alongside the sufel based approaches SuMa and SuMa++. SALO utilizes the LiDAR sensor hardware and improved the ICP algorithm with novel downsampling and point matching rejection methods. Its advantage is the integration of the physics of the sensor for increased precision LiDAR odometry. The DCP paper [20] discusses the spherical projection of point cloud data to reduce the dimensionality of the input data.

Approaches like the SuMa++ [28] have a semantic step, with point-wise labels provided by RangeNet++ [48], to filter out the pixels of dynamic objects and add semantic constraints to the scan registration. In doing so, it outperforms SuMa [49]. DGR [43], DMLO [14], and SRM [50], are few recent methods where the three module-based DGR approach incorporates a Procrustes error for odometry estimation.

When the spherical projection is employed, points belonging to different surfaces could be adjacent in the range image. Some of the most recent approaches are ELO [32], and Zhu et al. [51], with Zhu et al. proposing a different way of handling point cloud sparseness with cylindrical instead of spherical projection and ELO utilizing Bird’s eye view as well, tackles the aforementioned problem. ELO has the smallest runtime among the methods, even outperforming the long-term performer LOAM.

B. Distribution correspondence based methods

The Normal Distribution Transform method, introduced in [21], has been a defining type of approach to tackle the registration problem for LiDAR odometry applications. The relevant computations and theory for NDT approaches have been discussed in Section II. Over the last two decades, multiple versions of NDT such as 3DNDT [52], PNDT-LO [53], AugmentedNDT [54] and weightedNDT [30] have been proposed.

The key step in these approaches is to convert the input point clouds into equal cell sizes on which the normal distributions are computed. These are then compared with other normal distributions from other point clouds and are assigned a score. The algorithm finds the rotation and translation that increases the scores.

The initial NDT method was utilized primarily for 2D scan registrations. 3D-NDT, apart from extending this approach to 3-Dimensions, is advantageous as it forms a smooth pixel-wise spatial representation that inturn facilitates a complete 3D-NDT map generation, post registration. This approach also outperforms the initial approaches like the ICP for point cloud registration task [52].
Next, one of the significant NDT-based approaches for odometry estimation called LOAM [27], was published that still has a high standing in the testing performance in the KITTI odometry dataset, Table [11]. It has no pre-processing for odometry. In LOAM, the feature points on the sharp edges and planar surface patches are selected, smoothness is evaluated [27] to identify edge and plane points and the point-to-edge and point-to-plane scan-matching is employed to arrive at the transformation between two scans. In the PNDT [53], unlike classical NDT, the probability distribution function of each point is computed while calculating mean and the covariance, resulting in an improved translational and rotational accuracy. The advantage is that distributions are generated in all the occupied cells irrespective of the resolution. A variant of LOAM called LegoLOAM, introduced in [15], additionally employs label matching to increase the likelihood of finding matches corresponding to the same object between two scans. Also, a two-step LM optimization is incorporated that allows similar accuracy as LOAM, while achieving a 35% reduced runtime.

DeLiO [33] for the first time in LiDAR odometry, introduces the decoupled translation and the rotation modules. But, DeLiO does not deal with dynamic objects. However, an approach called the weightedNDT [30] tackles point cloud matching in robust environments by assigning greater or lesser weights to points that have greater or lesser probabilities, respectively [10]. A LOAM-variant called SLOAM [55] introduced the idea of semantic features having greater reliability than the texture-based lines and planes. This enables SLOAM to have an advantage in being more robust in unstructured noisy environments. LiDAR based loop closure detection ignores the intensity reading and uses geometrically only descriptor, but, ISC-LOAM [56] leverages the intensity readings to facilitate effective place recognition. Most recent approaches towards LiDAR odometry are F-LOAM [57] and R-LOAM [34]. F-LOAM outperforms LOAM and LegoLOAM in terms of runtime. Whereas R-LOAM is an improvement upon LOAM as an additional cost for mesh features is incorporated that results in a reduction of median APE, compared to LOAM.

In terms of performance on the KITTI Odometry dataset, LOAM has consistently performed well. Among the LiDAR-only methods available, LOAM has of of the lowest rotation and translational error.

C. Network correspondence based methods

The network-based approaches employ neural networks in the pose estimation module of the LiDAR odometry pipeline. Approaches in the domain of LiDAR odometry using deep learning as the point cloud registration step are relatively recent when compared to the ICP and NDT-based approaches. Nevertheless, there has been a considerable number of works in the deep learning based Visual odometry like [8] [10] [11].

The PointNet paper [37] (and PointNet++ [70]) is a popular paper, proposed for point cloud object classification and part segmentation tasks, incorporates a novel network that directly takes in point clouds instead of having to use voxelization like in other approaches.

Next, an end-to-end method called LO-Net [35] was introduced that takes in LiDAR point cloud data and computes inter-scan 6-DoF relative pose. With it being an end-to-end trainable method, LO-Net learns an effective feature representation. This is facilitated by a new mask-weighted geometric constraint loss. This loss helps the algorithm encapsulate the data’s sequential dependencies and dynamics. Here, the position and the orientation are estimated simultaneously. L3-Net [71] has a blend of multiple approaches with mini-PointNet being used for feature extraction and 3DCNNs being used for regularization. Most approaches are supervised learning approaches, but for the first time, the paper DeepLO [58] introduces supervised and unsupervised frameworks for geometry-aware LiDAR odometry. DeepLO also incorporates vertex and normal maps as network inputs without precision loss.

LodoNet [16] adapted the PointNet classification architecture into its rotation and translation estimation modules. But unlike LO-Net, the translation and the rotation modules are separate, resulting in two 3-DoF predictions at the end of odometry. Similar to DCP [20] and LeGOLOAM [15], spherical projection of the input LiDAR point clouds is made in approaches like LodoNet, in order to represent the 3-Dimensional data in 2-Dimensions which facilitates utilization of relatively less compute resources. The main constraint with the standard ICP approach to the LiDAR odometry problem is that due to the coupled nature of the odometry regression and the keypoint matching functions,
there is a potential issue with training loss non-convergence as delineated in [35]. Whereas in LodoNet, in order to increase the robustness and the effectiveness of network, an MKP selection module based on PointNet [37] is employed to solve the segmentation problem. To tackle multi-view problems was a challenge that was yet to be solved for LiDAR odometry applications. An approach along these lines is the 3DRegNet [72] which can extend for scenarios that involve handling multiple views, not just two like with classical methods. In this approach, in order to classify the point correspondences and regress motion parameters for common reference frame scan alignment, convolutional layers and deep residual layers are incorporated into the neural network.

The most recent works are D3DLO [69], PWCLLO [73] and OverlapNet [22]. Even though D3DLO and DeepCLR [68] have similar network architectures, D3DLO utilizes 3.56% of the network parameters. In doing so, it slightly underperforms compared to DeepCLR but manages to reduce the point cloud size by up to 40-50%. On the other hand, PWCLLO, with hierarchical embedding mask optimization, outperforms LodoNet, LOAM, DMLO, and LO-Net in terms of translational and rotational errors on the KITTI odometry sequences.

The network based approaches have improved drastically over the years. Methods like D3DLO [69] have matched runtime of LOAM [27] and DeepCLR [68] has even performed twice as better in terms of runtime.

IV. PERFORMANCE COMPARISON

All the LiDAR-only odometry methods as shown in Table I and Table II [74] have been compared on the publicly KITTI odometry dataset [74]. In the training performance on the KITTI odometry data, Table I DeepLO [58] seems to perform well in most of the sequences compared to the other methods. DeepVCP [31] gives the best average performance over all the 11 sequences, compared to others. From Table II the NDT-based LOAM is the best performing method for LiDAR odometry with least rotational and translational errors. But, many other methods match or even beat the runtime performance metric. ELO [32] has the best runtime among all the listed ones, with a runtime of 0.005s. Runtime is a very important metric for utilization and deployment into automated driving systems. MULLS [59], CPFG-LOAM [63], 3DOF-SLAM [67], DeepCLR [68], F-LOAM [34] and ELO [32] outperform LOAM in terms of runtime performance. The Efficient LiDAR Odometry: ELO [32] method with a comparable error performance to LOAM and with a much superior runtime in the test set, also outperforms LOAM in the average performance in training set. ELO seems to be the best approach for the application of real-time LiDAR Odometry for autonomous driving.

V. CONCLUSION

In this paper, the existing works on LiDAR odometry are surveyed and categorized as point correspondence, distribution correspondence, and network correspondence based methodologies. We also show the evaluations on the KITTI odometry dataset. In the survey, we found that each approach has its advantages and disadvantages. Also, that there are several works that explore the ways to fuse different approaches for better odometry estimation, e.g. DCP [20] use deep neural networks to generate point correspondences, which achieves promising results. In regards to the future direction of research, fusion-based approaches are suggested for precise LiDAR odometry.
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