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Abstract. We consider operators of the form $Lu(x) = \sum_{y \in \mathbb{Z}} k(x - y)(u(y) - u(x))$ on the one-dimensional lattice with symmetric, integrable kernel $k$. We prove several results stating that under certain conditions on the kernel the operator $L$ satisfies the curvature-dimension condition $CD_Y(0, F)$ (recently introduced in \cite{18, 20}) with some $CD$-function $F$, where attention is also paid to the asymptotic properties of $F$ (exponential growth at infinity and power-type behaviour near zero). We show that $CD_Y(0, F)$ implies a Li-Yau inequality for positive solutions of the heat equation associated with the operator $L$. The Li-Yau estimate in turn leads to a Harnack inequality, from which we also derive heat kernel bounds. Our results apply to a wide class of operators including the fractional discrete Laplacian.
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1. Introduction

1.1. Curvature-dimension conditions and Li-Yau inequalities. The $\Gamma$-calculus of Bakry and Émery is nowadays known as a powerful theory at the interface of analysis, geometry and probability theory. The central role is played by the curvature-dimension condition $CD(\kappa, d)$, which takes its name from the fact that the Laplace-Beltrami operator $\Delta$ on a complete Riemannian manifold $M$ satisfies $CD(\kappa, d)$ if and only if the Ricci curvature of the manifold is bounded from below by $\kappa$ and $d$ is greater than or equal to the topological dimension of $M$. As a consequence, the Bakry-Émery theory includes the celebrated Li-Yau inequality, which says that if $M$ has nonnegative Ricci curvature and topological dimension $d$, then the estimate

$$-\Delta \log u \leq \frac{d}{2t}, \quad t > 0,$$

holds true for any positive solution $u$ to the heat equation $\partial_t u = \Delta u$ on $(0, \infty) \times M$, where $\Delta$ again denotes the corresponding Laplace-Beltrami operator. This inequality has been established in the seminal paper \cite{12} and its popularity is due to the fact that (sharp) parabolic Harnack inequalities can be deduced from it, see also \cite{11}. The generalisation of \cite{11} to Markov diffusion
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operators satisfying $CD(0,d)$ has been elaborated in [1]. This result, among many other impressive applications of curvature-dimension conditions like, e.g., certain functional inequalities can be found in the extensive monograph [2].

A crucial assumption the Bakry-Émery theory relies on is the validity of certain chain rule formulas, in [2] subsumed under the notion of the diffusive property. This assumption is the major obstacle if one wants to extend the Bakry-Émery theory to non-local operators. Nevertheless, inequalities like (1) are of course also of great interest in the non-local context. To emphasize the latter, we point out that the question whether a Li-Yau inequality holds for one of the most well known non-local operators, the fractional Laplacian on $\mathbb{R}^d$, has been answered very recently in [19]. There, it has been observed that positive solutions to the fractional heat equation satisfy a Li-Yau type inequality with the same kind of temporal behaviour on the right-hand side as described in (1) (a constant divided by $t$), although it has been shown in [17] that the fractional Laplacian on $\mathbb{R}^d$ fails to satisfy the Bakry-Émery curvature-dimension condition $CD(\kappa,N)$ for any $\kappa \in \mathbb{R}$ and $N < \infty$.

Nonetheless, curvature-dimension conditions in the context of Li-Yau inequalities have attracted a lot of research in the last decade also in non-local settings, like the discrete one, see [6, 10, 13, 14]. In all these references the original Bakry-Émery condition was replaced by alternative conditions in order to overcome the lack of chain rule in the discrete setting. In [6], the authors introduced the exponential curvature-dimension condition, which is based on the observation that a specific chain rule formula for the square root also holds true in the discrete framework of graphs. The Li-Yau inequality of [6] states that

$$-\Delta \sqrt{u} \sqrt{u} \leq \frac{d}{2t}, \quad t > 0,$$

for any positive solution to the heat equation on a locally finite graph on which the exponential curvature-dimension condition is satisfied with dimension term $d$ and nonnegative curvature. Here, $\Delta$ denotes the corresponding graph Laplacian. A bit later Münch introduced the $\Gamma_\psi$-calculus in [13], where $\psi \in C^1(\mathbb{R}^+)$ is a concave function. Choosing $\psi$ as the square root function, the calculus of [13] reduces to [6] and hence the above Li-Yau inequality (in the case of finite graphs) is a special case of the results obtained by Münch via his $\Gamma_\psi$-condition. For the choice of $\psi = \log$, the resulting Li-Yau inequality in [13] takes the same form as the original one in [1] with $\Delta$ being the graph Laplacian. The condition $CD(F;0)$ was introduced in [10] and it has been observed there that this condition leads to Li-Yau inequalities with a more general right-hand side. In fact, one of the main contributions of [10] is that the quadratic dimension part in the curvature-dimension condition (also used in [6, 13]) can be replaced by a more general term involving a $CD$-function $F$, which allows for a more precise analysis with regard to the right-hand side of the Li-Yau inequality. To be more concrete, the Li-Yau estimates of [10] read as

$$-\Delta \log u \leq \varphi(t), \quad t > 0,$$

where $\Delta$ again is the graph Laplacian and $\varphi$ denotes the so-called relaxation function associated with the $CD$-function $F$. We will repeat those definitions in the next subsection as they will also play a central role in the present paper.

The works [6, 10, 13] have in common that Harnack inequalities can be deduced from their Li-Yau estimates in a quite similar fashion. What they also share is that they work on locally finite, if not finite, state spaces. In [16] the authors have studied the classical condition $CD(0,d)$ for a special case of locally infinite graphs. Although Li-Yau estimates have not been addressed in [16] this work serves as the main inspiration for the present paper alongside [10, 18, 20].
1.2. Setting and main results. We study operators of the form

\[ Lu(x) = \sum_{y \in \mathbb{Z}} k(x - y) (u(y) - u(x)), \quad x \in \mathbb{Z}, \]

with a (non-trivial) kernel \( k : \mathbb{Z} \to [0, \infty) \) that we assume throughout this paper to be symmetric and integrable, i.e. we have

\[ k(j) = k(-j) \text{ for any } j \in \mathbb{N} \text{ and } |k|_1 := \sum_{j \in \mathbb{Z}} k(j) < \infty. \]

It is convenient to set \( k(0) = 0 \). However, we will also interpret \( (2) \) as the generator of a continuous-time Markov chain with state space \( \mathbb{Z} \). In this case, the transition rates \( \left\{ q(x, y) \right\}_{x, y \in \mathbb{Z}} \) are given by \( q(x, y) = k(x - y) \) if \( x \neq y \) and \( q(x, x) = -\sum_{j \in \mathbb{Z} \setminus \{0\}} k(j) \) for any \( x \in \mathbb{Z} \). Since the value of \( k \) at 0 does not play a role in \( (2) \) we can choose to set \( k(0) = 0 \) instead of \( k(0) = -\sum_{j \in \mathbb{Z} \setminus \{0\}} k(j) \), the latter being the natural choice in the Markov chain setting.

The generator of a Markov chain naturally induces a graph structure (without loops), where here the set of vertices equals the state space \( \mathbb{Z} \) and the edge weights between two distinct vertices are given by the respective transition rates. We call the resulting graph the underlying graph to \( L \). Since \( k \) is symmetric, the underlying graph has symmetric edge weights. We will say that the operator \( L \) is generated by the kernel \( k \).

The simplest example for an operator of the type \( (2) \) is given by the discrete Laplacian \( \Delta \) (from now on \( \Delta \) denotes the discrete Laplacian and not the graph Laplacian), which is generated by the kernel \( k(j) = 1 \) if \( |j| = 1 \) and \( k(j) = 0 \) else. The underlying graph to \( \Delta \) is given by the unweighted graph with vertex set \( \mathbb{Z} \), where each vertex \( x \in \mathbb{Z} \) is adjacent only to \( x - 1 \) and \( x + 1 \).

Our main interest focuses on much more complicated situations. A graph is called locally infinite if each of its vertices is adjacent to infinitely many other vertices. The underlying graph to \( L \) is locally infinite if and only if \( k \) has unbounded support. Our leading example, the case of a power-type kernel, has this property. For \( \beta > 0 \) we define the power-type kernel as

\[ k_{\beta}(j) = \frac{1}{|j|^{1+\beta}}, \quad j \in \mathbb{Z} \setminus \{0\}. \]

The operator generated by \( k_{\beta} \) will be denoted by \( L_{\beta}, \beta > 0 \). The importance of these specific kernels follows from their relation to fractional powers of the discrete Laplacian. In \([8]\), the operator \( -(-\Delta)^{\frac{\beta}{2}} \), \( \beta \in (0, 2) \), has been defined by means of the semigroup method and it has been shown there that for each \( \beta \in (0, 2) \) the operator \( -(-\Delta)^{\frac{\beta}{2}} \) can be written in the form \( (2) \) with kernel \( k_{\beta} \) given by

\[ k_{\beta}(j) = \frac{4^{\frac{\beta}{2}} \Gamma\left(\frac{1+\beta}{2}\right)}{\sqrt{\pi} |\Gamma\left(-\frac{\beta}{2}\right)| \Gamma\left(|j| + 1 + \frac{\beta}{2}\right)}, \quad j \in \mathbb{Z} \setminus \{0\}. \]

Here \( \Gamma \) denotes the Gamma function. It is known that there exist constants \( C(\beta), c(\beta) > 0 \) such that

\[ c(\beta) k_{\beta}(j) \leq k_{\beta}(j) \leq C(\beta) k_{\beta}(j), \quad j \in \mathbb{Z}, \]

see \([8]\) Theorem 1.1].

As explained before, the purpose of \([16]\) was to study the validity of the Bakry-Emery condition \( CD(0, d) \), which, by definition, is satisfied if

\[ \Gamma_2(u, u)(x) \geq \kappa \Gamma(u, u)(x) + \frac{1}{d} (Lu(x))^2 \]
for any $x \in \mathbb{Z}$ and for any $u$ in a sufficiently rich class of functions, like e.g. the class of bounded functions on $\mathbb{Z}$. Here, the carré du champ operator $\Gamma$ and the iterated carré du champ operator $\Gamma^2$ are defined as

$$
\Gamma(u, v) = \frac{1}{2} (L(uv) - uLv - vLu),
$$

$$
\Gamma^2(u, v) = \frac{1}{2} (L\Gamma(u, v) - \Gamma(u, Lv) - \Gamma(v, Lu)),
$$

where $u, v$ are elements of a suitable algebra of real-valued functions. The main positive result of [16] is that whenever the kernel $k$ is non-increasing (on $\mathbb{N}$) and has finite second moment (i.e. $\sum_{j \in \mathbb{Z}} k(j)^2 < \infty$), then $CD(0, d)$ holds true for some $d < \infty$. This particularly applies to the operator $L_\beta$ in the case of $\beta > 2$. Contrariwise, it has also been obtained in [16] that $CD(0, d)$ with finite $d$ is impossible to hold for $L_\beta$ if $\beta \in (0, 2)$. This negative result has also been extended to the fractional discrete Laplacian.

As we already have discussed above, the classical Bakry-Émery condition does not seem to be suitable for deriving Li-Yau estimates in the discrete setting. However, it is known that the condition of Münch with $\psi = \log$ implies the condition $CD(0, d)$, see [13]. This seems quite problematic when one aims to derive Li-Yau inequalities for the fractional discrete Laplacian by means of curvature-dimension techniques. The notion of $CD$-functions developed in [10] is the way out of this misery. Very recently, the curvature-dimension condition $CD_T(\kappa, F)$ has been introduced in the works [20] and [18], where $\kappa \in \mathbb{R}$ denotes the curvature constant and $F$ a $CD$-function. This condition is in fact a consistent analogue to the classical Bakry-Émery condition since it implies modified logarithmic Sobolev inequalities under positive curvature bounds (see [20]), logarithmic entropy-information inequalities under positive curvature and finite dimension bounds (see [18]) and Li-Yau inequalities under nonnegative curvature and finite dimension bounds in the locally finite state space case due to their strong connections to [13] and [10], see [20, Remark 2.9]. A key role in the $CD_T$ condition is played by the function $\Upsilon(r) = e^r - 1 - r$, $r \in \mathbb{R}$, which appears in the operator

$$
\Psi_T(u)(x) = \sum_{y \in \mathbb{Z}} k(x - y) \Upsilon(u(y) - u(x)), \quad x \in \mathbb{Z}.
$$

This operator serves as a replacement for the carré du champ operator $\Gamma(u, u)$, which can be seen in the non-local chain rule type formula

$$
L(\log u) = \frac{L u}{u} - \Psi_T(\log u),
$$

see [10] and also [20, Lemma 2.2] for the respective regularity assumptions in the more general setting of locally infinite graphs. The operator

$$
\Psi_{2,T}(u)(x) = \frac{1}{2} (L\Psi_T(u)(x) - B_T(u, Lu)(x)), \quad x \in \mathbb{Z},
$$

serves as the counterpart for $\Gamma^2(u, u)$, where

$$
B_T(u, v)(x) = \sum_{y \in \mathbb{Z}} k(x - y) \Upsilon'(u(y) - u(x))(v(y) - v(x)).
$$

In the general setting of [20] and [18] these operators are defined on the space of bounded functions, which will be denoted by $\ell^\infty(\mathbb{Z})$ in our situation. Note that the integrability of the kernel in fact implies that $Lu(x), \Psi_T(u)(x)$ and $\Psi_{2,T}(u)(x)$ are well-defined for any $u \in \ell^\infty(\mathbb{Z})$.
and \( x \in \mathbb{Z} \). However, it is also natural to consider the larger space 

\[ \ell^1_k(\mathbb{Z}) = \{ u : \mathbb{Z} \to \mathbb{R} \text{ such that } \sum_{j \in \mathbb{Z}} k(j)|u(j)| < \infty \}, \]

since \( u(x + :) \in \ell^1_k(\mathbb{Z}) \) at \( x \in \mathbb{Z} \) implies that \( Lu(x) \) exists.

For the following definition we will work with the original function space. We say that \( L \) satisfies \( CD_T(\kappa, F) \) if

\[ \Psi_{2,T}(u)(x) \geq \kappa \Psi_T(u)(x) + F(0)(-Lu(x)) \]

holds at any \( x \in \mathbb{Z} \) and for any \( u \in \ell^\infty(\mathbb{Z}) \), where \( F_0 = F \) on \([0, \infty)\) and \( F_0(0) = 0 \) if \( r < 0 \). Since we are interested in proving Li-Yau inequalities, we will be working with the condition \( CD_T(0, F) \). The function \( F : [0, \infty) \to [0, \infty) \) is a so called \( CD \)-function which is defined by the properties that \( F \) is continuous, \( F(0) = 0 \), the mapping \( r \mapsto \frac{F(r)}{r} \) is strictly increasing in \( (0, \infty) \) and \( \frac{1}{F} \) is integrable at \( \infty \). For each such function \( F \) there exists a uniquely determined mapping \( \varphi : (0, \infty) \to (0, \infty) \) that solves the ordinary differential equation \( \dot{\varphi}(t) + F(\varphi(t)) = 0 \) for any \( t > 0 \) and blows up at \( t = 0 \), see [10] Lemma 3.5. We call \( \varphi \) the relaxation function to \( F \).

It is straightforward to check that the specific structure of the transition rates allows for an alternative representation of (2), which has been already used in [16] and reads as

\[ Lu(x) = \sum_{j \in \mathbb{Z}} k(j)(u(x + j) - u(x)), \quad x \in \mathbb{Z}. \]

But also for the more complicated operator \( \Psi_{2,T} \) there is a quite useful representation formula available that has been derived in [24] Proposition 2.16 and is given by

\[ \Psi_{2,T}(u)(x) = \sum_{j,l \in \mathbb{Z}} k(j)k(l)e^{u(x+l)-u(x)} \Upsilon(u(x+j+l) - u(x+j) - u(x+l) + u(x)), \quad x \in \mathbb{Z}, \]

where \( u \) is a bounded function. We can read from this formula that \( \Psi_{2,T}(u) \) is nonnegative.

Consequently, in order to prove \( CD_T(0, F) \) for bounded functions \( u \) at the point \( x \in \mathbb{Z} \), we only need to consider the case where \(-Lu(x) > 0\).

Based on our discussion on the results of [10] and [16] the following questions are natural:

- Can we find a \( CD \)-function \( F \) such that the fractional discrete Laplacian satisfies the condition \( CD_T(0, F) \)?
- Does every operator that is generated by a non-increasing kernel with finite second moment satisfy \( CD_T(0, F) \) for some \( CD \)-function \( F \) that behaves quadratically near 0?
- Does \( CD_T(0, F) \) also imply Li-Yau inequalities in our specific context of locally infinite underlying graphs?

In this article, we will answer all of the above questions in the affirmative.

We now outline the structure and main results of this article. In Section 2 we show some first basic results for kernels with finite support (Corollary 2.6) and also for kernels satisfying a very mild integrability condition (Theorem 2.8). Both these results are based on a basic lower estimate on \( \Psi_{2,T} \). In Section 3 we investigate which is the optimal \( CD \)-function obtained from this basic estimate alone. This is done by using Lagrange multiplier techniques. The resulting \( CD \)-function is a strictly convex function that behaves exponentially at \( \infty \) (Theorem 3.4). In order to improve the asymptotic behaviour near zero we apply quite intricate calculations in Section 4 to generalize the positive result for non-increasing kernels with finite second moment from [16] to the condition \( CD_T(0, F) \) under a mild additional assumption. Most notably, our result also applies to kernels that only have finite \( \alpha \)-th moment for \( \alpha \in [1, 2) \) (see Theorem 4.2). This makes it also applicable to power-type kernels and fractional powers of the discrete Laplacian if \( \beta > 1 \) (Theorem 4.6 and Corollary 1.7).

By applying subtle cut-off arguments, we show that \( CD_T(0, F) \) implies a Li-Yau
inequality also in our locally infinite setting (Theorem 5.2). From this Li-Yau inequality we further derive a Harnack inequality in Section 6 (Theorem 6.1). In sharp contrast to the classical case based on the Bakry-Émery condition, our Harnack inequality is valid without initial time gap provided that the $CD$-function $F$ behaves exponentially at infinity (see Remark 6.3), which is in fact the case for a wide class of kernels (including those of power-type) as we know from Section 3. We finally show how this stronger version of Harnack inequality leads to heat kernel lower bounds in a rather direct way.

We note that there are already known results on Harnack inequalities and heat kernel bounds for long-range jump processes on discrete state spaces, see e.g. [3, 4, 5, 7]. In contrast to these references, which use probabilistic methods, our proof of the Harnack inequality is purely analytic. We also remark that in the case of locally finite graphs, parabolic type Harnack inequalities have already been established in [9] using the method of Moser.

We emphasize that in our work the main focus is on establishing Li-Yau inequalities, that is, differential Harnack inequalities. Our approach based on suitable curvature-dimension conditions seems to be completely new for long-range jump operators. In particular, we elaborate on the important role played by the $CD$-function $F$ occurring in the $CD$-inequality and how the kernel in the jump operator determines certain properties of $F$, which in turn are crucial with regard to the form of the resulting Li-Yau and Harnack inequalities.
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2. Preliminaries and basic results

We first repeat the definition of a $CD$-function and the corresponding relaxation function introduced in [10] Definition 3.1 and Definition 3.6.

**Definition 2.1.** A continuous function $F : [0, \infty) \to [0, \infty)$ is called $CD$-function, if $F(0) = 0$, $\frac{F(t)}{t}$ is strictly increasing on $(0, \infty)$ and $\frac{1}{F}$ is integrable at $\infty$. The unique strictly positive solution $\varphi$ of the ODE $\dot{\varphi}(t) = -F(\varphi(t))$, $t > 0$, with $\varphi(0+) = \infty$ is called the relaxation function to $F$.

In the following, we will have a special focus on the condition $CD_T(0, F)$, which holds if for any $u \in \ell^\infty(\mathbb{Z})$ and every $x \in \mathbb{Z}$ we have

$$\Psi_{2, T}(u)(x) \geq F(-Lu(x)) \text{ whenever } -Lu(x) \geq 0,$$

where $F$ is a $CD$-function and $\Psi_{2, T}$ is as in (7). This condition will play a key role when proving a Li-Yau type estimate in Section 5. Recall that the function $\Upsilon$ is defined by

$$\Upsilon(x) = e^x - 1 - x, \quad x \in \mathbb{R}.$$ 

An important assumption that we will make throughout our proofs is justified by the following lemma.

**Lemma 2.2.** When studying the $CD_T(0, F)$ condition for $u \in \ell^\infty(\mathbb{Z})$ at the point $x \in \mathbb{Z}$ we may always assume without loss of generality that $x = 0$ and $u(0) = 0$. 
Proof. Let \( x \in \mathbb{Z} \) and \( u \in \ell^\infty(\mathbb{Z}) \). For \( \tilde{u}(y) := u(x+y) - u(x) \) we find that \( \tilde{u}(0) = 0 \). Furthermore, \( (7) \) yields
\[
2\Psi_{2,\nu}(u)(x) = \sum_{j,l \in \mathbb{Z}} k(j)k(l)e^{(x+j)-u(x)}(u(x+j+l) - u(x+j) - u(x+l) + u(x))
\]
\[
= \sum_{j,l \in \mathbb{Z}} k(j)k(l)e^{\tilde{u}(j)}(u(x+j+l) - u(x+j) - u(x+l) - u(x)) \tilde{u}(j) - \tilde{u}(l))
\]
\[
= \sum_{j,l \in \mathbb{Z}} k(j)k(l)e^{\tilde{u}(j)}(\tilde{u}(j+l) - \tilde{u}(j) - \tilde{u}(l))
\]
\[
= 2\Psi_{2,\nu}(\tilde{u})(0).
\]
As we also have \( Lu(x) = L\tilde{u}(0) \) and therefore \( F(- Lu(x)) = F(- L\tilde{u}(0)) \) the assertion of the lemma follows. \( \square \)

Throughout this article we denote by \( F_\gamma : \mathbb{R} \to \mathbb{R} \) the function given by
\( (8) \)
\[
F_\gamma(x) = |x|^{\gamma}
\]
with \( \gamma \in [2, \infty) \). Note that \( F_\gamma|_{(0,\infty)} \) is a \( CD \)-function.

The following lemma provides a useful upper estimate for \( F_\gamma \) we will employ frequently.

**Lemma 2.3.** Define the function \( H : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) by \( H(x, y) = \frac{1}{2}e^{-x}Y(x+y) \). Let \( \gamma \geq 2 \). Then there exists a constant \( \nu > 0 \) depending only on \( \gamma \) such that
\[
F_\gamma(y) \leq \nu H(x, y), \quad x, y \in [0, \infty).
\]

**Proof.** We have \( H(x, y) = \frac{1}{2} (e^y - (x+y+1)e^{-x}) \). Evidently, there exists a \( \nu > 0 \) such that
\[
H(0, y) - \nu F_\gamma(y) = \frac{1}{2} Y(y) - \nu F_\gamma(y) > 0, \quad y \geq 0.
\]
Further, for any \( y \geq 0 \) we have
\[
\frac{\partial}{\partial x} (H(x, y) - \nu F_\gamma(y)) = \frac{1}{2} (x+y)e^{-x} > 0, \quad x > 0,
\]
which yields the statement. \( \square \)

In what follows we will also write \( H(x) := H(x, x) \), i.e.
\( (9) \)
\[
H(x) = \frac{1}{2}e^{-x}Y(2x), \quad x \in \mathbb{R}.
\]
This function will play a key role in our calculations.

**Remark 2.4.** Let \( \gamma \geq 2 \). There exists a constant \( \nu = \nu(\gamma) > 0 \) such that
\( (10) \)
\[
F_\gamma(x) \leq \frac{\nu}{2} e^{-x}Y(2x) = \nu H(x), \quad x \in \mathbb{R}.
\]
This follows directly from the fact that the continuous and positive function \( H \) behaves quadratically near its only zero \( x = 0 \) and grows exponentially as \( x \to \pm \infty \). We also note that \( (10) \) holds with the constant \( \nu \) from Lemma 2.3. This is clear for all \( x \geq 0 \). The case \( x < 0 \) can be reduced to the first case by means of symmetry of \( F_\gamma \) and the inequality \( H(x) \leq H(-x), \ x \geq 0 \), which is not difficult to see.
In order to describe the asymptotic behaviour of positive functions we will often use the notation

\[ f(x) \sim g(x) \text{ as } x \to x_0 \]

for \( x_0 \in \mathbb{R} \cup \{\infty\} \) if \( \frac{f(x)}{g(x)} \to 1 \) as \( x \to x_0 \).

We next collect some asymptotic properties of the function \( H \) and its derivative.

**Lemma 2.5.** The function \( H' : \mathbb{R} \to \mathbb{R} \) is a strictly increasing bijection that is given by

\[ H'(x) = \frac{1}{2}(e^x - e^{-x} + 2x e^{-x}). \]

In particular, \( H'(0) = 0 \). Moreover, \( H \) and \( H' \) enjoy the subsequent asymptotic properties:

(11) \[ H(x) \sim x^2 \text{ as } x \to 0 \] and \( H(x) \sim \frac{e^x}{2} \text{ as } x \to \infty, \)

(12) \[ H'(x) \sim 2x \text{ as } x \to 0 \] and \( H'(x) \sim \frac{e^x}{2} \text{ as } x \to \infty, \)

(13) \( (H')^{-1}(x) \sim \frac{x}{2} \text{ as } x \to 0 \) and \( (H')^{-1}(x) \sim \log x \text{ as } x \to \infty \)

and also

(14) \( (H')^{-1}(x) - \log(2x) \to 0 \text{ as } x \to \infty. \)

**Proof.** The relations (11) and (12) are straightforward. The first part of (13) follows directly from (12) by substituting \( y = (H')^{-1}(x) \) and observing that

\[ \frac{2(H')^{-1}(x)}{x} = \frac{2y}{H'(y)}. \]

The second statement in (13) is a consequence of (14). To see the latter we again substitute \( y = (H')^{-1}(x) \) and write

\[ (H')^{-1}(x) - \log(2x) = y - \log(2H'(y)) = -\log(2H'(y)e^{-y}), \]

from which we obtain (14) by using the second part of (12). \( \square \)

We now turn to the consideration of the \( CD(0,F) \) condition. We remind the reader of our standing hypothesis (3).

For a given \( u : \mathbb{Z} \to \mathbb{R} \), we define the symmetric function

\[ w(j) := \frac{u(j) + u(-j)}{2}, \quad j \in \mathbb{Z}. \]

Regarding the operator \( L \), under the assumption that \( u(0) = 0 \) we see that at \( x = 0 \)

\[ LW(0) = \sum_{j \in \mathbb{Z}} k(j)(w(j) - w(0)) = \frac{1}{2} \sum_{j \in \mathbb{Z}} k(j)(u(j) + u(-j)) = \sum_{j \in \mathbb{Z}} k(j)u(j) = Lu(0), \]

by symmetry of the kernel \( k \).

We next derive an important lower estimate for \( \Psi_{2,\Upsilon}(u)(0) \) in terms of \( w(j) \). Assuming as before that \( u(0) = 0 \) (cf. Lemma 2.2) we first observe that

\[ \Psi_{2,\Upsilon}(u)(0) = \frac{1}{2} \sum_{j,l \in \mathbb{Z}} k(j)k(l)e^{u(j)}\Upsilon(u(j + l) - u(j) - u(l)) \]
Clearly, 

where, in the last step, we estimated the 

From this and the convexity of the exponential function we obtain

\[
\Psi_{2,T}(u)(0) = \frac{1}{2} \sum_{j,l \in \mathbb{Z}} k(j)k(l)e^{u(j) + u(l)} \Psi_2(u(j) + u(l)) - u(j) - u(l)) 
\]

\[
\geq \frac{1}{2} \sum_{j \in \mathbb{Z}} k(j)^2 e^{u(j)^2/2} \Psi(u(j)^2) = \sum_{j \in \mathbb{Z}} k(j)^2 \Psi(u(j)) 
\]

where, in the last step, we estimated the $l$-sum from below by dropping all summands with $l \neq -j$.

As in the case of the Bakry-Émery condition $CD(0,n)$ (see [16, Theorem 2.1]), the basic estimate (18) is sufficient to show that kernels of finite support satisfy $CD_T(0,F)$ with some explicit $CD$-function.

**Corollary 2.6.** Let $L$ be as in (2). If the kernel associated with $L$ has finite support, then $L$ satisfies $CD_T(0,F)$ with the $CD$-function $F(r) = c_0 |k|_1 H(r, |r|^2)$, where $c_0 = \min k(j) > 0$.

**Proof.** Thanks to Lemma 2.2 we may restrict ourselves to the situation where $u(0) = 0$ and $x = 0$. We define $S = \text{supp}(k)$ and employ estimate (18) to observe that

\[
\Psi_{2,T}(u)(0) \geq \frac{c_0}{2} \sum_{j \in S} k(j)^2 e^{u(j)} \Psi(-2u(j)) 
\]

\[
\geq F\left(-\sum_{j \in S} k(j)w(j)\right) = F\left(-Lu(0)\right), 
\]

where we applied Jensen’s inequality (with the convex mapping $r \mapsto H(-r)$, $r \in \mathbb{R}$) in the second to last step.

The following example shows that the latter result is sharp. It has already been used for observing sharpness of the corresponding result regarding the Bakry-Émery condition for kernels with finite support, see [16, Example 2.1].

**Example 2.7.** For $N \in \mathbb{N}$ we consider

\[
k(x) = \begin{cases} 
1, & x = 2j + 1 \text{ for some } -N \leq j \leq N - 1 \\
0, & \text{else} 
\end{cases} 
\]

and $u(x) = \begin{cases} 
-1, & x \text{ is odd} \\
0, & x = 0 \\
-2, & \text{else}. 
\end{cases}$

Clearly, $k$ is symmetric and has finite support. Note that $u(2j + 2l + 2) \neq -2$ if and only if $l = -j - 1$, which yields

\[
\Psi_{2,T}(u)(0) = \frac{1}{2} \sum_{j,l=-N}^{N-1} e^{-1} \Psi(u(2j + 2l + 2) + 1 + 1) = \frac{1}{2} \sum_{j=-N}^{N-1} \frac{\Psi(2)}{e} = \frac{N \Psi(2)}{e}. 
\]
Further, we observe that
\[ Lu(0) = \sum_{j=-N}^{N-1} k(2j+1)u(2j+1) = -2N. \]
Using that \(|k|_1 = 2N\) and \(c_0 = 1\) (where \(c_0\) is defined as in Corollary 2.6), we conclude that
\[ F(-Lu(0)) = \frac{N \Upsilon(2)}{e} = \Psi_{2,\Upsilon}(u)(0), \]
where \(F\) denotes the \(CD\)-function of Corollary 2.6.

We now give a simple but quite important result for the case of general kernels.

**Theorem 2.8.** Let the operator \(L\) be given by (2). Suppose that the kernel associated with \(L\) satisfies \(\hat{C}_\delta(k) := \sum_{j \in \mathbb{Z}} k(j)^{1-\delta} < \infty\) for some \(\delta \in (0,1)\). Then, for every \(x \in \mathbb{Z}\) and any \(u \in L^\infty(\mathbb{Z})\) there holds
\[ \Psi_{2,\Upsilon}(u)(x) \geq c|Lu(x)|^\gamma, \]
where \(\gamma = \frac{1+\delta}{\delta} > 2\) and \(c > 0\) is some constant. In particular, \(L\) satisfies the condition \(CD(0,F)\) with the \(CD\)-function \(F = cF_{\gamma}\).

**Proof.** We may again restrict ourselves to the situation where \(u(0) = 0\) and \(x = 0\). Applying Jensen’s inequality to the function \(F_\gamma(r) = |r|^\gamma\), \(r \in \mathbb{R}\), we have
\[ F_\gamma(Lu(0)) = F_\gamma(Lw(0)) = F_\gamma \left( \sum_{j \in \mathbb{Z}} \frac{k(j)^{1-\delta}\hat{C}_\delta(k) k(j)\delta w(j)}{C_\delta(k)} \right) \]
\[ \leq \frac{1}{C_\delta(k)} \sum_{j \in \mathbb{Z}} k(j)^{1-\delta} F_\gamma(\hat{C}_\delta(k) k(j)^\delta w(j)) \]
\[ = \hat{C}_\delta(k)^{\frac{\delta}{\delta}} \sum_{j \in \mathbb{Z}} k(j)^2 F_\gamma(w(j)) \leq \hat{C}_\delta(k)^{\frac{\delta}{\delta}} \nu \Psi_{2,\Upsilon}(u)(0), \]
where the last estimate follows from inequality (11) (which applies as \(\gamma > 2\)) and the basic estimate (18). This proves the claimed inequality with \(c = \hat{C}_\delta(k)^{-\frac{\delta}{\delta}} \nu^{-1}. \)

**Remark 2.9.** (i) In the subsequent sections we will improve this result for a large class of kernels, see Theorem 3.2. Note however, that Theorem 2.8 does not require any monotonicity assumptions. This is quite remarkable having the negative criterion from [16, Theorem 5.3] in mind, which says that \(CD(0,d)\) is violated for all \(d < \infty\) if the support of the kernel is sufficiently thin. Consequently, Theorem 2.8 demonstrates that it is useful to consider other \(CD\)-functions than only the quadratic one.

(ii) Theorem 2.8 applies to the important example of the power-type kernel (see (4)). In fact, choosing \(\delta = \frac{\alpha}{\beta} - \frac{1}{2}\) with \(0 < \alpha < \beta\), the condition \(\hat{C}_\delta(k) < \infty\) of Theorem 2.8 is equivalent to the power-type kernel having finite \(\alpha\)-th moment, which holds since \(\alpha < \beta\).

3. Optimizing the \(CD\)-function from the basic estimate

In this section we determine the optimal \(CD\)-function one can get from the basic estimate (18) alone, i.e., we aim to find the best possible \(CD\)-function \(G : [0, \infty) \to [0, \infty)\) such that
\[ \sum_{j \in \mathbb{Z}} k(j)^2 H(-w(j)) \geq G(-Lw(0)) \]
if $-Lw(0) \geq 0$. We will use the notation $S := \text{supp}(k)$ throughout this section.

Primarily, we are interested in the behaviour of $G$ for large arguments. For small arguments, we will be able to show in Theorem 4.2 that for a large class of kernels the $CD$-function behaves quadratically near zero (which is the best possible power-type behaviour, cf. [18, Remark 2.4]). However, a quadratic behaviour near zero cannot be reached from the basic estimate (18) alone if $k$ has unbounded support.

Indeed, for bounded $u$ and the corresponding symmetrization $w$ (cf. [16]) we multiply (19) with $\lambda^{-2}$ and replace $u$ by $\lambda u$, $\lambda > 0$. Sending $\lambda \to 0$ yields

$$\sum_{j \in \mathbb{Z}} k(j)^2 w(j)^2 \geq C \left( \sum_{j \in \mathbb{Z}} k(j)w(j) \right)^2$$

as a necessary condition for the validity of (19) when assuming for contradiction that $G(r) \sim Cr^2$ as $r \to 0$, where $C > 0$ is some constant. Assuming that the support of $k$ is not finite, we can write $S \cap \mathbb{N} = \{s(j) : j \in \mathbb{N}\}$, where $s: \mathbb{N} \to \mathbb{N}$ is some strictly increasing mapping. We denote by $s^{-1}: s(\mathbb{N}) \to \mathbb{N}$ the inverse mapping of $s$. For $N \in \mathbb{N}$ and $j \in \mathbb{N}$ we define

$$u_N(j) = \begin{cases} \frac{1}{s^{-1}(j)}, & j \in S \cap \mathbb{N}, j \leq s(N), \\ 0, & \text{else} \end{cases}$$

set $u_N(0) = 0$ and extend $u_N$ to a symmetric mapping on $\mathbb{Z}$. Denoting by $w_N$ the respective symmetrization, we hence have $u_N = w_N$ and observe that

$$\sum_{j \in \mathbb{Z}} k(j)w_N(j) = \sum_{j \in S, |j| \leq s(N)} \frac{1}{s^{-1}(|j|)} = 2 \sum_{j=1}^{N} \frac{1}{j}.$$ 

Moreover, we have

$$\sum_{j \in \mathbb{Z}} k(j)^2 w_N(j)^2 = \sum_{j \in S, |j| \leq s(N)} \frac{1}{s^{-1}(|j|)^2} = 2 \sum_{j=1}^{N} \frac{1}{j^2}.$$ 

Sending $N \to \infty$ hence yields a contradiction since the left-hand side of (20) converges while the right-hand side is unbounded.

After these preliminary thoughts about natural limitations of inequality (19) we now come back to the aim of this section. First, we examine the case where the kernel $k$ has finite support and then extend the respective result by approximation to more general kernels.

We suppose first that the support $S$ is a finite set. Let $X = \{v : S \to \mathbb{R}\}$ be the space of real-valued functions defined on $S$. On $X$ we define the functionals

$$\Phi(v) = \sum_{j \in S} k(j)^2 H(v_j) \quad \text{and} \quad \Lambda(v) = \sum_{j \in S} k(j)v_j, \quad v = (v_j)_{j \in S}.$$ 

Let $a > 0$ be arbitrarily fixed and consider on $X$ the minimization problem

$$(21) \quad \Phi(v) \to \text{Min!} \quad \text{under the constraint} \quad \Lambda(v) = a.$$ 

We will show that (21) has a unique (global) minimizer $v(a)$. Defining then $G : (0, \infty) \to [0, \infty)$ by

$$G(a) := \Phi(v(a)), \quad a > 0,$$

it follows that (19) is satisfied for this $G$.

The constrained minimization problem (21) can be solved by the method of Lagrange multipliers. The Fréchet derivatives of $\Phi$ and $\Lambda$, respectively, at $v \in X$ are given by

$$\Phi'(v)\bar{v} = \sum_{j \in S} k(j)^2 H'(v_j) \bar{v}_j \quad \text{and} \quad \Lambda'(v)\bar{v} = \Lambda(\bar{v}) = \sum_{j \in S} k(j)\bar{v}_j, \quad \bar{v} = (\bar{v}_j) \in X.$$
Clearly \( \Lambda'(v) \neq 0 \) for all \( v \in X \) and thus \( v_* = (v_j) \in X \) is a critical point for the minimization problem (21) if and only if \( \Lambda(v_*) = a \) and there exists a number \( \lambda \in \mathbb{R} \) such that
\[
\Phi'(v_*) = \lambda \Lambda'(v_*) ,
\]
that is
\[
\sum_{j \in S} k(j)^2 H'(v_j) \bar{v}_j = \lambda \sum_{j \in S} k(j) \bar{v}_j , \quad \text{for all } \bar{v} = (\bar{v}_j) \in X.
\]
Taking for \( \bar{v} \) the unit vectors in \( X \), we infer that
\[ k(j) H'(v_j) = \lambda, \quad j \in S. \]
By Lemma 2.5 it follows that (22) \[ v_j = (H')^{-1} \left( \frac{\lambda}{k(j)} \right), \quad j \in S. \]

Since \( H'(0) = 0 \) and \( H' \) is strictly increasing, the inequality \( \lambda \leq 0 \) would imply that \( v_j \leq 0 \) for all \( j \in S \), which is impossible in view of the constraint \( \Lambda(v) = a > 0 \). Therefore, we can assume that \( \lambda > 0 \). Inserting (22) into the constraint \( \Lambda(v) = a \) we obtain (23)
\[
\rho(\lambda) := \sum_{j \in S} k(j)(H')^{-1} \left( \frac{\lambda}{k(j)} \right) = a.
\]
Recall that \( H'(0) = 0 \) and \( H' \) is a strictly increasing bijection, see Lemma 2.5. Therefore \( \rho \) is a strictly increasing bijection from \([0, \infty)\) onto itself, where \( \rho(0) = 0 \). Consequently, (23) possesses the unique solution
\[
\lambda = \rho^{-1}(a),
\]
that is, the Lagrange multiplier \( \lambda \) is uniquely determined. Inserting this into (22) we see that there is only one critical point \( v_* = (v_j) \in X \), which is given by
\[
\rho^{-1}(a) = (H')^{-1} \left( \frac{\lambda}{k(j)} \right), \quad j \in S.
\]
Moreover, the set of all \( v \in X \) for which \( \Lambda(v) = a \) holds is a convex set, by linearity of \( \Lambda \). In addition, \( \Phi \) is convex, even strict convex, since \( H \) possesses this property. Invoking the theory of convex optimization, it follows that the only critical point \( v_* \) is the (global) minimizer for the extremal problem (21). Hence we obtain the desired functional inequality (19) with the optimal (!) function
\[
G(a) = \sum_{j \in S} k(j)^2 H \left( (H')^{-1} \left( \frac{\rho^{-1}(a)}{k(j)} \right) \right), \quad a > 0.
\]
In particular, we can extend \( G \) onto \([0, \infty)\) continuously by setting \( G(0) = 0 \).

Differentiating \( G \) yields a much simpler representation formula for \( G \). In order to derive it, we first calculate the derivative of \( \rho \). We have
\[
\rho'(\lambda) = \sum_{j \in S} ((H')^{-1})' \left( \frac{\lambda}{k(j)} \right)
\]
and hence also (26)
\[
(\rho^{-1})'(a) = \frac{1}{\sum_{j \in S} ((H')^{-1})' \left( \frac{\rho^{-1}(a)}{k(j)} \right)}. \]
Then, the derivative of $G$ can be calculated as follows
\[
G'(a) = \sum_{j \in S} k(j)^2 \frac{d}{da} H\left((H')^{-1}\left(\frac{\rho^{-1}(a)}{k(j)}\right)\right)
\]
\[
= \sum_{j \in S} k(j)H'\left((H')^{-1}\left(\frac{\rho^{-1}(a)}{k(j)}\right)\right)(H')^{-1}'\left(\frac{\rho^{-1}(a)}{k(j)}\right)(\rho^{-1})'(a)
\]
\[
= \rho^{-1}(a)(\rho^{-1})'(a) \sum_{j \in S} ((H')^{-1})'(\frac{\rho^{-1}(a)}{k(j)})
\]
\[
= \rho^{-1}(a)
\]
where we applied (20) in the last step. Since $G(0) = 0$, we thus observe that
\[
G(a) = \int_0^a \rho^{-1}(s) ds.
\]
We consider now the general case where the support $S$ of $k$ can be infinite. Under an additional assumption on the kernel, we will reduce this case to the case of finite support by looking at truncated sums and taking limits in the final step.

For $v \in \ell_1^1(\mathbb{Z})$ with $\sum_{j \in \mathbb{Z}} k(j)v(j) > 0$, we define
\[
A = \sum_{j \in \mathbb{Z}} k(j)v_j.
\]
Setting $\mathbb{Z}_N = \{j \in \mathbb{Z} : |j| \leq N\}$ for $N \in \mathbb{N}$, it follows that there exists some $N_0 \in \mathbb{N}$ such that
\[
A_N := \sum_{j \in \mathbb{Z}_N} k(j)v_j > 0
\]
whenever $N \geq N_0$. For any $N \geq N_0$, we define $S_N := \mathbb{Z}_N \cap S$ and
\[
\rho_N(\lambda) = \sum_{j \in S_N} k(j)(H')^{-1}\left(\frac{\lambda}{k(j)}\right), \quad \lambda > 0,
\]
as well as
\[
G_N(a) = \sum_{j \in S_N} k(j)^2 H\left((H')^{-1}\left(\frac{\rho_N^{-1}(a)}{k(j)}\right)\right) = \int_0^a \rho_N^{-1}(s) ds, \quad a > 0.
\]
From what we know in the case of finite support and by (28), it follows that $G_N$ is well-defined and that
\[
\sum_{j \in \mathbb{Z}_N} k(j)^2 H(v_j) \geq G_N\left(\sum_{j \in \mathbb{Z}_N} k(j)v_j\right) = G_N(A_N).
\]
By positivity of $H$, we can send $N \to \infty$ on the left-hand side of the inequality (30), thereby obtaining that
\[
\sum_{j \in \mathbb{Z}} k(j)^2 H(v_j) \geq G_N(A_N).
\]
Next, we aim to define the function $\rho$ on $[0, \infty)$ as in (23). Clearly, we then have $\rho(0) = 0$. Now let $\lambda > 0$. By the integrability of $k$ we have $k(j) \to 0$ as $|j| \to \infty$. So the argument $\lambda/k(j)$ becomes large for large $|j|$. Using the asymptotic properties of $(H')^{-1}$ we can prove the following auxiliary result which shows, in particular, that $\rho$ is well-defined.
Lemma 3.1. Suppose that the kernel $k$ satisfies the additional condition
\[ (32) \quad \sum_{j \in S} k(j) \log \left( 2 + \frac{1}{k(j)} \right) < \infty. \]

Then $\rho : [0, \infty) \to [0, \infty)$, defined as
\[ \rho(\lambda) = \sum_{j \in S} k(j)(H')^{-1} \left( \frac{\lambda}{k(j)} \right), \]
if $\lambda > 0$ and $\rho(0) = 0$, is a strictly increasing and continuous bijection with the asymptotic behaviour
\[ (33) \quad \rho(\lambda) - |k_1| \log(2\lambda) \to \sum_{j \in S} k(j) \log \left( \frac{1}{k(j)} \right) \text{ as } \lambda \to \infty. \]

Moreover, there exist constants $C_1, C_2 > 0$ such that
\[ (34) \quad C_1 (\tilde{\rho}_1(\lambda) + \tilde{\rho}_2(\lambda)) \leq \rho(\lambda) \leq C_2 (\tilde{\rho}_1(\lambda) + \tilde{\rho}_2(\lambda)), \quad \lambda > 0, \]
where
\[ \tilde{\rho}_1(\lambda) = \sum_{j \in S, k(j) < \lambda} k(j) \log \left( 1 + \frac{\lambda}{k(j)} \right) \]
and
\[ \tilde{\rho}_2(\lambda) = \sum_{j \in \mathbb{Z}, k(j) \geq \lambda} \lambda. \]

Proof. The property that $\rho$ is strictly increasing and continuous is inherited from $(H')^{-1}$. Condition (32) and the dominated convergence theorem together imply that $\rho(\lambda) \to 0$ as $\lambda \to 0^+$. Hence, that $\rho$ is a bijection will follow from the asymptotic behaviour (33), which we will now derive. We observe that
\[
\begin{align*}
\rho(\lambda) - |k_1| \log(2\lambda) &= \sum_{j \in S} k(j) \left( (H')^{-1} \left( \frac{\lambda}{k(j)} \right) - \log(2\lambda) \right) \\
&= \sum_{j \in S} k(j) \left( (H')^{-1} \left( \frac{\lambda}{k(j)} \right) - \log \left( \frac{2\lambda}{k(j)} \right) \right) + \sum_{j \in S} k(j) \left( \log \left( \frac{2\lambda}{k(j)} \right) - \log(2\lambda) \right) \\
&= \sum_{j \in S} k(j) \left( (H')^{-1} \left( \frac{\lambda}{k(j)} \right) - \log \left( \frac{2\lambda}{k(j)} \right) \right) + \sum_{j \in S} k(j) \log \left( \frac{1}{k(j)} \right). 
\end{align*}
\]

With this at hand and condition (32), we can employ the dominated convergence theorem in order to deduce (33) from (34).

Now we turn to the estimates (34). Note that by the assumptions on the kernel we have $\tilde{\rho}_1(\lambda) < \infty$ for all $\lambda > 0$ and $i = 1, 2$. We write
\[ \rho(\lambda) = \sum_{j \in S, k(j) < \lambda} k(j)(H')^{-1} \left( \frac{\lambda}{k(j)} \right) + \sum_{j \in S, k(j) \geq \lambda} k(j)(H')^{-1} \left( \frac{\lambda}{k(j)} \right) =: \tilde{\rho}_1(\lambda) + \tilde{\rho}_2(\lambda). \]
The function $(H')^{-1}$ is continuous and maps $(0, \infty)$ onto itself. In view of (13) in Lemma 2.5, it follows that there exist constants $C_1, C_2 > 0$ such that
\[ C_1 \leq \frac{(H')^{-1}(x)}{x} \leq C_2, \quad x \in (0, 1], \quad C_1 \leq \frac{(H')^{-1}(x)}{\log(1 + x)} \leq C_2, \quad x \in [1, \infty). \]
These bounds imply that
\[
C_1 \leq \frac{\hat{\mu}_i(\lambda)}{\rho_i(\lambda)} \leq C_2, \quad \lambda > 0, \ i = 1, 2.
\]
This shows the claimed estimates for \(\rho(\lambda)\). Further, \(\rho\) is a strictly increasing, continuous bijection from \([0, \infty)\) onto itself since \((H')^{-1}\) possesses this property.

We now return to estimate (31). By sending \(N \to \infty\) we would like to show that
\[
(35) \quad \sum_{j \in \mathbb{Z}} k(j)^2 H(v_j) \geq G(A),
\]
where \(G\) is defined by formula (27) as \(G(a) = \int_0^a \rho^{-1}(s)ds\) and where we assume that condition \((32)\) holds. From the definition of \(\rho_N\) it is clear that \(\rho_N \leq \rho_{N+1}\) for all \(N \geq N_0\). This implies \(\rho_N^{-1} \geq \rho_{N+1}^{-1}\) for all \(N \geq N_0\). We also have that \(\lim_{N \to \infty} \rho_N^{-1}(a) = \rho^{-1}(a)\) for all \(a \geq 0\). Using these properties, it follows from the definition of \(G_N\) that
\[
\sum_{j \in \mathbb{Z}} k(j)^2 H(v_j) \geq G_N(A_N) = \int_0^{A_N} \rho_N^{-1}(s)ds \geq \int_0^A \rho^{-1}(s)ds = G(A) \quad \text{for any } N \geq N_0.
\]
Sending \(N \to \infty\) on the right-hand side of the latter estimate yields (35). We summarize our results in the following theorem.

**Theorem 3.2.** Suppose that the kernel \(k\) satisfies condition \((32)\). Then for any \(v \in \ell_k^1(\mathbb{Z})\) with \(\sum_{j \in \mathbb{Z}} k(j)v_j > 0\) there holds
\[
(36) \quad \sum_{j \in \mathbb{Z}} k(j)^2 H(v_j) \geq G\left(\sum_{j \in \mathbb{Z}} k(j)v_j\right),
\]
where the function \(G\) is given by (27).

**Remark 3.3.** The function \(G\) given by (27) is the best possible function satisfying (36) for all \(v \in \ell_k^1(\mathbb{Z})\) with \(\sum_{j \in \mathbb{Z}} k(j)v_j > 0\). In fact, given \(a > 0\) define \((v_j)_{j \in S}\) by (27) for \(j \in S\) and \(v_j = 0\) for \(j \notin S\). Then \((v_j)_{j \in S} \in \ell_k^1(\mathbb{Z})\) since \((H')^{-1}(x) \sim \log x\) as \(x \to \infty\) (see Lemma 2.5) and by condition (32).

Further,
\[
\sum_{j \in \mathbb{Z}} k(j)v_j = \sum_{j \in S} k(j)(H')^{-1}\left(\frac{\rho^{-1}(a)}{k(j)}\right) = \rho\left(\rho^{-1}(a)\right) = a,
\]
by the definition of \(\rho\) (cf. Lemma 5.1), and
\[
\sum_{j \in \mathbb{Z}} k(j)^2 H(v_j) = \sum_{j \in S} k(j)^2 H\left((H')^{-1}\left(\frac{\rho^{-1}(a)}{k(j)}\right)\right)
\]
\[
= \lim_{N \to \infty} \sum_{j \in S_N} k(j)^2 H\left((H')^{-1}\left(\frac{\rho^{-1}(a)}{k(j)}\right)\right)
\]
\[
= \lim_{N \to \infty} G_N(a) = G(a) = G\left(\sum_{j \in \mathbb{Z}} k(j)v_j\right),
\]
in view of (29) and the definition of \(G\). Hence we have equality in (36). Since \(a > 0\) was arbitrary, the assertion follows.

In order to make Theorem 3.2 applicable for our purposes, we need to ensure that \(G\) is in fact a \(CD\)-function.
Theorem 3.4. If the associated kernel $k$ to the Markov generator $L$ satisfies condition (32), then $L$ satisfies $CD_T(0, G)$ with the strictly convex $CD$-function $G$ that is given by (27) and enjoys the asymptotic property

$$G(a) \sim \frac{|k|_1 e^{\frac{a - M(k)}{|k|_1}}}{2} \text{ as } a \to \infty,$$

where $M(k) = \sum_{j \in S} k(j) \log \left(\frac{1}{k(j)}\right)$.

Proof. Combining the basic estimate (18) with Theorem 3.2, we only need to show that $G$ is a $CD$-function obeying the mentioned properties. Strict convexity of $G$ follows from the fact that $\rho^{-1}$ is strictly increasing. Consequently, we also have that the mapping $a \mapsto \frac{G(a)}{a}$ is strictly increasing on $(0, \infty)$ (cf. [10, Remark 3.3]). $G(0) = 0$ is clear by definition. It remains to show the asymptotic behaviour displayed in (37). We substitute $y = \rho^{-1}(a)$, $a > 0$, and observe that

$$\frac{2\rho^{-1}(a)}{\exp \left(\frac{a - M(k)}{|k|_1}\right)} = \frac{2y}{\exp \left(\frac{\rho(y) - M(k)}{|k|_1}\right)} = \exp \left(\log(2y) - \frac{\rho(y)}{|k|_1} + \frac{M(k)}{|k|_1}\right).$$

Hence, (37) implies

$$\rho^{-1}(a) \sim \frac{e^{\frac{a - M(k)}{|k|_1}}}{2} \text{ as } a \to \infty.$$ 

Let $\varepsilon \in (0, 1)$ be fixed. Then there exists $t_0(\varepsilon) > 0$ such that

$$1 - \frac{\varepsilon}{2} \leq \frac{\rho^{-1}(t)}{e^{\frac{-M(k)}{|k|_1}}} \leq 1 + \frac{\varepsilon}{2}$$

holds for any $t \geq t_0(\varepsilon)$. We observe for $a \geq t_0(\varepsilon)$ that

$$G(a) = \int_0^a \rho^{-1}(s)ds \geq \int_{t_0(\varepsilon)}^a \rho^{-1}(s)ds \geq \frac{1 - \frac{\varepsilon}{2}}{2} \int_{t_0(\varepsilon)}^a e^{\frac{-M(k)}{|k|_1}} ds = \frac{1 - \frac{\varepsilon}{2}}{2} \frac{|k|_1 e^{\frac{a - M(k)}{|k|_1}}}{e^{\frac{-M(k)}{|k|_1}}} \left(e^{\frac{t_0(\varepsilon)}{|k|_1}} - e^{\frac{a}{|k|_1}}\right)$$

and also

$$G(a) \leq \int_0^{t_0(\varepsilon)} \rho^{-1}(s)ds + \frac{1 + \frac{\varepsilon}{2}}{2} \int_{t_0(\varepsilon)}^a e^{\frac{-M(k)}{|k|_1}} ds = \int_0^{t_0(\varepsilon)} \rho^{-1}(s)ds + \frac{1 + \frac{\varepsilon}{2}}{2} \frac{|k|_1 e^{\frac{a - M(k)}{|k|_1}}}{e^{\frac{-M(k)}{|k|_1}}} \left(e^{\frac{t_0(\varepsilon)}{|k|_1}} - e^{\frac{a}{|k|_1}}\right).$$

Consequently, there exists some $a_0 \geq t_0(\varepsilon)$ such that

$$\frac{(1 - \varepsilon)|k|_1}{2e^{\frac{M(k)}{|k|_1}}} \leq \frac{G(a)}{e^{\frac{a}{|k|_1}}} \leq \frac{(1 + \varepsilon)|k|_1}{2e^{\frac{M(k)}{|k|_1}}}$$

holds for any $a \geq a_0$, which shows (37).

Let us illustrate the above findings with the operator $L_{\beta}$ induced by the power-type kernel. Condition (32) is met since the stronger condition of Theorem 2.8 is satisfied, see Remark 2.9(ii). We now focus on finding suitable estimates for $p$. It is straightforward to check that the mapping $y \mapsto \frac{\log(1 + y)}{y}$ is decreasing on $(0, \infty)$. This yields, in particular, that the mapping $s \mapsto \frac{\log(1 + \lambda s^{1 + \beta})}{s^{1 + \beta}}$
is also decreasing on $(0, \infty)$, where here and in the sequel $\lambda \leq 1$ is assumed. With this at hand we have

$$
\int_{r_-(\lambda)}^{\infty} \frac{\log(1 + \lambda s^{1+\beta})}{s^{1+\beta}} ds \leq \sum_{j=r_+(\lambda)}^{\infty} \frac{\log(1 + \lambda j^{1+\beta})}{j^{1+\beta}} \leq \int_{r_-(\lambda)}^{\infty} \frac{\log(1 + \lambda s^{1+\beta})}{s^{1+\beta}} ds,
$$

where we have used the notation $r_-(\lambda) := [\lambda^{-\frac{1}{\beta}}]$ and $r_+(\lambda) := [\lambda^{-\frac{1}{\beta}}]$. Since the ratios $\frac{r_{\pm}}{s}$ and $\frac{\lambda s}{r_{\pm}}$ both converge to 1 as $r \to \infty$, we can find for given $\delta \in (0, 1)$ some $\lambda_0(\delta) > 0$ small enough such that $r_-(\lambda) \geq (1 - \delta)\lambda^{-\frac{1}{\beta}}$ and $r_+(\lambda) \leq (1 + \delta)\lambda^{-\frac{1}{\beta}}$ hold for every $\lambda \in (0, \lambda_0(\delta))$. We observe that

$$
\int_{(1+\delta)\lambda^{-\frac{1}{\beta}}}^{\infty} \frac{\log(1 + \lambda s^{1+\beta})}{s^{1+\beta}} ds = \lambda^{\frac{\beta}{\beta+1}} \int_{1+\delta}^{\infty} \frac{\log(1 + \sigma^{1+\beta})}{\sigma^{1+\beta}} d\sigma.
$$

Recalling the definition of $\bar{\rho}_1$ from Lemma 3.1, we can now read from (38) that

$$
2\lambda^{\frac{\beta}{\beta+1}} \int_{1+\delta}^{\infty} \frac{\log(1 + \sigma^{1+\beta})}{\sigma^{1+\beta}} d\sigma \leq \bar{\rho}_1(\lambda) \leq 2\lambda^{\frac{\beta}{\beta+1}} \int_{1-\delta}^{\infty} \frac{\log(1 + \sigma^{1+\beta})}{\sigma^{1+\beta}} d\sigma,
$$

for any $\lambda \in (0, \lambda_0(\delta))$.

Regarding the expression $\bar{\rho}_2(\lambda)$ from Lemma 3.1 we have that $\bar{\rho}_2(\lambda) = 2\lambda r_-(\lambda)$ and consequently

$$
2(1 - \delta)\lambda^{-\frac{1}{\beta}} \leq \bar{\rho}_2(\lambda) \leq 2(1 + \delta)\lambda^{-\frac{1}{\beta}}
$$

holds for any $\lambda \in (0, \lambda_0(\delta))$.

Combining these estimates with Lemma 3.1 yields

$$
2C_1 \left( \int_{1+\delta}^{\infty} \frac{\log(1 + \sigma^{1+\beta})}{\sigma^{1+\beta}} d\sigma + 1 - \delta \right) \lambda^{-\frac{1}{\beta}} \leq \rho(\lambda) \leq 2C_2 \left( \int_{1-\delta}^{\infty} \frac{\log(1 + \sigma^{1+\beta})}{\sigma^{1+\beta}} d\sigma + 1 + \delta \right) \lambda^{-\frac{1}{\beta}}
$$

for any $\lambda \in (0, \lambda_0(\delta))$, where the constants $C_1, C_2 > 0$ come from Lemma 3.1. Consequently, there exist constants $c(\delta), C(\delta) > 0$ such that

$$
c(\delta) a^{\frac{1+\beta}{\beta}} \leq \rho^{-1}(a) \leq C(\delta) a^{\frac{1+\beta}{\beta}}
$$

holds for any $a \in (0, a_0(\delta))$, where $a_0(\delta) := \rho(\lambda_0(\delta))$. Estimating $G$ from below by

$$
G(a) \geq c(\delta) \int_{0}^{a} s^{\frac{1+\beta}{\beta}} ds = c(\delta) \frac{1+\beta}{\beta+1} a^{\frac{1+\beta}{\beta}}
$$

for $a \in (0, a_0(\delta))$ we arrive at the following result.

**Corollary 3.5.** Let $\beta \in (0, \infty)$. Then the operator $L_\beta$ satisfies $\rho_{CD}(G_\beta)$ with a strictly convex $CD$-function $G_\beta$ that has the asymptotic behaviour $G_\beta(r) \sim |k_a| r^{-\frac{\beta+1}{\beta}}$ as $r \to \infty$ and for which $G_\beta(r) \geq cr^{-\frac{1+\beta}{\beta}}$ holds for any $r \geq 0$, with some constant $c > 0$.

**Remark 3.6.** Note that Corollary 3.5 improves Theorem 2.8 in case of the power-type kernel not only for large arguments but also for small ones. In fact, due to Remark 2.9(ii) the $CD$-function from Theorem 2.8 can be chosen such that it behaves like $r^{-\frac{1+\beta}{\beta}}$ for $\varepsilon > 0$ arbitrary small. However, setting $\varepsilon = 0$ is not allowed in Theorem 2.8. Hence Corollary 3.5 yields the limiting case of Theorem 2.8 for small arguments in case of the power-type kernel.
Clearly, the above calculations rely on the specific example of the power-type kernel. But together with Theorem 2.8, Theorem 3.4 yields under quite mild assumptions already a $CD$-function that is strong enough to imply the applications which will be described in Section 5 and Section 6.

**Corollary 3.7.** If there exists some $\tau \in (0, 1)$ such that

\[(39) \sum_{j \in \mathbb{Z}} k(j)^{1-\tau} < \infty,\]

then the Markov generator associated with $k$ satisfies $CD_\tau(0, F)$ with a strictly convex $CD$-function $F$ enjoying the asymptotic properties

\[
F(r) \sim c_1 e^{r|\alpha|} \quad \text{as} \quad r \to \infty, \\
F(r) \sim c_2 r^{\frac{1}{1+\tau}} \quad \text{as} \quad r \to 0,
\]

for some $c_1, c_2 > 0$.

**Proof.** This follows from Theorem 2.8, Theorem 3.4 and the fact that condition (39) implies (32). $\square$

**Remark 3.8.** The quite interesting kernel

\[
k(j) = \frac{1}{|j| \left(\log(1 + |j|)\right)^{1+\alpha}}, \quad j \in \mathbb{Z} \setminus \{0\},
\]

where $\alpha > 0$, is integrable but condition (39) is not satisfied. Moreover, we note that for $|j|$ large enough

\[
\log(|j| + 1) \leq \log \left(2 + \frac{1}{k(j)}\right) \leq 3 \log(|j| + 1)
\]

and hence condition (39) is satisfied if and only if $\alpha > 1$. In particular, the range of $\alpha \in (0, 1]$ yields kernels to which neither Theorem 2.8 nor Theorem 3.4 applies.

What is implicitly used in the proof of Corollary 3.7 is that the asymptotic behaviour at 0 of one $CD$-function and the asymptotic behaviour at $\infty$ from another can be combined to one single $CD$-function that enjoys both asymptotic properties. This is straightforward to see and it will be also used in Section 4, where we will substantially improve the asymptotic behaviour for small arguments of $CD$-functions for a large class of kernels. We can further bound the respective $CD$-function from below by an explicitly given $CD$-function with the desired asymptotic behaviour. This will be important in Section 5. More precisely, suppose that the operator $L$ satisfies $CD_\tau(0, F)$ with some $CD$-function $F$ for which there exist constants $c_1, c_2, \delta > 0$ and $\gamma \geq 2$ such that $F(x) \sim c_1 x^\gamma$ as $x \to 0$ and $F(x) \sim c_2 e^{\delta x}$ as $x \to \infty$. Define the function

\[
\hat{F}(x) = \begin{cases} 
  e^{\delta M} x^\gamma, & x \in [0, M], \\
  M^\gamma e^{\delta x}, & x > M,
\end{cases}
\]

where $M > 0$. Then there exists some $c > 0$ such that $L$ satisfies $CD_\tau(0, \hat{F})$ with the $CD$-function $\hat{F} = c \hat{F}$. Moreover, the constant $M > 0$ can be chosen so large that $\hat{F}$ is convex. We will choose $M \geq \frac{\delta}{\gamma}$ since this guarantees that the mapping $x \mapsto x^{-\gamma} e^{\delta x}$ is increasing for $x > M$. This will be important in Section 5. The main advantage of this explicit formula for the $CD$-function is that we can derive an explicit representation of the corresponding relaxation function, too.
Lemma 3.9. Let $\hat{F}$ be given by (40), where $\gamma \geq 2, \delta > 0$ and $M > 0$, and let $\hat{F} = c\hat{F}$ for some $c > 0$. Then the relaxation function corresponding to $\hat{F}$ is given by

$$
\varphi(t) = \begin{cases} 
-\frac{1}{\delta} \log(c \delta M^\gamma t), & t \in (0, t_*], \\
(c(\gamma - 1)e^{\delta M} t + C)^{-\frac{1}{\delta}}, & t > t_*,
\end{cases}
$$

where $t_* = \frac{M - \gamma}{c \delta^\gamma} e^{-\delta M}$ and $C = M^{-\gamma}(M - \frac{2\gamma}{\delta}) > 0$.

Proof. The relaxation function $\varphi(t)$ corresponding to $\hat{F}$ is given by $\varphi(t) = G^{-1}(t)$, where $G(x) = \int_x^\infty \frac{1}{F(r)} \mathrm{d}r$ (see the proof of [10] Lemma 3.7]). To compute $G$, letting $x \in (0, M]$ we obtain

$$
G(x) = c^{-1}(e^{-\delta M} \int_x^M r^{-\gamma} \mathrm{d}r + M^{-\gamma} \int_M^\infty e^{-\delta r} \mathrm{d}r) = c^{-1} \left( \frac{e^{-\delta M}}{\gamma - 1} (x^{-\gamma + 1} - M^{-\gamma + 1}) + \frac{M^{-\gamma}}{\delta} e^{-\delta M} \right).
$$

For $x > M$ we get

$$
G(x) = \frac{M^{-\gamma}}{\delta c} e^{-\delta x}.
$$

By positivity of $\hat{F}$, $G$ is a decreasing function. Thus, we find for any $t \geq G(M) = t_*$

$$
\varphi(t) = G^{-1}(t) = (c(\gamma - 1)e^{\delta M} t + C)^{-\frac{1}{\delta}},
$$

where $C = M^{-\gamma}(M - \frac{2\gamma}{\delta}) > 0$. For $t \in (0, t_*]$ we get

$$
\varphi(t) = -\frac{1}{\delta} \log (c \delta M^\gamma t).
$$

Remark 3.10. The findings in [10] Lemma 3.7] are quite similar to Lemma 3.9. There, instead of a specific CD-function, the authors consider CD-functions $F$ with $F(x) \sim ce^{\delta x}$ as $x \to \infty$ respectively $F(x) \sim \tilde{c}x^2$ as $x \to 0$ and are only interested in the asymptotic behaviour of the relaxation function. Moreover, they only treat the case $\gamma = 2$.

Remark 3.11. The content of this section can be extended without much effort to the multidimensional setting of $\mathbb{Z}^d$. In this case the lower bound for $G_\beta$ from Corollary 3.5 reads as $G_\beta(r) \geq cr^{\frac{d+2\beta}{\gamma}}$, $r \geq 0$. However, for the sake of consistency with regard to the following sections we decided to present also this section in the one-dimensional framework.

4. Sharper estimate for small arguments

In the following, we will further improve our already established results. Note that for the fractional discrete Laplacian $-(-\Delta)^{\gamma/2}$, $\beta \in (0, 2)$, it would be desirable to prove a CD-condition with a CD-function $F$ that possesses quadratic behaviour for small arguments if we send $\beta \to 2$. This seems natural as we already know from the continuous setting that the Laplacian satisfies a certain CD-inequality with a quadratic CD-function, see [2] Chapter 1.16.2. We also remind the reader of Corollary 2.6 which applies to the discrete Laplacian, showing that CD-condition holds with some CD-function $F$ that behaves quadratically near zero. With the findings from the previous sections we have not yet established this desirable limiting behaviour.
for the power-type kernel and the fractional discrete Laplacian, respectively, as \( \beta \to 2 \), but we will succeed in proving it in this section.

In fact, we will obtain this result as a special case of the main theorem of this section, Theorem 4.2, on non-increasing (on \( \mathbb{N} \)) kernels that have finite \( \alpha \)-th moment for some \( \alpha \in (1, 2] \) and satisfy a certain decay condition. Theorem 4.2 includes the important statement that in case \( \alpha = 2 \) (i.e. the kernel has finite second moment), the operator \( L \) generated by the kernel satisfies \( CD_\gamma(0, F) \) with a quadratic \( CD \)-function. This statement can be seen as an analogue to [16, Theorem 4.1], where the classical Bakry-Emery condition \( CD(0, d) \) has been established for such kernels.

For the proof of Theorem 4.2 we will need the following auxiliary result on the function \( F_\gamma \) defined in (8).

**Lemma 4.1.** (i) Let \( \gamma \geq 2 \) and \( p, q > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \). Then for any \( x, y \in \mathbb{R} \) we have
\[
F_\gamma(x + y) \leq p^{\gamma-1} F_\gamma(x) + q^{\gamma-1} F_\gamma(y).
\]

(ii) Let \( \gamma \geq 2 \) and \( \delta > 0 \). Then for any \( \lambda \geq 1 \) and \( x, y \in \mathbb{R} \) we have
\[
F_\gamma(x + y) \leq \tilde{C} \lambda^{\gamma-1} F_\gamma(x) + \left( 1 + \frac{\delta}{\lambda} \right) F_\gamma(y),
\]
where \( \tilde{C} = \left( \frac{(1+\delta)(\gamma-1)}{\delta} \right)^{\gamma-1} \).

**Proof.** (i) Since \( \gamma \geq 2 \) we have that \( F_\gamma \) is convex. Thus, we obtain for \( x, y \in \mathbb{R} \)
\[
F_\gamma(x + y) = F_\gamma(\frac{px}{p} + \frac{qy}{q}) \leq \frac{F_\gamma(px)}{p} + \frac{F_\gamma(qy)}{q} = p^{\gamma-1} F_\gamma(x) + q^{\gamma-1} F_\gamma(y).
\]

(ii) Set \( q = \left( 1 + \frac{\delta}{\lambda} \right)^{\gamma-1} > 1 \) and choose \( p > 1 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \). Then we have
\[
\frac{1}{p} = 1 - \frac{1}{(\lambda + \delta)^{\frac{1}{\gamma-1}}} = \frac{(\lambda + \delta)^{\gamma-1} - \lambda^{\gamma-1}}{(\lambda + \delta)^{\gamma-1}} = \frac{1}{(\lambda + \delta)^{\gamma-1}} \int_\lambda^{\lambda + \delta} t^{\gamma-1} \, dt
\]
\[
\geq \frac{1}{\gamma - 1} \frac{(\lambda + \delta)^{\gamma-1} - \delta}{(\lambda + \delta)^{\gamma-1}} = \frac{\delta}{(\gamma - 1)(\lambda + \delta)^{\gamma-1}}
\]
where we used that \( \gamma \geq 2 \) is equivalent to \( \frac{1}{\gamma - 1} - 1 \leq 0 \). Consequently, we obtain
\[
p \leq \frac{(\gamma - 1)(\lambda + \delta)}{\delta} = \lambda \tilde{C}^{\frac{1}{\gamma-1}}.
\]
The claim follows with (i). \( \square \)

We now come to the main theorem of this section. Comparing our situation with the one from the proof of [16, Theorem 4.1], one of the main difficulties in proving the desired result in the current setting is the missing symmetry of the function \( \Upsilon(x) \) compared to the function \( x^2 \) that occurred in the proof of [16]. Therefore, we will consider the symmetrized version \( w \) which has already been introduced in (15).

The theorem reads as follows.

**Theorem 4.2.** Let \( \alpha \in (1, 2] \) and \( \gamma = \frac{\alpha}{\alpha - 1} \geq 2 \), that is \( \frac{1}{\alpha} + \frac{1}{\gamma} = 1 \). Suppose that the kernel \( k \) has finite \( \alpha \)-th moment, i.e.
\[
C_\alpha(k) := \sum_{j \in \mathbb{N}} k(j) j^\alpha < \infty.
\]
Assume further that $k$ is non-increasing on $\mathbb{N}$ and that
\begin{equation}
  k(j) \leq Ck(j + 1), \quad j \in \mathbb{N},
\end{equation}
for some constant $C \geq 1$. Then there exists a finite $d > 0$ such that for any $x \in \mathbb{Z}$ the operator $L$ associated with $k$ satisfies the inequality
\begin{equation}
  \Psi_{2,T}(u)(x) \geq \frac{1}{d} |Lu(x)|^\gamma, \quad u \in \ell^\infty(\mathbb{Z}).
\end{equation}
In particular, $L$ satisfies $CD_T(0,F)$ with the $CD$-function $F = \frac{1}{d} F_\gamma|_{[0,\infty)}$, where $F_\gamma$ is the function defined in (8).

**Proof.** The proof contains several steps. The line of arguments is inspired by the proof of [16, Theorem 4.1] but needs a lot more work.

We will use the following notation: For two terms $T(u,k)$ and $\tilde{T}(u,k)$ depending on $u \in \ell^\infty(\mathbb{Z})$ and the kernel $k$ we write $T(u,k) \lesssim \tilde{T}(u,k)$ if there exists a constant $C > 0$ independent of $u$ such that $T(u,k) \leq C\tilde{T}(u,k)$.

Let $u \in \ell^\infty(\mathbb{Z})$. Throughout the proof we assume w.l.o.g. that $x = 0$ and $u(0) = 0$, which is possible by Lemma 2.2. In the following calculations we consider the symmetrization $w$ of $u$ defined in [15].

**Step 1: Jensen estimate.** Using the symmetry of $w$, the convexity of $F_\gamma$ and the fact that $k$ has finite $\alpha$-th moment, we find with Jensen’s inequality and (16)
\[
F_\gamma(Lu(0)) = F_\gamma(Lw(0)) = F_\gamma\left(2C_\alpha(k) \sum_{j=1}^{\infty} \frac{k(j)j^\alpha w(j)}{C_\alpha(k) j^\alpha}\right) 
\leq \frac{2^\gamma}{C_\alpha(k)} \sum_{j=1}^{\infty} \frac{k(j)j^\alpha w(j)}{j^\alpha} F_\gamma\left(C_\alpha(k)w(j)\right) 
= 2^\gamma C_\alpha(k)\gamma^{-1} \sum_{j=1}^{\infty} \frac{k(j)}{j^{\alpha(\gamma-1)}} F_\gamma\left(w(j)\right) 
= 2^\gamma C_\alpha(k)\gamma^{-1} \sum_{j=1}^{\infty} \frac{k(j)}{j^\gamma} F_\gamma\left(w(j)\right),
\]
where we used in the last step that $\gamma = \frac{\alpha}{\alpha - 1}$ is equivalent to $\alpha(\gamma - 1) = \gamma$.

**Step 2: Basic estimate for $\Psi_{2,T}$.** This step is the most demanding part of the proof. We aim to show that
\begin{equation}
\sum_{j=1}^{\infty} k(j) F_\gamma\left(w(j + 1) - w(j)\right) \lesssim \Psi_{2,T}(u)(0).
\end{equation}
Thanks to the $j = 1$ summand in (18) and inequality (16) ($\nu = \nu(\gamma)$) we have
\[
\Psi_{2,T}(u)(0) \geq \frac{1}{2} k(1)^2 e^{w(1)}(\nu - 2w(1)) \geq \frac{k(1)^2}{\nu} F_\gamma\left(w(1)\right),
\]
which we will use repeatedly in the sequel. We will also need a few other elementary estimates for $\Psi_{2,T}(u)(0)$. By picking the terms with $l = 1$ respectively $l = -1$ in (17) we get
\begin{equation}
\Psi_{2,T}(u)(0) \geq \frac{1}{2} \sum_{j \in \mathbb{Z}} k(j)k(1)e^{w(1)}(u(j + 1) - u(j) - u(1))
\end{equation}
We now define index sets $A_i, B_i (i = 1, 2)$ by

$$
A_1 := \{ i \in \mathbb{N} : u(i + 1) + u(i) \geq -u(1) \},
A_2 := \{ i \in \mathbb{N} : u(i + 1) - u(i) \leq -u(1) \},
B_1 := \{ i \in \mathbb{N} : u(-(i + 1)) - u(-i) \geq -u(-1) \}
$$

and $B_2 := \{ i \in \mathbb{N} : u(-(i + 1)) - u(-i) \leq u(1) \}$. The choice of these sets becomes clear in what follows. First let us note that by Remark 2.4 and (45) we have

$$
\sum_{j \in \mathbb{Z}} k(j) F_j(u(j + 1) - u(j) - u(1))
\leq \sum_{j \in A_1} k(j) \exp \left( - \frac{u(j + 1) - u(j) - u(1)}{2} \right) \Upsilon(u(j + 1) - u(j) - u(1))
\leq \sum_{j \in \mathbb{Z}} k(j) e^{u(1)} \Upsilon(u(j + 1) - u(j) - u(1)) \lesssim \Psi_{2, \Upsilon}(u)(0).
$$

Analogously,

$$
\sum_{j \in B_1} k(j) F_j(u(-(j + 1)) - u(-j) - u(-1))
\leq \sum_{j \in B_1} k(j) \exp \left( - \frac{u(-(j + 1)) - u(-j) - u(-1)}{2} \right) \Upsilon(u(-(j + 1)) - u(-j) - u(-1))
\leq \sum_{j \in \mathbb{Z}} k(j)e^{u(-1)} \Upsilon(u(-(j + 1)) - u(-j) - u(-1)) \lesssim \Psi_{2, \Upsilon}(u)(0)
$$

holds by (43). Using assumption (42), we have

$$
\sum_{j \in A_2} k(j) F_j(u(j) - u(j + 1) - u(-1))
\leq \sum_{j \in A_2} k(j + 1) \exp \left( - \frac{u(j) - u(j + 1) - u(-1)}{2} \right) \Upsilon(u(j) - u(j + 1) - u(-1))
$$
For \( \mathbb{C} \)

any \( i \)

In the following we will consider several index sets \( \mathbb{C} \)

and finally for \( i \)

from which we deduce that (44) holds true.

Subcase 1. Indices \( j \)

\[ \begin{align*}
\sum_{j \in \mathbb{C}} k(j)F_\gamma(u(-j) - u(-j + 1) - u(1)) \\
\lesssim \sum_{j \in B_2} k(j + 1) \exp \left( -\frac{u(-j) - u(-j + 1) - u(1)}{2} \right) Y(u(-j) - u(-j + 1) - u(1))
\end{align*} \]

\[ \leq \sum_{j \in \mathbb{Z}} k(j + 1)\gamma Y(u(-j) - u(-j + 1) - u(1)) \lesssim \Psi_{2,Y}(u)(0). \]  

In the following we will consider several index sets \( \mathbb{C} \) \( i = 1, 2, \ldots, 9 \) such that \( \mathbb{N} = \bigcup_i \mathbb{C}_i \). For any \( i \), we will show that

\[ \sum_{j \in C_i} k(j)F_\gamma(u(j + 1) - w(j)) \lesssim \Psi_{2,Y}(u)(0), \]

from which we deduce that (44) holds true.

Subcase 1. Indices \( j \) with \( j \in A \cap B \): In all calculations in this subcase we will use Lemma 4.1. For \( C_1 := A_1 \cap B_1 \) we get

\[ \sum_{j \in C_1} k(j)F_\gamma(u(j + 1) - w(j)) \lesssim \sum_{j \in C_1} k(j)F_\gamma(u(j + 1) - w(j) - w(1)) + \sum_{j \in C_1} k(j)F_\gamma(w(1)) \]

\[ \lesssim \sum_{j \in A_1} k(j)F_\gamma(u(j + 1) - w(j) - u(j) - u(1)) + \sum_{j \in B_1} k(j)F_\gamma(u(-j + 1) - u(-j) - u(-1)) \]

\[ + \sum_{j=1}^{\infty} k(j)F_\gamma(w(1)) \]

\[ \lesssim \Psi_{2,Y}(u)(0). \]

For \( C_2 := A_2 \cap B_2 \) we argue analogously by considering

\[ \sum_{j \in C_2} k(j)F_\gamma(u(j + 1) - w(j)) \lesssim \sum_{j \in C_2} k(j)F_\gamma(u(j + 1) - w(j) + w(1)) + \sum_{j \in C_2} k(j)F_\gamma(w(1)) \]

\[ \lesssim \Psi_{2,Y}(u)(0). \]

Defining \( C_3 := A_1 \cap B_2 \), we have

\[ \sum_{j \in C_3} k(j)F_\gamma(u(j + 1) - w(j)) = \sum_{j \in C_3} k(j)F_\gamma(u(j + 1) - w(j) - u(1)) \]

\[ \lesssim \sum_{j \in A_1} k(j)F_\gamma(u(j + 1) - u(j) - u(1)) + \sum_{j \in B_2} k(j)F_\gamma(u(-j + 1) - u(-j) + u(1)) \]

\[ \lesssim \Psi_{2,Y}(u)(0) \]

and finally for \( C_4 := A_2 \cap B_1 \) we get

\[ \sum_{j \in C_4} k(j)F_\gamma(u(j + 1) - w(j)) = \sum_{j \in C_4} k(j)F_\gamma(u(j + 1) - u(j) + u(-1)) \]

\[ \lesssim \sum_{j \in A_2} k(j)F_\gamma(u(j + 1) - u(j) + u(-1)) + \sum_{j \in B_1} k(j)F_\gamma(u(-j + 1) - u(-j) - u(1)) \]
Since \( A \cap B = \bigcup_{i=1}^{4} C_i \).

**Subcase 2. Indices \( j \in A^C \cap B =: C_5 \):** Since \( j \in A^C \) we have

\[
(53) \quad u(-1) < u(j+1) - u(j) < -u(1).
\]

As we also have \( j \in B^c \) we further see that

\[
(54) \quad u(1) < u(-(j+1)) - u(-j) < -u(1).
\]

Adding these two inequalities we arrive at

\[
2w(1) < 2(w(j+1) - w(j)) < -2w(1),
\]

i.e. \(|w(j+1) - w(j)| < |w(1)|\). This yields

\[
\sum_{j \in C_5} k(j)F_\gamma(w(j+1) - w(j)) \leq \sum_{j=1}^{\infty} k(j)F_\gamma(w(1)) = \frac{1}{2}|k|F_\gamma(w(1)) \lesssim \Psi_{2, \gamma}(u)(0).
\]

**Subcase 3. Indices \( j \in A \cap B^C \):** By \( j \in B^C \) we know that \([53]\) is satisfied. Hence there holds

\[
2w(1) < u(-(j+1)) - u(-j) + u(1) < 0 \quad \text{and} \quad 0 < u(-(j+1)) - u(-j) - u(1) < -2w(1),
\]

which yields

\[
(55) \quad \sum_{j \in B^C} k(j)F_\gamma(u(-(j+1)) - u(-j) + u(1)) \leq \frac{1}{2}|k|F_\gamma(2w(1)) \lesssim \Psi_{2, \gamma}(u)(0).
\]

and

\[
(56) \quad \sum_{j \in B^C} k(j)F_\gamma(u(-(j+1)) - u(-j) - u(1)) \leq \frac{1}{2}|k|F_\gamma(2w(1)) \lesssim \Psi_{2, \gamma}(u)(0).
\]

Further, we infer from \([54]\) that \( w(1) < 0 \) holds.

- \( j \in A_1 \cap A_2 \cap B^C \): Since \( j \in A_1 \cap A_2 \) we have

\[
-u(1) \leq u(j+1) - u(j) \leq u(-1),
\]

from which we would get \( w(1) \geq 0 \). As we have already seen that \( w(1) < 0 \) must hold, this case cannot happen.

- \( j \in A_1 \cap A_2^c \cap B^C =: C_6 \): Since \( j \in C_6 \) we have

\[
u(j+1) - u(j) \geq -u(1) \text{ and } u(j+1) - u(j) > u(-1).
\]

In particular, together with \([54]\) we observe that \( 2(w(j+1) - w(j)) \geq u(1) - u(1) = 0 \). We have to distinguish two different cases.

(i) Looking first at the case in which \( u(1) \leq 0 \), we get with \([49], [50]\) and Lemma 4.1

\[
\sum_{j \in C_6} k(j)F_\gamma(w(j+1) - w(j)) \leq \sum_{j \in C_6} k(j)F_\gamma(w(j+1) - w(j)) - u(1))
\lesssim \sum_{j \in A_1} k(j)F_\gamma(u(j+1) - u(j) - u(1)) + \sum_{j \in B^C} k(j)F_\gamma(u(-(j+1)) - u(-j) - u(1))
\lesssim \Psi_{2, \gamma}(u)(0).
\]
(ii) Consider now the case \( u(1) > 0 \). Then we know by (49) that \( u(-(j+1)) - u(-j) > 0 \) and \( u(-1) < 0 \) hold. By Lemma 2.3 we hence observe that

\[
F_{\gamma}(u(-(j+1)) - u(-j)) \lesssim e^{u(-1)} \Upsilon(u(-(j+1)) - u(-j) - u(-1)),
\]

and therefore (40) shows

\[
\sum_{j \in C_6} k(j)F_{\gamma}(u(-(j+1)) - u(-j)) \lesssim \sum_{j=1}^{\infty} k(j)e^{u(-1)} \Upsilon(u(-(j+1)) - u(-j) - u(-1)) \\
\lesssim \Psi_{2,\Upsilon}(u)(0).
\]

As \( j \in B_{C}^{C} \), we know that \( u(-(j+1)) - u(-j) - u(1) > 0 \). Thus, together with (49) and Lemma 4.1 we obtain that

\[
\sum_{j \in C_6} k(j)F_{\gamma}(w(j+1) - w(j)) \\
\lesssim \sum_{j \in C_6} k(j)F_{\gamma}(w(j+1) - w(j) + \frac{u(-(j+1)) - u(-j) - u(1)}{2}) \\
\lesssim \sum_{j \in A_1} k(j)F_{\gamma}(u(j+1) - u(j) - u(1)) + \sum_{j \in C_6} k(j)F_{\gamma}(u(-(j+1)) - u(-j)) \\
\lesssim \Psi_{2,\Upsilon}(u)(0).
\]

\( j \in A_1 \cap A_2 \cap B^{C} =: C_7 \): Since \( j \in C_7 \) we get

\[
-u(j+1) - u(j) < -u(1) \text{ and } u(j+1) - u(j) \leq u(1).
\]

In particular, together with (51), we observe that \( 2(w(j+1) - w(j)) \leq u(-1) - u(-1) = 0 \). We distinguish the following two cases.

(i) Looking first at the case in which \( u(-1) \leq 0 \) we get with (51), (55) and Lemma 4.1

\[
\sum_{j \in C_7} k(j)F_{\gamma}(w(j+1) - w(j)) \leq \sum_{j \in C_7} k(j)F_{\gamma}(w(j+1) - w(j) + u(-1)) \\
\lesssim \sum_{j \in A_2} k(j)F_{\gamma}(u(j+1) - u(j) + u(-1)) + \sum_{j \in B^{C}} k(j)F_{\gamma}(u(-(j+1)) - u(-j) + u(-1)) \\
\lesssim \Psi_{2,\Upsilon}(u)(0).
\]

(ii) Consider now the case \( u(-1) > 0 \). Then we know by (53) that \( u(-(j+1)) - u(-j) < 0 \) and \( u(1) < 0 \). By Lemma 2.3 we hence obtain that

\[
F_{\gamma}(u(-j) - u(-(j+1))) \lesssim e^{u(1)} \Upsilon(u(-j) - u(-(j+1)) - u(1)),
\]

and therefore (48), together with (42), shows that

\[
\sum_{j \in C_7} k(j)F_{\gamma}(u(-j) - u(-(j+1))) \lesssim \sum_{j=1}^{\infty} k(j+1)e^{u(1)} \Upsilon(u(-j) - u(-(j+1)) - u(1)) \\
\lesssim \Psi_{2,\Upsilon}(u)(0).
\]

As \( j \in B_{C}^{C} \), we know that \( u(-(j+1)) - u(-j) + u(-1) < 0 \). Thus, together with (51) and Lemma 4.1 we find

\[
\sum_{j \in C_7} k(j)F_{\gamma}(w(j+1) - w(j))
\]
\[
\leq \sum_{j \in C_j} k(j)F_\gamma \left( w(j + 1) - w(j) + \frac{u(-(j + 1)) - u(-j) + u(-1)}{2} \right)
\]
\[
\lesssim \sum_{j \in A_2} k(j)F_\gamma (u(j + 1) - u(j) + u(-1)) + \sum_{j \in C_j} k(j)F_\gamma (u(j) - u(-(j + 1)))
\]
\[
\lesssim \Psi_{2, \Upsilon}(u)(0).
\]

**Subcase 4. Indices \( j \in A^C \cap B \):** By \( j \in A^C \) we know that (53) is satisfied. Hence we observe that
\[
2w(1) < u(j + 1) - u(j) + u(1) < 0 \quad \text{and} \quad 0 < u(j + 1) - u(j) - u(-1) < -2w(1).
\]
This gives
\[
(57) \quad \sum_{j \in A^C} k(j)F_\gamma (u(j + 1) - u(j) + u(1)) \leq \frac{1}{2}|k|_1 F_\gamma (2w(1)) \lesssim \Psi_{2, \Upsilon}(u)(0)
\]
and
\[
(58) \quad \sum_{j \in A^C} k(j)F_\gamma (u(j + 1) - u(j) - u(-1)) \leq \frac{1}{2}|k|_1 F_\gamma (2w(1)) \lesssim \Psi_{2, \Upsilon}(u)(0).
\]

Moreover, we also deduce from (53) that \( w(1) < 0 \) holds.

- \( j \in A^C \cap B_1 \cap B_2 \): Since \( j \in B_1 \cap B_2 \) we have
  \[
  -u(-1) \leq u(-(j + 1)) - u(-j) \leq u(1),
  \]
  from which we would get \( w(1) > 0 \). As we have already seen that \( w(1) < 0 \) must hold, this case cannot occur.

- \( j \in A^C \cap B_1 \cap B_2^C = C_8 \): Since \( j \in C_8 \) we get
  \[
  u(-(j + 1)) - u(-j) \geq -u(-1) \quad \text{and} \quad u(-(j + 1)) - u(-j) > u(1).
  \]
In particular, together with (53), we observe that \( 2(w(j + 1) - w(j)) \geq u(-1) - u(-1) = 0 \).
We again distinguish two cases.

(i) Looking first at the case in which \( u(-1) \leq 0 \) we get with (50), (58) and Lemma 4.1
\[
\sum_{j \in C_8} k(j)F_\gamma (w(j + 1) - w(j)) \leq \sum_{j \in C_8} k(j)F_\gamma (w(j + 1) - w(j) - u(-1))
\]
\[
\lesssim \sum_{j \in A^C} k(j)F_\gamma (u(j + 1) - u(j) - u(-1)) + \sum_{j \in B_1} k(j)F_\gamma (u(-(j + 1)) - u(-j) - u(-1))
\]
\[
\lesssim \Psi_{2, \Upsilon}(u)(0).
\]

(ii) Consider now the case \( u(-1) > 0 \). Then we know from (53) that \( u(j + 1) - u(j) > 0 \) and \( u(1) < 0 \). By Lemma 2.3 we hence observe that
\[
F_\gamma (u(j + 1) - u(j)) \lesssim \epsilon u(1) \Upsilon (u(j + 1) - u(j) - u(1)),
\]
and consequently (45) shows that
\[
\sum_{j \in C_8} k(j)F_\gamma (w(j + 1) - w(j)) \lesssim \sum_{j=1}^{\infty} k(j)\epsilon u(1) \Upsilon (u(j + 1) - u(j) - u(1)) \lesssim \Psi_{2, \Upsilon}(u)(0).
\]
As \( j \in A_1^C \), we know that \( u(j + 1) - u(j) - u(-1) > 0 \). Thus, together with (50) and Lemma 4.1 we see that

\[
\sum_{j \in C_9} k(j) F_\gamma \left( w(j + 1) - w(j) \right) \leq \sum_{j \in C_9} k(j) F_\gamma \left( w(j + 1) - w(j) + \frac{u(j + 1) - u(j) - u(-1)}{2} \right)
\]

\[
\lesssim \sum_{j \in B_1} k(j) F_\gamma \left( u(-j) - u(-j) - u(-1) \right) + \sum_{j \in C_9} k(j) F_\gamma \left( u(j + 1) - u(j) \right)
\]

\[
\lesssim \Psi_{2, \gamma}(u)(0).
\]

- \( j \in A_1^C \cap B_1^C \cap C_9 \): Since \( j \in C_9 \) we get

\[
u(-j + 1) - u(-j) < -u(-1) \text{ and } u(-j + 1) - u(-j) \leq u(1).\]

In particular, together with (53), we observe that \( 2(\nu(j + 1) - \nu(j)) \leq u(1) - u(1) = 0 \).

We distinguish the following two cases.

(i) Looking first at the case in which \( u(1) \leq 0 \) we get with (52), (57) and Lemma 4.1

\[
\sum_{j \in C_9} k(j) F_\gamma \left( w(j + 1) - w(j) \right) \leq \sum_{j \in C_9} k(j) F_\gamma \left( w(j + 1) - w(j) + u(1) \right)
\]

\[
\lesssim \sum_{j \in A_1^C} k(j) F_\gamma \left( u(j + 1) - u(j) + u(1) \right) + \sum_{j \in B_2} k(j) F_\gamma \left( u(-j + 1) - u(-j) + u(1) \right)
\]

\[
\lesssim \Psi_{2, \gamma}(u)(0).
\]

(ii) Consider now the case \( u(1) > 0 \). Then we know by (53) that \( u(j + 1) - u(j) < 0 \) and \( u(-j) < 0 \). By Lemma 2.3 we hence observe that

\[
F_\gamma \left( w(j) - u(j + 1) \right) \lesssim e^{u(j)} \Psi(u(j) - u(j + 1) - u(-1)),
\]

and thus (47), together with (42), shows that

\[
\sum_{j \in C_9} k(j) F_\gamma \left( u(j) - u(j + 1) \right) \lesssim \sum_{j=1}^{\infty} k(j + 1) e^{u(j)} \Psi(u(j) - u(j + 1) - u(-1))
\]

\[
\lesssim \Psi_{2, \gamma}(u)(0).
\]

As \( j \in A_1^C \), we know that \( u(j + 1) - u(j) + u(1) < 0 \). Thus, together with (52) and Lemma 4.1 we find

\[
\sum_{j \in C_9} k(j) F_\gamma \left( w(j + 1) - w(j) \right) \leq \sum_{j \in C_9} k(j) F_\gamma \left( w(j + 1) - w(j) + \frac{u(j + 1) - u(j) + u(1)}{2} \right)
\]

\[
\lesssim \sum_{j \in B_2} k(j) F_\gamma \left( u(-j + 1) - u(-j) + u(1) \right) + \sum_{j \in C_9} k(j) F_\gamma \left( u(j) - u(j + 1) \right)
\]

\[
\lesssim \Psi_{2, \gamma}(u)(0).
\]

As \( N = \bigcup_{i=1}^{9} C_i \), we conclude that

\[
\sum_{j=1}^{\infty} k(j) F_\gamma \left( w(j + 1) - w(j) \right) \leq \sum_{i=1}^{9} \sum_{j \in C_i} k(j) F_\gamma \left( w(j + 1) - w(j) \right) \lesssim \Psi_{2, \gamma}(u)(0),
\]

i.e. (44) holds true.
Step 3: Estimating a weighted $l_\gamma$-norm of $w$ by $\Psi_{2,T}(u)(0)$. Let $N \in \mathbb{N}$ with $N \geq 2$. Then by Lemma 4.1 we have for any $\delta \in (0, \gamma - 1)$

$$
\sum_{j=1}^{N} \frac{k(j)}{j^{\gamma-1}} F_\gamma(w(j + 1)) = \sum_{j=1}^{N} \frac{k(j)}{j^{\gamma-1}} F_\gamma(w(j + 1) - w(j) + w(j))
$$

$$
\leq \sum_{j=1}^{N} \frac{k(j)}{j^{\gamma-1}} \tilde{C} j^{\gamma-1} F_\gamma(w(j + 1) - w(j)) + \sum_{j=1}^{N} \frac{k(j)}{j^{\gamma-1}} (1 + \frac{\delta}{j}) F_\gamma(w(j))
$$

$$
\leq \tilde{C} \sum_{j=1}^{N} k(j) F_\gamma(w(j + 1) - w(j)) + k(1)(1 + \delta) F_\gamma(w(1))
$$

$$
+ \sum_{j=1}^{N} \frac{k(j + 1)}{(j + 1)^{\gamma-1}} \left(1 + \frac{\delta}{j + 1}\right) F_\gamma(w(j + 1)).
$$

Due to Step 2, we observe that

$$
\sum_{j=1}^{N} \Lambda(j, \delta) F_\gamma(w(j + 1)) \lesssim \Psi_{2,T}(u)(0),
$$

where (using the monotonicity of $k$)

$$
\Lambda(j, \delta) = \frac{k(j)}{j^{\gamma-1}} - \frac{k(j + 1)}{(j + 1)^{\gamma-1}} - \delta \frac{k(j + 1)}{(j + 1)^{\gamma}}
$$

$$
\geq k(j + 1) \left(\frac{1}{j^{\gamma-1}} - \frac{1}{(j + 1)^{\gamma-1}} - \frac{\delta}{(j + 1)^{\gamma}}\right)
$$

$$
= k(j + 1) \left(\frac{1}{(j + 1)^{\gamma-1}} - \frac{\delta}{(j + 1)^{\gamma}}\right).
$$

By convexity of the mapping $r \mapsto r^{\gamma-1}$ ($\gamma \geq 2$), we have that $(j + 1)^{\gamma-1} - j^{\gamma-1} \geq (\gamma - 1)j^{\gamma-2}$ and hence

$$
\Lambda(j, \delta) \geq k(j + 1) \left(\frac{1}{(j + 1)^{\gamma-1}} - \frac{\delta}{(j + 1)^{\gamma}}\right) \geq k(j + 1) \frac{\gamma - 1 - \delta}{(j + 1)^{\gamma}}.
$$

Thus,

$$
\sum_{j=1}^{N} \frac{k(j + 1)}{(j + 1)^{\gamma}} F_\gamma(w(j + 1)) \leq \frac{1}{\gamma - 1 - \delta} \sum_{j=1}^{N} \Lambda(j, \delta) F_\gamma(w(j + 1)) \lesssim \Psi_{2,T}(u)(0).
$$

(59)

Taking the limit as $N \to \infty$ in (59) finally gives

$$
\sum_{j=1}^{\infty} \frac{k(j + 1)}{(j + 1)^{\gamma}} F_\gamma(w(j + 1)) \lesssim \Psi_{2,T}(u)(0).
$$

Step 4: Combining Step 1 and Step 3. If we now combine Step 1 and Step 3, we arrive at

$$
F_\gamma(Lu(0)) \leq 2^{\gamma} C_\alpha (k)^{\gamma-1} \sum_{j=1}^{\infty} \frac{k(j)}{j^{\gamma}} F_\gamma(w(j))
$$

$$
= 2^{\gamma} C_\alpha (k)^{\gamma-1} \left(k(1) F_\gamma(w(1)) + \sum_{j=1}^{\infty} \frac{k(j + 1)}{(j + 1)^{\gamma}} F_\gamma(w(j + 1))\right) \lesssim \Psi_{2,T}(u)(0),
$$

i.e. there is a $d > 0$ such that $\Psi_{2,T}(u)(0) \geq \frac{1}{d} F_\gamma(Lu(0)) = \frac{1}{d} |Lu(0)|^{\gamma}$. The corresponding estimate holds at any $x \in \mathbb{Z}$, by Lemma 22 and thus (13) is proved. Considering now the
CD-function $F = \frac{1}{x}F_\gamma(x)$, we finally conclude that the operator $L$ generated by $k$ satisfies $CD_T(0, F)$. □

**Remarks 4.3.** (i) The statement in Theorem 4.2 is even stronger than a $CD_T(0, F)$-condition as estimate (13) also gives a non-trivial lower bound for $\Psi_{2, T}(u(x))$ in case that $-Lu(x) < 0$. However, in the applications one only needs the estimate with $-Lu(x) \geq 0$.

(ii) Setting $\alpha = 2$ in estimate (13) yields the validity of $CD_T(0, d)$. More precisely, every operator $L$ generated by a kernel with finite second moment that is non-increasing on $\mathbb{N}$ and for which we find a suitable constant $C \geq 1$ such that (12) holds satisfies (13) with the $CD$-function $F(x) = \frac{1}{n} x^2$. As the condition $CD(0, d)$ is necessary for $CD_T(0, d)$ to hold (cf. [18, Remark 2.4(ii)]), Theorem 4.2 can be seen as a generalization of [16, Theorem 4.1] aside from the weak additional assumption (12).

(iii) The condition (12) is counter-intuitive at a first glance, since it states that the speed of decrease is controlled. It is in particular valid for kernels that have finite support, which are usually considered as the best possible situations. However, there also exist kernels that violate condition (12) not for the reason of decaying too fast. Indeed, we will now present a class of integrable kernels that do neither satisfy (12) nor the mild integrability condition (39). Further, even the weaker condition (12) is violated for a certain range of parameters. Let the kernel $k$ be given as in Remark 3.8 for some $\alpha \geq 1$. Further, let $h(n) = n!$ for $n \in \mathbb{N}$. Then, we define the kernel $\tilde{k}$ by

$$\tilde{k}(j) = k(h(n - 1)), \text{ if } h(n - 1) \leq |j| < h(n), n \geq 2.$$ 

We have that

$$\frac{\tilde{k}(h(n) - 1)}{\tilde{k}(h(n))} = \frac{k(h(n - 1))}{k(h(n))} = \frac{n! \log(1 + n!)^{1+\alpha}}{(n-1)! \log(1 + (n-1)!)^{1+\alpha}} = \frac{n \log(1 + n!)}{\log(1 + (n-1)!)}.$$

By Stirling’s formula, we know that $\log(n!)$ behaves for large $n$ like $n \log(n)$. Therefore, we conclude from the above calculation that (12) is not satisfied for the kernel $\tilde{k}$. Besides that, the kernel $\tilde{k}$ is integrable but the mild condition (39) is not satisfied. Indeed, for $N \geq 2$ and $\delta \in [0, 1)$ we have that

$$\sum_{n=1}^{N} \frac{((n-1)!)^{\delta} (n-1)!}{(1+\alpha) (1-\delta)!}.$$ 

Employing again the asymptotic behaviour from Stirling’s formula, we conclude that the denominator in the latter sum behaves for large $n$ like $(n-1)^{(1+\alpha)/(1-\delta)} \log(n)^{(1+\alpha)/(1-\delta)}$. Since $\alpha \geq 1$ this sum converges as $N \to \infty$ if $\delta = 0$. In the case of $\delta \in (0, 1)$ the sum apparently does not converge. We now show that even (32) is violated for $\alpha \in [1, 2)$. One can employ similar arguments to observe that (32) holds true if $\alpha \geq 2$. We have

$$\sum_{j=1}^{h(N)-1} \tilde{k}(j) \log \left( 2 + \frac{1}{k(j)} \right) = \sum_{n=1}^{N} \frac{(n-1)! \log(1 + (n-1)!)^{1+\alpha}}{(1+\alpha) (1-\delta)!}.$$ 

Finally, we define the $CD$-function $F = \frac{1}{x}F_\gamma(x)$, we finally conclude that the operator $L$ generated by $k$ satisfies $CD_T(0, F)$. □

**Remarks 4.3.** (i) The statement in Theorem 4.2 is even stronger than a $CD_T(0, F)$-condition as estimate (13) also gives a non-trivial lower bound for $\Psi_{2, T}(u(x))$ in case that $-Lu(x) < 0$. However, in the applications one only needs the estimate with $-Lu(x) \geq 0$.

(ii) Setting $\alpha = 2$ in estimate (13) yields the validity of $CD_T(0, d)$. More precisely, every operator $L$ generated by a kernel with finite second moment that is non-increasing on $\mathbb{N}$ and for which we find a suitable constant $C \geq 1$ such that (12) holds satisfies (13) with the $CD$-function $F(x) = \frac{1}{n} x^2$. As the condition $CD(0, d)$ is necessary for $CD_T(0, d)$ to hold (cf. [18, Remark 2.4(ii)]), Theorem 4.2 can be seen as a generalization of [16, Theorem 4.1] aside from the weak additional assumption (12).

(iii) The condition (12) is counter-intuitive at a first glance, since it states that the speed of decrease is controlled. It is in particular valid for kernels that have finite support, which are usually considered as the best possible situations. However, there also exist kernels that violate condition (12) not for the reason of decaying too fast. Indeed, we will now present a class of integrable kernels that do neither satisfy (12) nor the mild integrability condition (39). Further, even the weaker condition (12) is violated for a certain range of parameters. Let the kernel $k$ be given as in Remark 3.8 for some $\alpha \geq 1$. Further, let $h(n) = n!$ for $n \in \mathbb{N}$. Then, we define the kernel $\tilde{k}$ by

$$\tilde{k}(j) = k(h(n - 1)), \text{ if } h(n - 1) \leq |j| < h(n), n \geq 2.$$ 

We have that

$$\frac{\tilde{k}(h(n) - 1)}{\tilde{k}(h(n))} = \frac{k(h(n - 1))}{k(h(n))} = \frac{n! \log(1 + n!)^{1+\alpha}}{(n-1)! \log(1 + (n-1)!)^{1+\alpha}} = \frac{n \log(1 + n!)}{\log(1 + (n-1)!)}.$$

By Stirling’s formula, we know that $\log(n!)$ behaves for large $n$ like $n \log(n)$. Therefore, we conclude from the above calculation that (12) is not satisfied for the kernel $\tilde{k}$. Besides that, the kernel $\tilde{k}$ is integrable but the mild condition (39) is not satisfied. Indeed, for $N \geq 2$ and $\delta \in [0, 1)$ we have that

$$\sum_{n=1}^{N} \frac{((n-1)!)^{\delta} (n-1)!}{(1+\alpha) (1-\delta)!}.$$ 

Employing again the asymptotic behaviour from Stirling’s formula, we conclude that the denominator in the latter sum behaves for large $n$ like $(n-1)^{(1+\alpha)/(1-\delta)} \log(n)^{(1+\alpha)/(1-\delta)}$. Since $\alpha \geq 1$ this sum converges as $N \to \infty$ if $\delta = 0$. In the case of $\delta \in (0, 1)$ the sum apparently does not converge. We now show that even (32) is violated for $\alpha \in [1, 2)$. One can employ similar arguments to observe that (32) holds true if $\alpha \geq 2$. We have

$$\sum_{j=1}^{h(N)-1} \tilde{k}(j) \log \left( 2 + \frac{1}{k(j)} \right) = \sum_{n=1}^{N} \frac{(n-1)! \log(1 + (n-1)!)^{1+\alpha}}{(1+\alpha) (1-\delta)!}.$$
proof of Theorem 4.2, we know that for any
\[ \tilde{\Psi} \in \mathcal{C} \] (60)
Then the operator \( \tilde{\Psi} \) is comparable with kernels that meet the assumptions of Theorem 4.2.

Corollary 4.4. Let \( k, \alpha, \gamma \) and \( F \) be as in Theorem 4.2. Consider another symmetric kernel \( \hat{k} : \mathbb{Z} \to [0, \infty) \) such that there exist constants \( m_1, m_2 > 0 \) with
\[ m_1 k(j) \leq \hat{k}(j) \leq m_2 k(j) \]
for any \( j \in \mathbb{N} \). Let \( C_\alpha(k) \) be given by (61) and define
\[ C_\alpha(\hat{k}) = \sum_{j \in \mathbb{N}} \hat{k}(j) j^\alpha. \]

Then the operator \( \hat{L} \) generated by \( \hat{k} \) satisfies \( CD_{\gamma}(0, \hat{F}) \) with the CD-function \( \hat{F} = \frac{1}{d} F \), where
\[ d = \frac{C_\alpha(\hat{k})^{-1} m_2}{C_\alpha(\hat{k})^{-1} m_1}. \]

Proof. First, note that (60) implies that \( C_\alpha(\hat{k}) < \infty \). Recalling the strategy of the proof of Theorem 4.2, we argue as in Step 1 to obtain
\[ F_\gamma(\hat{L}u(0)) \leq 2^\gamma C_\alpha(\hat{k})^{-1} \sum_{j=1}^\infty \frac{\hat{k}(j)}{j^\gamma} F_\gamma(w(j)) \leq 2^\gamma C_\alpha(\hat{k})^{-1} m_2 \sum_{j=1}^\infty \frac{k(j)}{j^\gamma} F_\gamma(w(j)), \]
where \( u \in \ell^\infty(\mathbb{Z}) \) and \( w \) denotes the corresponding symmetrization. Now, proceeding as in the proof of Theorem 4.2, we know that
\[ 2^\gamma \sum_{j=1}^\infty \frac{k(j)}{j^\gamma} F_\gamma(w(j)) \leq \frac{d}{C_\alpha(\hat{k})^{-1}} \Psi_{2, \gamma}(u)(0), \]
where \( d \) is as in Theorem 4.2. Clearly, (60) yields \( \Psi_{2, \gamma}(u)(0) \leq \frac{1}{m_1} \hat{\Psi}_{2, \gamma}(u)(0) \), where \( \hat{\Psi}_{2, \gamma} \) denotes the corresponding operator for \( \hat{L} \). Hence, we end up with
\[ F_\gamma(\hat{L}u(0)) \leq \frac{C_\alpha(\hat{k})^{-1} m_2 d}{C_\alpha(\hat{k})^{-1} m_1} \hat{\Psi}_{2, \gamma}(u)(0) \]
and the claim follows.

Due to its particular importance, we provide a formulation of Theorem 4.2 for the specific example of the operator \( L_\beta \). Other important operators to which Theorem 4.2 applies, too, include, for instance, those whose associated kernels are non-increasing and decay exponentially.

Corollary 4.5. Let \( \beta \in (1, \infty) \), \( \alpha \in (1, 2] \) such that \( \alpha < \beta \) and set \( \gamma = \frac{\alpha}{\beta} \). Then there exists a constant \( d > 0 \) such that the operator \( L_\beta \) satisfies \( CD_{\gamma}(0, F) \) with the CD-function \( F = \frac{1}{d} F_\gamma |0, \infty) \).
Proof. Clearly, the kernel $k_\beta$ is non-increasing on $\mathbb{N}$ and has finite $\alpha$-th moment as $\alpha < \beta$. Furthermore, we have $k_\beta(j) \leq 2^{1+\beta}k_\beta(j+1)$ for every $j \in \mathbb{N}$, i.e. condition (12) is satisfied. The claim now follows from Theorem (4.2) \hfill $\square$

Regarding the operator $L_\beta$ with $\beta > 1$, Corollary (4.5) yields an alternative CD-function to the one we obtained in Corollary (3.5). Hence, it is natural to ask if this CD-function yields an improvement compared to the result of Corollary (3.5). As the CD-function from Corollary (3.5) behaves better for large arguments, we only need to focus on the behaviour for small arguments. If $\beta > 2$, we can choose $\alpha = 2$ in Corollary (4.4) which yields a quadratic behaviour of the corresponding CD-function near zero. This is best possible and, besides that, unreachable for the CD-function from Corollary (3.5) since $\frac{1+2\beta}{\beta} > 2$ for any $\beta > 0$. In order to compare our two candidates for $\beta \in (1, 2]$, we need to determine those $\beta > 1$ for which one has

$$\frac{1+2\beta}{\beta} < \frac{\beta}{\beta-1}. \tag{61}$$

This inequality is equivalent to $\beta^2 - \beta - 1 < 0$, which yields that (61) holds if and only if $\beta \in (1, \frac{1+\sqrt{5}}{2}]$. In this case the CD-function of Corollary (3.5) behaves better for small arguments. If instead $\beta > \frac{1+\sqrt{5}}{2}$, the CD-function from Corollary (4.4) dominates for small arguments. We summarize our findings in the following result.

**Theorem 4.6.** Let $\beta \in (0, 2)$ and set $\beta_* = \frac{1+\sqrt{5}}{2}$. Then there exist constants $c_i > 0$ ($i = 1, \ldots, 4$) and some $\nu > 0$ such that $L_\beta$ satisfies CD$_T$($0, F$) with a CD-function $F$ that behaves like

$$F(x) \sim c_1 x^{\frac{1+2\beta}{\beta}} \text{ as } x \to 0 \text{ and } F(x) \sim c_2 e^{\nu x} \text{ as } x \to \infty \tag{62}$$

if $\beta \in (0, \beta_*]$ and like

$$F(x) \sim c_3 x^{\frac{\beta}{\beta-1}} \text{ as } x \to 0 \text{ and } F(x) \sim c_4 e^{\nu x} \text{ as } x \to \infty, \tag{63}$$

if $\beta \in (\beta_*, 2)$. Here, $\varepsilon \in (0, \beta - 1)$ can be chosen arbitrarily small.

Combining Theorem (4.6) with Corollary (4.4) and having in mind that (5) holds, we deduce a corresponding result for fractional powers of the discrete Laplacian in one dimension.

**Corollary 4.7.** Let $\beta \in (0, 2)$. There exist constants $\tilde{c}_i > 0$ ($i = 1, \ldots, 4$) and some $\nu > 0$ such that the fractional discrete Laplacian in one dimension $-\left( -\Delta \right)^{\beta}$ satisfies CD$_T$($0, F$) with a CD-function $F$ that behaves like

$$F(x) \sim \tilde{c}_1 x^{\frac{1+2\beta}{\beta}} \text{ as } x \to 0 \text{ and } F(x) \sim \tilde{c}_2 e^{\nu x} \text{ as } x \to \infty \text{ if } \beta \in (0, \beta_*]$$

and like

$$F(x) \sim \tilde{c}_3 x^{\frac{\beta}{\beta-1}} \text{ as } x \to 0 \text{ and } F(x) \sim \tilde{c}_4 e^{\nu x} \text{ as } x \to \infty \text{ if } \beta \in (\beta_*, 2).$$

Here, $\varepsilon \in (0, \beta - 1)$ can again be chosen arbitrarily small.

**Remark 4.8.** It is also possible to directly invoke Theorem (4.2) in order to obtain the statement of Corollary (4.7) in the regime where $\beta \in (\beta_*, 2)$. While the existence of the corresponding $\alpha$-th moment can be deduced from the similarity to the respective power-type kernel, one can verify (12) by a simple application of the fundamental identity of the Gamma function using the representation formula (5). The fact that $k^*_{\beta}$ is non-increasing on $\mathbb{N}$ follows from a straightforward calculation, see Example (6.7 (ii)).
5. Li-Yau Inequality

The aim of this section is to prove a Li-Yau type inequality for an operator $L$ of the form \( (\Delta)^{\beta} u = F \) satisfying $CD_T(0, F)$ with a certain $CD$-function $F$. For functions $u$ satisfying this Li-Yau estimate we will also be able to prove a Harnack inequality in Section 6.

Again we will have a special focus on the operators $L_\beta$ and the fractional discrete Laplacian in one dimension $-(\Delta)^\beta = -\sum_{n=1}^N \frac{\partial^2}{\partial x^2}$ with $\beta \in (0, 2)$, for which we already know from the previous section that a certain $CD_T(0, F)$ condition is satisfied. As the power-type kernel has unbounded support, we will need a suitable weight function which we define in the following lemma. Note that for any $\alpha \in (0, 1]$ there holds

$$|x|^\alpha - |y|^\alpha \leq |x - y|^\alpha, \quad x, y \in \mathbb{R}. \quad (64)$$

This follows from the triangle inequality and the inequality $(a+b)^\alpha \leq a^\alpha + b^\alpha$, $a, b \geq 0, \alpha \in (0, 1]$.

**Lemma 5.1.** For $\alpha \in (0, 1]$ and $R \in \mathbb{N}$ let the function $\psi_R : \mathbb{Z} \to (0, 1]$ be defined by

$$\psi_R(x) := \begin{cases} \left(\frac{R}{|x|}\right)^\alpha, & \text{if } |x| \geq R, \\ 1, & \text{if } |x| < R. \end{cases} \quad (65)$$

Then there holds

$$\frac{|\psi_R(x) - \psi_R(y)|}{\psi_R(x)} \leq \frac{1}{R^\alpha}, \quad x, y \in \mathbb{Z}. \quad (66)$$

**Proof.** We distinguish several cases in which we will make use of (64).

- **Case 1.** $|x|, |y| \geq R$: Here we may estimate as follows.

  $$\frac{|\psi_R(x) - \psi_R(y)|}{\psi_R(x)} = \frac{||y|^\alpha - |x|^\alpha|}{|y|^\alpha} \leq \frac{1}{R^\alpha} |\psi_R(y) - \psi_R(x)| \leq \frac{1}{R^\alpha} |x - y|^\alpha.$$  

- **Case 2.** $|x|, |y| < R$: Clear as the left hand side vanishes.

- **Case 3.** $|x| \geq R, |y| < R$: In this case there holds $|x|^\alpha - R^\alpha \leq |x|^\alpha - |y|^\alpha$ from which we deduce

  $$\frac{|\psi_R(x) - \psi_R(y)|}{\psi_R(x)} = \frac{1}{R^\alpha}(|x|^\alpha - R^\alpha) \leq \frac{1}{R^\alpha} |\psi_R(y) - \psi_R(x)| \leq \frac{1}{R^\alpha} |x - y|^\alpha.$$  

- **Case 4.** $|x| < R, |y| \geq R$: Analogously to Case 3, there holds $|y|^\alpha - R^\alpha \leq |y|^\alpha - |x|^\alpha$ in this case, which gives

  $$\frac{|\psi_R(x) - \psi_R(y)|}{\psi_R(x)} \leq \frac{1}{R^\alpha}(|y|^\alpha - R^\alpha) \leq \frac{1}{R^\alpha} |\psi_R(y) - \psi_R(x)| \leq \frac{1}{R^\alpha} |x - y|^\alpha.$$  

\[ \square \]

In the following we consider $CD$-functions $F$ such that the function $g : [0, \infty) \to [0, \infty)$ defined by

$$g(x) = \begin{cases} \frac{F(x)}{x}, & x > 0, \\ 0, & x = 0, \end{cases} \quad (65)$$

satisfies the estimate

$$g(x) + g(y) \leq g(x+y), \quad x, y \in [0, \infty). \quad (66)$$
Note, that this includes all CD-functions $F$ such that $x \mapsto x^{-2}F(x)$ is monotonically increasing on $(0, \infty)$. Indeed, if $F$ enjoys the latter property we may estimate as

$$g(x) + g(y) = \frac{g(x)}{x} + \frac{g(y)}{y} \leq (x + y)\frac{g(x + y)}{(x + y)} = g(x + y), \quad x, y > 0.$$  

Recall that all CD-functions of our interest can be bounded from below by a CD-function $\tilde{F}$ of the form \(10\), for which the choice of $M \geq \frac{2}{3}$ implies that $x \mapsto x^{-2}\tilde{F}(x)$ is monotonically increasing on $(0, \infty)$.

The main theorem of this section reads as follows.

**Theorem 5.2.** Let $\alpha > 0$ and $k$ be a kernel with finite $\alpha$-th moment. Let $L$ be the operator generated by $k$. Suppose that $L$ satisfies $CD_T(0, F)$ with a CD-function $F$ such that the function $g$ from \(65\) satisfies \(66\). Let $\phi$ be the relaxation function associated with the function $2F$. Consider a bounded function $u : [0, \infty) \times Z \to (0, \infty)$ that is $C^1$ in time and solves the equation

$$\partial_t u(t, x) - Lu(t, x) = 0 \quad \text{on } (0, \infty) \times Z.$$  

Then for $v(t, x) = \log u(t, x)$ there holds $v(t, x + \cdot) \in \ell_1^k(Z)$ for any $(t, x) \in (0, \infty) \times Z$ and

$$-Lv(t, x) \leq \varphi(t), \quad (t, x) \in (0, \infty) \times Z$$

and thus

$$\partial_t v(t, x) \geq \Psi_T(v)(t, x) - \varphi(t), \quad (t, x) \in (0, \infty) \times Z.$$  

**Proof.** We first consider the bounded function $v_\varepsilon(t, x) := \log (u(t, x) + \varepsilon)$, $\varepsilon > 0$, and show the estimate

$$-Lv_\varepsilon(t, x) \leq \varphi(t), \quad (t, x) \in (0, \infty) \times Z, \quad \varepsilon > 0.$$  

Afterwards, we will investigate the limit as $\varepsilon \to 0$ in order to establish the general statement.

Let $\varepsilon > 0$ and $R \in \mathbb{N}$ be arbitrarily fixed and consider the corresponding weight function $\psi_R(x)$ from Lemma 5.1. On $[0, \infty) \times Z$ we define the function $G_\varepsilon$ by setting

$$G_\varepsilon(t, x) = \frac{-Lv_\varepsilon(t, x)}{\varphi(t)} \psi_R(x), \quad t > 0, x \in Z,$$

and $G_\varepsilon(0, x) = 0$, $x \in Z$. Observe that $G_\varepsilon$ is continuous in time since $\varphi(t) \to \infty$ as $t \to 0^+$ and $Lv_\varepsilon(t, x)$ is bounded. Our aim is to show that for any $(t, x) \in (0, \infty) \times Z$ there holds

$$G_\varepsilon(t, x) \leq 1 + \frac{1}{\varphi(t)}h(R)$$

with some function $h$ such that $h(R) \to 0$ as $R \to \infty$. Sending $R \to \infty$ then yields \(69\).

We start by generalizing the two operators $\Psi$ and $B_T$ introduced in Section 1.2. For a continuous function $H : \mathbb{R} \to \mathbb{R}$ and $w, \tilde{w} \in \ell_1^\infty(Z)$ we define (cf. \[20\], Section 2)

$$\Psi_H(w)(x) = \sum_{y \in Z} k(x - y)H(w(y) - w(x)), \quad x \in Z,$$

and

$$B_H(w, \tilde{w})(x) = \sum_{y \in Z} k(x - y)H(w(y) - w(x))(\tilde{w}(y) - \tilde{w}(x)), \quad x \in Z.$$  

By \[20\], Lemma 2.2, the evolution equation for $v_\varepsilon$ reads as

$$\partial_t v_\varepsilon - Lv_\varepsilon = \Psi_T(v_\varepsilon), \quad (t, x) \in (0, \infty) \times Z.$$
Applying $L$ to equation \((71)\), we deduce that
\[
\partial_t L \psi = L \Psi_T(\psi), \quad (t, x) \in (0, \infty) \times \mathbb{Z},
\]
due to the dominated convergence theorem. Observe that (see also \cite{20}, Remark 2.9 (iii))
\[
L \Psi_T(\psi) = 2 \Psi_2(\psi) + B_{\exp}(\psi, L \psi), \quad (t, x) \in (0, \infty) \times \mathbb{Z}.
\]
Inserting this into \((72)\), we obtain
\[
\partial_t L \psi = 2 \Psi_2(\psi) + B_{\exp}(\psi, L \psi), \quad (t, x) \in (0, \infty) \times \mathbb{Z},
\]
which in turn gives
\[
\partial_t G_\varepsilon = - \frac{\psi_R(x)}{\varphi(t)} (2 \Psi_2(\psi) + B_{\exp}(\psi, L \psi)) - \frac{\dot{\varphi}(t)}{\varphi(t)} G_\varepsilon.
\]

Now let $t_1 > 0$ be arbitrarily fixed and suppose that $G_\varepsilon$ (restricted to the set $[0, t_1] \times \mathbb{Z}$) assumes its global maximum at $(t_*, x_*) \in [0, t_1] \times \mathbb{Z}$. We can assume w.l.o.g. that $G_\varepsilon(t_*, x_*) > 0$ as otherwise inequality \((73)\) follows by positivity of $\varphi$. Then by definition of $G_\varepsilon$ it is clear that $t_* > 0$ and thus $(\partial_t G_\varepsilon)(t_*, x_*) \geq 0$. Thus, at the maximum point $(t_*, x_*)$ we get the estimate
\[
0 \leq -2 \Psi_2(\psi)(t_*, x_*) - B_{\exp}(\psi, L \psi)(t_*, x_*) - \frac{\dot{\varphi}(t_*)}{\varphi(x_*)} G_\varepsilon(t_*, x_*).
\]

We now consider the second term on the right-hand side of this inequality. As $u$ is bounded, by assumption, there exists an $M > 0$ such that $u(j) \leq M$, $j \in \mathbb{Z}$. Using this, the maximum property of $G_\varepsilon$ at the point $(t_*, x_*)$ and Lemma \ref{le2} we find
\[
-B_{\exp}(\psi, L \psi)(t_*, x_*) = - \sum_{j \in \mathbb{Z}} k(j) e^{
u(t_*, x_*) - \nu(t_*, x_*)} (L \psi)(t_*, x_*) - L \psi(t_*, x_*)
\]
\[
= \sum_{j \in \mathbb{Z}} k(j) e^{
u(t_*, x_*) - \nu(t_*, x_*)} \left( \frac{\varphi(t_*)}{\psi_R(x_*)} (G_\varepsilon(t_*, x_*) + j) - G_\varepsilon(t_*, x_*) \right)
\]
\[
+ \frac{\psi_R(x_*) - \psi_R(x_*) + j}{\psi_R(x_*)} \left( - L \psi(t_*, x_*) + j \right)
\]
\[
\leq \sum_{j \in \mathbb{Z}} k(j) e^{
u(t_*, x_*) - \nu(t_*, x_*)} \left[ \frac{\psi_R(x_*) - \psi_R(x_*) + j}{\psi_R(x_*)} \right] |L \psi(t_*, x_*) + j|
\]
\[
\leq \frac{M + \varepsilon}{\varepsilon} \log \left( \frac{M + \varepsilon}{\varepsilon} \right) |k| \frac{1}{R^\alpha} \sum_{j \in \mathbb{Z}} k(j) |j|^{\alpha} =: \frac{C(\varepsilon, M)}{R^\alpha}.
\]

Note that the last sum is finite since $k$ has finite $\alpha$-th moment. Using this estimate in \((73)\) yields
\[
2 \Psi_2(\psi)(t_*, x_*) \leq - \frac{\dot{\varphi}(t_*)}{\varphi(t_*)} \left( - L \psi(t_*, x_*) \right) + \frac{C(\varepsilon, M)}{R^\alpha}.
\]

We now apply the condition $CD_T(0, F)$ and use the ODE for the relaxation function $\varphi$ to get
\[
2 F \left( - L \psi(t_*, x_*) \right) \leq 2 F \left( \frac{\dot{\varphi}(t_*)}{\varphi(t_*)} \right) \left( - L \psi(t_*, x_*) \right) + \frac{C(\varepsilon, M)}{R^\alpha}.
\]

The function $g$ from \((65)\) is invertible and therefore the previous inequality is equivalent to
\[
g \left( - L \psi(t_*, x_*) \right) \leq g \left( \varphi(t_*) \right) + g \left( \frac{C(\varepsilon, M)}{2 R^\alpha \left( - L \psi(t_*, x_*) \right)} \right).
\]
Applying \(66\) now gives
\[
g\left(-Lv_{\varepsilon}(t_{\ast},x_{\ast})\right) \leq g\left(\varphi(t_{\ast}) + g^{-1}\left(\frac{C(\varepsilon,M)}{2R^{g}(Lv_{\varepsilon}(t_{\ast},x_{\ast}))}\right)\right),
\]
Since \(F\) is a \(CD\)-function, \(g\) is strictly increasing. We therefore find
\[
-Lv_{\varepsilon}(t_{\ast},x_{\ast}) \leq \varphi(t_{\ast}) + g^{-1}\left(\frac{C(\varepsilon,M)}{2R^{g}(Lv_{\varepsilon}(t_{\ast},x_{\ast}))}\right),
\]
which yields
\[
G_{\varepsilon}(t_{\ast},x_{\ast}) \leq \frac{-Lv_{\varepsilon}(t_{\ast},x_{\ast})}{\varphi(t_{\ast})} \leq 1 + \frac{1}{\varphi(t_{\ast})}g^{-1}\left(\frac{C(\varepsilon,M)}{2R^{g}(Lv_{\varepsilon}(t_{\ast},x_{\ast}))}\right),
\]
(74)
as \(\varphi\) is strictly decreasing. We now distinguish two cases.

- **Case 1.** \(-Lv_{\varepsilon}(t_{\ast},x_{\ast}) \leq R^{-\frac{g}{2}}\): In this case, the desired inequality (70) follows without

  the preceding calculations. As \((t_{\ast},x_{\ast})\) is a global maximum point of \(G_{\varepsilon}\) restricted to the

  set \([0,t_{1}] \times \mathbb{Z}\), we have

  \[
  G_{\varepsilon}(t_{1},x) \leq G_{\varepsilon}(t_{\ast},x_{\ast}) \leq \frac{\psi_{R}(x_{\ast})}{\varphi(t_{\ast})}R^{\frac{g}{2}} \leq 1 + \frac{1}{\varphi(t_{1})}g^{-1}\left(\frac{C(\varepsilon,M)}{2R^{g}}\right), \quad x \in \mathbb{Z}.
  \]

- **Case 2.** \(-Lv_{\varepsilon}(t_{\ast},x_{\ast}) > R^{-\frac{g}{2}}\): We use again the maximum property of \(G_{\varepsilon}\) restricted to the

  set \([0,t_{1}] \times \mathbb{Z}\) at \((t_{\ast},x_{\ast})\). With (74) we now obtain

  \[
  G_{\varepsilon}(t_{1},x) \leq G_{\varepsilon}(t_{\ast},x_{\ast}) \leq 1 + \frac{1}{\varphi(t_{1})}g^{-1}\left(\frac{C(\varepsilon,M)}{2R^{g}}\right), \quad x \in \mathbb{Z},
  \]
as \(g^{-1}\) is strictly increasing.

Summarizing these results, we get for any \((t_{1},x) \in (0,\infty) \times \mathbb{Z}\)
\[
\frac{(-Lv_{\varepsilon}(t_{1},x))\psi_{R}(x)}{\varphi(t_{1})} = G_{\varepsilon}(t_{1},x) \leq 1 + \frac{1}{\varphi(t_{1})}\max\left\{\frac{1}{R^{\frac{g}{2}}}g^{-1}\left(\frac{C(\varepsilon,M)}{2R^{g}}\right)\right\},
\]
which shows (70). Finally, sending \(R \to \infty\) we arrive at
\[
-Lv_{\varepsilon}(t,x) \leq \varphi(t), \quad (t,x) \in (0,\infty) \times \mathbb{Z}, \quad \varepsilon > 0.
\]

This shows (69).

It remains to study the limit as \(\varepsilon \to 0\). For arbitrarily fixed \((t,x) \in (0,\infty) \times \mathbb{Z}\), we consider

the sets \(S_{1} = \{j \in \mathbb{Z} : u(t,x+j) < \frac{1}{2}\}\) and \(S_{2} = \mathbb{Z} \setminus S_{1}\). Let \(\varepsilon \in (0,\frac{1}{2})\). From (69) we deduce
\[
0 \leq -\sum_{j \in S_{1}} k(j)v_{\varepsilon}(t,x+j) \leq \varphi(t) + \sum_{j \in S_{2}} k(j)(v_{\varepsilon}(t,x+j) - v_{\varepsilon}(t,x)) - v_{\varepsilon}(t,x) \sum_{j \in S_{1}} k(j),
\]
where the lower bound follows from the definition of the set \(S_{1}\). By the theorem of dominated convergence we observe that
\[
\lim_{\varepsilon \to 0} \sum_{j \in S_{2}} k(j)(v_{\varepsilon}(t,x+j) - v_{\varepsilon}(t,x)) = \sum_{j \in S_{2}} k(j)(v(t,x+j) - v(t,x)).
\]
Further, the monotone convergence theorem implies that
\[
\lim_{\varepsilon \to 0} \left(-\sum_{j \in S_{1}} k(j)v_{\varepsilon}(t,x+j)\right) = -\sum_{j \in S_{1}} k(j)v(t,x+j).
\]
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Consequently, sending $\varepsilon \to 0$ in (74) yields that $v(t, x + \cdot) \in \ell^1_k(\mathbb{Z})$ and also, after a small rearrangement, that

\[ -Lv(t, x) \leq \varphi(t). \]

Finally, (68) follows from (70) by [20, Lemma 2.2].

**Remark 5.3.** In the assumptions of Theorem 5.2, instead of (66) we could have also assumed that $g$ satisfies the estimate

\[ g(x) + g(y) \leq g(x + \sigma y), x, y \in [0, \infty), \]

with some $\sigma \geq 1$. As all $CD$-functions of our interest satisfy this estimate with $\sigma = 1$, we restricted ourselves to this case.

6. **Harnack inequality and heat kernel estimate**

One of the most important applications of the Li-Yau estimate lies in the derivation of a Harnack inequality.

**Theorem 6.1.** Let $L$ be an operator of the type (2) and $k$ be the kernel corresponding to $L$. Suppose that $u : [0, \infty) \times \mathbb{Z} \to (0, \infty)$ is $C^1$ in time and such that $\Upsilon (\log u(t, x + \cdot) - \log u(t, x))$ belongs to $\ell^1_k(\mathbb{Z})$ for all $t > 0$ and $x \in \mathbb{Z}$. Suppose further that $u$ satisfies the differential Harnack estimate

\[ \partial_t \log u(t, x) \geq \psi_\Upsilon (\log u) - \varphi(t) \text{ on } (0, \infty) \times \mathbb{Z}, \]

where $\varphi : (0, \infty) \to [0, \infty)$ is continuous. Let $0 < t_1 < t_2$ and $x_1, x_2 \in \mathbb{Z}$. Then for every $N \in \mathbb{N}$ and every sequence of distinct points $(y_i)_{i=0,1,\ldots,N} \subset \mathbb{Z}$ satisfying $y_0 = x_1$, $y_N = x_2$ and $k(y_i - y_{i-1}) > 0$, $i \in \{1, \ldots, N\}$, there holds

\[ u(t_1, x_1) \leq u(t_2, x_2) \exp \left( \int_{t_1}^{t_2} \varphi(t) \, dt + \frac{2N}{t_2 - t_1} \sum_{i=1}^{N} \frac{1}{k(y_i - y_{i-1})} \right). \]

Our proof follows the procedure in [10, Theorem 6.1].

**Proof.** Let $0 < t_1 < t_2$, $s \in [t_1, t_2] =: J$ and $x_1, x_2 \in \mathbb{Z}$. We first consider the case $N = 1$. Then we have by assumption (77)

\[
\log \frac{u(t_1, x_1)}{u(t_2, x_2)} = \log \frac{u(t_1, x_1)}{u(s, x_1)} + \log \frac{u(s, x_1)}{u(s, x_2)} + \log \frac{u(s, x_2)}{u(t_2, x_2)} \\
= - \int_{t_1}^{s} \partial_t \log u(t, x_1) \, dt + \log \frac{u(s, x_1)}{u(s, x_2)} - \int_{s}^{t_2} \partial_t \log u(t, x_2) \, dt \\
\leq \int_{t_1}^{t_2} \varphi(t) \, dt + \log \frac{u(s, x_1)}{u(s, x_2)} - \int_{s}^{t_2} \psi_\Upsilon (\log u)(t, x_2) \, dt \\
\leq \int_{t_1}^{t_2} \varphi(t) \, dt + \log \frac{u(s, x_1)}{u(s, x_2)} - \int_{s}^{t_2} k(x_1 - x_2) \Upsilon (\log u(t, x_1) - \log u(t, x_2)) \, dt \\
= \int_{t_1}^{t_2} \varphi(t) \, dt + \delta(s) - k(x_2 - x_1) \int_{s}^{t_2} \Upsilon (\delta(t)) \, dt,
\]

where we set

\[ \delta(t) = \log \frac{u(t, x_1)}{u(t, x_2)}, \quad t \in J. \]
We now choose $s \in J$ such that the continuous function $\omega$ defined by

$$\omega(t) = \delta(t) - k(x_2 - x_1) \int_t^{t_2} \mathcal{Y}(\delta(\tau)) \, d\tau, \quad t \in J,$$

attains its minimum at $s$. In the proof of [10, Theorem 6.1] it was shown that for this function the estimate

$$\omega(s) = \min_{t \in J} \omega(t) \leq \frac{2}{k(x_2 - x_1)(t_2 - t_1)}$$

holds true. We thus have

$$\log \frac{u(t_1, x_1)}{u(t_2, x_2)} \leq \int_{t_1}^{t_2} \varphi(t) \, dt + \frac{2}{k(x_2 - x_1)(t_2 - t_1)},$$

which implies the statement for $N = 1$.

Turning now to the case $N > 1$, we consider a sequence of points $(y_i)_{i=0,1,...,N}$ such that $y_0 = x_1$, $y_N = x_2$, and $k(y_i - y_{i-1}) > 0$, $i \in \{1, \ldots, N\}$. Defining the times $\tau_i = t_1 + i \frac{t_2 - t_1}{N}$, $i = 0, 1, \ldots, N$, and employing the result for $N = 1$ we obtain

$$\log \frac{u(t_1, x_1)}{u(t_2, x_2)} = \sum_{i=1}^{N} \log \frac{u(\tau_{i-1}, y_{i-1})}{u(\tau_i, y_i)} \leq \sum_{i=1}^{N} \left( \int_{\tau_{i-1}}^{\tau_i} \varphi(t) \, dt + \frac{2}{k(y_i - y_{i-1})(\tau_i - \tau_{i-1})} \right)$$

$$= \int_{t_1}^{t_2} \varphi(t) \, dt + \frac{2N}{t_2 - t_1} \sum_{i=1}^{N} \frac{1}{k(y_i - y_{i-1})}.$$

This proves (78). \qed

**Corollary 6.2.** Let $L$, $k$, $u$ and $\varphi$ be as in Theorem [6.1]. Assume in addition that $\varphi$ has a logarithmic singularity in $0$, i.e. $\varphi(t) \sim -c \log(t)$ as $t \to 0$ with some constant $c > 0$. Then we can also allow for the choice $t_1 = 0$ in Theorem [6.1].

**Remarks 6.3.** (i) Consider the situation of Theorem [5.2]. Then Theorem [6.1] applies to the solution $u$, where $\varphi$ is the relaxation function associated with the $CD$-function $2F$. Corollary [6.2] is applicable if $\varphi$ possesses a logarithmic singularity in $0$. Our results from Section 3 show that this is the case for a large class of operators including also $L_\beta$ ($\beta > 0$) and the fractional discrete Laplacian $\left(-\Delta\right)^{\frac{1}{2}}$ ($\beta \in (0, 2)$) in one dimension.

(ii) The number $N \in \mathbb{Z}$ appearing in Theorem [6.1] can be understood as the number of steps that are made to get from $x_1$ to $x_2$. $\frac{t_2 - t_1}{N}$ represents the step size in time which we chose to be equidistant.

(iii) Consider a function $u$ as in Theorem [6.1] and set $u_\varepsilon(t, x) = u(t, x) + \varepsilon, \varepsilon > 0$. Then condition (77) on $u$ can be replaced by the same condition for the family $u_\varepsilon, \varepsilon \in (0, \varepsilon_0]$. Indeed, consider the last calculation in the proof of Theorem [6.1]. Replacing $\log u$ by $\log u_\varepsilon$ gives

$$\log (u(t_1, x_1) + \varepsilon) \leq \log (u(t_2, x_2) + \varepsilon) + \int_{t_1}^{t_2} \varphi(t) \, dt + \frac{2N}{t_2 - t_1} \sum_{i=1}^{N} \frac{1}{k(y_i - y_{i-1})}, \quad \varepsilon \in (0, \varepsilon_0].$$

Sending $\varepsilon \to 0$ and applying the exponential function yields (78).
A natural question regarding the Harnack inequality is which choice of intermediate points \((y_i)_{i=0,\ldots,N}\) gives the best upper bound. In other words, aiming to find the optimal upper bound in this inequality is equivalent to minimizing the occurring sum

\[
S = S((y_i)_{i=0}^N) := N \sum_{i=1}^N \frac{1}{k(y_i - y_{i-1})},
\]

which means that we look for a sequence of points \((y_i)_{i=0,\ldots,N}\) with \(N \in \mathbb{N}\) that minimizes \(S\).

In the case of a general kernel without any monotonicity assumption this minimization problem turns out to be quite difficult as it could be of advantage to jump away from \(x_2\). We illustrate this in the following example.

**Example 6.4.** For \(0 < \beta_1 < 1 < \beta_2 < 2\) consider the kernel \(k: \mathbb{N} \to [0, \infty)\) given by

\[
k(j) = \begin{cases} \frac{1}{j^{2 + \beta_1}}, & j \text{ even}, \\ \frac{1}{j^{2 + \beta_2}}, & j \text{ odd}. \end{cases}
\]

We further set \(k(0) = 0\) and extend \(k\) to a symmetric kernel on \(\mathbb{Z}\). Let \(x_1, x_2 \in \mathbb{Z}\) with \(x_1 < x_2\) such that \(M = x_2 - x_1\) is odd. Choosing \(N = 1\) in \((79)\) (which means that we jump directly from \(x_1\) to \(x_2\)) gives \(S = M^{1 + \beta_2}\). For \(N = M\) (which means that we make \(M\) steps of size 1) we get a better estimate as we then have \(S = M^2\). Both estimates can be improved by first making one single good step and then jumping directly to \(x_2\). This good step can also be in the wrong direction as we will see. Therefore, set \(N = 2\) and define \(y_1 = x_1 - 1\). Then \(S = 2\left(1 + (M + 1)^{1 + \beta_1}\right)\). Choosing \(M\) big enough, we see that this estimate further improves our already found upper bounds as we have \(\beta_1 < \beta_2\).

We now want to focus on kernels that are non-increasing on \(\mathbb{N}\) as these are of main interest in this article. For these kernels one can show that jumping away from \(x_2\) will not give a better estimate. Indeed, consider w.l.o.g. for \(N = 2\) the three points \(y_0, y_1, y_2 \in \mathbb{Z}\) chosen such that \(y_1 < y_0 < y_2\). Then

\[
S((y_i)_{i=0}^2) = 2\left(\frac{1}{k(y_0 - y_1)} + \frac{1}{k(y_2 - y_1)}\right) > \frac{1}{k(y_2 - y_0)}.
\]

This means that jumping directly from \(y_0\) to \(y_2\) would give a better upper bound.

**Proposition 6.5.** Let the kernel \(k\) be non-increasing on \(\mathbb{N}\) and set \(q_0 = \min\{n \in \mathbb{N} : k(n) = 0\}\) if \(k\) has finite support and \(q_0 = \infty\) otherwise. Let \(x_1, x_2 \in \mathbb{Z}\) with \(x_1 < x_2\) and set \(M = x_2 - x_1\). Assume that there exists a convex \(C^1\)-mapping \(q: [1, \min\{M, q_0\}) \to (0, \infty)\) such that \(q(n) = \frac{1}{n^{\alpha}}\) for any \(n \in \mathbb{N} \cap [1, \min\{M, q_0 - 1\}]\). Then the following two assertions hold true.

(i) If \(k(M) > 0\) and \(\frac{q'(y)u}{q(y)} \leq 2\) holds for all \(y \in [1, M]\), then \((79)\) is minimized by the choice of intermediate points \(y_0 = x_1\) and \(y_1 = x_2\).

(ii) If \(\frac{q'(y)u}{q(y)} \geq 2\) holds for all \(y \in [1, \min\{M, q_0\})\), then \((79)\) is minimized by the choice of intermediate points \(y_i = x_1 + i\) for \(i \in \{0, \ldots, M\}\).

**Proof.** In order to minimize the expression \((79)\) we can assume w.l.o.g. by monotonicity of the kernel that the set \((y_i)_{i=0}^N\) is ordered in the sense that \(x_1 = y_0 < y_{i-1} < y_i < y_N = x_2\) for every \(i \in \{2, \ldots, N - 1\}\). Consequently, \(\sum_{i=1}^N |y_i - y_{i-1}| = M\). By the properties of \(q\), we have by Jensen’s
where $\Gamma$ denotes the Gamma function and $c$ finite second moment the condition of Proposition 6.5(i) cannot be satisfied for every $k$ implies that the condition on

$\psi$ logarithmically convex,

given by

$q$ $\rightarrow\rightarrow$

which shows both assertions, as $S((y_i)_{i=0}^N) = N^2 q(\frac{M}{N})$ for the two specific choices of intermediate points considered in (i) and (ii), respectively. □

**Remark 6.6.** The condition on $q$ in the above proposition already appeared in the context of $CD$-functions in [18]. Observe that the condition $\frac{q(y)}{y^2} \geq (\leq) 2$ is equivalent to saying that $y \rightarrow \frac{q(y)}{y^2}$ is non-decreasing (non-increasing), see also [18, Remark 3.4(i)]. In particular, the condition of Proposition 6.5(i) means that $n \rightarrow n^2 k(n)$, $n \in \mathbb{N}$, is non-decreasing, which clearly implies that $k$ has no finite second moment. As a consequence, we note that for a kernel with finite second moment the condition of Proposition 6.5(i) cannot be satisfied for every $M > 0$.

**Example 6.7.** (i) In case of the power-type kernel $k_\beta$, the mapping $q$ from Proposition 6.4 is given by $q(y) = y^{1+\beta}$, which is convex for any $\beta \in (0, 2)$. Clearly, we have that

$$q'(y)y = 1 + \beta,$$

which is greater or equal than 2 if $\beta \geq 1$ and less than or equal than 2 if $\beta \leq 1$. Therefore one chooses always the direct jump if $\beta \in (0, 1)$ and takes the single steps if $\beta > 1$ in order to minimize $\kappa$. In the case of $\beta = 1$ both the single steps and the direct jump lead to the optimal value in $\kappa$.

(ii) Despite the similarity of the kernel $k_\beta^*$ associated with the fractional discrete Laplacian in one dimension, the situation is slightly different from the power-type kernel in (i). By the representation formula [4], we can write

$$q(y) = c_\beta \frac{\Gamma(y + 1 + \frac{\beta}{2})}{\Gamma(y - \frac{\beta}{2})}, \quad y \geq 1,$$

where $\Gamma$ denotes the Gamma function and $c_\beta > 0$ is a constant that comes from [4]. We have

$$q'(y) = c_\beta \left( \frac{\Gamma'(y + 1 + \frac{\beta}{2})}{\Gamma(y - \frac{\beta}{2})} - \frac{\Gamma'(y - \frac{\beta}{2})}{\Gamma(y - \frac{\beta}{2})} \right),$$

$$= q(y) \left( \psi(y + 1 + \frac{\beta}{2}) - \psi(y - \frac{\beta}{2}) \right),$$

where $\psi$ denotes the Digamma function defined by $\psi(x) = \frac{\Gamma'(x)}{\Gamma(x)}$. Since the Gamma function is logarithmically convex, $\psi$ is non-decreasing and so is $q$. As a byproduct, monotonicity of the kernel $k_\beta^*$ follows (cf. Remark [18]). As to the second derivative, we observe

$$q''(y) = q(y) \left( \psi'(y + 1 + \frac{\beta}{2}) - \psi'(y - \frac{\beta}{2}) + \left( \psi(y + 1 + \frac{\beta}{2}) - \psi(y - \frac{\beta}{2}) \right)^2 \right).$$
We deduce from Theorem 1 in [15] (choosing \( \lambda = \frac{1}{2} \)) in the notation of [15] that \( q \) is convex. Assuming now that \( \beta \geq 1 \), we infer from the monotonicity of \( \psi \) that
\[
\frac{q'(y)y}{q(y)} = y\left(\psi(y + 1 + \frac{\beta}{2}) - \psi(y - \frac{\beta}{2})\right) \geq y\left(\psi(y + \frac{3}{2}) - \psi(y - \frac{1}{2})\right) = y\left(\frac{1}{y + \frac{1}{2}} + \frac{1}{y - \frac{1}{2}}\right) = \frac{2y^2}{y^2 - \frac{1}{4}} > 2,
\]
where we applied the recurrence relation \( \psi(x + 1) = \psi(x) + \frac{1}{x} \) twice. Consequently, assertion (ii) of Proposition 6.5 applies. In particular, in contrast to the case of power-type kernels, we now have a strict inequality for \( \beta = 1 \) in the corresponding assumption of Proposition 6.5(ii). Since \( \psi(y + 1 + \frac{\beta}{2}) - \psi(y - \frac{\beta}{2}) \to \frac{1}{y} \) as \( \beta \to 0+ \) for all \( y \geq 1 \) and by continuity, for every \( M \in \mathbb{N} \) with \( M \geq 2 \) we find a minimal \( \beta_M \in (0, 1) \) such that Proposition 6.5(ii) applies for \( \beta \in [\beta_M, 1) \), that is, in order to optimize (79), one takes single steps. This is in contrast to the situation of the power-type kernel as described above. Note that \( \beta_M \to 1 \) as \( M \to \infty \). In fact, \( \beta_M \) is non-decreasing as a function of \( M \), by definition, and \( \beta_M < 1 \). Thus the limit \( \beta' = \lim_{M \to \infty} \beta_M \leq 1 \) exists. Since for every \( M \in \mathbb{N}, M \geq 2 \), the single steps of step size 1 minimize the sum (79), and \( k^*_2 \) is comparable to \( k_\beta \), we have \( M^2 \leq q(M) \leq c(\beta')M^{1+\beta'} \) for all \( M \geq 2 \). Sending \( M \to \infty \) shows that we must have \( \beta' = 1 \).

(iii) Taking the exponential kernel \( k(j) = e^{-\alpha|j|}, \alpha > 0 \), we have that \( q(y) = e^{cy} \) (which is convex for \( \alpha > 0 \)) and hence
\[
\frac{q'(y)y}{q(y)} = \alpha y.
\]
If \( \alpha \geq 2 \), assertion (ii) of Proposition 6.5 is satisfied due to \( y \geq 1 \). If instead \( \alpha < 2 \), the best possible choice in (79) depends on the distance between \( x_1 \) and \( x_2 \). If, for instance, \( x_1, x_2 \in \mathbb{Z} \) are such that \( \alpha|x_1 - x_2| \leq 2 \), then assertion (i) in Proposition 6.5 holds true. However, there are also situations where neither the single steps nor the direct jump lead to the optimal choice in (79). Indeed, let \( \alpha = 1 \) and \( M := |x_1 - x_2| \) be even. Then one readily checks that the mapping \( h \) from the proof of Proposition 6.5 achieves its minimum at \( y = \frac{M}{2} \). Then (79) can be estimated as follows
\[
S \geq N^2 q\left(\frac{M}{N}\right) \geq \frac{M^2}{4} e^2,
\]
which corresponds to \( \frac{M}{2} \) equidistantly chosen intermediate points \( \left(y_i\right)_{i=1}^{\frac{M}{2}} \).

As the case of the power-type kernel \( k_\beta \) \((\beta \in (0, 2))\) is of particular importance for us, we state the Harnack inequality from Theorem 6.1 in this special case, taking into account the findings from Example 6.7(i).

**Theorem 6.8.** Let \( \beta \in (0, 2) \), \( 0 \leq t_1 < t_2 \) and \( x_1, x_2 \in \mathbb{Z} \). Suppose that \( u : [0, \infty) \times \mathbb{Z} \to (0, \infty) \) is a bounded \((\text{and } C^1 \text{ in time})\) solution of the equation \( \partial_t u(t, x) - L_\beta u(t, x) = 0 \) on \((0, \infty) \times \mathbb{Z}\). Then there holds
\[
u(t_1, x_1) \leq u(t_2, x_2) \exp\left(\int_{t_1}^{t_2} \phi(t) \, dt + \frac{2|x_1 - x_2|\min\{1+\beta, 2\}}{t_2 - t_1}\right),
\]
where \( \phi \) is a relaxation function of the type described in Lemma 5.9 with corresponding parameters given by Theorem 4.6.
Finally, we want to use Theorem 6.9 to derive heat kernel estimates. The proof is inspired by Theorem 7.6, where the authors proved heat kernel bounds on locally finite graphs. Apart from the setting, we emphasize that we can formulate evidently stronger results as we are also able to treat the case \( t_1 = 0 \) in Theorem 6.1.

Let \( \alpha > 0 \) and \( k \) be a kernel with finite \( \alpha \)-th moment. Let \( L \) be the operator generated by \( k \). The heat kernel \( p_t(x,y) \) for the equation \( \partial_t u - Lu = 0 \) on \((0,\infty) \times \mathbb{Z}\) can be defined as solution of the equation

\[
\begin{cases}
    p_0(x,y) = \delta(x,y), & x,y \in \mathbb{Z}, \\
    \partial_t p_t(x,y) = \sum_{z \in \mathbb{Z}} k(x-z)(p_t(z,y) - p_t(x,y)), & x,y \in \mathbb{Z},
\end{cases}
\]

where \( \delta(x,y) = 1 \) if \( x = y \) and \( \delta(x,y) = 0 \) else, cf. e.g. [9]. As stated in [9], one can show that for any \( x, y \in \mathbb{Z}\) there holds \( p_t(x,y) = p_t(y,x) \). With this we can prove the following theorem.

**Theorem 6.9.** Let \( \alpha > 0 \) and \( k \) be a kernel with finite \( \alpha \)-th moment. Let \( L \) be the operator generated by \( k \). Suppose that \( L \) satisfies \( CD_\gamma(0,F) \) with a \( CD \)-function \( F \) that satisfies \( F(x) \sim c_1 x^\gamma \) as \( x \to 0 \) and \( F(x) \sim c_2 e^{\delta x} \) as \( x \to \infty \), where \( \gamma \geq 2 \) and \( \delta, c_1, c_2 > 0 \). Let \( p_t(x,y), \ x,y \in \mathbb{Z}, \) be the heat kernel of the equation \( \partial_t u - Lu = 0 \) on \((0,\infty) \times \mathbb{Z} \). Then there exists a constant \( c = c(F) > 0 \) such that for any \( \nu > 0 \) there holds the two-sided heat kernel estimate

\[
\exp \left( - \left( \Lambda(t) + \frac{2|x-y|^2}{k(1)t} \right) \right) \leq p_t(x,y) \leq \frac{\exp \left( C_0 \nu + \frac{2}{|k(1)t|} \right)}{2\sqrt{c(t,\nu)-t}}, \ x,y \in \mathbb{Z}, t > 0,
\]

where \( \Lambda : (0,\infty) \to (0,\infty) \) is given by

\[
\Lambda(t) = \begin{cases}
    \frac{1}{2} \left( 1 - \log(2\gamma c\delta^{1-\gamma}t) \right), & t \leq t_* \\
    \frac{\log(\nu)}{c\nu} + \frac{\tau_1}{\nu} + \frac{((\gamma-1)\log t^\gamma \log c)}{(c\nu \delta)^{1-\gamma}} + \tau_2, & t > t_* \text{ and } \gamma > 2,
\end{cases}
\]

with constants \( \tau_i = \tau_i(c,\gamma,\delta) \in \mathbb{R} \) for \( i \in \{1,2\} \), \( t_* = \frac{\delta^{1-\gamma}}{2 c e c}, \ C_0 = C_0(c,\gamma,\delta) > 0 \), and where \( c(t,\nu) = \left( \frac{\log(\nu)}{c\nu} + \frac{\tau_1}{\nu} + \frac{((\gamma-1)\log t^\gamma \log c)}{(c\nu \delta)^{1-\gamma}} \right)^{-1} \) if \( \gamma > 2 \) and \( c(t,\nu) = e^\nu t \) if \( \gamma = 2 \).

**Proof.** First, recall that the asymptotic assumptions on the \( CD \)-function \( F \) ensure that there exists a constant \( c = c(F) > 0 \) such that \( L \) also satisfies \( CD_\gamma(0,\hat{F}) \), with \( \hat{F} = \frac{F}{\delta^\gamma} \) and \( \hat{F} \) given by (6.9), where we choose \( M = \frac{2}{\gamma} \). Let \( \varphi \) be the relaxation function corresponding to \( 2\hat{F} \) given by Lemma 3.9.

We first prove the lower bound in (80). For that purpose, we apply Theorem 6.7 to the heat kernel in order to make use of Theorem 6.1. For \( x, y \in \mathbb{Z}, \ x > y, \) and \( N = x - y \) we choose in (70) \( y_0 = y, y_N = x, t_1 = 0 \) and \( t_2 = t \). Note, that we can choose \( t_1 = 0 \) since \( \varphi \) has a logarithmic singularity in 0, by Lemma 3.9. We further set \( y_i = y_{i-1} + 1 \) \( (i = 1, \ldots, N - 1) \). This yields

\[
1 = p_0(y,y) \leq p_t(x,y) \exp \left( \int_0^t \varphi(s) \ ds \right) \exp \left( \frac{2|x-y|^2}{k(1)t} \right).
\]

If \( t \leq t_* \), we have by substitution

\[
\int_0^t \varphi(s)ds = -\frac{1}{c\delta^2 M^{\gamma}} \int_0^{c\delta M^{\gamma} t} \log(s) ds = \frac{t}{\delta} \left( 1 - \log(2\gamma c\delta^{1-\gamma}t) \right).
\]
If instead \( t > t_s \), Lemma 3.9 together with the previous calculation, gives

\[
\int_0^t \varphi(s) ds \leq \frac{t}{\delta} \left( 1 - \log(2^s c \delta^{1-\gamma} t_s) \right) + \frac{1}{(c^2 \gamma - 1)^{1/\gamma}} \int_t^s s^{-\frac{1}{\gamma-1}} ds.
\]

Thus, the remaining cases in the definition of \( \Lambda \) follow from a straightforward calculation.

For the proof of the upper bound we first note that one readily verifies from the explicit representation of \( \varphi \) that there exists some constant \( C_0 > 0 \) such that \( \varphi(s) \leq C_0 s^{-\frac{1}{\gamma-1}} \) for any \( s > 0 \). Besides that, we again employ Theorem 6.1. We consider \( t_1 = t \) and \( t_2 = c(t, \nu) \). For \( x \in \mathbb{Z} \), we set \( x_1 = x \) and \( x_2 = z \), where we choose \( z \in \mathbb{Z} \) such that \( |x - z| \leq \sqrt{c(t, \nu) - t} \).

Analogously to the proof of the lower estimate, this gives

\[
p_t(x, y) \leq p_{c(t, \nu)}(z, y) \exp \left( \int_t^{c(t, \nu)} \varphi(s) \ ds \right) \exp \left( \frac{2|x - z|^2}{k(1)(c(t, \nu) - t)} \right)
\]

\[
\leq p_{c(t, \nu)}(z, y) \exp \left( C_0 \int_t^{c(t, \nu)} s^{-\frac{1}{\gamma-1}} ds \right) \exp \left( \frac{2}{k(1)} \right)
\]

\[
= \exp \left( C_0 \nu + \frac{2}{k(1)} \right) p_{c(t, \nu)}(z, y).
\]

Here we used the identity

\[
\int_t^{c(t, \nu)} s^{-\frac{1}{\gamma-1}} ds = \nu,
\]

which holds by the choice of \( c(t, \nu) \). This yields

\[
p_t(x, y) \leq \exp \left( C_0 \nu + \frac{2}{k(1)} \right) \sum_{\{z \in \mathbb{Z} : |x - z| \leq \sqrt{c(t, \nu) - t}\}} p_{c(t, \nu)}(z, y) \leq \exp \left( C_0 \nu + \frac{2}{k(1)} \right) \frac{\exp \left( C_0 \nu + \frac{2}{k(1)} \right)}{2 \sqrt{c(t, \nu) - t}}.
\]

\[\square\]

Remarks 6.10. (i) Note that for \( \gamma > 2 \) we can write

\[
c(t, \nu) - t = h \left( \frac{\gamma - 2}{\gamma - 1} \nu + t^{\frac{\gamma - 2}{\gamma - 1}} \right) - h \left( t^{\frac{\gamma - 2}{\gamma - 1}} \right),
\]

where \( h(r) = r^{\frac{\gamma - 2}{\gamma - 1}} \), \( r > 0 \). In order to study the long-time behavior, the dominating term in the respective Taylor expansion at \( t^{\frac{\gamma - 2}{\gamma - 1}} \) is given by

\[
\frac{\gamma - 2}{\gamma - 1} \nu h'(t^{\frac{\gamma - 2}{\gamma - 1}}) = \nu t^{\frac{\gamma - 2}{\gamma - 1}}
\]

and hence \( c(t, \nu) - t \) behaves for large \( t \) as \( t^{\frac{1}{\gamma-1}} \).

(ii) For simplicity, we have presented Theorem 6.9 in such a way that the sum (79) is always estimated by taking single steps. However, the optimal choice in (79) highly depends on the kernel as we have seen in Proposition 6.3 and Example 6.7. In particular, Example 6.7 (i) shows that for \( \beta < 1 \) the direct jump is the best choice. In this case, we can improve (80) by

(81) \[
\exp \left( - \left( \Lambda(t) + \frac{2|x - y|^{1+\beta}}{t} \right) \right) \leq p_t(x, y) \leq \frac{C}{2 \left( (c(t, \nu) - t) \right)^{1+\beta}}.
\]

where \( x, y \in \mathbb{Z} \) and \( t > 0 \). Note that for \( \beta < 1 \) we have \( \gamma = \frac{1+2\beta}{\beta} \) by Theorem 4.6. With the findings from the first part of this remark we conclude that \( c(t, \nu) - t \) behaves like \( t^{\frac{\beta}{1+2\beta}} \) for large \( t \).

The asymptotic behaviour of the right-hand side in equation (81) for large \( t \) is then like \( t^{\frac{\beta}{1+2\beta}} \).
(iii) For the long-time behaviour of the lower bound in [80], the definition of Λ yields that the asymptotic behaviour as $t \to \infty$ in the left-hand side of [80] is like $t^{-\frac{\gamma}{2}}$ if $\gamma = 2$ and like 
\[\exp\left(-\tilde{c}t^{\frac{2-\gamma}{\gamma}}\right)\] with some constant $\tilde{c} > 0$ if $\gamma > 2$.
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