In a number of cases, the Quantile Gaussian Process (QGP) has proven effective in emulating stochastic, univariate computer model output (Plumlee and Tuo, 2014). In this paper, we develop an approach that uses this emulation approach within a Bayesian model calibration framework to calibrate an agent-based model of an epidemic. In addition, this approach is extended to handle the multivariate nature of the model output, which gives a time series of the count of infected individuals. The basic modeling approach is adapted from Higdon et al. (2008), using a basis representation to capture the multivariate model output. The approach is motivated with an example taken from the 2015 Ebola Challenge workshop which simulated an ebola epidemic to evaluate methodology.
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1 Introduction

This paper develops statistical methodology to calibrate unknown parameters of a multivariate stochastic computer model, and to produce prediction uncertainty in the resulting model-based forecasts. For the purposes of this paper, we develop and demonstrate this methodology by combining epidemic observations with a stochastic, agent-based model (ABM) of the disease epidemic. More details regarding this ABM are given in Section 2.1.

In general, ABMs are computationally demanding and stochastic, complicating their use within formal statistical inference. Computational models with stochastic output have been used to carry out sensitivity analyses (Marrel et al., 2012), computer model emulation (Plumlee and Tuo, 2014), optimization (Kleijnen, 2009), and calibration (Henderson et al., 2009; Andrianakis et al., 2015). By the term Bayesian model calibration, we mean combining a collection of output resulting from computer model runs with physical observations of the system to estimate the posterior distribution of the input model parameters, as well as estimating the error between model and reality so that a posterior predictive distribution for future outcomes, or outcomes under different conditions is obtained.

Purely sampling-based, or Monte Carlo-based approaches for sensitivity analysis (Sobol, 2001; Saltelli et al., 2008) or inference (Cornuet et al., 2008; Flury and Shephard, 2011) carry out their inference by making direct and repeated use of the stochastic model output. In cases where running the computational model is too demanding for Monte Carlo-based estimation, emulation – modeling the input-output response surface – has proven to be an effective approach.

In some applications, one only requires the mean response as a function of the input parameters (Kleijnen, 2009; Lawrence et al., 2010; Andrianakis et al., 2017). In such cases the collection
of realizations can be averaged, preprocessed, or accounted for in the estimation scheme for the emulator. In other cases the distribution of computer model outcomes (at a given input setting) can be described by its mean and variance. One strategy is to model the output distribution as normal, conditional on the mean and variance and use a Gaussian process (GP) to model the mean and variance as a function of the inputs ([Henderson et al., 2009] [Marrel et al., 2012]). Adapting similar strategies to non-Gaussian distributions has also been carried out – see [Reich et al., 2012] for an example of modeling the exposure distribution as a mixture of normals, using a formulation that depends on space, time, and individual-level covariates.

An alternative is the quantile kriging approach described in [Plumlee and Tuo, 2014]. Here quantiles of the output distribution are estimated from the collection of realizations produced at each input setting. A GP is then fit to the augmented input space consisting of the original inputs combined with the quantile estimates. Once fit to the model output, this results in a GP whose realizations give continuous, univariate distributions at each input setting.

In this paper we extend the quantile-kriging emulator to handle functional, stochastic computer model output. We also embed this new emulation approach within a Bayesian computer model calibration framework ([Kennedy and O’Hagan, 2001] [Higdon et al., 2008]) to take on a challenging problem in characterizing epidemic behavior, using an ABM that models interaction and contact at the individual level. This statistical modeling is implemented in the software of GPMSA ([Gattiker et al., 2016]), taking advantage of thoughtful preprocessing of the epidemic observations and the simulation output.

2 The Ebola Challenge Problem

The 2015 ebola challenge problem ([ebola-challenge.org]) was organized by the Research and Policy for Infectious Disease Dynamics (RAPIDD) program at the National Institutes for Health (NIH). Its goal is to motivate the development, assessment, and comparison of different approaches for modeling, predicting, and managing infectious disease epidemics.

The challenge involved multiple scenarios for the nation of Liberia, each simulating an epidemic patterned after the Ebola outbreak of 2014. Here we focus on Scenario 5 where weekly nationwide counts of ebola cases were reported at regular intervals. For motivating our methodological approach, we take the observations to be the number of cases up to week 20, and focus on prediction using this data along with the ABM constructed for this challenge.

2.1 The Agent-Based Epidemic Model for Liberia

This model was developed to simulate the Ebola epidemic of 2014, and later updated to participate in the 2015 Ebola challenge ([ebola-challenge.org]) organized by the Research and Policy for Infectious Disease Dynamics (RAPIDD) program at the National Institutes for Health (NIH). The components of the model include a realistic synthetic population, a social contact network induced by movement and interaction of individuals, and a disease model.

The synthetic population is derived from a combination of survey data, LandScan satellite images, and demographic information taken from a similar country (Nigeria). The resulting population (available at [www.bi.vt.edu/ndssl/projects/ebola]) represents each individual in the country; each as part of a household or family, living at a specified location in Liberia. As seen in Figure 1 individuals move between home, work, and school locations according to realistic,
individualized activity schedules that detail individual movement between these different locations over the course of the day.

![Figure 1: A detailed view of synthetic population generation process. It consists of generating (a) synthetic population of individuals with explicit spatial informations, (b) a mapping between the individuals and activity locations, and (c) an edge-weighted social contact network for disease propagation. (image courtesy: Henning Mortveit)](image)

As individuals move, they come in contact with one another, inducing a time-varying contact network of individuals and locations, making it possible for the contagious disease to spread from one individual to another. The probability that the disease is transmitted from an infected individual to a susceptible individual depends on the duration of the contact, as well as other parameters that govern the agent-based model. The transmissibility parameter $\theta_1$ modifies this transmission probability. After contact, an individual may move to an exposed state, followed by the infected state. Once infected an individual may infect others until he/she is removed from the population (by staying home, seeking treatment, or possibly dying). The parameters $\theta_3, \ldots, \theta_5$ modify the way different individual actions, once infected, affect future transmission.

| parameter     | description                  | lower   | upper   |
|---------------|------------------------------|---------|---------|
| $\theta_1$    | transmissibility             | $3 \times 10^{-5}$ | $8 \times 10^{-5}$ |
| $\theta_2$    | initial infected number      | 1       | 20      |
| $\theta_3$    | hospital intervention delay  | 2       | 10      |
| $\theta_4$    | hospital intervention efficacy | 0.1     | 0.8     |
| $\theta_5$    | intervention travel reduction| 0       | 2       |
The epidemic model requires an initial seeding of infected individuals (controlled by \( \theta_2 \); see Table 1). Once initialized, agent-based epidemic model accumulates infected individuals who may go on to infect others. The result of a single run of this agent based model produces a cumulative count of infected individuals over time. The result is stochastic since any encounter between an infected and a susceptible individual has a probability of producing an additional infected. Each frame of Figure 3 shows 100 replications of the model output for different parameter settings.

3 Bayesian Model Formulation

The application involves an ABM (i.e. a computer model, or simulator) from which only a limited number of simulations may be carried out. This application uses a standard setup in Bayesian computer model calibration where an ensemble of ABM runs are carried out at input settings \( \theta^*_1, \ldots, \theta^*_m \). This ensemble is combined with observations \( y \) of the actual epidemic, using a Bayesian statistical modeling formulation. This formulation includes the ABM input parameters \( \theta \), additional hyperparameters governing the statistical model formulation, an observation error term, and a systematic error term accounting for the difference between the model output and the epidemic observations. This formulation then produces updated (posterior) uncertainties for these various parameters and modeling terms from which we can produce predictions, with uncertainty, for future behavior of the epidemic.

One key component of this formulation is modeling the ABM output \( \eta(\theta) \) at settings \( \theta \) that are not part of the initial ensemble. For this, we use a Gaussian process (GP). The current problem is complicated by the random results produced when running the ABM – repeated runs of the ABM at the same input setting produce a distribution of epidemic curves (see Figure 3). This stochastic output from the ABM makes many standard formulations for Bayesian computer model calibration inappropriate. In this section we describe the details of the model output and how we can adapt this output so that it can be modeled within a general Bayesian computer model calibration formulation, while still appropriately capturing the relevant uncertainties in the problem.

3.1 Agent-based model runs and observations

The ABM takes in a \( p = 5 \)-dimensional input parameter vector \( \theta = (\theta_1, \ldots, \theta_5) \) (Table 1) in order to run. We specify a collection of \( m = 100 \) parameter settings \( \theta^*_1, \ldots, \theta^*_m \), generated according to a space-filling, symmetric Latin hypercube design \( \text{Ye et al., 2000} \). The 2-d margins of this \( m \times p \) design are shown in Figure 2.

For each parameter setting, a collection of \( r = 100 \) replicates were run, producing the output shown in Figure 3. The log of the cumulative weekly number of infected individuals is taken as the model output, producing a 57-vector of logged counts. We were interested in studying the disease trajectory for a year, which justified the simulation of length 57. In all, this gives an ensemble of 10,000 simulated epidemic trajectories, or curves.

We take the reported cases up to week 20 as the data to be conditioned on for this calibration and prediction process illustration. As with the simulations we take the log of the cumulative count by week. These observed counts are given by the black line in each frame of Figure 3.

Note that for different parameter settings the collection of replicate epidemics can show very different behavior. For some \( \theta^*_j \), the replicates are all tightly concentrated about a mean epidemic curve; in others, the replicates show a bimodal distribution – some curves show the epidemic.
halting prior to week 20; others show an epidemic growing throughout the year. Such variation in the distributions of the epidemic curve replicates as a function of $\theta$ would make strategies that model the distributions as $N(\mu(\theta), \sigma(\theta))$ inappropriate. Hence we extend the quantile kriging approach of Plumlee and Tuo (2014) to emulate these epidemic curves, and embed this approach within the Bayesian calibration framework. The basic concept is described in the next subsection.

3.2 Defining quantiles and preprocessing

From an examination of Figure 3, it is clear that for some input settings $\theta$, only a small proportion of the replicates might be consistent with the observations. For predicting plausible trajectories of the epidemic after 20 weeks, it will be important to know the combination of replicates and parameter settings that are plausible given the data.

This motivates us to find a way to index ABM-based epidemic curves by replicate, as well as by input parameter $\theta$. In order to do this, we adapt the quantile kriging approach given in Plumlee and Tuo (2014). Figure 4 shows the pointwise $\alpha = (.05, .275, .5, .725, .95)$-quantiles estimated from the 100 replicates for three different values of $\theta$. While these pointwise $\alpha$-quantiles (one for each of the 57 weeks in the simulation) do not correspond exactly any single ABM epidemic trajectory, they do produce curves very comparable to simulated epidemics.
Even though the replicates are i.i.d. for a given $\theta$, the quantile value $\alpha$ indexes continuous changes in the quantile process (see Plumlee and Tuo (2014) for necessary conditions and a proof). By augmenting our formulation with the quantile value $\alpha$, we can consider the effective computational model that produces the epidemic count over 57 weeks

$$\eta(\theta, \alpha) = (\eta_1(\theta, \alpha), \ldots, \eta_{57}(\theta, \alpha)),$$

where $\eta_k(\theta, \alpha) = \inf \{ x : P(\eta_k(\theta) \leq x) \geq \alpha \}$.

We transform the initial ensemble of model runs consisting of $n_r = 100$ replicates for each of $m = 100$ parameter settings to a reduced ensemble of $n_\alpha = 5$ quantiles for each of $m = 100$ parameter settings. This new ensemble can now be indexed by an effective parameter vector $(\theta, \alpha)$ of size $p + 1$.

Hence we have the raw materials to carry out a calibration and prediction analysis in a number of different modeling frameworks (Bayarri et al., 2007a; Drignei et al., 2008; Higdon et al., 2008; Paulo et al., 2012). This includes 1) a $(m \cdot n_\alpha) \times (p + 1)$ design of input parameter settings, and 2) a corresponding collection of model outputs (57-vector of weekly cumulative logged counts), one
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**Figure 3:** The grey lines show the simulated trajectories of the cumulative number of disease incidence for 57 weeks. Simulations in each box corresponds to 100 replicates of one input setting from the design in Fig 2. Black lines are the 20 field observations. The three marked (by letters) boxes correspond to the design points which will be used later for the holdout experiment.
for each input setting, and 3) a collection of observations giving the cumulative log counts for the first 20 weeks of the epidemic. Our choice of using GPMSA was motivated by its use in the Ebola Challenge, as well as its inclusion of various nugget parameters to better account for the estimation error of the quantiles (Gattiker et al., 2016). An outline of the model formulation encoded in GPMSA is given in the next subsection.

Finally, we note that our choice of $n_\alpha = 5$ is based on exploring results using a variety of choices for $n_\alpha$. A smaller value will reduce the computational effort of fitting our emulator and eventual formulation; a larger value means that the emulator need not interpolate over larger distances in the $\alpha$-component of the input space. Our explorations showed that the results do not change appreciably for $n_\alpha \geq 5$. Hence our choice came down to computational considerations.

### 3.3 Bayesian model formulation

The basic implementation in GPMSA (Gattiker et al., 2016) models the observation vector $y$ as an additive combination of the computational model $\eta(\theta, \alpha)$ at the best setting for the parameters, a systematic model discrepancy term $\delta$, and observation error $\epsilon$:

$$ y = \eta(\theta, \alpha) + \delta + \epsilon. \quad (1) $$

When considering estimation, we can think of each of these terms being 20-vectors, spanning the range of the observations. For prediction purposes, we can think of $\eta(\theta, \alpha)$, $\delta$ and $\epsilon$ as 57-vectors, predicting over the entire time period under consideration. The resulting predictions are uncertain due to not knowing the parameters values $(\theta, \alpha)$, having a limited ensemble ABM runs so that $\eta(\theta, \alpha)$ must be estimated for settings not used in creating the ensemble, uncertain hyperparameters used in the statistical model, systematic error $\delta$ between the ABM and the actual epidemic’s evolution, and error in the observations, modeled by $\epsilon$. Priors for each of these terms are specified in GPMSA, with some modification allowed from the user. This is briefly described next.

A Gaussian process (GP) emulator is specified for the ABM output, so that inference regarding the model output at untried settings $\eta(\theta, \alpha)$ can be accounted for in the analysis. The GP prior allows one to incorporate uncertainty due to interpolation and prediction for this emulator. In order to account for the multivariate nature of the model output, as well as the observations, a
basis representation is specified for $\eta()$:

$$
\eta(\theta, \alpha) = \phi_0 + \sum_{k=1}^{p_\eta} \phi_k w_k(\theta, \alpha) + \epsilon_{w0},
$$

where $p_\eta$ is the number of basis functions used and $\epsilon_{w0}$ accounts for error due to the limited number of basis functions used. Here we take $p_\eta = 5$ for the analysis. The basis functions are eigenvectors (or empirical orthogonal functions [von Storch and Zwiers, 1999]) computed from the ensemble of epidemic curves. Figure 5 shows the mean of the ensemble mean $\phi_0$ along with the first two basis functions $\phi_1$ and $\phi_2$. Also shown are posterior mean estimates for $w_1(\cdot)$ and $w_2(\cdot)$ in the $\theta_1$-$\theta_3$ plane. The individual, univariate GPs $w_k(\theta)$ each have Gaussian covariance functions, with parameters controlling the marginal variance, the correlation length in each of the $p + 1$ component directions, and a nugget term so that interpolation is not necessarily enforced, depending on the resulting posterior distribution. More details on the GP prior construction and its estimation can be found in the appendix.

The prior distribution for the input parameters and the quantile $(\theta, \alpha)$ is taken to be uniform over the hyper-rectangle given by the ranges in Table 1 and a range of $[0, 1]$ for $\alpha$. 

Figure 5: Simulations (top left) and first two principal component bases (top right) obtained from the simulation output. The bottom row shows the posterior mean surface for basis loadings $w_i(\theta), i = 1, 2$ with respect to $\theta_1$ and $\theta_3$. Here the other four parameters were held at their midpoints as $\theta_1$ and $\theta_3$ vary over the design range.
The discrepancy term is modeled as a smoothing spline over time: $1 \text{ week} \leq \text{time} \leq 57 \text{ weeks}$ (Higdon et al., 2002). The spline bases are normal kernels with a standard deviation of 18 weeks. The marginal variance of the basis coefficients is estimated within GPMSA. For this example, the resulting posterior for the variance is close to zero, so the impact of this term rather slight given the 20 weeks of observations (Figure 9). We also found that specifying kernel sds between 13 and 23 weeks did not appreciably change this result.

How to construct a likelihood function for such epidemic data is not straightforward. Here the data arrive as reported counts aggregated up from surveillance records from the various counties in Liberia. The challenging conditions under which the surveillance was carried out mean the reported counts could deviate substantially from the actual number of new cases in the population (WHO Ebola Response Team, 2014). Also, counts early in the epidemic are likely to be low as general awareness has not yet pervaded health professionals, or the general population (Cori et al., 2017; Owada et al., 2016). The observation error is specified as a compromise between the L2 objective function used in Venkatramanan et al. (2017) and the Gaussian error term required by GPMSA. Given the cumulative reported cases recorded in the $n_y = 20$-vector $y$, we model the log likelihood as

$$
\ell(\theta, \alpha, \lambda_y, y, \eta(\cdot), \delta, \Sigma_y) = \frac{n_y}{2} \log \lambda_y - \frac{1}{2} (y - \eta(\theta, \alpha) - \delta)^T \lambda_y \Sigma_y^{-1} (y - \eta(\theta, \alpha) - \delta).
$$

The log-likelihood for the ABM parameters and the precision scaling term $\lambda_y$ depends on the GP emulator $\eta(\cdot)$, the discrepancy vector $\delta$, and the $n_y \times n_y$ covariance matrix $\Sigma_y$.

The matrix $\Sigma_y$ is constructed so that the weekly (non-cumulative) counts $c = (c_1, \ldots, c_{20})^T$ are treated as independent, with a sd of $\sigma_k = \max(5, 0.2 \cdot c_k)$. Thus the transformation from weekly counts $c$ to the log of the cumulative counts $y$ induces a transformation from $V = \text{Var}(c)$ to the covariance for the error term $\Sigma_y$ in (1). The variance scaling parameter $\lambda_y$ is also estimated in GPMSA.

This likelihood term for the observations is augmented with a likelihood for the simulated epidemic curves (4). The Bayesian formulation is completed by the prior specification outlined in the appendix. The prior parameters include the ABM input parameters as well as a host of parameters controlling various GP and error terms in this specification.

4 Results

Figure 6 shows posterior means for the simulator response $\eta(\cdot)$ where each of the six inputs were varied over their prior range while the other five inputs were held at their posterior mean values. The posterior mean response surfaces convey an idea of how the different parameters affect the multivariate simulation output near the posterior mean. Other marginal functionals of the simulation response can also be calculated such as sensitivity indices or estimates of the Sobol decomposition (Sacks et al., 1989; Oakley and O’Hagan, 2004).

While Figure 6 shows main effects of the parameters on model output, it is clear from Figure 3 that the quantile’s effect on the model output clearly depends on the size of the epidemic which is determined by other model inputs. For instance, at the input setting marked by “A” the quantile has very little impact; for settings “B” and “C”, the epidemic curves change substantially with quantile.

We can assess the accuracy of this quantile based emulator by predicting the simulated trajectories of log of cumulative disease incidence for three holdout design points shown in Figures
Figure 6: Posterior mean simulator predictions (log counts as a function of time) varying one input across its prior range, holding others at their posterior mean values.

Figure 7: The first column from the left shows the actual simulations and their empirical quantiles at the three design inputs denoted by their colors from the design in Fig 2. Next 5 columns show the pointwise 90% credible intervals of the posterior emulator prediction at those model inputs. These are genuine holdout predictions since these AMB runs were not used to train the GP based emulator. Each of these five columns compares the empirical quantiles, denoted by different colors, from the actual simulations with the posterior predictions.
The resulting simulated and predicted trajectories are shown in Figure 7. Each row of the figure corresponds to one of the design points – A, B, and C. The first column shows the 100 replicates, along with the estimated quantiles. The remaining 5 columns are the plots of pointwise 90% credible intervals for each of the five quantiles, along with the quantiles estimated from the ABM replicates.

**Figure 8:** Estimated posterior distribution of the parameters \((\theta_1, \ldots, \theta_5, \alpha)\). The diagonal shows the estimated marginal posterior pdf for each parameter; the off-diagonal images give estimates of bivariate marginals; to contour lines show estimated 90% hpd regions.

The posterior for the input parameters, along with the quantile, \((\theta, \alpha)\), is depicted in Figure 8. This shows the 1-d and 2-d margins of this 6-d posterior distribution. The parameters controlling the transmissibility \(\theta_1\), the initial number of infected individuals \(\theta_2\), and the quantile \(\alpha\) are constrained by the observations up to week 20.

The posterior pointwise 90% intervals for the calibrated ABM \(\eta(\theta)\) and discrepancy \(\delta\) are given in the first two frames of Figure 9. The final frame shows the 90% intervals for actual epidemic \(\eta(\theta) + \delta\). Even though the posterior uncertainty for \(\delta\) is comparatively small here, the terms \(\eta(\theta)\) and \(\delta\) are negatively correlated. This means the posterior variance for the actual epidemic is less
Figure 9: Decomposition of the posterior prediction for the epidemic curve. Left: posterior 90% intervals for the calibrated emulator $\eta(\theta)$. The intervals are due to uncertainty regarding both $\theta$ and the GP emulator of ABM. Middle: posterior 90% intervals for $\delta$. Right: posterior 90% intervals for the actual epidemic curve: $\eta(\theta) + \delta$. The blue dots show the observed counts, along with 1 sd bars given by the square root of $\text{diag}(\Sigma_y)$.

While the constriction in moving from prior to posterior may not look substantial from examining Figure 8, the resulting reduction in uncertainty is apparent when examining the posterior epidemic curves (Figure 10, left frame). The posterior distribution of the epidemic curves accounts for uncertainty in the parameters, model discrepancy, uncertainty in the emulation of the ABM, and observation error. From these posterior realizations, one can also produce posterior uncer-

Figure 10: Left: Posterior (cyan) and prior (gray) realizations of the epidemic curves. The dashed line gives the pointwise 90% credible intervals for the epidemic curves. Middle: 40 posterior realizations of the weekly counts over time. The blue dots show the peak weekly count and corresponding time. Right: histogram of posterior peak time realizations.

than the sum of the posterior variance of these two components.

The analysis shows that the peak of the epidemic is most likely to be between weeks 20 and 30, but the peak time plausibly could be as late as 48 weeks (right frame of Figure 10).
4.1 Predictions for the Ebola Challenge

The Ebola Challenge required predictions and a description of their uncertainty for some of the key quantities (Tabataba et al., 2017) weeks 13, 26, 35, and 42. We focus on three of these quantities:

- Peak timing – the week in which the epidemic increased by the highest number of cases;
- Peak weak cases: the number of new infected individuals incurred on the peak timing week;
- Total epidemic size – the total number infected after the 57-week time period.

Figure 11: Posterior draws (cyan lines) and pointwise 90% credible intervals (dashed lines) for the actual epidemic curves ($\eta(\theta) + \delta$) for each of the ebola challenge time periods. The gray lines show epidemic curves produced from the initial ABM ensemble.

Figure 11 shows posterior realizations for the actual epidemic curve conditional on the data used at each of the timepoints. From these, posterior draws for each of the quantities of interest above can be produced. The marginal posterior distributions are depicted in Figure 12.

Note that even after 42 weeks worth of observations, the uncertainty regarding the actual epidemic curve is still substantial. One reason for this is that the epidemic is mostly over by week 30, so that observations after that time don’t add information to the posterior. This uncertainty is also influenced by the estimated covariance matrix $\lambda^{-1}_y \Sigma_y$ that links the actual epidemic to the observations $y$.

Given this, it’s not surprising that the posterior distributions for peak timing, peak week cases, and total size are fairly stable by the second time period in the ebola challenge (bottom three rows of Figure 12). A closer inspection of these posterior distributions shows that additional observations beyond week 26 serve to eliminate extreme values for timing and cases that are still plausible in the posterior produced at week 26.

We also note that the role of the discrepancy term $\delta$ becomes slightly more prominent for analyses that involve more weeks of observations. This is due to the fact that none of the ABM epidemic curves are fully compatible with the actual one. So while the posterior prediction for $\eta(\theta) + \delta$ takes $\delta$ to be nearly 0 at the early time periods, later time periods require more contribution from $\delta$. This affects the posterior for $\theta$ as well. When there is a mismatch between model and reality, this trade-off between $\eta(\theta)$ and $\delta$ is well known, and limits the ability of the data alone to reduce uncertainty regarding $\theta$ (Kennedy and O’Hagan, 2001; Higdon et al., 2004; Bayarri et al., 2007b; Brynjarsdóttir and OHagan, 2014; Tuo and Jeff Wu, 2016).
Figure 12: Posterior distributions for three functions of the actual epidemic curve – peak timing (left), peak weakly cases (middle), and total epidemic size (right). Each row shows the posterior density estimates conditional on epidemic data up to 13, 26, 35 and 42 weeks, moving from top to bottom.

5 Discussion

This paper shows how the quantile kriging approach can be extended to handle multivariate model output, and how it can be embedded into a Bayesian computer model calibration framework that accounts for uncertainty in calibration parameters, parameters governing the GP emulator, systematic errors between the model and reality, and the stochastic nature of the ABM. For a given ABM input setting \( \theta \), a GP effectively gives a non-parametric model for the quantiles of the epidemic curve replicates. The preprocessing described here shows how one can use existing modeling frameworks and software to handle this problem.

This strategy allows rather quick estimation for an application that entails a substantial amount of simulation output – 100 5-d input settings \( \times \) 100 replicates \( \times \) 57-week simulation output. Because of this, we were able to carry out the very demanding analyses and reporting that was required for the Ebola Challenge.

This solution is different than producing emulators for the mean and covariance for the replicates as a function of \( \theta \). While emulating the mean is straightforward, how to emulate a covariance matrix as a function of the 5-d input space is not. In addition, such an approach would likely require a normality assumption for the replicate variation – it is clear from some of the frames in Figure 3 that a normal approximation is insufficient at some input settings \( \theta \). Hence some classification approach (e.g. Crevillén-García et al. (2017)) or mixture of Gaussians would be necessary.

The applications described here reveal some shortcomings as well. While the GP used here nicely
accounts for dependencies between quantiles, it does not enforce monotonicity: \( \eta(\theta, \alpha_1) \leq \eta(\theta, \alpha_2) \) if \( \alpha_1 \leq \alpha_2 \). Approaches for ensuring monotonicity are available in \cite{Lin_Dunson_2014}; \cite{Wang_Berger_2016}, but their integration into general Bayesian model calibration formulations remains a research topic.

Also, for replicated, multivariate model output, how one defines and estimates the quantile is still a bit of an art. For this application, using the pointwise quantile over each of the 57 weeks was fine since the resulting quantile trajectories were quite compatible with the actual ABM epidemic curves. In other cases, one might need more care in ordering the multivariate model output appropriately so that a coherent mapping of output to quantiles is made, and that the resulting mapping leads to something well modeled by a GP over the \((\theta, \alpha)\) input space.

We end by noting that ABMs are becoming increasingly common for modeling social systems at the individual level, incorporating structure, constraints and behaviors, while producing very detailed – but stochastic – output. This paper gives one approach for producing inferences with the aid of such models; others include \cite{Hooten_Wikle_2010}; \cite{Wikle_Hooten_2016}; \cite{Andrianakis_al._2017}; \cite{Kattwinkel_Reichert_2017}. The allure of such models is their direct connection to reality (e.g. with an ABM one can directly compute the impact of closing schools on the evolution of the epidemic). The challenge is to appropriately quantify the uncertainty in how such models differ from reality.
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**Appendix: Quantile Kriging**

By the term *kriging*, we mean simple interpolation of a function at a given input, where the functional value is unknown. *Quantile kriging* is a technique of modeling the distribution of model output via modeling its quantile as a function of the input. Instead of modeling a stochastic simulator by fitting a deterministic mean function and a zero mean gaussian error in an additive set up, here we model the \( \alpha \) quantile \( Q_\alpha \) of the simulation output \( Y(x) \) at a give input \( x \) as a function of \( x \). Given any \( \alpha \) quantile exists for some \( x \in X \), one can model \( Q_\alpha(x_0) \) for an unobserved point \( x_0 \in X \) using simple gaussian process regression. The continuity assumption needed for a GP regression is well satisfied for the quantile functions. Once we fit \( Q_\alpha \) for different \( \alpha \), the cumulative distribution of simulation output can easily be written down using the quantile estimates \cite{Plumlee_Tuo_2014}.

**GPMSA Formulation**

The ABM is run at \( m = 100 \) input settings varying over predefined ranges of the \( p = 5 \) dimensional input variables given by Table 1. The \((m \cdot n_\alpha) \times (p + 1) \) dimensional design matrix including the
column of $n_\alpha = 5$ quantiles is given as:

$$
\begin{pmatrix}
\theta^*_1 & \cdots & \theta^*_p & \alpha_1 \\
\vdots & \ddots & \vdots & \vdots \\
\theta^*_1 & \cdots & \theta^*_p & \alpha_n \\
\vdots & \ddots & \vdots & \vdots \\
\theta^*_1 & \cdots & \theta^*_p & \alpha_{n_\alpha}
\end{pmatrix}.
$$

(2)

Quantile estimates from $r = 100$ trajectories of cumulative number of infected persons, at each of the $m$ input settings, as seen in Figure 3, is considered as the output from ABM. For this appendix, we subsume the quantile value $\alpha$ into the parameter vector $\theta$ and take $m$ to denote the number of input settings. Thus the design (2) is taken to be $m \times p$. Also, the dimension $p_\theta$ of the input vector is now larger by one.

The observation vector $y$ is modeled as the sum of a computational model $\eta(\theta)$, a systematic model discrepancy term $\delta$, and observational error $\epsilon$ as described in equation 1. The computational model $\eta(\theta)$ is represented as linear combination of $p_\eta$ basis functions, and an overall mean.

$$
\eta(\theta) = \phi_0 + \sum_{i=1}^{p_\eta} \phi_i w_i(\theta) + \epsilon w_0,
$$

where $\theta_0$ represents the quantile parameter $\alpha$. The vector $\epsilon w_0$ is given a $N(0, \lambda^{-1} w_0 I)$ prior distribution. Each basis weight $w_i(\theta)$, $i = 1, \ldots, p_\eta$, is then modeled as a mean 0 GP

$$
w_i(\theta) \sim \text{GP}(0, \lambda_{wi}^{-1} R(\theta, \theta'; \rho_{wi})),
$$

where $\lambda_{wi}$ is the marginal precision of the process and the correlation function is given by

$$
R(\theta, \theta'; \rho_{wi}) = \prod_{k=1}^{p_\theta} \rho_{wik}^{4(\theta_k - \theta'_k)^2}.
$$

The parameter $\rho_{wik}$ controls the spatial range for the $k$th input dimension of the process $w_i(\theta)$. The scaling of each $\phi_i$ is chosen so that the marginal variance of $w_i(\cdot)$ should be close to 1. Hence the priors for the $\lambda_{wis}$ have mass centered at 1. Under this parameterization, $\rho_{wik}$ gives the correlation between $w_i(\theta)$ and $w_i(\theta')$ when the input conditions $\theta$ and $\theta'$ are identical, except for a difference of half the prior range of the $k$th component. More details about the covariance function can be found in (Gattiker et al., 2016).

If we restrict to the $m$ input settings used for the ensemble we can define,

$$
w_i = (w_i(\theta^*_1), \ldots, w_i(\theta^*_m))^\prime, \; i = 1, \ldots, p_\eta.
$$
Then, \( w = (w'_1, \ldots, w'_{p_q})' \) then has prior distribution

\[
\begin{pmatrix}
w_1 \\
\vdots \\
w_{p_q}
\end{pmatrix} \sim N\left(\begin{pmatrix} 0 \\
\vdots \\
0
\end{pmatrix}, \Sigma_w = \begin{pmatrix}
\lambda_{w1}^{-1}R(\theta^*; \rho_{w1}) & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \lambda_{wpq}^{-1}R(\theta^*; \rho_{wpq})
\end{pmatrix}\right),
\]

(3)

where \( R(\theta^*; \rho_{w_i}) \) is obtained by applying the Gaussian covariance function on the design matrix in (2). The ABM output \( \eta(\theta^*_i) \) is projected (via dot product) onto each basis vector \( \phi_i \), giving transformed output \( w_i^* = (w_i^*(\theta^*_1), \ldots, w_i^*(\theta^*_p)) \). These transformed simulations are then modeled as independent normal perturbations from the \( w_i \) vectors:

\[
w_i^* \sim N(w_i, \lambda_{we_i}I_m), i = 1, \ldots, p_{\eta}.
\]

(4)

In standard settings, the “nugget” precisions \( \lambda_{we_i} \) are typically quite large, so that the posterior produces \( w_i(\cdot) \)'s that essentially interpolate the projected simulations \( w_i^* \). Since the quantiles are estimated from the 100 replicates, the posterior values for \( \lambda_{we_i} \) don’t enforce exact interpolation.

We specify independent, diffuse gamma priors for \( \lambda_{we_i} \) and \( \lambda_{w0} \), independent \( \Gamma(5,5) \) priors for each \( \lambda_{wi} \), and independent beta(a\_\( \rho_w \), b\_\( \rho_w \)) priors for the \( \rho_{wik} \)'s.

\[
\begin{align*}
\pi(\lambda_{w0}) & \propto \lambda_{w0}^{a_{\rho_w}-1}e^{-b_{\rho_w}\lambda_{w0}}, \\
\pi(\lambda_{we_i}) & \propto \lambda_{we_i}^{a_{\rho_w}-1}e^{-b_{\rho_w}\lambda_{we_i}}, \quad i = 1, \ldots, p_{\eta}, \\
\pi(\lambda_{wi}) & \propto \lambda_{wi}^{a_{\rho_w}-1}e^{-b_{\rho_w}\lambda_{wi}}, \quad i = 1, \ldots, p_{\eta}, \\
\pi(\rho_{wik}) & \propto \rho_{wik}^{a_{\rho_w}^{-1}-(1-\rho_{wik})b_{\rho_w}^{-1}}, \quad i = 1, \ldots, p_{\eta}, \quad k = 1, \ldots, p_{\theta}.
\end{align*}
\]

Like the emulator, the discrepancy term \( \delta \) is modeled using a basis representation over time: 1 week \( \leq \) time \( \leq 57 \) weeks. However, the discrepancy basis vectors are 1-d normal kernels with an sd of 18 weeks; the kernels are spaced 12 weeks apart.

\[
\delta = \sum_{k=1}^{p_{\delta}} d_k v_k,
\]

(5)

where \( p_{\delta} = 7 \) and each \( v_k \) has a zero mean normal prior with precision \( \lambda_{\delta} \). Combining this with the simulator model, the data log likelihood is then re-written as:

\[
\ell(\theta, \alpha, \lambda_y, w(\cdot), v, \lambda_w, \lambda_{\delta}, \rho_w, y, \phi, d, \Sigma_y) = \frac{n_y}{2} \log \lambda_y \\
- \frac{1}{2} \left( y - \phi_0 - \sum_{k=1}^{p_q} \phi_k w_k(\theta) - \sum_{k=1}^{p_{\delta}} d_k v_k \right)^T \left( \lambda_y^{-1} \Sigma_y^{-1} + \lambda_{w0} I \right) \left( y - \phi_0 - \sum_{k=1}^{p_q} \phi_k w_k(\theta) - \sum_{k=1}^{p_{\delta}} d_k v_k \right).
\]

(6)

The full specification of the likelihood follows from (4) and (6). This, along with the prior specification outlined above gives the posterior distribution for the unknown parameters. This distribution is sampled via MCMC in GPMSA, which can also produce draws from the posterior predictive distribution for the emulator and the epidemic curves (Higdon et al., 2008; Gattiker et al., 2016).
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