Text independent voiceprint recognition model based on I-vector
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Abstract
The commonly used text independent Voiceprint recognition models are Gaussian Mixture Model (GMM) and GMM and general background model (GMM-UBM). In the equalization vector of the GMM model, both the speaker information and the channel information are included, which results in unstable performance of the recognition system of the GMM and GMM-UBM models. In addition, the recognition ability for cross channel is poor, moreover, both models are limited by the maximum likelihood criterion. So, they employ weak ability to distinguish categories. I-vector is also known as identity authentication vector and has been proposed on the basis of Gaussian super vector in recent years. The method uses one space instead of the two spaces, including the difference between the speakers and the difference between the channels, and it is known as the most cutting-edge speaker modeling technology available today. Therefore, this paper adopted i-vector framework as the speaker recognition model, and studied the main problems that need to be dealt with. The recognition effect of GMM-UBM model and i-vector model were investigated by experiment as well. Through comparison experiments, it is verified that the i-vector recognition model employs a lower error rate of the and is more efficient. In the recognition phase, to quickly recognize the speaker's identity only needs to record two seconds of speech, and the system recognition accuracy reaches 97%.
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1. Introduction
Speaker Recognition is a technology for identifying people based on the Voiceprint characteristics contained in voice, and is a kind of biometric authentication technology. According to different recognition methods, Voiceprint recognition can be divided into three categories [1]. (1) Speaker discrimination is to distinguish who is talking from a given speaker set; (2) speaker confirmation is to judge whether someone is speaking or not; (3) speaker segmenting and clustering is to distinguish the switching time of different speakers based on the voice formed by multiple speakers.

According to different text requirements, the Voiceprint recognition task can be divided into two types: (1) text-independent Voiceprint recognition, which means that there is no specific requirement for the corpus in the model training process, and the training corpus and the test corpus can also be different; (2) text-related Voiceprint recognition, that is, the user gets the training model according to the specified text pronunciation during model training, and the test text and training text should be consistent.

For the speaker recognition, the choice and establishment of the model are the most important. A high-performance recognition system should be provided with different models to adapt to different applications. The researchers provide a series of pattern matching methods for various characteristics with further research. In the field of text-independent Voiceprint recognition, GMM and GMM-UBM models have become the dominant recognition methods, and achieved relatively better recognition effect. However, in the EMM's equalization vector, both speaker information and channel information are...
included, which results in poor cross-channel speech recognition capability of the GMM and GMM-UBM models [2], and the signal interference factor cannot be overcome. At the same time, due to the limitation of the maximum likelihood criterion, the ability to distinguish the categories is weak [3]. Therefore, some people have proposed the application of factor analysis to the speaker field [4–6]. The joint factor analysis considers that the super-vector of the Gaussian model in the GMM-UBM system can be roughly divided into a vector feature related to the speaker itself and a linear superposition of vector features related to the channel and other changes. That is to say, the space of GMM is divided into Eigen space, channel space and residual space. In this way, if the features related to the speaker itself can be extracted and the channel-related features be removed, then the channel influence can be better overcome and the recognition be carried out. It turns out that this kind of thinking is correct. After the joint factor analysis, the performance of the system is obviously improved [7].

The traditional modeling process of joint factor analysis is mainly based on two different spaces: the speaker space defined by the intrinsic speech space matrix, and the channel space defined by the intrinsic channel space matrix. Inspired by the theory of joint factor analysis, Dehak proposed to extract a more compact vector called the I-Vector from the GMM mean super-vector. The I-vector method uses one space instead of the two spaces. This new space can be a global difference space, which contains both the difference between the speakers and the difference between the channels.

Therefore, the I-Vector modeling process does not strictly distinguish the influence of the speaker and the influence of the channel in the GMM super-vector. It is called the most effective speaker modeling technique [8–10].

However, for i-vector model, there are many factors influencing the recognition performance, such as Gaussian mixture, LDA dimension, male to female ratio in the training set [11–12] and test voice duration. We have studied these factors and gave experimental results. Through experiments, the key factors to improve the performance of i-vector Voiceprint recognition model are given, and it is proved that the model can greatly improve the accuracy and real-time performance of Voiceprint recognition, which is very helpful in the practical application of the system.

2. The principle of i-vector

The basic idea of the i-vector based speaker recognition system is that assume both the speaker information and channel information are contained in the GMM's high-dimensional mean super-vector space, in this super-vector space, by training the Total Variability (TV) space which contains speaker information and the channel difference to decompose super-vector $S$ of each speaker's speech data into Equation (1) [13].

$$S = m + TwS = m + TωS = m + TωS = m + Tω$$

Where $S$ denotes the super-vector associated with the speaker and the channel; $m$ denotes the super-vector independent of the speaker and the channel; the subspace matrix $T$ of overall variation completes the mapping from the high dimensional space to the low dimensional space, thereby it makes the vector after dimensionality reduction is more conducive to further classifying and recognizing; $ω$ represents the vector associated with the speaker channel, which is a full-variable spatial difference factor containing speaker information and channel information [14].

The framework of a speaker recognition system based i-vector is shown in Figure 1. The main problems that need to be processed are finding the full variable space $T$, and extracting the i-vector, and channel compensation as well as cosine distance scoring [15].
A. Full variable space matrix

For the k-th segment speech of a given speaker A, the Baum-Welch statistic can be expressed as Equations 2, 3 and 4 [16].

\[ N_{j,k}(a) = \sum p(j|x_t, \lambda) \]  \hspace{1cm} (2)

\[ F_{j,k}(a) = \sum p(j|x_t, \lambda)(x_t - m_j) \]  \hspace{1cm} (3)

\[ S_{j,k}(a) = \text{diag} [\sum p(j|x_t, \lambda)(x_t - m_j)(x_t - m_j)] \]  \hspace{1cm} (4)

In the formula (2), \( p(x_t, \lambda) \) is the posterior probability that the Gaussian mixture component \( j \) produces \( x_t \) in the UBM model, and \( p(x_t, \lambda) \) can be expressed as (5).

\[ p(x_t, \lambda) = \frac{e_{j,p(x_t,\lambda)}}{\sum e_{j,p(x_t,\lambda)}} \]  \hspace{1cm} (5)

After obtaining the Baum-Welch statistic of all the speeches in the training inventory according to the above method, and to estimate the matrix \( T \) by 5 to 8 iterations using the EM algorithm, the \( T \) is considered to be converged, then generating a random initial value. The EM algorithm is as follows [17].

1. Step E: Calculate the posterior distribution of \( \epsilon \), and obtain the expectation and correlation matrix of \( \epsilon \) as shown in Equations 6, 7 and 8.

\[ \Gamma^{-1}(a) = I + T^T \sum^{-1} N_k(a) T \]  \hspace{1cm} (6)

2. M step: To update the matrix \( T \) and maximize the likelihood function, as in Equation 9 and 10.

\[ \varphi_j = \sum_{a,k} N_{j,k} E[\omega_{a,k}] \omega^T_{a,k} \]  \hspace{1cm} (9)

\[ \tau = \sum_{a,k} \hat{F}_k(a) E[\omega^T_{a,k}] \]  \hspace{1cm} (10)

For each Gaussian mixture component \( m = 1, 2, ..., M \) and the one-dimensional \( f = 1, 2, ..., p \) of the characteristic parameter, let \( i = (j-1)xp + f \), \( T_i \) represents the \( i \)-th line of \( T \), and \( \tau_i \) represents the \( i \)-throw of \( \tau \), then \( T \) can be updated to Equation 11.

\[ T_{i,j} = \varphi_j \tau_i \]  \hspace{1cm} (11)

In the Equation 11, \( P \) is a dimension of a characteristic parameter. The matrix \( T \) can be obtained by continuously iterating according to the E and M steps until it gets convergence.

B. Extracting i-vector vectors

After obtaining the zero-order and first-order Baum-Welch statistic of the speech, the corresponding i-
vector vector can be obtained by the following calculation, as in Equation 12.
\[
E(\omega_{a,b}) = \Gamma^{-1}(a) T^T \Sigma^{-1} \tilde{F}_k(a)
\]  
(12)

C. LDA channel compensation algorithm
Channel compensation is for the channel information and the speaker's personal information in the whole variable space. By reducing the difference caused by the channel information as much as possible, and amplifying the speaker’s personality information to achieve the purpose of enhancing the discrimination effect. Because i-vector uses the full variable space, it cannot be avoided that the system's distinguish ability will be affected by channel information. Therefore, channel compensation is needed to weaken the channel influence [18,19].

Linear discriminant analysis (LDA) is a dimensionality reduction technique widely used in the field of recognition. By maximizing the ratio of inter-class to intra-class dispersion and finding a set of orthogonal bases to project the original features to the space defined by base coordinates, then the effect of distinguishing ability of the characteristic can be improved.

Given a training set containing A speakers, and each speaker has a \(K_a\) segments of speech, i.e. \(K_a\) i-vectors, all the i-vectors constitute a training sample set. The criterion function of LDA is as shown in Equation 13.
\[
D(\varphi) = \frac{\varphi^T S_b \varphi}{\varphi^T S_w \varphi}
\]  
(13)

In Equation 13, \(D(\varphi)\) is the Rayleigh coefficient, and \(\varphi\) is the optimal projected coordinate direction. The formula for calculating the inter-class covariance matrix \(S_b\) and the intra-class covariance matrix \(S_w\) is given by Equations 14 and 15.
\[
S_b = \sum_{a=1}^{A} (\theta_a - \bar{\theta})(\theta_a - \bar{\theta})^T
\]  
(14)
\[
S_w = \sum_{a=1}^{A} \frac{1}{K_a} (\gamma_i^a - \bar{\gamma})(\gamma_i^a - \bar{\gamma})^T
\]  
(15)

Where \(\gamma_i\) is the speaker's i-vector and \(\theta_a\) is the mean of the a-th speaker’s training sample. The Lagrange function is used to find the optimal solution of \(D(\varphi)\). After simplification obtains as shown in Equation 16.
\[
S_b \varphi = \lambda S_w \varphi = S_w^{-1} S_b \varphi = \lambda \varphi
\]  
(16)

D. Cosine distance scoring
Cosine distance scoring (CDS) is a symmetric kernel function classifier whose target vector and test vector exchange have no effect on the result [20]. The CDS calculates the cosine distance between the i-vector of the test speech and the i-vector of each speaker model, and compares it with the threshold to obtain the final decision result. The CDS calculation formula is as shown in equation (17).
\[
\text{Score} = \frac{\langle \omega_{Sp}, \omega_T \rangle}{\|\omega_{Sp}\| \|\omega_T\|}
\]  
(17)

Where \(\omega_{Sp}\) is the i-vector of speaker model, and \(\omega_T\) is the i-vector of test speech model.

3. Speaker model experiment based on i-vector
A. Performance evaluation of speaker system
False rejection rate (FRR) is the probability that the voice from the real user is rejected by the system. The lower the FRR, the easier it is to accept the speaker. False acceptance rate (FAR) is the probability that the voice from the impostor is accepted by the system. The lower the FAR, the better the security of the system.

The detection error trade-offs curve (DET) is a curve in which FAR is the horizontal axis and FRR is the vertical axis, as shown in Figure 2.
Figure 2 Detection error trade-off curve

Figure 3 Relationship between threshold and error rate

The relationship between threshold and error rate is shown in Figure 3. It can be seen from Figure 3 that no matter how the threshold is selected, neither FRR nor FAR can be reduced at the same time. Therefore, it is necessary to find an equal error rate (EER) point of FRR and FAR to select the decision threshold of the system. The EER of the speaker recognition system represents the average error rate and can be used to describe the average performance of the speaker recognition system.

B. The effect of male to female ratios on the recognition performance of GMM-UBM and i-vector systems

In this experiment, the MFCC is used as the characteristic parameter to explore the influence of different male-female mixing ratios on the performance of the GMM-UBM model and the i-vector based recognition system in the event that the training duration, the total number of training sets and the Gaussian mixture are unchanged.

The speeches used in this experiment were from TIMIT, which contains a total of 6,300 speech data from 630 people. A total of 4,000 speeches of 400 male and female students in the corpus were selected for UBM training. The proportion of males in different experiments was respectively 0%, 20%, 40%, 60%, 80%, and 100%. The test set selected 100 people for men and women, half of which were male and female. The DET obtained in each set of experiments is shown in Figure 4. Figure 5 is the statistics results, and Table 1 was obtained after trimming the experimental data.
Figure 4 Experimental DET chart

Figure 5 The effect of male-female ratio on system recognition rate

Table 1 The effect of male-female ratio on system identification rate

| Male speech | GMM-UBM EER | i-vector EER |
|-------------|-------------|--------------|
| 0%          | 7.01%       | 4.31%        |
| 20%         | 4.61%       | 4.09%        |
| 40%         | 4.42%       | 3.31%        |
| 60%         | 5.77%       | 3.49%        |
| 80%         | 5.89%       | 3.61%        |
| 100%        | 6.35%       | 3.69%        |

It can be seen from the experimental results that the male-female ratio in the training set will have a greater impact on the performance of the recognition system, so the male-female ratio should be considered in the training phase. When the male ratio is 40%, the recognition rate of the two recognition systems is the highest, which means that the corpus selected as training set with 4:6 male-female is the best. At the same time, the overall EER of i-vector is lower than that of GMM-UBM, especially when males’ ratio is relatively large, the recognition of i-vector is more accurate than that of GMM-UBM.

C. Influence of gaussian mixture on recognition performance of GMM-UBM system and i-vector system
The purpose of this experiment is to investigate the influence of different Gaussian mixture on the recognition rate of GMM-UBM recognition system and i-vector recognition system. UBM training was conducted by using 530 people in the TIMIT corpus as a training set. 100 people were used as test sets, and the ratio of male to female in the test set was 40% and 60%. Under the same training set and test set conditions, to study the influence of Gaussian mixture on the performance of the recognition system by changing the Gaussian mixture degree for two different recognition systems. The obtained result data chart is shown in Figure 6, and the experimental data being sorted is shown in Table 2.

![Figure 6: The influence of the mixture degree on the recognition rate](image)

**Table 2: The influence of Gaussian mixture degree on recognition rate**

| Gaussian mixture | EER of GMM-UBM | EER of i-vector |
|------------------|-----------------|-----------------|
| 8                | 7.81%           | 6.78%           |
| 16               | 6.85%           | 5.01%           |
| 32               | 5.78%           | 4.66%           |
| 64               | 4.32%           | 3.53%           |
| 128              | 4.26%           | 3.51%           |
| 256              | 4.12%           | 3.32%           |
| 512              | 4.12%           | 3.31%           |

Although the recognition effect will increase with the increase of Gaussian mixture in theory, more factors need to be considered in the system implementation. The higher the Gaussian mixture, the larger the calculation, the greater the requirements on the equipment, and the more time consumption. Therefore, when choosing Gaussian mixture, the accuracy and calculation time should be comprehensively considered.

The experimental results show that with the increase of Gaussian mixture, the error rate of the system is gradually reduced, which indicates that the increase of Gaussian mixture does improve the recognition rate. As the Gaussian mixture increases, the error rate decreases gradually, but when the mixture is mixed to 256, the error rate decreases very slowly. In order to avoid the computer's calculation amount too large, the mixing degree adopted in this experiment is 256.

**D. Influence of LDA dimension on recognition performance of i-vector system**

The purpose of this experiment is to investigate the influence of dimensionality reduction for LDA on the recognition performance of i-vectors. UBM training was conducted by using 530 people in the TIMIT corpus as a training set. 100 people were used as test sets, and the ratio of male to female in the test set was 40% and 60%. According to the data of Experiment 2, the Gaussian mixture is 256. The original dimension of i-vector is 200. Figure 7 and Table 3 show the reduced dimensions number of LDA and its influence on the recognition rate of the system.
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The experimental results show that the error rate of the i-vector recognition system will decrease with the LDA dimension decreases, but when the LDA dimension decreases to a certain value, the system EER increases. According to the data in chart, for the system the lowest error rate is and the best recognition rate can be obtained when Dim is 90, so the LDA dimension selected by this experimental system is 90.

This experiment mainly investigated the use effect of the Android product in this project in the actual environment. Thereunto, the number of experimental people is 10 (5 males and 5 females), and the environment is the roadside and canteen. The experiment is mainly divided into the following three comparison modules.

![Image](image.png)

**Figure 7** Result chart of impact of LDA dimension on I-vector recognition rate

| LDA dimension | EER  |
|---------------|------|
| Dim=200       | 7.03%|
| Dim=180       | 6.98%|
| Dim=150       | 5.62%|
| Dim=110       | 4.82%|
| Dim=100       | 4.63%|
| Dim=90        | 4.54%|
| Dim=80        | 4.78%|
| Dim=50        | 5.86%|

**Table 3** Influence of LDA dimension on i-vector recognition rate

E. Testing the impact of voice duration

Under the premise of using LMS adaptive filtering denoising algorithm and Mel Frequency Cepstral Coefficients (MFCC) characteristic extraction algorithm, to compare the recognition accuracy of GMM-UBM and i-vector model by using the speech with same durations and different durations, recognition accuracy. Wherein, the number of segments of the read digit string is used to indicate different test speech durations (a string of digits represents 2 seconds).

| Digits string/segment (%) | Recognition model |
|---------------------------|-------------------|
| 1                         | 2                 |
| 3                         | 4                 |
| 5                         |                   |

**Table 4** Recognition accuracy of VP master using GMM-UBM and i-vector models for different speech duration

The experimental data is shown in Table 4. From the results, it can be seen that compared with the GMM-UBM model, the used i-vector model can gain higher recognition accuracy with shorter test speech duration. Among them, the recognition accuracy is better when using test input speech of 5-digit string (i.e., about 10 seconds). This is because in the case of using same test speech duration (i.e. the same
training set size), the i-vector model can more effectively cover the dimension of the target speaker's Voiceprint feature than the GMM-UBM model (that is, it can more represent speaker's Voiceprint feature), so the recognition accuracy of the i-vector model is higher. Moreover, the longer duration of the test speech (i.e., the larger the speech training set), the more coverage of the speaker's Voiceprint feature can be covered, so the accuracy of the model recognition is higher when the test speech duration is longer. How to choose the input duration of the test speech in the product depends on the designer's balance of the inverse relationship between the user experience and the accuracy. In the system, in order to obtain higher accuracy, a 5-digit string is used as the test speech input.

4. Conclusion
The performance of the Voiceprint recognition system is influenced by the male to female ratio in the training set and the Gaussian mixture model as well as speech length, etc. By comparing experimentation, it is approved that the holistic ERR of recognition system based i-vector is lower than that of a system based GMM-UBM. Furthermore, the needed time is more less while the gained precision is higher. However, the research of this system still needs to further consider the actual user needs, such as how to identify the rate and real-time when the number of training samples is insufficient, which is worth further study.
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