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Abstract

Motivated by questions from program transformations, eight notions of isomorphisms between term rewriting systems are defined, analysed, and classified. The notions include global isomorphisms, where the renaming of variables and function symbols is the same for all term rewriting rules of the system, local ones, where a single renaming for every rule is used, and a combination, where one symbol set is renamed globally while the other set is renamed locally. Preservation of semantic properties like convertibility and termination is analysed for the different isomorphism notions. The notions of templates and maximal normal forms of term rewriting systems are introduced and algorithms to efficiently compute them are presented. Equipped with these techniques, the complexity of the underlying decision problems of the isomorphisms are analysed and either shown to be efficiently solvable or proved to be complete for the graph isomorphism complexity class.
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1. Introduction

Motivation and Goals. We are interested in program transformation and optimisation. Given a programming language (or a representation of it, like a core language) an important question is if two programs are equal. While there are several possibilities of defining semantic equality of programs, syntactic equality is often an easy definition and very often used implicitly where sometimes it means the same objects, but often some renamings are allowed (like renaming of function and procedure names, renaming of formal parameters, \(\alpha\)-renaming for languages with binders). In deduction and inference procedures on programs and in compilers where program transformations and optimisations are applied
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Preprint
to programs, (syntactic) equality has to be decided, and hence we want to investigate variations and the complexity of syntactic equivalences. We consider term rewriting systems (TRSs, for short) since they are a well-studied formalism to represent computations and programs (e.g., they are used as a target language for showing termination of real programs\cite{1,2}, including non-deterministic programs. Also, other applications like deduction systems use TRSs in their core and equality also matters for those systems. Thus, in this paper, we consider the question of whether two TRSs are syntactically equivalent, where we allow renaming of variable names and/or renaming of function names. However, an appropriate definition of syntactic equality depends on the concrete application. In our view, fundamental requirements of syntactic equality are that it is reflexive, transitive, and symmetric (and thus an equivalence relation), and that it is decidable only by inspecting the syntax of the systems but not the semantics, thus we do not want to execute the TRSs to decide syntactic equality.

We discuss some example applications of syntactic equivalence. An example from program transformation is deciding the applicability of “common subexpression elimination”, which identifies duplicated (i.e., equal) code and shares it. Another application is to identify equal programs in example program databases that are used for tests, benchmarks, and competitions. Having duplicated problems in the problem set (without knowing it) can distort benchmark and competition results. For TRSs, an application is Knuth-Bendix-completion where new rewriting rules are added during the completion procedure. Here one has to check whether the new rules are new or whether they are already present in the system (perhaps with variables renamed, but in this application, renaming of function symbols is not requested).

To cover the different notions of syntactic equivalence, we use a systematic approach and thus define different notions of “syntactic equivalence up to renamings” for TRSs, we classify them, and we analyse the complexity of their corresponding decision problem. In TRSs two symbol sets occur: variables, where renaming corresponds to renaming of formal parameters, and function symbols, where renaming corresponds to renaming names of functions or data. Our systematic analysis is then based on three “levels” of renaming: renamings can be done locally (there are renamings for each rule of a TRS), globally (there is a common renaming for all rules of a TRS) or not at all (renaming of neither symbol set is allowed).

Contributions and Results. As main contribution of this paper, we first introduce eight notions of equivalence by considering syntactic-isomorphisms between TRSs, so-called TRS isomorphisms, and then analyse the relationship between these notions, resulting in a hierarchy of equivalence notions (Proposition 3.5). We distinguish local equivalence (local renamings of variables, functions, or both), standard equivalence (local renaming of one set (functions/variables) and global renaming of the other set (variables/functions)) and global equivalence (global renaming of variables, functions, or both). To ensure that all notions are equivalence relations, we have to require for local and standard renamings, that the TRSs are in a normal form, which means that there exists no local
renaming (of variables, or functions, resp.) that makes two rules of the TRS equal.

Concerning complexity, we show that the (three) local equivalence notions can be solved in polynomial time (Theorem 4.5) and thus their decision problems are in \( P \). The other five (global and standard) equivalence notions are shown to be \( GI \)-complete (Theorem 5.1), where \( GI \) is the complexity class corresponding to the graph isomorphism problem.

We discuss the usability of the equivalences. The most common equivalences seem to be:

1. Renaming the variables only locally, since often a given signature is fixed and thus TRSs are considered as syntactic equal w.r.t. this fixed signature, while locally renaming of variables is permitted: this follows the principle “names of formal parameters do not matter”, i.e., whether a TRS has a rule \( f(x) \to x \) or \( f(y) \to y \) should make no difference, regardless of whether variables \( x \) and \( y \) appear in other rules.

2. If the signature is not fixed, renaming of functions is allowed. Then one usually wants to have a global renaming of functions (since otherwise and as we show in Proposition 3.10, semantic equivalences like conversion equality are not preserved by the equivalence). This is represented by one of our standard equivalences.

3. Disallowing local renamings (of variables) but permitting global renaming of functions has the nice property that the corresponding equivalences are equivalence relations without requiring the TRSs to be in normal form. Thus, it allows equating TRSs that contain “variants” of rules (e.g., \( f(x,y) \to g(a,x) \) and \( f(y,z) \to g(a,y) \)). This equivalence is represented by one of our global equivalences.

Semantic properties of the syntactic equivalences are analysed in Section 3.2 where global renaming of functions and global or local renaming of variables is shown to be compatible with rewriting, convertibility and termination (see Theorem 3.9) while local renaming of functions may be incompatible. Thus, latter equivalences seem to be counter-intuitive and there seem to be no obvious applications that use such equivalences of TRSs. However, we see at least two reasons to include them in our study. The first reason is a complexity-theoretic one. Since standard and global equivalences are \( GI \)-complete, it is interesting to look for related problems that are in \( P \) and may give new insights into the open question of the complexity class \( GI \). The second reason is that for showing global or standard non-isomorphism of TRSs, it is a fast (but incomplete) procedure to refute local equivalence (in polynomial time), since, as we show in Proposition 3.5, this implies (global and standard) non-isomorphism of the TRSs. Due to our polynomial encoding between graphs and TRSs this test could also be used to refute graph isomorphism.

The eight equivalences only form a core set of equalities, since other equivalence notions can be built from them. For instance, one can define equivalences that first add function symbols to the signatures of both TRSs such that both
TRSs have enough function symbols to apply one of our equivalences. Another example of an equivalence variant is to first compute the normal forms (w.r.t. function symbols or variables) of both TRSs and thereafter compare them with one of our equivalences that require a normal form. We discuss some variations and generalisations in Section 4.4.

Related work. Several isomorphism problems in this paper are shown to be GI-complete. For the graph isomorphism problem as a complexity class GI, it is known that \( P \subseteq GI \subseteq NP \) holds, but it is unknown for both \( \subseteq \)-relations whether they are strict. Proving GI-completeness of a problem indicates the hardness of the problem and that there is currently no known polynomial-time algorithm for it. Details on the complexity class GI can, for instance, be found in [3, 4]. A recent overview from a theoretical and a practical perspective on the graph isomorphism problem is given in [5]. Several related problems are shown to be GI-complete in [6, 7].

Several works consider equivalence of TRSs, while most (for instance [8, 9, 10]) consider conversion equivalence \( \leftrightarrow \) which coincides with the equivalence of the equational theory induced by the TRS, as shown by Birkhoff’s Theorem. However, this equivalence is semantic and not only syntactic. This also holds for normalization equivalence, which, for instance, is investigated in [11] (based on the work in [12]) and holds if the normal forms of TRSs are the same. A commonality with our work is that [11] considers variant-free TRSs (which we call TRSs in \( V \)-normal form) where a variant of a TRS rule is the rule with renamed variables. A notion of syntactic equivalence of TRSs is considered in [13], based on subsumption of rewriting rules where a rule is subsumed by another rule if it is an instance of this rule. However, complexity of the equivalence is not analysed. Most of the works use an (arbitrary) but fixed signature and therefore do not include the renaming of function symbols.

A related problem to equality of TRSs is equality of terms and expressions in (formal) languages. In [14] term equality including associative-commutative functions and commutative binding operators is shown to be GI-complete, while the problem is in \( P \) without binding operators. Equality of TRSs is not considered. However, one may use the result to show that equivalence of TRS is in GI by encoding the given TRSs into single terms with associative-commutative operators.

For GI-hardness on the other hand, an encoding in the opposite direction would be required, which seems to be non-trivial. Thus, we settled on a more elementary approach to prove our GI-completeness results.

In [15] the complexity of \( \alpha \)-equivalence in lambda-calculi with letrec-bindings was analysed and shown to be GI-complete. Although our first-order syntax can be viewed as a sublanguage of these higher-order expressions, we cannot reuse any part of the GI-completeness proof for proving, that our isomorphism problem on TRSs is in GI, the work in [15] does not include rewriting rules and TRSs (only isomorphism of plain letrec-expressions is considered). For proving GI-hardness, no reuse of [15] is possible because the first-order-syntax is a sublanguage of the higher-order-language, which makes hardness-proofs in
general a stronger result (since the problem in the smaller language is shown to be hard) and requires a new proof. While \[15\] encodes graphs as let expressions, we encode graphs as TRSs. A commonality is that we use the formalism of outgoing-ordered labelled directed graphs and their isomorphism problem, which was shown to be \(\text{GI}\)-complete in \[15\]. Finally, compared to this work we consider and classify different notions of syntactic equivalence.

Our proof method for showing that equalities, based on so-called local re-namings, is known as the template-method which was used before in \[16\], where certain structural homomorphisms for context-free (and regular) grammars were analysed and shown to be in \(\text{P}\) or \(\text{GI}\) or \(\text{NP}\)-complete.

Outline. In Section 2 we define necessary notions and notation. In Section 3 we introduce various types of isomorphisms on TRSs and discuss their semantic properties. In Section 4 we first define templates and maximal normal forms of TRS and then show that they can be computed efficiently. Equipped with these tools, we show that the three local TRS isomorphisms are in \(\text{P}\). In Section 5 we show that the remaining five TRS isomorphisms are complete for the graph isomorphism complexity class. We conclude in Section 6.

2. Preliminaries on Term Rewriting Systems

In this section, we recall the required terminology on term rewriting (see also e.g. \[17, 18, 10\]).

We define terms as follows, where we – unlike other definitions – allow the set of variables to be finite. This is helpful when treating the concrete terms that (syntactically) appear as left- and right-hand sides in term rewriting rules. Let \(\mathcal{F}\) be a finite set of function symbols, where each \(f \in \mathcal{F}\) has a fixed arity \(\text{ar}(f) \in \mathbb{N}_0\). Let \(\mathcal{V}\) be a disjoint, finite or countably infinite set of variables. Terms \(T(\mathcal{F}, \mathcal{V}, \text{ar})\) (over function symbols \(\mathcal{F}\) and variables \(\mathcal{V}\)) are defined inductively: 

- \(x \in \mathcal{V}\) is a term,
- any constant (i.e. \(f \in \mathcal{F}\), with \(\text{ar}(f) = 0\)) is a term, and
- if \(f \in \mathcal{F}\), \(\text{ar}(f) \geq 1\), \(t_1, \ldots, t_{\text{ar}(f)} \in T(\mathcal{F}, \mathcal{V}, \text{ar})\) then \(f(t_1, \ldots, t_{\text{ar}(f)}) \in T(\mathcal{F}, \mathcal{V}, \text{ar})\).

The length \(|t|\) of a term \(t \in T(\mathcal{F}, \mathcal{V}, \text{ar})\) is its total number of variable and function symbol appearances. For convenience, we sometimes omit \(\text{ar}\) and write \(T(\mathcal{F}, \mathcal{V})\).

We use letters \(c, d, \ldots\) for constants, \(f, g, h, \ldots\) for arbitrary functions symbols, and \(x, y, z\) for variables. For a term \(t\), \(\text{Var}(t)\) denotes the variables and \(\text{Func}(t)\) the function symbols occurring in \(t\). For convenience, we assume that the set of variables in a term rewriting system is finite. This will ease notation when we define mappings between them. A term rewriting system (TRS) over terms \(T(\mathcal{F}, \mathcal{V})\) (where \(\mathcal{V}\) is finite) is a finite set \(\mathcal{R}\) of rules \(\mathcal{R} = \{\ell_1 \rightarrow r_1, \ldots, \ell_n \rightarrow r_n\}\), where \(\ell_i, r_i \in T(\mathcal{F}, \mathcal{V})\) are terms, \(\ell_i\) is not a variable, and \(\text{Var}(r_i) \subseteq \text{Var}(\ell_i)\). The length \(|\ell r| = |\ell| + |r|\) of a rewriting rule \(\ell \rightarrow r\) is the length of the concatenation of terms \(\ell\) and \(r\).

We write \(R = (\mathcal{F}, \mathcal{V}, \mathcal{R})\) for a TRS to make the function symbols and the variables explicit. Since in practice TRSs are often characterised by their rewriting rules only and the underlying symbol sets are determined implicitly or as part of the initial design, assume w.l.o.g. symbol sets to be minimal,
i.e. $V = \bigcup_{t \to r \in R} \text{Var}(t)$ and $F = \bigcup_{t \to r \in R} \text{Func}(t) \cup \text{Func}(r)$. We will later (to an extend) relax this restriction when talking about isomorphisms.

We define the rewrite relation of a TRS as usual: let $C$ denote a context, i.e. a term with a hole $[\cdot]$ and let $C[t]$ be the context $C$ where the hole is replaced by term $t$. For a TRS $R$ with rule set $\mathcal{R}$, the rewrite relation $\to_R$ is defined by $C[\sigma(t)] \to_R C[\sigma(r)]$ for any $C$, any rule $\ell \to r \in \mathcal{R}$, and $\sigma$ a substitution that replaces finitely many variables by terms.

With $\xrightarrow{\ast}_R$ we denote the reflexive-transitive closure of $\to_R$. convertibility $\iff_R$ is the reflexive-transitive closure of the symmetric closure $\leftrightarrow_R$ of $\to_R$. A TRS $R$ is terminating if there is no infinite sequence of $\to_R$-steps.

For a function $f : A \to B$, its extension to set $X \subseteq A$ is $f(X) = \{f(x) : x \in X\}$. We denote the restriction of $f$ to $X$ with $f|_X$. With $\{a_1 \mapsto b_1, \ldots, a_n \mapsto b_n\}$ we denote the map $f : \{a_1, \ldots, a_n\} \to \{b_1, \ldots, b_n\}$, mapping $a_i$ onto $b_i$. For disjoint sets $A$ and $B$ and maps $f : A \to C$ and $g : B \to D$, let $f \sqcup g : A \sqcup B \to C \sqcup D$ be the unique map with $(f \sqcup g)|_A = f$ and $(f \sqcup g)|_B = g$. This can be generalised to arbitrary many, pairwise disjoint sets.

**Example 2.1.** Let $F = \{f, h, g, c\}$, $V = \{x, y\}$ and $ar = \{c \mapsto 0, g \mapsto 1, h \mapsto 1, f \mapsto 2\}$. Rewriting rules over $T(F, V, ar)$ include

$$h(y) \rightarrow f(c, y), f(g(x), y) \rightarrow g(x), h(g(x)) \rightarrow g(x) \text{ or } h(y) \rightarrow c.$$  

Recall the three conditions on TRSs: (1) Left and right side of a rule have to be valid terms, (2) the left side is not allowed to be a single variable, (3) the right side does not introduce new variables. Then $f(x) \rightarrow c$ violates (1), $x \rightarrow h(x)$ violates (2) and $g(x) \rightarrow h(y)$ violates (3).

To model the concept of rule-remapping, we introduce term homomorphisms, which allow us to modify underlying term sets.

**Definition 2.2** (Term Homomorphisms and Term Isomorphisms). A term homomorphism from term set $T(F, V, ar)$ into $T(F', V', ar')$ is a pair of maps $(\phi = (\phi_F, \phi_V) : (F \to F', V \to V')$ such that $ar(f) = ar'(\phi_F(f))$ for every $f \in F$, canonically extended to all terms $T(F, V, ar)$ via $\phi(x) = \phi_V(x)$ for $x \in V$ and $\phi(f(t_1, \ldots, t_{ar'(f)})) = \phi_F(f)(\phi(t_1), \ldots, \phi(t_{ar'(f)}))$ for any $f \in F$, terms $t_1, \ldots, t_{ar'(f)} \in T(F, V, ar)$. Concatenation of term homomorphisms $\phi, \phi'$ is defined entry-wise, i.e. $\phi \circ \phi' = (\phi_F, \phi_V) \circ (\phi'_F, \phi'_V) = (\phi_F \circ \phi'_F, \phi_V \circ \phi'_V)$. If $\phi$ is bijective, it is called a term isomorphism and its inverse is simply denoted by $\phi^{-1} = (\phi_F^{-1}, \phi_V^{-1})$. Moreover, $\phi$ is called $V$-($/F$)-invariant, if $V = V'$ ($F = F'$) and $\phi_V = id_V$ ($\phi_F = id_F$).

For all intents and purposes, we allow ourselves to abuse notation and treat a term homomorphism $\phi$ as a single map $\phi : (F \cup V) \to (F' \cup V')$ where additionally $\phi(V) \subseteq V'$ and $\phi(F) \subseteq F'$. In this sense, $\phi_V$ can be seen as the restriction $\phi|_V$ (the same for $\phi_F$). We sometimes use the restriction notation.

**Corollary 2.3.** By Definition 2.2, inverses and compositions of term isomorphism are again term isomorphisms.
Now we can specify certain normal forms of TRSs by prohibiting “equivalent” rewriting rules, based on manipulation by term isomorphisms.

Definition 2.4 (Equivalence of Rewriting Rules, Normal Forms). Let \( R = (\mathcal{F}, \mathcal{V}, \mathcal{R}) \) be a TRS. For two distinct rewriting rules \( \ell \to r, \ell' \to r' \in \mathcal{R} \), we say that \( \ell \to r \) and \( \ell' \to r' \) are \((\mathcal{V}/\mathcal{F})\)-equivalent, iff there is a \((\mathcal{F}/\mathcal{V})\)-invariant term isomorphism \( \phi : (\mathcal{F} \cup \mathcal{V}) \to (\mathcal{F} \cup \mathcal{V}) \) with \( \phi(\ell) \to \phi(r) = \ell' \to r' \). If \( \mathcal{R} \) does not contain any pair of \((\mathcal{V}/\mathcal{F})\)-equivalent rewriting rules, then we say that \( \mathcal{R} \) is in \((\mathcal{V}/\mathcal{F})\)-normal form.

Clearly, a TRS in normal form is already in \((\mathcal{V}/\mathcal{F})\)-normal form.

Example 2.5 (Cont. of Example 2.1). Both \( \phi_1 = \{ x \mapsto y, y \mapsto x, c \mapsto c, g \mapsto g, h \mapsto h, f \mapsto f \} \) and \( \phi_2 = \{ x \mapsto x, y \mapsto y, c \mapsto c, h \mapsto g, g \mapsto h, f \mapsto f \} \) are valid term isomorphisms on \( T(\mathcal{F}, \mathcal{V}) \) itself, with the former being \( \mathcal{F} \)-invariant and the latter \( \mathcal{V} \)-invariant. Moreover, for \( \mathcal{R}_1 = \{ f(g(x), y) \to h(x), f(h(x), y) \to g(x), f(g(y), x) \to h(y) \} \),

\((\mathcal{F}, \mathcal{V}, \mathcal{R}_1)\) is neither in \( \mathcal{V} \)-normal form:

\[ \phi_1(f(g(x), y)) \to \phi_1(h(x)) = f(g(y), x) \to h(y), \]

since \( f(g(x), y) \to h(x) \) and \( f(g(y), x) \to h(y) \) are \( \mathcal{V} \)-equivalent, nor in \( \mathcal{F} \)-normal form:

\[ \phi_2(f(g(x), y)) \to \phi_2(h(x)) = f(h(x), y) \to g(x), \]

since \( f(g(x), y) \to h(x) \) and \( f(h(x), y) \to g(x) \) are \( \mathcal{F} \)-equivalent.

3. A Hierarchy of TRS Isomorphisms

We define notions of isomorphism between TRSs together with equivalences induced by different term isomorphisms. Afterwards we analyse their relationship with semantic properties of TRSs.

3.1. Classification of TRS Isomorphisms

Variables and function symbols can each be renamed locally, globally, or not at all, resulting in a total of eight non-trivial, distinct isomorphism types, after combining all possibilities. Global renaming requires a common symbol-mapping applied to the whole rule set, while local renaming allows separate symbol-mappings for each rule in the set. For so-called global TRS isomorphisms, we will define variants that require the term isomorphisms to be \( \mathcal{F} \)- or \( \mathcal{V} \)-invariant, resp. For the local ones, we define variants (so-called standard TRS isomorphisms), where all local mappings have something in common, e.g., mappings that have a common renaming on the variables, or mappings that have a common renaming on the function symbols.

\footnote{Emphasising that we define equivalences, the labels of all relations end with letter “E” (see Lemma 3.4).}
\[ V^{-}\text{inv.}} V^{-}\text{global}} V^{-}\text{local}} F^{-}\text{inv.}} F^{-}\text{global}} F^{-}\text{local}} \text{Requ. normal form} \]

Global TRS Isomorphisms

\[ GE \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓

\[ GVE \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓

\[ GFE \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓

Standard TRS Isomorphisms

\[ SVE \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \]

\[ SFE \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \]

Local TRS Isomorphisms

\[ LE \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \]

\[ LVE \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \]

\[ LFE \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \hspace{1cm} ✓ \]

Table 1: Categorisation and comparison of TRS isomorphisms

\textbf{Definition 3.1} (TRS Isomorphisms\(^1\)). Let \( R = (\mathcal{F}, \mathcal{V}, \mathcal{R}) \) and \( R' = (\mathcal{F}', \mathcal{V}', \mathcal{R}') \) be TRSs.

1. TRSs \( R \) and \( R' \) are \textit{globally isomorphic}, written \( R \cong_{GE} R' \), if there exists a term isomorphism \( \phi : (\mathcal{F} \cup \mathcal{V}) \to (\mathcal{F}' \cup \mathcal{V}') \) with \( \phi(\mathcal{R}) := \{ \phi(\ell) \to \phi(r) : \ell \to r \in \mathcal{R} \} = \mathcal{R}' \). Map \( \phi \) is then called a \textit{global isomorphism}.

2. TRSs \( R \) and \( R' \) are \textit{\( \mathcal{V} \)-globally isomorphic}, written \( R \cong_{GVE} R' \), if there exists a global isomorphism \( \phi \) that is \( \mathcal{F} \)-invariant. Map \( \phi \) is then called a \textit{\( \mathcal{V} \)-global isomorphism}.

3. TRSs \( R \) and \( R' \) are \textit{\( \mathcal{F} \)-globally isomorphic}, written \( R \cong_{GFE} R' \), if there exists a global isomorphism \( \phi \) that is \( \mathcal{V} \)-invariant. Map \( \phi \) is then called a \textit{\( \mathcal{F} \)-global isomorphism}.

4. TRSs \( R \) and \( R' \) are \textit{locally isomorphic}, written \( R \cong_{LE} R' \), if they are in normal form and there are term isomorphisms \( \phi_i : (\mathcal{F} \cup \mathcal{V}) \to (\mathcal{F}' \cup \mathcal{V}') \), \( 1 \leq i \leq n = |\mathcal{R}| \), such that \( \phi(\mathcal{R}) = \{ \phi_1(\ell_1) \to \phi_1(r_1), \ldots, \phi_n(\ell_n) \to \phi_n(r_n) \} = \mathcal{R}' \), where \( \phi = (\phi_1, \ldots, \phi_n) \) denotes the family of such term isomorphisms. Family \( \phi \) is then called a \textit{local isomorphism}.

5. TRSs \( R \) and \( R' \) are \textit{\( \mathcal{V} \)-standard isomorphic}, written \( R \cong_{SVE} R' \), if they are in \( \mathcal{F} \)-normal form, there is a family \( \phi \) that is a local isomorphism and \( \phi_1|_{\mathcal{V}} = \ldots = \phi_n|_{\mathcal{V}} \). Family \( \phi \) is then called a \textit{\( \mathcal{V} \)-standard isomorphism}.

6. TRSs \( R \) and \( R' \) are \textit{\( \mathcal{F} \)-standard isomorphic}, written \( R \cong_{SFE} R' \), if they are in \( \mathcal{V} \)-normal form, there is a family \( \phi \) that is a local isomorphism and \( \phi_1|_{\mathcal{F}} = \ldots = \phi_n|_{\mathcal{F}} \). Family \( \phi \) is then called a \textit{\( \mathcal{F} \)-standard isomorphism}.

7. TRSs \( R \) and \( R' \) are \textit{\( \mathcal{V} \)-locally isomorphic}, written \( R \cong_{LVE} R' \), if they are \( \mathcal{F} \)-standard isomorphic, and there is a \( \mathcal{V} \)-standard isomorphism such that the \( \phi_i \)'s are \( \mathcal{F} \)-invariant. We then call \( \phi \) a \( \mathcal{V} \)-local isomorphism.

8. TRSs \( R \) and \( R' \) are \textit{\( \mathcal{F} \)-locally isomorphic}, written \( R \cong_{LFE} R' \), if they are \( \mathcal{V} \)-standard isomorphic, and there is a \( \mathcal{F} \)-standard isomorphism such that the \( \phi_i \)'s are \( \mathcal{V} \)-invariant. We then call \( \phi \) a \( \mathcal{F} \)-local isomorphism.
Note that the definition of TRS isomorphisms with local properties in Definition 3.1 is based on a fixed (arbitrary) ordering of rewriting rules \( R \). A summary concerning all types of TRS isomorphism can be found in Table 1. We differentiate between local, standard and global TRS isomorphisms, depending on the degree of local renamings involved. By extending global TRS isomorphisms to constant families, \( \cong_{GFE} \), \( \cong_{GVE} \) and \( \cong_{GFE} \) can also be understood as special cases of \( \cong_{LE} \). This is in particular of good use when composing different types of TRS isomorphisms.

**Example 3.2.** Consider the following TRSs:

\[
\begin{align*}
R_2 &= \{{x, y}\}, \quad \{f, g, c\}, \quad \{f(x, y) \rightarrow c, g(x) \rightarrow x\} \\
R_2' &= \{{x, y, z}\}, \quad \{f, g, c\}, \quad \{f(x, y) \rightarrow c, g(x) \rightarrow x\} \\
R_3 &= \{{x, z_2}\}, \quad \{f, g, c\}, \quad \{f(z_1, z_2) \rightarrow c, g(z_1) \rightarrow z_1\} \\
R_4 &= \{{x, y}\}, \quad \{f, g, c\}, \quad \{g(x, y) \rightarrow c, f(x) \rightarrow x\} \\
R_5 &= \{{x, z_2}\}, \quad \{f, g, c\}, \quad \{g(z_1, z_2) \rightarrow c, f(z_1) \rightarrow z_1\} \\
R_6 &= \{{x, z_2, z_3}\}, \quad \{f, g, c\}, \quad \{g(z_1, z_2) \rightarrow c, f(z_3) \rightarrow z_3\} \\
R_7 &= \{{x, y}\}, \quad \{f, g, c, d\}, \quad \{f(x, y) \rightarrow c, g(x) \rightarrow c\} \\
R_8 &= \{{h, k, c, d}\}, \quad \{h(z_1, z_2) \rightarrow c, k(z_1) \rightarrow d\} \\
R_9 &= \{{x, y}\}, \quad \{f, g, h\}, \quad \{f(x, y) \rightarrow g(y, x), f(x, y) \rightarrow h(x, y)\} \\
R_{10} &= \{{x, z_2}\}, \quad \{f, g, h\}, \quad \{h(z_1, z_2) \rightarrow g(z_2, z_1), g(z_2, z_1) \rightarrow f(z_2, z_1)\} \\
R_{11} &= \{{x, z_2}\}, \quad \{f, g, h\}, \quad \{f(z_1, z_2) \rightarrow g(z_2, z_1), f(z_2, z_1) \rightarrow h(z_1, z_2)\} \\
R_{12} &= \{{x, y}\}, \quad \{f, g, h\}, \quad \{h(x, y) \rightarrow g(y, x), g(x, y) \rightarrow f(x, y)\}.
\end{align*}
\]

We have \( R_2 \cong_{GVE} R_3 \) (but not \( R_2 \cong_{GFE} R_3 \)), since we have to rename variable \( x \) into \( z_1 \) and variable \( y \) into \( z_2 \) in both rules, which yields an \( \forall \)-global isomorphism. We have \( R_2 \cong_{GFE} R_4 \) by renaming \( f \) into \( g \) and vice versa in both rules, which consequently yields an \( \forall \)-global isomorphism. Similar for \( R_5 \), where \( R_2 \cong_{GE} R_5 \) (but \( R_2 \not\cong_{GFE} R_5 \) and \( R_2 \not\cong_{GFE} R_5 \)).

For \( R_6 \), neither \( R_2 \cong_{GE} R_6 \), \( R_2 \cong_{GFE} R_6 \) nor \( R_2 \cong_{GVE} R_6 \) holds, since incompatible cardinalities of variable sets \( \{x, y\} \) and \( \{z_1, z_2, z_3\} \) prevent the definition of appropriate term isomorphisms. Not even extending \( R_2 \)'s variable set to \( \{x, y, z\} \), i.e., working with \( R_2' \) changes this situation. Variable \( x \) in \( R_2' \) would still have to correspond to both \( z_1 \) and \( z_3 \) in the rules of \( R_6 \). This is where the local property of standard TRS isomorphism helps: we have \( R_2' \cong_{GFE} R_6 \), since renaming of function symbols is global (mapping \( f \) to \( g \) and vice versa), but renaming of variables differs in each rule (mapping \( x \) to \( z_1 \) and \( y \) to \( z_2 \) for the first rules and mapping \( x \) to \( z_3 \) for the third rule). The idea is the same for \( \forall \)-standard isomorphisms, they are global on the variables but allow for local renamings of function symbols. E.g., \( R_7 \cong_{SVE} R_8 \) by renaming variables \( x, y \) globally into \( z_1, z_2 \), renaming \( f \) to \( h \) in the first and \( c \) to \( d \) in the second rule.

The local TRS isomorphisms are not restricted to global renaming of one or more symbol sets, but are satisfied with renaming of variables and/or function symbols on a per rule basis. E.g. \( R_9 \cong_{LE} R_{10} \), \( R_9 \not\cong_{LVE} R_{10} \), \( R_9 \not\cong_{LFE} R_{10} \), \( R_7 \cong_{LVE} R_{11} \) and \( R_7 \cong_{LFE} R_{12} \).

**Remark 3.3.** Similar to our approach to term isomorphisms, one can first
define TRS homomorphisms as a family of term homomorphisms of the same signature. These term homomorphisms can then be imposed with additional restrictions to achieve an alternative characterisation of Definition 3.1.

Normal forms are helpful and were introduced to prevent “shrinking” of rewriting rule sets and to ensure symmetry and transitivity of the isomorphism-relation in the first place. Consider rewriting rule sets

\[
\mathcal{R}_{13} = \{ f(x) \to c, g(x) \to d, g(c) \to d \} \\
\mathcal{R}_{14} = \{ f(x) \to d, g(c) \to d \}
\]

where the rewriting rules \(f(x) \to c, g(x) \to d\) and \(f(x) \to d\) are \(\mathcal{F}\)-equivalent. The induced TRSs \(R_i = (\mathcal{F}_i, \mathcal{V}_i, \mathcal{R}_i)\) are \(\mathcal{F}\)-locally isomorphic in just one direction, i.e. one finds \(\mathcal{F}\)-invariant term isomorphisms \(\phi = (\phi_1, \phi_2, \phi_3)\) such that \(\phi(R_{13}) = \mathcal{R}_{14}\), but not the other way around due to incompatible cardinalities of said rule sets. We will loosen up this restriction later in Section 4.4 when discussing templates, which present a natural connection between local TRS isomorphisms and normal forms.

The following lemma justifies the notion of “isomorphisms” between TRSs.

**Lemma 3.4.** Every binary relation \(\sim\), defined by \(R \sim R'\) iff \(R\) and \(R'\) are \((\mathcal{V}/\mathcal{F}\text{-})\)locally/globally/standard isomorphic TRSs, is an equivalence relation.

**Proof.** Fix TRSs \(R_A, R_B, R_C\) such that \(R_A \equiv_{\text{LE}} R_B\) and \(R_B \equiv_{\text{LE}} R_C\) via local isomorphisms \(\phi\) and \(\phi'\) resp., and denote with \(\mathcal{R}_x = \{ \ell_1^{x} \to r_1^{x}, \ldots, \ell_n^{x} \to r_n^{x} \}\), the respective rule sets, where \(n_x = |\mathcal{R}_x|\) for \(x = A, B, C\). Recall Corollary 2.3.

We claim that \(R_A, R_B\) and \(R_C\) have the same number of rewriting rules, \(n_A = n_B = n_C = n\). Indeed, if \(\ell_i^A \to r_i^A, \ell_j^A \to r_j^A, 1 \leq i < j \leq n_A\) with \(\phi_1(\ell_i^A) \to \phi_i(\ell_j^A) = \phi_j(\ell_j^A) \to \phi_j(\ell_j^A),\) then for term isomorphisms \(\psi_i := \phi_j^{-1} \circ \phi_i, \psi_i(\ell_i^A) \to \psi_i(r_i^A) = \ell_j^A \to r_j^A,\) in contradiction to \(R_A\) in normal form. The same holds for \(R_B\). W.l.o.g. assume \(R_A, R_B, R_C\) to be ordered such that \(\phi_i(\ell_i^A) \to \phi_i(\ell_i^B) = \ell_i^B \to r_i^B\) and \(\phi_i'(\ell_i^A) \to \phi_i'(\ell_i^C) = \ell_i^C \to r_i^C\) for all \(1 \leq i \leq n\). Then \(R_A \equiv_{\text{LVE}} R_A\) and \(R_B \equiv_{\text{LVE}} R_A\) by choosing \(\text{id}_{\mathcal{F}_A \cup \mathcal{V}_A}\) and \(\phi^{-1} = (\phi_1^{-1}, \ldots, \phi_n^{-1})\). Moreover, \(R_A \equiv_{\text{LVE}} R_C\) due to \(\psi(R_A) = R_C\), where \(\psi = (\phi_1 \circ \phi_1, \ldots, \phi_n \circ \phi_n)\) is the (generalised) composition of \(\phi\) and \(\phi'\). The remaining cases follow analogously by imposing additional restrictions to the term isomorphisms, which are then retained under composition and inversion. \(\square\)

**Proposition 3.5.** By Definition 3.1, \(\mathcal{F}\)-invariance implies \(\mathcal{F}\)-globality implies \(\mathcal{F}\)-locality and \(\mathcal{V}\)-invariance implies \(\mathcal{V}\)-globality implies \(\mathcal{V}\)-locality, and thus the following (strict) implications hold:

\[
\begin{align*}
\text{LFE} \iff & \text{GFE} \\
\text{SVE} \iff & \text{GE} \\
\text{SFE} \iff & \text{LVE}
\end{align*}
\]
Proof. The implications can be directly read from Table [1] Strictness follows from the examples provided in Table [2] where only rewriting rule sets \( R, R' \) are given, and variables, function symbols and arities are omitted.

3.2. Semantic Properties of TRS Isomorphisms

We analyse w.r.t. our hierarchy of TRS isomorphisms whether syntactically equivalent TRSs are also semantically equivalent. Hence, in this section, we briefly analyse whether rewriting, convertibility, and termination of TRSs is preserved by the TRS isomorphisms.

Definition 3.6 (Term Isomorphism-Semantics). Let \( \phi : (F \cup V) \rightarrow (F' \cup V') \) be a term isomorphism. We apply \( \phi \) also to contexts \( C \) in \( T(F, V) \) where \( \phi([]) = [ ] \). For a substitution \( \sigma = \{ x_1 \mapsto t_1, \ldots, x_n \mapsto t_n \} \) with domain \( V \) and codomain \( T(F, V) \), denote with \( \phi(\sigma) = \{ \phi(x_1) \mapsto \phi(t_1), \ldots, \phi(x_n) \mapsto \phi(t_n) \} \) a new substitution w.r.t. \( \phi \). These notions can analogously be extended to global TRS isomorphisms.

Term isomorphisms and substitutions are then compatible in the sense that \( \phi(\sigma(t)) = \phi(C)[\sigma(\phi(t))] \) for any term \( t \in T(F, V) \) and context \( C \).

Compatibility subsequently extends to global TRS isomorphisms:

Lemma 3.7. Let \( R = (F, V, R), R' = (F', V', R') \) be TRSs and \( \phi \) be a global isomorphism from \( R \) to \( R' \) witnessing \( R \cong_{GE} R', R \cong_{GFE} R', \) or \( R \cong_{GVE} R' \). Then for any terms \( s, t \in T(F, V) \) satisfying \( \phi(s) \rightarrow_{\phi(R)} \phi(t) \).

Proof. If \( \ell \rightarrow_r \in R \), \( s = C[\sigma(\ell)] \rightarrow_R C[\sigma(r)] = t \) with \( \sigma = \{ x_1 \mapsto t_1, \ldots, x_n \mapsto t_n \} \), then \( \phi(s) = \phi(C[\sigma(\ell)]) = \phi(C)[\sigma'(\phi(\ell))] \rightarrow_{\phi(R)} \phi(\sigma(\phi(\ell))) = \phi(\sigma(\phi(r))) = \phi(t) \) where \( \sigma' = \phi(\sigma) \).

If \( \phi(s) \rightarrow_{\phi(R)} \phi(t) \), then there exist \( \ell' \rightarrow_r \in \phi(R), \sigma' = \{ x'_1 \mapsto t'_1, \ldots, x'_n \mapsto t'_n \} \) and a context \( C' \) such that \( \phi(s) = C'[\sigma'(\ell')] \) and \( \phi(t) = C'[\sigma'(r')] \). Since \( \phi \) is a global isomorphism, there exists \( \phi^{-1} \) such that \( s = \phi^{-1}(C'[\sigma'(\ell')]) \), \( t = \phi^{-1}(C'[\sigma'(r')]) \).
\[ \phi^{-1}(C')[\sigma''(\phi^{-1}(r'))] \] where \( \sigma'' = \phi^{-1}(\sigma') \). Clearly, \( \phi^{-1}(\ell') \to \phi^{-1}(r') \in R \) since \( \phi \) is a global isomorphism and thus \( s \to_R t \).

For TRS isomorphisms that are non-constant families of term isomorphisms (i.e. local and standard ones), it is more complicated since one can apply a specific isomorphism of the family or any isomorphism of the family. However, if only variables are locally renamed, this is still compatible with rewriting:

**Lemma 3.8.** Let \( R = (\mathcal{F}, \mathcal{V}, \mathcal{R}) \), \( R' = (\mathcal{F}', \mathcal{V}', \mathcal{R}') \) be TRSs, \( \phi = (\phi_1, \ldots, \phi_n) \) be a \( \mathcal{V} \)-local (but not \( \mathcal{F} \)-local) TRS isomorphism witnessing \( R \cong_{\text{sfe}} R' \), or \( R \cong_{\text{lve}} R' \), resp. Then for all \( s, t \in \mathcal{T}(\mathcal{F}, \mathcal{V}) \) and all \( 1 \leq i \leq n \): \( s \to_R t \) iff \( \phi_i(s) \to_{\phi_i(R)} \phi_i(t) \).

**Proof.** For the first direction, let \( \ell \to r \in \mathcal{R} \), \( s = C[\sigma(\ell)] \to_R C[\sigma(r)] = t \) with \( \sigma = \{x_1 \mapsto t_1, \ldots, x_n \mapsto t_n\} \) and \( \sigma' = \phi|_{\mathcal{F}}(\sigma) \) where \( \phi|_{\mathcal{F}} = \phi_i|_{\mathcal{F}} \) for \( 1 \leq i \leq n \). Assume that \( \phi \) maps \( \ell \to r \) to \( \phi_j(\ell) \to \phi_j(r) \). Then \( \phi_i(s) = \phi_i(C[\sigma(\ell)]) = \phi_i(C[\sigma(\phi_j(\ell))]) \) and \( \phi_i(t) = \phi_i(C[\sigma(r)]) = \phi_i(C[\sigma'(\phi_j(r))]) \).

Since all \( \phi_1, \ldots, \phi_n \) are global on \( \mathcal{F} \), we can write the terms as follows:

\[
\begin{align*}
\phi_i(s) &= \phi_i(C)[(\sigma' \circ \phi_i|_{\mathcal{V}} \circ \phi_j^{-1}|_{\mathcal{V}})(\phi_j(\ell))], \\
\phi_i(t) &= \phi_i(C)[(\sigma' \circ \phi_i|_{\mathcal{V}} \circ \phi_j^{-1}|_{\mathcal{V}})(\phi_j(r))].
\end{align*}
\]

Since \( (\sigma' \circ \phi_i|_{\mathcal{V}} \circ \phi_j^{-1}) \) is a substitution from variables to terms, we have \( \phi_i(s) \to_{\phi_i(R)} \phi_i(t) \).

For the other direction, let \( \phi_i(s) \to_{\phi_i(R)} \phi_i(t) \). Then there exist \( \ell' \to r' \in \phi(R) \), with \( \ell' = \phi_j(\ell'_j), r' = \phi_j(r'_j) \), \( \ell'_j \to r'_j \in \mathcal{R} \), \( \sigma' = \{x'_1 \mapsto t'_1, \ldots, x'_m \mapsto t'_m\} \) and a context \( C' \) such that \( \phi_i(s) = C'[\sigma'(\ell'_j)] \) and \( \phi_i(t) = C'[\sigma'(r'_j)] \). Note that \( \phi_i \) can be written as \( \phi_k|_{\mathcal{V}} \cup \phi|_{\mathcal{F}} \), with constant \( \phi|_{\mathcal{F}} : \mathcal{F} \to \mathcal{F}' \) independent of \( 1 \leq k \leq n \), and that since all \( \phi_k \) are bijective, the inverse \( \phi_k^{-1} \) exists and can be written as \( \phi_k^{-1}(x' \mapsto C'[\sigma'(\ell'_j)]) = \phi_k^{-1}(C'[\sigma''(\phi_j|\mathcal{V}(\ell'_j))]) \) where \( \sigma'' = \{\phi_k^{-1}|_{\mathcal{V}}(x'_1), \ldots, \phi_k^{-1}|_{\mathcal{V}}(x'_m) \mapsto t'_n\} \).

Since \( \sigma'' \circ \phi_j|_{\mathcal{V}} \) is a substitution from variables to terms and \( \ell'_j \to r'_j \in \mathcal{R} \), we have \( s \to_R t \).

The two previous lemmas imply that global and \( \mathcal{V} \)-local isomorphisms (that are \( \mathcal{F} \)-global) are compatible with rewriting, convertibility, and termination:

**Theorem 3.9 (Semantic Compatibility of Global/\( \mathcal{V} \)-Local TRS Isomorphisms).** Let \( R = (\mathcal{F}, \mathcal{V}, \mathcal{R}) \), \( R' = (\mathcal{F}', \mathcal{V}', \mathcal{R}') \) such that \( R \cong_{\text{ge}} R' \), \( R \cong_{\text{sfe}} R' \), \( R \cong_{\text{lve}} R' \), or \( R \cong_{\text{gve}} R' \). Let \( \phi \) be the isomorphism witnessing the corresponding equivalence.

Then the following holds:

(i) \( s \to_R t \) iff \( \phi(s) \to_{\phi(R)} \phi(t) \) where in case of a \( \mathcal{V} \)-local equivalence, \( \phi \) is any isomorphism \( \phi_i \) of the family \( \langle \phi_1, \ldots, \phi_n \rangle \).
(ii) $s \xleftrightarrow{R} t$ iff $\phi(s) \xleftrightarrow{R'} \phi(t)$ where in case of a $\mathcal{V}$-local equivalence, $\phi$ is any isomorphism $\phi_i$ of the family $(\phi_1, \ldots, \phi_n)$.

(iii) $R$ is terminating iff $\phi(R)$ is terminating.

For $\mathcal{F}$-local TRS isomorphism, the situation changes. Only a weak correspondence, as formulated in the following proposition, holds:

**Proposition 3.10** (Semantic Properties of $\mathcal{F}$-Local TRS Isomorphism). Let $R = (\mathcal{V}, \mathcal{F}, R), R' = (\mathcal{V}', \mathcal{F}', R')$ be TRSs such that $R \cong_{\text{SVE}} R', R \cong_{\text{LFE}} R'$, or $R \cong_{\text{LE}} R'$. Let $\phi = (\phi_1, \ldots, \phi_n)$ be the $(\mathcal{F}$-local) isomorphism witnessing the equivalence of $R$ and $R'$ such that $\mathcal{R} = \{ \ell_1 \to r_1, \ldots, \ell_n \to r_n \}$, $\mathcal{R}' = \phi(R) = \{ \phi_1(\ell_1) \to \phi_1(r_1), \ldots, \phi_n(\ell_n) \to \phi_n(r_n) \}$. Then the following holds:

(i) If $s \to_R t$, then there exists $1 \leq i \leq n$ such that $\phi_i(s) \to_{\phi(R)} \phi_i(t)$. However, $R, R', \phi$ can be chosen such that there exist $s, t, i$ with $s \to_R t$, but $\phi_i(s) \not\to_{\phi(R)} \phi_i(t)$.

(ii) If $\phi_i(s) \to_{\phi_i(\ell'_i) \to_{\phi_i(r'_i)}} \phi_i(t)$, then $s \to_R t$. However, $R, R', \phi, j$ can be chosen such that there exist with $\phi_j(s) \to_{R'} \phi_j(t)$, but $s \not\to_R t$.

(iii) $R, R'$ can be chosen such that $R$ is terminating, but $R'$ is not terminating.

**Proof.** (i): For the first part, choose $\phi_i$ such that $\ell_i \to r_i$ is the rewrite rule that is applied in the step $s \to_R t$. Then $\phi_i$ behaves like the global isomorphism in the proof of Lemma 3.7, which shows the claim. For the second part, we provide a counter-example: Let $\mathcal{F} = \mathcal{F}' = \{ f, g, h, u \}, \mathcal{V} = \mathcal{V}'$,

\[
\mathcal{R} = \{ f(x) \to g(x, x), f(x) \to h(x, x, x) \},
\mathcal{R}' = \{ f(x) \to g(x, x), u(x) \to h(x, x, x) \}
\]

and $\phi = (\phi_1, \phi_2)$ with $\phi_1|\mathcal{F} = \text{id}_{\mathcal{F}}$ and $\phi_2|\mathcal{F} = \{ f \mapsto u, h \mapsto h, g \mapsto g, u \mapsto h \}$. Then $f(x) \to_R h(x, x, x)$, but $\phi_1(f(x)) = f(x) \not\to_R h(x, x, x) = \phi_1(h(x, x, x))$.

(ii): The first part holds, since the inverse of $\phi_i$ can be applied to the terms $\phi_i(s)$ and $\phi_i(t)$, showing that $s \not\to_{\{\ell_i \to r_i\}} t$ and thus $s \not\to_R t$. For the second part, consider $\mathcal{F} = \mathcal{F}' = \{ a, f, g \}, \mathcal{V} = \mathcal{V}'$,

\[
\mathcal{R} = \{ f(x) \to g(x), g(x) \to g(a) \},
\mathcal{R}' = \{ g(x) \to f(x), g(x) \to g(a) \}
\]

and $\phi_1|\mathcal{F} = \{ f \mapsto g, g \mapsto a, a \mapsto a \}, \phi_2|\mathcal{F} = \text{id}_{\mathcal{F}}, \phi_1|\mathcal{V} = \text{id}_{\mathcal{V}}$ for $i = 1, 2$. Then $\phi_1(f(x)) = g(x) \not\to_{R'} g(a) = \phi_1(f(a))$, but $f(x) \not\to_R f(a)$.

(iii): Consider $\mathcal{F} = \mathcal{F}' = \{ a, f, g, h \}, \mathcal{V} = \mathcal{V}'$,

\[
\mathcal{R} = \{ f(x) \to g(x), h(x) \to g(a) \},
\mathcal{R}' = \{ f(x) \to g(x), g(x) \to f(a) \}
\]

and $\phi_1|\mathcal{F} = \text{id}_{\mathcal{F}}, \phi_2|\mathcal{F} = \{ h \mapsto g, g \mapsto f, f \mapsto h \}, \phi_i|\mathcal{V} = \text{id}_{\mathcal{V}}$ for $i = 1, 2$. Then $R$ is terminating, since it replaces all $f$ and $h$ by $g$, and $g$ cannot be rewritten, but $R'$ is nonterminating due to $f(a) \to_{R'} g(a) \not\to_{R'} f(a)$.

\[\square\]
3.3. Discussion and Applications

Consider $R_{15} = (F_{15}, \{x, y\}, R_{15})$ where $F_{15} = \{c, s, f\}$ and

$$R_{15} = \{ f(c, x) \rightarrow x, f(s(x), y) \rightarrow s(f(x, y)) \}.$$ 

This system can be interpreted as a single recursive definition of addition on natural numbers by equations $\text{add}(0, m) = m$ and $\text{add}(\text{succ}(n), m) = \text{succ}(\text{add}(n, m))$: TRS $R_{15}$ is $F$-standard isomorphic to the TRS $R_{16} = (F_{16}, \mathcal{V}_{16}, R_{16})$ where $F_{16} = \{0, \text{succ}, \text{add}\}$, $\mathcal{V}_{16} = \{n, m\}$, and

$$R_{16} = \{ \text{add}(0, m) \rightarrow m, \text{add}(\text{succ}(n), m) \rightarrow \text{succ}(\text{add}(n, m)) \}$$

courtesy of

$$\phi_1 = \{ c \mapsto 0, s \mapsto \text{succ}, f \mapsto \text{add}, x \mapsto m, y \mapsto n \}$$

and

$$\phi_2 = \{ c \mapsto 0, s \mapsto \text{succ}, f \mapsto \text{add}, x \mapsto n, y \mapsto m \}.$$ 

Our interpretation only holds if we (explicitly via term isomorphisms or not) rename $f$ globally, i.e. the $f$ in the second rule has to refer to the same function as in the first. In other words, functions are seen as global quantities, while variables are treated as local placeholders. In this sense, $F$-standard isomorphism is rightly named as the in practice most important type of TRS isomorphism.

In summary, TRS isomorphisms that permit to rename variables locally and function symbols globally seem to be quite natural following the principle that “names of formal parameters do not matter”, i.e., whether a TRS has a rule $f(x) \rightarrow x$ or $f(y) \rightarrow y$ should not make a difference, independently whether variables $x$ and $y$ occur in other rules.

However, often the signature is fixed, and one does not want to rename the function symbols. For instance, in Knuth-Bendix-completion, one compares single rules without renaming of function symbols, i.e. $\cong_{\text{LVE}}$ (on singleton TRSs) is the relevant equivalence notion.

If local renamings are involved, we require the TRS to be in normal form. This is not necessary if only global renamings are used, which for instance allows identifying TRSs as equal even if they have “renamed” rules, thus all global TRS isomorphism may have practical applications in this case.

However, for the TRS isomorphisms that allow local renaming of function symbols, we cannot provide a use case where they can be used as a proper notion of equality. The results in Section 3.2 also support this judgement. However, besides including all dimensions in the hierarchy of TRS isomorphisms, there are two justifications to analyze the notions, both require that the notions are in $\text{P}$ (which holds as we show in Section 4.2): (1) They provide a fast (but incomplete) test to refute the corresponding standard or global equivalences, using the contrapositive of the implications in Proposition 3.5. (2) In addition, they can also be used to construct a polynomial (but incomplete) test to refute graph isomorphism since we provide polynomial translations from graphs to TRSs in Section 5. Efficiently implemented algorithms could thus aid in (sophisticated)
common subexpression elimination by refuting if selected code-blocks are isomorphic, i.e. if they offer the same functionality after a suitable renaming of functions or methods and variables. Since deciding global and standard equivalences is GI-complete, it is interesting to consider related problems that are in P. This may help to understand the inclusions $P \subseteq GI \subseteq NP$.

4. Templates and Local Properties

We state two explicit polynomial-time algorithms which solve LVE, LFE, LE, and later serve to justify polynomial reductions from SFE to GFE and SVE to GVE. This method is known as the template-method (an example concerning structural isomorphisms on context-free grammars can be found in [16]) and involves canonical renaming of variables or function symbols or both on a per rule basis, depending on the type of local TRS isomorphism. For a fixed TRS $R = (\mathcal{F}, \mathcal{V}, \mathcal{R})$, let $sz_R = \max\{|\ell|, |r| : \ell \rightarrow r \in \mathcal{R}\}$ be the maximum length of terms appearing in $\mathcal{R}$. For the sake of simplicity, we assume terms or rewriting rules are stored in a computationally advantageous structure, e.g., as trees, where each symbol can be accessed in at least linear time, i.e. $O(sz_R)$. Furthermore, symbols themselves can be represented as hash maps which allows access in $O(\log |\mathcal{V}|)$ or $O(\log |\mathcal{F}|)$ respectively.

4.1. Templates and Maximal Normal Forms

**Definition 4.1** (Standardised Symbol Sets and Templates). Let $R = (\mathcal{F}, \mathcal{V}, \mathcal{R})$ be a TRS, $\mathcal{R} = \{\ell_1 \rightarrow r_1, \ldots, \ell_n \rightarrow r_n\}$, and fix $1 \leq j \leq n$. Set $\mathcal{V}^S = \{x_1, \ldots, x_K\}$, $K = |\mathcal{V}|$, and $\mathcal{F}^S = \{f_{k,l} : l \in L, 1 \leq k \leq p_l\}$ where $L = \{\text{ar}(f) : f \in \mathcal{F}\}, p_l = \{|\{f \in \mathcal{F} : \text{ar}(f) = l\}\}|$ and $|\mathcal{F}^S| = |\mathcal{F}|$. We call $\mathcal{V}^S$ the standardised variable set and $\mathcal{F}^S$ the standardised function symbol set of $R$. We define a local renaming $\nu_j : (\mathcal{F} \cup \mathcal{V}) \rightarrow (\mathcal{F} \cup \mathcal{V}^S)$ of only variables the following way: Consider $\ell_j$ and replace each occurrence of a variable with $x_k$, where $x_k$ refers to the $k$th distinct variable in $\ell_j$. Since $\text{Var}(r_j) \subseteq \text{Var}(\ell_j)$ this is already sufficient to state an $\mathcal{F}$-invariant term isomorphism. Analogously, rename function symbols locally via $\mu_j : (\mathcal{F} \cup \mathcal{V}) \rightarrow (\mathcal{F}^S \cup \mathcal{V})$ by replacing each occurrence of a function symbol with $f_{k,l}$, where $f_{k,l}$ is the $k$th distinct function symbol in $\ell_j \rightarrow r_j$ of arity $l$ ($k$ depends on $l$), resulting in a $\mathcal{V}$-invariant term isomorphism. We call $\nu_j(\ell_i) \rightarrow \nu_i(r_i)$ the $\mathcal{V}$-template and $\mu_j(\ell_i) \rightarrow \mu_i(r_i)$ the $\mathcal{F}$-template of rewriting rule $\ell_i \rightarrow r_i$. Moreover, $\nu = (\nu_1, \ldots, \nu_n)$ and $\mu = (\mu_1, \ldots, \mu_n)$ are called the $\mathcal{V}$-template isomorphism of $R$, respectively. Let $\pi = (\pi_1, \ldots, \pi_n)$ where $\pi_i = (\mu_i)_{|\mathcal{F} \cup \text{id}_\mathcal{V}^S} \circ \nu_i$ (which is well-defined due to $\mathcal{F}$-invariance of $\mu_i$ for each $1 \leq i \leq n$). We call $\pi_i(\ell_i) \rightarrow \pi_i(r_i)$ the template of rewriting rule $\ell_i \rightarrow r_i \in \mathcal{R}$ and $\pi$ the template isomorphism of $R$. The notion of the $(\mathcal{V}/\mathcal{F})$-template is then extended to $\mathcal{R} (\nu(\mathcal{R}), \mu(\mathcal{R}), \pi(\mathcal{R}))$, called $(\mathcal{V}/\mathcal{F})$-template set, and to all of TRS $R (\nu(R), \mu(R), \pi(R))$, yielding new TRSs by combining $(\mathcal{V}/\mathcal{F})$-template sets and (possibly) standardised symbol sets.

Note that in the above definition strictly speaking $\nu$ and $\mu$ (and in turn $\pi$) not only depend on $\mathcal{V}$ or $\mathcal{F}$ but also on $\mathcal{R}$ (and $\text{ar}$), i.e. $\nu = \nu^R, \mu = \mu^R, \pi =$
\( \pi^R \). Only \( V^S \) solely depends on the initial set \( V \), \( F^S \)'s uniqueness additionally requires \( m \) and in turn \( R \), i.e. \( F^S = F^{S,m} \). These dependencies are are to be inferred from the respective context and are explicitly stated if ambiguous.

**Lemma 4.2.** \((V-/F-\)templates of TRSs can be computed in polynomial time.

**Proof.** Algorithms\([14,2] \) compute \( \nu, \mu \), and standardised symbol sets in a combined at worst runtime of \( O(|sz_{R}||V||F| \log(|V||F|)) \) for a TRS \( R = (F,V,R) \) by linearly parsing over each rewriting rule. \((V-/F-\)template sets are then the result of polynomial map-application of \( \nu \) or \( \mu \) respectively. Combination of both yields the general case. \( \square \)

As an example, recall Example \([2,5] \); Then the standardised sets are \( V^S = \{x_1,x_2\} \) and \( F^S = \{f_{1.0},f_{1.1},f_{1.2},f_{1.3}\} \). The \( V \)-template of \( f(g(x),y) \to h(x) \) is \( f(g(x_1),x_2) \to h(x_1) \) and the \( F \)-template is \( f_{1.2}(f_{1.1}(x),y) \to f_{2.1}(x) \). Extend this to rule set \( \{f(g(x),y) \to h(x),g(f(x,y)) \to c\} \). Now we see why double indices in the functions symbol set are needed to ensure consistent arities. Renaming function symbols in the same pattern as variables would yield \( F \)-template set \( \{f_1(f_2(x),y) \to f_3(x),f_1(f_2(x,y)) \to f_3\} \) which can not be constructed out of one singular term set due to both \( f_1 \) and \( f_2 \) appearing with arity 1 and 2. Moreover, it is not sufficient to just trivially increase the first index, i.e. remapping \( f(g(x),y) \to h(x) \) to \( f_{1.2}(f_{2.1}(x),y) \to f_{3.1}(x) \). The resulting \( F \)-template set would be \( \{f_{1.2}(f_{2.1}(x),y) \to f_{3.1}(x),f_{1.1}(f_{3.2}(x,y)) \to f_{3.0}\} \), which requires an underlying function symbol set of at least order six, namely \( \{f_{1.1},f_{1.2},f_{2.1},f_{2.2},f_{3.0},f_{3.1}\} \). This prevents bijectivity of \( \mu \)-s, and thus them being well-defined term isomorphisms.

**Lemma 4.3.** Every TRS \( R = (F,V,R) \) can be brought into a maximal \((V-/F-)\)normal form \( R' = (F,V,R') \), where \( R' \subseteq R \) and for every \( R' \subseteq R'' \subseteq R \), \((F,V,R'') \) is not in \((V-/F-)\)normal form. This \((V-/F-)\)normal form is unique up to \((V-/F-)\)-equivalence of rewriting rules (and in turn symbol sets) and constructible in polynomial time.

**Proof.** Let \( R = (F,V,R) \) be a TRS, \( R = \{\ell_1 \to r_1, \ldots, \ell_n \to r_n\} \), and fix \( 1 \leq j \leq n \). We consider \( V \)-normal forms and \( V \)-templates. We first compute the \( V \)-template of each rewriting rule \( \ell_i \to r_i \), \( V \)-equivalence of distinct rewriting rules \( \ell \to r,\ell' \to r' \) is equivalent to \( V \)-local isomorphism of corresponding singleton rule sets \( \{\ell \to r\} \) and \( \{\ell' \to r'\} \). Corresponding equivalence classes can be determined once we have the \( V \)-template isomorphism \( \nu \), since by Lemma 4.4 \( \nu(\ell_i \to r_i) = \nu(\ell_j \to r_j) \in R : \nu_i(\ell_i) = \nu_j(\ell_j) \to \nu_i(r_i) = \nu_j(r_j) \}. Thus, \( \nu(R) \) directly implies a partitioning of \( R \) into \( 1 \leq m \leq n \) sets of rewriting rules of the same \( V \)-template. Then every representation system \( R' = \{\ell_{i_1} \to r_{i_1}, \ldots, \ell_{i_m} \to r_{i_m}\} \) of this equivalence relation is already in maximal \( V \)-normal form. Note that choosing minimal symbol sets is also permissible but would lead to incompatible cardinalities. This is why the symbol sets are for now stated to remain unchanged (something that will be addressed in Section 4.4 and Definition 4.8).
Algorithm 1: Computation of $\mathcal{V}$-template

| Input: TRS $R = (\mathcal{F}, \mathcal{V}, \text{ar}, \mathcal{R})$ where $\mathcal{R} = \{\ell_1 \to r_1, \ldots, \ell_n \to r_n\}$ |
|-----------------------------------------------|
| Output: $\nu_{\mathcal{V}} = (\nu_1, \ldots, \nu_n)$ family of $\mathcal{F}$-invariant term isomorphisms, canonical renaming of variables on a per rule basis |
| Runtime: $O(sz_R |\mathcal{R}| |\mathcal{V}| |\mathcal{F}| \log(|\mathcal{V}| |\mathcal{F}|))$ |

Initialise new variable set $\mathcal{V}^S \leftarrow \{x_1, \ldots, x_{|\mathcal{V}|}\}$

for $j \leftarrow 1$ to $n$ do

  Initialise partial map $\nu_j : \mathcal{F} \cup \mathcal{V} \to \mathcal{F} \cup \mathcal{V}^S$ (for normal forms, we sequentially apply Algorithms 1 and 2, i.e. we take the maximal $\mathcal{F}$-normal form of the maximal $\mathcal{V}$-normal form of $R$.

  Let $\gamma_1 \ldots \gamma_m = \ell_j \in (\mathcal{F} \cup \mathcal{V})^*$ (store terms without symbols $\ell$, $r$)

  Set $k \leftarrow 1$

  for $i \leftarrow 1$ to $m$ do

    if $\gamma_i \in \mathcal{V}$ and $\nu_j(\gamma_i)$ undefined then

      Set $\nu_j(\gamma_i) \leftarrow x_k$

      $k \leftarrow k + 1$

  // extend $\nu_j$ to all of $\mathcal{F} \cup \mathcal{V}$

  for $x \in \mathcal{V}$ do

    if $\nu_j(x)$ undefined then

      Set $\nu_j(x) \leftarrow x_k$

      $k \leftarrow k + 1$

  for $f \in \mathcal{F}$ do Set $\nu_j(f) \leftarrow f$

return $\nu = (\nu_1, \ldots, \nu_n)$

We omit the reasoning for $\mathcal{F}$-normal forms, since it is completely analogous.

For normal forms, we sequentially apply Algorithms 1 and 2, i.e. we take the maximal $\mathcal{F}$-normal form of the maximal $\mathcal{V}$-normal form of $R$.

4.2. Local TRS Isomorphisms are in $P$

We will show that local TRS isomorphisms $\text{LE}$, $\text{LVE}$ and $\text{LFE}$ are in $P$. A necessary first step is the following corollary:

**Corollary 4.4.** A TRS $R$ in $(\mathcal{V}/\mathcal{F})$-normal form is $(\mathcal{V}/\mathcal{F})$-locally isomorphic to its $(\mathcal{V}/\mathcal{F})$-template. Moreover, as direct consequence of Lemma 3.4, two TRSs $R_i = (\mathcal{F}_i, \mathcal{V}_i, \mathcal{R}_i), i = 1, 2$, in $(\mathcal{V}/\mathcal{F})$-normal form are $(\mathcal{V}/\mathcal{F})$-locally isomorphic iff they have the same $(\mathcal{V}/\mathcal{F})$-template set and the same standardised symbol sets, i.e. $\mathcal{V}_1^S = \mathcal{V}_2^S$ and $\mathcal{F}_1^S = \mathcal{F}_2^S$.

**Theorem 4.5** (Local TRS Isomorphisms are in $P$). Isomorphisms $\text{LE}$, $\text{LVE}$ and $\text{LFE}$ can be decided in polynomial time.

**Proof.** By Corollary 4.4 two TRSs $R_i = (\mathcal{F}_i, \mathcal{V}_i, \mathcal{R}_i)$ in $(\mathcal{V}/\mathcal{F})$-normal form are $(\mathcal{V}/\mathcal{F})$-locally isomorphic iff their $(\mathcal{V}/\mathcal{F})$-template sets $\mathcal{R}_i^t$ and $\mathcal{R}_2^t$ are the
Algorithm 2: Computation of $F$-template

```plaintext
input : TRS $R = (F, V, ar, R)$ where $R = \{\ell_1 \to r_1, \ldots, \ell_n \to r_n\}$
output : $\mu = (\mu_1, \ldots, \mu_n)$ family of $V$-invariant term isomorphisms, canonical renaming of function symbols on a per rule basis
runtime: $O(sz_R|\mathcal{R}|\log(|V||F|))$

for $l \in \{ar(f) : f \in F\}$ do let $p_l \leftarrow 0$
Initialise new function symbol set $F_S \leftarrow \emptyset$

for $j \leftarrow 1$ to $n$ do
Initialise partial map $\mu_j : F \cup V \to F \cup V$
Let $\gamma_1 \ldots \gamma_m = \ell_j r_j \in (F \cup V)^*$ // store terms without symbols (, , ,
for $i \leftarrow 1$ to $m$ do
if $\gamma_i \in F$ and $\mu_j(\gamma_i)$ undefined then
Let $l \leftarrow ar(\gamma_i)$
Set $p_l \leftarrow p_l + 1$
Set $F_S \leftarrow F_S \cup \{f_{p_l,l}\}$
Set $\mu_j(\gamma_i) \leftarrow f_{p_l,l}$

// extend $\mu_j$ to all of $F \cup V$
for $f \in F$ do
if $\mu_j(f)$ undefined then
Let $l \leftarrow ar(f)$
Set $p_l \leftarrow p_l + 1$
Set $F_S \leftarrow F_S \cup \{f_{p_l,l}\}$
Set $\mu_j(\gamma_i) \leftarrow f_{p_l,l}$

for $x \in V$ do Set $\mu'_j(x) \leftarrow x$

return $\mu = (\mu_1, \ldots, \mu_n)$
```

4.3. Delocalisation of Standard TRS Isomorphisms

In this section, we explain how local TRS isomorphisms can be used to transform standard TRS isomorphisms into syntactically equivalent global TRS isomorphisms by delocalisation. Only $F$-standard isomorphisms remain semantically equivalent to their $F$-global counterpart (Theorem 3.9 and Proposition 3.10).

Lemma 4.6 (Delocalisation of Standard TRS Isomorphisms). $V$-$F$-standard isomorphism of TRSs is equivalent to $V$-$F$-global isomorphism of their respective $F$-$V$-templates.

Proof. Fix TRSs $R_i = (F_i, V_i, R_i)$, $i = 1, 2$, in $V$-normal form and consider $V$-templates $R'_i = (F_i, V_i^S, \mu^{R_i}(R_i))$ as generated in polynomial time by Algo-
We claim that $R_1 \cong_{\text{SFE}} R_2$ iff $R'_1 \cong_{\text{GFE}} R'_2$. In both cases, Corollary 4.4 and existence of valid term isomorphisms guarantee that all four rule sets $\mathcal{R}_i$, $\nu^{R_i}(\mathcal{R}_i)$ possess the same number of rules, and that $\mathcal{V}_1^S = \mathcal{V}_2^S = \mathcal{V}^S$ (either by $\mathcal{V}$-invariance of $\mathcal{F}$-global isomorphism, or due to $|\mathcal{V}_1| = |\mathcal{V}_2|$).

Let $\phi = (\phi_1, \ldots, \phi_n)$ be a $\mathcal{F}$-standard isomorphism witnessing $R_1 \cong_{\text{SFE}} R_2$. Then $\phi'(\nu_1(\mathcal{R}_1)) = (\nu_2^R \circ \phi \circ (\nu_1^R)^{-1})(\mathcal{V}_1) = \nu_2^R(\mathcal{V}_2) = \mathcal{V}^S$ and $\phi'_i(x_i) = \phi_i(x_i)$, due to $(\nu_1^R)^{-1}x_i = id_{\mathcal{N}_1}$, $\nu_2^R x_i = id_{\mathcal{N}_2}$ as long as we assume $\mathcal{R}_i$, $\nu^{R_i}(\mathcal{R}_i)$ to be ordered in such a way that we can viably compose those functions. Moreover, every term isomorphism $\phi_i'$ is $\mathcal{V}$-invariant due to construction in Algorithm 1 and $\mathcal{V}$-equivalence of the images of the $i$th rewriting rule $\ell_i \rightarrow r_i \in \mathcal{R}_i$ under $\phi_i | x_i \sqcup id_{\mathcal{V}_i}$ and $\phi_i$, resulting in $\phi'_i = \ldots = \phi'_n$, i.e. $\phi'$ is an $\mathcal{F}$-global isomorphism. Then $\phi'(\nu_1^R(\mathcal{R}_1)) = (\nu_2^R \circ \phi \circ (\nu_1^R)^{-1})(\mathcal{V}_1^S) = \nu_2^R(\mathcal{V}_2^S) = \mathcal{V}^S$ and we are done. For given $\mathcal{F}$-global isomorphism $\phi' = (\phi'_1, \ldots, \phi'_n)$ between $R'_1$ and $R'_2$ one shows the same way that $\phi := ((\nu_1^R)^{-1} \circ \phi'_1 \circ \nu_1^R, \ldots, (\nu_2^R)^{-1} \circ \phi'_n \circ \nu_1^R)$ defines an $\mathcal{F}$-standard isomorphism between $\mathcal{R}_1$ and $\mathcal{R}_2$. That is to say, Diagram 1 is commutative. Indeed, $\phi_1 x_i = \phi'_i x_i$ due to $\mathcal{V}$-invariance of $(\nu_1^R)^{-1}$ and $\nu_2^R$, and thus $\phi_1 | x_i = \ldots = \phi_n | x_i$.

Analogously, TRSs $\mathcal{R}_i = (\mathcal{F}_i, \mathcal{V}_i, \mathcal{R}_i)$ in $\mathcal{F}$-normal form, $i = 1, 2$, are $\mathcal{V}$-standard isomorphic iff their $\mathcal{F}$-templates $R'_i = (\mathcal{F}_i, \mathcal{V}_i, \nu^{R_i}(\mathcal{R}_i))$ as given by Definition 4.1 and Algorithm 2 are $\mathcal{V}$-globally isomorphic. We only have to argue that both $\mathcal{F}$-templates possess the same standardised function symbol set $\mathcal{F}^S$ if initial TRSs $\mathcal{R}_i$ are $\mathcal{V}$-standard isomorphic, but this immediately clear due to existence of a term isomorphism between $T(\mathcal{F}_1, \mathcal{V}_1)$ and $T(\mathcal{F}_2, \mathcal{V}_2)$. Indeed, in this case $\{ar_1(f) : f \in \mathcal{F}_1\} = \{ar_2(f) : f \in \mathcal{F}_2\}$ and $|ar_1^{-1}(l)| = |ar_2^{-1}(l)|$ for any $l \in \mathbb{N}_0$ (refer to Definition 4.1).}

**Remark 4.7.** Recall the notations from Section 3 Without the assumptions $\text{Var}(r) \subseteq \text{Var}(l)$ and/or $l$ not a variable for any rewriting rule $l \rightarrow r$ in some TRS $\mathcal{R}$. Algorithm 1 and 2 are still polynomial. Algorithm 1 would have to be altered to also scan the right side $r$ for appearances of variables not yet in $l$ with an additional runtime of only $O(sz_R \log |\mathcal{V}|)$. Algorithm 2 is unaffected. In particular, all results of Section 4 remain true for TRSs without these assumptions.

### 4.4. Generalisation of Standard and Local TRS Isomorphisms

The proposed TRS isomorphisms can be seen as core equalities where more involved equalities can be derived from. We discuss such a generalisation in
this section. Recall that finiteness and minimality of symbol sets were essential assumptions when first introducing TRSs. They aspire to closely mirror practical application and eliminate noise in the form of unnecessary symbols. This however leads to incompatibility of certain symbol sets when comparing selected TRSs. Consider rewriting rules

\[ R_{17} = \{ f(x) \rightarrow c, f(x) \rightarrow h(x) \} \quad \text{and} \quad R_{18} = \{ f(x) \rightarrow c, g(x) \rightarrow h(x) \} \]

implicitly extended to TRSs \( R_i = (F_i, V_i, R_i) \). Clearly, both possess the same \( F \)-template set \( \{ f_{1,1}(x) \rightarrow f_{1,0}, f_{1,1}(x) \rightarrow f_{2,1}(x) \} \) and one would consider them to be \( F \)-locally isomorphic. Despite this heuristic intuition, we cannot find valid term isomorphisms on underlying term sets \( T(F_{17}, V_{17}) \) and \( T(F_{18}, V_{18}) \), since \( F_{17} = \{ f, h \} \) and \( F_{18} = \{ f, g, h \} \) do not have the same number of function symbols, which is essential for bijectivity of underlying term homomorphisms. This is no problem however. Note, that \( F_{17}^S = \{ f_{1,0}, f_{1,1}, f_{2,1} \} \subseteq \{ f_{1,0}, f_{1,1}, f_{2,1}, f_{3,1} \} = F_{18}^S \). Now artificially extend \( F_{17} \) to \( F'_{17} = F_{17} \cup F_{18}^S \setminus F_{17}^S \) by one unary “dummy” function symbol \( f_{3,1} \). Then \( R'_{17} = (F'_{17}, V_{17}, R_{17}) \) is a valid TRS-extension of \( R_{17} \) and \( R'_{17} \preceq_{\text{LFE}} R_{18} \). This procedure can be generalised to handle arbitrary TRSs as long as they posses the same \( F \)-template sets, simply by comparing the standardised function symbol sets (which can be done in polynomial time). The same concept also holds for \( (V-) \)templates. In fact, if any TRSs \( R_i = (F_i, V_i, R_i), i = 1, 2 \), posses the same \( (V-/F-) \)template set, then already \( F_{17}^S \subseteq F_{18}^S \) (or \( F_{18}^S \subseteq F_{17}^S \)) independent of the type of template, while set-relation \( V_{17}^S \subseteq V_{18}^S \) (or \( V_{18}^S \subseteq V_{17}^S \)) holds trivially by design. Therefore finding appropriate term isomorphisms to extend local TRS isomorphisms based on template-defining ones (refer to Definition 4.1 and Algorithms 1 and 2), is reduced to mathematical technicalities, involving appropriate set- and map-extensions in addition to concatenation. The same holds true for standard TRS isomorphisms, where an extension on the locally renamed symbol set leaves the global-property of the initial standard TRS isomorphism on the complementary symbol set unaffected.

Furthermore, the \( (F-/V-) \)normal form-requirement in the definition of standard/local TRS isomorphisms can be relaxed by comparing maximal \( (V-/F-) \)normal forms, since by Lemma 4.2 computing \( (F-/V-) \)normal forms is intertwined with computing \( (F-/V-) \)templates. Together with Corollary 4.4 and Lemma 4.6 this gives rise to the the following extended definition of TRS isomorphisms, which is based on comparing \( (F-/V-) \)templates:

**Definition 4.8 (Generalisation of TRS Isomorphisms).** We say that two TRSs \( R_1, R_2 \) are generalised-\( (V-/F-) \)locally isomorphic if the \( (V-/F-) \)template sets of the maximal \( (V-/F-) \)normal forms of \( R_1 \) and \( R_2 \) are the same. Moreover, if the \( V-/F- \)templates (with minimal symbol sets) of the maximal \( V-/F- \)normal forms of \( R_1 \) and \( R_2 \) are \( F-/V- \)-globally isomorphic, we say that \( R_1, R_2 \) are generalised-\( F-/V- \)-standard isomorphic. Denote isomorphisms with \( \equiv_{\text{LE}}^* \), \( \equiv_{\text{LFE}}^* \), \( \equiv_{\text{LVE}}^* \), \( \equiv_{\text{SFE}}^* \), and \( \equiv_{\text{SVE}}^* \), respectively.
5. GI-Completeness of Standard and Global TRS Isomorphisms

It turns out that global, non-invariant, renaming of at least one symbol set, immediately results in GI-completeness of the corresponding TRS isomorphism-decision problem:

**Theorem 5.1 (GI-Completeness of TRS Isomorphisms).** The following sets are polynomially equivalent:

(i) GI = \{ (G, G') : G, G' isomorphic graphs \}

(ii) GVE = \{ (R, R') : R, R' V-globally isomorphic TRS \}

(iii) GFE = \{ (R, R') : R, R' F-globally isomorphic TRS \}

(iv) GE = \{ (R, R') : R, R' globally isomorphic TRS \}

(v) SFE = \{ (R, R') : R, R' F-standard isomorphic TRS \}

(vi) SVE = \{ (R, R') : R, R' V-standard isomorphic TRS \}

### 5.1. Encoding of TRSs into Outgoing-Ordered Labelled Directed Graphs

In preparation for proving Theorem 5.1, we discuss an encoding from TRSs into so-called Outgoing-Ordered Labelled Directed Graphs. For the rest of the paper, assume \( F \cup V \) and \( N_0 \cup \{ T, F, C, g, z \} \) to be disjoint (symbol) sets.

Our graph model of choice is the following: A labelled directed graph (LDG) is a tuple \( G = (V, E, L, \text{lab}) \), where \( V \) is a finite set of vertices, \( E \subseteq V \times V \times L \) are directed labelled edges between vertices, \( L \) is a finite set of labels, and \( \text{lab} : V \to L \) is a labelling function. Vertex \( v \in V \) is called a root, if it has no incoming edges. Graph \( G \) is called connected, if we can find a path between any two vertices in the undirected graph corresponding to \( G \). Vertex \( v \in V \) is called initial, if every other vertex \( w \in V \setminus \{ v \} \) is reachable from \( v \), i.e. there exists a path from \( v \) to \( w \). We call \( G \) rooted, if \( G \) is connected and has a unique, initial root. If additionally there is at most one path between any two vertices in the undirected graph corresponding to \( G \), then \( G \) is a tree. Two LDGs \( G_i = (V_i, E_i, L_i, \text{lab}_i) \) are isomorphic w.r.t. one-to-one correspondence \( \rho : L_1 \to L_2, G_1 \cong G_2 \) (\( \rho \) denoted indirectly), if we find a bijection \( \phi : V_1 \to V_2 \) such that adjacency and label-equivalence classes are preserved, i.e. \((v, w, l) \in E_1 \text{ iff } (\phi(v), \phi(w), \rho(l)) \in E_2, \) and \( \rho(\text{lab}_1(v)) = \text{lab}_2(\phi(v)) \) for \( v \in V_1 \). Map \( \phi \) is called a graph isomorphism. If both label sets agree and \( \rho \) can be chosen as identity between them, we call \( G_1 \) and \( G_2 \) strongly isomorphic, \( G_1 \cong_S G_2 \), and \( \phi \) a strong graph isomorphism. In this case, we omit \( \rho \) entirely in our notation.

We can canonically encode a term into a tree by respecting the term structure. E.g. \( f(x, y) \) is represented by a tree with \( f \)-labelled root and two child-vertices, labelled with \( x \) and \( y \) respectively. However, the order of arguments is of utmost importance, since function symbols are ranked (we do not want to treat terms \( f(x, y) \) and \( f(y, x) \) as isomorphic). That is why we use OOLDG-trees: An outgoing-ordered labelled directed graph (OOLDG) \[15\] is a special case of
an LDG, where edge-labels of outgoing edges are unique, i.e. if \((w, v, l), (w, v', l)\)
are included edges, then already \(v = v'\).

For the proof of Theorem 5.1, we will use the complexity classes derived from (strong) isomorphisms on directed graphs or OOLDGs, resp. They are polynomial equivalent to \(GI\), which was for instance proved in [6, 15].

**Proposition 5.2** (GI-Completeness of Certain Graph-Classes, see [6] and [15]). The following sets are polynomially equivalent:

1. \(GI = \{(G, G') : G, G' isomorphic graphs\}\)
2. \(DG = \{(G, G') : G, G' isomorphic unlabelled directed graphs\}\)
3. \(OOLDG = \{(G, G') : G, G' strongly isomorphic OOLDGs\}\)

In essence, we identify TRSs by a forest of unconnected OOLDG-trees with numbered edges, where every connected component directly corresponds to a single rewriting rule. Depending on the type of the analysed TRS isomorphism, we modify this forest by adding additional vertices and edges or replacing labels.

Of particular interest are \(GFE\), \(GVE\) and \(GE\), where we explicitly state such a polynomial reduction into OOLDGs.

We use the following construction: Suppose \(T_1, \ldots, T_n\) are OOLDG-trees with distinct (labelled) roots \(v_1, \ldots, v_n\). Graph \(\text{Join}(v, l, T_1, \ldots, T_n)\) is then the OOLDG-tree with \(l\)-labelled root \(v\) and ordered subtrees \(T_1, \ldots, T_n\), i.e. extend the union of \(T_1, \ldots, T_n\) to a new OOLDG-tree by introducing fresh edges \((v, v_i, i), 1 \leq i \leq n\). An example can be found in Fig. 1. For a term \(t \in T(F, V)\), its term tree \(\text{Tree}(t)\) is an OOLDG-tree, inductively defined by: If \(t = x\) or \(t = c\) for \(x \in V\) or \(c \in F\), then \(\text{Tree}(t)\) is a single vertex with respective label. If \(t = f(t_1, \ldots, t_{\text{ar}(f)})\) for \(f \in F\) and terms \(t_1, \ldots, t_{\text{ar}(f)} \in T(F, V)\), then \(\text{Tree}(t) = \text{Join}(v, f, \text{Tree}(t_1), \ldots, \text{Tree}(t_{\text{ar}(f)}))\), where \(v\) is fresh. For a rewriting rule \(\ell \rightarrow r\), we generalise the definition to \(\text{Tree}(\ell \rightarrow r) = \text{Join}([\ell \rightarrow r], T, \text{Tree}(\ell), \text{Tree}(r))\), where \([\ell \rightarrow r]\) is a fresh \(T\)-labelled root (see Fig. 2 for an example). For a TRS \(R = (F, V, \mathcal{R})\), we call \(G(R) = \bigcup_{\ell \rightarrow r \in \mathcal{R}} \text{Tree}(\ell \rightarrow r)\), the TRS-forest of \(R\), where the union of graphs is understood as the union of their vertex/edge-sets and extension of their labelling functions. It can be constructed in time \(O(sz_R |\mathcal{R}|)\), where \(s\) is an upper bound on the length of rewriting rules, if we, for
Suppose Tree($v$) is an isomorphism, i.e., $\phi_i(t_i) \rightarrow \phi_i(r_i) = t_i' \rightarrow r_i'$ for each $1 \leq i \leq n$. Then $\rho = \phi \cup \text{id}_{\text{SL}(T)}$ is well-defined and bijective. The following OOLDG isomorphisms are understood to be w.r.t. $\rho$. Let $T_i = \text{Tree}(t_i \rightarrow r_i)$ and $T_i' = \text{Tree}(t_i' \rightarrow r_i')$. To define an OOLDG isomorphism $\phi' : V_1 \rightarrow V_2$, it suffices to consider restrictions $\phi'_i : V(T_i) \rightarrow V(T_i')$ on connected components $T_i = \text{Tree}(t_i \rightarrow r_i)$ and $T_i' = \text{Tree}(t_i' \rightarrow r_i')$, where $V(G)$ for a graph $G$ denotes its vertex set. Map $\phi'$ is given by $\bigsqcup_{i=1}^{n} \phi'_i$. If $v_i$ and $v'_i$ are the roots of $T_i$ and $T_i'$ resp., set $\phi'_i(v_i) = v'_i$. Now $\phi'_i$ can be broken down into maps $\phi'_i : V(\text{Tree}(t_i)) \rightarrow V(\text{Tree}(t_i'))$ and $\phi''_i : V(\text{Tree}(r_i)) \rightarrow V(\text{Tree}(r_i'))$, such that $\phi'_i = \{v \mapsto v'\} \sqcup \phi''_i \cup \phi''_i$. It remains to show that if $\phi(t) = t'$ for terms $t \in T(F_1, V_1)$ and $t' \in T(F_2, V_2)$, indeed $\text{Tree}(t) \cong \text{Tree}(t')$. We use structural induction. Denote with $\phi_i$ an isomorphism between $\text{Tree}(t)$ and $\text{Tree}(\phi(t))$.

In the base case, either $t = x$ or $t = c$ for a variable $x \in V_1$ or a constant $c \in F_1$. Thus $\phi(t) = \phi(x)$ or $\phi(t) = \phi(c)$, and $\text{Tree}(t)$, $\text{Tree}(\phi(t))$ consist of one vertex $v, v'$ resp., with corresponding label. Then $\phi_i = \{v \mapsto v'\}$ is an isomorphism. Now let $t = f(t_1, \ldots, t_n)$ for some $f \in F_1$ and terms $t_1, \ldots, t_n$. Suppose $\text{Tree}(t_i) \cong \text{Tree}(\phi(t_i))$ via isomorphisms $\phi_i, 1 \leq i \leq n$, according to the induction hypothesis. We have $\text{Tree}(t) = \text{Join}(v, f(t_1, \ldots, t_n))$ and $\text{Tree}(\phi(t)) = \text{Join}(v', f(t_1), \ldots, \text{Tree}(\phi(t_n)))$ due to $\phi(t) = \phi(f)(\phi(t_1), \ldots, \phi(t_n))$. Then $\phi_i = \{v \mapsto v'\} \cup \bigsqcup_{i=1}^{n} \phi_i$ is a well-defined isomorphism between the term trees. Bijection $\rho$ is additionally $F$/V-invariant if TRS isomorphism $\phi$ is $F$/V-invariant (in case of $V$/F-global isomorphism).

Figure 3: Illustrating the reduction of isomorphisms on term trees in the proof of Corollary 5.5.

\[\begin{array}{c}
\text{Tree}(t_1) \quad \text{Tree}(t_1') \\
\phi_i \\
\\
\text{Tree}(t_2) \quad \text{Tree}(t_2') \\
\phi'_i \\
\\
\text{Tree}(t_n) \quad \text{Tree}(t_n') \\
\phi''_i \\
\end{array}\]
The reverse implication does not hold in general. Both edge-label invariance and symbol-relationship preservation are necessary and non-trivial requirements to ensure TRS isomorphism. E.g. consider singleton TRSs

\[ R_{19} = \{ \{ f, c \}, \{ x \}, \{ f(x, c) \to f(x, c) \} \} \]
\[ R_{20} = \{ \{ f, c \}, \{ x \}, \{ f(c, x) \to f(c, x) \} \} \]

Clearly, \( R_{19} \) and \( R_{20} \) cannot be isomorphic in any way due to different positionings of \( x, c \) in both rewriting rules. In fact, any TRS isomorphism between \( R_{19} \) and \( R_{20} \) is equivalent to \( f(x, c) \to f(x, c) \) and \( f(c, x) \to f(c, x) \) being equivalent. On the contrary, \( G(R_{19}) \cong G(R_{20}) \) w.r.t. one-to-one correspondences \( \rho = \{ c \mapsto c, x \mapsto x \} \cup \text{id}_{\{1,2,f,T\}} \) or \( \rho' = \{ 1 \mapsto 2, 2 \mapsto 1 \} \cup \text{id}_{\{x,c,f,T\}} \). The former isomorphism is edge-invariant but not symbol-relationship preserving, the latter exactly the opposite.

**Lemma 5.4.** Suppose \( G(R_1) \) and \( G(R_2) \) are isomorphic for TRSs \( R_1, R_2 \). Then \( R_1 \) and \( R_2 \) are \((\mathcal{V}, \mathcal{F})\)-globally isomorphic if edge-labels are invariant and the symbol-relationship is preserved, i.e. if \( G(R_1) \) and \( G(R_2) \) are isomorphic w.r.t. \( \rho : L_1 \to L_2 \), then \( \rho|_{\mathcal{V}} = \text{id}_\mathcal{V} \) and \( \rho(V_1) = V_2 \) (and \( \rho(F_1) = F_2 \)) (for \( \mathcal{V}, \mathcal{F}\)-global isomorphism, we demand \( \rho \) to be invariant on \( \mathcal{F}/\mathcal{V} \) only).

**Proof.** Suppose \( \phi' : V_1 \to V_2 \) is an OOLDG isomorphism between \( G(R_1) \) and \( G(R_2) \) w.r.t. \( \rho : L_1 \to L_2 \), such that \( \rho|_{\mathcal{V}} = \text{id}_\mathcal{V} \) and \( \rho(V_1) = V_2 \). Then \( \rho(T) = T \) due to \( \phi' \) mapping root vertices onto root vertices. Moreover, \( |\mathcal{R}_1| = |\text{lab}_1^{-1}\{T\}| = |\text{lab}_2^{-1}\{T\}| = |\mathcal{R}_2| \) and thus there is a one-to-one correspondence between term trees in \( G(R_1) \) and \( G(R_2) \). Set \( \phi = \rho|_{\mathcal{F},\cup V_1} \), well-defined and bijective. Note that \( \text{ar}_1(f) = \text{outdeg}(v) \) for each vertex \( v \in V_1 \) if \( \text{lab}_1(v) = f \in F_1 \), and therefore, since \( \phi' \) preserves outward degrees, \( \text{ar}_1(f) = \text{ar}_2(\phi(f)) \) for any function symbol \( f \in F_1 \). Map \( \phi \) is a term isomorphism due to symbol-relationship preserving property of label set function \( \rho \).

We now show that if \( \phi'(\text{Tree}(\ell \to r)) = \text{Tree}(\ell' \to r') \) for term trees \( \text{Tree}(\ell \to r) \), \( \ell \to r \in \mathcal{R}_1 \) and \( \text{Tree}(\ell' \to r') \), \( \ell' \to r' \in \mathcal{R}_2 \), then already \( \phi(\ell) \to \phi(r) = \ell' \to r' \). Isomorphism \( \phi' \) necessarily maps \( [\ell \to r] \) onto \([\ell' \to r'] \) and thus, due to invariance of edge-labels, it suffices to check that \( \phi(t) = t' \) if \( \phi(t) \cong \text{Tree}(t') \) via \( \phi' \), for any terms \( t \in T(F_1, V_1) \) and \( t' \in T(F_2, V_2) \). This can be shown by structural induction over \( t \). In the base case, \( t = x \) for some variable \( x \in V_1 \), i.e. \( \text{Tree}(t) \) only consists of one vertex \( v \). Then \( \text{Tree}(t') \) is necessarily a single vertex \( v' \) and due to \( \rho(V_1) = V_2 \), \( \text{lab}_2(v') \in V_2 \), i.e. \( \phi(t) = \phi(x) = \rho(\text{lab}_1(v)) = \text{lab}_2(v') = t' \). Analogously if \( t = c \) for some constant \( c \in F_1 \). Now suppose \( t \) is of the form \( t = f(t_1, \ldots, t_n) \) for some \( n \)-ary function symbol \( f \in F_1 \) and terms \( t_1, \ldots, t_n \), i.e. \( \text{Tree}(t) = \text{Join}(v, f, T_1, \ldots, T_n) \), where \( T_i = \text{Tree}(t_i), 1 \leq i \leq n \). Then \( \text{Tree}(t') = \text{Join}(v', f', T_1', \ldots, T_n'), t' = f'(t_1', \ldots, t_n') \), where \( f' \in F_2 \) is an \( n \)-ary function symbol and \( t_1', \ldots, t_n' \) are terms such that \( T_i' = \text{Tree}(t_i') \), \( 1 \leq i \leq n \). Consequently, \( f' = \rho(f) = \phi(f) \) and \( T_i \cong T_i' \) for any \( i \leq i \leq n \) due to assumption on \( \phi \) and \( \rho \). By induction hypothesis, \( \phi(t_i) = t_i' \) and thus \( \phi(t) = \phi(f(t_1, \ldots, t_n)) = \phi(f)(t_1', \ldots, t_n') = f'(t_1', \ldots, t_n') = t' \). Again, \( \mathcal{F}/\mathcal{V} \)-invariance of \( \rho \) results in \( \mathcal{F}/\mathcal{V} \)-invariance of \( \phi \), or equivalently, resulting TRS
isomorphism $\phi$ is $\mathcal{V}/\mathcal{F}$-global.

The gradually constructed isomorphism $\phi'$ in the proof of Lemma 5.3 is edge-label-invariant and preserves symbol-relationship, i.e. $R_1, R_2$ ($\mathcal{V}/\mathcal{F}$-)globally isomorphic iff $G(R_1), G(R_2)$ are isomorphic under tightened label-assumptions.

As mentioned, the bijection $\rho = \phi \sqcup \text{id}_{\mathbb{N} \cup \{ T \}}$ is additionally $\mathcal{F}/\mathcal{V}$-invariant if given global TRS isomorphism $\phi$ is $\mathcal{F}/\mathcal{V}$-invariant (in case of $\mathcal{V}/\mathcal{F}$-global isomorphism). We can thus combine Lemmas 5.3 and 5.4.

**Corollary 5.5.** For TRSs $R_1, R_2$, consider the following statements:

(i) $R_1$ and $R_2$ are ($\mathcal{V}/\mathcal{F}$-)globally isomorphic.

(ii) $G(R_1)$ and $G(R_2)$ are isomorphic.

Then (i) $\implies$ (ii) holds. The reverse implication is only true if edge-labels are invariant and the symbol-relationship is preserved, i.e. if $G(R_1)$ and $G(R_2)$ are isomorphic w.r.t. $\rho : L_1 \to L_2$, then $\rho|_\mathbb{N} = \text{id}_\mathbb{N}$ and $\rho(V_1) = V_2$ (and $\rho(F_1) = F_2$) (for $\mathcal{V}/\mathcal{F}$-global isomorphism, we demand $\rho$ to be invariant on $\mathcal{F}/\mathcal{V}$).

5.2. Proof of Theorem 5.1

We proceed with the proof of Theorem 5.1 by a chain of polynomial reductions depicted in Fig. 4 (where an arrow $A \Rightarrow B$ represents a reduction $A \preceq^P B$).

![Figure 4: Proof of Theorem 5.1](image)

**Proposition 5.6.** $\mathcal{V}/\mathcal{F}$-standard isomorphisms can be polynomially reduced to $\mathcal{V}/\mathcal{F}$-global isomorphisms, $\mathcal{SFE} \preceq^P \mathcal{GFE}$ and $\mathcal{SVE} \preceq^P \mathcal{GVE}$.

*Proof.* This follows immediately from Lemma 4.6 and polynomiality of $\mathcal{V}/\mathcal{F}$-template calculation (Lemma 4.2).

We employ the pointer-method to reduce global TRS isomorphisms to graph isomorphisms. $\mathcal{F}/\mathcal{V}$-labels in TRS-forests are encoded by isomorphically unique substructures, in this case a single vertex with properly chosen label. Then every original vertex points towards the vertex representing its corresponding label and we use (strong) isomorphism on resulting OOLDGs.
Proposition 5.7. $V$-$F$-global isomorphisms can be polynomially reduced to the graph isomorphism problem, $\text{GFE} \preceq^P \text{GI}$ and $\text{GVE} \preceq^P \text{GI}$.

Proof. Let $R = (\mathcal{F},\mathcal{V},\mathcal{R})$ be a TRS and $G(R) = (V, E, L, \text{lab})$ the corresponding TRS-forest where $L = \mathcal{F} \cup \mathcal{V} \cup \{T\} \cup \mathbb{N}$. From $G(R)$ construct OOLDG Graph$_{F}(R) = (V', E', L', \text{lab}')$ (or Graph$_{V}(R) = (V'', E'', L'', \text{lab}'')$, resp.) as follows, where $L' = \mathcal{V} \cup \{F, T\} \cup \mathbb{N}_0$ (or $L'' = \mathcal{F} \cup \{C, T\} \cup \mathbb{N}_0$, resp.). For Graph$_{F}(R)$, extend $V$ by new $F$-labelled vertices $v_f$ for each function symbol $f \in F$, then for each $f$-labelled vertex add a new edge $(v, v_f, 0)$ and modify the label of $v_f$ from $0$ to $F$ for each variable $x \in V$, then for each $x$-labelled vertex add a new edge $(v, v_x, 0)$ and modify the label of $v_x$ from $x$ to $0$. For both constructions, $G(R)$ can be constructed in polynomial time and the modifications can be done in at most $O(sz_{\mathcal{R}} |\mathcal{R}| \log |\mathcal{F}|)$ or $O(sz_{\mathcal{R}} |\mathcal{R}| \log |\mathcal{V}|)$ by traversing each tree breadth-first and checking whether a vertex is $F$-$/V$-labelled or not.

We will tackle $\text{GFE} \preceq^P \text{GI}$ in detail. $\text{GVE} \preceq^P \text{GI}$ is shown analogously, just switch the notions of symbol sets $\mathcal{F}$ and $\mathcal{V}$ and labels $F$ and $C$, and use Graph$_{V}(R)$ instead of Graph$_{F}(R)$. By construction, $V' = V \cup \{v_f : f \in \mathcal{F}\}, E' = E \cup \{(v, v_f, 0) : v \in V, \text{lab}(v) = f \in \mathcal{F}\}$ and $\text{lab}' : V' \rightarrow \mathcal{V} \cup \{F, T\} \cup \mathbb{N}_0$ with $\text{lab}' = \text{lab}|_{V \setminus \{v_f : f \in \mathcal{F}\}} \cup \{(v, v_f, 0) : v \in \text{lab}^{-1}(F)\}$.

Let $R_i = (\mathcal{F}_i, \mathcal{V}_i, \mathcal{R}_i), i = 1, 2$, be TRSs, and let $G_i = \text{Graph}_{F}(R_i)$. Now, $R_1 \cong_{\text{SFE}} R_2$ iff $G_1 \cong_{S} G_2$. More precisely, $G_1 \cong_{S} G_2$ is equivalent to $G(R_1) \cong G(R_2)$ w.r.t. $\mathbb{N}_0 \cup \mathcal{V}$-invariant map $\rho : L_1 \rightarrow L_2$.

By Corollary 5.5, this is equivalent to $R_1 \cong_{\text{GE}} R_2$, witnessing a $V$-labelled global isomorphism, but this is exactly $\cong_{\text{GFE}}$. Let $\phi' : V'_1 \rightarrow V'_2$ be a strong isomorphism between $G_1$ and $G_2$. Then $|\mathcal{F}_1| = |\text{lab}^{-1}_2(\{F\})| = |\text{lab}^{-1}_2(\{F\})| = |\mathcal{F}_2|, |V_1| = |V'_1| - |\mathcal{F}_1| = |V'_2| - |\mathcal{F}_2| = |V_2|$, and thus $\rho : L_1 \rightarrow L_2, \rho = \{(f \mapsto f') : f \in \mathcal{F}, v_f \mapsto \phi'(v_f)\} \cup \text{id}_{\{T\} \cup \mathbb{N}_0}$ and $\phi = \phi'|_{V_1} : V_1 \rightarrow V_2$, are well-defined and bijective maps. Therefore $G(R_1) \cong G(R_2)$ via $\phi$ and w.r.t. $\rho$ if we consider $F$-labelled vertices to be unlabelled, and we just need to check the label property on this particular vertex subset. Fix such an $F$-labelled vertex $v \in V_1, lab(v) = f \in F_1$ with unique 0-labelled outgoing edge $(v, v_f, 0) \in E'_1$. For $\phi(v)$, this corresponds to $(\phi(v), \phi'(v), 0) \in E'_2$, but $\phi'(v) = v_{\rho(f)}$, which is already equivalent to $\rho|_{\text{lab}(v)}(v) = \text{lab}_2(\phi(v))$.

On the other hand, consider an isomorphism $\phi : V_1 \rightarrow V_2$ w.r.t. $\rho : L_1 \rightarrow L_2$, where $\rho|_{\{N\} \cup \mathcal{V}} = \text{id}_{\{N\} \cup \mathcal{V}}$ and in particular, $\rho(T) = T$ due to $\phi$ necessarily mapping roots onto roots. Then $\rho|_{\mathcal{F}_1} : \mathcal{F}_1 \rightarrow \mathcal{F}_2$ is bijective and can be used to extend $\phi$ to all of $V'_1$ via $\phi' = \phi \cup \{(v_f \mapsto v_{\rho(f)} : f \in \mathcal{F}_1\}$. Map $\phi'$ is well-defined and bijective, and due to construction, induces $G(R_1) \cong G(R_2)$, considered as appropriately relabelled subgraphs of $G_1$ and $G_2$ respectively. Indeed, non-invariant $\mathcal{F}$-labels were purged in favour of uniform 0-labels. All $v_f$-vertices are $F$-labelled, so we just have to check isomorphism property on newly introduced 0-labelled edges. For $(v, v_f, 0) \in E_1, lab_1(v) = f$, and thus $(\phi(v), \phi'(v), 0) \in E_2$, due to $\phi'(v) = v_{\rho(f)}$ and $\rho|_{\text{lab}(v)}(v) = \text{lab}_2(\phi(v))$. We are done, since by construction $|E_1 \setminus E_1| = |\text{lab}^{-1}_1(\{0\})| = |\text{lab}^{-1}_1(\mathcal{F}_1)| = |\text{lab}^{-1}_2(\mathcal{F}_2)| = |\text{lab}^{-1}_2(\{0\})| = |E_2 \setminus E_2|$. The claim now follows by Proposition 5.2. \qed
Figure 5: Example of encoding \( \text{Graph}_F(R) \) (on top) and \( \text{Graph}_V(R) \) (below) for TRS \( R = \{f(h(x,y),x) \rightarrow h(x,y), h(y,x) \rightarrow f(x,y)\} \) in the proof of Proposition 5.7.

**Proposition 5.8.** Global isomorphisms can be polynomially reduced to the graph isomorphism problem, \( GE \preceq^P GI \).

**Proof.** Let \( R = (F, V, \mathcal{R}) \) be a TRS. Contrary to the \( F/V \)-global case in Proposition 5.7, we are not required to ensure invariance of one of the symbol sets. According to Corollary 5.5, we cannot outright use \( G(R) \) and then apply an OOLDG isomorphism, even though this appears to be the easiest solution on paper. A more nuanced encoding into an OOLDG \( \text{Graph}(R) = (V', E', L', \text{lab}') \) is thus to combine the encodings from Proposition 5.7 into one: construct the OOLDG \( \text{Graph}(R) = (V, E, L, \text{lab}) \) with \( L = F \cup V \cup \{T\} \cup \mathbb{N} \), add \( C \)-labelled vertices \( v_x \) for each \( x \in V \) and \( F \)-labelled vertices \( v_f \) for each function symbol \( f \in F \). For each vertex \( v \), labelled with \( x \in V \), add an edge \( (v, v_x, 0) \) and change the label of \( v \) from \( x \) to \( z \) (i.e. set \( \text{lab}'(v) = z \)). For each vertex \( v \) labelled with \( f \in F \), add an edge \( (v, v_f, 0) \) and change the label of \( v \) from \( f \) to fixed label \( g \) (i.e. set \( \text{lab}'(v) = g \)). This results in \( V' = V \cup \{v_x : x \in V\} \cup \{v_f : f \in F\} \), \( E' = E \cup \{(v, v_x, 0) : v \in V, \text{lab}(v) = x \in V\} \cup \{(v, v_f, 0) : v \in V, \text{lab}(v) = f \in F\} \) and labelling function \( \text{lab}' : V' \rightarrow \mathbb{N} \cup \{z, g, F, C\} \) with

\[
\text{lab}' = \text{lab}|_{\text{lab}^{-1}(\{T\})} \cup \{v_x \mapsto C : x \in V\} \cup \{v_f \mapsto F : f \in F\} \\
\cup \{v \mapsto z : v \in \text{lab}^{-1}(V)\} \cup \{v \mapsto g : v \in \text{lab}^{-1}(F)\}.
\]

The construction can be done in polynomial time by computing \( G(R) \), perform-
ing the modifications by traversing each tree breadth-first, and checking whether a vertex is $V_\cdot/F$-labelled. Let $G_i = \text{Graph}(R_i)$, for two TRSs $R_i = (F_i, V_i, R_i)$, $i = 1, 2$. Then $G_1 \cong_S G_2$ if $G(R_1) \cong G(R_2)$, w.r.t. N-invariant and symbol-relationship preserving $\rho : L_1 \to L_2$ (that is $\rho(V_1) = V_2$ and $\rho(F_1) = F_2$), and is a direct consequence of Corollary 5.5. We accomplish label-type differentiation by introducing two distinct labels to encode additionally introduced vertices. Relabelling of original vertices, also with distinct labels, simplifies the proof. First, fix a strong isomorphism $\phi' : V'_1 \to V'_2$. Then $\rho : L_1 \to L_2$ with

$$\rho = \text{id}_{\text{N} \cup (T)} \cup \{f \mapsto f' : f \in F_1, \phi'(v_f) = v_{f'}\} \cup \{x \mapsto x' : x \in V_1, \phi'(v_x) = v_{x'}\}$$

is well-defined and bijective due to label-preserving property, i.e. $|\{v_f : f \in F_1\}| = |\text{lab}\_{\rho}^{-1}(\{F\})| = |\text{lab}\_{\rho}^{-1}(\{F\})| = |\{v_f : f \in F_2\}|$, analogously for vertices $v_x$, where $x$ is an arbitrary variable symbol in either $V_1$ or $V_2$. Moreover, $V_i = \text{lab}\_{\rho}^{-1}(\{z, g\})$, $i = 1, 2$, and $\phi = \phi'|_{V_1} : V_1 \to V_2$ is an isomorphism w.r.t. $\rho$. In this case, $\phi$ and $\rho$ already satisfy all assumptions of the reverse implication in Corollary 5.5, since $V_2 = \rho(V_1)$ and lab$_1(v) \in V_1$ iff lab$_1(v) = z$. By vertex set restriction, $G(R_1) \cong_S G(R_2)$ if we consider vertices to be unlabelled, with notable exception of $T$-labelled roots. Fix $F$-labelled vertex $v \in V_1$, lab$_1(v) = f$ with unique 0-labelled outgoing edge $(v, v_f, 0) \in E'_1$. Just as in Proposition 5.7, $\rho(\text{lab}_1(v)) = \text{lab}_2(\phi(v))$ by inspecting 0-labelled outgoing edges of $\phi(v)$. The case of $V$-labelled vertices is analogous, distinguishing the two cases by different labels $z$ and $g$ in $G(R_i)$. Consequently, $G(R_1) \cong G(R_2)$ via $\phi$ and w.r.t. $\rho$.

On the contrary, let $\phi : V'_1 \to V'_2$ be an isomorphism w.r.t. $\rho : L_1 \to L_2$, where $\rho|_{\text{N}} = \text{id}_{\text{N}}$ and $\rho(V_1) = V_2$. Then $\rho(T) = T$, since $\phi$ maps roots to roots. Extend $\phi$ to all of $V'_1$ via $\phi = \phi \cup \{v_f \mapsto v_{\rho(f)} : f \in F_1\} \cup \{v_x \mapsto v_{\rho(x)} : x \in V_1\}$, well-defined and bijective due to $|F_1| = |F_2|$ and $|V_1| = |V_2|$. This again induces $G(R_1) \cong_S G(R_2)$, understood as appropriately relabelled subgraphs of $G_1$ and
the two cases this is proven the same way as in Proposition 5.7, where again we can distinguish property on newly introduced 0-labelled edges. For fix non-root vertex $v = g$

Figure 7: $R(G)$ and $R'(G)$ in the proof of Proposition 5.9 where function symbol $f_i$ and variable $x_i$, resp., refer to vertex $v_i$

$G_2$. Indeed, if $lab_1(v) \in \mathcal{F}_1$, $lab_2(\phi(v)) = \rho(lab_1(v)) \in \mathcal{F}_2$ and hence $lab'_1(v) = g = lab'_2(\phi(v))$, analogously for $lab_1(v) \in \mathcal{V}_1$. It is left to check isomorphism property on newly introduced 0-labelled edges. For fix non-root vertex $v \in V_1$, this is proven the same way as in Proposition 5.7 where again we can distinguish the two cases $\mathcal{F}/\mathcal{V}$-labelled by different labels $z$ and $g$ in $G(R_i)$. The claim then follows by Proposition 5.2.

\begin{proposition}
5.9. GI $\preceq^P$ SVE, GI $\preceq^P$ SFE and GI $\preceq^P$ GE.
\end{proposition}

\begin{proof}
By Proposition 5.2, it suffices to consider an unlabelled directed graph $G = (V, E)$. Let $R(G) = (\mathcal{F}, \mathcal{V}, \mathcal{R})$ and $R'(G) = (\mathcal{F}', \mathcal{V}', \mathcal{R}')$ be encodings with:

1. $\mathcal{F} = \{f_v : v \in V\} \cup \{c\}$, $\mathcal{V} = \{x\}$, $\mathcal{R} = \{ f_v(f_w(x)) \rightarrow c : (v, w) \in E \}$ and
2. $\mathcal{F}' = \{f, c\}$, $\mathcal{V}' = \{x_v : v \in V\}$, $\mathcal{R}' = \{f(x_v, x_w) \rightarrow c : (v, w) \in E\}$

Note that $f, c, x$ are fixed for respective encoding, while function symbols $f_v$ and variables $x_v$ depend on vertices $v \in V$. Vertices are represented by either unique function symbols or variables, while edges are encoded by rewriting rules. See Fig. [7] for an example. Two unlabelled directed graphs $G_1$ and $G_2$ are isomorphic iff $R_1 \cong_{GE} R_2$, or iff $R'_1 \cong_{SVE} R'_2$, where $R_i = R(G_i)$ and $R'_i = R'(G_i)$. Moreover, due to construction, $R_1 \cong_{GE} R_2$ is equivalent to $R_1 \cong_{SFE} R_2$.

W.l.o.g. we can assume that there exist no vertices with no incoming and no outgoing edges. If $\phi : V_1 \rightarrow V_2$ is a graph isomorphism between $G_1, G_2$, one easily checks that $\phi' : \mathcal{F}_1 \rightarrow \mathcal{F}_2$, $\psi' : \mathcal{F}' \rightarrow \mathcal{F}'$ is a well-defined global isomorphism, and $\psi'(f(x)) = x_{\phi(v)}$ is a well-defined $\mathcal{V}$-standard isomorphism.

For the reverse implication, first assume $\phi' : \mathcal{F}_1 \rightarrow \mathcal{F}_2$ to be a global isomorphism between $R_1$ and $R_2$. Since $\phi'$ preserves arity of function symbols, map $\phi : V_1 \rightarrow V_2$, so that $\phi'(f_v) = f_{\phi(v)}$, is well-defined and bijective due to $|V_1| = |F_1| = |F_2| = |V_2|$ and $\phi'$ invariant on $\{x, c\}$. Fix $(v, w) \in E_1$. Then $f_{\phi(v)}(f_{\phi(w)}(x)) \rightarrow c = \phi'(f_v)(\phi'(f_w)(x)) \rightarrow c \in R_2$, which is equivalent to $(\phi(v), \phi(w)) \in E_2$. Since $|E_1| = |R_1| = |R_2| = |E_2|$, we are done.
Now assume $\psi' : (\mathcal{F}' \cup V_1') \to (\mathcal{F}' \cup V_2')$ is a $\mathcal{V}$-standard isomorphism, or equivalently, a $\mathcal{V}$-global isomorphism (singleton variable set), between $R_1'$ and $R_2'$. Again, since $\psi'$ preserves the arity, we have $\psi'(f) = f$ and $\psi'(c) = c$. Thus map $\phi : V_1 \to V_2$, so that $\psi'(x_v) = x_{\phi(v)}$ is well-defined and bijective due to $|V_1| = |V_1'| = |V_2'| = |V_2|$. Fix $(v, w) \in E$. Then analogously to the case before, $(\phi(v), \phi(w)) \in \mathcal{E}_2$ and since $|E_1| = |R_1'| = |R_2'| = |E_2|$, we are done. 

**Proof of Theorem 5.1.** The polynomial reductions as depicted in Fig. 4 follow immediately by Propositions 5.6, 5.7, 5.8, and 5.9.

**Remark 5.10.** Generalised TRS isomorphisms remain in the same complexity class as their ungeneralised counterparts. In particular, determining generalised-standard TRS isomorphisms is also GI-complete. Moreover, the complexity classes of generalised and ungeneralised TRS isomorphisms also do not change when we drop requirements on rewriting rules in accordance to Remark 4.7.

6. Conclusion

We considered eight notions of syntactic equality up to renaming of function symbols and/or variables for TRSs. We have shown for each of them that they are either efficiently decidable or they are GI-complete. This clarifies the complexity of the equalities. We discussed semantic properties of the syntactic equivalences briefly. The implications of this study are that for an adequate notion, renamings of functions should be global, while renaming of variables can be done locally, globally or not at all.

Instead of explicitly stating encodings for every global TRS isomorphism-case, we took advantage of the general structure of TRSs in form of templates and, in particular, the relationship between variables and function symbols. Presented template-generating-algorithms can easily be generalised to handle more than two disjoint symbol sets and can then be applied for reductions or polynomial solvability proofs in the context of new isomorphisms if they demand symbol-relationship to be preserved. In fact, we saw that under canonical remapping of symbols, proof of local TRS isomorphisms reduces to simple set comparison.
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