**Lévy walks derived from a Bayesian decision-making model in non-stationary environments**
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Abstract

Lévy walks are found in the migratory behaviour patterns of various organisms, and the reason for this phenomenon has been much discussed. We use simulations to demonstrate that learning causes the changes in confidence level during decision-making in non-stationary environments, and results in Lévy-walk-like patterns.

One inference algorithm involving confidence is Bayesian inference. We propose an algorithm that introduces the effects of learning and forgetting into Bayesian inference, and simulate an imitation game in which two decision-making agents incorporating the algorithm estimate each other's internal models from their opponent's observational data.

For forgetting without learning, agent confidence levels remained low due to a lack of information on the counterpart and Brownian walks occurred for a wide range of forgetting rates. Conversely, when learning was introduced, high confidence levels occasionally occurred even at high forgetting rates, and Brownian walks universally became Lévy walks through a mixture of high- and low-confidence states.
I. INTRODUCTION

Lévy walks are found in the migratory behaviour of organisms ranging from bacteria and T-cells to humans (1-7) (Figure 1A). In contrast, the movement of fine particles suspended in a liquid or gas generally follows Brownian walks (Figure 1B). Although both Lévy walks and Brownian walks are types of random walks, the frequency of occurrence of step length $l$ is characterized by the power law distribution $P(l) \sim l^{-\eta}$, where $1 < \eta \leq 3$, in a Lévy walk, while that occurring in a Brownian walk follows an exponential distribution $P(l) \sim e^{-\lambda l}$. In other words, the former is sometimes accompanied by linear movements over long distances compared to the latter, and the reason for this pattern in the migration of organisms has been the subject of much discussion (8).

One hypothesis that explains this phenomenon is the Lévy walk foraging hypothesis (9, 10). It is hypothesised that if the prey is sparse and randomly scattered and the predator has no information (memory) about the prey, a Lévy walk will be the optimal foraging behaviour (11) and will be evolutionarily advantageous.

However, humans, for example, have advanced learning and inference abilities, and can obtain useful information by performing systematic searches even in dynamic and uncertain environments (12). Rhee et al. state that human walks are not random walks, but the patterns of human walks and Lévy walks contain some statistical similarity (13). Reynolds also states that Lévy walk movement patterns could, in principle, result from non-random foraging behaviours when intelligent individuals make heavy use of cognitive properties such as mental maps, memory, and complex decision-making (7). It is also known that individual human movements are strongly influenced by the collective mobility behaviour of other people (14). Thus, at least in organisms with advanced cognitive abilities, Lévy walks may emerge as a result of decision-making through interactions with the environment and other individuals, rather than as a result of a random search (12, 15, 16).

When we perform exploratory behaviour based on decision-making, metaphorically speaking, we explore the periphery in detail if we think ‘it might be around here’ (Brownian walk). On the other hand, if we are convinced that ‘it's not around here’, we give up the search and move to a different, more distant location. In other words, a Lévy walk may result from a combination of a stray search and a conviction-based linear walk (Figure 1C). Therefore, we hypothesise that changes in confidence in one's chosen behaviour can cause Lévy-walk-like movement patterns.

One probabilistic estimation algorithm that deals with confidence is Bayesian inference. The Bayesian inference process is similar to a scientific verification procedure. In Bayesian inference, we first prepare several hypotheses (generative models) for the estimation target. We then update the confidence in each hypothesis by observing the evidence (data generated from the estimated target) and quantitatively assessing the fit between each hypothesis and the observed data. Finally, we narrow down the
Consider an experiment trying to estimate the probability of getting ‘1’ when rolling a die. Bayesian inference estimates that if you roll the die six times and get a ‘1’ only once, the probability of getting ‘1’ is 1/6. Similarly, Bayesian inference estimates that if you roll the die 60000 times and get ‘1’ 10000 times, the probability of getting ‘1’ is 1/6. However, the confidence in the hypothesis that ‘the probability of getting “1” is 1/6’ is higher in the latter case, as it has more trials. Thus, in Bayesian inference, the amount of information obtained from an estimation target is linked to the confidence in the estimation, and confidence is a measure of the accuracy of the estimation. In general, to accurately estimate a target, it is better to have as much observational data (information) as possible. However, this is true only for a stationary environment. When the probability of a die changes dynamically, or a die is replaced by another die in the middle of the process, it is necessary to truncate the observed data (information) in the distant past for a more accurate estimation. Therefore, as long as we use Bayesian inference in a non-stationary environment, we are forced to make decisions with limited information. Metaphorically, because we cannot be confident that ‘it's not around here’ in non-stationary environments, we will continue to explore the surrounding area by a Brownian walk. Conversely, for a Lévy walk to appear in a non-stationary environment, behaviour based on high conviction must occasionally appear (Figure 1C). Thus, the question we should ask in this study is: ‘What kind of mechanism makes it possible to be convinced of something despite a lack of information about the target of the search?’

Note the following two points regarding Bayesian inference. First, hypotheses that are candidates for the correct answer must be prepared prior to the inference. Second, the content of the hypothesis should not be changed during inference. These are natural requests from the perspective of scientific verification. However, even if we apply known hypotheses to an object seen for the first time, there may not be a correct answer among them. In such cases, it is necessary to make new hypotheses. Peirce proposed the idea of abduction (hypothesis formation) as a third form of reasoning following deduction and induction (17, 18). Arrechi et al. (19) proposed the idea of inverse Bayesian inference, in which a hypothesis given beforehand in Bayesian inference is formed from observational data.

Gunji et al. (20, 21) proposed a new mathematical model called Bayesian and inverse Bayesian (BIB) inference, which performs Bayesian and inverse Bayesian inference at the same time. Furthermore, Gunji et al. (22) proposed a swarm model that incorporates BIB inference into the self-propelled particle model and showed that Lévy walks emerge universally in swarming behaviours through simulations using the model. Horry et al. (23) showed that human decision-making can be modelled effectively by BIB inference. Shinohara et al. (24, 25) proposed an extended Bayesian inference model that incorporates the effects of forgetting and learning (inverse Bayesian inference) by introducing causal inference into Bayesian inference. Extended Bayesian inference makes it possible to adapt to dynamic environments by forgetting, and it becomes possible to deal with unknown objects by learning.
In response to the previously posed question, we show that certainty despite limited information is possible by inverse Bayesian inference (learning). Specifically, we first build a decision-making agent with the extended Bayesian inference, which introduces the effects of learning and forgetting into the agent's decision-making process. Next, we use two decision-making agents to simulate an imitation game in which each agent estimates the other's internal generative models from the other's output data.

The results show that a Brownian walk-like pattern emerges among agents who use the forgetting effect only, due to persistently low confidence and fluctuation in the estimation results. On the other hand, we show that among agents who use learning in addition to forgetting, a high degree of confidence is often achieved despite a lack of information, resulting in the emergence of Lévy-walk-like patterns.

II. RESULTS

Simulation results

Figure 2 shows a comparison of the simulation results for the no-learning case ($\gamma = 0.0$) and learning case ($\gamma = 0.1$) with forgetting rate $\beta=0.3$. Figures 2A, 2B, and 2C show the normal distribution mean value estimated by each agent, the hypothesis $\hat{h}^t_{\text{max}}$ that Agent1 believes most, and Agent1’s confidence in each hypothesis, respectively. In the case without learning ($\gamma = 0.0$), the confidence never stays near 1 throughout the simulation period, and $\hat{h}^t_{\text{max}}$ changes frequently. On the other hand, we can see that the overall confidence level is higher with the introduction of learning, and that there are periods when the confidence level is almost 1 and $\hat{h}^t_{\text{max}}$ is stable.

For clarity, the time evolution of $\hat{h}^t_{\text{max}}$, as shown in Figure 2B, was replaced with a two-dimensional movement pattern $\{x', y'\}$ as follows:

\[
\begin{align*}
x' &= x^{t-1} + C \cos(\theta') \\
y' &= y^{t-1} + C \sin(\theta') \\
\theta' &= \begin{cases} 
2\pi \times \text{rnd}' & \text{if } \hat{h}^{t-1}_{\text{max}} \neq \hat{h}^{t-1}_{\text{max}} \\
\theta^{t-1} & \text{otherwise}
\end{cases}
\end{align*}
\]

where $\text{rnd}'$ is a uniform random number generated in the range $[0.0, 1.0]$ at time $t$. $C$ is a parameter that represents the distance to be travelled in one step and is set to 1. $\theta'$ is a variable that represents the direction of travel and changes direction
randomly when $h'_{\text{max}}$ changes. If $h'_{\text{max}}$ does not change, $\theta'$ will not change, and so the pattern will continue in the same direction. The results are shown in Figures 3A ($\gamma=0.0$) and 3C ($\gamma=0.1$). Figures 3B and 3D show the cumulative distribution functions (CDF) of $l$, where $l$ is the linear distance from changing direction at one point to changing direction at the next point. These figures also show the results of fitting a truncated power law distribution model (green) and an exponential distribution model (red) to the simulation data. Of the observed data, we use only data within the range of $\hat{l}_{\text{min}} \leq l \leq \hat{l}_{\text{max}}$ to improve the fitting as much as possible. See the SI Appendix for details on how to determine the fitting range $[\hat{l}_{\text{min}}, \hat{l}_{\text{max}}]$ and the fitting method. The CDF graph is such that the CDF value when $l = \hat{l}_{\text{max}}$ is set to 1. This is also true in the following CDF graphs. To analyse the frequency distribution of $l$, we performed 1000 simulation trials with different random seeds and used the aggregated data.

It can be seen from Figure 3B that the frequency distribution of $l$ is characterized by an exponential distribution. In other words, the movement patterns shown in Figure 3A are Brownian walks. The exponents for $\beta=0.3$, 0.5, and 0.7 were $\lambda=0.24$, 0.42, and 0.60, respectively. The larger $\beta$ is, the more observational data (information) is truncated, and the larger the value of $\lambda$.

Figure 3D shows that the CDF of $l$ is characterized by a truncated power law distribution. The exponents for $\beta=0.3$, 0.5, and 0.7 are $\eta=1.73$, 2.00, and 2.44, respectively, and satisfy $1 < \eta \leq 3$ in all cases. That is, the movement patterns shown in Figure 3C are all Lévy walks. However, as the forgetting rate increases, the exponents increase because of the information deficit. As can be seen by comparing Figures 3B and 3D, introducing the effect of learning (inverse Bayesian inference) ($\gamma>0.0$) turns a Brownian walk into a Lévy walk.

Originally, the extended Bayesian inference model has a single parameter, as shown in the SI Appendix and references (24, 25). That is, we treated only the cases of $\beta=\gamma$ and represent these as the same parameter $\alpha$. Figure 4 shows the CDF of $l$ in the cases of $\alpha=0.3$, 0.5, and 0.7. These results represent all Lévy walks with the exponents close to 2.0. The movement pattern for $\alpha=0.0$, i.e., for Bayesian inference ($\beta=\gamma=0.0$), is shown in Figure 5A. Figures 5B and 5C show that the movement pattern turns into a Lévy walk by setting $\beta$ to 0.005.

**Comparison between with and without learning**

We analysed how confidence changes with changes in forgetting rates. Figure 6A shows the relationship between the time averages of the confidence values in $h'_{\text{max}}$ and the forgetting rate. With or without the learning effect, the mean value of confidence decreases as the forgetting rate increases in both cases. In other words, as non-stationarity increases and the amount of information decreases, the confidence decreases. However, a comparison at the same forgetting rate shows that the presence of learning
increases the confidence level.

Figure 6B shows the relationship between confidence and linear step length. The confidence shown here is the average confidence during a linear move of a certain length $l$. In the absence of learning ($\gamma=0.0$), the maximum step length was 60. The maximum confidence level was approximately 0.40, although it tended to increase as the step length increased. In other words, the confidence level is not very high, and we do not see a long movement in terms of step length. Conversely, in the case with learning ($\gamma=0.1$), the confidence increases as the step length increases, and the confidence exceeds 0.99 when the step length is approximately 300. Thus, agents travel long distances with strong confidence. To calculate the average confidence in Figures 6A and 5B, we performed 1000 trials of simulations with different random seeds and used the aggregated data.

III. DISCUSSION

In this study, we hypothesise that in organisms such as humans that have a high degree of reasoning and learning ability, changes in confidence in one's chosen behaviour can cause Lévy-walk-like patterns of behaviour. To test this hypothesis, we consider the question ‘What mechanism allows us to be convinced of something even though there is insufficient information for the search target?’ To deal with this problem, we first proposed an extended Bayesian inference that introduces forgetting and learning (inverse Bayesian inference) functions into Bayesian inference. We then incorporated this extended Bayesian inference into two decision-making agents and simulated an imitation game in which they read each other's internal states.

We choose an action from among various options in our daily decision-making, and this choice is accompanied by a degree of certainty. Even if the same action A is selected as a result in different cases, the degree of confidence at the time of selection varies, for example, thinking ‘only A is possible’ or ‘it may be A’. When we lack information and experience, we cannot be sure of our choices. Conversely, when one makes a choice based on complete information, one has confidence in the choice. In other words, the amount of information obtained is proportional to the degree of confidence. Bayesian inference deals with such confidence. However, an action chosen with certainty can actually be wrong. This type of confidence stems from our own active assumptions, rather than objective and complete information. In this study, we model such active assumptions as inverse Bayesian inference.

In stationary environments, Bayesian inference, which utilizes all information from the distant past to the present, is the best method of inference. However, for proper estimation in non-stationary environments, it is necessary to discard information about the distant past. In this case, the agent is not sure of its estimation results because of the lack of information. As a result, it frequently changes the estimates, and a Brownian walk appears.
As the lack of information becomes more pronounced, that is, the rate of forgetting increases, the exponent of the exponential distribution that the frequency distribution of the step length follows increases. By introducing inverse Bayesian inference, the frequency distributions of the step length change from exponential distributions to truncated power law distributions. That is, the Brownian walk turns into a Lévy walk regardless of the degree of information deficiency. Interestingly, in the cases where the forgetting rate and the learning rate coincide, over a wide range of parameter areas, the exponents of the truncated power law distributions are close to 2.0, which is the value that achieves optimal foraging behaviour (11).

In inverse Bayesian inference, confidence is increased by modifying the content of the hypothesis to fit the observed data. As shown in Figures 2C and Figure 6A, inverse Bayesian inference (learning) has the effect of increasing the confidence level, and even in situations where there is insufficient information, the confidence level sometimes approaches 1. In this case, as shown in Figure 6B, a longer step length tends to correspond to higher confidence. The mixture of high- and low-confidence states leads to the Lévy walk shown in Figure 3C.

Although there is controversy over whether the Lévy walk foraging hypothesis is correct or whether Lévy walks emerge as a result of interactions with the environment and other individuals (26), the results of this study do not reject the Lévy walk foraging hypothesis. Rather, they suggest that changes in confidence in decision-making can also cause Lévy-walk-like movement patterns.

In the Exploration and Preferential Return (EPR) model, both exploration as a random walk process and the human propensity to revisit places that we have visited before (preferential return) are incorporated. One of these two competing mechanisms is selected probabilistically at each time step in EPR (14). Exploration and exploitation are two essential components of any optimization algorithm (27). Finding an appropriate balance between exploration and exploitation is the most challenging task in the development of any meta-heuristic algorithm because of the randomness of the optimization process (28). In our simulations, a Lévy walk was produced by a mixture of two competing behaviours: a long-distance linear movement based on confidence and a short-distance movement performed while lost. Interestingly, these conflicting patterns of behaviour arise from a single system of extended Bayesian inference without being prepared separately.

Namboodiri et al. (12) showed through experiments with humans that the discount rate (forgetting rate) plays an important role in search behaviour. As shown in Figures 3 and 5, migration patterns are characterized by forgetting rates in our model. When the forgetting rate is zero, as shown in Figure 5A, there is no information loss, and the movement pattern is a ballistic pattern based on beliefs grounded in complete information. Conversely, when the forgetting rate is high, the estimation results (the hypothesis with maximum confidence) fluctuate because the information is truncated and the confidence level decreases. As
a result, a Brownian walk appears, as shown in Figure 3A. Lévy walks, which combine both properties, appear in the parameter region between the ballistic pattern and the Brownian walk (Figure 5B).

Abe (29) constructed a model in which the Lévy walk appears by coupling two tent maps. In this model, the coupling strength between the two tent maps is represented by the parameter $\varepsilon$. For large values of $\varepsilon$, the output values $x'$ and $y'$ of the two coupling tent maps become identical, and the movement pattern in the 2-dimensional coordinates becomes a straight line. Conversely, when $\varepsilon$ is small, these move independently, and the movement pattern is a Brownian walk. A Lévy walk appears in a narrow parameter range between the two extremes.

In our model, when the forgetting rate is small, the estimates between the two agents tend to agree and have higher confidence as they acquire more information about each other. In contrast, when the forgetting rate is high, the confidence is lowered due to the lack of information about the other party, and inconsistency occurs between the two estimates. Thus, the forgetting rate can be interpreted as a parameter representing the coupling strength between two agents. A simple comparison is not possible because of the difference between tent maps and Bayesian inference. However, we may be able to discuss self-organizing criticality (SOC) in our model, as Abe did, by mapping $\beta$ to $\varepsilon$. In the case of SOC, Lévy walks are found in a very narrow parameter range. Hence, in order to explain the universality of Lévy walks found in nature, it is necessary to explain why such parameter regions are selected. Abe attributed this phenomenon to the large dynamic range (29). In contrast, in our model, Lévy walks are universally found in a wide range of forgetting-rate regions by introducing inverse Bayesian inference (learning). That is, in our model, the argument for SOC is only valid in the special case where the learning rate is $\gamma=0.0$. Using a swarm model incorporating BIB inference, Gunji et al. showed that critical phenomena universally emerge without SOC (22). In this model, critical behaviour is achieved not only at the edge of chaos, but anywhere in the parameter space. Detailed discussions on SOC using our model will be added in the future.

IV. CONCLUSIONS

In this study, we demonstrated by simulation that changes in confidence during decision-making cause Lévy-walk-like behavioural patterns. We proposed an algorithm that introduced the effects of learning and forgetting into Bayesian inference, and simulated an imitation game between decision-making agents that incorporated the algorithm.

In the case of only forgetting without learning, confidence level in one's chosen behaviour remained low due to a lack of the other party information, and frequently changed the estimation results. As a result, Brownian-walk-like behavioural patterns were observed in a wide range of forgetting-rate areas.

In the case of neither forgetting nor learning, that is, in the case of Bayesian inference, the other party information was not
truncated, so that the confidence level remained high based on the complete information and the behaviour pattern became ballistic. Lévy-walk-like behavioural patterns appeared only in forgetting rate regions near zero.

Conversely, when learning was introduced, Lévy-walk-like behavioural patterns emerged universally in a wide range of parameter areas by the mixture of high- and low-confidence states. The results suggest that changes in confidence in decision-making can cause Lévy-walk-like movement patterns in organism like humans with advanced learning and reasoning abilities.

One limitation of our simulation is that it was conducted with only two agents. In the future, we aim to run simulations with a large number of decision-making agents to analyse their behaviour in a group and evaluate swarm behaviour.

V. METHODS

Extended Bayesian Inference

This section provides an overview of extended Bayesian inference (24, 25), which incorporates the effects of forgetting and learning by introducing causal inference into Bayesian inference. See the SI Appendix for details.

First, we describe the discrete version of Bayesian inference. In Bayesian inference, a number of hypotheses \( h_k \) are first defined, and a model for each hypothesis (the generation distribution of data \( d \)) is prepared in the form of conditional probability \( P(d | h_k) \). This conditional probability is referred to as the likelihood when the data are fixed and is considered to be a function of the hypothesis. In addition, the confidence \( P(h_k) \) for each hypothesis is prepared as a prior probability.

If the confidence at time \( t \) is \( P(h_k) \) and we observe data \( d' \), then the posterior probability \( P(h_k | d') \) is calculated using Bayes' theorem as follows:

\[
P(h_k | d') = \frac{P(h_k)P(d' | h_k)}{P(d')}. \tag{2}
\]

Here, \( P(d') \) is the marginal probability of the data at time \( t \), defined as follows:

\[
P'(d') = \sum_k P(h_k)P(d' | h_k). \tag{3}
\]

The following Bayesian update replaces the posterior probability with the confidence at the next time step.

\[
P^{t+1}(h_k) \leftarrow P'(h_k | d'). \tag{4}
\]

Equations \([2]\) and \([4]\) can be summarized as follows:
The estimation proceeds by updating the confidence in each hypothesis according to equation [5] each time the data are observed. Note that in this process, the confidence $P'(h_k)$ in each hypothesis changes over time, but the model $P(d|h_k)$ for each hypothesis does not change.

Given the recursive nature of $P'(h_k)$, equation [5] can be rewritten as follows:

$$P'^{-1}(h_k) \leftarrow \frac{P'(h_k) P(d' | h_k)}{P'(d')} .$$  \[5\]

Here, $P'(d')$ is common to all hypotheses and can be considered a constant. Therefore, if the normalisation process is omitted, equation [6] can be written as follows:

$$P'^{-1}(h_k) \leftarrow P'(h_k) \prod_{i=1}^{t-1} \frac{P(d' | h_k)}{P'(d')} .$$  \[6\]

The current confidence of each hypothesis is proportional to the prior probability multiplied by the likelihood of the data observed so far at each time step.

Next, we introduce the function of forgetting into Bayesian inference. In order to distinguish between Bayesian inference and extended Bayesian inference, we use $C$ instead of $P$ as follows:

$$C'^{-1}(h_k) \leftarrow \left[ C'(h_k) \right]^{1-\beta} C'(d' | h_k) .$$  \[8\]

Here, $\beta$ is the forgetting rate (discount rate), and when $\beta=0$, equation [8] agrees with equation [5]. If we focus on the recursive nature of $C'(h_k)$, equation [8] can be transformed as follows:

$$C'^{-i}(h_k) \leftarrow \left[ C'(h_k) \right]^{0-\beta^{i-1}} \prod_{i=1}^{t} \left[ \frac{C'(d' | h_k)^{\beta^{i-1} \beta^{t-i}}}{C'(d')} \right] .$$  \[9\]

In equation [9], the denominator $C'(d')$ of the right-hand side is common in each hypothesis and can be considered as a constant, so if the normalisation process is omitted, it can be written as follows:

$$C'^{-i}(h_k) \leftarrow \left[ C'(h_k) \right]^{0-\beta^{i-1}} \prod_{i=1}^{t} \left[ C'(d' | h_k)^{0-\beta^{t-i}} \right] .$$  \[10\]

In other words, the present confidence is multiplied by the past likelihoods with a weaker weight depending on each likelihood’s
age. When $\beta = 0$, $C^{i+1}(h_i) \leftarrow C^i(h_i)C^i(d' \mid h_i)C^i(d'' \mid h_i) \cdots C^i(d' \mid h_i)$, as in Bayesian inference, and the present and distant past likelihoods are evaluated equally.

In contrast, when $\beta = 1$, $C^{i+1}(h_i) \leftarrow C^i(d' \mid h_i)$ the next confidence is calculated using only the likelihood for the current observation data.

Next, we introduce a learning effect (inverse Bayesian inference) into Bayesian inference.

$$C^{i+1}(d' \mid h_i) \leftarrow \begin{cases} C^i\left(d' \mid h_i\right) & \text{if } h_i = \arg\max_k C^i(h_k) \\ C^i\left(d' \mid h_i\right) & \text{otherwise} \end{cases} \quad \text{[11]}$$

Here, we modify the model of the hypothesis with the highest confidence at that point in time (henceforth denoted as $h'_{\text{max}}$) based on the observational data by introducing a learning rate $\gamma$. When $\gamma = 0$, $C^{i+1}(d' \mid h_i) \leftarrow C^i(d' \mid h_i)$ for any $h_i$ and the model for each hypothesis becomes invariant, as in Bayesian inference. Thus, the extended Bayesian inference adds the forgetting rate $\beta$ and the learning rate $\gamma$ to Bayesian inference, and agrees with Bayesian inference when $\beta = \gamma = 0$. The extended Bayesian inference updates the confidence of each hypothesis by equation [10] each time the data are observed and modifies the model of the hypothesis with the maximum confidence by equation [11].

**Imitation game**

As a minimal model of a non-stationary environment, we consider an imitation game with two decision-making agents (Agent1 and Agent2), as shown in Figure 1D. This is a game in which each agent estimates the other's internal state; one can be regarded as the environment of the other. In the imitation game, the target of estimation for each agent is the generative model of the opponent, which changes over time depending on the estimation status of the agent and its opponent. We analyse the behaviour of the agents by running simulations of this game with different forgetting and learning rates.

Let $\{h_1, h_2, \ldots, h_{11}\}$ be the agent’s hypotheses. That is, the total number of hypotheses is $K = 11$. The initial value of confidence for each hypothesis is set to an equal probability, i.e., $C^i(h_i) = 1/K$. The generative model for each hypothesis is a normal distribution, and the variance of the normal distribution was fixed at 0.25, and only the mean value was estimated from the observed data. The initial value of the mean of each model was set to $\mu'_k = (k - 1)/(K - 1) - 0.5$ such that these values were equally spaced in the range $-0.5$ to $0.5$. 

Each agent samples a real number $d'$ from the generative model $C'\left(d' \mid h'_{\text{max}}\right)$ of the hypothesis $h'_{\text{max}}$ which it believes most at each time step and presents it to its opponent. Each agent observes the real number presented by its counterpart and modifies its generative model and confidence values for hypotheses using the extended Bayesian inference described above.

The simulation was conducted up to 2000 steps, and the data in the interval of $1000 \leq t \leq 2000$ was used for the analysis.
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Fig. 1. Movement patterns and decision-making. (A) Lévy walk. (B) Brownian walk. (C) Exploratory behaviour based on decision-making. (D) Outline of imitation game with two decision-making agents using Bayesian inference. First, each agent estimates the generative model of the partner agent from the observation data and uses it as its own generative model. Next, each agent samples a real number from its own generative model and presents it to the other party. The agents repeat these procedures in each step.
Fig. 2. Examples of time evolution when the forgetting rate $\beta=0.3$. The left and right columns represent the results in the case without learning ($\gamma=0.0$) and the case with learning ($\gamma=0.1$), respectively. (A) The normal distribution mean value estimated by each agent. (B) The hypothesis $h_{\max}^t$ that Agent1 believes the most. (C) Agent1's confidence in each hypothesis.
Fig. 3. The results of cases in which the forgetting rate was set to $\beta=0.3$, 0.5, or 0.7. (A) Examples of two-dimensional movement patterns derived from the time evolution of $h_{\text{max}}$ in the case without learning ($\gamma=0.0$). These patterns are all Brownian walks. (B) Cumulative distribution function (CDF) of step length $l$ in the case without learning ($\gamma=0.0$). The exponents of the exponential distribution for $\beta=0.3$, 0.5, and 0.7 were $\lambda=0.24$, 0.42, and 0.60, respectively. The minimum $l_{\text{min}}$ of fitting data for $\beta=0.3$, 0.5, and 0.7 were 14, 6, and 5, respectively. (C) Examples of two-dimensional movement patterns derived from the time evolution of $h_{\text{max}}$ in the case with learning ($\gamma=0.1$). These patterns are all Lévy walks. (D) Cumulative distribution function (CDF) of step length $l$ in the case with learning ($\gamma=0.1$). The exponents of the truncated power law distribution for $\beta=0.3$, 0.5, and 0.7 were $\eta=1.73$, 2.00, and 2.44, respectively. $1<\eta<3$ is satisfied in all cases. The fitting ranges $[l_{\text{min}}, l_{\text{max}}]$ for $\beta=0.3$, 0.5, and 0.7 were $[29,920]$, $[18,890]$ and $[8,720]$, respectively.
Fig. 4. Universally seen Lévy walks. Lévy walks are found in a wide range of parameter regions; the exponents of the truncated power law distribution are close to 2. (A) $\alpha=0.3$, that is, $\beta=\gamma=0.3$. The exponent of the truncated power law distribution was $\eta=1.91$. The fitting range $[l_{\text{min}}, l_{\text{max}}]$ was [4,808]. (B) $\alpha=0.5$, that is, $\beta=\gamma=0.5$. The exponent of the truncated power law distribution was $\eta=1.92$. The fitting range $[l_{\text{min}}, l_{\text{max}}]$ was [1,942]. (C) $\alpha=0.7$, that is, $\beta=\gamma=0.7$. The exponent of the truncated power law distribution was $\eta=2.10$. The fitting range $[l_{\text{min}}, l_{\text{max}}]$ was [4,970].
Fig. 5. Lévy walks appearing with changes in forgetting rates. Lévy walks are found in the parameter region between the ballistic pattern and the Brownian walk in the case without learning (γ=0.0). (A) The movement pattern when β=0.0, γ=0.0 (Bayesian inference). The pattern is a straight line. (B) The movement pattern when β=0.005, γ=0.0. The pattern is a Lévy walk. (C) Cumulative distribution function (CDF) of step length $l$ when β=0.005, γ=0.0. The exponent of the truncated power law distribution was $\eta=1.6$. The fitting range $[l_{min}, l_{max}]$ was [5,927].
Fig. 6. Comparison between cases with no learning ($\gamma = 0.0$) and learning ($\gamma = 0.1$). (A) Change in the time average of confidence level with change in the forgetting rate. (B) The relationship between step length and confidence ($\beta=0.3$). The vertical axis represents the average confidence during the movement of the step length indicated by the horizontal axis. As the step length increases, the confidence in the movement increases. The step length on the horizontal axis is displayed up to 300 for clarity.
Extended Bayesian Inference

In the field of cognitive psychology, many causal induction experiments have been conducted to determine how humans evaluate the strength of the causal relationship between two events (1-5). In the case of the usual conditional statement ‘if \( p \), then \( q \)’, one would think that the confidence in this statement would be proportional to the probability \( P(q | p) \) of \( q \) occurring after \( p \) occurs (6).

In contrast, it has been experimentally demonstrated that humans have a strong sense of causal relation between a cause \( p \) and an effect \( q \) when \( P(p | q) \) is high as well as when \( P(q | p) \) is high. Specifically, the causal intensity that people feel between \( p \) and \( q \) can be approximated by the geometric mean of \( P(q | p) \) and \( P(p | q) \). This is called the dual-factor heuristics (DFH) model (1). If the causal intensity between \( p \) and \( q \) is denoted as \( DFH(q | p) \), then \( DFH(q | p) = \sqrt{P(q | p)P(p | q)} \).

Here, note that \( DFH(q | p) = DFH(p | q) \) is valid. Such an inference is called ‘symmetry inference’.

More generally, Shinohara et al. proposed the following model to express the causal strength \( C(q | p) \) between \( p \) and \( q \) as the generalised weighted average of \( P(q | p) \) and \( P(p | q) \) (7).
C(q | p) = \left[ \alpha P(q | p)^\alpha + (1 - \alpha) P(p | q)^\alpha \right]^{1/\alpha} \quad [S1]

The generalised weighted average of the variables \( x \) and \( y \) is expressed by the following equation using the parameters \( \alpha \) and \( m \).

\[
\mu(\alpha, m) = \left[ (1 - \alpha)x^\alpha + \alpha y^\alpha \right]^{1/\alpha} \quad [S2]
\]

Here, \( \alpha \) takes a value of the range \( 0.0 \leq \alpha \leq 1.0 \) and represents the weighting of \( x \) and \( y \). \( m \) takes a value of the range \( -\infty \leq m \leq \infty \) and represents the way the average is taken. For example, if \( \alpha = 0.5 \) and \( m = 1.0 \), then \( \mu(0.5,1.0) = 0.5x + 0.5y \), which represents the arithmetic mean. If \( \alpha = 0.5 \) and \( m = -1.0 \), then \( \mu(0.5,-1.0) = 2xy/(x+y) \), which represents the harmonic mean. Although equation [S2] cannot be defined when \( m = 0.0 \), if we denote the mean value in the limit of \( m \to 0.0 \) as \( \mu(\alpha, 0.0) \), then we have \( \mu(\alpha, 0.0) = x^{1-\alpha}y^\alpha \) and the geometric mean \( \mu(0.5,0.0) = \sqrt{xy} \) when \( \alpha = 0.5 \). If we set \( \alpha = 0.0 \) here, we obtain \( C(q | p) = P(q | p) \) regardless of the value of \( m \), and \( C \) corresponds to the conditional probability \( P \).

Furthermore, Shinohara et al. proposed an extended Bayesian inference that incorporates such a causal inference element into Bayesian inference (7, 8).

\[
C^{\alpha,i}(h_i) \leftarrow \alpha C^i(d' | h_i)^\alpha + (1 - \alpha) C^i(h_i | d')^\alpha \right]^{1/\alpha} = \frac{C^i(h_i) C^i(d' | h_i)}{\left[ (1 - \alpha)C^i(d')^\alpha + \alpha C^i(h_i)^\alpha \right]^{1/\alpha}} \quad [S3]
\]

\[
C^{\alpha,i}(d' | h_i) \leftarrow \left[ (1 - \alpha)C^i(d' | h_i)^\alpha + \alpha C^i(h_i | d')^\alpha \right]^{1/\alpha} = \frac{C^i(h_i) C^i(d' | h_i)}{\left[ (1 - \alpha)C^i(h_i)^\alpha + \alpha C^i(d')^\alpha \right]^{1/\alpha}} \quad [S4]
\]

Here,

\[
C^i(d') = \sum_i C^i(h_i) C^i(d' | h_i) \quad [S5]
\]

In equation [S3], we omit the description of the normalisation process to make the confidence a probability. If we set \( \alpha = 0 \) in equation [S3], we obtain the same form as the case of Bayesian inference.

\[
C^{\alpha,i}(h_i) \leftarrow \frac{C^i(h_i) C^i(d' | h_i)}{C^i(d')} \quad [S6]
\]

When \( \alpha = 0 \), equation [S4] is expressed as follows, and the model of the hypothesis is invariant.

\[
C^{\alpha,i}(d' | h_i) \leftarrow C^i(d' | h_i) \quad [S7]
\]
That is, equation [S4] is greatly reduced and the extended Bayesian inference agrees with the Bayesian inference.

On the other hand, when \( \alpha > 0 \), the model is deformed by equation [S4]. In this paper, we do not update the models of all the hypotheses, but only the model of the hypothesis \( h_{\text{max}}^t \) that has the highest confidence at that time.

\[
C^{t+1}(d' \mid h_{\text{max}}^t) \leftarrow \frac{C^t(h_{\text{max}})C^t(d' \mid h_{\text{max}}^t)}{\left[ (1 - \alpha)C^t(h_{\text{max}})^{-\alpha} + \alpha C^t(d')^{-\alpha} \right]^{1/\alpha}} \quad [S8]
\]

If there are multiple hypotheses with an equally high maximum degree of confidence, one of them is selected at random.

For simplicity, we have fixed \( m = 0 \) this in this paper. When \( m = 0 \), equation [S3] can be transformed as follows:

\[
C^{t+1}(h_i) \leftarrow \frac{C^t(h_i)C^t(d' \mid h_i)}{C^t(d')^{-1/\alpha}C^t(h_i)^{1/\alpha}} = \left[ \frac{C^t(h_i)}{C^t(d')^{1/\alpha}} \right]^{1/\alpha} C^t(d' \mid h_i) \quad [S9]
\]

Noting the recurrent nature of \( C^t(h_i) \), equation [S9] can be further transformed as follows:

\[
C^{t+1}(h_i) \leftarrow \left[ C^t(h_i) \right]^{1/\alpha} \prod_{i=1}^{t} \left[ \frac{C^t(d' \mid h_i)}{C^t(d')^{1/\alpha}} \right]^{1/\alpha} \quad [S10]
\]

In equation [S10], the denominator \( C^t(d') \) of the right-hand side is common in each hypothesis and can be considered as a constant, so if the normalisation process is omitted, it can be written as follows:

\[
C^{t+1}(h_i) \leftarrow \left[ C^t(h_i) \right]^{1/\alpha} \prod_{i=1}^{t} \left[ C^t(d' \mid h_i) \right]^{1/\alpha} \quad [S11]
\]

When \( m = 0 \), equation [S8] can be transformed with respect to \( h_{\text{max}}^t \) as follows:

\[
C^{t+1}(d' \mid h_{\text{max}}^t) \leftarrow \frac{C^t(h_{\text{max}}^t)C^t(d' \mid h_{\text{max}}^t)}{C^t(h_{\text{max}})^{-\alpha}C^t(h_{\text{max}})^{1/\alpha}} = \left[ \frac{C^t(h_{\text{max}}^t)}{C^t(d')^{1/\alpha}} \right]^{1/\alpha} C^t(d' \mid h_{\text{max}}^t) \quad [S12]
\]

Through the processes described above, the confidence values for each hypothesis and the model for the hypothesis with maximum confidence are corrected whenever the data are observed. We refer to the latter process of modifying the model for \( h_{\text{max}}^t \) as inverse Bayesian inference (9). If the former process of updating the confidence values for hypotheses is referred to as inference, inverse Bayesian inference can be called ‘learning’ because it forms a model for a hypothetical instead of an inference. In this sense, although \( \alpha \) in equation [S9] and \( \alpha \) in equation [S12] are the same parameter, they can be considered as forgetting and learning rates, respectively, and can be kept separate. In this paper, we introduce a forgetting rate \( \beta \) and a learning rate \( \gamma \), and transform equations [S9] and [S12] as follows:
See the next section for methods that apply the normal distribution as a specific generative model in the extended Bayesian inference.

### Applying a normal distribution

In our model, the confidences \( C'(h_o) \) for each hypothesis \( h_o \) and the model \( C'(d' | h'_o) \) for the hypothesis \( h'_o \) with maximum confidence are corrected whenever the data \( d' \) are observed at time \( t \) using equations [S13] and [S14].

In this paper, we consider the following one-dimensional normal distribution as a concrete model of the hypothesis. For simplicity, we assume that the variance \( \Sigma \) is the same at all times for all hypotheses, and we consider only the difference in the mean \( \mu_i \).

See (8) for a method to estimate the mean and variance simultaneously.

\[
C'(d | h_o) = N(d | \mu_o, \Sigma) = \frac{1}{\sqrt{2\pi\Sigma}} \exp\left[-\frac{(d - \mu'_o)^2}{2\Sigma}\right] \quad [S15]
\]

When adopting a normal distribution as a model, if the number of hypotheses is discrete and finite, \( C'(h_o) \) is a probability and \( C'(d | h_o) \) or \( C'(d) \) is a probability density. For this reason, we introduce a positive number \( \Delta \) when computing equations [S13] and [S14] as follows:

\[
C'^{-1}(h_o) \leftarrow \left[C'(h_o)\right]^{-\beta} \Delta N(d | \mu'_o, \Sigma) \quad [S16]
\]

\[
C'^{-1}(d' | h'_o) \leftarrow \frac{1}{\Delta} \left[ \sum_i C'(h'_o) \Delta N(d' | \mu'_i, \Sigma) \right] \Delta N(d' | \mu'_o, \Sigma) \quad [S17]
\]

Here, \( \mu'_o \) is the mean of the model of hypothesis \( h'_o \).

In equation [S16], the term \( \Delta \) is common to all hypotheses and can be cancelled by normalisation. Therefore, if we omit the normalisation process, we can express [S16] as follows:
In equation [S18], once the confidence \( C'(h_j) \) of each hypothesis becomes 0, it is always 0 thereafter. To prevent this, a normalisation process (smoothing) is performed by adding a small positive constant \( \varepsilon \) to the confidence of each hypothesis obtained by Equation [S18].

\[
C^{i+1}(h_j) \leftarrow \frac{C^{i+1}(h_j) + \varepsilon}{\sum_{j=1}^{K} C^{i+1}(h_j)} = \frac{C^{i+1}(h_j) + \varepsilon}{K\varepsilon + \sum_{j=1}^{K} C^{i+1}(h_j)} \quad [S19]
\]

In this paper, we set \( \varepsilon = 10^{-8} \). \( K \) represents the number of hypotheses.

When observing the data \( d' \) at time \( t \), the likelihood is changed to \( C^{i+1}(d' | h^*_{\text{max}}) \) by equation [S17]. Accordingly, we modify the mean of the model of the hypothesis \( h^*_{\text{max}} \) from \( \mu^*_{\text{max}} \) to \( \mu^{i+1}_{\text{max}} \) so that the following equation is satisfied:

\[
C^{i+1}(d' | h^*_{\text{max}}) = N(d' | \mu^{i+1}_{\text{max}}, \Sigma) = \frac{1}{\sqrt{2\pi\Sigma}} \exp \left[ -\frac{(d' - \mu^{i+1}_{\text{max}})^2}{2\Sigma} \right] \quad [S20]
\]

Solving equation [S20] for \( \mu^{i+1}_{\text{max}} \) yields the following two solutions.

\[
\begin{align*}
\mu_1 &= d' + \sqrt{-2\Sigma \log C^{i+1}(d' | h^*_{\text{max}}) \sqrt{2\pi\Sigma}} \\
\mu_2 &= d' - \sqrt{-2\Sigma \log C^{i+1}(d' | h^*_{\text{max}}) \sqrt{2\pi\Sigma}} 
\end{align*}
\]

[S21]

We define \( \mu^{i+1}_{\text{max}} \) as the solution that is closer to \( \mu^*_{\text{max}} \). Specifically,

\[
\mu^{i+1}_{\text{max}} = \begin{cases} 
\mu_1 & \text{if } |\mu_i - \mu^*_{\text{max}}| \leq |\mu_2 - \mu^*_{\text{max}}| \\
\mu_2 & \text{otherwise}
\end{cases} \quad [S22]
\]

However, in order to solve equation [S20] as an equation of \( \mu^{i+1}_{\text{max}} \), \( C^{i+1}(d' | h^*_{\text{max}}) \) must be in the range of

\[
0 < C^{i+1}(d' | h^*_{\text{max}}) \leq \frac{1}{\sqrt{2\pi\Sigma}} .
\]

For this reason, we set the following constraint when calculating \( C^{i+1}(d' | h^*_{\text{max}}) \) using equation [S17]:

\[
C^{i+1}(d' | h^*_{\text{max}}) \leftarrow \min \left( \max \left( C^{i+1}(d' | h^*_{\text{max}}), \varepsilon \right), \frac{1}{\sqrt{2\pi\Sigma}} \right) \quad [S23]
\]

We set \( \varepsilon = 10^{-8} \).

Let us consider a situation \( C'(h^*_{\text{max}}) \approx 1 \) where the confidence of the hypothesis with the highest confidence is almost 1. Because the confidence of any other hypothesis other than \( h^*_{\text{max}} \) is almost zero by the constraint of \( \sum_i C'(h_i) = 1 \), we obtain
\[
\begin{align*}
C'(d') &= \sum_k C'(h_k)C'(d' \mid h_k) \approx C'(d' \mid h_{\text{max}}') \quad \text{from} \quad C'(d') = \sum_k C'(h_k)C'(d' \mid h_k). \\
\text{Therefore, equation [S17] can be transformed as follows:}
\end{align*}
\]

\[
C'^{-1}(d' \mid h_{\text{max}}') \leftarrow \frac{1}{\Delta'} \left[ \sum_k \frac{C'(h_{\text{max}}')}{C'(h_k)} \right] N(d' \mid \mu'_{\text{max}}, \Sigma) \approx \left( \frac{1}{\Delta} \right)^\gamma \left[ C'(d' \mid h_{\text{max}}') \right]^\gamma \quad [S24]
\]

If equation [S24] is denoted by \( x'^{\gamma} = f(x') = \left( \frac{1}{\Delta} \right)^\gamma (x')^{-\gamma} \), then \( f(x') \) becomes a concave function.

Solving \( x' = f(x') \) results in \( x' = 0, \frac{1}{\Delta} \).

The fixed point \( (x', f(x')) = \left( \frac{1}{\Delta}, \frac{1}{\Delta} \right) \) is a stable point because \( x' \geq f(x') \) when \( x' > \frac{1}{\Delta} \) and \( x' \leq f(x') \) when \( x' < \frac{1}{\Delta} \).

In this study, we set \( \Delta = \sqrt{2\pi\Sigma} \). In this case, \( C'^{-1}(d' \mid h_{\text{max}}') \) approaches the vertex \( \frac{1}{\Delta} = \frac{1}{\sqrt{2\pi\Sigma}} \) of the normal distribution whenever data \( d' \) are observed.

As shown in formula [S20], \( \mu'^{\gamma}_{\text{max}} \) is determined to satisfy the condition \( C'^{-1}(d' \mid h_{\text{max}}') = N(d' \mid \mu'^{\gamma}_{\text{max}}, \Sigma) \). This means that \( \mu'^{\gamma}_{\text{max}} \) approaches the observation data \( d' \).

To summarize the above ideas:

1. Set values for parameters \( \beta, \gamma, \varepsilon, K \).
2. Establish initial values for \( \Sigma, \mu_i', C'(h_k) \) \( (k = 1, 2, \cdots K) \).
3. Repeat the following whenever data \( d' \) are observed.
   - Find the hypothesis \( h'_{\text{max}} \) with the maximum confidence.
   - Update the confidence \( C'^{-1}(h_i) \) of each hypothesis using formulas [S18] and [S19].
   - Update the likelihood \( C'^{-1}(d' \mid h'_{\text{max}}) \) of the hypothesis \( h'_{\text{max}} \) for the observed data \( d' \) using formula [S17].
   - Correct the mean \( \mu'^{\gamma}_{\text{max}} \) of the model for the hypothesis \( h'_{\text{max}} \) using formulas [S21] and [S22] to match the new likelihood \( C'^{-1}(d' \mid h'_{\text{max}}) \).

Fitting to simulation data

Fitting to truncated power law distribution (TP)
Here, we describe a method to fit the frequency distribution of step length $l$ observed by simulation to the truncated power law distribution (TP). The method was based on references (10-14). Specifically, we want to find the minimum value $\tilde{l}_{\text{min}}$ and maximum value $\tilde{l}_{\text{max}}$ of the data to be fitted to the TP and the exponent $\tilde{\eta}$ of the TP model that best fits the data in the range of $\tilde{l}_{\text{min}} \leq l \leq \tilde{l}_{\text{max}}$. First, $\tilde{l}_{\text{max}}$ is the longest step length in the observation data. Next, we describe the method of calculating $\tilde{l}_{\text{min}}$. In the case of a discrete distribution, the TP in the range of $\tilde{l}_{\text{min}} \leq l \leq \tilde{l}_{\text{max}}$ is expressed by the following formula:

$$p(l; \eta, \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}}) = \frac{l^{-\eta}}{\zeta(\eta, \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})}, \quad \zeta(\eta, \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}}) = \sum_{i=\tilde{l}_{\text{min}}}^{\tilde{l}_{\text{max}}} i^{-\eta} \quad [S25]$$

The CDF of $p(l; \eta, \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$ is expressed in the following equation.

$$P(l; \eta, \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}}) = \frac{\zeta(\mu, \tilde{l}_{\text{max}})}{\zeta(\mu, \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})} \quad [S26]$$

If the observed data in the range of $\tilde{l}_{\text{min}} \leq l \leq \tilde{l}_{\text{max}}$ are $\{l_1, l_2, \ldots, l_n\}$, then the log-likelihood of these data for TP is calculated using equation [S25] as follows:

$$L(\eta; \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}}) = -n \ln \zeta(\eta, \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}}) - \eta \sum_{i=1}^{n} \ln l_i \quad [S27]$$

The exponent $\tilde{\eta}(\tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$ of the TP model that best fits the data in the range of $\tilde{l}_{\text{min}} \leq l \leq \tilde{l}_{\text{max}}$ is $\eta$, which maximizes $L(\eta; \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$. Specifically, we varied $\eta$ from 0.5 to 3.5 in increments of 0.01 to obtain $\tilde{\eta}(\tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$, which numerically maximizes equation [S27].

We introduce the Kolmogorov-Smirnov static $D(\tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$ to measure the closeness of the cumulative frequency distribution $S(l; \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$ created from the data in the range of $\tilde{l}_{\text{min}} \leq l \leq \tilde{l}_{\text{max}}$ and the theoretical cumulative frequency distribution $P(l; \tilde{\eta}(\tilde{l}_{\text{min}}, \tilde{l}_{\text{max}}), \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$ represented by equation [S26].

$$D(\tilde{l}_{\text{min}}, \tilde{l}_{\text{max}}) = \max_{l_{\text{min}}, \tilde{l}_{\text{min}} \leq l \leq \tilde{l}_{\text{max}}} \left| S(l; \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}}) - P(l; \tilde{\eta}(\tilde{l}_{\text{min}}, \tilde{l}_{\text{max}}), \tilde{l}_{\text{min}}, \tilde{l}_{\text{max}}) \right| \quad [S28]$$

If we fix $l_{\text{max}} = \tilde{l}_{\text{max}}$, then $D(\tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$ is a function of $\tilde{l}_{\text{min}}$. We numerically choose $\tilde{l}_{\text{min}}$ out of the observed data, which minimizes $D(\tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$. That is, $\tilde{l}_{\text{min}} = \arg \min_{\tilde{l}_{\text{min}}} D(\tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$. In the above, $\tilde{l}_{\text{min}}$ and $\tilde{l}_{\text{max}}$ were obtained. Finally, we find the exponent $\tilde{\mu} = \tilde{\mu}(\tilde{l}_{\text{min}}, \tilde{l}_{\text{max}})$ of the TP model that best fits the data in the range of $\tilde{l}_{\text{min}} \leq l \leq \tilde{l}_{\text{max}}$ using the formula [S27].
**Fitting to exponential distribution (EP)**

In this section, our goal is to find the minimum value \( \hat{l}_{\text{min}} \) of the observed data to be fitted to the exponential distribution (EP) model and the exponent \( \hat{\lambda} \) of the EP model that best fits the data in the range of \( \hat{l}_{\text{min}} \leq l \). In the discrete case, the EP in the range of \( \hat{l}_{\text{min}} \leq l \) is expressed in the following equation:

\[
p(l; \hat{l}_{\text{min}}, \hat{\lambda}) = \left(1 - e^{-\hat{\lambda}(l - \hat{l}_{\text{min}})}\right) e^{-\hat{\lambda}(l - \hat{l}_{\text{min}})}
\]  

[S29]

The CDF of \( p(l; \hat{l}_{\text{min}}, \hat{\lambda}) \) is expressed as follows:

\[
P(l, \hat{l}_{\text{min}}, \hat{\lambda}) = e^{-\hat{\lambda}(l - \hat{l}_{\text{min}})}
\]  

[S30]

If the data in the range of \( \hat{l}_{\text{min}} \leq l \) is \( \{l_1, l_2, \ldots, l_m\} \), then the log likelihood for these data is expressed as:

\[
L(\hat{\lambda}; \hat{l}_{\text{min}}) = \sum_{i=1}^{m} \ln p(l_i; \hat{l}_{\text{min}}, \hat{\lambda}) = m \ln(1 - e^{-\hat{\lambda}}) - \hat{\lambda} \sum_{i=1}^{m} (l_i - \hat{l}_{\text{min}})
\]  

[S31]

The exponent \( \hat{\lambda}(\hat{l}_{\text{min}}) \) that maximizes \( L(\hat{\lambda}; \hat{l}_{\text{min}}) \) is found as a solution to \( \frac{\partial L(\hat{\lambda}; \hat{l}_{\text{min}})}{\partial \hat{\lambda}} = 0 \) by the following formula:

\[
\hat{\lambda}(\hat{l}_{\text{min}}) = \ln \left( \frac{1}{\sum_{i=1}^{m} (l_i - \hat{l}_{\text{min}})} + 1 \right)
\]  

[S32]

\( \hat{l}_{\text{min}} \) is calculated from the simulation data and \( D_{adj} \) obtained from equation [S30], as in the case of TP. The final value is \( \hat{\lambda} = \hat{\lambda}(\hat{l}_{\text{min}}) \).

**Comparison of truncated power law distribution (TP) and exponential distribution (EP)**

In this section, we describe a method to determine which of the two distribution models, TP or EP, is more suitable for the simulation data. We use Akaike Information Criteria weights (AICw) for comparison (14). First, the Akaike Information Criterion (AIC) for data in the range of \( \hat{l}_{\text{min}} \leq l \leq \hat{l}_{\max} \) is defined as follows:

\[
AIC_{TP} = -2 \ln \left( L(\hat{\eta}; \hat{l}_{\text{min}}, \hat{l}_{\text{max}}) \right) + 2
\]

\[
AIC_{EP} = -2 \ln \left( L(\hat{\lambda}; \hat{l}_{\text{min}}) \right) + 2
\]

[S33]

The AIC difference \( \Delta \) is then calculated as follows:
Finally, AICw are calculated as follows:

\[
\begin{align*}
  w_{TP} &= \frac{e^{-\Delta TP/2}}{e^{-\Delta TP/2} + e^{-\Delta EP/2}} \\
  w_{EP} &= \frac{e^{-\Delta EP/2}}{e^{-\Delta TP/2} + e^{-\Delta EP/2}}
\end{align*}
\]

First, using the data in the range of \( \hat{l}_{min} \leq l \leq \hat{l}_{max} \) calculated during the fitting of the TP, we find the most appropriate exponents \( \hat{\eta} \) and \( \hat{\lambda} \) for each model.

Next, these exponents are used to calculate and compare AICw. Then, we change \( \hat{l}_{min} \) to the one calculated during the fitting of the EP and compare. If \( w_{TP} > w_{EP} \) for both data, the TP is considered to fit the simulated data better. On the other hand, if \( w_{TP} < w_{EP} \) for both data, the EP is considered to fit the simulated data better. In case of discrepancies between the results in both data, the following indicators were defined and judged according to reference (10).

\[
D_{adj, TP} = \frac{\ln N}{\ln n_{TP}} D_{TP} \\
D_{adj, EP} = \frac{\ln N}{\ln n_{EP}} D_{EP}
\]

where \( D_{TP} \) and \( D_{EP} \) are the Kolmogorov-Smirnov static calculated during the model fitting of the TP and EP, respectively. \( N \) is the total number of observed data points, and \( n_{TP} \) and \( n_{EP} \) are the number of observed data points used in each model fitting. In other words, the index considers a model that can fit more observational data to be a better model. In the case of \( D_{adj, TP} < D_{adj, EP} \), the TP is considered to fit the simulation data better. Conversely, when \( D_{adj, TP} > D_{adj, EP} \), EP is considered to be a better fit to the simulation data. If the optimal model was judged to be a TP, it is considered to be a Lévy walk if \( 1 < \hat{\eta} < 3 \) was satisfied.
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