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Abstract. For \( f \) chosen from the \( \{-1, 1\} \)-valued function on the edges of a hypergraph \( \mathcal{H} = (V, E) \) with \( \sum_{e \in E} f(e) = 0 \), how large can one make \( \min_{v \in V} |\sum_{e \ni v} f(e)| \)? This question may be viewed as a reverse version of the hypergraph discrepancy problem or as a relaxation of the zero-sum Ramsey problem for stars. We prove exact results when \( \mathcal{H} \) is a complete or equipartite hypergraph.

1. Introduction

The work in this paper was originally motivated by a notion introduced by Balogh and Smyth [1]. They define the unbalancedness of a \( \{-1, 1\} \)-valued function \( f \) on the edges of a hypergraph \( \mathcal{H} = (V, E) \) as

\[
X(f) = \min_{v \in V} \left| \sum_{e \ni v} f(e) \right|.
\]

For a fixed hypergraph and \( \alpha \in [-1, 1] \), they consider the problem of determining

\[
X(\mathcal{H}, \alpha) = \max \{ X(f) : \sum_{A \in E} f(A) = \alpha E(\mathcal{H}) \}.
\]

This problem may be viewed as a reverse of the classical hypergraph discrepancy problem (see e.g. [7])—instead of determining \( \min_f \max_{v \in V} |\sum_{e \in A} f(e)| \), we ask for \( \max_f \min_{v \in V} |\sum_{e \ni v} f(e)| \). The definition of reverse discrepancy is slightly at odds with the convention in hypergraph discrepancy theory to study imbalances on edges for functions on the vertices of a hypergraph. The definitions and results of this paper could be stated equivalently in this way (using hypergraph duality), but for the problems under consideration here, it seems more natural to reverse the roles of vertices and edges.

Balogh and Smyth prove an upper bound on \( X(\mathcal{H}, \alpha) \) when \( \mathcal{H} \) is regular and equipartite i.e. when \( \mathcal{H} \) is a regular subgraph of the complete \( r \)-partite hypergraph with vertex classes of the same size, say \( n \). Letting \( \mathcal{H} \) be regular of degree \( Dn^{r-1} \), they show

\[
X(\mathcal{H}, \alpha) \leq \sqrt{\frac{D + \alpha^2D^2(r-1)}{r}} n^{r-1}.
\]

They remark that this is most likely not best possible. However, (1) gives the correct \( \Theta(1/\sqrt{r}) \) dependence on \( r \) for \( \alpha = 0 \) (with \( D \) a fixed constant) and is essentially optimal for large \( r \) when \( \alpha \neq 0 \). We confine ourselves to the case \( \alpha = 0 \) and define \( X(\mathcal{H}) = X(\mathcal{H}, 0) \). Our first result is a generalization and best possible improvement of (1) in this case. We give an upper bound on \( X(\cdot) \) over the class of \( r \)-uniform \( r \)-equipartite hypergraphs with fixed numbers of vertices and edges. This upper bound is achieved often, depending on some divisibility constraints. As a special case, we show that if \( \mathcal{K} \) is the complete \( r \)-partite \( r \)-uniform hypergraph with vertex classes of size \( n \), then

\[
X(\mathcal{K}) \leq \left( \frac{r-1}{\lfloor r/2 \rfloor} \right)^{\frac{n}{2}} n^{r-1}.
\]

Equality holds when \( n \) is divisible by four. The full statement of our result involves description of the maxima and is deferred to Theorem 2 in Section 2.
The reverse discrepancy problem, like hypergraph discrepancy, has antecedents in hypergraph Ramsey theory. Caro and Yuster [4] study a notion related to $X(H, \alpha)$ for functions on graphs in connection with zero-sum Ramsey theory. They prove that if a function $f : E(K_n) \to \{-1, 1\}$ on the edges of the complete graph satisfies $|\sum_{e \in E} f(e)| \leq 2(n - 1)$, then for every graph $H$ with maximum degree $\Delta$, there is a copy $H'$ in $K_n$ such that $|\sum_{e \in H'} f(e)| \leq 2\Delta$. Mohr, Pardey, and Rautenbach [8] improve upon a special case of this result, showing (in our notation) that $X(K_n) \leq n/2 - 1$, which is easily seen to be best possible. Using a technique developed to prove Theorem 2, we extend this result to complete hypergraphs of every uniformity.

**Theorem 1.** Let $K^r_n$ be the complete $r$-uniform hypergraph on $n$-vertices. Then with $k = \lfloor n/2 \rfloor$,

$$X(K^r_n) \leq \frac{\sum_{\ell=0}^r |[r/2]| - \ell \binom{n-k}{r-\ell}}{k}.$$  

A natural example, described in Section 3, shows this bound is exact in the context of functions with codomain $[-1, 1]$ when $n$ is even.

In obtaining these results, we exploit one of the main differences between discrepancy and reverse discrepancy. The reverse discrepancy problem seems to be changed very little by working with the larger class of functions having codomain the interval $[-1, 1]$. In fact, the upper bounds presented in this paper hold for this broader class of functions.

## 2. Partite Hypergraphs

Here, $\{-1, 1\}^r$ is endowed with the product measure $\mu = \mu_p$ with $p = (p_1, p_2, \ldots, p_r)$ (so $\mu(\{x_i = 1\}) = p_i$), and we write $\mu_{1/2}$ when all $p_i = 1/2$. The expectation of $f$ with respect to $\mu$ is denoted $E_\mu[f]$. Define

$$\mathcal{X}_\mu(f) = \min_i \left( \min \left\{ E_\mu[f \mid x_i = 1], -E_\mu[f \mid x_i = -1] \right\} \right),$$

which is an analogue of $X(f)$ for functions $f : \{-1, 1\}^r \to [-1, 1]$. We call such a function a *semi-threshold function* if it is of the form

$$f(x) = \begin{cases} 1 & |x| > k, \\ \beta & |x| = k, \\ 0 & -k < |x| < k, \\ -\beta & |x| = -k, \\ -1 & |x| < -k, \end{cases}$$

where $|x| = \sum_i x_i$. In this section, we show that maximizers of $X(f)$ on equipartite hypergraphs are essentially semi-threshold functions.

**Theorem 2.** Let $\mathcal{H} = (V, E)$ be an $r$-uniform $r$-equipartite hypergraph with $rn$ vertices, and let $g$ be the semi-threshold function satisfying $E_{\mu_{1/2}}[|g|] \leq |E|/n^r$ with $E_{\mu_{1/2}}[|g|]$ as large as possible. Then

$$X(\mathcal{H}) \leq \mathcal{X}_{\mu_{1/2}}(g)n^{r-1}.$$  

Note the maximum of $\mathcal{X}_{\mu_{1/2}}(\cdot)$ over the class of semi-threshold functions $f$ with $E_{\mu_{1/2}}[f] \leq \lambda$ is attained either at the unique semi-threshold function with $E_{\mu_{1/2}}[f] = \lambda$ or at the semi-threshold function with threshold $k = \beta = 0$ (the latter holding when $r$ is even and $\lambda > 1 - (r/2)/2^r$). If $f$ is a semi-threshold function (with parameters $k$ and $\beta$) and $\mu = \mu_{1/2}$, then $E_\mu[f \mid x_i = 1] = E_\mu[f \mid x_i = -1] = E_\mu[f x_i]$, and thus

$$\mathcal{X}_{\mu_{1/2}}(f) = E_\mu[\sum_i f x_i]/r = \left[ 2(1-\beta) \left( \frac{r-1}{(k+r)/2} \right) + 2\beta \left( \frac{r-1}{(k+r-2)/2} \right) \right]/2^r.$$
Therefore Theorem 2 gives an explicit upper bound on $X(H)$ for $r$-uniform $r$-equipartite hypergraphs. See Section 2.1 for a discussion of tight cases.

The proof of Theorem 2 proceeds by reducing the problem to a highly symmetric case in which we can apply the main lemma of this section:

**Lemma 3.** Let $f : \{-1, 1\}^r \rightarrow [-1, 1]$ be such that $E_{\mu_p}[f] = 0$, and let $g$ be the semi-threshold function satisfying $E_{\mu_{1/2}}[|g|] \leq E_{\mu_p}[|f|]$ with $E_{\mu_{1/2}}[|g|]$ as large as possible. Then

$$\overline{X}_{\mu_p}(f) \leq \overline{X}_{\mu_{1/2}}(g).$$

Furthermore, the inequality is strict if $E_{\mu_p}[|f|] = 1$ and some $p_i$ is not $1/2$.

**Remark.** Lemma 3 is a generalization of [9, Theorem 2.33], which says that the majority function is the boolean function maximizing the sum of the level one fourier coefficients.

**Proof.** If $p \neq (1/2, \ldots, 1/2)$, we first employ a shifting procedure jointly on the function and measure which ends at the uniform measure without reducing $\overline{X}$. Formally, let $f : \{-1, 1\}^r \rightarrow [-1, 1]$ and $\mu = \mu_p$ be such that $E_\mu[f] = 0$ and $E_\mu[|f|] = \lambda$. Suppose without loss of generality that $p_1 < 1/2$. We show there is $f'$ such that with $p' = (1/2, p_2, \ldots, p_r)$ and $\mu' = \mu_{p'}$, $\overline{X}_{\mu'}(f') \geq \overline{X}_\mu(f)$, $E_{\mu'}[f'] = 0$, and $E_{\mu'}[|f'|] \leq \lambda$.

Let $x^1$ denote the element of $\{-1, 1\}^r$ obtained by switching the first coordinate of $x$, and define

$$f'(x) = \begin{cases} 2p_1 f(x) + (1 - 2p_1)f(x^1) & x_1 = 1, \\ f(x) & x_1 = -1; \end{cases}$$

It is easy to see that $f' : \{-1, 1\}^r \rightarrow [-1, 1]$ and, crucially,

$$\mu'(x^1)f'(x^1) + \mu'(x)f'(x) = \mu(x^1)f(x^1) + \mu(x)f(x)$$

for every $x \in \{-1, 1\}^r$. Moreover,

$$\mu'(x^1)|f'(x^1)| + \mu'(x)|f'(x)| \leq \mu(x^1)|f(x^1)| + \mu(x)|f(x)|,$$

by the triangle inequality. This implies that $E_{\mu'}[f'] = E_\mu[f] = 0$ and $E_{\mu'}[|f'|] \leq E_\mu[|f|]$. Similarly for $i \neq 1$, $E_{\mu'}[f' \mid x_i = 1] = E_\mu[f \mid x_i = 1]$ and $E_{\mu'}[f' \mid x_i = -1] = E_\mu[f \mid x_i = -1]$. Furthermore, as $f'(x) = f(x)$ when $x_1 = -1$,

$$E_{\mu'}[f' \mid x_1 = -1] = E_\mu[f \mid x_1 = -1].$$

Lastly, as $\mu'([x_1 = 1]) = \mu'([x_1 = -1]) = 1/2$ and $E_{\mu'}[f'] = 0$,

$$E_{\mu'}[f' \mid x_1 = 1] = -E_{\mu'}[f' \mid x_1 = -1].$$

These equations show that $\overline{X}_{\mu'}(f') \geq \overline{X}_\mu(f)$ (and as already noted, $E_{\mu'}[|f'|] \leq E_\mu[|f|]$). We continue this process until $p_i = 1/2$ for all $i$.

We may therefore assume that $\mu = \mu_{1/2}$. In this case, $E_\mu[f \mid x_i = 1] = E_\mu[f x_i]$, as $E_\mu f = 0$, and we may assume this expectation is non-negative. Furthermore, the maximum of

$$\sum_i E_\mu[f x_i] = E_\mu[f \sum_i x_i],$$

subject to $E_\mu[|f|] \leq \lambda$ is attained at a semi-threshold function. Therefore

$$\overline{X}(f) = \min_i E_\mu[f x_i] \leq \frac{1}{r} E_\mu[f \sum_i x_i] \leq \frac{1}{r} E_\mu[g \sum_i x_i],$$

where $g$ is a semi-threshold function satisfying $E_{\mu_{1/2}}[|g|] \leq \lambda$ and $E_{\mu_{1/2}}[|g|]$ is as large as possible.
If \( \lambda = 1 \), the upper bound is concise, and the maximizer is unique: We have

\[
\mathbb{E}_{\mu_{1/2}} \left[ f \sum_i x_i \right] \leq 2r \left( \frac{r-1}{[r/2]} \right)^{2r}
\]

with equality only if \( f = \text{sgn}(\sum_i x_i) \) when \( \sum_i x_i \neq 0 \). Moreover, this maximum cannot be achieved if some \( p_i \neq 1/2 \): Suppose \( f' \) is the result of shifting one or more \( p_i \) to 1/2. The averaging in (3) guarantees an \( x \) with \( f'(x) \in (-1, 1) \). This already shows strict inequality in (4) when \( r \) is odd because \( \mathbb{E}_\mu[f \sum_i x_i] \) has a unique maximizer when \( r \) is odd. For \( r \) even, more care is needed. We may assume that \( f' \) was obtained from \( f \) after shifting \( p_1 < 1/2 \) to 1/2 and \( p_i = 1/2 \) for \( i > 1 \). If equality holds in (4), then \( f'(x) = 1 \) when \( \sum_i x_i > 0 \). Due to the definition of \( f' \) in (3), this can only happen if \( f(x) = 1 \) for every \( x \) such that \( x_1 = -1 \) and \( \sum_i x_i \geq 0 \). However, in this case,

\[
\mathbb{E}[f' | x_1 = -1] \geq 0,
\]

which shows that \( \overline{X}(f') = 0 \).

\[ \square \]

**Proof of Theorem 2.** Let \( K \) be the complete \( r \)-uniform \( r \)-equipartite hypergraph on the same vertex partition \( C_1 \cup C_2 \cup \cdots \cup C_r \) as \( H \). Consider \( f : E(H) \to [-1, 1] \) with \( f(E(H)) = 0 \) and define \( C^1_i = \{v \in C_i : \sum_{A \ni v} f(A) \geq 0 \}, C_i^{-1} = C_i \setminus C^1_i \). This allows for a natural map \( \phi \) from the set of edges of \( K \) to the set of \( r \)-tuples with entries in \( \{-1, 1\} \), namely \( \phi(A)_i = 1 \) if and only if \( A \cap C_i \subseteq C_i^1 \). We say that two edges \( A \) and \( B \) in \( E(K) \) are in the same class if \( \phi(A) = \phi(B) \) and denote this relationship \( A \sim B \).

**Claim 4.** There exists \( f' : E(K) \to [-1, 1] \) such that

\[
(5) \quad f'(A) = f'(B) \text{ if } A \sim B;
\]

\[
(6) \quad X(f') \geq X(f);
\]

\[
(7) \quad f'(E(K)) = 0.
\]

**Proof.** We think of \( f : E(K) \to [-1, 1] \) by setting \( f(B) = 0 \) if \( B \not\in E(H) \). For \( A \in E(K) \) let \( c_A = |\{B : B \sim A\}| \), and set

\[
f'(A) = \frac{1}{c_A} \sum_{B \sim A} f(B).
\]

To see (6), fix \( v \) in, say, \( C^1_1 \). Since

\[
\sum_{A \in C} f'(A) = \sum_{A \in C} f(A)
\]

for any class \( C \), we have

\[
f'([A \ni v]) := \sum_{A \ni v} f'(A) = \frac{1}{|C^1_1|} \sum_{A \cap C_1^1 \neq \emptyset} f'(A) = \frac{1}{|C^1_1|} \sum_{A \cap C_1^1 \neq \emptyset} f(A) \geq \min_{u \in C^1_1} f([A \ni u]) \geq X(f),
\]

where the last inequality holds by definition of \( C^1_i \). Similar reasoning shows that for any \( v \in C_i^{-1} \), \( f'([A \ni v]) \leq -X(f) \), so we have shown (6). It is clear that \( f' \) also satisfies (5) and (7).

It remains to bound \( X(f') \) for \( f' \) satisfying the conclusions of Claim 4. Property (5) allows us to define \( h : \{-1, 1\}^r \to [-1, 1] \) by \( h(\phi(A)) = f'(A) \) (which defines \( h \) on all of \( \{-1, 1\}^r \) since \( \phi \) must be surjective from the condition \( f(E(H)) = 0 \) and the free assumption \( X(f) > 0 \)). Property (7) then implies \( \mathbb{E}_\mu h = 0 \) when \( \mu = \mu_p \) is the product measure on \( \{-1, 1\}^r \) with \( p_i = |C^1_i|/|C_i| \). Moreover, if \( v \in C^1_i \), then by (5),

\[
f'([A \ni v]) = \sum_{x \in \{ -1, 1 \}^r} h(x) \prod_{j \neq i} |C^1_j| = \mathbb{E}_{\mu_p} [h | x_i = 1] \prod_{j \neq i} |C_j|
\]

and \( f'([A \ni v]) = \mathbb{E}_{\mu_p} [h | x_i = -1] \prod_{j \neq i} |C_j| \) if \( v \in C_i^{-1} \). Therefore by (6),

\[
X(f) \leq X(f') = \overline{X}(h)n^{r-1}.
\]
Lastly, the averaging of Claim 4 gives
\[ \mathbb{E}_{h_p}[h] \leq \frac{|E(H)|}{\prod_{j=1}^{r} |C_j|}. \]

Applying Lemma 3 to \( h \) completes the proof. \( \square \)

2.1. Cases of equality. The upper bound of Theorem 2 is best possible whenever the averaging procedure of Claim 4 outputs a semi-threshold function attaining the maximum in Lemma 3. To illustrate, we describe the simple construction showing equality in (2) in a case which avoids divisibility issues.

Example. Let \( \mathcal{K} \) be the complete \( r \)-uniform \( r \)-partite hypergraph with vertex classes of size \( n \), in the case that \( r \) is odd and \( n \) is even. We define \( f : E(\mathcal{K}) \to \{-1,1\} \) achieving the maximum imbalance. In each vertex class, fix half of the vertices in each class to ‘+’ and half to ‘−’. Set \( f(A) = 1 \) if the number of ‘+’ vertices in \( A \) outweighs the number of ‘−’ and \( f(A) = -1 \) otherwise. It is easy to check that \( f \) achieves the upper bound (2).

There is a large class of \( r \)-uniform \( r \)-equipartite hypergraphs achieving the upper bound of Theorem 2 when four divides \( n \). To generalize the example above, let the weight \( w_A \) of an edge \( A \) be the number of ‘+’ vertices minus the number of ‘−’ vertices. Fix an integer \( k > 0 \) and for \( A \in E(\mathcal{K}) \), set \( f(A) = 1 \) if \( w_A \geq k \), \( f(A) = -1 \) if \( w_A \leq -k \), and \( f(A) = 0 \) otherwise. Let \( \mathcal{H} \) be the subhypergraph of \( \mathcal{K} \) obtained by removing all edges \( A \) with \( f(A) = 0 \). Then \( f : E(\mathcal{H}) \to \{-1,1\} \) and it is easy to check in this case that all inequalities in the proof of Theorem 2 are equalities. More generally, one can partition the set of edges of weight \( k \) into \( \{E_i\}_{i=1}^t \) such that all parts have the same number of edges and in each \( E_i \), every ‘+’ vertex is in the same number of edges and every ‘−’ vertex is in the same number of edges. Similarly, one can partition the edges of weight \( -k \) into \( \{F_j\}_{j=1}^s \) with parts of the same size. Then for \( I, J \subseteq [t] \) with \( |I| = |J| \), let \( E_I = \cup_{i \in I} E_i \) and \( F_J = \cup_{j \in J} F_j \). The hypergraph \( \mathcal{H} \setminus (E_I \cup F_J) \) with \( f \) defined above is also a case of equality for Theorem 2.

3. The complete hypergraph

Let \( \mathcal{K}_n^r = (V,E) \) be the complete \( r \)-uniform hypergraph with \( |V| = n \). We aim to determine the maximum over \( f : E \to [-1,1] \) satisfying \( \sum_A f(A) = 0 \) of
\[ X(f) = \min_v \left| \sum_{A \ni v} f(A) \right|. \]

When \( n \) is even, a natural candidate for the maximizer is the following. Partition the vertex set into two equal parts \( V_1 \) and \( V_2 \). Define the function \( f \) by \( f(A) = 1 \) if \( |A \cap V_1| > r/2 \), \( f(A) = -1 \) if \( |A \cap V_1| < r/2 \), and \( f(A) = 0 \) if \( |A \cap V_1| = r/2 \). In this section, we prove an upper bound that is exact for this example.

Our analysis proceeds by showing that for any maximizer \( f \), there is a partition of the vertex set \( V = P \cup N \) such that \( f(A) \) is determined by \( |A \cap P| \). In this symmetric setting, we employ a type of shifting to show that the maximum is only achieved on an (almost) equipartition.

3.1. Reduction to the symmetric case.

Lemma 5. Given \( f : E(\mathcal{K}_n^r) \to [-1,1] \) satisfying \( \sum_A f(A) = 0 \), there are a function \( f' : E(\mathcal{K}_n^r) \to [-1,1] \) and a partition \( V = P \cup N \) such that
\begin{align*}
\sum_A f'(A) &= 0; \\
X(f') &\geq X(f); \\
|A \cap P| &= |B \cap P| \implies f'(A) = f'(B).
\end{align*}
Proof. Set \( P = \{ v : \sum_{A \ni v} f(A) > 0 \} \) and \( N = V \setminus P \). Define \( E_j = \{ A : |A \cap P| = j \} \), and for \( A \in E_j \), set \( f'(A) = \sum_{B \in E_j} f(B)/|E_j| \). It is clear that \( f' \) satisfies properties (8) and (10). Observe that

\[
\sum_{v \in P} \sum_{A \ni v} f'(A) = \sum_{A} f'(A)|A \cap P| = \sum_{A} f(A)|A \cap P| = \sum_{v \in P} \sum_{A \ni v} f(A).
\]

The inner sum on the left is the same for all \( v \in P \), so for each such \( v \),

\[
\sum_{A \ni v} f'(A) = \frac{1}{|P|} \sum_{w \in P} \sum_{A \ni w} f(A) \geq \min_{w \in P} \sum_{A \ni w} f(A).
\]

Similarly for any vertex \( v \in N \), \( \sum_{A \ni v} f'(A) \leq \max_{w \in N} \sum_{A \ni w} f(A) \), which establishes (9). \( \square \)

3.2. Shifting. In the remainder of the section we will assume (10) holds (with \( f \) in place of \( f' \)) for the partition \( V = P \cup N \) where \( \sum_{A \ni v} f(A) > 0 \) if \( v \in P \) and \( \sum_{A \ni v} f(A) < 0 \) if \( v \in N \). Set \( |P| = n - k \) where \( 0 < k < n \), so \( |E_i| = (\binom{n-k}{r-i})_r \) (recalling \( E_i := \{ A : |A \cap P| = i \} \)). It is clear in this case that if \( v \in P \) and \( w \in N \), then

\begin{equation}
|P| \sum_{A \ni v} f(A) + |N| \sum_{A \ni w} f(A) = 0.
\end{equation}

Claim 6. Let \( f \) maximize \( X(\cdot) \) over all functions mapping \( E(K_r^n) \) to \([-1,1]\) and suppose \( f \) satisfies (10). Then \( f(A) \leq f(B) \) if \( A \in E_i, B \in E_{i+1} \) and there is at most one \( i \) such that \( |E_i| \neq 0 \) and \( |f(A)| \neq 1 \) for \( A \in E_i \).

Proof. It is enough to show that if \( i \in \{0, \ldots, r-1\} \) such that \( |E_i| |E_{i+1}| \neq 0 \) and \(-1 < f(A) \leq 1 \) for \( A \in E_i \) and \( f(B) < 1 \) for \( B \in E_{i+1} \), then we may modify \( f \) to increase \( X(f) \). Choose \( \varepsilon > 0 \) so that \( f(A) - \varepsilon \geq -1 \) and \( f(B) + \delta \leq 1 \), where \( \delta = \varepsilon |E_i| / |E_{i+1}| \). Set \( f'(A) = f(A) - \varepsilon \) for \( A \in E_i \), \( f'(B) = f(B) + \delta \) for \( B \in E_{i+1} \), and \( f'(C) = f(C) \) otherwise. Then

\[
\sum_{v \in P} \sum_{A \ni v} f'(A) - \sum_{v \in P} \sum_{A \ni v} f(A) = \sum_{A} (f'(A) - f(A))|A \cap P| = (i + 1)|E_{i+1}| - i|E_i| = \varepsilon |E_i| > 0,
\]

so the common value of \( \sum_{A \ni v} f'(A) \) for \( v \in P \) is greater than \( \sum_{A \ni v} f(A) \). Similarly (or by (11)), \( \sum_{A \ni w} f'(A) \leq \sum_{A \ni w} f(A) \) when \( w \in N \), which shows that \( X(f') > X(f) \). \( \square \)

Proof of Theorem 1. Let \( f \) maximize \( X(\cdot) \) over all functions mapping \( E(K_r^n) \) to \([-1,1]\). Lemma 5 allows us to assume that \( V = P \cup N \) such that (10) holds, so we may assume the conclusion of Claim 6. Recall \( |P| = n - k \) and \( E_i = \{ A : |A \cap P| = i \} \).

Let \( m = m(k) \) be the largest integer \( i \) such that \( f(A) < 1 \) for \( A \in E_i \) and \( |E_i| \neq 0 \). As \( \sum_{A} f(A) = 0 \), we must have \( m \geq 0 \). Under the assumptions on \( f \) and again using \( \sum_{A} f(A) = 0 \), we have

\[
f(A) = \sum_{\ell=0}^{m-1} \binom{n-k}{r-\ell} \binom{k}{r-\ell} - \sum_{\ell=m+1}^{r} \binom{n-k}{r-\ell} \binom{k}{r-\ell}
\]

for \( A \in E_m \). Substituting this value of \( f \) in the expression for \( \sum_{A \ni v} f(A) \), we find \( X(f) = \chi(k) \), where

\[
\chi(k) = \sum_{\ell=0}^{m} |m - \ell| \binom{n-k}{r-\ell} \binom{k}{r-\ell} / \max(n - k, k).
\]

We are finished if we can show \( \chi(k) \) is maximized when \( k = \lfloor n/2 \rfloor \). \( \chi(k) \) is symmetric about \( n/2 \), so we assume without loss of generality that \( k \leq n/2 - 1 \), and we will show

\[
F(k) = \sum_{\ell=0}^{r} |m - \ell| \binom{n-k}{r-\ell} / n - k
\]
is increasing in \( k \). It is straightforward to check that either \( m(k) = m(k + 1) \) or \( m(k) = m(k + 1) + 1 \). For \( s \in \{0, 1, \ldots, r\} \), consider

\[
G(k, s) = \sum_{\ell=0}^{r} |s - \ell| \binom{n-k}{\ell} \binom{k}{k-\ell} / n - k
\]

Using the binomial coefficient identity \( \binom{n+1}{k} = \binom{n}{k} + \binom{n}{k-1} \) and collecting terms, we have

\[
G(k + 1, s) - G(k, s) = \sum_{\ell=0}^{r} |s - \ell| \binom{n-k}{\ell} \binom{k+1}{k-\ell} / (n - k - 1) - \sum_{\ell=0}^{r} |s - \ell| \binom{n-k-1}{\ell} \binom{k}{k-\ell} / n - k
\]

\[= \sum_{\ell=0}^{r} |s - \ell| \binom{n-k}{\ell} \binom{k}{k-\ell} / (n - k)(n - k - 1) - \sum_{\ell=0}^{r} |s - \ell| (1 - \ell) \binom{n-k}{\ell} \binom{k}{k-\ell} / (n - k)(n - k - 1)
\]

When \( s = m(k) \), the last expression is non-negative by the definition of \( m \), which shows that \( F(k) \) increases if \( m(k) = m(k + 1) \). When \( m(k) = m(k + 1) + 1 \), we have

\[
F(k + 1) - F(k) = G(k + 1, m(k + 1)) - G(k, m(k + 1)) = \sum_{\ell=0}^{m(k)-1} \binom{n-k}{\ell} \binom{k}{k-\ell} / (n - k) - \sum_{\ell=m(k)}^{r} \binom{n-k}{\ell} \binom{k}{k-\ell} / (n - k)
\]

\[= [(n - k - 1) - m(k + 1)] \left[ \sum_{\ell=0}^{m(k)-1} \binom{n-k}{\ell} \binom{k}{k-\ell} + \sum_{\ell=m(k)}^{r} \binom{n-k}{\ell} \binom{k}{k-\ell} \right] / (n - k)(n - k - 1),
\]

where both expressions within parentheses are non-negative by the definition of \( m \).

\[\square\]

4. Concluding remarks and problems

We have given a tight upper bound on \( X(\mathcal{H}) \) when \( \mathcal{H} \) is an \( r \)-uniform \( r \)-equipartite hypergraph with \( e \) edges. It would be nice to achieve such an upper bound for arbitrary \( r \)-uniform \( r \)-partite hypergraphs. It seems that for general \( r \)-partite graphs, the maximum of \( X(\mathcal{H}) \) might be achieved at functions which look like weighted semi-threshold functions, where the weights account for the different sizes of the blocks of the vertex partition.

Theorem 1 gives a tight upper bound on \( X(\mathcal{K}_n^r) \) where \( \mathcal{K}_n^r \) is the complete \( r \)-uniform hypergraph. It would be interesting to extend this to arbitrary \( r \)-uniform hypergraphs.

**Problem 7.** Determine the maximum (or, more likely, give bounds that are often tight) of \( X(\cdot) \) over the class of \( r \)-uniform hypergraphs with \( n \) vertices and \( e \) edges.

While the results of this paper strongly suggest what the maximizers of Problem 7 might look like, determining the minimum of \( X(\cdot) \) over the class of hypergraphs with a fixed number of edges and vertices seems difficult, even in the case of graphs. It seems possible that \( X(G) > d/2 - o(d) \) for every \( d \)-regular graph \( G \). This is supported by results on friendly/internal partitions \([2, 3, 5, 6, 10]\), which study the existence of a (non-trivial) vertex partition \( V = V_0 \cup V_1 \) such that every \( v \in V_i \) has more neighbors in \( V_i \) than in \( V_{1-i} \). Given such a partition of the vertices of \( G \), a reasonable first step to showing \( X(G) > d/2 - o(d) \) is to assign all edges within \( V_0 \) weight \(-1\) and all within \( V_1 \) weight \( 1 \). It is unclear how to assign weights to the rest of the edges, but perhaps a partition with stronger properties (e.g. as in Problem 4.2 of \([6]\)) would help. More generally, the following seems interesting:
Problem 8. Find asymptotically tight lower bounds for $X(\cdot)$ over the class of $d$-regular $r$-uniform hypergraphs.
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