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1. Introduction

A piecewise deterministic Markov process (PDMP) in a topological space $Z$ is a Markov process with deterministic trajectories, with random jumps at random times. The deterministic trajectories are described by a deterministic semigroup flow $\varphi_t : Z \rightarrow Z$, $t \geq 0$. The random times are distributed according to a space-dependent event rate $\lambda : Z \rightarrow [0, \infty)$. At these random times the process jumps according to a Markov transition operator $Q : Z \times B(Z) \rightarrow [0, 1]$. Together the flow $(\varphi_t)_{t \geq 0}$, the jump intensity $\lambda$ and the transition operator fully describe the dynamics of the piecewise deterministic Markov process.

PDMPs have been introduced in the probability literature in the work by Davis [14, 15], motivated as providing a versatile probabilistic model in operations research. Later PDMPs have found many other applications in, e.g., mathematical biology [22], finance and statistical survival analysis [25]. Recent years have seen a strongly emerging interest in PDMPs from the field of computational statistics [8, 10], where PDMPs are considered as viable alternatives for classical Markov Chain Monte Carlo methods such as the Metropolis-Hastings algorithm and the Gibbs sampler.

Traditionally PDMPs have been considered on (subsets of) a finite dimensional space $Z$. However PDMPs can naturally be defined on, e.g., nonlinear manifolds or infinite dimensional spaces. In this work we carry out the latter task of defining and analyzing PDMPs on infinite dimensional Banach spaces. To our knowledge the only work concerning PDMPs on infinite dimensional spaces so far [28, 29], restricts the jump intensities to be globally bounded. One of the key aspects in this work is therefore the extension to unbounded intensities, which is highly relevant from a practical perspective, especially for applications in computational statistics. For much of this work we have in mind an infinite-dimensional extension of piecewise deterministic Monte Carlo methods; in particular extensions of the Zig-Zag process [8], the Bouncy Particle Sampler [10] and the Boomerang Sampler [9]. As it turns out these processes are not all easily extendable to infinite dimensions.

1.1. Structure of this work. In Section 2 we provide the general construction of a PDMP assuming values in a Banach space. Also, we construct the accompanying extended generator and establish the Feller property under the stated assumptions.

Next in Section 3 we determine a general condition for an infinite dimensional PDMP to have an invariant measure with a Gibbs density relative to a reference measure.

In Section 4 we discuss several examples of infinite dimensional extensions of (traditionally) finite dimensional PDMPs: the Zig-Zag Sampler [8], Bouncy Particle Sampler [10], and the Boomerang Sampler [9]. As it turns out the Zig-Zag Sampler can be put into an infinite dimensional framework, but the Bouncy Particle Sampler does not satisfy the conditions of the general theory: a natural bound to use for contour reflections is the Cameron-Martin norm however this is only finite on a space of measure zero. The Boomerang Sampler is particularly well suited for extension to infinite dimensions, as it allows a Gaussian reference measure which remains well-defined in an infinite dimensional space. In the remainder of this work, we will therefore focus on the Boomerang Sampler. In Section 5 we establish that cylindrical functions (see [3] for a definition) are a core for the generator of the Boomerang Sampler. In Section 6 we provide conditions under which the Boomerang Sampler converges exponentially fast in $L^2(\mu)$, with $\mu$ the stationary measure, based on the hypocoercivity approach initiated by [16], while being careful about its extension to an infinite dimensional setting.

Finally in Section 7 we consider how infinite dimensional PDMPs may be approximated in finite dimensions, allowing for direct computer simulation. This may be motivated from the viewpoint of e.g. [30], where the approach in Bayesian inverse problems is to formulate these in an infinite dimensional setting, design a suitable infinite dimensional sampling algorithm, and only at the time of implementation consider a suitable finite dimensional approximation. In Section 8 we have collected the remaining proofs.
1.2. Notation. For a given topological space, measurability is always considered relative to the Borel $\sigma$-algebra, unless stated otherwise.

Given two normed vector spaces $H_1, H_2$ we define the following function spaces:

- The set of all bounded and measurable (respectively continuous) functions $f : H_1 \to H_2$ we denote by $B_b(H_1; H_2)$ (resp. $C_b(H_1; H_2)$) and we endow this space with the supremum norm, if $H_2 = \mathbb{R}$ then we write $B_b(H_1)$ (resp. $C_b(H_1)$);
- For $k \geq 1$ or $k = \infty$ we denote by $C^k_b(H_1)$ to be the space of $k$ times differentiable bounded functions with bounded derivatives up to order $k$ (here and throughout when we say differentiable we mean in the sense of the Fréchet derivative). Similarly we denote by $C^\infty_c(H_1)$ to be the set of $k$ times continuously differentiable functions with compact support.
- Given a measure $\mu$ we denote the space of square integrable functions $f : H_1 \to H_2$ by $L^2_{\mu}(H_1; H_2)$, if $H_2 = \mathbb{R}$ write $L^2_{\mu}(H_1)$ and will often abbreviate this to $L^2_{\mu}$.

As explained in the introduction, we will mostly be working in appropriate Hilbert spaces. However, the results of Section 2 are stated in the setting of more general Banach spaces. Throughout the paper we denote by $(Z, \| \cdot \|_Z)$ a (possibly) infinite dimensional Banach space and let $(\mathcal{H}, \langle \cdot, \cdot \rangle, \| \cdot \|)$ be an infinite dimensional separable Hilbert space. Consider the probability measure $\pi$ on $\mathcal{H}$, defined as follows:

\[
\frac{d\pi}{d\pi_0} \propto \exp(-\Phi), \quad \pi_0 := \mathcal{N}(0, \Sigma).
\]  

That is, $\pi$ is absolutely continuous with respect to a Gaussian measure $\pi_0$ with mean zero and covariance operator $\Sigma$. Here $\Phi$ is a real valued functional defined on $\mathcal{H}$. Measures of the form (1) naturally arise in Bayesian nonparametric statistics and in the study of conditioned diffusions [24, 30]. The covariance operator $\Sigma$ is a positive definite, self-adjoint, trace class operator on $\mathcal{H}$, with eigenbasis $\{\gamma_j^2, e_j\}$:

\[
\Sigma e_j = \gamma_j^2 e_j, \quad \forall j \in \mathbb{N},
\]  

and we assume that the set $\{e_j\}_{j \in \mathbb{N}}$ is an orthonormal basis for $\mathcal{H}$, so that every $x \in \mathcal{H}$ can be expressed as $x = \sum_{j \geq 1} x_j e_j$, where $x_j := \langle x, e_j \rangle$ and the norm of $x \in \mathcal{H}$ is

\[
\|x\| = \left( \sum_{j=1}^{\infty} |x_j|^2 \right)^{1/2}.
\]

For a function $\phi : \mathcal{H} \to \mathbb{R}$ we will write $\partial_i \phi(x) := \langle \nabla \phi(x), e_i \rangle = \lim_{h \to 0} \frac{\phi(x + he_i) - \phi(x)}{h}$, whenever the limit exists.

If $A, B \in \mathbb{R}$ we write $A \lesssim B$ if there exists a constant $K > 0$ such that $A \leq KB$. Finally, for any $a \in \mathbb{R}$, $a^+ = \max(a, 0)$ and $a^- = \max(-a, 0)$ denote the positive and negative part of $a$, respectively.

For a Hilbert space $\mathcal{H}$ let $\mathcal{F}C^\infty_b(H)$ (respectively $\mathcal{F}C^\infty_c$) denote the set of all functions $F$ of the form

\[
F(z) = f(\langle h_1, z \rangle_H, \ldots, \langle h_n, z \rangle_H)
\]  

for some $n \in \mathbb{N}, h_1, \ldots, h_n \in H$ and $f \in C^\infty_b(\mathbb{R}^n)$ (respectively $f \in C^\infty_c(\mathbb{R}^n)$).

2. Construction of infinite-dimensional PDMPs

Let us first describe how we can construct a PDMP on an infinite dimensional space. We will follow the construction given by [15]. Let $Z$ be a Banach space, equipped with its Borel $\sigma$-algebra. We can define a PDMP by its characteristics $(\mathcal{X}, \lambda, Q)$, where $\mathcal{X}$ denotes the vector field of the deterministic flow, $\lambda$ denotes the jump intensity and $Q$ denotes the jump kernel. More specifically,
\( \mathbf{X} : \mathcal{Z} \to \mathcal{Z} \) is a vector field on \( \mathcal{Z} \) which generates a flow map \( \{ \varphi_t \}_{t \geq 0} \), i.e., \( \varphi_t : \mathcal{Z} \to \mathcal{Z} \) for each \( t \geq 0 \), and for each \( t \geq 0 \),
\[
\frac{d}{dt} \varphi_t(z) = \mathbf{X} \varphi_t(z), \quad \varphi_0(z) = z.
\]
Note that we are assuming that \( \varphi_t \) is well-defined for all \( t \geq 0 \), that is, there is no finite time explosion of the flow \( \varphi_t(z) \) for any \( z \in \mathcal{Z} \). The function \( \lambda \) maps from \( \mathcal{Z} \) into \([0, \infty)\) and has the property that for each \( z \in \mathcal{Z} \) there exists some \( \varepsilon(z) > 0 \) such that \( s \mapsto \lambda(\varphi_s(z)) \) is integrable on \([0, \varepsilon(z))\). \( Q \) is a transition kernel such that
\[
\begin{align*}
(1) & \quad \text{For every Borel measurable set } A \subseteq \mathcal{Z} \text{ the map } z \mapsto Q(z, A) \text{ is measurable.} \\
(2) & \quad \text{There are no phantom jumps, i.e. } Q(z, \{z\}) = 0 \text{ for all } z \in H.
\end{align*}
\]
Let \((\Omega, \mathcal{F}, P)\) denote the Hilbert cube, that is the canonical space for a sequence of i.i.d. uniformly distributed random variables \( \{U_n\}_{n=1}^{\infty} \) taking values on \([0, 1]\). Fix an initial condition \( z \in \mathcal{Z} \), and set
\[
F(t, z) = \exp(-\int_{0}^{t} \lambda(\varphi_s(z))ds).
\]
That is the survivor function of the first jump time \( T_1 \). Set
\[
\psi_1(u, z) = \inf\{t : F(t, z) \leq u\}
\]
where we use the convention that \( \inf \emptyset = +\infty \). Define \( T_1(\omega) = \psi_1(U_1(\omega), z) \). Now by [29] Lemma 2.1.1 there exists a Borel measurable function \( \psi_2 : [0, 1] \to \mathcal{Z} \) such that the pushforward of the Lebesgue measure with respect to \( \psi \) on \( H \) equals \( Q(z, \cdot) \). We define the sample path up to the first jump time by
\[
Z_t(\omega) = \begin{cases} 
\varphi_t(z), & 0 \leq t < T_1(\omega) \\
\psi_2^{T_1(\omega)}(U_2(\omega)), & t = T_1(\omega).
\end{cases}
\]
We now iterate this procedure to construct \( Z_t(\omega) \) for all \( t \geq 0 \) provided \( \sup_n T_n = +\infty \), that is the process is non-explosive. If \( \lambda \) is bounded then the process is non-explosive. In order to consider unbounded \( \lambda \) we will split the transition kernel \( Q \) into two parts \( Q_r \) and \( Q_b \) which will later correspond to a refreshment kernel and a reflection kernel respectively.

We will associate with this PDMP (at least formally) a generator
\[
\mathcal{L} f(z) = L_{\mathbf{X}} f(z) + \lambda_r(z) \int (f(y) - f(z))Q_r(z, dy) + \lambda_b(z) \int (f(y) - f(z))Q_b(z, dy), \quad z \in \mathcal{Z}. \quad (4)
\]
Here \( L_{\mathbf{X}} \) is a linear differential operator on a space of functions from \( \mathcal{Z} \) to \( \mathbb{R} \) defined by
\[
L_{\mathbf{X}} f(z) = \frac{d}{dt} f(\varphi_t(z)) \bigg|_{t=0} = df(z; \mathbf{X}(z)),
\]
where \( df(z, \cdot) \) denotes the Fréchet derivative of \( f \) at \( z \), whenever this is well-defined.

**Assumption 2.1** (Wellposedness of abstract PDMP). With the notation introduced so far, we make the following assumptions.

(i) The intensities \( \lambda_r : \mathcal{Z} \to [0, \infty) \) and \( \lambda_b : \mathcal{Z} \to [0, \infty) \) are measurable.

(ii) for any fixed \( z \in \mathcal{Z} \), \( Q_b(z, \cdot), Q_r(z, \cdot) \) are Markov transition kernels on \( \mathcal{Z} \), such that \( z \mapsto Q_b f(z) \) and \( z \mapsto Q_r f(z) \) are measurable for every bounded measurable function \( f \) on \( \mathcal{Z} \);

(iii) the reflection Markov kernel \( Q_b \) is non-expansive with respect to the norm \( \| \cdot \|_\mathcal{Z} \) i.e.
\[
Q_b(z, \{y \in \mathcal{Z} : \|y\|_\mathcal{Z} \leq \|z\|_\mathcal{Z}\}) = 1 \quad \text{for all } z \in \mathcal{Z};
\]
(iv) the refreshment Markov kernel $Q_t$ is locally uniformly bounded in probability, i.e., for all $\varepsilon > 0$ there exists a $R > 0$ such that

$$Q_t(z, B_R) > 1 - \varepsilon \quad \text{for all } z \in B_R,$$

where $B_R$ denotes the open ball with radius $R$ in $Z$ with respect to the $\| \cdot \|_Z$-norm,

(v) the total reflection intensity $\lambda_b(z)$ is bounded on bounded sets in $Z$, i.e., for all $R > 0$

$$\sup_{z \in B_R} \lambda_b(z) < \infty;$$

(vi) the total refreshment intensity $\lambda_t(z)$ is globally bounded: there is a constant $M > 0$ such that $\lambda_t(z) \leq M$ for all $z \in Z$;

(vii) there is a continuous function $t \mapsto c_t \in (0, \infty)$ such that the flow $\varphi_t(z)$ grows at a rate $c_t$ with respect to the $\| \cdot \|_Z$-norm, i.e., for all $z \in Z$,

$$\|\varphi_t(z)\|_Z \leq c_t(1 + \|z\|_Z).$$

(viii) the functions $\lambda_t, \lambda_b$ are continuous and for any continuous function $f$, we have that $Q_b f, Q_t f$ are both continuous.

Remark 2.2 (On Assumption 2.1). These conditions are intended to be as general as possible. From a practical viewpoint it seems that (iii) is the most difficult condition to satisfy. In particular, we will see in Section 4 that this condition is not satisfied by the Bouncy Particle Sampler. \(\square\)

The purpose of this section is to prove the following statement.

**Theorem 2.3.** Suppose Assumption 2.1 is satisfied. There exists a cadlag Markov Process process $(Z_t)_{t \geq 0}$ in $Z$ with characteristics $(X, \lambda, Q)$.

**Proof.** At the beginning of this section we gave a construction of the PDMP; however this construction is only valid for $t \leq \sup_n T_n$, therefore it remains to show that $\sup_n T_n = \infty$. This is a consequence of Proposition 2.4 below. The proof that this construction of a PDMP is a strong Markov process is analogous to [15, Theorem 25.5]. \(\square\)

**Proposition 2.4.** Suppose Assumption 2.1 is satisfied. Write $T_{\text{explode}} = \sup_{i \geq 1} T_i$. Then

(i) For all $\varepsilon > 0$, $t \geq 0$ and initial condition $z_0 \in Z$ there exists an $R > 0$ such that $\mathbb{P}_{z_0}(T_{\text{explode}} > t)$ and $Z_s \in B_R$ for all $s \in [0, t]) > 1 - \varepsilon$.

(ii) $T_{\text{explode}} = \infty$ almost surely.

(iii) For all $t \geq 0, r > 0$

$$\lim_{n \to \infty} \sup_{z_0 \in B_r} \mathbb{P}_{z_0}(T_n > t) = 1.$$

Statement (ii) of Proposition 2.4 is equivalent to saying that only finitely many events can occur in any finite time interval.

**Proof.** Suppose $t \geq 0, n \in \mathbb{N}$ and $\varepsilon > 0$, and let $r > 0$ sufficiently large so that $z_0 \in B_r$. Let $M$ be an upper bound for the total refreshment intensity, using Assumption 2.1(vi). Let $N$ denote a Poisson random variable with parameter $Mt$ and let $k_r \in \mathbb{N}$ such that $\mathbb{P}(N \geq k_r) < \varepsilon/3$. By Assumption 2.1(vi) with probability at least $1 - \varepsilon/3$ there will be fewer than $k_r$ jumps due to the refreshment kernels. Using Assumption 2.1(iv) let $R'$ be sufficiently large so that $r < R'$ and $Q_t(z, B_{R'}) > (1 - \varepsilon/3)^{1/k_r}$ for all $z \in B_{R'}$, so that with probability at least $1 - \varepsilon/3$ all the observed refreshments map into $B_{R'}$. Conditional on the event that all refreshments map into $B_{R'}$, since all reflections are norm preserving (using Assumption 2.1(iii)), it follows from Assumption 2.1(vii) that $\|Z_t\| \leq c_t(1 + R')$. Since $\lambda_b$ is bounded on bounded sets (Assumption 2.1(v)), it follows that
there is a constant $k_b$ such that with probability at least $1 - \varepsilon/3$ there are at most $k_b$ reflection events. We conclude that, for all $\varepsilon > 0$ and $t \geq 0$ we have

$$\mathbb{P}_{z_0} \{ T_{k_b+k_r} > t \text{ and } Z_s \in B_{c_l(1+R')} \text{ for all } s \in [0,t] \} > 1 - \varepsilon,$$

establishing the first statement of the lemma. The second statement follows from the first since for all $\varepsilon$ there exists $R > 0$ such that

$$\mathbb{P}_{z_0}(T_{\text{explode}} > t) \geq \mathbb{P}_{z_0}(T_{\text{explode}} > t \text{ and } Z_t \in B_R) > 1 - \varepsilon$$

where $t$ is arbitrary and $\varepsilon$ can be chosen arbitrarily small. Moreover, as $R = c_l(1+R')$ is independent of the choice of $z_0$ in $B_r$ we have that

$$\sup_{z_0 \in B_r} \mathbb{P}_{z_0}(T_{k_b+k_r} > t) > 1 - \varepsilon.$$ 

As $k_r$ and $k_b$ are deterministic and depend only on $\varepsilon, r, R'$ for each $\varepsilon > 0$ we may take $n$ sufficiently large that $n \geq k_r + k_b$ which gives

$$\lim_{n \to \infty} \sup_{z_0 \in B_r} \mathbb{P}_{z_0}(T_n > t) > 1 - \varepsilon.$$ 

Now since $\varepsilon$ was arbitrary we get the third statement of the lemma.

Define the semigroup $\{ \mathcal{P}_t \}_{t \geq 0}$ on the space $B_{0}(Z)$, the set of all bounded and measurable functions \( f : Z \to \mathbb{R} \) endowed with the supremum norm, by setting

$$\mathcal{P}_t f(z) = \mathbb{E}_z[f(Z_t)]. \tag{5}$$

**Lemma 2.5.** If Assumption 2.4 holds, then $\{ \mathcal{P}_t \}_{t \geq 0}$ defined by (5) is a Feller semigroup, i.e. $\mathcal{P}_t(C_b(Z)) \subseteq C_b(Z)$.

**Proof of Lemma 2.5.** Note that $\mathcal{P}_t$ is a contraction with respect to the supremum norm so it is sufficient to show that $\mathcal{P}_t f$ is continuous for any $f \in C_b(Z)$. We will follow the strategy of [15, Theorem 27.6]. Fix $f \in C_b(Z)$ and define for any $g \in C_b([0,\infty) \times \mathbb{Z})$

$$Gg(t, z) = \mathbb{E}_z[f(Z_t)1_{t < \tau_1} + g(t - \tau_1, Z_{\tau_1})1_{t \geq \tau_1}].$$

Here $1_A$ denotes the characteristic function on the set $A$. With this notation we can also express $Gg(t, z)$ as

$$Gg(t, z) = f(\varphi_t(z))e^{-\int_0^t \lambda(\varphi_s(z))ds} + \int_0^t Qg(t - s, \cdot)(\varphi_s(z))\lambda(\varphi_s(z))e^{-\int_s^t \lambda(\varphi_r(z))dr}ds.$$ 

Notice that $Gg(t, x, v)$ is continuous in $(x, v)$ provided $f, g$ are both continuous. Following the proof of [15, Lemma 27.3] we have

$$|G^n g(t, z) - \mathcal{P}_t f(z)| \leq 2c\mathbb{P}_z(T_n \leq t)$$

where $c = \max\|f\|_\infty, \|g\|_\infty$. By Proposition 2.3 we have that $G^n g(t, z)$ converges to $\mathcal{P}_t f(z)$ uniformly on bounded sets; therefore $\mathcal{P}_t f(z)$ is continuous.

**2.1. Extended generator.** For PDMPs the domain of the extended generator can be explicitly characterised as shown in [15, 29].

**Definition 2.6.** Let $D_{\text{ext}}$ denote the set of measurable functions $f : H \to \mathbb{R}$ with the property that there exists a measurable function $h : Z \to \mathbb{R}$ such that $t \mapsto h(Z_t)$ is integrable almost surely and the process

$$C_t^f = f(Z_t) - f(Z_0) - \int_0^t h(Z_s)ds \tag{6}$$

is a $\mathbb{P}_z$-local martingale. Then we set $\mathcal{L}f = h$ and call $(\mathcal{L}, D_{\text{ext}})$ the extended generator.
We make observations \(v(t_j)\) subject to Gaussian measurement error. Write observations as
\[y_j = v(t_j) + \eta_j, j = 1, \ldots, q\]
where \( \eta_j \) are i.i.d. and distributed according to \( N(0, 1) \). To ensure that \( \kappa \) is strictly positive we set \( u(x) = \ln(\kappa(x)) \) and view \( u \in L^2((0,1)) \). Now define \( J_x : L^\infty((0,1)) \to \mathbb{R} \) by

\[
J_t(w) = \int_0^t \exp(-w(z)) \, dz.
\]

Then the solution of (9) may be written as

\[
v(x) = \frac{J_t(u)}{J_1(u)}.
\]

Set

\[
\Phi(u) = \frac{1}{2} \sum_{j=1}^q \left| y_j - \frac{J_t(u)}{J_1(u)} \right|^2.
\]

Now we place a Gaussian prior \( \pi_0 \) on the space \( L^2((0,1)) \) with mean zero and covariance operator \( \beta(-\Delta)^{-\alpha} \). Here we set the domain of \( \Delta \) to be

\[
\{ \Delta u = u''; D(\Delta) = \{ u \in H^2((0,1)) : u(0) = u(1), \int_0^1 u(s) \, ds = 0 \}. \]

From [30, Lemma 6.25] we have that \( \pi_0(C([0,1])) = 1 \) provided \( \alpha > 1/2 \). Then by [30, Theorem 3.4] the posterior distribution \( \pi^y(du) = \mathbb{P}(du|y) \) given the data \( y \) is absolutely continuous with respect to \( \pi_0 \) and

\[
\frac{d\pi^y}{d\pi_0}(u) \propto \exp(-\Phi(u)).
\]

\[\triangle\]

**Theorem 3.1.** Assume that Assumption 2.1 holds. Suppose \( Z \) is equipped with a probability measure \( \mu_0 \). Define a transition kernel \( Q^* \) by

\[
\int_Z \int_Z g(y,z)Q^*(y,dz)\mu_0(du) = \int_Z \int_Z g(y,z)Q(z,dy)\mu_0(dz)
\]

for all \( g \in C_b(Z \times Z) \). Let \( \mu \) denote a probability measure satisfying \( \mu \propto e^{-\Phi} \mu_0 \). Assume that

\[
e^{\Phi(z)}L_x^*e^{-\Phi(\cdot)}(z) + \int_Z \lambda(y)e^{\Phi(z)-\Phi(y)}Q^*(z,dy) - \lambda(z) = 0.
\]

Here \( L_x^* \) denotes the adjoint of \( (L_x,D(L_x)) \) as an operator acting on the space \( L^2_{\mu_0} \). Then \( \mu \) is formally an invariant measure for the semigroup \( \mathcal{P}_1 \) in the sense that

\[
\int_Z Lf(z)\mu(dz) = 0
\]

for all \( f \in D(L_x) \cap D_{C_0} \).

In order to verify that \( \mu \) is an invariant measure it is necessary that [13] holds for all \( f \) in a core for \( (L,D_{C_0}) \). In general for PDMP it is extremely difficult to determine a core for the generator, in Section 5 we prove that sufficiently smooth functions are a core for the Boomerang Sampler and find the invariant measure.
Proof of Theorem 3.1. Fix \( f \in D(L_X) \cap D_{C_0} \) then we have
\[
\int_Z Lf(z) \mu(dz) = \int_Z f(z) L_X^* (e^{-\Phi(z)})(z) \mu_0(dz) + \int \int_Z \lambda(z) f(y) Q(z, dy) e^{-\Phi(z)} \mu_0(dz)
\]
\[
- \int_Z \lambda(z) f(z) e^{-\Phi(z)} \mu_0(dz)
\]
\[
= \int_Z f(z) \left[ e^{\Phi(z)} L_X^* (e^{-\Phi(z)})(z) + \int \lambda(y) e^{\Phi(z)} - \Phi(y) Q^*(z, dy) - \lambda(z) \right] \mu(dz)
\]
\[
= 0.
\]
\[\square\]

Example 3.2. Suppose the transition kernel \( Q \) corresponds to a deterministic transition, i.e. \( Q(z, dy) = \delta_{R(y)}(dy) \) for some invertible function \( R \). Assume that
\[
\begin{align*}
(1) & \text{ The measure } \mu_0 \text{ is invariant under } R, \text{ i.e. } \mu_0 \circ R = \mu_0; \\
(2) & \text{ The mapping } \Phi \text{ is invariant under } R^{-1}, \text{ i.e. } \Phi \circ R^{-1} = \Phi; \\
(3) & \text{ The map } z \mapsto e^{-\Phi(z)} \text{ belongs to the domain of } L_X^*, \text{ and}
\end{align*}
\]
\[
e^{\Phi(z)} L_X^* e^{-\Phi} + \lambda \circ R^{-1} - \lambda = 0. \tag{14}
\]
Then \( \mu(\mathcal{L}f) = 0 \) for all \( f \in D_{C_0} \). Indeed, in this case \( Q^*(y, dz) = \delta_{R(y)} \) and we can rewrite the left hand side of (14) as
\[
e^{\Phi(z)} L_X^* (e^{-\Phi(z)})(z) + \lambda(R^{-1}(z)) e^{\Phi(z)} - \Phi(R^{-1}(z)) - \lambda(z).
\]
Using that \( \Phi \) is invariant under \( R^{-1} \) this simplifies to
\[
e^{\Phi(z)} L_X^* (e^{-\Phi(z)})(z) + \lambda(R^{-1}(z)) - \lambda(z)
\]
which is equal to zero by (14) therefore the measure \( e^{-\Phi} \mu_0 \) is an invariant measure. \( \triangle \)

Example 3.3 (Finite dimensional Zig-Zag process). We now consider a finite dimensional example, set \( Z = \mathbb{R}^d \times \mathbb{R}^d \), and for any \( z \in \mathbb{R}^d \times \mathbb{R}^d \) we write \( z = (x, p) \) for some \( x \in \mathbb{R}^d, v \in \mathbb{R}^d \). Suppose we wish to sample from the measure \( \pi(dx) = e^{-\Phi(x)} dx \), which we extend to a measure \( \mu \) on \( \mathbb{R}^d \times \mathbb{R}^d \) by \( \mu(dx, dv) = \pi(dx) \nu_0(dv) \) where \( \nu_0 \) is the uniform distribution on \( \{1, -1\}^d \). Let
\[
\mathcal{Z} = \begin{pmatrix} x \\ v \end{pmatrix} = \begin{pmatrix} v \\ 0 \end{pmatrix}
\]
and set
\[
Q(z, dy) = \sum_{i=1}^d \frac{\lambda_i(z)}{\lambda(z)} \delta_{F_i z}
\]
where \( F_i(x, v) = (x, v_1, \ldots, v_{i-1}, -v_i, v_{i+1}, \ldots, v_d) \), \( \lambda(z) = \sum_{i=1}^d \lambda_i(z) \) and \( \lambda_i(x, v) = (v_i \partial_i \Phi(x))^\perp \). Note that \( L_X \) has an invariant measure \( \mu_0 = \nu_0(dv)dx \) which is not a probability measure. By [15, Theorem 27.6] the semigroup associated to this process is a Feller semigroup.

For this example we have that
\[
Q^*(z, dy) = \sum_{i=1}^d \frac{\lambda_i(F_i z)}{\lambda(F_i z)} \delta_{F_i z}
\]
in which case, showing that (12) holds reduces to
\[
\partial_i \Phi(x) v_i + \lambda_i(F_i z) - \lambda_i(z) = 0.
\]
It is immediate to check that this holds for our choice of \( \lambda_i \). \( \triangle \)
4. Examples of Infinite Dimensional PDMPs

4.1. Zig-Zag Sampler in Infinite dimensional Hilbert spaces. In this section we present an infinite dimensional version of the Zig-Zag Sampler, which we refer to as IDZZ, evolving in the Hilbert space \((\mathcal{H}, \langle \cdot, \cdot \rangle)\). This algorithm is designed to target the measure \(\pi\) as defined in (1), however as in the finite dimensional ZZ we extend the space to be of the form \((x, v)\). That is, we set the state space to be

\[ Z = \mathcal{H} \times \mathcal{V}_{ZZS} \quad (15) \]

where

\[ \mathcal{V}_{ZZS} = \{ v \in \mathcal{H} : \Sigma^{-1}v \in \mathcal{H} \}, \]

and we recall (from Section 1.2) that \(\Sigma\) is a self-adjoint trace class operator on \(\mathcal{H}\). We equip \(\mathcal{V}_{ZZS}\) with the inner product \(\langle v, w \rangle \mapsto \langle \Sigma^{-1}v, \Sigma^{-1}w \rangle\), making it into a Hilbert space. Note that in order to ensure well-posedness of the IDZZ we require that the auxiliary variable \(v\) belongs to a smoother space than \(\mathcal{H}\), indeed the space \(\mathcal{V}_{ZZS}\) is also contained within the Cameron-Martin space of \(\pi_0\) and hence is a null set with respect to \(\pi_0\). On this extended state space \(Z\) we design the IDZZ to have invariant measure \(\mu\) defined by (8) where

\[ \mu_0 = \pi_0 \times \nu_a, \quad \text{where} \quad \pi_0 \sim \mathcal{N}(0, \Sigma), \quad \nu_a = \bigotimes_{i=1}^{\infty} (\frac{1}{2} \delta_{-a_i} + \frac{1}{2} \delta_{a_i}), \quad a \in \mathcal{V}_{ZZS}. \quad (16) \]

Note here that different choices of \(a\) can lead to different invariant measures so the process we define is not ergodic on the space \(\mathcal{H} \times \mathcal{V}_{ZZS}\). This could be resolved by restricting \(\mathcal{V}_{ZZS}\) to the space \(\{v \in \mathcal{H} : v = (v_i)_{i=1}^{\infty}, v_i \in \{a_i, -a_i\}\}\) for some fixed \(a = (a_i)_{i=1}^{\infty} \in \mathcal{V}_{ZZS}\). However to remain consistent with the framework of this paper it is more convenient to have that \(\mathcal{V}_{ZZS}\) is a Hilbert space.

In this section we will make the following assumptions on the functional \(\Phi\). Suppose \(\Phi\) is everywhere Fréchet differentiable. For each \(x \in \mathcal{H}\) the Fréchet derivative \(d \Phi(x)\) is identified with an element \(\nabla \Phi(x)\) of \(\mathcal{H}\).

**Assumption 4.1.** The functional \(\Phi\) satisfies the following:

1. **Domain of \(\Phi\):** the functional \(\Phi\) is defined everywhere on \(\mathcal{H}\) and

\[ 0 \leq \Phi(x) \lesssim 1 + \|x\|^2. \]

2. **Derivatives of \(\Phi\):** The function \(\Phi\) is differentiable and \(\nabla_x \Phi\) is locally (on bounded sets) Lipschitz and grows at most linearly:

\[ \|\nabla_x \Phi(x)\| \lesssim 1 + \|x\|. \quad (17) \]

3. **Growth of \(\Phi\):** The functional \(\Phi\) is can be written as \(\Phi = \Phi_1 + \Phi_2\) where \(\Phi_1\) is convex and bounded from below, and \(\Phi_2\) is bounded with bounded first and second order derivatives.

The generator of the IDZZ is then defined as follows:

\[ L f(x, v) = \langle \nabla f(x), v \rangle + \sum_{i=1}^{\infty} \lambda_i(x, v) (f(x, F_i v) - f(x, v)), \quad (x, v) \in \mathcal{H} \times \mathcal{V}_{ZZS} \quad (18) \]

where \(f\) is in a class of suitably smooth functions. The switching intensities are given by

\[ \lambda_i(x, v) = \left( v_i \left( \frac{x_i}{\gamma_i^2} + \partial_i \Phi(x) \right) \right)^+. \]
In terms of the abstract framework in Section 2 we have

\[ \lambda(x, v) = \sum_{i=1}^{\infty} \lambda_i(x, v), \quad Q_i(x, v, dw) = \delta_{F_i}(dw), \]

\[ Q(x, v, dy, dw) = \frac{1}{\lambda(x, v)} \sum_{i=1}^{\infty} \lambda_i(x, v) \delta_y(dy) Q_i(x, v, dw). \]

**Remark 4.2.** As \( \lambda \) is defined by an infinite series we must verify that it is well defined for all \((x, v) \in H \times V\). Note that

\[ \sum_{i=1}^{\infty} \lambda_i(x, v) \leq \sum_{i=1}^{\infty} \frac{|v_i|}{\gamma_i} |x_i| + \sum_{i=1}^{\infty} |v_i| \| \partial \Phi(x) \| \leq \| \Sigma^{-1}v \| \| x \| + \| v \| \| \nabla \Phi(x) \|. \] (19)

Therefore \( \lambda \) is well defined. \( \square \)

**Theorem 4.3.** Let Assumption 4.1 hold. Then there exists a piecewise deterministic Markov process in \( H \times V \) with (formal) generator \( \mathcal{L} \). Moreover, for any \( a \in \mathcal{V}_{ZBS} \) the product measure \( \mu \) given by (8) with \( \mu_0 \) given by (10) is invariant for such a process.

**Proof.** The proof is deferred to Section 8.1.1 \( \square \)

4.1.1. **Choice of velocities.** In the following example we discuss how to choose optimal velocity magnitudes \((a_i)\) for the infinite dimensional zig-zag process, in order to minimize the computational complexity for estimation of the functional \( x \mapsto \|x\|^2 \), where for \( r \geq 0 \)

\[ \| x \|^2_r := \langle \Sigma^{-r} x, x \rangle. \]

I.e., we will derive below the limiting normal distribution of

\[ \frac{1}{\sqrt{T}} \int_0^T \{ \| X(s) \|^2_r - \pi_0(\| \cdot \|^2_r) \} \ ds, \]

as \( T \to \infty \), depending on the choice of \((a_i)\), and determine how to choose \((a_i)\) in order to minimize the asymptotic mean squared error given a fixed computational budget (i.e., for a fixed maximum number of switches).

Let \( \sigma_f^2 \) denote the asymptotic variance for a one-dimensional canonical (i.e., no refreshments) Zig-Zag process with position \((X(t))_{t \geq 0}\) and velocities \( V(t) \in \{-1, 1\} \) targetting the standard normal distribution, evaluated with respect to the function \( f \), i.e.

\[ \frac{1}{\sqrt{T}} \int_0^T \{ f(X(s)) \ ds - \pi(f) \} \ ds \xrightarrow{d} \mathcal{N}(0, \sigma_f^2), \]

where \( \pi \) denotes the standard normal distribution. Write \( \pi_\gamma \) for the distribution \( \mathcal{N}(0, \gamma \sigma_f^2) \).

**Lemma 4.4.** A one-dimensional Zig-Zag process with velocities \( \{-a, a\} \) with stationary distribution \( \mu_{\gamma, a} = \pi_\gamma \otimes \text{Uniform}(\{-a, +a\}) \) and canonical switching intensities, evaluated with respect to the function \( f(x) = cf(x/\gamma) \) has asymptotic variance \( c^2 \gamma \sigma_f^2/a \). The expected number of switches compared to the canonical Zig-Zag process with unit speed velocities is proportional to \( a/\gamma \) (per unit time, in stationarity).

**Proof.** Let \( \tilde{X}(t) \) denote the Zig-Zag process as specified. The stationary distribution of \( \tilde{X}(t)/\gamma \) is then a standard normal distribution, and the process \( \tilde{X}(t)/\gamma \) has velocities \( \pm a/\gamma \). Slowing down the clock by a factor \( a/\gamma \), the process \( \Xi(t) := \tilde{X}(\gamma t/a)/\gamma \) is a Zig-Zag process at unit speed targetting...
the standard normal distribution. We compute
\[
\frac{1}{\sqrt{T}} \int_0^T \{ cf(\bar{X}(s)/\gamma) - \mathbb{E}_\pi, f(\bar{X}/\gamma) \} \, ds = \frac{1}{\sqrt{T}} \int_0^T \{ cf(\Xi(as/\gamma)) - c\pi(f) \} \, ds \\
= \frac{\gamma}{a\sqrt{T}} \int_0^{aT/\gamma} \{ cf(\Xi(r)) - c\pi(f) \} \, dr \\
= \frac{c\sqrt{\gamma}}{\sqrt{a}} \frac{1}{\sqrt{T}} \int_0^\gamma \{ f(\Xi(r)) - \pi(f) \} \, dr \\
\overset{d}{\to} \mathcal{N}(0, c^2\gamma^2/\gamma). 
\]

The number of switches follows directly from the slowing down factor.

\[\square\]

\textit{Example 4.1.} Define \(\nu^2\) to be the asymptotic variance of the canonical Zig-Zag process with unit velocities targetting the standard normal distribution, evaluated with respect to the function \(x \mapsto x^2\). By [7, Example 1], we have \(\nu^2 = 4\sqrt{2/\pi}\), but the exact value is of no importance here. If we consider now a zigzag process targetting \(\mathcal{N}(0, \gamma^2)\) with speeds \(\{-a, a\}\) evaluated with respect to the function \(x \mapsto x^2/\gamma^2 = cx^2/\gamma^2\) for \(c = \gamma^2(1-\gamma)\), we obtain from Lemma 4.4 that the associated asymptotic variance is \(\gamma^5-4r\nu^2/a\).

\[\triangle\]

We will now consider an infinite dimensional Zig-Zag process targeting the function \(x \mapsto \|x\|^2\), for \(r > 0\). To ensure that all the required operations are well-defined, we introduce the following assumption.

**Assumption 4.5.** Suppose \(r \in [0, \frac{1}{2})\) is such that \(\sum_{i=1}^\infty \gamma_i^{2-4r} < \infty\).

\textit{Example 4.2.} In the case of a Wiener process in \(L^2[0, 1]\), we have \(\gamma_i^2 = (i - 1/2)^{-2} - 2 - i^{-2}\). Consequently, for any \(r < 1/4\) we have \(\sum_{i=1}^\infty \gamma_i^{2-4r} < \infty\), so that Assumption 4.5 is satisfied.

\[\triangle\]

**Proposition 4.6.** Suppose Assumption 4.5 is satisfied. Consider the zigzag process of Theorem 4.3 with \(\Phi(x) = 0\) for all \(x\). The asymptotic variance \(\sigma_r^2\) of the Zig-Zag process with respect to the function \(x \mapsto \|x\|^2\) is given by \(\sigma_r^2 = \nu^2 \sum_{i=1}^\infty \gamma_i^{5-4r} / a_i\), where \(\nu^2\) is as defined in Example 4.1. The expected number of switches per unit time interval is proportional to \(\sum_{i=1}^\infty a_i/\gamma_i\).

\textit{Proof.} Note that the generator of the Zig-Zag process can be interpreted as a sum of infinitely many one-dimensional Zig-Zag processes. By this factorization property and Example 4.1, the asymptotic variance decomposes as

\[
\sigma_r^2 = \sum_{i=1}^\infty \gamma_i^{5-4r} \nu^2 / a_i.
\]

The proportionality factor of the number of switches is a direct consequence of the second statement of Lemma 4.4.

\[\square\]

Suppose now that we have a fixed computational budget of (approximately) \(N\) operations, and we wish to minimize the approximate standard error \(\epsilon_r, T = \sigma_r / \sqrt{T}\), where \(T\) is the length of the time interval we will simulate within \(N\) operations. We may then phrase the question of choosing optimal velocities \((a_i)\) as follows:

\[
\text{minimize } \frac{1}{T} \nu^2 \sum_{i=1}^\infty \gamma_i^{5-4r} \text{ subject to } T \sum_{i=1}^\infty a_i/\gamma_i \leq N.
\]

Resolving the constraint by setting \(T\) at its maximal possible value, \(T = \frac{N}{\sum_{i=1}^\infty a_i/\gamma_i}\), the problem transforms into the minimization problem

\[
\text{minimize } \frac{1}{T} \nu^2 \sum_{i=1}^\infty \gamma_i^{5-4r} \text{ subject to } \sum_{i=1}^\infty a_i/\gamma_i \leq N.
\]
\[ \text{minimize } \frac{\nu^2}{N} \left( \sum_{i=1}^{\infty} \frac{\gamma_i^{5-4r}}{a_i} \right) \left( \sum_{i=1}^{\infty} \frac{a_i}{\gamma_i} \right). \]

Minimization with respect to \( a_i \) (using a Cauchy-Schwarz argument) yields

\[ a_i = C \gamma_i^{3-2r} \]

for some constant \( C \), where the choice of the constant \( C \) does not affect the minimization objective.

We find that, for this choice of \( (a_i) \), the expected number of switches is finite,

\[ N = T \sum_{i=1}^{\infty} \frac{a_i}{\gamma_i} = T \sum_{i=1}^{\infty} \gamma_i^{2-2r} \leq T \left( \max_j \gamma_j^{2r} \right) \sum_{i=1}^{\infty} \gamma_i^{2-4r} < \infty \]

by Assumption 4.5. Furthermore the Zig-Zag process is well-defined using Theorem 4.3 since

\[ \|\Sigma^{-1}v\|^2 = \sum_{i=1}^{\infty} \frac{a_i^2}{\gamma_i^4} = \sum_{i=1}^{\infty} \gamma_i^{2-4r} < \infty \]

by Assumption 4.5.

Note that, for large \( r \), the functional \( x \mapsto \|x\|_r^2 \) is sensitive to the high frequency components of \( x \) (i.e. the large indices in the expansion \( x = \sum_{i=1}^{\infty} x_ie_i \)). Also, for large \( r \), the high frequency velocities \( a_i = \gamma_i^{3-2r} \) are relatively larger, so that the high frequency components are explored more.

We have shown how, for a particular example of a functional \( x \mapsto \|x\|_r^2 \) relative to a Gaussian target we may choose velocities to minimize the statistical error when using the IDZZ as a sampling method, for a fixed computational budget. It is an interesting research problem, but beyond the scope of this work, how this may be extended to other functionals, general target distributions and other sampling methods.

### 4.2. Bouncy Particle Sampler in infinite dimensional Hilbert spaces.

In this section we introduce an extension of the BP algorithm which is well-defined in the infinite-dimensional Hilbert space

\[ \mathcal{Z} = \mathcal{H} \times \mathcal{V}_{\text{BPS}}. \]

As with IDZZ the velocity component needs to be smoother than the position component, set

\[ \mathcal{V}_{\text{BPS}} = \{ v \in \mathcal{H} : \Sigma^{-1}v \in \mathcal{H} \}. \]

We will design the IDBP to have invariant measure \( \mu \) defined by (8) where

\[ \mu_0 = \pi_0 \times \nu_0, \quad \text{where } \pi_0 \sim \mathcal{N}(0, \Sigma), \quad \nu_0 \sim \mathcal{N}(0, \Sigma^\zeta) \]

and \( \zeta \geq 2 \). Note that as \( \zeta \geq 2 \) then \( \nu_0(\mathcal{V}_{\text{BPS}}) = 1 \) therefore \( \mu \) can be viewed as a probability measure on \( \mathcal{H} \times \mathcal{V}_{\text{BPS}} \).

The generator of IDBP is defined, on a set of suitably regular functions, as

\[ \mathcal{L}f(x,v) = \langle v, \nabla_x f(x,v) \rangle + \lambda(x,v)[f(x,R(x)v) - f(x,v)] + \lambda_{\text{refr}} \int_{\mathcal{V}_{\text{BPS}}} [f(x,w) - f(x,v)] \nu_0(dw), \]

where

\[ \lambda(x,v) := \langle v, \nabla \Psi(x) \rangle^+, \quad R(x)v := v - \frac{2\langle v, \nabla \Psi(x) \rangle}{\|\Sigma^{\zeta/2} \nabla \Psi(x)\|^2} \Sigma^{\zeta} \nabla \Psi(x), \]

\( \lambda_{\text{refr}} > 0 \) is a positive constant, \( \Psi \) is been defined by

\[ \Psi(x) := \Phi(x) + \frac{1}{2} \langle \Sigma^{-1}x, x \rangle. \]
Remark 4.7. Note that $\Psi(x)$ is not well defined for all $x \in \mathcal{H}$ since $\Sigma^{-1}$ is an unbounded operator however this is to be viewed as just a formal definition. Indeed, the IDBPS does not rely on $\Psi$ itself but only on $\nabla \Psi$, which always appears with a term to smooth it. In Proposition 4.10 we show that all the terms that appear are well defined for all $x \in \mathcal{H}$ and $v \in \mathcal{V}_{\text{BPS}}$.

We will show in Proposition 4.10 that the resulting algorithm generates a continuous-time dynamics $(X_t, V_t) \in \mathcal{H} \times \mathcal{V}_{\text{BPS}}$ with invariant distribution $\mu$. Here well-posedness is in the sense of Proposition 4.8 and Proposition 4.10 below.

**Proposition 4.8.** Let Assumption 4.1 hold. For any $\zeta \geq 4$ and for every $x \in \mathcal{H}$, $v \in \mathcal{V}_{\text{BPS}}$, we have

1. the intensity $\lambda(x, v)$ is well defined (in the sense that the scalar product $\langle v, \nabla \Psi(x) \rangle$ is finite);
2. $R(x)v \in \mathcal{V}_{\text{BPS}}$.

**Proof.** The proof is deferred to Section 8.1.2 \hfill \Box

**Remark 4.9.** To explain the choice of scaling of the covariance operator in (21)-(22) and at the same time show properties of IDBP, let us consider the following (formal) generator

$$
\mathcal{L} f(x, v) = \langle v, \nabla f(x, v) \rangle + \lambda(x, v) [f(x, R(x)v) - f(x, v)] + \lambda_{ref} [(Qf)(x, v) - f(x, v)],
$$

with

$$
\lambda(x, v) := \langle \Sigma^\eta v, \nabla \Psi \rangle^+, \quad R(x)v := v - \frac{2\langle v, \Sigma^\epsilon \nabla \Psi \rangle}{\|\Sigma^\gamma \nabla \Psi\|^2} \Sigma^\gamma \nabla \Psi,
$$

where $\delta, \eta, \epsilon, \gamma, \beta$ are arbitrary positive parameters. Then in order to have that $R(x)$ is an involution, the measure $\nu_0$ is invariant under $R(x)$ and that $\mu$ is an invariant measure it is necessary that $\beta = 2\gamma$, $\epsilon = \eta = 0$, which gives (21) \hfill \Box

**Proposition 4.10.** With the notation introduced above,

1. The reflection operator is involutive, i.e. $R(x)[R(x)v] = v$, for every $x \in \mathcal{H}, v \in \mathcal{V}_{\text{BPS}}$;
2. The reflection operator satisfies the following property

$$
\langle R(x)v, \nabla \Psi \rangle = -\langle v, \nabla \Psi \rangle.
$$

3. The Gaussian measure is invariant under reflections, i.e. a centered measure $\nu_0$ with covariance $\Sigma^\zeta$ and the measure $\nu_R := \nu_0 \circ R(x)$ coincide on $\mathcal{H}$;
4. The measure $\mu$ is invariant for the operator $\mathcal{L}$ in (24)-(25).

**Proof of Proposition 4.10.** The proof is deferred to Section 8.1.2 \hfill \Box

**Remark 4.11.** We have shown that if IDBPS is well posed then it has the correct invariant measure. However as commented in Note 2.2 the conditions given in Assumption 2.1 are not satisfied and hence we can not apply Theorem 2.3 in this case. Therefore it remains to show that IDBPS is well posed, in particular one needs to show that it is not possible to have an infinite number of reflections in a finite time interval. This problem can be alleviated by replacing the reflection operator $R(x)$ by $R(x)v = -v$, i.e. to introduce pure reflections in the IDBPS. Establishing wellposedness for $R(x)$ as given by (22) is beyond the scope of this work; however we will give here a heuristic argument to show why we can expect IDBPS to exist under Assumption 4.1.

We estimate the expected number of reflections per unit time by considering the rate in stationarity, that is we will bound

$$
\mathbb{E}_\mu[\lambda(X, V)] = \mathbb{E}_\mu[\langle V, \nabla \Phi(X) + \Sigma^{-1}X \rangle^+].
$$

By Assumption 4.1 we have that $\nabla \Phi$ grows at most linearly and therefore we have the bound

$$
\mathbb{E}_\mu[\lambda(X, V)] \leq \mathbb{E}_\mu[\|V\|(1 + \|X\|) + \|\Sigma^{-1}V\|\|X\|].
$$

By independence of $X, V$ and using that $\Sigma^{-1}V$ is Gaussian with covariance $\Sigma^{\zeta-2}$, these terms are bounded. \hfill \Box
4.3. **Boomerang Sampler.** We now introduce the Boomerang Sampler which differs from IDZZ and IDBP by having circular deterministic dynamics instead of linear motion. As with IDZZ and IDBP we will extend the state space $\mathcal{H}$ to include a velocity component and we define the IDB on the infinite dimensional Hilbert space

$$Z = \mathcal{H} \times \mathcal{H}.$$  

In contrast to the IDZZ and IDBP settings we may allow the velocity to belong to the same space as the position component. We design the IDB to have invariant measure given by (8) where $\mu_0 = \pi_0 \times \nu_0$ for some Gaussian measures $\pi_0 = \mathcal{N}(0, \Sigma_x)$, $\nu_0 = \mathcal{N}(0, \Sigma_v)$.

4.3.1. **Definition and Well Posedness of the Boomerang Sampler.** The dynamics of the Boomerang Sampler are composed of three different mechanisms: the deterministic flow which is chosen to be a Hamiltonian flow, designed to preserve the reference measure $\mu_0$; reflections which will preserve the same Hamiltonian as the deterministic flow; and refreshment which will happen at a constant rate. First we describe the deterministic dynamics. Fix two bounded positive self-adjoint linear operators $\mathcal{X}, \mathcal{P}$ and take $\varphi$ to be the flow map associated to the Hamiltonian dynamics described by

$$\frac{d}{dt} \varphi_t(x, v) = \begin{pmatrix} 0 & \mathcal{P} \\ -\mathcal{X} & 0 \end{pmatrix} \varphi_t(x, v).$$  

(27)

Recall that $\varphi_t$ takes values in $\mathcal{H} \times \mathcal{H}$ so we can view $\varphi_t(x, v)$ as a two dimensional vector whose components belong to $\mathcal{H}$. These dynamics correspond to the Hamiltonian

$$E^{\mathcal{X}, \mathcal{P}}(x, v) := \langle \mathcal{X} x, x \rangle_{\mathcal{H}} + \langle \mathcal{P} v, v \rangle_{\mathcal{H}}.$$  

(28)

There are two natural choices for $E^{\mathcal{X}, \mathcal{P}}(x, v)$, one is the $\mathcal{H} \times \mathcal{H}$ norm which corresponds to taking $\mathcal{X} = \mathcal{P} = 1$ and we will see that this requires that $\Sigma_x = \Sigma_v$. Another natural choice is to take $\mathcal{X} = \Sigma_x^{-1}$ and $\mathcal{P} = \Sigma_v^{-1}$ however the Hamiltonian is then only defined on the Cameron Martin Space which has measure zero with respect to $\mu$. This gives many technical difficulties and even well-posedness of the process may not hold (see Example 4.3) so we shall restrict ourselves to the case where $\mathcal{X}, \mathcal{P}$ are bounded operators which implies that the Hamiltonian is everywhere defined. Define the operators

$$L_x f(x, v) = \frac{d}{dt} \bigg|_{t=0} f(\varphi_t(x, v)) = \left(\begin{array}{c} \mathcal{P} v \\ -\mathcal{X} x \end{array}\right), \left(\begin{array}{c} \nabla_x f(x, v) \\ \nabla_v f(x, v) \end{array}\right)\right\rangle_{\mathcal{H}^2}$$  

(29)

$$L_t f(x, v) = \lambda_r \int_{\mathcal{H}} \left[ f(x, w) - f(x, v) \right] \nu_0(dw)$$  

(30)

$$L_b f(x, v) = \sum_{i=1}^{\infty} \lambda_i(x, v) \left[ f(x, R_i(x)v) - f(x, v) \right].$$  

(31)

Here $\lambda_i$ is a positive constant, $\lambda_i : \mathcal{H} \times \mathcal{H} \to [0, \infty)$ for each $i \in \mathbb{N}$ and for each $i \in \mathbb{N}$, $x \in \mathcal{H}$, $R_i(x)$ is a bounded linear operator. We formally summarise the Markov process $(X_t, V_t)$ by the generator

$$\mathcal{L} = L_x + L_t + L_b.$$  

Such a process exists by Proposition 4.1 provided the following Hypothesis 4.12 holds. This process is a PDMP defined on $Z = \mathcal{H} \times \mathcal{H}$ with characteristics

$$X : \left(\begin{array}{c} x \\ v \end{array}\right) \mapsto \left(\begin{array}{c} \mathcal{P} v \\ -\mathcal{X} x \end{array}\right),$$  

(32)

$$\lambda(x, v) := \sum_{i=1}^{\infty} \lambda_i(x, v) + \lambda_r,$$

$$Q((x, v), A) := \frac{1}{\sum_j \lambda_j(x, v) + \lambda_r} \sum_{i=1}^{\infty} \lambda_i(x, v) \delta_{(x, R_i(x)v)}(A) + \frac{\lambda_r}{\sum_j \lambda_j(x, v) + \lambda_r} (\delta_x \times \nu_0)(A).$$
From now on we will assume the following hypothesis holds.

**Hypothesis 4.12.** Assume that:

1. The intensities $\lambda_n$ and $\lambda$ are continuous and bounded by the Hamiltonian $E^{\mathcal{X},\mathcal{P}}(x,v)$ (recall this is defined by (28)), that is
   \[
   \sum_{n=1}^{\infty} \lambda_n(x,v) \leq C(1 + E^{\mathcal{X},\mathcal{P}}(x,v)).
   \]
2. The flow map $\varphi_t$ is given by the solution of (27) for some bounded linear operators $\mathcal{X}$, $\mathcal{P}$ which are self-adjoint and commute;
3. Each reflection operator $R_i(x)$ is a linear bounded operator for any $x \in \mathcal{H}$, and satisfies
   \[
   \langle \mathcal{P} R_i(x)v, R_i(x)v \rangle_\mathcal{H} \leq \langle \mathcal{P} v, v \rangle_\mathcal{H}, \quad \text{for all } x, v \in \mathcal{H}.
   \]
   Moreover, assume that $(x,v) \mapsto R_i(x)v$ is continuous.

**Remark 4.13.** We shall now comment on each of these assumptions in turn.

1. Since $\mathcal{X}$, $\mathcal{P}$ are bounded $\varphi$ is well defined and for each initial condition $(x,v)$ the map $t \mapsto \varphi_t(x,v)$ is smooth.
2. Requiring that the reflections $R_i$ do not increase the Hamiltonian allows us to prove that the process is non-explosive, i.e. $\sup_{t} T = \infty$ almost surely. The strategy for showing this relies on the fact that except for refreshment jumps the dynamics is bounded by the Hamiltonian $E^{\mathcal{X},\mathcal{P}}(x,v)$; therefore the jump rates are bounded since (33) holds.
3. Under Hypothesis 4.12 we have that Assumption 2.1 also holds, in particular the Boomerang Sampler is well-defined by Theorem 2.3. Since $\mathcal{P}, \mathcal{X}$ are bounded we can work with the seminorm $E^{\mathcal{X},\mathcal{P}}$ in which case Assumption 2.1 (iii) follows from (34) and Assumption 2.1 (vii) is satisfied with $c$ constant since the flow $\varphi_t$ preserves the Hamiltonian.

**Definition 4.14.** Given a Hilbert space $\mathcal{H}$, a covariance operator $\Sigma_x$ and a function $\Phi$ we say that the process $(X_t, V_t)_{t \geq 0}$ is a Boomerang Sampler with characteristics $(\Sigma_x, \mathcal{X}, \mathcal{P}, \{\lambda_i\}, \nu, \{R_i\})$ if Hypothesis 4.12 is satisfied and $(X_t, V_t)$ is the PDMP constructed in Section 2 with characteristics given by (32). The generator of this process acts on sufficiently smooth functions by
\[
\mathcal{L} f(x,v) = \langle \mathcal{P} v, \nabla_x f(x,v) \rangle_\mathcal{H} - \langle \mathcal{X} x, \nabla_v f(x,v) \rangle_\mathcal{H} + \lambda \int_\mathcal{H} f(x,w) - f(x,v) \nu_0(dw) + \sum_{i=1}^{\infty} \lambda_i(x,v)[f(x,R_i(x)v) - f(x,v)]
\]

We call the Boomerang Sampler with characteristics $(\Sigma_x, 1, 1, (\langle \nabla_x \Phi(x,v) \rangle_\mathcal{H}$, $\lambda_i, \nu, v \mapsto -v)$ the pure reflection Boomerang Sampler, here $\lambda_i = 0$ for $i > 1$ so we have not included them in the notation.

The following example shows that if we drop the assumption that $\mathcal{X}, \mathcal{P}$ are bounded then we can still define a weak solution to the dynamics. For simplicity we will take $\mathcal{X} = \mathcal{P} = \Sigma_x^{-1}$.

**Example 4.3.** Suppose that $\mathcal{X}$ is an (unbounded) self-adjoint positive operator which is diagonalisable, that is there exists an orthonormal basis of eigenvectors. Then there is a process $(X_t, V_t)$ such that
\[
X_t - X_0 = \mathcal{X} \int_0^t V_s \, ds \quad \text{(35)}
\]
\[
V_t - V_0 = -\mathcal{X} \int_0^t X_s \, ds. \quad \text{(36)}
\]
We will construct this process by converting the problem into an infinite system of two dimensional ODEs. Fix an orthonormal basis \( \{e_k\}_{k=1}^\infty \) of eigenvectors of \( \mathcal{V} \) and let \( \gamma_k^2 \) be the eigenvalue associated to \( e_k \).

Consider the system

\[
\frac{d}{dt} X^i_t = \gamma_i^2 V^i_t, \quad \frac{d}{dt} V^i_t = -\gamma_i^2 X^i_t
\]

with initial condition \( X^i_0 = x^i, V^i_0 = v^i \). The solution of this system is given by

\[
\begin{pmatrix}
X^i_t \\
V^i_t
\end{pmatrix} = \begin{pmatrix}
x \cos(\gamma_i^2 t) + v \sin(\gamma_i^2 t) \\
-x \sin(\gamma_i^2 t) + v \cos(\gamma_i^2 t)
\end{pmatrix}.
\]

We also have that

\[ |X^i_t|^2 + |V^i_t|^2 = |x^i|^2 + |v^i|^2 \]

In particular, this gives us that \( \sum_{i=1}^N X^i_t e_i \) and \( \sum_{i=1}^N V^i_t e_i \) converge to some \( X_t, V_t \in \mathcal{H} \) for each \( t \geq 0 \). So we have

\[
X_t - X_0 = \lim_{N \to \infty} \sum_{i=1}^N (X^i_t - x^i) e_i = \lim_{N \to \infty} \sum_{i=1}^N \int_0^t V^i_s \gamma_i e_i \, ds = \lim_{N \to \infty} \mathcal{B} \left( \sum_{i=1}^N \int_0^t V^i_s e_i \, ds \right)
\]

Since \( \mathcal{V} \) is a closed densely defined operator we have that \( \sum_{i=1}^N \gamma_i^2 (|X^i_t|^2 + |V^i_t|^2) < \infty \).

Using the expressions for \( X^i_t, V^i_t \) given by (37) we can rewrite this as

\[
\sum_{i=1}^N \gamma_i^2 (|X^i_t|^2 + |V^i_t|^2) = \sum_{i=1}^N \gamma_i^2 (|x^i|^2 + |v^i|^2).
\]

Therefore \( X_t, V_t \in D(\mathcal{V}) \) if and only if \( x, v \in D(\mathcal{V}) \). Now as \( \mathcal{V} \) is a closed densely defined operator we have that \( D(\mathcal{V}) = \mathcal{H} \) if and only if \( \mathcal{V} \) is bounded.

4.3.2. Invariant measure. In the previous section we constructed the PDMP and showed that the construction was well defined for all \( t \geq 0 \), now we show that it has the desired invariant measure. Recall the definition of the semigroup was given by (5), here we take \( \mathcal{Z} = \mathcal{H} \times \mathcal{H} \) and \( Z_t = (X_t, V_t) \).

**Hypothesis 4.15.** We shall assume that:

1. Hypothesis 4.12 holds;
2. The operators \( \mathcal{V}, \mathcal{P} \) satisfy the consistency condition:
   \[ \mathcal{P} \Sigma_v = \Sigma_x \mathcal{V}. \] (38)
3. The function \( \Phi \) is satisfies (4.1) and the following relation is satisfied:
   \[ \sum_{n=1}^\infty (\lambda_n(x,v) - \lambda_n(x,R_n(x)v)) = \langle \nabla_x \Phi(x), \mathcal{P} v \rangle_{\mathcal{H}}; \] (39)
The reflection operators \( R_i(x) \) are involutive (i.e. \( R_i(x)R_i(x)v = v \) for all \( x, v \in \mathcal{H} \)) and invariant under the measure \( \nu_0 \), that is
\[
\int_{\mathcal{H}} f(R_i(x)v)\nu_0(\text{d}v) = \int_{\mathcal{H}} f(v)\nu_0(\text{d}v), \quad \text{for all } f \in L^2_{\nu_0}, x \in \mathcal{H}, i \geq 1. \tag{40}
\]

**Proposition 4.16.** Fix a Hilbert space \( \mathcal{H} \), a covariance operator \( \Sigma_x \) and a potential function \( \Phi \) and let \( \{X_t, V_t\}_{t \geq 0} \) be a Boomerang Sampler with characteristics \( \{\Sigma_v, \mathcal{X}, \mathcal{P}, \{\lambda_i\}_i, \nu, \{R_i\}_i\} \). Assume that Hypothesis 4.15 holds then \( \mu \) is formally an invariant measure for \( \{X_t, V_t\}_{t \geq 0} \) in the sense that \( \text{KL}(\nu_{\mu} || \nu) \leq 0 \) for all \( f \) sufficiently smooth.

**Proof of Proposition 4.16.** The proof is deferred to Section 8.1.3.

### 4.3.3. Pure Reflection Boomerang Sampler

In this section we take \( \lambda_n = 0 \) for \( n > 1 \) and consider choices of \( \lambda = \lambda_1 \) and \( R = R_1 \). Observe that we may always choose \( R(x)v = -v \), due to the symmetry of \( \nu_0 \) and the Hamiltonian \( E^{\mathcal{X}, \mathcal{P}} \) we have that this choice preserves both \( \nu_0 \) and \( E^{\mathcal{X}, \mathcal{P}} \).

With this choice of \( R \) we must take \( \lambda \) to be
\[
\lambda(x, v) = ((\nabla_x \Phi(x), \mathcal{P}v)_\mathcal{H})^+ + \gamma(x, v)
\]
where \( \gamma(x, v) = \gamma(x, -v) \) for all \( x, v \in \mathcal{H} \) and is non-negative. Let us consider another choice of \( R(x) \). To ensure that \( R(x)v \) preserves \( \nu_0 \) it is sufficient to test \( 40 \) for any \( f_q \) of the form \( f_q(v) = \exp(i(v, q)_\mathcal{H}) \) for every \( q \in \mathcal{H} \). In which case, \( f_q(R(x)v) = \exp(i(R(x)v, q)_\mathcal{H}) = f_{R(x^*)q}(v) \), i.e.
\[
\check{\nu}_0(q) = \check{\nu}_0(R(x^*)q)
\]
where \( \check{\nu}_0 \) denotes the Fourier transform of \( \nu_0 \). Using that \( \nu_0 \) is normally distributed with covariance operator \( \Sigma_v \) we can rewrite this as
\[
\exp\left( -\frac{1}{2}(\Sigma_v q, q)_\mathcal{H} \right) = \exp\left( -\frac{1}{2}(\Sigma_v R(x)^*q, R(x)^*q)_\mathcal{H} \right).
\]
Therefore the measure \( \nu_0 \) is invariant under \( R(x) \) if and only if
\[
(\Sigma_v q, q)_\mathcal{H} = (R(x)\Sigma_v R(x)^*q, q)_\mathcal{H} \tag{41}
\]

**Remark 4.17.** In finite dimensions we may take
\[
R(x)v = v - 2\frac{\langle \nabla_x \Phi(x), \mathcal{P}v \rangle}{\langle \Sigma_v \nabla_x \Phi(x), \mathcal{P}nabla_x \Phi(x) \rangle} \Sigma_v \nabla_x \Phi(x).
\]
Indeed, for this choice we have
\[
R(x)^*v = v - 2\frac{\langle \Sigma_v \nabla_x \Phi(x), v \rangle}{\langle \Sigma_v \nabla_x \Phi(x), \mathcal{P}nabla_x \Phi(x) \rangle} \mathcal{P}nabla_x \Phi(x).
\]
Now we can check that \( 41 \) holds.
\[
\langle \Sigma_v R(x)^*v, R(x)^*v \rangle_{\mathcal{H}} = \left( \langle \Sigma_v v - 2\frac{\langle \Sigma_v \nabla_x \Phi(x), v \rangle}{\langle \Sigma_v \nabla_x \Phi(x), \mathcal{P}nabla_x \Phi(x) \rangle} \Sigma_v \nabla_x \Phi(x), v \right)_\mathcal{H} - 4\frac{\langle \Sigma_v \nabla_x \Phi(x), v \rangle}{\langle \Sigma_v \nabla_x \Phi(x), \mathcal{P}nabla_x \Phi(x) \rangle} \langle \Sigma_v \nabla_x \Phi(x), v \rangle_{\mathcal{H}} + 4\frac{\langle \Sigma_v \nabla_x \Phi(x), v \rangle}{\langle \Sigma_v \nabla_x \Phi(x), \mathcal{P}nabla_x \Phi(x) \rangle}^2 \langle \Sigma_v \nabla_x \Phi(x), \mathcal{P}nabla_x \Phi(x) \rangle_{\mathcal{H}} \mathcal{H} = \langle \Sigma_v v, v \rangle_{\mathcal{H}}.
\]
However in infinite dimensional space (34) does not hold. Instead (34) holds in finite dimensions when the inner product is taken to be the Cameron Martin space inner product which is equivalent to the original inner product since in this case $\Sigma_x^{-1}, \Sigma_v^{-1}$ are bounded.

4.3.4. Factorised Boomerang Sampler. For this section we consider an alternate choice for $\lambda_n, R_n$. As in the pure reflection Boomerang Sampler we take $\mathcal{F} = \mathcal{P} = 1, \Sigma_x = \Sigma_v = \Sigma$. Let $\{e_i\}_{i=1}^\infty$ be an orthonormal basis of eigenvectors of $\Sigma$ and set $R_i(x)v = v - 2\langle v, e_i \rangle_H e_i$, and set

$$\lambda_i(x, v) = (v_i \partial_x \Phi(x))^+ + \gamma_i(x, v)$$

where $v_i = \langle v, e_i \rangle_H$ and $\gamma : \mathcal{H} \times \mathcal{H} \to [0, \infty)$ satisfies $\gamma_i(x, v) = \gamma_i(x, R_i v)$.

Assume that $\Phi \in L^2_{\nu_0}$ is smooth and $\nabla_x \Phi$ is globally Lipschitz then Hypothesis 4.16 is satisfied and we have that $\mu$ is an invariant measure by Proposition 4.16.

5. Core for the generator of Boomerang Sampler

In this section we will give conditions under which we have a core for the generator $L$ in $L^2_\nu$. Even in finite dimensional situations it is difficult to determine when a set is core for the generator of a PDMP, conditions are given in [17] for the set $C^1_c$ to be a core in $C_0(\mathbb{R}^d)$. In particular they verify these conditions for BPS and in [3] they verify the conditions of ZZS. In both cases, the strategy is to first consider the case of a smooth intensity rate $\lambda$ and show that $\mathcal{P}(C^1_c(\mathbb{R}^d)) \subseteq C^1_c(\mathbb{R}^d)$ then extend these results to the canonical intensity rate. See [1] Section 4.1 for a discussion of cores for PDMP in a finite dimensional setting.

For the remaining sections we will only consider the Boomerang Sampler and will concentrate on the Pure Reflection Boomerang Sampler and Factorised Boomerang Sampler. Let us first introduce a framework which will include both Pure Reflection Boomerang Sampler and Factorised Boomerang Sampler. For this section we restrict to the Boomerang Sampler with characteristics $(\Sigma, 1, 1, \{\lambda_i\}_i, \lambda_r, \{R_i\}_i)$ where

$$\lambda_i(x, v) = \frac{1}{2}(\langle \nabla_x \Phi(x), v - R_n v \rangle_H)^+.$$ \hspace{1cm} (43)

Here $R_i$ is a linear operator on $\mathcal{H}$, with $R_i^2 = 1, \|R_i v\| = \|v\|$ for any $v \in \mathcal{H}$, satisfies (41) and

$$\sum_{n=1}^\infty \|(1 - R_n)v\|^2 = 4\|v\|^2.$$ \hspace{1cm} (44)

In this setting the generator acts on smooth functions by

$$Lf(x, v) = \langle v, \nabla_x f(x, v) \rangle_H - \langle x, \nabla_v f(x, v) \rangle_H + \lambda_r \int_{\mathcal{H}} [f(x, w) - f(x, v)]\nu_0(dw)$$

$$+ \sum_{n=1}^\infty \lambda_n(x, v)[f(x, R_n v) - f(x, v)].$$ \hspace{1cm} (45)

Observe that here $\lambda$ is the canonical rate, that is there is no $\gamma_i$ terms, this is to simplify the exposition however the same results hold for any bounded function $\gamma_i$ with $\gamma(x, R_i(v)) = \gamma_i(x, v)$.

Lemma 5.1. Suppose that $\Phi$ satisfies Assumption 4.4. Let $(X_t, V_t)$ be the Boomerang Sampler with characteristics $(\Sigma, 1, 1, \{\lambda_i\}_i, \lambda_r, \{R_i\}_i)$ where $\lambda_i$ are given by (43), and let $R_i$ satisfy the above conditions. Then Hypothesis 4.16 holds, hence $(X_t, V_t)$ is well-defined.

In this section we aim to show the set $\mathcal{FC}_c^\infty(\mathcal{H} \times \mathcal{H})$ is a core for the generator $L$ as given by (45). The proof that $\mathcal{FC}_c^\infty(\mathcal{H} \times \mathcal{H})$ is a core is split into 4 steps:

- **Step 1:** We consider a PDMP $(\tilde{X}_t, V_t)$ with smooth intensities and no refreshments i.e. $(\tilde{X}_t, V_t)$ is a Boomerang Sampler with characteristics $(\Sigma, 1, 1, \{\tilde{\lambda}_i\}_i, 0, \{R_i\}_i)$ where

  $\tilde{\lambda}_n(x, v) = -\log(\phi(\exp(-\langle \nabla_x \Psi(x), v - R_n v \rangle_H)))$,

  $\phi(r) = r(1 + r)^{-1}$.

  (46)
It is a simple calculation to verify that Hypothesis 4.12 is satisfied so we have that \((\tilde{X}_t, \tilde{V}_t)\) admits a strongly continuous semigroup \(\tilde{P}_t\) on the space \(C_0(\mathcal{H} \times \mathcal{H})\) and with generator given by \((\tilde{\mathcal{L}}, D(\tilde{\mathcal{L}}))\). Moreover for sufficiently smooth \(f \in D(\tilde{\mathcal{L}})\) we have

\[
\tilde{\mathcal{L}} f(x, v) = L_x f(x, v) + \sum_{n=1}^{\infty} \tilde{X}_n(x, v)[f(x, R_n v) - f(x, v)].
\]  

(47)

This choice of \(\tilde{\lambda}_n\) is motivated by [3] where they use an analogous choice to obtain a smooth and strictly positive intensity for a finite dimensional ZSZ. The advantage of working with \((\tilde{X}_t, \tilde{V}_t)\) is that the semigroup is differentiable since the intensity is differentiable, and as there are no refreshments the process remains on a sphere in \(\mathcal{H} \times \mathcal{H}\). For this PDMP we prove that the set

\[
\mathcal{C} = \{ f \in C^1_b(\mathcal{H} \times \mathcal{H}) : \exists r > 0 \text{ with supp}(f) \subseteq B_r \}
\]

is a core for \(\tilde{\mathcal{L}}\), see Theorem 5.5.

- **Step 2:** We show that \(\mathcal{C}\) is a core for \((\tilde{\mathcal{L}}, D(\tilde{\mathcal{L}}))\) we also have that \(\mathcal{C}\) is a core for \((\mathcal{L}, D(\mathcal{L}))\). This is proven in Corollary 5.3 and the proof follows from showing that the difference between \(\tilde{\mathcal{L}}\) and \(\mathcal{L}\) is a bounded operator.

- **Step 3:** Prove that \(\mu\) is an invariant measure for \((X_t, V_t)\) and that we can extend \(P_t\) to a strongly continuous semigroup (which as an abuse of notation we still denote as \(P_t\)) on \(L^2\), and we denote its generator by \((\mathcal{L}, D(\mathcal{L}))\).

- **Step 4:** We show that \(FC^\infty(\mathcal{H} \times \mathcal{H})\) is a core for \((\mathcal{L}, D(\mathcal{L}))\).

**Theorem 5.2.** Let \(\{\tilde{P}_t\}\) be the semigroup corresponding to the generator \(\{\mathcal{L}\}\), assume that \(\Phi\) satisfies Assumption 4.1 and that \(\phi\) is twice continuously differentiable with \(\nabla^2 \Phi\) bounded on bounded sets. For any \(f \in C^1_b(\mathcal{H} \times \mathcal{H})\) with \(\text{supp}(f) \subseteq B_r\) for some \(r > 0\) then there exists a constant \(C(r)\) which depends on \(r\) such that

\[
\|\nabla \tilde{P}_t f\|_\infty \leq \|\nabla f\|_\infty + \|f\|_\infty C(r)t^{1/2}.
\]

(49)

Moreover, \(\mathcal{C}\) is a core for \((\tilde{\mathcal{L}}, D(\tilde{\mathcal{L}}))\).

**Proof of Theorem 5.2** First we show that (49) holds. Fix \(f \in \mathcal{C}\). In order to prove that \(\tilde{P}_t f\) is differentiable we will condition on the number of jumps. We can then express the law of \((X_t, V_t)\) to be able to differentiate the intensity rate \(\lambda_i\) and the reflection operator \(R_i\). For this reason we replaced \(\lambda_i\) with the differentiable rate \(\tilde{\lambda}_i\). Since \(R_i\) and \(X\) are linear operators we have that \((x, v) \rightarrow R_i v\) and \((x, v) \rightarrow \phi_i(x, v)\) are both differentiable. Define the operator \(B_i\) to be the reflection operation and \(B_i'\) as the derivative of \(B_i\), that is,

\[
B_i g(t, x, v) = g(t, x, R_i v)
\]

\[
B_i' = \begin{pmatrix} 1 & 0 \\ 0 & R_i \end{pmatrix}.
\]

Recall we denote by \(T_i\) the \(i\)-th event time. We shall set \(J_i = n\) if at \(T_i\) the velocity changes according to \(R_n\). Note that the probability of more than one event occurs at some time \(T_i\) is zero so we don’t allow this event to occur. Define the processes \(\xi_i, C_i\) by

\[
\xi_i = \sum_{m=1}^{N_i} C_{T_m} \nabla \log (\lambda_{J_m}) (X_{T_m}, V_{T_m}) - \sum_{i=1}^{\infty} \left( \int_0^t C_s \nabla_x \tilde{\lambda}_i (X_s, V_s) ds \right)
\]

(50)

\[
C_i = \nabla \phi T_i (x, v) B_i' \cdots \nabla \phi T_{N_{i-1}} - T_{N_{i-1}} (X_{T_{N_{i-1}}}, V_{T_{N_{i-1}}}) B_{J_{N_{i}}} \nabla \phi - T_{N_{i}} (X_{T_{N_{i}}}, V_{T_{N_{i}}})
\]

(51)
and note that \( C_t \) is a random orthogonal matrix. Note here if \( t < T_1 \) then we set \( C_t = \nabla \varphi_t(x, v) \).

With this notation we can write the derivative of the semigroup as

\[
\nabla \tilde{P}_t f(x, v) = \mathbb{E}[C_t \nabla f(X_t, V_t)] + \mathbb{E}[\xi_t f(X_t, V_t)].
\]

(52)

The proof of (52) is deferred to Proposition 8.1. Observe that since \( C_t \) is an orthogonal matrix we can bound the first term by the supremum-norm of \( \nabla f \). Therefore to show it remains to find a bound for \( \xi_t \), i.e. it suffices to show

\[
\sup_{x, v \in B_r} \mathbb{E} \left[ \|\xi_t\|^2_{\mathcal{H} \times \mathcal{H}} \right] \leq C(r)^2 t
\]

where \( r > 0 \) is such that \( \text{supp}(f) \subseteq B_r \). The proof of this bound is deferred to Proposition 8.2.

In order to prove \( \mathcal{C} \) is a core for \((\tilde{\mathcal{L}}, D(\tilde{\mathcal{L}}))\) it is sufficient to show that the semigroup \( \tilde{P}_t \) preserves \( \mathcal{C} \) then by [21, Proposition 3.3] we have that \( \mathcal{C} \) is a core for \( \tilde{\mathcal{L}} \). We have that \( \tilde{P}_t \) preserves \( C_b(\mathcal{H} \times \mathcal{H}) \) by Lemma 2.5, and since there are no refreshments the process preserves the norm \( \|\cdot\|_{\mathcal{H}} \) hence the semigroup also preserves the property of having bounded support. It remains to show that \( \tilde{P}_t f \in C^1_b(\mathcal{H} \times \mathcal{H}) \) for any \( f \in \mathcal{C} \). From [52], \( C_t \) is orthogonal, the support of \( f \) is contained in \( B_r \), and Cauchy Schwartz we have

\[
\|\nabla \tilde{P}_t f\|_{\infty} \leq \|\nabla f\|_{\infty} + \|f\|_{\infty} \sup_{x, v \in B_r} \mathbb{E}_{x, v} \left[ \|\xi_t\|^2_{\mathcal{H} \times \mathcal{H}} \right]^{\frac{1}{2}} \leq \|\nabla f\|_{\infty} + \|f\|_{\infty} C(r)t^{\frac{1}{2}}.
\]

Therefore \( \mathcal{C} \) is a core for \((\tilde{\mathcal{L}}, D_{C_0})\).

Corollary 5.3. Suppose the assumptions of Theorem 5.2 hold. Then \( \mathcal{C} \) is a core for \((\mathcal{L}, D_{C_0})\).

Proof. Note that

\[
(\tilde{\mathcal{L}} - \mathcal{L}) f(x, v) = \lambda_i \int_{\mathcal{H}} [f(x, w) - f(x, v)] \nu_0(dw) + \sum_{i=1}^{\infty} (\tilde{\lambda}_i (x, v) - \lambda_i (x, v)) [f(x, R_i v) - f(x, v)].
\]

Observe that \((\tilde{\mathcal{L}} - \mathcal{L}) f\) corresponds to a Boomerang Sampler with characteristics \((\Sigma, 0, 0, \{\tilde{\lambda}_i - \lambda_i\}_i, 0, \{R_i\}_i)\) and hence corresponds to a strongly continuous contraction semigroup, in particular by the Hille-Yosida theorem \( \tilde{\mathcal{L}} - \mathcal{L} \) is dissipative. Now since \( \tilde{\mathcal{L}} - \mathcal{L} \) is a bounded and dissipative operator, by [21, Theorem 2.7] we have that \((\tilde{\mathcal{L}}, D_{C_0})\) generates a contraction semigroup. Since \( \mathcal{C} \subseteq D(\tilde{\mathcal{L}}) \) is a core for \((\tilde{\mathcal{L}}, D(\tilde{\mathcal{L}}))\) and \( \mathcal{C} \subseteq D_{C_0} \) then using that \( \mathcal{L} \) is closed we see that \( D(\tilde{\mathcal{L}}) \subseteq D(\mathcal{L}) \). Therefore the semigroup generated by \((\tilde{\mathcal{L}}, D_{C_0})\) is an extension of the semigroup generated by \((\tilde{\mathcal{L}}, D(\tilde{\mathcal{L}}))\) and therefore must coincide and in particular we have \( D(\mathcal{L}) = D(\tilde{\mathcal{L}}) \). Therefore we have that \( \mathcal{C} \) is a core for \((\tilde{\mathcal{L}}, D_{C_0})\).

Corollary 5.4. Suppose that the assumptions of Theorem 5.2 hold, the assumptions of Theorem 3.1 hold then \( \mu \) is an invariant measure for \( P_t \). Moreover, there is an extension of \( P_t \) to \( L^2_{\mu} \) which is strongly continuous and has generator given by \((\mathcal{L}, D_{L^2_{\mu}})\).

Proof of Corollary 5.4. By Proposition 4.16 if Hypothesis 4.13 holds then (13) for all \( f \in D_{C_0} \cap D(L_X) \), therefore it is remains to show that \((X_t, V_t)\) satisfies Hypothesis 4.13 and that \( \mathcal{C} \subseteq D(L_X) \). Hypothesis 4.13 is verified in Lemma 5.1. To see that \( \mathcal{C} \subseteq D(L_X) \), fix \( f \in \mathcal{C} \) and observe that by Taylor’s theorem for any \( t > 0 \) there exists some \( s \in (0, t) \)

\[
\frac{1}{t} (f(e^{sX}x) - f(x)) = \frac{\partial}{\partial t} f(e^{sX}x) |_{t=s} - L_X f(x) = \langle X(e^{sX}x), \nabla f(e^{sX}x) \rangle - \langle X(x), \nabla f(x) \rangle.
\]

Note that the right hand side is bounded and converges to zero as \( t \to 0 \) therefore by the dominated convergence theorem

\[
\lim_{t \to 0} \frac{1}{t} (f(e^{tX}x) - f(x)) - L_X f(x) \|_{L^2_{\mu_0}} = 0.
\]

Hence \( \mu \) is an invariant measure for \( P_t \).
To see that \( \mathcal{P}_t \) extends to a \( C_0 \)-semigroup on \( L^2_\mu \) follows from the proof of [13, Theorem 5.8]. The only difference is that [13, Theorem 5.8] is stated for semigroups defined on \( C_0(\mathcal{H} \times \mathcal{H}) \) However it is clear that the proof still holds for semigroups defined on \( C_0(\mathcal{H} \times \mathcal{H}) \) provided \( C_0(\mathcal{H} \times \mathcal{H}) \) is dense in \( L^2_\mu \). We show that \( C_0(\mathcal{H} \times \mathcal{H}) \) by showing that \( \mathscr{C} \subseteq D_{C_0} \). Fix \( f \in \mathscr{C} \) then by Theorem 2.7 we have

\[
\mathcal{P}_t f(x,v) - f(x,v) = \int_0^t \mathcal{P}_s \mathcal{L} f(x,v) ds.
\]

Therefore to show that \( \mathcal{P}_t f - f \) converges to zero as \( t \to 0 \) it remains to show \( \mathcal{L} f(x,v) \) is bounded uniformly in \( (x,v) \). Let \( K > 0 \) be such that \( \text{supp}(f) \subseteq B_K \) then

\[
\| \mathcal{L} f \|_\infty \leq 2K \| \nabla f \|_\infty + 2\lambda_t \| f \|_\infty + 2\| f \|_\infty \sup_{(x,v) \in B_K} \sum_{n=1}^{\infty} \lambda_n(x,v).
\]

By Hypothesis [11,2] which holds by Lemma 5.1 we have that \( \sum \lambda_n \) is bounded on \( B_K \) so we have that \( \| \mathcal{L} f \|_\infty < \infty \). Therefore \( \mathscr{C} \subseteq C_0(\mathcal{H} \times \mathcal{H}) \). Since \( \mathscr{C} \) is dense in \( L^2_\mu \) we have that \( C_0(\mathcal{H} \times \mathcal{H}) \) is dense in \( L^2_\mu \). As \( \{ \mathcal{P}_t \}_{t \geq 0} \) is strongly continuous on \( L^2_\mu \) it has a generator given by \( (\mathcal{L},D_{L^2_\mu}) \) which is an extension of \( (\mathcal{L},D_{C_0}) \). \( \square \)

**Theorem 5.5.** Suppose that the assumptions of Corollary 5.4 hold then \( FC^\infty_c(\mathcal{H} \times \mathcal{H}) \) is a core for \( (\mathcal{L},D_{L^2_\mu}) \).

**Proof of Theorem 5.5.** Note that \( FC^\infty_c(\mathcal{H}) \) and \( FC^\infty_c \) are both dense in \( L^2_\mu \) (and \( L^4_\mu \)), see [24, Lemma 2.2].

\[
e^{tL_X} f(x,v) = f(\varphi_t(x,v))
\]

Since \( e^{tL_X} \) preserves the set \( FC^\infty_c(\mathcal{H} \times \mathcal{H}) \) we have by [21, Proposition 3.3] that this set is a core for \( L_X \).

Fix \( f \in \mathscr{C} \), it is immediate to check that \( f \in D_{L^4_{\mu_0}}(L_X) \) so there exists \( f_n \in FC^\infty_c(\mathcal{H} \times \mathcal{H}) \) such that \( f_n \to f \) and \( L_X f_n \to L_X f \) in \( L^4_{\mu_0} \). As \( \Phi \) is bounded from below we also have that \( f_n \to f \) and \( L_X f_n \to L_X f \) in \( L^2_\mu \) and that \( f_n \to f \) in \( L^2_{\mu_0} \). Now

\[
\| \mathcal{L} f - \mathcal{L} f_n \|_{L^2_\mu} \leq \| L_X f - L_X f_n \|_{L^2_\mu} + \sum_{i=1}^{\infty} \lambda_i (f(\cdot, R_i) - f_n(\cdot, R_i)) \|_{L^2_\mu} + 2\lambda_t \| f - f_n \|_{L^2_\mu}.
\]

Using Cauchy-Schwartz, and that \( \mu_0 \) is invariant under \( R_i \), we can bound this by

\[
\| \mathcal{L} f - \mathcal{L} f_n \|_{L^2_\mu} \leq \| L_X f - L_X f_n \|_{L^2_{\mu_0}} + 2\sum_{i=1}^{\infty} \lambda_i 2^{-i} \| f - f_n \|_{L^2_{\mu_0}} + 2\lambda_t \| f - f_n \|_{L^2_\mu}.
\]

Note here \( \lambda \in L^4_\mu \) by [93]. Letting \( n \) tend to \( \infty \) we have that \( L_X f_n \to L_X f \) in \( L^2_\mu \). That is the closure \( FC^\infty_c(\mathcal{H} \times \mathcal{H}) \) of \( FC^\infty_c(\mathcal{H} \times \mathcal{H}) \) in the graph norm of \( \mathcal{L} \) with respect to the \( L^2_\mu \) topology contains \( \mathscr{C} \).

Now \( \mathscr{C} \) is a core for \( (\mathcal{L},D_{C_0}) \) and since convergence with the supremum norm implies convergence in \( L^2_\mu \)-norm we have that \( D_{C_0} \subseteq \overline{FC^\infty_c(\mathcal{H} \times \mathcal{H})} \). Again by [21, Proposition 3.3] we have that \( D_{C_0} \) is a core for \( (\mathcal{L},D_{L^2_\mu}) \) and hence \( FC^\infty_c(\mathcal{H} \times \mathcal{H}) \) is a core for \( (\mathcal{L},D_{L^2_\mu}) \). \( \square \)

6. **Exponential convergence to equilibria**

In this section we will employ the strategy of [2] to give conditions under which we have exponential convergence to equilibria. Let \((X_i,V_i)\) be the Boomerang Sampler with characteristics \((\Sigma,1,1,\{\lambda_i\}_i,\gamma_i,\{R_i\}_i)\) where \(\lambda_i\) are given by [43], and let \(R_i\) satisfy the following conditions.


Hypothesis 6.1. Suppose $R_i$ is a linear operator on $\mathcal{H}$, with $R_i^2 = 1, \|R_i v\| = \|v\|$ for any $v \in \mathcal{H}$, satisfies (41) and (44). Moreover suppose that for any $v \in \mathcal{H}$

$$
\sum_{n=1}^{\infty} (1 - R_n) v = 2v, \tag{55}
$$

$$
\frac{1}{4} \sum_{n=1}^{\infty} (1 - R_n)^* \Sigma (1 - R_n) = \Sigma, \tag{56}
$$

$$(1 - R_n)^* \Sigma (1 - R_m) = 0 \text{ for } m \neq n, \tag{57}
$$

Here $(1 - R_n)^*$ denotes the adjoint of $(1 - R_n)$ as a linear operator from $\mathcal{H}$ to $\mathcal{H}$.

For simplicity we have canonical rates, that is we have set $\gamma_i = 0$ where $\gamma_i$ is as in Section 4.3.3 and 4.3.4. Note that if $\Phi$ satisfies Assumption 4.1 then Hypothesis 4.15 is satisfied and hence Hypothesis 4.12 also, see Lemma 5.1.

Example 6.1 (Pure Reflection Boomerang Sampler). We can express the Pure Reflection Boomerang Sampler in the above notation by setting $R_1 = -1, R_n = 1$ for any $n > 1$. \hfill $\Box$

Example 6.2 (Factorised Boomerang Sampler). Alternatively we can also express the Factorised Boomerang Sampler by taking $R_n v = v - 2(\nu, e_n)\mathcal{H} e_n$. Indeed in this case (57) follows immediately as $e_n, e_m$ are orthogonal for $n \neq m$ and diagonalise $\Sigma$, moreover we have

$$(1 - R_n)^* \Sigma (1 - R_m) = 4v_n \gamma_n^2 e_n \delta_{n,m}.
$$

Taking $n = m$ and summing over $n$ gives

$$
\sum_{n=1}^{\infty} (1 - R_n)^* \Sigma (1 - R_n) v = 4 \sum_{n=1}^{\infty} v_n e_n \gamma_n^2 = 4 \Sigma v.
$$

Finally checking (55)

$$
\sum_{n=1}^{\infty} (1 - R_n) v = 2 \sum_{n=1}^{\infty} v_n e_n = 2v.
$$

The conditions we will require for exponential convergence can be expressed in terms of the second order differential operator defined on smooth functions $g : \mathcal{H} \to \mathbb{R}$ by

$$
\mathcal{A} g(x) = \text{Tr} (\Sigma \nabla^2 x g(x)) - \langle x, \nabla x g(x) \rangle_{\mathcal{H}} - \langle \nabla x \Phi(x), \Sigma \nabla x g(x) \rangle_{\mathcal{H}}. \tag{58}
$$

Note that this is an operator only on the $x$ variable.

Theorem 6.2. Let $\mathcal{P}_t$ be the semigroup corresponding to the Boomerang Sampler which is described by the generator (45). Assume that Assumption 4.7 is satisfied, and that $\Phi$ is twice continuously differentiable with bounded Hessian, and there exist $c_2 \geq 0, c_1 > 0$ such that

$$
|\mathcal{A} \Phi(x)| \leq c_2 - c_1 \|\Sigma^{\frac{1}{2}} \nabla x \Phi(x)\|_{\mathcal{H}}^2. \tag{59}
$$

Also assume that $e^{-\Phi} \in L^1(\mu_0)$ where $\mu_0 = \nu_0 = \mathcal{N}(0, \Sigma)$, and set $\pi$ to be the measure defined by (1) and $\mu = \pi \times \nu_0$. Then there exist constants $C, \kappa > 0$ such that

$$
\|\mathcal{P}_t f - \mu(f)\|_{L^2_{\mu}} \leq C e^{-\kappa t} \|f - \mu(f)\|_{L^2_{\mu}} \tag{60}
$$

for all $f \in L^2_{\mu}$.

Corollary 6.3. Let $\Phi$ be a twice continuously differentiable function satisfying Assumption 4.1 has bounded Hessian and is such that $\langle \nabla \Phi(x), x \rangle \geq C$ for some $C \in \mathbb{R}$. Then $\Phi$ satisfies the assumptions of Theorem 6.2. In particular, this is satisfied if $\Phi$ is convex, bounded from below and has bounded Hessian.
Proof of Corollary 6.3. To show that (59) holds, observe that
\[ A\Phi(x) = \text{Tr}(\Sigma \nabla^2_x \Phi(x)) - \langle x, \nabla_x \Phi(x) \rangle_H - \langle \nabla_x \Phi(x), \Sigma \nabla_x \Phi(x) \rangle_H. \]

since \( \Phi \) has bounded Hessian we have that \( \text{Tr}(\Sigma \nabla^2_x \Phi(x)) \) is bounded so it is sufficient that \( \langle x, \nabla_x \Phi(x) \rangle_H \geq C \) for some \( C \in \mathbb{R} \). We now show this holds if \( \Phi \) is convex, and bounded from below. Fix \( x \in \mathcal{H} \), by Taylor’s theorem there exists \( z(x) \) such that
\[ \Phi(0) = \Phi(x) - \langle \nabla_x \Phi(x), x \rangle_H + \frac{1}{2} \langle \nabla^2_x \Phi(z(x)) x, x \rangle_H. \]

Using that \( \Phi \) is convex
\[ \Phi(0) \geq \Phi(x) - \langle \nabla_x \Phi(x), x \rangle_H. \]

Finally rearranging we have
\[ \langle \nabla_x \Phi(x), x \rangle_H \geq \Phi(x) - \Phi(0) \]
which is bounded from below as \( \Phi \) is bounded from below. \( \square \)

Example 6.3. Fix \( T > 0 \) and consider the one-dimensional SDE with initial and terminal condition
\[
\begin{aligned}
    dY_t &= b(Y_t)dt + dW_t, \quad t \in (0,T) \\
    Y_0 &= Y_T = 0.
\end{aligned}
\] (61)

Here \( W_t \) is a one-dimensional Brownian motion, \( b : \mathbb{R} \to \mathbb{R} \) is a smooth function and \( \sigma \) is some positive constant. We shall assume that \( b \in C^3_0(\mathbb{R}) \), i.e. that \( b \) is bounded and has bounded first and second order derivatives. Denote by \( \pi \) the law of \( Y \) defined on the space \( L^2([0,T]) \), the aim is to sample from \( \pi \). We shall do so by using a Girsanov transformation to write the measure \( \pi \) as a Radon-Nikodym derivative of the measure \( \pi_0 \), where \( \pi_0 \) is the law of the one-dimensional Brownian Bridge on \([0,T]\). Set \( \mathcal{H} = L^2([0,T]) \) and define the operator
\[
\begin{aligned}
    Ax(\xi) &= \frac{1}{2} x''(\xi), \\
    D(A) &= H^2(0,1) \cap H^1_0(0,1),
\end{aligned}
\] (62)

where \( H^k \) are the usual Sobolev spaces and
\[ H^1_0(0,T) = \{ x \in H^1(0,T) : x(0) = x(T) = 0 \}. \]

Let \( X_t \) be a one-dimensional Brownian bridge, then set
\[ \mathcal{E}_t = \exp \left( \int_0^t b(X_s) dX_s - \frac{1}{2} \int_0^t b(X_s)^2 ds \right). \]

By Girsanov’s theorem the process
\[ W_t := X_t - \int_0^t b(X_s)ds \]
is a Brownian motion under \( \pi \) where \( \frac{d\pi}{d\pi_0} = \mathcal{E}_T \). Note that by rearranging we have that \( X_t \) solves (61) under \( \pi \). Now let \( B = \int_0^t b(y)dy \), then by Itô’s formula we have
\[ B(X_T) - B(X_0) - \frac{1}{2} \int_0^T b'(X_s)ds = \int_0^T b(X_s)dX_s. \]

Recall that \( X_T = X_0 = 0 \) so we can now write \( \mathcal{E}_T \) as
\[ \mathcal{E}_T = \exp \left( -\frac{1}{2} \int_0^T b'(X_s)ds - \frac{1}{2} \int_0^t b(X_s)^2 ds \right). \]
Therefore we have that
\[
\frac{d\pi}{d\pi_0}(x) = \exp(-\Phi(x))
\]
\[
\Phi(x) = \frac{1}{2} \int_0^T b'(X_s)ds + \frac{1}{2} \int_0^T b(X_s)^2 ds.
\]
Note that \(\Phi\) is smooth and
\[
\nabla_x \Phi(x)(t) = \frac{1}{2} b''(x_t) + b(x_t)b'(x_t)
\]
\[
\nabla^2_x \Phi(x)(t) = \frac{1}{2} b'''(x_t) + b(x_t)b''(x_t) + 2b'(x_t)^2.
\]
As \(b \in C^4_0(\mathbb{R})\) we have that \(\Phi\) is bounded with bounded first and second order derivatives, therefore by Remark 6.10 below all the assumptions of Theorem 6.2 are satisfied so the Boomerang Sampler converges exponentially in the sense of [60].

To keep calculations short we are only working in 1-d, but similar arguments can be applied in higher dimensions. In [8 Equation 1.5] it is shown that if we consider the SDE
\[
dX_t = f(X_t)dt + BdW_t
\]
where \(f = -BB^T \nabla_x V\) then the corresponding \(\Phi\) is given by
\[
\Phi(x) = \int_0^t \frac{1}{2} |B^{-1}f(x_t)|^2 + \frac{1}{2} (\nabla_x \cdot f)(x_t)dt.
\]
\[\square\]

6.1. Hypocoercivity. We shall prove Theorem 6.2 by applying the Abstract Hypocoercivity Theorem introduced in [16]. We shall use the formulation from [19] which has been developed for infinite dimensional stochastic differential equations.

**Assumption 6.4.** (D1) Set \(H = L^2_{\mu}\) and let \((L, D(L))\) be a linear operator on \(H\) generating a \(C_0\)-semigroup \(\{P_t\}_{t \geq 0}\). Where \(\{P_t\}_{t \geq 0}\) is conservative, i.e. \(P_t 1 = 1\) for all \(t \geq 0\) and has invariant measure \(\mu\).

(D2) Let \(\mathcal{C} \subseteq D(L)\) be a dense subspace of \(H\) which is a core for the operator \((L, D(L))\).

(D3) Let \((S, D(S))\) be symmetric and let \((A, D(A))\) be a closed and antisymmetric operator on \(H\) such that \(\mathcal{C} \subseteq D(S) \cap D(A)\) as well as \(L|_{\mathcal{C}} = S - A\).

(D4) Let \(\Pi : H \rightarrow H\) be an orthogonal projection which satisfies \(\Pi(H) \subseteq D(S), \Pi \Pi = 0\) as well as \(\Pi(\mathcal{C}) \subseteq D(A), A \Pi(\mathcal{C}) \subseteq D(A)\).

**Assumption 6.5.** (H1) Assume that \(\Pi A \Pi \mathcal{C} = 0\).

(H2) There exists \(\lambda_m > 0\) such that
\[-(Sf, f)_H \geq \lambda_m \|(1 - \Pi)f\|^2\] for all \(f \in \mathcal{C}\).

(H3) Define \(G = \Pi A^2 \Pi\) on \(\mathcal{C}\). Assume that \((G, D)\) is essentially self-adjoint on \(H\) and assume that there exists \(\lambda_M\) such that
\[\|A \Pi f\|^2_H \geq \lambda_M \|\Pi f\|^2_H\] for all \(f \in \mathcal{C}\).

(H4) Define \(B\) to be the unique extension to a bounded linear operator on \(H\) of the operator \((B, D((A \Pi)^*)\) where
\[B = (I + (A \Pi)^*(A \Pi))^{-1}(A \Pi)^*\] on \(D((A \Pi)^*)\).
Assume that the operators \((BS, \mathcal{C})\) and \((BA(1 - \Pi), \mathcal{C})\) are bounded and there exist constants \(c_1, c_2 < \infty\) such that for all \(f \in \mathcal{C}\)
\[\|BSf\|_H \leq c_1 \|(1 - \Pi)f\|_H, \quad \text{and} \quad \|BA(1 - \Pi)f\|_H \leq c_2 \|(1 - \Pi)f\|_H.\]
Theorem 6.6. Assume that Assumption 6.4 and 6.5 holds. Then there exist positive constants \( C, \kappa > 0 \) such that for any function \( f \in L^2_\mu \), and \( t \geq 0 \),
\[
\|P_t f - \mu(f)\|_\mathcal{X} \leq C e^{-\kappa t}\|f - \mu(f)\|_\mathcal{X}
\]
where \( \mu(f) = \int f \, d\mu \).

Then Theorem 6.2 follows from Theorem 6.6 once we verify these conditions for the Boomerang Sampler. Before we verify these conditions we state the following lemma which is quoted from [10] Lemma 1.

Lemma 6.7. For the Gaussian measure \( \nu_0 \) and \( v_1, v_2, v_3, v_4 \in \mathcal{H} \) we have that
\[
\int_{\mathcal{H}} \langle u, v_1 \rangle_{\mathcal{H}} \langle u, v_2 \rangle_{\mathcal{H}} \nu_0(du) = \langle \Sigma v_1, v_2 \rangle_{\mathcal{H}},
\]
\[
\int_{\mathcal{H}} \langle u, v_1 \rangle_{\mathcal{H}} \langle u, v_2 \rangle_{\mathcal{H}} \langle u, v_3 \rangle_{\mathcal{H}} \nu_0(du) = \langle \Sigma v_1, v_2 \rangle_{\mathcal{H}} \langle \Sigma v_3, v_4 \rangle_{\mathcal{H}}
\]
\[
+ \langle \Sigma v_1, v_3 \rangle_{\mathcal{H}} \langle \Sigma v_2, v_4 \rangle_{\mathcal{H}} + \langle \Sigma v_1, v_4 \rangle_{\mathcal{H}} \langle \Sigma v_2, v_3 \rangle_{\mathcal{H}}.
\]

Proof of Theorem 6.2. To simplify notation we will only consider \( f \) such that \( \mu(f) = 0 \), the result then follows by setting \( \tilde{f} = f - \mu(f) \). Let us first consider Assumption 6.4, note that [D1] is immediate, and [D2] follows from Theorem 5.5.

Define \((S, D(S))\) and \((A, D(A))\) as the closure of the operators \((S, \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H}))\), \((A, \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H}))\) where
\[
Sf(x, v) := \frac{1}{2}(\mathcal{L} + \mathcal{L}^*)f(x, v) = \sum_{n=1}^\infty \lambda_n^0(x, v)[f(x, R_n v) - f(x, v)] + L_t f(x, v), \quad f \in \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H})
\]
(63)
\[
Af(x, v) := \frac{1}{2}(\mathcal{L} - \mathcal{L}^*)f(x, v) = L_X f(x, v) + \sum_{n=1}^\infty \lambda_n^0(x, v)[f(x, R_n v) - f(x, v)], \quad f \in \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H}).
\]
(64)

Here
\[
\lambda_n^0(x, v) = \frac{1}{2}(\lambda_n(x, v) + \lambda_n(x, R_n v)) = \frac{1}{4}|(\nabla_x \Phi(x), v - R_n v)_{\mathcal{H}}| + \gamma_n(x, v),
\]
(65)
\[
\lambda_n^0(x, v) = \frac{1}{2}(\lambda_n(x, v) - \lambda_n(x, R_n v)) = \frac{1}{4}(\nabla_x \Phi(x), v - R_n v)_{\mathcal{H}}.
\]
(66)

For \( f \in L^2_\mu \) set
\[
\Pi(f)(x) = \int_{\mathcal{H}} f(x, v) \nu_0(dv).
\]
(67)

Note that since \((S, \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H}))\) and \((A, \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H}))\) are the restriction of the operators \((S^*, D(S^*))\) and \((-A^*, D(A^*))\) to the set \(\mathcal{F}C_b^\infty(\mathcal{H}\times\mathcal{H})\) which is dense we have that \((S, \mathcal{F}C_b^\infty(\mathcal{H}\times\mathcal{H}))\) and \((A, \mathcal{F}C_b^\infty(\mathcal{H}\times\mathcal{H}))\) are closable. It is immediate to verify that \(\Pi\) is an orthogonal projection on \(L^2_\mu\) therefore all of these operators are well-defined and we have that [D3] is satisfied.

Let us now verify [D4] Fix \( g \in \Pi(L^2_\mu) \) and take \( g_n \in \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H}) \) such that \( g_n \to g \) which exists since \(\mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H})\) is dense in \(L^2_\mu\). Then \(\Pi g_n \in \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H})\), and we have \(S(g_n) = 0\). Since \((S, D(S))\) is closed we have that \(\Pi(L^2_\mu) \subseteq D(S)\) and \(S\Pi = 0\). Fix \( f \in \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H})\) then \(\Pi f \in \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H}) \subseteq D(A)\) and
\[
\mathcal{A}\Pi f = \langle v, \nabla_x \Pi f(x, v) \rangle_{\mathcal{H}}.
\]
(68)

It is straightforward to check that \(\mathcal{A}\Pi f \in \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H})\) and therefore \(\mathcal{A}\Pi \mathcal{F}C_b^\infty(\mathcal{H} \times \mathcal{H}) \subseteq D(A)\).
Let us now verify Assumption [5.5]. Note that Assumption [5.5][H1] is verified immediately. Assumption [6.3][H2] follows from Lemma 6.8 below.

In order to verify Assumption [6.5][H3] we must first derive an expression for the operator $G$. Fix $f \in F C_b^\infty (\mathcal{H} \times \mathcal{H})$ and let $g = \Pi f$ then we by applying $A$ to (68) we have

\begin{align}
(A^2 g)(x, v) &= \langle v, \nabla_x \langle v, \nabla_x g(x) \rangle_\mathcal{H} \rangle_\mathcal{H} - \langle x, \nabla_x g(x) \rangle_\mathcal{H} - \sum_{n=1}^\infty \lambda_n^0 (x, v) \langle (1 - R_n) v, \nabla_x g(x) \rangle_\mathcal{H} \\
&= \langle v, \nabla_x^2 g(x) v \rangle_\mathcal{H} - \langle x, \nabla_x g(x) \rangle_\mathcal{H} - \sum_{n=1}^\infty \lambda_n^0 (x, v) \langle (1 - R_n) v, \nabla_x g(x) \rangle_\mathcal{H}
\end{align}

(69)

Using (66) and Lemma 6.7 we have

\begin{align}
\Pi \lambda_n^0 (x, v) \langle (1 - R_n) v, \nabla_x \Pi f(x) \rangle_\mathcal{H} &= \frac{1}{4} \Pi [\langle \nabla_x \Phi, (1 - R_n) v \rangle_\mathcal{H} \langle (1 - R_n) v, \nabla_x \Pi f(x) \rangle_\mathcal{H}] \\
&= \frac{1}{4} \langle (1 - R_n) \nabla_x \Phi(x), \Pi (1 - R_n) \nabla_x \Pi f(x) \rangle_\mathcal{H}.
\end{align}

(70)

Here we have used that $\Pi$ denotes integration with respect to $\nu_0$ and $\nu_0$ has mean zero and covariance operator $\Sigma$. Summing over $n$ and using (59) we have

\begin{align}
\sum_{n=1}^\infty \Pi \lambda_n^0 (x, v) \langle (1 - R_n) v, \nabla_x \Pi f(x) \rangle_\mathcal{H} &= \langle \nabla_x \Phi(x), \Sigma \nabla_x \Pi f(x) \rangle_\mathcal{H}.
\end{align}

By applying $\Pi$ to the first term in (70) we find

\begin{align}
\Pi \langle v, \nabla_x^2 \Pi f(x) v \rangle_\mathcal{H} = \text{Tr}(\Sigma \nabla_x^2 \Pi f(x)).
\end{align}

Therefore

\begin{align}
\Pi A^2 \Pi f = \text{Tr}(\Sigma \nabla_x^2 \Pi f(x)) - \langle x, \nabla_x \Pi f(x) \rangle_\mathcal{H} - \langle \nabla_x \Phi(x), \Sigma \nabla_x \Pi f(x) \rangle_\mathcal{H}.
\end{align}

Therefore, we have $G f = \Pi T^2 \Pi f = A g$ for any $f \in F C_b^\infty (\mathcal{H} \times \mathcal{H})$.

From [19] Proposition 4 we have that $(G, F C_b^\infty (\mathcal{H}))$ satisfies the Poincaré inequality for all $g \in F C_b^\infty (\mathcal{H})$

\begin{align}
\int_\mathcal{H} (g(x) - \pi(g))^2 \pi(dx) \leq \lambda_1^{-1} \int_\mathcal{H} \langle \Sigma \nabla_x g, \nabla_x g \rangle_\mathcal{H} \pi(dx) = -\langle A g, g \rangle_{L^2_\pi}.
\end{align}

Note that [19] requires that the function $\Phi$ is convex however if $\Phi = \Phi_1 + \Phi_2$ with $\Phi_1$ convex and $\Phi_2$ bounded then the Poincaré inequality still holds, this can be seen by first applying [19] Proposition 4 for $\Phi_1$ and then by the same argument as in [1] Proposition 4.2.7 the Poincaré inequality holds for $\Phi$.

Therefore taking $g = \Pi f$ for $f \in L^2_\mu$ we have that Assumption [6.3][H3] holds.

As explained in [23] Remark 2.17 we can replace Assumption [6.5][H4] with

\begin{align}
\langle B(S - A(1 - \Pi)) f, \Pi f \rangle \leq c_3 \| (1 - \Pi) f \| \| \Pi f \|
\end{align}

(71)

for some constant $c_3 \geq 0$ and for all $f \in F C_b^\infty (\mathcal{H} \times \mathcal{H})$. Therefore it suffices to prove that (71) holds which we defer to Proposition 6.11.

Lemma 6.8. Assume that the assumptions of Theorem 6.2 hold and let $S$ and $\Pi$ be the operators defined by (63) and (67) respectively. Then for any $f \in D(S)$ we have

\begin{align}
-\langle S f, f \rangle_{L^2_\mu} \geq \lambda_0 \| (1 - \Pi) f \|_{L^2_\mu}^2.
\end{align}

In particular, we have that Assumption [6.2][H2] of Theorem 6.6 holds.
**Proposition 6.9.** Let $\mathcal{P}_t$ be the semigroup corresponding to the Boomerang Sampler which is described by the generator \(\mathbf{(15)}\). Assume that $\Phi$ is twice continuously differentiable with bounded Hessian and there exist $c_2 > 0, c_1 > 0$ such that \((59)\) holds. Also assume that $e^{-\Phi} \in L^1(\pi_0)$ where $\pi_0 = \nu_0 = \mathcal{N}(0, \Sigma)$, and set $\pi$ to be the measure defined by $\nu$ and $\mu = \pi \times \nu_0$. Fix $g \in \mathcal{F}C^\infty_b(\mathcal{H})$ and set $h = g - Ag$ then we have

\[
\|\Sigma^{1/2} \nabla_x g\|_{L^2_\mu} \leq \|h\|_{L^2_\mu},
\]

\[
\|\nabla_x \Sigma^{1/2} \nabla_x g\|_{L^2_\mu} \leq \kappa_1 \|h\|_{L^2_\mu},
\]

\[
\left\|\Sigma^{1/2} \nabla_x g, \Sigma^{1/2} \nabla_x \Phi\right\|_{L^2_\mu} \leq \left\|\Sigma^{1/2} \nabla_x g\right\|_{L^2_{(\mathcal{H};\mathcal{H})}} \leq \kappa_2 \|h\|_{L^2_\mu}.
\]

Here $\kappa_1^2 = 2 + c_\Phi$, $-c_\Phi \leq \nabla_x \Phi(x)$ for all $x \in \mathcal{H}$ and $\kappa_2^2 = \frac{4\kappa_1^2}{c_1} + \frac{2c_2}{c_1}$.

We defer the proof of Proposition 6.9 to Section 8.3.

**Remark 6.10.** In the context of Proposition 6.9 if we assume that $\nabla_x \Phi$ is bounded then \((74)\) follows immediately from \((72)\). Therefore we can remove the assumption that \((59)\) holds in Theorem 6.6 if $\nabla_x \Phi$ is bounded.

With these estimates at hand we can show that Assumption 6.6(\(\mathbf{H4}\)) of Theorem 6.6 holds. These are based on [2] Lemma 12 & 13.

**Proposition 6.11.** Let $S, A, \Pi$ be defined by \((63)\), \((64)\) and \((67)\). Define $B$ as in Theorem 6.6. Assume that estimates \((72)\), \((73)\) and \((74)\) hold then we have for all $f \in \mathcal{F}C^\infty_b(\mathcal{H} \times \mathcal{H})$

\[
\langle BSf, \Pi f \rangle_{L^2_\mu} \leq \left(\sqrt{3}\kappa_2 + \frac{1}{\sqrt{2}} \lambda_1\right) \|\Pi f\|_{L^2_\mu} \|f\|_{L^2_\mu}.
\]

\[
\langle BA(1 - \Pi)f, \Pi f \rangle_{L^2_\mu} \leq \sqrt{2}(\kappa_1 + \kappa_2) \|f\|_{L^2_\mu} \|f\|_{L^2_\mu}.
\]

Here $\kappa_2 = \sqrt{\frac{4\kappa_1^2}{c_1} + \frac{2c_2}{c_1}}$ and $\kappa_1$ is defined as in Proposition 6.9.

**Proof of Proposition 6.11.** The proof is deferred to Section 8.3. □
7. Finite Dimensional Approximation

In this section we wish to construct a finite dimensional approximation to the Boomerang Sampler. We shall achieve this by taking a finite dimensional approximation of $\Phi$ and then constructing a Boomerang sampler to sample from this measure. Let us assume we have a potential function $\Phi: \mathcal{H} \rightarrow \mathbb{R}$ continuously differentiable and measures $\pi_0, \nu_0, \pi, \mu_0, \mu$ as in Section 3.

Fix an orthonormal basis, $\{e_i\}_{i=1}^\infty$, of eigenvectors of $\Sigma_x$. Denote by $\text{Proj}_N$ the orthogonal projection onto $\mathcal{H}_N := \text{span}\{e_1, \ldots, e_N\}$, and define

$$\Phi_N(x) = \Phi(\text{Proj}_N(x)).$$

Note that the projection of $\pi_0$ (respectively $\nu_0$) to the space $\mathcal{H}_N$ is still a Gaussian measure as linear transformations preserve Gaussianity and is centered with covariance operator $\Sigma_{x,N} = \text{Proj}_N \circ \Sigma_x$ (resp. $\Sigma_{v,N} = \text{Proj}_N \circ \Sigma_v$). Now we can consider the problem of how to sample from the measure $\mu_N$ defined by

$$\frac{d\mu_N}{d\mu_{0,N}}(dx, dv) = \frac{\exp(-\Phi_N(x))}{\int \exp(-\Phi_N(y))\mu_{0,N}(dy, dw)}$$

where $\mu_{0,N}(dx, dv) = \pi_{0,N}(dx, v_N, N)(dv)$, $\pi_{0,N} = \mathcal{N}(0, \Sigma_{x,N})$ and $\nu_{0,N} = \mathcal{N}(0, \Sigma_{v,N})$. Note that although these measures are supported on the finite dimensional space $\mathcal{H}_N$, we can also view them as measures on $\mathcal{H}^2$.

Let us introduce some more notation for any $x \in \mathcal{H}$ we denote by

$$x^N := \text{Proj}_N x = \sum_{n=1}^N x_n e_n, \quad x_n := \langle x, e_n \rangle,$$

$$x^N_\perp := x - x^N = \sum_{n>N} x_n e_n,$$

and similarly we define $v^N := \text{Proj}_N v, v^N_\perp := v - v^N$.

Let $\{X_t, V_t\}$ denote the Boomerang Sampler whose generator is given by [45]. We shall construct an $N$-dimensional process $\{X^N_t, V^N_t\}_{t \geq 0}$ which takes values in $\mathcal{H}_N \times \mathcal{H}_N$, although this process takes values in the space $\mathcal{H}_N \times \mathcal{H}_N$ it is convenient for the analysis to view it as a process taking values in $\mathcal{H} \times \mathcal{H}$. We first consider two examples before giving a more abstract framework, which is the pure reflection Boomerang Sampler and the Factorised Boomerang Sampler.

Example 7.1. Let $\{X_t, V_t\}_{t \geq 0}$ denote the pure reflection Boomerang Sampler whose generator is given by [45]

$$\mathcal{L}_{PR} f(x, v) = \langle v, \nabla_x f(x, v) \rangle_{\mathcal{H}} - \langle x, \nabla_v f(x, v) \rangle_{\mathcal{H}} + \lambda_t \int_{\mathcal{H}} [f(x, w) - f(x, v)] \nu_0(dw)$$

$$+ (\langle \nabla_x \Phi(x, v) \rangle_{\mathcal{H}})^+ [f(x, -v) - f(x, v)].$$

To construct a finite dimensional approximation we need to specify the deterministic dynamics, the reflections and the refreshments. For the deterministic dynamics act on the first $N$ components in the same way as the full process but leave all other components fixed. Reflections will only reflect the first $N$ components instead of the entire velocity and refreshments will refresh with the measure $\nu_{0,N}$. That is the process $X^N_t, V^N_t$ will have generator given by

$$\mathcal{L}^{N}_{PR} f(x, v) = \langle v^N, \nabla_x f(x, v) \rangle_{\mathcal{H}} - \langle x^N, \nabla_v f(x, v) \rangle_{\mathcal{H}} + \lambda_t \int_{\mathcal{H}} [f(x, w) - f(x, v)] \nu_{0,N}(dw)$$

$$+ (\langle \nabla_x \Phi_N(x, v^N) \rangle_{\mathcal{H}})^+ [f(x, -v^N + v^N_\perp) - f(x, v)].$$

It is immediate to check that Hypothesis 4.15 so this process is well posed and has $\mu_N$ as an invariant measure. △
Example 7.2. Let \( \{X_t, V_t\}_{t \geq 0} \) denote the Factorised Boomerang Sampler whose generator is given by \( (15) \)

\[
\mathcal{L}_F f(x, v) = \langle v, \nabla_x f(x, v) \rangle_H - \langle x, \nabla_v f(x, v) \rangle_H + \lambda_t \int_{H} [f(x, w) - f(x, v)] u_0(dw)
\]

\[+ \sum_{n=1}^{\infty} (\partial_n \Phi(x)v_n)^+ [f(x, R_nv) - f(x, v)].\]

Here \( R_nv = v - 2 \langle v, e_n \rangle_H e_n \). The finite dimensional approximation is constructed analogously to Example 7.1 except for the reflections. In this case the first \( N \) reflections are the same as the Factorised Boomerang, that is the reflection operator \( R_n^N \) changes the sign of the \( n \)-th component for \( n \leq N \). All other reflections are set to the identity, that is we only have \( N \) reflection operators. The process \( X^N_t, V^N_t \) will have generator given by

\[
\mathcal{L}^N_{PR} f(x, v) = \langle v^N, \nabla_x f(x, v) \rangle_H - \langle x^N, \nabla_v f(x, v) \rangle_H + \lambda_t \int_{H} [f(x, w) - f(x, v)] u_{0,N}(dw)
\]

\[+ \sum_{n=1}^{N} (\partial_n \Phi_N(x)v_n)^+ [f(x, R_nv) - f(x, v)].\]

It is immediate to check that Hypothesis 4.15 so this process is well posed and has \( \mu_N \) as an invariant measure. \( \triangle \)

Now we introduce a framework which will allow us to tackle both the situations of Example 7.1 and Example 7.2 simultaneously. Let \( \{X_t, V_t\}_{t \geq 0} \) denote the Boomerang Sampler with generator \( (15) \). We shall assume throughout this section that the assumptions and notation stated at the start of Section 6 hold. Let \( \{X^N_t, V^N_t\}_{t \geq 0} \) be the Boomerang Sampler with characteristics \( \{\Sigma_N, \text{Proj}_N, \lambda^N_t, \lambda_t, \{R^N_n\}_n\} \) which samples from the measure \( \mu_N \) on the space \( H^2 \). Here \( \lambda^N_t \) and \( R^N_n \) are approximations of \( \lambda_t \) and \( R_n \) respectively and we shall require that

\[
\| \sum_{n=1}^{\infty} (\lambda_n - \lambda^N_n) \|_2^2 \leq C(\Phi) \sum_{n>N} \gamma_n^2
\]

\[
\| \sum_{n=1}^{\infty} \lambda_n(x,v) \|_{\mathcal{H}}^2 \leq C \| \Sigma \nabla_x \Phi \|_{L_2}^2 \sum_{n>N} \gamma_n^2.
\]

Moreover we shall assume that \( R^N_n v_n^N = v_n^N \) and that \( \lambda^N_n(x,v) = \lambda^N_n(x^N,v^N) \) so that the process \( \{X^N_t, V^N_t\} \) only changes the first \( N \) components. As in Section 5 Hypothesis 4.13 is satisfied for these choices with respect to potential function \( \Phi \) and by Proposition 4.16 we have that \( \mu_N \) is an invariant measure for this process. Note this process corresponds to the generator

\[
\mathcal{L}_N f(x, v) = \langle v^N, \nabla_x f(x, v) \rangle_H - \langle x^N, \nabla_v f(x, v) \rangle_H + \lambda_t \int_{H} [f(x, w^N + v^N_t) - f(x, v)] u_{0,N}(dw)
\]

\[+ \sum_{n=1}^{\infty} \lambda^N_n(x,v)[f(x, R^N_nv) - f(x, v)].\]

for \( x,v \in H \) and \( f \in D(\mathcal{L}_N) \). Define \( \mathcal{P}^N_t \) as follows

\[
\mathcal{P}^N_t f(x,v) = \mathbb{E}[f(X^N_t,x,v, V^N_t,x,v)]
\]

and recall that \( \mathcal{P}_t \) is the semigroup associated to the process \( \{X_t, V_t\}_{t \geq 0} \).

In order to prove convergence of \( \mathcal{P}^N_t \) to \( \mathcal{P}_t \) in a suitable topology we shall rely on the following estimate.
Lemma 7.1. Let \( \{P_t\} \) be semigroup corresponding to the generator \( \{L_N\} \). Assume that \( \Phi \) is twice continuously differentiable, bounded from below and has bounded Hessian. Let \( \{\mathcal{P}^N_t\}_{t \geq 0} \) be the semigroup defined by \( \mathcal{P}^N_t \) with generator \( L_N \) defined by \( \{\mathcal{L}_N\} \). Then there exists a constant \( C \) which may depend on \( \Phi \) but is independent of \( t \) and \( N \) such that for each \( f \in C^1_b(\mathcal{H}^2), N \in \mathbb{N}, t \geq 0 \) we have

\[
\| (L_N - \mathcal{L}) P^N_t f \|_{L^2_\mu} \leq C (\| \nabla_x f \|_{\infty} + \| \nabla_v f \|_{\infty} + \| f \|_{\infty}) \left( \sum_{i=N+1}^{\infty} \gamma_i^2 \right)^{1/2}.
\]

Proof. To simplify notation let us set \( f^N_t(x, v) = P^N_t f(x, v) \) and notice that as the process \((X^N_t, V^N_t)\) only lives in \( \mathcal{H}^2_N \) and does not depend on \( x^N_1 \) or \( v^N_1 \) we have for \( i > N \)

\[
\begin{align*}
\partial_x f^N_t(x, v) &= \langle \nabla_x f^N_t, e_i \rangle_{\mathcal{H}} = \mathcal{P}^N_t (\partial_x f)(x, v), \\
\partial_v f^N_t(x, v) &= \langle \nabla_v f^N_t, e_i \rangle_{\mathcal{H}} = \mathcal{P}^N_t (\partial_v f)(x, v).
\end{align*}
\]

(81)

(82)

In particular, for \( f \) with bounded derivatives we have the estimates

\[
\| (1 - \text{Proj}_N) \nabla_x f^N_t(x, v) \|_{L^2_\mu(\mathcal{H}^2; \mathcal{H})} \leq \| \nabla_x f \|_{\infty}, \quad \| (1 - \text{Proj}_N) \nabla_v f^N_t(x, v) \|_{L^2_\mu(\mathcal{H}^2; \mathcal{H})} \leq \| \nabla_v f \|_{\infty} \quad (83)
\]

Fix \( g \in C^1_b(\mathcal{H}^2) \) then

\[
| \mathcal{L}g(x, v) - L_N g(x, v) | \leq \| \langle v^{N}_1, \nabla_x g(x, v) \rangle_{\mathcal{H}} + \| \langle x^{N}_1, \nabla_v g(x, v) \rangle_{\mathcal{H}} ||(\ast) + \lambda_t \int_{\mathcal{H}} g(x, w) \nu_0(dw) - \int_{\mathcal{H}} g(x, w^N + v^{N}_1) \nu_0,dw | \quad (\ast\ast)
\]

\[
+ \sum_{n=1}^{\infty} | \lambda_n(x, v) [ g(x, R_n v) - g(x, v) ] - \lambda_n^N(x, v) [ g(x, R^N_n v) - g(x, v) ] | \quad (\ast\ast\ast)
\]

Replacing \( g \) with \( f^N_t \) in \((\ast)-(\ast\ast\ast)\), taking the \( L^2_\mu \)-norm and using the triangle inequality we have

\[
\begin{align*}
\| L f^N_t(x, v) - L_N f^N_t(x, v) \|_{L^2_\mu} &\leq \| \langle v^{N}_1, \nabla_x f^N_t(x, v) \rangle_{\mathcal{H}} \|_{L^2_\mu} + \| \langle x^{N}_1, \nabla_v f^N_t(x, v) \rangle_{\mathcal{H}} \|_{L^2_\mu} \quad (\dagger) \\
+ \lambda_t \left| \int_{\mathcal{H}} f^N_t(x, w) \nu_0(dw) - \int_{\mathcal{H}} f^N_t(x, w^N + v^{N}_1) \nu_0(dw) \right|_{L^2_\mu} \quad (\dagger\dagger) \\
+ \left| \sum_{n=1}^{\infty} \left( \lambda_n(x, v) [ f^N_t(x, R_n v) - f^N_t(x, v) ] - \lambda_n^N(x, v) [ f^N_t(x, R^N_n v) - f^N_t(x, v) ] \right) \right|_{L^2_\mu} \quad (\dagger\dagger\dagger)
\end{align*}
\]

First let us consider \((\dagger)\), by expanding in terms of \( \{e_i\}_{i=1}^{\infty} \) and using \((83)\) we have

\[
\begin{align*}
\| \langle v^{N}_1, \nabla_x f^N_t(x, v) \rangle_{\mathcal{H}} \|_{L^2_\mu}^2 &= \int_{\mathcal{H}^2} \left( \sum_{i=N+1}^{\infty} x_i^2 (\partial_x f^N_{t})^2 \mu(dx, dv) \right) \leq \| \nabla_x f \|_{\infty}^2 \sum_{i=N+1}^{\infty} \gamma_i^2, \quad (84) \\
\| \langle x^{N}_1, \nabla_v f^N_t(x, v) \rangle_{\mathcal{H}} \|_{L^2_\mu}^2 &= \int_{\mathcal{H}^2} \left( \sum_{i=N+1}^{\infty} x_i^2 (\partial_v f^N_{t})^2 \mu(dx, dv) \right) \leq \| \nabla_v f \|_{\infty}^2 \| x^N_1 \|_{L^2_\mu}^2, \quad (85)
\end{align*}
\]

Since we are assuming that \( \Phi \) is bounded from below we can estimate \( \| x^N_1 \|_{L^2_\mu(\mathcal{H}; \mathcal{H})} \), let \( C_{\Phi} = \inf_{x \in \mathcal{H}} \Phi(x) \) then

\[
\| x^N_1 \|_{L^2_\mu(\mathcal{H}; \mathcal{H})} \leq e^{-C_{\Phi}} \sum_{i=N+1}^{\infty} \gamma_i^2.
\]
Therefore applying (86) to (85) we have
\begin{align}
\|\langle v^N, \nabla_x f_t^N(x, v) \rangle_H \|_{L^2} + \|\langle x^N, \nabla_v f_t^N(x, v) \rangle_H \|_{L^2} \\
\leq \left( \|\nabla f\|_\infty + e^{-\frac{1}{2}C\phi} \|\nabla_v f\|_\infty \right) \left( \sum_{i=N+1}^{\infty} \gamma_i^2 \right)^{\frac{1}{2}}.
\end{align}

(88)

By the Fundamental Theorem of Calculus for any \( g \in C^1_b(\mathcal{H}) \) we have
\[ |g(x, w) - g(x, w^N + v^N)| \leq \int_0^1 |\langle \nabla_v g(x, sw^N + (1-s)v^N + w^N), w^N - v^N \rangle| ds \leq \|(1 - \text{Proj}_N)\nabla_v g\|_\infty \|w^N - v^N\|_{\mathcal{H}}. \]

(89)

If we apply this with the function \( g \) replaced by \( f_t^N \) then
\[ |f_t^N(x, w) - f_t^N(x, w^N + v^N)| \leq \|\nabla_v f\|_\infty \|w^N - v^N\|_{\mathcal{H}}. \]

Now integrating with respect to \( \mu \) we obtain an estimate for (11)
\[ |(11)|^2 \leq \lambda_t^2 \int_\mathcal{H} \int_\mathcal{H} |f_t^N(x, w) - f_t^N(x, w^N + v^N)|^2 \mu(dx, dv) \nu_0(dw) \]
\[ \leq \lambda_t^2 \|\nabla_v f\|_\infty^2 \int_\mathcal{H} \int_\mathcal{H} |w^N - v^N|^2 \nu_0(dw) \nu_0(dw) \leq 2\lambda_t^2 \|\nabla_v f\|_\infty^2 \sum_{i=N+1}^{\infty} \gamma_i^2. \]

It remains to consider (111).
\[ \left\| \sum_{i=1}^{\infty} \left( \lambda_n(x, v)[f_t^N(x, R_nv) - f_t^N(x, v)] - \lambda^N_n(x, v)[f_t^N(x, R^N_nv) - f_t^N(x, v)] \right) \right\|_{L^2_{\mu}} \]
\[ \leq \left\| \sum_{i=1}^{\infty} (\lambda_n(x, v) - \lambda^N_n(x, v))[f_t^N(x, R_nv) - f_t^N(x, v)] \right\|_{L^2_{\mu}} \]
\[ + \left\| \sum_{i=1}^{\infty} \lambda_n(x, v)[f_t^N(x, R_nv) - f_t^N(x, R^N_nv)] \right\|_{L^2_{\mu}} \]
\[ \leq 2\|f\|_\infty \left\| \sum_{i=1}^{\infty} (\lambda_n - \lambda^N_n) \right\|_{L^2_{\mu}} \]
\[ + \left\| \sum_{i=1}^{\infty} \lambda_n(x, v)[f_t^N(x, R_nv) - f_t^N(x, R^N_nv)] \right\|_{L^2_{\mu}}. \]

(90)

We can bound these terms using (77) and (78).

So combining all these estimates we have
\[ \|\mathcal{L}f_t^N(x, v) - \mathcal{L}f_t^N(x, v)\|_{L^2_{\mu}} \leq C \left( \|f\|_\infty + \|\nabla_x f\|_\infty + \|\nabla_v f\|_\infty + \|\nabla_v f\|_\infty \right) \left( \sum_{i=N+1}^{\infty} \gamma_i^2 \right)^{\frac{1}{2}}. \]

(91)

Now we will prove for every \( f \in C^1_b(\mathcal{H} \times \mathcal{H}) \) that \( \mathcal{P}^N_t f \) converges to \( \mathcal{P}_t f \) in \( L^2_{\mu} \), uniformly for \( t \) in compact intervals.

**Theorem 7.2.** Let \( \{\mathcal{P}_t\} \) be semigroup corresponding to the generator \( \mathcal{L} \). Assume that \( \Phi \) is twice continuously differentiable, convex, bounded from below and has bounded Hessian. Let \( \{\mathcal{P}^N_t\}_{t \geq 0} \) be
defined by \( (80) \). Then for each \( f \in C^1_b(\mathcal{H}^2) \), \( \mathcal{P}^N_t f \) converges to \( \mathcal{P}_t \) uniformly in time, that is for any \( T > 0 \) and \( f \in C^1_b(\mathcal{H}^2) \)

\[
\lim_{N \to \infty} \sup_{t \in [0, T]} \| \mathcal{P}_t f - \mathcal{P}^N_t f \|_{L^2_\mu} = 0.
\]

Moreover, fix \( T > 0 \) then for any \( f \in C^1_b(\mathcal{H}^2) \) there is a constant \( C = C(f, \Phi) \) such that for \( N \) sufficiently large

\[
\sup_{0 \leq t \leq T} \| \mathcal{P}_t f - \mathcal{P}^N_t f \|_{L^2_\mu} \leq C(f, \Phi) T \left( \sum_{i=N+1}^{\infty} \gamma_i^2 \right)^{1/2}.
\]

**Proof of Theorem 7.2.** Fix \( f \in C^1_b(\mathcal{H}^2) \), we can write the difference of the semigroups in terms of their generators using as follows:

\[
\| \mathcal{P}_t f - \mathcal{P}^N_t f \|_{L^2_\mu} = \| \int_0^t \partial_s \mathcal{P}_{t-s} \mathcal{P}_s^N f ds \|_{L^2_\mu} \leq \int_0^t \| \mathcal{P}_{t-s} (\mathcal{L}_N - \mathcal{L}) \mathcal{P}_s^N f \|_{L^2_\mu} ds
\]

Now since \( \mathcal{P}_t \) is a contraction semigroup on \( L^2_\mu \) we have

\[
\| \mathcal{P}_t f - \mathcal{P}^N_t f \|_{L^2_\mu} \leq \int_0^t \| (\mathcal{L}_N - \mathcal{L}) \mathcal{P}_s^N f \|_{L^2_\mu} ds
\]

By Lemma 7.1 we bound this with

\[
\| \mathcal{P}_t f - \mathcal{P}^N_t f \|_{L^2_\mu} \leq Ct \left( \| \nabla_x f \|_\infty + \| \nabla_p f \|_\infty + \| f \|_\infty \right) \left( \sum_{i=N+1}^{\infty} \gamma_i^2 \right)^{1/2}.
\]

\[\square\]

**Example 7.3.** Set \( \mathcal{H} = \ell^2 \) to be the space of square integrable sequences and fix \( s > 1 \) and define the operator

\[
\Sigma = (n^{-s} x_n)_{n=1}^\infty.
\]

Note this is a bounded, self-adjoint, positive operator of Trace class. Set \( \pi_0 = \mathcal{N}(0, \Sigma) \) and define \( \Phi(x) = \| x \|_{\ell^2}^2 / 2 \). Then the measure \( \pi \) is given by

\[
\frac{d\pi}{d\pi_0}(x) = e^{-\frac{1}{2} \| x \|_{\ell^2}^2} \prod_{n=1}^{\infty} (1 + n^{-s}).
\]

It is immediate to check that \( \Phi \) is smooth, bounded below and has bounded Hessian so the conditions of Theorem 7.2 are satisfied. Therefore we can construct the pure reflection Boomerang sampler for this setting and a finite dimensional approximation with the canonical basis which converges on compact time intervals. As \( \Phi \) is convex we will also obtain convergence uniform in time by Theorem 7.3. The rate of convergence is determined by

\[
\sum_{i=N+1}^{\infty} \frac{1}{i^s} =: \zeta(s, N + 1).
\]

Here \( \zeta \) is the Hurwitz zeta function. To leading order \( \zeta(s, N + 1) \approx N^{1-s}/(1-s) \) so we may choose \( s \) to obtain any polynomial rate.

\[\triangle\]

So far we have proven convergence for any finite time, but as we are interested in convergence to equilibria uniform in time estimates are more helpful. In order to prove these estimates we shall use the Hypocoercivity of Section 6. The following theorem is inspired by [11] in which exponential decay of the derivatives of a semigroup are used to prove uniform in time convergence
of the weak error between an Euler scheme approximation and an SDE. This technique is also used in [5] to show uniform in time convergence between a SDE on a fast dynamical network and an averaged SDE. In both of these papers the results rely upon obtaining exponential decay of the derivatives of the semigroup, conditions for such an estimate are given in [12]. In contrast for a PDMP the semigroup need not be even differentiable in all directions so we can not hope to have an estimate which decays exponentially. Instead of the derivative estimate we shall use the exponential convergence from the Hypocoercivity theory established in Section 6. This has the advantage that we don’t require derivative estimates however we instead need control on the error between the approximate invariant measure $\mu_N$ and the invariant measure for the infinite dimensional process $\mu$.

**Theorem 7.3.** Let $\{P_t\}$ be semigroup corresponding to the generator $[45]$. Assume that $\Phi$ is twice continuously differentiable, convex (or bounded with bounded derivative), bounded from below and has bounded Hessian. Let $\{P^N_t\}_{t \geq 0}$ be the corresponding to the finite dimensional approximation constructed and suppose that

$$\lim_{N \to \infty} \left\| \frac{d\mu}{d\mu_N} - 1 \right\|_{L^2_{\mu_N}} = 0. \quad (92)$$

Then for each $f \in C^1_b(\mathcal{H}^2)$, $P^N_t f$ converges to $P_t f$ uniformly in time, that is for any $f$ bounded and measurable

$$\lim_{N \to \infty} \sup_{t \geq 0} \left\| P_t f - P^N_t f \right\|_{L^2_{\mu}} = 0.$$

Moreover, for any $f \in C^1_b(\mathcal{H}^2)$ there is a constant $C = C(f, \Phi)$ such that for $N$ sufficiently large

$$\left\| P_t f - P^N_t f \right\|_{L^2_{\mu}} \leq C(f, \Phi) \left( \sum_{i=N+1}^{\infty} \gamma^2_i \right)^{\frac{1}{2}} + \left\| \frac{d\mu}{d\mu_N} - 1 \right\|_{L^2_{\mu_N}}.$$

**Proof of Theorem 7.3.** Fix $f \in C^1_b(\mathcal{H}^2)$, we can write the difference of the semigroups in terms of their generators as follows:

$$\left\| P_t f - P^N_t f \right\|_{L^2_{\mu}} = \left\| \int_0^t \partial_s P_{t-s} P^N_s f \, ds \right\|_{L^2_{\mu}}\leq \int_0^t \left\| P_{t-s} (\mathcal{L}_N - \mathcal{L}) P^N_s f \right\|_{L^2_{\mu}} \, ds.$$

We wish to use hypocoercivity to control this, to which end we add and subtract $\mu((\mathcal{L}_N - \mathcal{L}) P^N_s f)$. Note that $\mu(\mathcal{L} P^N_s f) = 0$ since $\mu$ is an invariant measure for $P_t$.

$$\left\| P_t f - P^N_t f \right\|_{L^2_{\mu}} \leq \int_0^t \left\| P_{t-s} (\mathcal{L}_N - \mathcal{L}) P^N_s f - \mu(\mathcal{L}_N P^N_s f) \right\|_{L^2_{\mu}} \, ds$$

By Theorem 6.2 we have

$$\left\| P_t f - P^N_t f \right\|_{L^2_{\mu}} \leq \int_0^t C e^{-\kappa(t-s)} \left\| (\mathcal{L}_N - \mathcal{L}) P^N_s f - \mu(\mathcal{L}_N P^N_s f) \right\|_{L^2_{\mu}} \, ds + \mu((\mathcal{L}_N P^N_s f) \right\|_{L^2_{\mu}}$$

$$\leq \int_0^t C e^{-\kappa(t-s)} \left\| (\mathcal{L}_N - \mathcal{L}) P^N_s f \right\|_{L^2_{\mu}} + (C + 1) \mu(\mathcal{L}_N P^N_s f) \, ds.$$
Let us consider the term $|\mu(\mathcal{L}_N P^N_s f)|$.

\[
|\mu(\mathcal{L}_N P^N_s f)| = |\mu(\mathcal{L}_N P^N_s f) - \mu_N(\mathcal{L}_N P^N_s f)|
\]
\[
= \mu_N \left( (\mathcal{L}_N P^N_s f) \left( \frac{d\mu}{d\mu_N} - 1 \right) \right)
\]
\[
\leq \|\mathcal{L}_N P^N_s f\|_{L^2_{\mu_N}} \|\frac{d\mu}{d\mu_N} - 1\|_{L^2_{\mu_N}}.
\]

Under our assumptions we have that $\mathcal{P}^N_t$ is hypocoercive with constants independent of $N$, therefore

\[
|\mu(\mathcal{L}_N P^N_s f)| \leq Ce^{-\rho t} \|\mathcal{L}_N f\|_{L^2_{\mu_N}} \|\frac{d\mu}{d\mu_N} - 1\|_{L^2_{\mu_N}}.
\]

Hence

\[
\|\mathcal{P}_t f - \mathcal{P}^N_t f\|_{L^2_{\mu_N}} \leq \int_0^t Ce^{-\kappa(t-s)} \|\mathcal{L}_N - \mathcal{L}\|_{L^2_{\mu_N}} ds + \frac{C(C+1)}{\rho} \mathcal{L}_N f \|_{L^2_{\mu_N}} \|\frac{d\mu}{d\mu_N} - 1\|_{L^2_{\mu_N}}.
\]

It remains to show that

\[
\lim_{N \to \infty} \sup_{t \geq 0} \int_0^t e^{-\kappa(t-s)} \|\mathcal{L}_N - \mathcal{L}\|_{L^2_{\mu_N}} f \|_{L^2_{\mu_N}} ds = 0.
\]

This follows since we can bound the integrand using Lemma 7.2 which gives

\[
\int_0^t e^{-\kappa(t-s)} \|\mathcal{L}_N - \mathcal{L}\|_{L^2_{\mu_N}} f \|_{L^2_{\mu_N}} ds \leq \int_0^t e^{-\kappa(t-s)} ds C \left( \|\nabla_x f\|_\infty + \|\nabla_v f\|_\infty + \|f\|_\infty \right) \left( \sum_{i=N+1}^{\infty} \frac{\gamma_i^2}{\gamma} \right)^{\frac{1}{2}}
\]
\[
= \frac{1}{\kappa} (1 - e^{-\kappa t}) C \left( \|\nabla_x f\|_\infty + \|\nabla_v f\|_\infty + \|f\|_\infty \right) \left( \sum_{i=N+1}^{\infty} \frac{\gamma_i^2}{\gamma} \right)^{\frac{1}{2}}
\]

\[\square\]

**Example 7.4 (Example 7.3 continued).** We showed in Example 7.3 how to construct an example with an arbitrarily chosen polynomial rate of convergence. We wish to continue this example to show in this case that we get the same order of convergence uniform in time. Note that as $\Phi$ is convex we have that all the conditions of Theorem 7.3 are satisfied provided (92) holds. If we show that

\[
\|\frac{d\mu}{d\mu_N} - 1\|_{L^2_{\mu_N}} \leq C \sum_{i=N+1}^{\infty} \gamma_i^2
\]

holds then (92) is satisfied and the rate of convergence of $\mathcal{P}^N_t f$ is the same as in Example 7.3. Note that if we don’t require the rate of convergence then it is immediate to check that (92) holds since $d\mu/d\mu_N$ is bounded uniformly in $N$ by 2 so the results follows by the dominated convergence theorem. For this example

\[
\frac{d\mu}{d\mu_N} = \frac{d\pi}{d\pi_N} = \frac{\exp(-\|x^N\|_{H^2}^2/2)}{\pi_0(\exp(-\|x^N\|_{H^2}^2/2))}.
\]

Then we can write

\[
\|\frac{d\mu}{d\mu_N} - 1\|_{L^2_{\mu_N}}^2 = \int_{\mathcal{H}} \left| \frac{\exp(-\|x^N\|_{H^2}^2/2)}{\pi_0(\exp(-\|x^N\|_{H^2}^2/2))} - 1 \right|^2 \pi_0(dx)
\]
\[
= \int_{\mathcal{H}} \left| \frac{\exp(-\|x^N\|_{H^2}^2/2)}{\pi_0(\exp(-\|x^N\|_{H^2}^2/2))} \right|^2 \pi_0(dx) - 1.
\]

Under $\pi_0 x^N$ is independent of $x^N$ so this simplifies to

\[
\|\frac{d\mu}{d\mu_N} - 1\|_{L^2_{\mu_N}}^2 = \int_{\mathcal{H}} \left| \frac{\exp(-\|x^N\|_{H^2}^2/2)}{\pi_0(\exp(-\|x^N\|_{H^2}^2/2))} \right|^2 \pi_0(dx) - 1.
\]
Again using the independence structure of $\pi_0$ we can rewrite this as
\[
\|d\mu / d\mu_N - 1\|_{L^2_{\mu_N}}^2 = \prod_{i > N} \left[ \frac{\pi_0(\exp(-x_i^2))}{\pi_0(\exp(-x_i^2/2))^2} \right] - 1.
\]
As $\pi_0$ is a Gaussian measure we can evaluate this integrals and obtain
\[
\|d\mu / d\mu_N - 1\|_{L^2_{\mu_N}}^2 = \prod_{i > N} \left[ \frac{\gamma_i^2 + 1}{\sqrt{2\gamma_i^2 + 1}} \right] - 1 \sim \frac{1}{2} \sum_{i > N} \gamma_i^4.
\]

### 7.1. Finite dimensional approximation of Pure reflection Boomerang Sampler

In this section we verify that (77) and (78) both hold for the approximation of the Pure reflection Boomerang Sampler given in Example 7.1.

**Lemma 7.4.** Let $R_N$ and $\lambda_N$ be as in Example 7.1 then (77) and (78) hold.

**Proof.** First consider (77). In this case the left hand side of (77) simplifies to
\[
\sum_{n=1}^{\infty} (\lambda_n - \lambda_n^N) = \|(\nabla_x\Phi(x), v)_H\) - ((\nabla_x\Phi(x), v_N)_H) + \|
\leq \|\nabla_x\Phi(x) - \nabla_x\Phi(x_N), v\|_H
\leq \sqrt{\text{Tr}(\Sigma)} \|\nabla_x\Phi(x) - \nabla_x\Phi(x_N)\|
\leq \sqrt{\text{Tr}(\Sigma)} \|\nabla^2_x\Phi\|_\infty \|x - x_N\|.
\]

Then (77) follows by (86).

Now consider (78) the left hand side of which is
\[
\sum_{n=1}^{\infty} \|\lambda_n(x, v)R_n v - R_n^N v\|_H^2 = 2\|(\nabla_x\Phi(x), v)\) + \|v_N^\perp\|_H \|v\|_{L^2_H}^2
\leq 2 \left( \sum_{i=1}^{\infty} \sum_{j > N} \int_{\mathbb{R}^2} (\partial_{x_i} \Phi(x))^2 v_i^2 v_j^2 \mu(dx, dv) \right)^{\frac{1}{2}}.
\]

Now since $e_i$ are eigenvectors of $\Sigma$ we have that $\int v_i^2 v_j^2 d\nu = \delta_{ij} 3\gamma_j^4 + \gamma_i^2 \gamma_j^2 (1 - \delta_{ij})$ so
\[
\sum_{n=1}^{\infty} \|\lambda_n(x, v)R_n v - R_n^N v\|_H^2
= 2 \left( \sum_{j > N} \gamma_j^2 \sum_{i=1}^{\infty} \gamma_i^2 \int_{\mathbb{R}^2} (\partial_{x_i} \Phi(x))^2 \pi(dx) + \sum_{j > N} 3\gamma_j^4 \int_{\mathbb{R}^2} (\partial_{x_j} \Phi(x))^2 \pi(dx) \right)^{\frac{1}{2}}
\leq 4\|\nabla_x\Phi\|_{L^2_H} \left( \sum_{j > N} \gamma_j^4 \right)^{\frac{1}{2}}.
\]

$\square$
7.2. Finite dimensional approximation of Factorised Boomerang Sampler. In this section we verify that (77) and (78) both hold for the approximation of the Factorised Boomerang Sampler given in Example 7.2.

Lemma 7.5. Let $R_N$ and $\lambda_N$ be as in Example 7.2 then (77) and (78) hold.

Proof. First consider (77). In this case the left hand side of (77) simplifies to

$$\left\| \sum_{n=1}^{\infty} |\lambda_n - \lambda_n^N| \right\|^2 = \int_{\mathcal{H}_2} \sum_{n,m} |\lambda_n(x,v) - \lambda_n^N(x,v)||\lambda_m(x,v) - \lambda_m^N(x,v)|\mu(dx, dv)$$

$$= \int_{\mathcal{H}_2} \sum_{n,m \leq N} |\lambda_n - \lambda_n^N||\lambda_m - \lambda_m^N|d\mu + \int_{\mathcal{H}_2} \sum_{n,m > N} |\lambda_n - \lambda_n^N||\lambda_m - \lambda_m^N|d\mu$$

$$+ 2 \int_{\mathcal{H}_2} \sum_{n \leq N, m > N} |\lambda_n - \lambda_n^N||\lambda_m - \lambda_m^N|d\mu$$

$$\leq \int_{\mathcal{H}_2} \sum_{n,m \leq N} |\nu_n v_n ||\partial_n \Phi(x) - \partial_n \Phi(x_N)||\partial_m \Phi(x) - \partial_m \Phi(x_N)|d\mu$$

$$+ \int_{\mathcal{H}_2} \sum_{n,m > N} |\nu_n v_m ||\partial_n \Phi(x) - \partial_n \Phi(x_N)||\partial_m \Phi(x) - \partial_m \Phi(x_N)|d\mu$$

$$+ 2 \int_{\mathcal{H}_2} \sum_{n \leq N, m > N} |\nu_n v_m ||\partial_n \Phi(x) - \partial_n \Phi(x_N)||\partial_m \Phi(x) - \partial_m \Phi(x_N)|d\mu$$

Note that $v$ is independent of $x$ under $\mu$ and $\nu_0(|v_n v_m|) \leq \sqrt{\gamma_n^2 \gamma_m^2}$.

$$\left\| \sum_{n=1}^{\infty} |\lambda_n - \lambda_n^N| \right\|^2 \leq \int_{\mathcal{H}} \sum_{n,m \leq N} \sqrt{\gamma_n^2 \gamma_m^2} |\partial_n \Phi(x) - \partial_n \Phi(x_N)||\partial_m \Phi(x) - \partial_m \Phi(x_N)|d\pi$$

$$+ \int_{\mathcal{H}} \sum_{n,m > N} \sqrt{\gamma_n^2 \gamma_m^2} |\partial_n \Phi(x)||\partial_m \Phi(x)|d\pi + 2 \int_{\mathcal{H}} \sum_{n \leq N, m > N} \sqrt{\gamma_n^2 \gamma_m^2} |\partial_n \Phi(x) - \partial_n \Phi(x_N)||\partial_m \Phi(x)|d\pi$$

$$\leq \left( \sum_{n \leq N} \sqrt{\gamma_n^2} |\partial_n \Phi(x) - \partial_n \Phi(x_N)|_{L^2} \right)^2$$

$$+ \left( \sum_{n > N} \sqrt{\gamma_n^2} |\partial_n \Phi(x)||_{L^2} \right)^2 + 2 \sum_{n \leq N, m > N} \sqrt{\gamma_n^2 \gamma_m^2} |\partial_n \Phi(x) - \partial_n \Phi(x_N)||\partial_m \Phi(x)||_{L^2}$$

Now use the Mean value theorem

$$\left\| \sum_{n=1}^{\infty} |\lambda_n - \lambda_n^N| \right\|^2 \leq \left( \sum_{n \leq N} \sqrt{\gamma_n^2} \| \nabla_x \partial_n \Phi \|_{L^2} \| x - x_N \|_{L^2} \right)^2$$

$$+ \left( \sum_{n > N} \sqrt{\gamma_n^2} \| \partial_n \Phi \|_{L^2} \| x - x_N \|_{L^2} \right)^2$$

$$+ 2 \sum_{n \leq N, m > N} \sqrt{\gamma_n^2 \gamma_m^2} \| \nabla_x \partial_n \Phi \|_{L^2} \| x - x_N \|_{L^2} \| \partial_m \Phi(x) \|_{L^2}$$
Using Cauchy-Schwartz
\[
\left\| \sum_{n=1}^{\infty} \lambda_n - \lambda_n^N \right\|^2 \leq \left( \sum_{n \leq N} \gamma_n^2 \right) \left( \sum_{n \leq N} \| \nabla_x \partial_n \Phi \|^2 \right) \| x - x_N \|^2_{L^2_\mu} + \left( \sum_{n > N} \gamma_n^2 \right) \left( \sum_{n > N} \| \partial_n \Phi(x) \|^2 \right)
\]
\[
+ 2 \| x - x_N \|_{L^2_\mu} \sqrt{\sum_{n \leq N} \gamma_n^2} \sqrt{\sum_{n \leq N} \| \nabla_x \partial_n \Phi \|^2} \sqrt{\sum_{m > N} \gamma_m^2} \sqrt{\sum_{m > N} \| \partial_m \Phi(x) \|^2}
\]
\[
\leq \text{Tr}(\Sigma) \| \nabla^2_x \Phi \|^2_\infty \| x - x_N \|^2_{L^2_\mu} + \left( \sum_{n > N} \gamma_n^2 \right) \| \nabla \Phi(x) \|^2_{L^2_\mu}
\]
\[
+ 2 \| x - x_N \|_{L^2_\mu} \sqrt{\text{Tr}(\Sigma)} \| \nabla^2_x \Phi \|^2_\infty \sqrt{\sum_{m > N} \gamma_m^2} \| \nabla \Phi(x) \|_{L^2_\mu}
\]

Then (77) follows by (86).
Now consider (78) the left hand side of which is
\[
\left\| \sum_{n=1}^{\infty} \lambda_n(x,v)R_n v - R_n^N v \right\|^2_{L^2_\mu}
\]
\[
= \int_{\mathcal{H}^2} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \lambda_n(x,v)\lambda_m(x,v) \| R_n v - R_n^N v \|_\mathcal{H} \| R_m v - R_m^N v \|_\mathcal{H} \pi(dx)\nu_0(dv).
\]

Now if \( n \leq N \) then \( R_n^N = R_n \) so all terms vanish except when \( n > N \) and \( m > N \). In that case \( R_n^N = 1 \) so \( R_n v - R_n^N v = -2vne_n \), thus we have
\[
\left\| \sum_{n=1}^{\infty} \lambda_n(x,v)R_n v - R_n^N v \right\|^2_{L^2_\mu} = 4 \int_{\mathcal{H}^2} \sum_{n > N} \sum_{m > N} (\partial_n \Phi(x)v_n)^+(\partial_m \Phi(x)v_m)^+ |v_n||v_m| \pi(dx)\nu_0(dv),
\]
\[
\leq 4 \int_{\mathcal{H}^2} \sum_{n > N} \sum_{m > N} |\partial_n \Phi(x)||\partial_m \Phi(x)||v_n|^2|v_m|^2 \pi(dx)\nu_0(dv).
\]

Now \( \int v_i^2 v_j^2 dv = \delta_{ij} 3\gamma_j^4 + \gamma_i^2 \gamma_j^2 (1 - \delta_{ij}) \), in particular \( \int v_i^2 v_j^2 dv \leq 3\gamma_i^2 \gamma_j^2 \).
\[
\left\| \sum_{n > N} \lambda_n(x,v)R_n v - R_n^N v \right\|^2_{L^2_\mu} \leq 12 \int_{\mathcal{H}} \sum_{n > N} \sum_{m > N} \gamma_n^2 \gamma_m^2 |\partial_n \Phi(x)||\partial_m \Phi(x)| \pi(dx)
\]
\[
\leq 12 \int_{\mathcal{H}} \left( \sum_{n > N} \gamma_n^2 |\partial_n \Phi(x)| \right)^2 \pi(dx)
\]
\[
\leq 12 \left( \sum_{n > N} \gamma_n^2 \right) \int_{\mathcal{H}} \left( \sum_{n > N} \gamma_n^2 |\partial_n \Phi(x)|^2 \right) \pi(dx)
\]
\[
\leq 12 \| \Sigma \nabla_x \Phi(x) \|^2_{L^2_\mu} \left( \sum_{n > N} \gamma_n^2 \right).
\]

8. Proofs

8.1. Proofs of Section 4
8.1.1. Proofs of Section 4.4.

Proof of Theorem 4.3. To prove well-posedness of the piecewise deterministic Markov process we shall apply Theorem 2.3 to this end we show that Assumption 2.1 holds.

(i,viii) Using Fréchet differentiability of Φ, this follows from the estimate
\[ |\lambda_i(x,v) - \lambda_i(y,v)| \leq \frac{|v_i|}{\gamma_i} |x_i - y_i| + |v_i| |\partial_i \Phi(x) - \partial_i \Phi(y)|. \]

Now summing over \( i \) and using the Cauchy-Schwartz inequality we have
\[ |\lambda(x,v) - \lambda(y,v)| \leq ||\Sigma^{-1}v|| ||x-y|| + ||v|| ||\nabla_x \phi(x) - \nabla_x \phi(y)||. \]

Therefore \( x \mapsto \lambda(x,v) \) is continuous, continuity in the \( v \) component is similar.

(ii) This is immediate from the definition of \( (Q_i)_i \).

(iii) Is immediate since the absolute value of velocities are preserved by reflections.

(iv) There are no refreshments.

(v) This follows from (19) and Assumption 4.1 (3).

(vi) There are no refreshments.

(vii) The flow is given by \( \varphi_t(x,v) = (x+tv, v) \) so we have that (vii) holds with \( c_t \) growing linearly.

To show that \( \mu \) is an invariant measure we shall appeal to Theorem 3.1, so we must show that (12) holds. In this case \( L_X f = \langle v, \nabla_x f \rangle_H \) then by [13, Proposition 10.20] the adjoint of \( L_X \) in \( L^2_{\mu_0} \) is given by
\[ L_X^* f = -\langle \nabla_x f, v \rangle_H + \langle \Sigma^{-1}v, x \rangle_H f. \]

Note that \( \Sigma^{-1}v \in H \) so the above expression is well defined. Therefore we have
\[ e^{\Phi(x)} L_X^* (e^{-\Phi})(x,v) = \left( \langle \nabla_x \Phi(x), v \rangle_H + \langle \Sigma^{-1}v, x \rangle_H \right). \] (93)

Next we have
\[ Q^*((x,v),dw) = \sum_{i=1}^{\infty} \frac{\lambda_i(x,F_i v)}{\lambda(x,F_i v)} \delta_{F_i v}(dw). \]

Indeed we can verify (14) holds, the left hand side of (11)
\[ \int_H \int_H g(v,w) Q^*((x,v),dw) \mu_0(dx,dv) = \sum_{i=1}^{\infty} \int_H \int_H \frac{\lambda_i(x,F_i v)}{\lambda(x,F_i v)} g(v,F_i v) \mu_0(dx,dv). \]

As \( F_i \) leave \( \mu_0 \) invariant we can do a change of variables \( v \to F_i v \) for each \( i \).
\[ \int_H \int_H g(v,w) Q^*((x,v),dw) \mu_0(dx,dv) = \sum_{i=1}^{\infty} \int_H \int_H \frac{\lambda_i(x,v)}{\lambda(x,v)} g(F_i v, v) \mu_0(dx,dv) \]
\[ = \int_H \int_H g(w,v) Q((x,v),dw) \mu_0(dx,dv). \]

Thus (11) holds. Now
\[ \int_H \lambda(x,w) Q^*((x,v),dw) - \lambda(x,v) = \sum_{i=1}^{\infty} \frac{\lambda_i(x,F_i v)}{\lambda(x,F_i v)} \lambda(x,F_i v) - \lambda(x,v) \]

Now using the definition of \( \lambda_i \) we have
\[ \int_H \lambda(x,w) Q^*((x,v),dw) - \lambda(x,v) = -\langle v, \nabla_x \Phi(x) \rangle_H - \langle \Sigma^{-1}v, x \rangle_H. \] (94)

Finally combining (93) and (94) we have (12) holds. Then by Theorem 3.1 we have \( \mu \) is formally an invariant measure for the Zig Zag process.
8.1.2. Proofs of Section 4.2.

Proof of Proposition 4.8. Fix $x \in H$ with $\Sigma^{-1}x \in H$. Under our assumptions, $\nabla \Psi$ is
\[
\nabla \Psi = \nabla \Phi(x) + \Sigma^{-1}x.
\]
Therefore
\[
\langle v, \nabla \Psi \rangle = \langle v, \nabla \Phi \rangle + \langle \Sigma^{-1}v, x \rangle.
\]
By Assumption 4.1 the first addend on the right hand side of the above is well defined and since $\Sigma^{-1}v \in H$ the second addend is also well defined for all $x \in H$, $v \in V_{\text{BPS}}$. Now by continuity we have that $\langle v, \nabla \Psi \rangle$ is well defined for all $x \in H$, $v \in V_{\text{BPS}}$, and hence $\lambda$ is also.

In order to prove the statement (2) it suffices to show that $\Sigma^{-1} \Sigma^c \nabla \Psi(x) \in H$ for every $x \in H$. Indeed, if this is the case, then it is easy to see that also $\| \Sigma^c / 2 \nabla \Psi \|$ is finite. To show that $\Sigma^{-1} \nabla \Psi(x) \in H$ we act as above and write for every $x \in H$, $v \in V_{\text{BPS}}$ with $\Sigma^{-1}x \in H$ that
\[
\Sigma^{-1} \nabla \Psi = \Sigma^{-1} \nabla \Phi(x) + \Sigma^{-2}x\]
Imposing that $\zeta \geq 2$ we ensure this is well defined.

Proof of Proposition 4.10. To show (1),
\[
R(x)[R(x)v] = R(x) \left[ v - \frac{2 \langle v, \nabla \Psi \rangle}{\| \Sigma^c / 2 \nabla \Psi \|^2} \Sigma^c \nabla \Psi \right]
\]
\[
= v - \frac{2 \langle v, \nabla \Psi \rangle}{\| \Sigma^c / 2 \nabla \Psi \|^2} \Sigma^c \nabla \Psi - 2 \frac{\Sigma^c \nabla \Psi}{\| \Sigma^c / 2 \nabla \Psi \|^2} \left( \langle v, \nabla \Psi \rangle - 2 \frac{\langle v, \nabla \Psi \rangle}{\| \Sigma^c / 2 \nabla \Psi \|^2} \langle \Sigma^c \nabla \Psi, \nabla \Psi \rangle \right)
\]
\[
= v + \left[ -4 \frac{\langle v, \nabla \Psi \rangle}{\| \Sigma^c / 2 \nabla \Psi \|^2} + 4 \frac{\langle v, \nabla \Psi \rangle}{\| \Sigma^c / 2 \nabla \Psi \|^4} \langle \Sigma^c \nabla \Psi, \nabla \Psi \rangle \right] \Sigma^c \nabla \Psi = v.
\]
Therefore the claim follows. As for point (2):
\[
\langle R(x)v, \nabla \Psi \rangle = \langle v, \nabla \Psi \rangle - \frac{2 \langle v, \nabla \Psi \rangle}{\| \Sigma^c / 2 \nabla \Psi \|^2} \langle \Sigma^c \nabla \Psi, \nabla \Psi \rangle.
\]
Hence, under the constraints on the parameters stated in point (2), (20) holds. To prove the statement in point (3), recall that the Fourier transform $\hat{\nu}$ of a measure $\nu$ on $H$
\[
\hat{\nu}(\xi) = \int_{H^0} e^{i \langle z, \xi \rangle} d\nu(z)
\]
and that a measure $\nu_0$ is a centered Gaussian with covariance operator $\Sigma^c$ on $H$ if and only if
\[
\hat{\nu}_0(\xi) = e^{-\frac{1}{2} \langle \Sigma^c \xi, \xi \rangle}.
\]
Because Fourier transforms characterize measures (see [13 Proposition 1.7]), we just need to impose $\hat{\nu}_0 = \hat{\nu}_R$. To this end, start by defining the formal adjoint operator $R'_x$ of $R(x)$, namely the operator
\[
R'_x \xi := \xi - 2 \frac{\langle \xi, \Sigma^c \nabla \Psi \rangle}{\| \Sigma^c / 2 \nabla \Psi \|^2} \nabla \Psi.
\]
With this definition one has
\[
\langle R(x)z, \xi \rangle = \langle z, R(x)' \xi \rangle.
\]
Let us now calculate $\hat{\nu}_R$:
\[
\hat{\nu}_R(\xi) = \int_{H} e^{i \langle z, \xi \rangle} d\nu_R(z) = \int_{H} e^{i \langle R(x)z, \xi \rangle} d\nu_0(z)
\]
\[
= \int_{H} e^{i \langle z, R'_x \xi \rangle} d\nu_0(z) = e^{-\frac{1}{2} \langle \Sigma^c (R'_x \xi), R'_x \xi \rangle}
\]
where in the first equality we have used the involutivity of $R_x$, which gives the standard change of variables formula

$$
\int g(z) \, d(\nu \circ R_x)(z) = \int (g \circ R_x)(z) \, d\nu(z).
$$

In order to have $\hat{\nu}_R = \hat{\nu}_0$, we then need to have

$$
\langle \Sigma^c(R_x^t \xi), (R_x^t \xi) \rangle = \langle \Sigma^c \xi, \xi \rangle,
$$

for every $\xi \in \mathcal{H}$.

Because

$$
\langle \Sigma^c(R_x^t \xi), (R_x^t \xi) \rangle = \langle \Sigma^c \xi, \xi \rangle - 4 \frac{\langle \xi, \Sigma^c \nabla \Psi \rangle^2}{\|\Sigma^c \nabla \Psi\|^2} \langle \Sigma^c \xi, \nabla \psi \rangle + 4 \frac{\langle \xi, \Sigma^c \nabla \Psi \rangle^2}{\|\Sigma^c \nabla \Psi\|^4} \langle \Sigma^c \nabla \Psi, \nabla \Psi \rangle = \langle \Sigma^c \xi, \xi \rangle,
$$

thus the reflection invariance of $\nu_0$ does hold.

To prove statement (4) we show that (12) holds. Since IDBPS fits in the setting of Example 3.2 it is sufficient to verify the conditions given in that example, note that the first two conditions are satisfied since the reflection operator only acts on the $v$ component and by statement (3) of this proposition so it suffices to show that (14) holds. As in the proof of invariance for the IDZZS we have that (93) holds so it remains to show that

$$
\langle \nabla v \Phi(x), v \rangle + \langle \Sigma^{-1} v, x \rangle + \lambda(x, R(x)v) - \lambda(x, v) = 0
$$

(96)

By (26) we have that

$$
\lambda(x, R(x)v) - \lambda(x, v) = -\langle \Sigma v, \nabla \Psi \rangle = -\langle \nabla_x \Phi(x), v \rangle - \langle \Sigma^{-1} v, x \rangle.
$$

Therefore (96) holds.

\[
\square
\]

8.1.3. Proof of Section 4.3.

Proof of Proposition 4.16. Note that refreshment clearly preserves the invariant measure so without loss of generality we may set $\lambda_r = 0$. We first prove that (13) holds by applying Theorem 3.1. To do so we must determine $L_X$ and $Q^\ast$. First let us consider $L_X$. The set $C := C^1(\mathcal{H}^2) \cap L^2_{\mu_0}$ is a core\footnote{This follows since $C$ is invariant under $e^{tL_x}$, the semigroup of $L_x$, and is dense in $L^2_{\mu_0}$ as it contains the Fourier basis. Therefore $C$ is a core for $L_X$ by \cite{26} Proposition B.1.10.} for $L_X$ in $L^2_{\mu_0}$. By Lemma 4.2 we have that $C \subseteq D(L_X^\ast)$ and $L_X^\ast f = -L_X f$. By Hypothesis 4.15 we have that $e^{-\Phi} \in C$ and hence $L_X^\ast e^{-\Phi} = -L_X e^{-\Phi}$.

Similar to Example 3.3 we have that

$$
Q^\ast(z, dy) = \sum_{i=1}^{\infty} \frac{\lambda_i(R_i z)}{\hat{\lambda}(R_i z)} \delta_{R_i z}.
$$

Now we can write the left hand side of (12) as

$$
e^{\Phi(z)} L_X^\ast(e^{-\Phi(\cdot)})(z) + \int_H \hat{\lambda}(y) e^{\Phi(z) - \Phi(y)} Q^\ast(z, dy) - \hat{\lambda}(z) \tag{97}
$$

$$
= L_X(\Phi)(z) + \sum_{i=1}^{\infty} \lambda_i(R_i z) e^{\Phi(z) - \Phi(R_i z)} - \hat{\lambda}(z) \tag{98}
$$

Recall $\Phi(R_i z) = \Phi(x, R_i v) = \Phi(x)$ as $R_i$ only acts on the $p$ component. Therefore (98) simplifies to

$$
L_X(\Phi)(z) + \hat{\lambda}(R_i z) - \hat{\lambda}(z).
$$

This is equal to zero by (99) since $L_X \Phi = (\nabla_x \Phi, \mathcal{P} p) \mathcal{H}$. By Theorem 3.1 we have that (13) holds for all $f \in C_0(\mathcal{H}^2)$. We can extend this to hold for all $f \in L^2_{\mu_0}$ by density. \[
\square
\]
8.2. Proofs of Section

Proof of Lemma \[5.7\]. In order to verify that Hypothesis \[4.15\] holds. The only assumption which does not follow immediately is \([33]\). By Cauchy-Schwartz and \([44]\) we have

\[
\lambda(x) = \sum_{n=1}^{\infty} \frac{1}{2}((\nabla_x \Phi(x), v - R_n v)_\mathcal{H})^+ \\
\leq \frac{1}{2} \|\nabla_x \Phi(x)\|_\mathcal{H} \sum_{n=1}^{\infty} \|(1 - R_n) v\|_\mathcal{H} \\
\leq \frac{1}{2} \|\nabla_x \Phi(x)\|_\mathcal{H} \left( \sum_{n=1}^{\infty} \|(1 - R_n) v\|_\mathcal{H}^2 \right) \leq \|\nabla_x \Phi(x)\|_\mathcal{H} \|v\|_\mathcal{H}.
\]

Then by Assumption \([4.1]\)

\[
\lambda(x) \lesssim (1 + \|x\|_\mathcal{H}) \|v\|_\mathcal{H}
\]

and \([33]\) follows. \(\square\)

Proposition 8.1. Let \(\{\tilde{P}_t\}\) be the semigroup corresponding to the generator \([47]\) and assume that \(\tilde{\lambda}_i\) is continuously differentiable for all \(i\). Then for any \(t > 0, f \in \mathcal{C}, x, v \in \mathcal{H}\) we have that \([52]\) holds.

Proof of Proposition \[8.7\]. Define the total rate of events to be

\[
\Lambda_t(x, v) = \sum_{i=1}^{\infty} \int_0^t \tilde{\lambda}_i(\varphi_s(x, v)) ds.
\]

Set

\[
F_{n,t} = F_{n,t}(x, v) = \mathbb{E}_{x,v}[\mathbf{1}_{[T_n, T_{n+1})}(t) f(X_t, V_t)]
\]

then we have

\[
\tilde{P}_t f(x, v) = \sum_{n=0}^{\infty} F_{n,t}.
\]

Next we observe that for \(n \geq 1\) \(F_{n,t} = QF_{n-1,t}, (t, x, v)\) where

\[
Qg(t, x, v) = \mathbb{E}_{x,v}[\mathbf{1}_{T_1 < t} g(t - T_1, X_t, V_t)]
\]

\[
= \sum_{i=1}^{\infty} \int_0^t e^{-\Lambda_s(x, v)} \tilde{\lambda}_i(\varphi_s(x, v)) \mathcal{B}_i(t - s, \varphi_s(x, v)) ds.
\]

(100)

We shall make the following inductive hypothesis.

\[
\nabla F_{n,t} = \mathbb{E}[\mathbf{1}_{[T_n, T_{n+1})}(t) C_t \nabla f(X_t, V_t)] - \mathbb{E} \left[ \left( \int_0^t C_s \nabla \lambda(X_s, V_s) ds \right) \mathbf{1}_{[T_n, T_{n+1})}(t) f(X_t, V_t) \right] + \mathbb{E} \left[ \sum_{m=1}^{n} C_{T_m} \nabla \log(\lambda_{J_m}) (X_{T_m}, V_{T_m}) \mathbf{1}_{[T_{n}, T_{n+1})}(t) f(X_t, V_t) \right]
\]

(101)

We shall first show that \((101)\) holds for \(n = 0\). For \(n = 0\) we can write

\[
F_{0,t} = f(\varphi_t(x, v)) e^{-\Lambda_t(x, v)}.
\]

We can differentiate this to obtain

\[
\nabla F_{0,t} = \nabla \varphi_t(x, v) (\nabla f)(\varphi_t(x, v)) e^{-\Lambda_t(x, v)} - f(\varphi_t(x, v)) \nabla \Lambda_t(x, v) e^{-\Lambda_t(x, v)}.
\]

Rewriting this in terms of expectations we have

\[
\nabla F_{0,t} = \mathbb{E}[\mathbf{1}_{[T_b, T_1)}(t) (\nabla \varphi_t(x, v)(\nabla f)(X_t, V_t) - f(X_t, V_t) \nabla \Lambda_t(x, v))].
\]
Let us assume that (101) holds for some \( n \geq 0 \). We can differentiate (100) to find

\[
\nabla Qg(t, x, v) = \sum_{i=1}^{\infty} \int_0^t e^{-\Lambda_s(x,v)} \tilde{\lambda}_i(\varphi_s(x,v)) \nabla \varphi_s(x,v) (\nabla B_i g)(t-s, \varphi_s(x,v)) ds \\
- \sum_{i=1}^{\infty} \int_0^t \nabla \lambda_s(x,v) e^{-\Lambda_s(x,v)} \tilde{\lambda}_i(\varphi_s(x,v)) B_i g(t-s, \varphi_s(x,v)) ds \\
+ \sum_{i=1}^{\infty} \int_0^t e^{-\Lambda_s(x,v)} \nabla \varphi_s(x,v) \nabla \tilde{\lambda}_i(\varphi_s(x,v)) B_i g(t-s, \varphi_s(x,v)) ds
\]

We can rewrite these in terms of expectations using the definition of \( \Phi \), \( J_1 \).

\[
\nabla Qg(t, x, v) = E_{x,v} \left[ 1_{T_1 < t} \nabla \varphi T_1 (x,v) (\nabla B J_1 g)(t-T_1, X_{T_1}, V_{T_1-}) \right] \\
- E_{x,v} \left[ 1_{T_1 < t} \nabla \Lambda T_1 (x,v) g(t-T_1, X_{T_1}, V_{T_1}) \right] \\
+ E_{x,v} \left[ 1_{T_1 < t} \nabla \varphi T_1 (x,v) (\nabla \log \tilde{\lambda} J_1)(X_{T_1}, V_{T_1-}) g(t-T_1, X_{T_1}, V_{T_1}) \right].
\]

Now if \( J_1 = i \) for some \( i \geq 1 \) we have

\[
(\nabla B_i g)(s,y,w) = \nabla [g(s,y,R_i w)] = B'_i(\nabla g)(s,y,R_n w) = B'_i B_i(\nabla g)(s,y,w)
\]

where

\[
B'_i = \begin{pmatrix} 1 & 0 \\ 0 & R_i \end{pmatrix}.
\]

With this notation in mind we can write

\[
\nabla Qg(t, x, v) = E_{x,v} \left[ 1_{T_1 < t} \nabla \varphi T_1 (x,v) B'_i(\nabla g)(t-T_1, X_{T_1}, V_{T_1}) \right] \\
- E_{x,v} \left[ 1_{T_1 < t} \nabla \Lambda T_1 (x,v) g(t-T_1, X_{T_1}, V_{T_1}) \right] \\
+ E_{x,v} \left[ 1_{T_1 < t} \nabla \varphi T_1 (x,v) (\nabla \log \tilde{\lambda} J_1)(X_{T_1}, V_{T_1-}) g(t-T_1, X_{T_1}, V_{T_1}) \right].
\]

Now setting \( g(t,x,v) = F_{n,t}(x,v) \) and using the inductive hypothesis (101) we have

\[
\nabla Qg(t, x, v) = E_{x,v} \left[ 1_{[T_n,T_{n+1})}(t) C_t \nabla f(X_t, V_t) \right] \\
+ E_{x,v} \left[ \sum_{m=2}^{n} C_{T_m} - \nabla \log \left( \tilde{\lambda} J_m \right)(X_{T_m}, V_{T_m-}) 1_{[T_n,T_{n+1})}(t) f(X_t, V_t) \right] \\
- E_{x,v} \left[ 1_{[T_{n+1},T_{n+2})}(t) \nabla \Lambda T_1 (x,v) f(X_t, V_t) \right] - E_{x,v} \left[ \left( \int_{T_1}^{t} C_{T} \nabla \varphi s \nabla \tilde{\lambda}(X_s, V_s) ds \right) 1_{[T_{n+1},T_{n+2})}(t) f(X_t, V_t) \right] \\
+ E_{x,v} \left[ 1_{[T_1,T_2)}(t) \nabla \varphi T_1 (x,v) (\nabla \log \tilde{\lambda} J_1)(X_{T_1}, V_{T_1-}) g(t-T_1, X_{T_1}, V_{T_1}) \right].
\]

Combining these terms we have that (101) holds for \( n+1 \), therefore holds for all \( n \geq 0 \). □

**Proposition 8.2.** Let \( \{\tilde{P}_t\} \) be the semigroup corresponding to the generator \( \Phi \) and assume that \( \Phi \) is twice continuously differentiable with both \( \nabla_x \Phi, \nabla^2_x \Phi \) bounded on bounded sets. For any \( f \in C^1_b(\mathcal{H} \times \mathcal{H}) \) with \( \text{supp}(f) \subseteq B_r \) for some \( r > 0 \) then there exists a constant \( C(r) \) which depends on \( r \) and \( \Phi \) such that (53) holds.

**Proof of Proposition 8.2.** We shall define an extended PDMP which will also keep track of component of the latest jump and the pre-multiplier \( C_t \),

\[
\tilde{Z}_t = (X_t, V_t, C_t, J_{T_{N_t}})
\]
this is a PDMP with rate $\tilde{\lambda}$, deterministic motion $\tilde{\varphi}_t$ and jumps according to the Markov kernel $\tilde{Q}$ where

$$\tilde{\varphi}_t(x, v, c, j) = (\varphi_t(x, v), c\nabla \varphi_t(x, v), j)$$

$$\tilde{Q}(x, v, c, j; (dy, dw, d\sigma, di)) = \sum_{n=1}^{\infty} \tilde{\lambda}_n(x, v) \delta_{x, R_n v, cB_n, m}(dy, dw, d\sigma, di).$$

The random counting measure, $\hat{p}$, determined by $\hat{Z}_t$ is

$$\hat{p} = \sum_{n=1}^{\infty} \delta_{\tau_{T_n}, \hat{Z}_{T_n}},$$

where $\delta_z$ here represents the Dirac Delta measure which has $\delta_z(\{z\}) = 1$. By [25, Equation (7.32)] the random counting measure $\hat{p}$ has compensating measure $\bar{p}$ which is given by

$$\bar{p}(dt, d\hat{z}) = \hat{\lambda}(\hat{Z}_{t-})\hat{Q}(\hat{Z}_{t-}, d\hat{z})dt.$$ 

That is $p - \bar{p}$ is a local Martingale (with filtration given by the natural filtration of $\hat{Z}_t$).

Notice that for integrable $g : [0, \infty) \times H \times H \times \mathbb{H}^2 \times \mathbb{H} \rightarrow \mathbb{R}$ we have

$$\int gdp = \sum_{n=1}^{N_t} g(T_n, X_{T_n}, V_{T_n}, C_{T_n}, J_n) - \int_0^t \sum_{m=1}^{\infty} \tilde{\lambda}_m(X_s, V_{s-})g(s, X_s, R_m V_{s-}, C_s \cdot B'_m, m)ds.$$ 

Fix $t > 0$ and set $g_t$ to be

$$g_t(s, x, v, c, j) = cB'_j \nabla \log \tilde{\lambda}_j(x, R_j v)1_{s \leq t}.$$ 

With this choice of $g$ we have that

$$\int g_t dp = \sum_{n=1}^{N_t} C_{T_n} B'_n \nabla \log \tilde{\lambda}_n(X_{T_n}, R_{T_n} V_{T_n}) - \int_0^t \sum_{m=1}^{\infty} \tilde{\lambda}_m(X_s, V_{s-})C_s \cdot B'_m B'_m \nabla \log \tilde{\lambda}_m(X_s, R^2_m V_{s-})ds$$

$$= \sum_{m=1}^{N_t} C_{T_m} \nabla \log \tilde{\lambda}_m(X_{T_m}, V_{T_m}) - \int_0^t C_s \nabla \tilde{\lambda}(X_s, V_s)ds = \xi_t$$

is a local Martingale. Moreover, by [25, Proposition 4.6.2] we have

$$\mathbb{E} \left[ \left\| \int gdp \right\|_{H \times H}^2 \right] = \mathbb{E} \left[ \int g^2 \right]_{H \times H}.$$ 

Therefore, for this choice of $g$ we have

$$\mathbb{E} \left[ \||\xi_t\|^2_{H \times H} \right] = \mathbb{E} \left[ \int_0^t \sum_{j=1}^{N_t} \tilde{\lambda}_j(X_s, V_s) |C_s \nabla \log \tilde{\lambda}_j(X_s, V_s)|^2 ds \right]$$

$$\leq \mathbb{E} \left[ \int_0^t \sum_{j=1}^{N_t} \left| \frac{\nabla \tilde{\lambda}_j(X_s, V_s)}{\tilde{\lambda}_j(X_s, V_s)} \right|^2 ds \right]$$

(103)

Recall $\tilde{\lambda}_j$ is given by [16] so

$$\frac{|\nabla \tilde{\lambda}_j(x, v)|^2}{\tilde{\lambda}_j(x, v)} = \psi'(\langle \nabla_x \Phi(x), v - R_j v \rangle_H) \langle \nabla_x \Phi(x), v - R_j v \rangle_H$$

$$- \log \left( \phi(\exp(-\langle \nabla_x \Phi(x), v - R_j v \rangle_H)) \right)$$

where

$$\psi(s) = \log \left( \phi(\exp(-s)) \right).$$
Note that for the choice of \( \phi(r) = \frac{r}{1+r} \) we have that for all \( s \in \mathbb{R} \)
\[
0 \leq \frac{\psi'(s)^2}{-\log(\phi(\exp(-s)))} \leq \frac{1}{2}.
\]

Using this bound we obtain
\[
\frac{|\nabla \lambda_j(x,v)|^2}{\lambda_j(x,v)} \leq \frac{1}{2} |\nabla(\nabla_x \Phi(x), v - R_jv)_{\mathcal{H}}|^2 = \frac{1}{2} (|\nabla^2 \Phi(x)(v - R_jv)|^2 + |(1 - R_j)\nabla_x \Phi(x)|^2).
\]

Summing over \( j \) we have and using (104) we have
\[
\sum_{j=1}^{\infty} \frac{|\nabla \lambda_j(x,v)|^2}{\lambda_j(x,v)} \leq 2 (|\nabla^2 \Phi(x)||v||^2 + |\nabla_x \Phi(x)||^2).
\]

Therefore
\[
E \left[ \|\xi_t\|_{\mathcal{H}\times\mathcal{H}}^2 \right] \leq 2E \left[ \int_0^t (|\nabla^2 \Phi(X_s)||V_s||^2 + |\nabla_x \Phi(X_s)||^2) ds \right].
\]

Since there are no refreshments, plus both \( \varphi \) and \( R_j \) preserve the norm we have that \( \| (X_s, V_s) \|_{\mathcal{H}\times\mathcal{H}} = \| (x, v) \|_{\mathcal{H}\times\mathcal{H}} \). That is, the process always remains on the sphere centered at zero with radius \( \| (x, v) \|_{\mathcal{H}\times\mathcal{H}} \). Moreover as \( f \) has support contained within \( B_r \) we need only consider \( (x, v) \in B_r \) so \( (X_s, V_s) \in B_r \). Since we have that \( \nabla_x \Phi, \nabla^2 \Phi \) and \( V_s \) are bounded on bounded sets there exists a positive constant \( C(r) \) such that
\[
E \left[ \|\xi_t\|_{\mathcal{H}\times\mathcal{H}}^2 \right] \leq C(r)^2 t.
\]

8.3. Proofs of Section 6.1

Proof of Proposition 6.9. By [18] Theorem 3.7 we have for any \( g \in FC_{b}^{\infty}(\mathcal{H}) \) and \( h = g - A g \) it holds
\[
\int_{\mathcal{H}} g^2 + \langle \Sigma \nabla_x g, \nabla_x g \rangle_{\mathcal{H}} d\pi = \int_{\mathcal{H}} gh d\pi
\]
\[
\int_{\mathcal{H}} |\Sigma^{\frac{1}{2}} \nabla_x g|^2_{\mathcal{H}} + \text{Tr}[(\Sigma \nabla^2_x g)^2] + \langle \nabla^2_x \Phi \Sigma \nabla_x g, \Sigma \nabla_x g \rangle_{\mathcal{H}} d\pi = \int_{\mathcal{H}} (Ag)^2 d\pi.
\]

As shown in [18] Remark 3.8 (106) implies
\[
\int_{\mathcal{H}} g^2 + \langle \Sigma \nabla_x g, \nabla_x g \rangle_{\mathcal{H}} d\pi \leq \int_{\mathcal{H}} h^2 d\pi.
\]

Note that although [18] typically assumes \( \Phi \) is convex the results we used above do not require convexity. Therefore (107) follows.

Since \( \nabla^2_x \Phi \) is bounded there exists \( c_{\Phi} \geq 0 \) such that \( \Sigma \nabla^2_x \Phi(x) \geq -c_{\Phi} \) for all \( x \in \mathcal{H} \). Then we can use this bound in (107) to obtain
\[
\int_{\mathcal{H}} |\Sigma^{\frac{1}{2}} \nabla_x g|^2_{\mathcal{H}} + \text{Tr}[(\Sigma \nabla^2_x g)^2] d\pi \leq \int_{\mathcal{H}} (Ag)^2 d\pi + c_{\Phi} \int_{\mathcal{H}} \langle \nabla_x g, \Sigma \nabla_x g \rangle_{\mathcal{H}} d\pi.
\]

It remains to bound the right hand side. For the first term we use that \( A g = g - h \) and \( \| g \|_{L^2} \leq \| h \|_{L^2} \). For the second term we use (108). These give
\[
\int_{\mathcal{H}} |\Sigma^{\frac{1}{2}} \nabla_x g|^2_{\mathcal{H}} + \text{Tr}[(\Sigma \nabla^2_x g)^2] d\pi \leq (2 + c_{\Phi}) \int_{\mathcal{H}} h^2 d\pi.
\]

It remains to show that (104) holds.

Fix \( \varphi \in C^2(\mathcal{H}) \), and note that by Young’s inequality we have
\[
2 \langle \varphi(\Sigma^{\frac{1}{2}} \nabla_x) \Phi, (\Sigma^{\frac{1}{2}} \nabla_x) \varphi \rangle_{L^2} \leq \epsilon^{-1} \| (\Sigma^{\frac{1}{2}} \nabla_x) \varphi \|^2_{L^2} + \epsilon \| (\Sigma^{\frac{1}{2}} \nabla_x) \Phi \|^2_{L^2}
\]
where \( \varepsilon > 0 \) will be chosen later. Also we have
\[
2\langle \varphi(\frac{1}{2}\nabla x)\Phi, (\frac{1}{2}\nabla x)\varphi \rangle_{L^2} = \langle (\frac{1}{2}\nabla x)\Phi, (\frac{1}{2}\nabla x)(\varphi^2) \rangle_{L^2} = \langle -A\Phi, \varphi^2 \rangle_{L^2}.
\]

Now using (59) we get
\[
2\langle \varphi(\frac{1}{2}\nabla x)\Phi, (\frac{1}{2}\nabla x)\varphi \rangle_{L^2} \geq C_1|\varphi(\frac{1}{2}\nabla x)\Phi|^2_{L^2} - C_2|\varphi|^2_{L^2}.
\]

Now by setting \( \varepsilon = C_1/2 \) we get
\[
|\varphi(\frac{1}{2}\nabla x)\Phi|^2_{L^2} \leq \frac{4}{C_1}|\varphi(\frac{1}{2}\nabla x)\Phi|^2_{L^2} + \frac{2C_2}{C_1}|\varphi|^2_{L^2}.
\]

Choose \( \varphi(x) = \sqrt{\delta + ((\frac{1}{2}\nabla x)g, (\frac{1}{2}\nabla x)g)_{\mathcal{H}}} \) and observe that
\[
|\varphi(\frac{1}{2}\nabla x)\Phi|^2_{L^2} \leq \frac{|\varphi(\frac{1}{2}\nabla x)\Phi|^2_{L^2}}{\sqrt{\delta + ((\frac{1}{2}\nabla x)g, (\frac{1}{2}\nabla x)g)_{\mathcal{H}}}} \leq \frac{|\varphi|^2_{L^2}}{\sqrt{\delta + ((\frac{1}{2}\nabla x)g, (\frac{1}{2}\nabla x)g)_{\mathcal{H}}}}.
\]

With this choice of \( \varphi \) we have that (109) gives
\[
\left|\left| \varphi(\frac{1}{2}\nabla x)\Phi \right|^2_{L^2} \leq \frac{4}{C_1}|\varphi|^2_{L^2} + \frac{2C_2}{C_1}|\varphi|^2_{L^2} + 2C_2\delta.
\]

Finally by (72), (73) and taking \( \delta \to 0 \) we have
\[
\left|\left| \varphi(\frac{1}{2}\nabla x)u_g \right|^2_{L^2} \leq \left(\frac{4\kappa_1^2}{C_1^2} + \frac{2C_2}{C_1^2}\right)\|g\|_{L^2}^2.
\]

Proof of Proposition 6.11. Let us first show that (75) holds. Fix \( f \in FC_b^\infty(\mathcal{H} \times \mathcal{H}) \) and observe that
\[
|\langle BSf, \Pi f \rangle_{L^2} | = |\langle f, B^*\Pi f \rangle_{L^2} |.
\]

Since \( \Pi \) is an orthogonal projection onto the kernel of \( S \) we can rewrite the right hand side of the above expression as
\[
|\langle BSf, \Pi f \rangle_{L^2} | = |\langle (1 - \Pi)f, SB^*\Pi f \rangle_{L^2} | \leq \| (1 - \Pi)f \| \| SB^*f \|_{L^2}.
\]

Therefore (75) follows provided we have
\[
\| (BS)^*g \|_{L^2} \leq c_4 \| g \|_{L^2}.
\]

For \( f \in FC_b^\infty(\mathcal{H} \times \mathcal{H}) \) let \( u_f \in L^2(\mathcal{H}) \) be the function that satisfies \( (1 - G)u_f = \Pi f \). This is an abuse of notation as we defined \( u_g \) above for \( g \in L^2 \), as \( \Pi f \) can be viewed as belonging to \( L^2 \) we should use the notation \( u_{\Pi f} \) however to simplify the exposition we drop the \( \Pi \) in the notation. Then \( SB^*f = SAu_f \). As \( u_f \) does not depend on \( v \) we can write \( SAu_f \) as
\[
SAu_f = S \langle v, \nabla u_f(x) \rangle_{\mathcal{H}} = -\sum_{n=1}^\infty \lambda_n^v(x, v) \langle (1 - R_n)v, \nabla u_f(x) \rangle_{\mathcal{H}} + \lambda_\Pi (\Pi - 1) \langle v, \nabla u_f(x) \rangle_{\mathcal{H}}.
\]

Recall that \( \lambda_n^v(x, v) = \frac{1}{4}(1 - R_n)v, \nabla \Phi(x) \rangle_{\mathcal{H}} + \gamma_n(x, v) \) and \( \Pi \) acts by integration with respect to a centred Gaussian measure. This gives
\[
SAu_f = -\frac{1}{4} \sum_{n=1}^\infty \lambda_n^v(x, v) \left| (1 - R_n)v, \nabla \Phi(x) \right|_{\mathcal{H}} - \lambda_\Pi \langle v, \nabla u_f(x) \rangle_{\mathcal{H}}.
\]
Taking the $L^2_{\mu}$ norm we have

$$
\|SAu_f\|_{L^2_{\mu}} \leq \left\| \frac{1}{4} \sum_{n=1}^{\infty} \langle (1 - R_n)v, \nabla_x \Phi(x) \rangle_\mathcal{H} \langle (1 - R_n)v, \nabla_x u_f(x) \rangle_\mathcal{H} \right\|_{L^2_{\mu}} + \lambda_r \|\langle v, \nabla_x u_f(x) \rangle_\mathcal{H}\|_{L^2_{\mu}}.
$$

Using that $\nu_0$ is a Gaussian measure with covariance $\Sigma$ we can write the second term (by Lemma 6.7) as

$$
\|\langle v, \nabla_x u_f(x) \rangle_\mathcal{H}\|^2_{L^2_{\mu}} = \int_\mathcal{H} \langle \Sigma \nabla_x u_f(x), \nabla_x u_f(x) \rangle_\mathcal{H} \pi(dx) = \|\Sigma^{\frac{1}{2}} \nabla_x u_f\|^2_{L^2_{\mu}}.
$$

By Lemma 6.7 the first term can be written as

$$
\frac{1}{4} \sum_{n=1}^{\infty} \langle v, (1 - R_n)^* \nabla_x \Phi(x) \rangle_\mathcal{H} \langle v, (1 - R_n)^* \nabla_x u_f(x) \rangle_\mathcal{H} \left\|_{L^2_{\mu}}
= \frac{1}{16} \sum_{n,m=1}^{\infty} \int_{\mathcal{H}^2} \langle v, (1 - R_n)^* \nabla_x \Phi(x) \rangle_\mathcal{H} \langle v, (1 - R_m)^* \nabla_x u_f(x) \rangle_\mathcal{H}
\times \langle v, (1 - R_m)^* \nabla_x \Phi(x) \rangle_\mathcal{H} \langle v, (1 - R_m)^* \nabla_x u_f(x) \rangle_\mathcal{H} \mu(dx, dv)
= \frac{1}{16} \sum_{n,m=1}^{\infty} \int_\mathcal{H} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_m)^* \nabla_x u_f(x) \rangle_\mathcal{H} \langle \Sigma(1 - R_m)^* \nabla_x \Phi(x), (1 - R_m)^* \nabla_x u_f(x) \rangle_\mathcal{H} \pi(dx)
+ \frac{1}{16} \sum_{n,m=1}^{\infty} \int_\mathcal{H} \langle \Sigma(1 - R_m)^* \nabla_x \Phi(x), (1 - R_m)^* \nabla_x u_f(x) \rangle_\mathcal{H} \langle \Sigma(1 - R_m)^* \nabla_x \Phi(x), (1 - R_m)^* \nabla_x u_f(x) \rangle_\mathcal{H} \pi(dx)
+ \frac{1}{16} \sum_{n,m=1}^{\infty} \int_\mathcal{H} \langle \Sigma(1 - R_m)^* \nabla_x \Phi(x), (1 - R_m)^* \nabla_x u_f(x) \rangle_\mathcal{H} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_m)^* \nabla_x u_f(x) \rangle_\mathcal{H} \pi(dx)
= \int_\mathcal{H} \langle \Sigma \nabla_x \Phi(x), \nabla_x u_f(x) \rangle_\mathcal{H}^2 \pi(dx)
+ \frac{1}{16} \sum_{n=1}^{\infty} \int_\mathcal{H} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_n)^* \nabla_x u_f(x) \rangle_\mathcal{H} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_n)^* \nabla_x u_f(x) \rangle_\mathcal{H} \pi(dx)
+ \frac{1}{16} \sum_{n=1}^{\infty} \int_\mathcal{H} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_n)^* \nabla_x u_f(x) \rangle_\mathcal{H} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_n)^* \nabla_x u_f(x) \rangle_\mathcal{H} \pi(dx)
$$

Now using Cauchy-Schwartz we have

$$
\frac{1}{4} \sum_{n=1}^{\infty} \langle v, (1 - R_n)^* \nabla_x \Phi(x) \rangle_\mathcal{H} \langle v, (1 - R_n)^* \nabla_x u_f(x) \rangle_\mathcal{H} \left\|_{L^2_{\mu}}
\leq \int_\mathcal{H} \|\Sigma^{\frac{1}{2}} \nabla_x \Phi(x)\|^2_\mathcal{H} \|\Sigma^{\frac{1}{2}} \nabla_x u_f(x)\|^2_\mathcal{H} \pi(dx)
+ \frac{1}{8} \sum_{n=1}^{\infty} \int_\mathcal{H} \|\Sigma^{\frac{1}{2}} (1 - R_n)^* \nabla_x \Phi(x)\|^2_\mathcal{H} \|\Sigma^{\frac{1}{2}} (1 - R_n)^* \nabla_x u_f(x)\|^2_\mathcal{H} \pi(dx).
$$
Fix a function \( F : \mathcal{H} \to \mathcal{H} \) then by (50) we have the following bound
\[
\|\Sigma^{\frac{1}{2}} (1 - R_n)^* F\|_\mathcal{H}^2 \leq \sum_{n=1}^\infty \|\Sigma^{\frac{1}{2}} (1 - R_n)^* F\|_\mathcal{H}^2
\]
\[
= \sum_{n=1}^\infty \langle (1 - R_n) \Sigma (1 - R_n)^* F, F \rangle_\mathcal{H}
\]
\[
= 4 \|\Sigma^{\frac{1}{2}} F\|_\mathcal{H}^2
\] (113)

By setting \( F(x) = \nabla_x \Phi(x) \) in (111)-(113) we have \( \|\Sigma^{\frac{1}{2}} (1 - R_n)^* \nabla_x \Phi(x)\|_\mathcal{H}^2 \leq 4 \|\Sigma^{\frac{1}{2}} \nabla_x \Phi(x)\|_\mathcal{H}^2 \) which gives
\[
\frac{1}{4} \sum_{n=1}^\infty \langle \nabla, (1 - R_n)^* \nabla \Phi(x) \rangle_\mathcal{H} \langle \nabla, (1 - R_n)^* \nabla u_f(x) \rangle_\mathcal{H} \leq \frac{1}{4} \int_\mathcal{H} \|\Sigma^{\frac{1}{2}} \nabla_x \Phi(x)\|_\mathcal{H}^2 \|\Sigma^{\frac{1}{2}} \nabla_x u_f(x)\|_\mathcal{H}^2 \pi(\mathcal{H})
\]
\[
= \frac{1}{4} \sum_{n=1}^\infty \int_\mathcal{H} \|\Sigma^{\frac{1}{2}} \nabla_x \Phi(x)\|_\mathcal{H}^2 \|\Sigma^{\frac{1}{2}} (1 - R_n)^* \nabla_x u_f(x)\|_\mathcal{H}^2 \pi(\mathcal{H})
\]
\[
\leq 3 \int_\mathcal{H} \|\Sigma^{\frac{1}{2}} \nabla_x \Phi(x)\|_\mathcal{H}^2 \|\Sigma^{\frac{1}{2}} \nabla_x u_f(x)\|_\mathcal{H}^2 \pi(\mathcal{H})
\]

Therefore we have
\[
\|SAu_f\|_{L^2_\mu} \leq \sqrt{3} \left( \frac{\|\Sigma^{\frac{1}{2}} \nabla_x u_f\|_{L^2_\mu} \|\Sigma^{\frac{1}{2}} \nabla_x \Phi(x)\|_{L^2_\mu\mathcal{H};\mathcal{H}}} + \lambda_r \|\Sigma^{\frac{1}{2}} \nabla_x u_f\|_{L^2_\mu(\mathcal{H};\mathcal{H})} \right)
\]

Now by (72) and (74) we can bound these terms by
\[
\|STu_f\|_{L^2_\mu}^2 \leq \left( \sqrt{3} \left( \frac{4}{c_1^2} + \frac{c_2}{c_1} \right)^{\frac{1}{2}} + \frac{1}{\sqrt{2}} \lambda_r \right) \|f\|_{L^2_\mu}^2
\]

That is (110) holds.

Now we prove that (110) holds. Observe that
\[
|\langle (BA(1 - \Pi)f, \Pi f)\rangle_{L^2_\mu} | = |\langle (1 - \Pi)f, (1 - \Pi)AB^* \Pi f\rangle_{L^2_\mu} | = |\langle (1 - \Pi)f, (1 - \Pi)A^2 u_f\rangle_{L^2_\mu} |
\]
\[
\leq \| (1 - \Pi)f \|_{L^2_\mu}^2 \| (1 - \Pi)A^2 u_f \|_{L^2_\mu}
\]

Recall from [70] that
\[
A^2 u_f = \langle v, \nabla_x^2 u_f(x)v \rangle_\mathcal{H} - \langle x, \nabla_x u_f(x) \rangle_\mathcal{H} - \frac{1}{4} \sum_{n=1}^\infty \langle \nabla_x \Phi(x), (1 - R_n)v \rangle_\mathcal{H} \langle (1 - R_n)v, \nabla_x u_f(x) \rangle_\mathcal{H}
\]

Applying (1 - \Pi) gives
\[
(1 - \Pi)A^2 u_f = \langle v, \nabla_x^2 u_f(x)v \rangle_\mathcal{H} - \text{Tr}(\Sigma \nabla_x^2 u_f(x))
\]
\[
- \frac{1}{4} \sum_{n=1}^\infty \langle \nabla_x \Phi(x), (1 - R_n)v \rangle_\mathcal{H} \langle (1 - R_n)v, \nabla_x u_f(x) \rangle_\mathcal{H} + \frac{1}{4} \sum_{n=1}^\infty \langle \Sigma (1 - R_n)^* \nabla_x \Phi(x), (1 - R_n)^* \nabla_x u_f(x) \rangle_\mathcal{H}
\]

We can simplify this expression using (56)
\[
(1 - \Pi)A^2 u_f = \langle v, \nabla_x^2 u_f(x)v \rangle_\mathcal{H} - \text{Tr}(\Sigma \nabla_x^2 u_f(x))
\]
\[
- \frac{1}{4} \sum_{n=1}^\infty \langle \nabla_x \Phi(x), (1 - R_n)v \rangle_\mathcal{H} \langle (1 - R_n)v, \nabla_x u_f(x) \rangle_\mathcal{H} + \langle \Sigma \nabla_x \Phi(x), \nabla_x u_f(x) \rangle_\mathcal{H}
\]
Using that \( \Pi \) is an orthogonal projection we can write
\[
\|\langle v, \nabla_x^2 u_f(x)v \rangle_{\mathcal{H}} - \text{Tr}(\Sigma \nabla_x^2 u_f(x)) \|_{L^2_\mu}^2 = \int_{\mathcal{H}} \langle v, \nabla_x^2 u_f(x)v \rangle_{\mathcal{H}}^2 - \text{Tr}(\Sigma \nabla_x^2 u_f(x))^2 \mu(dx, dv).
\]
By Lemma 6.7 we have
\[
\int_{\mathcal{H}} \langle v, \nabla_x^2 u_f(x)v \rangle_{\mathcal{H}}^2 \mu(dx, dp) = 2 \int_{\mathcal{H}} \text{Tr}(\nabla_x^2 u_f(x)\Sigma^2 \nabla_x^2 u_f(x)) \pi(dx) + \int_{\mathcal{H}} \text{Tr}(\Sigma \nabla_x^2 u_f(x))^2 \pi(dx).
\]
Thus
\[
\|\langle v, \nabla_x^2 u_f(x)v \rangle_{\mathcal{H}} - \text{Tr}(\Sigma \nabla_x^2 u_f(x)) \|_{L^2_\mu}^2 = 2 \|\Sigma \nabla_x^2 u_f(x)\|_{L^2_\pi(\mathcal{H}; \mathcal{H} \otimes \mathcal{H})}.
\]
We can treat the second term similarly, by Lemma 6.7 we write the norm of this term as
\[
\frac{1}{4} \sum_{n=1}^{\infty} \langle \nabla_x \Phi(x), (1 - R_n)v \rangle_{\mathcal{H}} \langle (1 - R_n)v, \nabla_x u_f(x) \rangle_{\mathcal{H}} - \langle \Sigma \nabla_x \Phi(x), \nabla_x u_f(x) \rangle_{\mathcal{H}} \|_{L^2_\mu}^2
\]
\[
= \int_{\mathcal{H}} \int_{\mathcal{H}} \frac{1}{16} \sum_{n,m=1}^{\infty} \langle \nabla_x \Phi(x), (1 - R_n)v \rangle_{\mathcal{H}} \langle (1 - R_n)v, \nabla_x u_f(x) \rangle_{\mathcal{H}} \langle \nabla_x \Phi(x), (1 - R_m)v \rangle_{\mathcal{H}} \langle (1 - R_m)v, \nabla_x u_f(x) \rangle_{\mathcal{H}}
\]
\[
- \langle \Sigma \nabla_x \Phi(x), \nabla_x u_f(x) \rangle_{\mathcal{H}} \|_{L^2_\mu}^2 \pi(dx)
\]
\[
= \int_{\mathcal{H}} \int_{\mathcal{H}} \sum_{n,m=1}^{\infty} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_n)^* \nabla_x u_f(x) \rangle_{\mathcal{H}} \langle \Sigma(1 - R_m)^* \nabla_x \Phi(x), (1 - R_m)^* \nabla_x u_f(x) \rangle_{\mathcal{H}} \pi(dx)
\]
\[
+ \int_{\mathcal{H}} \int_{\mathcal{H}} \sum_{n,m=1}^{\infty} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_m)^* \nabla_x \Phi(x) \rangle_{\mathcal{H}} \langle \Sigma(1 - R_m)^* \nabla_x u_f(x), (1 - R_m)^* \nabla_x u_f(x) \rangle_{\mathcal{H}} \pi(dx)
\]
\[
+ \int_{\mathcal{H}} \int_{\mathcal{H}} \sum_{n,m=1}^{\infty} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_m)^* \nabla_x \Phi(x) \rangle_{\mathcal{H}} \langle \Sigma(1 - R_n)^* \nabla_x u_f(x), (1 - R_m)^* \nabla_x u_f(x) \rangle_{\mathcal{H}} \pi(dx)
\]
\[
- \int_{\mathcal{H}} \langle \Sigma \nabla_x \Phi(x), \nabla_x u_f(x) \rangle_{\mathcal{H}} \|_{L^2_\mu}^2 \pi(dx)
\]
\[
= \int_{\mathcal{H}} \frac{1}{16} \sum_{n=1}^{\infty} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_n)^* \nabla_x \Phi(x) \rangle_{\mathcal{H}} \langle \Sigma(1 - R_n)^* \nabla_x u_f(x), (1 - R_n)^* \nabla_x u_f(x) \rangle_{\mathcal{H}} \pi(dx)
\]
\[
+ \int_{\mathcal{H}} \frac{1}{16} \sum_{n=1}^{\infty} \langle \Sigma(1 - R_n)^* \nabla_x \Phi(x), (1 - R_n)^* \nabla_x \Phi(x) \rangle_{\mathcal{H}} \langle \Sigma(1 - R_n)^* \nabla_x u_f(x), (1 - R_n)^* \nabla_x u_f(x) \rangle_{\mathcal{H}} \pi(dx)
\]
\[
\leq 2 \int_{\mathcal{H}} \|\nabla^2 \nabla_x \Phi(x)\|_{\mathcal{H}}^2 \|\nabla^2 \nabla_x u_f(x)\|_{\mathcal{H}}^2 \pi(dx).
\]
Thus,
\[
\|\langle (1 - \Pi)T^2 u_f \rangle_{L^2_\mu} \|_{L^2_\mu} \leq \sqrt{2} \|\Sigma \nabla_x^2 u_f\|_{L^2_\mu} + \sqrt{2} \|\Sigma \nabla_x \nabla_x^2 u_f\|_{\mathcal{H}} \|\Sigma \nabla_x^2 u_f\|_{L^2_\mu}.
\]
By (73) and (74) we can bound this by
\[
\|\langle (1 - \Pi)T^2 u_f \rangle_{L^2_\mu} \|_{L^2_\mu} \leq \sqrt{2} (\kappa_1 + \kappa_2) \|\Pi f\|_{L^2_\mu}.
\]

\[\square\]

Appendix A. Differentiability in the direction \( \mathcal{X}^c \)

Define the set \( C \) to be the set of all \( f : \mathcal{H}^2 \to \mathbb{R} \) for which the following limit is well-defined and bounded:
\[
L_{\mathcal{X}} f(x, p) := \lim_{t \to 0} \frac{1}{t} [f(\varphi_t(x, v)) - f(x, v)] = \frac{d}{dt} f(x, v) |_{t=0} \varphi_t(x, v).
\]
Lemma A.1. Assume that (38) holds, then flow $\varphi_t$ is invariant under the probability measure $\mu_0$.

Proof of Lemma A.1. Fix $y, w \in \mathcal{H}$ and define the function

$$\psi(x, v) = \exp(i(x, y)_{\mathcal{H}} + i(v, w)_{\mathcal{H}}).$$

Then since $\varphi_t$ is a bounded linear operator on the space $\mathcal{H}^2$ we have

$$\psi(\varphi_t(x, v)) = \exp(i \langle \varphi_t^*(y, w), (x, v) \rangle_{\mathcal{H}^2}).$$

Here $\varphi_t^*$ denotes the $\mathcal{H}^2$ adjoint of $\varphi_t$, when viewed as a linear operator. Now integrating with respect to $\mu_0$ we have

$$\int_{\mathcal{H}^2} \psi(\varphi_t(x, v)) \mu_0(dx, dv) = \hat{\mu}_0(\varphi_t^*(y, w))$$

where $\hat{\mu}_0$ denotes the Fourier transform of the measure $\mu_0$. As $\mu_0$ is a Gaussian measure we have

$$\int_{\mathcal{H}^2} \psi(\varphi_t(x, v)) \mu_0(dx, dv) = \exp(-\frac{1}{2} \langle \left( \begin{array}{cc} \Sigma_x & 0 \\ 0 & \Sigma_v \end{array} \right) \varphi_t^*(y, w), \varphi_t^*(y, w) \rangle_{\mathcal{H}^2})$$

Differentiating this expression we have

$$\frac{d}{dt} \int_{\mathcal{H}^2} \psi(\varphi_t(x, v)) \mu_0(dx, dv) = -\frac{1}{2} \left( \begin{array}{cc} \Sigma_x & 0 \\ 0 & \Sigma_v \end{array} \right) \frac{d}{dt} \varphi_t^*(y, w), \varphi_t^*(y, w) \rangle_{\mathcal{H}^2}$$

$$+ \left( \begin{array}{cc} \Sigma_x & 0 \\ 0 & \Sigma_v \end{array} \right) \varphi_t^*(y, w), \left( \begin{array}{cc} 0 & -\mathcal{P} \\ \mathcal{P} & 0 \end{array} \right) \varphi_t^*(y, w) \rangle_{\mathcal{H}^2} \exp \left( -\frac{1}{2} \left( \begin{array}{cc} \Sigma_x & 0 \\ 0 & \Sigma_v \end{array} \right) \varphi_t^*(y, w), \varphi_t^*(y, w) \rangle_{\mathcal{H}^2} \right)$$

Now for any $x', v' \in \mathcal{H}$ we have

$$\langle \left( \begin{array}{cc} 0 & -\Sigma_x \mathcal{P} \\ \mathcal{P} & 0 \end{array} \right) \varphi_t^*(y, w), \varphi_t^*(y, w) \rangle_{\mathcal{H}^2} = \langle (\mathcal{P} \Sigma_v - \Sigma_x \mathcal{P}) v', x' \rangle_{\mathcal{H}}$$

which is equal to zero by (38). \qed

Lemma A.2. Assume (38) holds, then for any $f, g$ such that $t \mapsto f(\varphi_t(x, v))$ and $t \mapsto g(\varphi_t(x, v))$ are differentiable $\mu_0$-a.e. then

$$\int_{\mathcal{H}^2} L_X f(x, v) g(x, v) \mu_0(dx, dv) = -\int_{\mathcal{H}^2} f(x, v) L_X g(x, v) \mu_0(dx, dv).$$

Proof. Recall that $L_X$ is the directional derivative with respect to the integral curve $\varphi_t$ so we have

$$\int_{\mathcal{H}^2} L_X f(x, v) g(x, v) \mu_0(dx, dv) = \lim_{t \to 0} \frac{1}{t} \left( \int_{\mathcal{H}^2} f(\varphi_t(x, v)) g(x, v) \mu_0(dx, dv) - \int_{\mathcal{H}^2} f(x, v) g(x, v) \mu_0(dx, dv) \right).$$
Using Lemma [A.1]
\[
\int_{\mathcal{H}^2} L_{\mathcal{H}} f(x,v) g(x,v) \mu_0(dx, dv) = \lim_{t \to 0} \frac{1}{t} \left( \int_{\mathcal{H}^2} f(x,v) g(\varphi_{-t}(x,v)) \mu_0(dx, dv) - \int_{\mathcal{H}^2} f(x,v) g(x,v) \mu_0(dx, dv) \right) \\
= - \int_{\mathcal{H}^2} f(x,v) L_{\mathcal{H}} g(x,v) \mu_0(dx, dv).
\]

**Corollary A.3.** Assume Hypothesis 4.15 holds. Then for any \( f, g \) such that \( t \mapsto f(\varphi_t(x,v)) \) and \( t \mapsto g(\varphi_t(x,v)) \) are differentiable \( \mu_0 \)-a.e. then
\[
\int_{\mathcal{H}^2} L_{\mathcal{H}} f(x,v) g(x,v) \mu(dx, dv) = - \int_{\mathcal{H}^2} f(x,v) L_{\mathcal{H}} g(x,v) \mu(dx, dv) + \int (\nabla_x \Phi(x), \mathcal{P}p)f(x,v)g(x,v)\mu(dx, dv).
\]
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