Adapting paths against zero-determinant strategies in repeated prisoner’s dilemma games

Daiki Miyagawa\textsuperscript{1}\textsuperscript{*}, Azumi Mamiya\textsuperscript{2} and Genki Ichinose\textsuperscript{1}

\textsuperscript{1} Department of Mathematical and Systems Engineering, Shizuoka University, 3-5-1 Johoku, Naka-ku, Hamamatsu, 432-8561, Japan
\textsuperscript{2} Nagoya Works, Mitsubishi Electric Corporation, 5-1-14, Yada-minami, Higashi-ku, Nagoya, 461-8670, Japan
\textsuperscript{*} Corresponding author (miyagawa.daiki.18@shizuoka.ac.jp)

July 18, 2022

Abstract

Long-term cooperation, competition, or exploitation among individuals can be modeled through repeated games. In repeated games, Press and Dyson discovered zero-determinant (ZD) strategies that enforce a special relationship between two players. This special relationship implies that a ZD player can unilaterally impose a linear payoff relationship to the opponent regardless of the opponent’s strategies. A ZD player also has a property that can lead the opponent to an unconditional cooperation if the opponent tries to improve its payoff. This property has been mathematically confirmed by Chen and Zinger. Humans often underestimate a payoff obtained in the future. However, such discounting was not considered in their analysis. Here, we mathematically explored whether a ZD player can lead the opponent to an unconditional cooperation even if a discount factor is incorporated. Specifically, we represented the expected payoff with a discount factor as the form of determinants and calculated whether the values obtained by partially differentiating each factor in the strategy vector become positive. As a result, we proved that the strategy vector ends up as an unconditional cooperation even when starting from any initial strategy. This result was confirmed through numerical calculations. We extended the applicability of ZD strategies to real world problems.
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1 Introduction

Societies consist of various interactions among individuals such as cooperation, competition, and exploitation. Cooperative relationships are desirable for society because competition can be exhaustive. However, there is always an incentive to exploit a cooperative relationship, which can be modeled using the prisoner’s dilemma (PD) game. Consider two players, in which each player selects one of two strategies: cooperation or defection. Then, depending on the actions selected by the two players, the payoff is allocated to each. A defection is the dominant strategy for both players because it yields a higher payoff than cooperation regardless of what strategy the opponent adopts. Thus, in the one-shot PD, defection is a unique Nash equilibrium. However, cooperation becomes a possible outcome in the repeated PD (RPD) game because it is beneficial for both players to build a cooperative relationship with each other when the game is repeated. This mutual cooperation is called direct reciprocity [1–3].

Although the RPD game has been long studied, Press and Dyson suddenly discovered a completely new property, namely, the existence of zero-determinant (ZD) strategies. They studied a one-to-one interaction in the RPD and showed that one of the two players can unilaterally enforce a linear payoff relationship on the opponent. This characteristic has attracted significant attention from researchers in evolutionary games.
Thus, ZD strategies have been studied in the context of evolutionary games [4–18]. In addition to evolutionary games, ZD strategies have been studied from various directions. Examples include games with observation errors [19, 20], multiplayer games [12, 21–25], continuous action spaces [23, 24, 26, 27], alternating games [27], asymmetric games [28], animal contests [29], human reactions to computerized ZD strategies [30, 31], and human-human experiments [23, 32, 33].

Among the various ZD strategies, of particular interest are the so-called Equalizer, Extortion [34], and Generous strategies [16]. Equalizer can fix the opponent’s payoff [34]. Extortion never results in a loss to any opponent in a one-to-one competition in terms of the expected payoffs. However, Generous strategies always obtain lower payoffs than that of the opponent, with the exception of mutual cooperation [16]. Extortion and Generous strategies are included as positively correlated ZD (pcZD) strategies [8].

In addition to a linear payoff relationship, ZD strategies are known to impose the following to the opponent. That is, when the opponent player tries to improve its own payoff, the opponent is led in an unconditional cooperation under \( 0 < \delta < 1 \). This property was predicted by Press and Dyson, and was numerically confirmed. Later, Chen and Zinger mathematically proved that this prediction is true in a subset of the RPD games [8]. However, our contribution is that we introduce the discount factor, which was ignored in the related work [8], and derived the conditions to reach an unconditional cooperation under \( 0 < \delta < 1 \).

2 Model

We consider the symmetric two-player (X and Y) RPD game. Player \( i \in \{ X, Y \} \) either cooperates (C) or defects (D) at each round. Such action is depicted as \( a_i \in \{ C, D \} \). Then, X (Y) obtains payoff \( u_X \) (\( u_Y \)) depending on the set of actions between X and Y (\( a = (a_X, a_Y) \)): \( u_X(a) = R \) and \( u_Y(a) = R \) for \( a = (C, C) \); \( u_X(a) = S \) and \( u_Y(a) = T \) for \( a = (C, D) \); \( u_X(a) = T \) and \( u_Y(a) = S \) for \( a = (D, C) \); and \( u_X(a) = P \) and \( u_Y(a) = P \) for \( a = (D, D) \). We can represent these payoffs through the following payoff matrix (row, \( a_X \); column, \( a_Y \)):

\[
\begin{pmatrix}
C & D \\
C & (R, R) & (S, T) \\
D & (T, S) & (P, P)
\end{pmatrix}
\]

The RPD game is defined by the following conditions:

\[ S < P < R < T, \ T + S < 2R \]

(2)

Here, we set \((R, P) = (1, 0)\) to reduce the number of variables while keeping the relationship of Eq. (2). Consequently, Eqs. (1) and (2) are respectively modified into the following:

\[
\begin{pmatrix}
C & D \\
C & (1, 1) & (S, T) \\
D & (T, S) & (0, 0)
\end{pmatrix}
\]

(3)

\[ S < 0, \ 1 < T, \ T + S < 2. \]

(4)

We consider memory-1 strategies. Memory-1 strategies use the actions of both players at round \( r - 1 \) to make their decisions at round \( r \). We express a memory-1 strategy as a 5-tuple. The strategy of player \( X \) is

\[
p = (p_0; p_1, p_2, p_3, p_4),
\]

(5)

where \( 0 \leq p_j \leq 1 \ (j \in \{0, 1, 2, 3, 4\}) \). In addition, \( p_1 \) is the cooperation probability for the current round when \( a = (C, C) \) at the last round; \( p_2, p_3, \) and \( p_4 \) correspond to \((C, D), (D, C), \) and \((D, D)\), respectively; and \( p_0 \) is the cooperation probability at the first round. As with player \( X \), we define the strategy of player \( Y \) as below:

\[
q = (q_0; q_1, q_2, q_3, q_4).
\]

(6)
where $0 \leq q_j \leq 1$ ($j \in \{0, 1, 2, 3, 4\}$). In addition, $q_1$, $q_2$, $q_3$, and $q_4$ correspond to $a = (C, C)$, $(D, C)$, $(C, D)$, and $(D, D)$, respectively, and $q_0$ is the cooperation probability at the first round.

We define the stochastic state of two players at round $r$ as $v(r) = (v_1(r), v_2(r), v_3(r), v_4(r))$, where $v_1$, $v_2$, $v_3$, and $v_4$ correspond to $a = (C, C)$, $(D, C)$, $(C, D)$, and $(D, D)$, respectively. Using this, we derive the expected payoff at round $r$ for player $i$ as $v(r)S_i$, where $S_i$ is the payoff vector, such that $S_X = (1, S, T, 0)^T$ and $S_Y = (1, T, S, 0)^T$. Defining $s_i$ as the average payoff per game, we obtain

$$s_i = (1-\delta)\sum_{r=0}^{\infty} \delta^r v(r) S_i,$$

(7)

where $\delta \in (0, 1)$ is the discount factor, which means that the payoffs obtained in the future are underestimated. Because this factor relatively increases the value of payoffs obtained in the first round, we must use $p_0$ and $q_0$ to determine the first game outcome even though the related study [8] did not consider it.

The initial stochastic state is $v(0) = (p_0q_0, p_0(1-q_0), (1-p_0)q_0, (1-p_0)(1-q_0))$. The transition matrix $M$ from the last round to the current round is given by the following:

$$M = \begin{pmatrix}
p_{1} q_{1} & p_{1} (1- q_{1}) & (1-p_{1}) q_{1} & (1-p_{1})(1- q_{1}) 
p_{2} q_{2} & p_{2} (1- q_{2}) & (1-p_{2}) q_{2} & (1-p_{2})(1- q_{2}) 
p_{3} q_{3} & p_{3} (1- q_{3}) & (1-p_{3}) q_{3} & (1-p_{3})(1- q_{3}) 
p_{4} q_{4} & p_{4} (1- q_{4}) & (1-p_{4}) q_{4} & (1-p_{4})(1- q_{4})
\end{pmatrix}.$$  

(8)

We then obtain $v(r) = v(0)M^r$ at round $r$. Thus, substituting it for $v(r)$ in Eq. (7), we obtain

$$s_i = (1-\delta)v(0)^{\infty}(I-\delta M)^{-1} S_i,$$

(9)

where $I$ is the $4 \times 4$ identity matrix. Note that the conditions under which the matrix $I-\delta M$ is invertible are $0 \leq p_j, q_j \leq 1$ and $0 < \delta < 1$ (described in detail in Appendix A). Define the mean distribution of $v(r)$ as $v^T \equiv (1-\delta)v(0)(I-\delta M)^{-1}$. In [38], the authors showed $v(0) = v^T M_0$, where $M_0$ is below:

$$M_0 = \begin{pmatrix}
p_0 q_0 & p_0(1-q_0) & (1-p_0)q_0 & (1-p_0)(1-q_0) 
p_0 q_0 & p_0(1-q_0) & (1-p_0)q_0 & (1-p_0)(1-q_0) 
p_0 q_0 & p_0(1-q_0) & (1-p_0)q_0 & (1-p_0)(1-q_0) 
p_0 q_0 & p_0(1-q_0) & (1-p_0)q_0 & (1-p_0)(1-q_0)
\end{pmatrix}.$$  

(10)

We then obtain $v^T = (1-\delta)v^T M_0(I-\delta M)^{-1}$. Multiplying both sides of the equation by $I-\delta M$ from the right, we obtain $v^T(I-\delta M) = (1-\delta)v^T M_0$. Therefore, we obtain $v^T M' = 0$, where $M' \equiv \delta M + (1-\delta)M_0 - I$. Because this equation is the same style as Eq. (1) in [34], we can write out $s_i$ in the following way on the basis of [34]: Since we have $\text{Adj}(M')M' = O$ by applying Cramer’s rule, where $\text{Adj}(M')$ is the adjoint matrix of $M'$ and $O$ is $4 \times 4$ matrix all of which entries are zero, every row of $\text{Adj}(M')$ is proportional to $v^T$. Thus we obtain $v = \frac{u}{\|u\|}$ because $v_1 + v_2 + v_3 + v_4 = 1$ where $u$ is the fourth row of $\text{Adj}(M')$ and $I_4 = (1, 1, 1, 1)^T$. Now, we can derive the inner product between $u$ and the arbitrary vector $f = (f_1, f_2, f_3, f_4)^T$ as follows:

$$u \cdot f = \det \begin{pmatrix}
-1 + \delta p_1 q_1 + (1-\delta)p_0 q_0 & -1 + \delta p_1 + (1-\delta)p_0 & -1 + \delta q_1 + (1-\delta)q_0 & f_1 
\delta p_2 q_3 + (1-\delta)p_0 q_0 & -1 + \delta p_2 + (1-\delta)p_0 & \delta q_3 + (1-\delta)q_0 & f_2 
\delta p_3 q_2 + (1-\delta)p_0 q_0 & -1 + \delta q_3 + (1-\delta)q_0 & \delta q_4 + (1-\delta)q_0 & f_3 
\delta p_4 q_1 + (1-\delta)p_0 q_0 & -1 + \delta q_4 + (1-\delta)q_0 & \delta q_4 + (1-\delta)q_0 & f_4
\end{pmatrix}.$$  

(11)

From Eq. (11), we represent the average expected payoff $s_i$ as follows:

$$s_i = v \cdot S_i = \frac{u \cdot S_i}{u \cdot I_4}.$$  

(12)

Here, because we focus on player $Y$’s strategy $q$, we define $D(p, q, f)$ by exchanging the second row with the third row of Eq. (11), as shown below:

$$D(p, q, f) = -u \cdot f = \det \begin{pmatrix}
-1 + \delta p_1 q_1 + (1-\delta)p_0 q_0 & -1 + \delta p_1 + (1-\delta)p_0 & -1 + \delta q_1 + (1-\delta)q_0 & f_1 
\delta p_2 q_3 + (1-\delta)p_0 q_0 & -1 + \delta p_2 + (1-\delta)p_0 & \delta q_3 + (1-\delta)q_0 & f_2 
\delta p_3 q_2 + (1-\delta)p_0 q_0 & -1 + \delta q_3 + (1-\delta)q_0 & \delta q_4 + (1-\delta)q_0 & f_3 
\delta p_4 q_1 + (1-\delta)p_0 q_0 & -1 + \delta q_4 + (1-\delta)q_0 & \delta q_4 + (1-\delta)q_0 & f_4
\end{pmatrix}.$$  

(13)
Thus, we obtain

\[ s_i = \frac{D(p, q, S_i)}{D(p, q, 1_A)}. \tag{14} \]

If player X’s strategy \( p \) is a zero-determinant strategy, \( a_X + \beta X + \gamma = 0 \) is satisfied for any \( q \) in player Y. Therefore, we obtain the following four equations as ZD strategies:

\[
\begin{align*}
-1 + \delta p_1 + (1 - \delta) p_0 &= \alpha + \beta + \gamma, \\
-1 + \delta p_2 + (1 - \delta) p_0 &= \alpha S + \beta T + \gamma, \\
\delta p_3 + (1 - \delta) p_0 &= \alpha T + \beta S + \gamma, \\
\delta p_4 + (1 - \delta) p_0 &= \gamma.
\end{align*}
\]

Calculating \((16) + (17) - 2 \times (18) - ((15) - (18))(T + S)\), we obtain the relational expression as follows:

\[
\delta p_2 + \delta p_3 = 1 + 2\delta p_4 - (1 - \delta p_1 + \delta p_4)(T + S). \tag{19}
\]

If \( \alpha \neq 0 \), we can transform Eqs. \((15)-(18)\) by substituting \( \alpha = \phi, \beta = -\phi \chi, \gamma = \phi(\chi - 1)\kappa \) as below:

\[
\begin{align*}
\delta p_1 + (1 - \delta) p_0 &= 1 - \phi(\chi - 1)(1 - \kappa), \\
\delta p_2 + (1 - \delta) p_0 &= 1 - \phi(\chi T - S - (\chi - 1)\kappa), \\
\delta p_3 + (1 - \delta) p_0 &= \phi(T - \chi S + (\chi - 1)\kappa), \\
\delta p_4 + (1 - \delta) p_0 &= \phi(\chi - 1)\kappa.
\end{align*}
\]

Now, we can rewrite \( a_X + \beta X + \gamma = 0 \) using \( \chi \) and \( \kappa \) as below:

\[
s_X - \kappa = \chi(s_Y - \kappa). \tag{24}
\]

If player X is a positively correlated ZD strategy \((\chi \geq 1)\), we obtain the following relational expressions by comparing Eqs. \((20)\) and \((21)\), and Eqs. \((22)\) and \((23)\), respectively, as follows:

\[
\begin{align*}
p_1 > p_2, p_3 > p_4, \\
\therefore p_1, p_2, p_3, p_4 > 0, \tag{25}
\end{align*}
\]

where \( \hat{x} \equiv 1 - x \). In [38], the authors show that the smaller \( \delta \) is, the narrower the existence range of the pcZD strategy. Therefore, we restrict the range of \( \delta \) as \( \delta_c < \delta < 1 \), where \( \delta_c \) is the largest \( \delta \) at which the pcZD strategy cannot exist. According to Eq. \((27)\) in [38], \( \delta_c \) is given by

\[
\delta_c = \max \left( \frac{T - 1}{T}, \frac{-S}{1 - S} \right) > 0. \tag{26}
\]

From then on, the restriction of \( \delta_c < \delta < 1 \) is imposed on \( \delta \) when pcZD is assumed.

## 3 Result

We focus on the opponent facing a ZD player. The opponent tries to improve its payoff by changing its strategy, which we call an adaptive player. The adaptive player uses the average expected payoff \( s_Y \) to change from its current strategy \( q^n \) to a new strategy \( q^{n+1} \). In other words, it chooses \( q^{n+1} \) that will give it a larger \( s_Y \) than it can obtain by continuing to use \( q^n \). Figure 1 shows the flow of executing games between players and changing Y’s strategy.

Moreover, based on the definition of [8], we also define an adapting path as the locus in which the adaptive player changes its strategy from the initial strategy until it can no longer improve its payoff:

**Definition 1** An adapting path of an adaptive player is the discrete map \( \lambda : A \to [0, 1]^5 \) \((A = \{0, 1, 2, \cdots, N\}, N \in \mathbb{N})\), such that

\[
\begin{align*}
(A1) \ s_Y(\lambda(n_1)) < s_Y(\lambda(n_2)) &\ (0 \leq n_1 < n_2 \leq N); \\
(A2) \text{ There is no discrete map } \lambda : \{0, 1, 2, \cdots, N, \cdots, \hat{N}\} &\to [0, 1]^5 \text{ where } \forall n \in A \ \lambda(n) = \hat{\lambda}(n) \text{ satisfying (A1).}
\end{align*}
\]
We interpret $n$ and $\lambda$ as a time variable and strategy vector, respectively. Then, an adapting path $\lambda(A)$ depicts the locus of the strategy vector defined from $n = 0$ to $N$. (A1) indicates that the function $s_Y$ (payoff variable) increases as time passes. (A2) shows that the adapting path cannot extend further beyond the last time $N$.

Thus, the locus, which ends at a point which it can still improve $s_Y$, is not an adapting path.

Here, we prove the following theorem for all adapting paths for a case in which the adaptive player faces the pcZD strategies:

**Theorem 1** Assume that player $X$ uses a pcZD strategy and player $Y$ is the adaptive player facing with $X$. For the RPD games with discount factor $\delta \in (\delta_c, 1)$, we use the following payoff relationships:

\[
S < 0, \quad 1 < T, \quad 0 < T + S < 2, \quad (27)
\]

which have more limited conditions than the ordinary RPD games owing to $0 < T + S$.

Under this assumption, all adapting paths with any initial $q$ lead $Y$ to a strategy with $(q_0, q_1, q_2) = (1, 1, 1)$ if $p_0 < 1$ or $p_1 < 1$, or with $(q_0, q_1) = (1, 1)$ if $(p_0, p_1) = (1, 1)$.

Although this theorem is similar to Theorem 1 proven in [8], the conditions of $p_0$ and $q_0$ are novel.

We describe the outline of our proof. First, we calculate the partial derivatives of $s_Y$ for $q_j$ ($j \in \{0, 1, 2, 3, 4\}$) and check their signs to know how to improve $s_Y$. Instead of using $s_Y$, we actually use $\partial s_X/\partial q_j$ to simplify the equation because the sign of $\partial s_X/\partial q_j$ is equal to that of $\partial s_Y/\partial q_j$ owing to the positive linear relationship between $s_Y$ and $s_X$.

The important point proving this main theorem is expressing $s_X$ as a form of determinants which include discount factor $\delta$ (shown in Eq. (14)). This expression allows us to factorize $\partial s_X/\partial q_j$ using the method in [8]. Thus, it is sufficient to examine the corner cases of $q$ to check the sign of each factor because each factor is linear to some elements of $q_j$.

As the result of calculations, we found that (1) $\partial s_Y/\partial q_\ell \geq 0$ ($\ell \in \{1, 2, 3, 4\}$) for every $q$, whereas (2) $\partial s_Y/\partial q_0$ occasionally becomes less than 0. Through (1), $q_\ell$ can increase regardless of $q_0$ until every $q_\ell$ reaches a value of 1 or its partial derivative reaches zero. We regard this state as a relay state, at which we found that $\partial s_Y/\partial q_0 > 0$. From this relay state, $q_0$ also increases, then finally stops at strategies that satisfy $(q_0, q_1, q_2) = (1, 1, 1)$ or $(p_0, p_1, q_0, q_1) = (1, 1, 1, 1)$. These strategies correspond to the final state of all adapting paths.

### 4 Proof

To know where the destination of every adapting path is, we must derive how $q$ should be changed to improve $s_Y$. It is then effective to examine the signs of partial derivatives of $s_Y$ for $q_j$ ($j \in \{0, 1, 2, 3, 4\}$). We use $\partial s_X/\partial q_j$ because we can factorize it into a few simple factors. Note that the sign of $\partial s_X/\partial q_j$ is equal to that of $\partial s_Y/\partial q_j$ ($\partial s_Y/\partial q_j \propto \partial s_X/\partial q_j$) because there is a positively correlation between $s_X$ and $s_Y$ owing to a pcZD strategy of player $X$. 
Using the quotient rule, the equation of partial derivatives of $s_X$ is transformed into the following form:

$$\frac{\partial s_X}{\partial q_j} = \frac{\partial}{\partial q_j} \left( \frac{D(p, q, S_X)}{D(p, q, 1_4)} \right) = \frac{D(p, q, 1_4) \cdot \frac{\partial D(p, q, S_X)}{\partial q_j} - \frac{\partial D(p, q, 1_4)}{\partial q_j} \cdot D(p, q, S_X)}{D(p, q, 1_4)^2};$$

$$\therefore D(p, q, 1_4)^2 \frac{\partial s_X}{\partial q_j} = D(p, q, 1_4) \cdot \frac{\partial D(p, q, S_X)}{\partial q_j} - \frac{\partial D(p, q, 1_4)}{\partial q_j} \cdot D(p, q, S_X)$$

$$= \det \begin{pmatrix} D(p, q, 1_4) & D(p, q, S_X) \\ \frac{\partial D(p, q, 1_4)}{\partial q_j} & \frac{\partial D(p, q, S_X)}{\partial q_j} \end{pmatrix}. \quad (28)$$

Based on Eq. (28), to obtain the sign of $\frac{\partial s_X}{\partial q_j}$, we found that we must verify the existence of singularities of $s_X$, and then examine the sign on the right-hand side (RHS) of Eq. (28).

We factorized the RHS of Eq. (28) for simplification. For $\ell \in \{1, 2, 3, 4\}$, the RHS is factorized as below using the transformation proposed in [8]:

$$D(p, q, 1_4)^2 \frac{\partial s_X}{\partial q_j} = \delta(1 - \delta p_2 - (1 - \delta p_1)S + \delta p_4(1 - S)) \langle M_\ell \rangle \delta_\ell, \quad (29)$$

where $\langle M_\ell \rangle$ is the determinant eliminated the $\ell$th row and the fourth column from $D(p, q, f)$ and $\delta_\ell$ is also a determinant (we show the derivation of $\delta_\ell$ in Appendix B).

However, for $q_0$, the RHS is factorized as follows:

$$D(p, q, 1_4) \frac{\partial s_X}{\partial q_0} = (1 - \delta)(1 - \delta p_2 - (1 - \delta p_1)S + \delta p_4(1 - S))\delta_0, \quad (30)$$

where $\delta_0$ is also the determinant (shown in Appendix B).

Initially, we confirm the existence of singularities of $s_X$ by examining $D(p, q, 1_4) = 0$. We apply the following operations to $D(p, q, 1_4)$ for simplification: Subtract the fourth column multiplied by $(1 - \delta)p_0q_0$ from the first column, subtract the fourth column multiplied by $(1 - \delta)p_0$ from the second column, subtract the fourth column multiplied by $(1 - \delta)q_0$ from the third column. We then obtain the following:

$$D(p, q, 1_4) = \det \begin{pmatrix} -1 + \delta p_1q_1 & -1 + \delta p_1 & -1 + \delta q_1 & 1 \\ \delta p_2q_2 & \delta p_3 & -1 + \delta q_2 & 1 \\ \delta p_2q_3 & -1 + \delta p_2 & \delta q_3 & 1 \\ \delta p_3q_4 & \delta p_4 & \delta q_4 & 1 \end{pmatrix}. \quad (31)$$

Equation (31) shows that $D(p, q, 1_4)$ is linear to $q_2$ but independent of $q_0$. Therefore, we can capture the range of $D(p, q, 1_4)$ by checking its sign for all corner cases of $(q_1, q_2, q_3, q_4)$. We obtain Table 1 by substituting each corner case (from $(0, 0, 0, 0)$ to $(1, 1, 1, 1)$) for $(q_1, q_2, q_3, q_4)$ in $D(p, q, 1_4)$. Every expression of Table 1 is composed of some terms that contain $\delta$ and $p$, where

$$\bar{p}_j \equiv 1 - \delta p_j, \quad \bar{p}_j \equiv 1 - \delta^2 p_j. \quad (32)$$

Considering $0 < \delta < 1$, Eq. (32) satisfies the following condition:

$$\hat{\delta}, \, \bar{p}_j > 0, \, j \in \{0, 1, 2, 3, 4\}. \quad (33)$$

Adapting Eq. (33) to Table 1, we found that every corner case is greater than zero. Therefore, we obtain the following lemma:

**Lemma 1** For arbitrary $p$ with discount factor $\delta$ ($0 < \delta < 1$),

$$D(p, q, 1_4) > 0 \quad (34)$$

for all $q \in [0, 1]^3$. 
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stopped, it satisfies the following condition: Thus, \( q \equiv 1 - x, \hat{p}_j \equiv 1 - \delta p_j, \hat{p}_j \equiv 1 - \delta^2 p_j \).

The first factor of Eq. (30) is also greater than zero. Moreover, the second factor is also greater than zero because of Eq. (27), and Eq. (33).

\[ q \equiv \frac{\partial s}{\partial q} \frac{\partial s}{\partial q} \]

\[ q \equiv \frac{\partial s}{\partial q} \frac{\partial s}{\partial q} \]

Therefore, we obtain the following lemma through Eqs. (35) and (36):

Second, we checked the sign of \( \partial s_X / \partial q_j \) by examining that of the RHS in Eqs. (29) and (30).

Focussing on each factor of Eq. (29), it is obvious that the first factor is greater than zero because \( 0 < \delta < 1 \). The first factor of Eq. (30) is also greater than zero. Moreover, the second factor \( 1 - \delta p_2 - (1 - \delta p_1) \equiv S + \delta p_4 (1 - S) \) (which is common between Eqs. (29) and (30)) is also greater than zero because of \( p \in [0,1]^5 \), as shown in Eqs. (27), and Eq. (33).

Next, we examined the sign of \((-1)^\ell (M_\ell) \in \{1,2,3,4\} \). Determinant \( (M_\ell) \) is independent of \( q_\ell \) but linear to the others. Thus, we must examine the corner cases of \( q_{-\ell} \equiv \{q_j; j \in \{0,1,2,3,4\}, j \not\equiv \ell \} \). Table 2 shows all corner cases of \((-1)^\ell (M_\ell) \). We then obtain the following result as well as \( D(p, q, 1) \):

\[ (-1)^\ell (M_\ell) \geq 0 \ (\ell \in \{1,2,3,4\}) \]  \hspace{1cm} (35)

Determinant \( \delta_\ell \) is independent of \( q_0, q_\ell \) but linear to the others. Thus, we examined all corner cases of \( q_{-\ell} \equiv \{q_j; j \in \{0,1,2,3,4\}, j \not\equiv \ell \} \) to check the sign of the expressions listed in Table 3. Note that \( \theta \equiv T + S \), which satisfies \( 0 < \theta < 2 \), owing to Eq. (27). For Table 3, we also obtain the following result:

\[ (-1)^\ell \delta_\ell > 0 \ (\ell \in \{1,2,3,4\}) \]  \hspace{1cm} (36)

Therefore, we obtain the following lemma through Eqs. (35) and (36):

**Corollary 1** For arbitrary \( p \) with discount factor \( \delta \) \( (0 < \delta < 1) \), player \( Y \)'s average expected payoff \( s_Y \) is partially differentiable over the whole range of \( q \in [0,1]^5 \), and thus has no singularities.

Furthermore, we obtain the following corollary:

**Lemma 2** For pcZD strategy \( p \) with discount factor \( \delta \) \( (0 < \delta < 1) \),

\[
\frac{\partial s_Y}{\partial q_1}, \frac{\partial s_Y}{\partial q_2}, \frac{\partial s_Y}{\partial q_3}, \frac{\partial s_Y}{\partial q_4} \geq 0,
\]

for every \( q \) \( (\text{all conditions such that } \frac{\partial s_Y}{\partial q_\ell} = 0 \text{ are written in Appendix C}) \).

By contrast, Table 4 shows the result of \( \delta_0 \), which is independent of \( q_0 \) but linear to every \( q_\ell \). Analyzing Table 4, we found that in some corner cases \( (q_1, q_2, q_3, q_4) = (0,1,1,0) \) \( \delta_0 \) can take a negative value. Thus, \( \frac{\partial s_Y}{\partial q_\ell} \) also occasionally becomes negative, and thus it is difficult to predict the change in \( q_0 \).

However, it is clear that each \( q_\ell \) increases regardless of \( q_0 \) because of Lemma 2. Such increases of \( q_\ell \) continue until \( \frac{\partial s_Y}{\partial q_\ell} \) reaches 0 or \( q_\ell = 1 \). That is, if \( q' = (q_0, q'_1, q'_2, q'_3, q'_4) \) is the state at which all \( q_\ell \) increases have stopped, it satisfies the following condition:

\[
\left. \frac{\partial s_Y}{\partial q_\ell} \right|_{q'} = 0 \ \forall \ell \in \{1,2,3,4\} \ \text{s.t. } q'_\ell < 1.
\]

(38)
Table 3: Values of the determinants \(\mathcal{A}_x\) at the corners of \([0,1]^3\) for \(q_{-0,x}; \, \theta \equiv T + S, \, x \equiv 1 - x, \, p_j \equiv 1 - \delta p_j, \, p_j^c \equiv 1 - \delta^2 p_j\).
Because $q_0$ may be able to improve, $q'$ may not be the final strategy of an adapting path. Thus, we refer to this as relay points.

We explored $q'$ by examining all corner cases. Table 5 shows the condition under which the value of $\partial s_X/\partial q_\ell$ at each corner case is 0. Note that the checked corner cases in Table 5 can satisfy Eq. (38) (occasionally under the condition of $p$).
Table 5: Conditions under which the value of $\partial s_X / \partial q_\ell$ at each corner case is 0. “None” indicates that the partial derivative is not 0 regardless of $q_j$ ($j \in \{0, 1, 2, 3, 4\}$). “All” means that the partial derivative is always 0, and “*” indicates that $q_\ell$ has already become 1. Moreover, the checked corner cases means it satisfies Eq. (38) (occasionally under a condition of $p$).

| Eq. (38) | $q$ | $\partial s_X / \partial p_0$ | $\partial s_X / \partial p_1$ | $\partial s_X / \partial p_2$ | $\partial s_X / \partial p_3$ | Eq. (38) | $q$ | $\partial s_X / \partial p_0$ | $\partial s_X / \partial p_1$ | $\partial s_X / \partial p_2$ | $\partial s_X / \partial p_3$ |
|----------|----|----------------|----------------|----------------|----------------|----------|----|----------------|----------------|----------------|----------------|
| 00000    | All | All            | $(p_0, p_1) = (0, 0)$ | None           |                 | 00000    | $p_0 = 0$ | None           | None           | None           |                 |
| 00001    | $p_1 = 0$ | None           | $(p_0, p_1) = (0, 0)$ | *              |                 | 00001    | $p_0, p_2 = (0, 0)$ | None           | None           | *              |                 |
| 00010    | $p_2 = 0$ or $(p_0, p_3) = (0, 0)$ | $(p_0, p_1) = (0, 0)$ | *              | None           |                 | 00010    | $(p_0, p_2) = (0, 0)$ | None           | *              | $(p_1, p_3) = (1, 1)$ | |
| 00011    | $(p_2, p_1) = (0, 0)$ or $(p_0, p_2, p_3) = (1, 0, 1)$ | None          | *              | *              |                 | 00011    | $(p_0, p_2, p_3) = (0, 0, 1)$ or $(p_0, p_2, p_4) = (0, 0, 0)$ | None           | *              | *              | |
| 00100    | All | *              | $(p_0, p_4) = (0, 0)$ | None           |                 | 00100    | None           | *              | None           | None           |                 |
| 00101    | None | *              | None           | *              |                 | 00101    | None           | *              | None           | *              |                 |
| 00110    | $(p_0, p_4) = (0, 0)$ | *              | *              | $(p_0, p_1, p_3) = (1, 1, 1)$ or $(p_0, p_2, p_3) = (1, 0, 1)$ | 00110    | None           | *              | *              | $p_3 = 1$       |                 |
| 00111    | None | *              | *              | *              |                 | 00111    | None           | *              | *              | *              |                 |
| 01000    | *              | All           | $(p_0, p_4) = (0, 0)$ | None           | ✓               | 01000    | $(p_0, p_1) = (1, 1)$ | $(p_0, p_1) = (1, 1)$ | $(p_0, p_1) = (1, 1)$ |                  |
| 01001    | *              | None          | None           | *              | ✓               | 01001    | $(p_0, p_1) = (1, 1)$ | $(p_0, p_1) = (1, 1)$ | $(p_0, p_1) = (1, 1)$ |                  |
| 01010    | *              | $(p_0, p_4) = (0, 0)$ | *              | $(p_0, p_1) = (1, 1)$ | ✓               | 01010    | $(p_0, p_1) = (1, 1)$ | *              | $(p_0, p_1) = (1, 1)$ | $(p_0, p_1) = (1, 1)$ or $p_3 = 1$ |
| 01011    | *              | None          | *              | *              | ✓               | 01011    | $(p_0, p_1) = (1, 1)$ | *              | $(p_0, p_1) = (1, 1)$ | *              | |
| 01100    | *              | $(p_0, p_4) = (0, 0)$ | None           | ✓               | 01100    | *              | All           | All           |               |                 |
| ✓ 01101  | *              | $p_0 = 0$     | *              | ✓               | 01101    | *              | All           | All           |               |                 |
| ✓ 01110  | *              | *              | $p_0 = 1$      | ✓               | 01110    | *              | *              | *              | All           |                 |
| ✓ 01111  | *              | *              | *              | ✓               | 01111    | *              | *              | *              | *              |                 |
Table 6: Values of the determinants \( \partial_s \) at the corners of \([0, 1]^3\) for \((q_2, q_3, q_4)\) where \((p_0, p_1) = (1, 1)\).

| \(q_2\) \((q_2, q_4)\) | \(0,0\) | \(0,1\) | \(1,0\) | \(1,1\) |
|---|---|---|---|---|
| 0 | \(2 - \theta(\delta + \delta p_1) + \delta (p_2 + p_3)\) | \(2 - \theta + \delta p_2 + \delta p_3\) | \(2 - \theta(\delta + \delta p_4) + \delta p_3\) | \(2 - \theta + \delta p_3\) |
| 1 | \(2 - \theta(\delta + \delta p_4) + \delta p_2\) | \(2 - \theta + \delta p_2\) | \(2 - \theta(\delta + \delta p_4)\) | \(2 - \theta\) |

Summarizing all cases that satisfy Eq. (38), we obtain the following lemma:

**Lemma 3** For pcZD strategy \( p \) with discount factor \( \delta \) \((\delta_c < \delta < 1)\), every \( q' \) satisfies one of the following conditions:

- (R1) \((q'_0, q'_1, q'_2) = (1, 1, 1)\)
- (R2) \((p_0, p_1, q'_0, q'_1) = (1, 1, 1, 1)\)
- (R3) \((p_0, q'_1, q'_2, q'_3, q'_4) = (0, 1, 1, 0, 1)\)
- (R4) \((p_0, q'_1, q'_2, q'_3, q'_4) = (1, 1, 1, 0)\)
- (R5) \((q'_1, q'_2, q'_3, q'_4) = (1, 1, 1, 1)\)

Because player \( Y \) reaches \( q' \) regardless of \( q_0 \), it is possible to improve \( q_0 \). We examined the sign of \( \partial s_X / \partial q_0 \) again for each condition of Lemma 3:

- For the condition (R1), we obtain \( \partial q_0 > 0 \) because every expression of the bottom row in Table 4 is greater than 0, that is, \( \partial s_Y / \partial q_0 > 0 \);
- For the condition (R2), we obtain \( \partial q_0 > 0 \) by substituting \((p_0, p_1) = (1, 1)\) into the bottom two rows (shown in Table 6), that is, \( \partial s_Y / \partial q_0 > 0 \);
- For the condition (R3), we obtain \( \partial q_0 = \delta + \delta p_2 > 0 \) from the expression of \((q_1, q_2, q_3, q_4) = (1, 1, 0, 1)\) in Table 4, where \( p_0 = 0 \), that is, \( \partial s_Y / \partial q_0 > 0 \);
- For the conditions (R4) and (R5), we obtain \( \partial q_0 > 0 \) along with (R3), that is, \( \partial s_Y / \partial q_0 > 0 \).

From the above discussion, we found that \( \partial s_Y / \partial q_0 > 0 \) for every condition of Lemma 3; thus, player \( Y \) can improve \( s_Y \) by increasing \( q_0 \) unless \( q_0 = 1 \) after going through the relay points. This is sustained unless \( q \) satisfies the following condition along with \( q_0 \), and finally reaches \( q^* = (q^*_0, q^*_1, q^*_2, q^*_3, q^*_4) \):

\[
\left. \frac{\partial s_Y}{\partial q_j} \right|_{q^*} = 0 \quad \forall j \in \{0, 1, 2, 3, 4\} \quad \text{s.t.} \quad q^*_j < 1.
\] (39)

Referring to Lemma 3, player \( Y \) cannot increase \( q_0 \) because \( q_0 = 1 \) is already satisfied for (R1) and (R2). By contrast, for (R3) and (R4), player \( Y \) can increase \( q_0 \), and finally, \( q^* \) satisfies (R1). For (R5), player \( Y \) can increase \( q_0 \) if \( q'_0 < 1 \), and finally \( q^* \) reaches (R1).

Because there are no singularities over \( q \in [0, 1]^5 \) as proved by Lemma 1, all adapting paths of the adaptive player \( Y \) lead to the strategies satisfying one of the following conditions for the pcZD strategy of player \( X \) with discount factor \( \delta \in (0, 1) \):

- (T1) \((q'_0, q'_1, q'_2) = (1, 1, 1)\)
- (T2) \((p_0, p_1, q'_0, q'_1) = (1, 1, 1, 1)\).

We show the transition diagrams for (T1) and (T2) in Fig. 2. If \( q \) satisfies (T1), then player \( Y \) always cooperates in the first round because of \( q_0 = 1 \), and continues to cooperate in the subsequent rounds regardless of player \( X \)'s action owing to \((q_1, q_2) = (1, 1)\) (Fig. 2A). Moreover, if \( p, q \) satisfy (T2), then both players cooperate in the first round because of \((p_0, q_0) = (1, 1)\), and continue to cooperate in the subsequent rounds because of \((p_1, q_1) = (1, 1)\) (Fig. 2B). Therefore, a pcZD strategy leads player \( Y \) to an unconditional cooperation.
5 Numerical examples

Herein, we show the numerical simulations how an adaptive player changes its strategy over time.

Adaptive player $Y$ updates its strategy $q$ to satisfy (A1) of Def. 1 each time players finish executing the game a sufficient number of times. We define the update rule from $q^n = (q_0^n, q_1^n, q_2^n, q_3^n, q_4^n)$ to $q^{n+1} = (q_0^{n+1}, q_1^{n+1}, q_2^{n+1}, q_3^{n+1}, q_4^{n+1})$ using gradient ascent below:

$$q_j^{n+1} = \max \left( \min \left( q_j^n + \nu \frac{\partial s_Y}{\partial q_j} \big|_{q=q^n}, 1 \right), 0 \right), \tag{40}$$

where $\nu > 0$ means the learning rate of player $Y$.

The partial derivatives in the right side of Eq. (40) were obtained through the centered difference approximation. The calculation algorithm is shown in Alg. 1. Note that we used $\Delta q = 0.0001$, and $\nu = 0.1$.

**Algorithm 1: Calculation algorithm**

| 1 Function $f(q, j, \nu, \Delta q)$: | 11 $n \leftarrow 0$ |
|-----------------------------------|------------------|
| 2 define $e_0 = (1, 0, 0, 0, 0)$ | 12 generate random vector $q_0 \in [0, 1]^5$ |
| 3 define $e_1 = (0, 1, 0, 0, 0)$ | 13 $q^n = q_0$ |
| 4 define $e_2 = (0, 0, 1, 0, 0)$ | 14 set $p$ as a pcZD strategy |
| 5 define $e_3 = (0, 0, 0, 1, 0)$ | 15 while True do |
| 6 define $e_4 = (0, 0, 0, 0, 1)$ | 16 for $j \leftarrow 0$ to 4 do |
| 7 $q^+ = q + \Delta q e_j$ | 17 $q_j^{n+1} = \min\{\max\{q_j^n + f(q^n, j, \nu, \Delta q), 0\}, 1\}$ |
| 8 $q^- = q - \Delta q e_j$ | */ finish this iteration if $q_j^{n+1}$ is nearly equal to $q^n$ */ |
| 9 calculate $s_Y^+$ and $s_Y^-$ using $q^+$ and $q^-$, respectively | 18 if $|q_j^{n+1} - q_j^n| < 10^{-12}$ then |
| 10 return $\nu \frac{s_Y^+ - s_Y^-}{2\Delta q}$ | 19 break |
|                              | 20 $n \leftarrow n + 1$ |

In Fig. 3, we show the change in each element in $q$ (left) and both of the expected payoffs ($s_Y, s_X$) (right), where $\delta = 0.99$, $(T, S) = (1.5, -0.5)$, $q_0 = (0.863, 0.071, 0.593, 0.968, 0.420)$, and player $X$ uses pcZD strategy.
changes in $q_4$ (0.071, 0.393, 0.963, 0.420), and $p = (0.0, 0.75, 0.25, 0.5, 0.0)$. In the left figure, the five lines show the changes in $q$: gray line is $q_0$; red solid line is $q_1$; red dashed line is $q_2$; blue solid line is $q_3$; blue dashed line is $q_4$. The simulation ended at $n = 247$. In the right figure, the color of the points indicates the change in time.

$p = (0.0; 0.75, 0.25, 0.5, 0.0)$. We can see that all values of $q$ increase, and $q_0$, $q_1$, and $q_2$ reach 1, which denotes that the condition (T1) is satisfied. From the right part of Fig. 3, both $s_Y$ and $s_X$ reach the maximized value.

We also show the result using almost the lowest discount factor $\delta$ at which pcZD can exist, i.e. $\delta = 0.34$, in Fig. 4. Note that we have $\delta = 1/3$ from Eq. (26) when $(T, S) = (1.5, -0.5)$. In this case, as well, we can find that the adaptive player adapted its strategy until satisfying the condition (T1). Furthermore, we obtained Fig. 5 which shows the final values of $q$ for each of the 200 random initial strategies in both cases: (a) $\delta = 0.99$ and (b) $\delta = 0.34$. As both figures indicate, $q_0$, $q_1$, and $q_2$ always reach 1, and $q_3$ and $q_4$ occasionally stop increasing at the intermediate value.

To reveal the robustness of our result, we simulated with other values of $(T, S)$ and $\delta$. Figures 6 and 7 provide the results for some cases of the combination of $(T, S)$ and $\delta$. As in Figs. 3, 4, and 5, all of these results show that all adapting paths reach the final states satisfying the condition (T1). Thereby, we can confirm the robustness for (T1). Note that we showed the special case in which $q_0$ initially decreased in Fig. 6(a).

Next, we also simulated the improvement of $q$ using pcZD strategies, which satisfies $(p_0, p_1) = (1, 1)$, verifying (T2). Similarly, we show the changes in $q_j$ and $(s_Y, s_X)$ in Fig. 8. We found that the updates are finished when $(q_0, q_1) = (1, 1)$ is satisfied. Figure 9 also shows the final strategies obtained from the various initial strategies, as indicated in Fig. 5. From this figure, it is confirmed that $(q_0, q_1) = (1, 1)$ is satisfied for every final strategy.
\(\delta = 0.99\)
\(\delta = 0.34\)

Figure 5: Final strategies obtained from the various initial strategies (which are 100 random instances): (a) shows the result where \((T, S) = (1.5, -0.5), \delta = 0.99, p = (0.0; 0.75, 0.25, 0.5, 0.0)\); (b) shows the result where \((T, S) = (1.5, -0.5), \delta = 0.34, p = (0.0; 1.0, 0.0, 1.0, 0.0)\). Each point shows the value of \(q_j\) at the point where the simulation ends.

\(\delta = 0.9\)
\(\delta = 0.51\)

Figure 6: Improvement of \(q_j\) (left) and \((s_Y, s_X)\) as time goes by, where (a) \((T, S) = (2.0, -0.1), \delta = 0.9, q(0) = (0.5; 0.0, 0.8, 0.7, 0.8), \text{ and } p = (0.95; 0.7, 0.2, 0.13, 0.0)\); (b) \((T, S) = (2.0, -0.1), \delta = 0.51, q(0) = (0.211; 0.084, 0.362, 0.047, 0.726), \text{ and } p = (0.750; 1.0, 0.0, 0.135, 0.0)\); (c) \((T, S) = (1.1, -1.0), \delta = 0.9, q(0) = (0.5; 0.8, 0.0, 0.0, 1.0), \text{ and } p = (0.0; 1.0, 0.4, 0.89, 0.1)\); and (d) \((T, S) = (1.1, -1.0), \delta = 0.51, q(0) = (0.62; 0.6, 0.08, 0.49, 0.16), \text{ and } p = (0.0; 1.0, 0.865, 1.0, 0.0)\). On the left side of each figure, the five lines show the changes in \(q\): gray line is \(q_0\); red solid line is \(q_1\); red dashed line is \(q_2\); blue solid line is \(q_3\); blue dashed line is \(q_4\). On the right side, the color of the points indicates the change in time.
\[ \delta = 0.9 \]
\[ \delta = 0.51 \]

\((T, S) = (2, -0.1)\)
\((T, S) = (1.1, -1)\)

(a) \[ \delta = 0.9 \]
(b) \[ \delta = 0.51 \]
(c) \[ \delta = 0.9 \]
(d) \[ \delta = 0.51 \]

Figure 7: Final strategies obtained from the various initial strategies (which are 100 random instances), where
(a) \((T, S) = (2.0, -0.1), \delta = 0.99,\) and \(p = (0.95; 0.8, 0.2, 0.411, 0.0);\)
(b) \((T, S) = (2.0, -0.1), \delta = 0.51,\) and \(p = (0.750; 1.0, 0.0, 0.135, 0.0);\)
(c) \((T, S) = (1.1, -1.0), \delta = 0.99,\) and \(p = (0.0; 0.7, 0.37, 0.799, 0.1);\) and
(d) \((T, S) = (1.1, -1.0), \delta = 0.51,\) and \(p = (0.5; 1.0, 0.865, 1.0, 0.0).\)

Each point shows the value of \(q_j\) at the point where the simulation ends.
\( \delta = 0.99 \quad \delta = 0.34 \quad \delta = 0.99 \quad \delta = 0.51 \quad \delta = 0.99 \quad \delta = 0.51 \)

\[ T, S = (1.5, -0.5) \quad T, S = (2, -0.1) \quad T, S = (1.1, -1) \]

Figure 8: Improvement of \( q_j \) (left) and \( (s_Y, s_X) \) as time goes by, where (a) \( (T, S) = (1.5, -0.5) \), \( \delta = 0.99 \), \( q(0) = (0.877; 0.449, 0.751, 0.684, 0.04) \), and \( p = (1.0; 1.0, 0.5, 0.8, 0.3) \); (b) \( (T, S) = (1.5, -0.5) \), \( \delta = 0.34 \), \( q(0) = (0.657; 0.86, 0.035, 0.257, 0.668) \), and \( p = (1.0; 1.0, 0.0, 1.0, 0.0) \); (c) \( (T, S) = (2, -0.1) \), \( \delta = 0.99 \), \( q(0) = (0.36; 0.02, 0.28, 0.74, 0.06) \), and \( p = (1.0; 1.0, 0.3, 0.726, 0.35) \); (d) \( (T, S) = (2, -0.1) \), \( \delta = 0.51 \), \( q(0) = (0.265; 0.869, 0.970, 0.168, 0.645) \), and \( p = (1.0; 1.0, 0.0, 0.135, 0.0) \); (e) \( (T, S) = (1.1, -1.0) \), \( \delta = 0.99 \), \( q(0) = (0.930; 0.250, 0.640, 0.530, 0.050) \), and \( p = (1.0; 1.0, 0.45, 0.749, 0.1) \); and (f) \( (T, S) = (1.1, -1.0) \), \( \delta = 0.51 \), \( q(0) = (0.840; 0.410, 0.010, 0.290, 0.640) \), and \( p = (1.0; 1.0, 0.865, 1.0, 0.0) \). On the left side of each figure, the five lines show the changes in \( q \): gray line is \( q_0 \); red solid line is \( q_1 \); red dashed line is \( q_2 \); blue solid line is \( q_3 \); and blue dashed line is \( q_4 \). On the right side, the color of the points indicates the change in time.
Figure 9: Final strategies obtained from the various initial strategies (which are 100 random instances), where (a) \((T, S) = (1.5, -0.5)\), \(\delta = 0.99\), and \(p = (1.0; 1.0, 0.5, 0.8, 0.3)\); (b) \((T, S) = (1.5, -0.5)\), \(\delta = 0.34\), and \(p = (1.0; 1.0, 0.0, 1.0, 0.0)\); (c) \((T, S) = (2.0, -0.1)\), \(\delta = 0.99\), and \(p = (1.0; 1.0, 0.3, 0.726, 0.35)\); (d) \((T, S) = (2.0, -0.1)\), \(\delta = 0.51\), and \(p = (1.0; 1.0, 0.0, 0.135, 0.0)\); (e) \((T, S) = (1.1, -1.0)\), \(\delta = 0.99\), and \(p = (1.0; 1.0, 0.45, 0.749, 0.1)\) and (f) \((T, S) = (1.1, -1.0)\), \(\delta = 0.51\), and \(p = (1.0; 1.0, 0.865, 1.0, 0.0)\). Each point shows the value of \(q_j\) at the point where the simulation ends.
6 Discussion

In 2012, Press and Dyson found ZD strategies that have novel properties in the context of the RPD games. ZD strategies linearize the payoff relationship between themselves and their opponents. In addition, they predicted that pcZD strategies will lead an adaptive player to an unconditional cooperation from an unconditional defection. Chen and Zinger proved that the values of partial derivatives of the expected payoff expressed in the form of a determinant are positive (except for particular cases). Namely, each cooperation probability in the strategy vector increases, and any strategies will then reach an unconditional cooperation. However, it was still an open question whether the property exists even in the case of a discount factor. For this reason, we represented the expected payoff when considering the discount factor as the form of the determinants. Then, using a similar technique as in [8], we proved that pcZD strategies lead an adaptive player to an unconditional cooperation from any initial strategies. The major difference from the related work [8] is that we focused on $p_0$ and $q_0$, which [8] ignored but becomes necessary to consider due to the discount factor, and derived the conditions to reach an unconditional cooperation using them. Moreover, we numerically simulated how adaptive players improved their strategies, and then confirmed that each cooperation probability in their strategy vector basically increased. As a result, their strategies consistently reached an unconditional cooperation.

We propose the following two research directions that are not addressed in this paper but are attractive nonetheless: First, introducing implementation or observation errors into the RPD games is a natural step. If the partial derivatives of the expected payoff with errors can be derived, we can calculate the destination of all adapting paths. Second, in this paper, we only proved the destinations of all adapting paths for the special case of a PD in which $T + S > P$. Thus, it is important to expand this payoff relationship to the general PD.

Appendix A  Condition that $(I - \delta M)$ is invertible

The matrix $I - \delta M$ is regular and invertible when $0 \leq p_j \leq 1$, $0 \leq q_j \leq 1$, and $0 < \delta < 1$ as proven below:

$$
\det(I - \delta M) = 
\begin{vmatrix}
1 - \delta p_1 q_1 & -\delta p_1 (1 - q_1) & -\delta (1 - p_1) q_1 & -\delta (1 - p_1) (1 - q_1) \\
-\delta p_2 q_3 & 1 - \delta p_2 (1 - q_3) & -\delta (1 - p_2) q_3 & -\delta (1 - p_2) (1 - q_3) \\
-\delta p_3 q_2 & -\delta p_3 (1 - q_2) & 1 - \delta (1 - p_3) q_2 & -\delta (1 - p_3) (1 - q_2) \\
-\delta p_4 q_4 & -\delta p_4 (1 - q_4) & -\delta (1 - p_4) q_4 & 1 - \delta (1 - p_4) (1 - q_4)
\end{vmatrix}
$$

$$
= (1 - \delta) D(p, q, 1_4)
$$

:. $\det(I - \delta M) \neq 0$ because we already obtained $\forall p, q \, D(p, q, 1_4) > 0$ when $0 < \delta < 1$ from Lemma 1.

Appendix B  Factorization of the RHS of $\partial s_X / \partial q_{\ell}$

B.1 Deriving partial derivatives of $s_X$ for $q_{\ell}$ ($\ell \in \{1, 2, 3, 4\}$) (Eq. (29))

We use Eq. (20) of [8] as follows:

$$
\det \begin{pmatrix}
\langle z; M, x \rangle & \langle \tilde{z}; M, x' \rangle \\
\langle z'; M, x \rangle & \langle z'; M, x' \rangle
\end{pmatrix} = 
\langle M \rangle \left( \sum_{1 \leq i \leq j \leq n} \langle M; x, x' \rangle_{i,j} (z_i z'_j - z_j z'_i) + \sum_{1 \leq i \leq n} \langle M; z_{n+1} x - z_{n+1} x' \rangle_{i} z'_i \right),
$$

(B.1)
Figure B.1: An $n \times n$ determinant $⟨z; M, x⟩$ (the $i$th row and $j$th column element is denoted as $d_{i,j}$) consists of $z \in \mathbb{R}^4$ (orange), $M \in \mathbb{R}^{3 \times 3}$ (gray), $x \in \mathbb{R}^3$ (blue), where $z_i$ is assigned to $d_{i,j}$ ($i \in \{1, \ldots, n + 1\}$), $x_j$ to $d_{j+1,n+1}$ ($j \in \{1, \ldots, n\}$), and $m_{k,l}$ to $d_{k+1,l}$ ($k, l \in \{1, \ldots, n\}$).

We can regard $D(p, q, f)$ and its partial derivatives in Eq. (28) as the style of $⟨z; M, x⟩$, where $n = 3$, then apply Eq. (B.1):

$$D(p, q, 1_4)^2 \frac{∂S_X}{∂q_ℓ} = \det \left( \begin{array}{ccc} \langle z_ℓ; M_ℓ, 1_3 \rangle & \langle \tilde{z}_ℓ; M, x'_ℓ \rangle \\ \delta \langle z'_ℓ; M_ℓ, 1_3 \rangle & \delta \langle z'_ℓ; M, x'_ℓ \rangle \end{array} \right) ,$$

(B.2)

where

- $M_ℓ$ is the $3 \times 3$ determinant, where $D(p, q, f)$ is eliminated in the $ℓ$th row and 4th column;
- $z_ℓ$ is the $ℓ$th row vector of $D(p, q, 1_4)$;
- $z'_ℓ$ is the $ℓ$th row vector of $D(p, q, f)$, which is partially differentiated for $q_ℓ$ and then divided by $δ$;
- $\tilde{z}_ℓ$ is the $ℓ$th row vector of $D(p, q, S_X)$ (the same as $z$); and
- $x'_ℓ$ is $S_X$ with the $ℓ$th element eliminated.

Note that it is sufficient to partially differentiate only the $ℓ$th row vector of $D(p, q, f)$ for $\frac{∂D(p, q, f)}{∂q_ℓ}$ because $q_ℓ$ does not exist in any other row. Thus, we obtain $\tilde{z}_ℓ = (p_λ(ℓ), 0, 1, 0)$, where

$$\lambda(ℓ) \equiv \begin{cases} ℓ & \text{(if } ℓ \in \{1, 4\}) \\ 5 - ℓ & \text{(otherwise)} \end{cases} .$$

Transforming the RHS of Eq. (B.2) using Eq. (B.1), we obtain the following:

$$D(p, q, 1_4)^2 \frac{∂S_X}{∂q_ℓ} = \delta \langle M_ℓ \rangle \left( \sum_{i=1}^2 \sum_{j=i+1}^3 \langle M_ℓ; 1_3, x'_ℓ, 1_{i,j}⟩ (z_{ℓ,i}z'_{ℓ,j} - z_{ℓ,j}z'_{ℓ,i}) + \sum_{i=1}^3 \langle M_ℓ; \tilde{z}_ℓ, 1_3 - x'_ℓ⟩, z'_{ℓ,i} \right) ,$$

(B.3)

where $z_{ℓ,i}$ denotes the $i$th element of $z$.

Next, we transform the last factor in Eq. (B.3) (composed of two summation terms). Defining two summation terms as $S_1$ and $S_2$, we obtain the following expression:

$$D(p, q, 1_4)^2 \frac{∂S_X}{∂q_ℓ} = \delta \langle M_ℓ \rangle (S_1 + S_2) .$$

(B.4)

Initially, we expand $S_1$ as follows:

$$S_1 \equiv \sum_{i=1}^2 \sum_{j=i+1}^3 \langle M_ℓ; 1_3, x'_ℓ, 1_{i,j}⟩ (z_{ℓ,i}z'_{ℓ,j} - z_{ℓ,j}z'_{ℓ,i})$$

$$= |1_3, x'_ℓ, M_ℓ⟩ (z_{ℓ,1}z'_{ℓ,2} - z_{ℓ,2}z'_{ℓ,1}) + |1_3, M_ℓ, 2⟩ x'_ℓ (z_{ℓ,1}z'_{ℓ,3} - z_{ℓ,3}z'_{ℓ,1})$$

$$+ |M_ℓ, 1_3⟩ x'_ℓ (z_{ℓ,2}z'_{ℓ,3} - z_{ℓ,3}z'_{ℓ,2}) ,$$
where \( \mathbf{m}_{\ell,i} \) denotes the \( i \)th column vector of \( \mathbf{M}_\ell \), and \( |\mathbf{a}_1\mathbf{a}_2\cdots\mathbf{a}_n| \) denotes the \( n \times n \) determinant composed of \( \mathbf{a}_i \in \mathbb{R}^n \).

Because each term has the common column vector \( \mathbf{1}_3 \) and \( \mathbf{x'}_\ell \), we can add these terms by replacing the columns of each determinant:

\[
S_1 = |(Z_{2,3}\mathbf{m}_{\ell,1} - Z_{1,3}\mathbf{m}_{\ell,2} + Z_{1,2}\mathbf{m}_{\ell,3})\mathbf{1}_3\mathbf{x'}_\ell|,
\]

where \( Z_{\ell,i} \equiv z_{\ell,i}z'_{\ell,i} - z_{\ell,1}z'_{\ell,1} \). Substituting \( Z_{1,2} = -\rho_\ell(z_{\ell,1} - \rho_\ell z_{\ell,3}) \), \( Z_{1,3} = z_{\ell,1} - \rho_\ell z_{\ell,3} \), \( Z_{2,3} = z_{\ell,2} \) obtained through \( z'_{\ell} = (\rho_\ell, 0, 1, 0) \), we obtain the following:

\[
S_1 = |(z_{\ell,2}\mathbf{m}_{\ell,1} + (\rho_\ell z_{\ell,3} - z_{\ell,1})\mathbf{m}_{\ell,2} - \rho_\ell z_{\ell,2}\mathbf{m}_{\ell,3})\mathbf{1}_3\mathbf{x'}_\ell| . \quad (B.5)
\]

Next, we transform \( S_2 \) as shown below:

\[
S_2 = \sum_{i=1}^3 \langle M_\ell \mid \tilde{z}_{\ell,i} \mathbf{1}_3 - \mathbf{x'}_\ell \rangle z'_{\ell,i} = z'_{\ell,1} |(\tilde{z}_{\ell,1}\mathbf{1}_3 - \mathbf{x'}_\ell)\mathbf{m}_{\ell,2} - \mathbf{m}_{\ell,3}| + z'_{\ell,2} |\mathbf{m}_{\ell,1} (\tilde{z}_{\ell,4}\mathbf{1}_3 - \mathbf{x'}_\ell)\mathbf{m}_{\ell,3}|
\]

\[
+ z'_{\ell,3} |\mathbf{m}_{\ell,1} \mathbf{m}_{\ell,2} (\tilde{z}_{\ell,4}\mathbf{1}_3 - \mathbf{x'}_\ell)| .
\]

Substituting \( z'_{\ell} = (\rho_\ell, 0, 1, 0) \), we obtain

\[
S_2 = \rho_\ell (1) \langle \tilde{z}_{\ell,1}\mathbf{1}_3 - \mathbf{x'}_\ell \rangle (\mathbf{m}_{\ell,2} - \mathbf{m}_{\ell,3}) + |\mathbf{m}_{\ell,1} \mathbf{m}_{\ell,2} (\tilde{z}_{\ell,4}\mathbf{1}_3 - \mathbf{x'}_\ell)|
\]

\[
= \rho_\ell |\mathbf{m}_{\ell,1} \mathbf{m}_{\ell,2} (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)| - |\mathbf{m}_{\ell,1} \mathbf{m}_{\ell,2} (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)|
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{m}_{\ell,2} (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3). \quad (B.6)
\]

Therefore, we obtain the following expression by substituting Eq. (B.5) and (B.6) for Eq. (B.4):

\[
S_1 + S_2 = \rho_\ell (1) \langle \tilde{z}_{\ell,2}\mathbf{1}_3 - \mathbf{x'}_\ell \rangle (\mathbf{m}_{\ell,2} - \mathbf{m}_{\ell,3}) + |\mathbf{m}_{\ell,1} \mathbf{m}_{\ell,2} (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)|
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{m}_{\ell,2} (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{1}_3 (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3) + (\rho_\ell z_{\ell,3} - z_{\ell,1}) |\mathbf{m}_{\ell,2} \mathbf{1}_3 (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)|
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{1}_3 (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{1}_3 (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{1}_3 (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{m}_{\ell,2} (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{1}_3 (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{m}_{\ell,2} (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{1}_3 (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{1}_3 (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)
\]

\[
= \rho_\ell (\mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3}) \mathbf{1}_3 (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)
\]

Now, we define \( \mathbf{r}_\ell \equiv (\rho_\ell z_{\ell,3} - z_{\ell,1}) \mathbf{1}_3 + \mathbf{m}_{\ell,1} - \rho_\ell \mathbf{m}_{\ell,3} \) and \( \mathbf{r}_\ell = (r_{\ell,1}, r_{\ell,2}, r_{\ell,3}) \). Thus,

\[
S_1 + S_2 = |\mathbf{r}_\ell (z_{\ell,2}\mathbf{1}_3 - \mathbf{m}_{\ell,2}) (\mathbf{x'}_\ell - \tilde{z}_{\ell,4}\mathbf{1}_3)| . \quad (B.8)
\]

We then transform Eq. (B.8) further for each \( \ell \in \{1, 2, 3, 4\} \).

**B.1.1 Case of \( \ell = 1 \):**

Substituting \( z_{1,2} = -1 + \delta p_1 + (1 - \delta) p_0, z_{1,4} = 1, \mathbf{m}_{1,2}^T = (\delta p_3 + (1 - \delta) p_0, -1 + \delta p_2 + (1 - \delta) p_0, \delta p_4 + (1 - \delta) p_0) \), and \( \mathbf{x'}_1^T = (T, S, 0) \) for Eq. (B.8), we obtain

\[
|\mathbf{r}_1 (z_{1,2}\mathbf{1}_3 - \mathbf{m}_{1,2}) (\mathbf{x'}_1 - \tilde{z}_{1,4}\mathbf{1}_3)| = \begin{vmatrix}
  r_{1,1} & -1 + \delta p_1 - \delta p_3 & T - 1 \\
  r_{1,2} & \delta p_1 - \delta p_2 & S - 1 \\
  r_{1,3} & -1 + \delta p_1 - \delta p_4 & -1
\end{vmatrix} .
\]
Adding the third column multiplied by \((-1 + \delta p_1 - \delta p_4)\) to the second column,
\[
\begin{bmatrix}
  r_{1,1} & -1 + \delta p_1 - \delta p_3 - (T - 1)(1 - \delta p_1 + \delta p_4) & T - 1 \\
  r_{1,2} & \delta p_1 - \delta p_2 - (S - 1)(1 - \delta p_1 + \delta p_4) & S - 1 \\
  r_{1,3} & 0 & -1
\end{bmatrix}.
\]

Adding the second row to the first row,
\[
\begin{bmatrix}
  r_{1,1} + r_{1,2} & 1 + 2\delta p_4 - \delta p_2 - \delta p_3 - (T + S)(1 - \delta p_1 + \delta p_4) & T + S - 2 \\
  r_{1,2} & \delta p_1 - \delta p_2 - (S - 1)(1 - \delta p_1 + \delta p_4) & S - 1 \\
  r_{1,3} & 0 & -1
\end{bmatrix}.
\]

We then obtain the following by using Eq. (19) for the \((2, 2)\) element:
\[
\begin{bmatrix}
  r_{1,1} + r_{1,2} & 0 \\
  r_{1,2} & \tilde{p}_2 - \hat{p}_1 S + \delta p_4(1 - S) & S - 1 \\
  r_{1,3} & 0 & -1
\end{bmatrix}.
\]

Thus, we obtain
\[
= (\tilde{p}_2 - \hat{p}_1 S + \delta p_4(1 - S)) \begin{bmatrix} r_{1,1} + r_{1,2} & T + S - 2 \\ r_{1,3} & -1 \end{bmatrix}.
\]

If we define
\[
\mathcal{d}_1 \equiv \begin{bmatrix} r_{1,1} + r_{1,2} & T + S - 2 \\ r_{1,3} & -1 \end{bmatrix},
\]
we obtain Eq. (29) for \(\ell = 1\).

**B.1.2 Case of \(\ell = 2\):**
Substituting \(\tilde{z}_{2,2} = \delta p_3 + (1 - \delta)p_0\), \(\tilde{z}_{2,4} = T\), \(m_{2,2}^T = (-1 + \delta p_1 + (1 - \delta)p_0, -1 + \delta p_2 + (1 - \delta)p_0, \delta p_4 + (1 - \delta)p_0)\), and \(x_2^T = (1, S, 0)\) for Eq. (B.8), we obtain
\[
|r_2 (\tilde{z}_{2,2} 1_3 - m_{2,2}) - (x_2^T - \tilde{z}_{2,4}1_3)| = \begin{bmatrix} r_{2,1} & 1 + \delta p_3 - \delta p_1 & 1 - T \\ r_{2,2} & 1 + \delta p_3 - \delta p_2 & S - T \\ r_{2,3} & \delta p_3 - \delta p_4 & -T \end{bmatrix}.
\]

Subtracting the third row and the third row doubled from the first and second rows, respectively:
\[
\begin{bmatrix} r_{2,1} - r_{2,3} & 1 - \delta p_1 + \delta p_4 & 1 \\ r_{2,2} - 2r_{2,3} & 1 + 2\delta p_4 - \delta p_2 - \delta p_3 - (T + S)(1 - \delta p_1 + \delta p_4) & T + S \\ r_{2,3} & \delta p_3 - \delta p_4 & -T \end{bmatrix}.
\]

Subtracting the third column multiplied by \(1 - \delta p_1 + \delta p_4\) from the second column,
\[
\begin{bmatrix} r_{2,1} - r_{2,3} & 0 & 1 \\ r_{2,2} - 2r_{2,3} & 1 + 2\delta p_4 - \delta p_2 - \delta p_3 - (T + S)(1 - \delta p_1 + \delta p_4) & T + S \\ r_{2,3} & 0 & -1 \end{bmatrix}.
\]

We then obtain the following using Eq. (19) for the \((3, 2)\) element:
\[
\begin{bmatrix} r_{2,1} - r_{2,3} & 0 & 1 \\ r_{2,2} - 2r_{2,3} & 0 & T + S \\ r_{2,3} & \tilde{p}_2 - \hat{p}_1 S + \delta p_4(1 - S) & S \end{bmatrix}.
\]

Thus, we obtain
\[
= (\tilde{p}_2 - \hat{p}_1 S + \delta p_4(1 - S)) \begin{bmatrix} r_{2,2} - 2r_{2,3} & T + S \\ r_{2,1} - r_{2,3} & 1 \end{bmatrix}.
\]

If we define
\[
\mathcal{d}_2 \equiv \begin{bmatrix} r_{2,2} - 2r_{2,3} & T + S \\ r_{2,1} - r_{2,3} & 1 \end{bmatrix},
\]
we obtain Eq. (29) for \(\ell = 2\).
B.1.3 Case of $\ell = 3$:
Substituting $z_{3,2} = -1 + \delta p_2 + (1 - \delta)p_0$, $\hat{z}_{3,4} = S$, $m_{3,2}^T = (-1 + \delta p_1 + (1 - \delta)p_0, \delta p_3 + (1 - \delta)p_0, \delta p_4 + (1 - \delta)p_0)$, and $x_3^T = (1, T, 0)$ for Eq. (B.8), we obtain

$$|r_3 (z_{3,2}1_3 - m_{3,2}) (x_3' - \hat{z}_{3,4}1_3)| = \begin{vmatrix} r_{3,1} & \delta p_2 - \delta p_1 & 1 - S \\ r_{3,2} & -1 + \delta p_2 - \delta p_3 & T - S \\ r_{3,3} & -1 + \delta p_2 - \delta p_4 & -S \end{vmatrix}.$$  

Subtracting the third row and the third row doubled from the first and second rows, respectively,

$$= \begin{vmatrix} r_{3,1} - r_{3,3} & 1 - \delta p_1 + \delta p_4 & 1 \\ r_{3,2} - 2r_{3,3} & 1 + 2\delta p_4 - \delta p_2 - \delta p_3 - (T + S)(1 - \delta p_1 + \delta p_4) & T + S \\ r_{3,3} & -1 + \delta p_2 - \delta p_4 + S(1 - \delta p_1 + \delta p_4) & -S \end{vmatrix}.$$  

Subtracting the third column multiplied by $1 - \delta p_1 + \delta p_4$ from the second column,

$$= \begin{vmatrix} r_{3,1} - r_{3,3} & 1 - \delta p_1 + \delta p_4 & 1 \\ r_{3,2} - 2r_{3,3} & 0 & T + S \\ r_{3,3} & -(\hat{p}_2 - \hat{p}_1 S + \delta p_4(1 - S)) & -S \end{vmatrix}.$$  

We then obtain the following using Eq. (19) for the (3,2) element:

$$= (\hat{p}_2 - \hat{p}_1 S + \delta p_4(1 - S)) \begin{vmatrix} r_{3,1} - r_{3,3} & 1 \\ r_{3,2} - 2r_{3,3} & T + S \end{vmatrix}.$$  

Thus, we obtain

$$= (\hat{p}_2 - \hat{p}_1 S + \delta p_4(1 - S)) \begin{vmatrix} r_{3,1} - r_{3,3} & 1 \\ r_{3,2} - 2r_{3,3} & T + S \end{vmatrix}.$$  

If we define

$$d_3 \equiv \begin{vmatrix} r_{3,1} - r_{3,3} & 1 \\ r_{3,2} - 2r_{3,3} & T + S \end{vmatrix},$$

we obtain Eq. (29) for $\ell = 3$.

B.1.4 Case of $\ell = 4$:
Substituting $z_{4,2} = \delta p_4 + (1 - \delta)p_0$, $\hat{z}_{4,4} = 0$, $m_{4,2}^T = (-1 + \delta p_1 + (1 - \delta)p_0, \delta p_3 + (1 - \delta)p_0, -1 + \delta p_2 + (1 - \delta)p_0)$, and $x_4^T = (1, T, S)$ for Eq. (B.8), we obtain

$$|r_4 (z_{4,2}1_3 - m_{4,2}) (x_4' - \hat{z}_{4,4}1_3)| = \begin{vmatrix} r_{4,1} & 1 + \delta p_4 - \delta p_1 & 1 \\ r_{4,2} & \delta p_4 - \delta p_3 & T \\ r_{4,3} & 1 + \delta p_4 - \delta p_2 & S \end{vmatrix}.$$  

Adding the third row to the second,

$$= \begin{vmatrix} r_{4,1} & 1 + \delta p_4 - \delta p_1 & 1 \\ r_{4,2} + r_{4,3} & 1 + 2\delta p_4 - \delta p_2 - \delta p_3 - (T + S)(1 - \delta p_1 + \delta p_4) & T + S \\ r_{4,3} & 1 + \delta p_4 - \delta p_2 & S \end{vmatrix}.$$  

Subtracting the third column multiplied by $1 - \delta p_1 + \delta p_4$ from the second column,

$$= \begin{vmatrix} r_{4,1} & 0 \\ r_{4,2} + r_{4,3} & 1 + 2\delta p_4 - \delta p_2 - \delta p_3 - (T + S)(1 - \delta p_1 + \delta p_4) & 1 \\ r_{4,3} & 1 + \delta p_4 - \delta p_2 - S(1 - \delta p_1 + \delta p_4) & S \end{vmatrix}.$$  

We then obtain the following using Eq. (19) for the (2,2) element:

$$= \begin{vmatrix} r_{4,1} & 0 \\ r_{4,2} + r_{4,3} & 0 \\ r_{4,3} & \hat{p}_2 - \hat{p}_1 S + \delta p_4(1 - S) & S \end{vmatrix}.$$  
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Thus, we obtain
\[
\ell = (p_2 - p_1 S + \delta p_4 (1 - S)) \begin{vmatrix} r_{4,2} + r_{4,3} & T + S \\ r_{4,1} & 1 \end{vmatrix}.
\]

If we define
\[
\delta_4 = \begin{vmatrix} r_{4,2} + r_{4,3} & T + S \\ r_{4,1} & 1 \end{vmatrix},
\]
we obtain Eq. (29) for \( \ell = 4 \).

### B.2 Deriving the partial derivative of \( s_X \) for \( q_0 \) (Eq. (30))

By Eq. (31), \( \frac{\partial D(p,q,1_4)}{\partial q_0} = 0 \) because \( D(p,q,1_4) \) does not contain \( q_0 \). Using this, we obtain
\[
D(p,q,1_4)^2 \frac{\partial s_X}{\partial q_0} = \begin{vmatrix} D(p,q,1_4) & D(p,q,S_X) \\ \frac{\partial D(p,q,1_4)}{\partial q_0} & \frac{\partial D(p,q,S_X)}{\partial q_0} \end{vmatrix}.
\]

\[
= \begin{vmatrix} -1 + \delta p_1 q_1 - \delta p_4 q_4 & -1 + \delta p_1 - \delta p_4 & -1 + \delta q_1 - \delta q_4 & 1 \\ -1 + \delta p_3 - \delta p_4 & -1 + \delta p_3 - \delta p_4 & -1 + \delta q_3 - \delta q_4 & T \\ -1 + \delta p_2 - \delta p_4 & -1 + \delta p_2 - \delta p_4 & -1 + \delta q_2 - \delta q_4 & S \\ -1 + \delta p_4 q_1 + (1 - \delta) q_0 & -1 + \delta p_4 + (1 - \delta) q_0 & -1 + \delta q_4 + (1 - \delta) q_0 & 0 \end{vmatrix}.
\]

Thus, \( \frac{\partial D(p,q,S_X)}{\partial q_0} \) is obtained by partially differentiating the fourth row below:
\[
\frac{\partial D(p,q,1_4)}{\partial q_0} = \begin{vmatrix} -1 + \delta p_1 q_1 - \delta p_4 q_4 & -1 + \delta p_1 - \delta p_4 & -1 + \delta q_1 - \delta q_4 & 1 \\ -1 + \delta p_3 - \delta p_4 & -1 + \delta p_3 - \delta p_4 & -1 + \delta q_3 - \delta q_4 & T \\ -1 + \delta p_2 - \delta p_4 & -1 + \delta p_2 - \delta p_4 & -1 + \delta q_2 - \delta q_4 & S \\ -1 + \delta p_4 q_1 + (1 - \delta) q_0 & -1 + \delta p_4 + (1 - \delta) q_0 & -1 + \delta q_4 + (1 - \delta) q_0 & 0 \end{vmatrix}
\]

Expanding the determinant using the (4,1) and (4,3) elements,
\[
\begin{vmatrix} -1 + \delta p_1 q_1 - \delta p_4 q_4 & -1 + \delta p_1 - \delta p_4 & -1 + \delta q_1 - \delta q_4 & 1 \\ -1 + \delta p_3 - \delta p_4 & -1 + \delta p_3 - \delta p_4 & -1 + \delta q_3 - \delta q_4 & T \\ -1 + \delta p_2 - \delta p_4 & -1 + \delta p_2 - \delta p_4 & -1 + \delta q_2 - \delta q_4 & S \\ -1 + \delta p_4 q_1 + (1 - \delta) q_0 & -1 + \delta p_4 + (1 - \delta) q_0 & -1 + \delta q_4 + (1 - \delta) q_0 & 0 \end{vmatrix} = \begin{vmatrix} p_0 & -1 + \delta p_1 - \delta p_4 & -1 + \delta q_1 - \delta q_4 & 1 \\ 0 & -1 + \delta p_3 - \delta p_4 & -1 + \delta q_3 - \delta q_4 & T \\ 0 & -1 + \delta p_2 - \delta p_4 & -1 + \delta q_2 - \delta q_4 & S \\ 0 & -1 + \delta p_4 q_1 + (1 - \delta) q_0 & -1 + \delta p_4 + (1 - \delta) q_0 & 0 \end{vmatrix}.
\]
Combining both determinants by replacing the first and second columns of the former determinant, we obtain

\[
\begin{vmatrix}
(-1 + \delta q_1 - \delta q_4) p_0 - (-1 + \delta p_1 q_1 - \delta p_4 q_4) & -1 + \delta p_1 - \delta p_4 & 1 \\
(-1 + \delta q_2 - \delta q_4) p_0 - (\delta p_3 q_2 - \delta p_4 q_4) & \delta p_3 - \delta p_4 & T \\
(\delta q_3 - \delta q_4) p_0 - (\delta p_2 q_3 - \delta p_4 q_4) & -1 + \delta p_2 - \delta p_4 & S
\end{vmatrix}.
\]

Now, if we define the first column as \(u^T = (u_1, u_2, u_3)\), we can then rewrite it as

\[
\begin{vmatrix}
u_1 & -1 + \delta p_1 - \delta p_4 & 1 \\
u_2 & \delta p_3 - \delta p_4 & T \\
u_3 & -1 + \delta p_2 - \delta p_4 & S
\end{vmatrix}.
\]

Adding the third row to the second,

\[
\begin{vmatrix}
u_1 & -1 + \delta p_1 - \delta p_4 & 1 \\
u_2 + u_3 & -1 + \delta p_2 + \delta p_3 - 2 \delta p_4 & T + S \\
u_3 & -1 + \delta p_2 - \delta p_4 & S
\end{vmatrix}.
\]

Adding the third column multiplied by \(1 - \delta p_1 + \delta p_4\) to the second column,

\[
\begin{vmatrix}
u_1 & 0 & 1 \\
u_2 + u_3 & 0 & T + S \\
u_3 & -(\delta p_2 - \delta p_4(1 - S)) & S
\end{vmatrix}.
\]

We then obtain the following using Eq. (19) for the (2,2) element:

\[
\begin{vmatrix}
u_1 & 0 & 1 \\
u_2 + u_3 & 0 & T + S \\
u_3 & -1 & T + S
\end{vmatrix}.
\]

Thus, we obtain

\[
(\delta p_2 - \delta p_4(1 - S)) \begin{vmatrix} u_1 & 1 \\ u_2 + u_3 & T + S \end{vmatrix}.
\]

If we define

\[
\partial_0 \equiv \begin{vmatrix} u_1 & 1 \\ u_2 + u_3 & T + S \end{vmatrix}, \tag{B.14}
\]

we obtain Eq. (30).

**Appendix C  Conditions for \(\partial s_Y/\partial q_\ell = 0\) \((\ell \in \{1, 2, 3, 4\})\)**

We show the conditions for \(\partial s_Y/\partial q_\ell = 0\) \((\ell \in \{1, 2, 3, 4\})\) below:

- \(\partial s_Y/\partial q_1 = 0\) if and only if
  - \((q_0, q_3, q_4) = (0, 0, 0)\) or
  - \((p_0, p_4, q_0, q_4) = (0, 0, 0, 0)\) or
  - \((p_0, q_2, q_3, q_4) = (0, 0, 0, 0)\) or
  - \((p_2, q_0, q_2, q_4) = (0, 0, 0, 0)\) or
  - \((p_4, q_0, q_2, q_3) = (0, 0, 0, 0)\) or
  - \((p_0, p_2, q_0, q_2, q_4) = (0, 0, 1, 0, 0)\) or
  - \((p_0, p_4, q_0, q_2, q_3) = (0, 0, 1, 0, 0)\) or
  - \((p_2, p_4, q_0, q_2, q_4) = (0, 0, 0, 1)\) or
  - \((p_0, p_2, p_4, q_0, q_2, q_4) = (0, 0, 0, 1, 0, 1)\) or
  - \((p_0, p_2, p_3, q_0, q_2, q_3) = (1, 0, 1, 0, 0)\) or
  - \((p_0, p_2, p_3, q_0, q_2, q_4) = (0, 0, 1, 1, 0, 1)\).
\[ \frac{\partial s}{\partial q_2} = 0 \] if and only if
- \( (q_0, q_3, q_4) = (0, 0, 0) \) or
- \( (p_0, p_1, q_0, q_1) = (1, 1, 1, 1) \) or
- \( (p_0, p_4, q_0, q_4) = (0, 0, 0, 0) \) or
- \( (p_0, q_1, q_2, q_4) = (1, 0, 0, 0) \).

\[ \frac{\partial s}{\partial q_3} = 0 \] if and only if
- \( (q_0, q_1, q_2) = (1, 1, 1) \) or
- \( (p_0, p_1, q_0, q_1) = (1, 1, 1, 1) \) or
- \( (p_0, q_1, q_2, q_3) = (1, 1, 1, 1) \) or
- \( (p_1, q_0, q_2, q_3) = (1, 1, 1, 1) \) or
- \( (p_3, q_0, q_1, q_3) = (1, 1, 1, 1) \) or
- \( (p_0, p_3, q_0, q_1, q_3) = (1, 1, 0, 1, 1) \) or
- \( (p_1, p_3, q_0, q_1, q_3) = (1, 1, 1, 0, 1) \) or
- \( (p_0, q_1, q_2, q_3, q_4) = (1, 1, 1, 0, 1, 1) \) or
- \( (p_0, p_2, p_3, q_0, q_2, q_3) = (1, 0, 1, 0, 1, 1) \).

\[ \frac{\partial s}{\partial q_4} = 0 \] if and only if
- \( (q_0, q_1, q_2) = (1, 1, 1) \) or
- \( (p_0, p_1, q_0, q_1) = (1, 1, 1, 1) \) or
- \( (p_0, q_1, q_2, q_3) = (1, 1, 1, 1) \) or
- \( (p_3, q_0, q_1, q_3) = (1, 1, 1, 1) \) or
- \( (p_0, p_3, q_0, q_1, q_3) = (1, 1, 1, 0, 1) \) or
- \( (p_1, p_3, q_0, q_1, q_3) = (1, 1, 1, 0, 1) \) or
- \( (p_0, q_1, q_2, q_3, q_4) = (1, 1, 1, 0, 1, 1) \) or
- \( (p_0, p_2, p_3, q_0, q_2, q_3) = (1, 0, 1, 0, 1, 1) \).

**Appendix D  Confirmation of increasing \( \nu \)**

We simulated the global adaptions by increasing learning rate \( \nu \) that controls the step size of numerical calculations as shown in Fig. D.1. It shows that all adapting paths reach the final state even if the learning rate is high, thereby Theorem 1 is robust.
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