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Abstract Within the framework proposed by Caron-Huot and Wilhelm, we give a recipe for computing infrared anomalous dimensions purely on-shell, efficiently up to two loops in any massless theory. After introducing the general formalism and reviewing the one-loop recipe, we extract a practical formula that relates two-loop infrared anomalous dimensions to certain two- and three-particle phase space integrals with tree-level form factors of conserved operators. We finally provide several examples of the use of the two-loop formula and comment on some of its formal aspects, especially the cancellation of ‘one-loop squared’ spurious terms. The present version of the paper is augmented with a detailed treatment of the structure of infrared divergences in massless theories of scalars and fermions up to two loops. In the calculation we encounter divergent phase space integrals and show in detail how these cancel among each other as required by the finiteness of the anomalous dimension. As a non-trivial check of the method, we also perform the computation with a standard diagrammatic approach, finding perfect agreement.
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1 Introduction

In recent years on-shell methods have become a popular tool for computing scattering amplitudes and have extensively been used to renormalize loop amplitudes, in particular in effective theories, see e.g. [1–4]. However, to extract the UV running of these amplitudes their IR structure has to be understood such that it can be efficiently subtracted. This will be the main subject of this paper.

The general method has been proposed in reference [5], giving a formula relating anomalous dimensions with on-shell cuts. In its most general form it reads (see also [3] for a very transparent derivation)

\[
e^{-i \pi D} F^o = S F^o,
\]

relating the action of the dilation operator \( D \) on some renormalized form factor of an operator \( \mathcal{O} \), called \( F^o \), to that of the \( S \) matrix on the same \( F^o \).

Despite its indisputable beauty, the formula, as it is, is hard to put into use. The literature that followed this path has mainly focussed on its one-loop implementation [2,3], and on some special two-loop examples which, for a reason or another, are free from infrared (IR) divergences [3,6,7]. The purpose of this note is to make the first steps into the
implementation of Eq. (1) at two loops in cases where IR divergences are present. The key to this will be

(i) the use of form factors where $O$ is a conserved operator and
(ii) the use of general results about the structure of IR divergences, especially factorization.

In this work we will mainly focus on massless $\lambda \phi^4$ theory and Yukawa theory, whose infrared divergences are purely collinear and simpler to treat, and only make a few remarks on maximally supersymmetric Yang–Mills. However, insight into these examples will instruct us on the more general scenario.

Following the notation of [3], where $F_{\mathcal{O}}(n) \equiv \text{out}(n|\mathcal{O}|0)\langle 0|0\rangle$ and $S_{n,m} \equiv \text{out}(n|m)\text{in}$, we can rewrite Eq. (1) slightly more explicitly as

$$e^{-i\pi D} F_{\mathcal{O}}^*(n) = \sum_{m \geq 2} S_{n,m} F_{\mathcal{O}}^*(m) .$$

(2)

With an abuse of notation, we denoted by $n, m$ some asymptotic state made of $n$ and $m$ particles respectively, so that the sum over $m$ implies an integration over the phase space of the corresponding multi-particle state. The dilation operator $D \equiv p_i \partial_{p_i}$ can be traded, in massless theories like the ones we consider, with $-\mu \partial_\mu$, so that its action on form factors can be deduced from the renormalization group (RG) equations [5]

$$D F_{\mathcal{O}} = -\mu \partial_\mu F_{\mathcal{O}} = (\gamma_{\text{UV}} - \gamma_{\text{IR}} + \beta_3 \partial_\beta) F_{\mathcal{O}} .$$

(3)

Notice that Eq. (1), as well as Eq. (3), should be interpreted as a matrix equation in the space of all local operators $\mathcal{O}$, accounting for possible RG mixing effects. However, since (i) we consider conserved operators, for which $\gamma_{\text{UV}}$ is zero, and (ii) IR divergences do not mix form factors (color mixing, while acting non-diagonally in the color space of external states, is diagonal in local-$\mathcal{O}$ space), we can safely interpret Eq. (1) to be an equation for the form factor of some fixed $\mathcal{O}$, say the energy–momentum tensor $T^{\mu\nu}$.

The version of Eq. (1) we will work with reads as follows

$$e^{i\pi (\gamma_{\text{IR}} - \beta_3 \partial_\beta)} F_{\mathcal{J}}^*(2) = \sum_{m \geq 2} S_{2,m} F_{\mathcal{J}}^*(m) ,$$

(4)

where $\mathcal{J}$ is some conserved current, and the choice $n = 2$ corresponds to working with minimal form factors (i.e. those that do not vanish in the free theory limit), which is surely convenient to do. The state ‘2’ will typically be made of a particle-antiparticle pair, so that Eq. (4) should be read as an equation for the IR divergences associated to this state (at variance with $\gamma_{\text{UV}}$, which is a property of the operator $\mathcal{O}$)\(^2\). Once $\gamma_{\text{IR}}$ is extracted with Eq. (4), it will enter universally in all processes involving these particles. For notational simplicity, we will omit the suffix $\mathcal{J}$ from now on.

2 IR renormalization at one loop

Expanding Eq. (4) to one-loop order, with $S = 1 + i M$, we get

$$\gamma_{\text{IR}}^{(1)} F_0(2) = \frac{1}{\pi} \sum_{\nu} M_{2,2}^{(0)} F_0(2') ,$$

(5)

where $F_0(2) \equiv \lim_{\omega \to 0} F(2)$ is the free theory form factor, which is a real object. By $x^{(\ell)}$ we denote the $\ell$-loop contribution to $x$. The sum over $\nu$ denotes a sum over all relevant intermediate two-particle states, integrated over their phase space, while $F_0(2')$ denotes the minimal form factor over the state $2'$. States with $m \geq 3$ provide a higher-loop effect and drop out of the one-loop equation. More explicitly, Eq. (5) can be rewritten as the following two-particle phase space integral against a conventionally normalized amplitude $A_{2,2'}$ [2] (see Appendix A for the definition of the $n$-particle phase space in $d$ spacetime dimensions)

$$\gamma_{\text{IR}}^{(1)} F_0(2) = \frac{1}{32\pi^3} \sum_{\nu'} \int_{4\pi} d\Omega_{2'} A_{2,2'}^{(0)} F_0(2') .$$

(6)

This is an equation for $\gamma_{\text{IR}}$ at one loop. To extract it, we assume that it has the following structure

$$\gamma_{\text{IR}} = \gamma_{\text{cusp}} \ln \frac{-s}{\mu^2} + \gamma_{\text{coll}} ,$$

(7)

which is certainly true at one loop in any theory, and conjectured to be valid at all orders and for arbitrary $n$-point amplitudes in QCD [10,11] and maximally supersymmetric Yang–Mills [12]. Our assumption for the infrared anomalous dimension represents the simplest expression compatible with factorization in both the soft and collinear limits [10,11].

With this expression for $\gamma_{\text{IR}}$, how do we match the left- and right-hand sides of Eq. (5)? Surprisingly enough, we learned from [5] that, in order to make sense of its appearance in Eq. (5), the ‘cusp’ contribution to the infrared anomalous

\(^2\) In particular, what is here called $\gamma_{\text{coll}}$ (see below) is a quantity characterizing the form factor of a particle-antiparticle pair, and its value is twice the quantity that is usually called $\gamma_{\text{coll}}^{(0)}$ and is associated to the single particle $i$ (and is equal for its antiparticle).
dimension has to be identified with a certain phase space integral, specifically

$$\gamma_{\text{IR}} \rightarrow \gamma_{\text{cusp}} \int_0^\pi d\theta \, s_\phi \frac{1}{1 - c_\phi} + \gamma_{\text{coll}}, \quad (8)$$

where the polar angle $\theta$ parametrizes, together with the azimuthal angle $\phi$, the phase space of particles $2'$ with respect to some reference frame defined by the 2 system, so that $\theta \rightarrow 0$ corresponds to a forward scattering. Notice that the integral in Eq. (8) is divergent. By enforcing the validity of Eq. (5), we can then uniquely fix the finite coefficients $\gamma^{(1)}_{\text{cusp}}$ and $\gamma^{(1)}_{\text{coll}}$. Of course, the non-vanishing of $\gamma^{(1)}_{\text{cusp}}$ is possible only when the phase space integral on the right-hand side is also divergent. To make this more concrete, consider scalar QED with a single charged scalar $\phi$. With the methods described in this paper (see the next sections for more details on the various manipulations and a precise definition of the various quantities), and using Eq. (6), we find the following condition

$$\left(\gamma^{(1)}_{\text{cusp}} \int_0^\pi d\theta \, s_\phi \frac{1}{1 - c_\phi} + \gamma^{(1)}_{\text{coll}}\right) F^{\mu \nu 0}_1 (1\phi, 2\phi) = \frac{1}{32\pi^2} \int_0^{2\pi} d\phi \, s_\phi \int_0^{\pi} d\theta \, s_\theta \int_{0}^{\pi/2} d\Omega_{12} F^{\mu \nu 0}_0 (1\phi, 2\phi) \cdot \mathcal{A}(1\phi, 2\phi, 1\phi, 2\phi) \times \left(2 - \frac{1}{1 - c_\phi} - \frac{1}{2}\right), \quad (9)$$

which is satisfied if and only if $\gamma^{(1)}_{\text{cusp}} = g^2/8\pi^2$ (just look at the coefficient of the divergence in the angular integral for $\theta \rightarrow 0$ on both sides of the equation) and $\gamma^{(1)}_{\text{coll}} = -3g^2/8\pi^2$. This point of view on Eq. (5) was not particularly emphasized in previous related works, which mainly interpreted it as an equation for $\gamma_{\text{coll}}$ with $\gamma_{\text{cusp}}$ taken as an input from some place else.

We may feel unsatisfied about the claimed equivalence of Eq. (8) and Eq. (7). A way to formally show their connection is via dimensional regularization, as we are now going to sketch. By promoting the divergent integral multiplying $\gamma_{\text{cusp}}$ in Eq. (8) to its regularized version in $4 - 2\epsilon$ dimensions, we find

$$\int_0^\pi d\theta \, s_\theta \rightarrow n_\epsilon \left(s / \mu^2\right)^{-\epsilon} \int_0^\pi d\theta \, s_\theta^{1/2 - 2\epsilon} = \frac{1}{\epsilon} + \ln s / \mu^2 + \ldots, \quad (10)$$

where $n_\epsilon$ is a scheme-dependent quantity which tends to 1 for $\epsilon \rightarrow 0$. After minimal subtraction, we see that the logarithmic piece of Eq. (7) is precisely matched. In practice, two approaches are possible which of course give equivalent results. Either one adopts Eq. (8) and computes the right-hand-side of Eq. (5) in four dimensions (in general with divergences in the phase space integral for $\theta \rightarrow 0$) or, alternatively, one can calculate the phase space integral on the right-hand-side of Eq. (5) in dimensional regularization, subtract the poles and match the result to $\gamma_{\text{IR}} F_0(2)$, with $\gamma_{\text{IR}}$ as in Eq. (7).

In a sense, the second approach is more satisfactory, as it treats coherently the divergences appearing in phase space integrals and those appearing in loop integrals (which will become relevant when expanding Eq. (4) to higher loop orders). However, the important thing in practice is to consistently compare apples to apples and oranges to oranges.

Collinear and cusp divergences have a markedly different structure, that allows one to separate them. The first ones are related to a rational contribution to Eq. (5), while the second ones are purely logarithmic. The possibility of having logarithmic pieces is special to $\gamma_{\text{IR}}$. There is indeed an elegant way to project out the ‘cusp’ contribution from Eq. (5), which consists in keeping only its rational part. We can express this as

$$\gamma^{(1)}_{\text{coll}} F_0(2) = \frac{1}{\pi} \mathcal{R} \sum_{2'} M^{(0)}_{2,2'} F_0(2'). \quad (11)$$

There are several efficient ways to implement the action of $\mathcal{R}$, which is defined abstractly as the projector onto the rational part of the function it acts on [13,14]. The possibility of separating rational and logarithmic yields can be very useful in practice, since one is often interested in UV divergences of form factors, and not in IR ones. In this case, logarithmic contributions to $\gamma$ can be simply projected out, leaving out, in general, only UV and collinear divergences. Since the two are structurally identical (at one loop, both of them appear as simple poles in dimensional regularization), it is important to be able to separate them. This is where the study of conserved operators, with $\gamma_{\text{UV}} = 0$, becomes relevant, together with the fact that IR divergences are universal and depend only on long distance physics, i.e. on the particles partaking in the process.

In summary, if one is interested in capturing UV divergences in a massless on-shell scheme, it is crucial to have

---

3 Equation (8) is the appropriate one for distinguishable particles in the cut. For identical particles, we need to substitute $(1 - c_\theta)^{-1} \rightarrow s_\theta^{-2}$. This is thoroughly discussed in [1].
knowledge of the collinear divergences in order not to mistake them for UV ones. Instead, cusp divergences can be projected out since they are structurally peculiar and cannot be mistaken. We will see a simple example of the subtraction of IR divergences at two loops in Sect. 3.1.

3 Two loops

The aim of this section is to present the general procedure for extracting IR anomalous dimensions up to two loops. The following simple assumption plays a crucial role in simplifying the problem: that the (one-loop) renormalized form factor $F(2)$ can be factorized, i.e.

$$F(2) = C(\lambda) F_0(2)$$

(12)

where $F_0$ is the free-theory limit, and $\lambda$ is some squared coupling, e.g. $\pi^2$ in gauge theories (see [15] for an example in super-Yang–Mills). Using this, and throwing away contributions from the three-loop order on, we find

$$e^{i \pi (\gamma R - \beta_3 \beta_1)} F^*(2) = \sum_{2'} S_{2,2'} F^*(2') + \sum_{3} S_{2,3} F^*(3) + \ldots$$

$$e^{i \pi (\gamma R - \beta_3 \beta_1)} C^* F_0(2) = \sum_{2'} C^* S_{2,2'} F_0(2')$$

$$+ \sum_{3} S_{2,3} F^*(3) + \ldots$$

$$C^{-1} e^{i \pi (\gamma R - \beta_3 \beta_1)} C^* F_0(2) = \sum_{2'} \left( \frac{C'}{C} \right)^* S_{2,2'} F_0(2')$$

$$+ C^{-1} \sum_{3} S_{2,3} F^*(3) + \ldots$$

Since the three particle cut is already by itself a two-loop effect, and considering that

$$C = 1 + a + O(\lambda^2)$$

(13)

(and similarly for $C'$) we get that, up to three-loop effects, the master formula Eq. (4) simplifies to

$$e^{i \pi \left( \gamma R - \frac{1}{2} \left( a^* + \frac{1}{2} \gamma R \right) \beta_3 \right)} F_0(2) = \sum_{2'} e^{i (a' - a) S_{2,2'} F_0(2')$$

$$+ \sum_{3} S_{2,3} F(3) + O(\lambda^3)$$

(14)

where $\beta_3 = O(\lambda^2)$ and $a = O(\lambda)$, and we dropped the * from $F^*(3)$ since it is a real (tree-level) object in the two-loop approximation. Equation (14) is the central formula of this work. Before moving to some examples of its implementation, let us collect the main observations which are general in nature.

1. The separation in loop orders is pretty clear in Eq. (14). The zero-loop order is just the identity $F_0 = F_0$ (on the right-hand-side, take the $1$ from $S_{2,2} = 1 + i M_{2,2}$), while the one-loop order is easily seen to reduce to Eq. (5), as the terms involving $a^*$, $\beta_3$ and $S_{2,3}$ are two-loop by themselves.

2. To go to two loops, Eq. (14) tells us that $F(2)$ should be known up to one loop, including finite terms that cannot be computed with Eq. (5). The relevant information is captured by $a$, which is of the form

$$a = a^{(1)}_{\text{fin}} - \frac{1}{2} \gamma_{\text{coll}}^{(1)} \ln \frac{s - i \varepsilon}{\mu^2}$$

$$- \frac{1}{4} \gamma_{\text{cusp}}^{(1)} \ln^2 \frac{s - i \varepsilon}{\mu^2} + O(\lambda^2)$$

(15)

3. Besides the full one-loop computation of $F(2)$, the other new ingredients at two loops are (i) the three-particle phase space integral, here schematically written as $S_{2,3} F(3)$, with all quantities at tree level, and (ii) the two-particle phase space integrals of $F_0(2')$ with the one-loop order $2 \to 2$ amplitudes $S_{2,2'}$. This is shown in Fig. 1.

4. While the zero- and one-loop orders of Eq. (4) produce respectively a real and a purely imaginary equation, starting from two loops we can split the equations into a real and an imaginary part, leading to further simplifications on which we will come back when considering the various examples, in particular in Sect. 3.3.

5. Depending on the properties specific to the theory under consideration, Eq. (14) can be simplified even further, for example in the maximally supersymmetric Yang–Mills theory, where $\beta_3 = 0$. In this case, the correction proportional to $\beta$ in the left-hand-side of Eq. (14) is absent, and it is not necessary to compute the one-loop finite terms of $F(2)$.

The two-loop master formula Eq. (14) is powerful, as it allows to compute two-loop RG effects with only one-loop information as an input. This is analogous to the computation of one-loop RG effects from tree-level amplitudes with Eq. (5).

3.1 $\lambda \phi^4$ theory

As a first example of the method, we now consider the simplest theory of a neutral scalar interacting through a quartic coupling. Using here and in the next section a more explicit notation, we start by listing the relevant objects and making
several comments about them. We have, up to one loop\(^6\) (the semicolon separates initial and final states),

\[
\mathcal{A}(1_{\psi}, 2_{\psi}; 3_{\psi}, 4_{\psi}) = -\lambda + \frac{\lambda^2}{32\pi^2} \left( 6 - \ln \frac{-s - i\epsilon}{\mu^2} \right.
- \ln \frac{-t - i\epsilon}{\mu^2} - \ln \frac{-u - i\epsilon}{\mu^2} \left. \right),
\]

where, as usual, \(s = (p_1 + p_2)^2\), \(t = (p_1 - p_3)^2\) and \(u = (p_1 - p_4)^2\). The relevant form factor is defined by

\[
\text{out}(1_{\psi}, 2_{\psi} | T^{\mu\nu}(x) | 0) = e^{i(p_1 + p_2) \cdot x}
\text{out}(1_{\psi}, 2_{\psi} | T^{\mu\nu}(0) | 0) \equiv e^{i(p_1 + p_2) \cdot x} \mathbf{F}^{\mu\nu}(1_{\psi}, 2_{\psi})
\]

with the further implicit assumption that we project \(\mathbf{F}\) onto its \(J = 2\) partial wave, for example by taking the outgoing particles to be in some ‘d-wave’ state. This extra care is required in order to deal with the fact that \(T^{\mu\nu}\) can and in general does mix in the UV. To our understanding, however, all mixing effects happen in the \(J = 0\) sector [9] (the wording here refers to the decomposition of operators according to their transformation under \(SO(3)\)). The reason why we expect no mixing in the \(J = 2\) sector is the absence of identically conserved operators with which \(T^{\mu\nu}\) could mix, unless one turns on gravity. In this case, the energy–momentum tensor can mix with \(\partial_\mu \partial_\nu \mathcal{C}^{\mu\nu\sigma\tau}\) (where \(\mathcal{C}\) is the Weyl tensor), which is purely \(J = 2\). However, this mixing has to vanish in the limit \(M_P \to \infty\), i.e. when gravity is neglected. Notice that, if the renormalization of the form factor were not multiplicative (i.e. if it involved mixing effects), Eq. (12) could not have been invoked.

The free-theory form factor, which will play a special role in the following, can be conveniently written as

\[
\mathbf{F}_0^{\mu\nu}(1_{\psi}, 2_{\psi}) = \sqrt{\frac{2}{3}} (p_1 + p_2)^2 \tau_{2,0}^{\mu\nu}(\lambda_1, \lambda_2),
\]

where \(\tau_{2,0}\) is the \(m = 0\) element of a \(J = 2\) multiplet of tensors, called \(\tau_{2,m}\) defined in Appendix B. As usual \(\lambda_i\) denotes the spinor helicity variable associated to state \(i\), whose momentum is \(p_i = \hat{x}_i \lambda_i\). The normalization of \(\mathbf{F}_0\) is fixed, since the expectation value of \(T^{\mu\nu}\) on a state is related to the energy–momentum carried by that state [5].

With these ingredients, let us now compute the right-hand side of Eq. (14) in the \(\psi^4\) theory. We first observe that \(S_{2,3} = 0\), so that the last term of Eq. (14) vanishes. Second, to greatly simplify the two-particle phase space integral, we note that the free-theory form factor can be written, in angular coordinates, as (see Eq. (97))

\[
\mathbf{F}_0^{\mu\nu}(1_{\psi}, 2_{\psi}) = \sqrt{\frac{2}{3}} \sum_{m=-2}^{2} \tau_{2,m}^{\mu\nu}(\lambda_1, \lambda_2) d_{m,0}(\theta) e^{i\phi}
= \mathbf{F}_0^{\mu\nu}(1_{\psi}, 2_{\psi}) d_{0,0}(\theta) + \ldots,
\]

where the primed variables are given by

\[
\lambda_1' = c_{\theta} \lambda_1 - s_{\theta} e^{-i\phi} \lambda_2 \quad \lambda_2' = s_{\theta} e^{i\phi} \lambda_1 + c_{\theta} \lambda_2
\]

and the ellipses in Eq. (19) stand for terms that have a non-trivial dependence on the azimuthal angle \(\phi\).

Up to three-loop corrections, we then have (the factor 1/2 in the phase space integral is for identical internal particles)

\[
e^{i\pi \left(\gamma_{\mu} - \frac{1}{2}(a^\dagger + a) \gamma_{\nu} \right)} e^{i\pi \left(\gamma_{\mu} - \frac{1}{2}(a^\dagger + a) \gamma_{\nu} \right)} \mathbf{F}_0^{\mu\nu}(1_{\psi}, 2_{\psi}) + \frac{i}{64\pi^2} \int_0^\pi s d\theta d\phi \mathbf{F}_0^{\mu\nu}(1_{\psi}, 2_{\psi}) \mathcal{A}(1_{\psi}, 2_{\psi} | 1_{\psi}, 2_{\psi})
= \mathbf{F}_0^{\mu\nu}(1_{\psi}, 2_{\psi}) \left(1 + \frac{i}{32\pi} \int_0^\pi s d\theta d_{0,0}(\theta) \mathcal{A}(\theta) \right)
= \mathbf{F}_0^{\mu\nu}(1_{\psi}, 2_{\psi}) \left(1 + \frac{i}{32\pi} \int_0^\pi s d\theta d_{0,0}(\theta) \left[\Delta - \frac{\lambda^2}{16\pi^2} \ln s_\theta \right] \right)
= \mathbf{F}_0^{\mu\nu}(1_{\psi}, 2_{\psi}) \left(1 + \frac{\pi \lambda^2}{6(16\pi^2)^2} \right).
\]

In the second equality we expressed \(\mathcal{A}\) with angular variables thanks to Eq. (20), while in the third equality we introduced

\[
\Delta = -\lambda + \frac{\lambda^2}{32\pi^2} \left(6 - 3 \ln \frac{s}{\mu^2} + i\pi + 2 \ln 2 \right).
\]

Since \(\Delta\) has no angular dependence, it is annihilated by the \(d^2\) phase space integral. Notice that this includes the one-loop contribution to Eq. (14) (coming from the tree-level contribution to \(\mathcal{A}\)), the two-loop contribution coming from the one-loop rational term of \(\mathcal{A}\), and finally the two-loop contribution coming from the \(\ln s\) term of \(\mathcal{A}\). Before extracting the result, let us make some more remark about Eq. (21).

1. Perhaps the most important point is that there is a certain degree of “bootstrapping” in Eq. (21). First of all, in the fact that both sides of the equation are proportional to the same (free-theory) tensor \(\mathbf{F}_0^{\mu\nu}\). In practice, this is
guaranteed by the $d\phi$ integration, which projects out all the unwanted structures (see Eq. (19)).

2. More interestingly, we know that the physics that feeds $a^*$ includes contributions to $\gamma_{\text{IR}}$ at one loop, which are non-local (see Eq. (15)). If these were non-zero (and since $\beta^{(1)}_a$ does not vanish in this theory), we would need similar non-local two-loop contributions on the right-hand side. But we find just a number. Consistently, we see that $a$ is indeed finite, since the one-loop contribution in the right-hand side is zero (it is all in $\Delta$). In this respect, $\varphi^4$ is special.

3. Since $a^*$ contains a finite, scheme dependent term, the two-loop anomalous dimension will in general be scheme dependent as well. The scheme dependence is precisely dictated by Eq. (21), and in general by Eq. (14). However, as we said, by expanding Eq. (21) we get, at one loop, $\gamma_{\text{IR}}^{(1)} = 0$. Since there is no need for a renormalization at one loop (there are no UV nor IR divergences), let us consider a simple variation of the previous example. We take a charged scalar $\phi$ and study loop effects governed by the quartic coupling $\lambda' \varphi^4$. The only notable difference with respect to the neutral scalar is that now the $2 \to 2$ amplitude is not fully crossing symmetric

$$\mathcal{A}(1_\phi, 2_\phi; 3_\phi, 4_\phi) = -\lambda' + \frac{\lambda'^2}{16\pi^2} \left( 5 - \ln \frac{-s}{\mu^2} - \ln \frac{-t}{\mu^2} - \ln \frac{-u}{\mu^2} \right) + \mathcal{O}(\lambda'^3),$$

and the IR anomalous dimension is equal to

$$\gamma_{\text{coll}} | \phi = -\frac{\lambda'^2}{(16\pi^2)^2} \int_0^\pi s_\theta d\theta \, d_\theta^2(\theta) \times \left( \ln(1 - c_\theta) + \frac{1}{2} \ln(1 + c_\theta) \right) = \frac{\lambda'^2}{2(16\pi^2)^2}.$$

Let us now consider the higher dimensional operator $\mathcal{O}_{\phi^4}$ involving $\phi$ and a charged fermion $\psi$, whose free-theory form factor is given by

$$\mathbf{F}_{\mathcal{O}_{\phi^4}}(1_{\psi^+}, 2_{\psi^-, 3_\phi, 4_\phi}) = (1|p_3 - p_4)|2|,$$

and study its self-renormalization as induced by $\lambda'$ effects. A one-loop computation reveals that no correction to $\mathbf{F}_{\mathcal{O}_{\phi^4}}$ arises at this order, so that Eq. (1) can be simplified to

$$\left( \gamma_{\mathcal{O}_{\phi^4}}^{(2)} - \gamma_{\text{IR}}^{(2)} \right) \mathbf{F}_{\mathcal{O}_{\phi^4}}(1_{\psi^+}, 2_{\psi^-, 3_\phi, 4_\phi}) = \frac{-1}{32\pi^3} \lambda'^2 \int_{4\pi} d\Omega_{\psi^+} \mathbf{F}_{\mathcal{O}_{\phi^4}}(1_{\psi^+}, 2_{\psi^-, 3_\phi, 4_\phi}) \left( \frac{3'}{16\pi^2} + \frac{3'}{16\pi^2} \right) \mathcal{A}^{(1)}(3'_1, 3'_2; 3_\phi, 4_\phi)$$

$$\times \left( \ln(1 - c_\theta) + \frac{1}{2} \ln(1 + c_\theta) \right) = \mathbf{F}_{\mathcal{O}_{\phi^4}}(1_{\psi^+}, 2_{\psi^-, 3_\phi, 4_\phi}) \left( \frac{-\lambda'^2}{2(16\pi^2)^2} \right).$$

Plugging in the value of $\gamma_{\text{IR}}$ that is appropriate for this process, which is precisely given by Eq. (25), we get that $\gamma_{\mathcal{O}_{\phi^4}}^{(2)} = 0$. At first sight, it might seem that there is an accidental cancellation due to a numerical coincidence in the values of $\int d^4(\theta) A(\theta)$ for $J = 1, 2$ (notice that no other pair of values for $J$ gives the same integral). However, there is a deeper reason behind this null result. The operator which gives rise to Eq. (26) is $\mathcal{O}_{\phi^4} = \psi^+ \gamma^\mu \overline{\psi} (\partial_\mu \phi - \phi \partial_\mu \overline{\psi})$, i.e. it is a product of conserved currents. Since fermions are inert under $\lambda'$ interactions, they act like spectators in the renormalization of $\mathcal{O}_{\phi^4}$. This means, in other words, that we just studied the self-renormalization of $J_\mu = \phi \partial_\mu \phi - \phi \partial_\mu \overline{\psi}$, even if disguised. Our null result appears then as a welcome cross-check of the consistency of the method, because the extraction of $\gamma_{\text{IR}}$ in no way should depend on the conserved current that is being considered in Eq. (4). As a last comment, we notice that, while it is not always possible to define a conserved charge and the associated $j^\mu$, the energy momentum tensor $T^{\mu\nu}$ is always available (like for the neutral $\varphi$).

3.2 Yukawa theory

In this section we would like to consider an example which, from the point of view of Eq. (14), is slightly more complicated, in that both $\beta^{(1)}$ and $a^{(1)}$ are different from zero, with $a^{(1)}$ being non-local due to the presence of collinear divergences at one loop: the Yukawa theory of a neutral scalar $\varphi$ and a Dirac fermion $(\psi_\pm, \overline{\psi}_\pm)$.\(^8\) The goal is to compute

\(^8\) $\psi$ and $\overline{\psi}$ represent two distinct particle-antiparticle pairs, while their index denotes the sign of helicity. One can assign to $\psi_+$ some charge $Q$ and to $\overline{\psi}_+$ its negative.
the IR anomalous dimension in the scalar sector at two loops using Eq. (14). This means that state ‘2’ will be made of a pair of scalars. All the results presented in this section, which are based on Eq. (14), have been cross checked with traditional methods—see Appendix C. The calculation for the form factor with external fermions proceeds in the same way and is presented in Appendix D. Additionally, we show a non-trivial cross check for fermion sector with the help of an auxiliary gauge field.

We start by listing all the ingredients that are necessary for the evaluation of the left- and right-hand sides of the master equation. First of all, we need the complete one-loop form factors with two external scalars and two external fermions, given respectively by

\[
F^{\mu \nu}(1_{\psi}, 2_{\psi}) = F_0^{\mu \nu}(1_{\psi}, 2_{\psi}) \left[ 1 + \frac{y^2}{16\pi^2} \left( -s - i\epsilon \right) \right],
\]

(28)

\[
F^{\mu \nu}(1_{\psi}, 2_{\psi}) = F_0^{\mu \nu}(1_{\psi}, 2_{\psi}) \left[ 1 + \frac{y^2}{32\pi^2} \left( \frac{3}{2} - 2 \ln \left( -s - i\epsilon \right) \right) \right],
\]

(29)

and similarly for \( \bar{\psi} \). In particular we find

\[
a^{(1)}_{\psi} = \frac{y^2}{16\pi^2} \left( -s - i\epsilon \right),
\]

(30)

\[
a^{(1)}_{\bar{\psi}} = a^{(1)}_{\psi} = \frac{y^2}{16\pi^2} \left( \frac{3}{2} - 2 \ln \left( -s - i\epsilon \right) \right),
\]

(31)

from which, by comparison with Eq. (15), we can extract the one-loop collinear anomalous dimensions in the scalar and fermion sectors, given respectively by \( \gamma^{(1)}_{\psi} = 4 \left( \frac{y^2}{16\pi^2} \right) \) and \( \gamma^{(1)}_{\bar{\psi}} = \frac{y^2}{16\pi^2} \). We also see that \( \gamma^{(1)}_{\bar{\psi}} = 0 \) in both sectors. Notice that in Eqs. (28) and (29) we kept the Feynman \( i\epsilon \): when using Eq. (4), one has to change its sign in order to account for the complex conjugation of the form factors dictated by the equation. We will sometimes omit the \( i\epsilon \) in writing down amplitudes. To restore it, one should simply substitute \( s \) with \( s + i\epsilon \), and similarly with \( t \) and \( u \).

We also notice that the free-theory fermionic form factor can be expressed as

\[
F_0^{\mu \nu}(1_{\psi}, 2_{\psi}) = (p_1 + p_2)^2 \left( t_{2,-1}^{\mu \nu}(\lambda_1, \lambda_2) \right),
\]

(32)

with \( t_{2,-1} \) given in Appendix B. The relevant amplitudes, complete up to the one-loop order, are given by

\[
A(1_{\psi}, 2_{\psi}; 3_{\psi}, 4_{\psi}) = \frac{-y^4}{8\pi^2} \left[ 3\mu^2 + \ln^2 \frac{F}{t} + \ln^2 \frac{u}{s} - \ln \frac{t}{s} + \ln \frac{\mu^2}{\mu^2} \right],
\]

(33)

\[
A(1_{\psi}, 2_{\psi}; 3_{\psi}, 4_{\psi}) = \left( \frac{13}{23} \right) \left[ y^2 + \frac{y^4}{32\pi^2} \left( \pi^2 + \ln^2 \frac{s}{t} \right) \right]
\]

and

\[
- \frac{5y^4}{32\pi^2} \left( 2 - \ln \frac{-u}{\mu^2} \right) + 3 \leftrightarrow 4.
\]

(34)

Notice that Eq. (33) has no tree-level contribution, which leads to inconsistencies (related to the fact that we have not included a \( \lambda \phi^4 \) interaction, which is renormalizable and allowed by symmetries). However, in light of the discussion after Eq. (21), we see that such a tree-level term would not play any role in our computation, being just a constant with no angular dependence.

By imposing the RG equations to Eq. (34), we can deduce the beta function of the coupling \( y \) at one loop. For amplitudes that are defined by minimal subtraction in the UV and in the IR, like the ones we consider here, the appropriate RG equation reads

\[
(\mu \partial_\mu - \gamma_{\text{IR}} + \beta_\gamma \partial_\gamma) A = 0,
\]

(35)

with \( \gamma_{\text{IR}} = \gamma^{(1)}_{\text{coll}} + \gamma^{(1)}_{\bar{\psi}} \) when applying the RG equation to Eq. (34). We find that

\[
\beta_\gamma = \frac{5y^3}{16\pi^2},
\]

(36)

to one-loop accuracy.

In order to compute the last contribution to Eq. (14), which is purely two-loop, we need the following \( 3 \to 2 \) amplitude, compactly written as

\[
A(1_{\psi}, 2_{\psi}, 3_{\psi}, 4_{\psi}) = -y^3 \sum_\sigma \frac{1}{1!} \frac{\langle \sigma(3) \rangle}{\langle \sigma(3) \rangle} \frac{\langle \sigma(4) \rangle}{\langle \sigma(4) \rangle},
\]

(37)

where \( \sigma \) runs over the permutations acting on the scalars \( 3, 4, 5 \). This amplitude has to be convoluted with the form factor defined by

\[
\text{out}(1_{\psi}, 2_{\psi}, 3_{\psi}, 4_{\psi}, 5_{\psi}) \mid T^{\mu \nu}(x) \mid 0 = e^{i(p_1 + p_2 + p_3) \cdot x} F^{\mu \nu}(1_{\psi}, 2_{\bar{\psi}}, 3_{\psi}, 4_{\psi}),
\]

(38)

where \( F^{ab\bar{a}b} \equiv \sigma_a \tilde{\sigma}^{ab} \sigma_b \) (\( \sigma_\mu = (1, \sigma_i) \) as usual) is given, with indices \( ab\bar{a}b \) omitted, by

\[
\mathbf{F} = \left( 2 \frac{3}{12} \right) \left[ \begin{array}{c} 0 \end{array} \right] \left( 12 \right) \left[ \begin{array}{c} \chi \end{array} \right] \left( 0 \right) - \frac{1}{3} \left[ 2\left[ 21 \right] \right] \left( \begin{array}{c} \lambda_1 \tilde{\lambda}_1 \tilde{\lambda}_1 + \lambda_3 \tilde{\lambda}_1 \tilde{\lambda}_1 \tilde{\lambda}_1 + \lambda_2 \tilde{\lambda}_1 \tilde{\lambda}_1 \tilde{\lambda}_1 \\
\lambda_3 \lambda_1 \lambda_1 \lambda_2 \tilde{\lambda}_2 + \lambda_2 \lambda_3 \lambda_1 \lambda_1 \tilde{\lambda}_2 + \lambda_3 \lambda_2 \lambda_1 \lambda_1 \tilde{\lambda}_2 \\
-2 \lambda_1 \lambda_3 \lambda_1 \tilde{\lambda}_3 - 2 \lambda_2 \lambda_3 \lambda_1 \tilde{\lambda}_3 - 2 \lambda_3 \lambda_2 \lambda_1 \tilde{\lambda}_3 \\
-2 \lambda_3 \lambda_2 \lambda_1 \lambda_3 \tilde{\lambda}_3 + (s_{13} + s_{23}) \epsilon \otimes \tilde{\epsilon} \end{array} \right)
\]

\( \odot \) Springer
\[ + \frac{1}{2[31]} \left( \lambda_1 \lambda_2 \tilde{\lambda}_2 \tilde{\lambda}_3 - \lambda_1 \lambda_2 \tilde{\lambda}_1 \tilde{\lambda}_3 - \lambda_3 \lambda_2 \tilde{\lambda}_3 \tilde{\lambda}_3 \right) \\
+ \lambda_2 \lambda_3 \tilde{\lambda}_2 \tilde{\lambda}_2 - \lambda_2 \lambda_1 \tilde{\lambda}_1 \tilde{\lambda}_2 - \lambda_2 \lambda_3 \tilde{\lambda}_3 \tilde{\lambda}_3 \right) \\
- \frac{1}{2[32]} \left( \lambda_1 \lambda_1 \tilde{\lambda}_1 \tilde{\lambda}_3 - \lambda_2 \lambda_2 \tilde{\lambda}_2 \tilde{\lambda}_2 - \lambda_3 \lambda_1 \tilde{\lambda}_3 \tilde{\lambda}_3 \right) \\
+ \lambda_1 \lambda_2 \tilde{\lambda}_3 \tilde{\lambda}_1 - \lambda_1 \lambda_2 \tilde{\lambda}_3 \tilde{\lambda}_3 \right), \tag{39} \]

with \( \epsilon \otimes \tilde{\epsilon} \equiv \epsilon^{ab} \tilde{\epsilon}_{ab} \). The tensor \( F^{ab\tilde{ab}} \) has several properties: (i) it is symmetric in both \( ab \) and \( \tilde{a} \tilde{b} \), i.e. it satisfies \( \epsilon^{ab} F^{ab\tilde{ab}} = \epsilon_{ab} F^{ab\tilde{ab}} = 0 \); (ii) it is transverse, in that it satisfies \( (p_1 + p_2 + p_3)_{ab} F^{ab\tilde{ab}} = 0 \); (iii) it has the standard properties that on-shell amplitudes satisfy, specifically a well defined little group scaling and a well defined pole structure, with residues fixed by consistent factorization.

Thanks to properties (i) and (ii), \( F \) admits an expansion over the multiplet \( \tau_{2,m} \) defined in Appendix B, that is

\[ F^{ab\tilde{ab}} \left( 1', 2'; 3' \right) = \sum_{m=-2}^{2} \tau_{2,m}^{ab\tilde{ab}} (\lambda_1, \lambda_2) f_m(\theta_1), \tag{40} \]

where \( \{ \theta_1 \} \) is some set of 5 parameters that allow to express \( \lambda_1', \lambda_2' \) and \( \lambda_3' \) in terms of \( \lambda_1 \) and \( \lambda_2 \), as discussed for example in [3,5]. One can think of the functions \( f_m \) as some set of ’reduced form factors’, which are enough to reconstruct the full form factor but are simpler objects, i.e. just functions of the relevant relativistic invariants instead of a multi-index tensor. Thanks to the orthogonality properties of the \( \tau_{2,m} \) tensors, we also have the inverse formula

\[ f_m(\theta_1) = (-1)^m \tau_{2,-m}^{ab\tilde{ab}} (\lambda_1, \lambda_2) F_{ab\tilde{ab}} \left( 1'_\psi, 2'_\psi, 3'_\psi \right). \tag{41} \]

We will come back to the usefulness of these comments when computing the three-particle phase space integral in Sect. 3.2.2, where we will see that only \( f_0 \) matters for the computation.

Notice that here and in the following sections we use \( F^{\mu\nu} \) and \( F^{ab\tilde{ab}} \) interchangeably. The choice is based on which notation gives a more compact or elegant expression, and one can go back and forth from one form to the other by the use of the \( \sigma_{\mu}^{ab} \) matrices, paying attention to factors of 2 coming from \( \sigma_{\mu}^{ab} \sigma_{\mu}^{\tilde{a}\tilde{b}} = 2 \delta_{\mu}^{\nu} \).

Before moving to the computation of the relevant cuts, we present the version of Eq. (14) that is appropriate for the extraction of \( \gamma^{(2)}_{\text{IR}} \)

\[ e^{i\pi} \left( \gamma_{\text{IR}}^{(2)} + \frac{i}{2} (\alpha_{\psi} + \frac{i}{2} \gamma_{\text{IR}}^{(2)}) \right) F^{\mu\nu}_0 \left( 1'_\psi, 2'_\psi \right) = F^{\mu\nu}_0 \left( 1'_\psi, 2'_\psi \right) \times S \left( 1'_\psi, 2'_\psi; 1'_\psi, 2'_\psi \right) + \left( e^{i(\alpha_{\psi} - \alpha_{\phi})} \right) F^{\mu\nu}_0 \left( 1'_\psi, 2'_\psi \right) \times S \left( 1'_\psi, 2'_\psi; 1'_\psi, 2'_\psi \right) + \left( \psi \rightarrow \tilde{\psi} \right) \sum_{\pm} F^{\mu\nu}_0 \left( 1'_\psi, 2'_\psi, 3'_\psi \right) S \left( 1'_\psi, 2'_\psi, 3'_\psi; 1'_\psi, 2'_\psi \right) + \mathcal{O}(\gamma^6). \tag{42} \]

The repeated primed kinematic variables are to be integrated over as usual.

### 3.2.1 Two-particle phase space integrals

The two-particle phase space integrals in Eq. (42) are straightforward to compute in the multivariate integration, especially thanks to the absence of ‘small angle divergences’, which would require an infinite subtraction like in Eq. (9). We will compute the integrals by taking advantage of the angular parametrization that we developed before. We find

\[ F^{\mu\nu}_0 \left( 1'_\psi, 2'_\psi \right) S \left( 1'_\psi, 2'_\psi; 1'_\psi, 2'_\psi \right) = F^{\mu\nu}_0 \left( 1'_\psi, 2'_\psi \right) \]

\[ + \frac{i}{64\pi^2} \int_{4\pi} s_0 d\theta d\phi F^{\mu\nu}_0 \left( 1'_\psi, 2'_\psi \right) A \left( 1'_\psi, 2'_\psi; 1'_\psi, 2'_\psi \right) \]

\[ = F^{\mu\nu}_0 \left( 1'_\psi, 2'_\psi \right) \left( 1 + \frac{i}{16 \pi^2} \int_{4\pi} s_0 d\theta d\phi A_{2\psi \rightarrow 2\psi}(\theta) \right) \]

\[ = F^{\mu\nu}_0 \left( 1'_\psi, 2'_\psi \right) \left[ 1 + i \pi y^4 \left( 16 \pi^2 \right) \left( \frac{94}{9} + i \frac{4 \pi}{3} \right) \right], \tag{43} \]

where the four-scalar amplitude is given, in angular coordinates and up to one-loop order, by

\[ A_{2\psi \rightarrow 2\psi}(\theta) = \frac{y^4}{8\pi^2} \left[ 24 - 12 \ln \frac{s}{\mu^2} - 4 \ln \frac{1 - c_0^2}{4} + 4 \pi i \right. \]

\[ + \ln^2 \frac{1 - c_0}{2} + \ln \frac{1 + c_0}{2} + 2 \pi \ln \frac{1 - c_0^2}{4} \]

\[ + \pi^2 + \ln^2 \frac{1 + c_0}{2} - c_0 \right]. \tag{44} \]

The first line accounts for the rational term and the bubble, while the second line for the “IR-regulated” box contribution [2]. Equation (44) is obtained from Eq. (33) by first substituting 1, 2 with 1’, 2’ and 3, 4 with 1, 2 and then using Eq. (20).

The contribution coming from the exchange of two fermions can be treated in a similar way, knowing that (thanks to Eq. (97))

\[ F^{\mu\nu}_0 \left( 1'_\psi, 2'_\psi \right) \times d_{m=\pm 1}(\theta) e^{i(\lambda - \lambda' - \lambda'' \psi)} = s \tau^{\mu\nu}_2 \left( 1'_\psi, 2'_\psi \right) \sum_{m=-2}^{2} \tau^{\mu\nu}_2 \left( 1'_\psi, 2'_\psi \right) \times d_{m=\pm 1}(\theta) e^{i(\lambda - \lambda' - \lambda'' \psi)} \]
\[ F^\mu (1_\psi, 2_\psi) e^{i\phi} \sqrt{\frac{3}{2} \nu_0^2 (\theta) + \ldots} , \]  
\[ (45) \]

the ellipses standing for terms with a different \( \phi \) dependence, which are going to be annihilated by the \( d\phi \) integration. The second term of Eq. (42) therefore yields

\[
F^\mu(1'_{\psi}, 2'_{\psi}, 3'_{\psi}, 1_\psi, 2_\psi) = \frac{i}{32\pi^2} \iint_{\mathbb{C}^2} s_0 d\theta d\phi F^\mu(1'_{\psi}, 2'_{\psi}, 3'_{\psi}, 1_\psi, 2_\psi) 
\]

\[
= F^\mu(1_\psi, 2_\psi) \iint_{\mathbb{C}^2} s_0 d\theta d\phi F^\mu(1_\psi, 2_\psi) A(1_\psi, 2_\psi) 
\]

\[
= F^\mu(1_\psi, 2_\psi) \iint_{\mathbb{C}^2} s_0 d\theta d\phi F^\mu(1_\psi, 2_\psi) A(1_\psi, 2_\psi) 
\]

\[ \lambda_1 = g_\psi \lambda_1 - e^{i\phi} g_\psi s_0 \lambda_2 , \]

\[ \lambda_2 = s_0 g_\psi \lambda_1 + e^{i\phi} \left( g_\psi s_0 g_\psi \lambda_1 - e^{i\phi} g_\psi s_0 \right) \lambda_2 , \]

\[ \lambda_3 = s_0 g_\psi \lambda_1 + e^{i\phi} \left( g_\psi s_0 g_\psi \lambda_1 + e^{i\phi} g_\psi s_0 \right) \lambda_2 , \]  
\[ (49) \]

where the relevant \( 2 \rightarrow 2 \) amplitude is given in angular coordinates by

\[ A(1'_{\psi}, 2'_{\psi}, 3'_{\psi}, 1_\psi, 2_\psi) = -y^2 t_{\psi} e^{-i\phi} \left[ 1 - \frac{y^2}{32\pi^2} \right] \]

\[ \times \left( 10 - 5 \ln \frac{s}{\mu^2} - 5 \ln \left( 1 + \frac{c_\theta}{2} \right) - 2 \pi i \ln \left( 1 - \frac{c_\theta}{2} \right) \right) \left( \theta \rightarrow \pi - \theta \right) . \]

\[ (47) \]

An identical contribution comes from the term that has a pair of \( \bar{\psi} \) instead of \( \psi \) as internal states, that is \( F^\mu(1'_{\bar{\psi}}, 2'_{\bar{\psi}}, 3'_{\bar{\psi}}, 1_\psi, 2_\psi) \).

### 3.2.2 Three-particle phase space integral

The remaining contributions to Eq. (42) are of the following form

\[ F^{\mu\nu}(1', 2', 3') S(1', 2', 3'; 1, 2) = i \int d\Phi_3^{(4)} F^{\mu\nu}(1', 2', 3') \]

\[ \times A(1', 2', 3'; 1, 2) \]

\[ = \frac{i\pi s}{(16\pi^2)^2} \int d^5\theta F^{\mu\nu}(1', 2', 3') A(1', 2', 3'; 1, 2) \]

\[ = \frac{i\pi s}{(16\pi^2)^2} \sum_m t_{2m}(1, 2) \int d^5\theta f_m(\theta) A_{3\rightarrow 2}(\theta) \]

\[ = F^\mu(1, 2) \frac{i\pi}{(16\pi^2)^2} \sqrt{\frac{3}{2} \nu_0^2 (\theta) + \ldots} , \]  
\[ (48) \]

In the first and second equality we respectively used the definition of the convolution over the primed variables and for-
We see however that a naive evaluation gives an infinite yield, the origin of the divergence being the region where \( \xi \to 0 \), signaling that we need extra care when computing this diagram. A solution to this problem comes from noting that the two-loop diagram whose triple cut gives Eq. (56) – which is (a) in Fig. 3 – has a one-loop subdivergence, whose counterterm admits a double cut and is associated to neither the left- nor the right-side amplitude (contrary, for example, to the counterterm that absorbs the one-loop subdivergence of diagram (c) in Fig. 3, which is clearly associated, after the two-cut, to \( A \)). As a matter of fact, this counterterm diagram is precisely the one which, after being cut, exactly absorbs the divergence of Eq. (56).

When Eq. (56) is treated in dimensional regularization consistently with the scheme and regularization choices used for computing \( A^{(1)} \) and \( F^{(1)} \) – see Appendix A.1 – one gets

\[
\begin{align*}
\lambda_1' &= \sqrt{1 - \xi} \left( s \frac{e^{i\phi} \lambda_1 + c \lambda_2}{2} \right), \\
\lambda_2' &= c q \left( \frac{e^{i\phi} \lambda_1 - e^{-i\phi} s \lambda_2}{2} - s \frac{e^{-i\omega} \sqrt{\xi}}{2} \right), \\
\lambda_3' &= s q \frac{e^{i\omega} \lambda_1 - e^{-i\phi} s \lambda_2}{2} + c q \frac{\sqrt{\xi}}{2}, \\
\end{align*}
\]

with measure

\[
\int d^d \theta \equiv 2 \int_{S^2} d\Omega(\theta, \phi) \int_{S^2} d\Omega(\psi, \omega) \int_0^1 d\xi(1 - \xi) = 1, \tag{55}
\]

turns out to be more appropriate\(^9\) to treat the following diagram

\[
\begin{align*}
\mathcal{T}^{ab\bar{b}} &= \frac{i\pi y^4}{(16\pi)^2} \int d^5 \theta \frac{-y}{2[3'2']}, \\
&\times \left( \lambda_1^{ab} \lambda_1^{\bar{a} \bar{b}} \bar{\lambda}_3^{\bar{a}} \bar{\lambda}_3^{\bar{b}} - \lambda_2^{ab} \lambda_2^{\bar{a} \bar{b}} \bar{\lambda}_3^{\bar{a}} \bar{\lambda}_3^{\bar{b}} + \ldots \right) - y^3 \binom{13'}{1'} \binom{1'}{2'} \binom{2'}{3'}, \\
&= \frac{i\pi y^4}{(16\pi)^2} \tau_{ab\bar{b}}^{(0)} \int d^5 \theta \left( 1 - \xi \right) \left( \frac{2}{3} d_{0,1}^2(\theta) c_{\phi} \frac{y}{\sqrt{\xi}} + 2 e^{i(\omega - \phi)} d_{0,-1}^2(\theta) s_{\phi} \frac{y}{\sqrt{\xi}} - c_{\phi} \right) \frac{y}{\sqrt{\xi}}, \\
&= F_0^{ab\bar{b}}(1, 2) \frac{i\pi y^4}{(16\pi)^2}, \\
&\times \lim_{\xi \to 0} \left( 2 \ln \xi - 3 + O(\xi) \right) \to \infty. \tag{56}
\end{align*}
\]

\(^9\) What dictates the best choice of parametrization is the propagator structure of the diagram, since a given propagator can look more or less complicated for different choices of \( \theta_1 \).

\[\square\] Springer
\[ a^* + \frac{i\pi}{2} \gamma^{(1)}_{\text{coll}} = \text{Re}[a] = a^{(\text{fin})}_{\text{coll}} - \frac{1}{2} \gamma^{(1)}_{\text{coll}} \ln \frac{s}{\mu^2}. \]  

(59)

Then, after dividing Eq. (42) by \( F_0^{\mu \nu}(1, \varphi, 2, \varphi) \) and taking the logarithm of the equality, we finally get (\( \ell \equiv y^2/16\pi^2 \))

\[
\gamma^{(2)}_{\text{IR}} + \gamma^{(1)}_{\text{coll}} - \frac{y}{2} \left( a^{(\text{fin})}_{\text{IR}} - \frac{1}{2} \gamma^{(1)}_{\text{coll}} \ln \frac{s}{\mu^2} \right) \beta^y_{(1)} = \frac{1}{i\pi} \ln \left[ 1 + i\pi \ell^2 \left( -\frac{94}{9} + i\pi \frac{4}{3} \right) \right]
+ 2 e^{-i\pi \ell^2 \left( \frac{9}{2} + \frac{1}{2} \ln \frac{\ln(\mu^2)}{\mu^2} \right)} i\pi \left[ 2\ell + i\pi^2 \left( 5 \ln \frac{s}{\mu^2} - \frac{223}{9} + i\pi \frac{4}{3} \right) \right]
+ \ell^2 \left( 4 \ln \frac{s}{\mu^2} + 8 \right) + O(\ell^3)
= \frac{1}{i\pi} \ln \left( 1 + 4(i\pi \ell) + 8(i\pi \ell)^2 + 20 i\pi^3 \ln \frac{s}{\mu^2} \right.
- 70 (i\pi \ell)^2) + O(\ell^3)
= 4\ell + \left( 20 \ln \frac{s}{\mu^2} - 70 \right) \ell^2 + O(\ell^3).
\]

(60)

By comparing powers of \( \ell \), we can see first of all that \( \gamma^{(1)}_{\text{IR}} \rightarrow 4(y^2/16\pi^2) \), consistently with what we found before and, thanks to this, that the non-local in \( s \) piece cancel among the left- and right-hand sides. We can therefore extract the two-loop anomalous dimension, which is local (showing that IR divergences are of the collinear type in this sector and up to two loops) and given by

\[
\gamma^{(2)}_{\text{coll}} = \frac{2}{y} a^{(\text{fin})}_{\text{IR}} \beta^y_{(1)} - 70 \left( \frac{y^4}{(16\pi^2)^2} \right) = -10 \left( \frac{y^2}{16\pi^2} \right)^2.
\]

(61)

which is twice the collinear anomalous dimension of particle \( \varphi \), and also nicely agrees with the customary field anomalous dimension extracted from the (off-shell) two-point correlator of the \( \varphi \) field [16]. However we would like to stress that we did not just compute \( \gamma_{\varphi} \) in a more complicated way: the point of this computation is to show what is the structure of IR divergences that one encounters in computing RG effects (especially operator anomalous dimensions) in a massless scheme and using Eq. (1). Let us close by remarking once more how non-trivially the various pieces of the computation conspire to produce a real \( \gamma_{\text{coll}} \). Beyond the exact cancellation of the non-local pieces, we see that the real part in the argument of the log is exactly the square of the one-loop term (which is purely imaginary). This delicate game also shows the necessity of the complex conjugate in Eq. (4), starting from the two-loop order.

3.3 Comments on maximally supersymmetric Yang–Mills

Let us now consider another example which, from the point of view of Eq. (14), is structurally simple. The maximally supersymmetric Yang–Mills theory in the limit \( N_c \to \infty \) enjoys a number of properties, including (i) the fact that \( \beta_{\gamma} = 0 \) to all orders in perturbation theory, (ii) that there is only one species (or better multiplet) and finally (iii) that \( \gamma^{(1)}_{\text{IR}} = 0 \).

This means that the two-loop order in Eq. (14) simplifies to

\[
\left[ i\pi \gamma^{(2)}_{\text{IR}} - \frac{\pi^2}{2} \left( \gamma^{(1)}_{\text{IR}} \right)^2 \right] F_0(2) = i\mathcal{M}_{2,2}^{(1)}/F_0(2) + i\mathcal{M}_{2,3} F(3).
\]

(62)

As explained in section 2.3 of [7], the two-loop equation is in general complex and can be further split into two. We get in this case

\[
\pi \gamma^{(2)}_{\text{IR}} F_0(2) = \text{Re} \mathcal{M}_{2,2}^{(1)} F_0(2) + \mathcal{M}_{2,3} F(3),
\]

(63)

\[
\frac{\pi^2}{2} \left( \gamma^{(1)}_{\text{IR}} \right)^2 F_0(2) = \text{Im} \mathcal{M}_{2,2}^{(1)} F_0(2).
\]

(64)

We see that the informative equation is the first one, as the second one contains only one-loop quantities. However, the consistency of the formalism requires it to be identically true. Since Eq. (64) provides a non-obvious identity, we study in detail how it happens to be true. The key observation is that, by virtue of the optical theorem, imaginary parts of loop amplitudes are computed by cuts. In formulas, we have

\[
\text{Im} \mathcal{M}^{(1)}_{2,2} = \frac{1}{2} \mathcal{M}^{(0)}_{2,2} \mathcal{M}^{(0)}_{2,2},
\]

(65)

\[10\] That \( \gamma^{(1)}_{\text{coll}} = 0 \) can be elegantly shown with the methods used in this paper, along the following lines. The free-theory limit of the minimal form factor of the energy–momentum tensor can be compactly expressed, with the supersymmetric on-shell formalism, as (see for example [14] for the notation)

\[
F_0^{\mu \nu \lambda \kappa} \left( \eta_1, \lambda_1, \tilde{\lambda}_1, \eta_2, \lambda_2, \tilde{\lambda}_2 \right) = \frac{\delta^{JKL}}{12} (\eta_2 \lambda_1 - \eta_1 \lambda_2) \eta_1^J \eta_2^K \eta_1^L (\eta_2 \tilde{\lambda}_1 - \eta_1 \tilde{\lambda}_2) \tilde{\eta}_1^J \tilde{\eta}_2^K \tilde{\eta}_1^L.
\]

Under a BCFW shift, with \( \lambda_1' = \lambda_1 + z \lambda_2, \tilde{\lambda}_2' = \tilde{\lambda}_2 - z \tilde{\lambda}_1 \) and \( \eta'_1 = \eta_1 + z \eta_2 \), it can be seen that the form factor is unchanged (since each individual factor is). In order to compute \( \gamma^{(1)}_{\text{IR}} \), one has to convolute \( F_0 \), as dictated by Eq. (6), with the relevant \( 2 \to 2 \) tree-level amplitude, given in this case by the MHV amplitude

\[
\mathcal{A} = \frac{\delta^{(8)}(\sum_{i=1}^4 \tilde{\eta} \eta)}{(12)(23)(34)(41)},
\]

which decays as \( 1/z \) under a BCFW shift. As explained in [14], the rational part of \( \int F_0(1', 2') \mathcal{A}(1', 2'; 1, 2) \), which is following the discussion at the end of Sect. 2, what gives \( \gamma_{\text{coll}} \) at one loop – is equal to the residue on the pole at infinite \( z \) of the BCFW continuation of \( \int F_0(1', 2') \mathcal{A}(1', 2'; 1, 2) \) (where \( 1' \) and \( 2' \) are shifted). Given the aforementioned behaviour of \( F_0 \) and \( \mathcal{A} \), we see that such a residue is zero, which concludes the proof.
where, as usual, in the right-hand side of the equation a phase space integration over the intermediate state is understood, and the crucial factor 1/2 is dictated by the optical theorem [7]. All in all, we find

\[
(\pi\gamma^{(1)}_{\text{IR}})^2 F_0(2) = \mathcal{M}^{(0)}_{2,2} \mathcal{M}^{(0)}_{2,2} F_0(2),
\]

(66)

with a double phase space integration in the right-hand-side. How do we make sense of this equation? Remember that, on general grounds, the interpretation of the ‘cusp’ contribution appearing in the dilation operator $D$ is in terms of a divergent integral, like in Eq. (8). What is the meaning of its square? In light of the consistency of the master formula, we argue that it must be an integral being capable of absorbing the divergences of the right-hand-side of Eq. (66), the divergences coming from the forward region of $\mathcal{M}^{(0)}_{2,2}$. If we parametrize with $\hat{n}$ ($\hat{n}'$) the direction of the two-particle state in the most external (internal) cut of Fig. 2, and we call $\hat{z}$ the direction of the external two-particle state (we are in the center of momentum frame of the system, where each pair of particles is back-to-back), we find that the divergences of the cut in Fig. 2 can only be absorbed by an integral of the following form

\[
(\gamma^{(1)}_{\text{IR}})^2 = (\gamma^{(1)}_{\text{cusp}})^2 \int d\hat{n} \frac{1}{1 - \hat{z} \cdot \hat{n}} \int d\hat{n}' \frac{1}{1 - \hat{n} \cdot \hat{n}'},
\]

(67)

where, in the same notation, the divergent integral in Eq. (8) would read (we set $\int d\hat{n} = 2$)

\[
\gamma^{(1)}_{\text{IR}} = \gamma^{(1)}_{\text{cusp}} \int d\hat{n} \frac{1}{1 - \hat{z} \cdot \hat{n}}.
\]

(68)

In a general theory, the structure of the (one-loop)$^2$ cancellation can be more intricate, with contributions coming from $\gamma^{(1)}_{\text{coll}}$, that in super-Yang–Mills is zero, and also mixed ones.

From a practical point of view, it is surely more interesting to say something about the structure of the genuinely two-loop contributions, i.e. Eq. (63), before concluding the section. Equation (8) is valid at all orders. Therefore we know that the right-hand-side of Eq. (63) must necessarily take the form of a rational contribution, plus possibly a term with the same divergences as the phase space integral in the right-hand side of Eq. (8). Alternatively, if one prefers to dimensionally regulate the cuts, the result of the phase space integral must have the form of Eq. (7). This is quite a restrictive statement on the right-hand side of Eq. (63). Moreover, as we explained at the end of Sect. 2, the two contributions to $\gamma_{\text{IR}}$ (i.e. $\gamma_{\text{cusp}}$ and $\gamma_{\text{coll}}$) can be structurally distinguished, allowing one to project out the cusp contribution (as we said, this is especially useful if the focus is on the computation of UV divergences in the on-shell scheme). The concrete implementation of these ideas is deferred to future work.

4 Conclusions

Equation (1) is an all order statement that, when expanded in loops, reveals to be extremely powerful, in that it allows to reconstruct the RG at $n$-loop order in terms of $(n-1)$-loop objects (in a sharply defined way). Like any computational technique, it requires practice to become operative. The main purpose of this work is to begin a discussion on the two-loop zoology of Eq. (1) when IR divergences are present, to show its consistence and disclose its simplicity.

Since UV and IR divergences are on the same ground in dimensional regularization (we consider here scaleless theories), one needs a way to disentangle them. For this purpose, we followed the path that was proposed in the literature of taking $\mathcal{O}$ to be conserved, to ensure that $\gamma_{\mathcal{O}} \equiv \gamma_{\text{UV}} = 0$ (strictly speaking, one has to also make sure that there are no identically conserved operators with the same quantum numbers of $\mathcal{O}$ [8]).

After some practice, one comes to agree with the experts on the statement that IR divergences are simple. In the language of Eq. (1), this is essentially because they do not mix different form factors (up to color mixing in Yang–Mills). This property was the key for a simplification of the master formula at two-loops: in practice, for what concerns the two-particle cuts, we are instructed to compute only phase space integrals with the free theory (or tree-level) form factor $F_0$ (while, in general, one-loop $S$ matrix elements produce genuinely two-loop contributions).

We tried to let Eq. (1) talk. One (perhaps marginal, technical) suggestion that we captured is that we should better perform the phase space integrals in dimensional regularization, consistently with what we do for $S$ and $F$. This allows to make sense of some apparent ambiguities which are encountered in a straightforward interpretation of the master equation. See for example the discussion about Eqs. (7) and (8).
The method that we explored is completely general. This is a common feature in the on-shell approach, and the key to its versatility. Of course, some model-dependent property can make these techniques even more powerful, allowing them to be efficiently extended to higher loops (clearly, there is no intrinsic limitation in generalizing the formulas in this direction).

Even though what was reported here is conceptually independent from the spinor-helicity formalism [17], the practical implementation of the method greatly benefits from it. The connection between form factors and massive amplitudes is also illuminating and computationally useful [18].

Knowing the structure of IR divergences is necessary if one needs to subtract them, like in the study of the UV running momentum selection rules [24–26]. These sets of ideas, put together with the methods that were reported here, can be of great practical use for the systematic study of the RG at two loops [7].

The zoology of Eq. (14) is richer than what was reported in this work, but it surely is “finite”. We leave for the future a more complete investigation of the formula, with its implications and simplifying strategies.

Note added The present v2 substantially extends the work of v1, and has more authors. The additional content was originally planned to be part of a different paper.
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Appendix A: d-dimensional phase space integrals

We want to derive the normalization of the phase space integrals appearing on the right-hand side of Eq. (4) from first principles and for a generic number d of space-time dimensions.

We start by fixing the norm of one-particle states, as

\[ \langle q | q' \rangle = 2E_q (2\pi)^{d-1} \delta^{(d-1)}(q - q'). \] (69)

Then we have

\[ iA(q_1 \ldots q_n; q'_1 \ldots q'_m), \] (70)

defining the phase and normalization of \( A \) on the right given the S-matrix element on the left (with multi-particle states normalized as in Eq. (69)), while \( Q = q_1 + \cdots + q_n \).

Equation (69) implies that the identity in the n-particle sector of the Fock space is given by

\[ \mathbb I_{N=n} = \left( \prod_{j=1}^{n} \int \frac{d^{d-1} p_j}{2E_j (2\pi)^{d-1}} \right) | p_1, p_2 \ldots p_n \rangle \langle p_1, p_2 \ldots p_n |, \] (71)

assuming distinguishable particles. In the general case with identical particles, one should divide by \( m! \) for each subset of \( m \) identical particles in the multi-particle state.

Tracing the derivation of Eq. (2) in [3], we can then fix the normalization of the phase space integrals appearing on its right-hand side. For example, the contributions to the right-hand side coming from \( 2 \rightarrow n \) scattering amplitudes give

\[
e^{-i\pi D} F_{\Omega}(p_1 \ldots p_n) \geq \int \frac{d^{d-1} q_1}{2E_1 (2\pi)^{d-1}} \int \frac{d^{d-1} q_2}{2E_2 (2\pi)^{d-1}} \times (2\pi)^d \delta^d(P - q_1 - q_2) \times F^*_{\Omega}(q_1, q_2) iA(q_1, q_2; p_1 \ldots p_n). \] (72)
It is convenient then to define a phase space measure for 
$n$-particle states that is appropriate for Eq. (2), reading
\[
\int d\Phi_n^{(d)} = \left(\prod_{i=1}^{n} \int \frac{dp_i}{(2\pi)^{d-1}} \delta^+(p_i^2 - m_i^2)\right) 
\times (2\pi)^d \delta^{(d)}(P - p_1 - \cdots - p_n).
\] (73)

Let us now study the phase space integrals relevant for the 
present work, with $n = 2, 3$ and $m_i = 0$, calling $M = \sqrt{p^2}$. We emphasize the deviation from $d = 4$, which may 
be relevant when dimensionally continuing the phase space 
integrals. For $n = 2$, we find
\[
\int d\Phi_2^{(d)} = (2\pi)^{2-d} \int d^2p \, \delta^+(p^2 - 2p \cdot P) 
= (2\pi)^{2-d} \int d\Omega^{(d-2)} \int |p| |p|^{d-2} 
\times \left( \int dp_0 \delta^+(p_0^2) \delta^+(M^2 - 2Mp_0) \right) 
= (2\pi)^{2-d} \frac{1}{2M} \int d\Omega^{(d-2)} \int |p| |p|^{d-2} 
\times \left( |p|^2 - \left( \frac{M}{2} \right)^2 \right) 
= (2\pi)^{2-d} \frac{1}{2M^2} \left( \frac{M}{2} \right)^{d-2} \int d\Omega^{(d-2)} 
= \frac{1}{32\pi^2} \frac{M^2}{4\pi} (d-4) \int d\Omega^{(d-2)}. \] (74)

We then have
\[
\int d\Omega^{(d-2)} = \frac{2\pi d-4}{\Gamma\left(\frac{d-1}{2}\right)} = 4\pi \left( e^{\gamma-2} 4\pi \right)^{\frac{d-4}{2}} + O((d-4)^2). \] (75)

Plugging everything together, we finally find
\[
\int d\Phi_2^{(4-2\epsilon)} = \frac{1}{8\pi} \left( \frac{M^2 e^{\gamma-2}}{4\pi} \right)^{-\epsilon} + O(\epsilon^2). \] (76)

The three-particle phase space integral can be be written in 
terms of unconstrained variables as ($B$ is the Euler Beta function)
\[
\int d\Phi_3^{(d)} = \frac{(2\pi)^{3-2d}}{64} \left( \frac{M}{2} \right)^{d-4} \int d\Omega_{1;23}^{(d-2)} \int d\Omega_{2;3}^{(d-2)} 
\times \int_0^{M^2} d\tau \frac{m^2}{M^2} \left( 1 - \frac{m^2}{M^2} \right)^{d-3} 
= M^2 \left( \frac{2\pi}{64} \frac{M}{2} \right)^{2(d-4)} \left( \int d\Omega^{(d-2)} \right)^2 
\times B\left[ \frac{d}{2} - 1, d - 2 \right] 
= \pi \frac{M^2}{(4\pi)^{d}} \left( \frac{M^2 e^{\gamma-2}}{4\pi} \right)^{-\epsilon} + O(\epsilon^2). \] (77)

where $m^2 = (p_2 + p_3)^2$ is the invariant mass of the system 
of particles 2 and 3, while $\Omega_{1;23}$ is the direction of particle 1 
in the rest frame of 1,2,3 and $\Omega_{2;3}$ is the direction of particle 2 
in the rest frame of 2,3. For general $n$, it can be shown that
\[
\int d\Phi_n^{(d)} \sim \pi \frac{M^{2n-4}}{(4\pi)^{2n-2}}. \] (78)

A.1 An example from Yukawa theory

Let us apply the parametrization of the three-particle phase 
spacex in Eq. (77) to compute the diagram of Eq. (56), divergent 
for $d \to 4$. We compute it with the standard loop technol-
ogy (Feynman diagrams, gamma matrices, dimensional 
regularization, etc.). Since we are interested in the 
$J = 2$ partial wave, we act on the relevant (cut) Feynman diagram 
with the $J = 2$ projector (see Appendix B for the definition 
of $\tau_{2,m}$)
\[
\mathcal{T}_{\mu\nu}^{\rho\sigma} = 4 \sum_m (-1)^m \tau_{2,m}^{\mu\nu} \tau_{2,-m}^{\rho\sigma}, \] (79)

and, tracing the arguments of Sect. 3.2.2 and using Eq. (18), 
we reduce to the computation of the following object
\[
\sum_{\sigma_+ = \pm} T^{\mu\nu}_{\rho\sigma} \langle [V_{\sigma_+}^{ab} (p_{23}, p_1^\prime) p_{23}^\prime p_{23}^\prime q] \rangle 
\times \int d\Phi_3^{(d)} \int \left[ p_1^{\prime a} V_{ab}^{\rho\sigma} (p_{23}^\prime, p_1^\prime) p_{23}^\prime p_{23}^\prime q \right]. \] (80)

where the trace is over a product of gamma matrices (we omit 
the Feynman slash), and
\[
\mathcal{V}_{\mu\nu}(k, k') = \frac{1}{4} \left[ (k-k') \gamma_\mu + (k-k') \gamma_\nu - 2 \eta_{\mu\nu} \gamma^a(k-k')_a \right] \]
(81)
is the vertex coming from the contraction of $T_{\mu\nu}$ with two 
Dirac-fermion legs, $p_{23}^\prime = p_2^\prime + p_3^\prime$, $q = p_1^\prime - p_1$, while
\[
\tau_{2,0}^{\mu\sigma}(1, 2) = \frac{1}{4} \left[ \delta^a(k-k')_a - \eta_{\mu\nu} \gamma^a(k-k')_a \right] 
\times 4\sqrt{6}(12)[21] \] (82)
The tedious algebraic steps that follow, which we skip, can be simplified by exploiting the fact that \( r_{2,0}^{\mu\nu} = r_{2,0}^{\mu\nu} P_{\mu} = 0 \) and making use of the following phase space identities

\[
\int d\Omega_{2;3}^{(d-2)} p_2^\mu = \frac{1}{2} \int d\Omega_{2;3}^{(d-2)},
\]

\[
\int d\Omega_{1;23}^{(d-2)} p_1^{\mu} = \frac{1}{2} \left( 1 - \frac{m^2}{M^2} \right) P_\mu \int d\Omega_{1;23}^{(d-2)},
\]

\[
\int d\Omega_{1;23}^{(d-2)} P_1^{\mu} p_1^{\nu} = \frac{d}{4(d-1)} \left( 1 - \frac{m^2}{M^2} \right)^2 \left( p_\mu p_\nu - \frac{1}{d} \eta^{\mu\nu} p^2 \right) \int d\Omega_{1;23}^{(d-2)},
\]

and one finally arrives at

\[
\sum_{\sigma = \pm} F_{0}^{\mu\nu} (1,2) \frac{i \pi^4}{512} \left[ \frac{1}{\epsilon} - \frac{37}{6} + \frac{c'}{2} + 2 \ln \frac{\epsilon^2 M^2}{4 \pi^2} \right] \rho_{d}(\frac{m}{M}),
\]

\[
\times \left( \frac{1}{\epsilon} + \frac{8}{3} \right) - \ln \frac{\epsilon^2 M^2}{4 \pi^2} \right).
\]

Adding up the two expressions and reabsorbing the factor of \( 4 \pi e^{-\gamma} \) via a redefinition of \( \mu^2 \) (consistently with the MS scheme), we find that the divergence goes away along with the dependence on the choice of \( c_d \), and we get precisely twice as Eq. (57), because we considered both polarizations together, as incorporated in the numerator of the fermionic propagators.

**Appendix B: Covariant \( J = 2 \) tensors**

The following tensors are constructed out of two arbitrary reference spinors \( \zeta \) and \( \nu \) – provided they are not parallel – and their complex conjugated spinors \( \tilde{\zeta} \) and \( \tilde{\nu} \). They are of the form \( r_{2,m}^{ab\bar{a}\bar{b}} \), and read

\[
\tau_{2,2}(\zeta, \nu) = \frac{\zeta \tilde{\zeta}}{\langle \nu | \nu \rangle},
\]

\[
\tau_{2,1}(\zeta, \nu) = \frac{1}{2} \left( \frac{\langle \nu | \nu \rangle}{\langle \nu | \nu \rangle} \right) \left( -\zeta \tilde{\zeta} \tilde{\nu} - \zeta \zeta \nu \tilde{\nu} - \nu \tilde{\nu} \tilde{\zeta} - \nu \zeta \tilde{\zeta} \tilde{\nu} + \nu \nu \tilde{\zeta} \tilde{\nu} \right),
\]

\[
\tau_{2,0}(\zeta, \nu) = \frac{1}{\sqrt{6}} \left( \frac{\langle \nu | \nu \rangle}{\langle \nu | \nu \rangle} \right) \left( \zeta \zeta \tilde{\zeta} + \nu \zeta \tilde{\zeta} + \nu \nu \tilde{\zeta} \tilde{\nu} - \nu \tilde{\nu} \tilde{\zeta} \tilde{\nu} \right),
\]

\[
\tau_{2,-1}(\zeta, \nu) = \frac{1}{2} \left( \frac{\langle \nu | \nu \rangle}{\langle \nu | \nu \rangle} \right) \left( \zeta \tilde{\zeta} \nu \tilde{\nu} - \zeta \nu \tilde{\zeta} \tilde{\nu} - \nu \tilde{\nu} \tilde{\zeta} \tilde{\nu} + \nu \zeta \tilde{\zeta} \tilde{\nu} \right),
\]

\[
\tau_{2,-2}(\zeta, \nu) = \frac{\nu \tilde{\zeta} \nu \tilde{\zeta}}{\langle \nu | \nu \rangle}. \tag{92}
\]

They have simple contractions

\[
(\tau_{2,m})_{ab\bar{a}\bar{b}} (\tau_{2,-m})^{ab\bar{a}\bar{b}} = (-1)^m \delta_{mm'}, \tag{93}
\]

and form a \( J = 2 \) multiplet of \( SO(3) \). In fact the whole multiplet can be generated from \( \tau_{2,2} \) by acting with the lowering operator in the standard way, with \( J_- | \zeta \rangle = | \nu \rangle \) and \( J_- | \nu \rangle = -| \zeta \rangle \). We can also define the related tensors

\[
\tau_{2,m}^{\mu\nu} = \frac{1}{4} \sigma_{\mu a}^{\alpha} \sigma_{\nu a}^{\beta} \tau_{2,m}^{ab\bar{a}\bar{b}}, \tag{94}
\]

where the factor \( 1/4 \) is chosen to be consistent with the standard definition \( p_{ab} \equiv p_\mu \sigma_\mu^{ab} \), which implies that \( p_\mu = \frac{1}{2} \sigma_{\mu a}^{\alpha} p_{ab} \). For example, we have

\[
\tau_{2,2}^{\mu\nu}(\zeta, \nu) = \frac{\langle \zeta | \sigma^\mu | \nu \rangle \langle \zeta | \sigma^\nu | \nu \rangle}{4 \langle \nu | \nu \rangle}, \tag{95}
\]

or Eq. (82). These two-index tensors satisfy a similar orthogonality condition as their four-index counterparts

\[
(\tau_{2,m})_{\mu\nu} (\tau_{2,-m'})^{\mu\nu} = \frac{1}{4} (-1)^m \delta_{mm'} \tag{96}
\]

The following relation involving the Wigner \( D \)-matrix holds

\[
\tau_{2,m}(\lambda_1, \lambda_2) = \sum_m e^{i(m-m')\phi} d_{m,m'}^2(\theta) \tau_{2,m}(\lambda_1, \lambda_2) = \sum_m D_{m,m'}^2(\phi, \theta, -\phi) \tau_{2,m}(\lambda_1, \lambda_2), \tag{97}
\]
where the relation among the primed and unprimed variables is given in Eq. (20).

### Appendix C: Complete two-loop form factor in Yukawa theory

The main purpose of this Appendix is to cross check the results of Sect. 3.2 using traditional methods, i.e. with Feynman diagrams techniques. The infrared anomalous dimension is extracted from the appropriate renormalization constant $Z$ as detailed below.

We regulate the theory by going to $d$ spacetime dimensions, where the non-interacting part of the traceless and symmetric energy–momentum tensor in the scalar sector is given by

$$T_{\mu\nu}|_{\phi,0} = \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} \eta_{\mu\nu} \partial_\alpha \phi \partial^\alpha \phi$$

$$+ \frac{d - 2}{4(d - 1)} \left( \partial_\mu \partial_\nu - \eta_{\mu\nu} \partial^2 \right) \phi^2,$$

where we kept the last term to depend explicitly on $d$, such that $\eta^{\mu\nu} T_{\mu\nu} = 0$ in all dimensions. In $d = 4$ it reduces to the usual factor of 1/6. The form factor that we are going to compute is given by

$$\text{out} \{1, 2| \tau_{2,0}^{\mu\nu}(\lambda_1, \lambda_2) T_{\mu\nu} (x) | 0 \} \equiv e^{i(p_1 + p_2) \cdot x} \mathbf{F}(1, 2),$$

where $\tau_{2,0}$ is defined in Appendix B and given explicitly in Eq. (99). After contracting our Feynman diagrams – we show in Fig. 3 those that arise at two loops – with $\tau_{2,0}$, the numerators of the so obtained integrals only feature scalar products of external and loop momenta. Our expression can then, by the use of standard techniques, be reduced to scalar integrals (i.e. with unit numerators) by rewriting the scalar products in the numerators in terms of inverse propagators such that they cancel parts of the denominator. The resulting scalar integrals can be further reduced by using Integration-By-Parts and Lorentz-Invariance identities. In practice, we use the software Kira [27], which fully automatizes the reduction of scalar integrals to the smaller basis. We find that, in our case, all relevant quantities can be expanded over the four objects of Fig. 4.

Having an expansion over a standard basis can be useful for many purposes, for example as a powerful means to compute unitarity cuts. We want to illustrate this using a simple example. Schematically, we can decompose

$$\tau_{2,0} \cdot T = a(d, s)$$

+ $b(d, s)$

$$= a(d, s) A_3(d, s) + b(d, s) A_4(d, s),$$

where $a$ and $b$ are rational functions that are in general singular in the limit $d \to 4$. From this decomposition it is straightforward to extract two- and three-particle cuts of the corresponding diagram. The former comes in fact entirely from the corresponding cut of $A_4$ on the right-hand side, while the latter is fully determined by the three-particle cut of $A_3$. Schematically, this can be written as

$$\tau_{2,0} \cdot T = b(d, s)$$

+ $a(d, s)$

$$= b(d, s) A_3(d, s) + a(d, s) A_4(d, s).$$

Evaluating all the two- and three-cut diagrams explicitly with this method we find perfect agreement with the results obtained by other means in Sect. 3.2.

Let us go back to the main object of our study, given in Eq. (99). In order to have finite correlation functions, we introduce a renormalization constant $Z$ such that

$$\mathbf{F} = \frac{\mathbf{F}_{\text{bare}}}{Z},$$

becomes finite once $\mathbf{F}_{\text{bare}}$ is expressed as a function of the renormalized couplings. At one-loop order, we find

$$\mathbf{F}^{(1)} = \mathbf{F}_0 \left\{ \delta^{(1)} + \left( \frac{y}{4\pi} \right)^2 \left[ \frac{3}{2} - 2 \ln \frac{s}{\mu^2} + 6 \right] \right\},$$

where $\delta^{(1)} = (Z^{-1} - 1)^{(1)}$, or equivalently $Z = (1 + \delta^{(1)} + \delta^{(2)} + \cdots)^{-1}$, and we see that, in order to have a finite form factor, we need to fix

$$\delta^{(1)} = - \left( \frac{y}{4\pi} \right)^2 \frac{3}{2}.$$

After adding together the genuine two-loop diagrams and the one-loop counterterm diagrams shown in Fig. 3, we are left with a form factor (as a function of the renormalized coupling $y$) that reads

$$\mathbf{F}^{(2)} = \mathbf{F}_0 \left\{ \delta^{(2)} + \left( \frac{y}{4\pi} \right)^4 \left[ \frac{3}{2} - \ln \frac{s}{\mu^2} + 23 \ln \frac{s}{\mu^2} \right. \right.$$

$$\left. + 3 \ln \frac{s}{\mu^2} + \text{finite} \right\},$$

where

$$\begin{align*}
\delta^{(2)} & = - \left( \frac{y}{4\pi} \right)^4 \left[ \frac{3}{2} - \ln \frac{s}{\mu^2} + 23 \ln \frac{s}{\mu^2} \right], \\
\delta^{(3)} & = - \left( \frac{y}{4\pi} \right)^4 \left[ \frac{3}{2} - \ln \frac{s}{\mu^2} + 23 \ln \frac{s}{\mu^2} \right], \\
\delta^{(4)} & = - \left( \frac{y}{4\pi} \right)^4 \left[ \frac{3}{2} - \ln \frac{s}{\mu^2} + 23 \ln \frac{s}{\mu^2} \right].
\end{align*}$$
Two-loop Feynman diagrams, up to symmetry operations, entering the computation of the two-loop corrections to the form factor $F_{\mu\nu}(\phi, \phi)$, whose expression up to the one-loop order is given in Eq. (28).

At the same order in perturbation theory, there are several one-loop diagrams with insertions of one-loop counterterms, which are shown in the last two lines of the figure. As explained in Sect. 3.2, the double cut of (a), which carries a divergence due to the $\otimes$ insertion, precisely cancels the divergence of the three-particle phase space integral associated to the triple cut of (a), given by Eq. (56). The counterterm diagrams (b) and (c) shown in the picture are responsible for the renormalization of $A(\psi, \psi; \phi, \phi)$ in Eq. (34), while diagrams (d) and (e) renormalize the form factor $F_{\mu\nu}(\psi, \psi)$ in Eq. (29) and $A(\phi, \phi; \phi, \phi)$ in Eq. (33), respectively.

Scalar integrals relevant for the computation in Appendix C. We adopted a standard notation for the integrals, whose analytic expressions in $d$ dimensions can be found e.g. in [28,29].

Fig. 3  a–f Two-loop Feynman diagrams, up to symmetry operations, entering the computation of the two-loop corrections to the form factor $F_{\mu\nu}(1_\phi, 2_\phi)$, whose expression up to the one-loop order is given in Eq. (28). a′–e′ At the same order in perturbation theory, there are several one-loop diagrams with insertions of one-loop counterterms, which are shown in the last two lines of the figure. As explained in Sect. 3.2, the double cut of (a′), which carries a divergence due to the $\otimes$ insertion, precisely cancels the divergence of the three-particle phase space integral associated to the triple cut of (a), given by Eq. (56). The counterterm diagrams (b′) and (c′) shown in the picture are responsible for the renormalization of $A(\psi, \psi; \phi, \phi)$ in Eq. (34), while diagrams (d′) and (e′) renormalize the form factor $F_{\mu\nu}(\psi, \psi)$ in Eq. (29) and $A(\phi, \phi; \phi, \phi)$ in Eq. (33), respectively.

Fig. 4  Scalar integrals relevant for the computation in Appendix C. We adopted a standard notation for the integrals, whose analytic expressions in $d$ dimensions can be found e.g. in [28,29].
so that in all we find
\[
Z^{-1} = 1 - \left( \frac{y}{4\pi} \right)^2 \frac{2}{\epsilon} - \left( \frac{y}{4\pi} \right)^4 \frac{3}{\epsilon^2} - \frac{5}{2\epsilon} + O(\gamma^6). \quad (106)
\]
If we now argue, like we did in the main text, that the divergences found in the form factor of a conserved operator are of infrared nature, we should identify \( \gamma_{IR} = -(d \ln Z/d \ln \mu) \), so
\[
\gamma_{IR} = 4 \left( \frac{y}{4\pi} \right)^2 - 10 \left( \frac{y}{4\pi} \right)^4 + O(\gamma^6), \quad (107)
\]
in accordance with the results of Sect. 3.2. An equivalent way to extract \( \gamma_{IR} \) goes through the use of the RG equation, Eq. (3), with \( F_0 \rightarrow F_0 + F^{(1)} + F^{(2)} + O(\gamma^6) \) and \( \gamma_{UV} = 0 \).

Appendix D: Yukawa Fermion sector

D.1 Results for the energy momentum tensor

In order to perform the same calculation for the form factor of the energy momentum tensor with two external fermions, \( F^{\mu
u}(1_{\psi'}, 2_{\psi''}) \), the additional 1-loop on-shell amplitudes needed for the 2-cuts are
\[
\mathcal{A}(1_{\psi}, 2_{\bar{\psi}}; 3_{\psi}, 4_{\bar{\psi}}) = \frac{(23)}{(14)} \frac{y^4}{32\pi^2} \left[ 8 \ln \frac{-t}{\mu^2} - 2 \ln \frac{s}{t} - 2 \ln \frac{s}{u} - 16 + \frac{s}{t} \left( \ln^2 \frac{s}{u} + \pi^2 \right) \right],
\]
\[
\mathcal{A}(1_{\psi}, 2_{\bar{\psi}}; 3_{\bar{\psi}}, 4_{\psi}) = \frac{(24)}{(13)} \frac{y^4}{32\pi^2} \left[ 2 \ln \frac{s}{u} + 2 \ln \frac{t}{u} - \left( \ln^2 \frac{s}{t} + \pi^2 \right) \right]. \quad (108)
\]
These together with the ones given on the main text lead after summing up all possible 2-cuts to
\[
\sum_{\phi_1, \phi_2} F^{\mu\nu}(1_{\psi}, 2_{\bar{\psi}}; 3_{\psi}, 4_{\bar{\psi}}) S(1_{\phi_1}, 2_{\phi_2}) = \mathcal{F}_0^{\mu\nu}(1_{\psi}, 2_{\bar{\psi}}; 3_{\psi}, 4_{\bar{\psi}}) \left[ 1 + \delta^{(2)} \right]
\]
where the sum runs over all non-zero combinations of the fields \( \phi_1 = \psi, \bar{\psi}, \psi' \) and their helicities. For the 3-cuts we also need an additional amplitude which is
\[
\mathcal{A}(1_{\psi}, 2_{\bar{\psi}}, 3_{\psi}, 4_{\bar{\psi}}; 5_{\psi}) = \frac{y^3}{(12)} \left( \frac{35}{34} - \frac{34}{35} \right) + \frac{y^3}{(14)} \left( \frac{35}{23} + \frac{23}{35} \right). \quad (110)
\]
Summing up all possible 3-cuts leads to
\[
\sum_{\phi_1, \phi_2, \phi_3} F^{\mu\nu}(1_{\psi}, 2_{\bar{\psi}}, 3_{\psi}, 4_{\bar{\psi}}; 5_{\psi}) S(1_{\phi_1}, 2_{\phi_2}, 3_{\phi_3}; 4_{\psi}, 5_{\psi}) = \mathcal{F}_0^{\mu\nu}(1_{\psi}, 2_{\bar{\psi}}, 3_{\psi}, 4_{\bar{\psi}}; 5_{\psi}) \left[ 1 + \delta^{(1)} + \delta^{(2)} \right]
\]
and further to
\[
\gamma_{IR} = 4 \left( \frac{y}{4\pi} \right)^2 - 13 \left( \frac{y}{4\pi} \right)^4 + O(\gamma^6), \quad (116)
\]
which confirms the above result.
D.2 Cross check of the result using the charged current

A non-trivial cross check of the result presented in this appendix can be obtained by coupling an auxiliary gauge field to our theory. This auxiliary gauge field naturally comes with a conserved current

\begin{equation}
J_i^\mu = \bar{\psi}_i \gamma^\mu \psi_i. 
\end{equation}

(117)

As for the energy momentum tensor, the conservation of the current assures that the form factor of the current, without a propagating gauge boson, does not UV renormalize, hence, the anomalous dimension of the of the current operator has to be equal to \( \gamma_{\text{IR}} \), as in the case of \( T^\mu_\nu \).

In a similar fashion as for the energy momentum tensor we project the spacetime index of the form factor. The current will in general be of the form

\begin{equation}
J_\mu(1_{\psi}, 2_{\psi}) = \bar{v}(p_2)F_\mu P_L u(p_1)
\end{equation}

(118)

which naturally leads us to define a projection operation by

\begin{equation}
F_L(1_{\psi}, 2_{\psi}) = \frac{4}{(D-2)s^2} \text{Tr}[\gamma^\mu P_L P_1],
\end{equation}

(119)

to extract the desired form factor \( F_L(1_{\psi}, 2_{\psi}) \). The calculation of \( F_L(1_{\psi}, 2_{\psi}) \) can be performed with either method presented above, on-shell or explicitly using Feynman integrals. The later one directly leads us to

\begin{align}
F_L^{(2)}(1_{\psi}, 2_{\psi}) &= F_L^{(0)}(1_{\psi}, 2_{\psi}) \left\{ 1 + \delta^{(1)} + \delta^{(2)} + \frac{1}{2} \left( \frac{y}{4\pi} \right)^2 \right. \\
&\left. \times \left[ \frac{1}{\epsilon} - \ln \frac{-s}{\mu^2} + 1 \right] \right. \\
&\left. + \left( \frac{y}{8\pi} \right)^4 \left[ \frac{18}{\epsilon^2} - \frac{13}{\epsilon} - 18 \ln \frac{-s}{\mu^2} \right] \\
&+ 62 \ln \frac{-s}{\mu^2} - \frac{31}{2} - 6\pi^2 \right] + \cdots 
\end{align}

(120)

which after determining \( Z \) leads us to the same result Eq. (116).

At this point, one might ask why we used the energy–momentum tensor to calculate the anomalous dimension instead of the vector current. Indeed, using the latter was computationally easier due to the reduced number of diagrams as well as the much simpler vertex rule for the current itself. However, usage of the current is limited to only external states that transform non-trivially under the global symmetry, in this case only the fermions. The energy–momentum tensor, on the other hand, has a non-vanishing form factor with every propagating degree of freedom, i.e., even with those transforming trivially under every internal symmetry of the theory, in this case the scalar field. Further, we can only use the vector current to easily extract the IR anomalous dimension if the associated symmetry is a global one or, equivalently, the corresponding gauge boson is not allowed to propagate in the loops. Otherwise, we can find an identically conserved operator as a counterterm [8], such that the UV anomalous dimension is non-vanishing, making it necessary to disentangle UV and IR dynamics. In the end, for a local symmetry, the vector current cannot straightforwardly be used to extract contributions to the IR anomalous dimension proportional to the accompanying gauge coupling. However, these can be obtained using the energy–momentum tensor.
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