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ABSTRACT: We automate the process of machine learning correlations between knot invariants. For nearly 200,000 distinct sets of input knot invariants together with an output invariant, we attempt to learn the output invariant by training a neural network on the input invariants. Correlation between invariants is measured by the accuracy of the neural network prediction, and bipartite or tripartite correlations are sequentially filtered from the input invariant sets so that experiments with larger input sets are checking for true multipartite correlation. We rediscover several known relationships between polynomial, homological, and hyperbolic knot invariants, while also finding novel correlations which are not explained by known results in knot theory. These unexplained correlations strengthen previous observations concerning links between Khovanov and knot Floer homology. Our results also point to a new connection between quantum algebraic and hyperbolic invariants, similar to the generalized volume conjecture.
1 Introduction

A knot $K$ is the image of an embedding $S^1 \hookrightarrow S^3$. The same knot can, however, be drawn in $\mathbb{R}^2$ with over/undercrossing information in numerous ways, and these different knot diagrams are related to each other by enacting sequences of Reidemeister moves. In general, it can be difficult to determine whether two knot diagrams represent the same knot because the required sequence of local moves may be complicated. The ambiguity in representation is partially resolved by appealing to topological invariants, which are certain numbers, polynomials, or other algebraic structures that may be computed using a knot diagram but that are independent of the particular diagram chosen for a specific knot. If two diagrams have different topological invariants, they represent different knots. The converse is not necessarily true.

The most common invariants have various mathematical and physical origins. For example, the Jones polynomial is an algebraic invariant associated to the Hecke algebra of the braid group [1]. It is equivalently described by skein relations and the Kauffman bracket [2] or, as Witten showed, in quantum field theory as the unknot normalized vacuum expectation value
of the Wilson loop operator in SU(2) Chern–Simons gauge theory [3]. Evaluating the trace of the Wilson loop in representations of SU(2) other than the fundamental one, we obtain colored Jones polynomials. Promoting SU(2) to SU(N) generalizes the Jones polynomial to the HOMFLY-PT polynomial [3–5]. There are other polynomial invariants as well [6, 7].

Polynomial invariants in knot theory are typically Laurent polynomials with integer coefficients. This fact about the Jones polynomial is explained by associating the coefficients to the dimensions of certain bigraded homology groups, thus realizing the Jones polynomial as the graded Euler characteristic of this homology theory. The bigrading in this Khovanov homology yields a new polynomial knot invariant, the Khovanov polynomial, a two variable polynomial whose powers are the homological and quantum gradings [8, 9]. Just as Khovanov homology categorifies the Jones polynomial, knot Floer homology categorifies the Alexander polynomial [10]. These homology theories lead to a new class of integer-valued topological invariants such as the Rasmussen $s$-invariant [11], the Ozsváth–Szabó $\tau$-invariant [10], and Hom’s $\varepsilon$-invariant [12].

Other invariants are associated only to hyperbolic knots, namely those knots $K$ for which the complement of $K$ in $S^3$ admits a unique complete constant curvature hyperbolic metric. Examples of such hyperbolic invariants include the volume of the complement and the lengths of certain longitude and meridian cycles in this metric. In addition, there are various three-dimensional numerical invariants such as the bridge index and Turaev genus and, since every knot bounds orientable embedded surfaces, invariants that rely on these surfaces such as the determinant, Arf invariant, and the four-dimensional smooth slice genus. The physics interpretation of certain knot invariants — most notably the Khovanov polynomial — is as well natural in diverse dimensions [23, 24].

Given this vast zoo of knot invariants, we would like to formulate general theories that explicate the relationships between the various quantities. The generalized volume conjecture, which relates evaluations of the $n$-colored Jones polynomial at roots of unity $J_n(e^{2\pi i/n}; K)$ with the hyperbolic volume Vol($K$) and the Chern–Simons invariant CS($K$) [25–28] provides an example of a non-trivial relation and states that

$$\lim_{n \to \infty} \frac{2\pi \log J_n(e^{2\pi i/n}; K)}{n} = \text{Vol}(K) + 2\pi^2 i \text{CS}(K),$$

(1.1)

---

1The HOMFLY-PT polynomial is categorified by a triply graded homology theory [13, 14]. New numerical invariants are likewise associated to this Khovanov–Rozansky homology [15–20].

2All but 32 of the 1,701,936 knots up to 16 crossings are hyperbolic [21]. The Adams conjecture, which posits that the probability of a prime knot being hyperbolic approaches unity as the crossing number goes to infinity, contradicts another, more widely accepted conjecture that the crossing number of a composite knot is not less than that of each of its factors [22]. The relationships one observes sometimes depend crucially on the datasets investigated.
where $n$ labels the irreducible representation of $SU(2)$ with dimension $n$.

As an initial step in the endeavor, machine learning supplies a practical tool for identifying how knot invariants are correlated. For example, neural networks can predict quasipositivity, the $s$-invariant, and the $\tau$-invariant from braid words together with other input invariants [29]. Inspired by the volume conjecture and numerical investigations by Dunfield [30] and Khovanov [31], work in [32] showed that the volume of the knot complement of hyperbolic knots can be machine learned from the Jones polynomial with better than 97% accuracy.\(^3\) This success is explained physically through the analytic continuation of Chern–Simons theory [34]. Indeed, based on an evaluation of the Jones polynomial at $t = e^{3\pi i/4}$, there is a simple formula that approximates the volume to a similar accuracy as the trained neural network [33]. This constitutes a “reverse engineering” of the neural network behavior in [32], a task which is known to be difficult in general. The phase at which the Jones polynomial is evaluated is determined using layer-wise relevance propagation [35] to ascertain the input feature most important to the neural network’s performance. Likewise, the polynomial invariants also predict the $s$-invariant and the slice genus to 98% accuracy [36].

The unknot decision problem [37] and the slice ribbon conjecture [38] have also recently been attacked using machine learning. The use of machine learning as a tool to understand the structure of knots more generally has gained popularity [39–46]. Perhaps the most impressive result to date in this arena is a theorem that relates the signature $\sigma$, slope, volume, and injectivity radius of hyperbolic knots [47, 48]:

**Theorem 1.** There exists a real constant $c$ such that

$$|2\sigma(K) - \text{slope}(K)| \leq c \frac{\text{Vol}(K)}{\text{inj}(K)^3}. \quad (1.2)$$

The four topological invariants appearing in Theorem 1 were determined from a saliency map that assigned an attribution score to each of a dozen inputs using gradient methods. Just as the four color theorem [49] demonstrated the utility of computers for proving theorems, (1.2) establishes the utility of machine learning for deducing exact results in mathematics.

In the spirit of these earlier efforts, in this work we systematize the study of how well various numerical knot invariant can be predicted either from a polynomial invariant or from up to three other numerical invariants. We discover surprising correlations among knot invariants; targeting experiments to search for bipartite and multipartite correlations reveals that the most interesting of our results are actually relations between individual invariants,\(^3\) The are approximately 840,000 unique Jones polynomials for knots up to 16 crossings. When knots with different volumes have the same Jones polynomial, the volumes differ on average by about 3%, so the neural network’s performance is nearly optimal on this dataset [33].
similar in spirit to the volume conjecture (1.1). This is rather surprising, as it means that multipartite correlations among knot invariants are either uncommon or subtle compared to relations between single invariants. The results involve many of the well-known invariants we described earlier, including the Jones polynomial, Floer homological invariants $\tau$ and $\varepsilon$, and a hyperbolic longitude invariant. These correlations point toward the existence of both known and unknown structures relating algebraic and geometric knot invariants.

Two sections follow. In Section 2, we describe our automated exploration of bipartite, tripartite, and more general multipartite correlations within a knot database, including a number of interesting case studies. In Section 3, we discuss the potential mathematical and physical implications of these case studies. Two appendices contain information on running experiments and viewing results (Appendix A) and short definitions of selected database invariants (Appendix B).

2 Experiments

2.1 Data

All the experiments were run using the KnotInfo database [50], which we expanded to a larger dataset when possible. A full list of the 53 invariants which were used in the experiments is included in Appendix B. Neural networks were trained to predict given invariants from others, thereby identifying interesting relationships between invariants in the database. We considered experiments with between one and three inputs to the neural network. This resulted in over 700,000 possible experiments. However, not all invariant values are calculated for all knots in the KnotInfo database. A neural network was only trained if, for a specific combination of invariants, there were more than 1,000 knots to work with. The final set of results includes data from around 199,330 experiments. In some case studies where additional data was available, we supplemented the KnotInfo dataset with all 313,199 hyperbolic knots up to 15 crossings.

In order to be used in the experiments, some data had to be processed. All polynomials were simply represented as flattened versions of the vectors appearing in the KnotInfo database. Any invariants represented by Yes/No or Y/N were converted to ones and zeros, respectively. For regression tasks, any entries where the output invariant is zero were removed.\footnote{These knots were removed to avoid dividing by zero in the relative mean squared error percentage calculation. Only a handful of knots are removed in these cases, so this removal makes little difference to the experiments.} For classification tasks, the output invariants were rescaled so that the lowest number in the output data set is zero.
2.2 Machine learning architecture

For each experiment, the neural networks were trained on 80% of the data. The neural networks had three hidden layers, each consisting of one hundred nodes.\(^5\) The ReLu (Rectified Linear Unit) activation function \(r(x) \equiv \max(0, x)\) was used on the hidden layers, and the networks were trained using the Adam optimizer. The output layer was either a softmax \(\vec{m}(\vec{v})\) with components \(m(\vec{v})_k \equiv e^{v_k}/(\sum_j e^{v_j})\) or a ReLu activation function, depending on whether the task was classification or regression.\(^6\) Similarly, the loss function was either sparse categorical cross-entropy\(^7\) or mean squared error, depending on the task. Each network was trained for 100 “epochs,” each of which involved a single pass through the entire training set.

2.3 Case studies

In this section, we discuss a handful of interesting results. In the cases where the input was a polynomial invariant, in addition to training networks on the full polynomial we also performed a search to find good evaluations of the polynomial. This was done by evaluating the polynomial at points on the square in \(\mathbb{C}\) with corners \(\pm 1 \pm i\) and training neural networks on each of the evaluations. We found that a single evaluation of a polynomial invariant is often sufficient to predict the desired output with high accuracy.\(^8\) In other cases, we found single integer invariants that predicted real-valued quantities, hinting at a very strong underlying correlation.

Ozsváth–Szabó \(\tau \to \varepsilon\)

In an experiment using the expanded dataset, a neural network was able to predict \(\varepsilon\) from \(\tau\) with essentially perfect accuracy (over 99%). This is an expected result, as the sign of \(\tau\) is

---

\(^5\)For more detailed discussions of architecture, see [32, 36].

\(^6\)All regression tasks we performed were predicting non-negative quantities, so the ReLu activation could be applied.

\(^7\)The categorical cross-entropy is generally applied after a softmax layer, in which case it is equal to \(- \log v_k - \sum_{i \neq k} \log(1 - v_i)\) where \(v_i\) are the softmax outputs and \(k\) represents the true label of the input. The sparse variant simply allows for the true label dataset to be loaded as integers rather than vectors with a one in the \(j^{th}\) component representing the \(j^{th}\) class.

\(^8\)For regression tasks, the quantity we refer to as accuracy is obtained from the mean relative error:

\[
\text{accuracy} = 1 - \frac{1}{N} \sum \left| \frac{\text{predicted value} - \text{actual value}}{\text{actual value}} \right|,
\]

where \(N\) is the size of the dataset. For classification tasks, it is instead defined simply as \((\text{number of correct classifications})/(\text{total classifications})\). We modeled discrete invariant prediction as a classification task and continuous invariant prediction as a regression task.
equal to $\varepsilon$ for the majority of these knots. We include this case as a simple example of how the experiments rediscover known results.

**Jones polynomial $\rightarrow \varepsilon$**

With the exception of a relation between the Jones polynomial and Rasmussen $s$-invariant (which was also uncovered by machine learning techniques [36]), the polynomial invariants are not known to relate directly to homological integer invariants like $\varepsilon$ and $\tau$. In this and the next case study, we find such correlations and discuss their implications further in Section 3.

The Jones polynomial predicted $\varepsilon$ to 96.22% accuracy in the smaller dataset, while the accuracy from predicting the modal value of $\varepsilon$ gives 46.69% accuracy.$^9$ In the larger dataset, the Jones polynomial predicted $\varepsilon$ to 94.51% accuracy. All experiments that follow in this case study were performed using the KnotInfo dataset.

We are also interested in whether evaluations of the Jones polynomial can be used to predict $\varepsilon$.$^{10}$ To test this, we chose five random complex points on which to train the neural network. We then used Layerwise Relevance Propagation (LRP) [35] to identify relevant inputs. LRP is a technique used to assign a relevance score to each input feature in a neural network, in order to explain how the neural network makes its predictions. It achieves this by modeling relevance as a sort of graph-theoretic flow which propagates backwards through a network, starting at the output layer, and redistributing the flow (relevance scores) into the previous layers while enforcing flow conservation so that the total relevance in each layer is always equal to the original value at the output source.$^{11}$

In [33], LRP identified $t = e^{3\pi i/4}$ as a phase at which the evaluation of the Jones polynomial predicts the hyperbolic volume to 97% accuracy. To pinpoint this phase, the Jones polynomial was evaluated at various roots of unity, in part referencing the volume conjecture and also because of the success of the neural network when given information about the coefficients only and not the degrees. Here, where there is no a priori reason to suspect that phases are important, we consider evaluations at random complex numbers close to the origin in the upper half plane.

The results of the LRP experiment are shown in Figure 1. Since one evaluation is consistently more relevant than others, we trained the neural network on this single evaluation.

---

$^9$In this and other experiments we compare the accuracy of our neural networks’ predictions to a baseline accuracy we obtained by simply predicting the mean (for regression tasks) or mode (for classification tasks) of the target output invariant.

$^{10}$A correlation of this sort, between the Jones polynomial and a homological integer invariant, was discovered for the $s$-invariant in [36].

$^{11}$See [33] for a more quantitative explanation.
of the Jones polynomial. Training on the Jones polynomial at \( t = -0.98 + 0.88i \), the neural network achieved an accuracy of 82.01\% at predicting \( \varepsilon \) over five runs.

**Figure 1**: Layerwise Relevance Propagation results from a neural network trained to learn \( \varepsilon \) using evaluations of the Jones polynomial. Each column represents a knot, and every pair of rows represent the real and imaginary parts of the Jones polynomial evaluations at a particular point. Red pixels have higher relevance than blue pixels. Notice that certain evaluations are consistently more relevant than others. In this example, the final two rows are the most relevant. Although there are other rows that have high relevance for some knots, at least one of the final two rows (which correspond to a single evaluation) are highly relevant for every knot. These correspond to evaluations of the Jones polynomial at \( t = -0.98 + 0.88i \).

The LRP experiments indicate that a single evaluation of the Jones polynomial may be sufficient to predict \( \varepsilon \). To find the optimal evaluation, we trained the neural network on single Jones polynomial evaluations using points in the square with corners \( \pm 1 \pm i \). The evaluation of the Jones polynomial at the point \( t = -0.6 + 0.1i \) achieved 96.11\% accuracy over five runs. Using only the real part of the evaluation, we obtain an accuracy of 87.22\%. On the larger dataset, the accuracies are 92.92\% (full evaluation) and 81.83\% (real part of the evaluation). The results of the search for an optimal evaluation are shown in Figure 2.

**Jones/HOMFLY polynomials \( \rightarrow \) Ozsváth–Szabó \( \tau \)**

The Jones polynomial predicts \( \tau \) to 88.86\% accuracy, while the accuracy from making predictions from the modal value of \( \tau \) on our dataset is 29.21\%. The HOMFLY polynomial predicts \( \tau \) to 88.44\% accuracy. Scanning evaluations of the Jones polynomial, we find that the evaluation at \( t = -0.7 + 0.1i \) predicts the Ozsváth–Szabó \( \tau \)-invariant to 94.33\% accuracy over five runs. This is surprising, since the evaluation at a single number outperforms the full Jones polynomial. Neither the real nor the imaginary parts alone are enough to predict \( \tau \) accurately. The magnitude and phase do not give accurate predictions either. The results
Figure 2: Heatmap showing accuracies of neural network predictions for $\varepsilon$ from single evaluations of the Jones polynomial. The horizontal axis is the real part of the point where the polynomial is evaluated, and the vertical axis is the imaginary part. The colouring shows the accuracy of the neural network predictions. Each point is averaged over five training runs. Only the upper half plane is included, since the Jones polynomial is holomorphic. The best-performing point is at $t = -0.6 + 0.1i$.

Figure 3: Heatmap showing accuracies of neural network predictions for $\tau$ from single evaluations of the Jones polynomial. The horizontal axis is the real part of the point where the polynomial is evaluated, and the vertical axis is the imaginary part. Each point is averaged over five training runs. Only the upper half plane is included, since the Jones polynomial is holomorphic. The best-performing point is at $t = -0.7 + 0.1i$.

of the search for an optimal evaluation are shown in Figure 3. All experiments for this case study used the KnotInfo dataset.
The Jones polynomial is known to be related to the Turaev genus $g_T$ via a bound coming from the span of the polynomial [51]. More precisely, if $\alpha_{\text{max}}$ and $\alpha_{\text{min}}$ are the maximum and minimum powers of $t$ appearing in the Jones polynomial respectively, the Turaev genus is bounded by

$$g_T \leq c - |\alpha_{\text{max}} - \alpha_{\text{min}}|,$$  \hspace{1cm} (2.1)

where $c$ is the crossing number of the knot. In this case study we find a stronger relationship which uses either the full polynomial or the span in a nontrivial way that avoids using information about the crossing number.

The Jones polynomial predicts $g_T$ to 91.41\% accuracy, while the accuracy from predicting the modal value of $g_T$ is 62.71\%. In view of (2.1), this is not surprising, since (2.1) means the Jones polynomial contains some non-trivial information about the Turaev genus. The amount of information contained by the Jones polynomial is similar to estimating the crossing number itself, though the performance of the network when explicitly given the crossing data is better: we find that training a neural network on $c - |\alpha_{\text{max}} - \alpha_{\text{min}}|$ yields an accuracy of 99.89\%.

Training the neural network on only the span of the Jones polynomial achieves an accuracy of 90.47\%, which indicates that the span contains nearly as much information as the full Jones polynomial. One rather trivial explanation for this may be the following: the distribution of spans of the Jones polynomial correlates with crossing number in our dataset. This would explain the strong performance of the network but would not point to any deep underlying relationship like (2.1) which allows one to avoid the crossing number.

The Kauffman polynomial predicts $g_T$ to 91.26\% accuracy. As the Jones polynomial is a specialization of the Kauffman polynomial, this is to be expected. Most evaluations of the Jones polynomial that were tested do not perform better than the baseline 62\% accuracy. The best performing evaluation we tested was at the point $t = -1 + 0.2i$, which predicts the Turaev genus to 78.89\% accuracy over five runs.

With the exception of the generalized volume conjecture, polynomial invariants are not known to be related to hyperbolic invariants. In this case study we find a very robust correlation...
between many different polynomial invariants and a particular hyperbolic invariant. We discuss implications of this result in Section 3.

Using the Jones polynomial, the neural network predicted the longitude length to 89.45% accuracy (averaged over five runs). The accuracy from predicting the mean longitude length for every knot is 46.62%, so the Jones polynomial provides a significant improvement.

One can also investigate how well the neural network can perform when training on only an evaluation of the Jones polynomial at a single point. These experiments were performed using the KnotInfo dataset. Many evaluations of those sampled achieve over 80% accuracy. The evaluation of the Jones polynomial at $t = -1 - 0.2i$ achieved one of the best accuracies: 87.51% over five runs. On the expanded dataset the evaluation at this point achieved an accuracy of 86.44%. We also plot the longitude length against the real and imaginary parts of the Jones polynomial evaluation at $t = -1 - 0.2i$ (Figure 5). Note that the evaluation at $t = -1$ also performs well, signalling a relation with the determinant $\det K$. The determinant is equal to the absolute value of the Jones polynomial evaluated at $-1$, and can similarly be extracted from the Alexander polynomial. Since the determinant is a common feature of both polynomials, we might suspect that it is really $\det K$ which serves as a predictor of the longitude length. As we will see in the next case study, $\det K$ does perform well, but at least a bit worse than the full polynomial invariants. So the full polynomials contain some extra information about $\ell$ when compared to $\det K$. 

Figure 4: Heatmap showing accuracies of neural network predictions for longitude length from single evaluations of the Jones polynomial. The horizontal axis is the real part of the point where the polynomial is evaluated, and the vertical axis is the imaginary part. Each point is averaged over five training runs. Only the upper half plane is included, since the Jones polynomial is holomorphic. One of the best-performing points is at $t = -1 + 0.2i$. 
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Figure 5: Predictions from the neural network trained on an evaluation of the Jones polynomial at $t = -1 + 0.2i$. (Left) The real part of the Jones polynomial plotted against the longitude length. (Right) The imaginary part of the Jones polynomial plotted against the longitude length. The red points show the actual longitude length (darker red indicating higher density of points) and the green points show the neural network predictions.

Figure 6: Predictions from the neural network trained on an evaluation of the Jones polynomial at $t = -1 + 0.2i$. (Left) The magnitude of the Jones polynomial plotted against the longitude length. (Right) The phase of the Jones polynomial plotted against the longitude length. The red points show the actual longitude length (darker red indicating higher density of points) and the green points show the neural network predictions. The plot of the magnitude is very similar in form to the det $K$ correlation in Figure 7.

We repeated the above experiments using the magnitude and phase of the evaluations as inputs, rather than the real and imaginary parts. The performance dropped to around 82.82%, averaged over five runs. Using this form of the evaluation may obscure some information about the longitude length. In Figure 6, we plot the longitude length against the magnitude and phase of the Jones polynomial evaluation at $t = -1 - 0.2i$. 
The Conway, HOMFLY, and Alexander polynomials all give good predictions of the longitude length as well (88.73%, 88.47%, and 87.18% accuracy, respectively).

**Longitude length predictions**

Initial experiments indicate that certain integer invariants, namely the three genus $g_3$, Ozsváth–Szabó $\tau$-invariant, Rasmussen $s$-invariant, and determinant $\det K$, all predict the longitude length $\ell$ quite well. These invariants are not known to be related to hyperbolic invariants, as we discuss in Section 3.

To explore these correspondences, we expand our experiments to include the larger dataset as well as knots with 16 crossings, for a total of over 1.7 million knots. Training on only 10% of the data for 100 epochs, we find that $\det K$, $\tau$, and $g_3$ predict $\ell$ with 85.00%, 86.97%, and 84.51% accuracy, respectively. Plots of these invariants against the longitude length are shown in Figure 7. In Table 1, we show the average longitude length for each value of $\tau$ and $g_3$ in the dataset. If we simply predict the mean value of $\ell$ for a particular $\tau$ or $g_3$, we get 86.89% and 84.68% accuracy, respectively. This recovers the accuracy of the neural network. Indeed, it explains the majority of the strong performance of the polynomial invariants in predicting $\ell$ as well, since $\det K$ may be extracted from those invariants by a simple evaluation.

| $\tau$ | Mean $\ell$  | $g_3$ | Mean $\ell$ |
|--------|-------------|-------|-------------|
| $-5$   | $32.14 \pm 3.45$ | $-$   | $-$         |
| $-4$   | $27.54 \pm 4.18$ | $-$   | $-$         |
| $-3$   | $23.08 \pm 3.37$ | $-$   | $-$         |
| $-2$   | $19.31 \pm 2.77$ | $-$   | $-$         |
| $-1$   | $16.33 \pm 2.61$ | $-$   | $-$         |
| $0$    | $15.10 \pm 2.56$ | $-$   | $-$         |
| $1$    | $16.55 \pm 2.50$ | $1$   | $4.79 \pm 0.76$ |
| $2$    | $19.52 \pm 2.61$ | $2$   | $10.74 \pm 1.76$ |
| $3$    | $23.21 \pm 3.02$ | $3$   | $14.62 \pm 2.62$ |
| $4$    | $27.25 \pm 3.52$ | $4$   | $17.58 \pm 3.43$ |
| $5$    | $31.92 \pm 4.07$ | $5$   | $19.56 \pm 4.00$ |
| $6$    | $37.68 \pm 5.03$ | $6$   | $20.58 \pm 4.85$ |

**Table 1**: Average longitude lengths for given values of $\tau$ and $g_3$. We notice that $|\tau|$ may be sufficient to predict $\ell$ to high accuracy.
Figure 7: The determinant, Ozsváth–Szabó $\tau$-invariant, and the three genus plotted against the longitude length. Darker regions correspond to a higher density of knots.

**Multipartite correlations**

Thus far, all of the case studies we have discussed actually involved relations between individual invariants. In our experiments, we also trained neural networks to predict a single invariant from multiple invariants, and we filtered the experiments to isolate truly multipartite correlations. For instance, we generated a list of experiments with two input invariants which achieved greater than 80% accuracy where neither of the two inputs alone could predict the output with greater than 80% accuracy. Such a list contains tripartite correlation between the two inputs and one output. We performed similar experiments looking for invariants that could be predicted well from triples of input invariants, likewise filtering out those that could be explained by simpler correlations.

Perhaps surprisingly, we were not able to find many interesting examples of multipartite correlation. The few that did appear at the tripartite level with high accuracy were often of the form $(\text{genus}, \varepsilon) \rightarrow \text{homological invariant}$, where (genus) could be the smooth or topological four genus, three genus, or others and (homological invariant) could be the $s$- or $\tau$-invariants. These sorts of correlations are expected in the following sense. The homological invariants are
related to the various genus quantities, and indeed this was one of the original motivations for their invention [11]. The only subtlety is that a genus is non-negative while the homological invariants can be negative. The $\varepsilon$-invariant, which is either $\pm 1$ or zero, seems to give just enough additional information to fix the sign, as in the datasets we used it is very often the case that the sign of $\varepsilon$ matches the sign of the homological invariants $\tau$ or $s$.

Another tripartite correlation which is unusual at first sight involves tasks of the form $(\ell, \varepsilon) \rightarrow$ homological invariant, where the homological invariant is again $\tau$ or $s$. This correlation is similar in form to the one we just discussed: the longitude length gives a reasonable estimate of the magnitude of the homological invariant, and $\varepsilon$ provides the sign. The theoretical underpinning of this correlation is much less clear, and is on the same footing as our experiments showing that $\ell$ may be predicted from $\tau$. Given that empirical observation, these tripartite correlations are also not surprising, since we know that for knots in our datasets the distribution of $\ell$ is highly correlated with $\tau$.

3 Discussion

We have automated a large number of machine learning experiments which search knot datasets for novel relationships between knot invariants. In addition to recovering earlier relationships we had either only discovered [36, 52] or both discovered [32] and explained [33], we have found new relationships between broad classes of knot invariants. We now discuss the mathematics and physics of these invariant classes in more detail and speculate on possible interpretations of our results.

3.1 Khovanov and Floer homology

The first type of novel relation involves two of the most important knot homology theories: Khovanov and Floer homology. A homology theory is an algebraic structure consisting of a sequence of vector spaces $C_k$ and “differentials” $d_k : C_k \rightarrow C_{k+1}$ obeying $d_{k+1} \circ d_k = 0$, which allows one to take the quotients $H_k \equiv \ker(d_{k+1})/\text{im}(d_k)$.

Khovanov homology [8] is defined by using vector spaces $C_k$ which are built from “smoothings” of a knot diagram. Each crossing in the diagram can be uncrossed in two different ways, and when a choice is made at every crossing we are left with a set of disjoint circles called a smoothing. After weighting these circles by tensor products of vector spaces and combining them in a certain way, one arrives at Khovanov’s $C_k$. The Khovanov differential is defined by noticing that the set of all smoothings forms a “cube of resolutions,” where edges connect two smoothings that differ by a difference in choice at only a single crossing. Then the $d_k$
are formed from maps which either “fuse” the corresponding tensor factors (if the difference in smoothings corresponds to two circles merging into one) or “split” a single tensor factor into two (if the difference in smoothings corresponds to a single circle splitting into two). As we mentioned in Section 1, the graded Euler characteristic of the resulting homology theory $\text{Kh}_k$ is the unnormalized Jones polynomial. There are also proposals [15, 24, 53, 54] for physical theories with Hilbert spaces that are supposed to be isomorphic (in certain sectors) to Khovanov homology.

Knot Floer homology [10, 55, 56] can be constructed rather similarly, via a cube of resolutions [57], but here the resolutions can include singular points where a crossing is made to overlap at a double point. The graded Euler characteristic of this homology theory $\text{KFH}_k$ is the Alexander polynomial. The underlying physical theories are related to $\mathcal{N} = 2$ supersymmetric gauge theories [58–60]. To our knowledge, there are no known physical explanations for why the gauge and string theories relevant for Khovanov homology [24, 28] would be related to the variants of $\mathcal{N} = 2$ gauge theories in four dimensions [60] relevant for Floer homology.

While these two knot homology theories are not obviously related by physics, there are a few mathematical connections regarding the underlying Lie algebras [61, 62] and spectral sequences between the homology theories [16, 63–66]. In particular, the existence of a connection between Khovanov and Floer homology was suspected already in [63], and is cited as motivation for the development of the $s$-invariant [11]. A detailed understanding of the meaning of spectral sequences between the Hilbert spaces of supersymmetric gauge theories seems like a prerequisite for any physical explanation of the mathematical relationships between the two homology theories, and preliminary steps toward this goal have been explored [67]. However, we emphasize that the known mathematical relations also do not provide an explanation for the connection we have found between the Jones polynomial and Floer homology invariants like $\tau$ or $\varepsilon$.

Such specific relationships between Khovanov and Floer homologies may be different facets of the same underlying mysterious connection referred to as “the FK correspondence” in [63]. With an eye toward understanding how our results extend outside of our chosen dataset, we note that [63] comments that this correspondence (explicitly between the rank of the homology theories and the $s$- and $\tau$-invariants) is known to fail for sufficiently complicated knots. As such, it is possible that the predictions of $\tau$ and $\varepsilon$ from the Jones polynomial that we have observed may break down when the complexity of the knot becomes great enough to violate the FK correspondence of [63] on average. However, if these correlations survive, they imply new robust entries in the dictionary of the FK correspondence.
3.2 Knot polynomials and hyperbolic invariants

One of the most well-known and influential conjectures in knot theory is the volume conjecture (1.1) [25–28]. From a coarse-grained perspective, the volume conjecture relates a quantum algebraic invariant (the colored Jones polynomial) to a classical geometric invariant (the hyperbolic volume of the knot complement). There is a detailed physical understanding of the mechanism which could give rise to something like the volume conjecture: it involves standard notions of analytic continuation and Picard–Lefschetz theory, but applied to a Feynman path integral instead of an ordinary integral [34, 68]. Indeed, this physical underpinning was used in [33] to give a quantitative explanation of the performance of a neural network [32] which predicted the volume from the Jones polynomial. Importantly, the classical volume invariant arises in the physics story as a saddle point value of the action evaluated on a certain “geometric” gauge field configuration.

Here, we have found novel connections between quantum algebraic invariants and a hyperbolic invariant which is not known to appear as the saddle point value of some action integral: the hyperbolic longitude length $\ell$. The algebraic invariants are the standard knot polynomials: Jones, HOMFLY-PT, Alexander, Conway, and Kauffman. It is curious that this relation with the longitude seems to persist between polynomials which serve as Euler characteristics of different homology theories. A similar statement cannot be made for the hyperbolic volume. This may be a manifestation of the same mysterious connection between homology theories discussed above and in [63].

The most naïve way to interpret a strong correlation between the Jones polynomial and the longitude length is as a sort of generalization of the volume conjecture to other aspects of hyperbolic geometry. On one side of the relation, the necessary quantum algebraic ingredients are the colored Jones polynomials $J_n(t; K)$ with a choice of evaluation point $t_n$ (or possibly multiple such points) and the semiclassical limit $n \to \infty$ with $\lim_{n \to \infty} t_n = t_\infty$ finite.

On the other side of the relation, we cannot simply use the classical action of $SL(2, \mathbb{C})$ Chern–Simons theory, because this already leads to the hyperbolic volume of the knot complement $S^3 \setminus K$. We need a new ingredient to land on the longitude length instead of the volume, and a natural candidate is the Wilson loop operator. The usual Wilson loop operator in gauge theories is interpreted roughly as the worldline of a charged particle coupled to the gauge field, but in gravitational theories the analogous object can measure properties of the spacetime like geodesic lengths. There is a well-known relation between $SL(2, \mathbb{C})$ Chern–Simons theory and gravity [69], so it may not be too much of a stretch to use the $SL(2, \mathbb{C})$ gauge theory Wilson loop operator to compute a geodesic length in the classical limit.
With these building blocks in hand, we can write a very rough conjectural relationship

\[
\lim_{n \to \infty} \left( \log |J_n(e^{2\pi i/n}; K'(K))| - \frac{n}{2\pi} \text{Vol}(K) \right) \approx \ell ,
\]  

(3.1)

where \( K'(K) \) is a two-component link formed from \( K \) (a Wilson loop in the \( SU(2) \) irreducible representation of dimension \( n \)) and an auxiliary Wilson loop which wraps the longitude of the cusp neighborhood in \( S^3 \setminus K \) labeled by the fundamental representation of \( SU(2) \). This auxiliary component should arise from a framing of \( K \) with zero self-linking; a self-linked auxiliary component would give rise to a winding geodesic in the cusp neighborhood associated with \( K \) in the complement \( S^3 \setminus K \).

The intuition for this conjecture is that the knot \( K \) has a dimension scaling much faster than the auxiliary component, so its Wilson loop forms a background upon which the auxiliary component can be evaluated. In the large-\( n \) limit, the volume conjecture says that this background is the hyperbolic metric on the complement, so the classical limit of the auxiliary Wilson loop computes the exponential of the longitude length. This effect is a bit like the backreaction of D-branes which occurs in the AdS/CFT correspondence \cite{70}. In the semiclassical limit, D-branes backreact and source a geometric background upon which strings and other objects such as probe branes propagate. In this situation, our intuition is that the Wilson loop with a dimension that scales with the Chern–Simons level will form a background, namely the hyperbolic geometry, upon which the lighter Wilson loop will measure a length. The total classical action is then the sum of the background volume term and the longitude length, so subtracting the volume and removing the classical divergence leaves behind the finite longitude length.

Unfortunately, this conjecture has several serious drawbacks. The fact that the longitude length is defined by enlarging the cusp neighborhood is not accounted for, but perhaps it emerges naturally as some kind of repulsion between the two loops. Perhaps more seriously, the proposed formula should imply a similar one for the meridian length, and our experiments have not revealed any such correlation.\(^{14}\) Furthermore, the reason we have included the approximate symbol \( \approx \) is because it will generally be difficult to disentangle the \( O(n^0) \) terms coming from quantum corrections to the classical value of the action (the hyperbolic volume)

\(^{13}\)Of course, there are several formal differences between the two situations. In AdS/CFT, one has two descriptions of the D-branes which are equivalent. In the volume conjecture, the complex critical point yielding the volume is a required contribution to the analytically continued path integral, and no secondary description which avoids it exists. The intuition we are using is really more related to the idea of emergent geometry in a semiclassical limit, and this theme appears in both situations.

\(^{14}\)This may be an artifact of our small dataset. The meridian length is distributed quite tightly compared to the longitude length in our dataset, so there is not much room for improvement in prediction by using a polynomial invariant. If our dataset had a wider range of meridian lengths, perhaps we would notice an improvement.
from the classical contribution of the longitude length, which would also enter at $O(n^0)$ in $\log |J_n|$. We do not know of a way to isolate the effect of the auxiliary Wilson loop; this is an interesting issue which warrants further exploration.

### 3.3 Integer and hyperbolic invariants

There is at least one quantity which is known to arise from both Khovanov and Floer theory: the determinant $\det K$. This invariant is related to evaluations of both the Jones and Alexander polynomials:

$$\det(K) = |J(-1; K)| = |\Delta(-1; K)| \quad (3.2)$$

In light of our discussion of several polynomial invariants predicting the longitude length $\ell$, we might suspect that $\det K$ can also predict $\ell$ successfully. However, this is not quite true, and there is a good reason that it should not be true: $\det K$ is an integer-valued invariant while $\ell$ is a continuum quantity. In the volume conjecture, there is a scaling limit which allows a continuum quantity to emerge from a sequence of quantum invariants, but there is no such limit for the determinant. The polynomial invariants allow a sort of fictitious scaling limit by evaluation at a sequence of points in the complex plane. In fact, the region of the complex plane which we found was relevant for the Jones polynomial in predicting $\ell$ was quite close to $t = -1$, slightly shifted into the positive imaginary half plane.

Nevertheless, it is surprisingly quite possible to predict $\ell$ using $\det K$. We found strong performance for the $\ell$ prediction task given $\det K$, $\tau$, or the three genus $g_3$. This bizarre result suggests yet another mysterious connection, but this time between the integer valued homology invariants and continuum hyperbolic invariants. Some portion of this correlation may be explained by the relationship we found before between the Jones polynomial and the $s$- or $\tau$-invariants. However, since the knot polynomials contain a great deal of information that is logically distinct from the more subtle homological invariants like $s$ or $\tau$, we cannot explain the integer invariant connection to hyperbolic invariants with only that relation.

### 3.4 Unsupervised learning

A potentially fruitful direction for future work involves unsupervised learning. In this work, we automated the supervised learning of a large number of knot invariants. However, this automation required selection of a small number of invariants on which to train, and the selection of an invariant to predict. We might instead have set up an unsupervised learning problem where we feed the entirety of the dataset into the machine and ask for interesting intrinsic correlations like cluster formation. This may require considerably more computational
power as well as an extended dataset to extract more robust correlations. We leave this to future work.
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A Running your own experiments and viewing results

The file “learn.py” in the linked repository [71] can be used to run your own experiments. It uses the KnotInfo dataset and the same neural network architecture that was used in the experiments described in this paper. To run an experiment, run the command python learn.py <num inputs> <inputs> <output>. For instance, to learn the hyperbolic volume from Jones polynomials, run the command learn.py 1 volume jones_polynomial_vector.

The program draw_output.py, along with the results text files, can be used to produce \LaTeX tables of desired results. Download the program and the results files and run the command python draw_output.py. The program will prompt you to answer questions about which results you want to view. The example below will produce a .tex and a .pdf file containing Table 2.

The results files, in plain text format, is included in the Github repository. The results for all the experiments can be found in results{*}.fin.txt, where {*} should be replaced by “one”, “two”, or “three”. The {*}_pruned.txt files contain results which have been pruned to ensure true correlation between the full input and the output. In other words, a two-input experiment \( A + B \rightarrow C \) will only survive pruning if its performance is improved when compared to the one-input experiments \( A \rightarrow C \) and \( B \rightarrow C \). The file results_x_high.txt are those pruned results whose accuracy is over 90%. Due to the small size of the dataset, and the fact that each experiment included in the results was only run once, you may find that the results of your own experiments differ from those in the results files. Training occasionally fails resulting in a low accuracy, when in reality the accuracy is high for the majority of runs.
| Input 1                          | Output    | Accuracy                | Mean/Mode                  | Number |
|---------------------------------|-----------|-------------------------|----------------------------|--------|
| conway polynomial vector        | volume    | 0.8998461019699341      | 0.7692073351767865         | 2970   |
| jones polynomial vector         | volume    | 0.957915108777278       | 0.7692073351767865         | 2970   |
| kauffman polynomial vector      | volume    | 0.8843623356506978      | 0.7692073351767865         | 2970   |
| homfly polynomial vector        | volume    | 0.8621613622952917      | 0.7692073351767865         | 2970   |
| alexander polynomial vector     | volume    | 0.918092352173835       | 0.7692073351767865         | 2970   |

Table 2: Example of output from the `draw_output` program.

```bash
user@path# python draw_output.py
Output file name?
my_test
How many inputs per experiment? Experiments can have either one, two, or three inputs
1
Minimum accuracy? From 0 to 1, minimum accuracy achieved by neural network.
0.5
Maximum accuracy?
1
Minimum number of knots? Minimum number of knots used in experiment. There are 2978 knots in total. Experiments with fewer that 100 knots are not run.
100
Maximum number of knots?
3000
Comma separated list of inputs (i.e. volume, alternating, quasipositive) or type [ALL] or [POLY]
POLY
Comma separated list of outputs or type [ALL]
volume
```

B Invariants

As this paper’s intended audience includes non-experts in knot theory, we briefly define the invariants used in our case studies.
**Alexander polynomial:** Historically the first knot polynomial, the Alexander polynomial is defined as
\[ \Delta(t; K) = \det(V - tV^T) , \] 
where \( V \) is a Seifert matrix of the knot. The Alexander polynomial enjoys the property that \( \Delta(t; K) = \Delta(t^{-1}; K) \). Half the degree of the Alexander polynomial supplies a lower bound for the three genus, which is the minimal genus of a Seifert surface for a knot. (See the description of the three genus below for more details.) Knot Floer homology [10] categorifies the Alexander polynomial.

**Conway polynomial:** The Conway polynomial \( \nabla(t; K) \) is a reparametrization of the Alexander polynomial:
\[ \Delta(t^2; K) = \nabla(t - t^{-1}; K) , \] 
where this relation holds up to multiplication by an overall power of \( t \). In terms of a Seifert matrix \( V \) of the knot \( K \),
\[ \nabla(t; K) = \det(t^{1/2}V - t^{-1/2}V^T) . \]

**Determinant:** The determinant of a knot is a three dimensional numerical invariant obtained from the Seifert matrix:
\[ \det(K) = |\det(V + V^T)| . \]

As stated in (3.2), the determinant can also be computed from the absolute value of evaluations of the Jones or Alexander polynomials at \(-1\).

**Epsilon:** As defined by Hom [12, 72], \( \varepsilon(K) \) is an invariant of knots derived from comparing a pair of maps \( F_\tau \) and \( G_\tau \) on certain subquotient complexes of the knot Floer chain complex \( CFK^\infty(K) \). The maps induced on homology by \( F_\tau \) and \( G_\tau \) cannot both be trivial, and \( \varepsilon(K) \) takes values in \{-1, 0, 1\} depending on which (or possibly both) of these two induced maps vanish.

If \( \varepsilon(K) \) vanishes, then so does \( \tau(K) \). Furthermore, for various classes of knots (e.g., Heegaard–Floer thin knots) the value of \( \varepsilon(K) \) is equal to the sign of \( \tau(K) \).

**HOMFLY-PT polynomial:** Consider the crossing and smoothings on a local region of a knot diagram as in Figure 8. Denoting the unknot by \( \bigcirc \), the HOMFLY-PT polynomial [4, 5] is determined by the skein relations:

I. \[ \alpha^{-1}P(\alpha, z; D^+) - \alpha P(\alpha, z; D^-) = zP(\alpha, z; D^0) ; \]
II. \( P(\alpha, z; \bigcirc) = 1 \).

The Jones and Alexander polynomials are specializations of the HOMFLY-PT polynomial:

\[
J(t; K) = P(\alpha = t, z = t^{1/2} - t^{-1/2}; K),
\]

\[
\Delta(t; K) = P(\alpha = 1, z = t^{1/2} - t^{-1/2}; K),
\]

where these relations hold up to an overall power of \( t \). Analogous to the Jones polynomial discussed below, by taking \( \alpha = t^N \), the HOMFLY-PT polynomial has an interpretation in \( SU(N) \) Chern–Simons theory \([3, 73]\).

**Figure 8**: Local crossing configurations in \( D^0, D^+, D^−, \) and \( D^\infty \).

**Jones polynomial**: The Jones polynomial has been defined in a number of equivalent ways, since its original definition by Jones in terms of von Neumann algebras. Here, we present a simple recursive definition due to Kauffman \([2]\).

Let \( D^0, D^+, \) and \( D^− \) be three oriented diagrams which are identical except near a single crossing, where they are configured as shown in Figure 8. Let \( \bigcirc \) denote a knot diagram with no crossings, and let \( D \sqcup \bigcirc \) denote a diagram consisting of the union of the diagram \( \bigcirc \) and a disjoint knot diagram \( D \).

The Jones polynomial then is a polynomial \( J(t; D) \) in the variable \( t \) which satisfies the following properties:

I. \( t^{-1}J(t; D^+) - tJ(t; D^-) = (t^{1/2} - t^{-1/2})J(t; D^0) \);

II. \( J(t; D \sqcup \bigcirc) = -(t^{-1/2} + t^{1/2})J(t; D) \);

III. \( J(t; \bigcirc) = 1 \).

Although defined in terms of a diagram \( D \) of \( K \), the resulting polynomial \( J(t; D) \) does not depend on the specific choice of \( D \), and hence we may refer to the Jones polynomial \( J(t; K) \) of the knot \( K \). Khovanov homology \([8]\) categorifies the Jones polynomial.
Witten [3] showed that the colored Jones polynomial is computed in Chern–Simons theory on a three manifold $\mathcal{M}$ as follows:

$$J_n(t; K) = \frac{\int [DA] e^{iS_{CS}[A]} W_n(K)}{\int [DA] e^{iS_{CS}[A]} W_n(\bigcirc)} , \quad \text{(B.7)}$$

where the Wilson loop operator computes the trace of the holonomy along a curve $\gamma$ in the $n$-dimensional representation of $SU(2)$:

$$W_n(\gamma) = \text{tr}_n \mathcal{P} \exp \left( i \oint_\gamma A \right) , \quad \text{(B.8)}$$

the Chern–Simons action is written in terms of a $\mathfrak{su}(2)$ valued gauge connection:

$$S_{CS}[A] = \frac{k}{4\pi} \int_{\mathcal{M}} \text{tr} \left( A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right) , \quad k \in \mathbb{Z}^+ , \quad \text{(B.9)}$$

and $t = e^{2\pi i/(k+2)}$. The theory is topological, i.e., independent of the metric on $\mathcal{M}$. Specializing to $n = 2$ recovers the Jones polynomial.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{knots.png}
\caption{Adding a +1 kink (left) or a −1 kink (right) to obtain the knots $K_+$ and $K_-$, respectively.}
\end{figure}

**Kauffman polynomial:** The Kauffman polynomial [74] is a two variable knot polynomial defined as

$$F(a, z; K) = a^{-w(D)} L(a, z; D) . \quad \text{(B.10)}$$

Here $w(D)$ is the writhe of a knot diagram $D$, which is the difference between the number of positive crossings and negative crossings, and (referencing Figure 8 with the orientations ignored) $L(a, z; D)$ is determined by skein relations:

I. $L(a, z; D_{\pm}) = a^{\pm 1} L(a, z; D)$ ;

II. $L(a, z; D^+) + L(a, z; D^-) = z(L(a, z; D^0) + L(a, z; D^\infty))$ ;

III. $L(a, z; \bigcirc) = 1$ .

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{kauffman.png}
\caption{The Kauffman polynomial.}
\end{figure}
Here, $D_\pm$ adds a $\pm 1$ kink to the diagram $D$ as in Figure 9. The Kauffman polynomial is invariant under type 2 and type 3 Reidemeister moves, which, respectively, move one loop completely over another and move a string completely over or under a crossing. The Jones polynomial is a specialization of the Kauffman polynomial:

$$J(t; K) = F(-t^{3/4}, t^{-1/4} + t^{1/4}; K).$$

The Kauffman polynomial has a definition in $SO(N)$ Chern–Simons theory [75].

**Longitude length:** A cusp of a hyperbolic knot $K$ is a neighborhood of the knot intersected with the knot complement $S^3 \setminus K$. Such a neighborhood can be obtained as the image of a horoball $H$ in the hyperbolic 3-space $\mathbb{H}^3$ under the universal cover $\rho: \mathbb{H}^3 \to S^3 \setminus K$. For such a horoball $H \subset \mathbb{H}^3$, the preimage $\rho^{-1}(\rho(H))$ will be a family of horoballs, and by increasing the size of $H$, we can arrange for these horoballs to be tangent to each other with disjoint interiors. In this case the image $\rho(H) \subset S^3 \setminus K$ is the maximal cusp of $S^3 \setminus K$.

The boundary of a cusp is the torus $T^2$, which has a meridian and a longitude. The lengths of geodesic representatives of these curves are invariants of $K$. The maximum longitude length is $5c(K) - 6$, where $c(K)$ is the crossing number of the knot [76].

**Ozsváth–Szabó $\tau$-invariant:** Any knot $K \subset S^3$ defines a filtration on the Heegaard–Floer chain complex $\widehat{CF}(S^3)$ of $S^3$ (see [10] for the definition of $\widehat{CF}(S^3)$ and [56] or [77] for a definition of the filtration induced by $K$). If $\mathcal{F}_m(K)$ is the level-$m$ subcomplex induced by the filtration, then the inclusion $i_m: \mathcal{F}_m(K) \hookrightarrow \widehat{CF}(S^3)$ induces a map $(i_m)_*: H(\mathcal{F}_m(K)) \to \widehat{HF}(S^3)$ on the homology of these chain complexes. The Ozsváth–Szabó $\tau$-invariant $\tau(K)$ of $K$ is defined to be the minimum integer $m$ for which the map $(i_m)_*$ is nontrivial. The absolute value of $\tau$ gives a lower bound on the slice genus of a knot.

**Rasmussen $s$-invariant:** In [78], Lee defined a filtered chain complex associated to a knot diagram $D$, by perturbing the differential of the Khovanov chain complex of $D$. Lee proved that for a knot $K$ the resulting homology always has rank 2, and Rasmussen proved that this homology is always supported in grading $s \pm 1$, where $s = s(K)$ is an invariant of $K$, called the Rasmussen $s$-invariant. The absolute value of $s$ gives a lower bound on two times the slice genus of a knot.

**Three genus:** Every knot $K \subset S^3$ can be expressed as the boundary $K = \partial F$ for some compact, orientable, embedded surface $F \subset S^3$. Such a surface $F$ is called a Seifert surface for $K$, and the minimal genus $g_3$ among all Seifert surfaces for $K$ is called the three genus (or Seifert genus) of $K$. 


Given a Seifert surface $F$ for $K$ of genus $g$, the corresponding Seifert matrix $V$ is a $2g \times 2g$ matrix whose elements are the linking numbers between cycles $a_i$ that are elements of a basis of $H_1(F)$ and their pushoffs $a_i^+$; i.e., the entries of $V$ are given by $v_{ij} = \text{lk}(a_i, a_j^+)$. This matrix can be used to define the Alexander and Conway polynomials as well as the determinant of a knot.

**Turaev genus:** Given a diagram $D$ of a knot $K$, Turaev [51] described an algorithm for constructing a closed, orientable, unknotted surface $F(D) \subset S^3$ — called the Turaev surface of $D$ — on which $D$ sits as an alternating diagram. In particular, if $D$ is an alternating diagram then $F(D)$ is a two-sphere in $S^3$. The minimal genus of $F(D)$ over all diagrams $D$ of a knot $K$ is called the Turaev genus of $K$, and is denoted by $g_T(K)$. A knot $K$ is alternating if and only if its Turaev genus is zero.

If $J(t; K)$ is the Jones polynomial of $K$, let $\text{span}(J(t; K))$ denote the difference between the largest and smallest exponents on nonzero monomials in $J(t; K)$, and let $c(K)$ denote the crossing number of $K$ (i.e., the minimal number of crossings in any diagram of $K$). Then Turaev [51] proved that the $g_T(K)$ satisfies the following

$$\text{span}(J(t; K)) \leq c(K) - g_T(K).$$  \hspace{1cm} (B.12)

**Other invariants:** The other 41 invariants we have investigated are tabulated below. The initial experiments used the data complied in KnotInfo [50] for knots up to 12 crossings. Invariants for knots up to 16 crossings in the expanded dataset were computed using SnapPy [79]. Real invariants are in bold. Boolean invariants are italicized.

| arc index | bridge index | Nakanishi index | tunnel number | Arf invariant | smooth 4d crosscap number | topological concordance crosscap number | topological concordance order | double slice genus | signature | meridian length | fibered | quasi-alternating | quasipositive | braid index | crosscap number | super bridge index | unknotting number | 3d clasp number | topological 4d crosscap number | smooth concordance order | smooth concordance genus | smooth four genus $g$ | $L$-space | volume | almost alternating | positive braid | strongly quasipositive | braid length | Morse–Novikov number | Thurston–Bennequin number | width | 4d clasp number | smooth concordance crosscap number | algebraic concordance order | topological concordance genus | topological four genus | Chern–Simons invariant | alternating | adequate | positive |
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