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Figure 1: We represent the body in motion with a set of markers on the body surface. Provided a time sequence of markers (white) from the past, our method predicts diverse and realistic 3D body motions, as well as markers (orange), in the near future.

Abstract

A key step towards understanding human behavior is the prediction of 3D human motion. Successful solutions have many applications in human tracking, HCI, and graphics. Most previous work focuses on predicting a time series of future 3D joint locations given a sequence 3D joints from the past. This Euclidean formulation generally works better than predicting pose in terms of joint rotations. Body joint locations, however, do not fully constrain 3D human pose, leaving degrees of freedom (like rotation about a limb) undefined, making it hard to animate a realistic human from only the joints. Note that the 3D joints can be viewed as a sparse point cloud. Thus the problem of human motion prediction can be seen as a problem of point cloud prediction. With this observation, we instead predict a sparse set of locations on the body surface that correspond to motion capture markers. Given such markers, we fit a parametric body model to recover the 3D body shape and pose of the person. These sparse surface markers also carry detailed information about human movement that is not present in the joints, increasing the naturalness of the predicted motions. Using the AMASS dataset, we train MOJO (More than Our JOints), which is a novel variational autoencoder with a latent DCT space that generates motions from latent frequencies. MOJO preserves the full temporal resolution of the input motion, and sampling from the latent frequencies explicitly introduces high-frequency components into the generated motion. We note that motion prediction methods accumulate errors over time, resulting in joints or markers that diverge from true human bodies. To address this, we exploit the body model and fit SMPL-X to the predictions at each time step, projecting the solution back onto the space of valid bodies. These valid markers are then propagated in time. Quantitative and qualitative experiments show that our approach produces state-of-the-art results and realistic 3D body animations. The code is available for research purposes at \url{https://yz-cnsdqz.github.io/MOJO/MOJO.html}
1. Introduction

Human motion prediction has been extensively studied as a way to understand and model human behavior. Provided the recent past motion of a person, the goal is to predict either a deterministic or diverse set of plausible motions in the near future. While useful for animation, AR, and VR, predicting human movement is much more valuable because it means we have a model of how people move. Such a model is useful for applications in sports [57], pedestrian tracking [45], smart user interfaces [52], robotics [31] and more. While this is a variant of the well-studied time-series prediction problem, most existing methods are still not able to produce realistic 3D body motion.

To address the gap in realism, we make several novel contributions but start with a few observations. First, most existing methods for 3D motion prediction treat the body as a skeleton and predict a small set of 3D joints. While some methods represent the skeleton in terms of joint angles, the most accurate methods simply predict the 3D joint locations in Euclidean space. Second, given a sparse set of joint locations, animating a full 3D body is ambiguous because important degrees of freedom are not modeled, e.g. rotation about limb axes. Third, most papers show qualitative results by rendering the skeletons and these typically look fine to the human eye. We will show, however, that, as time progresses, the skeletons can become less and less human in proportion so that, at the end of the sequence, the skeleton rarely corresponds to a valid human body. Fourth, the joints of the body cannot capture the nuanced details of how the surface of the body moves, limiting realism of any resulting animation.

Given that a key goal of these methods is to animate human bodies, our observations are troubling. By addressing them, we provide a solution, called MOJO (More than Our Joints), for realistic 3D body motion prediction that coherently incorporates a novel representation of the body in motion, a novel motion generative network, and a novel scheme for 3D body mesh recovery.

First, the set of 3D joints predicted by existing methods can be viewed as a sparse point cloud. In this light, existing human motion prediction methods perform point cloud prediction. Thus, we are free to choose a different point cloud that better satisfies the ultimate goal of animating bodies. Specifically, we model the body with a sparse set of surface markers corresponding to those used in motion capture (mocap) systems. We simply swap one type of sparse point cloud for another, but, as we will show, predicting surface markers has key advantages. For example, there exist methods to fit a SMPL body model [33] to such makers, producing realistic animations [32, 34]. Consequently this shift to predicting markers enables us to (1) leverage a powerful statistical body shape model to improve results, (2) immediately gives us realistic animations, (3) provides an output representation that can be used in many applications.

Second, to model fine-grained and high-frequency interactions between markers, we design a conditional variational autoencoder (CVAE) with a latent cosine space. It not only performs stochastic motion prediction, but also improves motion realism by incorporating high-frequency motion details. Compared to most existing methods that encode motion with a single vector (e.g. the last hidden state of an RNN), our model preserves full temporal resolution of the sequence, and decomposes motion into independent frequency bands in the latent space via a discrete cosine transform (DCT). Based on the energy compaction property of the DCT [3, 43], we train our CVAE with a robust Kullback–Leibler divergence (KLD) term [58], creating an implicit latent prior that carries most of the information at low frequency bands. To sample from this implicit latent prior, we employ diversifying latent flows (DLows) [55] in low-frequency bands to produce informative features, and from the standard normal distribution in high-frequency bands to produce white noise. Pieces of information from various frequencies are then fused to compose the output motion.

Third, in the testing phase, we propose a recursive projection scheme supported by our marker-based representation, in order to retain natural body shape and pose throughout the sequence. We regard the valid body space as a low-dimensional manifold in the Euclidean space of markers. When the CVAE decoder makes a prediction step, the predicted markers tend to leave this manifold because of error accumulation. Therefore, after each step we project the predicted markers back to the valid body manifold, by fitting an expressive SMPL-X [39] body mesh to the markers. On the fitted body, we know the true marker locations and pass these to the next stage of the RNN, effectively denoising the markers at each time instant. Besides keeping the solution valid, the recursive projection scheme directly yields body model parameters and hence realistic body meshes.

We exploit the AMASS [34] dataset for evaluation, as well as Human3.6M [25] and HumanEva-I [46] to compare our methods with the state-of-the-art in stochastic motion prediction. We show that our models with the latent DCT space outperform state-of-the-art, and the recursive projection scheme effectively eliminates unrealistic body deformation. We also evaluate realism of the generated motion with a foot skating measure and a perceptual user study. Finally, we compare our solution with a traditional pipeline, which first predicts 3D joints and then fits a body to the joints. We find that they are comparable w.r.t. prediction diversity and accuracies, but the traditional pipeline has a risk to fail due to bone deformation.

Contributions. In summary, our contributions are: (1) We propose a marker-based representation for bodies in motion, which provides more constraints than the body skele-
tion accuracy, Mao et al. [35], Cui et al. [13], Li et al. [29]. To improve predictions, several methods use graph convolutional networks to process the frequency components, whereas others use a graph to capture interaction between joints. Askan et al. [6] propose a structured network layer to represent the body joints according to a kinematic tree. Despite their effectiveness, the skeletal bone lengths can vary during motion. To alleviate this issue, Hernandez et al. [22] use a training loss to penalize bone length variations. Gui et al. [17] design a geodesic loss and two discriminators to keep the predicted motion human-like over time. To remove the influence of body shape, Pavllo et al. [40, 41] use quaternion-based joint rotations to represent the body pose. When predicting the global motion, a walking path is first produced and the pose sequence is then generated. Zhang et al. [58] represent the body in motion by the 3D global translation and the joint rotations following the SMPL kinematic tree [33]. When animating a body mesh, a constant body shape is added during testing. Although a constant body shape is preserved, foot skating frequently occurs due to the inconsistent relation between the body pose, the body shape and the global translation.

**MOJO in context.** Our solution not only improves stochastic motion prediction over the state-of-the-art, but also directly produces diverse future motions of realistic 3D bodies. Specifically, our latent DCT space represents motion with different frequencies, rather than a single vector in the latent space. We find that generating motions from different frequency bands significantly improves diversity while retaining accuracy. Additionally, compared to previous skeleton-based body representations, we propose to use markers on the body surface to provide more constraints on the body shape and DoFs. This marker-based representation enables us to design an efficient recursive projection scheme by fitting SMPL-X [39] at each prediction step. In contrast to previous methods, with special losses or discriminators, our solution works during the testing phase, and hence does not suffer from the domain gap problem. More recently, Weng et al. [50, 51] propose to first forecast future LiDAR point clouds and then detect-and-track 3D objects from the predicted point clouds. Despite a similar idea with MOJO, they focus on autonomous driving, and do not address articulate and complex human movements.

### 3. Method

#### 3.1. Preliminaries

**SMPL-X body mesh model [39].** Given a compact set of body parameters, SMPL-X produces a realistic body mesh including face and hand details. In our work, the body parameter set \( \Theta \) includes the global translation \( t \in \mathbb{R}^3 \), the global orientation \( R \in \mathbb{R}^6 \) w.r.t. the continuous representation \([59]\), the body shape \( \beta \in \mathbb{R}^{10} \), the body pose \( \theta^b \in \mathbb{R}^{32} \) in the VPoser latent space [39], and the hand pose \( \theta^h \in \mathbb{R}^{24} \) in the MANO [44] PCA space. We denote a SMPL-X mesh as \( \mathcal{M}(\Theta) \), which has a fixed topology with 10,475 vertices.
Diversifying latent flows (DLow) [55]. The entire DLow method comprises a CVAE to predict future motions, and a network \( Q \) that takes the condition sequence as input and transforms a sample \( \varepsilon \sim \mathcal{N}(0, I) \) to \( K \) diverse places in the latent space. To train the CVAE, the loss consists of a frame-wise reconstruction term, a term to penalize the difference between the last input frame and the first predicted frame, and a KLD term. Training the network \( Q \) requires a pre-trained CVAE decoder, and its training loss encourages one generated motion to reconstruct the ground truth, and also encourages the diversity of all generated motions.

3.2. Human Motion Representation

Most existing methods use 3D joint locations or rotations to represent the body in motion. This results in ambiguities in recovering the full shape and pose [9, 39]. To obtain more constraints on the body, while preserving efficiency, we represent bodies in motion with markers on the body surface. Inspired by modern mocap systems, we follow the marker placement of the CMU mocap dataset [1], and select 41 vertices on the SMPL-X body mesh, which are illustrated in Fig. 2.

In addition, we use 3D locations in Euclidean space to describe these markers. Compared to representing the body with the global translation and the local pose, like in [41, 58], such a location-based representation naturally couples the global body translation and the local pose variation, and hence is less prone to motion artifacts like foot skating, which are caused by the mismatch between the global movement, the pose variation, and the body shape.

Therefore, in each frame the body is represented by a 123-D feature vector, i.e. the concatenation of the 3D locations of these 41 markers, and the motion is represented by a time sequence of such vectors. We denote the input sequence to the model as \( X := \{x_t\}_{t=0}^M \), and a predicted future sequence from the model as \( Y := \{y_t\}_{t=0}^N \), which has \( y_0 = x_{M+1} \). With fitting algorithms like Mosh and Mosh++ [32, 34], it is much easier to recover 3D bodies from markers than from joints.

3.3. Motion Generator with Latent Frequencies

For a real human body, the motion granularity usually corresponds to the motion frequency because of the underlying locomotor system. For example, the frequency of waving hands is usually much higher than the frequency of a jogging gait. Therefore, we design a network with multiple frequency bands in the latent space, so as to better represent interactions between markers on the body surface and to model motions at different granularity levels.

Architectures. Our model is visualized in Fig. 3, which is designed according to the CVAE in the DLow method [55]. The encoder with a GRU [12] preserves full temporal resolution of the input. Then, the motion information is decomposed onto multiple frequency bands via DCT. At individual frequency bands, we use the re-parameterization trick [26] to introduce randomness, and then use inverse DCT to convert the motion back to the temporal domain. To improve temporal smoothness and eliminate the first-frame jump reported in [36], we use residual connections at the output. We note that the CVAE in the DLow method, which does not have residual connections but has a loss to penalize the jump artifact, is not effective to produce smooth and realistic motions in terms of markers. A visualization of this latent DCT space is shown in the appendix.

Training with robust Kullback-Leibler divergence. Our training loss comprises three terms for frame-wise reconstruction, frame-wise velocity reconstruction, and latent distribution regularization, respectively. The formula is given by

\[
\mathcal{L} = \mathbb{E}_Y [||Y - Y^{rec}||] + \alpha \mathbb{E}_Y [||\Delta Y - \Delta Y^{rec}||] + \Psi(KLD(q(Z|X,Y)||\mathcal{N}(0,I))),
\]

in which the operation \( \Delta \) is to compute the time difference, \( q(\cdot|\cdot) \) denotes the inference posterior (the encoder), \( Z \) denotes the latent frequency components, and \( \alpha \) is a loss

Figure 2: Illustration of our marker setting. The markers are denoted by 3D spheres attached to the SMPL-X body surface. From left to right: the front view, the back view and the top view.
weight. We find the velocity reconstruction term can further improve temporal smoothness.

Noticing our distribution regularization term is given by the robust KLD $[58]$ with $\Psi(s) = \sqrt{1 + s^2} - 1$ $[11]$, which defines an implicit latent prior different from the standard normal distribution. During optimization, the gradients to update the entire $K$ latent term become smaller when the divergence from $\mathcal{N}(0, I)$ becomes smaller. Thus, it expects the inference posterior to carry information, and prevents posterior collapse. More importantly, this term is highly suitable for our latent DCT space. According to the energy compaction property of DCT $[3, 43]$, we expect that the latent prior deviates from $\mathcal{N}(0, I)$ at low-frequency bands to carry information, but equals to $\mathcal{N}(0, I)$ at high-frequency bands to produce white noise. We let such robust KLD term determine which frequency bands to carry information automatically. Detailed analysis on the robust KLD term is in the appendix.

**Sampling from the latent DCT space.** Since our latent prior is implicit, sampling from the latent space is not as straightforward as sampling from the standard normal distribution, like for most VAEs. Due to the DCT nature, we are aware that motion information is concentrated at low-frequency bands, and hence we directly explore these informative low-frequency bands using the network $Q$ in DLow $[55]$.

Specifically, we use $\{Q_w\}_{w=1}^L$ to sample from the lowest $L$ frequency bands, and sample from $\mathcal{N}(0, I)$ from $L + 1$ to the highest frequency bands. Since the cosine basis is orthonormal and individual frequency bands carry independent information, these $L$ DLow models do not share parameters, but are jointly trained with the same losses as in $[55]$, as well as the decoder of our CVAE with the latent DCT space. Our sampling approach is illustrated in Fig. 4. The influence of the threshold $L$ is investigated in Sec. 4 and in the appendix.

![Figure 4: Illustration of our sampling scheme to generate $K$ different sequences. $Q_w$ denotes the network to produce the latent transformation $T_w$ at the frequency band $w$. The red arrows denote the sampling operation.](image)

**3.4. Recursive Projection to the Valid Body Space**

Our generative model produces diverse motions in terms of marker location variations. Due to RNN accumulation error, predicted markers can gradually deviate from a valid 3D body, resulting in e.g. flattened heads and twisted torsos. Existing methods with new losses or discriminators $[22, 17, 27]$ can alleviate this problem, but may unpredictably fail due to the train-test domain gap.

Instead, we exploit the fact that valid bodies lie on a low-dimensional manifold in the Euclidean space of markers. Whenever the RNN performs a prediction step, the solution tends to leave this manifold. Therefore, at each prediction step, we project the predicted markers back to that manifold, by fitting a SMPL-X body mesh to the predicted markers. Since markers provide rich body constraints, such fitting process can be performed efficiently. Our recursive projection scheme is illustrated in Fig. 5.

Following the work of Mosh $[32]$ and Mosh++ $[34]$, the fitting is optimization-based, and consists of three stages: (1) optimizing the global configurations $t$ and $R$, (2) additionally optimizing the body pose $\theta$, and (3) additionally optimizing the hand pose $\theta^h$. At each time step $t$, we use the previous fitted result to initialize the current optimization process, so that the optimum can be reached with a small number of iterations. The loss of our optimization-based fitting at time $t$ is given by

$$
\mathcal{L}_f(\Theta_t) := |V_{M(\Theta_t)} - y_t^{\text{pred}}|^2 + \lambda_1 |\theta_t|^2 + \lambda_2 |\theta^h_t|^2,
$$

in which $\lambda$s are the loss weights, $V$ denotes the corresponding 41 markers on the SMPL-X body mesh, and $y_t^{\text{pred}}$ denotes the markers predicted by the CVAE decoder. From our recursive projection scheme, we not only obtain regularized markers, but also realistic 3D bodies as well as their characteristic parameters.

**4. Experiment**

**4.1. Datasets**

We exploit the AMASS $[34]$ dataset. Specifically, we train the models on the combination of CMU $[1]$ and MPI.

$^2$Please see more details in the appendix.
HDM05 [37], and test models on ACCAD [2] and BML-handball [21, 20], respectively. The CMU dataset contains 551.56 minutes of motions from 106 subjects, and the MPI HDM05 dataset contains 144.54 minutes of motions from 4 subjects. The ACCAD dataset contains 26.74 minutes of motions from 20 subjects, including walking, running, kicking, and other coarse-grained actions. The BML-handball dataset contains 101.98 minutes of hand ball playing from 10 subjects, in which most motions are fine-grained such as waving and picking up objects. To unify the sequence length and world coordinates, we canonicalize AMASS as follows: First, we trim the original sequences into 480-frame (4-second) subsequences, and downsample them from 120fps to 15fps. The condition sequence $X$ contains 15 frames (1s) and the future sequence $Y$ contains 45 frames (3s). Second, we unify the world coordinates as in [58]. For each subsequence, we reset the world coordinate to the SMPL-X [39] body mesh in the first frame: The $X$-axis is the horizontal component of the direction from the left hip to the right hip, the $Z$-axis is the negative direction of gravity, and the $Y$-axis is pointing forward. The origin is set to its global translation.

To fairly compare our method with state-of-the-art stochastic motion prediction methods, we additionally perform skeleton-based motion prediction on the Human3.6M dataset [25] and the HumanEva-I dataset [46], following the experimental setting of Yuan et al. [55]. On Human3.6M we use the 17-joint skeleton, perform training on subjects (S1, S5, S6, S7, S8), and perform testing on (S9 and S11). The condition sequence $X$ has 25 frames (0.5s), and the predicted sequence $Y$ has 100 frames (2s). On HumanEva-I we use a 15-joint skeleton. The condition sequence $X$ has 15 frames (0.25s), and the predicted sequence $Y$ has 60 frames (1s).

4.2. Baselines

For fair comparison with state-of-the-art on Human3.6M and HumanEva-I, we use the same setting of the CVAE in DLow [55], except that we add our latent DCT space into the model and train it with the robust KLD term. For sampling, we follow the procedures demonstrated in Sec. 3.3, applying a set of DLow models $\{Q_w\}$ on the lowest $L$ bands. We denote this modified model as ‘VAE+DCT+$L$', which is used to verify the effectiveness of the latent DCT space. Absence of the suffix ‘+$L'$ indicates sampling from $\mathcal{N}(0, I)$ at all frequency bands.

Our MOJO solution works on markers. Since it has several components, we denote ‘MOJO-DCT' as the model without DCT, but with the same latent space as the CVAE in DLow. We also denote ‘MOJO-proj' as the model without the recursive projection scheme. Moreover, we use ‘MOJO w. J.’ to denote a traditional pipeline, which first predicts joints and then fits the body mesh to the predicted joints. Its generative model architecture is identical to MOJO.

4.3. Evaluation on Stochastic Motion Prediction

4.3.1 Metrics

Diversity. We use the same diversity measure as [55], which is the average pair-wise distances between all generated sequences.

Prediction accuracy. Same as [55], we use the average distance error (ADE) and the final distance error (FDE) to measure the minimum distance between the generated motion and the ground truth, w.r.t. frame-wise difference and the final frame difference, respectively. Additionally, we use MMMADE and MMFED to evaluate prediction accuracy when the input sequence slightly changes.

Motion Frequency. Similar to [22], we compute the frequency spectra entropy (FSE) to measure motion frequency in the Fourier domain, which is given by the averaged spectra entropy minus the ground truth. Therefore, a higher value indicates the generated motions contain more motion details. Note that high frequency can also indicate noise, and hence this metric is jointly considered with the prediction accuracy.

4.3.2 Results

In the following experiments, we generate 50 different future sequences based on each input sequence, as in [55].

Skeleton-based motion prediction. The results are shown in Tab. 1. We can see that our latent DCT space improves on the state-of-the-art. Specifically, the diversity is improved by a large margin, while the prediction accuracies are comparably better than the baseline. Note that direct sampling from the standard normal distribution does not exploit the advantage of the latent DCT space effectively, since the information at low-frequency bands is ignored. Moreover, the diversity increases sublinearly as DLow is applied on more low-frequency bands, which indicates a lower-frequency band carries more information than a higher-frequency band. This fits the energy compaction property of DCT.

Marker-based motion representation. Here we measure the motion frequency w.r.t. FSE, in addition to the diversity and the prediction accuracy. The model ‘MOJO-DCT-proj’ has a latent dimension of 128. However, ‘MOJO-proj’ suffers from overfitting with the same latent dimension, and hence we set its latent dimension to 16. We use these dimensions in all following experiments. According to Tab. 1, we employ DLow on the 20% (i.e. the first 9) lowest frequency bands. The results are shown in Tab. 2. Similar to
Table 1: Comparison between our method and state-of-the-art. The symbol ↓ (or ↑) denotes the results the higher (or lower) the better. Best results are in boldface.

| Method              | Human3.6M [25] | HumanEva-I [46] |
|---------------------|----------------|-----------------|
|                     | Diversity↑ | ADE↓ | FDE↓ | MMAD↑ | MMFDE↓ | Diversity↑ | ADE↓ | FDE↓ | MMAD↑ | MMFDE↓ |
| Pose-Knows [48]     | 6.723    | 0.461 | 0.560 | 0.522 | 0.569   | 2.308     | 0.269 | 0.296 | 0.384 | 0.375   |
| MT-VAE [53]         | 0.403    | 0.457 | 0.595 | 0.716 | 0.883   | 0.021     | 0.345 | 0.403 | 0.518 | 0.577   |
| HP-GAN [7]          | 7.214    | 0.858 | 0.867 | 0.847 | 0.858   | 1.139     | 0.772 | 0.749 | 0.776 | 0.769   |
| Best-of-Many [8]    | 6.265    | 0.448 | 0.533 | 0.514 | 0.544   | 2.846     | 0.271 | 0.296 | 0.384 | 0.375   |
| GMVAE [14]          | 6.769    | 0.461 | 0.555 | 0.524 | 0.566   | 2.443     | 0.305 | 0.345 | 0.408 | 0.410   |
| DeLiGAN [19]        | 6.509    | 0.483 | 0.534 | 0.520 | 0.545   | 2.177     | 0.306 | 0.322 | 0.385 | 0.371   |
| DSF [54]            | 9.330    | 0.493 | 0.577 | 0.555 | 0.524   | 4.538     | 0.273 | 0.290 | 0.364 | 0.340   |
| DLow [55]           | 11.730   | 0.425 | 0.518 | 0.495 | 0.532   | 4.849     | 0.246 | 0.265 | 0.360 | 0.340   |
| VAE+DCT             | 3.462    | 0.429 | 0.545 | 0.525 | 0.581   | 0.966     | 0.249 | 0.296 | 0.412 | 0.445   |
| VAE+DCT+5           | 12.579   | 0.412 | 0.514 | 0.497 | 0.538   | 4.181     | 0.234 | 0.244 | 0.369 | 0.347   |
| VAE+DCT+20          | 15.920   | 0.416 | 0.522 | 0.502 | 0.546   | 6.266     | 0.239 | 0.253 | 0.371 | 0.345   |

Tab. 1, the model with DCT has consistently better performance. Noticeably, higher motion frequency indicates that generated motions contain more details, and hence are more realistic.

4.4. Evaluation on Motion Realism

4.4.1 Metrics

**Rigid body deformation.** We measure the markers on the head, the upper torso and the lower torso, respectively. Specifically, according to CMU [1], we measure (‘LFHD’, ‘RFHD’, ‘RBHD’, ‘LBHD’) for the head, (‘RSHO’, ‘LSHO’, ‘CLA V’, ‘C7’) for the upper torso, and (‘RFWT’, ‘LFWT’, ‘LBWT’, ‘RBWT’) for the lower torso. The deformation is evaluated by the variations of pairwise L2 distances of markers. For each rigid body part $P$, the deformation score is calculated by

$$s_d(P) = E_Y \left[ \sum_{(i,j) \in P} \sigma_t(|v^t_i - v^t_j|^2) \right],$$

(3)

in which $v^t_i$ denotes the location of the marker $i$ at time $t$, $\sigma_t$ denotes the standard deviation along the time dimension, and $E_Y[\cdot]$ denotes averaging the scores of different predicted sequences.

**Foot skating ratio.** Foot skating is measured based on the two markers on the feet calcaneus (‘LHEE’ and ‘RHEE’ in CMU [1]). We regard that foot skating occurs, when both foot markers are close enough to the ground and simultaneously exceed a speed limit. In our trials, the distance-to-ground threshold is 5cm, and the speed threshold is 5mm between two consecutive frames (i.e. 75mm/s). We report the averaged ratio of frames with foot skating.

**Perceptual score.** We render the generated body meshes as well as the ground truth, and perform a perceptual study on Amazon Mechanical Turk. Subjects see a motion sequence and the statement “The human motion is natural and realistic.” They evaluate this on a six-point Likert scale from ‘strongly disagree’ (1) to ‘strongly agree’ (6). Each individual video is rated by three subjects. We report mean values and standard deviations for each method and each dataset.

4.4.2 Results

In the following experiments, we randomly choose 60 different sequences from ACCAD and BMLhandball, respectively. Based on each sequence, we generate 15 future sequences.

**Rigid body deformation.** The results are shown in Tab. 3. With the standard RNN inference, we can see that ‘MOJO-proj’ outperforms ‘MOJO-DCT-proj’ consistently, which...
Table 2: Comparison between generative models for predicting marker-based motions. Best results of each model are in boldface. The FSE scores are in the scale of $10^{-3}$.

| Method            | Diversity↑ | ADE↓   | FDE↓   | MMADE↓ | MMFDE↓ | FSE↑ |
|-------------------|------------|--------|--------|--------|--------|------|
| MOJO-DCT           | 25.349     | 1.991  | 3.216  | 2.059  | 3.254  | 0.4  |
| MOJO-proj          | 28.886     | 1.993  | 3.141  | 2.042  | 3.202  | 1.2  |
| MOJO-DCT-proj      | 23.504     | 1.608  | 1.914  | 1.628  | 1.919  | 0.0  |
| MOJO-proj          | 23.660     | 1.528  | 1.848  | 1.550  | 1.847  | 0.4  |

Table 3: Evaluation on rigid part deformation in motion. All scores are in the scale of $10^{-3}$, and the lower the better. Best results are in boldface.

| Method | ACCAD [2] | BMLHandball [21, 20] |
|--------|-----------|----------------------|
| MOJO-DCT | 76.3      | 102.2 99.4 86.0 105.3 83.3 |
| MOJO-proj | 70.3      | 80.7 76.7 68.3 77.7 63.2 |
| MOJO-DCT | 1.32      | 34.0 6.97 1.32 43.1 6.97 |
| MOJO-proj | 1.30      | 32.7 6.76 1.40 44.3 7.64 |

Table 4: Comparison between methods w.r.t. foot skating. Best results are in boldface.

| Method | ACCAD [2] | BMLHandball [21, 20] |
|--------|-----------|----------------------|
| MOJO-DCT | 0.341     | 0.077                |
| MOJO-proj | 0.278     | 0.066                |
| ground truth | 0.067   | 0.002                |

Table 5: Perceptual scores from the user study. Best results of each model are in boldface. Note that the score ranges from 1 to 6.

| Method | ACCAD [2] | BMLHandball [21, 20] |
|--------|-----------|----------------------|
| MOJO-DCT | 4.15±1.38 | 4.00±1.26            |
| MOJO-proj | 4.07±1.31 | 4.17±1.23            |
| ground truth | 4.82±1.08 | 4.83±1.05            |

Figure 7: Fitting a character to predicted joints. From left to right: The first predicted frame, the middle frame, and the last frame.

DCT latent space is more easily perceived in BMLHandball.

Motion visualization. Figure 6 shows some generated 3D body motions. We can see that motions generated by MOJO contains finer-grained body movements.

4.5. Markers vs Joints

To investigate the benefits of our MOJO solution, here we compare it with its counterpart traditional pipeline MOJO w. J., which is trained with the SMPL [33] joint locations from CMU and MPI HDM05. Thereafter, the ground truth body mesh is fitted to the predicted joints.

For performance evaluation, we re-calculate the diversity and prediction accuracy metrics w.r.t. the joint locations. Also, we measure the bone deformation (BDF) of the eight limb bones, according to Eq. (3) working on joints. For the results from MOJO, we retrieve the corresponding SMPL joints from the SMPL-X body mesh for fair comparison.

We randomly choose 60 sequences from each test set and generate 50 future motions based on each sequence. Results are presented in Tab. 6. We can see their performance is comparable. However, MOJO w. J. can lead to bone deformation, making it fail to fit a character to the joints. Figure 7 shows such an example. At the last predicted frame, the character cannot be fitted in due to unrealistic bone lengths (notice the right calf bone).

5. Conclusion

In this paper, we propose a new method, MOJO, to predict diverse plausible motions of 3D bodies. Instead of using joints to represent the body, MOJO uses a sparse set of markers on the body surface, which provides more
constraints and hence benefits 3D body recovery. To better model interactions between markers, MOJO has a new CVAE that represents motion with multiple latent frequencies, in contrast to most existing methods that encode a motion into a single feature vector. To produce valid bodies in motion, MOJO uses a recursive projection scheme at test time. Compared to existing methods with new losses or discriminators, MOJO significantly eliminates rigid body deformation, and does not suffer from domain gap.

Nevertheless, MOJO has some limitations to improve in the future. For example, the recursive projection scheme slows down the inference process, although it is already much faster than MoSh or MoSh++ [32, 34]. Also, the motion realism is still not comparable with the ground truth (see Tab. 4 and Tab. 5), indicating room to improve. Moreover, we will explore the performance of MOJO on other marker settings, or even real markers from mocap data.
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Appendix

A. More Analysis on the Latent DCT Space

Analysis on the latent space dimension. First, we use Human3.6M to analyze the latent DCT space, with joint locations to represent the human body in motion. Tab. S1 shows the performance under various settings. Similar to Tab. 1, as DLow is applied on more frequency bands, the diversity consistently grows, and the motion prediction accuracies are stable. Noticeably, VAE+DCT with a 32d latent space outperforms the baseline [55] (see Tab. 1), indicating that our latent DCT space has better representation power.

| Method               | Diversity | ADE   | FDE   | MMADE | MMFDE |
|----------------------|-----------|-------|-------|-------|-------|
| (32d)VAE+DCT        | 3.405     | 0.432 | 0.544 | 0.533 | 0.589 |
| (32d)VAE+DCT+1      | 7.085     | 0.419 | 0.514 | 0.515 | 0.547 |
| (32d)VAE+DCT+5      | 12.007    | 0.415 | 0.510 | 0.505 | 0.542 |
| (32d)VAE+DCT+10     | 13.103    | 0.417 | 0.513 | 0.507 | 0.544 |
| (32d)VAE+DCT+20     | 14.642    | 0.418 | 0.516 | 0.510 | 0.548 |
| (64d)VAE+DCT        | 3.463     | 0.429 | 0.544 | 0.532 | 0.587 |
| (64d)VAE+DCT+1      | 7.254     | 0.417 | 0.514 | 0.513 | 0.547 |
| (64d)VAE+DCT+5      | 12.554    | 0.413 | 0.510 | 0.504 | 0.540 |
| (64d)VAE+DCT+10     | 14.233    | 0.414 | 0.514 | 0.506 | 0.546 |
| (64d)VAE+DCT+20     | 15.462    | 0.416 | 0.517 | 0.508 | 0.548 |

Table S1: Model performances with different latent dimensions and number of frequency bands with DLow on the Human3.6M dataset. Best results are in boldface. This table is directly comparable with Tab. 1, which shows the results with the 128d latent space (same with [55]).

Additionally, for the marker-based representation, we evaluate the influence of the latent feature dimension using the BMLhandball dataset. The results are presented in Tab. S2, in which DLow is applied for MOJO-DCT-proj. According to the investigations on the Human3.6M dataset, we apply DLow on the lowest 20% (the lowest 9) frequency bands in MOJO-proj, corresponding to VAE+DCT+20 in Tab. S1. We can see that the MOJO-DCT-proj performs best with a 128d latent space, yet is worse than most cases of MOJO-proj, which indicates the representation power of the latent DCT space. In the meanwhile, different versions of MOJO-proj perform comparably with different latent dimensions. As the feature dimension increases, the diversity consistently increases, whereas the prediction accuracies decrease in most cases. Therefore, in our experiments, we set the latent dimensions of MOJO-DCT-proj and MOJO-proj to 128 and 16, respectively.

| Method               | Diversity | ADE    | FDE    | MMADE  | MMFDE  | FSE(10^-3) |
|----------------------|-----------|--------|--------|--------|--------|------------|
| (8d)MOJO-DCT-proj    | 0.027     | 2.119  | 3.145  | 2.143  | 3.153  | -2.6       |
| (16d)MOJO-DCT-proj   | 0.060     | 2.105  | 3.134  | 2.125  | 3.133  | -3.5       |
| (32d)MOJO-DCT-proj   | 0.152     | 2.045  | 3.071  | 2.065  | 3.068  | -3.9       |
| (64d)MOJO-DCT-proj   | 17.405    | 1.767  | 2.213  | 1.790  | 2.219  | 0.2        |
| (128d)MOJO-DCT-proj  | 21.504    | 1.608  | 1.914  | 1.628  | 1.919  | 0.0        |
| (8d)MOJO-proj        | 20.236    | 1.525  | 1.893  | 1.552  | 1.893  | -0.8       |
| (16d)MOJO-proj       | 23.660    | 1.528  | 1.848  | 1.550  | 1.847  | 0.4        |
| (32d)MOJO-proj       | 24.448    | 1.554  | 1.850  | 1.573  | 1.846  | 1.0        |
| (64d)MOJO-proj       | 24.129    | 1.557  | 1.820  | 1.576  | 1.819  | 1.0        |
| (128d)MOJO-proj      | 25.265    | 1.620  | 1.852  | 1.636  | 1.851  | 2.5        |

Table S2: Performances with various latent space dimensions on BMLhandball. Best results of each model are in boldface.
Figure S1: With the VAE+DCT(128d) model, we randomly select 5000 samples from the Human3.6M training set, and obtain their mean and the logarithmic variance values from the VAE encoder. To show the frequency spectra, we average all absolute values of mean or logarithmic variance. Note that when both mean and logarithmic variance are zero, the posterior is equal to the standard normal distribution, which only produces white noise without information.

Visualization of the latent DCT space. Since the latent space is in the frequency domain, we visualize the average frequency spectra of the inference posterior in Fig. S1, based on the VAE+DCT(128d) model and the Human3.6M dataset. We find that the bias of fc layers between the DCT and the inverse DCT can lead to stair-like structures. For both cases with and without the fc layer bias, we can observe that most information is concentrated at low-frequency bands. This fact can explain the performance saturation when employing DLow on more frequency bands, and also fits the energy compaction property of DCT. Moreover, we show the performance without the fc bias in Tab. S3. Compared to the results in Tab. 1, we find that the influence of these bias values is trivial. Therefore, in our experiments we preserve the bias values in these fc layers trainable.

B. More Analysis on the Robust Kullback–Leibler Divergence

The robust KLD term was first proposed in Zhang et al. [58], which is to encourage temporal correlations and overcome posterior collapse. Specifically, it assumes that the latent prior $p(Z)$ is not a standard normal distribution, namely $D_{KL} (q(Z|Y) \parallel p(Z)) \neq D_{KL} (q(Z|Y) \parallel \mathcal{N}(0, I))$, with $q(Z|Y)$ being the inference posterior. Instead, it has

$$D_{KL} (q(Z|Y) \parallel p(Z)) = \Psi (D_{KL} (q(Z|Y) \parallel \mathcal{N}(0, I))) ,$$

(4)
Table S3: The model performances with zero values of the fc layer bias. ‘-fcbias’ denotes no bias. The best results are in boldface, and can be directly compared with the results in Tab. 1.

| Method          | Diversity | ADE     | FDE     | MMADE  | MMFDE  |
|-----------------|-----------|---------|---------|--------|--------|
| VAE+DCT-fcbias  | 3.442     | 0.431   | 0.547   | 0.525  | 0.584  |
| VAE+DCT+1-fcbias| 7.072     | 0.417   | 0.514   | 0.506  | 0.541  |
| VAE+DCT+5-fcbias| 13.051    | **0.512**| 0.498   | 0.537  |        |
| VAE+DCT+10-fcbias| 14.723   | 0.415   | 0.515   | 0.500  | 0.540  |
| VAE+DCT+20-fcbias| 16.008    | 0.415   | 0.517   | 0.501  | 0.542  |

in which $\Psi(\cdot)$ is the Charbonnier penalty function, $\Psi(s) = \sqrt{1 + s^2} - 1$ [11]. Without loss of generality, the feature dimension in $Y$ and $Z$ is assumed to be 1D. According to Zhang et al. [58], it has

\[ \text{Proposition 1.} \quad \text{The new KL-divergence in Eq. (4) can: (1) lead to a higher ELBO than its counterpart with a standard normal distribution prior, (2) encourage temporal (or frequency) correlations in the latent space, (3) avoid posterior collapse numerically, and (4) retain a low computational cost.} \]

\[ \text{Proof.} \quad \text{Due to the re-parameterization trick [26], it has} \]

\[ q(z_n|Z_{0:n-1}, Y) = \mathcal{N}(\mu_{q,n}, \sigma^2_{q,n}), \text{in which } \mu_{q,n} \text{ and } \sigma_{q,n} \text{ are derived from the RNN states at each time (or frequency band) } n. \text{ Therefore, the KLD term can be given by} \]

\[ D_{KL}(q(Z|Y) || p(Z)) = \left[ 1 + \left( \sum_n (\sigma^2_{q,n} + \mu^2_{q,n} - 1 - \log \sigma^2_{q,n}) \right) \right]^{1/2} - 1 = \left[ 1 + \left( \sum_n \phi_{q,n} \right) \right]^{1/2} - 1 \]

with $\phi_{q,n}$ being the KL-divergence between the posterior and the standard normal distribution at $n$. From the above derivation, the correlation term $\phi_{q,m}\phi_{q,n}$ appears in the formula. Also, with the same generation model $p(\cdot)$ and the reconstruction loss, such robust KLD term leads to a higher ELBO.

Since $\Psi(\cdot)$ is a scalar function, its computational cost remains low, in contrast to methods with an explicit latent prior, e.g. [Aksan et al., ICLR, 2019] and [Chung et al. NeurIPS, 2015]. In addition, it is noted the derivative of the Charbonnier function is $\Psi'(s) = -s/\sqrt{1 + s^2}$. Consequently, gradients for updating the entire KLD term will get small, when the KLD $D_{KL}(q||\mathcal{N}(0, I))$ is small. Numerically, it can alleviate posterior collapse during training.

To investigate its effectiveness on solving posterior collapse, we follow the benchmark proposed by [He et al., ICLR, 2019] and perform evaluations on image density estimation. Note that, with the robust KLD, we simply draw samples from the standard normal distribution during testing. The results are shown in Tab. S4. We can see that our robust KLD method (with the loss weight equal to 1) outperforms most state-of-the-art methods. Although it performs worse than the lagging training scheme [He et al., ICLR, 2019], our robust KLD method is more efficient, like training/testing a standard VAE. More analysis will be conducted in the future.

C. More Experimental Details

Network architectures. We have demonstrated the CVAE architecture of MOJO in Sec. 3, and compare it with several baselines and variants in Sec. 4. The architectures of the used motion generators are illustrated in Fig. S3. Compared to the CVAE of MOJO, VAE+DCT has no residual connections at the output, and the velocity reconstruction loss is replaced by a loss to minimize $|x_M - y_0|^2$ [55]. MOJO-DCT-proj encodes the motion $Y$ into a single feature vector, rather than a set of frequency components.

Implementation. We use PyTorch v1.6.0 [Paszke et al. 2019] in our experiments. In the training loss Eq. (1), we empirically set $\alpha = 3$ in all cases. We find a larger value causes over-smooth and loses motion details, whereas a smaller value can cause jitters. For the models with the latent DCT space, the robust KLD term with the loss weight 1 is employed. For models
Table S4: Comparison between state-of-the-art solutions to posterior collapse for image density estimation. Details of the evaluation metrics are referred to [He et al., ICLR, 2019].

| Method                        | IW ↓ | -ELBO | KL    | Mutual Info. | Active Units |
|-------------------------------|------|-------|-------|--------------|--------------|
| previous reports              |      |       |       |              |              |
| VLAE [Chen et al., 2017]     | 89.23| -     | -     | -            | -            |
| VampPrior [Tomczak & Welling, 2018] | 89.76| -     | -     | -            | -            |
| **Modified VAE objective**    |      |       |       |              |              |
| VAE + anneal                  |      |       |       |              |              |
| β-VAE (β = 0.2)               | 105.96(0.38) | 113.24(0.40) | 69.62(2.16) | 3.89(0.03) | 32.0(0.0)    |
| β-VAE (β = 0.4)               | 96.09(0.36)  | 101.16(0.66) | 44.93(12.17) | 3.91(0.03) | 32.0(0.0)    |
| β-VAE (β = 0.6)               | 92.14(0.38)  | 94.92(0.47)  | 25.43(9.12)  | 3.93(0.03) | 32.0(0.0)    |
| β-VAE (β = 0.8)               | 89.15(0.04)  | 90.17(0.06)  | 9.98(0.20)   | 3.84(0.03) | 13.0(0.7)    |
| SA-VAE-anneal [He et al., 2019]| 89.07(0.06) | 89.42(0.06) | 3.32(0.08)   | 2.63(0.04) | 8.6(0.5)     |
| Lagging [He et al., 2019]     | 89.11(0.04) | 89.62(0.16) | 2.36(0.15)   | 2.02(0.12) | 7.2(1.3)     |
| **Standard VAE objective**    |      |       |       |              |              |
| PixelCNN                      |      |       |       |              |              |
| VAE                           | 89.41(0.04) | 89.67(0.06) | 1.51(0.05)   | 1.43(0.07) | 3.0(0.0)     |
| SA-VAE                        | 89.29(0.02) | 89.54(0.03) | 2.55(0.05)   | 2.20(0.03) | 4.0(0.0)     |
| Lagging                       | 89.05(0.05) | 89.52(0.03) | 2.51(0.14)   | 2.19(0.08) | 5.6(0.5)     |
| Robust KLD (ours)             | 89.17(0.03) | 89.63(0.03) | 3.35(0.03)   | 2.74(0.07) | 6.0(0.6)     |

Human Motion Evaluation

Claim: After the human body becomes red, the human motion is natural and realistic. What is your opinion?

Use the buttons on the right of the screen to give your score, and submit the HIT via the submit button. When the video fails to play, select “not playing”.

without the latent DCT space, we use a standard KLD term, and set its weight to 0.1. The weights of the KLD terms are not annealed during training. In the fitting loss Eq. (2), we empirically set \( \{\lambda_1, \lambda_2\} = \{0.0005, 0.01\} \). Smaller values can degrade the pose realism with e.g. twisted torsos, and larger values reduce the pose variations in motion. Our code is publicly released, which delivers more details.

User study interface. Our user study is performed via AMT. The interface is illustrated in Fig. S2. We set a six-point Likert scale for evaluation. Each video is evaluated by three subjects.
Figure S3: From top to bottom: (1) The CVAE architecture of MOJO. (2) The CVAE architecture of MOJO-DCT, which is used in Tables 2 3 4 5. (3) The architecture of VAE+DCT, which is evaluated in Tab. 1. Note that we only illustrate the motion generators here. The recursive projection scheme can be added during the testing time.