Endowing Λ with a dynamic nature: constraints in a spatially curved Universe
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In this study, we consider three dark energy models in which Λ is not constant, but has a dynamic nature that depends on the Hubble parameter H and/or its time derivative \( H' \). We analyze the generalized running vacuum model, for which \( \Lambda(H) = A + B H^2 + C H \), along with the two models obtained by setting \( B = 0 \) or \( C = 0 \) equal to zero. A null value for \( C \) yields the classical running vacuum model (RVM), while \( B = 0 \) corresponds to what we term the generalized running vacuum sub-case, or GRVS. Our main aim is to investigate whether these models can accommodate non-zero spatial curvature. To this end, we carry out a Markov Chain Monte Carlo analysis using data for the observables associated with Type-Ia supernovae, cosmic chronometers, the cosmic microwave background and baryon acoustic oscillations, as well as two values for the Hubble constant. Then we include data relating to the growth of large-scale structure (LSS) and repeat the procedure.

Our results indicate that taking LSS observations into account helps to tighten constraints and determine a definite sign for the model parameters. In the case of the RVM and GRVS, the addition of growth data results in dynamical vacuum energy being preferred to a cosmological constant at a little over 1σ. This happens in both the flat and non-flat scenarios – there are only a few exceptions – but comes at the cost of an extra parameter which can degrade the performance of the models (as assessed by model selection criteria). Of special relevance is the fact that the inclusion of LSS data appears to increase compatibility with a flat geometry. It also brings the constraints on the Hubble constant closer to the range of values established by Planck.

I. INTRODUCTION

Twenty years after the scientific community collectively acknowledged the existence of dark energy, its nature is still as elusive as ever. This despite the plethora of models that have been put forward in an attempt to explain why the Universe seems to be expanding at an accelerated rate, the phenomenon that first brought dark energy – whose negative pressure is supposed to be responsible for the said acceleration – to the forefront of cosmological research.

The initial tentative explanation of dark energy took the form of a cosmological constant Λ included in the field equations that underlie General Relativity. This is not to say that the concept of a cosmological constant emerged two decades ago. Indeed, Λ had been introduced into General Relativity by Einstein himself to ensure a quasi-static distribution of matter. Once the Universe was discovered to be expanding at an increasing rate, however, Λ appeared to provide the means by which cosmic acceleration could be accounted for. The resulting cosmology is known as ΛCDM (Λ+Cold Dark Matter). In it, the role of dark energy is played by the energy of the vacuum, whose density is hypothesized to remain constant as the Universe expands. Consequently, it begins to dominate the energy budget of the cosmos when the densities of matter and radiation have been sufficiently diluted.

ΛCDM is arguably still the most popular among the many dark energy models that have been proposed. Most of these can be classified as either modified matter or modified gravity models; the former explain the accelerated expansion of the Universe by introducing a new matter component with negative pressure, such as a scalar field. On the other hand, modified gravity models are based on the view that dark energy is a relic of the inaccuracies in the ΛCDM description of the space-time geometry. As yet, however, the available evidence is not sufficient for ΛCDM to be discarded in favor of one of the alternatives. And for good reason: theoretically, its framework is appealingly simple, and when it comes to observations, ΛCDM has not only turned out to be compatible with local gravity constraints, but it also successfully predicted the baryon acoustic oscillations (BAOs) imprint on galaxy clustering and the existence of gravitational waves. Additionally, it can properly describe the cosmology at the redshifts probed by cosmic microwave background (CMB) data. This list is by no means complete, but it serves to illustrate why ΛCDM is considered the standard model of cosmology. On the other hand, it has a number of shortcomings that cannot be overlooked, prominent among which are the cosmic coincidence and smallness problems. Another case in point is the tension between the local value of the Hubble constant and the result obtained by the Planck collaboration in the context of a ΛCDM cosmology. There is also the challenge posed by cosmic microwave background (CMB) data [14, 15].
by the ‘small-scale crisis’ (see Ref. [19] and works cited therein), which refers to the discrepancies between sub-galactic-scale observations and the predictions resulting from \(N\)-body simulations of structure formation in the standard model.

A sound alternative model of dark energy, therefore, is expected to emulate the successes of \(\Lambda\)CDM while bridging the existing gaps between theory and observation (or some of them, at least). Consequently, such models should mimic \(\Lambda\)CDM at the high redshifts where it is well-tested by CMB data, and give a comparable expansion history at low redshifts, albeit without invoking a true cosmological constant [20]. Furthermore, on Solar-System scales their behavior must be in accordance with experimentally-supported General Relativistic predictions [21]. One way of achieving this is by means of screening mechanisms, which depend on the density contrast between the local environment and the cosmic fluid to suppress small-scale deviations from the standard model (see, for instance, Ref. [22] and works cited therein).

In view of all this, and keeping in mind that the successes of \(\Lambda\)CDM have not been eclipsed, the simplest – and perhaps most natural – extension of the standard model is a scenario characterized by a mildly-evolving cosmological constant \(\Lambda\). We therefore consider three dynamical-\(\Lambda\) models: the Running Vacuum Model (RVM), in which \(\Lambda\) varies with the Hubble parameter \(H\) according to the relation \(\Lambda(H) = A + BH^2\) (\(A\) and \(B\) being constants), a generalization of the RVM (GRVM) with \(\Lambda(H) = A + BH^2 + C(dH/dt)\), where \(t\) is cosmic time and \(C\) another constant, and a second sub-case of the GRVM: \(\Lambda(H) = A + C(dH/dt)\). We shall refer to the last as the ‘generalized running vacuum sub-case’, or GRVS. The GRVM and RVM were introduced in Refs. [23] and [24], respectively, and have been analyzed in works such as Refs. [25, 26, 27], while the GRVS was investigated in Ref. [28] as a model with a variable dark energy equation-of-state parameter.

These models are especially appealing due to the fact that they are motivated by Quantum Field Theory (QFT) considerations [31, 34]. Additionally, the RVM can properly account for cosmic dynamics at both the linear perturbation and background levels [29] – and in certain cases has been shown to outperform \(\Lambda\)CDM [26, 30–38]. Likewise, the GRVM is compatible with observations [23, 25, 30], and it, too, has been reported to receive greater support from cosmological data than \(\Lambda\)CDM [39]. There is also the fact that both the RVM and GRVM appear to provide a better fit to structure formation data [26, 36, 38].

To our knowledge, however, the GRVM, RVM and GRVS [with \(\Lambda(H)\) taking the exact forms specified above] have not been analyzed in the context of a spatially curved space-time – although extended versions have, as discussed in subsection II A. Indeed, a great number of works in the literature are based on the premise of spatial flatness. We find this practice rather concerning, because although it is true that observational data appears to favor a flat geometry, the evidence comes mainly from studies which assume a flat \(\Lambda\)CDM cosmology [14, 16, 39, 40]. Our primary aim, therefore, will be to investigate whether the GRVM, RVM and GRVS can accommodate spatial curvature while remaining compatible with the data available. To this end, we will briefly introduce dynamical-\(\Lambda\) models in section II with special emphasis on the ones we shall be considering. The relevant likelihoods and statistics are reviewed in section III while results are presented and discussed in section IV and the study is concluded in section V. We use units in which \(c = 8\pi G/3 = 1\).

II. DYNAMICAL-\(\Lambda\) MODELS

The literature contains many examples of models in which dynamical dark energy takes the form of a varying \(\Lambda\). In most cases, \(\Lambda\) is allowed to have a large value at early times, and this then decays to the much smaller one observed at present. Therefore, such models go some way in addressing the smallness problem [11, 13], which refers to the fact that in \(\Lambda\)CDM, the observed value of \(\rho_\Lambda\) (where \(\rho_\Lambda\) is the vacuum energy density) happens to be around a factor of \(10^{120}\) smaller than the theoretical estimate [17].

Endowing \(\Lambda\) with a dynamic nature may be achieved in two ways. One can either model \(\Lambda\) as an explicit function of time, or else take an implicit approach and express it in terms of appropriate cosmic parameters. In the former case, the most popular choice is undoubtedly the inverse power relation given by \(\Lambda(t) \propto t^{-n}\). The inverse power-law model features in works such as Refs. [11, 18] – the list is by no means exhaustive – and has additionally been investigated in differing scenarios, including a Bianchi Type-I cosmology with variable gravitational coupling [19] and the Brans-Dicke (BD) theory [50, 51]. Albeit less popular, exponential decay has also been proposed [42, 52].

In the category of implicit time dependence, one finds studies in which \(\Lambda\) is a function of the scale factor \(a\), with expressions such as \(\Lambda(a) = Aa^n + Ba^m\) [53, 54] and \(\Lambda(a) = A + Ba^{-n}, A \neq 0\) [57]. Models having \(\Lambda(a) \propto a^{-n}\) are very popular – the reader is referred to Refs. [58, 62] – and under certain conditions may be seen as equivalent to standard cosmology with matter, radiation and an additional component: an exotic fluid characterized by an equation of state parameter \(w = n/3 - 1\) [63]. The case \(n = 2\) is of particular interest. It may not only have its foundations in quantum cosmology [61], but has also been shown – in the framework of a closed geometry – to result from the assumption that the energy density of the

---

1 The parameters \(n, m, A\) and \(B\) shall henceforth represent constants.
Universe is equal to its critical value at all times, not just at present [65]. This assumption would ensure that the current epoch is not special in any way and effectively solve the cosmic coincidence problem.

Another notable study is Ref. [66]. Here, the authors present a model in which the vacuum couples with radiation (during the radiation-dominated epoch), and has an associated energy density that scales as $a^{-3+\nu}$, where $\nu$ depends on the balance between the energy densities of radiation and dark energy. Meanwhile, the innovative approach detailed in Ref. [67] is based on the ansatz that the energy density of cold dark matter (CDM) varies as $a^{-3+n}$, rather than the customary $a^{-3}$. The small positive constant $y$ results from the interaction with dark energy and quantifies the decrease in the rate at which CDM gets diluted. It is interesting to note that provided $\omega_m \geq 0.2$ and $n \geq 1.6$, spatially flat cosmologies having $\Lambda(a) \propto a^{-n}$ show consistency with lensing data [63].

A third popular class of expressions for $\Lambda$ is based on the Hubble parameter $H$ and functions thereof. Prominent among these is again the power law: $\Lambda(H) \propto H^n$ [68, 69, 70]. Other interesting possibilities include combinations of $H$ or $H^n$ with either $a^{-n}$ [59, 71] or $\delta H/\delta t$, or even the total energy density [72]. A case in point is the entropic acceleration model [73]. This model is characterized by an entropic force which acts at the apparent horizon of the Universe$^2$ and which behaves essentially like a dark energy component whose density varies as $\Lambda(\delta H/\delta t) + BH^2$ ($B \neq 0$) in flat space. According to the authors of Ref. [74], however, the entropic model is problematic in that the sign of its deceleration parameter never changes. Additionally, the possibility that it describes the late-time behavior of a more complete model is ruled out by its failure to reconcile recent cosmic growth data with an accelerated expansion [74]. An alternative entropic model in which $\Lambda(H) = AH + BH^2$ also has this shortcoming, while putting $\Lambda(H) \propto H$ results in a scenario that is disqualified by CMB data [74]. It has in fact been proposed that when $\Lambda(H)$ is a simple function of terms from the set \{H, $\delta H/\delta t$, $H^2$\}, the addition of a constant to the said function is crucial to get a valid model [74].

### A. The Generalized Running Vacuum Model

The inspiration for the GRVM comes from the interpretation of $\Lambda$ as a running parameter in the curved space-time version of QFT. The associated energy density, $\rho_\Lambda$, is thus expected to evolve according to a renormalization group equation of the form [75]

$$\frac{d\rho_\Lambda}{d\ln \beta} = \frac{1}{(4\pi)^2} \sum_{n=1}^{\infty} S_n \beta^{2n},$$

where the dynamical variable $\beta$ represents some characteristic infrared-cutoff scale. In a cosmological context, the role of $\beta$ may be played by the Hubble parameter $H$, since the latter is of the order of the energy scale associated with the Friedmann-Lemaître-Robertson-Walker (FLRW) cosmology [25]. We furthermore note that the coefficients $S_n$ result from loop contributions of fields having different masses and spins [75]. Meanwhile, the absence of odd powers of $\beta$ reflects the general covariance of the effective action [25, 76].

Given that $\beta \sim H$, the small present-day value of $H$ ($\sim 10^{-27}$ m$^{-1}$) implies that terms in Eq. (1) with $n \geq 2$ would be suppressed in the current epoch. An expression for $\rho_\Lambda$ (henceforth $\rho_\Lambda(H)$) may hence be obtained by integrating the remaining term on the right-hand side. One gets the relation $(4\pi)^2\rho_\Lambda(H) = S_0 + S_1\beta^2/2$, with $S_0$ denoting the constant of integration. Consequently, if $\beta^2$ is identified with a linear combination of $H^2$ and $\delta H/\delta t$, the expression for $\rho_\Lambda(H)$ becomes $(4\pi)^2\rho_\Lambda(H) = S_0 + S_2H^2 + S_3(\delta H/\delta t)$, where $S_2$ and $S_3$ are constants [25].

In conclusion, we shall be investigating a model in which the cosmological constant is replaced with

$$\Lambda(H) = A + BH^2 + C\dot{H}.$$  

The leading constant and the coefficients of $H^2$ and $\dot{H}$ have been written as $A$, $B$ and $C$ for the sake of simplicity, $B$ and $C$ being dimensionless and $A$ having units of length$^{-2}$. An overdot denotes differentiation with respect to cosmic time $t$. The model specified by Eq. (2) is none other than the GRVM, introduced in section 1 – the RVM and GRVS follow as special cases by setting $C = 0$ and $B = 0$, respectively. One notes that $\Lambda(H)$ is not an explicit function of time (the dependence on $t$ is established implicitly, via $H$) and it is in fact this property that the name ‘running vacuum model’ is meant to reflect [25].

The dynamic nature of $\Lambda(H)$ means that the Bianchi identity may be satisfied in one of two ways [78, 79, 80]. Let us see how such a possibility comes about. If we restore the constant $8\pi G/3$ and do not incorporate $\Lambda(H)$ into the energy-momentum tensor $T_{\mu\nu}$, Einstein’s field equations read

$$G_{\mu\nu} = 8\pi G T_{\mu\nu} - \Lambda(H)g_{\mu\nu},$$

so that the twice-contracted Bianchi identity, $\nabla^{\nu}G_{\mu\nu} = 0$ [78] ($G_{\mu\nu}$ being the Einstein tensor), implies that

$$\nabla^{\mu}(8\pi G T_{\mu\nu}) = g_{\mu\nu} \nabla^{\nu} \Lambda(H),$$

These two quantities represent independent degrees of freedom [29].
where we have made use of the fact that $\nabla_{\mu}$ is constructed from a metric-compatible connection (i.e. $\nabla^{\rho}g_{\mu\nu} = 0$ at all points) \[79\]. In the presence of a time-varying $G$, $T_{\mu\nu}$ may be conserved separately, in which case the above equation becomes $8\pi T_{\mu\nu}\nabla^{\mu}G(t) = g_{\mu\nu}\nabla^{\mu}\Lambda(H)$. If $G$ is constant, however, the Bianchi identity requires that $8\pi G\nabla^{\mu}T_{\mu\nu} = g_{\mu\nu}\nabla^{\mu}\Lambda(H)$. In other words, we have the choice of either a ‘running’ gravitational coupling $G(t)$ or of energy transfer between the vacuum and any other component/s of the cosmic fluid (combinations of the two options are also possible). We shall take the constant-$G$ approach. Assuming that the densities of baryonic matter and radiation evolve as in the standard model, it may be deduced that dark energy interacts with cold dark matter (whose energy density is denoted by $\rho_{\text{cdm}}$) according to the equation

$$\dot{\rho}_{\text{cdm}} + 3H\rho_{\text{cdm}} = -\dot{\rho}_\Lambda(H). \tag{5}$$

In the system of units with $c = 8\pi G/3 = 1$, $\rho_\Lambda(H) = \Lambda(H)/3$, and hence Eq. (2) translates into

$$\rho_\Lambda(H) = \frac{1}{3} \left( A + BH^2 + C\dot{H} \right), \tag{6}$$

which, when inserted into Eq. (5), yields the relation

$$\dot{\rho}_{\text{cdm}} = -\frac{1}{3} \left[ H \left( 9\rho_{\text{cdm}} + 2B\dot{H} \right) + C\dot{H} \right]. \tag{7}$$

To obtain an expression for $\dot{H}$, we use Eq. (2) with the second Friedmann equation. The latter reads as follows:

$$\dot{H} + \dot{H}^2 = -\frac{1}{2} \left( \rho + 3p \right) + \frac{\Lambda(H)}{3}. \tag{8}$$

Here, $\rho$ denotes the sum of the energy densities of cold dark matter ($\rho_{\text{cdm}}$), baryons ($\rho_b$) and radiation ($\rho_r$), while $p$ represents the total of the corresponding pressures. Dark energy is modeled with an equation of state parameter $w_\Lambda(H)$ fixed at $-1$, as in ΛCDM. If $w_\Lambda(H)$ is instead allowed to vary, it would be possible for dark energy to be conserved independently of the other cosmic components. Such a scenario has been investigated in Ref. [30].

As stated previously, it is assumed that neither radiation (i.e. photons and massless neutrinos) nor baryons interact with dark energy. Consequently, cosmic expansion dilutes the respective energy densities in accordance with the familiar ΛCDM relations:

$$\rho_b = \rho_0 a^{-3}, \quad \rho_r = \rho_r^0 a^{-4}, \tag{9}$$

$a$ being the normalized scale factor. A 0-superscript indicates present-day quantities.

Let us now return to Eq. (8). It provides us with an expression for $\dot{H}$, and we proceed by differentiating it with respect to $t$ to find $\ddot{H}$. Then we substitute for the first and second time derivatives of $H$ in Eq. (7), getting that

$$\left\{ \frac{3}{2} \left( C - 2 \right) \left( C - 3 \right) \rho_\text{cdm}'(a) a + 3 \left[ 9 - B + C(C - 5) \right] \rho_\text{cdm} - \frac{3}{2} \left[ 2B + (C - 5)C \right] \rho_b^0 a^{-3} - 2 \left[ 3B + C(C - 9) \right] \rho_r^0 a^{-4} 
+ 2 \left( B - C \right) \left[ A + (B - 3)H^2 \right] \right\} \frac{1}{(C - 3)^2} = 0, \tag{10}$$

where a prime denotes differentiation with respect to the argument and we have replaced $d/dt$ with $aH(d/da)$. The next step is to solve the differential equation \[10\], but before attempting to do so, the Hubble parameter must be expressed in terms of $a$. To this end, we make use of the Friedmann equation:

$$H^2 = \rho_{\text{cdm}} + \rho_b + \rho_r + \rho_\Lambda(H) - \kappa a^{-2}. \tag{11}$$

Here, $\kappa$ represents the curvature of the spatial hypersurfaces in an FLRW Universe. It is a scaled version of the normalized curvature parameter $k$, and is defined as the ratio of $k$ to $R_0^2$, $R_0$ being the value that the (non-normalized) scale factor $R$ takes at present. The energy densities in Eq. (11) may be replaced with the corresponding relations given by Eqs. (6) and (9). This allows us to determine $H$ as a function of $a$:

$$H = \frac{\left[ 3(C - 2)\rho_\text{cdm} a^4 + 3(C - 2)\rho_b a + 2(2C - 3)\rho_r^0 - 2(C - 3)\kappa a^{-2} - 2A a^4 \right]^{1/2}}{a^2 \sqrt{2(B - 3)}}. \tag{12}$$

Inserting the above into Eq. (10) yields the final version of Eq. (5):

$$3(C - 2)\rho_\text{cdm}'(a) a + 6(B - 3)\rho_{\text{cdm}} + 3(2B - 3C)\rho_b^0 a^{-3} + 8(B - 2C)\rho_r^0 a^{-4} - 4(B - C)\kappa a^{-2} = 0, \tag{13}$$

where $\kappa$ is the normalized curvature parameter of the spatial sections of the FLRW Universe. It is a scaled version of the curvature parameter $k$, and is defined as the ratio of $k$ to $R_0^2$, $R_0$ being the value that the (non-normalized) scale factor $R$ takes at present.
which can readily be solved for $\rho_{\text{cdm}}$. We find that

$$\rho_{\text{cdm}} = 
H_0^2 \left[ \frac{2(3 - \nu)}{2(3 - \nu) - 3} \Omega_{\text{cdm}}^0 - \left( a^{-3} - a^{2(3 - \nu)} \right) \Omega_0^0 - \frac{4(B - 2C)}{3(B - 2C + 1)} \left( a^{-4} - a^{2(3 - \nu)} \right) \Omega_0^0 - \frac{2(B - C)}{3(B - C - 1)} \left( a^{-2} - a^{2(3 - \nu)} \right) \Omega_k^0 \right].$$

(14)

In the above equation, $H_0$ is the Hubble constant, and we have utilized the fact that each energy density $\rho_i$ has an associated density parameter $\Omega_i$, defined as the ratio of $\rho_i$ to $\rho_\text{critical}$. In the unit system we have adopted, $\rho_\text{critical} = H^2$, and hence $\Omega_i = \rho_i / H^2$.

Now we require an expression for $\rho_{\Lambda(H)}$. Equipped with Eq. (14), we first eliminate $\rho_{\text{cdm}}$ from Eq. (12). Next, Eq. (14) is used in conjunction with Eq. (9), the updated version takes spatial curvature into account [80], and is represented as the late-time limit of a model that can describe the complete cosmic history. Its generalized version takes spatial curvature into account [80], and is based on the following expression for $\Lambda$:

$$\Lambda(H, a) = \Lambda_\infty + 3\nu \left( H^2 - H_0^2 + \frac{\kappa}{a^2} \right) + 3\tau \left( \frac{H}{H_1} \right)^n \left( H^2 + \frac{\kappa}{a^2} \right),$$

(16)

where the integer $n$ satisfies $n \geq 1$ [83] and $\Lambda_\infty$ is the limit of $\Lambda(H, a)$ as $a \rightarrow \infty$. $H_1$ and $H_F$ stand for the Hubble parameter in two different epochs. The former characterizes inflation, while the latter denotes the ‘final’ value of $H$ (or the limit of $H$ as $a \rightarrow \infty$) [80]. Lastly, $\nu$ and $\tau$ correspond to dimensionless constants [80]. The quantity $3\nu$ is the counterpart of the model parameter $B$ we have introduced in Eq. (2).

The reason why we limit ourselves to the RVM, instead of analyzing the extended version just described, is twofold. Firstly, $H$ is expected to be already much smaller than $H_1$ at the start of the adiabatic radiation phase [80]. Since we are not concerned with inflation, but rather with the late-time behavior of dark energy models, the term in $(H/H_1)^n$ may therefore be dropped. Secondly, the explicit inclusion of $\kappa$ in Eq. (16) is motivated by phenomenological considerations [80]. In light of this, we think it would be interesting to study how the RVM – in its original simple form – behaves if $\Omega_0^0$ is allowed to vary.

### III. OBSERVATIONAL DATA AND CORRESPONDING LIKELIHOODS

If a model is to be considered a candidate in the dark energy contest, one must first of all determine whether it is compatible with observational data. To this end, we employ Bayesian statistics, and perform a Markov Chain Monte Carlo (MCMC) analysis using the Cosmic Linear Anisotropy Solving System (CLASS) v.2.6.3 [81] in conjunction with **Monte Python** v.2.2.2 [52]. The plots presented in this work have been constructed using
the MCMC analysis package GetDist v.0.2.8 [S3].

In this section, we briefly introduce the likelihoods with which we constrain model parameters.

A. The JLA likelihood for SNeIa

Type-Ia supernovae (SNeIa) make it possible to probe the expansion history of the Universe by looking at how the luminosity distance to an object varies with redshift $z$. Whenever this relation departs from a pure Hubble law [5], the difference (to lowest order in $z$) depends just on the deceleration parameter, and can thus yield important information about the rate of cosmic expansion. SNeIa are ideal in this regard because they act as standard candles - in the sense that their homogeneity as a group means their intrinsic luminosity (or absolute magnitude) can be calibrated [84], and hence astronomers may readily find how distant they are by measuring their observed luminosity (called the apparent magnitude) [85].

The Joint Light-Curve Analysis (JLA) data set is based on a sample of 740 SNeIa [86]. The observable relevant to us is the distance modulus $\mu_{\text{obs}}$, whose theoretical counterpart is given by:

$$\mu_{\text{th}} = 5 \log_{10} \left( \frac{d_L}{\text{Mpc}} \right) + 25 , \quad (17)$$

where the luminosity distance $d_L$ should be quoted in Mpc, and is in turn determined from the equation:

$$d_L = \frac{1 + z}{H_0 \sqrt{|\Omega_k|}} \mathcal{F} \left( \sqrt{\Omega_0 \Omega_k} \int_0^z \frac{H_0 \, d \tilde{z}}{H(\tilde{z})} \right) , \quad (18)$$

The form of the function $\mathcal{F}(x)$ depends on the spatial geometry:

$$\mathcal{F}(x) = \begin{cases} x & \text{if } \kappa = 0 ; \\ \sin(x) & \text{if } \kappa > 0 ; \\ \sinh(x) & \text{if } \kappa < 0 . \end{cases} \quad (19)$$

We are now in a position to construct the associated $\chi^2$. This may be expressed as

$$\chi^2_{\text{JLA}} = \Delta \mu^T C_{\text{JLA}}^{-1} \Delta \mu , \quad (20)$$

where $\Delta \mu$ is a vector whose $i$th entry is the difference between the observed and theoretical distance moduli ($\mu_{\text{obs}}^i - \mu_{\text{th}}^i$) of the $i$th supernova [87]. $\Delta \mu^T$ represents its transpose.

The inverted covariance matrix for the observational values of $\mu$ is denoted in Eq. (20) by $C_{\text{JLA}}^{-1}$. Details about its construction are provided in Ref. [88].

| Ref. | $z$  | $H(z)$ (km s$^{-1}$ Mpc$^{-1}$) | $\sigma$ |
|------|-----|---------------------------------|--------|
| [88] | 0.0700 | 69.0 | 19.6 |
| [88] | 0.1200 | 68.6 | 26.2 |
| [89] | 0.1700 | 83.0 | 8.0 |
| [90] | 0.1791 | 75.0 | 4.0 |
| [90] | 0.1993 | 75.0 | 5.0 |
| [88] | 0.2000 | 72.9 | 29.6 |
| [89] | 0.2700 | 77.0 | 14.0 |
| [88] | 0.2800 | 88.8 | 36.6 |
| [90] | 0.3519 | 83.0 | 14.0 |
| [91] | 0.3802 | 83.0 | 13.6 |
| [89] | 0.4000 | 95.0 | 17.0 |
| [91] | 0.4004 | 77.0 | 10.2 |
| [91] | 0.4247 | 87.1 | 11.2 |
| [91] | 0.4497 | 92.8 | 12.9 |
| [92] | 0.4700 | 89.0 | 49.6 |
| [91] | 0.4783 | 80.9 | 9.0 |
| [93] | 0.4800 | 97.0 | 62.0 |
| [90] | 0.5929 | 104.0 | 13.0 |
| [90] | 0.6797 | 92.0 | 8.0 |
| [90] | 0.7812 | 105.0 | 12.0 |
| [90] | 0.8754 | 125.0 | 17.0 |
| [93] | 0.8800 | 90.0 | 40.0 |
| [89] | 0.9000 | 117.0 | 23.0 |
| [90] | 1.0370 | 154.0 | 20.0 |
| [89] | 1.3000 | 168.0 | 17.0 |
| [94] | 1.3630 | 160.0 | 33.6 |
| [89] | 1.4300 | 177.0 | 18.0 |
| [89] | 1.5300 | 140.0 | 14.0 |
| [89] | 1.7500 | 202.0 | 40.0 |
| [94] | 1.9650 | 186.5 | 50.4 |

B. The cosmic chronometer (clocks) likelihood

The Hubble parameter is defined in terms of the scale factor as the ratio $a / a_0$, and the relation $a = 1 / (1 + z)$ allows us to express it as a function of the redshift $z$:

$$H(z) = - \frac{1}{1 + z} \frac{dz}{dt} . \quad (21)$$

The differential age (or cosmic chronometer/clocks) method entails measuring $dz / dt$ directly arrive at $H(z)$. This approach, first put forward in Ref. [95], effectively involves determining the age difference between two cosmic ‘chronometers’ [95] located in a given redshift interval. The best chronometers are massive early-type galaxies which acquired more than 90 percent of their stellar mass very rapidly at high redshifts, and have been

---

6 In a flat Universe, $d_L = H_0^{-1} (1 + z) \mathcal{F} \left( \int_0^z H_0 H(\tilde{z})^{-1} \, d\tilde{z} \right)$. 

---
evolving passively since then, without major episodes of star formation \[90]\] that would otherwise dominate the emission spectrum \[95\]. The age of such a galaxy can consequently be inferred from the differential dating of its stellar population \[90\].

Table I lists the cosmic chronometer data employed in this work.\[7\] Where possible, we chose results that were obtained using the Bruzual and Charlot 2003 (BC03) stellar population synthesis (SPS) model \[90\]. It should be pointed out, however, that the values of \(H(z)\) are expected to be largely unaffected by the choice of SPS \[90\], \[93\].

The \(\chi^2\) for the cosmic chronometer likelihood reads:

\[
\chi^2_{H(z)} = \sum_i \left( \frac{H_{i,\text{obs}} - H_{i,\text{th}}(z_i)}{\sigma_{H(z),i}} \right)^2. \tag{22}
\]

Here, each \(H_{i,\text{obs}}\) is the observed value from Table I corresponding to \(z = z_i\), \(\sigma_i\) represents the associated error, and \(H_{i,\text{th}}(z_i)\) stands for the theoretical prediction at the same redshift.

C. The CMB likelihood

Anisotropies present in the temperature and polarization power spectra of the CMB can yield a wealth of information when used as cosmological probes. We shall work with two main distance priors: the shift parameter \(\mathcal{R}\) and the acoustic scale \(l_A\). These are related to the amplitude and distribution of the temperature anisotropy peaks. The shift parameter \(\mathcal{R}\) characterizes the temperature power spectrum in the line-of-sight direction and is defined as follows \[97\]:

\[
\mathcal{R}(z_s) = \sqrt{\frac{\Omega_m}{\Omega_R}} H_0 (1 + z_s) d_A(z_s), \tag{23}
\]

where \(z_s\) denotes the redshift of the photon decoupling epoch. The angular diameter distance \(d_A\) may be expressed via the distance-duality relation as \(d_A / (1 + z)^2\), \(d_L\) being the luminosity distance from Eq. \[18\].

The acoustic scale \(l_A\), on the other hand, relates to attributes of the CMB temperature power spectrum in the transverse direction \[98\]. It too, depends on \(d_A\) \[97\]:

\[
l_A(z_s) = (1 + z_s) \frac{\pi d_A(z_s)}{r_s(z_s)}. \tag{24}
\]

Here, \(r_s(z_s)\) is the comoving sound horizon evaluated at \(z_s\). In our case, it shall be determined numerically by CLASS, although it is worth noting that in general, the function \(r_s(z)\) takes the form

\[
r_s(z) = \int_z^\infty \frac{c_s(\bar{z})}{H(\bar{z})} d\bar{z}, \tag{25}
\]

where \(c_s(z)\) is the sound speed in the photon-baryon fluid and equates to \(1/\sqrt{3[1 + \eta(z)]}\). The function \(\eta(z)\) is given by \(0.75\rho_b/\rho_r\) in the standard scenario \[97\], \[99\] (\(\rho_r\) stands for the energy density of photons), but should be modified when considering cosmological models in which \(\rho_b\) and \(\rho_r\) scale differently with \(z\). More details may be found in Ref. \[25\].

It is interesting to note that while differences in \(\mathcal{R}\) affect the amplitude of the acoustic peaks, changes in \(l_A\) are instead reflected in the distribution of peaks and troughs \[98\].

The data we use to constrain our model parameters is taken from Ref. \[98\] and shown in Table I. It was obtained in the context of a flat \(\Lambda\)CDM cosmology with \(A_1\) as a free parameter (\(A_1\) being the amplitude of the lensing power spectrum). The fact that a particular cosmological model had to be assumed, however, only a minor disadvantage, since \(\mathcal{R}(z_s)\) and \(l_A(z_s)\) are effective observables, while the quantities \(\Omega_0 h^2\) and \(n_s\) – which serve as a third and fourth distance prior \[8\] – do not appear to be affected significantly by the choice of cosmology \[98\], \[100\].

The \(\chi^2\) associated with this likelihood reads:

\[
\chi^2_{\text{CMB}} = \Delta x^T C_{\text{CMB}}^{-1} \Delta x. \tag{26}
\]

In the above, \(\Delta x\) is the vector \(\{R_{\text{obs}}(z_s) - R_{\text{th}}(z_s), l_{A,\text{obs}}^2 - l_{A,\text{th}}^2, \Omega_0 h^2, n_s^\text{obs} - n_s^\text{th}\}\). We use the notation ‘obs’ to indicate the observed values listed in Table I while ‘th’ denotes theoretical quantities. The covariance matrix \(C_{\text{CMB}}\) may be obtained in normalized form from Ref. \[98\]. We reproduce it below for ease of reference:

| \(\mathcal{R}\) | \(l_A\) | \(\Omega_0 h^2\) | \(n_s\) |
|---------------|-------|-----------------|-------|
| 1.00          | 0.53  | -0.73           | -0.80 |
| 0.53          | 1.00  | -0.42           | -0.43 |
| \(\Omega_0 h^2\) | -0.73 | 1.00            | 0.59  |
| \(n_s\)       | -0.80 | 0.43            | 0.59  |

(27)

It should be noted that \(n_s\) is only included as a distance prior [in Table I] and Eq. \[27\] when measurements related to the growth of large-scale structure are added to the data set.

\[7\] In the case of the Ratsimbazafy et al. data point \[92\], \(\sigma\) was calculated by summing the systematic and statistical errors in quadrature.

\[8\] The dimensionless constant \(h\) is equivalent to \(H_0/(100\text{ km s}^{-1}\text{ Mpc}^{-1})\), and \(n_s\) represents the index of the primordial scalar power spectrum.
The physics of BAOs is centered around the imprint left by pre-recombination acoustic waves on clusters of matter [101]. Simply put, galaxies clustered with a preferred separation equal to \( r_s(z_d) \), the sound horizon at the drag epoch \( r_s(z) \) is given by Eq. (25), and \( z_d \) denotes the redshift of the drag epoch. A prominent signature of BAOs is the presence of a localized peak in the galaxy correlation function. Another characteristic feature takes the form of a damped series of oscillations in the CMB power spectrum (see Ref. [101] and works cited therein), and so \( r_s(z) \) may first be inferred from CMB data, then combined with measurements of angular and redshift separations between clusters. As a result, it becomes possible to calculate the Hubble parameter at the redshift of the said clusters and the angular diameter distance to them [102]. It is common practice, however, to use a distance measure that depends on both \( H \) and \( d_A \) – and this is where the volume distance (or dilation scale) \( d_v \) comes in. It is defined as follows [12]:

\[
d_v = \left( \frac{D_A}{H} \right)^{1/3} z^2 .
\]

In the above, \( D_A \) stands for the comoving angular diameter distance and is equivalent to \((1 + z)d_A\).

The data used in our analysis is summarized in Tables III and IV. We introduce \( r_{s, \text{fid}} (z_d) \) to represent the sound horizon as evaluated at the drag epoch in the fiducial cosmology (quantities pertaining to this cosmology shall henceforth be indicated by a sub/superscript ‘ fid ’). As for the dimensionless parameters \( \alpha_{\perp} \) and \( \alpha_{\parallel} \), these describe how the BAO peak is displaced with respect to its position in the fiducial model, and correspond to shifts perpendicular and parallel to the line of sight, respectively [101]:

\[
\alpha_{\perp} = \frac{D_A r_{s, \text{fid}} (z_d)}{D_A r_s (z_d)} , \quad \alpha_{\parallel} = \frac{H r_{s, \text{fid}} (z_d)}{H r_s (z_d)} .
\]

The choice of a fiducial cosmology is necessary to convert redshifts into comoving distances. The problem is that this may inadvertently distort the data. In Ref. [101], therefore, constraints on distances are scaled by the ratio \( r_{s, \text{fid}} (z_d)/r_s (z_d) \), the aim being to make a conversion of length scales and thus erase any bias potentially resulting from the fiducial model [101]. We have used the same fiducial value of \( r_s (z_d) \) to scale any data points obtained from other studies. Accordingly, the values listed under ‘Quantity’ in Table III and in the last two rows of Table IV are scaled versions of the original.

The \( \chi^2 \) for the BAO likelihood may be expressed in the usual way:

\[
\chi^2_{\text{BAO}} = \Delta x^T C_{\text{BAO}}^{-1} \Delta x .
\]

Here, the vector \( \Delta x \) gives the difference between the observed quantities from Tables III and IV (in that order) and their theoretical counterparts, while \( C_{\text{BAO}}^{-1} \) is the inverse covariance matrix and takes the form indicated below:

\[
C_{\text{BAO}}^{-1} = \begin{pmatrix}
\sigma_1^{-2} & 0 & 0 & 0 & 0 \\
0 & \sigma_2^{-2} & 0 & 0 & 0 \\
0 & 0 & \sigma_3^{-2} & 0 & 0 \\
0 & 0 & 0 & \sigma_4^{-2} & 0 \\
0 & 0 & 0 & 0 & C_A^{-1}
\end{pmatrix} ,
\]

\( \sigma_1 \) to \( \sigma_4 \) being the standard deviations listed in column 4 of Table III. As for the submatrices, \( C_A^{-1} \) is the inverse covariance matrix for the Alam et al. observations (the first six data points in Table IV), and \( C_B^{-1} \) corresponds to the quantities reported by des Bourboux et al. (the last two entries in Table IV). These matrices may be constructed from data available in Refs. [101] and [107], respectively.
The redshift of a galaxy depends on its velocity relative to us, and is hence affected by any peculiar velocity the galaxy might have. If only the Hubble recession is taken into account when converting redshifts into distances, therefore, the recovered over-density field is characterized by redshift space distortions (RSDs) \[108\] along the line of sight. The anisotropies that RSDs introduce into the galaxy power spectrum encode information about the growth of large-scale structure (LSS) \[109\].

In this work we shall be using LSS data in the form of \(f \sigma_8\) measurements. The growth rate \(f\) and the quantity \(\sigma_8\) are defined as follows \[110\]:

\[
f = \frac{d(\ln \delta_m)}{d \ln a}, \quad \sigma_8 = \sigma_{8,0} \frac{\delta_m(a)}{\delta_m(1)},
\]

where \(\delta_m\) denotes the matter density contrast function, \(\delta_m(1) = \delta_m(a=1)\) and \(\sigma_{8,0}\) is the variance of the density field in spheres of radius \(R_8 = 8h^{-1}\) Mpc. It is important to note that \(\sigma_8\) is calculated by linearly evolving the initial power spectrum to the present time, so the square of its value is not necessarily equal to the variance of the current distribution \[111\].

Let us consider \(\delta_m\) and \(\sigma_8\) one by one. In both cases, our derivations are closely based on the work presented in Refs. \[25\] and \[112\].

1. **The matter density contrast function (\(\delta_m\))**

The matter density contrast function, \(\delta_m\), is the ratio of the perturbation density to its background analogue \[112\]:

\[
\delta_m = \frac{\delta_m}{\rho_m} = \frac{\delta_{\text{cdm}} + \delta_{\text{b}}}{\rho_{\text{cdm}} + \rho_{\text{b}}},
\]

and evolves according to the equation\[9\]

\[
\delta_m''(a) + \frac{F_1(a)}{a} \delta_m'(a) + \frac{F_2(a)}{a^2} \delta_m(a) = 0.
\]

We use \(\delta_{\text{cdm}}\) and \(\delta_{\text{b}}\) to represent perturbations in the cold dark matter and baryon components, respectively. The functions \(F_1\) and \(F_2\) are given by

\[
F_1(a) = 2 + \frac{aH'(a) + \psi}{H},
\]

\[
F_2(a) = \frac{a\psi'(a) + \psi}{H} - 3\rho_m - \frac{H^2}{H^2},
\]

where a prime again denotes differentiation with respect to the argument, \(H\) stands for \(\frac{\rho_m'}{\rho_m}\), and \(\psi\) equates to \(-\rho_{\Lambda (H)}/\rho_m\). Eqs. \[34\] and \[35\] are derived in Ref. \[24\] and works cited therein. Their relatively simple form is due to the use of the sub-horizon and quasi-static approximations \[113\], as well as the fact that dark energy perturbations – which reflect the dynamic nature of \(\Lambda\) in the models being studied – are negligible in comparison to \(\delta_{\text{m}}\) on sub-horizon scales \[112\]. We have found that changes to Eq. \[34\] resulting from the presence of curvature are inconsequential. The reason is as follows. The dependence on \(\kappa\) is introduced via the time-time component of the perturbed Einstein equation\[11\]

\[
(k_i^2 - 3\kappa) \Phi = -\frac{3}{2} a^2 \rho_m \delta_m,
\]

but for values of the comoving wavenumber \(k_i\) in the relevant range – that is, the range that most contributes to the integral in Eq. \[46\] \[112\] – \(\kappa\) must necessarily be much smaller than \(k_i^2\). The above equation may therefore be simplified to \(k_i^2 \Phi = -3 a^2 \rho_m \delta_m/2\).

We are now in a position to derive initial conditions for \(\delta_m\) and \(\delta_m'(a)\). Let us start by finding the approximate form that \(\rho_{\text{cdm}}\) and \(\rho_{\Lambda (H)}\) take deep in the matter-dominated epoch. We return to Eqs. \[14\] and \[15\] and look for the dominant terms by taking a number of factors into account, such as the order of magnitude of the ratios \(\Omega_m/\Omega_r\) and \(\Omega_m/\Omega_k\), the value of \(a\) at which the initial conditions will be applied (\(a = 0.01\)), and the fact that \(B\) and \(C\) are expected to be much less than unity – which makes it possible to expand algebraic functions of \(B\) and/or \(C\) by using the binomial theorem. To first order in \(B\) and \(C\), the final expressions read:

\[
\rho_{\text{m}} \approx H_0^2 \Omega_{m0} a^{B-3-3C/2}, \quad \Omega_{m0} = \Omega_{H0}^0 m + \Omega_{cdm0}^0,
\]

\[
\rho_{\Lambda (H)} \approx H_0^2 \left[ \Omega_{\Lambda (H)0}^0 + \frac{1}{6} (2B - 3C) \Omega_{m0} a^{B-3-3C/2} \right].
\]

\[10\] The conformal time \(\tau\) is related to the cosmic time \(t\) via the scale factor: \(d\tau = dt/a\).

\[11\] The perturbed metric reads \[116\] \[114\]:

\[
ds^2 = a^2 \left[-(1 + 2\Phi) dt^2 + \gamma_{ij}(1 - 2\Phi) dx^i dx^j\right],
\]

\(\Phi\) being the metric perturbation and \(\gamma_{ij}\) the spatial part of the unperturbed metric: \(\gamma_{ij} = \delta_{ij} [1 + \kappa (a^2 + y^2 + z^2)]^{-1}\). \(\delta_{ij}\) denotes the Kronecker delta and \(x, y\), and \(z\) are quasi-Cartesian coordinates.
These are used in conjunction with Eq. (12) to obtain an approximation for $\mathcal{H}(= aH)$:

$$\mathcal{H} \approx H_0 \sqrt{\Omega_m^{0}} \left[ 1 + \frac{1}{12}(2B - 3C) \right] a^{(2B - 3C - 2)/4}, \quad (39)$$

while combining Eqs. (37)-(39) allows us to write $\psi$ as:

$$\psi = -\frac{\rho'(\mathcal{H}(\tau))}{\rho_m} = -\frac{\rho'(\mathcal{H}(a)\mathcal{H}a)}{\rho_m},$$

$$\approx \frac{1}{2}(2B - 3C)H_0 \sqrt{\Omega_m^{0}} a^{(2B - 3C - 2)/4}. \quad (40)$$

Next, we insert the above results into Eq. (35) to estimate $F_1$ and $F_2$, and find that:

$$F_1 \approx \frac{1}{4}(6 + 6B - 9C), \quad F_2 \approx \frac{1}{2}(-3 + 2B - 3C). \quad (41)$$

Eq. (34) may finally be solved analytically. The expression we obtain for the density contrast function is a sum of two modes:

$$\delta_m = A_1 a^{1-B+3C/2} + A_2 a^{-(6-2B+3C)/4}, \quad (42)$$

a growing mode and a decaying one. The latter is expected to be subdominant at the redshifts of interest ($z < 100$), and so we only retain the former:

$$\delta_m = A_1 a^{1-B+3C/2}. \quad (43)$$

This is the ‘initial’ condition that we assign to $\delta_m$ at $a = 0.01$. Taking its derivative with respect to $a$ yields the corresponding initial value for $\delta'_m(a)$. We shall deal with the constant of integration ($A_1$) below.

2. The standard deviation of density perturbations ($\sigma_8$)

The variance of the perturbation density field in spheres of radius $R_8 = 8h^{-1} \text{ Mpc}$ may be calculated as follows [110,118]:

$$\sigma_{8,0}^2 = \frac{1}{2\pi^2} \int_0^\infty P(k) W^2(k) k^2 dk, \quad (44)$$

Here, $P(k)$ is the present-day power spectrum, and the function $W(k)$ represents the Fourier transform of a spherical top-hat window function having radius $R_8$:

$$W(k) = \frac{3}{k^2 R_8^2} \left[ \frac{\sin (k R_8)}{k R_8} - \cos (k R_8) \right]. \quad (45)$$

We construct an expression for $P(k)$ as outlined in Refs. [20] and [112] and insert the result into Eq. (14), getting that

$$\sigma_{8}^2(a) = \delta_{8}^2(a) \int_0^\infty k_{\perp}^{2+n_{s}} \left[ \frac{4A_1 k_{\perp}^{-n_s}}{25H_0^2 \Omega_m^0} \right] T^2(k) W^2(k) dk_{\perp}, \quad (46)$$

where use has been made of Eq. (42). The absence of the normalizing factor $[\delta_m(1)]$ is due to the fact that we account for it indirectly by putting the integration constant of Eq. (43) equal to unity.

The quantities $n_s$ and $A_s$ that appear in Eq. (46) are the index and amplitude of the primordial scalar power spectrum, respectively, defined at a pivot scale $k_0 = 0.05 \text{ Mpc}^{-1}$. $A_s$ is either fixed by setting $\ln (10^{10} A_s) = 3.062 \pm 0.15$ or treated as a free parameter. In the latter case, we construct a likelihood for $A_s$ by assuming that it is sampled from a Gaussian distribution whose mean and standard deviation are given by $(2.139 \pm 0.063) \times 10^{-9}$. As for the primordial spectral index $n_s$, this is allowed to vary subject to the CMB constraint of Ref. [115] $(n_s = 0.9680 \pm 0.0051)$. Finally, the transfer function $T(k_{\perp})$ – which describes how perturbations evolve as they cross the horizon and as matter begins to dominate [112] – is modeled as specified in the work of Eisenstein and Hu [121]. This requires that we estimate the wave number $(k_{\perp}^\text{eq})$ of the mode that crosses the horizon at matter-radiation equality.

Our approximation for $k_{\perp}^\text{eq}$ is arrived at by following the method of Ref. [112]. We discard terms whose order in $B$ and $C$ is higher than linear, and additionally use the fact that the scale factor at equality satisfies $a \sim O(-3)$ to remove subdominant terms. The resulting expression reads:

$$k_{\perp}^\text{eq} \approx \sqrt{2} H_0 \Omega_m^{0} \left[ 1 - \frac{7B}{6} + \frac{19C}{8} - \frac{20B}{30} (C - B) + \left( B - \frac{3C}{2} \right) \ln \left( \Omega_m^{0} \right) \right]. \quad (47)$$
3. Constructing $\chi^2$

The data we use (Table V) is a subset of the updated Gold-2017 compilation of Nesseris et al. [110,130]. Apart from the $f \sigma_8$ values from Ref. [127] – which are correlated with each other – all data points are independent. Moreover, measurements derived from the same survey data as any of the observables associated with previous likelihoods (especially the BAO likelihood) are excluded. This is done to avoid potential correlations.

At a given redshift $z_i$, the theoretical prediction $f \sigma_8^\text{th}$ is computed by combining $\sigma_8(z_i)$ with the growth rate $f(z_i)$ returned by CLASS. The quantity $\sigma_8(z_i)$ itself is obtained from Eq. (46).

The $\chi^2$ to be minimised is constructed as follows [131]:

$$\chi^2 = V^i C_{ij}^{-1} V^j.$$  

(48)

In the above, $C$ is the covariance matrix, assembled as described in Refs. [110] and [130], and the vector $V$ contains elements of the form [131]:

$$V^i = f \sigma_8^\text{obs}(z_i) - f \sigma_8^\text{th}(z_i) r_{\text{AP}}^i,$$  

(49)

$f \sigma_8^\text{obs}(z_i)$ being the $i$th data point from Table V. The factor $1/r_{\text{AP}}^i$ is designed to correct for the Alcock-Paczynski (AP) effect. As was also the case with BAO data, each of the studies from which the values in Table V are quoted makes use of a different fiducial cosmology to convert redshifts to distances. If the fiducial cosmology is not the same as the true one, the data incorporates an additional anisotropy that is degenerate with RSDs [131]. This is the above-mentioned AP effect [132]. One way of correcting for it involves multiplying the observational value of $f \sigma_8(z_i)$ and its associated error by the ratio [135]:

$$r_{\text{AP}}^i = \frac{H(z_i)d_A(z_i)}{H^\text{fid}(z_i)d_A^\text{fid}(z_i)}.$$  

(50)

A superscript ‘fid’ indicates quantities calculated in the framework of the respective fiducial cosmologies (flat $\Lambda$CDM).

Alternatively, one may simply rescale $f \sigma_8^\text{th}(z_i)$ by $1/r_{\text{AP}}^i$ [131], as we have done in Eq. (49).

IV. RESULTS

A. Preliminaries

The joint likelihood on which our analysis is based is specified by the function

$$\mathcal{L}_\text{total} \propto \exp \left[ -\frac{1}{2} \left( \chi_{\text{JLA}}^2 + \chi_{\text{H}}^2 + \chi_{\text{CMB}}^2 + \chi_{\text{BAO}}^2 + \chi_{\text{LSS}}^2 \right) \right],$$  

(51)

where we have used the relation $\mathcal{L}_i \propto \exp (-\chi_i^2/2)$ for each likelihood considered in section III. The full data set – consisting of the JLA + $H(z)$ + CMB + BAO + LSS measurements – shall be referred to as ALL + LSS, and as the ALL data set when LSS observations are excluded.

In order to investigate how our results are affected by the value of the Hubble constant, we constrain the parameters of each model six times, first using the ALL data set, then extending this to JLA + $H(z)$ + CMB + BAO + $H_0^\text{R}$ (ALL + $H_0^\text{R}$) and to JLA + $H(z)$ + CMB + BAO + $H_0^\text{R}$ (ALL + $H_0^\text{R}$), and finally repeating the whole procedure with the ALL + LSS data set replacing ALL. $H_0^\text{R}$ is the value of $H_0$ reported by Riess et al. [18] and equates to 73.48 ± 1.66 km s$^{-1}$ Mpc$^{-1}$. As for $H_0^E$, this stands for the Hubble constant as inferred by Efstathiou [134] and amounts to 70.6 ± 3.3 km s$^{-1}$ Mpc$^{-1}$. We do not include the Planck result [14], opting instead for values of $H_0$ which were derived independently of any cosmological model.

One of the topics currently at the forefront of cosmological research is the growing discrepancy between – on the one hand – the value of $H_0$ determined locally from Cepheid parallax measurements [18], and on the other, that obtained in a $\Lambda$CDM framework using measurements of CMB observables. It turns out that $H_0^\text{R}$ is in a 3.5σ tension with the Planck 2018 value ($H_0 = 67.27 \pm 0.60$ km s$^{-1}$ Mpc$^{-1}$) [14]. One reason for the said tension could be the presence of systematic errors in the data used by either group. However, despite the investigative studies carried out, no obvious problem has been identified so far (refer to [14] and works cited therein). The other possibility is that this discrepancy provides compelling evidence for new physics [135,137]. Interestingly, a BD-like form of RVM [138] – in which the dynamical nature of dark energy arises from the properties of the BD field – has the potential of alleviating the tension [139,140].

In conclusion, the lack of consensus about the value of the Hubble constant makes it imperative to consider different options for $H_0$. This is especially true since, as we later find out from the posterior probability plots, there is significant correlation between $H_0$ and the model parameters $B$ and $C$.

We use the likelihood combinations just described and run MCMC chains to place constraints on the parameters of the GRVM, RVM and GRVS. The general baseline

\footnote{There is no summation over $i$ in Eq. (49); $z_i$ is simply the redshift of the $i$th data point from Table V.}
set $\Theta$ is given by $\{H_0, \Omega_m^0, \Omega_b^0, \Omega_c^0, C, B, n_s\}$, although $\Omega_m^0$ is set to zero when we assume a flat space-time, and so is $C$ ($B$) when we study the RVM (GRVS). Furthermore, the primordial spectral index is only considered a free parameter if LSS observations are included in the data sets. The reason is that $n_s$ features explicitly in the LSS likelihood but is of minimal importance otherwise. We also differentiate between two scenarios in relation to the amplitude of the primordial power spectrum: the case with a fixed value of $A_s$, and that in which $A_s$ is incorporated into $\Theta$ and allowed to vary freely. However, the two approaches yield very similar results, and consequently we shall not distinguish between them when discussing the effects of introducing growth data.

The flat priors for the main baseline parameters are listed in Table VII. We additionally note that the reionization redshift $z_{\text{reio}}$ is set to 8.8 \cite{15}, while all other parameters take the CLASS default values \cite{24}. In particular, this implies that the effective number of relativistic neutrino species ($N_{\text{eff}}$) is fixed at 3.046 \cite{141} and the current CMB temperature ($T_{\text{CMB}}$) at 2.7255 K \cite{142}.

### B. The GRVM

The GRVM is characterized by two highly-correlated parameters, $B$ and $C$. The constraints we get in the flat case are nonetheless tight enough to be informative (Fig. 1), but when $\Omega_m^0$ is allowed to vary, the data we use proves insufficient to break the degeneracy between $B$ and $C$ or between $\Omega_m^0$ and the model parameters (Fig. 2).

The challenges posed by the fact that $B$ is correlated with $C$ are also highlighted in Ref. \cite{25}. In this work, the authors find a way around the problem by defining a particular combination of $\nu (= B/3)$ and $\alpha (= C/2)$ as another effective parameter -- labeled $\nu_{\text{eff}}$ -- that is then constrained instead of the original two. They do this by making the approximation

$$\xi = \frac{1 - \nu}{1 - \alpha} \sim 1 - (\nu - \alpha) \equiv 1 - \nu_{\text{eff}},$$

which is justified on the basis that $|\nu|$ and $|\alpha|$ must both be much smaller than unity if the deviation from \Lambda CDM is to be mild. The parameter $\xi$ controls the way the matter energy density ($\rho_m$) scales with $a$, and for the pur-
TABLE VIII. Mean values and 1σ confidence limits obtained with each data set combination in the context of a flat GRVM scenario. In the top block we present constraints on the baseline parameters, whereas the last row features the derived parameter $\Omega_{\Lambda}(H)$. $H_0$ is quoted in units of km s$^{-1}$ Mpc$^{-1}$, and double dashes indicate cases in which ln(10$^{10}$ $A_s$) was fixed at 3.062 [13].

| Parameter          | ALL+LSS | ALL+LSS+$H_0^R$ | ALL+LSS+$H_0^E$ |
|--------------------|---------|-----------------|-----------------|
| $H_0$              | 67.5420±0.8170 | 68.8020±0.7935 | 67.7140±0.8367 |
| $10^4\Omega_0 h^2$| 22.4410±0.1750 | 22.4470±0.1729 | 22.4210±0.1743 |
| $\Omega_0^{cdm} h^2$| 0.1151±0.0024 | 0.1170±0.0024 | 0.1154±0.0024 |
| $B$                | −0.0491±0.1118 | 0.0571±0.1022 | −0.0338±0.0988 |
| $C$                | −0.0340±0.0719 | 0.0353±0.0657 | −0.0240±0.0706 |
| $n_s$              | 0.9683±0.0052 | 0.9688±0.0053 | 0.9684±0.0053 |
| $\ln(10^{10} A_s)$|        |                |                |
| $\Omega_{\Lambda}(H)$| 0.6953±0.0067 | 0.7052±0.0062 | 0.6993±0.0066 |

TABLE IX. Mean values and 1σ confidence limits obtained in the context of a GRVM scenario. LSS data was excluded from the analysis, and the condition of spatial flatness was not imposed. More details may be found in the caption of Table VII.

| Parameter          | ALL | ALL+$H_0^R$ | ALL+$H_0^E$ |
|--------------------|-----|-------------|-------------|
| $H_0$              | 68.8780±1.6279 | 71.0800±1.1760 | 69.2380±1.4922 |
| $10^4\Omega_0 h^2$| 22.4050±0.1754 | 22.4180±0.1698 | 22.4060±0.1719 |
| $\Omega_0^{cdm} h^2$| 0.1219±0.0069 | 0.1303±0.0055 | 0.1232±0.0063 |
| $\Omega_0^R$       | −0.0019±0.0012 | −0.0020±0.0007 | −0.0023±0.0007 |
| $B$                | 0.1068±0.7911 | 0.2685±0.7313 | 0.1587±0.8389 |
| $C$                | 0.0688±0.5045 | 0.1765±0.4745 | 0.0997±0.5202 |
| $\Omega_{\Lambda}(H)$| 0.6978±0.0143 | 0.6992±0.0173 | 0.6986±0.0145 |

The constraints we obtain in the context of a flat geometry are nonetheless instructive. The most prominent feature of Fig. 1 is the shift in the marginalized 2D posteriors that is brought about by the addition of LSS data. Table VIII shows that (in the absence of the $H_0^R$ likelihood) this shift results in negative mean values for $B$ and $C$—rather than the positive ones we get otherwise (Table VII). A second characteristic which emerges in Fig. 1 is the correlation observed in the RVM scenario (Figs. 3 and 4). The fact that a larger value of $H_0$ favors a larger $B$ explains why, in the top panel of Fig. 1, the contours obtained with the ALL+$H_0^R$ and ALL+LSS+$H_0^E$ data sets have a marked shift in the direction of increasing $B$ relative to their $H_0^E$ counterparts. The same holds true for $C$ (Fig. 1 bottom panel). Consequently, in the context of a flat geometry, the ALL+$H_0^R$ mean values of $B$ and $C$ are inconsistent with zero within a 1σ confidence interval. However, Fig. 1 plainly demonstrates that the introduction of growth data causes the contours to close around the ΛCDM limit. Additionally, the 2D posteriors for $B$ (or $C$) vs $H_0$ make it clear that LSS data lends support to the Hubble constant as established by Planck ($H_0 = 67.27 ± 0.60$ km s$^{-1}$ Mpc$^{-1}$) [14], rather than to $H_0^R$. This may be observed in both the flat and non-flat cases (results for the latter are shown in Tables IX and X). We find that even the ALL+$H_0^R$ mean values for $H_0$ become more compatible with the Planck constraints when we add the LSS likelihood. Moreover, the Hubble constant from Planck is endorsed irrespective of whether $A_s$ is allowed to vary, which makes it less likely that this is an indirect consequence of using the ΛCDM value for $A_s$. Before the possibility can be ruled out, however, one would need to repeat the procedure with a wider Gaussian likelihood for $A_s$ [15].

15 If we opt for a flat prior instead, the LSS likelihood attempts to make model predictions compatible with data by ‘picking’ values of $A_s$ well outside the established range.
TABLE XI. Mean values and 1σ confidence limits obtained in the context of a flat RVM scenario. \( \Omega_0^E \) was treated as a free parameter. More details may be found in the caption of Table VIII.

| Parameter | \( \text{ALL+LSS} \) | \( \text{ALL+LSS+} H_0^R \) | \( \text{ALL+LSS+} H_0^E \) | \( \text{ALL+LSS} \) | \( \text{ALL+LSS+} H_0^R \) | \( \text{ALL+LSS+} H_0^E \) |
|-----------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( H_0 \)  | \( 67.7460^{+0.8938}_{-0.9445} \) | \( 69.0740^{+0.9717}_{-0.8411} \) | \( 67.8870^{+0.8656}_{-0.8624} \) | \( 67.7420^{+0.8102}_{-0.9459} \) | \( 69.1410^{+0.8361}_{-0.8330} \) | \( 67.9370^{+0.8750}_{-0.8964} \) |
| \( 10^3 \Omega_0^E h^2 \) | \( 22.4400^{+0.1016}_{-0.0172} \) | \( 22.4430^{+0.1023}_{-0.1016} \) | \( 22.4140^{+0.1074}_{-0.1073} \) | \( 22.4090^{+0.1076}_{-0.1073} \) | \( 22.4000^{+0.1066}_{-0.1041} \) | \( 22.4180^{+0.1079}_{-0.1079} \) |
| \( \Omega_0^R h^2 \) | \( 0.1157^{+0.0026}_{-0.0028} \) | \( 0.1180^{+0.0026}_{-0.0027} \) | \( 0.1160^{+0.0028}_{-0.0027} \) | \( 0.1159^{+0.0027}_{-0.0026} \) | \( 0.1183^{+0.0027}_{-0.0026} \) | \( 0.1162^{+0.0027}_{-0.0028} \) |
| \( \Omega_k^0 \) | \( -0.0050^{+0.0016}_{-0.0014} \) | \( -0.0073^{+0.0006}_{-0.0055} \) | \( -0.0029^{+0.0015}_{-0.0012} \) | \( -0.0035^{+0.0011}_{-0.0012} \) | \( -0.0062^{+0.0071}_{-0.0106} \) | \( -0.0046^{+0.0108}_{-0.0149} \) |
| \( B \) | \( 0.1637^{+0.0032}_{-0.0279} \) | \( 0.3591^{+0.8362}_{-0.2050} \) | \( 0.0834^{+0.6892}_{-0.4039} \) | \( 0.0979^{+0.7169}_{-0.4212} \) | \( 0.3148^{+0.8194}_{-0.3449} \) | \( 0.1248^{+0.8156}_{-0.3556} \) |
| \( C \) | \( 0.1019^{+0.5339}_{-0.1816} \) | \( 0.2288^{+0.4414}_{-0.1312} \) | \( 0.0508^{+0.4411}_{-0.2377} \) | \( 0.0599^{+0.4592}_{-0.2687} \) | \( 0.2000^{+0.4444}_{-0.2230} \) | \( 0.0773^{+0.5241}_{-0.2270} \) |
| \( n_s \) | \( 0.9680^{+0.0052}_{-0.0051} \) | \( 0.9687^{+0.0050}_{-0.0052} \) | \( 0.9682^{+0.0053}_{-0.0052} \) | \( 0.9681^{+0.0052}_{-0.0052} \) | \( 0.9686^{+0.0049}_{-0.0051} \) | \( 0.9682^{+0.0053}_{-0.0051} \) |
| \( \ln \left( 10^{10} A_s \right) \) | \( -0.0012 \) | \( -0.0091 \) | \( -0.0012 \) | \( -0.0012 \) | \( -0.0091 \) | \( -0.0012 \) |
| \( \Omega_0^0 \left( H_0 \right) \) | \( 0.7038^{+0.0170}_{-0.0132} \) | \( 0.7128^{+0.0193}_{-0.0091} \) | \( 0.7024^{+0.0154}_{-0.0130} \) | \( 0.7021^{+0.0152}_{-0.0144} \) | \( 0.7116^{+0.0198}_{-0.0102} \) | \( 0.7034^{+0.0176}_{-0.0141} \) |

C. The RVM

The results for the RVM are summarized in Tables XI–XIV. As can be deduced from Figs. 3 and 4 (left panel), there is significant negative correlation between the model parameter \( B \) and the Hubble constant \( H_0 \), although in the flat case the use of LSS data makes this much less pronounced. The said correlation explains why including \( H_0^R \) with the observational data – rather than the lower value of \( H_0^E \) – shifts the corresponding contours in all the plots of Figs. 3 and 4 downwards, in the direction of decreasing \( B \).

The introduction of LSS data is a game-changer. In the flat scenario, it reduces or even neutralizes the positive/negative correlation between \( B \) and the parameters...
TABLE XII. Mean values and 1σ confidence limits obtained in the context of a flat RVM scenario. More details may be found in the caption of Table VIII.

| Parameter       | All+LSS         | All+LSS+H^E_0 | All+LSS+H^E_0^R | All+LSS | All+LSS+H^E_0^R |
|-----------------|-----------------|----------------|------------------|---------|------------------|
| H_0             | 67.8130 ± 0.6130| 68.4776 ± 0.5816| 67.9030 ± 0.6059| 67.8270 ± 0.6179| 68.5050 ± 0.5812| 67.9160 ± 0.6059|
| 10^2Ω_m^H_0^2   | 22.3780 ± 0.1568| 22.4970 ± 0.1517| 22.3940 ± 0.1515| 22.3800 ± 0.1515| 22.4990 ± 0.1515| 22.3960 ± 0.1514|
| Ω_m^H_0^2       | 0.1158 ± 0.0019 | 0.1161 ± 0.0019 | 0.1159 ± 0.0019 | 0.1159 ± 0.0020 | 0.1163 ± 0.0019 | 0.1169 ± 0.0020 |
| B               | 3.6665 ± 0.0046 | 3.9705 ± 0.0044 | 3.9675 ± 0.0045 | 3.9671 ± 0.0046 | 3.9706 ± 0.0044 | 3.9767 ± 0.0045 |
| n_s             | 0.9670 ± 0.0045 | 0.9705 ± 0.0044 | 0.9765 ± 0.0045 | 0.9761 ± 0.0046 | 0.9796 ± 0.0044 | 0.9767 ± 0.0045 |
| ln(10^{10}A_s)  | ---             | ---             | ---              | ---      | 3.0564 ± 0.0037 | 3.0525 ± 0.0031 |
| Ω^{H_0}_{Λ(H)}  | 0.6994 ± 0.0063 | 0.7043 ± 0.0060 | 0.7000 ± 0.0063 | 0.6993 ± 0.0063 | 0.7042 ± 0.0060 | 0.6996 ± 0.0060 |

FIG. 3: Marginalized posterior probability distributions for the RVM parameter B vs (left) H_0, (center) Ω_m, (right) Ω^{H_0}_{Λ(H)}. We assume a spatially flat space-time.

H_0, Ω_m^H_0^2 and Ω^{H_0}_{Λ(H)} (Fig. 3). This makes the constraints on B less compatible with the ΛCDM limit, and indeed the new 1D posteriors for B exclude a null value at a little over 1σ. Similar behavior is noted when Ω_m^H_0^2 is allowed to vary. A few differences are worth mentioning, however: in the presence of spatial curvature, the effect of the LSS likelihood on the negative correlation between B and H_0 is less significant (Fig. 1). Furthermore, comparison of the average values of B in Tables XII and XIV reveals that the addition of growth data changes their sign from negative to positive (which results from the tightening of contours around positive values of B; see Fig. 1). Another point of interest is the fact that while the All+H^E_0^R posteriors favor an open universe at more than 2σ, the inclusion of LSS data causes them to close up around Ω_k = 0. Moreover, we note that the tendency of the LSS likelihood to select smaller values for the Hubble constant emerges again in the non-flat case. It may easily be deduced that the resulting mean values of H_0 resonate with the Planck constraint rather than with H^E_0.

Let us now take a look at the literature and see how our findings for the flat scenario fare in comparison (the studies we consider are based on the assumption of spatial flatness). The authors of Ref. [35] report that the RVM appears to be more consistent with observations than ΛCDM, and furthermore remark that the inclusion of an LSS likelihood tips the balance in favor of the Planck value for H_0. Our results paint a somewhat different picture. We find no statistically significant evidence that the RVM is preferred over ΛCDM (more details are provided in subsection IV E). Secondly, the addition of LSS data increases the mean values of H_0 slightly when

TABLE XIII. Mean values and 1σ confidence limits obtained in the context of an RVM scenario. LSS data was excluded from the analysis, and spatial flatness was not imposed. More details may be found in the caption of Table VII.

| Parameter       | All           | All + H^E_0^R | All + H^E_0^R |
|-----------------|---------------|---------------|---------------|
| H_0             | 68.5350 ± 1.5435| 70.7750 ± 1.1456| 68.8920 ± 1.4166|
| 10^2Ω_m^H_0^2   | 22.2870 ± 0.3420| 22.2940 ± 0.1409| 22.2870 ± 0.1394|
| Ω_m^H_0^2       | 0.1220 ± 0.0066| 0.1309 ± 0.0055| 0.1234 ± 0.0062|
| B               | 2.1474 ± 2.9676| 5.9320 ± 2.1120| 2.7793 ± 2.6796|
| n_s             | -0.3265 ± 4.9193| -7.1222 ± 3.6466| -1.5054 ± 4.6128|
| ln(10^{10}A_s)  | 0.6908 ± 0.0068| 0.6883 ± 0.0067| 0.6903 ± 0.0067|
TABLE XIV. Mean values and 1σ confidence limits obtained in the context of an RVM scenario. $\Omega_k^0$ was treated as a free parameter. More details may be found in the caption of Table VIII.

| Parameter | All+LSS | All+LSS+H0^R | All+LSS+H0^E | All+LSS | All+LSS+H0^R | All+LSS+H0^E |
|-----------|---------|--------------|--------------|---------|--------------|--------------|
| $H_0$     | 67.5100±0.0079 | 68.7760±0.0058 | 67.7000±0.0428 | 67.5280±0.0876 | 68.8250±0.0011 | 67.7310±0.0849 |
| $10^5 \Omega_{\text{cdm}} h^2$ | 0.1150±0.0026 | 0.1170±0.0025 | 0.1153±0.0025 | 0.1151±0.0026 | 0.1154±0.0026 | 0.1152±0.0027 |
| $l_h^2$    | 4.0567±2.1064 | 2.0203±2.0197 | 3.7450±2.0330 | 3.9637±2.1855 | 3.9637±2.0330 | 3.9637±2.0330 |
| $n_s$      | 0.9682±0.0052 | 0.9689±0.0051 | 0.963±0.0051 | 0.9682±0.0052 | 0.9682±0.0052 | 0.9682±0.0052 |
| $\ln (10^{10} A_s)$ | -- | -- | -- | 3.0581±0.0311 | 3.0504±0.0315 | 3.0572±0.0312 |
| $\Omega_0^0 \Lambda (H)$ | 0.6994±0.0063 | 0.7039±0.0060 | 0.7001±0.0062 | 0.6993±0.0061 | 0.7036±0.0058 | 0.7000±0.0060 |

---

$\Omega_k^0 = 0$, although we cannot say that it spoils the consistency with the Planck constraints. We nonetheless note that once the conversion from $\nu$ to $B$ $(=3\nu)$ is made, the mean values of $B$ and the corresponding uncertainties (Tables XI and XII) are found to be of the same order of magnitude as those obtained in Ref. [36] with the full data set.

The tendency of the RVM to lend support to the Planck bounds for $H_0$ is also pointed out in Ref. [37]. The authors find that $\nu = 0$ is excluded at more than $3\sigma$ when they include LSS data, and although our results do not corroborate this conclusion, the mean and uncertainty for $\nu$ again translate into values for $B$ that match ours in order of magnitude. The same can be said of the constraints placed on $\nu$ in Ref. [38] by means of a fit to SNeIa+BAO+$H(z)$+LSS+BBN+CMB data. This despite the fact that the study in question considers radiation to interact with dark energy, which is not the case here. We note that our mean values for $B$ (excluding the ones obtained with the All + $H_0^R$ and All + LSS + $H_0^R$ data sets) have $\nu$ equivalents that lie within $1\sigma$ of the value found in Ref. [38] using the full data set.

---

FIG. 4: Marginalized posterior probability distributions for the RVM parameter $B$ vs (left) $H_0$, (center) $\Omega_0^0$, (right) $\Omega_k^0$.

---

TABLE XV. Mean values and 1σ confidence limits obtained in the context of a flat GRVS scenario. LSS data was excluded from the analysis. More details may be found in the caption of Table VII.

| Parameter | All | All + $H_0^R$ | All + $H_0^E$ |
|-----------|-----|--------------|--------------|
| $H_0$     | 68.2640±0.0079 | 69.2520±0.0078 | 68.3850±0.0083 |
| $10^5 \Omega_{\text{cdm}} h^2$ | 0.1193±0.0036 | 0.1223±0.0037 | 0.1197±0.0036 |
| $\Omega_0^0 \Lambda (H)$ | 0.6957±0.0066 | 0.6980±0.0069 | 0.6960±0.0069 |

On the contrary, our results are in some tension with that of Ref. [29] $[\nu = B/3 = (1.37±0.72) \times 10^{-4}]$. The authors attribute their strong constraints on $\nu$ to the

---

16 Two values $(a \times 10^p$ and $b \times 10^q$, where $1 \leq a, b < 10$ and $p$ is an integer) shall be deemed to have the same magnitude if $|a - b| < 5$. Given the quantity $M_{n+\ell}$, we shall refer to $n+\ell$ as the uncertainty in $M$. 

---
found in Table VIII. More details may be found in the caption of Table VIII.

Table XVI. Mean values and 1σ confidence limits obtained in the context of a flat GRVS scenario. More details may be found in the caption of Table VIII.

| Parameter          | All + LSS | All + LSS + $H_0^E$ | All + LSS + $H_0^E$ | All + LSS | All + LSS + $H_0^E$ | All + LSS + $H_0^E$ |
|--------------------|-----------|----------------------|----------------------|-----------|----------------------|----------------------|
| $H_0$              | 68.7530               | 70.9130               | 69.0730                      | 68.4960               | 68.7530               | 68.4960                      |
| $10^3 \Omega_b h^2$ | 0.22400               | 0.22420               | 0.22412                      | 0.22440               | 0.22420               | 0.22412                      |
| $\Omega_{cdm}^0 h^2$ | 0.1214               | 0.1290               | 0.1277                      | 0.1277               | 0.1290               | 0.1277                      |
| $10^3 C$           | 2.5053               | 2.7073               | 2.8573                      | 2.5053               | 2.7073               | 2.8573                      |
| $\Omega_{\Lambda(H)}^0$ | 0.6918               | 0.6918               | 0.6918                      | 0.6918               | 0.6918               | 0.6918                      |

We turn our attention to the study presented in Ref. [29] next. Here, the joint analysis is based on measurements of observables associated with SNeIa, BAOs, cosmic chronometers, LSS and the CMB, and again it transpires that the mean value of $\nu$ and associated standard deviation have the same order of magnitude as the ones we get for $B/3$. The authors also investigate the impact of the individual likelihoods on the results, and observe that using both LSS and CMB data tightens constraints on $\nu$, consequently endowing it with a definite sign. They go on to show that the absence of either makes $\nu$ compatible with the $\Lambda$CDM limit ($\nu = 0$). The authors conclude that the BAO+LSS+CMB combination excludes the standard model at more than 3$\sigma$.

Although some of the above studies allow radiation to couple with vacuum energy, we decide not to do likewise. There is an important reason for this: namely, any interaction between radiation and dark energy would cause the CMB temperature ($T_{\text{CMB}}$) to scale differently with redshift than it does in $\Lambda$CDM. Additionally, any net changes in photon number would alter the relation between the angular diameter and luminosity distances [133]. The literature contains many examples of studies that have constrained departures from the standard-model prediction for $T_{\text{CMB}}$ [$T_{\text{CMB}} \propto (1 + z)$] [143,146].

Table XVII. Mean values and 1σ confidence limits obtained in the context of a GRVS scenario. LSS data was excluded from the analysis, and the condition of spatial flatness was not imposed. More details may be found in the caption of Table VIII.

| Parameter          | All | All + $H_0^E$ | All + $H_0^E$ |
|--------------------|-----|---------------|---------------|
| $H_0$              | 68.7530          | 70.9130          | 69.0730          |
| $10^3 \Omega_b h^2$ | 0.22400          | 0.22420          | 0.22412          |
| $\Omega_{cdm}^0 h^2$ | 0.1214          | 0.1290          | 0.1277          |
| $10^3 C$           | 2.5053          | 2.7073          | 2.8573          |
| $\Omega_{\Lambda(H)}^0$ | 0.6918          | 0.6918          | 0.6918          |

One should keep in mind, however, that the approach taken in Ref. [29] differs from ours in a number of ways, the most prominent being the assumption that dark energy decays into both radiation and matter, and the incorporation of massive neutrinos into the model.
TABLE XVIII. Mean values and 1σ confidence limits obtained with each data set combination in the context of a GRVS scenario. \( \Omega_0^{\Lambda} \) was treated as a free parameter. More details may be found in the caption of Table [XVII].

| Parameter | \( \text{ALL+LSS} \) | \( \text{ALL+LSS+H_0^R} \) | \( \text{ALL+LSS+H_0^E} \) | \( \text{ALL+LSS} \) | \( \text{ALL+LSS+H_0^R} \) | \( \text{ALL+LSS+H_0^E} \) |
|-----------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( H_0 \) | 67.5080+0.8646−0.8940 | 68.7710+0.7891−0.7981 | 67.7040+1.0832−0.9632 | 67.5270+0.8799−0.9011 | 68.8250+0.7975−0.8066 | 67.7270+0.8537−0.8650 |
| \( 10^3 \Omega_0^{\Lambda} h^2 \) | 22.4130+0.1718−0.1742 | 22.4490+0.1728−0.1779 | 22.4190+0.1734−0.1709 | 22.4140+0.1718−0.1714 | 22.4500+0.1707−0.1716 | 22.4170+0.1723−0.1732 |
| \( \Omega_0^{\Lambda} \) | 0.1151+0.0026−0.0026 | 0.1170+0.0025−0.0025 | 0.1153+0.0025−0.0026 | 0.1151+0.0026−0.0027 | 0.1173+0.0026−0.0026 | 0.1153+0.0026−0.0027 |
| \( n_s \) | 0.9682−0.0052+0.0052 | 0.9689−0.0050+0.0051 | 0.9683−0.0051+0.0051 | 0.9682−0.0052+0.0051 | 0.9697−0.0052+0.0051 | 0.9683+0.0052−0.0052 |
| \( \ln (10^{10} A_s) \) | -- | -- | -- | 3.0584+0.0309−0.0297 | 3.0504+0.0313−0.0299 | 3.0571+0.0312−0.0296 |
| \( \Omega_0^{\Lambda(H)} \) | 0.6993−0.0061+0.0061 | 0.7036−0.0059+0.0060 | 0.7000−0.0062+0.0060 | 0.6993+0.0063−0.0061 | 0.7036+0.0061−0.0058 | 0.6999+0.0062−0.0061 |

or placed bounds on violations of the distance-duality relation \( \Lambda \) \[147,151\]. As yet, however, no compelling evidence of deviations from \( \Lambda \) \( \text{CDM} \) has been found. In other words, there is currently little observational justification for energy exchange between radiation and the vacuum to be incorporated into a cosmological model.

In the same vein, since \( \Omega_0^{\Lambda} \) is subject to very tight constraints, we refrain from coupling the baryon component with dark energy, as this would alter the way in which \( \rho_b \) scales with redshift. The reader is referred to Refs. \[151\] and \[152\] (and the works cited therein) for a review of the said constraints.

### D. The GRVS

Results are presented in Tables XV and XVIII. The inclusion of LSS data again proves to be important. In the flat case, it tightens constraints on \( \Omega_0^{\Lambda} \) and \( \Omega_0^{\Lambda(H)} \). As a result, the 1D posteriors for \( \Omega_0^{\Lambda} \) exclude the LSS limit at a little over 1σ. The situation is in many ways analogous to the RVM scenario. When the assumption of spatial flatness is relaxed, we again find that LSS data shows mild preference for a closed (rather than open) geometry, and tends to decrease the mean values of \( H_0 \). Contrary to what was observed for the RVM, the latter effect is also noted in the flat case.

The correlation between \( \Omega_0^{\Lambda} \) and \( H_0 \) explains why the \( H_0^E \) likelihood shifts the contours in Figs. [4] and [5] in the direction of increasing \( \Omega_0^{\Lambda} \). The introduction of growth data makes this displacement much less pronounced.

Before we move on, let us consider how well the GRVM, RVM and GRVS account for RSD measurements. The values of \( f \sigma_8(z) \) inferred from CMB data (for a \( \Lambda \) \( \text{CDM} \) cosmology) seem to be in excess of what observations related to structure growth suggest. This is a result of the fact that the constraints on \( \Omega_0^{\Lambda} \) and \( \sigma_8 \) obtained from weak lensing, Sunyaev-Zel’dovich cluster counts, and RSDs appear to be in some tension with the Planck analysis of primary fluctuations \[131\]. However, the cause of the discrepancy is yet a subject of debate. According to a recent study, the lower value for the reionization optical depth reported in more recent Planck papers has partially solved the problem \[153\]. Whether or not any tension is detected also depends on the choice of data set. In particular, RSD measurements published in the last few years tend to probe higher redshifts, at which degeneracies can set in between different models. Such measurements are therefore more likely to be consistent with the \( \Lambda \) \( \text{CDM} \) values for \( f \sigma_8 \) \[131\].

Figs. [4] and [5] show the variation of \( f \sigma_8 \) with \( z \) for the dynamical-\( \Lambda \) models and \( \Lambda \) \( \text{CDM} \). Most of the data points are located below the \( \Lambda \) \( \text{CDM} \) curve, so the fact that the GRVM, RVM and GRVS yield smaller values for \( f \sigma_8(z) \) augurs well, and indeed one notes that – in the majority of cases – the dynamical-\( \Lambda \) curves are closer to the mean values of the observations. By comparing the results for \( \sigma_8 \) \( \text{CDM} \) (provided in the captions of Figs. [4] and [5]) with the Planck value of \( \sim 0.8 \) \[14\], we may additionally deduce that the lower \( f \sigma_8 \) curves are mainly a consequence of a smaller \( \sigma_8 \) \( \text{CDM} \). Finally, it appears that the addition of \( H_0^E \) to the data set yields a slightly higher value of \( f \sigma_8 \) at a given \( z \). This observation is perfectly in accord with our conclusion that LSS data lends support to the Planck constraints on \( H_0 \).

### E. Comparison with \( \Lambda \) \( \text{CDM} \)

In this subsection, we consider the cosmological parameter constraints obtained by using the ALL + LSS, ALL + LSS + \( H_0^R \) and ALL + LSS + \( H_0^E \) data sets in the framework of a \( \Lambda \) \( \text{CDM} \) cosmology with freely-varying \( \Omega_0^{\Lambda} \).

The mean values and 1σ confidence limits are presented in Table [XIX].

How may we compare the results obtained for \( \Lambda \) \( \text{CDM} \) with those for the GRVM, RVM and GRVS? The number
FIG. 6: Marginalized posterior probability distributions for the GRVS parameter \( C \) vs (left) \( H_0 \), (center) \( \Omega_m^0 \), (right) \( \Omega_k^0 \).

FIG. 7: The variation of \( f\sigma_8 \) with \( z \) in a flat scenario. The data points of Table V are shown as black circles with 1σ error bars, and it can be seen that they mainly probe redshifts less than unity, at which different models are less likely to be degenerate [131]. The dynamical-Λ curves are based on the All+LSS (+ fixed \( A_s \)) mean values, and have \( \sigma_{8,0} \) equal to 0.7748 (RVM), 0.7660 (GRVM) and 0.7736 (GRVS). The ΛCDM curve was obtained using the TT+lowP+lensing results from Ref. [15].

of baseline parameters differs from model to model (11 for the GRVM, 10 for the RVM and GRVS, and 9 in the case of ΛCDM), so one cannot simply assess performance by looking at the minimum \( \chi^2 \). Instead, we employ the Akaike Information Criterion (AIC) [154]. This takes into account both the number of free parameters (\( p \)) and the value of the maximum likelihood (\( L_{\text{max}} \)):

\[
AIC = 2p - 2\ln(L_{\text{max}}) .
\]

Additionally, since the theoretical quantities associated with each likelihood are treated as samples from a multivariate Gaussian distribution, the AIC may equivalently be expressed in terms of the minimum \( \chi^2 \):

\[
AIC = 2p + \chi^2_{\text{min}} .
\]

Another tool for model selection is the Bayesian Information Criterion (BIC) [155]:

\[
BIC = p\ln N - 2\ln(L_{\text{max}}) .
\]

Here, \( N \) is the number of observations, which in this work amounts to 798 or 799\(^{17} \) depending on whether \( H_0^R \) or

\(^{17} \) JLA: 740, \( H(z) \): 30, CMB: 4, BAO: 12, LSS: 12 .
All model of greater merit, because when the information approximate the data – it does not necessarily yield a degrees of freedom – and hence allows the model to better although the addition of parameters introduces more de-

\[ \chi^2 \]

the non-flat case.

since some of its parameters are not well-constrained in Tables XX and XXI. We do not include the GRVM, from a multivariate Gaussian distribution holds, Eq. (55)

\[ H \]

\[ 0 \]
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\[ \ln \]

\[ (10^{10} A_s) \]

\[ \Omega^A \]

\[ 0.6991 \pm 0.0060 \]

\[ 0.7032 \pm 0.0060 \]

\[ 0.6995 \pm 0.0063 \]

\[ 0.6987 \pm 0.0060 \]

\[ 0.7029 \pm 0.0060 \]

\[ 0.6996 \pm 0.0063 \]

\[ 0.6997 \pm 0.0063 \]
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\[ 0.6992 \pm 0.0062 \]

\[ 0.6996 \pm 0.0063 \]
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\[ 0.6995 \pm 0.0063 \]
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\[ 0.6996 \pm 0.0063 \]

\[ 0.6997 \pm 0.0063 \]

\[ 0.7029 \pm 0.0060 \]
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H\( E \) are included. Provided the assumption of sampling from a multivariate Gaussian distribution holds, Eq. (55) may alternatively take the form

\[ \text{BIC} = p \ln N + \chi^2_{\text{min}}. \]  

The AIC and BIC for the RVM and GRVS can be found in Tables XX and XXI. We do not include the GRVM, since some of its parameters are not well-constrained in the non-flat case.

Tables XX and XXI demonstrate that the minimum \( \chi^2 \) for the RVM and GRVS is smaller than its ΛCDM counterpart. What is more, this holds for all three data set combinations. One must however determine whether the difference in \( \chi^2_{\text{min}} \) is enough to justify the extra free parameter of the RVM and GRVS. The reason is that although the addition of parameters introduces more degrees of freedom – and hence allows the model to better approximate the data – it does not necessarily yield a model of greater merit, because when the information supplied by the data has to be ‘shared’ among more parameters the resulting estimates tend to be less precise.

In such cases, information criteria like the AIC and BIC become indispensable to find a trade-off\(^{18}\) As can be deduced from Eqs. (53) and (55), the AIC and BIC statistics do not only penalize for a smaller value of \( \Lambda \max \), but also for a larger number of free parameters. In general, a smaller AIC/BIC indicates better performance.

Let us consider this in more detail. We start by noting that \( \Delta \text{AIC} \) indicates the level of support the data provides for the model with the smaller AIC. An absolute value between 0 and 2 is usually not deemed enough to draw conclusions. If \( |\Delta \text{AIC}| \) lies in the range from 2 to 4, the model with the larger AIC is considerably disfavored, while a value of \( |\Delta \text{AIC}| > 10 \) renders it practically irrelevant. In the same vein, a difference of magnitude 2 in
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the BIC is considered as evidence against the model with the larger BIC, while a difference of magnitude 6 or more constitutes strong evidence [161]. We may thus conclude that the models perform similarly when assessed by the AIC. However, the BIC penalizes for extra parameters more harshly than the AIC [162], and consequently provides a considerable level of support for ΛCDM.

V. CONCLUSION

Many of the studies that investigate the nature of dark energy are based on the premise of a spatially flat Universe. However, it has been shown that if the true geometry is not exactly flat, this practice could critically distort the conclusions reached about the dynamics of dark energy [163, 164]. It is therefore important to ask what implications a non-zero Ω_k^0 would have for dark energy scenarios. To this end, we consider three models from the literature that feature a dynamical Λ: the GRVM, whose characteristic Λ(H) takes the form A + BH^2 + CH^3 [23], and two sub-cases: the RVM, obtained by setting C to zero [24], and the model we call the GRVS, which has a null value for B instead [20]. We assume that the vacuum only exchanges energy with cold dark matter as it decays. The parameters B and/or C are constrained by means of an MCMC analysis, initially using data for the observables associated with SNeIa, cosmic chronometers, the CMB, and BAOs. Each model is first investigated in the context of a flat space-time. Then we allow Ω_k^0 to vary and look for any differences. We also analyze the effects of introducing a measurement of the Hubble constant as a fifth likelihood, and consider two different values for H_0: the one reported by Riess et al. (H_0 = 73.48 ± 1.66 km s^{-1} Mpc^{-1}) [18], and that obtained by Efstathiou (H_0^E) [134], equal to 70.6 ± 3.3 km s^{-1} Mpc^{-1}. Finally, we include LSS observations in the collection of data sets and repeat the whole procedure. The amplitude of the primordial scalar power spectrum, A_s, is either assigned a fixed value or treated as a freely-varying parameter.

In the case of the GRVM, the data we use is insufficient to break parameter degeneracies when the assumption of flatness is relaxed. The constraints we get in the flat scenario are, however, informative: we find that the addition of the LSS likelihood makes the posterior distributions for B and C close around the ΛCDM limit. It also changes the mean values of B and C from positive to negative – although only if H_0^R is absent from the combination of data sets, because the correlation between B (or C) and the Hubble constant causes the H_0^R likelihood to shift the posteriors in the direction of increasing B (or C). We furthermore note that the inclusion of growth data lowers the averages for H_0, enhancing compatibility with the range of values established by Planck [14].

Next, we turn our attention to the RVM. This time, the use of LSS data excludes the ΛCDM limit at a little over 1σ (in both the flat and non-flat cases, with one exception in the latter), while also serving to tighten the 2D posteriors in Fig. [4] When Ω_k^0 ≠ 0, we note a change in the sign of the mean values of B from negative to positive, and again find that growth data lends support to values of H_0 which resonate with the Planck result. Of particular relevance is the fact that all the constraints on Ω_k^0 become consistent with a flat geometry (within a 1σ confidence interval) once LSS observations are taken into account.

The GRVS parallels the RVM in many ways. Here, too, growth data is responsible for a dynamical Λ being preferred to a cosmological constant at a little over 1σ, and once more this turns out to hold (for the most part) whether or not we assume that the Universe is spatially flat. The LSS likelihood establishes a definite (negative) sign for C and increases compatibility between the average values of H_0 and the Planck constraints. Its effect on the 1D posteriors for Ω_k^0 is similar to what was noted for the RVM. In all cases, the addition of LSS observations puts Ω_k^0 = 0 at less than 1σ from the resulting mean, but in its absence both the RVM and GRVS show some preference for an open universe, and indeed the level of support provided by the RVM for a positive Ω_k^0 is over 2σ when H_0^R is included with the data.

In conclusion, our study indicates that a mildly-evolving Λ (modeled as in the RVM or GRVS) is only marginally favored over the cosmological constant. Moreover, this comes at the cost of an extra parameter which – while not given much weight by the AIC – has a negative impact on the BIC score. Another point of interest is the fact that merging the RVM and GRVS expressions for Λ into a two-parameter combination (the GRVM) appears to weaken the support for dynamical vacuum energy. We also investigate what happens when the assumption of spatial flatness is relaxed, and find that the addition of LSS data reduces the ability of the models to accommodate a non-zero Ω_k^0.
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