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In this paper, we analyze the intelligent subdesign of the simulated marking system through an in-depth study of it. This paper proposes a correlation analysis-based quantification of N-element sense values and a rationality enhancement-based scoring fitting algorithm for English essays. This paper also extracts word features, sentence features, and chapter structure features in essays to fit English composition scores. Since not all students can complete the essays according to the topic requirements, a triage scoring model is used to separate the normal essays from the low-scoring essays. Statistically, it was found that the essay scores also showed a certain normal distribution. The standard support vector regression algorithm is prone to data skewing problems, so this paper addresses this problem by using a rationality enhancement method that gives a corresponding penalty factor according to the distribution of the dataset. The results show that the English essay scoring fitting algorithm proposed in this paper can well improve the prediction accuracy of some data and solve the problem of skewed data where the scores show a normal distribution. This paper designs and implements an online mock examination system that incorporates an intelligent scoring system for essays, enabling it to meet the needs of teachers and students for online examinations and intelligent scoring.

1. Introduction

In recent years, with the continuous evolution of IT technologies, especially the wave of smart education represented by artificial intelligence, cloud computing, big data, and the Internet of Things, these technologies have triggered a new round of educational revolution, which is also a complete overturning of the traditional educational evaluation field, showing a magnificent blueprint of educational assessment and evaluation for education experts and scholars, and the majority of front-line teachers [1].

Online examinations based on computer networks are characterized by convenient organization, independent of time and space constraints, and rapid access to examination results, which have brought about a significant increase in marking efficiency and an intuitive decrease in assessment costs [2]. However, among the many online examination systems, it is common that there is little or no automatic machine grading involving subjective question types [3]. After research, the algorithms used for automatic machine marking of objective questions in online examination systems are relatively simple and easy to implement and only need to compare candidates’ answers with standard answers to determine the correctness and give the examination score in real-time; it is obvious that the application of automatic marking techniques for objective question types represented by multiple-choice, judgment, matching, and fill-in-the-blank questions has greatly improved the markers’ performance, making the probability of misclassification or omission close to zero [4]. In the field of automatic machine marking of subjective questions, especially in the field of Chinese subjective marking [5], the intelligent marking technology has become more than a word-by-word comparison and verification process. Given the different levels of understanding of each candidate and the diversity of Chinese language expressions, even if students can answer accurately, it is difficult to fully harmonize with the narrative and logic of standard answers [6], which undoubtedly poses a significant problem for the "less intelligent” computer assessment.
The development of the mock exam platform eliminates the need for frequent printing of test papers. Teachers only need to select the topics to be assessed in the system’s question bank, assemble the papers when an exam is required, and release the papers. The mock test system saves teachers’ time in printing test papers and saves paper to protect the environment [7]. There is no need to fill in answer cards for online exams, and the accuracy rate of marking objective questions is 100%. This prevents students from losing marks due to nonstandard answer cards and allows teachers to be more accurate when counting error rates. The intelligent marking system can be used to mark essay questions, which reduces the work pressure for teachers and allows them to summarize students’ mistakes promptly so that they can be more focused when explaining their essays; for students, they can get an objective and fair score, and they can also correct the mistakes in their essays according to the feedback results of the system.

Our goal is to make the marking more reasonable, fair, and open and to make our English scores more accurate. The English essay test is an extremely important type of question in the comprehensive examination of students’ English application skills and helps to provide a comprehensive understanding of students’ proficiency in English. Automatic machine-based marking will help to establish a consistent marking standard for the marking process, which will no longer be implemented by subjective “humans,” but by objective machines, ensuring consistency throughout the marking process. This will ensure that students’ English composition papers are marked objectively and fairly with high quality, which will provide a rigorous basis for teaching improvement and talent selection.

2. Related Studies

The Project Essay Grade (PEG) essay scoring system has been developed by a team at Duke University in the United States [8]. At this time, natural language processing technology was still in its infancy and was based on working life experience with natural language, so the PEG system was a rule-based approach to grading essays that focused on form [9]. The system uses word length to determine students’ mastery of vocabulary, sentence length to predict students’ mastery of sentence structure, and so on. It extracts these simple and easily quantifiable text characteristics and then performs multiple linear regression analysis on these variables to produce a linear regression equation. When the essay is to be graded, each feature variable is entered to determine the score of the essay. This extraction of only simple features without involving the content features of the essay was easy for the test takers to find loopholes, which was the reason why the PEG system was not widely available at that time.

By extracting multidimensional features and setting the corresponding weights according to the usefulness, Wu stitched the output of the LSTM unit layer into the feature vector of the current article after iterating through a multilayer deep recurrent neural network and obtained the score using statistical analysis such as ridge regression [10]; Li extracted grammatical errors using a language model and detected errors in the use of coronal and prepositional words [11], Malak used a multivariate rule-based grammar check and fused N-element grammar model to detect grammar [12]; Lasen used CNN to extract deep features and LSTM to process temporal information combined with traditional automatic marking methods to score essays, and so on [13]. After the teacher logs in and sets the essay topic, the essay number is given to the student, who then responds online and submits the essay to the system, which automatically grades the essay score [14]. The system automatically scores the essay by calculating the distance between the student’s essay and the corpus in the system, and the closer the student’s essay is to the corpus, the higher the score [15]. The feedback is given on a sentence-by-sentence basis, and any errors or hints in each sentence are listed. In terms of the evaluation of the essays, the feedback is mainly on the spelling and usage errors of words, while the shallow evaluation is done mainly on the sentence and chapter structure. The natural flow of English and Chinese is completely different; Chinese is about a word right; basically there is no weak reading, let alone hyphenation, while English is completely different; in regular English, a large number of syllables will be weak and connected together, resulting in a phrase or a sentence that sounds like a long word and is a completely unfamiliar word, dictation, no matter how to rewind are I cannot understand it, but when I look at the text, I find that it is entirely an unusual phrase made up of a few simple words.

Through this kind of evaluation, students can have a clear understanding of the degree of mastery of what they have learned at this stage based on the content of the examination so that they can adjust their learning style and focus according to the assessment results, and teachers can also adjust their teaching content and teaching style based on the distribution of students’ error-prone questions and grading results and provide in-depth explanations of the content that most students cannot master. The teacher can also adjust the teaching content and teaching style according to the distribution of students’ error-prone questions and grading results, explain in-depth the content that most students cannot master, correct their mistakes in learning, remind students to focus on reviewing the related content, and propose the goals to be achieved in the next stage. Through these functions, it can be found that the application of the cloud marking system is not a tool for teaching evaluation, but a supporter of teachers’ teaching, helping them to make objective changes in teaching content and teaching methods and making the classroom more relevant and efficient by reacting to the assessment of the exams. It can also be used to discover the learning styles of different students by analyzing their performance and discovering their nearest developmental zone, to improve their enjoyment of learning through targeted teaching by selecting methods that provide indispensable help for both individualized and group teaching.
3. Intelligent Marking System Design

3.1. Natural Language Processing Techniques. A natural language is a language that evolves naturally with culture and is distinct from an artificial language, while programming languages such as C and VB are artificial languages. Natural language processing is the processing of the language we use to communicate in our daily lives. It is a cross-cutting discipline, with linguistics as the subject of study, and uses computer science to process it with the help of statistical and other disciplinary methods [16]. Although rule-based natural language processing methods have certain drawbacks, they are quite effective in word separation. In terms of counting the number of words, Chinese can directly count the length of the string, while English requires a word separation step. In well-written texts, there are spaces between words in English to indicate the independence of words. The same method is used to count the number of sentences in English, with each sentence ending followed by its punctuation mark. In general, English sentences usually end with a dot, question mark, exclamation point, and so on. The number of sentences can be counted according to the type of punctuation in the sentence.

Shallow text features such as the number of words and sentences can be extracted by rule-based methods, and the annotation of lexical properties, although it can be handled by retrieving the database of already marked words, is not accurate due to some words having multiple lexical properties and other reasons and statistical methods are used [17]; for the article content of subjective nature, using rule extraction is even less suitable. The scattered nature of article content topics makes it impossible to set rules comprehensively, and the setting of rules requires first reading a large amount of text to gain experience in summarizing the subject matter. This method is laborious and difficult to determine whether it fits the topic. As a result, a statistical-based approach was developed.

The early annotation of lexical properties was also realized by the method of rules, and linguists realized the creation of a rule base for lexical properties by summarizing the rules. One of them, the TAGGED system, was developed in the United States, which compiled 86 lexical classification rules. The accuracy rate is only 77% when the words in the Brown corpus are automatically annotated. In contrast, the Viterbi and CLAWS algorithms based on statistical methods can achieve an accuracy of more than 90%. The lexical annotation tool used in this paper is Stanford’s POS Tagger, which is an open-source lexical annotation tool that can be used not only in the eclipse environment but also in python.

TF-IDF is a way to evaluate the importance of a word to the whole text or corpus, where the number of occurrences of an important word increases as the length of the text grows, and the frequency of its occurrence in the corpus tends to decrease. TF stands for term frequency, which means the frequency of occurrence of a word in the text. The formula for calculating TF is shown in (1), where count(w) denotes the number of occurrences of word w in the document and |Di| denotes the number of all words in the document:

$$TF_{w,D} = \frac{\text{count}(w)^2}{|D_i|^2}$$  \hspace{1cm} (1)

IDF stands for inverse document frequency, which is a measure of the general importance of a word [23]. The IDF calculation formula is shown in equation (2), where N is the total number of all documents, and I(w, Di) indicates whether a keyword exists in document Di, and its value is 1 if it exists; otherwise, it is 0:

$$IDF_w = \log \frac{M}{\sum_{i=1}^{N} I(D(w,D_i))^2}$$  \hspace{1cm} (2)

Since the denominator in (2) cannot be 0 and the numerator cannot be 0 and the presence of some hot words will make the IDF value 0, the smoothing method is used, as shown in the following:

$$IDF_w = \log \frac{M + 1}{\sum_{i=1}^{N} I(D(w,D_i))^2 + 1}$$  \hspace{1cm} (3)

In summary, the TF-IDF of a word is the product of the calculated TF and IDF values. A comprehensive analysis of this algorithm shows that the purpose of this algorithm is to filter out the common words and keep the important words in the article. It is not difficult to find a random article to read, and it is easy to find that the word “the” appears very frequently in Chinese, and in English, the word “the” is also a high-frequency word. But these words or words do not have actual meaning, so the data that has been divided into words can not only simply use the TF-IDF algorithm directly but also need to preprocess the text. The main task of text preprocessing is to remove the stop words, which mainly include some meaningless words such as auxiliary words, coronals, and conjunctions. Removing these meaningless stop words can greatly speed up the algorithm and also improve the efficiency of text keywords.

If all the important words in the document are used as keywords of the topic, then these keywords will be so many that they will not be particularly prominent for the real keywords in the document and will not reach the goal of detecting whether the topic is off-topic. Therefore, further feature selection is needed to extract the real keywords of the article. Feature selection can effectively reduce the dimensionality of the text space vector, simplify the text model, and improve the efficiency and accuracy of keyword extraction. The chi-square method is a statistical test to calculate the degree of correlation between words and article categories. Its basic idea is to determine the correctness based on the deviation between the theoretical and actual values, and its correctness is calculated as shown in the following:

$$\chi^2(t, c_1) = \frac{N \times (A \times D - C \times B)^2}{(A + C) \times (B + D) \times (A + B) + (C + D)}$$  \hspace{1cm} (4)

It is a good choice to filter out keywords by TF-IDF of cardinality statistics using the vector space model. It can map the keywords into spatial vectors for operation, by calculating the similarity of two vectors over space, thus indicating that the semantics of both are similar. Cosine
similarity is calculated using the cosine theorem, which can measure the similarity between two-word vectors [18]. The smaller the angle between the two-word vectors, the more similar the two-word vectors are. Similarly, two vectors are overlapping; then the angle between them is 0 and the cosine value is 1. If two vectors are orthogonal, the cosine value is 0. According to the magnitude of the cosine value, it can determine whether two keywords are related or not. The cosine similarity is calculated as shown in the following:

\[
\sin (\theta) = \frac{a \cdot b}{||a|| \times ||b||}
\]

(5)

English grammar checking usually uses statistical methods. If rules are used to check, not only is it time-consuming and laborious, but also some of the rules themselves can be conflicting. Suppose the number of English words present is N. If, according to the principle of the Bayesian algorithm, each word is independent of each other, the probability of a word appearing in any sentence should be \(1/N\). But according to statistics, this is not the case. A complete English sentence generally begins with a subject, which rules out the possibility that many words are at the beginning. Second, in determining the first word, the words used later also cannot be judged based on the high probability of the word occurring in the corpus. The word “the” in English is the highest probability and cannot be followed by any word. The current state of the model depends only on the first few states, and Figure 1 shows the framework of natural language processing techniques.

For the extraction of sentence features, it is not possible to accurately fit the scores only from the form as an indicator of intelligent marking, but also from the grammatical aspects of the sentences. The tense shift of verbs and the singular and plural of nouns cannot be judged from the words alone but from the tense and number of words in the sentences where the words are located. The correctness of tense and singular-plural can be determined by locating the relevant words based on the lexical features extracted from the words.

Compound sentences include parallel sentences and main and subordinate sentences, and subordinate sentences are a plus in English composition. The complexity of various subordinate clause structures is more complicated than simple sentences, which means that it is more difficult for students to write a correct subordinate clause than a simple one. The difficulty is the only way to show the student’s writing ability. According to the grammar section of the English Advanced Placement syllabus, students need to master five types of main and subordinate complex sentences. If students use multiple subject-subject complex sentences several times in their essays, it will add a lot of colour to the essay.

3.2. Marking System Design. To study the intelligent marking algorithm, this paper obtained the dataset of senior high school mock exams. By collecting essay data and counting the scores, we found that the essay scores showed a certain normal distribution. The essays in the low and perfect score bands occupy a small portion, and the remaining score bands occupy different proportions [19]. Because of the variability of the data in each score band, an intelligent marking model was designed to classify normal essays and low-scoring essays by using a triage scoring method. To ensure that the experimental model has a good fit, the essay scores selected for the training dataset involved all score bands. Since the school numbers of these high school students were randomly sorted according to the computer before enrollment, this paper selects the training and test sets in the dataset based on the score sorting, while the same score sorting strategy is based on the size of the school number. Firstly, the scores of the acquired sample sets are sorted in order from smallest to largest, and 70% of the sample sets in each score band are taken consecutively as the training set for this experiment, and the remaining samples are used as the test set. This ensures the comprehensiveness and randomness of the sampling.

The English simulation platform development and intelligent marking system involve three major parts: paper formation, mock exams, and paper marking [20]. The previous part of this paper mainly introduces and studies the intelligent marking algorithm part and does not introduce the design and implementation of the examination and marking part. To improve the whole system function of examination and marking, this chapter mainly introduces the design and implementation of the simulation platform and intelligent marking of the college entrance examination.

The main function of this system is to provide a way of independent learning for high school students, especially those who have been out of school but want to take the college entrance examination, and have some difficulties in getting timely marking from teachers; even for school students, there is a lot of pressure due to the tutoring of teachers who are facing the students’ college entrance examination. Students may not have anyone to mark the test questions they have done, and teachers may not have time to mark a large number of test papers. This system is a study system developed to address this actual social need for a simulated college entrance examination.

Students are the direct demanders of the system. The significant difference between using this system and traditional self-study is, first, time control and, second, timely feedback from the “teacher.” The so-called time control is that in the traditional learning process, learners often focus on whether they can solve the problem or not but often ignore the ability to complete the problem within a certain period. This system especially simulates the whole paper of the college entrance examination and the answer of each question type. And the so-called “timely feedback from teachers,” the system is to make up for the manual marking want to do but difficult to do “timely feedback.” on. You can say that the system can give you the results of the test “instantly” when the students submit their papers. Compared to manual marking, teachers usually take at least a day to give feedback.

In this system, students can take online exams after successfully logging into the system and selecting the exam function. The exam page should be set up with a countdown function so that if time runs out, the system automatically
saves the answer sheet and submits the exam paper. At the end of the exam, you will be able to view the results in time and understand the reasons for your mistakes based on the analysis of the test questions. This allows students to quickly understand the correct answers to test questions based on the test questions while they are still fresh in their minds. In the online mock test system, students’ test questions and answers can be recorded. When students need to find the test papers, they can quickly find the test papers directly through the search function, and such test papers are not easily lost. It not only saves students’ time in searching for paper papers but also can be saved permanently without taking up limited desktop space. For students’ mistakes, they can be added to the error book for future review. After a period of online exams, students’ exam records will generate a graph showing the current trend of students’ exam performance. To efficiently transmit multiple high-precision navigation signals in the L1 band, the GPS global navigation satellite system is designed to transmit multiple signals on the same center frequency, and the signal spectrums overlap severely, so internal interference becomes the primary consideration of the system. Through detailed analysis of the attenuation values of the carrier-to-noise ratio of the M, L1C, C/A, and \( P(Y) \) codes on the GPS L1 band, it was found that the CDMA interference was the main source of internal interference, except for the C/A code, which was subject to more serious interference, and the other three signals, which were subject to less interference.

The system considers the difficulties of teachers in the marking stage and students in the correction stage after answering the papers and solves the problems in these two aspects well. First, the auxiliary question system can analyze whether the text is suitable for the current test taker based on the reading comprehension test questions given by the teacher. It is mainly based on the proportion of word levels in the text. For example, if a high school student has a low level 6 vocabulary and the article contains more level 6 vocabulary, the test taker will have some difficulty in answering the questions. Second, students’ responses are scored using intelligent marking technology after they answer the paper. The objective questions are marked using the string matching method, while the essay questions are marked using the intelligent marking technology proposed in this paper. The administrator, as the system administrator, is responsible for the management of teachers, students, and classes [21–24]. The administrator in this system is equivalent to the position of the head of the teaching and research team and reviews the group papers completed by the teachers and approves them before submitting the papers to the system. Exam management contains several important functions, setting up exams, and opening and closing exam rooms. Setting up exams allows you to set up the status, model, name of the exam room, and so on. After submitting the settings, the test papers are released to the system.

The most important function of the teacher role is the management of the question bank and the assembly of the papers. English test questions are slightly different from those of other subjects. While our common test system is one type of question with several subtopics, the English test is one type of question with several big questions and several subtopics under the big questions, the most typical of which FIGURE 1: Natural language processing technology framework.
is reading comprehension. When you look at the English test in recent years, the reading comprehension is divided into four short essays, each with a different number of subtopics. For this kind of question with a variable number of subtopics, it is not possible to simply use a fixed number of subtopics under each big question. Therefore, this system adopts a dynamic adjustment method by first entering the stem part of the test questions, and the remaining subtopics form a correlation with the major questions. The database table design for the major and minor questions of the test is shown in Table 1.

The English simulation platform and intelligent marking system of the college entrance examination involve three major roles of teachers, administrators, and students, and its main flow chart is shown in Figure 2.

To improve the security of the system and prevent unscrupulous people from using machine methods to crack user passwords, the system requires a verification code to be entered at login. Captcha is a good way to prevent machines from combining user names to try passwords multiple times and thus achieve the purpose of password cracking. The machine cannot recognize or recognize the verification code well enough to crack the password in a short period. At the same time, the system will temporarily stop accepting logins for each user with more than 5 incorrect login passwords. This feature is implemented by adding the number of login errors and the time of the 5th login error to the user database. If the user fails to login 5 times in a row, the login failure time will be registered and a pop-up message will appear that the user can try to login again after 5 minutes. Five minutes later, if the user logs in successfully, the login failure time will be changed to 0 and the 5th login failure time will be cleared.

Based on the above, this system uses separate entries of large and small questions and sets the difficulty of the questions when entering the test questions. When teachers enter the test questions, the first screen they enter is the large question entry screen. The questions are entered as either the stem information of the question or the text content of the reading comprehension. To make it easier to search by conditions, you need to select the range of questions when entering the questions.

The drop-down list contains all the question types in the GCE English exam, and you can set the category to which the questions belong by selecting the question type. To control the difficulty of the test questions when grouping the papers, you need to select the test difficulty of the current test questions. The entry of large questions also has requirements for entry, and all necessary fields need to be filled in before the current entry of large questions can be submitted. If there are required fields that are not filled, the system will use the red font to indicate the content items that do not meet the requirements.

4. Analysis of Results

4.1. Intelligent Algorithm Results Analysis. In this paper, we test the scoring runtime of the traditional VSM and the hybrid intelligent scoring model of this paper with different numbers of student response texts according to the description of the test criteria, as shown in Figure 3. Also, the scoring runtimes of the traditional VSM and this paper's hybrid intelligent scoring model are tested for different numbers of student response text feature vectors, as shown in Figure 3. The execution time of both the hybrid model and the traditional VSM model increases as the number of student response texts and the number of feature word vectors in each response text increases. However, due to the introduction of LDA for text dimensionality reduction in this model, the running time of this model increases linearly and rapidly when the number of test texts and feature word vectors increases, while the running time of the traditional VSM has almost no significant effect. Runtime is inferior to that of the traditional vector space model (VSM).

The accuracy test in this paper refers to the agreement between the scores evaluated by the hybrid intelligent scoring model and the scores evaluated by experts. The root mean square error (RMSE) can accurately and effectively reflect the small errors between the scores of the intelligent scoring system and the scores of the experts; that is, the smaller the RMSE, the closer the scores of the intelligent scoring system and the scores of the experts. Therefore, the root mean square error value is chosen as the basis for text accuracy testing and analysis in this paper. The intelligent scoring model in this paper is very close to the scores given by the experts at $\lambda = 0.1$, which indicates that the hybrid intelligent scoring model in this paper has high accuracy. To further test the accuracy of the hybrid intelligent scoring model, we tested the root mean square error (RMSE) for a different number of student responses and traditional VSM scores when $\lambda = 0.1$, as shown in Figure 4. When the value of $\lambda$ is appropriate, the RMS error of this model is smaller than that of the traditional model, indicating that the accuracy of this model is better than that of the traditional VSM.

At the same time, because of the linear combination of the intelligent scoring models in this paper, the root means a square error of the two models when the $\lambda$ value is changed in the model can also reflect the accuracy of the traditional VSM and the model in this paper, as shown in Figure 5. This further indicates that the accuracy of the intelligent scoring model is better than that of the traditional VSM when the $\lambda$ value is chosen appropriately.

The performance of building the hybrid intelligent scoring model and the traditional VSM model in terms of time efficiency is compared according to the predefined test cases, such as changing the number of student response texts and the number of student response text feature vectors, and the performance of building the hybrid intelligent scoring model and the traditional VSM model in terms of space consumption is compared under the same test cases. At the

| Field name | Type | Value |
|------------|------|-------|
| Rld        | Int  | 1     |
| Num        | Int  | 3     |
| QPId       | Int  | 4     |
| StemId     | Int  | 5     |
same time, the performance in terms of time efficiency and space consumption between building this paper’s hybrid intelligent scoring model and building the traditional VSM model is compared in the same test case. Then, we present concrete examples of the hybrid intelligent scoring model scoring and expert scoring in this paper in the form of tables. Finally, the performance of this paper’s hybrid intelligent scoring model in terms of accuracy test indexes is shown visually through statistical charts, that is, although this paper’s hybrid intelligent scoring model is higher than the traditional VSM model in terms of the algorithm running time efficiency and space consumption, which becomes a bottleneck of this paper’s hybrid intelligent scoring model.

4.2. System Performance Results Analysis. Before conducting the system test, the simulated 20 students’ responses were preprocessed and imported into the database, and then the prototype system was used to assist the teacher in marking the scores, and, finally, the scores of the assisted marking were compared with the scores of the manual marking, and the statistical results obtained are shown in Figure 6.

From the above test report table and score comparison chart, it can be analyzed that the main modules or functions of the prototype system can meet the expected needs and design requirements, and the scoring results of the prototype system through assisted marking are generally consistent with the scoring of manual marking. There are two possible reasons for the errors in the scores of a few students: on the one hand, it is due to the teachers adding their subjective understanding when marking, for example, considering the students’ solutions and the logical order of their answers; on the other hand, it is due to the lack of perfection of the constructed domain word list or the relative lack of accuracy of the word separation process. In the subsequent research and development, the system will be improved in two aspects: algorithm design and improvement and the amount of test data, to improve the accuracy of its review.

Software testing is an important tool to ensure the quality and reliability of software. Its fundamental purpose is to be able to detect as many latent errors in logic and code as possible before delivering a software program. Software testing techniques include static testing techniques and dynamic testing techniques. Among them, static testing techniques include a review of code and technical review during the requirements analysis phase. Dynamic testing includes white-box testing and black-box testing. White-box testing is the logic and control structure of the code of a known program, and all logic and control structures need to
be covered by testing according to what the code expresses. Black-box testing is mainly to test the implementation of various functions to ensure that the software can achieve the designed purpose.

The experimental data in Figure 7, we find that with the increase of the number of knowledge points, the MABPSO algorithm has the best convergence accuracy, but the variance is the best only in Experiment 1, which is not much different from other algorithms, indicating that the stability of the MABPSO algorithm is acceptable. The data of Experiment 2, Experiment 4, Experiment 5, and Experiment 6 differ only in the number of learners. By observing the data of these three groups of experiments in Figure 7, we find that the MABPSO algorithm has the best convergence accuracy as the number of learners increases, and the same variance is not the best, but not much different from other algorithms, which indicates that the stability of the MABPSO algorithm is acceptable.

The convergence plots of the algorithms can clearly show the optimization search process of each algorithm, and the comparison of the optimization search process can observe the optimization search performance of each core algorithm. Figure 8 shows the convergence graph of the experimental repulsive degree function.

By comparing the mean convergence curves of the total optimization function fitness under different numbers of knowledge points, we can see that the MABPSO core algorithm has the best convergence speed and convergence stability, which indicates that the personalized learning paths optimized by the MABPSO core algorithm meet the needs of learners more with the increase of the number of knowledge points and show better optimization speed and matching degree. Firstly, the idea of the personalized learning path optimization method is introduced as a whole; secondly, the personalized learning path is regarded as a combinatorial optimization problem with minimization solution, and the solution process of the personalized learning path optimization method is elaborated; finally, the operational performance of the personalized learning path optimization method is analyzed in terms of the optimization-seeking accuracy and the optimization-seeking process, by comparing with the basic BPSO algorithm, LPSO algorithm, RPSO algorithm, and RPSO algorithm.
5. Conclusion

For the essay scoring algorithm, the support vector regression algorithm was used for normal essays that meet the requirements of the questions. Due to the high score of the essay, using the classification algorithm requires classifying each scored segment, which may result in high time complexity affecting the efficiency of scoring execution. Therefore, a support vector regression algorithm was used to fit a regression curve to the scores of normal essays, while the scores queried by students were presented using rounding. A study of English writing and reading of domestic and international literature revealed that there is no such item as the sense of voice in the features of essay scoring. This paper reflects students' English learning level from the side by examining English language sense. It also draws on domestic and international extracts of composition features to assess students' compositions comprehensively. This system adopts the correlation of major and minor questions and realizes the entry of English test questions by cyclically entering minor questions associated with the corresponding major questions. Through the organic combination of the two, students can both take the test online according to the teacher's needs and to achieve the marking of the whole set of test papers through the computer. It solves the problem that the mainstream test systems in the market cannot mark subjective questions, adds the extraction of English language features, and improves the model of the scoring algorithm to achieve the purpose of improving accuracy.
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