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Abstract

We derive the optimal second-order coding region and moderate deviations constant for successive refinement source coding with a joint excess-distortion probability constraint. We consider two scenarios: (i) a discrete memoryless source (DMS) and arbitrary distortion measures at the decoders and (ii) a Gaussian memoryless source (GMS) and quadratic distortion measures at the decoders. For a DMS with arbitrary distortion measures, we prove an achievable second-order coding region, using type covering lemmas by Kanlis and Narayan and by No, Ingber and Weissman. We prove the converse using the perturbation approach by Gu and Effros. When the DMS is successively refinable, the expressions for the second-order coding region and the moderate deviations constant are simplified and easily computable. For this case, we also obtain new insights on the second-order behavior compared to the scenario where separate excess-distortion probabilities are considered. For example, we describe a DMS, for which the optimal second-order region transitions from being characterizable by a bivariate Gaussian to a univariate Gaussian, as the distortion levels are varied. We then consider a GMS with quadratic distortion measures. To prove the direct part, we make use of the sphere covering theorem by Verger-Gaugry, together with appropriately-defined Gaussian type classes. To prove the converse, we generalize Kostina and Verdú’s one-shot converse bound for point-to-point lossy source coding. We remark that this proof is applicable to general successively refinable sources. In the proofs of the moderate deviations results for both scenarios, we follow a strategy similar to that for the second-order asymptotics and use the moderate deviations principle.
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I. INTRODUCTION

The successive refinement source coding problem [1], [2] is shown in Figure 1. There are two encoders and two decoders. Encoder \( f_i \), \( i = 1, 2 \) has access to a source sequence \( X^n \) and compresses it into a message \( S_i \), \( i = 1, 2 \). Decoder \( \phi_1 \) aims to recover source sequence \( X^n \) under distortion measure \( d_1 \) and distortion level \( D_1 \) with the encoded message \( S_1 \) from encoder \( f_1 \). The decoder \( \phi_2 \) aims to recover \( X^n \) under distortion measure \( d_2 \) and distortion level \( D_2 \) with messages \( S_1 \) and \( S_2 \). The optimal rate region for a DMS with arbitrary distortion measure was characterized by Rimoldi in [1].

In this paper, we analyze two other asymptotic regimes associated to the successive refinement problem—namely, the second-order [3] and the moderate deviations asymptotic regimes [4]. Our analysis provide a more refined picture on the performance of optimal codes for the setting in which the joint excess-distortion probability (in contrast to the separate excess-distortion probabilities in [5]) is non-vanishing and the setting in which this probability decays sub-exponentially fast. We study two main classes of sources, namely discrete and Gaussian memoryless sources.

A. Main Contributions

There are two main contributions in this paper.

First, for a DMS with arbitrary distortion measures, we derive the optimal second-order coding region and moderate deviations constant for the successive refinement source coding problem under a joint excess-distortion criterion in contrast to the separate excess-distortion criteria in No, Ingber and Weissman [5]. We opine that the joint criterion is also important and is, in fact, in line with the original work by Rimoldi [1] and the work on error exponents (the reliability function) by Kanlis and Narayan [6]. There are several new insights on the second-order coding region that we can glean when we consider the joint excess-distortion probability (cf. Section III-D). Moreover, we show that our result can be specialized to successively refinable discrete memoryless source-distortion measure triplets, leading to a simpler second-order region and also a simpler expression for the moderate deviations constant. In the achievability part, we leverage the type covering lemma [5, Lemma 8]. In the converse part, we follow the perturbation approach by Gu and Effros in their proof for the strong converse of Gray-Wyner problem [7], leading to a type-based strong converse. In the proofs of both directions, we leverage the properties of appropriately-defined distortion-tilted information densities and we also use the (multi-variate) Berry-Esseen theorem [8] and the moderate deviations principle/theorem in [9, Theorem 3.7.1]. Furthermore, in the proof of converse part for successively refinable source-distortion measure triplets, we generalize the one-shot converse bound of Kostina and Verdú in [10, Theorem 1]. We remark that this converse proof is also applicable to successively refinable continuous memoryless source-distortion
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measures to triplets such as the a GMS with quadratic distortion measures. For the moderate deviations analysis for a DMS with arbitrary distortion measures, we use an information spectrum calculation similar to that used for the second-order asymptotics analysis.

Our second contribution pertains to a GMS with quadratic distortion measures in which we establish the second-order coding region and the moderate deviations constant. The solutions are particularly simple because a GMS with quadratic distortion measures is successively refinable [2]. However, because the Gaussian source is continuous, we need to modify the type covering lemma mentioned above, as it only applies to discrete sources there. We apply the sphere covering theorem [11] multiple times to establish a Gaussian type covering lemma for the successive refinement problem. To subsequently apply this lemma to calculate the joint excess-distortion probability, we need to define the notion of Gaussian types (cf. [12], [13]) carefully. Indeed, the quantizations of the power of the source for the second-order and moderate deviations analyses are different and they need to be chosen carefully. We note that appropriately-defined Gaussian types have been used in the work by Scarlett for the second-order asymptotics of the dirty-paper problem [14] and Scarlett and Tan’s work for the second-order asymptotics of the Gaussian MAC with degraded message sets [15].

B. Related Work

We briefly summarize other works that are related to successive refinement source coding. [16] extended Rimoldi’s result in [1] to discrete stationary ergodic and non-ergodic sources. Motivated by memory limitation concerns, Tuncel and Rose considered additive successive refinement source coding problems in [17] where the decoding scheme is constrained to be additive over an Abelian (commutative) group. Kanlis and Narayan [6] derived the error exponent under the joint excess-distortion criterion while Tuncel and Rose [18] considered the separate excess-distortion criterion for two layers. Second-order coding rates were derived for the so-called strong successive refinement problem by No, Inger and Weissman [5]. They considered the separate excess-distortion criteria. In this work, we consider the joint excess-distortion criterion.

There are several works that consider second-order asymptotics for lossless and lossy source coding. Tan and Kosut [19] and Nomura and Han [20] considered the Slepian-Wolf problem and Watanabe considered the lossless Gray-Wyner problem [21]. The dispersion for point-to-point lossy source coding was derived by Inger and Kochman [22] and by Kostina and Verdú [23]. The Wyner-Ziv problem was considered by Watanabe, Kuzuoka and Tan in [24] and by Yassaee, Aref and Gohari in [25].

We also recall the related works on moderate deviations analysis. Chen et al. [26] and He et al. [27] initiated the study of moderate deviations for fixed-to-variable length source coding with decoder side information. For fixed-to-fixed length analysis, Altuğ and Wagner [4] initiated the study of moderate deviations in the context of discrete memoryless channels. Polyanskiy and Verdú [28] relaxed some assumptions in the conference version of Altuğ and Wagner’s work [29] and they also considered moderate deviations for AWGN channels. Altuğ, Wagner and Kontoyiannis [30] considered moderate deviations for lossless source coding. For lossy source coding, the moderate deviations analysis was done by Tan in [31] using ideas from Euclidean information theory [32].

C. Organization of the Paper

The rest of the paper is organized as follows. In Section II, we set up the notation, formulate the successive refinement source coding problem and recall existing results including the first-order rate region and conditions for a source-distortion measure triplet to be successively refinable. In Section III, we present the second-order coding region and moderate deviations constant for a DMS with arbitrary distortion measures and specialize the result to successively refinable discrete memoryless source-distortion measure triplets. We illustrate our results using two examples from Kostina and Verdú [23], leading to new insights on the second-order fundamental limits. Furthermore, we generalize the one-shot lower bound by Kostina and Verdú in [10, Theorem 1] to provide an alternative converse proof for successively refinable source-distortion measure triplets. Respectively in Sections IV and V, we present the proofs for the second-order asymptotics and moderate deviations results for a DMS. In Section VI, we present the second-order coding region and moderate deviations constant together with their proofs for a GMS with quadratic distortion measures. Finally, in Section VII, we conclude the paper. To present the main results of the paper seamlessly, we defer the proofs of all supporting technical lemmas to the appendices.
II. Problem Formulation and Existing Results

A. Notation

Random variables and their realizations are in capital (e.g., $X$) and lower case (e.g., $x$) respectively. All sets are denoted in calligraphic font (e.g., $\mathcal{X}$). We use $\mathcal{X}^c$ to denote the complement of $\mathcal{X}$. Let $X^n := (X_1, \ldots, X_n)$ be a random vector of length $n$. We use $\|x^n\| = \sqrt{\sum_i x_i^2}$ to denote the $l_2$ norm of the vector $x^n \in \mathbb{R}^n$. We use $\exp(x)$ to denote $e^x$. All logarithms are base $e$ (except in Section III-D where we use base 2). We use $Q(\cdot)$ to denote the standard Gaussian complementary cumulative distribution function (ccdf) and $Q^{-1}(\cdot)$ its inverse. Given two integers $a$ and $b$, we use $[a : b]$ to denote all the integers between $a$ and $b$. We use standard asymptotic notation such as $O(\cdot)$ and $o(\cdot)$. We use $\mathbb{R}_+$ to denote the set of non-negative real numbers and ones($m_1, m_2$) to denote the $m_1 \times m_2$ matrix of all ones. For mutual information, we use $I(X; Y)$ and $I(P_X, P_{Y|X})$ interchangeably.

The set of all probability distributions on a finite set $\mathcal{X}$ is denoted as $\mathcal{P}(\mathcal{X})$ and the set of all conditional probability distributions from $\mathcal{X}$ to $\mathcal{Y}$ is denoted as $\mathcal{P}(\mathcal{Y}|\mathcal{X})$. Given $P \in \mathcal{P}(\mathcal{X})$ and $V \in \mathcal{P}(\mathcal{Y}|\mathcal{X})$, we use $P \times V$ to denote the joint distribution induced by $P$ and $V$. In terms of the method of types for a DMS, we use the notation as in [3]. Given sequence $x^n$, the empirical distribution is denoted as $\hat{T}_x^n$. The set of types formed from length $n$ sequences in $\mathcal{X}$ is denoted as $\mathcal{P}_n(\mathcal{X})$. Given $P \in \mathcal{P}_n(\mathcal{X})$, the set of all sequences of length $n$ with type $P$ is denoted as $\mathcal{T}_P$.

B. Problem Formulation

We consider a memoryless source with distribution $P_X$ supported on an arbitrary (discrete or continuous) alphabet $\mathcal{X}$. Hence $X^n$ is an i.i.d. sequence where each $X_i$ is generated according to $P_X$. We assume the reproduction alphabets for decoder $\phi_1, \phi_2$ are respectively alphabets $\mathcal{Y}$ and $\mathcal{Z}$. We follow the definitions in [1] for codes and achievable rate region.

**Definition 1.** An $(n, M_1, M_2)$-code for successive refinement source coding consists of two encoders:

$$f_1 : \mathcal{X}^n \to \{1, 2, \ldots, M_1\},$$

$$f_2 : \mathcal{X}^n \to \{1, 2, \ldots, M_2\},$$

and two decoders:

$$\phi_1 : \{1, 2, \ldots, M_1\} \to \mathcal{Y}^n,$$

$$\phi_2 : \{1, 2, \ldots, M_1\} \times \{1, 2, \ldots, M_2\} \to \mathcal{Z}^n.$$

Define two distortion measures: $d_1 : \mathcal{X} \times \mathcal{Y} \to [0, \infty)$ and $d_2 : \mathcal{X} \times \mathcal{Z} \to [0, \infty)$ such that for each $x \in \mathcal{X}$, there exists $y \in \mathcal{Y}$ and $z \in \mathcal{Z}$ satisfying $d_1(x, y) = 0$ and $d_2(x, z) = 0$. Let the average distortion between $x^n$ and $y^n$ be defined as $d_1(x^n, y^n) := \frac{1}{n} \sum_{i=1}^n d_1(x_i, y_i)$ and the average distortion $d_2(x^n, z^n)$ be defined in a similar manner. Throughout the paper, we consider the case where $D_1 > 0$ and $D_2 > 0$. Define the joint excess-distortion probability as

$$\epsilon_n(D_1, D_2) := \Pr(d_1(X^n, Y^n) > D_1 \text{ or } d_2(X^n, Z^n) > D_2),$$

where $Y^n = \phi_1(f_1(X^n))$ and $Z^n = \phi_2(f_1(X^n), f_2(X^n))$ are the reconstructed sequences.

**Definition 2** (First-order Region). A rate pair $(R_1, R_2)$ is said to be $(D_1, D_2)$ achievable for the successive refinement source coding if there exists a sequence of $(n, M_1, M_2)$-codes such that for every $\epsilon > 0$

$$\limsup_{n \to \infty} \frac{1}{n} \log M_1 \leq R_1,$$

$$\limsup_{n \to \infty} \frac{1}{n} \log(M_1M_2) \leq R_2,$$

and

$$\limsup_{n \to \infty} \epsilon_n(D_1, D_2) \leq \epsilon.$$

The closure of the set of all $(D_1, D_2)$-achievable rate pairs is called $(D_1, D_2)$ optimal rate region and denoted as $\mathcal{R}(D_1, D_2|P_X)$.

Note from (7) that $R_2$ corresponds to an upper bound on the sum rate (and not the rate of message $S_2$ in Figure 1). This is in line with the original work by Rimoldi [1].

Now for the following two definitions, we set $(R^*_1, R^*_2)$ to be a rate pair on the boundary of $\mathcal{R}(D_1, D_2|P_X)$.

**Definition 3** (Second-order Region). A pair $(L_1, L_2)$ is said to be second-order $(R^*_1, R^*_2, D_1, D_2, \epsilon)$-achievable if there exists a sequence of $(n, M_1, M_2)$-codes such that

$$\limsup_{n \to \infty} \frac{1}{\sqrt{n}} \log(M_1 - nR^*_1) \leq L_1,$$

$$\limsup_{n \to \infty} \frac{1}{\sqrt{n}} \log(M_1M_2) \leq L_2,$$

and

$$\limsup_{n \to \infty} \epsilon_n(D_1, D_2) \leq \epsilon.$$
The corollary of our main result in Theorem 1, and example in Subsection III-D2, obtain new insights about the second-order fundamental limits of the successive refinement problem as can be seen from the rate pairs in the interior of the set of joint distributions \( \theta \) for some fixed \( \epsilon \). However, under joint criterion, we are able to also of significant interest. We remark that the first-order fundamental limit (rate region) remains the same as established by Rimoldi and the work on error exponents by Kanlis and Narayan. We note that the constants in this example in Subsection III-D2.

**Definition 4 (Moderate Deviations Constant).** Consider any positive sequence \( \{\rho_n\}_{n=1}^{\infty} \) satisfying
\[
\lim_{n \to \infty} \rho_n = 0, \tag{14}
\]
\[
\lim_{n \to \infty} n \rho_n^2 = \infty. \tag{15}
\]
Let \( \theta_i, \ i = 1, 2 \) be two fixed positive real numbers. A number \( \nu \) is said to be a \( (R_1^*, R_2^*) \)-achievable moderate deviations constant if there exists a sequence of \( (n, M_1, M_2) \)-codes such that
\[
\limsup_{n \to \infty} \frac{1}{n \rho_n} (\log M_1 - nR_1^*) \leq \theta_1, \tag{16}
\]
\[
\limsup_{n \to \infty} \frac{1}{n \rho_n} (\log (M_1 M_2) - nR_2^*) \leq \theta_2, \tag{17}
\]
and
\[
\liminf_{n \to \infty} - \frac{\log \epsilon_n(D_1, D_2)}{n \rho_n^2} \geq \nu. \tag{18}
\]

The supremum of all \( (R_1^*, R_2^*) \)-achievable moderate deviations constants is denoted as \( \nu^*(R_1^*, R_2^*|D_1, D_2) \).

We remark that the constants \( \theta_1 \) and \( \theta_2 \) are present in (16) and (17) to reflect possibly different speeds of convergence of \( \frac{1}{n} \log M_1 \) and \( \frac{1}{n} \log (M_1 M_2) \) to \( R_1^* \) and \( R_2^* \) respectively. The speeds are \( O(\rho_n) \) but the constants in this \( O(\cdot) \) notation are different.

The central goal of this paper is to characterize \( \mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) \) and \( \nu^*(R_1^*, R_2^*|D_1, D_2) \) for a DMS with arbitrary distortion measures (e.g., a binary source with Hamming distortion measures) and a GMS with quadratic distortion measures. We note that \( \mathcal{L}(R_1, R_2, D_1, D_2, \epsilon) \) and \( \nu^*(R_1, R_2|D_1, D_2) \) can, in principle, be evaluated for rate pairs that are not on the boundary of the first-order region \( \mathcal{R}(D_1, D_2|P_X) \). However, this would lead to degenerate solutions by the achievability of all rate pairs in the interior of \( \mathcal{R}(D_1, D_2|P_X) \) and the strong converse for all rate pairs in the exterior of \( \mathcal{R}(D_1, D_2|P_X) \), a direct corollary of our main result in Theorem 5. Note that the strong converse for the successive refinement problem was originally established by Rimoldi [1].

**C. Existing Results**

The optimal rate region for a DMS with arbitrary distortion measures was characterized in [1]. Let \( \mathcal{P}(P_X, D_1, D_2) \) be the set of joint distributions \( P_{XYZ} \) such that the \( X \)-marginal is \( P_X, \ E[d_1(X, Y)] \leq D_1 \) and \( E[d_2(X, Z)] \leq D_2 \).

**Theorem 1.** The optimal \((D_1, D_2)\) rate region a DMS with arbitrary distortion measures under successive refinement source coding is
\[
\mathcal{R}(D_1, D_2|P_X) = \bigcup_{P_{XYZ} \in \mathcal{P}(P_X, D_1, D_2)} \{ (R_1, R_2) : R_1 \geq I(X; Y), \ R_2 \geq I(X; YZ) \}. \tag{19}
\]
Now we introduce an important quantity for subsequent analyses for a DMS. Given a rate $R_1$ and distortion pair $(D_1, D_2)$, let the minimum rate $R_2$ such that $(R_1, R_2) \in \mathcal{R}(D_1, D_2|P_X)$ be $R(R_1, D_1, D_2|P_X)$, i.e.,

$$R(R_1, D_1, D_2|P_X) := \min \{ R_2 : (R_1, R_2) \in \mathcal{R}(D_1, D_2|P_X) \}$$

(20)

$$\text{where } (21) \text{ follows from } [6, \text{ Corollary } 1].$$

Note that if $R_1 < R_Y(P_X, D_1)$, then the convex optimization in (21) is infeasible, hence $R(R_1, D_1, D_2|P_X) = \infty$. For other cases, since $R(R_1, D_1, D_2|P_X)$ is a convex optimization problem, the minimization in (21) is attained for some test channel $P_{Y,Z|X}$ satisfying

$$\sum_{x,y,z} P_X(x)P_{Y,Z|X}(yz|x)d_1(x,y) = D_1,$$

(22)

$$\sum_{x,y,z} P_X(x)P_{Y,Z|X}(yz|x)d_2(x,z) = D_2,$$

(23)

$$I(P_X, P_{Y|X}) = R_1.$$

(24)

We recall the notion of a successfully refinable source-distortion measure triplet [33], [2]. For such a source-distortion measure triplet, the minimum $R_2$ given $R_1$ in a certain interval is exactly the rate-distortion function (see (31) to follow). This reduces the computation of the optimal rate region in (19). We recall the definitions with a slight generalization in accordance to [5, Definition 2]. Let $R_Y(P_X, D_1)$ and $R_Z(P_X, D_2)$ be the rate-distortion functions [34, Chapter 3] when the reproduction alphabets are $\mathcal{Y}$ and $\mathcal{Z}$ respectively, i.e.,

$$R_Y(P_X, D_1) := \inf \{ R \mid \mathbb{E}_{P_{X,Y}}[d_1(X,Y)] \leq D_1 \},$$

(25)

$$R_Z(P_X, D_2) := \inf \{ R \mid \mathbb{E}_{P_{X,Z}}[d_2(X,Z)] \leq D_2 \},$$

(26)

**Definition 5.** Given distortion measures $d_1, d_2$ and a source $X$ with distribution $P_X$. A source-distortion measure triplet $(X, d_1, d_2)$ is said to be $(D_1, D_2)$-successively refinable if $(R_Y(P_X, D_1), R_Z(P_X, D_2)) \in \mathcal{R}(D_1, D_2|P_X)$. If the source-distortion measure triplet is $(D_1, D_2)$-successively refinable for all $(D_1, D_2)$ such that $R_Y(P_X, D_1) < R_Z(P_X, D_2)$, then it is said to be successively refinable.

Koshelev [33] presented a sufficient condition for a source-distortion measure triplet to be successively refinable while Equitz and Cover [2, Theorem 2] presented a necessary and sufficient condition.

**Theorem 2.** A memoryless source-distortion measure triplet is successively refinable if and only if there exists a conditional distribution $P_{Y,Z|X}$ such that

$$R_Y(P_X, D_1) = I(P_X, P_{Y|X}^*), \quad \mathbb{E}_{P_{X,Y} \times P_{Y|X}^*}[d_1(X,Y)] \leq D_1,$$

(27)

$$R_Z(P_X, D_2) = I(P_X, P_{Z|X}^*), \quad \mathbb{E}_{P_{X,Z} \times P_{Z|X}^*}[d_2(X,Z)] \leq D_2,$$

(28)

and

$$P_{Y,Z|X}^* = P_{Y|Z}^*P_{Z|X}^*.$$  

(29)

In [2], it was shown that a DMS with Hamming distortion measures, a GMS with quadratic distortion measures and a Laplacian source with absolute distortion measures are successively refinable. Note that in the original paper of Equitz and Cover [2], the authors only considered $d_1 = d_2 = d$. However, as pointed out in [5, Theorem 4], the result holds even when $d_1 \neq d_2$. This can be verified easily for a DMS by invoking [1, Theorem 1].

For a successively refinable discrete memoryless source-distortion measure triplet, it is obvious that

$$R(R_Y(P_X, D_1), D_1, D_2|P_X) = R_Z(P_X, D_2).$$

(30)

Recall that $R(R_1, D_1, D_2|P_X)$ is a non-increasing function of $R_1$. Hence for $R_Y(P_X, D_1) \leq R_1 < R_Z(P_X, D_2)$,

$$R(R_1, D_1, D_2|P_X) = R_Z(P_X, D_2).$$

(31)

We then recall the definition of distortion-tilted information density [10, Definition 1]. Let $P_Y^*$ be induced by $P_{Y|X}^*$ which achieves $R_Y(P_X, D_1)$ and $P_Z^*$ be induced by $P_{Z|X}^*$ which achieves $R_Z(P_X, D_2)$. The $D_i$-tilted information density [10] is defined as follows:

$$j_Y(x, D_1|P_X) := -\log \mathbb{E}_{P_Y^*}[\exp(-s_i^*(d(x,Y) - D_1))],$$

(32)
where

\[ s_1^* = - \frac{\partial R_Y(P_X, D)}{\partial D} \bigg|_{D=D_1}, \quad (33) \]

while \( J_Z(x, D_2|P_X) \) and \( s_2^* \) are defined similarly. The properties of \( J_Y(x, D_1|P_X) \) and \( J_Z(x, D_2|P_X) \) were derived in [10, Properties 1-3] and [35, Theorems 2.1 & 2.2].

### III. A DISCRETE MEMORYLESS SOURCE WITH ARBITRARY DISTORTION MEASURES

In this section, we consider a DMS. Hence, the alphabets \( \mathcal{X}, \mathcal{Y} \) and \( \mathcal{Z} \) are all finite.

#### A. Tilted information density

Throughout the section, we assume that \( R_Y(P_X, D_1) \leq R_1^* < R_Z(P_X, D_2) \) and \( R(D_1, D_2|P_{XY}) \) is smooth on a boundary rate pair \( (R_1^*, R_2^*) \) of our interest, i.e.,

\[ \lambda^* := - \frac{R(R, D_1, D_2|P_X)}{\partial R} \bigg|_{R=R_1^*}, \quad (34) \]

is well-defined. Note that \( \lambda^* \geq 0 \) since \( R(R_1^*, D_2, D_2) \) is a convex and non-increasing in \( R_1 \). Further, for a positive distortion pair \( (D_1, D_2) \), define

\[ \nu_1^* := - \frac{R(P_X, R_1, D_2)}{\partial D} \bigg|_{D=D_1}, \quad (35) \]

\[ \nu_2^* := - \frac{R(P_X, R_1, D_1)}{\partial D} \bigg|_{D=D_2}. \quad (36) \]

Note that for a successively refinable discrete memoryless source-distortion measure triplet, from (31), we obtain \( \lambda^* = 0 \) and \( \nu_1^* = 0 \). Let \( P_{Y|X}^* \) be the optimal test channel achieving \( R(R_1^*, D_1, D_2|P_X) \) in (20) (assuming it is unique). Let \( P_{XY}, P_{XY}^*, P_{Y|Z}^*, P_Y^*, P_{Y|X}^* \) be the induced (conditional) marginal distributions. We are now ready to define the tilted information density for successive refinement source coding problem.

**Definition 6.** Given a boundary rate pair \( (R_1^*, R_2^*) \) and distortion pair \( (D_1, D_2) \), define the tilted information density as

\[ j_{YZ}(x, R_1^*, D_1, D_2|P_X) := - \log \mathbb{E}_{P_{YZ}} \left[ \exp \left( -\lambda^* \log \frac{P_{Y|X}(Y|x)}{P_Y(Y)} - R_1^* \right) - \nu_1^*(d_1(x, Y) - D_1) - \nu_2^*(d_2(x, Z) - D_2) \right]. \quad (37) \]

We remark that for a successively refinable discrete memoryless source-distortion measure triplet, \( \lambda^* = 0, \nu_1^* = 0 \). Thus (37) reduces to the usual distortion-tilted information density (32).

The properties of \( j_{YZ}(x, R_1^*, D_1, D_2|P_X) \) are summarized in the following lemma.

**Lemma 3.** The tilted information density \( j_{YZ}(x, R_1^*, D_1, D_2|P_X) \) has the following properties:

\[ R(R_1^*, D_1, D_2|P_X) = \mathbb{E}_{P_X} \left[ j_{YZ}(X, R_1^*, D_1, D_2|P_X) \right], \quad (38) \]

and for \( P_{YZ}^* \)-almost every \((y, z)\) and \( \lambda^* > 0 \),

\[ j_{YZ}(x, R_1^*, D_1, D_2|P_X) = \log \frac{P_{Y|X}^*(y|x)}{P_Y^*(y)} + \lambda^* \log \frac{P_{Y|X}^*(y|x)}{P_Y^*(y)} - R_1^* - \nu_1^*(d_1(x, y) - D_1) - \nu_2^*(d_2(x, z) - D_2). \quad (39) \]

The proof of Lemma 3 is similar to [21, Lemma 1] and given in Appendix A. We remark that for a successively refinable discrete memoryless source-distortion measure triplet, (39) is replaced by [10, Property 1].

We can also relate \( j_{YZ}(x, R_1^*, D_1, D_2|P_X) \) to the derivative of \( R(R_1^*, D_1, D_2|Q_X) \) with respect to the source distribution \( Q_X \) for some \( Q_X \) in the neighborhood of \( P_X \).

**Lemma 4.** Suppose that for all \( Q_X \) in the neighborhood of \( P_X \), \( \text{supp}(Q_X) = \text{supp}(P_Y^*) \). Then for all \( a \in \mathcal{X} \),

\[ \frac{\partial R(R_1^*, D_1, D_2|Q_X)}{\partial Q_X(a)}_{Q_X=P_X} = j_{YZ}(a, R_1^*, D_1, D_2|P_X) - (1 + \lambda^*). \quad (40) \]

The proof of Lemma 4 is similar to [35, Theorem 2.2] and given in Appendix B. For successively refinable discrete memoryless source-distortion measure triplets, the proof is exactly the same as [35, Theorem 2.2]. Hence, we remark that Lemma 4 is actually an extension of [35, Theorem 2.2].
B. General Discrete Memoryless Sources

Define bivariate generalization of the Gaussian cdf as follows:

$$
\Psi(x, y; \mu, \Sigma) := \int_{-\infty}^{x} \int_{-\infty}^{y} N(x; \mu, \Sigma) \, dx.
$$

(41)

Here, $N(x; \mu, \Sigma)$ is the pdf of a bivariate Gaussian with mean $\mu$ and covariance matrix $\Sigma$ [3, Chapter 1]. Note that $N(\cdot; \mu, \Sigma)$ is a degenerate Gaussian if $\Sigma$ is singular. For example if $\text{rank}(\Sigma) = 1$, all the probability mass of the distribution $N(\cdot; \mu, \Sigma)$ lies on an affine subspace of dimension 1 in $\mathbb{R}^2$. As such, $\Psi(x, y; \mu, \Sigma)$ is well-defined even if $\Sigma$ is singular.

Let $V(D_1|P_X) := \text{Var}[y^T (X, D_1|P_X)]$ and $V(D_2|P_X) := \text{Var}[y^T (X, D_2|P_X)]$ be rate-dispersion functions [23]. Given a rate pair $(R^*_1, R^*_2)$ on the boundary of $R(D_1, D_2|P_X)$, also define another rate-dispersion function $V(R^*_1, D_1, D_2|P_X) := \text{Var}[y^T (X, R^*_1, D_1, D_2|P_X)]$. Let $V(R^*_1, D_1, D_2|P_X) \geq 0$ be the covariance matrix of the two-dimensional random vector $[y^T (X, D_1|P_X), y^T (X, R^*_1, D_1, D_2|P_X)]$, i.e., the rate-dispersion matrix.

We impose the following conditions on the rate pair $(R^*_1, R^*_2)$, the distortion measures $(d_1, d_2)$, the distortion levels $(D_1, D_2)$ and the source distribution $P_X$:

(i) $\mathbb{R}(R^*_1, D_1, D_2|P_X)$ is finite;

(ii) $\lambda_i^* \geq 0$ in (34) and $\nu_i^*$, $i = 1, 2$ in (35), (36) are well-defined (i.e., the derivatives exist);

(iii) $(Q_X, D_1^*) \rightarrow R_Y (Q_X, D_1^*)$ is twice differentiable in the neighborhood of $(P_X, D_1)$ and the derivative is bounded (i.e., the spectral norm of the Hessian matrix is bounded);

(iv) $(R_1, D_1^*, D_2, Q_X) \rightarrow (R_1^*, D_1^*, D_2^*, Q_X)$ is twice differentiable in the neighborhood of $(R_1^*, D_1, D_2, P_X)$ and the derivative is bounded;

We note that similar regularity assumptions were made in other works on second-order asymptotics for lossy source coding [22] and lossy joint source-channel coding [36].

**Theorem 5.** Under conditions (i) to (iv), depending the values of $(R_1^*, R_2^*)$, the optimal second-order $(R_1^*, R_2^*, D_1, D_2, \epsilon)$ coding region is as follows:

- **Case (i):** $R_Y (P_X, D_1) < R_1^* < R(R_1^*, D_1, D_2|P_X)$ and $R_2^* = R(R_1^*, D_1, D_2|P_X)$

$$
\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) = \left\{ (L_1, L_2) : \lambda_i^* L_i + L_2 \geq \sqrt{V(R_1^*, D_1, D_2|P_X) Q^{-1}(\epsilon)} \right\}.
$$

(42)

- **Case (ii):** $R_1^* = R_Y (P_X, D_1)$ and $R_2^* > R(R_1^*, D_1, D_2|P_X)$

$$
\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) = \left\{ (L_1, L_2) : L_1 \geq \sqrt{V(D_2|P_X) Q^{-1}(\epsilon)} \right\}.
$$

(43)

- **Case (iii):** $R_1^* = R_Y (P_X, D_1)$, $R_2^* = R(R_1^*, D_1, D_2|P_X)$ and $\text{rank}(V(R_1^*, D_1, D_2|P_X)) \geq 1,$

$$
\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) = \left\{ (L_1, L_2) : \Psi(L_1, \lambda_i^* L_1 + L_2, 0, V(R_1^*, D_1, D_2|P_X)) \geq 1 - \epsilon \right\}.
$$

(44)

The proof of Theorem 5 is provided in Section IV. In both Cases (i) and (ii), the code is operating at a rate bounded away from one of the first-order fundamental limits. Hence, a univariate Gaussian suffices to characterize the second-order behavior. In contrast, for Case (iii), the code is operating at precisely the two first-order fundamental limits. Hence, in general, we need a bivariate Gaussian to characterize the second-order behavior. Using an argument by Tan and Kosut [19, Theorem 6], we note that his result holds for both positive definite and rank deficient rate-dispersion matrices $V(R_1^*, D_1, D_2|P_X)$. However, we exclude the degenerate case in which $\text{rank}(V(R_1^*, D_1, D_2|P_X)) = 0$.

In Section III-C, we illustrate the region in (44) for successively refinable source-distortion measure triplets where the computation of $V(R_1^*, D_1, D_2|P_X)$ is simplified. In principle, we can numerically evaluate the region $\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon)$ for non-successively refinable source-distortion measure triplets such as the one identified by Equitz and Cover in [2, Section IV], which is based on Gerrish’s problem [37]. However, the computations of $R(R_1^*, D_1, D_2|P_X)$ (defined in (21)) and the optimal test channel $P_{Y|X}$ are numerically unstable using off-the-shelf convex optimization software such as CVX [38]. One may need to develop specialized Blahut-Arimoto-type algorithms [39, Chapter 8] to solve for the optimal test channel. This is, however, beyond the scope of this paper.

We are now ready to present our moderate deviation result. Define

$$
\theta = \lambda^* \theta_1 + \theta_2.
$$

(45)

**Theorem 6.** Given a rate pair $(R_1^*, R_2^*) \in R(D_1, D_2|P_X)$ satisfying that the conditions in Theorem 5, under the assumptions that $V(D_1|P_X) > 0$ and $V(R_1^*, D_1, D_2|P_X) > 0$, depending on the values of $(R_1^*, R_2^*)$, we have

- **Case (i):** $R_Y (P_X, D_1) < R_1^* < R(R_1^*, D_1, D_2|P_X)$ and $R_2^* = R(R_1^*, D_1, D_2|P_X)$

$$
\nu^*(R_1^*, R_2^*, D_1, D_2) = \frac{\theta^2}{2V(R_1^*, D_1, D_2|P_X)}.
$$

(46)
• Case (ii): $R_1^* = R_Y(P_X, D_1)$ and $R_2^* > R(D_1, D_2 | P_X)$

$$\nu^*(R_1^*, R_2^* | D_1, D_2) = \frac{\theta_1^2}{2V(D_1 | P_X)^2}.$$ \hspace{1cm} (47)

• Case (iii): $R_1^* = R_Y(P_X, D_1)$ and $R_2^* = R(D_1, D_2 | P_X)$

$$\nu^*(R_1^*, R_2^* | D_1, D_2) = \min \left\{ \frac{\theta_1^2}{2V(D_1 | P_X)^2}, \frac{\theta_2^2}{2V(R_1^*, D_1, D_2 | P_X)^2} \right\}.$$ \hspace{1cm} (48)

The proof of Theorem 6 can be done similarly as [31] using Euclidean Information Theory [32]. However, we provide a proof using moderate deviations principle/theorem in Section V. See Dembo and Zeitouni [9, Theorem 3.7.1]. We remark our proof does not require the additional condition that $\frac{\ln n}{n^{1/2}} \rightarrow 0$ as $n \rightarrow \infty$ in [31].

From both theorems, we observe that the rate-dispersion functions $V(R_1^*, D_1, D_2 | P_X), V(D_1 | P_X)$ and the rate-dispersion matrix $V(R_1^*, D_1, D_2 | P_X)$ are essential in characterizing the fundamental limits of the successive refinement problem.

C. Successively Refinable Discrete Memoryless Sources

In this subsection, we specialize the results in Theorem 5 and 6 to successively refinable discrete memoryless source-distortion measure triplets. Note that for such source-distortion measure triplets, $R(R_1^*, D_1, D_2 | P_X) = R_Z(P_X, D_2)$ if $R_Y(P_X, D_1) \leq R_1^* < R_Z(P_X, D_2)$. Hence, $\lambda^* = 0$ and $\nu_1^* = 0$ and $j(X, R_1^*, D_1, D_2 | P_X) = j_Z(X, D_2 | P_X)$. The covariance matrix is also simplified to $V(D_1, D_2 | P_X)$ with diagonal elements being $V(D_1 | P_X)$ and $V(D_2 | P_X)$ and off-diagonal element being $\text{Cov}[j_Y(X, D_1 | P_X), j_Z(X, D_2 | P_X)]$. The conditions in Theorem 5 are also now simplified to: $(Q_X, D_1^*) \leftrightarrow R_Y(Q_X, D_1^*)$ and $(Q_X, D_2^*) \leftrightarrow R_Z(Q_X, D_2^*)$ are twice differentiable in the neighborhood of $(P_X, D_1, D_2)$ and the derivatives are bounded.

**Corollary 7.** Under the conditions stated above, depending on $(R_1^*, R_2^*)$, the optimal second-order $(R_1^*, R_2^*, D_1, D_2, \epsilon)$ coding region for a successively refinable discrete memoryless source-distortion measure triplet is as follows:

• Case (i): $R_Y(P_X, D_1) < R_1^* < R_Z(P_X, D_2)$ and $R_2^* = R_Z(P_X, D_2)$

$$\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) = \{(L_1, L_2) : L_2 \geq \sqrt{V(D_2 | P_X)^{-1}}(\epsilon) \}.$$ \hspace{1cm} (49)

• Case (ii): $R_1^* = R_Z(P_X, D_2)$ and $R_2^* > R_Z(P_X, D_2)$

$$\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) = \{(L_1, L_2) : L_1 \geq \sqrt{V(D_2 | P_X)^{-1}}(\epsilon) \}.$$ \hspace{1cm} (50)

• Case (iii): $R_1^* = R_Z(P_X, D_2)$ and $R_2^* = R_Z(P_X, D_2)$

(a) $V(D_1, D_2 | P_X) = V(D_1 | P_X) \cdot \text{ones}(2, 2)$, or equivalently $j_Y(X, D_1 | P_X) - R_1^* = j_Z(X, D_2 | P_X) - R_2^*$ almost surely

$$\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) = \{(L_1, L_2) : \min\{L_1, L_2\} \geq \sqrt{V(D_1 | P_X)^{-1}}(\epsilon) \}.$$ \hspace{1cm} (51)

(b) $V(D_1, D_2 | P_X)$ is positive definite

$$\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) = \{(L_1, L_2) : \Psi(L_1, L_2, 0, V(D_1, D_2 | P_X)) \geq 1 - \epsilon \}.$$ \hspace{1cm} (52)

Cases (i), (ii) and (iii)(b) in Corollary 7 result from specializations of Theorem 5. Case (iii)(a) is proved in Section IV-C using an information spectrum-type converse bound (Lemma 9). We notice that the expressions in the second-order regions are simplified for successively refinable discrete memoryless source-distortion measure triplets. In particular, the optimization to compute the optimal test channel $P_{Y,Z|X}^n$ in $R(R_1^*, D_1, D_2 | P_X)$, defined in (20)–(21), is no longer necessary since the Markov chain $X - Z - Y$ holds for $P_{Y,Z|X}^n$ [2].

The case in (51) pertains, for example, to a binary source with Hamming distortion measures. For such a source-distortion measure triplet, $V(D_1, D_2 | P_X)$ is rank 1 and proportional to the all ones matrix. See Subsection III-D1. The result in (51) implies that both excess-distortion events in (5) are perfectly correlated so the one consisting of the smaller second-order rate $L_i$, $i = 1, 2$ dominates, since the first-order rates are fixed at the first-order fundamental limits $(R_Y(P_X, D_1), R_Z(P_X, D_2))$. In fact, our result in (51) specializes to the scenario where one considers the separate excess-distortion criterion [5] in (12)–(13) with $\eta_1 = \eta_2 = \epsilon$ and $V(D_1 | P_X) = V(D_2 | P_X)$. More importantly, the case in (52) pertains to a source-distortion measure triplets with more “degrees-of-freedom” in which $V(D_1, D_2 | P_X)$ is full rank. See Subsection III-D2 for a concrete example. Thus our work is a strict generalization of that in [5].

**Corollary 8.** Under the conditions in Theorem 7 and the assumptions that $V(D_1 | P_X) > 0$, $i = 1, 2$, depending on $(R_1^*, R_2^*)$, the moderate deviations constant for a successively refinable discrete memoryless source-distortion measure triplet is as follows:

• Case (i): $R_Y(P_X, D_1) < R_1^* < R_Z(P_X, D_2)$ and $R_2^* = R_Z(P_X, D_2)$

$$\nu^*(R_1^*, R_2^* | D_1, D_2) = \frac{\theta_2^2}{2V(D_2 | P_X)}.$$ \hspace{1cm} (53)
• Case (ii): $R_1^* = R_Z(P_X, D_2)$ and $R_2^* > R_Z(P_X, D_2)$

$$\nu^*(R_1^*, R_2^*|D_1, D_2) = \frac{\theta_1^2}{2V(D_1|P_X)}.$$  \hfill (54)

• Case (iii): $R_1^* = R_Z(P_X, D_2)$ and $R_2^* = R_Z(P_X, D_2)$

$$\nu^*(R_1^*, R_2^*|D_1, D_2) = \min\left\{ \frac{\theta_1^2}{2V(D_1|P_X)}, \frac{\theta_2^2}{2V(D_2|P_X)} \right\}.$$  \hfill (55)

Corollary 8 is a simple specialization of Theorem 6.

D. Numerical Examples

Recall that any discrete memoryless source with Hamming distortion measures is successively refinable [2]. In this subsection, we present two numerical examples from Kostina and Verdú [23] to illustrate Corollary 7. To be consistent with [23], we will use logarithm with base 2 in this subsection.

1) A Binary Memoryless Source with Hamming Distortion Measures: Fix $p \in [0, 1]$. We consider a binary source with $P_X(0) = p$. For any distortion levels $D_2 < D_1 < p$, we obtain from [23, Example 1] that

$$j_Y(x, D_1|P_X) = \log \frac{1}{P_X(x)} - h(D_1),$$  \hfill (56)

$$j_Z(x, D_2|P_X) = \log \frac{1}{P_X(x)} - h(D_2),$$  \hfill (57)

where $h(x) := -x \log x - (1 - x) \log(1 - x)$ is the binary entropy function. Hence,

$$V(D_1|P_X) = V(D_1|P_X) = \text{Cov}[j_Y(X, D_1|P_X), j_Z(X, D_2|P_X)].$$  \hfill (58)

and the rate-dispersion matrix is

$$V(D_1, D_2|P_X) = V(D_1|P_X) \cdot \text{ones}(2, 2) = p(1 - p) \log^2 \left( \frac{1 - p}{p} \right) \cdot \text{ones}(2, 2),$$  \hfill (59)

which does not depend on $(D_1, D_2)$. From the above considerations, we see that a binary source with Hamming distortion measures is an example that falls under Case (iii)(a) in Corollary 7.
2) A Quaternary Memoryless Source with Hamming Distortion Measures: We now consider a more interesting source with joint excess-distortion probability upper bounded by $\epsilon = 0.005$. In particular, we consider a quaternary memoryless source with distribution $P_X = [1/3, 1/4, 1/4, 1/6]$. This example illustrates both subcases of Case (iii) of Corollary 7 and is adopted from [23, Section VII.B]. The expressions for the rate-distortion function and the distortion-tilted information density are given in [23, Section VII.B] (and will not be reproduced here as they are not important for our discussion). Since $j_Y(x, D_1|P_X) = j_Z(x, D_2|P_X)$ when $D_1 = D_2 = D$, we use $j(x, D|P_X)$ to denote the common value of the distortion-tilted information density. Similarly, let $V(D|P_X)$ be the common value of $V(D_1|P_X)$ and $V(D_2|P_X)$ when $D_1 = D_2 = D$. As shown in Figure 2 (reproduced from [23, Section VII.B, Figure 4]), the rate-dispersion function $V(D|P_X)$ is dependent on the distortion level $D$, unlike the binary example in Section III-D1.

In this numerical example, we fix $D_2 = 0.3$, which is denoted by the circle in Figure 2. Then we decrease $D_1$ from 0.6 to 0.55 and finally to 0.5. These points are denoted respectively by the diamond, the pentagram and the square in Figure 2. Given these values of $(D_1, D_2)$, we plot the second-order coding rate for Case (iii) of Corollary 7 in Figure 3.

From Figure 3, we make the following observations and conclusions.

- The minimum $L_1$ converges to $\sqrt{V(D_1|P_X)Q^{-1}(\epsilon)}$ as $L_2 \uparrow \infty$. This is because large $L_2$, the bivariate Gaussian cdf degenerates to the univariate Gaussian cdf with mean 0 and variance $V(D_1|P_X)$.
- As we decrease the value of $D_1$, the second-order coding region shrinks. We remark that there is a transition from Case (iii)(b) (where $\text{rank}(V(D_1, D_2|P_X)) = 2$) to Case (iii)(a) (where $\text{rank}(V(D_1, D_2|P_X)) = 1$) as we decrease $D_1$ with the critical value of $D_1$ being 0.5.
- When $D_2 < D_1 \leq 0.5$, the rate-dispersion matrix $V(D_1, D_2|P_X)$ is rank 1 (and proportional to the all ones matrix). Correspondingly, we are in Case (iii)(a) where the second-order region is a (unbounded) rectangle with a sharp corner at the left bottom since the smaller $L_i$, $i = 1, 2$ dominates. The second-order region remains unchanged as we decrease $D_1$ towards $D_2$ for fixed $D_2 = 0.3$.
- When $0.5 < D_1 < 2/3$, we are in Case (iii)(b). In this case, neither $L_1$ nor $L_2$ dominates. The second-order coding rates $(L_1, L_2)$ are coupled together by the full rank rate-dispersion matrix $V(D_1, D_2|P_X)$, resulting the smooth boundary at the left bottom.

We conclude that depending on the value of the distortion levels, the rate-dispersion matrix is rank 1 or rank 2, illustrating both subcases of Case (iii) of Corollary 7. These interesting observations cannot be gleaned from the work of No, Ingber and Weissman [5] in which the separate excess-distortion criteria are employed for the successive refinement problem. When $V(D_1, D_2|P_X)$ is rank 1, exactly one excess-distortion event dominates the probability in (5) entirely; when $V(D_1, D_2|P_X)$ is rank 2, both excess-distortion events contribute non-trivially to the probability and a bivariate Gaussian is required to

![Figure 3. Boundaries of the second-order coding region $\mathcal{L}(R_1^+, R_2^+, D_1, D_2, \epsilon)$ for Case (iii) in Corollary 7. The regions are to the top right of the boundaries.](image-url)
characterize the second-order fundamental limit.

E. A One-Shot Converse Bound and an Alternative Converse Proof of Corollary 7

To conclude this section, we present a one-shot converse bound which generalizes the one-shot lower bounds on the excess-distortion probabilities for point-to-point lossy source coding and source coding with side information in [10]. Note that this converse bound is not useful to prove to the converse part for the general DMS case (of non-successively refinable source-distortion measure triplets) in Theorem 5. For that we need to use a strong converse technique of Gu and Effros [7], leading to the type-based “strong converse” in Lemma 12. However, this one-shot converse may be of independent interest (to other multi-terminal rate-distortion problems) and leads immediately to the converse parts of Corollary 7.

Lemma 9. For any \((n, M_1, M_2)\)-code for the successive refinement problem with \(n = 1\) and any \(\gamma_1 \geq 0, \gamma_2 \geq 0\), we have

\[
\epsilon_n(D_1, D_2) \geq \Pr \left( j_Y(X, D_1) X) \geq \log M_1 + \gamma_1 \text{ or } j_Z(X, D_2) X) \geq \log(M_1 M_2) + \gamma_2 \right) - \exp(-\gamma_1) - \exp(-\gamma_2).
\]

The proof of Lemma is provided in Appendix C.

For a memoryless source \(X^n\), it is clear that

\[
j_Y(X^n, D_1) X) = \sum_{i=1}^{n} j_Y(X_i, D_1) X),
\]

and similarly for \(j_Z(X^n, D_2) X)\). Let \(\gamma_1 = \gamma_2 = \frac{1}{2} \log n\). Let \(\log M_1 = nR_1^* + L_1 \sqrt{n} - \gamma_1\) and \(\log(M_1 M_2) = nR_2^* + L_2 \sqrt{n} - \gamma_2\). Invoking Lemma 9, we obtain

\[
1 - \epsilon_n(D_1, D_2) \leq \Pr \left( \sum_{i=1}^{n} j_Y(X_i, D_1) X) < nR_1^* + L_1 \sqrt{n}, \sum_{i=1}^{n} j_Z(X_i, D_2) X) < nR_2^* + L_2 \sqrt{n} \right) + \frac{2}{\sqrt{n}}.
\]

The rest of the proof is similar to the converse proof of Corollary 7 (in Section IV-C). We remark that this alternative converse proof holds also sources with arbitrary alphabets such as a GMS with quadratic distortion measures and a Laplacian source with absolute distortion measures [40]. Indeed, we use this one-shot converse bound to prove the converse part of our Gaussian results in Sections VI-B and VI-C.

IV. PROOF OF SECOND-ORDER ASYMPTOTICS FOR A DMS

A. Achievability Coding Theorem

We make use of the type covering lemma [5, Lemma 8], which is modified from [6, Lemma 1]. Leveraging the type covering lemma, we can then upper bound the excess-distortion probability. Finally, we Taylor expand appropriate terms and invoke the Berry-Essen theorem to obtain an achievable second-order coding region.

Define two constants:

\[
c_1 = 4|\mathcal{X}| \cdot |\mathcal{Y}| + 9, \tag{63}
\]
\[
c_2 = 6|\mathcal{X}| \cdot |\mathcal{Y}| \cdot |\mathcal{Z}| + 2|\mathcal{X}| \cdot |\mathcal{Y}| + 17. \tag{64}
\]

We are now ready to recall the discrete type covering lemma for successive refinement source coding in [6] and [5].

Lemma 10. Given type \(Q_X \in \mathcal{P}_n(X)\), for all \(R_1 \geq R_Y(Q_X, D_1)\), the following holds:

• There exists a set \(\mathcal{B}_Y \subset \mathcal{Y}^n\) such that

\[
\frac{1}{n} \log |\mathcal{B}_Y| \leq R_1 + c_1 \frac{\log n}{n} \tag{65}
\]

and \(\mathcal{B}_Y\) \(D_1\)-covers \(\mathcal{T}_{Q_X}\), i.e.,

\[
\mathcal{T}_{Q_X} \subset \bigcup_{y^n \in \mathcal{B}_Y} \mathcal{N}_1(y^n, D_1), \tag{66}
\]

where

\[
\mathcal{N}_1(y^n, D_1) := \{ x^n : d_1(x^n, y^n) \leq D_1 \}. \tag{67}
\]

• For each \(x^n \in \mathcal{T}_{Q}\) and each \(y^n \in \mathcal{B}_Y\), there exists a set \(\mathcal{B}_Z(y^n) \subset \mathcal{Z}^n\) such that

\[
\frac{1}{n} \log \left( \sum_{y^n \in \mathcal{B}_Y} |\mathcal{B}_Z(y^n)| \right) \leq R(R_1, D_1, D_2 | Q_X) + c_2 \frac{\log n}{n} \tag{68}
\]
and $B_Z(y^n)$ $D_2$-covers $N_1(y^n, D_1)$, i.e.,

$$N_1(y^n, D_1) \subset \bigcup_{z^n \in B_Z(y^n)} N_2(z^n, D_2),$$

(69)

where

$$N_2(z^n, D_2) := \{ x^n : d_2(x^n, z^n) \leq D_2 \}.$$  

(70)

Invoking Lemma 10, we can then upper the excess-distortion probability for some $(n, M_1, M_2)$-code. Given any $(n, M_1, M_2)$-code, define

$$R_{1,n} := \frac{1}{n} \log M_1 - (c_1 + |\mathcal{X}|) \frac{\log n}{n},$$

(71)

$$R_{2,n} := \frac{1}{n} \log(M_1 M_2) - c_2 \frac{\log n}{n}.$$  

(72)

**Lemma 11.** There exists an $(n, M_1, M_2)$-code such that

$$\epsilon_n(D_1, D_2) \leq \Pr \left( R_{1,n} < R_Y(\hat{T}_{X^n}, D_1) \right) \lor R_{2,n} < R(R_{1,n}, D_1, D_2|\hat{T}_{X^n}) \right).$$

(73)

The proof of Lemma 11 is similar to [21, Lemma 5] and given in Appendix D. Define the typical set

$$A_n(P_X) := \left\{ Q_X \in \mathcal{P}_n(\mathcal{X}) : \|Q_X - P_X\|_\infty \leq \sqrt{\frac{\log n}{n}} \right\}.$$  

(74)

According to [41, Lemma 22],

$$\Pr \left( \hat{T}_{X^n} \notin A_n(P_X) \right) \leq \frac{2|\mathcal{X}|}{n^2}.$$  

(75)

For a rate pair $(R_1^*, R_2^*)$ satisfying the conditions in Theorem 5, we choose

$$\frac{1}{n} \log M_1 = R_1^* + \frac{L_1}{\sqrt{n}} + (c_1 + |\mathcal{X}|) \frac{\log n}{n},$$

(76)

$$\frac{1}{n} \log(M_1 M_2) = R_2^* + \frac{L_2}{\sqrt{n}} + c_2 \frac{\log n}{n}.$$  

(77)

Hence,

$$R_{i,n} = R_i^* + \frac{L_i}{\sqrt{n}}, \quad i = 1, 2.$$  

(78)

From the conditions in Theorem 5, we know that the second derivative of $R_Y(Q_X, D_1)$ is bounded in the neighborhood of $P_X$, and that the second derivative of $R(R_1, D_1, D_2|Q_X)$ with respect to $(R_1, R_2, Q_X)$ is bounded around a neighborhood of $(R_1, P_X)$. Hence, for any $x^n$ such that $T_{x^n} \in A_n(P_X)$, applying Taylor’s expansion and invoking Lemma 4 and [35, Theorem 2.2], we obtain

$$R_Y(\hat{T}_{x^n}, D_1) = R_Y(P_X, D_1) + \sum_x \left( \hat{T}_{x^n}(x) - P_X(x) \right) j_X(x, D_1|P_X) + O \left( \frac{\log n}{n} \right),$$

(79)

$$= \frac{1}{n} \sum_{i=1}^n j_Y(x_i, D_1|P_X) + O \left( \frac{\log n}{n} \right),$$

(80)

and

$$R(R_{1,n}, D_1, D_2|\hat{T}_{x^n})$$

$$= R(R_1^*, D_1, D_2|P_X) - \lambda^* \frac{L_1}{\sqrt{n}} + \sum_x \left( \hat{T}_{x^n}(x) - P_X(x) \right) j_Y(\hat{T}_{x^n}, R_1^*, D_1, D_2|P_X) + O \left( \frac{\log n}{n} \right) \quad (81)$$

$$= \frac{1}{n} \sum_{i=1}^n j_Y(x_i, R_1^*, D_1, D_2|P_X) - \lambda^* \frac{L_1}{\sqrt{n}} + O \left( \frac{\log n}{n} \right).$$

(82)

Define $\xi_n = \frac{\log n}{n}$.

Hence, invoking Lemma 11, for large $n$, we obtain

$$\epsilon_n(D_1, D_2) \leq \Pr \left( R_{1,n} < R_Y(\hat{T}_{X^n}, D_1) \right) \lor R_{2,n} < R(R_{1,n}, D_1, D_2|\hat{T}_{X^n}) \right).$$

(83)
of large numbers, we obtain positive definite we invoke the multi-variate Berry-Esseen Theorem \[ (85) \]
Using the Berry-Esseen Theorem, we obtain \[ (86) \]
\[ R_2^* + \frac{\lambda^* L_1}{\sqrt{n}} + \frac{L_2}{\sqrt{n}} < \frac{1}{n} \sum_{i=1}^{n} y_{y_i}(X_i, R_1^*, D_1, D_2|P_X) + O(\xi_n) \]
\[ = \Pr \left( R_1^* + \frac{L_1}{\sqrt{n}} < \frac{1}{n} \sum_{i=1}^{n} y_{y_i}(X_i, D_1|P_X) + O(\xi_n) \right) \]
\[ \geq \Pr \left( \frac{1}{n} \sum_{i=1}^{n} y_{y_i}(X_i, D_1|P_X) \leq R_1^* + \frac{L_1}{\sqrt{n}} + O(\xi_n) \right) - \frac{2|X|}{n^2} \]
\[ (87) \]
Therefore,
\[ 1 - \epsilon_n(D_1, D_2) \geq \Pr \left( \frac{1}{n} \sum_{i=1}^{n} y_{y_i}(X_i, D_1|P_X) \leq R_1^* + \frac{L_1}{\sqrt{n}} + O(\xi_n) \right) \]
\[ (88) \]
We consider Case (i) first where \( R_Y(P_X, D_1) \) is finite. Hence, if \( (L_1, L_2) \) satisfies
\[ (90) \]
From the conditions in Theorem 5, we conclude that \( T(R_1^*, D_1, D_2|P_X) \) is finite. Hence, if \( (L_1, L_2) \) satisfies
\[ (91) \]
then \( \limsup_{n \to \infty} \epsilon_n(D_1, D_2) \leq \epsilon \). We omit the proof for Case (ii) since it is similar to Case (i).

The most interesting case is Case (iii) where \( R_1^* = R_Y(P_X, D_1) \) and \( R_2^* = R(R_1^*, D_1, D_2|P_X) \). If \( V(R_1^*, D_1, D_2|P_X) \) is positive definite we invoke the multi-variate Berry-Esseen Theorem [8] to obtain
\[ (92) \]
Note that if \( V(R_1^*, D_1, D_2|P_X) \) is rank 1, we can use the argument (projection onto a lower-dimensional subspace) in [19, Proof of Theorem 6] to conclude that (92) also holds. Now if we choose \( (L_1, L_2) \) such that
\[ (93) \]
then \( \limsup_{n \to \infty} \epsilon_n(D_1, D_2) \leq \epsilon. \) The achievability proof is now complete.
B. Converse Coding Theorem

We first prove a type-based “strong converse”. Define \( \dd_1 := \max_{x,y} d_1(x,y) \) and \( \dd_2 := \max_{x,z} d_2(x,z) \).

**Lemma 12.** Fix \( \alpha > 0 \) and a type \( Q_X \in \mathcal{P}_n(\mathcal{X}) \). If the excess-distortion probability satisfies
\[
\Pr \left( d_1(X^n, \hat{X}^n) \leq D_1, \ d_2(X^n, Z^n) \leq D_2 \mid X^n \in T_{Q_X} \right) \geq \exp(-n\alpha),
\]
then there exists a conditional distribution \( Q_{Y|X} \) such that
\[
\log M_1 \geq nI(Q_X, Q_{Y|X}) + \vartheta_n,
\]
\[
\log(M_1M_2) \geq nI(Q_X, Q_{Y|X}) + \vartheta_n,
\]
where \( \vartheta_n := |\mathcal{X}| \log(n+1) + \log n + n\alpha \), and the expected distortions are bounded as
\[
\mathbb{E}_{Q_X \times Q_{Y|X}} \left[ d_1(X, Y) \right] \leq D_1 + \dd_1 \frac{n}{n} := D_{1,n},
\]
\[
\mathbb{E}_{Q_X \times Q_{Y|X}} \left[ d_2(X, Z) \right] \leq D_2 + \dd_2 \frac{n}{n} := D_{2,n}.
\]

The proof of Lemma 12 is given in Appendix E. The proof is done in a similar manner as [21, Lemma 6] and is inspired by [7].

Invoking Lemma 12 with \( \alpha = \frac{\log n}{n} \), we can lower bound the excess-distortion probability for any \((n, M_1, M_2)\)-code. Define \( c = |\mathcal{X}| + 2 \). Define
\[
R_{1,n} = \frac{1}{n} \log M_1 - c \frac{\log n}{n},
\]
\[
R_{2,n} = \frac{1}{n} \log(M_1M_2) - c \frac{\log n}{n}.
\]

**Lemma 13.** For any \((n, M_1, M_2)\)-code, we have
\[
\epsilon_n(D_1, D_2) \geq \Pr \left( R_{1,n} < R_Y(\hat{T}_{X^n}, D_{1,n}) \right. \left. \text{ or } R_{2,n} < R(R_{1,n}, D_{1,n}, D_{2,n}|\hat{T}_{X^n}) - \frac{1}{n} \right).
\]

The proof of Lemma 13 is similar to [21, Lemma 7] and given in Appendix F.

Choose \( \log M_1 = nR_1^* + L_1 \sqrt{n} + c \log n \) and \( \log(M_1M_2) = nR_2^* + L_2 \sqrt{n} + c \log n \). Hence, \( R_{1,n} = R_1^* + \frac{L_1}{\sqrt{n}} \) \( i = 1, 2 \).

Recall that we use the shorthand \( \xi_n := \frac{\log n}{n} \). Now for \( x^n \) such that \( \hat{T}_{x^n} \in \mathcal{A}_n(P_X) \), applying Taylor’s expansion in a similar manner as (80) and (82), invoking Lemma 13 and noting that \( \Pr(\mathcal{F} \cap \mathcal{G}) \geq \Pr(\mathcal{F}) - \Pr(\mathcal{G}^c) \), we obtain
\[
1 - \epsilon_n(D_1, D_2) \leq \Pr \left( \frac{1}{n} \sum_{i=1}^{n} j_Y(X_i, D_1|P_X) \leq R_1^* + \frac{L_1}{\sqrt{n}} + O(\xi_n), \right.
\]
\[
\left. \frac{1}{n} \sum_{i=1}^{n} j_{YZ}(X_i, R_1^*, D_1, D_2|P_X) \leq R_2^* + \lambda \frac{L_1}{\sqrt{n}} + \frac{L_2}{\sqrt{n}} + O(\xi_n) \right) + \frac{1}{n} + \frac{2|\mathcal{X}|}{n^2}.
\]

Note that in (102), we Taylor expand \( R_Y(\hat{T}_{X^n}, D_{1,n}) \) at the source distribution \( P_X \) and distortion level \( D_1 \). We also Taylor expand \( R(R_{1,n}, D_{1,n}, D_{2,n}|\hat{T}_{X^n}) \) at \( (P_X, D_1, D_2) \). The residual terms when we Taylor expand with respect to the distortion levels are of the order \( O(\xi_n^2) \), which can be absorbed into \( O(\xi_n) \).

The rest of converse proof can be done similarly as the achievability part in Section IV-A by using the uni- or multi-variate Berry-Esseen Theorem [8] for Cases (i), (ii) and (iii).

C. Case (iii)(a) in Corollary 7

Recall that for successively refinable discrete memoryless source-distortion measure triplet, \( \lambda^* = 0 \), \( \nu_1^* = 0 \), and \( j_{YZ}(x_i, R_1^*, D_1, D_2|P_X) + j_{2}(x_i, D_2|P_X) \) for \( R_Y(P_X, D_1) \leq R_1^* < R_Z(P_X, D_2) \). For the achievability part, invoking (87), we obtain
\[
1 - \epsilon_n(D_1, D_2) \geq \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (j_Y(X_i, D_1|P_X) - R_1^*) \leq \frac{L_1}{\sqrt{n}} + O(\xi_n), \right.
\]
\[
\left. \frac{1}{n} \sum_{i=1}^{n} (j_{2}(X_i, D_2|P_X) - R_2^*) \leq \frac{L_2}{\sqrt{n}} + O(\xi_n) \right) - \frac{2|\mathcal{X}|}{n^2}.
\]

According to the assumption in Case (iii)(b) of Corollary 7, we have \( j_Y(X_i, D_1|P_X) - R_1^* = j_{2}(X_i, D_2|P_X) - R_2^* \). Given a random variable \( X \) and two real numbers \( a < b \), we obtain \( \Pr(X < a, X < b) = \Pr(X < a) \). Hence,
\[
1 - \epsilon_n(D_1, D_2) \geq \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (j_Y(X_i, D_1|P_X) - R_1^*) \leq \frac{\min(L_1, L_2)}{\sqrt{n}} + O(\xi_n) \right).
\]}
The rest of the proof is similar to Case (i) in Section IV-A.

Using (102), in a similar manner as the achievability part, we complete the proof of converse part.

V. PROOF OF MODERATE DEVIATIONS FOR A DMS

Consider a rate pair \((R_1^*, R_2^*)\) satisfying the conditions in Theorem 6.

A. Achievability

Define

\[
\rho'_{1,n} = \theta_1 \rho_n - (c_1 + |\mathcal{X}|) \frac{\log n}{n},
\]

\[
\rho'_{2,n} = \theta_2 \rho_n - c_2 \frac{\log n}{n},
\]

\[
R'_{i,n} = R_i^* + \rho'_{i,n}, \ i = 1, 2.
\]

Consider Case (i) where \(R_Y(P_X, D_1) < R_1^* < R(R_1^*, D_1, D_2|P_X)\) and \(R_2^* = R(R_1^*, D_1, D_2|P_X)\). Define the typical set

\[
\mathcal{A}'_n(P_X) := \left\{ Q_X \in \mathcal{P}_n(\mathcal{X}) : ||Q_X - P_X||_1 \leq \frac{\theta \rho_n}{\sqrt{V(R_1^*, D_1, D_2|P_X)}} \right\}.
\]

Invoking Lemma 11 with \(\frac{1}{n} \log M_1 = R_1^* + \theta_1 \rho_n\) and \(\frac{1}{n} \log (M_1 M_2) = R_2^* + \theta_2 \rho_n\), we obtain

\[
e_n(D_1, D_2) \leq \Pr\left( R'_{1,n} < R_Y(\hat{T}_{X^n}, D_1) \text{ or } R'_{2,n} < R(R'_{1,n}, D_1, D_2|\hat{T}_{X^n}) \right)
\]

\[
\leq \Pr\left( \hat{T}_{X^n} \notin \mathcal{A}'_n(P_X) \right) + \Pr\left( R'_{1,n} < R_Y(\hat{T}_{X^n}, D_1), \hat{T}_{X^n} \in \mathcal{A}'_n(P_X) \right)
\]

\[
+ \Pr\left( R'_{2,n} < R(R'_{1,n}, D_1, D_2|\hat{T}_{X^n}), \hat{T}_{X^n} \in \mathcal{A}'_n(P_X) \right).
\]

According to Weissman et al. [42], we obtain

\[
\Pr\left( \hat{T}_{X^n} \notin \mathcal{A}'_n(P_X) \right) \leq \exp(|\mathcal{X}|) \exp \left( -\frac{n \rho_n^2 \theta^2}{2V(R_1^*, D_1, D_2|P_X)} \right).
\]

For any \(x^n\) such that \(\hat{T}_{x^n} \in \mathcal{A}'_n(P_X)\), for \(n\) large enough, applying Taylor’s expansion, we obtain

\[
R_Y(\hat{T}_{X^n}, D_1) = R_Y(P_X, D_1) + \sum_x \left( \hat{T}_{x^n}(x) - P_X(x) \right) j_Y(x_i, D_1|P_X) + O \left( ||\hat{T}_{x^n} - P_X||^2 \right)
\]

\[
= \frac{1}{n} \sum_{i=1}^n j_Y(x_i, D_1|P_X) + o(\rho_n),
\]

and

\[
R(R'_{1,n}, D_1, D_2|\hat{T}_{x^n})
\]

\[
= R(R_1^*, D_1, D_2|P_X) - \lambda^* \rho'_{1,n} + \sum_x \left( \hat{T}_{x^n}(x) - P_X(x) \right) j_Y Z(x_i, R_1^*, D_1, D_2|P_X) + O \left( \rho'^2_{1,n} + ||\hat{T}_{x^n} - P_X||^2 \right)
\]

\[
= -\lambda^* \rho_1 \rho_n + \frac{1}{n} \sum_{i=1}^n j_Y Z(x_i, R_1^*, D_1, D_2|P_X) + o(\rho_n),
\]

where (116) follows because (i) according to (38), \(R(R_1^*, D_1, D_2|P_X) = \mathbb{E}[j_Y Z(X, R_1^*, R_2^*, D_1|P_X)];\) (ii) according to (15), we have \(\frac{\log n}{n} = o(\rho_n)\), \(\rho'^2_{1,n} = O(\rho^2_n) = o(\rho_n)\); (iii) since \(\hat{T}_{x^n} \in \mathcal{A}'_n(P_X)\), we have \(O(||\hat{T}_{x^n} - P_X||^2) = O(\rho^2_n) = o(\rho_n)\).

For \(n\) large enough, using (114) and the Chernoff bound, we obtain that for some \(\gamma > 0\),

\[
\Pr\left( R'_{1,n} < R_Y(\hat{T}_{X^n}, D_1), \hat{T}_{X^n} \in \mathcal{A}'_n(P_X) \right) \leq \Pr\left( \frac{1}{n} \sum_{i=1}^n j_Y(X_i, D_1|P_X) > R_1^* + \rho_{1,n} + o(\rho_n) \right) \leq \exp(-n\gamma).
\]

Invoking (116), we obtain

\[
\Pr\left( R'_{2,n} < R(R'_{1,n}, D_1, D_2|\hat{T}_{x^n}), \hat{T}_{x^n} \in \mathcal{A}'_n(P_X) \right)
\]

\[
= \Pr\left( \frac{1}{n} \sum_{i=1}^n j_Y Z(x_i, R_1^*, D_1, D_2|P_X) > R_2^* + (\theta \rho_n + o(\rho_n)) \right)
\]
In a similar manner as Case (i) and using the union bound, we obtain
\[
= \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (y_i z(X_i, R_1^i, D_1, D_2|P_X) - R(R_1^i, D_1, D_2|P_X)) > \theta \rho_n + o(\rho_n) \right). \tag{119}
\]

We bound the term in (119) at the end of this section. We show that this term is of the same order as that in (112). Thus, (111) is dominated by the first and third terms as evidenced by (112), (117) and (119). Hence, the moderate deviations constant for Case (i) is lower bounded by \( \theta^2/(2V(R_1^i, D_1, D_2|P_{XY})) \). The proof of Case (ii) is analogous to Case (i) and hence omitted. The only difference is that we define the typical set \( A''_n(P_X) \) such that
\[
A''_n(P_X) := \left\{ Q_X \in \mathcal{P}_n(\mathcal{X}) : \|Q_X - P_X\|_1 \leq \frac{\theta_1 \rho_n}{\sqrt{V(D_1|P_X)}} \right\}. \tag{120}
\]
The most interesting case is Case (iii) where \( R_1^* = R_Y(P_X, D_1) \) and \( R_2^* = R(R_1^*, D_1, D_2|P_X) \). Define
\[
V_{\max}(R_1^*, D_1, D_2) := \max \left\{ \frac{V(D_1|P_X)}{\theta_1^2}, \frac{V(R_1^*, D_1, D_2|P_X)}{\theta_2^2} \right\}. \tag{121}
\]
Define the typical set
\[
A'''_n(P_X) := \left\{ Q_X \in \mathcal{P}_n(\mathcal{X}) : \|Q_X - P_X\|_1 \leq \frac{\rho_n}{\sqrt{V_{\max}(R_1^*, D_1, D_2)}} \right\}. \tag{122}
\]
In a similar manner as Case (i) and using the union bound, we obtain
\[
\epsilon_n(D_1, D_2) \leq \Pr \left( \tilde{T}_X^n \not\in A''_n(P_X) \right) + \Pr \left( R'_1, n < R_Y(\tilde{T}_X^n, D_1), \tilde{T}_X^n \in A''_n(P_X) \right)
+ \Pr \left( R'_2, n < R(R_1^*, n, D_1, D_2|\tilde{T}_X^n), \tilde{T}_X^n \in A''_n(P_X) \right)
\leq \exp(|\mathcal{X}|) \exp \left( -\frac{n \rho_n^2}{2V_{\max}(R_1^*, D_1, D_2)} \right) + \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (y_i z(X_i, D_1|P_X) - R_Y(P_X, D_1)) > \rho_1, n + o(\rho_1) \right)
+ \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (y_i z(X_i, R_1^*, D_1, D_2|P_X) - R(R_1^*, D_1, D_2|P_X)) > \rho_2, n + o(\rho_2) \right). \tag{123}
\]
We bound the second and third terms in (124) at the end of this section. We show that this term is of the same order as the first term in (124). Hence, the moderate deviations constant for Case (iii) is lower bounded by
\[
\frac{1}{2V_{\max}(R_1^*, D_1, D_2)} = \min \left\{ \frac{\theta_1^2}{2V(D_1|P_X)}, \frac{\theta_2^2}{2V(R_1^*, D_1, D_2|P_X)} \right\}. \tag{125}
\]
B. Converse
To prove the converse part, we first define
\[
\rho_i, n := \theta_i \rho_n + \frac{(|\mathcal{X}| + 2) \log n}{n}, \quad i = 1, 2. \tag{126}
\]
In a similar manner as the proof of Lemma 13, we can prove
\[
\epsilon_n(D_1, D_2) \geq \frac{1}{2} \Pr \left( R'_1 + \rho_1, n < R_Y(\tilde{T}_X^n, D_1, n) \right) \text{ or } R'_2 + \rho_2, n < R(R_1^* + \rho_1, n, D_1, n, \tilde{T}_X^n) \}. \tag{127}
\]
We first consider Case (i) where \( R_Y(P_X, D_1) < R_1^* < R(R_1^*, D_1, D_2|P_X) \) and \( R_2^* = R(R_1^*, D_1, D_2|P_X) \). For large \( n \) and \( \tilde{T}_X^n \in A''_n(P_X) \) (this typical set was defined in (109)), applying Taylor's expansion in a similar manner as (102) and noting that \( \frac{1}{n} = o(\rho_n) \), we can further lower bound (127) as follows:
\[
\epsilon_n(D_1, D_2) \geq \frac{1}{2} \Pr \left( R'_1 + \rho_1, n < R_Y(\tilde{T}_X^n, D_1, n) \right) \text{ or } R'_2 + \rho_2, n < R(R_1^* + \rho_1, n, D_1, n, \tilde{T}_X^n \}. \tag{128}
\]
\[
\geq \frac{1}{2} \max \left\{ \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (y_i z(X_i, R_1^*, D_1, D_2|P_X) - R(R_1^*, D_1, D_2|P_{XY}) > \theta \rho_n + o(\rho_n) \right) \right. 
- \left. \frac{1}{2} \Pr \left( \tilde{T}_X^n \not\in A''_n(P_X) \right) \right\}. \tag{129}
\]
\[ \geq \frac{1}{2} \max \left\{ \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (YZ(X_i, R_1^*, D_1, D_2|P_X) - R(R_1^*, D_1, D_2|P_{XY}) > \theta \rho_n + o(\rho_n)) \right), \exp(-n\gamma) \right\} \\
- \frac{1}{2} \Pr \left( \hat{T}_{X^n} \notin A_n'(P_X) \right) , \]
\[ = \frac{1}{2} \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (YZ(X_i, R_1^*, D_1, D_2|P_X) - R(R_1^*, D_1, D_2|P_{XY}) > \theta \rho_n + o(\rho_n)) \right) \\
- \frac{1}{2} \Pr \left( \hat{T}_{X^n} \notin A_n'(P_X) \right) , \]

(130)

where (129) follows from the simple facts that \( \Pr(\mathcal{F} \cap \mathcal{G}) \geq \Pr(\mathcal{F}) - \Pr(\mathcal{G}^c) \) and \( \Pr(\mathcal{F} \cup \mathcal{G}) \geq \max \{ \Pr(\mathcal{F}), \Pr(\mathcal{G}) \} \) for two events \( \mathcal{F}, \mathcal{G} \). (130) follows from (117); (131) holds for \( n \) large enough since the maximum in (130) is dominated by the first term which is \( \exp(-n\rho_n^2 o(n^{\frac{\sigma^2}{D_1}})) \) (to be shown in (134)). Note that the second term in (131) is in the same order of the first term as evidenced by (112). The proof for Case (i) is now complete. Case (ii) is analogous to Case (i) and hence is omitted.

We now consider Case (iii) where \( R_1^* = R_Y(P_X, D_1) \) and \( R_2^* = R(R_1^*, D_1, D_2|P_X) \). In a similar manner as Case (i), we obtain
\[ \epsilon_n(D_1, D_2) \]
\[ \geq \frac{1}{2} \max \left\{ \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (YZ(X_i, D_1|P_X) - R_Y(P_X, D_1)) > \rho_{1,n} + o(\rho_n)) \right), \right\} \\
\[ \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (YZ(X_i, R_1^*, D_1, D_2|P_X) - R(R_1^*, D_1, D_2|P_{XY}) > \theta \rho_n + o(\rho_n)) \right) \\
- \frac{1}{2} \Pr \left( \hat{T}_{X^n} \notin A_n''(P_X) \right) , \]

(132)

where \( A_n''(P_X) \) is defined in (122). Note that the second term in (132) is in the same order of the first term in (124). Invoking [9, Theorem 3.7.1] and the fact that \( \rho_n \to 0 \), we obtain
\[ \lim_{n \to \infty} - \frac{\log \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (YZ(X_i, D_1|P_X) - R_Y(P_X, D_1)) > \rho_{1,n} + o(\rho_n)) \right)}{n\rho_n^2} = \frac{\theta_1^2}{V(D_1|P_X)}, \]

(133)

and
\[ \lim_{n \to \infty} - \frac{\log \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (YZ(X_i, R_1^*, D_1, D_2|P_X) - R(R_1^*, D_1, D_2|P_{XY}) > \theta \rho_n + o(\rho_n)) \right)}{n\rho_n^2} \]
\[ = \frac{\theta^2}{2V(R_1^*, D_1, D_2|P_X)}, \]

(134)

Note that this calculation applies to (119), (124), (131) and (132). The proof is now complete.

VI. A GAUSSIAN MEMORYLESS SOURCE WITH QUADRATIC DISTORTION MEASURES

In this section, we consider a GMS with the quadratic distortion measures for both \( d_1 \) and \( d_2 \). This source-distortion measure triplet is successively refinable [2]. We note, though, that there exist non-successively refinable continuous source-distortion measure triplets such as the symmetric mixture of Gaussians with quadratic distortion measures [43]. We do not analyze this source here. Here, we assume that \( X^n \) is i.i.d. where each \( X_i \) is generated according to \( N(0, \sigma^2) \). In this section, we present the second-order coding region and moderate deviations constant as well as their proofs. Note that we cannot simply evaluate the rate-dispersion functions and plug them into Corollaries 7 and 8 because the (achievability) proofs for those results hinged on the assumption that the alphabets \( X, Y \) and \( Z \) are finite.

Define \( \log^+ (x) := \log \max \{1, x\} \). Note that for a GMS, the rate-distortion functions are
\[ R_Y(P_X, D_1) = \frac{1}{2} \log^+ \left( \frac{\sigma^2}{D_1} \right), \]
\[ R_Y(P_X, D_1) = \frac{1}{2} \log^+ \left( \frac{\sigma^2}{D_2} \right). \]

(135)

(136)

Throughout this section, we consider the case where \( \sigma^2 > D_1 > D_2 > 0 \).

Since a GMS with the quadratic distortion measures is successively refinable, our results in this section parallel the results for successively refinable discrete memoryless source-distortion measure triplets in Section III-C. However, as mentioned we need to redo the proofs as the source here is continuous. Indeed, the proofs contain several novel elements such as the use of appropriately-defined Gaussian types (analogues of discrete types [39]).
**Theorem 14.** Depending on \((R_1^*, R_2^*)\), the optimal second-order \((R_1^*, R_2^*, D_1, D_2, \epsilon)\) coding region for the GMS with the quadratic distortion measure is as follows:

- **Case (i):** \(\frac{1}{2} \log \frac{\sigma^2}{D_1^2} < R_1^* < \frac{1}{2} \log \frac{\sigma^2}{D_2^2}\) and \(R_2^* = \frac{1}{2} \log \frac{\sigma^2}{D_2^2}\)

\[
\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) = \left\{ (L_1, L_2) : L_2 \geq \sqrt{\frac{1}{2} Q^{-1}(\epsilon)} \right\}.
\]  

(137)

- **Case (ii):** \(R_1^* = \frac{1}{2} \log \frac{\sigma^2}{D_1^2}\) and \(R_2^* > \frac{1}{2} \log \frac{\sigma^2}{D_2^2}\)

\[
\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) = \left\{ (L_1, L_2) : L_1 \geq \sqrt{\frac{1}{2} Q^{-1}(\epsilon)} \right\}.
\]  

(138)

- **Case (iii):** \(R_1^* = \frac{1}{2} \log \frac{\sigma^2}{D_1^2}\) and \(R_2^* = \frac{1}{2} \log \frac{\sigma^2}{D_2^2}\)

\[
\mathcal{L}(R_1^*, R_2^*, D_1, D_2, \epsilon) = \left\{ (L_1, L_2) : \min\{L_1, L_2\} \geq \sqrt{\frac{1}{2} Q^{-1}(\epsilon)} \right\}.
\]  

(139)

The remark for (51) in Corollary 7 applies here. The result in (139) implies that both excess-distortion events in (5) are perfectly correlated so the one consisting of the smaller second-order rate \(L_i, i = 1, 2\) dominates, since the first-order rates are fixed at the first-order fundamental limits \(\frac{1}{2} \log \frac{\sigma^2}{D_i^2}\). Qualitatively the region in (139) (an unbounded rectangle) is the same as that corresponding to \(D_2 = 0.5\) in Figure 3.

Recall the definition of moderate deviations constant (cf. Definition 4) for \(\theta_1\) and \(\theta_2\).

**Theorem 15.** Depending on \((R_1^*, R_2^*)\), the moderate deviations constant for the GMS with the quadratic distortion measure is as follows:

- **Case (i):** \(\frac{1}{2} \log \frac{\sigma^2}{D_1^2} < R_1^* < \frac{1}{2} \log \frac{\sigma^2}{D_2^2}\) and \(R_2^* = \frac{1}{2} \log \frac{\sigma^2}{D_2^2}\)

\[
\nu^*(R_1^*, R_2^*|D_1, D_2) = \theta_2^2.
\]  

(140)

- **Case (ii):** \(R_1^* = \frac{1}{2} \log \frac{\sigma^2}{D_1^2}\) and \(R_2^* > \frac{1}{2} \log \frac{\sigma^2}{D_2^2}\)

\[
\nu^*(R_1^*, R_2^*|D_1, D_2) = \theta_2^2.
\]  

(141)

- **Case (iii):** \(R_1^* = \frac{1}{2} \log \frac{\sigma^2}{D_1^2}\) and \(R_2^* = \frac{1}{2} \log \frac{\sigma^2}{D_2^2}\)

\[
\nu^*(R_1^*, R_2^*|D_1, D_2) = \min\{\theta_1^2, \theta_2^2\}.
\]  

(142)

We note that the results in Theorem 14 and 15 do not depend on the distortion and the source variance. This is expected since the dispersion of lossy source coding for Gaussian sources is 1/2 nats per source symbol [22], [23]. Similarly the moderate deviations constant for Gaussian rate-distortion also does not depend on the distortion level and the source variance [31].

### A. Preliminaries for the Proofs

In this subsection, we present some preliminaries for the proofs of Theorems 14 and 15. In particular, we present an appropriate definition of Gaussian types for our problem and a type covering lemma for Gaussian types.

Let \(\xi > 0\) be specified later. Define the typical set

\[
\mathcal{U}^\xi := \left\{ x^n : e^{-2\xi} < \frac{\|x^n\|^2}{n\sigma^2} < e^{2\xi} \right\}.
\]  

(143)

In a similar manner as Eqn. (35) in [31] (Cramér’s theorem [9]), we obtain

\[
\Pr(\chi^2 \notin \mathcal{U}^\xi) \leq 4 \exp(-nI(\xi))
\]  

(144)

where the large deviations rate function of the \(\chi^2\) random variable is

\[
I(\xi) := \frac{1}{2}(e^{2\xi} - 1 - 2\xi).
\]  

(145)

Let \(\delta > 0\) be specified later and let the number of types be

\[
k = \left\lceil \frac{e^{2\xi} - e^{-2\xi}}{\delta} \right\rceil + 1.
\]  

(146)
Note that $\delta$ and $\xi$ control the number of types. Define $\Lambda(i) = \sigma^2 e^{-2\xi} + (i-1)\delta \sigma^2$. Also define the GMS type classes

$$U_i := \left\{ x^n : \Lambda(i-1) \leq \frac{\|x^n\|^2}{n} \leq \Lambda(i) \right\}, \ i \in [1 : k].$$

(147)

Hence,

$$U^k \subseteq \bigcup_{i=1}^{k} U_i.$$  

(148)

Note that $U_i$ is a collection of GMS sequences with normalized squared $l_2$ norm (power) within $(\Lambda(i-1), \Lambda(i)]$. Hence, we define the type of a GMS sequence $x^n$ as $i$ if $x^n \in U_i$. In particular, if $x^n \notin U_i$ for all $i \in [1 : k]$, we define the type of $x^n$ as 0. See also \[ [12, Eqn. (61) and [13, Definition 1] for other definitions of Gaussian type classes.

We then present a type covering lemma for a GMS with the quadratic distortion measures which is analogous to the type covering lemma for a DMS with arbitrary distortion measures in Lemma 10.

**Lemma 16.** Given $x^n \in U_i$, the following holds:

- There exists a set $B_Y \subseteq \mathbb{R}^n$ such that

$$\log |B_Y| \leq \frac{n}{2} \log \frac{\Lambda(i)}{D_1} + \frac{5}{2} \log n + \log 6,$$

and $B_Y$ $D_1$-covers $U_i$, i.e.,

$$U_i \subseteq \bigcup_{y^n \in B_Y} \mathcal{N}(y^n, D_1),$$

(150)

where

$$\mathcal{N}(y^n, D_1) := \left\{ x^n : \|x^n - y^n\|^2 \leq D_1 \right\}.$$

(151)

- For each $y^n \in B_Y$, there exists a set $B_Z(y^n) \subseteq \mathbb{R}^n$ such that

$$\log \left( \sum_{y^n \in B_Y} |B_Z(y^n)| \right) \leq \frac{n}{2} \log \frac{\Lambda(i)}{D_2} + 5 \log n + 2 \log 6,$$

and $B_Z(y^n)$ $D_2$-covers $N_1(y^n, D_1)$, i.e.,

$$N_1(y^n, D_1) = \bigcup_{z^n \in B_Z(y^n)} \mathcal{N}(z^n, D_2).$$

(153)

The proof of Lemma 16 uses \[ [11, Theorem 1.2] multiple times. For the first reconstruction using $Y^n$, we observe that $6n^{5/2}(\Lambda(i)/D_1)^{n/2}$ points can $D_1$-cover $U_i$. For the second reconstruction using $Z^n$, we observe that $6n^{5/2}(D_1/D_2)^{n/2}$ points suffice to $D_2$-cover each ball centered at $y^n \in B_Y$ with radius $D_1$.

We now present an upper bound on the excess-distortion probability of the code prescribed by Lemma 16. Recall that $k$ is the number of types. Similarly to the proof of Lemma 11 for a DMS, for a GMS, we also need to transmit the type. This requires no more that $\log k$ nats. Observe that there is a tradeoff between the size of the typical set controlled by $\xi$ and the number of types $k$. As $\xi$ increases, the probability that a sequence is atypical decreases. See (144)–(145). However, the number of types increases. Depending on the regime (second-order or moderate deviations) we will choose $\xi$ differently. Now, given any $(n, M_1, M_2)$-code, define

$$nR_{1,n} = \log M_1 - \frac{5}{2} \log n - \log k - \log 6,$$

(154)

$$nR_{2,n} = \log(M_1M_2) - 5 \log n - 2 \log 6.$$  

(155)

**Lemma 17.** There exists an $(n, M_1, M_2)$-code such that

$$\epsilon_n(D_1, D_2) \leq 4 \exp(-nI(\xi)) + \Pr\left( \frac{1}{n} \sum_{i=1}^{n} \frac{X^2_i}{\sigma^2} > \frac{D_1}{\sigma^2} \exp(2R_{1,n}) - \delta \right. \text{ or } \left. \frac{1}{n} \sum_{i=1}^{n} \frac{X^2_i}{\sigma^2} > \frac{D_2}{\sigma^2} \exp(2R_{2,n}) - \delta \right).$$

(156)

The proof of Lemma 17 is analogous to Lemma 11 and given in Appendix G.
B. Proof of Second-Order Asymptotics (Theorem 14)

We begin with the achievability for Theorem 14. Let $\xi := n^{-1/3}$ and $\delta := 1/n$. Invoking (145) and Taylor expansion, we obtain that the first term on the right-hand-side of (156) behaves as

$$4 \exp (-nI(\xi)) = 4 \exp \left(-n^{1/3} + o(n^{1/3}) \right) =: \kappa_n \to 0.$$  \hspace{1cm} (157)

Additionally, define

$$\log M_1 = nR_1^* + L_1 \sqrt{n} + \frac{7}{2} \log n + \log 6,$$

$$\log(M_1M_2) = nR_2^* + L_2 \sqrt{n} + 5 \log n + 2 \log 6.$$  \hspace{1cm} (158) (159)

Now, with our choice of $\xi$ and $\delta$, we see from (146) that the number of types is $k = \lfloor 4n^{2/3} + O(n^{1/3}) \rfloor + 1$. For $n$ large enough, $k \leq n$. Hence, we only have polynomially (in fact at most linearly) many types. Furthermore, observe that the coefficient of the log $n$ terms in (154) and (158) differ by one because we need to transmit the type requiring $\log k \leq \log n$ nats (cf. proof of Lemma 17). The terms scaling as $O(\log n)$ in (158) and (159) do not affect the second-order coding region.

Now, note that $Y_i = X_i^2/\sigma^2$ and $Y_i$ is $\chi^2$-distributed. Invoking Lemma 17, we obtain

$$1 - \epsilon_n(D_1, D_2) \geq -\kappa_n + \Pr \left( \frac{1}{n} \sum_{i=1}^{n} Y_i \leq \frac{D_1}{\sigma^2} \exp \left( 2 \left( \frac{R_1^* + \frac{L_1}{\sqrt{n}}}{} \right) \right) - \frac{1}{n} \right) - \frac{1}{n} \leq \frac{1}{n} \left( \sum_{i=1}^{n} Y_i \right) \leq \frac{D_2}{\sigma^2} \exp \left( 2 \left( \frac{R_2^* + \frac{L_2}{\sqrt{n}}}{} \right) \right) - \frac{1}{n}.$$  \hspace{1cm} (160)

We now consider different cases. We first consider Case (i) where $\frac{1}{2} \log \frac{\sigma^2}{D_1} < R_1^* < \frac{1}{2} \log \frac{\sigma^2}{D_2}$ and $R_2^* = \frac{1}{2} \log \frac{\sigma^2}{D_2}$. Since $e^x \geq 1 + x$ for all $x \in \mathbb{R}$, we obtain

$$\exp \left( \frac{2L_i}{\sqrt{n}} \right) \geq 1 + \frac{2L_i}{\sqrt{n}}, \ i = 1, 2.$$  \hspace{1cm} (161)

Define $\tau_n = \frac{1}{n}$. According to the weak law of large numbers, we obtain

$$\Pr \left( \frac{1}{n} \sum_{i=1}^{n} Y_i \leq \frac{D_1}{\sigma^2} \exp \left( 2 \left( \frac{R_1^* + \frac{L_1}{\sqrt{n}}}{} \right) \right) - \tau_n \right)$$

$$\geq \Pr \left( \frac{1}{n} \sum_{i=1}^{n} Y_i \leq \frac{D_1}{\sigma^2} \exp(2R_1^*) \left( 1 + \frac{2L_1}{\sqrt{n}} \right) - \tau_n \right) \to 1.$$  \hspace{1cm} (162)

Invoking the Berry-Esseen Theorem, we obtain

$$\Pr \left( \frac{1}{n} \sum_{i=1}^{n} Y_i \leq \frac{D_2}{\sigma^2} \exp \left( 2 \left( \frac{1}{2} \log \frac{\sigma^2}{D_2} + \frac{L_2}{\sqrt{n}} \right) \right) - \tau_n \right)$$

$$\geq \Pr \left( \frac{1}{n} \sum_{i=1}^{n} Y_i \leq 1 + \frac{2L_2}{\sqrt{n}} - \tau_n \right)$$

$$\geq 1 - Q \left( \sqrt{2L_2} - \frac{1}{\sqrt{n}} \right) - \sqrt{\frac{2}{n}}.$$  \hspace{1cm} (163) (164)

Hence, by using the bound in (160), we obtain

$$\epsilon_n(D_1, D_2) \leq Q \left( \sqrt{2L_2} - \frac{1}{\sqrt{n}} \right) + \kappa_n + \sqrt{\frac{2}{n}}.$$  \hspace{1cm} (165)

Thus, if $(L_1, L_2)$ satisfy

$$L_2 \geq \sqrt{\frac{1}{2} Q^{-1}(\epsilon)},$$  \hspace{1cm} (166)

then $\limsup_{n \to \infty} \epsilon_n(D_1, D_2) \leq \epsilon$.

Case (ii) is analogous to Case (i) and thus omitted. The most interesting case is Case (iii), where $R_1^* = \frac{1}{2} \log \frac{\sigma^2}{D_1}$ and $R_2^* = \frac{1}{2} \log \frac{\sigma^2}{D_2}$. The covariance matrix of $[Y_i - 1, Y_i - 1]$ is

$$\mathbf{V} = 2 \cdot \text{ones}(2, 2).$$  \hspace{1cm} (167)
Because $V$ is singular, we cannot use the multi-variate Berry-Esseen Theorem here. However, the analysis is simple. Indeed,

$$
\Pr\left(\frac{1}{n} \sum_{i=1}^{n} Y_i \leq \frac{D_1}{\sigma^2} \exp\left(2\left(R_1^* + \frac{L_1}{\sqrt{n}}\right)\right) - \tau_n, \frac{1}{n} \sum_{i=1}^{n} Y_i \leq \frac{D_2}{\sigma^2} \exp\left(2\left(R_2^* + \frac{L_2}{\sqrt{n}}\right)\right) - \tau_n\right)
\geq \Pr\left(\frac{1}{n} \sum_{i=1}^{n} (Y_i - 1) \leq \frac{2L_1}{\sqrt{n}} - \tau_n, \frac{1}{n} \sum_{i=1}^{n} (Y_i - 1) \leq \frac{2L_2}{\sqrt{n}} - \tau_n\right)
= \Pr\left(\frac{1}{n} \sum_{i=1}^{n} (Y_i - 1) \leq \frac{2\min\{L_1, L_2\}}{\sqrt{n}} - \tau_n\right)
\geq 1 - Q\left(\sqrt{2} \min\{L_1, L_2\} - \frac{1}{\sqrt{n}}\right) - \frac{\sqrt{2}}{n}. \tag{168}
$$

Hence,

$$
\epsilon_n(D_1, D_2) \leq Q\left(\sqrt{2} \min\{L_1, L_2\} - \frac{1}{\sqrt{n}}\right) + \kappa_n + \frac{\sqrt{2}}{n}. \tag{171}
$$

If $(L_1, L_2)$ satisfy

$$
\min\{L_1, L_2\} \geq \sqrt{\frac{\epsilon^2}{2} Q^{-1}(\epsilon)}, \tag{172}
$$

then $\limsup_{n \to \infty} \epsilon_n(D_1, D_2) \leq \epsilon$.

Next, we turn to the converse proof. This follows from Lemma 9. As shown in [23, Example 2], for a GMS $\mathcal{N}(0, \sigma^2)$,

$$
j_Y(x, D_1|P_X) = \frac{1}{2} \log \frac{\sigma^2}{D_1} + \frac{1}{2} \left(\frac{x^2}{\sigma^2} - 1\right), \tag{173}
$$

and similarly for $j_Z(x, D_2|P_X)$. Hence,

$$
V(D_1|P_X) = V(D_2|P_X) = \frac{1}{2}, \tag{174}
$$

and similarly,

$$
\text{Cov}[j_Y(X, D_1|P_X), j_Z(X, D_2|P_X)] = \frac{1}{2}. \tag{175}
$$

The covariance matrix is

$$
V(D_1, D_2|P_X) = \frac{1}{2} \text{ones}(2, 2). \tag{176}
$$

The rest of the proof is similar to the converse proof of Case (iii)(a) of Corollary 7 (Section IV-C).

C. Proof of Moderate Deviations (Theorem 15)

The achievability part can be done in a similar manner as [31, Theorem 5]. Here we provide an alternative proof which parallels our analysis for a DMS in Section V-A and the achievability proof of second-order asymptotics for the a GMS in Section VI-B.

Define

$$
\rho_{1,n} := \theta_1 \rho_n - \frac{7 \log n}{2n}, \quad \rho_{2,n} := \frac{\theta_2 \rho_n}{5 \log n} - \frac{2 \log 6}{2n}. \tag{177}
$$

We first consider Case (i) where $\frac{1}{2} \log \frac{\epsilon^2}{2n} < R_1^* < \frac{1}{2} \log \frac{\epsilon^2}{D_2}$ and $R_2^* = \frac{1}{2} \log \frac{\epsilon^2}{D_2}$. Choose $\xi^2 = \frac{\theta_1^2 \rho_n^2}{2V(D_1|P_X)}$ and $\delta = \frac{1}{n}$. Then from (146), $k = \lceil n(4 \xi + O(\xi^2)) \rceil + 1 = O(n \rho_n) \leq n$ for large $n$. Thus, similarly to the proof of the achievability part for the second-order asymptotics, we have only at most linearly many types which requires $\log k \leq \log n$ nats to transmit and does not affect the moderate deviations constant. Thus, invoking Lemma 17, we see that there exists an $(n, M_1, M_2)$-code such that

$$
\log M_i = n \left(R_i^* + \rho_{i,n}\right), \quad i = 1, 2, \tag{179}
$$

and
\[
\epsilon_n(D_1, D_2) \leq 4 \exp \left( -n \left( \frac{\theta_2^2 \rho_n^2}{2V(D_2|P_X)} + o(\rho_n^2) \right) \right) \\
+ \Pr \left( \frac{1}{n} \sum_{i=1}^{n} \frac{X_i^2}{\sigma^2} > \frac{D_1}{\sigma^2} \exp(2(R_1^* + \rho_1^*)) - \frac{1}{n} \text{ or } \frac{1}{n} \sum_{i=1}^{n} \frac{X_i^2}{\sigma^2} > \frac{D_2}{\sigma^2} \exp(2(R_2^* + \rho_2^*)) - \frac{1}{n} \right) .
\]
(180)

We then focus on the second term in (180). According to the Chernoff bound, we obtain that for some constant \(\gamma > 0\),
\[
\Pr \left( \frac{1}{n} \sum_{i=1}^{n} \frac{X_i^2}{\sigma^2} > \frac{D_1}{\sigma^2} \exp(2(R_1^* + \rho_1^*)) - \frac{1}{n} \right) \leq \exp(-n\gamma) .
\]
(181)

By the union bound,
\[
\epsilon_n(D_1, D_2)
\leq 4 \exp \left( -n \left( \frac{\theta_2^2 \rho_n^2}{2V(D_2|P_X)} + o(\rho_n^2) \right) \right) + \exp(-n\gamma) + \Pr \left( \frac{1}{n} \sum_{i=1}^{n} \frac{X_i^2}{\sigma^2} > \frac{D_2}{\sigma^2} \exp(2(R_2^* + \rho_2^*)) - \frac{1}{n} \right) .
\]
(182)

Recall that \(Y_i = \frac{X_i^2}{\sigma^2}\). For the third term in (182),
\[
\Pr \left( \frac{1}{n} \sum_{i=1}^{n} \frac{X_i^2}{\sigma^2} > \frac{D_2}{\sigma^2} \exp(2(R_2^* + \rho_2^*)) - \frac{1}{n} \right) = \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (Y_i - 1) > 2\rho_2^* + O(\rho_2^2) - \frac{1}{n} \right) \]
(183)
\[
= \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (Y_i - 1) > 2\theta_2 \rho_n + o(\rho_n) \right) .
\]
(184)

where (183) follows from Taylor expansion and (184) follows due to (15), from which we have \(\frac{\log n}{n} = o(\rho_n)\), \(\frac{1}{n} = o(\rho_n)\), and \(\rho_2^2 = O(\rho_2^2) = o(\rho_n)\). Invoking [9, Theorem 3.7.1], we obtain
\[
\lim_{n \to \infty} - \frac{\log \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (Y_i - 1) > 2\theta_2 \rho_n + o(\rho_n) \right)}{n \rho_n^2} = \frac{4\theta_2^2}{4} = \theta_2^2 .
\]
(185)

Note that in (182), the first and third terms dominate and they decay at the same rate (cf. (174)). Hence, we obtain
\[
\lim \inf_{n \to \infty} - \frac{\log \epsilon_n(D_1, D_2)}{n \rho_n^2} \geq \theta_2^2 .
\]
(186)

Case (ii) is analogous to Case (i) and thus omitted. We thus focus on case (iii) where \(R_1^* = \frac{1}{2} \log \frac{\sigma_1^2}{\tau_1^2}\) and \(R_2^* = \frac{1}{2} \log \frac{\sigma_2^2}{\tau_2^2}\). Choose \(\delta = \frac{1}{n}\) and
\[
\xi^2 = \min \left\{ \frac{\theta_1^2 \rho_n^2}{2V(D_1|P_X)}, \frac{\theta_2^2 \rho_n^2}{2V(D_2|P_X)} \right\} .
\]
(187)

In a similar manner as Case (i), we can prove that that there exists an \((n, M_1, M_2)\)-code such that
\[
\log M_i = n \left( R_i^* + \rho_i^* \right) \quad i = 1, 2,
\]
(188)
and
\[
\epsilon_n(D_1, D_2) \leq 4 \exp \left( -n \left( \frac{\theta_1^2 \rho_n^2}{2V(D_1|P_X)} + o(\rho_n^2) \right) \right) \\
+ \Pr \left( \frac{1}{n} \sum_{i=1}^{n} \frac{X_i^2}{\sigma^2} > \frac{D_1}{\sigma^2} \exp(2(R_1^* + \rho_1^*)) - \frac{1}{n} \text{ or } \frac{1}{n} \sum_{i=1}^{n} \frac{X_i^2}{\sigma^2} > \frac{D_2}{\sigma^2} \exp(2(R_2^* + \rho_2^*)) - \frac{1}{n} \right) .
\]
(189)

Denote the second term in (189) as \(\epsilon_n^{(ii)}(D_1, D_2)\). In a similar manner as Case (i) and using the union bound, we obtain
\[
\epsilon_n^{(ii)}(D_1, D_2) \leq \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (Y_i - 1) > 2\theta_1 \rho_n + o(\rho_n) \right) + \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (Y_i - 1) > 2\theta_2 \rho_n + o(\rho_n) \right) .
\]
(190)

Invoking [9, Theorem 3.7.1], we obtain
\[
\lim_{n \to \infty} - \frac{\log \Pr \left( \frac{1}{n} \sum_{i=1}^{n} (Y_i - 1) > 2\theta_1 \rho_n + o(\rho_n) \right)}{n \rho_n^2} = \frac{4\theta_1^2}{4} = \theta_1^2 .
\]
(191)
Hence, combining (189) with (174), (185) and (191), we obtain
\[
\liminf_{n \to \infty} - \frac{\log \epsilon_n(D_1, D_2)}{n \rho_n^2} \geq \min\{\theta_1^2, \theta_2^2\}. \tag{192}
\]

The converse part follows from Lemma 9. Let $\zeta \in (0, 1)$ be arbitrary. For $i = 1, 2$, let $\gamma_i = n\zeta \theta_i \rho_n$ and $\log M_i = n(R_i^* + \theta_i \rho_n)$. Using (61), we obtain
\[
\epsilon_n(D_1, D_2) \geq \max \left\{ \Pr\left( \sum_{i=1}^{n} j_Y(X_i, D_1 | P_X) \geq nR_1^* + n(1 + \zeta)\theta_1 \rho_n \right), \Pr\left( \sum_{i=1}^{n} j_Z(X_i, D_2 | P_X) \geq nR_2^* + n(1 + \zeta)\theta_2 \rho_n \right) \right\}
\]
\[- \exp(-n\zeta \theta_1 \rho_n) - \exp(-n\zeta \theta_2 \rho_n). \tag{193}
\]

Now we consider the different cases. We first consider Case (i) where $R_Y(P_X, D_1) < R_1^* < R_Z(P_X, D_2)$ and $R_2^* = R_Z(P_X, D_2)$. From the Chernoff bound, we obtain for some $\gamma > 0$,
\[
\Pr\left( \sum_{i=1}^{n} j_Y(X_i, D_1 | P_X) \geq nR_1^* + n(1 + \zeta)\theta_1 \rho_n \right) \leq \exp(-n\gamma). \tag{194}
\]
Hence, we obtain
\[
\epsilon_n(D_1, D_2) \geq \max \left\{ \Pr\left( \frac{1}{n} \sum_{i=1}^{n} (j_Z(X_i, D_2 | P_X) - R_2^*) \geq (1 + \zeta)\theta_2 \rho_n \right), \exp(-n\gamma) \right\}
\[- \exp(-n\zeta \theta_1 \rho_n) - \exp(-n\zeta \theta_2 \rho_n). \tag{195}
\]
Using [9, Theorem 3.7.1], we obtain that
\[
\lim_{n \to \infty} - \frac{\log \Pr\left( \sum_{i=1}^{n} (j_Z(X_i, D_2 | P_X) - R_2^*) \geq (1 + \zeta)\theta_2 \rho_n \right)}{n \rho_n^2} = \frac{(1 + \zeta)^2 \theta_2^2}{2V(D_2 | P_X)} \tag{196}
\]
Hence, for large $n$, due to the fact that $\exp\left(-n\rho_n^2 \frac{(1 + \zeta)^2 \theta_2^2}{2V(D_2 | P_X)} \right)$ dominates $\exp(-n\gamma)$, we obtain
\[
\epsilon_n(D_1, D_2) \geq \Pr\left( \frac{1}{n} \sum_{i=1}^{n} (j_Z(X_i, D_2 | P_X) - R_2^*) \geq (1 + \zeta)\theta_2 \rho_n \right) - \exp(-n\zeta \theta_1 \rho_n) - \exp(-n\zeta \theta_2 \rho_n). \tag{197}
\]
Note that for large $n$, (197) is dominated by the first term since $\exp\left(-n\rho_n^2 \frac{(1 + \zeta)^2 \theta_2^2}{2V(D_2 | P_X)} \right)$ dominates $\exp(-n\zeta \theta_i \rho_n)$, $i = 1, 2$. Thus,
\[
\limsup_{n \to \infty} - \frac{\epsilon_n(D_1, D_2)}{n \rho_n^2} \leq \frac{(1 + \zeta)^2 \theta_2^2}{2V(D_2 | P_X)}. \tag{198}
\]
Case (ii) is analogous to Case (i) and thus omitted. We now consider Case (iii) where $R_1^* = R_Y(P_X, D_1)$ and $R_2^* = R_Z(P_X, D_2)$. In a similar manner as Case (i), we can prove that
\[
\epsilon_n(D_1, D_2) \geq \max \left\{ \Pr\left( \frac{1}{n} \sum_{i=1}^{n} (j_Y(X_i, D_1 | P_X) - R_1^*) \geq (1 + \zeta)\theta_1 \rho_n \right), \Pr\left( \frac{1}{n} \sum_{i=1}^{n} (j_Z(X_i, D_2 | P_X) - R_2^*) \geq (1 + \zeta)\theta_2 \rho_n \right) \right\}
\[- \exp(-n\zeta \theta_1 \rho_n) - \exp(-n\zeta \theta_2 \rho_n). \tag{199}
\]
Invoking [9, Theorem 3.7.1] again, we obtain that
\[
\lim_{n \to \infty} - \frac{\log \Pr\left( \sum_{i=1}^{n} (j_Y(X_i, D_1 | P_X) - R_1^*) \geq (1 + \zeta)\theta_1 \rho_n \right)}{n \rho_n^2} = \frac{(1 + \zeta)^2 \theta_1^2}{2V(D_1 | P_X)} \tag{200}
\]
Note that (199) is dominated by the first term. Thus,
\[
\limsup_{n \to \infty} - \frac{\epsilon_n(D_1, D_2)}{n \rho_n^2} \leq \min \left\{ \frac{(1 + \zeta)^2 \theta_1^2}{2V(D_1 | P_X)}, \frac{(1 + \zeta)^2 \theta_2^2}{2V(D_2 | P_X)} \right\}. \tag{201}
\]
For all cases, let $\zeta \downarrow 0$. This completes the proof for a GMS by appealing to (174).
VII. CONCLUSION

In this paper, we have derived the second-order coding region and moderate deviations constant for the successive refinement source coding problem under joint excess distortion event. We did so for both a DMS with arbitrary distortion measures and a GMS with the quadratic distortion measures and obtained some new insights. Our results for a DMS with arbitrary distortion measures can be specialized to successively refinable discrete memoryless source-distortion measure triplets to obtain simpler expressions.

In the future, one may derive the second-order asymptotics and moderate deviations for a Laplacian source with the absolute distortion measures following a similar method as used in this paper. Since this source-distortion measure triplet is successively refinable, we do not envision any significant difficulties. We may also endeavor to do the same for challenging source-distortion measure triplets such as the symmetric mixture of Gaussians, which is a continuous source that is not successively refinable, hence new techniques may be required. We also aim to derive the second-order asymptotics and moderate deviations constant for the multiple description source coding problem with one deterministic decoder. This may be done, possibly, using similar methods to those introduced in this paper.

APPENDIX

A. Proof of Lemma 3

It is easy to observe that \( R(R_1^*, D_1, D_2; P_X) \) in (20) is a convex optimization problem. For \((\lambda, \nu_1, \nu_2) \in \mathbb{R}_+^3\), define

\[
g(\lambda, \nu_1, \nu_2) := \inf_{P_{Y|X}} I(X; Y|Z) + \lambda \left( I(X; Y_1) - R_1^* \right) + \nu_1(\mathbb{E}[d_1(X, Y)] - D_1) + \nu_2(\mathbb{E}[d_2(X, Z)] - D_2) \tag{202} \]

Considering the dual problem, we obtain

\[
R(R_1^*, D_1, D_2; P_X) = \max_{(\lambda, \nu_1, \nu_2) \in \mathbb{R}_+^3} g(\lambda, \nu_1, \nu_2) = g(\lambda^*, \nu_1^*, \nu_2^*). \tag{203} \]

For \(P_{Y|X}, Q_{Y|Z}, Q_Z\), define

\[
F(P_{Y|X}, Q_{Y|Z}, R_1^*, D_1, D_2) := D(P_{Y|X} || Q_{Y|Z}) + \lambda^*(D(P_{Y|X} || Q_Y) - R_1^*) + \nu_1^*(\mathbb{E}[d_1(X, Y)] - D_1) + \nu_2^*(\mathbb{E}[d_2(X, Z)] - D_2) \tag{204} \]

then we can define the generalized tilted information density

\[
\Lambda(x|Q_{Y|Z}, \nu_1, \nu_2) := -\log \mathbb{E}_{Q_{Y|Z}} [f(x, Y, Z|Q_{Y|Z}, \lambda, \nu_1, \nu_2)]. \tag{207} \]

We can relate \(F(P_{Y|X}, Q_{Y|Z}, Q_Z|R_1^*, D_1, D_2)\) and \(\Lambda(x|Q_{Y|Z}, \nu_1, \nu_2)\) in the following lemma.

Lemma 18.

\[
F(P_{Y|X}, Q_{Y|Z}|R_1^*, D_1, D_2) \geq \mathbb{E}_{P_X} [\Lambda(X|Q_{Y|Z}, \nu_1^*, \nu_2^*)], \tag{208} \]

with equality if and only if \(P_{Y|X}\) satisfies

\[
P_{Y|X}(y|x) = Q_{Y|Z}(y, z) \exp \left( \Lambda(x|Q_{Y|Z}, \nu_1^*, \nu_2^* - \lambda^* \left( \log \frac{P_{Y|X}(y|x)}{Q_Y(y)} - R_1^* \right) - \nu_1^*(d_1(x, y) - D_1) - \nu_2^*(d_2(x, z) - D_2) \right). \tag{209} \]

Proof: Invoking the log-sum inequality, we obtain

\[
F(P_{Y|X}, Q_{Y|Z}|R_1^*, D_1, D_2)
= \sum_{x, y, z} P_X(x) P_{Y|X}(y|z|x) \left( \log \frac{P_{Y|X}(y, z|x)}{Q_{Y|Z}(y, z)} + \lambda^* \left( \log \frac{P_{Y|X}(y|x)}{Q_Y(y)} - R_1^* \right) + \nu_1^*(d_1(x, y) - D_1) + \nu_2^*(d_2(x, z) - D_2) \right) \tag{211} \]
\[= \sum_{x,y,z} P_X(x)P_{YZ|X}(yz|x) \log \frac{P_{YZ|X}(y,z|x)}{Q_{YZ}(y,z)f(x,y,z|Q_{YZ},\lambda^*,\nu_1^*,\nu_2^*)} \quad (212)\]

\[\geq \sum_{x} P_X(x) \left( \sum_{y,z} P_{YZ|X}(yz|x) \log \frac{\sum_{y,z} P_{YZ|X}(yz|x)}{\sum_{y,z} Q_{YZ}(y,z)f(x,y,z|Q_{YZ},\lambda^*,\nu_1^*,\nu_2^*)} \right) \quad (213)\]

\[= \sum_{x} P_X(x) \Lambda(x|Q_{YZ},\lambda^*,\nu_1^*,\nu_2^*). \quad (214)\]

Recall that \(P^*_Y|X\) is the optimal test channel achieving \(R(R_1^*, D_1, D_2|P_X)\) and \(P^*_Y|Z\) is the induced marginal distributions. Note that

\[R(R_1^*, D_1, D_2|P_X) = \inf_{Q_Y} \inf_{P_{YZ|X}} F(P_{YZ|X}, Q_{YZ}, Q_Z|R_1^*, D_1, D_2) \quad (215)\]

\[\leq \inf_{P_{YZ|X}} F(P_{YZ|X}, P^*_Y|Z|R_1^*, D_1, D_2) \quad (216)\]

\[\leq F(P^*_Y|X, P^*_Z|R_1^*, D_1, D_2) \quad (217)\]

\[= R(R_1^*, D_1, D_2|P_X), \quad (218)\]

where (218) follows from (203). Hence, \(P^*_Y|X\) achieves \(\inf_{P_{YZ|X}} F(P_{YZ|X}, P^*_Y|Z, P^*_Z|R_1^*, D_1, D_2)\). Invoking Lemma 18, we obtain

\[R(R_1^*, D_1, D_2|P_X) = \mathbb{E}_{P_X} \left[ \Lambda(X|P^*_Y|Z, P^*_Z, \lambda^*, \nu_1^*, \nu_2^*) \right], \quad (219)\]

and

\[
\Lambda(x|P^*_Y|Z, \lambda^*, \nu_1^*, \nu_2^*) = \log \frac{P^*_Y|X(x|y,z)}{P^*_Y(y,z)} + \lambda^* \left( \log \frac{P^*_Y|X(y|x)}{P^*_Y(y)} - R_1^* \right) + \nu_1^* (d_1(x,y) - D_1) + \nu_2^* (d_2(x,z) - D_2). \quad (220)\]

The proof is complete by noting that

\[j_{YZ}(x, R_1^*, D_1, D_2|P_X) = \Lambda(x|P^*_Y|Z, P^*_Z, \lambda^*, \nu_1^*, \nu_2^*). \quad (221)\]

B. Proof of Lemma 4

From the assumption in Lemma 4, we obtain that \(Q_X\) is supported on \(\mathcal{X}\). Let \(Q^*_Y|Z|X\) be the optimal test channel achieving \(R(R_1^*, D_1, D_2|Q_X)\). Let \(Q^*_Y, Q^*_Y|X\) be the induced marginal distributions. Invoking Lemma 3, we obtain

\[R(R_1^*, D_1, D_2|Q_X) = \sum_x Q_X(x)j_{YZ}(x, R_1^*, D_1, D_2|Q_X), \quad (222)\]

and

\[j_{YZ}(x, R_1^*, D_1, D_2|Q_X) = \Lambda(X|P^*_Y|Z, P^*_Z, \lambda^*, \nu_1^*, \nu_2^*). \quad (223)\]

where \(\lambda^*_{Q_X}, \nu^*_1_{Q_X}, \nu^*_2_{Q_X}\) are defined similarly as \(\lambda^*, \nu_1^*, \nu_2^*\). Hence,

\[
\frac{\partial R(R_1^*, D_1, D_2|Q_X)}{Q_X(a)} \bigg|_{Q_X=P_X} = j_{YZ}(a, R_1^*, D_1, D_2|P_X) + \frac{\partial}{\partial Q_X(a)} \mathbb{E}_{P_X} [j_{YZ}(X, R_1^*, D_1, D_2|Q_X)]. \quad (224)\]

Recall that given optimal test channel \(P^*_Y|Z|X\) for \(R(R_1^*, D_1, D_2|P_X)\),

\[\mathbb{E}_{P_X \times P^*_Y|Z|X} [d_1(X,Y) - D_1] = 0, \quad (225)\]

\[\mathbb{E}_{P_X \times P^*_Y|Z|X} [d_2(X,Z) - D_2] = 0. \quad (226)\]

Hence, we obtain for any \(a \in \mathcal{X}\),

\[
\frac{\partial}{\partial Q_X(a)} \mathbb{E}_{P_X} [j_{YZ}(X, R_1^*, D_1, D_2|Q_X)] \bigg|_{Q_X=P_X}
\]
where \((228)\) follows for two reasons:
- The constant term \(-(1 + \lambda^\ast)\) comes from the first two terms in \((228)\) which follows in a similar manner as [35, Theorem 2.2];
- For optimal test channel, we have
\[
\mathbb{E} \left[ \log \frac{P_{Y|X}(Y|X)}{P_{Y}(Y)} \right] = R_1^\ast. \tag{229}
\]

\[\text{C. Proof of Lemma 9}\]

Note that for any \((y, z) \in \mathcal{Y} \times \mathcal{Z}\), from [10, Property 3], we have
\[
\begin{align*}
\mathbb{E}_{P_X} \left[ \exp(j_Y(X, D_1) + s_1^\ast (D - d_1(X, y))) \right] &\leq 1, \tag{230} \\
\mathbb{E}_{P_X} \left[ \exp(j_Z(X, D_2) + s_2^*(D - d_2(X, z))) \right] &\leq 1. \tag{231}
\end{align*}
\]

Consider random transformations for encoders and decoders. Let random variables \(U\) take values in \(\{1, 2, \ldots, M_1\}\) and \(V\) take values in \(\{1, 2, \ldots, M_2\}\). Let \(Q_U\) and \(Q_V\) be uniform distributions on \(\{1, 2, \ldots, M_1\}\) and \(\{1, 2, \ldots, M_2\}\) respectively. We use \(P_{U|X}\) and \(P_{Y|U}\) to denote encoder \(f_1\) and decoder \(\phi_1\). Similarly, we use \(P_{V|X}\) and \(P_{Z|V}\) to denote \(f_2\) and \(\phi_2\). Let \(Q_Z\) be induced by \(P_{Z|U,V}, Q_U\) and \(Q_V\). For any \(\gamma_1 \geq 0\) and \(\gamma_2 \geq 0\), we obtain
\[
\begin{align*}
\mathbb{P}(j_Y(X, D_1|P_X) \geq \log M_1 + \gamma_1 \text{ or } j_Z(X, D_2|P_X) \geq \log(M_1 M_2) + \gamma_2) \\
&\leq \mathbb{P}(j_Y(X, D_1|P_X) \geq \log M_1 + \gamma_1 \text{ or } j_Z(X, D_2|P_X) \geq \log(M_1 M_2) + \gamma_2, \ d_1(X, Y) \leq D_1, \ d_2(X, Z) \leq D_2) \\
&\quad + \varepsilon_n(D_1, D_2) \tag{232}
\end{align*}
\]

where the first term in \((233)\) can be upper bounded by \(\exp(-\gamma_1)\) as [10, Theorem 1]. Here we upper bound the second term in \((233)\) as follows:
\[
\begin{align*}
\mathbb{P}(j_Z(X, D_2|P_X) \geq \log(M_1 M_2) + \gamma_2, \ d_2(X, Z) \leq D_2) \\
&= \mathbb{P}(M_1 M_2 \leq \exp(j_Z(X, D_2|P_X)) - \gamma_2, \ d_2(X, Z) \leq D_2) \tag{234} \\
&\leq \mathbb{E} \left[ \exp(j_Z(X, D_2|P_X) - \gamma_2) 1\{d_2(X, Z) \leq D_2\} \right] \\
&\leq \frac{\mathbb{E} \left[ \exp(j_Z(X, D_2|P_X)) 1\{d_2(X, Z) \leq D_2\} \right]}{M_1 M_2} \tag{235} \\
&\leq \frac{\exp(-\gamma_2)}{M_1 M_2} \mathbb{E} \left[ \exp(j_Z(X, D_2|P_X)) 1\{d_2(X, Z) \leq D_2\} \right] \tag{236} \\
&\leq \frac{\exp(-\gamma_2)^2}{M_1 M_2} \mathbb{E} \left[ \exp(j_Z(X, D_2|P_X)) + s_2^*(D_2 - d_2(X, Z)) \right] \tag{237} \\
&= \frac{\exp(-\gamma_2)}{M_1 M_2} \sum_x P_X(x) \sum_{u,v} P_{U|X}(u|x) P_{V|X}(v|x) \sum_z P_{Z|U,V}(z|uv) \exp(j_Z(x, D_2|P_X) + s_2^*(D_2 - d_2(x, z))) \tag{238} \\
&\leq \exp(-\gamma_2) \sum_x P_X(x) \sum_z Q_Z(z) \exp(j_Z(x, D_2|P_X) + s_2^*(D_2 - d_2(x, z))) \tag{239} \\
&\leq \exp(-\gamma_2) \sum_z Q_Z(z) \mathbb{E}_{P_X} \left[ \exp(j_Z(X, D_2) + s_2^*(D - d_2(X, z))) \right] \tag{240} \\
&\leq \exp(-\gamma_2), \tag{241}
\end{align*}
\]

where \((236)\) follows from Markov inequality; \((240)\) follows from \(P_{U|X}(u|x) \leq 1\), \(P_{V|X}(v|x) \leq 1\) and the definition of \(Q_Z\); \((242)\) follows from \((231)\).
D. Proof of Lemma 11

Set \((R_1, R_2) = (R_{1, n}, R_{2, n})\). Consider the following coding scheme. Given a source sequence \(x^n\), encoder \(f_1\) calculates the type \(T_{x^n}\) and sends it to both decoders with at most \(|X| \log(n + 1)\) nats. Then encoder \(f_1\) calculates \(R_Y(T_{x^n}, D_1)\) and \(R(R_{1, n}, D_1, D_2|T_{x^n})\), if \(nR_Y(T_{x^n}, D_1) + (c_1 + |X|) \log n > \log M_1\) or if \(nR(R_{1, n}, D_1, D_2|T_{x^n}) + c_2 \log n > \log(M_1M_2)\), the system declares an error directly. Otherwise, the two encoders operate as follows. Encoder \(f_1\) chooses a set \(B_Y\) specified by Lemma 10 and sends out the codeword \(y^n\) if \(y^n = \arg \min_{y^n} d_1(x^n, \tilde{y}^n)\). Then for each \(y^n \in B_Y\), encoder \(f_2\) chooses the set \(B_Z(y^n)\) specified by Lemma 10 and sends out the codeword \(z^n\) if 

\[z^n = \arg \min_{z^n} d_2(x^n, \tilde{z}^n).\]

At the decoder side, no error will be made. Hence, we have proved the upper bound on \(\epsilon_n(D_1, D_2)\) in Lemma 11.

E. Proof of Lemma 12

Define the set

\[D_{QX} := \{x^n \in T_{QX} : d_1(x^n, \phi_1(f_1(x^n))) \leq D_1, \ d_2(x^n, \phi_2(f_1(x^n)), f_2(x^n)) \leq D_2\} .\]

Recall that \(U_{T_{QX}}\) denotes the uniform distribution over the type class \(T_{QX}\). Let \(\beta = \frac{\log n}{n}\). Define another distribution \(Q_{T_{QX}}(x^n)\) such that

\[Q_{T_{QX}}(x^n) := \frac{\exp(n(\alpha + \beta))U_{T_{QX}}(x^n)}{\exp(n(\alpha + \beta))U_{T_{QX}}(D_{QX}) + (1 - U_{T_{QX}}(D_{QX}))}\]

for \(x^n \in D_{QX}\) and

\[Q_{T_{QX}}(x^n) := \frac{U_{T_{QX}}(x^n)}{\exp(n(\alpha + \beta))U_{T_{QX}}(D_{QX}) + (1 - U_{T_{QX}}(D_{QX}))}\]

for \(x^n \notin D_{QX}\).

From the assumption of the Lemma in (94), we know that the \((n, M_1, M_2)\)-code satisfies

\[U_{T_{QX}}(D_X) \geq \exp(-n\alpha).\]

Hence, we obtain

\[Q_{T_{QX}}(D_{QX}) = \frac{\exp(n(\alpha + \beta))U_{T_{QX}}(D_{QX})}{\exp(n(\alpha + \beta))U_{T_{QX}}(D_{QX}) + (1 - U_{T_{QX}}(D_{QX}))} = \frac{\exp(n\beta)}{\exp(n\beta) + \exp(-n\alpha)}\frac{1 - U_{T_{QX}}(D_{QX})}{U_{T_{QX}}(D_{QX})}\]

\[\geq \frac{\exp(n\beta)}{\exp(n\beta) + 1} \geq 1 - \frac{1}{n},\]

where (250) results from that \(n\beta = \log n\). Therefore, we have

\[E[d_1(X^n, Y^n)] = \sum_{x^n} Q_{T_{QX}}(x^n)d_1(x^n, \phi_1(f_1(x^n)))\]

\[= \sum_{x^n \in D_{QX}} Q_{T_{QX}}(x^n)d_1(x^n, \phi_1(f_1(x^n))) + \sum_{x^n \notin D_{QX}} Q_{T_{QX}}(x^n)d_1(x^n, \phi_1(f_1(x^n)))\]

\[\leq D_1 + \frac{d_1}{n},\]

and similarly

\[E[d_2(X^n, Z^n)] \leq D_2 + \frac{d_2}{n}.\]

Let \(J\) be the uniform random variable on \(\{1, 2, \ldots, n\}\) independent of all other random variables. By (253) and (254), we obtain

\[D_1 + \frac{d_1}{n} \geq E[d_1(X^n, Y^n)]\]

\[= E \left[ \frac{1}{n} \sum_{i=1}^{n} d_1(X_i, Y_i) \right]\]

\[= E[d_1(X_J, Y_J)].\]
and

$$D_2 + \frac{d_2}{n} \geq \mathbb{E}[d_2(X_j, Z_j)].$$

(258)

Now we apply weak converse argument here. Note that $S_1 = f_1(X^n)$ and $Y^n = \phi_1(S_1)$. Hence, $X^n \rightarrow S_1 \rightarrow \hat{X}^n$. However, since $X^n \sim Q_{\mathcal{T}_Q} X$, $X^n$ is not i.i.d. Following a similar manner as converse proof in [34, pp. 59], we obtain

$$\log M_1 \geq H(S_1)$$

(259)

$$= I(X^n; S_1)$$

(260)

$$\geq I(X^n; Y^n)$$

(261)

$$= \sum_{i=1}^{n} I(X_i; Y^n|X^{i-1})$$

(262)

$$\geq \sum_{i=1}^{n} I(X_i; Y_i|X^{i-1})$$

(263)

$$\geq \sum_{i=1}^{n} (I(X_i; Y_i, X^{i-1}) - I(X_i; X^{i-1}))$$

(264)

$$\geq \sum_{i=1}^{n} I(X_i; Y_i) - \left( \sum_{i=1}^{n} H(X_i) - H(X^n) \right)$$

(265)

$$= nI(X_j; Y_j|J) - (nH(X_j|J) - H(X^n))$$

(266)

$$= nI(X_j; Y_j|J) + nI(J; X_j) - (nH(X_j) - H(X^n))$$

(267)

$$= nI(X_j; Y_j) - (nH(X_j) - H(X^n)).$$

(268)

Note that $S_2 = f_2(X^n)$ and $Z^n = \phi_2(S_1, S_2)$. Hence, in a similar manner, we obtain

$$\log(M_1M_2) \geq H(S_1, S_2)$$

(269)

$$= I(S_1, S_2; X^n)$$

(270)

$$\geq I(X^n; Y^n, Z^n)$$

(271)

$$\geq \sum_{i=1}^{n} I(X_i; Y_i, Z_i|X^{i-1})$$

(272)

$$= nI(X_j; Y_j, Z_j, J) - (nH(X_j) - H(X^n)).$$

(273)

Then in a similar manner as (152)–(154) in [21], we have that there exists a conditional distribution $P_{Y|X_j}$ such that

$$\mathbb{E}[d_1(X_j, Y_j)] = \mathbb{E}[d_1(X_j, Y)],$$

(274)

$$\mathbb{E}[d_2(X_j, Z_j)] = \mathbb{E}[d_2(X_j, Z)],$$

(275)

$$I(X_j; Y_j, J) = I(X_j; Y) = I(P_{X_j}, P_{Y|X_j}),$$

(276)

$$I(X_j; Y_j, Z_j, J) = I(P_{X_j}, P_{Y|X_j}).$$

(277)

Then, in a similar manner as (155)–(157) in [21], we can prove that $P_{X_j}(x) = Q_X(x)$. Hence, we conclude

$$\mathbb{E}[d_1(X_j, Y_j)] = \mathbb{E}_{Q_X \times Q_{Y|X}} [d_1(X, Y)],$$

(278)

$$\mathbb{E}[d_2(X_j, Z_j)] = \mathbb{E}_{Q_X \times Q_{Y|X}} [d_2(X, Z)],$$

(279)

$$I(X_j; Y_j, J) = I(Q_X, P_{Y|X}),$$

(280)

$$I(X_j; Y_j, Z_j, J) = I(Q_X, P_{Y|X}),$$

(281)

and

$$H(X_j) = H(Q_X).$$

(282)

Following similar steps as (162)–(167) in [21], we can prove

$$\left| H(X_j) - \frac{1}{n} H(X^n) \right| \leq \frac{|X| \log(n + 1)}{n} + (\alpha + \beta).$$

(283)

The proof is now complete by noting that $\beta = \frac{\log n}{n}$. 
F. Proof of Lemma 13

Set \( \alpha = \log n/n \). Given \((R_{1,n}, R_{2,n})\), invoking Lemma 12, we obtain that if \((R_{1,n}, R_{2,n}) \notin R(D_{1,n}, D_{2,n}|Q_X)\), then

\[
\Pr \left( d_1(X^n, \hat{X}^n) > D_1 \text{ or } d_2(X^n, Z^n) > D_2 | X^n \in T_{Q_X} \right) \geq 1 - \frac{1}{n}. \tag{284}
\]

Hence,

\[
\epsilon_n(D_1, D_2) = \sum_{Q_X \in \mathcal{P}_n(X)} P_X^n(T_{Q_X}) \Pr \left( d_1(X^n, \hat{X}^n) > D_1 \text{ or } d_2(X^n, Z^n) > D_2 | X^n \in T_{Q_X} \right) \geq \sum_{Q_X \in \mathcal{P}_n(X); R_{1,n} < R_Y(Q_X, D_{1,n}) \atop R_{2,n} < R(R_{1,n}, D_{1,n}, D_{2,n}|Q_X)} P_X^n(T_{Q_X}) \left( 1 - \frac{1}{n} \right). \tag{285}\]

\[
\geq \Pr \left( R_{1,n} < R_Y(T_X^n, D_{1,n}) \text{ or } R_{2,n} < R(R_{1,n}, D_{1,n}, D_{2,n}|T_X^n) \right) - \frac{1}{n}. \tag{286}\]

G. Proof of Lemma 17

Given \( x^n \), if \( x^n \notin \mathcal{U}^2 \), the system declares an error. Otherwise, encoder \( f_1 \) sends the type of \( x^n \) by using no more than \( \log n \) nats since there are \( k \) different types \([1:k]\). Suppose \( x^n \in \mathcal{U}_i \). Encoder \( f_1 \) calculates \( \log \frac{X(i)}{D_j}, j = 1, 2 \). If \( \log M_1 < \frac{1}{2} \log \frac{D_1}{\Lambda(i)} + \frac{1}{2} \log n + \log k + \log 6 \) or \( \log (M_1M_2) < \frac{1}{2} \log \frac{D_2}{\Lambda(i)} + 5 \log n + 2 \log 6 \), the system declares an error. Otherwise, invoking Lemma 16, we conclude that no error will be made. Define \( \gamma_n = 4 \exp(-nI(\xi)) \). Hence,

\[
\epsilon_n(D_1, D_2) = \Pr(X^n \notin \mathcal{U}^2) + \sum_{i=1}^k \Pr(X^n \in \mathcal{U}_i) \Pr \left( d_1(X^n, Y^n) > D_1 \text{ or } d_2(X^n, Z^n) > D_2 | X^n \in \mathcal{U}_i \right) \leq \gamma_n + \sum_{i=1}^k \Pr(X^n \in \mathcal{U}_i) \Pr \left( R_{1,n} < \frac{1}{2} \log \frac{X(i)}{D_1} \text{ or } R_{2,n} < \frac{1}{2} \log \frac{X(i)}{D_2} \right | X^n \in \mathcal{U}_i) \tag{289}\]

\[
= \gamma_n + \sum_{i=1}^k \Pr(X^n \in \mathcal{U}_i) \Pr \left( \Lambda(i) > D_1 \exp(2R_{1,n}) \text{ or } \Lambda(i) > D_2 \exp(2R_{2,n}) | X^n \in \mathcal{U}_i \right) \tag{290}\]

\[
= \gamma_n + \sum_{i=1}^k \Pr \left( \frac{\|X^n\|^2}{n} + \delta \sigma^2 > D_1 \exp(2R_{1,n}) \text{ or } \frac{\|X^n\|^2}{n} + \delta \sigma^2 > D_2 \exp(2R_{2,n}) \right | X^n \in \mathcal{U}_i \right) \tag{291}\]

\[
\leq \gamma_n + \Pr \left( \frac{1}{n} \sum_{i=1}^n \frac{X_i^2}{\sigma^2} > \frac{D_1}{\sigma^2} \exp(2R_{1,n}) - \delta \text{ or } \frac{1}{n} \sum_{i=1}^n \frac{X_i^2}{\sigma^2} > \frac{D_2}{\sigma^2} \exp(2R_{2,n}) - \delta \right | X^n \in \mathcal{U}_i \right) \tag{292}\]

where (290) follows from (144); (292) follows because for \( X^n \in \mathcal{U}_i \) (\( \mathcal{U}_i \) was defined in (147)), \( \|X^n\|^2/n + \delta \sigma^2 \geq \Lambda(i) \); (293) follows since \( \mathcal{U}_i \) and \( \mathcal{U}_j \) are disjoint for any \( i \neq j \). The proof of Lemma 17 is now complete.
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