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Abstract. Mordechay B. Levin in [6] has constructed a number $\lambda$ which is normal in base 2, and such that the sequence $\{2^n\lambda\}_{n=0,1,2,...}$ has very small discrepancy $D_N$. Indeed we have $N \cdot D_N = O\left( (\log N)^2 \right)$. This construction technique of Levin was generalized in [1], where the authors generated normal numbers via perfect nested necklaces, and where they showed that for these normal numbers the same upper discrepancy estimate holds as for the special example of Levin. In this paper now we derive an upper discrepancy bound for so-called semi-perfect nested necklaces and show that for the Levin’s normal number in arbitrary prime base $p$ this upper bound for the discrepancy is best possible, i.e., $N \cdot D_N \geq c (\log N)^2$ with $c > 0$ for infinitely many $N$. This result generalizes [4] where we ensured for the special example of Levin for the base $p = 2$, that $N \cdot D_N = O((\log N)^2)$ is best possible in $N$. So far it is known by a celebrated result of Schmidt [8] that for any sequence in $[0,1)$, $N \cdot D_N \geq c \log N$ with $c > 0$ for infinitely many $N$. So there is a gap of a $\log N$ factor in the question, what is the best order for the discrepancy in $N$ that can be achieved for a normal number. Our result for Levin’s normal number in any prime base on the one hand might support the guess that $O((\log N)^2)$ is the best order in $N$ that can be achieved by a normal number, while generalizing the class of known normal numbers by introducing e.g. semi-perfect necklaces on the other hand might help for the search of normal numbers that satisfy smaller discrepancy bounds in $N$ than $N \cdot D_N = O((\log N)^2)$.

1. Introduction

Let $b \geq 2$ be an integer. A real number $\alpha \in [0,1)$ is called normal in base $b$ if in its base $b$ representation $\alpha = 0.\alpha_1\alpha_2\ldots$ the following holds: For every positive integer $k$ and any block $a_1a_2\ldots a_k \in \{0,1,\ldots,b-1\}^k$ of length $k$ we have

$$\lim_{N \to \infty} \frac{1}{N} \# \{0 \leq n < N | \alpha_{n+1}\alpha_{n+2}\ldots\alpha_{n+k} = a_1a_2\ldots a_k\} = \frac{1}{b^k}.$$ 

It is an easy exercise to show that $\alpha$ is normal in base $b$ iff the sequence $\{b^n\alpha\}_{n=0,1,\ldots}$ is uniformly distributed in $[0,1)$. That means: for any $a,c$ with $0 \leq a < c \leq 1$ we have

$$\lim_{N \to \infty} \frac{1}{N} \# \{0 \leq n < N | a \leq \{b^n\alpha\} < c\} = c - a.$$
It was pointed out, for example in [4], that the discrepancy $D_N$ of the sequence $(\{b^n \alpha\})_{n=0,1,...}$ therefore is a perfect measure for the “quality of the normality of $\alpha$ in base $b$” (the arguments used in [4] for base $b = 2$ hold for arbitrary base $b \geq 2$).

Here for an arbitrary sequence $(x_n)_{n=0,1,...}$ in $(0,1)$ the discrepancy $D_N$ is defined by

$$D_N := \sup_{0 \leq a < c \leq 1} \left| \frac{1}{N} \# \left\{ 0 \leq n < N \left| a \leq x_n < c \right\} - (c-a) \right| .$$

We will say: “$D_N$ is the discrepancy of the normal number $\alpha$ in base $b$”. The star-discrepancy $D_N^*$ is obtained by setting $a = 0$. Obviously, $D_N^* \leq D_N$ and $D_N \leq 2D_N^*$. It was shown by W.M. Schmidt [8], and it is a well-known fact that there is a positive constant $c$, such that for every sequence $(x_n)_{n=0,1,...}$ in $(0,1)$ we have

$$D_N \geq c \cdot \frac{\log N}{N} \frac{1}{\log \log N}$$

for infinitely many $N$. So also the discrepancy of any normal number $\alpha$ in base $b$ is at least of order $c \cdot \frac{\log N}{N}$.

By an ingenious construction Mordechay B. Levin in [6] provided a number $\lambda$ that is normal in base 2 with discrepancy $D_N \leq c \cdot (\log N)^2$ (with an absolute constant $c > 0$). Until then it was only known that for almost all $\alpha$ we have $D_N = O \left( \left( \frac{\log \log N}{N} \right)^{\frac{1}{2}} \right)$, see [3], and Korobov has given an explicit example of $\alpha$ with $D_N = O \left( \left( \frac{1}{N} \right)^{\frac{1}{2}} \right)$, see [5]. The most prominent normal number, the Champernowne number $\alpha$, is of rather bad quality. We have

$$D_N \geq c \cdot \frac{1}{\log N}$$

with $c > 0$ for infinitely many $N$. See for example [7].

Nevertheless, there is still a gap of one $\log N$-factor between the best known example of Levin and the currently best-known lower bound for $D_N$. So the main and certainly challenging question is, if either the upper or the lower bound (or both bounds) for the discrepancy of normal numbers can be improved. The first idea in an attempt to improve the upper bound was to try to improve the discrepancy estimate given by Levin for his normal number $\lambda$. Indeed the discrepancy estimate for Levin’s example cannot be improved. This was shown in [4]. Namely, we have $N \cdot D_N \geq c \cdot (\log N)^2$ for infinitely many $N$ (with a fixed positive constant $c$) for Levin’s example.

In [1] it was shown, that Levin’s normal number in base 2 can be seen as one special example of a more general concept. This is the concept of $b$-ary $(k,l)$-nested perfect necklaces, together with a technique to concatenate such necklaces to build normal numbers with small discrepancy of order at most $(\log N)^2$. It is one goal of this paper to show that the lower bound $D_N \geq c \left( \frac{\log N}{N} \right)^{2}$ with $c > 0$ for infinitely many $N$, which was shown in [4] for the special example $\lambda$ of Levin in the special base 2, also holds for many further explicitly known normal numbers generated
via perfect necklaces in the manner of Becher and Carton in arbitrary prime base. In Theorem 3 we ensure such a lower bound for Levin’s normal number in any prime base \( p \).

Each additional example with known exact discrepancy order \( (\log N)^2/N \) in \( N \) supports the hypothesis that such a rate in \( N \) is best possible for the discrepancy of any normal number.

Additionally, we will show (Theorem 2) that the concept of \( b \)-ary \((k,l)\)-nested perfect necklaces can be weakened to \( b \)-ary \((k,l)\)-nested semi-perfect necklaces, and this concept still can provide normal numbers with a discrepancy of order \( (\log N)^2/N \). An enlargement of the set of normal numbers with good discrepancy allows more space for the search for a normal number with smaller discrepancy than \( O((\log N)^2/N) \).

The rest of the paper is organized as follows:

In Sections 2 and 3 we reintroduce the concept of \((k,l)\)-nested (semi-)perfect necklaces and the corresponding techniques to generate “low-discrepancy normal numbers”, and we state and prove an upper discrepancy estimate (see Theorem 3 and Example 1). In Section 4 we formulate the lower bound for the discrepancy of normal numbers generated via Levin’s construction method in prime base (cf. Theorem 3) and we give auxiliary results which are needed for the proof. Finally, in Section 5 we give the proof of Theorem 3 and discuss the limits or difficulties of the method of proof for the case of more general normal numbers built by necklaces (see Remark 4).

2. Necklaces and normal numbers

In this section we reintroduce and slightly generalize so-called nested perfect necklaces which are used as building blocks of normal numbers in the sense of Becher and Carton (see [1]).

Let \( b \in \mathbb{N} \setminus \{1\} \) and \( A \) be an alphabet with \( b \) elements. Here \( A = \{0, 1, \ldots, b - 1\} \). Let \( l \in \mathbb{N} \). A \( b \)-ary word of length \( l \) is a finite sequence of \( l \) elements of \( A \). E.g. 01110000101 is a word of length 11 with \( b = 2 \). Such a word is often called a binary word. A necklace or circular word is the equivalence class of a word under rotations. So, e.g., 1100, 1001, 0011, and 0110 are equivalent.

**Definition 1.** A \( b \)-ary necklace \( w \) is \((k,l)\)-perfect if its length is \( lb^k \) and each word of length \( k \) occurs exactly \( l \) times at positions which are different modulo \( l \).

A \( b \)-ary necklace \( w \) we call \((k,l)\)-semi perfect if its length is \( lb^k \) and each word of length \( k \) occurs exactly \( l \) times.

A \( b \)-ary necklace \( w \) is \((k,l)\)-nested perfect if for each integer \( j \in \{1, \ldots, k\} \) each block of \( w \) of length \( lb^j \) starting at a position congruent to 1 modulo \( lb^j \) is a \((j,l)\)-perfect necklace.

We call a necklace \((k,l)\)-nested semi-perfect if for each integer \( j \in \{1, \ldots, k\} \) each block of \( w \) of length \( lb^j \) starting at a position congruent to 1 modulo \( lb^j \) is a \((j,l)\)-semi perfect necklace.
The following theorem gives a discrepancy bound for the sequences \( \{b^n\alpha\}_{n \geq 0} \), where the \( b \)-ary expansion of \( \alpha \) is obtained by the concatenation of \( b \)-ary nested semi-perfect necklaces.

**Theorem 2.** Let \( b \in \mathbb{N} \setminus \{1\} \), \( g, f : \mathbb{N} \to \mathbb{N} \), and \( \alpha \in [0,1) \) such that its base \( b \) representation is obtained by the concatenation of \( b \)-ary \( (f(j), g(j)) \)-nested semi-perfect necklaces, with \( j = 1, 2, 3, \ldots \).

Then the star discrepancy \( D^*_N \) of \( \{b^n\alpha\}_{n=0,1,\ldots} \) satisfies

\[
ND^*_N \leq \sum_{j=1}^{m-1} f(j) + \sum_{j=1}^{m} g(j) + (b-1)\frac{f(m)^2}{2} + (b-1)f(m)g(m)
\]

for all \( N \in \mathbb{N} \), where \( m \in \mathbb{N} \) is such that \( \sum_{j=1}^{m-1} g(j)b^{f(j)} \leq N < \sum_{j=1}^{m} g(j)b^{f(j)} \).

**Proof.** We write \( N = \sum_{j=1}^{m} g(j)b^{f(j)} + N' =: n_m + N', \) \( N' = g(m)N'' + R \) with \( 0 \leq R < g(m) \), and \( N'' = N_0 + N_1b^1 + N_2b^2 + \cdots + N_{f(m)-1}b^{f(m)-1}, \) i.e., its unique base \( b \) representation with \( N_i \in \{0,1,\ldots,b-1\} \).

Let \( [a,b) \subseteq [0,1) \) and \( A(\mathcal{P},[a,b)) := \#\{x_n \in \mathcal{P} : x_n \in [a,b)\} \) be a counting function and \( \Delta(\mathcal{P},[a,b)) := A(\mathcal{P},[a,b)) - |\mathcal{P}| \cdot (b-a) \) be the so-called local discrepancy function where \( \mathcal{P} \) might be a multiset.

Let \( \gamma \in [0,1) \) and \( j \in \{1,\ldots,m-1\} \). We estimate \( A(\mathcal{P}_j,[0,\gamma)) \) for \( \mathcal{P}_j = \{b^n\alpha : n_j \leq n < n_{j+1}\} \). We define \( c := [\gamma b^{f(j)}] \in [0, b^{f(j)}] \cap \mathbb{N} \).

For the outer terms we use the necklace property and obtain

\[
\Delta(\mathcal{P}_j,[0,c/b^{f(j)})) = A(\mathcal{P}_j,[0,c/b^{f(j)})) - g(j)c = \pm \rho_j, \text{ with } 0 \leq \rho_j \leq f(j) - 1.
\]

Note that each \( u \) with \( 0 \leq u \leq c-1 \) corresponds with a block of length \( f(j) \) and each such block occurs exactly \( g(j) \) times in a \( (f(j), g(j)) \)-semi-perfect necklace. Note that at most the \( f(j) - 1 \) blocks that are crossing the necklace clasp might be different from the corresponding digit-blocks in \( \alpha \).

Therefore, it is easy to check that the local discrepancy function satisfies

\[
|\Delta(\mathcal{P}_j,[0,\gamma))| \leq f(j) + g(j) - 1.
\]

Note that

\[
\Delta(\mathcal{P}_j,[0,c/b^{f(j)})) - |\mathcal{P}_j|1/b^{f(j)} \leq \Delta(\mathcal{P}_j,[0,\gamma)) \leq \Delta(\mathcal{P}_j,[0,(c+1)/b^{f(j)}) + |\mathcal{P}_j|1/b^{f(j)}.
\]

Using the base \( b \) representation of \( N'' = N_0 + N_1b^1 + N_2b^2 + \cdots + N_{f(m)-1}b^{f(m)-1} \), we define \( B_{l,k} := kb^l + \cdots + N_{f(m)-1}b^{(m)-1} \) with \( k \in \{0,1,\ldots,N_i\} \) for those \( l \in \{0,1,\ldots,f(m) - 1\} \) such that \( N_i \neq 0 \). Furthermore for such \( k, l \), we set \( \mathcal{B}_{l,k} := \{b^n\alpha : n_m + B_{l,k} \leq n < n_m + B_{l,k+1}\} \) for those \( l \in \{0,1,\ldots,f(m) - 1\} \) such that \( N_i \neq 0 \) with \( k \in \{0,1,\ldots,N_l - 1\} \).

By the nested property of the necklaces and analog argumentation as above we obtain

\[
|\Delta(\mathcal{B}_{l,k},\gamma)| \leq l + g(m) - 1.
\]
Using the additive property in the first argument of the local discrepancy we obtain

\[
ND_N^* \leq \sum_{j=1}^{m-1} (f(j) + g(j) - 1) + \sum_{l=0}^{f(m)-1} \sum_{k=0}^{N_l-1} (l + g(m) - 1) + g(m) - 1
\]

\[
\leq \sum_{j=1}^{m-1} f(j) + \sum_{j=1}^{m} g(j)
\]

\[
+ (b - 1) \frac{f(m)(f(m) - 1)}{2} + (b - 1)f(m)g(m) - (b - 1)f(m) - m.
\]

From the proof of Theorem 2, we immediately derive the following corollary, which will be used via Item (1) of Example 1 in the proof of Theorem 3.

**Corollary 1.** Let \( b \in \mathbb{N} \setminus \{1\}, \ g, f : \mathbb{N} \to \mathbb{N}, \text{ and } \alpha \in [0, 1) \) such that its base \( b \) representation is obtained by the concatenation of \( b \)-ary \((f(j), g(j))\)-nested semi-perfect necklaces, with \( j = 1, 2, 3, \ldots \). We set \( n_m := \sum_{j=1}^{m-1} g(j) b^{f(j)} \) with \( m \geq 2 \). Then the star discrepancy \( D_{n_m}^* \) of \( \{b^\alpha\}_{n=0,1,\ldots,n_m-1} \) satisfies

\[
n_m D_{n_m}^* \leq \sum_{j=1}^{m-1} f(j) + \sum_{j=1}^{m} g(j).
\]

**Example 1.** (1) Let \( g(j) = f(j) = b^i \). Then \( m \leq \log_b \log_b N + 1 \) for \( N \) large enough and the star discrepancy \( D_N^* \) of \( \{b^\alpha\}_{n=0,1,\ldots} \) satisfies

\[
ND_N^* = O_b(\log^2 N).
\]

Furthermore, for \( n_m := \sum_{j=1}^{m-1} b^i b^j \) where \( m \geq 2 \) we have

\[
n_m D_{n_m}^* = O_b(\log N).
\]

(2) Let \( g(j) = f(j) = j \). Then \( m \leq \log_b N + 1 \) for \( N \) large enough and the star discrepancy \( D_N^* \) of \( \{b^\alpha\}_{n=0,1,\ldots} \) satisfies

\[
ND_N^*(\{b^\alpha\}) = O_b(\log^2 N).
\]

**Remark 1.** Interesting questions on necklaces include, e.g., which values of \( k \) and \( l \) are possible such that a \((k,l)\)-semi perfect nested \( b \)-ary necklace can exist. For example, it is not so hard to see, that

\[
l \geq \frac{k}{2}.
\]

From the semi-perfect property we know that the word of length \( lb^k \), i.e.,

\[
\underbrace{b^j b^j \ldots \ldots b^j}_{lb^k \text{ elements in } \{0, 1, \ldots, b - 1\}}
\]

must contain a block consisting of \( k \) consecutive 0s.
From the nested property we know that each subword of length \( lb^l \) starting at a position congruent to 1 modulo \( lb^l \) must contain \( l \) 0s, \( l \) 1s, \ldots, and \( l \) \((b-1)\)s. Hence the block consisting of \( k \) consecutive 0s, might be part of at most two such neighboring subwords of length \( b^l \). Hence

\[
\begin{array}{c}
\text{at most } l \text{ 0s,} \\
\text{at most } l \text{ 0s}
\end{array}
\]

Therefore, \( 2l \geq k \) or equivalently \( l \geq \frac{k}{2} \).

At this point we also note the following lemma on normal numbers built of necklaces, which will be needed for the proof of Theorem 3.

**Lemma 1.** Let \( b \in \mathbb{N} \setminus \{1\} \) and \( \alpha \) be a number in \([0,1)\) whose base \( b \) representation is built by the concatenation of \((b^j, b^i)\)-semi perfect nested \( b \)-ary necklaces with \( j = 1, 2, 3, \ldots \).

For every positive integer \( m \) we define \( n_m := \sum_{j=1}^{m-1} b^j b^i \). Then for every \( 1 \leq t \leq b^m \), every integer \( B \) with \( 0 \leq B < b^{m-1} \), and for every integer \( c \) with \( 0 \leq c < b^i \) with the exception of at most \( 2b^m \) such \( c \) we have

\[
\# \left\{ (k,n) \mid 0 \leq k < b^m, B \cdot b^i \leq n < B \cdot b^i + b^i \mid \{b^{m_a + b^{m_a + k}} \cdot \alpha \} \in \left[ \frac{c}{b^i}, \frac{c+1}{b^i} \right] \right\} = b^m.
\]

**Proof.** From the definition of a semi-perfect nested necklace, which we notate by

\[ \eta_1, \eta_2, \ldots, \eta^{n+m} \text{,} \]

we know that each block of length \( t \) occurs exactly \( b^m \) times. Only the \( t - 1 \) blocks at the necklace clasp (at the beginning and at its end), they are

\[ (\eta_{m+t-(t-1)}, \eta_{m+t-(t-2)}, \ldots, \eta_1), \ldots, (\eta^{n+t}, \eta_1, \ldots, \eta_1) \text{,} \]

might be different from the corresponding \((t-1)\) blocks in the base \( b \) representation of \( \alpha \), which we notate by

\[
\ldots, \alpha_{n_{m} + b^{m+t} B}, \alpha_{n_{m} + b^{m+t} B + 1}, \ldots, \alpha_{n_{m} + b^{m+t} B + b^{m+t} - 1},
\]

\[
\alpha_{n_{m} + b^{m+t} B}(B+1), \alpha_{n_{m} + b^{m+t} B+1}(B+1), \ldots, \alpha_{n_{m} + b^{m+t} B+1}(B+1)+b^{m+t} - 2, \ldots
\]

Thus for at most \( 2(t-1) < 2b^m \) values of \( c \) the set \( M_c \) might not get the fair proportion of \( b^m \) pairs \((k,n)\). \( \square \)

3. **Constructing \( \alpha \) by Concatenating Affine Necklaces over \( \mathbb{F}_p \)**

In this section we reintroduce so-called affine necklaces, in the sense of Becher and Carton \[1\] for base 2, in arbitrary prime base \( p \).

Let \( p \in \mathbb{P} \). We construct a normal number \( \alpha \) in base \( p \) (cf. \[1\]) as follows: We denote the representation of \( \alpha \) in base \( p \) by...
\[ \alpha = 0.\alpha_1 \alpha_2 \ldots \alpha_{p^m} \]

\[ \begin{array}{c c c}
A_1 & A_2 & \ldots & A_m \\
\end{array} \]

Here the block \( A_m \) for \( m \in \mathbb{N} \) consists of \( p^m \cdot p^m \) digits \( \alpha_i \), which are constructed as follows. Let \( m \in \mathbb{N} \). Set \( n_m := \sum_{j=1}^{m-1} p^j \cdot p^j \). Then block \( A_m \) starts with \( \alpha_{n_{m+1}} \). We write the block \( A_m \) in the form

\[
\begin{array}{c c c}
d_0(0) & \ldots & d_{p^m-1}(0) \\
d_0(1) & \ldots & d_{p^m-1}(1) \\
\vdots & \ddots & \vdots \\
d_0(n) & \ldots & d_{p^m-1}(n) \\
\end{array} \]

\[
\begin{array}{c c c}
d_0(p^m-1) & \ldots & d_{p^m-1}(p^m-1) \\
\end{array} \]

The \( d_k(n) \) for \( k \in \{0, 1, \ldots, p^m - 1\} \) and for \( n \) between 0 and \( p^m - 1 \) are computed as follows.

Let \( z = z(m) = (z_j)_{0 \leq j < p^m} \in \{0, 1, \ldots, p-1\}^{p^m} \), \( \eta = \eta(m) = (\eta_j)_{0 \leq j < p^m} \in (\mathbb{N}_0)^{p^m} \) and \( u = u(m) = (u_j)_{0 \leq j < p^m} \in \{0, 1, \ldots, p-1\}^{p^m} \) be such that \( \eta_0 = 0 \) and \( \eta_j \leq \eta_{j+1} \leq \eta_j + 1 \) for all \( j \in \{0, 1, \ldots, p^m - 2\} \) and \( u_j \neq 0 \) (mod \( p \)) for all \( j \in \{0, 1, \ldots, p^m - 1\} \).

We start with the unique base \( p \) representation of \( n \in \{0, 1, \ldots, p^m - 1\} \), i.e.,

\[
n = e_0(n) + p \cdot e_1(n) + \ldots + p^{m-1} \cdot e_{p^m-1}(n)
\]

with \( e_i \in \{0, 1, \ldots, p-1\} \) for \( i = 0, 1, \ldots, p^m - 1 \).

Then we set

\[
d_k(n) := p_{k,0}^{(n,u)} e_0(n) + \ldots + p_{k,p^m-1}^{(n,u)} e_{p^m-1}(n) + z_k \mod p,
\]

where

\[
p_{i,j}^{(\eta,u)} := \binom{i + j - \eta_j}{j} u_j
\]

for all non-negative integers \( i, j \in \{0, 1, \ldots, p^m - 1\} \).

Such a block \( A_m \) is called an affine necklace (cf. Becher and Carton [1] for the special case where \( p = 2 \) and \( u_j = 1 \)).

**Example 2.** Levin’s normal number in arbitrary prime base \( p \) is obtained by the construction described above with the setting \( z = 0 \), \( \eta = 0 \) and \( u = 1 \) for every \( m \in \mathbb{N} \). (Here and later on, for \( m \in \mathbb{N} \) we set \( 0 := (0)_{0 \leq j < p^m} \) and \( 1 := (1)_{0 \leq j < p^m} \).)

In the following we identify specific properties of the coefficients \( p_{i,j}^{(\eta,u)} \). Therefore, we define for \( m \in \mathbb{N} \) the \( p^m \times p^m \)-matrix \( P^{(\eta,u)} \) as

\[
P^{(\eta,u)} := \begin{pmatrix}
(p_{0,0}^{(\eta,u)})_{0 \leq i,j < p^m} & (p_{0,1}^{(\eta,u)})_{0 \leq i,j < p^m} & \cdots & (p_{0,p^m-1}^{(\eta,u)})_{0 \leq i,j < p^m} \\
(p_{1,0}^{(\eta,u)})_{0 \leq i,j < p^m} & (p_{1,1}^{(\eta,u)})_{0 \leq i,j < p^m} & \cdots & (p_{1,p^m-1}^{(\eta,u)})_{0 \leq i,j < p^m} \\
\vdots & \vdots & \ddots & \vdots \\
(p_{p^m-1,0}^{(\eta,u)})_{0 \leq i,j < p^m} & (p_{p^m-1,1}^{(\eta,u)})_{0 \leq i,j < p^m} & \cdots & (p_{p^m-1,p^m-1}^{(\eta,u)})_{0 \leq i,j < p^m}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\binom{i + j - \eta_j}{j} u_j & 0 \leq i,j < p^m
\end{pmatrix}
\]
We collect some nice properties of these $p^m \times p^m$ matrices $P(\eta, u)$ modulo $p$ with $p \in \mathbb{P}$.

Figures 1 and 2 show some examples of such matrices. In particular, Figure 2 shows that $\eta_j$ denotes a downshift of the $j$th column of the “unshifted” case with $\eta = 0$, see Figure 1.

**Lemma 2.** Let $p \in \mathbb{P}$ and $m \in \mathbb{N}$. Then the $p^m \times p^m$ matrix $P(\eta, u)$ (mod $p$)

1. in the case where $\eta = 0$ and $u = 1$ is an upper anti-diagonal triangular matrix with 1s in the first row and first column, with an anti-diagonal containing just nonzero entries.

2. satisfies that any $t \times t$ square submatrix with $t \in \{1, \ldots, p^m\}$ of the form

$$
\begin{pmatrix}
(i + j - \eta_j) \\
\end{pmatrix}
_{u_j}
_{i=l,\ldots,l+t-1, j=0,\ldots,t-1},
$$

with $l \in \mathbb{N}_0$ such that $l + t \leq p^m$ is regular modulo $p$. 

---

**Figure 1.** Upper left $p^m \times p^m$ submatrices of $P(\eta, u)$ (mod $p$) with $u = 1$ and $\eta = 0$ for $p = 3$, $m = 3$ (left) and $p = 7$, $m = 2$ (right).

**Figure 2.** Upper left $3^3 \times 3^3$ submatrices of $P(\eta, u)$ (mod 3) for $u = 1$ and with $\eta_j = \lfloor j/\sqrt{2} \rfloor$ (left) and $\eta_j = \lfloor j/3 \rfloor$ (right). The squares in the right image show two examples of submatrices described by (2) in Lemma 2 with $t = 5$, $l = 3$ and therefore $\eta_l = 1$ and with $t = 7$, $l = 13$ and therefore $\eta_l = 4$. 

---
(3) satisfies that any \( t \times t \) square submatrix with \( t \in \{1, \ldots, p^m \} \)

\[(i + j - \eta_j)u_j\]

with \( l \in \mathbb{N}_0 \) such that \( l + t \leq p^m \), i.e. the upper left corner is at a position with an entry stemming from the first row of the unshifted case \( \eta = 0 \), is regular modulo \( p \).

Proof. The statement in the first item on the first column and on the first row is obvious. The claim for the anti-diagonal entries, (i.e. \( i + j = p^m - 1 \)), follows from Lucas’ Theorem (see Lemma 5) \((i + j)\) \(\left( i, j \right) = \left( \begin{pmatrix} p^m - 1 \end{pmatrix} \right) \equiv \prod_{k=0}^{m-1} \left( \begin{pmatrix} p - 1 \end{pmatrix} \right) \neq 0 \pmod{p} \) where \( j = j_0 + j_1 p + \cdots + j_{m-1} p^{m-1} \) is the unique base \( p \) representation of \( j \). For the lower anti-diagonal entries note that if \( i + j \geq p^m \) then (again by Lucas’ Theorem see Lemma 3) \((i + j)\) \(\left( i, j \right) = \left( \begin{pmatrix} 0 \end{pmatrix} \right) \equiv 0 \pmod{p} \) as obviously \( i + j - p^m < j \).

The second item in the case where \( \eta = 0 \) is an immediate consequence of [2] Theorem 1.3] which ensures that the corresponding submatrices of Pascal’s matrix \((i + j)\) have nonzero determinant.

For the claim of first \( t \times t \) submatrix [1], we proceed as in [1] Proof of Lemma 4] and use \((i + j - \eta_j) - (i + j - \eta_j - 1) = (i + j - \eta_j - 1)\) for proper row-manipulations to end up with an upper right regular triangular matrix. We leave the first row unchanged and substitute the \( k \)th row for \( (t - 1) \times (t - 1) \)-submatrix \( Q_{t-1} \) satisfies

\[
Q_{t-1} = \begin{pmatrix}
(i + j - \eta_j - 1)u_j & \text{if } \eta_j = \eta_{j-1} \\
(i + j - \eta_j - 1)u_j & \text{if } \eta_j = \eta_{j-1} + 1
\end{pmatrix}
\]

Note that the first column of \( Q_{t-1} \) consists of \( u_1 \) entries exclusively.

In the second step we leave the first row in \( Q_{t-1} \) unchanged and substitute the \( k \)th row for \( k = 2, \ldots, t - 1 \) with the \( k \)th row minus the \((k-1)\)th row. Consequently, the first column of the new matrix is \((u_0, 0, \ldots, 0)^T\) and its lower right \((t - 1) \times (t - 1)\)-submatrix \( Q_{t-2} \) satisfies

\[
Q_{t-2} = \begin{pmatrix}
(i + j - \eta_j - 2)u_j & \text{if } \eta_j = \eta_{j-2} \\
(i + j - \eta_j - 2)u_j & \text{if } \eta_j = \eta_{j-2} + 1
\end{pmatrix}
\]

We repeat this step and obtain an upper triangular matrix with diagonal \((u_0, u_1, \ldots, u_{t-1})\) that is of course regular.

For the claim of the second \( t \times t \) submatrix [2], we proceed as in [1] Proof of Lemma 5] by analogous column manipulations as for the submatrix above. First we multiply each column with \( u_j^{-1} \). Note that the first column of this submatrix is of the form \((1, (i + j)\) , \ldots, (i + t - 1)\))\). We leave the first column unchanged and substitute the \( k \)th column, for \( k = l + 1, \ldots, l + r \) where \( r \in \{0, 1, \ldots, t - 1\} \) is chosen maximal such that \( \eta_k = \eta_{l+1} = \cdots = \eta_{l+r} \), with the
From Lemma 2 Item (1) we know that for $Q_k$ matrix is of course regular.

Remark 2. For $Q_{t-1}$ we proceed analogously. Then for $Q_{t-2}$ etc. until we end up in the case where $\eta_{t+j} = \eta_t + j$ for $j = 1, \ldots, t - 1$. For this setting $\eta_{t+j} = \eta_t + j$ the $t \times t$ submatrix in (2) is a lower triangular matrix with all diagonal entries equal to 1. Hence this lower diagonal matrix is of course regular.

Proof. The proof is carried out in accordance with [1, Proof of Proposition 7]. From the adaption of the arguments of [1, Proof of Lemma 6] that relies on the “perfect” property.

Becher and Carton \cite{Ref1} Lemma 6] showed an interdependence between binary nested perfect necklaces, that also holds for $b$-ary necklaces over an alphabet, e.g., $\{0, 1, \ldots, b-1\}$ where we use arithmetics modulo $b$. The proof of the following lemma is a straightforward adaption of the arguments of \cite{Ref1} Proof of Lemma 6] that relies on the “perfect” property.

Lemma 3. Let $w$ be a word of length $lb^k$ and $z$ be a word of length $l$ over $\{0, 1, \ldots, b-1\}$. Furthermore, let $z^b$ denote the word of length $lb^k$ that is built by concatenating $b^k$ copies of $z$. We define the $b$-ary word $w' = w + z^b$ mod $b$. Then $w$ is a $(k, l)$-nested perfect $b$-ary necklace if and only if $w'$ is a $(k, l)$-nested perfect $b$-ary necklace.

Proposition 1. The affine necklace $\mathcal{A}_m$ is a $(p^m, p^m)$-nested perfect $p$-ary necklace.

Proof. The proof is carried out in accordance with \cite{Ref1} Proof of Proposition 7]. From the definition of affine necklaces together with Lemma 3 it is easily seen that it suffices to prove the case where $z' = z = (0, \ldots, 0)$.

Let $w \in \{1, \ldots, p^n\}$, $v := p^n - w$ and $B = Ap^w$ with $A \in \{0, 1, \ldots, p^v - 1\}$. We consider the subword of $\mathcal{A}_m$ built by concatenating $d_0(n)d_1(n)\ldots d_{p^n-1}(n)$ for $n = Ap^w, Ap^w + 1, \ldots, Ap^w + p^w - 1$ and have to show that this word of length $p^m p^w$ is a perfect $(w, p^m)$ necklace.

Let $r \in \{0, \ldots, p^m-1\}$ be the position where the block $(c_0, \ldots, c_{w-1})$ of length $w$ is starting. We distinguish two cases: $r + w \leq p^m$ and $r + w > p^m$.

- Let $r + w \leq p^m$. We ask for the number of $n \in \{Ap^w, Ap^w + 1, \ldots, Ap^w + p^w - 1\}$ such that

$$d_r(n)d_{r+1}(n)\ldots d_{r+w-1}(n) = c_0 \ldots c_{w-1}. \tag{3}$$

We have to ensure that exactly one value of such $n$ satisfies our condition (3). We translate the condition (3) to the construction of the corresponding subword of $\mathcal{A}_m$. 

$k$th column minus $(k-1)$th column. Consequently, the first row of the new matrix is $(1, 0, \ldots, 0)$ and its lower right $(t-1) \times (t-1)$-submatrix $Q_{t-1}$ satisfies

$$Q_{t-1} = \begin{pmatrix} (i+k-1-k) & \text{if } k \in \{l+1, \ldots, l+r\} \\ (i+k-k) & \text{else.} \end{pmatrix} \quad \eta_{i+1 \leq l+1, l+1 \leq k+1, i+1 \leq l+t-1}.$$
Equivalently we need to show that

\[
\begin{pmatrix}
(i + j - \eta_j) u_j \\
\end{pmatrix}_{r \leq i < r + w, 0 \leq j < p^m} \begin{pmatrix}
k_0 \\
\vdots \\
k_{w-1} \\
a_0 \\
\vdots \\
a_{p^v-1}
\end{pmatrix} = \begin{pmatrix}
c_0 \\
\vdots \\
c_{w-1}.
\end{pmatrix}
\]

where \(a_0 + a_1 p + \cdots + a_{p^v-1} p^{w-1}\) is the unique \(p\)-ary expansion of \(A\) and \(k_0 + k_1 p + \cdots + k_{w-1} p^{w-1}\) is the unique \(p\)-ary expansion of \(k \in \{0, 1, \ldots, p^w - 1\}\), has a unique solution for \(k \in \{0, 1, \ldots, p^w - 1\}\).

From Lemma 2 Item (2) we know that the left square \(w \times w\) submatrix of the matrix in (4) is regular and the result immediately follows.

Let \(r + w > p^m\). We define \(r_1 := r + w - p^m\) and \(r_2 = w - r_1\) and ask for the number of \(n \in \{A p^w, A p^w + 1, \ldots, A p^w + p^w - 1\}\) such that

\[
d_{p^m-r_1}(n) \ldots d_{p^m-1}(n) d_0(n+1) \ldots d_{r_2-1}(n+1) = c_0 \ldots c_{w-1}.
\]

We translate the condition (5) to the construction of the corresponding subword of \(A_m\): We need to prove that

\[
\begin{pmatrix}
(i + j - \eta_j) u_j \\
\end{pmatrix}_{p^m-r_1 \leq i < p^m, 0 \leq j < p^m} \begin{pmatrix}
k_0 \\
\vdots \\
k_{w-1} \\
a_0 \\
\vdots \\
a_{p^v-1}
\end{pmatrix} = \begin{pmatrix}
c_0 \\
\vdots \\
c_{r_1-1}.
\end{pmatrix}
\]

together with

\[
\begin{pmatrix}
(i + j - \eta_j) u_j \\
\end{pmatrix}_{0 \leq i < r_2, 0 \leq j < p^m} \begin{pmatrix}
(k + 1)_0 \\
\vdots \\
(k + 1)_{w-1} \\
a_0 \\
\vdots \\
a_{p^v-1}
\end{pmatrix} = \begin{pmatrix}
c_{r_1} \\
\vdots \\
c_{w-1}.
\end{pmatrix}.
\]

have a unique solution \(k \in \{0, 1, \ldots, p^w - 1\}\), where \(k + 1\) for \(k = p^w - 1\) is set 0. Or equivalently

\[
\begin{pmatrix}
(i + j - \eta_j) u_j \\
\end{pmatrix}_{p^m-r_1 \leq i < p^m, 0 \leq j < w} \begin{pmatrix}
k_0 \\
\vdots \\
k_{w-1}
\end{pmatrix} = \begin{pmatrix}
c_0 \\
\vdots \\
c_{r_1-1}.
\end{pmatrix}
\]

and
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have a unique solution $k \in \{0, 1, \ldots, p^w - 1\}$, where again $k + 1$ for $k = p^w - 1$ is set 0.

We search the rightmost $r_2 \times r_2$-submatrix

$$
\left( \left( \begin{array}{c} i + j - \eta_j \\ j \\
\end{array} \right) u_j \right)_{0 \leq i < r_2, 0 \leq j < w} \left( \begin{array}{c} (k + 1)_0 \\ \vdots \\
(k + 1)_{w-1} \\
\end{array} \right) = \left( \begin{array}{c} c'_{r_1} \\ \vdots \\
c'_{w-1}. \\
\end{array} \right).
$$

in (7) such that in the upper left corner is a nonzero entry. Hence $\eta_s = \eta_{s-1} = \ldots = \eta_0 = 0$.

First, suppose $s = r_2$, then the left $r_1 \times r_1$ submatrix in (6) is a regular upper anti-diagonal triangular matrix and the right $r_1 \times r_2$ submatrix is the zero matrix. Hence the first $r_1$ digits of $k$ and therefore of $k + 1$ are uniquely determined. From the third item in Lemma 2 we know that then the $r_2 \times r_2$-submatrix

$$
\left( \left( \begin{array}{c} i + j - \eta_j \\ j \\
\end{array} \right) u_j \right)_{0 \leq i < r_2, r_2 \leq j < r_1 + r_2}
$$

is regular and the last $r_2$ digits of $k + 1$ are uniquely determined.

The only problem occurs in the case where the first $r_2$ digits of $k + 1$ have to be 0 and the last $r_1$ digits of $k$ have to be $q - 1$, then the solution of $k$ must be $p^w - 1$ and the block occurs indeed at the necklace clasp.

In the general case $s \leq r_2$ we observe that from the definition of $P(n,u)$ the rows in the matrices in (7) and (6) might be rearranged in a regular lower-triangular matrix. The first row determines the first digit of $k$ or $k + 1$ respectively, depending on which submatrix the first row comes from. The second row determines then the second digit of $k$ or $k + 1$ respectively, etc. Finally, $r_1$ digits of $k$ are fixed and the remaining $r_2$ digits of $k + 1$ are fixed. We have to investigate which combination of digits might have more than one solution or no solution for $k$. No problem occurs if the first digit of $k$ is $\neq q - 1$ or the first digit of $k + 1$ is $\neq 0$. Otherwise we have to check if the carries from $k$ to $k + 1$ might be possible. Again the only problem might occur if the fixed digits of $k$ are all $q - 1$ and the fixed digits of $k + 1$ are 0. But again we have exactly one solution for such $k$ at the necklace clasp.

From Proposition 1, Theorem 2, and the first item in Example 1 we immediately obtain the following Corollary 2.

**Corollary 2.** Let $\alpha \in [0,1)$ be such that its $p$-ary representation is the concatenation of affine necklaces $A_m$ for $m = 1, 2, 3, \ldots$. Then its star discrepancy $D_N^*$ satisfies

$$
ND_N^* = O_p(\log^2 N).
$$
Remark 3. In [1] it was shown that the set of all affine necklaces with $m \in \mathbb{N}$ over $\mathbb{F}_2$ equals the set of all binary $(2^m, 2^m)$-nested perfect necklaces. It is an open problem to compare the set of all $p$-ary $(p^m, p^m)$-nested (semi-)perfect necklaces with the set of all affine necklaces with $m \in \mathbb{N}$ over $\mathbb{F}_p$.

4. THE LOWER DISCREPANCY BOUND. AUXILIARY RESULTS

In [4] the authors showed that the star-discrepancy $D_N^*$ of Levin’s [6] binary normal number $\lambda$ satisfies $ND_N^* \geq c (\log^2 N)$ with $c > 0$ for infinitely many $N$. Levin’s $\lambda$ represents the most basic example of a normal number built by the concatenation of affine necklaces for $m = 1, 2, \ldots$ (see Example 2).

In the following theorem we generalize the lower bound for the discrepancy of Levin’s normal numbers from base 2 to arbitrary prime base $p$.

Theorem 3. Let $p \in \mathbb{P}$. Let $\alpha \in [0, 1)$ be such that its base $p$ representation is the concatenation of $p$-ary affine necklaces $A_m$ for $m = 1, 2, 3, \ldots$ with $z = \eta = 0$ and $u = 1$. Then its star discrepancy $D_N^*$ satisfies

$$ND_N^*(\{p^n\alpha\}) \geq c_p (\log^2 N)$$

for infinitely many $N$, where $c_p > 0$ is an absolute constant only depending on $p$.

For the proof of Theorem 3 that will be given in Section 5, we collect important auxiliary results on the binomial coefficients and on the matrix $P^{(\eta,u)}$.

Lemma 4. Let $p \in \mathbb{P}$, $i$ and $u \in \mathbb{N}_0$. Then

$$\sum_{j=1}^{u} \binom{i+j}{j} \equiv \binom{i+1+u}{u} - 1 \pmod{p}.$$

Proof. This is an easy consequence of $\sum_{j=0}^{u} \binom{i+j}{j} = \binom{i+1+u}{u}$, which can be shown by induction on $u$. \qed

We will heavily use the well-known Lucas Theorem, which we formulate in the following lemma.

Lemma 5. Let $p \in \mathbb{P}$ and $m, n \in \mathbb{N}_0$ with unique base $p$ representations $m = m_0 + m_1 p + m_2 p^2 + \cdots$ and $n = n_0 + n_1 p + n_2 p^2 + \cdots$. Then

$$\binom{m}{n} \equiv \prod_{i=0}^{\infty} \binom{m_i}{n_i} \pmod{p}.$$

Lemma 5 explains a self-similar structure in

$$P^{(0,1)} = \left( \begin{array}{c} i + j \binom{i + j}{j} \pmod{p} \end{array} \right)_{i,j \geq 0},$$

as $p_{i,j} = p_{i,j}$ or $p_{i+1,0,j+1,0} \equiv p_{i,j} p_{i+1,0,j+1} \pmod{p}$ where $i_0,j_0 \in \{0, 1, \ldots, p - 1\}$.

This self-similar structure guarantees a number of 0 elements in specific square submatrices in $P^{(0,1)}$ that is quantified in Lemma 6 which will be fitting in the proof of Theorem 3 in the subsequent section.
Lemma 6. Let \( p \in \mathbb{P}, m > 7, \) and
\[
D_m := \left( \binom{i + 1 + j}{j} - 1 \right) \pmod{p},
\]
with \( p^{m-3} - p(p^3 - 1)p^{m-7} \leq i < p^{m-3} \) and \( 0 \leq j < p^{m-7} \) The relative number of \((p - 1)\)s in \( D_m \) is \( \left( 1 - \left( \frac{p+1}{2p} \right)^{m-7} \right) \).

Proof. First we see as a consequence of Lucas’ Theorem, that \( \binom{p^{r-1}+1+j}{j} \equiv \binom{1}{0} \binom{j}{j} \pmod{p} = 1 = \binom{0+j}{j} \) for \( 0 \leq j < p^r \). Hence the number of 0s in
\[
\binom{i + 1 + j}{j} \pmod{p} \quad 0 \leq i < p^r, 0 \leq j < p^r
\]
equals the number of 0s in
\[
\binom{i + j}{j} \pmod{p} \quad 0 \leq i < p^r, 0 \leq j < p^r
\]
or equivalently the number of 0s in
\[
\binom{j}{i} \pmod{p} \quad 0 \leq i < p^r, 0 \leq j < p^r + i.
\]
Since \( \binom{p^r + l}{i} \equiv \binom{l}{i} \pmod{p} \) for all \( 0 \leq l, i < p^r \) the latter equals the number of 0s in
\[
\binom{j}{i} \pmod{p} \quad 0 \leq i < p^r, 0 \leq j < p^r.
\]
See Figure 3 for an illustration of the submatrices for \( p = 2 \) and \( r = 3 \) and for \( p = 3 \) and \( r = 2 \).

![Figure 3](image_url)

**Figure 3.** The matrices in (8), (9), and (10) for \( p = 2 \) and \( r = 3 \) (top). The matrices in (8), (9), and (10) for \( p = 3 \) and \( r = 2 \) (bottom).

The number of nonzero elements in the latter matrix can be computed as \( \frac{p(p+1)}{2} \). This is an easy consequence of Lucas Theorem and the fact that the number of nonzero elements
in the upper left $p \times p$ submatrix is $\sum_{i=1}^{p} i = \frac{p(p+1)}{2}$. Note, $(\ell^c_i) \equiv 0 \pmod{p}$ if $p > j \geq i \geq 0$ and $(\ell^c_i) \equiv 0 \pmod{p}$ else. The statement of the lemma follows then again by the self-similar structure of $D_{m+1} \pmod{p}$, that is built by a submatrix with $r = m - 7$, as described above in (8), stacked $p(p^3 - 1)$ times. For the self-similar structure note $(i+ap^r+j) \equiv (i+j) \pmod{p}$ for $0 \leq i+j < p^r$ and $a \in \mathbb{Z}$ and $(i+ap^r+j) \equiv (i+j-p^r(a+1)) \equiv 0 \pmod{p}$ for $p^r \leq i+j < 2p^r$ as then obviously $i+j-p^r < i$. See Figure 4 for the transpose of $D_{m+1} \pmod{p}$ for $m = 10$ and $p = 2$ and for $m = 9$ and $p = 3$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{The transpose of $D_{10} + 1 \pmod{p}$ with $p = 2$ (top) and $D_{9} + 1 \pmod{p}$ with $p = 3$ (bottom).}
\end{figure}

For stating further specific properties in $P^{(\eta,u)}$, which are relevant for the distribution of $(\{p^n\alpha\})_{n=0,1,...}$, we introduce a notation for specific submatrices that are sketched in Figure 3.

Let $t \in \mathbb{N}$ and $k \in \mathbb{N}_0$ such that $t + k < p^m$. Set

$$A^{(\eta,u)}_{k,t} := \left(\begin{pmatrix} i + j - \eta_j \\ j \end{pmatrix} u_j \right)_{i=k,\ldots,k+t-1, j=0,\ldots,t-1},$$

i.e. the $t \times t$ submatrix of $P^{(\eta,u)}$ that selects the first $t$ columns of the $k$th up to the $k$th plus $(t-1)$th rows of $P^{(\eta,u)}$. Furthermore, set

$$B^{(\eta,u)}_{k,t} = \left(\begin{pmatrix} i + j - \eta_j \\ j \end{pmatrix} u_j \right)_{i=k,\ldots,k+t-1, j=t,\ldots,p^m-1},$$

i.e. the $t \times (p^m-t)$ submatrix in $P^{(\eta,u)}$ that is located just to the right of $A^{(\eta,u)}_{k,t}$. Let $t \in \mathbb{N}$ and $k \in \mathbb{N}_0$ such that $t + k < p^m$, let

$$c^{(\eta,u)}_{k+t,t} := \left(\begin{pmatrix} k + t + j - \eta_j \\ j \end{pmatrix} u_j \right)_{j=0,\ldots,t-1} \quad \text{and} \quad d^{(\eta,u)}_{k+t,t} := \left(\begin{pmatrix} k + t + j - \eta_j \\ j \end{pmatrix} u_j \right)_{j=t,\ldots,p^m-1}.$$

For $t \in \mathbb{N}$ we define $\xi_t := ((-1)^{t+1}(t^0_0), (-1)^{t+2}(t^1_1), \ldots, (-1)^{2t}(t^{t-1}_{t-1}))$. Then we immediately can extend the statements of [41, Lemma 6, Lemma 7, and Corollary 1]. Although, Theorem 3 only addresses the case $\eta = 0$ and $u = 1$ we put here these extended statements for general $\eta$ and $u$ to be able to discuss possible generalizations of Theorem 3. See Remark 4.
Figure 5. The submatrices $A_{k,t}^{(\eta,u)} = A$, $B_{k,t}^{(\eta,u)} = B$, $c_{k,t}^{(\eta,u)} = c$, and $d_{k+t,t}^{(\eta,u)} = d$, for $p = 3$, $m = 3$, $\eta_j = \lfloor \frac{j}{\sqrt{5}} \rfloor$, $u_j = 1$, $t = 7$, and $k = 11$.

Lemma 7. Let $p \in \mathbb{P}$. For $k, t$ such that $0 \leq k < p^m$, $1 \leq t \leq p^m$ and $k + t \leq p^m - 1$ we have

\[ (1) \quad c_{k+t,t}^{(\eta,u)} \equiv \xi_t \cdot A_{k,t}^{(\eta,u)} \pmod{p}, \]
\[ (2) \quad d_{k+t,t}^{(\eta,u)} \equiv \xi_t \cdot B_{k,t}^{(\eta,u)} + c_{k+t,2p^m-t}^{(\eta^{(t)},u^{(t)})} \pmod{p}, \]

where $\eta^{(t)} = (\eta_t, \eta_{t+1}, \eta_{t+2}, \cdots)$ and $u^{(t)} = (u_t, u_{t+1}, u_{t+2}, \cdots)$.

For the proof of Lemma 7 we will need the following identity.

Lemma 8. For all non-negative integers $t, k$ we have

\[ \sum_{i=\max(\eta_j-k,0)}^t (-1)^{t+i+1} \binom{t}{i} \cdot \binom{k+j+i-\eta_j}{j} = -\binom{k+j-\eta_j}{j-t}, \]

Proof. This is simple induction on $t$ and on $r = \max(\eta_j-k,0)$ together with the basic facts that $\binom{t}{i} = \binom{t-1}{i} + \binom{t-1}{i-1}$, therefore $\binom{n}{k} - \binom{n-1}{k} = \binom{n-1}{k-1}$, $\binom{k}{j}$ = 0 whenever $k < j$ or $j \leq 0$.

From Lemma 8 we immediately conclude:
Corollary 3.

(a) \[ \sum_{i=0}^{t} \binom{n}{i} \cdot \binom{k+i-j}{j} = 0 \text{ for } j = 0, 1, \ldots, t-1, \]

(b) \[ \sum_{i=0}^{t} \binom{n}{i} \cdot \binom{k+j-i}{j} = 0 \text{ for } j = 0, 1, \ldots, t-1. \]

(c) \[ \sum_{i=0}^{t} \binom{n}{i} \cdot \binom{k+j-i}{j} = \binom{k+j-t}{j} - \binom{k+j-j}{j} \text{ for } j = t, t+1, \ldots, p^m-1. \]

Proof of Lemma 7. We start with Item (1): \( c^{(\eta,u)}_{k+t,\xi} \equiv \xi \cdot A^{(\eta,u)}_{k,t} \) (mod \( p \)). This is equivalent to \( \sum_{i=0}^{t} \binom{n}{i} \cdot \binom{k+i-j}{j} = 0 \text{ for } j = 0, 1, \ldots, t-1. \) This is exactly Corollary 3. Item (b).

For the proof of Item (2), i.e. \( d^{(\eta,u)}_{k+t,\xi} \equiv \xi \cdot B^{(\eta,u)}_{k,t} + c^{(\eta,t,u(t))}_{k+t,2^m-t} \) (mod \( p \)), we see the equivalence to Item (c) in Corollary 3. \[ \sum_{i=0}^{t} \binom{n}{i} \cdot \binom{k+j-i}{j} = \binom{k+j-t}{j} - \binom{k+j-j}{j} \text{ for } j = t, t+1, \ldots, p^m-1. \]

5. Proof of Theorem 3 and Remark 4

Now we are ready to prove Theorem 3 and to discuss its generalisability in Remark 4.

Proof of Theorem 3

We use the notation \( n_m = \sum_{j=1}^{m-1} p^j p^l \) for \( m \in \mathbb{N} \). For every \( m \) large enough, we will show that there exists an \( N \) with \( n_m < N < n_{m+1} \) and an interval \( J := J_m \subseteq [0,1) \) such that

\[
\# \{0 \leq n < N \mid \{p^n \xi \} \in J \} \geq N \cdot \lambda(J) + c_p \cdot (\log N)^2
\]

with a fixed (i.e. independent of \( m \)) absolute positive constant \( c_p \) (depending only on \( p \)), and where \( \lambda(J) \) denotes the length of the interval \( J \). This proves Theorem 3.

We can proceed in principle quite analogous as in the proof of Theorem 1, by applying the generalisations of the needed auxiliary results, as e.g. Lemma 6 [7] or 1 etc., and elaborating some necessary technical adaptations.

For given \( m \) (large enough) let \( w_l := p^{m-3} - 1 - p^3 l \) for \( l = 0, 1, \ldots, p^m - 7 - 1 =: M \).

For \( m \geq 7 \) all \( w_l \) and \( M \) are integers. The \( w_l \) are congruent \( (p-1) \mod p \), and we have

\[
(p-1)p^{m-4} < w_M < w_{M-1} < \ldots < w_0 < p^{m-3}.
\]

Let \( N := n_m + p^m \cdot (p^{m_0} + \ldots + p^{m-M-1} + p^{m_M}) \).

Note also that \( N < n_{m+1} < p^{m+1} \cdot p^m \). Hence \( p^m \geq \frac{\log N}{p \log p} \) for \( m \) large enough.

We will consider the sequence of elements \( x_n := \{p^n \xi \} \) for \( n = 0, 1, \ldots, N-1 \), i.e., the points \( x_0, \ldots, x_{n-1} \) and the points \( x_{n,k} := \{p^{(n+m-k)} \cdot \alpha \} \) for \( n = 0, 1, \ldots, p^{m} + \ldots + p^{m-M} + 1 \)
Figure 6. The interval $J$.

$p^{u_{M-1}} + \ldots + p^{u_0} - 1$ and $k = 0, 1, \ldots, p^m - 1$. We divide the latter set of $n$'s in blocks $B_l$ of the form $n = B_l, B_l + 1, \ldots, B_l + p^{u_l} - 1$ for $l = 0, \ldots, M$, where $B_0 := 0$ and $B_l := p^{u_0} + \ldots + p^{u_{l-1}}$.

We construct in the following an interval $J \subseteq [0,1)$ that contains “too many” of the points $x_0, \ldots, x_{N-1}$, as quantified in (11). $J$ will be of the form $J_M \cup J_{M-1} \cup \ldots \cup J_0$ with $J_l := \left[\frac{U(l)}{p^{u_l}}, \frac{V(l)}{p^{u_l}}\right)$, where $0 \leq U(l) < V(l) < p^{u_l}$, $U(l) \in \mathbb{N}_0, V(l) \in \frac{1}{p} \mathbb{N}_0$ and with $0 < V(l) - U(l) < 2$, and $\frac{V(l)}{p^{u_l}} = \frac{U(l-1)}{p^{u_l-1}}$ for $l = 1, \ldots, M$. That means, $J$ is of the form as sketched in Figure 6.

For the length $\lambda(J)$ of the interval $J$ we have

$$\lambda(J) \leq 2 \cdot \sum_{l=0}^{M} \frac{1}{p^{u_l}} \leq 4 \cdot \frac{1}{p^{u_M}} \leq \frac{4}{p^{p^m-4}},$$

where we used $w_M > p^{m-4}$.

Now let us utilize Lemma 1 with $b := p$.

For every $l = 0, \ldots, M$ we consider the points $x_{n,k}$ with $0 \leq k < p^m$ and $n \in B_l$. By Lemma 1 there are at most $2p^m$ integers $c_l^{(i)}$ such that the interval $\left[\frac{c_l^{(i)}}{p^{u_l}}, \frac{c_l^{(i)}+1}{p^{u_l}}\right)$ does not contain exactly $p^m$ points of these $x_{n,k}$.

Altogether there are at most $2p^m \cdot (M+1) \leq p^{2m-6}$ intervals of the form $\left[\frac{c_l^{(i)}}{p^{u_l}}, \frac{c_l^{(i)}+1}{p^{u_l}}\right)$ which do not contain exactly $p^m$ of the $x_{n,k}$ with $0 \leq k < p^m$ and $n \in B_l$ for some $l = 0, \ldots, M$.

So there are at most $p^{2m-6}$ such “exceptional intervals”, and the length of the union of
these intervals is at most $p^{2m-6} \cdot \sum_{i=0}^{M} \frac{1}{p^i} < \frac{p^{2m-5}}{p^M} < \frac{p^{2m-5}}{p^{m+1}} < \frac{1}{4}$ for $m$ large enough.

Hence there exists a sub-interval $Z$ of $[0, 1)$ with length at least $\frac{3}{4} \cdot \frac{1}{p^{2m-6}}$ which has empty intersection with every of the exceptional intervals.

Let $U(M)$ be the least integer such that $U(M)$ is not congruent to $p - 1$ modulo $p$ and such that $\frac{U(M)}{p^M} \in Z$. For $m$ large enough such $U(M)$ certainly exist. This value $\frac{U(M)}{p^M}$ is the left border of $J_M$ and hence of $J$. Since $\lambda(J) + \frac{p}{p^M} \leq \frac{4+p}{p^M} \leq \frac{4+p}{p^{m+1}}$ and $\lambda(Z) \geq \frac{3}{4} \cdot \frac{1}{p^{2m-6}}$, for $m$ large enough we have $J \subseteq Z$ and hence $J$ has empty intersection with every of the exceptional intervals.

We start by constructing $J_M$: For this reason we consider the points $x_{n,k}$ for $n \in B_M$ and $0 \leq k < p^m$. Let $\tilde{J}_M := \left[\frac{U(M)}{p^M}, \frac{U(M)+1}{p^M}\right]$.

We will show now that for each $k \geq 0$ with $0 \leq k + w_M < p^m$ there is exactly one $n \in B_M$ such that $x_{n,k} \in \tilde{J}_M$, and in a second step we will analyze in which sub-interval

$$J_{M,\gamma} := \left[\frac{U(M)}{p^{\gamma M}} + \frac{\gamma}{p^{\gamma M+1}}, \frac{U(M)}{p^{\gamma M}} + \frac{\gamma+1}{p^{\gamma M+1}}\right]$$

for $\gamma = 0, 1, \ldots, p-1$ this $x_{n,k}$ is located.

Now let $k \geq 0$ with $k + w_M < p^m$. We write $U(M) := u_{w_M-1} + u_{w_M-2} \cdot p + \cdots + u_0 \cdot p^{w_M-1}$,

$$n = e_0(n) + p \cdot e_1(n) + \cdots + p^{w_M-1} \cdot e_{w_M-1}(n) + B_M$$

$$= e_0(n) + p \cdot e_1(n) + \cdots + p^{w_M-1} \cdot e_{w_M-1}(n) + p^{w_M-2} + \cdots + p^{w_0}$$

$$= e_0(n) + p \cdot e_1(n) + \cdots + p^{w_M-1} \cdot e_{w_M-1}(n) + p^{w_M+3} + p^{w_M+2} + \cdots + 2^{w_M+3}.$$

Note that by the choice of $U(M)$, we know $u_{w_M-1} \neq p - 1$.

Then this leads to the following two systems, where $\bar{0} := (0, 0, 0, \ldots, 0, 0)^T \in \mathbb{F}_p^3$, $\bar{1} := (1, 0, 0, \ldots, 0, 0)^T \in \mathbb{F}_p^3$, and the vector consisting of $\bar{0}$s, $\bar{1}$s, and 0s, contains $M$ consecutive $\bar{1}$s:

$$A_{k,w_M}^{(0,1)} \cdot \begin{pmatrix} e_0(n) \\ \vdots \\ e_{w_M-1}(n) \end{pmatrix} + B_{k,w_M}^{(0,1)} \equiv \begin{pmatrix} u_0 \\ \vdots \\ u_{w_M-1} \end{pmatrix} \pmod{p}.$$
and

\[
c^{(0,1)}_{k+w, w} \cdot \begin{pmatrix} e_0(n) \\ \vdots \\ e_{w-1}(n) \end{pmatrix} + d^{(0,1)}_{k+w, w} \cdot \begin{pmatrix} \bar{0} \\ \top \\ \vdots \\ \top \\ 0 \\ \vdots \\ 0 \end{pmatrix} \equiv \gamma \pmod{p}.
\]

Here \(A^{(0,1)}_{k, w}, C^{(0,1)}_{k, w}, c^{(0,1)}_{k+w, w}, \) and \(d^{(0,1)}_{k+w, w}\) are the magnitudes defined in Section 4. Note that here we used the fact that \(k + w < p^m\). Otherwise the system would contain conditions described by using \(e_j(n+1)\).

Since by Item (2) of Lemma 2 the matrix \(A^{(0,1)}_{k, w}\) is regular and we know that the first system for every \(k\) has a unique solution, i.e.,

\[
\begin{pmatrix} e_0(n) \\ \vdots \\ e_{w-1} \end{pmatrix} \equiv \left( A^{(0,1)}_{k, w} \right)^{-1} \cdot \begin{pmatrix} u_0 \\ \vdots \\ u_{w-1} \end{pmatrix} \pmod{p},
\]

as announced already in the beginning of the construction of \(J_M\). Inserting this unique solution into the second system yields

\[
\gamma \equiv c^{(0,1)}_{k+w, w} \cdot \left( A^{(0,1)}_{k, w} \right)^{-1} \cdot \begin{pmatrix} u_0 \\ \vdots \\ u_{w-1} \end{pmatrix} - c^{(0,1)}_{k+w, w} \cdot \left( A^{(0,1)}_{k, w} \right)^{-1} B^{(0,1)}_{k, w} \cdot \begin{pmatrix} \bar{0} \\ \top \\ \vdots \\ \top \\ 0 \\ \vdots \\ 0 \end{pmatrix}.
\]
\[ + a_{k+w_M}^{(0,1)} \begin{pmatrix} 0 \\ 1 \\ \vdots \\ 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix} \pmod{p}. \]

Lemma 7, Item (1) and Item (2), allow us to rewrite the above equation as

\[(12) \quad \gamma \equiv \xi_{w_M} \cdot \begin{pmatrix} u_0 \\ \vdots \\ u_{w_M-1} \end{pmatrix} + c_{k+w_M}^{(w_M)} \begin{pmatrix} 0 \\ 1 \\ \vdots \\ 1 \\ 0 \end{pmatrix} \pmod{p}. \]

Let \( A_\delta(M) \) be the number of \( k \)s in \( \{0, \ldots, p^m - 1 - w_M\} \) such that \( \gamma = \delta \) with fixed \( \delta \in \{0, 1, \ldots, p-1\} \). We define

\[ A(M) := \max(A_0(M), A_1(M), \ldots, A_{p-1}(M)), \]

which we will estimate later.

Altogether we know, that there is a \( \gamma \in \{0, 1, \ldots, p-1\} \) such that \( x_{n,k} \in J_M, \gamma \) for at least \( A(M) =: q(M)p^m \) values of \( k \).

We distinguish between the cases \( \gamma \neq p-1 \) and \( \gamma = p-1 \):

- **If \( \gamma \neq p-1 \)**, then we choose \( J_M := \left[ \frac{U(M)}{p^m}, \frac{U(M)+p-1}{p^m} \right) \). \( J_M \) then contains at least \( A(M) = q(M)p^m \) of the points \( x_{n,k} \) with \( n \in B_M \).

- **If \( \gamma = p-1 \)**, then we choose \( J_M := \left[ \frac{U(M)}{p^m}, \frac{U(M)+2p-1}{p^m} \right) \). The reason for this choice is the following: Since \( \tilde{J}_M \subseteq \mathbb{Z} \) the interval \( \tilde{J}_M = \left[ \frac{U(M)}{p^m}, \frac{U(M)+1}{p^m} \right) \) is not an "exceptional interval" and contains exactly \( p^m \) points \( x_{n,k} \) with \( 0 \leq k < p^m \) and \( n \in B_M \).

The question, how many points of \( x_{n,k} \) with \( k + w_M < p^m \) lie in \( \left[ \frac{U(M)+1}{p^m}, \frac{U(M)+2}{p^m} \right) \), which again is not an "exceptional interval" and, more detailed, in which of the sub-intervals
$$\left[ U(M) + 1 \over p^w M \right] + \gamma \left[ U(M) + 1 \over p^{w+1} M \right]$$

with \( \gamma \in \{0, 1, \ldots, p-1\} \) these points are located, now leads to the systems

$$\begin{align*}
A_{k,w,M}^{(0,1)} \cdot \begin{pmatrix}
e_0(n) \\
\vdots \\
e_{w-1}(n)
\end{pmatrix}
+ B_{k,w,M}^{(0,1)} \begin{pmatrix}
0 \\
\vdots \\
1 \\
0
\end{pmatrix}
\equiv 
\begin{pmatrix}
u_0 \\
\vdots \\
u_{w-1} + 1
\end{pmatrix} \pmod{p}
\end{align*}$$

and

$$\begin{align*}
c_{k+w,M,w,M}^{(0,1)} \cdot \begin{pmatrix}
e_0(n) \\
\vdots \\
e_{w-1}(n)
\end{pmatrix}
+ d_{k+w,M,w,M}^{(0,1)} \begin{pmatrix}
0 \\
\vdots \\
1 \\
0
\end{pmatrix}
\equiv \tilde{\gamma} \pmod{p}.
\end{align*}$$

Hence, as before

$$\tilde{\gamma} \equiv c_{k+w,M,w,M}^{(0,1)} \cdot (A_{k,w,M}^{(0,1)})^{-1} \cdot \begin{pmatrix}
u_0 \\
\vdots \\
u_{w-1} + 1
\end{pmatrix}
- c_{k+w,M,w,M}^{(0,1)} \cdot (A_{k,w,M}^{(0,1)})^{-1} B_{k,w,M}^{(0,1)} \begin{pmatrix}
0 \\
\vdots \\
1 \\
0
\end{pmatrix}
+ d_{k+w,M,w,M} \begin{pmatrix}
0 \\
\vdots \\
1 \\
0
\end{pmatrix} \pmod{p}.$$
In the next step we will show how to choose the interval $J$. Note that $V \equiv \gamma$ (mod $p$) we will, quite analogously, choose the intervals

$$\tilde{\gamma} \equiv \xi_{w_M} \cdot \left( \begin{array}{c} u_0 \\ \vdots \\ u_{w_M-1}+1 \end{array} \right) + \xi_{k+w_M, p^m-w_M} \left( \begin{array}{c} 0 \\ \tilde{0} \\ \tilde{T} \\ 0 \\ \vdots \\ 0 \end{array} \right) \pmod{p}.$$ (13)

Note that we have chosen $u_{w_M-1} \equiv p - 1 \pmod{p}$, and so $u_{w_M-1} \not\equiv p - 1$. Moreover, by the definition of $\xi$, the last entry in $\xi_{w_M}$ equals $(-1)^{2w_M^2} w_M \equiv p - 1$ (mod $p$) as we have chosen $u_l \equiv p - 1 \pmod{p}$ for all $l \in \{0, \ldots, M\}$. Therefore $\tilde{\gamma} \equiv \gamma + \xi_{w_M} \equiv \gamma + p - 1 \equiv p - 1 - 1 \equiv p - 2 \pmod{p}$. Hence $\left[ \frac{U(M)+1}{p^w-M}, \frac{U(M)+1}{p^w-M} + \frac{1}{p} \right]$ contains at least $A(M) = q(M) \cdot p^m$ points of the $x_{n,k}$ with $k + w_M < p^m$ and $n \in B_M$.

We summarize: For both choices of $J_M$ we have

$$\# \{ (n,k) \mid n \in B_M, 0 \leq k < p^m, x_{n,k} \in J_M \} \geq p^m \cdot p^w \cdot \lambda(J_M) + \left( q(M) - \frac{p - 1}{p} \right) \cdot p^m.$$ 

Note that $V(M) < p^w$ is also guaranteed in both cases.

In the next step we will show how to choose the interval $J_{M-1}$. Then it will be clear how we will, quite analogously, choose the intervals $J_{M-2}, \ldots, J_0$.

We recall that the interval $J_{M-1}$ is denoted as $J_{M-1} = \left( \frac{U(M-1)}{p^w-M-1}, \frac{V(M-1)}{p^w-M-1} \right)$, where $\frac{U(M-1)}{p^w-M-1} = \frac{V(M)}{p^w-M}$. Note that $u_{w_M-1} = w_M + p^3$. Thus $U(M-1)$ is a multiple of $p$ and therefore $\not\equiv p - 1$ (mod $p$). We write again $U(M-1)$ in its unique base $p$ representation, $U(M-1) = u_{w_M-1} + u_{w_M-2} \cdot p + \ldots + u_0 \cdot p^{w_M-1}$. Similarly to the choice of $J_M$ we will choose $J_{M-1}$ either as

$$J_{M-1} := J_{M-1}^{(1)} := \left[ \frac{U(M-1)}{p^w-M-1}, \frac{U(M-1)}{p^w-M-1} + \frac{p - 1}{p} \cdot \frac{1}{p^{w_M-1}} \right]$$
or

$$J_{M-1} := J_{M-1}^{(2)} := \left[ \frac{U(M-1)}{p^w-M-1}, \frac{U(M-1)}{p^w-M-1} + \frac{2p - 1}{p} \cdot \frac{1}{p^{w_M-1}} \right].$$

To decide, which of the two choices we prefer, we first consider the interval

$$\tilde{J}_{M-1} := \left[ \frac{U(M-1)}{p^w-M-1}, \frac{U(M-1)}{p^w-M-1} + \frac{1}{p^{w_M-1}} \right]$$

and the points $x_{n,k}$ with $n \in B_{M-1}$ and $k = 0, 1, \ldots, p^m - 1$. $\tilde{J}_{M-1}$ by Lemma[1] and Proposition[1] contains exactly $p^m$ of these points. Again for $k \geq 0$
such that $k + w_{M-1} < p^m$ we ask where exactly these points are located in $\tilde{J}_{M-1}$. Especially, again we ask how these points are distributed to the sub-intervals

$$\tilde{J}_{M-1,\gamma} := \left[ \frac{U(M-1)}{p^w_{M-1}} + \frac{\gamma}{p_{M-1}^{w_{M-1}+1}}, \frac{U(M-1)}{p^w_{M-1}} + \frac{\gamma + 1}{p_{M-1}^{w_{M-1}+1}} \right]$$

for $\gamma = 0, 1, \ldots, p-1$. Then for $n = e_0(n) + p \cdot e_1(n) + \ldots + p^{w_{M-1} - 1} \cdot e_{w_{M-1} - 1}(n) + B_{M-1}$ we arrive at the systems, where the vector consisting of $0$s, $\bar{1}$s, and $0$'s, now contains $(M-1)$ consecutive $\bar{1}$s:

$$A_{k+w_{M-1}}^{(0,1)} \cdot \begin{pmatrix} e_0(n) \\ \vdots \\ e_{w_{M-1} - 1}(n) \end{pmatrix} + B_{k+w_{M-1}}^{(0,1)} \begin{pmatrix} \bar{0} \\ \vdots \\ \bar{1} \\ 0 \\ \vdots \\ 0 \end{pmatrix} \equiv \begin{pmatrix} u_0 \\ \vdots \\ u_{w_{M-1} - 1} \end{pmatrix} \pmod{p}$$

and

$$c_{k+w_{M-1},w_{M-1}}^{(0,1)} \cdot \begin{pmatrix} e_0(n) \\ \vdots \\ e_{w_{M-1} - 1}(n) \end{pmatrix} + d_{k+w_{M-1},w_{M-1}}^{(0,1)} \begin{pmatrix} \bar{0} \\ \vdots \\ \bar{1} \\ 0 \\ \vdots \\ 0 \end{pmatrix} \equiv \gamma \pmod{p}.$$ 

As in the construction of $J_M$ we solve the first system and insert to the second, to obtain after using Lemma 7

$$\gamma \equiv \xi_{w_{M-1}} \cdot \begin{pmatrix} u_0 \\ \vdots \\ u_{w_{M-1} - 1} \end{pmatrix} \pmod{p}.$$ 

Then again distinguishing between $\gamma \neq p - 1$ and $\gamma = p - 1$ we obtain in both cases $J_{M-1}$, such that

$$\# \{(n,k) | n \in B_{M-1}, 0 \leq k < p^m, x_{n,k} \in J_{M-1}\} \geq p^m \cdot p^{w_{M-1}} \cdot \lambda(J_{M-1}) +$$

$$+ \left(q(M-1) - \frac{p - 1}{p}\right) \cdot p^m.$$
Now important is the following: Further, since $J_M \cup J_{M-1} \subseteq Z$, we know that the interval

$$J_M = \left[ \frac{U(M)}{p^{w_M}}, \frac{V(M)}{p^{w_M}} \right] = \left[ \frac{U(M)}{p^{w_{M-1}}}, \frac{V(M)}{p^{w_{M-1}}} \right]$$

satisfies that $U(M) \cdot p^{w_3}$ and $V(M) \cdot p^{w_3}$ are integers and therefore $J_M$ contains at least $p^m \cdot p^{w_{M-1}} \cdot \lambda(J_M)$ of the points $x_{n,k}$ with $k = 0, \ldots, p^m - 1$ and $n \in B_{M-1}$. Together

$$\# \{ (n, k) \mid n \in B_{M-1}, 0 \leq k < p^m, x_{n,k} \in J_M \cup J_{M-1} \} \geq p^m p^{w_{M-1}} \lambda(J_M \cup J_{M-1}) + \left( q(M-1) - \frac{p-1}{p} \right) \cdot p^m.$$

In exactly this way we proceed to construct $J_{M-1}, \ldots, J_0$ such that finally for every $l = 0, \ldots, M$ we have:

$$\# \{ (n, k) \mid n \in B_l, 0 \leq k < p^m, x_{n,k} \in J_M \cup \ldots \cup J_l \} \geq p^m \cdot p^{w_l} \cdot \lambda(J_M \cup \ldots \cup J_l) + \left( q(l) - \frac{p-1}{p} \right) \cdot p^m.$$

We set $J := J_M \cup \ldots \cup J_0$. We estimate $N := \# \{ 0 \leq n < N \mid x_n \in J \}$ from below:

$$N = \# \{ 0 \leq n < n_m \mid x_n \in J \}
+ \sum_{l=0}^{M} \# \{ (n, k) \mid n \in B_l, 0 \leq k < p^m, x_{n,k} \in J_M \cup \ldots \cup J_l \}
+ \sum_{l=0}^{M} \# \{ (n, k) \mid n \in B_l, 0 \leq k < p^m, x_{n,k} \in J_{l-1} \cup \ldots \cup J_0 \}
\geq \# \{ 0 \leq n < n_m \mid x_n \in J \}
+ \sum_{l=0}^{M} \# \{ (n, k) \mid n \in B_l, 0 \leq k < p^m, x_{n,k} \in J_M \cup \ldots \cup J_l \}
\geq \# \{ 0 \leq n < n_m \mid x_n \in J \}
+ \sum_{l=0}^{M} p^m \cdot p^{w_l} \cdot \lambda(J_M \cup \ldots \cup J_l) + \sum_{l=0}^{M} \left( q(l) - \frac{p-1}{p} \right) \cdot p^m
= \# \{ 0 \leq n < n_m \mid x_n \in J \} + (N - n_m) \lambda(J)
- \sum_{l=0}^{M} p^m \cdot p^{w_l} \cdot \lambda(J_{l-1} \cup \ldots \cup J_0) + \sum_{l=0}^{M} \left( q(l) - \frac{p-1}{p} \right) \cdot p^m,$$

where in the penultimate step we used \((14)\).
We derive an upper bound for $\lambda(J_{l-1} \cup \ldots \cup J_0)$:
\begin{equation}
\lambda(J_{l-1} \cup \ldots \cup J_0) \leq \frac{2p - 1}{p} \left( \frac{1}{p^{w_{l-1}}} + \cdots + \frac{1}{p^{w_0}} \right) \leq \frac{2p - 1}{p} \frac{1}{p^{w_{l-1}}} \frac{1}{1 - \frac{1}{p}} = \frac{2p - 1}{(p - 1)p^{w_l}}.
\end{equation}

Furthermore, we know from Example 1, Item (1) that
\begin{equation}
\# \{ (n,k) | 0 \leq n < n_m, x_n \in J \} - n_m \lambda(J) \geq -\delta_p \log n_m \geq -\delta_p \log N,
\end{equation}
with a fixed positive constant $\delta_p$ depending only on $p$.

Finally, for an appropriate lower bound of
\[\# \{ 0 \leq n < N | x_n \in J \} - N \lambda(J)\]
we face the task of estimating
\[\sum_{M, l=0}^{M} q(l) \cdot p^m = \sum_{M, l=0}^{M} A(l)\] from below: We know that for each $l$ in $\{0, \ldots, M\}$, for at least $A(l)$ values of $ks$ with $k + w_l < p^m$, the term
\[\xi_{w_l} \cdot \begin{pmatrix} u_0 \\ \vdots \\ u_{w_l-1} \end{pmatrix} + c_{k+w_l,p^m-w_l}^{(0^{(w_l)},1^{(w_l)})} \begin{pmatrix} \bar{0} \\ \bar{1} \\ \vdots \\ \bar{0} \end{pmatrix} \]
or
\[\xi_{w_l} \cdot \begin{pmatrix} u_0 \\ \vdots \\ u_{w_l-1} + 1 \end{pmatrix} + c_{k+w_l,p^m-w_l}^{(0^{(w_l)},1^{(w_l)})} \begin{pmatrix} \bar{0} \\ \bar{1} \\ \vdots \\ \bar{0} \end{pmatrix}\]
resp. takes the same value.

Since $\xi_{w_l}$ and $u_0, \ldots, u_{w_l-1}$ are independent of $k$, it remains to focus on
\[\begin{pmatrix} \bar{0} \\ \bar{1} \\ \vdots \\ \bar{0} \end{pmatrix} = \left( \binom{k + w_l + j}{j} \right)_{j=0,1, \ldots, p^m-w_l-1} \begin{pmatrix} \bar{0} \\ \bar{1} \\ \vdots \\ \bar{0} \end{pmatrix} \]
\[= \sum_{j=1}^{l} \left( \binom{(k + w_l)/p^3 + p^3[(k + w_l)/p^3]p^3 + jp^3}{jp^3} \right) \]
\[= \sum_{j=1}^{l} \left( \binom{[(k + w_l)/p^3] + j}{j} \right) \]
\[= \left( \binom{[(k + w_l)/p^3] + 1 + l}{l} \right) - 1 \]

in $\mathbb{F}_p$, where we used the special setting $\eta = 0$, $u = 1$, $z = 0$, Lucas Theorem and in the last step Lemma 1.
We summarize:

for every \( p \)

Here

Note that

Finally, this estimate together with (15) and (16) implies for \( M \)

Note that \( D_m \) is a \((p(p^3 - 1)p^{m-7} \times p^{m-7})\) matrix and from Lemma 6 we know that \( D_m \)

contains \( p(p^3 - 1)p^{m-7} \cdot p^{m-7} \left( 1 - \left( \frac{p+1}{2p} \right)^{m-7} \right) \) man\( y (p-1)s. \) We choose now \( m > 7 \) large enough such that

\[
(1 - \left( \frac{p+1}{2p} \right)^{m-7}) \geq \frac{p^2 - 1}{p^3}.
\]

We summarize:

\[
\sum_{l=0}^{M} A(l) \geq p^3 \cdot \left( \text{the number of (p-1)s in } D_m \right)
\]

\[
= p^3 \left( 1 - \left( \frac{p+1}{2p} \right)^{m-7} \right) p(p^3 - 1) p^{m-7} \cdot p^{m-7}
\]

\[
\geq (M+1)p^m p^3 - 1 \cdot \frac{p^5 - 1}{p^3}.
\]

Finally, this estimate together with (15) and (16) implies for \( m \) large enough:

\[
ND_N^* \geq \# \{ 0 \leq n < N | x_n \in J \} - N\lambda(J)
\]

\[
\geq -\delta_p \cdot \log N - p^m(M+1) \frac{2p-1}{(p-1)p^{m-1}} - p^m(M+1) \frac{p-1}{p} + \sum_{l=0}^{M} A(l)
\]

\[
\geq -\delta_p \cdot \log N + p^m(M+1) \cdot \left( \frac{p^3 - 1}{p^3} \cdot \frac{p^5 - 1}{p^5} - \frac{p-1}{p} - \frac{2p-1}{(p-1)p^{m-1}} \right)
\]

\[
\geq -\delta_p \cdot \log N + p^{2m} p^{-7} \cdot c'
\]

\[
\geq c \cdot (\log N)^2.
\]

Here \( c, c' \) are positive constant and we used \( p^{2m} \geq \frac{\log N}{(p \log p)^2} \) and the fact that

\[
\left( \frac{p^3 - 1}{p^3} \cdot \frac{p^5 - 1}{p^5} - \frac{p-1}{p} - \frac{2p-1}{(p-1)p^{m-1}} \right) > 0
\]

for every \( p \geq 2 \) which can be ensured by applying basic analysis.  \( \square \)
Remark 4. The method of proof of Theorem 3 heavily uses $\eta = 0$, $u = 1$, $z = 0$, when estimating $\sum_{l=0}^{M} A(l)$ from below. For the general setting we would have to estimate for each $l$ in $\{0, \ldots, M\}$, the number of $k$s with $k + w_l < p^m$, such that the term

$$\xi_{w_l} \cdot \left( \begin{array}{c} u_0 - z_k \\ \vdots \\ u_{w_l-1} - z_{k+w_l-1} \end{array} \right) + c_{k+w_l,p^m-w_l}^{(\eta^{(w_l)},u^{(w_l)})} \left( \begin{array}{c} 0 \\ 1 \\ \vdots \\ 0 \end{array} \right) + z_{k+w_l}$$

or

$$\xi_{w_l} \cdot \left( \begin{array}{c} u_0 + z_k \\ \vdots \\ u_{w_l-1} + z_{k+w_l-1} + 1 \end{array} \right) + c_{k+w_l,p^m-w_l}^{(\eta^{(w_l)},u^{(w_l)})} \left( \begin{array}{c} 0 \\ 1 \\ \vdots \\ 0 \end{array} \right) + z_{k+w_l}$$

resp. takes the same value. Or equivalently, using Remark 2, such that

$$\xi_{w_l} \cdot \left( \begin{array}{c} u_0 \\ \vdots \\ u_{w_l-1} \end{array} \right) + c_{k+w_l,p^m-w_l}^{(\eta^{(w_l)},u^{(w_l)})} \left( \begin{array}{c} 0 \\ 1 \\ \vdots \\ 0 \end{array} \right) + \left( \begin{array}{c} z'_{w_l} \\ \vdots \\ \vdots \\ z'_{p^m-1} \end{array} \right)$$

or

$$\xi_{w_l} \cdot \left( \begin{array}{c} u_0 \\ \vdots \\ u_{w_l-1} + 1 \end{array} \right) + c_{k+w_l,p^m-w_l}^{(\eta^{(w_l)},u^{(w_l)})} \left( \begin{array}{c} 0 \\ 1 \\ \vdots \\ 0 \end{array} \right) + \left( \begin{array}{c} z'_{w_l} \\ \vdots \\ \vdots \\ z'_{p^m-1} \end{array} \right)$$

resp. takes the same value.

The setting $z \neq 0$ causes a further dependency on $k$ in both point of views $z$ or $z'$ resp. Then $\eta \neq 0$ or $u \neq 1$ prevents the simple application of Lemma 4. Of course there is more “room” in the method of proof of Theorem 3. As, e.g., one degree of freedom in the proof is
the choice of \( w_0 > w_1 > \ldots > w_M \) that will cause vectors different to \((\bar{0}, \bar{1}, \ldots, \bar{1}, 0, \ldots, 0)^T\), and one could try to adapt the proof for different specific setting of \( \eta, u, z \). Nevertheless, a proof for the general case seems to be technically very complicated up to impossible. Additionally, note that while in base 2 the affine necklaces contain all \((2^m, 2^m)\)-nested perfect necklaces (see [1]), in odd prime bases the affine necklaces form just a subset of all \((p^m, p^m)\)-nested perfect necklaces. Hence a generalization of Theorem 3 to all normal numbers constructed via \((b^m, b^m)\)-nested perfect necklaces, which we conjecture to be true, would need a much more generalized or even different method of proof.
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