Temporal interference of relativistic bosons
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Abstract

In quantum mechanics, time is introduced as a non-measurable quantity, as there is no possibility to build a hermitian operator canonically conjugated to the Hamiltonian. We cannot have, therefore, the time operator, which means that the temporal structure of the evolution of quantum systems is ill-defined. We present an extension to the model, in which the time evolution is based on the projection postulate rather than the unitary operator. This approach is in agreement with all other aspects of quantum mechanics and allows to discuss time as an observable. Using this framework we present a description of the temporal double-slit experiment in which a single particle interferes with itself from a different instant of time. Such behaviour has already been observed experimentally but lacked a consistent theoretical explanation.
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I. INTRODUCTION

In the standard formulation of the quantum theory all observables are represented as hermitian operators. Basing on this assumption Pauli showed, that it is impossible to construct an operator of time, canonically conjugated to the Hamiltonian \([1–3]\). At present we know, that one can perform measurements on quantities described by positive operator-valued measures (POVM), which is a broader construction than the hermitian operators. It was proven in Ref. \([4]\) that a POVM observable representing time is possible to construct.

It has been intensively discussed how to introduce time as an observable in the theory, as this affects the construction of the arrow of time and clocks (see \([5, 6]\) for recent developments). Related topics include also the problem of time in entangled systems, the time of decoherence and the role of the energy-time uncertainty relation. The process of quantization can be performed in different ways and tested using specially designed experiments, like it has been shown in the example of the time of arrival operator \([7, 8]\). Since time is connected with the energy operator, thermodynamics of quantum processes started to be of interest \([9]\), especially in the connection with the future quantum computers. It has already been shown that due to the quantum correlations, heat may spontaneously flow from the colder to the hotter subsystem \([10]\), which is not observed in the macroscopic scale. Entanglement and the immediate change of state of both entangled particles rises also the question how to describe \([11]\) and experimentally investigate \([12]\) this process.

The problem of time appears also in systems performing quantum computation. Most quantum protocols silently assumes that we can neglect the time delays introduced by quantum gates and connections in the system. Another problem arises with the theoretically proposed quantum gates with feedback \([13]\), which are impossible to describe using standard tools. Understanding the time structure of quantum operations is also vital for constructing future quantum neural networks \([14]\).

Treating time as an observable leads to the problem of time measurements \([15]\), also in the context of quantum cosmology \([16]\). As time becomes a variable, new phenomena start to be possible, like dark matter described by fields evolving backwards in time \([17]\).

In this paper we discuss the interference of states in the temporal version of the double-slit experiment. The phenomenon of interference in time has most probably been already observed \([18, 19]\), and a proper theoretical description requires time as an observable \([20]\).
Following this line of research we discuss a relativistic charged pion passing a slit which opens two times in a fixed spatial location. This leads to the self-interference of the particle along the time axis. Instead of the Schrödinger evolution, we base our description on the more general projection postulate.

II. TIME IN PHYSICS

Time is introduced in physics in two ways. In the relativity theory it is regarded as a coordinate, forming with the spatial coordinates the spacetime. In all other approaches, including the standard formulation of quantum mechanics, it is introduced as a background parameter. In both situations, time is always present and can be measured by a suitable clock. According to the Pauli theorem, this type of time cannot be represented as a hermitian operator canonically conjugated to the Hamiltonian. This suggests, that the macroscopic time cannot be transferred directly to the microscopic scale.

One of the assumptions leading to the Pauli theorem is, that the time evolution must be unitary. A unitary operator is invertible, from which follows that the time evolution can be reversed, as there is no energy dissipation during the process. We know, however, that the time evolution of a physical system is invertible only under special circumstances. On the quantum level, every measurement which destroys the quantum superposition is not invertible. This suggests, that in general we should formulate the evolution of the quantum systems in a non-unitary way.

III. PROJECTION EVOLUTION OF QUANTUM SYSTEMS

We treat the evolution of a quantum system as a series of projections of the density matrix on the space of possible new states. This process is spontaneous and to some extent random, as the new state is chosen randomly according to some probability distribution. For our convenience the subsequent projections will be numbered by an ordered parameter $\tau$. The evolution on the quantum level is not time ordered, although we may expect some correspondence between the order of the projections and the evolution of the system in the macroscopic scale. The $\tau$ parameter allows to keep an order in our description, but it is not an observable and does not represent any physical quantity.
To be more precise, the projection evolution operator at the evolution step $\tau_n$, where $n \in \mathbb{Z}$, is a family of mappings between the space of quantum states at the evolution step $\tau_n$ and the space of quantum states at the evolution step $\tau_{n+1}$. The state spaces are assumed to be some subspaces of the trace class operators (the space of operators with finite trace, i.e., the set of density operators) defined on a given Hilbert space. In this case the Hilbert space of a spinless particle is not contained in $L^2(\mathbb{R}^3, d^3x)$ but rather in $L^2(\mathbb{R}^4, d^4x)$, where the fourth dimension is time, treated here on the same footing as the positions in the 3D-space.

The mappings between the spaces of states can be written in terms of the so-called quantum operations or their generalizations. The formalism of quantum operations was invented around 1983 by Krauss [23], who relied on the earlier mathematical works of Choi [24]. They showed that there exists a family of operators which map the density operator space onto another density operator space. Let us denote such operator by $E(\tau_n; \nu_n)$, where $\nu_n$ represents the set of quantum numbers at the evolution step $\tau_n$. Following Lüders [25], we postulate that the density matrix $\rho(\tau_n; \nu_n)$ at the evolution step $\tau_n$ can be obtained from $\rho(\tau_{n-1}; \nu_{n-1})$ using the evolution operators:

$$\rho(\tau_n; \nu_n) = \frac{E(\tau_n; \nu_n)\rho(\tau_{n-1}; \nu_{n-1})E(\tau_n; \nu_n)^\dagger}{\text{Tr} \left[ E(\tau_n; \nu_n)\rho(\tau_{n-1}; \nu_{n-1})E(\tau_n; \nu_n)^\dagger \right]},$$

where the denominator normalizes the expression.

Many realizations of $\Phi$ are possible. For example, if we assume a Schrödinger type of evolution, the operator takes the form

$$\Phi(\tau; \nu) = U(\tau),$$

where $\nu$ is fixed and $U(\tau)$ is a unitary operator. In this case the next step of the evolution is chosen uniquely with the probability equal to 1. One needs to note that the unitary operator (2) is not parametrized by time but by the evolution parameter $\tau$, even though, in general, it is time dependent.

Another realization of the $\Phi$ operator is the resolution of unity, for which the following conditions hold:

$$\Phi(\tau; \nu)^\dagger = \Phi(\tau; \nu),$$

$$\Phi(\tau; \nu)\Phi(\tau; \nu') = \delta_{\nu\nu'}\Phi(\tau; \nu),$$

$$\sum_{\nu} \Phi(\tau; \nu) = I,$$
where $\mathbb{I}$ is the unit operator. This type of evolution is more general than the unitary evolution and will be used in our description of the time interference.

For more details on the projection evolution formalism, including the construction of the time operator and various forms of the evolution operators, see Ref. [26].

IV. INTERFERENCE IN TIME

A. Interference on time slits

Assume that a relativistic spinless Klein-Gordon particle is emitted from a source and propagates towards the detector. On its way it meets a wall in which a slit opens for a limited time. Let the slit open two times in a fixed spatial location. When the slit is closed, the path to the detector is blocked. The particle, if not observed, will be, after successfully passing the slit, in a superposition of states corresponding to the two time intervals of the opened slit. As a result, the energy spectrum measured by the detector will have the form of an interference pattern, as was reported in Ref. [18].

The process of the emission does not happen in zero time, so the mass $m_0$ of the particle will be distributed around some mean value $\bar{m}_0$,

$$m_0 \in \Delta_{\bar{m}_0} = \left[ \bar{m}_0 - \frac{\Gamma}{2}, \bar{m}_0 + \frac{\Gamma}{2} \right],$$

where $\Gamma/2 < \bar{m}_0$. It follows from the Klein-Gordon equation $k_\mu k^\mu = m_0^2$ that to fulfill (6) the particle’s four-momentum must belong to the set $B_{\bar{m}_0}$ for which $(\bar{m}_0 - \frac{\Gamma}{2})^2 \leq k^2 \leq (\bar{m}_0 + \frac{\Gamma}{2})^2$. We write the initial state of the particle in the form

$$|\psi_0\rangle = \int_{B_{\bar{m}_0}} d^4k \ a(k)|k\rangle,$$

where $\langle x|k \rangle = \exp(-ik_\mu x^\mu)/(4\pi^2)$ and $a(k)$ denotes the momentum distribution function. We omit for simplicity the normalization factor and introduce the overall normalization in the final formula (23).

The slit is open at certain spatial location during two time periods. We denote the spacetime regions of the opened slit by $\Delta_1$ and $\Delta_2$. The evolution operator describing the passing through the slit takes the form of a projection of the state onto the region $\Delta_T = \Delta_1 \cup \Delta_2$,

$$\mathcal{E}_S(\tau) = \int_{\Delta_T} d^4x \ |x\rangle\langle x|.$$
The operator $E_S(\tau_1)$ will have a different form for particles which do not manage to pass the slit but in what follows we are interested in the form (8) only. The action of (8) on $|\psi_0\rangle$ is given by

$$E_S(\tau_1)|\psi_0\rangle = \int_{\Delta_T} d^4x \int_{B_{m_0}} d^4k a(k) \langle x | k \rangle. \quad (9)$$

In the next step the particle propagates freely from the slits to the detector. During this step the Klein-Gordon equation is fulfilled, so the evolution operator projects onto the momentum space $B_{m_0}$,

$$E_F(\tau_2) = \int_{B_{m_0}} d^4k' |k'\rangle \langle k'|. \quad (10)$$

The unnormalized state of the particle at this step reads

$$E_F(\tau_2)E_S(\tau_1)|\psi_0\rangle = \int_{B_{m_0}} d^4k' \int_{B_{m_0}} d^4k a(k) \int_{\Delta_T} d^4x \langle k'|x \rangle \langle x | k \rangle. \quad (11)$$

The detector measures the four-momentum $\kappa$ of the particle, so the last evolution operator will be the projection

$$E_D(\tau_3) = |\kappa\rangle \langle \kappa|, \quad (12)$$

which results in the final state:

$$E_D(\tau_3)E_F(\tau_2)E_S(\tau_1)|\psi_0\rangle = |\kappa\rangle \int_{B_{m_0}} d^4k' \delta^4(\kappa - k') \int_{B_{m_0}} d^4k a(k) \int_{\Delta_T} d^4x \langle k'|x \rangle \langle x | k \rangle, \quad (13)$$

where the Dirac delta appears due to the orthogonality of the momenta.

To evaluate the expression (13) we notice, that the integration over $k'$ is equal to zero if $\kappa \not\in B_{m_0}$ and is equal to one if $\kappa \in B_{m_0}$. We account for this fact introducing the function $id_{B_{m_0}}(\kappa)$ defined as

$$id_{B_{m_0}}(\kappa) = \int_{B_{m_0}} d^4k' \delta^4(\kappa - k') = \begin{cases} 
1 & \text{if } \kappa \in B_{m_0} \\
0 & \text{if } \kappa \not\in B_{m_0}
\end{cases}. \quad (14)$$

Let the spacetime coordinates of the opened slit be in the form

$$\Delta_i = \left( t_i - \frac{\delta_T}{2}, t_i + \frac{\delta_T}{2} \right) \times \left( x_i^1 - \frac{\delta_1}{2}, x_i^1 + \frac{\delta_1}{2} \right) \times \left( x_i^2 - \frac{\delta_2}{2}, x_i^2 + \frac{\delta_2}{2} \right) \times \left( x_i^3 - \frac{\delta_3}{2}, x_i^3 + \frac{\delta_3}{2} \right). \quad (15)$$
Since the scalar product $\langle x|k \rangle = \exp(-i k_{\mu} x^{\mu})/(4\pi^2)$, the integration over $x$ in (13) takes the form

$$\int_{\Delta_T} d^4x \, \langle x|k \rangle \langle k|x \rangle k = \left( \frac{1}{\sqrt{2\pi}} \right)^4 \int_{\Delta T} d^4x \, e^{-i(k_{\mu} - \kappa_{\mu})x^{\mu}}$$
$$= \left( \frac{1}{2\pi} \right)^4 \left( \int_{\Delta_1} d^4x \, e^{-i(k_{\mu} - \kappa_{\mu})x^{\mu}} + \int_{\Delta_2} d^4x \, e^{-i(k_{\mu} - \kappa_{\mu})x^{\mu}} \right). \tag{16}$$

The integrals in (16) can be evaluated using (15),

$$\int_{\Delta_i} d^4x \, e^{-i(k_\mu - \kappa_\mu)x^{\mu}} = \delta_T \delta_1 \delta_3 e^{-i(k_0 - \kappa_0)t_1} e^{-i(k_1 - \kappa_1)x^1} e^{-i(k_2 - \kappa_2)x^2} e^{-i(k_3 - \kappa_3)x^3} \times j_0 \left( \frac{k_0 - \kappa_0}{2} \delta_T \right) j_0 \left( \frac{k_1 - \kappa_1}{2} \delta_1 \right) j_0 \left( \frac{k_2 - \kappa_2}{2} \delta_2 \right) j_0 \left( \frac{k_3 - \kappa_3}{2} \delta_3 \right), \tag{17}$$

where $j_0(z) = \sin(z)/z$ is the spherical Bessel function of the first kind.

The probability density $\text{Prob}(\kappa)$ of detecting a particle with the four-momentum $\kappa$ is given by the modulus squared of the expression (13). Using equations (14), (16) and (17) we obtain

$$\text{Prob}(\kappa) = (\delta_T \delta_1 \delta_3)^2 \left( \frac{1}{2\pi} \right)^8 \text{id}_{B_{\kappa_0}}(\kappa)$$
$$\times \left| \int_{B_{\kappa_0}} d^4k \, a(k) \left( e^{-i(k_0 - \kappa_0)t_1} + e^{i(k_0 - \kappa_0)t_2} \right) e^{i(k - \kappa)\bar{x}_s} \right|^2. \tag{18}$$

The interference term $e^{-i(k_0 - \kappa_0)t_1} + e^{i(k_0 - \kappa_0)t_2}$ can be rewritten after the variable change,

$$t_1 = T_s - \frac{\epsilon_T}{2}, \quad t_2 = T_s + \frac{\epsilon_T}{2}, \tag{19}$$

which leads to

$$\text{Prob}(\kappa) = 4(\delta_T \delta_1 \delta_3)^2 \left( \frac{1}{2\pi} \right)^8 \text{id}_{B_{\kappa_0}}(\kappa)$$
$$\times \left| \int_{B_{\kappa_0}} d^4k \, a(k) e^{-i(k_0 - \kappa_0)T_s} e^{i(k - \kappa)\bar{x}_s} \cos \left( \frac{k_0 - \kappa_0}{2} \epsilon_T \right) j_0 \left( \frac{k_0 - \kappa_0}{2} \delta_T \right) \right|^2.$$

We evaluate the exact expression (20) assuming that the spatial momentum of the particle is directed along the $z$ axis, $\vec{k} = (0, 0, -k_z)$. The profile $a(k)$ takes in this case the form

$$a(k) = \tilde{a}(m^2) \delta(k_1) \delta(k_2) \delta(k_3 - k_z). \tag{21}$$
By changing the integration variables, the modulus squared in (20) reduces to
\[
\left[ j_0\left(\frac{\kappa_1}{2}\delta_1\right) j_0\left(\frac{\kappa_2}{2}\delta_2\right) j_0\left(\frac{k_z + \kappa_3}{2} - \delta_3\right) \right]^2 \int \left(\frac{\bar{m}_0 + \frac{\epsilon_T}{2}}{2}\right)^2 \frac{d(m^2)}{2\sqrt{m^2 + k_z^2}} \\
\times e^{-i\sqrt{\bar{m}_0^2 + k_z^2} T_s} \cos \left(\frac{\sqrt{\bar{m}_0^2 + k_z^2} - \kappa_0}{2} \epsilon_T\right) j_0\left(\frac{\sqrt{\bar{m}_0^2 + k_z^2} - \kappa_0}{2} \delta_T\right)^2.
\]
(22)

This expression can be simplified further if we assume that the mass spread is small, i.e., \(\Gamma \approx 0\). In this case the integration can be approximated using the mean value theorem. As a result we obtain
\[
\text{Prob}(\kappa) \approx \mathcal{N} \left[ j_0\left(\frac{\kappa_1}{2}\delta_1\right) j_0\left(\frac{\kappa_2}{2}\delta_2\right) j_0\left(\frac{k_z + \kappa_3}{2} - \delta_3\right) \right]^2 \\
\times \text{id}_{B\bar{m}_0}(\kappa) \left[ \cos \left(\frac{\sqrt{\bar{m}_0^2 + k_z^2} - \kappa_0}{2} \epsilon_T\right) j_0\left(\frac{\sqrt{\bar{m}_0^2 + k_z^2} - \kappa_0}{2} \delta_T\right) \right]^2,
\]
(23)

where we have introduced \(\mathcal{N}\) as the overall normalization factor. In our construction this factor does not normalize (23) to 1 because not all particles are assumed to pass the slit, see (8). We may however normalize (23) for all particles measured by the detector, in which case we get
\[
\int_{\mathbb{R}^4} d^4\kappa \text{Prob}(\kappa) = 1.
\]
(24)

### B. A numerical example

As an example, let us discuss the \(\pi^+\) particle in a setup with no sources of the electromagnetic interactions. During the numerical calculations the natural units \(c = \hbar = 1\) will be used.

The particle is produced with the initial three-momentum \(\vec{k} = (0, 0, -k_z)\). On its way to the detector it has to pass a slit which opens twice in the same spatial location. The slit has spatial widths \(\delta_1\) and \(\delta_2\) in the plane perpendicular to the direction of motion. The width \(\delta_3\) is less important, because the highest probability for the detector to register the pion is for the incoming momentum \(\kappa_3 = -k_z\), for which the term \(j_0((k_z + \kappa_3)\delta_3/2) = 1\) drops out.

We denote the time width of the opened slit by \(\delta_T\), and the time between the two openings by \(\epsilon_T\).

The mass of \(\pi^+\) is \(m_\pi \approx 139\) MeV. Its half-life is \(t_\pi = 3.95 \cdot 10^7\) eV\(^{-1}\), which implies the mass spread of the order of \(\Gamma \sim 1/t_\pi \approx 2.5 \cdot 10^{-8}\) eV. Because \(m_\pi\) and \(\Gamma\) differ by sixteen
FIG. 1: The detection probability as a function of $\kappa_1$ and $\kappa_2$ for different values of the opening times.

Orders of magnitude, the pion is almost exactly on its mass shell; as a consequence, $B_{\bar{m}_0}$ is just the Klein-Gordon condition, and the function $\text{id}_{B_{\bar{m}_0}}(\kappa) = 1$ becomes trivial. If the initial Klein-Gordon state of the particle is given by $k_0^2 = m_\pi^2 + k_z^2$, the state seen by the detector will be $\kappa_0^2 = m_\pi^2 + \kappa_1^2 + \kappa_2^2 + k_z^2$. Taking all this into account, the unnormalized probability, as a function of $\kappa_1$ and $\kappa_2$, is given by the expression:

$$
\text{Prob}(\kappa_1, \kappa_2) \approx j_0^2 \left( \frac{\kappa_1}{2} \delta_1 \right) j_0^2 \left( \frac{\kappa_2}{2} \delta_2 \right) \times \cos^2 \left( \frac{\sqrt{m_\pi^2 - k_z^2} - \sqrt{m_\pi^2 + \kappa_1^2 + \kappa_2^2 - k_z^2}}{2} \epsilon_T \right) \times j_0^2 \left( \frac{\sqrt{m_\pi^2 - k_z^2} - \sqrt{m_\pi^2 + \kappa_1^2 + \kappa_2^2 - k_z^2}}{2} \delta_T \right).
$$

The detection probability (25) is plotted on Fig. 1. The slits are 0.01 mm wide in the $x$ and $y$ directions. The time parameter $\epsilon_T$ takes values from $10^{-7}$ s to $10^{-12}$ s whereas $\delta_T$ is set to $\delta_T = \epsilon_T / 3$. The momentum $k_z$ is a constant number and does not play any significant role. For long opening times, the detection is possible for very small perpendicular momenta $\kappa_1$ and $\kappa_2$ only. For smaller $\epsilon_T$ the inner region widens and starting from $\epsilon_T = 10^{-10}$ s higher order maxima start to appear. They are clearly visible for $\epsilon_T = 10^{-10}$ s and shorter times.

The interference effect present on Fig. 1 comes from two sources – the spatial diffraction...
FIG. 2: The temporal part of $\text{Prob}(\kappa_1, \kappa_2)$ for different values of the opening times $\epsilon_T$.

on the slits and the temporal interference. On Fig. 2 we have drawn density plots of the temporal part of Eq. (25). For shorter opening times the axes have been rescaled to show, that the maxima appear for higher values of the momenta. Even though we have not used the Heisenberg-like condition for the energy and time, high momenta, and thus high energy, are needed in the case of short times. It follows from Eq. (25) that the temporal part is dependent on $\kappa_1^2 + \kappa_2^2$, therefore circles appear on the plots on Fig. 2. The comparison of these diagrams with those on Fig. 1 reveals, that the spatial part forces the maxima to appear along the $\kappa_1 = 0$ and $\kappa_2 = 0$ directions, dominating the temporal effects.

One may make the temporal effect visible by manipulating the spatial widths of the slit. Looking at Eq. (25) one sees, that for small $\delta_1$ and $\delta_2$ the Bessel functions are close to one and do not suppress the temporal part. We show this on Fig. 3 where the temporal parameters are set to $\epsilon_T = 10^{-14}$ s and $\delta_T = \epsilon_T/3$. The spatial size of the slit is $\delta_1 = \delta_2 = d$. For $d = 10^{-8}$ mm the circular maxima are clearly visible. For larger slits, $d = 10^{-7}$ mm, this changes into the four-fold shape dictated by the Bessel functions.
FIG. 3: The detection probability as a function of $\kappa_1$ and $\kappa_2$ for different spatial widths of the slit. Here $d = \delta_1 = \delta_2$. The time between the openings is set to $\epsilon_T = 10^{-14}$ s and the slit is open for $\delta_T = \epsilon_T/3$.

V. CONCLUDING REMARKS

A collection of papers devoted to different aspects of the physical time can be found, among others, in [21, 27]. In Ref. [21] the paper by P. Busch mentions three types of time. The most popular one is the time considered as a parameter which is measured by an external laboratory clock, uncoupled from the measured system. This time is called the external time. Time can be defined also through the dynamics of the observed quantum systems, in which case we deal with the dynamical (or intrinsic) time. Lastly, time can be considered on the same footing as other quantum observables, especially as positions in space. This is called by P. Busch the observable (or event) time and it represents the approach used in the present paper.
In the experimental practice the external time is usually used. This approach turned out not to be correct for pure quantum systems. The second possibility is the intrinsic time or, to be more precise, times. They are determined by any arbitrary set of dynamical variables. This definition is compatible with the projection evolution postulate, i.e., that changes of states or observables are more fundamental than the time itself. However, because in our approach the physical time is a quantum observable, the required characteristic times (intrinsic times) for a given physical process can be directly calculated. In this context, the intrinsic times are not fundamental but derivable temporal observables.

We have presented the description of the temporal self-interference of a relativistic quantum particle. The model is based on the projection evolution of quantum states. In this formalism one can construct the time operator \[20\] and include the time dependence of the quantum states in a consistent way. We have worked out a numerical example of a relativistic pion in a temporal double-slit experiment and showed the difference between the spatial and the temporal interference pattern.

The observable time can, in a natural way, account for some quantum mechanical effects regarded as paradoxes. It is also important that it allows to calculate the temporal characteristics of a quantum system as it can be done for other observables. It introduces the time-energy uncertainty relation on the same basis as for the position–momentum observables. The time operator and the corresponding temporal momentum operator are the very natural complements of the covariant relativistic four-position and four-momentum operators, as discussed in Ref. \[26\]. A few examples of processes analyzed in terms of the observable time can be found in \[28\].
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