STABILITY ESTIMATES FOR THE CALDERÓN PROBLEM WITH PARTIAL DATA
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Abstract. This is a follow-up of our previous article [4] where we proved local stability estimates for a potential in a Schrödinger equation on an open bounded set in dimension $n = 3$ from the Dirichlet-to-Neumann map with partial data. The region under control was the penumbra delimited by a source of light outside of the convex hull of the open set. These local estimates provided stability of log-log type corresponding to the uniqueness results in Calderón’s inverse problem with partial data proved by Kenig, Sjöstrand and Uhlmann [14]. In this article, we prove the corresponding global estimates in all dimensions higher than three. The estimates are based on the construction of solutions of the Schrödinger equation by complex geometrical optics developed in the anisotropic setting by Dos Santos Ferreira, Kenig, Salo and Uhlmann [7] to solve the Calderón problem in certain admissible geometries.
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1. Introduction

The aim of this article is to complete our previous results on the stability of Calderón’s inverse problem with partial data. In [4] we obtained local stability estimates of log-log type on a potential in a Schrödinger equation from the Dirichlet-to-Neumann map with partial data in dimension three. Unfortunately, we could only control the potentials in the penumbra region delimited by a source of light located outside of the convex hull of the open set where the potentials were supported. It seems very likely that one could obtain global estimates by a continuation argument but in the gluing process, it might be difficult to avoid losing as many logarithms as there are steps, thus yielding very weak stability estimates.
The proof was based on the construction of solutions of the Schrödinger equation by complex geometrical optics with nonlinear phases performed by Kenig, Sjöstrand and Uhlmann [14] and the alternative final argument of the same authors with Dos Santos Ferreira [8] involving the Radon transform. The estimates were thus derived in two steps:

- first, controlling the Radon transform with restricted angle-distance data by the Dirichlet-to-Neumann map
- then, controlling a function on some determined subset by this restricted Radon transform.

Both steps provided log-stability, which after combination yielded a log-log estimate. The second step was based on the observation that the qualitative microlocal analytic methods used in [8] (and in a slightly more involved way in [14]) could actually be transformed into quantitative estimates, and relied on the use of Kashiwara’s Watermelon theorem. An observation that we still believe to be of interest. The microlocal nature of the argument (also related to unique continuation) partly explains the reason why one only obtains local estimates. Besides, the restriction to dimension three was justified by the fact that in this case, the Radon transform naturally comes in, whereas in higher dimensions, it is replaced by the two-plane transform, and that formulae relating the Radon and the Segal-Bargmann transforms (used in the microlocal arguments) are straightforward.

In this paper, we choose a different path which directly yields global estimates and applies similarly to all dimensions higher than three. It is based on the methods developed in [7] (and refined in [9]) to tackle the Calderón problem on manifolds under certain geometric assumptions, and which also englobe part of the construction done in [14]. This observation has already been made by Kenig and Salo [13] and is the starting point to improve uniqueness results in the inverse problem with partial data and to unify different approaches on the subject. Like the predecessor of this article, the proof of the estimates decomposes into two parts involving this time the (attenuated) geodesic ray transform on the hemisphere, both yielding log-stability. The upgrade to global estimates is allowed because the information provided on the ray transform is not restricted to certain points and directions.

Let us now describe the problem under scope and our results. We consider the Schrödinger equation with bounded potential \( q \in L^\infty(\Omega) \)

\[
\begin{cases}
-\Delta u + qu = 0 & \text{in } \Omega \\
u|_{\partial\Omega} = f \in H^{\frac{1}{2}}(\partial\Omega)
\end{cases}
\]  

\(1.1\)

\(^1\)That is the construction in [14] of complex geometrical optics with nonlinear phases in the Euclidean case, the study of limiting Carleman weights by [7] in the manifold case and the use of reflection arguments by Isakov [12] for open sets for which parts of the boundary are hyperplanes or hyperspheres.
When 0 is not a Dirichlet eigenvalue of the Schrödinger operator $-\Delta + q$, the Dirichlet-to-Neumann map may be defined by

$$\Lambda_q f = \partial_\nu u|_{\partial\Omega}$$

where $\nu$ is the exterior unit normal of $\Omega$ and $\partial\Omega$ denotes the boundary of $\Omega$. This is a bounded operator

$$\Lambda_q : H^{1/2}(\partial\Omega) \to H^{-1/2}(\partial\Omega)$$

—in fact a first order pseudodifferential operator when $q$ and $\partial\Omega$ are smooth. The Schrödinger equation relates to the conductivity equation involved in the Calderón problem, at least for smooth enough conductivities, as observed by Sylvester and Uhlmann in [20]. In combination with boundary determination obtained by Kohn and Vogelius [15] this allowed Sylvester and Uhlmann to solve the Calderón problem for twice continuously differentiable conductivities in dimension $n \geq 3$.

The formulation of the inverse problem with partial data is whether the Dirichlet-to-Neumann map $\Lambda_q$ measured on subsets of the boundary determines the electric potential $q$ inside $\Omega$. In dimension higher than three, the first results with partial data were obtained by Bukhgeim and Uhlmann [2] but required measurements on roughly half of the boundary. The first results which require measurements on small subsets of the boundary (at least for strictly convex open sets $\Omega$) were obtained by Kenig, Sjöstrand and Uhlmann [14]. With the refinements and generalization recently obtained by Kenig and Salo [13], they are the most precise results so far in dimension $n \geq 3$. Let us describe the results of [14] in more details. For that purpose, we introduce the front and back sets

$$F(x_0) = \{ x \in \partial\Omega : \langle x - x_0, \nu \rangle \leq 0 \}$$

$$B(x_0) = \{ x \in \partial\Omega : \langle x - x_0, \nu \rangle \geq 0 \}$$

of $\tilde{\Omega}$ with respect to a source $x_0 \in \mathbb{R}^n \setminus \text{ch}(\tilde{\Omega})$ outside the convex hull of $\tilde{\Omega}$ (see figure 1). Recall that $\nu$ is the exterior unit normal. The main result of [14] reads as follows.

**Theorem (Kenig, Sjöstrand and Uhlmann).** Let $\Omega$ be a bounded open set in $\mathbb{R}^n, n \geq 3$ with smooth boundary, let $x_0 \notin \text{ch}(\Omega)$ and consider two open neighbourhoods $\tilde{F}, \tilde{B}$ respectively of the front and back sets $F(x_0)$ and $B(x_0)$ of $\Omega$ with respect to $x_0$. Let $q_1, q_2$ be two bounded potentials on $\Omega$, suppose that 0 is neither a Dirichlet eigenvalue of the Schrödinger operator $-\Delta + q_1$ nor of $-\Delta + q_2$, and that for all $f \in H^{1/2}(\partial\Omega)$ supported in $\tilde{B}$, the two Dirichlet-to-Neumann maps coincide on $\tilde{F}$

$$\Lambda_{q_1} f(x) = \Lambda_{q_2} f(x), \quad x \in \tilde{F}$$

then the two potentials agree $q_1 = q_2$. 
The main goal of this article is to derive the corresponding stability estimates. Stability estimates for the conductivity inverse problem go back to Alessandrini’s article [1]. For the inverse problem with partial data, stability estimates corresponding to the results of Bukhgeim and Uhlmann were derived by Heck and Wang [11], and in the presence of a magnetic field by Tzou [21]. Recently, Caro and Salo proved in [5] stability estimates for the Calderón problem in certain anisotropic media following an approach quite similar to the one presented here. Our previous article [4] was, to the best of our knowledge, the first attempt to obtain stability estimates corresponding to the results of Kenig, Sjöstrand and Uhlmann, and only lacked its goal by the local nature of the estimates. To simplify the exposition of the derivation of our stability estimates, we only consider the case where the Dirichlet-to-Neumann maps are measured on the front set of $\Omega$ but with test functions fully supported in the boundary (instead of the back front set). We believe the extension to the case considered by Kenig, Sjöstrand and Uhlmann to be a purely technical matter.

Let us begin by defining a partial Dirichlet-to-Neumann map; let $\tilde{F}$ be an open neighbourhood of the front set $F(x_0)$. Let $\chi_{\tilde{F}}$ be a cutoff function supported in $\tilde{F}$ which equals 1 on a neighbourhood of $F(x_0)$. We consider the following partial Dirichlet-to-Neumann map

$$\Lambda_q^\sharp = \chi_{\tilde{F}} \Lambda_q.$$  

To obtain reasonable stability results, one needs a priori bounds on the potentials in the Shrödinger equation. The class of potentials we are considering is the following:

$$\mathcal{Q}(M, \sigma) = \{ q \in L^\infty \cap H^\sigma(\mathbb{R}^n) : \text{supp } q \subset \bar{\Omega}, \|q\|_{L^\infty} + \|q\|_{H^\sigma} \leq M \}.$$  

Our stability result is as follows.

---

\[2\] This requires in particular the construction of exponentially small corrections by a reflection argument to obtain the correct support properties of the traces of the complex geometrical optics solutions on the boundary with the complexified parameter $s \in \mathbb{C}$ considered in this paper, along the lines of the construction done in [14].
Theorem 1.1. Let $\Omega$ be a bounded open set in $\mathbb{R}^n, n \geq 3$ with smooth boundary, let $x_0 \notin \text{ch}(\bar{\Omega})$ and consider an open neighbourhood $\tilde{F}$ of the front set $F(x_0)$ of $\bar{\Omega}$ with respect to $x_0$. Let $\sigma \in (0, 1/2)$ and $M > 0$, there exists a constant $C > 0$ (depending on $\Omega, \tilde{F}, n, \sigma$ and $M$) such that for all bounded potentials $q_1, q_2 \in \mathcal{Q}(M, \sigma)$ such that $0$ is neither a Dirichlet eigenvalue of the Schrödinger operator $-\Delta + q_1$ nor of $-\Delta + q_2$, the estimate
\[
\|q_1 - q_2\|_{L^2(\Omega)} \leq C \left| \log \log \|\Lambda_{q_1}^\pm - \Lambda_{q_2}^\pm\| \right|^{-\frac{2\sigma}{\pi+3\sigma}}
\]
holds true.

The conductivity equation in $\Omega$ reads as follows
\[
\begin{cases}
\text{div}(\gamma \nabla u) = 0 & \text{in } \Omega \\
u|_{\partial\Omega} = f \in H^\frac{1}{2}(\partial\Omega)
\end{cases}
\]
where $\gamma$ is a positive function of class $C^2$ on $\bar{\Omega}$. The Dirichlet-to-Neumann map is defined as before
\[
\Lambda_\gamma f = \gamma \partial_\nu u|_{\partial\Omega}
\]
where $\partial_\nu$ denotes the exterior normal derivative of $u$. With a slight abuse of notations, we use the convention that whenever the subscript contains the letter $q$, the notation refers to the Dirichlet-to-Neumann map related to the Schrödinger equation (1.1), while if it contains the letter $\gamma$ it refers to the map related to the conductivity equation (1.2). The inverse problem formulated by Calderón is whether it is possible to determine $\gamma$ from $\Lambda_\gamma$.

The class of admissible conductivities that we will consider is:
\[
\mathcal{G}(M, \sigma) = \{ \gamma \in W^{2, \infty} \cap H^{2+\sigma}(\mathbb{R}^n) : \text{supp } \gamma \subset \bar{\Omega}, \|\gamma\|_{W^{2, \infty}} + \|\gamma\|_{H^{2+\sigma}} \leq M \}.
\]

Corollary 1.2. Let $\Omega$ be a bounded open set in $\mathbb{R}^n, n \geq 3$ with smooth boundary, let $x_0 \notin \text{ch}(\bar{\Omega})$ and consider an open neighbourhood $\tilde{F}$ of the front set $F(x_0)$ of $\bar{\Omega}$ with respect to $x_0$. Let $\sigma \in (0, 1]$ and $M > 0$, there exists a constant $C > 0$ (depending on $\Omega, \tilde{F}, n, \sigma$ and $M$) such that for all bounded conductivities $\gamma_1, \gamma_2 \in \mathcal{G}(M, \sigma)$ the estimate
\[
\|\gamma_1 - \gamma_2\|_{H^1(\Omega)} \leq C \left| \log \log \left( \|\Lambda_{\gamma_1}^\pm - \Lambda_{\gamma_2}^\pm\| + \|\gamma_1 - \gamma_2\|_{L^\infty(\partial\Omega)} + \|\nabla \gamma_1 - \nabla \gamma_2\|_{L^\infty(\partial\Omega)} \right) \right|^{-\frac{2\sigma}{\pi+3\sigma}}
\]
holds true.

Remark 1.3. As a consequence of this corollary, one can also get control of $\|\gamma_1 - \gamma_2\|_{L^\infty}$. Indeed, it is enough to interpolate between $H^1$ and $W^{1, p}$ to get control of $\|\gamma_1 - \gamma_2\|_{W^{1, p}}$ with $p > n$ and then use Sobolev embeddings.

\[3\] In fact in its initial formulation, the problem concerns only measurable conductivities bounded from above and below, and remains so far open in dimensions higher than three.
In the second section, we study the attenuated geodesic ray transform on a hemisphere; the results are classical but given the plain context we choose a very explicit and pedestrian approach. This could also be thought as an introduction on the subject of geodesic ray transforms on manifolds with the example of the hypersphere. In the third section, we construct solutions to the Schrödinger equation by complex geometrical optics, using the approach developed in the anisotropic setting in [7] and in [9]. In section four, we establish the stability estimates of Theorem 1.1: first we show how to extend bounds on the Fourier transform of a function in a given interval to a larger set of frequencies, then we control a mixed Fourier transform in the radial variables, and geodesic ray transform in the angular variable of the potentials by the Dirichlet-to-Neumann map and finish by using the stability estimates derived in section two. In the last section, we go back to the conductivity equation (and thus to Calderón’s problem) and prove Corollary 1.2.
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Notations. We denote \( \mathbb{H} = \{ s \in \mathbb{C} : \text{Im } s > 0 \} \) Poincaré’s upper half plane. The convention that we are using on the Fourier transform is the following

\[
\hat{f}(\lambda) = \int_{-\infty}^{\infty} e^{-i\ell \lambda} f(\ell) \, d\ell.
\]

We use the classical Japanese brackets notation

\[
\langle z \rangle = \sqrt{1 + |z|^2}, \quad z \in \mathbb{R}^n.
\]

Moreover, if \( y \in \mathbb{R}^n \) then \( y^\perp \) denotes the hyperplane orthogonal to \( y \). Finally \( (S^d, g_d) \) denotes the hypersphere of dimension \( d \) in \( \mathbb{R}^{d+1} \) endowed with the canonical metric \( g_d \).

2. **The attenuated geodesic ray transform on a hemisphere**

We consider the northern hemisphere (with north pole \( e_{d+1} = (0, \ldots, 0, 1) \))

\[
S^d_+ = \{ x \in S^d : x_{d+1} > 0 \} \subset \mathbb{R}^{d+1}
\]

the boundary of which is the equator

\[
\partial S^d_+ = \{ (x', 0) \in S^d : x' \in S^{d-1} \} \simeq S^{d-1}.
\]

The exterior unit normal to the boundary is everywhere \((0, -1)\) and the set of inward pointing unit tangent vectors

\[
\partial_+ S(S^d_+) = \{ (x, \xi) \in S^d \times S^d : x_{d+1} = 0, \xi_{d+1} > 0, \langle x', \xi' \rangle = 0 \}
\]

can be identified with a subset of \( \partial S^d_+ \times S^d_+ \). Geodesics starting at the boundary of \( S^d_+ \) are half great circles which can be parametrized in the
following way

\[
\gamma_{x',\xi}(t) = \cos t (x', 0) + \sin t \xi = (\cos t x' + \sin t \xi', \sin t \xi_{d+1})
\]

\[
= \exp(x', 0)(t\xi)
\]

with \( \langle x', \xi' \rangle = 0 \) and \( \xi_{d+1} > 0 \). The attenuated geodesic ray transform of a function is defined as

\[
T_+^\lambda f(x', \xi) = \int_0^\pi f(\cos t (x', 0) + \sin t \xi) e^{-\lambda t} dt
\]

with \( \lambda \geq 0 \). Recall that the distance on the sphere is given by

\[
d_{S^d}(x, y) = \arccos \langle x, y \rangle.
\]

2.1. **Caps strictly smaller than hemispheres are simple manifolds.**

Let \( \alpha_0 \in ]-1, 1[, \) we denote

\[
S^d_{>\alpha_0} = \{ x \in S^d : x_{d+1} > \alpha_0 \}
\]

caps on the hypersphere; these are strictly smaller than the northern hemisphere \( S^d_{>\alpha_0} \subset S^d_+ \) provided \( \alpha_0 > 0 \).

**Definition 2.1.** A compact manifold with boundary \( (M, g) \) is said to be simple if its boundary \( \partial M \) is strictly convex (that is its second fundamental form is definite positive), and if the exponential map \( \exp_x : U_x \rightarrow M \) defined on its maximal set of definition is a diffeomorphism for all \( x \in M \).

The importance of the notion of simple manifolds is partly justified by the fact that the geodesic ray transform is known to be injective on such manifolds. The boundary

\[
\partial S^d_{>\alpha_0} = \{ x \in S^d : x_{d+1} = \alpha_0 \}
\]

of a cap is strictly convex if and only if the cap is strictly smaller than the hemisphere. Indeed \( x \mapsto (\alpha_0 - x_{d+1}) \) is a boundary defining function, whose exterior derivative \( -dx_{d+1} \) is the exterior unit conormal, and

\[
\nabla^2 x_{d+1}(\xi \otimes \xi) = \frac{\partial^2}{\partial t^2} \left( \cos t x_{d+1} + \sin t \xi_{d+1} \right)_{t=0} = -\alpha_0
\]

thus the second fundamental form of \( \partial S^d_{>\alpha_0} \) is definite positive if and only if \( \alpha_0 > 0 \). The exponential map \( \exp_{(x', 0)} : T_{(x', 0)} S^d_+ \rightarrow S^d_+ \) is a diffeomorphism from \( \{ \xi \in T_{(x', 0)} S^d_+ : \xi_{d+1} > 0 \} \) to \( S^d_+ \):

if \( \eta = \exp_{(x', 0)}^{-1}(y), \ y \in S^d_+ \) then \( |\eta| = d_{S^d}((x', 0), y) = \arccos \langle x', y' \rangle \)

and

\[
\frac{\eta}{|\eta|} = \frac{y - \langle x', y' \rangle (x', 0)}{\sqrt{1 - \langle x', y' \rangle^2}}.
\]

This shows that any cap strictly smaller than the hemisphere is a simple manifold. Of course, the former inverse breaks down when \( \langle x', y' \rangle = \pm 1 \) i.e. when \( y \) and \( (x', 0) \) are equal or conjugate points (which may occur only
on $\overline{S^d_+}$, giving further evidence that the full northern hemisphere $\overline{S^d_+}$ is far from being a simple manifold.

The aim of this section is to prove that the attenuated geodesic transform restricted to functions supported in the open northern hemisphere is injective for small values of the attenuation parameter $\lambda > 0$ and to derive the corresponding stability estimates. We will restrict our attention to functions which are supported in a cap strictly smaller than the northern hemisphere

$$S^d_{>\alpha_0} = \{ x \in S^d : x_{d+1} > \alpha_0 \}, \quad 0 < \alpha_0 < 1,$$

(a simple manifold). We will use the following spaces and norms: on $\partial_+ S(S^d_+)$ one introduces the measure

$$d\mu = \xi_{d+1} \, dx' \, d\xi$$

(where $dx'$ is the measure on the hypersphere $S^{d-1}$ and $d\xi$ the measure on the hypersphere $S^d \cap (x', 0)^{\perp}$) and the corresponding $L^2$ norm

$$\| F \|_{L^2(\partial_+ S(S^d_+))} = \left( \int_{\partial_+ S(S^d_+)} |F(x', 0, \xi)|^2 \, d\mu(x', \xi) \right)^{\frac{1}{2}} = \left( \int_{S^{d-1}} \int_{S^d \cap (x', 0)^{\perp}} |F(x', 0, \xi)|^2 \, \xi_{d+1} \, d\xi \, dx' \right)^{\frac{1}{2}}.$$

This choice is motivated by Santaló’s formula\footnote{Santaló’s formula \cite{16} is slightly more general and actually applies to integrals on the cosphere bundle $S(S^d_+)$.}

$$\int_{S^d_+} f(x) \, dx = \frac{1}{|S^{d-1}|} \int_{\partial_+ S(S^d_+)} \int_0^{\pi} f(\exp(x', 0)(t\xi)) \, dt \, d\mu$$

which immediately implies the $L^2$ continuity of the attenuated geodesic ray transform

$$\int_{\partial_+ S(S^d_+)} |T^+_\lambda f|^2 \, d\mu \leq \pi \int_{\partial_+ S(S^d_+)} \int_0^{\pi} |f(\exp(x', 0)(t\xi))|^2 \, dt \, d\mu = \pi |S^{d-1}| \int_{S^d_+} |f(x)|^2 \, dx.$$

**Remark 2.2.** Note that again from Santaló’s formula

$$\int_{\partial_+ S(S^d_+)} |dT^+_\lambda f|^2 \, d\mu \leq \pi \int_{\partial_+ S(S^d_+)} \int_0^{\pi} |df(\exp(x', 0)(t\xi))|^2 \, dt \, d\mu = \pi |S^{d-1}| \int_{S^d_+} |df(x)|^2 \, dx.$$
The following result is classical [10, 19, 17] and the reader familiar with geometric tomography can skip the section. We provide proofs in the case of the hyperpshere because computations are fairly explicit in this case and can serve as an introduction to such tomography problems on manifolds.

**Theorem 2.3.** Let \( \alpha_0 \in (0, 1) \), there exist two constants \( \lambda_0 > 0 \) and \( C > 0 \) such that for all \( 0 \leq \lambda \leq \lambda_0 \) and all \( f \in L^2(S^d_+) \) supported in \( S^d_{> \alpha_0} \) one has the following estimate

\[
C \| T_\lambda^+ f \|_{L^2(\partial_+ S^d_+)} \geq \| f \|_{H^{-\frac{1}{2}}(S^d_+)}.
\]

**Remark 2.4.** If such a stability estimate holds for large values of the attenuation parameter \( \lambda > 0 \) then the constant \( C \) will behave exponentially badly, since if one takes \( f \) to be a smooth function supported in \( x_{d+1} > 1/2 \), normalized in such a way that the \( L^2 \) norm is one, then by Santalo’s formula

\[
\int_{\partial_+ S^d_+} |T_\lambda^+ f(x', \xi)|^2 \, d\mu \leq \pi |S^{d-1}| e^{-\lambda \pi/4}
\]

and therefore

\[
C \geq \frac{e^{\lambda \pi/4}}{\pi |S^{d-1}|} \| f \|_{H^{-1/2}(S^d_+)}.
\]

In particular, from the point of view of stability estimates for the Calderón problem with partial data, this means that, were we to prove a stability estimate for the attenuated geodesic transform for a wider range of values of the attenuation parameter \( \lambda > 0 \), we would still be obtaining log-log type stability estimates for the partial Dirichlet-to-Neumann map (one logarithmic loss for each of the exponential factors arising from the exponential behaviour of the complex geometrical optics and from the exponential behaviour of the constant in the stability estimate for the attenuated ray transform). For efficiency purposes it is therefore not worth pursuing the investigation of estimates for larger values of the attenuation parameter, and for our goal, we are satisfied with small values of \( \lambda \). Note that in [7], the injectivity of the attenuated geodesic ray transform was proved for small values of the attenuation in simple compact Riemannian manifolds with boundary, and that in [18], the injectivity was obtained for all attenuations on simple surfaces.

2.2. **Stereographic projection.** To prove the estimate, we will study the corresponding Euclidean weighted X-ray transform obtained by mapping the northern hemisphere to the Euclidean space through stereographic projection

\[
\sigma_+ : S^d_+ \rightarrow \mathbb{R}^d
\]

the expression of which is

\[
\sigma_+(x) = \frac{x'}{x_{d+1}}, \quad \sigma^{-1}_+(z) = \frac{(z, 1)}{\langle z \rangle}.
\]
Half great circles are transformed into lines by the stereographic projection
\[ \sigma_+ \circ \gamma_{x', \xi}(t) = \cotan t \frac{x'}{\xi_{d+1}} + \sigma_+(\xi). \]

In the coordinates given by the projection, the ray transform reads
\[ T^+_\lambda f(x', \xi) = T^\infty_\lambda (f \circ \sigma_+^{-1})(\sigma_+(\xi), x'/\xi_{d+1}) \]
where \( T^\infty_\lambda \) is the following weighted (Euclidean) X-ray transform
\[ T^\infty_\lambda g(z, \zeta) = \int_{-\infty}^{\infty} g(z + t\zeta) e^{-\lambda(\pi/2 - \arctan t/\langle z\rangle)} \frac{dt}{1 + t^2}, \]
\[ z \in \mathbb{R}^d, \zeta \in z^\perp, |\zeta| = \langle z \rangle. \]

Note that if \( f \) is supported in \( S^d_{\alpha_0} \) then its pullback by the inverse of the stereographic projection \( g = f \circ \sigma_+^{-1} \) is supported in the ball \( B(0, (\alpha_0^2 - 1)^{1/2}) \) where \( \langle z \rangle \leq \alpha_0^{-1} \).

**Remark 2.5.** The stereographic projection is an isometry between the hemisphere \( (S^d_+, g_d) \) endowed with the canonical metric and \( (\mathbb{R}^d, G_d) \) where the metric \( G_d \) is given (in matrix form) by
\[ G_d = \frac{1}{1 + |z|^2} \left( I_d - \frac{z \otimes z}{1 + |z|^2} \right). \]

In particular, we have
\[ \sqrt{\det G_d} = \langle z \rangle^{-d-1} \]
and the corresponding \( L^2 \) space obtained by projecting square integrable functions on the hemisphere by stereographic projection is
\[ L^2(\mathbb{R}^d, \langle z \rangle^{-d-1} dz). \]

In terms of norms, this gives
\[ \| f \|^2_{L^2(S^d_+)} = \int_{\mathbb{R}^d} |f \circ \sigma_+^{-1}(z)|^2 \langle z \rangle^{-d-1} dz. \]

Our aim is to control the \( H^{-1/2} \) norm of \( f \) by
\[ \| T^+_\lambda f \|^2_{L^2(\partial_+ S^d_+)} = \int_{\partial_+ S(S^d_+)} |T^+_\lambda f(x', \xi)|^2 d\mu(x', \xi) \]
\[ = \int_{S^{d-1}} \left( \int_{\zeta^\perp} |T^\infty_\lambda (f \circ \sigma_+^{-1})(z, \langle z \rangle \zeta)|^2 \langle z \rangle^{-1-d} dz \right) d\zeta \]
(where \( \mu \) is the measure on \( \partial_+ S(S^d_+) \) defined in the beginning of the section).

The weighted ray transform under scope also reads
\[ T^\infty_\lambda g(z, \langle z \rangle \zeta) = \langle z \rangle \int_{-\infty}^{\infty} g(z + t\zeta) e^{-\lambda(\pi/2 - \arctan t/\langle z \rangle)} \frac{dt}{t^2 + \langle z \rangle^2} \]
\[ = \langle z \rangle X_{w_\lambda}(\langle z \rangle^{-2} g)(z, \zeta), \quad z \in \mathbb{R}^d, \zeta \in z^\perp, |\zeta| = 1, \]
where $X_w$ denotes the Euclidean weighted X-ray transform

$$X_w f(z, \zeta) = \int_{-\infty}^{\infty} f(z + t\zeta) w(t, z) \, dt, \quad z \in \mathbb{R}^d, \zeta \in S^{d-1} \cap z^\perp$$

with (bounded) exponential weight

$$w_\lambda(t, z) = e^{-\lambda \left( \frac{\pi}{2} - \arctan \frac{t}{\langle z \rangle} \right)}.$$

If the function $g$ is supported in the set $\langle z \rangle \leq \alpha_0^{-1}$ then so is the weighted ray transform $X_w g$ and thus we have

$$\left( \int_{S^{d-1}} \int_{\zeta^\perp} |\langle z \rangle^{-\frac{d-1}{2}} X_{w_\lambda}(\langle z \rangle^2 g)|^2 \, dz \, d\zeta \right)^{\frac{1}{2}} \geq \alpha_0^{-\frac{d-1}{2}} \left( \int_{S^{d-1}} \int_{\zeta^\perp} |X_{w_\lambda}(\langle z \rangle^2 g)|^2 \, dz \, d\zeta \right)^{\frac{1}{2}}.$$

Similarly the fact that $\langle z \rangle^{-(d+1)/2} \langle D_z \rangle^{-1/2} \langle z \rangle^{-2}$ is a pseudodifferential operator of order $-1/2$ implies

$$\int |\langle D_z \rangle^{-\frac{1}{2}} g|^2 \langle z \rangle^{-d-1} \, dz \leq C'\|\langle z \rangle^2 g\|_{H^{-\frac{1}{2}}(\mathbb{R}^d)}$$

and therefore the stability estimate we propose to prove is equivalent to

$$C'' \left( \int_{S^{d-1}} \int_{\zeta^\perp} |X_{w_\lambda} g(z, \zeta)|^2 \, dz \, d\zeta \right)^{\frac{1}{2}} \geq \|g\|_{H^{-\frac{1}{2}}(\mathbb{R}^d)}$$

for functions $g \in L^2(\mathbb{R}^d)$ supported in $B(0, (\alpha_0^{-2} - 1)^{1/2})$.

2.3. The Euclidean weighted X-ray transform. Motivated by the former computations related to the stereographic projection, we study the Euclidean weighted X-ray transform

$$X_w f(z, \zeta) = \int_{-\infty}^{\infty} f(z + t\zeta) w(t, z) \, dt, \quad z \in \mathbb{R}^d, \zeta \in S^{d-1} \cap z^\perp$$

where $w$ is a smooth function of $(t, z) \in \mathbb{R}^{d+1}$. For further use, we denote $E$ the sphere bundle

$$E = \bigcup_{\zeta \in S^{d-1}} \zeta^\perp.$$

Remark 2.6. Note that $X_w$ is a bounded operator from $L^2(\mathbb{R}^d)$ to $L^2(E)$ provided $w$ has a good behaviour (for instance if it is a smooth compactly...
supported function). Indeed, by Cauchy-Schwarz in the time integral, we get

\[ \|X_w f\|_{L^2(E)} \leq \left( \int_{S^{d-1}} \left( \int_{-\infty}^{\infty} \|w(\cdot, z)\|^2_{L^2(\mathbb{R})} |f(z + t\zeta)|^2 \, dt \, dz \right) d\zeta \right)^{\frac{1}{2}} \]

\[ \leq \sup_{z \in \mathbb{R}^d} \|w(\cdot, z)\|_{L^2(\mathbb{R})} |S^{d-1}|^{\frac{1}{2}} \|f\|_{L^2(\mathbb{R}^d)} \]

**Theorem 2.7.** Let \( \alpha_0 \in (0, 1) \), there exist two constants \( \varepsilon > 0 \) and \( C > 0 \) and an integer \( N \) such that for all weights \( w \in C^\infty(\mathbb{R}^{d+1}) \) such that

\[ \sup_{t^2 + (z)^2 \leq 4\alpha_0^{-2}} |\partial^\beta(w(t, z) - 1)| \leq \varepsilon, \quad |\beta| \leq N \]

and all \( f \in L^2(\mathbb{R}^d) \) supported in \( B(0, (\alpha_0^{-2} - 1)^{1/2}) \) one has the following estimate

\[ C \|X_w f\|_{L^2(E)} \geq \|f\|_{H^{-\frac{1}{2}}(\mathbb{R}^d)}. \]

First note that since one is interested in lower bounds on \( X_w f \) and since norms of

\[ X_w f(z, \zeta) + X_w f(z, -\zeta) = X_f \tilde{w}(z, \zeta), \quad \tilde{w}(t, \zeta) = w(t, \zeta) + w(-t, \zeta) \]

are controlled by twice the norms of \( X_w f \), we may assume without loss of generality that \( w \) is even in time. Besides if \( \chi \in C^\infty(0, 2\alpha_0^{-1}) \) then

\[ X_w (\chi(\langle z \rangle)f) = X_{\chi(t, z)}w f \]

therefore if \( f \) is supported in \( \langle z \rangle \leq \alpha_0^{-1} \), by choosing \( \chi \in C^\infty(0, 2\alpha_0^{-1}) \) equal 1 on \([0, \alpha_0^{-1}]\), we may assume that \( w \) is a smooth compactly supported function and that

\[ \sup_{\mathbb{R}^{d+1}} |\partial^\beta(w(t, z) - 1)| \leq C\varepsilon, \quad |\beta| \leq N. \]

It is well known that the normal operator built from the Euclidean X-ray transform is a multiple of the square root of the inverse of the standard Euclidean Laplacian

\[ X_0^* X_0 = c_d |D_z|^{-1}, \quad c_d = 4(2\pi)^{d+1} \Gamma \left( \frac{d-1}{2} \right) \]

where the adjoint \( X_0^* \) of the X-ray transform is given by

\[ X_0^* F(z) = \int_{S^{d-1}} F(z - \langle z, \zeta \rangle \zeta, \zeta) \, d\zeta. \]

This implies that \( X_0 \) is a bounded isomorphism \( \dot{H}^{-1/2}(\mathbb{R}^d) \to L^2(E) \) with inverse

\[ X_0^{-1} = c_d^{-1} |D_z| X_0^* \]
(where $\hat{H}^{-1/2}$ denotes the homogeneous Sobolev space of order $-1/2$). Let us now perform the computation in the weighted case. The adjoint operator reads

$$(X_w^* F)(z) = \int_{S^{d-1}} w(\langle z, \zeta \rangle, \pi_{\zeta\perp}(z)) F(\pi_{\zeta\perp}(z), \zeta) \, d\zeta$$

where $\pi_{\zeta\perp}(z) = z - \langle z, \zeta \rangle \zeta$ is the orthogonal projection of $z$ on the orthogonal of $\zeta$. The normal operator $N_w = X_w^* X_w$ is therefore given by

$$N_w f(z) = 2 \int_{S^{d-1}} \int_0^\infty w(\langle z, \zeta \rangle, \pi_{\zeta\perp}(z)) w(t + \langle z, \zeta \rangle, \pi_{\zeta\perp}(z)) f(z + t\zeta) \, dt \, d\zeta$$

where by a slight abuse of notations, we have kept $N_w$ to denote the kernel of the normal operator

$$N_w(z, y) = |z - y|^{-d+1} L_w(z, y) L_w(y, z)$$

$$L_w(z, y) = w\left(\frac{\langle z, y - z \rangle}{|y - z|}, z - \frac{\langle z, y - z \rangle}{|y - z|^2} (y - z)\right).$$

Note that this kernel is singular on the diagonal $z = y$ on $\mathbb{R}_z^d \times \mathbb{R}_y^d$ and that for $w = 0$, we get that $N_0 = X_0^* X_0 = c_d|D_z|^{-1}$ as explained earlier on.

**Lemma 2.8.** Let $w \in C_0^\infty(\mathbb{R}^{n+1})$, let $\psi \in C_0^\infty(\mathbb{R}^d)$ equal one on the unit ball, the component of the normal operator acting on high frequencies

$$N_{w}^{\text{high}} = N_w(1 - \psi(D_z))$$

is a pseudodifferential operator on $\mathbb{R}^d$ of order $-1$, the symbol of which has seminorms in $S^{-1}$ bounded by finitely many seminorms of $w$ in $C_0^\infty(\mathbb{R}^{n+1})$ of the form

$$\sup_{\mathbb{R}^{d+1}} |\partial^\beta w|.$$ 

**Proof.** The symbol associated with the normal operator is

$$a_w(z, \zeta) = (1 - \psi(\zeta)) \int N_w(z, z - y) e^{-iy\cdot\zeta} \, dy.$$ 

We will use a dyadic partition of unity

$$1 = \sum_{\mu = -\infty}^{\infty} \chi(2^{-\mu} y),$$

with $\chi$ a function supported in the annulus $\frac{1}{2} \leq |y| \leq 2$, to decompose the symbol as a sum of terms of the form

$$2^{\mu d} (1 - \psi(\zeta)) \int e^{2^{\mu} y\cdot\zeta} \chi(y) N_w(z, z - 2^\mu y) \, dy$$

$$= 2^\mu (1 - \psi(\zeta)) \int e^{2^{\mu} y\cdot\zeta} |y|^{-d+1} \chi(y) L_w(z, z - y) L_w(z - 2^\mu y, z) \, dy.$$
with
\[ L_w(z, z - y) = w\left(-\frac{\langle z, y \rangle}{|y|}, \pi_y(z)\right), \]
\[ L_w(z - 2\mu y, z) = w\left(-\frac{\langle z, y \rangle}{|y|} - 2\mu|y|, \pi_y(z)\right). \]

Note that because of the compact support of the weight \( w \), the first function \( L_w(z, z - y) \) has compact support in \( z \). Derivatives with respect to \( y \) of the amplitude
\[ |y|^{-d+1} \chi(y)L_w(z, z - y)L_w(z - 2\mu y, z) \]
are bounded by finitely many seminorms of \( w \) in \( C_0^\infty(\mathbb{R}^{n+1}) \). Applying the non-stationary phase when \( 2\mu|\zeta| \) is larger than 1 we get
\[ |a_w(z, \zeta)| \leq C(w) \sum_{2\nu|\zeta| \geq 1} 2\mu(2\mu|\zeta|)^{-M} + C(w) \sum_{2\nu|\zeta| \leq 1} 2\mu \]
\[ \leq C(w)\sqrt{2}\left(\frac{2M}{M-1} + 2\right)\langle \zeta \rangle^{-1} \]
with a constant \( C(w) \) depending on finitely many seminorms of \( w \). Repeating this argument for the derivatives of this function, we get that \( a_w \) is a classical symbol of order \(-1\).

**Corollary 2.9.** The weighted X-ray transform \( X_w \) is a bounded operator from \( H^{-\frac{1}{4}}(\mathbb{R}^d) \) to \( L^2(E) \). Its norm is bounded by finitely many seminorms of \( w \) in \( C_0^\infty(\mathbb{R}^{n+1}) \).

**Proof.** By Lemma 2.8, \( N_w^{\text{high}} \) is a bounded operator from \( H^{-\frac{1}{2}}(\mathbb{R}^d) \) to \( H^{\frac{1}{2}}(\mathbb{R}^d) \) and this fact together with Remark 2.6 implies the following bound
\[ \|X_w f\|_{L^2(E)}^2 = \|X_w \psi(D_z) f\|_{L^2(E)}^2 + \langle N_w^{\text{high}} f, (1 - \psi(D_z)) f \rangle_{L^2(\mathbb{R}^d)} \]
\[ \leq C^2 \|\psi(D_z) f\|_{L^2(\mathbb{R}^d)}^2 + C^2 \|f\|_{H^{-\frac{1}{2}}(\mathbb{R}^d)}^2. \]

This yields the corollary since \( \psi(D_z) \) is a bounded operator from \( H^{-1/2} \) to \( L^2 \) and the constant \( C \) depends on finitely many seminorms of \( w \) in \( C_0^\infty(\mathbb{R}^{n+1}) \).

2.4. A perturbation argument. To prove Theorem 2.7 we will use a perturbation argument and compare the attenuated ray transform with the classical X-ray transform:
\[ \|f\|_{H^{-\frac{1}{2}}(\mathbb{R}^d)} \leq C_1 \|X_0 f\|_{L^2(E)} \]
\[ \leq C_1 \|X_w f\|_{L^2(E)} + C_1 \|X_{\chi(t,z)(w-1)} f\|_{L^2(E)} \]
Thanks to Corollary 2.9 and 2.2
\[ \|f\|_{H^{-\frac{1}{2}}(\mathbb{R}^d)} \leq C_1 \|X_w f\|_{L^2(E)} + C_2 \|f\|_{H^{-\frac{1}{2}}(\mathbb{R}^d)} \]
and taking $\varepsilon = 1/2C_2$ is enough to prove the estimate in Theorem 2.7. This implies estimate (2.1) when $\lambda$ is small since

$$
\sup_{t^2+\langle z \rangle^2 \leq 4\alpha_0^2} |\partial^\beta \left( w_\lambda(t,z) - 1 \right) | = \sup_{t^2+\langle z \rangle^2 \leq 4\alpha_0^2} \left| \partial^\beta \left( e^{-\lambda \left( \frac{\pi}{2} - \arctan \left( \frac{z}{\alpha_0^2} \right) \right)} - 1 \right) \right|
$$

is small provided $\lambda$ is, and thus also completes the proof of Theorem 2.3 after use of the stereographic projection.

**Remark 2.10.** This (standard) perturbation argument allows to deduce stability estimates (and in particular injectivity) for weighted geodesic ray transforms on simple compact Riemannian manifolds with boundary from unweighted ones provided the weight is close enough to 1.

### 3. Complex geometrical optics

In this section, we construct the solutions of the Schrödinger equation by complex geometrical optics with logarithmic weights introduced by Kenig, Sjöstrand and Uhlmann. The presentation follows further developments for the anisotropic case \[7, 9, 13\] but restricted to the Euclidean case. Readers interested in a more conceptual and general presentation (on manifolds) are referred to \[9, 13\].

#### 3.1. The Euclidean space as a warped product.

Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with smooth boundary, let $x_0 \notin \text{ch}(\Omega)$, there exists $\varepsilon > 0$ such that $B(x_0, \varepsilon) \cap \text{ch}(\Omega) = \emptyset$. One can separate the convex hull $\text{ch}(\Omega)$ of the ball $B(x_0, \varepsilon)$ by a hyperplane $H_{\omega_0, s_0}$ of equation $\langle x - x_0, \omega_0 \rangle = s_0$ with $\omega_0 \in S^{n-1}$ and $s_0 \geq \varepsilon > 0$

$$
\text{ch}(\Omega) \subset H^{+}_{\omega_0, s_0} = \{ x \in \mathbb{R}^n : \langle x - x_0, \omega_0 \rangle > s_0 \}
$$

$$
B(x_0, \varepsilon) \subset H^{-}_{\omega_0, s_0} = \{ x \in \mathbb{R}^n : \langle x - x_0, \omega_0 \rangle < s_0 \}.
$$

Besides, there exists $\theta_0 > \varepsilon > 0$ such that $\text{ch}(\Omega) \subset B(x_0, \theta_0)$. Let $\alpha_0 = s_0/\theta_0 \in (0, 1]$, we consider the cap and hemisphere of the hypersphere with north pole $\omega_0$

$$
S^{n-1}_{> \alpha_0} = \{ \omega \in S^{n-1} : \langle \omega, \omega_0 \rangle > \alpha_0 \} \subset S^{n-1}_{+}
$$

$$
S^{n-1}_{+} = \{ \omega \in S^{n-1} : \langle \omega, \omega_0 \rangle > 0 \}.
$$

Part of the subsequent construction is based on the observation that

$$
\Gamma = \left\{ \frac{x - x_0}{|x - x_0|} : x \in \overline{\Omega} \right\} \subset S^{n-1}_{> \alpha_0}.
$$

One considers the following coordinates in $\overline{\Omega}$

$$
t = \log |x - x_0| \in \mathbb{R}, \quad \omega = \frac{x - x_0}{|x - x_0|} \in \Gamma \subset S^{n-1}_{> \alpha_0},
$$

with respect to which the Laplace operator reads

$$
\Delta = e^{-2t} (\partial_t^2 + (n-2)\partial_t + \Delta_{S^{n-1}}).
$$
By conjugation, this expression can be further reduced into
\[
\Delta = e^{-\frac{n+2}{2} t} \left( \partial_t^2 + \hat{\Delta}_{S^{n-1}} \right) e^{\frac{n+2}{2} t}
\]
where \( \hat{\Delta}_{S^{n-1}} = \Delta_{S^{n-1}} - \frac{(n-2)^2}{4} \). Note that in those coordinates, the Lebesgue measure becomes
\[
dx = e^{nt} dt \wedge d\omega,
\]
where \( d\omega \) denotes the Lebesgue measure on \( S^{n-1} \).

**Remark 3.1.** The former computations are based on the fact that using polar coordinates \((r, \omega)\) centered at \( x_0 \), \( \Omega \) can be imbedded in \( \mathbb{R}_+ \times S^{n-1}_+ \), and in polar coordinates the Euclidean metric looks like
\[
|dx|^2 = dr^2 + r^2 g_{n-1}
\]
where \( g_{n-1} \) is the canonical metric on the hypersphere \( S^{n-1} \). This means that \( \Omega \) can be seen as a submanifold of the warped product \((\mathbb{R}_+, dr^2) \times_{r^{-2}} (S^{n-1}_+, g_{n-1})\) of the Euclidean line with the hypersphere.

Warped products with an Euclidean factor are manifolds for which there exist limiting Carleman weights as shown in [7, 6]. Existence of limiting Carleman weights is a necessary condition to perform the construction of solutions of the Schrödinger equation by use of complex geometric optics in the spirit of Sylvester and Uhlmann [19]. One can unwarp the metric by making the change of variable \( t = \log r \) as observed in [6, Remark 1.4].

We are now interested in approximate solutions of the Schrödinger equation of the form
\[
u = e^{-\left(\frac{s+n+2}{2}\right) t} v_s(\omega), \quad s \in \mathbb{H}
\]
where \( v_s \) is a quasimode of \( \hat{\Delta}_{S^{n-1}} \)
\[
(\hat{\Delta}_{S^{n-1}} + s^2) v_s = O_{L^2(S^{n-1}_+)}(1).
\]
With this choice, we have
\[
\Delta u = e^{-\left(\frac{s+n+2}{2}\right) t} \left( \Delta_{S^{n-1}} - \frac{(n-2)^2}{4} + s^2 \right) v_s
\]
and therefore \( u \) is an approximate solution\(^6\) of the Schrödinger equation
\[
\| |x - x_0|^s (\Delta + q) u \|_{L^2(\Omega)} \leq C.
\]

\(^6\)That is with antagonizing exponential behaviour.

\(^7\)This is justified by the fact that the behaviour with respect to \( s \) is better than the expected one, which is of \( |s|^2 e^{-Re st} \) because of the fact that two derivatives fall on \( e^{st} \).
3.2. Quasimodes on the hemisphere. Recall that we are considering the hemisphere $S_{+}^{n-1}$ with north pole $\omega_0$. We will look for quasimodes of the form

$$v_s(\omega) = e^{isd_{S^{n-1}}(\omega,y)}a, \quad y \in \partial S_{+}^{n-1}.$$ 

The construction may be done as in [7] by using the fact that the phase $\psi(\omega) = d_{S^{n-1}}(\omega,y)$ solves the eikonal equation

$$|d\psi|_{g_{n-1}}^2 = 1$$

and by taking $a$ to be the solution of a transport equation. Here, we choose to be slightly more explicit. We refer to [7, 9, 13] for a general approach on manifolds.

For $y \in \partial S_{+}^{n-1}$, we parametrize the unit sphere $S^{n-1}$ in the following way

$$\omega = (\cos \theta)y + (\sin \theta)\eta, \quad \theta \in [0,\pi], \quad \eta \in S^{n-1} \cap y \perp \approx S^{n-2}$$

so that $\theta = d_{S^{n-1}}(\omega,y)$ and $\omega = \exp_y(\theta \eta)$. The canonical Riemannian metric on the sphere reads in those coordinates

$$g_{n-1} = d\theta^2 + (\sin^2 \theta)g_{n-2}, \quad \theta \in [0,\pi]$$

and in particular

$$\sqrt{\det g_{n-1}} = (\sin \theta)^{n-2} \sqrt{\det g_{n-2}}.$$ 

Note that again this canonical metric has the form of a warped product. In those coordinates, the Laplace-Beltrami operator on the sphere reads

$$\Delta_{S^{n-1}} = \frac{1}{(\sin \theta)^{n-2}} \frac{\partial}{\partial \theta} \left( (\sin \theta)^{n-2} \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \Delta_{S^{n-2}}.$$ 

As before, the expression of the Laplacian operator may be further simplified by conjugation:

$$\Delta_{S^{n-1}} = \frac{1}{(\sin \theta)^{n-2}} \frac{\partial^2}{\partial \theta^2} (\sin \theta)^{n-2} + \frac{1}{\sin^2 \theta} \Delta_{S^{n-2}} + \frac{1}{(\sin \theta)^{n-2}}[L^\dagger, L]$$

where $L = (\sin \theta)^{n-2} \partial / \partial \theta$ and $L^\dagger = \partial / \partial (\sin \theta)^{n-2}$.

Computing the commutator

$$[L^\dagger, L] = -(\sin \theta)^{n-2} \frac{\partial^2}{\partial \theta^2} (\sin \theta)^{n-2}$$

$$= \left( \frac{n-2}{4} \right) \frac{1}{(\sin \theta)^{n-2}} - \frac{(n-2)(n-4)}{4} (\sin \theta)^{n-4}$$

In particular when $n = 3$, one recovers the well-known expression of the Laplacian-Beltrami operator on the two dimensional sphere

$$\Delta_{S^2} = \frac{\partial^2}{\partial \theta^2} + \cot \theta \frac{\partial}{\partial \theta} + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \eta^2}.$$
gives the following expression for the shifted Laplace-Beltrami operator \( \tilde{\Delta}_{S^{n-1}} \) on the hypersphere

\[
(3.1) \quad \tilde{\Delta}_{S^{n-1}} = (\sin \theta)^{-\frac{n-2}{2}} \left( \partial^2_{\theta} + \frac{1}{\sin^2 \theta} \tilde{\Delta}_{S^{n-2}} \right) (\sin \theta)^{\frac{n-2}{2}}
\]

with

\[
\tilde{\Delta}_{S^{n-2}} = \Delta_{S^{n-2}} - \frac{(n-2)(n-4)}{4}.
\]

We note that in those coordinates, we have

\[
\omega \in S^{n-1}_+ \Rightarrow \langle \omega, \omega_0 \rangle = \sin \theta \langle \eta, \omega_0 \rangle > 0
\]

hence \( \theta \in (0, \pi) \) and \( \eta \in S^{n-1}_+ \cap y^\perp \).

Now, we can look for quasimodes using separation of variables

\[
v_s(\omega) = (\sin \theta)^{-\frac{n-2}{2}} \alpha(\theta) b(\eta),
\]

where \( \alpha \) and \( b \) are respective quasimodes for the operators \( \partial^2_{\theta} + s^2 \) and \( \tilde{\Delta}_{S^{n-2}} \)

\[
(\partial^2_{\theta} + s^2) \alpha = O(1), \quad \tilde{\Delta}_{S^{n-2}} b = O(1) \quad \text{as } |s| \to \infty.
\]

This leads for instance to the choice \( \alpha = e^{i s \theta} \) and \( b \) to be any smooth function of \( \eta \) independent of \( s \). We will therefore work with the following quasimode

\[
v_s(\omega) = (\sin \theta)^{-\frac{n-2}{2}} e^{i s \theta} b(\eta), \quad \omega = \exp_y(\theta \eta)
\]

for which we have indeed

\[
\int_{S^{n-1}_+} |(\tilde{\Delta}_{S^{n-1}} + s^2) v_s(\omega)|^2 d\omega = \int_{S^{n-2}_+} \int_0^\pi e^{-(1 \text{ Im } s) \theta} |\tilde{\Delta}_{S^{n-2}} b|^2 d\theta d\eta
\]

\[
= \left( 1 - e^{-(1 \text{ Im } s) \pi} \right) \frac{\pi \|\tilde{\Delta}_{S^{n-2}} b\|^2_{L^2(S_y(S^{n-1}_+))}}{\text{Im } s} \leq \pi \|\tilde{\Delta}_{S^{n-2}} b\|^2_{L^2(S_y(S^{n-1}_+))},
\]

when \( \text{Im } s > 0 \). Here \( S_y(S^{n-1}_+) = S^{n-1}_+ \cap y^\perp \). The \( L^2 \) norm of this quasimode may be bounded by

\[
\int_{S^{n-1}_+} |v_s(\omega)|^2 d\omega = \int_{S^{n-2}_+} \int_0^\pi |v_s|^2 (\sin \theta)^{n-2} d\theta d\eta
\]

\[
= \left( 1 - e^{-(1 \text{ Im } s) \pi} \right) \|b\|^2_{L^2(S_y(S^{n-1}_+))} \leq \pi \|b\|^2_{L^2(S_y(S^{n-1}_+))},
\]

Similarly, we can bound the approximate solution \( u_s = |x - x_0|^{-(s+n-2)} v_s \)

in some weighted \( L^2 \) space

\[
\int_{\Omega} |x - x_0|^{2 \text{ Re } s} |u_s(x)|^2 dx \leq \int_{\Omega} \int_{S^{n-1}_+} e^{2t} |v_s(\omega)|^2 dt d\omega
\]

\[
\leq \left( \frac{e^{2 \rho_0} - e^{2 \epsilon}}{2} \right) \|b\|^2_{L^2(S_y(S^{n-1}_+))}.
\]

This completes our construction.
3.3. Global Carleman estimates. The estimation of the Dirichlet-to-
Neumann map outside of the front set is based on a global Carleman es-
imate (i.e. a Carleman estimate with boundary terms).

Theorem 3.2. Let \( \Omega \subset \mathbb{R}^n \) be an open bounded set with smooth boundary,
let \( M > 0 \) and \( x_0 \notin \text{ch}(\Omega) \), there exist constants \( C > 0, \tau_0 \) such that for all \( \tau \geq \tau_0 \), all \( q \in L^\infty(\Omega) \) such that \( \|q\|_{L^\infty} \leq M \) and all \( u \in C^\infty(\Omega) \cap H^1_0(\Omega) \) the following Carleman estimate

\[
\|x-x_0|^{-\tau} \partial_{\nu} u\|_{L^2_q(B(x_0))} + \tau \|x-x_0|^{-\tau} u\|_{L^2_q(\Omega)} + \tau \|x-x_0|^{-\tau} \nabla u\|_{L^2_q(\Omega)} 
\]

\[
\leq C\|x-x_0|^{-\tau} \partial_{\nu} u\|_{L^2_q(F(x_0))} + C\tau \|x-x_0|^{-\tau} (-\Delta + q)u\|_{L^2_q(\Omega)}
\]

holds true. The norms of the boundary terms are weighted \( L^2 \) norms

\[
L^2_w(\Gamma) = L^2(\Gamma, w \, dS), \quad w(x) = \frac{|\langle \nu, x-x_0 \rangle|}{|x-x_0|^2}.
\]

We refer to [14] for a proof, to [8] for the case of a magnetic Schrödinger equation and to [13] for an improved version of this estimate. An anisotropic version for Laplace-Beltrami operators on a manifold was given in [7]. All of these articles establish estimates for general limiting Carleman weights (see [14], [7] for a definition of this notion), i.e. weights which are degenerate in the context of Carleman estimates. Note that it is easy to see that the constant \( C \) is uniform with respect to the potential, provided the potential remains in a ball in \( L^\infty(\Omega) \) since the estimate is proved first for \( q = 0 \) and then perturbed into the one with potential.

For \( \delta > 0 \), we introduce the set

\[
F_\delta(x_0) = \{ x \in \partial \Omega : \langle x-x_0, \nu \rangle \leq \delta |x-x_0|^2 \} \supset F(x_0).
\]

We are now in a position to write estimates on the Dirichlet-to-Neumann map.

Corollary 3.3. Let \( \Omega \subset \mathbb{R}^n \) be an open bounded set with smooth boundary,
let \( M, \delta > 0 \) and \( x_0 \notin \text{ch}(\Omega) \), there exist constants \( C > 0, \tau_0 \) such that for all \( \tau \geq \tau_0 \) all \( q_1, q_2 \in L^\infty(\Omega) \) such that \( \|q_1\|_{L^\infty}, \|q_2\|_{L^\infty} \leq M \) and all \( f \in H^\frac{1}{2}(\partial \Omega) \) we have

\[
\|x-x_0|^{-\tau} (\Lambda_{q_1} - \Lambda_{q_2}) f\|_{L^2(\partial \Omega, F_\delta(x_0))} \leq 
\]

\[
C \|x-x_0|^{-\tau} (\Lambda_{q_1} - \Lambda_{q_2}) f\|_{L^2_q(F(x_0))} + C\tau \|x-x_0|^{-\tau} (q_1 - q_2)u\|_{L^2_q(\Omega)}
\]

where \( u \) is the solution of the Schrödinger equation (1.1) with potential \( q_1 \) or \( q_2 \) and Dirichlet datum \( f \).

Proof. By standard regularization procedures, the Carleman estimate of Theorem 3.2 remains true for functions \( u \in H^1_0(\Omega) \) such that \((-\Delta + q)u \in L^2(\Omega)\). Let \( u_1, u_2 \) be the solution of the Schrödinger equation (1.1) with respective potential \( q_1 \) or \( q_2 \) and Dirichlet datum \( f \). We have \( u_1 - u_2 \in H^1_0(\Omega) \) and

\[
(\Delta - q_1)(u_1 - u_2) = (q_1 - q_2)u_2 \in L^2(\Omega)
\]
The estimate follows by applying Theorem 3.2 to the function \( u_1 - u_2 \) and observing that
\[
\delta \leq w(x), \ x \in \partial \Omega \setminus F_{\delta}(x_0) \subset B(x_0), \quad \text{and} \quad w(x) \leq |x - x_0|^{-1}
\]
to get rid of the weights.

\[\square\]

3.4. Complex geometrical optics. We summarize the construction of solutions to the Schrödinger equation by use of complex geometrical optics in the following theorems.

**Theorem 3.4.** Let \( M > 0, q \in L^\infty(\Omega) \) with \( \|q\|_{L^\infty} \leq M \) and \( x_0 \notin \text{ch}(\bar{\Omega}) \), there exists a solution of the Schrödinger equation
\[
-\Delta u + qu = 0
\]
of the form
\[
u_s(x) = |x - x_0|^{-s}(|x - x_0|^{-\frac{n-2}{2}}v_s(x) + r_{s,q}(x))
\]
where \( v_s \) is a quasimode of \( \tilde{\Delta}_{S^{n-1}} \), of the form
\[
v_s(x) = (\sin d_{S^{n-1}}(\frac{x - x_0}{|x - x_0|}, y))^{-\frac{n-2}{2}}e^{isd_{S^{n-1}}(\frac{x - x_0}{|x - x_0|}, y)}b
\]
with \( y \in \partial_+ S^{n-1} \) and \( b \) any smooth function of the variable \( \eta \) if \( (x - x_0)/|x - x_0| = \exp_y(\theta \eta) \) and where the remainder \( r_{s,q} \) satisfies the estimate
\[
\|r_{s,q}\|_{L^2(\Omega)} \leq C|\text{Re } s|^{-1}\|b\|_{H^2(\text{Sp}(S^{n-1}))},
\]
\[
\|\nabla r_{s,q}\|_{L^2(\Omega)} \leq C\left(\frac{|\text{Im } s|}{|\text{Re } s|} + 1\right)\|b\|_{H^2(\text{Sp}(S^{n-1}))}
\]
with a constant \( C \) which depends on \( M \) and \( \Omega \).

**Proof.** In order to construct \( u \) satisfying the above properties, we use the computations from subsections 3.1 and 3.2 and show that there exists \( \tilde{r}_{s,q} \) solving the equation
\[
|x - x_0|^{\text{Re } s}(-\Delta + q)(|x - x_0|^{-\text{Re } s}\tilde{r}_{s,q}) = |x - x_0|^{\text{Re } s}(\Delta - q)(|x - x_0|^{-s-\frac{n-2}{2}}v_s).
\]

Note that considering \( r_{s,q}(x) = |x - x_0|^{\text{Im } s}\tilde{r}_{s,q}(x) \) we have \( u \) as in the statement. The existence of \( \tilde{r}_{s,q} \) solving this equation and satisfying the corresponding bounds follows from the method\(^9\) of a priori estimates for the adjoint of \( |x - x_0|^{\text{Re } s}(-\Delta + q)|x - x_0|^{-\text{Re } s} \) see [2] for a similar case. In this case, the required a priori estimate is a Carleman estimate which was stated in [14] (4.3)].

\[\square\]

4. Stability estimates

In this section, we take \( q_1, q_2 \in Q(M, \sigma) \).

\(^9\) The method of a priori estimates for solving linear equations consists in using a priori estimates, the Hahn-Banach theorem (or simpler extension theorems for a functional) and a Riesz representation theorem.
4.1. **Harmonic preliminaries.** A compactly supported function $f$ has an analytic Fourier transform, therefore if $\hat{f}$ vanishes on a compact interval, the function $f$ itself vanishes identically. We will need a quantitative version of this statement. This is the object of the following lemma.

**Lemma 4.1.** Let $H$ be a Hilbert space and $\sigma \in (0, 1]$, there exists a constant $C_\sigma > 0$ such that for all $K > 0$, all $0 < \lambda_0 \leq 1$ and all functions $f \in L^1_{\text{comp}}(\mathbb{R}; H) \cap H^\sigma(\mathbb{R}; H)$ with values in $H$ such that

$$\|f\|_{L^1} + \|f\|_{H^\sigma} \leq K,$$

we have

$$\|f\|_{L^2(\mathbb{R}; H)} \leq C_\sigma \max(1, K)^2 e^{2L\lambda_0} \lambda_0^{-\frac{1}{2} - 2\sigma} \left| \log \sup_{|\lambda| \leq \lambda_0} \|\hat{f}(\lambda)\|_H \right|^\sigma \frac{3 + 2\sigma}{2},$$

where $\text{supp } f \subset [-L, L]$.

**Remark 4.2.** Note that if $K \geq 1$ one has

$$\left| \log \left( \frac{M}{K^2} \right) \right|^{-1} \leq \left| \log M \right|^{-1}$$

when $M \leq K$ and one can change $f$ into $f/ \max(1, K)^2$ to reduce to the case $K \leq 1$.

**Proof.** After scaling and after changing $f$ into $f/ \max(1, K)^2$ we may suppose $\lambda_0 = 1$ and $K = 1$. We denote

$$M = \sup_{|\lambda| \leq 1} \|\hat{f}(\lambda)\|_H \leq 1$$

and let $\phi$ be the harmonic function on the upper half-plane $H$ which decays at infinity and whose restriction to the real line is the characteristic function of the interval $[-1, 1]$

$$\phi(\lambda + i\mu) = \frac{1}{\pi} \int_{-1}^{1} \frac{\mu \, dm}{(m - \lambda)^2 + \mu^2}$$

$$= \frac{1}{\pi} \left( \arctan \left( \frac{1 - \lambda}{\mu} \right) + \arctan \left( \frac{1 + \lambda}{\mu} \right) \right).$$

One can further simplify the expression of $\phi$

$$\phi(\lambda + i\mu) = \begin{cases} 
\frac{1}{\pi} \arctan \left( \frac{2\mu}{\mu^2 + \lambda^2 - 1} \right) & \text{if } \mu^2 + \lambda^2 > 1 \\
1 + \frac{1}{\pi} \arctan \left( \frac{2\mu}{\mu^2 + \lambda^2 - 1} \right) & \text{if } \mu^2 + \lambda^2 < 1.
\end{cases}$$

Note that $\phi$ has values in the interval $[0, 1]$ and that on the line $\mu = 1$ we may give a simple expression of $\phi$

$$\phi(\lambda + i) = \frac{1}{\pi} \arctan \left( \frac{2}{\lambda^2} \right).$$

Besides, the Fourier transform $\hat{f}$ satisfies the bound

$$\|\hat{f}(\lambda + i\mu)\|_H \leq e^{\mu L} \|f\|_{L^1} \leq e^{\mu L}, \quad \mu \geq 0.$$
For all unit vectors \( v \in H \), the function \( \log |\langle \hat{f}(\lambda + i\mu), v \rangle_H| - \mu L \) is subharmonic, and thanks to the previous bound satisfies
\[
\log |\langle \hat{f}(\lambda + i\mu), v \rangle_H| - \mu L \leq 0, \quad \lambda + i\mu \in \mathbb{C}, \; \mu \geq 0.
\]

Let \( \varepsilon > 0 \), since \( \lim_{|\lambda + i\mu| \to \infty} \phi(\lambda + i\mu) = 0 \) there exists \( R \) large enough so that we have
\[
(\log M)\phi(\lambda + i\mu) + \varepsilon \geq \frac{\varepsilon}{2} \geq 0, \quad |\lambda + i\mu| = R.
\]

Since we also have
\[
\log \| \hat{f}(\lambda) \|_H \leq (\log M)\phi(\lambda) + \varepsilon, \quad \lambda \in [-R, R]
\]
by the maximum principle on the semi-disk \( \bar{D}(0, R) \cap \mathbb{H} \), we deduce
\[
\log |\langle \hat{f}(\lambda + i\mu), v \rangle_H| - \mu L \leq (\log M)\phi(\lambda + i\mu) + \varepsilon, \quad |\lambda + i\mu| \leq R.
\]
The radius \( R \) is arbitrarily large, hence the estimate is valid on the whole upper half-plane, and then one can let \( \varepsilon \) tend to zero. Finally, one gets
\[
|\langle \hat{f}(\lambda + i\mu), v \rangle_H| \leq e^{\mu L}M^{\phi(\lambda+i\mu)}, \quad \lambda + i\mu \in \mathbb{H}
\]
for all unit vectors \( v \in H \), and in particular if \( \mu = 1 \)
\[
\| \hat{f}(\lambda + i) \|_H = \sup_{v \in H, \|v\|_H = 1} |\langle \hat{f}(\lambda + i), v \rangle_H| \leq e^{L}M^{\frac{\arctan}{\lambda}} \arctan \frac{2}{\lambda}, \quad \lambda \in \mathbb{R}.
\]

Thus, for \( \Lambda_0 \geq 1 \) we obtain
\[
\int_{-\Lambda_0}^{\Lambda_0} \| \hat{f}(\lambda + i) \|_H^2 \, d\lambda \leq 2e^{2L} \int_0^{\Lambda_0} e^{\frac{2}{L} \| \phi \|} \arctan \frac{2}{L} d\lambda
\]
and using the fact that \( \log M \leq 0 \) and that \( te^{-t} \leq 1 \) for \( t \geq 0 \)
\[
\int_{-\Lambda_0}^{\Lambda_0} \| \hat{f}(\lambda + i) \|_H^2 \, d\lambda \leq \pi e^{2L} \left( \int_0^{\Lambda_0} \frac{1}{\arctan \frac{2}{L}} d\lambda \right) \| \log M \|^{-1}
\]
\[
\leq \pi e^{2L} \left( \int_0^{\infty} \frac{d\lambda}{(1 + \lambda)^{3+\sigma} \arctan \frac{2}{L}} \right) (2\Lambda_0)^{3+\sigma} \| \log M \|^{-1}.
\]

For the high frequency part of the integral, we have
\[
\int_{|\lambda| \geq \Lambda_0} \| \hat{f}(\lambda + i) \|_H^2 \, d\lambda \leq \Lambda_0^{-2\sigma} \int_{-\infty}^{\infty} \lambda^{2\sigma} \| \hat{f}(\lambda + i) \|_H^2 \, d\lambda \leq \Lambda_0^{-2\sigma} \| e^L \|_{H^\sigma}^2
\]
and by interpolation
\[
\| e^L \|_{H^\sigma} \leq 2^\sigma e^{L} \| f \|_{H^\sigma} \leq 2^\sigma e^{L}.
\]
This finally provides the following bound
\[
\int_{-\infty}^{\infty} \| \hat{f}(\lambda + i) \|_H^2 \, d\lambda \leq C_3^2 e^{2L} \left( \Lambda_0^{3+\sigma} \| \log M \|^{-1} + \Lambda_0^{-2\sigma} \right)
\]
and taking the optimal value $\Lambda_0 = |\log M|^{\frac{1}{3+3\sigma}} \geq 1$ gives

$$\int_{-\infty}^{\infty} \|\hat{f}(\lambda + i)\|^2_H d\lambda \leq 2C_\sigma^2 e^{2L} |\log M|^{-\frac{2\sigma}{3+3\sigma}}.$$ 

By Plancherel

$$\|f\|_L^2 \leq e^{2L} \int_{-\infty}^{\infty} e^{2L} \|f(\ell)\|^2_H d\ell = \frac{e^{2L}}{2\pi} \int_{-\infty}^{\infty} \|\hat{f}(\lambda + i)\|^2_H d\lambda$$

we deduce the desired bound $\|f\|_L^2 \leq e^{2L} C_\sigma^2 / \sqrt{\pi} |\log M|^{-\sigma/(3+3\sigma)}$. This completes the proof of the lemma.

4.2. Controlling the geodesic ray transform. Let $u_1, u_2$ be two solutions of the Schrödinger equations $(-\Delta + q_j)u_j = 0$, $j = 1, 2$, we start from the formula

$$\int_{\Omega} (q_1 - q_2) u_1 u_2 \, dx = \int_{\partial\Omega} (\Lambda_{q_1} - \Lambda_{q_2}) u_1 u_2 \, dS$$

and denote

$$q = q_1 - q_2.$$ 

Remark 4.3. Note that for $0 < \sigma < 1/2$ we have $q \in H^\sigma(\mathbb{R}^n)$ and $\|q\|_{H^\sigma} \leq 2M$.

For $\delta > 0$ small enough, the set

$$F_{2\delta}(x_0) = \{ x \in \partial\Omega : \langle x - x_0, \nu \rangle \leq 2\delta|x - x_0|^2 \} \supset F(x_0)$$

is contained in $\tilde{F}$, we consider a cutoff function $\chi \in C^\infty(\partial\Omega)$ supported in $F_{2\delta}(x_0)$ with values in the interval $[0, 1]$, which equals one on $F_\delta(x_0)$, and decompose the difference of Dirichlet-to-Neumann maps in the following way

$$\Lambda_{q_1} - \Lambda_{q_2} = \chi(\Lambda_{q_1} - \Lambda_{q_2}) + (1 - \chi)(\Lambda_{q_1} - \Lambda_{q_2}).$$

This provides the following estimate

$$\left| \int q u_1 u_2 \, dx \right| \leq \|\Lambda_{q_1}^\sharp - \Lambda_{q_2}^\sharp\| \|u_1\|_{H^\frac{1}{2}(\tilde{F})} \|\chi u_2\|_{H^\frac{1}{2}(\tilde{F})} + \left| \int_{\partial\Omega \setminus F_\delta(x_0)} (1 - \chi)(\Lambda_{q_1} - \Lambda_{q_2}) u_1 u_2 \, dS \right|.$$

The second right-hand side term may be bounded by

$$\left| \int_{\partial\Omega \setminus F_\delta(x_0)} (1 - \chi)(\Lambda_{q_1} - \Lambda_{q_2}) u_1 u_2 \, dS \right| \leq \|x - x_0\|^{-\tau}(\Lambda_{q_1} - \Lambda_{q_2}) u_1 \|L^2(\partial\Omega \setminus F_\delta(x_0)) \| |x - x_0| \tau u_2 \|L^2(\partial\Omega)$$
and using Corollary 3.3 we get
\[
\left| \int qu_1 u_2 \, dx \right| \leq \| \Lambda_{q_1}^s - \Lambda_{q_2}^s \| \| u_1 \|_{H^{\frac{1}{2}}(B)} \| \chi u_2 \|_{H^{\frac{1}{2}}(F)} \\
+ C_1 \| |x - x_0|^{-\tau} (\Lambda_{q_1} - \Lambda_{q_2}) u_1 \|_{L^2(F(x_0))} \| |x - x_0|^{-\tau} u_2 \|_{L^2(\partial \Omega)} \\
+ C_1 \tau^{-\frac{3}{2}} \| |x - x_0|^{-\tau} (q_1 - q_2) u_1 \|_{L^2(\Omega)} \| |x - x_0|^{-\tau} u_2 \|_{L^2(\partial \Omega)}.
\]

Note that \((\Lambda_{q_1} - \Lambda_{q_2}) u_1 = \partial_\nu u_1 |_{\partial \Omega} - \partial_\nu v_2 |_{\partial \Omega}\) with \(v_2\) solving \((-\Delta + q_2) v_2 = 0\) and \(v_2 |_{\partial \Omega} = u_1 |_{\partial \Omega}\). Therefore, \(\partial_\nu (u_1 - v_2) |_{\partial \Omega} \in H^{\frac{1}{2}}(\partial \Omega)\) and
\[
\| \partial_\nu (u_1 - v_2) |_{\partial \Omega} \|_{H^{\frac{1}{2}}(\partial \Omega)} \leq \tilde{C}_1 (\| u_1 - v_2 \|_{L^2(\Omega)} + \| \Lambda (u_1 - v_2) \|_{L^2(\Omega)}).
\]

This is consequence of the following lemma which was stated and proven, for example, in [2 Lemma 1.1]:

**Lemma 4.4.** Let \(\Omega\) denote a bounded open subset with boundary \(\partial \Omega\) of class \(C^2\). Let \(u \in L^2(\Omega)\) such that \(\Delta u \in L^2(\Omega)\). If \(u |_{\partial \Omega} \in H^{\frac{1}{2}}(\partial \Omega)\), then \(u \in H^2(\Omega)\) and \(\partial_\nu u |_{\partial \Omega} \in H^{\frac{1}{2}}(\partial \Omega)\). Moreover,
\[
\| \partial_\nu u \|_{H^{\frac{1}{2}}(\partial \Omega)} \leq C (\| u \|_{L^2(\Omega)} + \| \Delta u \|_{L^2(\Omega)} + \| u \|_{H^{\frac{1}{2}}(\partial \Omega)}).
\]

Moreover, since \((-\Delta + q_2)(u_1 - v_2) = (q_2 - q_1) u_1\) we have that
\[
\| \partial_\nu (u_1 - v_2) |_{\partial \Omega} \|_{H^{\frac{1}{2}}(\partial \Omega)} \leq C'_1 \| u_1 \|_{L^2(\Omega)}.
\]

Thus, we can get the following bound
\[
\| |x - x_0|^{-\tau} (\Lambda_{q_1} - \Lambda_{q_2}) u_1 \|_{L^2(F(x_0))} \\
\leq \varepsilon^{-\tau} \left( \int_{\partial \Omega} \chi (\Lambda_{q_1} - \Lambda_{q_2}) u_1 \partial_\nu (u_1 - v_2) \, dS \right)^{\frac{1}{2}} \\
\leq (C'_1)^{\frac{1}{2}} \varepsilon^{-\tau} \| \Lambda_{q_1}^s - \Lambda_{q_2}^s \| \frac{1}{2} \| u_1 \|_{H^{\frac{1}{2}}(\partial \Omega)} \| u_1 \|_{L^2(\Omega)}.
\]

We now choose \(u_1, u_2\) to be the solutions constructed in section 3
\[
u_1(x) = |x - x_0|^s \left( |x - x_0|^{-\frac{n-2}{2}} v_{s}^{(1)} (x) + r_{s,q_1} (x) \right),
\]
\[
u_2(x) = |x - x_0|^{-s} \left( |x - x_0|^{-\frac{n-2}{2}} v_{s}^{(2)} (x) + r_{-s,q_2} (x) \right)
\]
with \(s = \tau + i \lambda \in \mathbb{H} \) with \(\tau \geq \max(1, \tau_0)\). This gives
\[
\left| \int qu_1 u_2 \, dx \right| \leq C_2 \left( \varepsilon^{-\tau} \| \Lambda_{q_1}^s - \Lambda_{q_2}^s \| \frac{1}{2} + \tau^{-\frac{3}{2}} \right) \| b \|_{H^2(\mathbb{H})}.
\]

the left-hand side term of which reads
\[
(4.1) \quad \int qu_1 u_2 \, dx = \int |x - x_0|^{-n+2} q v_{s}^{(1)} v_{s}^{(2)} |x - x_0|^{-s} \, dx \\
+ \int |x - x_0|^{-n-2} q \left( |x - x_0|^{-\frac{n-2}{2}} v_{s}^{(1)} r_{-s,q_2} + |x - x_0|^{-\frac{n-2}{2}} v_{s}^{(2)} r_{s,q_1} + r_{s,q_1} r_{-s,q_2} \right) \, dx.
\]
The first term in the former equality equals
\[
\int_{-\infty}^{\infty} \int_{S^{n-1}_+} e^{2i\lambda t} e^{2t} q(x_0 + e^t \omega) v^{(1)}_s v^{(2)} -_s \, d\omega \, dt = \int_{S^{n-1}_+} Q(\lambda, \omega) v^{(1)}_s v^{(2)} -_s \, d\omega
\]
where \( Q \) is (almost) the Fourier transform
\[
Q(\lambda, \omega) = \int_{-\infty}^{\infty} e^{2i\lambda t} e^{2t} q(x_0 + e^t \omega) \, dt.
\]
Note that because of the discussion carried in the beginning of section 3 this function is supported in a cap of the hypersphere strictly smaller than the hemisphere
\[
\text{supp} \, Q(\lambda, \cdot) \subset \Gamma \subset S^{n-1}.
\]
The second term in (4.1) may be bounded by
\[
2M \left( \| v^{(1)}_s \|_{L^2(\Omega)} \| r -_s q_2 \|_{L^2(\Omega)} + \| v^{(2)} -_s \|_{L^2(\Omega)} \| r_{s,q_1} \|_{L^2(\Omega)} \right) + \| r_{s,q_1} \|_{L^2(\Omega)} \| r -_s q_2 \|_{L^2(\Omega)} \leq C_3 \tau^{-1} \| b \|_{H^2(S^0(S^{n-1}))}.
\]

**Remark 4.5.** Note that the difference with respect to the Kenig, Sjöstrand and Uhlmann approach [14] used in [4] is that \( x_0 \) is fixed.

We finally get
\[
\int_{S^{n-1}_+} Q(\lambda, \omega) v^{(1)}_s v^{(2)} -_s \, d\omega \leq C_4 \left( \theta_0^{-\tau} \| \Lambda_{q_1}^s - \Lambda_{q_2}^s \|^{1/2} + \tau^{-1/2} \right) \| b \|_{H^2(S^0(S^{n-1}))}.
\]

Starting from the formula
\[
\int_{\Omega} (q_1 - q_2) u_1 u_2 \, dx = \int_{\partial \Omega} u_1 (\Lambda_{q_1} - \Lambda_{q_2}) u_2 \, dS
\]
and choosing the solutions to be
\[
u^{(1)}_s(x) = |x - x_0|^{-s}\left( |x - x_0|^{-\frac{n-2}{2}} v^{(1)}_s(x) + r_{s,q_1}(x) \right),
\]
\[
u^{(2)} -_s(x) = |x - x_0|^s\left( |x - x_0|^{-\frac{n-2}{2}} v^{(2)} -_s(x) + r -_s q_2(x) \right)
\]
with \( s = \tau + i\lambda \in \mathbb{H} \), we get similar estimates as (4.2) on
\[
\int_{S^{n-1}} Q(-\lambda, \omega) v^{(1)}_s v^{(2)} -_s \, d\omega.
\]

With the choice
\[
v^{(1)}_s = e^{is\theta}(\sin \theta)^{-\frac{n-2}{2}} b(\eta)
\]
\[
v^{(2)} -_s = e^{-is\theta}(\sin \theta)^{-\frac{n-2}{2}}, \quad \omega = \exp_y(\theta \eta)
\]
the left-hand side term in the estimate (4.2) relates to the attenuated geodesic ray transform on the hemisphere

\[
\int_{S^1_+} Q(\lambda, \omega) v^{(1)}_\omega \cdot v^{(2)}_\omega \ d\omega = \int_{S^1_+} \left( \int_{0}^{\pi} Q(\lambda, \exp_y(\theta\eta)) e^{-2\lambda\theta} \ d\theta \right) b(\eta) \ d\eta.
\]

If \( \|\Lambda_{q_1}^\sharp - \Lambda_{q_2}^\sharp\| \) is small enough, we choose

\[
\tau = \frac{1}{4(\log \varrho_0 - \log \epsilon)} \left| \log \|\Lambda_{q_1}^\sharp - \Lambda_{q_2}^\sharp\| \right| \geq \tau_0
\]

and we get the following estimate.

**Proposition 4.6.** There exist two constants \( \kappa \) and \( C > 0 \) such that if \( \|\Lambda_{q_1}^\sharp - \Lambda_{q_2}^\sharp\| \leq \kappa \) then

\[
\left| \int_{S^1_+} T_{2\lambda}(Q(\lambda, \cdot))(y, \eta)b(\eta) \ d\eta \right| \leq C_1 \left| \log \|\Lambda_{q_1}^\sharp - \Lambda_{q_2}^\sharp\| \right|^{-\frac{1}{2}} \|b\|_{H^2(S^1_+)}
\]

for all \( y \in \partial S^1_+ \) and all smooth functions \( b \) on \( S^1_+ \) which has been identified with \( S^1_+ \).

4.3. Stability estimates. From the proposition, we get the norm estimate

\[
\sup_{y \in \partial S^1_+} \|T_{2\lambda}(Q(\lambda, \cdot))\|_{H^{-2}(S^1_+)} \leq C_1 \left| \log \|\Lambda_{q_1}^\sharp - \Lambda_{q_2}^\sharp\| \right|^{-\frac{1}{2}}.
\]

By interpolation, we have

\[
\|T_{2\lambda}(Q(\lambda, \cdot))\|_{L^2(\partial S^1_+; L^2(S^1_+))} \leq \|T_{2\lambda}(Q(\lambda, \cdot))\|_{L^2(\partial S^1_+; H^2(S^1_+))} \leq \|T_{2\lambda}(Q(\lambda, \cdot))\|_{L^2(\partial S^1_+; H^{\sigma}(S^1_+))}
\]

and by Remark 2.2 we have the bound

\[
\|T_{2\lambda}(Q(\lambda, \cdot))\|_{L^2(\partial S^1_+; H^{\sigma}(S^1_+))} \leq C_2 \|Q(\lambda, \cdot)\|_{H^{\sigma}(S^1_+)}.
\]

Since \( q \in L^2(\mathbb{R}; H^{\sigma}(S^1_+)) \) from the compactness of the support it follows that \( q \in L^1(\mathbb{R}; H^{\sigma}(S^1_+)) \) and from vector valued Riemann-Lebesgue

\[
\sup_{\lambda} \|Q(\lambda, \cdot)\|_{H^{\sigma}(S^1_+)} \leq C_3 M.
\]

Hence

\[
\|T_{2\lambda}(Q(\lambda, \cdot))\|_{L^2(E)} \leq C_4 \left| \log \|\Lambda_{q_1}^\sharp - \Lambda_{q_2}^\sharp\| \right|^{-\frac{\sigma}{2(\sigma+3)}}
\]

then using the estimate on the attenuated geodesic ray transform of Theorem 2.3 in section 2 we deduce

\[
\|Q(\lambda, \cdot)\|_{H^{-\frac{1}{2}}(S^1_+)} \leq C_5 \left| \log \|\Lambda_{q_1}^\sharp - \Lambda_{q_2}^\sharp\| \right|^{-\frac{\sigma}{2(\sigma+3)}}
\]

for \( |\lambda| \leq \lambda_0 \) for a small enough \( \lambda_0 \).
Again interpolation for fix $\lambda < \lambda_0$ with

$$\sup_{\lambda} \|Q(\lambda, \cdot)\|_{H^s(S^{n-1})} \leq C_3 M$$

provides the bound

$$\sup_{|\lambda| \leq \lambda_0} \|Q(\lambda, \cdot)\|_{L^2(S^{n-1})} \leq C_6 \log \|\Lambda^z_{q_1} - \Lambda^z_{q_2}\| \leq \kappa \leq \kappa_0$$

and using the fact that

$$\int_\Omega |q(x)|^2 |x - x_0|^{-n+4} dx = \int_\Omega \int_{S^{n-1}} |e^{2t} q(x_0 + e^t \omega)|^2 d\omega dt$$

together with Lemma 4.1 with $H = L^2(S^{n-1})$ as a Hilbert space, recalling that $Q(\lambda, \cdot)$ is the following Fourier transform

$$Q(\lambda, \omega) = \int_\Omega e^{2i\lambda t} e^{2t} q(x_0 + e^t \omega) dt$$

we end with the estimate

$$\left( \int_\Omega |q(x)|^2 |x - x_0|^{-n+4} dx \right)^{\frac{1}{2}} \leq C_7 \left[ \log \left( \frac{\sigma^2}{(2\sigma + 1)(\sigma + 2)} \right) \log \|\Lambda^z_{q_1} - \Lambda^z_{q_2}\| \right]^{-\frac{2\sigma}{\sigma + 3\sigma}}$$

with a constant $C_7$ depending on $\sigma, M$. If we assume $\|\Lambda^z_{q_1} - \Lambda^z_{q_2}\| \leq \kappa'$ with $\kappa' \leq \kappa$ small enough so that

$$|\log \kappa| \geq 2 \log \left( \frac{\sigma^2}{(2\sigma + 1)(\sigma + 2)} \right)$$

then we get

$$\left( \int_\Omega |q(x)|^2 |x - x_0|^{-n+4} dx \right)^{\frac{1}{2}} \leq C_8 \left[ \log \|\Lambda^z_{q_1} - \Lambda^z_{q_2}\| \right]^{-\frac{2\sigma}{\sigma + 3\sigma}}.$$

This proves Theorem 1.1 when $\|\Lambda^z_{q_1} - \Lambda^z_{q_2}\| \leq \kappa'$ once one has observed that

$$\|q\|_{L^2(\Omega)} \leq C \left( \int_\Omega |q(x)|^2 |x - x_0|^{-n+4} dx \right)^{\frac{1}{2}}$$

with a constant $C$ which depends on the dimension

$$C = \begin{cases} \frac{\sigma_0}{\varepsilon} & \text{if } n = 3 \\ 1 & \text{if } n = 4 \\ \varepsilon^{-n+4} & \text{if } n \geq 5 \end{cases}$$

When $\|\Lambda^z_{q_1} - \Lambda^z_{q_2}\| \geq \kappa$, the bound in Theorem 1.1 is self evident.
5. The Conductivity Equation

The key observation to relate the Schrödinger and the conductivity equations is the following algebraic formula

\[
\text{div}(\gamma \nabla u) = \sqrt{\gamma} (\Delta - q)v, \quad v = \sqrt{\gamma} u, \quad q = \frac{\Delta \sqrt{\gamma}}{\sqrt{\gamma}}.
\]

This leads to the well known relation \cite{20} linking the Dirichlet-to-Neumann map associated to the conductivity equation with the one associated to the Schrödinger equation with potential \( q = \Delta \sqrt{\gamma}/\sqrt{\gamma} \)

\[
(5.1)
\]

\[
\Lambda_q f = \frac{1}{\sqrt{\gamma}} \Lambda \gamma \frac{1}{\sqrt{\gamma}} + \frac{1}{2} \partial_{\nu}(\log \gamma) \text{id}_{\partial\Omega}.
\]

Lemma 5.1. There exists a constant \( C \) such that

\[
\|\Lambda_{q_1}^2 - \Lambda_{q_2}^2\| \leq C (\|\Lambda_{q_1}^2 - \Lambda_{q_2}^2\| + \|\gamma_1 - \gamma_2\|_{L^\infty(\partial\Omega)} + \|\nabla \gamma_1 - \nabla \gamma_2\|_{L^\infty(\partial\Omega)}).
\]

Proof. Using the formula (5.2) one can get the identity

\[
\Lambda_{q_1} - \Lambda_{q_2} = \left(\frac{1}{\sqrt{\gamma_1}} - \frac{1}{\sqrt{\gamma_2}}\right) \Lambda \gamma_1 \frac{1}{\sqrt{\gamma_1}} + \frac{1}{\sqrt{\gamma_2}} \Lambda \gamma_1 \left(\frac{1}{\sqrt{\gamma_1}} - \frac{1}{\sqrt{\gamma_2}}\right)
\]

\[
+ \frac{1}{\sqrt{\gamma_2}} (\Lambda \gamma_1 - \Lambda \gamma_2) \frac{1}{\sqrt{\gamma_2}} + \frac{1}{2} \left(\partial_{\nu} \gamma_1 - \partial_{\nu} \gamma_2\right) \text{id}_{\partial\Omega}.
\]

Now the estimate stated in the lemma follows immediately. \( \square \)

Lemma 5.2. There exists a constant \( C \) such that

\[
\|\gamma_1 - \gamma_2\|_{H^1(\Omega)} \leq C (\|q_1 - q_2\|_{L^2(\Omega)} + \|\gamma_1 - \gamma_2\|_{L^\infty(\partial\Omega)} + \|\nabla \gamma_1 - \nabla \gamma_2\|_{L^\infty(\partial\Omega)}).
\]

Proof. In order to prove the estimate in the statement we only need to check that \( u = \log \sqrt{\gamma_1} - \log \sqrt{\gamma_2} \) is the unique solution for the elliptic equation

\[
\nabla \cdot (\sqrt{\gamma_1} \gamma_2 \nabla u) = \sqrt{\gamma_1} \gamma_2 (q_1 - q_2).
\]

Thus,

\[
\|u\|_{H^1(\Omega)} \leq C (\|q_1 - q_2\|_{L^2(\Omega)} + \|u\|_{\partial\Omega} \|H^{1/2}_\gamma(\partial\Omega)})
\]

which implies the estimate in the lemma. \( \square \)

From the previous lemmas and the stability of the inverse problem for the Schrödinger equation with partial data one gets

\[
\|\gamma_1 - \gamma_2\|_{H^1(\Omega)} \leq C \left|\log \left|\log \left(\|\Lambda_{\gamma_1}^2 - \Lambda_{\gamma_2}^2\| + \|\gamma_1 - \gamma_2\|_{L^\infty(\partial\Omega)}\right)\right|\right|^{-\frac{2\alpha}{3\alpha + \beta}}.
\]

This concludes the proof of stability for the Calderón problem with partial data.
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