An Improved Algorithm for Low-Light Image Enhancement Based on RetinexNet
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Abstract: Due to the influence of the environment and the limit of optical equipment, low-light images produce problems such as low brightness, high noise, low contrast, and color distortion, which have a great impact on their visual perception and the following image understanding tasks. In this paper, we take advantage of the independent nature of YCbCr color channels and incorporate RetinexNet into the brightness channel (Y) to reduce color distortion in the enhanced images. Meanwhile, to suppress the image noise generated during the enhancement, the enhanced image is also denoised. Finally, the original color and the enhanced brightness are recombined in the channel direction, converted back to the RGB color space, and adjusted to generate an enhanced result. The proposed algorithm is compared with other recently published counterparts on the LOL dataset. The experimental results demonstrate that the proposed algorithm achieved better performance in terms of both quantitative metrics and visual quality.
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1. Introduction

With the development of society, intelligent devices have gradually become widely used. At the same time, the application field of video images is more extensive. When taking photos, insufficient light will lead to low contrast and overall low brightness, which will not only affect the subjective visual experience brought by appearances but also lead to the loss of image details. This hinders further image processing, such as face recognition and target detection [1]. However, due to bad weather conditions, poor ambient light, and limited performance of shooting equipment, low-contrast, low-light images are everywhere. Therefore, it is of great significance to study low-light image enhancement [2].

In recent years, scholars have tried to find an optimal algorithm to improve the quality of low illumination images. First, let us think of the gray-level transform algorithm. The gray level transform algorithm adjusts the image grayscale range. For example, histogram equalization adjusts a gray space originally concentrated in the image to the uniform distribution of all gray areas of the image [3], to a certain extent, improving the image brightness but did not consider the relationship between the pixels and making the enhanced images lack the sense of reality [4].

When studying the defogging image algorithm, Dong et al. [5] found that the pixel value distribution of the inverted image of the low-light image is very similar to that of the foggy notion, so the defogging algorithm can be applied to low-light image enhancement. Although the algorithm has a good enhancement effect, the enhanced image will appear with the artifact phenomenon [6].

Methods based on the Retinex theory [7] are relatively popular, and nearly one-third of the methods are designed in combination with Retinex theory. Different subnetworks
are used to estimate other components of Retinex theory, which usually have good results. Jobson et al. [8] proposed a single-scale Retinex algorithm, which uses the constructed Gaussian surrounding function to filter the three color channels of the image, and the filtered image is the estimated illumination component. After logarithmic processing of the original image and illumination image, the output result is obtained by subtracting [9]. The multi-scale Retinex-enhanced algorithm [10], compared with the single-scale algorithm, increases the number of Gaussian wrapping functions, which can be regarded as a weighted sum of multiple single-scale Retinex of different scales. Wang et al. [11] designed a constraint condition formulated by the prior guidance layer of an end-to-end signal for the low-light enhancement of a single image. Feng et al. [12] proposed a color image enhancement algorithm based on adaptive weighted Retinex and wavelet transform. The low-frequency image is enhanced with adaptive weight Retinex, and the improved threshold is used for high-frequency image denoising. Finally, the inverse wavelet transform is used to reconstruct the luminance component.

In recent years, the popularity of deep learning has been very high. Its powerful feature representation and nonlinear mapping ability has also been widely used in the field of image, and has achieved great success [13]. Lore et al. [14] first used the method of deep learning to realize low illumination image enhancement (LLNet). They proposed a method based on a depth self-encoder to recognize signal features from low illumination images. In an image with a high dynamic range, the image is brightened adaptively, without supersaturating the lighter part. Experiments were carried out on real low illumination images, and the effectiveness of the LLNet algorithm is proved.

The Retinex theory is a very effective low-light image enhancement theory. In the case of the unknown reflection component, it is an ill-posed problem to solve the illumination component, so we can only calculate using the approximate estimation method. In this paper, an illumination image estimation method based on YCbCr color space is proposed. By processing the image y-channel component, combining Gamma correction, Retinex theory, noise reduction module, and image fusion procedure, the y-component illumination image is enhanced. Then, the final enhancement effect is obtained using the noise reduction fusion method. This method has been compared with low light image enhancement methods at home and abroad in recent years, and the experimental results have been analyzed objectively and subjectively.

The first section of this paper introduces the background and purpose of relevant research; the second section introduces the relevant work and theoretical knowledge; the third section introduces the design algorithm and details; the fourth section evaluates the experimental results to prove the effectiveness of the proposed algorithm; and finally, we summarize the full text.

2. Related Work
2.1. YCbCr Color Space

YCbCr is a primary color space that is commonly used in the continuous image processing of films or digital photography systems. Among them, the Y component refers to the image brightness component, Cb and Cr part refers to the image color saturation attribute. The RGB components and YCbCr components can be converted to each other, and their conversion relationships are as follows:

\[
\begin{align*}
Y &= 0.257 \times R + 0.504 \times G + 0.098 \times B + 16 \\
Cb &= -0.148 \times R - 0.291 \times G + 0.439 \times B + 128 \\
Cr &= 0.439 \times R - 0.368 \times G - 0.071 \times B + 128
\end{align*}
\]
YCbCr to RGB formula:

\[
\begin{align*}
R &= 1.164 \times (Y - 16) + 1.596 \times (Cr - 128) \\
G &= 1.164 \times (Y - 16) - 0.392 \times (Cb - 128) - 0.813 \times (Cr - 128) \\
B &= 1.164 \times (Y - 16) + 2.017 \times (Cb - 128)
\end{align*}
\]

(2)

Compared with the RGB space, the three-color components of YCbCr have a stronger correlation with brightness, which changes the color proportion when enhancing the image, leading to image distortion. The brightness component and color component of the YCbCr color space are separated from each other. In this paper, the Y component is extracted to construct a lighting network, which can avoid the influence of image distortion.

2.2. Retinex Theory

Retinex theory [7] was first proposed by Land, a physicist. According to this theory, the image of an object is reflected from the object’s surface to the incident light, which is an inherent attribute of the object. Retinex theory assumes that the image is composed of an illumination image and a reflection image. The early Retinex algorithm adopts the idea of separation, and retains the reflected image attributes of objects by reducing or even removing the influence of illumination image. After Land proposed Retinex theory, scholars proposed approximate estimation methods for illumination images, such as the single-scale Retinex algorithm (SSR), multi-scale Retinex algorithm (MSR) [15], and adaptive multi-scale Retinex algorithm based on HSV color space [16]. However, the Retinex enhancement algorithm will produce a halo phenomenon in the region with a significant brightness difference, accompanied by color distortion, insufficient edge sharpening, and other problems. Jobson et al. proposed Retinex with color restoration (MSRCR) [17], in which color restoration factors are used to adjust the proportional relationship between color channels to make brightness more similar to the actual scene in order to eliminate the influence of image distortion.

2.3. Noise Reduction Module

Image denoising is the basis of image processing. The purpose of denoising is to keep image information while reducing regional noise. At present, image denoising can be divided into three categories: filter-based method, model-based method, and learning-based method. Classical filtering methods include median filtering and Wiener filtering. Model-based approaches usually define denoising tasks as optimization problems based on the maximum posterior (MAP), whose performance is mainly dependent on the image prior. Gu et al. [18], for example, proposed an infrared-weighted kernel norm minimization method based on a low-rank matrix approximation. Pang et al. [19] introduced a graph-based regularizer to reduce image noise. The performance of this method decreases significantly under heavy noise, and it takes a long time because of the complexity of iterative optimization. The learning-based methods focus on learning the potential mapping from noisy images to clean images, and can be divided into traditional learning-based methods and deep network-based learning methods. Zhang et al. [20] proposed a simple but effective denoising convolutional neural network (CNN) by superimposing convolutional, batch normalization, and linear correction unit (ReLU) layers. The method based on the deep network has excellent development potential. Still, it mainly relies on experience design, does not fully consider the traditional way, and lacks interpretability to a certain extent.

2.4. Deep Learning Method

In recent years, deep learning has become prevalent, and its robust feature representation and nonlinear mapping capabilities have made it widely used in image processing. Lore et al. [21] were the first to put forward the low illumination image enhancement algorithm based on deep learning LLNet, which is a kind of stack-based sparse denoising method since the encoder, from the low illumination image identification signal char-
acteristics, and in the high dynamic range image adaptively lighting image without an over/saturated lighter parts, loss function using sparse regularization reconstruction. Later, Liang et al. [22] proposed an MSRNet algorithm imitating MSR to directly learn end-to-end mapping between dark images and bright images. Most parameters in the model are reversely optimized, which is superior to the traditional method. However, this method uses synthetic datasets and has some gaps with authentic images. Some scholars have put forward an enhancement algorithm based on the idea of decomposition, which divides the network into the decomposition part and the enhancement part and shares parameters. However, details will be lost in the process, the noise will be amplified, and the visual effect will be damaged. There are also some effective methods, such as the multi-exposure depth single-image contrast enhancement algorithm proposed by Cai et al., which mainly focuses on single-image contrast enhancement and aims at solving the low-contrast problem of under-exposure and over-exposure. Ying et al. [23] proposed a new convolutional network, which is characterized by feature extraction and fusion at different levels in the network. A recent loss function was proposed, including structural loss, content loss, and regional loss. Structural loss was combined using SSIM and MS-SSIM measures [24,25]. Content loss is a similar feature extracted by VGG. Region loss guides the network to focus more on low-light areas in the image.

3. Proposed Algorithm

In this paper, the effects of color distortion and noise are considered, and a low illumination image enhancement algorithm based on YCbCr color space is proposed, which can avoid color distortion and noise while preserving image details. Figure 1 shows the algorithm model used in this paper. The algorithm is divided into two parts: the Enhancement Module and the Denoising Module. First, the image is decomposed into Y, Cb, and Cr channels. The Y channel component is input into RetinexNet to obtain the initial processing image. Then, the Y channel component is copied in two copies, and one is input to the noise reduction module; the other is combined with the output result of noise reduction to obtain the enhanced image. The final enhancement effect is obtained by the method of noise reduction fusion. In the following section, the functions and implementation of each network are described in detail.

![Figure 1](image-url)
The enhanced network is a convolutional network model based on the Retinex theory. The network framework is composed of a decomposed network and an improved network. 

The RetinexNet algorithm is divided into three steps: (1) the decomposition model uses a low illumination image and standard illumination image to estimate the illumination component and realize the decomposition of the reflection component and illumination component; (2) the adjustment model is used to de-noise the reflection component of the low light image, and encoder-decoder is used to capture an extensive range of light distribution context information for adaptive adjustment of the light component; (3) the reconstructed model restores the enhanced image from the processed reflection component and illumination component. The decomposition model is composed of 5 convolution layers with ReLU activate functions. The parameters of the low-light image and the typical light image are shared, and the reflection component and light component of the low-light image and the reflection component and light component of the normal light image are obtained. The constraint relationship between each component is used to optimize the model. The loss function of this model is composed of reconstruction loss $L_{\text{recon}}$, reflectivity loss $L_{\text{ir}}$, and light smoothing loss $L_{\text{is}}$:

$$L = L_{\text{recon}} + \gamma_{\text{ir}} L_{\text{ir}} + \gamma_{\text{is}} L_{\text{is}}$$  (3)

where reconstruction loss $L_{\text{recon}} = \sum_i \sum_j \gamma_{ij} \| R_i * I_j - S_j \|$, its objective is to make it possible to reconstruct the corresponding original image from the decomposed reflection component and illumination component. Reflectivity loss $L_{\text{ir}} = \| R_{\text{low}} - R_{\text{normal}} \|$, the purpose is to make the reflection components of the paired low/standard light images as consistent as possible. Illumination component loss $L_{\text{is}} = \sum_j \| \nabla I_j * \exp (-\gamma \nabla R_j) \|$, this loss is to make the area with smooth reflection component as soft as possible on the corresponding illumination component.

3.2. Noise Reduction Module

The central idea of the module is to make full use of the abundant self-similar structures in the image to denoise the image. It is divided into two stages. The first stage is basic estimation filtering. First, a number of reference blocks are placed in the original image at a step size (usually 3 pixels), each reference block searches the appropriate area around it, and all blocks similar to the league are found, stacked into a three-dimensional array,
and three-dimensional transformation is applied to the variety. The problematic threshold transformation coefficient was used to reduce the noise, and then 3D inverse transformation was carried out to obtain the estimates of all grouped blocks. Finally, all blocks were returned to their initial positions. The weighted average of all overlapping block estimates was carried out by coalition to obtain the basic calculations of the actual image. The final estimation filtering is performed in the second stage. For each block in the image, block matching is used to find all block positions similar to the current processing block based on the basic estimation. We use these positions to form two three-digit arrays, one from the raw image and one from the base estimate. Applying a 3D transformation to the two groups, wiener filtering is performed on the original image using the energy spectrum estimated as the real energy spectrum. All block estimates of the 3D inverse transform are performed on the filtered 3D coefficients. These block estimators are put back to their original positions. Finally, the weighted average is used to aggregate all the local estimates to obtain the final assessment of the actual image.

Different from bilinear filtering, median filtering, etc., which uses local image information to filter, it uses the whole image for denoising, searches for similar regions in the image-by-image block and averages these regions. It is good enough to remove Gaussian noise from the image.

4. Experiment and Results Analysis

4.1. Experimental Settings

The network performance of deep learning is closely related to datasets. The algorithm in this paper adopts the LOL (low-light) training set to train and test the network, among which 485 pairs of low-light images are used for the training network and 15 for the test network. Training environment configuration: Intel i7-8700 CPU, 32G memory, and an NVIDIA GeForce RTX2080 Ti GPU. During the training, the batch size was set to 16, the patch size to 48, and Adam’s initial learning rate was set to 0.001. The network framework was built using the TensorFlow 2.6.0 framework, PyCharm software in a 32 GB environment, and an Anaconda Python 3.7 interpreter. Test environment configuration: Inter(R) Core (TM) i5-6300 hq CPU @ 2.3 GHz, Windows10 operating system, PyCharm in 12 GB environment, interpreter Anaconda Python 3.7.

4.2. Results Analysis

We evaluated the proposed experimental method through a large number of experiments, and compared them quantitatively through PSNR, SSIM, and UQI indicators. The higher the three values, the better the image enhancement effect.

PSNR is used to measure the difference between the two images. These include compressed image and original image, evaluation of the quality of the compressed image, restoration image and real image, evaluation of restoration algorithm performance, etc. The formula is:

$$\text{PSNR} = 10 \times \log \left( \frac{\text{MaxValue}^2}{\text{MSE}} \right)$$

(4)

where MSE is the mean square error of two images; MaxValue is the maximum value of image pixels.

Structural similarity is the most widely used standard for referenced image quality evaluation; SSIM is used to highlight the brightness, contrast, and structural similarity between two images. The value range is 0–1; the closer the value is to 1, the more similar the two images are. Assuming that $x$ and $y$ are two input images, the formula is:

$$\text{SSIM}(x, y) = [l(x, y)]^\alpha [c(x, y)]^\beta [s(x, y)]^\gamma$$

(5)
where \( l(x, y) \) is brightness comparison, \( C(x, y) \) is contrast comparison, and \( S(x, y) \) is structural comparison. \( l(x, y) \), \( C(x, y) \), and \( S(x, y) \) are the following formulas, respectively:

\[
I(x, y) = \frac{2\mu_x \mu_y + c_1}{\mu_{x^2} + \mu_{y^2} + c_1} \quad (6)
\]

\[
C(x, y) = \frac{2\sigma_{xy} + c_2}{\sigma_{x^2} + \sigma_{y^2} + c_2} \quad (7)
\]

\[
S(x, y) = \frac{\sigma_{xy} + c_3}{\sigma_x \sigma_y + c_3} \quad (8)
\]

In the formula, \( \mu_x \) and \( \mu_y \) respectively represent the average value of the two images, \( \sigma_x \) and \( \sigma_y \) represent the standard deviations of the two images, \( \sigma_{xy} \) represents the covariance of the two images, \( c_1 \), \( c_2 \) and \( c_3 \) are constants to avoid 0 in the denominator.

The UQI is also called the image universal quality index. It can be easily calculated and applied to a variety of image processing applications, mainly combined with three factors to calculate: correlation loss, brightness distortion, and contrast distortion.

The calculation formula of the UQI index is as follows:

\[
UQI = \frac{4\sigma_{xy} \bar{y}}{\sigma_x^2 + \sigma_y^2} \left( \frac{\bar{x}^2 + \bar{y}^2}{\bar{x}^2 + \bar{y}^2} \right) \quad (9)
\]

where \( x = \{x_i| i = 1, 2, \ldots, N\} \), is the original image signal; \( y = \{y_i| i = 1, 2, \ldots, N\} \), is the test image signal.

\[
\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i, \quad \bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i \quad (10)
\]

\[
\sigma_x^2 = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2, \quad \sigma_y^2 = \frac{1}{N-1} \sum_{i=1}^{N} (y_i - \bar{y})^2 \quad (11)
\]

\[
\sigma_{xy} = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y}) \quad (12)
\]

4.3. Experimental Comparison

To reflect the effect of this algorithm, we compare the proposed approach with the traditional image enhancement algorithm and the latest image enhancement algorithm. Table 1 and Figure 2 show the comparison results between the classical low-illumination image-processing methods and our proposed methods on LOL datasets. The data show that our method is superior to other traditional image enhancement algorithms in terms of quality evaluation.

| Method             | PSNR  | SSIM  | UQI   |
|--------------------|-------|-------|-------|
| HE                 | 27.927| 0.898 | 0.783 |
| Retinex [10]       | 27.562| 0.616 | 0.674 |
| MSR [15]           | 27.439| 0.633 | 0.728 |
| MSRC [17]          | 27.994| 0.624 | 0.634 |
| LIME [14]          | 27.825| 0.878 | 0.776 |
| RetinexNet [21]    | 27.869| 0.894 | 0.794 |
| Ours               | 28.534| 0.988 | 0.868 |
4.3. Experimental Comparison
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**Figure 2.** Enhanced effect of low illumination image. (a) Low illumination image; (b) HE; (c) Retinex; (d) MSR; (e) MSRC; (f) LIME; (g) RetinexNet; (h) Ours; (i) Ground Truth.

To better reflect the subjective visual effects, we selected indoor images and outdoor images for enhancement. We enlarge the detailed part of the image to better reflect the image enhancement effect, as shown in Figures 3 and 4.
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**Figure 3.** Contrast of indoor image enhancement effect. (a) Original image; (b) HE; (c) Retinex; (d) MSR; (e) MSRC; (f) LIME; (g) RetinexNet; (h) Ours.

Figure 3 shows the indoor low illumination image and the enhanced effect picture. As you can see from the zoom in detail, indoor images were enhanced by HE, Retinex, and MSR, resulting in white, obvious distortion, and serious loss of image details. After processing with the RetinexNet algorithm, the overall brightness of the image is improved, but the contrast is reduced, the overall image becomes blurred, and the visual effect is reduced. LIME enhancement effect is dark on the whole and not obvious in dark areas.

Figure 4 shows the enhanced effect of outdoor low-illumination images. It can be seen from the detailed amplification effect display that the overall enhancement effect of Retinex and MSR is white, and the car light distortion is obvious; the enhancement effect of HE is relatively natural, but the image is noisy; the enhancement effect is not obvious in dark areas of MSRC and LIME, and details are lost; RetinexNet Enhances the overall relative blur of the image.

The mean opinion score (MOS) test is a commonly used subjective image quality assessment method; human raters were asked to assign perceptual quality scores to test images. Usually, the score ranges from 1 (poor) to 5 (good). The final MOS is calculated as the arithmetic mean for all grades.
Figure 3. Contrast of indoor image enhancement effect. (a) Original image; (b) HE; (c) Retinex; (d) MSR; (e) MSRCP; (f) LIME; (g) RetinexNet; (h) Ours.

As you can see from the zoom in detail, indoor images were enhanced by HE, Retinex, and MSR, resulting in white, obvious distortion, and serious loss of image details. After processing with the RetinexNet algorithm, the overall brightness of the image is improved, but the contrast is reduced, the overall image becomes blurred, and the visual effect is reduced. LIME enhancement effect is dark on the whole and not obvious in dark areas.

Figure 4 shows the enhanced effect of outdoor low-illumination images. It can be seen from the detailed amplification effect display that the overall enhancement effect of Retinex and MSR is white, and the car light distortion is obvious; the enhancement effect of HE is relatively natural, but the image is noisy; the enhancement effect is not obvious in dark areas of MSRCP and LIME, and details are lost; RetinexNet Enhances the overall relative blur of the image.

The mean opinion score (MOS) test is a commonly used subjective image quality assessment method; human raters were asked to assign perceptual quality scores to test images. Usually, the score ranges from 1 (poor) to 5 (good). The final MOS is calculated as the arithmetic mean for all grades.

The expression of MOS is as follows:

$$\text{MOS} = \frac{\sum_{n=1}^{N} R_n}{N}$$

where $R$ represents the number of evaluators’ satisfaction scores for the image, and $N$ represents the total number of evaluators. We selected the results of 100 questionnaires, and the average opinion score is shown in Table 2.

Table 2. MOS score table in Figures 3 and 4. The bold numbers indicate the best performance.

| Method           | MOS (Figure 3) | MOS (Figure 4) |
|------------------|----------------|----------------|
| HE               | 2.84           | 3.84           |
| Retinex [10]     | 2.36           | 2.88           |
| MSR [15]         | 2.38           | 2.92           |
| MSRCP [17]       | 3.62           | 3.44           |
| LIME [14]        | 3.98           | 3.76           |
| RetinexNet [21]  | 3.7            | 3.24           |
| Ours             | **4.12**       | **3.84**       |

As can be seen from Table 2, our method gets the highest score in indoor image enhancement effect. As for outdoor image enhancement, our score is tied in the first place with HE, but the score is still higher when compared with the others.

5. Conclusions

In this paper, a composite model for image enhancement with low illumination is proposed that avoids color distortion, preserves image details as much as possible, considers the effect of image noise, and makes full use of the rich self-similar structure in the image to denoise the image. Experimental results show that compared with HE, Retinex, MSR, MSRCP, LIME, and RetinexNet algorithms, the peak signal-to-noise ratio, structure similarity, and universal quality index of images processed by the proposed algorithm are improved by 2.7%, 23.4%, and 15.7%, on average. Through many experiments, it has been proven that the method in this paper has good improvement in both the objective evaluation index and the subjective visual effect.
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