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Using structures of Abstract Wiener Spaces, we define a fractional Brownian field indexed by a product space $(0, 1/2] \times L^2(T, m)$, $(T, m)$ a separable measure space, where the first coordinate corresponds to the Hurst parameter of fractional Brownian motion. This field encompasses a large class of existing fractional Brownian processes, such as Lévy fractional Brownian motions and multiparameter fractional Brownian motions, and provides a setup for new ones. We prove that it has satisfactory incremental variance in both coordinates and derive certain continuity and Hölder regularity properties in relation with metric entropy. Also, a sharp estimate of the small ball probabilities is provided, generalizing a result on Lévy fractional Brownian motion. Then, we apply these general results to multiparameter and set-indexed processes, proving the existence of processes with prescribed local Hölder regularity on general indexing collections.
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1. INTRODUCTION AND MOTIVATIONS

The study of fractional processes began in the 1930's with the work of Kolmogorov in turbulent fluid dynamics. In the late 1960's, Mandelbrot and Van Ness popularized the notion of fractional Brownian motion (fBm). The family of processes $\{B^h_t, t \in \mathbb{R}_+\}$ is defined for each Hurst parameter $h \in (0, 1)$, in such a way that $B^h$ is the only $h$-selfsimilar Gaussian process with stationary increments, and has Brownian motion ($h = 1/2$) as a standard representant. These processes were extensively studied, and in this paper, we consider generalizations of fBm in two directions: a) the family of fBm is considered for the different Hurst parameters as a single Gaussian process indexed by $(h, t) \in (0, 1) \times \mathbb{R}_+$; b) the “time” indexing is replaced by any separable $L^2$ space. We prove that there exists a Gaussian process indexed by $(0, 1/2] \times L^2(T, m)$, with the additional constraint that the variance of its increments is as well behaved as it is on $(0, 1) \times \mathbb{R}_+$.

The study of the first generalization originated in the works [3, 34] on what is now known as multifractional Brownian motion (mBm). The mBm can be introduced in a tractable way following the approaches of [2, 9], where a fractional Brownian field (fBf) is primarily defined.
By fractional Brownian field, we will always mean a Gaussian process indexed by $t$ and $h$ simultaneously, and such that for fixed $h$, the process in $t$ is a fBm. A mBm is then built from a fBf and any given path in the $h$ direction, $\{h(t), t \in \mathbb{R}_+\}$. In [2], the authors use a wavelet series expansion of fBm to construct a fBf, while in [9], the harmonizable integral representation of fBm is used. In both cases, harmonic analysis arguments allow to prove that for any compact subset of $\mathbb{R}_+$, there is a constant $C > 0$ such that for any $t$ in this compact, and any $h, h' \in (0, 1)$,

$$
\mathbb{E} \left( B_t^h - B_t^{h'} \right)^2 \leq C (h - h')^2.
$$

(1.1)

This inequality is of some importance since it ensures the sample paths regularity of the field in $h$, while the behaviour with respect to the increments in $t$ is already known.

More generally, we will consider processes over $L^2(T, m)$, and an important subclass formed by processes restricted to indicator functions of subsets of $T$. In particular, multiparameter when $(T, m) = (\mathbb{R}^d_+, \text{Leb})$, and more largely set-indexed processes [18, 21], naturally appear and thus motivate generalization $b)$, besides the inherent interest of studying processes over an abstract space. Therefore, our goal will be to construct a fractional Brownian field such that inequality (1.1) holds when $t$ is not in $\mathbb{R}_+$ anymore, but in some $L^2$ space. We shall write $L^2$-fBf for any such fractional Brownian field, or simply fBf if the context is clear, and h-fBm when looking at the $L^2$-fBf with a fixed $h$. A $h$-fBm will have the following covariance: for each $h \in (0, 1/2]$,

$$
k_h : (f, g) \in L^2 \times L^2 \rightarrow \frac{1}{2} \left( m(f^2)^{2h} + m(g^2)^{2h} - m(f - g)^2{2h} \right). \tag{1.2}
$$

Note that according to Remark 2.10 of [18], $k_h$ is positive definite. $m(\cdot)$ on $L^2$ denotes the canonical linear functional associated to $m$, $\int x^2 dm$.

This form of covariance is particularly interesting for several reasons: it was thoroughly studied when restricted to indicator functions of some indexing collections, in particular in [18, 20], where it is the covariance of the set-indexed fractional Brownian motion (SfBm) and of the multiparameter fractional Brownian motion (mpfBm, a particular SfBm indexed by rectangles of $\mathbb{R}^d$ with Lebesgue measure). Also, this covariance belongs to a larger class of functions on a metric space $(S, d)$, of the form:

$$
C(s, t) = 1/2 \left( d(t_0, t) + d(t_0, s) - d(t, s) \right)
$$

for $s, t \in S$, and an arbitrarily chosen origin $t_0 \in S$. Whenever $d$ is such that $C(s, t)$ is positive definite (see, for instance, [43] for a discussion), we call the resulting Gaussian process a Lévy Brownian motion, after Paul Lévy, who introduced it in the Euclidean setting [29]. Accordingly, the covariances will be said to be of the Lévy type. In the definition of $C(s, t)$, replacing $d(\cdot, \cdot)$ by $d(\cdot, \cdot)^{2H}$ for some $H \in (0, 1]$ yields a covariance $C_H$, and thus a process referred to as Lévy fractional Brownian motion\(^1\). From this point of view, $m(\cdot - \cdot^2)^{1/2}$ is the $L^2$ metric, and $k_h$ is of the same form as $C_H$ (with $H = 2h$). Since $C_H$ is positive definite for $H \in (0, 1]$, it is coherent that $h \in (0, 1/2]$ only. In the multiparameter setting ([16]), the most studied fractional Brownian processes include the Lévy fBm, with covariance associated to the Euclidean distance: $2R_H(t, s) = ||t||^{2H} + ||s||^{2H} - ||t - s||^{2H}$, and the fractional Brownian sheet, with covariance $2^{d\delta}R_H(t, s) = \prod_{i=1}^d \{ ||t_i||^{2H} + ||s_i||^{2H} - ||t_i - s_i||^{2H} \}$. Interestingly in this setting, these covariances are not only of the Lévy type, but also of the form (1.2). For the Lévy fBm, there exists a measure $\mu$ and a class of subsets $\{U_i \subset \mathbb{R}^d\}$ of $\mathbb{R}^d$ such that:

$$
\int_{\mathbb{R}^d} |1_{U_i} - 1_U|^2 d\mu = \mu(U \triangle U_i) = ||s - t||. \tag{1.2}
$$

\(^1\)To prove $C_H$ is positive definite, one can refer to [40] where it is stated that the composition of a Bernstein function with a negative definite function is again negative definite.
This is Centsov’s construction (see a review in [39, pp.400–402]). It is also possible to express the fractional Brownian sheet as a set-indexed Brownian motion ([4]), although the constructed product measure depends on $H$. We will explore in section 3.2 this construction, with an application to the regularity of solutions of a class of stochastic partial differential equations. It should now be clear that the form of covariance (1.2) encompasses a wide class of processes.

In [8], Decreusefond and Üstünel introduced a family of fractional operators on the Wiener space $W$ (i.e. the space of continuous functions on $[0,1]$, started at 0), characterizing for each $h \in (0,1)$ a Cameron-Martin space $H_{h}$. Using these fractional operators, we express the fractional Brownian field as a white noise integral over the Wiener space:

$$\left\{ \int_{W} \langle K_{h}R_{h}(\cdot), w \rangle \, d\mathbb{B}_{w}, (h, t) \in (0,1) \times [0,1] \right\},$$

where $\mathbb{B}$ is the white noise associated to the standard Gaussian measure of $W$, $\mathcal{X}_{h}$ is derived from fractional operators appearing in [8], $R_{h}$ is the covariance of the fBm, and $\langle \cdot, \cdot \rangle$ denotes the usual pairing between $W$ and its topological dual $W^\ast$. The advantage of this approach is to allow the transfer of techniques of calculus on the Wiener space to any other linearly isometric space with the same structure. Those spaces, called Abstract Wiener Spaces (AWS), were introduced by Gross in his seminal work [15]. Using the separability and reproducing kernel property of the Cameron-Martin spaces built from the kernels $k_{h}, h \in (0,1/2)$, we prove the existence of a fractional Brownian field $B = \{B_{h,f}, h \in (0,1/2], f \in L^{2}(T,m)\}$ over some probability space $(\Omega, \mathcal{F}, \mathbb{P})$. This is the topic of the second section, where the aforementioned notions are defined.

The third section is devoted to proving that the above $L^{2}$-fBf $B$ has good $h$-increments, as in (1.1). These results rely on Hilbert space analysis and analytic function theory, and are to be found first in Theorem 3.3 for a generalised version of the fBf (in the sense of generalised processes [12]) and then in Theorem 3.7 for the $L^{2}$-fBf. Some of the computations are reported in Appendix A. As an application of the first Theorem, we look at the $L^{2}(\Omega)$-continuity of the mild solutions of a class of stochastic partial differential equations (SPDE) with additive and anisotropic fractional noise, when the regularity of the noise changes. We remark that an interest in the continuity with respect to the Hurst parameter of some functionals of the fBm already appeared in the works of Jolis and Viles (see [23] and previous works).

Then, in the fourth section, we use the increment properties of the variance of the $L^{2}$-fBf to derive a sufficient condition for almost sure continuity. We express in Theorem 4.3 this condition under the form of a Dudley entropy integral which does not depend on the $h$ coordinate. This is an interesting application of the result of the previous part, since it means that many regularity properties of the fBf can be obtained from the sole observation of the $h$-fBm, for any fixed $h$. Another link with metric entropy is established in Theorem 4.6 under the form of a sharp estimate of the small balls of the $h$-fBm. This is a natural extension of a result due to Monrad and Rootzén [31] for the fBm, and Talagrand [44] for the Lévy fBm. While doing so, a local nondeterminism property of this process is proved, similar to the one originally established by Pitt [35] in the 1970’s.

We take a closer look at the Hölder regularity of the fBf in the fifth section, when the $L^{2}$ indexing collection is restricted to the indicator functions of the rectangles of $\mathbb{R}^{d}$ (multiparameter processes) or to some indexing collection (in the sense of [21]). This restriction permits to use local Hölder regularity exponents, in the flavour of what was done in [19]. When a regular path $h : L^{2} \rightarrow (0,1/2]$ is specified, this defines a multifractional Brownian field as $B^{h}_{f} = B_{h(f),f}$, whose Hölder regularity at each point is proved to equal $h(f)$ almost surely.
2. Fractional processes in an abstract Wiener space

Let us start with a few general remarks. $L^2(T, m)$ with its classical dot product $(\cdot, \cdot)_m$ will always be assumed to be separable. This is the case, for example, when $T$ is a locally compact metric space with a countable basis, and $m$ is a Borel measure (cf Chapter IV of [36]).

We recall that it is impossible to construct a "standard" countably additive Gaussian measure on an infinite-dimensional Hilbert space (see, for instance, [26]). By "standard", we mean that every one-dimensional cylindrical projection of this measure is a standard Gaussian measure over $\mathbb{R}$. In particular, describing the law of a Brownian motion indexed over $L^2(T, m)$ in terms of Gaussian measure is not straightforward. However, given a Hilbert space $H$ and a cylindrical measure $\mu$ on $H$, it is possible to embed this Hilbert space in a larger Banach space $E$ such that $\mu$ is countably additive on $E$, as this will be exposed in the next paragraph. The most natural process obtained from this construction is a Brownian process indexed by $H$. In order to produce fractional variations of Brownian motion, we will make use of special Hilbert spaces on which covariance functions can be decomposed:

Definition 2.1 (Reproducing Kernel Hilbert Space). Let $(T, m)$ be a separable and complete metric space and $R$ a continuous covariance function on $T \times T$. $R$ determines a unique Hilbert space $H(R)$ satisfying the following properties: i) $H(R)$ is a space of functions on $T \rightarrow \mathbb{R}$; ii) for all $t \in T$, $R(\cdot, t) \in H(R)$; iii) for all $t \in T$, $\forall f \in H(R)$, $(f, R(\cdot, t))_{H(R)} = f(t)$.

$H(R)$ can be constructed from $\text{Span}[R(\cdot, t), t \in T]$, completing this space with respect to the norm given by the scalar product of the previous Definition. The continuity of the kernel and the separability of $T$ suffice to prove that $H(R)$ is itself separable [5].

We now present the construction of Gross [15] of an Abstract Wiener space on $H$ equipped with its scalar product $(\cdot, \cdot)_H$. Let $\tilde{\mu}$ be the following cylindrical measure: for any cylindrical subset $S \subset H$, i.e. of the form $S = P^{-1}(B)$, where $B$ is a Borel subset of $H$ and $P$ an orthogonal projection of $H$ with finite rank equal to $n$,

$$\tilde{\mu}(S) = \frac{1}{(2\pi)^{n/2}} \int_B e^{-\|x\|_H^2/2} \, dx .$$

The measure $\tilde{\mu}$ is centred Gaussian, but is not countably additive on $H$ when it is infinite-dimensional. The following definition allows to extend $\tilde{\mu}$ to a proper measure on a larger space. A measurable norm is a norm $\| \cdot \|_1$ on $H$ such that for any $\varepsilon > 0$, there exists an orthogonal projection $P_\varepsilon$ with finite rank such that for any finite-rank projection $P$ which is orthogonal to $P_\varepsilon$, the following holds:

$$\tilde{\mu}\{\{x \in H : \|Px\|_1 > \varepsilon\} < \varepsilon .$$

If such a norm exists, we may call $E$ the completion of $H$ with respect to this norm. Then, $(E, \| \cdot \|_1)$ is a Banach space in which $(H, \| \cdot \|_H)$ is dense and such that the canonical injection is compact and continuous. The same relationship holds between their topological duals $E^*$ and $H^*$ (assimilated to $H$ in the following). The main result in [15] then reads: $\tilde{\mu}$ extends to a countably additive measure $\mu$ on all the cylinders of $E$.

From now on, the image of $x^* \in E^*$ by the canonical injection will be denoted $g_{x^*} \in H$. A major consequence of Gross's theorem is that there is a measure whose Fourier transform is given by:

$$\forall x^* \in E^*, \quad \int_E e^{i(x^*, x)} \, d\mu(x) = e^{-\frac{1}{2}\|x^*\|_H^2} , \quad (2.1)$$
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or, written in terms of the second moment:

$$
\forall x^*, y^* \in E^*, \quad \int_E \langle x^*, x \rangle \langle y^*, x \rangle \, d\mu(x) = \left( g_{x^*}, g_{y^*} \right)_H.
$$

The triple $(H, E, \mu)$ is an abstract Wiener space and $H$ is referred as Cameron-Martin space of the process $\mu$. We present now two results concerning abstract Wiener spaces (AWS), the first stating that new abstract Wiener spaces can be easily constructed from others that already exist.

**Theorem 2.2** ([42]). Let $H$ and $H'$ be two separable Hilbert spaces and $F$ a linear isometry from $H$ to $H'$. Assume that an AWS $(H, E, \mu)$ is given. Then, there exists a Banach space $E' \supset H'$ and a linear isometry $\tilde{F} : E \to E'$ whose restriction to $H$ is $F$ and $(H', E', \tilde{F}, \mu)$ is an AWS ($\tilde{F}, \mu$ denotes the push-forward measure of $\mu$ by $\tilde{F}$).

In particular, starting from the AWS of continuous functions on $[0, 1]$ with the sup-norm and the Wiener measure, it is possible to construct a large class of AWS. However, this does not mean that all AWS are the same, since for a single Hilbert space, there can be an uncountable family of AWS. However, starting from a Banach space and a measure, there is a unique Cameron-Martin space explicitly constructed from it.

**Lemma 2.3** ([42]).

1. For any $x^* \in E^*$, there is a unique $g_{x^*} \in H$ such that $(g, g_{x^*})_H = \langle x^*, g \rangle$ for all $g \in H$ and the mapping $i : x^* \in E^* \mapsto g_{x^*} \in H$ is linear, continuous, injective and its image is dense in $H$.

2. If $x \in E \setminus H$, then $\sup_{\{x^* \in E^* : \|x^*\| \leq 1\}} \langle x^*, x \rangle = \infty$ and for any $g \in H$, the norm is given by $\|g\|_H = \sup\{\langle x^*, g \rangle, x^* \in E^*\}$ and $\|g_{x^*}\|_H \leq 1$.

3. There exists a sequence $(x_n^*) \in (E^*)^\mathbb{N}$ such that $(g_{x_n^*})_{n \in \mathbb{N}}$ is an orthonormal basis of $H$.

Our approach in this section will be to identify abstract Wiener spaces related to the covariance functions of the fractional Brownian motion:

$$
\forall s, t \in \mathbb{R}_+, \quad R_h(s, t) = \frac{1}{2} \left( |s|^{2h} + |t|^{2h} - |s - t|^{2h} \right),
$$

$h \in (0, 1]$, and operators providing links between these different AWS. Then, each fractional Brownian motion is expressed as an integral in the standard Wiener space, eventually providing a Gaussian field in $t$ and $h$. The second step is to extend this object to another family of abstract Wiener spaces based on the reproducing kernel Hilbert space (RKHS) of $k_h$, relying heavily on Theorem 2.2. Finally, we prove the resulting field has a “good” covariance structure, in the sense of (1.1).

**2.1. $R_h$ in the standard Wiener space**

The standard Wiener space on $[0, 1]$ is the triple consisting of the Banach space of continuous functions started at 0, denoted $W$; the Cameron-Martin space $H^1$ of absolutely continuous functions started at 0; and the Gaussian measure $\mathcal{W}$ on $W$, characterized by equation (2.1) with appropriate change ($E = W$, $H = H^1$ and $\mu = \mathcal{W}$).

In fact, $H^1$ is also the space of real-valued functions $g$ on $[0, 1]$ of the form $g(t) = \int_0^t \ddot{g}(s) \, ds$, where $\ddot{g} \in L^2([0, 1])$, and the Hilbert norm is $\|g\|_{H^1} = \|\ddot{g}\|_{L^2}$. Using the Riesz representation theorem on $C([0, 1])$, $g_{x^*}$, as well as any $x^* \in C([0, 1])^*$, can be expressed by:

$$
\forall w \in C([0, 1]), \quad x^*(w) = \int_0^1 w(t) \Lambda_{x^*}(dt),
$$

with $\Lambda_{x^*}$ a finite signed Radon measure on $[0, 1]$. Besides, this equality
yields for the total variation of $\Lambda x^*: |\Lambda x^*([0,1])| = \|x^*\|$. Thus, we shall assimilate $x^*$ with $\Lambda x^*$, writing:

$$\forall x^* \in W^*, \forall w \in W, \quad \langle x^*, w \rangle = \int_{[0,1]} w(t) x^*(dt). \quad (2.2)$$

We now characterize the existence of a family of fractional Wiener spaces, as described in [8]: for any $h \in (0,1)$, there is a one-to-one operator $K_h$ acting on $L^2([0,1])$ satisfying the following properties:

1) The space $H_h = K_h \left(L^2([0,1])\right)$ is a subspace of $W$. If we denote $\langle \cdot, \cdot \rangle_{h}$ the scalar product (||·||$_h$ the norm) that makes $H_h$ isometric to $L^2$, and $\mathbf{W}_h$ the Gaussian measure whose Fourier transform is characterized by $\langle \cdot, \cdot \rangle_{h}$, then $(H_h, W, \mathbf{W}_h)$ is an AWS. For $h = 1/2$:

$$(H_{1/2}, W, \mathbf{W}_{1/2}) = (H^1, W, W).$$

2) Let $K^*_h$ be the adjoint operator of $K_h$. When $K^*_h$ is restricted to $W^*$, the operator $K_h \circ K^*_h$ is the canonical injection from $W^*$ to $H_h$ and it is a kernel operator whose kernel is precisely $R_h$.

As a consequence, we use the same notation for both the operator and the kernel.

3) $K_h$ is a Hilbert Schmidt operator and has a kernel on $[0,1]^2$ which is denoted $K_h$ too, so that for any $g \in L^2([0,1])$, $K_h g(t) = \int_0^1 K_h(t,s)g(s) \, ds$. We notice that while the kernel $R_h$ is symmetric, $K_h$ is not, as this will become clear.

This is summarized, for all $h$, by:

$$W^* \xrightarrow{K^*_h} L^2([0,1]) \xrightarrow{K_h} H_h \xrightarrow{K^*_h} W.$$  

More details on $K_h$ are given along this section and in Appendix A, especially its integral formula ([8, 32]), while the link with fractional integrals is clearly established in [8]. For $t \in [0,1]$, we denote by $\delta_t$ the Dirac measure at point $t$, considered here as an element of $W^*$.

**Theorem 2.4.** Let $h \in (0,1)$ and $H(R_h)$ be the RKHS of $R_h$. Then, $H(R_h) \subseteq H_h$ and for any $f, g \in H(R_h)$, $\langle f, g \rangle_{H(R_h)} = (f, g)_{H_h}$. Besides, there is a linear isometry $J^*_h$ from $W^*$ to itself such that for any $\eta, \nu \in W^*$,

$$\int_W \langle J^*_h \eta, w \rangle \langle J^*_h \nu, w \rangle \, d\mathbf{W}(w) = (R_h \eta, R_h \nu)_{H_h}. \quad (2.3)$$

Furthermore, for all $s, t \in [0,1]$,

$$R_h(s, t) = (K^*_h \delta_s, K^*_h \delta_t)_L = (R_h \delta_s, R_h \delta_t)_{H_h} = \int_W \langle \mathcal{X}_h R_h(\cdot, s), w \rangle \langle \mathcal{X}_h R_h(\cdot, t), w \rangle \, d\mathbf{W}(w), \quad (2.4)$$

with $\mathcal{X}_h : H_h \rightarrow W^*$ defined by the relationship $\mathcal{X}_h = J^*_h \circ R^{-1}_h$.

Before proving this result, consider the following immediate application. For a white noise $\mathbb{B}$ on $W$ with control measure $\mathbf{W}$ on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$, the following formula defines a Gaussian random field on $(0,1) \times [0,1]$: 

$$\forall (h, t) \in (0,1) \times [0,1], \quad B_{h,t} = \int_W \langle \mathcal{X}_h R_h(\cdot, t), w \rangle \, d\mathbb{B}_w. \quad (2.5)$$
Indeed, according to equation (2.4), the mapping \( w \rightarrow \langle X_{h}(\cdot), t \rangle \) belongs to \( L^{2}(W, \mathcal{M}) \). In addition, the previous theorem shows that for fixed \( h \), this process is a fractional Brownian motion.

**Remark 2.5.** A similar two-parameter Gaussian field appeared for the first time in [2, 9], although it was not expressed as an integral over the Wiener space. We present in Corollary 2.6 a different form for (2.5).

**Proof.** By the definition of point 2), \( R_{h} \) is the operator \( K_{h} \circ K_{h}^{*} \) mapping \( W^{+} \) to \( H_{h} \), with the kernel \( R_{h} \) of the fractional Brownian motion. The assertion \( R_{h} \delta_{t} = R_{h}(\cdot, t) \), for any \( t \in [0, 1] \), follows. As a consequence, \( R_{h}(\cdot, t) \in H_{h} \) for all \( t \), which in turns suffices to prove that \( H(R_{h}) \subseteq H_{h} \), since \( H(R_{h}) \) is the completion of \( \text{Span}[R_{h}(\cdot, t), t \in [0, 1]] \). For the same reason, proving that \((\cdot, \cdot)_{H(R_{h})} = (\cdot, \cdot)_{H_{h}}\) on \( H(R_{h}) \) amounts to show that for all \( s, t \in [0, 1] \), \((R_{h}(s, \cdot), R_{h}(t, \cdot))_{H_{h}} = (R_{h}(s, \cdot), R_{h}(t, \cdot))_{H_{h}}\), where the first term in the equality is, by definition, equal to \( R_{h}(s, t) \). Then, we infer from point 2) (of the definition of the adjoint operator) that \( K_{h}^{*} \) can be evaluated in the following manner:

\[ \forall f \in L^{2}, \quad (f, K_{h}^{*} \eta)_{L^{2}} = \langle \eta, K_{h} f \rangle = \int_{0}^{1} K_{h} f(t) \eta(t) dt. \]

Applied to \( \delta_{t} \) and taking into account point 3), this yields:

\[ (f, K_{h}^{*} \delta_{t})_{L^{2}} = K_{h} f(t) = \int_{0}^{1} K_{h}(t, s) f(s) ds \]

Thus \( K_{h}^{*} \delta_{t} = K_{h}(t, \cdot) \) in \( L^{2} \) and it follows that \( K_{h} \circ K_{h}^{*} \delta_{t} = \int_{0}^{1} K_{h}(t, r) K_{h}(r, t) dr \) which is also equal to \( R_{h}(t, \cdot) \), as mentioned at the beginning of the proof. According to point 1), \((\cdot, \cdot)_{H_{h}}\) satisfies, for \( f, g \in H_{h} \), \((f, g)_{H_{h}} = (K_{h}^{-1} f, K_{h}^{-1} g)_{L^{2}} \). As a consequence,

\[ (R_{h}(\cdot, t), R_{h}(\cdot, s))_{H_{h}} = (K_{h}^{*} \delta_{t}, K_{h}^{*} \delta_{s})_{L^{2}} = \int_{0}^{1} K_{h}(s, r) K_{h}(t, r) dr = R_{h}(s, t), \]

and the first result follows.

To prove the second point, let us define \( J_{h} = K_{h} \circ K_{h}^{-1} \). From its definition, \( J_{h} \) is an isometric isomorphism from \( H_{1/2} \) towards \( H_{h} \), thus admitting a unique (linear) isometric extension to \( W \). Let \( \overline{J}_{h} \) be this extension and notice that the image space of \( \overline{J}_{h} \) is \( \overline{H}_{1/2} \), where \( || \cdot ||_{1} \) is the norm defined by \( ||g||_{1} = ||J_{h}^{-1}(g)||_{W}, g \in H_{h} \). It is clear that \( \overline{H}_{1/2} = \overline{H}_{1/2} = W \), and as a consequence, \((H_{h}, W, \overline{J}_{h}, \mathcal{M})\) is the image of the standard Wiener space by the isometry \( J_{h} \). In particular, this identifies \( \overline{J}_{h} \ast \mathcal{M} = \mathcal{M}_{h} \) (these measures have the same Fourier transform). Let \( J_{h}^{*} : W^{+} \rightarrow W^{+} \) be the adjoint operator of \( J_{h} \). Then:

\[ \int_{W} \langle \overline{J}_{h} \eta, w \rangle \langle \overline{J}_{h} v, w \rangle d\mathcal{M}(w) = \int_{W} \langle \eta, \overline{J}_{h} w \rangle \langle v, \overline{J}_{h} w \rangle d\mathcal{M}(w) = \int_{W} \langle \eta, v \rangle d(\overline{J}_{h} \ast \mathcal{M})(w) = \int_{W} \langle \eta, v \rangle d\mathcal{M}_{h}(w) = (R_{h} \eta, R_{h} v)_{H_{h}}. \]
Finally, (2.4) directly follows from (2.3), using the fact that \( R_h(\cdot, t) = R_h \delta_1 \). \( \square \)

To end this section, we show that the process defined by (2.5) is equal to the process that appeared in [8]. This is no surprise, since the same operators are involved. However, we include the proof for completeness.

**Corollary 2.6.** Let \( B \) a process as defined in equation (2.5). Then \( B \) has the same law as the process \( B_1 = \left\{ \int_0^1 K_h(t, s) \, dW_s, \ (h, t) \in (0, 1) \times [0, 1] \right\} \).

**Proof.** Since both processes are centred Gaussian it suffices to study their covariance. For any \((h, t), (h', s) \in (0, 1) \times [0, 1] , \)

\[
C_1 ((h, t), (h', s)) = \int_0^1 K_h(t, u) K_{h'}(s, u) \, du = \left( K_h^* \delta_1, K_{h'}^* \delta_1 \right)_{L^2}.
\]

The covariance of \( B \) is also derived, leading to:

\[
C_2 ((h, t), (h', s)) = \int_{w} \langle \tilde{J}_h^* \delta_t, w \rangle \langle \tilde{J}_{h'}^* \delta_s, w \rangle \, \Psi(dw),
\]

and then, considering \( \tilde{J}_h^* \delta_t \in W^* \) as a measure:

\[
C_2 ((h, t), (h', s)) = \int_{w} \left( \int_0^1 \left( \int_0^1 w(u)w(v) \langle \tilde{J}_h^* \delta_t, w \rangle \langle \tilde{J}_{h'}^* \delta_s, w \rangle \, dv \right) \Psi(dw) \right) \, du \left( \int_0^1 \left( \int_0^1 w(u)w(v) \Psi(dw) \langle \tilde{J}_h^* \delta_t, w \rangle \langle \tilde{J}_{h'}^* \delta_s, w \rangle \, dv \right) \, du \right)
\]

\[
= \int_0^1 \int_0^1 R_{1/2}(u, v) \left( \tilde{J}_h^* \delta_t \right)(du) \left( \tilde{J}_{h'}^* \delta_s \right)(dv)
\]

\[
= \left( K_h^{1/2} \tilde{J}_h^* \delta_t, K_{h'}^{1/2} \tilde{J}_{h'}^* \delta_s \right)_{L^2}.
\]

Hence, we are to prove that for any \( h \in (0, 1) \), \( K_h^{1/2} \tilde{J}_h^* \) and \( K_h^* \) are equal, as operators from \( W^* \) to \( L^2[0, 1] \). The main ingredient is that when restricted to \( H_{1/2} \), \( \tilde{J}_h^* \delta_t \) is equal to \( K_h \circ K_h^{-1} \). Then, for any \( x^* \in W^*, f \in L^2[0, 1], \)

\[
\left( K_h^{1/2} \tilde{J}_h^* x^*, f \right)_{L^2} = \left( \tilde{J}_h^* x^*, K_{1/2} f \right)
\]

\[
= \left( x^*, J_h K_{1/2} f \right)
\]

\[
= \left( x^*, J_h K_{1/2} f \right)
\]

where the third equality holds because \( K_{1/2} f \in H_{1/2} \). \( \square \)

**Remark 2.7.** We make a final remark in this section, with the definition of an extension of \( \{ B_{h,t}, (h, t) \in (0, 1) \times [0, 1] \} \) (or \( B_f \)) to a generalised process (in the sense of [12]): \( \{ B_{h,\xi}, (h, \xi) \in (0, 1) \times W^* \} \), where following (2.3),

\[
B_{h,\xi} = \int_{w} \langle \tilde{J}_h^* \xi, w \rangle \, d\mathbb{B}_w.
\]  

(2.6)
2.2. Extended decomposition in an abstract Wiener space

Equipped with a tractable way of expressing a fractional Gaussian field given the reproducing kernel $R_h$ on $[0, 1]$, we now present how to extend this decomposition to any separable $L^2(T, m)$ space with the family of kernels $k_h, h \in (0, 1/2]$ introduced in (1.2). The RKHS of $k_h$ is written $H(k_h)$.

For any $h \in (0, 1/2]$, $H_h \supset H(R_h)$ and $H(k_h)$ are separable Hilbert spaces, so let us choose a linear isometry between the two latter spaces and extend it to $H_h$. We call $u_h$ such a linear isometry and write $\mathcal{H}_h = u_h(H_h)$. As a consequence of its definition, the restriction of $u_h$ to $H(R_h)$ is a linear isometry between $H(R_h)$ and $H(k_h)$. Recall that the parameter $h$ is restricted to $(0, 1/2]$ because $k_h$ is not positive definite for $h \in (1/2, 1]$ (see [18] for a counterexample). In the next section, we will be more specific about the choice of this isometry, $u_h$ is isometrically extended to all of $W$ as in Theorem 2.2, and the extension is denoted by $\tilde{u}_h$. By this very Theorem, it is possible to define an abstract Wiener space which is the image of $W$ measure of $\tilde{u}_h$ as defined in the introduction. Noticeably, if $\tilde{u}_h$ is not positive definite for $h \in (1/2, 1]$ (see [18] for a counterexample).

In the next section, we will be more specific about the choice of this isometry, $u_h$ is isometrically extended to all of $W$ as in Theorem 2.2, and the extension is denoted by $\tilde{u}_h$. By this very Theorem, it is possible to define an abstract Wiener space which is the image of $W$ measure of $\tilde{u}_h$ as defined in the introduction. Noticeably, if $\tilde{u}_h$ is not positive definite for $h \in (1/2, 1]$ (see [18] for a counterexample).

The previous relation reads:

$$k_h(f, g) = \int_E \langle \mathcal{H}_h k_h(\cdot, f), x \rangle \langle \mathcal{H}_h k_h(\cdot, g), x \rangle \, d\mu(x).$$

**Definition 2.8** (fractional Brownian field). Let $(\Omega, \mathcal{F}, \mathbb{P})$ a probability space and $\mathbb{W}$ a white noise on $E$ associated to the measure $\mu$. The following formula defines a Gaussian random field over $(0, 1/2] \times L^2(T, m)$:

$$\forall(h, f) \in (0, 1/2] \times L^2(T, m), \quad B_h(f) = \int_E \langle \mathcal{H}_h k_h(\cdot, f), x \rangle \, d\mathbb{W}(x).$$

The previous calculus proves that for fixed $h$, this process has covariance (1.2), so $B$ is a $L^2$-fBf as defined in the introduction. Noticeably, if $\mathbb{W}$ is a white noise of $(\mathcal{H}_h, E_h, \mu_h)$, the process:

$$\left\{ \int_{E_h} \mathcal{H}_h k_h(\cdot, f), x \right\} d\mathbb{W}(x), \quad f \in L^2(T, m)$$

and $\left\{ B_{h,f}, f \in L^2(T, m) \right\}$ have the same law, where $k_h(\cdot, f) \in E_h$ is the image of $k_h(\cdot, f)$ by the canonical injection of $E_h \rightarrow \mathcal{H}_h$. The same calculus as in the proof of Corollary 2.6, shows that the covariance of the new process is given by:

$$\mathbb{E} \left( B_{h,f} B_{h,g} \right) = \left( K_h^{-1} u_h^{-1} k_h(f, \cdot), K_h^{-1} u_h^{-1} k_h(g, \cdot) \right)_{L^2([0, 1])}.$$

(2.7)
Hence, the choice of the family of isometries \( \{u_h\}_{h \in [0,1/2]} \) matters.

Let us set up a family of isometries \( u = \{u_h\}_{h \in [0,1/2]} \) allowing the fBf to have good increments, as discussed already. Let \( \mathcal{D} = \{t_n, n \in \mathbb{N}\} \) be the set of dyadics in \([0,1]\). Let \( h \in (0,1/2] \), then from the definition of \( H(R_h) \), \( \{R_h(\cdot,t), t \in \mathcal{D}\} \) is a linear basis of this space (although the linear independence is proved in the following lemma). We shall establish the existence of a family of functions \( \{f_n \in L^2(T,m), n \in \mathbb{N}\} \) such that \( \{k_h(\cdot,f_n), n \in \mathbb{N}\} \) is a linear basis for \( \mathcal{H}_h \).

**Lemma 2.9.** Let \( h \in (0,1/2] \). Let \( n \in \mathbb{N}^+ \) and \( (f_0, \ldots, f_n) \in L^2(T,m) \) be linearly independent. Then, \( \{k_h(\cdot,f_0), \ldots, k_h(\cdot,f_n)\} \) is linearly independent in \( \mathcal{H}_h \).

The proof is reported in Appendix B. This lemma suggests that we will choose a dense (countable) linear basis of \( L^2(T,m) \). This can be done as follows. \( L^2(T,m) \) is a separable metric space, hence it admits a countable topological basis\(^2\), so denote by \( (O_n)_{n \in \mathbb{N}} \) this basis of open sets for the topology of \( L^2(T,m) \). Let us prove inductively the existence of a dense linearly independent family \( \{f_n\}_{n \in \mathbb{N}} \). Let \( f_0 \in O_0 \) and assume that \( (f_0, \ldots, f_n) \) already exist. \( F_n = \text{Span}\{f_0, \ldots, f_n\} \) is a finite-dimensional subspace of an infinite-dimensional space. Therefore \( F_n \) is of empty interior and one can pick \( f_{n+1} \in O_{n+1} \setminus F_n \). This mechanism provides a linearly independent family, which is dense since its intersection with any \( O_n \) is non-empty.

From now on, \( \{f_n, n \in \mathbb{N}\} \) denotes such a family, and for any \( h \in (0,1/2] \), Lemma 2.9 implies that \( \{k_h(\cdot,f_n), n \in \mathbb{N}\} \) is linearly independent in \( H(k_h) \). That \( \{f_n\}_{n \in \mathbb{N}} \) is dense in \( L^2 \) yields that this is actually a spanning family of \( H(k_h) \). Let us prove this last statement: let \( K \in H(k_h) \), so that there is a sequence of real numbers \( (\alpha_n)_{n \in \mathbb{N}} \) and a sequence \( (g_n)_{n \in \mathbb{N}} \) of elements of \( L^2(m) \), such that \( \sum_{n \in \mathbb{N}} \alpha_n k_h(\cdot,g_n) = K \) in \( H(k_h) \). Let \( \varepsilon > 0 \) and for any \( n \in \mathbb{N} \), let \( \varepsilon_n = \varepsilon |\alpha_n|^{-1} (n+1)^{-2} \). For any \( n \), there is \( f_n \) in the dense basis of \( L^2(m) \) that satisfies \( \|g_n - f_n\|_{L^2}^2 < \varepsilon_n \). Let \( N \in \mathbb{N} \) such that for all \( p \geq N \), \( \|K - \sum_{n=0}^{p} \alpha_n k_h(\cdot,g_n)\|_{H(k_h)} < \varepsilon \). Then:

\[
\|K - \sum_{n=0}^{p} \alpha_n k_h(\cdot,f_n)\|_{\mathcal{H}_h} \leq \|K - \sum_{n=0}^{p} \alpha_n k_h(\cdot, g_n)\|_{\mathcal{H}_h} + \\|\sum_{n=0}^{p} \alpha_n k_h(\cdot, g_n) - \sum_{n=0}^{p} \alpha_n k_h(\cdot, f_n)\|_{\mathcal{H}_h} \\
\leq \varepsilon + \sum_{n=0}^{p} |\alpha_n| \|k_h(\cdot, g_n) - k_h(\cdot, f_n)\|_{\mathcal{H}_h} \\
\leq \varepsilon + \sum_{n=0}^{p} |\alpha_n| \|g_n - f_n\|_{L^2}^2 \\
\leq 3 \varepsilon .
\]

The same reasoning shows that \( \{R_h(\cdot, t_n), n \in \mathbb{N}\} \) is a basis for \( H(R_h) \). \( \{R_h(\cdot, t_n), n \in \mathbb{N}\} \) and \( \{k_h(\cdot, f_n), n \in \mathbb{N}\} \) stand for the two corresponding orthogonal bases obtained from the Gram-Schmidt process. Then, the linear map \( v_h : H(R_h) \to H(k_h) \) can be properly defined:

\[
\forall n \in \mathbb{N}, \quad v_h \left( R_h(\cdot, t_n) \right) = \frac{\|R_h(\cdot, t_n)\|}{\|k_h(\cdot, f_n)\|} k_h(\cdot, f_n) . \tag{2.8}
\]

This mapping is an isometry. Enlarging the family \( \{R_h(\cdot, t_n), n \in \mathbb{N}\} \) into a complete orthogonal system of \( H_h \), \( v_h \) is extended to an isometry \( u_h \) mapping \( H_h \) to \( u_h(H_h) = \mathcal{H}_h \). In the following \( v_h \) and \( u_h \) are both denoted by \( u_h \). From now on, \( B \) will always refer to a fractional Brownian field built from this particular kind of isometry.

\(^2\)Any separable metric space is second-countable.
3. VARIANCE OF THE h-INCREMENTs

This section is devoted to proving that the different fractional Brownian fields we can construct satisfy inequalities of the type (1.1), and in particular the $L^2$-fBf built with the family of isometries we just introduced.

3.1. The one-dimensional generalised fractional Brownian field

Firstly, the question is answered in the standard framework of the field indexed over $(0, 1) \times [0, 1]$, and to a larger extent to the corresponding generalised field. Before the main result, we need the following lemma and proposition, whose proofs are reported in Appendix A.

**Lemma 3.1.** For every $n \in \mathbb{N}$, $B_n(\cdot, t_n)$ is a positive linear functional, in the sense that for any nonnegative function $g \in H_0$, \( \langle B_n(\cdot, t_n), g \rangle_{H_0} \geq 0 \).

Let $W^*_n$ denote the set of positive linear functionals over $W$. As can be seen from equation (2.2), any element of $W^*_n$ can also be considered as a finite nonnegative measure.

**Proposition 3.2.** For all $\eta > 0$, there exists a constant $M_\eta > 0$, such that for all $h_1 < h_2 \in (\eta, 1/2 - \eta)$, for all $\xi \in W^*_n$,

$$
\int_0^1 \left( K_{h_1}^* \xi(u) - K_{h_2}^* \xi(u) \right)^2 \, du \leq M_\eta ((h_2 - h_1) L(h_2 - h_1))^2 \| \xi \|_{H_0}^2,
$$

where for all $x \in (-1, 1)$, $L(x) = \log(|x|^{-1}) \vee 1$ if $x \neq 0$, and 0 otherwise.

**Theorem 3.3.** Let $B_{h, \xi}$ be the generalised fBf defined in (2.6). For all $\eta > 0$, there exists a constant $M_\eta > 0$, such that for all $h_1 < h_2 \in (\eta, 1/2 - \eta)$, for all $\xi \in W^*_n$,

$$
\mathbb{E} \left( B_{h_1, \xi} - B_{h_2, \xi} \right)^2 \leq M_\eta ((h_2 - h_1) L(h_2 - h_1))^2 \| \xi \|_{H_0}^2.
$$

**Proof.** If $\xi \in W^*_n$, then it also belongs to $H^*_n$. Note that as an element of $H^*_n$, the image of $\xi$ by $R_{h_1}$ reads:

$$
R_{h_1} \xi = \sum_{n=0}^\infty \frac{(R_{h_1} \xi, R_{h_1}(t_{n, \cdot}))_{H_{h_1}}}{\|R_{h_1}(t_{n, \cdot})\|_{H_{h_1}}} R_{h_1}(t_{n, \cdot})
$$

$$
= \sum_{n=0}^\infty \left\{ (R_{h_1} \xi, R_{h_1}(t_{n, \cdot}))_{H_{h_1}} \vee 0 \right\} \frac{R_{h_1}(t_{n, \cdot})}{\|R_{h_1}(t_{n, \cdot})\|_{H_{h_1}}} - \sum_{n=0}^\infty \left\{ -(R_{h_1} \xi, R_{h_1}(t_{n, \cdot}))_{H_{h_1}} \vee 0 \right\} \frac{R_{h_1}(t_{n, \cdot})}{\|R_{h_1}(t_{n, \cdot})\|_{H_{h_1}}} = R_{h_1} \xi_+ - R_{h_1} \xi_-.
$$

Since $\| \xi \|_{H^*_n}^2 = \| \xi_+ \|^2_{H^*_n} + \| \xi_- \|^2_{H^*_n}$, it suffices to notice that:

$$
\mathbb{E} \left( B_{h_1, \xi_+} - B_{h_1, \xi_-} \right)^2 = \left\| K_{h_1}^* \xi_+ - K_{h_1}^* \xi_- \right\|^2_{L^2},
$$

and then to apply Proposition 3.2 to $\xi_+$ and $\xi_-$ (which are positive linear functionals of $W^*$, according to Lemma 3.1 and the density of $H^*_n$ in $W$).

While the $W^*$-norm is rougher than a $H^*_n$-norm, it suffices in the following application. Indeed, the next proposition follows by taking $\xi = \delta_t \in W^*_n, t \in [0, 1]$ because then $\| \delta_t \|_{H^*_n} \leq C_n \| \delta_t \|_{W^*} = C_n$, where $C_n$ is the norm of the canonical injection from $W^*$ to $H^*_n$. 　
Corollary 3.4. The fractional Brownian field on \((0, 1/2) \times [0, 1]\) has a continuous version.

Proof. For any \(t \in [0, 1]\), any \(h_1, h_2 \in (0, 1/2]\),

\[
\mathbb{E}\left( B_{h_1,t} - B_{h_2,t} \right)^2 = \mathbb{E}\left( B_{h_1,s} - B_{h_2,s} \right)^2.
\]

Proposition 3.3 then implies that for any \(\eta > 0\), there is a constant \(M_\eta\) such that for all \(h_1 < h_2 \in [\eta, 1/2 - \eta]\), and all \(t \in [0, 1]\),

\[
\int_0^1 \left( K_{h_1}^\ast \delta_s(u) - K_{h_2}^\ast \delta_s(u) \right)^2 du \leq M_\eta (h_2 - h_1)^2 (h_2 - h_1)^2 \|\delta_s\|_{L^2}.
\]

It follows that for all \(s, t \in [0, 1]\),

\[
\mathbb{E}\left( B_{h_1,s} - B_{h_2,s} \right)^2 \leq 2\mathbb{E}\left( B_{h_1,s} - B_{h_2,s} \right)^2 + 2\mathbb{E}\left( B_{h_1,t} - B_{h_2,t} \right)^2 \\
\leq 2M_\eta C_{h_1} (h_2 - h_1)^2 (h_2 - h_1)^2 + 2|t - s|^{2h_2} \\
\leq 2M_\eta C_{h_1} (h_2 - h_1)^2 (h_2 - h_1)^2 + 2|t - s|^{2\eta}.
\]

The Kolmogorov continuity theorem allows to conclude that the fBf admits a continuous version on \([\eta, 1/2 - \eta] \times [0, 1]\), for any \(\eta > 0\). The result is proved on \((0, 1/2) \times [0, 1]\)\.

Remark 3.5. Working on \(K_h\) for \(h \geq 1/2\), we could in fact prove that the fBf has a continuous modification on \((0, 1) \times [0, 1]\). See for instance [8] where it is proved that \(K_h, h \geq 1/2\), has an analytic extension to \((0, 1)\).

3.2. An application to the mild solutions of a family of stochastic partial differential equations

In this section, we suggest an application of the previous results to the solutions of a class of stochastic partial differential equations with additive fractional noises. Our aim is not to solve them explicitly, but rather to prove the \(L^2\) continuity of the solutions when the regularity of the (anisotropic) noise varies. The exposition is made on \([0, 1]^2\), but extends easily to higher dimensions.

It was proved in [6] that the tensor product of two abstract Wiener spaces is an abstract Wiener space. This means that for \(h_1, h_2 \in (0, 1)\), \((H_{h_1} \otimes H_{h_2}, W \otimes W, \mathcal{W}_{h_1} \otimes \mathcal{W}_{h_2})\) is an abstract Wiener space, where \(H_{h_1} \otimes H_{h_2}\), is the completion of the algebraic tensor product \(H_{h_1} \otimes H_{h_2}\) with respect to the norm given by the scalar product: \(\forall x_1, x_2 \in H_{h_1}, x_2, x'_2 \in H_{h_2}, (x_1 \otimes x_2, x'_2) = (x_1, x'_2)_H_{h_1} (x_2, x'_2)_H_{h_2}\); and where \(W \otimes W\) is the completion of \(W \otimes W\) with respect to the norm given by: \(\|x\|_e = \sup\{|x_1^\ast \otimes x_2^\ast(x)| : \|x_1^\ast\|_{L^2} = 1, \|x_2^\ast\|_{L^2} = 1\}\). Note that \(W \otimes W\) is in fact \(C_0([0, 1]^2)\) with the sup-norm topology ([38] gives a detailed account on topological tensor products), the space of continuous functions vanishing on the axes (this is an application of the Stone-Weierstrass theorem). The canonical operator for this new Wiener space is the tensor operator \(R_{h_1} \otimes R_{h_2}\) (in fact, its continuous extension, but we keep the same notation for operators). Let \(\mathcal{W}^{h_1, h_2}\) be the white noise associated to the tensor Wiener space. Then, for \((s, t)\) and
The last expression is the covariance of an anisotropic \((h_1, h_2)\)-fractional Brownian sheet (see [45]). Thus, we shall also denote by \(\mathcal{W}_{h_1,h_2}(s,t)\), \((s,t) \in [0,1]^2\) this process, and write it as:

\[
\mathbb{E}\left(\int_{\mathcal{D}_{h_1,h_2}} (\delta_s \otimes \delta_t, w) \, d\mathcal{W}_{h_1,h_2}(s,t)\right)
= (R_{h_1} \otimes R_{h_2})(\delta_s \otimes \delta_t), R_{h_1} \otimes R_{h_2}(\delta_s' \otimes \delta_t')
= R_{h_2}(s,s') R_{h_1}(t,t') .
\]

This construction still holds with \(V_{h_1,h_2}\) the standard Brownian sheet of \(v\) for which there is an extension \(\hat{V}_{h_1,h_2}\). This corresponds to the standard construction of the Wiener integral with step functions. The image of \(V_{h_1,h_2}\) by \(K_{h_1}^* \otimes K_{h_2}^*\) is denoted by \(\mathcal{D}_{h_1,h_2}\), and is the space of integrands of the \((h_1,h_2)\)-fractional Brownian sheet. Besides, the processes in (3.1) and (3.2) extended to \(\mathcal{D}_{h_1,h_2}\), are equal in law. We note that the space of integrands of the fractional Brownian sheet on \(\mathbb{R}^2\) is partly described in [28], so that on \([0,1]^2\), we will consider \(\mathcal{D}_{h_1,h_2}\) which consists of square integrable functions \(\phi\) with support in \([0,1]^2\), for which there is an extension \(\tilde{\phi} \in L^2(\mathbb{R}^2)\) with the same support and such that:

\[
\int_{\mathbb{R}^2} |\mathcal{F} \tilde{\phi}(\lambda_1, \lambda_2)| \lambda_1^{-2h_1} \lambda_2^{-2h_2} \, d\lambda_1 \, d\lambda_2 < \infty ,
\]

where \(\mathcal{F}\) is the Fourier transform. We note that \(\mathcal{D}_{h_1,h_2} \subseteq \mathcal{D}_{h_1,h_2}\) and that the equality is not established (in the one-dimensional case, this requires some care, [22]).

This discussion shows that the generalised processes defined by (3.1) and (3.2) extend to \(V_{h_1,h_2}\) and are equal, which can be written as:

\[
\text{for any } \xi \in V_{h_1,h_2}, \quad \mathcal{W}_{h_1,h_2} \left( K_{1/2}^* \otimes K_{1/2}^*(\xi) \right) \overset{\mathcal{D}}{=} \mathcal{W} \left( K_{h_1}^* \otimes K_{h_2}^*(\xi) \right) .
\]

Consider now the following family of elliptic SPDEs with additive noise, on a bounded open domain \(U \subset [0,1]^2\) with smooth boundary:

\[
\Delta u = \mathcal{W}_{h_1,h_2} \text{ on } U , \quad (\mathcal{L}_{h_1,h_2})
\]

and with the condition that \(u = 0\) on \(\partial U\). It is assumed that all fractional noises below come from a unique white noise \(\mathcal{W}\), i.e. that they can be written as in the right-hand term of (3.3). Let
\( \hat{\mathcal{D}}_{h_1, h_2}(U) \) be the restriction of \( \hat{\mathcal{D}}_{h_1, h_2} \) to functions with support in \( U \). Let \( G_U \) be the Green function associated to this problem, which is known to be locally integrable and gives a fundamental solution to the Poisson problem on \( U \), for any \( \varphi \in L^2(U) \):

\[
\Delta (G_U * \varphi) = \varphi, \quad \text{where} \quad G_U * \varphi(x, y) = \int_U G_U((x, y), (s, t)) \varphi(s, t) \, ds \, dt \quad (x, y) \in U.
\]

This type of equation with the Brownian sheet has already been considered in [33] (with a reflection term), and \( u \) is a distributional (or mild, as studied in [7]) solution to this problem if it acts on functions \( \varphi \in C_c^\infty(U) \) in the following way:

\[
(u, \Delta \varphi) = \int_{[0,1]^2} \varphi(x, y) \, dV_{x,y}^{h_1, h_2}.
\]

The last integral is a well-defined Wiener integral, since \( C_c^\infty(U) \subset \hat{\mathcal{D}}_{h_1, h_2}(U) \) when \( h_1 \leq 1/2 \) and \( h_2 \leq 1/2 \) (which will be assumed from now). Plugging the fundamental solution into the previous equation yields, for \( \varphi \in C_c^\infty(U) \):

\[
(u, \varphi) = \int_{[0,1]^2} G_U * \varphi(x, y) \, dV_{x,y}^{h_1, h_2}. \tag{3.4}
\]

For this last expression to make sense, we need \( G_U * \varphi \) to be in \( \hat{\mathcal{D}}_{h_1, h_2}(U) \). This is the case if \( \varphi \in C_c^\infty(U) \), and \( u \) can more generally be defined for any \( \varphi \) such that \( G_U * \varphi \in \hat{\mathcal{D}}_{h_1, h_2}(U) \).

It follows from the definition of \( \hat{\mathcal{D}}_{h_1, h_2}(U) \) and (3.3) that if \( G_U * \varphi \in \hat{\mathcal{D}}_{h_1, h_2}(U) \), there exists \( \xi_\varphi \in V_{h_1, h_2} \subseteq C_0([0,1]^2)^\ast \) such that \( K_{1/2}^\ast \otimes K_{1/2}^\ast(\xi_\varphi) = G_U * \varphi \). We can now state the following regularity result:

**Proposition 3.6.** Let \( \eta \in (0, 1/4) \). Let \((h_1, h_2)\) and \((h'_1, h'_2)\) be in \((\eta, 1/2 - \eta)^2\) such that \( h_1 \leq h'_1 \) and \( h_2 \leq h'_2 \), and let \( u(h_1, h_2) \) and \( u(h'_1, h'_2) \) be the mild solutions to \((L_{h_1, h_2})\) and \((L'_{h'_1, h'_2})\) respectively. Then, for all \( \varphi \) such that \( G_U * \varphi \in \hat{\mathcal{D}}_{h_1, h_2}(U) \cap \hat{\mathcal{D}}_{h'_1, h'_2}(U) \),

\[
\mathbb{E} \left( u(h_1, h_2)(\varphi) - u(h'_1, h'_2)(\varphi) \right)^2 \leq M_{\eta} (h_1 - h'_1)^2 L(h_1 - h'_1)^2 \| \xi_\varphi \|_{H_{1/2}^1 \otimes H_{1/2}^1}^2
+ M_{\eta} (h_2 - h'_2)^2 L(h_2 - h'_2)^2 \| \xi_\varphi \|_{H_{1/2}^1 \otimes H_{1/2}^1}^2.
\]

**Proof.** Recall first that \( \mathcal{D}_{h_1, h_2}(U) \cap \mathcal{D}_{h'_1, h'_2}(U) \) is not empty since it contains \( C_c^\infty(U) \), hence we let \( \varphi \) be such that \( G_U * \varphi \in \hat{\mathcal{D}}_{h_1, h_2}(U) \cap \hat{\mathcal{D}}_{h'_1, h'_2}(U) \). Let \( \xi_\varphi \) be such that \( K_{1/2}^\ast \otimes K_{1/2}^\ast(\xi_\varphi) = G_U * \varphi \). According to Equations (3.3) and (3.4), a mild solution of \((L_{h_1, h_2})\) can be expressed as

\[
(u(h_1, h_2), \varphi) = \int_{[0,1]^2} K_{h_1}^\ast \otimes K_{h_2}^\ast(\xi_\varphi)(x, y) \, dW_{x,y}.
\]

Thus, the above expectation is in fact the \( L^2([0,1]^2)\)-norm of \( K_{h_1}^\ast \otimes K_{h_2}^\ast(\xi_\varphi) - K_{h'_1}^\ast \otimes K_{h'_2}^\ast(\xi_\varphi) \). As \( \xi_\varphi \) may not have a tensorized form, we express it as the limit of elements of the form:

\[
\sum_{k=1}^n \xi_k \otimes \xi_k' \in C_0([0,1])^\ast \otimes C_0([0,1])^\ast.
\]

This reads:

\[
\left\| K_{h_1}^\ast \otimes K_{h_2}^\ast \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) - K_{h'_1}^\ast \otimes K_{h'_2}^\ast \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) \right\|_{L^2([0,1]^2)}^2
\leq 2 \left\| K_{h_1}^\ast \otimes (K_{h_2}^\ast - K_{h'_2}^\ast) \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) \right\|_{L^2}^2 + 2 \left\| K_{h_2}^\ast \otimes (K_{h_1}^\ast - K_{h'_1}^\ast) \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) \right\|_{L^2}^2,
\]

Thus, the above expectation is in fact the \( L^2([0,1]^2)\)-norm of \( K_{h_1}^\ast \otimes K_{h_2}^\ast(\xi_\varphi) - K_{h'_1}^\ast \otimes K_{h'_2}^\ast(\xi_\varphi) \). As \( \xi_\varphi \) may not have a tensorized form, we express it as the limit of elements of the form:

\[
\sum_{k=1}^n \xi_k \otimes \xi_k' \in C_0([0,1])^\ast \otimes C_0([0,1])^\ast.
\]

This reads:

\[
\left\| K_{h_1}^\ast \otimes K_{h_2}^\ast \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) - K_{h'_1}^\ast \otimes K_{h'_2}^\ast \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) \right\|_{L^2([0,1]^2)}^2
\leq 2 \left\| K_{h_1}^\ast \otimes (K_{h_2}^\ast - K_{h'_2}^\ast) \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) \right\|_{L^2}^2 + 2 \left\| K_{h_2}^\ast \otimes (K_{h_1}^\ast - K_{h'_1}^\ast) \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) \right\|_{L^2}^2,
\]

Thus, the above expectation is in fact the \( L^2([0,1]^2)\)-norm of \( K_{h_1}^\ast \otimes K_{h_2}^\ast(\xi_\varphi) - K_{h'_1}^\ast \otimes K_{h'_2}^\ast(\xi_\varphi) \). As \( \xi_\varphi \) may not have a tensorized form, we express it as the limit of elements of the form:

\[
\sum_{k=1}^n \xi_k \otimes \xi_k' \in C_0([0,1])^\ast \otimes C_0([0,1])^\ast.
\]

This reads:

\[
\left\| K_{h_1}^\ast \otimes K_{h_2}^\ast \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) - K_{h'_1}^\ast \otimes K_{h'_2}^\ast \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) \right\|_{L^2([0,1]^2)}^2
\leq 2 \left\| K_{h_1}^\ast \otimes (K_{h_2}^\ast - K_{h'_2}^\ast) \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) \right\|_{L^2}^2 + 2 \left\| K_{h_2}^\ast \otimes (K_{h_1}^\ast - K_{h'_1}^\ast) \left( \sum_{k=1}^n \xi_k \otimes \xi_k' \right) \right\|_{L^2}^2.
\]
and up to an orthogonalisation procedure, we can assume that the $\xi_1, \ldots, \xi_n$ are orthogonal in $H^*_h$ (i.e. that $(K^*_h \xi_i, K^*_h \xi_j)_{L^2} = \|\xi_i\|_{H^*_h} \|\xi_j\|_{H^*_h} \delta_{ij}$) and that the $\xi'_1, \ldots, \xi'_n$ are orthogonal in $H^*_k$.

Then, the tensor product on $L^2([0,1]^2)$ implies that the first term in the above sum decomposes as:

$$\sum_{k=1}^n \|K^*_h \xi_k\|_{L^2[0,1]}^2 \|(K^*_h - K^*_k) \xi'_k\|_{L^2[0,1]}^2,$$

which is now smaller than:

$$M_0(h_2 - h'_2)^2L(h_2 - h'_2)^2\|K_{h_1}(\cdot, \cdot)\|_{L^2([0,1]^2)}^2 \sum_{k=1}^n \|\xi_k\|_{H^*_h}^2 \|\xi'_k\|_{H^*_k}^2,$$

using Theorem 3.3. The last sum is exactly $\|\sum_{k=1}^n \xi_k \otimes \xi'_k\|_{H^*_h \hat{\otimes} H^*_k}^2$, which is the result of the Proposition for elements of the algebraic tensor product. So by a density argument, this gives the result for $\xi_\phi$. \qed

### 3.3. The fractional Brownian field over $L^2$

The $L^2$-fBf, with a proper family of isometries defined in section 2.2, is now looked at. A slightly better estimate is attained on the $h$-increments than on the previous results of this section, due to the different underlying structure of the process. In particular, the result of this section would not permit to obtain the previous estimate on solutions of SPDEs.

**Theorem 3.7.** Let $B$ be a fBf on $(0,1/2) \times L^2(T, m)$. For any $\eta \in (0,1/4)$ and any compact subset $D$ of $L^2$, there exists a constant $C_{\eta,D} > 0$ such that for any $f \in D$, and any $h_1, h_2 \in [\eta,1/2 - \eta]$,

$$E \left( (B_{h_1,f} - B_{h_2,f})^2 \right) \leq C_{\eta,D} (h_2 - h_1)^2.$$

**Proof.** This proof is divided into two parts. In the first part, we show that for any $n \in \mathbb{N}$, for any $f \in L^2(m)$, $h \mapsto k_h(f, f_n)$ is analytic. This will be needed in the rest of the proof, while in the second part we compute the main estimates. Like $k_h$, $k_n$ is the Gram-Schmidt transform of $k_h$:

for any $f \in L^2$, $k_h(f, f_n) = k_h(f, f_n)$ and $\forall n \geq 1$,

$$k_h(f, f_n) = k_h(f, f_n) - \sum_{j=0}^{n-1} \frac{\langle k_h(f, f_n), k_h(\cdot, f_j) \rangle_{H^*_h}}{\|k_h(\cdot, f_j)\|^2_{H^*_h}} k_h(f, f_j)$$

(3.5)

$$= k_h(f, f_n) + \sum_{j=0}^{n-1} \left( \sum_{l=0}^{n-1} \alpha_n(f_n, j, l) \right) k_h(f, f_j)$$

(3.6)

where the coefficients $\alpha_n(f_n, j, l)$ correspond to the inverse Gram-Schmidt transform. Note that $\alpha_n(f_n, j, l)$ depends on $n$ only through the terms $\langle k_h(\cdot, f_n), k_h(\cdot, f_j) \rangle_{H^*_h} = k_h(f_n, f_j)$, and we define $\alpha_n(g, j, l)$ by an obvious substitution. It is straightforward that for all $f, g \in L^2(m)$, $h \mapsto k_h(f, g)$ is analytic over $h \in (0,1/2)$ (in the sequel we will say, for short, that $k_h(f, g)$ is analytic). Hence, proceeding by induction, assume that for all $f, g \in L^2$, $k_h(f, f_{n-1})$ and $\alpha_n(g, j, l)$, for $j \leq n - 2$ and $l \leq l \leq n - 2$, are analytic. We will show that all the terms in (3.5) are analytic. By the preceding remarks, the choice of $g$ is unimportant since, under the induction hypothesis, $k_h(g, f_j)$ is analytic. $k_h(f, f_n)$ is analytic, as was previously stated, so it remains to assess the terms in the sum of (3.5). For $j \leq n - 1$, $\langle k_h(\cdot, f_n), k_h(\cdot, g) \rangle_{H^*_h} = k_h(g, f_j)$, which is analytic by assumption. In particular, this is true for $g = f_n$. Then, decomposing $k_h(\cdot, f_j)$ ($j \leq n - 1$) as in (3.6), $\|k_h(\cdot, f_j)\|^2$ is a combination of sums and products of $\alpha_n(g, p, l)$ ($g = f_j, p \leq j - 1$) and of
are interested in. Let us show that the second term is analytic. The coefficients in the linear decomposition of \( K_h(t, r) \) are fixed elements in \( E_h \) and is the quantity we drop the last norm in the above formula to consider that it is analytic. The only term left to conclude this induction proof, is \( h \in [0, 1/2] \) for any \( h \in (0, 1/2] \), \( s, t \in [0, 1] \). In the proof of Lemma 3.1 of [8], the authors show that for any \( s, t \in [0, 1] \), \( H \in (0, 1) \), \( f \in [0, 1] \), \( K_h(t, r)K_h(s, r) \) is analytic. A direct adaptation of their proof suffices to show what we want.

Turning to the second part of this proof, let \( h_1, h_2 \) be fixed elements in \( I_\eta = [\eta, 1/2 - \eta] \). We recall from (2.7) that:

\[
\mathbb{E} \left( (B_{h_1} - B_{h_2})^2 \right) = \int_0^1 \left( K_{h_1}^{-1} u_{h_1}^{-1} k_h(f, \cdot) - K_{h_2}^{-1} u_{h_2}^{-1} k_h(f, \cdot) \right)^2(u) \, du .
\]

From the proof of Lemma 3.1, we recall that for any \( n \in \mathbb{N} \), \( K_h(t, \cdot) = K_h^{-1} R_h(t, \cdot) \) and that \( \{K_h(t, \cdot), n \in \mathbb{N}\} \) is an orthogonal family of \( L^2 \). The decomposition of \( K_h(f, \cdot) \) in \( E_h \) gives:

\[
K_h^{-1} u^{-1} k_h(f, \cdot) = \sum_{n=0}^{\infty} k_n(f, f_n) \frac{K_h(t, \cdot)}{\| K_h(t, \cdot) \|_{H_h}} ,
\]

where the equality is in \( L^2([0, 1]) \). By definition of \( K_h \), \( \| K_h(t, \cdot) \|_{L^2} = \| R_h(t, \cdot) \|_{H_h} \), so we will drop the last norm in the above formula to consider that \( \{K_h(t, \cdot), n \in \mathbb{N}\} \) is an orthonormal family.

Therefore,

\[
\mathbb{E} \left( B_{h, f} - B_{h', f} \right)^2 = \| \sum_{n=0}^{\infty} k_n(f, f_n) K_h(t, \cdot) - \sum_{n=0}^{\infty} k_n(f, f_n) K_{h'}(t, \cdot) \|_{L^2}^2 .
\]

Let us define, for \( h, h' \) in \( I_\eta = [\eta, 1/2 - \eta] \),

\[
u_N(h, h') = \left\| \sum_{n=0}^{N} k_n(f, f_n) K_h(t, \cdot) - \sum_{n=0}^{N} k_n(f, f_n) K_{h'}(t, \cdot) \right\|_{L^2}^2 . \tag{3.7}
\]

For now, we will assume that this converges uniformly in \( h, h' \in I_\eta \) and \( f \in D \), as \( N \to \infty \). This will be proved in the next paragraph. The limit is denoted by \( u(h, h') \) and is the quantity we are interested in. Let us show that \( h' \to u_N(h, h') \) is analytic in \( h' \in I_\eta \), for any \( N \in \mathbb{N} \). For this purpose, we rewrite it as:

\[
u_N(h, h') = \sum_{n=0}^{N} k_n(f, f_n)^2 + \sum_{n=0}^{N} k_n(f, f_n)^2 - 2 \sum_{i=0}^{N} \sum_{j=0}^{N} k_n(f, f_i) k_n(f, f_j) \left( K_h(t_i, \cdot), K_h(t_j, \cdot) \right)_{L^2} .
\]

The first term is a constant (\( N \) and \( h \) are fixed), while according to the first part of this proof, the second term is analytic. The coefficients in the linear decomposition of \( K_h(t_j, \cdot) \) on \( \text{Span}\{K_h(t_i, \cdot), i \leq j\} \) are the one obtained in (3.6), making the appropriate adaptation to \( R_h \).
They are also analytic, for the reasons mentioned in the first part, and denoted \( \beta_N(j) \), by analogy with the \( \alpha_n \)'s of the first part. Taking into account the analytic terms \( k_N(f, f_t)k_N(f, f_j) \), we write the double sum in \( u_N(h, h') \) in the following way (\( \beta \) becomes \( \tilde{\beta} \) due to these multiplicative terms):

\[
\sum_{i=0}^{N} \sum_{j=0}^{N} \tilde{\beta}_N(i) \tilde{\beta}_N(j) \left( K_N(t_i, \cdot), K_N(t_j, \cdot) \right)_{L^2}.
\]

It was proven in the first part that the scalar products are analytic, which finishes to prove our assertion that \( u_N \) is analytic in the second variable (and so, in the first variable too when the second is fixed). Now, a standard result on analytic functions states that if a function is the uniform limit on a compact of analytic functions, then it is itself analytic, and the sequence of the derivative functions converges uniformly towards the derivative of the limit (see [37, p.214]). So, \( u(h, h') \) is analytic (fixed) and its derivative reads:

\[
u'(h, h') = \lim_{N \to \infty} \left( 2 \sum_{i=0}^{N} \sum_{j=0}^{N} k_N(f, f_i)k_N(f, f_j) - 2 \sum_{i=0}^{N} \sum_{j=0}^{N} k_N(f, f_i)k_N'(f, f_j) \left( K_N(t_i, \cdot), K_N(t_j, \cdot) \right)_{L^2} \right)
\]

\[
- 2 \sum_{i=0}^{N} \sum_{j=0}^{N} k_N(f, f_i)k_N'(f, f_j) \left( K_N(t_i, \cdot), K_N'(t_j, \cdot) \right)_{L^2},
\] (3.8)

where the limit is uniform. In fact, it is also uniform in \( h \) and \( f \), as an adaptation of the proof of [37] (using Cauchy's estimate) shows. The continuity in the first variable of the partial sums \( u_N(h, h') \) follows the same line than for the second variable. The continuity in \( f \in D \) of these partial sums is obvious from equation (3.6). As such, a limiting argument implies that \( u'(h, h') \) is continuous in both variables and in \( f \in D \).

Hence,

\[
M_u = \sup_{(h, h') \in \mathbb{R}^2} |u'(h, h')| < \infty.
\]

We also have that \( M_u^{(2)} = \sup_{(h, h') \in \mathbb{R}^2} |u''(h, h')| \) is finite. For the sake of brevity, we do not develop the proof, which follows by applying the same arguments as we did on the first derivative. Furthermore, we have that \( u'(h_1, h_1) = 0 \). Indeed, the first two terms in (3.8) annihilates when evaluated at \( h_1 \), while the last one becomes:

\[
\sum_{i \leq j} k_N(h_i, f_i)k_N(h_j, f_j) \left( \left( K_N(t_i, \cdot), K_N(t_j, \cdot) \right)_{L^2} + \left( K_N(t_j, \cdot), K_N'(t_i, \cdot) \right)_{L^2} \right)
\]

\[
= \sum_{i \leq j} k_N(h_i, f_i)k_N(h_j, f_j) \left. \frac{d}{dh_i} \right|_{h_i=h_1} \left( K_N(t_i, \cdot), K_N(t_j, \cdot) \right)_{L^2},
\]

which is zero. Thus, the previous discussion and the mean value theorem applied on the second order Taylor expansion of \( u(h_1, h') \) shows that, for \( h' \in I_u \),

\[
\left\| \sum_{n=0}^{\infty} k_N(h_i, f_n)K_N(t_n, \cdot) - \sum_{n=0}^{\infty} k_N(f, f_n)K_N(t_n, \cdot) \right\|_{L^2} \leq M_u^{(2)} (h_1 - h')^2.
\] (3.9)

To conclude the proof, it remains to prove the uniform convergence in (3.7). We first notice
As a consequence of the previous points, if that:

\begin{equation}
\sup_{(h,h') \in D} |u(h') - u_N(h')| \leq \sup_{(h,h') \in D} \left\| \sum_{n=N+1}^{\infty} k_n(f_n, f_n) (t_n, \cdot) - \sum_{n=N+1}^{\infty} k_n(f_n, f_n) (t_n, \cdot) \right\|^2_{L^2} \\
\leq 2 \sup_{h \in I_n} \sum_{n=N+1}^{\infty} k_n(f_n, f_n)^2 + 2 \sup_{h \in I_n} \sum_{n=N+1}^{\infty} k_n(f_n, f_n)^2.
\end{equation}

The initial problem now comes down to the proof that \( k_n(f, f) \) is the uniform limit in \( h \in I_n \) and \( f \in D \) of \( \sum k_n(f_n, f)^2 \). Let \( \nu > 0 \). We recall that for any \( g \in L^2(T) \), \( \|k_n(f, \cdot) - k_n(g, \cdot)\|_{\mathcal{W}^2} = \|f - g\|_{L^2}^2 \). It follows from the density of \( \{f_n\}_{n \in \mathbb{N}} \) in \( L^2(T) \) that for any \( f \in L^2 \), there is an index \( \alpha \in \mathbb{N} \) such that \( \|f - f_{\alpha}\|_{L^2} \leq \nu^{1/4} \). In fact, the compactness of \( D \) implies that there is an integer \( N \) such that \( D \) can be covered by balls of radius at most \( \nu^{1/4} \) centered in \( \{f_n\}_{n \in \mathbb{N}} \). Besides, from the construction of \( \{k_n(f_n, \cdot), n \in \mathbb{N}\} \), \( k_n(f_n, \cdot) \in \text{Span} \{k_\alpha(f_j, \cdot), j \leq \alpha\} \).

As a consequence of the previous points, if \( f \) is in the ball centered in \( f_{\alpha} \),

\begin{equation}
\sup_{h \in I_n} \|k_n(f, \cdot) - k_n(f_{\alpha}, \cdot)\|_{\mathcal{W}^2} = \sup_{h \in I_n} \left( \sum_{n=1}^{\alpha} (k_n(f_n, f_n) - k_n(f_{\alpha}, f_{\alpha}))^2 + \sum_{n=\alpha+1}^{\infty} k_n(f_n, f_n)^2 \right) \\
= \sup_{h \in I_n} \|f - f_{\alpha}\|_{L^2}^{4h}
\end{equation}

and therefore, \( \sup_{h \in I_n} \sum_{n=\alpha+1}^{\infty} k_n(f_n, f_n)^2 \leq \sup_{h \in I_n} \|f - f_{\alpha}\|_{L^2}^{4h} \) which is less than \( \nu \). This finally reads: for any \( N \geq \alpha = \max_{j=1 \ldots N} \alpha_j \),

\begin{equation}
\sup_{h \in I_n} |k_n(f, f) - \sum_{n=1}^{N} k_n(f_n, f_n)| = \sup_{h \in I_n} \sum_{n=N+1}^{\infty} k_n(f_n, f_n)^2 \\
\leq \nu,
\end{equation}

so the convergence is uniform and this ends the proof. \( \square \)

Let \( d_m \) denote the distance induced by the \( L^2(T, m) \) norm. Expressed in a more general form, the following corollary is obtained from the previous result:

**Corollary 3.8.** For all compact subset \( D \) of \( L^2(T, m) \) of \( d_m \)-diameter smaller than 1, for any \( \eta \in (0, 1/4) \), there exists a constant \( C > 0 \) (depending on \( D \) and \( \eta \)) such that, \( \forall f, f' \in D, \forall h, h' \in [\eta, 1/2 - \eta] \),

\begin{equation}
E \left( (B_{h,f} - B_{h',f'})^2 \right) \leq C \left( h' - h \right)^2 + 2 \left( \left| f - f' \right|^2 \right) 2(h, h').
\end{equation}

### 4. Metric entropy and the fractional Brownian field

In this section, we address the following question: under which conditions does the fBf have a continuous modification? As this is often the case, the answer is closely related to metric entropy of the indexing collection. Once the answer is made clear, we further study the link between the h-fBm and metric entropy, providing an estimate of the small deviations of the process. We remark here that speaking of continuous modification of a process requires the process to have a separable modification, in the sense of Doob. This is always the case for multiparameter processes [24], but it is no longer clear when \( \mathbb{R}^d \) is replaced by an \( L^2 \) space. Theorem 2 of [13, p.153] provides an answer when the process is indexed by a separable metric space with value in a locally compact space, which includes the \( L^2 \)-fBf.
4.1. Continuity

Following equation (3.10), on a subdomain \( D \subset L^2 \) of \( d_m \)-diameter smaller than 1:

\[
\mathbb{E} \left( (B_{h,f} - B_{h',g})^2 \right) \leq 2C \max \left( |h - h'|, m((f - g)^2)^{1/2} \right)^{4(h,h')}
\]

where \( d \) is the product distance on \((0, 1/2] \times L^2(T, m)\).

Let \( K \) be a compact of \( L^2(T, m) \) of \( d_m \)-diameter less than 1, and \( a \in (0, 1/2) \). Let \( \eta > 0 \), \( K_\eta = [a, 1/2 - \eta] \times K \) and \( C = \{ B_{h,f}, (h, f) \in K_\eta \} \) be a subspace of \( L^2(\Omega) \). To measure the distance between points, let \( \delta \) be defined by \( \delta(B_{\varphi_1}, B_{\varphi_2}) = \sqrt{\mathbb{E}(B_{\varphi_1} - B_{\varphi_2})^2} \), for \( \varphi_1, \varphi_2 \in K_\eta \).

For any \( \epsilon > 0 \), \( N(C, \delta, \epsilon) \) denotes the metric entropy of \( C \), that is, the smallest number of \( \delta \)-balls of radius at most \( \epsilon \) needed to cover \( C \). We will also make use of the notation \( N(\epsilon) \) when the context is clear, and denote by \( H(\epsilon) \) the log-entropy \( \log N(\epsilon) \). We give a first result on the modulus of continuity, which is a simple consequence of a famous theorem of Dudley \([10]\) and of inequality (4.1).

**Proposition 4.1.** Assume that there exist some \( M, \alpha \in \mathbb{R}_+^* \), such that for all sufficiently small \( \epsilon, N(C, \delta, \epsilon) \leq Me^{-\epsilon^\alpha \cdot} \). Then, the mapping \( x \mapsto x^{2a} \sqrt{-\log x} \) is a uniform modulus of continuity for \( \{ B_{h,f}, (h, f) \in K_\eta \} \), meaning that there exists a measurable \( c_\omega \) such that almost surely:

\[
\forall (h, f), (h', g) \in K_\eta, \quad |B_{h,f} - B_{h',g}| \leq c_\omega d ((h, f), (h', g))^{2a} \sqrt{-\log d ((h, f), (h', g))}.
\]

In particular, the fBm \( K_\eta \) is a.s. Hölder-continuous for any \( b < 2a \). Such exponential bounds on the entropy appear frequently in statistics, for instance when \( C \) is a Vapnik-Cervonenkis class with exponent \( \nu \):

\[
\forall \epsilon > 1, \quad N(C, \epsilon) \leq K(\epsilon^{-2\nu}|\log \epsilon|^\nu).
\]

See for instance \([1]\) for a review of these properties. The conditions of the previous Proposition are thus met on a Vapnik-Cervonenkis indexing class, choosing any \( \alpha > 2\nu \).

**Proof.** The elements of Dudley’s Theorem are described as follows: let \( L \) be the isonormal process over \( L^2(\Omega) \), that is, on the same probability space \( \Omega \), the centred Gaussian process whose covariance is given by \( \mathbb{E}(L(X_1)L(X_2)) = \mathbb{E}(X_1X_2) \), for all \( X_1, X_2 \in C \). Thus \( \mathbb{E}(L(X_1) - L(X_2))^2 = \delta(X_1, X_2) \).

Using a chaining argument and Borel-Cantelli lemma, Dudley proved that \( F(x) = \int_0^x \sqrt{\log N(C, \delta, \epsilon)} \, d\epsilon \) is a modulus of continuity (uniform, and potentially infinite) for the sample paths of \( L \) on \( C \). A straightforward calculus shows that under the assumptions on the entropy, \( x \sqrt{-\log x} \leq F(x) \leq 2x \sqrt{-\log x} \) for all \( x \in (0, e^{-1/2}] \).

Hence, \( x \sqrt{-\log x} \) is a modulus of continuity of \( L \). Let \( G : x \in \mathbb{R}_+ \rightarrow x^{2\nu} \), so that according to (4.1):

\[
\delta(B_{h,f}, B_{h',g}) \leq G \left( d((h, f), (h', g)) \right).
\]

Then, \( (h, f) \mapsto L(B_{h,f}) \) and \((h, f) \mapsto B_{h,f} \) have the same law so there exists a measurable subset \( \bar{\Omega} \subseteq \Omega \) of measure 1, and a measurable \( c_\omega \) such that for any \( \omega \in \bar{\Omega}:

\[
\forall (h, f), (h', g) \in K_\eta, \quad |B_{h,f} - B_{h',g}| \leq c_\omega F \left( \delta \left( (h, f), (h', g) \right) \right) \leq c_\omega F \circ G \left( d \left( (h, f), (h', g) \right) \right).
\]

The rest of this section is dedicated to improving this result, in various directions. First we argue that studying entropy conditions for the fBm is essentially the same as studying the entropy of the \( h \)-fBm. This is the purpose of Theorem 4.3, preceded by the following technical lemma.

Then, in section 5.1, we will consider more specific indexing collections for which the regularity results are more precise.
Lemma 4.2. Let \((T_1, d_1)\) and \((T_2, d_2)\) be two compact metric spaces and denote by \(d\) the product distance on \(T_1 \times T_2\). The log-entropies on \((T_1, d_1)\), \((T_2, d_2)\) and \((T_1 \times T_2, d)\) are respectively denoted by \(H_1(\epsilon), H_2(\epsilon)\) and \(H(\epsilon)\). Then, the following lower and upper bounds on \(H\) hold (allowing the integral to be infinite):

\[
\frac{1}{2} \int_0^1 \left( \sqrt{H_1(\epsilon)} + \sqrt{H_2(\epsilon)} \right) \, d\epsilon \leq \int_0^1 \sqrt{H(\epsilon)} \, d\epsilon \leq \sqrt{2} \int_0^1 \left( \sqrt{H_1(\epsilon)} + \sqrt{H_2(\epsilon)} \right) \, d\epsilon. \tag{4.2}
\]

Proof. Let \(B^i(c, r)\) the open ball of \((T_i, d_i)\) centred at \(c\) with radius \(r\), \(i = 1, 2\). Let \(\epsilon > 0\) and \(\{B^i_j(c^i_j, \epsilon), 1 \leq j \leq N_i(\epsilon)\}\) (resp. \(\{B^i_j(c^i_j, \epsilon), 1 \leq j \leq N_2(\epsilon)\}\)) be an \(\epsilon\)-covering of \(T_1\) (resp. \(T_2\)).

First notice that for the product distance \(d\), one has \(B^1_j(c^1_j, \epsilon) \times B^2_j(c^2_j, \epsilon) = B_j((c^1_j, c^2_j), \epsilon)\) for all \((i, j) \in \{1, \ldots, N_i(\epsilon)\} \times \{1, N_2(\epsilon)\}\). A first inequality follows:

\[
N(T_1 \times T_2, d, \epsilon) \leq N_1(\epsilon) N_2(\epsilon).
\]

Reciprocally, if \(\{B^1_j(c^1_j, \epsilon), \ldots, B^N_j(c^N_j(\epsilon), \epsilon)\}\) is an \(\epsilon\)-covering of \(T_1 \times T_2\), then each \(c_j\) rewrites: \(c_j = (c^1_j, c^2_j)\) and so \(B_j(c_j, \epsilon) = B^1_j(c^1_j, \epsilon) \times B^2_j(c^2_j, \epsilon)\). Then we have:

\[
T_i \subseteq \bigcup_{j=1}^{N_i(\epsilon)} B^i_j(c^i_j, \epsilon), \quad i = 1, 2.
\]

Hence, \(N(\epsilon) \geq N_1(\epsilon) \vee N_2(\epsilon)\). The upper and lower bounds in (4.2) follow.

\[\square\]

Theorem 4.3. Let \(B\) be a \(f\)\(b\) indexed on a compact subset \(I\) of \([0, 1/2]\), and \(K\) be a compact subset of \(L^2(T, m)\) of \(d_m\)-diameter smaller than 1. If the Dudley integral converges:

\[
\int_{(0,1)} \sqrt{\log N(K, d_m, \epsilon)} \, d\epsilon < \infty, \tag{4.3}
\]

then \(B\) indexed by \(I \times K\) has almost surely continuous sample paths.

Remark 4.4. Fernique showed in [11] that for a stationary process indexed on \([0,d]^d\), the convergence of the Dudley integral is a necessary condition (see [27, Chap.13], where the result is derived from a majorizing measure argument combined with Haar measures for processes indexed on a locally compact Abelian group). The extension of this result to increment stationary processes is explained clearly in [30, p.251]. In the case of the \(h\)\(B\)m (increment stationary), the indexing collection is an infinite-dimensional Hilbert space, hence it has no locally compact subgroups of noticeable interest. Whether condition (4.3) is necessary remains an open problem.

Proof. We prove that the convergence of the integral (4.3) implies the convergence of this other integral: \(\int_{(0,1)} \sqrt{\log N(I \times K, \delta, \epsilon)} \, d\epsilon\), which then implies the result according to a famous result of Dudley [10]. For \(h, h' \in I\), and \(f, f' \in K\), let \(\iota = \inf I\) which is positive. It readily follows:

\[
\delta ((h, f), (h', f')) \leq C (d((h, f), (h', f')))^{\iota},
\]

where \(d\) is still the product distance of \(d_m\) and \(d_1\) (the absolute value distance on \([0, 1]\)). Since \(\int_0^1 \left( \log(\delta(I, d_1, \epsilon)) \right)^{1/2} \, d\epsilon < \infty\), Lemma 4.2 implies that the convergence of the Dudley integral for \(d\) is equivalent to the convergence of the Dudley integral for \(d_m\). Hence the result.

\[\square\]

Examples of indexing classes for which the \(f\)\(B\)f is a.s. continuous will be discussed in section 5. We simply recall that an object as simple as the Brownian motion indexed over the Borel sets of \([0, 1]^2\), that is, the centred Gaussian process with covariance:

\[
\forall U, V \in \mathcal{B}([0, 1]^2), \quad \mathbb{E}(W_U W_V) = \lambda(U \cap V),
\]

is almost surely unbounded [1, p.28].
4.2. Small deviations

In this paragraph, we explore with more details the relationship with metric entropy. In Theorem 4.6, a connection between the small deviations of the $h$-fBm and metric entropy is expressed, opening the field of the measure of local properties of the fBm, such as Chung laws of the iterated logarithm or measure of Hausdorff dimension of the paths.

Perhaps the most general result on entropy and small ball probabilities over Wiener spaces is due to Goodman [14] who showed that, for $K_{\mu}$ the unit ball of the RKHS of $\mu$,

$$\lim_{\epsilon \to 0} \epsilon^2 H(K_{\mu}, \epsilon) = 0,$$

where $H(K_{\mu}, \epsilon)$ is the log-entropy computed under the Banach norm (which makes $K_{\mu}$ compact in the Banach space).

Kuelbs and Li [25] considerably refined this equality, establishing a link between the small balls of a Gaussian measure and the metric entropy of $K_{\mu}$. To state it, let us introduce some notation: as $x \to a$, we shall write $f(x) \approx g(x)$ if

$$0 < \liminf_{x \to a} f(x)/g(x) \leq \limsup_{x \to a} f(x)/g(x) < \infty .$$

Let us assume that there exists a function $f$ which is regularly varying at infinity\(^3\) and two constants $c_1$ and $c_2$ such that:

$$c_1 f(\epsilon) \leq -\log \mu(B(0, \epsilon)) \leq c_2 f(\epsilon),$$

as $\epsilon \to 0$. Since $f$ is regularly varying, there exists $\alpha \geq 0$ and a slowly varying function at infinity\(^4\) $J$ such that $f(\epsilon) = \epsilon^{-\alpha}J(\epsilon^{-1})$. If $\alpha > 0$, then:

$$H(K_{\mu}, \epsilon) \approx \epsilon^{-2\alpha/(2+\alpha)}J\left(\epsilon^{-1}\right)^{2/(2+\alpha)} .$$

In some circumstances this yields precise results. This is the case for fBm: let $B^h$ a fBm over $[0,1]$ and notice that for any $\epsilon > 0$, $N([0,1], d_h, \epsilon) = \epsilon^{-1/h}$ where $d_h$ is the distance on $[0,1]$ induced by the Lévy fBm. Then:

$$-\log \mathbb{P}\left( \sup_{t \in [0,1]} |B^h_t| \leq \epsilon \right) \approx \epsilon^{-1/h}, \quad \forall \ 0 < \epsilon < 1. \quad (4.4)$$

Historically, this was first proved in [31] for one-parameter processes, then extended independently in [41, 44] to the multiparameter setting. We will generalise this result for the $h$-fBm. The difference between our result and the result of [25] is then discussed in Remark 4.7.

In order to extend the result of equation (4.4), the following lemma will be needed. It is interesting in itself, since it establishes that for each $h \in (0,1/2)$, the $h$-fBm is *strongly locally nondeterministic* (SLND) in the following sense:

**Lemma 4.5.** Let $h \in (0,1/2)$. There exists a positive constant $C_0$ such that for all $f \in L^2(T, m)$ and for all $r \leq ||f||$, the following holds:

$$\text{Var} \left( B^h_f \mid B^h_{g,r} \right) \leq C_0 r^{2h} .$$

\(^3\)i.e., a function such that there exists $\rho \in \mathbb{R}$ satisfying $\lim_{x \to \infty} f(\lambda x)/f(x) = \lambda^\rho$ for all $\lambda > 0$.

\(^4\)a regularly varying function with $\rho = 0$. 
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Proof. The proof for $C_0 \geq 0$ relies essentially on the metric structure of the covariance of fBm, from which follow increment stationarity and scale invariance of the process. As such, the proof is the same as for the Lévy fractional Brownian motion in $\mathbb{R}^d$, as it appeared first in Lemma 7.1 of [35]. In his paper, Pitt used Fourier analysis to obtain $C_0 > 0$. Although this tool is finite-dimensional (because the Lebesgue measure is) and despite the non-existence of a standard infinite-dimensional Fourier transform, Gaussian measures provide a natural extension to an infinite-dimensional framework. Using Pitt’s arguments, we obtain that for $\tilde{\omega}$ infinite-dimensional Fourier transform, Gaussian measures provide a natural extension to an infinite-dimensional (because the Lebesgue measure is) and despite the non-existence of a standard infinite-dimensional Fourier transform, Gaussian measures provide a natural extension to an infinite-dimensional framework. Using Pitt’s arguments, we obtain that for $f = (r/\|f\|)$ $f$:

$$\text{Var}(B^h_f | B^h_g, \|f - g\| \geq r) = \text{Var}(B^h_f | B^h_g, \|\tilde{f} - g\| \geq r = \|\tilde{f}\|) = C_0 r^{2h}.$$ 

If $C_0$ was to be 0, there would exist a sequence of random variables $B_n$ of the form $B_n = \sum_j a(n)B^h_{\tilde{\omega}}$, where $\|g_j - \tilde{f}\| \geq \|\tilde{f}\|$, such that $B_n$ converges to $B^h_{\tilde{\omega}}$ in $L^2(\mathbb{P})$. Stated differently, the sequence $b_n^* = \sum_j a(n)\langle \mathcal{H}_k^0(g_j, \cdot), \cdot \rangle$ converges to $b^* = \langle \mathcal{H}_k^0(\tilde{\omega}, \cdot), \cdot \rangle$ in $L^2(\mu)$. For $\varphi \in L^2(\mu)$, define:

$$\mathcal{F}\varphi(x^*) = \int_E \cos(x^*, x) \varphi(x) \mu(x), \ x^* \in E^*.$$ 

The main property of $\mathcal{F}$ that we will need is the following: if $\varphi \in E^*$, then $\mathcal{F}\varphi(x^*) \neq 0$ if and only if $\varphi = \lambda x^*$, for some $\lambda \in \mathbb{R} \setminus \{0\}$. The proof, which is mainly calculus, is postponed to Appendix C. Let $\mathcal{F}_0$ be a restriction of $\mathcal{F}$ satisfying:

$$\mathcal{F}_0\varphi(f_2) = \int_E \cos \left( \langle \mathcal{H}_k^0(f_2, \cdot), x \rangle \right) \varphi(x) \mu(x), \ f_2 \in L^2(T), \varphi \in L^2(\mu).$$ 

For any fixed $f_1 \in L^2(T)$, $\mathcal{F}_0\left( \mathcal{H}_k^0(f_1, \cdot) \right)$ is non-zero only if $f_2 \in L^2(T)$ is such that, for some $\lambda \in \mathbb{R} \setminus \{0\}$, $\mathcal{H}_k^0(f_2, \cdot) = \lambda \mathcal{H}_k^0(f_1, \cdot)$. Hence it is non-zero only if $k_h(f_2, \cdot) = \lambda k_h(f_1, \cdot)$. A by-product of the proof of Lemma 2.9 is that this equality can only hold if $f_1 = f_2$. This implies that the support of $\mathcal{F}_0 b^*_n$ is included in $\{g_j, j \in \mathbb{N}\}$ which is strictly disjoint from the support of $\mathcal{F}_0 b^*$.

Applying the Cauchy-Schwarz inequality to $|\mathcal{F}_0 b^*_n(f) - \mathcal{F}_0 b^*(f)|$, one proves that for all $f \in L^2(T), \mathcal{F}_0 b^*_n(f) \to \mathcal{F}_0 b^*(f)$ as $n$ tends to infinity. This is a contradiction with the fact that the supports are strictly disjoint.

**Theorem 4.6.** Let $h \in (0,1/2)$, $B^h$ a $h$-fractional Brownian motion and $K$ a compact set in $L^2(T,m)$. Then, for some constant $k_1 > 0$,

$$\mathbb{P} \left( \sup_{f \in K} |B^h_f| \leq \epsilon \right) \leq \exp \left( -k_1 N(K, \phi_h, \epsilon) \right),$$

and if there exists $\psi$ such that for any $\epsilon > 0$, $N(K, \phi_h, \epsilon) \leq \psi(\epsilon)$ and $\psi(\epsilon) \approx \psi(\epsilon/2)$, then for some constant $k_2 > 0$,

$$\mathbb{P} \left( \sup_{f \in K} |B^h_f| \leq \epsilon \right) \geq \exp \left( -k_2 \psi(\epsilon) \right).$$

**Proof.** The lower bound follows from Lemma 2.2 in [44] and is a general result for Gaussian processes. The upper bound is specific to Lévy-type fractional Brownian motions and is a consequence of the SLND property proved above, and of an argument of conditional expectations as described in [31].
Let $\eta > 0$ and $M(\eta) \subset K$ be a finite set of maximal cardinality, in the sense that for any elements, $f \neq g \in M(\eta) \Rightarrow \|f - g\| \geq \eta^{1/2}$. The cardinal $|M(\eta)|$ is generally referred to as packing number. The elements of $M(\eta)$ are arbitrarily ordered and denoted $f_1, \ldots, f_{|M(\eta)|}$. Then,

$$\mathbb{P} \left( \sup_{f \in K} |B_f^h| \leq \varepsilon \right) \leq \mathbb{P} \left( \sup_{f \in M(\eta)} |B_f^h| \leq \varepsilon \right),$$

and since the conditional distributions of a Gaussian process are Gaussian, the SLND property of Lemma 4.5 implies that for any $k \in \{2, \ldots, |M(\eta)|\}$:

$$\mathbb{P} \left( |B_{f_k}^h| \leq \varepsilon \mid B_{f_1}^h, \ldots, B_{f_{k-1}}^h \right) = \Phi \left( C_0^{-1} \eta^{-1} \varepsilon \right),$$

where $\Phi$ is the cumulative distribution function of a standard normal random variable. By repeated conditioning,

$$\mathbb{P} \left( \sup_{f \in M(\eta)} |B_f^h| \leq \varepsilon \right) \leq \left( \Phi \left( C_0^{-1} \eta^{-1} \varepsilon \right) \right)^{|M(\eta)|}.$$

As $N(2\varepsilon) \leq |M(\varepsilon)|$, taking $\eta = \varepsilon/2$ in the previous inequality yields:

$$\mathbb{P} \left( \sup_{f \in K} |B_f^h| \leq \varepsilon \right) \leq \exp(-k_1 N(\varepsilon)),$$

with $k_1 = -\log \Phi(2C_0^{-1}) > 0$. \hfill $\square$

Estimating the small balls of the fBf (i.e. when $h$ is not fixed anymore) seems more complicated. Talagrand’s lower bound estimate still holds, leading to: for $K$ compact in $(0, 1/2) \times L^2(T, m)$, $\mathbb{P}(\sup_{(h,f) \in K} |B_{h,f}^h| \leq \varepsilon) \geq \exp(-k_2 N(K, d_B, \varepsilon))$. A sharp estimate of this last entropy in terms of the entropy on both coordinates would be required, while for the upper bound, the notion of SLND for the fBf does not seem appropriate: intuitively, the regularity in the $h$-direction contrasts with the nondeterminism studied above.

**Remark 4.7.** Theorem 4.6 is rather different from what is obtained via [25]. Indeed, their result is concerned with the supremum of the process over the elements of the RKHS measured with the Banach norm:

$$\mathbb{P} \left( \sup_{\varphi \in B_{\varphi}^{0,1}} |B_{\varphi}^h| \leq \varepsilon \right) = \mathbb{P} \left( \|B^h\|_{\mathbb{E}_h} \leq \varepsilon \right) = \mu_h \left( B_{\mathbb{E}_h}^{0,0} \right)$$

and $\mu_h \left( B_{\mathbb{E}_h}^{0,0} \right) = \mathcal{W}_h \left( B_{\mathbb{W}}^{0,0} \right)$ by isometry. Meanwhile, it comes from (4.4) that:

$$\mathcal{W}_h \left( B_{\mathbb{W}}^{0,0} \right) = \mathbb{P} \left( \sup_{\varepsilon \in [0,1]} |B_{\varphi}^h| \leq \varepsilon \right) \approx \exp \left( -\frac{1}{\varepsilon^{1/h}} \right),$$

which in general is different from our bound. This does not contradict the previous Theorem, because of the difference between the Hilbert norm and the Banach norm.
5. Applications to the Regularity of the Multiparameter and Set-Indexed Fractional Brownian Fields

In this section, we present the fBf and the h-fBm in the more familiar framework of multiparameter processes, enhancing the fact that these processes are rather different from the Lévy fractional Brownian motion and the fractional Brownian sheet, as well as from their multifractional counterparts ([16]). This study is then extended to set-indexed processes. In both cases, the meeting point will be that the fBf is now considered as a multifractional process, meaning that on the indexing collection \( \mathcal{A} \) the meeting point will be that the fBf is now considered as a multifractional process, meaning

\[
\forall t \in [0,1]^d, \quad B^h_t = B_{h_t,1_{[0,1]}}.
\]

For \( h \) a constant function equal to 1/2, this is the usual Brownian sheet of \( \mathbb{R}^d \) (when \( m = \lambda_0 \)). For any other constant function, this is neither the fractional Brownian sheet nor the Lévy fractional Brownian motion, but a process defined as:

\[
\text{mpfBm with covariance:}
\]

\[
\mathbb{E} \left[ B^h_s B^h_t \right] = \frac{1}{2} \left( m([0,s])^{2h} + m([0,t])^{2h} - m([0,s] \triangle [0,t])^{2h} \right),
\]

where \( \triangle \) is the symmetric difference between sets. Some of the differences between this process and the aforementioned are discussed in [18]. As stated in the introduction, one can also obtain the Lévy fractional Brownian motion from the fBf, choosing another class \( \mathcal{A} \) and a specific measure. Hence, the results of regularity for the Lévy fBm (or its multifractional counterpart, see for instance [16]) follow from the results of the next subsection rather than this one.

In this case and unlike the previous section, the entropy of \( \mathcal{A} \) is perfectly known when \( m \) is the Lebesgue measure\(^5\), and the Dudley integral is easily seen to be finite. Hence the fBf on \( \mathcal{A} \) has a continuous modification, and so does any multiparameter mBm. It is possible to establish precise Hölder regularity coefficients. For easier comparison with prior works on mpfBm, we will not use the distance \( d_m \) but a variant defined as:

\[
d'_m(s,t) = m([0,s] \triangle [0,t]).
\]

### 5.1. Multiparameter multifractional Brownian motion

For some \( d \in \mathbb{N}^* \), let \( \mathcal{A} = \{ [0,t], t \in [0,1]^d \} \). Let \( B \) the fBf on \( L^2([0,1]^d, m) \) where \( m \) is not necessarily the Lebesgue measure. Then a multiparameter multifractional Brownian motion is a process \( B^h \) defined for some function \( h : [0,1]^d \to (0,1/2) \) by:

\[
\forall t \in [0,1]^d, \quad B^h_t = B_{h_t,1_{[0,1]}},
\]

For \( h \) a constant function equal to 1/2, this is the usual Brownian sheet of \( \mathbb{R}^d \) (when \( m = \lambda_0 \)). For any other constant function, this is neither the fractional Brownian sheet nor the Lévy fractional Brownian motion, but a process defined as:

\[
\mathbb{E} \left[ B^h_s B^h_t \right] = \frac{1}{2} \left( m([0,s])^{2h} + m([0,t])^{2h} - m([0,s] \triangle [0,t])^{2h} \right),
\]

where \( \triangle \) is the symmetric difference between sets. Some of the differences between this process and the aforementioned are discussed in [18]. As stated in the introduction, one can also obtain the Lévy fractional Brownian motion from the fBf, choosing another class \( \mathcal{A} \) and a specific measure. Hence, the results of regularity for the Lévy fBm (or its multifractional counterpart, see for instance [16]) follow from the results of the next subsection rather than this one.

In this case and unlike the previous section, the entropy of \( \mathcal{A} \) is perfectly known when \( m \) is the Lebesgue measure\(^5\), and the Dudley integral is easily seen to be finite. Hence the fBf on \( \mathcal{A} \) has a continuous modification, and so does any multiparameter mBm. It is possible to establish precise Hölder regularity coefficients. For easier comparison with prior works on mpfBm, we will not use the distance \( d_m \) but a variant defined as:

\[
\forall t \in [0,1]^d, \quad d'_m(s,t) = m([0,s] \triangle [0,t]).
\]

Note that \( d'_m(s,t) = d_m(1_{[0,s]}, 1_{[0,t]})^2 \). A result of [19] states that this distance is equivalent to the Euclidean distance when \( m \) is the Lebesgue measure and the set of indexing points stays within a compact away from 0.

For a stochastic process \( X \) indexed on \( \mathcal{A} \), let us define the deterministic pointwise Hölder exponent at \( t_0 \in \mathcal{A} \):

\[
\alpha_X(t_0) = \sup \left\{ \alpha : \limsup_{\rho \to 0} \sup_{s \in B^h_{t_0,\rho}} \frac{\mathbb{E}(|X_s - X_t|^2)}{\rho^{2\alpha}} < \infty \right\},
\]

\(^5\)which is assumed until the end of this section.
where $B_{d_n}(t_0, \rho)$ is the ball of the $d_n'$ distance. Similarly, the deterministic local Hölder exponent is:

$$
\tilde{\alpha}_X(t_0) = \sup \left\{ \alpha : \limsup_{\rho \to 0} \sup_{s,t \in B_{d_n}(t_0, \rho)} \frac{\mathbb{E} \left[ |X_s - X_t|^2 \right]}{d_m'(s,t)^{2\alpha}} < \infty \right\}.
$$

We will compare these exponents to their stochastic analogue, straightforwardly defined getting rid of the expectation in the above definitions. The random coefficients are denoted $\alpha_X(t_0)$ and $\tilde{\alpha}_X(t_0)$. This extends to continuous (deterministic) functions on $\mathcal{A}$.

As the terminology is commonly accepted in the multifractional literature, a regular multiparameter mBm will be a fBm with a function $h$ such that, at each point, the value of the function is smaller than its local and pointwise exponents (i.e., $h_r \leq \alpha_h(t)$).

**Proposition 5.1.** Let $B^h$ be a regular multiparameter mBm on $[0,1]^d$. Then, for all $t_0 \in [0,1]^d$, both equalities hold almost surely:

$$
\alpha^h(t_0) = h_{t_0} \quad \text{and} \quad \tilde{\alpha}^h(t_0) = h_{t_0}.
$$

When $t_0 \neq 0$, these equalities still hold true for the exponents defined replacing $d_m'$ with the Euclidean distance. This is another consequence of the equivalence between those distances on a compact away from 0.

**Proof.** The first step is to evaluate $\alpha^h(t_0)$ and $\tilde{\alpha}^h(t_0)$. A result of [19] then states that a Gaussian process $X$, indexed by a collection of sets satisfying certain technical assumptions has the following property:

$$
\mathbb{P} \left( \alpha_X(t_0) = \alpha_X(t_0) = 1 \right) = 1 \quad \text{and} \quad \mathbb{P} \left( \tilde{\alpha}_X(t_0) = \alpha_X(t_0) \right) = 1. \quad (5.1)
$$

As discussed in the aforementioned paper, the technical assumptions are satisfied by the class $\mathcal{A}$ of rectangles. A result of that sort actually originated in [17], but we use the one in [19] to extend the obtained results of the following section on set-indexed processes.

Let $K$ be a compact of $[0,1]^d$ with $d_m'$ diameter smaller than 1, whose interior contains $t_0$. As a consequence of the continuity of $h$, $h(K) \subseteq [\eta, 1/2 - \eta]$ for some $\eta > 0$. For all $s, t \in B(\rho)$, the ball centred in $t_0$ of radius $\rho$,

$$
\mathbb{E} \left( B_t^h - B_s^h \right)^2 \geq \frac{1}{2} \mathbb{E} \left( B_{h,s} - B_{h,s} \right)^2 \geq \frac{1}{2} d_m'(s,t)^{2h} - C_{\eta,\alpha}(h_t - h_s)^2,
$$

where we used Theorem 3.7, and this inequality yields that for any $\alpha > \inf_{\mathbb{B}(\rho)} h$:

$$
\frac{\mathbb{E} \left( p_t^h - p_s^h \right)^2}{d_m'(s,t)^{2\alpha}} \geq \frac{1}{2} d_m'(s,t)^{2h} - C_{\eta,\alpha} d_m'(s,t)^{2\alpha} \alpha_{h} - 2\alpha.
$$

The regularity property of $h$ implies that for $\rho$ sufficiently small, $\alpha$ can be chosen so that $\inf_{\mathbb{B}(\rho)} \alpha_h \geq \alpha > \inf_{\mathbb{B}(\rho)} h$, and the previous inequality diverges as $\rho \to 0$. Hence

$$
\alpha^h(t_0) \leq \lim_{\rho \to 0} \inf_{\mathbb{B}(\rho)} h = h(t_0).
$$

The converse inequality follows from the result of Corollary 3.8 and the same reasoning. Thus the deterministic exponents are both equal to $h_{t_0}$, and the property (5.1) leads to the result. \qed
This result, which holds for all points, almost surely, is greatly strengthened into paths properties by the following proposition:

**Proposition 5.2.** Let $B^h$ be a regular multiparameter mBm on $[0,1]^d$. Then, almost surely,

$$\forall t_0 \in [0,1]^d, \quad \alpha^h(t_0) = h_{t_0} \quad \text{and} \quad \bar{\alpha}^h(t_0) \geq h_{t_0},$$

**Proof.** This is a direct application of Theorem 5.4 of [19] and of the values of $\alpha^h$ and $\bar{\alpha}^h$ computed in the proof of the previous proposition.

In the case of the SIfBm ([19]) or of the regular mBm ([17]), the previous uniform lower bound of the pointwise exponent is an equality. This provides tangible argument for an improvement of our result, but the question is left open for now. Finally, we mention [20] where a LND property of the mpfBm is exhibited with a different argument than ours, yielding geometric results on the sample paths of the process, as well as a Chung law.

### 5.2. Set-Indexed multifractional Brownian motion

This section is a discussion on a natural extension of the results on multiparameter processes to a wider class of indexing collections. The framework of set-indexed processes of Ivanoff and Merzbach [21], and the results of [19] provide a coherent definition of Hölder exponents and fine regularity results.

Let $T$ be a locally compact complete separable metric and measure space with metric $d$ and Radon measure $m$ defined on the Borel sets of $T$.

**Definition 5.3.** A nonempty class $\mathcal{A}$ of compact, connected subsets of $T$ is called an indexing collection if it satisfies the following:

1. $\emptyset \in \mathcal{A}$, and the interior $\Delta' \neq A$ if $A \neq \emptyset$ or $T$. In addition, there is an increasing sequence $(B_n)_{n \in \mathbb{N}}$ of union of sets of $\mathcal{A}$ such that $T = \bigcup_{n=1}^{\infty} B_n$.

2. $\mathcal{A}$ is closed under arbitrary intersections and if $A, B \in \mathcal{A}$ are nonempty, then $A \cap B$ is nonempty. The $\sigma$-algebra generated by $\mathcal{A}$ is equal to $\mathcal{B}$, the collection of Borel sets of $T$.

3. [Separability from above], there exists a nested sequence of finite dissection classes $\mathcal{A}_n$ whose elements approximate sets $A \in \mathcal{A}$ from above (they are bigger for the inclusion), and this approximation is finer as $n \in \mathbb{N}$ increases, until it equals $A$ at the limit. This is fully and precisely described in [21].

The construction of a set-indexed multifractional Brownian motion relies on what was said at the beginning of Section 5, and it follows that for all $U \in \mathcal{A}$, $B^h_U = B_{h_{U_0}, h_{U_1}}$ is a well defined set-indexed process. Its multiple Hölder coefficients are defined identically than in the multiparameter case (think of point $t_0$ as a set $[0, t_0] \in \mathcal{A}$ in the previous paragraph), with respect to the distance $d^m_m$, defined for all $U, V \in \mathcal{A}$, by $d^m_m(U, V) = m(U \Delta V)$.

Under entropic assumptions ensuring the convergence of Dudley’s integral for $d^m_m$ (as described in [19], where the authors consider entropy for the inclusion, reinforcing the separability from above condition of $\mathcal{A}$), the results on local and pointwise Hölder exponents, as presented for multiparameter processes, also hold for the SlmBm:

**Proposition 5.4.** Let $\mathcal{A}$ be an indexing collection satisfying Assumption 1 of [19]. Let $B^h$ be a regular SlmBm on $\mathcal{A}$. Then, for all $U_0 \in \mathcal{A}$, both equalities hold almost surely:

$$\tilde{\alpha}^h(U_0) = h_{U_0} \quad \text{and} \quad \bar{\alpha}^h(U_0) = h_{U_0}.$$
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**Proposition 5.5.** Let $\mathcal{A}$ be an indexing collection satisfying Assumption 1 of [19]. Let $B^h$ be a regular $\text{SlmBm}$ on $\mathcal{A}$. Then, almost surely,

\[ \forall U_0 \in \mathcal{A}, \quad \tilde{a}^h(U_0) = h_{U_0} \quad \text{and} \quad a^h(U_0) \geq h_{U_0}. \]

Finally, we note that there is no evidence of another (Gaussian) process with prescribed regularity in a general set-indexed setting, other than the one we defined. In particular, the (multi-)fractional Brownian sheet and Lévy fBm do not have extensions in the set-indexed setting.

**APPENDICES: TECHNICAL RESULTS**

**A. A BOUND FOR THE INCREMENTS OF $K^x_h$ IN $L^2$**

This first appendix collects the proofs of the technical results of the beginning of section 3. We recall that $W^x_h$ denote the set of positive linear functionals over $W$, and that for all $x \in (-1,1)$, $L(x) = \log(|x|^{-1}) \vee 1$ if $x \neq 0$, and 0 otherwise.

**Proof of Lemma 3.1.** For any $t \in \mathbb{D}$, we write $K_h(t, \cdot) = K_h^{-1}(t, \cdot)$. $R_h$ is the Gram-Schmidt transform of $R_h$, which implies that $R_h(\cdot, t_0) = R_h(\cdot, t_0)$ and $\forall n \geq 1$,

\[
R_h(\cdot, t_n) = R_h(\cdot, t_n) - \sum_{j=0}^{n-1} \frac{(R_h(\cdot, t_j), R_h(\cdot, t_n))_{R_h}}{\|R_h(\cdot, t_j)\|^2} R_h(\cdot, t_j).
\]

(A.1)

Hence, $K_h$ can be written:

\[
K_h(t_n, \cdot) = K_h(t_n, \cdot) - \sum_{j=0}^{n-1} \frac{(K_h(t_j, \cdot), K_h(t_n, \cdot))_{R_h}}{\|K_h(t_j, \cdot)\|^2} K_h(t_j, \cdot) \quad \text{and this shows that} \quad \{K_h(t_n, \cdot), n \in \mathbb{N}\} \quad \text{is the Gram-Schmidt orthogonal family of} \quad L^2, \quad \text{obtained from}\quad \{K_h(t_n, \cdot), n \in \mathbb{N}\}. \quad \text{Then for any} \quad g \in L^2 \quad \text{such that} \quad g \geq 0, \quad \text{the non-negativeness of} \quad K_h(t, s), \forall t, s \in [0,1] \quad \text{(see the closed form (A.3))}, \quad \text{implies that} \quad \int_0^1 g(s)K_h(t, s) \, ds \geq 0. \quad \text{Thus, if} \quad g \quad \text{is orthogonal to the linear span of} \quad \{K_h(t_0, \cdot), \ldots, K_h(t_{n-1}, \cdot)\}, \quad \text{it follows from (A.2) that} \quad \int_0^1 g \, K_h(t_n, \cdot) \quad \text{is non-negative.} \quad \text{It is obviously also the case if} \quad g \in \text{Span} \{K_h(t_0, \cdot), \ldots, K_h(t_{n-1}, \cdot)\}, \quad \text{hence} \quad \{K_h(t_n, \cdot), \cdot\} \quad \text{is a positive linear functional over} \quad \text{Span} \{K_h(t_j, \cdot), j \in \mathbb{N}\}. \quad \text{This leads to the following partial result:}

\[
\text{for any} \quad j \in \mathbb{N}, \quad R_h(t_j, t_n) = \left(K_h(t_n, \cdot), K_h(t_j, \cdot)\right)_{L^2} \geq 0.
\]

Now let $g \in H(R_h)$ such that $g \geq 0$. As any element of $H(R_h)$, $g$ can be approximated by a sequence $\{R_h(\cdot, t_j), j \in \mathbb{N}\}$. By continuity, $R_h(t_j, t_n)$ tends to $(R_h(\cdot, t_n), g)$ as $j$ goes to infinity. Since we have seen that the first term is non-negative for any $j \in \mathbb{N}$, this concludes the proof. \(\square\)

Before the proof of Proposition 3.2, we prove a useful technical lemma:
Lemma A.1. For all $h_1 < h_2 \in (0, 1/2)$, there exists a constant $\hat{M}_{h_1} > 0$ such that for all $\xi \in W^*_h$,
\[
\int_0^1 \sup_{h \in [h_1, h_2]} \left( K^*_h \xi(u) \right)^2 \, du < \hat{M}_{h_1} \|\xi\|^2_{L^2}.
\]

Proof. Recall that $K^*_h \xi \in L^2[0,1]$. In [32, Chap. 5.1.3], for $h < 1/2$, $K^*_h$ is given by the following formula: \( s \), \( t \in [0,1] \),
\[
K^*_h(t,s) = c_h \left( \frac{t(s-t)}{s} \right)^{(1/2-h)} (1/2 - h) s^{1/2-h} \int_s^t u^{h-3/2} \left( u-s \right)^{h-1/2} \, du \right) 1_{[0,1]}(s) \quad (A.3)
\]
where $h \mapsto c_h$ is positive and infinitely differentiable. The second term of this sum is uniformly bounded in $s < t \in [0,1]$ and $h \in [h_1, h_2]$, while the first one diverges when $t$ tends to $s$. Hence for $\varepsilon$ small enough, $|t-s| < \varepsilon$ implies that $K^*_h(t,s) \leq K^*_h(t,s)$ uniformly in $h \in [h_1, h_2]$, since then,
\[
\left( \frac{t(s-t)}{s} \right)^{(1/2-h)} < \left( \frac{t(s-t)}{s} \right)^{(1/2-h)}
\]
and the rest of $K^*_h(t,s)$ is negligible compared to this last expression. Hence for $u \in [0,1]$, \[
\sup_{h \in [h_1, h_2]} \left( K^*_h \xi(u) \right)^2 = \sup_{h \in [h_1, h_2]} \left( \int_0^1 K^*_h(t,u) \, d\xi(t) \right)^2
\]
\[
= \sup_{h \in [h_1, h_2]} \left( \int_u^{u+\varepsilon} K^*_h(t,u) \, d\xi(t) \right)^2 + 2 \sup_{h \in [h_1, h_2]} \left( \int_{u+\varepsilon}^1 K^*_h(t,u) \, d\xi(t) \right)^2.
\]
According to the remark that on the set \{ $(t,u,h) : |t-u| \geq \varepsilon, h \in [h_1, h_2]$ \}, $K^*_h(t,u)$ is uniformly bounded, there is a positive constant (possibly depending on $\varepsilon$) $M$ such that $K^*_h(t,u)/K^*_h(t,u) \leq M$. Because $\xi$ is a finite nonnegative Radon measure,
\[
\int_{u+\varepsilon}^1 K^*_h(t,u) \, d\xi(t) \leq M \int_{u+\varepsilon}^1 K^*_h(t,u) \, d\xi(t).
\]
It follows that:
\[
\sup_{h \in [h_1, h_2]} \left( K^*_h \xi(u) \right)^2 \leq 2 \left( \int_u^{u+\varepsilon} K^*_h(t,u) \, d\xi(t) \right)^2 + 2M \left( \int_{u+\varepsilon}^1 K^*_h(t,u) \, d\xi(t) \right)^2
\]
and finally:
\[
\int_0^1 \sup_{h \in [h_1, h_2]} \left( K^*_h \xi(u) \right)^2 \, du \leq 2\| K^*_h \xi \|^2_{L^2} + 2M\| K^*_h \xi \|^2_{L^2}
\]
\[
\leq \hat{M}_{h_1} \|\xi\|^2_{L^2}.
\]
A direct consequence of this equation is that the $H^*_h_1$-norm is bigger than any other $H^*_h$-norm, when $h \geq h_1$. \( \square \)
Proof of Proposition 3.2. We first recall that for any $h \in (0, 1/2]$, $\xi \in W^\alpha$, $\int_0^1 \left( K^*_h \xi(t) \right)^2 \, dt < \infty$, as well as the facts that $\xi$ is considered as a nonnegative measure, and that $c_h, C_h(\cdot, \cdot)$ and $D_h(\cdot, \cdot)$ are nonnegative quantities. For the sake of readability, we shall use the symbol $\prime$ to denote the $h$-derivation. For all $s, t \in [0, 1],$

$$K_h(t,s) = c'_h K_h(t,s) + c_h C_h(t,s) + c_h (1/2 - h) D_h(t,s) - c_h D_h(t,s), \quad (A.4)$$

where

$$C'_h(t,s) = \log \left( s^{-1} t(t-s) \right) C_h(t,s),$$

$$D'_h(t,s) = (\log s) D_h(t,s) + s^{1/2-h} \left( \int_s^1 (\log u)u^{h-3/2} \log(u-s)(u-s)^{-1/2} \, du \right) 1_{[0,t]}(s).$$

Each part in the sum of (A.4) will be treated separately, and each but $C'_h$ using the Cauchy-Schwarz inequality. The first part in (A.4) gives:

$$\int_0^1 \left( \int_{h_1}^{h_2} c'_h K^*_h \xi(s) \, dh \right)^2 \, ds \leq (h_2 - h_1) \int_0^1 \int_{h_1}^{h_2} \left( c'_h \right)^2 \left( K^*_h \xi(s) \right)^2 \, dh \, ds.$$

For $\eta > 0$, the infinite differentiability and boundedness away from 0 of $c_h$ implies that there exists a constant $M^1_\eta$ such that for all $h \in [\eta, 1/2 - \eta],$

$$\int_0^1 \left( c'_h \int_0^1 K_h(t,s) \, d\xi(t) \right)^2 \, ds \leq M^1_\eta \|\xi\|^2_{{h_0}}.$$

Now, Lemma A.1 and Fubini’s Theorem imply that:

$$(h_2 - h_1) \int_{h_1}^{h_2} \int_0^1 \left( c'_h \int_0^1 K_h(t,s) \, d\xi(t) \right)^2 \, ds \, dh \leq M^1_\eta (h_2 - h_1)^2 \|\xi\|^2_{{h_0}}. \quad (A.5)$$

For the rest of this proof, we might as well consider that $c_h$ is uniformly equal to 1.

Then for $h \in [\eta, 1/2 - \eta]$, we look at the second term in the sum of (A.4). Let $\alpha_s \in (s, 1]$ such that $s^{-1} \alpha_s (\alpha_s - s) = 1$ if $s \leq 1/2$ and $\alpha_s = 1$ otherwise. Since $t \mapsto s^{-1} t(t-s)$ is increasing and maps $[s, 1]$ to $[0, s^{-1}(1-s)]$, $\alpha_s$ is uniquely defined. Let some $\nu > 0$ such that $h \pm \nu \in (0, 1/2).$ Let us remark that $u \in [1, \infty) \mapsto \log(u)u^{-\nu}$ is bounded between 0 and $(e \nu)^{-1}$. Similarly, $u \in (0, 1] \mapsto \log(u)u^{\nu}$ is bounded between $-(e \nu)^{-1}$ and 0. Thus for $s \in (0, 1)$, the map

$$t \in (s, 1) \mapsto \log \left( s^{-1} t(t-s) \right) C_{-\nu}(t,s)1_{[t > \alpha_s]} + \log \left( s^{-1} t(t-s) \right) C_{\nu}(t,s)1_{[t \leq \alpha_s]}$$

is uniformly bounded (in $s$ and $t$) by $- (e \nu)^{-1}$ and $(e \nu)^{-1}$. We note that when $s \geq 1/2$, the first
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term in the sum is automatically zero. It follows that:

$$
\left( \int_{h_1}^{h_2} \int_s^1 C^j_{h}(t,s) \, d\xi(t) \, dh \right)^2 = \left( \int_s^1 \left( (s^{-1} (t-s))^{h_2-h_1} - 1 \right) C_{h_1}(t,s) \, d\xi(t) \right)^2 \\
+ \left( \int_{h_1}^{h_2} \int_s^1 \log (s^{-1} (t-s)) C_{-h_1}(t,s) C_{h_1}(t,s) \, d\xi(t) \, dh \right)^2 \\
\leq \left( (h_2-h_1) L(h_2-h_1) \right)^2 \times \\
\left( \int_s^1 \frac{(s^{-1} (t-s))^{h_2-h_1} - 1}{(h_2-h_1) L(h_2-h_1)} C_{h_1}(t,s) \, d\xi(t) \right)^2 \\
+ 2(e^\nu)^2 (h_2-h_1) \int_{h_1}^{h_2} \left( \int_s^1 C_{h_1}(t,s) \, d\xi(t) \right)^2 \, dh. 
$$

(A.6) can be treated easily with Lemma A.1, since it suffices to choose $\nu = \eta/2$ so that $h + \nu \in [\eta, 1/2 - \eta/2]$. Thus, for the same reasons as in (A.4), we have that:

$$
\int_{h_1}^{h_2} \int_s^1 2(e^\nu)^2 \left( \int_s^1 C_{h_1}(t,s) \, d\xi(t) \right)^2 \, ds \, dh \leq 8(e^\eta)^2 \tilde{M}^2_{h_2-h_1} \|\xi\|^2_{H^\nu_{h_1}} \\
\leq \tilde{M}^2_{h_2-h_1} \|\xi\|^2_{H^\nu_{h_1}}.
$$

(A.7) requires more care since the same method would involve $C_{h_1}$ with $h - \nu$ occasionally smaller than $h_1$. For all $s \in (0, 1)$, we define the application:

$$
\psi_s(t,h) = \frac{(s^{-1} (t-s))^{h_2-h_1} - 1}{hL(h)}
$$
on the domain $K_s = \{(t,h) : s \leq t \leq a_s, 0 < h \leq 1 - 2\eta\}$. Because $s^{-1} (t-s) \in [0, 1]$, it follows that $\psi_s(t,h) \to 0$ as $h \to 0$. Hence $\psi_s$ can be continuously extended to

$$
K^s = \{(t,h) : s \leq t \leq a_s, 0 \leq h \leq 1 - 2\eta\},
$$

which is compact. It follows from the last two remarks that $\psi_s(t,h)$ is bounded by a constant $\sqrt{M_{h_1}^2}$ which is independent of $s$, $t$, and $h$. Thus, the term in (A.6) is smaller than $M_{h_1}^3 \left( C_{h_1} \xi(s) \right)^2$. This finally yields, for the second term of (A.4):

$$
\int_0^1 \left( \int_{h_1}^{h_2} \int_s^1 C^j_{h}(t,s) \, d\xi(t) \, dh \right)^2 \, ds \leq 8(e^\eta)^2 \tilde{M}^2_{h_2-h_1} \|\xi\|^2_{H^\nu_{h_1}} \\
+ M_{h_1}^3 \left( (h_2-h_1) L(h_2-h_1) \right)^2 \|\xi\|^2_{H^\nu_{h_1}}.
$$

(A.8)
The same technique leads to the following bounds for $D_h'$: first,

$$
\int_0^1 \left( \int_s^1 \right) (\log s) D_h(t, s) \, d\xi(t) \right)^2 \, ds \leq \int_0^1 \left( \int_s^1 \right) \left( \int_s^1 \right) (\log s)^2 s^{-\nu} \, D_h(t, s) \, d\xi(t) \right)^2 \, ds
$$

and this yields

$$
\lambda \left( m \right) \text{the proof is led in two steps, depending on whether } h = 1 \text{ the indicator functions of the form } H
$$

The proof is divided into two cases, depending on whether $h = 1$, the estimates on $D_h$ in the proof of Lemma A.1 imply again:

$$
\int_0^1 \left( \int_s^1 \right) D_h(t, s) \, d\xi(t) \right)^2 \, ds \leq 16(e \eta)^{-2} M_n^2 \| \xi \|_{m_1}^2 . \tag{A.9}
$$

All three inequalities (A.5), (A.8) and (A.9), put together with a bound on the last term of (A.4) (which is easily obtained), end the proof.

**B. Proof of Lemma 2.9**

*Proof*. The proof is divided into two cases, depending on whether $h = 1/2$ or not. The case $h = 1/2$ is immediate since $k_{1/2}(f, g) = \int f \, g \, dm$. Then

$$
\forall g \in L^2, \lambda_1 k_{1/2}(f_1, g) + \cdots + \lambda_n k_{1/2}(f_n, g) = 0 \Rightarrow \lambda_1 f_1 + \cdots + \lambda_n f_n = 0
$$

and this yields $\lambda_1 = \cdots = \lambda_n = 0$ because $(f_1, \ldots, f_n)$ was assumed to be linearly independent.

In the remaining of this proof, $h \in (0, 1/2)$. At first we look at the situation when $n = 2$, and the proof is led in two steps, depending on whether $m(f_1^2) = m(f_2^2)$ or not.

Assume first that $m(f_1^2) \neq m(f_2^2)$. Using fractional integration as a linear operator over the indicator functions of the form $1_{[0, t]}$ straightforwardly implies that for $s \neq t \in [0, 1]$, $(R_{k}(\cdot, t), R_{k}(\cdot, s))$ is linearly independent. This technique extends to $n \geq 2$ and we shall use
it later. Our problem in $L^2(T, m)$ reduces to the aforementioned one via the following trick: let $g \in L^2(T, m)$ be non-zero and orthogonal to $f_1$ and $f_2$. Then, for any $\lambda \in \mathbb{R}$:

$$k_h(f_1, \lambda g) = \frac{1}{2} \left( |m(f_1^2)|^{2h} + \lambda^2 |m(g^2)|^{2h} - |m(f_1^2) - \lambda^2 m(g^2)|^{2h} \right) \mu$$

where $t = m(f_1^2)$ and $u_2 = \lambda^2 m(g^2)$. Let $s = m(f_2^2)$ which is different from $t$ by hypothesis, then the linear independence of $(\lambda \rightarrow R_h(t, u), \lambda \rightarrow R_h(s, u))$ implies the linear independence of $(k_h(f_1, \lambda), k_h(f_2, \lambda))$ in $H(k_h)$.

Assume now we are in the case of $f_1$ and $f_2$ having the same norm ($\neq 0$) and that $k_h(\cdot, f_1)$ and $k_h(\cdot, f_2)$ satisfy: there is $\lambda \in \mathbb{R}$ such that $k_h(\cdot, f_1) = \lambda k_h(\cdot, f_2)$, ie.

$$m(f_1^2) - \lambda m(f_2^2) = (\lambda - 1)m(g^2) + m(|f_1 - g|^2)^{2h} - \lambda m(|f_2 - g|^2)^{2h}. \quad (B.1)$$

Applying this equality to $g = f$, $\lambda$ has to be:

$$\lambda \ k_h(f_1, f_2) = 2m(f_1^2)^{2h},$$

and identically with $g = f_2$, one obtains:

$$\lambda \ m(f_2^2)^{2h} = \frac{1}{2} k_h(f_1, f_2).$$

Thus $\lambda^2 = 1$. If $\lambda = 1$, this is $m(|f_1 - g|^2)^{2h} = m(|f_2 - g|^2)^{2h}$, $\forall g \in L^2$, and we deduce that $f_1 = f_2$. Let us prove that $\lambda = -1$ is impossible. Let us consider equation (B.1) applied to any $g$ which is orthogonal to $f_1$ and $f_2$ and such that $m(g^2) = m(f_1^2)$:

$$4m(f_1^2)^{2h} = m(|f_1 - g|^2)^{2h} + m(|f_2 - g|^2)^{2h}$$

$$= (m(f_1^2) + m(g^2))^{2h} + (m(f_2^2) + m(g^2))^{2h}$$

$$= 2^{2h+1}m(f_1^2)^{2h},$$

which is impossible whenever $h \neq 1/2$.

In a second step, we extend the result for $n \geq 2$: let $f_1, \ldots, f_{n+1} \in L^2$ and assume that $k_h(\cdot, f_{n+1})$ is a linear combination of the family $k_h(\cdot, f_1), \ldots, k_h(\cdot, f_n)$. The coefficient in this linear combination are denoted $(\lambda_i)$. Splitting the maps $f_1, \ldots, f_n$ into several groups inside which they have the same norm, we index them differently: $f_{i,1}, \ldots, f_{i,i}, \ldots, f_{i,1}, \ldots, f_{i,j}$, where for all $j \in \{1, \ldots, l\}$, and all $p, q \in \{1, \ldots, i\}$, $m(f_{j,p}^2) = m(f_{j,q}^2)$. Then, let $g \in L^2$ be orthogonal to span$f_1, \ldots, f_{n+1}$. We already computed that $k_h(f_i, g) = R_h(m(f_i^2), m(g^2))$. The linear combination is expressed, for all $\mu \in \mathbb{R}$, as follows:

$$k_h(f_{n+1}, \mu g) = \sum_{j=1}^{l} \sum_{k=1}^{i_j} \lambda_{j,k} k_h(f_{j,k}, \mu g),$$

which is better understood in terms of $R_h$:

$$R_h \left( m(f_{n+1}^2), \mu^2 m(g^2) \right) = \sum_{j=1}^{l} \sum_{k=1}^{i_j} \lambda_{j,k} R_h \left( m(f_{j,k}^2), \mu^2 m(g^2) \right)$$

$$= \sum_{j=1}^{l} \left( \sum_{k=1}^{i_j} \lambda_{j,k} \right) R_h \left( m(f_{j,k}^2), \mu^2 m(g^2) \right).$$
The linear independence for $R_n$ thus commands that $m(f_{n+1}^2)$ be equal to $m(f_i^2)$ for some $j \in \{1, \ldots, l\}$. We will assume, without restriction, that $j = 1$. It is then necessary that $\sum_{k=1}^n \lambda_{1,k} = 1$ and that for all $j > 1$, $\sum_{k=1}^n \lambda_{j,k} = 0$. In case $i_1 < n$, an induction on $n$ ends the proof. Otherwise, the situation is that $m(f_1^2) = \cdots = m(f_{n+1}^2)$ and for all $g \in L^2$:

$$m\left((f_{n+1}^2 - g)^{2h}\right) = \sum_{i=1}^n \lambda_i m\left((f_i^2 - g)^{2h}\right).$$

Because $f_{n+1}$ is linearly independent of $f_1, \ldots, f_n$, there exists $g$ orthogonal to every $f_i, i \leq n$ but which is not orthogonal to $f_{n+1}$. Then, the previous equation reads:

$$\left(m(f_{n+1}^2)^{2h} + m(g^2) - 2m(g f_{n+1}^2)\right)^{2h} = \left(m(f_1^2)^{2h} + m(g^2)\right)^{2h},$$

which is impossible due to the fact that $m(g f_{n+1}^2) \neq 0$.

\[ \square \]

**C. A FOURIER-TYPE TRANSFORM IN AWS**

In this section, it is proved that the operator $\mathcal{F}$ defined in the proof of Lemma 4.5, satisfies the following, for $x^*, \varphi \in E^*$:

$$\mathcal{F} \varphi(x^*) \neq 0 \iff x^* = \lambda \varphi, \text{ for some } \lambda \in \mathbb{R} \setminus \{0\}.$$

First assume that $x^*, \varphi \in E^*$ are linearly independent:

$$I = \int_{E} \cos(x^*, x) \langle \varphi, x \rangle \, d\mu(x) = \int_{\mathbb{R}^2} \cos(t_1) \, t_2 \, d\mu_2(t_1, t_2)$$

$$= \frac{1}{2\pi \sqrt{\det\Sigma}} \int_{\mathbb{R}^2} \cos(t_1) \, t_2 \, \exp\left(-\frac{1}{2} t^T \Sigma^{-1} t\right) \, d\lambda(t_1, t_2)$$

where $\Sigma$ represents the covariance structure between the Gaussian random variables $x^*$ and $\varphi$ (defined on the probability space $(E, \mathcal{F}(E), \mu)$). Precisely,

$$\Sigma = \begin{pmatrix}
E_x^\mu((x^*, \cdot)^2) & E_x^\mu((x^*, \cdot)\langle \varphi, \cdot \rangle) \\
E_x^\mu((x^*, \cdot)\langle \varphi, \cdot \rangle) & E_x^\mu((\varphi, \cdot)^2)
\end{pmatrix}$$

By the linear independence hypothesis on $x^*$ and $\varphi$, $\Sigma$ is not degenerated. Up to renormalization, we can consider that the diagonal in $\Sigma$ is 1. Let $\gamma$ be the non-diagonal term. Then $I$ reads:

$$I = \frac{1}{2\pi \sqrt{\det\Sigma}} \int_{\mathbb{R}^2} \cos(t_1) \, t_2 \, \exp\left(-\frac{1}{2} t^T \Sigma^{-1} t\right) \, d\lambda(t_1, t_2)$$

$$= \frac{1}{2\pi \sqrt{\det\Sigma}} \left(I_{t_1 > 0, t_2 > 0} + I_{t_1 > 0, t_2 < 0} + I_{t_1 < 0, t_2 > 0} + I_{t_1 < 0, t_2 < 0}\right)$$

$$= \frac{1}{2\pi \sqrt{\det\Sigma}} \left(I_{t_1 > 0, t_2 > 0} + I_{t_1 > 0, t_2 < 0} - I_{t_1 > 0, t_2 < 0} - I_{t_1 < 0, t_2 < 0}\right)$$

$$= 0.$$

The converse gives, up to a multiplicative constant, $I = \int_{\mathbb{R}} t \exp\left(it - t^2/2\right) \, dt > 0$, when $\varphi = x^*$. Thus, whenever $x^*$ and $\varphi$ are linearly dependent, $I$ is non-zero.
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