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1. Introduction

In this paper, we derive a priori error estimates for the space-time finite element discretization of a simplified linear gradient enhanced damage model and the associated optimal control problem. To be more specific, we investigate the finite element approximation of the optimal control problem

\[
J(\varphi, d, l) = \frac{1}{2} \| \varphi - \varphi_d \|^2_{L^2(0,T;L^2(\Omega))} + \frac{1}{2} \| d - d_d \|^2_{L^2(0,T;L^2(\Omega))} + \frac{\alpha}{2} \| l \|^2_{L^2(0,T;L^2(\Omega))}
\]

subject to the state equation

\[
\begin{align*}
-\alpha \Delta \varphi(t) + \beta \varphi(t) &= \beta d(t) + l(t) \quad \text{in } \Omega \\
\varphi(t) &= 0 \quad \text{on } \partial \Omega \\
\partial_t d(t) &= -\frac{\beta}{\delta} (d(t) - \varphi(t)) \quad \text{a. e. in } \Omega \\
d(0) &= d_0
\end{align*}
\]

gereral all \( t \in I = [0, T] \) where \( l \) acts as a control and \( \varphi \) and \( d \) are the resulting states. A precise formulation is given in the later sections. For the discretization of the state equation we will use a discontinuous piecewise constant finite element method in time and usual linear finite elements in space. The state equation is motivated by a specific gradient enhanced damage model, first developed in [5, 6] and thoroughly analyzed from a mathematical point of view in [22, 23]. First of all, this model describes the displacement of a body \( \Omega \) influenced by a given force \( l \). In addition, the model features two damage variables \( \varphi \) and \( d \) where the first one is more regular in space whereas the second one carries the evolution of damage in time. Both are coupled by a penalty term in the free energy functional with \( \beta \) being the penalty parameter. The parameter \( \alpha \) originates from the gradient enhancement while \( \delta \) is a viscosity parameter (see [22] for details). The resulting system consists of two nonlinear PDEs which have to hold true in almost all time points and an ODE that should be fulfilled in almost every point in space. All three equations are fully coupled with each other. For a first analysis of the discretization of such a model we simplified the underlying PDE system, skipping the displacement variable \( u \) as well as the nonlinear material function. In this first contribution we will study the linear equation (3) instead of a nonsmooth equation. This linear model problem is interesting in its own way as the equations still have the special structure of the original damage model which differs from other coupled PDE-ODE systems examined in related work, see below. The aim of this paper is to establish a priori discretization error estimates. The more difficult nonsmooth equation will be subject of later work.

The optimal control problem is formulated with a tracking type functional. To derive necessary optimality conditions, we investigate the control-to-state operator \( S: l \rightarrow (\varphi, d) \). For the discretization we employ a variational discretization technique based on [14].

Let us have a look at related work: There are quite a few contributions available regarding the optimal control of coupled PDE-ODE systems, cf. [17, 1, 21, 16, 12, 4] and the references therein. The authors mainly focus on the analysis of their specific model and the derivation of first order necessary optimality conditions and provide tailored algorithms for the numerical solution of the optimal control problems. They do not derive discretization error estimates. In [15], the authors deal with the optimal control of laser surface hardening of steel and provide error estimates for a POD Galerkin approximation of the state equation. Error estimates for the optimal control of a coupled PDE-ODE system describing the velocity tracking problem for the evolutionary Navier–Stokes equations are derived in [2, 3] as well as companion papers. Here, the authors require a coupling of the discretization parameters in time and space for the well-posedness of their discretization technique. We emphasize, that in our contribution the discretization parameters can be chosen independently of one another. Our discretization setting
We set $\tau$ and $v \in V$. We will work with the weak formulation of the problem which reads as follows: For a given dummy variable $d$ with subintervals $I_m$ of length $\tau_m$ and time points $0 = t_0 < t_1 < ... < t_{M-1} < t_M = T$. We set $\tau := \max\{\tau_m : m = 1, ..., M\}$. The semidiscrete trial and test spaces are given as

$$V_{\tau} := \{v_\tau \in V : v_{\tau}|_{I_m} \in \mathbb{P}_0(I_m; H^1_0(\Omega)), m = 1, ..., M\}.$$

The paper is organized as follows: In section two we state the precise setting of the state equation and present the chosen discretization strategy. In section three we focus on the numerical analysis of the state equation and prove convergence of first order with respect to time and convergence of second order with respect to space of our discretization technique. We will have a look at the associated optimal control problem in section four and provide error estimates for the optimal control. The last section presents numerical examples for both the state equation and the optimal control problem.

2. MATHEMATICAL PRELIMINARIES

In this section we establish the principal assumptions on the data, the used notation and the chosen discretization strategy.

Throughout this paper, let $\Omega \subset \mathbb{R}^N, N \in \{2, 3\}$, be a convex polygonal domain with boundary $\partial \Omega$ and let $T > 0$ be a given real number. The time interval will be denoted by $I := (0, T)$. Moreover, let $\alpha, \beta, \delta > 0$ be given parameters. The initial state $d_0$ is, unless otherwise stated, a function in $L^2(\Omega)$. The right-hand side $f$ should belong to $L^2(0, T; L^2(\Omega))$. The first state $\varphi$, also referred to as nonlocal state (see [5]), is an element of the state space $X := H^1(0, T; L^2(\Omega))$. The second state $d$, also called local state, should belong to $X := H^1(0, T; L^2(\Omega))$.

We use the following short notation for inner products and norms on $L^2(\Omega)$ and $L^2(0, T; L^2(\Omega))$:

$$\langle v, w \rangle := (v, w)_{L^2(\Omega)}, \quad \langle v, w \rangle_{L^2(0, T; L^2(\Omega))}^I := (v, w)_{L^2(0, T; L^2(\Omega))},$$

$$\|v\| := \|v\|_{L^2(\Omega)}, \quad \|v\|_{L^2(0, T; L^2(\Omega))} := \|v\|_{L^2(0, T; L^2(\Omega))}.$$
The space-time discrete finite element spaces are given by
\[ X^0_r := \{ d_r \in L^2(0, T; L^2(\Omega)) : d_r|_{t_m} \in P_0(I_m; L^2(\Omega)), m = 1, \ldots, M \}. \]
Note, that \( V^0_r \subset V \) but \( X^0_r \not\subset X \). Moreover, \( V^0_r \) is dense in \( X^0_r \) due to the dense embedding of \( H^1_0(\Omega) \hookrightarrow L^2(\Omega) \). We use the notation
\[ (v, w)_{X^0_r \times \Omega} := (v, w)_{L^2(I_m; L^2(\Omega))} \quad \text{and} \quad \|v\|_{X^0_r \times \Omega} := \|v\|_{L^2(I_m; L^2(\Omega))}. \]
To express the jumps possibly occurring at the nodes \( t_m \), we define
\[ v^+_{\tau, m} := \lim_{t \to t_m^+} v_{\tau}(t_m + t), \quad v^-_{\tau, m} := \lim_{t \to t_m^-} v_{\tau}(t_m - t) = v_{\tau}(t_m), \quad [v_{\tau}]_m = v^+_{\tau, m} - v^-_{\tau, m}. \]
Note, that for functions piecewise constant in time the definition reduces to
\[ v^+_{\tau, m} = v_{\tau}(t_{m+1}), \quad v^-_{\tau, m} = v_{\tau}(t_m), \quad [v_{\tau}]_m = v_{\tau,m+1} - v_{\tau,m}. \]
The semidiscrete bilinear form \( B : (V^0_r \times X^0_r)^2 \to \mathbb{R} \) is given as
\[
B((\varphi_{\tau}, d_{\tau}), (\psi, \lambda)) = \alpha(\nabla \varphi_{\tau}, \nabla \psi)_{I \times \Omega} - \beta(d_{\tau} - \varphi_{\tau}, \psi)_{I \times \Omega}
+ \sum_{m=1}^{M}(\partial_t d_{\tau}, \lambda)_{I_m \times \Omega} + \frac{\beta}{\delta}(d_{\tau} - \varphi_{\tau}, \lambda)_{I \times \Omega}
+ \sum_{m=2}^{M}([d_{\tau}]_{m-1}, \lambda^+_{m-1}) + ([d_{\tau}]_{0}, \lambda^+_0).
\]
Then, the semidiscrete state equation reads as follows: Find states \((\varphi_{\tau}, d_{\tau}) \in V^0_r \times X^0_r\) such that
\[
B((\varphi_{\tau}, d_{\tau}), (\psi, \lambda)) = (l, \psi)_{I \times \Omega} + (d_0, \lambda^+_0)
\]
holds true for all \((\psi, \lambda) \in V^0_r \times X^0_r\).

We will require the interpolation/projection onto \( X^0_r \) and \( V^0_r \), respectively. Therefore, we define the semidiscrete interpolation operator \( \pi_{\tau} : C(\overline{T}; L^2(\Omega)) \to X^0_r \) with \( \pi_{\tau} d_{\tau m} \in P_0(I_m; L^2(\Omega)) \)
via \( (\pi_{\tau} d)(t_m) = d(t_m) \) for \( m = 1, \ldots, M \). For the projection we employ the standard \( L^2 \)-projection in time \( P_{\tau} : L^2(0, T; L^2(\Omega)) \to X^0_r \) given by \( P_{\tau} \varphi_{\tau m} := \frac{1}{t_m} \int_{t_m}^{t_{m+1}} \varphi(t) dt \). Both operators will always be denoted by the same symbols despite possibly different domains and ranges. Note, that if \( \varphi \in V \) then \( P_{\tau} \varphi \in V^0_r \) as integration in time preserves the spatial regularity due to the definition of the Bochner integral. In particular, we have
\[
(\varphi - P_{\tau} \varphi, \psi)_{I \times \Omega} = (\nabla \varphi - \nabla P_{\tau} \varphi, \nabla \psi)_{I \times \Omega} = 0
\]
for any \( \psi \in V^0_r \).

Next, we introduce the spatial discretization. We use \( H^1 \)-conforming finite elements in space. Thus, we consider a quasi-uniform mesh \( \mathcal{T}_h \) of shape regular triangles \( T \), which do not overlap and cover the domain \( \Omega \). By \( h_T \) we denote the size of the triangle \( T \) and \( h \) is the maximal triangle size. On the mesh \( \mathcal{T}_h \) we construct two conforming finite element spaces
\[
V_h^1 = \{ v \in C(\overline{\Omega}) : v|_T \in P_1(T), \, T \in \mathcal{T}_h, v|_{\partial \Omega} = 0 \},
X_h^1 = \{ v \in C(\overline{\Omega}) : v|_T \in P_1(T), \, T \in \mathcal{T}_h \}.
\]
Then, the space-time discrete finite element spaces are given by
\[
V_{\tau h}^{0,1} = \{ v \in L^2(0, T; V_h^1) : v|_{t_m} \in P_0(I_m; V_h^1) \} \subset V^0_r,
X_{\tau h}^{0,1} = \{ v \in L^2(0, T; X_h^1) : v|_{t_m} \in P_0(I_m; X_h^1) \} \subset X^0_r.
\]
The time-space discretized state equation then reads as follows: Find states \((\varphi_{\tau h}, d_{\tau h}) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}\) such that
\[
B((\varphi_{\tau h}, d_{\tau h}), (\psi, \lambda)) = (l, \psi)_{I \times \Omega} + (d_0, \lambda^+_0)
\]
holds true for all \((\psi, \lambda) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}\). Note, that although we set \(X = H^1(0,T;L^2(\Omega))\) as the state space for \(d\) we choose a piecewise linear and continuous approximation in space for \(d\). This is due to the fact, that we will show higher spatial regularity of \(d\) in the next section, that is \(d(t) \in H^2(\Omega)\) for all \(t \in [0,T]\), provided that the initial datum \(d_0\) possesses this regularity.

For the projection onto \(V_{\tau h}^{0,1}\) and \(X_{\tau h}^{0,1}\) we work with the standard \(L^2\)-projections \(P^Y_h : L^2(\Omega) \rightarrow V_h^1, P^X_h : L^2(\Omega) \rightarrow X_h^1\) in space on each subinterval \(I_m\) and define the time-space projections \(\pi^Y_h : V^0 \rightarrow V_{\tau h}^1, \pi^X_h : X^0 \rightarrow X_{\tau h}^{0,1}\) via \((\pi^Y_h z)(t) = P^Y_h(z(t))\) and \((\pi^X_h z)(t) = P^X_h(z(t))\) respectively. Furthermore, based on the Ritz-projection \(R_h : H^1(\Omega) \rightarrow V_h^1\) given as usual by

\[
(\nabla R_h \varphi, \nabla \psi) = (\nabla \varphi, \nabla \psi) \quad \forall \psi \in V_h^1
\]

we define an alternative time-space projection onto \(V_{\tau h}^{0,1}\) via \(\rho_h : V^0 \rightarrow V_{\tau h}^{0,1}, (\rho_h z)(t) = R_h(z(t))\).

3. NUMERICAL ANALYSIS OF THE STATE EQUATION

3.1. The continuous problem. We first address the unique solvability of (5).

**Proposition 3.1.** For a fixed right-hand side \(l \in L^2(0,T;L^2(\Omega))\) and initial state \(d_0 \in L^2(\Omega)\) there exists a unique solution \((\varphi, d) \in V \times X\) of equation (5). The solution exhibits the improved regularity

\[
\varphi \in L^2(0,T;H^2(\Omega) \cap H^1_0(\Omega)) \\
\quad d \in H^1(0,T;L^2(\Omega)) \hookrightarrow C(T;L^2(\Omega)).
\]

Furthermore, if \(d_0 \in H^2(\Omega)\), then we have \(d \in H^1(0,T;H^2(\Omega))\).

**Proof.** The proof is similar to the proof of a corresponding result for the original damage model, see [22, 25]. We only sketch the essential steps as we will need the notation later. If we skip the dependence of time in (1) it is well known (cf. [13, 11]), that there exists a unique solution \(\varphi = \Phi(l,d) \in H^2(\Omega) \cap H^1_0(\Omega)\) for every \(d, l \in L^2(\Omega)\) and

\[
\|\varphi\|_{H^2(\Omega)} \leq C \{\|d\|_{L^2(\Omega)} + \|l\|_{L^2(\Omega)}\}
\]

holds true with a constant \(C > 0\) only depending on the problem data but not on \(d\) or \(l\). Here, \(\Phi : L^2(\Omega) \times L^2(\Omega) \rightarrow H^1_0(\Omega), \Phi : (l, d) \mapsto \varphi\), denotes the solution operator of the elliptic PDE

\[
\alpha(\nabla \varphi, \nabla \psi) + \beta(\varphi, \psi) = (\beta d + l, \psi) \quad \forall \psi \in H^1_0(\Omega).
\]

Thus, \(\varphi : [0,T] \rightarrow H^1_0(\Omega), \varphi(t) := \Phi(l(t), d(t))\) for a.a. \(t \in [0,T]\), satisfies (1) for every fixed \(l, d \in L^2(0,T;L^2(\Omega))\). For Bochner-measurable \(l\) and \(d\) it is Bochner-measurable as well since \(\Phi\) is Lipschitz-continuous. The regularity \(\varphi \in L^2(0,T;H^2(\Omega) \cap H^1_0(\Omega))\) may be concluded for \(l, d \in L^2(0,T;L^2(\Omega))\), if we square and integrate in time on both sides of (10).

Next, we reduce the ODE onto the variable \(d\) via

\[
\partial_t d(t) = -\frac{\beta}{\delta}(d(t) - \Phi(l(t), d(t))), \quad d(0) = d_0.
\]

The reduced right-hand side \(f : [0,T] \times L^2(\Omega) \rightarrow L^2(\Omega), f(t, d) = -\frac{\beta}{\delta}(d - \Phi(l(t), d))\) is well-defined and Lipschitz continuous with respect to the second argument for almost all \(t \in [0,T]\). Moreover, the Nemitskii-operator associated to \(f\) maps \(L^2(0,T;L^2(\Omega))\) to \(L^2(0,T;L^2(\Omega))\). Therefore, the application of Picard-Lindelöf’s theorem in abstract function spaces (see [7] or [25], Lem 5.7) yields the existence of a unique solution \(d \in X\). The continuity of \(d\) in time is a standard result (see for example [27], Thm. 3.1.41) for the Bochner space \(H^1(0,T;L^2(\Omega))\).

If we have an initial datum \(d_0 \in H^2(\Omega)\) then Picard-Lindelöf’s theorem also yields \(d \in H^1(0,T;H^2(\Omega))\).

**Assumption 3.2.** For the rest of this section, we assume that \(\varphi\) possesses higher regularity in time, that is we assume \(\varphi \in H^1(0,T;L^2(\Omega))\).
We will comment on this assumption in the next section.

3.2. Semidiscretization in time. We will prove the existence of a unique solution of the semidiscrete state equation (7) as well as stability estimates for a slightly more general problem by adding an additional right-hand side for a function \( f \in L^2(0, T; L^2(\Omega)) \):

\[
(13) \quad B((\varphi, d), (\psi, \lambda)) = (l, \psi)_{L^2} + (f, \lambda)_{L^2} + (d_0, \lambda_0^\tau) \quad \forall (\psi, \lambda) \in V_\tau^0 \times X_\tau^0.
\]

**Proposition 3.3.** Let \( l, f \in L^2(0, T; L^2(\Omega)) \) and \( d_0 \in L^2(\Omega) \) be given. Then (13) possesses a unique solution \((\varphi, d)\) \(\in V_\tau^0 \times X_\tau^0\). Moreover, if \( d_0 \in H^2(\Omega) \) and \( f \in L^2(0, T; H^2(\Omega)) \), then we also have \( d \in L^2(0, T; H^2(\Omega)) \).

**Proof.** The solution \( \varphi \in V_\tau^0 \) is given as \( \varphi(t) = \sum_{m=1}^{M} \varphi_{\tau,m} \chi_{I_m}(t) \) with \( \varphi_{\tau,m} := \Phi(P_{\tau}l|_{I_m}, d_{\tau,m}) \) while the existence of \( d_{\tau,m} \in L^2(\Omega) \) can be proven by applying Banach’s fixed point theorem to the reduced fixed point equation in \( L^2(\Omega) \):

\[
(14) \quad d_{\tau,m} = d_{\tau,m-1} - \frac{\beta}{\delta} \tau_m (d_{\tau,m} - \Phi(P_{\tau}l|_{I_m}, d_{\tau,m})) + \int_{I_m} f(t)dt
\]

on each subinterval \( I_m, m = 1, ..., M \), starting with \( d_{\tau,0} = d_0 \). We add \( \frac{\beta}{\delta} \tau_m d_{\tau,m} \) on both sides to arrive at

\[
(15) \quad d_{\tau,m} = F_m(d_{\tau,m}) := \frac{1}{1 + \frac{\beta}{\delta} \tau_m} \left( d_{\tau,m-1} + \frac{\beta}{\delta} \tau_m \Phi(P_{\tau}l|_{I_m}, d_{\tau,m}) + \int_{I_m} f(t)dt \right).
\]

\( F_m : L^2(\Omega) \rightarrow L^2(\Omega) \) is well-defined as \( \Phi \) maps into \( H^2(\Omega) \cap H_0^1(\Omega) \subset L^2(\Omega) \) and due to the definition of the Bochner integral. Moreover, \( F_m \) is a contraction for all \( m = 1, ..., M \) independent of the size of \( \tau \) as we will see in the following: Let \( p, q \in L^2(\Omega) \) be given. We obtain

\[
\|F_m(p) - F_m(q)\| \leq \frac{\frac{\beta}{\delta} \tau_m}{1 + \frac{\beta}{\delta} \tau_m} \|\Phi(P_{\tau}l|_{I_m}, p) - \Phi(P_{\tau}l|_{I_m}, q)\| \leq \frac{\frac{\beta}{\delta} \tau_m}{1 + \frac{\beta}{\delta} \tau_m} \|p - q\|.
\]

Note that the last inequality follows from the Lipschitz continuity of \( \Phi : L^2(\Omega) \times L^2(\Omega) \rightarrow L^2(\Omega) \) with respect to \( d \), i.e. it holds

\[
\|\Phi(l, p) - \Phi(l, q)\| \leq \|p - q\|
\]

with Lipschitz constant 1. Thus, \( F_m \) is a contraction and Banach’s fixed point theorem yields a unique solution. The uniqueness of \( d_{\tau} \) on each subinterval then gives the uniqueness of \( \varphi_{\tau} \) on each subinterval and consequently the uniqueness of both functions on the whole time horizon. The regularity of \( d_{\tau,m} \) solely relies on the regularity of \( d_0 \), that is, if we assume that \( d_0 \in H^2(\Omega) \) and \( f \in L^2(0, T; H^2(\Omega)) \) then

\[
d_{\tau,m} = \frac{1}{1 + \frac{\beta}{\delta} \tau_m} \left( d_{\tau,m-1} + \frac{\beta}{\delta} \tau_m \Phi(P_{\tau}l|_{I_m}, d_{\tau,m}) + \int_{I_m} f(t)dt \right) \in H^2(\Omega)
\]

as well for all \( m = 1, ..., M \) as \( \Phi \) maps \( L^2(\Omega) \times L^2(\Omega) \rightarrow H^2(\Omega) \) and due to the definition of the Bochner integral. \(\square\)
Remark 3.4. Due to the dense embedding $X \overset{d}{\hookrightarrow} L^2(0, T; L^2(\Omega))$ and $d \in C(0, T; L^2(\Omega))$ the continuous solution $(\varphi, d) \in V \times X$ also satisfies the semidiscrete state equation. Therefore, we have the property of Galerkin orthogonality

$$
B((\varphi - \varphi_\tau, d - d_\tau), (\psi, \lambda)) = 0 \quad \forall (\psi, \lambda) \in V_\tau^0 \times X_\tau^0.
$$

The first step in proving a priori error estimates is the derivation of stability estimates for the solution of the semidiscrete state equation (7). We will establish them in several steps and start with an estimate for $\|d_\tau\|_{\infty, 2}$.

Lemma 3.5. For the solution $(\varphi_\tau, d_\tau) \in V_\tau^0 \times X_\tau^0$ of the semidiscrete state equation (13) with right-hand sides $l, f \in L^1(0, T; L^2(\Omega))$ and initial state $d_0 \in L^2(\Omega)$ the stability estimate

$$
\|d_\tau\|_{\infty, 2} \leq C\{\|d_0\| + \|l\|_{L^1(0, T; L^2(\Omega))} + \|f\|_{L^1(0, T; L^1(\Omega))}\}
$$

holds true with a constant $C > 0$ independent of $\tau$.

Proof. At first, by choosing the test functions to vanish outside of the subinterval $I_m$, we reduce the semidiscrete problem onto one subinterval

$$
\alpha(\nabla \varphi_\tau, \nabla \psi)_m \times \Omega - \beta(d_\tau - \varphi_\tau, \psi)_m \times \Omega + \beta_\delta(d_\tau - \varphi_\tau, \lambda)_m \times \Omega + (d_\tau, m, \lambda_m) = (l, \psi)_m \times \Omega + (d_{\tau, m-1}, \lambda_m) + (f, \lambda)_m \times \Omega
$$

for $m = 1, \ldots, M$ starting with $d_{\tau, 0} := d_0$. Next, by choosing $\psi = 0$ and $\lambda_m = d_{\tau, m}$ we arrive at

$$
\frac{\beta_\delta}{\delta} \tau_m \|d_{\tau, m}\|^2 + \|d_{\tau, m}\|^2 \leq \|d_{\tau, m-1}\| \|d_{\tau, m}\| + \beta_\delta \tau_m \|\varphi_{\tau, m}\| \|d_{\tau, m}\| + \| \int_{I_m} f(t) dt \| \|d_{\tau, m}\|.
$$

An estimate for $\|\varphi_{\tau, m}\|$ can be established by choosing $\psi = \varphi_{\tau, m}$ and $\lambda = 0$. This gives us

$$
\beta_\delta \tau_m \|\varphi_{\tau, m}\|^2 \leq \|l_{\tau, m}\|_{L^1(\Omega)} + \beta_\delta \tau_m \|d_{\tau, m}\| \|\varphi_{\tau, m}\| \leq \| \int_{I_m} l(t) dt \| \|\varphi_{\tau, m}\| + \beta_\delta \tau_m \|d_{\tau, m}\| \|\varphi_{\tau, m}\|.
$$

Division by $\beta_\delta \tau_m \|\varphi_{\tau, m}\|$ then leads to

$$
\|\varphi_{\tau, m}\| \leq \frac{1}{\beta_\delta} \|P_{\tau} l_{I_m}\| + \|d_{\tau, m}\|.
$$

Now, the estimate for $\|d_{\tau, m}\|$ may be continued by

$$
(1 + \frac{\beta_\delta}{\delta} \tau_m) \|d_{\tau, m}\| \leq \|d_{\tau, m-1}\| + \frac{\beta_\delta}{\delta} \tau_m \left( \frac{1}{\beta_\delta} \|P_{\tau} l_{I_m}\| + \|d_{\tau, m}\| \right) + \| \int_{I_m} f(t) dt \|
$$

$$
\Rightarrow \|d_{\tau, m}\| \leq \|d_{\tau, m-1}\| + \frac{1}{\delta} \|l_{I_m}\|_{L^1(\Omega)} + \|f\|_{L^1(I_m; L^2(\Omega))}.
$$

Induction then leads to

$$
\|d_{\tau, m}\| \leq \|d_0\| + \frac{1}{\delta} \|l\|_{L^1(0, t_m; L^2(\Omega))} + \|f\|_{L^1(0, t_m; L^1(\Omega))} \leq \|d_0\| + \frac{1}{\delta} \|l\|_{L^1(I, L^2(\Omega))} + \|f\|_{L^1(I; L^1(\Omega))}
$$

for all $m = 1, \ldots, M$. Thus, we arrive at

$$
\|d_\tau\|_{\infty, 2} \leq C\{\|d_0\| + \|l\|_{L^1(I, L^2(\Omega))} + \|f\|_{L^1(I; L^2(\Omega))}\}.
$$

As the embeddings $L^\infty(0, T; L^2(\Omega)) \hookrightarrow L^2(0, T; L^2(\Omega)) \hookrightarrow L^1(0, T; L^2(\Omega))$ are continuous we have the following
Corollary 3.6. For the solution \((\varphi_\tau, d_\tau) \in V_\tau^0 \times X_\tau^0\) of the semidiscrete state equation (13) with right-hand sides \(l, f \in L^2(0, T; L^2(\Omega))\) and initial state \(d_0 \in L^2(\Omega)\) the stability estimate
\[
\|d_\tau\|_{I \times \Omega} \leq C\{|d_0| + \|l\|_{I \times \Omega} + \|f\|_{I \times \Omega}\}
\]
holds true with a constant \(C > 0\) independent of \(\tau\).

We are now able to prove the main theorem regarding stability estimates:

**Theorem 3.7.** For the solution \((\varphi_\tau, d_\tau) \in V_\tau^0 \times X_\tau^0\) of the \(dG(0)\) semidiscretized state equation (13) with right-hand sides \(l, f \in L^2(0, T; L^2(\Omega))\) and initial state \(d_0 \in L^2(\Omega)\) the stability estimate
\[
\|\Delta \varphi_\tau\|_{I \times \Omega} + \|\nabla \varphi_\tau\|_{I \times \Omega} + \|\varphi_\tau\|_{I \times \Omega} + \|d_\tau\|_{I \times \Omega} + \sum_{m=1}^{M} \tau_{m}^{-1}\|[(d_\tau)]_{m-1}\| \leq C\{|l|_{I \times \Omega} + \|f\|_{I \times \Omega} + \|d_0\|\}
\]
holds true with a constant \(C > 0\) independent of \(\tau\). The jump term \([d_\tau]_0\) is defined as \(d_{\tau,0}^+ - d_0\).

**Proof.** The theorem can be proven along the lines of [19], Thm. 4.1/4.3, to derive stability estimates. The estimate for \(\|\varphi_\tau\|_{I \times \Omega}\) follows by choosing \(\psi = \varphi_\tau\) and \(\lambda = 0\) in (18) and summing up over all \(m = 1, \ldots, M\) together with the just derived estimate for \(\|d_\tau\|_{I \times \Omega}\). The estimate for \(\Delta \varphi_\tau\) and \(\nabla \varphi_\tau\) follows after partial integration in space with the choice \(\psi = -\Delta \varphi_\tau\) and \(\lambda = 0\). Last, the estimate for the jump terms may be concluded by choosing \(\psi = 0\) and \(\lambda = [d_\tau]_{m-1}\).

The above result is also applicable to dual equations. For given right-hand sides \(g_1, g_2 \in L^2(0, T; L^2(\Omega))\) and a given terminal state \(p_T \in L^2(\Omega)\) the corresponding dual equation is given as
\[
B((\psi, \lambda), (z_\tau, p_\tau)) = (g_1, \psi)_{I \times \Omega} + (g_2, \lambda)_{I \times \Omega} + (p_T, \lambda_M)_{I \times \Omega} \quad \forall (\psi, \lambda) \in V_\tau^0 \times X_\tau^0
\]
Note, that the semidiscrete bilinear form \(B\) can equivalently be expressed as
\[
B((\psi, \lambda), (z_\tau, p_\tau)) = \alpha(\nabla z_\tau, \nabla \psi)_{I \times \Omega} + (\beta z_\tau - \beta \delta p_T, \psi - \lambda)_{I \times \Omega}
- \sum_{m=1}^{M} (\partial_d p_\tau, \lambda)_{I \times \Omega} - \sum_{m=1}^{M-1} \{[p_\tau]_m, \lambda_m - [p_\tau]_m, \lambda_M\}
\]
for \((z_\tau, p_\tau), (\psi, \lambda) \in V_\tau^0 \times X_\tau^0\).

**Corollary 3.8.** The semidiscrete dual equation (22) possesses a unique solution \((z_\tau, p_\tau) \in V_\tau^0 \times X_\tau^0\) for all \(g_1, g_2 \in L^2(0, T; L^2(\Omega))\) and \(p_T \in L^2(\Omega)\). Moreover, the stability estimate
\[
\|\Delta z_\tau\|_{I \times \Omega} + \|\nabla z_\tau\|_{I \times \Omega} + \|\varphi_\tau\|_{I \times \Omega} + \|p_\tau\|_{I \times \Omega} + \sum_{m=1}^{M} \tau_{m}^{-1}\|\delta p_\tau\|_{I \times \Omega} \leq C\{|g_1|_{I \times \Omega} + \|g_2\|_{I \times \Omega} + \|p_T\|\}
\]
holds true with a constant \(C > 0\) independent of \(\tau\). The jump term \([p_\tau]_M\) is defined as \(p_T - p_{\tau,M}\).

We now turn our attention to the a priori error estimates for the temporal discretization error. We split the temporal errors as
\[
epsilon^d_\tau = d - d_\tau = d - \pi_\tau d + \pi_\tau d - d_\tau = \eta^d_\tau + \xi^d_\tau,
epsilon^\varphi_\tau = \varphi - \varphi_\tau = -P_T \varphi + P_{\tau} \varphi - \varphi_\tau = \eta^\varphi_\tau + \xi^\varphi_\tau.
\]
The course of the proof of temporal a priori error estimates is similar to the steps taken in [19]. We first prove the boundedness of the error by the interpolation and projection errors, respectively, and apply known error estimates for the interpolation and projection operators afterwards.
Lemma 3.9. For the projection errors $\eta^\varphi, \eta^d$ the equality

$$B((\eta^\varphi, \eta^d), (\psi, \lambda)) = -\beta(\eta^\varphi, \psi)_{I \times \Omega} + \frac{\beta}{\delta}(\eta^d, \lambda)_{I \times \Omega}$$

holds true for all $(\psi, \lambda) \in V_T^0 \times X_T^0$.

Proof. Similar to [19], Lem. 5.2, we use representation (23) for the semidiscrete bilinear form. Due to the definition of $\pi_T d$ we have $\eta^d,\eta^d_m = 0$ for all $m = 1, ..., M$. Thus all these terms as well as the terms containing temporal derivatives vanish. The $L^2(0, T; L^2(\Omega))$-scalar products containing $\eta^\varphi$ are zero for test functions $\psi \in V_T^0 \subset X_T^0$ and $\lambda \in X_T^0$ due to the definition of $P_T$ (see (8)).

Lemma 3.10. The discretization error is bounded by the projection error, that is

$$\|e_T^\varphi\|_{I \times \Omega} + \|e_T^d\|_{I \times \Omega} \leq C\{\|\eta^\varphi\|_{I \times \Omega} + \|\eta^d\|_{I \times \Omega}\}$$

holds true.

Proof. The lemma can be proven following the arguments used in [19], Lem. 5.3. We consider the dual equation

$$B((\psi, \lambda), (z_T, p_T)) = (e_T^\varphi, \psi)_{I \times \Omega} + (e_T^d, \lambda)_{I \times \Omega} \quad \forall (\psi, \lambda) \in V_T^0 \times X_T^0.$$

If we set $p_T = 0$ this equation has a unique solution $(z_T, p_T) \in V_T^0 \times X_T^0$. Then the following representation holds due to the Galerkin orthogonality and Lemma 3.9

$$(e_T^\varphi, e_T^\varphi)_{I \times \Omega} + (e_T^d, e_T^d)_{I \times \Omega} = (\xi^\varphi, e_T^\varphi)_{I \times \Omega} + (\eta^\varphi, e_T^\varphi)_{I \times \Omega} + (\xi^d, e_T^d)_{I \times \Omega} + (\eta^d, e_T^d)_{I \times \Omega}$$

$$= (\eta^\varphi, e_T^\varphi)_{I \times \Omega} + (\eta^d, e_T^d)_{I \times \Omega} - B((\xi^\varphi, \xi^\varphi), (z_T, p_T))$$

Cauchy-Schwarz’s inequality and the stability estimates for dual solutions then lead to

$$\|e_T^\varphi\|^2_{I \times \Omega} + \|e_T^d\|^2_{I \times \Omega} \leq C\{\|\eta^\varphi\|_{I \times \Omega} + \|\eta^d\|_{I \times \Omega}\} \left(\|e_T^\varphi\|_{I \times \Omega} + \|e_T^d\|_{I \times \Omega}\right).$$

This gives us the main result of this section. Due to Assumption 3.2 $\varphi$ has the required regularity.

Theorem 3.11. Let $l \in L^2(0, T; L^2(\Omega))$, $d_0 \in L^2(\Omega)$ and Assumption 3.2 be fulfilled. For the errors $e_T^\varphi := \varphi - \varphi_T$ and $e_T^d := d - d_T$ between the continuous solutions $(\varphi, d) \in V \times X$ of (5) and the $dG(0)$ semidiscretization solutions $(\varphi_T, d_T) \in V_{T}^0 \times X_{T}^0$ of (7), we have the error estimate

$$\|e_T^\varphi\|_{I \times \Omega} + \|e_T^d\|_{I \times \Omega} \leq C\{\|\partial_t \varphi\|_{I \times \Omega} + \|\partial_t d\|_{I \times \Omega}\}$$

with a constant $C$ independent of the temporal discretization parameter $\tau$.

Proof. It suffices to bound the interpolation error $\|\eta_T^d\|_{I \times \Omega}$ and the projection error $\|\eta_T^\varphi\|_{I \times \Omega}$. It is well known that

$$\|\eta_T^d\|_{I \times \Omega} \leq C\tau_m \|\partial_t d\|_{I \times \Omega}$$

holds true for $d$. Due to Assumption 3.2 we know that $\varphi$ is continuous in time. Therefore, $\pi_T$ is applicable to $\varphi$, maps into $V_{T}^0$ and we have the same error estimate as above, namely

$$\|\varphi - \pi_T \varphi\|_{I \times \Omega} \leq C\tau_m \|\partial_t \varphi\|_{I \times \Omega}.$$
The estimate for $\eta^2_v$ then follows due to the best approximation property of the $L^2$-projection. Now,}

$$\|e^2_v\|_{L^2_\Omega}^2 + \|e^d_v\|_{L^2_\Omega}^2 \leq C\{\|\eta^2_v\|_{L^2_\Omega}^2 + \|\eta^d_v\|_{L^2_\Omega}^2\} = C\sum_{m=1}^{M}\{\|\eta^2_v\|_{L^2_{\Omega}}^2 + \|\eta^d_v\|_{L^2_{\Omega}}^2\}$$

$$\leq C\sum_{m=1}^{M}c_m^2\{\|\partial_d\|_{L^2_{\Omega}}^2 + \|\partial_v\|_{L^2_{\Omega}}^2\} \leq C\tau^2\{\|\partial_d\|_{L^2_{\Omega}}^2 + \|\partial_v\|_{L^2_{\Omega}}^2\}$$

finishes the proof. \(\square\)

### 3.3. Discretization in space.

In this paragraph we deal with the space-time discretized state equation which was given by (9). As we will need them later, we briefly summarize results well known for the discretization in space of the PDE.

**Lemma 3.12.** Let $l, d \in L^2(\Omega)$ be given. Then the variational problem

$$\alpha(\nabla \varphi_h, \nabla \psi) + \beta(\varphi_h, \psi) = (\beta d + l, \psi) \quad \forall \psi \in V_h^1$$

possesses a unique solution $\varphi_h \in V_h^1$ and the solution operator $\Phi_h: L^2(\Omega) \times L^2(\Omega) \to V_h^1$, $\Phi_h(l, d) = \varphi_h$, is Lipschitz continuous with the same Lipschitz constant as its counterpart $\Phi$. Furthermore, the spatial error between the solution $\Phi(l, d)$ of the continuous equation (11) and the discrete solution $\Phi_h(l, d)$ of the discrete equation (25) is of order $h^2$, that is there exists a constant $C > 0$ independent of $h$, such that

$$\|\Phi(l, d) - \Phi_h(l, d)\| \leq C h^2 \|\nabla^2 \Phi(l, d)\|$$

holds true.

As the existence of a unique $\varphi_{rh}(t) = \sum_{m=1}^{M} \Phi_h(P_{rh}l_{\Omega}, d_{rh,m})\chi_m(t)$ is known from the above lemma for every $l \in L^2(0, T; L^2(\Omega))$ and $d_{rh} \in X_{\tau h}^{0,1}$ the existence of a unique solution $(\varphi_{rh}, d_{rh}) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}$ follows as in the semidiscrete case by applying Banach’s fixed point theorem to the fixed point problem in $X_h$

$$d_{rh,m} = d_{rh,m-1} - \frac{\beta}{\delta} \tau_m (d_{rh,m} - \Phi_h(P_{rh}l_{\Omega}, d_{rh,m}))$$

for every $m = 1, ..., M$ starting with $d_{rh,0} := P_h^X(d_0)$. This gives us

**Lemma 3.13.** Let $l \in L^2(0, T; L^2(\Omega))$ and $d_0 \in L^2(\Omega)$ be given. Then, the discrete state equation (9) possesses a unique solution $(\varphi_{rh}, d_{rh}) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}$.

Moreover, because of $V_{\tau h}^{0,1} \subset V_\tau^0, X_{\tau h}^{0,1} \subset X_\tau^0$ we directly have the spatial Galerkin orthogonality of the error $(e^2_h, e^d_h) = (\varphi_{rh} - \varphi_{rh}, d_{rh} - d_{rh})$, that is

$$B((e^2_h, e^d_h), (\psi, \lambda)) = 0 \quad \forall (\psi, \lambda) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}.$$

As in the last paragraph we split the spatial errors $e^2_h = \varphi_{rh} - \varphi_{rh}, e^d_h = d_{rh} - d_{rh}$ as

$$e^2_h = \varphi_{rh} - \varphi_{rh} = \varphi_{rh} - \pi_h V \varphi_{rh} + \pi_h V \varphi_{rh} - \varphi_{rh},$$

$$e^d_h = d_{rh} - d_{rh} = d_{rh} - \pi_h X d_{rh} + \pi_h X d_{rh} - d_{rh}.$$

We also require the dual solution $(z_{rh}, p_{rh}) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}$ of the following problem:

$$B((\psi, \lambda), (z_{rh}, p_{rh})) = (g_1, \psi)_{L^2_\Omega} + (g_2, \lambda)_{L^2_\Omega} \quad \forall (\psi, \lambda) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}.$$
with the terminal condition $p_T = 0$ and $g_1 = e_h^g, g_2 = e_h^d$.

We will derive spatial error estimates with the same technique used for the temporal error. In particular, we need stability estimates for space-time discrete solutions. Fortunately, the results of Theorem 3.7 and Corollary 3.8 also hold true for space-time discrete solutions with only minor changes. We replace the Laplacian with its discrete counterpart $\Delta_h : V_h^1 \to V_h^1$ defined via

$$(\Delta_h \varphi, \psi) = -(\nabla \varphi, \nabla \psi) \quad \forall \psi \in V_h^1$$

and project the initial and final state onto $X_h^1$ by means of the $L^2$-projection $P_h^X$. For the convenience of the reader, we state the estimates for the space-time discrete solutions.

**Theorem 3.14.** For the solution $(\varphi_{\tau h}, d_{\tau h}) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}$ of the $dG(0)\times G(1)$ discretized state equation (9) with right-hand side $l \in L^2(0, T; L^2(\Omega))$ and initial state $d_0 \in L^2(\Omega)$ the stability estimate

$$\|\Delta_h \varphi_{\tau h}\|_{L^2(\Omega)}^2 + \|\nabla \varphi_{\tau h}\|_{L^2(\Omega)}^2 + \|\varphi_{\tau h}\|_{L^2(\Omega)}^2 + \|d_{\tau h}\|_{L^2(\Omega)}^2 + \sum_{m=1}^{M} \tau_m^{-1} \|d_{\tau h \cdot m-1}\|^2 \leq C(\|l\|_{L^2(\Omega)}^2 + \|P_h^X d_0\|^2)$$

holds true with a constant $C > 0$ independent of $\tau$ and $h$. The jump term $[d_{\tau h}]_0$ is defined as $d_{\tau h, 0}^+ - P_h^X d_0$.

**Corollary 3.15.** For the solution $(z_{\tau h}, p_{\tau h}) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}$ of the discrete dual state equation (29) with right-hand sides $g_1, g_2 \in L^2(0, T; L^2(\Omega))$ and final state $p_T \in L^2(\Omega)$ the stability estimate

$$\|\Delta_h z_{\tau h}\|_{L^2(\Omega)}^2 + \|\nabla z_{\tau h}\|_{L^2(\Omega)}^2 + \|z_{\tau h}\|_{L^2(\Omega)}^2 + \|p_{\tau h}\|_{L^2(\Omega)}^2 + \sum_{m=1}^{M} \tau_m^{-1} \|p_{\tau h \cdot m}\|^2 \leq C(\|g_1\|_{L^2(\Omega)}^2 + \|g_2\|_{L^2(\Omega)}^2 + \|P_h^X p_T\|^2)$$

holds true with a constant $C > 0$ independent of $\tau$ and $h$. The jump term $[p_{\tau h}]_M$ is defined as $P_h^X p_T - p_{\tau h, M}$.

Similar to Lemma 3.9 we have the following result

**Lemma 3.16.** For $(\psi, \lambda) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}$ we have the following identity for the projection errors

$$B((\eta_h^g, \eta_h^d), (\psi, \lambda)) = \alpha(\nabla \eta_h^g, \nabla \psi)_{L^2(\Omega)} - \frac{\beta}{\delta}(\eta_h^g, \lambda)_{L^2(\Omega)}$$

**Proof.** The assertion follows directly if we insert the projections errors into the original formulation of the bilinear form and make use of the definition of $\pi_h$. Note, that the scalar product containing $\eta_h^g$ and a test function in $\lambda \in X_{\tau h}^{0,1}$ does not vanish as the projection error is orthogonal only to the subspace $V_{\tau h}^{0,1} \subset X_{\tau h}^{0,1}$.

Next, we prove the boundedness of the errors by certain projection errors.

**Lemma 3.17.** There exists a constant $C > 0$ independent of $\tau$ and $h$ such that the discretization errors are bounded by projection errors, that is we have

$$\|e_h^g\|_{L^2(\Omega)} + \|e_h^d\|_{L^2(\Omega)} \leq C(\|\eta_h^g\|_{L^2(\Omega)} + \|\eta_h^d\|_{L^2(\Omega)} + \|\varphi_T - \rho_h \varphi_T\|_{L^2(\Omega)})$$

**Proof.** Let $(z_{\tau h}, p_{\tau h}) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}$ be the solution of the discrete dual equation (29) with right-hand sides $g_1 = e_h^g$ and $g_2 = e_h^d$ and terminal state $p_T = 0$. By employing the spatial
Galerkin-orthogonality we have the following representation of the error
\[
(e_h^p, e_h^r)_{I \times \Omega} + (e_h^d, e_h^d)_{I \times \Omega} =
(\xi_h^p, \xi_h^r)_{I \times \Omega} + (\eta_h^p, \eta_h^r)_{I \times \Omega} + (\xi_h^d, \xi_h^d)_{I \times \Omega} + (\eta_h^d, \eta_h^d)_{I \times \Omega}
= (\eta_h^p, \eta_h^r)_{I \times \Omega} + (\eta_h^d, \eta_h^d)_{I \times \Omega} + B((\xi_h^p, \xi_h^r), (z_{rh}, p_{rh}))
= (\eta_h^p, \eta_h^r)_{I \times \Omega} + (\eta_h^d, \eta_h^d)_{I \times \Omega} - B((\xi_h^p, \eta_h^r), (z_{rh}, p_{rh}))
= (\eta_h^p, \eta_h^r)_{I \times \Omega} + (\eta_h^d, \eta_h^d)_{I \times \Omega} - \alpha(\nabla \eta_h^p, \nabla z_{rh})_{I \times \Omega} + \frac{\beta}{\delta}(\eta_h^p, p_{rh})_{I \times \Omega}
= (\eta_h^p, \eta_h^r)_{I \times \Omega} + (\eta_h^d, \eta_h^d)_{I \times \Omega} - \alpha(\nabla (\varphi - \pi_h \varphi), \nabla z_{rh})_{I \times \Omega} + \frac{\beta}{\delta}(\eta_h^p, p_{rh})_{I \times \Omega}
\]

Next, we apply the Ritz-projection to \(\varphi\). Afterwards, we are allowed to use the definition of the discrete Laplacian. This leads to
\[
(e_h^p, e_h^r)_{I \times \Omega} + (e_h^d, e_h^d)_{I \times \Omega} =
\leq C(\|\eta_h^p\|_{I \times \Omega} + \|\eta_h^d\|_{I \times \Omega})(\|e_h^p\|_{I \times \Omega} + \|e_h^d\|_{I \times \Omega})
+ \alpha(\|\eta_h^p\|_{I \times \Omega} + \|\varphi - \pi_h \varphi\|_{I \times \Omega})\|\nabla z_{rh}\|_{I \times \Omega}.
\]

Finally, with the stability estimates of Corollary 3.15 we obtain
\[
(e_h^p, e_h^r)_{I \times \Omega} + (e_h^d, e_h^d)_{I \times \Omega} \leq C(\|\eta_h^p\|_{I \times \Omega} + \|\eta_h^d\|_{I \times \Omega} + \|\varphi - \pi_h \varphi\|_{I \times \Omega})(\|e_h^p\|_{I \times \Omega} + \|e_h^d\|_{I \times \Omega}).
\]

We are now in the position to prove our main result regarding the spatial error. The required regularity for \(d_\tau\) is assured if we assume \(d_0 \in H^2(\Omega)\).

**Theorem 3.18.** Let \(l \in L^2(0, T; L^2(\Omega))\) and \(d_0 \in H^2(\Omega)\) be given. For the errors \(e_h^p = \varphi - \varphi_{rh}\) and \(e_h^d = d_\tau - d_{\tau rh}\) between the dG(0) semidiscretized solutions \(\varphi_{rh} \in V_{\tau rh}^0, d_{\tau rh} \in X_{\tau rh}^0\) of (7) and the fully dG(0)cG(1) discretized solutions \(\varphi_{rh} \in V_{\tau rh}^{0,1}, d_{\tau rh} \in X_{\tau rh}^{0,1}\) of (9), we have the error estimate
\[
\|e_h^p\|_{I \times \Omega} + \|e_h^d\|_{I \times \Omega} \leq C h^2 \{\|\nabla^2 \varphi\|_{I \times \Omega} + \|\nabla^2 d_{\tau}\|_{I \times \Omega}\},
\]
where the constant \(C\) is independent of the mesh size \(h\) and the temporal discretization parameter \(\tau\).

**Proof.** Based on the previous results and due to the definition of \(\pi_h^V, \pi_h^X\) and \(\rho_0\) the estimate directly follows from the approximation properties of the \(L^2\)-projections \(P_h^V, P_h^X\) and the Ritz-projection \(R_h\).

To summarize the main results of this section, we state the overall error estimate:

**Theorem 3.19.** Let \(l \in L^2(0, T; L^2(\Omega))\), \(d_0 \in H^2(\Omega)\) and Assumption 3.2 be fulfilled. For the errors \(\varphi - \varphi_{rh}\) and \(d - d_{\tau rh}\) between the continuous solutions \(\varphi \in V, d \in X\) of (5) and the fully dG(0)cG(1) discretized solutions \(\varphi_{rh} \in V_{\tau rh}^{0,1}, d_{\tau rh} \in X_{\tau rh}^{0,1}\) of (9), we have the error estimate
\[
\|\varphi - \varphi_{rh}\|_{I \times \Omega} + \|d - d_{\tau rh}\|_{I \times \Omega} \leq C \tau \{\|\partial t \varphi\|_{I \times \Omega} + \|\partial d\|_{I \times \Omega}\}
+ C h^2 \{\|\nabla^2 \varphi\|_{I \times \Omega} + \|\nabla^2 d_{\tau}\|_{I \times \Omega}\},
\]
where the constant \(C\) is independent of the mesh size \(h\) and the temporal discretization parameter \(\tau\).
4. Error estimates for the associated optimal control problem

In this section we turn our attention towards an associated optimal control problem and its discretization. To be more specific, we want to estimate the error between the continuous optimal control and its space-time discretization of the following optimal control problem governed by our PDE-ODE-system (1)-(4)

\[ \min J(\varphi, d, l) = \frac{1}{2} \| \varphi - \varphi_d \|^2_{L^2(\Omega)} + \frac{1}{2} \| d - d_d \|^2_{L^2(\Omega)} + \frac{\alpha_l}{2} \| l \|^2_{L^2(\Omega)} \]

with \((\varphi_d, d_d) \in L^2(0, T; L^2(\Omega))^2\) being two given desired states, \(\alpha_l > 0\) being a regularization parameter and \((\varphi, d) \in V \times X\) being the weak solution of (1)-(4) for the right hand side \(l \in L^2(0, T; L^2(\Omega))\). Before discretizing the control we first have a look at the optimal control problem at the continuous, the semidiscretized and space-time discretized level. All these levels of discretization will be referred to a \textit{variational approaches} in accordance with [14]. The case with a discrete control will be referred to as the \textit{fully discretized problem}.

4.1. The optimal control problem on different levels of discretization. First, we define the control-to-state operator \(S : L^2(0, T; L^2(\Omega)) \rightarrow V \times X\) given by \(S(l) = (\varphi, d) = (S_1(l), S_2(l))\). Similar to [25], Rem. 3.24, and by means of [25], Lem. 5.10, it can be shown, that \(S_2 : L^2(0, T; L^2(\Omega)) \rightarrow X\) is Lipschitz continuous. Thus, \(S\) is Lipschitz continuous as well.

Using the control-to-state operator we can reduce the optimal control problem to the control variable

\[ \min j(l) := J(S(l), l) \text{ subject to } l \in L^2(0, T; L^2(\Omega)). \]

**Theorem 4.1.** For given desired states \(\varphi_d, d_d \in L^2(0, T; L^2(\Omega))\), initial value \(d_0 \in L^2(\Omega)\) and \(\alpha_l > 0\) the optimal control problem (35) admits a unique solution \(\overline{l} \in L^2(0, T; L^2(\Omega))\) with corresponding state \((\overline{\varphi}, \overline{d}) \in V \times X\).

**Proof.** See [26], Thm. 2.16 for the proof of existence and uniqueness. \(\square\)

The necessary optimality condition is given as

\[ j'(l)(\delta l) = \partial_{(\varphi, d)} J(S(l), l) S'(l)(\delta l) + \partial_l J(S(l), l)(\delta l) = 0 \quad \forall \delta l \in L^2(0, T; L^2(\Omega)). \]

The derivative of the control-to-state operator \(S\) in direction \(\delta l\) is the solution of the same variational problem with initial value \(\delta d(0) = 0\) and right-hand side \(\delta l\), that is \(S'(l)(\delta l) = (\delta \varphi, \delta d) \in V \times X\) solves

\[ B((\delta \varphi, \delta d), (\psi, \lambda)) = (\delta l, \psi)_{L^2(\Omega)} \quad \forall (\psi, \lambda) \in V \times X. \]

In particular, \(S'\) is independent of \(l\).

Note, that due to the convexity of our problem the first order necessary optimality condition is also sufficient. Next, we define the adjoint state \((z, p) \in V \times X\) as the solution of the variational problem

\[ B((\psi, \lambda), (z, p)) = (\varphi - \varphi_d, \psi)_{L^2(\Omega)} + (d - d_d, \lambda)_{L^2(\Omega)} \quad \forall (\psi, \lambda) \in V \times X \]

with \((\varphi, d) \in V \times X\) being the solution of the forward problem. The existence of a unique adjoint state can be proven with exactly the same arguments used to show existence of a unique solution of the primal problem. The ODE running backwards in time can be transformed via \(\rho(t) = T - t\) into an ODE running forward in time with initial value \(\hat{p}(0) = 0\). Using the adjoint equation we can reformulate the first order necessary optimality condition as

\[ j'(l)(\delta l) = (\alpha_l \overline{l} + \overline{\varphi}, \delta l)_{L^2(\Omega)} = 0 \quad \forall \delta l \in L^2(0, T; L^2(\Omega)). \]

In particular, this means that \(\overline{l} = -\frac{1}{\alpha_l} \overline{\varphi} \in V\).

Before we proceed to the semidiscretized level we will first have a look at the temporal regularity of the optimal state \(\overline{\varphi}\). Recall, that we had to assume \(\varphi \in H^1(0, T; L^2(\Omega))\) in the last section.
We will now prove that the optimal state $\overline{\varphi}$ indeed possesses this regularity if the desired states are more regular in time. The proof of the next theorem relies on a result for absolute continuity of a function $f \in L^2(0, T; L^2(\Omega))$.

**Lemma 4.2.** Let $g : [0, T] \to L^2(\Omega)$ be absolutely continuous on $[0, T]$. If for a function $f \in L^2(0, T; L^2(\Omega))$

$$\|f(t_1) - f(t_2)\| \leq C\|g(t_1) - g(t_2)\| \quad \text{f.a.a } t_1, t_2 \in (0, T)$$

then $f$ is absolutely continuous on $[0, T]$ as well.

**Proof.** The assertion can be proven by standard arguments. \hfill \Box

**Theorem 4.3.** Let $\varphi_d, d_d \in H^1(0, T; L^2(\Omega))$ be two given desired states and let $\overline{l} \in L^2(0, T; L^2(\Omega))$ be the optimal control for the problem (35) with associated optimal state $(\overline{\varphi}, \overline{d}) \in V \times X$ and adjoint state $(\overline{\psi}, \overline{p}) \in V \times X$. Then we have the improved regularity

$$\overline{\varphi}, \overline{\psi}, \overline{l} \in H^1(0, T; L^2(\Omega))$$

**Proof.** At first we will show the existence of weak temporal derivatives for $\overline{l}, \overline{\varphi}$ and $\overline{\psi}$. According to [27] a function belongs to $W^{1,1}(0, T; L^2(\Omega))$ (and thus is differentiable almost everywhere) if and only if it is absolutely continuous w.r.t. time. We have a look at the optimality system (5),(38) and (39) pointwisely in time, that is

$$\alpha(\nabla \overline{\varphi}(t), \nabla \psi) + \beta(\overline{\varphi}(t), \psi) - \beta(\overline{d}(t), \psi) + (\partial_t \overline{d}(t), \lambda) + \frac{\beta}{\delta}(\overline{d}(t) - \overline{\varphi}(t)), \lambda = (\overline{l}(t), \psi)$$

$$\alpha(\nabla \overline{\psi}(t), \nabla \omega) + \beta(\overline{\psi}(t), \omega - \nu) - \frac{\beta}{\delta}(\overline{p}(t)\omega - \nu) - (\partial_t \overline{\varphi}(t), \nu) = (\overline{\psi}(t) - \varphi_d(t), \omega) + (\overline{d}(t) - d_d(t), \nu)$$

$$\overline{l}(t) + \frac{1}{\alpha_l}(\overline{\varphi}(t), \delta t) = 0$$

holds true for $\psi, \omega \in H^1_0(\Omega), \lambda, \nu, \delta t \in L^2(\Omega)$ and for almost all $t \in [0, T]$. At first, according to the third equation we have $\overline{\varphi}(t) = -\alpha_d \overline{d}(t)$ and are thus allowed to insert this into the second equation. At the same time we choose $\lambda = 0$ and $\nu = 0$ as we only work with the elliptic equations. If we consider the system for two different time points $t_1$ and $t_2$ (assuming that all functions exist for these two time points) and subtract the equations which belong together we obtain

$$\alpha(\nabla(\overline{\varphi}(t_1) - \overline{\varphi}(t_2)), \nabla \psi) + \beta(\overline{\varphi}(t_1) - \overline{\varphi}(t_2), \psi) - \beta(\overline{d}(t_1) - \overline{d}(t_2), \psi) = (\overline{l}(t_1) - \overline{l}(t_2), \psi)$$

$$-\alpha_l \alpha(\nabla(\overline{l}(t_1) - \overline{l}(t_2)), \nabla \omega) - \alpha_l \beta(\overline{l}(t_1) - \overline{l}(t_2), \omega)$$

$$= (\overline{\psi}(t_1) - \overline{\psi}(t_2) - (\varphi_d(t_1) - \varphi_d(t_2)), \omega) + \frac{\beta}{\delta}(\overline{p}(t_1) - \overline{p}(t_2), \omega)$$

Testing the forward problem with $\psi = \alpha_l(\overline{l}(t_1) - \overline{l}(t_2))$, the adjoint equation with $w = \overline{\varphi}(t_1) - \overline{\varphi}(t_2)$ and addition of both equations then yields

$$0 = \alpha_l\|\overline{l}(t_1) - \overline{l}(t_2)\|^2 + \|\overline{\varphi}(t_1) - \overline{\varphi}(t_2)\|^2 + \alpha_l\beta(\overline{d}(t_1) - \overline{d}(t_2), \overline{l}(t_1) - \overline{l}(t_2))$$

$$+ \frac{\beta}{\delta}(\overline{p}(t_1) - \overline{p}(t_2), \overline{\varphi}(t_1) - \overline{\varphi}(t_2)) - (\varphi_d(t_1) - \varphi_d(t_2), \overline{\varphi}(t_1) - \overline{\varphi}(t_2)).$$
Next, with Cauchy-Schwarz’ inequality and Young’s inequality we obtain
\[ \alpha_1 \| \tilde{T}(t_1) - \tilde{T}(t_2) \|^2 + \| \varphi(t_1) - \varphi(t_2) \|^2 \leq \alpha_1 \beta \frac{1}{2\varepsilon_1} \| \tilde{d}(t_1) - \tilde{d}(t_2) \|^2 + \frac{1}{\delta} \alpha_1 \beta \varepsilon_1 \| \tilde{T}(t_1) - \tilde{T}(t_2) \|^2 \]
\[ + \frac{\beta}{\delta} \frac{1}{2\varepsilon_2} \| \tilde{p}(t_1) - \tilde{p}(t_2) \|^2 + \frac{\beta}{\delta} \frac{1}{2\varepsilon_2} \| \varphi(t_1) - \varphi(t_2) \|^2 \]
\[ + \frac{1}{2\varepsilon_3} \| \varphi_d(t_1) - \varphi_d(t_2) \|^2 + \frac{\varepsilon_3}{\delta} \| \varphi(t_1) - \varphi(t_2) \|^2. \]

We choose \( \varepsilon_1 = \frac{1}{\delta}, \varepsilon_2 = \frac{\varepsilon_3}{2\varepsilon_2}, \varepsilon_3 = 1 \) such that \( \alpha_1 - \frac{1}{\delta} \alpha_1 \beta \varepsilon_1 = \frac{\varepsilon_3}{2} > 0, 1 - \frac{\beta}{\delta} \frac{1}{2\varepsilon_2} - \frac{\varepsilon_3}{2\varepsilon_2} = \frac{1}{4} > 0. \) Finally, we obtain
\[ (40) \]
\[ \| \tilde{T}(t_1) - \tilde{T}(t_2) \|^2 + \| \varphi(t_1) - \varphi(t_2) \|^2 \leq C \left\{ \| \tilde{d}(t_1) - \tilde{d}(t_2) \|^2 + \| \tilde{p}(t_1) - \tilde{p}(t_2) \|^2 + \| \varphi_d(t_1) - \varphi_d(t_2) \|^2 \right\} \]
with a constant \( C > 0 \) independent of time. This inequality holds true for almost all \( t_1, t_2 \in [0, T] \) with the right-hand side existing for all \( t_1, t_2 \in [0, T] \). Then, the absolute continuity of \( \tilde{d}, \tilde{p} \) and \( \varphi_d \) gives the absolute continuity of \( \varphi \) and \( \tilde{T} \), as thus also of \( \varphi \) according to Lemma 4.2.

This means, the three functions are almost everywhere differentiable w.r.t. time and we have \( \varphi, \overline{z}, \tilde{T} \in W^{1,1}(0, T; L^2(\Omega)) \). In particular, we have the existence of weak temporal derivatives which at least belong to \( L^1(0, T; L^2(\Omega)) \). In the second part of the proof, we will show, that these weak temporal derivatives actually belong to \( L^2(0, T; L^2(\Omega)) \). Since a function \( y \in W^{1,1}(0, T; L^2(\Omega)) \) is differentiable almost everywhere, we have that
\[ \partial_t \varphi(t) = \lim_{h \to 0} \frac{y(t+h) - y(t)}{h} \]
has to hold true for almost all \( t \in [0, T] \) (see [27], Thm. 3.1.40.). We can use this property to directly compute the temporal derivatives of \( \tilde{T}, \varphi \) and \( \overline{z} \) by employing the definition of \( \varphi(t) = \Phi(d(t), l(t)) \) and \( z(t) = \Phi(\frac{1}{\alpha} p(t), \varphi(t) - \varphi_d(t)) \) and \( l(t) = -\frac{1}{\alpha} z(t) \). One obtains that the temporal derivatives of \( y = \varphi, \overline{z}, \tilde{T} \) are given as \( \partial_t \varphi(t) = \Phi(\partial_t d(t), \varphi(t) - \varphi_d(t)) \) and \( \partial_t \overline{z}(t) = \Phi(\frac{1}{\alpha} \partial_t p(t), \varphi(t) - \varphi_d(t)) \) and \( \partial_t \tilde{T}(t) = -\frac{1}{\alpha} \partial_t \overline{z}(t) \). As \( \Phi \) maps \( L^2(\Omega) \times L^2(\Omega) \) to \( H^1_0(\Omega) \) and \( H^2(\Omega) \) we have \( \partial_t \varphi(t), \partial_t \overline{z}(t), \partial_t \tilde{T}(t) \in H^1_0(\Omega) \) and are thus allowed to choose them as test functions. An estimation analogously to the above one then yields
\[ \| \partial_t \tilde{T}(t) \|^2 + \| \partial_t \varphi(t) \|^2 \leq C \left\{ \| \partial_t d(t) \|^2 + \| \partial_t p(t) \|^2 + \| \partial_t \varphi_d(t) \|^2 \right\}. \]
Since all terms on the right-hand side belong to \( L^1(0, T) \) the same has to hold true for the left-hand side. Thus, we have \( \partial_t \varphi, \partial_t \overline{z}, \partial_t \tilde{T} \in L^2(0, T; L^2(\Omega)) \) and consequently \( \partial_t \overline{z} \in L^2(0, T; L^2(\Omega)) \).

This finishes the proof.

On the semidiscretized level, that is the control is not discretized yet but the states are already discretized in time, we consider the optimal control problem
\[ (41) \]
\[ \min_{j_{r}^{*}} \{ J(S_r(l), l) \} \text{ subject to } l \in L^2(0, T; L^2(\Omega)) \]
with \( S_r \colon L^2(0, T; L^2(\Omega)) \to V_r^0 \times X_r^0 \) being the solution operator of the semidiscretized state equation (7), that is \( S_r(l) = (\varphi_r, d_r) \).

**Lemma 4.4.** The optimal control problem (41) admits for \( \alpha_1 > 0 \) a unique solution \( \tilde{T}_r \in L^2(0, T; L^2(\Omega)) \) with corresponding state \( (\varphi_r, d_r) \in V_r^0 \times X_r^0 \).

**Proof:** The assertion can be proven with exactly the same arguments as in the proof on the continuous level.\( \square \)

On this level of discretization the first order optimality condition reads
\[ (42) \]
\[ j_{r}^{*}(\tilde{T}_r)(\delta l) = 0 \quad \forall \delta l \in L^2(0, T; L^2(\Omega)). \]
Using the semidiscrete adjoint state \((\phi, \psi) \in V^0 \times X^0\) given as the solution of the semidiscrete adjoint equation
\[
B((\psi, \lambda), (\phi, \psi)) = (\phi - \varphi_d, \psi)_{I \times \Omega} + (\tilde{d}_r - d_d, \lambda)_{I \times \Omega} \quad \forall (\psi, \lambda) \in V^0 \times X^0
\]
the first order necessary optimality condition can equivalently be expressed as
\[
(\alpha \tilde{t}_r + \phi, \delta l)_{I \times \Omega} = 0 \quad \forall \delta l \in L^2(0, T; L^2(\Omega)).
\]
Note, that the unique solvability of (43) is guaranteed by Lemma 3.8 with right-hand sides
\[g_1 = \phi - \varphi_d, g_2 = \tilde{d}_r - d_d \in L^2(0, T; L^2(\Omega))\] and terminal condition \(p_T = 0\). Furthermore, we have \(\tilde{t}_r = -\frac{1}{\alpha_0} \phi \in V^0\).

The optimization problem governed by the fully discretized PDE-ODE-System again with a continuous control reads
\[
\min_{l \in L^2(0, T; L^2(\Omega))} j_{\tau h}(l) = J(S_{\tau h}(l), l) \quad \text{subject to} \quad l \in L^2(0, T; L^2(\Omega))
\]
with \(S_{\tau h} : L^2(0, T; L^2(\Omega)) \to V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}, S_{\tau h}(l) = (\varphi_{\tau h}, d_{\tau h})\) being the solution operator of the fully discretized state equation (9). The existence of a unique solution follows directly from the unique solvability on the semidiscrete level. Similarly, the first order necessary optimality condition
\[
j_{\tau h}'(\tilde{t}_{\tau h})(\delta l) = 0 \quad \forall \delta l \in L^2(0, T; L^2(\Omega))
\]
can equivalently be expressed as
\[
(\alpha \tilde{t}_{\tau h} + \phi, \delta l)_{I \times \Omega} = 0 \quad \forall \delta l \in L^2(0, T; L^2(\Omega))
\]
with \((\phi, \psi) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}\) being the solution of the fully discrete adjoint equation
\[
B((\psi, \lambda), (\phi, \psi)) = (\phi - \varphi_d, \psi)_{I \times \Omega} + (\tilde{d}_{\tau h} - d_d, \lambda)_{I \times \Omega} \quad \forall (\psi, \lambda) \in V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}.
\]
A direct consequence of (47) is \(\tilde{t}_{\tau h} \in V_{\tau h}^{0,1}\).

4.2. A priori error estimates for the optimal control. Since \(T \in V\) we intend to discretize the controls corresponding to the states, that is we apply a \(dG(0)\text{cG}(1)\) discretization. Thus, we choose the finite dimensional subspace \(L_\sigma \subset L^2(0, T; L^2(\Omega))\) as
\[
L_\sigma = \{ l \in L^2(0, T; V_h^1) : l|_{J_m} \in P_0(I_m; V_h^1), 1 \leq m \leq M \} = V_{\tau h}^{0,1}.
\]
Then, the fully discretized optimal control problem reads as follows
\[
\min_{l \in L_\sigma} j_{\tau h}(l) = J(S_{\tau h}(l), l) \quad \text{subject to} \quad l \in L_\sigma.
\]
We want to derive a priori error estimates for the solution of this control problem. The solution will be denoted with \(\tilde{t}_\sigma\). Note, that we can prove \(\tilde{t}_\sigma = \tilde{t}_{\tau h}\), a phenomenon first discussed in [14]. Indeed, we have due to the first order optimality condition on the space-time discretized level
\[
\tilde{t}_{\tau h} = \frac{1}{\alpha_0} \phi \in V_{\tau h}^{0,1} \subset L_\sigma.
\]
Thus, \(\tilde{t}_{\tau h} \in L_\sigma\) fulfills the necessary optimality condition on the completely discretized level for all directions \(\delta l \in L_\sigma \subset L^2(0, T; L^2(\Omega))\). Due to the uniqueness of the optimal control we have \(\tilde{t}_\sigma = \tilde{t}_{\tau h}\). Therefore, it suffices to bound the error \(\|\tilde{T} - \tilde{T}_{\tau h}\|_{I \times \Omega}\) which we will do in the following.

We start with an estimate for the error between the adjoint states on the continuous and on the space-time discretized level. We can employ the same arguments as in the previous section and therefore will only sketch the essential steps.
Lemma 4.5. Let \((\bar{\varphi}, \bar{p}) \in V \times X\) be the solution of the adjoint state system (38) on the continuous level and \((\bar{\varphi}_{rh}, \bar{p}_{rh}) \in V_{rh}^{0,1} \times X_{rh}^{0,1}\) be the solution of the adjoint state system (48) on the space-time discretized level corresponding to the optimal control \(\bar{t} \in V\) with continuous state \((\bar{y}, \bar{z}) \in V \times X\), semidiscrete state \((\bar{y}_{rh}, \bar{z}_{rh}) \in V_{r}^{0} \times X_{r}^{0}\) and space-time discrete state \((\bar{y}_{rh}, \bar{z}_{rh}) \in V_{rh}^{0,1} \times X_{rh}^{0,1}\). Then we have the following error estimate

\[
\|\varphi - \varphi_{rh}\|_{I \times \Omega} + \|\varphi - \varphi_{rh}\|_{I \times \Omega} \leq C\{\|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega}\}
\]

\[
+ Ch^2\{\|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega}\}.
\]

Proof. We cannot employ the arguments used in the previous section directly as we are lacking Galerkin orthogonality of the temporal and spatial errors. This is due to the discretization of the primal state variables on the right-hand side. Instead we have

\[
B((\psi, \lambda), (e_{rh}^z, e_{rh}^p)) = (\varphi - \varphi_{rh}, \psi)_{I \times \Omega} + (d - d_{rh}, \lambda)_{I \times \Omega} \quad \forall (\psi, \lambda) \in V_{r}^{0} \times X_{r}^{0}
\]

for the temporal errors \(e_{rh}^z = \bar{z} - \varphi_{rh}, e_{rh}^p = \bar{p} - \varphi_{rh}\). Furthermore,

\[
B((\psi, \lambda), (e_{rh}^z, e_{rh}^p)) = (\varphi - \varphi_{rh}, \psi)_{I \times \Omega} + (d - d_{rh}, \lambda)_{I \times \Omega} \quad \forall (\psi, \lambda) \in V_{rh}^{0,1} \times X_{rh}^{0,1}
\]

holds true for the spatial errors \(e_{rh}^z = \bar{z} - \varphi_{rh}, e_{rh}^p = \bar{p} - \varphi_{rh}\). We split the proof in several parts.

1. First we derive an estimate for the temporal error. We will employ exactly the same arguments as for the temporal error for the primal variables and just use (50) whenever the temporal Galerkin orthogonality is used.

Thus, consider the solution \((\hat{\psi}, \hat{d}) \in V_{r}^{0} \times X_{r}^{0}\) of the auxiliary variational problem

\[
B((\hat{\psi}, \hat{d}), (\psi, \lambda)) = (e_{rh}^z, (e_{rh}^p)_{I \times \Omega} + (e_{rh}^p, \lambda)_{I \times \Omega} \quad \forall (\psi, \lambda) \in V_{r}^{0} \times X_{r}^{0}
\]

which possesses a unique solution \((\hat{\psi}, \hat{d}) \in V_{r}^{0} \times X_{r}^{0}\) according to Proposition 3.3. With the usual notation we have

\[
\|e_{rh}^z\|_{I \times \Omega} + \|e_{rh}^p\|_{I \times \Omega} \leq C\{\|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega}\}
\]

Thus, the already derived temporal error estimates for the primal solutions and the usual projection error estimates yield

\[
\|\varphi - \varphi_{rh}\|_{I \times \Omega} + \|\varphi - \varphi_{rh}\|_{I \times \Omega} \leq C\{\|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega} + \|\varphi_{rh}\|_{I \times \Omega}\}
\]

(2) For the error estimation of the spatial error we make use of the auxiliary problem

\[
B((\tilde{\psi}, \tilde{d}), (\psi, \lambda)) = (e_{rh}^z, (e_{rh}^p)_{I \times \Omega} + (e_{rh}^p, \lambda)_{I \times \Omega} \quad \forall (\psi, \lambda) \in V_{rh}^{0,1} \times X_{rh}^{0,1}
\]

which possesses a unique solution \((\tilde{\psi}, \tilde{d}) \in V_{rh}^{0,1} \times X_{rh}^{0,1}\). Then we have

\[
\|e_{rh}^z\|_{I \times \Omega} + \|e_{rh}^p\|_{I \times \Omega} = (e_{rh}^z, (e_{rh}^p)_{I \times \Omega} + (e_{rh}^p, \lambda)_{I \times \Omega} + B((\tilde{\psi}, \tilde{d}), (\xi_{rh}^z, \xi_{rh}^p))
\]

\[
= (e_{rh}^z, (e_{rh}^p)_{I \times \Omega} + (e_{rh}^p, \lambda)_{I \times \Omega} - B((\tilde{\psi}, \tilde{d}), (\xi_{rh}^z, \xi_{rh}^p))
\]

\[
+ (\varphi - \varphi_{rh}, (\varphi - \varphi_{rh})_{I \times \Omega} + (d - d_{rh}, (d - d_{rh})_{I \times \Omega}.
\]
We can employ the same arguments as in the proofs of Lemmata 3.16 and 3.17 and arrive at
\[
\|e^z_{\tau h}\|^2_{L^2(I \times \Omega)} + \|e^d_{\tau h}\|^2_{L^2(I \times \Omega)} \leq C(\|\eta_h\|_{L^2(I \times \Omega)} + \|\tau_r - \rho_h \tilde{\tau}_r\|_{L^2(I \times \Omega)} + \|\eta^p_h\|_{L^2(I \times \Omega)} + \|\tau_r - \tilde{\tau}_r\|_{L^2(I \times \Omega)} + \|\bar{d}_r - \bar{d}_{\tau h}\|_{L^2(I \times \Omega)} + \|e^z_{\tau h}\|_{L^2(I \times \Omega)} + \|e^d_{\tau h}\|_{L^2(I \times \Omega)}).
\]

The usual projection error estimates as well as the spatial error estimates for primal solutions then lead to the desired estimate for the spatial error
\[
\|e^z_{\tau h}\|_{L^2(I \times \Omega)} + \|e^d_{\tau h}\|_{L^2(I \times \Omega)} \leq C\tau h^2 \{\|\nabla^2 \tilde{\tau}_r\|_{L^2(I \times \Omega)} + \|\nabla^2 \bar{d}_r\|_{L^2(I \times \Omega)} + \|\nabla^2 \bar{\tau}_r\|_{L^2(I \times \Omega)} + \|\nabla^2 \bar{p}_r\|_{L^2(I \times \Omega)}\}.
\]

We are now in the position to give an estimate for the optimal control:

**Theorem 4.6.** The error between the optimal control \( \tilde{t} \in L^2(0, T; L^2(\Omega)) \) of the optimal control problem (35) and the solution \( \tilde{t}_{\tau h} \in L^2(\Omega) \) of the fully discretized optimal control problem (49) can be estimated as
\[
\|\tilde{t} - \tilde{t}_{\tau h}\|_{L^2(I \times \Omega)} \leq \frac{C}{\alpha I} \tau \{\|\partial_t \bar{\tau}_r\|_{L^2(I \times \Omega)} + \|\partial_t \bar{p}_r\|_{L^2(I \times \Omega)} + \|\partial_\tau \bar{\tau}_r\|_{L^2(I \times \Omega)} + \|\partial_\tau \bar{p}_r\|_{L^2(I \times \Omega)}\}
\]

with \( \bar{\tau}, \bar{p}, \bar{\tau}_r, \bar{p}_r \) being the optimal states and adjoint states corresponding to \( \tilde{t} \) on the continuous and on the semidiscrete level. The constant \( C > 0 \) is independent of the mesh size \( h \) as well as the temporal discretization parameter \( \tau \).

**Proof.** The proof is based on ideas from [14]. Let \( \tilde{\tau} = \tilde{\tau}(\tilde{t}) \in V \) be the first (continuous) adjoint state corresponding to the control \( \tilde{t} \) and let \( \tau_{\sigma} = \tau_{\tau h}(\tau_{\tau h}) \in V_{\tau h}^{0,1} \) be the first (discrete) adjoint state corresponding to the control \( \tau_{\tau h} \). Moreover, let \( \tau_{\tau h} = \tau_{\tau h}(\tilde{t}) \in V_{\tau h}^{0,1} \) be the first (discrete) state corresponding to the control \( \tilde{t} \). All other solutions are denoted by the same system. Due to the first order necessary optimality conditions (39) and (47) we have
\[
(\alpha I \tilde{t} + \tau_{\sigma}, \tilde{t} - \tilde{t}_{\tau h})_{I \times \Omega} = 0
\]
\[
(\alpha I \tilde{t}_{\tau h} + \tau_{\sigma}, \tilde{t} - \tilde{t}_{\tau h})_{I \times \Omega} = 0.
\]

Subtraction of both equations yields
\[
\alpha I \|\tilde{t} - \tilde{t}_{\tau h}\|^2_{L^2(I \times \Omega)} = (\tau_{\sigma} - \tau_{\tau h}, \tilde{t}_{\tau h} - \tilde{t})_{I \times \Omega} + (\tau_{\sigma} - \tau_{\tau h}, \tilde{t}_{\tau h} - \tilde{t})_{I \times \Omega}.
\]

We have the following estimate for the second term due to the definition of the discrete state and adjoint equation
\[
(\tau_{\tau h} - \tau_{\sigma}, \tilde{t}_{\tau h} - \tilde{t})_{I \times \Omega} = B((\tau_{\sigma} - \tau_{\tau h}, \bar{d}_{\sigma} - \bar{d}_{\tau h}), (\tau_{\tau h} - \tau_{\sigma}, \bar{p}_{\tau h} - \bar{p}_{\sigma}))
\]
\[
= (\tau_{\tau h} - \tau_{\sigma}, \tilde{t}_{\tau h} - \tilde{t})_{I \times \Omega} + (\bar{d}_{\tau h} - \bar{d}_r, \bar{d}_{\sigma} - \bar{d}_{\tau h})_{I \times \Omega}
\]
\[
- (\tau_{\tau h} - \tau_{\sigma}, \tilde{t}_{\tau h} - \tilde{t})_{I \times \Omega} + (\bar{d}_{\tau h} - \bar{d}_r, \bar{d}_{\sigma} - \bar{d}_{\tau h})_{I \times \Omega}.
\]

Thus, we have
\[
\alpha I \|\tilde{t} - \tilde{t}_{\tau h}\|^2_{L^2(I \times \Omega)} \leq (\tau_{\sigma} - \tau_{\tau h}, \tilde{t}_{\tau h} - \tilde{t})_{I \times \Omega}.\]

The assertion now follows by applying Cauchy-Schwarz’ inequality to the right-hand side in combination with the error estimate for adjoint states from lemma 4.5. \( \square \)

We have the following
Corollary 4.7. Let \((\bar{\varphi}, \bar{d})\) ∈ \(V \times X\) be the solution of the state equation corresponding to the optimal control \(\bar{t} \in L^2(0, T; L^2(\Omega))\) on the continuous level and let \((\varphi_{\sigma}, d_{\sigma})\) ∈ \(V_{\tau h}^{0,1} \times X_{\tau h}^{0,1}\) be the solution of the discrete state equation corresponding to the optimal control \(t_{\tau h} \in L_{\sigma}\). Then we have the error estimate

\[
\|\varphi - \varphi_{\sigma}\|_{L^2(\Omega)} \leq \|\varphi - \varphi_{\tau h}\|_{L^2(\Omega)} + C\|\bar{t} - t_{\tau h}\|_{L^2(\Omega)}
\]

\[
\|d - d_{\sigma}\|_{L^2(\Omega)} \leq \|d - d_{\tau h}\|_{L^2(\Omega)} + C\|\bar{t} - t_{\tau h}\|_{L^2(\Omega)}
\]

with \(C > 0\) being the same constant as in the stability estimate \((21)\).

5. Numerical examples

In this section we present a numerical example and validate the proven rates of convergence for the discretization of our linear model problem for a given right-hand side \(l\) as well as for an associated optimal control problem numerically. All the computations have been performed with the finite element tool box FEniCS, see [18]. For the mere simulation of the linear model problem, consider the following example with a known solution. We set \(\Omega = (0, 1)^2\) and \(T = 1\), that is \(I = [0, 1]\). Furthermore, the parameters are chosen as \(\alpha = 1\), \(\beta = 1\) and \(\delta = 0.1\). For the right-hand side

\[
l(t, x, y) = \sin(\pi x) \sin(\pi y) \exp(t) (\beta + 2\alpha \pi^2) - \beta \frac{\beta}{\beta + \delta} \sin(\pi x) \sin(\pi y) (\exp(t) - \exp(-\frac{\beta}{\delta} t))
\]

and the initial condition \(d_0 = 0\) the solution is given by

\[
\varphi(t, x, y) = \sin(\pi x) \sin(\pi y) \exp(t)
\]

\[
d(t, x, y) = \frac{\beta}{\beta + \delta} \sin(\pi x) \sin(\pi y) (\exp(t) - \exp(-\frac{\beta}{\delta} t)).
\]

We will provide error estimates in two steps. First, we keep the spatial discretization parameter \(h\) fixed and refine the temporal discretization parameter \(\tau\). In the second part, we fix \(\tau\) and decrease the spatial discretization parameter. For simplicity, we use equidistant meshes both in space and time.

| \(h/\sqrt{2}\) | \(2^{-8}\) | \(2^{-9}\) |
|---|---|---|
| \(\tau\) | \(\|\varphi - \varphi_{\tau h}\|_{L^2(\Omega)}\) EOC | \(\|d - d_{\tau h}\|_{L^2(\Omega)}\) EOC | \(\|\varphi - \varphi_{\tau h}\|_{L^2(\Omega)}\) EOC | \(\|d - d_{\tau h}\|_{L^2(\Omega)}\) EOC |
| \(2^{-3}\) | 0.001617 | 0.033285 | 0.001607 | 0.033279 |
| \(2^{-5}\) | 0.000512 | 0.010362 | 0.000502 | 0.010356 |
| \(2^{-7}\) | 0.000148 | 0.002764 | 0.000136 | 0.002758 |
| \(2^{-9}\) | 5.54e-05 | 0.000709 | 3.75e-05 | 0.000702 |
| \(2^{-11}\) | 3.75e-05 | 0.000186 | 1.38e-05 | 0.000178 |
| \(2^{-13}\) | 3.44e-05 | 0.06 | 5.94e-05 | 0.28 |

Refinement of the time steps for \(N = 66049\) (left) and \(N = 263169\) (right) nodes.

| \(h/\sqrt{2}\) | \(2^{-9}\) | \(2^{-12}\) |
|---|---|---|
| \(\tau\) | \(\|\varphi - \varphi_{\tau h}\|_{L^2(\Omega)}\) EOC | \(\|d - d_{\tau h}\|_{L^2(\Omega)}\) EOC | \(\|\varphi - \varphi_{\tau h}\|_{L^2(\Omega)}\) EOC | \(\|d - d_{\tau h}\|_{L^2(\Omega)}\) EOC |
| \(2^{-3}\) | 0.032623 | 0.029018 | 0.032578 | 0.028826 |
| \(2^{-4}\) | 0.008523 | 0.007740 | 0.008504 | 0.007541 |
| \(2^{-5}\) | 0.002163 | 0.002195 | 0.002150 | 0.001925 |
| \(2^{-6}\) | 0.000552 | 0.000947 | 0.000540 | 0.000507 |
| \(2^{-7}\) | 0.000150 | 0.000741 | 0.000136 | 0.000166 |
| \(2^{-8}\) | 0.000055 | 0.000709 | 0.000035 | 0.000100 |

Refinement of the spatial discretization for \(M = 512\) (left) and \(M = 4096\) (right) time steps.
The first table and figure 1 depict the development of the error under refinement of the temporal discretization parameter $\tau$ for two different spatial discretizations. We can see the expected linear convergence in time until the spatial discretization error becomes dominant. Moreover, we find that the error for the function $\varphi$ is smaller than the error for the function $d$ and therefore finer grids in space are needed to illustrate the stated rate of convergence in time for the function $\varphi$. The behavior of the errors switches if we fix the temporal discretization parameter and refine the spatial discretization parameter $h$. In this case we already observe the stated quadratic rate of convergence for the error of the function $\varphi$ on a more coarse time grid while we require a finer discretization in time to validate the spatial rate of convergence also for the error of the function $d$. This behavior is illustrated in the second table and figure 2, respectively.

Based on this example for the simulation, we now solve an associated optimal control problem by applying a conjugate gradient method to the reduced problem. Therefore, we consider the following objective

$$J(\varphi,d,l) = \frac{1}{2}\|\varphi - \varphi_d\|_{L^2}^2 + \frac{1}{2}\|d - d_d\|_{L^2}^2 + \frac{1}{2}\|l - l_d\|_{L^2}^2$$

with desired states $\varphi_d = \varphi$ and $d_d = d$ given as above. Usually, $l_d$ is set to zero, but in this case we set $l_d = l$. The presence of $l_d$ alters the variational inequality in the optimality system and therefore changes the gradient of the reduced objective but it has no influence on the error estimation. Adding the function $l_d$ to the objective has the advantage, that the global solution of the optimal control problem is trivial and the minimal objective value is zero. As before we will provide the errors for the optimal control $l$ in two steps. The third table and figure 3 illustrate the proven rate of convergence for the error of the optimal control variable $l$. 

**Figure 1.** Refinement of the temporal discretization for $N = 66049$ (left) and $N = 263169$ (right) nodes
Figure 2. Refinement of the spatial discretization for $M = 512$ (left) and $M = 4096$ (right) time steps.

| $h/\sqrt{2}$ | $2^{-7}$          | $2^{-8}$          | $2^{-9}$          | $2^{-12}$         |
|---------------|-------------------|-------------------|-------------------|-------------------|
| $\tau$       | $\| \mathbb{l} - \hat{\mathbb{l}} \|_{L^2(\Omega)}$  | $\| \mathbb{l} - \hat{\mathbb{l}} \|_{L^2(\Omega)}$  | $\| \mathbb{l} - \hat{\mathbb{l}} \|_{L^2(\Omega)}$  | $\| \mathbb{l} - \hat{\mathbb{l}} \|_{L^2(\Omega)}$  |
| $2^{-4}$      | 0.001394          | -                 | $2^{-4}$          | 0.0002830         | -                 |
| $2^{-5}$      | 0.000439          | 0.88              | $2^{-5}$          | 0.000766          | 1.88              |
| $2^{-7}$      | 0.000118          | 0.94              | $2^{-7}$          | 0.000203          | 1.91              |
| $2^{-9}$      | 3.49e-05          | 0.88              | $2^{-9}$          | 6.40e-05          | 1.66              |
| $2^{-11}$     | 1.73e-05          | 0.50              | $2^{-12}$         | 3.49e-05          | 0.87              |

Left: Refinement of the time steps for $N = 16641$ and $N = 66049$ nodes, Right: Refinement of the spatial discretization for $M = 512$ and $M = 4096$ time steps.
Figure 3. Errors $\|l - l_\sigma\|_I$ for different spatial and temporal mesh refinements
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