Accurate relativistic observables from post-processing light cone catalogues
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We introduce and study a new scheme to construct relativistic observables from post-processing light cone data. This construction is based on a novel approach, LC-METRIC, which takes general light cone or snapshot output generated by arbitrary N-body simulations or emulations and solves the linearized Einstein equations to determine the spacetime metric on the light cone. We find that this scheme is able to determine the metric to high precision, and subsequently generate accurate mock cosmological observations sensitive to effects such as post-Born lensing and nonlinear ISW contributions. By comparing to conventional methods in quantifying those general relativistic effects, we show that this scheme is able to accurately construct the lensing convergence signal. We also find the accuracy of this method in quantifying the ISW effects in the highly nonlinear regime outperforms conventional methods by an order of magnitude. This scheme opens a new path for exploring and modeling higher-order and nonlinear general relativistic contributions to cosmological observables, including mock observations of gravitational lensing and the moving lens and Rees-Sciama effects.

I. INTRODUCTION

Observations of our Universe across cosmological distances offer us an ideal grounds for testing the behavior of long-standing physical theories, alongside new ones, ranging from signatures of new primordial phenomena to models of dark energy to general relativity (GR) itself. On the other hand, it is often on small scales—the distances considerably smaller than our cosmological horizon on which nonlinear growth of structure occurs—that we have been able to perform our most precise measurements. Upcoming experiments, such as CMB-S4 and the Vera Rubin Observatory (VRO, formerly LSST) will begin to provide us with a view of the Universe that encompasses both of these regimes. Together, maps of the cosmic microwave background (CMB), of the large-scale galaxy distribution, and of other tracers of matter in the Universe, are expected to be of sufficient sensitivity and volume that we can measure or constrain a variety of the subtle effects that leave an imprint on ultra-large scales.

Sophisticated, accurate theoretical predictions are essential for optimal analysis of observations at this level of precision, and large suites of simulations are often required to make statistically meaningful predictions. To this end, a variety of procedures designed to generate accurate mock observations without running more expensive simulations of structure formation have been proposed and explored, with varying degrees of success. These emulators can efficiently incorporate nonlinear physics in cosmological models, and can further be used to generate a variety of observations consistently in order to study cross-correlations or to test procedures such as tomographic reconstruction. However, methods for incorporating lightcone projection effects in mock observations are underdeveloped, especially at a nonlinear level. For unbiased extraction of cosmological parameters, especially arising from information contained within cross-correlations and higher-order statistics, it will be necessary to simultaneously model non-Newtonian, horizon-scale effects alongside subtle yet still important small-scale nonlinear physics. Addressing this has been a focus of a number of studies, which have found different statistics and inferred cosmological parameters to be sensitive to such effects to various
degrees.

Accurately predicting observable properties of our Universe requires accurate knowledge of the spacetime metric through which information has propagated to us—in particular, knowledge of this metric on our past light cone. The idea of determining the metric on the past light cone from observations has been explored in a large-scale setting in several works. In this work we introduce a novel method LC-METRIC (Light Cone Metric restoration) for extracting the metric on our past light cone from either a mock density field on the lightcone, or a series of constant-time “snapshots” from simulations, and subsequently computing observable quantities. We focus on the ability of this method to act as a post-processing procedure for the output of both standard Newtonian N-body simulations and cosmic emulators, especially those for which a small number of timesteps may have been taken and so recovery of the metric and its time derivative is less straightforward. Once recovered, we can use the metric to subsequently account for gravitational effects in generated mock observations, including post-Born corrections to gravitational lensing and nonlinear contributions to the integrated Sachs-Wolfe (ISW) effect.

Nonlinear corrections to lensing and the ISW effects have been examined in literature using a variety of schemes in which approximations are employed to circumvent the need to determine the metric and its deriv-
tives. However, as accurately modeling observables will be important both at low and high redshift, on small and large scales, and for a number of observables including the cosmic microwave background (CMB) temperature and polarization, and galaxy power spectra, it will be important to consistently and correctly incorporate both nonlinear and large-scale lightcone-projection corrections. The nonlinear ISW effect itself can be decomposed into several contributions, including the Rees-Sciama and moving-lens effects, which are expected to be detectable by future experiments with high signal-to-noise. Gravitational lensing itself is perhaps better-studied in literature, including nonlinear contributions. Our approach in modeling these effects will be to first validate our approach, and then to produce lensing and ISW maps that are both consistent with other observables and also include nonlinear contributions.

For weak-lensing simulations, previous studies have employed an approximate thin-lens scheme using multiple planes or spheres of mass. While some of these studies rely on the Born approximation, assuming unperturbed photon geodesics, other studies beyond the Born approximation find agreement depending on the statistic and scales in question. In contrast to lensing, modeling the ISW effect requires knowledge of the time derivative of the metric potential, which makes its calculation more computationally challenging. This is especially true when computing the ISW signal in the highly nonlinear regime, and when post-processing simulation data. Various techniques have been studied in past literature to this end. These all require either output from a large number of snapshots or on-the-fly raytracing, and so are not directly applicable as a post-processing step, which is especially important for fast emulators.

Here, we work to establish a numerical framework in which we can robustly compute nonlinear ISW and post-Born lensing contributions from Newtonian light cone simulation or emulator output. Rather than considering specific effects or terms in such a calculation, we will aim to extract the full nonlinear ISW and lensing contributions. We attempt to remain agnostic as to the simulation output; our method can be applied to a variety of sources, ranging from n-body codes such as Gadget to emulators that provide light cone output such as L-PICOLA. We will primarily rely upon the latter of these codes in this work, especially as output from COLA will be important both at low and high redshift, on small and large scales, and for a number of observables including the cosmic microwave background (CMB) temperature and polarization, and galaxy power spectra, it will be important to consistently and correctly incorporate both nonlinear and large-scale lightcone-projection corrections. The nonlinear ISW effect itself can be decomposed into several contributions, including the Rees-Sciama and moving-lens effects, which are expected to be detectable by future experiments with high signal-to-noise. Gravitational lensing itself is perhaps better-studied in literature, including nonlinear contributions. Our approach in modeling these effects will be to first validate our approach, and then to produce lensing and ISW maps that are both consistent with other observables and also include nonlinear contributions.

The scheme we present here is based on a linearized treatment of the spacetime metric in Newtonian gauge (see e.g. [60]). In this work, we will assume there is no anisotropic stress so the two Newtonian potentials are equal, although this assumption may be relaxed in a more general setting. We further do not study the impact of vector or tensor perturbations, although these may be treated by a similar procedure. Given these approximations, the perturbed metric in Newtonian gauge can be written as

$$ds^2 = a^2 \left[ (1 + 2\Phi)dt^2 - (1 - 2\Phi)\delta_{ij}(dx^i dx^j) \right],$$

with $\Phi$ the Newtonian potential. The comoving Hubble parameter $H$ is proportional to the Hubble parameter $\mathcal{H}$ as $\mathcal{H} = aH$, and, in a Universe containing just dust and vacuum energy, it evolves according to the Friedmann equation

$$\mathcal{H}^2 = \mathcal{H}_0^2 a^2 \left( \Omega_m a^{-3} + \Omega_\Lambda \right),$$

where $\mathcal{H}_0$ represents the current expansion rate. The background homogeneous stress tensor can be written

$$T^\mu_{\nu} = (\bar{\rho} + \bar{P})\bar{U}^\mu \bar{U}_\nu - \bar{P}\delta^\mu_{\nu},$$
where $\bar{\mu} = a\delta^0$ and $\bar{\mu} = a^{-1}\delta^\mu$. The perturbation to the matter content $\delta T_{i0}$ is

$$\delta T_{00} = \bar{\delta}$$

$$\delta T_{ij} = (\bar{\rho} + \bar{P})v_i$$

$$\delta T_{0j} = -\bar{P}v_j$$

$$\delta T_{ij} = -\delta P\delta^i_j + \Pi_{ij},$$

where $\delta$ is defined as $(\rho - \bar{\rho})/\bar{\rho}$ and $v_i$ donates the peculiar velocity field. Ignoring the anisotropic stress tensor $\Pi_{ij}$ and keeping the linear terms in the metric and the matter field, the linearized Einstein equations can be written as

$$\nabla^2\Phi - 3H(\Phi' + H\Phi) = 4\pi Ga^2\bar{\rho}\delta$$

$$\partial_t(\Phi' + H\Phi) = -4\pi Ga^2(\bar{\rho} + \bar{P})v_i$$

$$\Phi'' + 3H\Phi' + (2H')\Phi = 4\pi Ga^2\delta P.$$  

The prime symbol denotes a time derivative with respect to the conformal time $\tau$. We set the pressure perturbation, $\delta P$, to zero under the collisionless-particle approximation in the remainder of the paper.

### B. Connecting Newtonian N-body simulations to GR

The vast majority of simulations of large-scale structure formations are performed within a Newtonian gravity framework, rather than a general relativistic setting. While there are exceptions [61][67], in general this necessitates a translation between Newtonian simulation output and the corresponding general-relativistic quantities in the appropriate gauge. One promising approach to reconciling this discrepancy involves re-interpreting the input and output to standard Newtonian codes in gauges specially developed for this purpose [62]. Another straightforward option, which we employ here, is to transform the output of Newtonian codes to approximately agree with a relativistic interpretation as proposed in [63]. The following dictionary maps output from Newtonian simulations to output in Newtonian gauge,

$$\Phi = \Phi_{\text{sim}}$$

$$\vec{v} = \vec{v}_{\text{sim}}$$

$$\vec{x} = \vec{x}_{\text{sim}} + \delta\vec{x}_{\text{in}}.$$  

To find the value of corrections $\delta\vec{x}_{\text{in}}$ to particle positions, we can simply solve the equation [68]

$$\nabla \cdot \delta\vec{x}_{\text{in}} = 5\Phi_{\text{in}},$$

where $\Phi_{\text{in}}$ is the gravitational potential determined when setting initial conditions. Our post-processing scheme uses this dictionary to correct particle positions given by N-body simulations. We also note that the (Newtonian) density contrast $\delta$ is subject to a GR correction

$$\delta = (1 + 3\Phi)\delta_{\text{sim}} = (1 + 3\Phi)\bar{n} \sum_i \delta_D^3(r_i) - 1,$$

where $\bar{n}$ is the average particle density, and $\delta_D^3(r)$ is the 3-d Dirac delta function. In the test cases we present in this paper, the GR corrections are only appreciable at the largest scales.

### C. Solving Einstein’s equations on the light cone

Our past light cone can be thought of as a sequence of nested spherical shells. We will therefore work in a spherical polar coordinate system $(r, \theta, \phi)$, where $r$ is the comoving distance and $\theta$ and $\phi$ are the azimuthal and polar angles respectively. We further employ the coordinate transformations

$$\tau \to \eta$$

$$r + \tau \to w,$$

under which varying $\eta$ corresponds to considering future/past null coordinate cones, while $w = \text{const}$ corresponds to the surface of a specific null coordinate cone. We also manually set $w = 0$ for past light cone of the observer at $z = 0$. The coordinate system after this transformation is equivalent to “geodesic light cone coordinates” to leading order [69][70]. To transform the equations of motion Eqs. (8) to (10) into the coordinate system $(\eta, w, \theta, \phi)$, we can rewrite the EOM Eqs. (8) to (10) in standard spherical coordinates $(\tau, r, \theta, \phi)$ and use the following transformation relations for partial derivatives

$$\partial_\tau \to \partial_\eta + \partial_w$$

$$\partial_r \to \partial_w$$

$$\partial_\tau^2 \to \partial_\eta^2 + 2\partial_\eta\partial_w + \partial_w^2$$

These are derived directly from the coordinate transformations relations, and can be used to rewrite the EOMs in the new coordinate system,

$$\Phi = -2\Pi + 2\mathcal{H}\Pi - 2(\mathcal{H} + \mathcal{H}^2)\Phi + 4\pi Ga^2\bar{\rho}\delta$$

$$+ 3 \times (4\pi Ga^2\bar{\rho}\Phi) - \frac{\nabla(\Phi)}{r^2} + 2 \times 4\pi Ga^2\bar{P}\bar{v}_r.$$  

$$\mathcal{X} = -2\mathcal{H}\mathcal{Z} - \mathcal{H}\Omega - (2\mathcal{H} + \mathcal{H}^2)\Phi + 4\pi Ga^2\bar{\rho}\bar{v}_r.$$  

Here, we have defined some shorthands for partial derivatives in the new coordinates,

$$X \equiv \frac{\partial X}{\partial \eta}, \quad X' \equiv \frac{\partial X}{\partial r} = \frac{\partial X}{\partial w}$$

for a field $X$, and also shorthands for several new variables,

$$\Omega \equiv \dot{\Phi}, \quad \Pi \equiv \Phi', \quad \Xi \equiv \partial_r\Phi = \Pi + \Omega.$$  

Eqs. (16) and (17) comprise a second-order linear PDE coupled to a first order PDE. We discretize the solution onto a spherical mesh by discretizing the comoving time direction $\eta(\tau)$ uniformly, and discretizing angular directions $(\theta, \phi)$ according to the HEALPix convention. Under this discretization, the density contrast
δ and the radial velocity fields $v_r$ can be extracted from particle data using any preferred deposition scheme, such as Nearest-Grid-Point (NGP) or Cloud-in-Cell (CIC) deposition. The weights we use for radial grids correspond to standard CIC weights, while the angular weights are given by the HEALPix get_interp function. To calculate the angular Laplacian term $\nabla^{(2)} \Phi$ in Eq. (16), we also employ HEALPix to perform spherical harmonics transformations to compute the spherical harmonic coefficients $a_{\ell m}$ for all terms in the Eqs. (16) and (17) under the convention

$$a_{\ell m} = \frac{4\pi}{N_{\text{pix}}} \sum_{p=0}^{N_{\text{pix}}} -1 Y^*_{\ell m}(\theta_p) f(\theta_p).$$ (20)

In harmonic space, $\nabla^{(2)} \Phi$ can be simply represented by $\ell(\ell + 1) \Phi_{\ell m}$, where $\Phi_{\ell m}$ are the spherical harmonic coefficients of $\Phi$. For radial derivatives in Eqs. (16) and (17), we employ a 2nd-order finite-differencing method to calculate them.

Two boundary conditions for $\Phi$ (cf. Eq. (16)) and one boundary condition for $\Xi$ (cf. Eq. (17)) are also required. The boundary conditions for $\Phi$ can be extracted from initial (higher $z$) and final (lower $z$) snapshot data, interpolating the $\Phi$ field on these slices to recover corresponding values on the HEALPix grids. The initial condition for $\Xi$ can be estimated from the same initial snapshot with the knowledge of the velocity field \cite{50}. Specifically, combining the Friedmann equation Eq. (2) with the Poisson equation for gravity, in Fourier space, the Newtonian gravitational potential can be written as

$$\Phi(k, \tau) = -\frac{3}{2} \left( \frac{H_0}{k} \right)^2 \Omega_m \frac{\delta(k, \tau)}{a}.$$ (21)

By plugging-in the continuity equation $\dot{\delta}(k, \tau) + ik \cdot p(k, \tau) = 0$ in Fourier space, we have

$$\frac{\partial \Phi}{\partial \tau}(k, \tau) = -\frac{3}{2} \left( \frac{H_0}{k} \right)^2 \Omega_m \left[ \frac{H}{a} \delta(k, \tau) + \frac{ik \cdot p(k, \tau)}{a} \right],$$ (22)

where $p(k, \tau)$ is the Fourier transform of $[1 + \delta(x, \tau)] v(x, \tau)$, and the velocity field $v(x, \tau)$ is again extracted from the CIC or NGP scheme on the initial snapshot.

After imposing boundary conditions at higher and lower redshifts \cite{71}, we use a relaxation scheme to solve for each spherical harmonic coefficient in each radial bin. When the size of voxels on spherical grids approximately matches the voxels from Cartesian grids of N-body simulations, using too many spherical grids will prevent an ordinary relaxation technique (e.g. Newton’s method) from converging to the true solutions of Eqs. (16) and (17) in a practical amount of time. We therefore employ a multi-grid method \cite{72}, which builds a hierarchy of the computational grids to accelerate the relaxation procedure. We find that employing the multi-grid method will result in approximately a 10x speedup compared to the conventional Newton relaxation method. The relaxation process is accomplished by repeating V-cycle iterations \cite{73}, and an example for the relaxation procedure for the reconstructed potential $\Phi_{\text{LC}}$ at $z = 0.3$ is shown in Fig. 1. The $\Phi_{\text{LC}}$ quickly converges to the potential on the snapshots $\Phi_{\text{snap}}$ at the same redshift as more and more V-
cycle iterations are performed. Further details about the convergence of the solver can be found in Appendix A.

D. Simulation Data and light cone construction

To validate our metric reconstruction procedure, we will focus on post-processing simulated light cone data, which is most accurately constructed through on-the-fly interpolation during N-body simulations. However, as the most common output format of N-body simulations is snapshots, our scheme is also designed to be able to work with light cone data restored from snapshots. To validate the LC-METRIC reconstruction scheme, we run a suite of dark-matter-only N-body simulations using the L-PICOLA code [74], and subsequently use LC-METRIC to post-process its output. L-PICOLA implements the COLA method, a reference formulation using 2nd-order Lagrangian perturbation theory to quickly solve the Newton-Vlasov system [75]. A significant speed-up compared to conventional particle-mesh method is typically found, especially on large scales; further, this method will produce equivalent results to standard N-body codes for sufficiently small timesteps [74].

Our simulations are carried out with $1024^3$ dark-matter particles in a periodic box with side length $L = 1024 h^{-1}$ Mpc, corresponding to a particle mass of approximately $10^{11} M_\odot$. The density field of dark-matter particles is CIC-deposited onto $1024^3$ Cartesian grids, and forces are computed using Fast Fourier Transforms. The background cosmology is chosen to be a flat ΛCDM model with parameters $\Omega_m = 0.31$, $\Omega_\Lambda = 0.69$, $h = 0.69$, $\sigma_8 = 0.83$, and $n_s = 0.96$. Initial conditions for the simulations are generated based on a linear transfer function computed using CLASS with matching cosmological parameter values [76] at $z = 9$.

As the LC-METRIC scheme supports both light cone N-body data and snapshots data, we run the L-PICOLA code twice under light cone mode and normal (snapshot) mode to generate corresponding outputs with the same random seed. When snapshots data is given, we construct the light cone data from the snapshots by extrapolating particle positions according to their velocities and calculating their intersections with the light cone. We also replicate our computational box to cover the entire light cone. Although this replication procedure will result in artifacts on large scales, as a proof-of-concept for our metric-recovery scheme, we will primarily focus on whether the mock light cone metric can be correctly computed from a given density field. Further details of our scheme for constructing light cone data from snapshots is described in Appendix B. By choosing the two boundaries slices to be at redshifts $z \approx 0.03$ and $z \approx 0.52$, we construct our light cone metric extending between these redshifts. Note that even though we test our code by post-processing L-PICOLA N-body output, our scheme will work with generic light cone or snapshot data that contains particle positions and peculiar velocities.

When constructing a light cone from snapshots, a useful technique supported by LC-METRIC is the “thick” light cones scheme. As shown in Fig. 2 by shifting the original light cone in the time direction, we construct two auxiliary light cones. The amount by which the light cone is shifted is set to be equal to the radial resolution of light cones, so that the voxels both have the same conformal radius $r$, and are aligned in the time direction. Under this configuration, the partial derivative with respect to conformal time of any field can be calculated directly using the 2nd-order finite-differencing scheme. The “thick” light cones scheme will also facilitate the calculation when light-rays deviate from the “thin” light cone when tracing the null geodesics precisely.

After reading in light cone data, we deposit particle masses and radial peculiar velocities onto our spherical grids, which have radial resolution $N_\eta = 1024$ and angular resolution corresponding to $N_{\text{side}} = 512$. The number of radial grids is chosen to ensure the radial resolution of the light cone $\Delta \eta = \Delta r$ approximately matches the Cartesian resolution $\Delta x$; and the angular resolution is set to make sure that most of the spherical-coordinate voxels are larger than the Cartesian voxels to avoid over-sampling. Appendix A discusses how the cosmological observables vary with the choice of resolution.

We will further need to account for power suppression due to the implicit convolution associated with depositing particle masses onto grids (either through CIC or NGP). We deconvolve the grids using corresponding window functions to restore a true representation of the density field. For N-body simulation data from L-PICOLA, we use a window function [77]

$$W(k) = \left[ \text{sinc} \left( \frac{\pi k_x}{2k_N} \right) \text{sinc} \left( \frac{\pi k_y}{2k_N} \right) \text{sinc} \left( \frac{\pi k_z}{2k_N} \right) \right],$$

where $k_N$ is the Nyquist frequency, and the underlying density field $\delta^m(k)$ is calculated from

$$\delta^m(k) = W(k)^{-p} \delta(k),$$

where $\delta(k)$ is the density field obtained from mass depositing scheme directly, and $p$ is 1 and 2 for NGP and CIC scheme respectively.

Similar to the NGP or the CIC particle-deposition procedure on Cartesian grids, when depositing particle masses onto the HEALPix grids, a similar window function $W_l \approx \text{sinc}(4\Delta \theta/2\pi)$ should be considered, and the density fields on the HEALPix grids also need to be corrected by

$$\delta^m_l = W_l^{-p} \delta_l,$$

where $p$ is similarly 1 and 2 for the NGP and CIC depositing scheme. In this study, we choose to scale all the spherical-harmonics coefficients in the density and velocity fields according to the approximate window function available through HEALPix.

A smoothing procedure is also introduced for the density fields on HEALPix grids through the size of individual HEALPix pixels possibly being significantly smaller.
than the resolution of an N-body simulation at low comoving radius. Unless specified, we convolve the density and velocity fields on HEALPix grids with a Gaussian smoothing kernel with half-max width
\[ \theta_s = \Delta x / 2r, \] (26)
where \( \Delta x \) is the resolution of the N-body simulation and \( r \) is the comoving radius at each specific spherical shell. The inner shell (at lower redshift) will have a larger smoothing angle due to the limited Cartesian resolution of the N-body simulations.

E. Theory of Lensing and ISW effects

To verify our metric-reconstruction strategy, we generate and examine cosmic observables, including the lensing-convergence and (nonlinear) ISW effects.

Weak gravitational lensing by large-scale structure is due to the gravitational deflection of light by intervening matter as it travels to us. In this paper, we will focus on quantifying the weak-lensing convergence
\[ \kappa \equiv \frac{D_A - \bar{D}_A}{D_A}, \] (27)
where \( \bar{D}_A \) is the unperturbed angular-diameter distance in an FLRW background. Under the assumption of unperturbed photon trajectories, the so-called Born approximation, the lensing potential \( \psi(r_s, \theta) \) depending on the gravitational potential \( \phi \) for sources at comoving distance \( r_s \) (from us observers) can be defined as
\[ \psi(r_s, \theta) = -\int_0^{r_s} dr' \frac{r_s - r'}{r_s r'} \times 2\Phi(r', \theta), \] (28)
and the lensing convergence is then
\[ \kappa = -\frac{1}{2} \nabla^2 \psi. \] (29)

To avoid the need of exactly estimating the lensing potential in Eq. (28), many studies choose to introduce the radial modes and replace the angular Laplacian in Eq. (27) with the 3-d Laplacian \( \nabla^2 \Phi \). Then following the Newtonian Poisson equation
\[ \nabla^2 \Phi = 4\pi G a^2 \bar{\rho} \delta, \] (30)
Eq. (27) can be cast into an integration of the density field as
\[ \kappa = \int_0^{r_s} dr' \frac{r_s - r'}{r_s r'} \times 4\pi G a^2 \bar{\rho} \delta(r', \theta). \] (31)
In practice, a more widely used scheme—the “thin-lens approximation”—relies on summing over light cone particles along lines of sight within each sky pixel. This

FIG. 2. Illustration of the construction of “thick” light cones, which are the light cones containing information between the dotted lines in the figure. They are computed by obtaining additional light cone data for observers separated positively and negatively in time by a conformal time \( \Delta \tau \), which is also equal to the radial resolution of the light cone mesh. The 3 dots representing 3 mesh-grids on each light cone as an example thus have equal spatial coordinates.
scheme is based on Eq. (31), but does not require radial binning or extracting the gravitational potential, and has been employed in a number of contexts in the literature.\[78\] \[82\].

\[
\kappa = \frac{2}{3} H_0^2 \Omega_m \frac{V_{\text{sim}}/N_{\text{sim}}}{\Omega_{\text{pix}}} \sum_{\text{particles}} \frac{1}{r_p a(r_p)} \frac{r_s - r_p}{r_s}.
\]

(32)

Here, \( r_p \) is the comoving distance of the light cone particles and \( \Omega_{\text{pix}} \) is the size of the solid angle of sky pixels. Note that even though the approximation of introducing the radial modes holds accurately on small angular scale \[30\], its validity is not guaranteed on largest scales.

Photons traveling through large-scale structure also encounter a time-varying potential—the ISW effect. For CMB photons, this effect alters their frequency, and hence the CMB temperature \( T \), according to

\[
\Delta T_{\text{ISW}}(r, \theta) = 2 \int \frac{\partial \Phi(r, \theta, \tau)}{\partial \tau} d\tau.
\]

(33)

One could employ Eq. (22) to estimate this ISW signal as suggested in \[50\]. If no knowledge of velocity fields in Eq. (22) is given, one could assume the linear growth of \( \delta \) then the \( \partial \Phi(r, \theta, \tau)/\partial \tau \) field. However, the linear approach fails to capture all nonlinear effects, which soon become significant on angular scales corresponding to the multipole mode around \( l \sim 60 \), and will dominate the ISW contribution beyond \( l \sim 100 \) \[50\] \[52\].

\[ \begin{array}{c}
\text{III. RESULTS} \\
\end{array} \]

In this section, we demonstrate this new scheme’s ability to reconstruct the spacetime metric as well as the accuracy with which we can compute lensing and ISW observables. We provide a comparison of our scheme both to the output of Einstein-Boltzmann solvers (CLASS) and to conventional methods found in past literature. We explore the requirements for each of these different techniques and show that for the weak-lensing and (nonlinear) ISW observables, a better than 5\% accuracy for \( l \lesssim N_{\text{side}} \) is achieved.

A. Direct potential comparison

We first evaluate the accuracy of our scheme by directly comparing the light cone-reconstructed gravitational potential \( \Phi \) with the potential obtained from snapshot data. For the first such comparison, we adopt the same configuration as in Fig. 1. The potential \( \Phi_{\text{snap}} \) is computed and interpolated to HEALPix grids from a snapshot at \( z = 0.3 \), while the reconstructed \( \Phi_{\text{LC}} \) is computed using the LC-METRIC scheme under CIC deposition, using light cone data in addition to two spatial boundary slices at \( z \approx 0.03 \) and \( z \approx 0.52 \). No snapshot information at any redshift in between is used. In Fig. 3, we calculate the angular power spectra for \( \Phi_{\text{snap}} \) and \( \Phi_{\text{LC}} \). We also show their normalized cross-correlation coefficients defined as

\[
C_{\ell}^{XX'} \equiv \frac{C_{\ell}^{XX'}}{\sqrt{C_{\ell}^{XX} C_{\ell}^{XX'}}}
\]

(34)

in Fig. 4, where \( C_{\ell}^{XX'} \) is the cross-power spectrum for arbitrary fields \( X \) and \( X' \).

According to Fig. 3 and Fig. 4, highly correlated signals are in percent-level agreement for \( 5 \lesssim \ell \lesssim N_{\text{side}} \), with an accuracy better than 0.5\% for \( 20 \lesssim \ell \lesssim 200 \). The 5\% discrepancy for \( \ell \lesssim 5 \), much less than the sample variance for this range of multipoles, is likely due to the approximation used by the L-PCOLA code to generate the light cone data, and to noise arising from depositing particles masses and velocities to a spherical grid. The accuracy at larger multipoles \( \ell > N_{\text{side}} \) is limited by the precision of the interpolation operations (see Appendix A.2 for further discussion). The convergence test (see Appendix A.3) also suggests that we can expect an improved reliability when the angular resolution \( N_{\text{side}} \) is increased.

B. Weak Lensing

The weak-lensing convergence \( \kappa \) can be estimated in a number of different ways for sources at the high-redshift end of the light cone (\( z \approx 0.48 \)). The thin-lens scheme (Eq. (32)) provides one option that avoids the need to decompose the lensing (mass) distribution into radial bins.
at the cost of ignoring the radial modes. Another option is to compute the lensing convergence explicitly once the metric is known (Eqs. (28) and (29)) on the light cone.

We compare the probability density functions (PDF) of the lensing convergence computed using both the thin-lens approximation and explicit calculation from light cone-reconstructed metric potential, shown in Fig. 5. The PDFs agree to 0.5\% in the range of $\kappa$ where the PDFs are appreciably different than zero. The reconstructed $\Phi_{LC}$ in this comparison is obtained from light cone data with NGP mass deposition scheme in order to match the thin-lens scheme Eq. (32), which effectively employs a NGP method. Similar to the LC-Metric scheme, the corresponding window function $W_l$ (see Eq. (25)) is also applied to correct the power suppression after the deposing scheme is applied in the thin-lens procedure.

In addition, the lensing power spectra calculated for each of these two methods are also shown in Fig. 6 alongside a baseline power spectrum given by Halofit [83]. They are both consistent with the Halofit prediction over a wide range of scales. The discrepancy at higher $\ell$ is due to insufficient resolution in the N-body simulation and light cone grids, and is also observed in similar weak-lensing investigations [44, 84]. Only a sub-percent discrepancy is found for $\ell > 20$ between the thin lens and the LC-Metric based scheme, suggesting the LC-Metric reconstruction scheme is able to reproduce results that are fully consistent with the conventional thin lens approximation. The discrepancy at lower $\ell$ is revealing the errors of ignoring the radial modes in Eq. (31) and subsequently, Eq. (32). These radial modes turn out to have a few percent effects for the convergence at very low multipoles.

The normalized cross-correlations coefficients (Fig. 7) confirm the strong agreement between the two methods. The LC-Metric scheme, however, can take advantage of the full metric information on the past light cone, allowing for the study of higher order effects beyond the Born approximation through a post-Born ray tracing. We leave the exploration of such effects to a future study.

C. Nonlinear ISW

The ISW effect involves the integration of the time derivative of $\Phi$ ($\Xi$ field), which can be decomposed into $\partial_\eta + \partial_w$ in our coordinate system, see Eq. (17). However, because the power of the nonlinear ISW effect (including moving lens and Rees-Sciama effects) decays quickly at higher $\ell$, high-frequency noise due to the imperfect estimation of the velocity field in this regime can easily surpass the signal. We therefore employ “thick” light cones introduced in Section II D, relying on the light cone data constructed from snapshots to calculate the $\partial \Phi / \partial \tau$ term using a finite differencing scheme. We truncate the $\partial \Phi / \partial \tau$ field near the boundaries (at initial and final redshift) of the light cone to avoid boundary effects. The redshift range of the ISW effect we model in this work, following the truncation, ranges from $z \approx 0.07 - 0.47$. The snapshots used in our constructions are uniformly distributed in the space of co-moving distance.

To accurately compute the ISW contributions in the highly nonlinear regime, we also implement and examine an “on-the-fly” prescription. We re-run our N-body simulations with the same parameters and a much finer time step (1024 steps). We again calculate the $\partial \Phi / \partial \tau$
using a finite differencing scheme by subtracting snapshot data on current step from the previous one. We then interpolate the $\partial \Phi / \partial \tau$ data from the Cartesian grids to our HEALPix grids, and finally, we integrate all the $\partial \Phi / \partial \tau$ data at each HEALPix pixel to evaluate the term Eq. (33). Because of the number of time steps required to ensure integration convergence (see Appendix A 5), this scheme can be taken as an accurate reference of the non-linear ISW, though it is not an especially efficient technique for processing simulation data due to the resolution and time-stepping requirements.

We have also implemented the method described in [50], which estimates $\partial \Phi / \partial \tau$ using Eq. (22) on every output snapshot. After obtaining all the $\partial \Phi / \partial \tau$ data, similar to [50], we perform 1024 interpolations between snapshots and finally integrate these to estimate Eq. (33).

Comparisons of the ISW power spectrum calculated using these different schemes are shown in Fig. 8. All of the schemes show agreement with the linear ISW power spectrum at low $\ell$ and begin to deviate from the linear result at $\ell > 60$, consistent with previous studies [50, 52, 55]. The interpolation scheme based on 16 snapshots significantly overestimates the power compared to the on-the-fly reference spectrum. Increasing the number of snapshots to 64 improves the accuracy but still gives an order of magnitude overestimation. Even though the “thick” light cones scheme shown here is based on the light cone constructed from only 16 snapshots, it coincides with the reference spectrum with an accuracy better than 5% percent for $\ell < N_{\text{side}}$. We also note that at the non-linear scale, the ISW spectra highly depends on the manually applied smoothing scale we used as in Eq. (26), whereas the on-the-fly reference scheme includes an intrinsic smoothing scale, whose correspondence to the angular smoothing scale in the LC-Metric is unknown. Instead of looking for the manually applied smoothing angle that best fits the reference on-the-fly scheme, we look for the range of smoothing scale which gives good estimation to the ISW power to the highly non-linear scale. In the lower panel in Fig. 8, we show the ratio between the on-the-fly reference and the LC-Metric scheme under two different angular smoothing scales: $\theta_s = \Delta x / r$ and $\theta_s = \Delta x / 2r$, where the later one with a smaller angle naturally produces higher power. Within this range of smoothing scale, an accuracy better than 5% percent for $\ell < N_{\text{side}}$ and 15% percent for $\ell < 2N_{\text{side}}$ can be achieved. On the other hand, as shown in Fig. 9, the normalized cross correlation between the LC-Metric scheme and the on-the-fly scheme is almost independent of the smoothing scale. The minor power suppression (lower panel in Fig. 8) and lack of correlation is again due to the insufficient angular resolution and also the systematics in our construction scheme of light cones from snapshots. See Appendix A 5 and B for more details on the light cone construction scheme.

**IV. SUMMARY**

In this work, we have presented a novel scheme LC-Metric, which is able to quantify cosmic observables by post-processing simulated large-scale structure data. This reconstruction procedure is based on obtaining solutions to the linearized Einstein’s equations on light cone grids with a relaxation scheme; it is also a flexible scheme that is able to process ordinary snapshots or light cone outputs.
We have also generated mock cosmic observables including the weak-lensing convergence field and the (nonlinear) ISW effect based on the reconstructed metric potential provided by LC-METRIC. For the weak-lensing calculation, under the Born approximation, the lensing power spectrum calculated explicitly from the reconstructed metric agrees, typically at a sub-percent level, with the equivalent spectrum calculated via the traditional thin-lens approach, although percent-level disagreement is found on large scales. Both results are in general agreement with the prediction given by the Halofit prescription over a wide range of scales. For the estimation of the ISW and Rees-Sciama effects, as a post-processing method, the LC-METRIC-based “thick” light cone scheme is able to model the ISW signal in a highly nonlinear regime and maintain a better than 5% precision for \( \ell < N_{\text{side}} \) with a proper smoothing angle when compared to a high-precision reference on-the-fly calculation. When compared to other post-processing schemes such as the one introduced in [50], LC-METRIC is able to provide a much more precise prediction of nonlinear ISW contributions, which include the Rees-Sciama and moving-lens effects, based on data from considerably fewer N-body simulation snapshots. Since weak-lensing observables mostly depend on the angular gradient (Laplacian) of the gravitational fields, whereas the ISW effect depends on the time (radial) gradient, being able to predict these two effects precisely demonstrates the utility of the LC-METRIC prescription. Therefore, we conclude that LC-METRIC is able to reconstruct the metric accurately in both linear and highly nonlinear regimes, and hence it is suitable for simulating data relevant to current and future large-scale surveys.

There are still several improvements that could be made to the LC-METRIC in the future. Firstly, even though our current implementation for the LC-METRIC only supports running on a shared memory node, the algorithm can be easily implemented to support distributed memory, which will relieve the relatively stringent memory requirements (currently \( O(N \log N) \), where \( N \) is the number of spherical grids). Secondly, the overall accuracy of the fields, especially the accuracy of \( \Xi \) term in Eq. (17), can be potentially improved by a more accurate deposition technique of the radial velocity field, e.g., Delaunay Tessellation Field Interpolation (DTFE) [85, 86]. Finally, a general-relativistic ray-tracing component has been implemented, which is necessary in order to quantify higher-order and post-Born effects. We will investigate those effects in a future study.

Upcoming large-area and high-precision galaxy and CMB surveys will deepen our understanding of the Universe as well as bring unprecedented challenges for modeling general-relativistic cosmic observables such as weak-lensing, the Rees-Sciama effect, moving-lens effect, kSZ effect, etc. The LC-METRIC scheme provides a universal way to model these effects while maintaining a high level of precision even in the highly nonlinear regime, making it well-suited to testing and analyzing catalogs for these surveys in the future. Knowledge of the spacetime metric will also facilitate the estimation of other relativistic or lightcone projections effects that have not been prop-
erly quantified and measured, as listed in [32]. Furthermore, the post-processing-based feature of LC-METRIC will allow for consistent analysis of N-body simulations or emulations running with different physics. We expect that this new scheme will provide us with some insight into reconstructing metric information from observations while simultaneously accounting for different relativistic and projection effects. The reconstructed cosmic density and velocity fields are needed for such reconstruction; while the former may be estimated from galaxy or halo catalogues [87, 88], the later may be restored from e.g. kSZ [89] or observations of the moving lens effect.

Finally, we note a recent study [90] that points out the value of determining the “boosted potential” in order to improve our understanding of several aspects of structure formation. This scheme relies on quantifying the gravitational potential in a boosted frame. Our new approach for constructing the gravitational potential on the light cone is suitable for extracting the boosted potential based on light cone data. We reserve further investigation in this direction for future work.

To summarize, we have introduced the LC-METRIC scheme for constructing the spacetime metric from general N-body-code outputs. We have demonstrated its accuracy by comparing it to conventional methods in quantifying the weak-lensing convergence and the nonlinear ISW effects. Therefore, it is possible to incorporate LC-METRIC with general N-body catalogs and facilitate estimation of higher-order and post-Born relativistic effects on cosmological observables.
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the result in Fig. 10, where from the L2 norm of the relative error of Eq. (16) is the error of Eq. (16) and \(|\|E\|/\|\dot{\Phi}\|\) represents the L2 norm of its left hand side. The test of the convergence against different radial resolutions is shown in Fig. 11, by comparing the ratio of angular power between different \(N_{\text{side}}\)s, we can estimate the accuracy of such interpolations from Cartesian grids to HEALPix grids, which is better than 5% for \(\ell < N_{\text{side}}\), and better than 20% for \(\ell < 2N_{\text{side}}\). This limits the numerical precision of both reference power spectra and the LC-METRIC scheme.

### 2. Numerical convergence of the interpolations to HEALPix grids

When calculating a reference power spectrum of the gravitational potential or ISW (see Section III A and III C), or when setting initial conditions for the solver, interpolations of fields from Cartesian grids to HEALPix grids are performed. We test the accuracy of such operations by linearly interpolating the same potential fields on Cartesian grids with different angular resolutions. As shown in Fig. 11 by comparing the ratio of angular power between different \(N_{\text{side}}\)s, we can estimate the accuracy of such interpolations from Cartesian grids to HEALPix grids, which is better than 5% for \(\ell < N_{\text{side}}\), and better than 20% for \(\ell < 2N_{\text{side}}\). This limits the numerical precision of both reference power spectra and the LC-METRIC scheme.

### 3. Numerical convergence of the gravitational potential

Even though the precision of power spectra at higher \(\ell\) is primarily limited by linear interpolation accuracy as described in the previous subsection, as suggested by Fig. 12 improving the angular resolution \(N_{\text{side}}\) can potentially improve the precision at higher \(\ell\), since the cross correlation at the same \(\ell\) is significantly larger when comparing the result of \(N_{\text{side}} = 512\) with \(N_{\text{side}} = 256\).

### 4. Numerical convergence of weak-lensing

The weak-lensing observables extracted from reconstructed metric from light cone data are independent of the radial resolution chosen for our coordinate system. The test of the convergence against different radial resolutions is shown in Fig. 13. No noticeable differ-

---

**Appendix A: Numerical validations**

In this appendix, we will show several convergence tests we have performed to validate our results.

#### 1. Convergence of the multi-grid solver

We estimate the convergence of our LC-METRIC solver from the L2 norm of the relative error \(|E|/|\dot{\Phi}|\) and show the result in Fig. 10 where \(E\) is the error of Eq. (16) and \(|\dot{\Phi}|\) represents the L2 norm of its left hand side. The radial and angular resolution of the light cone grids are \(N_\theta = 1024\) and \(N_{\text{side}} = 512\) respectively, and the number of levels of the multi-grid hierarchy is 5. Our multi-grid scheme will reduce the relative error very efficiently until reaching a plateau. The final plateau in Fig. 10 is limited by the machine precision of 32-bit float used in the solver. The total memory consumption is about 10 times the memory consumption of the light cone grids, and the time consumption for 100 iterations is about 20 hours on a computer node with 28 CPUs.
FIG. 11. The ratio of the angular power spectrum of $\Phi$ interpolated from Cartesian grids with different HEALPix resolutions $N_{\text{side}}$. The radius for such interpolations is set according to $r = \sqrt{(A/\Omega)}$, where $A$ is the Cartesian resolution square $d\pi^2$ and $\Omega$ is the HEALPix solid angle for $N_{\text{side}} = 512$. $C_{\ell}^{\Phi(N_{\text{side}}=512)/C_{\ell}^{\Phi(N_{\text{side}}=1024)}$.

FIG. 12. The same as Fig. 6. Normalized cross correlation coefficients between the reconstructed $\Phi_{\text{LC}}$ and the $\Phi_{\text{snap}}$ under different $N_{\text{side}}$.

FIG. 13. Ratio of the thin-lens approach to the scheme based on the LC-Metric reconstruction with different radial resolution $N_\eta$, same as lower panel in Fig. 6.

FIG. 14. Upper panel: ISW and Rees-Sciama effects calculated through on-the-fly method against number of time steps. Convergent result is achieved when $N_{\text{steps}} = 1024$. Lower panel: Convergence rate $R_{\text{conv}}$ defined in Eq. A1, the result is higher than the linear convergence rate (dotted line) for $\ell > 200$.

enences are identified for reasonable resolutions from 256 to 1024, suggesting the robustness of the numerical value of weak-lensing convergence calculated by the LC-Metric scheme.

5. Numerical convergence of the ISW and Rees-Sciama effects

The reference ISW power spectrum calculated through the on-the-fly scheme in Fig. 8 is extracted from a N-body simulation performing $N_{\text{steps}} = 1024$ time steps. Fig. 14 validates this choice of number of time steps by comparing the ISW power with different number of time steps since the results of $N_{\text{steps}} = 512$ and $N_{\text{steps}} = 1024$ overlap. We also calculate the convergence rate $R_{\text{conv}}$, defined as

$$ R_{\text{conv}} = \frac{|f_{N_m} - f_{N_c}|}{|f_{N_c} - f_{N_f}|}, $$ (A1)
where \( f_{N_c}, f_{N_m}, f_{N_f} \) are values calculated at resolutions \( N_c, N_m, N_f \), which are from coarsest to finest, and shown in the lower panel in Fig. 14 that the rate is beyond the linear convergence for the \( \ell > 200 \) region.

![Graph](image)

**FIG. 15.** Same as Fig. 9. Variations of normalized cross correlation coefficients of the ISW fields between the snapshots scheme and the reconstructing “thick” light cones against different numbers of snapshots and different angular resolutions \( N_{\text{side}} \).

The minor lack of correlation between the reference ISW power and the reconstructed one through “thick” light cones (Fig. 9) is likely due to the systematic bias when creating light cone data from snapshots (see Appendix B for more detail). This can be confirmed by comparing the blue and green curve in Fig. 15 where employing more snapshots to construct “thick” light cones will improve the correlation. The suppression of power at higher \( \ell \) is again due to the limited precision of the linear interpolations, which can be improved by employing a higher angular resolution according to Fig. 15.

### Appendix B: light cone construction from snapshots

The scheme integrated in the LC-METRIC to construct light cone data from snapshots is similar to the particle extrapolations scheme mentioned in [91]. Several improvements have been implemented to enhance the construction accuracy. Here, we will give our full algorithm on constructing light cone from snapshots.

For each particle inside the light cone, which has moving position \( \mathbf{r}_i \), peculiar velocity \( \mathbf{v}_i \) and acceleration \( \mathbf{a}_i \) on the snapshot at conformal time \( \tau_i \), the time it crosses the light cone is \( \tau = \tau_i + \delta \tau \), and the corresponding comoving radii after the time \( \delta \tau \) is

\[
|\mathbf{r}| = \left| \mathbf{r}_i + \mathbf{v}_i \delta \tau + \frac{\mathbf{a}_i \delta \tau^2}{2} \right| \\
\approx |\mathbf{r}_i| + \delta \tau \frac{\mathbf{r}_i \cdot \mathbf{v}_i}{|\mathbf{r}_i|} \\
- \delta \tau^2 \left[ \frac{(\mathbf{r}_i \cdot \mathbf{v}_i)^2}{2 |\mathbf{r}_i|^2} + \frac{\mathbf{v}_i \cdot \mathbf{v}_i}{2 |\mathbf{r}_i|} + \frac{\mathbf{a}_i \cdot \mathbf{r}_i}{2 |\mathbf{r}_i|} \right],
\]

\( \text{B1} \)

note we have kept up-to 2nd-order terms, and the acceleration \( \mathbf{a}_i \) can be estimated from difference between peculiar velocities between two adjacent snapshots from

\[
\mathbf{a}_i = (\mathbf{v}_{i+1} - \mathbf{v}_i)/\Delta \tau,
\]

\( \text{B2} \)

where \( \Delta \tau \) is the difference in the conformal time \( \tau \) between these two snapshots. Additionally, since the background light cone satisfies \( \tau = - |\mathbf{r}| \), we can write down the following relation

\[
|\mathbf{r}| = \tau_i - \delta \tau.
\]

\( \text{B3} \)

After plugging-in Eq. (B1) to Eq. (B3), we can solve \( \delta \tau \) from the quadratic equation. However, the following optimizations are necessary to construct the light cone accurately:

- For particle \( p_j \) outside the light cone on a snapshot \( s_i \), we do not extrapolate this particle since it will never enter the light cone in the future.
- For particle \( p_j \) inside the light cone on a snapshot \( s_i \), if \( p_j \) inside the next snapshot (snapshot \( s_{j+1} \)) is still inside the light cone, we do not extrapolate this particle.
- We use the 2nd-order quadratic approximation to solve Eq. (B1) instead of the exact solution to avoid possible numerical instabilities.
- If the solution of \( \delta \tau \) satisfies \( \delta \tau > \Delta \tau \), no extrapolation will be performed.

Note that this scheme will tend to omit some particles crossing the light cone because of the limited accuracy of the quadratic interpolation, and therefore will introduce some systematic bias to the reconstructed light cone. Investigating an improved scheme to reduce this bias is left for future study.