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ABSTRACT

Early diagnosis of Type 2 Diabetes Mellitus (T2DM) is crucial to enable timely therapeutic interventions and lifestyle modifications. As medical imaging data become more widely available for many patient populations, we sought to investigate whether image-derived phenotypic data could be leveraged in tabular learning classifier models to predict T2DM incidence without the use of invasive blood lab measurements. We show that both neural network and decision tree models that use image-derived phenotypes can predict patient T2DM status with recall scores as high as 87.6%. We also propose the novel use of these same architectures as ‘SynthA1c encoders’ that are able to output interpretable values mimicking blood hemoglobin A1C empirical lab measurements. Finally, we demonstrate that T2DM risk prediction model sensitivity to small perturbations in input vector components can be used to predict performance on covariates sampled from previously unseen patient populations.

1 INTRODUCTION

Type 2 Diabetes Mellitus (T2DM) is a chronic metabolic disorder that affects over 30 million patients in the United States and over 450 million patients worldwide (Khan et al., 2020; Xu et al., 2018). Patients diagnosed with T2DM are at an increased risk of comorbidities that include cardiovascular disease, retinopathy, peripheral neuropathy, and other complications (Albarakat and Guzu, 2019). Fortunately, early diagnosis and lifestyle interventions can prevent the onset of T2DM and are therefore critical to reduce the risk of disease progression and improve patient outcomes.

However, delayed clinical diagnosis of T2DM is frequent due to a low rate of screening. Polubriaginof et al. (2018) and Kaul et al. (2022) found that up to a third of patients did not receive T2DM screening as recommended by current national guidelines, and Porter et al. (2022) estimated that it would take over 24 hours per day for primary care physicians to follow national screening recommendations for every adult visit. Low rates of screening can further exacerbate healthcare disparities with respect to socioeconomic status and population marginalization.

Given these obstacles, machine learning has recently emerged as a promising tool to predict patient risk of T2DM and other diseases (Farran et al., 2013). However, current learning-based methods are limited to assessing disease risk from feature vectors derived from clinical biomarker and physical examination data (Liu et al., 2022; Joshi and Dhakal, 2021; Deberneh and Kim, 2021; Wu et al., 2021; Kopitar et al., 2020; Tigga and Garg, 2020; Sasar et al., 2017). While such models showcase promising predicting performance, they often lack real-world clinical applicability. This is because
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the blood biomarkers that are used to make a formal diagnosis of T2DM are trivially acquired alongside many of the blood biomarkers used to predict T2DM status.

Meanwhile, the usage of radiologic imaging in clinical medicine continues to increase every year (Dowhanik et al., 2022; Hong et al., 2020). For example, over 70 million computed tomography (CT) scans are performed annually (Smith-Bindman et al., 2019) and consequently offer a wealth of radiomic information that can potentially be used to estimate patient risk of T2DM as an incidental finding during an outpatient imaging appointment.

In this study, we sought to investigate whether radiomic metrics derived from clinically-acquired CT scans could be used to predict patient T2DM status. Our contributions are as follows:

1. To our knowledge, we are among the first to show that image-derived phenotypic data derived from clinical CT images can be synthesized with physical examination data to predict patient T2DM risk with accuracy comparable to existing methods.
2. To improve clinical interpretability of model outputs, we propose SynthA1c, a synthetic estimate of patient blood hemoglobin A1C (HbA1c) and therefore patient T2DM status.
3. We offer a novel model smoothness metric that we use to predict T2DM risk stratification performance on previously unseen, out-of-domain patient datasets.

The remaining sections are organized as follows: In Section 2 we introduce relevant technical and clinical background as well as related work in T2DM risk prediction. Section 3 details the dataset and data preparation procedure used in our experiments, and Section 4 outlines our experimental methods for model training and evaluation. We then offer our main results in Section 5 followed by a discussion on relevance and future work in Section 6.

2 BACKGROUND AND RELATED WORK

2.1 CLINICAL RISK FACTORS FOR T2DM

One of the most important clinical laboratory values in the diagnosis of T2DM is a patient’s hemoglobin A1C (HbA1c) level, which is a proxy for the level of blood sugar averaged over the past 3 months and is measured through a patient blood sample. Formally, a patient is considered prediabetic if their HbA1c is between 5.7% and 6.5% and diabetic if their HbA1c is greater than 6.5%. An HbA1c measurement under 5.7% is considered nondiabetic.

Fletcher et al. (2002) detail the clinical risk factors for T2DM, which include factors such as age, blood pressure, obesity, and self-reported race and gender. Such clinically derived phenotypes (CDPs) are features that can easily be obtained from patients or health records in most outpatient settings. Of note, a typical metric used for obesity quantification is the body mass index (BMI):

\[
\text{Body Mass Index (BMI)} = \frac{\text{Weight [kg]}}{(\text{Height [m]})^2} \tag{1}
\]

Other risk factors include elevated serum lipid and triglyceride levels, serum glucose levels, and markers of systemic inflammation. However, each of these measurements require a patient blood draw, during which an HbA1c test can readily be simultaneously conducted using the same blood sample. Therefore, while blood biomarkers may contribute to high T2DM predictive power reported in previous work (Liu et al., 2022; Deberneh and Kim, 2021; Wu et al., 2021; Kopitar et al., 2020), we argue that such models offer little utility in real-world clinical practice.

Other risk factors for T2DM do not require clinical laboratory tests, and may include diet, levels of physical activity, family history of metabolic disorders, and patient history of pregnancy-associated gestational diabetes (Fletcher et al., 2002). However, obtaining an accurate picture of these predictive features requires an in-depth and time-intensive patient interview, which may not be feasible in settings where an incidental calculation for T2DM risk estimation would be performed, such as during a radiology imaging visit. An ideal predictive model would seamlessly integrate into existing clinical workflows and require little additional information from the patient or their provider.

Finally, additional T2DM risk factors include central adiposity and nonalcoholic fatty liver disease (NAFLD), which is a condition that describes the buildup of excess fat in the liver. However, such
features have been difficult to accurately quantify in outpatient settings, but can be easily estimated from CT scans in clinical practice. For example, liver fat buildup can be estimated by calculating the spleen-hepatic attenuation difference (SHAD) from an abdominal CT scan

\[
\text{Spleen-Hepatic Attenuation Difference (SHAD)} = \text{(Spleen CT Attenuation [HU])} - \text{(Liver CT Attenuation [HU])}
\]

Here, the liver (hepatic) CT attenuation and spleen CT attenuation are referred to as image-derived phenotypes (IDPs) estimated from segmentation analysis of patient CT scans and other imaging modalities. Other IDPs, such as those derived from subcutaneous fat (SubQ Fat, the fat located just underneath the skin) and visceral fat (Visc Fat, the fat located between abdominal organs), can also be used to quantify central adiposity. Given the consistent increase in diagnostic imaging in recent years reported by Dowhanik et al. (2022), a T2DM risk prediction model could report estimated T2DM risk during an imaging visit from real-time analysis of CT scans and patient information. To our knowledge, such a model that incorporates IDP metrics has not been previously explored.

2.2 Related Work in Classification Methods

With regards to supervised learning methods, Uddin et al. (2019) found that support vector machines (SVMs), naïve Bayes classifiers, and random forest classifiers are explored most commonly in recent work on single disease prediction from patient phenotypic data, a type of tabular data. Decision tree-based models achieve promising prediction accuracy across explored tasks, and Chen and Guestrin (2016) demonstrated that incorporating scalable gradient boosting with forest classifiers, termed gradient-boosted decision trees (GBDTs), could yield state-of-the-art classification performance.

The consistent performance of GBDTs and derivative decision tree classifiers appears robust to the recent success of deep neural networks (DNNs). One of the most common DNN baselines is the fully-connected neural network (FCNN) (Zhang et al., 2017). More recently, Popov et al. (2019) introduced neural oblivious decision ensembles (NODEs), a class of DNNs that achieved classification performance on par with (and sometimes better than) decision tree models. The Feature Tokenizer + Transformer (FT-Transformer) proposed by Gorishniy et al. (2021) effectively adopts transformer architectures to tabular data, but still showed that there was no universally superior classifier when compared to decision trees and other algorithms. Arik and Pfister (2019) and Song et al. (2019) introduced attention-based tabular learning methods TabNet and AutoInt, respectively.

Clinically, a number of non-learning-based risk models based on patient questionnaires are used by physicians in outpatient settings, and include the FINDRISC score (Bernabe-Ortiz et al., 2018), ARIC score (Raynor et al., 2012), and QDScore (Collins and Altman, 2011) among others. T2DM risk prediction has recently been explored in machine learning competitions and an increasing number of academic works. Liu et al. (2022); Wu et al. (2021); Joshi and Dhakal (2021); Deberneh and Kim (2021); Tigga and Garg (2020); and Kopitar et al. (2020) explored T2DM risk prediction in different patient populations, but limited their analysis to SVMs, decision trees, and baseline linear models and logistic regression. Furthermore, these models worked with feature vectors derived from patient physical exams and clinical lab values with no IDPs. To our knowledge, an extensive comparison between DNNs and GBDTs remains to be seen in T2DM risk classification tasks.

3 Dataset and Data Preparation

The data used for our study were made available by the Penn Medicine BioBank (PMBB), an academic biobank established by the University of Pennsylvania to advance the study of causes and treatments of a variety of diseases. The dataset consists of over 60K patients from the University of Pennsylvania Health System mapped to over 10K ICD-9 codes. All patients provided informed consent to participate in the PMBB and to utilization of patient data, which was approved by the Institutional Review Board of the University of Pennsylvania.

From the PMBB dataset, we obtained the following de-identified demographic and clinical variables: age, self-reported gender, self-reported race, height, weight, systolic and diastolic blood pressure, and others. CT attenuation is the quantitative reduction in the intensity of X-rays as they travels through different parts of the body in CT imaging.
pressure, abdominal CT scans, and blood HbA1c measurements. Of note, the only clinical lab value extracted was HbA1c to be used as ground truth in model training and evaluation—no blood biomarkers were used as model inputs. Patients with any missing values were excluded from the dataset. We also restricted our analysis to only outpatient measurements.

Using the axial border classification network and visceral/subcutaneous fat segmentation network proposed and trained by MacLean et al. (2021), we estimated four IDPs from any given abdominal CT study to be used as model inputs. These IDPs were (1) mean liver CT attenuation, (2) mean spleen CT attenuation, and estimated volume of (3) subcutaneous fat and (4) visceral fat.

The final pruned dataset consisted of 389 patients with a total of \( N = 2077 \) HbA1c measurements (1159 diabetic, 619 prediabetic, 299 nondiabetic)\(^2\) randomly selected samples were set aside as a holdout test set partition. Each HbA1c measurement was treated as a separate datapoint that could be used for model training or evaluation. To ensure that no patients were overrepresented in the dataset, we plotted a histogram of the number of times each patient was represented (Figure 1). The maximum frequency of 42 instances (1 occurrence) only comprised about 2% of the overall dataset.

Aside from self-reported race and gender, which are assumed to be time-invariant features here, a patient \( i \) has a set \( \{(x_{ij}, d_{ij})\} \) of any particular feature \( j \) within the dataset, where \( x_{ij} \) is a measurement of feature \( j \) for patient \( i \) and \( d_{ij} \) is the time at which \( x_{ij} \) was recorded. To construct a feature vector \( x \) associated with a particular HbA1c measurement \( y_i \) recorded on date \( \tilde{d}_i \), we first define

\[
(\hat{x}_{ij}, \hat{d}_{ij}) = \arg\min_{(x_{ij}, d_{ij})} ||d_{ij} - \tilde{d}_i||_1
\]

The feature vector \( x \) is formed by concatenating the selected measurements \( \hat{x}_{ij} \) for all features \( j \) that minimize the time between the feature measurement and the HbA1c measurement \( y_i \). We constructed feature vectors in this fashion for each of the \( N = 2,077 \) HbA1c measurements in our dataset. To ensure that the measurements in a given feature vector were made temporally close to one another, we plotted a histogram of datarange values, which we defined as the maximum length of time between any two features in \( x \) for each observation (Figure 1). The median datarange across our dataset was 18 days, and 87% of the feature vectors had a datarange no greater than 1 year.

4 EXPERIMENTAL METHODS

Our features used as model inputs could be divided into two disjoint sets: clinically derived phenotypes (CDPs), which are derived from physical examination, and image-derived phenotypes (IDPs) that are estimated from abdominal CT scans herein. The specific CDPs and IDPs used depended on the model class—broadly, we explored two categories of models, which we refer to as either \( r \)-type and \( p \)-type (Table 1). \( r \)-type models were trained on ‘raw’ data types (i.e. height and weight, for instance), while \( p \)-type models were trained on ‘processed’ data types (i.e. BMI). Comparing the

\(^2\)We stratify our dataset by self-reported gender and race in Table B1 and by age decade in Table B2.
performance of \( r \)- and \( p \)-type models could help us better understand if using derivative processed metrics that are better clinically correlated with T2DM risk could yield better model performance.

In Section 5.1, we train fully supervised classifier models that learn to classify T2DM patient status from feature inputs. Ground truth was determined from HbA1c measurements based on the cutoff values presented in Section 2.1. Classifier models were trained using a binary cross entropy loss function and evaluated based on their recall, precision, specificity, and overall accuracy. To assess model performance for hyperparameter tuning, we maximized the accuracy score on our validation partition consisting of 10% of the overall data. Final hyperparameter values are described in Table A1. The same set of hyperparameters were used to train an additional set of models to classify prediabetic status, where patients that are either prediabetic or diabetic according to their HbA1c lab value are grouped into a single category. This second task suffers from more class imbalance and therefore allows us to explore relative model performance on imbalanced datasets.

Table 1: Inputs for models trained on either raw data (\( r \)-Models) or a combination of raw and processed data (\( p \)-Models). Input data types are broken down into two categories: (1) Clinically Derived Phenotypes (CDPs) that can be assessed through a physical exam or patient interview, and (2) Image-Derived Phenotypes (IDPs) that are estimated from CT studies.

|       | Clinically Derived Phenotypes (CDPs) | Image-Derived Phenotypes (IDPs) |
|-------|-------------------------------------|---------------------------------|
| \( r \)-Models | Race, Gender, Age, SBP, DBP, Height, Weight | SubQ Fat, Visc Fat, Liver CT Attenuation, Spleen CT Attenuation |
| \( p \)-Models | Race, Gender, Age, SBP, DBP, BMI | SubQ Fat, Visc Fat, Spleen-Hepatic Attenuation Difference (SHAD) |

Separately in Section 5.2, we train fully supervised encoder models that learn to predict HbA1c values from feature inputs. These models were trained to minimize the \( L_2 \) loss relative to the patient’s ground truth HbA1c lab measurement. The same loss function was also used for hyperparameter tuning through \( k=10 \)-fold cross-validation from which the final values are reported in Table A3. All model training was performed on an Apple M1 MacBook Air using the CPU alone.

5 Results

5.1 Diabetes Mellitus Status Classification

Our results suggest that DNN and GBDT models perform comparably on both DM and DM/Pre-DM classification tasks (Table 2). While the NODE and FT-Transformer architectures achieved similar accuracy metrics, the FT-Transformer demonstrated the higher recall score, indicating a stronger ability to identify patients that may benefit from further workup for suspected diabetes (or pre-diabetes). Both the FT-Transformer and NODE models outperformed the AutoInt and baseline FCNN architectures with respect to overall accuracy. All DNN models outperformed the Zero-Rule and Weighted Random baselines, where the Zero-Rule classifier naively labels all patients as diabetic (or pre-diabetic), and the Weighted Random classifier randomly assigns patient diabetes status based on the proportion of positive samples in the training dataset. Furthermore, our learning-based models also outperformed the multi-rule classifier constructed from the prediabetes risk test from the American Diabetes Association [Bang et al., 2009].

In comparing relative classification performance between GBDT and DNN models, it is difficult to identify a uniformly superior candidate. While the GBDT achieved the highest recall score for the DM/Pre-DM classification task, this performance came at the cost of lower precision and specificity metrics when compared to that of the NODE and FT-Transformer models.

\[3\] Additional details on the Multi-Rule classifier are offered in Section A.1.
Table 2: Diabetes mellitus (DM) classification results using different classifier models that use both clinically derived phenotypes (CDPs) and image-derived phenotypes (IDPs) as input. Final hyperparameter values are included in Table A1. For comparison, our Multi-Rule classifier is a modified version of the official Prediabetes Risk Test provided by the American Diabetes Association and Centers for Disease Control and Prevention and predicts patient risk of diabetes through responses to a short clinical interview (Bang et al., 2009).

| Classifier       | Recall | Precision | Specificity | Accuracy | Recall | Precision | Specificity | Accuracy |
|------------------|--------|-----------|-------------|----------|--------|-----------|-------------|----------|
| Zero-Rule        | 100    | 52.4      | 0.0         | 52.4     | 100    | 81.2      | 0.0         | 81.2     |
| Weighted Random  | 44.4   | 75.5      | 41.0        | 43.8     | 87.2   | 81.4      | 12.8        | 73.4     |
| Multi-Rule       | 67.0   | 54.9      | 39.4        | 53.8     | 92.9   | 83.5      | 20.5        | 79.3     |
| r-FCNN           | 83.5   | 57.6      | 32.3        | 59.1     | 98.2   | 80.0      | 11.1        | 79.3     |
| r-AutoInt        | 78.9   | 68.3      | 59.6        | 69.7     | 97.6   | 83.3      | 15.4        | 82.2     |
| r-NODE           | 82.6   | 76.9      | 72.7        | 77.9     | 98.8   | 85.2      | 25.6        | 85.1     |
| r-FT-Transformer | 85.3   | 73.8      | 66.7        | 76.4     | 94.7   | 87.9      | 43.6        | 85.1     |
| r-GBDT           | 87.2   | 76.6      | 70.7        | 79.3     | 95.3   | 88.0      | 43.6        | 85.6     |

5.2 SynthA1c Encoder: Predicting HbA1c Values

One of the primary limitations to widespread clinical adaptation of learning-based systems for healthcare is the inability for many models to intelligently work together with existing clinician workflows. Addressing this obstacle necessitates that model outputs be interpretable to be better understood by both healthcare providers and their patients. To this end, we sought to explore whether popular tabular learning architectures that performed well on T2DM classification tasks in Table 2 could simultaneously be used to encode a latent variable with values that closely approximate the clinical HbA1c lab measurement used to formally diagnose T2DM in clinical practice.

We hypothesized that this synthetic HbA1c predictor, which we refer to as ‘SynthA1c,’ could be used to classify patient T2DM phenotype using traditional diabetic and pre-diabetic HbA1c cutoffs, providing output values that are better understood in clinical medicine. To our knowledge, we are the first to use covariates to predict HbA1c measurements as opposed to binary T2DM status.

Based on the results in Table 2 we focused our attention on two neural network models—NODE (Popov et al., 2019) and FT-Transformer (Gorishniy et al., 2021)—compared against GBDTs (Chen and Guestrin, 2016). Table 3 introduces the results of our encoder training using each of these three architectures. For each model, we calculated the root mean square error (RMSE) and Pearson correlation coefficient (PCC) between the predicted outputs and the ground truth. We then compared the predicted SynthA1c values with the traditional HbA1c threshold values for diabetes and pre-diabetes status classification to assess the utility of SynthA1c outputs in diagnosing T2DM.

Our results suggest that random forest encoders predicted SynthA1c values closest to ground truth HbA1c values according to both RMSE and PCC metrics. However, when SynthA1c values were then used for downstream T2DM status classification, we did not observe a uniformly superior model. The NODE and GBDT achieved similar recall scores while outperforming the FT-Transformer, but there were tradeoffs in model performance according to precision and specificity metrics. All models assessed performed better than the baseline ordinary least squares (OLS) encoder. Similar conclusions were made when using models that were trained on processed data types detailed in Table 1, such as BMI and spleen-hepatic attenuation difference. When feature vectors were expanded to the union of r− and p− model inputs (i.e. all of height, weight, and BMI were passed into a model, for instance), we observed no significant improvement in model performance.

5.3 Characterizing Out-of-Domain Model Performance

Given the heterogeneity of patient populations, an important consideration in clinical applications of machine learning is the generalizability of T2DM classifiers to members of previously unseen patient groups. This issue can be addressed in part by utilizing representative datasets for model training and evaluation that more fully capture the diversity of phenotypic data encountered in the hospital. Indeed, unlike other T2DM datasets often cited in related work, such as the Pima Indians...
Diabetes Database (Smith et al., 1988) and a dataset limited to the Chinese elderly (Wu et al., 2021) that include data on only one particular gender and/or ethnic group, the PMBB-derived dataset used in our experiments includes a more diverse group of patients (Tables B1, B2). Nonetheless, our dataset is still affected by the geographic, environmental, and socioeconomic variables unique to the PMBB dataset patients that undoubtedly influence incidence of disease.

Prior work by Ng et al. (2022) and Jiang et al. (2021) have shown that model smoothness can be used to predict out-of-domain generalization and potential adversarial vulnerability of neural networks. However, these works largely limit their analysis to classifier networks. To evaluate SynthA1c encoder robustness, we wanted to develop an estimation of model manifold smoothness and define a corresponding smoothness metric \( M \) of our encoder models.

First, under the mild assumption that our SynthA1c encoder function \( y : \mathbb{R}^{\lvert \mathbf{x} \rvert} \rightarrow \mathbb{R} \) is Lipschitz continuous, we can define a local manifold smoothness metric \( \mu \) at \( \mathbf{x} = \tilde{\mathbf{x}} \) given by

\[
\mu(\tilde{\mathbf{x}}) = \mathbb{E}_{\mathbf{N}(\tilde{\mathbf{x}})} \left[ \frac{\sigma_y^{-1} \lVert y(\mathbf{x}) - y(\tilde{\mathbf{x}}) \rVert_2}{\lVert \delta \mathbf{x} \otimes \sigma_x \rVert_2} \right]
\]

where we have a feature vector \( \mathbf{x} \) in domain \( D \) and a neighborhood \( \mathbf{N}(\tilde{\mathbf{x}}) \) around \( \tilde{\mathbf{x}} \), and defining \( \delta \mathbf{x} = \mathbf{x} - \tilde{\mathbf{x}} \), \( \otimes \) as the Hadamard division operator, and \( \sigma_x \) as a vector of the estimated standard deviations of each feature over \( D \).

The exact expectation value over a given neighborhood \( \mathbf{N}(\tilde{\mathbf{x}}) \) is computationally intractable, but we can approximate it instead using Monte Carlo integration through an empirical sampling of \( Q \gg 1 \) random feature points \( \mathbf{x}_k \) from \( \mathbf{N}(\tilde{\mathbf{x}}) \):

\[
\mu(\tilde{\mathbf{x}}) \approx \frac{1}{Q} \sum_{k=1}^{Q} \frac{\sigma_y^{-1} \lVert y(\mathbf{x}_k) - y(\tilde{\mathbf{x}}) \rVert_2}{\lVert (\delta \mathbf{x}_k \otimes \sigma_x)^T (\delta \mathbf{x}_k \otimes \sigma_x) \rVert_2^{1/2}}
\]

Using this expression for \( \mu \), we can define a metric \( M \) for the global encoder manifold smoothness over a domain \( D \). Here, we propose \( M \) as the expectation value of \( \mu(\mathbf{x}) \) over \( D \), which can again be similarly approximated by an empirical sampling of \( N \) feature vectors \( \{\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_N\} \subset D \).

We hypothesized that the global smoothness metric \( M \) inversely correlates with model performance on an out-of-domain dataset. To evaluate this experimentally, we assessed model performance on two previously unseen T2DM datasets: (1) the Iraqi Medical City Hospital dataset (Rashid, 2020); and (2) the PMBB inpatient dataset. The Iraqi dataset contains data on 1,000 patients with age, gender, BMI, and HbA1c measurements. Because of the limited feature set, we trained additional SynthA1c encoders (referred to as \( p'- \) type models) on the PMBB outpatient dataset using only these features. The PMBB inpatient dataset consisting of 2,066 inpatient measurements of the same datatypes including data on only one particular gender and/or ethnic group, the PMBB-derived dataset used in our experiments includes a more diverse group of patients (Tables B1, B2). Nonetheless, our dataset is still affected by the geographic, environmental, and socioeconomic variables unique to the PMBB dataset patients that undoubtedly influence incidence of disease.

Table 3: SynthA1c prediction results using different encoder models that use both clinically derived phenotypes (CDPs) and image-derived phenotypes (IDPs) as input. Final hyperparameter values are included in Table A3. r- (p-) prefixed models are fed raw (processed) inputs as outlined in Table 1.

| SynthA1c | RMSE (% A1C) | PCC | Recall | Precision | Specificity | Recall | Precision | Specificity |
|----------|--------------|-----|--------|-----------|-------------|--------|-----------|-------------|
| r-OLS    | 1.67         | 0.206 | 85.3   | 56.0      | 26.3        | 99.4   | 81.6      | 2.6         |
| p-OLS    | 1.73         | 0.159 | 80.7   | 57.5      | 34.3        | 98.2   | 81.8      | 5.1         |
| r-NODE   | 1.44         | 0.517 | 87.6   | 63.4      | 55.9        | 96.9   | 81.4      | 20.0        |
| p-NODE   | 1.51         | 0.441 | 83.5   | 61.4      | 54.1        | 97.5   | 80.3      | 13.3        |
| r-FT-Transformer | 1.60 | 0.378 | 85.6 | 55.0 | 38.7 | 92.9 | 70.7 | 20.6 |
| p-FT-Transformer | 1.57 | 0.649 | 77.3 | 59.5 | 54.1 | 98.2 | 80.0 | 11.1 |
| r-GBDT   | 1.36         | 0.567 | 87.2   | 66.4      | 51.5        | 96.4   | 82.3      | 10.3        |
| p-GBDT   | 1.36         | 0.591 | 77.1   | 72.4      | 67.7        | 95.3   | 87.0      | 38.5        |

\[ (\int_{\mathbf{N}(\tilde{\mathbf{x}}) \in D} d\mathbf{x})^{-1} \int_{\mathbf{N}(\tilde{\mathbf{x}}) \in D} d\mathbf{x} = \frac{\sigma_y^{-1} \lVert y(\mathbf{x}) - y(\tilde{\mathbf{x}}) \rVert_2}{\lVert (\delta \mathbf{x} \otimes \sigma_x)^T (\delta \mathbf{x} \otimes \sigma_x) \rVert_2^{1/2}} \]

\[ \int_{\mathbf{N}(\tilde{\mathbf{x}}) \in D} d\mathbf{x} \approx \frac{1}{Q} \sum_{k=1}^{Q} \frac{\sigma_y^{-1} \lVert y(\mathbf{x}_k) - y(\tilde{\mathbf{x}}) \rVert_2}{\lVert (\delta \mathbf{x}_k \otimes \sigma_x)^T (\delta \mathbf{x}_k \otimes \sigma_x) \rVert_2^{1/2}} \]
as the outpatient dataset described in Section 3. Generally speaking, inpatients are required to stay overnight in the hospital and can therefore be more unwell.

Table 4: Diabetes mellitus (DM) encoder model sensitivity and out-of-domain generalization results. Global smoothness metric values $M$ were evaluated on the PMBB outpatient dataset and are all multiplied by $10^2$ here for legibility. Model inference was evaluated on the Iraqi Medical Center Dataset and the PMBB Inpatient dataset. Because the Iraqi dataset does not include blood pressure measurements or imaging data, we trained additional encoder models on CDPs only using a separate set of features $p’$—these $p’$-type, CDP-only models are trained on all $p$-type model inputs as in Table 1 except systolic and diastolic blood pressure. We used the same hyperparameters in training $p$-type models for $p’$-type models, as delineated in Table A3.

| CDP Training Only (Race, Gender, Age, and BMI) | CDP + IDP Training |
|-----------------------------------------------|---------------------|
| | SynthA1c Encoder | Iraqi Dataset | PMBB Inpatient | SynthA1c Encoder | PMBB Inpatient |
| | $M$ | RMSE (% A1C) | PCC | RMSE (% A1C) | PCC | $M$ | RMSE (% A1C) | PCC |
| $p’$-NODE | 1.43 | 3.62 | 0.154 | 1.76 | 0.512 | $r$-NODE | 28.3 | 1.23 | 0.795 |
| $p’$-FTTransformer | 1.07 | 3.04 | 0.246 | 1.90 | 0.331 | $r$-FTTransformer | 23.2 | 1.58 | 0.617 |
| $p’$-GBDT | 3.28 | 6.25 | 0.021 | 1.54 | 0.674 | $r$-GBDT | 37.3 | 1.12 | 0.823 |

Based on the results on the Iraqi Medical Center Dataset in Table 4, we observed that as the global smoothness metric $M$ decreases across the three evaluated models, corresponding to a more globally smooth model, the RMSE in SynthA1c prediction decreases and the PCC increases, which corresponds to better predictive performance on the out-of-domain dataset. We also noted larger RMSE error values using the Iraqi Medical Center Dataset when compared to the PMBB outpatient test dataset results in Table 3. This supports our initial hypothesis that smoother models may generalize better to unseen datasets. Interestingly, we found that this relationship did not hold when considering the PMBB inpatient dataset; in fact, model predictive performance was inversely correlated with global smoothness. This could suggest that the PMBB inpatient and outpatient dataset distributions are more similar than initially predicted, and that inpatient T2DM disease phenotypes are not substantially distinct from outpatient disease within an otherwise identical patient population.

To further investigate this hypothesis, we computed the empirical Kullback-Leibler (KL) divergence between each of the test dataset distributions and the training dataset distribution with respect to the CDP features available in all our datasets: race, gender, age, BMI, and HbA1c. We assumed that our training outpatient dataset is drawn from an unknown distribution $Q(x)$, and each of our test datasets—the PMBB outpatient, PMBB inpatient, and Iraqi Medical Center datasets—are separately drawn from unknown distributions $P_{\text{Outpatient}}(x)$, $P_{\text{Inpatient}}(x)$, $P_{\text{Iraqi}}(x)$, respectively. Our results in Table 5 show that, as expected, both PMBB-derived datasets share a more similar distribution to the PMBB-derived outpatient training dataset when compared to the separate Iraqi dataset. This correlates with relative model performance in Tables 3 and 4. Interestingly, we also found that the KL divergence between the inpatient test set and training dataset was lower than that between the outpatient test set and training dataset. This agrees with the lower RMSE metric reported on the inpatient dataset in Table 4 when compared to that on the outpatient dataset in Table 3.

Table 5: Empirical KL Divergences comparing different test datasets with the training dataset $Q$.

$$D_{KL}(P_{\text{Outpatient}}||Q) = 1.84$$
$$D_{KL}(P_{\text{Inpatient}}||Q) = 0.227$$
$$D_{KL}(P_{\text{Iraqi}}||Q) = 31.2$$

Qualitatively, our results could be explained by a greater degree of homogeneity within the inpatient population that is better captured by the features observed by the encoder model during training. Additional discussion is offered in Section B.2. Further work is warranted to validate the proposed utility of the proposed metric $M$ across various tasks within the broader machine learning community, which is outside the scope of our discussion herein.

5.4 ABLATION STUDIES

Which input features are most important for classification performance? Until now, prior T2DM classifiers have used only blood lab measurements and physical examination data to predict...
T2DM status. In contrast, our classifiers presented herein are the first to incorporate IDPs as input model features. To better understand the benefit of using IDPs in conjunction with CDPs, we evaluated classifier performance on models trained using either only CDPs and only IDPs and compared them to corresponding models trained using both CDPs and IDPs as inputs.

Our results suggest that while classifier models trained only on CDPs generally outperform those trained only on IDPs, the best performance is achieved when combining CDPs and IDPs together (Table 6). This further validates the clinical utility of incorporating IDPs into patient diagnosis and disease risk stratification first proposed by MacLean et al. (2021) and related work.

Table 6: Ablation study assessing model performance as a function of whether clinically derived phenotypes (CDPs) and/or image-derived phenotypes (IDPs) are passed in as inputs. Here, we assessed performance for the three subjectively best performing classifiers from Table 2: NODE, FT-Transformer, and GBDT. Final hyperparameter values are included in Table A4.

|                | DM Classification | DM + Pre-DM Classification |
|----------------|-------------------|----------------------------|
| **r-NODE**     |                   |                            |
| CDPs Only      | Recall 77.1       | Recall 95.9                |
|                | Precision 73.7     | Precision 86.6             |
|                | Specificity 69.7   | Specificity 35.9            |
|                | Accuracy 73.5      | Accuracy 84.6              |
| IDPs Only      | Recall 73.4       | Recall 90.5                |
|                | Precision 76.9     | Precision 90.5             |
|                | Specificity 75.8   | Specificity 59.0            |
|                | Accuracy 74.5      | Accuracy 84.6              |
| CDPs + IDPs    | Recall 82.6       | Recall 98.8                |
|                | Precision 76.9     | Precision 85.2             |
|                | Specificity 72.7   | Specificity 25.6            |
|                | Accuracy 77.9      | Accuracy 85.1              |
| **r-FT-Transformer** |                |                            |
| CDPs Only      | Recall 78.0       | Recall 95.3                |
|                | Precision 76.6     | Precision 85.6             |
|                | Specificity 73.7   | Specificity 30.8            |
|                | Accuracy 75.9      | Accuracy 83.2              |
| IDPs Only      | Recall 71.6       | Recall 92.9                |
|                | Precision 60.5     | Precision 85.8             |
|                | Specificity 48.5   | Specificity 33.3            |
|                | Accuracy 60.6      | Accuracy 81.7              |
| CDPs + IDPs    | Recall 85.3       | Recall 94.7                |
|                | Precision 73.8     | Precision 87.9             |
|                | Specificity 66.7   | Specificity 43.6            |
|                | Accuracy 76.4      | Accuracy 85.1              |
| **r-GBDT**     |                   |                            |
| CDPs Only      | Recall 80.7       | Recall 98.8                |
|                | Precision 68.6     | Precision 84.8             |
|                | Specificity 59.6   | Specificity 23.1            |
|                | Accuracy 70.7      | Accuracy 84.6              |
| IDPs Only      | Recall 73.4       | Recall 96.4                |
|                | Precision 75.5     | Precision 87.6             |
|                | Specificity 73.7   | Specificity 41.0            |
|                | Accuracy 73.6      | Accuracy 86.0              |
| CDPs + IDPs    | Recall 87.2       | Recall 95.3                |
|                | Precision 76.6     | Precision 88.0             |
|                | Specificity 70.7   | Specificity 43.6            |
|                | Accuracy 79.3      | Accuracy 85.6              |

6 DISCUSSION AND CONCLUSION

Our work assesses the value of integrating IDPs extracted using AI-based radiomic analysis into both neural network and decision tree models for predicting T2DM patient phenotypes. We demonstrated that fully supervised models that utilize IDPs and CDPs together can accurately predict T2DM status as a potential incidental finding during radiologic imaging appointments, requiring minimal additional information from patients and healthcare providers. Simultaneously, we showed that popular tabular learning architectures could act as novel SynthA1c encoders to predict HbA1c measurements noninvasively and ultimately improve the clinical interpretability of model outputs. Finally, we demonstrate that model sensitivity to perturbations in input feature vectors may be correlated with prediction performance on previously unseen data sampled from out-of-domain patient populations, although additional validation studies on separate tasks are needed.

Future work remains to be done to improve the predictive power of learning-based patient T2DM status prediction. Firstly, the increasingly widespread availability of clinical imaging data enables potential work in tracking changes in patient-specific imaging studies and extracted IDPs over periods of time, which could be indicative of disease progression or remission. Such time series data could represent powerful additional features that better take into the account the longitudinal effects of therapeutic regimens, lifestyle modifications, and other factors. For example, prior work by Pimentel et al. (2018) showed that time series analysis using physical exam features alone could achieve comparable predictive power compared to corresponding models trained on static feature vectors consisting of both physical exam and more invasive clinical lab measurements.

Medical biobanks, such as the Penn Medicine BioBank used to construct our dataset herein, also feature other information-rich data types in addition to imaging and clinical data. Modern health datasets now include genomic sequencing, wearable devices, and histological slides among many others that can enable powerful advancements in precision medicine in addition to disease and prognosis forecasting. As such data become increasingly available, multimodal ML methods that are able to effectively incorporate all these data types may improve upon current techniques.
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### A IMPLEMENTATION DETAILS

#### A.1 T2DM CLASSIFIER EXPERIMENTS

Table A1 summarizes the final tunable hyperparameter values used for our T2DM classifier experiments introduced in Section 5.1.

In our results in Table 2 we compare our learning-based models against a multi-rule classifier inspired by a similar classifier provided through a collaboration by the American Diabetes Association...
Table A1: Hyperparameters for the T2DM status classification experiment. All non-GBDT models were trained using an Adam optimizer with default parameters $\beta_1 = 0.9, \beta_2 = 0.999$ (Kingma and Ba, 2014).

| Hyperparameter          | r-FCNN | r-AutoInt | r-NODE | r-FT-Transformer | r-GBDT |
|-------------------------|--------|-----------|--------|------------------|--------|
| Number of Epochs/Boosted Trees | 150    | 150       | 150    | 150              | 32     |
| $\eta$ Learning Rate (LR) | 0.01   | 0.001     | 0.03   | 0.0001           | 0.1    |
| LR Step Size (Epochs)   | 25     | 50        | 100    | 100              | —      |
| $\gamma$ LR Decay Rate  | 0.5    | 0.1       | 0.5    | 0.5              | —      |
| Batch Size              | 128    | 128       | 128    | 64               | 64     |
| Dropout                 | 0.0    | 0.01      | 0.0    | 0.01             | —      |
| Activation              | ReLU   | ReLU      | ReLU   | ReLU             | —      |
| Maximum Tree Depth      | —      | —         | —      | —                | 16     |
| $\alpha L_1$ Regularization | —     | —         | —      | —                | 1      |
| $\lambda L_2$ Regularization | —     | —         | —      | —                | 2      |
| Early Stopping          | No     | No        | No     | No               | No     |

(ADA) and Centers for Disease Control and Prevention (CDC). The official ADA/CDC classifier from Bang et al. (2009) predicts patient risk of developing prediabetes through assigning points to specific responses to a short clinical interview. A score greater than a pre-defined threshold corresponds to increased risk for prediabetes and ultimately T2DM. Similar score-based metrics are used clinically for a wide variety of different diseases (Kamath et al., 2001; Pocock et al., 2012; Teasdale and Jennett, 1974; Bernabe-Ortiz et al., 2018). However, because some of the Bang et al. (2009) classifier questions ask for patient information that we do not consider here, such as family history and past pregnancy information, we only selected a subset of questions from the ADA/CDC classifier to use in our baseline multi-rule classifier for Table 2 which we detail in Table A2.

Table A2: Modified ADA/CDC Multi-Rule Classifier: Questionnaire used for baseline classification in Table 2. All questions and point assignments are the same as those used in the official ADA/CDC diabetes risk test (Bang et al., 2009). Due to lack of data, we excluded questions from the official test that asked about (1) gestational diabetes diagnosis, (2) family history of diabetes, and (3) exercise activity level.

| Question                                                                 | Points |
|--------------------------------------------------------------------------|--------|
| **1. How old are you?**                                                  |        |
| <40 years old                                                           | 0      |
| 40-49 years old                                                         | 1      |
| 50-59 years old                                                         | 2      |
| >60 years old                                                           | 3      |
| **2. Do you identify as a man or a woman?**                             |        |
| Woman                                                                   | 0      |
| Man                                                                     | 1      |
| **3. Do you have a systolic blood pressure >130 mmHg and/or a diastolic blood pressure >80 mmHg?** |        |
| No                                                                      | 0      |
| Yes                                                                     | 1      |
| **4. What is your weight category?** Weight categories are defined originally by Bang et al. (2009). |        |
| Not overweight or obese                                                 | 0      |
| Overweight                                                              | 1      |
| Obese                                                                   | 2      |
| Extremely obese                                                         | 3      |

Sum all points to calculate final score.

Because our multi-rule classifier does not use the same exact set of questions as the ADA/CDC classifier, the ADA/CDC threshold scores to classify patients as having increased risk for T2DM is not valid for us to use here. Therefore, based on analyzing the distribution of scores for diabetic, prediabetic, and non-diabetic patients, we chose to empirically set the threshold cutoff for prediabetes as having a score of 3 or higher from Table A2 and the cutoff for diabetes as a score of 5 or higher. For
comparison, the cutoff for the classifier proposed by Bang et al. (2009) was a score of 5 or higher for prediabetic status.

### A.2 SYNTHA1c Encoder Experiments

Table A3 summarizes the final tunable hyperparameter values used for our SynthA1c encoder experiments introduced in Section 5.2.

Table A3: Hyperparameters for the SynthA1c experiment. All non-GBDT models were trained using an Adam optimizer with default parameters $\beta_1 = 0.9, \beta_2 = 0.999$ (Kingma and Ba, 2014).

| Hyperparameter                                | r-NODE | p-NODE | r-FT-Transformer | p-FT-Transformer | r-GBDT | p-GBDT |
|-----------------------------------------------|--------|--------|------------------|------------------|--------|--------|
| Number of Epochs/Boosted Trees                | 100    | 100    | 100              | 100              | 32     | 32     |
| $\eta$ Learning Rate (LR)                     | 0.01   | 0.03   | 0.00001          | 0.001            | 0.25   | 0.1    |
| LR Step Size (Epochs)                         | 40     | 40     | —                | 50               | —      | —      |
| $\gamma$ LR Decay Rate                        | 0.5    | 0.5    | —                | 0.5              | —      | —      |
| Batch Size                                    | 16     | 16     | 4                | 128              | —      | —      |
| Dropout                                       | 0.0    | 0.0    | 0.02             | 0.01             | 0.0    | —      |
| Activation                                    | ReLU   | ReLU   | ReLU             | ReLU             | —      | —      |
| Maximum Tree Depth                            | —      | —      | —                | 6                | 8      | —      |
| $\lambda_1$ L1 Regularization                | —      | —      | —                | 0                | 1      | —      |
| $\lambda_2$ L2 Regularization                | —      | —      | —                | 1                | 4      | —      |
| Early Stopping                                | No     | No     | No               | No               | No     | No     |

### A.3 Ablation Study Experiments

Table A4 summarizes the final tunable hyperparameter values used for our classifier ablation experiments discussed in Section 5.4.

Table A4: Hyperparameters for comparing models trained on only CDPs or only IDPs with those trained using a combination of the two. The final hyperparameter values for models trained using both CDPs and IDPs are included in Table A1. All non-GBDT models were trained using an Adam optimizer with default parameters $\beta_1 = 0.9, \beta_2 = 0.999$ (Kingma and Ba, 2014).

| Hyperparameter                                | CDPs Only | IDPs Only |
|-----------------------------------------------|-----------|-----------|
| Number of Epochs/Boosted Trees                | 150       | 150       |
| $\eta$ Learning Rate (LR)                     | 0.03      | 0.001     |
| LR Step Size (Epochs)                         | 100       | 100       |
| $\gamma$ LR Decay Rate                        | 0.5       | 0.5       |
| Batch Size                                    | 16        | 128       |
| Dropout                                       | 0.0       | 0.01      |
| Activation                                    | ReLU      | ReLU      |
| Maximum Tree Depth                            | —         | 16        |
| $\alpha$ L1 Regularization                   | —         | 2         |
| $\lambda_2$ L2 Regularization                | —         | 4         |
| Early Stopping                                | No        | No        |

### B Additional Results

A breakdown by demographic features of our PMBB outpatient training dataset used for model training is reported in Tables B1 and B2.

Table B1: Dataset stratified by self-reported gender and self-reported race.

|                | White | Hispanic | Black | Asian | Pacific Islander | Native American | Other/Unknown | Total |
|----------------|-------|----------|-------|-------|------------------|-----------------|---------------|-------|
| Male           | 401   | 26       | 427   | 8     | 6                | 0               | 12            | 880   |
| Female         | 319   | 14       | 821   | 28    | 0                | 5               | 10            | 1197  |
| **Total**      | 720   | 40       | 1248  | 36    | 6                | 5               | 22            | 2077  |
Table B2: Dataset stratified by age.

| Age Decade | 20-29 | 30-39 | 40-49 | 50-59 | 60-69 | 70-79 | 80-89 | Total |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|
| Count      | 31    | 89    | 362   | 593   | 680   | 299   | 23    | 2077  |

B.1 SYNTHA1C ENCODER EXPERIMENTS

To further interrogate our SynthA1c encoders and investigate the possibility of biased performance, we examined whether model performance varied as a function of demographic features such as self-reported gender and ethnicity (Figures B1, B2). Focusing our attention on our GBDT encoders, the best performing architecture based on test RMSE and PCC metrics, we observed no qualitative difference in model performance when results were stratified by either self-reported gender or race.

Figure B1: Quantitative analysis of the \( r \)-GBDT SynthA1c encoder described in Table B2. Scatter plot of SynthA1c model outputs vs ground truth HbA1c lab measurements for \( N = 208 \) test datapoints. (Top right) Same plot stratified by self-reported gender. (Bottom left) Same plot stratified by self-reported race. (Bottom right) Bland-Altman plot comparing SynthA1c and HbA1c values. Figure B2 includes a similar panel for the \( p \)-GBDT SynthA1c encoder.

B.2 OUT-OF-DOMAIN MODEL PERFORMANCE EXPERIMENTS

Figure B3 showcases the pairwise relationships between BMI, age, and Hemoglobin A1c measurements across three different datasets in order to better understand the domain characterization results from Tables 4 and 5.
Figure B2: Quantitative analysis of the p-GBDT SynthA1c encoder described in Table 3. (Top left) Scatter plot of SynthA1c model outputs vs ground truth HbA1c lab measurements for \( N = 208 \) test datapoints, stratified by BMI category. (Top right) Same plot stratified by self-reported gender. (Bottom left) Same plot stratified by self-reported race. (Bottom right) Bland-Altman plot comparing SynthA1c and HbA1c values.

Figure B3: Pair plots of the quantitative features that are available in all three datasets considered in our work: (1) body mass index (BMI), (2) age, and (3) Hemoglobin A1c measurement. The datasets shown here include: (1) the PMBB outpatient test dataset (\( N = 208 \)), (2) the PMBB inpatient dataset (\( N = 2066 \)), and (3) the Iraqi Medical Center dataset (\( N = 1000 \)).