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Abstract

The approach of using audio datasets to solve the problems revolving around land use patterns has gained decent amount of research exposure in the recent times. Although being a blooming domain in the field of AI and Data Analysis, it would not be wrong to declare that a significant amount of journey is yet to be covered. In this article, the project conducted to classify some pre-defined acoustic scene is discussed and explained.

- System designed -

Input ambient audio recording of a certain scene.
Output class to which the scene belongs.

The approach used not only challenges some of the fundamental mathematical techniques used so far in early experiments of the same trend, but also it introduces new scopes and new horizons for interesting results. The physics governing spectrograms has been optimized in the project along with exploring how it handles the intense requirements of the problem in hand. Major contributions and developments brought under the light through this project involve using better mathematical techniques and problem specific machine learning methods.

Improvised data analysis and data augmentation for audio datasets like frequency masking and random frequency-time stretching are used in the project and hence, are explained in this article. In the used methodology, audio transform principles were also explored, and indeed the insights gained were used constructively in the later stages of project. Using a deep learning approach is surely one of them.

Also, the potential scopes and upcoming research openings in both short and long term tunnel of time has been presented in this article. Although much of the results gained are domain specific as of now, but they are surely potent enough to produce novel solutions in various different domains of diverse backgrounds.
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1 Introduction

The automatic classification of environmental sound is a growing research field with multiple applications to large scale content-based multimedia indexing and retrieval.

While much of the literature and buzz on deep learning concerns computer vision and natural language processing (NLP), audio analysis — a field that includes automatic speech recognition (ASR), digital signal processing, and music classification, tagging, and generation — is a growing sub domain of deep learning applications.

To be precise, the sonic analysis of urban environments is the subject of increased interest, partly enabled by multimedia sensor networks, as well as by large quantities of online multimedia content depicting urban scenes. However, while there is a large body of research in related areas such as speech, music and bio-acoustics,
work on the analysis of urban acoustic environments is relatively scarce.

Significant research exposure is being provided to creative ideas which are potent enough to contribute novel solutions towards generic areas like noise-pollution control/reduction, and complicated and challenging areas like personalized location tagging with respect to noise levels/types etc.

This article is structured in a way where major contributions from this project are made towards the problem in hand is put next. Then the backgrounds section is kept followed by Materials & Methods section, where the used procedural techniques are described in a detailed manner. Then Discussions are done followed by Conclusions. Finally the journal is halted with Acknowledgements.

2 Contributions

First of all, there has been many efforts in research and development sector to solve problems related to classification of land-use patterns. But majorly all the early work done in this context were entirely based on imagery datasets. This led to major public privacy breach issues and masses in general were not in favour of such experiments. This is based on the idea of using auditory datasets to solve the mentioned problems. Such approach is challenging indeed but it excludes the mentioned major issue related to privacy protocols.

Secondly, observing the mathematical techniques used in early and existing researches, it can be claimed that very less ideas were borrowed from other domains. Researchers usually used methods from Linear Algebra like matrix manipulation etc., which in general could not bear up the expected computational complexities. This is discussed in the upcoming sessions. This project works with spectrograms which is proven to fix the existing issues in computation.

Spectrograms can handle multiple parameters of audios at a time. This helps to fit the computational complexities within the expected levels. The physics governing spectrograms surely promises a better problem solving method for the problem in context.

Also, the lack of common vocabulary in datasets under use was a distinct problem for projects in the domain so far. In simple terms, for a certain acoustic scene like office, usually the quality of audio recorded from different locations like New York, Timbuktu and Wuhan differs with great extent. As a whole audio features like frequencies, average amplitude etc. also varies greatly. This issue is somewhat neutralized by the usage of spectrograms, as such audio features get evenly represented.

In this project, the data augmentation techniques used are in general a more specific option for the current problem. This further helps to analyzed data to fit better in the model. This is again discussed thoroughly in the Materials & Methods section.

A pre-trained neural network is used to handle the classification problem component. Usage of such method specific neural network is currently gaining a lot of exposure in the mentioned domain. This contributes to the problem solving procedure by providing better results than other classical neural networks currently in use.

Also, on technical grounds, methods used to classify audio scenes ignored the temporal factors associated with audio datasets. The usage of problem specific convolutional neural network takes the spatiotemporal factor under consideration. Doing this evidently improves the quality of results.

3 Background

Motivated by various real-world applications, such as machine listening and surveillance, acoustic scene classification (ASC) has become a popular topic lately. Unlike in conventional sound processing, ASC deals with acoustics in daily life. Therefore, due to the complexity in environmental sound composition, conventional sound analysis schemes like ASR and music information retrieval, are not well suited to ASC. There are two channels of information that contribute to acoustic scene perception, namely, sound textures which present high temporal homogeneity nature of environmental sound and acoustic events which are superimposed on the background.

4 Materials & Methods

4.1 About the dataset

This project makes use of auditory datasets from recordings made available as part of
the DCASE (Detection and Classification of Acoustic Scenes and Events) 2019 challenge:
http://dcase.community/challenge2019/task-acoustic-scene-classification

The dataset consists of 10-seconds audio segments from 10 acoustic scenes. Each acoustic scene has 1440 segments (240 minutes of audio). The dataset contains in total 40 hours of audio.

4.2 Data Analysis

The meta-data of the audio files was extracted as depicted in the image:

```
| City   | Categories   | Recording |
|--------|--------------|-----------|
| city   | airport      | 1440      |
| city   | bus          | 1440      |
| city   | metro        | 1440      |
| city   | park         | 1440      |
| city   | public square| 1440      |
| city   | restaurants  | 1440      |
| city   | street traffic| 1440     |
| city   | train        | 1440      |
| county | barnswallow  | 1431      |
| county | barn swallow | 1437      |
| county | blackbirds   | 1437      |
| county | bluebirds    | 1437      |
| county | larks        | 1465      |
| county | larks        | 1465      |
| county | miles        | 1460      |
| county | prairie      | 1460      |
| county | sparrow      | 1460      |
| country| stockholm    | 1456      |
| country| vienna       | 1456      |
```

Figure 1: Metadata of the files

The primary approach of the methodology was to convert audio files(.wav) to spectrograms(.png). In order to represent multiple factors associated with an audio file, which is also very essential for analysis and exploration, Mel Spectrograms were found to be the perfect agent.

4.3 Spectrograms

The Mel scale is based on what humans perceive as equal pitch differences. The Mel scale defines how the frequency axis is scaled in the spectrograms.

1. Evidently, the result of the scaling produced due to use of Mel Spectrograms densely distributed the low frequencies but in the same time it almost filtered out most of the high frequency tones (figure 2). In technical language we can say that the data represented was a bit skewed towards higher frequencies.

Figure 2: Mel Spectrogram.

2. To sort out this issue, the scaled spectrograms were further passed through a logarithmic re-scaler, here in the form of Log-Frequency Power Spectrogram, also known as constant-Q power spectrogram. With the use of log-frequency spectrograms, the structure of low frequencies are gets well represented. Also the audio power is now more distributed over the frequency intervals (figure 3).

Figure 3: Log - Frequency Power Spectrogram (before pre-emphasis).

3. Yet high frequencies were still underrepresented. To sort out this issue, an emphasizing algorithm[1][2] was used, which gradually toned the higher frequencies and fixed their representation. Broadly, the emphasizing algorithm filter mixes the signal with its first derivative. Mathematically,

\[ y[n] = \frac{x[n] - (\alpha \cdot x[n - 1])}{1 - \alpha} \]  \hspace{1cm} (1)

is summarised formula of the algorithm, where \( \alpha \) is a constant (signal modulator). The code for the same is used in Pre-Emphasis part of the environment.

Figure 4: Log - Frequency Power Spectrogram (after pre-emphasis).
4. As a last block in the module, the resultant spectrograms are now converted to grey-scale images. This accounts for the simplification of the analysis complexity. These images act as an input for the model which shall be discussed further (figure 5).

A separate code file “Conversion_to_spectrograms.py” was created which enables a single terminal command to convert all audio files into spectrograms.

4.4 Modelling

Now the problem becomes an image classification one rather than an audio classification problem. So, these images need to be fed to the model viz. a convoluted neural network model(CNN). But there is a caveat here: the data requirements of a neural network model is quite high as opposed to 1440 per class in this present context (figure 1). This is addressed by augmenting the data.

Data Augmentation

Just like with images, there are several techniques to augment audio data as well. This augmentation can be done both on the raw audio before producing the spectrogram, or on the generated spectrogram. Augmenting the spectrogram usually produces better results.

4.4.1 Raw Audio Augmentation

Time Stretch: Stretching the time axis according to the sample size. The sound is randomly slowed down or speed up. Comparing figure 6 and figure 7, the difference in the graduations on the axes can be noticed.

Figure 6: Time Stretch.

Figure 7: Image after Random Audio Transform.

4.4.2 Spectrogram Augmentation

Frequency mask — Randomly masking out a range of consecutive frequencies by adding horizontal bars on the spectrogram (figure 8).

Figure 8: Image after frequency masking.

Before training the data (spectrograms), it was splitted into the train, validation and test datasets. This was done using the script python file “Splitting_datasets.py”.
Neural Network Training

Using a pre-trained network as a starting point simplifies finding solutions. One such example for image recognition is VGG16 (trained on the ImageNet dataset) delivered with the torchvision package[3]. In this project, a pre-trained VGG16 model with custom classifiers was employed.

4.4.3 Create Transforms

Several hyper-parameters like `octaves*`, number of `bins per octave` were defined. The data was normalized using a default normalization vector for pre-trained VGG16. The train and test transforms were applied after applying the augmentation functions.

4.4.4 Define Custom Data Loaders

A function was defined that fetches the individual data items and packages them into a batch of data. In this project, the data was loaded as batches of 32.

4.4.5 Creating Model

Two fully connected layers with ReLU activation and another fully connected layer with Softmax activation were created as classifiers layers. A function for loading the model, with pre-trained VGG16 and the classifiers was loaded.

4.4.6 Training

After defining the functions for measuring accuracy and saving weights; the training loop was run. An accuracy of 68% was achieved in the 24th epoch. After running till the 34th epoch and the accuracy not improving; the training loop terminated. Hence, an accuracy of around 68% on the validation set was obtained.
Evaluation

Upon testing the model on the testing dataset, an accuracy of around 67.6% was achieved. The confusion matrix is also depicted in the following image:

![Confusion Matrix](image15.png)

Figure 15: Confusion Matrix

```json
{'airport': 0, 'bus': 1, 'metro': 2, 'metro_station': 3, 'park': 4, 'public_square': 5, 'shopping_mall': 6, 'street_pedestrian': 7, 'street_traffic': 8, 'tram': 9}
```

Figure 16: Class-indices for reading the matrix

6 Discussion

6.1 Classical techniques refined

Pre-processing

When it comes to data pre-processing, several techniques based on some core mathematical concepts were under consideration. A method that was being explored in some early experiments was regarding the usage of arrays.

1. In such methods, only one factor of audio files in general is taken at a time, for example frequency, and then the audio file is converted into an array using sampling techniques*.

2. After getting arrays of different properties of the audio files, the arrays are then used together to frame out a multidimensional array or matrix. This matrix is the passed through several mathematical and computational techniques based on linear algebra for analysis[4].

Figure 18: Audio to array.
But this methods could not meet the expectations required because often it could not bear the computational complexities needed for solving the problem in hand. In such case spectrograms were found better according to the requirements.

Neural Network

ASC algorithms mostly use CNN based network architectures since they usually provide a summarizing classification of longer acoustic scene excerpts.

A pre-trained VGG16 proved useful because this model is trained on a huge dataset. Maybe, this is the reason why it proved useful for audio classification problems which have less amount of datasets.

In contrast, AED (Acoustic Event Detection) algorithms commonly use convolutional recurrent neural networks (CRNN) as they focus on a precise detection of sound events. This architecture combines CNN as the front-end for representation learning and a recurrent layer for temporal modeling. Unfortunately, due to various constraints this could not be tried and implemented by the team.

6.2 Limitations faced

First of all, the usage of large datasets improved the quality of probabilistic predictions as a whole. But simultaneously, on the other hand it also increased the need of high end hardware to load the required computational needs. The problem faced was specific to the lack of high-end hardware tools like better GPU etc. As a result of which, the process of repeated training of neural network and running the overall coding setup in general took too much time. Secondary methods like usage of Google Collab was used at last.

A problem faced which technically cannot be refined further is the memory requirements involved while storing the audio files and altogether with the converted spectrograms. It is almost certain that if the size of the input dataset is increased for refined results then the intensity of this problem will increase likewise.

Also, while executing the project in successive phases, a need of using better data augmentation methods was felt. It was observed that there was a scope of improvement.

Conclusions

If the project is further approached, then surely some major refinements would be tried for. In general, the discussed short term and long term proposals and ideas are an indirect implication of some difficulties faced during the conduct of the project. The team as a whole felt that such hindrances should be solved for the betterment of the project in further stages. Likewise some suggestions would be as follows:

1. Optimizing the parameters used for data augmentation and the transforms involved within is one such proposal. Most likely, as backed up by the exposure gained through this project, it would be beneficial to try grid search for this task[5],[6].

2. Moving ahead, many other data augmentation techniques like usage of proportional/strict filtering of ambient noise should also be explored[7].

3. A simple but indeed a challenging task would be to design specific neural networks for acoustic scene classification. Even the prospect of designing a neural network with increased specificity might tend to open further interesting research gateways[8],[9].

Talking about further strides, many active researches are already under progress which promise interesting contribution towards the domain of environmental science. To be one step specific, we can point out advancements done in the areas like bio-acoustic for animal sound classification[10],[11].
Creatively, results obtained at the end of this project might end up helping defence technologies. Domains like security surveillance of remote and inaccessible places and areas need further refinements in their existing technology. Suspected personalities and targets can be tagged through ambient noise and sounds. This seems to be a very promising possibility as acoustic scene classification methods are already a key in such scenarios.
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