Broadband Electrical Action Sensing Techniques with conducting wires for low-mass dark matter axion detection
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Due to the inverse Primakoff effect, it has been shown that when axions mix with a DC \( \vec{B} \)-field, the resulting electrical action will produce an AC electromotive force, which oscillates at the Compton frequency of the axion. As in standard electrodynamics, this electromotive force may be modelled as an oscillating effective impressed magnetic current boundary source. We use this result to calculate the sensitivity of new experiments to low-mass axions using the quasi-static technique, defined as when the Compton wavelength of the axion is greater than the dimensions of the experiment. First, we calculate the current induced in a straight conducting wire (electric dipole antenna) in the limit where the DC \( \vec{B} \)-field can be considered as spatially constant and show that it has a sensitivity proportional to the axion mass. Following this we extend the topology by making use of the full extent of the spatially varying DC \( \vec{B} \)-field of the electromagnet. This is achieved by transforming the 1D conducting wire to a 2D winding with inductance, to fully link the effective magnetic current boundary source and hence couple to the full axion induced electrical action (or electromotive force). We investigate two different topologies: The first uses a single winding, and couples to the effective short circuit current generated in the winding, which is optimally read out using a sensitive low impedance SQUID amplifier: The second technique uses multiple windings, with every turn effectively increasing the the induced voltage, which is proportional to the winding number. The read out of this configuration is optimised by implementing a cryogenic low-noise high input impedance voltage amplifier. The end result is the realisation of new Broadband Electrical Action Sensing Techniques with orders of magnitude improved sensitivity over current low-mass axion experiments, with a sensitivity linearly proportional to the axion photon coupling and capable of detecting QCD dark matter axions in the mass range of \( 10^{-12} - 10^{-8} \text{eV} \) and below.

INTRODUCTION

Axions are neutral spin-zero bosons, which should exist to solve the strong charge-parity problem in QCD and have been postulated to be cold dark matter [1–13]. Axions modify electrodynamics through the axion two photon coupling [14] so intrinsically the system consists of three degrees of freedom, two photon and one axion. If we were to consider the whole three degrees of freedom of the axion coupled to two photons, the overall system would be conservative. In fact, a recent analysis of the conserved quantities in the entire three degrees of freedom of the interaction was undertaken [15], which concluded that the conserved charges are the sum of the “Noether” electric charge plus a magnetic charge induced by the dynamical axion field.

Modified axion electrodynamics represents the equations of motion from only the point of view of the two photonic degrees of freedom. Recently it was shown [16] that the equations of motion can be described by non-conservative electrodynamics, where the axion dynamics enters as a forcing function to standard electrodynamics through an extension of the constitutive relations. Here, the forcing function terms are mixing terms between the axion and photons, which present as a product of the axion scalar field, \( a(t) \), with either the electric field, \( \vec{E} \), or magnetic field, \( \vec{B} \) of the photons. However, for axion experiments to reach predicted QCD model limits, it is common that one of the photonic degrees of freedom becomes a large solenoidal or toroidal DC \( \vec{B} \)-field, \( \vec{B}_{DC}(\vec{r}) \) [17–33]. For this configuration \( \vec{B}_{DC}(\vec{r}) \) acts as a mediator to convert axions to photons through the second photonic degree of freedom (inverse Primakoff effect), creating photons oscillating at the Compton frequency of the axion, \( \omega_a \). To create \( \vec{B}_{DC}(\vec{r}) \), an impressed DC electrical current, \( \vec{J}_{DC} \), is necessary to drive an electromagnet solenoidal or toroidal coil of many turns, and in this case the axion-induced forcing function driving the system is an electrical action proportional to, \( a(\omega_a t) \vec{B}_{DC}(\vec{r}) \).

It is well known in standard electrodynamics, that an ideal voltage source, which converts an external non-electromagnetic energy source into electromagnetic energy via an electromotive force (emf), can be modelled by an effective impressed magnetic current localised at the boundary of the voltage source (without invoking magnetic monopoles) [34–36]. Such a voltage source may be described as a non-conservative electric field (or impressed electric field) with a vector direction governed by the left hand rule of the effective magnetic current, and can also be characterized with an electric vector potential. Axion modified electrodynamics exhibit the same characteristic, and can be describes a non-conservative process with respect to the photonic degrees of freedom, and has been shown to have a similar localised effec-
tive impressed magnetic current boundary source with an electric vector potential \([16, 37, 38]\). Thus, the dynamic action of the axion creates oscillating electromagnetic fields in a similar way to an AC voltage source in electrodynamics, except with no ± voltage terminals.

The purpose of this work is to lay the foundations of some new Broadband Electric Action Sensing Technique for low-mass axion dark matter detection when applying DC magnetic fields. We achieve this by solving the axion modified equations in the quasi-static limit to explore experiments, which are directly sensitive to the axion generated emf. These new techniques implement a conducting wire antenna or coil windings, which are predicted to have very small currents and voltages induced by the QCD axion. However, we calculate that these can be measured by using low noise detection techniques based on Superconducting Quantum Interference Devices (SQUIDs) or High Impedance Amplifiers (HIAs).

Other low-mass axion detection experiments, which utilise axion-photon coupling are underway by utilising magnetic field or phase sensing \([22, 29, 30, 39]\), with first results of some of these experiments recently published \([33, 40, 41]\). We show that our sensitivity calculations are consistent with others, which calculate that the electric field produced by the axion current in the low-mass limit is suppressed \([42–44]\). Our technique does not detect this suppressed electric field, but directly detects the electric action (or emf) from the non-conservative process. This is a much more sensitive physically measurable technique because it is not suppressed by the mass of the axion and puts axion-photon coupling low-mass dark matter experiments on a similar footing to axion-gluon coupling experiments \([45, 46]\) such as the CASPER \([47, 48]\), Sussex-RAL-ILL nEDM experiments \([49]\), which are not suppressed by the axion mass and have also been projected to be sensitive enough to detect QCD axions.

**QUASI-STATIC SOLUTION UNDER DC MAGNETIC FIELD**

In this section we summarise the quasi-static solution of axion electrodynamics under DC magnetic field, which is presented more generally in \([16]\). More details on how we arrived at equations (1)-(8) is also given in Appendix A.

To create a large applied external DC magnetic field an impressed DC electrical current, \(\vec{J}_{DC} \), must be the source and assuming there is no impressed DC electric field or DC static charge in the system, then the external field is given by,

\[
\nabla \cdot \vec{B}_{DC}(\vec{r}) = 0
\]

\[
\nabla \times \vec{B}_{DC}(\vec{r}) = \mu_0 \vec{J}_{DC},
\]

Thus, eqn. (1) describes the excitation of the coil winding of the electromagnet with an impressed free current, \(\vec{J}_{DC}\), which sources the DC magnetic field through the static Ampere’s law, so that,

\[
\vec{B}_{DC}(\vec{r}) = \frac{\mu_0 a}{4\pi} \int_{\Omega} \nabla \times \vec{J}_{DC}(\vec{r}) \frac{d^3 r'}{|\vec{r} - \vec{r}'|}
\]  

(2)

Here \(\vec{B}_{DC}(\vec{r})\) at point \(\vec{r}\) is calculated from the impressed current at distant position \(\vec{r}'\). The location \(\vec{r}'\) is a source point within volume \(\Omega\) that contains the free current distribution. The integration variable, \(d^3 r'\), is a volume element around position \(\vec{r}'\).

The equations for the reacted fields induced by the axion through the inverse Primakoff effect, separated from the external fields may be written as \([16, 44]\) (see Appendix A for more details):

\[
\nabla \cdot \vec{D}_a = \rho_f,
\]

(3)

\[
\nabla \times \vec{B}_a - \mu_0 \frac{\partial \vec{E}_a}{\partial t} = \mu_0 \vec{J}_f,
\]

(4)

\[
\nabla \cdot \vec{B}_a = 0,
\]

(5)

\[
\nabla \times \vec{E}_a + \frac{\partial \vec{B}_a}{\partial t} = 0
\]

(6)

with the following constitutive relationship,

\[
\vec{D}_a^T = \epsilon_0 \vec{E}_a = \epsilon_0 (\vec{E}_a + \vec{E}_{aB}^T),
\]

(7)

where,

\[
\vec{E}_{aB}^T(\vec{r}, t) = -g_{a\gamma\gamma}(t) a(t) e^{\vec{B}_{DC}(\vec{r})}.
\]

Here, \(\vec{E}_{aB}^T(\vec{r}, t)\) is not an electric field derived from Maxwell’s equations, it is the external axionic/photic force per unit charge, which drives the system due to the mixing of the axion scalar field \(a(t)\) with \(\vec{B}_{DC}\), with a schematic shown in Fig. 1. Electrical action caused by a non-electrical source in electrodynamics is referred as

**Axionic Creation of Electromagnetic Energy**
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**FIG. 1:** Schematic of the creation of electromagnetic energy through the mixing process between the axion particles, \(a(m_a)\) and the DC \(\vec{B}\)-field, \(\vec{B}_{DC}(\vec{r})\) via the inverse Primakoff effect. The created electromagnetic energy is represented by the impressed electric field, \(\vec{E}_{aB}^T(\vec{r}, t)\), created at a frequency, \(\omega_a\), equivalent to the axion mass, \(m_a\), with a mixing efficiency of the axion-photon coupling, \(g_{a\gamma\gamma}\). The \(\vec{E}_{aB}^T\) field represents the external force per unit charge supplied by the mixing process, which directly oscillates the axion background “Noether” charge, with the derivative equal to the axion displacement current, \(\vec{J}_{aB}(\vec{r}, t)\).
an impressed electric field (or emf per unit length) \[34–36\]. Also, \(\rho_f\) and \(\tilde{J}_f\) are any free current and charge that might be in the detection system (not impressed). However, first we consider the axion environment in vacuum and under DC magnetic field, and in this case \(\rho_f\) and \(\tilde{J}_f\) will be zero.

By inspection, we can immediately solve for \(\tilde{E}_{aB}^i(\vec{r}, t)\) by substituting equation (2) into (8), to give,

\[
\tilde{E}_{aB}^i(\vec{r}, t) = -g_{a\gamma\alpha}(t)\frac{\mu_0}{4\pi} \int_{\Omega} \frac{\nabla \times \tilde{J}_{DC}^i(\vec{r}')}{|\vec{r}' - \vec{r}|} d^3r', \tag{9}
\]

From equation (9), we may identify the effective impressed magnetic current, \(\tilde{J}_{ma}^i(\vec{r}, t)\), which sources \(\tilde{E}_{aB}^i(\vec{r}, t)\) by the standard left hand rule given by,

\[
\tilde{E}_{aB}^i(\vec{r}, t) = -\frac{1}{4\pi} \int_{\Omega} \frac{\nabla \times \tilde{J}_{ma}^i(\vec{r}, t)}{|\vec{r}' - \vec{r}|} d^3r', \tag{10}
\]

and deduce that the effective impressed magnetic current is related to the impressed electrical current by,

\[
\tilde{J}_{ma}^i(\vec{r}, t) = g_{a\gamma\alpha}(t)\mu_0 \tilde{J}_{DC}^i(\vec{r}). \tag{11}
\]

Thus, we have determined that the impressed DC electrical current converts to a parallel effective impressed magnetic current oscillating at the Compton frequency of the axion \[36\]. Here, \(\tilde{J}_{DC}^i(\vec{r})\), acts as a source for \(\tilde{B}_{DC}^i(\vec{r})\), \(\tilde{E}_{aB}^i(\vec{r}, t)\) and \(\tilde{J}_{ma}^i(\vec{r}, t)\).

Furthermore, the modified constitutive relationship connects the external non-electrical force to the electromagnetic forces in the system, similar to relationship in an impressed electric field [36]. Combining eqn. (6) with the constitutive eqn. (7) we can also write a modified Faraday equation as (this is similar to an electret model in electrodynamics [36]),

\[
\nabla \times \tilde{E}_{aB}^i + \frac{\partial \tilde{B}_{a}}{\partial t} = -\tilde{J}_{ma}^i(\vec{r}, t), \tag{12}
\]

or in integral form as,

\[
\int_{P} \tilde{E}_{aB}^i \cdot d\vec{r} + \frac{d}{dt} \int_{S} \tilde{B}_{a} \cdot d\vec{a} = -\int_{S} \tilde{J}_{ma}^i(\vec{r}, t) \cdot d\vec{a}. \tag{13}
\]

The next step in solving for the electromagnetic fields is to apply the quasi-static approximation, which comes from calculating the axion induced magnetic field, \(\tilde{B}_{a}(t)\), produced by the time dependence of \(\tilde{D}_{a}^i(\vec{r}, t)\) with \(\tilde{J}_{f} = 0\) (vacuum). Thus, from the modified Ampere’s law given by eqn. (4), we obtain,

\[
\nabla \times \tilde{B}_{a} = \mu_0 \epsilon_0 \frac{\partial \tilde{E}_{aB}^i}{\partial t} = \mu_0 \tilde{J}_{aB}^i(\vec{r}, t), \tag{14}
\]

where

\[
\tilde{J}_{aB}^i(\vec{r}, t) = \epsilon_0 \frac{\partial \tilde{E}_{aB}^i}{\partial t} = -g_{a\gamma\alpha} \frac{\partial a(t)}{\partial t}, \tag{15}
\]

Equation (14) is consistent with previous work [42–44], but this work does not make the connection that this term is actually generated from the electrical action from the axion mixing with the DC \(\tilde{B}\)-field creating a force per unit charge \(\tilde{E}_{aB}^i(t)\), as schematically shown in Fig. 1. The calculation of \(\tilde{E}_{aB}^i(t)\) is in fact part of the first order solution before the quasi-static approximation needs to be applied [16]. Previously, this has been overlooked, as this prior work only calculates electric effects derived from Maxwell’s equations, which necessarily has a scalar potential [42–44] and ignores the electric effects from the electrical action (or emf) driving the whole process, which has a vector potential. Equation (14) also dictates that the axion induced oscillating magnetic field, \(\tilde{B}_{a}\), is suppressed by the Compton frequency of the axion with respect to \(\tilde{E}_{aB}^i(\vec{r}, t)\) as it is proportional to the time derivative of the axion field, \(\frac{\partial a(t)}{\partial t}\). In this sense we should consider the axion modification as an electromotive force generator represented by an impressed electric field which oscillates “Noether” charge and produces the axion displacement current, as shown in Fig. 1.

Following the procedure of the quasi-static technique, the next term to calculate is \(\tilde{E}_{aB}^i\) from the time rate of change of \(\tilde{B}_{a}\) from Faraday’s equation (6).

\[
\nabla \times \tilde{E}_{aB}^i = -\frac{\partial \tilde{B}_{a}}{\partial t}. \tag{16}
\]

This equation calculates the generated electric field due to the electric scalar potential, and is further suppressed by another factor of the Compton frequency of the axion, because the solution of \(\tilde{E}_{aB}^i\) is proportional to \(\frac{\partial a(t)}{\partial t}\).

In the quasi-static limit the axion degree of freedom can be represented as a scalar field of the form \(a(t) = a_0 \sin(\omega_a t + \phi)\). However, we can consider setting the phase so it has an initial condition consistent with a non measurable effect if \(\omega_a = 0\). For this to be generally true \(\phi\) should be set to zero, and from this initial condition, \(a(t) = a_0 \sin(\omega_a t)\) so that \(\frac{\partial a}{\partial t} = \omega_a a_0 \cos(\omega_a t)\).

**CONDUCTING ANTENNA IN SPATIALLY CONSTANT DC MAGNETIC FIELD**

If a circuit component is small enough and placed within a DC solenoid electromagnet, both the intensity and direction of the field will be effectively constant with respect to the circuit component. In such a case one can approximate the DC magnetic field as sourced by an infinite solenoid with magnetic field of, \(\tilde{B}_{DC} = B_{DC} \hat{z}\) (assuming the field is orientated in the laboratory z-direction), then \(\tilde{E}_{aB}^i(t)\) is given by [16],

\[
\tilde{E}_{aB}^i(t) = -g_{a\gamma\alpha} a_0 B_{DC} \sin(\omega_a t) \hat{z}, \tag{17}
\]

Under constant \(\tilde{B}\)-field the impressed DC current, which creates, \(\tilde{B}_{DC}\) eqn. (2) and \(\tilde{E}_{aB}^i\) eqn. (9) is effec-
The equivalent to the axion mass. The magnitude of this cillating free current must be generated at a frequency so that,

\[ J_{af} = -\frac{\partial \sigma_{aB}}{\partial t} \hat{z} = -\omega_a g_{a\gamma\gamma} a_0 \sqrt{\frac{\epsilon_0}{\mu_0}} B_{DC} \cos(\omega_a t) \hat{z} = J_{aB} \]

with a total current oscillating in the antenna given by,

\[ i_{a_Ant}(t) = J_{af} A_c = -\omega_a g_{a\gamma\gamma} a_0 \sqrt{\frac{\epsilon_0}{\mu_0}} A_c B_{DC} \cos(\omega_a t) \hat{z} \]

Note, that this solution also satisfies Ampere’s law given by eqn. (4) as \( \tilde{B}^T \) inside the conductor is zero, and then \( \nabla \times \tilde{B}_a = \mu_0 J_{af} = J_{aB} \), so that the induced \( \tilde{B}_a \) field will remain continuous inside and outside the conductor.

Of course, we can not have a perfect conductor. If we assume a high conductivity conductor governed by Ohm’s law, with a conductivity \( \kappa_c \), then there will be a small imbalance between \( \tilde{E}_{aB}^i \) and \( \tilde{E}_{ac}^i \) due to losses, given by \( \tilde{E} = \tilde{E}_{aB}^i - \tilde{E}_{ac}^i \). This imbalance will be \( \pi/2 \) out of phase with the driving electric field, \( \tilde{E}_{aB}^i \), representing a resistive power loss or dissipation with an electrical resistance of \( R_c = \frac{d_c}{\kappa_c A_c} \) and voltage drop given by \( v_a(t) = R_c i_a(t) \) ignoring the skin effect (i.e. assuming the skin depth is larger than the radius of the wire). So from Ohms law and equation (20) we obtain,

\[ v_{a_{A(nt)}}(t) = -g_{a\gamma\gamma} a_0 \sqrt{\frac{\epsilon_0}{\mu_0}} \frac{d_c}{\kappa_c} B_{DC} \omega_a \cos(\omega_a t). \]

Now, considering the axions originate from galactic halo dark matter axions, we arrive at

\[ v_{a_{A(nt)}}^{\text{RMS}} = g_{a\gamma\gamma} \sqrt{\frac{\epsilon_0}{\mu_0}} \frac{d_c}{\kappa_c} B_{DC} \sqrt{\rho_{DM} \omega_a^3}. \]

Equations (22) and (23) are the basic expressions for calculating the sensitivity to dark matter axions for an experiment based on a conducting antenna in a uniform DC magnetic field.

In the case that the skin depth is smaller than the radius of the wire, the resistance will increase, as the effective cross sectional area will become tubular like and hence decrease, this can be adjusted by using the effective area instead of \( A_c \), decreasing the current for a fixed voltage drop. Note in the limit that the axion mass goes to zero both \( v_a(t) \) and \( i_a(t) \) go to zero.

**CONDUCTOR IN SPATIALLY VARYING DC MAGNETIC FIELD**

In actual fact it is impossible to create a constant DC magnetic field throughout free space, and in this
section we consider experiments in the quasi-static low-mass regime of the axion, which make full use of the spatial extent of the magnetic field of an electromagnet. Two commonly used electromagnets are the toroid and the solenoid, where the spatial dependence comes from the way the impressed electrical current flows within the solenoidal or toroidal coils that generate the DC magnetic fields. Clearly, in the limit of a thinly wound wire coil, the impressed current creates an effective surface boundary defined by the coil of the electromagnet, which also unequivocally defines the spatial extent of the magnetic field as shown in Fig. 3, and described mathematically by equation (2). This in turn generates $E_{aB}$ under the inverse Primakoff effect, which oscillates at the Compton frequency of the axion, but with a similar spatial dependence and surface boundary condition as the DC magnetic field, as dictated by equation (9). Because of this localised surface term, the electric sensing techniques proposed in this paper can be made directly sensitive to $a(t)$. It has been pointed out in reference [50] that this is indeed possible, depending on the nature of the boundary source and the topology of the system. In this section we extend the topology of our conducting wire to a winding that links the coil of the electromagnet. This means the winding picks up an inductive impedance and generates an output voltage proportional to the linked axion induced effective magnetic current.

To come up with a complete circuit model of the effective voltage source, we must utilise the integral form of the modified Faraday’s law given in eqn. (13). Thus, the emf, $E_a(t)$, produced by the non-conservative process can be calculated by [16],

$$E_a(t) = \int_P \vec{E}_a \cdot d\vec{r} = -\frac{d}{dt} \int_S \vec{B}_a \cdot d\vec{a} - \int_S \vec{J}_{ma} \cdot d\vec{a}. \quad (24)$$

The axion induced magnetic current, $i_{ma}^i(t)$, enclosed by the winding, can be calculated from the enclosed magnetic current density as,

$$i_{ma}^i(t) = \int_S \vec{J}_{ma} \cdot d\vec{a} = g_{\gamma \gamma} a_0 \cos(\omega_a t) c \mu_0 I_{DC,enc}^l, \quad (25)$$

where

$$I_{DC,enc}^l = \int_S \vec{J}_{DC} \cdot d\vec{a}. \quad (26)$$

Following this, we can determine the magnetic flux linking a single winding as,

$$\Phi_a(t) = \int_S \vec{B}_a \cdot d\vec{a}. \quad (27)$$

More generally if the enclosed winding has more than one number of turns, $N_c$, then the emf induced will be given by the rate of change of flux linkage, where the flux linkage is defined by $\lambda = N_c \Phi$. Thus, the emf induced around a closed path of integration is related to the enclosed magnetic flux and magnetic current by,

$$E_a(t) = -i_{ma}^i(t) - N_c \frac{d\Phi_a(t)}{dt}, \quad (28)$$

This means a sensitive experiment may be realised by using a conducting winding or coil to link the axion induced magnetic current to read out a voltage or current. In this example the winding or coil will produce a time rate of change of magnetic flux (due to its self inductance). Assuming a current of $i_a(t)$ is induced in the winding, with a self inductance of $L_a$, then $N_c \frac{d\Phi_a(t)}{dt} = L_c \frac{di_a(t)}{dt}$, so that

$$E_a(t) = -i_{ma}^i(t) - L_c \frac{di_a(t)}{dt}.$$ 

Then the effective source voltage may be recognised as, $v_a(t) = -i_{ma}^i(t)$, with an effective output voltage of $v_{out}(t) = E_a(t) - i_a(t)R_c$, so that;

$$v_a(t) = -i_{ma}^i(t) = v_{out}(t) + i_a(t)R_c + L_c \frac{di_a(t)}{dt}, \quad (29)$$

FIG. 3: Left: The $r-\theta$ plane of a toroidal magnet, with the impressed DC electrical current density, $J_{DC}$, creating a DC magnetic field of $B = B_{DC}\theta$ in this plane. Right: The $z-r$ plane of a solenoidal magnet, with the impressed DC electrical current density, $J_{DC}^l$, creating a DC magnetic field of $B_{DC}(r, z)$.

FIG. 4: Thevenin equivalent circuit of a coil winding, which links the axion induced magnetic current (or coil of the electromagnet). The output ports are labelled as $A$ and $B$, where the first low-noise amplifier will be attached, with the sensitivity depending on its input impedance $(Z_L)$ with respect to the source impedance. In general there should a small resistance in the coil, which is represented by $R_c$. 

The impressed current creates an effective surface bound-
FIG. 5: Schematic of a low-mass axion experiment, which utilises electric sensing by linking the main coil of a toroidal magnet with a conducting wire loop (or winding), with the output ports as defined in Fig. 4 shown.

which becomes a standard equation for a voltage source with an LR source impedance, with the Thevenin equivalent circuit shown in Fig. 4. Note for an open circuit load \((i_a = 0)\), \(v_a = v_{\text{out}}\), and for a short circuit load \((v_{\text{out}} = 0)\), \(v_a = i_a R_c + L_c \frac{di_a}{dt}\). In the quasi-static regime, dynamical transient effects are of fundamental importance and will be governed by the circuit time constant. In the case of the short circuit current the time constant is of order \(\tau_c = \frac{l_c}{\omega_c}\). However, inevitably the response of the read-out circuit will also depend on the input impedance of the first amplifier, which will act as a load with impedance \(Z_L\). More detailed calculations of these responses are given in Appendix B.

Toroidal Magnet

To utilise the full extent of the spatial dependence of a toroidal magnet as shown in Fig. 3, a circuit which fully links the current of the toroid should be made. An example of a possible experiment, which winds a coil through the centre of the toroid is shown in Fig. 5.

Setting the DC magnetic field at the centre of a toroid (at radius \(r_{\text{tor}}\)) to, \(\vec{B} = B_{DC}\hat{\theta}\), and then by implementing Ampere’s law, the solution of the magnitude of the magnetic field at \(r_{\text{tor}}\), inside the toroid is well known (see Fig. 5) and can be calculated to be,

\[
B_{DC} = \mu_0 N_t I_{DC_{\text{tor}}}
\]

(30)

Here \(N_t\) is the number of turns per unit length of the toroid and \(I_{DC_{\text{tor}}}\) is the impressed current in the toroid coil. As shown in Fig. 5 the enclosed electrical current along the path of the wire is,

\[
I_{DC_{\text{enc}}} = N_{T_{\text{tor}}} I_{DC_{\text{tor}}} = 2\pi r_{\text{tor}} \frac{B_{DC}}{\mu_0}
\]

(31)

where \(N_{T_{\text{tor}}} = 2\pi r_{T_{\text{tor}}}/\mu_0\) is the total number of turns for the toroidal coil. Then by substituting equation (31) in (25) the open circuit voltage at the input terminal to the load amplifier shown in Fig. 5 can be determined to be,

\[
v_a(t)_{T_{\text{tor}}} = g_{a\gamma\gamma} a_0 c B_{DC} 2\pi r_{T_{\text{tor}}} N_c \sin (\omega_a t),
\]

(32)

or in terms of dark matter density,

\[
v_{a\text{ RMS}}^{\text{RMS}} = g_{a\gamma\gamma} 2\pi r_{T_{\text{tor}}} N_c \left( \frac{c}{\omega_a} \right) B_{DC} \sqrt{\rho_{DM c^3}},
\]

(33)

The conductor within the toroid is essentially a pick up coil, and for every number of turns (or windings), \(N_c\), the voltage may be enhance proportionally and is included in the equation. Unfortunately, one could not increase the number of windings indefinitely, as this will increase the impedance of the effective voltage source, with the resistance of the wire, \(R_c\) being proportional to the length and hence \(N_c\) and the inductance of the coil, \(L_c\) proportional to \(N_c^2\), limiting the voltage across the load. To measure the corresponding voltage output, \(v_{\text{out}}(t)\), with minimal degradation with respect to \(v_a(t)\), we need an amplifier with high input impedance. Inevitably, the finite input impedance of the amplifier will reduce the signal, and for a good design this should be minimised.

If we short circuit the terminals \(A-B\) we essential generate a ring of current in the conducting loop, with details on how this is calculated given in Appendix B. Assuming we are focused on measuring the signal current at \(\omega_a\), we can ignore all transient effects, with the following current generated,

\[
i_a(t)_{T_{\text{tor}}} = \frac{g_{a\gamma\gamma} a_0 c B_{DC} 2\pi r_{T_{\text{tor}}} N_c}{\sqrt{R_c^2 + L_c^2 \omega_a^2}} \sin (\omega_a t - \tan^{-1}(\omega_a \tau_c)),
\]

(34)

and in terms of dark matter density at \(\omega_a\) the RMS current will be,

\[
i_{a\text{ RMS}}^{\text{RMS}} = \frac{g_{a\gamma\gamma} 2\pi r_{T_{\text{tor}}} N_c B_{DC}}{\omega_a \sqrt{R_c^2 + L_c^2 \omega_a^2}} \sqrt{\rho_{DM c^3}}.
\]

(35)

To measure this current with minimal degradation, we need a current amplifier with a low input impedance.

By comparing eqn. (35) with eqn. (23), we can estimate how much sensitivity we have gained by extending the topology from a small conductor in a constant field, to a winding that links the impressed current of the electromagnet, assuming \(N_c = 1\) we obtain,

\[
i_{a\text{ RMS}}^{\text{RMS}} = \frac{r_{\text{tor}} \lambda_a}{A_c} \frac{Z_0}{|Z_{T_{\text{tor}}}|}.
\]

(36)

Here, \(\lambda_a = \frac{2\pi c}{\omega_a}\) is the Compton wavelength of the axion, \(Z_0 = \sqrt{\frac{\mu_0}{\epsilon_0}}\) is the impedance of free space, and \(Z_{T_{\text{tor}}}\) is the total impedance of the coil winding plus load, as shown in Fig. 4. Note, increasing \(N_c\) also increases the
impedance of the winding and hence \(Z_{Tor}\), so increasing
the number of coil windings does not increase the sen-
sitivity for experiments that couple to the short circuit
current in a conductor generated by the axion.

Another way to measure the current is indirectly
through coupling to the magnetic flux, and since
\(N_c \Phi_a(t)_{Tor} = L_c i_a(t)_{Tor}\), we can write the AC compo-
nent of magnetic flux as,
\[
\Phi_a(t)_{Tor} = \frac{g a \gamma a_0 c B_{DC} 2 \pi r_{Tor} \tau_c}{\sqrt{1 + (\omega_a \tau_c)^2}} \sin \left(\omega_a t - \tan^{-1}(\omega_a \tau_c)\right),
\]  
(37)
or in terms of dark matter density,
\[
\Phi_{a,Tor}^{RMS} = g a \gamma a_0 c B_{DC} 2 \pi r_{Tor} \tau_c \sqrt{\omega_a} \sqrt{\rho_{DM}},
\]  
(38)
These equations do not include the effect of the load of
the readout amplifier, but represent the best we could
achieve in a properly designed system. However, adding
the load just adds to the impedance and is not hard to
include, but just modifies the circuit parameters.

Solenoidal Magnet

In a similar way to the toroid example, to utilize the
full extent of the spatial dependence of a solenoidal mag-
net (see Fig. 3), a circuit which fully links the current
of the solenoid should be made as shown in Fig. 6. Assum-
ing that the magnetic field produced by the solenoid,
\(B(r, z)\), has a maximum value of magnetic field in the
centre of the solenoid of \(B(0, 0) = B_{DC} \frac{\dot{z}}{\tau_c}\). By im-
plementing Ampere’s law we can show that,
\[
B_{DC} = \mu_0 N_i I_{DC_{Sol}}
\]  
(39)
Here \(N_i\) is the number of turns per unit length of the
solenoidal coil and \(I_{DC_{Sol}}\) is the impressed current in the
coil. As shown in Fig. 6 the enclosed electrical current
along the path of the wire is,
\[
I_{DC_{enc}} = N l_{Sol} \frac{B_{DC}}{\rho_0}
\]  
(40)
where \(N = l_{Sol} N_i\) is the total number of turns of the
solenoidal coil of length, \(l_{Sol}\), as indicated in Fig. 6.

Considering a conducting wire which links the axion
induced magnetic current as in Fig. 6, the voltage at
the output terminals supplied to the load impedance \(Z_l\) may
be found by combining eqn. (40) with (25) and can be
determined to be,
\[
v_a(t)_{Sol} = -g a \gamma a_0 c B_{DC} l_{Sol} N_c \sin(\omega_a t),
\]  
(41)
or in terms of dark matter density,
\[
v_{a,Sol}^{RMS} = g a \gamma a_0 c l_{Sol} N_c \left(\frac{c}{\omega_a}\right) B_{DC} \sqrt{\rho_{DM}}.
\]  
(42)
which is similar to the toroid calculation with the length
of the solenoid, \(l_{Sol}\) replacing the length of the toroid,
\(2 \pi r_{Tor}\), from the previous subsection. The conductor
within the solenoid is essentially becomes a pick up coil
with a small inductance, this means, like in the toroid
calculation, the voltage may be enhance by increasing
the number of turns, \(N_c\).

The short circuit current between A-B for a perfect
conductor, and the magnetic flux produced by the in-
ductive read out winding may be calculated in a similar
way to equations (34)-(38) but with the length of the
solenoid, \(l_{Sol}\) replacing the length of the toroid, \(2 \pi r_{Tor}\).

SENSITIVITY TO LOW-MASS AXIONS

The sinusoidal current or voltage under measurement
will not be completely coherent, and depends on the dis-
tribution of frequencies in the signal. The dark matter
axion is expected to have a spread of frequencies due to
random dispersion within the Dark Matter Halo following
a Maxwell Boltzmann distribution. This means the sig-
nal really takes the form of a narrow band noise process
centred around a frequency of \(\omega_a / 2 \pi\). Thus to measure
the required \(RMS\) current or voltage, an integration with
respect to the axion line width must be performed. This
is usually considered to be a part in \(10^6\) so that the coher-
time of the axion depends on the axion mass, (and
hence \(\omega_a\)) given approximately by, \(\tau_a = \frac{3 \pi \times 10^6}{\omega_a}\),
where the bandwidth in Hz is given by \(\Delta f_a \approx \frac{1}{\tau_a}\). This means
as the axion mass decreases, it takes longer to average at
the required bandwidth. Thus, if we are to reach the cal-
culated sensitivity of the lowest frequency of interest, we
need to sample at least with a measurement time equal to
the inverse bandwidth of the lowest frequency of interest.
If the lowest frequency of measurement is equivalent to an
axion mass of \(10^{-12} eV\), then \(\frac{\omega_a}{2 \pi} = 242Hz\) and \(\tau_{max} = 1\)
hour and 9 minutes. Taking data for longer periods only
increases the sensitivity by \(t^\gamma\), for example if we measure
for a year we only gain a factor of 9 in sensitivity, even though we have increased the time of measurement by a factor of $7.6 \times 10^3$.

Since averaging is a slow improver of sensitivity, it is important to investigate other ways to improve measurements to enable axion searches at the QCD limit. Importantly, the new designs presented in this work are inherently more sensitive than other known techniques in the low-mass band, allowing the QCD axion sensitivity to be achieved in a relative small amount of time, as shown in Fig. 7.

To understand the best ways to improve the sensitivity of the experiment, we analyse the value of the signal to noise ratio. The signal to noise ratio of the discussed experiments can be determined with respect to the flux noise or the effective current noise of the SQUID amplifier (which are related) or the equivalent voltage noise of the high impedance amplifier. Calculating the signal to noise ratio and setting it to unity allows us to set the order of magnitude that our detectors are capable of achieving.

Typically, the $RMS$ magnetic flux fluctuations of the SQUID amplifier are of order, $\sqrt{S_\phi} = 1.2 \times 10^{-6} \Phi_0/\sqrt{Hz} = 2.5 \times 10^{-21} Wb/\sqrt{Hz}$, with a flicker corner on the order of 1 to 10Hz [51], which we have verified in the laboratory [52]. The effective current noise is calculated through the SQUID mutual inductance, $M_{in}$, which is $4.2nH$ for the SQUID in [52] and $2.5nH$ for the SQUID in [53], so assuming $M_{in} = 2.5nH$ then the effective spectral density of current noise will be $\sqrt{S_I} = \frac{\Phi_{RMS}(\tau_a)}{\sqrt{S_\phi}} = 1.0pA/\sqrt{Hz}$. The signal to noise ratio can be written in terms of either current or flux noise by the following equations,

$$SNR = \frac{I_{RMS}(\tau_a)^{\frac{1}{2}}}{\sqrt{S_I}} = \frac{g_a \gamma \gamma \pi \rho_{DM} c B_{DC}(\tau_a)^{\frac{1}{2}}}{\omega_a \sqrt{R_e^2 + L_r^2 \omega_a^2 \sqrt{S_I}}}$$

$$= \frac{\Phi_{RMS}(\tau_a)^{\frac{1}{2}}}{\sqrt{S_\phi}} = \frac{M_{in} g_a \gamma \gamma \pi \rho_{DM} c B_{DC} T \tau_a^{\frac{1}{2}}}{L'T} \frac{\rho_{DM} c^3}{\omega_a \sqrt{1 + (\omega_a T)^2} \sqrt{S_\phi}}$$

(43)

Here, we assume that the integration time, $t$, exceeds or is equal to the axion coherence time, $\tau_a$.

For the voltage HIA readout, the white noise level is of order $0.3nV/\sqrt{Hz}$ up to 2.4 MHz in Fourier frequency. However, the flicker corner is much higher than the SQUID amplifier and is close to 200 kHz. The model of voltage noise we use is $\sqrt{S_V} = 3.55 \times 10^{-5} + 0.29 \times 10^{-9} V/\sqrt{Hz}$. Given that $v_{out}(t) \approx v_a(t)$, the signal to noise ratio for these experiments can be determined to be,

$$SNR = \frac{v_{RMS}(\tau_a)^{\frac{1}{2}}}{\sqrt{S_V}} = \frac{g_a \gamma \gamma \pi \rho_{DM} c B_{DC} \sqrt{\rho_{DM} c^3}(\tau_a)^{\frac{1}{2}}}{\omega_a \sqrt{S_V}}$$

(44)

assuming that the integration time, $t$, exceeds or is equal to the axion coherence time, $\tau_a$.

To compare the sensitivity of different detection techniques we can plot the expected sensitivity limit we would set on $g_{\gamma \gamma}$ with a SNR=1, as presented in Fig. 7. However, this plot makes some assumptions, which must be highlighted. 1) The calculation assumes we know the waveform of detection, which we expect to be a narrow band noise process of coherence time $\tau_a$ and therefore represents our knowledge of the signal shape. 2) The time, $t$, is how long we average for, which may be set differently, so to really compare different detectors it should be set to the same amount. 3) The signal size of the detection process (RMS value of the signal) and 4) the noise in the detector (square root spectral density) are major design parameters, which determine the detectors sensitivity but may vary from proposal to proposal and are apparent in eqns. (43) and (44). 5) Also tied in with our assumptions is the local density of dark matter, $\rho_{DM}$, which we take to be $0.45 GeV/cm^3$. Note in the noise calculations, we just include the noise supplied by the first cryogenic readout amplifier. This is because the gain of the amplifier usually renders noise processes up the chain as irrelevant. However, there may be systematic effects and other environmental random noise sources. For example fluctuations in magnetic field, pressure in the system, external electromagnetic interference etc. There will also be Nyquist noise in the readout itself, however this will just effectively add to the noise temperature of the amplifier, but at these low frequencies and low temperatures of 4 K and below, the Nyquist noise is much smaller than the amplifier noise.

The sensitivity of a variety of configurations are plotted in Fig. 7, which reveals some interesting points. For example, the sensitivity of the short circuit current configuration is only weakly dependent on size. This is because as we increase the magnet size to increase the generated emf, the size of the coil also increases in line with the inductance and resistance, limiting the value of the short circuit current. Thus, the best ways to increase sensitivity is to either apply a larger magnetic field, or if the frequency pole is too high, install a larger conductor radius to reduce the resistance and inductance of the coil. For the read out amplifier an optimally designed SQUID will lower the effective current noise when referred to the short circuit current and could significantly improve the sensitivity. In contrast the multiple loop winding, which directly detects the the axion generated voltage source, $v_a(t)$, is increased with every turn of winding added to the readout. However the effective source inductance increases as $N_c^2$ as indicated by eqn. (68), so there is a limit to how many windings can be added before the effective voltage divider starts to reduce the sensitivity. This effective voltage divider depends on the HIA input impedance, so when designing such an experiment we must balance these effects. From Fig. 7 we can see that experiments of size order $10cm$ can set limit on a significant portion of the low-mass axion band at QCD
Prospects of Searching for Ultra-Light Axion Dark Matter

Models of light scalar DM have recently gained attention in the scientific community, in these models the scalar field couples to standard-model fields leading to the violation of the Einstein equivalence principle [56, 57]. The scalar-matter coupling in these models depend on fundamental constants [58, 59], and means the local dark matter density can manifest as an oscillating fundamental constant of nature. There are several ways to search for variations in fundamental constants or scalar dark matter, which includes frequency modulations of atomic and classical oscillators [60–64], torsion balances [65, 66] and accelerometers in space [67], which typically search for masses between $10^{-24}$ to $10^{-8}$ eV, referred to as Ultra-
Light Axion Dark Matter (ULDM). Such experiments must be maintained for multiple years to be able to search for such low masses, for example a particle mass of $10^{-22}$ eV corresponds to a frequency of 24.2 nHz with a period of 1.3 years. This technique relies on comparing two systems with different dependence on fundamental constants.

Likewise it is possible to devise experiments to look for ULDM axions [68–71]. For example, a recently developed frequency technique which utilises two real photons for the two photon degrees of freedom can work in a similar way to the ULDM frequency comparison experiments if they are made degenerate with non zero $\int E \cdot B dv$ between the two photonic modes [39, 41]. It is also apparent in this work that the short circuit current technique with one winding is suited to ULDM experiments. This is because of the low flicker noise in SQUID amplifiers, and the fact that the experiment is only weakly dependent on size, so in principle can remain compact.

The expected short circuit current per volt is shown in Fig. 9 for a axion mass of $10^{-22}$ eV. Note, that the experiment can be still very sensitive at these low masses (see Fig. 10) despite the sensitivity $\to 0$ as the axion mass, $m_a \to 0$. This is because there will always be a significant signal at any oscillating axion frequency independent of this limit. The calculations presented in Fig. 10 only give an indication of the best sensitivity possible, because at such low frequencies other processes not considered can be present. For instance, temperature fluctuations if not controlled properly can give extra noise at low frequencies, and a range of other possible systematics need to be monitored and considered, in a similar way to the scalar ULDM and Lorentz Invariance experiments, which need to be operated for greater than a year. In our calculations we only extrapolate the SQUID flicker noise, as an ultimate level of sensitivity that in principle could be obtained. However, this limit shows the potential of this setup to test ULDM axions at DFSZ and KSVZ levels of sensitivity.
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The modification to electrodynamics leads to the following set of equations,
\[ \nabla \cdot (\vec{E} - c g_{\alpha \gamma \gamma} a \vec{B}) = \frac{\rho_e}{\varepsilon_0} \]
\[ \nabla \times \left( \vec{B} + \frac{1}{c} g_{\alpha \gamma \gamma} a \vec{E} \right) - \frac{1}{c^2} \frac{\partial}{\partial t} \left( \vec{E} - c g_{\alpha \gamma \gamma} a \vec{B} \right) = \mu_0 \vec{J}_e \]
\[ \nabla \cdot \vec{B} = 0 \]
\[ \nabla \times \vec{E} + \frac{\partial \vec{B}}{\partial t} = 0, \]  
which describe the two photonic degrees of freedom. Here \( g_{\alpha \gamma \gamma} \) is the two-photon coupling to an axion field, \( \alpha \) is the amplitude of the axion field, \( \rho_e \) is the volume charge density and \( J_e \) the volume current density.

Recently Kim et al. [44] came up with a new unambiguous way of describing inverse Primakoff effect of the axion-photon interaction when one of the photonic degrees of freedom is an externally applied field. They did this by applying an effective first order approximation to axion modified electrodynamics in vacuum, which allowed the separation of the two photonic degrees of freedom of axion electrodynamics to a set of integro-differential equations that represent the external applied EM fields, \( \vec{E}_0(\vec{r}, t) \) and \( \vec{B}_0(\vec{r}, t) \), from the set of integro-differential equations that describe the axion induced reacted EM fields, \( \vec{E}_a(\vec{r}, t) \) and \( \vec{B}_a(\vec{r}, t) \), where \( \vec{E} = \vec{E}_0(\vec{r}, t) + \vec{E}_a(\vec{r}, t) \) and \( \vec{B} = \vec{B}_0(\vec{r}, t) + \vec{B}_a(\vec{r}, t) \). Here we deviate slightly from Kim et al. [44] and write the source terms on the right hand side of eqn. (45) in a more general way so, \( J_e = J_e^I + J_e^F \) and \( \rho_e = \rho_e^I + \rho_e^F \). Here, \( J_e^I \) and \( \rho_e^I \) are impressed source terms that can create a magnetic field with a vector potential and an electric field with a scalar potential respectively, in the first externally applied photonic degree of freedom. In contrast, \( J_e^F \) and \( \rho_e^F \) are any free current and charge that might be in the detection system (not impressed) and will react to the second photonic degree of freedom.

Following the method of Kim et al. [44], the integro-differential equations that describe the external applied fields can be shown to be given by the normal Maxwell’s equations with impressed sources as forcing functions,
\[ \nabla \cdot \vec{E}_0(\vec{r}, t) = \rho_e^I/\varepsilon_0 \]
\[ \nabla \times \vec{B}_0(\vec{r}, t) - \frac{1}{c^2} \frac{\partial}{\partial t} \vec{E}_0(\vec{r}, t) = \mu_0 \vec{J}_e^I \]
\[ \nabla \cdot \vec{B}_0(\vec{r}, t) = 0 \]
\[ \nabla \times \vec{E}_0(\vec{r}, t) + \frac{\partial}{\partial t} \vec{B}_0(\vec{r}, t) = 0, \]
and the set of integro-differential equations to solve for the axion induced reacted EM fields can be shown to be

**Appendix A: Separating the External Applied Fields from the Axion Induced Reacted Fields**

This appendix discusses in more detail how we obtained equations (1) and (3)-(8) in the main body of the paper. The axion two-photon coupling to the electromagnetic field consists of three degrees of freedom, one axion and two photon, with a schematic shown in Fig. 1. The axial two-photon coupling to the electromagnetic field consists of three degrees of freedom, one axion and two photon, with a schematic shown in Fig. 1. The axial two-photon coupling to the electromagnetic field consists of three degrees of freedom, one axion and two photon, with a schematic shown in Fig. 1. The axial two-photon coupling to the electromagnetic field consists of three degrees of freedom, one axion and two photon, with a schematic shown in Fig. 1.
given by,
\[ \nabla \cdot (\vec{E}_a(r, t) - c g_{a\gamma\gamma} a(r, t) \vec{B}_0(r, t)) = \rho_f \]
\[ \nabla \times \left( \vec{B}_a(r, t) + \frac{1}{c^2} g_{a\gamma\gamma} a(r, t) \vec{E}_0(r, t) \right) - \frac{1}{c^2} \frac{\partial}{\partial t} \left( \vec{E}_a(r, t) - c g_{a\gamma\gamma} a(r, t) \vec{B}_0(r, t) \right) = \mu_0 \vec{J}_f \]  
(47)

This way of representing modified axion electrodynamics is extremely useful. It means for an arbitrary experiment we can calculate \( \vec{E}_0(r, t) \) and \( \vec{B}_0(r, t) \) from Maxwell’s equations given by eqn. (46), and if they then interact with a putative axion, then the generated photon EM fields may be calculated from eqn. (47), which are inevitably at a different frequency when compared to the applied fields given by eqn. (46).

Now taking this a step further we can rewrite the reacted equations in a similar form to Maxwell electrodynamics, given by (47), as,
\[ \nabla \cdot \vec{D}_a = \rho_f \]
\[ \nabla \times \vec{H}_a - \frac{\partial \vec{B}_a}{\partial t} = \vec{J}_f \]  
(48)

with the following constitutive relationships;
\[ \vec{B}_a = \epsilon_0 \vec{E}_a = \epsilon_0 (\vec{E}_a + \vec{E}_{aB}) \]
\[ \mu_0 \vec{H}_a = \vec{B}_a = \vec{B}_a + \vec{B}_{aE} \]  
(49)

where,
\[ \vec{E}_{aB}(r, t) = -g_{a\gamma\gamma} a(r, t) c \vec{B}_0(r, t) \]
\[ c\vec{B}_{aE}(r, t) = g_{a\gamma\gamma} a(r, t) \vec{E}_0(r, t) \]  
(50)

Kim et al. [44] remark that the two sets of equations, which represent the two different photonic degrees of freedom, are decoupled. However, it is probably more correct to just call them separated. This is because the EM fields calculated from eqn. (47) depend on \( \vec{E}_0(r, t) \) and \( \vec{B}_0(r, t) \), so it is not generally correct to solve the reacted equations from eqn. (47) independently form eqn. (46), as the results from eqn. (46) must be substituted back into eqn. (47). Furthermore, the equations given by (47) are now four equations with four variables (\( \vec{E}_a, \vec{B}_a, \vec{E}_0, \vec{B}_0 \)). While eqn. (46) are also four equations, but with only two variables, (\( \vec{E}_0, \vec{B}_0 \)). Inevitably the information from eqn. (46) must be used to solve for the EM fields given by eqn. (47), and if any of the information is missing it may mean the most general form of the solution may be missed.

To derive equations (1) and (3)-(8) in the main text, we assume the external applied field consists of only a DC \( \vec{B} \)-field, so that \( \vec{B}_0(r, t) = \vec{B}_{DC}(r) \) and \( \vec{E}_0 = 0 \), sourced only by an impressed DC electrical current, \( \vec{J}_{DC} \), so equations (46) become,
\[ \nabla \cdot \vec{B}_{DC}(r) = 0 \]
\[ \nabla \times \vec{B}_{DC}(r) = \mu_0 \vec{J}_{DC} \]  
(51)

equivalent to eqn. (1) in the text. Following this eqns. (48)-(50) become,
\[ \nabla \cdot \vec{D}_a = \rho_f \]  
(52)
\[ \nabla \times \vec{B}_a - \frac{\partial \vec{B}_a}{\partial t} = \mu_0 \vec{J}_f \]  
(53)
\[ \nabla \cdot \vec{B}_a = 0 \]  
(54)
\[ \nabla \times \vec{E}_a + \frac{\partial \vec{B}_a}{\partial t} = 0 \]  
(55)

with the following constitutive relationship;
\[ \vec{B}_a = \epsilon_0 \vec{E}_a = \epsilon_0 (\vec{E}_a + \vec{E}_{aB}) \]
\[ \mu_0 \vec{H}_a = \vec{B}_a = \vec{B}_a + \vec{B}_{aE} \]  
(56)

where,
\[ \vec{E}_{aB}(r, t) = -g_{a\gamma\gamma} a(r, t) c \vec{B}_{DC}(r) \]  
(57)
equivalent to eqn. (3)-(8) in the text.

**Appendix B: Detection Circuit Properties and Response**

**Short Circuit Response**

If we short circuit the Thevenin equivalent circuit across terminals \( A-B \) as shown in Fig. 4, we will have a standard \( LR \) circuit response. In the quasi static low-loss limit, it is important to include transient effects. For example, if our readout winding is a perfect conductor, \( R_c = 0 \), then the circuit time constant, \( \tau_c = \frac{L_c}{R_c} \) will be infinite and will not reach the steady state response. Assuming a sinusoidal voltage of the form \( v_a(t) = v_0 \sin(\omega_a t + \phi) \) driving the circuit, the textbook way of solving this problem is by using Laplace transforms. In the Laplace domain the short circuit current is given by,
\[ I_a(s) = \frac{V_a(s)}{R_c + sL_c} = \frac{v_0}{R_c + sL_c} \frac{s \sin(\phi) + \omega_a \cos(\phi)}{s^2 + \omega_a^2} \]  
(58)

Here \( V_a(s) \) is the Laplace transform of the input voltage \( v_a(t) \). Then by taking the inverse Laplace transform
of eqn. (58) and assuming zero initial current, we can calculate the time domain response to be,
\[
i_a(t) = \frac{v_0}{\sqrt{R_c^2 + L_c^2 \omega_a}} \left[ \cos \left( \phi + \tan^{-1} \left( \frac{1}{\omega_a \tau_c} \right) \right) e^{-\frac{t}{\tau_c}} + \cos \phi \sin \left( \omega_a t - \tan^{-1} \left( \omega_a \tau_c \right) \right) + \sin \phi \sin \left( \omega_a t + \tan^{-1} \left( \frac{1}{\omega_a \tau_c} \right) \right) \right].
\]

with an example of the time dependence shown in Fig. 11 for when \( \phi = 0 \). The first term in eqn. (59) is the transient response and the second and third term represent the steady state response.

When \( \omega_a > \tau_c^{-1} \), the inductance of the winding dominates, and when \( \omega_a < \tau_c^{-1} \) the resistance of the winding dominates. The value of \( \tau_c^{-1} \) determines the pole frequency of the circuit. The sensitivity of a well designed experiment sets the pole of the circuit below all frequencies of interest. In reality there will be some resistance, especially as we need to use a normal conductor, as a superconductor will expel the magnetic field from the wire and will not be sensitive to axions. Furthermore, even if \( \omega_a > \tau_c^{-1} \), the DC component given by the transient response will decay, with the steady state response reached in a few time constants, \( \tau_c \), as shown in Fig. 59. In this limit the solution can be approximated by (setting \( R_c \approx 0 \)),
\[
i_a(t) \approx -\left(1 - e^{-\frac{t}{\tau_c}}\right) \frac{v_0}{L_c \omega_a} \cos(\omega_a t + \phi),
\]

Since the sensitivity of the experiment governed by the steady state response, in this case when \( \omega_a > \tau_c^{-1} \),
\[
i_a(\omega_a t) \approx -\frac{v_0}{L_c \omega_a} \cos(\omega_a t + \phi),
\]

Independent of the transient effect the sinusoidal signal at \( \omega_a \) has a constant amplitude of \( \frac{v_0}{L_c \omega_a} \) (as indicated in Fig. 11) so in principle the transient signal does not effect the AC measurement at \( \omega_a \) in frequency. This regime dominates in our calculation for axion masses between \( 10^{-12} \) to \( 10^{-8} \) eV.

In the limit when \( \omega_a < \tau_c^{-1} \) the steady state response will be dominated by,
\[
i_a(\omega_a t) \approx \frac{v_0}{R_c} \sin(\omega_a t + \phi).
\]

This approximation will dominant when searching for ultra-light axions.

**Impedance of a Single Circular Winding**

To analyse the current induced in a single circular winding readout of radius \( r \) with a wire cross section of radius of \( r_c \), we must calculate the inductance, which is well known and in the limit \( \frac{r}{r_c} < 1 \), is given by,
\[
L_c = \mu_0 r \left[ \ln \left( \frac{8r}{r_c} \right) - 2 + \frac{1}{4}Y \right]
\]

where
\[
Y \approx \frac{1}{1 + r_c \sqrt{\frac{1}{8} \mu_0 \kappa_c \omega_a}}
\]

Here, \( Y \) is a value between 0 and 1 that depends on the distribution of the current in the wire, \( Y = 0 \) when the current flows only on the surface of the wire (complete skin effect like in a superconductor), \( Y = 1 \) when the current is DC and thus evenly spread over the cross-section of the wire [72].

To model the resistance of the winding, at high frequencies there will be an influence of the skin depth, which will increase the resistance from its DC value. Empirically we can model the resistance in the wire as a function of skin depth, and hence frequency by the following formula,
\[
R_c(\delta) = \frac{l_c}{\kappa_c} \left( \frac{1}{\pi \tau_c^2} + \frac{1}{2 \pi \tau_c \delta} \right).
\]

Here, \( l_c = 2\pi r \) is the length of the wire coil and \( \delta \) is the skin depth, given by,
\[
\delta = \sqrt{\frac{2}{\omega_a \mu_0 \kappa_c}} \sqrt{1 + \left( \frac{\omega_a \epsilon_0}{\kappa_c} \right)^2 + \frac{\omega_a \epsilon_0}{\kappa_c}}.
\]
In principle it is best to design the pole frequency to be below the lowest frequency of interest. This is equivalent to $10^{-12}$ eV or 424 Hz. Note that both the resistance and the inductance of the coil can be modified by varying $r_c$, so an optimum design would minimise the inductance keeping the pole below 242 Hz owing to the fact that we are searching for dark matter axions. However, in practice we also need to consider the finite impedance of the readout amplifier. If we set the search for the axion mass between $10^{-12}$ to $10^{-8}$ eV we need to search between 242 Hz to 2.42 MHz in frequency. For these frequencies, we can calculate the short circuit current and flux induced in the coil for the QCD axion or ALP dark matter using equations (35) and (38).

Impedance of a Single Rectangular Winding

A single winding read out for solenoid can be configured as shown in Fig. 6. To compare with a toroid we consider the case when the value of $v_a(t)$ in both systems is equal, i.e. when $2\pi r_{tor}=l_{sol}$. In comparison the length of coil required to link the current for the solenoid is, $l_{sol}=2(l_{sol}+w_{sol})$, which is at least as twice as long the coil required in the equivalent toroid. This makes the toroid a more efficient experiment to measure the axion induced short circuit current. Nevertheless the solenoid is a more common and cheaper magnetic structure, so we follow through with the calculation and compare it to the toroid.

The single winding inductance for the readout coil shown in Fig. 6 can be shown to be given by [73],

$$L_c = \frac{\mu_0}{\pi} \left[ l_{sol} \ln \left( \frac{2l_{sol}}{r_c} \right) + w_{sol} \ln \left( \frac{2w_{sol}}{r_c} \right) + 2\sqrt{l_{sol}^2 + w_{sol}^2} - l_{sol} \sinh^{-1} \left( \frac{l_{sol}}{w_{sol}} \right) - w_{sol} \sinh^{-1} \left( \frac{w_{sol}}{l_{sol}} \right) - \left( 2 - \frac{1}{4} Y \right) (l_{sol} + w_{sol}) \right],$$  \hfill (67)

where the resistance of the coil can be calculated by eqn. (65).

Impedance of a Multiple Winding Inductive Voltage Readout

Another way to make a sensitive measurement is to make a readout with multiple windings ($N_c > 0$) to increase the effective axion voltage source as given by eqns. (33) and (42). However, this will not increase the short circuit current, as the impedance of the readout will increase proportionally. In fact we can show that the short circuit current readout is optimum for a single winding readout when coupled to a SQUID amplifier.

In contrast, a multiple coil readout requires a high impedance voltage amplifier to measure the axion induced voltage source. There are two ways we could do this, 1) wrap a solenoidal coil inside a toroidal coil, or 2) wrap a toroidal coil around a solenoidal coil as shown in Fig. 12. Here, we only chose to analyse the latter, as it would be more practical to wind normal conducting toroid windings around a superconducting magnet of solenoidal structure, and both systems would achieve similar sensitivity for the equivalent systems.

The effective inductance of the toroid read out is given by,

$$L_{RO} = \frac{\mu_0 N^2_{cm} l_{sol}}{2\pi} \ln \left( \frac{r_2}{r_1} \right)$$  \hfill (68)

Assuming a tightly wound coil, $r_1 = r_{sol} - \frac{w_{sol}}{2}$ and $r_2 = r_{sol} + \frac{w_{sol}}{2}$ with 100% packing efficiency, then the single layer number of windings will be $N_c = \frac{r_2}{r_1}$. Again the resistance of the coil can be calculated by eqn. (65).

Appendix C: Calculation of Circuit Parameters

In this appendix we present the detailed calculations of the possible experimental circuit parameters for toroidal and solenoidal electromagnets to allow the sensitivity to QCD axions to be estimated in the main text.

Toroidal Electro-Magnet with Single Winding Current Readout

A leading example of a low-mass toroidal experiment is ABRACADABRA-10cm [29, 33, 53], which is named as such because the dimensional size is of order 10cm, with
an inner toroidal volume of $V_{abra} = 890cm^3$. This experiment implements a pick up coil in the central region outside the magnets coil winding, and detects the magnetic flux generated by the axion displacement current given by eqn. (15). Since the operation of this experiment is well documented, it provides a good comparison to our new way of searching for low-mass axions documented in this paper.

The new technique described here, requires the detection coil (or pick up coil) to be placed inside the toroid as shown in Fig. 5. Such a superconducting coil exists in ABRACADABRA-10cm, which was primarily added for calibration purposes [53]. Here we assume a similar coil made from oxygen free copper to allow the DC magnetic field to penetrate.

The coil for this experiment has dimensions, $r_{Tor} = 45mm$ and $r_c = 0.25mm$, which from eqn. (63), gives a low frequency inductance of 0.31 $\mu$H. If the coil is assumed to be made from oxygen free copper, at low temperatures it will exhibit a resistivity of order $10^{-6}$ $\mu$1$cm$ [74] equivalent to a conductivity of $\kappa_c = 10^{3}$ $\Omega^{-1}m^{-1}$, so that the DC resistance is equal to $R_c = 0.144m\Omega$. One of the proven ways to implement a sensitive readout is to implement a SQUID amplifier, with a schematic of the experiment shown in Fig. 13. The input coil of the SQUID will load the circuit as indicated in Fig. 4. Here we use typical values of a Magnicon SQUID amplifier, which have previously been used for similar measurements of this kind [53, 75].

Given the SQUID has a superconducting input coil (so $R_{in}$ is negligible), with inductance of $L_{in} = 150\Omega H$ [53] the total circuit will exhibit a DC resistance of, $R_T = R_c + R_{in} = 0.144m\Omega$ and a low frequency inductance of $L_T = L_c + L_{in} = 0.46 \mu H$ resulting in a low frequency time constant of $\tau_T = \frac{L_T}{R_T}$ of about $3ms$ and a pole frequency of about $50Hz$. These properties are used to calculate the short circuit current created by axion dark matter under DC magnetic field, and estimate the sensitivity of such an experiment.

**Solenoidal Electro-Magnet with Single Winding Current Readout**

In this subsection and the next we use the experimental properties of the equivalent solenoid of equivalent size to the toroid electromagnet discussed in the previous subsection. To do this we assume a solenoid of the same magnetic field, $B_{DC} = 1$ Tesla, with a length of, $l_{Sol} = 2\pi \times 45nm = 282.7mn$, and an equivalent volume of $V_{Vol_{Tor}} = 890cm^3$, so the radius of the equivalent solenoid is given by $r_{Sol} = \sqrt[3]{\frac{V_{Vol_{Tor}}}{\pi l_{Sol} l_{Vol}}} = 31.7mn$. The configuration of this solenoid, with a single winding detection coil is shown in Fig. 6, with the dimensions above and a coil winding radius of $r_c = 0.25mn$ to be consistent with the previous example. Then assuming $w_{Sol} \approx 1cm$, from eqn. (67) we obtain a low frequency inductance of 0.46 $\mu$H. If the coil is to be made from oxygen free copper, at low temperatures the DC resistance will be equal to $R_c = 0.30m\Omega$. Assuming a SQUID readout as shown in Fig. 13, with a superconducting coil input inductance of $L_{in} = 150\Omega H$ [53] the total circuit will exhibit a DC resistance of, $R_T = R_c + R_{in} = 0.30m\Omega$ and a low frequency inductance of $L_T = L_c + L_{in} = 0.61 \mu H$ resulting in a low frequency time constant of $\tau_T = \frac{L_T}{R_T}$ of about $2ms$ and a pole frequency of about $78Hz$. To compute the response for both the Solenoid and Toroid magnets, we take into account the full frequency dependence as outline in the main text, including extra resistive skin effects and changes in inductance.

**Solenoidal Electro-Magnet with Multiple Winding Voltage Readout**

Assuming the same solenoid as defined in the prior subsection, we can estimate the properties of the multiple winding toroidal readout coil as indicated from Fig. 12 and eqn. (68). Here, we assume the following dimensions,
$$r_1 = r_{sol} - \frac{w_{sol}}{2} = 26.7\text{mm}, \quad r_2 = r_{sol} + \frac{w_{sol}}{2} = 36.7\text{mm}$$

and

$$N_c = \frac{r_1}{r_2} = 335$$

so that

$$L_{RO} = 2\text{mH}.$$  

Assuming the coil is made from oxygen free copper, at low temperatures the DC resistance will be equal to

$$R_c = 100\text{m}\Omega.$$  

To compare to the other circuits discussed previously, we can calculate the short circuit current time constant and frequency pole to be 20 ms and 21 Hz respectively.

However, the multiple winding readout is not efficient for reading out the short circuit current, and is better suited to a voltage readout. The readout amplifier for this experiment is a CX-4 “Cryogenic Super Low Noise Amplifier”, from stahl-electronics with high input impedance \([55]\), with a schematic shown in Fig. 14. The amplifier has an input capacitance of

$$C_{in} = 4.2\text{pF}$$

and an overall input impedance 15M\Omega below 100kHz. The net effect is that the input impedance is much higher than the equivalent source impedance combined of the readout inductance,

$$L_{RO} = 2\text{mH}$$

and the coil resistance,

$$R_c = 100\text{m}\Omega,$$

over all frequencies of interest. The frequencies of interest are also limited by the amplifier bandwidth, equivalent to an axion mass of

$$4.137 \times 10^{-12}\text{eV}$$

or frequency of 1 kHz, up to an axion mass of

$$10^{-8}\text{eV}$$

or 2.42 MHz. So effectively in these experiments the output voltage of the equivalent circuit (see Fig. 4), gives,

$$v_{out}(t) \approx v_a(t).$$

In this case we ignore the frequency dependence of the inductance due to the skin effect, as it is a small variation and has little impact on the conclusions above, and hence sensitivity estimations.