A SERIES EXPANSION FORMULA OF THE SCALE MATRIX WITH APPLICATIONS IN CHANGE-POINT DETECTION
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Abstract. We introduce a new Lévy fluctuation theoretic method to analyze the cumulative sum (CUSUM) procedure in sequential change-point detection. When observations are phase-type distributed and the post-change distribution is given by exponential tilting of its pre-change distribution, the first passage analysis of the CUSUM statistic is reduced to that of a certain Markov additive process. We develop a novel series expansion formula of the scale matrix for Markov additive processes of finite activity, and apply it to derive exact expressions of the average run length, average detection delay, and false alarm probability under the CUSUM procedure.
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1. Introduction

Sequential change-point detection is a classical sequential decision problem where the aim is to identify changes in an unobservable system through indirect observations quickly and accurately. This has applications in all fields of engineering as well as in natural and social sciences. Classical applications of change-point detection include quality control [11, 35, 52], signal processing [2, 29], seismology [39], finance/economics [46], and epidemiology [7]. For the technological developments toward automation and unmanned operation, efficient detection schemes are becoming increasingly important. Cyber- and bio-security are emerging fields where mathematical modeling for efficient detection is essential for saving people’s lives, intellectual property, and the economy. We refer the reader to [44, 45, 47, 48] for books on change-point detection and related sequential analysis problems.

The cumulative sum (CUSUM) procedure, originally developed by Page [41], is one of the most used detection rules. It is also theoretically important because of its optimality in the sense of minimizing the Lorden detection measure in the minimax formulation. Lorden [34] first proved its asymptotic optimality, and Moustakides [36] showed its exact optimality. One major reason for its popularity is its implementability. Its alarm time is concisely given by the first passage time of the CUSUM statistic, which is, in the terms of probability theory, the reflected process of the log-likelihood ratio (LLR) process. Wald’s approximation and renewal theoretic methods are popular tools for its analysis. However, they usually lead to approximate or asymptotic results. Exact computation of the performance measures, such as the average run length, average detection delay, and false alarm probability, is rarely achieved. Contrary to the continuous-time model, where analytical tools such as martingale methods and Itô calculus are available (see, e.g., [42, 43]), exact computation of the first passage identities for discrete-time processes tends to be infeasible by traditional methods. For this reason, research on the CUSUM statistic, which
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is a discrete-time process, has focused on pursuing approximate results. We refer the reader to, e.g., [48, Ch. 8] for a detailed review and numerical methods for the CUSUM stopping rule.

In this paper, we develop a new series expansion formula of the so-called scale matrix and apply it in obtaining exact expressions of the performance measures of the CUSUM procedure, focusing on a case where observations are phase-type (PH) distributed and the post-change distribution is given by exponential tilting of its pre-change distribution. A PH distribution is given as the absorption time distribution of a finite-state continuous-time Markov chain comprising transient states and a single absorbing state. Examples of PH distributions include (hyper-)exponential, Erlang, and Coxian distributions. The class of PH distributions is dense in the class of all positive distributions in the sense of weak convergence. Hence, in principle, any positive distribution can be approximated by PH distributions. An array of fitting algorithms is provided, for example, in [6, 27, 40, 50]. In particular, when a distribution has a completely monotone density, there are fitting algorithms using hyper-exponential distributions such as [21], which are guaranteed to converge to the true distribution. We refer the reader to [4] and references therein for a comprehensive review of the PH distribution, and recent results on matrix-exponential distributions such as [8, 18].

The scale matrix is defined for Markov additive processes (MAPs), whose research is receiving much attention but is still under development and rarely applied in the literature on sequential testing. A MAP is a bivariate Markov process \((X, J)\), where the increments of \(X\), called the ordinator, are governed by a continuous-time Markov chain \(J\), called the modulator. Conditionally on \(J = i\), the ordinator \(X\) evolves as some Lévy process, say \(X^{(i)}\), until \(J\) changes its state to some \(j\), at which instant an independent jump specified by the pair \((i, j)\) is introduced into \(X\). As obtained, for example in [28], many first-passage identities can be expressed in terms of the scale matrix. However, its applications have been severely limited due to the difficulty of computing the scale matrix. In this paper, we develop an exact and computationally feasible method of computing the scale matrix for a wide subset of MAPs, including those required for the analysis of CUSUM.

The connection between the LLR process and the MAP is established as follows.

Given two probability distributions, \(F_0\) and \(F_1\), on \((0, \infty)\) with their respective densities \(f_0\) and \(f_1\), the LLR process under a sequence of observations \(ζ = (ζ_1, ζ_2, \ldots)\) is given by

\[
L_n := \sum_{i=1}^{n} \log \frac{f_1(ζ_i)}{f_0(ζ_i)}, \quad n \geq 1.
\]

When \(ζ\) are independent and identically distributed (i.i.d.), \(L\) becomes a random walk. However, the observations \(ζ\) are, in general, not necessarily \(F_0\)- or \(F_1\)-distributed. When \(f_1\) is given by exponential tilting of \(f_0\), i.e., \(f_1(x) = \exp(θx)f_0(x)/\int_0^∞ \exp(θy)F_0(dy), x > 0,\) for some \(θ\), then the LLR process is reduced to

\[
L_n = \sum_{i=1}^{n} (θζ_i - κ(θ)), \quad n \geq 1,
\]

where \(κ(θ) := \log \int_0^∞ \exp(θy)F_0(dy)\). The idea is to consider a continuous-time process, say \(X = (X_t)_{t≥0}\), with a constant drift \(θ\) and jumps of constant size \(κ(θ)\) with interarrival times \(ζ\) so that the \(n\)-th post-jump location of process \(X\) coincides with \(L_n\), i.e., the LLR after the \(n\)-th observation. Furthermore, when \(ζ\) are PH distributed, \(X\) can be modeled as a MAP, using (a slight modification of) the Markov chain that describes the PH distribution as its modulator. Similar methods are used in [5] to analyze PH Lévy processes.

To the best of our knowledge, Albrecher et al. [1] is the only existing work that uses the fluctuation theory of MAPs in sequential analysis problems. In [1], they focus on Wald’s sequential probability ratio test (SPRT) in classical binary sequential hypothesis testing, where observations \(ζ\) are \(F_0\) or \(F_1\)-distributed. Hence, the LLR process \(L\) becomes a random walk. In this simple i.i.d. setting, the ordinator \(X\) of the
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MAP, used instead of \( L \), is reduced to a Sparre-Andersen process, a generalization of the compound Poisson process with jump times given by a renewal process. The authors obtain exact expressions of the expected sample size and Type I and Type II error probabilities written in terms of the scale matrix.

This paper is concerned with the CUSUM statistic

\[ R_n := \max_{1 \leq k \leq n} \sum_{i=k}^{n} \log \frac{f_1(\zeta_i)}{f_0(\zeta_i)} \quad n \geq 1, \]  

which is obtained by reflecting the LLR process \( L \) at a lower boundary of zero. The CUSUM procedure triggers an alarm at the first moment this reflected process up-crosses a fixed threshold. Contrary to the study of the classical SPRT \([1]\), the observations \( \zeta \) fail to be i.i.d. Thus, novel and more flexible approaches are required to tackle this problem.

To enjoy the theory of MAPs, a connection between the CUSUM statistic and the reflection of a MAP must be established first, like that between the LLR and the MAP described above. In other words, we need to construct a continuous-time process \( X \) so that the post-jump points of its reflected path coincide with the CUSUM statistic for general observations \( \zeta \), which are not necessarily \( F_0 \) or \( F_1 \)-distributed. Contrary to the SPRT case \([1]\), symmetry is lost when considering reflection at a one-sided boundary. For this reason, we require two approaches, depending on the sign of the tilting parameter \( \theta \). When \( \theta > 0 \), we use \( X \) with a positive drift and negative jumps; when \( \theta < 0 \), we use \( X \) with a negative drift and positive jumps. Because the discrete-time stochastic process \( R \) is expressed by means of a continuous-time stochastic process \( X \), careful pathwise analysis is required. The starting point and the (alarm-triggering) barrier must be adjusted, depending on the sign of \( \theta \) (see Figure 1).

We then conduct the first-passage analysis of the constructed continuous-time process \( X \) by writing it as a MAP, by suitably choosing the modulator \( J \). The biggest challenge is to attain analytical and explicit results without losing the generality of the law of the observation process \( \zeta \) and the change point. To present our mathematical derivation efficiently, we take two steps.

1. We first consider the case the observations \( \zeta \) are i.i.d. This is required for computing the optimal barrier in the minimax formulation. That is the barrier where the average run length, when \( \zeta \) is independent and \( F_0 \)-distributed, equals a given parameter. In this case, as in \([1]\), the process \( X \) becomes an ordinary Sparre-Andersen process, represented as a MAP modulated by a modification of the Markov chain for the PH distribution of \( \zeta \). Using the first passage identity of its reflected process given in \([28]\), the moment generating function (and thus the first moment as well) of the average run length can be written in terms of the corresponding scale matrix, for which a new series expansion formula is derived.

2. We then extend it to the case with a change point. While it is not common to be pursued in non-Bayesian formulations because of its difficulty via traditional methods, we carry out an exact computation of the performance measures of CUSUM under a set of change-point distributions. In particular, we provide an exact computation of the average run length, average detection delay, and false alarm probability when the change-point is discrete-time PH distributed. This enables us to study, for example, the cases of geometric, negative binomial, and mixed geometric distributions, which are special cases of the discrete-time PH distribution (see, e.g., \([38]\)). To this end, we introduce another (this time, discrete-time) Markov chain, say \( Z \), which changes its state after each observation. The change-point is modeled by the first time it enters a certain subset of its state space. The analysis of the CUSUM statistic in this general setting is made possible by generalizing the modulator \( J \) so that it keeps track of the evolution of the Markov chain for \( \zeta \) and for \( Z \).

In fact, this can be further generalized by allowing the observation distribution to depend on the Markov chain \( Z \). This is particularly important because, while for the design of the CUSUM rule two distributions
$F_0$ and $F_1$ must be specified a priori, the true observations can be non-i.i.d. with distributions other than $F_0$ and $F_1$. By considering observation distributions perturbed from $F_0$ and $F_1$, the robustness of the designed CUSUM procedure can be evaluated analytically. This generalization can be seen as a type of hidden Markov model of sequential change-point detection. See [19, 20, 23, 24, 25] for various hidden Markov models. It is noted that the CUSUM procedure in our Markov-modulated generalization is still defined by the simple LLR function between $f_0$ and $f_1$ (with general non-i.i.d. observations $\zeta$). Many non-i.i.d. models consider more complex LLR functions by assuming to know the conditional density given past observations (i.e., $f_i(\cdot | x)$ for every history $x$ of observations for $i = 0, 1$), and they pursue only approximate results. However, in practice, conditional densities are often too complex to be calibrated, and simpler rules are often preferred. Here, we stick to this simple form of the LLR function and obtain exact and concrete results.

The above procedures reduce the computation for the CUSUM procedure to that of the scale matrix. Hence, it is essential to develop a way to compute the scale matrix to carry out the introduced techniques in practice. This is an important component missing in [1], where the expression of the scale matrix was obtained only for the case $\zeta$ are Erlang distributed. In this paper, we derive a new series expansion formula for the scale matrix for MAPs with a constant drift and general finite-activity one-sided jumps (Theorem 8). This generalizes the series expansion formula of the scale function obtained in [33, Thm. 2.2] for the Cramér-Lundberg process. In particular, the scale matrix required for the above computation for CUSUM can be explicitly and analytically written as a sum of matrix exponentials. This enables us to conduct exact computations of the performance measures for the CUSUM procedure, even for the general case modulated by $Z$.

Our series expansion formula of the scale matrix is important in its own right. While the research on MAPs and the scale matrix is relatively new, many quantities of interest are already known to be expressible by means of the scale matrix (see, e.g., [14, 15, 22, 28, 32]). This is analogous to how the scale function is used for the ordinary Lévy process (see, e.g., [9, 30, 31]). However, different from the scale function that can be computed by straightforward Laplace inversion, the computation of the scale matrix is challenging and thus it has been a major obstacle to its practical applications. This new formula derived in this paper can be directly used for the study of SPRT [1] and its generalizations. In addition, it has a direct contribution to the study of the Sparre-Andersen process as in [13, 16, 17, 26]. These, besides the applications in sequential analysis as in this paper, have broad applications in, e.g., insurance mathematics and queueing analysis.

To confirm the analytical results and computational feasibility, we conduct numerical experiments. We consider both simple and complex cases with non-i.i.d. observations. We test the results using the introduced scale matrix approach against those approximated by Monte Carlo simulation, confirming the accuracy and efficiency of the proposed method.

The rest of the paper is organized as follows. In Section 2, we review the CUSUM procedure and construct a continuous-time process whose reflected path coincides with the CUSUM statistic. In Section 3, we consider the case where $\zeta$ are i.i.d. We review the fluctuation theory and the scale matrix, and write the average run length in terms of the scale matrix. In Section 4, we derive our series expansion of the scale matrix, with which the scale matrix required for the analysis of the CUSUM statistic is written explicitly. In Section 5, we generalize the results by introducing a discrete-time Markov chain, and obtain the average run length, average detection delay, and false alarm probability for non-i.i.d. cases. We conclude the paper with numerical results in Section 6. Some proofs are deferred to the appendix.

2. Preliminaries

In this section, we review the classical sequential change-point detection problem and the CUSUM procedure. We then focus on the case the post-change distribution is given by exponential tilting of
the pre-change distribution, and construct a generalization of the Sparre-Andersen process so that the post-jump points of its reflected path coincide with the CUSUM statistic.

2.1. Change-point detection and CUSUM. To describe the classical CUSUM procedure, we first consider the classical setting where the observations are i.i.d. before and after the change, conditionally given the change point.

Suppose a sequence $\zeta = (\zeta_1, \zeta_2, \ldots)$ of independent random variables are observed sequentially. At an unobservable disorder time $\nu \geq 0$, it changes its distribution from $F_0$ to $F_1$. In other words, conditionally given $\nu$, random variables $\zeta_i$ and $\zeta_j$ are independent for $i \neq j$ and $\zeta_1, \zeta_2, \ldots, \zeta_\nu \sim F_0$ and $\zeta_{\nu+1}, \zeta_{\nu+2}, \ldots \sim F_1$ (we follow the convention that the disorder is triggered immediately after $\nu$-th observation). Here, we allow $\nu$ to take zero with a positive probability; in this scenario, the observation $\zeta$ is $F_1$-distributed from the first observation. We also allow $\nu$ to be infinity (and hence $\nu$ is $F_0$-distributed at all times) with a positive probability.

The objective of sequential change-point detection is to identify the disorder as quickly as possible and as accurately as possible. A strategy $T$ is selected from the set $\mathcal{T}$ consisting of all stopping times with respect to the filtration generated by the observation $\zeta$, namely $\mathcal{F} := (\mathcal{F}_n)_{n \geq 0}$ with $\mathcal{F}_0$ the trivial $\sigma$-algebra and $\mathcal{F}_n := \sigma(\zeta_1, \ldots, \zeta_n)$ for $n \geq 1$. For each constant $k \geq 0$, let $P_k$ be the conditional probability under which $\nu = k$ and $E_k$ the corresponding expectation. In particular, under $P_0$ (resp. $P_\infty$), $\zeta$ are independent and $F_1$- (resp. $F_0$-)distributed. As is commonly assumed in the literature, let $F_0$ and $F_1$ admit densities $f_0$ and $f_1$, respectively, with respect to some baseline measure.

The CUSUM statistic after $n$ observations is given by (2). For convenience sake, we also let $R_0 := 0$. The CUSUM procedure, parameterized by a constant $A > 0$, triggers an alarm at the first time (2) exceeds $A$, namely

$$T_A := \inf\{n \geq 1 : R_n > A\}. \quad (3)$$

It is known that (2) admits a recursive relation (see, e.g., [37, Eq. (2.6)]):

$$R_n = \max\left(0, R_{n-1} + \log \frac{f_1(\zeta_n)}{f_0(\zeta_n)}\right), \quad n \geq 1.$$  

With the LLR process defined in (1) and its (capped) running minimum process

$$L_n := \left(\min_{1 \leq k \leq n} L_k\right) \wedge 0, \quad n \geq 0,$$

we can write

$$R_n = L_n - L_{n}, \quad n \geq 0. \quad (4)$$

In particular, under $P_\infty$ and $P_0$ with i.i.d. observations, $L$ reduces to a random walk and $R$ is its reflected process.

The CUSUM procedure is well-known for its optimality properties in the minimax formulation. From [36], it is known that, given a parameter $\beta \geq 1$ selected by the decision maker, the CUSUM procedure (3) with the selection of the barrier $A_\beta$ satisfying

$$E_\infty(T_{A_\beta}) = \beta \quad (5)$$

is optimal in the sense that it minimizes the Lorden detection measure [34]:

$$C(T) := \sup_{k \geq 0} \sup E_k ((T - k)^+ | \mathcal{F}_k) \quad (6)$$

over the set of strategies

$$\Delta_\beta = \{T \in \mathcal{T} : E_\infty(T) \geq \beta\}.$$  

The Lorden detection measure (6) only evaluates the worst-case performance and is often not suitable in real applications. It is thus important to consider other measures as well to evaluate a detection strategy.
Popular measures, often used in Bayesian formulations, are the average run length, average detection delay and false alarm probability, respectively given by:

\[
ARL(T) := E(T),
\]

\[
ADD(T) := E((T - \nu)^+),
\]

\[
PFA(T) := P(T \leq \nu).
\]

For the above probability and expectations to make sense, the law \(P\) of the change point \(\nu\) and the observation process \(\zeta\) must be completely specified. For example, for the computation of the optimal barrier satisfying (5), \(ARL(T_A) = E_\infty(T_A)\) with \(P = P_\infty\). It is also of interest to consider the case of \(P = P_k\) where \(\nu = k\) a.s. for \(0 \leq k < \infty\).

2.2. Our assumption. We assume both \(F_0\) and \(F_1\) (that define the LLR and CUSUM statistic) are positive distributions (with support \((0, \infty)\)) and their densities satisfy

\[
f_1(x) = \frac{e^{\theta x} f_0(x)}{\int_0^\infty e^{\theta y} F_0(dy)}, \quad x > 0,
\]

for some known parameter \(\theta \in (-\infty, \overline{\theta})\setminus\{0\}\) where \(\overline{\theta} := \sup\{\theta \geq 0 : \int_0^\infty e^{\theta y} F_0(dy) < \infty}\). With the cumulant

\[
\kappa(\theta) := \log \left( \int_0^\infty e^{\theta y} F_0(dy) \right),
\]

the LLR function becomes

\[
\log \frac{f_1(x)}{f_0(x)} = \theta x - \kappa(\theta), \quad x > 0.
\]

In particular, under \(P_0\) and \(P_\infty\), the LLR process \(L\) as in (1) becomes a random walk with i.i.d. increments \((\theta \zeta_n - \kappa(\theta))\) \(n \geq 1\).

Well-known examples satisfying this exponential tilting assumption are two exponential densities and two Erlang densities with fixed shape parameter. As is shown in [3], an exponentially tilted distribution of the PH distribution is again PH (see [1, Eq. (10)] for the formula). Explicit results for the classical SPRT were obtained for the exponential case in [49] and the Erlang case in [1]. However, beyond these results, exact expressions of the performance measures are rarely obtained in sequential analysis, even with the assumption of exponential tilting.

2.3. Alternative expression of the CUSUM statistic. We shall now express the CUSUM statistic in terms of a reflected path of a certain continuous-time process. While the definition of the CUSUM procedure (2) requires the densities \(f_0\) and \(f_1\) to be specified, the process (2) is well-defined even when \(\zeta\) are non-i.i.d. with distributions other than \(F_0\) and \(F_1\). In the subsequent discussions, let \(\zeta\) be any strictly positive sequence.

Let \(N = (N_t)_{t \geq 0}\) be a counting process with \(N_0 = 0\) with its \(l\)-th jump time given by the sum of the first \(l\) observations

\[
\eta_l = \zeta_1 + \zeta_2 + \cdots + \zeta_l, \quad l \geq 0.
\]

We then introduce a continuous-time process

\[
X_t^{(x)} = x + \theta t - \kappa(\theta) N_t, \quad t \geq 0,
\]

started at \(x \in \mathbb{R}\). In particular, when \(\zeta\) are i.i.d., \(N\) reduces to an ordinary renewal process and hence the process \(X\) falls in the class of what is called Sparre-Andersen processes in actuarial science. We refer the readers to, e.g., [13, 16, 17, 26] for existing research on the Sparre-Andersen process. For the rest of the paper, let us call (10) a generalized Sparre-Andersen process to include the cases \(\zeta\) are non-i.i.d.
Our key observation is the equivalence of the first passage time of the CUSUM statistic (2) and that of the reflected process of $X^{(x)}$ defined by
\[ Y_t^{(x)} := X_t^{(x)} - X_t^{(x)} \wedge 0, \quad t \geq 0, \]
where $X_t^{(x)} := \inf_{0 \leq s \leq t} X_s^{(x)}$. We denote the first passage time of (11) by
\[ \tau_a^{(x)} := \inf\{t \geq 0 : Y_t^{(x)} > a\}, \quad a > 0. \]
For simplicity, we drop the superscript when $x = 0$ and write $X = X^{(0)}$, $Y = Y^{(0)}$, and $\tau_a = \tau_a^{(0)}$.

By construction, we have $\log(f_1(\zeta)) / f_0(\zeta)) = \theta \zeta - \kappa(\theta) = X_{\eta_n} - X_{\eta_n-1}$ for $l \geq 1$, and hence
\[ L_n = X_{\eta_n} \quad \text{and} \quad L_n = \min_{1 \leq k \leq n} X_{\eta_k} \wedge 0, \quad n \geq 0. \]

We deal with the cases $\theta$ is positive and negative separately because the behavior of $X^{(x)}$ differs depending on the sign of $\theta$ as in the following remark.

Remark 1. Because
\[ \text{sgn}(\theta) = \text{sgn}(\kappa(\theta)), \]
(1) when $\theta > 0$, $X^{(x)}$ has a constant positive drift with negative jumps;
(2) when $\theta < 0$, $X^{(x)}$ has a constant negative drift with positive jumps.

Following the terminology of the theory of Lévy processes, we call $X^{(x)}$ spectrally negative when $\theta > 0$ and spectrally positive when $\theta < 0$.

Our approach is to cast the problem for $R$ into that of $Y^{(x)}$ by using the relation shown below. See also Figure 1 for graphical illustrations of the link between $R$ and $Y^{(x)}$.

**Proposition 2.** Fix $A > 0$ and let $\zeta$ be any strictly positive sequence. The following holds a.s.

1. When $\theta > 0$, $R_n = Y_{\eta_n}$ for $n \geq 0$ and $T_A = 1 + N_{A+\kappa(\theta)}$.
2. When $\theta < 0$, $R_n = Y_{\eta_n}^{(\kappa(\theta))} - |\kappa(\theta)|$ for $n \geq 0$ and $T_A = N_{A+|\kappa(\theta)|}$.

**Proof.** (1) Suppose $\theta > 0$ (and then $\kappa(\theta) > 0$). In view of Remark 1(1), the running infimum process $X$ is updated only immediately after (negative) jumps and hence $\min_{1 \leq k \leq n} X_{\eta_k} \wedge 0 = X_{\eta_n}$ implying, together with (13), $L_n = X_{\eta_n}$ for all $n \geq 0$. Therefore (4) becomes
\[ R_n = X_{\eta_n} - X_{\eta_n} = Y_{\eta_n}, \quad n \geq 0. \]
If $R_n = Y_{\eta_n} > 0$ then no reflection is made at $\eta_n$ (jump size is exactly $-\kappa(\theta)$) and necessarily $R_n = Y_{\eta_n} = Y_{\eta_n-} - \kappa(\theta) > 0$. Therefore, for $A > 0$, using that $X$ has only negative jumps,
\[ T_A = \inf\{n \geq 1 : Y_{\eta_n-} - \kappa(\theta) > A\} \]
\[ = 1 + \#\{\text{jumps of } X \text{ (or } N) \text{ before the instance } Y \text{ exceeds } A + \kappa(\theta)\} \]
\[ = 1 + N_{A+\kappa(\theta)} \]
where the addition of 1 is needed because we also need to count the last observation, which is the jump occurring after $Y$ crosses $A + \kappa(\theta)$ upward (and then lands on somewhere above $A$); see Figure 1.

(2) Suppose $\theta < 0$ (and then $\kappa(\theta) < 0$). Because $X_{\eta_n} = X_{\eta_n-} - \kappa(\theta) = X_{\eta_n-} + |\kappa(\theta)| = X_{\eta_n-}^{(\kappa(\theta))}$, by (13),
\[ L_n = \min_{1 \leq k \leq n} X_{\eta_k} \wedge 0 = \min_{1 \leq k \leq n} (X_{\eta_k}^{(\kappa(\theta))}) \wedge 0. \]
In view of Remark 1(2), $X$ has a negative drift with positive jumps and hence $\min_{1 \leq k \leq n} X_{\eta_k}^{(\kappa(\theta))} = X_{\eta_n}^{(\kappa(\theta))}$ and therefore $L_n = X_{\eta_n}^{(\kappa(\theta))} \wedge 0$. Substituting this in (4),
\[ R_n = X_{\eta_n} - X_{\eta_n}^{(\kappa(\theta))} \wedge 0 = X_{\eta_n}^{(\kappa(\theta))} - |\kappa(\theta)| = X_{\eta_n}^{(\kappa(\theta))} \wedge 0 = Y_{\eta_n}^{(\kappa(\theta))} - |\kappa(\theta)|, \quad n \geq 0. \]
Therefore (again see Figure 1),

\[ T_A = \inf\{n \geq 1 : Y_{n}^{(-\kappa(\theta))} - |\kappa(\theta)| > A\} \]

\[ = \#\{\text{jumps of } X \text{ (or } N) \text{ before or at the instance } Y^{(-\kappa(\theta))} \text{ exceeds } A + |\kappa(\theta)|\} \]

\[ = N_{\tau_A^{(-\kappa(\theta))}}^{(\kappa(\theta))} \]
We also write \( P \) processes. With the background process reset according to the distribution \( \alpha_t \) and with arrivals, respectively. At each arrival that occurs with rate \( \gamma \) case of (15) with \( \theta > 0 \) can be dealt by considering its dual process (see Section 3.2).

Here, we assume the drift is strictly positive \( (\gamma > 0) \), \( N \) is a renewal process with independent \( \mathcal{PH}(E, \alpha, T, t) \)-distributed interarrival times (a.k.a. PH renewal process) and \( C = (C_i)_{i \geq 1} \) is an i.i.d. sequence of \((0, \infty)\)-valued random variables independent of \( N \).

**Remark 3.** The process (10) for the analysis of the CUSUM statistic when \( \theta > 0 \) and \( \zeta \) are i.i.d. is a special case of (15) with \( \gamma = \theta \), deterministic jumps of size \( C \equiv \kappa(\theta) > 0 \), and the observation \( \zeta_n \sim \mathcal{PH}(E, \alpha, T, t) \) for all \( n \geq 1 \). The case \( \theta < 0 \) can be dealt by considering its dual process (see Section 3.2).

It is a common practice to write (15) as a (spectrally negative) MAP. As in [4, Example 1.1, Chap. XI], the renewal process \( N \) can be described as the number of arrivals of a background Markov chain \( J \) with transition rate matrix \( T + B \) where \( T \) and \( B := t\alpha \) are the intensities of transitions without arrivals and with arrivals, respectively. At each arrival that occurs with rate \( t \), \( N \) jumps up by one and \( J \) is reset according to the distribution \( \alpha \). We refer the reader to [4, Ch. XI] for a review of Markov arrival processes. With the background process \( J \) as a modulator, we describe (15) as the ordinator of the MAP \((X, J)\), which experiences negative jumps of size \( C \) upon arrivals (jump times of \( N \)).

We let \( \mathbb{P}_{x,i}(\cdot) \) (with parentheses) be the law of \((X, J)\) when \((X_0, J_0) = (x, i)\) for \( x \in \mathbb{R} \) and \( i \in E \). We also write \( \mathbb{P}_x[A, J_T = j] \) (with brackets) for the \( n \times n \) matrix whose \((i, j)\)-th element is \( \mathbb{P}_{x,i}(A, J_T = j) \).
for any event $A$ and (random or deterministic) time $\tau$. In particular, $\mathbb{P}_x[J_\tau]_{ij} = \mathbb{P}_x(i; J_\tau = j)$, $i, j \in E$. Analogously, we let $\mathbb{E}_x[Y; J_\tau]$ be the matrix of expectations of $\mathbb{E}_x(Y; J_\tau = j)$. We drop the subscript when $X_0 = 0$. Different from (10), we omit the superscript $(x)$ for the starting value, which can be modeled by using the measure $\mathbb{P}_x$.

Remark 4. Note that (15) is more general than (10), and to avoid confusion we use different fonts for the probability/expectation operators from those in Section 2.1.

A so-called matrix exponent of the MAP $(X, J)$ is then given by

$$F(s) := \gamma s I_n + T + \mathbb{E}(e^{-sc})B,$$  \hspace{1cm} \text{(17)}

and it satisfies

$$\mathbb{E}[e^{s(X_t - X_0)}; J_t] = e^{F(s)t}, \hspace{1cm} t \geq 0,$$

where $I_n$ is the $n \times n$ identity matrix. By convention it is assumed that $X$ is killed when $J$ is killed (sent to a cemetery state), which occurs with rate vector $q$ as in (14).

3.1. Fluctuation theory of Sparre-Andersen process. There is a rich fluctuation theory for spectrally negative MAPs \cite{14, 15, 28, 32}, and the basic object underlying various identities is a so-called scale matrix $W : [0, \infty) \rightarrow \mathbb{R}^{n \times n}$. This continuous, right-differentiable, matrix-valued function is characterized by the transform:

$$\int_0^\infty e^{-sx}W(x)dx = F(s)^{-1}$$

for $s > \max\{\Re(z) : z \in \mathbb{C}, \det(F(z)) = 0\}$. See, e.g., \cite[Thm. 1]{28}. Moreover, $W(x)$ is invertible for $x > 0$. We also write its integral $\overline{W}(x) := \int_0^x W(z)dz$ and right-hand derivative $W'(x)$ for $x \geq 0$.

Remark 5. In the following, we use several results of \cite{28} where the Markov chain $J$ is assumed to be irreducible, which is not the case below in this paper. It can be checked that this assumption is indeed redundant, given that the quantity

$$\psi(s) = \max_i \{\Re(\lambda_i(s)) : \lambda_i(s) \text{ is an eigenvalue of } F(s)\}$$

is treated with some care. In general, it should not be called the Perron-Frobenius eigenvalue, and we should not rely on $\psi'(0)$ or the asymptotic drift concept. In particular, all the results in \cite{28} apart from Cor. 4 (in the given form) hold without irreducibility assumption.

We refer the reader to \cite{28} for a list of expectations one can compute using the scale matrix. Here, we focus on the identities relevant to the performance measures of the CUSUM procedure.

As in (11) and (12), we define the reflected process

$$Y_t := X_t - X_t^\downarrow \wedge 0, \hspace{1cm} t \geq 0,$$

where $X_t := \inf_{0 \leq s \leq t} X_s$, and its first passage time

$$\tau_a := \inf\{t \geq 0 : Y_t > a\}, \hspace{1cm} a > 0.$$  \hspace{1cm} \text{(18)}

For $a > 0$, by \cite[Thm. 2]{28},

$$\mathbb{P}_x[J_{\tau_a}] = \left(I_n - \overline{W}(a)F(0)\right)^{-1} = \left(I_n - \overline{W}(a)(T + B)\right)^{-1}.$$  \hspace{1cm} \text{(19)}

Let the number of arrivals coming from phase $k \in E$ counted until $\tau_a$ be denoted by

$$N_{\tau_a}(k) := \sum_{t : \tau_a \wedge N_t \neq 0} 1\{J_t = k\}.$$  \hspace{1cm} \text{(20)}

The following results can be derived easily by writing its generating function in terms of the scale matrix via (19). Its proof is deferred to Appendix B.1.
Lemma 6. Suppose $J$ is non-defective (i.e. $q = 0$). For $a > 0$, we have
\[ \mathbb{E}_{i,j}(N_{\tau_a}(k)) = \left[ (I_n - \overline{W}(a)(T + B))^{-1}\overline{W}(a)\text{diag}(t) \right]_{ik}, \quad i, k \in E, \]
and hence the unconditional expected number of arrivals until $\tau_a$ is
\[ \mathbb{E}(N_{\tau_a}|J_0 \sim \alpha) = \sum_{i,k \in E} \alpha_i \mathbb{E}_0,i(N_{\tau_a}(k)) = \alpha \left( I_n - \overline{W}(a)(T + B) \right)^{-1}\overline{W}(a)t. \]

3.2. Spectrally positive case. By flipping the process (15), we can also consider the case with a negative drift and positive jumps. Suppose temporarily that, with the same $S$ and $N$ as in (15),
\[ (SP) \quad X_t = X_0 - \gamma t + S_{N_t}, \quad t \geq 0. \] (21)
Then its dual process $X_t^d := -X_t$ started at $X_0^d = -X_0$ admits the form (15). Let $W^d(x)$ be the scale matrix for the spectrally negative MAP $(X^d, J)$. Below it is understood that $\tau_a$ and (20) are for the original spectrally positive MAP $(X, J)$ and $\mathbb{P}_{x,i}$ is its law when $X_0 = x$ (starting point of the original spectrally positive MAP) and $J_0 = i$. Different from the spectrally negative case above, here we compute the first passage identities for a general starting point because for the analysis of CUSUM, we need the case the starting point is different from the reflection barrier 0 (see Proposition 2(2)).

According to [28, Thm. 6], because $T$ and $B$ remain the same for $X^d$ and $X$,
\[ \mathbb{P}_x[J_{\tau_a}] = I_n - \left( \overline{W}^d(a - x) - W^d(a - x)(W^d)^+_+(a)^{-1}W^d(a) \right)(T + B), \quad a > 0, \ 0 \leq x \leq a. \] (22)
The following is a direct consequence of this identity and hence we defer its proof to Appendix B.2.

Lemma 7. Suppose (SP) as in (21) and $J$ is non-defective (i.e. $q = 0$). For $a > 0$ and $0 \leq x \leq a$,
\[ \mathbb{E}_{x,i}(N_{\tau_a}(k)) = -\left[ (\overline{W}^d(a - x) - W^d(a - x)(W^d)^+_+(a)^{-1}W^d(a))\text{diag}(t) \right]_{ik}, \quad i, k \in E, \]
and hence the unconditional expected number of arrivals until $\tau_a$ is
\[ \mathbb{E}_x(N_{\tau_a}|J_0 \sim \alpha) = -\alpha \left( \overline{W}^d(a - x) - W^d(a - x)(W^d)^+_+(a)^{-1}W^d(a) \right)t. \]

3.3. The case of CUSUM. Now recall our discussions in Section 2.1. The optimal barrier in the minimax formulation is given by $A_\gamma$ such that (5) holds, and for this computation we need the average run length $\text{ARL}(T_A) = \mathbb{E}_\infty[T_A]$ for $A > 0$. Here, we consider the case $\zeta_n \sim F_0 \sim \mathcal{PH}(E, \alpha, T, t)$ for all $n \geq 1$, and this defines the Markov chain $J$. Recall again that any positive distribution can be approximated by PH distributions.

(1) Suppose $\theta > 0$. Let $W$ be the scale matrix of the MAP $(X, J)$ as in (15) with $\gamma = \theta > 0$ and $C \equiv \kappa(\theta) > 0$ (see Remark 3). In view of Proposition 2(1), Lemma 6 gives
\[ \text{ARL}(T_A) = 1 + \mathbb{E}(N_{\tau_{A+\kappa(\theta)}}|J_0 \sim \alpha) = 1 + \alpha \left( I_n - W(A + \kappa(\theta))(T + B) \right)^{-1}W(A + \kappa(\theta))t, \quad A > 0. \] (23)

(2) Suppose $\theta < 0$. Let $W^d$ be the scale matrix of the MAP $(X^d, J)$ as in (15) with $\gamma = -\theta > 0$ and $C \equiv |\kappa(\theta)| = -\kappa(\theta) > 0$ (again see Remark 3). In view of Proposition 2(2), Lemma 7 gives
\[ \text{ARL}(T_A) = \mathbb{E}_{\kappa(\theta)}(N_{\tau_{A+|\kappa(\theta)|}}|J_0 \sim \alpha) = -\alpha \left( W^d(A) - W^d(A)(W^d)^+_+(A + |\kappa(\theta)|)^{-1}W^d(A + |\kappa(\theta)|) \right)t, \quad A > 0. \] (24)
4. Series expansion of the scale matrix

As discussed in the previous section, the computation of the identities of interest boils down to that of the scale matrix. Here, we derive a new formula for $W$ of the spectrally negative MAP $(X, J)$ of the form (15), generalizing the series expansion in [33, Thm. 2.2] for the Cramér-Lundberg model (i.e. $N$ is a Poisson process) and also [1, Thm. 2] in the case of Erlang interarrival times and deterministic jumps. These previous results were obtained by transform inversion, which becomes infeasible in this more general setting. Hence, we take a different approach.

For every $k \geq 1$ we define an $nk \times nk$ sub-transition rate matrix $T_k$ and $nk \times n$ matrices $e_{k1}$ and $e_{kk}$:

$$T_k = \begin{pmatrix} T & B & \cdots & O \\ \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & T & B \\ O & \cdots & O \\ \end{pmatrix}, \quad e_{k1} = \begin{pmatrix} I_n \\ \vdots \\ O \\ O \\ \end{pmatrix}, \quad e_{kk} = \begin{pmatrix} O \\ \vdots \\ O \\ I_n \\ \end{pmatrix},$$

so that $T_1 = T$ and $e_{11} = I_n$. Here and for the rest of the paper, $O$ is a zero matrix of appropriate dimension. These definitions are motivated by the identity

$$\mathbb{P}[N_t = k-1, J_t] = e_{k1}^T e_{kk}^T e_{kk}, \quad t \geq 0, \ k \geq 1,$$

which gives the matrix of probabilities of seeing $k-1$ arrivals by time $t$ and being in a particular phase at this time.

**Theorem 8.** The scale matrix of a MAP in (15) has the representation

$$W(x) = \frac{1}{\gamma} \sum_{k \geq 1} \int_{y \in [0,x]} e_{k1}^T e_{kk}^T e_{kk} \mathbb{P}(S_{k-1} \in dy), \quad x \geq 0,$$

where $S$ is defined as in (16) with the understanding that $S_0 = 0$.

It is important to point out that the above series is absolutely convergent for any $x \geq 0$. Indeed, consider the matrix norm $\| M \| := \max_i \sum_j |M_{ij}|$, and note that $\| T_k \| \leq \| T \| + \| B \| =: r$, which is independent of $k$. Thus $\| e_{k1}^T e_{kk}^T e_{kk} \| \leq e^r |y-x|/\gamma$ and also

$$\| W(x) \| \leq \frac{1}{\gamma} \sum_{k \geq 1} \int_{y \in [0,x]} e^{r|y-x|/\gamma} \mathbb{P}(S_{k-1} \leq x) < \infty,$$

where finiteness of the latter sum follows from the basic renewal theory.

**Remark 9.** The term $e_{k1}^T e_{kk}^T e_{kk}$, $k \geq 1$, is the top-right corner block of $e^{T_k(y-x)/\gamma}$, and can be written in an alternative way to avoid high dimensionality when computing it; see Appendix A.

**Proof of Theorem 8.** First, we assume that $(X, J)$ is a killed process with $q_i = q > 0$ for all $i \in E$. As in [28, Thm. 1 and (10)] (see also [28, Eq. (12)]), we can write

$$W(x) = e^{-Gx} H(0) - H(-x), \quad x > 0,$$

where $G$ is the transition rate matrix of the first passage Markov chain (i.e. $\mathbb{P}[J(\sigma_x)] = \exp(Gx)$ for $x > 0$ where $\sigma_x := \inf\{t > 0 : X_t > x\}$) and $H(x)$ denotes the matrix of expected occupation times at the level $x$; see [28, Sec. 4] for the precise definitions. In the present setting (where $X$ is of bounded variation and 0 is irregular for itself), $\gamma H(x)_{ij}$ is the expected number of times the level $x$ is hit in phase $j$ when starting in phase $i$. Moreover, there is a standard identity

$$H(x) = e^{Gx} H(0), \quad x \geq 0,$$

which follows by the strong Markov property and additivity of occupation times together with the lack of positive jumps of $X$. 

Consider the $n \times n$ matrix of probabilities of hitting the level $x \in \mathbb{R}$ in stage $k \geq 1$ (between $k - 1$ and $k$th arrivals):

$$
\int_{y \geq 0, y + x > 0} e_{k1}^T e_{k1}^T T_k(y+x)/\gamma e_{kk} \mathbb{P}(S_{k-1} \in dy),
$$

where the $i$-th row corresponds to starting in phase $i$ and the $j$-th column to hitting in phase $j$. This identity readily follows by conditioning on $S_{k-1} \geq 0$ which is independent of the rest, and then applying (26). By summing up this expression over $k$, we get

$$
H(x) = \frac{1}{\gamma} \sum_{k \geq 1} \int_{y \geq (x) \gamma > 0} e_{k1}^T e_{k1}^T T_k(y+x)/\gamma e_{kk} \mathbb{P}(S_{k-1} \in dy), \quad x \in \mathbb{R}.
$$

Next, we consider the cases $x \geq 0$ and $x < 0$ separately and employ (29) to find

$$
e^{Gx} H(0) = \frac{1}{\gamma} \sum_{k \geq 1} \int_{y \geq 0} e_{k1}^T e_{k1}^T T_k(y+x)/\gamma e_{kk} \mathbb{P}(S_{k-1} \in dy), \quad x \geq 0,
$$

$$
H(-x) = \frac{1}{\gamma} \sum_{k \geq 1} \int_{y > x} e_{k1}^T e_{k1}^T T_k(y-x)/\gamma e_{kk} \mathbb{P}(S_{k-1} \in dy), \quad x > 0.
$$

In the latter we use the fact that $y = x$ results in a zero matrix unless $k = 1$, which can be disregarded because $S_0 = 0 < x$.

We now show that the equality (30) holds also for $x < 0$ by analytic continuation. First, $e^{Gx} H(0)$ is a matrix of entire functions. To see that the right-hand side of (30) is also a matrix of entire functions, we first write it as

$$
\frac{1}{\gamma} \sum_{k \geq 1} e_{k1}^T e_{k1}^T (e T_k S_{k-1}/\gamma) e T_k x/\gamma e_{kk}.
$$

As in (27) we see that the maximal absolute entry of $T_k e T_k x/\gamma$ is upper bounded by $r e^{x/\gamma}$ for all $x \in \mathbb{C}, k \geq 1$. By noting that $E(e T_k S_{k-1}/\gamma)$ has $[0, 1]$ entries we get a bound

$$
\sum_{k \geq 1} \| e_{k1}^T E(e T_k S_{k-1}/\gamma) T_k e T_k x/\gamma e_{kk} \| \leq \frac{r}{\gamma} e^{x/\gamma} \sum_{k \geq 1} \| e_{k1}^T E(e T_k S_{k-1}/\gamma) e_{kk} \| \leq r e^{x/\gamma} \sum_{i,j} H(0)_{i,j},
$$

where in the latter step we upper bounded the matrix norm by the sum over all non-negative entries. In the defective case the matrix $H(0)$ has finite entries [28, Lem. 10]. Now, according to, e.g., [51, A16] differentiation at any $x \in \mathbb{C}$ can be performed under the summation sign, as desired.

We can now apply analytic continuation to find that (30) holds when $x \geq 0$ is replaced by $-x$. Hence, (28) yields the stated expression of $W(x)$ for $x > 0$, whereas $W(0) = I_n / \gamma$ (see the comments following [28, Eq. (14)]) and so the formula is also true for $x = 0$.

Finally, the non-defective case is obtained by a limit argument, by taking $q \downarrow 0$. It is known as in the proof of [28, Thm. 1] that $W(x)$ is continuous in $q$, and so it is left to take the limit inside the sum and integral of the stated expression. Finally, by using the bound in (27) to see that the dominated convergence theorem applies, the proof is complete.

For the case of deterministic jumps $C \equiv c > 0$ as in the CUSUM case in Remark 3, the scale matrix can be written explicitly as a sum of matrix exponentials. In the next corollary, we also obtain the integrated/differentiated scale matrices, which are required in Lemmas 6 and 7. See Appendix A for alternative expressions.
Corollary 10. Suppose \( C \equiv c > 0 \). We have
\[
W(x) = \frac{1}{\gamma} \sum_{k=1}^{[x/c]+1} e_k^T e_k \frac{\lambda}{\lambda + q} e_k, \quad x \geq 0, \tag{31}
\]
\[
W'(x) = -\frac{1}{\gamma^2} \sum_{k=1}^{[x/c]+1} e_k^T T_k e_k \frac{\lambda}{\lambda + q} e_k, \quad x > 0, \tag{32}
\]
\[
W(x) = \sum_{k=1}^{[x/c]+1} e_k^T T_k^{-1} \left( I_{nk} - e_k T_k \frac{\lambda}{\lambda + q} e_k \right) e_k, \quad x \geq 0. \tag{33}
\]

Proof. The identity (31) is a direct consequence of Theorem 8 by using \( S_{k-1} = c(k-1) \) for \( k \geq 1 \). The identities (32) and (33) can be derived by straightforward differentiation and integration of (31), where we also use Fubini’s theorem for the latter.

We conclude this section with other important examples.

Example 11. (1) Suppose the distribution of the interarrival times of \( N \) is defective exponential of rate \( \lambda > 0 \) killed at rate \( q \geq 0 \). In other words it is exponential of rate \( \lambda + q \) which is declared killed with probability \( q/(\lambda + q) \). Thus \( T = -\lambda - q, t = \lambda, \alpha = 1 \) and we find that
\[
e_k^T e_k T_k e_k = \left( \frac{\lambda}{\lambda + q} \right)^{k-1} f_k(x; \lambda + q) \frac{\lambda}{\lambda + q}, \quad x > 0, k \geq 1,
\]
where the function \( f_k(x; \xi) := \xi^k x \xi^{k-1} e^{-\xi x}/(k-1)! \) is the Erlang density. Theorem 8 now yields
\[
W(x) = \frac{1}{\gamma} \sum_{k=0}^{[x/c]+1} \frac{1}{k!} \left( \frac{\lambda}{\lambda + q} \right)^k \int_{y=0}^{x} \left((y-x)\frac{\lambda + q}{\gamma}\right)^k e^{-(y-x)(\lambda+q)/\gamma} \mathbb{P}(S_k \in dy) \quad x \geq 0,
\]
which coincides with the expression of the \( q \)-scale function of the Lévy process (for the process killed at rate \( q \)) considered in [33, Thm. 2.2].

(2) In Corollary 10, suppose additionally that the interarrival times of \( N \) have non-defective exponential distribution on \( n \) phases with rate \( \lambda \). Then the \((i,j)\)-th entry of \( e_k^T T_k e_k \) is given by \( f_{kn-(i-1)-(n-j)}(x; \lambda)/\lambda \), which is understood as 0 for \( k = 1, i > j \). Substituting this in (31) gives the formula in [1, Thm. 2].

5. Extension to the non-i.i.d. case with a change point

We now generalize the results of Section 3 to the non-i.i.d. case with a change point. To this end, we introduce another (this time, non-defective discrete-time) Markov chain, which changes states immediately after each arrival. The change point \( \nu \) is given by its first entry time to a certain closed set and is hence discrete-time PH distributed. Furthermore, the distribution of the interarrival times is non-stationary and is modulated by this discrete-time Markov chain. This generalization lets us analyze the CUSUM procedure when the change point \( \nu \) is discrete-time PH and observations \( \zeta \) (corresponding to the interarrival times) are non-i.i.d. As we did in Section 3, we first obtain first passage identities for the general case and then specialize them for the analysis of CUSUM in Section 5.2.

More specifically, we let \( Z = (Z_0, Z_1, \ldots) \) be a Markov chain on a state space \( E_0^\nu \cup E_1^\nu \) with \( |E_0^\nu| = m_0 \) and \( |E_1^\nu| = m_1 \) and label each state by \( E_0^\nu = \{(0, 1), \ldots, (0, m_0)\} \) and \( E_1^\nu = \{(1, 1), \ldots, (1, m_1)\} \). The sets \( E_0^\nu \) and \( E_1^\nu \) correspond, respectively, to the pre- and post-change states so that the change point is expressed as
\[
\nu = \inf(n \geq 0 : Z_n \notin E_0^\nu) = \inf(n \geq 0 : Z_n \in E_1^\nu). \tag{34}
\]
Necessarily $E_1$ is closed. We do not require $\nu < \infty$, but for the case this is certain $E_0'$ is transient. We also allow $\nu = 0$, or equivalently $Z_0 \in E_1'$, with a positive probability. In particular, if $m_0 = 1$ (resp. $m_1 = 1$) then the observations are i.i.d. at or before (resp. after) $\nu$, conditionally given $\nu$.

Let the transition matrix and initial distribution of $Z$ be given by, respectively,

$$
\begin{bmatrix}
K & L \\
O & M
\end{bmatrix}
$$

and

$$
\beta = (\beta^{(0)}_1, \ldots, \beta^{(0)}_{m_0}, \beta^{(1)}_1, \ldots, \beta^{(1)}_{m_1})
$$

(35)

where $K$ is $m_0 \times m_0$, $L$ is $m_0 \times m_1$, and $M$ is $m_1 \times m_1$. When $\nu = 0$ occurs with a positive probability, we have $\beta^{(1)}_l > 0$ for some $1 \leq l \leq m_1$.

**Example 12** (robustness). One of our motivations for considering this non-i.i.d. model is to provide a method to analyze the robustness of the CUSUM procedure. One typical approach for evaluating robustness is to consider the case where, for a certain (usually small) probability $\epsilon > 0$, the pre- and/or post-change distributions are different from the assumed $F_0$ and $F_1$ in the framework in Section 2.1.

As an illustration, suppose the post-change distribution is $F_1$ with probability $1 - \epsilon$ and is $F_2$ with probability $\epsilon$. This can be modeled by setting $E_1' = \{(1,1),(1,2)\}$ where on $(1,1)$ the observation is $F_1$-distributed whereas on $(1,2)$ it is $F_2$-distributed. Suppose further, for simplicity, that $\nu$ is zero-modified geometric

$$
P(\nu = k) = \begin{cases}
\mu, & k = 0, \\
(1 - \mu)(1 - \lambda)^{k-1}\lambda, & k \geq 1,
\end{cases}
$$

for some $\mu \in [0,1)$ and $\lambda \in (0,1)$. We have $m_0 = 1$ and $m_1 = 2$ and the transition matrix and initial distribution of $Z$ as in (35) become, respectively,

$$
\begin{pmatrix}
1 - \lambda & \lambda(1 - \epsilon) \\
0 & 1 \\
0 & 0
\end{pmatrix}
$$

and

$$
(1 - \mu, \mu(1 - \epsilon), \mu\epsilon).
$$

Above, the distribution of $\nu$ is assumed to be independent of whether the post-change distribution is $F_1$ or $F_2$, but the case it is dependent can be also modeled by a simple modification; see the example given in our numerical results in Section 6.2.

**Example 13.** Besides the geometric distribution, classical examples of discrete-time PH distributions include negative binomial and mixed geometric distributions, which can be realized by writing $K$ and $\beta$ in an obvious way (see, e.g., [38]). In addition, $P_k$ for $k \geq 1$ (where $\nu = k$ a.s.) in Section 2.1, which is of interest in the minimax formulation, can be modeled by using $k \times k$ matrix $K$ with its entry 1 on the first diagonal above the main diagonal and 0 otherwise and $\beta = (1,0,\ldots,0)$.

We replace the background Markov chain $J$ considered in Section 3 with a bivariate continuous-time Markov chain $(\tilde{J}, \tilde{Z}) = (\tilde{J}_t, \tilde{Z}_t)_{t \geq 0}$ defined as follows, and consider a new Markovian arrival process $\tilde{N}$. Here, $\tilde{Z}$ is a continuous-time Markov chain on $E_0' \cup E_1'$ embedded by $Z$ with the law (35) which changes states at each arrival so that

$$
\tilde{Z}_t = Z_{\tilde{N}_t}, \quad t \geq 0,
$$

(36)

where the evolution of the arrival process $\tilde{N}$ is modeled as follows. Given $\tilde{Z} = (j,l) \in E_0' \cup E_1'$, the time until the next arrival is $PH(E_{(j,l)}', \alpha_{(j,l)}, T_{(j,l)}, t_{(j,l)})$-distributed. This is modeled by $\tilde{J}$ whose initial distribution is $\alpha_{(j,l)}$ and transition rate matrix $T_{(j,l)}$. The arrival occurs at rate $t_{(j,l)}$ and subsequently $\tilde{N}$ jumps up by one and $\tilde{Z}$ then changes its state according to its transition matrix given in (35).
In order to describe the law of the Markov chain \((\tilde{J}, \tilde{Z})\), we label and order their states by

\[ \tilde{E}_0^r \cup \tilde{E}_1^r := \{(1, (0, 1)), \ldots, (n(0,1), (0,1)), \ldots, (1, (0,m_0)), \ldots, (n(0,m_0), (0,m_0)), \ldots, (1, (1,1)), \ldots, (n(1,1), (1,1)), \ldots, (1, (1,m_1)), \ldots, (n(1,m_1), (1,m_1))\}, \]

where \(n(i,l) := |E(i,l)|\) for \((i,l) \in E_0^r \cup E_1^r\). The size of the state space \(\tilde{E}_0^r \cup \tilde{E}_1^r\) is \(\tilde{n} := \sum_{i=1}^{m_0} n(i,0) + \sum_{l=1}^{m_1} n(1,l)\).

The initial distribution is given by \(\tilde{\alpha} = ((1 - \mu)\alpha(0,1), \mu(1 - \epsilon)\alpha(1,1), \mu\epsilon\alpha(1,2))\)

and

\[ \tilde{T} := \begin{pmatrix} T(0,1) & 0 & 0 \\ 0 & T(1,1) & 0 \\ 0 & 0 & T(1,2) \end{pmatrix}, \quad \tilde{B} := \begin{pmatrix} (1 - \lambda)t(0,1)\alpha(0,1) & \lambda(1 - \epsilon)t(0,1)\alpha(1,1) & \lambda\epsilon t(0,1)\alpha(1,2) \\ 0 & t(1,1)\alpha(1,1) & 0 \\ 0 & 0 & t(1,2)\alpha(1,2) \end{pmatrix}. \]

We now consider the MAP \((X, (\tilde{J}, \tilde{Z}))\) given by

\[ X_t := X_0 + \gamma t - S\tilde{N}_t, \quad t \geq 0, \]

with the same \(S\) as in (16), as a generalization of (15). Because the only change made from (15) is the modulator of the MAP, whose law is completely specified by its transition rate matrix and its initial distribution, it is clear that Theorem 8 holds by simply replacing \(T\) and \(B\) with \(\tilde{T}\) and \(\tilde{B}\), respectively.

Hence, we have the following.

**Theorem 15.** The scale matrix of a MAP \((X, (\tilde{J}, \tilde{Z}))\) as in (37) has the representation

\[ W(x) = \frac{1}{\gamma} \sum_{k \geq 1} \int_{y \in [0,x]} \tilde{e}_{k1}^\top \tilde{T}_k(y-x)/\gamma \tilde{e}_{kk} \mathbb{P}(S_{k-1} \in dy), \quad x \geq 0, \]
Lemma 16. whose element is 1 or 0 depending on whether it belongs to \( \tilde{e} \) where in the second equality, we use that follows. Below, it is understood that the first passage time in (37). In view of (34) and (36),

\[
\{ \tilde{N}_{\tau_a} < \nu \} = \{ Z_1, \ldots, Z_{\tilde{N}_{\tau_a}} \in E_0' \} = \{ Z_{\tilde{N}_{\tau_a}} \in E_0' \} = \{ \tilde{Z}_{\tau_a} \in E_0' \}
\]

where in the second equality, we use that \( E_0' \) is closed. We let the \( \tilde{n} \)-dimensional column vectors

\[
\begin{align*}
\hat{t}^{(0)} &= [(t^{(0,1)}, \ldots, t^{(0,m_0)})] \top, \quad 0 \top, \ldots, 0 \top] \top, \\
\hat{t}^{(1)} &= [0 \top, \ldots, 0 \top, (t^{(1,1)}) \top, \ldots, (t^{(1,m_1)}) \top] \top, \\
\hat{t} &= \hat{t}^{(0)} + \hat{t}^{(1)} = [(t^{(0,1)}) \top, \ldots, (t^{(0,m_0)}) \top, (t^{(1,1)}) \top, \ldots, (t^{(1,m_1)}) \top] \top,
\end{align*}
\]

be the rate of arrivals coming from \( \tilde{E}_0' \) and \( \tilde{E}_1' \) and their sum. We also let

\[
\tilde{\mathbf{1}}^{(0)} = [1 \top, \ldots, 1 \top, 0 \top, \ldots, 0 \top] \top \\
\text{and} \quad \tilde{\mathbf{1}}^{(1)} = [0 \top, \ldots, 0 \top, 1 \top, \ldots, 1 \top] \top,
\]

whose element is 1 or 0 depending on whether it belongs to \( \tilde{E}_0' \) or \( \tilde{E}_1' \).

As for (20), we let \( \tilde{N}_{\tau_a}(k) := \sum_{t \leq \tau_a : \Delta \tilde{N}_t \neq 0} 1_{\{ (\tilde{J}_t, \tilde{Z}_t) = k \}} \) for \( a > 0 \) and \( k \in \tilde{E}_0' \cup \tilde{E}_1' \).

Lemma 16. (1) For \( a > 0 \), we have

\[
\mathbb{P}( (\tilde{J}, \tilde{Z})_{\tau_a} ) = ( \mathbf{I}_{\tilde{n}} - \mathbf{W}(a)(\tilde{T} + \tilde{B}) )^{-1}.
\]

Hence, by (38),

\[
\mathbb{P}( \tilde{N}_{\tau_a} < \nu | (\tilde{J}_0, \tilde{Z}_0) \sim \alpha ) = \mathbb{P}( \tilde{Z}_{\tau_a} \in E_0'| (\tilde{J}_0, \tilde{Z}_0) \sim \alpha ) = \tilde{\alpha} ( \mathbf{I}_{\tilde{n}} - \mathbf{W}(a)(\tilde{T} + \tilde{B}) )^{-1} \tilde{\mathbf{1}}^{(0)}.
\]

(2) Suppose \((\tilde{J}, \tilde{Z})\) is non-defective (i.e. \( q = 0 \)). For \( a > 0 \), we have

\[
\mathbb{E}_{0,i}(\tilde{N}_{\tau_a}(k)) = \left[ ( \mathbf{I}_{\tilde{n}} - \mathbf{W}(a)(\tilde{T} + \tilde{B}) )^{-1} \mathbf{W}(a) \text{diag}(\tilde{t}) \right]_{ik}, \quad i, k \in \tilde{E}_0' \cup \tilde{E}_1'.
\]

Hence,

\[
\mathbb{E}(\tilde{N}_{\tau_a} | (\tilde{J}_0, \tilde{Z}_0) \sim \alpha ) = \tilde{\alpha} ( \mathbf{I}_{\tilde{n}} - \mathbf{W}(a)(\tilde{T} + \tilde{B}) )^{-1} \mathbf{W}(a) \tilde{t}, \\
\mathbb{E}\left( \sum_{t \leq \tau_a : \Delta \tilde{N}_t \neq 0} 1_{\{ \tilde{Z}_t \in E_0' \}} | (\tilde{J}_0, \tilde{Z}_0) \sim \alpha \right) = \tilde{\alpha} ( \mathbf{I}_{\tilde{n}} - \mathbf{W}(a)(\tilde{T} + \tilde{B}) )^{-1} \mathbf{W}(a) \tilde{t}^{(1)}.
\]

5.1. Spectrally positive case. Suppose temporarily that

\[
(\tilde{S}) \quad X_t = X_0 - \gamma t + S_{\tilde{N}_t}, \quad t \geq 0.
\]

We use the same notations as those in Section 3.2, except that we replace \( J \) by \((\tilde{J}, \tilde{Z})\) and \( N \) by \( \tilde{N} \).

It is clear that (22) immediately gives, for this generalized case:

\[
\mathbb{P}_x[ (\tilde{J}, \tilde{Z})_{\tau_a} ] = \mathbf{I}_{\tilde{n}} - \left( \mathbf{W}^d(a - x) - \mathbf{W}^d(a - x)(\mathbf{W}^d)^\top (a)^{-1} \mathbf{W}^d(a) \right)(\tilde{T} + \tilde{B}), \quad a > 0, \ 0 \leq x \leq a.
\]

Likewise, by Lemma 7, we have the following.

Lemma 17. Suppose \((\tilde{S})\). For \( a > 0 \) and \( 0 \leq x \leq a \),

\[
\mathbb{E}_{x,i}(\tilde{N}_{\tau_a}(k)) = -\left[ \left( \mathbf{W}^d(a - x) - \mathbf{W}^d(a - x)(\mathbf{W}^d)^\top (a)^{-1} \mathbf{W}^d(a) \right) \text{diag}(\tilde{t}) \right]_{ik}, \quad i, k \in \tilde{E},
\]
and hence
\[
\mathbb{E}_x(\tilde{N}_{\tau_a} | (\tilde{J}_0, \tilde{Z}_0) \sim \tilde{\alpha}) = -\tilde{\alpha} \left( W^d(a - x) - W^d(a - x)(W^d)^{\prime}_+ (a)^{-1} W^d(a) \right) \tilde{t},
\]
\[
\mathbb{E}_x \left( \sum_{t \leq \tau_a; \Delta \tilde{N}_t \neq 0} 1_{\{\tilde{Z}_{t-} \in E^*_1\}} \left| (\tilde{J}_0, \tilde{Z}_0) \sim \tilde{\alpha} \right. \right) = -\tilde{\alpha} \left( W^d(a - x) - W^d(a - x)(W^d)^{\prime}_+ (a)^{-1} W^d(a) \right) \tilde{t}^{(1)}.
\]

5.2. The case of CUSUM. With the above results for the non-i.i.d. case, more interesting quantities can be computed beyond those obtained in Section 3.3. Here, we compute the average detection delay (8) and false alarm probability (9), in addition to the average run length (7).

Below, we consider the change point \( \nu \) and observation \( \zeta \), modeled by \((J, \tilde{Z})\). As we did in Section 3.3, we shall first consider the case \( \theta > 0 \) and then the case \( \theta < 0 \).

5.2.1. For the case \( \theta > 0 \). Let \( W \) be the scale matrix of the MAP \((X, (\tilde{J}, \tilde{Z}))\) as in (37) with \( \gamma = \theta \) and \( C \equiv \kappa(\theta) > 0 \) (see Remark 3).

**Corollary 18.** Fix \( A > 0 \). (1) We have
\[
PFA(T_A) = \mathbb{P} \left( \tilde{N}_{\tau_A + \kappa(\theta)} + 1 \leq \nu | (\tilde{J}_0, \tilde{Z}_0) \sim \tilde{\alpha} \right) = \tilde{\alpha} \left( I_{\tilde{n}} - \bar{W}(A + \kappa(\theta))(\bar{T} + \bar{B}) \right)^{-1} \tilde{t}^{(0)}.
\]
(2) We have
\[
\text{ARL}(T_A) = 1 + \mathbb{E}(\tilde{N}_{\tau_A + \kappa(\theta)} | (\tilde{J}_0, \tilde{Z}_0) \sim \tilde{\alpha})
= 1 + \tilde{\alpha} \left( I_{\tilde{n}} - \bar{W}(A + \kappa(\theta))(\bar{T} + \bar{B}) \right)^{-1} \bar{W}(A + \kappa(\theta)) \tilde{t},
\]
\[
\text{ADD}(T_A) = \mathbb{E}( |(\tilde{N}_{\tau_A + \kappa(\theta)} + 1 - \nu)^+ | (\tilde{J}_0, \tilde{Z}_0) \sim \tilde{\alpha})
= \tilde{\alpha} \left( I_{\tilde{n}} - \bar{W}(A + \kappa(\theta))(\bar{T} + \bar{B}) \right)^{-1} \left( \bar{W}(A + \kappa(\theta)) \tilde{t}^{(1)} + \tilde{t}^{(1)} \right).
\]

**Proof.** (1) By Proposition 2(1) and (38), \( \{T_A \leq \nu\} = \{\tilde{N}_{\tau_A + \kappa(\theta)} + 1 \leq \nu\} = \{\tilde{N}_{\tau_A + \kappa(\theta)} < \nu\} = \{\tilde{Z}_{\tau_A + \kappa(\theta)} \in E_0^*\} \). Hence, Lemma 16(1) gives the results.

(2) The first claim is immediate by Proposition 2(1) and Lemma 16(2). For the second claim,
\[
(T_A - \nu)^+ = (\tilde{N}_{\tau_A + \kappa(\theta)} + 1 - \nu)^+ = \sum_{t \leq \tau_A + \kappa(\theta); \Delta \tilde{N}_t \neq 0} 1_{\{\tilde{Z}_{t-} \in E_1^*\}} + 1_{\{\tilde{Z}_{\tau_A + \kappa(\theta)} \in E_1^*\}}.
\]
Hence, Lemma 16(1) and (2) give the result. \( \square \)

**Remark 19.** Notice that more variations can be computed. For example, in Examples 12 and 14, one can for example compute \( P(T_A > \nu, H_l) \) and \( E((T_A - \nu)^+; H_l) \) where \( H_l \) is the event that the true post-change distribution is \( F_l \) for \( l = 1, 2 \). Indeed,
\[
\{T_A > \nu, H_l\} = \{\tilde{N}_{\tau_A + \kappa(\theta)} + 1 > \nu, H_l\} = \{\tilde{N}_{\tau_A + \kappa(\theta)} \geq \nu, H_l\} = \{\tilde{Z}_{\tau_A + \kappa(\theta)} = (1, l)\}, \quad l = 1, 2,
\]
whose probability can be computed by Lemma 16(1). In addition, for \( l = 1, 2 \),
\[
(T_A - \nu)^+ 1_{H_l} = (\tilde{N}_{\tau_A + \kappa(\theta)} + 1 - \nu)^+ 1_{H_l} = \sum_{t \leq \tau_A + \kappa(\theta); \Delta \tilde{N}_t \neq 0} 1_{\{\tilde{Z}_{t-} = (1, l)\}} + 1_{\{\tilde{Z}_{\tau_A + \kappa(\theta)} = (1, l)\}},
\]
whose expectation can be computed by Lemma 16(1) and (2).
5.2.2. For the case \( \theta < 0 \). Let \( W^d \) be the scale matrix of the MAP \((X^d, (\tilde{J}, \tilde{Z}))\) as in (37) with \( \gamma = -\theta > 0 \) and \( C \equiv -\kappa(\theta) > 0 \) (see Remark 3).

We first obtain the average run length and average detection delay, which can be derived easily by Lemma 17.

**Corollary 20.** Fix \( A > 0 \). We have

\[
\text{ARL}(T_A) = E_{|\kappa(\theta)|}\left( \tilde{N}_{\tau A+|\kappa(\theta)|}(\tilde{J}_0, \tilde{Z}_0) \sim \tilde{\alpha} \right) \\
= -\tilde{\alpha}\left( W^d(A) - W^d(A)(W^d)^t_{+}(A + |\kappa(\theta)|)^{-1}W^d(A + |\kappa(\theta)|) \right) \tilde{t}, \\
\text{ADD}(T_A) = E_{|\kappa(\theta)|}\left( (\tilde{N}_{\tau A+|\kappa(\theta)|} - \nu)^+ |(\tilde{J}_0, \tilde{Z}_0) \sim \tilde{\alpha} \right) \\
= -\tilde{\alpha}\left( W^d(A) - W^d(A)(W^d)^t_{+}(A + |\kappa(\theta)|)^{-1}W^d(A + |\kappa(\theta)|) \right) \tilde{t}^{(1)}.
\]

**Proof.** The first claim is immediate by Proposition 2(2) and Lemma 17. Regarding the second claim, because given \( X_0 = |\kappa(\theta)|, \ (T_A - \nu)^+ = (\tilde{N}_{\tau A+|\kappa(\theta)|} - \nu)^+ = \sum_{t \leq \tau A+|\kappa(\theta)|; \Delta \tilde{N}_t \neq 0} 1_{\{\tilde{Z}_t \in E_{1}'\}}, \) Lemma 17 shows the result.

On the other hand, the computation of the false alarm probability is more involved. By Proposition 2(2), given \( X_0 = |\kappa(\theta)|, \ \{T_A \leq \nu\} = \{\tilde{N}_{\tau A+|\kappa(\theta)|} \leq \nu\} = \{\tilde{N}_{\tau A+|\kappa(\theta)|} < \nu\} \cup \{\tilde{N}_{\tau A+|\kappa(\theta)|} = \nu\} \). Here (38) holds for (SP) as well and the probability of \{\tilde{N}_{\tau A+|\kappa(\theta)|} < \nu\} \{\tilde{Z}_{\tau A+|\kappa(\theta)|} \in E_{0}'\} \) can be computed by (40). On the other hand, it is not clear if the probability of \{\tilde{N}_{\tau A+|\kappa(\theta)|} = \nu\} \{\tilde{Z}_{\tau A+|\kappa(\theta)|} \in E_{0}' \cup E_{1}'\} \) can be directly computed.

However, this can be dealt by considering a modification, say \( \tilde{Z} \), of \( Z \) by doubling the states \( E_{1}' \) to keep track of whether it first entered from \( E_{0}' \) or not. More precisely, we modify the state space of \( Z \) to \( E_{0}' \cup E_{1}' \cup E_{1}' \) where \( E_{1}' \) is a copy of \( E_{1}' \). The Markov chain \( \tilde{Z} \) moves from \( E_{0}' \) to \( E_{1}' \) and then to \( E_{1}' \). In particular, it stays only at a unit time in \( E_{1}' \). The change point is given by \( \nu = \inf(n \geq 0 : \tilde{Z}_n \notin E_{0}') = \inf(n \geq 0 : \tilde{Z}_n \in E_{1}' \cup E_{1}') \). As a modification of (35), the transition matrix and initial distribution of \( \tilde{Z} \) are given by, respectively,

\[
\begin{pmatrix}
K & L & O \\
O & O & M \\
O & O & M
\end{pmatrix}
\quad \text{and} \quad
\beta = (\beta_1^0, \ldots, \beta_{m_0}^0, \beta_1^1, \ldots, \beta_{m_1}^1, 0, \ldots, 0).
\]

By replacing (35) with (41), \( E_{0}' \cup E_{1}' \), \( \tilde{\alpha}, \tilde{n}, \tilde{T} \) and \( \tilde{B} \) are modified accordingly to say, \( E_{0}' \cup E_{1}' \cup E_{1}' \), \( \tilde{\alpha}, \tilde{n}, \tilde{T} \) and \( \tilde{B} \). However, these changes do not alter the law of \( \tilde{J} \) nor the arrivals \( \tilde{N} \). Following the same steps, we can compute (40) for this slightly generalized case. Indeed, given \( X_0 = |\kappa(\theta)| \),

\[
\{T_A \leq \nu\} = \{\tilde{N}_{\tau A+|\kappa(\theta)|} \leq \nu\} = \{\tilde{N}_{\tau A+|\kappa(\theta)|} < \nu\} \cup \{\tilde{N}_{\tau A+|\kappa(\theta)|} = \nu\} \\
= \{\tilde{Z}_{\tau A+|\kappa(\theta)|} \in E_{0}' \} \cup \{\tilde{Z}_{\tau A+|\kappa(\theta)|} \in E_{1}' \} = \{\tilde{Z}_{\tau A+|\kappa(\theta)|} \in E_{0}' \cup E_{1}' \}.
\]

By these and (40), the following is immediate.

**Corollary 21.** Fix \( A > 0 \). Let \( W^d \) be the scale function of the MAP \((X^d, (\tilde{J}, \tilde{Z}))\) as in (37) with \( \gamma = -\theta > 0 \) and \( C_i \equiv -\kappa(\theta) > 0 \) and \( \tilde{Z} \) given by (41). We have

\[
\text{PFA}(T_A) = E_{|\kappa(\theta)|}\left( \tilde{N}_{\tau A+|\kappa(\theta)|} \leq \nu |(\tilde{J}_0, \tilde{Z}_0) \sim \tilde{\alpha} \right) \\
= -\tilde{\alpha}\left[ I_{\tilde{N}} - \left( W^d(A) - W^d(A)(W^d)^t_{+}(A + |\kappa(\theta)|)^{-1}W^d(A + |\kappa(\theta)|) \right) (\tilde{T} + \tilde{B}) \right] \tilde{t},
\]

where \( \tilde{1} := [1^T, \ldots, 1^T, 1^T, 0^T, \ldots, 0^T]^T \), whose element is 1 if it belongs to \( E_{0}' \cup E_{1}' \) and zero otherwise.
6. Numerical examples

We conclude the paper by confirming the analytical results obtained in the previous sections through numerical experiments. All codes are implemented in Python. Because the scale matrix grows exponentially fast, high precision is required for accurate results. Hence, we used the mpmath library with 30 digits. In addition, we compute the matrix exponentials in the scale function in an alternative way as described in Appendix A. We also used butools\(^1\) for randomly selecting the PH distributions used in our experiments.

We let \( F_0 \) be a PH distribution with initial distribution and transition rate matrix, respectively,

\[
\alpha = (0.28, 0.35, 0.37), \quad T = \begin{pmatrix} -0.51 & 0.12 & 0.12 \\ 0.21 & -0.46 & 0.10 \\ 0.28 & 0.16 & -0.63 \end{pmatrix}
\]

and \( F_1 \) be the PH distribution obtained by the exponential tilting of \( F_0 \) for Case SN: \( \theta = 0.1 \) and Case SP: \( \theta = -0.1 \). As in Remark 1, the corresponding continuous-time process \( X \) defined in (10) becomes spectrally negative and spectrally positive, respectively. Below, we focus on the LLR process (1) with \( f_0 \) and \( f_1 \) being the densities of \( F_0 \) and \( F_1 \), respectively.

For the barrier \( A \), we set it to be the optimal barrier \( A_B \) in the minimax formulation that minimizes the Lorden detection measure (6) for \( \beta = 5 \) and \( \beta = 10 \), so that the average run length \( \text{ARL}(T_{A_B}) = E_\infty(T_{A_B}) \) equals \( \beta \). As discussed in Section 3.3, ARL(\( T_A \)), for any \( A > 0 \), is computed via (23) and (24) for Case SN and Case SP, respectively, using the scale matrix given in Corollary 10. Because \( A \mapsto \text{ARL}(T_A) \) is monotonically increasing, we apply a classical bisection method with error bound \( |\text{ARL} - \beta| < 10^{-4} \). We obtain \( A_5 = 0.456177 \) and \( A_{10} = 1.06076 \) for Case SN and \( A_5 = 0.994354 \) and \( A_{10} = 1.92654 \) for Case SP.

6.1. Example 1: Geometric case and robustness. We first consider a simple example with the zero-modified geometric distributed change point as in Example 12. We consider both the case \( \epsilon = 0 \) where the post-change distribution is certain to be \( F_1 \) and the case \( \epsilon > 0 \) where the post-change distribution is a composite of \( F_1 \) and \( F_2 \), where we define \( F_2 \) to be another PH distribution given by

\[
\alpha = (0.20, 0.25, 0.02, 0.18, 0.35) \quad \text{and} \quad T = \begin{pmatrix} -1.45 & 0.35 & 0.34 & 0.34 & 0.05 \\ 0.01 & -1.25 & 0.34 & 0.34 & 0.23 \\ 0.25 & 0.29 & -0.70 & 0.10 & 0.02 \\ 0.06 & 0.25 & 0.28 & -1.01 & 0.16 \\ 0.27 & 0.12 & 0.08 & 0.21 & -0.87 \end{pmatrix}.
\]

The corresponding scale matrix for the generalized Sparre-Andersen process is given in Theorem 15 (and we use Appendix A), where \( \alpha, \hat{T}, \hat{B} \) (of dimension \( 3 + 3 + 5 = 11 \)) are defined as in Example 14. Using this, the average run length, average detection delay and false alarm probability are computed via Corollary 18 for Case SN and Corollaries 20 and 21 for Case SP. In order to confirm the accuracy of the obtained results, we compare them against those approximated by Monte Carlo simulation based on 100,000 sample paths. The results are summarized in Table 1 for Cases SN and SP and for \( \beta = 5, 10 \). Notice that the false alarm probability is invariant to the selection of \( \epsilon \), because on \( \{T_A \leq \nu\} \), observations until \( T_A \) are all \( F_0 \)-distributed and does not depend on the post-change distribution.

6.2. Example 2: More complex case. In order to confirm the accuracy and efficiency of the proposed method in more complex cases, we consider the following parameter set with extra heterogeneity of the observation distribution. We define \( F_3, F_4, F_5 \) obtained by the exponential tilting of \( F_2 \) with \( \theta = 0.1, 0.2, -0.05 \), respectively.

---

\(^1\text{Available at http://webspn.hit.bme.hu/~telek/tools/butools/doc/ph.html} \)
| $\epsilon$ | $\beta = 5$ | $\beta = 10$ | $\beta = 5$ | $\beta = 10$ |
|---|---|---|---|---|
|   | scale matrix | simulation | scale matrix | simulation |
| 0 | ARL 7.99071 7.99558 [7.93872, 8.05244] | 27.1271 26.8662 [26.6579, 27.0746] | ARL 7.70221 7.70868 [7.64808, 7.76928] | 25.4470 25.3680 [25.1705, 25.5655] |
|   | ADD 5.45165 5.45436 [5.39751, 5.51121] | 23.7523 23.4872 [23.2749, 23.6995] | ADD 5.16316 5.16996 [5.11107, 5.22885] | 22.0723 21.9988 [21.8009, 22.1967] |
|   | PFA 0.49024 0.49163 [0.48850, 0.49476] | 0.28132 0.28235 [0.27944, 0.28526] | PFA 0.49024 0.48973 [0.48634, 0.49312] | 0.28132 0.28235 [0.27944, 0.28526] |
| 0.1 | ARL 6.54824 6.52785 [6.48329, 6.57241] | 18.7267 18.7092 [18.5514, 18.8670] | ARL 6.41619 6.40107 [6.36191, 6.45423] | 19.6313 19.4807 [19.2951, 19.6663] |
|   | ADD 4.00919 3.99019 [3.94637, 4.03401] | 15.3520 15.3208 [15.1653, 15.4763] | ADD 4.02885 4.01879 [3.97798, 4.05960] | 19.6313 19.4807 [19.2951, 19.6663] |
|   | PFA 0.49024 0.49211 [0.48876, 0.49546] | 0.28132 0.28155 [0.27878, 0.28432] | PFA 0.49024 0.49211 [0.48876, 0.49546] | 0.28132 0.28155 [0.27878, 0.28432] |
| 0.5 | ARL 8.77778 8.74405 [8.68265, 8.80545] | 37.2390 37.3125 [37.0428, 37.5822] | ARL 8.38546 8.38532 [8.33715, 8.43349] | 34.4696 34.4698 [34.2040, 34.7356] |
|   | ADD 5.99044 5.94159 [5.87837, 6.00481] | 33.4780 33.5564 [33.2825, 33.8303] | ADD 5.59812 5.59157 [5.54133, 5.64181] | 30.7086 30.6997 [30.4289, 30.9706] |
|   | PFA 0.42817 0.42919 [0.42601, 0.43003] | 0.18476 0.18428 [0.18155, 0.18649] | PFA 0.42817 0.42702 [0.42401, 0.43045] | 0.18476 0.18761 [0.18532, 0.18990] |

Table 1. (Example 1) The average run length (ARL), average detection delay (ADD), and false alarm probability (PFA) computed via the scale matrix and by Monte Carlo simulation (average and 95% confidence interval) for the barrier $A_\beta$ for $\beta = 5, 10$ and $\epsilon = 0, 0.1, 0.5$ for Case SN (top) and Case SP (bottom).

| $\epsilon$ | $\beta = 5$ | $\beta = 10$ |
|---|---|---|
|   | scale matrix | simulation | scale matrix | simulation |
| 0 | ARL 8.87778 8.4405 [8.68265, 8.80545] | 37.2390 37.3125 [37.0428, 37.5822] | ARL 7.70221 7.70868 [7.64808, 7.76928] | 25.4470 25.3680 [25.1705, 25.5655] |
|   | ADD 5.99044 5.94159 [5.87837, 6.00481] | 33.4780 33.5564 [33.2825, 33.8303] | ADD 5.59812 5.59157 [5.54133, 5.64181] | 30.7086 30.6997 [30.4289, 30.9706] |
|   | PFA 0.42817 0.42919 [0.42601, 0.43003] | 0.18476 0.18428 [0.18155, 0.18649] | PFA 0.42817 0.42702 [0.42401, 0.43045] | 0.18476 0.18761 [0.18532, 0.18990] |
| 0.1 | ARL 6.81619 6.80107 [6.76191, 6.84023] | 23.3923 23.2525 [23.0712, 23.4331] | ARL 6.41619 6.40107 [6.36191, 6.45423] | 19.6313 19.4807 [19.2951, 19.6663] |
|   | ADD 4.02885 4.01879 [3.97798, 4.05960] | 19.6313 19.4807 [19.2951, 19.6663] | ADD 4.02885 4.01879 [3.97798, 4.05960] | 19.6313 19.4807 [19.2951, 19.6663] |
|   | PFA 0.42817 0.42727 [0.42401, 0.43045] | 0.18476 0.18761 [0.18532, 0.18990] | PFA 0.42817 0.42727 [0.42401, 0.43045] | 0.18476 0.18761 [0.18532, 0.18990] |

Table 2. (Example 2) The average run length (ARL), average detection delay (ADD), and false alarm probability (PFA) computed via the scale matrix and by Monte Carlo simulation (average and 95% confidence interval) for the barrier $A_\beta$ for $\beta = 5, 10$ for Case SN (top) and Case SP (bottom).
For the Markov chain $Z$ of (35), we set $m_0 = 5$ and $m_1 = 3$ with
\[
\beta = (0.344, 0.312, 0.064, 0.056, 0.024, 0.06, 0.04, 0.100),
\]
\[
K = \begin{pmatrix}
0.232 & 0.128 & 0.112 & 0.144 & 0.080 \\
0.080 & 0.352 & 0.112 & 0.112 & 0.056 \\
0.096 & 0.200 & 0.248 & 0.144 & 0.016 \\
0.048 & 0.072 & 0.064 & 0.480 & 0.056 \\
0.128 & 0.120 & 0.056 & 0.024 & 0.448
\end{pmatrix}, \quad L = \begin{pmatrix}
0.304 & 0.000 & 0.000 \\
0.288 & 0.000 & 0.000 \\
0.000 & 0.296 & 0.000 \\
0.000 & 0.280 & 0.000 \\
0.000 & 0.000 & 0.224
\end{pmatrix}, \quad M = \begin{pmatrix}
1.0 & 0.0 & 0.0 \\
0.0 & 0.3 & 0.7 \\
0.0 & 0.5 & 0.5
\end{pmatrix}.
\]

Notice that there are two absorbing classes $\{(1,1)\}$ and $\{(1,2), (1,3)\}$. The distributions of observation at pre-change states $(0,1), \ldots, (0,5)$ are set to be $F_0$, $F_3$, $F_4$, $F_5$, $F_0$, respectively, and those at post-change states $(1,1), (1,2), (1,3)$ are set to be $F_1$, $F_2$, $F_3$, respectively. Different from Example 1, the absorption probability to each set depends on the underlying state on $E_0^\nu$. In addition, even after the change point, the observation fails to be stationary.

The corresponding scale matrix for the generalized Sparre-Andersen process is again given by Theorem 15 (again we use Appendix A), but $\alpha, \tilde{T}, \tilde{B}$ this time is of dimension $(3 + 5 + 5 + 3) + (3 + 5 + 5) = 34$. Besides the difference that the involved matrix is of higher dimensional, the algorithm remains the same. Again, we compute the performance measures via Corollary 18 for Cases SN and Corollaries 20 and 21 for Case SP. In Table 2, we compare the obtained results against those approximated by Monte Carlo simulation based on 100,000 paths.

**APPENDIX A. COMPUTATION OF THE MATRIX EXPONENTIAL**

In Corollary 10 and Theorem 15, the matrices $T_k$ and $\tilde{T}_k$ (especially the latter) tend to become large and the computation of the matrix exponentials can become unstable. Although Python and other programming languages (such as MATLAB) have built-in functions for approximating matrix exponentials, we compute them in a different way by taking advantage of the form of $T_k$ and $\tilde{T}_k$.

Fix $k \geq 1$. By decomposing $T_k = U_k + V_k$ where
\[
U_k := \begin{pmatrix}
T & O & \cdots & O \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & T & O \\
o & \cdots & o & T
\end{pmatrix}, \quad V_k := \begin{pmatrix}
o & B & \cdots & O \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & O & B \\
o & \cdots & o & o
\end{pmatrix},
\]
we have
\[
ed^{T_k(y-x)/\gamma} = \sum_{n=0}^{\infty} \frac{(y-x)^n}{\gamma^n n!} (U_k + V_k)^n, \quad 0 \leq y \leq x.
\]

Note that, by multiplication by $V_k$, the locations of non-zero blocks are shifted diagonally up-right while these are invariant to multiplication by $U_k$. Hence, when considering the polynomial expansion of $(U_k + V_k)^n$, each term is a (diagonal) translation of a certain diagonal block matrix, where in particular the top right corner block is non-zero if and only if $V_k$ is multiplied exactly $k - 1$ times. Hence, for $e^{T_k(y-x)/\gamma} e_{kk}$, which is the top right corner block of $e^{T_k(y-x)/\gamma}$, only the subset of the terms in the expansion of $(U_k + V_k)^n$ in which $V_k$ is multiplied $k - 1$ times (there are $\binom{n+k}{n}$ such terms), say $V(T, B, n, k), n$, needs to be considered. Thus we can write
\[
e^{T_k(y-x)/\gamma} e_{kk} = \sum_{n=0}^{\infty} \frac{(y-x)^n}{\gamma^n n!} V(T, B, n, k), \quad 0 \leq y \leq x.
\]

We need to compute $V(T, B, n, k)$ for a range of $n$ and $k$. For their efficient computation, it is straightforward to construct a table of $(n, k) \mapsto V(T, B, n, k)$ by induction on $n$ and $k$, using elementary combinatorics.
In particular, for the computation for CUSUM in Corollary 10,

\[
W(x) = \frac{1}{\gamma} \sum_{k=1}^{\lfloor x/c \rfloor + 1} \sum_{n=0}^{\infty} \frac{(c(k-1) - x)^n}{\gamma^n n!} V(T, B, n, k), \quad x \geq 0,
\]

\[
W'(x) = -\frac{1}{\gamma} \sum_{k=1}^{\lfloor x/c \rfloor + 1} \sum_{n=1}^{\infty} \frac{(c(k-1) - x)^{n-1}}{\gamma^n (n-1)!} V(T, B, n, k), \quad x > 0,
\]

\[
W(x) = -\frac{1}{\gamma} \sum_{k=1}^{\lfloor x/c \rfloor + 1} \sum_{n=0}^{\infty} \frac{(c(k-1) - x)^{n+1}}{\gamma^n (n+1)!} V(T, B, n, k), \quad x \geq 0,
\]

where the last equality holds by Fubini’s theorem. The above identities hold when \( T \) and \( B \) are replaced with \( \bar{T} \) and \( \bar{B} \). In our numerical results, we truncate the infinite series at 100. Computing such a matrix is a basic question in PH renewal theory. We refer the reader to \([10, 12]\) for techniques for computing related matrix exponentials. However, it is out of scope of this paper to evaluate the methods for matrix exponential.

**Appendix B. Proofs**

**B.1. Proof of Lemma 6.** Fix \( k \in E \) and \( a > 0 \) throughout this proof. For \( z \in (0, 1] \), we let \( \mathbb{P}^z \) be the law of \( (X, J) \) when \( J \) (and hence \( X \) as well) is killed upon arrival from state \( k \) with probability \( 1 - z \) (and survives with probability \( z \)). The respective matrix exponent is given by

\[
F_z(s) := \gamma s I_n + T + \mathbb{E}(e^{-sC_1}) B^{[z]}, \quad s \geq 0, \tag{42}
\]

where for \( l, j \in E \)

\[
B_{lj}^{[z]} := \begin{cases} 
  zB_{lj}, & l = k, \\
  B_{lj}, & l \neq k.
\end{cases} \tag{43}
\]

Let \( W_z \) be the corresponding scale matrix. In particular, \( W_1 = W \) for the original non-defective MAP and as in the proof of \([28, \text{Thm. 1}]\) it is known that \( W_z \overset{z \uparrow 1}{\longrightarrow} W \). By \( (19) \) applied under \( \mathbb{P}^z \) and letting \( A_z := W_z(a)(T + B^{[z]}), \)

\[
\mathbb{E}_{0,i}(z^{N_{a}(k)}) = [\mathbb{P}^z[J_{a}]]_i = [ (I_n - A_z)^{-1} 1]_i, \quad i \in E,
\]

where the first identity follows from the fact that the process must survive at each arrival from phase \( k \) until \( \tau_a \), each of which is a Bernoulli trial with success probability \( z \). Differentiating in \( z \) and letting \( z \uparrow 1 \) we obtain

\[
\mathbb{E}_{0,i}(N_{a}(k)) = \left[ (I_n - W_a(T + B))^{-1} W(a) \right]_{ik} t_k. \tag{44}
\]

To see this, note that differentiability of \( W_z(x) \) in \( z \) follows from the identity \( (19) \) for the killed process, and then

\[
\frac{d}{dz}(I_n - A_z)^{-1} 1 = (I_n - A_z)^{-1} \left( \frac{d}{dz} A_z \right) (I_n - A_z)^{-1} 1.
\]

We have \( (I_n - A_z)^{-1} 1 = 1 + (I_n - A_z)^{-1} A_z 1 \overset{z \uparrow 1}{\longrightarrow} 1 \) observing that \( A_z 1 \overset{z \uparrow 1}{\longrightarrow} W(a)(T + B) 1 = 0 \) (recall our assumption that the original MAP is non-defective and hence \( (T + B) 1 = 0 \)). In addition, because again \( (T + B) 1 = 0 \),

\[
\frac{d}{dz} A_z 1 = \frac{dW_z(a)}{dz} (T + B^{[z]}) 1 + W_z(a) \frac{d}{dz} (T + B^{[z]}) 1 \overset{z \uparrow 1}{\longrightarrow} W(a) \frac{d}{dz} (T + B^{[z]})|_{z=1} 1.
\]

Because \( \frac{d}{dz} (T + B^{[z]})|_{z=1} 1 \) is the matrix whose \((l, j)\)-th entry is \( B_{lj} \) when \( l = k \) and zero otherwise, \( \frac{d}{dz} (T + B^{[z]})|_{z=1} 1 \) is the vector with \( k \)-th element \( \sum_{j \in E} B_{kj} = \sum_{j \in E} t_k \alpha_j = t_k \) and zero for others.
Hence, (44), equivalently the first claim of this lemma, holds. The second claim is a direct consequence of the first claim.

B.2. Proof of Lemma 7. Fix $k \in E$ and $\alpha > 0$ throughout this proof. Similar to the proof of Lemma 6, for $z \in (0, 1]$, we let $\mathbb{P}_z$ be the law of the killed version with modification (43) and $W_d^z$ be the corresponding scale matrix of the spectrally negative MAP $(X_d, J)$. By (22) applied under $\mathbb{P}_z$, for $i \in E$,

$$
E_{x, i}(z^{N_{\tau_a}(k)}) = [\mathbb{P}_x[J_{\tau_a}]1]_i = \left(\left[I_n - (\overline{W}_d^z(a-x) - W_d^z(a-x)(W_d^z)'_+(a)^{-1}W_d^z(a))(T + B[z])\right]1 \right)_i
$$

$$
= 1 + (1-z)\left(\overline{W}_d^z(a-x) - W_d^z(a-x)(W_d^z)'_+(a)^{-1}W_d^z(a)\right)_{ik}t_k.
$$
To see the latter equality, because $(T + B)1 = 0$, the vector $(T + B[z])1 = (B[z] - B)1$ has its $l$-th element equal to $(z-1)\sum_{j \in E}B_{kj} = (z-1)\sum_{j \in E}t_k\alpha_j = (z-1)t_k$ if $l = k$ and zero otherwise.

The derivative of the right hand side of the above display at $z = 1$ is given by

$$
-\lim_{z \uparrow 1} \left(\overline{W}_d^z(a-x) - W_d^z(a-x)(W_d^z)'_+(a)^{-1}W_d^z(a)\right)_{ik}t_k,
$$
and it is left to note that the respective quantities converge, see [28] (the proof of Thm. 1 and the identity in Thm. 5). The second claim holds immediately by the first claim.
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