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Abstract

The main problems of deep learning are requiring a large amount of data for learning, and prediction with excessive confidence. A Bayesian neural network (BNN), in which a Bayesian approach is incorporated into a neural network (NN), has drawn attention as a method for solving these problems. In a BNN, the probability distribution is assumed for the weight, in contrast to a conventional NN, in which the weight is point estimated. This makes it possible to obtain the prediction as a distribution and to evaluate how uncertain the prediction is. However, a BNN has more computational complexity and a greater number of parameters than an NN. To obtain an inference result as a distribution, a BNN uses weight sampling to generate the respective weight values, and thus, a BNN accelerator requires weight sampling hardware based on a random number generator in addition to the standard components of a deep learning neural network accelerator. Therefore, the throughput of weight sampling must be sufficiently high at a low hardware resource cost. We propose a resource-efficient weight sampling method using inversion transform sampling and a lookup-table (LUT)-based function approximation for hardware implementation of a BNN. Inversion transform sampling simplifies the mechanism of generating a Gaussian random number from a uniform random number provided by a common random number generator, such as a linear feedback shift register. Employing an LUT-based low-bit precision function approximation enables inversion transform sampling to be implemented at a low hardware cost. The evaluation results indicate that this approach effectively reduces the occupied hardware resources while maintaining accuracy and prediction variance equivalent to that with a non-approximated sampling method.
1 Introduction

Neural networks require a huge amount of data for learning, are weak against noise, and cannot describe the uncertainty of their predictions. A lack of expression of uncertainty incurs certain disadvantages such as insufficient learning data and an estimation with high confidence even for outliers. Therefore, a Bayesian neural network (BNN), which applies a Bayesian approach to a neural network (NN) is useful. With this method, weights as the parameters of the NN are represented as the distribution, and a prediction is conducted. When obtaining a prediction as a probability distribution, even with a small amount of data, it is possible for a large uncertainty to occur. However, BNNs have a higher computational complexity and a larger number of parameters than NNs based on a point estimation. Thus, in this study, toward the hardware implementation of a BNN, we propose a resource-efficient sampling method and evaluate its performance.

The contributions of this paper are:
- To propose a low hardware overhead weight sampling method for Bayesian neural network accelerators.
- To show that the proposed method achieves the almost equivalent accuracy and variance to that with a non-approximated sampling method.
- To show that the proposed method can be implemented with less hardware resources than the non-approximated method.

2 Bayesian Neural Network

An ordinary NN takes a frequency approach to maximize the likelihood $p(D|w)$ or a posterior probability $p(w|D)$ of the predicted value with respect to the weight $w$ when learning data $D$ are given. For example, in a regression task, the output $y$ maximizes the probability of $y \sim N(f(x,w), \sigma)$. In a classification task, the logarithm of a categorical distribution, that is, the cross entropy is minimized. In this approach, a weight is represented by a single real value, which is point estimated. However, in the Bayesian approach, we assume a probability distribution for the weight, as shown in Figure 1. Thus, the weights are represented as $w \sim p(w)$.

In a Bayesian approach, we use the Bayesian theorem to calculate the posterior distribution. We calculate the posterior distribution $p(w|D)$ of the weight after data $D$ are observed from the likelihood function $p(D|w)$ and prior distribution $p(w)$.

$$p(w|D) = \frac{p(D|w)p(w)}{p(D)}$$

This posterior distribution is difficult to calculate directly if the likelihood function and the prior distribution are not conjugated. In practice, a Markov chain Monte Carlo (MCMC) method or variational inference is used. MCMC approximates the unwieldy distribution $p(w|D)$ through sampling. However, there is a problem in that convergence takes time and is not suitable for a large model.

[85] This is an abstract footnote
Variational inference assumes a manageable distribution \( q(w|\theta) \) determined by a few parameters instead of an incomputable distribution \( p(w|D) \). A parameter \( \theta \) is found that minimizes the Kullback-Leibler divergence between the two distributions such that the assumed distribution and the true distribution are close to each other\[1, 15, 6, 14, 10, 11\].

\[
KL(q(w|\theta)||p(w|D)) = -\int q(w|\theta) \ln \frac{p(w|D)}{q(w|\theta)} dw
\]

\[
= -\int q(w|\theta) \ln p(D|w)dw + KL(q(w|\theta)||p(w))
\]

\[
\approx -\frac{1}{N} \sum_{n=1}^{N} \ln p(D|w_n) + KL(q(w|\theta)||p(w))
\]

Here, \( N \) is the number of weight samples, and \( w_n \) is the \( n \)-th sample. The first term on the right side acts as a data fitting term, and the second term acts as a regularization term. In other words, in variational inference, the calculation of the posterior distribution \( p(w|D) \) given learning data \( D \) results in finding the distribution \( q(w|\theta) \) close to it. To minimize (1), the gradient for the parameter \( \theta \) is calculated and a gradient descent is conducted. In classification and regression tasks, we want to predict an unknown target value for a new input \( x \). This can be calculated using the variational posterior distribution. Because it is difficult to apply marginalization to all weights, an approximation method is used here as well.

\[
p(y|x, D) = \int p(y|w, x)q(w|\theta)dw
\]

\[
\approx \frac{1}{N} \sum_{n=1}^{N} p(y|w_n, x)
\]

### 2.1 Related Works

C. Blundell et al.\[1\] proposed the use of Bayes by Backprop, which updates the parameters of the posterior distribution using a backpropagation method to minimize the KL divergence. This makes it possible to calculate the gradient for the KL divergence of the parameters of the posterior distribution and enables a Bayesian treatment of large-scale networks. Here, the parameters of the weight distribution, for example, the gradient of the mean and the variance of the normal distribution, are calculated through backpropagation and updated.

Y. Gal et al.\[7\] showed that the dropout gives a Bayesian interpretation by assuming a Bernoulli distribution for the weights. In an ordinary dropout, to maintain the generalization, the units are randomly invalidated during learning, and all units are used during an inference. However, because a Bernoulli distribution is assumed for the weight here, a dropout is also applied during the inference and learning stages. Therefore, the predicted distribution can also be derived. When assuming a normal distribution for a weight, it is necessary to define two parameters, \( \mu \) and \( \sigma \), for a single weight. In this case, the number of required parameters does not change from a normal NN with the advantages of an uncertainty estimation.

The transition of the number of training data and the accuracy of MNIST\[13\] are shown in Figure 2 for a general neural network when a Bernoulli distribution is assumed, or when assuming a normal distribution for the weights. When a Bernoulli distribution is assumed, the calculation cost is approximately the same as that of a normal NN, although it is difficult to learn using a dropout, and the accuracy is degraded. In this research, we assume a normal distribution for the weights. Although the numbers of parameters and calculations increase, a more natural and accurate prediction can be made.

Various methods have been proposed for achieving a sampling from the probability distribution during forward propagation. With a reparameterization trick \[10\], it is possible to update the
parameters through a gradient descent by obtaining samples of the weights according to an arbitrary distribution by the projection of noise samples. In addition, with a local reparameterization trick [11], it is possible to achieve an inference using fewer samples by sampling not the weight but the activation value, and it is possible to obtain a gradient estimator with a small variance. However, it is necessary to calculate the mean and variance, the calculation cost of which is high.

In addition to an NN incorporating a Bayesian approach, a Bayesian convolutional neural network has also been proposed[6, 14]. A. Kendall et al. [9] introduced random uncertainty arising in the input data and uncertainty caused by the model, and applied them to a computer vision.

Aiming at the hardware implementation of [1], R. Cai et al. [2] proposed an FPGA-based hardware accelerator called VIBNN. In VIBNN, a method to generate normal random numbers by the central limit theorem (CLT) is proposed. In a method based on the CLT, when the binomial distribution B(n, p) has a large n, it approaches a normal distribution to sample normal random numbers. They proposed a RAM-based method to improve the parallelism and scalability, but this has a disadvantage in that the circuit size and power consumption from access to the RAM will increase.

3 LUT-Based Weight Sampling

To reduce the sampling cost in a BNN, we propose a normal random number generation method combining inversion transform sampling and LUT approximation. In an NN, quantization methods that reduce the amount of memory usage and the number of computations are applied by making the values of the weights and activations discrete[3, 8]. Although this method is less accurate than floating-point arithmetic, it is expected to significantly reduce the number of computations. Here, under the hypothesis that the parameters can be quantized in a BNN, we propose sampling from a normal distribution through an inversion transform sampling using a LUT. When assuming a normal distribution for the weights, i.e., \( w \sim N(\mu, \sigma^2) \), the mean and variance are required for a single weight. At this time, considering the random variable \( \epsilon \) with a standard normal distribution as the probability density, an inverse operation of normalization provides weights with an arbitrary mean and variance.

\[
    w = \mu + \sigma \cdot \epsilon
\]

This means that by sampling \( \epsilon \sim N(0,1) \) and conducting an addition using the mean and a multiplication using the standard deviation, random numbers with any normal distribution can be generated.

Sampling methods for normal random numbers include those based on the CLT, the Box-Muller method, and an inversion transform sampling. Because an inversion transform sampling calculates the cumulative distribution of a normal distribution, it is necessary to apply an integral calculation, the calculation cost of which is high. However, considering the effect of quantization in a model...
weight reduction of an NN, it is considered unnecessary to calculate this strictly. Therefore, using
an inversion transform sampling with approximation, sampling from a normal distribution becomes
easy.

A simplified accelerator architecture of a BNN and a timing chart are shown in Figure 3. The
accelerator consists of a processing element (PE) array, weight generator, and a memory system
of weight parameters and input/output activations. Weight parameters such as $\mu$ and $\sigma$ are stored
in the weight parameter memory. Here, $\epsilon \sim N(0,1)$ and $w \sim N(\mu, \sigma^2)$ are generated in a weight
generator (WG). The procedure consists of (1) reading activation values from the memory to a
PE, (2) reading the parameters of weights (mean and variance) from the memory to a PE, (3)
sampling (generating) the particular weights from the probability distribution based on the mean and
variance, (4) multiplying and accumulating the activations with the sampled weights, (5) applying
the activation function, and (6) writing back the calculation results to the memory. These all steps
can be implemented in a pipelined manner. The timing chart shows the processing behavior of the
PE array described above. Wm1 and wv1 are the mean and variance of the weight w1 respectively.
Each multiplication result is obtained from the corresponding weight w1 and input activation x1.
This is repeated and accumulated over multiple inputs and weights to obtain the final output. In
an NN accelerator, the read weights can be used as is, but in a BNN, it is necessary to calculate
the each weight from the read distribution parameters. For high throughput and accuracy, each PE
requires a weight generator to sample a distinct weight value, so that reducing the hardware cost of
weight generator is certainly effective for its energy-efficiency improvement.

Inverse transform sampling uses an inverse function of the cumulative density function to obtain
an output for a sample from a uniform distribution. The inverse function of a standard normal
distribution is known as a probit function.

$$F(z) = \int_{-\infty}^{z} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} dz$$

However, $F^{-1}$ cannot be obtained analytically, and an approximation method is needed to obtain
standard normal random numbers through an inverse transform sampling.

3.1 LUT for Inversion Transform Sampling

Therefore, we propose a sampling using a LUT. To obtain standard normal random numbers through
an inversion transform sampling, a table of inverse functions $F^{-1}(u)$ is prepared in advance, and a
sample from uniform random numbers is $u \sim U[0,1]$. Here, uniform random numbers are obtained
using a linear feedback shift register (LFSR). After that, the random number obtained is converted using the table corresponding to the inverse function to obtain the standard normal random number $\epsilon$. It is possible to sample from the desired distribution $N(\mu, \sigma^2)$ by multiplying the $\epsilon$ obtained through the standard deviation $\sigma$ and adding the mean $\mu$. The accuracy of the standard normal random numbers is determined based on the number of entries in the LUT.

Although the number of entries in the LUT can be chosen arbitrarily, the output of the LFSR can be converted into the address of the LUT, given that a decimal fraction with the same accuracy as the bit size can be obtained from the LFSR. However, because the tail of the normal distribution continues indefinitely, we assume a truncated normal distribution here. In this distribution, it is considered that the distribution is limited to a certain range.

The block diagrams of a LUT-based sampling and a CLT method proposed by [2] are shown in Figure 4. We use 5-bits for the input and 6-bits for the output in a LUT. To sample one weight using LUT-based sampling, a random number is sampled from a uniform distribution using an LFSR and transformed into a probit output using a LUT. To obtain an arbitrarily Gaussian random number, it is sufficient to multiply the standard deviation and add the mean weight. When sampling Gaussian random numbers using the CLT of a VIBNN, the binomial distribution is realized using an LFSR, and it is necessary to take the sum of the bit strings. Instead of taking the sum of all bits of the LFSR, the difference is calculated by subtracting the value of the bit string which is one cycle earlier, and the sum is added. Finally, an addition of the mean and a multiplication of the variance are required.

4 Experiments

We evaluated the proposed method’s accuracy using several regression and classification tasks and the representation of variance and compared it with the method using ideal Gaussian distribution. Then, we compared the hardware cost of the Gaussian random number generator compared with that of the previous work.

4.1 Regression Tasks

We evaluated the proposed method by using some regression tasks to determine the accuracy and predictive variance. We showed that the proposed method can achieve nearly identical accuracy, and it can express predictive variance well, compared with the Gaussian sampling, which is the ground-truth method. We used four regression datasets from UCI Machine Learning Repository: Boston housing, concrete compressive strength, energy efficiency and yacht hydrodynamics[5]. We used Tensorflow Probability[4] as a framework. The network comprises one hidden layer, which contains 50 neurons. Table 1 shows the root mean square error (RMSE) of these regression tasks.
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Table 1: RMSE of regression tasks

| dataset                  | dataset size | RMSE          | RMSE          |
|--------------------------|--------------|---------------|---------------|
|                          |              | Gaussian      | LUT-based sampling |
| Boston Housing           | 506          | 8.93±0.16     | 9.14±0.25     |
| Concrete Compressive Strength | 1030        | 17.02±0.24   | 17.33±0.32   |
| Energy Efficiency        | 768          | 3.61±0.14     | 3.66±0.15     |
| Yacht hydrodynamics      | 308          | 4.12±0.41     | 5.18±0.25     |

In yacht hydrodynamics, the RMSE becomes larger. A possible reason of such the prediction error in the Yacht hydrodynamics task is that the used dataset contains a few training data compared to the datasets of the other tasks. In general, a training dataset is small, the obtained variances of the weights are likely to be large, because there is insufficient information to squeeze the variances. Thus, the harmful effect by the quantization error in the LUT-based approximation has increased. However, with other tasks, LUT-based sampling can achieve nearly identical accuracy compared with ideal sampling.

We also qualitatively evaluated whether the same variance can be obtained even when using LUT-based sampling. In linear regression tasks, we confirmed the uncertainty of the regression curve when the data points were limited. The true function is set as

\[ f(x) = \sin(4x) \times \cos(14x) \] (5)

Let the observation point be \( X = \{x_1, \ldots, x_{20}\} \). The corresponding target values \( T = \{t_1, \ldots, t_{20}\} \) are \( f(x) \) plus Gaussian noise. The network is a fully connected network consisting of 1-1024-512-512-1. The activation function is ReLU. Figure 5 shows the observation point \( \{X, T\} \) as the training data and demonstrates the regression curve obtained by sampling the weights multiple times from the posterior distribution of the weights obtained. The regression equation is concentrated in the region where the data points are dense in the sample based on a normal distribution, and the variance is large in a sparse region. In addition, in LUT-based sampling, as in the case of a sample from a normal distribution, it is understood that the predicted variance is large in the region where the data points are sparse. This indicates that, even with the proposed method, when the unknown input \( x \) is a sparse region of data points, a prediction with large uncertainty can be made.

**4.2 Classification Tasks**

We evaluated the accuracy with limited training data using MNIST and CIFAR-10 [12]. Examining the accuracy when the training data is limited shows the behavior when the variance of the model is large.
MNIST is a classification task of handwritten digits. There are 60,000 training data points in MNIST, and its accuracy was evaluated using 10,000 evaluation data points. We divided the training data into 1/4, 1/16, and 1/256 parts for evaluation. The accuracy was evaluated when sampling from a Gaussian distribution without using an approximation, and when sampling through the inverse function method using a LUT. We assumed a standard normal distribution as a prior distribution, normal distribution with the mean $\mu$ and standard deviation $\sigma$ as a posterior distribution. We used the following network for MNIST:

$$784(= 28 \times 28) - 200 - 200 - 10$$

We use the following network for CIFAR-10:

$$3072(= 32 \times 32 \times 3) - 64 - 64 - 128 - 128 - 128 - 128 - 256 - 10$$

The reason for using a fully connected neural network instead of a convolutional neural network is that a hardware implementation of Bayesian CNN has not been proposed yet.

Figure 6: Accuracy on the MNIST datasets

Figure 7: Accuracy on the CIFAR-10 datasets

Figure 6 and Figure 7 show the accuracy when ten inferences are made. The accuracy is calculated using the average value of predictions obtained by sampling ten times. LUT5-6 means using 5-bit input and 6-bit output LUT for weight sampling. From Figure 6 and Figure 7, it can be seen that the accuracy decreases as the training data becomes smaller in each method. However, regardless of the training data size, the difference in accuracy between the methods is small and LUT-based sampling performs as well as Gaussian sampling. This indicates that the effect of weight quantization is small even when the size of training data is small. One reason is that the effect of the central limit theorem. As the addition of random variables increases, the output is expected to follow a normal distribution. Therefore, the output depends on the mean and variance of the input, so that it is considered that the influence of the quantization is small.

The LUT-based sampling achieves higher accuracy than Gaussian sampling in CIFAR-10. This is considered that Gaussian sampling generates a weight value from a wide numerical range strictly, even if the trained variance is sufficiently small. In contrast, LUT-based sampling can obtain a stable weight value from a confident and narrow numerical range, when the trained variance is small. In other words, a stable inference can be performed even when the number of MC sampling is small in point of accuracy.

4.3 Hardware Resources

We compared the proposed LUT-based sampling with a VIBNN from a previous study. We confirmed the necessary hardware resources of the proposed method and the CLT method using an Artix-7
Table 2: Hardware Usage of GRNG

| method         | This work | RLF-GRNG[2] |
|----------------|-----------|-------------|
| Slice LUTs     | 3         | 12          |
| Slice Registers| 0         | 11          |

Figure 8: Target LUT realized by multiple FPGA LUTs

XC7A35T-L1CSG324I as the target device. We use Xilinx Vivado v2018.3 as a synthesis tool. The hardware resources usage for each method is shown in Table 2.

In the evaluation, we used a 5-bit input and 6-bit output LUT for sampling. In an FPGA, a configurable logic block (CLB) consists of LUTs and registers. In a 7-Series FPGA developed by Xilinx, a 6-bit input LUT can implement any Boolean function and can be used as two 5-bit input LUTs if they share inputs as shown in Figure 8. For this reason, if a 5-bit input, 6-bit output LUT is used for LUT-based sampling, a Boolean function can be realized using three LUTs. Thus, the LUT-based sampling can be conducted using only three 6-bit input LUTs (= six 5-bit input LUTs), and no registers. DNN accelerators generally consist of a large number of processing units. For BNN, each unit requires a random number generator to obtain independent weight. Therefore more resource efficient BNN accelerators can be realized by employing the proposed method.

5 Conclusion

In this paper, we focused on a newly proposed method for obtaining random numbers according to the desired distribution from a single random number through LUT, which we call LUT-based sampling. The results of the evaluation show that, even with LUT-based sampling, an accuracy equivalent to a sample from a Gaussian distribution can be obtained regardless of the size of the dataset. Moreover, although only a quantitative evaluation was conducted, for a regression task, it was shown that a predicted variance similar to the sample from a Gaussian distribution can be obtained by visualizing the variance. Finally, hardware resources were evaluated using a method based on the CLT of a VIBNN, which is a previous approach, and through hardware implementation. The synthesis result indicates that the hardware resources per GRNG to obtain Gaussian random numbers from uniform random numbers are reduced. As a future work, we plan to apply the proposed approach to convolutional neural networks incorporating a Bayesian method. Moreover, although the sampling cost of a BNN can be lowered, it is necessary to make multiple inferences for quantifying the uncertainty, and we believe that there is room for improvement in this respect.
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