TOWARDS A MATHEMATICAL MODEL FOR THE SOLIDIFICATION AND RUPTURE OF BLOOD IN STENOSED ARTERIES
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ABSTRACT. In this paper, we present a mathematical and numerical model for blood solidification and its rupture in stenosed arteries. The interaction between the blood flow and an existing stenosis in the arterial wall is modeled as a three dimensional fluid-structure interaction problem. The blood is assumed to be a non-Newtonian incompressible fluid with a time-dependent viscosity that obeys a modified Carreau’s model and the flow dynamics is described by the Navier-Stokes equations. Whereas, the arterial wall is considered a hyperelastic material whose displacement satisfies the quasi-static equilibrium equations. Numerical simulations are performed using FreeFem++ on a two dimensional domain. We investigate the behavior of the viscosity of blood, its speed and the maximum shear stress. From the numerical results, blood recirculation zones have been identified. Moreover, a zone of blood of high viscosity and low speed has been observed directly after the stenosis in the flow direction. This zone may correspond to a blood accumulation and then solidification zone that is subjected to shear stress by the blood flow and to forces exerted by the artery wall deformation. Therefore, this zone is thought to break and then to release a blood clot that leads to the occlusion of small arterioles.

1. Introduction

Cardiovascular diseases, mainly due to atherosclerosis, are causes with the highest percentage leading to death worldwide. Curiosity of finding cures for these diseases has enthused mathematicians to study them from their mathematical viewpoint. Consequently, many computational techniques and models have been developed. These tools aim at describing the blood flow and are effective in studying the response of the arterial wall under certain conditions, the characteristics of the blood components in addition to those of the heart [3, 16, 17, 21, 22, 24]. Indeed, mathematical models with numerical analysis and simulations play an important role in providing knowledge and insights that are unnoticeable clinically. The rheological behavior of blood is captured by deriving constitutive models that constitute a constructive tool in the diagnosis of the pathologies, investigating appropriate remedies and proposing preventive therapies [1, 14]. Recently, the lumen-wall modeling has been adopted using fluid-structure interaction (FSI) model. In the FSI, the behavior of the blood and the arterial wall are taken into consideration, so that one is capable of representing them by their appropriate dynamics and models. A most commonly used method when dealing with FSI systems is the Arbitrary Lagrangian-Eulerain (ALE) method [8] that is effective when combining the fluid formulation in the Eulerian description and the structure formulation in the Lagrangian description. An overview of FSI in biomedical applications has been considered in the book [2]. In particular, modeling of cardiovascular diseases has been highlighted in [9, 18, 25]. In lumen-wall modeling some difficulties encounter due to the complexity of the arterial wall formed of several layers, each with its own unique mechanics and thickness. Assuming that the arterial wall is negligibly thin, or the ratio of the arterial wall thickness to the artery radius is small, reduced shell or membrane models have been employed [4, 13]. Introduction of computational
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model with FSI in order to investigate the wall shear stresses, blood flow field and recirculation zones in stenosed arteries have been studied in [3] where the blood is considered to be an incompressible Newtonian fluid, whereas in the case of a compressible non-Newtonian fluid these factors have been analyzed in [6].

Currently, numerous computational models are simple when describing the cardiovascular diseases and the related processes such as inflammations, coagulation, plaque growth, clot formation, etc.. Indeed, they are managed to capture only some essential features of the processes that take place in the cardiovascular system. Further, these models neglect some of the blood components with their characteristics as well as the arterial wall layers and their own mechanics. Consequently, more suitable models are needed through which the physiological parameters associated to the blood, atherosclerosis and clots must be investigated clinically. In addition, the arterial wall must be considered as a multi-component structure taking into account the effects of the plaque growth and the clot formation on their mechanism. Further, timescales of the biological phenomena, the pulse duration and the time of the plaque growth must be analyzed.

In the present work, the interaction between the blood modeled by a modified Carreau’s model and the hyperelastic incompressible arterial wall has been considered. In a first step, we introduce the FSI system which is composed of the incompressible Navier-Stokes equations representing the blood flow dynamics and the quasi-static equilibrium equations describing the elastic large deformation of the arterial wall. In addition, coupling conditions that ensure a global energy balance of the FSI system have been imposed on the common interface. Variational formulation has been presented and its discrete formulation has been derived. In fact, the Navier-Stokes equations have been semi-discretized in time, while, the nonlinear material equilibrium equations have been solved using the Newton-Raphson method. Numerical simulations have been performed using FreeFem++ [12]. A deep analysis has been made for better understanding of the behavior of the blood flow, the blood viscosity, the maximum shear stress and the recirculation zones. Based on the numerical results, a location where the blood is thought to accumulate and solidify has been identified. Finally, the factors affecting this zone have been investigated, in particular, this zone is subjected to forces exerted by the artery wall and the blood flow. Consequently, numerical simulations for the deformation of this zone have been performed in order to understand its rupture and thus the release of a clot that will lead to the occlusion of small arterioles.

2. The Fluid-Structure Interaction Problem

The total domain $\Omega(t)$ representing the artery in the actual configuration at time $t > 0$ is composed of two sub-domains $\Omega_f(t)$ and $\Omega_s(t)$ representing the lumen of the artery and the arterial wall, respectively.

We denote by $\tilde{\Omega}_s$ the reference configuration of the structure of density $\tilde{\rho}_s$. Its deformation is described by the displacement field $\tilde{\xi}_s: \tilde{\Omega}_s \times \mathbb{R}^+ \rightarrow \mathbb{R}^3$ that satisfies the quasi-static incompressible equilibrium equations. The evolution of the structure domain can also be given by the deformation map $\varphi_s: \Omega_s \times \mathbb{R}^+ \rightarrow \mathbb{R}^3$ defined in terms of the displacement $\tilde{\xi}_s$ as $\varphi_s(\tilde{x}, t) = \tilde{x} + \tilde{\xi}_s(\tilde{x}, t)$. Its deformation gradient $F_s: \Omega_s \times \mathbb{R}^+ \rightarrow \mathbb{M}_3(\mathbb{R})$ which is a second order tensor is given by $F_s = \nabla_{\tilde{x}} \varphi_s$. Its associated Jacobian is $J_s(\tilde{x}, t) = \det(F_s(\tilde{x}, t))$. 
On the other hand, we describe the blood flow dynamics by the incompressible Navier-Stokes equations on the sub-domain $\Omega_f(t)$. We denote by

$$v : \Omega_f(t) \times \mathbb{R}^+ \longrightarrow \mathbb{R}^3 \quad \text{and} \quad p_f : \Omega_f(t) \times \mathbb{R}^+ \longrightarrow \mathbb{R}$$

the velocity of the blood and its pressure, respectively. Further, the blood is assumed to be an incompressible fluid with a constant density $\rho_f$.

The sub-domain $\Omega_f(t)$ of moving boundaries evolves from some reference configuration $\tilde{\Omega}_f$ according to an ALE map $\mathcal{A}$ given by

$$\mathcal{A}(\cdot, t) : \tilde{\Omega}_f \longrightarrow \Omega_f(t)$$

with $\tilde{x} \longrightarrow \mathcal{A}(\tilde{x}, t) = x$ for $t \in \mathbb{R}^+$,

that is, $\Omega_f(t) = \mathcal{A}(\tilde{\Omega}_f, t)$.

The ALE map $\mathcal{A}$ is considered to be an extension of the displacement $\tilde{\xi}_s$ of the interface $\tilde{\Gamma}_c = \partial \tilde{\Omega}_s \cap \partial \tilde{\Omega}_f$, that is to say

$$\mathcal{A}(\tilde{x}, t) = \tilde{x} + \mathcal{E}xt(\tilde{\xi}_s(\tilde{x}, t)|_{\tilde{\Gamma}_c}).$$

The operator $\mathcal{E}xt$ stands for an extension of the displacement of the boundary $\tilde{\Gamma}_c$. Possible extensions can be found in [19, Section 5.3], [5, Chapter 2] (harmonic, biharmonic, wislow, etc.). In particular we consider the harmonic extension as we will see in Subsection 2.1. The deformation gradient associated to $\mathcal{A}$ is $F_f : \tilde{\Omega}_f \times \mathbb{R}^+ \longrightarrow \mathbb{M}_3(\mathbb{R})$ defined by $F_f = \nabla_{\tilde{x}} \mathcal{A}$ where the symbol $\nabla_{\tilde{x}}$ indicates the gradient with respect to the variable $\tilde{x} = (\tilde{x}_1, \tilde{x}_2, \tilde{x}_3)$. Its Jacobian is $J_f(\tilde{x}, t) = \det(F_f(\tilde{x}, t))$.

Here and throughout the context, $\tilde{\xi}_f$ denotes the displacement of the domain $\tilde{\Omega}_f$ which we set to be $\mathcal{E}xt(\tilde{\xi}_s|_{\tilde{\Gamma}_c})$. Formulating the Navier-Stokes equations in the ALE frame results a new variable $w$ that describes the velocity of the domain $\Omega_f(t)$. It is related to the displacement $\tilde{\xi}_f$ by the relation $w = \partial_t \tilde{\xi}_f \circ \mathcal{A}^{-1}$. It is worth to point out that $w \neq v$. One must distinguish between $v$ the physical velocity of the particles and $w$ the velocity of the fluid domain $\Omega_f(t)$.

In what follows, we refer to the elements in the reference configuration by “~”. In fact the velocity and the pressure of the blood are given on the reference configuration $\tilde{\Omega}_f$ by

$$\bar{v}(\tilde{x}, t) = v(\mathcal{A}(\tilde{x}, t), t) \quad \text{and} \quad \bar{p}_f(\tilde{x}, t) = p_f(\mathcal{A}(\tilde{x}, t), t) \quad \forall \ (\tilde{x}, t) \in \tilde{\Omega}_f \times \mathbb{R}^+.$$

The Cauchy stress tensor $\sigma_f(v, p_f)$ is expressed in terms of the strain tensor $D(v) = \frac{\nabla v + (\nabla v)^t}{2}$ as

$$\sigma_f(v, p_f) = 2\mu D(v) - p_f \mathbf{Id},$$

where $\mu = \mu(D(v))$ represents the blood viscosity that will be detailed in the sequel. In the reference configuration $\tilde{\Omega}_f$, the stress tensor is given by

$$\tilde{\sigma}_f(\tilde{v}, \tilde{p}_f) = \mu(\nabla \tilde{v} (\nabla \mathcal{A})^{-1} + (\nabla \mathcal{A})^{-t}(\nabla \tilde{v})^t) - \tilde{p}_f \mathbf{Id}.$$

The arterial wall is assumed to be a hyperelastic material then it is characterized by the existence of an energy density function $W(F_s)$ such that the first Piola-Kirchhoff stress tensor $P = \frac{\partial W(F_s)}{\partial F_s}$. Further, due to the incompressible behavior of the material its Piola-Kirchhoff stress tensor is modified to the form

$$P_{\text{inc}} = P + \tilde{p}_h \text{cof}(F_s).$$
The variable $\tilde{p}_{hs}$, called the hydrostatic pressure, plays the role of the Lagrange multiplier associated to the incompressibility condition $\det(F_s) = 1$.

On the fluid domain $\Omega_f(t)$, a volumetric force $f_f : \Omega_f \times \mathbb{R}^+ \rightarrow \mathbb{R}^3$ is applied. Moreover, a velocity $v_{in}$ is enforced on the inlet of the artery $\Gamma_{in}(t)$. On the contrary, a free-exit condition given by $\sigma_f(v, p_f) n_f = 0$ is enforced on the outlet $\Gamma_{out}(t)$.

On the other hand, a volumetric force $f_s : \Omega_s \times \mathbb{R}^+ \rightarrow \mathbb{R}^3$ is applied on the structure domain which is assumed to be fixed on the boundary $\Gamma_2$, that is to say, $\tilde{\xi}_s = 0$ on $\Gamma_2$.

On the interface $\Gamma_c(t)$, surface forces $g_f : \Omega_f \times \mathbb{R}^+ \rightarrow \mathbb{R}^3$ and $g_s : \Omega_s \times \mathbb{R}^+ \rightarrow \mathbb{R}^3$ are exerted from the fluid domain and the structure domain, respectively.

The FSI model describing the blood-wall interaction is obtained by the coupling between the incompressible Navier-Stokes equations which are formulated in the ALE frame and the quasi-static incompressible elasticity equations formulated in the Lagrangian frame on the reference configuration $\tilde{\Omega}_s$. The FSI system is

\[
\begin{aligned}
\tilde{v} : \tilde{\Omega}_f \times \mathbb{R}^+ &\rightarrow \mathbb{R}^3, \quad \tilde{p}_f : \tilde{\Omega}_f \times \mathbb{R}^+ \rightarrow \mathbb{R}, \quad \tilde{\xi}_f : \tilde{\Omega}_f \times \mathbb{R}^+ \rightarrow \mathbb{R}^3, \\
\tilde{\xi}_s : \tilde{\Omega}_s \times \mathbb{R}^+ &\rightarrow \mathbb{R}^3, \quad \tilde{p}_{hs} : \tilde{\Omega}_s \times \mathbb{R}^+ \rightarrow \mathbb{R},
\end{aligned}
\]

such that

\[
\begin{aligned}
\rho_f \partial_t v|_A + \rho_f (v - w)^t \nabla_x v - \nabla_x \cdot \sigma_f(v, p_f) &= \rho_f f_f &\text{on } \Omega_f(t) \times (0, T), \\
\nabla_x \cdot v &= 0 &\text{on } \Omega_f(t) \times (0, T), \\
v &= v_{in} &\text{on } \Gamma_{in}(t) \times (0, T), \\
\sigma_f(v, p_f) &= 0 &\text{on } \Gamma_{out}(t) \times (0, T), \\
-\nabla_{\tilde{x}} \cdot \mathbf{P}_{inc}(\tilde{x}) &= J_s \tilde{\rho}_s \tilde{f}_s &\text{on } \tilde{\Omega}_s \times (0, T), \\
J_s &= 1 &\text{on } \tilde{\Omega}_s \times (0, T), \\
\tilde{\xi}_s &= 0 &\text{on } \tilde{\Gamma}_2 \times (0, T), \\
v &= w &\text{on } \tilde{\Gamma}_c \times (0, T), \\
P_{inc}(\tilde{x}) \tilde{n}_s + J_f \tilde{\sigma}_f(\tilde{v}, \tilde{p}_f) F_f^{-1} \tilde{n}_f &= 0 &\text{on } \tilde{\Gamma}_c \times (0, T),
\end{aligned}
\]

where $\tilde{v}$ and $\tilde{p}_f$ are given by (3). Further, $\tilde{\Gamma}_c$ is the transformation of $\Gamma_c$ to the reference configuration. Figure 1 illustrates a 3D model of an artery in the actual configuration including the boundaries.

**Remark 2.1.** From Expression (2) we get that the ALE map $A$ and the structure deformation $\varphi_s$ coincide on the interface $\tilde{\Gamma}_c$, that is to say,

$$
\varphi_s \equiv A \quad \text{on } \tilde{\Gamma}_c.
$$

**Remark 2.2.** Due to the incompressibility condition the $ij$-th component of $\sigma_f(v, p_f)$ is

$$
\sigma_{ij} = -p_f \delta_{ij} + \mu \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right), \quad i, j = 1, 2, 3,
$$

where $\delta_{ij}$ is the Kronecker symbol. The shear stress components are $\sigma_{12}$, $\sigma_{13}$ and $\sigma_{23}$, whereas $\sigma_{11}$, $\sigma_{22}$ and $\sigma_{33}$ are the normal stress components.
In a two dimensional space the maximum shear stress- an effective parameter in studying the forces exerted on a fluid- is given by the expression \[ \sigma_{\text{max}} = \sqrt{\left(\frac{\sigma_{11} - \sigma_{22}}{2}\right)^2 + \sigma_{12}^2}. \]

The variational formulation associated to System (5) is

Find \( \tilde{v} : \tilde{\Omega}_f \times \mathbb{R}^+ \rightarrow \mathbb{R}^3, \tilde{p}_f : \tilde{\Omega}_f \times \mathbb{R}^+ \rightarrow \mathbb{R}, \tilde{\xi}_f : \tilde{\Omega}_f \times \mathbb{R}^+ \rightarrow \mathbb{R}^3, \)
\( \tilde{\xi}_s : \tilde{\Omega}_s \times \mathbb{R}^+ \rightarrow \mathbb{R}^3, \tilde{p}_{hs} : \tilde{\Omega}_s \times \mathbb{R}^+ \rightarrow \mathbb{R}, \)

such that

\( \tilde{\xi}_f = \mathcal{E}xt(\tilde{\xi}_s|_{\tilde{\Gamma}_c}) \) and \( \tilde{w} = \frac{\partial \tilde{\xi}_f}{\partial t} \) in \( \tilde{\Omega}_f, \)

\( v = w \) \quad on \quad \Gamma_c(t),

\( \tilde{\xi}_s = 0 \) \quad on \quad \tilde{\Gamma}_2. \)

and

\[
\begin{align*}
\rho_f \int_{\Omega_f(t)} \frac{\partial v}{\partial t} \cdot \eta_f \, dx + \rho_f \int_{\Omega_f(t)} (v - w)^t \nabla_x v \cdot \eta_f \, dx + \int_{\Omega_f(t)} \sigma_f(v, p_f) : \nabla_x \eta_f \, dx \\
- \int_{\Gamma_c(t)} \sigma_f(v, p_f) n_f \cdot \eta_f \, d\Gamma = \rho_f \int_{\Omega_f(t)} f_f \cdot \eta_f \, dx,
\end{align*}
\]

\( q_f \nabla_x \cdot v \, dx = 0, \)

for all \((\eta_f, q_f) \in H^1_{\Gamma_{in}(t)}(\Omega_f(t)) \times L^2(\Omega_f(t))\) and \((\tilde{\eta}_s, \tilde{q}_s) \in H^1_{\Gamma_s}(\tilde{\Omega}_s) \times L^2(\tilde{\Omega}_s).\)

The coupling conditions on the interface \( \tilde{\Gamma}_c \) are given in the strong form as
(10) \[
\left\{ \begin{array}{l}
v \circ \mathcal{A} = \partial_t \ddot{\xi}, \\
P_{\text{inc}}(\tilde{x})\ddot{n}_s + J_f \ddot{\sigma}_f(\ddot{v}, \ddot{p}_f)F_f^{-1}\ddot{n}_f = 0.
\end{array} \right.
\]

The spaces \( H^1_{\Gamma_n(t)}(\Omega_f(t)) \) and \( H^1_{\Gamma_2}(\tilde{\Omega}_s) \) are respectively
\[
H^1_{\Gamma_n(t)}(\Omega_f(t)) = \{ \eta_f \in H^1(\Omega_f(t)); \quad \eta_f = 0 \quad \text{on} \quad \Gamma_n(t) \} \quad \text{and} \quad H^1_{\Gamma_2}(\tilde{\Omega}_s) = \{ \tilde{\eta}_s \in H^1(\tilde{\Omega}_s); \quad \tilde{\eta}_s = 0 \quad \text{on} \quad \tilde{\Gamma}_2 \}.
\]

2.1. The Discrete Variational Formulation of the FSI Problem. The variational formulation (7)-(10) of the FSI stands for the incompressible homogeneous Navier-Stokes equations coupled with the quasi-static incompressible equilibrium equations. We assume that no external forces are exerted on neither the fluid domain nor the structure domain, i.e, \( f_f = 0 \) and \( f_s = 0 \). Consider a time step \( \Delta t > 0 \) and finite element partitions \( \mathcal{V}_h \) and \( \mathcal{W}_h \) for the fluid and the solid sub-domains respectively, of a maximum diameter denoted by \( h \). Our aim is to approximate the solution \((v, p_f, \ddot{\xi}_s, \ddot{p}_h_s, \mathcal{A})\) at time \( t_n = n\Delta t \), for \( n \in \mathbb{N} \), in the finite element spaces. The approximation of the solution at time \( t_n \) is denoted by \((v^n, p^n_f, \tilde{\ddot{\xi}}_s^n, \tilde{\ddot{p}}_{h_s}^n, \tilde{\mathcal{A}}^n)\).

Semi-Discretization in Time of the Fluid Sub-Problem. In order to guarantee the existence and uniqueness of the solution of the discrete fluid sub-problem when performing the numerical simulations, we use the penalty method \([11]\). This method consists of replacing the natural weak formulation by a regular one by adding a term multiplied by a sufficiently small parameter \( \epsilon \ll 1 \). Indeed, writing the modified formulation in a matrix form results a positive definite matrix, which assures the existence and the uniqueness of the solution of the discrete sub-problem. The weak formulation associated to the Navier-Stokes equations obtained upon adding a negligible parameter \( \epsilon \) is then semi-discretized in time, that is, the convective term and the viscosity are considered at the instant \( t_n \), whereas other terms are considered at time \( t_{n+1} \). The discrete formulation reads
\[
\begin{aligned}
\frac{\rho_f}{\Delta t} \int_{\Omega_f(t_n)} v^{n+1} \cdot \eta_f \, dx + \frac{1}{\Delta t} \int_{\Omega_f(t_n)} (v^n \circ X^n) \cdot \eta_f \, dx - \rho_f \int_{\Omega_f(t_n)} (w^{n+1})' \nabla x v^{n+1} \cdot \eta_f \, dx \\
+ 2 \int_{\Omega_f(t_n)} \mu^n D(v^{n+1}) : \nabla x \eta_f \, dx - \int_{\Omega_f(t_n)} p^{n+1}_f \nabla x \cdot \eta_f \, dx - 2 \int_{\Gamma_c(t_n)} \mu^n D(v^{n+1}) n_f \cdot \eta_f \, d\Gamma \\
+ \int_{\Gamma_c(t_n)} p^{n+1}_f n_f \cdot \eta_f \, d\Gamma + \int_{\Omega_f(t_n)} q_f \nabla x \cdot v^{n+1} \, dx + \int_{\Omega_f(t_n)} \epsilon p^{n+1}_f q_f \, dx = 0,
\end{aligned}
\]

where the non-linear convective term \( \frac{1}{\Delta t} (v^n \circ X^n) \) can be approximated by \([12, \text{Section 9.5, p. 267}]\)
\[
\frac{1}{\Delta t} \left[ v(x - v(x, t_n) \Delta t, t_n) \right].
\]

Notice that, since the strain rate tensor \( D(v) \) is symmetric, then we have \( D(v) : \nabla \eta_f = D(v) : D(\eta_f) \) which gives
\[
\int_{\Omega_f(t_n)} \mu^n D(v^{n+1}) : \nabla x \eta_f \, dx = \int_{\Omega_f(t_n)} \mu^n D(v^{n+1}) : D(\eta_f) \, dx.
\]
Newton-Raphson Method for the Structure Sub-Problem. Regarding the structure sub-problem, at the time iteration \( t_{n+1} \) we will solve the non-linear problem (9) using Newton-Raphson method. The variational formulation corresponding to the structure sub-problem at the iteration \( t_{n+1} \) is

\[
\begin{aligned}
\int_{\tilde{\Omega}_s} P^{n+1} : \nabla \tilde{\eta}_s \, d\tilde{x} + \int_{\tilde{\Omega}_s} \tilde{p}_{hs}^{n+1} \cof(F_s^{n+1}) : \nabla \tilde{\eta}_s \, d\tilde{x} \\
- \int_{\tilde{\Gamma}_c} P^{n+1} \tilde{\eta}_s \cdot \tilde{n}_s \, d\tilde{\Gamma} - \int_{\tilde{\Gamma}_c} \tilde{p}_{hs}^{n+1} \cof(F_s^{n+1}) \tilde{\eta}_s \cdot \tilde{n}_s \, d\tilde{\Gamma} - \int_{\tilde{\Omega}_s} J_s^{n+1} \tilde{p}_s f_s \cdot \tilde{\eta}_s \, d\tilde{x} = 0 \quad \forall \tilde{\eta}_s \in \tilde{V}_s,
\end{aligned}
\]

The method depends on linearizing the structure sub-problem (13) with respect to the unknowns \( \varphi_s \) and \( \tilde{p}_{hs} \). We start initialization by considering a suitable choice of the initial values \((\varphi_{s,0}, \tilde{p}_{hs,0})\). In particular, we link the iterations of the Newton-Raphson method with the time iteration \( t_n \) by considering \( \varphi_{s,0} = \varphi_s^n \) and \( \tilde{p}_{hs,0} = \tilde{p}_{hs}^n \). Then, we solve iteratively the obtained system corresponding to the Newton-Raphson method until its solution converges to a solution of the non-linear System (9).

To ensure the existence of the solution of the structure problem (13) we use the penalty method by modifying System (13) through adding the penalized term \( \epsilon \int_{\tilde{\Omega}_s} \tilde{p}_{hs} \tilde{q}_s \, d\tilde{x} \) with \( \epsilon \ll 1 \). For simplicity of notation, in what follows we omit the subscript \( s \) of the deformation \( \varphi_s \), that is, we write \( \varphi_s \equiv \varphi \).

We proceed to derive the formulation of the structure sub-problem corresponding to the Newton-Raphson method. Let us define the following space

\[
\mathcal{Z} = \{ \varphi = (\varphi_1, \varphi_2, \varphi_3) : \tilde{\Omega}_s \rightarrow \mathbb{R}^3, \varphi = \varphi^n \text{ on } \tilde{\Gamma}_c \text{ and } \varphi = 0 \text{ on } \tilde{\Gamma}_2 \}.
\]

Given \( N \in \mathbb{N} \), a tolerance \( tol \) and

\[
(\varphi_0, \tilde{p}_{hs,0}) \in \mathcal{Z} \times L^2(\tilde{\Omega}_s),
\]

we construct iteratively the two sequences \((\varphi_k)_{k \geq 1}\) and \((\tilde{p}_{hs,k})_{k \geq 1}\) by solving for \((\delta \varphi_k, \delta \tilde{p}_{hs,k})\) the following system:

Set \( \varphi_0 = \varphi^n \). Repeat: for \( 0 \leq k \leq N \), while \( ||\delta \varphi_k||_2 \geq tol \), find \((\delta \varphi_k, \delta \tilde{p}_{hs,k})\) in \( \mathcal{Z} \times L^2(\tilde{\Omega}_s) \) satisfying
Finally, the discrete variational formulation reads:

\[
\begin{aligned}
\int_{\tilde{\Omega}_s} \delta \tilde{P}(\nabla_{\tilde{x}} \varphi_k) \nabla_{\tilde{x}} \delta \varphi_k : \nabla_{\tilde{x}} \tilde{\eta}_s \ d\tilde{x} + \int_{\tilde{\Omega}_s} \delta \tilde{p}_{hs,k} \ \text{cof}(\nabla_{\tilde{x}} \varphi_k) : \nabla_{\tilde{x}} \tilde{\eta}_s \ d\tilde{x} \\
+ \int_{\tilde{\Omega}_s} \delta \tilde{p}_{hs,k} \ \text{cof}(\nabla_{\tilde{x}} \varphi_k) : \nabla_{\tilde{x}} \tilde{\eta}_s \ d\tilde{x} - \int_{\tilde{\Gamma}_c} \tilde{\sigma}_{s,k}(\tilde{x}) \ \frac{\partial \text{cof}(\nabla_{\tilde{x}} \varphi_k)}{\partial \tilde{F}} : \nabla_{\tilde{x}} \delta \varphi_k \ \tilde{n}_s \cdot \tilde{\eta}_s \ d\tilde{\Gamma} \\
+ \int_{\tilde{\Omega}_s} P(\nabla_{\tilde{x}} \varphi_k) : \nabla_{\tilde{x}} \tilde{\eta}_s \ d\tilde{x} + \int_{\tilde{\Omega}_s} \tilde{p}_{hs,k} \ \text{cof}(\nabla_{\tilde{x}} \varphi_k) : \nabla_{\tilde{x}} \tilde{\eta}_s \ d\tilde{x} \\
- \int_{\tilde{\Gamma}_c} \tilde{\sigma}_{s,k}(\tilde{x}) \ \tilde{n}_s \cdot \tilde{\eta}_s \ d\tilde{\Gamma} + \epsilon \int_{\tilde{\Omega}_s} \tilde{q}_s \ d\tilde{x} = 0 \\
\int_{\tilde{\Omega}_s} \tilde{q}_s \ \text{cof}(\nabla_{\tilde{x}} \varphi_k) : \nabla_{\tilde{x}} \delta \varphi_k \ d\tilde{x} + \int_{\tilde{\Omega}_s} \tilde{q}_s(\text{det}(\nabla_{\tilde{x}} \varphi_k) - 1) \ d\tilde{x} = 0
\end{aligned}
\] (14)

for all \((\tilde{\eta}_s, \tilde{q}_s) \in \tilde{V}_s \times L^2(\tilde{\Omega}_s)\).

Set \(\varphi_{k+1} = \delta \varphi_k + \varphi_k\) and \(k = k + 1\).

When the condition \(|\| \delta \varphi_k \|_2 < \text{tol}||\) is fulfilled then convergence of the Newton-Raphson method is achieved. Thus, the solution of the structure sub-problem (13) is given by \(\varphi^{n+1} = \varphi_k\), for the last value of \(k\) for which the Newton-Raphson method converges.

**Space Discretization of the FSI Problem.** Space discretization of the variational formulation is carried out using the finite element method (FEM) [10]. We consider the two finite element spaces associated to the fluid weak formulation

\[
V^f_h \subset V^f_f \quad \text{and} \quad W^f_h \subset L^2(\Omega_f)
\]

and those associated to the structure weak formulation

\[
\tilde{V}^s_h \subset \tilde{V}^s_s \quad \text{and} \quad \tilde{W}^s_h \subset L^2(\tilde{\Omega}_s)
\]

where \(V^f_h, W^f_h, \tilde{V}^s_h\) and \(\tilde{W}^s_h\) are finite dimensional subspaces. The functional spaces associated to the velocity and displacement fields are considered to be \(P_2\), whereas those associated to the pressures (fluid and hydrostatic) are considered to be \(P_1\). In what follows, all terms are discretized in space as mentioned above, so that the approximation of solution in finite element spaces is \((v_h, p^f_h, \tilde{\xi}^s_h, \tilde{p}^s_h, A_h)\) verifying (11) and (14).

Finally, the discrete variational formulation reads:

Given \((v^n_h, p^n_h, \tilde{\xi}^n_h, \tilde{p}^n_h, A^n_h)\) and a tolerance \(\text{tol}\), find \((v^{n+1}_h, p^{n+1}_h, \tilde{\xi}^{n+1}_h, \tilde{p}^{n+1}_h, A^{n+1}_h)\) such that

\[
\begin{align*}
A^{n+1}_h &= \tilde{x} + \epsilon x t(\tilde{\xi}^{n+1}_h|_{\tilde{\Gamma}_c}) \quad \text{in} \ \tilde{\Omega}_f \\
\tilde{w}^{n+1}_h &= \frac{1}{\Delta t}(\tilde{\xi}^{n+1}_h - \tilde{\xi}^{n}_h) \simeq \partial_t \tilde{\xi}^{n+1}_h \quad \text{in} \ \tilde{\Omega}_f, \\
w^{n+1}_h &= \partial_t A^{A^{n+1}_h} (A^{n+1}_h)^{-1} \quad \text{on} \ A^{n+1}_h(\tilde{\Gamma}_c), \\
\tilde{\xi}^{n+1}_{s,h} &= 0 \quad \text{on} \ \tilde{\Gamma}_2
\end{align*}
\] (15)
\[\rho_f \frac{1}{\Delta t} \int_{\Omega_f(t_n)} v_h^{n+1} \cdot \eta_h^f \, dx + \rho_f \frac{1}{\Delta t} \int_{\Omega_f(t_n)} (v_h^n \circ X_h^n) \cdot \eta_h^f \, dx - \rho_f \int_{\Gamma_c(t_n)} (w_h^{n+1})^t \nabla x v_h^{n+1} \cdot \eta_h^f \, d\Gamma \]

\[+ 2 \int_{\Omega_f(t_n)} \mu_h \Delta (v_h^{n+1}) : \nabla x \eta_h^f \, dx - \int_{\Omega_f(t_n)} p_{f,h}^{n+1} \nabla x \cdot \eta_h^f \, dx - \int_{\Gamma_c(t_n)} g_{f,h}^{n+1} \cdot \eta_h^f \, d\Gamma \]

\[+ \int_{\Omega_f(t_n)} q_h^f \nabla x \cdot v_h^{n+1} \, dx + \epsilon \int_{\Omega_f(t_n)} p_{f,h}^{n+1} q_h^f \, dx = 0 \quad \forall (\eta_h^f, q_h^f) \in V_h^f \times W_h^f.\]

where the non-linear convective term \(\frac{1}{\Delta t} (v_h^n \circ X_h^n)\) is approximated by the Expression (12).

The coupling conditions on \(\tilde{\Gamma}_c\) are

\[\tilde{\sigma}_{s,h}^{n+1} \tilde{n}_s = - (2 \mu^n \Delta (v_h^{n+1}) - p_{f,h}^{n+1} \text{Id}) n_{f} \circ \varphi_h^n,\]

\[\partial_t \tilde{\xi}_{s,h}^{n+1} = v_h^{n+1} \circ \varphi_h^n.\]

Fix \(N \in \mathbb{N}\). Set \(\varphi_{0,h} = \varphi_h^n\) and \(\tilde{\sigma}_{s,k} = \tilde{\sigma}_{s,h}^{n+1}\). Repeat: for \(0 \leq k \leq N\), find \((\delta \varphi_{k,h}, \delta \tilde{p}_{hs,k})\) in \(Z \times L^2(\tilde{\Omega}_s)\) satisfying

\[\int_{\tilde{\Omega}_s} \frac{\partial P}{\partial F_s}(\nabla \tilde{x} \varphi_{k,h}) \nabla \tilde{x} \delta \varphi_{k,h} : \nabla \tilde{x} \tilde{\eta}_{s}^h \, d\tilde{x} + \int_{\tilde{\Omega}_s} \tilde{p}_{hs,k} \frac{\partial \text{cof}(\nabla \tilde{x} \varphi_{k,h})}{\partial F_s,h} (\nabla \tilde{x} \delta \varphi_{k,h}) : \nabla \tilde{x} \tilde{\eta}_{s}^h \, d\tilde{x} \]

\[+ \int_{\tilde{\Omega}_s} \delta \tilde{p}_{hs,k} \text{cof}(\nabla \tilde{x} \varphi_{k,h}) : \nabla \tilde{x} \tilde{\eta}_{s}^h \, d\tilde{x} - \int_{\Gamma_c} \tilde{\sigma}_{s,k}(\tilde{x}) \frac{\partial \text{cof}(\nabla \tilde{x} \varphi_{k,h})}{\partial F_s,h} (\nabla \tilde{x} \delta \varphi_{k,h}) : \nabla \tilde{x} \tilde{\eta}_{s}^h \, d\tilde{\Gamma} \]

\[+ \int_{\tilde{\Omega}_s} P(\nabla \tilde{x} \varphi_{k,h}) : \nabla \tilde{x} \tilde{\eta}_{s}^h \, d\tilde{x} + \int_{\tilde{\Omega}_s} \tilde{p}_{hs,k} \text{cof}(\nabla \tilde{x} \varphi_{k,h}) : \nabla \tilde{x} \tilde{\eta}_{s}^h \, d\tilde{x} \]

\[- \int_{\Gamma_c} \tilde{\sigma}_{s,k}(\tilde{x}) \text{cof}(\nabla \tilde{x} \varphi_{k,h}) \tilde{n}_s \cdot \tilde{\eta}_{s}^h \, d\tilde{\Gamma} + \epsilon \int_{\tilde{\Omega}_s} \tilde{p}_{hs,k} \tilde{q}_{s}^h \, d\tilde{x} = 0 \quad \forall (\tilde{n}_s^h, \tilde{q}_{s}^h) \in \tilde{V}_h^s \times \tilde{W}_h^s,\]

\[\int_{\tilde{\Omega}_s} \tilde{q}_{s}^h \text{cof}(\nabla \tilde{x} \varphi_{k,h}) : \nabla \tilde{x} \delta \varphi_{k,h} \, d\tilde{x} + \int_{\tilde{\Omega}_s} \tilde{q}_{s}^h (\det(\nabla \tilde{x} \varphi_{k,h}) - 1) \, d\tilde{x} = 0 \quad \forall \tilde{q}_{s}^h \in \tilde{W}_h^s,\]

as long as the error \(\|\delta \varphi_{k,h}\|_2 \geq tol\), set \(\varphi_{k+1} = \delta \varphi_{k,h} + \varphi_{k,h}\) and \(k = k + 1\). If \(\|\delta \varphi_{k,h}\|_2 < tol\), then convergence of the Newton-Raphson method is achieved. Thus the deformation of the structure domain is given by \(\varphi_{h}^{n+1} = \varphi_{h,k},\) for the last value of \(k\) for which the convergence is achieved. Whence at the time iteration \(t_{n+1}\) the displacement of the structure domain is \(\tilde{\xi}_{s,h}^{n+1} = \varphi_{h}^{n+1} - \tilde{x}\).

At the time iteration \(t = t_{n+1}\), the ALE map is given by the following relation

\[A_{h}^{n+1}(\tilde{x}, t) = \tilde{x} + \tilde{\xi}_{f,h}^{n+1}(\tilde{x}, t).\]

where \(\tilde{\xi}_{f,h}(\tilde{x}, t)\) is constructed using the harmonic extension [19, Section 5.3, pp. 247], [5, Chapter 2, pp. 54] of the displacement \(\tilde{\xi}_{s,h}(\tilde{x}, t)\) of the boundary \(\tilde{\Gamma}_c\).

As a result, The fluid domain and the structure domain evolve from their reference configuration according to

\[\Omega_{f}^{n+1} = A^{n+1}(\tilde{\Omega}_f) \quad \text{and} \quad \Omega_{s}^{n+1} = \varphi_{s}^{n+1}(\tilde{\Omega}_s),\]
respectively.

2.2. The Algorithm. The FSI problem is solved using the finite element software FreeFem++. The steps of the algorithm used to solve the FSI problem are stated below. Complexity of the algorithm is dependent on the triangulation of the mesh. Literally,

1- At the time step \( t_{n+1} \), we solve the Navier-Stokes equations on the domain \( \Omega_f(t_n) \) in the ALE frame to find the velocity of the fluid \( v_{n+1} \) and its pressure \( p_{n+1}^f \).

2- Using the continuity of stresses (17), we are able to get the boundary condition on \( \tilde{\Gamma}_c \) expressed in terms of \( \sigma_f(v_{n+1}^t, p_{n+1}^f) \).

3- Solve the quasi-static incompressible elasticity equations on the reference configuration \( \tilde{\Omega}_s \) using Newton-Raphson method. Check the convergence test of the Newton-Raphson method. When convergence is achieved, the deformation \( \varphi_{n+1}^s \) is set to be the solution of the last Newton’s iteration \( k \), consequently the deformation \( \tilde{\xi}_{n+1}^s \) is obtained. Thus we can proceed to get the ALE map \( A_{n+1}^s \) using the harmonic extension given by Equation (19).

4- Move the fluid domain using the map \( A_{n+1}^s \), and the structure domain using its deformation \( \varphi_{n+1}^s \) and proceed to the iteration \( t_{n+2} \), then start again from step (1-), and so on.

3. Numerical Results

In this section we present the numerical results concerning the blood flow through stenosed arteries after performing simulations over a defined interval of time. The study is done by solving System (15)-(18) on a two dimensional domain representing the artery using the software FreeFem++.

Our work is concerned in analyzing variables including the speed, the viscosity and the wall shear stress of blood in a stenosed artery. Further, we intent to locate the recirculation zones in the lumen. In our work we consider the following numerical values

\[ \rho_f = 1.056 \text{ g/cm}^3 \text{ and } \Delta t = 10^{-2} \text{ s}. \]

The blood is considered to be of a non-Newtonian behavior. Its viscosity is assumed to obey Carreau model [20]

\[ \mu(\dot{\gamma}) = \mu_\infty + (\mu_0 - \mu_\infty)\left[1 + (\lambda \dot{\gamma})^2\right]^{\frac{n-1}{2}}, \]

where \( \dot{\gamma} \) stands for the shear rate defined as

\[ \dot{\gamma} = \sqrt{2 \text{ tr}(D(v))^2} = \sqrt{-4I_2}. \]

The parameters present in the Carreau model are

\[ \lambda = 3.313 \text{ s}, \quad n = 0.3568, \quad \mu_\infty = 0.00345 \text{ Pa.s and } \mu_0 = 0.056 \text{ Pa.s}. \]

In the case of an isotropic material the strain energy density function \( W \) is expressed in terms of the invariants of deformation tensor \( I_1, I_2 \) and \( I_3 \) [15, 19]. In particular, we will consider the following constitutive law

\[ W(F_s) = C_0 + C_1(I_1 - 2) + C_2(I_2 - 2)^2, \]

where \( C_0, C_1 \) and \( C_2 \) are set as follows

\[ C_0 = 110 \text{ N.cm}^{-2}, \quad C_1 = 100 \text{ N.cm}^{-2} \text{ and } C_2 = 110 \text{ N.cm}^{-2}. \]
A pulsatile velocity $v_{\text{in}}$ is enforced on the inlet of the artery. It is given by

$$v_{\text{in}} = \begin{cases} 
5 \sin^2 \left( \frac{\pi t}{0.5} \right) \text{cm/s} & \text{for } 5 \times (2i) \leq t \leq 5 \times (2i + 1), \\
0 \text{ cm/s} & \text{for } 5 \times (2i + 1) \leq t \leq 5 \times (2i + 2),
\end{cases} \text{ for } i \in \mathbb{N}^*.$$  

It is a periodic continuous function with period 1 s. It attains its maximum value 5 cm/s at the instants $t = 0.25 + k$ s, $k \in \mathbb{N}$.

3.1. Non-Linear Elastic Modeling of a Stenosed Artery.

**Blood Flow and Arterial Wall Displacement.** The first factor that gains our attention is the behavior of the blood flow in the stenosed arteries. Figure 2 shows the speed of blood at different instants. One can observe the displacement of the fluid domain, being affected by the displacement of the arterial wall.
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(A) $t = 0.01$ s.  
(B) $t = 0.25$ s.  
(C) $t = 0.5$ s.  
(D) $t = 1$ s.  

**Figure 2.** Blood flow in a stenosed artery (cm/s).

At the first instant, when the blood starts flowing, its speed is negligible which is observed in Figure 2a. On the contrast, Figure 2b shows the remarkable change arising in the lumen of the artery after a time of a quarter of a second. Moreover, the neighborhood of the peak is characterized with a high speed. This is reasonable, indeed, an enforced amount of blood into the artery must pass through it regardless of the diameter of the path or if it is narrowed. Hence, in the narrowed region due to the existence of stenosis, blood speed will become larger. At the instant $t = 0.5$, that is when $v_{\text{in}} = 0$, the flow through the artery decreases, consequently; the structure domain returns to its equilibrium position as seen in Figure 2c, however, the effect of the flow is still observed through the lumen domain. This flow behavior continues during the time interval between 0.5 s and 1 s to become negligible at $t = 1$ s (see Figure 2d). Since the displacement of the lumen domain is linked to the displacement of the arterial wall, a view of the displacement of the arterial wall during the same instants will make the observations more obvious. Results during 1 second are given in Figure 3. One can observe that the upper part of the stenosis is the region with the highest displacement. In fact, as we reach the peak of the stenosis, i.e, as the stenosis becomes thinner its stiffness will decrease. Consequently, it will be fragile, sensitive to any external force and easily affected by the wall shear stress.
Maximum Shear Stress. It presents the effect exerted by the fluid on itself. Its expression $\sigma_{\text{max}}$ (6) in terms of the Cauchy stress tensor $\sigma_f$ reveals its dependence on the strain tensor $D(v)$ and the pressure of the blood. This means that regions encountering a change in the blood velocity are characterized by a higher maximum shear stress. On the contrary, regions where the values of speed are almost equal are of low maximum shear stress values. This fact is illustrated on Figure 4.
which makes it more affected by the blood flow. As the motion of the blood is considered to be periodic; in general it is pulsatile; and since the structure domain undergoes a deformation, then the stenosis will have an oscillating-like motion. Consequently, a variation in the speed of the blood is recognized. At the instants where the speed in negligible no maximum shear stress is identified (see Figures 4a and 4d). On the contrary, at the instant when the stenosis reaches its maximum deformation, a maximum shear stress of a highest value spotted in the region of stenosis as in Figure 4b. Further, when the stenosis returns to its equilibrium position, a maximum shear stress is still detected, though, it is of a low value (see Figure 4c).

3.1.1. Recirculation Zones. We are curious about recognizing the recirculation zones. They characterize the regions formed due to the interruption of the flow as a result of the existence of the stenosis and they represent the regions where we have a ripple-like manner. A vector representation of the blood velocity is illustrated on Figure 5 which will help us in configuring the recirculation zones.

![Recirculation Zones](image)

Figure 5. The velocity of blood (cm/s).

Figure 5c shows the recirculation zones at time $t = 0.5$ s. Mainly we can observe a big recirculation zone that is located after the stenosis. The recirculation zone is characterized by a center of negligible speed, which increases as the zone becomes wider. Further, a zone of negligible speed is located between the stenosis and the recirculation zone. Consequently, in this zone we will observe a phenomenon of sedimentation of the blood. This zone will be the subject of study in Section 4. The effect of the recirculation zone on the sedimentation zone would constitute an important tool to build up a rupture model for which the sedimentation zone will be broken due to the forces (arterial wall deformation and blood shear stress) that are applied to it as well as its solid nature.

Previous figures have shown some remarkable regions where the speed varies among them. The same applies for the shear stress and viscosity. In order to study the different phenomena that occur we will focus on three regions. The first region denoted by "A", is located at the peak of the stenosis. Region "B" is located at the adjacent right bottom of the stenosis. And finally, Region "C" is the region including the recirculation zone. The three regions are shown on Figure 6.
The behavior of the viscosity, the shear stress and the speed of the blood at the positions A, B and C are shown on Figures 7, 8 and 9, respectively.

Figure 6. Remarkable regions.

Figure 7. Viscosity of blood.
Figures 7, 8 and 9 show that the position B is characterized by a high viscosity and a negligible speed, which will lead to the formation of a more viscous region. Consequently, the shear stress at this position is small. In the next section, this region will be identified as a solidification zone. Whereas, the position A is characterized by a high speed of blood with a moderate maximum shear stress rate. In fact, due to the narrowing of the artery at the region of stenosis, the blood speed will be high, as
we mentioned previously. On the other hand, at the position C, located in the recirculation zone, we have a high shear stress, due to the change encountering on the speed in this region. The investigation of these variables at these remarkable positions will help us in locating the solidification zone, where a clot would form, and analyze the external forces and stresses applied to it.

4. Solidification of Blood and its Rupture

Blood clots are formed whenever the flowing blood come in contact with a foreign substance in the skin or in the blood vessels wall. They can be classified into two types: thrombosis, which are stationary clots, though they can cause the blockage of a flow; embolisms, which detach into the blood flow and can, somewhere in a site far away from the thrombosis, block the flow. This type of clots is dangerous and causes infarctions, more precisely, if the blockage occurs in the brain it results a stroke, if it occurs in the heart a heart attack would result, or in the lungs it would cause a pulmonary embolism. In particular, in the situations where plaques formed from fats, lipids, cholesterol or other foreign substances found in the blood are identified, over time, they harden causing the narrowing of the artery.

4.1. Detection of the solidification Zone. The final step in the formation of plaque- which is rupture- does not always occur. We believe that it is linked to the solidified blood and is influenced by some factors that we will discuss later from the numerical viewpoint. For this reason, the first step in building a rupture model is characterized by spotting the region of solidification. That is, we will investigate based on the rheology of blood, constitutive models and the numerical results of Section 3, the region where the blood transits into a gel state. In general, in vivo, blood is liquid in state, then a change in its state from liquid to gel is linked to a change in the viscosity. Indeed, as the viscosity increases, a more solidified material is acquired. Hence, a solidification zone should be identified by a sufficiently large viscosity. Though, we can detect many regions that are characterized by high viscosity values. In fact, in regions where the values of the velocities are almost equal, the viscosity is of high values, this fact arises from the relation between the viscosity $\mu$ and the deformation tensor $D(v)$. In other words, as the rate of change of the velocity expressed by $D(v)$ is negligible then the viscosity tends to reach its highest asymptotic value $\mu_0$. This reveals that the condition of possessing a high viscosity is insufficient to detect the solidification zone. Hence, another condition is essential to achieve a precise location of the solidification zone. It is recognized that gel and jelly-like materials spread and flow slowly. Consequently, the solidification zone must also obey the fact that it is of negligible speed.

Results of Section 3 have shown the existence of recirculation zones after the stenosis due to the blockage of flow by the stenosis. These zones are characterized by a negligible flow resulting from a negligible blood velocity at its center, which increases as the circles formed in this zone become larger in diameter. Between the recirculation zone and the stenosis, in particular, at the edge of stenosis, we detect a region where the flow is of negligible speed and of a high viscosity. This region is identified as the solidification zone since it possesses the characteristics mentioned above.

Notice that, as the formation of atherosclerosis is a long-time process, the formation of the solidification region is as well. Literally, viscosity is a time-dependent function. In fact, the formation of these regions depends on the flow of blood at each pulse, that is, the viscosity depends on its history.

Numerically, we consider a threshold value $\mu_{th}$ of the viscosity such that when the computed viscosity $\mu$ exceeds $\mu_{th}$ a region $D_\mu$ of high viscosity is identified. Similarly, we consider a threshold value $v_{th}$ of the blood speed. If the speed $\|v\|_2$ is such that it is less than $v_{th}$ then we locate a region $D_v$ of a negligible velocity. The solidification region $R_s$ is the intersection of the two located regions $D_\mu$ and $D_v$. More precisely, the region $R_s$ satisfies possessing a high viscosity as well as a negligible speed.
We model the blood using the Carreau model. We recall that its associated viscosity is given by (20).

A modification is applied to Carreau model so that the viscosity becomes a time-dependent function expressed in terms of its history. As we are performing iterative simulations, then at each time iteration \( k \), for \( k \in \mathbb{N} \), we will express the viscosity \( \mu_k \) in terms of the local in time average viscosity \( \hat{\mu}_k \) given by

\[
\hat{\mu}_k = \begin{cases} 
\mu_0 = 0.056 & \text{if } k = 0, \\
0.035 & \text{for } 1 \leq k \leq 4, \\
\frac{1}{5} \sum_{i=1}^{5} \mu_{k-i} & \text{for } k \geq 5,
\end{cases}
\]

where \( \mu_{k-i} \) represents the viscosity of blood at each iteration \( k - i \). Then at each time iteration \( k \in \mathbb{N} \), we set

\[
\mu_{\infty,k} = \mu_\infty - t \times 10^{-3} \times \mu_k^{0.2}
\]

and

\[
\mu_{0,k} = \mu_0 - t \times 10^{-3} \times \hat{\mu}_k^{0.2},
\]

where \( t = k \times \Delta t \) with \( \Delta t = 10^{-2} \) s is the time step.

Hence, at the iteration \( k \), the viscosity expression becomes

(23) \[ \mu_k = \mu_{\infty,k} + (\mu_{0,k} - \mu_{\infty,k})\left[1 + (\lambda \gamma_k)^2\right]^{\frac{n-1}{2}}, \]

with \( \gamma_k \) given by (21) as \( \sqrt{2\text{tr}(D(v^{k-1}))^2} \). In a two dimensional space, its explicit expression is

\[
\sqrt{2\left(\frac{d}{dx}v_1^{k-1}\right)^2 + 2\left(\frac{d}{dy}v_2^{k-1}\right)^2 + \left(\frac{d}{dy}v_1^{k-1} + \frac{d}{dx}v_2^{k-1}\right)^2}.
\]

It should be noticed from the context that the superindices \( k-1 \) and \( k \) refer to the time iteration, while the subindices 1 and 2 stand for the vector components of \( v \).

To set the threshold values \( \mu_{th} \) and \( v_{th} \), we plot the most remarkable values on a specified time interval \([t_0, T], t_0 > 0\). The highest remarkable value is set to be the threshold in case of viscosity. Whereas, in case of speed we consider the lowest remarkable value. At each iteration \( k \), the global in time average viscosity \( \overline{\mu}_k \) is given by the following relation

\[ \overline{\mu}_k = \frac{1}{k+1} \sum_{i=0}^{k} \mu_i, \]

where \( \mu_i \) represents the viscosity of the blood at iteration \( i, 0 \leq i \leq k \) and we set \( \overline{\mu}_0 = \mu_0 = 0.056 \) Pa.s.

The graphs corresponding to the viscosity and the average viscosity obeying (23) during 3 seconds are plotted on Figure 10.

The pattern of the average viscosity at the instant \( t_0 = 3 \) s is illustrated on Figure 11. From Figure 11 we observe mainly two regions possessing high average viscosity. The first region, located at the inlet of the artery, is a region where the particles constituting it are characterized by values of the velocity that are almost equal. Thus, based on the expression of the viscosity expressed in terms of the deformation tensor \( D(v) \) a high viscosity results. On the other hand, the second region of a high average viscosity, is located near the stenosis. The existence of stenosis prevents the flow from reaching the spot at the edge of the stenosis. Consequently, blood will become more viscous. In particular, the
values of the viscosity in these two remarkable regions are greater than 0.04 Pa.s. Rescaling the data we get a precise location of the regions which are characterized by an average viscosity greater than 0.04 Pa.s (see Figure 12). As a result, we set the threshold $\mu_{th}$ to be 0.04 Pa.s. As we mentioned previously, another condition is desired to obtain a precise location of the solidification zone. More precisely, the zone must be characterized by a negligible speed. The average speed at time $t_0 = 3$ s is illustrated on Figure 13.

Figure 13 shows that the average speed attains its highest value above the peak of the stenosis. In contrast, the lowest value is configured at the edge of the stenosis. A rescaling of the values would help us get a precise data. Indeed, Figure 14 reveals that the speed of the blood existing at the edge of the stenosis is of maximum value 0.1 cm/s. To sum up, at $t_0 = 3$ s, Figures 12 and 14 showed a region at the edge of the stenosis where the blood is characterized by a high viscosity and a low speed. In fact,
4.2. **Forces Acting on the solidification Zone.** Having located the region of solidification $R_s(t)$, $t > t_0 > 0$, we proceed to identify the factors that will lead to the rupture of the semi-solidified blood.
The solidification region is made up of blood in gel state, which, similarly as the plaque will be under the effect of a force exerted by the pressure of the blood and the shear stress. Moreover, being located at the edge of the stenosis, it will be affected by the stenosis displacement. At any instant $t > 0$, we denote by $\Omega_f(t)$ the domain corresponding to the lumen of the artery and by $\Omega_s(t)$ the domain representing the arterial wall. On $\Omega_f(t)$ we define $v$ the velocity of the blood and $p_f$ to be its pressure. On the other hand, the motion of the arterial wall is defined by its displacement $\xi_s$. The boundary $\partial R_s(t)$ of the solidification zone $R_s(t)$ is decomposed into $\Gamma_1(t)$ and $\Gamma_2(t)$ as shown on Figure 16.

**Figure 15.** The solidification zone $R_s(t)$.

**Figure 16.** The domain of the solidification zone.

*Linear Elasticity of the Semi-Solidified Blood.* We deal with the solidification zone from the perspective of being an elastic material that obeys Hooke’s law. Let us designate by $u = (u_1, u_2)$ the displacement of the domain $R_s(t)$. The solidification zone is under the effect of an external surface force. In particular, a surface force $f_c$, representing the shear stress is applied from the blood surrounding the solidification zone to the boundary $\Gamma_1(t)$. Thus, the expression of $f_c$ is given in terms of the Cauchy stress tensor $\sigma_f(v, p_f)$ by

$$f_c = -\sigma_f(v, p_f) \cdot n_f \quad \text{on} \quad \Gamma_1(t) \times (t_0, T).$$

(24)

where $n_f$ is the outward normal to the domain $\Omega_f(t) \setminus R_s(t)$ and $\sigma_f(v, p_f)$ is given by (4).

On the other hand, since the border $\Gamma_2(t)$ constitutes a part of the common boundary $\Gamma_s(t) = \partial \Omega_f(t) \cap$
\[ \partial \Omega_s(t) \text{ then we must ensure the continuity of the deformation on this boundary, that is, we impose the condition} \]

\[ u = \xi_s \quad \text{on} \quad \Gamma_2(t) \times (t_0, T). \tag{25} \]

As a result, the elasticity equations satisfied by the displacement \( u \) of the solidification zone \( R_s(t) \) are

\[
\begin{cases}
- \text{div} \sigma_c(u) = 0 & \text{in} \quad R_s(t) \times (t_0, T), \\
\sigma_c(u) \cdot n_c = f_c & \text{on} \quad \Gamma_1(t) \times (t_0, T), \\
u = \xi_s & \text{on} \quad \Gamma_2(t) \times (t_0, T),
\end{cases} \tag{26}
\]

where \( n_c \) is the outward normal to the solidification zone \( R_s(t) \). The Cauchy stress tensor \( \sigma_c(u) \) is expressed in terms of the strain tensor \( \varepsilon(u) = \frac{1}{2} (\nabla u + (\nabla u)^t) \) by Hooke’s law

\[ \sigma_c(u) = 2\mu_c \varepsilon(u) + \lambda_c \text{tr}(\varepsilon(u)) \text{Id} \tag{27} \]

with \( \mu_c \) and \( \lambda_c \) are the Lamé constants that are given in terms of the Young’s modulus \( E \) and the Poisson’s ratio \( \nu \) as

\[ \lambda_c = \frac{\nu E}{(1 - 2\nu)(1 + \nu)} \quad \text{and} \quad \mu_c = \frac{E}{2(1 + \nu)}. \]

For a clot, which is assumed to be an incompressible material, the Poisson’s ratio is \( \nu = 0.492 \) [23]. Further, its Young’s modulus (Elastic modulus) \( E = 14.5 \text{ MPa} \) [7].

In order to write the variational formulation associated to System (26), we rewrite it as a partial differential equation with homogeneous Dirichlet boundary condition. For this reason, we consider a function \( h \in H^1(R_s(t)) \) such that \( \gamma_0(h) = \xi_s \), where

\[ \gamma_0 : H^{1/2}(\Gamma_2(t)) \mapsto H^1(R_s(t)) \]

is the trace operator.

Take \( \zeta = u - h \) which is a function in \( H^1(R_s(t)) \) that vanishes on \( \Gamma_2(t) \). Since \( \sigma_c(u) \) is a function of \( \varepsilon(u) \) which is linear, then we have

\[ \sigma_c(\zeta) = \sigma_c(u) - \sigma_c(h). \]

Therefore, System (26) is equivalent to

\[
\begin{cases}
- \text{div} \sigma_c(\zeta) = \text{div} \sigma_c(h) & \text{in} \quad R_s(t) \times (t_0, T), \\
\sigma_c(\zeta) \cdot n_c = f_c - \sigma_c(h) \cdot n_c & \text{on} \quad \Gamma_1(t) \times (t_0, T), \\
\zeta = 0 & \text{on} \quad \Gamma_2(t) \times (t_0, T). 
\end{cases} \tag{28}
\]

The variational formulation associated to System (28) is derived by considering a test function

\[ \eta_c \in \mathcal{W}_c = \{ \eta \in H^1(R_s(t)), \eta = 0 \text{ on } \Gamma_2(t) \} \]

to get

\[ \int_{R_s(t)} \sigma_c(\zeta) : \nabla \eta_c \, dx - \int_{\Gamma_1(t)} \sigma_c(\zeta) \cdot n_c \cdot \eta_c \, d\Gamma = \int_{R_s(t)} [\text{div} \sigma_c(h)] \cdot \eta_c \, dx. \tag{29} \]
Substituting $\sigma_c(\zeta)$ by its expression (27) and $f_c$ by (24) we can rewrite (29) as

$$
\begin{align*}
\begin{cases}
2\mu_c \int_{\mathcal{R}_s(t)} \varepsilon(\zeta) : \varepsilon(\eta_c) \, dx + \lambda_c \int_{\mathcal{R}_s(t)} (\nabla \cdot \zeta)(\nabla \cdot \eta_c) \, dx - \int_{\Gamma_1(t)} \sigma_f(v, p_f) n_c \cdot \eta_c \, d\Gamma \\
+ \int_{\Gamma_1(t)} \sigma_c(h) n_c \cdot \eta_c \, d\Gamma = \int_{\mathcal{R}_s(t)} \left[ \text{div} \sigma_c(h) \right] \cdot \eta_c \, dx.
\end{cases}
\end{align*}
$$

Consider a time step $\Delta t > 0$ and a finite element partition $\mathcal{U}_h$ of the solidification zone $\mathcal{R}_s(t)$ of maximum diameter $h$. Our aim is to approximate the solution $\zeta$ at time $t_n = n\Delta t$, for $n \in \mathbb{N}$ in the finite element space. At any time $t$ consider the finite dimensional sub-space $\mathcal{W}_c$, where $\{\psi_i\}_i$ is a family of linearly independent functions with compact support, which are piecewise polynomials. In particular, we consider them to be of degree 2. Thus, at the instant $t = t_n$, the discretized formulation is

$$
\begin{align*}
\begin{cases}
2\mu_c \int_{\mathcal{R}_s(t)} \varepsilon(\zeta^h) : \varepsilon(\eta_h) \, dx + \lambda_c \int_{\mathcal{R}_s(t)} (\nabla \cdot \zeta^h)(\nabla \cdot \eta_h) \, dx - \int_{\Gamma_1(t)} \sigma_f(v^n, p^n_f) n_c \cdot \eta_h \, d\Gamma \\
+ \int_{\Gamma_1(t)} \sigma_c(h^n) n_c \cdot \eta_h \, d\Gamma = \int_{\mathcal{R}_s(t)} \left[ \text{div} \sigma_c(h^n) \right] \cdot \eta_h \, dx \quad \forall \eta_h \in \mathcal{U}_h.
\end{cases}
\end{align*}
$$

Upon solving (31) using FreeFem++ software we obtain the displacement of the domain $\mathcal{R}_s(t)$, consequently, we get its deformation that is illustrated on Figure 17.

(A) The displacement of the solidification zone at $t = 3$ s. (B) The displacement of the solidification zone at $t = 3.25$ s.

**Figure 17.** The deformation of the solidification zone between $t = 3$ s and $t = 3.25$ s.

The deformation of the stenosis due to the blood external stress, results a deformation of the solidification zone. Indeed, this is due to the continuity of displacements on the stenosis-zone interface $\Gamma_2(t)$ given by the condition (25). The graphs corresponding to the space average displacement $\overline{u}_{av}(t)$ of the solidification zone and the boundaries $\Gamma_1(t)$ and $\Gamma_2(t)$ during the time interval between 3 s and 4 s, are illustrated on Figure 18. The space average displacement $\overline{u}_{av}(t)$ is defined by

$$
\overline{u}_{av}(t) = \frac{1}{|\mathcal{R}_s(t)|} \int_{\mathcal{R}_s(t)} \| u(x, t) \|_2 \, dx,
$$

where $\| \cdot \|_2$ is the Euclidean norm in $\mathbb{R}^2$ and $|\mathcal{R}_s(t)|$ is the area of $\mathcal{R}_s(t)$ provided that it is strictly positive. In a similar way we define the space average displacements of $\Gamma_1(t)$ and $\Gamma_2(t)$.
From Figure 18 we observe that the boundary $\Gamma_1(t)$ possesses the highest displacement. This fact is shown on Figure 19 which shows the time average displacement $\bar{u}_k(x)$ of the solidification zone on the time interval 3 s-4 s. The time average displacement at any position $x$ is given by the formula

$$\bar{u}_k(x) = \frac{1}{k+1} \sum_{i=0}^{k} u(x, i),$$

where $u(x, i)$ is the displacement of the solidification zone at any time $i \in \mathbb{N}^*$. 

**Figure 18.** The space average displacement of the solidification zone and its boundaries $\Gamma_1(t)$ and $\Gamma_2(t)$.

**Figure 19.** The time average displacement of the solidification zone $\mathcal{R}_s(t)$. 
It seems reasonable for $\Gamma_1(t)$ to possess the highest displacement, in fact, the displacement of the boundary $\Gamma_2(t)$ represents the displacement of the stenosis-zone boundary, while the displacement of the boundary $\Gamma_1(t)$ is a result of the deformation of the whole zone. The high displacement on $\Gamma_1(t)$ rises our curiosity to analyze the external stress exerted by blood on this boundary. Its average is given by the expression

$$\frac{1}{|\Gamma_1(t)|} \int_{\Gamma_1(t)} \sigma_f(v, p_f) n_c \, d\Gamma,$$

where $|\Gamma_1(t)|$ stands for the length of the border $\Gamma_1(t)$ provided that its length is strictly positive.

Figure 20 shows that the magnitude of the average force exerted by the blood flow on the boundary $\Gamma_1(t)$ is large, hence, it results an inward resistance effect on this boundary which is large compared to the average displacement of the boundary $\Gamma_1(t)$ (see Figure 18). In other words, the force on the boundary $\Gamma_1(t)$ is opposed by the deformation of the solidification zone resulting from the deformation of the stenosis. Whence, the stress exerted on $\Gamma_1(t)$ will form a resistance factor against the displacements of $\Gamma_1(t)$ and $\Gamma_2(t)$, which will end up with the fragmentation of the crusted solidified blood. To investigate the effect of the stress on the solidification zone, we will analyze the maximum shear stress $\sigma_{max}$ given by the expression (6). Its pattern within the solidification zone is illustrated on Figure 21 at $t = 3.5$ s.

Figure 21 shows that the upper part of the solidification zone and the blood-zone interface $\Gamma_1(t)$ possesses the highest maximum shear stress value. Indeed, as we have mentioned previously, as we come closer to the peak of the stenosis its stiffness decreases, thus its displacement increases and it will deform easily, consequently, the upper part of the solidification zone will be more affected by the displacement at the interface $\Gamma_2(t)$. Further, the stress exerted by blood on $\Gamma_1(t)$ which is of high magnitude (see Figure 20) will lead to a high maximum shear stress. The space average maximum
Figure 21. The maximum shear stress within the solidification zone at time $t = 3.5$ s (N/cm$^2$).

Shear stress on the boundary $\Gamma_1(t)$ at any time $t$ is given by the formula

$$\bar{\sigma}_{\text{max}}(t) = \frac{1}{|\Gamma_1(t)|} \int_{\Gamma_1(t)} ||\sigma_{\text{max}}(x,t)||_2 \, dx,$$

The graph corresponding to the magnitude of the average maximum shear stress $\bar{\sigma}_{\text{max}}$ on the boundary $\Gamma_1(t)$ is given in Figure 22.

Figure 22. The magnitude of the average maximum shear stress on $\Gamma_1(t)$ at any time $t$. 
The force exerted by the blood on the solidification zone which opposes its displacement will form a frictional force on the solidification zone (digging manner). Further, from Figure 22, we observe that at the instant $t = 3.5$ s when the solidification zone returns to its equilibrium position, the boundary $\Gamma_1(t)$ is still under the impact of the maximum shear stress. As a result, the maximum shear stress will scrape the crust leading to the release of some pieces into the flow, which will block the flow at some levels of narrow vessels or arterioles causing an infarction.
5. Conclusion

This work is devoted for proposing a mathematical model for the rupture of blood in stenosed arteries. A fluid-structure interaction problem representing the interaction between blood flow and an existing stenosis in arteries is considered. The blood is assumed to be a homogeneous non-Newtonian incompressible fluid whose dynamics is given by the incompressible Navier-Stokes equations and of a viscosity $\mu$ obeying Carreau model, while the arterial wall is a non-linear hyperelastic material described by the quasi-static elasticity equations. The simulations have shown a deep view of what is happening in the stenosed artery and how it would be affected with some variables that we can analyze. They helped us in configuring the existence of mainly three remarkable regions (see Figure 6).

We believe that what is ruptured is not the stenosis plaque, rather, the solidified blood near the stenosis. In fact, the fibrous cap is a stiffened part of the artery wall which is enlarged due to the inflammation beneath it, which rebut the assumption of being released into the flow. Hence, a first step towards a rupture model is to locate the solidification zone as we believe that the jelly-like material in this zone is the ruptured substance. For this sake, the viscosity $\mu$ is reformulated so that it is a time-dependent function related to its history represented by the local in time average viscosity $\hat{\mu}_k$. Indeed, a transit from a liquid state to a jelly-like material is linked to an increase in the viscosity.

Based on the properties of viscous materials, we can assume that a solidification zone is characterized by a high viscosity and a negligible speed. By investigating the pattern of the average speed and the average viscosity, we consider a viscosity threshold $\mu_{th}$ such that when the computed blood viscosity $\mu$ exceeds it, regions $\mathcal{D}_\mu$ of high viscosity are detected. Similarly, if the speed of blood is less than the speed threshold $v_{th}$, then we locate the regions $\mathcal{D}_v$ possessing negligible speed. The solidification zone $\mathcal{R}_s$, spotted at the edge of the stenosis, is the intersection of the regions $\mathcal{D}_\mu$ and $\mathcal{D}_v$.

A rupture model is derived based on the forces acting on the solidification zone $\mathcal{R}_s$. For this sake, semi-solidified blood is considered to be a linear elastic material that obeys Hooke’s law and that is under the effect of an external stress from the blood and the deformation of the stenosis. Upon solving numerically the elasticity equations, results have showed an inward force resulting from the shear stress exerted by the blood on this zone, opposed by the zone deformation due to the deformation of the stenosis. These opposite effects will lead to the fragmentation of the solidified blood of the solidification zone. Further, the maximum shear stress will scrape the crust of this zone. As a consequence, detached pieces will be drifted by the flow and at some sites will block the artery causing an infarction.
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