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Abstract. Toda field theories are important integrable systems. They can be regarded as constrained WZNW models, and this viewpoint helps to give their explicit general solutions, especially when a Drinfeld-Sokolov gauge is used. The main objective of this paper is to carry out this approach of solving the Toda field theories for the classical Lie algebras, following [BFO+90]. In this process, we discover and prove some algebraic identities for principal minors of special matrices. The known elegant solutions of [Lez80] fit in our scheme in the sense that they are the general solutions to our conditions discovered in this solving process. To prove this, we find and prove some differential identities for iterated integrals. It can be said that altogether our paper gives complete mathematical proofs for Leznov’s solutions.

1. Introduction

The Liouville equation is
\[ u_{xy} = -e^{2u}, \]
where \( x \) and \( y \) are the independent variables, and \( u \) is an unknown function. Liouville found the general solutions to (1.1) involving two arbitrary functions \( f(x) \) and \( g(y) \), which depend on the two independent variables separately. (For this and general backgrounds on integrable systems, we refer to [BBT03].)

The Toda field theories are generalizations of the Liouville equation in the following way. Let \( g \) be a complex simple Lie algebra of rank \( n \). Let \( h \subset g \) be a Cartan subalgebra, and we denote the corresponding set of roots of \( g \) by \( \Delta \), the sets of positive/negative roots by \( \Delta^\pm \), and the set of positive simple roots by \( \{\alpha_i\}_{i=1}^n \). Let \( g = h \oplus \bigoplus_{\alpha \in \Delta} g_\alpha \) be the root space decomposition. For \( \alpha \in \Delta^+ \), let \( e_\alpha \) and \( e_{-\alpha} \) be root vectors in the root spaces \( g_\alpha \) and \( g_{-\alpha} \) such that for \( H_\alpha = [e_\alpha, e_{-\alpha}] \in h \), we have \( \alpha(H_\alpha) = 2 \). Then the Cartan matrix of \( g \) is
\[ A = (a_{ij})_{i,j=1}^n \]
defined by \( a_{ij} = \alpha_i(H_\alpha) \). For \( 1 \leq i \leq n \), let \( u_i \) be \( n \) unknown functions of the independent variables \( x \) and \( y \). The Toda field theory associated to \( g \) is
\[ u_{i,xy} = -e^{\rho_i} := -\exp\left(\sum_{j=1}^n a_{ij}u_j\right), \quad 1 \leq i \leq n. \]
(More specifically, these are the conformal Toda field theories, as opposed to the affine ones which we don’t consider in this paper.)

The Cartan matrix \( A \) (1.2) completely determines the complex simple Lie algebra \( g \). The classification of simple Lie algebras (see for example [FH91]) asserts that
they come in four infinite series, listed below:

\[
\begin{align*}
A_n &= \mathfrak{s}l_{n+1}, \quad n \geq 1, \\
B_n &= \mathfrak{s}o_{2n+1}, \quad n \geq 2, \\
C_n &= \mathfrak{s}p_{2n}, \quad n \geq 3, \\
D_n &= \mathfrak{s}o_{2n}, \quad n \geq 4,
\end{align*}
\]

and finitely many exceptional ones. We will also use the same letters for the corresponding Lie groups, where in the orthogonal cases we allow the determinants to be \( \pm 1 \). For example, \( C_2 = Sp(4, \mathbb{C}) \) and \( B_3 = O(7, \mathbb{C}) \). The Liouville equation \((1.1)\) is the Toda field theory associated to \( A_1 \).

The Toda field theories \((1.3)\) admit a zero-curvature presentation \([LS79]\) as follows. Define

\[
\epsilon := \sum_{i=1}^{n} e^{-\alpha_i}.
\]

Then \((1.3)\) is equivalent to

\[
\left[ \partial_x - \sum_{i=1}^{n} u_{i,x} H_{\alpha_i} - \epsilon \partial_y + \sum_{i=1}^{n} e^{\rho_i} e_{\alpha_i} \right] = 0.
\]

There had been a lot of studies on how to use this zero-curvature presentation to solve the Toda field theory, going back to \([LS79]\). (See \([LS92]\) for more details.)

In this paper, we follow \([BFO+90]\) to investigate the solutions to the Toda field theories. It was shown in \([FWB+89]\) that \((1.3)\) can be regarded as a constrained WZNW model for conformal field theory associated to the Lie algebra \( g \). The general solution to the WZNW model is the product of two chiral fields

\[
\Upsilon(x, y) = \Phi(x) \cdot \Psi(y),
\]

where \( \Phi(x) \) and \( \Psi(y) \) take values in the group \( G \) corresponding to \( g \). To get the Toda field theory, \([FWB+89]\) puts on the following constrains. On the \( x \)-side, one has

\[
J := \partial_x \Phi \cdot \Phi^{-1} \in \mathfrak{g},
\]

\[
\pi_- J = \epsilon = \sum_{i=1}^{n} e_{-\alpha_i},
\]

where \( \pi_- : \mathfrak{g} \to \mathfrak{n}_- := \oplus_{\alpha \in \Delta_-} \mathfrak{g}_\alpha \) are the canonical projections. On the \( y \)-side, one has

\[
K := \Psi^{-1} \cdot \partial_y \Psi \in \mathfrak{g},
\]

\[
\pi_+ K = \sum_{i=1}^{n} e_{\alpha_i}.
\]

In our classical Lie algebras, the root vector \( e_\alpha \) as a matrix is the transpose of the matrix \( e_{-\alpha} \). So we will concentrate on studying \((1.7)\), and the solutions to \((1.8)\) are the solutions to \((1.7)\) transposed and with \( x \) replaced by \( y \).

The most convenient way to solve \( \Phi(x) \) in \((1.7)\) is through a Drinfeld-Sokolov gauge (DS-gauge for short) \([DS84]\) as was done in \([BFO+90]\) in the \( A_n \) case. This gauge is related to the “slice” of Kostant \([Kos59]\) for invariant functions on Lie algebras. Let \( \mathfrak{s} \) be a complement of \([\epsilon, \mathfrak{g}] \) in \( \mathfrak{g} \), that is, \( \mathfrak{g} \cong \mathfrak{s} \oplus [\epsilon, \mathfrak{g}] \). Then \( \mathfrak{s} \subset \mathfrak{n}_+ = \bigoplus_{\alpha \in \Delta_+} \mathfrak{g}_\alpha \), and \( \dim(\mathfrak{s}) = n \) is equal to the rank. Let \( \{ s_j \}_{j=1}^{n} \) be a homogeneous basis of \( \mathfrak{s} \) with respect to the height grading. (We refer to \([Kos59]\) for more details.)
The $J$ in (1.7) can be gauge transformed into $\epsilon + \sum_{j=1}^{n} I_j(x) s_j$ for $n$ functions $I_j(x)$. Then (1.7) becomes

$$\partial_x \Phi \cdot \Phi^{-1} = \epsilon + \sum_{j=1}^{n} I_j(x) s_j.$$  

(1.9)

This equation can be solved in terms of some functions of $x$ satisfying some natural conditions, which are systems of ordinary differential equations.

On the $y$-side, we have the transposed version. Then the solutions $u_i(x, y)$ to (1.3) is obtained from $\Upsilon(x, y)$ in (1.6) by the means of some principal minors, taking into consideration the residual gauges as in [BFO *90].

This process is carried out for the $A_n$ case in [BFO *90], and there is a Wronskian condition for the solutions to (1.9). (See Theorem 1.14 Part (1).) In Section 2 we carry this process out for the $C_n$ and $B_n$ cases, and we find the conditions in Parts (1) of our main Theorems 1.18 and 1.24 for the solutions to (1.9). We then discuss in Section 3 how to find the solutions $u_i(x, y)$ to (1.3) using principal minors.

After this search for solutions is done, we turn to directly proving that they are indeed solutions. In this process, we discover and prove some algebraic properties of minors for general linear, symplectic and orthogonal matrices as presented in Section 3. It is such algebraic identities that enable one to solve the $C_n$ and the $B_n$ cases, when we apply the Gram-Schmidt process. See (4.10) and (4.17).

Leznov [Lez80] actually took things one step further by solving the Wronskian condition for the $A_n$ case using iterated integrals of $n$ arbitrary functions. Leznov also ingeniously obtained the form of the solutions to the $C_n$ and $B_n$ cases by enforcing symmetries among the integrands of the iterated integrals. (Also see [ECGR97] for the nonabelian version.)

We verify that the elegant solutions of [Lez80] fit in our scheme, in the sense that they provide the general solutions to our conditions in Parts (1) of our theorems. The proof of this uses some basic properties of iterated integrals, which we present in Section 3. We also present a version for the $D_n$ case. As a whole, our paper can be said to have provided complete mathematical proofs for Leznov’s solutions.

We now list the formulas for the solutions to the $C_n$ and the $B_n$ cases, and for completeness also to the $A_n$ case.

First some notation. For $m \geq 0$, let $F(x) = (f_0(x), \cdots, f_m(x))$ be a vector of $m + 1$ functions of $x$. For $j \geq 0$, let $F^{(j)}(x) = (f_0^{(j)}(x), \cdots, f_m^{(j)}(x))$ be the $j$th derivative of $F(x)$ with respect to $x$. Similarly we have $G(y) = (g_0(y), \cdots, g_m(y))$ and $G^{(j)}(y)$.

Let

$$F \cdot G = F(x) \cdot G(y) = \sum_{i=0}^{m} f_i(x) g_i(y)$$

for all $x$ and $y$. When $F$ and $G$ are $m$-vectors and $F^{(j)} = G^{(j)}$ for $j \leq J$ we say they are $J$-similar.

Let

$$\Phi(x, y) = \sum_{i=0}^{m} f_i(x) g_i(y)$$

be a $J$-similar vector. The $J$-similar vector $\Phi^{(j)} = \sum_{i=0}^{m} f_i^{(j)}(x) g_i(y)$ satisfies the following equation:

$$\Phi^{(j)} \Phi^{-1} = f_j(x) g_j(y) + \sum_{i=0}^{m} f_i^{(j)}(x) g_i(y).$$

(1.10)

This equation can be solved in terms of the functions $f_i^{(j)}(x)$ and $g_i^{(j)}(y)$.

The proof of this uses some basic properties of iterated integrals, which we present in Section 3. We also present a version for the $D_n$ case. As a whole, our paper can be said to have provided complete mathematical proofs for Leznov’s solutions.

We now list the formulas for the solutions to the $C_n$ and the $B_n$ cases, and for completeness also to the $A_n$ case.

First some notation. For $m \geq 0$, let $F(x) = (f_0(x), \cdots, f_m(x))$ be a vector of $m + 1$ functions of $x$. For $j \geq 0$, let $F^{(j)}(x) = (f_0^{(j)}(x), \cdots, f_m^{(j)}(x))$ be the $j$th derivative of $F(x)$ with respect to $x$. Similarly we have $G(y) = (g_0(y), \cdots, g_m(y))$ and $G^{(j)}(y)$.
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$$F \cdot G = F(x) \cdot G(y) = \sum_{i=0}^{m} f_i(x) g_i(y)$$

for all $x$ and $y$. When $F$ and $G$ are $m$-vectors and $F^{(j)} = G^{(j)}$ for $j \leq J$ we say they are $J$-similar.

Let

$$\Phi(x, y) = \sum_{i=0}^{m} f_i(x) g_i(y)$$

be a $J$-similar vector. The $J$-similar vector $\Phi^{(j)} = \sum_{i=0}^{m} f_i^{(j)}(x) g_i(y)$ satisfies the following equation:

$$\Phi^{(j)} \Phi^{-1} = f_j(x) g_j(y) + \sum_{i=0}^{m} f_i^{(j)}(x) g_i(y).$$

(1.10)

This equation can be solved in terms of the functions $f_i^{(j)}(x)$ and $g_i^{(j)}(y)$.
be the inner product. For $i \geq 1$, define
\[
\tau_{i,F,G}(x,y) = \det \left( (\partial^2_y \partial^k_x (F \cdot G))_{i,k=0}^{i-1} \right)
\]
(1.11)
\[
= \det \left( \begin{array}{cccc}
F \cdot G & F \cdot G' & \cdots & F \cdot G^{(i-1)} \\
F' \cdot G & F' \cdot G' & \cdots & F' \cdot G^{(i-1)} \\
\vdots & \vdots & \ddots & \vdots \\
F^{(i-1)} \cdot G & F^{(i-1)} \cdot G' & \cdots & F^{(i-1)} \cdot G^{(i-1)}
\end{array} \right).
\]

For convenience, we also define $\tau_{0,F,G}(x,y) = 1$. (When it is clear from the context what the function vectors $F(x)$ and $G(y)$ are, we just write $\tau_i(x,y)$ or even $\tau_i$.)

To relate to the solutions to the Toda field theories in [Lez80], we need iterated integrals. Given $m$ functions $\phi_1(x), \ldots, \phi_m(x)$ and for a sequence $(a_1, \ldots, a_k)$ with $1 \leq a_i \leq m$, we define
\[
\mathcal{I}(a_1 \cdots a_k) := \int_0^x \phi_{a_1}(x_1) \, dx_1 \int_0^{x_1} \phi_{a_2}(x_2) \, dx_2 \cdots \int_0^{x_{k-1}} \phi_{a_k}(x_k) \, dx_k
\]
as a function of $x$. (For brevity, we usually omit the commas between the different entries of the sequence.) Most likely the sequence is monotonic or at least piecewise monotonic. We will use an arrow or some dots to denote a monotonic piece with the given initial and end values. For example,
\[
\mathcal{I}(1 \cdots 4) = \mathcal{I}(1234), \quad \mathcal{I}(1 \rightarrow 3 \rightarrow 1) = \mathcal{I}(12321).
\]

One fine point, important to this paper, is that some integrands may be repeated in the iterated integrals. We always write out the repetition explicitly. Therefore
\[
\mathcal{I}(3,3) = \int_0^x \phi_3(x_1) \, dx_1 \int_0^{x_1} \phi_3(x_2) \, dx_2 \quad \text{but} \quad \mathcal{I}(3 \rightarrow 3) = \mathcal{I}(3) = \int_0^x \phi_3(x_1) \, dx_1.
\]

We also use the convention that $\mathcal{I}(\varnothing) = 1$ for the empty sequence. In particular, $\mathcal{I}(1 \rightarrow 0) = 1$ since, as a convention in this paper, there is no $\phi_0(x)$.

For short, we will write $\int f$ for $\int_0^x f(x_1) \, dx_1$. Note that
\[
\mathcal{I}(a_1 \cdots a_k) = \int \phi_{a_1} \mathcal{I}(a_2 \cdots a_k) \quad \text{and} \quad \frac{d}{dx} \mathcal{I}(a_1 \cdots a_k) = \phi_{a_1} \mathcal{I}(a_2 \cdots a_k).
\]

**Theorem 1.14** (A$_n$, [BFO+90, Lez80]).

(1) Let $F(x) = (f_0(x), \ldots, f_n(x))$ be a vector of $n + 1$ functions of $x$ such that the Wronskian
\[
W(F) = W(f_0, \ldots, f_n) = 1.
\]

Let $G(x) = (g_0(y), \ldots, g_n(y))$ be a vector of $n+1$ functions of $y$ with exactly the same property.

Then the
\[
u_i = -\log \tau_i, \quad 1 \leq i \leq n
\]
satisfy the A$_n$ Toda field theory (1.34), where $\tau_i$ is defined in (1.11).

(2) Furthermore, let $\phi_1(x), \ldots, \phi_n(x)$ be $n$ arbitrary functions of $x$. Define
\[
f_0(x) = \prod_{i=1}^n \phi_i(x)^{-\frac{1}{1+i}} = \phi_1(x)^{-\frac{1}{1+1}} \cdots \phi_n(x)^{-\frac{1}{1+n}},
\]
\[
f_i(x) = f_0(x) \mathcal{I}(1 \rightarrow i), \quad i \geq 1.
\]
Then the most general solution to (1.15) is
\begin{equation}
F(x) = (f_0, f_1, f_2, \cdots, f_n) = f_0(1, J(1), J(12), \cdots, J(1 \rightarrow n)).
\end{equation}

**Theorem 1.18** \((C_n)\).

1. Let
\begin{equation}
F(x) = (f_0(x), \cdots, f_{2n-1}(x))
\end{equation}
be a vector of \(2n\) functions of \(x\), such that
\begin{align}
C(F^{(i)}, F^{(i+1)}) &= 0, \quad 0 \leq i \leq n-2, \\
C(F^{(n-1)}, F^{(n)}) &= -1,
\end{align}
where \(C(X, Y) = X \Theta Y^T\) is the bilinear form using the skew-symmetric
\begin{equation}
\Omega = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}
\end{equation}
preserved by the symplectic group \(Sp(2n, \mathbb{C})\).

Let \(G(y) = (g_0(y), \cdots, g_{2n-1}(y))\) be a vector of \(2n\) functions of \(y\) with exactly the same properties. Then the
\begin{equation}
-\tau_i = u_i,
\end{equation}
is defined in (1.13), where \(\tau_i\) is defined in (1.14) using the above \(F(x)\) and \(G(y)\).

2. Furthermore, let \(\phi_1(x), \cdots, \phi_n(x)\) be \(n\) arbitrary functions of \(x\). Define
\begin{equation}
p(x) = \frac{1}{\phi_1(x) \cdots \phi_{n-1}(x) \sqrt{\phi_n(x)}}
\end{equation}
\begin{align}
f_i(x) &= (-1)^{n-i}p(x)J(1 \rightarrow i), \quad 0 \leq i \leq n-1 \\
f_i(x) &= p(x)J(1 \rightarrow n \rightarrow (i - n + 1)), \quad n \leq i \leq 2n-2 \\
f_{2n-1}(x) &= p(x)J(1 \rightarrow n)
\end{align}
Then the most general solution to (1.19) and (1.20) is
\begin{equation}
F(x) = (f_0, f_1, f_2, \cdots, f_{2n-1})
\end{equation}
\begin{equation}
= p(x)((-1)^n, (-1)^{n-1}J(1), (-1)^{n-2}J(12), \cdots, -J(1 \rightarrow (n-1)), J(1 \rightarrow n \rightarrow 1), J(1 \rightarrow n \rightarrow 2), \cdots, J(1 \rightarrow n, (n-1)), J(1 \rightarrow n)).
\end{equation}

**Theorem 1.24** \((B_n)\).

1. Let
\begin{equation}
F(x) = (f_0(x), \cdots, f_{2n}(x))
\end{equation}
be a vector of \(2n+1\) functions of \(x\), such that
\begin{align}
B(F^{(i)}, F^{(i)}) &= 0, \quad 0 \leq i \leq n-1, \\
B(F^{(n)}, F^{(n)}) &= 1,
\end{align}
where \(B(X, Y) = X \Theta Y^T\) is the bilinear form using the symmetric
\begin{equation}
\Theta = \begin{pmatrix} 0 & I_n & 0 \\ I_n & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}
\end{equation}
preserved by the orthogonal group \(O(2n+1, \mathbb{C})\).
Let $G(y) = (g_0(y), \cdots, g_{2n}(y))$ be a vector of $2n + 1$ functions of $y$ with exactly the same properties. Then the
\begin{align}
  u_i &= -\log t_i, \quad 1 \leq i \leq n - 1, \\
  u_n &= -\frac{1}{2} \log t_n
\end{align}
(1.28)
satisfy the $B_n$ Toda field theory (1.24) (with a $+\frac{1}{2}$ as coefficient for the last equation for $u_{n,xy}$).

(2) Furthermore, let $\phi_1(x), \cdots, \phi_n(x)$ be $n$ arbitrary functions of $x$. Define
\begin{align*}
  p(x) &= \frac{1}{\phi_1(x) \cdots \phi_{n-1}(x) \phi_n(x)} \\
  f_i(x) &= (i - 1)^{n-i} p(x) I(1 \to i), \quad 0 \leq i \leq n - 1 \\
  f_i(x) &= p(x) I(1 \to n, n \to (i - n + 1)), \quad n \leq i \leq 2n - 2 \\
  f_{2n-1}(x) &= p(x) I(1 \to n, n) \\
  f_{2n}(x) &= p(x) I(1 \to n)
\end{align*}
(1.29)
Then the most general solution to (1.25) and (1.20) is
\begin{align}
  F(x) &= (f_0, f_1, f_2, \cdots, f_{2n}) \\
  &= p(x)((-1)^n, (-1)^{n-1} I(1), (-1)^{n-2} I(12), \cdots, -I(1 \to (n - 1)), \\
  &\quad I(1 \to n, n \to 1), I(1 \to n, n \to 2), \cdots, I(1 \to n, n(n-1)), I(1 \to n, n), I(1 \to n)).
\end{align}
(1.29)

Remark 1.30. Although the $F(x)$’s in (1.23) and (1.29) involve some particular orders and signs to satisfy our conditions, we note that they don’t matter in $F \cdot G$ and hence in the $\tau_i$ since the $G(y)$’s will follow the same patterns. It is in this way that Leznov’s solutions [Lez80] are presented.

The paper is organized as follows. In Section $2$, we study (1.9) in a DS-gauge for the $C_n$ and $B_n$ cases and obtain the solutions as minors. In Section $3$, we present some algebraic properties of principal minors. In Section $4$, we prove Parts (1) of the theorems using Section $3$. In the $C_n$ and $B_n$ cases, we apply the Gram-Schmidt process to complete the vectors into a symplectic or orthogonal basis. In Section $5$, we present some differential properties of iterated integrals, including a version for the $D_n$ case. In Section $6$, we prove Parts (2) of the theorems using Section $5$ and we also say a little more about the $D_n$ case.
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## 2. Solve chiral fields in DS-gauge

In this section, we solve (1.9) in the $C_n$ and $B_n$ groups $Sp(2n, \mathbb{C})$ and $O(2n+1, \mathbb{C})$ using some DS-gauges. Note that the corresponding preserved skew-symmetric and symmetric matrices are (1.21) and (1.27). We follow [FH91] for choices of root vectors.

In the $C_n$ case, we use $e_{-\alpha_i} = -E_{i+1,i} + E_{n+i,n+i-1}$ for $1 \leq i \leq n - 1$ and $e_{-\alpha_n} = E_{2n,n}$, where $E_{ij}$ is the matrix with a 1 at the $(i, j)$ position and zero everywhere else. Also $H_{\alpha_i} = E_{i,i} - E_{i+1,i+1} - E_{n+i,n+i} + E_{n+i+1,n+i+1}$ for $1 \leq i \leq n - 1$.
and $H_{\alpha n} = E_{n,n} - E_{2n,2n}$. We also choose the slice basis $s_j = E_{n-j+1,2n-j+1}$ for $1 \leq j \leq n$.

For concreteness, we present the $C_3$ case. Writing (1.9) out in terms of one column vector $(\varphi_1, \cdots, \varphi_6)^T$ of $\Phi$, we have

$$
\begin{pmatrix}
\varphi_1' \\
\varphi_2' \\
\varphi_3' \\
\varphi_4' \\
\varphi_5' \\
\varphi_6'
\end{pmatrix} =
\begin{pmatrix}
0 & 0 & 0 & I_3 & 0 & 0 \\
-1 & 0 & 0 & 0 & I_2 & 0 \\
0 & -1 & 0 & 0 & 0 & I_1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\varphi_1 \\
\varphi_2 \\
\varphi_3 \\
\varphi_4 \\
\varphi_5 \\
\varphi_6
\end{pmatrix} =
\begin{pmatrix}
I_3 \varphi_4 \\
-\varphi_1 + I_2 \varphi_5 \\
-\varphi_2 + I_1 \varphi_6 \\
\varphi_5 \\
\varphi_6 \\
\varphi_3
\end{pmatrix}
$$

Therefore regarding $\varphi_4(x)$ as free and writing it as $f(x)$, we have

$$
\begin{align*}
\varphi_4 &= f \\
\varphi_5 &= \varphi_4' = f' \\
\varphi_6 &= \varphi_5' = f'' \\
\varphi_3 &= \varphi_6' = f''' \\
\varphi_2 &= -\varphi_3' + I_1 \varphi_6 = -f^{(4)} + I_1 f'' \\
\varphi_1 &= -\varphi_2' + I_2 \varphi_5 = f^{(5)} - I_1 f''' - I_1 f' + I_2 f'
\end{align*}
$$

(2.1)  
(2.2)

Actually the first equation $\varphi_1' = I_3 \varphi_4$ gives

$$
f^{(6)} - I_1 f^{(4)} - 2I_1 f''' + (I_2 - I_1'')f'' + I_2 f' - I_3 f = 0.
$$

Putting 6 such columns together, we assume the solution to (1.9) in $C_3$ is

$$
\Phi(x) =
\begin{pmatrix}
f_1^{(5)} - * & f_2^{(5)} - * & f_3^{(5)} - * & f_4^{(5)} - * & f_5^{(5)} - * & f_6^{(5)} - * \\
- f_1^{(4)} + * & - f_2^{(4)} + * & - f_3^{(4)} + * & - f_4^{(4)} + * & - f_5^{(4)} + * & - f_6^{(4)} + * \\
f_1' & f_2' & f_3' & f_4' & f_5' & f_6' \\
f_1'' & f_2'' & f_3'' & f_4'' & f_5'' & f_6'' \\
f_1''' & f_2''' & f_3''' & f_4''' & f_5''' & f_6'''
\end{pmatrix}
$$

where the *’s are from (2.2) and (2.1) involving the $I$’s. This $\Phi(x)$ belongs to $Sp(6, \mathbb{C})$. Now the $I$’s are arbitrary local conservation laws and can be suitably adjusted for the $f$’s. We find the implication of $\Phi(x) \in Sp(6, \mathbb{C})$ on the $f$’s by concentrating on the last 4 rows in this case.

More concretely, let $F(x) = (f_1(x), \cdots, f_6(x))$ be a vector of 6 functions of $x$. Then $F^{(ii)}(x), F(x), F'(x), F''(x)$ appear as the last 4 rows of a matrix $\Phi(x)$ in $Sp(6, \mathbb{C})$ under the conditions

$$
C(F^{(i)}, F^{(j)}) = 0 \text{ for } 0 \leq i, j \leq 3 \text{ except } C(F^{(ii)}, F^{(ii)}) = 1,
$$

where $C$ is defined in (1.21). We will prove in the next section that the fewer conditions (1.19) and (1.20) in Theorem 1.18 Part (1) imply the above conditions.
On the $y$-side, we have the transposed version $Ψ(y)$ for a vector function $G(y) = (g_1(y), \cdots, g_6(y))$. Therefore from (1.6), we have

$$
(2.3) \quad Υ(x, y) = \begin{pmatrix}
* & * & * & * & * & * \\
* & * & * & * & * & * \\
* & F''' \cdot G''' & F''' \cdot G & F''' \cdot G' & F''' \cdot G'' \\
* & F \cdot G''' & F \cdot G & F \cdot G' & F \cdot G'' \\
* & F' \cdot G''' & F' \cdot G & F' \cdot G' & F' \cdot G'' \\
* & F'' \cdot G''' & F'' \cdot G & F'' \cdot G' & F'' \cdot G''
\end{pmatrix},
$$

where the *’s are entries that contain the $I$’s for either $x$ or $y$.

The solutions $u_i(x, y)$ should be some minors of $Υ(x, y)$ invariant under some residual gauges. As explained in [BFO+90], the residual gauges are

$$
Υ \mapsto αΥβ^{-1}, \quad \text{where } α = α(x) ∈ N_+, \ β = β(y) ∈ N_-.
$$

Here $N_+$ and $N_-$ are the positive and negative unipotent subgroups of $G = Sp(6, \mathbb{C})$ corresponding to $n_+$ and $n_-$. In our choice of basis, we see that $N_+$ is overall block-upper-triangular, but the the lower right block is lower triangular, and has 1’s on the diagonal. On the contrary, $N_-$ is overall block-lower-triangular, but the the lower right block is upper triangular, and has 1’s on the diagonal. Therefore the invariants under the residual gauges are those principal minors of $Υ$ starting from position $(4, 4)$ with increasing ranks going downward. Note that the entry $Υ_{4, 4} = F \cdot G$, and those bigger minors happen to be our $τ_i$ for increasing $i$’s in (1.11), with the current $F(x)$ and $G(y)$.

Comparison with

$$
\exp \left( \sum_{i=3}^{n} u_i H_{α_i} \right) = \text{Diag} \left( e^{-u_1}, e^{-u_2 - u_1}, e^{-u_3 - u_2 - u_1}, e^{-u_4 - u_3 + u_2 + u_1}, e^{-u_5 + u_4 + u_3}, e^{-u_6 + u_5 + u_4} \right)
$$
gives $τ_i = e^{-u_i}$ for $1 \leq i \leq 3$. This gives our solutions in Theorem 1.18 Part (1). We will prove this directly in Section 2.

In the $B_n$ case, we choose

$$
e−α_i = −E_{i+1,i} + E_{α_{i+n+i+1}} \text{ for } 1 \leq i \leq n - 1 \text{ and } e−α_n = E_{2n,2n+1} − E_{2n+1,n}. \text{ Also } H_{α_i} = E_{i,i} − E_{i+1,i+1} − E_{n+i,n+i} + E_{n+i+1,n+i+1} \text{ for } 1 \leq i \leq n - 1 \text{ and } H_{α_n} = 2E_{2n,n} − 2E_{2n,2n}. \text{ We also choose the slice basis }
$$
s_1 = E_{n,2n+1} − E_{2n+1,2n} \text{ and } s_j = E_{n−j+1,2n−j+2} − E_{n−j+2,2n−j+1} \text{ for } 2 \leq j \leq n.

For concreteness, we present the $B_2$ case. Writing (1.9) out in terms of a column vector of $Φ(x)$, we have

$$
\begin{pmatrix}
φ'_1 \\
φ'_2 \\
φ'_3 \\
φ'_4 \\
φ'_5
\end{pmatrix} = \begin{pmatrix}
0 & 0 & 0 & I_2 & 0 \\
−1 & 0 & −I_2 & 0 & I_1 \\
0 & 0 & 0 & 0 & 1 \\
0 & −1 & 0 & −I_1 & 0
\end{pmatrix} \begin{pmatrix}
φ_1 \\
φ_2 \\
φ_3 \\
φ_4 \\
φ_5
\end{pmatrix} = \begin{pmatrix}
I_2φ_4 \\
−φ_1 − I_2φ_3 + I_1φ_5 \\
φ_4 \\
φ_5 \\
−φ_2 − I_1φ_4
\end{pmatrix}
$$

Therefore regarding $φ_3(x)$ as free and writing it as $f(x)$, we have

$$
(2.4) \quad \begin{align*}
φ_3 &= f \\
φ_4 &= φ'_3 = f' \\
φ_5 &= φ'_4 = f'' \\
φ_2 &= −φ'_2 − I_1φ_4 = −f''' − I_1f' \\
φ_1 &= −φ'_1 − I_2φ_3 + I_1φ_5 = f^{(4)} + 2I_1f'' + I_1'f' − I_2f
\end{align*}
$$
and the first equation $\varphi_1' = I_2 \varphi_4$ gives
\[ f^{(5)} + 2I f''' + 3I_1' f'' + (I'' - 2I_2) f' - I_2 f = 0. \]
Again we concentrate on the terms without the $I$'s. Let $F(x) = (f_1(x), \cdots, f_5(x))$ be a vector of 5 functions of $x$. Then $F(x), F'(x), F''(x)$ appear as the last 3 rows of a matrix in $O(5, \mathbb{C})$ under the conditions
\[ B(F(i), F(j)) = 0 \text{ for } 0 \leq i, j \leq 2 \text{ except } B(F''', F''') = 1, \]
where $B$ is defined in (1.27). We will prove in the next section that the fewer conditions (1.25) and (1.26) in Theorem 1.24 Part (1) imply the above conditions.

Similarly in this case after incorporating the $\Psi(y)$, we have
\begin{equation}
\Upsilon(x, y) = \begin{pmatrix}
* & * & * & * & *
* & * & * & * & *
* & * & F \cdot G & F \cdot G' & F \cdot G''
* & * & F' \cdot G'' & F'' \cdot G & F'' \cdot G'
* & * & F'' \cdot G & F''' \cdot G & F''' \cdot G'
\end{pmatrix}.
\end{equation}
Again, the analysis of residual gauges tells us that the invariants are the the principal minors starting from position (3, 3) with increasing ranks, which are $\tau_i$'s in terms of our current $F(x)$ and $G(y)$. Comparison with
\[ \exp \left( \sum_{i=1}^{2} u_i H_{ai} \right) = \text{Diag} \left( e^{u_1}, e^{2u_2-u_1}, e^{-u_1}, e^{-2u_2+u_1}, 1 \right) \]
gives $\tau_1 = e^{-u_1}$ and $\tau_2 = e^{-2u_2}$ and hence the solutions in Theorem 1.24 Part (1). Again this will be proved directly in Section 4.

### 3. Related algebraic properties

For their possible independent interest, we present these identities of principal minors of general linear, symplectic and orthogonal matrices, in this separate section. The author discovered these identities in his study of the Toda field theories for various Lie algebras.

First the general linear case. Let $A \in GL(n, \mathbb{C})$ be a non-degenerate matrix. Let $S \subset \underline{n} := \{1, 2, \cdots, n\}$ be a subset of indices. Let $|S|$ denote the number of elements in $S$ and we often write $m$ for $|S|$. We also denote the complement of $S$ in $\underline{n}$ by $\bar{S}$. When needed, the enumeration of $S$ is written as $S = \{s_1, s_2, \cdots, s_m\}$ with $s_1 < s_2 < \cdots < s_m$. Let $M^A_S$ denote the principal minor of $A$ with indices in $S$. That is, if $A = (a_{ij})_{i,j=1}^n$, then $M^A_S = \det(a_{s_i s_j})_{i,j=1}^m$.

The efficient way to view minors is through exterior products. Let $\{e_i\}_{i=1}^n$ be the standard basis of $\mathbb{C}^n$. Define
\[ e_S := e_{s_1} \wedge e_{s_2} \wedge \cdots \wedge e_{s_m} \in \wedge^m \mathbb{C}^n. \]
A matrix $A \in GL(n, \mathbb{C})$ defines a linear transformation of $\mathbb{C}^n$, and naturally this induces a transformation of exterior powers $\wedge^k \mathbb{C}^n$, for which we still use $A$ as the notation. Then the principal minor $M^A_S$ is nothing but the entry of the matrix for this induced transformation on $\wedge^m \mathbb{C}^n$ in the $(e_S, e_S)$ position. Note that for the top exterior form,
\begin{equation}
A(e_1 \wedge \cdots \wedge e_n) = (\det A)(e_1 \wedge \cdots \wedge e_n).
\end{equation}
Let $C$ denote the cofactor matrix of $A$, that is, $C_{ij}$ is the minor of $A$ after deleting the $i$th row and the $j$th column, multiplied by $(-1)^{i+j}$. Note that when $A$ is invertible, $A^{-1} = \frac{1}{\det A}C^T$.

**Proposition 3.2.** For $A \in GL(n, \mathbb{C})$ with $C$ as its cofactor matrix and $S \subset \{1, \cdots, n\}$, we have

\[ M_S^C = M_S^A \cdot (\det A)^{|S|-1}. \]

**Proof.** We have the following sequence of identities:

\[
M_S^A e_S \wedge e_{\bar{S}} = e_S \wedge (M_S^A e_{\bar{S}}) = e_S \wedge (A e_{\bar{S}})
\]

\[
= A((A^{-1} e_S) \wedge e_{\bar{S}}) \overset{\dagger}{=} (\det A) \left( \left( \frac{1}{\det A} C^T \right) e_S \right) \wedge e_{\bar{S}}
\]

\[
= \frac{1}{(\det A)^{|S|-1}} M^C_S e_S \wedge e_{\bar{S}},
\]

where equality $\dagger$ uses (3.1).

**Remark 3.3.** The special case of Proposition 3.2 when $|S| = 2$ is called the Jacobi identity [LS92].

Now the symplectic and orthogonal cases. Recall $A \in C_n = Sp(2n, \mathbb{C})$ iff $A^T \Omega A = \Omega$ with $\Omega$ defined in (1.21). Similarly $A \in O(n, \mathbb{C})$ iff $A^T \Theta A = \Theta$, where for $B_n = O(2n+1, \mathbb{C})$, $\Theta$ is given in (1.27), and for $D_n = O(2n, \mathbb{C})$, $\Theta$ is defined as $\Theta = \left( \begin{array}{cc} 0 & I_n \\ I_n & 0 \end{array} \right)$. Let $S \subset \{1, \cdots, 2n(+)\}$ be a subset. The following proposition relates the principal minors of $A$ itself, and we omit the superscript $A$ in the notation $M^A_S$ for simplicity. Let $\iota$ be the inversion of the first and second halves of indices, which would fix the last $2n+1$ in the $B_n$ case, that is,

\[
\iota(k) = \begin{cases} 
k + n & \text{if } 1 \leq k \leq n \\
k - n & \text{if } n + 1 \leq k \leq 2n \\
2n + 1 & \text{if } k = 2n + 1
\end{cases}
\]

**Proposition 3.4.** For $A \in Sp(2n, \mathbb{C})$, $A \in SO(2n + 1, \mathbb{C})$ or $A \in SO(2n, \mathbb{C})$, and $S \subset \{1, \cdots, 2n(+1)\}$, we have

\[ M_S = M_{\iota(\bar{S})}, \]

where $M_S$ stands for the principal minor of $A$ with indices in $S$, $\bar{S}$ is the complement of $S$, and $\iota(\bar{S})$ is its image under the inversion $\iota$.

In the orthogonal cases, if $\det A = -1$, then we have $M_S = -M_{\iota(\bar{S})}$.

**Proof.** For $A \in C_n$, we have $A^{-1} = \Omega^{-1} A^T \Omega = -\Omega A^T \Omega$. For $A \in B_n$ or $D_n$, we have $A^{-1} = \Theta^{-1} A^T \Theta = \Theta A^T \Theta$. Now for any index set $I$, $\Omega e_I = \pm e_{\iota(I)}$ and $\Omega^2 e_I = -e_I$. Also $\Theta e_I = e_{\iota(I)}$ and $\Theta^2 e_I = e_I$. Below we show the details for the symplectic case, and the special orthogonal cases are even simpler. We have

\[
M_S e_S \wedge e_{\bar{S}} = (M_S e_S) \wedge e_{\bar{S}} = (A e_S) \wedge e_{\bar{S}}
\]

\[
= A(e_S \wedge (A^{-1} e_S)) \overset{\ddagger}{=} e_S \wedge (-\Omega A^T \Omega) e_S
\]

\[
= e_S \wedge ((-\Omega) A^T \pm e_{\iota(\bar{S})}) = e_S \wedge (-\Omega) (\pm M_{\iota(\bar{S})} e_{\iota(\bar{S})})
\]

\[
= e_S \wedge (M_{\iota(\bar{S})}) e_S = (M_{\iota(S)}) e_S \wedge e_{\bar{S}},
\]

where the equality $\ddagger$ uses (3.1) and that $\det A = 1$ for $A \in Sp(2n, \mathbb{C})$ or $SO(n, \mathbb{C})$. 
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Note that when \( \det A = -1 \) in the orthogonal cases, we have the negative sign coming in at equality \( \frac{1}{2} \).

\[ \square \]

**Remark 3.5.** Without going into details, we note that Propositions 3.2 and 3.4 can be generalized to general minors, not necessarily principal. More specifically, let \( S, T \subset \{1, \ldots, n\} \) be subsets with the same cardinality, then for \( A \) nondegenerate, we have

\[ M^C_{S,T} = \pm M^A_{\bar{S},\bar{T}} \cdot (\det A)^{|S| - 1} \]

for a carefully determined sign. Similarly, let \( S, T \subset \{1, \ldots, 2n(1)\} \) be subsets with the same cardinality, then for \( A \) symplectic or orthogonal, we have

\[ M_{S,T} = \pm M_{i(S),i(T)} \]

### 4. Parts (1) of Theorems

In this section, we first present a simple lemma about the solutions \( u_i \) to (1.3) in terms of some related functions, which we call \( \sigma_i \). For completeness and the reader’s convenience, we prove Proposition 4.6 for general \( \tau_i(x, y) \) in (1.11) for any function vectors \( F(x) \) and \( G(y) \) using our Proposition 3.2, and we provide a proof of Theorem 1.14 Part (1). Then using Proposition 3.4, we also prove Parts (1) of Theorems 1.18 and 1.24. The methods here are that we apply the Gram-Schmidt process to obtain a symplectic or orthogonal matrix under our conditions. At the end of this section, we add some remarks about taking care of different coefficients in (1.3).

Define

\[ \sigma_i := e^{-u_i}, \quad 1 \leq i \leq n. \]  

(4.1)

Also for a function \( v = v(x, y) \), define

\[ DD(v) := v \cdot v_{xy} - v_x \cdot v_y. \]  

(4.2)

**Lemma 4.3** ([BBT03]). The \( u_i \) satisfy (1.3) if and only if

\[ DD(\sigma_i) = \prod_{j \neq i} \sigma_j^{-a_{ij}}. \]  

(4.4)

**Proof.** By (4.1), \( u_i = -\log \sigma_i \). Then

\[ u_{i,x} = -\frac{\sigma_{i,x}}{\sigma_i}, \]

\[ u_{i,xy} = -\frac{\sigma_{i,xy} \sigma_i - \sigma_{i,x} \sigma_{i,y}}{\sigma_i^2} = -\frac{DD(\sigma_i)}{\sigma_i^2} \]

(4.5)

It is clear that (4.4) holds if and only if

\[ u_{i,xy} = -\exp \left( 2u_i + \sum_{j \neq i} a_{ij} u_j \right) = -\exp \left( \sum_{j=1}^n a_{ij} u_j \right) \]

since \( a_{ii} = 2 \), which is (1.3). \( \square \)

**Proposition 4.6.** For the \( \tau_i \) defined in (1.11) for any function vectors \( F(x) \) and \( G(y) \) of the same length, we have

\[ DD(\tau_i) = \tau_{i-1} \tau_{i+1}, \quad i \geq 1. \]
**Proof.** It is clear that $DD(\tau_1) = \tau_2$ by definition. Let

$$T_i = \left( \partial^k_x \partial_y^j (F \cdot G) \right)_{i,k=0}^{i-1}$$

be the matrix in (1.11) such that $\tau_i = \det T_i$. Then for $2 \leq i \leq n$, we have

$$T_{i+1} = \begin{pmatrix} T_i & F^{(i)} \cdot G^{(\leq i-1)} \\ F^{(i)} \cdot G^{(\leq i-1)} & F^{(i)} \cdot G^{(i)} \end{pmatrix} = \begin{pmatrix} T_{i-1} & F^{(i-2)} \cdot G^{(i-1)} \\ F^{(i-1)} \cdot G^{(i-2)} & F^{(i-1)} \cdot G^{(i)} \end{pmatrix}.$$  

Let $C$ denote the cofactor matrix of $T_{i+1}$. We use indices for rows and columns from 0 to $i$. Then it is clear that $\tau_i = C_{i,i}$. Through simple calculations, we see that $\tau_{i,x} = -C_{i-1,i}$, that is, the minor of $T_{i+1}$ after deleting the second last row and last column. Similarly $\tau_{i,y} = -C_{i,i-1}$ and $\tau_{i,xy} = C_{i-1,i-1}$.

Therefore by Proposition 3.3 we have

$$DD(\tau_i) = \tau_{i,x} \tau_{i,y} - \tau_{i,x} \tau_{i,y} = C_{i,i} C_{i-1,i-1} - C_{i-1,i} C_{i,i-1} = M^C_{i-1,i} = \det(T_{i-1}) \det(T_{i+1})^{2-1} = \tau_{i-1} \tau_{i+1}.$$  

□

**Proof of Theorem 1.14 Part (1).** The Cartan matrix for $A_n$ is

$$\begin{pmatrix} 2 & -1 \\ -1 & 2 & -1 \\ \ddots & \ddots & \ddots \\ -1 & 2 & -1 \\ -1 & 2 \end{pmatrix}.$$  

In view of Lemma 4.3 we need to prove that the $\tau_i$ in (1.11) for our current $F(x)$ and $G(y)$ satisfy

$$DD(\tau_i) = \tau_{i-1} \tau_{i+1}, \quad 1 \leq i \leq n-1$$

(4.7)

$$DD(\tau_n) = \tau_{n-1}$$

This follows directly from Proposition 4.6 as soon as we realize the following for the last one. That is, $\tau_{n+1} = W(F)W(G)$ as defined in (1.11) and hence it is 1 by the Wronskian conditions (1.15). □

To apply Proposition 3.3 in the symplectic case, we first present a proposition.

**Proposition 4.8.** Let $F(x) = (f_0(x), \cdots, f_{2n-1}(x))$ be a vector of $2n$ functions of $x$ satisfying (1.19) and (1.20). Then the following $(n + 1) \times 2n$ matrix

$$\begin{pmatrix} F(n) \\ F \\ \vdots \\ F(n-1) \end{pmatrix}$$

(4.9)

can be completed into a symplectic matrix $\Phi(x) \in Sp(2n, \mathbb{C})$ by adding $n-1$ rows on the top.
Proof: We apply the Gram-Schmidt process in the symplectic case to find a symplectic matrix $\Phi$ using the vectors $F^{(i)}$, $0 \leq i \leq 2n - 1$, which in generic cases are linearly independent. We write the row vectors of $\Phi$ by $\Phi^i$ for $1 \leq i \leq 2n$. Then $\Phi$ is symplectic iff $C(\Phi^i, \Phi^{n+i}) = 1 = -C(\Phi^{n+i}, \Phi^i)$ for $1 \leq i \leq n$, and all the other $C(\Phi^i, \Phi^j) = 0$, where $C$ is defined in (1.21).

We let $\Phi^{n+i} = F^{(i-1)}$ for $1 \leq i \leq n$ and $\Phi^{n} = F^{(n)}$ to contain the lower rows as specified in (1.9). We will show that this is legitimate by our conditions (1.19) and (1.20). We will then define the $\Phi^{n-i}$ through the Gram-Schmidt process applied successively to the $F^{(n+i)}$ for $1 \leq i \leq n - 1$.

Now define

\begin{equation}
\tilde{I}_j = C(F^{(n+j-1)}, F^{(n+j)}), \quad 1 \leq j \leq n - 1
\end{equation}

to be functions of $x$. We show that $2n - 1$ conditions (1.19), (1.20) and (4.10) determine all the $C(i, j) := C(F^{(i)}, F^{(j)})$ for $0 \leq i \leq j \leq 2n - 1$.

Call $l := i + j$ the level of $C(i, j)$. We run increasing induction on $l$ and decreasing induction on the first index $i$.

Since $\frac{\partial}{\partial x} C(i, j) = C(i + 1, j) + C(i, j + 1)$, we have

\begin{equation}
C(i, j + 1) = \frac{d}{dx} C(i, j) - C(i + 1, j),
\end{equation}

where the two terms on the right have either a lower level or a bigger first index. Therefore we only need to know the leading term with the biggest $i$ at each level.

When the level is odd, say $2k + 1$, the leading term is $C(k, k + 1)$, and these are defined precisely by our conditions (1.19), (1.20) and (4.10). When the level is even, say $2k$, then the leading term $C(k, k) = 0$ since $C$ is skew-symmetric.

Furthermore, from the induction procedure (4.11), we have

\begin{align}
(4.12) & \quad C(i, j) = 0, & \text{if } 0 \leq i + j \leq 2n - 2, \\
(4.13) & \quad C(i, j) = \pm 1, & \text{if } i + j = 2n - 1, \\
(4.14) & \quad C(i, j) = 0, & \text{if } i + j = 2n,
\end{align}

since in our defining conditions (1.19), (1.20) and (4.10), the first non-zero $C(i, j)$ appear at level $2n - 1$ as $-1$, and the leading term at level $2n$ is $C(n, n) = 0$.

Therefore it is legitimate for $\Phi$ to have the lower part (4.10). To illustrate the Gram-Schmidt process, let's consider the next row $\Phi^{n-1}$ using the vector function $F^{(n+1)}$.

We know $C(F^{(n+1)}, F^{(j)}) = 0$ for $0 \leq j \leq n - 3$ and $j = n - 1$, and also $C(F^{(n+1)}, F^{(n-2)}) = -1$ by (4.12), (4.14) and (4.13). Also $C(F^{(n+1)}, F^{(n)}) = -\tilde{I}_1$ by (4.10), therefore we have

$$
\Phi^{n-1} = -(F^{(n+1)} - \tilde{I}_1 \cdot F^{(n-1)}),
$$

so that $C(\Phi^{n-1}, \Phi^n) = C(\Phi^{n-1}, F^{(n)}) = 0$ and $C(\Phi^{n-1}, \Phi^{2n-1}) = C(\Phi^{n-1}, F^{(n-2)}) = 1$.

This process can be continued to fill up the matrix $\Phi$ in terms of the $F^{(k)}$ and the $\tilde{I}_j$. \qed
Proof of Theorem 1.18 Part (1). For \( n \geq 2 \), the Cartan matrix for \( C_n \) is
\[
\begin{pmatrix}
2 & -1 & & & \\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2 & -1 \\
& & & -2 & 2
\end{pmatrix}
\]
Therefore by Lemma 1.13, we need to prove that the \( \tau_i \) in (1.11) for our function vectors \( F(x) \) and \( G(y) \) in Theorem 1.18 satisfy
\[
DD(\tau_i) = \tau_{i-1} - \tau_i, \quad 1 \leq i \leq n - 1
\]
(4.15)
\[
DD(\tau_n) = \tau_{n-1}^2.
\]

After Proposition 4.6, only the last equation needs a demonstration.

Proposition 4.8 shows that we have a symplectic matrix \( \Phi(x) \) with the lower rows to be given by (4.9). The same can be done for the \( y \)-side to get a symplectic matrix \( \Psi(y) \) with the last columns to be given by the \( \Phi(G) \) in a suitable order. (See (2.3) for an example.)

By Proposition 4.6, we have \( DD(\tau_n) = \tau_n^2 - \tau_{n-1} \). But \( \tau_n \) is the principal minor \( M_{\{n,n+1\},\cdots,\{2n\}} \) for the symplectic matrix \( \Upsilon = \Phi(x) \cdot \Psi(y) \). By Proposition 3.4, this is equal to \( M_{\{n+1,\cdots,2n-1\}} \), which is seen to be \( \tau_{n-1} \). Therefore \( \tau_{n+1} = \tau_{n-1} \), and the last equation in (4.15) is proved. \( \square \)

Very similarly, we can prove the \( B_n \) case.

Proof of Theorem 1.24 Part (1). Assume \( n \geq 2 \). The Cartan matrix for \( B_n \) is
\[
\begin{pmatrix}
2 & -1 & & & \\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2 & -2 \\
& & & -1 & 2
\end{pmatrix}
\]
According to our solution formula (1.28) in this case, we let \( \sigma_i = \tau_i \) for \( 1 \leq i \leq n-1 \) and \( \sigma_n = \sqrt{\tau_n} \), with the \( \tau_i \) defined in (1.11) for our function vectors \( F(x) \) and \( G(y) \) in Theorem 1.24. Therefore by Lemma 1.13, we need to prove that
\[
DD(\tau_i) = \tau_{i-1} - \tau_i, \quad 1 \leq i \leq n - 2
\]
(4.16)
\[
DD(\tau_{n-1}) = \tau_{n-2}(\sqrt{\tau_n})^2
\]
\[
DD(\sqrt{\tau_n}) = \pm \frac{1}{2} \tau_{n-1}.
\]
(To accommodate the \( \pm \frac{1}{2} \) in the last equation, see Remark 4.19.)

After Proposition 4.6, only the last equation needs a demonstration.

Similarly to Proposition 4.8, we first complete the matrix with the last rows as \( F, \cdots, F^{(n)} \) to an orthogonal one. We define
\[
\tilde{I} = B(F^{(n+j)}, F^{(n+j)}), \quad 1 \leq j \leq n
\]
to be functions of \( x \). Then similarly to the proof of Proposition 4.8, the conditions (1.25), (1.26) and (4.17) determine all the \( B(i,j) := B(F^{(i)}, F^{(j)}) \) for \( 0 \leq i \leq j \leq 2n \), and we can run the Gram-Schmid procedure to complete the orthogonal
matrix. We omit the details, but just point out that \( B(i, i + 1) = \frac{1}{2} \frac{d}{dx} B(i, i) \) since \( B \) is symmetric and this is how the leading terms for the odd levels are determined. Also note that the determinant of the orthogonal matrix can be \( \pm 1 \).

The same can be done for the \( y \)-side to get an orthogonal matrix \( \Psi(y) \) with its last columns to be \( (G(j))^T \) for \( 0 \leq j \leq n \). Therefore \( \Upsilon(x, y) = \Phi(x) \cdot \Psi(y) \) is an orthogonal matrix with its lower-right corner to be given by \( F(i) \cdot G(j) \). (See (2.5) for an example.) \( \Upsilon(x, y) \) has determinant \( \pm 1 \).

From (4.2) and by simple computation, we have

\[
\DD(\sqrt{v}) = \frac{1}{2} \DD(v). 
\]

Therefore again by Proposition 4.6

\[
\DD(\sqrt{\tau_n}) = \frac{1}{2} \DD(\tau_n) = \frac{1}{2} \frac{\tau_{n-1} \tau_{n+1}}{\tau_n}. 
\]

For the orthogonal matrix \( \Upsilon(x, y) \),

\[
\tau_{n+1} = M_{\{n+1, 2n+1\}} \quad \text{and} \quad \tau_n = M_{\{n+1, 2n\}}. 
\]

By Proposition 3.4 \( \tau_{n+1} = \pm \tau_n \), determined by the sign of \( \det(\Upsilon(x, y)) \). Therefore

\[
\DD(\sqrt{\tau_n}) = \pm \frac{1}{2} \tau_{n-1}. 
\]

\( \square \)

Remark 4.18. There are direct proofs of the relations \( \tau_{n+1} = \tau_{n-1} \) for the \( C_n \) case and \( \tau_{n+1} = \pm \tau_n \) for the \( B_n \) case, without using the Gram-Schmidt process and Proposition 3.4. Rather the classical relations (see, for example, [FH91, Appendix F]) between determinants and the pairings \( C(\cdot, \cdot) \) and \( B(\cdot, \cdot) \) in (1.21) and (1.27) are used. The procedure is long, and we won’t present the details here.

Remark 4.19. The negative Toda field theory (1.3) is related to the positive version

\[ v_{i,xy} = \exp \left( \sum_{j=1}^{n} a_{ij} v_j \right), \quad 1 \leq i \leq n, \]

through a simple linear transformation

\[ v_i = u_i + \theta_i, \]

where the \( \theta_i \) satisfy the equation

\[ A \cdot (\theta_1, \ldots, \theta_n)^T = ((2m_1 + 1)i\pi, \ldots, (2m_n + 1)i\pi)^T. \]

Here \( A \) is the Cartan matrix (1.2), and the \( m_i \) are arbitrary integers coming from the multiple-valuedness of the exponential function. Since \( A \) is invertible, such \( \theta_i \) always exist, and actually there are infinitely many of them due to the \( m_i \).

This remark also applies to the \( B_n \) Toda field theory where, in view of (4.16) and (4.5), we have solved a variant

\[ w_{i,xy} = -\exp \left( \sum_{j=1}^{n} a_{ij} w_j \right), \quad 1 \leq i \leq n - 1, \]

\[ w_{n,xy} = \mp \frac{1}{2} \exp \left( \sum_{j=1}^{n} a_{nj} w_j \right) = \mp \frac{1}{2} \exp(-w_{n-1} + 2w_n) \]
To relate this to the (1.3), we only need to let \( w_i = u_i + r_i \), where the \( r_i \) satisfy, for example,

\[
A \cdot (r_1, \ldots, r_n)^T = (0, \ldots, 0, \pm \log 2)^T.
\]

5. Related differential properties

Because of its possible independent interest and for clarity of exposition, we present in this section some relations among iterated integrals and their derivatives that we need later to prove Parts (2) of our theorems.

For completeness, we prove Part (2) of Theorem 1.14 first.

**Lemma 5.1** \( \text{[Lez80]} \). (1.17) satisfy (1.15).

**Proof.** The Wronskian matrix is \( (f_i^j)_{i,j=0}^n \), and we take the ranges of row and column indices to be from 0 to \( n \). We first think of \( f_0 \) as just an arbitrary function of \( x \), without remembering its definition (1.16) in terms of the \( \phi \)'s. We write each derivative as

\[
f_i^j(k) = \min(i,j) \sum_{k=0}^n f_i^j(k).
\]

Here \( f_i^j(k) \) is the summand of terms of \( f_i^j \) where \( \phi_k \) or its derivatives appear as factors outside the integral, but none of the \( \phi_l \) for \( l > k \) does. It is clear that \( f_i^j(k) \) is non-zero only if \( k \leq \min(i,j) \).

For example, by (1.13), we have

\[
\begin{align*}
f_3^f &= f_0^3(123) \\
f_3^f' &= f_0^3(123) + f_0\phi_1^3(23) \\
f_3^f'' &= f_0^3(123) + 2f_0\phi_1^3(23) + f_0\phi'_1^3(23) + f_0\phi_1\phi_2^3(3).
\end{align*}
\]

Then

\[
\begin{align*}
f_3^{(2)}(0) &= f_0''^3(123) \\
f_3^{(2)}(1) &= 2f_0\phi_1^3(23) + f_0\phi'_1(23) \\
f_3^{(2)}(2) &= f_0\phi_1\phi_2^3(3).
\end{align*}
\]

Then inspections show that

\[
\begin{align*}
f_i^j(k) &= f_k^i(k) \cdot \beta((k+1) \rightarrow j), & k \leq \min(i,j), \\
f_k^i(k) &= f_0\phi_1 \cdots \phi_k, & k \geq 0.
\end{align*}
\]

Therefore the following successive column operations, replacing the old columns by the new ones,

\[
\begin{align*}
C_j &\mapsto C_j - \beta(1 \rightarrow j)C_0, & j \geq 1 \\
C_j &\mapsto C_j - \beta(2 \rightarrow j)C_1, & j \geq 2 \\
& \cdots \\
C_j &\mapsto C_j - \beta((n-1) \rightarrow j)C_{n-2}, & j \geq n-1 \\
C_n &\mapsto C_n - \beta(n)C_{n-1}
\end{align*}
\]

transform the Wronskian into a lower triangular matrix with diagonal entries

\[
f_0, f_0\phi_1, f_0\phi_1\phi_2, \cdots, f_0\phi_1\phi_2 \cdots \phi_n.
\]
Thus the determinant $W(F)$ is 1, by the definition of $f_0$ in (1.16).

To obtain results for the $B_n$ and $C_n$ type Lie algebras, we need more symmetry properties of the iterated integrals.

**Lemma 5.2.** We have

$$I(a_1 \cdots a_l)I(b_1 \cdots b_m) = \int \phi_{a_1} I(a_2 \cdots a_l)I(b_1 \cdots b_m) + \int \phi_{b_1} I(a_1 \cdots a_l)I(b_2 \cdots b_m).$$

**Proof.** This follows from the product rule and (1.13), since our integrals are fixed with lower limit 0. □

**Proposition 5.3.** Let $n \geq 1$ be an integer, and let $\phi_1(x), \cdots, \phi_n(x)$ be $n$ functions of $x$. Define $I(a_1 \cdots a_k)$ as in (1.12). Then we have

$$\sum_{i=0}^{n} (-1)^i I(1 \to i) I(n \to i + 1) = 0. \tag{5.4}$$

**Proof.** We denote the left hand side of (5.4) by $A(n)$, and call it an alternating sum of $n$ integrands $\phi_1, \cdots, \phi_n$. We prove that $A(n) = 0$ by induction. The identity is trivial when 1.

Let’s assume that $A(n-1) = 0$ for $n-1$ arbitrary functions $\phi_i(x)$. Then by Lemma 5.2 and (1.13),

$$A(n) = I(n \to 1) - I(n \to 2)I(1) + \cdots + (-1)^{n-1}I(n)I(1 \to (n-1)) + (-1)^n I(1 \to n)$$

$$= I(n \to 1) - \left( \int \phi_n I((n-1) \to 2)I(1) + \int \phi_1 I(n \to 2) \right) + \cdots$$

$$+ (-1)^{n-1} \left( \int \phi_n I(1 \to (n-1)) + \int \phi_1 I(2 \to (n-1)) \right) + (-1)^n I(1 \to n)$$

$$= \int \phi_n \left[ I((n-1) \to 1) - I((n-1) \to 2)I(1) + \cdots + (-1)^{n-1}I(1 \to (n-1)) \right]$$

$$- \int \phi_1 \left[ I(n \to 2) - \cdots + (-1)^{n-2}I(n)I(2 \to (n-1)) + (-1)^{n-1}I(2 \to n) \right]$$

$$= \int \phi_n A(n-1) - \int \phi_1 \tilde{A}(n-1)$$

$$= 0,$$

where $\tilde{A}(n-1)$ is the $A(n-1)$ with the $n-1$ integrands being $\phi_2, \cdots, \phi_n$. □

We will later use the convention that the LHS of (5.4) is 1 when $n = 0$.

**Remark 5.5.** Lemma 5.2 and Proposition 5.3 are related to the shuffle relations for iterated integrals in [Che77].

Proposition 5.3 can be rephrased and strengthened as follows.
**Proposition 5.6.** Let $n \geq 2$ be an integer. Let

$$J = J_{n+1} = \begin{pmatrix} 1 & 1 & \cdots & 1 \\ -1 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ (-1)^n & \cdots & \cdots & 1 \end{pmatrix}$$  \hspace{1cm} (5.7)

be a matrix of rank $n + 1$ with alternating $\pm 1$’s on the skew diagonal. Note that $J$ is symmetric if $n$ is even, and skew-symmetric if $n$ is odd. Let $\phi_1(x), \cdots, \phi_n(x)$ be $n$ functions of $x$. Let

$$\tilde{F}(x) = (1, I(1), I(12), \cdots, I(1 \to n))$$  \hspace{1cm} (5.8)

be a vector of $n+1$ functions. Also for $0 \leq i \leq n$, define a delayed version of $\tilde{F}(x)$ by

$$\delta_i \tilde{F}(x) = (0, \cdots, 0, 1, I((i+1)), \cdots, I((i+1) \to n)),$$  \hspace{1cm} (5.9)

Define the “swap” function

$$s(i) = n + 1 - i, \quad 1 \leq i \leq n$$  \hspace{1cm} (5.10)

on the indices $\{1, \cdots, n\}$ of the $\phi$’s. This defines the “swap” on iterated integrals by $s(\phi_1 \cdots \phi_m) = \tilde{I}(s(\phi_1) \cdots s(\phi_m))$, and also on a vector of iterated integrals.

Then we have

$$\delta_i \tilde{F} J (s \delta_j \tilde{F})^T = 0, \quad \text{if } i + j \neq n$$  \hspace{1cm} (5.11)

$$\delta_i \tilde{F} J (s \delta_j \tilde{F})^T = (-1)^i, \quad \text{if } i + j = n.$$  \hspace{1cm} (5.12)

**Proof.** It is clear that for vectors $X = (x_0, x_1, \cdots, x_n)$ and $Y = (y_0, y_1, \cdots, y_n)$, we have

$$XJY^T = x_0y_n - x_1y_{n-1} + \cdots + (-1)^nx_ny_0.$$  

By definition, we have

$$s \delta_j \tilde{F} = (0, \cdots, 0, 1, \tilde{I}((n-j)), \cdots, \tilde{I}((n-j) \to 1)).$$

When $i + j > n$, $(\delta_i \tilde{F} J (s \delta_j \tilde{F})^T$ is obviously zero, since there are too many zeros. When $i + j = n$, we have $(\delta_i \tilde{F} J (s \delta_j \tilde{F})^T = (-1)^i$ as the signed product of the two ones.

When $i + j < n$, we have

$$(\delta_i \tilde{F} J (s \delta_j \tilde{F})^T = (-1)^i \tilde{I}((n-j) \to (i+1)) + (-1)^{i+1} \tilde{I}((i+1) \to (n-j) \to i) + \cdots \hspace{1cm}$$

$$\hspace{1cm} + (-1)^{n-j} \tilde{I}((i+1) \to (n-j))$$

$$= (-1)^{i+j}A(n-i-j),$$

where $A(n-i-j)$ is the $A$ in the proof of Proposition 5.3 with $n-i-j$ integrands $\phi_{i+1}, \cdots, \phi_{n-j}$. This is zero by Proposition 5.3. \hspace{1cm} □

Now we use Proposition 5.6 to derive some differential relations.
Proposition 5.13. Continue with the notation in Proposition 5.6. Also let

\[ f_0(x) = \left( \prod_{i=1}^{n} \phi_i(x) \right)^{-\frac{1}{2}}. \]  

Define

\[ F(x) = f_0(x) \tilde{F}(x) = f_0(x)(1, j(1), \ldots, j(1 \rightarrow n)). \]

Recall that \( F^{(i)} \) is the \( i \)th derivative of \( F \). Then we have

\[ \begin{align*}
F^{(i)} J(s F^{(j)}) &= 0, & \text{if } i + j < n, \\
F^{(i)} J(s F^{(j)}) &= (-1)^i, & \text{if } i + j = n.
\end{align*} \]

Proof. By (5.19) and (5.13), we have

\[ \frac{d}{dx} (\delta_i \tilde{F}(x)) = \phi_{i+1} (\delta_{i+1} \tilde{F}(x)), \quad i \geq 0. \]

Therefore we see that, through a quick induction, the \( i \)th derivative

\[ F^{(i)} = \sum_{l=0}^{i-1} c_{i,l}(\delta_l \tilde{F}) + f_0 \left( \prod_{l=1}^{i} \phi_l \right) \delta_i \tilde{F}, \]

where the \( c_{i,l} \) are some functions of \( x \) in terms of \( f_0, \phi_1, \ldots, \phi_l \) and their derivatives.

Note that

\[ s F^{(j)} = (s F)^{(j)} = \sum_{k=0}^{j-1} s(c_{j,k})(s \delta_k \tilde{F}) + f_0 \left( \prod_{k=n-j+1}^{n} \phi_k \right) s \delta_j \tilde{F}. \]

Therefore \( F^{(i)} J(s F^{(j)}) \) is a linear combination of \( (\delta_l \tilde{F}) J(s \delta_k \tilde{F}) \) for \( l \leq i \) and \( k \leq j \) with the coefficients as some functions of \( x \). When \( i + j < n \), then all such \( k + l < n \), and from (5.11) we have (5.16).

When \( i + j = n \), from (5.11) and (5.12) we see the only nontrivial terms is

\[ \left( f_0 \left( \prod_{l=1}^{i} \phi_l \right) \right) \left( f_0 \left( \prod_{k=n-j+1}^{n} \phi_k \right) \right) (\delta_i \tilde{F}) J(s \delta_j \tilde{F}) = f_0^2 \left( \prod_{l=1}^{n} \phi_l \right) (-1)^i = (-1)^i, \]

by the definition of \( f_0 \) in (5.14). \( \square \)

There are corresponding versions of Propositions 5.6 and 5.13 for the \( D_n \) case, which we present here for completeness.

Proposition 5.18. Let \( n \geq 3 \) be an integer. Let

\[ K = \begin{pmatrix}
1 & -1 & \cdots & 0 \\
-1 & (1)^{n+1} & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
-1 & \cdots & 1 & -1
\end{pmatrix} \]
be an symmetric matrix of rank $2n$. Let $\phi_1(x), \cdots, \phi_{2n-2}(x)$ be $2n-2$ functions of $x$. Let

$$
\begin{align*}
F(x) &= (1, \Im(1), \Im(12), \cdots, \Im(1 \to (n-2)), \Im(1 \to (n-2)(n-1)) \\
&\quad \Im(1 \to (n-2)n), \Im(1 \to (n-2)(n-1)n) + \Im(1 \to (n-2)n(n-1)), \\
&\quad \Im(1 \to (n-2)n(n+1) + \Im(1 \to (n-2)n(n-1)(n+1)), \\
&\quad \Im(1 \to (n-2)n(n+1)+1) + \Im(1 \to (n-2)n(n-1)(n+1)+1), \\
&\quad \Im(1 \to (n-2)n(n+1)+2) \\
&\quad \Im(1 \to (n-2)n(n+1)+3) + \Im(1 \to (n-2)n(n-1)(n+1)+2) + (2n-2))
\end{align*}
$$

be a vector of $2n$ functions. Note that $F(x)$ goes like before for the first $(n-1)$ terms, then it branches using $\phi_{n-1}$ and $\phi_n$, and starting from the $(n+2)$nd term it is always symmetrized between $\phi_{n-1}$ and $\phi_n$. Define the “swap” function

$$s(i) = \begin{cases} 
2n-1-i & i \leq n-2 \\
n-1 & i = n-1 \\
n & i = n \\
2n-1-i & i \geq n+1 
\end{cases}$$

and let it act on iterated integrals and vectors of them as before. Then we have

$$F K (sF)^T = 0.$$

Moreover, let

$$
\begin{align*}
\delta_i F(x) &= (0, \cdots, 0, 1, \Im(i+1), \cdots, \Im((i+1)(n-2)(n-1)), \Im((i+1)(n-2)n), \\
&\quad \text{symmetrized terms} \quad i \leq n-2 \\
\delta_{i-1} F(x) &= (0, \cdots, 0, 1, 0, \Im(n), \Im(n(n+1)), \cdots, \Im(n \cdots (2n-2)) \\
\delta_n F(x) &= (0, \cdots, 0, 1, \Im(n-1), \Im((n-1)(n+1)), \cdots, \Im((n-1)(n+1) \cdots (2n-2)) \\
\delta_i \tilde{F}(x) &= (0, \cdots, 0, 1, \Im(i+1), \cdots, \Im((i+1) \cdots (2n-2)) \\
&\quad i \geq n+1.
\end{align*}
$$

Then

$$
\begin{align*}
(\delta_i \tilde{F}) K (s\delta_j \tilde{F})^T &= 0, & \text{if } i + j \neq 2n-1 \\
(\delta_i \tilde{F}) K (s\delta_j \tilde{F})^T &= (-1)^{i}, & \text{if } i + j = 2n-1, \text{ and } i < j
\end{align*}
$$

Proof. When $i + j > 2n-1$, $(\delta_i \tilde{F}) K (s\delta_j \tilde{F})^T$ is obviously zero since there are too many zeros. When $i + j = 2n$, we have $(\delta_i \tilde{F}) K (s\delta_j \tilde{F})^T = (-1)^i$ when $i < j$ as the signed product of the two ones.

Like in the proof of Proposition 5.9, when $i + j < 2n$ we have that $(\delta_i \tilde{F}) K (s\delta_j \tilde{F})^T$ is one or two $A$'s from Proposition 5.8 for a suitable sequence of integrand functions possibly with sign. For example when $i = j = 0$, we have that $F K (sF)^T = A_1(2n-2) + A_2(2n-2)$, where $A_1(2n-2)$ is the $A$ in Proposition 5.8 for the sequence $(1 \to (2n-2))$ and $A_2(2n-2)$ for $(1 \to (n-2)n(n-1)(n+1) \to (2n-2))$. They are both zero by (5.4).
**Proposition 5.21.** Continue with the notation in Proposition 5.18. Let \( f_0(x) = \left( \prod_{i=1}^{2n-2} \phi_i(x) \right)^{1/2} \). Define \( F(x) = f_0(x) \dot{F}(x) \).

Then we have

\[(5.22)\quad F^{(i)}(sF^{(j)})^T = 0, \quad 0 \leq i, j \leq n - 1 \text{ and } i + j < 2n - 2 \]

\[(5.23)\quad F^{(n-1)}K(sF^{(n-1)})^T = (-1)^{n-1}2. \]

**Remark 5.24.** Note that (5.23) is compatible with solving for a \( \Phi(x) \in O(2n, \mathbb{C}) \) in Section 2 since one would have \( f^{(n-1)} = \varphi_n + \varphi_{2n} \), if \( \varphi_{n+1} = f \) in the \( D_n \) case. (Compare with (2.4).) Then \( B(F^{(n-1)}, F^{(n-1)}) = 2B(\Phi^n, \Phi^{2n}) = 2 \), where \( \Phi^n \) and \( \Phi^{2n} \) are the \( n \)th and \( 2n \)th rows of the solution matrix \( \Phi \in O(2n, \mathbb{C}) \).

**Proof.** By (5.20), we have

\[
\frac{d}{dx} \delta_i \dot{F} = \phi_{i+1} \delta_{i+1} \dot{F}, \quad i \leq n - 3
\]

\[
\frac{d}{dx} \delta_{n-2} \dot{F} = \phi_{n-1} \delta_{n-1} \dot{F} + \phi_n \delta_n \dot{F}
\]

\[
\frac{d}{dx} \delta_{n-1} \dot{F} = \phi_n \delta_{n+1} \dot{F}
\]

\[
\frac{d}{dx} \delta_n \dot{F} = \phi_n \delta_{n+1} \dot{F}.
\]

Therefore

\[
F^{(i)} = \sum_{l=0}^{i-1} c_{l,1} \delta_l \dot{F} + f_0 \left( \prod_{l=1}^i \phi_l \right) \delta_l \dot{F}, \quad i \leq n - 2
\]

\[
F^{(n-1)} = \sum_{l=0}^{n-2} c_{n-1,l} \delta_l \dot{F} + f_0 \left( \prod_{l=1}^{n-2} \phi_l \right) \left( \phi_{n-1} \delta_{n-1} \dot{F} + \phi_n \delta_n \dot{F} \right)
\]

\[
sF^{(j)} = \sum_{k=0}^{j-1} s(c_{j,k}) s \delta_k \dot{F} + f_0 \left( \prod_{k=2n-1-j}^{2n-2} \phi_k \right) s \delta_j \dot{F}, \quad j \leq n - 2
\]

\[
sF^{(n-1)} = \sum_{l=0}^{n-2} s(c_{n-1,l}) s \delta_l \dot{F} + f_0 \left( \prod_{l=n+1}^{2n-2} \phi_l \right) \left( \phi_{n-1} s \delta_{n-1} \dot{F} + \phi_n s \delta_n \dot{F} \right)
\]

By Proposition 5.18 (5.22) is easy to see, and also

\[
F^{(n-1)}K(sF^{(n-1)})^T
\]

\[
= f_0^2 \left( \prod_{1 \leq l \leq n-2} \phi_l \right) \left( \phi_{n-1} \phi_n \right) \left( \delta_{n-1} \dot{F} \right) K(s\delta_n \dot{F})^T + (\delta_n \dot{F}) K(s\delta_n \dot{F})^T
\]

\[
= f_0^2 \left( \prod_{l=1}^{2n-2} \phi_l \right) 2(-1)^{n-1} = (-1)^{n-1}2.
\]

by the definition of \( f_0 \). □
6. Parts (2) of Theorems

The proofs of Parts (2) of Theorems 1.18 and 1.24 use the results of Section 5 in particular Proposition 5.13, while the proof of Theorem 1.14 Part (2) is done in Lemma 5.1.

Proof of Theorem 1.18 Part (2). In Proposition 5.13, let the number of \( \phi_i(x) \), called \( n \) there, be \( 2^n - 1 \). Also require that \( \phi_{2^n - i}(x) = \phi_i(x) \), \( 1 \leq i \leq n - 1 \).

Note that this is Leznov’s \cite{Lez80} ingenious idea to enforce symmetry. Then \( f_0(x) \) in \cite{Lez80} becomes \( p(x) \) in \cite{1.22}. Denote the corresponding \( F(x) \) in \cite{5.15} by \( \bar{F}(x) \), that is,

\[
\bar{F}(x) = p(x)(1, \tilde{J}(1), \cdots, \tilde{J}(1 \to n), \tilde{J}(1 \to n, (n-1)), \cdots, \tilde{J}(1 \to n \to 1)).
\]

It is clear that \( s \bar{F} = \bar{F} \) and also for all the derivatives \( \bar{F}^{(i)} \), since the swap as in \cite{5.10} in this case is \( s(i) = 2n - i \).

It is easy to see that the \( F(x) \) in \cite{1.23} is just \( F(x) = \bar{F}(x)Q_{2n} \). Here

\[
Q_{2n} = \begin{pmatrix}
(-1)^n & (-1)^{n-1} & \cdots & 1 \\
\vdots & \ddots & \ddots & \vdots \\
1 & \cdots & \cdots & 1 \\
\end{pmatrix} \implies Q_{2n}\Omega Q_{2n}^T = (-1)^n J_{2n},
\]

where \( \Omega \) is from \cite{1.21} and \( J_{2n} \) is as in \cite{5.7} with rank \( 2n \). Now

\[
C(F^{(i)}, F^{(j)}) = F^{(i)}\Omega(F^{(j)})^T = \bar{F}^{(i)}Q_{2n}\Omega Q_{2n}^T(\bar{F}^{(j)})^T
\]

\[
= (-1)^n \bar{F}^{(i)}J_{2n}(\bar{F}^{(j)})^T = \begin{cases} 
0 & \text{if } i + j < 2n - 1 \\
-1 & \text{if } (i, j) = (n - 1, n) 
\end{cases}
\]

by Proposition 5.13.

Proof of Theorem 1.24 Part (2). Again, this is very similar to the previous proof. We let the number of \( \phi_i(x) \) in Proposition 5.13 be \( 2n \), and we require that

\[
\phi_{2n+1-i}(x) = \phi_i(x), \quad 1 \leq i \leq n.
\]

Call the corresponding function vector by \( \bar{F}(x) \), and the \( F(x) \) in \cite{1.23} is \( F(x) = \bar{F}(x)Q_{2n+1} \), where \( Q_{2n+1} \) is as in \cite{6.1} but with the lower right block of rank \( n+1 \). Note that \( Q_{2n+1}\Theta Q_{2n+1}^T = (-1)^n J_{2n+1} \), for \( \Theta \) in \cite{1.27} and \( J_{2n+1} \) as in \cite{5.7}. We omit the other details.

The solutions to \( D_n \) Toda field theory are also explained in \cite{Lez80}, although there is a typo. We record the result below for completeness.
Theorem 6.2 \((D_n)\). \(\text{[Lez80]}\) Let \(\phi_1(x), \ldots, \phi_n(x)\) be \(n\) functions of \(x\). Define

\[
\phi_0(x) = \frac{1}{\phi_1 \cdots \phi_{n-2} \sqrt{\phi_{n-1} \phi_n}}.
\]

Let

\[
F(x) = \phi_0(x)(1, J(1), J(12), \ldots, J(1 \to (n - 2)), J(1 \to (n - 2)(n - 1)),
\]

\[
J(1 \to (n - 2)n), J(1 \to (n - 2)(n - 1)n) + J(1 \to (n - 2)n(n - 1)),
\]

\[
J(1 \to (n - 2)(n - 1)n(n - 2)) + J(1 \to (n - 2)n(n - 1)(n - 2)), \ldots,
\]

\[
J(1 \to n, (n - 2) \to 1) + J(1 \to (n - 2), n \to 1)
\]

be a vector of \(2n\) functions of \(x\).

Similarly for \(n\) functions \(\psi_1(y), \ldots, \psi_n(y)\) of \(y\), define \(G(y)\).

Use the old definition of \(\tau_i\) in terms of \(F\) and \(G\) as in (1.11). Then

\[
\sigma_i = \tau_i, \quad 1 \leq i \leq n - 2
\]

\[
\sigma_{n-1} = \sqrt{\tau_n + 2 \tau_{n-1} + \sqrt{\tau_n - 2 \tau_{n-1}}} \over 2
\]

\[
\sigma_n = \sqrt{\tau_n + 2 \tau_{n-1} - \sqrt{\tau_n - 2 \tau_{n-1}}} \over 2
\]

are solutions to the \(D_n\) Toda field theories \(\text{[14]}\). Here \(\sigma_{n-1}\) and \(\sigma_n\) are solutions to the following two conditions

\[
\sigma_{n-1} \sigma_n = \tau_{n-1},
\]

\[
\sigma_{n-1}^2 + \sigma_n^2 = \tau_n.
\]

Since the Cartan matrix for \(D_n\) is

\[
\begin{pmatrix}
2 & -1 \\
-1 & 2 & -1 \\
& & \ddots & \ddots \ddots \ddots \\
& & -1 & 2 & -1 & -1 \\
& & & -1 & 2 & -1 \\
& & & & -1 & 2
\end{pmatrix}
\]

by Proposition \(\text{[4.3]}\) this asserts that

\[
DD(\sigma_i) = \sigma_{i-1} \sigma_{i+1}, \quad 1 \leq i \leq n - 3
\]

\[
DD(\sigma_{n-2}) = \sigma_{n-3} \sigma_{n-1} \sigma_n
\]

\[
DD(\sigma_{n-1}) = \sigma_{n-2}
\]

\[
DD(\sigma_n) = \sigma_{n-2}
\]

Equivalently, the \(u_i = - \log \sigma_i\) for \(1 \leq i \leq n\) are solutions to the \(D_n\) Toda field theory in \(\text{[13]}\).

Remark 6.10. We finally remark that only the proofs of the last two equations (6.8) and (6.9) are not clear, although one can argue that (6.5) and (6.6) are the only ways to obtain a solution. This must be how Leznov \(\text{[Lez80]}\) arrived at these solutions and we reproduce the process as follows. By (6.4) and Proposition 4.6 we have

\[
DD(\sigma_{n-2}) = DD(\tau_{n-2}) = \tau_{n-3} \tau_{n-1} = \sigma_{n-3} \tau_{n-1}.
\]
Comparison with the wanted equation (6.7) gives (6.5). A simply calculation from (4.2) shows that
$$DD(vw) = DD(v)w^2 + v^2DD(w)$$
for two functions $v$ and $w$ of $x$ and $y$. Therefore (6.5) gives
$$DD(\tau_{n-1}) = DD(\sigma_{n-1}\sigma_n) = DD(\sigma_{n-1})\sigma_n^2 + \sigma_n^2DD(\sigma_n).$$
Proposition 4.6 again gives that $LHS = \tau_{n-2}\tau_n$. The wanted equations (6.8) and (6.9) give that $RHS = \sigma_{n-2}(\sigma_n^2 + \sigma_n^2)$. Therefore with (6.4), we get (6.6).
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