We propose the use of the Distributional Zeta-Function (DZF) for constructing a new set of Systemic Performance Measures (SPM). SPM have been proposed to investigate network synthesis problems such as the growing of linear consensus networks. The adoption of the DZF has shown interesting physical consequences that in the usual replica method are still unclarified, i.e., the connection between the spontaneous symmetry breaking mechanism and the structure of the replica space in the disordered model. We relate topology of the network and the partition function present in the DZF by using the spectral and the Hamiltonian structure of the system. The studied objects are the generalized partition function, the DZF, the Expected value of the replica partition function, and the quenched free energy of a field network. We show that with these objects we need few operations to increase the percentage of performance enhancement of a network. Furthermore, we evaluate the location of the optimal added links for each new SPM and calculate the performance improvement of the new network for each new SPM via the spectral zeta function, $\mathcal{H}_2$-norm, and the communicability between nodes. We present the advantages of this new set of SPM in the network synthesis and we propose other methods for using the DZF to explore some issues such as disorder, critical phenomena, finite-temperature, and finite-size effects on networks. Relevance of the results are discussed.

I. INTRODUCTION

A topic of special interest in network science is the improvement of robustness and global performance in order to respond adequately to external disturbances [1–13]. These issues are crucial for the sustainability of large scale dynamical networks from engineering to biological infrastructures [14–16]. One of the essential problems in this area is to study the effect of the uncertain exogenous inputs over remoteness of perturbed trajectories with respect to its working equilibrium point. The primary challenge, in these kind of problems, is to introduce meaningful and viable performance and robustness measures. These objects must capturate essential characteristics of the network. An accurate measure should be able to encapsulate steady-state, transient, microscopic, and macroscopic features of the perturbed large-scale dynamical network.

The performance analysis of linear consensus networks exposed to external stochastic disturbances has been studied by different objects. For example the $\mathcal{H}_2$-norm of the network has been employed as a scalar performance measure that captures the concept of coherence [17]. An important result about the structure of these objects shows that $\mathcal{H}_2$-norm is a function of the eigenvalues of the Laplacian matrix [17–19] under certain conditions (i.e., If the Laplacian matrix of the coupling graph of the network is normal). Besides the $\mathcal{H}_2$-norm, there are other functions presented as performance measures in [17], [20, 21]. In [22], it is shown that these objects acting as performance measures are Schur-convex functions in regard to the Laplacian eigenvalues. These performance measures, that are defined from entropy, spectral, and some system norms functions, manifest several helpful functional properties that permit their usage in network synthesis problems [23].

Recently, a kind of spectral function of Laplacian eigenvalues called Systemic Performance Measures (SPM) has been proposed to investigate network synthesis problems, such as the growing of linear consensus networks [24]. Numerous and widely used performance measures belong to this class, for example, spectral zeta function, Gamma entropy, expected transient output covariance, system Hankel norm, convergence rate to consensus state, logarithm of uncertainty volume of the output, Hardy-Schatten system norm, and many more. All these objects are monotone, convex, and orthogonally in-
variant \[24\].

In network analysis and especially for those methods based on statistical physics analogies, most adopted approaches to study complex structures are based on concepts from spectral graph theory \[25\]. It is known that from the analogies based on statistical mechanics \[26\–\39\], thermodynamics \[44\–\49\], as well quantum information \[41\–\44\], we can extract a set of spectral functions of Laplacian eigenvalues that are related with ensemble and thermodynamic quantities of interest. When a network is described by a partition function, thermodynamic quantities, such as energy, temperature and entropy can be straightforwardly derived from it. There are various approaches to obtain the partition function of a network \[45\]. For instance, using the heat bath analogy, where the energy states are related to the eigenvalues of a matrix representation of network structure, particles, which are in thermal equilibrium with the heat bath, begin to populate these energy states. Within this thermalization process, the energy states can be described by Maxwell–Boltzmann \[40\–\46\], Bose–Einstein \[27\–\40\], and Fermi–Dirac \[40\–\47\] occupation statistics. On the other hand, in \[55\] the authors show that the partition function can be computed from the matrix characteristic polynomial. In other works, such as in \[43\–\44\] the reduced Laplacian graph matrix \(\hat{L}\) is associated with the density matrix \(\hat{\rho}\), i.e., \(\hat{\rho} \sim \hat{L}\). However, the most used approach is establishing an identity relationship between the adjacency or Laplacian matrix, \(A\) and \(L\), respectively, with the Hamiltonian operator \(\hat{H}\), i.e., if \(\hat{H} = -\Delta + U(r,t)\) then the operators might be \(L = -\Delta\) and \(\hat{H} = -A\), or simply \(\hat{H} = L\), being \(\Delta\) the generalized Laplacian operator.

Using the aforementioned approach, we construct a set of Laplacian spectral functions from the formalism of Distributitional Zeta Function (DZF) that may serve us as SPM.

The DZF is a recent alternative method to average the disorder-dependent free energy in statistical field theory \[51\]. Within this approach, the dominant contribution to the average free energy is expressed as a series of the integer moments of the partition function of the model. The adoption of the indicated alternative has shown interesting physical consequences that have been unnoticed by the usual techniques such as the cavity \[52\–\53\] and replica methods \[54\], where the concept of replica symmetry breaking was introduced by Parisi in virtue of prevent unphysical results \[55\–\58\]. In the framework of DZF, it is proved the connection that exists between the spontaneous symmetry breaking mechanism and the replica symmetry ansatz in a disordered scalar model \[59\]. In \[59\], the authors show that since all replica partition functions are making a contribution to average free energy, the only alternative in each replica partition function is the replica symmetric ansatz, where according to DZF method the system has the possibility to develop a spontaneous symmetry breaking. We use this fact to generate objects where each subsystem of a complete graph is contributing to improve the network performance measure. The DZF method has been used successfully to study the Landau-Ginzburg approach in replica field theory \[59\], the disordered \(\lambda\phi^4+\rho\phi^6\) Landau-Ginzburg model \[60\], disordered Bose-Einstein condensate in hard walls trap \[61\], multiplicative noise in Euclidean Schwarzschild manifold \[62\], and more recently for polymers in random media \[63\]. Furthermore, it has been mentioned its potential for entanglement networks in random media \[64\].

In this paper, using auxiliary Euclidean fields over a disorder-induced interaction network, we construct a new set of SPM from DZF approach and we examine its advantages respect to other performance measures for searching meaningful and viable performance and robustness measures, and then for network synthesis problems. We study a \(d\)-dimensional Euclidean field theory where the replica fields are interacting via an external disordered field \(h(x)\). The objects subjected to study are the following: i) The generalized field network partition function; ii) The DZF of a field network; iii) The expected value of the replica field network partition function; and iv) The quenched free energy of a field network. We take advantage from the disordered-induced interaction, the functional form of DZF, the series representation of quenched free energy, and the spontaneous symmetry breaking mechanism and its physical implications to generate a set of parameters that maximize the improvement action of each new SPM. We show that with these objects we can obtain a performance improvement with a few operations over the network. Furthermore, we trace a path for the study of random media, finite size and temperature effects in this framework, beside a way to explore new issues in network science by statistical field theory.

This paper is organized as follows: In Sec. \[III\] we present the definitions and backgrounds necessary to tackle our problem. We revisit the SPM and DZF structure and define the objects to be extended to networks. In Sec. \[III\] we show the detailed construction of each aforementioned element of our new set of SPM and its conditions to be a SPM for the synthesis network problem. In Sec. \[IV\] we discuss the numerical results where we show that this new set is exposing advantages respect to the known SPM such as spectral zeta function and spectral entropy. We evaluate the percentage of performance enhancement for a given quantity of links added to the original network. Also, we evaluate the location of the optimal added links for each new SPM and calculate the performance improvement of the new graph for each new SPM via the spectral zeta function \[22\], \(\mathcal{H}_2\)-norm \[17\], and the communicability between nodes \[65\]. The concluding remarks are given in Sec. \[V\]. Theorems of interest are consigned in Appendix.
II. PRELIMINARIES AND DEFINITIONS

In this section, we review the background framework of our SPM construction from DZF approach. We begin by defining graphs and SPM, then explain the DZF method, and finally show a way to relate them.

A. Graphs

A graph is a 3-tuple \( G = [V, E, w] \) consisting of a set of nodes or vertex \( k \in V \), links or edges \( (i, j) \in E \subseteq V \times V \) and a function \( w : E \rightarrow \mathbb{R}^+ \) which assigns a weight to each edge. A network is a 3-tuple \( G(t) = [V(t), E(t), w(t); J] \). The dynamic behaviors parametrized by the temporal dimension \( t \) are called microrules that are represented algorithmically by \( J \). A Network is a dynamical graph.

A graph can be represented by its (weighted) adjacency matrix \( W \) as \( W_{ij} = w(i, j) \), being \( w(i, j) \) the weight of the link between the nodes \( v_i \) and \( v_j \). For a unweighted network we adopt the usual notation \( A \) and \( a_{ij} \) for its elements. The (weighted) degree matrix is defined by \( D = \text{diag}(d_1 \cdots d_k) \) where the (weighted) degree \( d_i \) of a node \( v_i \) is given by

\[
d_i = \sum_{n=1}^{k} w(i, n),
\]

being \( k \) the number of nodes in a graph.

The Laplacian matrix is defined by

\[
L = D - W.
\]

The normalized Laplacian matrix \( \tilde{L} \) is defined as

\[
\tilde{L} = D^{-1/2} LD^{-1/2}
\]

The elementwise expression of \( \tilde{L} \) is

\[
\tilde{l}_{ij} = \begin{cases} 
1 & \text{if } i = j \text{ and } d_j \neq 0, \\
-\frac{1}{\sqrt{d_id_j}} & \text{if } i \neq j \text{ and } (i, j) \in E, \\
0 & \text{otherwise.}
\end{cases}
\]

We denote the set of all Laplacian matrices that represent \( k \)-nodes connected weighted graphs by \( L_k \). Since \( G \) is both connected and undirected, the Laplacian matrix \( L \) has \( k-1 \) strictly positive eigenvalues and one zero eigenvalue. Taking \( 0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_k \) as the eigenvalues of Laplacian matrix \( L \), the operator \( \Lambda^{(k)} : \mathbb{R}_+^k \rightarrow \mathbb{R}_+^{k-1} \) is defined by \( \Lambda^{(k)}(L) = [\lambda_2 \cdots \lambda_k]^T \). The Moore-Penrose pseudoinverse of \( L \) is written as \( L^+ = [\tilde{l}_{ij}] \), which is a symmetric, doubly centered, square, and positive-semidefinite matrix. The eigenvalues of \( L \) are denoted by \( \lambda_i \). For a given link \( e = \{i, j\} \), \( r_e(L) \) indicates the effective resistance between nodes \( i \) and \( j \) in a graph represented by a Laplacian matrix \( L \), where its value can be computed by

\[
r_e(L) = t_{ii}^+ + t_{jj}^+ - 2t_{ij}^+.
\]

Definition 2.1: The derivative of a scalar function \( \rho(\cdot) \), with respect to the matrix \( X \in \mathbb{R}^{k \times k} \), is defined by

\[
\nabla_X \rho(X) := \begin{pmatrix} \frac{\partial \rho}{\partial x_{11}} & \frac{\partial \rho}{\partial x_{12}} & \cdots & \frac{\partial \rho}{\partial x_{1k}} \\ \frac{\partial \rho}{\partial x_{21}} & \frac{\partial \rho}{\partial x_{22}} & \cdots & \frac{\partial \rho}{\partial x_{2k}} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial \rho}{\partial x_{k1}} & \frac{\partial \rho}{\partial x_{k2}} & \cdots & \frac{\partial \rho}{\partial x_{kk}} \end{pmatrix},
\]

where \( X = [x_{ij}] \). The directional derivative of function \( \rho(X) \) in the direction of matrix \( Y \) is given by \( \nabla_X \rho(Y) = \langle \nabla_Y \rho(X), Y \rangle = \text{Tr}(\nabla \rho(X)Y) \).

Definition 2.2: For every \( x \in \mathbb{R}_+^n \), we denote \( x^\downarrow \) as a vector whose elements are a permuted version of elements of \( x \) in descending order. We say that \( x \) majorizes \( y \), which is represented by \( x \succeq y \), if and only if \( \sum_{l=1}^{k} x_i^\downarrow \geq \sum_{l=1}^{k} y_i^\downarrow \), \( \forall k = 1, \ldots, n-1 \).

Definition 2.3: The real-valued function \( \rho : \mathbb{R}^m \rightarrow \mathbb{R} \) is called Schur convex if \( F(x) \geq F(y) \) for every two vectors \( x \) and \( y \) with property \( x \succeq y \).

Definition 2.4: The usual Kronecker product is defined by

\[
A \otimes B = \begin{pmatrix} a_{11}B & \cdots & a_{1n}B \\ \vdots & \ddots & \vdots \\ a_{m1}B & \cdots & a_{mn}B \end{pmatrix},
\]

being \( A \in \mathbb{R}^{m \times n} \), \( B \in \mathbb{R}^{p \times q} \) and \( A \otimes B \in \mathbb{R}^{pm \times qn} \).

Definition 2.5: Assume that the fractal dimension \( D \) is written as \( D = n \) (integer) + \( d \) (decimal). Then we define the fractal dimensional matrix as a usual matrix where we add a special decimal row (column) \[ .67 \]. The \( D \)-dimensional square matrix is thus

\[
\begin{pmatrix} a_{11} & \cdots & a_{1n} & a_{1D} \\ \vdots & \ddots & \vdots & \vdots \\ a_{n1} & \cdots & a_{nn} & a_{nD} \\ a_{1D} & \cdots & a_{nD} & a_{DD} \end{pmatrix}
\]

in which the final row and column should be understood as a special decimal dimension \( d \). So all of linear algebra can be applied by the same way, but difference is only the final row and column.

B. Systemic Performance Measures

A SPM is defined as a real valued operator defined over the set of all linear consensus networks determined by the following expressions

\[
x(t) = -Lx(t) + \eta(t), \quad y(t) = M_kx(t),
\]

where \( x(t) \) is the state of the system, \( \eta(t) \) is the input, \( L \) is the Laplacian matrix, \( M_k \) is the output matrix, and \( y(t) \) is the output of the system.
where $x = [x_1, \ldots, x_k]^T$ is the vector state variable, $y = [y_1, \ldots, y_k]^T$ is the output, $\eta = [\eta_1, \ldots, \eta_k]$ a exogenous noise input, $L$ is a graph Laplacian matrix defined by $L_{ij}$, and $M_k$ the output matrix given by $M_k := I_k - \frac{1}{2} J_k$, that quantifies the quality of noise propagation in these networks, being $I_k$ and $J_k$, the $k \times k$ identity matrix and $k \times k$ matrix of all ones, respectively.

An operator $\rho : \mathcal{L}_k \to \mathbb{R}$ is called a SPM if it satisfies the following properties $\forall L \in \mathcal{L}_k$: i) Monotonicity: If $L \preceq L_1$, then $\rho(L_1) \preceq \rho(L_2)$; ii) Convexity: $\forall \alpha$ with $0 \leq \alpha \leq 1$, we have $\rho(\alpha L_1 + (1 - \alpha)L_2) \preceq \alpha \rho(L_1) + (1 - \alpha)\rho(L_2)$; iii) Orthogonal invariance: For all orthogonal matrices $U \in \mathbb{R}^{k \times k}$, we have $\rho(L) = \rho(U L U^T)$ (see definition 4 in [24]).

Furthermore, this operator $\rho : \mathcal{L}_k \to \mathbb{R}$, with these properties, is indeed a Schur-convex function of Laplacian eigenvalues and it can be represented by a a Schur-convex spectral function $\Phi : \mathbb{R}^{k-1} \to \mathbb{R}$ such that $\rho(L) = \Phi(\lambda_2, \ldots, \lambda_k)$ (see Theorem 1 in [24]). See the Appendix [12] to explore subsequent results which will use to determine the conditions that a selected spectral function must accomplish to be a SPM.

Some important examples of spectral systemic performance measures and its matrix operator and spectral representation are shown:

- Spectral zeta function
  \[
  \zeta_q(L) = (\text{tr}((L^*)^q))^{1/q} \Rightarrow \left(\sum_{i=2}^{k} \lambda_i^{-q}\right)^{1/q} \quad (10)
  \]

- Gamma entropy
  \[
  I_\gamma(L) = \gamma^2 \text{tr} \left( L - (L^2 - \gamma^2 M_n)^{1/2} \right) \Rightarrow \gamma^2 \sum_{i=2}^{k} \lambda_i - (\lambda_i^2 - \gamma^{-2})^{1/2} \quad (11)
  \]

- Expected transient output covariance
  \[
  \tau_t(L) = \frac{1}{2} \text{tr}(L^T (I - e^{-L_t})) \Rightarrow \frac{1}{2} \sum_{i=2}^{k} \lambda_i^{-1}(1 - e^{-\lambda_it}) \quad (12)
  \]

- Uncertainty volume of the output
  \[
  v(L) = (1 - k) \log 2 - \text{tr} \left( \log \left( L + \frac{1}{k} J_k \right) \right) \Rightarrow (1 - k) \log 2 - \sum_{i=2}^{k} \log \lambda_i \quad (13)
  \]

In [24], beside show that the above functions are SPM, the authors use them for growing linear consensus networks and improve its properties. In this paper we use these algorithms to explore the sensitivity of location of optimal links for each proposed SPM and its induced growing pattern. See Appendix [B 1] for further details.

C. The distributional zeta-function in disordered field theory

In this subsection we revisit how to obtain a replica field theory from an Euclidean scalar field theory in the presence of a disorder field. From functional integral formulation of field theory, we have two kinds of random variables. Primarily, we have the Euclidean fields. These fields are describing generalized Euclidean processes with zero mean and a covariance defined in terms of gradients. Apart from that, the other random variables are the disorder fields, characterized by the absence of any differential operator. Here we shall follow the description given in [51, 59].

The functional integral of the Euclidean scalar $\lambda \varphi^4$ model in the presence of a disorder field $h(x)$ is defined by

\[
Z(h) = \int d[\varphi] \exp \left( -S + \int d^d x h(x) \varphi(x) \right), \quad (14)
\]

being $S = S_0 + S_I$ the action that usually depicts a massive scalar field, where the contribution $S_0$ is given by

\[
S_0(\varphi) = \int d^d x \left( \frac{1}{2} (\partial \varphi)^2 + \frac{1}{2} m_0^2 \varphi^2(x) \right) \quad (15)
\]

and the contribution $S_I$ given by

\[
S_I(\varphi) = \int d^d x \frac{g_0}{4!} \varphi^4(x). \quad (16)
\]

The term $S_0$ is the free-field action, while $S_I$ is a non-Gaussian contribution that accounts for the interacting component. In the expression (14), $d[\varphi]$ is a functional measure given by

\[
d[\varphi] = \prod_x d\varphi(x). \quad (17)
\]

The terms $g_0$ and $m_0^2$ are the bare coupling constant and the bare mass square of the model, respectively. Finally, $h(x)$ is a quenched random field, with probability distribution $d\rho[h] = d[h] P(h)$, where $P(h)$ is

\[
P(h) = p_0 \exp \left( -\frac{1}{2\sigma} \int d^d x (h(x))^2 \right). \quad (18)
\]

The constant $\sigma$ is a small positive parameter associated with the disorder, while $p_0$ is a normalization factor. This is a delta-correlated field, i.e., $\mathbb{E}(h(x)h(y)) = \sigma \delta^d(x-y)$.

In this kind of scenarios, it is necessary to eliminate the disorder field. For a specified probability distribution
$P(h)$, we may average the disordered functional integral
$Z(h)$, and after apply the logarithm, yielding the defini-
tion of the annealed free energy. There is another free
energy, that is called the quenched free energy and it is
defined by

$$F_q = -\int d[h] P(h) \ln Z(h), \quad \text{(19)}$$

being $d[h] = \prod_x dh(x)$ a formal Lebesgue measure.

For computing (19), usually it is employed the replica
method. The main point in this method is to compute
integer moments of partition function $E[Z^k]$ and use such
information to calculate $E(\ln Z)$. In this method, firstly,
we construct the $k$-th power of the partition function
$Z^k = Z \times Z \times \cdots \times Z$. We interpret that product as a
new system formed by $k$ statistically independent copies
of the original system. Next, the expected value of the
partition function’s $k$-th power $E[Z^k(h)]$ is evaluated by
integrating over the disorder field on the new model (col-
lection of replicas). Notice that in $Z^k$, integration over
disorder field yields a system defined by $k$ replicas which
are no more statistically independent. Finally, the average
free energy is computed using the following identity

$$E[\ln Z(h)] = \lim_{k \to 0} \frac{\partial}{\partial k} E[Z^k(h)]. \quad \text{(20)}$$

The average value in the presence of the quenched dis-
order is then obtained in the limit of a zero-component
field theory, taking the limit $k \to 0$.

The alternative approach to calculate (19) is presented
in [51, 59] and it is called the distributional zeta func-
tion. An interesting issue of this method is that it is possible
to find an analytic expression for the free energy and all
the replicas are included on it. Their analysis starts from
the definition of a generalized zeta function

$$\zeta_{\mu, f}(s) = \int_X f^{-s}(x) d\mu(x),$$

where $(X, \mathcal{A}, \mu)$ is a measure space and $f : X \to (0, \infty)$ is
measurable. Therefore, for example if $f(x) = x$, $X = \mathbb{N}$
and $\mu$ being the counting measure, the Riemann zeta
function is obtained [58, 69]. If $\mu$ counts only the prime
numbers, we have the prime zeta function [70, 71]. If $X = \mathbb{R}$
and $\mu$ counts the eigenvalues of an elliptic operator, the
spectral zeta function is obtained [72, 74]. The authors
in [51, 59] extend this formalism for the case $f(h) = Z(h)$
and $d\mu(h) = d[h] P(h)$ leading the definition of the DZF
as

$$\Phi(s) = \int d[h] P(h) \frac{1}{Z^s(h)}. \quad \text{(21)}$$

Following the common steps for the spectral zeta func-
tion, the average free energy $F_q$ can be written as

$$F_q = \frac{d}{ds} \Phi(s) \bigg|_{s=0}, \quad \text{Re}[s] \geq 0. \quad \text{(22)}$$

Using analytical tools, the average free energy yields

$$F_q = \sum_{k=1}^{\infty} \frac{(-1)^k a^k}{k!} E[Z^k] + (\ln(a) + \gamma_e) - R(a), \quad \text{(23)}$$

where $\gamma_e$ is Euler’s constant and

$$|R(a)| \leq \frac{1}{Z(0)a} e^{-Z(0)a}, \quad \text{(24)}$$

with $a$ being an arbitrary dimensionless constant.

### III. DISTRIBUTIONAL ZETA FUNCTION PERFORMANCE MEASURES

In this section, we present the main contribution of this
paper. We present the detailed construction of the new
set of SPM composed of i) the generalized field network
partition function; ii) the DZF of a field network; iii) the
expected value of the replica field network partition func-
tion; and iv) the quenched free energy of a field network.

We examine the conditions that they must accomplish
to be a SPM and study the physical implications of our
interpretations over each object.

#### A. The generalized field network partition function

We start from the usual Lagrangian density for a com-
plex scalar field $\psi$

$$\mathcal{L} = i\psi \frac{\partial \psi}{\partial t} \frac{1}{2m} \nabla \psi^* \nabla \psi - U \psi^* \psi, \quad \text{(25)}$$

where $\nabla$ is the usual gradient operator and $U$ a potential
energy function.

The partition function $Z$ is then

$$Z = \int d[\psi] \exp \left[ i \int dt \left( \frac{\partial \psi^*}{\partial t} \frac{1}{2m} \nabla \psi^* \nabla \psi - U \psi^* \psi \right) \right]. \quad \text{(26)}$$

Now, we shall move to an Euclidean $d$-dimensional
space and a real scalar field $\varphi(x)$. In this case, the par-

tition function takes the form (after an integration by
parts)

$$Z = \int d[\varphi] \exp \left[ -\frac{1}{2} \int d^d x \varphi(x) (-\Delta + U) \varphi(x) \right], \quad \text{(27)}$$

where $\Delta$ denotes the Laplacian differential operator in
$\mathbb{R}^d$. Notice the difference between the Laplacian matrix
[2] and the Laplacian operator $\Delta$ which will be related
as follows.

Following the same procedure in [40], we establish the
following identity

$$-\Delta - U = \tilde{D} = D^{-1/2}LD^{-1/2}.$$
Then, Expression (27) with a disorder source coupled to the fields \( h(x) \) yields
\[
Z[\tilde{L}, h] = \int d[\varphi] \exp \left[ \frac{1}{2} \int d^d x \varphi(x) \tilde{L} \varphi(x) - \int d^d x h(x) \varphi(x) \right],
\] (28)
where \( h(x) \) is defined by (18). Expression (28) is the functional partition function in terms of the normalized Laplacian \( \tilde{L} \) of a graph.

Defining \( \varphi_i(x) \) as the \( i \)-th eigenfunction of \( \tilde{L} \) with eigenvalue \( \lambda_i \), we can define a partition function for each eigenfunction as follows (see Appendix A to explore the procedure that allows us to do that),
\[
Z_i[\tilde{L}, h] = \int d[\varphi_i] \exp \left[ \frac{1}{2} \int d^d x \varphi_i(x) \tilde{L} \varphi_i(x) - \int d^d x h(x) \varphi_i(x) \right].
\] (29)

Since we are dealing with eigenfunctions of \( \tilde{L} \), the above expression yields
\[
Z_i[\tilde{L}, h] = \int d[\varphi_i] \exp \left[ -\frac{1}{2} \int d^d x (\varphi_i(x))^2 - \int d^d x h(x) \varphi_i(x) \right].
\] (30)

Now, integrating over the disorder field \( Z_i[\tilde{L}] = \int d[h] P(h) Z_i[\tilde{L}, h] \), we have, after perform the Gaussian integrals,
\[
Z_i[\tilde{L}] = \sqrt{2\pi\sigma} \int d[\varphi_i] \exp \left[ \frac{1}{2} (\varphi_i + \tilde{\lambda}_i) \right] \exp \left( \frac{\lambda_i}{2} \right).
\] (31)

The last expression finally yields
\[
Z_i[\tilde{L}] = Z_i(\sigma, \tilde{\lambda}_i) = 2\pi \frac{\lambda_i}{\sigma + \lambda_i}.
\] (32)

We can move to the domain of the eigenvalues of \( \tilde{L} \). Thus, we define the first new SPM as follows
\[
\Phi_Z(\lambda_2, \ldots, \lambda_k; \sigma) = \sum_{i=2}^{k} Z_i(\lambda_i, \sigma) = 2\pi \sum_{i=2}^{k} \frac{\lambda_i}{\sigma + \lambda_i}.
\] (33)

Now, we have to show that the spectral function \( \Phi_Z : \mathbb{R}^{k-1} \rightarrow \mathbb{R} \) is a SPM. Then we have to show that (32) is a decreasing convex function (see Theorem A. 3. in Appendix B). We calculate \( v^T \nabla^2_{\lambda} Z_i(\sigma, \lambda_i) v \) for any \( v \in \mathbb{R}^{k-1} \) and show that it is a real positive value, being \( \nabla^2_{\lambda} Z_i(\sigma, \lambda_i) = \text{diag}(\partial^2 Z_2 / \partial \lambda^2_1, \ldots, \partial^2 Z_k / \partial \lambda^2_k) \). From (32), we have
\[
v^T \nabla^2_{\lambda} Z_i(\sigma, \lambda_i) v = \frac{3}{4} \sum_{j=1}^{k-1} \frac{\sigma^{1/2}}{(\sigma + \lambda_j)^{5/2}} v_j^2,
\] (34)

Therefore (32) is a convex and decreasing function; thus it is a SPM.

In virtue of Distributional zeta function of a graph
\[
\Phi(s, \tilde{L}) = \int d[h] P(h) \frac{1}{Z^s[\tilde{L}, h]}
\] (35)

we can evaluate a function
\[
\Phi_Z(\lambda_2, \ldots, \lambda_k; \sigma, p) = 2\pi \sum_{i=2}^{k} \left[ \frac{\sigma}{\sigma + \lambda_i} \right] \frac{1}{\lambda_i}. (36)
\] (37)

It is easy to show that (34) is a SPM if \(-1 \leq p \leq 1\).

**B. The expected value of the replica field network partition function**

In this case, we use the Laplacian matrix \( L(k) \) where the \( k \) dependency must be taken as the number of replica fields \( \varphi(x) \) acting as nodes. From (23), we can observe that it is necessary to evaluate \( Z^k \) and its expected value \( E[Z^k] \). Beginning with \( Z^k \), we have the following expression
\[
(Z(h))^k = \int \prod_{i=1}^{k} d[\varphi_i] \exp \left( -\sum_{j=1}^{k} S(\varphi_i, h) \right).
\] (38)

Moreover, using the probability distribution of the disorder \( \Phi_Z(\lambda_2, \ldots, \lambda_k; \sigma) \), after integrating over the disorder the generic replica partition function yields
\[
E[Z^k] = \int \prod_{i=1}^{k} d[\varphi_i] \exp(-S_{\text{eff}}(\varphi_i)),
\] (39)

being \( S_{\text{eff}}(\varphi_i) \) the effective action given by
\[
S_{\text{eff}}(\varphi_i) = \frac{1}{2} \sum_{i,j=1}^{k} \int d^d x \int d^d y \varphi_i(x) D_{ij}(x-y) \varphi_j(y)
\]
\[
+ \frac{\lambda_0}{4!} \sum_{i=1}^{k} \int d^d x \varphi_i^4(x),
\] (40)

where
\[
D_{ij}(x-y) = (\delta_{ij}(-\Delta + m^2_0) - \sigma) \delta^d(x-y),
\] (41)

here, \( \Delta \) denotes the Laplacian operator in \( \mathbb{R}^d \), as before. Expressions (36), (37) and (38) are analogous to a Euclidean field theory for \( k \) interacting replica fields. Expression (36), with an external source, can be taken as the generating functional of the correlation functions of the model. Using a statistical mechanics concept, it is called a replica partition function.

We can see that disorder fields in this replica scenario define interactions between the replica fields. Let us suppose that the disorder has information about the new
interaction between the fields; in this sense we encode the interaction in the disorder parameter \( \sigma \) as \( \sigma \to a_{ij}\sigma \) being \( a_{ij} \) the adjacency matrix elements.

The expected value of the replica generalized partition function yields,

\[
\mathbb{E}[Z^k[L(k)]] = \int \prod_{i=1}^{k} d[\varphi_i] \exp \left( -\frac{1}{2} \sum_{\mu,\nu}^{k} \int d^d x \int d^d y \varphi_{\mu}(\delta_{\mu\nu} \Delta_{\mu\nu} - \sigma \alpha_{\mu\nu}) \delta^d(x-y) \varphi_{\nu} \right). \tag{39}
\]

Rewriting the above expression we have

\[
\mathbb{E}[Z^k[L(k)]] = \int \prod_{i=1}^{k} d[\varphi_i] \exp \left( -\frac{1}{2} \sum_{\mu,\nu}^{k} \int d^d x \int d^d y \varphi_{\mu} G_{\mu\nu}(k, \sigma) \delta^d(x-y) \varphi_{\nu} \right), \tag{40}
\]

where matrix \( G(k, \sigma) \) is defined as

\[
G(k, \sigma) = \sigma L(k) + (1 - \sigma) D(k). \tag{41}
\]

Using the well-known results for Gaussian integrals, we have that the result of (40) can be written as

\[
\mathbb{E}[Z^k[L(k)]] = \sqrt{\frac{(2\pi)^k}{\text{det}[G(k, \sigma)]}} = \sqrt{\frac{(2\pi)^k}{\sum_{\chi \in S_k} \text{sgn}(\chi) \prod_{i=1}^{k} G_i(k, \sigma)}}. \tag{42}
\]

where the sum is computed over all permutations \( \chi \) of the set \( \{1, 2, ..., k\} \) and \( S_k \) is the set of all such permutations (also known as the symmetric group on \( k \) elements).

To obtain the explicit dependence with the Laplacian matrix elements, we have

\[
\mathbb{E}[Z^k[L(k)]] = \sqrt{\frac{(2\pi)^k}{\sum_{\chi \in S_k} \text{sgn}(\chi) \prod_{i=1}^{k} \sigma \lambda_{i,\chi}^{2} + (1 - \sigma) \Delta_{i,\chi}}} \tag{43}
\]

In order to show that (43) is a SPM, we can express the last expression in its spectral form as

\[
\Phi_{\mathbb{E}[Z^k[L(k)]]} = \sqrt{\frac{(2\pi)^k}{\prod_{i=1}^{k} [(1 - \sigma) d_{ii} + \sigma \lambda_{i}^2]}}. \tag{44}
\]

We need to show that \( \nabla_\sigma^2 \Phi_{\mathbb{E}[Z^k[L(k)]]} \leq 0 \), where the Hessian of (44) is given by

\[
\frac{\partial^2 \Phi_{\mathbb{E}[Z^k[L(k)]]}}{\partial \lambda_i \partial \lambda_j} = \frac{\sigma^2}{2} \Phi_{\mathbb{E}[Z^k[L(k)]]} \left[ \frac{1}{2\beta_i\beta_j} + \frac{\delta_{ij}}{\beta_i^2} \right], \tag{45}
\]

being

\[
\beta_i = (1 - \sigma) d_{ii} + \sigma \lambda_i. \tag{46}
\]

As before, to verify \( \nabla_\sigma^2 \Phi_{\mathbb{E}[Z^k[L(k)]]} \leq 0 \) we must show that \( v^T \nabla_\sigma^2 \Phi_{\mathbb{E}[Z^k[L(k)]]} v \leq 0 \) for all vectors \( v \in \mathbb{R}^k \). We have that

\[
v^T \nabla_\sigma^2 \Phi_{\mathbb{E}[Z^k[L(k)]]} v = \frac{3\sigma^2}{4} \Phi_{\mathbb{E}[Z^k[L(k)]]} v^T \Lambda v + \frac{\sigma^2}{4} \Phi_{\mathbb{E}[Z^k[L(k)]]} v^T \Gamma v, \tag{47}
\]

being \( \Lambda \) a diagonal positive-definite matrix defined by

\[
\Lambda = \begin{pmatrix}
\beta_1^{-1} & 0 & \cdots & 0 \\
0 & \beta_2^{-2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \beta_k^{-2}
\end{pmatrix}, \tag{48}
\]

and \( \Gamma \) is a hollow symmetric nonnegative (HSN) matrix defined by

\[
\Gamma = \begin{pmatrix}
0 & (\beta_1 \beta_2)^{-1} & \cdots & (\beta_1 \beta_k)^{-1} \\
(\beta_2 \beta_1)^{-1} & 0 & \cdots & (\beta_2 \beta_k)^{-1} \\
\vdots & \vdots & \ddots & \vdots \\
(\beta_k \beta_1)^{-1} & (\beta_k \beta_2)^{-1} & \cdots & 0
\end{pmatrix}. \tag{49}
\]

By using Ramsey-based theorems \[6\] \[SU\] we can extract relations for the eigenvalues of (49) (see Appendix C for further development). With these relations we will have two scenarios. Firstly, when \( v^T \Gamma v \geq 0 \) or \( v^T \Gamma v \leq 0 \) and \( \|v\|^2 v^T \Lambda \|v\|^2 \leq 3\|v\|^2 v^T \Lambda v \), the function (43) is convex. Thus (43) is a SPM.

On the other hand, if \( v^T \Gamma v \leq 0 \) and \( 3\|v\|^2 \Delta v \leq |v^T \Gamma v| \) the function (43) is concave. Now with the following decreasing convex function

\[
h_\sigma(x) = x - \frac{x^{p+1}}{p+1} \quad \text{for all} \quad 2 \leq p \leq \infty
\]

We have that

\[
\Phi_{\mathbb{E}[Z^k[L(k)]]}(\lambda_1, \ldots, \lambda_k; \sigma, p) = h_\sigma(\mathbb{E}[Z^k[L(k)]] = (\mathbb{E}[Z^k[L(k)]] - \frac{p+1}{p+1}) \tag{50}
\]

is convex, then (43) is a SPM.

In order to apply the growing Algorithms 1 and 2 we define the matrix elements \( (\nabla_L \mathbb{E}[Z^k[L(k)]]_{\mu\nu}) \) as

\[
(\nabla_L \mathbb{E}[Z^k[L(k)]]_{\mu\nu}) = \frac{\partial \mathbb{E}[Z^k[L(k)]]}{\partial \mu} \tag{51}
\]

After some algebraic steps, and applying some matrix determinant properties, we have

\[
(\nabla_L \mathbb{E}[Z^k[L(k)]]_{\mu\nu}) = - \frac{\mu^3}{2(2\pi)^k} \mathcal{L}_{\mu\nu}(k) \tag{52}
\]

being the matrix elements \( \mathcal{L}_{\mu\nu}(k) \) defined by
where $\delta_{\alpha, \beta}$ is the usual Kronecker delta and $\epsilon_{i_1,...,i_k}$ is the totally antisymmetric Levi-Civita symbol.

Finally, let us evaluate the logarithm of the expected value. We have that

$$\log(\mathbb{E}[Z^k[L(k)]] = \frac{k}{2} \log(2\pi) - \log \left( \sum_{\gamma \in S_k} \sgn(\gamma) \prod_{i=1}^{k} a_{i, \gamma_i} \right).$$

Its spectral representation is given by

$$\Phi_{\log(\mathbb{E}[Z^k])}(\lambda_1, ..., \lambda_k; \sigma) = \frac{k}{2} \log(2\pi) - \sum_{i=1}^{k} \log|\beta_i|,$$

remembering that $\beta_i \equiv \beta_i(\lambda_i)$ is defined by (46). To show that function (54) is a SPM we show that $v^T \nabla^2 \Phi_{\log(\mathbb{E}[Z^k])} v \geq 0$ for any $v \in \mathbb{R}^n$, this quantity yields

$$v^T \nabla^2 \Phi_{\log(\mathbb{E}[Z^k])} v = \sigma^2 \sum_{i=1}^{k} \left( (1-\sigma) a_{i,i} + \sigma \lambda_i \right)^2 \geq 0.$$ 

Therefore (54) is a SPM.

### C. The quenched free energy of a field network

Following the discussion that offers the DZF approach [59], we have that the average free energy is written as a series of the integer moments of the partition function of the model. It is shown that there exists a spontaneous symmetry breaking mechanism in the disordered model. In order to show this mechanism, we have that the ground state configurations of a field $\varphi(x)$ are defined by the following saddle-point equation

$$(-\Delta + m_0^2) \varphi_h(x) + \frac{\lambda_0}{3!} \varphi_h^3(x) = h(x)$$

where $\varphi_h(x)$ denotes the field defined for a particular configuration of disorder. After integrating out the disorder field in a generic replica partition function, the saddle-point equation yields

$$(-\Delta + m_0^2) \varphi_i(x) + \frac{\lambda_0}{3!} \varphi_i^3(x) = \sigma \sum_{j=1}^{k} \varphi_j(x).$$

Applying the replica symmetric ansatz, we have

$$(-\Delta + m_0^2 - k\sigma) \varphi_i(x) + \frac{\lambda_0}{3!} \varphi_i^3(x) = 0.$$ 

(55)

In this approach, we must take into account all replica partition functions contributing to the average free energy. Assuming $m_0^2 > 0$, a critical $k_c$ is defined as

$$k_c = \lfloor m_0^2 / \sigma \rfloor$$

where $\lfloor x \rfloor$ denotes the integer part of $x$. For $m_0^2 \geq \sigma$, $m_0^2 - k\sigma \geq 0$ is satisfied as $k_c \leq k$. From (55), in this situation, each replica field fluctuates around the zero value, which is understood as the stable equilibrium state. This scenario is different for the contributions where $k_c \geq k$. In this situation the replica fields, with $k \leq k_c$, still fluctuating around the zero value. Nevertheless it is not an equilibrium state anymore. In the framework of field operators, this means that if we compute the vacuum expectation value of such fields, it does not vanish. This is precisely the schema in which spontaneous symmetry breaking emerges.

For a very large $\sigma$ the dominant contribution of (23) can be written as

$$F_q = \sum_{k=1}^{N} \frac{(-1)^k a_k}{k!} \mathbb{E}[Z^k[L(k)]]$$

(56)

Observe that this series representation has two kinds of replica partition functions. For $k \leq k_c$, following Hückel orbital method [82, 83] (neglecting self-interactions) we have

$$\mathbb{E}^{(1)}[Z^k[L(k)]] = \int \prod_{i=1}^{k} d[\varphi_i] \exp(-S_{eff}(\varphi_i))$$

(57)

where

$$S_{eff}(\varphi_i) = \frac{1}{2} \sum_{i,j=1}^{k} \int d^4x \int d^4y \varphi_i(x) B_{ij}(m_0, \sigma; x-y) \varphi_j(x)$$

(58)

being the operator matrix elements $B_{ij}$ defined by

$$B_{ij}(m_0, \sigma; x-y) = (\delta_{ij}(l_{ij} + m_0^2) - a_{ij}\sigma) \delta^4(x-y).$$

(59)

For $k_c < k \leq N$, the replica partition function $\mathbb{E}^{(2)}[Z^k[L(k)]]$ is

$$\mathbb{E}^{(2)}[Z^k[L(k)]] = \int \prod_{j=1}^{k} d[\varphi_j] \exp(-S_{eff}(\varphi_j))$$

(60)

where

$$S_{eff}(\varphi_i) = \frac{1}{2} \sum_{i,j=1}^{k} \int d^4x \int d^4y \varphi_i(x) C_{ij}(m_0, \sigma, N; x-y) \varphi_j(x)$$

(61)

being the operator matrix elements $C_{ij}$ defined by

$$C_{ij}(m_0, \sigma, N; x-y) = (\delta_{ij}(l_{ij} + 3\sigma N - 2m_0^2) - a_{ij}\sigma) \delta^4(x-y).$$

(62)
Thus, we can rewrite (56) as

\[ F_q = \sum_{k=1}^{k_c} \frac{(-1)^k d_k}{k! k} \mathcal{E}^{(1)}[Z^k[L(k)]] + \sum_{k=k_c+1}^{N} \frac{(-1)^k d_k}{k! k} \mathcal{E}^{(2)}[Z^k[L(k)]]. \] (63)

Each term of the series expansion (63) can be interpreted as a subgraph contribution of \( k \) interacting fields of the total graph of \( N \) interacting fields. Therefore, we shall now examine when (56) could be a SPM.

Following the analysis of the previous subsection we shall define the matrix set of interest as follow,

\[ \Lambda^{(1)} = \begin{pmatrix} \zeta_1^{-2} & 0 & \cdots & 0 \\ 0 & \zeta_2^{-2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \zeta_k^{-2} \end{pmatrix}, \] (64)

and

\[ \Gamma^{(1)} = \begin{pmatrix} 0 & (\zeta_1 \zeta_2)^{-1} & \cdots & (\zeta_1 \zeta_k)^{-1} \\ (\zeta_1 \zeta_2)^{-1} & 0 & \cdots & (\zeta_2 \zeta_k)^{-1} \\ \vdots & \vdots & \ddots & \vdots \\ (\zeta_1 \zeta_k)^{-1} & (\zeta_2 \zeta_k)^{-1} & \cdots & 0 \end{pmatrix}. \] (65)

being

\[ \zeta_i = (1 - \sigma)d_{ii} + \sigma \lambda_i + m_0^2 \delta_{ii}. \] (66)

On the other hand

\[ \Lambda^{(2)} = \begin{pmatrix} \zeta_1^{-2} & 0 & \cdots & 0 \\ 0 & \zeta_2^{-2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \zeta_k^{-2} \end{pmatrix}, \] (67)

and

\[ \Gamma^{(2)} = \begin{pmatrix} 0 & (\zeta_1 \zeta_2)^{-1} & \cdots & (\zeta_1 \zeta_k)^{-1} \\ (\zeta_1 \zeta_2)^{-1} & 0 & \cdots & (\zeta_2 \zeta_k)^{-1} \\ \vdots & \vdots & \ddots & \vdots \\ (\zeta_1 \zeta_k)^{-1} & (\zeta_2 \zeta_k)^{-1} & \cdots & 0 \end{pmatrix}. \] (68)

being

\[ \zeta_i = (1 - \sigma)d_{ii} + \sigma \lambda_i + (3\sigma N - 2m_0^2) \delta_{ii}. \] (69)

Let the eigenvalues of \( \Gamma^{(j)} \) be denoted by \( \{\gamma_i^{(j)}\} (j = 1, 2) \) and assume that they have been arranged in nonincreasing order \( \gamma_1^{(j)} \geq \cdots \geq \gamma_k^{(j)} \). Then if \( v^T \Gamma^{(j)} v \leq 0 \) the eigenvalues must accomplish the following relation

\[ 0 \leq \gamma_1^{(j)} v_1^2 \leq \sum_{i=2}^{k} \gamma_i^{(j)} v_i^2. \] (70)

Otherwise, if \( v^T \Gamma^{(j)} v \geq 0 \), we have that

\[ 0 \leq \sum_{i=2}^{k} \gamma_i^{(j)} v_i^2 \leq \gamma_1^{(j)} v_1^2. \] (71)

Then, when \( v^T \Gamma^{(j)} v \geq 0 \) or \( v^T \Gamma^{(j)} v \leq 0 \) and \( |v^T \Gamma^{(j)} v| \leq 3v^T \Lambda^{(j)} v \), for each \( k \) the function (63) is convex. Thus the following function

\[ \Phi_{F_q}(\lambda_1, \ldots, \lambda_k) = \sum_{k=1}^{k_c} \left( \frac{(2\pi)^k}{k!} \prod_{i=1}^{k} [\zeta_i(k)] \right)^{-\frac{p+1}{p}} \] (72)

is a SPM. On the other hand, if \( v^T \Gamma^{(j)} v \leq 0 \) and \( 3v^T \Lambda^{(j)} v \leq |v^T \Gamma^{(j)} v| \) the function (63) is concave. We use the auxiliar convex function \( h_n(x) \) giving us the following SMP function

\[ \Phi_{F_q}(\lambda_1, \ldots, \lambda_k; p) = \sum_{k=1}^{k_c} \left( \frac{(2\pi)^k}{k!} \prod_{i=1}^{k} [\zeta_i(k)] \right)^{-\frac{p+1}{p}} \] (73)

Therefore the matrix \( \nabla_L F_q \) is given by

\[ \nabla_L F_q = \sum_{k=1}^{k_c} \frac{(-1)^k}{k! k} \mathbf{1}^{(k)} \otimes \nabla_L \mathcal{E}^{(1)}[Z^k[L(k)]] + \sum_{k=k_c+1}^{N} \frac{(-1)^k}{k! k} \mathbf{1}^{(k)} \otimes \nabla_L \mathcal{E}^{(2)}[Z^k[L(k)]] \] (74)

where \( \mathbf{1}^{(k)} \) is a \( D = N/k \)-fractal-dimensional matrix, defined by [30], where its unique non-null element is the entry \( \mathbf{1}_{11}^{(k)} = 1 \), and \( \otimes \) is the usual Kronecker product.

**IV. NUMERICAL RESULTS**

In this section, we explore numerical results to show the advantages of the proposed SPM. We shall work with a Barabási-Albert Network with \( k = 30 \) nodes and 6 edges added at each step; see FIG. 1.

First, we shall study the following quantity

\[ \pi_n := \frac{\theta_0 - \theta_n}{\theta_0} \times 100 \] (75)

that represents the percentage of performance enhancement for all values of design parameter \( 1 \leq n \leq k-1 \) (see Appendix [B] for the nature of this quantity, \( n \) is the number of new links added).

The results for the SPM from partition function (32) show that the 50% performance improvement is achieved
by adding 15 and 16 links. In the FIG. 2 we can observe a similar behavior with respect the SPM reported in [24]. However, something interesting occurs with values of $p < 1$. Within these values, we can achieve the 50% performance improvement by adding less than 9 links. It shows a great advantage in the network synthesis problem. We can improve the performance with a few operations. In FIG. 3 we can see that for $p = 0.1$, $p = 0.2$, $p = 0.3$, $p = 0.4$, we have to add at least 3-4, 5-6, 8-9, 10-11 links, respectively, to achieve the 50% performance improvement. Showing a great advantage respect other known SPM. Now, we may compute the behavior of (75) with respect to the disorder parameter $σ$. The results depicted in FIG. 4 are showing that the low disorder regime will bring us a best performance improvement by adding few links.

For the SPM from expected value of the replica generalized partition function (50), we have that, in contrast with the partition function, for large values of $p$ we observe that the 50% performance improvement is achieved with less links than the above case. See FIG. 5 for $p = 1.5$, $p = 3.0$, $p = 4.0$, $p = 5.0$.

However, For the logarithm of expected value $\Phi_{\text{log}}(E[Z^k])$ we observe similar behavior to the known SMP. See FIG. 6 and FIG. 7. In the FIG. 8 we can evidence more explicitly the effect of disorder parameter, i.e., in a regime of high disorder is more difficult to reach an optimal performance enhancement with few steps.

As before, we compute the behavior of (75) with respect to the disorder parameter $σ$. In FIG. 8 we have that the region where we can achieve the 40%-60% performance improvement with a low reasonable added links quantity has increased; even in the great disorder limit we have a good behavior for few added links.

A comparison of the advantage of our SPM with respect to other known SPMs are depicted in FIG. 9. We can see that our set of parameters associated to our new set of SPM give us the possibility to obtain ranges and values that improve the behavior of our objects and show better results with respect to other spectral functions. We can see that we need to add 1 or 2 links to improve the network performance over the 50%.
FIG. 5: Value of $\pi_n$ with respect to $\Phi_{E[Z_k]}(\lambda_2, \ldots, \lambda_n, \sigma = 0.1; p)$ for (a) $p = 1.5$, (b) $p = 3.0$, (c) $p = 4.0$, (d) $p = 5.0$.

Finally, for the free energy of a graph with disorder, results show considerable improvement with respect the other studied SPMs. As we previously mentioned, each contribution of the series representation (73) is interpreted as a subgraph of the total graph. For example, let us consider the network and its subsystems shown in FIG. 10. Each step will contribute to the total free energy as it is shown. The improvement could be originated by consider the dynamics of each subgraph and the phase transition controlled by the new parameter $m_0^2$. In FIG. 11 are depicted the results for different configurations of replica fields. We can evidence that these configurations improve the behavior of the aforementioned SPM.

On the other hand, in Fig. 12 we show the results of apply the growing Algorithm 1 and 2 to a Albert-Barabási network with $k = 30$. The set candidate links is the set of all possible links in the coupling graph, i.e., $|E_c| = \frac{1}{2}k(k - 1)$. All the candidate links have an identical weight. The first row is showing the pattern of growing when we use the SPM with $p = 0.1$ and $\sigma = 0.1$. In this case, we have a pattern that profiles an ordered growing promoting clusters generation. The case of SPM with $p = 1.5$ and $\sigma = 0.1$ the ordered growing have disappear so far and this object tends to a homogeneous growing. In both cases the measures of coherence, cap-

FIG. 6: Value of $\pi_n$ with respect to $\Phi_{\log(E[Z_k])}$ with $\sigma = 0.1$.

FIG. 7: Value of $\pi_n$ with respect to $\Phi_{\log(E[Z_k])}$ and $\sigma$.

FIG. 8: Value of $\pi_n$ with respect to $\Phi_{E[Z_k]}(\lambda_2, \ldots, \lambda_n, \sigma; p)$ and the disorder parameter $\sigma$ for (a) $p = 1.5$, (b) $p = 3.0$, (c) $p = 4.0$, (d) $p = 5.0$.

FIG. 9: Comparison of different SMPs, expected value of the replica generalized partition function $\Phi_{E[Z_k]}(p = 1.5)$ (yellow), partition function $\Phi_Z(p = 0.1)$ (blue), spectral zeta function (10) $\zeta_1$ (red), expected transient covariance (12) $\tau_t = 0.1$ (green), and $\Phi_Z(p = 1.5)$ (orange).
FIG. 10: Subgraphs contribution to $\Phi_{F_p(r)}$.

FIG. 11: Value of $\pi_n$ with respect to $\Phi_{F_p(r)}$ for (a) $\sigma = 0.1$, $p = 1.5$ and $1$ field in the second phase, (b) $\sigma = 0.1$, $p = 1.5$ and $29$ fields in the second phase, (c) $\sigma = 0.1$, $p = 1.5$ and $15$ fields in the second phase, (d) $\sigma = 0.5$, $p = 1.5$ and $15$ fields in the second phase.

The communicability $G_c(p,q)$ between the nodes $p$ and $q$ in the network (associated with the Green function of a network) is defined by

$$G_c(p,q) = \sum_{j=1}^{k} \psi_j(p)\psi_j(q)e^{\alpha_j}$$

where $\psi_j(p)$ is the $p$th element of the $j$th orthonormal eigenvector of the adjacency matrix associated with the eigenvalue $\alpha_j$, is depicted in FIG. 13. The communicability of $\Phi_{F_p(r)}$ communicability for degree nodes are depicted in the row 1. The original newtork is in the last row of this column. The second column is for SPM (34) with $p = 0.1$ and $\sigma = 0.1$ and the third column is for SPM (50) with $p = 1.5$ and $\sigma = 0.1$. The final row corresponds to the final result after adding 60 weighted links. Here is more easy to evidence the growing patterns induced by each SPM. For the three situations we have a typical pattern of assortative communicability as reported in [65]. The assortative communicability may appear in homogeneous networks where the hubs can communicate to each other with or without structural bottlenecks [84]; we can see that for the case of the final pattern induced by SPM (34) we have a hub formation and communication without structural bottlenecks, where can be manifest interhub communication by indirect routes [85], meanwhile for (50), the communicability has grown in a homogeneous manner. This difference of growing dynamics shows the different scenarios where we could use the elements of our new set of SPM.

Finally, we study the communicability and network communities by with the quantity $\Delta G(p,q)$ defined by

$$\Delta G(p,q) = G(p,q) - \psi_1(p)\psi_1(q)e^{\alpha_1}$$

$$= \sum_{j=2}^{k} \psi_j^+(p)\psi_j^+(q)e^{\alpha_j} + \sum_{j=2}^{k} \psi_j^-(p)\psi_j^-(q)e^{\alpha_j}$$

$$+ \sum_{j=2}^{k} \psi_j^+(p)\psi_j^-(q)e^{\alpha_j}$$

(77)
FIG. 12: Sensitivity of location of optimal links as a function of SPM (34) with $p = 0.1$ and $\sigma = 0.1$ (first row) vs. SPM (50) with $p = 1.5$ and $\sigma = 0.1$ (second row).

where $\psi_j^+$ are the eigenvectors components with positive sign and $\psi_j^-$ with negative ones. The Eq. (34) can be rewritten in virtue of the first and second term represent the intracluster communicability and the last term represents the intercluster communicability [65]. Therefore we have

$$
\Delta G(p, q) = \sum_{j=2}^{\text{intracluster}} \psi_j(p)\psi_j(q)e^{\alpha_j} - \sum_{j=2}^{\text{intercluster}} \psi_j(p)\psi_j(q)e^{\alpha_j},
$$

(78)

In FIG. 14 we show the quantity (78) for the SPM (34) with $p = 0.1$ and $\sigma = 0.1$ and SPM (50) with $p = 1.5$ and $\sigma = 0.1$. We have that we obtain a community formation when we use the SPM (34) [86]; we can evidence in FIG. 14 (b) an usual pattern of community structure as reported in [65]. Otherwise, is clear the lack of communities formation.

V. CONCLUDING REMARKS

In this paper, we consider a disorder field theory defined in a $d$-dimensional Euclidean space as a background to construct a new set of SPM to define proper measurements that may capture essential characteristics of a network. Furthermore, they can be used in the network design problem. It is known that when we have a disorder field interacting with scalar fields, the ground state configurations of fields are defined by a saddle-point equation, where the solutions of such an equation depend on particular configurations of disorder. Generally, a way to study these kind of systems is by averaging the free energy of system over the disorder field. The replica method has been used for this purpose. However, recently an alternative approach to compute this average called the Distributional Zeta Function (DZF) has been used with success for a several physical systems with disorder. In this approach, the leading contribution to the average free energy is expressed as a series of integer moments of the partition function of the model. Each term of this series depicts a replica field theory. Since all replicas contribute to average free energy, it is shown that under this formalism there exists a spontaneous symmetry breaking between the replica field theories.

Using this framework, we have extended this approach to networks to construct a set of Laplacian spectral functions and evaluate the conditions that they must accomplish to be a SPM. We have constructed and studied four spectral functions, i.e., i) The generalized field network partition function; ii) The Distributional Zeta Function of a field network; iii) The Expected value of the replica field network partition function; and iv) The quenched Free Energy of a field network. We have taken advantage from the disordered-induced interaction, the functional form of DZF, the series representation of quenched free energy, and the spontaneous symmetry breaking mechanism, and its physical implications to generate a set of parameters that maximize the improvement action of
FIG. 13: Communicability \(\{76\}\) of the original network (first column), grown network with SPM \(\{34\}\) with \(p = 0.1\) and \(\sigma = 0.1\) (second column) and grown network with SPM \(\{50\}\) with \(p = 1.5\) and \(\sigma = 0.1\) (third column), for analysis of network design problem. The first row shows the communicability respect to node degree. The final row of each column corresponds to the original network and the resultant networks after adding 60 links with its respective SPM.

FIG. 14: Quantity \(\Delta G(p, q)\) \(\{78\}\) for (a) the original network, (b) grown network with SPM \(\{34\}\) with \(p = 0.1\) and \(\sigma = 0.1\), and (c) grown network with SPM \(\{50\}\) with \(p = 1.5\) and \(\sigma = 0.1\). We have a community formation for SPM \(\{34\}\).

each new SPM. Each object can be used to study different topological and thermodynamics issues of networks in an analogous form that have been used the energy, entropy, temperature, and density matrix before.

We have shown that these DZF-based SMPs exhibit great advantages for obtaining a performance improvement with a few operations over the network. We obtained that after the process of adding links, the performance measurements of interest reach a significant percentage increase, and our objects can be used as a performance measurement to explore other network issues of interest. Furthermore, by studying the communicability of the resulting grown networks (associated with the Green function of network), we showed that each new object induce a different growing pattern that could be use for different design purposes.

A crucial point is that, in the case of the quenched free energy of a field network, each subgraph (each replica system) with its own dynamics is contributing to the formation of SPM. It shows a great advantage with respect to other spectral functions. We showed that a high enhancement percentage can be obtained with a very few num-
ber of steps. This shows that the spontaneous symmetry breaking mechanism discovered under the DZF formalism can bring us a path to use different phase transitions situations to construct and evaluate performance measures. Furthermore, we want to point out that the extension of network science to field theory could bring us a more general scenario to study issues that have been unnoticed by the current tools.

A natural continuation of this paper is to study other Euclidean models (such as Landau-Ginzburg model [87],89, Gross-Pitaeekii model [90,92], Euclidean Schwarzschild and other curved manifolds [93–97] in order to obtain new elements for the set of DZF-based SPMs and extract out its advances from its physical consequences. Another continuation is to evaluate different phase transitions problems and entanglement networks of quantum systems of interest (such as qubits [98–102]) for phase transitions problems and entanglement networks of quantum systems of interest (such as qubits [98–102]). Finally, the objects that we have constructed here can be used to study design, formation, growing, and robustness of real life networks to obtain a deeper understanding of their complexity. We can relate these objects with an existing robustness techniques to unveil structural vulnerability and improve network resiliency against cascading collapse [108]. These issues are under investigation by the authors.

ACKNOWLEDGMENTS

This paper was partially supported by the VIII Convocatoria para el Desarrollo y Fortalecimiento de los Grupos de Investigación en Uniminuto with code C119-173 and Industrial Engineering of Interests from the Corporación Universitaria Minuto de Dios (Uniminuto, Colombia).

APPENDIX

In this appendix we include further developments and several theorems of interest that bring us tools to develop our DZF-based SPMs.

Appendix A: Hermiticity of normalized graph Laplacian operator

In order to study the properties of (3) and its usefulness to establish a relation with the Hamiltonian operator, let us firstly define the inner product (·, ·) over a Hilbert space as

\[(f_n(x), f_m(x)) = \int_a^b p(x) f_n^*(x) f_m(x).\] (A1)

Furthermore, the orthonormality of weight \(p(x)\), over an interval \([a, b]\), between two functions \(f_n(x)\) and \(f_m(x)\) is defined by

\[\int_a^b dx p(x) f_n^*(x) f_m(x) = \delta_{nm}.\] (A2)

Therefore, the following theorem allows us to replace formally a hermitic operator by the normalized graph Laplacian assumed too as a hermitic operator.

Theorem A.1.: Let \(f_{\mu}(x)\) be a solution of the following eigenvalues problem, \(\forall \mu \in \mathbb{N}\),

\[\tilde{L} f_{\mu}(x) = \tilde{\lambda}_{\mu} f_{\mu}(x)\] (A3)

then \(\tilde{L}\) is a hermitic operator, that is,

\[(f_{\mu}(x), \tilde{L} f_{\nu}(x)) = (\tilde{L} f_{\mu}(x), f_{\nu}(x)),\] (A4)

Proof: To show that \(\tilde{L}\) is hermitic, we have to show

\[\int_a^b dx f_{\nu}^*(x) \tilde{L} f_{\mu}(x) = \int_a^b dx [\tilde{L} f_{\nu}(x)]^T f_{\mu}(x).\] (A5)

The matrix elements are

\[\tilde{L} f_{\mu}(x)] = \sum_j \tilde{i}_{ij}(f_{\mu}(x))_j.\] (A6)

Then, the scalar product yields

\[f_{\nu}^T(x) \tilde{L} f_{\mu}(x) = \sum_{ij} \tilde{i}_{ij}(f_{\nu}(x))_i(f_{\mu}(x))_j.\]

Analogously

\[\tilde{L} f_{\nu}(x)] = \sum_{ij} \tilde{i}_{ij}(f_{\nu}(x))_i(f_{\mu}(x))_j.\]

Thus, we have to show that

\[\sum_{ij} \tilde{i}_{ij}(f_{\mu}(x))_j(f_{\nu}(x))_i = \sum_{ij} \tilde{i}_{ij}(f_{\nu}(x))_i(f_{\mu}(x))_j.\] (A7)

From the matrix elements \(\tilde{i}_{ij}\) and the expression \(\tilde{i}_{ij}\), we have that, for \(i = j\),

\[\sum_i (f_{\mu}(x))_i(f_{\nu}(x))_i = \sum_i (f_{\nu}(x))_i(f_{\mu}(x))_i.\] (A8)

For \(i \neq j\), since the symmetry and the mude indices, we have

\[\sum_{ij} \tilde{i}_{ij}(f_{\mu}(x))_j(f_{\nu}(x))_i = \sum_{ij} \tilde{i}_{ij}(f_{\nu}(x))_j(f_{\mu}(x))_i = \sum_{ij} \tilde{i}_{ij}(f_{\nu}(x))_j(f_{\mu}(x))_i.\]

Then,

\[0 = (\tilde{\lambda}_{\mu} + \tilde{\lambda}_{\nu}) \int_a^b dx p(x) f_{\nu}^T(x) f_{\mu} = (f_{\mu}(x), \tilde{L} f_{\nu}(x)) - (\tilde{L} f_{\mu}(x), f_{\nu}(x)).\] (A9)

Therefore the graph Laplacian operator is hermitic. ■

Corollary A.2.: The functions that accomplish \(\tilde{L} f_{\mu}(x) = \tilde{\lambda}_{\mu} f_{\mu}(x)\) generate a basis in a Hilbert space.
Appendix B: Theorems for determine conditions to be a SPM

In this Appendix we list the important theorems presented in [24] to explore the conditions that must accomplish a candidate function to be a SPM.

**Theorem A.3.** Let $L \in \mathbb{L}_k$. Assume that $\varphi : \mathbb{R}_+ \rightarrow \mathbb{R}$ is a decreasing convex function. Then, the following is a SPM. In addition, if $\varphi$ is also a homogeneous function of order $-\kappa$ with $\kappa > 1$, then the following spectral function:

$$\rho(L) = \sum_{i=2}^{k} \varphi(\lambda_i)$$  \hfill (B1)

is a SPM. In addition, if $\varphi$ is also a homogeneous function of order $-\kappa$ with $\kappa > 1$, then the following spectral function:

$$\rho(L) = \left[ \sum_{i=2}^{k} \varphi(\lambda_i) \right]^{\frac{1}{\kappa}}$$  \hfill (B2)

is also a SPM.

It is known that the Laplacian eigenvalues of a network are characterized by the global features of the intrinsic coupling graph. This is the reason why every performance measure that satisfies the aforementioned definition is labeled with the adjective systemic.

There is a theorem that compute the theoretical bounds for the best achievable values for the performance measure. Denoting the optimal cost value by $r^*_k(\varphi)$, the theorem reads

**Theorem A.4.** Suppose that an ordered set of Laplacian eigenvalues $\lambda_2 \leq \cdots \leq \lambda_k$ is given. Let $\mathcal{E}_c$ be a set of candidate links endowed with a weight function $\varpi : \mathcal{E}_c \rightarrow \mathbb{R}_+$. Consider a design parameter $1 \leq n \leq k - 1$. Therefore the following inequality

$$r^*_n(\varpi) > \Phi(\lambda_{n+2}, \ldots, \lambda_k, \infty, \ldots, \infty)$$

holds for all weight functions $\varpi$. For $k \geq n$, all lower bounds are equal to $\Phi(\infty, \ldots, \infty)$. Furthermore, if the SPM can be expressed in the following decomposable form

$$\rho(L) = \sum_{i=2}^{k} \varphi(\lambda_i)$$

being $\varphi : \mathbb{R}_+ \rightarrow \mathbb{R}$ a decreasing convex function with \( \lim_{\lambda \rightarrow \infty} \varphi(\lambda) = 0 \), then the best achievable performance measure is characterized by

$$r^*_k(\varpi) > \sum_{i=n+2}^{k} \varphi(\lambda_i).$$

The value of this lower bound is given by Eq. (75).

1. Growing Algorithms

In [24] the authors use SPM to growing networks by the combinatorial optimization problem of minimize $\rho(L + \tilde{L})$ subject to a definition of a set of all possible appended subgraphs, being $\tilde{L}$ a Laplacian matrix of this set. The resulting network with Laplacian matrix $L + \tilde{L}$ is referred to as the augmented network. We have that the candidate link set $\mathcal{E}_C$ contains information about the authorized locations to establish new feedback interconnections in the network. We have two kinds of growing algorithms based on linearization and greedy approximation.

**Algorithm 1:** For the first algorithm, based on linearization, we have to set the Laplacian matrix of the original network $L$, a set of candidate links $\mathcal{E}_C$, a weight function of these links $\varpi$, and a design parameter $n$. For each cycle $\tau = 1$ to $n$ we must find a link $e = \{i, j\} \in \mathcal{E}_C$ that returns the maximum value for

$$\varpi(e) (\nabla_L \rho(L)_{ii} + \nabla_L \rho(L)_{jj} - \nabla_L \rho(L)_{ij} - \nabla_L \rho(L)_{ji}),$$

then, we set the solution $e^*$ to update our appended Laplacian matrix $\tilde{L}$ as $\tilde{L} = L + \varpi(e^*) L_{e^*}$, at the same time we update the set $\mathcal{E}_C$ as $\mathcal{E}_C = \mathcal{E}_C - \{e^*\}$. The same procedure is performed for the next step.

**Algorithm 2:** For the other algorithm we set the Laplacian matrix of the original network $L$, a set of candidate links $\mathcal{E}_C$, a weight function of these links $\varpi$, and a design parameter $n$. For each cycle $\tau = 1$ to $n$ we must find a link $e = \{i, j\} \in \mathcal{E}_C$ that returns the maximum value for

$$\rho(\tilde{L}) - \rho(L + \varpi(e) L_e),$$

then, we set the solution $e^*$ to update our appended Laplacian matrix $\tilde{L}$ as $\tilde{L} = L + \varpi(e^*) L_{e^*}$, at the same time we update the set $\mathcal{E}_C$ as $\mathcal{E}_C = \mathcal{E}_C - \{e^*\}$. The same procedure is performed for the next step.

Appendix C: Ramsey-based theorems for the eigenvalues of a HSN matrix

In this Appendix, we present a list of Ramsey-based theorems to evaluate the number of nonpositive eigenvalues of an HSN matrix and find relations that must accomplish the eigenvalues of [19] in order to study when [43] and [50] are SPM. The complete discussions and demonstrations can be found in [79]-[81].

**Theorem A.5.** Assume $A$ is a Hermitian matrix, and denote $B$ as the principal submatrix of $A$. Denote the eigenvalues of $A$ and $B$ by $\{a_i\}$ and $\{b_i\}$, respectively. Suppose that they have been arranged in nonincreasing order $a_1 \geq \cdots \geq a_n$ and $b_1 \geq \cdots \geq b_{n-1}$. Then

$$a_i \geq b_i \geq a_{i+1}, \text{ for } i = 1, 2, ..., n - 1.$$

Within the above theorem it can be concluded that if a matrix has a principal submatrix with $k$ nonpositive
eigenvalues, thus the matrix itself has at least $k$ non-positive eigenvalues. This will be especially helpful in the situation where $G$ is a complete graph or an empty graph, two kinds of graphs that naturally arise in Ramsey theory. Supposing that we wish to color the edges of a complete graph $G$ with $n$ colors, we may define the \textit{generalized Ramsey number} $R(r_1, r_2, ..., r_n)$ as the minimum number of vertices of the complete graph $G$ such that for some $i \in \{1, 2, ..., n\}$, there is an induced complete subgraph on $r_i$ vertices with all edges of color $i$. The existence of such number is assured by Ramsey’s theorem.

With the idea of the generalized Ramsey number we can relate the off-diagonal entries of a $n$-by-$n$ HSM that are drawn from a fixed finite set with the number of non-positive eigenvalues.

\textbf{Theorem A.6.} Denote $S$ as a finite set of nonnegative numbers. Assume that $k$ is a fixed positive integer. Then there is an $n$ such that all HSN matrices of order at least $n$ and with off-diagonal entries from $S$ have at least $k$ nonpositive eigenvalues.

\textbf{Corollary A.7.} Denote $S$ as a finite set of positive numbers. Assume that $k$ is a fixed positive integer. Then, there is an $n$ such that all HSN matrices of order at least $n$, and with off-diagonal entries from $S$, have at least $k$ negative eigenvalues.

The above corollary can be generalized to infinite sets with a mild, but improved, restriction.

\textbf{Theorem A.8.} Let $0 < \epsilon < 1$ be a real number. Assume that $k$ is a fixed positive integer. Then, there is an $n$ such that all HSN matrices of order at least $n$, and with off-diagonal entries from $(\epsilon, 1]$, have at least $k$ negative eigenvalues.

\textbf{Corollary A.9.} Let $0 < \epsilon < 1$ be a real number. Assume that $k$ is a fixed positive integer. Then, there is an $n$ such that all HSN matrices of order at least $n$, and with off-diagonal entries from $\{0\} \cup (\epsilon, 1]$ have at least $k$ negative eigenvalues.

Finally we have a result showing that more sophisticated division gives us a much better bound for $\epsilon$.

\textbf{Theorem A.10.} Consider $n$ and $2 \leq k \leq n - 1$ two positive integers. Denote $c$ as the smallest integer for which

$$n \leq R(k + 1, k + 1, ..., k + 1).$$

Setting $\epsilon = [k/(k + 1)]^c$, we shall have that all HSN matrices of order at least $n$, and with off-diagonal entries from $(\epsilon, 1]$, have at least $k$ negative eigenvalues.

For the first part of (47) we can evidence that $(3\sigma^2 \Phi_{E[Z^{k}(\lambda(k))]/4} u^T \Lambda v \geq 0$, thus the following inequality holds

$$v^T \nabla^2 \Phi_{E[Z^{k}(\lambda(k))]} v \geq \frac{\sigma^2}{4} \Phi_{E[Z^{k}(\lambda(k))]} u^T \Gamma v.$$  \hfill (C1)

We shall study the nature of $v^T \Gamma v$ with the aforementioned theorems. Thus, there exists a fixed $n = k - 1$ integer such that $n \leq R(k, k, ..., k)$ that holds the quantity of negative eigenvalues of our $k$-by-$k$ HSN matrix (49) in exactly $k - 1$. Then the matrix (49) is indefinite. Knowing the nature of its eigenvalues, we can stabilize a set of cases for our study. Let the eigenvalues of (49) be denoted by $\{\gamma_i\}$ and assume that they have been arranged in nonincreasing order $\gamma_1 \geq \cdots \geq \gamma_k$. Then if $v^T \Gamma v \leq 0$ the eigenvalues must accomplish the following relation

$$0 \leq \gamma_1 v_1^2 \leq \sum_{i=2}^{k} \gamma_i v_i^2 .$$  \hfill (C2)

Otherwise, if $v^T \Gamma v \geq 0$, we have that

$$0 \leq \sum_{i=2}^{k} \gamma_i v_i^2 \leq \gamma_1 v_1^2 .$$  \hfill (C3)
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