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ABSTRACT

We present three large-scale hydropower planning models implemented in our open-source software framework StochasticPrograms.jl developed using the Julia programming language. The framework provides an expressive syntax for formulating stochastic programming models and has distributed capabilities that can handle large-scale instances. The three models describe different case studies of the hydroelectric power plants in the Swedish river Skellefteälven. The models are two-stage stochastic programs with sampled scenarios that describe uncertain electricity prices and local water inflows. The first model is a day-ahead planning problem that concerns how to determine optimal order strategies in a day-ahead energy market. We pose this problem from the perspective of a hydropower producer, who participates in the Nordic day-ahead market and operates in the Swedish river Skellefteälven. We implement the day-ahead model using our computational tools and then solve large-scale instances of the problem in a distributed environment. A statistically significant value of running stochastic planning is obtained using a sample-based algorithm. Next, we consider a variation of the day-ahead problem that includes preventive maintenance scheduling. We show how intricate coordination between the submitted market orders and the maintenance schedule results in a larger value of the stochastic solution than the day-ahead problem. The final model is a capacity expansion problem with a long planning horizon. The same methodology is applied as when solving the first two hydropower problems. However, the planning horizon is considerably longer, from one year up to 20 years compared to a 24 hour horizon. We note that the relative significance of the value of the stochastic solution is much greater when comparing to the extra profits incurred from the capacity expansion instead of the total profit.

1 Introduction

Engineering problems often involve making decisions under uncertainty. In particular, hydropower operations are associated with various random elements that make it difficult to operate optimally. For example, the future electricity price is not known when scheduling the next-day production, which could incur a loss of profit if not considered. While power production from renewable sources, such as solar and wind, is constantly expanding, the production is irregular in nature. Therefore, a large increase of renewable power production can lead to large imbalances in the power grid. Because hydropower production can be delayed by storing water in reservoirs it is possible to coordinate the power production to balance the power grid. This is only possible if the random renewable production is taken into account when planning the hydropower production. Seasonal planning of reservoir contents is also associated with random demand in load from end users as well as random water inflow. Hydropower operations in the Nordic regions are also affected by snow melt. Therefore, if the reservoir levels are high during the spring flood, there is an high risk of spillage. This results in lost opportunities for power production. In all examples, uncertainty can be taken into account during planning by formulating and solving a mathematical model.
In this paper, we present three large-scale hydropower models implemented in the open-source software framework StochasticPrograms.jl. Stochastic programming is a well-established approach in power systems modeling [1, 2, 3, 4]. We showcase how our framework can be used to formulate complex energy models with uncertain elements. Moreover, we utilize the parallel capabilities and specialized algorithms in the framework to handle large-scale instances of the energy models. We will present three case studies on large-scale hydropower modeling to illustrate the potential of our framework.

2 Preliminaries

We first provide some necessary background information to keep this work self-contained. We list some preliminary stochastic programming results that will be used throughout the paper and briefly introduce our software framework. We also describe the deterministic and uncertain data parameters that are required to create the hydropower models.

2.1 Stochastic programming

A two-stage linear stochastic program is given by

$$\begin{align*}
\text{minimize} & \quad c^T x + E_{\xi}[Q(x, \xi(\omega))] \\
\text{subject to} & \quad Ax = b \\
& \quad x \geq 0,
\end{align*}$$

where

$$Q(x, \xi(\omega)) = \min_{y \in \mathbb{R}^m} q^T \omega y$$

s.t. $T_x x + W y = h_\omega$

$$y \geq 0.$$  

The formulation seeks the first-stage decision $x$ that is optimal in expectation over a set of future uncertain scenarios. A specific scenario $\omega$ is drawn from the sample space $\Omega$. The random variable $\xi(\omega) = \begin{pmatrix} q_\omega \\ h_\omega \\ T_\omega \\ \vdots \\ T_\omega^n \end{pmatrix}$

then parameterizes the second-stage subproblem (2) where corrective actions $y$ can be taken to mitigate the first-stage decision. The value of the recourse problem, or the VRP, is the optimal value of (1).

If $\Omega$ is finite, say with $N$ scenarios of probability $\pi_s, s \in \{1, \ldots, N\}$ respectively, then we can represent (1) compactly as

$$\begin{align*}
\text{minimize} & \quad c^T x + \sum_{s=1}^N \pi_s q_s^T y_s \\
\text{subject to} & \quad Ax = b \\
& \quad T_x x + W y_s = h_s, \quad s = 1, \ldots, N \\
& \quad x \geq 0, \quad y_s \geq 0, \quad s = 1, \ldots, N.
\end{align*}$$  

For small $N$, it is viable to solve this problem with standard solvers. For large $N$, decomposition approaches [5, 6] are required. If $\Omega$ is not finite, the stochastic program (1) is exactly computable only under certain assumptions. However, it is possible to formulate computationally tractable approximations of (1) using the finite form (3). The most common approximation technique is the sample average approximation (SAA) [7]. Assume that we sample $N$ scenarios $\omega_s, s = 1, \ldots, N$ independently from $\Omega$ with equal probability. These scenarios now constitute a finite sample space $\tilde{\Omega}$ with the measure

$$\tilde{\pi}(\omega_s) = \frac{1}{N}, \quad s = 1, \ldots, N,$$

and we can use them to create a sampled model in finite extensive form (4). An optimal solution to this sampled model approximates the optimal solution to (1) in the sense that the empirical average second-stage cost $\frac{1}{N} \sum_{s=1}^N q_s^T \hat{y}_s$, where $\hat{y}_s = \arg \min_{y \in \mathbb{R}^m} \{Q(x, \xi(\omega_s))\}$, converges pointwise with probability 1 to $E_{\xi}[Q(x, \xi(\omega))]$ as $N$ goes to infinity [8].
In practice, we do not reach this asymptotic limit, and instead, rely on statistical approaches. Such methods are based on the following central limit result [9]. As \(N\) goes to infinity, it holds that \(\sqrt{N}(V_N - VRP) \rightarrow_d \mathcal{N}(0, \text{Var}_\xi(Q(x, \xi)))\), where

\[
V_N = \min_{x \in \mathcal{X}} c^T x + \sum_{s=1}^{N} Q(x, \xi_s).
\]

This result provides a basis for calculating confidence intervals around the VRP of (1), as described next.

We follow the methodology developed in [7]. First, given any \(x \in \mathbb{R}^n\), consider

\[
V_N(x) = c^T x + \frac{1}{N} \sum_{s=1}^{N} Q(x, \xi_s).
\]  

(4)

Evaluation of the subproblems is cheap compared to solving (3); so, we can use large values of \(N\). Now, we solve \(T\) sampled batches of the above problem, using \(\{\xi^i\}_{i=1}^{T}\) where all \(\xi^i = \{\xi^i_s\}_{s=1}^{N}\) are \(N\) IID samples of \(\xi\), and construct the unbiased estimator

\[
U_T = \frac{1}{T} \sum_{i=1}^{T} V_N^i = \frac{1}{T} \sum_{i=1}^{T} \left( c^T x + \frac{1}{N} \sum_{s=1}^{N} Q(x, \xi^i_s) \right),
\]

which estimates \(V(x)\). Using the \(\alpha\)-critical value of the \(t\)-distribution with \(T-1\) degrees of freedom, a \((1 - \alpha)\) confidence interval around \(U_T\) is given by

\[
\left[ U_T - \frac{t_{\alpha/2, T-1}}{\sqrt{T}} \sigma_T^2, U_T + \frac{t_{\alpha/2, T-1}}{\sqrt{T}} \sigma_T^2 \right],
\]

where the sample variance is given by

\[
\sigma_T^2 = \frac{1}{T-1} \sum_{i=1}^{T} (V_N^i(x) - U_T)^2.
\]

A lower bound on the gap between \(V(x)\) and the VRP of (1) is computed by first solving \(N\)-sized sampled instances of the form

\[
\hat{V}_N^i = \min_{x \in \mathcal{X}} c^T x + \frac{1}{N} \sum_{s=1}^{N} Q(x, \xi^i_s)
\]

s.t.

\[
A x = b
\]

\[
x \geq 0
\]

(5)

for \(M\) sampled IID batches \(\{\xi^i\}_{i=1}^{N}\). Now,

\[
VRP = \min_{x \in \mathcal{X}, \mathbb{E}[Q(x, \xi(\omega))]} c^T x + \mathbb{E}[Q(x, \xi)] = \min_{x \in \mathcal{X}} \mathbb{E}_{\xi^i} \left[ c^T x + \frac{1}{N} \sum_{s=1}^{N} Q(x, \xi^i_s) \right] \geq \mathbb{E}_{\xi^i} \left[ \hat{V}_N^i \right].
\]

Consequently,

\[
VRP \geq \mathbb{E}_{\xi^i} \left[ \hat{V}_N^i \right],
\]

and an estimate of this lower bound can be computed by

\[
L_{N,M} = \frac{1}{M} \sum_{i=1}^{M} \hat{V}_N^i.
\]

Because this involves solving stochastic programs, the values of \(M\) or \(N\) cannot be too large for the procedure to be computationally tractable on a single node. In a distributed environment, we can employ parallel solver strategies since the procedure trivially parallelizes over \(M\). An approximate \((1 - \alpha)\) confidence interval around the lower bound is then given by

\[
\left[ L_{N,M} - \frac{t_{\alpha/2, M-1} \sigma_{N,M}^2}{\sqrt{M}}, L_{N,M} + \frac{t_{\alpha/2, M-1} \sigma_{N,M}^2}{\sqrt{M}} \right],
\]
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where the sample variance is given by

$$\sigma_{N,M}^2 = \frac{1}{M-1} \sum_{i=1}^{M} (\hat{V}_{i}^N - L_{N,M})^2.$$ 

The two bounds are now combined to form a \((1 - 2\alpha)\) confidence interval around the gap between \(V(x)\) and the VRP of \((1)\): 

$$[0, U_T - L_{N,M} + \frac{t_{\alpha/2,T-1} \sigma_{N,M}^2}{\sqrt{T}} + \frac{t_{\alpha/2,M-1} \sigma_{N,M}^2}{\sqrt{M}}].$$

If we acquire a candidate decision by solving a single sampled instance, then we can use the above procedures to calculate a confidence interval around the VRP of \((1)\). Specifically, assume that \(\hat{x}_N\) is the optimizer of some sampled instance of size \(N\). A confidence interval around the VRP of \((1)\) is then given by

$$[L_{VRP}, U_{VRP}] = [L_{N,M} - \frac{t_{\alpha/2,M-1} \sigma_{N,M}^2}{\sqrt{M}}, \hat{U}_{N,T} + \frac{t_{\alpha/2,T-1} \sigma_{N,T}^2}{\sqrt{T}}],$$

where 

$$\hat{U}_{N,T} = \frac{1}{T} \sum_{i=1}^{T} \left( c^T \hat{x}_N + \frac{1}{N} \sum_{s=1}^{N} Q(\hat{x}_N, \xi_i) \right),$$

and 

$$\hat{\sigma}_{N,T}^2 = \frac{1}{T-1} \sum_{i=1}^{T} \left( \left( c^T \hat{x}_N + \frac{1}{N} \sum_{s=1}^{N} Q(\hat{x}_N, \xi_i) \right) - \hat{U}_{N,T} \right)^2.$$ 

The remaining quantities are calculated as before. Because the sampled solution \(\hat{x}_N\) converges to the optimizer \(\bar{x}\) as \(N \to \infty\), it follows that \(\hat{U}_{N,T}\) decreases with \(N\) while \(L_{N,M}\) increases with \(N\). Hence, the length of the resulting confidence interval \((6)\) will decrease with \(N\). We can therefore employ an iterative procedure, where \(N\) is increased until the length of the confidence interval decreases to some desired relative tolerance. We would then report the resulting confidence interval \([L_{VRP}, U_{VRP}]\) around the VRP of \((1)\).

After solving \((1)\), either exactly for finite problems or approximately using SAA, we can compute a classical measures of stochastic performance: The value of the stochastic solution. This quantities is well defined for finite models \((3)\). When \(\Omega\) is infinite, we again employ the statistical approach as outlined above. Given 

$$\bar{\xi} = \mathbb{E}_{\xi}[\xi(\omega)]$$

the expected value decision \(\bar{x}\) associated with \((1)\) is given by the solution to

$$\begin{align*}
\text{minimize} & \quad c^T x + Q(x, \bar{\xi}) \\
\text{subject to} & \quad A x = b \\
& \quad x \geq 0.
\end{align*}$$

This problem is known as the expected value problem. The expected result of the expected value decision, or the EEV, is then given by

$$EEV = c^T \bar{x} + \mathbb{E}_{\xi}[Q(\bar{x}, \xi(\omega))].$$

Now, the value of the stochastic solution, or the VSS, is given by

$$VSS = VRP - EEV.$$ 

The VSS measures the expected loss of ignoring the uncertainty in the problem. It indicates if the second stage is sensitive to the stochastic data and if there is any value in considering a stochastic formulation.

When \(\Omega\) is infinite, we first use SAA to determine a confidence interval \([L_{VRP}, U_{VRP}]\) around the VRP. This calculation involves solving sampled instances of size \(N\). We then sample \(N\) scenarios from \(\Omega\) to obtain \(\{\xi_i\}_{i=1}^{N}\), calculate the expected outcome

$$\bar{\xi} = \frac{1}{N} \sum_{i=1}^{N} \xi_i,$$
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and determine an expected value decision $\bar{x}$ according to (8). An EEV approximation is then obtained by

$$EEV = c^T \bar{x} + \frac{1}{N} \sum_{i=1}^{\bar{N}} Q(\bar{x}, \xi_i).$$

where $\{\xi_i\}_{i=1}^{\bar{N}}$ is a batch of $\bar{N}$ IID sampled scenarios. A confidence interval around the EEV is then given by

$$[L_{EEV}, U_{EEV}] = \left[ EEV - \frac{z_{\alpha/2} \sigma_{EEV}^2}{\sqrt{\bar{N}}}, EEV + \frac{z_{\alpha/2} \sigma_{EEV}^2}{\sqrt{\bar{N}}} \right],$$

where

$$\sigma_{EEV}^2 = \frac{1}{N-1} \sum_{i=1}^{\bar{N}} (Q(\bar{x}, \xi_i) - EEV)^2.$$

Now, if there is no overlap between the confidence interval around VRP and the confidence interval around EEV, there is a VSS that is statistically significant to the chosen significance level $\alpha$. A confidence interval around this VSS is then given by

$$[L_{VSS}, U_{VSS}] = [L_{VRP} - U_{EEV}, U_{VRP} - L_{EEV}].$$

We will utilize these techniques to calculate confidence intervals around the stochastic solution in all considered hydropower planning models.

### 2.2 StochasticPrograms.jl

The open-source framework StochasticPrograms.jl [10], or SPjl for short, is implemented in the Julia programming language and allows the user to efficiently formulate and solve stochastic programs. Moreover, it is designed to scale seamlessly to distributed environments. The framework also includes a solver suite with efficient implementations of the structure-exploiting L-shaped, progressive-hedging, and quasi-gradient algorithms. Each algorithm has a parallel extension that can solve large stochastic programs distributed over multiple cores. SPjl provides a domain-specific language for stochastic programming, as exemplified in Listing 1, leveraged by the algebraic modeling language JuMP [11].

The code listing defines a general stochastic model object that can be used to generate specific stochastic programming instances. If a list of scenarios is provided, a finite stochastic program in the form (3) is created. This model can then be solved efficiently using decomposition algorithms. The user can then conveniently query the resulting VRP and calculate the VSS. SPjl provides a variety of computational tools for analysing stochastic programs. See the online documentation for more details. If we instead provide a sampler capable of generating scenarios, we can run the sample average approximation scheme outline above to compute confidence intervals around the stochastic solution. Sampled subproblems instantiated during the SAA algorithm can be distributed and solved efficiently using the framework tools available for finite models. We will showcase how SPjl can be utilized to pose and solve complex and large hydropower planning models.

[Listing 1: Example declaration of a stochastic program.](#)

```julia
@stochastic_model begin
@stage 1 begin
@decision(model, x[i in 1:10] >= 0)
@objective(model, Min, sum(x))
end
@stage 2 begin
@parameters W
@uncertain q T h
@recourse (model, y[j in 1:5] >= 0)
@objective(model, Max, q * y)
@constraint(model, T * x + W * y .== h)
end
end
```
2.3 Physical data

The physical data parameters used in all three model formulations are provided here. The deterministic parameters constitute physical hydro plant parameters and trade regulations. Physical parameters for the power stations in Skellefteälven is available in [12, 13] and are provided in Table 1. We will use this data in all three hydropower models presented in the subsequent sections, and refer back to this table. The physical parameters include reservoir capacities, discharge limits, and water travel time between adjacent stations. Water volume is measured in hour equivalents (HE), which corresponds to a water flow of 1 m$^3$/s during one hour. Trade regularizations, including for example trading fees and order limits, are available at NordPool [14]. Next, we describe uncertain parameters that are also present in all three models.

2.4 Uncertainty modeling

Two major random elements in hydropower planning are the unknown future electricity price and the unknown future inflow of water to reservoirs. With the aim of posing hydropower planning problems in SP.jl, we will first consider how to model these random elements. To this end, we have proposed a noise-driven recurrent neural network (RNN) structure for forecasting electricity prices and local inflow to water reservoirs in the Swedish river Skellefteälven [15]. We provide a brief re-cap of the essentials. The main aim of the proposed RNN structure is to enable forecasting of sequential data with seasonal variation, without having to rely on long input sequences. The general structure of the forecaster is shown in Figure 1. The proposed network structure consists of two key components. First, an initializer network is used to compute the initial state of the forecasted sequence. The inputs to the initializer network are a set of seasonal indicators $s$ and a Gaussian noise signal $\tilde{w}$. The structure is used to pose both a price forecaster and an inflow forecaster. The price forecaster was trained on historical price from NordPool [16], while the inflow forecaster was trained on historical local inflow data in Skellefteälven from the Swedish Meteorological and Hydrological Institute (SMHI) [17]. We showed in [15] that the trained forecasters can generate realistic price and inflow scenarios, with seasonal variation, from a sampled noise signal. We will utilize these forecasters in the following sections, where we consider three case studies on stochastic planning related to the hydropower stations in the Swedish river Skellefteälven.

\begin{center}
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Plant} & \textbf{Capacity $P$ [MW]} & \textbf{Maximum discharge $Q$ [m$^3$/s]} & \textbf{Maximum volume $M$ [HE]} & \textbf{Flow time (Q/S) [min]} \\
\hline
1. Rebnis & 64 & 80 & 205560 & 2880/2880 \\
2. Sadva & 31 & 70 & 168000 & 2880/2880 \\
3. Bergnas & 8 & 160 & 425280 & 60/60 \\
4. Slagnas & 7 & 160 & 768 & 240/240 \\
5. Bastusel & 100 & 170 & 8208 & 60/150 \\
6. Grytfors & 31 & 165 & 1248 & 15/15 \\
7. Gallejaurs & 214 & 310 & 3600 & 30/150 \\
8. Vargfors & 131 & 320 & 4008 & 180/180 \\
9. Rengard & 36 & 220 & 1400 & 180/180 \\
10. Batfors & 42 & 280 & 1330 & 180/180 \\
11. Finnfors & 54 & 300 & 300 & 180/180 \\
12. Granfors & 40 & 240 & 280 & 180/180 \\
13. Krangfors & 62 & 240 & 330 & 180/180 \\
14. Selsfors & 61 & 300 & 500 & 180/180 \\
15. Kvistforsen & 130 & 300 & 1120 & $-$ \\
\hline
\end{tabular}
\end{center}

*Table 1: Physical properties of the hydropower plants in Skellefteälven. Displays installed capacity, maximum discharge and reservoir content, as well as the time taken for water to flow to the next downstream plant when discharging or spilling water respectively.*

Figure 1: Noise-driven RNN forecaster architecture. $\tilde{w}$ is a Gaussian input and $s$ denotes seasonal parameters.
3 Case study 1: Day-ahead planning

In this section, we present a large-scale day-ahead problem. We have already considered this problem in [15]. We provide a more detailed overview of the model here and re-cap the essential results of the earlier study. We will then expand upon the model in the second case study.

3.1 The day-ahead market

Electricity trading in the Nordic energy market is mainly driven by day-ahead auctions. Market participants submit orders of price and electricity volumes for the upcoming day before the market price is known. Any imbalances in settled orders and available production can then be resolved on balancing markets. Hydropower producers can store water in the reservoirs for later use and are therefore able to submit strategic day-ahead orders.

The Nordic day-ahead market offers four order variants for trading electricity volumes, hourly orders, block orders, exclusive groups, and flexible orders. We give a brief introduction to hourly orders and regular block orders.

Hourly orders can be placed in two ways. A price independent hourly order specifies an electricity volume that is to be purchased or sold at market price during a certain hour, independent of the market price. A price dependent order specifies electricity volumes at given price points. If the settled market price ends up between specified price steps a linear interpolation is performed between the adjacent volume orders to determine the order volume. A settled hourly order is illustrated in Figure 2.

Block orders span over an interval of consecutive hours. A regular block order is accepted in its entirety if the mean market price in the specified interval is higher or equal to the order price. The participants then become balance responsible for the order volume every hour of the specified interval, at the mean market price in the interval. Block orders where the price is higher than the mean market price in the given interval are rejected. Other block order variants exist, such as linked block orders and curtailable block orders. These all include conditional elements, and determining optimal orders would involve combinatorial optimization. This is also true for the remaining order types: exclusive group and flexible orders. We do not give further details into the conditional order types as only hourly orders and regular block orders will be used subsequently.

Figure 2: Single hourly order example, showing volume interpolation after market price settlement. The price independent order is always accepted at market price.
3.2 Problem setting

We formulate the day-ahead planning problem from the perspective of a fictional hydropower producer that owns all 15 power stations in the Swedish river Skellefteälven. The producer is assumed to be price-taking so submitted orders do not influence the market price. The day-ahead model is limited to include only hourly orders and block orders. After market price realization, the producer optimizes the hydropower production with respect to the price and the future water value. Any imbalances are settled in a balancing market at a penalized prize. We assume that there are no fixed contracts to adhere to. In other words, all electricity production is sold for profit in the market. All submitted orders must adhere to the trade regulations specified by the Nordpool market. A general description of the day-ahead problem is given in (11).

\[
\begin{align*}
\text{maximize} & \quad \text{Profit} + \text{Water value} - \text{Imbalance penalty} \\
\text{subject to} & \quad \text{Order strategy} \\
& \quad \text{Physical limitations} \\
& \quad \text{Economic/legal limitations} \\
\end{align*}
\]

Because next-day market prices are unknown when placing orders, we formulate a two-stage stochastic program to generate optimal orders. The first-stage decisions are the orders submitted to the day-ahead market. A general description of the first-stage problem is given in (12).

\[
\begin{align*}
\text{maximize} \quad & \quad \mathbb{E}[\text{Revenue(Order strategy, Price, Inflow})] \\
\text{subject to} & \quad \text{Trade regulations} \\
\end{align*}
\]

In each second-stage scenario, uncertain parameters are realized and the electricity production is optimized with respect to profits and water value while satisfying the settled order commitments. A general description of the second stage is given in (13).

\[
\begin{align*}
\text{maximize} \quad & \quad \text{Profit(Price)} + \text{Water value} - \text{Imbalance penalty} \\
\text{subject to} & \quad \text{Commitments(Order strategy, Price)} \\
& \quad \text{Hydrological balance(Inflow)} \\
& \quad \text{Electricity production} \\
& \quad \text{Load balance(Commitments)} \\
\end{align*}
\]

In addition, the producer can take recourse decisions by trading surplus or shortage in a simple balancing market. Both market prices and local water inflows to the reservoirs are considered uncertain.

3.3 Day-ahead model

The day-ahead model used in this work is similar to the model introduced in [1]. We repeat the general structure and also highlight the key details of our model. Further, we sketch how the model is implemented in our software framework.

3.3.1 General structure

In the first stage, we model the day-ahead orders to be submitted to the market. Let \( T = \{t_1, \ldots, t_{24}\} \) denote indices for the 24-hour horizon of the upcoming day. The set \( B = \{b_1, \ldots, b_B\} \) make up blocks of consecutive hours in the 24-hour period. In order to avoid non-linear relations in the model, we fix a set of hourly price levels \( P_t = \{p_{1,t}, \ldots, p_{P,t}\} \) to bid at beforehand. We explain how these prices are chosen in a following subsection. The block order prices are determined by calculating averages of the available prices levels over the given blocks. We introduce \( x_{i,t}^I \), \( x_{P,t}^D \), and \( x_{p,b}^B \) to represent price independent orders, price dependent orders, and block orders respectively. As per NordPool regulations, the volumes in a price dependent sell order have to be constant or increasing with increasing prices. We enforce the following constraints:

\[
x_{i,t}^I \leq x_{i+1,t}^I, \quad i \in \mathcal{P}, t \in T.
\]

In addition, we constrain the total volume offered to the market to not exceed 200\% of the production capacity, i.e.,

\[
x_{i,t}^I + x_{P,t}^D + \sum_{i \in \mathcal{P}} \sum_{t \in b, b \in B} x_{i,b}^B \leq 2 \sum_{h \in H} \bar{P}_h,
\]
where $\bar{P}_h$ is the maximum production of plant $h$ and can be obtained from Table 1. Consequently, we allow imbalances in the order commitments, but limit the maximum imbalance already in the first stage.

In the second stage, we model the order commitments after price realization as well as the production schedule after inflow realization. We introduce the random variables $\rho^\omega_i$, that describe the hourly market price in scenario $\omega$. Let $y^\omega_t$ and $y^\omega_{t-}$ represent the committed hourly volumes and the committed block volumes, in scenario $\omega$, respectively. Every hour $t$, the dispatched hourly volumes are determined through linear interpolation:

$$y^\omega_t = x^I_t + \frac{\rho^\omega_t - p_{i,t}}{p_{i+1,t} - p_{i,t}} x^D_{i+1,t} + \frac{p_{i+1,t} - \rho^\omega_{i+1,t}}{p_{i+1,t} - p_{i,t}} x^D_{i,t} \quad p_{i,t} \leq \rho^\omega_t \leq p_{i+1,t}.$$  

The dispatched block volumes are given by

$$y^\omega_b = \sum_{p: \bar{p}(p,b) \leq \bar{\rho}^\omega_b} N \bar{p}(i,b) = \frac{1}{|B|} \sum_{t \in B} p_{i,t}$$

and

$$\bar{\rho}^\omega_b = \frac{1}{|B|} \sum_{t \in B} \rho^\omega_t.$$  

Next, we model the production. Let $\mathcal{H} = \{h_1, \ldots, h_{15}\}$ index the 15 hydroelectric power stations in Skellefteälven. For each plant and hour, let $Q^\omega_{h,s,t}$ and $S^\omega_{h,t}$ denote the water discharged and spilled in scenario $\omega$, respectively. The maximum discharge, $Q_h$ is obtained from Table 1. Further, let $P^\omega_t$ denote the total volume of electricity produced each hour in scenario $\omega$. We employ a piecewise linear approximation of the generation curve of each station. In other words,

$$P^\omega_t = \sum_{s \in S} \mu_{h,s} Q^\omega_{h,s,t}$$

where $\mu_{h,s}$ is the marginal production equivalent of station $h$ and segment $s \in S$. See [13] for how to estimate the production curve in two piecewise linear segments based on the maximum discharge and capacity. In brief, we set

$$\mu_{h,1} = \frac{\bar{P}_h}{Q_h(0.75 + 0.95 \cdot 0.25)}$$

$$\mu_{h,2} = 0.95 \mu_{h,1}$$

and let $Q_{h,1} = 0.75 Q_h$ in segment 1 and $Q_{h,2} = 0.25 Q_h$ in segment 2. The load balance is given by

$$y^\omega_t + \sum_{t \in B} y^\omega_b - P^\omega_t = y^\omega_t + y^\omega_{t-}.$$  

In each hour in scenario $\omega$, any imbalance between committed volumes and produced volumes is equal to the difference between the imbalance variables $y^\omega_t$ and $y^\omega_{t-}$. Any shortage $y^\omega_t$ is bought from the balancing market, and any surplus $y^\omega_{t-}$ is sold to the balancing market. Finally, let $M^\omega_{h,t}$ denote the reservoir contents in plant $h$ during hour $t$. The maximum reservoir content, $M_h$ is obtained from Table 1. Flow conservation each hour is given by

$$M^\omega_{h,t} = M^\omega_{h,t-1} + \sum_{t \in Q_u(h)} \sum_{s \in S} Q^\omega_{u,s,t-\tau_{ih}} + \sum_{t \in S_u(h)} S^\omega_{h,t-\tau_{ih}} + V^\omega_h$$

$$- \sum_{s \in S} Q^\omega_{h,s,t} - S^\omega_{h,t}.$$  

Here, $V^\omega_h$ are random variables describing the local inflow to each plant in scenario $\omega$. The sets $Q_u(h)$ and $S_u(h)$ contain upstream plants where discharge and/or spillage can reach plant $h$ through connecting waterways. Note that the water travel times $\tau_{ih}$ between power stations are included in the incoming flow to each plant, and can be obtained from Table 1. Internally, this is modeled by introducing auxiliary variables and constraints. Variable limits and the introduced parameters are all included in the deterministic data sets for Skellefteälven given in Table 1. The revenue from a production schedule satisfying the above relations is given by

$$\sum_{t \in T} \rho^\omega_t y^\omega_t + \sum_{b \in B} [b \bar{p}_b x^I_b y^\omega_b + \sum_{t \in T} \alpha_t \bar{p}_b x^I_b y^\omega_{t-} - \beta_t \bar{p}_b x^I_b y^\omega_t + W^\omega(M^\omega_{1,24}, \ldots, M^\omega_{15,24}).$$
Note that, for any committed block order \( y_{t,b}^\omega \), the order volume is dispatched every hour in the block at average market price. Hence, \( |b| \rho_b^\omega y_{t,b}^\omega \) is earned. The imbalance volumes are traded at penalized prices, using penalty factors \( \alpha_t \) and \( \beta_t \), for discouragement. It is hard to accurately model this penalty. Here, we use a 15% penalty during peak hours, and 10% otherwise. These values are based on observations of historic values, but can not be considered accurate. The final term in the revenue is the expected future value of water, which is a function of the water volumes that remain in the reservoirs after the period. In the following section, we introduce a polyhedral approximation of this function that can be modelled with linear terms. For now, we simply denote the water value in scenario \( \omega \) by \( W^\omega \). In summary, a stochastic program modeling the day-ahead problem is in essence given by

\[
\begin{align*}
\text{maximize} & \quad \mathbb{E} \left[ \sum_{t \in \mathcal{T}} \rho_t^\omega y_t^\omega + \sum_{b \in \mathcal{B}} |b| \rho_b^\omega y_{t,b}^\omega + \sum_{t \in \mathcal{T}} \left( \alpha_t \rho_t^\omega y_{t,-}^\omega - \beta_t \rho_t^\omega y_{t,+}^\omega \right) + W^\omega \right] \\
\text{subject to} & \quad x_{t,b}^\omega \leq x_{t+1,b}^\omega, \quad i \in \mathcal{P}, t \in \mathcal{T} \\
& \quad x_t^\ast + \rho_t^\omega x_{t+1}^\omega + \sum_{i \in \mathcal{P}} \sum_{t \in \mathcal{B}} x_{i,t}^\omega \leq 2 \sum_{h \in \mathcal{H}} \tilde{P}_h \\
& \quad y_t^\omega = x_t^\ast + \sum_{i \in \mathcal{P}} \sum_{t \in \mathcal{B}} x_{i,t}^\omega + \sum_{h \in \mathcal{H}} \tilde{P}_h \\
& \quad y_b^\omega = \sum_{p: \tilde{\rho}(p,b) \leq \rho_b^\omega} x_{p,b}^\omega, \quad b \in \mathcal{B} \\
& \quad P_t^\omega = \sum_{s \in \mathcal{S}} \mu_{h,s} Q_{h,s,t}^\omega, \quad t \in \mathcal{T} \\
& \quad y_t^\omega + \sum_{t \in \mathcal{B}} y_b^\omega - P_t^\omega = y_{t,+}^\omega - y_{t,-}^\omega, \quad t \in \mathcal{T} \\
& \quad M_{h,t}^\omega = M_{h,t-1} + \sum_{i \in \mathcal{Q}_u(h)} \sum_{s \in \mathcal{S}} Q_{h,s,t-\tau_{ik}}^\omega + \sum_{i \in \mathcal{S}_u(h)} S_{h,t-\tau_{ik}}^\omega \\
& \quad + V^\omega_{h,t} - \sum_{s \in \mathcal{S}} Q_{h,s,t}^\omega - S_{h,t}^\omega, \quad h \in \mathcal{H}, t \in \mathcal{T} \\
& \quad 0 \leq Q_{h,s,t}^\omega \leq \tilde{Q}_{h,s}^\omega, \quad h \in \mathcal{H}, s \in \mathcal{S}, t \in \mathcal{T} \\
& \quad 0 \leq M_{h,t}^\omega \leq \tilde{M}_h, \quad h \in \mathcal{H}, t \in \mathcal{T} \\
& \quad y_t^\omega \geq 0, \quad y_b^\omega \geq 0, \quad y_{t,+}^\omega \geq 0, \quad y_{t,-}^\omega \geq 0 \\
& \quad P_t^\omega \geq 0, \quad S_{h,t}^\omega \geq 0.
\end{align*}
\]

3.3.2 Water evaluation

The expected value of keeping water in the reservoirs must be accounted for in the production plan. If the water value is large, then it could be optimal to not produce, settle committed orders in the balancing market, and save water. Likewise, if the water value is small, it could be optimal to overproduce and sell the excess in the balancing market. Consequently, the water value will evidently also impact the optimal order strategy because the order commitments are instrumental in both scenarios. Thus, the accuracy of the water evaluation is critical for hydropower producers participating in the day-ahead market. If we assume that excess water can be used to produce and sell electricity at some expected future price, we get naive order strategies governed by price variations around the expected future price. We instead consider an auxiliary stochastic program, where the first-stage decisions determine the reservoir contents of every power station before the upcoming week. After realizing sequence of inflows and daily price curves, the second stage optimizes the weekly production of energy sold at market price. This simplified week-ahead problem is given by
maximize \[ \mathbb{E}_\xi \left[ \sum_{t \in \mathcal{T}} \mu_t \mathcal{P}_t^\omega \right] \]
subject to
\[ P_t^\omega = \sum_{s \in \mathcal{S}} \mu_{h,s} Q_{h,s,t}^\omega, \quad t \in \mathcal{T} \]
\[ M_{h,t}^\omega = M_{h,t-1}^\omega + \sum_{i \in \mathcal{Q}} \sum_{s \in \mathcal{S}} Q_{i,s,t-\tau_{ih}}^\omega + \sum_{i \in \mathcal{S}} S_{i,t-\tau_{ih}}^\omega \]
\[ V_h^\omega \]
\[ - \sum_{s \in \mathcal{S}} Q_{h,s,t}^\omega + S_{h,t}^\omega, \quad h \in \mathcal{H}, t \in \mathcal{T} \]
\[ 0 \leq Q_{h,s,t}^\omega \leq \bar{Q}_{h,s}, \quad h \in \mathcal{H}, t \in \mathcal{T} \]
\[ 0 \leq M_{h,t}^\omega \leq \bar{M}_h, \quad h \in \mathcal{H}, t \in \mathcal{T} \]
\[ P_t^\omega \geq 0, \quad S_{h,t}^\omega \geq 0, \quad \omega \in \Omega \]  \hspace{1cm} (15)

where the time-horizon \( \mathcal{T}^* = \{ t_1, \ldots, t_{168} \} \) is now a week. The objective function \( W^\omega = \mathbb{E}_\xi [W^\omega(M_{1,0}, \ldots, M_{15,0})] \) of this problem will be used as a water value function. The problem (15) is trivial since the optimal decision will be to fill the reservoirs with enough water to be able to run at maximum capacity in the worst-case scenario. However, information about the water value can be extracted by solving (15) with an L-shaped type method. The L-shaped method generates cutting planes of the form
\[ \sum_{h \in \mathcal{H}} \partial W_{c,h} M_{h,0} + W \geq w_c. \]  \hspace{1cm} (16)

This form supports for the concave objective function \( W \), which is a function of reservoir content in the system. Hence, after the algorithm has converged we have access to a polyhedral approximation of \( W \) in the form of a collection of such cuts as (16). We can use these cuts to put an approximate value of the remaining volumes of water present in the reservoirs after meeting order commitments. The water value approximation enters the day-ahead problem (14) in the following way:

maximize \[ \cdots + W \]
subject to
\[ \sum_{h \in \mathcal{H}} \partial W_{c,h} M_{h,24} + W \geq w_c, \quad c \in \mathcal{C}. \]

In practice, we use a multiple-cut formulation
\[ W = \sum_{i=1}^N W_i \]
as the L-shaped method solves the week-ahead problem with a large number of scenarios \( N \) more efficiently in this way. The end result is still a collection of cuts that approximate a polyhedral water value function of the final reservoir volumes.

### 3.3.3 Price levels

The price-dependent hourly orders and the block orders are specified at pre-chosen price levels. For flexibility, we allow these levels to vary with time. The set of price levels \( \mathcal{P}_t \) for each hour is determined using the price forecaster. We sample a set of price scenarios and use the resulting hourly mean price and standard deviation as a baseline. In each hour \( t \), we define price levels around the mean price using multiples of the standard deviation. A set of hourly price levels generated using this method is shown in Figure 3. For each block \( b \in \mathcal{B} \), we define the possible block prices \( \{ p_{t,b} \}_{i=1}^5 \) by computing mean price levels over the hours \( t \in b \).
Figure 3: Expected daily electricity price out of 1000 samples from the RNN forecaster. Two standard deviations above and below the expected price is shown each hour.

Listing 2: Day-ahead scenario definition in SPjl

```julia
@define_scenario DayAheadScenario = begin
    ρ::PriceCurve(24,Float64)
    Q::Inflows(typeof(Skellefteälven),Float64)
end

@sampler RecurrentDayAheadSampler = begin
date::Date
plants::PlantCollection
price_forecaster::Forecaster
flow_forecaster::Forecaster
@sample DayAheadScenario begin
    price_curve = forecast(sampler.price_forecaster, month(sampler.date))
    flows = forecast(sampler.flow_forecaster, week(sampler.date))
    return DayAheadScenario(PriceCurve(price_curve), Inflows(flows))
end
end
```

3.3.4 Model implementation

We now outline how the day-ahead model [14] is formulated in SPjl. To increase readability, we present an abridged version of the day-ahead model implementation in SPjl, by obfuscating parts of the code and making slight syntax changes. The full unabridged model is available at Github [2].

First, we define a data structure to describe the uncertain parameters using the `@define_scenario` command. We also create a sampler object, using the `@sampler` command, which utilizes the noise-driven RNN forecasters introduced in [15] to generate price curves and inflows. The code is shown in Listing [2]. Because we want to make use of the forecasters’ seasonal capabilities, we also include a date field in the sampler object. The forecasters use the provided date to determine seasonal parameter inputs to the neural networks.

[2] https://github.com/martinbiel/HydroModels.jl
The day-ahead model definition in SPjl is presented in Listing 3:

```julian
@stochastic_model begin
  @stage 1 begin
    @parameters horizon indices data
    @unpack hours, plants, bids, blockbids, blocks = indices
    @unpack hydrodata, regulations = data
    @decision(model, xI[t in hours] >= 0) # Price-independent orders
    @decision(model, xD[p in bids, t in hours] >= 0) # Price-dependent orders
    @decision(model, xB[p in blockbids, b in blocks] >= 0) # Block orders
  end
  @stage 2 begin
    @parameters horizon indices data
    @unpack hours, plants, segments, blocks = indices
    @unpack hydrodata, water_value, regulations, bidlevels = data
    @uncertain ρ, V from ξ::DayAheadScenario
    @recourse(model, yH[t in hours] >= 0) # Dispatched hourly volumes
    @recourse(model, yB[b in blocks] >= 0) # Dispatched block volumes
    @recourse(model, y−[t in hours] >= 0) # Energy shortage
    @recourse(model, y+[t in hours] >= 0) # Energy surplus
    @recourse(model, 0 <= Q[h in plants, t in hours] <= Q_max[h]) # Discharge
    @recourse(model, S[h in plants, t in hours] >= 0) # Spillage
    @recourse(model, 0 <= M[h in plants, t in hours] <= M_max[p]) # Water volume
    @recourse(model, W[i in 1:nindices(water_value)]) # Water value
    @recourse(model, P[t in hours] >= 0) # Produced energy
    @expression(model, net_profit, sum(ρ[t]*yH[t] for t in hours) + sum(|b|*(mean(ρ[hours_per_block[b]])*yB[b] for b in blocks))
    @expression(model, intraday_trading, sum(penalty(ξ,t)*yH[t] + yD[t] - reward(ξ,t)*y−[t] for t in hours))
    @expression(model, value_of_stored_water, sum(W[i] for i in 1:nindices(water_value)))
    @objective(model, Max, net_profit - intraday_trading + value_of_stored_water)
    # Bid-dispatch links
    @constraint(model, hourlybids[t in hours], yD[t] == interpolate(ρ[t], bidlevels, xD[t]) + xI[t])
    @constraint(model, bidblocks[b in blocks], yB[b] == sum(xB[j,b] for j in accepted_blockorders(b)))
    # Hydrological balance
    @constraint(model, hydro_constraints[h in plants, t in hours, M[h,t] == (t > 1 ? M[h,t-1] : M0[h])] # Past inflows from
                + sum(Q[i,t-τ] for i in intersect(Qu[p], plants)) # Inflows from
                + sum(S[i,t-τ] for i in intersect(Su[p], plants)) # Upstream plants
                + V[p] # Local inflow
                - (Q[h,t] + S[h,t])) # Outflow
    # Production
    @constraint(model, production[t in hours], P[t] == sum(µ[p]*Q[h,t] for h in plants))
    # Load balance
    @constraint(model, loadbalance[t in hours], yD[t] + sum(yD[b] for b in active(t)) - P[t] == yH[t] - y−[t])
    # Water travel time ... (not shown)
    # Polyhedral water value
    @constraint(model, water_value_approximation[c in 1:ncuts(water_value)], sum(W[c]*M[h,T] for h in plants) + sum(W[i] for i in cut_indices(c)) >= v[c])
end
end

The day-ahead model definition in SPjl is presented in Listing 3.

3.3.5 Algorithmic details

We use the sample average approximation (SAA) scheme outlined in Section 2.1 to solve the day-ahead problem (14). During the SAA procedure, we solve many sampled instances of increasing size. We distribute the sampled instances on a 32-core compute node, using the parallel capabilities of SPjl. The instances are solved efficiently using a parallel L-shaped method accelerated using regularization [19] and cut aggregation [20].
3.4 Numerical Experiments

The results of the SAA algorithm is given in Figure 4. The confidence interval is stabilized at 2000 samples. We compute a confidence interval around the EEV at this sample size as well. Because there is no overlap between the VRP and EEV, there is a statistically significant VSS within the interval $[0.058\% - 0.21\%]$. The total profit is however skewed by the future water evaluation. With respect to only the daily market profit, the relative VSS is about 1%. In addition, we note that these are daily marginal profits. Hence, the VSS accumulates and could be considered more significant.

We solve a specific sampled instance of 2000 scenarios and present the resulting strategy in Figure 5. The stochastic solution uses a large block order in the afternoon where a large mean price is expected. In comparison, the deterministic strategy obtained by solving the expected value problem is shown in Figure 6. The deterministic strategy mostly utilizes price-independent orders, which is less flexible than the stochastic solution.

4 Case study 2: Maintenance scheduling

Next, we consider a variation of the day-ahead problem that includes preventive power plant maintenance. We again employ the RNN forecasters to generate scenarios, formulate the maintenance scheduling problem in SPjl, and solve the problem in parallel using the special-purpose algorithms discussed in the second part of the thesis. We provide confidence intervals and note that the value of the stochastic solution is higher than the day-ahead problem.

4.1 The maintenance scheduling problem

Hydropower production is flexible due to the ability to store energy in water reservoirs. In Sweden, hydropower constitutes about 50% of the total power production, and this flexibility is constantly utilized to ensure balance in the Swedish power system [21]. It is therefore important that the hydroelectric power production can operate reliably to ensure stability in the total energy system. System failures should of course be corrected through maintenance, but it is also possible to perform planned preventive maintenance of the power stations to prolong their lifetime and increase reliability [22]. By planning maintenance, it also becomes possible to minimize the loss of profit in the maintenance period.
We consider settings when electricity production is not possible during preventive maintenance. Because we are interested in the deregulated Nordic electricity market we also consider the orders submitted to the market the day before maintenance is planned. Large losses can be incurred if the power producer is balance responsible for large energy volumes during the maintenance period. It is also possible to miss profits if maintenance coincides with a period when the electricity price is large. Consequently, it is important to coordinate the maintenance scheduling with the order strategy.

Maintenance scheduling for hydroelectric systems have been considered in other contributions \cite{22,23}, but they do not include coordination with day-ahead order strategies. We will show that this inclusion leads to a significant value of the stochastic solution compared to a day-ahead formulation.

A hydroelectric maintenance scheduling problem involves specifying an optimal schedule for when to perform preventive maintenance on the hydropower power stations, and optimal order volumes to be submitted to the market, that maximizes the expected profit. We give a brief introduction to the problem in the following.

### 4.1.1 Problem setting

We formulate a maintenance scheduling planning problem from the perspective of a fictional hydropower producer that owns all 15 power stations in the Swedish river Skellefteälven. The producer is again assumed to be price-taking. The day-ahead model is limited to include only hourly orders to ensure computational tractability. When the market

![Figure 5: Optimal order strategy from a 2000-scenario day-ahead instance.](image)
price has been realized, the producer optimizes the power production with respect to the price while carrying out preventive maintenance according to a planned schedule. The time required for preventive maintenance of each plant is given in Table 2. We allot 1-4 hours of maintenance for most power stations, and a longer period of 6-8 hours for the four stations connected to large reservoirs. The maintenance periods are fictional and are meant to resemble a preventive maintenance procedure that can be performed in a single day.

We assume that a power station is not able to discharge water and produce power during the maintenance period. Any imbalances in setted market orders and produced power are settled in a fictional balancing market at a penalized price. We assume that there are no fixed contracts to adhere to. In other words, all electricity production is sold for profit in the market. All submitted orders must adhere to the trade regulations specified by the Nordpool market. A general description of the maintenance scheduling problem is given in (17).

$$\begin{align*}
\text{maximize} & \quad \text{Profit} - \text{Imbalance penalty} \\
\text{subject to} & \quad \text{Maintenance schedule} \\
& \quad \text{Order strategy} \\
& \quad \text{Physical limitations} \\
& \quad \text{Economic/legal limitations}
\end{align*}$$

(17)
A general description of the first-stage problem is given in (18).

\[
\text{maximize } \mathbb{E}[\text{Revenue}(\text{Orders}, \text{Schedule}, \text{Price}, \text{Inflow})] \\
\text{subject to } \text{Trade regulations} \\
\text{Schedule restrictions}
\]

In each second-stage scenario, uncertain parameters are realized and the electricity production is optimized with respect to next-day profits while satisfying the settled order commitments and adhering to the maintenance schedule. A general description of the second stage is given in (19)

\[
\text{maximize } \text{Profit(Price)} - \text{Imbalance penalty} \\
\text{subject to } \text{Commitments(Order strategy, Price)} \\
\text{Hydrological balance(Inflow)} \\
\text{Electricity production(Maintenance schedule)} \\
\text{Load balance(Commitments)}
\]

In addition, the producer can take recourse decisions by trading surplus or shortage in a simple balancing market. Both market prices and local water inflows to the reservoirs are considered uncertain.

4.2 Maintenance scheduling model

The maintenance scheduling model is mostly derived from the day-ahead model. We also draw inspiration from [22]. We outline the general structure and also highlight the key details of our model. Further, we sketch how the model is implemented in SPjl.

4.2.1 General structure

The maintenance scheduling model is defined as a variation of the day-ahead model presented in the previous chapter. We re-cap the essentials to keep this chapter self-contained. In the first stage, we model the day-ahead orders to be submitted to the market. Let \( T = \{t_1, \ldots, t_{24}\} \) denote indices for the 24-hour horizon of the upcoming day. For simplicity, we refrain from using block orders in this model. We fix a set of hourly price levels \( P_t = \{p_{1,t}, \ldots, p_{P,t}\} \) to bid at beforehand as shown in Section 3.3.3. We introduce \( x^I_t \) and \( x^D_{p,t} \) to represent price independent orders and price dependent orders respectively. As per NordPool regulations, the volumes in a price dependent sell order have to

| Plant     | Maintenance time [hours] |
|-----------|--------------------------|
| Rebnis    | 8                        |
| Sadva     | 6                        |
| Bergnas   | 8                        |
| Slagnas   | 8                        |
| Bastusel  | 4                        |
| Gryffors  | 4                        |
| Gallejaur | 3                        |
| Vargfors  | 3                        |
| Rengard   | 2                        |
| Batfors   | 2                        |
| Finnfors  | 2                        |
| Granfors  | 2                        |
| Krangfors | 2                        |
| Selsfors  | 1                        |
| Kvistfors | 1                        |

Table 2: Time allotted for preventive maintenance of each power station in Skellefteälven.
be constant or increasing with increasing prices. We enforce this using the following constraints:

\[ x_{t}^{D} \leq s_{i+1,t}^{D}, \quad i \in P, t \in T. \]

In addition, we model the maintenance schedule by introducing binary decisions. Let \( H = \{ h_1, \ldots, h_{15} \} \) index the 15 hydroelectric power stations in Skellefteälven. Next, define \( s_{h,t} \) for each power station and hour, where, \( s_{h,t} = 1 \) indicates that plant \( h \) is being maintained during hour \( t \). To ensure that maintenance of each plant is finished we include the constraints

\[ \sum_{t \in T} s_{h,t} = D_{h}, \quad h \in H, \]

where \( D_{h} \) is the number of hours required to perform preventive maintenance on plant \( h \). Furthermore, we require that the maintenance of each plant is performed during a consecutive period, which can be modeled using

\[ s_{h,t} - s_{h,t-1} \leq s_{h,t+D_{h}-1}, \quad h \in H, t \in T. \]

In the second stage, we model the order commitments after price realization as well as the production schedule after inflow realization. In contrast to the day-ahead model, we also adhere to the maintenance schedule. We introduce the random variables \( \rho_{i,t}^{\omega} \), that describe the hourly market price. Let \( y_{i,t}^{\omega} \) represent the committed hourly volumes. Every hour \( t \), the dispatched hourly volumes are determined through linear interpolation:

\[ y_{i,t}^{\omega} = x_{i,t}^{\omega} + \frac{\rho_{i,t}^{\omega} - p_{i,t}^{\omega}}{p_{i+1,t}^{\omega} - p_{i,t}^{\omega}} \left( x_{i+1,t}^{\omega} - x_{i,t}^{\omega} \right). \]

Next, we model the production. For each plant and hour, let \( Q_{h,s,t}^{\omega} \) and \( S_{h,s,t}^{\omega} \) denote the water discharged and spilled, respectively. The maximum discharge, \( Q_{h} \) is obtained from Table 1. Further, let \( P_{t}^{\omega} \) denote the total volume of electricity produced each hour. We employ a piecewise linear approximation of the generation curve of each station. In other words,

\[ P_{t}^{\omega} = \sum_{s \in S} \mu_{h,s} Q_{h,s,t}^{\omega}, \]

where \( \mu_{h,s} \) is the marginal production equivalent of station \( h \) and segment \( s \in S \). See [13] for how to estimate the production curve in two piecewise linear segments based on the maximum discharge and capacity. In brief, we set

\[ \mu_{h,1} = \frac{P_{h}}{Q_{h}(0.75 + 0.95 \cdot 0.25)} \]

\[ \mu_{h,2} = 0.95 \mu_{h,1} \]

and let \( Q_{h,1} = 0.75Q_{h} \) in segment 1 and \( Q_{h,2} = 0.25Q_{h} \) in segment 2. To adhere to the maintenance schedule, we require

\[ Q_{h,s,t}^{\omega} \leq (1 - s_{h,t})Q_{h,s,t}^{\omega-}, \quad h \in H, s \in S, t \in T, \]

so that discharging water from plant \( h \) is not allowed if maintenance is taking place. The load balance is given by

\[ y_{t}^{\omega} - P_{t}^{\omega} = y_{t}^{\omega+} - y_{t}^{\omega-}. \]

In each hour in scenario \( \omega \), any imbalance between committed volumes and produced volumes is equal to the difference between the imbalance variables \( y_{t}^{\omega+} \) and \( y_{t}^{\omega-} \). Any shortage \( y_{t}^{\omega+} \) is bought from the balancing market, and any surplus \( y_{t}^{\omega-} \) is sold to the balancing market. Finally, let \( M_{h,t}^{\omega} \) denote the reservoir contents in plant \( h \) during hour \( t \). The maximum reservoir content, \( M_{h} \) is obtained from Table 1. Flow conservation each hour is given by

\[ M_{h,t}^{\omega} = M_{h,t-1}^{\omega} + \sum_{s \in S} Q_{h,s,t-\tau_{h}}^{\omega} + \sum_{i \in S} S_{i,t-\tau_{h}}^{\omega} + V_{h}^{\omega} - \sum_{s \in S} Q_{h,s,t}^{\omega} + S_{h,t}. \]

Here, \( V_{h}^{\omega} \) are random variables describing the local inflow to each plant. The sets \( Q_{h}(h) \) and \( S_{h}(h) \) contain upstream plants where discharge and/or spillage can reach plant \( h \) through connecting waterways. Note that the water travel times \( \tau_{h} \) between power stations are included in the incoming flow to each plant, and can be obtained from Table 1. Internally, this is modeled by introducing auxiliary variables and constraints. Variable limits and the introduced parameters are all included in the deterministic data sets for Skellefteälven given in Table 1. The revenue from a production schedule satisfying the above relations is given by

\[ \sum_{t \in T} \rho_{t}^{\omega} y_{t}^{\omega} + \sum_{t \in T} \alpha_{t}^{\omega} y_{t}^{\omega} - \beta_{t}^{\omega} y_{t}^{\omega}. \]
We ignore the water value in this formulation and only optimize the next-day profits. The imbalance volumes are traded at penalized prices, using penalty factors $\alpha_t$ and $\beta_t$, for discouragement. We again use a 15% penalty during peak hours, and 10% otherwise. In summary, a stochastic program modeling the day-ahead problem is in essence given by

$$\begin{align*}
\text{maximize} & \quad \mathbb{E}_\xi \left[ \sum_{t \in T} \rho^\omega_i y^\omega_t + \sum_{t \in T} \left( \alpha_t \rho^\omega_i y^\omega_t - \beta_t \rho^\omega_i y^\omega_{t+1} \right) \right] \\
\text{subject to} & \quad x^D_{i,t} \leq x^D_{i+1,t}, \quad i \in P, t \in \mathcal{T} \\
& \quad \sum_{t \in \mathcal{T}} s_{h,t} = D_h, \quad h \in \mathcal{H} \\
& \quad s_{h,t} - s_{h,t-1} \leq s_{h,t+D_h-1}, \quad h \in \mathcal{H}, t \in \mathcal{T} \\
& \quad y^\omega_t = x^I_t + \frac{\rho^\omega_t - p_{i,t}}{p_{i+1,t} - p_{i,t}} x^D_{i+1,t} + \frac{\bar{p}_{i+1,t} - \rho^\omega_{i+1,t}}{p_{i,t} - p_{i+1,t}} x^D_{i,t}, \quad t \in \mathcal{T} \\
& \quad P^\omega_t = \sum_{s \in S} \mu_{h,s} Q^\omega_{h,s,t}, \quad t \in \mathcal{T} \\
& \quad y^\omega_t - P^\omega_t = y^\omega_{t+1} - y^\omega_t, \quad t \in \mathcal{T} \\
& \quad M^\omega_{h,t} = M^\omega_{h,t-1} \quad \text{(20)} \\
& \quad + \sum_{i \in Q_i(h)} \sum_{s \in S} Q^\omega_{i,s,t-\tau_{ih}} + \sum_{i \in S_i(h)} S^\omega_{i,t-\tau_{ih}} \\
& \quad + V^\omega_h \\
& \quad - \sum_{s \in S} Q^\omega_{h,s,t} - S^\omega_{h,t}, \quad h \in \mathcal{H}, t \in \mathcal{T} \\
& \quad 0 \leq Q^\omega_{h,s,t} \leq (1 - s_{h,t}) \bar{Q}^\omega_{h,s}, \quad h \in \mathcal{H}, s \in \mathcal{S}, t \in \mathcal{T} \\
& \quad 0 \leq M^\omega_{h,t} \leq M_h, \quad h \in \mathcal{H}, t \in \mathcal{T} \\
& \quad y^\omega_t \geq 0, \quad y^\omega_{t+1} \geq 0, \quad y^\omega_{t+2} \geq 0, \quad y^\omega_{t-1} \geq 0 \\
& \quad P^\omega_t \geq 0, \quad S^\omega_{h,t} \geq 0.
\end{align*}$$

4.2.2 Model implementation

We now outline how the maintenance scheduling model (20) is formulated in SPjl. To increase readability, we again present an abridged version of the maintenance scheduling model implementation in SPjl and refer to Github\footnote{https://github.com/martinbiel/HydroModels.jl} for the full unabridged model.

We re-use the DayAheadScenario defined in the previous chapter because the maintenance scheduling problem has the same uncertainty model as the day-ahead problem. The maintenance scheduling model definition in SPjl is presented in Listing\footnote{https://github.com/martinbiel/HydroModels.jl}.

4.2.3 Algorithm details

We again employ the sample average approximation (SAA) scheme outlined in Section\footnote{https://github.com/martinbiel/HydroModels.jl} to compute confidence intervals around the optimal value of the maintenance scheduling problem (20). The sampled instances are again distributed on the 32-core compute node and solved using a distributed L-shaped algorithm. In contrast to the day-ahead problem, the maintenance scheduling problem includes binary decisions in the first stage. Our initial experiments with solving this model reveal that load imbalance has a large impact on performance. As the binary constrained master problem grows in size iterations can be considerably prolonged because the master is not guaranteed to be solved in polynomial time. We therefore configure the L-shaped algorithm to use partial cut aggregation and aggressive cut consolidation to minimize the number of constraints in the master problem. In addition, we use trust-region regularization to speed up convergence. Trust-region regularization was shown to be effective on the day-ahead problem in our numerical benchmarks and the master problem is mixed-integer linear as opposed to mixed-integer quadratic compared to the other regularization schemes. We also warm-start the algorithm with an accelerated subgradient method. The mixed-integer quadratic problem solved in the projection step of the subgradient algorithm does not grow in size so...
Listing 4: Maintenance scheduling problem definition in SPj. The code has been condensed for readability.

```plaintext
@stochastic_model begin
  @stage 1 begin
    @parameters horizon indices data
    @unpack hours, plants, bids = indices
    @unpack hydrodata, regulations = data
    @decision(model, x^I_{[t in hours]} >= 0) # Price-independent orders
    @decision(model, x^P_{[p in bids, t in hours]} >= 0) # Price-dependent orders
    # Maintenance schedule
    @decision(model, s_{[h in plants, t in hours]}, Bin)
    # Maintenance period should be consecutive
    @constraint(model, maintenance_times_{[h in plants, t in hours]}, s_{[h,t]} - s_{[h,t-1]} <= s_{[h,t+D_h-1]})
    # Ensure maintenance is finished
    @constraint(model, maintenance_finished_{[h in plants]}, sum(s_{[h,t]} for t in hours) == D_h)
  end
  @stage 2 begin
    @parameters horizon indices data
    @unpack hours, plants, segments, blocks = indices
    @unpack hydrodata, bidlevels = data
    @uncertain ρ, V from ξ::DayAheadScenario
    @recourse(model, y^H_{[t in hours]} >= 0) # Dispatched hourly volumes
    @recourse(model, y^P_{[t in hours]} >= 0) # Energy shortage
    @recourse(model, y^-_{[t in hours]} >= 0) # Energy surplus
    @recourse(model, 0 <= Q_{[h in plants, t in hours]} <= Q_{max[h]}) # Discharge
    @recourse(model, S_{[h in plants, t in hours]} >= 0) # Spillage
    @recourse(model, 0 <= M_{[h in plants, t in hours]} <= M_{max[p]}) # Water volume
    @recourse(model, P_{[t in hours]} >= 0) # Produced energy
    @expression(model, net_profit, sum(ρ_{[t]}*y^H_{[t]} for t in hours))
    @expression(model, intraday_trading, sum(penalty(ξ_{[t]}+y^-_{[t]} - reward(ξ_{[t]}-y^-_{[t]} for t in hours))
    @objective(model, Max, net_profit - intraday_trading)
    # Bid-dispatch links
    @constraint(model, hourlybids_{[t in hours]}, y^H_{[t]} == interpolate(ρ_{[t]}, bidlevels, x^P_{[t]}))
    # Pause production during maintenance hours
    @constraint(model, pause_production_{[h in plants, t in hours]}, Q_{[h,t]} <= (1 - s_{[h,t]})*Q_{max[h,s]}
    # Hydrological balance
    @constraint(model, hydro_constraints_{[h in plants, t in hours]}, Q_{[h,t]} == sum(Q_{[i,t-r]} for i in intersect(Qu_{[p]}, plants)) # Inflows from
    + sum(S_{[i,t-r]} for i in intersect(Su_{[p]}, plants)) # upstream plants
    + V_{[p]} # Local inflow
    - (Q_{[h,t]} + S_{[h,t]})) # Outflow
    # Production
    @constraint(model, production_{[t in hours]}, P_{[t]} == sum(s_{[p]}*Q_{[h,t]} for h in plants))
    # Load balance
    @constraint(model, loadbalance_{[t in hours]}, y^H_{[t]} - P_{[t]} == y^P_{[t]} - y^-_{[t]})
    # Water travel time ... (not shown)
  end
end
```
4.3 Numerical Experiments

The results of the SAA algorithm is given in Figure 7. The confidence interval is stabilized at 1000 samples. We compute a confidence interval around the EEV at this sample size as well. Because there is no overlap between the VRP and EEV, there is a statistically significant VSS within the interval [1.75% – 2.38%].

We solve a specific sampled instance of 1000 scenarios and present the resulting strategy in Figure 8. The strategy generated by solving the corresponding expected value problem is shown in Figure 9. The strategy corresponding to the stochastic solution results in a profit of 567.42 thousand Euros, while the deterministic strategy yields 537.12 thousand Euros. This corresponds to a VSS of 30.3 thousand Euros, which is 5.3% of the next-day profits. The deterministic strategy opts to start maintenance on all 15 plants in the morning when the electricity price is low. In contrast, the stochastic strategy schedule maintenance of the four downstream plants later in the day, which in expectation yields a larger profit. Similar to the day-ahead problem, the deterministic solution uses a crude set of price dependent orders compared to the more involved orders suggested by the stochastic strategy. The deterministic strategy on average incurs an energy shortage of 2534.80 MWh, that must be settled in the intraday market at more expensive prices. The stochastic strategy only incurs an energy shortage of 371.56 MWh on average through more conservative planning. This could explain the discrepancy in profits.

5 Case study 3: Capacity expansion

In this chapter, we consider capacity expansion of the power stations in Skellefteälven. We use a variation of the RNN forecasters to generate price scenarios over a longer horizon. The capacity expansion problem is then formulated and solved in parallel using SPjl.

5.1 The capacity expansion problem

Capacity expansion is another common problem formulation for power systems. Due to nuclear phase out by 2040 and increased demand for electricity, there are predicted challenges in the Swedish power system [24]. Investing in
Figure 8: Optimal order strategy and maintenance schedule from a 1000-scenario maintenance scheduling instance.

capacity expansions of existing hydroelectric plants could be a viable approach to meeting future increases in demand. A capacity expansion suggestion for Skellefteälven specifically has recently been proposed by the major owner of the power stations [25].

A hydroelectric capacity expansion problem involves specifying an optimal expansion plan that maximizes the expected future profit. We give a brief introduction to the problem in the following.

5.1.1 Problem setting

We formulate a capacity expansion planning problem from the perspective of a fictional hydropower producer that owns all 15 power stations in the Swedish river Skellefteälven. The producer is again assumed to be price-taking. We do not consider order strategies to the market and just trade produced energy at market price. In contrast to the day-ahead problem, we schedule the hydropower production over a long planning horizon.

When the future market prices and inflows have been realized, the producer optimizes the power production with respect to the price while making use of any extra capacity allotted in the first stage. We again assume that there are no fixed contracts to adhere to. In other words, all electricity production is sold for profit in the market. Any expansion is associated with an investment cost with interest paid back over the planning horizon. A general description of the day-ahead problem is given in [21].
Figure 9: Optimal order strategy and maintenance schedule from a maintenance scheduling expected value instance.

Because future market prices and inflows are unknown when planning the capacity expansion, we formulate a two-stage stochastic program to generate an optimal expansion plan. The first-stage decisions are the capacity expansion volumes distributed over the 15 power stations. A general description of the first-stage problem is given in (22).
In each second-stage scenario, uncertain parameters are realized and the electricity production is optimized with respect to future profits. A general description of the second stage is given in (23)

\[
\begin{align*}
\text{maximize} & \quad \text{Profit(Price)} \\
\text{subject to} & \quad \text{Hydrological balance(Inflow)} \\
& \quad \text{Electricity production(Expansion strategy)} \\
& \quad \text{Load balance}
\end{align*}
\]

### 5.2 Capacity expansion model

The capacity expansion model includes the same hydropower scheduling elements as the previous two models. We also draw inspiration from [13] for modeling the capacity expansion planning. We outline the general structure and also highlight the key details of our model. The details that coincide with the previous two models are again repeated to keep the chapter self-contained. Further, we sketch how the model is implemented in SPjL.

#### 5.2.1 General structure

In the first stage, we model the capacity expansion decisions. Let \( \mathcal{H} = \{h_1, \ldots, h_{15}\} \) index the 15 hydropower stations in Skellefteälven and introduce \( \Delta P_h \) to denote the increase in production capacity for each plant \( h \). We limit the total expansion to 1000 MW through

\[ 0 \leq \sum_{h \in \mathcal{H}} \Delta P_h \leq 1000. \]

We use an investment cost estimate of 0.79 MEur/MW suggested in [25]. We assume the investment is paid back over a 40 year horizon with a discount rate of \( r = 5\% \). As suggested in [13], we can compute the equivalent cost for a shorter time horizon through

\[
0.79 \frac{r^E}{1 - (1 - r^E)^{-\frac{40}{-365}}} \sum_{h \in \mathcal{H}} \Delta P_h,
\]

where \( r^E \) is the equivalent interest rate

\[
r^E = (1 + r)^\frac{T}{365} - 1,
\]

and \( T \) is the considered time horizon measured in days.

In the second stage, we model the production schedule after price and inflow realization, while making use of the provisioned increase in capacity. Let \( \mathcal{T} = \{t_1, \ldots, t_T\} \) denote period indices for the horizon of length \( T \). We will consider horizons that are a year or longer, so hourly increments are not computationally tractable. First, we model the production. For each plant and period, let \( Q_{n,s,t} \) and \( S_{n,t} \) denote the water discharged and spilled, respectively. Further, let \( P_t \) denote the total volume of electricity produced each period. We employ a piecewise linear approximation of the generation curve of each station. In other words,

\[ P_t = \sum_{s \in S} \mu_{h,s} Q_{h,s,t}^s, \]

where \( \mu_{h,s} \) is the marginal production equivalent of station \( h \) and segment \( s \in S \). See [18] for how to estimate the production curve in two piecewise linear segments based on the maximum discharge and capacity. In brief, we set

\[
\mu_{h,1} = \frac{\bar{P}_h}{\bar{Q}_s(0.75 + 0.95 \cdot 0.25)}
\]

\[
\mu_{h,2} = 0.95 \mu_{h,1}
\]

and let \( \bar{Q}_{h,1} = 0.75 \bar{Q}_h \) in segment 1 and \( \bar{Q}_{h,2} = 0.25 \bar{Q}_h \) in segment 2. As in [13], we assume that the ratio between the maximum discharge and installed power of each plant is unchanged by the expansions. It follows that the production equivalents are unchanged, while the discharge limits are increased by

\[
Q_{h,1,t} \leq 0.75(\bar{Q}_h + \Delta Q_h)
\]

\[
Q_{h,2,t} \leq 0.25(\bar{Q}_h + \Delta Q_h),
\]

where

\[
\Delta Q_h = \frac{\bar{Q}_h}{\bar{P}_h} \Delta P_h
\]
Finally, let $M^ω_{h,t}$ denote the reservoir contents in plant $h$ during period $t$. Flow conservation each period is given by:

$$M^ω_{h,t} = M^ω_{h,t-1} + \sum_{i \in Q_u(h)} \sum_{s \in S} Q_{i,s,t-τ_{ih}}^ω + \sum_{i \in S_u(h)} S_{i,t-τ_{ih}}^ω + V^ω_h - \sum_{s \in S} Q_{h,s,t}^ω - S^ω_{h,t}$$

Here, $V^ω_h$ are random variables describing the local inflow to each plant. The sets $Q_u(h)$ and $S_u(h)$ contain upstream plants where discharge and/or spillage can reach plant $h$ through connecting waterways. Note that the water travel times $τ_{ih}$ between power stations are included in the incoming flow to each plant. Internally, this is modeled by introducing auxiliary variables and constraints. Variable limits and the introduced parameters are all included in the deterministic data sets for Skellefteälven given in Table 1 on [13]. We introduce the random variables $ρ^ω_s$, that describe the market price in period $t$. The revenue from a production schedule satisfying the above relations is then given by:

$$\sum_{t \in T} \rho^ω_s P_t^ω.$$ 

We ignore the water value in this formulation because we consider a long horizon. In summary, a stochastic program modeling the capacity expansion problem is in essence given by:

$$\text{maximize} \quad \mathbb{E}_\xi \left[ \sum_{t \in T} \rho^ω_s P_t^ω \right] - 0.79 \frac{E}{1 - (1 - rE)^{365/400} \cdot 520} \sum_{h \in H} \Delta P_h$$

subject to:

$$\Delta P_h \geq 0, \quad h \in H$$

$$P_t^ω = \sum_{s \in S} \mu_{h,s} Q_{h,s,t}^ω, \quad t \in T$$

$$M^ω_{h,t} = M^ω_{h,t-1} + \sum_{i \in Q_u(h)} \sum_{s \in S} Q_{i,s,t-τ_{ih}}^ω + \sum_{i \in S_u(h)} S_{i,t-τ_{ih}}^ω + V^ω_h - \sum_{s \in S} Q_{h,s,t}^ω - S^ω_{h,t}, \quad h \in H, t \in T$$

$$\Delta Q_h = \frac{Q_h}{P_h} \Delta P_h, \quad h \in H$$

$$0 \leq Q_{h,1,t}^ω \leq 0.75(Q^ω_h + \Delta Q_h), \quad h \in H, t \in T$$

$$0 \leq Q_{h,2,t}^ω \leq 0.25(Q^ω_h + \Delta Q_h), \quad h \in H, t \in T$$

$$0 \leq M^ω_{h,t} \leq M_h, \quad h \in H, t \in T$$

$$y_t^ω ≥ 0, \quad y_t^ω ≥ 0, \quad y_t^ω ≥ 0, \quad y_t^ω ≥ 0$$

$$P_t^ω ≥ 0, \quad S^ω_{h,t} ≥ 0.$$ 

### 5.2.2 Time resolution

Because the planning horizon is considerably longer in this model, it is not feasible to consider hourly increments. We adopt the methodology used in [13] to change the time resolution of planning problem. We implement an auxiliary Resolution object that scales the relevant quantities in the model based on a predefined number of hours in each period. For example, if a period consists of 24 hours, water volumes are scaled by $1/24$ and are then measured in 24-hour equivalents as opposed to 1-hour equivalents, the marginal production equivalents are scaled by 24, and water flow times are re-calculated accordingly. After realization of the uncertain parameters, the values in a specific period are calculated through means. In the considered example of 24 hours in each period, we would use the daily mean price and the daily water inflow.

### 5.2.3 Future electricity price

Due to challenges in the energy sector, the future electricity price is expected to be much higher than today. A study that considers a future scenario where nuclear power in Sweden is completely phased out in Sweden by 2040
predicts electricity prices 133% above today’s levels [24]. Since our forecasters were trained on historical data they do not encompass such effects. To pose a capacity expansion problem with a planning horizon longer than a year we add a rate factor in the price forecast. The predictions in [24] correspond to a yearly increase of 4%. We use this as a baseline.

5.2.4 Model implementation

We now outline how the capacity expansion model [24] is formulated in SPjl. To increase readability, we again present an abridged version of the capacity expansion model implementation in SPjl and refer to Github[^1] for the full unabridged model.

We first define a scenario data structure to describe the uncertain parameters. In contrast to the day-ahead scenario, the capacity expansion scenario has a variable time horizon. We also define a sampler object that forecasts price and inflow data using the noise-driven RNN forecasters introduced in [15] over a predefined time horizon. The code is shown in Listing 5. The sampler begins from a chosen start date and then generates a price curve and inflow sequence stretching over the full horizon. During generation, the date is incremented to make use of the forecasters seasonal prediction capability. In addition, we pick a random yearly rate between 0 – 4% that grows the forecast for each year in the planning horizon.

The capacity expansion model definition in SPjl is presented in Listing 6.

[^1]: https://github.com/martinbiel/HydroModels.jl
5.2.5 Algorithm details

We again employ the sample average approximation (SAA) scheme outline in Section 2.1 to compute confidence intervals around the optimal value of the capacity expansion problem (24). The sampled instances are again distributed on the 32-core compute node and solved using a distributed L-shaped algorithm. In contrast to the models in the previous chapters, solving the subproblems becomes the bottleneck due to the large planning horizon used in the capacity expansion problem. We therefore theorize that limiting the growth of the master using cut aggregation and consolidation will not lead to significant performance improvements. Instead, we elect to use the multi-cut formulation which should yield the best iteration complexity. Otherwise, we employ trust-region regularization to improve convergence.

5.3 Numerical Experiments

We first consider a planning horizon of one year, where the price forecaster is used as is. The time resolution is set to 24 hours per period for computational tractability. The results of the SAA algorithm is given in Figure 10. The confidence interval is stabilized after 500 samples. We compute a confidence interval around the EEV at this sample size as well. Because there is no overlap between the VRP and EEV, there is a statistically significant VSS within the interval [0.44% − 2.73%].

The solution of a 500-scenario instance is presented in Table 3. A total of 149.29 MW is provisioned among the 15 plants and results in a total profit of 114.39 million Euros over the one-year planning horizon. If we fix all expansion decisions to zero and re-optimize then the profit without expansion is 111.53 million Euros. Thus, about 2.86 million Euros of extra profit is incurred through capacity expansion. The expansion plan generated by solving the deterministic problem instead yields 113.81 million Euros, which implies a VSS of 0.58 million Euros, or 0.5%. However, we note that the VSS is 20% of the extra profit amassed from the capacity expansion.
Figure 10: Confidence intervals around optimal value of the capacity expansion problem, with a one year horizon, as a function of sample size.

| Plant    | Capacity expansion $\Delta P$ [MW] |
|----------|----------------------------------|
| Rebnis   | 0.0                              |
| Sadva    | 0.0                              |
| Bergnas  | 4.75                             |
| Slagnas  | 4.21                             |
| Bastusel | 54.87                            |
| Grytfors | 20.15                            |
| Gallejaur| 0.0                              |
| Vargfors | 0.0                              |
| Rengard  | 15.13                            |
| Batfors  | 5.23                             |
| Finnfors | 2.78                             |
| Granfors | 12.53                            |
| Krangfors| 19.49                            |
| Selsfors | 3.17                             |
| Kvistfors| 6.98                             |

Table 3: Capacity expansion strategy obtained from solving a 500-scenario capacity expansion problem with a one-year planning horizon.
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![Graph showing confidence intervals around optimal value of the capacity expansion problem, with a 20-year horizon, as a function of sample size.](image)

**Figure 11:** Confidence intervals around optimal value of the capacity expansion problem, with a 20-year horizon, as a function of sample size.

Next, we consider a long planning horizon of 20 years. We set the time resolution to 120 hours per period for computational tractability. In other words, the planning is constrained to intervals of five days. This decreases the accuracy of the model, but the model size will reach the memory limit of our hardware at 100 scenarios already at this resolution. Confidence intervals around the optimal value are presented in Figure 11. The largest sample size we can use in our hardware setup is $N = 100$, which yields a fairly stable confidence interval. We compute a confidence interval around the EEV at this sample size as well. Because there is no overlap between the VRP and EEV, there is a statistically significant VSS within the interval $[0.97\% - 16.24\%]$. The VSS is considerably higher than when using the shorter planning horizon.

The solution of a 100-scenario instance is presented in Table 4. A total of 437.60 MW is provisioned among the 15 plants and results in a total profit of 7649.18 million Euros over the 20-year planning horizon. If we fix all expansion decisions to zero and re-optimize then the profit without expansion is 6199.90 million Euros. Thus, about 1449.28 million Euros of extra profit is incurred through capacity expansion. The expansion plan is about three times as aggressive as the one-year plan, and the gain from expansion is far greater. This is probably an effect of predicting a larger future electricity price. The expansion plan generated by solving the deterministic problem instead yields 7039.73 million Euros, which implies a VSS of 609.45 million Euros, or 7.97%. As a percentage of the expansion gain, the VSS is 42%. The results could be compared to the 363 MW capacity expansion suggested in [25].

6 Concluding remarks

We have utilized the StochasticPrograms.jl framework to pose and solve three large-scale planning problems related to hydropower production in the Swedish river Skellefteälven.

First, we formulated and solved a day-ahead planning problem in SPjl. The problem is formulated from the perspective of a hydropower producer participating in a day-ahead market. Both the electricity price and local water inflows are uncertain. We provided a detailed model formulation of the day-ahead problem and explained how to the model can be implemented in SPjl. We used the SAA algorithm to compute tight confidence intervals around the optimal solution of the day-ahead problems. This approach becomes tractable through the parallel capabilities of SPjl. The tight confidence intervals allow us to conclude that the gain from solving the stochastic program is statistically significant.
Plant | Capacity expansion $\Delta P$ [MW]
---|---
Rebnis | 0.0
Sadva | 0.0
Bergnas | 0.0
Slagnas | 0.0
Bastusel | 0.0
Grytfors | 12.90
Gallejaur | 0.0
Vargfors | 0.0
Rengard | 34.86
Batfors | 37.53
Finnfors | 46.04
Granfors | 53.48
Krangfors | 82.76
Selsfors | 52.98
Kvistforsen | 117.04

Table 4: Capacity expansion strategy obtained from solving a 100-scenario capacity expansion problem with a 20-year planning horizon.

Next, we formulated and solved a stochastic program for determining optimal day-ahead order strategies in conjunction with a maintenance schedule. The SAA algorithm again yields tight confidence intervals around the stochastic solution, and the resulting VSS is larger than the day-ahead formulation. We argue that the intricacies involved with coordinating the maintenance schedule with the order strategies increases the value of a stochastic approach. The maintenance periods we have used are not necessarily accurate, but we believe that the strong experimental results indicate that the model could be a viable approach for optimally planning preventive maintenance while participating in a deregulated electricity market.

Finally, we considered a capacity expansion problem with a long planning horizon. The same methodology is applied as when solving the first two hydropower problems. However, the planning horizon is considerably longer, from one year up to 20 years compared to the 24 hour horizon used in the first two problems. We therefore utilized a coarser time resolution and smaller sample sizes to not exceed the memory capacity of our hardware setup. The SAA algorithm still produces relatively tight confidence intervals with a statistically significant VSS both when the planning horizon is one year and when it is 20 years. Also, the relative significance of the VSS is much greater when comparing to the extra profits incurred from the capacity expansion instead of the total profit. In brief, the VSS is more significant over longer planning horizons, even with a coarse time resolution. This suggests that stochastic programming is a viable tool for this type of planning problem.

In summary, the three case studies provide a solid proof-of-concept of the StochasticPrograms.jl framework. Because the uncertainty modeling is decoupled from the optimization modeling, we can effortlessly re-use the forecasting technique presented [15] to sample scenarios in all three applications. The distributed capabilities allow us to solve large-scale instances. Moreover, the specialized algorithms available in SP.jl are used to efficiently solve sampled instances. Consequently, we can afford to run SAA algorithms until tight confidence intervals are obtained. This allows us to be precise when discussing the generated solutions and prove that the value of the stochastic solution is statistically significant.

References

[1] Stein-Erik Fleten and Trine Krogh Kristoffersen. Stochastic programming for optimizing bidding strategies of a nordic hydropower producer. *European Journal of Operational Research*, 181(2):916–928, 2007.

[2] Nicole Gröwe-Kuska and Werner Römisch. Stochastic unit commitment in hydrothermal power production planning. In *Applications of Stochastic Programming*, pages 633–653. Society for Industrial and Applied Mathematics, 2005.

[3] C. G. Petra, O. Schenk, and M. Anitescu. Real-Time Stochastic Optimization of Complex Energy Systems on High-Performance Computers. *Computing in Science Engineering*, 16(5):32–42, 2014.

[4] R. Louca and E. Bitar. Stochastic ac optimal power flow with affine recourse. In *2016 IEEE 55th Conference on Decision and Control (CDC)*, pages 2431–2436, 2016.
[5] R. Van Slyke and Roger J.-B Wets. L-Shaped Linear Programs with Applications to Optimal Control and Stochastic Programming. *SIAM Journal on Applied Mathematics*, 17(4):638–663, 1969.

[6] R. T. Rockafellar and Roger J.-B. Wets. Scenarios and policy aggregation in optimization under uncertainty. *Mathematics of Operations Research*, 16(1):119–147, 1991.

[7] Wai-Kei Mak, David P. Morton, and R. Kevin Wood. Monte Carlo bounding techniques for determining solution quality in stochastic programs. *Operations Research Letters*, 24(1):47 – 56, 1999.

[8] Alan J. King and Roger J.-B. Wets. Epi-consistency of convex stochastic programs. *Stochastics and Stochastics Reports*, 34(1-2):83–92, 1991.

[9] Alexander Shapiro. Asymptotic analysis of stochastic programs. *Annals of Operations Research*, 30(1):169–186, 1991.

[10] Martin Biel and Mikael Johansson. Efficient stochastic programming in Julia. *arXiv preprint arXiv:1909.10451*, 2019. Submitted for consideration to INFORMS Journal of Computing.

[11] Iain Dunning, Joey Huchette, and Miles Lubin. JuMP: A modeling language for mathematical optimization. *SIAM Review*, 59(2):295–320, 2017.

[12] Jan Jack Sag. Simulation of hydro power expansion in skellefteälven. Master’s thesis, KTH, 2018.

[13] Björn Sandström. Cost-effective capacity expansion of hydropower plants in skellefteälven. Master’s thesis, KTH, 2019.

[14] NordPool. [https://www.nordpoolgroup.com/](https://www.nordpoolgroup.com/), 2018.

[15] Martin Biel. Optimal day-ahead orders using stochastic programming and noise-driven recurrent neural networks. In *2021 IEEE Madrid PowerTech*, pages 1–6, 2021.

[16] NordPool. Hourly Elspot prices 2017 in EUR. [https://www.nordpoolgroup.com/globalassets/marketdata-excel-files/elspot-prices_2017_hourly_eur.xls](https://www.nordpoolgroup.com/globalassets/marketdata-excel-files/elspot-prices_2017_hourly_eur.xls), 2018.

[17] Marie Bergstrand, Sara-Sofia Asp, and Göran Lindström. Nationwide hydrological statistics for Sweden with high resolution using the hydrological model S-HYPE. *Hydrology Research*, 45(3):349–356, 2013.

[18] Fredrik Obel. Balansering av en storskalig vindkraftsutbyggnad i sverige med hjälp av den svenska vattenkraften. Master’s thesis, KTH, 2012.

[19] Martin Biel and Mikael Johansson. Distributed L-shaped algorithms in Julia. In *2018 IEEE/ACM Parallel Applications Workshop, Alternatives To MPI (PAW-ATM)*, IEEE, 2018.

[20] Martin Biel and Mikael Johansson. Dynamic cut aggregation in L-shaped algorithms. *arXiv preprint arXiv:1910.13752*, 2019. Submitted for consideration to the European Journal of Operational Research. Under review.

[21] Energimyndigheten. Vad avgör ett vattenkraftverks betydelse för elsystemet. [https://www.energimyndigheten.se/globalassets/nyheter/2014/vad-avgor-ett-vattenkraftverks-betydelse.pdf](https://www.energimyndigheten.se/globalassets/nyheter/2014/vad-avgor-ett-vattenkraftverks-betydelse.pdf), 2014.

[22] Arild Helseth, Marte Fodstad, and Birger Mo. Optimal hydropower maintenance scheduling in liberalized markets. *IEEE Transactions on Power Systems*, 33(6):6989–6998, 2018.

[23] Jesús A. Rodríguez, Miguel F. Anjos, Pascal Côté, and Guy Desaulniers. Accelerating benders decomposition for short-term hydropower maintenance scheduling. *European Journal of Operational Research*, 289(1):240–253, 2021.

[24] Johan Bruce, Björn Klasman, and Fredrik Obel. Stora effektrågan. [https://www.skekraft.se/wp-content/uploads/2015/12/Vattenkraftens-framtida-bidrag-till-okad-kapacitet-och-reglerfomaga.pdf](https://www.skekraft.se/wp-content/uploads/2015/12/Vattenkraftens-framtida-bidrag-till-okad-kapacitet-och-reglerfomaga.pdf), 2015.

[25] Skellefteá Kraft. Vattenkraftens framtida bidrag till ökad kapacitet och reglerförmåga. [https://www.skekraft.se/wp-content/uploads/2015/12/Vattenkraftens-framtida-bidrag-till-okad-kapacitet-och-reglerfomaga.pdf](https://www.skekraft.se/wp-content/uploads/2015/12/Vattenkraftens-framtida-bidrag-till-okad-kapacitet-och-reglerfomaga.pdf), 2015.