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Abstract

Federated learning is a novel framework that enables resource-constrained edge devices to jointly learn a model, which solves the problem of data protection and data islands. However, standard federated learning is vulnerable to Byzantine attacks, will cause the global model to be manipulated by the attacker or fail to converge. On non-iid data, the current methods are not effective in defending against Byzantine attacks. In this paper, we propose a Byzantine-robust framework for federated learning via credibility assessment on non-iid data (BRCA). First, a credibility assessment method is designed to detect Byzantine attacks by combing adaptive anomaly detection model and data verification. Specially, an adaptive mechanism is incorporated into the anomaly detection model for the training and prediction of the model. Final, a unified update algorithm is given to guarantee that the global model has a consistent direction. On non-iid data, our experiments demonstrate that the BRCA is more robust to Byzantine attacks compared with conventional methods.
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1. Introduction

With the popularity of smartphones, wearable devices, intelligent home appliances, and autonomous driving, these distributed devices generate a great number of data every day. In order to make full and effective use, these data are usually sent to the data center for processing and learning tasks. However, the direct collection of personal information from distributed devices has caused people to worry about personal privacy (Zhou et al., 2018). At the same time, as the computing power of these mobile devices increases, it is attractive to store data locally while completing related computing tasks. Federated learning is a distributed machine learning framework that allows multiple parties to collaboratively train a model without sharing raw data (McMahan et al., 2017); (Zhao et al., 2018), which has attracted significant attention from industry and academia recently. Although federated learning has essential significance and advantages in protecting user privacy, it also faces many challenges.

First of all, due to the distributed nature of federated learning, it is vulnerable to Byzantine attacks. Notably, it has been shown that, with just one Byzantine client, the whole federated optimization algorithm can be compromised and may lead to failure to
converge (Mhamdi et al., 2018). Especially when the training data is not independent and identically distributed (non-iid), the difficulty of defense against Byzantine attacks is increased and it is difficult to guarantee the convergence of the model (So et al., 2020).

Methods for defending against Byzantine attacks in federated learning have been extensively studied, including coordinate-wise trimmed mean (Yin et al., 2018), the coordinate-wise median (Chen et al., 2019), (Yang et al., 2019), the geometric median (Chen et al., 2017), (Pillutla et al., 2019), and distance-based methods Krum (Blanchard et al., 2017), BREA (So et al., 2020), Bulyan (Mhamdi et al., 2018). In addition to the above methods based on statistical knowledge, Li et al. (2020a) proposes a new idea based on anomaly detection to complete the detection of Byzantine clients in the learning process.

The above methods can effectively defend against Byzantine attacks to a certain extent, but there are also some shortcomings. First, the methods based on statistical knowledge have high computational complexity, and also their defense abilities are weakened due to the non-iid characteristics of client data in federated learning. Second, for the anomaly detection algorithm (Li et al., 2020a), there is a premise that the detection model should be trained on the test data set. Obviously, the premise hypothesis cannot be realized in practical applications because it is difficult for us to get such a data set, which can cover almost all data distributions.

In this paper, we propose a new method which makes a trade-off between client privacy and model performance. Each client needs to share some data with the server. Unlike FedAvg (McMahan et al., 2017), we use credibility score as the weight of model aggregation, not the sample size. The credibility score of each client is obtained by integrating the verification score and the detection score. The former is calculated by sharing data. The latter is obtained by the adaptive anomaly detection model, which is pre-trained on the source domain, and dynamically fine-tuned on the target domain. Finally, we complete the unified update of the global model on the shared data to enable the global model to have a consistent direction.

For image classification tasks, we use logistic regression and convolutional neural networks to evaluate our algorithms on the Mnist and Cifar10. In these experiments, our algorithm effectively defends against Byzantine attacks and improves the performance of federated learning.

The main contributions of this paper are:

- We propose a new federated learning framework (BRCA) which combines credibility assessment and unified update. BRCA not only effectively defends against Byzantine attacks, but also reduces the impact of non-iid data on the aggregated global model.
- The credibility assessment combing anomaly detection and data verification effectively detects Byzantine attacks on non-iid data.
- By incorporating an adaptive mechanism and transfer learning into the anomaly detection model, the anomaly detection model can dynamically improve detection performance. Moreover, its pre-training no longer relies on the test data set.
- We construct four different data distributions for each data set, and conduct experiments on them to study the influence of data distribution on defense methods against Byzantine attacks.
2. Related Work

*FedAvg* is firstly proposed in (McMahan et al., 2017) as an aggregation algorithm for federated learning. The server updates the global model by a weighted average of the clients’ model updates, and the weight value of each client is determined based on its data sample size. Stich (2018) and Woodworth et al. (2018) make the convergence analysis of *FedAvg* on strongly-convex smooth loss functions, but they assume that the data are iid. The assumption has violated the characters of federated learning (Li et al., 2020b), (Kairouz et al., 2019). And Li et al. (2019b) makes the first convergence analysis of *FedAvg* when the data are non-iid. But the ability of naive *FedAvg* is very weak to resist Byzantine attacks.

In the iterative process of federated aggregation, honest clients send the true model updates to the server, wishing to train a global model by consolidating their private data. However, Byzantine clients attempt to perturb the optimization process (Chen et al., 2018). Byzantine attacks may be caused by some data corruption events in the computing or communication process of the device, such as software crashes, hardware failures, and transmission errors. Simultaneously, they may also be caused by malicious clients through actively transmitting error information, thus misleading the learning process (Chen et al., 2018).

Byzantine-robust federated learning has received increasing attention in recent years. *Krum* (Blanchard et al., 2017) is designed specially to defend Byzantine attacks in the federated learning. *Krum* chooses one of the local model updates to generate the global model, the chosen local model update is closest to others. *Krum* uses the Euclidean distance to determine which client updates should be chosen. *GeoMed* (Chen et al., 2017) uses the geometric median which is a variant of the median from one dimension to multiple dimensions. Unlike the *Krum*, the *GeoMed* uses all client updates to generate a new global model which may not be one of the client updates. *Trimmed Mean* (Yin et al., 2018) proposes that each dimension of its global model is obtained by averaging the parameters of clients’ model updates in that dimension. But before calculating the average, the largest and smallest part of the parameters in that dimension are deleted, Xie et al. (2018) and Mhamdi et al. (2018) are all its variants. *BREA* (So et al., 2020) also considers the security of information transmission, but its defense method is still based on distance calculation.

All of the above defense methods based on statistical knowledge and distance are not effective in defending against Byzantine attacks in non-iid settings. *Abnormal* (Li et al., 2019a) uses an anomaly detection model to complete the detection of Byzantine attacks. In addition to the shortcomings in the training phase of the anomaly detection model, it has not given the reason and theoretical proof that the method can effectively defend against Byzantine attacks in non-iid setting.

The concept of independent and identically distributed (iid) of data is clear, but there are many meanings of non-iid. In this work, we only consider label distribution skew (Kairouz et al., 2019). The categories of samples may vary across clients. For example, in the face recognition task, each user generally has their face data; for mobile device, some users may use emojis that do not show up in others’ devices.

In this paper, we propose a method that combine *credibility assessment* and *unified update* to robust federated learning against Byzantine attacks on non-iid data.
3. Byzantine-robust Federated Learning on non-iid Data

We consider a federated setting with some clients and a server. For the rest of the paper, we will use the following symbol definitions: $A$ is the total client set, $|A| = n$; $S$ is the selected client set in every iteration, $|S| = k$; among them, $B$ is Byzantine client set, $|B| = b$, and $H$ is honest client set, $|H| = h$. $w_i^t$ is the model update sent by the client $i$ to the server at round $t$, Byzantine attack rate $\xi = \frac{b}{k}$. $W^t$ is the global model at round $t$, $D_p = \{D_1^p, ..., D_n^p\}$ is clients’ private data, $D_s = \{D_1^s, ..., D_n^s\}$ is the clients’ shared data, and data-sharing rate $\gamma = \frac{|D_s|}{|D_p| + |D_s|}$ ($\cdot$ represents the sample size of the data set).

3.1. BRCA: Byzantine-robust Federated Learning via Credibility Assessment

In order to enhance the robustness of federated learning against Byzantines attacks on non-iid data, BRCA combines credibility assessment and unified update, figure 1 is its frame diagram.

Figure 1: The frame diagram of the BRCA

Before training, each client needs to share some private data to the server. In each iteration, the server randomly selects some clients and sends the latest global model to them. These clients use their own private data to get the model updates on the global model, and send them to the server. After receiving model updates, the server conducts a credibility assessment for each model update and calculates their credibility scores. Then use these credibility scores as the weights to aggregate the primary global model, considering momentum can effectively improve the ability of federated learning to resist Byzantine
attacks (El-Mhamdi et al., 2020). So our aggregation equation is as follow:

\[ W^{t+1} = \alpha W^t + (1 - \alpha) \sum_{i \in S} r_i^t w_i^t \]  

(1)

where \( r_i^t \) is the credibility score of client \( i \) at round \( t \) and \( \alpha(0 < \alpha < 1) \) is a decay factor.

Last, unified update uses shared data to update the primary global model to get the new global model for this round.

Algorithm 1: BRCA

| Algorithm: total clients \( A \); total number of iterations \( T \); learning rate \( \eta_{\text{server}}, \eta_{\text{client}} \); Byzantine attack rate \( \xi \); epoch \( E_{\text{server}}, E_{\text{client}} \); initial global model \( W^0 \); clients’ private data \( D_p = \{D^p_1, ..., D^p_N\} \); clients’ shared data \( D_s = \{D^s_1, ..., D^s_n\} \); initial anomaly detection model \( \theta^0; \beta; \alpha; d; k \) |
|---|
| **Input:** |
| total clients \( A \); total number of iterations \( T \); learning rate \( \eta_{\text{server}}, \eta_{\text{client}} \); Byzantine attack rate \( \xi \); epoch \( E_{\text{server}}, E_{\text{client}} \); initial global model \( W^0 \); clients’ private data \( D_p = \{D^p_1, ..., D^p_N\} \); clients’ shared data \( D_s = \{D^s_1, ..., D^s_n\} \); initial anomaly detection model \( \theta^0; \beta; \alpha; d; k \) |
| **Output:** global model \( W^{T+1} \), anomaly detection model \( \theta^{T+1} \) |
| **1** \( R = \emptyset \): the credibility score set. |
| **2** \( H = \emptyset \): the honest client set. |
| **3** Function \( \text{AddAttack}(w) \): |
| return \( w \) attacked by Byzantine client. |
| **4** End Function |
| **5** |
| **6** |
| **7** for each round \( t=0 \) to \( T \) do |
| **8** Clients: |
| **9** for client \( i \in S \) parallel do |
| **10** for each epoch \( e = 0 \) to \( E_{\text{client}} \) do |
| **11** \( w_i^t = W^t - \eta_{\text{client}} \nabla \ell(D^p_i, W^t) \), where \( \ell \) is the loss function. |
| **12** end |
| **13** if \( i \in \text{top} \xi \% \text{of} \ S \) then |
| **14** \( w_i^t = \text{AddAttack}(w_i^t) \) |
| **15** end |
| **16** send \( w_i^t \) back to the server |
| **17** end |
| **18** Server: |
| **19** sample \( S \in A \) randomly |
| **20** broadcast latest global model \( W^t \) to each client \( j \in S \) |
| **21** receive model updates from clients \( Q = \{w_1^t, ..., w_j^t, ..., w_k^t\} \), client \( j \in S \) |
| **22** \( R, H, \theta^{t+1} = \text{Credibility Assessment}(Q, D_s, \theta^t, \beta, S, \eta_{\text{detection}}, d) \) |
| **23** \( W^{t+1} = \alpha W^t + (1 - \alpha) \sum_{j \in S} r_j^t w_j^t \), \( r_j^t \in R \) |
| **24** \( W^{t+1} = \text{Unified Update}(W^{t+1}, D_s, E_{\text{server}}, \eta_{\text{server}}, H) \) |
| **25** end |
| **26** return global model \( W^{T+1} \), anomaly detection model \( \theta^{T+1} \). |

Algorithm 1 is the description of BRCA, which contains Credibility Assessment in line 22, and Unified Update in line 24. The key of BRCA to defend against Byzantine attacks is credibility assessment. On non-iid data, the difference between client model updates is
great, and it is difficult to judge whether the difference is caused by Byzantien attacks or the non-iid data. However, the model update of the honest client should have a good effect on its own private data, which is not affected by other clients. Simultaneously, anomaly detection model can effectively detect Byzantine attacks (Li et al., 2019a). So, we combine the above idea to detect Byzantine attacks. In order to solve the shortcomings of the existing anomaly detection models, we propose an adaptive anomaly detection model.

In this paper, the shared data is randomly selected by each client based on the sample category. Of course, other sampling methods could also be used, such as clustering. And, it must be pointed out that the shared data will only be used on the server, and other clients will not obtain it. That can protect the user’s privacy to a certain extent.

3.2. Credibility Assessment

Algorithm 2 (Credibility Assessment) is the key part of BRCA, which assigns a credibility score for each client model update. A Byzantine client would be given much lower credibility score than an honest client. To ensure the accuracy of the credibility score, Credibility Assessment integrates adaptive anomaly detection model and data verification.

In algorithm 2, line 4 is the data verification, which calculates the verification score $f_i$ for the model update of each client $i$. And line 5 is the function get-anomaly-score() of the adaptive anomaly detection model, which calculates detection score $e_i$. After this, the credibility $r_i$ of the model update is $r_i = \beta e_i + (1 - \beta)f_i$, $R = \{r_1, \ldots, r_i, \ldots, r_k\}$, client $i \in S$. Function make-adaption() in line 24 completes the adaption of the anomaly detection model.

In this paper, we judge the model update with a credibility score lower than the mean of $R$ as a Byzantine attack, and set its credibility score as zero. Finally, normalize the scores to get the final credibility scores.

3.2.1. Adaptive Anomaly Detection Model

In the training process, we can not predict the type of attack, but we can estimate the model update of the honest client. So we can adopt a one-class classification algorithm to build the anomaly detection model using normal model updates. Such technique will learn the boundary of the model updates’ distribution. Through this boundary, we can determine whether the new sample is abnormal. Autoencoder is known to be a one-class learning model that can effectively detect anomalies, especially for high-dimensional data (Sakurada and Yairi, 2014).

In practical applications, we cannot get the target data to complete the pre-training of our anomaly detection model. Therefore, based on the idea of transfer learning, the initialized anomaly detection model will be pre-trained on the source data. Then, the server uses algorithm 3 to make the adaption of the anomaly detection model, which is implemented by fine-tuning on the target domain data. For these data involved in adaption, their credibility scores must be within a certain range. In the paper, we use the last convolutional layer of the model to complete the training and prediction of the anomaly detection model.
Algorithm 2: Credibility Assessment

**Input:** local model updates $Q$; clients’ shared data $D_s = \{D_{s1}^t, ..., D_{sn}^t\}$; anomaly detection model $\theta^t$; $\beta$; selected clients $S$; $\eta_{\text{detection}}$; $d$ 

**Output:** credibility score of clients $R$; honest client set $H$; anomaly detection model $\theta^{t+1}$

1. $R = \emptyset$: credibility score set; $H = \emptyset$: the honest client set; $\text{sum} = 0$;  
2. $\text{sum}_e = 0$; $\text{sum}_f = 0$  
3. $C = \{c_{i1}^t, ..., c_{it}^t, ..., c_{ik}^t\}$, client $i \in S$, $c_i^t$ is the weight of the last convolutional layer of $w_i^t$  
4. for each client $i \in S$ do  
5.  
6.  
7. $\text{sum}_e = \sum_{\text{client } i \in S} e_i^t$; $\text{sum}_f = \sum_{\text{client } i \in S} f_i^t$  
8. for each client $i \in S$ do  
9.  
10. $r_i^t = \beta e_i^t + (1 - \beta) f_i^t$; $R = R \cup \{r_i^t\}$  
11. end  
12. $M(R)$ is the mean of $R$  
13. for each $r_i^t \in R$ do  
14.  
15.  
16. else  
17.  
18. end  
19. $\text{sum}_+ = r_i^t$  
20. end  
21. for each $r_i^t \in R$ do  
22.  
23. end  
24. $\theta^{t+1} = \text{AADM.make-adaption} (H, \theta^t, \eta_{\text{detection}}, C, d)$  
25. return $R$, $H, \theta^{t+1}$.  

At round $t$, the detection score $e_i^t$ of client $i$:

$$e_i^t = \left( \exp\left( \frac{\text{Mse}(c_i^t - \theta^t(c_i^t)) - \mu(E)}{\sigma(E)} \right) \right)^{-2}$$  

where $\theta^t$ is the anomaly detection model, $c_i^t$ is the model update’s last convolution layer, $\text{Mse}(c_i^t - \theta^t(c_i^t))$ represents reconstruction error. $E = \{e_1^t, ..., e_i^t, ..., e_k^t\}$, client $i \in S$, $\mu(E), \sigma(E)$ are the mean and variance of set $E$.

Our anomaly detection model is different from the one in Abnormal: (1) Abnormal uses the test set of the data set to train the anomaly detection model. Although the detection model obtained can complete the detection task very well, in most cases the test data set is
Algorithm 3: AADM Adaptive Anomaly Detection Model

Input: anomaly detection model $\theta^t$; weights of the last convolutional layer of the local model $C$; $\eta_{\text{detection}}$; credibility score $R_i$; honest client set $H$; $d$

Output: updated anomaly detection model $\theta^{t+1}$

Function get-anomaly-score($\theta^t, c^t_i$):
1. compute $e^t_i$ with $\theta^t$ and $c^t_i$, client $i \in S$ based on equation 2
2. return $e^t_i$.

End Function

Function make-adaption($H, \theta^t, \eta_{\text{detection}}, C, d)$:
1. $H_o$ is a subset of $H$ obtained by removing the clients whose credibility score is in the largest and smallest $d$ fraction.
2. for client $i \in H_o$ do
3. $\theta^{t+1} = \theta^t - \eta_{\text{detection}} \nabla \ell(\theta^t, c^t_i)$
4. end
5. return updated anomaly detection model $\theta^{t+1}$.

End Function

not available. Therefore, based on the idea of transfer learning, we complete the pre-training of the anomaly detection model in the source domain. (2) Abnormal’s anomaly detection model will not be updated after training on the test set. We think this is unreasonable, because the test set is only a tiny part of the overall data. Use a small part of the training data to detect most of the remaining data, and the result may not be accurate enough. Therefore, first, pre-training of the anomaly detection model is completed in the source domain. Second we use the data of the target domain to fine-tune it in the iterative process to update the anomaly detection model dynamically, as shown in function make-adaption in Algorithm 3.

3.2.2. Data Verification

The non-iid of client data increases the difficulty of Byzantine defense. But the performance of the updated model of each client on its own shared data is not affected by other clients, which can be effectively solved this problem. Therefore, we use the clients’ shared data $D_s = \{D^s_1, ..., D^s_i, ..., D^s_k\}$, client $i \in S$ to calculate the verification score of their updated model:

$$f^t_i = \left( \exp \left( \frac{l^t_i - \mu(L)}{\sigma(L)} \right) \right)^{-2}$$  \hspace{1cm} (3)

where $l^t_i$ is loss of client $i$ calculated on model $w^t_i$ using the shared data $D^s_i$ at round $t$:

$$l^t_i = \frac{1}{|D^s_i|} \sum_{j=0}^{|D^s_i|} \ell(D^s_{i(j)}, w^t_i)$$ \hspace{1cm} (4)

where $D^s_{i(j)}$ is the $j$-th sample of $D^s_i$ and $\mu(L), \sigma(L)$ are the mean and variance of set $L = \{l_1, ..., l_k\}$ respectively.
3.3. Unified Update

After getting the credibility score \( r_k \) in algorithm 2 with the anomaly score \( e_k \) and the verification score \( f_k \), we can complete the aggregation of the clients’ local model updates in equation 1 and get a preliminary updated global model. However, due to the non-iid of client data, the knowledge learned by the local model of each client has certain limitations, and the model differences between two clients are also significant. Therefore, to solve the problem that the preliminary aggregation model lacks a clear and consistent goal, we introduce an additional unified update procedure with shared data on server, details can be seen in algorithm 4.

Because the data used for the unified update is composed of each client’s data, it can more comprehensively cover the distribution of the overall data. The goal and direction of the unified update are based on the overall situation and will not tend to be in an individual area.

\begin{algorithm}[h]
\caption{Unified Update}
\begin{algorithmic}[1]
\State \textbf{Input:} global model \( W^{t+1} \); clients’ shared data \( D_s = \{D^*_1, ..., D^*_n\}; E_{\text{server}}; \eta_{\text{server}}; \) honest client set \( H \)
\State \textbf{Output:} global model \( W^{t+1} \).
\For {each epoch \( e = 0 \) to \( E_{\text{server}} \) do}
\For {\( i \in H \)}
\State \( W^{t+1} = W^{t+1} - \eta_{\text{server}} \nabla \ell(D^*_i, W^{t+1}) \)
\EndFor
\EndFor
\State \textbf{return} global model \( W^{t+1} \).
\end{algorithmic}
\end{algorithm}

4. Experiments

To verify the effectiveness of BRCA, we structure the client’s data into varying degrees of non-iid. At the same time, we also explored the impact of different amounts of shared data on the global model and compared the performance of our anomaly detection model with the Abnormal’s.

4.1. Experimental setup

4.1.1. Datasets

We do the experiments on Mnist and Cifar10, and construct four different data distributions: (a) non-iid-1: each client only has one class of data. (b) non-iid-2: each client has 2 classes of data. (c) non-iid-3: each client has 5 classes of data. (d) iid: each client has 10 classes of data.

For Mnist, 100 clients are set and four data distributions are: (a) non-iid-1: each class of data in the training dataset is divided into 10 pieces, and each client selects one piece as its private data. (b) non-iid-2: each class of data in the training dataset is divided into 20 pieces, and each client selects 2 pieces of different classes of the data. (c) non-iid-3 each
class of data in the training dataset is divided into 50 pieces, and each client selects 5 pieces of different classes of the data. (d) iid: each class of data in the training dataset is divided into 100 pieces, and each client selects 10 pieces of different classes of the data. As for the source domains used for the pre-training of the anomaly detection model, we randomly select 20,000 lowercase letters in the Nist dataset.

For Cifar10, there are 10 clients and the construction of four data distributions is similar to that of the Mnist. We select some classes of data in Cifar100 as source domain, which are as follows: lamp (number:40), lawn mower (41), lobster (45), man (46), forest (47), mountain (49), girl (35), Snake (78), Rose (70) and Tao (68), these samples do not appear in Cifar10.

4.1.2. Models

We use logistic regression on Mnist dataset. $\eta_{server} = 0.1$, $\eta_{client} = 0.1$, $\eta_{detection} = 0.02$, $E_{client} = 5$, $E_{server} = 1$, $n = 100$, $k = 30$, $\xi = 20\%$. Two convolution layers and three fully connected layer on Cifar10, $\eta_{server} = 0.05$, $\eta_{client} = 0.05$, $\eta_{detection} = 0.002$, $E_{client} = 10$, $E_{server} = 1$, $n = 10$, $k = 10$, $\xi = 20\%$. The structure of models are the same as (Li et al., 2019b).

4.1.3. Benchmark Byzantine attacks

Same-value attacks: A Byzantine client $i$ sends the model update $w_i = c\mathbf{1}$ to the server ($\mathbf{1}$ is all-one vectors, $c$ is a constant), we set $c = 5$. Sign-flipping attacks: In this scenario, each client $i$ computes its true model update $w_i$, then Byzantine clients send $w_i = aw_i (a < 0)$ to the server, we set $a = -5$. Gaussian attacks: Byzantine clients add Gaussian noise to all the dimensions of the model update $w_i = w_i + \epsilon$, where $\epsilon$ follows Gaussian distribution $N(0, g^2)$ where $g$ is the variance, we set $g=0.3$.

4.1.4. Benchmark defense methods

Defenses: Krum, GeoMed, Trimmed Mean, Abnormal and No Defense. No Defense does not use any defense methods.

4.2. Result and Discussion

4.2.1. Impact of shared data rate

In the first experiment, we test the influence of the shared data rate $\gamma$ in our algorithm, and it is performed under the data distribution of non-iid-2. We implement it on five different values [1\%, 3\%, 5\%, 7\%, 10\%]. Figure 2 and figure 3 are the accuracy and loss for Cifar10. It is found that: 1) In all cases of Byzantine attacks, our algorithm is superior to the three benchmark methods. 2) Only 1\% of the data shared by the client can significantly improve the performance of the global model. For three Byzantine attacks, Krum, GeoMed, Trimmed Mean, No Defense are all unable to converge. This also shows that when the model is complex, such methods to defend against Byzantine attacks will be significantly reduced. 3) With the increase in the client data sharing ratio, the performance of the global model has become lower. When the client shares the data ratio from 1\% to 10\%, the average growth rate under the three Byzantine attacks are: 1.8\% $\rightarrow$ 1.41\% $\rightarrow$ 0.97\% $\rightarrow$ 0.92\%. The
clients only share one percent of the data, and the performance of the global model can be greatly improved.

Figure 4 more clearly shows the impact of different shared data rate on the loss value of the global model on Cifar10.

![Figure 2: The Accuracy of Cifar10. Byzantine attack types from (a) to (c) are as follows: Same value, Sign flipping and Gaussian noisy. Six defense methods are adopted for each type of attack, in order: No defense, Krum, GeoMed, Trimmed Mean, abnormal, Abnormal and BRCA. For Ours, there are five different shared data rate (1%; 3%; 5%; 7%; 10%), which correspond accordingly: BRCA_1, BRCA_3, BRCA_5, BRCA_7, BRCA_10. Figure 3 is the same, so we will not explain it.](image)

![Figure 3: The loss of Cifar10.](image)

![Figure 4: The loss of BRCA on Cifar10 with five different shared rate.](image)
4.2.2. Performance of anomaly detection model

In this part, the purpose of our experiment has two: 1) Compare anomaly detection model between ours and Abnormal. 2) Explore the robustness of the anomaly detection model to data that are non-iid.

In order to objectively and accurately compare the detection performance of the anomaly detection model against Byzantine attacks between BRCA and Abnormal, we use the cross-entropy loss as the evaluation indicator which is only calculated by the detection score. Firstly, we get detection scores $E = \{e_1, ..., e_i, ..., e_k\}$ based on model update $w_i$ and $\theta_i$, client $i \in S$. Then, we set $P = \text{Sigmoid}(E - \mu(E))$ represents the probability that the client is honest and $1 - P$ is the probability that the client is Byzantine. Lastly, we use $P$ and true label $Y (y^i = 0, i \in B$ and $y^j = 1, j \in H$) to calculate the cross-entropy loss $l = \sum_{i=1}^{k} y_i \ln(p_i)$.

Figure 5 (a), (b) and (c) compare the loss of the anomaly detection model between BRCA and the Abnormal. From the figures, we can see that our model has a greater loss than Abnormal in the initial stage, mainly due to the pre-training of the anomaly detection model using the transfer learning. The initial pre-trained anomaly detection model cannot be used well in the target domain. But with the adaptation, the loss of our model continues to decrease and gradually outperforms the Abnormal. Although Abnormal has a low loss in the initial stage, as the training progresses, the loss gradually increases, and the detection ability continues to decrease.

![Figure 5](image)

Figure 5: the cross entropy loss of our and Abnormal anomaly detection model, on Cifar10 with non-iid-2. (a), (b), (c) are the performance for three Byzantine attacks (Gaussian noisy, sign flippig and same value).

Figure 6 (a), (b) and (c) show the influence of different data distributions on our detection model. For different data distributions, the detection ability of the model is different, but it is worth pointing out that : as the degree of non-iid of the data increases, the detection ability of the model increases instead.

4.2.3. Impact of Unified Update

In this part, we study the impact of the unified update on the global model. Figure 7 shows the accuracy of the global model with and without unified update on Cifar10.

From non-iid-1 to iid, the improvement of the global model’s accuracy by unified update is as follows: 35.1% → 13.6% → 4.7% → 2.3% (Same value), 34.8% → 10.5% → 3.0% →
Figure 6: (a), (b) and (c) are our anomaly detection model’s performance on four different data distribution(iid, non-iid-1, non-iid-2, non-iid-3) aganist Byzantine attacks(Gaussian noisy, sign flipping, same value).

3.1% (Gaussian noisy), 24.9% → 9.9% → 2.8% → 3.0% (Sign flipping). Combined with figure 7, it can be clearly found that the more simple the client data is, the more obvious the unified update will be to the improvement of the global model.

When the data is non-iid, the directions of the model updates between clients are different. The higher the degree of non-iid of data, the more significant the difference. The global model obtained by weighted aggregation does not fit well with the global model. Unified update on the shared data can effectively unify the model updates of multiple clients, giving the global model a consistent direction.

Therefore, it is necessary to implement a unified update to the primary aggregation model when data is non-iid.

Figure 7: The accuracy of BRCA and BRCA_No on Cifar10. BRAC_No is based on BRCA with unified update removed.

4.2.4. Impact of Non-iid

Table 1 and table 2 show the accuracy and loss of each defense method under different data distributions on Cifar10. It can be seen that our method is the best, and the performance is relatively stable for different data distributions. The higher the degree of non-iid of data, the more single the data of each client, the lower the performance of the defense method.
Our analysis is as follows: 1) The non-iid of data among clients causes large differences between clients’ models. For the anomaly model, it is difficult for the defense method to judge whether the anomaly is caused by the non-iid of the data or by the Byzantine attacks, which increases the difficulty of defending the Byzantine attack to a certain extent. 2) Krum and GeoMed use statistical knowledge to select the median or individual client’s model to represent the global model. This type of method can effectively defend against Byzantine attacks when the data is iid. However when the data is non-iid, each client’s model only
focuses on a smaller area, and its independence is high, can not cover the domain of other clients, and naturally cannot represent the global model. 3) Trimmed Mean is based on the idea of averaging to defend against Byzantine attacks. When the parameter dimension of the model is low, it has a good performance. But as the complexity of the model increases, the method can not even complete convergence.

5. Conclusion

In this work, we propose a robust federated learning against Byzantine attacks when the data is non-iid. BRCA detects Byzantine attacks by credibility assessment. At the same time, it makes the unified updating of the global model on the shared data, so that the global model has a consistent direction and its performance is improved. BRCA can make the global model converge very well when facing different data distributions. And for the pre-training of anomaly detection models, the transfer learning can help the anomaly detection model get rid of its dependence on the test data set. Experiments have proved that BRCA performs well both on non-iid and iid data, especially on non-iid, it is more prominent. In the future, we will improve our methods by studying how to protect the privacy and security of shared data.

References

Peva Blanchard, El Mahdi El Mhamdi, Rachid Guerraoui, and Julien Stainer. Machine learning with adversaries: Byzantine tolerant gradient descent. In Proceedings of the 31st International Conference on Neural Information Processing Systems, pages 118–128, 2017.

Xiangyi Chen, Tiancong Chen, Haoran Sun, Zhiwei Steven Wu, and Mingyi Hong. Distributed training with heterogeneous data: Bridging median-and mean-based algorithms. arXiv preprint arXiv:1906.01736, 2019.

Yuan Chen, Soummya Kar, and Jose MF Moura. The internet of things: Secure distributed inference. IEEE Signal Processing Magazine, 35(5):64–75, 2018.

Yudong Chen, Lili Su, and Jiaming Xu. Distributed statistical machine learning in adversarial settings: Byzantine gradient descent. Proceedings of the ACM on Measurement and Analysis of Computing Systems, 1(2):1–25, 2017.

El-Mahdi El-Mhamdi, Rachid Guerraoui, and Sébastien Rouault. Distributed momentum for byzantine-resilient learning. arXiv preprint arXiv:2003.00010, 2020.

Peter Kairouz, H Brendan McMahan, Brendan Avent, Aurélien Bellet, Mehdi Bennis, Arjun Nitin Bhagoji, Keith Bonawitz, Zachary Charles, Graham Cormode, Rachel Cummings, et al. Advances and open problems in federated learning. arXiv preprint arXiv:1912.04977, 2019.

Suyi Li, Yong Cheng, Yang Liu, Wei Wang, and Tianjian Chen. Abnormal client behavior detection in federated learning. arXiv preprint arXiv:1910.09933, 2019a.
Suyi Li, Yong Cheng, Wei Wang, Yang Liu, and Tianjian Chen. Learning to detect malicious clients for robust federated learning. *arXiv preprint arXiv:2002.00211*, 2020a.

Tian Li, Anit Kumar Sahu, Ameet Talwalkar, and Virginia Smith. Federated learning: Challenges, methods, and future directions. *IEEE Signal Processing Magazine*, 37(3): 50–60, 2020b.

Xiang Li, Kaixuan Huang, Wenhao Yang, Shusen Wang, and Zhihua Zhang. On the convergence of fedavg on non-iid data. *arXiv preprint arXiv:1907.02189*, 2019b.

Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, and Blaise Aguera y Arcas. Communication-efficient learning of deep networks from decentralized data. In *Artificial Intelligence and Statistics*, pages 1273–1282. PMLR, 2017.

El Mahdi El Mhamdi, Rachid Guerraoui, and Sébastien Rouault. The hidden vulnerability of distributed learning in byzantium. *arXiv preprint arXiv:1802.07927*, 2018.

Krishna Pillutla, Sham M Kakade, and Zaid Harchaoui. Robust aggregation for federated learning. *arXiv preprint arXiv:1912.13445*, 2019.

Mayu Sakurada and Takehisa Yairi. Anomaly detection using autoencoders with nonlinear dimensionality reduction. In *Proceedings of the MLSDA 2014 2nd Workshop on Machine Learning for Sensory Data Analysis*, pages 4–11, 2014.

Jinhyun So, Başak Güler, and A Salman Avestimehr. Byzantine-resilient secure federated learning. *IEEE Journal on Selected Areas in Communications*, 2020.

Sebastian U Stich. Local sgd converges fast and communicates little. *arXiv preprint arXiv:1805.09767*, 2018.

Blake Woodworth, Jialei Wang, Adam Smith, Brendan McMahan, and Nathan Srebro. Graph oracle models, lower bounds, and gaps for parallel stochastic optimization. *arXiv preprint arXiv:1805.10222*, 2018.

Cong Xie, Oluwasanmi Koyejo, and Indranil Gupta. Generalized byzantine-tolerant sgd. *arXiv preprint arXiv:1802.10116*, 2018.

Haibo Yang, Xin Zhang, Minghong Fang, and Jia Liu. Byzantine-resilient stochastic gradient descent for distributed learning: A lipschitz-inspired coordinate-wise median approach. In *2019 IEEE 58th Conference on Decision and Control (CDC)*, pages 5832–5837. IEEE, 2019.

Dong Yin, Yudong Chen, Ramchandran Kannan, and Peter Bartlett. Byzantine-robust distributed learning: Towards optimal statistical rates. In *International Conference on Machine Learning*, pages 5650–5659. PMLR, 2018.

Yue Zhao, Meng Li, Liangzhen Lai, Naveen Suda, Damon Civin, and Vikas Chandra. Federated learning with non-iid data. *arXiv preprint arXiv:1806.00582*, 2018.
Lu Zhou, Kuo-Hui Yeh, Gerhard Hancke, Zhe Liu, and Chunhua Su. Security and privacy for the industrial internet of things: An overview of approaches to safeguarding endpoints. *IEEE Signal Processing Magazine*, 35(5):76–87, 2018.