Large deviations of random walks on random graphs
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We study the rare fluctuations or large deviations of time-integrated functionals or observables of an unbiased random walk evolving on Erdős–Rényi random graphs, and construct a modified, biased random walk that explains how these fluctuations arise in the long-time limit. Two observables are considered: the sum of the degrees visited by the random walk and the sum of their logarithm, related to the trajectory entropy. The modified random walk is used for both quantities to explain how sudden changes in degree fluctuations, similar to dynamical phase transitions, are related to localization transitions. For the second quantity, we also establish links between the large deviations of the trajectory entropy and the maximum entropy random walk.

I. INTRODUCTION

Stochastic processes evolving on graphs are used to model a variety of natural and man-made phenomena, ranging from search algorithms and the spreading of infections, damages, attacks or rumors to the detection of communities in social networks and the efficient propagation of information in communication networks [1–3]. The focus in these applications is generally on averaged quantities such as mean first-passage times, commonly used as an efficiency measure in random search algorithms, or stationary distributions giving the average state occupation. Much less is understood about the occurrence of fluctuations or rare events far away from average or typical values, related, for example, to the rapid spreading of a disease in a dispersed population or faster-than-average location of a target node in a network.

How “rare events” are defined and how their probabilities are calculated depend on the application considered. One can study, for example, the evolution of $N$ random walkers on a graph and calculate the probability that $n$ of them reach a given node at a given time, with $n$ being much smaller or larger than the mean number of walkers expected on that node, as given by the stationary distribution of the random walkers. This type of “occupation” rare event was studied recently in [4–6] and is relevant for investigating, for example, congestions in communication networks resulting from a high number of data packets reaching servers with limited capacity.

A different approach is to look at rare events arising from atypical initial conditions such as a low number of “infected” or “damaged” nodes evolving by contact or percolation dynamics to a large connected component [7–11]. Similarly, one can study how an initially large population spread on a network becomes extinct in time [12–14]. In this case, the process is often taken to be a deterministic dynamics, which means that a rare event arises from the random choice of an initial condition propagated by the dynamics to a final random state.

In this paper, we follow a more dynamical approach initiated by De Bacco et al. [15], whereby a single random walker hops on a random graph and accumulates each time it jumps a certain “cost” related, for example, to the degree of the node visited or other characteristics of that node. If the random walk is ergodic, then the mean cost (i.e., the total cost divided by the total number of jumps) will converge with probability 1 to the ergodic average of the cost as the number of jumps increases, meaning that the cost of most trajectories of the random walk are very close to that average. However, for any large but finite number of jumps, there is a small probability that the mean cost will depart significantly from this average. Our goal is to calculate the probability of these rare cost fluctuations using large deviation theory [16–18] and to understand how they arise dynamically from atypical trajectories of the random walk. This can be useful to target high or low connectivity regions in random graphs, so as to understand, for example, how congestions build up in transport or data networks.

The cost that we consider is the mean degree of the nodes visited by an unbiased random walk on Erdős–Rényi random graphs, which was also considered in [15]. Our contribution is to clarify some of the hypotheses used in that work to approximate the large deviation functions characterising the cost fluctuations, and to derive the so-called driven process, which is a modified random walk that explains how specific cost fluctuations are created in time [19–22]. This is useful, as we will see, to understand how dynamical phase transitions arising in cost fluctuations are linked to localization transitions, as first reported in [15]. On a more practical level, the driven process can also be controlled to identify nodes with low or high degree, in addition to other graph properties, without knowing the detailed structure of the graph.

To complement these results, we consider another cost given by the sum of the logarithm of the degrees visited by the random walk, which is related to the trajectory entropy and entropy rate of the random walk. In this case, we re-obtain recent results related to the maximum entropy random walk [23–25], thereby providing a new in-
terpretation of this random walk based on large deviation theory. We conclude by discussing the applicability of our results to other random processes, graph ensembles, and cost functions.

II. MODEL AND LARGE DEVIATIONS

Let $G = (V, E)$ be an undirected graph with $V$ denoting the set of $N$ vertices and $E$ the set of $M$ edges. We consider a random walk $\{X_\ell\}_{\ell=1}^n$ evolving on this graph according to the transition probability

$$\Pi_{ij} = \frac{A_{ij}}{k_i}$$

of going from node $X_\ell = i$ at time $\ell$ to node $X_{\ell+1} = j$ at time $\ell + 1$. Here, $A_{ij}$ is the adjacency matrix of $G$

$$A_{ij} = \begin{cases} 
1 & i,j \text{ are connected} \\
0 & \text{otherwise}
\end{cases}$$

and $k_i$ is the degree of the starting node $i$, given by

$$k_i = \sum_{j \in V} A_{ij}.$$ (3)

This choice of transition probability defines the unbiased random walk (URW), as it has a uniform probability of going from node $i$ to any of its first neighbours $j \in \partial i$.

The properties of the URW are well known [1]. In particular, if $G$ has no disconnected component, then the random walk is ergodic and so has a unique stationary distribution, which is easily found to be proportional to the degree:

$$p^*_i = \frac{k_i}{\sum_{i \in V} k_i} = \frac{k_i}{2M}.$$ (4)

The random walk is also reversible, as it satisfies the property of detailed balance with respect to the stationary distribution:

$$p^*_i \Pi_{ij} = p^*_j \Pi_{ji}.$$ (5)

This can be used to transform $\Pi_{ij}$ to the symmetric matrix

$$\tilde{\Pi}_{ij} = (p^*_i)^{1/2} \Pi_{ij} (p^*_j)^{-1/2},$$ (6)

which implies that the spectrum of $\Pi_{ij}$ is real [15].

Following the introduction, we assume that the random walk accumulates a cost in time given by

$$C_n = \frac{1}{n} \sum_{\ell=1}^n f(X_\ell),$$

where $f$ is any function of the node state. This cost is also called a dynamical observable in nonequilibrium statistical mechanics [18]. Because of the ergodicity of the URW, we have that $C_n$ converges with probability 1 to the ergodic average

$$\langle f(X) \rangle_{P^*} = \sum_{i \in V} p^*_i f(i) =: c^*$$

in the long-time limit $n \to \infty$. This concentration property of time averages, corresponding in mathematics to the ergodic theorem, is used in practice to estimate many properties of large graphs such as the degree distribution or more involved centrality measures, by running random walks on those graphs for long times. In particular, if we choose $f(X_\ell) = \delta_{X_\ell,k}$, then $C_n$ converges to the stationary distribution $p^*_i$, whereas if $f(X_\ell) = k_{X_\ell}$, the degree visited by $X_\ell$, then $C_n$ converges to the average degree of the graph.

Here, we study the fluctuations of $C_n$ around the typical or concentration value $c^*$ by calculating its probability distribution $P_n(c) = P(C_n = c)$ in the limit of large $n$. Following the theory of large deviations [16–18], this distribution is known to have the exponentially decaying form

$$P_n(c) = e^{-n I(c) + o(n)},$$ (9)

where $o(n)$ denotes corrections smaller than linear in $n$. We thus focus on studying the decay or rate function, given by the limit

$$I(c) = \lim_{n \to \infty} -\frac{1}{n} \ln P_n(c),$$ (10)

which characterizes the fluctuations of $C_n$ to leading order in $n$. This function is positive, $I(c) \geq 0$, and is equal to zero for ergodic random walks only for $c^*$, so that $P_n(c)$ decays exponentially fast with the final time $n$, except at $c^*$ where it concentrates exponentially.

To obtain the rate function, we use the Gärtner–Ellis Theorem [16–18], which states that $I(c)$ is given by the Legendre transform of the scaled cumulant generating function (SCGF)

$$\Psi(s) = \lim_{n \to \infty} \frac{1}{n} \ln \langle e^{sf(C_n)} \rangle, \quad s \in \mathbb{R}$$

if the latter is differentiable. For ergodic Markov chains, including ergodic random walks, the SCGF is known to be given by the logarithm of the dominant or principal eigenvalue $\zeta_{\text{max}}$ of the following positive matrix [16]:

$$\langle \tilde{\Pi}_n \rangle_{ij} = \Pi_{ij} e^{s f(i)},$$

called the tilted matrix. Thus,

$$\Psi(s) = \ln \zeta_{\text{max}}(\tilde{\Pi}_s).$$

Moreover, it is known that the principal eigenvalue is differentiable whenever the state space (here, the set of nodes) is finite [26], so we can write in the end

$$I(c) = s(c) - \Psi(s(c)),$$ (14)
where \( s_c \) is the unique root of \( \Psi'(s) = c \).

Obtaining the rate function is a difficult problem in general, as it is based on calculating the dominant eigenvalue of a positive matrix. This cannot be carried out analytically for most graphs, unless there are obvious structures or symmetries. However, the SCGF can be computed numerically fairly directly for any finite graph, since the tilted matrix \( \tilde{\Pi}_s \) is typically sparse and can be transformed, as in (6), to a symmetric matrix for which fast eigenvalue routines can be used.

Following [15], we consider here Erdős–Rényi (ER) random graphs generated by connecting any two vertices with probability \( p \), so that the probability of a graph \( G \) having \( N \) vertices and \( M \) edges is the binomial distribution over the \( N(N-1)/2 \) possible edges:

\[
P_{N,p}(G) = p^M (1-p)^{N(N-1)/2-M}.
\]

We also consider the sparse regime where the link probability is chosen as \( p = \alpha/N \) with \( \alpha > 1 \). In this case, it is known that the following properties apply in the “thermodynamic limit” where \( N \to \infty \):

1. The average degree \( \langle k \rangle \), calculated over the whole ER graph ensemble, converges to \( \alpha \).
2. Most graphs have a giant connected component of size proportional to \( N \).
3. The empirical degree distribution \( \hat{P}_G(k) \), giving the frequencies of the degrees in a given graph \( G \), converges with probability 1 to the Poisson distribution,

\[
P_{\text{Poisson}}(k) = \frac{\alpha^k e^{-\alpha}}{k!},
\]

with average \( \langle k \rangle = \alpha \).
4. The nodes become asymptotically independent as the probability \( P(k' | k) \) of observing a node of degree \( k' \) linked to a node of degree \( k \) converges to

\[
Q(k') = \frac{k' P_{\text{Poisson}}(k')}{{\langle k \rangle}} = \frac{k' \alpha^{k'-1} e^{-\alpha}}{k'^!},
\]

which does not depend on \( k \).
5. There are degree-degree correlations in the giant component, which decay however with increasing \( \alpha \) [27, 28].

These properties are useful for deriving analytical approximations of \( \Psi(s) \) and \( I(c) \) for large ER graphs having a high mean connectivity \( \alpha \), as found in [15] for the mean degree. Our goal here is to revisit these approximations, discuss their validity, and to consider a new observable related, as mentioned, to the maximum entropy random walk.

To understand how large deviations are created in time, we will also construct the driven process associated with a given fluctuation \( C_n = c \). In our context, this process is a locally-biased version of the URW (see Appendix E of [21]) whose transition probability matrix is given by

\[
(\Pi_s)_{ij} = (\tilde{\Pi}_s)_{ij} r_s(j) r_s(i) e^{\Psi(s)} r_s(j) r_s(i) e^{\Psi(s)} = \Pi_{ij} e^{f'(i) r_s(j)} r_s(i) e^{\Psi(s)},
\]

where \( r_s \) is the eigenvector associated with the principal eigenvalue of \( \tilde{\Pi}_s \) [29].

The interpretation of the driven process, which is also called the auxiliary or effective process [19], follows what we mentioned in the introduction: it is the effective dynamics of the subset of paths of the random walk leading to a fluctuation \( C_n = c \) away from the typical value \( c^* \), and so it is in that sense the effective biased random walk that explains how that fluctuation is created up to time \( n \) [20–22]. To match the fluctuation \( C_n = c \), the parameter \( s \) must be chosen such that \( \Psi(s) = c \) or, equivalently, \( I'(c) = s \). This is similar to fixing the equilibrium energy of the canonical ensemble by fixing its inverse temperature to the derivative of the entropy [20]. Here, we fix \( s \) so as to transform an atypical value or fluctuation \( C_n = c \) seen for the original URW into a typical value of \( C_n \) for the biased random walk.

### III. MEAN DEGREE

The first observable or cost that we consider is the mean degree, defined by

\[
C_n = \frac{1}{n \alpha} \sum_{\ell=1}^{n} k_{X_\ell},
\]

where \( X_\ell \) is the node visited by the URW at time \( \ell \). This observable, with \( \alpha \) in the denominator, is normalized to

\[
\langle C_n \rangle = \frac{\sum_{i=1}^{N} P_i k_i}{\alpha} = \sum_{k \geq 0} P_{\text{Poisson}}(k) \frac{k}{\alpha} = 1
\]

if we average the random walk in an annealed way over the whole ensemble of ER graphs. In our case, we consider random instances of the ER ensemble (quenched regime) and initialise the URW on the giant component, so as to avoid non-ergodic effects related to small disconnected components of the graph or single disconnected nodes [15]. As a result, the stationary average with \( P_{\text{Poisson}} \) above must computed instead with \( Q(k) \), as given by (17), since we are considering nodes that are necessarily connected \( (k \geq 1) \), leading to

\[
\langle C_n \rangle_Q = \sum_{k > 0} Q(k) \frac{k}{\alpha} = \frac{\alpha + 1}{\alpha} = e^s
\]

for the typical or concentration value of \( C_n \). This applies, in the sparse regime if \( N \) and \( \alpha \) are large enough, in which case the giant component is representative of the “bulk” properties of most graphs in the ER ensemble [28]. This point is important; we will come back to it to understand the typical and large deviation properties of the URW.
A. Large deviations

To describe the fluctuations of $C_n$ around $c^*$, we calculated the SCGF by finding numerically the largest eigenvalue of the tilted matrix $\tilde{\Pi}$, symmetrized according to (6). The results are shown for different graph sizes in the left column of Fig. 1 for $\alpha = 20$ (top) and $\alpha = 4$ (bottom), and are also compared with a random degree or mean-field (mf) approximation of $\Psi(s)$ proposed in [15], having the form

$$\Psi_{mf}(s) = \ln(e^{s^k/\alpha}Q) = \alpha e^{s^k/\alpha} + \frac{s}{\alpha} - \alpha. \quad (23)$$

The results for $\alpha = 20$ do not show, as can be seen, much variation across different graph sizes, and agree relatively well with the mean-field approximation and its derivative, shown in the middle column, which reproduces the mean

$$\Psi_{mf}'(0) = \frac{\alpha + 1}{\alpha}. \quad (24)$$

By comparison, the results obtained for $\alpha = 4$ show more variations for each system size, even though the results are averaged over 100 graphs, and are not well reproduced by the mean-field approximation. The mean $c^*$ is correctly reproduced, but the derivative of $\Psi(s)$ varies rapidly around $s = 0$ and saturates quickly for $|s| \gg 1$ compared to $\Psi_{mf}'(s)$, which is a shifted exponential.

The same can be noted for the rate function, obtained by computing the Legendre transform of $\Psi(s)$ according to (14). For $\alpha = 20$, the result agrees well with the mean-field rate function, given by the Legendre transform of $\Psi_{mf}(s)$:

$$I_{mf}(c) = 1 + \alpha - \alpha c + \alpha \left( c - \frac{1}{\alpha} \right) \ln \left( c - \frac{1}{\alpha} \right) \quad (25)$$

for $c \geq 1/\alpha$. This function is parabolic around $c^*$ and scales like $\alpha c \ln c - \alpha c$ for $c \gg c^*$, predicting that $P_n(c)$ concentrates in a Gaussian way around $c^*$, with a variance given by [18]

$$\frac{\Psi_{mf}''(0)}{n} = \frac{1}{nI_{mf}'(c^*)} = \frac{1}{\alpha n}, \quad (26)$$

and that its right tail decays according to

$$P_n(c) \sim e^{-\alpha c c^* e^{\alpha c^*}}, \quad c \gg c^*. \quad (27)$$

This applies for $\alpha = 20$ and for highly connected graphs, in general, having a large average degree. For $\alpha = 4$, the rate function departs from the mean-field approximation: the former lies under the latter, implying that fluctuations of $C_n$ in low-connectivity graphs are more likely than predicted by the mean-field approximation. This is especially true for $c < c^*$. There we see that $I(c)$ is close to 0 and increases nearly linearly as $c \rightarrow c_{\min} = 3/8$ because of the rapid increase of $\Psi'(s)$ left of $s = 0$ [30]. Such a linear part in the rate function signals the appearance of a dynamical phase transition (DPT), interpreted as a “co-existence” of random paths that visit nodes with low degree and paths that visit the whole graph.

These results and observations were more or less already noted in [15]. To understand them, note that $C_n$ is the sum of the degrees visited by the random walk in time, and does not carry, as such, all the information about that walk. In fact, we know that the node degrees are asymptotically uncorrelated for ER graphs, as noted before, which means that $C_n$ is essentially a sum of independent degrees – the random degrees visited in time – which are identically distributed, in the limit of large graphs, according to $Q(k)$. This explains the mean-field
result: for sample means of independent and identically distributed (iid) random variables, the SCGF reduces to the cumulant of one random variable with distribution \( Q \), leading to (23).

This explanation of the mean-field approximation is different from the one given in [15]. There it is claimed that the eigenvector \( r_s(i) \) depends on the node \( i \) only via its degree \( k_i \) and that this property leads, in the spectral equation (19), to the mean-field expression of the SCGF. Numerically, we do not find that \( r_s(i) \) is a function of the degree \( k_i \) either exactly or asymptotically for large graphs. Moreover, it can be checked that the spectral equation (19) does not yield the cumulant of \( Q \) if \( r_s(i) \) is assumed to be a function of the degree – the resulting equation is similar to (23), but has an extra degree term that cannot be eliminated to obtain that cumulant [31].

To properly understand the mean-field approximation, note that \( C_n \) has the form of a sum of random variables \( k_1, k_2, \ldots, k_n \) forming, technically, the visible layer of a hidden Markov chain, defined by

\[
k_v = f(X_v) = k_{X_v}, \tag{28}
\]

where \( X_1, X_2, \ldots, X_n \) is the Markov chain (i.e., the URW) in the hidden layer. In general, the evolution of the visible layer is not Markovian, especially if it is a deterministic “coarse-graining” of the hidden layer [32], as is the case here (coarse-graining from node to degree). The URW on ER graphs is special, in that the visible layer happens to be iid because of the uncorrelated nature of the giant component when \( N \to \infty \) and \( \alpha \) is large enough.

With this explanation, it should be clear that there are not one but two assumptions involved in the mean-field approximation: 1- the degrees visited are uncorrelated, and 2- the frequency of the degrees visited by the random walk is \( Q \). These assumptions play at different levels depending on the value of \( N \) and \( \alpha \). For \( \alpha = 20 \), we have found that replacing \( Q \) in the expectation defining \( \Psi_{mf}(s) \) by the actual degree distribution \( P_G(k) \) of the graph \( G \) considered gives a better approximation to \( \Psi(s) \), which shows that the uncorrelated assumption is verified, but that the graphs considered were not large enough to have \( P_G = Q \). The different \( \Psi(s) \) obtained for different graphs are then accounted for by the fluctuations of \( P_G \) around \( Q \), which can be described in principle by large deviation theory using Sanov’s Theorem [17].

For \( \alpha = 4 \), however, the mean-field approximation is not good even when calculated with \( P_G \) because the uncorrelated assumption is not verified: there are degree-degree correlations in the different parts of the graph (center or edge) visited by the URW, which get stronger as \( |s| \to \infty \). Moreover, in this case there is a cut-off in the maximum degree seen in finite-size graphs, compared with the mean-field prediction, leading to the saturation of \( \Psi(s) \) seen for \( s \to \infty \). This saturation or “linearization” effect arises whenever the quantities sampled (here the degrees) are artificially bounded [33]. Finally, note that the mean-field approximation wrongly predicts that the minimum value of \( C_n \) is \( 1/\alpha \) because the degrees visited can be equal to 1 at all time assuming they are iid. For the URW on the giant component, a degree 1 can only be followed by a degree 2, leading to \( c_{\min} = 3/(2\alpha) \).

### B. Biased random walk

To understand how fluctuations of the mean degree arise dynamically, we now study the driven process, which is the biased random walk (BRW) with transition matrix \( \Pi_s \) defined in (18). To this end, we calculate its stationary distribution, which is known [21] to be given by

\[
p_s(i) = r_s(i) l_s(i), \quad i \in V, \tag{29}
\]

where \( r_s \) is the “right” eigenvector of the tilted matrix \( \Pi_s \) satisfying (19), whereas \( l_s \) is its “left” eigenvector satisfying

\[
l_s \tilde{\Pi}_s = e^{\Psi(s)} l_s \tag{30}
\]

as a row vector. These are normalized so that

\[
\sum_{i \in V} l_s(i) = 1, \quad \sum_{i \in V} r_s(i) l_s(i) = 1. \tag{31}
\]

The results are presented in Fig. 2, which shows, for different values of \( s \), the random graph considered in our computation with each node \( i \in V \) sized proportionally to the value of \( p_s(i) \). The results obtained are specific to that random graph, but are generic in the way that \( p_s(i) \) concentrates on different nodes of the graph as a function of the tuning parameter \( s \). For \( s = 0 \), in particular, \( p_0 \) is the stationary distribution \( p^* \) of the URW, which means that the nodes’ sizes seen in the top graph of Fig. 2 are proportional to their degree, as in (4).

As we increase \( s \), we see that \( p_s \) concentrates on nodes with higher degree, as the URW is deformed by \( \Pi_s \) to a BRW that visits higher-degree nodes in order to achieve a typical cost \( c = \Psi(s) \) larger than the mean cost \( c^* \) achieved by the URW. In the limit \( s \to \infty \), the BRW reaches the largest cost, realized not by the largest-degree node, since the random walk has no self-loops or self-jumps, but by the two connected nodes with largest degree. These nodes are likely to be unique and isolated, as noted in [15], since ER graphs have few high-degree nodes, so the BRW typically concentrates, for large \( s \), to a very small “island” of highly-connected nodes, located in Fig. 2 inside the graph because of the drawing algorithm used. The degree correlations in this island are necessarily different from those found in the whole ER ensemble and the giant component, which explains why the mean-field approximation is not good for large \( s \).

By decreasing \( s \) from 0, we obtain a different picture. Then the BRW moves to low-degree nodes, located on the “edge” of the graph, so as to accumulate in the long-time limit a cost \( c = \Psi(s) \) lower than the mean \( c^* \). As \( s \to -\infty \), it further concentrates on the lowest-degree nodes, reaching first tree-like nodes, as seen in Fig. 2, and ultimately dangling pairs of nodes or “hairs” with...
FIG. 2. (Color online) Graphical illustration of the stationary distribution $p_s$ of the BRW on an ER graph with 250 nodes. The same graph is plotted for different values of $s$ by sizing each node $i \in V$ proportionally to $p_s(i)$. 
degrees $k = 1$ and $k = 2$, which also leads to a strong departure from the mean-field assumption that all degrees be accessible from any node.

These transitions to highly and lowly connected nodes are clearly seen in Fig. 3 in the plot of the inverse participation ratio (IPR) [34], defined as

$$\text{IPR} = \sum_{i \in V} p_s(i)^2. \quad (32)$$

There we see that the IPR is close to 0 when $s = 0$, since $p_0 = p^*$ is spread over all the nodes, and grows towards 1/2 as $s \to \pm \infty$, since $p_s$ then concentrates on two nodes in both limits. The localization is quicker for $s < 0$, especially if we consider low connectivity graphs ($\alpha = 4$), because the degree distribution is then less spread and more skewed: the mean degree is closer to the lowest than the largest degree, so localization towards hairs is faster than towards high-degree nodes.

The transition to the hairs also explains why $\Psi'(s)$ is steep below $s = 0$, leading to the near-linear part of $I(c)$. One way to interpolate between the lowest and the mean degrees is for the random walk to reach one hair and stay there for some fraction of the total time $n$, before moving to the bulk of the graph for the remaining fraction of time. This realizes the “co-existence” of paths mentioned before and predicts, by analogy with Markov chains with absorbing states (see Appendix A), a linear section of $I(c)$ with a slope equal the decay probability of the random walk from hair to bulk. In this sense, the transition is not a switching between different fluctuation mechanisms, as seen for example in [35], but the result of an absorbing-like dynamics where the random walk survives in hairs for a given fraction of the total time. This interpretation is consistent with the results of [15], showing that the gap between the first two largest eigenvalues of the tilted matrix $\Pi$, decreases as $N \to \infty$ around the transition (see their Fig. 5). Such a closing of the gap is also seen in Markov chains that become absorbing in some limit.

Whether this transition is a “genuine” DPT that becomes sharp in the thermodynamic limit is not clear at this point. For $N < \infty$, the transition is rounded because the URW has a finite probability to reach hairs from the bulk, so it is not strictly absorbing (see Appendix A). For the transition to become sharp, one needs to show that this return probability vanishes as $N \to \infty$, which happens if the bulk is a complete graph of size $N$ or, more generally, if the degrees of the nodes in the bulk grow uniformly in $N$, none of which applies to ER graphs in the sparse limit. Nevertheless, the URW can become trapped in the bulk as a result of more nodes being accessible in the thermodynamic limit. More numerical or analytic work is required to verify this and to determine, more precisely, the scaling of the return probability with $N$.

If confirmed, the DPT must be first-order and not second-order, as claimed in [15], since it is associated with a jump in the derivative of the SCGF, which is rounded off again for finite-size graphs. Moreover, the DPT cannot be accounted for by the mean-field approximation or by assuming that the degrees visited by the URW form a Markov chain, as both approaches predict a smooth SCGF. Degree-degree correlations must be involved, since the BRW again concentrates as a function of $s$ on a restricted set of nodes having different degree-degree correlations compared to the giant component or the whole ER ensemble [28].

### IV. MEAN ENTROPY

As a second observable, we consider

$$C_n = \frac{1}{n} \sum_{\ell=1}^{n} \ln k_{X_{\ell}}, \quad (33)$$

where $k_{X_{\ell}}$ is, as before, the degree visited by the random walk at time $\ell$. This variation of the mean degree, involving the logarithm, is related to the entropy rate of the URW [25, 36, 37], defined by the limit

$$h = \lim_{n \to \infty} \frac{1}{n} H(X_1, \ldots, X_n), \quad (34)$$

where $H(X_1, \ldots, X_n)$ is the entropy of the probability distribution $P(x_1, \ldots, x_n)$ over the possible paths $x_1, \ldots, x_n$ of the URW. For ergodic random walks, it is known [36] that the limit reduces to

$$h = -\sum_{i,j} p^*(i) \Pi_{ij} \ln \Pi_{ij}, \quad (35)$$
where $p^*$ is the stationary distribution of the random walk and $\Pi_{ij}$ is its transition probability, given for the URW by (1). As a result, we find

$$P(x_1, \ldots, x_n) = P(x_1) \prod_{\ell=1}^{n-1} k_{x_\ell}^{-1},$$

for the connected paths, where $P(x_1)$ is the initial distribution of the URW. Up to boundary terms at $\ell = 1$ and $\ell = n$ that do not influence the large deviations, we can therefore write

$$C_n = -\frac{1}{n} \ln P(X_1, \ldots, X_n),$$

leading to

$$h = \lim_{n \to \infty} (C_n) = (\ln k_X)_{p^*} = \frac{1}{2M} \sum_{i \in V} k_i \ln k_i.$$

The entropy rate is also called the Kolmogorov–Sinai entropy and represents, from (34), the mean information per step generated by the URW [36]. The observable $C_n$, on the other hand, is sometimes called the fluctuating trajectory entropy [38] or the self-process [18], since it is a random variable of the process (the random walk) involving the very distribution of that process.

### A. Large deviations

As before, we are interested in the fluctuations of $C_n$ around its mean, corresponding, as above, to the entropy rate. The tilted matrix now has the form

$$\tilde{\Pi}_{ij} = \Pi_{ij} e^{s \ln k_i} = \Pi_{ij} k_i^s = A_{ij} k_i^{s-1}.$$  

The eigenvalue equation (19) still cannot be solved exactly and so we resort, as for the mean degree, to exact numerical diagonalization to find the largest eigenvalue giving the SCGF and, by Legendre transform, the rate function. The results are presented in Fig. 4. They are similar to those obtained for the mean degree, in that we also find a relatively good agreement between the exact results and the mean-field approximation for highly connected graphs ($\alpha = 20$), but not for low connected graphs ($\alpha = 4$), although the saturation effect for $s < 0$ is present in both. The minimum value $C_n = 0$ predicted by the mean-field approximation is also wrong in both cases, being $c_{\text{min}} = \ln(2)/2$ in the URW. Note that the mean-field SCGF is now given by

$$\Psi_{\text{mf}}(s) = \ln(k^s)_Q.$$ 

Contrary to the mean degree, the expectation with $Q$ has no closed-form expression, so we compute it numerically by truncating the sum to a high degree. From the SCGF, we then compute the Legendre transform numerically to obtain the mean-field rate function shown in the right plots of Fig. 4.

Looking at the results for $\alpha = 4$, we can see that there is an abrupt transition in $\Psi'(s)$, leading as before to a nearly linear part in the rate function $I(c)$. The interpretation of this rounded transition is the same as for the mean degree: it comes from the survival probability of the random walk staying in a hair for a fraction of the total time $n$, and is more abrupt than for the mean entropy because the logarithm has the effect of lowering the value of $C_n$. The power-law form in $k$ of the mean-field SCGF, coming also from the logarithm, is less affected by linearization effects, explaining why the agreement for $s$ large is good even for $\alpha$ small. This is confirmed by the plots of the
IPR which show a slower localization for $s > 0$ but faster localization for $s < 0$, compared with the mean degree. We do not show the graph representation of the stationary distribution $p_s$ of the BRW, as it is similar to the one found for the mean degree.

**B. Maximum entropy random walk**

The form of the tilted matrix for the mean entropy leads to an interesting relation between the BRW defined by (18) and the maximum entropy random walk (MERW) defined as the random walk on $G$ achieving the largest entropy rate [25] or, equivalently, the random walk that has a uniform probability distribution for all the paths connecting any two nodes [23]. For $s = 1$, we indeed find from (39) that the tilted matrix $\Pi$ is the adjacency matrix, which means that the transition matrix of the BRW is

$$\langle (\Pi_1)_{ij} \rangle = \frac{A_{ij}}{\sum_j r_1(j)} r_1(i),$$

(41)

where $r_1$ is the eigenvector of $A$ and $e^{\Psi(1)}$ is the dominant eigenvalue of $A$. This reproduces the known transition matrix of the MERW [23], which is expected since the BRW corresponds to the URW conditioned on the value of $C_n$. As we condition here on the entropy rate, the URW conditioned on reaching the maximum entropy rate must coincide with the MERW.

This result is confirmed by calculating the entropy rate of the BRW:

$$h_s = - \sum_{i,j \in E} p_s(i)(\Pi_s)_{ij} \ln (\Pi_s)_{ij}$$

(42)

which can be expressed in terms of the SCGF as

$$h_s = \Psi(s) + (1-s)\Psi'(s).$$

(43)

This follows by substituting in $h_s$ the expressions of $p_s$ and $\Pi_s$ for the BRW and using the normalization condition (31). It can be checked that this expression has a maximum at $s = 1$, which is a global maximum because $h_1$ represents the maximum entropy rate. This can be seen in Fig. 6, which shows $h_s$ as a function of $s$ for graphs with $\alpha = 20$ (top) and $\alpha = 4$ (bottom). The value at $s = 1$ corresponds to the entropy rate of the MERW,

$$h_1 = \Psi(1) = \ln \zeta_{\text{max}}(A),$$

(44)

while

$$h_0 = \Psi(0) + \Psi'(0) = \Psi'(0) = h$$

(45)

is the entropy rate of the URW. For comparison, we also show in Fig. 6 the entropy rate obtained from the mean-field approximation, as well as the entropy rate of the BRW on an $\alpha$-regular graph, which is constant, since $C_n$ can only take the value $\ln \alpha$, so that $\Psi(s) = s \ln \alpha$ and, therefore, $h_s = \ln \alpha$. Finally, note that $h \to 0$ as $s \to \infty$ or $s \to -\infty$, since the BRW gets localized in both limits onto two sites, on which it oscillates in a deterministic way.

V. CONCLUSION

We have shown in this paper how to use tools from large deviation theory to study the fluctuations of time-integrated costs or observables of random walks evolving on random graphs, and how these fluctuations can be understood in terms of modified or biased random walks that represent, in the long-time limit, a random walk conditioned on reaching a certain fluctuation. Our results clarify the source and nature of apparent fluctuation transitions, first reported in [15], by proposing a mechanism explaining them, and provide new insights about the maximum entropy random walk [23–25], which is equivalent to an unbiased random walk conditioned on reaching the maximum log-degree cost.

The same tools can be used to study the fluctuations of other stochastic processes evolving on random graphs, including biased random walks (in discrete or continuous time), systems of many random walkers (independent or correlated), and interacting particle systems such as the exclusion or the zero-range process [39]. Other observables can also be considered to target different graph properties, including the sum of degrees squared, which can be related to information and disease spreading via
covered the whole graph, is equally interesting but much more challenging to study.
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Appendix A: Absorbing Markov chains

Consider the Markov chain with states \{0, 1\} and transition matrix

$$\Pi = \begin{pmatrix} 1 - a & a \\ b & 1 - b \end{pmatrix},$$

(A1)

illustrated in Fig. 7. For this example, it is easy to see that the rate function of the sample mean

$$C_n = \frac{1}{n} \sum_{\ell=1}^{n} X_\ell,$$

(A2)

where \(X_\ell \in \{0, 1\}\), becomes linear in \(c\) as \(b \to 0\) \cite{46}. In that limit, the state 1 of the Markov chain becomes absorbing, which means that the probability of having \(C_n = c\) is the survival probability \((1 - a)^{n(1 - c)}\) of staying in 0 for \(n(1 - c)\) time steps, assuming that the random walk starts in 0. Taking the large deviation limit (10), we then find

$$I(c) = (c - 1) \ln(1 - a), \quad c \in [0, 1].$$

(A3)

This result is plotted in Fig. 8 and is compared with the rate functions obtained with the tilted matrix \(\Pi_s\) for \(0 < b < 1\), which become flat as \(b \to 0\). It can be checked by direct calculation that the derivative of the limiting SCGF jumps at \(s = \ln(1 - a)\), so there is a first-order DPT in the absorbing limit, accompanied by a closing gap between the two eigenvalues of the tilted matrix at the same critical value of \(s\).

The analogy with the mean degree large deviations of the URW on ER graphs should be obvious. The state 0 corresponds to the smallest degree fluctuation that can be achieved on a hair, whereas the state 1 corresponds to occupations \([0, 1]\), jump-type observables involving two nodes linked by a transition \cite{21}, as well as observables depending on in- and out-degrees, when considering directed networks. The tilted matrix can be constructed explicitly for these examples, but might be too large to be diagonalized explicitly. In this case, numerical methods based on cloning \cite{41–43} or adaptive sampling \cite{44} can be used to compute large deviation functions by direct simulations of random walks.

More work is required to confirm that the transitions reported in \cite{15} and here are “genuine” dynamical phase transitions that become sharp in the thermodynamic limit of infinite graphs. For this problem, we expect degree-degree correlations to play an important role, as the transitions are related to confined and low-connected regions of random graphs that lack the uncorrelated property of the whole Erdős–Renyi graph ensemble. Degree-degree correlations should also be important when considering other graph ensembles, such as small-world graphs, and real networks, making the calculation and approximation of large deviation functions more difficult.

To conclude, we note that all the results reported here are ergodic-type results that assume that the random walk has enough time to cover the entire graph \cite{45}. This means mathematically that the long-time limit \(n \to \infty\) is taken before the infinite-size limit \(N \to \infty\). The case where \(n\) is allowed to scale with \(N\), so as to study different regimes where, for example, the random walk has not yet

![Fig. 6](image-url) (Color online) Entropy production \(h_s\) of the BRW as a function of the tilting parameter \(s\). Top: \(\alpha = 20\). Bottom: \(\alpha = 4\).

![Fig. 7](image-url) Simple two-state Markov chain. For \(b = 0\), the state 1 is absorbing.
essentially to the average degree achieved on the bulk of the graph. Accordingly, $a$ represents the decay probability of going from a hair to the bulk, which is 1/2 for “long” hairs with a node of degree 1 attached to a node of degree 2, while $b$ is the return probability of going from the bulk to a hair. In the thermodynamic limit, we expect the latter probability to decrease, since there are more edges within the bulk that keep the URW away from hairs. Whether $b$ vanishes in the thermodynamic limit determines, as mentioned, whether the transition seen at the level of $\Psi(s)$ in Figs. 1 and 4 becomes a genuine DPT in that limit.
We say “nearly linearly” because \( \Psi'(s) \) does not have a jump singularity when \( N < \infty \), which is a necessary condition for \( I(c) \) or its convex envelope to have a linear part [18].

That term should also appear as an extra \( k \) term in Eq. (11) of [15].
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