Multi-objective optimization for sensor placement against suddenly released contaminant in air duct system
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Abstract
When a chemical or biological agent is suddenly released into a ventilation system, its dispersion needs to be promptly and accurately detected. In this work, an optimization method for sensors layout in air ductwork was presented. Three optimal objectives were defined, i.e. the minimum detection time, minimum contaminant exposure, and minimum probability of undetected pollution events. Genetic algorithm (GA) method was used to obtain the non-dominated solutions of multi-objectives optimization problem and the global optimal solution was selected among all of the non-dominated solutions by ordering solutions method. Since the biochemical attack occurred in a ventilation system was a random process, two releasing scenarios were proposed, i.e. the uniform and the air volume-based probability distribution. It was found that such a probability distribution affected the results of optimal sensors layout and also resulted in different detect time and different probability of undetected events. It was discussed how the objective functions are being compatible and competitive with each other, and how sensor quantity affect the optimal results and computational load. The impact of changes on other parameters was given, i.e. the deposition coefficient, the air volume distribution and the manual releasing. This work presents an angle of air ductwork design for indoor environment protection and expects to help in realizing the optimized sensor system design for sudden contaminant releasing within ventilation systems.
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1 Introduction
Buildings are particularly vulnerable to chemical and biological warfare (CBW) agent contamination since ventilation system and the central air-conditioning serves as a natural carrier for spreading the released contaminant from an artificial source in the ductwork or indoor environment. Such kind of contaminant can spread out to the entire indoor environment within a short period of time (Xue and Zhai 2017; Das et al. 2014; Chen et al. 2014; Zhang et al. 2013). Particular examples of CBW agent contamination include a revelation that terrorists planned to put cyanide into air-conditioning system of public buildings across the United States in 2011 (Pearson 2011) and an investigation that the SARS virus spread through ventilation system and resulted more people in disease in 2003 (Kowalski et al. 2003). Such intentional events have highlighted the potential exposure of indoor occupants to hazardous chemical and biological substances. Thompson and Bank (2008, 2010) indicated that the most potentially dangerous scenario for a bioterrorism attack on a building involved introducing an aerosolized agent into a building’s ventilation system. As in the case of the CBW agents, rapid detection could help isolate the spread of the contaminants before a large number of people were exposed through the ventilation operation (Bastani et al. 2012). Therefore, early detection and warning of CBW agents released in air ductwork play important roles in protecting the occupants and minimizing the adverse consequences when facing such sudden events. A previous study (Zhou et al. 2015) has considered sensor design for monitoring contaminant dispersion in indoor environments, but it has ignored the agent transportation in ventilation system. Glover (2002) presented an idea that the most efficient points to locate such detection sensors would be the fresh air intake
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or the mixing box in the ventilation system, but this idea of sensor placement had no specific optimization for the ventilation system.

A research group at UC Berkeley (USA) and Lawrence Berkeley National Laboratory (LBNL) did a plenty of seminal studies on incorporating such sensors into a monitoring system designed to protect building occupants (Sreedharan et al. 2006, 2007; Sohn and Lorenzetti 2011). Sreedharan et al. (2007, 2011) explored a Bayesian interpretation approach to characterize an indoor release using threshold sensor characteristics. The group’s work has greatly developed the monitoring system in buildings to minimize the adverse impact when facing biochemical attacks. However, the calculation model used in their study cannot simulate a sudden pollution occurring in the ventilation system. Due to the effect of convection, contaminant spreads much faster in air ductworks than in rooms. It is of significant importance to devise a monitoring system in air ductwork that can detect, locate, and characterize accidental CBW agents. In this work, an optimization method for sensors layout in the air duct system is presented. It can serve as a supplementary study of the LBNL’s work and can provide an optimization approach considering both the rooms and the ventilation systems in buildings.

To achieve the maximum protection of occupants, sensor design for the air duct system needs to be carefully considered. Chen and Wen (2008) used both detection time and total occupant exposure as optimization objective functions for the contaminant sensor system design in buildings. Genetic algorithm (GA) method was applied to optimize the sensor sensitivity, location and quantity in order to obtain the best design for the air duct system needs to be carefully considered. Walter et al. (2012) presented a probabilistic approach to design an indoor sensor network for detecting an accidental or intentional chemical or biological release, and demonstrated it by optimizing networks against uncertain release locations, source terms and sensor characteristics. The group’s work has greatly developed the monitoring system in buildings to minimize the adverse impact when facing biochemical attacks. However, the calculation model used in their study cannot simulate a sudden pollution occurring in the ventilation system. Due to the effect of convection, contaminant spreads much faster in air ductworks than in rooms. It is of significant importance to devise a monitoring system in air ductwork that can detect, locate, and characterize accidental CBW agents. In this work, an optimization method for sensors layout in the air duct system is presented. It can serve as a supplementary study of the LBNL’s work and can provide an optimization approach considering both the rooms and the ventilation systems in buildings.

To achieve the maximum protection of occupants, sensor design for the air duct system needs to be carefully considered. Chen and Wen (2008) used both detection time and total occupant exposure as optimization objective functions for the contaminant sensor system design in buildings. Genetic algorithm (GA) method was applied to optimize the sensor sensitivity, location and quantity in order to obtain the best sensor layout while reducing the total system cost. In their work, they assumed that the agent source was located at the indoor area and each attack scenario had the same probability of occurrence. However, this assumption is not sufficient when the terrorists choose to attack the ventilation system directly, because sensors located at indoor zones cannot detect the agent timely until it spreads into rooms through air outlets. Thus, to design a sensor layout for ventilation system is at least as important as for the indoor environment.

In order to resolve the problem for optimal sensor layout in the air ductwork, the airflow pattern and contaminant dispersion need to be known. The airflow pattern in a ductwork is relatively easy to be obtained due to the air volume distribution determined by the ventilation system design and operational commissioning. As for the contaminant dispersion in ductwork after the releasing of a CBW agent, You and Wan (2014) derived new models for predicting the concentration dynamics in the straight duct section after a particle resuspension or puff injection. Then, an analytical

### List of symbols

- $a_{ij}$: priority order number obtained by $x_i$ and $x_j$ comparing for all objectives.
- $C_{am}$: agent concentration at upstream main duct of node $m$ (mg/m$^3$)
- $C_{dm-1}$: agent concentration at downstream main duct of node $m-1$ (mg/m$^3$)
- $e_i(x)$: inequality constraint
- $E_k$: total contaminant exposure for releasing at the $k$-th node (mg)
- $Exp(m, t)$: contaminant exposure for air outlet $m$ at time $t$ (mg)
- $J_{det}$: the minimum detection time (s)
- $J_{pro}$: the minimum probability of undetected pollution events
- $J_{rel}$: the minimum contaminant exposure (mg)
- $N$: number of potential releasing locations
- $P_k$: probability for contaminant releasing at the $k$-th node
- $Q_k$: air volume at the $k$-th node (m$^3$/h)
- $Q_m$: air volume at air outlet $m$ (m$^3$/h)
- $r_j(x)$: equality constraint
- $S$: total number of air outlets
- $t_{det,k}$: the shortest detection time among all the distributed sensors for contaminant releasing at the $k$-th node (s)
- $t_{m-1}$: time at the node $m-1$ (s)
- $u_{m-1}$: air velocity along the duct between node $m-1$ and $m$ (m/s)
- $U_k$: $U_k = 0$ if the $k$-th contamination event is detected by sensors, otherwise, $U_k = 1$
- $x_{m-1}$: distance between source and node $m-1$ (m)
- $\mu_{near}$: peak time of agent concentration at the nearest sensor node (s)
- $\sigma_{near}$: population variance at the nearest sensor node (s)
- $\epsilon_x$: agent eddy diffusivity (m$^2$/s)
- $\mu$: greater performance evaluation of an objective function
solution method for species transport through the air duct system was derived by Gao et al. (2016) and was adopted in this study.

Sensor layout design is a multi-objective optimization problem (Eliades et al. 2013; Zhang et al. 2007; Ostfeld and Salomons 2004; Ahmad et al. 2016; Chen and Wen 2012). It is discussed widely in water distribution field. Watson et al. (2009) showed the ability of robust sensor placement for municipal water distribution networks in reducing the amount and magnitude of 9/11-style attacks. Bazargan-Lari (2014) presented a new methodology to identify the best layout of water quality monitoring stations for drinking water distribution systems threatened by deliberate contamination events. In this study, the evidential reasoning (ER) approach was applied to rank the obtained feasible sensor placements and a simulation model (EPANET) was embedded to predict the contaminant transport. In indoor air field, Chen and Wen (2010) utilized a multi-zone modeling approach to design systematic sensor system in buildings. It had been proved that sensor systems designed using data from simpler airflow models could perform as well as those designed using complex CFD model. Arvelo et al. (2002) described the enhancements made to the CONTAM multi-zone model and for determining the optimal placement of CBW sensors in a canonical facility representative of an office building. Liu and Zhai (2009) introduced an adjoint probability method to assist in optimizing high-performance IAQ sensor placement and identifying potential contaminant source locations for a residential dwelling based on limited sensor outputs. More recently, Fontanini et al. (2016) presented a data driven sensor placement algorithm based on dynamical systems approach. In this approach finite dimensional Perron-Frobenius (PF) concept was applied. The PF operator was used to construct an observability gramian that naturally incorporated sensor accuracy, location and sensing constraints. The method presented in their work could determine the response times, sensor coverage maps, and the number of sensors needed for an enclosed environment. The aforementioned studies provided several optimization methods on sensor placement and design in indoor environment and water distribution system. However, few studies have been carried out to consider the optimal sensor layout in the ventilation duct system.

Various methods can be used to solve the sensors layout optimization problem. The probabilistic approach based on the multi-zone contaminant transport model was applied to indoor monitoring system design (Sreedharan et al. 2007; Walter et al. 2012). As far as we know that multi-objective optimization problem has competing constraints and objectives, which can produce numerous non-dominated solutions (Carr et al. 2006). To obtain the optimal solution from a large number of feasible solutions a robust algorithm is required. The GA method is one such algorithm which can address this issue (Shastri and Diwekar 2006). Meier and Barkdol (2000) utilized GA to optimize the locations of flow measurement needed for the calibration of the water supply network. Preis and Ostfeld (2008) proposed the use of GA to study a multi-objective model for optimal sensor placement in the water distribution system, but the limitation was that they assumed the contaminant source was known. Walter et al. (2012) doubted that the probability of release points must be considered as part of the sensor network optimization for indoor environment and this type of uncertainty is difficult to consider using GA. However, since the air duct system had more similarities with the water distribution system in both contaminants transport and hydraulic characteristics than indoor environment, we draw on the experience of sensor network design for the water distribution system for which GA method was used as an optimization tool. Whenever sensors are too expensive to deploy widely throughout the whole ventilation system, the GA method may help balance the competing design constraints and the objectives of the sensor network.

Developing a sensor system for a specific ventilation system involves the type and number of individual sensors, their placement, the optimization objectives and the methodology of solving multi-objectives problem. This work focused on the optimal sensors layout in the entire ductwork, and took into account three optimized objective functions, i.e., minimum detection time, minimum contaminant exposure and minimum probability of undetected pollution events. The GA method was used to obtain the non-dominated solutions of multi-objectives optimization problem and the global optimal solution was selected among all of the non-dominated solutions by ordering solutions method. This work was to present an optimization method for sensors placement in the air duct system. It was also to check the required number of sensors and the independence of objective functions during the sensor layout optimization.

2 Sensor layout optimization

This section is to present an optimization method for sensor placement in an air duct system in the puff-releasing scenarios. To minimize the adverse impact on the building environment served by a ventilation system, three optimal objective functions for sensor placement were selected, minimum detection time $f_1$, minimum contaminant exposure $f_2$, and minimum probability of undetected pollution events $f_3$. GA method was used to obtain the non-dominated solutions of sensor layouts based on the calculated contaminant data. The global optimal solution for sensor layout was selected among all of the non-dominated solutions by ordering solutions method.
2.1 Methodology for sensor layout optimization

When the basic information about air and pollutant transport in ductwork is available, the main task for optimal sensor layout is to choose a good optimization approach. To minimize detection time and occupant exposure in an artificial puff-releasing scenario, several objective functions may exist and need to be extensively defined in Section 2.2. Here, it is confirmed that the optimization problem for this study is actually to determine the vector of decision variables that satisfies a series of constraints and optimizes a vector function whose elements represent the objective functions (Chang et al. 2012; Preis and Ostfeld 2008). Consequently, such kind of multi-objective optimization problem can be generally expressed as follows:

Optimize

\[ F(x) = \min [f_1(x), f_2(x), \ldots, f_n(x)]^T \]  

Subject to

\[ e_i(x) > 0, \quad i = 1, 2, \ldots, s \] 

\[ r_j(x) = 0, \quad j = 1, 2, \ldots, l \] 

where, \((x_1, x_2, \ldots, x_n)^T\) is vector of decision variables. \(s\) means the number of inequality constraints. \(l\) denotes the number of equality constraints.

The optimization goal for sensor layout is to find one set of solution which yield optimal values with respect to all the defined objective functions from all sets of solutions satisfying Eqs. (2) and (3). This group of solutions is entitled as the non-dominated solution set. Each solution \(x\) in the non-dominated solution set is optimal in the sense that it is not possible to improve one objective without making at least one of the others worse (Deb and Kalyanmoy 2001). Any two solutions \(x_1, x_2\) are compared based on domination, where a solution \(x_1\) dominates \(x_2\) if the following conditions hold.

If \(x_1\) is strictly better than \(x_2\) in at least one objective, then

\[ f_j(x_1) < f_j(x_2) \quad \forall j, j = 1, \ldots, M \]  

If \(x_1\) is not worse than \(x_2\) in all objectives, then

\[ f_j(x_1) \geq f_j(x_2) \quad \forall j, j = 1, \ldots, M \]  

where, “\(<\)” indicates a better performance evaluation of an objective function, \(M\) is the number of objective functions which will be determined in Section 2.2.

The contaminant dispersion process within the ductwork is a complicated non-linear process and the contaminant source identification is a multi-objective optimization problem. Figure 1 describes the procedure of the method applied. We generate \(n\) random solutions to serve as the initial population and fitness of each solution is calculated and

![Flow chart of the proposed optimization methodology applied for the sensor layout with multi-objectives in air duct system](image)
compared for all objectives. The non-dominated solutions are obtained if the conditions in Eqs. (4) or (5) are met. The ordering solutions method is used to rank the non-dominated solutions, and the best solution in the current population is stored in the procedure. Then a new population is generated by GA operator (selection, crossover and mutation) and the information of the previous generation is retained in the new population. Once a new population is generated, the aforementioned steps are repeated again. Finally we obtain the global optimal solution if the process repeats for a predefined number of generations or the value of each objective tends to be constant.

2.2 Multi-objective functions definition

The objective functions for designing sensor systems for building protection purpose should be able to detect contaminants within a period of time that poses the least threat to building occupants across multiple releasing locations (Chen and Wen 2010). This paper introduced three optimal objective functions, two recommended in the indoor environment by Chen and Wen (2008) and an extra one applied in the field of water pollution (Ostfeld et al. 2008; Krause et al. 2008). The first objective function used is to minimize the detection time \( J_{det} \), as follows:

\[
 f_1 (x) = J_{det} = \min \left( \sum_{k=1}^{N} p_k \times t_{det,k} \right)
\]  

where, \( p_k \) is the probability for contaminant releasing at the \( k \)-th node. \( t_{det,k} \) is defined as the shortest detection time among all the distributed sensors in the ductwork when the contaminant is released at the \( k \)-th node. \( N \) is the number of releasing locations.

To obtain the required detection time \( t_{det,k} \) the corresponding time when the particle concentration occurs at the \( k \)-th node needs to be introduced. In the present work, we firstly determined a steady-state air mass distribution in the ductwork and then calculated the dynamic particle concentration following a sudden release. We took into consideration both the turbulent diffusion and deposition effect to derive the theoretical solution for the concentration dynamics in the ducts. Mass balance for the contaminant in the ductwork is shown as follows (Gao et al. 2016; Zhao et al. 2003; Feustel 1999; Zhou et al. 2011):

\[
 \frac{\partial C}{\partial t} = \varepsilon_x \frac{\partial^2 C}{\partial x^2} - u \frac{\partial C}{\partial x} - KC
\]  

where, \( C \) is the particle concentration which is the function of location \( x \) and time \( t \), \( \varepsilon_x \) is the particle eddy diffusivity. \( K \) is the deposition coefficient. The solution for Eq. (7) with puff releasing boundary could be expressed as follows (Gao et al. 2016):

\[
 C(x,t) = \frac{C_{0}u_{m}}{\sqrt{4\pi \varepsilon t}} \cdot \exp\left[ -\frac{(x - u_{m}t)^2}{4\varepsilon t} \right] \cdot \exp(-Kt) \tag{8}
\]

Obviously, Eq. (8) only describes the particle dispersion in main duct and has no regard for branches and outlets. However, the main and branch ducts or outlets in the ventilation system are usually inter-connected through junctions as tee or cross to form a whole ductwork. Thus, we develop a general model that contains branches and outlets to extend advection-diffusion main duct flow to network flow. Particle concentration at outlet \( m \) is expressed as

\[
 C_{m} = \frac{C_{d,m-1}u_{m-1}}{\sqrt{4\pi \varepsilon_t(t_m - t_{m-1})}} \cdot \exp\left[ -\frac{(x_m - x_{m-1} - u_{m-1}(t_m - t_{m-1}))^2}{4\varepsilon_t(t_m - t_{m-1})} \right] \cdot \exp(-K(t_m - t_{m-1})) \tag{9}
\]

where, \( C_{m} \) is the particle concentration at outlet \( m \). \( u_{m-1} \) is air velocity along the duct prior to outlet \( m \). \( C_{d,m-1} \) is the particle concentration at downstream duct of outlet \( m-1 \). \( t_m \) and \( t_{m-1} \) denote the time at the center of outlet \( m \) and \( m-1 \). \( x_m \) and \( x_{m-1} \) denote the distance between the source and outlets. Equation (9) has some similarities with normal distribution with parameters \((\mu, \sigma^2)\), where \( \mu \) is the population mean and \( \sigma^2 \) is the population variance. Based on the theory of statistics, we defined \( \sigma_{m-1} = \sqrt{2\varepsilon_t(t_m - t_{m-1}) / u_{m-1}^2} \) and assumed the deposition coefficient \( K=0 \). Then, Eq. (9) could be adapted as following:

\[
 C_{m} = \frac{C_{d,m-1}}{\sqrt{2\pi \sigma_{m-1}}} \cdot \exp\left[ -\frac{(t_m - t_{m-1} - x_m - x_{m-1})^2}{2\sigma_{m-1}^2} \right] \tag{10}
\]

According to Eq. (10), if we assume that \( \mu = t_{pm} = t_{m-1} + \frac{x_m - x_{m-1}}{u_{m-1}} \), the peak concentration at outlet \( m \) and the corresponding time when it occurs can be obtained as follows, respectively:

\[
 C_{m(max)} = \frac{C_{d,m-1}}{\sqrt{2\pi \sigma_{m-1}}} \tag{11}
\]

\[
 t_{pm} = t_{m-1} + \frac{x_m - x_{m-1}}{u_{m-1}} \tag{12}
\]
As shown in Fig. 2, since \( \sigma_{m-1} = \sqrt{2\varepsilon} \left( t_m - t_{m-1} \right) / u_{m-1}^3 \) and \( \mu = t_{P,m} \), the area beneath the dynamic concentration curve within \( [\mu - 3\sigma, \mu + 3\sigma] \) accounts for 99.73% of total area, i.e. the particle concentration outside the time range from \( \mu - 3\sigma \) to \( \mu + 3\sigma \) can be neglected. Then, the onset time of particle concentration at the \( k \)-th node is obtained as (Gao et al. 2016):

\[
t_{km} = \mu - 3\sigma_{m-1}
\]

Here we introduced a kind of ideal sensor whose lower limit of detection is equal to the agent concentration at time \( \mu - 3\sigma \). Consequently, \( t_{det-k} \) can be derived as the onset time of agent concentration at the nearest sensor node, i.e. the shortest detection time among all the distributed sensors in the ductwork:

\[
t_{det-k} = \mu_{near} - 3\sigma_{near}
\]

where, \( \mu_{near} \) is the peak time of particle concentration at the nearest sensor node. \( \sigma_{near} \) is the population variance at the nearest sensor node. It should be noted that the derivation of Eqs. (8)–(14) is feasible and reliable, based on the experiments using DEHS (diethylhexyl sebacate) aerosols as the representative pollution (Gao et al. 2016).

The second objective function is to minimize the contaminant exposure \( J_{rel} \) (Chen and Wen 2008). Total contaminant exposure \( E_k \), for releasing at the \( k \)-th node is defined as

\[
E_k = \sum_{m=1}^{S} \sum_{t=1}^{T} \text{Exp}(m, t)
\]

where, \( \text{Exp}(m, t) \) is the contaminant exposure for the \( m \)-th air outlet at time \( t \), and it can be calculated by Eq. (16). \( S \) is the number of air outlets. For each air outlet, the exposure is approximately defined as the total contaminant mass outflow at the \( m \)-th air outlet after a puff release of contaminant.

\[
\text{Exp}(m, t) = \int_{\mu - 3\sigma_{m-1}}^{\mu + 3\sigma_{m-1}} C_{um} \cdot Q_m \, dt
\]

where, \( Q_m \) is the air volume at outlet \( m \). The definition of other parameters in Eq. (16) is the same as the one described above.

Then, for all \( N \) potential releasing nodes, the objective function based on the total exposure load \( J_{rel} \) is defined as

\[
f_1(x) = J_{rel} = \min \left( \sum_{k=1}^{N} p_k \times E_k \right)
\]

The performance of an early warning system depends on the number of successful detections, i.e., the undetected pollution events should be as few as possible. To further increase the reliability of sensor layouts, an extra objective function was introduced to minimize the probability of undetected pollution events in this study.

\[
f_3(x) = J_{pro} = \min \left( \frac{1}{N_s} \sum_{k=1}^{N_s} U_k \times p_k \right)
\]

where, \( U_k = 0 \) if the \( k \)-th contamination event is detected by the sensors. Otherwise, \( U_k = 1 \). \( N_s \) is the total number of pollution events specified in the study.

### 3 Case studies

A ventilation system installed in a five-star hotel (Suzhou, China) was selected as the prototype ductwork for this study. As shown in Fig. 3, the system is an all-fresh air system without air return and serves a banquet hall through air diffusers. Therefore, there is a single-direction plug-flow pattern along the air ductwork in both air-conditioning and ventilation mode. It is reasonable to extract this system from the building for the case study of multi objective sensor layout optimization.

![Fig. 3 Layout of an air ductwork system applied for the optimal sensor placement, which is a full-fresh air-conditioning system serving a banquet hall in a five-star hotel. The main ducts are labelled with red](image-url)
As shown in Fig. 4, this prototype ductwork can be divided into 6 main ducts, 50 branch ducts and 52 nodes, where the total supply air volume at fan is 24210 m$^3$/h. Thirty air supply outlets are arranged along the ductwork. The spacing between the nodes is set as 4 m in case studies. Air supply rate of each outlet is basically equivalent through the hydraulic commissioning before system operation. The main parameters of this ventilation system were provided in Table 1.

### 3.1 Cases defined with two typical releasing probabilities

Since the biochemical attack occurred in the ventilation system is a random process, it is of practical significance to decide the typical releasing probability at the different nodes along the ductwork reasonably. To represent the typical releasing scenarios in the air ductwork, two modes of probability distribution throughout the releasing nodes are discussed in this study. The first mode is the average probability distribution which assumes uniform probability for each releasing node. The other one is defined as that the probability for each releasing node depends on the air volume, which means the attack should be much elaborately planned by someone familiar with the ventilation system. The two modes of probability distribution are achieved by mathematical definition of $p_k$, the probability for contaminant releasing at $k$-th node.

For the uniform probability distribution,

$$p_k = \frac{1}{N}$$  \hspace{1cm} (19)

where, $N$ is the total number of concerned releasing nodes.

For the air-volume based probability distribution, $p_k$ is

$$p_k = \frac{Q_k}{\sum_{i=1}^{N} Q_i}$$  \hspace{1cm} (20)

where, $Q_k$ is the air volume at the $k$-th node. This function means that the releasing probability at the node near the fresh air inlet will be the highest.

On the basis of the two modes of releasing probability, the cases are defined in Table 2.

### 3.2 Results for Case 1

To achieve the fitness of the three objective functions $f_1$, $f_2$ and $f_3$ through the GA optimization, a contamination matrix as described by Ostfeld et al. (2008) is constructed as follows:

$$\begin{bmatrix}
\text{Number of releasings} \\
\text{Releasing location} \\
\text{Releasing time} \\
\text{Contaminant released}
\end{bmatrix} = \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 \\
X_{\text{node1}} & X_{\text{node2}} & X_{\text{node3}} & \cdots & X_{\text{node,max}} \\
0 & 0 & 0 & \cdots & 0 \\
100 & 100 & 100 & \cdots & 100
\end{bmatrix}$$  \hspace{1cm} (21)

As shown in Eq. (21), it is specified in this study that the number of releasing location is one, while the potential location could be at each node. The releasing time is at the

### Table 1 Parameters of ventilation system

| Main duct identifier | Flow rate (m$^3$/h) | Length (m) | Air speed (m/s) |
|----------------------|---------------------|------------|----------------|
| I                    | 24210               | 30.2       | 6.5            |
| II                   | 22712               | 5.2        | 6.1            |
| III                  | 20233               | 8.5        | 5.4            |
| IV                   | 14248               | 15.4       | 3.9            |
| V                    | 8725                | 9.4        | 5.3            |
| VI                   | 7225                | 6.1        | 4.4            |

### Table 2 Cases defined with two typical modes of probability distribution

| Case       | Conditions defined                                      |
|------------|--------------------------------------------------------|
| Case 1     | Uniform probability distribution: $p_k = \frac{1}{N}$   |
| Case 2     | Air-volume based probability distribution: $p_k = \frac{Q_k}{\sum_{i=1}^{N} Q_i}$ |
system initial time and the total contaminant released is assumed 100 mg.

In this case, the releasing probability for each potential node in the ventilation system as Fig. 3 is equal to 1/52 and the sensor number was three. Through the GA optimization, the total number of non-dominated solutions in this case is 108 when three sensors are specified. Figure 5 presents the detailed sensor layout patterns for four distinct non-dominated solutions in the case of uniform releasing probability. It is shown that sensors are placed at the main ducts in solutions 1.1 and 1.2, which meets the objectives of \( f_1 \) and \( f_2 \), respectively. However, in solution 1.3 the three sensors are set at the ends of the ductwork to meet the objective of \( f_3 \). Finally, in the case of uniform probability distribution of contaminant releasing at all potential nodes, an optimal solution 1.4 is obtained based on all the three objectives.

To further analyze how the three objectives mutually link or compete, the tradeoff relationship between the objectives of \( f_1 \) and \( f_3 \) and between the objectives of \( f_1 \) and \( f_2 \) are generalized in Figs. 6 and 7. As shown in Fig. 6, with the tradeoff between \( f_1 \) and \( f_3 \), the detection time increases while the probability of undetected pollution events decrease. It takes only 9.2 s for solution 1.1 to detect the agent with the objective of \( f_1 \). However, 35.8 s more are required for solution 1.3 with the objective of \( f_3 \). Meanwhile, the probability of undetected pollution events in solution 1.3 is 22.9% less than that in solution 1.1. Such difference indicates that the objectives of \( f_1 \) and \( f_3 \) are incompatible during the optimization process. Figure 7 presents the tradeoff relationship between the objective of \( f_1 \) and \( f_2 \). It is observed that the detection time increases while the contaminant exposure increases. It takes 10.5 s for solution 1.2 to detect the agent, only 1.3 s later than solution 1.1. Meanwhile, particle outflows through air outlet are almost the same in the two optimal solutions. It is noted that the objectives of \( f_1 \) and \( f_2 \) are compatible during optimization, which has not been clearly discussed in the previous studies (Chen and Wen 2010, 2012). This convergent result can give rise to reconsideration of the objective functions.

Figure 8 shows the tradeoff behavior of the objective values among all 108 non-dominated solutions with the three objective functions and also presents the global optimal solution, solution 1.4, obtained by the ordering solutions method (Deb and Kalyanmoy 2001). The derivation of the ordering solutions method could be express as follows.
Define

\[
    a_i = \begin{cases} 
        1, & f_i(x_i) < f_i(x_j) \\
        0.5, & f_i(x_i) = f_i(x_j) \\
        0, & f_i(x_i) > f_i(x_j) 
    \end{cases}, \quad x_i, x_j \in R
\]  

(22)

Then, the priority order number can be obtained by

\[
a_p = \sum_{i \in P} a_i, \quad i, j = 1, 2, \ldots, n
\]  

(23)

where, \( x_i \) and \( x_j \) are the non-dominated solutions with objective set \( I \). If we compare all the priority order numbers for each non-dominated solutions, the biggest priority order number can be selected and the corresponding solution is the global optimal solution.

\[
    K_a = \max \{ a_p \}
\]  

(24)

It is observed from Fig. 8 that the optimal solution is characterized by relatively low detection time and contaminant exposure but relatively high probability of undetected pollution events. According to Eq. (22), if the objectives of \( f_1 \) and \( f_2 \) both approach minimum, the priority order number tends to be bigger than the situation when the objective of \( f_3 \) tends to be minimum. It implies that the optimal solution is more determined by the objectives of \( f_1 \) and \( f_2 \). As shown in Table 3, this overall optimal solution actually takes on 20% more probability of undetected pollution events compared with the lowest one by solution 1.3 to preferentially ensure the fast detection and less exposure.

### 3.3 Results for Case 2

Figure 9 presents the probability for the releasing at each hypothetical node according to Eq. (20). Figure 10 presents the detailed sensor layout patterns for four distinct non-dominated solutions in the case of air volume-based releasing probability. Sensors tend to be placed in the main duct

### Table 3 Solutions of sensor placements and objective function values for Case 1

| Solution | Sensor node location | Detection time (s) | Probability of undetected pollution events (%) | Contaminant exposure (mg) |
|----------|----------------------|--------------------|-----------------------------------------------|--------------------------|
| 1.1      | 4, 18, 39            | 9.2               | 61.4                                         | 40.4                     |
| 1.2      | 11, 32, 46           | 10.5              | 58.9                                         | 37                       |
| 1.3      | 35, 44, 52           | 45                | 38.5                                         | 89.8                     |
| 1.4      | 7, 30, 45            | 10.2              | 58.3                                         | 37.8                     |

**Fig. 8** Tradeoff curve of non-dominated solutions with three objectives \( f_1, f_2 \) and \( f_3 \) for Case 1

**Fig. 9** The probability \( p_k \) for the releasing at each potential node based on air volume-based releasing probability

**Fig. 10** Sensor placements resulted from different optimal objectives with air-volume based probability distribution for the releasing nodes in Case 2. Solutions 2.1, 2.2 and 2.3 meet the objective of \( f_1 \), \( f_2 \) and \( f_3 \) respectively. Solution 2.4 is the global optimal solution
when the objective \( f_1 \) or \( f_2 \) is dominated and to be placed at the end of the ventilation system when the objective \( f_3 \) is preferred. Such placement pattern is much similar to that of Case 1. Finally, the global optimal solution 2.4 is obtained based on all of the three objectives.

Tradeoff relationship between the objective of \( f_1 \) and \( f_3 \) and the one between the objective of \( f_1 \) and \( f_2 \) were also generalized for Case 2. As shown in Figs. 11 and 12, it is observed again in this case that the objectives of \( f_1 \) and \( f_3 \) were incompatible, while the objectives of \( f_1 \) and \( f_2 \) are compatible during the optimization. Figure 13 shows the tradeoff behavior of the objective values among all non-dominated solutions with the three objective functions, and it also presents the final optimal solution, solution 2.4, for Case 2. It is observed again that the optimal solution is characteristic of relatively low detection time and contaminant exposure but relatively high probability of undetected pollution events. Compared with Case 1, the minimum detection time is 3.6 s earlier, and the minimum contaminant exposure in Case 2 is 20.5 mg less (see Table 4). It can be explained that there is higher releasing probability at nodes close to the fresh air inlet in Case 2, which will shorten the detection time and reduce the contaminant exposure as well. Meanwhile, in the global optimal result for Case 2, the probability of undetected pollution events is 17.1%, much lower than that in Case 1. This is caused by the much lower releasing probability at the end of the ductwork in this case.

### 4 Discussion

In this section, firstly, the comparison of optimal sensor layouts based on different sensor numbers was discussed. Secondly, the simplification of optimal objectives was investigated by consideration of the compatibility observed in Section 3.2. Thirdly, the impact of the assumed deposition coefficient \( K \) on optimal results was studied. Finally, we take into consideration both the effect of various airflow distribution and manual releasing.

#### 4.1 Effect of the sensor number

Sensor quantity affects the detection time, contaminant exposure and the probability of undetected pollution events. It is of importance to investigate the optimization results based on different number of sensors. Figure 14 presents the global optimal sensor locations with the air volume-based releasing probability with one, three and five sensors. It is
observed that the layout pattern tends to be more dispersive along the ductwork with increased sensor quantity.

Figure 15 describes the tradeoff relationship between objective functions of $f_1$ and $f_3$ and the optimal results when using different number of sensors. From all the non-dominated solutions, the objective function values tend to decrease as the sensor quantity increases in the air duct system. It is found that one sensor can never achieve a probability of undetected pollution events less than 12% nor obtain the detection time shorter than 19.0 s, while the global optimal solution of one sensor layout shows that the values of $f_1$ and $f_3$ are 21.0 s and 26.2%, respectively. Compared with the global optimal results, the minimum detection time is almost the same when the number of sensors was increased from 3 to 5 while the probability of undetected pollution events is reduced by 8.1%. It is also found the convergence generation of GA optimization is increased from 1227 to 6014 when the number of sensors is increased from 3 to 5. If the sensor cost (portable sensor, $7500 each) and computational load are considered, the optimal sensor quantity for this specific ventilation system can be reasonably recommended as 3. It means that if the total sensor quantity is chosen less than this recommended sensor quantity, the minimum detection time will increase a lot. Generally, in order to maximize building protection, both specific sensor quantity and optimal sensor placement are required. It should be noted that different sensor quantity needs to be considered to obtain the optimal sensor layouts. Meanwhile, there should be a balance between the desired optimal results and the cost of the sensor system.

4.2 Objective functions compatibility

As there is compatibility between the objectives of $f_1$ and $f_3$ described in Figs. 7 and 12, the purpose of minimizing detection time is actually coupled with the minimum contaminant exposure, and the objectives required sensors are to be set close to the potential releasing location. Thus, it is necessary to verify the “fairness” of competition between the objectives and to discuss the feasibility of objective simplification. Tables 5 and 6 presents the comparison between three and two objective functions on convergence generations, sensor node locations and the final values of the objective functions, while the minimum contaminant exposure is neglected. The results indicate that the integration of objective $f_1$ and $f_3$ do not significantly shorten the detection time, reduce the contaminant exposure nor decrease the probability of undetected pollution events. Such integration leads to very similar placement of sensors, but results in much convergence load. From this work, it is feasible to reduce one of the two objectives $f_1$ and $f_3$.

4.3 Effect of the deposition coefficient $K$

The deposition coefficient $K$ in Eq. (7) was calculated by $K=PV_d/A$ (You and Wan 2014), where $A$ is the cross sectional area of the duct. $P$ is the cross sectional perimeter of duct and $V_d$ is the particle deposition velocity. The reasonable range of $V_d$ was indicated by Zhao and Wu (2006). In the aforementioned studies, the deposition coefficient $K$ was assumed to be 0 since we didn’t conduct any experiment on the particle deposition velocity $V_d$. However, it does not mean that the deposition coefficient $K$ has no effect on the optimization results. Further, we take consideration of the $K$ to calculate the results of objective
According to Eq. (18), the probability of undetected pollution events only relates to the probability for contaminant releasing $p_k$. Thus, the $K$ has no effect on the result of $f_3$.

According to Eq. (9), if the deposition coefficient $K \neq 0$, then Eq. (10) can be rewritten as follows:

$$C_{u_m} = \frac{C_{d,m-1}}{\sqrt{2\pi\sigma_{m-1}}} \cdot \exp \left[ \frac{\left( t_m - t_{m-1} - \frac{x_m - x_{m-1}}{u_{m-1}} \right)^2}{2\sigma_{m-1}^2} \right] \cdot \exp[-K(t_m - t_{m-1})]$$

Equation (25) still satisfies normal distribution, if $\mu = t_{pm} = t_{m-1} + \frac{x_m - x_{m-1}}{u_{m-1}}$, the peak concentration can be expressed by

$$C_{u_{m(max)}} = \frac{C_{d,m-1}}{\sqrt{2\pi\sigma_{m-1}}} \cdot \exp \left[ -K \left( \frac{x_m - x_{m-1}}{u_{m-1}} \right) \right]$$

The corresponding time of the peak concentration when it occurs is equal to the description in Eq. (12). We substituted Eqs. (12) and (25) into Eqs. (13) and (16). It was noted that the deposition coefficient $K$ had no effect on the prediction of the sensor detection time. It only affected the result of the total contaminant exposure ($f_2$). The change in $K$ is proportional to the change in the result of $f_2$. Thus, if the total contaminant exposure of the sensor placement $i$ when $K$ is neglected is minimum, the sensor placement $i$ also has the minimum $f_2$ when $K$ is considered.

Figure 16 describes the total contaminant mass entering the chamber on the condition of various particle deposition velocity $V_d$ based on the uniform probability distribution in Case 1. It can be observed that the $V_d$ increases while the total contaminant exposure decreases. Therefore, it is beneficial for sensor network design when the deposition coefficient $K$ is involved.

### 4.4 Effect of the air volume distribution and manual releasing

As shown in Table 7, the fan frequency was adjusted to alter the air speed of each duct, so that the air volume distribution changed in the ventilation system. The sensor detection time $t_{det-\hat{k}}$ and the total contaminant exposure $E_k$ both changed according to Eqs. (13) and (16).

Figure 17 presents the objective function values of $f_1$ and $f_2$ based on various air volume distributions. The results indicate that the air speed of each duct also reduces. The sensor detection time $t_{det-\hat{k}}$ increases with the same sensor placement and releasing probability assumption based on Eq. (13). Meanwhile, the time increase is inversely proportional to the air speed reduction. For the total contaminant exposure $E_k$ according to Eqs. (15) and (16), $t_{det-\hat{k}}$ increases while the air volume at outlet $Q_m$ decreases as the air speed reduces. However, we cannot give qualitative judgments on the total contaminant exposure due to the uncertainty of instantaneous concentration at air outlet. It is found that the increase of $E_k$ is less than 4.0% with different airflow distribution.

### Table 5 The Convergence generations, sensor placements and objective function values with two/three objectives for Case 1

| Method              | Case 1 | Convergence generations | Sensor node location | Detection time (s) | Contaminant exposure (mg) | Probability of undetected pollution events (%) |
|---------------------|--------|-------------------------|----------------------|-------------------|---------------------------|-----------------------------------------------|
| Two objectives      | 595    | 9, 31, 46               | 11.3                 | 39.7              | 53.8                      |
| Three objectives    | 1972   | 7, 30, 45               | 10.2                 | 37.8              | 58.3                      |

### Table 6 The Convergence generations, sensor placements and objective function value with two/three objectives for Case 2

| Method              | Case 2 | Convergence generations | Sensor node location | Detection time (s) | Contaminant exposure (mg) | Probability of undetected pollution events (%) |
|---------------------|--------|-------------------------|----------------------|-------------------|---------------------------|-----------------------------------------------|
| Two objectives      | 452    | 11, 32, 46              | 6.5                  | 18.6              | 15.7                      |
| Three objectives    | 1527   | 11, 29, 45              | 5.8                  | 16.9              | 17.1                      |
Table 7 Various flow distributions caused by the fan frequency conversion

| Main duct identifier | Flow distribution-1 (m³/h) | Flow distribution-2 (m³/h) | Flow distribution-3 (m³/h) |
|----------------------|-----------------------------|-----------------------------|-----------------------------|
| I                    | 24210                       | 20812                       | 14528                       |
| II                   | 22712                       | 19520                       | 13630                       |
| III                  | 20233                       | 17555                       | 12304                       |
| IV                   | 14248                       | 12331                       | 8696                        |
| V                    | 8725                        | 7275                        | 5104                        |
| VI                   | 7225                        | 6021                        | 4234                        |

Fig. 17 The impact of various flow distributions on both the sensor detection time and the total contaminant exposure

Therefore, although the required detection time increases, the variation of total contaminant entering the room is small due to the reduction of the air speed. Such results mean that the sensor placement optimization based on the designed air volume distribution can be adapted to the altered flow distribution.

The optimal solutions of sensor placement are significantly influenced by the source location. Actually, the biochemical attack occurred in the ventilation system is a random process and we cannot ascertain in advance where the attacker may release the source. Consider an ideal situation, we manually place a contaminant source at the fresh air inlet (see the node 1 in Fig. 4), in this case, if no sensor is arranged in the ventilation system, the pollutants will follow the airflow and transport through the whole ductwork, causing the affected indoor area reaching the maximum. Meanwhile, almost all of the contaminant will eventually enter the room, which may lead to numerous casualties.

However, since we know that the source of contamination is at the node 1, only one sensor is enough at the node 2 which is nearest to the source location to obtain the optimal sensor layout in the air duct system. Then, the pollutant can be detected within the shortest time after releasing. If we shut down the fan immediately, pollutants can’t even reach the air outlets. Pollutants spread very slowly without the convection effect of air supply, which makes time for evacuation of indoor occupants.

It should be pointed out that the sensor optimization in this ideal case is a local optimization process. In fact, each sensor layout optimization resulted from the manually placed source is a local optimization. Such a sensor placement cannot adapt the early warning situations because the source location may change. Thus, two modes of probability distribution are proposed, covering all nodes in the ventilation system. We reasonably turn the manually placed source into the probabilistic source, which makes the local optimization become a global optimization. The objective function values such as the detection time and total contaminant exposure resulted from the manually placed source are preferable to the values obtained from the probabilistic source. However, the optimal sensor layout based on the assumption of the probability distribution of the source is appropriate for the entire air duct system, while the assumption of manually placed source considers only one node. Obviously, the aforementioned Case 1 is the most unfavorable case since the attack is a completely random process. Compared with the Case 1, it is assumed in Case 2 that the source releasing probability is based on the air volume, which means that the attackers know well of the ventilation system. Namely, the description of attacker’s behavior is included in Case 2. Thus, the objective function values resulted from Case 2 are better than that from Case 1.

5 Conclusions

In this work, an optimization method for sensor placement in an air duct system was presented. Three optimal objectives were applied and GA method was utilized to obtain the non-dominated solutions of multi-objectives optimization problem. The global optimal solution was selected among all of the non-dominated solutions by the ordering solutions method. The main conclusions are provided as follows.

- Optimal sensor layouts are sensitized to the contaminant releasing probability distribution. It is found that the optimal sensor layout with higher releasing probability specified at nodes which is close to the fresh air inlet (i.e., volume-based releasing scenario) resulted in shorter detection time, smaller contaminant exposure and lower probability of pollution events. Such result means that a pertinent strategy of sensor placement is possible to well respond to an elaborated releasing event.
- Some of the objective functions have conflicting goals. The results of optimal sensor layouts against suddenly released contaminant in the ventilation system of this
study are generally characterized by relatively low detection time and contaminant exposure and conversely relatively high probability of undetected pollution events, due to the predominant effect of objectives of $f_1$ and $f_2$. The reason can be explained that the solution mainly determined by the objectives of $f_1$ and $f_2$ has the biggest priority order number among all non-dominated solutions, which meet the selection criteria of optimal solution in the ordering solutions method.

- Sensor quantity required for a ventilation system is affected by the objective competition, sensor cost and computational load. The increase of sensor number leads to shorter detection time, smaller contaminant exposure and lower probability of undetected pollution events. With the requested values for objectives, it is able to derive the sensor quantity and design an optimal sensor system for a specific ventilation system.

Future work should be further studied on the impact of sensor type, sensitivity, accuracy and other characteristics on the sensor system design for ventilation system. A design approach for sensor system considering various potential contaminant releasing scenarios should also be studied.
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