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Abstract

$B_s^0 \rightarrow D_s^-$ and $B_s^0 \rightarrow D_s^{*-} l^+\nu_l$ weak transition form factors are estimated for the whole physical region with a method based on an instantaneous approximated Mandelstam formulation of transition matrix elements and the instantaneous Bethe-Salpeter equation. We apply the estimated form factors to branching ratios, CP asymmetries and polarization fractions of non-leptonic decays within the factorization approximation. And we study the non-factorizable effects and annihilation contributions with the perturbative QCD approach. The branching ratios of semi-leptonic $B_s^0 \rightarrow D_s^{(*)} l^+\nu_l$ decays are also evaluated. We show that the calculated decay rates agree well with the available experimental data. The longitudinal polarization fraction of $B_s \rightarrow D_s^* V(A)$ decays are $\sim 0.8$ when $V(A)$ denotes a light meson, and are $\sim 0.5$ when $V(A)$ denotes a $D_q (q = d,s)$ meson.

1 Introduction

In the past few years, charmless non-leptonic $B_s$ decays have been extensively studied [1], however, the decays of $B_s$ to charmed particles are relatively less studied. Therefore, it is of urgent interest to put more attention on this topic. Semi-leptonic $B_s^0 \rightarrow D_s^{(*)} l^+\nu_l$ decays and non-leptonic $B_s^0 \rightarrow D_s^{(*)} X^+ X^-$ two body decays (and their conjugated ones), where $X^+$ denotes a light meson or a $D_q (q = d,s)$ meson, can reveal useful information about the Cabibbo-Kobayashi-Maskawa (CKM) phases, the $B_s^0 - \bar{B}_s$ mixing parameters [2, 3], and the physics of CP violations [4]. Studies on $B_s$ decays to charmed particles can be used to check the factorization hypothesis [5] and to search for physics beyond the Standard Model (SM) [6, 7, 8].

For weak decays, the transition form factors play an important role. Theoretically, to estimate the form factors of a relevant process, one has to rely on some non-perturbative approaches such as the Bethe-Salpeter (B-S) equation, quark models, QCD sum rules (QCDSR) and lattice QCD. Turn to $B_s \rightarrow D_s^{(*)}$ weak transitions, several works have been done: Early works, e.g. [9, 10], usually relied on the famous Bauer-Stech-Wirbel (BSW) model [11]. Authors of [12, 13]...
adopted QCDSR for the calculation. In [14], the form factors are estimated within the covariant light-front quark model (CLFQM). Authors of [15] used the so called light cone sum rules (LCSR) to investigate form factors at large recoil, and heavy quark effective theory (HQET) to describe them at small recoil region. Each of these methods sketches one or another profile of non-perturbative QCD, and each has advantages as well as shortcomings. So it is worthy to estimate the $B_s \rightarrow D_s^{(*)}$ form factors in another method which is based on the B-S equation [16] and the Mandelstam formulation [17] of the transition matrix element. To make predictions on non-leptonic decays, there is another task, that is how to evaluate the decay amplitudes with form factors available. It is well known that factorization approximation (FA) [11] has been extensively applied in non-leptonic weak decays and has been justified to success in explaining the branching ratios of several color-allowed $B_q$ decays [18]. The works mentioned before all adopted the FA to evaluate non-leptonic decay amplitudes. However, estimations based on the FA still suffer uncertainties from the non-factorizable effects and annihilation diagrams contributions, especially for the CP asymmetries (CPAs). Thus approaches beyond the FA are in need. Till now several approaches which can cover the non-factorizable effects have been developed, such as the perturbative QCD (pQCD) approach [19], the QCD improved factorization (QCDF) approach [20] and SCET approach [21]. Studies on $B_s$ decays into charmed particles with the perturbative QCD approach have been carried out in [22]. In this work, we evaluate non-leptonic decay amplitudes under FA, as well as estimate non-factorizable and annihilation contributions in the pQCD approach. Besides these direct calculation in the FA or pQCD, the authors in [23] used SU(3)$_F$ symmetry to estimate the widths of a class of two-body $B_s$ decays with the help of experimental data of corresponding $B$ decays. There have been some studies on semi-leptonic $B_s^0 \rightarrow D_s^{(*)}l^+\nu_l$ decays with the approaches such as QCDSR [13], LCSR [15], CLFQM [14] and constituent quark meson model (CQM) [24].

On the experiment side, the world averaged branching fractions of some of the $B_s^0 \rightarrow D_s^{(*)}X^+$ decay modes are already available [25]. Recently, Belle Collaboration has reported the observations of $B_s^0 \rightarrow D_s^{(*)}D_s^{(*)}$, $D_s^{(*)}\pi^+$ and $D_s^{(*)}\rho^+$ decays and measurements of their branching fractions [26]. Measurements of branching ratio for $B_s^0 \rightarrow D_s^0 l^+\nu_l+$“anything” are given to be $(7.9 \pm 2.4)\%$ [25]. However, the exclusive semi-leptonic decay rates for $B_s^0 \rightarrow D_s^{(*)}l^+\nu_l$ processes have not been measured yet. It is expected that in near future more and more channels of $B_s$ decays will be precisely measured experimentally.

In this paper, we estimate $B_s^0 \rightarrow D_s^{(*)}$ form factors by calculating the corresponding transition matrix elements in the instantaneous approximated Mandelstam formulation with the wave functions obtained from the Salpeter equation. The Salpeter equation are derived from
the B-S equation in instantaneous approximation [16]. The benefits of this method are its firm theoretical basis and its covering relativistic effects. It is well known that the B-S equation is a relativistic two-body wave equation. With the form factors calculated, we study the semi-leptonic $B^0_s \to D_s^{(*)} l^+ \nu_l$ decays and the two body non-leptonic $B^0_s \to D_s^{(*)} X^+$ decays.

For non-leptonic decays, we estimate the branching ratios, CP asymmetries and polarization fractions of processes in the FA, and we also estimate the non-factorizable and annihilation contributions with the pQCD approach for $B_s \to PP(PV, VP, VV)$ processes. Comparing our results with different theoretical predictions and experiment data would enrich our knowledge of $B_s$ weak decays to charmed mesons.

The paper is organized as follows: In Section 2, a brief review on the Salpeter equation and the instantaneous approximated Mandelstam formulation of $B^0_s \to D_s^{(*)}$ transition matrix elements (from which the form factors are extracted) are presented. In Section 3, we illustrate how we evaluate the decay amplitudes with the form factors calculated and how to evaluate the decay rates, CPAs and polarization fractions. Section 4 is devoted to numerical results and discussions.

2 Form Factors of $B^0_s \to D_s^{(*)}$ transitions

Form factors are the crucial elements of decay amplitudes. In order to estimate $B^0_s \to D_s^{(*)}$ form factors, first we use the improved Salpeter method illustrated in [27, 28] to obtain the wave functions of $B_s$ and $D_s^{(*)}$ mesons. In these literatures the authors solved the full Salpeter equations instead of only the positive energy part of the equation. Now we give a brief review on this method. Under instantaneous approximation, the well-known B-S equation

$$ (\not{p}_1 - m_1)\chi_P(q)(\not{p}_2 + m_2) = i \int \frac{d^4k}{(2\pi)^4} V(P,k,q)\chi_P(k) $$

(1)

can be deduced to be the full Salpeter equation, which equals to the following coupled equations [16]:

$$ (M - \omega_1 - \omega_2)\varphi_{-+}^{-+}(q_{P_{\perp}}) = \Lambda_{+}^{-+}(q_{P_{\perp}})\eta(q_{P_{\perp}})\Lambda_{+}^{++}(q_{P_{\perp}}), $$

$$ (M + \omega_1 + \omega_2)\varphi_{+-}^{++}(q_{P_{\perp}}) = -\Lambda_{-}^{++}(q_{P_{\perp}})\eta(q_{P_{\perp}})\Lambda_{-}^{-+}(q_{P_{\perp}}), $$

$$ \varphi_{-+}^{-+}(q_{P_{\perp}}) = 0, \quad \varphi_{+-}^{++}(q_{P_{\perp}}) = 0. $$

(2)

Here $\chi_P(q)$ is the B-S wave function of the relevant bound state. $P$ is the four momentum of the state and $p_1$, $p_2$, $m_1$, $m_2$ are the momenta and constituent masses of the quark and anti-quark, respectively. $q$ is the relative momentum $q = \alpha_2 p_1 - \alpha_1 p_2$, where $\alpha_1 \equiv \frac{m_1}{m_1 + m_2}$ and $\alpha_2 \equiv \frac{m_2}{m_1 + m_2}$. 
$V(P,k,q)$ is the interaction kernel which can be written as $V(k_{P_\perp},q_{P_\perp})$ under instantaneous approximation. In our notations, $q_\rho$ always denotes $\frac{q P}{\sqrt{P^2}}$ and $q_{P_\perp} = q - \frac{q P}{\sqrt{P^2}} P$. The definitions of $\eta(q_\rho^\mu)$, $\Lambda^\pm_{1(2)}$ and $\omega_{1(2)}$ are gathered as follows:

$$
\eta(q_\rho^\mu) = \int \frac{dk_{P_\perp}^3}{(2\pi)^3} V(k_{P_\perp},q_{P_\perp}) \varphi_\rho(k_{P_\perp}), \quad \varphi_\rho(q_{P_\perp}) = i \int dq_{P_\perp} \psi_\rho(q_{P_\perp})$
$$
\Lambda^+_1 = \frac{1}{2\omega_1} \left( P_M \omega_1 \pm (m_1 + q_{P_\perp}) \right), \quad \Lambda^-_2 = \frac{1}{2\omega_2} \left( P_M \omega_2 \mp (m_2 + q_{P_\perp}) \right),
$$
$$\omega_1 = \sqrt{m_1^2 - q_{P_\perp}^2}, \quad \omega_2 = \sqrt{m_2^2 - q_{P_\perp}^2}.
$$
\Lambda^\pm_{1(2)}$ satisfy $\Lambda^+_1 + \Lambda^-_1 = \frac{P_M}{M}, \quad \Lambda^+_2 \frac{P_M}{M} \Lambda^-_2 = \Lambda^+_1 1(2)$ and $\Lambda^+_1 \frac{P_M}{M} \Lambda^-_2 = 0$. With these $\Lambda^\pm$, the wave function $\varphi$ can be decomposed into positive and negative projected wave functions

$$\varphi_{P_\perp}^{\pm\pm}(q_{P_\perp}) = \Lambda^+_1(q_{P_\perp}) \frac{P_M}{M} \varphi_\rho(q_{P_\perp}) \frac{P_M}{M} \Lambda^-_2(q_{P_\perp}).$$

In deriving the coupled equations (2), the decomposition of the Feynman propagator

$$S_j(p) = \begin{cases} \frac{\Lambda^+_j(q_{P_\perp})}{(1-j+1)q_\rho + \alpha_j M - \omega_j + i\epsilon} + \frac{\Lambda^-_j(q_{P_\perp})}{(1-j+1)q_\rho + \alpha_j M + \omega_j - i\epsilon} \end{cases},$$

where $j = 1$ for quark and $j = 2$ for anti-quark has been used.

The wave functions relevant to $B_s \to D_s^{(*)}$ transition have quantum numbers $J^P = 0^-$ (for $\bar{B}^0_s, B^0_s$ and $D_s^{\pm}$) and $1^-$ (for $D_s^{(*) \pm}$) and are written as [27, 29]

$$\varphi_{0^-(+)}(q_{P_\perp}) = M \left[ \frac{P_M}{M} a_1(q_{P_\perp}) + a_2(q_{P_\perp}) + \frac{q_{P_\perp}}{M} a_3(q_{P_\perp}) + \frac{P_M}{M^2} a_4(q_{P_\perp}) \right] \gamma_5,$n
$$\varphi_{1^-(+)}(q_{P_\perp}) = \left( q_{P_\perp} \cdot \epsilon^A \right) \left[ b_1(q_{P_\perp}) + \frac{P_M}{M} b_2(q_{P_\perp}) + \frac{q_{P_\perp}}{M} b_3(q_{P_\perp}) + \frac{P_M}{M^2} b_4(q_{P_\perp}) \right] + M \varphi^A b_5(q_{P_\perp})$$

$$+ \epsilon^A P b_6(q_{P_\perp}) + (q_{P_\perp} \cdot \epsilon^A - q_{P_\perp} \cdot \epsilon^B) b_7(q_{P_\perp}) + \frac{1}{M} \left( P \varphi^A q_{P_\perp} - P q_{P_\perp} \cdot \epsilon^A \right) b_8(q_{P_\perp}),$$

where $a_i(q_{P_\perp})$ and $b_i(q_{P_\perp})$ are wave functions of $q_{P_\perp}^2$; $M$ is the mass of corresponding bound state; $\epsilon^A$ is the polarization vector for $J^P = 1^-$ state. In numerical calculation, Cornell potential is chosen as the kernel, and the explicit formulation is (in the rest frame):

$$V(q) = V_s(q) + \frac{V_s(q) \gamma^0 \otimes \gamma_0}{\lambda / \alpha^2 + V_0}.$$n
$$V_s(q) = -\left( \frac{\lambda}{\alpha} + V_0 \right) \delta^3(q) + \frac{\lambda}{\pi} \frac{1}{(q^2 + \alpha^2)^2},$$n
$$V_s(q) = -\frac{2}{3\pi^2} \frac{\alpha_s(q)}{(q^2 + \alpha^2)^2},$$

where the QCD running coupling constant $\alpha_s(q) = \frac{12\pi}{3\beta_0} \log(q^2/\Lambda^2_{QCD})$; the constants $\lambda$, $\alpha$, $a$, $V_0$ and $\Lambda_{QCD}$ are the parameters characterizing the potential, which are fixed by fitting the experimental mass spectra. The parameters used in this work are $m_b = 4.96$ GeV, $m_c = 1.62$ GeV,
\[ m_s = 0.5 \text{ GeV}, \lambda = 0.21 \text{ GeV}^2, \alpha = 0.06 \text{ GeV}, a = e = 2.7183, \Lambda_{QCD} = 0.27 \text{ GeV} \text{ and for } 0^- \text{ state, } V_0 = -0.432 \text{ GeV (c\bar{s}), } -0.212 \text{ GeV (b\bar{s})}, \text{ for } 1^- \text{ state } V_0 = -0.212 \text{ GeV.} \] 

With these parameters, the wave functions of interested mesons can be obtained by solving the coupled equations (2). The details of how to solve the equation (2) could be found in [28].

We now turn to evaluate weak transition form factors. The starting point is the Mandelstam formulation of transition matrix elements. Since the relevant wave functions are obtained from the B-S equation with instantaneous kernel, instantaneous approximation should be applied to the Mandelstam formulation which has been carried out in details in [30, 31, 32]. We now follow [30] to sketch the derivation of the instantaneous Mandelstam formulation as follows. According to Mandelstam formalism, the transition matrix element between two bound states induced by a current \( \Gamma^\mu \), e.g. \( \gamma^\mu \), \( \gamma^\mu \gamma_5 \), is written as

\[
\langle f(P_f)|i(P_i)\rangle = \int \frac{d^4q_i}{(2\pi)^4} \frac{d^4q_f}{(2\pi)^4} \text{Tr} \left[ \tilde{\chi}^{\dagger}_{\mu} (q_f) \Gamma^\mu \chi^{\dagger}_{\mu} (q_i) i S^{-1}_2 (p_{2i}) \right] (2\pi)^4 \delta^4(p_{2i} - p_{2f}), \tag{8}
\]

where \( \tilde{q}_1 \) and \( q_2 \) are the relevant quark fields operators. Here and hereafter in this section the superscript or subscript \( i \) and \( f \) denote the quantities of the initial state and the final state, respectively, in the transition. Using the instantaneous B-S equation and decomposing the propagators into positive and negative parts (see equation (5)), equation (8) can be deduced to

\[
\langle f(P_f)|i(P_i)\rangle = \int \frac{d^4q_i}{(2\pi)^4} \frac{d^4q_f}{(2\pi)^4} \text{Tr} \left[ \tilde{\eta}(q_{fP_i}) \tilde{\Lambda}^{\dagger}_{\mu} (q_{fP_i}) \eta(q_{fP_i}) \Lambda^{\dagger}_{\mu} (q_{fP_i}) \right], \tag{9}
\]

where \( \tilde{\Lambda}^{\dagger}_{\mu} (q_{fP_i}) \equiv \frac{1}{2\pi^4} \int_{1(2)} \tilde{\eta}(q_{fP_i}) \tilde{\eta}(q_{fP_i}) \eta(q_{fP_i}) \eta(q_{fP_i}) \Lambda^{\dagger}_{\mu} (q_{fP_i}) \). The “…” represent the terms involving negative part \( (\Lambda^-) \). Since the contributions of negative energy parts are small, we can ignored them in equation (9) [30]. Actually we compared \( \varphi^{--} \) and \( \varphi^{--} \) with \( \frac{\Lambda^- q \Lambda^+}{\Lambda_{QCD} - P_{fP_i} - \omega_{1f} + \omega_i} \), which arise from the terms with \( \Lambda^- \)'s, to \( \varphi^{++} \) of \( B_s \) meson numerically. The wave function of \( B_s \) drops to \( 0 \) when \( |\tilde{q}| \sim 2.1 \text{ GeV} \), so the part with \( |\tilde{q}| > 2.1 \text{ GeV} \) makes rare contributions. It is found that for the main part of the wave functions \( (|\tilde{q}| < 2.1 \text{ GeV}) \), \( \varphi^{--} \) and \( \frac{\Lambda^- q \Lambda^+}{\Lambda_{QCD} - P_{fP_i} - \omega_{1f} + \omega_i} \) are \( 0 \) to \( \sim 2 \% \) of \( \varphi^{++} \) as \( |\tilde{q}| \) increases.

After integrating equation (9) over \( q_{fP_i} \), one obtains

\[
\langle f(P_f)|i(P_i)\rangle = \int \frac{d^4q_{fP_i}}{(2\pi)^4} \text{Tr} \left[ \tilde{\varphi}^{++}_f (q_{fP_i}) \frac{P_f}{M_f} L_r \Gamma^\mu \tilde{\varphi}^{++}_i (q_{fP_i}) \frac{P_i}{M_i} \right], \tag{10}
\]

where \( \varphi^{++} = \gamma_0 \varphi^{++} \gamma_0 \) and \( L_r = \frac{M_i - P_{fP_i} + \omega_{1f} + \omega_i}{P_{fP_i} + \omega_{1f} + \omega_i} \tilde{\Lambda}^{\dagger}_{\mu} (q_{fP_i}) \); \( q_{fP_i} \equiv q_{fP_i} - \frac{q_{fP_i}}{M_f} P_f + s_r (\frac{1}{M_r} P_i - \frac{P_f}{M_f} P_f) \), with \( s_r = \alpha_2 f P_{fP_i} - \omega_2 \). In calculation, the relation 1 = \( \frac{P_f}{M_f} \frac{P_i}{M_i} \) =
\((\Lambda^+_I(q_{f_{f_{i_{i_1_1}}}}) + \Lambda^-_I(q_{f_{f_{i_{i_1}}}})) \frac{F_M}{M_f}\) has been used and again the negative part is ignored. The instantaneous transition matrix element used here, \textit{i.e.} equation (10), is different from the one in [31]. In [31], the instantaneous approximation is done in the initial particle’s rest frame for both the initial particle and the final particle in the transition matrix element, whereas in this method, the instantaneous approximation is done in the relevant particle’s own rest frame. It is found that, for the transitions of \(B_c\) decaying to charmed particles, the two methods are consistent with each other; whereas for the transitions of \(B_s\) decaying to charmed particles, the former generally gives larger form factors.

Recent years another method, in which the B-S equation also plays an important role as in our method, was extensively studied [33] and applied to describe meson observables [34, 35]. In the method (referred as the DSE method for convenience), the rainbow-ladder truncation, which is a symmetry-preserving truncation that guarantees the axial-vector vertices satisfying the Ward-Takahashi identity, is applied to the kernel of the Dyson-Schwinger equation for a quark, \textit{i.e.} the gap equation, and the B-S equation’s kernel. By solving the gap equation and the B-S equation for considered channels, interested observables could be estimated. The DSE method has impressed us due to the success on describing the pion as both a Goldstone mode, associated with dynamical chiral symmetry breaking (DCSB), and a bound state composed of constituent \(u\)- and \(d\)-quarks. The DSE method is mainly different from our method in two points. First, the quark propagators are different; and second the B-S kernel are different. The quark propagator in the DSE method, as the solution of the gap equation, is the dressed quark propagator which is characterized by a momentum-dependent mass function. In our method, we use free quark propagators with constituent quark masses. Of course, propagators appear in the B-S equation or considered amplitudes should be the dressed one, however, studies on the gap equation shown that the propagators of \(u\), \(d\), \(s\) quarks receive strong momentum-dependent corrections at infrared momenta while the mass functions in heavy quark \(b\) and \(c\) propagators can be approximated as a constant. Thus significant differences appear in the light quark propagators. The propagators in the DSE could also exhibit confinement characters of QCD. The B-S kernel in the DSE method and in our method both have the one gluon exchange interaction which is described by the products of the strong running coupling constant and the free gluon propagator. Except that we use an instantaneous kernel while the DSE method does not, the differences of the kernels are, our kernel also involves a confinement potential, while in the DSE method the confinement is described by using quark propagators with no Lehmann representation. The basic concepts of the DSE method is attractive, however for applications involving a widely ranges of observables, further assumptions and parameterization are usually
adopted [34]. For example, the B-S amplitude for a heavy meson used in [34] are obtained not by solving the B-S equation, but by assuming a parameterized form and then fitting the data to fix the parameters. Furthermore, the forms of the B-S amplitudes of heavy mesons are too simple compared to ours. Despite these differences in the propagators and the B-S amplitudes, the form of a transition matrix element in the impulse approximation in these works is the same as ours: the Mandelstam formulation.

Due to the argument of Lorentz covariance, the transition matrix element can be decomposed into several parts, where the form factors show up. As usual, we denote form factors by the following decompositions:

\[
\langle D^- | V^\mu | B_0^s \rangle \equiv f_+ (Q^2) P^\mu + f_- (Q^2) Q^\mu, \quad (11)
\]

\[
\langle D^*_s^- | V^\mu | B_0^s \rangle \equiv -i \frac{2}{M_i + M_f} \frac{f_V (Q^2) \epsilon^{\mu \nu \rho \sigma} P_i P_f}{P_i P_f}, \quad (12)
\]

\[
\langle D^*_s^- | A^\mu | B_0^s \rangle \equiv f_1 (Q^2) \frac{\epsilon^\mu \cdot P_i}{M_i + M_f} P^\mu + f_2 (Q^2) \frac{\epsilon^\mu \cdot P_i}{M_i + M_f} Q^\mu + f_0 (Q^2) (M_i + M_f) \epsilon^{\mu \nu}, \quad (13)
\]

where \( P \equiv P_i + P_f \) and \( Q \equiv P_i - P_f \). \( f_\pm (Q^2), f_V (Q^2) \) and \( f_i (Q^2) (i = 0, 1, 2) \) are the form factors of weak transition \( B_0^s \rightarrow D^{(*)}_{s} \).

3 Non-leptonic two-body decay rate and its CP asymmetry for \( \bar{B}_0^s \rightarrow D^{(*)}_{s} + X^- \)

In this section, we first treat the non-leptonic two-body decay in the framework of the factorization approximation, and then introduce the pQCD method to estimate the contributions from the non-factorizable effects and the annihilation diagrams. For \( \bar{B}_0^s \rightarrow D^{(*)}_{s} + L^- \) decays induced by \( b \rightarrow c \) transition, where \( L^- \) denotes a light meson, the low energy effective weak Hamiltonian is given by

\[
\mathcal{H}_{\text{eff}} = \frac{G_F}{\sqrt{2}} V_{cb} V_{us}^* \left\{ C_1 (\mu) Q_1 + C_2 (\mu) Q_2 \right\}, \quad (14)
\]

where \( Q_1 = (\bar{c}_a b_\alpha)_{V-A} (\bar{q}_\beta u_\alpha)_{V-A} \) and \( Q_2 = (\bar{c}_a b_\beta)_{V-A} (\bar{q}_\beta u_\alpha)_{V-A} \) with \( q = d \) or \( s \). And for the double charmed \( \bar{B}_0^s \) decays, the low energy effective weak Hamiltonian for the \( \Delta B = 1 \) transition is [36],

\[
\mathcal{H}_{\text{eff}} (\Delta B = 1) = \frac{G_F}{\sqrt{2}} \sum_{p = u, c} V_{ph} V_{pq}^* \left\{ C_1 (\mu) Q_1^p + C_2 (\mu) Q_2^p + \sum_{i=3}^{10} C_i (\mu) Q_i^p \right\} + h.c., \quad (15)
\]

where \( V_{pq} \) is the CKM matrix element with \( (p = u, c) \) and \( (q = d, s) \). \( C_i (\mu) \) are the Wilson coefficients. The local four-quark operators \( Q_i \) can be categorized into three groups: the tree
operators in $b \to p$ transition $Q_1^p$, $Q_2^p$, the QCD penguin operators $Q_i$ ($i = 3, 4, 5, 6$), and the electroweak penguin operators $Q_i$ ($i = 7, 8, 9, 10$). All these local four-quark operators are written as

$$Q_1^p = (\bar{q}_\alpha p_\alpha)_{V-A} (\bar{p}_\beta b_\beta)_{V-A},$$

$$Q_2^p = (\bar{q}_\alpha p_\alpha)_{V-A} (\bar{p}_\beta b_\alpha)_{V-A},$$

$$Q_3 = (\bar{q}_\alpha b_\alpha)_{V-A} \sum_{q_x} (\bar{q}_x \beta q_x \beta)_{V-A},$$

$$Q_4 = (\bar{q}_\alpha b_\beta)_{V-A} \sum_{q_x} (\bar{q}_x \beta q_x \alpha)_{V-A},$$

$$Q_5 = (\bar{q}_\alpha b_\alpha)_{V-A} \sum_{q_x} (\bar{q}_x \beta q_x \beta)_{V+A},$$

$$Q_6 = (\bar{q}_\alpha b_\beta)_{V-A} \sum_{q_x} (\bar{q}_x \beta q_x \alpha)_{V+A},$$

$$Q_7 = \frac{3}{2} (\bar{q}_\alpha b_\alpha)_{V-A} \sum_{q_x} e_{q_x} (\bar{q}_x \beta q_x \beta)_{V+A},$$

$$Q_8 = \frac{3}{2} (\bar{q}_\alpha b_\beta)_{V-A} \sum_{q_x} e_{q_x} (\bar{q}_x \beta q_x \alpha)_{V+A},$$

$$Q_9 = \frac{3}{2} (\bar{q}_\alpha b_\alpha)_{V-A} \sum_{q_x} e_{q_x} (\bar{q}_x \beta q_x \beta)_{V-A},$$

$$Q_{10} = \frac{3}{2} (\bar{q}_\alpha b_\beta)_{V-A} \sum_{q_x} e_{q_x} (\bar{q}_x \beta q_x \alpha)_{V-A},$$

where $q_x$ ranges from $u, d, s$ to $c$. The subscripts $\alpha, \beta$ are color indices. The operator $(\bar{\psi}_{1\alpha} \psi_{2\beta})_{V \pm A}$ $\equiv \bar{\psi}_{1\alpha} \gamma^\mu (1 \pm \gamma_5) \psi_{2\beta}$. As usual, we define the combinations $a_i$ of Wilson coefficients

$$a_{2i} \equiv C_{2i} + \frac{C_{2i}}{N_c}, \quad a_{2i} \equiv C_{2i} + \frac{C_{2i}}{N_c},$$

where $N_c$ is the number of quark colors and is taken as $N_c = 3$.

Under the FA, the matrix element of $B^0 \to D_s^{(*)} X^-$ two body decays can be factorized as [8, 11]

$$A = \langle D_s^{(*)} | [\bar{c} \bar{b}]_{V-A} | B^0_s \rangle \langle X^- | [\bar{q} \bar{p}]_{V-A} | 0 \rangle,$$

where $\langle X^- (P_X) | (\bar{q} \bar{p})_{V-A} | 0 \rangle \equiv i f_{0\pm} P_{X}^\mu$ when the meson $X$ denotes a scalar (pseudoscalar), and $\langle X^- (P_X) | (\bar{q} \bar{p})_{V-A} | 0 \rangle \equiv i f_{1\pm} M_X e^{\epsilon^\mu}$ when $X$ is a axial vector (vector). $f_{0\pm}$ and $f_{1\pm}$ are decay constants of particle $X$. The decay amplitudes for the $B^0_s \to D_s^{(*)} + L^-$ decays can be expressed as

$$\mathcal{M} = \frac{G_F}{\sqrt{2}} V_{cb} V^*_{uq} a_1 A.$$

The decay amplitude of double charmed $\bar{B}_s^0$ decay can be written as [8]

$$\mathcal{M} = \frac{G_F}{\sqrt{2}} \left\{ \lambda_c a_1 + \sum_{p=u,c} \lambda_p \left[ a_4^p + a_{10}^p + \xi (a_6^p + a_8^p) \right] \right\} A,$$
where $\lambda_p \equiv V_{pb} V^*_{pq}$ and $a_i^p \equiv a_i + I_i^p$ with $I_i^p$ given as follows:

$$I_6^p = I_6^p = \frac{\alpha_s}{9\pi} \left\{ C_1 \frac{10}{9} - G(m_p, k^2) \right\},$$ (23)

$$I_{10}^p = I_{10}^p = \frac{\alpha_c}{9\pi} \frac{1}{N_c} \left\{ (C_1 + C_2 N_c) \frac{10}{9} - G(m_p, k^2) \right\}.$$ (24)

The penguin loop integral function $G(m_p, k^2)$ is given by

$$G(m_p, k^2) = -4 \int_0^1 x(1 - x) \ln \frac{m_p^2 - k^2 x(1 - x)}{m_b^2} dx,$$ (25)

where the penguin momentum transfer $k^2 = \frac{m_b^2}{2}(1 + (m_{q_x}^2 - m_{q_y}^2)(1 - \frac{m^2_{q_x}}{m_b^2})/M_X^2 + (m_{q_y}^2 + 2m_{q_x}^2 - M_X^2)/m_b^2) [37]$. The $\xi$ in equation (22) arises from the contribution of the right-handed currents and depends on the $J^P$ quantum numbers of the final state particles. The collected expressions of $\xi$ are shown as follows:

$$\xi = \left\{ \begin{array}{ll}
+ \frac{2M_X^2}{(m_b - m_c)(m_b + m_c)}, & D_s X(0^-) \\
- \frac{2M_X^2}{(m_b - m_c)(m_b - m_c)}, & D_s X(0^+) \\
- \frac{2M_X^2}{(m_b + m_c)(m_b - m_c)}, & D_s^* X(0^-) \\
+ \frac{2M_X^2}{(m_b + m_c)(m_b + m_c)}, & D_s^* X(0^+) \\
0, & D_s^{(s)} X(1^\pm)
\end{array} \right.$$ (26)

where $X$ denotes a $D_q$ ($q = s, d$) meson with its $J^P$ shown in the bracket just following it. The current quark masses encountered in $G(m_p, k^2)$ and $\xi$ are taken from [25] and then evolved to the scale $\mu \sim m_b$ by the renormalization group equation of the running quark masses [36]:

$$m(\mu) = m(\mu_0) \left\{ \frac{\alpha_s(\mu)}{\alpha_s(\mu_0)} \right\}^{-\frac{2\beta_0}{\gamma_m}} \left\{ 1 + \frac{\gamma_{m_1}}{2\beta_0} - \frac{\beta_1 \gamma_{m_0}}{2\beta_0^2} \frac{\alpha_s(\mu) - \alpha_s(\mu_0)}{4\pi} \right\},$$ (27)

where

$$\beta_0 = \frac{11N_c - 2f}{3}, \quad \beta_1 = \frac{34}{3} N_c^2 - \frac{10}{3} N_c f - 2C_F f,$$

$$\gamma_{m_0} = 6C_F, \quad \gamma_{m_1} = C_F(3C_F + \frac{97}{3} N_c - \frac{10}{3} f),$$ (28)

and $C_F = \frac{N_c^2 - 1}{2N_c}$. The number of quark flavors is denoted as $f$, which is taken as $f = 5$ in the present paper.

As indicated before, under the FA non-factorizable effects and the annihilation contributions are both neglected. But for double charmed $B_s$ decays they may contribute conspicuously, especially for CPAs, since it has been indicated that the annihilation diagrams usually make domain contribution on the strong phases according to the pQCD analysis. Thus in this work, we estimate the non-factorizable and annihilation contributions in the pQCD approach to make more reliable predictions on non-leptonic decays. Concretely, we will estimate the contributions from
non-factorizable and annihilation (if exits) for $\bar{B}_s^0 \to D_s^{(*)+} + X^-$ decays, where only pseudoscalar or vector present in the final state. Here we will not illustrate the pQCD approach in detail, instead we refer the readers to the original paper [19] and [22] which provides the specific pQCD studies on $\bar{B}_s^0 \to D_s^{(*)+} + X^-$ decays for details of this method. Thanks to the efforts did by the authors of [22], from which we borrow the expressions of decay amplitudes of non-factorizable and annihilation diagrams. But we use our form factors in estimating the factorizable color-favored diagrams’ contributions. For example, the decay amplitude of the $\bar{B}_s^0 \to D_s^{(*)+} + D^-$ decay could be expressed as

$$M = \frac{G_F}{\sqrt{2}} \left\{ V_{cb} V_{cd}^* \left[ F_{eL}^{LL} (a_1) + F_{en}^{LL} (C_1 + S_F) \right] + V_{ub} V_{ud}^* S_F \right\}, \quad (29)$$

where each $F_{eL}^{LL,LR,SP}(\ldots)$ corresponds to a certain diagram’s contribution. The subscript “e” represents factorizable emission (color-favored) diagrams; “en” represents non-factorizable emission diagrams; “a” and “an” represents factorizable and non-factorizable annihilation diagrams respectively. The superscript “LL”, “LR” and “SP” correspond to the contributions from the (V-A)(V-A) operators, the (V-A)(V+A) operators and (S-P)(S+P) operators respectively. In this work, we calculate the factorizable emission contributions, which can be expressed in terms of form factors and decay constants, with our estimated form factors; and calculate the other contributions with the pQCD approach. The exact expressions of $F_{e(n),a(n)}$ can be found in [22].

The decay width of a two-body decay is

$$\Gamma = \frac{|\vec{p}|}{8\pi M_{\bar{B}_s^0}^2} \sum_{pol} |M|^2, \quad (30)$$

where $\vec{p}$ is the 3-momentum of one of the final state particles in the rest frame of $\bar{B}_s^0$. Another important physical observable is CP asymmetry. Generally the amplitude for double charmed $\bar{B}_s^0$ decays considered here can be written as $M = V_{cb} V_{cq}^* T_1 + V_{ub} V_{uq}^* T_2$. The direct CP asymmetry arise from the interference between the two parts of the amplitude and is defined as

$$A_{cp}^{dir} = \frac{\Gamma(B_s^0 \to f) - \Gamma(\bar{B}_s^0 \to \bar{f})}{\Gamma(B_s^0 \to f) + \Gamma(\bar{B}_s^0 \to \bar{f})} = \epsilon_2 \frac{2 \sin \delta \sin \gamma}{|G_1/G_2| + |G_2/G_1| + \epsilon_2 \cos \delta \cos \gamma} = \epsilon_2 \sin \gamma, \quad (31)$$

$$= D_1 \frac{\sin \gamma}{1 + D_2 \cos \gamma},$$

$$= D_1 \frac{\sin \gamma}{1 + D_2 \cos \gamma},$$
where the weak phase $\gamma \equiv \arg\left(\frac{V_{td}^* V_{cd}}{V_{ub}^* V_{cb}}\right) \simeq \arg\left(\frac{V_{td}^* V_{cd}}{V_{ub}^* V_{cb}}\right)$, the strong phase $\delta = \arg(T_1) - \arg(T_2)$, $G_1 = V_{cb} V_{cq} T_1$, $G_2 = V_{ub} V_{uq} T_2$ and

$$D_1 \equiv \frac{\epsilon_1 2 \sin \delta}{|G_1/G_2| + |G_2/G_1|}, \quad D_2 \equiv \frac{\epsilon_2 2 \cos \delta}{|G_1/G_2| + |G_2/G_1|},$$

with $\epsilon_1 = +1$ for $q = s$, and $\epsilon_2 = -1$ for $q = d$, respectively.

Besides the branching ratios and CP asymmetries, the polarization fraction of $B_s \rightarrow VV(A)$ decays is another important observable. To illustrate the polarization fraction, one can write the decay amplitude as [38]

$$\mathcal{M} = f_{1\pm} M_{V(A)2} [a \ P_i^\mu P_i^\nu \ b \ g^{\mu\nu} + i c \ \epsilon^{\mu\nu\rho_1 \rho_2} |V_{1\mu}(\lambda_1) V_{2\rho_1}(\lambda_2)|^2],$$

where $P_i$ ($M_i$), $P_{V1}$ ($M_{V1}$) and $P_{V(A)2}$ ($M_{V(A)2}$) are the momenta (masses) of the initial particle, the particle picking up the spectator quark in the final state and the other meson in the final state, respectively. Coefficients $a$, $b$ and $c$ are defined as $a = 2 \tilde{C} f_1 (M_i + M_{V1})$, $b = f_0 \tilde{C} (M_i + M_{V1})$ and $c = 2 \tilde{C} f_1 (M_i + M_{V1})$, where $\tilde{C}$ denotes the term involving coupling constant, relevant Wilson coefficients and CKM matrix elements in front of the hadron matrix element $A$. $\lambda's$ are the helicities of the final particles. Then the decay amplitude of various helicities can be given as

$$\mathcal{M}_L = f_{1\pm} \left[ a \frac{M_i^2 \vec{P}_{V1}^2 + b \ (\vec{P}_{V1}^2 + P_{V1}^0 P_{V(A)2}^0)}{M_{V1}} \right],$$

$$\mathcal{M}_\parallel = \sqrt{2} \ b \ f_{1\pm} M_{V(A)2}, \quad \mathcal{M}_\perp = \sqrt{2} \ c \ f_{1\pm} M_{V(A)2} M_{i} |\vec{P}_{V1}|,$$

where $\mathcal{M}_L$, $\mathcal{M}_\parallel$ and $\mathcal{M}_\perp$ denote longitudinal, transverse parallel and transverse perpendicular part of the amplitude, respectively. The expressions of $\mathcal{M}$'s apply under the FA. For pQCD calculations certain terms corresponding to non-factorizable and annihilation diagrams should be added to each $\mathcal{M}$. The momentum $\vec{P}_{V1}$ and energy $P_{V1}^0 (P_{V(A)2}^0)$ are taken in the rest frame of the initial particle, i.e. $B_s^0$. The polarization fraction is defined as $R_i = \frac{|M_i|^2}{|M_L|^2 + |M_\parallel|^2 + |M_\perp|^2}$, where $i = L$, $\parallel$ and $\perp$.

4 Numerical results and discussions

4.1 Form Factors of $B_s^0 \rightarrow D_s^{(*)-}$ Transition and Semi-leptonic decays

By solving the Salpeter equation (2), we obtain the wave functions of $B_s^0$, $D_s^\pm$, $D_s^{\ast\pm}$ mesons. Then we calculate the form factors of $B_s^0 \rightarrow D_s^{(*)-}$ transition in the whole physical region numerically with equation (10). In calculation, the particles’ masses $M_{B_s^0} = 5366.3$ MeV, $M_{D_s^\pm} = 1968.47$ MeV and $M_{D_s^{\ast\pm}} = 2112.3$ MeV [25] are used. The results are drawn in Fig. 1.
and Fig. 2 for $D_s^−$ and $D_s^{*-}$, respectively. The parameter-dependent uncertainty can be estimated by varying the input parameters of our model in a reasonable range. In this work we vary the parameters $m_b$, $m_c$, $m_s$, $\lambda$ and $\Lambda_{\text{QCD}}$ by $\pm 5\%$ to give the errors. In this section only, we denote the momentum transfer $q \equiv P_i - P_f$, instead of $Q$. It should be noticed that our theoretical estimations suffer other uncertainties arising from the instantaneous approximation, since the $s$-quark is not a heavy quark. It is well known that describing the inter-quark interactions by a QCD-inspired potential (which relates to the instantaneous kernel) works well for a meson consisting of a heavy quark and a heavy anti-quark (i.e. $b(\bar{b})$, $c(\bar{c})$), but is questionable in describing light mesons. For the present case, as $s$-quark is not heavy enough, assuming the (anti-)quarks interact instantaneously may cause (maybe sizeable) uncertainties, which also means that retardation effects may give contributions (maybe sizeable). Till now the problem encountered here is not totally solved. But part of the retardation effects have been studied in [39]. In that work, the authors assume the confinement kernel as $V_s \sim 1/(-q_0^2 + \vec{q}^2)^2$ and approximate it to be $\frac{1}{q^4}(1 + 2q_0^2/q^2)$ by expanding $\frac{q^2}{q^2}$. Then the $q_0$ is replaced by its “on-shell” value, which are obtained by assuming that quarks are on their mass shells. The “on-shell” approximation imply that the considered meson should be a weak binding system. Finally, the total effect is adding a term $\frac{2\lambda^2}{\pi(q^2 + m^2)}(\sqrt{(\vec{q} - \vec{k})^2 + m^2} - \sqrt{\vec{k}^2 + m^2})^2$ to $V_s$. $m$ and $\vec{k}$ are the constituent mass and momentum of the (anti-)quark. For heavy-light system, it is better to take $m$ and $\vec{k}$ to be the heavy quark’s mass and momentum. By using such a interaction kernel, some of the retardation effects could be incorporated in calculations. Of course, this method didn’t solve the problem totally, because only some of the retardation effects are incorporated and we don’t know how much they are. Thus we won’t take this interaction kernel as a corrected version of our potential in equation (7). But in order to obtain a qualitative feeling about the uncertainties arising from instantaneous approximation, we use the interaction kernel presented in [39], which incorporated some retardation effects, to estimate the mass spectra and form factors and compare them to our results without retardation effects. It is found that the relative variations between the two sets of results are: $\frac{\Delta M_{B_s}}{M_{B_s}} \sim 0.3\%$, $\frac{\Delta M_{D_s^{(*)}}}{M_{D_s^{(*)}}} \sim 5\%$ and $\frac{\Delta f_i(q^2=0)}{f_i(q^2=0)} \sim 4 - 7\%$. Due to the reason indicated before, we emphasize that the actual errors (caused by describing the inter-quark interaction with a potential) may be larger.

In Table 1, we compare our form factors at $q^2 = 0$ with those from other approaches. This can be seen from the table: for $B_s^0 \to D_s^- \to D_s^- + L^+$ non-leptonic decays in which the momentum transfer is near $q^2 = 0$ GeV$^2$. For $B_s^0 \to D_s^{*-}$ transition, our results are a
Figure 1: Form factors of $B^0_s \to D_s^-$ weak transition.

Table 1: Form factors of $B^0_s \to D_s^-$ and $B^0_s \to D_{s^*}^-$ transitions at $q^2 = 0$ GeV$^2$.

|               | This work | BSW [9] | QCDSR [12] | LCSR [15] | CLFQM [14] |
|---------------|-----------|---------|------------|-----------|------------|
| $f_+(0)$      | 0.57$^{+0.05}_{-0.03}$ | 0.61    | 0.7$^{±0.1}$ | 0.43      |            |
| $f_-(0)$      | -0.17$^{±0.05}_{-0.04}$ | -        | -0.17      | -0.17     |            |
| $f_V(0)$      | 0.70$^{+0.03}_{-0.04}$ | 0.64    | 0.63$^{±0.05}$ | 0.74$^{±0.05}$ |            |
| $f_0(0)$      | -0.65$^{+0.01}_{-0.01}$ | -0.56   | -0.62$^{±0.01}$ | -0.61$^{±0.03}$ |            |
| $f_1(0)$      | 0.67$^{+0.01}_{-0.01}$ | 0.59    | 0.75$^{±0.07}$ | 0.59$^{±0.04}$ |            |
| $f_2(0)$      | -0.70$^{±0.03}_{-0.01}$ | -        | -          | -         |            |

little larger than the results from other methods.

For semi-leptonic $B^0_s \to D_s^{(+)} l^+ \nu_l$ decays induced by $\bar{b} \to \bar{c} \nu_l l^-$ transition, the effective Hamiltonian can be written as [15]

$$H_{\text{eff}} = \frac{G_F}{\sqrt{2}} V_{cb}^* \bar{b} \gamma_\mu (1 - \gamma_5) \bar{c} \nu_l \gamma^\mu (1 - \gamma_5) l. \quad (36)$$

The amplitude of $B^0_s \to D_s^{(+) - l^+ \nu_l}$ decays could be obtained by sandwiching equation (36) between the initial and final states, which reads

$$\mathcal{M} = \frac{G_F}{\sqrt{2}} V_{cb}^* \bar{b} \gamma_\mu (1 - \gamma_5) l (D_s^{(+) -} | \bar{b} \gamma_\mu (1 - \gamma_5) c | B_s^0). \quad (37)$$

The width of a semi-leptonic decay is

$$\Gamma = \frac{1}{8 M_{B_s} (2\pi)^2} \int \sum_{\text{pol}} |\mathcal{M}|^2 dE_l dE_f$$

where $E_l$ and $E_f$ are the energies of the lepton and the meson in the final state respectively. With the form factors calculated, we estimate the branching ratios of semi-leptonic $B^0_s \to D_s^{(+) - l^+ \nu_l}$ decays. The results are listed in Table 2 together with those from other approaches. The orders of magnitude for those branching ratios are consistent with each other. The $B^0_s \to D_s^{(+) - e^+ \nu_e}$ decay rates have been studied in the same model in [40] as used here. But the parameters and the formulation of the transition matrix elements used in that reference are different from those in this work,
Figure 2: Form factors of $B_s^0 \to D_s^{*-}$ weak transitions.

Table 2: Branching ratios for semi-leptonic $B_s^0 \to D_s^{(*)-} l^+ \nu_l$ decays compared with those from other approaches.

| Processes          | This work    | CQM [24]    | QCDSR [13]  | LCSR [15]   | CLFQM [14] |
|--------------------|--------------|--------------|--------------|-------------|------------|
| $B_s^0 \to D_s^- l^+ \nu_l$ (l = e, $\mu$) | $(1.4 - 1.7)\%$ | $(2.73 - 3.00)\%$ | $(2.8 - 3.8)\%$ | $1.0^{+0.4}_{-0.3}\%$ | $3.3_{-1.1}^{+3.1} \times 10^{-3}$ |
| $B_s^0 \to D_s^- \tau^+ \nu_\tau$ | $(4.7 - 5.5) \times 10^{-3}$ | $(5.1 - 5.8)\%$ | $(7.49 - 7.66)\%$ | $(1.89 - 6.61)\%$ | $5.2_{-0.6}^{+0.5}\%$ |
| $B_s^0 \to D_s^- \tau^+ \nu_\tau$ | $(1.2 - 1.3)\%$ | | | | $1.3_{-0.1}^{+0.4}\%$ |

thus their results are larger. The parameters used in calculation such as $V_{cb}$, $\tau_{B_s^0}$ are shown in the next subsection.

4.2 Non-leptonic $B_s$ decay

Now we can use the form factors to estimate the decay rates of $B_s^0$. The CKM matrix elements used in our calculation are [25]

$$|V_{ud}| = 0.97425, \quad |V_{us}| = 0.2252, \quad |V_{ub}| = 3.89 \times 10^{-3},$$

$$|V_{cd}| = 0.230, \quad |V_{cs}| = 0.9735, \quad |V_{cb}| = 0.0406.$$
The lifetime $\tau_{B_s^0} = 1.472 \times 10^{-12}\,s$ [25] is taken in calculation. The Wilson coefficients are quoted from [41], and for $\mu \sim m_b$, they are:

$$C_1 = 1.0849, \quad C_2 = -0.1902, \quad C_3 = 0.0148, \quad C_4 = -0.0362, \quad C_5 = 0.0088,$$

$$C_6 = -0.0422, \quad \frac{C_6}{\alpha_s} = -0.0007, \quad \frac{C_6}{\alpha_s} = 0.0565, \quad \frac{C_6}{\alpha_s} = -1.3039, \quad \frac{C_6}{\alpha_s} = 0.2700,$$

where $\alpha_e(M_W) = 1/128$ is the electromagnetic coupling constant. The strong coupling constant is taken as $\alpha_s(m_b) = 0.216$. The decay constants used in this paper are shown in Table 3. Other inputs in pQCD analysis such as the wave functions and the Jet function appearing in the non-factorizable amplitudes and annihilation amplitudes are taken as the same as in [22].

With these input parameters, we calculate the branching ratios of non-leptonic $B_s^0$ to charmed particle decays. The results are listed in Table 4, together with those from other methods, as well as with available experimental data. The branching ratios of double charmed decays shown in the table are the CP averaged values: $\frac{1}{2}(B(B_s^0 \rightarrow f) + B(B_s^0 \rightarrow f))$, where $B$ denotes branching ratio. The momentum transfer of $B_s^0 \rightarrow D_s^{(*)+}L^-$ decays, where $L^-$ is a light meson, is $q^2 \sim 0 - 1.5\,\text{GeV}^2$, and the momentum transfer of the double charmed decays is $q^2 \sim 3.5 - 6.4\,\text{GeV}^2$.

Compared our FA results and the results with corrections estimated by the pQCD approach (we will call them the pQCD corrected results), it can be found that the non-factorizable effects (and annihilation contributions when exist) for $B_s^0 \rightarrow D_s^{(*)+}L^-$ channels make little corrections to the FA results. For double charmed $B_s$ decays, the factorizable color-favored diagrams still dominate the decay widths, but contributions from other diagrams give up to $\sim 20\%$ corrections. We also estimate some $B_s^0 \rightarrow D_s^{(*)} + S(A)$ decay rates under the FA, where $S$ represents scalar and $A$ stands for axial vector, but the uncertainties due to non-factorizable effects should be realized. The results in the 2, 4-7 columns are calculated in the FA, but with different approaches to evaluate form factors. For $B_s^0 \rightarrow D_s^+X^-$ decays, the results from the FA are roughly consistent with each other except the values from light cone sum rules (LCSR) approach, which are smaller than others. This discrepancy reflects the difference of form factors, which has been shown explicitly in Table 1. For $B_s^0 \rightarrow D_s^{(*)+}X^-$ decays, our results are consistent with HQET and CLFQM values, but larger than those in BSW and QCDSR methods.

Now we turn to compare the our results with the pQCD results in [22]. The major difference

| $f_\pi$  | $f_k$   | $f_D$   | $f_{D_s}$ | $f_D^*$ | $f_{D_s^*}$ | $f_{D_s}$ |
|---------|---------|---------|-----------|---------|-------------|-----------|
| 130 [25]| 156 [25]| 207^{+8}_{-7} [25]| 258^{+6}_{-7} [25]| 205^{+9}_{-0} [42]| 217^{+2}_{-5} [42]| 229 [43] |
| $f_{D_s^*}$ | $f_{D_s^{*}}$ | $f_{D_s^{*}}$ | $f_{D_s^{*}}$ | $f_{D_s^{*}}$ | $f_{D_s^{*}(2400)}$ | $f_{D_s^{*}(2536)}$ |
| 245^{+20}_{-20} [44]| 272^{+18}_{-16} [44]| 137^{+2}_{-5} [45]| 109^{+3}_{-5} [45]| 227^{+22}_{-15} [45]| 77.3^{+12.4}_{-9.8} [45]| 0.23 [22] |
Table 4: The (averaged) branching ratios of $\bar{B}_s^0 \to D_s^{(*)+} X^-$ in the unit of %. Our results with pQCD represent those with non-factorizable and annihilation contributions estimated in the pQCD approach. The parameters in [10, 12, 46] are replaced by the ones used in our paper: $|V_{cb}| = 0.04$, $\tau_{B_s} = 1.472 \times 10^{-12}$s, $a_1 = 1.02$. The results of $\bar{B}_s^0 \to D_s^+ X^-$ in the 7th column are quoted from [15] and the results of $\bar{B}_s^0 \to D_s^{(*)+} X^-$ in the 7th column are quoted from [14]. Experimental data are quoted from [25, 26].

| Channel  | Our (pQCD) | Our [46] | BSW [10] | QCDSR [12] | HQET [15] | pQCD [46] | Experimental Data |
|----------|------------|----------|----------|------------|-----------|-----------|-------------------|
| $D_s^+ s^-$ | 0.042±0.02 | 0.041±0.02 | 0.37 | 0.41 | 0.31 | 0.17±0.06 | 0.196±0.075 | 0.32±0.05 |
| $D_s^+ p^-$ | 0.64±0.11 | 0.60±0.11 | 0.94 | 1.1 | 0.82 | 0.42±0.11 | 0.47±0.11 | 0.85±0.12±0.11 | 0.13 |
| $D_s^+ k^-$ | 0.021±0.005 | 0.021±0.005 | 0.028 | 0.033 | 0.023 | 0.013±0.004 | 0.017±0.007 | 0.024±0.006 |
| $D_s^+ k^0$ | 0.038±0.005 | 0.038±0.005 | 0.049 | 0.049 | 0.040 | 0.024±0.008 | 0.028±0.010 | 0.021±0.010 |
| $D_s^+ a_1^+$ | 0.75±0.06 | 0.88 | 0.9 |  |
| $D_s^- s^-$ | 0.31±0.02 | 0.30±0.02 | 0.28 | 0.16 | 0.31 | 0.35±0.04 | 0.189±0.072 | 0.24±0.04±0.03±0.04 |
| $D_s^- p^-$ | 0.90±0.15 | 0.91±0.16 | 0.88 | 1.97 | 0.97 | 1.18±0.23 | 0.523±0.283 | 1.19±0.22±0.17±0.18 |
| $D_s^- k^-$ | 0.024±0.005 | 0.024±0.005 | 0.020 | 0.016 | 0.023 | 0.028±0.003 | 0.0164±0.0064 |  |
| $D_s^- k^0$ | 0.050±0.007 | 0.058±0.007 | 0.048 | 0.049 | 0.053 | 0.055±0.007 | 0.055±0.007 | 0.0322±0.0124 |
| $D_s^- a_1^+$ | 1.3±0.04 | 1.1 |  |
| $D_s^+ D_s^-$ | 0.03±0.005 | 0.036±0.006 | 0.027 | 0.041 | 0.049 | 0.011±0.004 | 0.022±0.015 |
| $D_s^+ D_s^-$ | 0.034±0.008 | 0.041±0.011 | 0.031 | 0.033 | 0.034 | 0.014±0.005 | 0.021±0.009 |
| $D_s^+ K_s$ | 0.011±0.002 | 0.002±0.001 | 0.013 | 0.016 | 0.036 | 0.037±0.004 | 0.027±0.017 |
| $D_s^+ K_s$ | 0.012±0.006 | 0.038±0.006 | 0.008 | 0.016 | 0.036 | 0.037±0.004 | 0.039±0.019 |
| $D_s^+ D_s^-$ | 0.11±0.03 | 0.13±0.03 | 0.074 | 0.065 | 0.11 | 0.086±0.009 | 0.030±0.009 |
| $D_s^+ D_s^-$ | 0.010±0.001 | 0.010±0.001 | 0.010 | 0.010 | 0.010 | 0.010±0.001 | 0.010±0.001 |
| $D_s^+ D_s^-$ | 0.83±0.10 | 1.2±0.1 | 0.53 | 0.82 | 1.2 | 0.35±0.12 | 0.55±0.24 | 1.04±0.35 |
| $D_s^+ D_s^-$ | 0.75±0.12 | 1.0±0.2 | 0.57 | 0.65 | 0.77 | 0.33±0.12 | 0.48±0.21 | 2.79±0.83 | 0.69 |
| $D_s^+ D_s^-$ | 0.84±0.13 | 1.2±0.1 | 0.23 | 0.33 | 0.81 | 0.92±0.11 | 0.70±0.31 |
| $D_s^+ D_s^-$ | 2.4±0.8 | 3.0±0.5 | 1.48 | 1.3 | 3.2 | 2.36±0.28 | 0.99±0.17 | 3.08±1.27±1.87 | 1.05±0.96 |
| $D_s^+ D_s^-$ | 0.13±0.04 | 0.02 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 |
| $D_s^+ D_s^-$ | 0.37±0.12 | 0.10 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 |
| $D_s^+ D_s^-$ | 0.030±0.005 | 0.030±0.005 | 0.030±0.005 | 0.030±0.005 | 0.030±0.005 | 0.030±0.005 |
| $D_s^+ D_s^-$ | 0.12±0.02 | 0.02 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 |
| $D_s^+ D_s^-$ | 1.8±0.4 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 |
| $D_s^+ D_s^-$ | 0.21±0.06 | 0.06 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 | 0.053±0.022 |
between our pQCD corrected results and their fully pQCD results is that, for calculating factorizable color-favored contributions, we estimate them in terms of our form factors, while in [22] all the contributions are calculated in the pQCD approach. Besides, some input parameters are different between the two works. The comparison can be seen from Table 4: most of the pQCD results are smaller than our FA results as well as the pQCD corrected results, but close to LCSR results. The Isgur-Wise form factor at maximum recoil in the pQCD is $\xi_{B_s \rightarrow D_s^+} = 0.44$, whereas the corresponding quantity in our work is $\xi_+ = (M_{B_s}(f_+ + f_-) + M_{D_s}(f_+ - f_-))/2\sqrt{M_{B_s}M_{D_s}} = 0.55$. Besides, authors of [22] found that the form factors from their pQCD calculations are similar with those from LCSR. Therefore, we can simply state that form factors from the pQCD approach in [22] are smaller than ours, which means that the discrepancies in decay rates between their pQCD results and ours could be attributed to the difference in form factors, rather than non-factorizable effects.

Thanks to the efforts done by Belle, CDF, D0 and other Collaborations, some experimental data of two-body non-leptonic $B_s$ decays are available now. We can see from Table 4 that our results agree well with the present experimental data. Since only some $B_s^0 \rightarrow D_s^{(*)}+ X^-$ decay modes have been observed and the experimental errors are still large till now, it is expected in the near future more precise tests could be made on theoretical predictions as the increase of the $B_s^0$ events.

We now investigate the direct CP asymmetries of $B_s \rightarrow D_s^{(*)}D_{q}^{(*)}$ decays. The results together with $D_1$, $D_2$ are shown in Table 5. $D_1$, $D_2$ are defined in equation (32). Their values with the weak phase $\gamma$ determine the direct CP asymmetries. We show both the CPAs estimated under FA and in the pQCD approach. The discrepancy between FA and pQCD (or our pQCD corrected results) is obvious and is found mainly arising from the strong phases. It should be mentioned that another method called QCD improved factorization, which can cover the non-factorizable effects as well as pQCD, makes quite different predictions on CP asymmetries of some decay modes compared to pQCD. The reason is that the leading sources of the strong phase are different between the two approaches [47]. According to our results in Table 5, most of the direct CP asymmetries are too small to be tested experimentally for now.

The results of polarization fractions of $B_s^0 \rightarrow VV(A)$ decays are listed in Table 6, compared with other theoretical estimates and available experimental data. From the table, we can say that the non-factorizable contributions (and annihilation contributions when exit) do not give sufficient corrections on factorizations. Besides, it could be found that although our form factors are different from those in [22], the polarizations are still similar, which tells that the polarizations are less affected by the form factors. Please note that for decays with a $D_s^*$ and a light meson
Table 5: The direct CP asymmetries in double charmed non-leptonic decays of $\bar{B}_s^0$ in the unit of $10^{-2}$. $D_1$ and $D_2$ are defined as $A_{CP}^{dir} = D_1 \sin \gamma / D_2 \cos \gamma$, where $\gamma$ is the weak phase (see equations (31,32)). In calculation, the weak phase is taken as $\gamma = 68.8^\circ$. We show the results with non-factorizable and annihilation contributions estimated in the pQCD approach. The FA results are also shown in the brackets.

| Final States | $D_1$ in this work | $D_2$ in this work | $A_{CP}^{dir}$ in this work | $A_{CP}^{dir}$ in [22] |
|--------------|------------------|------------------|------------------|------------------|
| $D_s^+ D_s^-$ | $-0.36 \sim -0.24$ (5.3) | $9.8$ (10) | $-0.3 \sim -0.2$ (4.8) | $-0.3 \sim -0.2$ (4.8) |
| $D_s^+ D_s^*$ | $0.12 \sim 0.15$ (-0.32) | $-0.47$ (-0.97) | $0.1$ (-0.30) | $0.1$ (-0.30) |
| $D_s^+ D_s^{*-}$ | $-0.064 \sim 0.039$ (1.5) | $3.1$ (2.6) | $-0.06 \sim 0.04$ (1.4) | $-0.06 \sim 0.04$ (1.4) |
| $D_s^+ D_s^{*-}$ | $0.048 \sim 0.063$ (-0.081) | $-0.16$ (-0.14) | $0.05 \sim 0.06$ (-0.076) | $0.05 \sim 0.06$ (-0.076) |
| $D_s^+ D_s^{-}$ | $0.56 \sim 0.71$ (-0.46) | $-0.69$ (-1.6) | $0.5 \sim 0.7$ (-0.43) | $0.5 \sim 0.7$ (-0.43) |
| $D_s^+ D_s^{*-}$ | $-0.074 \sim -0.064$ (0.027) | $0.032$ (0.13) | $-0.07 \sim -0.06$ (0.025) | $-0.07 \sim -0.06$ (0.025) |
| $D_s^+ D_s^{*-}$ | $0 \sim 0.13$ (1.5) | $2.9$ (2.6) | $0 \sim 0.1$ (1.4) | $0 \sim 0.1$ (1.4) |
| $D_s^+ D_s^{*-}$ | $-0.0018 \sim 0.015$ (-0.081) | $-0.20$ (-0.14) | $-0.002 \sim 0.01$ (-0.076) | $-0.002 \sim 0.01$ (-0.076) |

in the final state, $R_L \sim 0.8 \gg R_{||}$; for decays with two charmed mesons in the final state, $R_L \sim R_{||} \sim 0.5 \gg R_{\perp}$. The similar results have been found in $B \to VV$ decays.

Table 6: Polarization fractions of $\bar{B}_s^0 \to VV$ or $VA$ decays. $R_L$, $R_{||}$ and $R_{\perp}$ are longitudinal, transverse parallel and transverse perpendicular polarization fractions, respectively. Our results with pQCD represent those with non-factorizable and annihilation contributions estimated in the pQCD approach.

| Final States | Ours (FA) | Ours (pQCD) | [22] | Experiment [26] |
|--------------|-----------|-------------|------|------------------|
| $D_{s}^{*+}\rho^{-}$ | $R_L$ | $0.874\pm0.004\pm0.003$ | $0.854\pm0.004\pm0.003$ | $0.87$ |
| $R_{||}$ | $0.104^{+0.005}_{-0.004}$ | $0.113^{+0.005}_{-0.004}$ | $0.104^{+0.005}_{-0.004}$ | $0.104^{+0.005}_{-0.004}$ |
| | $D_{s}^{*+}\kappa^{-}$ | $R_L$ | $0.841^{+0.004}_{-0.005}$ | $0.857^{+0.004}_{-0.003}$ | $0.85$ |
| | $R_{||}$ | $0.133^{+0.009}_{-0.006}$ | $0.104^{+0.009}_{-0.006}$ | $0.104^{+0.009}_{-0.006}$ |
| $D_{s}^{*+}a_{1}$ | $R_L$ | $0.738^{+0.006}_{-0.007}$ | $0.738^{+0.006}_{-0.007}$ | $0.738^{+0.006}_{-0.007}$ |
| | $R_{||}$ | $0.221^{+0.006}_{-0.008}$ | $0.221^{+0.006}_{-0.008}$ | $0.221^{+0.006}_{-0.008}$ |
| $D_{s}^{*+}D_{s}^{*-}$ | $R_L$ | $0.525^{+0.006}_{-0.006}$ | $0.511^{+0.006}_{-0.006}$ | $0.56 \pm 0.14$ |
| | $R_{||}$ | $0.416^{+0.009}_{-0.009}$ | $0.416^{+0.009}_{-0.009}$ | $0.416^{+0.009}_{-0.009}$ |
| $D_{s}^{*+}D_{s}^{-}$ | $R_L$ | $0.503^{+0.006}_{-0.006}$ | $0.537^{+0.006}_{-0.004}$ | $0.53 \pm 0.15$ |
| | $R_{||}$ | $0.439^{+0.010}_{-0.010}$ | $0.421^{+0.009}_{-0.010}$ | $0.421^{+0.009}_{-0.010}$ |
| $D_{s}^{*+}D_{s}^{-}(2460)$ | $R_L$ | $0.436^{+0.004}_{-0.004}$ | $0.436^{+0.004}_{-0.004}$ | $0.436^{+0.004}_{-0.004}$ |
| | $R_{||}$ | $0.512^{+0.008}_{-0.008}$ | $0.512^{+0.008}_{-0.008}$ | $0.512^{+0.008}_{-0.008}$ |
| $D_{s}^{*+}D_{s}^{-}(2536)$ | $R_L$ | $0.424^{+0.003}_{-0.003}$ | $0.424^{+0.003}_{-0.003}$ | $0.424^{+0.003}_{-0.003}$ |
| | $R_{||}$ | $0.521^{+0.006}_{-0.007}$ | $0.521^{+0.006}_{-0.007}$ | $0.521^{+0.006}_{-0.007}$ |

To conclude, we note that the form factors of $B_s^0 \to D_s^-$ and $B_s^0 \to D_s^{*-}$ estimated in this work are roughly consistent with other theoretical estimates such as the QCD sum rule, the light-front quark model and so on. Using the derived form factors, branching ratios of semileptonic and non-leptonic $B_s^0$ decays to charmed particles are estimated. For non-leptonic decays we evaluate amplitudes under the factorization approximation as well as in the pQCD approach.
Our predictions on decay rates are found to agree well with the available experimental data. Direct CP asymmetries estimated in FA and in pQCD are quite different (even have different sign). Generally, the CPAs of $B_s^0 \to D_s^{(*)+} D_q^-$ are less than 1%. Polarization fractions of $B_s \to D_s^* V(A)$ decays follow the similar rule as $B \to VV$ decays, that is, for decays with a $D_s^*$ and a light meson in the final state, $R_L \sim 0.8 \gg R_\parallel, R_\perp$, for decays with two charmed mesons in the final state, $R_L \sim R_\parallel \sim 0.5 \gg R_\perp$.
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