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Abstract

In ([8]), Koplienko gave a trace formula for perturbations of self-adjoint operators by operators of Hilbert-Schmidt class $B_2(\mathcal{H})$. Recently Gesztesy, Pushnitski and Simon ([6]) gave an alternative proof of the trace formula when the operators involved are bounded. In this article, we give a still another proof and extend the formula for unbounded case by reducing the problem to a finite dimensional one as in the proof of Krein trace formula by Voiculescu ([14]), Sinha and Mohapatra ([11]).

1 Introduction.

Notations: Here, $\mathcal{H}$ will denote the separable Hilbert space we work in; $\mathcal{B}(\mathcal{H})$, $\mathcal{B}_1(\mathcal{H})$, $\mathcal{B}_2(\mathcal{H})$ the set of bounded, trace class, Hilbert-Schmidt class operators in $\mathcal{H}$ respectively with $\|\cdot\|$, $\|\cdot\|_1$, $\|\cdot\|_2$ as the associated norms. Let $H$ and $H_0$ be a pair of self-adjoint operators in $\mathcal{H}$ with $\sigma(H)$, $\sigma(H_0)$ as their spectra and $E(\lambda)$, $E_0(\lambda)$ the spectral families; and let $\text{Dom}(A)$, $TrA$ be the domain of the operator $A$ and the trace of a trace class operator $A$ respectively.

Furthermore, if we assume that $V \equiv H - H_0 \in \mathcal{B}_1(\mathcal{H})$, then Krein ([9]) proved that there exists a unique real-valued $L^1(\mathbb{R})$- function $\xi$ with support in the interval $[a, b]$ (where $a = \min\{\inf\sigma(H), \inf\sigma(H_0)\}$ and $b = \max\{\sup\sigma(H), \sup\sigma(H_0)\}$) such that

$$Tr[\phi(H) - \phi(H_0)] = \int_a^b \phi'(\lambda)\xi(\lambda)d\lambda,$$

for a large class of functions $\phi$. The function $\xi$ is known as Krein’s spectral shift function and the relation (1.1) is called Krein’s trace formula. The original proof of Krein uses analytic function theory. In 1985, Voiculescu approached the trace formula (1.1) from a different direction. If $H$ and $H_0$ are bounded, then Voiculescu ([14]) proved that

$$Tr[p(H) - p(H_0)] = \lim_{n \to \infty} Tr_n[p(H_n) - p(H_{0,n})],$$

by adapting the Weyl-von Neumann’s theorem (where $p(\cdot)$ is a polynomial and $H_n, H_{0,n}$ are finite dimensional approximations of $H$ and $H_0$ respectively and $Tr_n$ is the associated finite dimensional trace). Then one constructs the spectral shift function in the finite dimensional
case and finally the formula is extended to the $\infty$-dimensional case. Later Sinha and Mohapatra ([11]) extended Voiculescu’s method to the unbounded self-adjoint and unitary cases ([12]).

One can think of (1.1) as a “Mean Value theorem under trace for self-adjoint operators” and then a natural question arises if one can have a mean-value theorem under trace up to the next order. Koplienko ([8]) indeed provided such a formula. Let $H$ and $H_0$ be two self-adjoint operators in $\mathcal{H}$ such that $H - H_0 \equiv V \in \mathcal{B}_2(\mathcal{H})$. In this case the difference $\phi(H) - \phi(H_0)$ is no longer of trace-class and one has to consider instead

$$\phi(H) - \phi(H_0) - D\phi(H_0) \cdot V$$

where $D\phi(H_0)$ denotes the Frechet derivative of $\phi$ at $H_0$ (see [1]) and find a trace formula for the above expression. Under the above hypothesis, Koplienko’s formula asserts that there exists a unique function $\eta \in L^1(\mathbb{R})$ such that

$$\text{Tr}\{\phi(H) - \phi(H_0) - D\phi(H_0) \cdot V\} = \int_{-\infty}^{\infty} \phi''(\lambda) \eta(\lambda) d\lambda \quad (1.3)$$

for rational functions $\phi$ with poles off $\mathbb{R}$. In 2007, Gesztesy, Pushnitski and Simon ([6]) gave an alternative proof of the formula (1.3) for the bounded case and in 2009, Dykema and Skripka ([5], [13]) obtained the formula (1.3) in the semi-finite von Neumann algebra setting.

Here we revisit the proof of Koplienko’s formula for bounded case and prove the unbounded self-adjoint case, we believe for the first time, using the idea of finite dimensional approximation as in the works of Voiculescu, Sinha and Mohapatra, referred earlier. The plan of the paper is to first prove in section 2, Koplienko formula when $\dim \mathcal{H} < \infty$; section 3 is devoted to the reduction of the problem to finite dimensions and in section 4 we prove the trace formula for both cases, viz. when the pairs $(H_0, H)$ are bounded or unbounded self-adjoint.

2 Koplienko formula in finite dimension

Theorem 2.1. Let $H$ and $H_0$ be two self-adjoint operators in a Hilbert space $\mathcal{H}$ such that $H - H_0 \equiv V$ and let $p(\lambda) = \lambda^r (r \geq 2)$.

(i) Then

$$Dp(H_0) \cdot V = \sum_{j=0}^{r-1} H_0^{r-j-1} V H_0^j$$

and

$$\frac{d}{ds}(p(H_s)) = \sum_{j=0}^{r-1} H_s^{r-j-1} V H_s^j,$$

where $H_s = H_0 + sV \quad (0 \leq s \leq 1)$.

(ii) If furthermore $\dim \mathcal{H} < \infty$, then there exists a unique non-negative $L^1(\mathbb{R})$-function $\eta$ such that

$$\text{Tr}\{p(H) - p(H_0) - Dp(H_0) \cdot V\} = \int_{a}^{b} p''(\lambda) \eta(\lambda) d\lambda, \quad (2.1)$$
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for some $-\infty < a < b < \infty$, where $p(.)$ is any polynomial on $[a,b]$ with complex coefficients.

Moreover,

$$\eta(\lambda) = \frac{1}{i} \int_0^1 \text{Tr}\{V [E_0(\lambda) - E_s(\lambda)]\} d\lambda,$$

where $E_s(.)$ is the spectral family of the self-adjoint operator $H_s$, and

$$\|\eta\|_1 = \frac{1}{2} \|V\|^2.$$

(iii) For $\dim \mathcal{H} < \infty$,

$$\text{Tr}\{e^{itH} - e^{itH_0} - D(e^{itH_0}) \bullet V\} = (it)^2 \int_a^b e^{it\lambda} \eta(\lambda) d\lambda,$$

for some $-\infty < a < b < \infty$, $t \in \mathbb{R}$ and $\eta$ is given by (2.2).

Proof. (i) For $p(\lambda) = \lambda^r (r \geq 2)$,

$$p(H_0 + V) - p(H_0) = \sum_{j=0}^{r-1} H_0^{r-j-1} VH_0^j + \sum_{j=0}^{r-2} \sum_{k=0}^{r-j-2} H_0^{r-j-k-2} VH_0^k VH_0^j,$$

and hence

$$\|p(H_0 + V) - p(H_0) - \sum_{j=0}^{r-1} H_0^{r-j-1} VH_0^j\| \leq \sum_{j=0}^{r-2} \sum_{k=0}^{r-j-2} \|H_0\|^{r-j-k-2}\|V\|\|H_0\|^k\|V\|\|H_0\|^{j},$$

proving that $Dp(H_0) \bullet V = \sum_{j=0}^{r-1} H_0^{r-j-1} VH_0^j$. A similar calculation shows that

$$\frac{H_s^{r+h} - H_s^r}{h} = \sum_{j=0}^{r-1} [H_0 + (s + h)V]^{r-j-1} VH_s^j,$$

which converges in operator norm to $\sum_{j=0}^{r-1} H_s^{r-j-1} VH_s^j$ as $h \to 0$. 
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(ii) By using the cyclicity of trace and noting that the trace now is a finite sum, we have that for \( p(\lambda) = \lambda^r \) \((r \geq 2)\),

\[
Tr \{ p(H) - p(H_0) - Dp(H_0) \cdot V \} \\
= Tr \left( \int_0^1 \frac{d}{ds} (p(H_s)) \ ds \right) - Tr \left( \sum_{j=0}^{r-1} H_0^{r-j-1} V H_0^j \right) \\
= \int_0^1 r Tr (V H_s^{r-1}) \ ds - \int_0^1 r Tr (V H_0^{r-1}) \ ds \\
= Tr \left[ r V \int \int_a^b \lambda^{r-1} \{ E_s(d\lambda) - E_0(d\lambda) \} \right].
\]

It is easy to see that there exists \( a, b \) such that \( \sup \lim E_s(.) \subseteq [a, b] \) for all \( s \in [0, 1] \). By integrating by-parts and noting that \( E_s(.) - E_0(.) = 0 \) for \( \lambda = a, b \), we have that

\[
Tr \{ p(H) - p(H_0) - Dp(H_0) \cdot V \} \\
= Tr \left[ r V \int \int_a^b \lambda^{r-1} \{ E_s(d\lambda) - E_0(d\lambda) \} \right] \\
= \int_a^b r (r - 1) \lambda^{r-2} \left( \int_0^1 Tr \{ V [E_0(\lambda) - E_s(\lambda)]ds \} d\lambda \right) \\
= \int_a^b p''(\lambda) \eta(\lambda) d\lambda, \text{ where we have set } \eta(\lambda) = \int_0^1 Tr \{ V [E_0(\lambda) - E_s(\lambda)] \} ds.
\]

To prove the positivity of \( \eta(\lambda) \), we use the idea of double spectral integrals, introduced by Birman-Solomyak (\[2, 3\]). For fixed \( \lambda \), and \( \epsilon > 0 \) define a smoothly non-increasing function \( \phi_{\epsilon, \lambda} \) such that

\[
\phi_{\epsilon, \lambda}(\alpha) = \begin{cases} 
0, & \text{if } \alpha \geq \lambda + \epsilon. \\
1, & \text{if } a \leq \alpha \leq \lambda.
\end{cases}
\]

Therefore

\[
\phi_{\epsilon, \lambda}(H_0) - \phi_{\epsilon, \lambda}(H_s) = \int_a^b \int_a^b [\phi_{\epsilon, \lambda}(\alpha) - \phi_{\epsilon, \lambda}(\beta)] E_0(d\alpha) E_s(d\beta)
\]

\[
= -s \int_a^b \int_a^b \frac{\phi_{\epsilon, \lambda}(\alpha) - \phi_{\epsilon, \lambda}(\beta)}{\alpha - \beta} E_0(d\alpha) V E_s(d\beta) = -s \int_{[a,b] \times [a,b]} \frac{\phi_{\epsilon, \lambda}(\alpha) - \phi_{\epsilon, \lambda}(\beta)}{\alpha - \beta} G(d\alpha \times d\beta).V,
\]

where \( G(\Delta \times \delta)X = E_0(\Delta) X E_s(\delta) \) \((X \in B_2(\mathcal{H})\) and \( \Delta \times \delta \subseteq \mathbb{R} \times \mathbb{R} \)) extends to a \( B_2(\mathcal{H}) \)-valued spectral measure in \( \mathbb{R}^2 \) with total \( B_2(\mathcal{H}) \)-variation less than or equal to 1. Thus

\[
Tr \{ V [\phi_{\epsilon, \lambda}(H_0) - \phi_{\epsilon, \lambda}(H_s)] \} = -s \int_a^b \int_a^b \frac{\phi_{\epsilon, \lambda}(\alpha) - \phi_{\epsilon, \lambda}(\beta)}{\alpha - \beta} Tr \{ VE_0(d\alpha) VE_s(d\beta) \}.
\]
Since by construction, $\phi_{\epsilon, \lambda}$ is a non-increasing function, the integrand in (2.7) is non-positive and hence

$$\text{Tr}\{V [\phi_{\epsilon, \lambda}(H_0) - \phi_{\epsilon, \lambda}(H_s)]\} \geq 0 \quad \forall \lambda, \epsilon > 0.$$  

Furthermore, $\phi_{\epsilon, \lambda}(H_0)$ and $\phi_{\epsilon, \lambda}(H_s)$ converges strongly to $E_0(\lambda)$ and $E_s(\lambda)$ respectively as $\epsilon \to 0$, (spectral family is right continuous in our definition) and hence

$$\text{Tr}\{V [E_0(\lambda) - E_s(\lambda)]\} \geq 0 \quad \text{for } 0 \leq s \leq 1.$$  

Therefore $\eta(\lambda) \geq 0$ for all $\lambda \in [a, b]$. The last conclusion is a consequence of the fact that

$$\|\eta\|_1 = \int_{a}^{b} \eta(\lambda)d\lambda = \frac{1}{2} \int_{a}^{b} p''(\lambda)\eta(\lambda)d\lambda \quad \text{(where } p(\lambda) = \lambda^2)$$

$$= \frac{1}{2} \text{Tr}\{H^2 - H_0^2 - D(H_0^2) \cdot V\} = \frac{1}{2} \|V\|_2^2.$$  

(iii) It is easy to verify that

$$D(e^{itH_0}) \cdot V = it \int_{0}^{1} e^{it\alpha H_0} V e^{it(1-\alpha)H_0} d\alpha$$

and a calculation identical to the one in (ii) shows that

$$\text{Tr}\{e^{itH} - e^{itH_0} - D(e^{itH_0}) \cdot V\} = it \int_{0}^{1} ds \text{Tr}\{V (e^{itH_s} - e^{itH_0})\} = (it)^2 \int_{a}^{b} e^{it\lambda}\eta(\lambda)d\lambda.$$

\[\Box\]

3 Reduction to finite dimension

We begin with a proposition collecting some results, following from the Weyl-von Neumann type construction.

**Proposition 3.1.** Let $A$ be a self-adjoint operator (possibly unbounded) in a separable infinite dimensional Hilbert space $\mathcal{H}$ and let $\{f_i\}_{1 \leq i \leq L}$ be a set of normalized vectors in $\mathcal{H}$ and $\epsilon > 0$.

(i) Then there exists a finite rank projection $P$ such that $\|(I - P)f_i\| < \epsilon$ for $1 \leq i \leq L$.

(ii) Furthermore, $(I - P)AP \in B_2(\mathcal{H})$, $\|(I - P)AP\|_2 < \epsilon$ and $\|(I - P)e^{itA}P\|_2 < \epsilon$ uniformly for $t$ with $|t| \leq T$.
Proof. Let $F(.)$ be the spectral measure associated with the self-adjoint operator $A$, and choose $a_l > 0$ such that
\[ \| [I - F (\{ -a_l, a_l \})] f_l \| < \epsilon \quad \text{for} \quad 1 \leq l \leq L. \]
If we set $a = \max\{a_l : 1 \leq l \leq L\}$, then
\[ \| [I - F (\{ -a, a \})] f_l \| \leq \| [I - F (\{ -a_l, a_l \})] f_l \| < \epsilon \quad \text{for} \quad 1 \leq l \leq L. \]
For each positive integer $n$ and $1 \leq k \leq n$, set $F_k = F (\{ (2k - n - 1)a, 2k - n - 1a \})$ so that
\[ F_k F_j = \delta_{kj} F_j \quad \text{and} \quad \sum_{k=1}^{n} F_k = F (\{ -a, a \}). \]
We also set for $1 \leq k \leq n$ and $1 \leq l \leq L$,
\[ g_{kl} = \begin{cases} \frac{F_k f_l}{\| F_k f_l \|}, & \text{if } F_k f_l \neq 0, \\ 0, & \text{if } F_k f_l = 0. \end{cases} \]
Let $P$ be the orthogonal projection onto the subspace generated by $\{g_{kl} : 1 \leq k \leq n; 1 \leq l \leq L\} : \dim \mathcal{P} \mathcal{H} \leq nL$. Clearly $g_{kl} \in \text{Dom}(A)$ for all $k, l$ and hence $\mathcal{P} \mathcal{H} \subseteq \text{Dom}(A)$. Moreover, $Ag_{kl}, PAg_{kl} \in F_k \mathcal{H}$ for each $k$ and $l$. A simple calculation as in page 831 of ([11]), shows that for $\lambda_k = \frac{2k - n - 1}{n}a$,
\[ \| (A - \lambda_k) g_{kl} \|^2 \leq \left( \frac{a}{n} \right)^2 \quad \text{for} \quad 1 \leq l \leq L, \quad \text{and therefore} \]
\[ \| (I - P)APu \|^2 \leq \left( \frac{a}{n} \right)^2 \sum_k \left( \sum_l \| (u, g_{kl}) \| \right) \leq \frac{a^2}{n^2} L \| u \|^2 \quad \text{for} \quad u \in \mathcal{H}. \]
The operators $PA(I - P)$ and $(I - P)AP$ are finite rank operators with rank less than or equal to $nL$. Hence, using the above estimate we get that
\[ \| (I - P)AP \|_2 = \| PA(I - P) \|_2 \leq \sqrt{\dim(\mathcal{P})} \| (I - P)AP \| \leq \sqrt{nL} \left( \frac{a}{n} \right) \sqrt{L} = L \left( \frac{a}{\sqrt{n}} \right). \]
Thus again by the same calculation as in page 831 of ([11]), it follows that
\[ \alpha(t) \equiv \|(I - P)e^{itA}P\|_2 = \|(I - P) (e^{itA} - I) P\|_2 \leq (a \sqrt{L}) \int_0^t \alpha(s) ds + T \frac{a}{\sqrt{n}} \quad \text{for} \quad |t| \leq T, \]
(3.1)
solving this Gronwall-type inequality ([13]) leads to
\[ \alpha(t) \leq \left( \frac{T L a e^{\sqrt{T}L}}{\sqrt{n}} \right) \leq \left( \frac{T L a e^{\sqrt{T}L}}{\sqrt{n}} \right). \]
Since \((I - P)F((-a, a])f_i = 0\) for \(1 \leq l \leq L\),
\[
\|(I - P)f_i\| = \|(I - P)[I - F((-a, a])f_i\| \leq \|(I - F((-a, a])f_i\| < \epsilon \quad \text{for} \quad 1 \leq l \leq L.
\]
The proof concludes by choosing \(n\) sufficiently large.

\[\square\]

**Lemma 3.2.** Let \(H\) and \(H_0\) be two self-adjoint operators in a separable infinite dimensional Hilbert space \(\mathcal{H}\) such that \(H - H_0 \equiv V \in B_2(\mathcal{H})\). Then given \(\epsilon > 0\), there exists a projection \(P\) of finite rank such that for all \(t\) with \(|t| \leq T\),

(i) \(\|(I - P)H_0P\|_2 < \epsilon\), \(\|(I - P)e^{itH_0}P\|_2 < \epsilon\),

(ii) \(\|(I - P)V\|_2 < 2\epsilon\), \(\|(I - P)HP\|_2 < 3\epsilon\).

**Proof.** Let \(V = \sum_{l=1}^{\infty} \tau_l |f_i\rangle \langle f_i|\) be the canonical form of \(V\) with \(\sum_{l=1}^{\infty} \tau_l^2 < \infty\) and choose \(L\) in \(V_L \equiv \sum_{l=1}^{L} \tau_l |f_i\rangle \langle f_i|\) so that \(\|V - V_L\|_2 = \sqrt{\sum_{l=L+1}^{\infty} \tau_l^2} < \epsilon\) and \(\epsilon' = \min\{\epsilon, \frac{1}{\sum_{l=1}^{\infty} |\tau_l|}\} > 0\). Next, we apply Proposition 3.1 with \(A = H_0\), \:\{f_1, f_2, \ldots, f_L\}\ and \(\epsilon'\) in place of \(\epsilon\). Hence we get a projection \(P\) of finite rank in \(\mathcal{H}\) such that

\[
\|(I - P)H_0P\|_2 < \epsilon' < \epsilon\quad \text{and} \quad \|(I - P)e^{itH_0}P\|_2 < \epsilon' < \epsilon,
\]
uniformly for \(t\) with \(|t| \leq T\). For (ii) we note that

\[
\|(I - P)V\|_2 \leq \|V - V_L\|_2 + \|(I - P)V_L\|_2 < \epsilon + \epsilon' \left(\sum_{l=1}^{L} |\tau_l|\right) < 2\epsilon \quad \text{and therefore}
\]

\[
\|(I - P)HP\|_2 \leq \|(I - P)H_0P\|_2 + \|(I - P)VP\|_2 < 3\epsilon.
\]

\[\square\]

**Remark 3.3.** We can reformulate the statement of Lemma 3.2 by saying that there exists a sequence \(\{P_n\}\) of finite rank projections in \(\mathcal{H}\) such that

\[
\|(I - P_n)H_0P_n\|_2, \quad \|(I - P_n)e^{itH_0}P_n\|_2, \quad \|(I - P_n)V\|_2, \quad \|(I - P_n)HP_n\|_2 \to 0 \quad \text{as} \quad n \to \infty.
\]

It may also be noted that \(\{P_n\}\) does not necessarily converge strongly to \(I\).

The next two theorems show how Lemma 3.2 can be used to reduce the relevant problem into a finite dimensional one, in the cases when the self-adjoint pair \((H_0, H)\) are bounded and unbounded.
Theorem 3.4. Let $H$ and $H_0$ be two bounded self-adjoint operators in a separable infinite dimensional Hilbert space $\mathcal{H}$ such that $H - H_0 \equiv V \in \mathcal{B}(\mathcal{H})$. Then there exists a sequence \{${P}_n$\} of finite rank projections in $\mathcal{H}$ such that

$$
Tr\{p(H) - p(H_0) - Dp(H_0) \bullet V\} = \lim_{n \to \infty} Tr\{P_n [p(P_n H P_n) - p(P_n H_0 P_n) - Dp(P_n H_0 P_n) \bullet P_n V P_n ] P_n\},
$$

(3.2)

where $p(.)$ is a polynomial.

Proof. It will be sufficient to prove the theorem for $p(\lambda) = \lambda^r$. Note that for $r = 0$ or 1, both sides of (3.2) are identically zero. Using the sequence \{${P}_n$\} of finite rank projections as obtained in Lemma 3.2 and using an expression similar to (2.5) in $\mathcal{B}(\mathcal{H})$, we have that

$$
Tr\{[H^r - H_0^r - D(H_0^r) \bullet V] - P_n [(P_n H P_n)^r - (P_n H_0 P_n)^r - D((P_n H_0 P_n)^r) \bullet P_n V P_n ] P_n\}
$$

$$
= \sum_{r=0}^{r-2} \sum_{j=0}^{r-j-2} Tr\{H^{r-j-2} V H_0^k V H_0^j\}
$$

$$
- P_n (P_n H P_n)^{r-j-2} (P_n V P_n) (P_n H_0 P_n)^k (P_n V P_n) (P_n H_0 P_n)^l P_n\}
$$

$$
= \sum_{r=0}^{r-2} \sum_{j=0}^{r-j-2} Tr\{H^{r-j-2} P_n - (P_n H P_n)^{r-j-2} P_n V H_0^k V H_0^j\}
$$

$$
+ H^{r-j-2} P_n V H_0^k V H_0^j + (P_n H P_n)^{r-j-2} P_n V P_n H_0^k V H_0^j\}
$$

$$
= \sum_{r=0}^{r-2} \sum_{j=0}^{r-j-2} Tr\{H^{r-j-2} P_n - (P_n H P_n)^{r-j-2} P_n V H_0^k V H_0^j\}
$$

$$
+ (P_n H P_n)^{r-j-2} (P_n V P_n) [P_n H_0^k - (P_n H_0 P_n)^k] V H_0^j\}
$$

$$
+ (P_n H P_n)^{r-j-2} (P_n V P_n) (P_n H_0 P_n)^k P_n V P_n H_0^l\}
$$

$$
+ (P_n H P_n)^{r-j-2} (P_n V P_n) (P_n H_0 P_n)^k (P_n V P_n) [P_n H_0^k - (P_n H_0 P_n)^k]\}
$$

(3.3)

Using the results of Lemma 3.2, the first term of the expression (3.3) leads to

$$
\| [H^{r-j-2} - (P_n H P_n)^{r-j-2}] P_n \|_2 = \left\| \sum_{l=0}^{r-j-3} H^{r-j-3} (P_n H P_n) (P_n H P_n)^l \right\|_2
$$

$$
\leq (r-j-k-2) \| H \|_2^{r-j-k-3} \| P_n H P_n \|_2 \leq r(1 + \| H \|_2)^r \| P_n H P_n \|_2,
$$
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which converges to 0 as \( n \to \infty \). For the fourth term in (3.3), we note that as in the calculations above,

\[
\left\| P_n \left[ H_0^k - (P_n H_0 P_n)^k \right] \right\|_2 \leq k(1 + \|H_0\|)^k \left\| P_n^4 H_0 P_n \right\|_2 \to 0 \quad \text{as} \quad n \to \infty,
\]

and the sixth term is very similar to the fourth term. The second, third and fifth terms in (3.3) converges to zero in trace-norm since by Lemma 3.2,

\[
\left\| P_n V \right\|_2 \to 0 \quad \text{as} \quad n \to \infty.
\]

\[\Box\]

**Theorem 3.5.** Let \( H \) and \( H_0 \) be two self-adjoint operators (not necessarily bounded) in a separable infinite dimensional Hilbert space \( \mathcal{H} \) such that \( H - H_0 \equiv V \in B_2(\mathcal{H}) \). Then there exists a sequence \( \{P_n\} \) of finite rank projections in \( \mathcal{H} \) such that for any \( T > 0 \)

\[
\text{Tr}\{e^{itH} - e^{itH_0} - D(e^{itH_0}) \cdot V\} = \lim_{n \to \infty} \text{Tr}\{P_n \left[ e^{itP_n H P_n} - e^{itP_n H_0 P_n} - D(e^{itP_n H_0 P_n}) \cdot P_n V P_n \right] P_n\},
\]

uniformly for all \( t \) with \( |t| \leq T \).

**Proof.** As in the case of a finite dimensional Hilbert space, \( f(H_0) = e^{itH_0} \) is Frechet differentiable and

\[
D(e^{itH_0}) \cdot V = it \int_0^1 e^{it\alpha H_0} V e^{it(1-\alpha)H_0} d\alpha \in B_2(\mathcal{H}).
\]

Therefore

\[
e^{itH} - e^{itH_0} - D(e^{itH_0}) \cdot V = (it)^2 \int_0^1 \alpha d\alpha \int_0^1 d\beta \ e^{it\alpha \beta H} V e^{it\alpha(1-\beta)H_0} V e^{it(1-\alpha)H_0} \in B_1(\mathcal{H})
\]

(3.4)

and hence by Fubini’s theorem,

\[
\text{Tr}\{e^{itH} - e^{itH_0} - D(e^{itH_0}) \cdot V\} = (it)^2 \int_0^1 \alpha d\alpha \int_0^1 d\beta \ \text{Tr}\{e^{it\alpha \beta H} V e^{it\alpha(1-\beta)H_0} V e^{it(1-\alpha)H_0}\}.
\]

Thus,

\[
\text{Tr}\{e^{itH} - e^{itH_0} - D(e^{itH_0}) \cdot V\} - \text{Tr}\{P_n \left[ e^{itP_n H P_n} - e^{itP_n H_0 P_n} - D(e^{itP_n H_0 P_n}) \cdot P_n V P_n \right] P_n\} = (it)^2 \int_0^1 \alpha d\alpha \int_0^1 d\beta \ \text{Tr}\{e^{it\alpha \beta H} V e^{it\alpha(1-\beta)H_0} V e^{it(1-\alpha)H_0} \}
\]

\[
- P_n e^{it\alpha \beta P_n H P_n} P_n V P_n e^{it(1-\beta)P_n H_0 P_n} P_n V P_n e^{it(1-\alpha)P_n H_0 P_n} P_n \}
\]
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\[
\begin{align*}
\mathcal{A} &= (it)^2 \int_0^1 \alpha d\alpha \int_0^1 d\beta \left\{ \left[ e^{it\alpha\beta H} - e^{it\alpha\beta P_n H P_n} \right] P_n V e^{it\alpha(1-\beta)H_0} V e^{it(1-\alpha)H_0} \\
&+ e^{it\alpha\beta H} P_n V e^{it\alpha(1-\beta)H_0} V e^{it(1-\alpha)H_0} \\
&+ P_n e^{it\alpha\beta H P_n} P_n V P_n e^{it\alpha(1-\beta)H_0} P_n V e^{it(1-\alpha)H_0} \\
&+ P_n e^{it\alpha\beta H P_n} P_n V P_n e^{it\alpha(1-\beta)H_0} P_n V P_n e^{it(1-\alpha)H_0} \\
&+ P_n e^{it\alpha\beta H P_n} P_n V P_n e^{it\alpha(1-\beta)H_0} P_n V P_n e^{it(1-\alpha)H_0} \right\}.
\end{align*}
\]

In the first term of the expression (3.5):
\[
\left\| \left[ e^{it\alpha\beta H} - e^{it\alpha\beta P_n H P_n} \right] P_n \right\|_2 \leq \left| t \right| \int_0^1 d\gamma e^{it\alpha\beta H} P_n \left[ e^{it\alpha(1-\beta)H_0} P_n \left( e^{it(1-\alpha)H_0} \right) \right] P_n \right\|_2 \leq T \left\| P_n H P_n \right\|_2,
\]
which converges to 0 as \( n \to \infty \), uniformly for \( |t| \leq T \) by Remark 3.3. For the fourth term in (3.5), we note that as in the calculations above,
\[
\left\| \left[ e^{it\alpha(1-\beta)H_0} - e^{it\alpha(1-\beta)P_n H_0 P_n} \right] P_n \right\|_2 \leq T \left\| P_n^\perp H P_n \right\|_2 \to 0 \text{ as } n \to \infty,
\]
for \( |t| \leq T \) and the seventh term is very similar to the fourth term. The second, third, fifth and sixth terms in (3.5) converges to zero in trace-norm since by Lemma 3.2 \( \left\| P_n^\perp V \right\|_2 \to 0 \) as \( n \to \infty \).

4 Koplienko formula for both bounded and unbounded cases

In this section, we derive the trace formulas for both bounded and unbounded self-adjoint pairs \((H_0, H)\).
Theorem 4.1. Let \( H \) and \( H_0 \) be two bounded self-adjoint operators in an infinite dimensional separable Hilbert space \( \mathcal{H} \) such that \( H - H_0 \equiv V \in \mathcal{B}_2(\mathcal{H}) \). Then for any polynomial \( p(\cdot) \), \( p(H) - p(H_0) - Dp(H_0) \cdot V \in \mathcal{B}_1(\mathcal{H}) \) and there exists a unique non-negative \( L^1(\mathbb{R}) \)-function \( \eta \) supported on \([a, b]\) such that

\[
\text{Tr}\{p(H) - p(H_0) - Dp(H_0) \cdot V\} = \int_a^b p''(\lambda)\eta(\lambda)d\lambda,
\]

where, \( a = \inf\sigma(H_0) - \|V\|, \ b = \sup\sigma(H_0) + \|V\| \). Furthermore \( \int_a^b |\eta(\lambda)|d\lambda = \frac{1}{2}\|V\|^2 \).

Proof. By Theorem 3.4 and Theorem 2.1 we have that

\[
\text{Tr}\{p(H) - p(H_0) - Dp(H_0) \cdot V\} = \lim_{n \to \infty} \text{Tr}\{P_n[p(P_n H P_n) - p(P_n H_0 P_n) - Dp(P_n H_0 P_n) \cdot P_n V P_n] P_n\}
\]

with \( \eta_n(\lambda) \) given by (2.2), and \( \|\eta_n\|_1 = \int_0^1 |p_n(H - H_0)P_n|d\lambda \), which clearly converges to \( \frac{1}{2}\|V\|^2 \) as \( n \to \infty \). Set \( V_n \equiv P_n V P_n; \ H_n \equiv P_n H P_n; \ H_{0,n} \equiv P_n H_0 P_n \) and \( E_{0,n}(\cdot), E_{s,n}(\cdot) \) are the spectral families of \( H_{0,n} \) and \( H_{s,n} \equiv P_n H_s P_n \) respectively. Following the idea contained in the paper of Gesztesy et.al (8), using the expression (2.2) of \( \eta_n \) and using Fubini’s theorem to interchange the orders of integration and integrating by-parts, we have for \( f \in L^\infty([a, b]) \) and \( g(\lambda) = \int_a^{\lambda} f(\mu)d\mu \) that

\[
\int_a^b f(\lambda) [\eta_n(\lambda) - \eta_m(\lambda)]d\lambda
\]

\[
= \int_0^1 ds \int_a^b g'(\lambda) \text{Tr}\{V_n[E_{0,n}(\lambda) - E_{s,n}(\lambda)]
\]

\[- V_m[E_{0,m}(\lambda) - E_{s,m}(\lambda)]\}d\lambda
\]

\[
= \int_0^1 ds \{g(\lambda) \text{Tr}(V_n[E_{0,n}(\lambda) - E_{s,n}(\lambda)]
\]

\[- V_m[E_{0,m}(\lambda) - E_{s,m}(\lambda)]\}\bigg|_a^b
\]

\[- \int_0^1 ds \int_a^b g(\lambda) \text{Tr}\{V_n[E_{0,n}(d\lambda) - E_{s,n}(d\lambda)]
\]

\[- V_m[E_{0,m}(d\lambda) - E_{s,m}(d\lambda)]\}d\lambda
\]

\[
= \int_0^1 ds \text{Tr}\{V_n[g(H_{s,n}) - g(H_{0,n})] - V_m[g(H_{s,m}) - g(H_{0,m})]\}, \quad (4.1)
\]

\]
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where we have noted that all the boundary terms vanishes. Next we note as in (2.6) that
\[ g(H_0) - g(H_a) = -s \int_a^b \int_a^b \frac{g(\alpha) - g(\beta)}{\alpha - \beta} G(d\alpha \times d\beta).V, \]
where \( G \) as earlier, defines a \( B_2(\mathcal{H}) \)-valued spectral measure in \( \mathbb{R}^2 \) with total \( B_2(\mathcal{H}) \)-variation less than or equal to 1. Therefore \( \|g(H_a) - g(H_0)\|_2 \leq s \|f\|_\infty \|V\|_2 \) since
\[
\sup_{\alpha, \beta \in [a, b] : \alpha \neq \beta} \left| \frac{g(\alpha) - g(\beta)}{\alpha - \beta} \right| \leq \|f\|_\infty.
\]
Similarly
\[
\|P_n [g(H_{s,n})] P_n\|_2 \leq \|f\|_\infty (\|P_n^\perp H_0 P_n\|_2 + s \|P_n^\perp V P_n\|_2) \quad \text{and}
\]
\[
\|P_n [g(H_{0,n})] P_n\|_2 \leq \|f\|_\infty \|P_n^\perp H_0 P_n\|_2.
\]
Therefore
\[
\left| \int_a^b f(\lambda) [\eta_n(\lambda) - \eta_m(\lambda)] d\lambda \right|
= \left| \int_0^1 ds (Tr(V_n\{[g(H_{s,n})] - [g(H_s)]\}) - Tr(V_m\{[g(H_{s,m})] - [g(H_s)]\})
\quad + Tr(V_n - V_m) [g(H_s) - g(H_0)]) \right|
\leq \|f\|_\infty \|V\|_2 \left( \int_0^1 ds \{2 \|P_n^\perp H_0 P_n\|_2 + \|P_m^\perp H_0 P_n\|_2 \}
\quad + s \|P_n^\perp V P_n\|_2 + \|P_m^\perp V P_m\|_2 + s \|V_n - V_m\|_2 \right).
\]
So, by Hahn-Banach theorem, \( \{\eta_n\} \) is a Cauchy sequence of non-negative functions in \( L^1([a, b]) \) and hence there exists a non-negative \( L^1([a, b]) \)-function \( \eta \) such that \( \{\eta_n\} \) converges to \( \eta \) in \( L^1 \)-norm. Thus
\[
Tr\{p(H) - p(H_0) - Dp(H_0) \cdot V\} = \lim_{n \to \infty} \int_a^b p''(\lambda)\eta_n(\lambda)d\lambda = \int_a^b p''(\lambda)\eta(\lambda)d\lambda.
\]
The uniqueness of \( \eta \) follows from the uniqueness of a probability density, supported on a finite interval in \( \mathbb{R} \), with a given sequence of moments \( \{\Pi\} \).

**Lemma 4.2.** Let \( H \) and \( H_0 \) be two self-adjoint operators in an infinite dimensional separable Hilbert space \( \mathcal{H} \) such that \( H - H_0 \equiv V \in B_2(\mathcal{H}) \). Then \( e^{itH} - e^{itH_0} - D(e^{itH_0}) \cdot V \in B_1(\mathcal{H}) \) and there exists a unique non-negative \( L^1(\mathbb{R}) \)-function \( \eta \) such that
\[
Tr\{e^{itH} - e^{itH_0} - D(e^{itH_0}) \cdot V\} = (it)^2 \int_{\mathbb{R}} e^{it\lambda}\eta(\lambda)d\lambda.
\]
Proof. The uniqueness part is trivial, since if not let \( \eta_1 \) and \( \eta_2 \) be two such functions so that

\[
\int_{\mathbb{R}} e^{it\lambda} [\eta_1(\lambda) - \eta_2(\lambda)] d\lambda = 0 \quad \forall \ t \in \mathbb{R} \quad \text{and} \quad \eta_1 - \eta_2 \in L^1(\mathbb{R}).
\]

Then by Fourier Inversion Theorem we conclude that \( \eta_1 = \eta_2 \) a.e. By Theorem 3.5 we conclude that, there exists a sequence \( \{P_n\} \) of finite rank projections such that

\[
Tr\{e^{itH} - e^{itH_0} - D(e^{itH_0}) \bullet V\} = \lim_{n \to \infty} Tr\{P_n[e^{itH_n} - e^{itH_{0,n}} - D(e^{itH_{0,n}}) \bullet V_n] P_n\},
\]

where \( H_n \equiv P_nHP_n, \ H_{0,n} \equiv P_nH_0P_n \) and \( V_n \equiv P_nVP_n \), and the convergence is uniform in \( t \) for \( |t| \leq T \). Note that by construction \( P_n\mathcal{H} \subseteq Dom(H_0) = Dom(H) \) (see proof of Proposition 3.1) and hence both \( H_n \) and \( H_{0,n} \) are self-adjoint operators in the finite dimensional space \( P_n\mathcal{H} \). By (2.3), there exists a unique non-negative \( \eta_n \in L^1(\mathbb{R}) \) such that

\[
Tr\{P_n[e^{itH_n} - e^{itH_{0,n}} - D(e^{itH_{0,n}}) \bullet V_n] P_n\} = (it)^2 \int_{-\infty}^{\infty} e^{it\lambda} \eta_n(\lambda) d\lambda,
\]

and hence

\[
Tr\{e^{itH} - e^{itH_0} - D(e^{itH_0}) \bullet V\} = (it)^2 \lim_{n \to \infty} \int_{-\infty}^{\infty} e^{it\lambda} \eta_n(\lambda) d\lambda,
\]

the convergence being uniform in \( t \) for \( |t| \leq T \). In order to prove the \( L^1(\mathbb{R}) \)-convergence of \( \{\eta_n\} \), we essentially repeat the procedure in the last part of Section 3 except that one needs to take into account the possibility that the indefinite integral \( g \) of a \( L^\infty(\mathbb{R}) \)-function \( f \) may have a linear part, which will make \( g(H_0) \) and \( g(H) \) unbounded operators.

Let \( f = f_1 + if_2 \in L^\infty(\mathbb{R}) \) so that \( f_j \in L^\infty(\mathbb{R}) \) \( (j = 1, 2) \) with \( \|f_j\|_\infty \leq \|f\|_\infty \) and if we set

\[
g(\lambda) = \int_{0}^{\lambda} f(\mu) d\mu + C = \int_{0}^{\lambda} \{f_1(\mu) + if_2(\mu)\} d\mu + (C_1 + iC_2) = g_1(\lambda) + g_2(\lambda),
\]

where \( g_j(\lambda) = \int_{0}^{\lambda} f_j(\mu) d\mu + C_j \) (for \( j = 1, 2 \)) are real valued functions and \( C_1, C_2 \) are some real constants. Then

\[ -\|f\|_\infty |\lambda| + C_j \leq g_j(\lambda) \leq \|f\|_\infty |\lambda| + C_j \] (for \( j = 1, 2 \)), and by functional calculus we conclude that for any self-adjoint operator \( A, \ Dom(g_j(A)) = Dom(A) \) and \( g_j(A) - \|f\|_\infty A \in \mathcal{B}(\mathcal{H}) \), for \( j = 1, 2 \).
Thus\n\[ g_j(H_0 + sV) - g_j(H_0) = \{[g_j(H_0 + sV) - \|f\|_\infty(H_0 + sV)] - [g_j(H_0) - \|f\|_\infty H_0] + \|f\|_\infty sV\} \in \mathcal{B}(\mathcal{H}), \]
for \( j = 1, 2 \). By a similar calculation as in the proof of Theorem 4.1, it follows that
\[ g_j(H_0 + sV) - g_j(H_0) \in \mathcal{B}_2(\mathcal{H}) \quad \text{and} \quad \|g_j(H_0 + sV) - g_j(H_0)\|_2 \leq 2\|f\|_\infty\|V\|_2, \]
for \( j = 1, 2 \). Since \( g = g_1 + ig_2 \), we conclude that
\[ g(H_0 + sV) - g(H_0) \in \mathcal{B}_2(\mathcal{H}) \quad \text{and} \quad \|g(H_0 + sV) - g(H_0)\|_2 \leq 2s\|f\|_\infty\|V\|_2. \]
Similarly,
\[ \|P_n[g(H_{s,n}) - g(H_s)]P_n\|_2 \leq 2\|f\|_\infty\|P_n^+H_0P_n\|_2 + s\|P_n^+VP_n\|_2 \quad \text{and} \]
\[ \|P_n[g(H_{0,n}) - g(H_0)]P_n\|_2 \leq 2\|f\|_\infty\|P_n^+H_0P_n\|_2. \]
Also we get that
\[ \int_{\mathbb{R}} f(\lambda) [\eta_n(\lambda) - \eta_m(\lambda)] d\lambda = \int_{0}^{1} ds \text{Tr}\{V_n[g(H_{s,n}) - g(H_{0,n})] - V_m[g(H_{s,m}) - g(H_{0,m})]\}, \]
with the boundary term vanishing because for fixed finite \( m \) and \( n \), the support of the spectral measures involved are compact. Therefore
\[
\left| \int_{a}^{b} f(\lambda) [\eta_n(\lambda) - \eta_m(\lambda)] d\lambda \right| \\
= \left| \int_{0}^{1} ds \left( \text{Tr}\{V_n[g(H_{s,n}) - g(H_{0,n})] - g(H_s) - g(H_0)\} \right) \\
- \text{Tr}\{V_m[g(H_{s,m}) - g(H_{0,m})] - g(H_s) - g(H_0)\} \right) \\
+ \text{Tr}\{V_n - V_m\} [g(H_s) - g(H_0)] \right| \\
\leq 2\|f\|_\infty\|\chi\|_2 \left( \int_{0}^{1} ds \left( 2\|P_n^+H_0P_n\|_2 + \|P_n^+VP_n\|_2 \right) \\
+ s\left( \|P_n^+VP_n\|_2 + \|P_m^+VP_m\|_2 \right) + s\|V_n - V_m\|_2 \right).
\]
Therefore, by Remark 3.3 and the Hahn-Banach theorem, \( \{\eta_n\} \) is a Cauchy sequence of non-negative functions in \( L^1(\mathbb{R}) \) and hence there exists a non-negative \( L^1(\mathbb{R}) \)-function \( \eta \) such that \( \{\eta_n\} \) converges to \( \eta \) in \( L^1 \)-norm. Thus
\[ \text{Tr}\{e^{itH} - e^{itH_0} - D(e^{itH_0}) \bullet V\} = (it)^2 \lim_{n \to \infty} \int_{\mathbb{R}} e^{it\lambda} \eta_n(\lambda) d\lambda = (it)^2 \int_{\mathbb{R}} e^{it\lambda} \eta(\lambda) d\lambda. \]
\[ \square \]
Theorem 4.3. Let $H$ and $H_0$ be two self-adjoint operators in an infinite dimensional separable Hilbert space $\mathcal{H}$ such that $H - H_0 \equiv V \in \mathcal{B}_2(\mathcal{H})$ and $f \in \mathcal{S}(\mathbb{R})$ (the Schwartz class of smooth functions of rapid decrease). Then $f(H) - f(H_0) - Df(H_0) \bullet V \in \mathcal{B}_1(\mathcal{H})$ and

$$\text{Tr}\{f(H) - f(H_0) - Df(H_0) \bullet V\} = \int_\mathbb{R} f''(\lambda) \eta(\lambda) d\lambda,$$

where $\eta$ is a unique non-negative $L^1(\mathbb{R})$-function with $\|\eta\|_1 = \frac{1}{2}\|V\|^2$.

Proof. By the spectral theorem and an application of Fubini’s theorem, we get that

$$f(H) = \int_\mathbb{R} \hat{f}(t)e^{itH} dt, \quad f(H_0) = \int_\mathbb{R} \hat{f}(t)e^{itH_0} dt$$

and

$$Df(H_0) \bullet V = \int_\mathbb{R} \hat{f}(t) \left[D(e^{itH_0}) \bullet V\right] dt.$$

Thus using the expression (3.4), and the fact that $\hat{f} \in \mathcal{S}(\mathbb{R})$, and Fubini’s theorem we conclude that $f(H) - f(H_0) - Df(H_0) \bullet V \in \mathcal{B}_1(\mathcal{H})$ and

$$\text{Tr}\{f(H) - f(H_0) - Df(H_0) \bullet V\} = \int_\mathbb{R} \hat{f}(t) \text{Tr}\{e^{itH} - e^{itH_0} - D(e^{itH_0}) \bullet V\} dt$$

$$= \int_\mathbb{R} \hat{f}(t) \left((it)^2 \int_\mathbb{R} e^{it\lambda} \eta(\lambda) d\lambda\right) dt = \int_\mathbb{R} f''(\lambda) \eta(\lambda) d\lambda,$$

where $\eta$ is the one obtained in Lemma 4.2.

Remark 4.4. If $f(\lambda) = \int_{-\infty}^{\infty} \frac{e^{it\lambda} - 1 - it\lambda}{(it)^2} \nu(dt) + \tilde{C}_1 \lambda + \tilde{C}_2$,

where $\tilde{C}_1, \tilde{C}_2$ are some constants and $\nu$ is a complex measure, then $f(H)$ and $f(H_0)$ are unbounded operators where $\text{Dom} f(H), \text{Dom} f(H_0)$ are contained in $\text{Dom}(H^2), \text{Dom}(H_0^2)$ respectively. It may so happen that $\text{Dom}(H^2) \cap \text{Dom}(H_0^2)$ is not dense and in that case $f(H) - f(H_0)$ is not well-defined. But on the other hand,

$$f(H) - f(H_0) - Df(H_0) \bullet V = \int_{-\infty}^{\infty} \frac{1}{(it)^2} \left[e^{itH} - e^{itH_0} - D(e^{itH_0}) \bullet V\right] \nu(dt)$$

$$= \int_{-\infty}^{\infty} \nu(dt) \int_0^1 \alpha d\alpha \int_0^1 d\beta \ e^{i\alpha\beta H} Ve^{i\alpha(1-\beta)H_0} Ve^{i(1-\alpha)H_0},$$

in which the right hand side is a well-defined $\mathcal{B}_1(\mathcal{H})$ operator and one will have the result in this extended sense (i.e. whenever the expression in $\{\}$ is densely defined):

$$\text{Tr}\{f(H) - f(H_0) - Df(H_0) \bullet V\} = \int_{-\infty}^{\infty} f''(\lambda) \eta(\lambda) d\lambda.$$
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