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A Deep Learning Approach for Detecting Colorectal Cancer via Raman Spectra
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Objective and Impact Statement. Distinguishing tumors from normal tissues is vital in the intraoperative diagnosis and pathological examination. In this work, we propose to utilize Raman spectroscopy as a novel modality in surgery to detect colorectal cancer tissues. Introduction. Raman spectra can reflect the substance components of the target tissues. However, the feature peak is slight and hard to detect due to environmental noise. Collecting a high-quality Raman spectroscopy dataset and developing effective deep learning detection methods are possibly viable approaches. Methods. First, we collect a large Raman spectroscopy dataset from 26 colorectal cancer patients with the Raman shift ranging from 385 to 1545 cm⁻¹. Second, a one-dimensional residual convolutional neural network (1D-ResNet) architecture is designed to classify the tumor tissues of colorectal cancer. Third, we visualize and interpret the fingerprint peaks found by our deep learning model. Results. Experimental results show that our deep learning method achieves 98.5% accuracy in the detection of colorectal cancer and outperforms traditional methods. Conclusion. Overall, Raman spectra are a novel modality for clinical detection of colorectal cancer. Our proposed ensemble 1D-ResNet could effectively classify the Raman spectra obtained from colorectal tumor tissues or normal tissues.

1. Introduction

Colorectal cancer (CRC) is a common health issue, with an estimated 148,000 new cases and 53,000 deaths in America in 2020 [1]. In order to reduce the incidence and mortality of colorectal cancer, the effectiveness of guaiac fecal occult blood test (gFOBT) and sigmoidoscopy screening has been studied in randomized controlled trials [2–11]. Colonoscopy is likely to reach the entire large intestine at least as effectively as sigmoidoscopy, which reaches only the far end of the large intestine [12]. Colonoscopy is a primary test for diagnosing colorectal cancer. This process also has the potential to prevent diseases by eliminating precancerous lesions and thus is an important tool to help improve clinical outcomes. Unfortunately, the colonoscopy test is not 100% accurate, and cancer can appear months or years later when a colonoscopy test is negative for cancer. The World Endoscopy Organization (WEO) defines such cases as postcolonoscopy of colorectal cancer (PCCRCs) [13]. There is evidence that as many as 700 patients in the National Health Service (NHS) are diagnosed with PCCRCs each year [14]. Therefore, improving the detection rate of colorectal cancer is vital.

Raman spectroscopy is a nondestructive chemical analysis technique that attains the spectral characteristics of tissues based on the molecular characteristics generated by the inelastic scattering of the incident light. Inelastic scattering occurs when light interacts with matter, but its relative importance is reduced by competing phenomena, including
elastin, and absorption [15]. Raman spectroscopy
is used to observe low-frequency vibration patterns in the
system. Raman spectral results provide a fingerprint through
which different molecular species can be identified and their
relative concentrations assessed according to the intensities
of different peaks. Biological tissues, such as intestinal tissue,
contain a large number of Raman active molecules, resulting
in a spectral measurement that is actually a weighted spectral
sum from all the molecular species contained in the target
tissue volume [16].

At present, colonoscopy is based on biopsy or endo-
sopic tissue characteristics and in vivo classification. Color
endoscopy and Kudo classification are the main auxiliary
examinations for colon lesions [17], but it is difficult to iden-
tify some small lesions from the normal intestinal mucosa.
Therefore, clinical applications genuinely need a noninva-
sive, rapid, and high-precision diagnostic tool to detect some
early curable colorectal cancer. In addition, early detection
requires better clinical instruments than colonoscopy biopsies,
which can be extended to a wider population rather than limited by time and costs. In order to help address this
critical problem, Raman spectroscopy, a new diagnostic tool
featuring high speed, data preservation, and fine accuracy,
has been verified in many comprehensive studies, making
it possible to be applied in future clinical practice [18–22].
By comparing the Raman spectra of tumor tissues with those
of normal tissues, it is possible to find the main Raman spec-
trum characteristics that reflect these different tissues.

Recently, numerous machine learning methods have
been applied in spectral analyses [23]. Principle component
analysis (PCA) is the most commonly used one, which
extracts the top variances that contribute to the compre-
ensive information. Some multivariate classifiers such as linear
discriminant analysis (LDA) or clustering methods (e.g., k
-nearest neighbor (KNN)) can be applied to further distin-
guish the targets through the PCA results [24]. Support vec-
tor machines (SVM) is another powerful tool, which enables
linear classification of the target data in a higher dimension
space by determining a hyperplane [25, 26]. Partial least
square regression (PLSR) is a bilinear factor method that
allows relating two data matrices through a linear multivar-
iate model [27]. Artificial neural networks (ANNs) can sep-
erate data categories by passing information through
successive neuron layers [28]. However, these methods can
hardly learn more in-depth information within the spectra
data, such as the wavelength differences of subtle peaks,
because they consider only the disperse input points while
neglecting the internal relations.

As a subset of machine learning methods, deep learning
is a promising technique to extract effective features across
multiple levels of abstraction, which has demonstrated state-of-the-art performance in a large number of challeng-
ing tasks such as medical image recognition [29–32]. Deep
learning applications on Raman spectroscopy data also
achieved promising results in various tasks such as Raman
denoising [33], brain tumor detection [34], and pathogenic
bacteria identification [35]. Compared with other machine
learning methods, deep learning models can capture infor-
mation from shared convolution kernels without manually
selecting features. Among the above applications, one-
dimensional convolutional neural networks (1D-CNNs) are
effective deep learning models and have been widely used
in spectra recognition [36]. However, information transmis-
sion loss in CNNs may cause gradient loss and damage the
model performance. Inspired by the success of residual con-
nected networks against gradient loss, a one-dimensional
residual convolutional neural network (1D-ResNet) has been
utilized to improve the performance of spectra classifica-
tion [37].

Focusing on tumor detection, Ralbovsky and Lednev
reviewed machine learning methods in medical diagnosis
applications with Raman spectroscopy [23]. Based on sponta-
naneous Raman spectroscopy (RS) and surface-enhanced
Raman spectroscopy (SERS), a large set of studies analyzed
cancer data with machine learning methods, and the types
of cancer examined included brain, breast, cervix, and liver.
On colorectal cancer, Gala de Pablo et al. investigated five
different colorectal cell lines with spontaneous RS and uti-
lized a PCA-LDA method to obtain a 92.4% classification
accuracy [38]. Králová used SERS to analyze blood plasma
differences between normal persons and oncological patients
[39]. Still, most known RS studies on cancer diagnoses relied
on traditional machine learning methods like PCA to extract
features and classify sample types, but, due to limited dataset
sizes, the results of the previous studies are not general
and comprehensive enough.

In this work, we aimed to develop a new colorectal can-
cer detection method with Raman spectroscopy. For this
purpose, the effects of different tissues on Raman spectra
were investigated. Furthermore, we designed a deep learning
architecture to classify tumor tissues through their Raman
spectra. Comparison experiments and visualization results
demonstrated that our deep learning approach can detect
colorectal cancer fast and accurately. Our work could make
it possible for Raman spectroscopy combined with colonos-
copy to improve the detection rate of colorectal cancer in the
future.

2. Materials and Methods

2.1. Study Design. The objective of this study was to evaluate
the potential of using Raman spectroscopy to distinguish
colorectal cancer from normal tissues in grades 1 to 3 ade-
carcinoma. This study investigated the capability of Raman
spectroscopy for intraoperative use on adult patients of colo-
rectal cancer surgery at the Second Affiliated Hospital of Zhejiang University School of Medicine, China with grades
1 to 3 adenocarcinoma. All the patients included in this
study gave written informed consent and were fully aware of
the aims of the study. The surgeons were blinded to any
information about the acquired Raman spectra during the
resection procedures. The pathologists were blinded to any
information about the Raman spectra before performing his-
tological analyses. An overall schematic diagram of our pro-
posed approach is shown in Figure 1.

2.2. Sample Preparation. This study has been approved by
the Second Affiliated Hospital of Zhejiang University School
of Medicine and the Institute of Translational Medicine of Zhejiang University. All the tumor tissue samples and paired normal tissues were obtained by surgical resection and stored at $-80^\circ$C from 2018 at the Second Affiliated Hospital of Zhejiang University School of Medicine. The disease stage was determined based on the pathological tumor-node-metastasis (pTNM) classification system [40]. In summary, there were 26 colorectal cancer samples including 6 grade I, 12 grade II, and 8 grade III. The details were presented in Table 1. All the samples were detected by Raman spectroscopy under tinfoil without any treatment. The results of Raman spectra are shown in Figure 2.

2.3. Raman Spectral Data Acquisition. The Raman spectra were collected in a dark room at 20$^\circ$ with Renishaw in via Raman spectrometer (UK) equipped with the ×20 microscope objective lens. The scanning range was from 385 to 1545 cm$^{-1}$. Each sample was detected three times to obtain an average value. Before each experiment, the Raman spectrometer was calibrated using the 520.5 cm$^{-1}$ bands of a silicon wafer. We split the collected tumor and paired normal tissues into over 20000 small pieces on average and collected the corresponding Raman spectrum of each piece. Afterward, we built the Raman spectrum dataset of CRC, containing 20424 Raman spectrum data. The training set, validation set, and test set account for 80%, 10%, and 10%, respectively. The detail of the CRC Raman dataset is shown in Table 2.

2.4. Data Preprocessing and Data Augmentation. In the model pretraining stage, we carry out two procedures, for data preprocessing and data augmentation. First, we clean the collected original Raman spectra data to reduce the adverse effects of noise and improve the stability of the mathematical model. As illustrated in Figure 1(b), there are mainly three steps:

(i) Baseline correction: due to the fluorescence effect, there are usually specific peak shifting that may cause overfitting of the model. The polynomial baselines are fitted by an asymmetric least square algorithm and removed from the original data

![Figure 1: A schematic diagram of our proposed deep learning approach for detecting colorectal cancer. (a) Preparing tissues and scanning with a Raman spectrometer using ×20 microscope objective lens. (b) Preprocessing the original data, including baseline correction, denoising, and normalization. (c) Training the one-dimensional residual convolutional neural network to classify two tissue types from Raman spectral data. (d) Visualizing the neural network by Grad-CAM and interpreting the meaning of activated peaks with deep learning.](image-url)
Table 1: Description of the collected CRC samples.

|                         | N (%) |
|-------------------------|-------|
| Age, years (median, range) | 26 (50-73) |
| Gender                  |       |
| Male                    | 16 (62%) |
| Female                  | 10 (38%) |
| Primary location of neoplasm |    |
| Right colon             | 10 (39%) |
| Left colon              | 8 (31%)  |
| Sigmoid colon           | 4 (15%)  |
| Rectum                  | 4 (15%)  |
| TNM                     |       |
| I                       | 6 (23%)  |
| II                      | 12 (46%) |
| III                     | 8 (31%)  |
| IV                      | 0 (0%)   |
| Grade                   |       |
| Well differentiated      | 6 (23%)  |
| Moderately differentiated| 18 (69%) |
| Poorly differentiated    | 2 (8%)   |

(ii) Signal denoising: after the baseline correction, we perform denoising of the Raman spectra data to obtain purer data for analysis.

(iii) Data normalization: the final step is scaling, in which the intensity values of all spectra are normalized to the range of [0, 1] so that the minimum intensity value of each spectrum is 0, and the maximum is 1.

The data preprocessing procedure is conducted using Python 3.8 and the RamPy package. An example for tumor tissue and normal tissue after preprocessing is given in Figure 2 for comparison, in which the CRC tumor tissue and normal tissue after preprocessing is given in Python 3.8 and the RamPy package. An example for tumor tissue and normal tissue after preprocessing is given in Figure 2 for comparison, in which the CRC tumor tissue and normal tissue show only slight differences on some shift peaks.

Next, in the data augmentation procedure, we seek to extend our dataset with three operations. First, we generate white Gaussian noise proportional to the magnitude at each Raman shift. Second, we shift each spectrum left or right by a few Raman shifts randomly. Third, we multiply the raw spectra by a random intensity enhancement factor ranging from 0.2 to 2.

2.5. Deep Learning Architecture. Convolutional neural networks (CNNs) and their variants such as residual networks (ResNets) have shown very good potential to extract key features from complex data and have been widely successful across a set of image recognition tasks. ResNet uses short connections between the input and output of each residual block to prevent vanishing gradient and overfitting while training a deep network architecture [37].

We utilize two types of residual bottlenecks, i.e., normal bottleneck and downsample bottleneck, as the blue and green block shown in Figure 3. The input size is defined as $N \times C_{in} \times H$, where $N$ donates the batch size, $C_{in}$ donates the number of input channels, and $H$ donates the height of a feature map. Each residual block contains two batch normalization (BN), activation layer (ReLU), dropout, and convolutional layer sets and has a short connection between input and output. The batch normalization can prevent overfitting effectively, which can be expressed as

$$BN(x_k) = y \left( \frac{x_k - \mu_y}{\sqrt{\sigma_B^2 + \epsilon}} \right) + \beta,$$

where $\epsilon$ donates a random noise, $\mu_y$ and $\sigma_y$ donate the mean and variance values in the batch, respectively, and $y$ and $\beta$ are adaptable parameters in training. In an activation layer, we use rectified linear units (ReLU) as the activation function, which is described as

$$ReLU(x) = \max(0, x).$$

In a convolutional layer, we set the convolutional kernel size as $1 \times 3$. A convolutional layer can be defined as

$$y^{ji} = f\left(b^j + \sum_i w^i ji \ast x^i\right),$$

where $x^i$ and $y^{ji}$ are the $i$th input map and $j$th output map, respectively, $w^i ji$ donates the weight between the extracted features and output, and $b^j$ stands for the bias of the $j$th map. The downsample bottleneck output size is $N \times C \times H/2$, while the normal bottleneck output size is $N \times C \times H$ in a convolutional layer.

Each bottleneck contains a shortcut between the input and output feature maps, which can be written as

$$H(X) = F(X, \{w_i\}) + X,$$

where $X$ and $H(X)$ are the input and output vectors of the bottleneck, and $F(X, \{w_i\})$ donates the residual mapping to be learned.

Figure 3 illustrates the overall architecture of our proposed 1D-ResNet model used in this work. Since the input Raman spectral data is preprocessed as a $1 \times 1024$ vector, the input data size is $N \times 1 \times 1024$. The 1D-ResNet architecture is similar to ResNet-34 [37]. Apart from the first bottleneck, downsample is conducted after two bottlenecks, until we obtain the feature map of size $N \times 1024 \times 1$. After batch normalization and activation of the final bottleneck, we use a full connection layer and apply a sigmoid function to calculate the probability, which can be expressed as

$$\text{Sigmoid}(x) = \frac{1}{1 + e^{-x}}.$$
this task, we conduct comparison experiments using several commonly used machine learning methods, such as SVM, LightBoost, XGBoost, and Random Forest [41]. SVM is a classic linear classifier, XGBoost, and LightBoost are typical boosting methods, and Random Forest is a kind of decision tree method. We perform fine-tuning of the parameters for each of these methods and record its best performance in the validation set.

2.7. Implementation Details. The 1D-ResNet is trained with the adaptive moment estimation (Adam) algorithm as the optimizer, which is a variant of the stochastic gradient descent method, for 200 epochs with a learning rate of 0.0001. The batch size is set to 128. To minimize the cost, we use the weighted loss function as defined in Eq. (6):

$$ J = \sum_{i=1}^{n} y_i \ln \hat{y}_i + (\hat{y}_i - y_i) \ln (1 - \hat{y}_i), $$

where $y_i$ is the label of the $i^{th}$ spectrum with value 1 or 0, $\hat{y}_i$ is the predicted probability of the $i^{th}$ output by the model, and $n$ is the total sample size.

Figure 4 shows the changes in the accuracy and loss curves of both the training set and test set with various numbers of epochs. As the number of epochs increases, the accuracy tends to increase, while the loss shows a decreasing trend. The accuracy and loss reach stable values after hundreds of epochs of training. We record the best performance when the test accuracy reaches the maximum value.

Our experiments were performed on a workstation with Intel(R) Xeon(R) CPU E5-2630 v4 @ 2.20GHz, 256 GB RAM, and 8x NVIDIA Titan Xp GPU with 12 GB GPU memory. The code was implemented with PyTorch 1.6.1 in Ubuntu 18.04.

3. Experiments and Results

3.1. Evaluation Metrics. To evaluate the model performance, we report accuracy, precision, recall, and F1-score of each method. The definitions of the evaluation metrics are defined as follows:

$$ \text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}, $$

$$ \text{Recall} = \frac{TP}{TP + FN}, $$

$$ \text{Precision} = \frac{TP}{TP + FP}, $$

$$ \text{F1-score} = \frac{2 \times TP}{2 \times TP + FN + FP}, $$

where TP, FP, TN, and FN represent the true positive, false positive, true negative, and false negative prediction results, respectively. Furthermore, we report the area under the ROC curve (AUC) while comparing the performance of different machine learning methods.

| Tissue type | Training set# | Validation set# | Test set# | Overall |
|-------------|---------------|-----------------|-----------|---------|
| Normal      | 8684          | 1091            | 1091      | 10866   |
| Tumor       | 7654          | 952             | 952       | 9558    |

Figure 2: An example possibility plot of the collected Raman spectra of CRC and normal tissues, normalized to [0, 1]. The upper red curve represents CRCs, and the below green curve represents normal tissues, with only slight differences (blue curve) between the two sample types.

Table 2: Description of the collected CRC Raman dataset amount.
AUC = \frac{1}{2} \sum_{i=1}^{m-1} (TPR_{i+1} + TPR_{i})(FPR_{i+1} - FPR_{i}), \quad (11)

where TPR and FPR donate the true positive rate and false positive rate, respectively.

3.2. Training Results of 1D-ResNet. We train the 1D-ResNet model described in Section 2.5. The accuracy of the model is 94.6%. To enhance the model performance, we utilize three strategies to improve the model. On one hand, we intensify the Raman shift peaks by multiplying some intensity factors with the main peaks in the raw spectra, which is similar to the data augmentation procedure. The accuracy of ResNet_intensify raises to 95.3%. On the other hand, we split the raw data into [0, 512] and [128-640] to capture partial features, especially the parts with lower Raman shift. Considering only partial features achieves an accuracy of 92%. Finally, we ensemble the three ResNet strategies by an 8:1:1 weight, and the final ensemble model attains a 95.8% accuracy for distinguishing CRC samples from normal tissues. Table 3 reports the accuracy, precision, and recall of each model. Figure 5 demonstrates the confusion matrix of the ensemble model performance on the test set.

3.3. Comparison Study. As discussed in Section 2.6, we conducted comparison experiments to verify the performance of our 1D-ResNet in distinguishing Raman spectra. As shown in Table 4, we trained several classification models based on SVM, Random Forest, LightBoost, and XGBoost, respectively. The baseline machine learning methods were implemented by scikit-learn package [42]. We selected the hyperparameters with exhaustive grid search and ensured...
that each algorithm can converge eventually. Each experiment was conducted with random parameter initialization three times, and the best performance was reported. Table 4 shows the results of the comparison experiments, in which the accuracy, AUC, precision, recall, and F1-score of each method are reported. Our proposed ensemble 1D-ResNet method obtains the best classification performance among all the machine learning methods considered.

Figure 6 displays the receiver operating characteristic (ROC) curve of each method. SVM and Random Forest show relatively poor performance in AUC (~0.86 and ~0.88). The two boosting methods, LightGBM and XGBoost, attain better AUC (~0.96). Our ensemble 1D-ResNet yields the best AUC (0.986).

3.4. Visualization and Interpretation. Based on class activation mapping (CAM) analyses, we sought to provide some intuitive insights into the capability of our 1D-ResNet model on Raman spectra data. We collected tumor tissue spectra data as well as normal tissue data. We fed the spectra data to 1D-ResNet and plotted the CAM using Grad-CAM [43]. As shown in Figure 7, although the target data seem similar, the 1D-ResNet model focuses on different Raman shift regions. For the tumor tissue spectra, the model has a wide range from 450cm⁻¹ to 1200cm⁻¹, while it has a narrower range from 800cm⁻¹ to 1000cm⁻¹ for the normal tissue spectra. The experimental visualization results can be used to explain the differences in components from the tumor tissue data. Table 5 lists the potential components in different Raman shifts as reported in [44]. This might offer a potential tool to extract more invariant feature representations and recognize components in adverse environments.

4. Discussions

Our work demonstrated that Raman spectroscopy is a potential technique for the detection of CRC tissues during colorectal cancer surgeries. As a popular spectral technology, Raman spectroscopy is nondestructive to the sample, and it does not need a complex procedure of sample preparation. The Raman spectra can be acquired quickly within seconds. Besides, Raman spectra are sensitive to organic composition changes yet not to water and air. These advantages of Raman spectra make it possibly useful for examining the target tissues directly in surgeries. Before deep learning methods showed their capability to analyze big data, Raman spectra relied on experienced chemists to outline the characteristic peaks. Previous studies are aimed at enhancing the peak intensity through designing and injecting proper nanoparticles into the targets [16–18]. However, such nanoparticles are considered a kind of drug and are hard to apply in clinical surgeries. Some previous work analyzed Raman spectra data with machine learning methods [24–26] and reported over 90% accuracy in classifying tumors and normal tissues.
but the data amounts in such studies were limited. For example, in [41], it achieved a 100% SVM classification accuracy with only 20 Raman spectrum data collected from one patient.

In this work, we collected over 20000 Raman spectrum data from 26 CRC patients, covering the most common types of colorectal cancer patients. We developed the 1D-ResNet method in this work with three strategies to enhance the CRC classification performance. The results indicated that our deep learning method is competent for detecting colorectal tumors in Raman spectra data. Since interpreting deep learning algorithm results is always a problem, we used Grad-CAM to visualize the activated parts in Raman spectra data. From the highlighted Raman peak assignment, the corresponding components in tissues can be examined in experiments to verify that our proposed deep learning method can capture correct feature peaks.

5. Conclusions

In conclusion, we applied deep learning techniques to detect colorectal cancer via Raman spectra data. An ensemble 1D-ResNet model was proposed that achieves accurate and automatic decoding of Raman spectra-encoded data. This method could address the issues of low efficiency and poor

### Table 5: Raman peak assignment.

| Raman shift/cm$^{-1}$ | Intensity | Vibrational mode | Component                        |
|-----------------------|-----------|------------------|----------------------------------|
| 497                   | Weak      | s (S-S)          | DNA                              |
| 599                   | Mid       | ν (N-H)          | Cytosine                         |
| 725                   | Mid       | bv (N-H)         | Adenine                          |
| 810                   | Mid       | ν (C$_a$-O-P-O-C$_b$) | Phosphodiester                  |
| 876                   | Weak      | ν (O-O)          | Lactate                          |
| 890                   | Weak      | δ (C-O-H)        | Glucose                          |
| 936                   | Strong    | s (C$_a$-C$_b$)  | Polysaccharides                  |
| 986                   | Strong    | ν (C$_a$-C$_b$ or C-O) | Ribose                        |
| 1014                  | Mid       | ν (pyr half-ring) | Glucose                         |
| 1125                  | Weak      | ν (C$_\beta$ – methyl) | Protein                      |
| 1130                  | Mid       | s (C-N)          | D-mannose                       |
| 1156                  | Weak      | ν (pyr half-ring)$_{sym}$ | Glucose                  |
| 1210                  | Weak      | bv (N-H), s (C-H) | Amide                           |
| 1328                  | Strong    | τ(CH$_2$)        | DNA/RNA                         |
| 1447                  | Strong    | bv (C-H)         | Collagen                        |

Abbreviations: ν: vibration; bv: bending vibration; τ: twist vibration; s: stretching vibration; δ: scissoring vibration.
stability of data analyses using traditional machine learning methods. Our 1D-ResNet can accurately and stably classify all the test data with good convergence in our comparison experiments. The decoding performance of 1D-ResNet was far superior to that of common traditional machine learning models. Visualization results highlighted the component differences in colorectal tumor tissues. Our proposed method could enable the applications of Raman spectra in clinical CRC diagnoses. Future work will concentrate on the detection and analyses of actual colorectal tumor samples.

Data Availability

The preprocessed Raman spectra data used to support the findings of this study are available from the corresponding authors upon request.

Conflicts of Interest

The authors declare that there is no conflict of interest regarding the publication of this article.

Authors’ Contributions

Z. Cao conceived the idea and designed the experiments. X. Pan and S. Hua collected the data. H. Yu conducted the experiments. D. Z. Chen reviewed the paper. D. Wang, M. Zhou, and J. Wu supervised the experiments. Zheng Cao, Xiang Pan, and Hongyun Yu contributed equally to this work.

Acknowledgments

This research was partially supported by the National Research and Development Program of China under grant No. 2019YFB1404802, the Zhejiang University Education Foundation under grants No. K18-511120-004, No. K17-511120-017, and No. K17-518051-02, the Zhejiang Public Welfare Technology Research Project under grant No. LGF20F020013, the Medical and Health Research Project of Zhejiang Province of China (No. 2019KY667), and the Key Laboratory of Medical Neurobiology of Zhejiang Province. D. Z. Chen’s research was supported in part by NSF Grant CCF-1617735.

References

[1] R. L. Siegel, K. D. Miller, A. Goding Sauer et al., “Colorectal cancer statistics, 2020,” *CA: A Cancer Journal for Clinicians*, vol. 70, no. 3, pp. 145–164, 2020.
[2] O. Holme, M. Brethauer, A. Fretheim, J. Odgaard-Jensen, G. Hoff, and Cochrane Colorectal Cancer Group, “Flexible sigmoidoscopy versus faecal occult blood testing for colorectal cancer screening in asymptomatic individuals,” *Cochrane Database of Systematic Reviews*, vol. 2013, no. 9, p. CD009259, 2013.
[3] P. M. Ridker, J. G. MacFadyen, T. Thuren et al., “Effect of interleukin-1β inhibition with canakinumab on incident lung cancer in patients with atherosclerosis: exploratory results from a randomised, double-blind, placebo-controlled trial,” *The Lancet*, vol. 390, no. 10105, pp. 1833–1842, 2017.
[4] N. Segnan, P. Armaroli, L. Bonelli et al., “Only sigmoidoscopy in colorectal cancer screening: follow-up findings of the Italian Randomized Controlled Trial—SCORE,” *Journal of the National Cancer Institute*, vol. 103, no. 17, pp. 1310–1322, 2011.
[5] Ø. Holme, M. Løseth, M. Kalager et al., “Long-term effectiveness of sigmoidoscopy screening on colorectal cancer incidence and mortality in women and men: a randomized trial,” *Annals of Internal Medicine*, vol. 168, no. 11, pp. 775–782, 2018.
[6] J. D. Hardcastle, J. O. Chamberlain, M. H. Robinson et al., “Randomised controlled trial of faecal-occult-blood screening for colorectal cancer,” *The Lancet*, vol. 348, no. 9040, pp. 1472–1477, 1996.
[7] J. H. Scholefield, S. M. Moss, C. M. Mangham, D. K. Whynes, and J. D. Hardcastle, “Nottingham trial of faecal occult blood testing for colorectal cancer: a 20-year follow-up,” *Gut*, vol. 61, no. 7, pp. 1036–1040, 2012.
[8] O. D. Jørgensen, O. Kronborg, and C. Fenger, “A randomised study of screening for colorectal cancer using faecal occult blood testing: results after 13 years and seven biennial screening rounds,” *Gut*, vol. 50, no. 1, pp. 29–32, 2002.
[9] E. Lindholm, H. Brevinge, and E. Haglind, “Survival benefit in a randomized clinical trial of faecal occult blood screening for colorectal cancer,” *British Journal of Surgery*, vol. 95, no. 8, 2008.
[10] J. S. Mandel, T. R. Church, J. H. Bond et al., “The effect of fecal occult-blood screening on the incidence of colorectal cancer,” *New England Journal of Medicine*, vol. 343, no. 22, pp. 1603–1607, 2000.
[11] R. E. Schoen, P. F. Pinsky, E. A. Weissfeld et al., “Colorectal-cancer incidence and mortality with screening flexible sigmoidoscopy,” *New England Journal of Medicine*, vol. 366, no. 25, pp. 2345–2357, 2012.
[12] M. Buskermolen, D. R. Cenin, L. M. Helsingen, G. Guyatt, and I. Lansdorp-Vogelaar, “Colorectal cancer screening with faecal immunochemical testing, sigmoidoscopy or colonoscopy: a microsimulation modelling study,” *BMJ Clinical Research*, vol. 367, article i5383, 2019.
[13] N. E. Burr, E. Derbyshire, J. Taylor, S. Whalley, and E. Morris, “Variation in post-colonoscopy colorectal cancer across colonoscopy providers in English National Health Service: population based cohort study,” *British Medical Journal*, vol. 367, p. i6090, 2019.
[14] E. J. A. Morris, M. D. Rutter, P. J. Finan, J. D. Thomas, and R. Valori, “Post-colonoscopy colorectal cancer (PCCRC) rates vary considerably depending on the method used to calculate them: a retrospective observational population-based study of PCCRC in the English National Health Service,” *Gut*, vol. 64, no. 8, pp. 1248–1256, 2015.
[15] S. Wachsmann-Hogiu, T. Weeks, and T. Huser, “Chemical analysis in vivo and in vitro by Raman spectroscopy—from single cells to humans,” *Current Opinion in Biotechnology*, vol. 20, no. 1, pp. 63–73, 2009.
[16] M. Jermyn, M. Kock, M. Mercier et al., “Intraoperative brain cancer detection with Raman spectroscopy in humans,” *Science Translational Medicine*, vol. 7, no. 274, p. 68, 2015.
[17] Q. Zheng, W. Kang, C. Chen, X. Shi, Y. Yang, and C. Yu, “Diagnosis accuracy of Raman spectroscopy in colorectal cancer,” *Medicine*, vol. 98, no. 34, p. e16940, 2019.
[18] V. Ranc, J. Srovnal, L. Kvitov, and M. Hajduch, “Discrimination of circulating tumor cells of breast cancer and colorectal
cancer from normal human mononuclear cells using raman spectroscopy,” Analyst, vol. 138, no. 20, pp. 5983–5988, 2013.

[19] K. Chen, Y. Qin, Z. Feng, M. Sun, and D. Shi, “Diagnosis of colorectal cancer using Raman spectroscopy of laser-trapped single living epithelial cells,” Optics Letters, vol. 31, no. 13, pp. 2015–2017, 2006.

[20] M. V. P. Chowdary, K. K. Kumar, K. Thakur et al., “Discrimination of normal and malignant mucosal tissues of the colon by Raman spectroscopy,” Photomedicine & Laser Surgery, vol. 25, no. 4, pp. 269–274, 2007.

[21] Y. Chen, G. Chen, S. Feng et al., “Label-free serum ribonucleic acid analysis for colorectal cancer detection by surface-enhanced Raman spectroscopy and multivariate analysis,” Journal of Biomedical Optics, vol. 17, no. 6, article 067003, 2012.

[22] F. Zheng, Y. Qin, and K. Chen, “Sensitivity map of laser tweezers Raman spectroscopy for single-cell analysis of colorectal cancer,” Journal of Biomedical Optics, vol. 12, no. 3, article 034002, 2013.

[23] N. M. Rabolovsky and I. K. Lednev, “Towards development of a novel universal medical diagnostic method: Raman spectroscopy and machine learning,” Chemical Society Reviews, vol. 49, no. 20, pp. 7428–7453, 2020.

[24] R. J. Swain, G. Jell, and M. M. Stevens, “Non-invasive analysis of cell cycle dynamics in single living cells with Raman micro-spectroscopy,” Journal of Cellular Biochemistry, vol. 104, no. 4, pp. 1427–1438, 2008.

[25] E. Widjaja, W. Zheng, and Z. Huang, “Classification of colonic tissues using near-infrared Raman spectroscopy and support vector machines,” International Journal of Oncology, vol. 32, no. 3, pp. 653–662, 2008.

[26] A. Kyriakides, E. Kastanos, K. Hadjigeorgiou, and C. Pitris, “Classification of Raman spectra using the correlation kernel,” Journal of Raman Spectroscopy, vol. 42, no. 5, pp. 904–909, 2011.

[27] S. Wold, M. Sjostrom, and L. Eriksson, “PLS-regression: a basic tool of chemometrics,” Chemometrics & Intelligent Laboratory Systems, vol. 58, no. 2, pp. 109–130, 2001.

[28] P. Heermann and N. Khazenie, “Classification of multispectral remote sensing data using a backpropagation neural network,” IEEE Trans on Geoscience & Remote Sensing, vol. 30, no. 1, pp. 81–88, 1992.

[29] Z. Cao, B. Yu, B. Lei et al., “Cascaded se-resnet for segmentation of thoracic organs at risk,” Neurocomputing, vol. 453, pp. 357–368, 2021.

[30] Z. Cao, C. Sun, W. Wang, X. Zheng, J. Wu, and H. Gao, “Multi-modality fusion learning for the automatic diagnosis of optic neuropathy,” Pattern Recognition Letters, vol. 142, pp. 58–64, 2021.

[31] Z. Cao, C. Mu, H. Ying, and J. Wu, “Full scale attention for automated covid-19 diagnosis from ct images,” in 2021 43rd Annual International Conference of the IEEE Engineering in Medicine & Biology Society (EMBC), pp. 3213–3216, Mexico, 2021.

[32] H. Zhu, Z. Cao, L. Lian, G. Ye, H. Gao, and J. Wu, “Cariesnet: a deep learning approach for segmentation of multi-stage caries lesion from oral panoramic x-ray image,” Neural Computing and Applications, vol. 2022, pp. 1–9, 2022.

[33] C. C. Horgan, M. Jensen, A. Nagelkerke et al., “High-throughput molecular imaging via deep learning enabled Raman spectroscopy,” 2020, https://arxiv.org/abs/2009.13318.

[34] T. C. Hollon, B. Pandian, A. R. Adapa et al., “Near real-time intraoperative brain tumor diagnosis using stimulated Raman histology and deep neural networks,” Nature Medicine, vol. 26, no. 1, pp. 52–58, 2020.

[35] C.-S. Ho, N. Jean, C. A. Hogan et al., “Rapid identification of pathogenic bacteria using Raman spectroscopy and deep learning,” Nature Communications, vol. 10, no. 1, pp. 1–8, 2019.

[36] X. Chen, L. Xie, Y. He et al., “Fast and accurate decoding of Raman spectra-encoded suspension arrays using deep learning,” Analyst, vol. 144, no. 14, pp. 4312–4319, 2019.

[37] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 770–778, USA, 2016.

[38] J. Gala de Pablo, F. J. Armistead, S. A. Peyman et al., “Biological fingerprint of colorectal cancer cell lines using label-free live single-cell Raman spectroscopy,” Journal of Raman Spectroscopy, vol. 49, no. 8, pp. 1323–1332, 2018.

[39] Z. O. Králová, “Electrochemically deposited silver detection substrate for surface-enhanced Raman spectroscopy cancer diagnostics,” Journal of Biomedical Optics, vol. 23, no. 7, article 075002, 2018.

[40] W. Christian, C. Carolyn, and F. Compton, “TNM residual tumor classification revisited,” Cancer, vol. 94, no. 9, pp. 2511–2516, 2002.

[41] “Detection of glioma by surface-enhanced raman scattering spectra with optimized mathematical methods,” Journal of Raman Spectroscopy, vol. 50, no. 8, pp. 1130–1140, 2019.

[42] F. Pedregosa, G. Varoquaux, A. Gramfort et al., “Scikit-learn: machine learning in Python,” Journal of Machine Learning Research, vol. 12, pp. 2825–2830, 2011.

[43] R. R. Selvaraju, M. Cogswell, A. Das, R. Vedantam, D. Parikh, and D. Batra, “Grad-CAM: visual explanations from deep networks via gradient-based localization,” in Proceedings of the IEEE International Conference on Computer Vision, pp. 618–626, Italy, 2017.

[44] M. Jermyn, J. Desroches, K. Aubertin et al., “A review of raman spectroscopy advances with an emphasis on clinical translation challenges in oncology,” Physics in Medicine & Biology, vol. 61, no. 23, pp. R370–R400, 2016.