Laser wakefield acceleration driven by few-cycle laser pulses in overdense plasmas
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We measure the emission of energetic electrons from the interaction between ultrashort laser pulses and a solid density plasma in the relativistic regime. We detect an electron beam that only appears with few-cycle pulses (< 10 fs) and large plasma scale lengths (L > λ0). Numerical simulations, in agreement with the experiments, reveal that these electrons are accelerated by a laser wakefield. Plasma waves are indeed resonantly excited by the few-cycle laser pulses in the near-critical-density region of the plasma. Electrons are then injected by ionization into the plasma waves and accelerated to relativistic energies. This study provides an unprecedented insight into the physics happening in the few-cycle regime.

Since the recent advent of ultrahigh intensity lasers, bright particle and radiation sources with femtosecond duration have been developed from relativistic laser-plasma interactions. These new sources are expected to find applications in various fields including medicine, imaging and ultrafast probing of matter [1, 2]. Laser wakefield acceleration (LWA) is an efficient process for driving relativistic electron beams with few femtosecond durations [3] and 100 MeV to multi-GeV energies [4–6]. In this scheme, the laser pulse ponderomotive force drives a high amplitude plasma wave that is able to trap and accelerate electrons over very short distances [7]. This process usually takes place in mm-scale underdense plasmas but is quite inefficient in overdense plasmas. Indeed, for solid-density plasmas, the processes responsible for transferring the laser energy to particles and radiation are radically different. Understanding the pathways and mechanisms of energy transfer to the plasma electrons is a complex and fundamental question that has implications for ion acceleration [8] and high harmonic generation [9].

It is well known that the plasma density profile at the front surface is a key parameter that can dramatically transform the nature of the interaction [10]. When the plasma scale length is short compared to the laser wavelength (L < λ0/10), the physics is now fairly well understood. At moderate intensity, vacuum heating [11] is the dominant mechanism for energy transfer to the electrons. At relativistic intensities, the physics becomes more complex: the laser field triggers a periodic push-pull motion of the front surface that follows the sign of the laser field [12, 13]. This nonlinear periodic motion leads to high harmonic generation via the relativistic oscillating mirror mechanism [14, 15] and also results in electron ejection from the front surface [13, 16, 17]. Ejected electrons are subsequently injected into the reflected laser pulse and can gain large amounts of energy directly from the reflected laser field [16]. In this regime, electron emission has been reported to be optimal when the gradient scale length is on the order of ∼ λ0/10, with electron energies ranging from 100 keV to multi-MeV, depending on the laser intensity [16–20].

For longer gradient scale lengths, there is no unified description of energy transfer and electron acceleration. There is a wide disparity of experimental results and various mechanisms have been proposed, including resonant absorption [21, 22], J×B heating [23], ponderomotive acceleration [24], stochastic heating [25, 26], acceleration by surface quasistatic fields [27] or direct laser acceleration [28]. However, it is still unclear what mechanisms actually arise in experiments and the precise experimental conditions under which they appear is not known. This may be due to the lack of control and measurement of the density gradients, which makes the interpretations difficult. In this letter, we show that by precisely controlling the density gradient and using few-cycle laser pulses with durations as short as 3.5 fs, we clearly identify for the first time a regime where LWA occurs in a near-critical density plasma. We find that this regime, which results in the emission of a stable low-divergence electron beam, only occurs for few-cycle laser pulses, clearly showing that extremely short pulse durations provide access to new acceleration regimes.

The experiments are performed with the Salle Noire laser system at the Laboratoire d’Optique Appliquée (LOA). The laser delivers 2.6-mJ pulses at 1-kHz repetition rate with an extremely high temporal contrast > 1010 [29]. The 800 nm, 24 fs laser pulses are post-compressed in a helium-filled stretched hollow-core fiber [30, 31]. The pulse duration can be tuned by changing the pressure in the fiber, thereby providing near Fourier transform limited pulses from 3.5 fs to 24 fs. The laser beam is focused down to a 1.75 μm FWHM spot resulting in peak intensities ranging from 2.3 × 1019 W/cm2 (a0 ∼ 1) for 24 fs pulses to 1.6 × 1019 W/cm2 (a0 ∼ 2.7) for 3.5 fs pulses. Here, a0 is defined as the normalized amplitude of the peak laser field: a0 = EMAX/E0 with E0 = mcω0/e where ω0 is the laser frequency, c is the speed of light in vacuum and mc and e are the electron mass and charge respectively.

In this experiment, p-polarized pulses impinge on an
optically flat fused silica target with an incidence angle $\theta_i = 55^\circ$. A spatially overlapped prepulse, created by picking off $\approx 4\%$ of the main pulse through a holey mirror, is focused to a much larger $13\,\mu\text{m}$ FWHM spot in order to generate a transversely homogeneous plasma that expands into vacuum. The plasma density profile during the interaction is controlled by varying the delay, $\Delta t$, between the prepulse and the main pulse. The density scale length is estimated experimentally using spatial domain interferometry and assuming isothermal expansion [32].

Backward electron emission is measured using a Lanex screen, protected by a $13\,\mu\text{m}$ thick Al-foil, which detects electrons with energies $> 150\,\text{keV}$. The Lanex screen was calibrated prior to the experiment using a $3\,-\text{MeV}$ RF accelerator. The absolute charge is estimated from the electron energy spectrum obtained from the PIC simulations described below combined with the known spectral response of the Lanex screen. The resulting uncertainty is on the order of $50\%$. The angular electron distribution in the backward direction is recorded for $-3^\circ < \theta < 75^\circ$ and $-15^\circ < \phi < 15^\circ$ where $\theta$ and $\phi$ are the angles with respect to target normal respectively in the incidence and transverse planes.

Figures 1(a)-1(f) show the measured electron signal as a function of the delay between the prepulse and the main pulse for 5 different laser pulse durations. We first find a strong electron emission for short delays ($\Delta t < 20\,\text{ps}$), corresponding to a sharp plasma-vacuum interface. This emission, detected for every pulse duration, is optimal for a delay $\Delta t \approx 9\,\text{ps}$, i.e. $L < \lambda_0/5$. In this physical regime, the push-pull mechanism mentioned in the introduction is responsible for the ejection of electrons from the plasma [13, 16, 20]. A typical electron angular distribution in this case is displayed in Fig. 1(g), showing a broad divergence angle of $\approx 50^\circ$.

As the delay is further increased, the detected charge drops ($10\,\text{ps} < \Delta t < 30\,\text{ps}$), and then rises again for longer delays ($\Delta t > 50\,\text{ps}$). This time however, electrons are only emitted when few-cycle pulses ($\leq 10\,\text{fs}$) are used. Note that chirping a few-cycle pulse to increase its duration results in a similar decline of the electron signal [33]. This is thus a very distinct physical regime, in which the gradient length is much larger ($L > \lambda_0$) and the duration of the laser pulse plays a major role. In this case, the obtained electron beams have more charge and a narrower divergence angle of $\approx 25^\circ$ as is visible in Fig. 1(h). The electrons are emitted near the specular direction, with a slight shift towards the normal direction. The detected signal is very stable over a wide range of delays ($50\,\text{ps} < \Delta t < 200\,\text{ps}$), indicating that the electron ejection mechanism is not highly sensitive to the exact shape of the plasma density profile. This mechanism also appears to be strongly nonlinear, as the electron signal at long delays drops much faster than the signal at short delays when reducing the laser intensity [33].

To understand the origin of this new electron emission process, we turn to 2D Particle-In-Cell (PIC) simulations using the code WARP [38]. We use the same laser parameters as in the experiments (more details are given in the Supplemental Material [33]). A moving window is started after the interaction in order to follow the accelerated electrons far from the plasma. We took great care in providing a realistic description of the plasma density gradient. First, the plasma is initially partially ionized (up to Si$^{4+}$ and O$^{2+}$) in order to model ionization by the prepulse. The initial ionization states are estimated from the prepulse peak intensity ($\sim 10^{15}\,\text{W/cm}^2$) and the in-
tensity thresholds for barrier-suppression ionization [39] in silicon and oxygen. Further ionization by the main pulse is also taken into account in the simulations. Second, the plasma density profile is obtained by performing hydrodynamical 1D simulations with the code ESTHER [40]. Figure 2 shows the resulting profiles for 4 different values of the delay between the prepulse and the main pulse. Note that the density profiles are not always exponential in Fig. 2, contrary to results from models assuming isothermal expansion. The gradient appears to have an exponential shape only for short delays (i.e. for sharp plasma-vacuum interfaces) but not for longer delays. The isothermal hypothesis likely fails due to radiation and convection losses on these longer timescales. In our case, the electron beam appears for long delays $\Delta t$ and we therefore use the density profiles shown in Fig. 2 as inputs for the PIC simulations.

Snapshots from two different PIC simulations are shown in Fig. 3. Both simulations use the plasma density profile obtained with a delay $\Delta t = 80$ ps (i.e. the red curve in Fig. 2), a value for which the electron beam is detected in the experiments. The pulse duration is either 5 fs or 24 fs, resulting in peak intensities of $1 \times 10^{18}$ W/cm$^2$ ($a_0 = 2.15$) and $2.1 \times 10^{18}$ W/cm$^2$ ($a_0 = 0.98$) respectively.

The first striking feature is the formation of high amplitude plasma waves in the wake of the 5-fs pulse. Their wavefront is bent by the density gradient, akin to the plasma waves generated by Bruehl electrons in the coherent wake emission mechanism of high-harmonic generation [9]. Even though these wakefields appear in the whole region where the 5-fs pulse propagates, inside which the density ranges from $n_c/1000$ to $n_c \cos^2 \theta_i \approx 0.3n_c$ [41], they are completely absent in the 24-fs pulse simulation. This can be easily explained by the fact that wakefield excitation is optimal at the resonance condition, i.e. when the pulse duration is on the order of half the plasma wavelength: $\tau \approx \lambda_p/2c$ [7]. This gives a resonant density of $n_c/14$ for 5-fs pulses, versus $n_c/300$ for 24-fs pulses, explaining why large wakefields appear for the few-cycle pulse only (see also Supplemental Material [33]).

Some electrons, represented in green in Fig. 3, are trapped and accelerated by the plasma waves in the PIC simulations. The angular and energy distribution of these LWA electrons is shown in the green curves of Fig. 4(a) and Fig. 4(c) respectively. Their energy spectrum extends to $\approx 2.5$ MeV and their total ejected charge is $\approx 7$ pC/µm. These electrons have the same angular distribution as the electrons detected at long delays in experiments (see Fig. 1(d) for $\Delta t = 80$ ps). Moreover, as in experiments, these electrons only appear for few-cycle pulses. We therefore conclude that the electron beam detected at long delays in experiments originates from LWA. Even though this mechanism was previously suggested for electron acceleration in overdense plasmas [22, 42], the evidence supporting these claims remained inconclusive. To our knowledge, this is the first time that LWA from solid density plasmas is clearly identified in experiments.

In the simulations, the LWA electrons originate from the L-shell of silicon. They have high binding energies (from $\approx 150$ eV to $\approx 500$ eV) and can therefore only be ionized by the huge electric fields inside the main laser pulse. The fact that only electrons ionized in the center of the pulse are accelerated suggests that injection by ionization, a well-known mechanism in underdense plasmas [43, 44], is responsible for trapping the electrons into the wakefields. Taking field ionization into account is therefore needed to properly describe the injection of electrons into the plasma waves and more generally to correctly model laser interactions with overdense plasmas when the plasma scale length is large.

Another family of electrons, shown in yellow in Fig. 3 and labelled “reflection electrons”, is ejected from the plasma in the simulations. These electrons are accelerated at the reflection point of the laser, where the density is $n_c \cos^2 \theta_i$. Their angular and energy distributions are displayed in the yellow curves of Fig. 4. This family of electrons, which appears for both 5-fs and 24-fs pulses and has a very large angular divergence spreading all directions, is not detected in experiments. This fact shows that our 2D PIC simulations do not accurately reproduce the ratio between the two populations. This second family of electrons would most likely be attenuated in more accurate but more costly 3D simulations. However, this is not a major concern because the simulations explain the main experimental observations, i.e. a well-defined beam of LWA electrons that appears only for extremely short pulse duration.

It is also worth noting that the same qualitative results are found when the simulations are performed with an exponential density profile with $L = 3\lambda_0$, thus con-
FIG. 3: Laser magnetic field and electron density from PIC simulations with a large plasma scale length ($\Delta t = 80$ ps) and a pulse duration of (a)-(c) 5 fs or (d)-(f) 24 fs. The green and yellow dots show a sample of ejected electrons. $T_0$ is the laser optical oscillation period and $B_0 = E_0/c$ with $E_0$ defined earlier. See also Supplemental Material movies for a more comprehensive view of the simulations. [33]

FIG. 4: (a),(b) Angular and (c),(d) energy distribution of the two families of electrons that are ejected in the (a),(c) 5 fs and (b),(d) 24 fs simulation. The distributions are obtained at the end of the simulation, long after the interaction.

confirming our previous observation that the electron ejection mechanism is not highly sensitive to the exact shape of the plasma density profile. Another interesting point is that a similar trend can be found when the intensities are interchanged in the simulations (i.e. when the 5-fs simulation is carried out with a peak intensity of $2.1 \times 10^{18}$ W/cm$^2$, while the 24-fs simulation is performed with a $1 \times 10^{19}$ W/cm$^2$ peak intensity). In this case, even though the laser pulse energy is 25 times lower in the 5-fs simulation, a small amount of electrons remain laser wakefield accelerated while there is still no plasma wave formation in the 24-fs simulation [33]. This clearly shows that the generation of the electron beam is due to the decrease in pulse duration rather than to the associated increase in intensity.

In conclusion, we detect an electron beam that only appears for few-cycle pulses and large plasma scale lengths. Particle-In-Cell simulations successfully explain the experimental results: the detected electrons are injected by ionization into wakefields formed behind the pulse. These plasma waves can only be efficiently excited by few-cycle pulses at these near-critical densities, explaining why this new electron emission mechanism is only observed with extremely short pulses. This work offers a better understanding of the interaction between ultraintense laser pulses and overdense plasmas and confirms that new physical phenomena happen in the few-cycle regime, most of which are still to be discovered and understood.
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EXPERIMENTS WITH REDUCED INTENSITY

Figure S1 shows the experimental results obtained when aperturing the laser beam, which resulted in an intensity reduced to 11% of its original value. The signal at long gradient (originating from LWA) drops much faster than the signal at short gradient (coming from the push-pull mechanism) when the intensity is decreased. This may be due to the nonlinear intensity dependence of the field-ionization responsible for the injection of electrons into the plasma waves.

EXPERIMENTS WITH CHIRPED PULSES

The experimental integrated electron signal in the long gradient regime ($\Delta t = 90$ ps) is shown in Fig. S2 as a function of the pulse duration. Here, the pulse duration is tuned from 3.5 fs up to 11.2 fs by chirping both positively and negatively the driving laser pulse. The results are fully consistent with the ones presented in the main text: the electron beam in the long gradient regime is only detected when extremely short laser pulses ($< 10$ fs) are used.

MODELING 2D FEW-CYCLE LASER PULSES

The laser field used as an input in the PIC simulations is obtained from the paraxial 2D gaussian beam and assuming a Poisson-like spectrum, used to describe few-cycle pulses[1, 2]. The expression of the non-zero components of the laser field is then the following:

$$E_x(r, t) = E_0 \int F(\omega) \sqrt{\frac{w_0}{w(z)}} \exp \left( - \left( \frac{x}{w(z)} \right)^2 \right) \cos \left( \omega t - k z + \frac{1}{2} \arctan \left( \frac{z}{z_R} \right) - \frac{kx^2}{2R(z)} \right) d\omega$$

$$B_y(r, t) = \frac{E_x(r, t)}{c}$$

(1)

where $E_0$ is the amplitude of the field, $c$ is the speed of light in vacuum, $\omega$ is the laser frequency, $k = \omega/c$ is the laser wavenumber, $w_0$ is the beam waist radius, $z_R = \frac{k w_0^2}{2}$ is the Rayleigh length,
FIG. S1: (a)-(e) Electron angular distribution integrated over the $\phi$ angle as a function of the delay between the prepulse and the main pulse for respective pulse durations of 24, 10, 7.5, 5 and 3.5 fs and reduced intensity. (f) Total ejected charge as a function of the delay between prepulse and main pulse.
FIG. S2: Total detected charge as a function of the pulse duration for a delay $\Delta t = 90$ ps between the prepulse and the main pulse.

$w(z) = w_0 \sqrt{1 + \left(\frac{z}{z_R}\right)^2}$ is the beam radius, $R(z) = z + \frac{z^2}{2}$ is the radius of curvature and $F(\omega)$ is the Poisson-like pulse spectrum, given by:

$$F(\omega) = e^{i\phi_0} \left( \frac{s}{\omega_0} \right)^{s+1} \omega^s e^{-s\omega_0} \Gamma(s+1) H(\omega)$$

(3)

Where $\omega_0$ is the frequency with maximum spectral amplitude, $\phi_0$ is the absolute phase, $\Gamma$ and $H$ are respectively the gamma and the Heaviside functions and $s$ is a parameter linked to the pulse duration in FWHM of intensity $\tau$ by the following relation: $\omega_0 \tau = \sqrt{2s[4^{1/(s+1)} - 1]^{1/2}}$ [1]. The integral in equation 1 is calculated in the complex space assuming that the pulse is isodiffracting, i.e. that every frequency has the same Rayleigh length $z_R$. The resulting electric field is the real part of the following expression:

$$\tilde{E}_x(r, t) = E_0 e^{i\phi_0} \sqrt{\frac{i z_R}{\tilde{q}(z)}} \left( 1 - \frac{i}{s} \left( \omega_0 t - k_0 z - \frac{k_0 x^2}{2\tilde{q}(z)} \right) \right)^{-(s+1)}$$

(4)

Where $\tilde{q}(z) = z + iz_R$ and $k_0 = \omega_0/c$. Note that this expression is only used to inject the laser pulse at the edge of the simulation box. Higher order terms, such as the longitudinal
electric field, will naturally appear in the simulations as the laser propagates on the grid, even though they are not included in this expression.

SIMULATIONS PARAMETERS

This section gives details about the parameters used in the simulations presented in the main text.

The numerical parameters are the following: space steps $\Delta x = \Delta z = \lambda_0/71$ where $\lambda_0 = 800$ nm, timestep $\Delta t = T_0/101$ where $T_0 = \lambda_0/c$, box size $N_x \times N_z = 4376 \times 9579$, 4 particles per cell per species (electrons, Si$^{4+}$ ions and O$^{2+}$ ions) initially. After further ionization by the main pulse, the number of electron per cell ranges from 4 to 60, depending on the final degree of ionization. Increasing the resolution or the number of particles per cell does not change the simulation results.

The laser parameters are the following: $\omega_0 = 2\pi/T_0$, $z_R = 8.84 \mu$m (corresponding to $w_0 = 1.5 \mu$m), $s = 50$ or $s = 1154$ (corresponding to respective pulse durations at FWHM of intensity of $\tau = 5$ fs and $\tau = 24$ fs), $a_0 = 2.15$ in the 5 fs simulation and $a_0 = 0.98$ in the 24 fs simulation. The laser focus point is located at the position of the initial solid-vacuum interface. The laser is thus reflected slightly before focus because of the plasma expansion.

SIMULATIONS WITH INTENSITIES INTERCHANGED

Figure S3 shows the simulation results with interchanged intensities, i.e. when the 5-fs laser pulse has a peak intensity of $2.1 \times 10^{18}$ W/cm$^2$ and the 24-fs laser pulse has a peak intensity of $1 \times 10^{19}$ W/cm$^2$. Interestingly, the main results stay the same: a small amount ($\approx 300$ fC/µm) of electrons are laser wakefield accelerated in the 5-fs simulation while no plasma wave formation is observed in the 24-fs simulation. This clearly shows that the decrease in pulse duration, rather than the associated increase in intensity, is responsible for the appearance of the electron beam at long gradients.
FIG. S3: Laser magnetic field and electron density from PIC simulations with a large plasma scale length ($\Delta t = 80$ ps), a pulse duration of (a)-(c) 5 fs or (d)-(f) 24 fs and a normalized field amplitude $a_0$ of (a)-(c) 0.98 or (d)-(f) 2.15. The green and yellow dots show a sample of ejected electrons that are originating from silicon ions.

ESTIMATION OF WAKEFIELD AMPLITUDE FROM THEORY

We can estimate the amplitude of the wakefields generated in our experiments from the 1D nonlinear theory of wakefield generation [3, 4]. In this framework, the normalized wakefield electric potential $\phi$ generated by a laser pulse in a plasma with uniform density $n_e$ is obtained by solving the following differential equation:

$$\frac{\partial^2 \Phi}{\partial \xi^2} = k_p^2 \gamma_p^2 \left( \beta_p \left( 1 - \frac{1 + \hat{a}^2/2}{\gamma_p^2(1 + \phi)^2} \right)^{-1/2} - 1 \right)$$

Here, $\xi = z - v_g t$, where $z$ is the direction of propagation of the laser and $v_g$ is the laser group velocity in the plasma, $k_p = \omega_p/c$, where $\omega_p$ is the plasma frequency, $\beta_p = v_g/c$, $\gamma_p = 1/\sqrt{1 - \beta_p^2}$ and $\hat{a}^2$ is the averaged normalized intensity envelope of the laser, assumed in the following to be gaussian: $\hat{a}^2 = a_0^2 \exp \left( \frac{4 \ln(2) \xi^2}{c^2 \tau^2} \right)$, where $\tau$ is the pulse duration (FWHM in intensity). $\phi$ is normalized by $\phi = eV/(m_e c^2)$ where $V$ is the wakefield electric potential.
FIG. S4: Normalized peak-to-peak amplitude $\Delta \phi$ of the electric potential of a laser driven wakefield in a $n_c/50$ density plasma as a function of the FWHM pulse duration $\tau$ obtained using the 1D nonlinear theory of wakefield generation and (blue curve) our laser parameters or (red markers) the laser parameters used in the simulations with interchanged intensities presented in Fig. S3.

We solve equation 5 numerically using our laser parameters and assuming a plasma density of $n_e = n_c/50$, a typical value for which plasma waves are formed in our simulations. The resulting peak-to-peak amplitude of the generated wakefields is shown in the blue curve of Fig. S4 as a function of pulse duration. Unsurprisingly, only ultrashort laser pulses ($\tau < 10\text{fs}$) are able to excite high amplitude plasma waves. In particular, the wakefield potential amplitude is $\approx 100$ times higher with 5-fs pulses than with 24-fs pulses. Note that the laser energy is kept constant in these calculations; the laser electric field amplitude thus scales as $a_0 \propto 1/\sqrt{\tau}$.

The red markers in Fig. S4 show the wakefield amplitudes obtained when using the laser parameters used in the simulations with interchanged intensities presented in Fig. S3 (5 fs, $a_0 = 0.98$ and 24 fs, $a_0 = 2.15$). Although the laser pulse energy is 25 times higher in the 24-fs pulse, the generated wakefield amplitude is 3 times higher with the 5-fs pulse. This result clearly highlights the necessity of using few-cycle pulses in order to generate plasma waves in near-critical density plasmas.
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