The effects of local stellar radiation and dust depletion on non-equilibrium interstellar chemistry
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ABSTRACT

Interstellar chemistry is important for galaxy formation, as it determines the rate at which gas can cool, and enables us to make predictions for observable spectroscopic lines from ions and molecules. We explore two central aspects of modelling the chemistry of the interstellar medium (ISM): (1) the effects of local stellar radiation, which ionises and heats the gas, and (2) the depletion of metals onto dust grains, which reduces the abundance of metals in the gas phase. We run high-resolution (400 M⊙ per baryonic particle) simulations of isolated disc galaxies, from dwarfs to Milky Way-mass, using the FIRE galaxy formation models together with the CHIMES non-equilibrium chemistry and cooling module. In our fiducial model, we couple the chemistry to the stellar fluxes calculated from star particles using an approximate radiative transfer scheme, and we implement an empirical density-dependent prescription for metal depletion. For comparison, we also run simulations with a spatially uniform radiation field, and without metal depletion. Our fiducial model broadly reproduces observed trends in H\textsc{i} and H\textsc{2} mass with stellar mass, and in line luminosity versus star formation rate for [C\textsc{ii}] 158\textmu m, [O\textsc{i}] 63\textmu m, [O\textsc{iii}] 88\textmu m, [N\textsc{ii}] 122\textmu m and H\textalpha. Our simulations with a uniform radiation field predict fainter luminosities, by up to an order of magnitude for [O\textsc{iii}] 88\textmu m and H\textalpha, while ignoring metal depletion increases the luminosity of carbon and oxygen lines by a factor ≈ 2. However, the overall evolution of the galaxy is not strongly affected by local stellar fluxes or metal depletion, except in dwarf galaxies where the inclusion of local fluxes leads to weaker outflows and hence higher gas fractions.
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1 INTRODUCTION

The chemistry of ions and molecules in interstellar gas plays a vital role in galaxy formation. The rate at which gas can cool depends on the relative abundances of chemical species, as different species radiate away the thermal energy at different rates due to transitions between their excited states. Radiative cooling enables gas to condense onto dark matter halos and trigger the formation of stars and galaxies (e.g. Rees & Ostriker 1977; White & Rees 1978; White & Frenk 1978), while heating due to photoionisation from the UV background can suppress galaxy formation at low masses after reionisation (e.g. Efstathiou 1992; Faucher-Giguère et al. 2011; Benitez-Llambay et al. 2017; Benitez-Llambay & Frenk 2020).

Furthermore, there is a huge wealth of spectroscopic observations that identify ions and molecules through their emission and absorption lines. Such observations probe a wide range of phases of interstellar gas, including cold, dense molecular clouds (e.g. Leroy et al. 2009; Saintonge et al. 2017; Rosolowsky et al. 2021), gas ionised by star-forming regions and/or a central Active Galactic Nucleus (AGN; Baldwin et al. 1981; Kauffmann et al. 2003; Kewley et al. 2006), and diffuse, highly ionised plasmas in the Circum-Galactic Medium (CGM; Tripp et al. 2008; Tumlinson et al. 2011; Turner et al. 2014; Burchett et al. 2019). By studying the chemistry, we can connect these observations to the conditions of the gas that they trace, which is crucial for understanding the physical mechanisms that drive the formation and evolution of galaxies.

Large-scale cosmological simulations of the Universe often treat gas cooling using pre-computed tables of the cooling rate that depend on, for example, temperature, density, metallicity and redshift. When tabulating the cooling rate in this way, it is common to assume that the chemical reactions have reached equilibrium, either for a collisionally ionised plasma (Collisional Ionisation Equilibrium, CIE; Cox & Tucker 1969; Sutherland & Dopita 1993), or under the influence of photoionisation from a background UV radiation field (Photo-Ionisation Equilibrium, PIE; Wiersma et al. 2009; Wiersma et al. 2021).
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Gnedin & Hollon 2012; Ploeckinger & Schaye 2020). This approach of using pre-computed cooling tables has been applied in many state-of-the-art cosmological simulations (e.g. Dubois et al. 2014; Schaye et al. 2015; Tremmel et al. 2017; Pillepich et al. 2018; Lee et al. 2021).

To connect these hydrodynamic simulations to observations, we can create synthetic spectra of emission and absorption lines from the simulation outputs in post-processing if we again assume that the chemical abundances are in equilibrium. These abundances can be computed either using the temperatures and densities of each gas particle or cell directly (e.g. Hummels et al. 2017; Katz et al. 2019; Nelson et al. 2021; Oppenheimer et al. 2020; Wijers et al. 2020), or using subgrid models that capture unresolved features important for the observational tracers (e.g. Rahmati et al. 2013a; Vallini et al. 2013; Narayanan & Krumholz 2014; Hirschmann et al. 2017; Olsen et al. 2021; Tan & Oh 2021). Subgrid approaches can also be used to predict observable line emission in semi-analytic models of galaxy formation (e.g. Lagos et al. 2012; Popping et al. 2019; Baugh et al. 2022).

The above methods for modelling gas cooling and synthetic observations in simulations of galaxy formation all rely on the assumption that the chemistry has had sufficient time to reach equilibrium. While this is reasonable in many cases, it is not applicable in scenarios where the gas is evolving rapidly, for example when the cooling time is short (Sutherland & Dopita 1993; Gnat & Sternberg 2007; Oppenheimer & Schaye 2013a), in the presence of turbulence (Gray & Scannapieco 2017), or if the UV radiation field is fluctuating (Oppenheimer et al. 2020; Hu et al. 2021). We also need to consider how dense gas becomes shielded from radiation (e.g. Federman et al. 1979; van Dishoeck & Black 1986; Visser et al. 2009; Wolfire et al. 2010; Fumagalli et al. 2011; Wolcott-Green et al. 2011; Rahmati et al. 2013b).

Modelling the spatial variations of the radiation field within the ISM of a galaxy requires a treatment of the 3D radiative transfer of ionising and dissociating radiation. Radiative transfer codes also incorporate non-equilibrium chemical networks to capture the interaction between the radiation and gas chemistry (e.g. Pawlik & Schaye 2011; Rosdahl et al. 2013; Kannan et al. 2019; Chan et al. 2021a; Katz 2022), but solving the full radiative transfer equations in this way adds additional computational expense, on top of the cost of the chemical network itself. Approximate methods have therefore been developed to account for the radiation from local sources and/or gas self-shielding (e.g. Clark et al. 2012; Richings et al. 2014b; Safranek-Shrader et al. 2017; Hopkins et al. 2018a; Ploeckinger & Schaye 2020).

Dust grains are another important aspect of the thermochemistry, as they shield the gas from UV radiation and catalyse the formation of molecules such as H$_2$ on grain surfaces, as well as providing heating and cooling channels such as photoelectric heating. Dust also depletes metals from the gas phase (e.g. Jenkins 2009; De Cia et al. 2016), as metals that are locked up in dust grains cannot participate in gas-phase chemical reactions and thermal processes.

The simplest approach is to assume the dust abundance scales linearly with the overall metallicity, however observations suggest that dust to metal ratios may not be constant (Rémy-Ruyer et al. 2014; De Looze et al. 2020). Alternatively, models have recently been developed to follow the formation and destruction of dust grains in hydrodynamic simulations (e.g. Bekki 2015; McKinnon et al. 2018; Chaban et al. 2022).

In this work we couple the CHIMES non-equilibrium chemistry module (Richings et al. 2014a,b) to hydrodynamic simulations of isolated galaxies using the FIRE-2 subgrid galaxy formation models (Hopkins et al. 2018a), to study the effects of local UV sources and dust depletion on the interstellar chemistry and their impact on the overall galaxy evolution and observable tracers of the ISM.

The CHIMES reaction network covers a wide range of gas phases from cold ($\sim$10 K), dense molecular clouds to hot ($\sim$10$^9$ K), highly ionised plasmas, and captures non-equilibrium effects in most of the chemical species (including metal ions) commonly detected in spectroscopic observations. This will enable us to confront our simulations with a great variety of observational data sets.

The FIRE-2 galaxy formation models have been developed
to implement un-resolved physical processes that typically are not explicitly captured in hydrodynamic simulations, such as the formation of stars and the subsequent feedback of energy and momentum via supernovae, stellar winds, photoionisation of the surrounding gas, and stellar radiation pressure. By following individual feedback channels in this way, the FIRE-2 models produce a realistic multiphase ISM down to scales of Giant Molecular Clouds and star-forming regions, which will be crucial for this work. Applied to cosmological simulations, the FIRE models have been shown to reproduce many properties of observed galaxy populations at both low and high redshift, including the mass-metallicity (Ma et al. 2016), stellar mass-halo mass (Hopkins et al. 2018a), size-kinematics (El-Badry et al. 2018), and Kennicutt Schmidt (Orr et al. 2018) relations.

The remainder of this paper is organised as follows. In Section 2 we describe our methods, including a summary of the FIRE-2 subgrid models (Section 2.1) and CHIMES (Section 2.2). We introduce the isolated galaxy simulations in Section 3, including a description of the initial conditions (Section 3.1) and results for the morphology and evolution of the simulated galaxies (Section 3.2), the stellar fluxes predicted by our models (Section 3.3), and the dust properties (Section 3.4). In Section 4 we explore the transition from atomic to molecular gas in our simulations and compare to observations, while in Section 5 we study emission line tracers of the total star formation rate. We summarise our conclusions in Section 6. In Appendix A we summarise how we calibrated the escape fraction parameters from individual HII regions, and we present a study of the numerical convergence of our results in Appendix B.

2 METHODS

The simulations in this paper were run with the gravity and hydrodynamics code GIZMO (Hopkins 2015), using the Lagrangian Meshless Finite Mass (MFM) method to solve the hydrodynamics equations. We include subgrid models for the physical processes relevant to galaxy formation that are not explicitly resolved. These are mostly based on the FIRE-2 simulation models from the FIRE project\(^1\) (Hopkins et al. 2018a), as detailed in Section 2.1 below, except for radiative cooling, which we describe in Section 2.2.

2.1 FIRE-2 subgrid physics models

Gas particles can be turned into stars if they are above a density threshold of \( n_H = 10^3 \, \text{cm}^{-3} \) and are locally self-gravitating and Jeans-unstable. If these criteria are met for a given particle, it is turned into a star particle stochastically at a rate given by the particle mass over the free-fall time. The details of the star formation algorithm are described in appendix C of Hopkins et al. (2018a). Note that, unlike the default FIRE-2 model, we do not scale the star formation rate by the fraction of gas that is molecular/shielded. In Hopkins et al. (2018a), this fraction is calculated according to the analytic approximation from Krumholz & Gnedin (2011). Our simulations follow the time-dependent molecular chemistry, but if we used this molecular fraction in the star formation model it may introduce additional time-dependent effects in the star formation rate. For example, when a gas cloud cools there will be a lag before it becomes fully molecular as it takes time for molecules to form. However, molecules may not necessarily be required before star formation can proceed (Glover & Clark 2012), so we would not expect a corresponding lag in the star formation rate. Nevertheless, Hopkins et al. (2018a) found that the molecular/self-shielded criterion has little effect in the FIRE-2 model, as gas that meets the other criteria will typically be fully molecular anyway, so we omit this criterion altogether in this work.

Star particles inject energy, momentum and mass via stellar feedback as follows. The rate of type Ia supernovae (SNe) is calculated according to Mannucci et al. (2006) for both prompt and delayed populations, while the rates of type II SNe and stellar mass loss from OB and AGB winds are obtained from simple fits to the stellar evolution models from STARBURST99 (Leitherer et al. 1999) with a Kroupa (2001) initial mass function (IMF; see appendix A of Hopkins et al. 2018a). The SNe and stellar winds are implemented using a mechanical feedback scheme described in appendix D of Hopkins et al. (2018a) (see also Hopkins et al. 2018b). Radiation pressure is coupled to the gas using the LEBRON approximate radiative transport algorithm, in which extinction of the stellar radiation is assumed to occur locally around the emitting star particle and absorbing gas particle, and is then transported between the two under the optically thin approximation. This algorithm is described in appendix E of Hopkins et al. (2018a); see also Hopkins & Grudjić (2019). Note that, in this work, we treat photoheating and HII regions differently from the fiducial FIRE-2 model as they are coupled to the CHIMES chemistry solver; see Section 2.2.1 for details.

The FIRE-2 models also track the enrichment and evolution of the 11 elements that are used in the CHIMES chemistry network (see Section 2.2). Star particles inject metals via SNe and stellar mass loss, with type Ia SNe yields from Iwamoto et al. (1999), type II SNe yields from Nomoto et al. (2006), and OB/AGB stellar wind yields from van den Hoek & Groenewegen (1997), Marigo (2001) and Izzard et al. (2004). These yields are summarised in appendix A of Hopkins et al. (2018a). The turbulent diffusion of metal elements between gas particles is modelled as described in appendix F3 of Hopkins et al. (2018a); see also Hopkins (2017).

2.2 Non-equilibrium chemistry and cooling

We follow the non-equilibrium evolution of 157 ions and molecules important for gas cooling using the CHIMES chemistry and cooling module\(^2\) (Richings et al. 2014a,b). This includes all ionisation states of H, He, C, N, O, Ne, Mg, Si, S, Ca and Fe; the negative ions H\(^-\), C\(^-\) and O\(^-\); and the molecules H\(_2\), H\(_2\)\(^+\), H\(_3\)\(^+\), OH, OH\(^+\), H\(_2\)O, H\(_2\)O\(^+\), H\(_3\)O\(^+\), O\(_2\), O\(_3\), C\(_2\), CH, CH\(_2\), CH\(_3\)\(^+\), CH\(^+\), CH\(_2\)\(^+\), CO, CO\(_2\), HCO\(^+\), HOC\(^+\).

Appendix B of Richings et al. (2014a) contains a complete list of the chemical reactions in CHIMES, which includes collisional ionisation, recombination (in the gas phase and on the surface of dust grains), charge transfer, photoionisation (including Auger ionisation) and photodissociation, cosmic

\(^{1}\) See the project website at \texttt{http://fire.northwestern.edu}

\(^{2}\) \texttt{https://richings.bitbucket.io/chimes/home.html}
ray ionisation and dissociation, molecular hydrogen formation on dust grains, and gas-phase molecular creation and destruction channels.

The photochemistry reactions require the total UV intensity, which we calculate using the redshift zero extragalactic UV background (Faucher-Giguère 2020) plus the local radiation from star particles in the galaxy, along with a local treatment for self-shielding. The methods used to compute the UV fluxes are described in Section 2.2.1.

We assume a constant primary ionisation rate of H\(_i\) due to cosmic rays of \(\zeta_{\text{HI}} = 1.8 \times 10^{-16} \text{s}^{-1}\), which corresponds to the value in the Milky Way as inferred from observations of H\(_{\alpha}\) (Indriolo & McColl 2012). The ionisation and dissociation rates of other species due to cosmic rays are then scaled relative to this value as described in section 2.3 of Richings et al. (2014a). Since cosmic rays are produced in sites of active star formation via acceleration in supernova remnants, we might expect the cosmic ray rate to scale with the local star formation rate (e.g. Ploeckinger & Schaye 2020). However, depending on the cosmic ray transport mechanism, the cosmic rays may rapidly escape from dense regions and produce a smoother distribution than predicted by such a scaling. As the aim of this work is to explore the effects of local stellar radiation, and given the uncertainties in how the cosmic ray ionisation rates will depend on local properties, we therefore decided to use a constant, uniform rate, rather than coupling it to the stellar fluxes. With this approach, we can be confident that the effects of the local fluxes will be driven by the UV radiation and not by variations in the cosmic ray rate. In a future work, we will explore coupling the cosmic ray ionisation rates in CHIMES to methods that follow the production and transport of cosmic rays in galaxy formation simulations (e.g., Chan et al. 2019, 2021b; Hopkins et al. 2021).

The reactions on the surface of dust grains utilise a density- and temperature-dependent dust abundance using an empirical model based on observed metal depletion factors. This model is also used to deplete the elemental abundances of metals from the gas phase, as any metals that are located in dust grains will be unavailable for the gas phase chemical reactions. The dust model is described in Section 2.2.2.

The resulting ion and molecule abundances are used to calculate the radiative cooling and heating rates. The thermal processes included in CHIMES are summarised in table 1 of Richings et al. (2014a), although the rate of photoelectric heating from dust grains has been updated to use equations 19 and 20 from Wolfire et al. (2003).

We thus obtain a set of coupled ordinary differential equations (ODEs) for the rate equations and the thermal energy equation, which we integrate for each particle over each hydrodynamic time-step. To accelerate the integration of these ODEs, we first calculate the solution from the explicit forward Euler method. If the relative change in the thermal energy and chemical abundances is less than 0.05 (excluding species with an abundance below \(10^{-10}\), which are negligible), then we take the explicit solution. Otherwise, we integrate the ODEs using the implicit backward difference formula method and Newton iteration, as implemented in the CVODE library from the Sundials\(^3\) suite of differential and algebraic equation solvers, with a relative tolerance of \(10^{-10}\). We find that using the explicit solution in this way does not affect our results, but allows us to avoid the more expensive implicit solver for particles that are either close to equilibrium or are evolving very slowly.

We also include the turbulent diffusion of ions and molecules between gas particles, using the same subgrid model described in appendix F3 of Hopkins et al. (2018a) for the diffusion of elemental abundances but applied to each species in the CHIMES network.

2.2.1 Local stellar fluxes

We follow the propagation of radiation from star particles in the simulation using an approximate radiative transport method based on the LEBRON algorithm used to model stellar radiation pressure in FIRE (Hopkins et al. 2018a; Hopkins & Grudić 2019). This approximation assumes that the radiation is only absorbed locally around the star particle and the receiving gas particle. The subsequent transport of radiation from the star to the gas particle is then treated in the optically thin limit, which allows us to utilise the gravity solver to propagate the radiation between particles. In this work, we implement radiation pressure using the standard LEBRON method as in FIRE. However, when coupling the radiation to CHIMES, we modify the method as follows.

Firstly, the standard LEBRON method for radiation pressure tracks three stellar fluxes from all star particles, in the infrared, optical and ultraviolet bands. However, for the photochemistry we track the radiation in eight separate stellar age bins, which allows us to accurately capture the age-dependence of the UV spectra. The age bins are spaced logarithmically by 0.2 dex up to 10 Myr and by 1.0 dex above 10 Myr. Stars with an age \(<1\) Myr are placed into a single bin, as are stars with an age \(>100\) Myr. We further divide the radiation from each age bin into the non-ionising Far-UV band (FUV; 6–13.6 eV) and the ionising Extreme-UV band (EUV; >13.6 eV). This gives us 16 stellar fluxes in total for the photochemistry (the optical and infrared bands are not required for the photochemical reactions).

We calculate the average cross sections of the photochemical reactions for each stellar age bin using spectra from STARBURST99 models (Leitherer et al. 1999) with a Kroupa (2001) IMF, the Geneva stellar evolution tracks with a rotation velocity of 0.4 times the break-up velocity, and a metallicity \(Z = 0.014\). These are the same models that were used for the rates of type II SNe and mass loss from OB and AGB winds in FIRE. By including only models at a fixed metallicity we do not account for the metallicity dependence of the stellar spectra, as this would require us to track even more fluxes. However, this will only affect the dwarf galaxies in our sample, as the galaxies at higher masses are close to solar\(^4\) metallicity (see Section 3.1). Fig. 1 shows the STARBURST99 spectra for each age bin.

The luminosity of each star particle in the FUV and EUV bands, \(L_i(t)\), are calculated as a function of stellar age, \(t\), and current mass, \(M_i(t)\) (accounting for mass loss). We use

\(^3\) https://computing.llnl.gov/projects/sundials

\(^4\) Throughout this paper we use the solar elemental abundances from Table 1 of Wiersma et al. (2009), where the total solar metallicity is \(Z_{\odot} = 0.0129\), unless stated otherwise. However, the STARBURST99 models used the (Asplund et al. 2009) solar abundances.
an analytic fitting function, which we fit to the outputs from the starburst99 models with a spacing of 0.01 Myr. This fitting function is given in equation 2.1 below, and the fit parameters are shown in Table 1.

\[
\frac{L_v(t)}{\text{photon s}^{-1}} = \begin{cases} 
\left( \frac{M_* (t)}{M_\odot} \right) \exp \left[ p_1 + p_2 \left( \frac{t}{\text{Myr}} \right)^{p_3} \right] & t < 3.7 \text{ Myr} \\
\times \left[ 1 + \left( \frac{t}{p_5} \right)^{p_7} \right]^{p_8} & \text{otherwise.}
\end{cases}
\] (2.1)

The stellar luminosities are then attenuated by local absorption around the star particle. In the fiducial LEBRON method in FIRE, the infrared, optical and UV fluxes used for the radiation pressure are shielded due to dust based on a local estimate of the gas column density around the star particle. However, as the ionising radiation is also absorbed by HI, the FIRE model treats the effects of ionising radiation separately based on a Str"omgren argument, where neighbouring gas particles are flagged as HI regions and ionised, starting with the nearest neighbour, until the available ionising photon budget from the star particle is used up (see Appendix E of Hopkins et al. 2018a for details). HI region particles are then prevented from cooling below 10^4 K.

This approach assumes that all ionising radiation is confined within HI regions. However for this work we are also interested in the diffuse ionising radiation that escapes these regions, and the effects it has on the interstellar chemistry. For the stellar fluxes used in the photochemistry calculations, we therefore modify the attenuation around star particles, in both the FUV and EUV bands, by introducing two free parameters, \( f_{\text{FUV}}^{\text{esc}} \) and \( f_{\text{EUV}}^{\text{esc}} \). These parameters represent the escape fractions of radiation in the FUV and EUV bands, respectively, from HI regions. The stellar luminosities are then reduced by these fractions, before being propagated in the optically thin limit through the gravity tree to the receiving gas particles as described in Appendix E of Hopkins et al. (2018a).

We also identify neighbouring gas particles in the H\textsc{ii} region of each star particle, using the same Str"omgren method as in the fiducial LEBRON model. However, rather than impose a temperature floor of 10^4 K, we instead disable shielding in H\textsc{ii} region particles, so that they receive the full flux from the local star particle. This allows us to follow the non-equilibrium chemistry and temperature evolution of the H\textsc{ii} regions.

To determine the values of the escape fraction parameters, we note that, in our simulations, the median flux incident on each gas particle scales linearly with the star formation rate surface density averaged over the galaxy disc, albeit with a scatter of \( \pm 0.5 \) dex (see Section 3.3), while the normalisation of this scaling depends on the assumed escape fraction. We therefore calibrated these parameters so that the scaling relation between the median stellar fluxes and disc-averaged star formation rate surface density reproduces the observed Milky Way FUV and EUV fluxes from Black (1987) at the star formation rate surface density of the Milky Way. We thus find escape fractions of \( f_{\text{FUV}}^{\text{esc}} = 0.1 \) and \( f_{\text{EUV}}^{\text{esc}} = 0.05 \). The details of this calibration can be found in Appendix A.

Diemer et al. (2018) used a similar approach of calibrating the escape fraction based on the relation between UV flux and star formation rate surface density normalised to values in the Milky Way, which they used to model the atomic to molecular transition in the illustrius-tng cosmological simulations in post-processing. Based on this calibration, they found an escape fraction at a wavelength of 1000 Å (in the Lyman-Werner band) of 0.1, which agrees with our value in the FUV band.

There are many examples of numerical studies in the literature that have modelled the escape fraction of ionising and non-ionising radiation from H\textsc{ii} regions (e.g. Dale et al. 2012; Howard et al. 2017; Rahmer et al. 2017; Kim et al. 2019). They find that the escape fractions vary widely, from zero to nearly unity, depending on the age of the H\textsc{ii} region and local conditions such as density and the initial mass of the stellar birth cloud. While our model using constant escape fractions reproduces the observed strength of the diffuse FUV and EUV radiation field, based on constraints from the Milky Way, we do not capture variations in the escape fractions. In the future, this could be improved by developing a subgrid model for the escape fractions as a function of resolved properties of the H\textsc{ii} regions in the simulations.

Finally, for gas particles that do not lie within an H\textsc{ii} region the incident radiation is further attenuated due to shielding by the local gas cloud. We calculate the shielding length, \( L_{\text{sh}} \), based on a Sobolev-like approximation using the density gradient as follows:

\[
L_{\text{sh}} = \frac{1}{2} \left( \frac{\rho}{\nabla \rho} + h_{\text{inter}} \right),
\] (2.2)

where \( \rho \) is the gas density and \( h_{\text{inter}} \) is the mean inter-particle spacing. The first term accounts for the size of the resolved...
gas cloud around the particle, while the second term accounts for the size of the particle itself. The local column density of a given species, \( n_i \), is given by \( N_i = n_i L_{\text{sh}} \), where \( n_i \) is the density of species \( i \). We then suppress the photochemical rates as a function of the local column densities of H, H2, He, HeII, CO and dust, using the methods described in Richings et al. (2014b).

Equation 2.2 treats the shielding using a single, average shielding length (and hence column density) for the local gas cloud. However, as the photochemical rates are typically dominated by the low column density sight lines through the cloud, we caution that this approximation will tend to overestimate the shielding, which could lead to higher molecular abundances.

To study the impact of using a local treatment for stellar fluxes, we also repeat our simulations with a uniform Interstellar Radiation Field (ISRF). In these runs, we scale the normalisation of the radiation field by the star formation rate over the preceding 10 Myr averaged over the disc of the galaxy, \( \Sigma_{\text{SFR, disc}} \). Throughout this paper we define the galaxy disc as a cylinder with a radius of 6\( R_{\text{exp}} \), where \( R_{\text{exp}} \) is the initial exponential scale radius of the stellar disc component, and extending to \( \pm 1.2 R_{\text{exp}} \) (i.e. 20 per cent of the radius of the cylinder) above and below the mid-plane.

The flux incident on each gas particle in the FUV and EUV bands is then scaled from the Milky Way values as follows:

\[
\mathcal{F}_{\text{FUV, uniform}} = \frac{\Sigma_{\text{SFR, disc}}}{\Sigma_{\text{SFR, MW}}} \mathcal{F}_{\text{FUV, MW}},
\]

\[
\mathcal{F}_{\text{EUV, uniform}} = \frac{\Sigma_{\text{SFR, disc}}}{\Sigma_{\text{SFR, MW}}} \mathcal{F}_{\text{EUV, MW}},
\]

where \( \mathcal{F}_{\text{FUV, MW}} = 1.7 \times 10^7 \text{ photon cm}^{-2} \text{s}^{-1} \) and \( \mathcal{F}_{\text{EUV, MW}} = 1.1 \times 10^7 \text{ photon cm}^{-2} \text{s}^{-1} \) are the FUV and EUV fluxes in the local solar neighbourhood of the Milky Way, respectively (Black 1987), and \( \Sigma_{\text{SFR, MW}} = 4 \times 10^{-3} \text{ M}_\odot \text{kpc}^{-2} \) is the star formation rate surface density in the Milky Way (e.g. Robertson & Kravtsov 2008).

This time-dependent radiation field is applied uniformly to all gas particles. Local shielding around the receiving gas particles is implemented using the Sobolev-like shielding length in equation 2.2 as before. The shape of the UV spectrum is obtained by averaging the STARburst99 spectra shown in Fig. 1, assuming a constant star formation rate. We also disable the H\( \text{II} \) region prescription in these runs, as this is a local effect of the stellar fluxes.

2.2.2 Depletion of metals onto dust grains

The non-equilibrium chemistry solver requires as input the gas-phase abundances of each element in the reaction network. The simulations track the total elemental abundances, but for some elements a fraction of the total abundance will be in dust grains and therefore will not contribute to the gas-phase chemistry. We therefore need to determine the fraction of each element in dust grains, and reduce the gas-phase abundances accordingly.

Jenkins (2009) determined the fraction of metals that are depleted onto dust grains in the solar neighbourhood on an element-by-element basis by measuring the column densities of 17 metals and neutral hydrogen along 243 sight lines in the Milky Way (although not all sight lines include measurements for all elements). By assuming that the total metal abundances in the solar neighbourhood are at their solar values (for which they used the solar abundances from Lodders 2003), they inferred that any discrepancies between the measured and solar abundances were due to depletion onto dust grains. They parameterised the overall strength of dust depletion along a given sight line according to a parameter \( F_* \), which was normalised such that, in this Milky Way sample of sight lines, \( F_* \) varied between values of 0 (the least depleted sight line, not including sight lines with neutral hydrogen column densities \( \leq 10^{19.5} \text{ cm}^{-2} \) which they exclude due to potential contamination from ionised hydrogen) and 1 (the \( \zeta \) Oph sight line). The fraction of each individual element that remains in the gas phase can then be expressed as a linear function of \( F_* \) as follows, from equation 10 of Jenkins (2009):

\[
\log_{10}[M_X^{\text{gas}}/M_X^{\text{tot}}] = B_X + A_X (F_* - z_X),
\]

where \( M_X^{\text{gas}} \) and \( M_X^{\text{tot}} \) are the gas-phase and total masses of element \( X \), respectively. The best-fit linear coefficients \( A_X \), \( B_X \) and \( z_X \) for each element are given in Table 4 of Jenkins (2009).

Jenkins (2009) also showed that \( F_* \) is closely correlated with the average neutral hydrogen density along the line of sight between the observer and the background source, \( n_{\text{HI}} \) (see the left-hand panel of Fig. 16 in Jenkins 2009). They find the best-fit relation is:

\[
F_* = 0.772 + 0.461 \log_{10}(n_{\text{HI}}).
\]

De Cia et al. (2016) expanded on the results of Jenkins (2009) by adding a sample of 70 damped Lyman-\( \alpha \) absorbers (DLAs) observed in quasar spectra, in addition to the Milky Way sight lines. This allowed them to extend the linear fits of the depletion factors to \( F_* < 0 \) (i.e. systems with weaker overall dust depletion than seen in the solar neighbourhood).

For our simulations, we implement an empirical model for the depletion of metals onto dust grains based on these observations as follows. We use equation 2.6 to calculate the overall strength of dust depletion, \( F_* \), for each gas particle as a function of density. We assume that the particle’s total hydrogen density, \( n_{\text{HI, tot}} \), is approximately equal to \( n_{\text{HI}} \) in equation 2.6, which is the average neutral hydrogen density along the line of sight to the background source in the observations. However, this will overestimate the strength of depletion because observationally the true density at which the depletion occurs will tend to be higher than the average density along the line of sight.

At high densities \( n_{\text{HI, tot}} > 3.12 \text{ cm}^{-3} \), we limit \( F_* \) to be no greater than unity, corresponding to the strongest overall dust depletion strength observed in the Milky Way sight lines. It is possible that \( F_* \) may exceed unity in dense environments, however it is uncertain how to extrapolate the observed relations to this regime. We also impose a temperature cut such that, above \( 10^6 \text{ K} \), all metals are in the gas phase, as we expect dust grains will be rapidly destroyed via sputtering above this temperature (e.g. Tsai & Mathews 1995).

We then obtain the depletion factors of individual elements using equation 2.5, with linear fit coefficients derived from the fits of De Cia et al. (2016) where available. They fit the depletion factors as a function of \([\text{Zn}/\text{Fe}]\), which is related to \( F_* \) by \( F_* = 1.48[\text{Zn}/\text{Fe}] - 1.50 \), so we convert the fit coefficients
reported in Table 3 of De Cia et al. (2016) to the coefficients $A_X$, $B_X$, and $z_X$ used in equation 2.5. For elements not included in De Cia et al. (2016), we instead use the linear fits from Jenkins (2009). We summarise the fit coefficients used in this work in Table 2. The fits for some of these elements are uncertain due to limited observational data. For example, the Jenkins (2009) sample contains only a handful of carbon depletion measurements based on weak-line transitions of CII. However, Sofia et al. (2011) find that the gas-phase column densities of carbon measured from strong-line transitions of CII are a factor $\approx 2$ lower than those measured from weak-line transitions. This would result in stronger depletion of carbon than expected from these fits by a factor $\approx 2$. Some elements in the CHIMES network do not appear in Table 2 as they are not depleted onto dust grains.

We use the resulting depletion factors to reduce the gas-phase abundance of each element. We also sum the mass of each element in dust grains, using all 17 elements in De Cia et al. (2016) and/or Jenkins (2009), to determine the total dust abundance. We use this to scale the rate of reactions that occur on the surface of dust grains (e.g. the formation of H$_2$, and grain surface recombination reactions), and thermal processes involving dust grains, such as photoelectric heating. However, we only scale the rates by the total dust abundance and we do not consider varying the grain size distributions that were originally assumed in the calculation of the rates for these processes (which used either the Mathis et al. 1977 or the Weingartner & Draine 2001 distributions; see Richings et al. 2014a and references therein for details of how these rates were calculated).

The top panel of Fig. 2 shows the mass fraction of each element in the gas phase as a function of hydrogen density. We see that at the highest densities carbon, nitrogen and oxygen are reduced by up to approximately a factor of two, while iron exhibits the strongest depletion as it is reduced by more than two orders of magnitude. In the bottom panel of Fig. 2 we show the total dust to metals mass ratio ($DTM$), normalised to the dust to metals ratio along the sight lines with the strongest dust depletion in the Milky Way ($DTM_{MW} = 0.485$), corresponding to $F_r = 1$.

This empirical model for the depletion of metals onto dust grains is based on observations in the Milky Way and DLAs. However, it does not explicitly follow the formation and destruction mechanisms that govern the abundance of dust grains. Other studies have developed numerical models that capture these processes (e.g. Asano et al. 2013; Bekki 2015; Hirashita et al. 2015; McKinnon et al. 2018; Choban et al. 2022), which allows for a more complex evolution of the dust grain population. In this work we only consider the empirical model, as it is the simplest implementation that reproduces observed depletion factors. However, in the future it would be interesting to compare how the different approaches to modelling dust grains impact the non-equilibrium interstellar chemistry.

To study the effects of dust depletion on the non-equilibrium chemistry, we also repeat each simulation with a constant dust to metals ratio equal to the maximum Milky Way value ($DTM_{MW}$), but without reducing the gas-phase element abundances by the corresponding depletion factor, so that the chemistry solver uses the total elemental abundances. This approach is inconsistent, as all metals are in the gas phase but dust grains are also present, so some metals are counted twice. However, such an approach has been used in previous studies (e.g. Richings & Schaye 2016), so this will allow us to quantify the uncertainties that are introduced if the depletion of metals onto dust grains is not correctly accounted for.

### 3 SIMULATIONS

#### 3.1 Initial conditions

We simulate a series of isolated disc galaxies, with initial conditions created using the MAKE DISK code (Springel et al. 2005) as follows. The model galaxies consist of a rotating disc of gas and stars along with a central stellar bulge, embedded within a live dark matter halo. The halo and stellar bulge

---

**Table 2.** Linear fit coefficients used in equation 2.5 for the depletion of metals onto dust grains.

| Element | $A_X$ | $B_X$ | $z_X$ | Ref. |
|---------|-------|-------|-------|------|
| C       | -0.101| -0.193| 0.803 | J09  |
| N       | 0.0   | -0.109| 0.55  | J09  |
| O       | -0.101| -0.02 | -1.50 | DC16 |
| Mg      | -0.412| -0.03 | -1.50 | DC16 |
| Si      | -0.426| -0.03 | -1.50 | DC16 |
| S       | -0.189| -0.04 | -1.50 | DC16 |
| Fe      | -0.851| -0.01 | -1.50 | DC16 |

$\text{a}$ References: J09 (Jenkins 2009); DC16 (De Cia et al. 2016).
are spherical, with a Hernquist (1990) radial density profile. The stellar and gaseous components follow an exponential radial profile. The vertical structure of the stellar disc follows that of an isothermal sheet, with a constant scale height that we set to 0.1 times the radial exponential scale length. For the gas disc, the vertical profile is computed to be in hydrostatic equilibrium for the given gravitational potential, at a temperature of $10^4$ K.

The parameters of the galaxy models are chosen according to redshift zero scaling relations, to represent typical disc galaxies in the nearby Universe. We consider galaxies with halo masses ranging from dwarfs, with $M_{200,\text{crit}} = 10^{10} M_\odot$, to Milky Way-mass galaxies with $M_{200,\text{crit}} = 10^{12} M_\odot$. The concentration parameter of the dark matter halo is calculated as a function of $M_{200,\text{crit}}$ using the redshift zero mass-concentration relation from Duffy et al. (2008), using their full halo sample. The total stellar mass is calculated using the abundance matching model of Moster et al. (2013), which we modify according to Sawala et al. (2015) to account for the inefficiency of galaxy formation at low halo masses.

To divide the stellar mass between the bulge and disc components, we need to determine the ratio of the bulge stellar mass to total stellar mass ($B/T$). In Fig. 3, the red data points show the median $B/T$ ratio in bins of $M_\star$, along with the tenth to ninetieth percentiles, in a sample of galaxies from the SDSS survey (Benson et al. 2007). The black points show individual galaxies in the S$^4$G survey (Salo et al. 2015), while the empty black circles show the median $B/T$ ratio in bins of total stellar mass for the S$^4$G sample. The blue curve shows the best-fit power-law relation, given in equation 3.1.
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**Figure 3.** The ratio of bulge to total stellar mass ($B/T$) versus total stellar mass ($M_\star$). The red data points show the median $B/T$ ratio in bins of $M_\star$, along with the tenth to ninetieth percentiles, in a sample of galaxies from the SDSS survey (Benson et al. 2007). The black points show individual galaxies in the S$^4$G survey (Salo et al. 2015), while the empty black circles show the median $B/T$ ratio in bins of total stellar mass for the S$^4$G sample. The blue curve shows the best-fit power-law relation, given in equation 3.1.

at $M_{\star,\text{tot}} > 8.0 \times 10^9 M_\odot$. The resulting best-fit power-law relation (black curve in Fig. 3) is:

$$B/T = \begin{cases} 
0.0 & \text{if } M_{\star,\text{tot}} < 3 \times 10^7 M_\odot \\
0.424 \left( \frac{M_{\star,\text{tot}}}{10^9 M_\odot} \right)^{0.3887} & \text{if } 3 \times 10^7 \leq \frac{M_{\star,\text{tot}}}{M_\odot} \leq 8 \times 10^{10} \\
1.0 & \text{otherwise}.
\end{cases}$$

(3.1)

Lange et al. (2016) study the relation between the stellar half-light radius and stellar mass of the bulge and disc components in galaxies from the Galaxy And Mass Assembly (GAMA) survey. We use their best-fit power-law relations for their final redshift zero disc and spheroid samples (see Table 1 of Lange et al. 2016) to calculate the stellar half-light radii of the disc and bulge, respectively, in our galaxy models. We assume that these are equal to the half-light radii, $R_{1/2}$. From the half-mass radius, we calculate the exponential scale length of the disc as $R_{\text{exp}} = R_{1/2}/1.68$, and the scale radius of the Hernquist (1990) profile as $a = R_{1/2}/(1 + \sqrt{2})$. Both the stellar and gaseous discs use the same scale length.

To calculate the gas fractions for our model galaxies, we use observed galaxy H$_i$ and H$_2$ masses from The Hi Nearby Galaxy Survey (THINGS; Leroy et al. 2008). The black data points in Fig. 4 show the gas fraction, $f_{\text{gas}} = M_{\text{gas}}/(M_{\text{gas}} + M_{\star,\text{tot}})$, plotted against total stellar mass in the THINGS survey. The gas mass is the sum of the atomic and molecular masses, $M_{\text{gas}} = M_{\text{HI}} + M_{\text{H}_2}$, and includes a factor 1.36 correction for helium. Using the Leroy et al. (2008) data, we fit the following function to the gas fraction versus stellar mass (black curve in Fig. 4):
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**Figure 4.** The ratio of galaxy gas mass, $M_{\text{gas}}$, to total galaxy baryonic mass, $M_{\text{gas}} + M_{\star,\text{tot}}$, plotted against total stellar mass for the galaxies in the THINGS survey (Leroy et al. 2008; black points), a sample of low-mass isolated galaxies in SDSS (Bradford et al. 2015; red curve), and the xCOLD GASS survey (Saintonge et al. 2017; blue curve). The black curve shows the best-fit scaling relation fit to the Leroy et al. (2008) data (see equation 3.2).
This will allow us to explore the effects of different gas fractions at fixed halo mass. For comparison, the red curve in Fig. 4 shows the best-fit scaling relation for gas discs, which is needed to regulate this process. This delay can be no less than zero. We use this fitting function to maintain the observed mass-metallicity scaling relation. However, we find that, as we only evolve each galaxy for 800 Myr in total (see below), the change in metallicity is relatively small, and the galaxies do not evolve far from this relation by the end of the simulation.

The parameters of our seven galaxy models are summarised in Table 3. As discussed in Sections 2.2.1 and 2.2.2, we run each galaxy model three times: first with the fiducial model, including the prescriptions for local stellar fluxes and dust depletion; second with a uniform ISRF, in which a uniform radiation field is applied to all gas particles; and third with no depletion, in which we use a constant dust to metals ratio and we do not reduce the gas phase metal abundances to account for depletion onto dust grains.

In these runs, we use a mass resolution of 400 M⊙ per particle for the gas and stars. The mass of dark matter particles is 1910 M⊙, which corresponds to (Ωm − Ωb)/Ωb times the baryonic particle mass, where Ωm and Ωb are the cosmological density parameters for the total matter and baryonic content of the Universe, respectively. We use a constant gravitational softening length of 2.8 pc and 1.6 pc for dark matter and gas, respectively. We use a constant gravitational softening length equal to the mean inter-particle separation, down to a minimum gas softening of 0.08 pc. At the star formation density threshold of nH = 109 cm−3 the gas softening length is 2.2 pc.

To test the importance of numerical resolution on our results, we also repeat some of the galaxy models with 8 times lower mass resolution, and we repeat the m3e10 dwarf galaxy with 8 times higher mass resolution. In each case, the gravitational softening lengths are scaled with m3e10 1/3, where m3e10 is the baryonic particle mass. We only run the resolution tests with the fiducial model.

At the beginning of each simulation, the gas disc rapidly cools from its initial temperature of 104 K and starts to form stars. However, there is a delay before the onset of stellar feedback, which is needed to regulate this process. This delay results in a strong initial burst of star formation, which disrupts the gas disc and in some cases can destroy it altogether. To alleviate this disruption and allow the disc to settle into a self-regulated steady state, we therefore modify the subgrid...
Figure 5. Left panels: Mock Hubble images of the stellar light, attenuated by dust, observed in the F336W, F555W and F814W filters, with Hα emission superimposed in red, from the m1e12 fiducial simulation. Right panels: Images of the gas distribution, with temperature indicated by the colour scale. The disc of the galaxy is viewed face-on (top panels) and edge-on (bottom panels). All panels show the galaxy at the end of the simulation after 500 Myr. The dust lanes seen in the mock Hubble images coincide with cold, dense gas structures, while Hα emission traces the young stellar components.

3.2 Galaxy morphology and evolution

The Milky Way-mass simulation (m1e12) using the fiducial model is shown at 500 Myr in Fig. 5. The left-hand panels show mock Hubble images of the stellar light, including dust attenuation calculated using dust abundances from our fiducial dust depletion model. These images use the Hubble filters F336W, F555W and F814W. We have superimposed images of the continuum-subtracted Hα emission line in red. These mock observations were created in post-processing using the publicly available radiative transfer code radmc-3d (Dullemond et al. 2012). We describe how we post-process the simulation outputs with radmc-3d in more detail in Section 5.1.

The Hα emission generally coincides with regions containing young, blue stars. These Hα-emitting regions are somewhat more extended at large galactic radii, due to the lower gas densities compared to the galactic centre, which results in larger Strömgren radii. We also see prominent dust lanes, particularly along the flocculent spiral arm structures.

The right-hand panels of Fig. 5 show the distribution of gas. The brightness of each pixel indicates the gas density, while the gas temperature is shown by the colour scale. The cold (∼100 K), dense gas, shown in dark blue, forms a thin (∝600 pc) disc, and is arranged in flocculent spiral structures that coincide with the dust lanes seen in the mock Hubble images. The warm (∝10⁴ K), diffuse phase of the ISM forms a somewhat thicker disc, with a vertical extent of ∝2−3 kpc, while the outflows are heated to temperatures ≥10⁶ K.

Fig. 6 shows mock Hubble images (left-hand panels) and the gas distribution (right-hand panels) in the m3e10 dwarf galaxy after 500 Myr, with the fiducial model. Compared to m1e12, the disc is less well defined, with a broader vertical extent relative to the radial extent.

Feedback models during the first 300 Myr of the simulation as follows. For the initial 150 Myr, we reduce the time-scales for supernova feedback by a factor of 100, and renormalise the rates by the same factor so that the total number of supernovae per unit mass of stars formed remains unchanged. This enables the stellar feedback to regulate the initial burst of star formation more rapidly. Then from 150 to 300 Myr we smoothly reduce the factor by which the supernova time-scales are suppressed, until they reach their fiducial value after 300 Myr. We use the resulting snapshot at 300 Myr as our initial conditions for the main runs, which are then run for a further 500 Myr. For all of the results presented in this paper, we denote the time t = 0 as starting from the snapshot at the end of the 300 Myr settling in period. We do not include any of the snapshots prior to this point in our analysis.

The overall morphology of gas and stars in the simulations using the fiducial model (Figs. 5 and 6) are similar to the corresponding runs using the uniform ISRF and no depletion models (not shown). The only significant difference is in the Hα emission, which is much weaker and does not trace star-forming regions in the uniform ISRF model. We study the
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Figure 7. Top panel: Evolution of the total star formation rate in the galaxy disc, averaged over the preceding 10 Myr. Bottom panel: Evolution of the gas mass fraction of the galaxy disc. The solid, dashed and dotted line styles indicate simulations run with the fiducial, uniform ISRF and no depletion models, while the line colours show the different galaxies. In the high-mass galaxies ($M_{200, crit} \geq 10^{11} M_\odot$) there is very little difference between the three model variations. However, in the dwarf galaxies the uniform ISRF model drives stronger outflows, resulting in lower disc gas fractions.

To compare the evolution of the simulated galaxies with the three model variations, Fig. 7 shows the total star formation rate (top panel) and disc gas fraction (bottom panel) versus time. We calculate the star formation rate from the total mass of stars in the galaxy disc that formed in the preceding 10 Myr, using the initial mass of each star particle (before stellar mass loss). See the final paragraph of Section 2.2.1 for the definition of the galaxy disc. The fiducial, uniform ISRF and no depletion models are shown by the solid, dashed and dotted curves respectively, while the line colours indicate the different galaxies.

In the highest-mass galaxies, with halo masses $\geq 10^{11} M_\odot$, the star formation rate and disc gas fraction are very similar in the three models. However, the dwarf galaxies exhibit deviations in disc gas fraction between different models. In particular, the dwarf galaxies run with the uniform ISRF model have lower gas fractions than the fiducial model by up to $\approx 30$ per cent. The uniform ISRF model does not include H\textsc{ii} regions, so this may suggest that removing this early stellar feedback channel (which acts preferentially in star-forming regions) leads to stronger outflows in dwarf galaxies, thereby reducing the disc gas fraction. Hopkins et al. (2020) also found that the removal of radiative stellar feedback processes leads to more violent star formation histories, which would be consistent with the trends that we see in our dwarf galaxies. However it is difficult to draw strong conclusions as we only have two dwarf galaxies in our sample. Nevertheless, this reduction in disc gas fraction in the dwarf galaxies does not lead to a reduction in the star formation rate. The total mass of stars formed over 500 Myr is actually higher with the Uniform IRSF than the fiducial model, by 27 and 20 per cent in m1e10 and m3e10 respectively.

We therefore conclude that, apart from the lower gas fractions and higher total mass of stars formed in dwarf galaxies with the uniform ISRF, the three model variations do not have a strong impact on the overall evolution of the galaxy.

To compare the evolution of the simulated galaxies with the three model variations, Fig. 7 shows the total star formation rate (top panel) and disc gas fraction (bottom panel) versus time. We calculate the star formation rate from the total mass of stars in the galaxy disc that formed in the preceding 10 Myr, using the initial mass of each star particle (before stellar mass loss). See the final paragraph of Section 2.2.1 for the definition of the galaxy disc. The fiducial, uniform ISRF and no depletion models are shown by the solid, dashed and dotted curves respectively, while the line colours indicate the different galaxies.

In the highest-mass galaxies, with halo masses $\geq 10^{11} M_\odot$, the star formation rate and disc gas fraction are very similar in the three models. However, the dwarf galaxies exhibit deviations in disc gas fraction between different models. In particular, the dwarf galaxies run with the uniform ISRF model have lower gas fractions than the fiducial model by up to $\approx 30$ per cent. The uniform ISRF model does not include H\textsc{ii} regions, so this may suggest that removing this early stellar feedback channel (which acts preferentially in star-forming regions) leads to stronger outflows in dwarf galaxies, thereby reducing the disc gas fraction. Hopkins et al. (2020) also found that the removal of radiative stellar feedback processes leads to more violent star formation histories, which would be consistent with the trends that we see in our dwarf galaxies. However it is difficult to draw strong conclusions as we only have two dwarf galaxies in our sample. Nevertheless, this reduction in disc gas fraction in the dwarf galaxies does not lead to a reduction in the star formation rate. The total mass of stars formed over 500 Myr is actually higher with the Uniform IRSF than the fiducial model, by 27 and 20 per cent in m1e10 and m3e10 respectively.

We therefore conclude that, apart from the lower gas fractions and higher total mass of stars formed in dwarf galaxies with the uniform ISRF, the three model variations do not have a strong impact on the overall evolution of the galaxy.

We compare the evolution of star formation rate and disc gas fraction in simulations at different numerical resolutions in Appendix B. While the high-mass galaxies ($M_{200, crit} \geq 10^{11} M_\odot$) show good numerical convergence, the evolution in dwarf galaxies can vary significantly between runs at different resolutions. As we discuss further in Appendix B, this may be due to stochastic variations between runs due to the bursty nature of star formation in the dwarf galaxy regime (e.g. Faucher-Giguère 2018).

3.3 Stellar fluxes

The images in Fig. 8 show mass-weighted projections of the stellar fluxes received by gas particles in the final snapshot of m1e12, after 500 Myr, calculated using our fiducial model. The left and right panels show the total fluxes in the FUV and EUV bands, respectively, summed over all stellar age bins. These fluxes include attenuation by the escape fraction from the H\textsc{ii} region around the emitting star particle, but do not include self-shielding by the receiving gas particle. This represents the flux that would be incident at the edge of a gas cloud, before the local self-shielding of the cloud itself has been applied.

We see that the stellar fluxes vary by more than three or-
after 500 Myr is $\Sigma_{\text{SFR, disc}}$ surface density over the whole disc, viewed face-on, in $m_{10}$ model, using equations 2.3 and 2.4. The star formation rate thus includes the fluxes that would have been used in the uniform ISRF model, which assumes the stellar fluxes are constant across the disc. The different colours indicate different galaxy models. The dotted black line shows a linear scaling normalised to the Milky Way values (equations 2.3 and 2.4). The median fluxes broadly follow a linear scaling, to within about 0.5 dex.

We see that the median fluxes in all galaxy models broadly follow the linear relation spanning two orders of magnitude over the galaxy disc between widely separate regions. The tenth to ninetieth percentile spread in Fig. 9 shows the FUV (left-hand panels) and EUV (right-hand panels) fluxes incident on gas particles in bins of star formation rate surface density averaged over the galaxy disc ($\Sigma_{\text{SFR, disc}}$). The left-hand and right-hand panels show the FUV and EUV bands, respectively. The different colours indicate different galaxy models. The dotted black line shows a linear scaling normalised to the Milky Way values (equations 2.3 and 2.4). The median fluxes broadly follow a linear scaling, to within about 0.5 dex.

The simulations with a uniform ISRF do not capture these strong spatial variations. For comparison, we can calculate the fluxes that would have been used in the uniform ISRF model, using equations 2.3 and 2.4. The star formation rate surface density over the whole disc, viewed face-on, in $m_{10}$ after 500 Myr is $\Sigma_{\text{SFR, disc}} = 1.2 \times 10^{-3}$ $M_\odot$ kpc$^{-2}$. Hence the FUV and EUV fluxes in the uniform ISRF case would be $\log_{10} \left( \mathcal{F} \text{ (photons cm}^{-2}\text{ s}^{-1}) \right) = 7.7$ and 6.5, respectively.

The uniform ISRF model assumes that the stellar fluxes scale linearly with $\Sigma_{\text{SFR, disc}}$. Similar approaches have been used by other theoretical models, often using the local (rather than disc-averaged) star formation rate surface density (e.g. Robertson & Kravtsov 2008; Lagos et al. 2015). It is therefore interesting to explore the extent to which the stellar fluxes in our fiducial model scale with the global and local star formation rate surface densities.

Fig. 9 shows the FUV (left-hand panels) and EUV (right-hand panels) fluxes incident on gas particles (before local gas self-shielding) that lie within the galaxy disc, combining snapshots at 10 Myr intervals. The solid curves show the median fluxes in bins of $\Sigma_{\text{SFR, disc}}$, while the shaded regions indicate the tenth to ninetieth percentile range. Different galaxy models are represented by different colours, from the dwarf galaxy $m_{10}$ (dark purple) to the Milky Way-mass galaxy $m_{12}$ (light orange), as shown in the legend. The dotted black line indicates a linear scaling between the fluxes and $\Sigma_{\text{SFR, disc}}$ normalised to the Milky Way values, as given by equations 2.3 and 2.4.

We see that the median fluxes in all galaxy models broadly follow the linear relation spanning two orders of magnitude in $\Sigma_{\text{SFR, disc}}$, although the dwarf galaxies are up to 0.5 dex below this relation. The tenth to ninetieth percentile spread in each galaxy extends to $\pm 0.5$ dex about the median relation at fixed $\Sigma_{\text{SFR, disc}}$.

In Appendix A we show that the normalisation of the linear scaling between the median stellar fluxes and $\Sigma_{\text{SFR, disc}}$ is determined by the escape fraction from HII regions in each band. We use this to calibrate the escape fraction parameters in the fiducial model, such that the median fluxes in the simulations follow the same normalisation as the linear relation normalised to the Milky Way values (black dotted lines in Fig. 9). For comparison, the FUV and EUV fluxes in the uniform ISRF model follow the linear Milky Way scaling relations, with no scatter.

The strong linear scaling between stellar flux and $\Sigma_{\text{SFR, disc}}$ seen in Fig. 9 suggests that the fluxes are driven by star formation over the whole disc of the galaxy. However, we might expect that the strongest contribution to the stellar fluxes comes from star formation in the local region. We therefore explored how the fluxes depend on the local star formation rate surface density, $\Sigma_{\text{SFR, 1 kpc}}$, calculated in two-dimensional cells 1 kpc across viewing the disc of the galaxy face-on. The median and tenth to ninetieth percentile fluxes in bins of $\Sigma_{\text{SFR, 1 kpc}}$ are shown in Fig. 10.

We see that the fluxes no longer follow a linear scaling with star formation rate surface density when averaged on 1 kpc scales. The slope of this relation flattens towards lower $\Sigma_{\text{SFR, 1 kpc}}$. This suggests that, in regions with relatively little star formation, additional contributions to the stellar fluxes from other regions of the galaxy with higher star formation rates dominate, which increases the total flux beyond what we would expect from local star formation alone. Thus the fluxes in our simulations are driven by star formation over the whole disc of the galaxy, and not just local star formation.

This conclusion may however by a consequence of the assumptions in the approximate LEBRON radiative transfer method, which assumes that radiation is only attenuated locally around the emitting star particle and the receiving gas particle. It therefore neglects absorption through the plane of the galaxy disc between widely separate regions, which might otherwise shield a gas cloud from young stars on the opposite side of the disc. We may therefore underestimate the spatial variations in the local stellar fluxes over the galaxy disc. To tackle this question more accurately would require a full...
3D radiative transfer method coupled to the non-equilibrium chemistry network.

### 3.4 Dust properties

The empirical model for the depletion of metals onto dust grains described in Section 2.2.2 primarily aims to capture how the removal of metals from the gas phase affects the cooling and observable emission lines. However, it may also affect the total abundance of dust, as the dust to metals ratio in the fiducial model depends on gas density (see the bottom panel of Fig. 2). In contrast, the simulations run with the no depletion model assume a constant dust to metals ratio. In this section, we compare the dust properties of our simulated galaxies with the fiducial and no depletion models.

Fig. 11 compares the ratio of dust mass to stellar mass ($M_{\text{dust}}/M_*$) versus stellar mass in our simulations with the fiducial model (grey symbols) and no depletion model (blue open symbols), compared to observations from the JINGLE (Saintonge et al. 2018; De Looze et al. 2020), KINGFISH (Kennicutt et al. 2011; De Looze et al. 2020), and HeViCS (Grossi et al. 2016) surveys. The total dust content of the simulated galaxies is in good agreement with observed galaxies at the same stellar mass. There is little difference in dust mass between the fiducial and no depletion models.
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**Figure 11.** The ratio of dust mass to stellar mass ($M_{\text{dust}}/M_*$) versus stellar mass in our simulations with the fiducial model (grey symbols) and no depletion model (blue open symbols), compared to observations from the JINGLE (Saintonge et al. 2018; De Looze et al. 2020), KINGFISH (Kennicutt et al. 2011; De Looze et al. 2020), and HeViCS (Grossi et al. 2016) surveys. The total dust content of the simulated galaxies is in good agreement with observed galaxies at the same stellar mass. There is little difference in dust mass between the fiducial and no depletion models.

We also plot observations from three galaxy surveys in the nearby Universe. The dark purple symbols show galaxies from the JINGLE survey (Saintonge et al. 2018), with dust masses measured by De Looze et al. (2020). The stellar masses reported by Saintonge et al. (2018) assume a Chabrier et al. (2003) IMF. We convert these to a Kroupa (2001) IMF, as used in the simulations, by multiplying by a factor of 1.06 (see equation 2 of Speagle et al. 2014). Galaxies from the KINGFISH survey (Kennicutt et al. 2011) are shown by the light purple symbols, with stellar masses from Hunt et al. (2019) (also converted from a Chabrier et al. 2003 to a Kroupa 2001 IMF as above), and dust masses from De Looze et al. (2020). Finally, the light orange data points show a sample of 20 star-forming dwarf galaxies from Grossi et al. (2016), which were selected from the Herschel Virgo Cluster Survey (HeViCS; Davies 2012).

The dust to stellar mass ratios in the simulations overlap with observations at the same stellar mass, suggesting that we reproduce a realistic total abundance of dust. We also find little difference in the dust mass predicted by the fiducial and no depletion models. From the lower panel of Fig. 2, we see that the dust to metals ratio ($DTM$) in the fiducial model only deviates significantly from the Milky Way value ($DTM_{\text{MW}}$) at low densities. For example, $DTM/DTM_{\text{MW}}>0.5$ at densities $\log_{10}[\text{H}_2] > -3.3$ in our simulations (although as we note in Section 2.2.2, our depletion model equates the particle density in the simulations to the average line of sight density in the observations, so we will underestimate the true local density for a given level of depletion). However, most of the gas mass in the galaxy disc is at much higher densities than this (see Section 4.1). Hence the empirical dust depletion model has little impact on the total dust abundance, although we will see in Section 5 that it does have a significant effect on observable emission lines arising from metals in the gas phase.

Given that the dust depletion model does not have a strong effect on the dust to metals ratio, the total dust mass is determined by the total gas mass and metallicity. However, the scaling relations between stellar mass, gas fraction and metallicity were set in the initial conditions according to the redshift zero relations (see Section 3.1). It may therefore seem unsurprising that we can reproduce the observed scaling between dust and stellar masses in the simulations.

In Fig. 12 we plot the ratio of dust to H\textsc{i} mass ($M_{\text{dust}}/M_{\text{HI}}$) versus the average gas-phase oxygen abundance $(12 + \log_{10}O/H)$ over the galaxy disc in simulations with the fiducial (grey symbols) and no depletion (blue open symbols) model. The dark purple, light purple and light orange data points show observations from the JINGLE (Saintonge et al. 2018; De Looze et al. 2020), KINGFISH (Kennicutt et al. 2011; De Looze et al. 2020) and HeViCS (Grossi et al. 2016) surveys, respectively. The simulations closely follow a linear scaling between dust to H\textsc{i} ratio and metallicity, whereas the observations follow a super-linear relation with greater scatter.
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**Figure 12.** The ratio of dust mass to H\textsc{i} mass ($M_{\text{dust}}/M_{\text{HI}}$) plotted against gas-phase oxygen abundance $(12 + \log_{10}O/H)$ in simulations with the fiducial model (grey symbols) and no depletion model (blue open symbols). The dark purple, light purple and light orange data points show observations from the JINGLE (Saintonge et al. 2018; De Looze et al. 2020), KINGFISH (Kennicutt et al. 2011; De Looze et al. 2020) and HeViCS (Grossi et al. 2016) surveys, respectively. The simulations closely follow a linear scaling between dust to H\textsc{i} ratio and metallicity, whereas the observations follow a super-linear relation with greater scatter.
models. We compare these to observations from JINGLE (dark purple symbols, with metallicities from Saintonge et al. 2018 and H\textsc{i} masses from Durbala et al. 2020), KINGFISH (light purple symbols, with metallicities from De Vis 2019 and H\textsc{i} masses from Rémy-Ruyer et al. 2014), and HeViCS (light orange symbols, with metallicities and H\textsc{i} masses from Grossi et al. 2016). The ratio $M_{\text{dust}}/M_{\text{H\textsc{i}}}$ can be used as a proxy for the dust to gas ratio (e.g. De Looze et al. 2020), although it does not include the molecular gas phase. Nevertheless, it allows us to include galaxies with no molecular observations, and it avoids uncertainties in the conversion factors between observational tracers such as CO emission and total molecular mass (e.g. Chastenet et al. 2021), although there are still uncertainties in $M_{\text{dust}}$ which can differ by up to a factor of 3 depending on the assumed dust emission model (e.g. Chastenet et al. 2021).

The simulations with the fiducial model follow a tight linear relation between $M_{\text{dust}}/M_{\text{H\textsc{i}}}$ and $12 + \log_{10}[\text{O}/\text{H}]$, which is expected given that the dust to metals ratio in this model is almost constant, as discussed above. The no depletion model also follows a tight linear relation, but offset to higher metallicity by a factor $\approx 2$. This offset arises because the $12 + \log_{10}[\text{O}/\text{H}]$ abundance only includes oxygen in the gas phase, and so is reduced in the fiducial model due to depletion of oxygen onto dust grains. In the no depletion model this is not accounted for, and so oxygen atoms in dust grains are also counted in the gas phase.

At high metallicities, with $12 + \log_{10}[\text{O}/\text{H}] > 8.5$, the dust to gas ratios predicted by the simulations overlap with the observed ratios. However, the simulations do not reproduce the observed scatter in $M_{\text{dust}}/M_{\text{H\textsc{i}}}$ at fixed metallicity. This may be due to the idealised nature of our initial conditions, which we set according to redshift zero scaling relations between galaxy properties. Apart from the gas fraction, we do not consider the scatter in these scaling relations for the initial conditions, which may reflect the lack of scatter in dust to gas ratio.

Observational studies of the scaling between dust to gas ratio and metallicity have also noted a strong dependence on the galaxy's evolutionary stage (e.g. Rémy-Ruyer et al. 2014; De Looze et al. 2020). Galaxies at an early stage of their evolution, which have not had time to process much of their gas reservoir into stars, have a lower fraction of their metals in dust grains. As our simulations do not capture a range of evolutionary histories for each set of galaxy parameters, this may also explain the lack of scatter in our results. De Looze et al. (2020) find a best-fit relation between $M_{\text{dust}}/M_{\text{H\textsc{i}}}$ and $12 + \log_{10}[\text{O}/\text{H}]$ with a logarithmic slope of 2.26±0.07, which is steeper than the linear relation that we find in our simulations with a slope of 1. Rémy-Ruyer et al. (2014) find that a linear relation provides a good fit to their observational data at high metallicities, $12 + \log_{10}[\text{O}/\text{H}] > 8$, but they require a super-linear relation, with a slope of 2.02±0.28, at lower metallicities. De Vis (2019) also find a super-linear relation, with a slope of 2.15±0.11, while Casasola et al. (2020) observe a linear scaling. However, apart from De Looze et al. (2020), these observational results include the molecular component in the dust to gas ratio.

The shallower relation exhibited by our simulations compared to the JINGLE, KINGFISH and HeViCS samples results in dust to gas ratios that are up to an order of magnitude higher than observed at low metallicities (i.e. in the dwarf galaxies). This may suggest that the empirical dust model that we employed in our fiducial simulations, which relies on the correlation between depletion strength ($F_\text{s}$) and gas density ($n_\text{H}$), may not extrapolate well to the dwarf galaxy regime. For example, in our model the dust to metals ratio saturates at the Milky Way value even in the dwarf galaxies. However, observations find lower dust to metals ratios in low-metallicity galaxies, which may be due to either less efficient growth of grains in the ISM or more efficient grain destruction in this regime (e.g. Galliano et al. 2021; Priestley et al. 2022). This could explain the discrepancy in the $M_{\text{dust}}/M_{\text{H\textsc{i}}}$ ratios that we find in our dwarf galaxy simulations compared to the observational data.

Resolving this discrepancy may require live dust evolution models (e.g. Choban et al. 2022). However, McKinnon et al. (2017) also find tensions between the predictions of their live dust evolution models for this relation and the observations (see their figure 8). In their fiducial model the slope of this relation is too flat, while their ‘M16’ model reproduces the observed slope but with a normalisation that is too high.

It might appear surprising that our simulated dwarf galaxies can reproduce the dust to stellar mass ratios seen in observations (Fig. 11) when the dust to gas ratio may be overestimated by an order of magnitude (Fig. 12). If we instead plot $M_{\text{dust}}/M_{\text{H\textsc{i}}}$ versus stellar mass (not shown), we find that the simulated dwarf galaxies lie near the upper bound of the observed range in dust to gas ratio at fixed stellar mass, although they again do not reproduce the scatter in this relation. The discrepancy between the dwarf galaxy simulations and observations is therefore less pronounced at fixed stellar mass than at fixed metallicity.

4 THE TRANSITION FROM ATOMIC TO MOLECULAR GAS

Molecular gas is a vital component of the ISM that is typically found to correlate with the star formation rate (e.g. Bigiel et al. 2011; Leroy et al. 2013; Tacconi et al. 2020), although this correlation is not necessarily a causal relationship and may arise because molecules and star formation both require the gas to be shielded (Glover & Clark 2012). Nevertheless, the transition from atomic to molecular gas is important for understanding the multiphase structure of the ISM and how the different ISM phases fuel star formation, and has been the topic of many studies both from an observational (e.g. Gillmon et al. 2006; Shull et al. 2021) and a theoretical (e.g. Krumholz et al. 2008; Sternberg et al. 2014) perspective.

The interstellar chemistry that drives this transition is sensitive to the local UV radiation field, which destroys molecules via photodissociation. Dust grains also play an important role as they can shield molecules from dissociating radiation, and can promote the formation of H$_2$ on grain surfaces. In this section, we explore how the variations in our models for local stellar radiation and dust depletion affect the properties of the atomic and molecular ISM phases, and compare our simulation predictions to observations.
Temperature ranges:

In the discussion later in this section, we divide the gas into three temperature ranges: \( T \approx 10^3 \) K, \( 10^3 < T \approx 10^4 \) K and \( T > 10^4 \) K, as delineated by the horizontal dotted lines.

### 4.1 Thermodynamic properties of the interstellar gas

We start by looking at the temperature and density distribution of interstellar gas in our simulations. Fig. 13 shows the temperature versus density for all gas in the disc of the galaxy in the simulation of m1e12 with the fiducial model. We see that the gas forms different phases in temperature-density space. At densities \( n_H \approx 0.01 \) cm\(^{-3}\) most of the gas mass lies in a warm phase with temperatures close to \( T \approx 10^4 \) K. Thermal instabilities enable this warm phase to cool starting at \( n_H \approx 0.1 \) cm\(^{-3}\), and by \( n_H \approx 1 \) cm\(^{-3}\) most of the gas mass is in the cold phase (\( T < 10^3 \) K). As we go to higher densities the ISM continues to cool, reaching temperatures \( \lesssim 100 \) K by \( n_H \approx 10 \) cm\(^{-3}\). Since lines of constant pressure follow a power law with a slope of \( -1 \) in this plot, we see that the different ISM phases are approximately in pressure equilibrium, albeit with a large scatter of more than 1 dex. This picture is qualitatively similar to other theoretical models for the thermodynamic structure of the multiphase ISM (e.g. Wolfire et al. 2003).

The horizontal branch at temperatures just below \( 10^4 \) K and densities \( \gtrsim 1 \) cm\(^{-3}\) is due to H\(_II\) regions, where gas has been identified within the Str"omgren radius of a star particle and is there photoionised and photoheated by the stellar radiation (see Section 2.2.1). The hot phase (\( T > 10^4 \) K) is created by stellar feedback in these simulations, as we do not include feedback from AGN, nor do we include a hot gaseous halo.

At low temperatures (\( \lesssim 30 \) K) the gas forms distinct tracks in temperature-density space. We find that gas particles currently in this region have recently undergone a period of rapid cooling within the preceding few Myr, typically from temperatures of a few hundred Kelvin or more. In Richings et al. (2014a) we showed that non-equilibrium effects can enhance the cooling rate below \( 10^4 \) K, which allows gas to initially cool below the thermal equilibrium temperature expected at the given density, before heating back up towards thermal (and chemical) equilibrium. The distinct tracks seen at low temperatures in Fig. 13 are therefore likely due to particles piling up at the minimum temperature in this non-equilibrium evolution. Indeed, we will see below that the chemical abundances in this region are out of equilibrium.

We can now look at the distribution of atomic and molecular hydrogen in the temperature-density phase space. The top row of Fig. 14 shows the fraction of the total hydrogen mass in each species (\( M_i/M_{H,\text{tot}} \)) as a function of temperature and density for m1e12 using the fiducial model, including all gas within the galaxy disc. We see that H\(_I\) (left-hand panel) dominates at densities \( n_H \approx 0.01 \) cm\(^{-3}\), covering a broad range of temperatures \( T \approx 10^{-10} \) K. Molecular hydrogen (right-hand panel) dominates at high densities, \( n_H \approx 10 \) cm\(^{-3}\), and is mostly found at temperatures \( T \lesssim 300 \) K. However, non-negligible H\(_2\) fractions can also be found at lower densities and higher temperatures than this.

The species fractions in the top row of Fig. 14 use the non-equilibrium chemical abundances from the simulations. However, as many simulations of galaxy formation assume that the species are in chemical equilibrium, it is interesting to explore the impact of non-equilibrium effects on our chemical predictions. We therefore ran the CHIMES chemistry solver on each gas particle from the simulation snapshots in post-processing to calculate the equilibrium chemical abundances.

The bottom row of Fig. 14 shows the ratio of non-equilibrium to equilibrium species masses (\( M_i/M_{H,\text{meq}}^\text{eq} \)) in m1e12 as a function of temperature and density. Molecular hydrogen (right-hand panel) shows particularly strong non-equilibrium effects. There is an enhancement of more than three orders of magnitude in the non-equilibrium H\(_2\) fraction at \( n_H \approx 0.1 \) cm\(^{-3}\) and \( T \approx 10^3 \) K, which is due to colder, denser molecular gas that was recently heated for example by stellar feedback but has not yet had sufficient time for the molecules...
to be fully destroyed. While H$_2$ does not dominate the total hydrogen budget in this region of the $T$--n$_H$ space, the non-equilibrium H$_2$ fraction still reaches $\sim 1$--10 per cent here. At this temperature the ro-vibrational transitions of the H$_2$ molecule can be collisionally excited, so this non-equilibrium enhancement may have important consequences for observational predictions of the infrared H$_2$ emission lines. We will explore these predictions further in a future work.

At higher densities, there are two distinct regions where the non-equilibrium H$_2$ fraction is suppressed by up to an order of magnitude, at $n_H \sim 1$--10 cm$^{-3}$, $T \lesssim 100$ K and $n_H \sim 100$ cm$^{-3}$, $T \sim 100$--10$^3$ K. These regions also coincide with enhancements in the non-equilibrium H i abundances (left-hand panel). These effects may be due to gas that was previously at higher temperatures and has recently cooled but has not yet had sufficient time for molecules to fully form.

Gas in H i regions, with $n_H \gtrsim 1$ cm$^{-3}$ and temperatures just below $10^4$ K, exhibits strongly suppressed H i and H$_2$ abundances in non-equilibrium. This is perhaps unsurprising given that H i regions evolve on relatively short time-scales of a few Myr (e.g. Kim et al. 2019). However, even in equilibrium the mean H i and H$_2$ fractions in H i regions are low ($\approx 0.05$ and $\approx 2 \times 10^{-8}$, respectively), since the hydrogen is predominantly ionised.

Other studies using galaxy simulations with time-dependent models for the H$_2$ chemistry have also found strong non-equilibrium effects in the H$_2$ abundances (e.g. Dobbs et al. 2008; Pelupessy & Papadopoulos 2009; Richings & Schaye 2016), although Gnedin & Kravtsov (2011) find that an equilibrium treatment is sufficient to capture the atomic to molecular transition.

Figs. 13 and 14 focussed on the m1e12 simulation using our fiducial model. To quantitatively compare the effects of local stellar radiation and dust depletion, we show in Fig. 15 the one-dimensional density distributions in low-temperature ($T \lesssim 10^3$ K; blue), intermediate-temperature ($10^3 < T \lesssim 10^4$ K; orange) and high-temperature ($T > 10^4$ K; red) gas. These temperature ranges are also illustrated in Fig. 13, and were chosen as they highlight the different phases and transitional stages that are relevant to the ISM. We compare the fiducial (solid), uniform ISRF (dashed) and no depletion (dotted) models, using the final snapshot after 500 Myr from m1e12 in each case. The top, middle and bottom panels show the total gas, H i and H$_2$ distributions, respectively.

The overall gas distributions are fairly similar in the three models, with a few exceptions. In the uniform ISRF model, there is less intermediate-temperature gas at densities $n_H \gtrsim 10$ cm$^{-3}$ in the top panel of Fig. 15. This is due to H i regions created by the photoionisation of gas within the Strömgren radius around star particles, as we do not include the sub-grid H i region model in the uniform ISRF runs (see Section 2.2.1). This difference is not seen in H i and H$_2$ (middle and bottom panels), as hydrogen is predominantly ionised in these regions.

In the bottom panel of Fig. 15, the distribution of intermediate-temperature H$_2$ is enhanced in the uniform ISRF model compared to the other two models. Given that in this temperature range the total available gas mass at these densities ($n_H \lesssim 10$ cm$^{-3}$) is similar between all three models, this suggests that the local treatment of stellar fluxes is more efficient at dissociating molecules in this regime. This has little impact on the total H$_2$ mass, which is dominated by low-temperature gas, but will be important for observational predictions of infrared H$_2$ emission, which arises from molecular gas at these intermediate temperatures.

Comparing the dotted and solid curves in the top and middle panels, we see that the no depletion model enhances the low-temperature H i component at $n_H \lesssim 1$ cm$^{-3}$. This is due to increased metal cooling when we do not reduce metals in the gas phase to account for depletion onto dust grains, which makes it easier for gas from the high- and intermediate-temperature phases to cool at these intermediate densities.
4.2 Transition column density

The formation of the molecular phase requires that the gas becomes shielded from dissociating UV radiation. As the shielding is sensitive to the column density of the gas cloud, with higher column densities able to absorb a greater proportion of the incident radiation, it is therefore useful to look at the transition from atomic to molecular gas as a function of column density.

For each galaxy simulation, we create maps of the H\textsc{i} and H\textsubscript{2} column densities with pixels 4 pc across, viewing the galaxy disc face-on. We then bin the pixels according to the total neutral hydrogen column density, $N_{\text{HI}} + 2N_{\text{H}_2}$, combining five snapshots at 100 Myr intervals for each simulation, and calculate the median and tenth to ninetieth percentile $H_2$ fraction, $2N_{\text{H}_2}/(N_{\text{HI}} + 2N_{\text{H}_2})$, in each bin. Fig. 16 shows the median (solid curves) and tenth to ninetieth percentile range (shaded regions) of the $H_2$ fraction versus neutral hydrogen column density in simulations using the fiducial (top panel), uniform ISRF (middle panel) and no depletion (bottom panel) models. Different galaxies are indicated by different colours, as shown in the legend.

The data points in Fig. 16 show observed H\textsc{i} and H\textsubscript{2} column densities along lines of sight in the Small and Large Magellanic Clouds (SMC and LMC; purple and blue respectively) from Tumlinson et al. (2002), and in the Milky Way at galactic latitudes $|b| > 20^\circ$ (MW Halo; green) from Gillmon et al. (2006) and at $|b| < 10^\circ$ (MW Disk; yellow) from Shull et al. (2021). These observational studies all measure $H_2$ column densities from far-UV absorption lines in the Lyman Werner bands using the Far Ultraviolet Spectrographic Explorer (FUSE) telescope. The H\textsc{i} column densities used in Shull et al. (2021) were obtained by fitting Ly\textalpha absorption, while Tumlinson et al. (2002) and Gillmon et al. (2006) derive H\textsc{i} column densities from 21 cm emission.

In the galaxy simulations with the highest masses (m3e11 to m1e12), the molecular phase dominates at neutral column densities $\lesssim 10^{22} \text{cm}^{-2}$. The $H_2$ fraction declines steeply at lower column densities, reaching median fractions below $10^{-6}$ at column densities $\lesssim 10^{20.5} \text{cm}^{-2}$. The median and tenth to ninetieth percentile range of $H_2$ fractions in these high-mass simulations broadly overlap the two observational samples in the Milky Way (green and yellow points), particularly at the higher column densities of the MW Disk sample.

In the three simulations with a halo mass of $3 \times 10^{11} \text{M}_\odot$, the transition from H\textsc{i} to H\textsubscript{2} moves towards higher column densities as the disc gas fraction increases. This may be due to the increasing star formation rate with increasing gas fraction, which increases the strength of the interstellar radiation field in the galaxy disc and hence tends to increase the column density of the atomic to molecular transition (e.g. Schaye 2004; Sternberg et al. 2014).

Compared to the high-mass galaxies, the simulations m3e10 and m1e11 exhibit larger $H_2$ fractions at column densities $\lesssim 10^{20.5} \text{cm}^{-2}$, resulting in a more gradual transition from atomic to molecular gas, whilst in the lowest mass galaxy in our sample, m1e10, the $H_2$ fractions are lower than the intermediate-mass galaxies at all column densities. We therefore do not see a monotonic trend in the H\textsc{i} to H\textsubscript{2} transition with halo mass. However, we caution that, while the $H_2$ fractions in m3e11 and m1e12 exhibit good numerical convergence, those in the lower-mass galaxies show significant differences at low column densities ($< 10^{21} \text{cm}^{-2}$) between runs with different resolutions (see Appendix B). In m1e11 the $H_2$ fractions at low column densities increase from low to standard resolution, while in m3e10 they decrease from standard to high resolution. The low-column density trends that we see for the dwarf galaxies in Fig. 16 are therefore not robust.

The structural properties of the LMC are closest to our m1e11 simulated galaxy, while the SMC is nearest to m1e10. If we compare these simulations to the observational data from Tumlinson et al. (2002) in Fig. 16, the simulations lie...
close to the highest $H_2$ fractions measured in the LMC and SMC. However, there are many sight lines in these two observational samples with much lower $H_2$ fractions than are found in the simulations, by up to 4 orders of magnitude at the same column density.

This discrepancy suggests that our simulations do not correctly capture the atomic to molecular transition in the dwarf galaxy regime. However, in the simulations we calculate the column densities by projecting the gas onto a grid viewing the galaxy disc face on, rather than modelling mock observations of $H_2$ absorption spectra along lines of sight. We therefore do not determine column densities in the same way as the observations, and we do not capture the same selection effects that may be present in the observational samples. The latter approach of using mock absorption spectra would allow for a more direct comparison between the simulations and observations, but such an analysis is beyond the scope of this work.

As noted above, the low-column density $H_2$ fractions in dwarf galaxies are not well converged when we vary the numerical resolution. However, running m3e10 at 8 times higher mass resolution did not improve the agreement with observational data at high column densities ($\gtrsim 10^{21} \, \text{cm}^{-2}$; see Appendix B). The discrepancies between our dwarf galaxies and observations of the LMC and SMC are therefore unlikely to be caused by limited numerical resolution alone.

In Section 2.2.1, we cautioned that our shielding model uses a single, average column density for the local gas cloud, which will tend to overestimate the strength of the shielding as the photochemical rates are typically dominated by the lines of sight at low column densities. This would lead to higher molecular abundances, which could contribute to the discrepancy in the atomic to molecular transitions that we see between our model predictions for dwarf galaxies and the observations of the LMC and SMC.

In the top and middle panels of Fig. 16 we see that the trends of $H_2$ fraction with column density are similar in the fiducial and uniform ISRF models. This suggests that the large local variations in stellar flux seen in Fig. 8 with the fiducial model do not have a strong impact on the atomic to molecular transition. This result is consistent with the theoretical studies of Schaye (2004) and Krumholz et al. (2009), who concluded that the transition from $H_1$ to $H_2$ is driven primarily by column density and secondarily by metallicity, with a weaker dependence on the incident radiation field.

Comparing the top and bottom panels of Fig. 16, we find that the no depletion model exhibits higher $H_2$ fractions at low column densities ($\lesssim 10^{21} \, \text{cm}^{-2}$) in high-mass galaxies compared to the fiducial model, resulting in a shallower transition between the atomic and molecular phases. This is due to the increased dust abundance at low densities in the no depletion model. However, at higher column densities the $H_2$ fraction is similar in the two models, as it is dominated by high-density gas for which the dust to metals ratio is identical in both cases.

4.3 Global $H_1$ and $H_2$ properties

In the previous section we studied the $H_2$ fraction along individual lines of sight through each galaxy. We now consider how the total mass of atomic and molecular hydrogen in each galaxy ($M_{HI}$ and $M_{H_2}$, respectively) vary with stellar mass.

![Figure 17. The $H_1$ to stellar mass ratio ($M_{HI}/M_*$; left-hand column) and $H_2$ to stellar mass ratio ($M_{H_2}/M_*$; right-hand column) plotted against stellar mass. The grey symbols show five snapshots from each simulated galaxy at 100 Myr intervals, using the fiducial (top row), uniform ISRF (middle row) and no depletion (bottom row) models. The solid curves show observed median relations from the xGASS (Catinella et al. 2018), MAGMA (Hunt et al. 2020) and xCOLD GASS (Saintonge et al. 2017) surveys. The simulations are in good agreement with observed $H_1$ ratios. While the high-mass simulations also reproduce the median $H_2$ ratios, the simulated dwarf galaxies underpredict the molecular fraction.](Image)
survey, we plot the median H\textsubscript{i} ratios in bins of stellar mass reported in Table 1 of Catinella et al. (2018). For the MAGMA survey, we show median H\textsubscript{i} and H\textsubscript{2} ratios in stellar mass bins from figure 6 of Hunt et al. (2020), together with the ±1\sigma deviations in each bin as indicated by the shaded region. For the xCOLD GASS survey, we show the median H\textsubscript{2} ratios for the whole sample given in Table 6 of Saintonge et al. (2017), where the error bars denote the uncertainty in the median ratio for each bin. The H\textsubscript{2} masses reported in Saintonge et al. (2017) include the contribution from helium, however in our simulations we only show the H\textsubscript{2} mass. We have therefore divided the H\textsubscript{2} masses from Saintonge et al. (2017) by a factor of 1.36 to remove the helium correction. Finally, the coloured data points in Fig. 17 show individual galaxies from the JINGLE (Saintonge et al. 2018), KINGFISH (Kennicutt et al. 2011; Hunt et al. 2019), and HeViCS (Grossi et al. 2016) surveys. As noted in Section 3.4, we multiply the stellar masses from the JINGLE and KINGFISH surveys by 1.06 to convert from the Chabrier et al. (2003) IMF assumed in the observations to the Kroupa (2001) IMF used in the simulations (Speagle et al. 2014). We also applied this conversion to the stellar masses in the xGASS, xCOLD GASS and MAGMA samples, which also assumed a Chabrier et al. (2003) IMF.

The simulated H\textsubscript{i} fractions in the left-hand column of Fig. 17 are in good agreement with the observational data, lying well within the scatter of the observed relations. The simulations reproduce the trend of decreasing \(M_{\text{HI}}/M_{\star}\) with increasing stellar mass, with the H\textsubscript{i} fraction decreasing by approximately 1 dex from m\textsubscript{1e10} to m\textsubscript{1e12}. In the right-hand column of Fig. 17, the H\textsubscript{2} fractions of the high-mass galaxy simulations (\(M_{\text{200, crit}} \geq 3 \times 10^{11} M_{\odot}\), or \(M_{\star} \geq 10^{10} M_{\odot}\)) are close to the observed median relation from Saintonge et al. (2017), except for m\textsubscript{e11}LowGas which exhibits lower H\textsubscript{2} masses due to the lower total gas fraction.

At lower masses, the simulations increasingly appear to underpredict the H\textsubscript{2} mass expected for their stellar mass, with the dwarf galaxies generally lying below the ±1\sigma scatter of the MAGMA sample. However, as the observed molecular masses were derived from CO luminosities, the observational samples are more sensitive to high-H\textsubscript{2} fraction galaxies. For example, the MAGMA sample only includes galaxies that have been detected in CO, while 9 out of the 20 dwarfs in the HeViCS sample are upper limits. We do not account for these selection effects in our simulations, so it is unclear whether these apparent discrepancies are a true failing of the model or arise simply because the handful of dwarf galaxies in our simulated sample would not be included in the observed surveys. There are also uncertainties in converting CO luminosity to H\textsubscript{2} mass (e.g. Bolatto et al. 2013; Chiang 2021), particularly at low metallicities. As the CHIMES chemistry network includes CO, we will explore the relations between CO luminosity and H\textsubscript{2} mass further in a future work.

The apparent discrepancy between simulations and observations in the dwarf galaxies in the right-hand column of Fig. 17 may also seem to contradict the results of Fig. 16, in which we saw that the dwarf galaxy simulations cannot reproduce the very low H\textsubscript{2} fractions seen in many sight lines through the LMC and SMC. However, the LMC and SMC observations from Tumlinson et al. (2002) measure H\textsubscript{2} in absorption rather than from CO emission, and so the observational data sets in Figs. 16 and 17 are subject to different selection effects and may be probing different regimes.

Comparing the three rows in Fig. 17, we find that the total atomic and molecular components are similar in the fiducial, uniform ISRF and no depletion models. This agrees with our results from Section 4.2, in which we saw that the transition from atomic to molecular hydrogen is not strongly affected by the treatment of local versus uniform stellar fluxes, while the inclusion of metal depletion from the gas phase onto dust grains only affects H\textsubscript{2} fractions at low column densities (\(<10^{21} \text{ cm}^{-2}\)) which do not dominate the total molecular mass.

5 EMISSION LINE TRACERS OF THE STAR FORMATION RATE

There are a wide range of observational diagnostics that are commonly used to determine the star formation rate (Kennicutt 1998; Kennicutt & Evans 2012; Davies et al. 2016). As young, massive stars emit predominantly at UV wavelengths, observations of continuum UV emission can measure recent star formation activity, although such observations are sensitive to dust. These can be supplemented with observations of the infrared continuum to account for UV radiation that has been absorbed by dust grains and re-emitted at longer wavelengths. The star formation rate can also be inferred from emission lines produced by species that are photoionised by massive stars. The H\textalpha line is perhaps the most famous example (e.g. Kennicutt et al. 1994), although as it lies at optical wavelengths it is also affected by dust attenuation. Far infrared (FIR) lines from metal ions have also been shown to correlate with the star formation rate (De Looze et al. 2014), and are less sensitive to dust effects. As these observational tracers probe star formation on different time-scales, they can also depend on the recent star formation history in the galaxy (e.g. Sparre et al. 2017; Flores Velázquez et al. 2021).

In this section we study emission line predictions from our simulations and how they correlate with the total star formation rate, which we compare to observed galaxy surveys. The detailed interstellar chemistry modelled in these simulations will be important for calculating these emission lines, as it determines the relative abundances of the ions involved. As the star formation rate is inferred from the emission lines based on how the young stars photoionise the surrounding gas, we would expect that the treatment of the stellar radiation will also play a vital role.

Other studies have explored predictions for line emission from cosmological simulations based on subgrid models (e.g. Hirschmann et al. 2017; Olsen et al. 2021). These approaches have the advantage that they do not need to explicitly resolve the regions that produce the emission, as they are treated in a subgrid fashion, which is particularly important for large-scale simulations of the Universe. However, they rely on assumptions for the structure of the unresolved components, and they do not capture effects of non-equilibrium chemistry. Our simulation predictions in this work do account for the non-equilibrium chemistry, but rely on explicitly resolving the emitting regions, and so they offer a complementary approach to these subgrid models.
5.1 Modelling line emission in post-processing

We calculate the emission lines from our simulations by post-processing the simulation outputs with the publicly available radiative transfer code radmc-3d (Dullemond et al. 2012), which follows the emission, propagation and absorption of spectral lines together with stellar emission and the absorption, scattering and thermal emission from dust grains.

As radmc-3d operates on a grid, we first construct an Adaptive Mesh Refinement (AMR) grid from the particle distribution in the simulation. Each cell is refined until it contains no more than 8 gas and/or star particles. The non-equilibrium ion and molecule abundances of each gas particle, together with the ion-weighted temperatures and velocities, are then projected onto the AMR grid, using the same smoothing kernel as the MFM hydro solver. The star particles are also smoothed and projected onto the grid, split between the eight stellar age bins with spectra shown in Fig. 1.

We include graphite and silicate grains in our radmc-3d calculations. We take the abundance of graphite and silicate grains at solar metallicity from the ‘ISM’ grain abundances in v13.01 of the cloudy photoionisation (Mathis et al. 1977; Ferland et al. 2013), which are typical of the ISM in the Milky Way. For each gas particle we scale these grain abundances by the total metallicity relative to solar (Z/Z⊙). We then scale these by the density-dependent dust to metals ratio predicted by our empirical dust depletion model (DTM/DTM⊙, i.e. the bottom panel of Fig. 2), except for simulations run with the no depletion model for which we assume DTM/DTM⊙ = 1. We thus obtain a dust to gas ratio of 2.4 × 10^{-3}(DTM/DTM⊙)(Z/Z⊙) and 4.0 × 10^{-3}(DTM/DTM⊙)(Z/Z⊙) for graphite and silicate grains, respectively. The dust temperature in each cell of the AMR grid is calculated by radmc-3d using the stellar radiation.

The level populations of ions and molecules in each cell are calculated in radmc-3d from the gas properties and non-equilibrium species abundances. We use the Local Velocity Gradient (LVG) method to calculate the level populations, as this approximates the effects of non-Local Thermodynamic Equilibrium (non-LTE). We use atomic data and collisional excitation rates from the lamda6 (Schöier et al. 2005) and chianti7 (Dere et al. 1997; Landi et al. 2013) databases. The line emissivity in each cell can then be calculated from the level populations. As Hα emission is typically dominated by recombination (which is not accounted for in the calculation of level populations in radmc-3d), we instead calculate the Hα emissivities due to recombination of HⅠ and collisional excitation of HⅠ for each cell in the radmc-3d AMR grid using rates from Raga et al. (2015).

For each emission line we produce a 3D data cube in position-position-velocity space, with velocities spanning ±200 km s^{-1} about the line centre at a spectral resolution of 2 km s^{-1}, and a spatial resolution of 20 pc. We repeat the radmc-3d calculation with emission lines disabled to determine the continuum spectrum from thermal dust emission and starlight, which we subtract from the total emission to obtain the line emission.

---

6 https://home.strw.leidenuniv.nl/~moldata/
7 https://www.chiantidatabase.org

Figure 18. Velocity-integrated maps of the continuum-subtracted FIR line emission from [CⅡ]158 µm (left-hand column) and [OⅢ]88 µm (right-hand column) in the m1e12 simulation run with the fiducial (top row), uniform ISRF (middle row) and no depletion (bottom row) models. These emission lines are noticeably weaker in the uniform ISRF model compared to the fiducial model, particularly for [OⅢ]88 µm, as the uniform ISRF model misses the contribution from HⅠ regions.

5.2 Synthetic emission line predictions

Fig. 18 shows velocity-integrated maps of the continuum-subtracted line emission from the FIR lines [CⅡ]158 µm and [OⅢ]88 µm in the left- and right-hand columns, respectively. The three rows from top to bottom show the m1e12 simulation using the fiducial, uniform ISRF and no depletion models.

In the fiducial model, [CⅡ]158 µm emission is strongest along the spiral arms, but there remains a significant diffuse component in between. In contrast, [OⅢ]88 µm is more strongly concentrated in small, bright regions along the arms, with very little diffuse emission. Comparing these to the image of stellar light and Hα emission in Fig. 5, we find that [OⅢ]88 µm predominantly arises from HⅠ regions around young stars in our simulations. This is unsurprising, as high-energy photons produced by young stars are required to photoionise oxygen to OⅢ.
The $[\text{C}\text{II}]_{158\mu m}$ emission in the uniform ISRF model is somewhat weaker and misses the brightest intensities seen along the spiral arms in the fiducial model, although there is still a significant diffuse component. The difference is more dramatic in $[\text{O}\text{III}]_{88\mu m}$, which is much weaker in the uniform ISRF model, due to the lack of Hii regions in this case.

The $[\text{C}\text{II}]_{158\mu m}$ and $[\text{O}\text{II}]_{88\mu m}$ morphology in the no depletion model, which does include Hii regions, is very similar to the fiducial model. As we will see below, the total luminosity of these lines is stronger with the no depletion model, as the gas-phase abundances of carbon and oxygen are higher when we do not account for the depletion onto dust grains.

To compare our simulation predictions to observations, we calculate the total line luminosity, $L_{\text{line}}$, integrated over the disc of the galaxy. We consider four fine-structure FIR metal lines that are important for metal cooling and have been found observationally to correlate with star formation rate: $[\text{C}\text{II}]_{158\mu m}$, $[\text{O}\text{I}]_{63\mu m}$, $[\text{O}\text{II}]_{88\mu m}$ and $[\text{N}\text{II}]_{122\mu m}$, together with the optical line $H\alpha_{6563\AA}$. These are plotted in Fig. 19 versus the total star formation rate. The grey symbols show the simulation predictions for the fiducial (top row), uniform ISRF (middle row), and no depletion (bottom row) models. We include five snapshots from each simulation, at intervals of 100 Myr. In the simulations, the star formation rate is averaged over the preceding 10 Myr.

The coloured symbols in Fig. 19 show observed line luminosities, with star formation rates derived from continuum measurements, as detailed below. We include FIR emission line measurements from the Herschel Dwarf Galaxy Survey (Cormier et al. 2015) and the galaxies in the Brauher et al. (2008) sample of ISO observations that are identified as starbursts. We take the star formation rates for these samples from De Looze et al. (2014), which were derived from FUV and 24 $\mu$m emission using the calibrations of Kennicutt et al. (2009) and Hao et al. (2011). Measurements of $H\alpha_{6563\AA}$ emission in these galaxies are taken from Gil de Paz et al. (2003), Moustakas & Kennicutt (2006), Kennicutt et al. (2008) and Östlin et al. (2009), where available.

We also show FIR observations of star-forming galaxies and Luminous Infrared Galaxies (LIRGs) from the SHINING survey (Herrera-Camus et al. 2018). We calculate the star formation rates in this sample from the 63 $\mu$m continuum flux density, based on the calibration between the 70 $\mu$m luminosity and star formation rate from Calzetti et al. (2010). At optical wavelengths, we also include $H\alpha_{6563\AA}$ observations from Calzetti et al. (2007) for galaxies selected from the SINGS survey, with star formation rates derived from 24 $\mu$m continuum emission using the calibration from Rieke et al. (2009).

Finally, we show the calibration between $H\alpha_{6563\AA}$ luminosity and star formation rate from Kennicutt & Evans (2012) in the right-hand column (solid lines).

For the observational data we use continuum-derived star formation rates as they are independent from the emission line measurements. However, simple estimators such as these might be subject to uncertainties, for example Utomo et al. (2014) find systematic differences between the star formation rates from UV plus IR estimators compared to those derived from modelling the composite spectral energy distributions with stellar population synthesis models. Any such uncertainties will affect our comparisons to the simulation data, for which we use the true star formation rate.

In the top row of Fig. 19 we see that the fiducial model broadly reproduces the observed correlations between luminosity and star formation rate for these emission lines. There are some deviations between the simulation predictions and the observations though. Most notably, the simulations of the most massive galaxies overpredict the $[\text{O}\text{II}]_{88\mu m}$ luminosity by up to a factor $\approx 2$ compared to observations at the same star formation rate. Furthermore, the dwarf galaxy m1e10 exhibits greater scatter in $[\text{O}\text{II}]_{88\mu m}$ and $[\text{O}\text{I}]_{63\mu m}$, with some snapshots lying up to an order of magnitude below the observations, while other snapshots from m1e10 are close to the observed correlation. Nevertheless, the simulation predictions overall are in reasonably good agreement with the observational data.

In the uniform ISRF model, the $[\text{O}\text{II}]_{88\mu m}$ and $H\alpha_{6563\AA}$ luminosities are up to an order of magnitude lower than in the fiducial model. As noted above, this model does not include the subgrid prescription for Hii regions, which dominate the total emission of these lines in the fiducial model. The decrease in $[\text{C}\text{II}]_{158\mu m}$ and $[\text{O}\text{I}]_{63\mu m}$ luminosities in the uniform ISRF model is more modest. As we saw in Fig. 18, the $[\text{C}\text{II}]_{158\mu m}$ emission includes a significant diffuse component outside Hii regions, which is still present in the uniform ISRF model.

The no depletion model exhibits stronger FIR metal line luminosities, by up to a factor $\approx 2$, compared to the fiducial model. This is due to the increased elemental abundances of carbon, oxygen and nitrogen in the gas phase at fixed total metallicity when we do not account for the depletion of these metals onto dust grains. This leads to increased tension between the simulation predictions and observational data, particularly for the $[\text{O}\text{II}]_{88\mu m}$ luminosity in the most massive galaxies. However, the $H\alpha_{6563\AA}$ luminosity remains unaffected by the model for metal depletion.

Other elements such as iron are depleted more strongly than carbon or oxygen, with the gas phase abundance of iron reduced by two orders of magnitude at high densities (see Fig. 2). We therefore expect dust depletion could have an even greater effect on emission lines from species such as Feii and Feiii (e.g. Osterbrock et al. 1992; Rodríguez 2002; Delgado Inglada et al. 2009). We will explore emission from heavily depleted species such as this in a future work.

In Appendix B we compare the emission line luminosities in the fiducial model from simulations run at different resolutions. While many of these luminosity predictions show good numerical convergence, there are some galaxies for which particular emission lines differ significantly between resolution levels. For example, in m3e10 the luminosities of $[\text{C}\text{II}]_{158\mu m}$, $[\text{O}\text{I}]_{63\mu m}$ and $[\text{N}\text{II}]_{122\mu m}$ increase by up to an order magnitude from standard to high resolution, while the $[\text{C}\text{II}]_{158\mu m}$ luminosity of m1e11 decreases by an order of magnitude from low to standard resolution. However, we do not see any trends of particular emission lines always increasing or decreasing systematically with resolution. It is unclear to what extent these differences may be due to stochastic variations between runs.

The emission line luminosities shown in Fig. 19 were computed using the non-equilibrium ion abundances from the simulations. To study the impact of non-equilibrium chemistry on the predicted luminosities in the fiducial model, we also repeated the radmc-3d calculations from the final snapshot at 500 Myr using ion abundances in chemical equilibrium. The equilibrium abundances were determined by inte-
Figure 19. Total line luminosity ($L_{\text{line}}$) versus total star formation rate (SFR) over the whole galaxy for emission lines used as observational tracers of the SFR. The columns from left to right show [C\text{\textsc{ii}}] 158\,\mu m, [O\text{\textsc{i}}] 63\,\mu m, [O\text{\textsc{iii}}] 88\,\mu m, [N\text{\textsc{ii}}] 122\,\mu m and H\alpha 6563\,\AA. The simulations are shown by grey symbols, with five snapshots at intervals of 100 Myr for each galaxy. The star formation rates in the simulations are averaged over the preceding 10 Myr. The top, middle and bottom rows show simulations with the fiducial, uniform ISRF and no depletion models, respectively. The coloured symbols show observational data from the Herschel Dwarf Galaxy Survey (Cormier et al. 2015) and the starburst galaxies from Brauher et al. (2008), with star formation rates from De Looze et al. (2014) in both cases, together with star-forming galaxies and Luminous Infrared Galaxies (LIRGs) from the SHINING survey (Herrera-Camus et al. 2018) and galaxies from the SINGS survey (Calzetti et al. 2007). We also show the calibration of H\alpha luminosity versus SFR from Kennicutt & Evans (2012) in the right-hand panels (solid lines). The fiducial model broadly reproduces the observed correlations between emission line luminosity and star formation rate.

Table 4. Ratios of emission line luminosities calculated with non-equilibrium and equilibrium abundances, $L_{\text{noneq}}/L_{\text{eqm}}$, at 500 Myr using the fiducial model. Values highlighted in red and blue correspond to an enhancement and reduction, respectively, of the luminosity when non-equilibrium abundances are used.

| Galaxy | [C\text{\textsc{ii}}] 158\,\mu m | [O\text{\textsc{i}}] 63\,\mu m | [O\text{\textsc{iii}}] 88\,\mu m | [N\text{\textsc{ii}}] 122\,\mu m | H\alpha 6563\,\AA |
|--------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|----------------|
| mle10  | 1.08                          | 1.04                          | 1.66                          | 1.00                          | 1.11           |
| m3e10  | 0.93                          | 1.21                          | 1.13                          | 0.75                          | 1.12           |
| mle11  | 1.03                          | 1.20                          | 1.19                          | 1.36                          | 1.29           |
| m3e11  | 1.01                          | 1.25                          | 1.82                          | 0.52                          | 1.80           |
| m3e11\_LowGas | 1.01 | 1.07                          | 2.38                          | 0.49                          | 1.24           |
| m3e11\_hiGas  | 1.01 | 1.09                          | 1.72                          | 0.61                          | 1.17           |
| mle12  | 0.97                          | 1.16                          | 2.16                          | 0.45                          | 1.20           |

Table 4 summarises the ratios of luminosities calculated with non-equilibrium and equilibrium abundances, $L_{\text{noneq}}/L_{\text{eqm}}$, for each of the five emission lines that we considered in Fig. 19. Values highlighted in red indicate where non-equilibrium effects enhance the luminosity, while blue values show where the luminosity is suppressed in non-equilibrium. The ratios in Table 4 were calculated from the final snapshot of each simulation, however they may also vary in time, particularly in the dwarf galaxies which exhibit strong variations in the star formation rate (see Fig. 7).

The luminosity of [O\text{\textsc{iii}}] 88\,\mu m shows the greatest enhancement in non-equilibrium, by up to a factor of 2.38 in m3e11\_LowGas. The photoionisation of O\text{\textsc{ii}} to O\text{\textsc{iii}} requires the presence of high energy photons (>35 eV) produced by young, massive stars. This emission line is therefore particularly sensitive to short time-scale variations in the local star formation rate, which could drive these non-equilibrium effects. In contrast, [N\text{\textsc{ii}}] 122\,\mu m typically exhibits a lower luminosity in most of our simulations when we use...
non-equilibrium abundances, by up to a factor of 0.45 in m1e12. The [CI]$_{158\mu m}$ luminosity is least affected by the non-equilibrium chemistry, differing by less than 10 per cent compared to equilibrium in all of our simulations with the fiducial model.

6 CONCLUSIONS

We have presented a suite of simulations of isolated disc galaxies ranging from dwarfs to Milky Way-mass, with a mass resolution of 400 $M_\odot$ per particle, and structural properties initially set according to observed scaling relations at redshift zero. These simulations combine the FIRE-2 subgrid galaxy formation models with the CHIMES non-equilibrium chemistry and cooling module.

In our fiducial model, we coupled the chemical reaction network to the local stellar fluxes computed from star particles using the approximate LEBHON radiative transfer method. This method assumes that the absorption of stellar radiation occurs locally around the star particle producing the radiation and around the receiving gas particle. We also implemented an empirical density-dependent model for the depletion of metals from the gas phase onto dust grains, based on observed depletion factors. We then repeated each simulation with two model variations. First, we replaced the local stellar fluxes with a spatially uniform interstellar radiation field normalised according to the star formation rate surface density of the galaxy disc, which we averaged over the preceding 10 Myr (the uniform ISRF model). Second, we applied a constant dust to metals ratio and disabled the depletion of metals from the gas phase due to dust grains (the no depletion model).

By comparing these model variations to the fiducial runs, we explored the impact of local stellar fluxes and metal depletion on the non-equilibrium chemistry, and resulting observational diagnostics, of the ISM. We particularly focus on observations of the H$_i$ to H$_2$ transition and emission line tracers of the star formation rate. Our main results are as follows:

(i) Dwarf galaxies run with the uniform ISRF model exhibit stronger outflows, resulting in disc gas fractions up to 30 per cent lower than the fiducial model, which may be due to the lack of HII region feedback in the uniform ISRF runs, while the total mass of stars formed over 500 Myr is up to 27 per cent higher with the uniform ISRF model. In contrast, the model variations have little effect on the total star formation rates and disc gas fractions in galaxies with halo masses $M_{200, \text{crit}} \gtrsim 10^{11} M_\odot$ (see Fig. 7).

(ii) Non-equilibrium effects can lead to strong enhancement and suppression of H$_i$ and H$_2$ abundances in certain regions of density-temperature space. At densities $n_{H} \sim 0.1 \text{ cm}^{-3}$ and temperatures $T \sim 10^4$ K the H$_2$ abundance is enhanced by more than 3 orders of magnitude compared to chemical equilibrium, due to recent heating of cold, dense gas that has had insufficient time to fully destroy the molecules. This may have important consequences for predictions of infrared emission lines produced by rovibrational transitions of H$_2$ at these temperatures. In contrast, the non-equilibrium H$_2$ fraction is suppressed by up to an order of magnitude at $n_{H} \sim 1-10 \text{ cm}^{-3}$, $T \lesssim 100$ K and $n_{H} \sim 100 \text{ cm}^{-3}$, $T \sim 100-10^4$ K, with a corresponding enhancement in H$_i$. This may be due to recently cooling gas that has had insufficient time to fully form molecules (Fig. 14).

(iii) Compared to the fiducial model, the m1e12 simulation run with a uniform ISRF produces less intermediate-temperature ($10^3 < T < 10^4$ K) gas at $n_{H} \gtrsim 10^3 \text{ cm}^{-3}$, due to the lack of HII regions, and more intermediate-temperature H$_2$ gas at $n_{H} \lesssim 10^3 \text{ cm}^{-3}$. Meanwhile, the no depletion model enhances the low-temperature ($T \lesssim 10^3$ K) H$_i$ component at $n_{H} \lesssim 10^3 \text{ cm}^{-3}$, due to an increase in metal cooling (Fig. 15).

(iv) Our simulation predictions for the H$_2$ fraction versus total neutral hydrogen column density in high-mass galaxies ($M_{200, \text{crit}} \gtrsim 3 \times 10^{11} M_\odot$) broadly overlap with absorption line observations in the Milky Way (Gillmon et al. 2006; Shull et al. 2021). However, our dwarf galaxy simulations can only reproduce the highest H$_2$ fractions observed by Tumlinson et al. (2002) in the LMC and SMC (Fig. 16).

(v) The ratio of total H$_i$ to total stellar mass as a function of stellar mass in our simulations is in good agreement with observations. However, while the simulated H$_2$ to stellar mass fractions agree with observations at high stellar masses ($M_\star \gtrsim 10^7 M_\odot$), our dwarf galaxy simulations underpredict the observations by $\sim 1-2$ orders of magnitude (Fig. 17). This may be due to selection effects in the observational samples.

(vi) In our fiducial model, [CI]$_{158\mu m}$ emission in m1e12 is brightest along the spiral arms, but with a significant diffuse component from inter-arm regions. The [OIII]$_{88\mu m}$ line is more strongly concentrated in compact regions along the spiral arms, with very little diffuse emission, as it is produced mostly within the Strömgren radii of young stars. The morphology of the [OIII]$_{88\mu m}$ emission differs dramatically in the uniform ISRF model, which lacks these HII regions, but the C$_i$ emission still retains the diffuse component in this case (Fig. 18).

(vii) The fiducial model broadly reproduces observed correlations between line luminosity and star formation rate for the emission lines [CI]$_{158\mu m}$, [OIII]$_{88\mu m}$, [NII]$_{122\mu m}$ and H$_\alpha_{6563\AA}$ (Fig. 19). The most significant deviation between our simulation predictions and observations is for the [OIII]$_{88\mu m}$ line, which is overpredicted by up to a factor $\approx 2$ in the simulations of the most massive galaxies in our sample. The line luminosities are lower in the uniform ISRF model, by up to an order of magnitude for [OIII]$_{88\mu m}$ and H$_\alpha_{6563\AA}$, due to the lack of HII regions. The no depletion model predicts up to a factor $\approx 2$ higher luminosities for the FIR metal lines due to the increase in gas-phase metal abundances, but H$_\alpha_{6563\AA}$ is unaffected. Non-equilibrium effects enhance the luminosity of [OIII]$_{88\mu m}$ in our fiducial model by up to a factor of 2.38, while the [NII]$_{122\mu m}$ luminosity is typically suppressed by up to a factor of 0.45. In contrast, [CI]$_{158\mu m}$ differs by less than 10 per cent when comparing luminosities calculated with non-equilibrium and equilibrium abundances.

We have thus shown that the treatment of local stellar fluxes and depletion of metals onto dust grains affects the synthetic emission line predictions from our simulations, particularly for lines commonly used as star formation rate tracers. In the case of stellar radiation, this is primarily because we need to capture the irradiation of HII regions within the Strömgren radius surrounding young stars, as these regions contribute to, and in many cases dominate, the emission from
these lines. Correctly accounting for metal depletion is important as it reduces the gas-phase abundance of metal species available to produce line emission.

However, the local stellar fluxes and metal depletion generally have little impact on the overall galaxy evolution, for example in terms of total star formation rate, except in the case of dwarf galaxies. In Richings & Schaye (2016) we compared simulations of isolated galaxies run using spatially uniform radiation fields with constant normalisations of different strengths. We found that weaker radiation fields led to higher star formation rates and stronger galactic outflows, as they enabled more gas to cool to the cold, star-forming ISM phase. We therefore conclude that the evolution of the galaxy depends on the average strength of the interstellar radiation field throughout the galactic disk, but is not sensitive to local variations of stellar fluxes within the disk, although this conclusion may depend on the subgrid treatment of star formation and stellar feedback employed in the simulation. It may also depend on the treatment of radiative transfer, as the assumption of local extinction in the LEBRON method may lead to an overestimate of the importance of distant sources as the intervening extinction is not fully accounted for.

While we have only focussed on a handful of comparisons between the simulations and observations in this paper, the detailed chemical modelling in this simulation suite will enable us to make predictions for many additional observational diagnostics, such as FIR line deficits, nebular emission line ratios from individual star-forming regions, and emission line tracers of molecular gas. We will explore these aspects further in future works.
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APPENDIX A: CALIBRATION OF ESCAPE FRACTION PARAMETERS

As discussed in Section 2.2.1, our model for local stellar fluxes contains two free parameters, the escape fractions of FUV and EUV radiation from H\textsc{ii} regions. These parameters determine how much radiation from star particles can propagate beyond the surrounding Strömgren radius around the star and contribute to the diffuse interstellar radiation field. To understand how the resulting stellar fluxes depend on these parameters, we repeated the m3e11 simulations with FUV and EUV escape fractions varied independently between 0.005 and 0.5.

Fig. A1 shows the median (solid curves) and tenth to ninetieth percentile (shaded regions) fluxes in the FUV (left-hand panel) and EUV (right-hand panel) bands, plotted against the star formation rate surface density averaged over the whole disc in the preceding 10 Myr ($\Sigma_{\text{SFR, disc}}$). As we saw in Fig. 9, the fluxes scale linearly with $\Sigma_{\text{SFR, disc}}$. However, the normalisation increases with increasing escape fraction, as more radiation propagates into the diffuse component.

The dotted lines in Fig. A1 indicate a linear scaling normalised to the flux of the interstellar radiation field of the Milky Way in the local solar neighbourhood (Black 1987) at $\Sigma_{\text{SFR, MW}} = 4 \times 10^{-3} M_\odot \text{kpc}^{-2}$ (Robertson & Kravtsov 2008). For our fiducial model, we therefore chose escape fractions of 0.1 and 0.05 in the FUV and EUV bands, respectively, as these best reproduce the normalisation expected from observations of the radiation field in the Milky Way.

APPENDIX B: VARIATIONS IN NUMERICAL RESOLUTION

To test the numerical convergence of our results we repeated some of our simulations with different resolutions. Our main runs use baryonic and dark matter particle masses of $m_{\text{b}} = 400 M_\odot$ and $m_{\text{DM}} = 1910 M_\odot$, respectively. The gravitational softening of gas particles is adaptive and set to a minimum of 0.08 pc. This results in a softening length of...
The solid curves show the median flux of all gas particles in the galaxy disc that lie outside (\(\Sigma_{\text{SFR, disc}}\)) in m3e11_lowRes08. The dotted lines show a linear scaling between the flux and \(\Sigma_{\text{SFR, disc}}\) normalised to Milky Way values. In both panels, we see that the strength of the stellar radiation increases with increasing escape fraction. We therefore choose escape fractions of 0.1 and 0.05 in the FUV and EUV bands, respectively, to match the Milky Way scaling.

At high resolution, the evolution of star formation rate and disc gas fraction in m3e10 is much closer to those at standard resolution, although this may simply reflect stochastic variations between runs due to the bursty nature of star formation in this regime.

Figure A1. Flux of diffuse stellar radiation in the FUV (left-hand panel) and EUV (right-hand panel) bands versus the star formation rate surface density averaged over the disc of the galaxy (\(\Sigma_{\text{SFR, disc}}\)) in m3e11_lowRes08. The black dotted lines show a linear scaling between the flux and \(\Sigma_{\text{SFR, disc}}\) normalised to Milky Way values. In both panels, we see that the strength of the stellar radiation increases with increasing escape fraction. We therefore choose escape fractions of 0.1 and 0.05 in the FUV and EUV bands, respectively, to match the Milky Way scaling.

2.2 pc at the star formation density threshold \(n_H = 10^3\, \text{cm}^{-3}\). The star and dark matter particles use constant gravitational softenings of 1.6 pc and 2.8 pc, respectively. We then repeated the five galaxy models with varying halo mass using 8 times lower mass resolution and gravitational softenings increased by a factor of 2. We also repeated the m3e10 dwarf galaxy with 8 times higher mass resolution and gravitational softenings reduced by a factor of 2. See Table 3 for a summary of the simulation parameters. The simulations at lower and higher resolution were only run using the fiducial model.

Fig. B1 shows the evolution of star formation rate (top panel) and disc gas mass fraction (bottom panel), calculated as in Fig. 7, comparing simulations run at low (dashed lines), standard (solid lines), and high (dotted lines) resolution. In the dwarf galaxies (m1e10 and m3e10) we see large differences in the gas fraction between the low and standard resolution runs. This might be due to the bursty nature of star formation in this regime (e.g. Faucher-Giguère 2018), as dwarf galaxies can easily lose a significant proportion of their gas content via outflows driven by stellar feedback after periods of intense star formation, which must then be re-accreted before further star formation can continue. The differences we see here may therefore simply reflect stochastic variations between runs.

These differences in the gas evolution of dwarf galaxies between low and standard resolution may also be caused by the difficulty in setting up the initial conditions in a stable disc configuration. As described in Section 3.1, we first run each galaxy model for an initial 300 Myr settling in period, during which the supernova feedback time-scales have been reduced. This enables the gas to settle into a stable disc, without an initial burst of star formation destroying the gas disc altogether. The simulation snapshot after 300 Myr is then used as the initial conditions for the main run with the full CHIMES chemistry model, and so the evolution shown in Fig. B1 starts from this point and does not include the initial settling in period. However, we see that the gas fraction at time \(t = 0\) Myr in m1e10 at low resolution (10 per cent) is much less than at standard resolution (60 per cent). This indicates that the initial gas disc in m1e10 at low resolution was disrupted during the initial settling in phase, and then re-accretes onto the galaxy over the following 200 Myr.

At high resolution, the evolution of star formation rate and disc gas fraction in m3e10 is much closer to those at standard resolution, although the high resolution run retains higher gas fractions by up to \(\approx 10\) per cent. However, for the high resolution run we used the snapshot from the standard resolution simulation after the 300 Myr settling in period and increased the resolution by splitting each particle into eight, to avoid the computational expense of re-running the initial 300 Myr period again at higher resolution. This is why the high resolution run starts from the same gas fraction at
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Figure B1. Star formation rate in the galaxy disc averaged over the preceding 10 Myr (top panel) and gas mass fraction in the galaxy disc (bottom panel), plotted versus time. The dashed, solid and dotted line styles show simulations run at low, standard and high resolution, respectively, while the line colours indicate the different galaxies. The dwarf galaxies exhibit different evolutions of star formation rate and gas fraction particularly between low and standard resolution, although this may simply reflect stochastic variations between runs due to the bursty nature of star formation in this regime.
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converged, however these differences are smaller than those seen in the dwarf galaxies.

In Fig. B4 we compare the emission line luminosity versus star formation rate relation, as in Fig. 19, for simulations run at low (blue symbols), standard (grey symbols) and high (pink symbols) resolution. The observational data, shown by the remaining symbols, are described in Section 5.2.

In many cases the emission line predictions show good agreement between the different resolutions. However, there are several examples where this is not the case. In m3e10, the high resolution run exhibits luminosities of [CII]158µm, [OI]63µm and [NII]122µm that are up to an order of magnitude higher than those at low and standard resolution. While the star formation rate in the high resolution run is also somewhat higher, this does not fully account for the increased luminosities of these three lines as the high resolution predictions lie above the observational data, in contrast to the low and standard resolution runs which are broadly in agreement with observations. The Hα6563Å luminosity is also higher in the high resolution run of m3e10, however this appears to be primarily due to the increased star formation run, as the high resolution predictions still follow the relation expected from observations in this case.

In the high-mass galaxies, m3e11 and m1e12, the largest discrepancies can be seen in the [CIII]158µm luminosity, which is up to a factor ≈4 times higher at standard resolution than at low resolution, despite the star formation rate being unchanged. In contrast, the [CII]158µm luminosity in m1e11 decreases by an order of magnitude from low to standard resolution. The luminosities of the other emission lines show better agreement between the low and standard resolution runs in the high-mass galaxies.

Thus while some galaxies do exhibit significant differences in some of the emission lines between resolution levels, there is no systematic trend of particular emission lines increasing or decreasing in luminosity with numerical resolution for all galaxies. It is therefore unclear to what extent these differences might be driven, at least partially, by stochastic variations between runs. Extending our sample of galaxy models would help reduce these uncertainties.