SCATTERING FROM INFINITY OF THE MAXWELL KLEIN GORDON EQUATIONS IN LORENZ GAUGE

LILI HE

Abstract. We prove global existence backwards from the scattering data posed at infinity for the Maxwell Klein Gordon equations in Lorenz gauge satisfying the weak null condition. The asymptotics of the solutions to the Maxwell Klein Gordon equations in Lorenz gauge were shown to be wave like at null infinity and homogeneous towards timelike infinity in [3] and expressed in terms of radiation fields, and thus our scattering data will be given in the form of radiation fields in the backward problem. We give a refinement of the asymptotics results in [3], and then making use of this refinement, we find a global solution which attains the prescribed scattering data at infinity. Our result corresponds to “existence of scattering states” in the scattering theory. Our work starts from the approach in [22] and is more delicate since it involves nonlinearities with fewer derivatives. The method of proof relies on a suitable construction of the approximate solution from the scattering data, a weighted conformal Morawetz energy estimate and a spacetime version of Hardy inequality.
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1. Introduction

In this paper we study the backward problem for the Maxwell Klein Gordon (MKG) equations on $\mathbb{R}^{1+3}$. The MKG equations describe the interaction between an electromagnetic field represented by a two form $F_{\alpha\beta}$ and a complex-valued scalar field $\phi$, and read

\begin{equation}
D^\alpha D_\alpha \phi = 0
\end{equation}

\begin{equation}
\partial^3 F_{\alpha\beta} = J_\alpha
\end{equation}

where $D_\alpha = \partial_\alpha + iA_\alpha$ is the covariant derivative corresponding to a real-valued gauge potential $A_\alpha$ which represents the electromagnetic field $F_{\alpha\beta} = \partial_\alpha A_\beta - \partial_\beta A_\alpha$. To complete the coupling of $F$ and $\phi$, the current is defined as $J_\alpha = \Im(\phi D_0 \phi)$ where $\Im(z)$ denotes the imaginary part of $z$, and satisfies the conservation law $\partial^\alpha J_\alpha = 0$. Here we write $\partial_\alpha = \partial/\partial x^\alpha$, $x^0 = t$, $\partial_0 = \partial_t$ and use the Einstein summation convention with Greek indices $\mu, \nu, \ldots$ summed from 0 to 3, and lower case Roman indices $j, k, \ldots$ summed from 1 to 3. Indices are raised and lowered using the Minkowski metric $m = \text{diag}(-1, 1, 1, 1)$.

The charge of these equations is given by

\begin{equation}
q = \int_{\mathbb{R}^3} J_0 \, dx = \int_{\mathbb{R}^3} \Im(\phi D_0 \phi) \, dx.
\end{equation}

It is easy to verify that the charge is conserved.

We can rewrite the equations (1.1) in the unknowns $\phi$ and $A_\alpha$ as

\begin{equation}
\Box \phi = -2iA^\alpha \partial_\alpha \phi + A^\alpha A_\alpha \phi - i\lambda \phi
\end{equation}

\begin{equation}
\Box A_\alpha = -J_\alpha + \partial_\alpha \lambda
\end{equation}
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where \( \Box = \partial^2 + \Delta \) and \( \lambda = \partial^2 A_\alpha \). The system of equations (1.3) does not uniquely determine \( \phi \) and \( A \). In fact, MKG system is invariant under the gauge transformation

\[
\phi \to \tilde{\phi} = e^{i\psi} \phi, \quad A_{\alpha} \to \tilde{A}_{\alpha} = A_{\alpha} - \partial_\alpha \psi
\]

for any real-valued function \( \psi \). In other words, if \((\phi, A_{\alpha})\) satisfies (1.3), then so does \((\tilde{\phi}, \tilde{A}_{\alpha})\). Thus, we have gauge freedom, that is, we may stipulate a condition that the gauge potential should satisfy. In this work we fix the gauge by imposing the Lorenz gauge condition

\[
\lambda = \partial^2 A_\alpha = 0. \quad (1.4)
\]

Now we define the reduced MKG equations to be

\[
\Box \phi = -2i A^\alpha \partial_\alpha \phi + A_\alpha \partial_\phi \\
\Box A_\alpha = -J_\alpha. \quad (1.5)
\]

Then we note that if the Lorenz gauge condition (1.4) holds, the MKG equations (1.3) become the reduced MKG equations (1.5) which is a system of nonlinear wave equations. A key observation is that if \((\phi, A)\) solves (1.5), then \(\lambda\) satisfies a wave equation

\[
\Box \lambda = |\phi|^2 \lambda. \quad (1.6)
\]

In view of (1.6), we see that if the solution to (1.5) satisfies the Lorenz gauge condition (1.4) at \( t = 0 \), then (1.4) holds for all times.

For the study of global existence for MKG equations, first the pioneering works \([8,9]\) of Eardly-Moncrief established the global existence result for the Yang-Mills-Higgs equations with sufficiently smooth initial data. Later the result was refined by Klainerman-Machedon in \([14]\) for the MKG equations with finite energy.

In this paper, we focus on the scattering theory for MKG equations in Lorenz gauge (1.5). In scattering theory for (1.5), once we formulate a suitable notion of scattering data, we shall ask the following questions

(i) **Existence of scattering states:** for every scattering data, does there exist a global solution to (1.5) which has the given scattering data?

(ii) **Uniqueness of scattering states:** must two global solutions corresponding to the same scattering data be the same?

(iii) **Asymptotic completeness:** do the above solutions determined by scattering data include all the global solutions to (1.5)?

We refer to \([29,36,37]\) for a general introduction to scattering theory.

In \([3]\) Candy-Kaufman-Lindblad formulated a suitable notion of scattering data in terms of radiation field and gave an affirmative answer to question (iii) for small initial data solution. They showed that (1.5) satisfies the weak null condition of Lindblad-Rodnianski \([19,21]\) and established the detailed asymptotics of the field and the gauge potential. These asymptotics have two parts and can be expressed by the scattering data, one wave like along outgoing light cones at null infinity, and one homogeneous inside the light cone at timelike infinity, and the charge imposes an oscillating factor in the asymptotic behavior for the scalar field.

In this work, we first establish a refinement of the asymptotics obtained in \([3]\). Then making use of the asymptotics of the new form, we answer question (i) in the affirmative for small scattering data. One inspiration for our work is the work of Lindblad-Schluh \([22]\) where they studied the backward problem for models of Einstein equations by finding a solution that has the asymptotics of the form given in \([18]\).

### 1.1. Statement of the main results

To state our main theorem, we first define some necessary notations and review the asymptotics results in \([3]\). We use the Cartesian coordinates \(\{x^0 = t, x^1, x^2, x^3\}\) of Minkowski space as well as the null coordinates

\[
q = r - t, \quad p = r + t.
\]

We define a null frame \(\{L, L_e, e_1, e_2\}\) as

\[
L = \partial_t + \partial_x = \partial_t + \omega^i \partial_i = L^\mu \partial_\mu, \quad L_e = \partial_t - \partial_x = \partial_t - \omega^i \partial_i = L^\mu \partial_\mu, \quad \epsilon_B = \omega_B^\mu \partial_\mu \quad (1.7)
\]

where \( r = |x|, \omega^i = x^i / r \) and \(\{e_B\}_{B=1,2}\) is an orthonormal basis on each sphere in \(\mathbb{R}_r^2\) for constant \( t \). The null decomposition of the gauge potential \( A_\alpha \) can be expressed as follows

\[
A_L = L^\mu A_\mu, \quad A_L = L^\mu A_\mu, \quad A_{\epsilon_B} = \omega^\mu_B A_\mu.
\]
1.1.1. Asymptotics Results. In [3] the asymptotic system, which was introduced by Hörmander in [12] to study finite time blow-up and later used by Lindblad in [17] to study the global solutions of nonlinear wave equations, was obtained by plugging the expansion

\[ \phi(t, r\omega) \sim e^{i\Phi_0(q, s, \omega)} + A_\alpha(t, r\omega) + \frac{\varepsilon A_\alpha(q, s, \omega)}{r} \quad \text{where} \quad s = \varepsilon \ln r, \quad \omega = x/r. \]

into (1.3) and equating the powers of order $\varepsilon^2/r^2$

\[
\begin{align*}
\partial_s \partial_q A_\alpha &= -\frac{L_\alpha}{2} \Im(\Phi_0 \partial_q \Phi_0) \\
\partial_s \partial_q \Phi_0 &= -i A_L \partial_q \Phi_0. 
\end{align*}
\]

(1.8)

It was shown in [3] that the equations (1.5) satisfy the weak null condition since the corresponding asymptotic system given above has a global solution and the solution together with its derivatives grows at most exponentially in $s$. It was then proved that in the Lorenz gauge if the initial data $(\phi, D_\eta \phi, A_\eta, \partial_\eta A_\eta) |_{t=0}$ lies in a weighted Sobolev space, then for each $q \in \mathbb{R}$, $\omega = x/r \in S^2$, the scalar field is asymptotically

\[ \phi(t, r\omega) \sim e^{-i\Phi_0 \ln(1 \pm r)} \frac{\Phi(q, \omega)}{r} \quad \text{where} \quad |\Phi| \leq \varepsilon \langle q \rangle^{-\gamma} \]  

(1.9)

for some $1/2 < \gamma < 1$, $0 < \varepsilon \ll 1$ and is concentrated close to the light cone $t-r$ constant. And asymptotically the null decomposition of the gauge potential is

\[
\begin{align*}
A_L(t, r\omega) &\sim \frac{q}{4\pi r} \\
A_{EB}(t, r\omega) &\sim \frac{A_{EB}(q, \omega)}{r} \\
A_L(t, r\omega) &\sim \frac{1}{2r} \ln \left( \frac{t+r}{t-r} \right) \int_q^\infty J_L(\eta, \omega) \, d\eta + \frac{A_L(q, \omega)}{r},
\end{align*}
\]

where

\[ |A_{EB}|, |A_L| \leq \varepsilon \langle q \rangle^{-\gamma}, \quad J_L = -2\Im(\Phi(q, \omega) \partial_\eta \Phi(q, \omega)) \]

with $\langle q \rangle = (1 + q^2)^{1/2}$, $q_+ = \max\{q, 0\}$. Here we notice that the radiation field for the gauge potential does not decay in the interior of the light cone. To obtain more precise asymptotic behavior, Candy-Kauffman-Lindblad in [3] subtracted a better approximation using the formulas from [16] and thus concluded that asymptotically the gauge potential is

\[
A_\alpha(t, r\omega) \sim A_\alpha(q, \omega) \left( \frac{t+r}{t-r} \right) + \frac{K_\alpha(q, \omega)}{(t+r)}.
\]

(1.10)

Here, $A_\alpha$ is concentrated close to the light cones $r-t$ constant, and $K_\alpha$ is homogeneous of degree zero with a logarithmic loss close to the light cone. More precisely, we have

\[
|A_\alpha(q, \omega)| \leq \varepsilon \langle q \rangle^{-\gamma}, \\
|K_\alpha(q, \omega, s)| \leq \varepsilon^2 \ln |s|.
\]

(1.11)

$A_\alpha$ is the radiation field for the free wave operator. $K_\alpha$ has two parts, the backscattering of the wave operator with the quadratic source term $J_\eta$, and a term coming from the long range effect of the charge $q$. In particular, in the wave zone $|t-r| \ll t+r$

\[
A_\alpha(t, r\omega) \sim \frac{A_\alpha(q, \omega)}{(t+r)} + \frac{1}{2r} \ln \left( \frac{t+r}{t-r} \right) \int_q^\infty J_\alpha(\eta, \omega) \, d\eta + \frac{q}{4\pi r} \chi_{\text{ex}}(q) \delta_{a0}
\]

(1.12)

where $J_\alpha(q, \omega) = L_\alpha(\omega) \Im(\Phi(q, \omega) \partial_\eta \Phi(q, \omega))$, $\chi_{\text{ex}}$ is a smooth cutoff such that $\chi_{\text{ex}}(q) = 1$ if $q \geq 1$, and $\chi_{\text{ex}}(q) = 0$ if $q \leq 1/2$. We notice that the integral in the second term of the right-hand side in (1.12) does not decay in the interior and we cannot use the weighted conformal Morawetz energy estimate to estimate it. So we have to subtract off a leading term in the interior.

In [3], it was also shown that at timelike infinity in the interior, say $|x| < t$, we have given $y \in \mathbb{R}^3$ with $|y| < 1$

\[ A_\alpha(t, ty) \sim \frac{1}{4\pi t} \int_{-\infty}^\infty \int_{S^2} \frac{J_\alpha(\eta, \sigma)}{1 - \langle y, \sigma \rangle} \, dS(\sigma) \, d\eta. \]

(1.13)
Then by re-examining the proof of asymptotics of $A_\alpha$ \((1.13)\) at timelike infinity in \([3]\), we refine the asymptotics for $A_\alpha$ in the interior wave zone, see Proposition 3.2. In fact, combining \((1.13)\) and our refinement, we conclude that the asymptotics of $A_\alpha$ take the form

$$A_\alpha(t, r\omega) \sim \frac{A_\alpha}{r} + \frac{1}{2r} \ln \frac{(t + r)}{(t - r)} \int_q^\infty J_\alpha(\eta, \omega) \, d\eta + \frac{q}{4\pi r} \chi_{ex}(q) \delta_{a0} \quad \text{at null infinity with } q \geq -1,$$

$$A_\alpha(t, r\omega) - \frac{1}{4\pi} \int_\infty^\infty \int_{S^2} J_\alpha(\eta, \omega) \, dS(\sigma) \, d\eta$$

$$\sim \frac{A_\alpha}{r} - \frac{1}{2r} \ln \frac{(t + r)}{(t - r)} \int_q^\infty J_\alpha(\eta, \omega) \, d\eta \quad \text{at interior null infinity } q \leq -1,$$

$$A_\alpha(t, ty) \sim \frac{1}{4\pi} \int_\infty^\infty \int_{S^2} J_\alpha(\eta, \omega) \, dS(\sigma) \, d\eta \quad \text{if } t \gg r.$$  

Combining \((1.14)\) and \((1.15)\), we find that after subtracting a leading term in the interior, $A_\alpha$ has asymptotics at null infinity in the sense that the radiation field and the logarithm term have decay in $q$ both in the exterior and interior. Then we may express the asymptotics of $A_\alpha$ after subtracting a leading term in the interior in a smoothed out version in the wave zone

$$A_\alpha(t, r\omega) - \frac{1}{4\pi} \int_\infty^\infty \int_{S^2} J_\alpha(\eta, \omega) \, dS(\sigma) \, dq \chi_{in}(q)$$

$$\sim \frac{A_\alpha(q, \omega)}{r} - \frac{1}{2r} \ln \frac{(t + r)}{(t - r)} \int_q^\infty J_\alpha(\eta, \omega) \, d\eta \chi_{in}(q)$$

$$+ \left( \frac{1}{2r} \ln \frac{(t + r)}{(t - r)} \right) \int_q^\infty J_\alpha(\eta, \omega) \, d\eta \left(1 - \chi_{in}(q)\right) + \frac{q}{4\pi r} \chi_{ex}(q) \delta_{a0}.$$  

where $\chi_{in}$ is a smooth cutoff such that $\chi_{in}(q) = 1$ if $q \leq -1$, and $\chi_{in}(q) = 0$ if $q \geq -1/2$. Here the smoothed version of the asymptotics \((1.17)\) at null infinity depends on the cutoff $\chi_{in}$. This is not a big deal as this ambiguity just amounts to a radiation field with sufficient decay in $q$.

1.1.2. Asymptotic Lorenz gauge condition. Another key conclusion in \([3]\) is that asymptotically the Lorenz gauge condition can be written as

$$\partial_q (rA_L) \sim 0$$

at null infinity. More rigorously, in view of \((1.9)\) and \((1.17)\), we see that in the wave zone every set of asymptotics $(\phi_{asy}, A_{\alpha,asy})$ of the solution to the MKG equations \((1.9)\) is expressed in terms of a radiation filed set $(\Phi, A_\alpha)$, which is exactly the scattering data we impose in the backward problem, as follows

$$\phi_{asy} = e^{-\frac{E}{\Phi} \ln r} \frac{\Phi(q, \omega)}{r},$$

$$A_{\alpha,asy} = \frac{1}{4\pi} \int_\infty^\infty \int_{S^2} J_\alpha(\eta, \omega) \, dS(\sigma) \, dq \chi_{in}(q) + \text{the right-hand side of } (1.17).$$

Since we discuss the asymptotic form of the Lorenz condition, we focus on the region where $r$ is large and do not need to worry about the singularity of $1/r$ at $r = 0$. In fact, we say that a radiation filed set $(\Phi, A_\alpha)$ satisfies the \textit{asymptotic Lorenz gauge condition} if modulo the terms of order $O(r^{-2} \ln r)$, it holds true for the corresponding asymptotics $(\phi_{asy}, A_{\alpha,asy})$ that

$$\partial_q^2 A_{\alpha,asy}(r - q, r\omega) = 0. \quad (1.19)$$

for each $q$ and sufficient large $r$. Thus the radiation fields cannot be specified freely and they must satisfy the \textit{asymptotic Lorenz gauge condition}.

To capture the decay of the scattering data which is given in terms of radiation fields, we define the following norm for any radiation field $F(q, \omega)$

$$\|F\|_{N, \infty, \gamma} := \sup_{|\alpha| + k \leq N} \sup_{\eta \in \mathbb{R}, \omega \in S^2} \sup_{j} \left| \langle q \rangle^{j} \partial_q^{k} F(q, \omega) \right| \langle q \rangle^{\gamma} \quad (1.20)$$

for some positive integer $N$ and constant $1/2 < \gamma < 1$. 

\[\text{\textcopyright LILI HE}\]
1.1.3. Statement of the main theorem. For the backward problem we simply give a scattering data in terms of a radiation field set \((\Phi, A_\alpha)\) satisfying the asymptotic Lorenz gauge condition and a smallness condition in the sense of norm defined in (1.20). Then we construct an approximate solution \((\phi_{\text{app}}, A_{\alpha,\text{app}})\) (see Subsection 1.3.3) associated to \((\Phi, A_\alpha)\) such that \((\phi_{\text{app}}, A_{\alpha,\text{app}})\) coincides with the given asymptotics \(1.18\) in the wave zone and with \(1.19\) in the far interior for sufficiently large time \(t\). We then show that there is an exact solution \((\phi, A_\alpha)\) to the equations \(1.3\) which is asymptotically the same as \((\phi_{\text{app}}, A_{\alpha,\text{app}})\) when \(t \to \infty\). In our analysis, we apply the energy estimates to the remainders

\[
u = \phi - \phi_{\text{app}}, \quad \nu_\alpha = A_\alpha - A_{\alpha,\text{app}}.
\]

We are ready to state the main theorem of this paper.

**Theorem 1.1** (Main theorem). Let \(N \geq 7\) with \(N \in \mathbb{N}\), and let \(\gamma, \mu\) be given such that \(1/2 < \gamma < 1\), \(\mu > 0\) and \(\mu < \gamma - 1/2\). Let \((\Phi(q, \omega), A_0(q, \omega), A_1(q, \omega), A_2(q, \omega), A_3(q, \omega))\) be a radiation field set (scattering data) and define the charge to be the value

\[
q = \int_{-\infty}^{\infty} \int_{S^2} J_0(q, \omega) \, dS(\omega) \, dq = \int_{-\infty}^{\infty} \int_{S^2} -3(\Phi(q, \omega) \overline{\partial_q \Phi(q, \omega)}) \, dS(\omega) \, dq.
\]

(1.21)

Then there exists a small absolute constant \(\varepsilon_0\), which depends on \(N, \gamma, \mu\), such that for any radiation field set \((\Phi, A_\alpha)\) given above which satisfies the asymptotic Lorenz gauge condition (see the detail in Proposition 3.7) and smallness condition

\[
\varepsilon := \|\Phi\|_{N, \infty, \gamma} + \sum_{\alpha=0}^{3} \|A_\alpha\|_{N, \infty, \gamma} \leq \varepsilon_0,
\]

there exists a global solution \((\phi, A_\alpha)\) to the equations \(1.3\) with asymptotics \(1.18\) at null infinity and \(1.19\) at far interior timelike infinity and satisfying the Lorenz gauge condition (see the detail in Proposition 3.7) and solution hold:

(i) The remainders satisfy the energy bounds

\[
\|w^* Z^I u\|_{L^2(\Sigma_t)} + \|w^* Z^I v_\alpha\|_{L^2(\Sigma_t)} \leq C \varepsilon (t)^{-\frac{\gamma}{2} + \frac{\mu}{4} + \frac{1}{4}} \quad \text{for} \quad |I| \leq N - 4
\]

(1.22)

where

\[
w(q) = \begin{cases} 
1 + (1 + |q|)^\mu, & q = r - t < 0 \\
1 + (1 + |q|)^{-\gamma + \frac{1}{4}}, & q = r - t \geq 0
\end{cases}
\]

(ii) The remainders satisfy the pointwise estimates

\[
|w^* Z^I u| + |w^* Z^I v_\alpha| \leq C \varepsilon (t + r)^{-1} (t - r)^{-\frac{\gamma}{2}} (t)^{-\frac{\gamma}{2} + \frac{\mu}{4} + \frac{1}{4}} \quad \text{for} \quad |I| \leq N - 6
\]

(1.23)

where \(Z \in \{\partial_\nu, x_\nu \partial_\nu - x_\nu \partial_\mu, t \partial_t + r \partial_r\}\) and the constant \(C\) depends only on \(N, \gamma, \mu\).

**Remark 1.2.** We note that the asymptotics of \(A_\alpha\) at timelike infinity and \(\phi\) at null infinity were established in [2]. In this work, we shall give a refinement of the asymptotics of \(A_\alpha\) at null infinity \(1.17\), especially at interior null infinity. (see Proposition 3.2 and Remark 3.5)

**Remark 1.3.** We define \(q\) to be \(q = \int_{\mathbb{R}^3} \mathcal{S}(\phi_0 \phi_1) \, dx\) with \((\phi_0, \phi_1) = (\phi, D_t \phi)|_{t=0}\) in the forward problem. However, here \(q\) is defined as in \(1.21\) in terms of the radiation field instead of the scalar field itself. See the rationale for the definition \(1.21\) in Proposition 3.7.

1.2. Related works. The investigation of the long time dynamics of the solutions to the MKG equations originates in the work of Choquet-Bruhat and Christodoulou in [4] where they applied the conformal compactification method under the assumption of zero charge. Decay estimates for the linear Maxwell field and Yang-Mills equations were obtained in the work of [5] and [30] respectively. The pointwise decay property of global solutions to \(1.1\) for small initial data with nonzero charge was proved in Lindblad-Sterbenz [23] after the outline Shu provided in [31]. A simpler proof was later given by Bieri-Miao-Shahshahani in [2]. Recently, the decay of the solutions to \(1.1\) with large initial data was studied in [35, 40]. Regarding the long time dynamics of solutions to the massive MKG equations, we refer the reader to [10, 15, 27, 28] and references therein.

The scattering problem for MKG equations was recently studied by Tadjanskas. He showed in [33] the existence of a bounded invertible scattering operator for the MKG equations in de Sitter spacetime by
exploiting the conformal compactification method. However, this work cannot be extended to the Minkowski space as the charge will cause a long range effect on the asymptotic behavior of the solutions.

There are some previous results on the scattering problem for some other nonlinear dispersive and hyperbolic equations. In [11], Flato-Simon-Taflin proved the existence of the modified wave operators for Maxwell-Dirac equations in 1 + 3 dimensions. In [23][24], Lindblad-Soffer studied the scattering for one dimensional nonlinear Klein Gordon equation and one dimensional nonlinear Schrödinger equation respectively by constructing approximate solutions at infinity. In [34,35], Wang considered the radiation field for Einstein vacuum equation in harmonic gauge in higher dimensions using conformal compactification method. However, the three spatial dimension case is more delicate since the mass has a long range effect and there is an additional logarithmic leading term for some metric component. Lindblad-Schlue [22] studied the backward problem for models of Einstein equations finding a solution that has the asymptotics of the form given in [18].

A scattering theory construction on dynamical vacuum black holes was given in [6]. A scattering theory for the wave equation on Kerr black hole exteriors and extremal Reissner-Nordström was established in [7] and [1] respectively. In [41], Yu proved the existence of the modified wave operators for a scalar quasilinear wave equation satisfying the weak null condition.

1.3. Sketch of the proof.

1.3.1. Discussion of the difficulties. First we discuss the main difficulty in our analysis. In view of (1.8), we consider the following simplified model

\[
\begin{align*}
\Box \psi &= 0, \\
\Box \phi &= 2i\psi \partial_t \phi, \\
\Box \varphi &= -2\Im(\phi \partial_t \phi),
\end{align*}
\]  

(1.24)

which has a similar weak null structure as MKG equations in Lorenz gauge.

This model is different from that studied in [22] whose form is \(\Box \psi = Q(\partial \psi, \partial \phi), \Box \phi = \tilde{Q}(\partial \phi, \partial \varphi), \Box \varphi = (\partial_t \psi)^2\), where \(Q\) and \(\tilde{Q}\) are two null forms. First, since the quadratic nonlinearities in the model considered in [22] only depend on the derivatives, they can be put in the standard energy norm \(\int |\partial \psi|^2 + |\partial \phi|^2 + |\partial \varphi|^2.\) However, our model (1.24) contains the dangerous terms \(2i\psi \partial_t \phi\) and \(-2\Im(\phi \partial_t \phi)\) where \(\psi\) and \(\phi\) cannot be placed in the standard energy norm due to the lack a derivative \(\partial\). Second, as we observe in the forward problem, we have \(|\psi|, |\phi|, |\varphi| \sim \langle t \rangle^{-1}\) in the far interior region \(t > 2r\). Then when we consider these two models in the region \(t > 2r\), for our model (1.24), both the left-hand side and the right-hand side decay at the rate of \(\langle t \rangle^{-3}\) because the derivative decreases the order of decay rate. However, for the model in [22], the left-hand side decays like \(\langle t \rangle^{-3}\) while the right-hand side has the decay rate \(\langle t \rangle^{-4}\). Therefore, the nonlinearities in the model in [22] give us more room as far as decay in the interior.

1.3.2. The charge \(q\). In the forward problem, it was observed that the asymptotics of \(rA_L\) close to the light cone is \(\frac{\chi}{4\pi r}\). On the other hand it can also be deduced from the asymptotics for the wave equation with a quadratic source term given by \(3(\Phi \partial_q \Phi)\). Therefore we expect that there is a relation between \(q\) and \(3(\Phi \partial_q \Phi)\). In fact, this relation is given by (1.21) which we will prove rigorously in Proposition 3.1.

1.3.3. Construction of the approximate solution. First, we need to take into account the asymptotic Lorenz gauge condition. In fact, we derive an ODE that the radiation field set \((\Phi, A_q)\) should satisfy

\[
\partial_q \left( L^o(\omega) A_q(q, \omega) + \frac{q}{4\pi} \chi_{in}(q) + \frac{q}{4\pi} \chi_{ex}(q) \right) = 0.
\]  

(1.25)

See Proposition 5.7 for the derivation of this ODE.
Next, in view of \(1.18\), and \(1.16\), we construct \((\phi_{app}, A_{a,app})\) as

\[
\phi_{app}(t, r\omega) = e^{-i\frac{4}{3}\ln r} \frac{\Phi(q, \omega)}{r} \chi \left( \frac{q}{r} \right)
\]

\[
A_{a,app}(t, r\omega) = \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{S^2} \frac{J_0(\eta, \omega)}{t-r(\omega, \sigma)} dS(\sigma) d\eta \chi_{ex} \left( \frac{t}{12} \right) \chi_{in}(q)
\]

\[
- \frac{1}{2r} \ln \left( \frac{t-r}{r} \right) \int_{-\infty}^{\infty} J_0(\eta, \omega) d\eta \chi \left( \frac{q}{r} \right) \chi_{in}(q)
\]

\[
+ \frac{1}{2r} \ln \left( \frac{t-r}{r} \right) \int_{-\infty}^{\infty} J_0(\eta, \omega) d\eta \chi \left( \frac{q}{r} \right) \left( 1 - \chi_{in}(q) \right)
\]

\[
+ \frac{q}{4\pi r} \delta_{\alpha 0} \chi_{ex}(q) + \frac{A_0(q)}{r} \chi \left( \frac{q}{r} \right).
\]

Here \(\chi(s) = 1\) when \(s \leq 1/2\) and \(\chi(s) = 0\) when \(s \geq 3/4\), which is used to localize in the wave zone, away from the origin. Indeed this is a “good approximate solution” in the sense that module terms of order \(O(r^{-3} \ln r)\), \((\phi_{app}, A_{a,app})\) solves the reduced MKG equations \(1.5\), i.e.

\[
\square \phi_{app} \sim -2i A_{a,app} \partial_\alpha \phi_{app} + A_{a,app}^2 A_{a,app} \phi_{app}
\]

\[
\square A_{a,app} \sim -\Im(\phi_{app} \partial_\alpha \phi_{app}) + |\phi_{app}|^2 A_{a,app}.
\]

**Remark 1.4.** The equation \((1.29)\) for \(A_{a}\) implies that \(A_{L,app} = \frac{\partial}{4\pi r} + O(r^{-2} \ln r)\), which coincides with the asymptotics of \(A_L\) in \(13\).

**Remark 1.5.** Observing the first term in the construction of \(A_{a,app}\), we find that there is no singularity at \(r = 0\) when the derivative falls on the integral term, however, if the derivative falls on the cutoff \(\chi_{in}(q)\), \(\frac{1}{r}\) is generated which leads to a singularity at \(r = 0\). Therefore, we use the cutoff \(\chi_{ex}(\frac{t}{12})\) to remove the singularity at \(r = 0\).

1.3.4. Reduced MKG equations. Next, we expect to find a sequence of exact solutions \((\phi_T, A_{aT})\) that take the form \((\phi_T, A_{aT}) = (\phi_{app} + u T, A_{a,app} + v T)\) to the reduced MKG equations \(1.5\). To this end we consider the following equations for \((u T, v T)\) with trivial data at \(t = 2T\)

\[
\square u = \tilde{\chi} \left( \frac{t}{T} \right) \left( -2i A^\alpha \partial_\alpha \phi + A^\alpha A_{a} \phi - \square \phi_{app} \right)
\]

\[
\square v_T = \tilde{\chi} \left( \frac{t}{T} \right) \left( -J_\alpha - \square A_{a,app} \right), \quad J_\alpha = \Im(\phi \partial_\alpha + iA_\alpha)\phi
\]

where \(\tilde{\chi}\) is a smooth cutoff such that \(\tilde{\chi}(s) = 1\) when \(s \leq 1\), and \(\tilde{\chi}(s) = 0\) when \(s \geq 2\). Clearly, \((\phi_T, A_{aT}) = (\phi_{app} + u T, A_{a,app} + v T)\) is an exact solution to the reduced MKG equations \(1.5\) when \(t \leq T\). In Section \(4.10\), we show that \((1.29)\) has a solution \((u T, v T)\) for \(t \leq 2T\) and that the limit \((u, v) = \lim_{t \to \infty} (u T, v T)\) exists in the energy norm used in this work. In this way we obtain a global solution \((\phi, A_{a}) = (\phi_{app} + u, A_{a,app} + v)\) to the reduced MKG equations \(1.5\) which is asymptotically the same as \((\phi_{app}, A_{a,app})\) when \(t \to \infty\), in the sense that the energy norm of \((u, v)\) approaches 0 as \(t \to \infty\).

**Remark 1.6.** If we solve the backward problem for the reduced MKG equations \(1.5\) directly, we face the obstacle that while \((u T, v_T)\) has trivial data at \(t = 2T\), this does not hold for \((Z^1 u_T, Z^1 v_T)\) for \(|I| \geq 1\). Here we introduce the cutoff \(\tilde{\chi}\) to overcome this problem.

1.3.5. Weighted conformal Morawetz energy estimate in backward direction. We establish a backward version of weighted conformal Morawetz energy estimate in Proposition \(2.2\)

\[
E^w[\varphi](t_1) + \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{1}{r} L(r \varphi)^2 |w'| dx dt \leq E^w[\varphi](t_2) + \int_{t_1}^{t_2} \int_{\Sigma_t} \Re \left( \frac{2}{r} \mathcal{K}_0(r \varphi) \overline{\varphi} \varphi \right) w dx dt
\]

where \(\mathcal{K}_0 = (t + r)^2 L + (t - r)^2 L)/2\),

\[
E^w[\varphi](t) = \frac{1}{2} \int_{\Sigma_t} \left( (t + r)^2 + (t - r)^2 \right) L(r \varphi)^2 + \left( (t + r)^2 + (t - r)^2 \right) |\varphi|^2 + \left( (t - r)^2 \right) \frac{1}{r} L(r \varphi)^2 \right) w dx
\]

with the weight \(w = w(q)\) defined such that \(w' \leq 0\). This energy estimate \((1.29)\) has two advantages: first since \(\int_{|I| \leq 1} |Z^1 \varphi| w dx \leq E^w[\varphi](t)\) (see Proposition \(2.4\)), \(\varphi\) can be put in \(E^w[\varphi](t)\); second, due to the
weight, an additional spacetime integral is generated in the left-hand side in (1.29), which plays a crucial role in our analysis.

The energy estimate (1.29) is a generalization of the classical conformal Morawetz estimate in (26). We remark that there were other variants of the classical conformal Morawetz estimate. Lindblad-Sterbenz introduced in (25) a weighted fractional Morawetz estimate in the forward direction. In (22), Lindblad-Schlue established the fractional Morawetz estimate in the backward direction.

1.3.6. Estimates for the main error terms. Now we explain how we deal with the difficulty we discussed in Subsubsection 1.3.1. Here we only display the treatment of the most delicate error terms in the energy estimate. For simplicity, we consider the equation for $v_\alpha$ as an example and $u$ can be handled in an analogous way. In view of (1.27) and (1.28), we think of the equation for $v_\alpha$ as

$$\square v_\alpha = -\Im(u\partial_\alpha \phi_{app}) - \Im(\phi_{app} \partial_\alpha u) + \cdots \quad (1.30)$$

Then we commutate the vector fields $Z$ through the equation (1.30) and apply (1.29) to the following equations

$$\square Z^I v_\alpha = - \sum_{|I| \leq |J|} c_J Z^I (\Im(u\partial_\alpha \phi_{app})) - \sum_{|I| \leq |J|} c_J Z^I (\Im(\phi_{app} \partial_\alpha u)) + \cdots = B + C + \cdots \quad (1.31)$$

where $c_J$ are constants for all $|I| \leq N - 3$. Owing to $|\partial \varphi| \lesssim (t-r)^{-1} \sum_{|I| \leq 1} |Z^I \varphi|$ and $|Z^I \phi_{app}| \lesssim \varepsilon (t-r)^{-1}(t-r)^{-\gamma}$ for all $J$ which is from (1.20), we see that

$$|B| + |C| \lesssim \frac{1}{(t-r)} \sum_{|K| \leq |I|+1} |Z^I \phi_{app}||Z^K u| \lesssim \frac{\varepsilon}{(t+r)} \frac{1}{(t-r)^{1+\gamma}} \sum_{|K| \leq |I|+1} |Z^K u| \lesssim \frac{\varepsilon}{(t+r)} \frac{1}{(t-r)^{1+\gamma}} \sum_{|K| \leq |I|+1} |Z^K u|.$$

First we deal with the component $((t-r)^2 L) / 2$ in the multiplier $K_0$. We have

$$\int_{t_1}^{t_2} \int_{\Sigma_t} \Re\left(\frac{(t-r)^2}{r} L(r Z^I v_\alpha) B + C\right) w \, dx \, dt \lesssim \varepsilon \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t-r)}{r} L(r Z^I v_\alpha) \sum_{|K| \leq |I|+1} |Z^K u| \frac{w \, dx \, dt}{(t+r)}$$

$$\lesssim \sum_{|K| \leq |I|+1} \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t-r)}{r^2} [L(r Z^I v_\alpha)]^2 + |Z^K u|^2 \frac{\varepsilon}{(t+r)(t-r)^{1+\gamma}} \frac{w \, dx \, dt}{(t+r)}$$

$$\lesssim \int_{t_1}^{t_2} \varepsilon \left(E^w[|Z^I v_\alpha|(t)] + E^w[|Z^I u|(t)] \right) \frac{dt}{(t)}$$

where we use $\sum_{|I| \leq 1} \int Z^I \varphi \, w \, dx \lesssim E^w[|\varphi|(t)]$ (see Proposition 2.3) in the last step.

The treatment of $((t+r)^2 L) / 2$ component needs more delicate analysis. We rewrite the term $C$ in the right-hand side of (1.31) as

$$C = -\Im(\phi_{app} \partial_\alpha Z^I u) + \left(\Im(\phi_{app} \partial_\alpha Z^I u) - \sum_{|I| \leq |J|} c_J Z^I (\Im(\phi_{app} \partial_\alpha u))\right) = C_1 + C_2.$$

Therefore, the highest order term $\Im(\phi_{app} \partial_\alpha Z^I u)$ only occurs in $C_1$. For the terms $B$ and $C_2$, we have the following estimate

$$|B| + |C_2| \lesssim \frac{1}{(t-r)} \sum_{|K| \leq |I|, |J|+|K| \leq |I|+1} |Z^I \phi_{app}||Z^K u| \lesssim \frac{\varepsilon}{(t+r)(t-r)^{1+\gamma}} \sum_{|K| \leq |I|} |Z^K u| \lesssim \frac{\varepsilon}{(t+r)(t-r)^{1+\gamma}} \sum_{|K| \leq |I|} |Z^K u|. \quad (1.32)$$

Since $Z^I u = \partial_\alpha Z^I u = 0$ for all $J$, we are able to use a spacetime version of Hardy inequality (see Lemma 2.24): if $\varphi = \partial_\alpha \varphi = 0$,

$$\int_{t_1}^{t_2} \int_{\Sigma_t} |\varphi|^2 |w'| \, dx \, dt \lesssim \int_{t_1}^{t_2} \int_{\Sigma_t} (t+r)^2 \frac{1}{r} L(r \varphi)|^2 |w'| \, dx \, dt \quad (1.33)$$
to obtain
\[
\int_{t_1}^{t_2} \int_{\Sigma_t} \Re \left( \frac{(t + r)^2}{r} L(rZ^I v_\alpha) B + C_2 \right) w \, dx \, dt
\]
\[
\lesssim \varepsilon \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t + r)^2}{r} |L(rZ^I v_\alpha)| \sum_{|K| \leq |I|} \frac{|Z^K u|}{(t - r)^{1 + \gamma}} w \, dx \, dt
\]
\[
\lesssim \varepsilon \int_{t_1}^{t_2} \int_{\Sigma_t} \sum_{|K| \leq |I|} \frac{(t + r)^2}{r^2} (|L(rZ^I v_\alpha)|^2 + |Z^K u|)^2 |w'| \, dx \, dt
\]
\[
\lesssim \varepsilon \int_{t_1}^{t_2} \int_{\Sigma_t} \sum_{|K| \leq |I|} \frac{(t + r)^2}{r^2} (|L(rZ^I v_\alpha)|^2 + |L(rZ^K u)|^2) |w'| \, dx \, dt.
\]

where we use $|w(t - r)^{-1-\gamma}| \lesssim |w'|$ in the second step and (1.33) in the last step.

It remains to consider the term $C_1$. We rewrite
\[
\partial_\alpha Z^I u = L_\alpha(\omega) \partial_\alpha Z^I u - \frac{L_\alpha(\omega)}{2} L Z^I u + \omega^B e_B(Z^I u).
\]

We are only concerned about the principal term $\partial_\alpha Z^I \varphi$ because the other terms have good derivatives $L, e_B$ and we have $|L \varphi| + |e_B(\varphi)| \lesssim (t + r)^{-1} \sum_{|I| \leq 1} |Z^I \varphi|$. Then we are left with estimating
\[
\int_{t_1}^{t_2} \int_{\Sigma_t} -\frac{(t + r)^2}{r} L(rZ^I v_\alpha) L_\alpha(\omega) \Im(\phi_{app} \partial_q Z^I u) \, dx \, dt.
\]

In order to handle this, we integrate by parts with respect to the $q$ direction to transfer $\partial_q$ from $\partial_q Z^I u$ to $L(rZ^I v_\alpha)$. Since $\Box \varphi = 2r^{-1} \partial_q L(r \varphi) + r^{-2} \Delta_\omega \varphi = 2r^{-1} \partial_q L(r \varphi) + (r^{-2} \sum_{i,j=1}^3 \Omega_{ij}^2 \varphi)/2$, we find that
\[
\int_{t_1}^{t_2} \int_{\Sigma_t} -\frac{(t + r)^2}{r} L(rZ^I v_\alpha) L_\alpha(\omega) \Im(\phi_{app} \partial_q Z^I u) \, dx \, dt
\]
\[
= \frac{1}{2} \int_{t_1}^{t_2} \int_{\Sigma_t} (t + r)^2 \Box(Z^I v_\alpha) L_\alpha(\omega) \Im(\phi_{app} Z^I u) \, dx \, dt
\]
\[
- \int_{t_1}^{t_2} \int_{\Sigma_t} (t + r)^2 \frac{1}{4r^2} \left( \sum_{i,j=1}^3 \Omega_{ij}^2 Z^I v_\alpha \right) L_\alpha(\omega) \Im(\phi_{app} Z^I u) \, dx \, dt + \cdots.
\]

For the second integral in the right-hand side above, we do integration by parts with respect to the spatial variables to move one angular rotation vector field $\Omega_{ij}$ from $\Omega_{ij}^2 Z^I v_\alpha$ to the other terms and then we are able to control it by $\varepsilon \int_{t_1}^{t_2} (t - r)^{-1} (E^w[Z^I v_\alpha](t) + E^w[Z^I u](t)) \, dt$. It remains to estimate the first integral in the right-hand side above. We insert the equation for $\Box Z^I v_\alpha$ into the integral and again we are only concerned about the principal term $-L_\alpha(\omega) \Im(\phi_{app} \partial_q Z^I u)$ in $\Box Z^I v_\alpha$ because the other terms can be controlled by using the spacetime version of Hardy inequality (1.33) as before. In this way we obtain
\[
- \frac{1}{2} \int_{t_1}^{t_2} \int_{\Sigma_t} (t + r)^2 L_\alpha^2(\omega) \Im(\phi_{app} \partial_q Z^I u) \Im(\phi_{app} Z^I u) \, dx \, dt
\]
\[
= \frac{1}{8} \int_{t_1}^{t_2} \int_{\Sigma_t} (t + r)^2 L_\alpha^2(\omega) \left( \frac{\phi_{app}^2}{2} \partial_q(Z^I u)^2 - |\phi_{app}|^2 \partial_q |Z^I u|^2 + \frac{\phi_{app}^2}{2} \partial_q(Z^I u)^2 \right) \, dx \, dt.
\]

Integrating by parts in $q$ direction again yields
\[
- \frac{1}{8} \int_{t_1}^{t_2} \int_{\Sigma_t} (t + r)^2 L_\alpha^2(\omega) \left( (Z^I u)^2 \partial_q(\frac{\phi_{app}^2}{2}) - |Z^I u|^2 \partial_q |\phi_{app}|^2 + (Z^I u)^2 \partial_q(\frac{\phi_{app}^2}{2}) \right) \, dx \, dt + \cdots. \quad (1.34)
\]

Then we are in the position to use the spacetime version of Hardy inequality (1.33) again to estimate the leading term in (1.34). Our conclusion then follows by using a standard bootstrap argument.
1.3.7. MKG equations. Finally in Section 5 we prove that the global solution to the backward problem for the reduced MKG equations (1.5) is indeed a solution to MKG equations (1.3) provided that the radiation set \((\Phi, A_\alpha)\) satisfies the asymptotic Lorenz gauge condition. Thanks to the key observation that \(\lambda = \partial^\alpha A_\alpha\) satisfies the wave equation (1.6), given the solution \((\phi_T, A_{\alpha T})\) to the reduced MKG equations (1.5) for \(t \leq T\) we conclude for \(Z^I\lambda_T\) with \(|I| \leq 1\) that uniformly in \((t, x)\)

\[
\sum_{|I| \leq 1} |Z^I\lambda_T(t, x)| \to 0 \quad \text{as} \quad T \to \infty,
\]

from which our conclusion follows.
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2. Preliminaries

In this section we first introduce the basic notations and identities in Subsection 2.1. Then we derive a backward version of weighted conformal Morawetz energy estimate in Subsection 2.2. Finally we establish a spacetime version of Hardy inequality and a weighted Klainerman-Sobolev inequality in Subsection 2.3.

2.1. Notation and conventions. For nonnegative \(A, B\), we write \(A \lesssim B\) or \(A = \mathcal{O}(B)\) if \(A \leq CB\) for some universal positive constant \(C\). We write \(A \sim B\) if \(A \lesssim B\) and \(B \lesssim A\). We use the notation \(\lesssim_\nu\) or \(C_\nu\) to indicate that the constant depends on a parameter \(\nu\). The exact values of all constants in this paper may vary from line to line. Moreover, we use the Japanese brackets notation \(\langle a \rangle = (1 + a^2)^{1/2}\) and we denote by \(\partial_i\) the spatial angular components of \(\partial\).

We can write the usual translation invariant frame \(\{\partial_a\}\) in terms of the null frame defined in (1.7) as follows

\[
\partial_a = -\frac{L}{2} L - \frac{L}{2} L + \omega_a e_B,
\]

where \(\omega_a^B = e_B(x^a) = \omega_a^B\), which follows from the formula

\[
\omega_a^B = \langle \partial_a, e_B \rangle = da^\alpha(e_B) = e_B(x^a).
\]

Also we note that

\[
\omega_a^B \omega_a^B = \omega_a e_B^a = 0, \quad \omega_a^B \omega_a^D = \delta_a^D, \quad \omega_a^B \omega_b^D = \delta_a^D - \omega_a^D.
\]

Similarly, we can write the gauge potential \(A_\alpha\) in terms of its null decomposition

\[
A_\alpha = -\frac{L}{2} A_L - \frac{L}{2} A_L + \omega_a^B A_e B.
\]

We use the following vector fields in this work

\[
\partial_a, \quad \Omega_{ij} = x_i \partial_j - x_j \partial_i, \quad \Omega_{0i} = t \partial_i + x_i \partial_t, \quad S = t \partial_t + r \partial_r,
\]

\[
\overline{K}_0 = \frac{1 + (t + r)^2}{2} L + \frac{1 + (t - r)^2}{2} L.
\]

\(\partial_a, \Omega_{ij}, \Omega_{0i}\) and \(S\) will be used as commutators, while \(\overline{K}_0\) will be served as our multiplier. We let \(Z\) be any of the commutator vector fields here and in the sequel. For any multiindex \(I\) with length \(|I|\), let \(Z^I\) denote the product of \(|I|\) such commutator vector fields. Moreover, by a sum over \(I = J + K\) we mean a sum over all possible order preserving partitions of the ordered multiindex into two ordered multiindex \(J\) and \(K\), that is, if \(I = (i_1, \ldots, i_k)\), then \(J = (i_1, \ldots, i_n)\) and \(K = (i_{n+1}, \ldots, i_k)\), where \(i_1, \ldots, i_k\) is any reordering of the integers \(1, \ldots, k\) such that \(i_1 < \ldots < i_n\) and \(i_{n+1} < \ldots < i_k\). Then we have Leibniz’s rule

\[
Z^I(fg) = \sum_{J + K = I} Z^J f Z^K g.
\]

We define the tangential derivatives \(\overline{\partial}\) to be either the \(\partial_p\) or the angular derivatives \(\partial_i\), and we have the following expressions for the tangential derivatives in terms of the commutator vector fields

\[
\partial_p = \frac{1}{2} L = \frac{S + \omega_i \partial_i}{2(t + r)}, \quad \overline{\partial}_i = \partial_i - \omega_i \partial_r = \frac{\omega^j \Omega_{ij}}{r} = \frac{-\omega_i \omega_j \Omega_{ij} + \Omega_{0i}}{t}.
\]
We have the following identities
\[ \frac{\partial}{\partial t} = -\frac{L}{2} - \frac{L_0}{2} + \omega_a e_B, \quad \Omega_{ij} = (x_j \omega^B_i - x_i \omega^B_j) e_B, \]
\[ \Omega_{0i} = \frac{\omega_i}{2} (t + r) L - (t - r) L + t \omega^B e_B, \quad S = \frac{1}{2} ((t + r) L + (t - r) L). \tag{2.7} \]

In this paper, we repeatedly use the following commutation identities
\[
\begin{align*}
\{ [\square, Z] = 0, & \quad \text{if } Z = \partial_\alpha, \Omega_{ij}, \Omega_{0i}, \quad \{ \square, S \} = 2\square, \\
\{ \partial_\alpha, Z \} = 0, & \quad \{ S, \partial_\alpha \} = -\partial_\alpha, \quad \{ L, \partial_0 \} = [L, \partial_0] = [e_B, \partial_0] = 0, \\
\{ \Omega_{0i}, \partial_\alpha \} = -\delta_{0i} \partial_\alpha - \delta_{i0} \partial_\alpha, & \quad \{ \Omega_{ij}, \partial_\alpha \} = \delta_{j\alpha} \partial_i - \delta_{i\alpha} \partial_j, \\
\{ L, \partial_i \} = \omega^B_i [L, e_B] = -\frac{\omega_i}{r} e_B, & \\
\{ L, \partial_0 \} = \omega^B_0 [L, e_B] = \frac{\omega_0}{r} e_B, \\
\{ e_B, \partial_i \} = \frac{\omega^B_i}{2r} (L - L) - \omega^B T^D e_D, & \\
\{ L, \Omega_{ij} \} = -[L, \Omega_{ij}] = 0, \\
\{ e_B, \Omega_{ij} \} = e_B (\Omega^D_{ij}) e_D + \Omega^D_{ij} [e_B, e_D], & \\
\{ L, \Omega_{0i} \} = \omega_i L + \frac{r - t}{r} \omega^D e_D, \\
\{ L, \Omega_{00} \} = -\omega_0 L + \frac{t + r}{r} \omega^D e_D, \\
\{ e_B, \Omega_{00} \} = \frac{\omega^B_0}{2r} ((t + r) L + (t - r) L) - t \omega^B T^D e_D, \quad & \\
\{ L, S \} = L, \quad \{ L, S \} = L, \quad \{ e_A, S \} = 0.
\end{align*}
\]

Here, \( T^D_{BE} \) denotes the Christoffel symbol of the sphere.

Finally, we record a pointwise estimate on partial derivatives

**Lemma 2.1.** For any function \( f \), we have the estimate
\[ (1 + t + r) |\partial f| + (1 + |t - r|) |\partial f| \leq C \sum_{|\ell| = 1} |Z^\ell f|. \tag{2.9} \]

2.2. **Energy estimates.** In this subsection we derive a weighted conformal Morawetz energy estimate for the backward problem for the equation
\[ \square \varphi = F. \tag{2.10} \]

where \( \varphi \) and \( F \) are complex-valued functions.

We define the weighted conformal energy at time slice \( \Sigma_t = \{(x^0, x^1, x^2, x^3) \mid x^0 = t\} \)
\[
E^w[\varphi](t) := \frac{1}{2} \int_{\Sigma_t} \left( (t + r)^2 \frac{1}{r} L(r \varphi)^2 + (t + r)^2 + (t - r)^2 \right) |\varphi|^2 + (t - r)^2 \frac{1}{r} L(r \varphi)^2 \right) w \, dx. \tag{2.11} \]

Now we state the weighted conformal Morawetz energy estimate we will use in this work

**Proposition 2.2.** Let \( \varphi \) be a solution to the equation \((2.10)\) with \( \lim_{|x| \to \infty} |x|^{3/2} \varphi(t, x) w(q)^{1/2} = 0 \), and let \( E^w[\varphi](t) \) be defined by \((2.11)\). Then for \( t_1 \leq t_2 \),
\[
E^w[\varphi](t_1) = E^w[\varphi](t_2) + \int_{t_1}^{t_2} \int_{\Sigma_t} \Re \left( \frac{2}{r} \nabla_0 \varphi \nabla_0 F \right) w \, dx dt \\
+ \int_{t_1}^{t_2} \int_{\Sigma_t} \left( (t + r)^2 \frac{1}{r} L(r \varphi)^2 + (t - r)^2 \right) w' \, dx dt 	ag{2.12} \]

where \( w = w(q) \) is an arbitrary function of \( q = r - t \).
Proof. Let $Q_{\alpha\beta}$ be the energy momentum tensor for the linear wave equation (2.10)

$$Q_{\alpha\beta} = \Re(\partial_{\alpha}\varphi\overline{\partial_{\beta}\varphi}) - \frac{1}{2} m_{\alpha\beta}\partial^{\gamma}\varphi\partial_{\gamma}\varphi.$$ 

We use the conformal killing vector field $\overline{K}_0$ as defined in (2.21) whose deformation tensor is given by

$$\overline{K}_0\pi^{\alpha\beta} = \partial^{\alpha}\overline{K}_0 - \partial^{\beta}\overline{K}_0 = 4tm^{\alpha\beta}. \tag{2.13}$$

We now form a momentum density associated with the vector field $\overline{K}_0$ and the extra weight $w$

$$P_{\alpha} = (Q_{\alpha\beta}\overline{K}_0^{\beta} + 2t\Re(\varphi\overline{\partial_\alpha\varphi}) - \frac{1}{4}\partial_\alpha(4t)|\varphi|^2)w(q). \tag{2.14}$$

Now, calculating the spacetime divergence of the quantity (2.14) we have that

$$\partial^\alpha P_{\alpha} = (\partial^\alpha Q_{\alpha\beta}\overline{K}_0^{\beta} + \frac{1}{2} Q_{\alpha\beta}\overline{K}_0\pi^{\alpha\beta} + 2t\partial^\alpha\varphi\overline{\partial_\alpha\varphi} + 2t\Re(\varphi\overline{\varphi}) )w(q)$$

$$+ (\Re(Q_0, L) + 2t\Re(\varphi\overline{\varphi}) - |\varphi|^2)w'(q)$$

$$= (\Re(Q_0, \varphi\overline{\varphi}) + 2t\Re(\varphi\overline{\varphi}) )w(q) + (Q_0, L) + 2t\Re(\varphi\overline{\varphi}) - |\varphi|^2)w'(q) \tag{2.15}$$

Integrating both sides of (2.15) over the time slabs $\{t_1 \leq t \leq t_2\}$ and applying the Stokes theorem we arrive at

$$\int_{\Sigma_{t_1}} P_0 dx = \int_{\Sigma_{t_2}} P_0 dx + \int_{t_1}^{t_2} \int_{\Sigma_{t}} \left( \Re(\overline{K}_0, r\varphi\overline{\varphi})w(q) + (Q_0, L) + 2t\Re(\varphi\overline{\varphi}) - |\varphi|^2)w'(q) \right) dx dt. \tag{2.16}$$

In order to proceed, we calculate each term in (2.16) individually.

For the flux term $P_0 = (Q_0, \partial_t + 2t\Re(\varphi\overline{\partial_t\varphi}) - |\varphi|^2)w(q)$, we have

$$Q_0, \partial_t = \frac{1}{4}(t + r)^2|L\varphi|^2 + \frac{1}{4}(t + r)^2 + (t - r)^2)|\partial_t\varphi|^2 + \frac{1}{4}(t - r)^2|L\varphi|^2.$$ 

We also note that

$$2t\Re(\varphi\overline{\partial_t\varphi}) = \frac{(t + r)^2 - (t - r)^2}{2r}\Re(\varphi\overline{\varphi})$$

$$= \frac{(t + r)^2}{2r}\Re(\varphi\overline{\varphi}) - \frac{(t - r)^2}{2r}\Re(\varphi\overline{\varphi}) - \frac{(t + r)^2 + (t - r)^2}{2r}\Re(\varphi\overline{\varphi}).$$

Integrating by parts in $r$ we find that

$$\int_{\Sigma_t} \frac{(t + r)^2 + (t - r)^2}{2r}\Re(\varphi\overline{\varphi})w(q) dx$$

$$= -\frac{1}{4} \int_{\Sigma_t} \{(t + r)^2 + (t - r)^2\} r\partial_r(\varphi\overline{\varphi})w(q) dS(\omega) dr$$

$$= \frac{1}{4} \int_{\Sigma_t} \frac{(t + r)^2 + (t - r)^2}{r^2}|\varphi|^2w(q) dx + \int_{\Sigma_t} |\varphi|^2w(q) dx + \frac{1}{4} \int_{\Sigma_t} \frac{(t + r)^2 + (t - r)^2}{r}|\varphi|^2w'(q) dx.$$
Therefore we obtain
\[
\int_{\Sigma_{t_1}} P_0 \, dx = \int_{\Sigma_{t_1}} \left( \frac{1}{2} (t + r)^2 |L\varphi|^2 + \frac{1}{2} (t + r)^2 \varphi^2 \frac{\partial}{\partial \varphi} + \frac{1}{4} (t + r)^2 |L\varphi|^2 \right) w(q) \, dx \\
+ \int_{\Sigma_{t_1}} \left( \frac{(t + r)^2}{2r} \Re(\varphi L \varphi) - \frac{(t - r)^2}{2r} \Re(\varphi L L \varphi) + \frac{(t + r)^2 + (t - r)^2}{4r^2} |\varphi|^2 \right) w(q) \, dx \\
+ \frac{1}{4} \int_{\Sigma_{t_1}} \frac{(t + r)^2 + (t - r)^2}{r} |\varphi|^2 w'(q) \, dx \\
= \frac{1}{4} \int_{\Sigma_{t_1}} \left( (t + r)^2 \frac{1}{r} L(r \varphi)^2 + (t + r)^2 + (t - r)^2 |\varphi|^2 \frac{\partial \varphi}{\partial \varphi} + \frac{1}{4} (t + r)^2 |L(r \varphi)|^2 \right) w(q) \, dx \\
+ \frac{1}{4} \int_{\Sigma_{t_1}} \frac{(t + r)^2 + (t - r)^2}{r} |\varphi|^2 w'(q) \, dx.
\]

(2.17)

It remains to calculate the last term on the right-hand side of (2.16). First we have

\[
Q(K_0, L) = \frac{1}{2} (t + r)^2 |L \varphi|^2 + \frac{1}{2} (t - r)^2 |\varphi|^2.
\]

Then we write

\[
2tr \Re(\varphi L \varphi) = \frac{(t + r)^2 - (t - r)^2}{2r} \Re(\varphi L \varphi) = \frac{(t + r)^2}{r} \Re(\varphi L \varphi) - \frac{(t + r)^2 + (t - r)^2}{2r} \Re(\varphi L \varphi).
\]

Integrating by parts in \( p = t + r \) direction yields

\[
\int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t + r)^2 + (t - r)^2}{2r} \Re(\varphi L \varphi) w'(q) \, dx \, dt \\
= \frac{1}{4} \int_{t_2}^{t_1} \int_{\Sigma_t} \left( (p)^2 + (q^2) \right) r \partial_p (\varphi \varphi) w'(q) \, dp \, dq \, dS(\omega) \\
= \frac{1}{4} \int_{\Sigma_{t_2}} \left( \frac{(t + r)^2 + (t - r)^2}{r} |\varphi|^2 w'(q) \, dx + \frac{1}{4} \int_{\Sigma_{t_1}} \frac{(t + r)^2 + (t - r)^2}{r} |\varphi|^2 w'(q) \, dx \\
+ \frac{1}{4} \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t + r)^2 + (t - r)^2}{r} |\varphi|^2 w'(q) \, dx \, dt + \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t + r)^2}{r} |\varphi|^2 w'(q) \, dx \, dt.
\]

Thus we find that

\[
\int_{t_1}^{t_2} \int_{\Sigma_t} \left( Q(K_0, L) + 2tr \Re(\varphi L \varphi) - |\varphi|^2 \right) w'(q) \, dx \, dt \\
= \left( \frac{1}{2} \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t + r)^2 |L\varphi|^2}{r} + \frac{1}{2} (t - r)^2 |\varphi|^2 + \frac{(t + r)^2}{r} \Re(\varphi L \varphi) \right) w'(q) \, dx \, dt \\
+ \frac{1}{4} \int_{t_1}^{t_2} \int_{\Sigma_t} \left( \frac{(t + r)^2 + (t - r)^2}{r} \frac{\partial}{\partial \varphi} + \frac{4(t + r)}{r} \right) |\varphi|^2 w'(q) \, dx \, dt \\
- \frac{1}{4} \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t + r)^2 + (t - r)^2}{r} |\varphi|^2 w'(q) \, dx + \frac{1}{4} \int_{\Sigma_{t_1}} \frac{(t + r)^2 + (t - r)^2}{r} |\varphi|^2 w'(q) \, dx \\
= \frac{1}{2} \int_{t_1}^{t_2} \int_{\Sigma_t} \left( (t + r)^2 \frac{1}{r} L(r \varphi)^2 + (t + r)^2 |\varphi|^2 \right) w'(q) \, dx \, dt \\
- \frac{1}{4} \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t + r)^2 + (t - r)^2}{r} |\varphi|^2 w'(q) \, dx + \frac{1}{4} \int_{\Sigma_{t_1}} \frac{(t + r)^2 + (t - r)^2}{r} |\varphi|^2 w'(q) \, dx.
\]

(2.18)

Putting (2.16), (2.18) together we see that the flux terms containing \( w'(q) \) exactly cancel, and this finishes the proof of Proposition 2.2.

The following corollary corresponds to a specific choice of the weight function \( w(q) \). We distinguish between the interior and exterior of the light cone and introduce the notation

\[
\Sigma^i_t = \{(t, x) \mid |x| \leq t\}, \quad \Sigma^e_t = \{(t, x) \mid |x| > t\}.
\]
Lemma 2.5. Let \( E_\nu[\varphi](t) := \frac{1}{2} \int_{\Sigma_t} \left( (t + r)^2 \frac{1}{r} L(r \varphi)^2 + \left( t + r \right)^2 + (t - r)^2 \right) |\varphi|^2 + (t - r)^2 \frac{1}{r} L(r \varphi)^2 \right) \left( 1 + |q| \right)^\nu dx ">
\begin{equation}
\frac{1}{2} \int_{\Sigma_t} \left( (t + r)^2 \frac{1}{r} L(r \varphi)^2 + \left( t + r \right)^2 + (t - r)^2 \right) |\varphi|^2 + (t - r)^2 \frac{1}{r} L(r \varphi)^2 \right) dx. \tag{2.19}
\end{equation}

Corollary 2.3. Let \( \varphi \) be a solution to the equation \( (2.10) \) with \( \lim_{|x| \to \infty} |x|^{3/2} \varphi(t, x) = 0 \), and let \( E_\nu[\varphi](t) \) be defined by \( (2.19) \) with \( \nu > 0 \). Then for all \( \nu > 0 \), \( \delta > 0 \) and \( t_1 \leq t_2 \),
\begin{equation}
E_\nu[\varphi](t_1) + \nu \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t + r)^2}{\varphi} L(r \varphi)^2 \left( 1 + |q| \right)^\nu dx dt + \delta \int_{t_1}^{t_2} \int_{\Sigma_t} \frac{(t + r)^2}{(q)^{1+\delta}} L(r \varphi)^2 dx dt 
\leq E_\nu[\varphi](t_2) + \int_{t_1}^{t_2} \int_{\Sigma_t} \mathbb{R} \left( \frac{1}{r} K_0(r \varphi F) \right) (1 + |q|)^\nu dx dt 
\| \right| \end{equation}

Proof. For \( \nu > 0 \) and \( \delta > 0 \) we let
\[ w = \begin{cases} 1 + (1 + q)^{-\delta}, & q \geq 0, \\ 1 + (1 + |q|)^\nu, & q < 0. \end{cases} \]
Then we have
\[ w'(q) = \begin{cases} -\delta(1 + |q|)^{-1-\delta}, & q > 0, \\ -\nu(1 + |q|)^{\nu-1}, & q < 0. \end{cases} \]
Therefore the statement of the Corollary follows from Proposition 2.2. \( \square \)

Now let
\begin{equation}
\| \varphi(t, \cdot) \|_k := \sum_{|I| \leq k} \| (Z^I \varphi)(t, \cdot) \|_{L^2_\nu(w)} \tag{2.21}
\end{equation}
\begin{equation}
\| \varphi(t, \cdot) \|_{2+, 1} := \int_{\Sigma_t} \left( (t + r)^2 \left( \frac{1}{r} L(r \varphi)^2 + |\varphi|^2 \right) + (t - r)^2 \frac{1}{r} L(r \varphi)^2 \right) w(q) dx. \tag{2.22}
\end{equation}
where \( \| f \|_{L^2_\nu(w)} := \int_{\mathbb{R}^d} |f|^2 w dx \) and \( k \in \mathbb{N} \).

Proposition 2.4. Let \( \lim_{|x| \to \infty} |x|^{3/2} \varphi(t, x) = 0 \), and let \( E^w[\varphi](t) \), \( \| \varphi(t, \cdot) \|_1 \) and \( \| \varphi(t, \cdot) \|_{2+, 1} \) be defined by \( (2.11), (2.21) \) and \( (2.22) \) respectively with \( w'(q) \leq 0 \) if \( q \leq 0 \), \( w'(q) = 0 \) if \( q > 0 \). Then we have
\begin{equation}
\| \varphi(t, \cdot) \|_{1+} \leq E^w[\varphi](t)^{1/2}, \tag{2.23}
\end{equation}
\begin{equation}
\| \varphi(t, \cdot) \|_1 \leq \| \varphi(t, \cdot) \|_{1+}. \tag{2.24}
\end{equation}
To prove Proposition 2.4 we need the following two lemmas to estimate the zeroth order terms in \( (2.22) \).

Lemma 2.5. Let \( \lim_{|x| \to \infty} |x|^{3/2} \varphi(t, x) = 0 \), and let \( w(q) \) satisfy that \( w'(q) \leq 0 \) if \( q \leq 0 \) and \( w'(q) = 0 \) if \( q > 0 \), then one has
\begin{equation}
\int_{\Sigma_t} |\varphi|^2 w dx \leq \int_{\Sigma_t} \left( (t + r)^2 \frac{1}{r} L(r \varphi)^2 + (t - r) \frac{1}{r} L(r \varphi)^2 \right) w dx. \tag{2.25}
\end{equation}

Proof. We rewrite
\[ \int_{\Sigma_t} |\varphi|^2 w(q) dx = \int_0^\infty \int_{\mathbb{S}^2} r^2 \varphi^2 w(q) dr dS(\omega). \]
Integrating by parts in \( r \) yields
\[
\int_0^\infty |\phi|^2 w(q) \, dr = \int_0^\infty \partial_r (r-t)|\phi|^2 w(q) \, dr \\
= - \int_0^\infty (r-t) 2\Re(\phi \partial_r (\phi)) w(q) \, dr - \int_0^\infty (r-t)|\phi|^2 w'(q) \, dr \\
\leq - \int_0^\infty (r-t) 2\Re(\phi \partial_r (\phi)) w(q) \, dr \\
\leq \sqrt{\int_0^\infty |\phi|^2 w \, dr} \sqrt{\int_0^\infty (r-t)^2 |\partial_r (\phi)|^2 w \, dr}.
\]

Since \( 2\partial_r = (L - \frac{L}{r}) \) and \( (r-t)^2 \leq (r+t)^2 \), it follows that
\[
\int_0^\infty |\phi|^2 w \, dr \leq \int_0^\infty \left( (t+r)^2 \left| L(r\phi)^2 \right| + (t-r)^2 \left| \frac{1}{r} L(r\phi)^2 \right| \right) w \, dr.
\]

This finishes the proof of the Lemma. \( \square \)

**Lemma 2.6.** Let \( \lim_{|x| \to \infty} |x|^{3/2} \phi(t, x) = 0 \), and let \( w(q) \) satisfy that \( w(q) \leq 0 \) if \( q \leq 0 \) and \( w(q) = 0 \) if \( q > 0 \), then one has
\[
\int_{\Sigma_t} \frac{(t-r)^2}{r^2} |\phi|^2 w \, dx \leq \int_{\Sigma_t} \left( (t+r)^2 \left| \frac{1}{r} L(r\phi)^2 \right| + (t-r)^2 \left| \frac{1}{r} L(r\phi)^2 \right| \right) w \, dx.
\] (2.26)

**Proof.** We have \( |\phi|^2 = 2\Re(\phi \partial_r (\phi)) - \partial_r (r|\phi|^2) \) and thus by Cauchy-Schwarz
\[
\int_0^\infty (t-r)^2 |\phi|^2 w(q) \, dr = \int_0^\infty (t-r)^2 2\Re(\phi \partial_r (\phi)) w(q) \, dr - \int_0^\infty (t-r)^2 \partial_r (r|\phi|^2) w(q) \, dr \\
= \int_0^\infty (t-r)^2 2\Re(\phi \partial_r (\phi)) w(q) \, dr + \int_0^\infty \left[ 2(r-t)w(q) + (t-r)^2 w'(q) \right] r|\phi|^2 \, dr \\
\leq \int_0^\infty (t-r)^2 2\Re(\phi \partial_r (\phi)) w(q) \, dr + \int_0^\infty 2(r-t)w(q)r|\phi|^2 \, dr \\
\leq \int_0^\infty (t-r)^2 |\phi|^2 w(q) \, dr \left( \int_0^\infty (t-r)^2 \partial_r (r\phi)^2 \, dr + \int_0^\infty r|\phi|^2 w(q) \, dr \right)^{1/2}.
\]

Then the assertion of Lemma 2.6 follows from Lemma 2.5. \( \square \)

**Proof of Proposition 2.4.** Lemma 2.5 and Lemma 2.6 give the first estimate (2.25). We notice that
\[
\int_{\Sigma_t} \left( (t+r)^2 |L(\phi)|^2 + ((t+r)^2 + (t-r)^2) |\partial \phi|^2 + (t-r)^2 \left| \frac{1}{r} L(\phi) \right|^2 + |\phi|^2 \right) w \, dx \leq \|\phi(t, \cdot)\|_{1, +}.
\]
Then the second estimate (2.24) follows from the identities (2.1). \( \square \)

### 2.3. Spacetime version of Hardy inequality and Klainerman-Sobolev inequality

We now establish a spacetime version of the Hardy inequality which will be repeatedly used in the course of the proof of our main theorem.

**Lemma 2.7.** For any differentiable function \( \phi \) satisfying \( \partial_t \phi = 0 \) at \( t = t_2 \) and any nonnegative function \( w = w(q) \), we have
\[
\int_{\Sigma_t} \int_{\Sigma_t} |\phi|^2 w \, dx \, dt \leq \int_{\Sigma_t} \int_{\Sigma_t} (t+r)^2 \left| \frac{1}{r} L(r\phi)^2 \right| w \, dx \, dt.
\] (2.27)

**Proof.** We rewrite the spacetime integral in null coordinates \( p = t + r \) and \( q = r - t \) as
\[
\int_{\Sigma_t} \int_{\Sigma_t} |\phi|^2 w(q) \, dx \, dt = \frac{1}{2} \int_{\Sigma_t} \int_{\Sigma_t} \int_{p_1}^{p_2} |\phi|^2 w(q) \, dp \, dq \, dS(\omega),
\]
and applying integration by parts we find that
\[
\int_{p_1}^{p_2} |r\varphi|^2 w(q) \, dp = \int_{p_1}^{p_2} \partial_p((t + r)|r\varphi|^2 w(q) \, dp \\
= (t + r)|r\varphi|^2 w(q)|_{p_1}^{p_2} - \int_{p_1}^{p_2} (t + r) \Re\{r\varphi L(r\varphi)\} w(q) \, dp.
\]
By the assumption that \( \varphi = \partial_t \varphi = 0 \) at \( t = t_2 \) and Cauchy Schwarz we obtain that
\[
\int_{p_1}^{p_2} |r\varphi|^2 w(q) \, dp \leq \left( \int_{p_1}^{p_2} |r\varphi|^2 w(q) \, dp \right)^{1/2} \left( \int_{p_1}^{p_2} (t + r)^2 |r\varphi|^2 w(q) \, dp \right)^{1/2}
\]
Integrating over the sphere and along \( q \)-direction yields the statement of the Lemma. \( \square \)

We now record the Klainerman-Sobolev inequality, see for instance [13, Chapter VI] and [32, Chapter II] for a proof.

**Proposition 2.8.** Let \( \varphi \in C^\infty(\mathbb{R}^{1+3}) \) vanish when \( |x| \) is large. Then
\[
(1 + t + |x|)(1 + t - |x|)^{1/2} |\varphi(t, x)| \leq C \sum_{|I| \leq 2} \|Z^I \varphi(t, \cdot)\|_{L^2(\mathbb{R}^3)}, \tag{2.28}
\]

Finally we derive a weighted version of Klainerman-Sobolev inequality that is adapted to the norm \( \|2.24\| \).

**Lemma 2.9.** Let the weight function \( w(q) \) be defined as
\[
w = \begin{cases} 
1 + (1 + q)^{-\delta}, & q \geq 0, \\
1 + (1 + |q|)^\nu, & q < 0.
\end{cases}
\]
with \( \delta > 0, 0 < \nu < 1 \). For any function \( \varphi \in C^\infty(\mathbb{R}^{1+3}) \) which vanishes when \( |x| \) is large, we have
\[
(1 + t + |x|)(1 + t - |x|)^{1/2} w(q)^{1/2} |\varphi(t, x)| \lesssim \sum_{|I| \leq 2} \|Z^I \varphi(t, \cdot)\|_{L^2(w)} \tag{2.29}
\]

**Proof.** It suffices to prove the Lemma in the interior region \( q \leq 0 \). Let \( \chi \) be a smooth cutoff such that \( \chi(q) = 1 \) when \( q \leq 0 \), and \( \chi(q) = 0 \) when \( q \geq 1/2 \). Define \( \tilde{\varphi}(t, x) := \chi(q)\varphi(t, x)w(q)^{1/2} \). By Proposition 2.8 for any \( (t, x) \) such that \( |x| \leq t \), we find that
\[
(1 + t + |x|)(1 + t - |x|)^{1/2} |\tilde{\varphi}(t, x)| \leq C \sum_{|I| \leq 2} \|Z^I \tilde{\varphi}(t, \cdot)\|_{L^2(\mathbb{R}^3)}. \tag{2.30}
\]

Since \( w(q) \) and \( \chi(q) \) depend only on \( q \), only the \( L \) component of their derivative makes contribution. In view of the identities \( 2.47 \), we see that for any \( Z \)
\[
|Z\chi| \lesssim |q\chi'(q)| \lesssim 1, \quad |Zw^{1/2}| \lesssim w^{1/2}.
\]
As a result, the right-hand side of \( 2.30 \) is \( \lesssim \sum_{|I| \leq 2} \|Z^I \varphi(t, \cdot)\|_{L^2(w)} \), which proves the Lemma. \( \square \)

3. Asymptotics at infinity

In this section we consider the asymptotics in the forward problem. First we express the charge in terms of the radiation field \( \Phi \) in Subsection 3.1. Then, we establish the asymptotics result which is a refinement of the result from [3] Theorem 1.1 in Subsection 3.2. Finally, we deduce an ODE the radiation set \( (\Phi, A_\alpha) \) satisfies due to the asymptotic Lorenz condition in Subsection 3.3

3.1. The charge. In the forward problem, the charge \( q \) is defined in terms of the initial data at \( t = 0 \). In contrast, for the backward problem, we expect to define the charge \( q \) in terms of the scattering data.

In the forward problem, it was observed that the asymptotics of \( rA_L \) close to the light cone is \( \frac{1}{2} A \). On the other hand it can also be deduced from the asymptotics for the wave equation with a quadratic source term given by \( \Im(\Phi \partial_q \Phi) \). Therefore we expect that there is a relation between \( q \) and \( \Im(\Phi \partial_q \Phi) \). Following the proof of [18] Proposition 28, we establish the relation between \( q \) and \( \Im(\Phi \partial_q \Phi) \).
Proposition 3.1. If \((\phi, A_\alpha)\) is a global solution to the reduced MKG equations \((1.5)\), let \(q\) and \(\Phi(q, \omega)\) be defined by \((1.2)\) and \((1.9)\) respectively. Then we have
\[
q = \int_{-\infty}^{\infty} \int_{S^2} J_0(q, \omega) dS(\omega) \, dq = \int_{-\infty}^{\infty} \int_{S^2} -3(\Phi(q, \omega) \bar{\partial}_q \Phi(q, \omega)) \, dS(\omega) \, dq. \tag{3.1}
\]

Proof. Following \([3\text{, Proposition 9.3}]\) we have
\[
\tilde{A}_L(t, r\omega) = \frac{1}{r} \int_{S^2} (\rho - q)/r + 1 - \langle \rho, \omega \rangle \, dS(\rho) \chi \left( \frac{\langle \rho \rangle}{t + r} \right) \, d\rho.
\]
Thus
\[
\int_{S^2} r \tilde{A}_L(t, r\omega) \, dS(\omega) = \int_{\omega_0}^{\infty} \int_{S^2} (\rho - q)/r + \omega_1 \, dS(\sigma) \chi \left( \frac{\langle \rho \rangle}{t + r} \right) \, d\rho
\]
\[
= \int_{\omega_0}^{\infty} \int_{S^2} r \, dS(\sigma) \chi \left( \frac{\langle \rho \rangle}{t + r} \right) \, d\rho
\]
where \(a = (\rho - q)/r\). Now we estimate the following term when \(q \ll 0\)
\[
\left| \int_{S^2} \int_{\omega_0}^{\infty} r \tilde{A}_L(t, r\omega) dS(\omega) - \int_{\omega_0}^{\infty} \int_{S^2} J_0(\rho, \sigma) \frac{dS(\sigma)}{4\pi} d\rho \right|
\]
\[
= \left| \int_{\omega_0}^{\infty} \int_{S^2} (1 - \frac{a}{2} \ln \frac{a + 2}{a}) \chi \left( \frac{\langle \rho \rangle}{t + r} \right) - 1 J_0(\rho, \sigma) \frac{dS(\sigma)}{4\pi} d\rho \right|
\]
The integral over \(\langle \rho \rangle \geq (t + r)/2\) is easily bounded by
\[
\int_{\omega_0}^{\infty} \int_{\omega_0}^{\infty} 2 J_0(\rho, \sigma) d\rho \lesssim \frac{\varepsilon^2}{\langle \rho \rangle}
\]
So it remains to integrate over \(\langle \rho \rangle \leq (t + r)/2\). In this case, \(\chi = 1\) and we are left with
\[
\left| \int_{\omega_0}^{\infty} \int_{S^2} \frac{a}{2} \ln \frac{a + 2}{a} J_0(\rho, \sigma) \frac{dS(\sigma)}{4\pi} d\rho \right| \lesssim \int_{\omega_0}^{\infty} \int_{S^2} \frac{a}{2} \ln \frac{a + 2}{a} \frac{1}{\langle \rho \rangle^{1 + 2\gamma}} d\rho
\]
\[
\lesssim \int_{\omega_0}^{\infty} \frac{a}{2} \ln \frac{a + 2}{a} \frac{r}{(1 + |ar + q|)^{1 + 2\gamma}} da
\]
\[
\lesssim \gamma \varepsilon^2 \left( \frac{|q|}{r} \right)^{1/2}
\]
where we use the fact that \((a/2) \ln[(a + 2)/a]\) is an increasing function of \(a\) and \(\ln[(a + 2)/a] \leq 2a^{-1/2}\) for \(a > 0\). Therefore we conclude that
\[
\left| \int_{S^2} r \tilde{A}_L(t, r\omega) dS(\omega) - \int_{\omega_0}^{\infty} \int_{S^2} J_0(\rho, \sigma) \frac{dS(\sigma)}{4\pi} d\rho \right| \lesssim \gamma \varepsilon^2 \left( \frac{|q|}{r} \right)^{1/2}. \tag{3.2}
\]
By \([3\text{, Theorem 1.1}]\), when \(q \leq 0\) we have
\[
|r \tilde{A}_L(q, \omega, r) - \frac{q}{4\pi}| \lesssim \frac{\varepsilon}{\langle q \rangle^{1/2}} + \varepsilon \frac{(q \langle \rho \rangle^{1 - \varepsilon}}{\langle r \rangle^{1 - \varepsilon}}. \tag{3.3}
\]
Collecting \((3.2)\) and \((3.3)\) and passing to the limit \(r \to \infty\) for fixed \(q\) we arrive at
\[
\left| \frac{q}{4\pi} - \int_{\omega_0}^{\infty} \int_{S^2} J_0(\rho, \sigma) \frac{dS(\sigma)}{4\pi} d\rho \right| \lesssim \frac{\varepsilon}{\langle q \rangle^{1/2}}.
\]
Letting \(q \to -\infty\) yields the Proposition. \(\square\)
3.2. Asymptotics of the solution to the wave equation with quadratic sources. In [18], Lindblad studied the solution to the wave equation with quadratic sources and made a decomposition into a part coming from the source term and a remainder. It was shown that the radiation field for the remainder exists, but only decays in the exterior. In this subsection we establish a refinement of the result from [18, Proposition 19] in the sense that the radiation field for the remainder decays both in the interior and the exterior.

**Proposition 3.2.** Let \( \chi(s) \) be a smooth cutoff satisfying \( \chi(s) = 1 \) when \( s \leq 1/2 \), and \( \chi(s) = 0 \) when \( s \geq 3/4 \). Set

\[
F[n](t,x) = \frac{n(q,\omega)}{r^2} \chi\left(\frac{q}{r}\right)
\]

where \( n(q,\omega) \) is a smooth function satisfying

\[
\|n\|_{N,1+b} \lesssim \varepsilon^2 \quad \text{for} \quad 0 < b < 2, \quad 0 < \varepsilon \ll 1, \quad N \geq 5.
\]

Let \( \Phi[n] \) be the solution of \( \Box \Phi[n] = -F[n] \) with vanishing data and let

\[
\Phi_1[n] = \left( \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{S^2} \frac{n(q,\sigma)}{t-r(\omega,\sigma)} dS(\sigma) \, d\eta \chi_{\text{ext}}(t/12) - \frac{1}{2r} \ln \frac{2r}{(t-r)} \int_{-\infty}^{\infty} n(\eta,\omega) \, d\eta \chi\left(\frac{t-r}{r}\right) \right) \chi_{\text{in}}(r-t)
\]

\[
+ \frac{1}{2r} \ln \frac{2r}{(t-r)} \int_{-\infty}^{\infty} n(\eta,\omega) d\eta \chi\left(\frac{t-r}{r}\right) \left(1 - \chi_{\text{in}}(r-t)\right)
\]

where \( \chi_{\text{in}}(q), \chi_{\text{ext}}(s) \in C_0^\infty \) such that \( \chi_{\text{in}}(q) = 1 \) if \( q \leq -1 \), and \( \chi_{\text{in}}(q) = 0 \) if \( q \geq -1/2 \), while \( \chi_{\text{ext}}(s) = 1 \) for \( s \geq 1 \), and \( \chi_{\text{ext}}(s) = 0 \) for \( s \leq 1/2 \). Let \( \psi_0 = \Phi_0[n] = \Phi[n] - \Phi_1[n] \). Then the limit

\[
\psi_0(q,\omega,r) = \lim_{r \to \infty} \psi_0(q,\omega,r) \quad \text{where} \quad \psi_0(q,\omega,r) = r\psi_0(t,rw)
\]

exists and satisfies

\[
|\Omega_{ij}(q)\partial_q^j \partial_q^k \psi_0(q,\omega)| \lesssim \left\{ \begin{array}{ll} \varepsilon^2(q)^{-a}, & 0 < a < 1, \\ C_\mu \varepsilon^2(q_+)^{-a}(q_-)^{-\mu}, & 1 \leq a < 2. \end{array} \right.
\]

with any \( 0 < \mu < 1 \) and \( |I| + |J| + |K| \leq N - 5 \).

**Remark 3.3.** We can obtain the refinement of the asymptotics of \( A_\alpha \) at null infinity (1.14), (1.15) from Proposition 5.2. In [2], the decompositions \( A_\alpha = A_0^\alpha + q/(4\pi r)\delta_{\alpha 0} \chi_{\text{ext}}(q) \) and \( A_1^\alpha = A_0^\alpha + A_0^\alpha \) where \( A_0^\alpha \) solves the homogeneous wave equation with the same data as \( A_0^\alpha \), and \( A_0^\alpha \) solves the inhomogeneous wave equation \( \Box A_0^\alpha = -J_\alpha \) with vanishing data, were introduced. First, since \( A_0^\alpha \) is a solution to a linear homogeneous wave equation, \( A_0^\alpha \) has a radiation field \( A_0^\alpha \sim r^{-1} A_0^\alpha(q,\omega) \). Next, we consider an intermediate approximation \( A_\alpha^{as} \) of \( A_\alpha^\alpha \) satisfying \( \Box A_\alpha^{as} = -J_\alpha \) with vanishing data. In view of the decay of \( J_\alpha - J_\alpha^{as} \) and Lemma 3.2, we see that \( A_\alpha^\alpha - A_\alpha^{as} \) has a radiation field \( (A_\alpha^\alpha - A_\alpha^{as}) \sim r^{-1} A_\alpha^{as}(q,\omega) \) (see details in [2, Theorem 9.1]). Finally, applying Proposition 3.2 yields the asymptotics of \( A_\alpha^\alpha \). Putting everything together, we find the refined asymptotics of \( A_\alpha \) at null infinity.

First we establish a technical lemma on which the proof of Proposition 3.2 relies.

**Lemma 3.4.** Suppose \( n(q,\omega) \) is a smooth function satisfying

\[
\|n\|_{N,1+b} \lesssim \varepsilon^2 \quad \text{for} \quad b > 0, \quad 0 < \varepsilon \ll 1, \quad N \geq 1.
\]

Set

\[
\varphi_k(t,\omega) = \int_{-\infty}^{\infty} \int_{S^2} \frac{n(\eta,\sigma) - n(\eta,\omega)}{(t-r(\omega,\sigma))^k} dS(\sigma) \, d\eta.
\]

Then for \( |I| \leq N - 1 \), in the region \( \{ (t,x) \mid t - r \geq 1/2, t < cr \} \) with \( c > 1 \) we have

\[
|Z^I \varphi_k| \lesssim_c \varepsilon^2 (t+r)^{-k} \left( \ln \frac{t+r}{t-r} \right)^{k-1} \quad \text{if} \quad k = 1,2,
\]

\[
|Z^I \varphi_k| \lesssim_c \varepsilon^2 (t+r)^{-2k} (t-r)^{-k} \quad \text{if} \quad k \geq 3.
\]
Proof. Rewriting $\omega = O(1, 0, 0)$ where $O^T O = I_3$ and making an angular change of variables $\sigma \to O\sigma$ give

$$t^k \varphi_1(t, r\omega) = \int_{-\infty}^{\infty} \int_{S^2} \frac{n(\eta, O\sigma) - n(\eta, O(1, 0, 0))}{(1 - (r/t)\sigma_1)^k} dS(\sigma) d\eta.$$  \hfill (3.7)

For any smooth function $m(q, \sigma)$ satisfying (3.5), we can consider the Taylor expansion of $m$ in a neighborhood of $(1, 0, 0)$ with respect to $(\sigma_2, \sigma_3)$, namely,

$$m(q, \sigma) = m(q, (1, 0, 0)) + m_2(q) \sigma_2 + m_3(q) \sigma_3 + O(\sigma_2^2 + \sigma_3^2)$$

where $m_2(q)$ and $m_3(q)$ can be expressed in terms of the angular derivatives of $m$ evaluated at $(1, 0, 0)$. Here we can relate the coordinates $(\sigma_2, \sigma_3)$ to the polar coordinates $(\theta, \phi)$ as well as $(\sigma_1, \phi)$ as follows

$$\sigma_2 = \sin \theta \cos \phi = \sqrt{1 - \sigma_1^2} \cos \phi, \quad \sigma_3 = \sin \theta \sin \phi = \sqrt{1 - \sigma_1^2} \sin \phi.$$  

Therefore, on a neighborhood $U$ of $(1, 0, 0)$, say $U = \{(\sigma_1, \phi) \mid -1 \leq d \leq \sigma_1 \leq 1, 0 \leq \phi < 2\pi\}$, we obtain that

$$\int_{-\infty}^{\infty} \int_{U} \frac{n(\eta, O\sigma) - n(\eta, O(1, 0, 0))}{(1 - (r/t)\sigma_1)^k} dS(\sigma) d\eta$$

$$= \int_{0}^{1} \frac{1}{\pi} \frac{1}{(1 - (r/t)\sigma_1)^k} d\sigma_1$$

$$\leq \varepsilon^{1/2} \int_{-1}^{1} \frac{1}{(1 - (r/t)\sigma_1)^k} d\sigma_1$$

We see that the above integral is $O_c(1)$ when $k = 1$, $O_c(\ln \frac{1}{\varepsilon})$ when $k = 2$ and $O_c((t + r)^{k-2}(t - r)^{-2-k})$ when $k \geq 3$. Here $n_2(\omega)$ and $n_3(\omega)$ can be written in terms of the angular derivatives of $n$ and of size $O_c(1)$. It remains to control the integral over the region $S^3 \setminus U$ and this is easy since $1 - (r/t)\sigma_1 \leq 1$ in that region. This proves (3.3) for $|I| = 0$. Now let us turn to the case $|I| > 1$. If $Z = \Omega_{ij}$, by (3.7), we see that any angular derivative on $\omega$ falls on $\sigma$ which we can control as previously by assumption (3.5). If $Z = S$, we note that $S f(t, r) = \partial_{a} f(at, ar)$ evaluated at $(1, 0, \omega)$. By a change of variables $n(\eta, \omega) \to n(\alpha \eta, \omega)$ we see that $S \varphi$ corresponds to replacing $n$ by $q \partial_q n$. If $Z = \partial_t$ or $\partial_i = \omega_i \partial_r + \partial_i$, obviously, it holds true. Finally, it remains to consider the case $Z = \Omega_{0i} = \omega^r (t \partial_r + r \partial_t) + t \partial_i$ and it suffices to calculate the $\omega_i (t \partial_r + r \partial_t)$ component. We observe that for any $l \in \mathbb{Z}_+$

$$\omega_i (t \partial_r + r \partial_t) \varphi_1 = \omega_i \int_{-\infty}^{\infty} \int_{S^2} \frac{\langle t(\omega, \sigma) - r \rangle (n(\eta, \omega) - n(\eta, \omega))}{(1 - (r/t)\sigma_1)^k} dS(\sigma) d\eta$$

$$= -\omega_i \int_{-\infty}^{\infty} \int_{S^2} \frac{\langle t(\omega, \sigma) - r \rangle (n(\eta, \omega) - n(\eta, \omega))}{(1 - (r/t)\sigma_1)^k} dS(\sigma) d\eta$$

This ends the proof of Lemma (3.2).

Next, we record two lemmas which are needed in the course of the proof of (3.2).

**Lemma 3.5** (13 Lemma 18). Suppose that for some $0 \leq \delta < 1 - \gamma$ and $0 \leq \gamma' \leq \gamma$

$$|\nabla^I_{ij} S^I \partial^K \varphi| \lesssim \frac{\varepsilon}{(t + r)^{3/2}(r - t)^{\delta/2}((r - t)_+)^{\gamma/2}}$$

$$|\Delta_{\omega} \nabla^I_{ij} S^I \partial^K \varphi| \lesssim \frac{\varepsilon}{(t + r)^{3/2}(r - t)^{\delta/2}((r - t)_+)^{\gamma/2}}$$

for $|I| + |J| \leq N$ and $r > t/4$, and

$$|\langle \partial_r + \omega_i \rangle (\Omega^I_{ij} S^I \partial^K \varphi)| \lesssim \varepsilon(1 + r)^{1/2 - \gamma} \quad \text{when} \quad t = 0.$$  

Then the limit

$$\Phi_{\infty}(q, \omega) = \lim_{r \to \infty} \Phi(q, \omega, r), \quad \Phi(q, \omega, r) = r \varphi(t, r\omega),$$

exists and satisfies, for $r > t/4$ and $|I| + |J| + |K| \leq N$,

$$|\Omega^I_{ij} (q \partial_q)^J \partial^K \Phi_{\infty}(q, \omega)| \lesssim \varepsilon^2 (q_-)^{\gamma' - \gamma}.$$  \hfill (3.8)
Lemma 3.6 (Lemma 10.1]). If $\Box \varphi = -F$ with vanishing initial data where

$$|F| \leq \frac{C}{(1 + r)(1 + t + r)(1 + |r - t|)^{1+\delta}}, \quad \delta > 0,$$

then we have

$$|\varphi| \leq \frac{CS^0(t, r)}{(1 + t + r)(1 + q_+)^\delta} \quad \text{where} \quad S^0(t, r) = \frac{t}{r} \ln \frac{t + r}{(r - t)}.$$  \hfill (3.9)

On the other hand suppose that for some $\mu > 0$

$$|F| \leq \frac{C}{(1 + r)(1 + t + r)^{1+\mu}(1 + |r - t|)^{1-\mu}(1 + q_+)^{\delta_+}(1 + q_-)^{\delta_-}}$$

Then if $0 < \delta_+ < \mu$, $0 \leq \delta_- \leq \delta_+$ we have

$$|\varphi| \leq \frac{C}{(1 + t + r)(1 + q_+)^{\delta_+}(1 + q_-)^{\delta_-}}$$ \hfill (3.10)

Finally, if $0 < \mu < \delta_- < \delta_+$, then

$$|\varphi| \leq \frac{C}{(1 + t + r)(1 + |q|)^{\mu}(1 + q_+)^{\delta_+ - \mu}}. \hfill (3.11)$$

Proof of Proposition 5.3. We compute that

$$\Box \Phi_n = \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{S^2} \frac{n(\eta, \sigma)}{t - r(\omega, \sigma)} dS(\sigma) d\eta \chi_{\text{ex}}(\frac{r}{12}) \chi_{\text{in}}(q)$$

$$- \frac{1}{2\pi} \ln \frac{2r}{t - r} \int_{-\infty}^{\infty} n(\eta, \omega) d\eta \chi_{\text{ex}}(\frac{r}{12}) \chi_{\text{in}}(q) + \frac{1}{2\pi} \ln \frac{2r}{t - r} \int_{\infty}^{\infty} n(\eta, \omega) d\eta \chi_{\text{ex}}(\frac{r}{12}) \chi_{\text{in}}(q)$$

$$= I - II.$$

For the term $I$ we find that

$$I = \chi_{\text{ex}}(\frac{r}{12}) \chi_{\text{in}}(q) \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{S^2} \frac{n(\eta, \sigma)}{t - r(\omega, \sigma)} dS(\sigma) d\eta$$

$$+ \frac{1}{2\pi} \ln \frac{2r}{t - r} \int_{\infty}^{\infty} n(\eta, \sigma) dS(\sigma) d\eta$$

$$= I^{(1)} + I^{(2)} + I^{(3)}.$$

And $I^{(1)} = 0,$

$$I^{(2)} = \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{S^2} \frac{n(\eta, \sigma)}{t - r(\omega, \sigma)} dS(\sigma) d\eta \frac{2}{r} \chi_{\text{in}}(q)$$

$$+ \frac{1}{6} \chi_{\text{in}}(q) \chi_{\text{ex}}(\frac{r}{12}) - \frac{1}{144} \chi_{\text{in}}(q) \chi_{\text{ex}}(\frac{r}{12}),$$

$$I^{(3)} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{S^2} \frac{n(\eta, \sigma)}{t - r(\omega, \sigma)} \left( (\tilde{\omega}, \sigma) - 1 \right) \chi_{\text{in}}(q) \chi_{\text{ex}}(\frac{r}{12})$$

Then we conclude that

$$I = \frac{1}{2\pi} t^2 r \int_{-\infty}^{\infty} \int_{S^2} \frac{dS(\sigma) d\eta \chi_{\text{ex}}(\frac{r}{12})}{(1 - r/t)(\omega, \sigma)},$$

$$+ \frac{1}{2\pi} t^2 r \int_{-\infty}^{\infty} \int_{S^2} \frac{n(\eta, \sigma) - n(\eta, \omega)}{(1 - r/t)(\omega, \sigma)} dS(\sigma) d\eta \chi_{\text{ex}}(\frac{r}{12}) + R_I$$

$$\equiv I_a + I_b + R.I.$$

We note that the cutoff $\chi_{\text{ex}}$ is used to remove the singularity at $r = 0$ generated by differentiating $\chi_{\text{in}}$ and we can control

$$|Z^J R_I| \lesssim \frac{e^2}{(t + r)^m} \quad \text{for any} \quad m.$$  \hfill (3.12)
It is clear that the term $I_a$ contributes the leading order behavior of the term $I$. In view of the fact that $\chi(q/r) = 1$ in the region $\text{supp } \chi_{\infty}(q) \cap \text{supp } \chi_{\text{ex}}(t/12)$, we have

$$I_a = \frac{t - r}{t^2 r} \int_{-\infty}^{\infty} n(\eta, \omega) \, d\eta \int_{-1}^{1} \frac{1}{(1 - (r/t)\sigma_1)^2} \, d\sigma_1 \chi_{\infty}(q) \chi_{\text{ex}}(t/12)$$

$$= \frac{2}{r(t + r)} \int_{-\infty}^{\infty} n(\eta, \omega) \, d\eta \chi_{\infty}(q) \chi_{\text{ex}}(t/12) \chi(q/r).$$

By the estimate (3.10) from Lemma 3.4 it follows that

$$|Z^I I_a| \lesssim \frac{\varepsilon^2}{(t + r)^3(t - r)^m} \ln \frac{(t + r)}{(t - r)} \text{ for any } m. \quad (3.13)$$

Next, let us calculate the term $II$. Since $\Box \varphi = \frac{1}{r}(\partial_r - \partial_t)(\partial_r + \partial_t)(r \varphi) + \frac{1}{r^2} \Delta \varphi$, we see that

$$II = \frac{1}{r}(\partial_r - \partial_t)(\partial_r + \partial_t) \left( \frac{1}{2} \ln \frac{2r}{(t - r)} \int_{-\infty}^{\infty} n(\eta, \omega) \, d\eta \chi(q/r) \chi_{\text{ex}}(q) \right)$$

$$+ \frac{1}{r}(\partial_r - \partial_t)(\partial_r + \partial_t) \left( \frac{1}{2} \ln \frac{2r}{(t - r)} \int_{q}^{\infty} n(\eta, \omega) \, d\eta \chi(q/r) \chi_{\text{ex}}(q - 1) \right)$$

$$+ \frac{1}{2r^2} \ln \frac{2r}{(t - r)} \chi(q/r) \left( \int_{-\infty}^{\infty} \Delta \omega n(\eta, \omega) \, d\eta \chi(q/r) \chi_{\text{ex}}(q) + \int_{q}^{\infty} \Delta \omega n(\eta, \omega) \, d\eta \chi_{\text{ex}}(q - 1) \right)$$

$$= II_a + II_b + II_c.$$

It is easy to see that

$$|II_c| \lesssim \frac{\varepsilon^2}{(t + r)^3(t - r)^a} \ln \frac{(t + r)}{(t - r)}.$$

For the term $II_a$ we have

$$II_a = \frac{1}{r^2} n(q, \omega) \chi(q/r) \chi_{\text{ex}}(q) + \ln \frac{2r}{(t - r)} \int_{-\infty}^{q} n(\eta, \omega) \, d\eta \chi(q/r) - \frac{1}{r} \int_{-\infty}^{q} n(\eta, \omega) \, d\eta \chi(q/r)$$

$$+ \frac{1}{2r^2} \int_{-\infty}^{q} n(\eta, \omega) \, d\eta \chi(q/r) - \frac{1}{2} \ln \frac{2r}{(t - r)} n(q, \omega) \chi(q/r)$$

$$+ \frac{1}{2r} \left( \frac{2(t - r)}{(t - r)^2} \right) \int_{-\infty}^{q} n(\eta, \omega) \, d\eta \chi(q/r) - \frac{1}{r} \ln \frac{2r}{(t - r)} n(q, \omega) \chi(q/r)$$

$$+ \frac{1}{2r} \ln \frac{2r}{(t - r)} \int_{-\infty}^{q} n(\eta, \omega) \, d\eta \chi(q/r)$$

$$= \frac{1}{r^2} n(q, \omega) \chi(q/r) \chi_{\text{ex}}(q) + \frac{1}{r} \int_{-\infty}^{q} n(\eta, \omega) \, d\eta \chi(q/r) + R_a.$$

By similar calculation we can obtain

$$II_b = \frac{1}{r^2} n(q, \omega) \chi(q/r)(1 - \chi_{\text{ex}}(q)) + \frac{1}{r^2} \int_{q}^{\infty} n(\eta, \omega) \, d\eta \chi(q/r) \chi_{\text{ex}}(q) + R_b.$$

Owing to the assumption (3.3) and the fact that in the support of $\chi$, $t \sim r \sim (t + r)$, we conclude that

$$|R_a| + |R_b| \lesssim \frac{\varepsilon^2}{(t + r)^3(t - r)^a}.$$

Putting all of the above estimates together, we arrive at the estimate

$$\Box \varphi_{1}[n] = -\frac{1}{r^2} n(q, \omega) \chi(q/r) + R$$
with
\[ |\mathcal{R}| \lesssim \frac{\varepsilon^2}{(t+r)^3(t-r)^a} \ln \frac{t+r}{t-r}. \]

Therefore we have
\[ |\Box \Phi_0[n]| = |\Box \Phi[n] - \Box \Phi_1[n]| = | - \mathcal{R}| \lesssim \frac{\varepsilon^2}{(t+r)^3(t-r)^a} \ln \frac{t+r}{t-r}. \]

Moreover, thanks to the following estimates
\[ |\partial_\nu n(q, \omega)| \leq |\partial_q n| + |\frac{\partial_n}{r}|, \quad |\Omega_{ij} n(q, \omega)| \leq |\partial_n|, \]
\[ S_n(q, \omega) = q \partial_q n, \quad |\Omega_{0i} n(q, \omega)| \leq |q \partial_q n| + \frac{t}{r} |\partial_n|, \]
the commutation identities (2.8) and the estimates (3.12), (3.13), it holds that
\[ |\Box \Phi_0[n]| \lesssim \frac{\varepsilon^2}{(t+r)^3(t-r)^a} \ln \frac{t+r}{t-r}. \]

Using the radial estimate from Lemma 3.6, we obtain
\[ |\Box^J \Phi_0[n]| \lesssim \begin{cases} \varepsilon^2(t+r)^{1-a} & , 0 < a < 1, \\ C_m \varepsilon^2(t+r)^{-1} (q_+)^{-a} (q_-)^{-a} & , 1 \leq a < 2, \end{cases} \]
with any \( 0 < \mu < 1 \). Due to the estimates (3.15) and (3.16), we can exploit Lemma 3.5 to prove the existence of \( \Psi_0^\infty(q, \omega) \). The conclusion (3.16) follows from the estimate (3.16).

### 3.3. Asymptotic Lorenz gauge condition

In view of the asymptotics result in [3] and the refined asymptotics we established in Proposition 3.2, we obtain that in the wave zone
\[ \phi(t, r, \omega) = e^{-i \frac{\Phi(q, \omega)}{r}} \Phi(q, \omega) : = \phi_{asy} \]
\[ A_{\alpha, \text{asy}}(q, \omega) = \frac{1}{4 \pi} \int_{-\infty}^{\infty} \int_{t+r} \mathcal{J}_\alpha(\eta, \omega, \sigma) \frac{d\langle S(\sigma) \rangle}{d\eta} \chi_{\text{in}}(q) - \frac{1}{2r} \ln \frac{t+r}{t-r} \int_{-\infty}^{q} \mathcal{J}_\alpha(\eta, \omega) d\eta \chi_{\text{in}}(q) \]
\[ + \left( \frac{1}{2r} \ln \frac{t+r}{t-r} \int_{q}^{\infty} \mathcal{J}_\alpha(\eta, \omega) d\eta \right) (1 - \chi_{\text{in}}(q)) + \frac{A_{\alpha}(q, \omega)}{r} + \frac{q}{4 \pi r} \chi_{\text{ex}}(q) \delta_{\alpha}. \]

where \( \mathcal{J}_\alpha(\eta, \omega) = L_{\alpha}(\omega) \Phi(\eta, \omega) \Phi(\eta, \omega) \), and \( \chi_{\text{in}} \) and \( \chi_{\text{ex}} \) are two smooth cutoffs such that \( \chi_{\text{in}}(q) = 1 \) when \( q \leq -1 \) and \( \chi_{\text{in}}(q) = 0 \) when \( q \geq -1/2 \), while \( \chi_{\text{ex}}(q) = 1 \) for \( q \geq 1 \) and \( \chi_{\text{ex}}(q) = 0 \) for \( q \leq 1/2 \).

Meanwhile, the asymptotic Lorenz gauge condition impose a requirement that the radiation set \( (\Phi, A_\alpha) \) should be chosen such that modulo the terms of order \( \mathcal{O}(r^{-2} \ln r) \), \( \partial^\alpha A_{\alpha, \text{asy}}(t-r, \omega) = 0 \) for each \( q \) and large \( r \).

**Proposition 3.7.** Suppose the radiation set \( (\Phi(q, \omega), A_\alpha(q, \omega)) \) satisfies the asymptotic Lorenz gauge condition, then we have
\[ \partial^\alpha \left( \mathcal{L}_\alpha(\omega) A_\alpha(q, \omega) + \frac{q}{4 \pi} \chi_{\text{in}}(q) + \frac{q}{4 \pi} \chi_{\text{ex}}(q) \right) = 0. \]

**Proof.** Since we do all of the calculation in the region when \( r \) is large, we may assume that \( r > 1 \). We compute that
\[ \partial^\alpha A_{\alpha, \text{asy}}(t-r, \omega) \]
\[ = \partial^\alpha \left( \frac{1}{4 \pi} \int_{-\infty}^{\infty} \int_{t+r} \mathcal{J}_\alpha(\eta, \omega, \sigma) d\langle S(\sigma) \rangle d\chi_{\text{in}}(q) - \frac{1}{2r} \ln \frac{t+r}{t-r} \int_{-\infty}^{q} \mathcal{J}_\alpha(\eta, \omega) d\eta \chi_{\text{in}}(q) \right) \]
\[ + \partial^\alpha \left( \frac{1}{2r} \ln \frac{t+r}{t-r} \int_{q}^{\infty} \mathcal{J}_\alpha(\eta, \omega) d\eta (1 - \chi_{\text{in}}(q)) \right) + \partial^\alpha \left( \frac{q}{4 \pi r} \chi_{\text{ex}}(q) \delta_{\alpha} \right) \]
\[ \equiv I + II + III + IV. \]
For the term $I$, we have
\[
I = \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} L^\alpha(\sigma) J_\alpha(\eta, \sigma) \, dS(\sigma) \, d\eta \chi_n(q) + \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} L^\alpha(\omega) J_\alpha(\eta, \sigma) \, dS(\sigma) \, d\eta \chi'_n(q)
\]
\[
= \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \frac{(1 - \langle \omega, \sigma \rangle) J_0(\eta, \sigma)}{t - r \langle \omega, \sigma \rangle} \, dS(\sigma) \, d\eta \chi_n(q)
\]
\[
= \frac{1}{4\pi r} \int_{-\infty}^{\infty} J_0(\eta, \sigma) \, d\eta \, dS(\sigma) \, d\eta \chi'_n(q)
\]
\[
= \frac{q}{4\pi r} \chi'_n(q) + \mathcal{R}_I.
\]

By the estimate (3.10) from Lemma 3.4, it follows that
\[
\mathcal{R}_I = \frac{r - t}{4\pi r^2} \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \frac{J_0(\eta, \omega)}{1 - (r/t) \langle \omega, \sigma \rangle} \, dS(\sigma) \, d\eta \chi_n(q) + \frac{r - t}{4\pi r^2} \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \frac{J_0(\eta, \sigma) - J_0(\eta, \omega)}{t - r \langle \omega, \sigma \rangle} \, dS(\sigma) \, d\eta \chi'_n(q)
\]
\[
\leq \frac{1}{r^2} (1 + \ln r).
\]

By straightforward calculation we find that
\[
II = \frac{1}{2r^2} \ln \frac{t + r}{t - r} \int_{-\infty}^{q} - J_0(\eta, \omega) \, d\eta \chi_n(q) + \frac{1}{2r} \frac{(r - t)}{(t - r)^2} \int_{-\infty}^{q} L^\alpha(\omega) J_\alpha(\eta, \omega) \, d\eta \chi_n(q)
\]
\[
+ \frac{1}{2r} \frac{(t + r)}{(t - r)^2} \int_{-\infty}^{q} 2J_0(\eta, \omega) \, d\eta \chi_n(q)
\]
\[
- \frac{1}{2r} \ln \frac{t + r}{t - r} L^\alpha(\omega) J_\alpha(\eta, \omega) \chi_n(q) - \frac{1}{2r} \ln \frac{t + r}{t - r} \int_{-\infty}^{q} L^\alpha(\omega) J_\alpha(\eta, \omega) \, d\eta \chi'_n(q)
\]
\[
\lesssim \frac{1}{r^2} \ln \frac{t + r}{t - r}.
\]

and
\[
III = \frac{1}{2r^2} \ln \frac{t + r}{t - r} \int_{q}^{\infty} J_0(\eta, \omega) \, d\eta (1 - \chi_n) - \frac{1}{2r} \frac{(r - t)}{(t - r)^2} \int_{q}^{\infty} L^\alpha(\omega) J_\alpha(\eta, \omega) \, d\eta (1 - \chi_n)
\]
\[
- \frac{1}{2r} \frac{(t + r)}{(t - r)^2} \int_{q}^{\infty} 2J_0(\eta, \omega) \, d\eta (1 - \chi_n)
\]
\[
- \frac{1}{2r} \ln \frac{t + r}{t - r} L^\alpha(\omega) J_\alpha(\eta, \omega) (1 - \chi_n) - \frac{1}{2r} \ln \frac{t + r}{t - r} \int_{-\infty}^{q} L^\alpha(\omega) J_\alpha(\eta, \omega) \, d\eta \chi'_n(q)
\]
\[
\lesssim \frac{1}{r^2} \ln \frac{t + r}{t - r}.
\]

Now let us turn to the term $IV$
\[
IV = \frac{q}{4\pi r} \chi'_n(q) + L^\alpha(\omega) \frac{\partial q A(q, \omega)}{r} + \frac{\partial q A(q, \omega)}{r} - \frac{\omega^\prime A(q, \omega)}{r^2}
\]
\[
= \frac{q}{4\pi r} \chi'_n(q) + L^\alpha(\omega) \frac{\partial q A(q, \omega)}{r} + O\left(\frac{1}{r^2}\right).
\]

Putting all of the above estimates together and modulo the terms of order $O(r^{-2} \ln r)$, we arrive at
\[
\partial^\alpha A_{\alpha, assy} = \frac{1}{r} \partial q \left( \frac{q}{4\pi} \chi_n(q) + L^\alpha(\omega) A(q, \omega) + \frac{q}{4\pi} \chi'_n(q) \right).
\]

This finishes the proof of Proposition 3.7. $\square$

From the decay of $A_{\alpha}$ in $q$, we see that
\[
\lim_{q \to \infty} \left( \frac{q}{4\pi} \chi_n(q) + L^\alpha(\omega) A(q, \omega) + \frac{q}{4\pi} \chi'_n(q) \right) = \frac{q}{4\pi}
\]
from which we can infer that
\[ A_L(q, \omega) = L^\alpha(\omega)A_\alpha(q, \omega) = \begin{cases} \frac{q}{4\pi} (1 - \chi_{in}(q)), & q < 0, \\ \frac{q}{4\pi} (1 - \chi_{ex}(q)), & q \geq 0. \end{cases} \] (3.19)

4. Reduced MKG Equations

In this section our goal is to solve the reduced MKG equations (1.5) from infinity with the asymptotics given of the form (1.18) in wave zone and (1.16) in the far interior.

We construct the approximate solution associated to the asymptotics (1.18) and (1.16) as follows

\[ \phi_{app}(t, r\omega) = e^{-i \frac{q}{4\pi} \ln r} \frac{\Phi(q, \omega)}{r} \chi \left( \frac{q}{r} \right) \]
\[ A_{\alpha, app}(t, r\omega) = \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{S^2} \frac{J_\alpha(\eta, \sigma)}{t - r(\omega, \sigma)} dS(\sigma) d\eta \chi_{ex}(\frac{t}{12}) \chi_{in}(q) \]
\[ - \frac{1}{2r} \ln \frac{2r}{t - r} \int_{-\infty}^{q} J_\alpha(\eta, \omega) d\eta \chi \left( \frac{q}{r} \right) \chi_{in}(q) \]
\[ + \frac{1}{2r} \ln \frac{2r}{t - r} \int_{q}^{\infty} J_\alpha(\eta, \omega) d\eta \chi \left( \frac{q}{r} \right) \left( 1 - \chi_{in}(q) \right) \]
\[ + \frac{q}{4\pi T} \delta_{\alpha, ex}(q) + \frac{A_{\alpha}(q, \omega)}{r} \chi \left( \frac{q}{r} \right), \] (4.1)

with \((\Phi, A_\alpha)\) satisfying the asymptotic Lorenz gauge condition and the smallness condition on the norm defined in (1.20). Here \(\chi(s) = 1\) when \(s \leq 1/2\) and \(\chi(s) = 0\) when \(s \geq 3/4\), which is used to localize in the wave zone, away from the origin.

Then we set a smooth cutoff \(\bar{\chi}\) such that \(\bar{\chi}(s) = 1\) when \(s \leq 1\) and \(\bar{\chi}(s) = 0\) when \(s \geq 2\). We expect to find a sequence of solutions \((\phi_T, A_{\alpha T}) = (\phi_{app} + u_T, A_{\alpha, app} + v_{\alpha T})\) to the reduced MKG equations (1.5). To achieve this, we consider the following equations for \((u_T, v_{\alpha T})\) with trivial data at \(t = 2T\)

\[ \square u = \bar{\chi} \left( \frac{t}{T} \right) \left( -2iA^\alpha \partial_\alpha \phi + A^\alpha A_\alpha \phi - \square \phi_{app} \right) \]
\[ \square v_\alpha = \bar{\chi} \left( \frac{t}{T} \right) \left( -J_\alpha - \square A_{\alpha, app} \right), \quad J_\alpha = \Im(\phi(\partial_\alpha + iA_\alpha)\phi). \] (4.2)

We will see later on that \((\phi_{app}, A_{\alpha, app})\) is a “good approximate solution” in the sense that module terms of order \(O(r^{-3} \ln r)\), \((\phi_{app}, A_{\alpha, app})\) solves the reduced MKG equations (1.5), i.e.

\[ \square \phi_{app} \sim -2iA^{\alpha, app} \partial_\alpha \phi_{app} + A^{\alpha, app} A_{\alpha, app} \phi_{app} \]
\[ \square A_{\alpha, app} \sim -\Im(\phi_{app} \overline{\partial_\alpha \phi_{app}}) + |\phi_{app}|^2 A_{\alpha, app}. \]

We first point out some basic results

- For any vector field \(Z\) and multiindex \(I\), we have \(Z^I u_T = Z^I v_{\alpha T} = 0\) at \(t = 2T\).
- Since \(\square \phi_{app} = 0\) and \(\square A_{\alpha, app} = 0\) when \(r \geq 4T\), by finite speed of propagation, we obtain that \(u_T = 0\) and \(v_{\alpha T} = 0\) when \(r > 6T - t\). This also indicates that \(Z^I \bar{\chi}(t/T) \sim 1\) in the support of \(u_T\) or \(v_{\alpha T}\).
- \((\phi_T, A_{\alpha T}) = (\phi_{app} + u_T, A_{\alpha, app} + v_{\alpha T})\) is an exact solution to the reduced MKG equations (1.5) when \(t \leq T\).

The main result of this section is the following proposition.

**Proposition 4.1.** Suppose the assumptions of Theorem [17] are in place. Then there exists a small absolute constant \(\varepsilon_0\), which depends on \(N, \mu, \gamma\), such that for any radiation field set \((\Phi, A_\alpha)\) given above which satisfies the asymptotic Lorenz gauge condition and the smallness condition

\[ \varepsilon := \|\Phi\|_{N, \infty, \gamma} + \|A_\alpha\|_{N, \infty, \gamma} \leq \varepsilon_0, \]
[4.2] has a solution \((u, v_n) = (u_T, v_{nT})\) for \(0 \leq t \leq 2T\), where \((u, v_n)\) has trivial data at \(t = 2T\). And for all \(0 \leq t \leq 2T\), we have

\[
\|w^{\frac{1}{2}}Z^I u_T\|_{L^2(\Sigma_t)} + \|w^{\frac{1}{2}}Z^I v_{nT}\|_{L^2(\Sigma_t)} \leq C\varepsilon(t)^{-\frac{1}{2} + \frac{\kappa}{4} + \frac{\ell}{4}} \quad \text{for} \quad |I| \leq N - 2, \tag{4.3}
\]

\[
|w^{\frac{1}{2}}Z^I u_T| + |w^{\frac{1}{2}}Z^I v_{nT}| \leq C\varepsilon(t + r^{-1}(t - r)^{-\frac{1}{2}}(t - r)^{-\frac{1}{2} + \frac{\kappa}{4} + \frac{\ell}{4}} \quad \text{for} \quad |I| \leq N - 4 \tag{4.4}
\]

where \(C\) only depends on \(\gamma, \mu, N\) and

\[
w(q) = \begin{cases} 
1 + (1 + |q|)\mu, & q < 0, \\
1 + (1 + |q|)^{-\gamma + \frac{1}{2}}, & q \geq 0.
\end{cases}
\]

The proof of Proposition [4.1] proceeds via a continuity argument. More specifically, we define these two bootstrap quantities

\[
\mathcal{E}_k(t) = \sup_{t \leq t \leq 2T} \sum_{|I| \leq k} E^w[Z^I v_n](\tau) + E^w[Z^I u](\tau), \quad k = N - 3 \tag{4.5}
\]

and

\[
S_k(t) = \sum_{|I| \leq k} \int_{\Sigma_t} (t + r)^2 \left| \frac{1}{r} L(r Z^I u)^2 + (t + r) \right| \left| \frac{1}{r} L(r Z^I v_n)^2 \right| w |dx| d\tau, \quad k = N - 3 \tag{4.6}
\]

with \(w\) defined in Proposition [4.1]. We clearly have

\[
|w'| \sim \mu w(1 + |q|)^{-1} \quad \text{for} \quad q < 0; \quad |w'| \sim (\gamma - 1/2)w(1 + |q|)^{-\gamma - 1/2} \quad \text{for} \quad q > 0. \tag{4.7}
\]

Then we apply Corollary [2.3] with \(\delta = \gamma - 1/2\) and \(\nu = \mu\) to \(v_n\) and \(u\) to close the bootstrap argument.

We commute the equations [4.2] with \(Z_I\) for \(|I| \leq k = N - 3\) and rewrite it as

\[
\Box v_n = (Z^I + \sum_{|J| \leq |I| - 1} c^I_J Z^J) \left[ \frac{t}{T} \left( -3 \mathfrak{A}(\mathfrak{A} \partial_\alpha \mathfrak{A}) + |\mathfrak{A}|^2 - \mathfrak{A} \partial_\alpha \mathfrak{A} - \Box \mathfrak{A} \partial_\alpha \mathfrak{A} \right) \right] \\
+ (Z^I + \sum_{|J| \leq |I| - 1} c^I_J Z^J) \left( \frac{t}{T} \left( -3 \mathfrak{A}(\mathfrak{A} \partial_\alpha \mathfrak{A}) - \mathfrak{A} \partial_\alpha \mathfrak{A} - \Box \mathfrak{A} \partial_\alpha \mathfrak{A} \right) \right] \\
+ (Z^I + \sum_{|J| \leq |I| - 1} c^I_J Z^J) \left[ \frac{t}{T} \left( \Re(\mathfrak{A} \partial_\alpha \mathfrak{A}) \mathfrak{A} + |\mathfrak{A}|^2 \mathfrak{A} \right) \right] \\
+ (Z^I + \sum_{|J| \leq |I| - 1} c^I_J Z^J) \left[ \frac{t}{T} |u|^2 \mathfrak{A} \right] \\
\equiv \mathcal{V}_n + \mathcal{V}_n + \mathcal{V}_n + \mathcal{V}_n + \mathcal{V}_n,
\]

and

\[
\Box Z^I u = (Z^I + \sum_{|J| \leq |I| - 1} c^I_J Z^J) \left[ \frac{t}{T} \left( -2i A^\alpha_{app} \partial_\alpha \mathfrak{A} + A^\alpha_{app} A_{app} \mathfrak{A} - \Box \mathfrak{A} \partial_\alpha \mathfrak{A} \right) \right] \\
+ (Z^I + \sum_{|J| \leq |I| - 1} c^I_J Z^J) \left[ \frac{t}{T} \left( -2i v^\alpha \partial_\alpha \mathfrak{A} - 2i A^\alpha_{app} \partial_\alpha \mathfrak{A} \right) \right] \\
+ (Z^I + \sum_{|J| \leq |I| - 1} c^I_J Z^J) \left[ \frac{t}{T} \left( v^\alpha A_{app} \mathfrak{A} + A^\alpha_{app} v^\alpha \mathfrak{A} \right) \right] \\
+ (Z^I + \sum_{|J| \leq |I| - 1} c^I_J Z^J) \left[ \frac{t}{T} \left( v^\alpha v_{app} + v^\alpha A_{app} v_{app} + A^\alpha_{app} v_{app} \right) \right] \\
\equiv U_1 + U_2 + U_3 + U_4 + U_5.
\]
For ease of notation in the remainder of this section, we denote the norm \( \|\Phi\|_{k,\infty,\gamma} + \|A_j\|_{k,\infty,\gamma} \) by \( D_k \)
which is a small constant. We also make a convention in the sequel that the implicit constant in \( A \lesssim B \)
depends only on \( \gamma, \mu \) and \( N \). Without explicitly mentioning it, we will frequently use the Leibniz’s rule \( (2.3) \),
the commutation identities \( (2.8) \), the estimate \( (3.11) \) and the fact that \( t \approx r \approx \langle t + r \rangle \) in the support of \( \chi \)
and \( \langle t - r \rangle \approx \langle t + r \rangle \) in the support of \( \chi' \).

4.1. Estimates for the approximate solutions. We first analyze the error terms generated by the approximate solutions, namely \( V_{\alpha,1} \) and \( U_1 \) in \( (4.8) \) and \( (4.9) \) respectively.

**Lemma 4.2.** We have

\[
Z^I \left( \Box A_{\alpha,app} + \frac{1}{r^2} J_\alpha \chi \left( \frac{t-r}{r} \right) \right) \lesssim \frac{D_{|I|+2}}{(t+r)^3} \langle t-r \rangle^2 \chi \left( \frac{q}{r} \right) + \frac{D_{|I|+1}^2}{(t+r)^m} \left( 1 + \ln \frac{t+r}{t-r} \right) \chi \left( \frac{q}{r} \right),
\]

(4.10)

\[
Z^I \left( \Box A_{\alpha,app} + \frac{1}{r^2} J_\alpha \chi \left( \frac{t-r}{r} \right) \right) \lesssim \frac{D_{|I|+2}}{(t+r)^3} \langle t-r \rangle^2 \chi \left( \frac{q}{r} \right) + \frac{D_{|I|+1}^2}{(t+r)^m} \left( 1 + \ln \frac{t+r}{t-r} \right) \chi \left( \frac{q}{r} \right),
\]

(4.11)

for any \( m > 0 \).

**Proof.** We first consider \( \Box A_{\alpha,app} \). To this end we calculate

\[
\Box A_{\alpha,app} = -\frac{1}{r^2} L \left( e^{-i \frac{q}{2r^2} \ln r} \Phi(q, \omega) \chi \left( \frac{q}{r} \right) \right) + \frac{1}{r^3} e^{-i \frac{q}{2r^2} \ln r} \Delta \Phi(q, \omega) \chi \left( \frac{q}{r} \right)
\]

\[
= -ie^{-i \frac{q}{2r^2} \ln r} \frac{q}{2r^2} \chi \left( \frac{q}{r} \right) + ie^{-i \frac{q}{2r^2} \ln r} \left( \frac{q}{4 \pi} + i \frac{q^2}{16 \pi^2} \right) \Phi \frac{q}{r^3} \chi \left( \frac{q}{r} \right) + \frac{1}{r^3} e^{-i \frac{q}{2r^2} \ln r} \Delta \Phi(q, \omega) \chi \left( \frac{q}{r} \right)
\]

\[
+ ie^{-i \frac{q}{2r^2} \ln r} \frac{q}{4 \pi} \chi \left( \frac{q}{r} \right) \langle \frac{t-r}{r^2} \rangle + \frac{2(t-r)}{t-r} + \frac{q}{4 \pi} \chi \left( \frac{q}{r} \right) \langle \frac{t-r}{r^2} \rangle + \frac{2}{t-r}
\]

\[
- e^{-i \frac{q}{2r^2} \ln r} \frac{2q}{r^2} \chi \left( \frac{q}{r} \right) \langle \frac{t-r}{r^2} \rangle + \frac{q}{4 \pi r^2} \chi \left( \frac{q}{r} \right) \langle \frac{t-r}{r^2} \rangle.
\]

Then the first estimate \( (4.10) \) follows from the formula above.

Next let us turn to \( A_{\alpha,app} \). We rewrite \( \Box A_{\alpha,app} \) as

\[
\Box A_{\alpha,app} \equiv I + II
\]

where

\[
I = \frac{1}{4 \pi} \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \n \right) \frac{(t-r)}{t-r} dS(\sigma) \eta U_{\alpha,app} \chi \left( \frac{q}{r} \right) + \frac{1}{2} \ln \frac{2r}{t-r} \int_{-\infty}^{\infty} \n \eta \eta \chi \left( \frac{q}{r} \right) \chi \left( \frac{q}{r} \right) - \frac{1}{2} \ln \frac{2r}{t-r} \int_{-\infty}^{\infty} \n \eta \eta \chi \left( \frac{q}{r} \right) \chi \left( \frac{q}{r} \right)
\]

and

\[
II = \frac{q}{4 \pi r} \delta_{\alpha,0} \chi \left( \frac{q}{r} \right) + \frac{A_{\alpha}(q, \omega)}{r} \chi \left( \frac{q}{r} \right).
\]

By the calculation and estimates we did in the proof of Proposition \( (3.2) \) we obtain for any \( m > 0 \) that

\[
\left| Z^I \left( I + \frac{1}{r^2} J_\alpha(q, \omega) \chi \left( \frac{t-r}{r} \right) \right) \right| \lesssim \frac{D_{|I|+2}}{(t+r)^3} \langle t-r \rangle^2 \chi \left( \frac{q}{r} \right) + \frac{D_{|I|+3}}{(t+r)^m} \left( 1 + \ln \frac{t+r}{t-r} \right) \chi \left( \frac{q}{r} \right).
\]

So we are left with calculating \( II \). Indeed, we have

\[
II = -\frac{1}{r^2} L \left( \frac{q}{4 \pi} \delta_{\alpha,0} \chi \left( \frac{q}{r} \right) + A_{\alpha}(q, \omega) \chi \left( \frac{q}{r} \right) \right) + \frac{1}{r^3} \Delta \omega A_{\alpha}(q, \omega) \chi \left( \frac{q}{r} \right)
\]

\[
= -\frac{A_{\alpha}}{r} L \left( \chi \left( \frac{q}{r} \right) \right) + \frac{2q}{r^2} A_{\alpha} \left( \chi \left( \frac{q}{r} \right) \right) + \frac{1}{r^3} \Delta \omega A_{\alpha}(q, \omega) \chi \left( \frac{q}{r} \right).
\]

Then we find that

\[
\left| Z^I II \right| \lesssim \frac{D_{|I|+2}}{(t+r)^3} \langle t-r \rangle^2 \chi \left( \frac{q}{r} \right).
\]
Putting things together yields the second estimate \[4.11\].

In the next lemma we establish some decay estimates for \(A_{a, app}\).

**Lemma 4.3.** We have

\[
|Z^t A_{a, app}| \lesssim_c \begin{cases} 
\frac{D_r^2}{\langle t+r \rangle^7}, & t \geq c r, \\
\frac{D_r^2}{\langle t+r \rangle^2} \ln \left( \frac{t+r}{t-r} \right) + \frac{D_r^2}{\langle t+r \rangle^{1/2}} \chi \left( \frac{q}{r} \right), & t < c r \text{ and } t-r \geq 1/2, \\
& t-r < 1/2.
\end{cases}
\]

(4.12)

for any \(c > 1\). In addition, for the corresponding null decomposition, we have

\[
A_{L, app} = \frac{q}{4 \pi r} + R_L \quad \text{for } r \geq 1/4
\]

(4.13)

where

\[
|Z^t R_L| \lesssim \frac{D_r^2}{\langle t+r \rangle^2} \ln \left( \frac{t+r}{t-r} \right) \chi_{in}(q) + \frac{q}{\langle t+r \rangle^m} \quad \text{for } t < 4r-1 \quad \text{and any } \quad m > 0.
\]

(4.14)

For \(t \leq 4r-1\), we also have

\[
|Z^t A_{e, app}| \lesssim \frac{D_r^2}{\langle t+r \rangle^2} \chi_{in}(q) + \frac{D_r}{\langle t+r \rangle^{1/2}} \chi \left( \frac{q}{r} \right),
\]

\[
|Z^t A_{L, app}| \sim |Z^t A_{a, app}|.
\]

(4.15)

**Proof.** Observing the formula \[4.11\] for \(A_{a, app}\), we find that when \(t > cr\) with \(c > 1\), the estimate \[4.12\] follows from the fact that \(\langle t-r \rangle \sim_c \langle t+r \rangle\) in that region. If \(t \leq cr\) and \(t-r \geq 1/2\), the second and the third terms are bounded by \(D_r^2/\langle t+r \rangle^2 \ln \left( \frac{t+r}{t-r} \right)\). The last two terms are controlled by \(D_r/\langle t+r \rangle^{-1} \langle t-r \rangle^{-1}\).

Regarding the first term, we rewrite it as

\[
\frac{1}{4 \pi} \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \mathcal{J}_0(\eta, \sigma) dS(\sigma) d\eta
\]

(4.16)

\[
= \frac{1}{4 \pi} \ln \frac{t+r}{t-r} \int_{-\infty}^{\infty} \mathcal{J}_0(\eta, \omega) d\eta + \frac{1}{4 \pi} \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \mathcal{J}_0(\eta, \sigma) - \mathcal{J}_0(\eta, \omega) \frac{dS(\sigma) d\eta}{t-r(\omega, \sigma)},
\]

by the estimate \[3.6\] from Lemma \[3.4\] the conclusion follows. It remains to consider the region \(t-r < 1/2\).

In this case, the first term is 0 and the estimate \[4.12\] follows directly from the formula of \(A_{a, app}\).

Next, we turn to the estimates for the null decomposition of \(A_{a, app}\). We compute that

\[
A_{L, app} = \frac{1}{4 \pi} \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \left( 1 - \langle \sigma, \omega, \eta \rangle \right) \mathcal{J}_0(\eta, \sigma) dS(\sigma) d\eta \chi_{in} \left( \frac{t}{12} \right) \chi_{in}(q)
\]

\[
+ \frac{q}{4 \pi r} \chi_{ex}(q) + \frac{L^2(\omega) A_0(q, \omega)}{r} \chi \left( \frac{q}{r} \right)
\]

\[
= \frac{q}{4 \pi r} \chi_{ex}(q) + \frac{q}{4 \pi r} \delta_{00} \chi_{ex}(q) + \frac{L^2(\omega) A_0(q, \omega)}{r} \chi \left( \frac{q}{r} \right)
\]

\[
+ \frac{1}{4 \pi r} \ln \frac{t+r}{t-r} \int_{-\infty}^{\infty} \mathcal{J}_0(\eta, \omega) d\eta \chi_{ex} \left( \frac{t}{12} \right) \chi_{in}(q)
\]

\[
+ \frac{1}{4 \pi r} \int_{-\infty}^{\infty} \int_{\mathbb{S}^2} \mathcal{J}_0(\eta, \sigma) - \mathcal{J}_0(\eta, \omega) \frac{dS(\sigma) d\eta}{t-r(\omega, \sigma)}
\]

\[
= \frac{q}{4 \pi r} \chi_{in}(q) + \frac{q}{4 \pi r} \delta_{00} \chi_{ex}(q) + \frac{L^2(\omega) A_0(q, \omega)}{r} \chi \left( \frac{q}{r} \right) + \mathcal{R}
\]

Using the estimates \[3.6\] we find that when \(t < 4r-1\),

\[
|Z^t R_L| \lesssim D_r^2 \langle t+r \rangle^2 \ln \left( \frac{t+r}{t-r} \right) \chi_{in}(q).
\]

Owing to the asymptotic Lorenz gauge condition and the expression \[3.19\] we arrive at

\[
\frac{q}{4 \pi r} \chi_{in}(q) + \frac{q}{4 \pi r} \delta_{00} \chi_{ex}(q) + \frac{L^2(\omega) A_0(q, \omega)}{r} \chi \left( \frac{q}{r} \right) = \frac{q}{4 \pi r} + \mathcal{O} \left( \frac{q}{(t+r)^m} \right)
\]
for $r \geq 1/4$ and any $m > 0$. Putting all of the above estimates yields (4.13) and (4.14).

Finally, the estimates for $Z^lA^\alpha_{\varepsilon,app}$ is straightforward. It remains to control $Z^lA^\alpha_{\varepsilon,app}$. To this end we calculate

$$A^\alpha_{\varepsilon,app} = \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{\mathbb{R}^2} \frac{\omega^2_\alpha J_\alpha(\eta, \sigma)}{t - r(\omega, \sigma)} d\sigma \, d\eta \chi_{ex}(\eta) \chi_{in}(q) + \frac{\omega^2_\alpha A_\alpha(q, \omega)}{r} \chi \left( \frac{q}{r} \right)$$

where we use the fact that $\omega^2_\alpha w_j = 0$. Using the estimate (4.10) we arrive at the conclusion (4.15). \qed

Now we are at a position to estimate $\mathcal{V}_{\alpha 1}$ and $\mathcal{U}_1$ which are the error terms determined completely by the approximate solutions.

**Lemma 4.4.** We have

$$|\mathcal{V}_{\alpha 1}| \lesssim \frac{D^4_{|l|+1}}{(t + r)^3(t - r)^\gamma} \chi \left( \frac{q}{r} \right) + \frac{D^2_{|l|+1}}{(t + r)^m}$$

$$+ \frac{D_{|l|+2}}{(t + r)^3(t - r)^\gamma} \ln \left( \frac{t + r}{t - r} \right) \chi \left( \frac{q}{r} \right)$$

(4.17)

$$|\mathcal{U}_1| \lesssim \frac{D_{|l|+2}}{(t + r)^3(t - r)^\gamma} \chi \left( \frac{q}{r} \right) + \frac{D^3_{|l|+2}}{(t + r)^3(t - r)^\gamma} \ln \left( \frac{t + r}{t - r} \right) \chi \left( \frac{q}{r} \right)$$

(4.18)

for any $m > 0$.

**Proof.** For $\mathcal{V}_{\alpha 1}$, in view of Lemma 4.2 we are left with dealing with $-\Im(\phi_{\alpha app}^* \partial_\alpha \phi_{\alpha app}) + |\phi_{\alpha app}|^2 A^\alpha_{\alpha,app}$. Direct calculation implies

$$-\Im(\phi_{\alpha app}^* \partial_\alpha \phi_{\alpha app}) + |\phi_{\alpha app}|^2 A^\alpha_{\alpha,app}$$

$$= -L_\alpha \Im(\phi_{\alpha app}^* \partial_\alpha \phi_{\alpha app}) + \frac{L}{2} \Im(\phi_{\alpha app}^* \partial_\alpha \phi_{\alpha app}) - \omega^B_\alpha \Im(\phi_{\alpha app}^* e_B(\phi_{\alpha app})) + |\phi_{\alpha app}|^2 A^\alpha_{\alpha,app}.$$ 

Since

$$-L_\alpha \Im(\phi_{\alpha app}^* \partial_\alpha \phi_{\alpha app}) = \frac{J_\alpha}{r^2} \chi \left( \frac{q}{r} \right) - L_\alpha \frac{q}{8\pi} \chi \left( \frac{q}{r} \right),$$

$$\frac{L}{2} \Im(\phi_{\alpha app}) \partial_\alpha \phi_{\alpha app} = L_\alpha \frac{q}{8\pi} \chi \left( \frac{q}{r} \right),$$

$$\omega^B_\alpha \Im(\phi_{\alpha app} e_B(\phi_{alpha})) = -\omega^B_\alpha \Im(\Phi e_B(\Phi)) \chi \left( \frac{q}{r} \right),$$

$$|\phi_{\alpha app}|^2 A^\alpha_{\alpha,app} = \frac{\Phi^2}{r^2} \chi \left( \frac{q}{r} \right).$$

by (3.14) and the estimate (4.12) from Lemma 4.3 we find that

$$Z^l \left( -\Im(\phi_{\alpha app}^* \partial_\alpha \phi_{\alpha app}) + |\phi_{\alpha app}|^2 A^\alpha_{\alpha,app} + \frac{J_\alpha}{r^2} \chi \left( \frac{q}{r} \right) \right)$$

$$\lesssim \frac{1}{(t + r)^3(t - r)^\gamma} \left( D^4_{|l|+1} + D^4_{|l|+2} \chi_{in}(q) + \frac{D^4_{|l|+2}}{(t - r)^2} \ln \left( \frac{t + r}{t - r} \right) \chi \left( \frac{q}{r} \right) \right).$$

Combining the above estimate with (4.11) and the fact $Z^l \chi(t/T) \sim 1$ in the support of $\chi_{in}$ or $\chi$, we prove (4.17).

Moving on, we consider $\mathcal{U}_1$ and express

$$-2i A^\alpha_{\varepsilon,app} \partial_\alpha \phi_{\alpha app} + A^\alpha_{\varepsilon,app} A_{\alpha,app} \phi_{\alpha app}$$

$$= -2i A_{L,app} \partial_\alpha \phi_{\alpha app} + iA^\alpha_{L,app} L(\phi_{\alpha app}) - 2i A^\alpha_{\varepsilon,app} e_B(\phi_{\alpha app})$$

$$+ (-A_{L,app} A_{\varepsilon,app} A_{\varepsilon,app} \phi_{\alpha app}).$$
Then we see that
\[
A_{L, \text{app}} \partial_Q \phi_{\text{app}} = \left( \frac{\Phi}{4 \pi r} + R_L \right) \partial_Q \phi_{\text{app}}
\]
\[
= e^{-i \frac{\Phi}{4 \pi r} \ln r} \frac{\partial \Phi}{4 \pi r^2} \chi \left( \frac{q}{r} \right) + e^{-i \frac{\Phi}{2 \pi r} \ln r} R_L \frac{\chi}{r} \left( \frac{q}{r} \right)
\]
\[
+ e^{-i \frac{\Phi}{4 \pi r} \ln r} \left( \frac{\Phi}{4 \pi r} + R_L \right) \left( -i \frac{\Phi}{8 \pi r^2} \chi \left( \frac{q}{r} \right) - \frac{\Phi}{2 \pi r} \chi \left( \frac{q}{r} \right) + \frac{\Phi}{r} \partial_Q \chi \left( \frac{q}{r} \right) \right),
\]
\[
A_{L, \text{app}} L(\phi_{\text{app}}) = e^{-i \frac{\Phi}{4 \pi r} \ln r} A_{L, \text{app}} \left( -i \frac{\Phi}{4 \pi r^2} \chi \left( \frac{q}{r} \right) - \frac{\Phi}{2 \pi r^2} \chi \left( \frac{q}{r} \right) + \frac{\Phi}{r} L \chi \left( \frac{q}{r} \right) \right).
\]
\[
A_{eB, \text{app}} e_B(\phi_{\text{app}}) = e^{-i \frac{\Phi}{4 \pi r} \ln r} A_{eB, \text{app}} \frac{\Phi}{r^2} \chi \left( \frac{q}{r} \right).
\]
By the estimates for the null decomposition of $A_{a, \text{app}}$ from Lemma 4.3 we obtain that
\[
\left| Z^I \left( -2i A_{a, \text{app}}^2 \partial_Q \phi_{\text{app}} + A_{a, \text{app}}^2 A_{a, \text{app}} \phi_{\text{app}} + i e^{-i \frac{\Phi}{4 \pi r} \ln r} \frac{\Phi}{2 \pi r^2} \chi \left( \frac{q}{r} \right) \right) \right|
\]
\[
\lesssim \frac{D^2_{|I|+2}}{(t+r)^3(t-r)^3} \chi \left( \frac{q}{r} \right) + \frac{D^3_{|I|+2}}{(t+r)^3(t-r)^3} \ln \frac{(t+r)}{(t-r)} \chi \left( \frac{q}{r} \right).
\]
Putting the above estimate and (1.10) together yields (1.15).

As we apply Corollary 2.3 to $Z^I u$ and $Z^I v_{\alpha}$, this means that we need to control
\[
\int_t^{2T} \int_{\Sigma_t} \left| \mathcal{R} \left( \frac{1}{r} \overline{K}_0(r Z^I u) U_1 \right) \right| \ dx \ d\tau \text{ and } \int_t^{2T} \int_{\Sigma_t} \left| \frac{1}{r} \overline{K}_0(r Z^I v_{\alpha}) V_{\alpha 1} \right| \ dx \ d\tau
\]
with $w$ defined in Proposition 4.1.

**Lemma 4.5.** We have
\[
\int_t^{2T} \int_{\Sigma_t} \left| \mathcal{R} \left( \frac{1}{r} \overline{K}_0(r Z^I u) U_1 \right) \right| \ dx \ d\tau \lesssim \frac{D_{|I|+2}}{(t) \frac{1}{2} - \frac{5}{2} - \frac{3}{2}} S_{|I|} \left( \frac{1}{2} \right)^{1/2} + \frac{D_{|I|+2}}{(t) \frac{1}{2} - \frac{5}{2} - \frac{3}{2}} \mathcal{E}_{|I|} \left( \frac{1}{2} \right)^{1/2},
\]
\[
\int_t^{2T} \int_{\Sigma_t} \left| \mathcal{R} \left( \frac{1}{r} \overline{K}_0(r Z^I v_{\alpha}) V_{\alpha 1} \right) \right| \ dx \ d\tau \lesssim \frac{D_{|I|+3}}{(t) \frac{1}{2} - \frac{5}{2} - \frac{3}{2}} S_{|I|} \left( \frac{1}{2} \right)^{1/2} + \frac{D_{|I|+3}}{(t) \frac{1}{2} - \frac{5}{2} - \frac{3}{2}} \mathcal{E}_{|I|} \left( \frac{1}{2} \right)^{1/2}.
\]

**Proof.** Recall that $\overline{K}_0 = \left( \langle t + r \rangle^2 + \langle t - r \rangle^2 \right)^2$, we have
\[
\int_t^{2T} \int_{\Sigma_t} \left| \mathcal{R} \left( \frac{1}{r} \overline{K}_0(r Z^I u) U_1 \right) \right| \ dx \ d\tau
\]
\[
\lesssim \int_t^{2T} \int_{\Sigma_t} \frac{(t-r)^2}{r} L(r Z^I u) U_1 \ dx \ d\tau + \int_t^{2T} \int_{\Sigma_t} \frac{(t-r)^2}{r} L(r Z^I u) U_1 \ dx \ d\tau
\]
\[
\equiv A + B.
\]

By Lemma 4.3 we can bound $A$ by Cauchy-Schwarz in spatial variables
\[
A \lesssim \mathcal{E}_{|I|} \left( \frac{1}{2} \right)^{1/2} \left( \int_t^{2T} \int_{\Sigma_t} \langle t-r \rangle^2 \left| U_1 \right|^2 \ dx \ d\tau \right)^{1/2} \lesssim \frac{D_{|I|+3}}{(t) \frac{1}{2} - \frac{5}{2} - \frac{3}{2}} \mathcal{E}_{|I|} \left( \frac{1}{2} \right)^{1/2}.
\]

For the term $B$, we apply Cauchy-Schwarz to the whole spacetime integral to obtain that
\[
B \lesssim \left( \int_t^{2T} \int_{\Sigma_t} \langle t-r \rangle^2 \left| \frac{1}{r} L(r Z^I u) \right|^2 \ dx \ d\tau \right)^{1/2}
\]
\[
\times \left( \int_t^{2T} \int_{\Sigma_t} \langle t-r \rangle^2 \langle t-r \rangle^2 \langle t\rangle^2 \langle t \rangle^2 \left| Z^I \right|^2 \left| V_{\alpha 1} \right|^2 \ dx \ d\tau \right)^{1/2}
\]
\[
\lesssim \frac{D_{|I|+3}}{(t) \frac{1}{2} - \frac{5}{2} - \frac{3}{2}} S_{|I|} \left( \frac{1}{2} \right)^{1/2}.
\]
Here we use $\ln x \leq 4x^{1/4}$ for $x \geq 1$ to deal with the logarithm terms in the above two estimates. This proves the first estimate \((4.19)\) in this Lemma. The second estimate \((4.20)\) can be shown in an analogous manner. \hfill \Box

4.2. Energy estimates for the remainder of the gauge potential. In this subsection we proceed to bound the other error terms $\mathcal{V}_{\alpha_2}, \mathcal{V}_{\alpha_3}, \mathcal{V}_{\alpha_4}, \mathcal{V}_{\alpha_5}$ in the equation \((4.8)\).

\textbf{Error estimates for $\mathcal{V}_{\alpha_2}$.} We have

\begin{equation}
\mathcal{V}_{\alpha_2} = \tilde{\chi}(t\tau)\left( -\Im(\phi_{app}\partial_\alpha Z^I u) - \Im(u\partial_\alpha Z^I u) \right) + \mathcal{R}_\nu \tag{4.21}
\end{equation}

where

$$|\mathcal{R}_\nu| \lesssim \sum_{|J|+|K|+|L| \leq |I|} |Z^L \tilde{\chi}(t\tau)| ||\Im(Z^K \partial_\alpha \phi_{app} Z^I u)|| + \sum_{|J| \leq |I|-1} \sum_{|J|+|K|+|L| \leq |I|} |Z^L \tilde{\chi}(t\tau)| ||\Im(Z^K \phi_{app} \partial Z^I u)||$$

$$+ \sum_{|J| \leq |I|-1} \sum_{|J|+|K| \leq |I|} \frac{D_{|K|+1}}{(t+r)(t-r)^{\gamma+1}} |Z^J u| + \sum_{|J| \leq |I|-1} \sum_{|J|+|K| \leq |I|} \frac{D_{|K|}}{(t+r)(t-r)^{\gamma}} |\partial Z^J u|$$

$$\lesssim \sum_{|J|+|K| \leq |I|} \frac{D_{|K|+1}}{(t+r)(t-r)^{\gamma+1}} |Z^J u| + \sum_{1 \leq |I| \leq |J|+|K| \leq |I|+1} \frac{1}{(t-r)} |Z^K u||Z^J u|$$

Here we use Lemma \((2.1)\) in the last inequality.

We begin with the $((t-r)^2/r)L$ component in the multiplier $K_0$. Since $|I| \leq k = N-3$ with $N \geq 7$, we notice that $\min(|J|, |K|) \leq |(|I|+1)/2| \leq (k+1)/2 \leq k-1$. We assume $|K| \leq |J|$, then we can employ Lemma \((2.9)\) and Proposition \((2.4)\) to obtain that

$$|Z^K u| \lesssim \sum_{|K| \leq |K|+2} \|Z^K u\|_{L^2(w)} \lesssim \frac{\mathcal{E}_{|K|+1}(t)^{1/2}}{(t+r)(t-r)^{1/2}\sqrt{w^{1/2}}} \lesssim \frac{\mathcal{E}_k(t)^{1/2}}{(t+r)(t-r)^{1/2}\sqrt{w^{1/2}}}$$

Then we can easily bound

$$\int_t^{2T} \int_{\Sigma_t} \frac{(t-r)^2}{r} L(rZ^I \nu_{\alpha_2}) \nu_{\alpha_2} w \, dx \, d\tau \leq \int_t^{2T} \frac{D_{|I|+1}}{(t-r)^{1/2}} \left( \mathcal{E}_{|I|}(\tau) + \sum_{|J| \leq |I|+1} \|Z^I u\|_{L^2(w)}^2 \right) \tau$$

$$+ \int_t^{2T} \frac{\mathcal{E}_k(t)^{1/2}}{(t-r)^{1/2}} \left( \mathcal{E}_{|I|}(\tau) + \sum_{|J| \leq |I|+1} \|Z^I u\|_{L^2(w)}^2 \right) \tau \tag{4.22}$$

$$\lesssim \int_t^{2T} \frac{D_{|I|+1} + \mathcal{E}_k(t)^{1/2}}{(t-r)^{1/2}} \mathcal{E}_{|I|}(\tau) \, d\tau$$

where we use Proposition \((2.4)\) in the last step.

Next let us treat the $((t+r)^2/r)L$ component of $K_0$. To this end we first exploit the spacetime version of Hardy inequality established in Lemma \((2.7)\) to handle $\mathcal{R}_\nu$. Indeed, we apply Cauchy-Schwarz to the whole
spacetime integral and Lemma 2.7 to find that
\[
\int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{(t + r)^2}{r} L(rZ^\dagger v_\alpha) R_v w \, dx \, d\tau \\
\lesssim D_{|I| + 1} S_{|I|}(t)^{1/2} \sum_{|J| \leq |I|} \left( \int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{|Z^J w|^2}{(t - r)^{\gamma + 3/2}} \, dx \, d\tau \right)^{1/2} \\
+ \mathcal{E}_k(t)^{1/2} S_{|I|}(t)^{1/2} \sum_{|J| \leq |I|} \left( \int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{|Z^J u|^2}{(t - r)^{5/2 - \gamma}} \, dx \, d\tau \right)^{1/2} \\
\lesssim D_{|I| + 1} S_{|I|}(t)^{1/2} \sum_{|J| \leq |I|} \left( \int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{(t + r)^2 |L(rZ^J u)|^2 |v|^2}{(t - r)^{\gamma + 3/2}} \, dx \, d\tau \right)^{1/2} \\
+ \mathcal{E}_k(t)^{1/2} S_{|I|}(t)^{1/2} \sum_{|J| \leq |I|} \left( \int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{(t + r)^2 |L(rZ^J u)|^2 |v|^2}{(t - r)^{5/2 - \gamma}} \, dx \, d\tau \right)^{1/2} \\
\lesssim (D_{|I| + 1} + \mathcal{E}_k(t)^{1/2}) S_{|I|}(t).
\]

It remains to control the first term on the right-hand side of (4.21), which has to be done more carefully. First we rewrite
\[
\partial_\alpha Z^\dagger u = L_\alpha \partial_\alpha Z^\dagger u - \frac{\omega_\alpha}{2} L(Z^\dagger u) + \omega_\alpha \partial_\alpha L(Z^\dagger u) \equiv L_\alpha \partial_\alpha Z^\dagger u + \mathcal{S}_\alpha Z^\dagger u.
\]

Then for the tangential derivatives, we are able to use Lemma 2.1 and proceed as in (4.22) to conclude that
\[
\int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{(t + r)^2}{r} L(rZ^\dagger v_\alpha) \bar{\chi}(\frac{t}{T}) \left( -\Im(\phi_{app} \partial_\alpha Z^\dagger u) - \Im(u \partial_\alpha Z^\dagger u) \right) w \, dx \, d\tau \\
\lesssim \int_{t}^{2T_T} \frac{D_0 + \mathcal{E}_1(t)^{1/2}}{r} E_{|I|}(\tau) \, d\tau.
\]

Finally we are left with estimating \(L_\alpha \partial_\alpha Z^\dagger u\). To this end we integrate by parts in \(q = r - t\) direction to transfer \(\partial_q\) to the term \(L(rZ^\dagger v_\alpha)\) and then use the identity \(\Box \varphi = 2r^{-1} \partial_q L(r\varphi) + r^{-2} \Delta \varphi\). Then we insert the equations (4.23) and apply integration by parts in \(q\) direction again to get the desired bound. Specifically, we compute that
\[
\int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{(t + r)^2}{r} L(rZ^\dagger v_\alpha) L_\alpha(\omega) \bar{\chi}(\frac{t}{T}) \left( -\Im(\phi_{app} \partial_\alpha Z^\dagger u) - \Im(u \partial_\alpha Z^\dagger u) \right) w \, dx \, d\tau \\
= \int_{\Sigma_{t}} \frac{(t + r)^2}{2r} L(rZ^\dagger v_\alpha) L_\alpha(\omega) \bar{\chi}(\frac{t}{T}) \left( -\Im(\phi_{app} Z^\dagger u) - \Im(u Z^\dagger u) \right) w \, dx \\
+ \int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{(t + r)^2}{r^2} L(rZ^\dagger v_\alpha) L_\alpha(\omega) \bar{\chi}(\frac{t}{T}) \left( -\Im(\phi_{app} Z^\dagger u) - \Im(u Z^\dagger u) \right) w \, dx \\
+ \int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{(t + r)^2}{r^2} L(rZ^\dagger v_\alpha) L_\alpha(\omega) \bar{\chi}(\frac{t}{T}) \left( -\Im(\phi_{app} Z^\dagger u) - \Im(u Z^\dagger u) \right) w \, dx \\
+ \int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{(t + r)^2}{2r^2} \left( \Box Z^\dagger v_\alpha \right) L_\alpha(\omega) \bar{\chi}(\frac{t}{T}) \left( -\Im(\phi_{app} Z^\dagger u) - \Im(u Z^\dagger u) \right) w \, dx \, d\tau \\
+ \frac{1}{2} \int_{t}^{2T_T} \int_{\Sigma_{t}} \frac{(t + r)^2}{r^2} \left( \Box Z^\dagger v_\alpha \right) L_\alpha(\omega) \bar{\chi}(\frac{t}{T}) \left( -\Im(\phi_{app} Z^\dagger u) - \Im(u Z^\dagger u) \right) w \, dx \, d\tau \\
\equiv V_a + V_b + V_c + V_d + V_e.
\]

For the term \(V_a\), by the pointwise bounds \(|\phi_{app}| \lesssim D_0(t + r)^{-1}, \, |u| \lesssim \mathcal{E}_1(t)(t + r)^{-1}\) and Proposition 2.4 we see that
\[
|V_a| \lesssim (D_0 + \mathcal{E}_1(t)^{1/2}) \int_{\Sigma_{t}} \frac{(t + r)^2 |L(rv_\alpha)|^2}{r^2} + |Z^\dagger u|^2 \, dx \lesssim D_0 \mathcal{E}_{|I|}(t) + \mathcal{E}_1(t)^{1/2} \mathcal{E}_{|I|}(t).
\]
For the term $V_b$, as we have the pointwise estimate $|\partial_t(L_\alpha(\omega)\bar{\chi}(t/T)r\phi_{app}w)| \lesssim D_1(t-r)^{-1-\gamma}w$, we can treat it in the same way as in (4.23) to find that

$$|V_b| \lesssim D_1 S_{[I]}(t).$$

(4.26)

For the term $V_c$, since

$$|\partial_t(L_\alpha(\omega)\bar{\chi}(t/T)r\phi_{app}w)| \lesssim |u|w + r(t-r)^{-1}\sum_{|J| \leq 1} |Z^I u|w \lesssim \frac{E_1(t)^{1/2}w}{(t+r)} + \frac{rE_2(t)^{1/2}w}{(t+r)(t-r)^{3/2}w^{1/2}},$$

we arrive at the estimate

$$|V_c| \lesssim \int_t^{2T} \frac{E_1(t)^{1/2}}{(\tau)} E_{[I]}(\tau) d\tau + E_2(t)^{1/2}S_{[I]}(t).$$

(4.27)

For the term $V_d$, in view of the fact that $\Delta_\omega = \sum_{i,j=1}^3 \Omega_{ij}^2/2$, we integrate by parts with respect to the spatial variables and thus can transfer one rotation vector field from $\Delta_\omega Z^I v_\alpha$ to the other terms. Specifically, we calculate

$$V_d = \frac{1}{4} \sum_{i,j=1}^3 \int_t^{2T} \int_{\Sigma_\tau} \frac{(t+r)^2}{r^2} \Omega_{ij} Z^I v_\alpha L_\alpha(\omega)\bar{\chi}(t/T) \left( \Im(\phi_{app}\Omega_{ij}Z^I u) + \Im(u\Omega_{ij}Z^I u) \right) w dx d\tau$$

$$+ \frac{1}{4} \sum_{i,j=1}^3 \int_t^{2T} \int_{\Sigma_\tau} \frac{(t+r)^2}{r^2} \Omega_{ij} Z^I v_\alpha L_\alpha(\omega)\bar{\chi}(t/T) \left( \Im(\Omega_{ij}(L_\alpha(\omega)\phi_{app} + L_\alpha(\omega)u)Z^I u) \right) w dx d\tau$$

$$\lesssim \int_t^{2T} \frac{D_1 + E_2(t)^{1/2}}{(\tau)} E_{[I]}(\tau) d\tau$$

(4.28)

where we use the identities (2.7) and Proposition (2.8) in the last step.

Finally, we estimate the term $V_e$. To this end we insert the equations (4.8) into $V_e$ to obtain that

$$V_e = \frac{1}{2} \int_t^{2T} \int_{\Sigma_\tau} (t+r)^2(V_{e1} + V_{e2} + V_{e3} + V_{e4} + V_{e5}) L_\alpha(\omega)\bar{\chi}(t/T) \left( \Im(\phi_{app}Z^I u) + \Im(uZ^I u) \right) w dx d\tau.$$

We introduce the following short-hand notations

$$V_{e1} := \frac{1}{2} \int_t^{2T} \int_{\Sigma_\tau} (t+r)^2 V_{e1} L_\alpha(\omega)\bar{\chi}(t/T) \left( \Im(\phi_{app}Z^I u) + \Im(uZ^I u) \right) w dx d\tau,$$

$$V_{e2} := \frac{1}{2} \int_t^{2T} \int_{\Sigma_\tau} (t+r)^2 V_{e2} L_\alpha(\omega)\bar{\chi}(t/T) \left( \Im(\phi_{app}Z^I u) + \Im(uZ^I u) \right) w dx d\tau,$$

$$V_{e3} := \frac{1}{2} \int_t^{2T} \int_{\Sigma_\tau} (t+r)^2 V_{e3} L_\alpha(\omega)\bar{\chi}(t/T) \left( \Im(\phi_{app}Z^I u) + \Im(uZ^I u) \right) w dx d\tau,$$

$$V_{e4} := \frac{1}{2} \int_t^{2T} \int_{\Sigma_\tau} (t+r)^2 V_{e4} L_\alpha(\omega)\bar{\chi}(t/T) \left( \Im(\phi_{app}Z^I u) + \Im(uZ^I u) \right) w dx d\tau,$$

$$V_{e5} := \frac{1}{2} \int_t^{2T} \int_{\Sigma_\tau} (t+r)^2 V_{e5} L_\alpha(\omega)\bar{\chi}(t/T) \left( \Im(\phi_{app}Z^I u) + \Im(uZ^I u) \right) w dx d\tau.$$

(4.29)

Following the way we treated the term $B$ in the proof of Lemma 4.9 and then exploiting the spacetime version of Hardy inequality from Lemma 2.7 we conclude that

$$|V_e| \lesssim \frac{D_0 D_{[I]+3} S_{[I]}(t)^{1/2} + \frac{E_1(t)^{1/2}D_{[I]+3}}{\delta(t)^{1/2-\delta}} S_{[I]}(t)^{1/2}}{\delta(t)^{1/2-\delta}}$$

for any $0 < \delta < 1/2$. Next we turn to the term $V_e^2$. As we can see from (4.21), there are two parts in $V_{e2}$. When $V_e^2$ involves $R_e$, we are able to treat it by using the argument in (4.23) combined with the spacetime version of Hardy inequality from Lemma 2.7. When $R_e^2$ contains the tangential components of
Analogous to the estimates of the terms $N_v^2 - \frac{1}{2} \int_\Sigma_r (t + r)^2 \left( - \Im (\phi_{\text{app}} \partial_\alpha Z_r^T u) - \Im (u \partial_\alpha Z_r^T u) \right)$, we control it in the same fashion as in (1.22). Indeed, we have

$$|N_v^2 - \frac{1}{2} \int_\Sigma_r (t + r)^2 \left( - \Im (\phi_{\text{app}} \partial_\alpha Z_r^T u) - \Im (u \partial_\alpha Z_r^T u) \right) L_\alpha^2 (\omega) \hat{\chi}^2 \left( \frac{t}{T} \right) \left( \Im (\phi_{\text{app}} Z_r^T u) + \Im (u Z_r^T u) \right) w \, dx \, dt |$$

$$\lesssim (D_0 D_{\lfloor t \rfloor + 1} + E_1 (t)^{1/2} E_2 (t)^{1/2}) S_{\lfloor t \rfloor} (t) + \int_t^{2T} (D_0 + E_1 (t)^{1/2}) E_{\lfloor t \rfloor} (\tau) \, d\tau.$$

We denote by $N_v$ as above the term containing the non-tangential component of the first term on the right-hand side of (1.21). In order to handle $N_v$, we rewrite it as

$$N_v = \frac{1}{8} \int_\Sigma_r \frac{t + r}{2 \sqrt{r}} L_\alpha^2 (\omega) \hat{\chi}^2 \left( \frac{t}{T} \right) \left( \Re ((\phi_{\text{app}} + u)^2 \partial_\gamma (Z_r^T u)^2) - |\phi_{\text{app}} + u|^2 |Z_r^T u|^2 \right) w \, dx \, dt.$$

Thanks to the above expression we can apply integration by parts in $q$ direction to find that

$$N_v = \frac{1}{16} \int_\Sigma_r \frac{t + r}{2 \sqrt{r}} L_\alpha^2 (\omega) \hat{\chi}^2 \left( \frac{t}{T} \right) \left( \Re ((\phi_{\text{app}} + u)^2 (Z_r^T u)^2) - |\phi_{\text{app}} + u|^2 |Z_r^T u|^2 \right) w \, dx$$

$$+ \frac{1}{5} \left( \int_\Sigma_r \frac{t + r}{2 \sqrt{r}} \partial_\gamma (w L_\alpha^2 (\omega) \hat{\chi}^2 (\frac{t}{T}) \partial_\tau |\phi_{\text{app}} + ru|^2 |Z_r^T u|^2 \right) w \, dx \, d\tau$$

$$- \frac{1}{5} \left( \int_\Sigma_r \frac{t + r}{2 \sqrt{r}} \partial_\tau \left( w L_\alpha^2 (\omega) \hat{\chi}^2 (\frac{t}{T}) |\phi_{\text{app}} + ru|^2 (Z_r^T u)^2 \right) w \, dx \, d\tau \right)$$

$$= N_v^1 + N_v^2.$$

Similar to the control of the term $V_v$ in (1.26), by Proposition 2.4 we can get that

$$|N_v^2| \lesssim (D_0 + E_1 (t)^{1/2}) E_{\lfloor t \rfloor} (t).$$

Analogous to the estimates of the terms $V_b$ and $V_c$ in (1.20) and (1.21) respectively, we arrive at

$$|N_v^2| \lesssim \frac{2T}{(\tau)} (D_0 + E_1 (t)^{1/2}) E_{\lfloor t \rfloor} (\tau) + (D_1 + E_2 (t)^{1/2}) S_{\lfloor t \rfloor} (t).$$

We first consider the error estimates for $V_{a3}$, $V_{a4}$ and $V_{a5}$ before we turn to the analysis of $V_v^3$, $V_v^4$ and $V_v^5$.

**Error estimates for $V_{a3}$.** By the estimate (1.12) from Lemma 1.3 we have

$$|V_{a3}| \lesssim \sum_{|J| + |K| + |L| \leq |I|} |Z^L \tilde{\chi} \left( \frac{t}{T} \right) \left( |Z^K |\phi_{\text{app}}|^2 \right) |Z_r^T v_\alpha| + |Z^K (\phi_{\text{app}} A_\alpha_{\text{app}}) |Z_r^T u|$$

$$\lesssim \sum_{|J| + |K| \leq |I|} \frac{D_2^K}{(t + r)^2} |Z_r^T v_\alpha| + \sum_{|J| + |K| \leq |I|} \frac{D_2^K}{(t + r)^2} |Z_r^T u|$$

$$+ \sum_{|J| + |K| \leq |I|} \frac{D_2^K}{(t + r)^2} \frac{\ln (t + r)}{(t - r)^\gamma} |Z_r^T u|$$

$$\lesssim \sum_{|J| + |K| \leq |I|} \frac{D_2^K}{(t + r)^2} |Z_r^T v_\alpha| + |Z_r^T u| + \sum_{|J| + |K| \leq |I|} \frac{D_2^K}{(t + r)^2} \frac{\ln (t + r)}{(t - r)^\gamma} |Z_r^T u|$$

where $a_r = \max \{0, a\}$. In view of the above estimate for $V_{a3}$ we can easily find that

$$\int_t^{2T} \int_{\Sigma_r} |\frac{1}{r} \int_0^r v_\alpha w \, dx \, d\tau| \, dx \, d\tau \lesssim D_1^{2|I| + 2} \left( \int_t^{2T} \frac{E_{\lfloor t \rfloor} (\tau)}{(\tau)} d\tau + S_{\lfloor t \rfloor} (t) \right).$$

(4.30)
Error estimates for $\mathcal{V}_{\alpha 4}$. By the expression (4.8) and Lemma 4.3 it follows that

$$|\mathcal{V}_{\alpha 4}| \lesssim \sum_{|J|+|K|+|L| \leq |J|} |Z^L \bar{x}(t/\tau)| \left( |Z^K \phi_{app}| |Z^J (v_{\alpha} u)| + |Z^K A_{\alpha,app}| |Z^J |u|^2 \right)$$

$$\lesssim \sum_{|J|+|K| \leq |J|} \frac{D_{\max K}}{\langle t+r \rangle} \sum_{|J'|+|J''| \leq |J|} |Z^{J'} v_{\alpha}||Z^{J''} u|$$

$$+ \sum_{|J|+|K| \leq |J|} \frac{D_{\max K}^2}{\langle t+r \rangle} \sum_{|J'|+|J''| \leq |J|} |Z^{J'} u||Z^{J''} u|$$

$$+ \sum_{|J|+|K| \leq |J|} \frac{D_{\max K}^3}{\langle t+r \rangle} \ln \frac{\langle t+r \rangle}{\langle t-r \rangle} \sum_{|J'|+|J''| \leq |J|} |Z^{J'} u||Z^{J''} u|$$

$$\lesssim \sum_{|J|+|K| \leq |J|} \frac{E_k(t)^{1/2} D_{\max K}^{1+2}}{\langle t+r \rangle^2} (|Z^{J'} v_{\alpha}| + |Z^{J'} u|)$$

$$+ \sum_{|J|+|K| \leq |J|} \frac{D_{\max K}^3 Z^{J'} u}{\langle t+r \rangle \langle t-r \rangle^{3/2} (\langle r-t \rangle^2 + \langle t-r \rangle^{2})^{1/2}} |Z^{J'} u|.$$  

Similarly we obtain that

$$\int_{\Sigma_t} \int \frac{1}{r} \mathcal{K}_0(r Z^{J'} v_{\alpha}) \mathcal{V}_{\alpha 4} w \, dx \, d\tau \lesssim D_{\max K}^2 E_k(t)^{1/2} \left( \int_{\tau}^{2T} E_{\bar{I}}(\tau) \, d\tau + S_{\bar{I}}(t) \right). \tag{4.31}$$

Error estimates for $\mathcal{V}_{\alpha 5}$. We see that

$$|\mathcal{V}_{\alpha 5}| \lesssim \sum_{|J|+|K| \leq |J|} \left| Z^L \bar{x}(t/\tau) \right| \sum_{|J'|+|J''|+|J'''| \leq |J|} \left| Z^{J'} v_{\alpha} \right| |Z^{J''} u| |Z^{J'''} u|.$$ 

Suppose $|J_1| \leq |J_2| \leq |J_3|$, we can consider the $L^\infty$ estimates for $Z^{J_1} v_{\alpha}$ and $Z^{J_2} u$ and then the $L^2$ estimates for $Z^{J_3}$. Indeed, we have $|J_1| \leq |J_2| \leq |J|/3 \leq |k/3| \leq k - 1$ for $k \leq 2$. Thus by Proposition 2.4 it holds that

$$|Z^{J_1} v_{\alpha}| + |Z^{J_2} u| \lesssim \sum_{|I| \leq |J|} \|Z^K v_{\alpha}\|_{L^2(w)} + \|Z^K u\|_{L^2(w)} \lesssim \frac{E_k(t)^{1/2}}{\langle t+r \rangle \langle t-r \rangle^{1/2} \langle r-t \rangle^{1/2}}.$$ 

Then we arrive at

$$\int_{\Sigma_t} \int \frac{1}{r} \mathcal{K}_0(r Z^{J'} v_{\alpha}) \mathcal{V}_{\alpha 5} w \, dx \, d\tau \lesssim E_k(t) \int_{\tau}^{2T} E_{\bar{I}}(\tau) \, d\tau. \tag{4.32}$$

Finally, having the error estimates for $\mathcal{V}_{\alpha 3}$, $\mathcal{V}_{\alpha 4}$ and $\mathcal{V}_{\alpha 5}$ at our disposal, we are at the position to analyze the terms $\mathcal{V}_e^3$, $\mathcal{V}_e^4$ and $\mathcal{V}_e^5$ in (4.29). Correspondingly, we can obtain that

$$\mathcal{V}_e^3 \lesssim (D_0 + E_k(t)^{1/2}) D_{\max K}^2 \left( \int_{\tau}^{2T} E_{\bar{I}}(\tau) \, d\tau + S_{\bar{I}}(t) \right),$$

$$\mathcal{V}_e^4 \lesssim (D_0 + E_k(t)^{1/2}) D_{\max K}^2 \left( \int_{\tau}^{2T} E_{\bar{I}}(\tau) \, d\tau + S_{\bar{I}}(t) \right), \tag{4.33}$$

$$\mathcal{V}_e^5 \lesssim (D_0 + E_k(t)^{1/2}) E_k(t) \int_{\tau}^{2T} E_{\bar{I}}(\tau) \, d\tau.$$

4.3. Energy estimates for the remainder of the scalar field. In this subsection we consider the energy estimates for the remainder of the scalar field $u$, namely, we need to deal with the terms $\mathcal{U}_2$, $\mathcal{U}_3$, $\mathcal{U}_4$ and $\mathcal{U}_5$ in the equation (4.3).
Error estimates for $U_3$, $U_4$ and $U_5$. Similar to $V_{a3}$, $V_{a4}$ and $V_{a5}$, we have the following pointwise estimates

\[
|U_3| \lesssim \sum_{|J|+2K \leq |I|} \frac{D_{K+1}^2}{(t+r)^2} (|J'v_0| + |J'u|) + \sum_{|J|+2K \leq |I|} \frac{D_{K+2}^3}{(t+r)(t-r)(r-t)^2} (|J'v_0| + |J'u|),
\]

\[
|U_4| \lesssim \sum_{|J|+2K \leq |I|} \frac{E_k(t)^{1/2}D_{K+1}^2}{(t+r)^2} (|J'v_0| + |J'u|) + \sum_{|J|+2K \leq |I|} \frac{E_k(t)^{1/2}}{D_{K+2}^3} (|J'v_0| + |J'u|),
\]

\[
|U_5| \lesssim \sum_{|J| \leq |I|} \frac{E_k(t)}{(t+r)^2} (|J'v_0| + |J'u|).
\]

Therefore, it follows that

\[
\int_t^{2T} \int_{\Sigma^+} \Re \left\{ \frac{1}{r} R_0(rZ'tu)\bar{U}_0 \right\} w \, dx \, d\tau \lesssim D_{|I|+2}^2 \left( \int_t^{2T} \frac{E_{|I|}(\tau)}{\langle \tau \rangle} d\tau + S_{|I|}(t) \right),
\]

\[
\int_t^{2T} \int_{\Sigma^+} \Re \left\{ \frac{1}{r} R_0(r\overline{Z'u})U_0 \right\} w \, dx \, d\tau \lesssim D_{|I|+2}^3 \frac{E_k(t)^{1/2}}{D_{|I|+2}^3} \left( \int_t^{2T} \frac{E_{|I|}(\tau)}{\langle \tau \rangle} d\tau + S_{|I|}(t) \right),
\]

\[
\int_t^{2T} \int_{\Sigma^+} \Re \left\{ \frac{1}{r} R_0(rZ'tu)\bar{U}_0 \right\} w \, dx \, d\tau \lesssim E_k(t) \left( \int_t^{2T} \frac{E_{|I|}(\tau)}{\langle \tau \rangle} d\tau \right).
\]

Error estimates for $U_2$. We decompose $U_2$ into two components which are supported in the far interior and the extended exterior respectively. Specifically, let $\varphi$ be a smooth cutoff such that $\varphi(s) = 1$ for $s \leq 1/4$, and $\varphi(s) = 0$ for $s \geq 1/2$. We rewrite

\[
U_2 = \varphi\left(\frac{r}{t+1}\right)(Z' + \sum_{|J| \leq |I|-1} c_J Z') \left[ \frac{d}{(t+1)^2} \left( -2iv^\alpha \partial_\alpha \phi_{app} - 2iA_{app}^\alpha \partial_\alpha u - 2iv^\alpha \partial_\alpha u \right) \right]
\]

\[
+ (1-\varphi\left(\frac{r}{t+1}\right))(Z' + \sum_{|J| \leq |I|-1} c_J Z') \left[ \frac{d}{(t+1)^2} \left( -2iv^\alpha \partial_\alpha \phi_{app} - 2iA_{app}^\alpha \partial_\alpha u - 2iv^\alpha \partial_\alpha u \right) \right]
\]

\[= U_2^{in} + U_2^{ex}.\]

First, we notice that $\langle t-r \rangle \sim \langle t+r \rangle$ in the support of $\varphi(r/(t+1))$, thus it is easy to deal with the term $U_2^{in}$. Indeed, we have

\[
\int_t^{2T} \int_{\Sigma^+} \Re \left\{ \frac{1}{r} R_0(rZ'tu)\bar{U}_0^{in} \right\} w \, dx \, d\tau \lesssim (D_{|I|+1} + E_k(t)^{1/2}) \int_t^{2T} \frac{E_{|I|}(\tau)}{\langle \tau \rangle} d\tau.
\]

Next, we focus on analyzing the term $U_2^{ex}$. We notice that $r \sim \langle t+r \rangle$ in the support of $U_2^{ex}$ and rewrite $U_2^{ex}$ in the null frame as

\[
U_2^{ex} = (1-\varphi\left(\frac{r}{t+1}\right))(Z' + \sum_{|J| \leq |I|-1} c_J Z') \left[ \frac{d}{(t+1)^2} \left( -2ivL \partial_\delta \phi_{app} - 2iA_{L,app} \partial_\delta u - 2ivL \partial_\delta u \right) \right]
\]

\[
+ (1-\varphi\left(\frac{r}{t+1}\right))(Z' + \sum_{|J| \leq |I|-1} c_J Z') \left[ \frac{d}{(t+1)^2} \left( -2iv^\alpha \partial_\alpha \phi_{app} - 2iA_{app}^\alpha \partial_\alpha u - 2iv^\alpha \partial_\alpha u \right) \right]
\]

\[= U_2^{exL} + U_2^{exI} + U_2^{exB}.\]
Owing to the estimate (4.15) from Lemma 4.3 we can control the term $\mathcal{U}_{abc}^{x}$ as follows

$$\int_{t}^{2T} \int_{\Sigma_{\tau}} \left| \Re \left( \frac{1}{r} \mathcal{K}_0(rZ^t u) \mathcal{U}_{abc}^{x} \right) \right| \, dx \, d\tau \lesssim (D_{|\tau|+2} + \mathcal{E}_k(t)^{1/2}) \int_{t}^{2T} \frac{\mathcal{E}_1(\tau)}{\langle \gamma \rangle} \, d\tau \cdot$$

For the term $\mathcal{U}_{abc}^{x}$, since we only have $|Z^t A_{L_{\text{app}}}| \lesssim (t + r)^{-1} \langle (r - t) + \rangle^{-2\gamma} \ln \frac{(t + r)}{(t - r)} \lesssim (t - r)^{-1} \langle (r - t) + \rangle^{-2\gamma}$, we have to rewrite $L(Z^t u) = r^{-1} L(rZ^t u) - r^{-1} Z^t u$ and then exploit the spacetime version of Hardy inequality to obtain

$$\int_{t}^{2T} \int_{\Sigma_{\tau}} \left| \Re \left( \frac{1}{r} \mathcal{K}_0(rZ^t u) \mathcal{U}_{abc}^{x} \right) \right| \, dx \, d\tau \lesssim (D_{|\tau|+2} + \mathcal{E}_k(t)^{1/2}) \left( \int_{t}^{2T} \frac{\mathcal{E}_1(\tau)}{\langle \gamma \rangle} \, d\tau + S_{|\tau|}(t) \right).$$

Now it remains to control the term $\mathcal{U}_{abc}^{x}$. We can easily see that

$$\int_{t}^{2T} \int_{\Sigma_{\tau}} \left| \Re \left( \frac{1}{r} (t - r)^2 \mathcal{L}(rZ^t u) \mathcal{U}_{abc}^{x} \right) \right| \, dx \, d\tau \lesssim (D_{|\tau|+2} + \mathcal{E}_k(t)^{1/2}) \int_{t}^{2T} \frac{\mathcal{E}_1(\tau)}{\langle \gamma \rangle} \, d\tau.$$ 

Therefore, it suffices to focus on the $(t + r)^2/r)$ L component. By Lemma 4.3 we see that $A_{L_{\text{app}}} = \frac{\pi}{4\pi r} + \mathcal{R}_L$. In the presence of $\frac{\pi}{4\pi r}$, we are unable to use the spacetime version of Hardy inequality to handle the lower order terms $\sum_{|I| < |J|} \frac{\omega}{4\pi r^2} \partial_q Z^t u$ as before, because we only have decay $(t - r)^{-1}$ in the exterior which is not enough. In fact, the decay we expect in $q$ in the exterior should be $(t - r)^{-\gamma - 1/2}$. Therefore, we isolate this component and analyze it in a more delicate way. Namely, instead of a crude estimate, we will figure out what exactly the term $(Z^t + \sum_{|I| < |J|} c^l J^l)[\tilde{\chi}(t/T) \frac{\omega}{4\pi r^2} \partial_q u]$ is.

**Lemma 4.6.** Suppose $\square f = \tilde{\chi}(\frac{t}{T}) \frac{\omega}{4\pi r} \partial_q u$, then one has

$$\square Z^t f = (Z^t + c^l J^l)[\tilde{\chi}(\frac{t}{T}) \frac{\omega}{4\pi r} \partial_q u] = \sum_{J + K = l} \frac{\omega}{4\pi r^2} Z^K \tilde{\chi}(\frac{t}{T}) \partial_q Z^J u + \mathcal{R}_{|\tau|} \tag{4.36}$$

where

$$|Z^l \mathcal{R}_{|\tau|}| \lesssim \frac{\omega}{4\pi r^2} \sum_{|J| \leq |I| + |J|} |Z^J u|.$$

**Proof.** First consider the case $|I| = 1$. If $Z = \partial_t$, we have

$$\square \partial_t f = \partial_t(\tilde{\chi}(\frac{t}{T}) \frac{\omega}{4\pi r} \partial_q u) = \frac{\omega}{4\pi r} \partial_t(\partial_t \tilde{\chi}(\frac{t}{T}) \partial_q u + \tilde{\chi}(\frac{t}{T}) \partial_q \partial_t u).$$

If $Z = \partial_q$,

$$\square \partial_t f = \partial_t(\tilde{\chi}(\frac{t}{T}) \frac{\omega}{4\pi r} \partial_q u) = \frac{\omega}{4\pi r} \partial_t(\partial_t \tilde{\chi}(\frac{t}{T}) \partial_q u + \tilde{\chi}(\frac{t}{T}) \partial_q \partial_t u) + \tilde{\chi}(\frac{t}{T}) \frac{\omega}{8\pi r^2} e_B(u) = \frac{\omega}{4\pi r^2} \partial_t \partial_q \tilde{\chi}(\frac{t}{T}) \partial_q u.$$

If $Z = \Omega_{ij}$,

$$\square \Omega_{ij} f = \Omega_{ij}(\tilde{\chi}(\frac{t}{T}) \frac{\omega}{4\pi r} \partial_q u) = \frac{\omega}{4\pi r} \Omega_{ij}(\partial_t \tilde{\chi}(\frac{t}{T}) \partial_q u + \tilde{\chi}(\frac{t}{T}) \partial_q \partial_t u).$$

If $Z = \Omega_{0i}$,

$$\square \Omega_{0i} f = \Omega_{0i}(\tilde{\chi}(\frac{t}{T}) \frac{\omega}{4\pi r} \partial_q u) = \frac{\omega}{4\pi r} \Omega_{0i}(\partial_t \tilde{\chi}(\frac{t}{T}) \partial_q u + \tilde{\chi}(\frac{t}{T}) \partial_q \partial_t u) + \frac{\omega}{8\pi r^2} e_B(u).$$

If $Z = S$,

$$\square S f = S(\tilde{\chi}(\frac{t}{T}) \frac{\omega}{4\pi r} \partial_q u) + 2 \tilde{\chi}(\frac{t}{T}) \frac{\omega}{4\pi r^2} S \partial_q u = \frac{\omega}{4\pi r} S \partial_q \partial_t \tilde{\chi}(\frac{t}{T}) \partial_q u + \tilde{\chi}(\frac{t}{T}) \partial_q S u.$$ 

The general case $|I| > 1$ follows from the fact $\square Z^t f = Z \square Z^t f + [\square, Z] Z^t f$ and the above calculation. \square

By the above Lemma, we rewrite $\mathcal{U}_{abc}^{x}$

$$\mathcal{U}_{abc}^{x} = (1 - \varphi(\frac{r}{t + 1}) (-2i \sum_{J + K = l} \frac{\omega}{4\pi r^2} \partial_q (Z^K \tilde{\chi}(\frac{t}{T}) Z^J u) - 2i(\mathcal{R}_L + v_L) \partial_q (\tilde{\chi}(\frac{t}{T}) Z^t u)) + \mathcal{R}_u. \tag{4.37}$$
The error estimate for $\mathcal{R}_u$ is similar to that for $\mathcal{R}_v$ in (4.23). In fact, we have

$$\int_t^{2T} \int_{\Sigma_r} \left| \mathcal{R} \left( \frac{(t+r)^2}{r} L(r Z^I u) \mathcal{R}_u \right) \right| \, dx \, d\tau \lesssim (D_{1|I} + E_1(t)^{1/2}) \left( \int_t^{2T} \frac{\mathcal{E}_1(\tau)}{\langle \tau \rangle} \, d\tau + \mathcal{S}_1(t) \right) .$$

Next, we turn to the first term in (4.33). Analogous to the non tangential component of the first term in (4.21), we have

$$\int_t^{2T} \int_{\Sigma_r} \left( 1 - \varphi \left( \frac{r}{t+1} \right) \right) \mathcal{R} \left( \frac{(t+r)^2}{r} L(r Z^I u) \mathcal{R}_u \right) \, dx \, d\tau$$

$$= \left( \int_t^{2T} \int_{\Sigma_r} \left( 1 - \varphi \left( \frac{r}{t+1} \right) \right) \mathcal{R} \left( \frac{(t+r)^2}{r} L(r Z^I u) \mathcal{R}_u \right) \, dx \, d\tau \right)$$

$$+ \left( \int_t^{2T} \int_{\Sigma_r} \left( 1 - \varphi \left( \frac{r}{t+1} \right) \right) \mathcal{R} \left( \frac{(t+r)^2}{r} L(r Z^I u) \mathcal{R}_u \right) \, dx \, d\tau \right)$$

$$= \left( \int_t^{2T} \int_{\Sigma_r} \left( 1 - \varphi \left( \frac{r}{t+1} \right) \right) \mathcal{R} \left( \frac{(t+r)^2}{r} L(r Z^I u) \mathcal{R}_u \right) \, dx \, d\tau \right)$$

$$\equiv \mathcal{U}_a + \mathcal{U}_b + \mathcal{U}_c + \mathcal{U}_d + \mathcal{U}_e .$$

We note that the estimates for $\mathcal{U}_a$, $\mathcal{U}_b$, $\mathcal{U}_c$ and $\mathcal{U}_d$ are analogous to those for $\mathcal{V}_a$, $\mathcal{V}_b$, $\mathcal{V}_c$ and $\mathcal{V}_d$ respectively. Correspondingly, we have

$$|\mathcal{U}_a| \lesssim (D_2^2 + \mathcal{E}_1(t)^{1/2}) \mathcal{E}_1(\tau) ,$$

$$|\mathcal{U}_b| \lesssim D_2^2 \left( \int_t^{2T} \frac{\mathcal{E}_1(\tau)}{\langle \tau \rangle} \, d\tau + \mathcal{S}_1(t) \right) ,$$

$$|\mathcal{U}_c| \lesssim (D_2^2 + \mathcal{E}_1(t)^{1/2}) \int_t^{2T} \frac{\mathcal{E}_1(\tau)}{\langle \tau \rangle} \, d\tau + (D_2^2 + \mathcal{E}_2(t)^{1/2}) \mathcal{S}_1(t) ,$$

$$|\mathcal{U}_d| \lesssim (D_3^2 + \mathcal{E}_2(t)^{1/2}) \int_t^{2T} \frac{\mathcal{E}_1(\tau)}{\langle \tau \rangle} \, d\tau .$$

Finally, for the term $\mathcal{U}_e$, we see that

$$\mathcal{U}_e \equiv \mathcal{U}_e^1 + \mathcal{U}_e^2 + \mathcal{U}_e^3 + \mathcal{U}_e^4 + \mathcal{U}_e^5$$

where

$$\mathcal{U}_e^1 = \int_t^{2T} \int_{\Sigma_r} (\varphi \left( \frac{r}{t+1} \right) - 1) \mathcal{R} \left( \frac{(t+r)^2}{r} \mathcal{R}_u \right) \left( \sum_{j+k=l} \frac{q}{4\pi r} Z^K \tilde{\chi} \left( \frac{t}{T} \right) Z^J u + (\mathcal{R}_L + v_L) \tilde{\chi} \left( \frac{t}{T} \right) Z^J u \right) \, dx \, d\tau .$$
Following the way we control \( V_{e}^{1}, V_{e}^{3}, V_{e}^{4} \) and \( V_{e}^{5} \), we find that
\[
\|u_{t}^{2}\| \lesssim \frac{D_{|I|+2}(D_{2}^{2} + E_{1}(t)^{1/2})}{\langle t \rangle^{\gamma - \frac{4}{2}} - \frac{2}{2}} S_{|I|}(t)^{1/2},
\]
\[
\|u_{t}^{2}\| \lesssim (D_{2}^{2} + E_{1}(t)^{1/2}) D_{|I|+2}^{2}\left( \int_{t}^{2T} \frac{E_{1}(\langle \tau \rangle)}{\langle \tau \rangle} d\tau + S_{|I|}(t) \right),
\]
\[
\|u_{t}^{2}\| \lesssim (D_{2}^{2} + E_{1}(t)^{1/2}) D_{|I|+2} E_{k}(t)^{1/2} \left( \int_{t}^{2T} \frac{E_{1}(\langle \tau \rangle)}{\langle \tau \rangle} d\tau + S_{|I|}(t) \right),
\]
\[
\|u_{t}^{2}\| \lesssim (D_{2}^{2} + E_{1}(t)^{1/2}) E_{k}(t) \int_{t}^{2T} \frac{E_{1}(\langle \tau \rangle)}{\langle \tau \rangle} d\tau.
\]
(4.39)

It remains to bound \( u_{t}^{2} \). We define
\[
N_{u} := \int_{t}^{2T} \int_{\Sigma_{\tau}} \Re \left( 2(t + \tau)^{2} \left( \sum_{J+K=I} \frac{q}{4\pi r} \partial_{q}(Z^{K}\tilde{\chi}(\frac{t}{T})Z^{J}u) + (R_{L} + v_{L})\partial_{q}(\tilde{\chi}(\frac{t}{T})Z^{J}u) \right) \right.
\]
\[
\times \left( \sum_{J+K=I} \frac{q}{4\pi r} Z^{K}\tilde{\chi}(\frac{t}{T})Z^{J}u + (R_{L} + v_{L})\tilde{\chi}(\frac{t}{T})Z^{J}u \right) \right) \left( \varphi(\frac{r}{t+1}) - 1 \right) \eta \, dx \, d\tau.
\]

First, by (4.33) and (4.37), it holds that
\[
\|u_{t}^{2} - N_{u}\| \lesssim (D_{3}^{2} + E_{1}(t)^{1/2})(D_{|I|+2} + E_{k}(t)^{1/2}) \left( \int_{t}^{2T} \frac{E_{1}(\langle \tau \rangle)}{\langle \tau \rangle} d\tau + S_{|I|}(t) \right).
\]

Next, we notice that we can express \( N_{u} \) as
\[
N_{u} = \int_{t}^{2T} \int_{\Sigma_{\tau}} (t + \tau)^{2} \left( \frac{q^{2}}{16\pi r^{2}} \partial_{q} \sum_{J+K=I} Z^{K}\tilde{\chi}(\frac{t}{T})Z^{J}u \right)^{2}
\]
\[
+ \frac{q}{2\pi r} (R_{L} + v_{L}) \Re \left( \partial_{q}(\tilde{\chi}(\frac{t}{T})Z^{J}u) \sum_{J+K=I} Z^{K}\tilde{\chi}(\frac{t}{T})Z^{J}u \right) + (R_{L} + v_{L})^{2} \partial_{q}(\tilde{\chi}(\frac{t}{T})Z^{J}u)^{2} \right) \eta \, dx \, d\tau.
\]

Finally, by integration by parts in q direction and the spacetime version of Hardy inequality, it follows that
\[
|N_{u}| \lesssim (D_{3}^{2} + E_{2}(t)^{1/2}) \left( E_{k}(t) + \int_{t}^{2T} \frac{E_{1}(\langle \tau \rangle)}{\langle \tau \rangle} d\tau + S_{|I|}(t) \right).
\]

4.4. Proof of Proposition 4.1 After the preparations in the previous subsections, we are now ready to complete the proof of Proposition 4.1. We set
\[
B(t) = E_{k}(t) + S_{k}(t) \quad \text{with} \quad k = N - 3.
\]

Proof of Proposition 4.1. Applying Corollary 2.3 and combining all the above estimates together, in view of the smallness assumption \( D_{N} = \varepsilon \) we conclude that
\[
B(t) \lesssim \frac{\varepsilon}{(t)^{\frac{\gamma - \mu}{2}} - \frac{2}{2}} B(t)^{1/2} + \varepsilon B(t) + B(t)^{3/2} + B(t)^{2} + \left( \varepsilon + B(t)^{1/2} + B(t) + B(t)^{3/2} \right) \int_{t}^{2T} B(\langle \tau \rangle) d\tau. \quad (4.40)
\]

Then a standard bootstrap argument yields that there exists a sufficiently small constant \( \varepsilon_{0} \) such that if \( 0 < \varepsilon \leq \varepsilon_{0} \), we have
\[
B(t) \lesssim \frac{\varepsilon^{2}}{(t)^{\gamma - \mu - 1/2}}.
\]

with \( \mu < \gamma - 1/2 \). Then the estimates (4.3) and (4.4) asserted in Proposition 4.1 follow from Proposition 2.3 and Lemma 2.4 respectively. \( \Box \)

5. MKG Equations

In Section 4, we have obtained a sequence of solutions \((\phi_{T}, A_{\alpha T}) = (\phi_{app} + u_{T}, A_{\alpha,app} + v_{\alpha T}) \) to the equations (4.2) with trivial data for \((u_{T}, v_{T}) \) at \( t = 2T \). In this section we show that the limit \((\phi, \alpha) = \lim_{T \to \infty} (\phi_{T}, A_{\alpha T}) \) exists in the norms defined by (2.21) and the limit solution indeed solves the MKG equations (1.3).
5.1. Existence of the limit. Let $T_2 > T_1$. By Proposition 4.1 we have two corresponding solutions $(\phi_1, A_{\alpha,1}) = (\phi_{T_1}, A_{\alpha,T_1})$ and $(\phi_2, A_{\alpha,2}) = (\phi_{T_2}, A_{\alpha,T_2})$. Let $(u_j, v_{\alpha,j}) = (\phi_j - \phi_{app}, A_{\alpha,j} - A_{\alpha,app})$ for $j = 1, 2$. We know that $(u_j, v_{\alpha,j})$ has vanishing data at $t = 2T_j$ and $(\hat{\phi}, A_{\alpha,j})$ solves the reduced MKG equations (1.5) for $t \leq T_j$. Our goal is to prove that the difference $(\hat{u}, \hat{v}_\alpha) = (u_2 - u_1, v_{\alpha,2} - v_{\alpha,1})$ tends to 0 in the norm defined in (2.21) as $T_2 > T_1 \to \infty$.

First, we derive the equations which $(Z^I \hat{u}, Z^I \hat{v}_\alpha)$ satisfies for $t \leq T_1$ and $|I| \leq N - 5$ with $N \geq 7$

$$\square Z^I \hat{v}_\alpha = (Z^I + \sum_{|J| < |I|-1} c_J \gamma J^I) \left[ -3(\bar{u} \partial_\alpha \phi_2) - 3(\phi_1 \partial_\alpha \bar{u}) + \hat{v}_\alpha |\phi_2|^2 + A_{\alpha,1} \bar{u} \phi_2 + A_{\alpha,1} \phi_1 \bar{u} \right],$$

$$\square Z^I \hat{u} = (Z^I + \sum_{|J| < |I|-1} c_J \gamma J^I) \left[ -2i \bar{\nu} \partial_\alpha \phi_2 - 2i A^i_\alpha \partial_\alpha \hat{u} + \hat{v}_\alpha A_{\alpha,2} \phi_2 + A^i_\alpha \hat{v}_\alpha \bar{\phi}_2 + A^i_\alpha A_{\alpha,1} \hat{u} \right].$$

Next, we set

$$\hat{B}(t) = \hat{E}_k(t) + \hat{S}_k(t) \quad \text{for} \quad k = N - 5 \quad \text{and} \quad t \leq T_1$$

with

$$\hat{E}_k(t) = \sup_{t \leq \tau \leq T_1} \sum_{|I| \leq k} E^w[Z^I \hat{v}_\alpha](\tau) + E^w[Z^I \hat{u}](\tau),$$

$$\hat{S}_k(t) = \sum_{|I| \leq k} \int_t^{T_1} \int_{\Sigma_t} \left( t + r \right)^{2} \frac{1}{r} L(rZ^I \hat{u}) \right|^2 \frac{1}{r} \left( t + r \right)^{2} \frac{1}{r} L(rZ^I \hat{v}_\alpha) \right|^2 |w| \, dx \, dr.$$

with $w$ defined in Proposition 4.1. We also note that $(u_1, v_{\alpha,1})$ and $(u_2, v_{\alpha,2})$ satisfy (4.3) and (4.4). Moreover, the constants in these estimates are independent of $T$.

Then we have for all $0 \leq t \leq T_1$

$$\hat{B}(t) \leq C \left( \frac{\epsilon^2}{(1 + T_1)^{1/2}} + C \epsilon \int_t^{T_1} \frac{\hat{B}(\tau)}{1 + \tau} \, d\tau \right),$$

where $C$ only depends on $\gamma, \mu, N$. Then by Grönwall, it follows that

$$\hat{B}(t) \leq \frac{C \epsilon^2}{(1 + T_1)^{1/2}} \left( 1 + T_1 \right) \epsilon \leq 0.$$

We skip the proof here as it is an analogy to the proof of (4.40). By Proposition 2.4, it holds that for $|I| \leq N - 4$

$$\|Z^I \hat{u}\|_{L^2(w)} + \|Z^I \hat{v}_\alpha\|_{L^2(w)} \lesssim \frac{\epsilon}{(1 + T_1)^{3/2} + \epsilon} \to 0$$

as $T_2 > T_1 \to \infty$ if $\epsilon$ is sufficiently small. This proves the existence of the limit $(\phi, A_\alpha) = \lim_{T \to \infty} (\phi_T, A_{\alpha,T})$. Moreover, by the weighted Klainerman-Sobolev inequality from Lemma 2.3, we can also obtain the following pointwise convergence for $|I| \leq N - 6$

$$\sup_{t \leq T_1, x \in \mathbb{R}^3} |Z^I (\hat{u}^t)| + |Z^I (\hat{v}_\alpha^t)| \lesssim \sup_{t \leq T_1, r \geq 0} \frac{\epsilon}{(1 + T_1)^{3/2} + \epsilon} \frac{1}{(t + r)^{3/2} + \epsilon} \to 0$$

as $T_2 > T_1 \to \infty$. We note that the estimates (4.3) and (4.4) also hold for $(Z^I \phi, Z^I A_\alpha)$ with $|I| \leq N - 4$ and $|I| \leq N - 6$ respectively.

By letting $T \to \infty$ in the equations (1.2), we arrive at the conclusion that $(\phi, A_\alpha) = \lim_{T \to \infty} (\phi_T, A_{\alpha,T})$ is a solution to the reduced MKG equation (1.5).

5.2. Proof of Theorem 1.1. In this subsection we show that the limit solution we obtained in the last subsection to the reduced MKG equations (1.5) solves the MKG equations (1.3) if the asymptotic Lorenz gauge condition is satisfied.

Proof of Theorem 1.1. Once we obtain a sequence of solutions $(\phi_T, A_{\alpha,T})$ to the equations (1.2), we consider the term $\lambda_T = \partial^a A_{\alpha,T}$. Since $\lambda_T$ solves the equation (1.6)

$$\square \lambda_T = |\phi_T|^2 \lambda_T,$$
we apply Proposition 2.2 with \( w \equiv 1 \) to conclude that
\[
\sum_{|l| \leq 2} E[Z^l \lambda_T](t) \leq \sum_{|l| \leq 2} E[Z^l \lambda_T](T) + \sum_{|l| \leq 2} \int_t^T \int_{\Sigma_{\tau}} \frac{2K_0(r, \lambda_T)}{r} \Box Z^l \lambda_T \, dx \, d\tau
\]
\[
\leq C \sum_{|l| \leq 2} E[Z^l \lambda_T](T) + C \int_t^T \frac{\varepsilon^2}{1 + \tau} \sum_{|l| \leq 2} E[Z^l \lambda_T](\tau) \, d\tau
\]
from which we can infer by Grönwall that
\[
\sum_{|l| \leq 2} E[Z^l \lambda_T](t) \leq \sum_{|l| \leq 2} CE[Z^l \lambda_T](T) \left( \frac{1 + T}{1 + t} \right)^{C \varepsilon^2}
\]
where \( E[Z^l \lambda_T](t) \) denotes \( E^w[Z^l \lambda_T](t) \) with \( w \equiv 1 \). Therefore, it remains to determine \( \sum_{|l| \leq 1} E[Z^l \lambda_T](T) \).

By the asymptotic Lorenz gauge condition and Proposition 3.7, we find that
\[
\sum_{|l| \leq 3} Z^l \partial^a A_{\alpha, app} = O \left( \frac{\varepsilon}{(t + r)^2} \ln \left( \frac{t + r}{t - r} \right) \alpha \left( \frac{t - r}{\varepsilon} \right) \right) + O \left( \frac{\varepsilon^2}{(t + r)^m} \right)
\]
for any \( m > 0 \). This implies
\[
\sum_{|l| \leq 2} E[Z^l \lambda_T](T) = \sum_{|l| \leq 2} E[Z^l \partial_a A_{\alpha, app}](T) + \sum_{|l| \leq 2} E[Z^l \partial^a \nu_{\alpha T}](T) \lesssim \frac{\varepsilon^2}{(T)^{\gamma - \mu - 1/2}}.
\]
Then by Proposition 2.4 and Klainerman-Sobolev inequality, it follows that uniformly in \( (t, x) \)
\[
\sum_{|l| \leq 1} |Z^l \lambda_T(t, x)| \to 0
\]
as \( T \to \infty \) if \( \varepsilon \) is sufficiently small. This finishes the proof of Theorem 1.1. \( \square \)
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