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ABSTRACT
As social media becomes increasingly prominent in our day to day lives, it is increasingly important to detect informative content and prevent the spread of disinformation and unverified rumours. While many sophisticated and successful models have been proposed in the literature, they are often compared with older NLP baselines such as SVMs, CNNs, and LSTMs. In this paper, we examine the performance of a broad set of modern transformer-based language models and show that with basic fine-tuning, these models are competitive with and can even significantly outperform recently proposed state-of-the-art methods. We present our framework as a baseline for creating and evaluating new methods for misinformation detection. We further study a comprehensive set of benchmark datasets, and discuss potential data leakage and the need for careful design of the experiments and understanding of datasets to account for confounding variables. As an extreme case example, we show that classifying only based on the first three digits of tweet ids, which contain information on the date, gives state-of-the-art performance on a commonly used benchmark dataset for fake news detection –Twitter16. We provide a simple tool to detect this problem and suggest steps to mitigate it in future datasets.
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1 INTRODUCTION
Social media is filled with both treasure troves and landmines of information. There are far too many interactions to mine them by hand. But failing to understand them can have dire consequences. Misinformation can challenge fair elections [54] and cost billions of dollars [73]. Misinformation spread in the COVID-19 “infodemic” [18, 69] can cost lives. At the same time, successful mining of useful information can enable contact tracing and other measures to save lives [46, 70], as well as other applications like explainable fact checking [20]. Motivated by the profound impact, there has been substantial research on detecting fake news, misinformation, and related topics (such as bot and troll detection) in the past few years [7, 10, 59, 63, 80]. A majority of these works are based on text/content classification [77, 81, 100, 101]. As real-world events such as the spread of COVID-19 misinformation show [18, 69], we are still far from addressing misinformation and more work is needed.

In this paper, we examine the use of modern pre-trained language models (LMs) for classifying content. Although language models are ubiquitous baselines in this domain, the ones used are often older models such as SVMs, CNNs, LSTMs, etc. [15, 23, 28, 78], instead of transformer-based models that have been dominant in NLP recently, such as the exemplar BERT model [24, 98]. Here, we report the performance of these recently proposed language models on common benchmark datasets for misinformation detection. More specifically, we consider small, medium and large models and show that most can achieve comparable or even better performance than state-of-the-art (SOTA) methods. Even the smallest 4 million parameter BERT-Tiny [88] can approach or beat state-of-the-art in some cases. These SOTA methods are usually much more complex and in many cases incorporate more information beyond the content, e.g. the reply thread. Although some of these more sophisticated methods are also designed to incorporate language models, it is not straightforward how to change their language module and they may or may not synergize well with the latest language models.

We further study commonly used benchmark datasets and report a significant issue with the Twitter15 and Twitter16 datasets [47, 51, 52], which can produce unrealistically high performance just by inferring the tweet date. This issue is also present to a lesser degree in FakeNewsNet [79]. We propose a simple test to identify it in other datasets and suggest how to mitigate it in data collection. We also provide the exact splits to use our results as benchmarks, as well as other suggestions on proper evaluation techniques, and discuss potential future directions of work in this domain.

To summarize, the main contributions of this paper are threefold:
• We show that recent pretrained LMs are competitive with and sometimes even substantially better than SOTA models in common benchmarks for misinformation detection.
• We discuss experiment design considerations, effect of different data splits, and further demonstrate potential data leakage issues on commonly used benchmark datasets.
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We can broadly divide misinformation detection algorithms into methods that analyze content and (social) context. Here, we focus on the methods that are content-based. For more complete review of the related works, please refer to the recent surveys [7, 10, 59, 77, 80, 101]. The content has been analyzed previously on multiple levels. At the word level, methods have used features including word counts, derived measures like TF-IDF, small combinations of words like bigrams, and word embeddings [5, 11, 31, 75]. At the sentence level, methods rely on features like syntax and complexity [5, 11, 31, 75]. Finally, there are features derived from the text as a whole, including general representations and more specialized ones such as topic or sentiment analysis [15, 21, 35, 36].

More specifically, we consider the following state-of-the-art algorithms as a representative set of the current methods:

• Cheng et al. [15] use a multitask (rumor detection, tracking, veracity classification, and stance classification) LSTM-based VAE [40], with the text as input.
• Han et al. [28] use a GNN [76] to encode the propagation network and features of the users in it (not including text).
• Huang et al. [30] build a heterogeneous tweet-word-user graph, linking the representations with an attention mechanism.
• Lu and Li [50] use a co-attention mechanism to combine text and propagation information.
• Shu et al. [78] use attention mechanisms to combine word- and sentence-level features from articles, encoded with a GRU, with a comment (tweet) encoder.
• Wang et al. [92] link text and object detections in images with entities and a knowledge graph constructed from them.
• Wu et al. [96] use a combination of a decision tree model and co-attention to evaluate credibility of tweets using text, propagation, and user information.
• Wu et al. [97] build a propagation graph from tweets and replies. They embed each using Doc2Vec [45], and use a GRU (Gated Recurrent Unit) [17] and attention mechanism to pass information and pool the graph.

The most related work to ours is [32]. They highlight ‘cross-source’ failure of existing misinformation detection methods, in terms of training on one dataset and testing on another, and also propose a new model designed to solve it. Our results support and expand on theirs by identifying “cross-topic” and “cross-domain” effects even within the same datasets, depending on how they are split, as well as differences between datasets. We take a different direction for modeling: rather than focusing on cross-source tasks and developing a specialized model, we look at a spectrum of tasks and ask how general language models perform in this domain.

2.2 Detecting Informative Content

Instead of detecting which tweets are spreading misinformation, there are also many contexts in which we want detect tweets that provide useful information. Recently, there has been a big focus in the research community on COVID-19 [8]. Mining information about disaster events is not new [1, 13, 34, 38, 43, 84–86]. But COVID-19 is unprecedented in its global scale and impact, and requires new methods and understanding.

Although the focus of our experiments is on misinformation, we include a dataset for detecting informative COVID-19 tweets - discussed in more detail in section 3.2 - to highlight the connections between these two areas and how language models can model both as content classification.

2.3 Pre-Trained Language Models

The invention of word embeddings was a fundamental breakthrough [55, 56] leading towards today’s language models. By predicting words, one can go beyond one-hot and similar encodings and convert words into vectors that encode their meaning and are more useful for downstream tasks.

The first embedding models such as Word2Vec [55, 56], GloVe [66], and FastText [57] generate fixed vectors for each input word or token. This has the advantage of simplicity, but can struggle to capture words whose meanings vary depending on the context, and in turn struggle with downstream tasks that require this level of language understanding. Therefore, better methods to incorporate context became a key research topic. A followup direction was to use convolutional neural networks, ubiquitous in computer vision, on text [39]. These could effectively capture local context, but still missed incorporating longer range context. Similarly, RNNs, which could capture local sequences, had problems with vanishing gradients and could not capture longer range information [57].

LSTMs [29], which like RNNs operate on sequences but allow longer range dependencies, helped solve this issue. There are state of the art models for misinformation detection, including the ones discussed in the domain section above, which use various versions or improvements on LSTMs, such as the GRU by Cho et al. [17]. These also led to contextualized embeddings such as ELMo [68].

Another major breakthrough came with attention [4, 99] and then, based on attention, transformers [89]. These facilitate far more parallelization than LSTMs [57], which means models based on them can be trained on much larger and more general corpora. A key early model using these is BERT [24] (discussed further in the following section), and there has subsequently been numerous different models proposed based on transformers [98]. These vary from small tweaks to existing models such as pretrained on domain-specific data [60, 62], to significantly different models such as GPT (and then GPT-2 and GPT-3) [9, 71, 72]. Virtually all of these models can provide contextualized word/sentence/document embeddings for downstream tasks. These models are easily accessible through packages such as [93], and with hundreds of versions to choose from, as Xia et al. [98] suggests the hardest question may be which one to use.
Although there are many excellent options, a large number of recent papers in the misinformation domain still benchmark their methods against older models [2, 15, 20, 23, 28, 78, 95]. While there are still contexts in which these models do well and there is nothing wrong with making these comparisons, our results show that this can sometimes result in weak benchmarks when the more modern language models are omitted. Among other results, we give suggestions on how to incorporate these new models into evaluation in this domain. Please note that although training these newest models from scratch can require a prohibitive amount of computational resources, pretrained weights are readily available and are commonly used instead.

3 METHODOLOGY

Our baselines consist of a set of language models and benchmark datasets. Here we first explain the language models we consider in our baseline framework in Section 3.1, then we describe the benchmark datasets in Section 3.2. For the Funnel Transformer and ALBERT, we employ a mean pooling strategy over the final layer of output. For ELMo we use an LSTM pooler. For all others, we use the [CLS] token embedding from the final layer of output. For all models, we allow all parameters of the language model to be fine-tuned, use a single fully-connected layer on the pooled embeddings for classification, train using cross-entropy loss, and use AdamW [49] with a slanted triangular learning rate scheduler for optimization.

3.1 Language Models

We evaluate a variety of language models. Where available, we use the implementations and pre-trained weights provided by the Huggingface Transformers library [93], and train using PyTorch [64] and AllenNLP [25]. We include the following language models (with the exact version in parentheses):

BERT (bert-base-uncased) [24].

Bidirectional Encoder Representations from Transformers, or BERT for short, is a large pre-trained bidirectional transformer. BERT was pre-trained using two objectives. The first, masked language modelling, required BERT to predict a masked token from the input. The second, next sentence prediction, required predicting whether two sentences appeared consecutively in the training corpus. To complete the latter task, BERT prepends the input text with a special [CLS] token, and inserts a special [SEP] token between the first and second sentence as well as at the end of the second sentence. The [CLS] token is commonly used as a document-level representation for classification tasks.

BERT-Tiny (bert_tiny_uncased_L-2_H-128_A-2) [88].

BERT-Tiny is the smallest of several pre-trained language models that follow the same pre-training procedure as BERT, as well as a knowledge distillation fine-tuning procedure. These smaller models achieve strong performance on downstream tasks with significantly fewer parameters.

RoBERTa (roberta-large) [48].

RoBERTa follows a similar architecture to BERT but removes the next-sentence prediction pre-training objective while making the masking procedure dynamic by regenerating the mask for each example every time and leverage larger batch sizes and increased training iterations to improve performance. They find that BERT underfits its training data.

ALBERT (albert-large-v2) [44].

ALBERT adds an additional pre-training objective while incorporating two methods that reduce the number of parameters in the model, factorizing the embedding layer and tying weights across hidden layers.

BERTweet (bertweet-base) [62].

BERTweet follows an identical training procedure to RoBERTa, and is pre-trained on 850 million tweets.

COVID-Twitter-BERT (covid-twitter-bert-v2) [60].

COVID-Twitter-BERT (CT-BERT) follows an identical training procedure to BERT, and the latest version is pre-trained on 1.2 billion training examples generated from 97 million tweets.

DeCLUTR (declutr-base) [26].

DeCLUTR is a transformer-based language model that proposes a contrastive, self-supervised method for learning general purpose sentence embeddings. The model is trained with a masked language modelling objective as well as with contrastive loss using both easy and hard negatives.

Funnel Transformer (xlarge-base) [22].

The Funnel Transformer improves the efficiency of bidirectional transformer models by applying a pooling operation after each layer, akin to convolutional neural networks, to reduce the length of the input.

ELMo (Original) [68].

ELMo is one of the first large-scale pre-trained language models. It is a character-based model and is the only model in this list that does not optimize for masked language modelling. Instead, it uses bidirectional LSTMs [29] to perform autoregressive language modelling in both the forward and backward directions.

3.2 Benchmark Datasets

We consider the comprehensive set of benchmark datasets available in the literature for misinformation (information) detection. In the following we briefly explain each dataset.

3.2.1 PHEME. The PHEME dataset [41, 102] contains 6425 tweets about 9 newsworthy events. The events are unrelated. The tweets were collected as the stories developed, with a journalist annotating them as rumour vs. non-rumour. They grouped them by story, and then marked whether the stories were true or false once it was confirmed, or as unverified if they could not be certain during the collection period. There are also other labels such as stance, which we do not consider here.

We split this dataset five different ways to compare with different state-of-the-art results that use the corresponding settings.

PHEME9 T/F which matches Wu and Rao [94]. First, we take only the tweets marked as true or false and do a 70-10-20 train-dev-test split.

PHEME5 R/NR which matches Wang et al. [92]. Next we take the 5 largest events (comprising 90% of the dataset) and use the rumour and non-rumour labels. We again split 70-10-20.
We divide it 75-10-15, corresponding to the splits in [28, 77, 83]. We split this dataset by first splitting the articles, then assigning tweets labeled true, false, and unverified, splitting 70-10-20.

**PHEMES 3-way** which matches Cheng et al. [16].

Here, we take the 5 largest events and tweets labeled true, false, and unverified, splitting 70-10-20.

**PHEMES 4-way** which matches Wu et al. [97].

For this, we subsample 800, 400, 600, 500 tweets with at least 3 replies, that are non-rumor, false, true, and unverified, respectively. They are split 80-10-10.

**PHEMES 5 Lc** which matches Cheng et al. [16].

Finally, we also examine an event-based split. Starting with the 5 largest events, we train on four and test on the largest (tweets related to Charlie Hebdo terror attack), with the 3-way true, false, and unverified labels.

### 3.2.2 FakeNewsNet

The FakeNewsNet dataset [79, 81, 82] contains articles fact-checked by PolitiFact³ or GossipCop⁴, and related tweets. The labels are “real” and “fake.” We retrieve 467 thousand tweets in the PolitiFact dataset, and 1.25 million in GossipCop. We split this dataset by first splitting the articles, then assigning tweets to each split based on the article they are associated with. We divide it 75-10-15, corresponding to the splits in [28, 77, 83]. We remove two events from PolitiFact that are labeled both real and fake, politifact14920 and politifact14940. Work on this dataset such as [28, 77] has focused on classifying the articles, and using the tweets and related user information as supplemental information to improve performance. Because our pipeline was set up for tweet data rather than articles, we apply a simple way of classifying the articles through the tweets, by classifying the tweets and converting the predictions to an article prediction based on majority vote of the corresponding tweets’ labels. Note that the works we compare with use the tweets, so this is not using an additional type of data that they have excluded. Following [28, 77], we evaluate only on articles with at least 3 corresponding tweets.

### 3.2.3 Twitter15 and Twitter16

These datasets [47, 51, 52] contain tweets related to stories from fact-checking websites and random tweets. There are 1490 and 818 tweets respectively, labeled true, false, unverified, or non-rumor. We reserve 10% for the dev set, then split the remainder 75:25, matching [30].

### 3.2.4 Twitter15 T/F and Twitter16 T/F

These are Twitter15 and Twitter16 with the true and false examples only. This gives 742 and 412 examples respectively. We split 70-10-20, giving the same training set size as [50], which split 70-30 with no dev set.

### 3.2.5 WNUT-2020

This dataset was created for a shared task in WNUT-2020 on classifying tweets as “informative” or “uninformative”, in providing information about “recovered, suspected, confirmed and death cases as well as location or travel history of the cases” [63]. Many of the models submitted in the competition were based on pre-trained transformer-based language models [3, 12, 33, 35, 61, 61, 67, 87, 91], including the first place model which was an ensemble of CT-BERT and RoBERTa [42], and the tied first place model which was a carefully tuned version of CT-BERT [58]. A 70-10-20 split was provided by the task organizers.

---

¹https://www.politifact.com/
²https://www.gossipcop.com/
³https://www.gossipcop.com/FakeNewsNet
⁴https://github.com/ComplexData-MIL/linf-base/baselines
Table 1: Number of Parameters

| Model       | Funnel | RoBERTa | BERT | BERTweet | DeCLUTR | ELMo | ALBERT | BERT-Tiny |
|-------------|--------|---------|------|----------|---------|------|--------|-----------|
| Parameter   | 340M   | 468M    | 355M | 110M     | 135M    | 125M | 94M    | 17M       | 4M        |

Table 2: PHEME Results (Macro F1 score)

| Model      | PHEME9 T/F  | PHEME5 R/NR | PHEME5 3-way | PHEME9 4-way | PHEME5 Lc | Average Rank |
|------------|-------------|--------------|---------------|--------------|-----------|--------------|
| SOTA       | 82.5 [96]   | 87.6 [16, 92]| 66.7 [16]    | 75.3 [97]   | 51.3 [16] | 5.6          |
| CT-BERT    | 92.0 ± 0.9  | 89.0 ± 0.8   | 84.6 ± 1.5   | 79.0 ± 2.6  | 27.9      | 3.4          |
| Funnel     | 86.7 ± 3.2  | 87.3 ± 0.6   | 79.4 ± 3.7   | 71.4 ± 3.3  | 28.7      | 6.4          |
| RoBERTa    | 93.2 ± 0.9  | 89.4 ± 0.3   | 87.7 ± 1.9   | 82.5 ± 3.3  | 29.0      | 2.0          |
| BERT       | 89.9 ± 1.1  | 87.2 ± 0.4   | 81.2 ± 1.4   | 76.8 ± 2.7  | 24.2      | 5.8          |
| BERTweet   | 89.8 ± 0.6  | 87.3 ± 0.6   | 81.8 ± 0.9   | 76.6 ± 4.1  | 29.0      | 5.0          |
| DeCLUTR    | 90.2 ± 0.8  | 88.3 ± 0.4   | 83.7 ± 2.1   | 77.8 ± 3.5  | 30.2      | 3.2          |
| ELMo       | 81.7 ± 2.4  | 84.2 ± 0.8   | 65.8 ± 1.8   | 64.3 ± 4.0  | 30.3      | 9.4          |
| ALBERT     | 85.3 ± 2.9  | 84.2 ± 2.7   | 71.1 ± 2.2   | 65.7 ± 3.1  | 29.4      | 7.2          |
| BERT-Tiny  | 81.6 ± 2.0  | 84.7 ± 0.8   | 67.3 ± 2.0   | 61.0 ± 2.5  | 36.5      | 7.6          |

Table 3: Other Dataset Results (Macro F1 score)

| Model         | PolitiFact | GossipCop | Twitter15 | Twitter16 | Twitter15 T/F | Twitter16 T/F | WNUF-2020 | Average Rank |
|---------------|------------|-----------|-----------|-----------|---------------|---------------|-----------|--------------|
| SOTA          | 92.8 [77]  | 85.0 [28] | 91.0 [30] | 92.4 [30] | 82.5 [50]     | 75.9 [50]     | 91.0 [43, 58]| 4.4          |
| CT-BERT       | 86.0 ± 3.2 | 90.6 ± 0.2 | 83.5 ± 2.8 | 83.9 ± 0.9 | 93.8 ± 1.6    | 94.0 ± 3.5    | 90.6      | 2.8          |
| Funnel        | 86.4 ± 3.2 | 92.8 ± 0.5 | 81.8 ± 1.5 | 84.8 ± 1.9 | 94.4 ± 0.8    | 95.7 ± 2.8    | 90.5      | 2.3          |
| RoBERTa       | 86.7 ± 1.2 | 89.8 ± 0.4 | 77.5 ± 3.3 | 78.2 ± 4.1 | 89.7 ± 1.6    | 91.6 ± 4.5    | 88.5      | 5.3          |
| BERT          | 81.8 ± 3.0 | 89.8 ± 0.4 | 77.5 ± 3.3 | 78.2 ± 4.1 | 89.7 ± 1.6    | 91.6 ± 4.5    | 88.5      | 5.3          |
| BERTweet      | 88.5 ± 1.2 | 92.6 ± 0.6 | 76.7 ± 2.9 | 77.7 ± 2.7 | 86.7 ± 1.8    | 92.0 ± 3.7    | 88.8      | 4.4          |
| DeCLUTR       | 36.6 ± 1.4 | 43.3 ± 0.4 | 80.4 ± 2.6 | 80.5 ± 1.7 | 91.7 ± 1.5    | 94.5 ± 2.5    | 89.1      | 5.1          |
| ELMo          | 83.1 ± 1.6 | 92.0 ± 0.5 | 53.7 ± 2.7 | 55.5 ± 4.9 | 74.4 ± 3.5    | 83.3 ± 5.0    | 82.4      | 8.0          |
| ALBERT        | 80.1 ± 2.9 | 88.2 ± 0.9 | 63.4 ± 4.0 | 68.0 ± 3.5 | 83.3 ± 1.8    | 88.9 ± 4.3    | 86.8      | 7.7          |
| BERT-Tiny     | 85.3 ± 2.8 | 86.5 ± 0.6 | 54.6 ± 3.4 | 48.8 ± 3.9 | 77.8 ± 4.8    | 77.8 ± 4.9    | 79.9      | 8.9          |

*Due to a bug, runs for this model and dataset were lost. See section 3.3 for details.

Although in most cases our untuned hyperparameters work well, it appears they are not appropriate for DeCLUTR on FakeNewsNet.

The surprising performance of simple baselines for misinformation detection was posted.

 pickups. We train a random forest on these digits, setting a high

 parameter. The class labels are balanced, so a random baseline will have

 competitive performance can be achieved by using only the first 2

 or 3 digits of the tweet ID. Due to the way unique IDs are generated

 for tweets, these digits reveal information about the time the tweet

 was posted. We train a random forest on these digits, setting a high

 depth (25, such that increasing it further does not change validation

 performance) and otherwise using the default scikit-learn [65] parameters.

 The class labels are balanced, so a random baseline will have

 25% F1. This is roughly what one would intuitively expect from a model using only IDs as features, because the time, particularly at this approximate scale, should have little correlation if any with whether a tweet is true or false, and would not be useful on its own for classification in applied settings. Unfortunately, as shown in table 6, this is not the case. The IDs perform moderately well on Twitter15, and approach state-of-the-art on Twitter16. The non-

 rumor class on Twitter15 is also trivial to detect from the date.

 Of course, classification using tweet IDs alone is uninteresting in isolation. However, this paints a broader picture of potential

 confounding variables within these datasets (and others collected in the same manner). Tweet IDs are not the only things that evolve

 over time; the content posted to Twitter itself changes drastically over time, as language evolves and topics enter and exit public
discourse. For example, consider two particularly time-sensitive words: “Clinton” and “Trump”, the surnames of the 2016 US presidential candidates. The presence of these words, like the tweet IDs, is revealing about the time at which a tweet was posted (and therefore the potential label distribution), as public discourse largely focused on their campaigns throughout 2016. In table 6, we see that the presence of those words (uncased) alone allow us to rule out “false,” and in the case of Twitter15 also “false.” This is obviously very unrealistic, and can cause a classifier to rely too much on particular keywords and fail to generalize to unseen data in applied settings.

 After discovering this problem with Twitter15 and Twitter16, we next examined the other datasets. Results are shown in table 4. Here Top Model refers to the best model reported in this paper, either the SOTA model (indicated by a citation) or one of our language models. PHEME9 All is comprised of all PHEME tweets with the
real-world problem where one wants to detect misinformation or other content on a known topic. For example, a current task is detecting 5G COVID-19 conspiracy tweets [6]. On the other end, there are "cross-domain" datasets, such as PHEME5 Lc, where although the task is shared, the content of the test examples is otherwise unrelated to the train examples. A real-world application of this is detecting misinformation about a new event. In the middle, there are datasets whose examples share related domains, but have somewhat different topics, such as PolitiFact.

The language models examined here excel at "in-topic" classification, often beating state-of-the-art methods by large margins in the results here. On the other hand, they perform poorly at cross-domain tasks. For example, they produce very mediocre performance on PHEME Lc, likely due to overfitting to the topics of the training set and failing to generalize to a different topic. State-of-the-art models in this setting, such as [16], use other information beyond content to avoid this failure. Meanwhile, in between the two extreme types of datasets, we see more variable results. For example, LMs beat state-of-the-art on GossipCop but not PolitiFact.

Real-world problems can fall anywhere along the entire spectrum, and even the best results on these datasets - whether ours or others' - still fail on a significant fraction of detections. So better methods are needed on all counts. The results here suggest that understanding where one's task falls on this spectrum is very important. When it is further towards the "in-topic" side, recent language models may be very effective, at minimum providing strong benchmarks, and potentially a foundation on which to build more sophisticated models.

Comparing new domain-specific models with older language models may complicate interpretability of the results. The obvious, definitive solution is to always compare with the latest language models. However, due to time and computation constraints, this may not always be feasible - for example, even the largest models we report here are not the largest models available. There are three alternatives. One is to match splits and rely on other papers that run the latest LMs. This is may not be viable for new data, but we encourage work on standard datasets to provide solid benchmarks, and matching splits with those benchmarks whenever possible to facilitate comparison. As noted in the introduction, we provide IDs and matching splits with those benchmarks whenever possible.

Another alternative is to build models which can incorporate the latest language model, and provide evidence that it improves results compared to language models alone (and does so better in some cases).

4 DISCUSSION

These datasets fall on a spectrum of required generalization. On one end, there are "in-topic" datasets such as WNUT-2020 and the four PHEME splits not including PHEME5 Lc. These correspond to a real-world problem where one wants to detect misinformation or other content on a known topic. For example, a current task is detecting 5G COVID-19 conspiracy tweets [6]. On the other end, there are "cross-domain" datasets, such as PHEME5 Lc, where although the task is shared, the content of the test examples is otherwise unrelated to the train examples. A real-world application of this is detecting misinformation about a new event. In the middle, there are datasets whose examples share related domains, but have somewhat different topics, such as PolitiFact.

Table 4: Evaluating tweet ID classification (Macro F1 score)

| Dataset   | False | True | Unverified | Non-rumor | Macro Avg. |
|-----------|-------|------|------------|-----------|------------|
| Twitter15 | 92.9  | 90.5 | 85.4       | 95.3      | 91.0       |
| SOTA [30] |       |      |            |           |            |
| 2-digit RF| 62.4  | 65.6 | 61.1       | 99.4      | 72.1       |
| 3-digit RF| 73.0  | 69.5 | 79.7       | 98.2      | 80.1       |
| Twitter16 | 91.3  | 94.7 | 89.9       | 93.5      | 92.4       |
| SOTA [30] |       |      |            |           |            |
| 2-digit RF| 83.5  | 87.6 | 82.1       | 90.7      | 86.0       |
| 3-digit RF| 90.7  | 95.3 | 84.4       | 92.9      | 90.8       |

Table 5: Label counts of tweets containing "Clinton" and "Trump"

| Dataset   | Clinton | Trump | Twitter16 | Clinton | Trump |
|-----------|---------|-------|-----------|---------|-------|
| Twitter15 |         |       | True      |         |       |
| False     | 0       | 0     | 0         | 0       | 0     |
| Unverified| 22      | 30    | False     | 17      | 18    |
| Non-rumor | 6       | 14    | Unverified| 17      | 39    |
Table 6: Evaluating tweet ID classification (F1 score)

|                | PolitiFact | GossipCop | PHEME9 All | CoAID | WNUT-2020 |
|----------------|------------|-----------|------------|-------|-----------|
| Top Model      | 92.8 [77]  | 91.0      | -          | 82.2  | 91.6      |
| Random         | 50.1       | 49.9      | 26.8       | 35.1  | 51.4      |
| 2-digit RF     | 77.3       | 65.8      | 25.6       | 49.5  | 34.6      |
| 3-digit RF     | 76.2       | 66.2      | 43.5       | 46.2  | 51.4      |

Figure 1: False vs. Other Classes

Our results on classifying tweet IDs show that depending on the collection strategy, the tweet date may be surprisingly informative for the labels. This means the distribution of data may not be a good match for real-world tasks. A simple random forest on the first few digits of the tweet ID can be used to detect if this issue is present in the data. We suggest this test be applied to future datasets to ensure a reasonable level of temporal randomization, or to find and report that it is not random and thus to facilitate designing algorithms and interpreting results in light of that. Similar techniques can be applied to data from other social networks.

It is also possible to time-randomize data after the primary collection. In this domain, the fake examples are typically the ones that are hard to find, as in most contexts the majority of tweets are real [27]. We can time-randomize without retrieving new fake tweets if we can retrieve additional real tweets (and tweets from the other classes, when working with more than real/fake) from approximately the same time as the fake ones. Then we can replace the original real tweets, yielding both fake and real tweets that are hard to distinguish using time. This may be facilitated by the new Twitter Academic API, which gives more historical access than the normal API. Since Twitter16 is commonly used [30, 35, 90], has severe time-determinacy, and does not have too many tweets to deal with, future work to improve this dataset in particular could be worthwhile, though the keyword issues with fake tweets might be hard to fix.

https://developer.twitter.com/en/solutions/academic-research
5 CONCLUSION

Overall, our findings here highlight the need to combine both development of better algorithms and data science. To solve critical real-world problems like misinformation, we need better understandings of how different models and datasets compare and interact. Otherwise we risk creating sophisticated models that are beaten by brute force approaches - applying the biggest LM one can run - or models that work well on standard datasets but poorly in practice, e.g. by learning to predict the date or keywords like ‘Steve.’ The SOTA models we compare with in this work have more to offer than pure performance (for example, explainability), and there are other tasks like early detection that we have not examined here. But we suggest future work can benefit from adjusting and further considering how we frame these problems. This will help not only build higher metrics but also real-world solutions.

Besides considerations for improving current lines of research, this paper suggests two other promising directions for future work:

- Benchmarking standard misinformation datasets and publishing exact splits. We see, for example on PHEME, that there are many ways researchers have split the data, and benchmarks are lacking. This leads to difficulty for the research community in comparing results. Better benchmarks and the ability to compare exact splits would help mitigate this issue.

- New, thoroughly benchmarked and validated datasets. Although Twitter15 and Twitter16 have flaws highlighted in this paper, they also have excellent propagation information, which has likely motivated many of the approaches that leverage that to use those datasets. Improved datasets should lead to improved real-world results.

Finally, we hope to integrate these models with work on other features and data types, and produce thoroughly evaluated models that can combine the best of both recent language models and misinformation detection domain algorithms.
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