A Comparative Study of Various Artificial Intelligence Based Agents for the Game of Angry Birds With and Without Splitting

Ankit Kumar, Kunal Jani and Nabin Kumar Sahu
DA-IICT, Gandhinagar, Gujarat, India
E-mail: ankitaahti7743@gmail.com

Abstract. In a game of angry birds, birds are fired from a slingshot and are targeted towards stationary pigs located at different fixed distances from the slingshot. The angry birds have to be fired in such a way that it lands as close as possible to the pigs' location. The goal is to develop an artificial intelligence-based model that would play the angry birds game based on the past human experience. In this game, the user will give the initial velocity and the angle of projection. Based on these parameters, the shot will be played, and the outcome is stored as a tuple consisting of the initial velocity, the angle of projection, and the location of pigs that have not been destroyed in a database. The machine learning-based agent reads the data from the database, trains itself based on the outcome of previous shots stored in the database, and plays the best possible shot according to the data retrieved from the database. Two machine learning models have been proposed, which are the K Nearest Neighbours model and the Naive Bayes model. The third model is the stochastic gradient descent model, which plays a shot based on the minimization of the distance between the angry bird and the pig using an objective function in terms of the initial velocity and splitting angle. The performance of both these agents has been compared with the human agent’s performance in terms of the average number of wins per 100 games.

1. Introduction

Angry birds are supposed to be fired using the slingshot and are to be targeted towards the pigs. However, there are a limited number of angry birds available. Therefore it is necessary to develop a mathematical model that helps destroy the maximum number of pigs using a minimum number of angry birds.

Adil Paul et al. [23] discussed a case based reasoning approach to the angry birds game by gaining experience from a random agent that constantly explores the solution space and improves the quality of current solutions for cases where a single angry bird does not split into two smaller angry birds. Francesco Calimeri et al. [6] presented an artificially intelligent agent that tried to maximize damage to the pigs for the case where the angry bird did not split into two smaller angry birds. Deborah Moore-Russo et al. [20] explained the game of angry birds using mathematics concepts. Sebastian Ruder [28] gave an overview of various optimization algorithms such as the stochastic gradient descent method used in our problem. G Almasi [1] discussed the techniques for the design and implementation of the Message Passing Interface. Sean M Stewart [30] discussed an approach to projectile motion when the projectile is subject
to resistive forces. However, this model does not explain the projectile splitting when traveling through mid-air.

Recently, a lot of work has been done on how to win the game of angry birds when the angry bird does not split into two smaller angry birds. Various optimization algorithms have also been developed to optimize various machine learning objective functions. The Message Passing Interface (MPI) [3] is a library in C programming language that enables parallel programming with communication between different processes using MPI_Send() and MPI_Recv() function. To the best of our knowledge, limited work has been done on the angry birds model where a large angry bird splits in mid-air into two smaller angry birds and lands at two different points. In this paper, a parallel stochastic gradient descent method using MPI, and machine learning-based agents using the K Nearest Neighbours classifier and the Naive Bayes classifier have been implemented to solve the angry birds’ problem with and without splitting.

2. Derivation of objective functions for the angry birds game

2.1. Angry Birds Without Splitting

Let us consider an angry bird of mass $m$ with an initial velocity $u$ and an angle of projection $\theta$. In the $y$ direction, the acceleration due to gravity $g$ is constant [7].

![Trajectory of an angry bird without splitting](image)

**Figure 1.** This figure represents the two dimensional notion of an angry bird when projected from the origin with a certain angle of projection and a certain initial velocity.

Horizontal component of velocity = $u_x = u \cos \theta$

Vertical component of velocity = $u_y = u \sin \theta$

The horizontal range of the projectile or the angry bird is given by:

$$R = u \cos \theta t,$$

where $t$ is the total time of flight of the angry bird [5].

When the angry bird begins its projectile motion and when it ends its projectile motion, then the vertical displacement or the height of the angry bird from the ground is considered to be zero. So there are two timings for which the vertical displacement or height from the ground is zero [2]. The time can be derived by solving the following equations.

$$u \sin \theta t - \frac{gt^2}{2} = 0$$

(2)
\[ \Rightarrow t(\sin \theta - \frac{gt}{2}) = 0 \]  

Hence,

\[ \Rightarrow t = 0 \text{ or } t = \frac{2usin\theta}{g} \]  

Substituting (4) in (1) we get:

\[ R = u\cos \theta \times \frac{2usin\theta}{g} \]  

\[ \Rightarrow R = \frac{2u^2 \cos \theta \sin \theta}{g} \]  

\[ \Rightarrow R = \frac{u^2 \sin 2\theta}{g} \]  

So we can say that the angry bird lands at a point which is at a horizontal distance \( R \) from the origin.

Now let us consider a fixed point \( a \) at a distance from the origin which is the point where the maximum damage to the pigs occurs. Currently, since \( d \) can be either positive or negative depending on \( R \), we assume that there is only one such point of maximum damage to the pigs.

The distance between the two points is given by:

\[ d = a - R \]  

Now \( d \) can be either positive or negative depending on \( R \). So the square of the distance between the two points is to be taken into consideration to remove the effect of the negative sign [11].

Placing value of (7) in the below equation, we obtain our objective function:

\[ d^2 = (a - R)^2 \]  

\[ \Rightarrow f(u, \theta) = d^2 = (a - R)^2 \]  

\[ \Rightarrow f(u, \theta) = (a - \frac{u^2 \sin 2\theta}{g})^2. \]  

It is necessary for the angry bird to land as close as possible to the point \( a \). So \( f \) is the objective function which is to be minimized.
2.2. Optimal strategy for game of angry birds without splitting

The first step is to find the stationary points or the points where the value of the first order partial derivative with respect to both $u$ as well as $\theta$ is zero \[22\].

Thus the conditions that have to be satisfied are:

\[
\frac{\partial f}{\partial u} = 0 \quad (12)
\]
\[
\frac{\partial f}{\partial \theta} = 0 \quad (13)
\]
\[
\frac{\partial f}{\partial u} = 2(a - u^2 \sin^2 \theta g)(-\frac{2usin2\theta}{g}) = 0 \quad (14)
\]

By solving this equation, we can figure out that for this value to be zero, either $usin2\theta = 0$ or $(a - \frac{u^2 \sin^2 \theta}{g}) = 0$.

So the possible solutions for this equation are:

(i) $u = 0$

(ii) $\sin 2\theta = 0$

(iii) $a - \frac{u^2 \sin^2 \theta}{g} = 0 \Rightarrow \frac{u^2 \sin 2\theta}{g} = a \Rightarrow u^2 \sin 2\theta = ag \Rightarrow \sin 2\theta = \frac{ag}{u^2}$

Differentiating with respect to $\theta$, we get:

\[
\frac{\partial f}{\partial \theta} = 2(a - \frac{u^2 \sin^2 \theta}{g})(-\frac{2u^2 \cos 2\theta}{g}) = 0 \quad (15)
\]

So the possible solutions for this equation are:

(i) $u^2 = 0$

(ii) $\cos 2\theta = 0 \Rightarrow \theta = \frac{\pi}{4}$

(iii) $\sin 2\theta = \frac{ag}{u^2}$

For any point to be a stationary point, any single point where $\frac{\partial f}{\partial u} = 0$ and $\frac{\partial f}{\partial \theta} = 0$ has to be taken since it is necessary for both the first order derivatives to be zero \[13\]. For this purpose, we consider take into consideration a point where $\theta = \frac{\pi}{4}$ and $u^2 = ag$ as one possible solution.

Substituting these values in the objective function (11), we get:

\[
\Rightarrow f(u, \theta) = \left( a - \frac{agsin2\pi}{g} \right)^2 \quad (16)
\]
\[
\Rightarrow f = (a - a)^2 \quad (17)
\]
\[
\Rightarrow f = 0. \quad (18)
\]

Since the objective function is a squared value, the value can never be negative, the stationary points substituted will give local minima?.

Now we consider all possible stationary points where $\sin 2\theta = \frac{ag}{u^2}$ and substitute them in the objective function (11).
\[ f(u, \theta) = (a - \frac{u^2ag}{u^2g})^2 \]  

(19) 

\[ f = (a - a)^2 \]  

(20) 

\[ f = 0. \]  

(21) 

Since the squared distance cannot be negative, zero is the minimum possible value of the objective function. So \( u = \sqrt{ag} \) and \( \theta = \frac{\pi}{4} \) are the optimal solutions.

### 2.3. Game of angry birds with splitting

Let us considered an angry bird which has been fired from a slingshot at an initial velocity \( u \) at an angle of projection \( \theta \) with respect to the \( x \) axis or the horizontal which which is the point \((0,0)\) and the height \( h \) at which the angry bird splits into two smaller angry birds.

![Figure 2. This figure shows the trajectory of angry birds splitting into two smaller angry birds when there are no horizontal forces acting on the angry birds](image)

The initial velocity of the angry bird with respect to the \( x \) axis and the \( y \) axis is given by:

\[ u_x = u \cos \theta \]  

(22) 

\[ u_y = u \sin \theta \]  

(23) 

The \( x \) and \( y \) component of the velocities of the angry bird at a vertical height \( h \) from the ground with a velocity \( v \) at that point is given by:

\[ v_x = v \cos \alpha \]  

(24) 

\[ v_y = v \sin \alpha \]  

(25)
Due to gravity, the vertical component of velocity decreases and the horizontal component of velocity remains the same [26]. The angle of the trajectory of the angry bird with the trajectory is $\alpha$. Therefore the equations obtained are:

\[ v^2 \sin^2 \alpha = u^2 \sin^2 \theta - 2gh \]  
\[ v^2 \cos^2 \alpha = u^2 \cos^2 \theta \]  

Now, the time $t$ which is taken for the angry bird to reach a height $h$ is given in:

\[ vsin\alpha = ucos\theta - gt \]  
\[ \Rightarrow t = \frac{ucos\theta - vsin\alpha}{g} \]  
\[ \Rightarrow t = \frac{ucos\theta - \sqrt{u^2sin^2\theta - 2gh}}{g} \]  

After that, the angle $\alpha$ is calculated.

\[ tan^2 \alpha = \frac{u^2sin^2\theta - 2gh}{u^2cos^2\theta} \]  
\[ \Rightarrow tan\alpha = \sqrt{\frac{u^2sin^2\theta - 2gh}{u^2cos^2\theta}} \]  
\[ \Rightarrow \alpha = tan^{-1}\left(\sqrt{\frac{u^2sin^2\theta - 2gh}{u^2cos^2\theta}}\right) \]  

From the above equations, we derive an equation for the total velocity $v$.

\[ v^2 = v^2 \cos^2 \alpha + v^2 \sin^2 \alpha \]  
\[ \Rightarrow v^2 = u^2 \cos \theta + u^2 \sin^2 \theta - 2gh \]  
\[ \Rightarrow v = \sqrt{u^2 - 2gh} \]
Now we use the law of conservation of energy [29] for deriving the equations of the splitting of the angry birds.

Thus $v' = \frac{v}{\sqrt{2}}$

Let the distance travelled by the two angry birds be $d'_1$ and $d'_2$ and the time taken for the angry bird to complete these two trajectories be $t_1$ and $t_2$. For simplicity, we assume $\beta = \frac{\pi}{4}$.

$$d'_1 = \frac{v}{\sqrt{2}} \cos(\beta - \alpha)t_1$$

(37)

$$d'_2 = \frac{v}{\sqrt{2}} \cos(\beta + \alpha)t_2$$

(38)

Now we will consider the smaller angry bird which will move in the downward direction.

The time taken to travel on these trajectories is given by:

$$t_1 = \frac{v}{\sqrt{2}} \sin(\alpha + \beta) + \frac{1}{g} \sqrt{\frac{v^2 \sin^2(\alpha + \beta)}{2} + 2gh}$$

(39)

$$t_2 = -\frac{v}{\sqrt{2}} \cos(\alpha + \beta) + \frac{1}{g} \sqrt{\frac{v^2 \cos^2(\alpha + \beta)}{2} + 2gh}$$

(40)

Let us now consider the landing points of the two trajectories to be $d_1$ and $d_2$.

$$d_1 = u \cos \theta t + d'_1$$

(41)

$$d_2 = u \cos \theta t + d'_2$$

(42)

Since the fixed points where the damage done to the pigs are at a distance of $a$ and $b$ respectively from the origin, the objective function which we obtain is the sum of square of both the distances. Thus the objective function is given by:

$$f(u, \theta, h) = (a - d_1)^2 + (b - d_2)^2.$$ 

(43)

2.4. Game of angry birds with splitting in the presence of resistive electric field

Let us consider a particle of a mass $m$ and a charge $q$ which is subject to an electric field $E$ in the negative $x$ direction. Before the splitting of the charged angry bird, the horizontal distance travelled by the angry bird is $p$. The height at which the angry bird splits is $h$. The initial velocity of the angry bird is $u$ and the angle of projection of the angry bird is $\theta$. The velocity of the angry bird at a height $h$ from the ground is $v$ and the angle with the horizontal at that point is $\alpha$. In the $y$ direction, the acceleration due to gravity is constant.

The acceleration of the angry bird in the negative $x$ direction is given by:

$$A = \frac{qE}{m}$$

(44)
Figure 3. This figure shows the trajectory of an angry bird splitting into two smaller angry birds in presence of a resistive horizontal electric field.

The $x$ and $y$ components if the velocity $v$ are $v_x = v \cos \alpha$ and $v_y = v \sin \alpha$.

\[ v^2 \sin^2 \alpha = u^2 \sin^2 \theta - 2gh \quad (45) \]

\[ v^2 \cos^2 \alpha = u^2 \cos^2 \theta - 2ap \quad (46) \]

Now,

\[ v \sin \alpha = u \sin \theta - gt \quad (47) \]

\[ \Rightarrow t = u \sin \theta - gt \quad (48) \]

\[ \Rightarrow t = \frac{u \sin \theta - \sqrt{u^2 \sin^2 \theta - 2gh}}{g} \quad (49) \]

Now we will also find out the value of $p$ which is the horizontal distance travelled by the charged angry bird before splitting.

\[ p = u \cos \theta t - \frac{At^2}{2} \quad (50) \]

\[ p = u \cos \theta \left[ \frac{u \sin \theta - \sqrt{u^2 \sin^2 \theta - 2gh}}{g} \right] - \frac{A}{2} \left( \frac{u \sin \theta - \sqrt{u^2 \sin^2 \theta - 2gh}}{g} \right)^2 \quad (51) \]
After this, we will find out the value of the angle $\alpha$.

$$\tan^2 \alpha = \frac{u^2 \sin^2 \theta - 2gh}{u^2 \cos^2 \theta - 2ap}$$  \hspace{1cm} (52)

$$\Rightarrow \alpha = \tan^{-1} \left( \frac{u^2 \sin^2 \theta - 2gh}{u^2 \cos^2 \theta - 2ap} \right)$$  \hspace{1cm} (53)

Let the time of flight after the two smaller angry birds be given by $t_1$ and $t_2$.

$$t_1 = \frac{v}{\sqrt{2g}} \sin(\alpha + \beta) + \frac{1}{g} \sqrt{\frac{v^2}{2} \sin^2(\alpha + \beta) + 2gh}$$  \hspace{1cm} (54)

$$t_2 = \frac{v}{\sqrt{2g}} \cos(\alpha + \beta) + \frac{1}{g} \sqrt{\frac{v^2}{2} \cos^2(\alpha + \beta) + 2gh}$$  \hspace{1cm} (55)

Now it would be possible to figure out the distances $d_1$ and $d_2$.

$$d_1 = p + \frac{v}{\sqrt{2}} t_1 - \frac{at_1^2}{2}$$  \hspace{1cm} (56)

$$d_2 = p + \frac{v}{\sqrt{2}} t_2 - \frac{at_2^2}{2}$$  \hspace{1cm} (57)

Similarly, the objective function in this case will be:

$$f(u, \theta, h) = (a - d_1)^2 + (b - d_2)^2.$$  \hspace{1cm} (58)

3. Solution to optimize the angry birds game and the stochastic gradient descent method

3.1. Optimal strategy for game of angry birds without splitting

The first step is to find the stationary points or the points where the value of the first order partial derivative with respect to both $u$ as well as $\theta$ is zero.

Thus the conditions that have to be satisfied are:

$$\frac{\partial f}{\partial u} = 0$$  \hspace{1cm} (59)

$$\frac{\partial f}{\partial \theta} = 0$$  \hspace{1cm} (60)
\[
\frac{\partial f}{\partial u} = 2(a - \frac{u^2 \sin 2\theta}{g})(-\frac{2u \sin 2\theta}{g}) = 0 \tag{61}
\]

By solving this equation, we can figure out that for this value to be zero, either \(usin2\theta = 0\) or \(a - \frac{u^2 \sin 2\theta}{g} = 0\).

So the possible solutions for this equation are:

(i) \(u = 0\)
(ii) \(\sin 2\theta = 0\)
(iii) \(a - \frac{u^2 \sin 2\theta}{g} = 0 \Rightarrow \frac{u^2 \sin 2\theta}{g} = a \Rightarrow u^2 \sin 2\theta = ag \Rightarrow \sin 2\theta = \frac{ag}{u^2}\)

Differentiating with respect to \(\theta\), we get:

\[
\frac{\partial f}{\partial \theta} = 2(a - \frac{u^2 \sin 2\theta}{g})(-\frac{2u^2 \cos 2\theta}{g}) = 0 \tag{62}
\]

So the possible solutions for this equation are:

(i) \(u^2 = 0\)
(ii) \(\cos 2\theta = 0 \Rightarrow \theta = \frac{\pi}{4}\)
(iii) \(\sin 2\theta = \frac{ag}{u^2}\)

For any point to be a stationary point, any single point where \(\frac{\partial f}{\partial u} = 0\) and \(\frac{\partial f}{\partial \theta} = 0\) has to be taken since it is necessary for both the first order derivatives to be zero. For this purpose, we consider take into consideration a point where \(\theta = \frac{\pi}{4}\) and \(u^2 = ag\) as one possible solution.

Substituting these values in the objective function (11), we get:

\[
\Rightarrow f(u, \theta) = (a - \frac{agsin\frac{2\pi}{4}}{g})^2 \tag{63}
\]
\[
\Rightarrow f = (a - a)^2 \tag{64}
\]
\[
\Rightarrow f = 0. \tag{65}
\]

Since the objective function is a squared value, the value can never be negative, the stationary points substituted will give local minima.

Now we consider all possible stationary points where \(\sin 2\theta = \frac{ag}{u^2}\) and substitute them in the objective function (11).

\[
\Rightarrow f(u, \theta) = (a - \frac{u^2ag}{u^2g})^2 \tag{66}
\]
\[
\Rightarrow f = (a - a)^2 \tag{67}
\]
\[
\Rightarrow f = 0. \tag{68}
\]

Since the squared distance cannot be negative, zero is the minimum possible value of the objective function. So \(u = \sqrt{ag}\) and \(\theta = \frac{\pi}{4}\) are the optimal solutions.
3.2. Optimal strategy for game of angry birds with splitting

Let us consider an objective function \( f(u, \theta, h) \) which is given in (43). The stochastic gradient descent has a learning rate \( \eta \) which generally lies between 0 and 1. The vector \( w \) consists of the variable parameters in the functions which are \( u, \theta \) and \( h \).

Therefore,

\[
w^T = [u, \theta, h]
\] (69)

These variables are randomly initialized and an iterative process is used to calculate the new value of the vector \( w \). The iterative method used to calculate the value of \( w \) is given by:

\[
w(k + 1) = w(k) - \eta \nabla f,
\] (70)

where

\[
(\nabla f)^T = \left[ \frac{\partial f}{\partial u}, \frac{\partial f}{\partial \theta}, \frac{\partial f}{\partial h} \right].
\] (71)

Now if the value of \( w(k + 1)^T w(k) \) is below a certain threshold \( \epsilon \ll 1 \) which is positive, then we conclude that convergence has been achieved and thus we have reached the solution. For our model \( \eta = 0.0000000001 \) and \( \epsilon = 0.00000000000001 \).

It would not be possible to find the absolute minimum value of the function using the stochastic gradient descent method since there are a large number of local minima [14]. For this purpose, the parallel stochastic gradient descent method has been implemented using the Message Passing Interface (MPI) to obtain a more optimal solution to this problem. In this method, random initialization is done for each process, and the local minimum is calculated for each process. Using the \texttt{MPI\_Send()} function, the local minimum is sent from all processes to the main process with \texttt{id} = 0. In the process with \texttt{id} = 0, the \texttt{MPI\_Recv()} function receives the minima from all the processes and the minimum of all minima is considered to be the absolute minimum [15].

3.3. Optimal Strategy of a game of angry birds with splitting in the presence of resistive electric field

The stochastic gradient descent method explained in subsection B can be used to find the minimum value of the objective function [4]. The values of \( \eta \) and \( \epsilon \) are the same for the third model and the second model.

4. Machine Learning Based Agent Playing Angry Birds Game

Machine learning-based agents play the angry birds game based on past human experience [9]. The agent reads data consisting of the initial velocity, the angle of projection, the height of splitting, and the points at which the angry birds are located, and the number of pigs destroyed in that particular single shot. Based on the experience gained from playing previous shots, the agent randomly chooses an initial velocity, an angle of projection, and a height of splitting and checks whether the shot played increases the probability of winning or not [21]. If the shot does not increase the probability of winning the game, initial velocity, the angle of projection, and splitting height are chosen once again. This process is repeated until a certain number of trials are performed. If it is not possible for the machine to obtain values of initial velocity, angle of projection, and splitting height, then the last chosen values are taken to play the shot for the game.
4.1. KNN based agent
In our feature space, we have a large number of data points. These data points are labeled [10, 25]. The label represents the number of pigs destroyed based on the initial velocity, the angle of projection and the height of the splitting of the angry birds, and the pigs’ location. For the purpose of classifying a testing point, which means predicting the number of pigs destroyed when a shot is taken, five nearest neighbors are taken into consideration [16]. For all the neighbors, we check how many pigs are killed by a shot. A counter is used to count the number of neighbors for a particular number of pigs that have been destroyed. Once the number of pigs that would be destroyed is calculated, the decision is made by the agent whether to choose a new shot or play the existing shot.

4.2. Naive Bayes based agent
In our model, the naive Bayes classifier classifies the probability of a certain number of pigs being destroyed by a certain point, given that there are a large number of points indicating the number of pigs destroyed corresponding to a particular initial velocity, angle of projection, and a height of splitting. It is given that there are certain points located within the testing data point in a circle of a certain radius where the testing data point or the testing angry bird shot (data point) is the center of the circle [27, 17, 19, 12]. Let $X$ be the probability that the data point corresponding to the point lies within the circle, $Y_c$ be the probability that a certain shot destroys $c$ pigs. The probability of that a shot will destroy $c$ pigs is given as follows [18, 24]:

$$P(Y_c|X) = \frac{P(X|Y_c) * P(Y_c)}{P(X)} \quad (72)$$

The value of $c$ for which $P(Y_c|X)$ is maximized is selected. If $c \geq 1$, then the shot is played, otherwise the shot is not played.

5. Results
The results are to be discussed in terms of the average number of times an agent would win when the agent would play the game 100 times. This means that we will perform multiple experiments and put the results in a table. Table 1 shows the results when the angry birds game is played without splitting; table 2 shows the results when the angry birds game is played with splitting, and table 3 shows the results when the angry birds game is played with splitting in the presence of a resistive electric field.

5.1. Results when angry birds is played without splitting

| Agent                  | Number of wins per 100 |
|------------------------|------------------------|
| Human                  | 75                     |
| Stochastic gradient descent | 93                     |
| KNN                    | 39                     |
| Naive Bayes            | 34                     |

5.2. Results when angry birds is played with splitting

| Agent                  | Number of wins per 100 |
|------------------------|------------------------|
| Human                  | 61                     |
| Stochastic gradient descent | 66                     |
| KNN                    | 31                     |
| Naive Bayes            | 28                     |
5.3. Results when angry birds is played with splitting in the presence of a resistive electric field

| Agent             | Number of wins per 100 |
|-------------------|------------------------|
| Human             | 59                     |
| Stochastic gradient descent | 67                 |
| KNN               | 29                     |
| Naive Bayes       | 30                     |

6. Conclusions

From the experiments that we have conducted, it can be concluded that the stochastic gradient descent method plays the best in terms of the number of games won per 100 games. The human agent also performs fairly well when it plays the game. However, the two machine learning-based agents cannot play the angry birds game so well. In a competition where the time available for a particular shot is limited, the machine learning-based agent would perform much better compared to the stochastic gradient descent method since the time taken for the objective function to converge the local or global minimum is extremely large. However, for competitions that are not time-bound, the stochastic gradient descent based agent would outperform the machine learning-based agent since it is very accurate.
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