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Abstract
We reduce the 4D Einstein-Hilbert action to a constant-radius hypersurface of foliation. The resulting theory is a scalar theory defined on a 3D hypersurface of the original black hole background, and has an exponential potential. Once the hypersurface is located at the Schwarzschild radius, the 3D theory is effectively reduced to a 2D Liouville type theory. We compute the entropy associated with the hypersurface intrinsic degrees of freedom, and show that its leading order reproduces the Bekenstein-Hawking area law. The subleading terms come in logarithm/inverse powers of the area.
1 Introduction

Based on the earlier works [1–3] (see [4–7] for related discussions), a new Kaluza-Klein scheme in which the bulk spacetime was viewed as a foliation of hypersurfaces along one of the coordinates, “r” was proposed in [8]. The scheme - called the ADM reduction\(^1\) - focuses on the dynamics of the selected hypersurface, which should capture aspects of the bulk physics. The selected coordinate should play a special role, and this naturally suggests a description of dynamics where r plays the role of “time” coordinate.

Although the ADM reduction procedure is a variation of the standard Kaluza-Klein reduction, it is significantly different from the latter. The standard reduction reduces a theory “on” a manifold, and one gets a lower dimensional low energy theory in the “transverse” dimensions. In contrast, the ADM reduction reduces the original theory directly to a hypersurface of interest. (In the present case, the 4D theory is reduced to a 3D theory defined in \((t, \theta, \varphi)\) space.) Also, virtual boundary effects are important in general as analyzed, e.g., in [9]. We will comment on them further below.

Applied to a 5D supergravity theory, the ADM reduction led to the world-volume (the selected leaf) theory of the D3 brane [1] [8]. Here we apply the scheme to 4D pure Einstein gravity, and reduce it to a fixed point in the radial coordinate \(r\). We show that the reduction leads to a 3D scalar theory description of the hypersurface selected. Interestingly, the scalar theory takes the form of a 3D analogue of Liouville theory with an exponential potential.

In the big picture, the ADM reduction scheme proposed in [8] is to describe aspects of the original theory in terms of the lower dimensional theory that results from dimensionally reducing the original theory to a hypersurface of foliation.\(^2\) The first step in ADM reduction is ADM decomposition. The ADM reduction that we consider in this work is a relatively simple procedure that does not require the full machinery of ADM decomposition; below we will consider a reduction ansatz in the form of a block-diagonal decomposition,

\[
ds_4^2 \equiv g_{\mu \rho} dx^\mu dx^\rho \equiv n^2(r, x) dr^2 + h_{\mu \nu}(r, x) dx^\mu dx^\nu
\]  

\(^1\)As discussed in [8] and more recently in [9–11] (which have appeared several months after the first version of the present work), ADM reduction should provide a promising route to derivation of the AdS/CFT-type dualities from the first principle.

\(^2\)In the original bulk point of view, the reduced theory can be viewed to describe the dynamics of a set of modes with certain symmetry if the reduced direction is an isometry.
Compared with the standard ADM decomposition (see, e.g., [12] for a review), the shift vector is absent. Therefore, (1) should be viewed as a combination of the ADM decomposition and a gauge-fixing in which the shift vector is set to zero. Only the dynamics associated with fluctuations along the radial direction will be considered. (The rationale behind this reduction will be discussed below.) Then fluctuations will become dependent on the time and angle coordinates \((t, \theta, \varphi)\), and eventually, the system is rendered only of a scalar field in the fixed metric background \(h_{\mu\nu}\). The scalar field - which we denote by \(\phi(t, \theta, \varphi)\) below - is related to the radial component of the metric in a particular way that is presented in the next section.

In other words, the scalar theory describes a branch of the moduli space of the Einstein-Hilbert action, and should capture certain aspects of the 4D gravity theory. One may say that the particular branch of the moduli space of the original theory admits a “dual” description, which is the scalar theory in the present case. It seems, therefore, that the idea of “duality branch by branch [13]” is at work here too. In particular, it is plausible for the entropy of the BH system [17] [18] to be captured by the scalar theory. Discussions on microscopic origin of the black hole entropy can be found, e.g., in [19–21].

One subtle issue is whether one should employ the finite temperature field theory technique to describe the dynamics of the hypersurface since the black hole has Hawking temperature. We believe that one can employ the zero-temperature field theory setup, and further comment on this issue in the conclusion.

The rest of the paper is organized as follows. In section 2, we implement the ADM reduction of 4D Einstein-Hilbert action. The goal of this section is to obtain the action of the field \(\phi(\theta, \varphi)\), (28). (Although it is not a direction pursued in the present work, one may consider ADM reduction along \(\theta\) or \(\varphi\) direction. If both directions are reduced, one would get an action of a field \(\Phi(t, r)\).) Although the actual reduction is carried out in the Lagrangian formulation, it is the Hamiltonian formulation that provides an intuitive and physical picture. After briefly reviewing the Hamiltonian formulation of “\(r\)-evolution”, we demonstrate that the Schwarzschild metric can be obtained as a solution of this Hamiltonian formulation. When the hypersurface is taken to be the event horizon, only the spatial directions survive; the dimensions of the scalar theory are effectively reduced to two dimensions, and

\(^3\)This task has now been carried out in [9].
therefore, the theory becomes a Liouville type theory. (Liouville theory was obtained in [14] in the context of the standard Kaluza-Klein reduction of the 4D Einstein-Hilbert action. Related works include [15, 16].) Compared with the standard form of Liouville theory, the theory obtained has several relatively minor differences. The computation of the entropy of the resulting 2D theory is undertaken in section 3 in which the area scaling of the entropy is established - in support of the proposal in - up to the issues of renormalization and non-perturbative corrections. The entropy obtained displays the same pattern that was observed in [23] (Entropy corrections were considered also in [24] [25], earlier and [26] later4). We conclude with summary and future directions. The Appendix A contains a discussion of entropy of a quantum field theory system at zero temperature. Details of the reduction can be found in Appendix B.

2 ADM reduction of 4D Einstein action

In this section, we carry out ADM reduction of the 4D Einstein gravity. The ADM reduction that we consider in this work is a fairly straightforward procedure that does not require the full machinery of ADM decomposition but only its block-diagonal version. Roughly speaking, we leave arbitrary degrees of freedom to the \((r, r)\)-component of the 4D metric \(g_{\mu\nu}\), writing it as \(g_{rr} = g_{0rr} + \delta g_{rr}\), and view \(\delta g_{rr}\) - which is essentially the \(\phi\) field - as the field that governs the dynamics of the hypersurface.

The actual reduction is carried out in the Lagrangian formulation for technical simplicity. However, it is the Hamiltonian formulation that provides an intuitive picture; we start by briefly reviewing the Hamiltonian formulation of “r-evolution” in section 2.1. We check in section 2.2 that the Schwarzschild metric can be obtained as a solution of the Hamiltonian formulation of r-evolution. In section 2.2, we carry out ADM reduction of the 4D Einstein-Hilbert action (this reduction might be somewhat similar in spirit to those of [27] [28]) and obtain a Liouville-type theory.

4We thank S.H. Yi for pointing out this reference.
2.1 Review of Hamiltonian formulation

We start with the Einstein-Hilbert action

\[ S = \frac{1}{G} \int d^4x \sqrt{-g} R^{(4)} \]  

(2)

The 4D coordinate \( x^\mu \) consists of the radial coordinate \( r \) and the 3D coordinate \( x^\mu \):

\[ x^\mu = r, x^\mu \quad \mu = 0, 1, 2 \]  

(3)

Let us consider the following block-diagonal reduction ansatz for the solution,

\[ ds^2 = n^2 dr^2 + h_{\mu\nu} dx^\mu dx^\nu \]  

(4)

It is more proper to include the shift vector; with it, the steps below will be slightly modified but with the same conclusion. (However, it is crucial to omit the shift vector in section 2.2 where the reduction is carried out: it turns out that once the shift vector is included, not only the \( \phi \)-fluctuations but also the fluctuations of \( h_{\mu\nu} \) must be included for consistency of the reduction.)

The 4D Einstein-Hilbert action now takes

\[ \int d^4x \sqrt{-g^{(4)} R^{(4)}} = \int dr \int d^3x n \sqrt{-h} \left( \frac{1}{4n^2} (h^{\mu\nu} \partial_r h_{\mu\nu})^2 - \frac{1}{4n^2} (\partial_r h_{\mu\nu})^2 + R^{(3)} \right) \]  

(5)

With the lagrangian given by

\[ \mathcal{L} = n \sqrt{-h} \left( \frac{1}{4n^2} (h^{\mu\nu} \partial_r h_{\mu\nu})^2 - \frac{1}{4n^2} (\partial_r h_{\mu\nu})^2 + R^{(3)} \right) \]  

(6)

the corresponding Hamiltonian is

\[ \mathcal{H} = p^{\mu\nu} \partial_r h_{\mu\nu} - \mathcal{L} = -n \sqrt{-h} R^{(3)} + \frac{n}{\sqrt{-h}} \left( -p_{\mu\nu}^2 + \frac{1}{2} (p_\mu^\mu)^2 \right) \]  

(7)

where \( p_{\mu\nu} \) is the canonical momentum, and \( \nabla_\mu \) is the 3D covariant derivative associated with the hypersurface under consideration. The field equations/constraints that follow from (7) are

\[ -\ddot{p}^{\mu\nu} = n \sqrt{-h} G^{\mu\nu} + \frac{n}{2 \sqrt{-h}} (p^\rho_{\sigma} p_{\rho\sigma} - \frac{1}{2} p^2) h^{\mu\nu} - 2 n \sqrt{-h} (p^{\rho}_{\mu} p^{\rho\nu} - \frac{1}{2} p p^{\mu\nu}) \]

\[-\sqrt{-h} (\nabla^{\nu} \nabla^{\mu} n - h^{\mu\nu} \nabla^\rho n) \]  

(8)
\[-R^{(3)} + \frac{1}{(\sqrt{-h})^2} \left(-p_{\mu\nu}^2 + \frac{1}{2}p^2\right) = 0 \]  
\hspace{2cm} (9)

\[\dot{h}_{\mu\nu} = -2n\frac{1}{\sqrt{-h}}(p_{\mu\nu} - \frac{1}{2}h_{\mu\nu}p) \]  
\hspace{2cm} (10)

where \(G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2}h_{\mu\nu}R\) and \(p \equiv h_{\mu\nu}p^{\mu\nu}\). The surface of a fixed metric still has the degrees of freedom associated with \(n\) and, therefore, the entropy of the hypersurface with a fixed metric will naturally be associated with the dynamics of the field \(n\). Also note that

\[p_{\mu\nu} = \sqrt{-h}\left(-\frac{1}{2n}\partial_r h_{\mu\nu} + h_{\mu\nu} \frac{1}{2n}h^{\rho\sigma}\partial_r h_{\rho\sigma}\right) \]  
\hspace{2cm} (11)

and

\[\frac{1}{\sqrt{-h}}(-p_{\mu\nu}^2 + \frac{1}{2}p^2) = \sqrt{-h}\left[-\frac{1}{4n^2}(\partial_r h_{\mu\nu})^2 + \frac{1}{4n^2}(h^{\rho\sigma}\partial_r h_{\rho\sigma})^2\right] \]  
\hspace{2cm} (12)

The Hamiltonian formulation of \(r\)-evolution (7) admits, as it should, the Schwarzschild metric as a solution. One can check this explicitly as follows. Taking \(n = n(r)\), the equation (8) becomes

\[-\frac{1}{n\sqrt{-h}}\partial_r p_{\mu\nu} = G_{\mu\nu} + \frac{1}{2(\sqrt{-h})^2}(p_{\mu\nu}^2 - \frac{1}{2}p^2)h_{\mu\nu} - \frac{2}{(\sqrt{-h})^2}(p_{\mu}^{\rho}p_{\rho}^{\mu} - \frac{1}{2}p^2) \]  
\hspace{2cm} (13)

The trace part of the RHS of (13) implies

\[h_{\mu\nu}\partial_r p_{\mu\nu} = 0 \]  
\hspace{2cm} (14)

This and the non-trace part of (13) can easily be shown to lead to the solution of

\[n^2 = \left(1 - \frac{2GM}{r}\right)^{-1} \]  
\hspace{2cm} (15)

(The integration constant has been fixed in the usual manner.) Once the solution for \(h_{\mu\nu}\) is obtained, \(p_{\mu\nu}\) can be determined by (11). The result implies that the Schwarzschild metric

\[ds^2 = -\left(1 - \frac{2GM}{r}\right)dt^2 + \left(1 - \frac{2GM}{r}\right)^{-1}dr^2 + r^2(d\theta^2 + \sin^2\theta d\varphi^2) \]  
\hspace{2cm} (16)
is indeed a solution of the $r$-evolution Hamiltonian. For later use, we introduce the 3D metric solution, which we call “the 3D Schwarzschild metric”,

$$
\begin{align*}
\text{ds}_3^2 &= -(1 - \frac{2GM}{r})dt^2 + r^2(d\theta^2 + \sin^2 \theta d\varphi^2) \\
 &= -(1 - \frac{2GM}{r})dt^2 + \frac{4r^2}{(1 + z\bar{z})^2}dzd\bar{z}
\end{align*}
$$

(17)

In the second equality, the two-sphere part has been rewritten by introducing complex coordinates $z, \bar{z}$.

### 2.2 Metric rescaling and reduction

One may consider the system given by (6), and in principle attempt to analyze the fluctuations around the Schwarzschild solution. However, the quantum level analysis would be complicated because of the non-canonical manner in which the moduli field $n$ enters. In this section, we rescale the metric in order to make the system and its analysis more tractable. Towards the end of this section, we will note the effective reduction to 2D; it is that 2D theory whose entropy is computed in section 3.

Let us consider the Lagrangian (6), and rescale the metric by

$$
h_{\mu\nu} \rightarrow e^{\hat{\phi}}h_{\mu\nu}
$$

(18)

(More systematically, this step amounts to defining $h_{\mu\nu} = e^{\hat{\phi}}\hat{h}_{\mu\nu}$ and omitting the hat in $\hat{h}$ for simplicity of notation.) The Lagrangian now takes

$$
\mathcal{L} = n\sqrt{-h}e^{\frac{3}{2}\hat{\phi}}\left[\frac{3}{2n}\partial_\mu\hat{\phi} + \frac{1}{2n}h^{\mu\nu}\partial_\nu\hat{h}_{\mu\nu}\right]^2 - n\sqrt{-h}e^{-\frac{1}{2}\hat{\phi}}\left[\frac{1}{2n}(\partial_\mu\hat{\phi})e^{\hat{\phi}}h_{\mu\nu} + \frac{e^{\hat{\phi}}}{2n}\partial_\nu\hat{h}_{\mu\nu}\right]^2 \\
+ ne^{\frac{1}{2}\hat{\phi}}\sqrt{-h}\left[R^{(3)} - 2\nabla_\mu\nabla_\nu\hat{\phi} - \frac{1}{2}\nabla_\mu\hat{\phi}\nabla_\nu\hat{\phi}\right]
$$

(19)

Strictly speaking, there should be additional terms that arise from the virtual boundary effect. (See [9] and [10] for more careful analysis of them.) We trace them more carefully in Appendix B where the details of the reduction are presented. Once one chooses $\hat{\phi}$ (or $n$) such that

$$
e^{\hat{\phi}} = \frac{1}{n^2}
$$

(20)
Is is straightforward to obtain the scalar and metric field equations and they are presented in Appendix A. Let us carry out the reduction to 3D by taking the following ansatz

\[ \phi(r,t,\theta,\varphi) = \phi_0(r) + \phi(t,\theta,\varphi) \] with \( e^{\phi_0} \equiv \frac{1}{n_0^2} \)

where \( n_0 \) denotes

\[ n_0^2 = \left( 1 - \frac{2GM}{r} \right)^{-1} \]  (23)

The functions that only have \( r \)-dependence may be treated as constants because the coordinate \( r \) has become a parameter after the reduction. (Remember that, by reduction, we have narrowed down to a sub-sector of the original 4D theory.) Upon substituting (22) into the field equations, one gets

\[ \nabla^2 \phi + \kappa(r)e^{2\phi} = 0 \]

\[ -\frac{1}{2} \partial_\mu \phi \partial_\nu \phi + \frac{1}{4} h_{0\mu\nu}(\partial \phi)^2 + f_{\mu\nu}e^{2\phi} + G_{0\mu\nu} = 0 \]  (24)
where the explicit expressions for $\kappa, f_{\mu\nu}, G^0_{\mu\nu}$ can be found in Appendix A. As $r \to R_S$, they become

$$\kappa \to \frac{8}{R_S^2}, \quad f_{\mu\nu} \to 0, \quad G^0_{\mu\nu} \to 0$$  \hspace{1cm} (25)$$

The second equation in (24) comes from the metric field equation, and can be viewed as a constraint for the $\phi$ field in 3D.

In Appendix A, we construct a 3D action that produces the field equations (24) up to certain freedom associated with Liouville type theories; we simply quote the result here:

$$\int d^3x L_{3D} = \int d^3x \sqrt{-h} \left( -\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi \right) + \frac{\kappa}{2} \int d^3x \sqrt{\gamma} e^{2\phi}$$  \hspace{1cm} (26)$$

This action allows one to describe the physics of the surface of a fixed radius through the dynamics of $\phi$.\(^5\) It describes a branch of the moduli space of the hypersurface at an arbitrary $r \geq R_S$ location. Let us consider the $\phi$-fluctuations around the metric

$$ds^2_{3D} \equiv h_{0\mu\nu} dx^\mu dx^\nu = -dt^2 + n_0^2 r^2 (d\theta^2 + \sin^2 \theta d\varphi^2)$$  \hspace{1cm} (27)$$

Once the hypersurface is identified with the event horizon, $r = R_S$, the time-dependent configurations give contributions that oscillate rapidly in the path-integral, and therefore produce a suppressing factor due to the presence of the factor $n_0$. In the Minkowski case, this is due to Lebesgue lemma. The same is true for the Euclidean case that results from $t \to it$. In section 3, we will consider the 2D action that results from this reduction. As stated in Appendix A, one can use the theory effectively reduced to 2D for the computation of the entropy:

$$S_{2D} = \int d^2z \left( -\partial_z \phi \partial_{\bar{z}} \phi + 2\rho_0 e^{2\phi} \right)$$  \hspace{1cm} (28)$$

where

$$\rho_0 \equiv \frac{4}{(1 + z\bar{z})^2}$$  \hspace{1cm} (29)$$

\(^5\)A more proper step would be integrating out the fluctuating metric around the fixed metric in the path integral. Once the metric background is chosen to be the Schwarzschild background, the theory is in that curved background. This with the work of [8] confirms once again that the proposal put forward in [29] was correct: the holographic dual theory should be placed in the curved background. (See, e.g., [30] for further discussion.)
Compared with the standard form of Liouville theory,\(^6\) (28) has several differences. First, the kinetic term and the potential term have opposite signs. (We will come back to this point in the next section.) The linear term in \(\phi\) is absent in (28).\(^7\) As a matter of fact, there are several sources for linear terms. For example, a linear term appears once the factor \(\rho_0\) in front of the \(e^{2\phi}\) - which is another difference - is absorbed by shifting \(\phi \rightarrow \phi + \phi_0\) with an appropriate function \(\phi_0\):
\[
S_{2D} = \int d^2z \left( -\partial_z \phi \partial_{\bar{z}} \phi - \partial_{\bar{z}} \phi \partial_z \phi_0 - \partial_z \phi_0 \partial_{\bar{z}} \phi - \partial_{\bar{z}} \phi_0 \partial_z \phi_0 + e^{2\phi} \right)
\]
\[
= \int d^2z \left( -\partial_z \phi \partial_{\bar{z}} \phi + 2\phi \partial_{\bar{z}} \partial_z \phi_0 - \partial_z \phi_0 \partial_{\bar{z}} \phi_0 + e^{2\phi} \right) \quad (30)
\]
where
\[
e^{2\phi_0} = \frac{1}{\rho_0} \quad (31)
\]
The linear term \(\phi \partial_z \partial_{\bar{z}} \phi_0\) will be addressed in the next section. There is another contribution to the linear term. The field redefinition (18) should come with a determinant factor in the path integral over \(h_{\mu\nu}\). The determinant factor brings the \(\phi\)-linear term with an infinite coefficient (see, e.g., [37]). Therefore it is natural to expect that the linear term would arise through renormalization procedure even if it was absent in the beginning.

Although we will pursue the renormalization procedure elsewhere [38] (since it deserves thorough work in its own right), we sketch what needs to be established in that procedure. We find the issue of renormalization critical for several reasons. Firstly, the appearance of the linear term with an infinite coefficient that comes from the measure should be a strong indication of the need for renormalization at a fairly early stage of the analysis. The second reason has something to do with the fact that we will only consider the kinetic term and the exponential term in (30) in the next section. The linear term coming from the measure must be addressed in the renormalization since it has an infinite coefficient. In terms of renormalization jargon, our setup amounts to starting with the bare action
\[
S_{2D} = \int d^2x \left( -\frac{1}{2} \partial_a \phi B \partial^a \phi B + Q B R \phi B + \mu_B e^{2B} \phi B \right) \quad (32)
\]
\(^6\)See, e.g., [31–34] for a review. Liouville theory appeared in the usual Kaluza-Klein context, e.g., in [35].

\(^7\)Liouville theory without the linear term was discussed for example in [36]. We thank Yu Nakayama for pointing out this reference.
and splitting it into the renormalized part and the counter terms:

\[ S_{2D} = \int d^2 x \left( -\frac{1}{2} \partial_a \phi_r \partial^a \phi_r + \mu_r e^{2b_r \phi_r} \right) + \Delta S_{ctr} \quad (33) \]

where the counter-term part contains the linear term. (A related discussion was given in [39].) Although we believe that such a renormalization program is very plausible, it must be explicitly established. We assume for now that this can be done which implies the presence of conformal symmetry.

### 3 Horizon-area scaling entropy from \( \phi \)-field

In the previous section, we have carried out the reduction along the radial (and time) direction(s) and obtained a Liouville type theory. It is actually (a version of) time-like Liouville theory due to the opposite signs of the kinetic term and the potential term.

In this section we compute the partition function and entropy. With the discussion of the previous subsection, we take

\[ S_{2D} = \int d^2 z \left( -\partial_z \phi \partial_{\bar{z}} \phi + 2 \partial_z \phi \partial_{\bar{z}} \phi_0 - \partial_z \phi_0 \partial_{\bar{z}} \phi_0 + e^{2\phi} \right) \quad (34) \]

for our starting point for the entropy computation. Here the subscript “r” has been omitted and also in the following. The terms containing \( \phi_0 \) break the conformal symmetry, therefore will give the radius dependent effects once we transform the unit disc into a disc of larger radius. Since the integration is over the unit disc, one would impose Dirichlet type boundary condition on \( \phi \). We postpone the systematic analysis for the future, and take a heuristic path below showing that the \( \phi_0 \) containing fields should produce only the large radius effects.

Suppose the following rescaling

\[ w = r_0 z \quad , \quad \bar{w} = r_0 \bar{z} \quad (35) \]

upon which

\[ S_{2D} = \int d^2 w \left( -\partial_w \phi \partial_{\bar{w}} \phi + 2 \partial_w \phi \partial_{\bar{w}} \phi_0 - \partial_w \phi_0 \partial_{\bar{w}} \phi_0 + e^{2\phi} \right) \quad (36) \]
where now the arguments of $\phi, \phi_0$ are $w/r_0$: $\phi = \phi(w/r_0)$, $\phi_0 = \phi_0(w/r_0)$. With this rescaling

$$e^{2\phi_0} = \left[ \frac{4}{(1 + \frac{w\bar{w}}{r_0^2})^2} \right]^{-1}$$

which yields

$$\phi_0 = \frac{1}{2} \ln \frac{(1 + \frac{w\bar{w}}{r_0^2})^2}{4} = -\frac{1}{2} \ln 4 + \frac{w\bar{w}}{r_0^2} + \cdots$$

One may carry out perturbation in $\frac{1}{r_0^2}$. Let us consider the leading order result in $r_0$ dropping the 2nd and 3rd terms in (36). (The sub-leading terms may possibly affect the terms of inverse powers of $R_S$ that are represented by the $(+ \cdots)$ part in (53).) Let us now turn to the entropy computation of this 2D theory. After reduction of the radial and time directions, an overall volume factor will come from

$$\int d^4x \Rightarrow V_{(t,r)} \int d^2x, \quad V_{(t,r)} \equiv R_S^2 \nu$$

where the volume associated with $(t, r)$ directions has been defined in terms of the scale of the theory $R_S$ and a dimensionless number $\nu$. This step is crucial for the derivation of the area scaling as we will see shortly. The 2D action (34) becomes

$$S_{2D} = \int d^2z \left( - \frac{R_S^2}{G} \partial_z \phi \partial_z \phi + \frac{R_S^2}{G} e^{2\phi} + 2 \frac{R_S^2}{G} \partial_z \phi \partial_z \phi_0 - \frac{R_S^2}{G} \partial_z \phi_0 \partial_z \phi_0 \right)$$

By shifting $\phi$ by an appropriate constant, the $\frac{R_S^2}{G}$ in front of the potential $e^{2\phi}$ can be absorbed; one obtains

$$S_2 = \int d^2z \left( - \frac{R_S^2}{G} \partial_z \phi \partial_z \phi + e^{2\phi} \right)$$

Let us use this form of action in the following to compute the entropy of the $\phi$-system. Without this absorption of $\frac{R_S^2}{G}$ in front of $e^{2\phi}$, the perturbation series would diverge: suppose one uses (40) and insert several single-line vertices (i.e., the linear term), then the result will come with positive powers of $\frac{R_S^2}{G}$, and, therefore, the large-$R_S$ perturbation will break down.
Let us find a solution of the system; the field equation that follows from (41) is
\[ \partial_z \partial_{\bar{z}} \phi = -\frac{G}{R_S^2} e^{2\phi} \]  
This admits the following solution [36]:
\[ e^{2\phi_c} = \frac{R_S^2}{G} \frac{1}{(1 + |z|^2)^2} \]  
Next we carry out perturbation around this solution and obtain the first two terms in the series for an illustration. Since we are interested in partition function, our task is simpler than computing general correlators of the interacting Liouville theory. Let us shift \( \phi \rightarrow \phi_c + \phi \) where \( \phi_c \) denotes the solution:
\[ S_2D = \int d^2 z \left( -\frac{R_S^2}{G} \partial_z \phi_c \partial_{\bar{z}} \phi_c - \frac{R_S^2}{G} \partial_z \phi \partial_{\bar{z}} \phi + e^{2\phi}(e^{2\phi} - 2\phi) \right) \]
\[ = \frac{-R_S^2}{G} \int d^2 z \partial_z \phi_c \partial_{\bar{z}} \phi_c + \frac{R_S^2}{G} \int d^2 z \left[ -\partial_z \phi \partial_{\bar{z}} \phi + \frac{1}{(1 + |z|^2)^2}(e^{2\phi} - 2\phi) \right] \]  
(44)
The classical piece gives
\[ -\frac{R_S^2}{G} \int (2d^2 \sigma) \partial_z \phi_c \partial_{\bar{z}} \phi_c = -\frac{R_S^2}{G} \left( \pi \ln \frac{R_S^2}{G} + \text{const} \right) \]  
(45)
Although it may be possible to non-perturbatively evaluate the partition function by using the existing results in Liouville theory literature, we ponder the perturbative method for now because it reveals interesting patterns. The fluctuating part can be evaluated by the standard perturbation theory, which will produce a series in the "coupling constant" \( \frac{G}{R_S} \). Consider the fluctuation part,
\[ S_{\text{quam}} = \int d^2 z \left( -\frac{R_S^2}{G} \partial_z \phi \partial_{\bar{z}} \phi + \frac{R_S^2}{G} \frac{1}{(1 + |z|^2)^2}(e^{2\phi} - 2\phi) \right) \]  
(46)
We may treat the exponential term of \( (e^{2\phi} - 2\phi) = 2\phi^2 + \cdots \) as vertices. The potential term has the "wrong sign" - we will comment on the potential
significance of the sign in the conclusion. As far as the kinetic term is con-
cerned, one choice of regularization seems to stick out: putting the system on
a sphere of unit radius followed by zeta function regularization. This seems
to be a natural choice given that (44) has originated from the 2D action
on two-sphere. Whether this regularization will also be effective for dealing
with the vertices remains to be seen. The leading piece for the fluctuating
part comes from the determinant of the kinetic part. The result depends
on regularization method. (This seems to be a general feature of quantum
entropy computations (see, e.g., [40]).) The 2D Laplacian is given by

$$\nabla^2 = \left[ \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \varphi^2} \right]$$ (47)

and its eigenfunctions are the spherical harmonics:

$$\nabla^2 Y_{lm} = -l(l+1)Y_{lm}$$ (48)

One can use them to compute the determinant of the propagator. Focusing on
the $R_S$-dependent part, one finds after effective action (which is the analogue
of the free energy) computation

$$\left[ \det \left( \frac{G}{R_S^2} \nabla^2 \right) \right]^{-1/2} \sim e^{-\frac{1}{2} \text{tr} \ln \frac{R_S^2}{G}}$$ (49)

where only the $\frac{G}{R_S^2}$-dependent part has been kept and the constant $c$ is defined
by

$$c \equiv \sum_{l=0}^{\infty} (2l + 1) = \frac{1}{3}$$ (50)

where the factor $2l + 1$ is due to the degeneracies of the eigenvalues. The
zeta function regularization $\zeta(0) = -\frac{1}{2}, \zeta(-1) = -\frac{1}{12}$ has been used in (50).

Let us combine (45) and (49):

$$\exp \frac{R_S^2}{G} \left( -\pi \ln \frac{R_S^2}{G} - c \frac{G}{2 R_S^2} \ln \frac{R_S^2}{G} + \cdots \right)$$ (51)

where (...) denotes constant term and the terms of inverse powers of $\frac{R_S^2}{G}$ that
come from the vertices. Unlike in the finite temperature field theory setup,
the entropy cannot be defined as the temperature derivative of the free energy since the temperature does not explicitly enter our zero-temperature setup. Noting that the coupling constant (or the square of the coupling constant to be precise) plays the role of temperature, a derivative of the free energy with respect to the coupling constant (or its square) was taken to be the entropy analogue in [13] [40]. (See Appendix B for a more detailed discussion.) In (41), \( \frac{G}{R_S^2} \) plays the role of the coupling constant, and the entropy \( s \) can be defined in the same spirit as [13] [40]. The free energy analogue can be read off from (51):

\[
F = -\pi \ln \frac{R_S^2}{G} - \frac{c}{2} \frac{G}{R_S^2} \ln \frac{R_S^2}{G} + \cdots
\]  

(52)

from which it follows

\[
s = \left. \frac{\partial}{\partial (G/R_S^2)} \right|_{(G/R_S^2)} \left[ -\pi \ln \frac{R_S^2}{G} - \frac{c}{2} \frac{G}{R_S^2} \ln \frac{R_S^2}{G} + \cdots \right]
= \pi \frac{R_S^2}{G} - \frac{c}{2} \ln \frac{R_S^2}{G} + \cdots
\]

(53)

where (...) contains constant term and terms of inverse powers of \( \frac{R_S^2}{G} \). The leading term corresponds to \( \frac{1}{4G} A_{EH} \) where \( A_{EH} \) denotes the area of the horizon. The coefficient of the second term above is different from those of [23] and [26]. We comment on the possible reasons for this difference in the conclusion.

4 Conclusion

In this work, we have applied the ADM reduction scheme to the 4D Einstein-Hilbert action, and obtained the 3D system that describes the dynamics of a given hypersurface. When the location of the hypersurface is set at the Schwarzschild radius, the 3D theory is effectively reduced to Liouville theory.

There are several future directions. This work establishes (up to renormalization) that the BH entropy comes from the 2D Liouville theory that is associated with the hypersurface. Careful study of renormalization is needed to tie up some of the loose ends. The potential term in (46) is not bounded below; this should signify a certain instability. It will be interesting to see whether the instability could be associated with the evaporation of the black
hole, and therefore the event horizon. Further work is needed to understand the origin of the different coefficient of the logarithmic correction compared with the coefficient obtained, e.g., in [23]. It should be possible to determine the coefficients of the terms of inverse powers of $R^2$ in (53), and for this a systematic analysis including the $\phi_0$ containing terms will be necessary.

There are potentially several sources of corrections to the result (53). Firstly, there may be non-perturbative corrections. Just as the multi-instanton sectors provide corrections to various quantities in a gauge theory, the same may happen to the present case. In terms of the bulk physics, the fluctuating hypersurface will generate gravitational waves. The gravitation waves will propagate along $r$ (and, depending on the symmetry, possibly other) direction(s), and taking them into account in the current foliation setup would require the collective dynamics of the leaves. It might be that somehow the degrees of freedom associate with the gravitational wave are entangled with the hypersurface and may provide additional corrections to the entropy.\(^8\) It would be interesting to see whether these corrections would make the coefficient of the second term that appear in (53) coincide with those of [23].

Another issue is temperature-related. We used the zero-temperature field theory setup even though the black hole has Hawking temperature. (See, e.g., [41] and [43] for the finite temperature approach.) As well known, the black hole temperature was an induced effect in the original paper by Hawking. Therefore it is natural to expect that temperature should enter our zero-temperature setup (e.g., the 2D scalar theory) through certain dynam-

\(^8\)We can say the following in regards to whether or not the contributions of the gravitational wave degrees of freedom to the entropy/path integral should be included: On one hand, their contribution may be factored out. The collective motions along $r$ might be analogous to the center of mass motions of an atom in atomic quantum mechanics. If indeed so, those degrees of freedom would be factored out and should not contribute to the intrinsic entropy associated with the hypersurface. This belief is based in part on the fact that the 2D theory has been obtained as a result of consistent reduction of the 4D theory, and therefore should provide a complete description of the physics for that moduli branch.

On the other hand, it might be interesting to consider $\phi_0 = \phi_0(t, r)$ in (22). If one integrates out the quantum field $\phi$, then one would be left with $\phi_0$, and the resulting system would produce solitonic (i.e., non-perturbative) contributions to the path integral. Therefore, there is a possibility that the radially propagating motion would be described by the soliton mode $\phi_0(t, r)$. Determining whether this contribution should be added to the entropy under consideration seems to be a subtle issue. This issue, not entirely unrelated to the issue in the previous paragraph, would require future work.
ical (or possibly kinematical) effects. We have selected a hypersurface and did not consider “interactions” among the hypersurfaces. The role of the interactions of the neighboring hypersurfaces could be that they may induce finite temperature effects to the selected hypersurface.\footnote{One can see the justification of the zero-temperature setup by considering angular reduction. The 2D theory in the \((t, r)\) plane will have the following background metric:}

\[
ds^2 = -\left(1 - \frac{2GM}{r}\right)dt^2 + \left(1 - \frac{2GM}{r}\right)^{-1}dr^2\tag{54}
\]

Since this geometry is that of a 2D black hole, the temperature effect will arise in the usual manner even if one starts with the zero-temperature setup.

We plan to report on some of these issues in the near future.

\section*{Acknowledgements}

I thank A. Nurmagambetov and C. Rim for useful discussions. I also benefited from discussions with J. Cho, N. Kim, Y. Myung and S. Nam.
Appendix A: Reduction details

In this appendix, we carry out the reduction from 4D to 3D in detail. The resulting action (A.20) below is defined in $(t, \theta, \phi)$ space. Consistency of ADM reduction generally requires addition of virtual boundary terms to the bulk action; the relevance of the virtual boundary terms has been illustrated in [9] for angular ADM reduction. Many of the following steps are parallel to those in [9].

We quote (21), the 1+3 split form of the 4D action, here for convenience:

$$
\mathcal{L} = \sqrt{-h} e^{2\phi} \left( \frac{3}{2} \partial_r \phi + \frac{1}{2} h^{\mu \nu} \partial_r h_{\mu \nu} \right)^2 - \sqrt{-h} e^{2\phi} \left( \frac{1}{2} h^{\mu \nu} \partial_r \phi + \frac{1}{2} \partial_r h_{\mu \nu} \right)^2 + \sqrt{-h} \left[ R^{(3)} - 2 \nabla_\mu \nabla^\mu \phi - \frac{1}{2} \nabla_\mu \hat{\phi} \nabla^\mu \hat{\phi} \right] \tag{A.1}
$$

where all the fields have dependence on the full coordinates $(t, r, \theta, \phi)$. Let us add the following virtual boundary term\(^{11}\)

$$
e \int d^4 x \sqrt{\tilde{g}} \nabla_\tilde{g}^2 e^{\frac{3}{2} \phi} \tag{A.2}
$$

where $e$ is a constant to be determined shortly and

$$
\tilde{g}_{\mu \nu} dx^\mu dx^\nu \equiv n^2 dr^2 + \tilde{h}_{\mu \nu} dx^\mu dx^\nu \\
\tilde{h}_{\mu \nu} dx^\mu dx^\nu \equiv -dt^2 + n_0^2 r^2 \gamma_{ab} dx^a dx^b \tag{A.3}
$$

$\nabla_\tilde{g}$ and $\gamma_{ab}(\theta, \phi)$ denote the covariant derivative (with the connection constructed out of $\tilde{g}_{\mu \nu}$) and the 2D metric respectively. As a total derivative term, the term (A.2) does not contribute to the 4D bulk field equations. (In other words, we consider the bulk variations such that the boundary fields are inert.) However, they should affect the reduced 3D action. The boundary term (A.2) will play an important role when we construct the reduced 3D

\(^{10}\)The possibility of treating black hole horizons as a boundary was proposed in [22] on more physical grounds. The virtual boundary terms under present consideration are motivated by consistency of the reduction, and they are required for angular reduction as well.

\(^{11}\)Although the form of the virtual boundary term may appear “fine-tuned”, we stress the bottom line: The bulk action is defined up to the virtual boundary terms. The boundary terms, once added, bring consistency to the reduction without affecting the 4D bulk field equations.
action, a task that we will undertake below after discussing the 4D bulk field equations. The bulk scalar and metric field equations are

\[
\nabla^2 \hat{\phi} + 2e^2\hat{\phi}\left[\left(\frac{3}{2} \partial_r \hat{\phi} + \frac{1}{2} h^\rho\sigma \partial_r h_{\rho\sigma}\right)^2 - \left(\frac{1}{2} h^\rho\sigma \partial_r \phi + \frac{1}{2} \partial_r h_{\rho\sigma}\right)^2\right]
\]

\[
+ \partial_r \left[-3e^{2\phi} \left(\frac{3}{2} \partial_r \hat{\phi} + \frac{1}{2} h^\rho\sigma \partial_r h_{\rho\sigma}\right) + e^{2\phi} h^\rho\sigma \left(\frac{1}{2} h^\rho\sigma \partial_r \phi + \frac{1}{2} \partial_r h_{\rho\sigma}\right)\right] = 0
\]

(A.4)

and

\[
R_{\mu\nu} - \frac{1}{2} R h_{\mu\nu} - \frac{1}{2} \nabla_\mu \hat{\phi} \nabla_\nu \hat{\phi} + \frac{1}{4} h_{\mu\nu} (\partial \hat{\phi})^2
\]

\[
- \frac{1}{2} e^{2\phi} h_{\mu\nu} \left[\left(\frac{3}{2} \partial_r \hat{\phi} + \frac{1}{2} h^\rho\sigma \partial_r h_{\rho\sigma}\right)^2 - \left(\frac{1}{2} h^\rho\sigma \partial_r \phi + \frac{1}{2} \partial_r h_{\rho\sigma}\right)^2\right]
\]

\[
+ e^{2\phi} \left(\partial_r h_{\mu\nu}\right)\left(\frac{3}{2} \partial_r \hat{\phi} + \frac{1}{2} h^\rho\sigma \partial_r h_{\rho\sigma}\right) + e^{2\phi} \partial_r \phi \left(\frac{1}{2} h_{\mu\nu} \partial_r \phi + \frac{1}{2} \partial_r h_{\mu\nu}\right)
\]

\[
+ \frac{1}{\sqrt{-h}} h_{\alpha\mu} h_{\beta\nu} \partial_r \left[e^{2\phi} \sqrt{-h} h^{\alpha\beta} \left(\frac{3}{2} \partial_r \hat{\phi} + \frac{1}{2} h^\rho\sigma \partial_r h_{\rho\sigma}\right)\right]
\]

\[
- \frac{1}{\sqrt{-h}} h_{\mu\alpha} h_{\sigma\nu} \partial_r \left[e^{2\phi} \sqrt{-h} h^{\alpha\rho} h^{\beta\sigma} \left(\frac{1}{2} h_{\alpha\beta} \partial_r \phi + \frac{1}{2} \partial_r h_{\alpha\beta}\right)\right]
\]

\[
- 2e^{2\phi} \left(\frac{1}{2} h_{\mu\beta} \partial_r \hat{\phi} + \frac{1}{2} \partial_r h_{\mu\beta}\right) h^{\beta\sigma} \left(\frac{1}{2} h_{\nu\sigma} \partial_r \phi + \frac{1}{2} \partial_r h_{\nu\sigma}\right) = 0
\]

(A.5)

The equations (A.4) and (A.5) are still four-dimensional; they are just written in the 1+3 split forms. Suppose carrying out the \( r \)-reduction with \( r \) set at \( r = R_S \). (A limiting process \( r \rightarrow R_S \) should be used when necessary.)

As noted in the main body, setting \( r = R_S \) causes further reduction of the path-integral for entropy to 2D; let us explicitly carry out reduction to 2D. (After achieving this, we will construct the 3D action whose reduction produces the 2D action.) The reduction to 2D can be carried out by taking

\[
\hat{\phi}(r, t, \theta, \varphi) = \phi_0(r) + \phi(\theta, \varphi) \quad \text{with} \quad e^{\phi_0} \equiv \frac{1}{n_0^2},
\]

\[
d s_{3D}^2 = -dt^2 + h_{ab}(t, \theta, \varphi)dx^a dx^b
\]

(A.6)

where \( a = 1, 2 \) and

\[
n_0^2 = \left(1 - \frac{2GM}{r}\right)^{-1}
\]

(A.7)
The 2D metric can completely be gauge-fixed, which introduces the Virasoro-type constraint that arises from the original 4D metric field equation. Therefore, it is more convenient to execute all of these steps at one stroke by using the following ansatz

\[ \hat{\phi}(r, t, \theta, \varphi) = \phi_0(r) + \phi(\theta, \varphi) \]

\[ ds^2_{3D} \equiv h_{0\mu\nu}dx^\mu dx^\nu = -dt^2 + r^2(d\theta^2 + \sin^2 \theta d\varphi^2) \quad (A.8) \]

instead of (A.6). Once the ansatz in (22) is substituted, the scalar field equation takes (it is still written in the 3D-index notation for convenience)

\[ \nabla_\mu \nabla^\mu \phi + \kappa(r)e^{2\phi} = 0 \quad (A.9) \]

where

\[
\kappa(r) = 2e^{2\phi_0}\left[ \left( \frac{3}{2} \partial_r \phi_0 + \frac{1}{2} h_0^{\rho\sigma} \partial_r h_{0\rho\sigma} \right)^2 - \left( \frac{1}{2} h_0^{\rho\sigma} \partial_r \phi_0 + \frac{1}{2} \partial_r h_{0\rho\sigma} \right)^2 \right]
+ \partial_r \left[ -3e^{2\phi_0} \left( \frac{3}{2} \partial_r \phi_0 + \frac{1}{2} h_0^{\rho\sigma} \partial_r h_{0\rho\sigma} \right) + e^{2\phi_0} h_0^{\rho\sigma} \left( \frac{1}{2} h_0^{\rho\sigma} \partial_r \phi_0 + \frac{1}{2} \partial_r h_{0\rho\sigma} \right) \right]
\]

(A.10)

and the metric field equation takes

\[-\frac{1}{2} \partial_\mu \phi \partial_\nu \phi + \frac{1}{4} h_{0\mu\nu}(\partial \phi)^2 + f_{\mu\nu}(r)e^{2\phi} + G_{\mu\nu}(r) = 0 \quad (A.11)\]

where

\[
G_{\mu\nu}(r) = R_{0\mu\nu} - \frac{1}{2} R_0 h_{0\mu\nu}
\]

\[
f_{\mu\nu}(r) = -\frac{1}{2} e^{2\phi_0} h_{0\mu\nu} \left[ \left( \frac{3}{2} \partial_r \phi_0 + \frac{1}{2} h_0^{\rho\sigma} \partial_r h_{0\rho\sigma} \right)^2 - \left( \frac{1}{2} h_0^{\rho\sigma} \partial_r \phi_0 + \frac{1}{2} \partial_r h_{0\rho\sigma} \right)^2 \right]
+ e^{2\phi_0} (\partial_r h_{0\mu\nu}) \left( \frac{3}{2} \partial_r \phi_0 + \frac{1}{2} h_0^{\rho\sigma} \partial_r h_{0\rho\sigma} \right) + e^{2\phi_0} \partial_r \phi_0 \left( \frac{1}{2} h_0^{\rho\sigma} \partial_r \phi_0 + \frac{1}{2} \partial_r h_{0\rho\sigma} \right)
+ \frac{1}{\sqrt{-h}} h_{0\alpha\mu} h_{0\beta\nu} \partial_r \left[ e^{2\phi_0} \sqrt{-h_0} h_0^{\alpha\beta} \left( \frac{3}{2} \partial_r \phi_0 + \frac{1}{2} h_0^{\rho\sigma} \partial_r h_{0\rho\sigma} \right) \right]
- \frac{1}{\sqrt{-h}} h_{0\rho\mu} h_{0\sigma\nu} \partial_r \left[ e^{2\phi_0} \sqrt{-h_0} h_0^{\alpha\rho} h_0^{\beta\sigma} \left( \frac{1}{2} h_0 \partial_r \phi_0 + \frac{1}{2} \partial_r h_{0\alpha\beta} \right) \right]
- 2e^{2\phi_0} \left( \frac{1}{2} h_0 \partial_r \phi_0 + \frac{1}{2} \partial_r h_{0\alpha\beta} \right) h_0^{\beta\sigma} \left( \frac{1}{2} h_0 \partial_r \phi_0 + \frac{1}{2} \partial_r h_{0\alpha\sigma} \right) \quad (A.12)
\]
Substitution of
\[ \phi_0 = \ln \left( 1 - \frac{2GM}{r} \right), \quad h_{0\mu\nu} = \begin{pmatrix} -1 & 0 & 0 \\ 0 & r^2n_0^2 & 0 \\ 0 & 0 & r^2n_0^2\sin^2 \theta \end{pmatrix} \] (A.13)
leads to
\[ \kappa(r) = \frac{4(9G^2M^2 - 9GMr + 2r^2)}{r^4} \]

\[ f_{\mu\nu} = \begin{pmatrix} -\frac{1}{r^2} \left( 1 - \frac{2GM}{r} \right) & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \]
\[ G_{0\mu\nu} = \begin{pmatrix} \frac{1}{r^2} \left( 1 - \frac{2GM}{r} \right) & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \]

(A.14)
f_{\mu\nu} and \( G_{0\mu\nu} \) vanish upon setting \( r = R_S \):
\[ f_{\mu\nu}|_{r=R_S} = 0, \quad G_{0\mu\nu}|_{r=R_S} = 0 \] (A.15)
and \( \kappa(r) \) takes
\[ \kappa|_{r=R_S} = \frac{8}{R_S^2}; \] (A.16)

The field equations now take\(^{12}\)
\[ \nabla^2 \phi + \kappa e^{2\phi} = 0 \]
\[ -\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi + \frac{1}{4} h_{0\mu\nu}(\partial \phi)^2 = 0 \] (A.17)

In the remainder, we construct a 3D action that produces the field equations (A.17) up to the freedom associated with a Liouville type theory. (As a

\(^{12}\)Strictly speaking, an additional boundary term is needed because the \( \phi \) field equation does not admit \( \phi = 0 \) as a solution. A \( \phi \)-linear term with an appropriate coefficient can be added from the virtual boundary contribution. The same issue in the angular case was addressed in detail in [9] and [10]. We will not repeat the analysis here because the extra term will not change the final result of the entropy, (53).
matter of fact this freedom was pointed out in the main body in the context of the 2D Liouville theory. Similar freedom should exist for a 3D Liouville type theory.) This will establish consistency of the $r$-reduction from 4D to 3D.

The second equation in (A.17) implies that the 3D action should take

$$
\int d^3x L_{3D} = \int d^3x \sqrt{-h} \left( - \frac{1}{2} \partial_\mu \phi \partial^\mu \phi \right)
$$

(A.18)

But then this action is incompatible with the first equation in (A.17). The problem can be fixed by adding an appropriate virtual boundary term. Consider adding (A.2) to the original 4D action,

$$
e \int d^4x \sqrt{g} \nabla^2 e^{\frac{3}{2} \phi} = e \int d^3x n \sqrt{h} g^{rr} \partial_r e^{\frac{3}{2} \phi}
$$

$$
= e \int d^3x \sqrt{h} e^{\frac{3}{2} \phi} \partial_r e^{\frac{3}{2} \phi} = \frac{3}{2} e \int d^3x \sqrt{h} (\partial_r \phi) e^{2 \phi}
$$

$$
= \frac{3}{2} e R S \int d^3x \sqrt{\gamma} e^{2 \phi} \tag{A.19}
$$

In the third equality, the ansatz $\hat{\phi}(r, t, \theta, \varphi) = \phi_0(r) + \phi(t, \theta, \varphi)$ has been used. Therefore the 3D action takes, after choosing $e = \frac{8}{3 R S}$,

$$
\int d^3x L_{3D} = \int d^3x \sqrt{-h} \left( - \frac{1}{2} \partial_\mu \phi \partial^\mu \phi \right) + \frac{4}{R S} \int d^3x \sqrt{\gamma} e^{2 \phi} \tag{A.20}
$$

Let us take the bulk metric $h_{\mu\nu}$ in (A.18) (which also appears in the first term in (A.20)) to be

$$d s^2 = -\rho^2 dt^2 + h_{ab} dx^a dx^b \tag{A.21}
$$

The bulk $\rho$ and $h_{ab}$ field equations of (A.20) produces the metric field equation in (A.17). One can gauge-fix the bulk fields

$$\rho = 1 \quad , \quad h_{0ab} = n_0^2 r^2 (d\theta^2 + \sin^2 \theta d\varphi^2) \tag{A.22}
$$

Finally the $\phi$ field equation has an additional factor $\frac{\sqrt{\gamma}}{\sqrt{h}}$ multiplied with $e^{2 \phi}$. This factor can be absorbed by shifting $\phi$. The shift then produces $\phi$-linear terms in the action. They in turn can be absorbed by the freedom associated with renormalization of a Liouville type theory. (The main body has discussion on this in the context of the 2D Liouville theory.) The action (A.20) can further be reduced to 2D and, with a few rescalings, the resulting 2D action can be brought to the form in (28).
Appendix B: QFT Zero Temperature entropy

Conventionally, entropy of a quantum field theory system is considered in the finite-temperature setup. It is clear that in general a quantum field theory system at zero temperature should have finite entropy in general. We used a certain notion of zero-temperature entropy in [13] [40] and also in the present work. Although the notion is based on a close analogy with the finite temperature case, we discuss it here explicitly.\textsuperscript{13}

We limit our discussion to cases in which an Euclidean path-integral that takes the form of

\[ \int d\Phi e^{-\frac{S(\Phi)}{\lambda}} \]  

where \( \Phi \) is the field that represents the degrees of freedom of the system and \( \lambda \) is the "coupling constant". Let us set this to

\[ \int d\Phi e^{-\frac{S(\Phi)}{\lambda}} = e^{-\frac{F(\Phi,\lambda)}{\lambda}} \]  

\( \lambda \) plays a role analogous to temperature in a finite temperature system, and \( F \) is an analogue of free energy [44]. Taking a derivative with respect to \( 1/\lambda \), one gets

\[ \frac{\int d\Phi S e^{-\frac{S(\Phi)}{\lambda}}}{\int d\Phi e^{-\frac{S(\Phi)}{\lambda}}} = F + \frac{1}{\lambda} \frac{\partial F}{\partial (1/\lambda)} \]  

The left-hand side is the average of the Hamiltonian, and the equation can be rewritten as

\[ <H> = F - \lambda \frac{\partial F}{\partial \lambda} \]  

where \(<H>\) denotes the energy of the system. This implies that \( \frac{\partial F}{\partial \lambda} \) should play a role analogous to the entropy of a finite-temperature system, \( s \):

\[ s \equiv \frac{\partial F}{\partial \lambda} \]  

\textsuperscript{13}A few months after the first version of this work, the author became aware that the present definition of entropy is in the same spirit as that of [42].
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