Spatially Coupled Codes with Sub-Block Locality: Joint Finite Length-Asymptotic Design Approach

H. Esfahanizadeh†, and E. Ram‡, Y. Cassuto†, and L. Dolecek‡
†Andrew and Erna Viterbi Department of Electrical Engineering, Technion, Haifa, Israel
‡University of California, Los Angeles (UCLA), Los Angeles, USA
hesfahanizadeh@ucla.edu, dolecek@ee.ucla.edu

Abstract—SC-LDPC codes with sub-block locality can be decoded locally at the level of sub-blocks that are much smaller than the full code block, thus providing fast access to the coded information. The same code can also be decoded globally using the entire code block, for increased data reliability. In this paper, we pursue the analysis and design of such codes from both finite-length and asymptotic lenses. This mixed approach has rarely been applied in designing SC codes, but it is beneficial for optimizing code graphs for local and global performance simultaneously. Our proposed framework consists of two steps: 1) designing the local code for both threshold and cycle counts, and 2) designing the coupling of local codes for best cycle count in the global design.

I. INTRODUCTION

Spatially-coupled low-density parity-check (SC-LDPC) codes [1] are known to have many desired properties, such as threshold saturation [2] and linear-growth of minimal trapping sets of typical codes from the ensemble [3]. These properties imply good BER performance in the waterfall and error floor regions, using the Belief-Propagation (BP) decoder. From these properties emerged a simple and effective design methodology: first choose a (usually regular) protograph with good MAP threshold [4], and then optimize the coupling (edge spreading) for minimum incidence of short cycles [5].

Recently, [6] introduced SC-LDPC codes with sub-block locality, meaning that in addition to the usual full-block decoding, the codes can be decoded locally in small sub-blocks for fast read access. Formally, a codeword from an \((L, n)\) code with sub-block locality, i.e., \(L, n \in \mathbb{N}\), consists of \(L\) sub-blocks, each being a codeword of some local code of length \(n\) that can be decoded independently of other sub-blocks. The concatenation of the \(L\) sub-blocks forms a codeword of a stronger global code of length \(Ln\) that provides higher data protection when needed [2], [3]. For these codes, it was shown in [6] that the existing design methodology of SC-LDPC codes is no longer sufficient, because one needs to optimize the code for the local decoding as well.

While [6] focused on asymptotic analysis of regular codes over the binary erasure channel, in this work, we optimize performance for both asymptotic and finite-length performances over the AWGN channel. Furthermore, we consider irregular local protographs to obtain superior performance [9]. Our code design consists of two stages: local design, and global design (conditioned on the local code). In local design (Section [III]), we consider local irregular codes, comparing between two extreme options which we call balanced and unbalanced. For the asymptotic analysis, we use the EXIT method [10], and for the finite-length analysis, we build upon the combinatorial cycle enumeration method from [5]. For some parameters our analytic results show a trade-off between asymptotic and finite-length performances, while for others the same choice optimizes both. In global design (Section [IV]), we extend the methods from [5] to optimize the global cycle incidence given the local code. Simulation results (Section [V]) show the conditional global design gives better performance than the existing coupling optimization without locality considerations.

II. PRELIMINARIES

A. SC-LDPC codes with sub-block locality

An LDPC protograph is a small bipartite graph represented by a \(\gamma \times \kappa\) bi-adjacency matrix \(B\), i.e., there is an edge between check node (CN) \(i\) and variable node (VN) \(j\) if and only if \(B_{i,j} = 1\). In general, \(B_{i,j} > 1\) (parallel edges) is allowed, but in this work we focus on \(B_{i,j} \in \{0, 1\}\). A sparse parity-check matrix \(H\) (Tanner graph) is generated from \(B\) by a lifting operation characterized by a positive integer \(p\) that is called the circulant size. The rows (resp. columns) of \(H\) corresponding to row \(i \in \{0, 1, \ldots, \gamma - 1\}\) (resp. column \(j \in \{0, 1, \ldots, \kappa - 1\}\)) of \(B\), are called row group \(i\) (resp. column group \(j\)). For array-based (AB) lifting [11], the prime circulant size ensures no cycle-4 exists. Thus, this paper (partially) focuses on cycles-6.

Let \(H\) be the parity-check matrix of an LDPC code. An SC-LDPC code [1] with memory \(m\) and coupling-length \(L\) is constructed from \(H\) by partitioning it into \(m + 1\) matrices \(H = \sum_{\tau=0}^{m} H_{\tau}\), and placing them \(L\) times on the diagonal of the coupled parity-check matrix \(H_{SC}\). In this work, we focus on \(m = 1\) SC codes, thus the partitioning operation determines which (non-zero) circulant is assigned to \(H_0\) and which one is assigned to \(H_1\) (when referring to protographs, we use \(B_0\) and \(B_1\)). We represent this partitioning by a ternary matrix \(P\), where \(P_{i,j} \in \{0, 1, X\}\). If \(P_{i,j} = X\), then there is a \(p \times p\) zero matrix in row group \(i\) and column group \(j\) of \(H\). Otherwise, the non-zero circulant is assigned to \(H_{P_{i,j}}\). This description captures SC constructions from both regular and irregular protographs.

For local decoding, only CNs that are not connected to VNs outside this sub-block can help. We call these CNs local CNs (LCNs). All other CNs are called coupling CNs (CCNs) [6]. In terms of partitioning \(H\), rows in \(P\) that have both elements 1 and 0 result in CCNs in the coupled matrix; we mark the

* equal contribution
number of such rows as $\gamma_C$. An SC-LDPC code with sub-block locality is constructed by constraining the partitioning such that $\gamma_L \triangleq \gamma - \gamma_C$ rows in $P$, corresponding to LCNs, lead to a non-zero asymptotic (local) decoding threshold $\gamma$. Without loss of generality, the rows of $P$ are ordered such that the first $\gamma_C$ rows correspond to CCNs.

### B. Asymmetric Analysis of Protographs: The EXIT method

The EXtrinsic Information Transfer (EXIT) method is a useful tool for analyzing and designing LDPC codes in the asymptotic regime over the AWGN channel with channel parameter $\sigma$. Let $J : [0, \infty) \to [0, 1)$ be a function that represents the mutual information between the channel input and a corresponding message passing in the Tanner graph, and let $s \in [0, \infty)$ be the message’s standard deviation. For a VN of degree $d_v$ in the protograph, with incoming EXIT values $\{J(1)\}^{d_v-1}$, the VN→CN EXIT value is given by

$$J_{out}(s_{ch}, J_1, \ldots, J_{d_c-1}) = J\left(\sum_{i=1}^{d_c-1} (J^{-1}(J_i))^2 + s_{ch}^2\right),$$

(1)

where $s_{ch}^2 = 4/\sigma^2$. For a CN of degree $d_c$ in the protograph with incoming EXIT values $\{J(1)\}^{d_c-1}$, the CN→VN EXIT value is

$$J_{out}(J_1, \ldots, J_{d_c-1}) = 1 - J_{out}(0, 1 - J_1, \ldots, 1 - J_{d_c-1}).$$

(2)

In simulations, we use approximations of $J(\cdot)$ and $J^{-1}(\cdot)$ for every edge in a protograph with varying values of the channel parameter $\sigma$, a threshold value $\sigma^*$ can be found, such that all EXIT values on VNs approach $\sigma^*$ as the number of iterations increases if and only if $\sigma < \sigma^*$. We mark the threshold of a protograph $B$ by $\sigma^*(B)$. Given two protographs, it is not clear, in general, which one yields a better threshold since many parameters need to be tracked. However, in some cases we can order the thresholds of two protographs. The following ordering of regular protographs (with different rates) will be used in the sequel as a supporting lemma.

**Fact 1.** Let $\sigma_1^*$ and $\sigma_2^*$ be the EXIT thresholds of $\gamma_1$, $\gamma_2$-regular and $\gamma_2$-regular protographs. If $\gamma_1 = \gamma_2$ and $\gamma_1 \leq \gamma_2$, then $\sigma_1^* \leq \sigma_2^*$, and if $\gamma_1 = \gamma_2$ and $\gamma_1 \leq \gamma_2$, then $\sigma_1^* \geq \sigma_2^*$.

### C. Short-Cycle Optimization

Short cycles have a negative impact on the performance of block-LDPC and SC-LDPC codes under BP decoding: 1) they affect the information of messages that are transferred on the graph, 2) they enforce upper-bounds on the minimum distance, and 3) they form combinatorial objects in the Tanner graphs that are known to be problematic.

**Definition 1.** Consider a binary matrix $R$. A degree-$d$ overlap parameter $t_{i_1, \ldots, i_d}$ is the number of columns in which all rows of $R$ indexed by $\{i_1, \ldots, i_d\}$ have 1s.

The overlap parameters of the matrix $R = [B^T B]^T$ (known as replica) of size $2\gamma \times \kappa$ contains all information we need to find the number of cycles in the corresponding SC code’s protograph. We are particularly interested in cycles-$6$, as they are the shortest cycles for practical LDPC codes (most practical high-rate LDPC codes, in particular the codes in this paper, are designed with girth 6). The set of non-zero overlap parameters is:

$$O = \{t_{i_1, \ldots, i_d} : 1 \leq d \leq \gamma, 0 \leq i_1, \ldots, i_d \leq 2\gamma, \forall \{i_u, i_v\} \subset \{i_1, \ldots, i_d\}, i_u \neq i_v \pmod{\gamma}\}.$$  

(3)

The overlap parameters in $O$ are not all independent. The set of all independent non-zero overlap parameters is $O_{ind} = \{t_{i_1, \ldots, i_d} : 1 \leq d \leq \gamma, 0 \leq i_1, \ldots, i_d < \gamma\}$. The number of cycles-$6$ in the protograph of an SC code with parameters $m = 1, L$, and $O_{ind}$ is given by $F = LF_1(O_{ind}) + (L - 1)F_2(O_{ind})$, where $F_1$ and $F_2$ are the number of cycles-$6$ that span one and two replica(s) of the coupled protograph, respectively, and they are determined solely as functions of overlap parameters.

The discrete optimization problem of minimizing cycles-$6$ is $F^* = \min_{O_{ind}} F$. This optimization for identifying the optimal overlap set, and consequently the optimal partitioning, results in the minimum number of cycles-$6$ in an SC protograph.

The approach is called the optimal overlap (OO) partitioning. In this paper, we customize the OO partitioning in order to design SC-LDPC codes with sub-block locality for local and global decoding. One contribution of our paper (Section IV) is to extend OO partitioning to find the optimal design of CCNs conditioned on existence of a specific number of LCNs.

### III. Local Design

In this section, we propose two protograph constructions for local codes of a SC-LDPC code with sub-block locality and parameters $\gamma_L$, $\kappa$, and $\nu$, where $\nu \in [0, \kappa - 1]$ is the number of zero circulants per local code. The two local code designs we propose both have the same rate but stand at two ends of the spectrum of irregular designs with the given parameters. We first define some matrices that are used in the constructions.

For integers $l$, $k$, and $i$ such that $0 \leq i < l$, let $Q(l, k; i)$ and $S(l, k)$ be $l \times k$ matrices, such that

$$[Q(l, k; i)]_{s,t} = \begin{cases} 0 & s = i \\ 1 & \text{otherwise} \end{cases}$$

and

$$[S(l, k)]_{s,t} = \begin{cases} 0 & s \in [0, k), t = k - s - 1 \\ 1 & \text{otherwise} \end{cases}.$$

Let $1(l, k) \times k$ be an all-one matrix and $0(l, k) \times k$ be all-zero matrix with size $l \times k$, and let $\nu = a\gamma_L + b$ with integers $a, b$ such that $0 \leq b < \gamma_L$. The balanced and unbalanced local code constructions are represented by the protograph matrices $B_B$ and $B_U$, respectively, and defined as follows:

$$B_B = (1(\gamma_L, \kappa - \nu)^T S(\gamma_L, b)^T Q(\gamma_L, a; \gamma_L - 1)^T \cdots Q(\gamma_L, a; 0))^T$$

(4)

$$B_U = (1(\gamma_L, \kappa - \nu)^T Q(\gamma_L, \nu; 0))^T,$$

(5)

where the vertical dashed lines represent the horizontal concatenation of sub-matrices. $B_B$ and $B_U$ are both $\gamma_L \times \kappa$ matrices with $\nu$ zero entries; in $B_B$, zeros are uniformly
distributed among the rows, while in $B_{\ell t}$, all zeros are in the first row.

Example 1. Let $\gamma_L = 3$, $\kappa = 13$, and $\nu = 10$. Then,

$$B_B = \begin{pmatrix}
1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix},$$

$$B_{\ell t} = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}.$$

A. Threshold Derivations

Proposition 2. Let $\kappa$, $\gamma_L$, and $\nu < \kappa$ be positive integers. If $\kappa - \left\lfloor \frac{\nu}{\gamma_L} \right\rfloor \leq \nu$, then $\sigma^*(B_B) \leq \sigma^*(B_B).$

Proof. Let $\nu = a\gamma_L + b$. Consider a $(\gamma_L - 1, \kappa - a)$-regular protograph. Assume that we apply (1) and (2) on this protograph, and let $x(\sigma)$ and $u(\sigma)$ denote the resulting VN-CN and CN-VN EXIT values at iteration $\ell$, respectively, given the channel parameter $\sigma$. We construct a $(\gamma_L \times (2\kappa - \nu + b))$ protograph matrix $B_B$ as follows:

$$B_B = \begin{pmatrix}
1(\gamma_L, \kappa - \nu) - Q(\gamma_L, \kappa - \nu, 0) & 1(\gamma_L, \kappa - v) - S(\gamma_L, \kappa - v) & Q(\gamma_L, \kappa - \nu, 0) & S(\gamma_L, \kappa - \nu, 0)
\end{pmatrix}.$$

In other words, $B_B$ is obtained from $B_B$ by: 1) replacing the leftmost $\kappa - \nu$ entries in the first row with zeros such that all VNs are $\gamma_L - 1$ regular, and 2) adding $\kappa - \nu + b$ columns of degree 1 such that all CNs are $\kappa - a$ regular. We call the added degree-1 columns (VNs) “auxiliary VNs” (see Fig. 1 for an example of $k = 5, \gamma_L = 3, \nu = 4$). Thus, $B_B$ is $(\gamma_L - 1, \kappa - a)$-regular except for the auxiliary VNs. Next, we apply (1) and (2) on $B_B$ with a channel parameter $\sigma$ for non-auxiliary VNs, while the auxiliary VNs pass through a channel with a parameter $\sigma_\ell$ that changes in every iteration $\ell$ in a way that $J(\sigma_\ell) = x(\sigma)$.

B. Cycle Properties

Proposition 3. Let $\gamma_L = 3$, $\kappa > 0$, and $\nu = a\gamma_L + b < \kappa$ (where $a \geq 0$ and $0 \leq b < \gamma_L$), and let $F(B_B)$ and $F(B_{\ell t})$ denote the number of cycles-6 in the protograph of the balanced and unbalanced local codes, respectively. Then $F(B_{\ell t}) \leq F(B_B).$

Proof. Consider any matrix $B$ of a local protograph with $\gamma_L = 3$. The number of cycles-6 can be expressed in terms of the overlap parameters of matrix $B$ as follows:

$$(B_{\ell t}) = A(t_{0,1}, t_{0,2}, t_{1,2}),$$

where $A$ is given by (see 3)

$$A(t_{0,1}, t_{0,2}, t_{1,2}) = t_{0,1} + t_{0,2} + t_{1,2},$$

and $\alpha = \max(a, 0)$. According to our constructions, no two zeros (out of the $\nu$ ones) are located in the same column, thus $t_{0,1} = \kappa - \nu = \kappa - 3a - b > 1$. In the balanced construction, we have $t_{0,1} = \kappa - 2a - b$, $t_{0,2} = \kappa - 2a - (b > 0)$, and $t_{1,2} = \kappa - 2a - (b > 1)$, where (cond) is 1 if cond is true and 0 otherwise. Thus,

$$F(B_B) = (\kappa - \nu)(\kappa - \nu - 1)(\kappa - 2a - (b < 1) - 2) + (\kappa - \nu)(a + (b > 1))(\kappa - 2a - (b < 1) - 1) + (\kappa - \nu)(\kappa - 2a - (b < 1) - 1),$$

In the unbalanced construction, we have $t_{0,1} = t_{0,2} = \kappa - \nu$ and $t_{1,2} = \kappa$. Thus,
\[ F(B_d) = (\kappa - \nu)(\kappa - \nu - 1)(\kappa - 2). \] (11)

Comparing (10) and (11) completes the proof.

**Proposition 4.** For \( \gamma_L = 4, \kappa > 0, \text{ and } \nu = a\gamma_L < \kappa \) (where \( a > 0 \)), the cycle-6 counts satisfy \( F(B_d) > F(B_B) \).

**Proof.** Consider a local protograph \( B \) with \( \gamma_L = 4 \). The number of cycles-6 in \( B \) is given by

\[
F(B) = A(t(0,1,2), t(0,1), t(0,2), t(1,2)) \\
+ A(t(0,1,3), t(0,1), t(0,3), t(1,3)) \\
+ A(t(0,2,3), t(0,2), t(0,3), t(2,3)) \\
+ A(t(1,2,3), t(1,2), t(1,3), t(2,3)).
\]

Again, zeros are never located in the same column according to our constructions. In the balanced construction, we have \( t(0,1) = t(0,2) = t(0,3) = t(1,2) = t(1,3) = \kappa - \nu/2, \) and \( t(1,2) = t(0,1) = t(0,3) = t(1,3) = \kappa - \nu \), for \( \gamma \text{ or } \nu \) depending on which feature is more desirable. This trade-off in terms of parameters \( a \), \( \nu \), and \( \kappa \) is:

\[
(\kappa - \nu)(\kappa - \nu - 1)(\kappa - 2) = 4(\kappa - \nu/4)(\kappa - \nu/4 - 1)(\kappa - \nu/2 - 1). \]

In view of (12) and (13), \( F(B_B) - F(B_d) = \nu^2(3/2 - \nu) < 0 \) since \( \nu > \gamma_L = 4 \).

**Remark 1.** In Proposition 2 we assumed \( \nu \) is divisible by \( \gamma_L \) only for simplicity. One can find a condition on \( \nu \) for general case \( \nu = a\gamma_L + b \) (where \( a \geq 0 \) and \( 0 < b < \gamma_L \)) such that \( F(B_d) > F(B_B) \), by formulating the overlap parameters in terms of parameters \( a, b, \) and \( \kappa \).

**Remark 2.** For \( \gamma_L = 3 \), there is a trade-off between cycle and threshold properties of local codes, and it is the designer discretion to choose between balanced and unbalanced schemes, depending on which feature is more desirable. This trade-off does not exist for \( \gamma_L = 4 \), where the balanced scheme has better performance in both features.

### IV. Global Design

In this section, we address the following question: given \( \gamma_L \) LCNs, how should we design CCNs, i.e., entries in first \( \gamma_C \) rows of the partitioning matrix \( P \), in order to reduce the population of short cycles in the global code? The case of SC codes with no locality was optimally solved in [5]; as we will see, adding locality requires new considerations that convert the original problem of the optimal overlap partitioning to a well-defined constrained optimal overlap partitioning. We mark by \( P_C \) and \( P_L \) the upper \( \gamma_C \) and lower \( \gamma_L \) rows of \( P \) (see Section II-A), respectively, and assume that \( P_L \) is given. We study three partitioning methods for determining \( P_C \):

1. **Cutting-vector (CV) partitioning** [13]: let \( 0 < \zeta_0 < \zeta_1 < \ldots < \zeta_C - 1 \) be natural numbers. Set \( P_C[i,j] = 1 \) if and only if \( j < \zeta_i \). In this paper, CV partitioning is used as a reference, and we consider uniform cutting vectors where \( \zeta_k - \zeta_{k-1} = \) the same for every \( k \in \{0, \ldots, \gamma_C - 2\} \) (up to a residue due to possible indivisibility of \( \kappa \) by \( \gamma_C \)).

2. **Locality-blind optimal (LBO) partitioning**; the optimal overlap partitioning for an SC code with \( \gamma = \gamma_C \) (see Section II-C). In other words, we are blind to the presence of LCNs that are already assigned to \( B_0 \), and optimize \( P_C \) as there is no \( P_L \).

3. **Locality-aware optimal (LAO) partitioning**; the optimal partitioning for an SC code with \( \gamma = \gamma_C + \gamma_L \) and \( P_L \) given as a constraint.

In what follows, we focus on regular codes, i.e., \( P_L \) is an all-zero matrix. Identifying the optimal partitioning is notably simpler with this assumption compared to cases with possibility of zero circulants, as Lemma 3 confirms. After optimization, we can replace the local code with an irregular code suggested in Section III. Recall that the rate of an SC code depends on the rate of the underlying code and the coupling termination, and does not depend on the partitioning.

**Lemma 5.** The set of independent non-zero overlap parameters for SC codes with \( P_L = 0(\gamma_L, \kappa) \) is:

\[ O_{\text{ind}} = \{ t_{(i_1, \ldots, i_d)} \mid 1 \leq d \leq \gamma_C, 0 \leq i_1, \ldots, i_d < \gamma_C \}. \]

The overlap parameters that are not included in \( O_{\text{ind}} \) are either zero or functions of the overlap parameters in \( O_{\text{ind}} \).

**Proof.** First we assume \( 0 \leq i_1, \ldots, i_d \leq \gamma - 1, \gamma \leq j_1, \ldots, j_d \leq 2\gamma - 1 \), and \( 1 \leq (d_1 + d_2) \leq \gamma \). Then, as shown in [5] Lemma 3] with \( m = 1 \), \( t_{(i_1, \ldots, i_d, j_1, \ldots, j_d)} \) is a linear function of the overlap parameters in \( O_{\text{ind}} = \{ t_{(i_1, \ldots, i_d)} \mid 1 \leq d \leq \gamma_C, 0 \leq i_1, \ldots, i_d < \gamma \} \).

Next, we assume \( 0 \leq i_1, \ldots, i_d \leq \gamma - 1, \gamma \leq j_1, \ldots, j_d \leq \gamma - 1 \), and \( 1 \leq (d_1 + d_2) \leq \gamma \). Then, \( t_{(i_1, \ldots, i_d, j_1, \ldots, j_d)} = t_{(i_1, \ldots, i_d)} \). This follows since all elements in rows \( \{\gamma_C, \ldots, \gamma - 1\} \) of \( B_0 \) are 1s, and thus the value of a degree-\( d \) overlap parameter that is defined over a set of rows that includes some rows \( j \in \{\gamma_C, \ldots, \gamma - 1\} \) is equal to the value of the overlap parameter when those rows are excluded.

According to Lemma 3, the number of independent overlap parameters is a function of \( \gamma_C \) not \( \gamma = \gamma_C + \gamma_L \). Thus, the complexity of LAO partitioning with \( P_L = 0(\gamma_L, \kappa) \), does not increase when the SC-LDPC code features sub-block locality with regular local codes.

### V. Simulation Results

In our simulations, we consider parameters \( \kappa = p = 13, \gamma_C = \gamma_L = 3, m = 1, L = 10, \) and AB lifting that yields cycle-4-free graphs. We investigate the performance of local and global decoding of SC-LDPC codes with sub-block locality constructed using various methods (new methods.
introduced in this paper and existing methods). Our results include the BER performances, cycle counts, and threshold values.

Let SC Code 1, SC Code 2, and SC Code 3 be SC-LDPC codes with sub-block locality with the parameters given above, 

\[ P_L = 0(\gamma_L, \kappa), \]

and constructed using CV, LBO, and LAO, respectively, as follows:

\[
P_{C,CV} = \begin{pmatrix}
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{pmatrix},
\]

\[
P_{C,LBO} = \begin{pmatrix}
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1
\end{pmatrix},
\]

\[
P_{C,LAO} = \begin{pmatrix}
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1
\end{pmatrix}.
\]

Next, we add irregularity to the local codes and define SC Code 4 and SC Code 5 with the given parameters,

\[ P_C = P_{C,LAO}, \]

and \( \nu = 10 \). Consider the protograph matrix \( B \) of a local code with dimensions \( \gamma_L = 3 \) and \( \kappa = 13 \). The matrix \( P_L \) has the same dimensions as \( B \), \( (P_L)_{i,j} = X \) when \( B_{i,j} = 0 \), and \( (P_L)_{i,j} = 0 \) when \( B_{i,j} = 1 \). SC Code 4 has \( P_L \) constructed from balanced matrix \( B_B \) defined in (4) and SC Code 5 has \( P_L \) constructed from unbalanced matrix \( B_U \) defined in (5). Let LC Code 1 and LC Code 2 represent the local codes for SC Code 4 and SC Code 5, respectively.

The population of cycles-6 and cycles-8 in the protographs and lifted graphs along with the threshold values are given in Table I. According to the results, the LAO method yields about 21% reduction in the population of cycles-6 (both in protographs and lifted graphs) compared to the CV method, while this reduction is less than 5% for the LBO method compared to the CV method. By removing \( \nu = 10 \) circulants from local codes, we achieve further reductions in the number cycles-6, i.e., 63% and 55% for the LAO method with balanced and unbalanced irregularities, respectively, compared to the LAO method with \( \nu = 0 \). In terms of asymptotic behavior, the local threshold of the balanced code (LC code 1) is higher than the local threshold of unbalanced code (LC code 2) as Proposition 2 predicts. In addition, the global thresholds of the SC codes using irregular local codes (SC Codes 4-5) are higher than the regular SC code (SC Codes 1-3).

Note that the balanced method for adding irregularities results in both better global threshold and lower cycles-6 population for SC-LDPC codes with sub-block locality. However, for local decoding, there is a trade-off and the unbalanced scheme results in lower population of cycles-6 but also worse threshold compared to the balanced scheme.

Fig. 2 compares the global-decoding performance for SC Codes 1–5 over the AWGN channel. The plot shows the superiority of LAO partitioning for all SNR values, e.g., more than 1.5 orders of magnitude compared to the CV method at SNR = 7 dB. In addition, it shows that the LBO partitioning is inferior even to CV partitioning. Thus, when one adds locality considerations, one must re-design the global code as well. Moreover, adding irregularity improves the performance, and the balanced design outperforms the unbalanced design, e.g., more than 1.2 orders of magnitude at SNR = 6.5 dB.

![Fig. 2. Global-decoding BER curves for the proposed SC codes with \( \gamma_C = 3 \), \( \gamma_L = 3 \), \( \kappa = p = 13 \), \( m = 1 \), \( L = 10 \), over the AWGN channel.](image-url)

![Fig. 3. Local-decoding BER curves for balanced (LC Code 1) and unbalanced (LC Code 2) codes with \( \gamma_L = 3 \), \( \kappa = p = 13 \), over the AWGN channel.](image-url)

For Monte Carlo simulations depicted in Fig. 2 and Fig. 3 we observed at least 50 frame errors in all collected points.

VI. ACKNOWLEDGMENT

Research supported in part by a grant from ASRC-IDEMA, NSF CCF-BSF:CIF 1718389, and ISF 2525/19.

1The difference will get more prominent if we increase the SNR. Due to the complexity of collecting BER points in the deep error floor region, we were not able to exemplify this.

| Table I: Cycle population and threshold (\( C_k \) is cycle-k) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| SC Code 1       | proto \( C_0 \) | lifted \( C_0 \) | proto \( C_8 \) | lifted \( C_8 \) | \( \sigma^* \) |
| SC Code 2       | 173,232         | 204,698         | 3,741,840      | 7,410,481       | 0.8283          |
| SC Code 3       | 165,120         | 195,624         | 3,309,696      | 7,161,258       | 0.7995          |
| SC Code 4       | 127,262         | 162,084         | 2,957,941      | 5,957,055       | 0.8059          |
| SC Code 5       | 48,641          | 65,202          | 2,611,740      | 5,661,144       | 0.8382          |

| LC Code 1       | 201             | 273             | 0              | 3,313           | 0.5542          |
| LC Code 2       | 66              | 78              | 0              | 9,014           | 0.4961          |
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