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ABSTRACT
This paper studies the covariance based activity detection problem in a multi-cell massive multiple-input–multiple-output (MIMO) system, where the active devices transmit their signature sequences to multiple base stations (BSs), and the BSs cooperatively detect the active devices based on the received signals. The scaling law of covariance based activity detection in the single-cell scenario has been thoroughly analyzed in the literature. This paper aims to analyze the scaling law of covariance based activity detection in the multi-cell massive MIMO system. In particular, this paper shows a quadratic scaling law in the multi-cell system under the assumption that the exponent in the classical path-loss model is greater than 2, which demonstrates that in the multi-cell MIMO system the maximum number of active devices that can be correctly detected in each cell increases quadratically with the length of the signature sequence and decreases logarithmically with the number of cells (as the number of antennas tends to infinity). This paper also characterizes the distribution of the estimation error in the multi-cell scenario.

Index Terms— Cooperative activity detection, massive random access, multi-cell massive MIMO, scaling law analysis.

1. INTRODUCTION

Massive machine-type communication (mMTC) is an important application scenario in the fifth-generation (5G) and beyond cellular systems [1]. A main challenge in mMTC is massive random access, in which a large number of devices are connected to the network, but the device activities are sporadic [2]. Activity detection can be accomplished in the first stage of the three-phase protocol [3, 4], during which the active devices transmit their unique preassigned non-orthogonal signature sequences, and the network then identifies the active devices by detecting which sequences are transmitted based on the received signals at the base-stations (BSs) [5]. The non-orthogonality of the signature sequences inevitably causes both intra-cell and inter-cell interference that complicates the task of device activity detection.

The device activity detection problem can be formulated as a compressed sensing (CS) problem, in which device activities can be estimated jointly with the instantaneous channel state information (CSI) by sparse recovery methods [6–9]. If the CSI is not needed, the activity detection problem can be formulated as a maximum likelihood estimation (MLE) problem [10], which is often called the covariance based approach because the problem depends only on the sample covariance matrix of the received signals. The covariance based approach was first proposed in the pioneering work [10] for the single-cell scenario and then was extended to the multi-cell scenario in [11, 12]. The covariance based approach was also used for many related data/activity detection problems in different scenarios; see [13–21] for more details. State-of-the-art algorithms for solving the MLE problem include coordinate descent (CD) [10] and accelerated versions [22, 23], gradient descent [24], expectation minimization [25], SPICE [26], and penalty based algorithms [27, 28]. It has been shown in [14, 15] that the detection performance of the covariance based approach is generally much better than that of the CS based approach, especially in the massive multiple-input–multiple-output (MIMO) system. In this paper, we focus on the massive MIMO system and the covariance based approach.

In addition to algorithmic development, an important line of research for covariance based activity detection is to analyze its scaling law, i.e., characterize the feasible set of system parameters under which this covariance based approach is able to successfully recover the device activities in the massive MIMO system. Along this line, the scaling law of the covariance based approach has been analyzed in [13, 14] in the single-cell scenario. More specifically, [13] showed that the maximum number of active devices that can be correctly detected scales as $K = O(L^2/\log^2(N/L^2))$ by solving the restricted MLE problem, where $N$ is the number of potential devices and $L$ is the signature sequence length. The work in [14] further showed that the above scaling law also holds true for the more practical unrestricted MLE model. As far as we know, [11] is the first and the only work on the phase transition analysis of the unrestricted MLE model/the covariance based approach in multi-cell massive MIMO. In particular, it is conjectured and verified by simulation in [11] that the scaling law of the covariance based approach in the multi-cell scenario is approximately the same as the single-cell scenario.

In this paper, we study the scaling law of covariance based activity detection in the cooperative multi-cell massive MIMO system. In particular, we consider a cloud radio access network (C-RAN) architecture, which consists of $B$ cells connected to a central unit (CU) via fronthaul links and $N$ potential devices per cell. We assume that all large-scale fading coefficients are known and they satisfy the path-loss model in [29] with the path-loss exponent being greater than 2. Under the above assumptions, we show that, as the number of antennas tends to infinity, the maximum number of active devices in each cell that can be detected at the CU is $K = O(L^2/\log^2(BN/L^2))$, which is approximately the same as that of the single-cell scenario [13, 14]. The above scaling law shows that the covariance based approach can correctly detect almost as many active devices in each cell in the multi-cell scenario as it does...
in the single-cell scenario, and the inter-cell interference is not a limiting factor of the detection performance because $B$ affects $K$ only through $\log B$. This result clarifies the condition under which the conjecture in [11] holds true. Moreover, we also characterize the distribution of the estimation error, and show that it can be numerically computed by solving quadratic programming (QP).

2. SYSTEM MODEL AND PROBLEM FORMULATION

2.1. System Model

Consider an uplink multi-cell massive MIMO system consisting of $B$ cells. Each cell contains one BS equipped with $M$ antennas and $N$ single-antenna devices. We assume that a C-RAN architecture is used for inter-cell interference mitigation, in which all $B$ BSs are connected to a CU via fronthaul links such that the signals received at the BSs can be collected and jointly processed at the CU. Assume that during any coherence interval, only $K \ll N$ devices are active in each cell. For device identification, each device $n$ in cell $j$ is preassigned a unique signature sequence $s_{jn} \in \mathbb{C}^L$ with $L$ being the sequence length. Let $a_{jn}$ be a binary variable with $a_{jn} = 1$ for active and $a_{jn} = 0$ for inactive devices. The channel between device $n$ in cell $j$ and BS $b$ is denoted as $\sqrt{g_{b,jn}}h_{b,jn}$, where $g_{b,jn} \geq 0$ is the large-scale fading coefficient depending on path-loss and shadowing, and $h_{b,jn} \in \mathbb{C}^{M}$ is the i.i.d. Rayleigh fading component following $\mathcal{CN}(0,1)$. In this paper, we are interested in characterizing the detection performance limit of problem (3) as the number of antennas $M$ tends to infinity. In particular, we are interested in answering the following two questions in the next section: (i) given the system parameters $L$, $B$, and $N$, how many active devices can be correctly detected by solving the MLE problem (3) as $M \to \infty$? (ii) what is the asymptotic distribution of the MLE error?

3. MAIN RESULTS

In this section, we present the main results of this paper, i.e., the scaling law and the estimation error distribution of the solution to the MLE problem (3). Both of the above results are based on the consistency result of the MLE problem (3) derived in [11] in a multi-cell setup.

Lemma 1 (Consistency of MLE (Theorem 3 in [11])). Consider the MLE problem (3) with a given signature sequence matrix $\mathbf{S}$, large-scale fading component matrices $\{\mathbf{G}_b\}$, and noise variance $\sigma_n^2$. Let $\mathbf{S}$ be the matrix whose columns are the Kronecker product of $\mathbf{s}_{0n}$ and $\mathbf{s}_{0b}$ (where $\cdot^\dagger$ is the conjugate operation), i.e.,

$$
\tilde{\mathbf{S}} = [\mathbf{s}_{11} \otimes \mathbf{s}_{11}, \ldots, \mathbf{s}_{BN} \otimes \mathbf{s}_{BN}] \in \mathbb{C}^{L \times BN}.
$$

Let $\mathbf{a}^{(M)}$ be the solution to (3) when the number of antennas $M$ is given, and let $\mathbf{a}^0$ be the true activity indicator vector whose $B(N-K)$ zero entries are indexed by $\mathcal{I}$, i.e., $\mathcal{I} \triangleq \{i | a_{i0} = 0\}$. Define

$$
\mathcal{N} \triangleq \{x \in \mathbb{R}^{BN} \mid \mathbf{SG}_x = 0, \forall b\},
$$

$$
\mathcal{C} \triangleq \{x \in \mathbb{R}^{BN} \mid x_i \geq 0 \text{ if } i \in \mathcal{I}, x_i \leq 0 \text{ if } i \notin \mathcal{I}\},
$$

then a necessary and sufficient condition for $\mathbf{a}^{(M)} \to \mathbf{a}^0$ as $M \to \infty$ is that the intersection of $\mathcal{N}$ and $\mathcal{C}$ is the zero vector, i.e., $\mathcal{N} \cap \mathcal{C} = \{0\}$.

3.1. Scaling Law Analysis

One of the main contributions of this paper is to characterize the scaling law of the MLE problem (3), i.e., the feasible set of the system parameters under which the condition $\mathcal{N} \cap \mathcal{C} = \{0\}$ in Lemma 1 holds true. It turns out that the generation of the signature sequence matrix and the large-scale fading coefficients play vital roles in the scaling law analysis. Next, we specify the assumptions on the signature sequence matrix and the large-scale fading coefficients as well as the properties under the corresponding assumptions.

Assumption 1. The columns of the signature sequence matrix $\mathbf{S}$ are uniformly drawn from the sphere of radius $\sqrt{L}$ in an i.i.d. fashion.
The following lemma is a direct corollary of [13, Theorem 2].

**Lemma 2.** Suppose that Assumption 1 holds true. Then, for any given parameter \( \bar{\rho} \in (0, 1) \), there exist some constants \( c_1 \) and \( c_2 \) depending only on \( \bar{\rho} \) such that if \( K \leq c_1 L^2 / \log^2 (eBN / L^2) \), then with probability at least \( 1 - \exp(-c_2 L) \), the matrix \( S \) defined in (4) has the stable null space property (SNP) of order \( K \) with parameters \( \rho \in (0, \bar{\rho}) \). More precisely, for any \( v \in \mathbb{R}^BN \) that satisfies \( Sv = 0 \), the following inequality

\[
\|v_K\|_1 \leq \rho \|v_K\|_1
\]

holds for any index set \( K \subseteq \{1, 2, \ldots, BN\} \) with \( |K| \leq K \), where \( v_K \) is a sub-vector of \( v \) with entries from \( K \), and \( K^c \) is the complementary set of \( K \) with respect to \( \{1, 2, \ldots, BN\} \).

**Assumption 2.** The multi-cell system consists of \( B \) hexagonal cells with radius \( R \). The BSs are in the center of the corresponding cells. In this system, the large-scale fading components decrease exponentially with distance [29], i.e.,

\[
g_{bjn} = P_0 \left( \frac{d_{bjn}}{d_{0}} \right)^\gamma,
\]

where \( P_0 \) is the received power at the point with distance \( d_{0} \) from the transmitting antenna, \( d_{bjn} \) is the BS-device distance between device \( n \) in cell \( J \) and \( B \) in cell \( b \), and \( \gamma \) is the path-loss exponent.

**Lemma 3.** Suppose that Assumption 2 holds true with \( \gamma > 2 \). Then, there exists a constant \( C > 0 \) depending only on \( \gamma, P_0, d_0, \) and \( R \) defined in Assumption 2, such that for each BS \( b \), the large-scale fading coefficients satisfy

\[
\sum_{j=1, j \neq b}^{B} \left( \max_{1 \leq n \leq N} g_{bjn} \right) \leq C.
\]

Lemma 3 shows that as long as the path-loss exponent \( \gamma > 2 \) in Assumption 2, then the summation in the left-hand side of (9) is upper bounded by a constant \( C \) which is independent of \( B \). Instead of rigorously proving the lemma, we use its engineering interpretation as follows. For a particular BS \( b \), since mostly of the interfering cells are far away from it, the distance \( d_{bjn} \)'s for all devices in these cells will be large. In fact, the term \( \max_{n} g_{bjn} \) in the summation in the left-hand side of (9) will converge to zero sufficiently fast such that it is negligible (due to Eq. (8)). It turns out that \( \gamma > 2 \) is a sufficient condition for (9) and in fact \( \gamma > 2 \) holds true for most channel models and application scenarios [29]. Finally, it is worthwhile mentioning here that the hexagonal structure is not essential in Lemma 3. Similar results can be derived for other structured systems such as squared multi-cell systems.

Now we are ready to present one of the main results of this paper, which provides an analytic scaling law by establishing a sufficient condition for \( N \cap C = \{0\} \).

**Theorem 1.** Under Assumption 1 and Assumption 2 with \( \gamma > 2 \), then there exist constants \( c_1, c_2 > 0 \) independent of system parameters \( K, L, N, \) and \( B \), such that if

\[
K \leq c_1 L^2 / \log^2 (eBN / L^2),
\]

then the condition \( N \cap C = \{0\} \) in Lemma 1 holds with probability at least \( 1 - \exp(-c_2 L) \).

A few remarks on Theorem 1 are in order. First, Theorem 1 states that \( \bar{a}^{(M)} \rightarrow \bar{a}^0 \) as \( M \rightarrow \infty \) holds with overwhelmingly high probability under the scaling law (10). Therefore, with a sufficiently large \( M \), the maximum number of active devices that can be correctly detected by solving the MLE problem (3) is in the order of \( L^2 \) shown in (10). Second, the scaling law in (10) in the multi-cell scenario is approximately the same as the single-cell scenario [13, 14], which implies that solving the MLE problem (3) can detect almost as many active devices in each cell in the multi-cell scenario as it does in the single-cell scenario. It also shows that the inter-cell interference is not a limiting factor of the detection performance because \( B \) affects \( K \) only through \( \log B \).

**Proof of Theorem 1:** Theorem 1 can be proved by contradiction. The outline of the proof is as follows: first we use the stable NSF of the matrix \( S \) in Lemma 2 to derive some useful inequalities; then we further look into the derived inequalities by carefully exploiting properties of sets in (5) and (6); finally we use the property of the path-loss model (Lemma 3) to derive the contradiction.

Now we prove Theorem 1 by contradiction. First, suppose that there is a non-zero vector \( x \in \mathcal{N} \cap C \). Then we repeatedly use Lemma 2 to obtain \( B \) inequalities. Define \( A_b \) as an index set of \( a^b \), corresponding to all active devices in cell \( b \), i.e., \( |A_b| = K \) and \( A_b = \{i \mid a^i_b = 1, (b - 1)N + 1 \leq i < bN\} \), \( 1 \leq b \leq B \). (11) Define \( D \triangleq \hat{D} + G_0^T \left( \frac{d_{0}}{\hat{D}_{bbn}} \right)^\gamma \). Then it follows from (8) that

\[
\min_{1 \leq n \leq N} g_{bn} \geq D, \quad 1 \leq b \leq B.
\]

Set \( \hat{\rho} = \frac{D}{\hat{D}} \) in Lemma 2, where \( C \) is defined in (9). Recall the definition of \( N \) in (5), for each cell \( b \), setting the index set \( K = A_b \) and \( v = G_b x \in (7) \), we get \( B \) inequalities:

\[
\left\| G_{b,i} x_{A_b} \right\|_1 \leq \rho \left\| G_{b,i} x_{A_c} \right\|_1, \quad 1 \leq b \leq B.\]

Next, derive an equivalent form of (13) by studying its right-hand side. Notice that \( A_b^c = (U_{j \neq b} A_j) \cup T \). Then we get

\[
\left\| G_{b,i} x_{A_b^c} \right\|_1 = \left\| G_{b,i} x_{I} \right\|_1 + \sum_{j=1, j \neq b}^{B} \left\| G_{b,i} x_{A_j} \right\|_1.
\]

Finally, we will derive the contradiction by putting all pieces together. Since \( \rho < \hat{\rho} < 1 \), it follows from (19) that

\[
\left\| G_{b,i} x_{A_b} \right\|_1 \leq \frac{2 \rho}{1 - \rho} \sum_{j=1, j \neq b}^{B} \left\| G_{b,i} x_{A_j} \right\|_1, \quad 1 \leq b \leq B.
\]

Since \( G_b = \text{diag}(G_{b,1}, \ldots, G_{b,B}) \) is a diagonal matrix, its diagonal elements with entries from \( A_b \) are larger than \( \min_{a} g_{bn} \), and those
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with entries from $A_j$ are smaller than $\max_n g_{bjn}$, which further implies
\begin{align}
\|G_b x_{A_k}\|_1 &\geq \left( \min_n g_{bkn} \right) \|x_{A_k}\|_1 \geq D \|x_{A_k}\|_1, \quad (21) \\
\|G_b x_{A_k}\|_1 &\leq \left( \max_n g_{bkn} \right) \|x_{A_k}\|_1, \quad \forall j \neq b, \quad (22)
\end{align}
where the last inequality in (21) is from (12). Substituting (21) and (22) into (20), we get
\[ D \|x_{A_k}\|_1 \leq \frac{2\rho}{1-\rho} \sum_{j=1}^{B} \left( \max_n g_{bjn} \right) \|x_{A_j}\|_1, \quad 1 \leq b \leq B. \quad (23) \]
In particular, consider $b = \arg \max_b \|x_{A_b}\|_1$. Then, we get the following contradiction:
\[ D \|x_{A_b}\|_1 \leq \frac{2\rho}{1-\rho} \sum_{j=1, j \neq b}^{B} \left( \max_n g_{bjn} \right) \|x_{A_j}\|_1 \leq \frac{2\rho}{1-\rho} C \|x_{A_b}\|_1 < D \|x_{A_b}\|_1, \quad (24) \]
where the second inequality is due to (9) and the last inequality comes from the fact $\rho < \bar{\rho} = \frac{D}{D+2C}$. The contradiction in (24) implies that $N \cap C = \{0\}$. This completes the proof of Theorem 1.

### 3.2. Distribution of Estimation Error

Next, we characterize the distribution of the estimation error $\hat{a}^{(M)} - a^\circ$, which is a generalization of [14, Theorem 4] from the single-cell case to the multi-cell case.

**Theorem 2.** Consider the MLE problem (3) with given $S$, $\{G_b\}$, $\sigma_a^2$, $a^\circ$ and $M$. Assume that $N \cap C = \{0\}$ as in Lemma 1 holds. The Fisher information matrix of problem (3) is given by
\[ J(b) = M \sum_{b=1}^{B} (Q_b \odot Q_b^c), \quad (25) \]
where $Q_b = G_b^2 S^H (SG_bA^H + \sigma_a^2 I)^{-1}SG_b^2$, and $\odot$ is the element-wise product. Let $x \in \mathbb{R}^{BN}$ be a random vector sampled from $N(0, MJ(a^\circ)^{-1})$, where $\cdot^H$ denotes the Moore-Penrose inverse. Then, for each realization of $x$, there exists a vector $\mu \in \mathbb{R}^{BN}$ which is the solution to the following QP:
\[ \begin{align*}
&\text{minimize} \quad \frac{1}{M} (x - \mu)^T J(a^\circ) (x - \mu) \\
&\text{subject to} \quad \mu \in C
\end{align*} \quad (26a) \]
\[ \text{such that} \quad \sqrt{M} (\hat{a}^{(M)} - a^\circ) \text{ converges in distribution to the collection of } \mu \text{ as } M \to \infty, \text{ where } C \text{ is defined in (6).} \quad (26b) \]

Theorem 2 shows that the estimation error $\hat{a}^{(M)} - a^\circ$ can be approximated by $\frac{1}{\sqrt{M}} \hat{\mu}$ for a sufficiently large $M$. It also shows that we can numerically compute the error distribution by solving QP (26). We omit the proof of Theorem 2 due to the space reason.

### 4. SIMULATION RESULTS

Consider a multi-cell system consisting of hexagonal cells and all potential devices within each cell are uniformly distributed. In the simulations, the radius of each cell is 500 m; the channel path-loss is modeled as $128.1 + 37.6 \log_{10}(d)$ as in Assumption 2, where $d$ is the corresponding BS-device distance in km; the transmit power of each device is set as 23 dBm, and the background noise power is $-169$ dBm/Hz over 10 MHz. Assume that all signature sequences of length $L$ are uniformly drawn from the sphere of radius $\sqrt{L}$ in an i.i.d. fashion as in Assumption 1.

We solve the linear program proposed in [11] to numerically test the condition $N \cap C = \{0\}$ in Lemma 1 under a variety of choices of $L$ and $K$, given $N = 200$ and $B = 1, 3, 7$. Fig. 1 plots the region of $(L^2/N, K/N)$ in which the condition is satisfied or not. The result is obtained based on 100 random realizations of $S$ and $a^\circ$ for each given $K$ and $L$. The error bars indicate the range beyond which either all realizations or no realization satisfy the condition. We observe from Fig. 1 that the curves with different $B$’s overlap with each other, implying that the scaling law for $N \cap C = \{0\}$ is almost independent of $B$. This is consistent with our analysis in Theorem 1 that the number of active devices $K$ which can be correctly detected in each cell in the multi-cell scenario depends on $B$ only through $\log B$. We can also observe from Fig. 1 that $K$ is approximately proportional to $L^2$, which verifies the scaling law in (10). Finally, it is worthwhile mentioning that the curves in Fig. 1 are symmetric. More interpretations and discussions on the symmetry of the curves can be found in [11].

We validate the error estimation in Fig. 2 with $B = 7, N = 200$, $K = 20$, $L = 20$, and $M = 64$, or 128. We use the active set CD algorithm proposed in [22] to solve the MLE problem (3), and compare its detection performance with the theoretical performance predicted by Theorem 2. The probability of missed detection (PM) and probability of false alarm (PF) are traded off by choosing different values for the threshold. We can observe from Fig. 2 that the curves obtained from the active set CD algorithm match well with the theoretical ones.
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