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Alzheimer’s disease (AD) has a long pre-clinical period, and so there is a crucial need for early detection, including of Mild Cognitive Impairment (MCI). Computational analysis of connected speech using Natural Language Processing and machine learning has been found to indicate disease and could be utilized as a rapid, scalable test for early diagnosis. However, there has been a focus on the Cookie Theft picture description task, which has been criticized. Fifty participants were recruited – 25 healthy controls (HC), 25 mild AD or MCI (AD+MCI) – and these completed five connected speech tasks: picture description, a conversational map reading task, recall of an overlearned narrative, procedural recall and narration of a wordless picture book. A high-dimensional set of linguistic features were automatically extracted from each transcript and used to train Support Vector Machines to classify groups. Performance varied, with accuracy for HC vs. AD+MCI classification ranging from 62% using picture book narration to 78% using overlearned narrative features. This study shows that, importantly, the conditions of the speech task have an impact on the discourse produced, which in turn influences accuracy in detection of AD beyond the length of the sample. Further, we report the features important for classification using different tasks, showing that a focus on the Cookie Theft picture description task may narrow the understanding of how early AD pathology impacts speech.
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INTRODUCTION

Alzheimer’s disease (AD) includes a long “pre-clinical” period, during which pathological change accumulates in a patient’s brain with no apparent effect on their behavior or performance (Jack et al., 2010). Memory decline often emerges during a period of subtle cognitive alteration known as Mild Cognitive Impairment (Albert et al., 2011), however, disease modifying compounds tested in this prodromal stage have failed to show a treatment effect. Thus, there is a need to identify signs of pathology even earlier (Cummings et al., 2016).

There are two broad approaches to detecting pathology: brief cognitive screening tests and biological markers (biomarkers) of disease. Of the former, the Mini Mental State Examination (MMSE) and Montreal Cognitive Assessment can be administered rapidly (Folstein et al., 1975; Nasreddine et al., 2005), and have reasonably good diagnostic accuracy (AUCs of 85% and 74% for
distinguishing MCI from controls (Carnero-Pardo, 2014; Ciesielska et al., 2016). The detailed Addenbrooke’s Cognitive Examination (Hsieh et al., 2013) is more accurate (91% AUC (Matias-Guiu et al., 2016)), but takes longer to administer.

Biomarkers include Magnetic Resonance Imaging (MRI), cerebrospinal fluid (CSF) analysis and Positron Emission Tomography (PET). All three approaches can distinguish AD from controls with accuracies of over 90% (Bloudek et al., 2011), but are less accurate for MCI (Mitchell, 2009; Lombardi et al., 2020). Moreover, they are costly to the healthcare provider and inconvenient for patients, limiting widespread use (Lovestone, 2014; Laske et al., 2015). At the time of writing Amyloid PET is restricted to research use (McKann et al., 2011).

There is evidence that connected spoken or written language (discourse) begins to change early in the course of AD, possibly prior to MCI (Forbes-McKay and Venneri, 2005; Garrard et al., 2005; Ahmed et al., 2013). Improvements in automated Natural Language Processing have led to the suggestion that computational analysis of connected speech could act as a rapid, low-cost, scalable, and non-invasive assay for early stages of AD (Clarke et al., 2020; de la Fuente Garcia et al., 2020).

A common approach to obtaining a sample of discourse involves the patient describing a scene, such as that depicted in the “Cookie Theft” picture (Goodglass et al., 1983). Standard machine learning algorithms using features automatically extracted from transcripts of the resulting descriptions can classify patients with AD vs. controls with 81% accuracy, while a deep learning approach has achieved similar accuracy in classifying MCI vs. controls (Fraser et al., 2016; Orimaye et al., 2018). Alternative methods of sampling discourse, such as recording unstructured or semi-structured spontaneous speech, have been found to be similarly distinguishable (Garrard, 2009; Berisha et al., 2015; Asgari et al., 2017; Mirheidari et al., 2019).

Another approach involves narration of a learned story (either well-known, such as Cinderella, or a novel narrative presented in pictures) -a cognitively complex task that entails the integration of a story’s characters and events within a temporal framework (Ash et al., 2007; Drummond et al., 2015; Toledo et al., 2017). Less well studied is the task of describing a process (such as how to change a tire). For a review of relevant studies see Petti et al. (2020) and de la Fuente Garcia et al. (2020).

For reasons related to its simplicity, standardization and task constraints, and existence of large volumes of data (particularly the DementiaBank (MacWhinney, 2019)), picture description appears to have largely captured the field of discourse analysis (de la Fuente Garcia et al., 2020). There are, however, significant drawbacks to relying on picture descriptions, including limited richness and length (Ash et al., 2006), the somewhat unnatural nature of the task, and (in the case of the Cookie Theft picture) an outdated depiction of domestic life (Berube et al., 2019). Similarly, procedural recall places constraints on discourse but rarely occurs in everyday conversation and so can result in overly simplified speech (Sherratt and Bryan, 2019). By contrast, conversational speech is instinctive and naturalistic, though without constraints, samples can vary widely in length and content (Boschi et al., 2017). Recall of both overlearned and novel narratives have the potential to produce acceptably long and complex discourse samples, but recollection and engagement may vary.

There have been few formal comparisons of the sensitivities of different speech sampling approaches to early AD. Sajjadi et al. (2012) reported that conversation elicited using semi-structured interviews contained more fillers, (e.g. “er” and “um”), abandoned units (elements of speech that are started but not completed) and grammatical function words than picture descriptions. Conversely, picture descriptions gave rise to more semantic errors, such as substituting the word “dog” for “cat” (Sajjadi et al., 2012). Beltrami et al. (2016) found that a logistic regression classifier showed marginally superior accuracy when trained using acoustic, rhythmic, lexical and syntactic features derived from descriptive discourse compared to two personal narrative tasks (recalling a dream and describing a working day) in an Italian-speaking population of patients with MCI (F1 = 0.78 vs. 0.70 and 0.76). It seems likely, therefore, that the task used to elicit spoken discourse affects not only the accuracy of machine learning classification but also the nature of the features that distinguish patients’ discourse from that of controls. Here, we report the accuracy of a series of classifiers using input features automatically extracted from five different speech tasks. We report the features found to be important for classification using the two tasks with the highest accuracy—overlearned narrative recall, and picture description.

**MATERIALS AND METHODS**

**Participants**

Fifty participants (see Table 1) were recruited from the St George’s University Hospitals NHS Cognitive Disorders Clinic: 25 healthy controls (HC) and 25 patients with mild AD (n = 13) or MCI (n = 12) (Petersen criteria (Petersen, 2004)). Diagnoses had been made within two years prior to recruitment using imaging, neuropsychological and/or CSF biomarkers as well as clinical information. HC were either friends and family of patients attending clinic or recruited through the Join Dementia Research system (www.joindementiaresearch.nihr.ac.uk). None of the participants gave a history of other conditions which may affect cognition or language such as stroke, epilepsy or chronic mental health conditions, and all provided informed consent. All spoke English as first language. Ethical approval was granted by the Research Ethics Service Committee London–Dulwich, on November 25, 2016 (ref 16/LO/1990).

**Procedures**

Global cognition was assessed with the Addenbrooke’s Cognitive Examination Third Edition (ACE-III) (Hsieh et al., 2013), a widely used measure scored from 0 – 100, with lower scores representing worse functioning.

**Connected Speech Tasks**

All tasks were administered by the same individual (NC). Only words spoken by the participant were analyzed. We refer to these different approaches as: Picture Description (PD); Conversational Speech (CS); Overlearned Narrative Recall (ONR); Procedural Recall (PR); and Novel Narrative Retelling (NNR).
TABLE 1 | Participant demographics.

|                      | HC median (IQR) | AD+MCI Median (IQR) | Test   | p value |
|----------------------|-----------------|---------------------|--------|---------|
| Age (yrs)            | 63 (12)         | 71 (13)             | Mann Whitney U | 0.018*  |
| Sex (% f)            | 72%             | 24%                 | Chi square  | 0.001** |
| Education (yrs)      | 16 (3.8)        | 12 (4)              | Mann Whitney U | 0.007*  |
| MMSE (30)            | 29 (0.70)       | 24 (2.99)           | Mann Whitney U | <0.001** |

IQR = interquartile range, MMSE = mini mental state examination, converted from total ACE-III score (Matías-Guiu et al., 2018).* = p < 0.05, ** = p < 0.001.

**Picture Description**

PDs were elicited using a novel version of the Cookie Theft stimulus, consisting of an updated and colored adaptation of the original (Berube et al., 2019). Participants were given the instruction “Tell me everything you see going on in this picture.” No time-constraints were imposed.

**Conversational Speech**

CS was generated using the Map Task (Thompson et al., 1993), in which the participant and the researcher have an A4 map with landmarks depicted, (e.g. “fast flowing river”). The participant’s map depicts a route traversing the landmarks with a start and finish point. Acting as “Instruction Giver,” they must describe the route to the “Instruction Follower” (the researcher), who recreates the route as faithfully as possible by drawing onto their copy of the map.

**Overlearned Narrative Recall**

Participants were asked to recall the story of Cinderella from memory. They were given the instruction “I’d like you to tell me, with as much detail as you can, the story of Cinderella.”

**Procedural Recall**

Participants were asked to recount the procedure for making a cup of tea. They were given the instruction “I’d like you to tell me, in as much detail as you can, how you would make a cup of tea.”

**Novel Narrative Retelling**

The wordless picture book “Frog, Where Are You?” (by Mercer Mayer) was used as a stimulus for the generation of a novel narrative. Participants looked through the book once, before describing the story based on the pictures.

**Transcription**

The resulting sample from each connected speech task was transcribed according to conventions detailed in Garrard et al. (2011). Transcription was completed by a single researcher with a subset of 10% re-transcribed by an independent researcher who was blind to participant diagnosis. The inter-rater reliability for transcription of this sample was 84% based on the Levenshtein distance (Navarro, 2001).

**Data Analysis**

**Linguistic Feature Extraction**

Two hundred and eighty-six linguistic features, consisting of fine-grained indices reflecting a range of linguistic and para-linguistic phenomena, were extracted from each connected speech task transcript (Table 2). See Supplementary Material for full descriptions of features and extraction methods.

**Feature Selection**

Sparse features (defined as those with > 50% zero values for either class) were removed. To render feature scales invariant values were transformed to a scale between 0 and 1 using the MinMax method. To minimize the danger of overfitting, feature selection was applied in each training fold, using i) feature ranking on mutual information with the class, selecting the top 5, 10, 20, and 40; or ii) logistic regression combined with recursive feature elimination (RFE; Guyon et al., 2002), in which each feature is recursively removed from the set and the regression re-trained to classify groups until the optimal subset of 10 features is found1.

**Machine Learning**

Four participant groups were considered: i) those with clinical evidence to suggest the presence of AD pathology, i.e., mild AD plus those with MCI (AD+MCI); ii) MCI alone; iii) AD alone, and iv) healthy controls (HC). Each vector of selected features was used to train a series of linear support vector machines (SVM) to output three binary classifications: HC vs. AD+MCI, HC vs. AD; and HC vs. MCI. SVM have previously been used to achieve good results with similar data (de la Fuente García et al., 2020), and a linear kernel was chosen to enable extraction of coefficients. The value of C was set to 100 (as in Fraser et al., 2019).

We calculated accuracy and balanced accuracy, due to class imbalance for subgroup classifications. The latter (Equation 1) is similar to conventional accuracy when the classifier performs equally well on either class (or when classes are balanced) but is lower if conventional accuracy is high only due to superior performance on the majority class (Brodersen et al., 2010). TP = true positives, TN = true negatives, FN = false negatives, FP = false positives.

$$\text{Balanced Accuracy} = \frac{1}{2} \left( \frac{\text{TP}}{\text{TP} + \text{FN}} + \frac{\text{TN}}{\text{TN} + \text{FP}} \right).$$

We also report sensitivity [TP/(TP + FN)], specificity [TN/(TN + FP)], and the AUC. K-fold cross-validation was carried out using an 80:20 training:test split; the value of k = 5 was chosen to ensure a reasonable sized test set, given the small dataset. Feature scaling and selection was calculated on each training fold and applied to the test fold. The reported performance is an average across the five folds, with standard deviation reported to indicate variability.

**Extraction of Important Features**

To identify features important for group classification the learnt coefficients, corresponding to weights associated with each

1The feature set size of 10 was pre-determined according to the highest average accuracy when using the filter approach: taking the mean accuracy across all five tasks for each threshold of k, 10 was the highest.
feature during training, were extracted from each fold and ranked by absolute value. Features selected in only one fold were excluded from further analysis. This method uses information from both the feature selection step and the final training step as an indication of importance and aims to find features that are most stable across the model, thus potentially more generalizable.

Between group analyses were conducted for important features using the non-parametric Mann Whitney U test, due to non-Gaussian distribution of features in at least one group. Results were Bonferroni adjusted for multiple comparisons and all p-values are reported in their corrected form (significance threshold (α) = 0.05).

**Demographic Variables**
HC and AD+MCI groups were not balanced for age, sex and years in education (Table 1). To explore potential confounding on classification results, important linguistic features from the highest accuracy HC vs. AD+MCI classification were used as input in a linear regression to predict age and education, and a linear SVM to classify sex.

### RESULTS

## **Accuracy of Speech Tasks for Classifying Healthy Controls vs. Alzheimer’s disease + Mild Cognitive Impairment**

Table 3 shows the classification performance achieved on discourse samples derived from each of the five tasks. ONR, PD and PR produced similar average accuracies and AUCs, but overall sensitivities and specificities varied, with the highest accuracy (0.78) and specificity (0.82) associated with samples generated under the ONR condition.

PD achieved the second highest accuracy (0.76), with similar specificity (0.81) and the same AUC (0.84) as ONR but a lower sensitivity (0.69 compared to 0.75). The condition with the third highest accuracy (PR) achieved the highest sensitivity of all tasks (0.78) but second lowest specificity (0.74). The lowest accuracies and AUCs were obtained using CS and NNR. The s.d. of the mean accuracy and AUC for ONR is smaller than for the remaining tasks (0.08 and 0.05, compared to 0.18 and 0.11 for the second most accurate task, PD) indicating less variability given different training and test data.

## **Important Features for Classification of Healthy Controls vs. Alzheimer’s disease + Mild Cognitive Impairment**

In the interests of brevity, we focused on the features important for the two most accurate tasks – ONR and PD – which both utilized multivariate feature selection.

### **Overlearned Narrative Recall Features**

Table 4 shows 12 features, ranked by number of folds and mean rank across all folds, that were selected in at least two cross-

---

**Table 2** | Linguistic domains covered by features extracted from each task transcript (number of features in brackets).

| Type                          | Linguistic feature                                                                 | Example features                                                                 |
|-------------------------------|------------------------------------------------------------------------------------|----------------------------------------------------------------------------------|
| Lexico-syntactic (275)        | Word production and complexity (11)                                                | e.g., Mean syllables per word, repeated words                                    |
|                               | Parts-of-speech (POS) (18)                                                        | % Of POS (e.g., nouns, verbs, coordinates) and ratios (e.g., noun:verb ratio)    |
|                               | Lexical richness (8)                                                              | e.g., Type-token-ratio (TTR; types:tokens), moving average TTR with a window size of 10, 20, 30, 40, and/or 50 if the sample was of sufficient length |
| Psycholinguistics (34)        | Psycological processes (50)                                                       | % Of words relating to individual psychological processes e.g., anger, time, work |
| Syntactic structures and complexity (32) | Syntactic parse tree features (4)                                                | e.g., maximum depth, mean depth                                                  |
|                               | Grammatical constituents (111)                                                    | e.g., mean length of sentence, verb phrases per T-unit (VP/T), complex nominals per clause (CN/C) |
| Semantic (11)                 | Shannon entropy (1)                                                               | Entropy for letters in the sample (Shannon, 1951)                                |
|                               | Fluency (3)                                                                       | e.g., false start ratio, filler ratio                                            |
|                               | Non-verbal (3)                                                                   | e.g., pauses, laughter                                                            |
| Semantic content (3)          |                                                                                   | e.g., idea density                                                               |
| Semantic coherence (9)        |                                                                                   | e.g., Mean cosine similarity between adjacent sentences utilizing google news word2vec model (Mikolov et al., 2013) |

---

**Table 3** | HC vs. AD-MCI mean (s.d) SVM classification performance across five-fold cross validation for five connected speech tasks, ranked by accuracy.

| Discourse-generating task | Accuracy  | AUC       | Sensitivity | Specificity |
|---------------------------|-----------|-----------|-------------|-------------|
| ONR                       | 0.78 (0.08) | 0.84 (0.05) | 0.75 (0.23) | 0.82 (0.21) |
| PD                        | 0.76 (0.18) | 0.84 (0.11) | 0.69 (0.30) | 0.81 (0.12) |
| PR                        | 0.74 (0.15) | 0.85 (0.19) | 0.78 (0.15) | 0.74 (0.25) |
| CS                        | 0.66 (0.11) | 0.74 (0.10) | 0.62 (0.10) | 0.78 (0.31) |
| NNR                       | 0.62 (0.16) | 0.62 (0.10) | 0.53 (0.21) | 0.72 (0.11) |
TABLE 4 | Important features of overlearned narrative recall for classifying HC vs. AD+MCI. Ordered by number of folds and then mean rank. Mann Whitney U tests Bonferroni adjusted for multiple comparisons and reported in corrected form.

| Feature               | Linguistic domain          | No. folds | Mean rank | Between group comparison | Description                                                                 |
|-----------------------|-----------------------------|-----------|-----------|--------------------------|----------------------------------------------------------------------------|
| BNC spoken freq CW    | Psycholinguistics           | 5         | 6.4       | 1.32 (0.28)              | Mean frequency rating for content words based on British National Corpus. Higher values = higher frequency |
| AD+MCI median (IQR)   |                             |           |           | 1.70 (0.51)              |                             |
| p value               |                             |           |           | 0.001**                  |                             |
| NP -> DT              | Grammatic constituents      | 5         | 3.2       | 0.00 (0.00)              | Noun phrase with a bare determiner e.g., “this,” “those”                   |
| AD+MCI median (IQR)   |                             |           |           | 0.01 (0.01)              |                             |
| p value               |                             |           |           | 0.294                    |                             |
| Entropy               | Shannon entropy             | 5         | 2.4       | 4.11 (0.04)              | Entropy calculated for letters (Shannon, 1951). Higher values = more information, and less certainty in sequence predictions |
| AD+MCI median (IQR)   |                             |           |           | 4.07 (0.06)              |                             |
| p value               |                             |           |           | 0.037*                   |                             |
| PP type rate          | Grammatic constituents      | 4         | 6.8       | 0.08 (0.01)              | Rate of prepositional phrases                                              |
| AD+MCI median (IQR)   |                             |           |           | 0.05 (0.02)              |                             |
| p value               |                             |           |           | <0.001**                 |                             |
| False starts ratio    | Fluency                     | 3         | 8.7       | 0.00 (0.00)              | Ratio of incomplete words                                                 |
| AD+MCI median (IQR)   |                             |           |           | 0.01 (0.01)              |                             |
| p value               |                             |           |           | 4.605                    |                             |
| S -> CC NP VP         | Grammatic constituents      | 2         | 7.5       | 0.000 (0.00)             | Sentence with a coordinating conjunction, noun phrase and a verb phrase e.g., “But Cinderella smiled.” |
| AD+MCI median (IQR)   |                             |           |           | 0.002 (0.01)             |                             |
| p value               |                             |           |           | 1.173                    |                             |
| Idea density          | Semantic content            | 2         | 7         | 0.57 (0.02)              | Mean propositional idea density per word                                   |
| AD+MCI median (IQR)   |                             |           |           | 0.54 (0.06)              |                             |
| p value               |                             |           |           | 0.064                    |                             |
| Ingest                | Psychological processes     | 2         | 6         | 0.13 (0.37)              | % words that correspond to concept of “ingestion” e.g., hungry, dish       |
| AD+MCI median (IQR)   |                             |           |           | 0.00 (0.00)              |                             |
| p value               |                             |           |           | 0.053                    |                             |
| DESWLs**              | Word production and complexity | 2       | 5         | 1.32 (0.04)              | Mean number of syllables per word                                         |
| AD+MCI median (IQR)   |                             |           |           | 1.26 (0.11)              |                             |
| p value               |                             |           |           | 0.043*                   |                             |
| Health                | Psychological processes     | 2         | 3.5       | 0.7 (0.68)               | % words that correspond to concept of “health” e.g., clinic, flu           |
| AD+MCI median (IQR)   |                             |           |           | 0.00 (0.54)              |                             |
| p value               |                             |           |           | 0.031*                   |                             |
| Sixtr                 | Word production and complexity | 2       | 3.5       | 14.34 (2.09)             | % words longer than six letters                                           |
| AD+MCI median (IQR)   |                             |           |           | 11.76 (5.88)             |                             |
| p value               |                             |           |           | 0.012*                   |                             |
| Mean WMD              | Semantic coherence          | 2         | 2.5       | 0.88 (0.17)              | Mean word mover distance (Kusner et al., 2015) between adjacent sentences, using word2vec (Mikolov et al., 2013). Lower values = greater semantic similarity, and therefore coherence |
| AD+MCI median (IQR)   |                             |           |           | 1.17 (0.49)              |                             |
| p value               |                             |           |           | 0.001**                  |                             |

* = p < 0.05. Features in bold appear important for classification using both picture description and overlearned narrative recall (see Table 5).

FIGURE 1 | Radar plot showing features important for HC vs. AD+MCI classification using overlearned narrative recall. HC = healthy control, AD+MCI = Alzheimer’s disease and Mild Cognitive Impairment group. Features have been scaled to between 0 and 1 using MinMax scaling and medians plotted. * = p < 0.05, ** = p < 0.001.
validation folds for ONR samples. A further 14 features were selected only in one fold and were not considered for further analysis.

Between-group comparisons of the values of the features selected in the HC vs. AD+MCI classification using the ONR sample are displayed in Table 4. Seven of these features differed significantly: the mean frequency for content words measured according to the British National Corpus (BNC); Shannon entropy for letters; rate of prepositional phrases; percentage of words relating to health; number of syllables per word; the percentage of words longer than six letters; and coherence between adjacent sentences. Comparative scaled values are displayed in Figure 1.

**Picture Description Features**

Eleven features were selected in at least two folds using PD samples to classify HC vs. AD+MCI (Table 5). A further 11 features were selected only in one fold and eliminated from further analysis.

Group comparisons showed significant differences between the values of three features: noun phrases consisting of a bare determiner, emotional tone and sentences composed of an adverbial phrase, noun phrase and verb phrase. Comparative scaled values are plotted in Figure 2.

Comparisons of the selected features between the two discourse types reveal that both classifiers learned class membership from grammatical constituents, psycholinguistics and psychological processes (Tables 4 and 5). Two individual features (noun phrases consisting of bare determiners, and entropy) were important to both tasks. By contrast, features relating to semantic richness (Idea Density) and coherence (Mean WMD), as well as word complexity (DESWLsy and Sixltr) were important only for classification in ONR, while lexical richness (MATTR_30) was important only in PD. Moreover, a greater number of features important to the classification of ONR than to the classification of PD showed differences in values between groups.

### Accuracies in Subgroup Classifications

MCI and AD subgroups were explored, as important clinically distinctive groups that may differ in management and disease course.

**Healthy Controls Versus Alzheimer’s disease**

Table 6 reports classification performance for HC vs. AD alone. The highest mean balanced accuracy was achieved with ONR samples (0.90), higher than accuracy classifying the mixed AD+MCI group (both 0.78). AUC, sensitivity and specificity were also highest of all tasks (0.94, 0.83, and

TABLE 5 | Important features of picture description for classifying of HC vs. AD + MCI. Mann Whitney U tests Bonferroni adjusted for multiple comparisons and reported in corrected form.

| Feature       | Linguistic domain     | No. folds | Mean rank | HC median (IQR) | AD + MCI median (IQR) | p value | Description                                                                 |
|---------------|-----------------------|-----------|-----------|-----------------|-----------------------|---------|-----------------------------------------------------------------------------|
| NP → DT       | Grammatical constituents | 5         | 8.6       | 0.00 (0.01)     | 0.01 (0.01)           | 0.008*  | See Table 4                                                                 |
| Tone          | Psychological processes | 5         | 8.4       | 50.32 (30.84)   | 32.45 (23.87)         | 0.021*  | Measures overall emotional tone of sample. Higher values = more positive   |
| S → ADVP NP VP| Grammatical constituents | 5         | 7.2       | 0.002 (0.01)   | 0.000 (0.00)          | 0.042*  | Sentence with an adverb phrase, noun phrase and verb phrase e.g., “Hardly anyone noticed.” |
| SUBTLEXus Range PW | Psycholinguistics       | 4         | 6.5       | 8,189.19 (165.97) | 8,273.81 (124.38) | 0.32    | Measures frequency of function words according to their range, (i.e. across documents as opposed to within) using the SUBTLE corpus of television and film subtitles |
| Demonstratives | Parts-of-speech        | 4         | 5         | 0.01 (0.00)    | 0.01 (0.01)           | 1.127   | Use of demonstratives (this, that, these, those)                            |
| Entropy       | Shannon entropy        | 3         | 6.3       | 4.14 (0.06)    | 4.12 (0.07)           | 0.447   | See Table 4                                                                 |
| FocusPast     | Psychological processes | 3         | 4         | 1.23 (1.43)    | 2.14 (2.07)           | 0.334   | % words that are focused on the past e.g., ago, did                         |
| PosEmo        | Psychological processes | 3         | 3         | 2.19 (1.99)    | 1.19 (1.67)           | 0.248   | % words that reflect positive emotion e.g., love, nice                      |
| S → S CC S    | Grammatical constituents | 3         | 2.3       | 0.00 (0.01)    | 0.01 (0.01)           | 0.239   | Two sentences joined by a coordinating conjunction e.g., “She runs but he walks.” |
| MRC Imageability AW | Psycholinguistics     | 2         | 5.5       | 359.80 (13.58) | 343.57 (20.67)        | 0.084   | Mean ease of imageability of a word according to the Medical research council database. Higher values = easier imagery. |
| MATTR_30      | Lexical richness       | 2         | 3.5       | 0.77 (0.04)    | 0.76 (0.05)           | 0.703   | Moving average type-token-ratio with a window of 30 words                  |

* p < 0.05,** p < 0.001. Features in bold appear important for classification using both overlearned narrative recall and picture description (see Table 4).
PD produced the lowest balanced accuracy (0.59) and sensitivity (0.50), but third highest AUC (0.75).

**Healthy Controls Versus Mild Cognitive Impairment**

Table 7 reports classification performance for HC vs. MCI alone. The pattern of speech task performance more closely resembles that of HC vs. AD+MCI (Table 3); ONR achieved the highest balanced accuracy (0.78), AUC (0.82), sensitivity (0.67) and specificity (0.90) and NNR produced the lowest balanced accuracy (0.50), AUC (0.50) and sensitivity (0.27). Only the two top performing tasks (ONR and CS) reached sensitivity above chance level.

Comparing the three classifications, performance was higher in all four metrics for HC vs. AD compared to HC vs. MCI, and HC vs. AD+MCI (Figure 3). Accuracy/balanced accuracy was equal for both HC vs. MCI and HC vs AD+MCI classifications (0.78); AUC and sensitivity were higher for HC vs. AD+MCI but...
specificity was lower, suggesting poorer correct classification of HC given a mixed patient group, compared to MCI only.

**Demographic Variables**
A linear regression with the twelve important features from ONR (Table 4) as input failed to predict age (whole sample $r^2 = -0.14$, HC alone $r^2 = -11.9$, AD+MCI alone $r^2 = -1.33$) or years in education (whole sample $r^2 = -0.30$, HC alone $r^2 = -11.83$, AD+MCI alone $r^2 = -5.60$). Balanced accuracy for classification of sex was greater than chance (0.55), however the male/female split included both HC and AD+MCI participants in both groups.

**DISCUSSION**
The accuracy of linguistic features automatically extracted from five connected speech tasks for classifying mild AD and MCI was compared. Differences were observed in classification performance using SVM, which, although small for the top performing tasks, indicated differential clinical utility for classifying mild AD and MCI based on task choice.

When comparing cognitively healthy controls with those judged likely on clinical grounds to harbor AD pathology, (i.e. diagnosed with either MCI or AD) the highest accuracy (78%) was achieved using data obtained using ONR. The same data also yielded the highest accuracy in smaller, but clinically relevant, subgroup classifications (mild AD alone or MCI alone compared to HC (90% and 78% respectively)). These results suggest that an overlearned narrative recall task may be the best approach to classifying mild dementia stages.

Although conversational discourse elicited using a map reading task achieved only 66% accuracy to detect AD+MCI, PR, which is also a short task, achieved the third highest accuracy (74%) and was ranked third for detecting mild AD and fourth for MCI.

Although conversational discourse elicited using a map reading task achieved only 66% accuracy to detect AD+MCI, accuracy improved in the subgroup analyses: CS gave the second highest accuracy for mild AD and MCI groups alone, suggesting that critical differences in CS may develop between the MCI and mild dementia stages.

NNR with a picture-book stimulus produced the worst performance for AD+MCI and the MCI subgroup classification. In a previous study in which retellings of the same task were scored by a linguist, only 15% of AD patients grasped the overall theme of the story (Ash et al., 2007). Fine-grained linguistic features alone are unlikely to capture this deficiency and global scoring has not yet been adequately automatized (though see Dunn et al. 2002) for a potential approach based on Latent Semantic Analysis.

The minimum sample length required for meaningful analysis has been subject to debate (Sajjadi et al., 2012). Our main results (AD+MCI classification) suggest that little accuracy is lost when classifying shorter samples (PD and PR), and the lowest accuracy was achieved using the longest samples (NNR). Conditions of the task may therefore be of more importance than resulting sample length, useful for clinical adoption. However, when little data is available, and samples are short (such as in the AD alone classification), classification performance may suffer.

**Features Important for Classification**
Although the advantage of ONR may simply be task-related, (i.e. due to the involvement of memory as well as language), it is also instructive to examine features that were robustly selected and the overlap with those selected from PD samples. As in Sajjadi et al. (2012) and Beltrami et al. (2016) a multi-domain linguistic impairment was detected in the patient group, with changes evident in lexical, semantic and syntactic features, and speech tasks showing varying sensitivity to these changes.

**Word Frequency**
In keeping with the findings of Garrard et al. (2005) and those of Masrani et al. (2017) participants in the AD+MCI group used words with higher lexical frequency. Studies of patients with isolated degradation of semantic knowledge due to focal left anterior temporal atrophy semantic dementia (SD) have found that specific terms are replaced with higher frequency generic usages (Bird et al., 2000; Fraser et al., 2014; Meteyard et al., 2014). Word frequency can therefore be seen as reflecting the integrity of the brain’s store of world knowledge, a deficit that is seen in a high proportion of patients with early AD (Hodges et al., 1992).

**Entropy**
Entropy was retained in five folds using ONR, and three for PD. Entropy quantifies the information content contained in a string of letters (Shannon, 1951): the more predictable a letter is on the basis of those that come before it, the lower its entropy. Averaged over letters, entropy was significantly lower in the AD+MCI group using ONR, suggesting greater predictability in these samples. Entropy in discourse samples elicited using PD correlates with global cognition (Hernández-Domínguez et al., 2018), and the findings of the current study also suggest that lower values are indicative of early AD, and that this is constant across tasks. Lower levels of entropy may inherently vary between tasks (Chen et al., 2017); the current study found lower values in ONR than in PD discourse, with between-group differences significant in the former. The value of entropy may therefore be greater when considering more cognitively demanding tasks.

**Emotional Tone**
The overall emotional tone (a “summary variable” calculated by LIWC2015 (Pennebaker et al., 2015)) of the sample was an
important feature in PD, with the tone adopted by the AD+MCI group significantly more negative than HC. The same did not apply in ONR samples, for which the emotional tone is more tightly constrained by the story itself. Use of positive words was also lower in the AD+MCI group. Individuals with depression use more negative words in their writing (Rude et al., 2004), and depression commonly coexists with AD, for which it may also be a risk factor in older adults (Kitting, 2015; Herbert and Lucassen, 2016).

Grammatical Constituents
Classifications based on both ONR and PD retained in all folds the increased frequency with which participants in the AD + MCI group formed a noun phrase using a bare determiner (NP – > DT), e.g. “look at this” as opposed to “look at this jar”. Determiners can serve a deictic purpose, so speech tasks with a pictorial stimulus may be more sensitive to their use; Sajjadi et al. (2012) reported a greater proportion of function words, including determiners, in PD than CS, and the difference between groups in the current study was significant for PD only. Greater numbers of determiners (Petti et al., 2020) and fewer nouns (Bucks et al., 2000; Jarrold et al., 2014) have been independently reported as features of AD discourse, but it is likely that specifying the role of the determiner in the sentence (as in NP – > DT) adds discriminatory power. A similar interpretation may obtain in the case of sentences consisting of an adverbial phrase, noun phrase and verb phrase (S – > ADVP NP V), which were also more frequent in HC discourse and may either denote richer descriptions of the picture, or a greater tendency to relate utterances to one another, e.g. by using “then”.

Remaining Features
We make note of two remaining features: imageability (MRC Imageability AW) and word-movers distance (WMD). Although selected in fewer than five folds, median imageability measured in PD was numerically lower in the AD+MCI group. This “reverse imageability effect” has also been observed in speech of SD patients (Bird et al., 2000; Hoffman et al., 2014), and can be explained as a consequence of reliance on a more generic, and thus higher frequency, vocabulary: consider the less imageable “place” and the more imageable “cathedral” (Bird et al., 2000; Hoffman et al., 2014).

The mean WMD, although retained in only two folds of the ONR classifier, was significantly different between groups. Using word2vec embeddings, WMD measures the minimum cumulative distance required to travel between collections of word vectors in a high-dimensional semantic space, analogous with coherence (Mikolov et al., 2013; Kusner et al., 2015). Other measures of coherence, however, are based on the cosine of the angle between the vectors of consecutive sentences, which requires multiple word vectors to be combined into a sentence vector (Dunn et al., 2002; Holshausen et al., 2014; Mirheidari et al., 2018). This step is obviated by WMD. To the best of the author’s knowledge this is the first study to show WMD as a discriminatory feature of AD and MCI speech. The measure may show differences in ONR alone because the presence of the stimulus in PD acts as a continuous referential prompt, facilitating the coherent connection of sequential utterances.

Strengths and Limitations
Demographic variables were not balanced across groups, unfortunately a common issue (de la Fuente Garcia et al., 2020). Given that the linguistic function of participants prediagnosis is not known, conclusions regarding between-group differences are drawn with caution. We have explored demographic variables and find little evidence of mediation, although they may still act as moderators. The population studied is small, which may account for small differences in accuracy observed for the three highest scoring tasks classifying AD+MCI. Subgroup sizes are further reduced, and these results are therefore less reliable. We have attempted to improve reliability by reporting results of cross-validation. Hyper-parameters were not tuned, e.g. via a grid search, which may improve results.

Acoustic features were not studied as extraction was beyond the scope of the study—their inclusion may have improved performance, seen in previous research such as Fraser et al. (2016) and Beltrami et al. (2016). One strength is that our AD+MCI group (and AD subgroup) were more mildly affected than those classified in Fraser et al. (2016) (mean MMSE 18.5, compared to AD+MCI mean of 24 and AD subgroup mean of 22.5), and so likely represent a more challenging classification task.

Compared to current tests, the reported AUC for detecting MCI is higher than the MMSE (82% compared to 74% (Ciesielska et al., 2016)) with similar sensitivity but better specificity (67% and 90% compared to 66% and 73%). Compared to FDG-PET for AD detection sensitivity is slightly lower with better specificity (83% and 96% compared to 86% for both (Patwardhan et al., 2004)).

Conclusion and Future Work
The results of the current study indicate that linguistic analysis could be used to detect mild AD and MCI, as well as these subgroups compared to healthy controls - an important clinical task – in a novel dataset. Computational analysis of language would offer a rapid, scalable and low-cost assessment of individuals, that could be built in to remote assessment, such as via a smartphone app, less obtrusive and anxiety provoking than current biomarker tests. We have shown, in a direct comparison of the same participants, that the choice of speech task impacts subsequent performance of classifiers trained to recognize mild AD and MCI based on linguistic features. Tasks that probe memory and language may be optimal. Although some features appear important for classification independent of discourse type, tasks may be sensitive to different linguistic features in early AD; due to the reliance on PD in previous studies, some features susceptible to disease may have garnered less attention. This has implications for future work seeking to characterize AD and MCI based on speech, and clinical adoption of computational approaches. Future work could look to explore use of different tasks in larger samples, and include novel features found here important in classifying groups to improve sensitivity to disease, such as the WMD and analysis of emotional tone.
Longitudinal assessment of healthy individuals prior to a possible later diagnosis of AD is needed, in order to identify very early linguistic changes and delineate the impact of Alzheimer pathology on language from other factors. Such studies are underway and beginning to provide important insights (Mueller et al., 2018).
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