Possibility to Construct a Machine for Primality Testing of Numbers
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Abstract

Like the optical prism to break white light up into its constituent spectral colors, the machine to show a prime as a single spectrum is proposed. From the theoretical analysis, it can be shown that the machine to recognize the prime number as a single spectrum can be realized by using the correlation function of Riemann zeta function. Moreover, this method can be used for a factorization of the integer consisted of two primes.
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1 Introduction

It would be interesting to know if number is a prime. There are some algorithms developed for primality testing of numbers. One of them is that a corollary of Fermat's little theorem which could be used to test for primality. it was shown in the Pocklington primality test. However, it requires a partial factorization of n-1 and the running time was quite slow in the worst case. The first deterministic primality test significantly faster than the conventional methods was the cyclotomy test; its runtime was proved to be \( O((\log n)^{\frac{1}{c} \log \log \log n}) \), where \( n \) is
the number to test for primality and c is a constant. Further improvements were made and the elliptic curve primality test was proved to run in \(O((\log n)^6)\), if some conjectures on analytic number theory are true [1]. Similarly, under the generalized Riemann hypothesis, the deterministic Miller’s test, which is the basis of the probabilistic Miller–Rabin test, was proved to run in \(O((\log n)^k)\) [2]. The first provably deterministic polynomial time test for primality was invented by M.Agrawal, N. Kayal, and N.Saxena. The AKS primality test runs in \(O((\log n)^{12})\) and which can be further reduced to \(O((\log n)^6)\), if the Sophie Germain conjecture is true [3]. Subsequently, Lenstra and Pomerance presented a version of the primality test which runs in time \(O((\log n)^6)\). Recently, Shor’s algorithm has been proposed by Peter Shor, which is a quantum algorithm for integer factorization [4]. On a quantum computer, it has been proven that Shor’s algorithm runs in polynomial time. But the polynomial time factoring algorithm of integers has not been found for ordinary computing systems. When the numbers are very large, no efficient, non-quantum integer factorization algorithm is known [5]. Hence the polynomial time factoring algorithm of integers is required to find for ordinary computing systems.

Instead of these primality testing methods and a factorization method of numbers, it is shown that the primality testing machine to recognize a prime as a single spectrum can be realized by using the Riemann zeta function. Furthermore, it can be shown that integer factorization can be conducted for the special case that the integer is consisted of two different primes. This result may explain some savant syndrome people exhibited an extraordinary ability to see the prime as an image after some unimaginable internal process of primality testing of numbers.

2 Theoretical Basis

Riemann zeta function is an analytic function defined by

\[
\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s},
\]

which is the Euler product related to prime numbers.

We define the Fourier transform of \(z_{\sigma}(t, \tau)\) shown as

\[
Z_{\sigma}(t, \omega) = \lim_{T \to \infty} \int_{-T}^{T} z_{\sigma}(t, \tau) e^{-i\omega \tau} d\tau,
\]

where \(z_{\sigma}(t, \tau)\) is a time-dependent autocorrelation function defined by

\[
z_{\sigma}(t, \tau) = \zeta(\sigma - i(t + \tau/2)) \cdot \zeta^*(\sigma - i(t - \tau/2)).
\]

In this formula, \(\zeta^*(s)\) is a conjugate of \(\zeta(s)\).

From the infinite sum of the Riemann zeta function given by

\[
\zeta(\sigma - it) = \sum_{n=1}^{\infty} \exp(it \log n) n^{-\sigma},
\]

we have

\[
Z_{\sigma}(t, \omega) = \lim_{T \to \infty} \int_{-T}^{T} \sum_{k=1}^{\infty} \frac{1}{k^\sigma} \exp[i(t + \tau/2) \log k] \sum_{l=1}^{\infty} \frac{1}{l^\sigma} \exp[i(t - \tau/2) \log l] e^{-i\omega \tau} dt.
\]
\[
\lim_{T \to \infty} \int_{-T}^{T} \sum_{k,l} \frac{1}{(kl)^{\sigma}} \exp[i \log(k/l)\tau] \exp[i \log(kl)\tau/2] e^{-i\omega\tau} d\tau
\]

For the integer \( n \), we put \( n = kl \), then we can write

\[
Z_{\sigma}(t, \omega) = \lim_{T \to \infty} \sum_{k,l} \frac{1}{n^{\sigma}} \exp[i \log(k/l)t] \int_{-T}^{T} \exp(i \tau \log n/2) e^{-i\omega\tau} d\tau,
\]

where

\[
\int_{-T}^{T} \exp(i \tau \log n/2) e^{-i\omega\tau} d\tau = \frac{2\sin[(\omega - \frac{1}{2} \log n)T]}{(\omega - \frac{1}{2} \log n)}.
\]

When we let \( a(n,t) = \sum_{n=kl} \exp[i \log(k/l)t] \), Eq.(2) can be rewritten as

\[
Z_{\sigma}(t, \omega) = \lim_{T \to \infty} \sum_{n=kl} \frac{a(n,t)}{n^{\sigma}} 2\sin[(\omega - \frac{1}{2} \log n)T] = \sum_{n=kl} a(n,t) 2\pi\delta(\omega - \frac{1}{2} \log n),
\]

where \( a(n,t) \) is a real valued function given by

\[
a(n,t) = \frac{1}{2} \sum_{n=kl} \{\exp[i \log(k/l)t] + \exp[i \log(l/k)t]\} = \sum_{n=kl} \cos[\log(k/l)t] \text{ and } \delta(\omega) \text{ is a Dirac’s delta function.}
\]

At first, the author proposed two Lemmas, which were proved on the previous papers of author’s shown as follows [6,7].

**Lemma 1:** \( a(n,t) \) is a multiplicative on \( n \).

From the definition of \( a(n,t) \), we can obtain the following recurrence formula given by

\[
a(p^r, t) = a(p^{-1}, t) \cos(rt \log p^r) + \cos(p^{-1}t \log p^r) \quad (r = 1, 2, 3, \cdots),
\]

From which, it can be proved that

\[
a(p^r, t) = \frac{\sin[(r + 1)t \log p]}{\sin(t \log p)},
\]

From Eq.(3), we have

\[
Z_{\sigma}(t, \frac{1}{2} \log n) = \frac{2\pi}{n^\sigma} a(n,t).
\]

For the integer \( n \) given by \( n = p^aq^b r^c \cdots \), we have
Proof; Theorem. III: From Eq. (4), we have following equations for spectrum, that is

\[ Z_n(t, \frac{1}{2}\log n) = \frac{2\pi \delta(0)}{n^\sigma} \frac{\sin[(a + 1)t \log p]}{\sin(t \log p)} \times \frac{\sin[(b + 1)t \log q]}{\sin(t \log q)} \times \frac{\sin[(c + 1)t \log r]}{\sin(t \log r)} \ldots \]

from Lemma.1 and Eq.(5).

From the Fourier transform of \( Z_n(t, \frac{1}{2}\log n) \) given by \( F_n(\omega) = \int_{-\infty}^{\infty} Z_n(t, \frac{1}{2}\log n)e^{-i\omega t} dt \), we can obtain the following Lemma [7].

Lemma.2: If \( n = p_1p_2p_3 \cdots p_k \), where \( p_1, p_2, p_3, \cdots p_k \) are different primes, \( F_n(\omega) \) is consisted of \( 2^{k-1} \) discrete spectrums.

Then we obtain following Theorems.

Theorem. I: If and only if \( F_n(\omega) \) is consisted of a single spectra for \( \omega \geq 0 \), then \( n \) is a prime.

Proof: The Fourier transform of \( \cos(t \log p) \) can be given by \( \pi[\delta(\omega - \log p) + \delta(\omega + \log p)] \), and thus it is clear from Lemma.2. (QED)

Theorem. II: If and only if \( F_n(\omega) \) is consisted of two spectrum for \( \omega \geq 0 \), then \( n \) has the form of \( n = p \cdot q \) ( \( p \neq q \) ), otherwise \( n = p^2 \) or \( n = p^3 \).

Proof: From Theorem I, there is only a case for the integer \( n = p_1p_2 \cdots p_k \), when \( F_n(\omega) \) is consisted of two spectrum, that is \( n = p \cdot q \) ( \( p \neq q \) ).

From Eq.(4), we have following equations for \( a(p', t) \);

\[
\begin{align*}
    &r = 1, \quad a(p, t) = 2\cos(t \log p) \\
    &r = 2, \quad a(p^2, t) = 1 + 2\cos(2t \log p) \\
    &r = 3, \quad a(p^3, t) = 2\cos(t \log p) + 2\cos(3t \log p) \\
    &r = 4, \quad a(p^4, t) = 1 + 2\cos(2t \log p) + 2\cos(4t \log p) \\
    &r = 5, \quad a(p^5, t) = 2\cos(t \log p) + 2\cos(5t \log p) + 2\cos(3t \log p) \\
    &r = 6, \quad a(p^6, t) = 1 + 2\cos(3t \log p) + 2\cos(4t \log p) + 2\cos(6t \log p) \\
    &r = 7, \quad a(p^7, t) = 2\cos(t \log p) + 2\cos(3t \log p) + 2\cos(5t \log p) + 2\cos(7t \log p)
\end{align*}
\]

Including the spectrum at \( \omega = 0 \), there are cases for \( r = 2 \) and \( r = 3 \) when \( a(n, t) \) has two spectrums. (QED)

Theorem. III: If \( F_n(\omega) \) is consisted of two spectrums at frequencies \( \omega_1 \) and \( \omega_2 \), and we let \( n = p \cdot q \), we can obtain factors of an integer \( n \) given by

\[ p = \exp\left(\frac{\omega_2 - \omega_1}{2}\right) \quad \text{and} \quad q = \exp\left(\frac{\omega_1 + \omega_2}{2}\right). \]

Proof: If \( n = pq \), then we obtain
\[ Z_\sigma(t, \frac{1}{2} \log n) = \frac{4\pi\delta(0)}{n^\sigma} \cos(t \log p) \times \cos(t \log q) \]
\[ = \frac{2\pi\delta(0)}{n^\sigma} \{ \cos[(\log q - \log p)t] + \cos[(\log q + \log p)t] \}. \]

When we let \( \omega_1 = \log q - \log p \), and \( \omega_2 = \log q + \log p \), we have
\[ p = \exp\left( \frac{\omega_2 - \omega_1}{2} \right), \quad q = \exp\left( \frac{\omega_2 + \omega_1}{2} \right) \]

(QED)

3 How to Construct the Machine for Primality Testing

From Theorems I, II and III, we can make a primality testing and a factorization of the integer \( n \) consisted of two primes from the Fourier spectrum \( F_\sigma(\omega) \) (\( \omega \geq 0 \)) by following procedure;

At first, compute the Fourier transform \( Z_\sigma(t, \omega) = \int_{-\infty}^{\infty} z_\sigma(t, \tau) e^{-i\omega t} d\tau \), where \( z_\sigma(t, \tau) = \zeta(\sigma - i(t + \tau / 2)) \cdot \zeta^* (\sigma - i(t - \tau / 2)) \), from which we can obtain the Fourier spectrum given by \( F_\sigma(\omega) = \int_{-\infty}^{\infty} Z_\sigma(t, \frac{1}{2} \log n) e^{-i\omega t} dt \). Then we can make a primality testing from the process shown as follows;

① Generating the zeta function by
\[ \zeta(s) = \frac{1}{d_0(1 - 2^{-s})} \sum_{k=1}^{\infty} \frac{(-1)^{k-1} d_k}{k^s} + \gamma_n(s) \]
where
\[ d_k = \frac{n^{\sum_{j=1}^{s} (n+j-1)W_j}}{(n-j)!j!} \]
and
\[ |\gamma_n(s)| \leq \frac{3}{(3 + \sqrt{8})^s} \frac{1 + 2^{1-s}}{|1 - 2^{-s}|} \]
with \( n \approx 1.3d + 0.9|\tau| \).

From which, we can compute \( \zeta(\sigma + it) \) with \( d \) decimal digits of accuracy [8].

② Compute the correlation function by
\[ z_\sigma(t, \tau) = \zeta(\sigma - i(t + \tau / 2)) \cdot \zeta^* (\sigma - i(t - \tau / 2)) \]

③ Conduct Fourier transform given by
\[ Z_\sigma(t, \omega) = \int_{-\infty}^{\infty} z_\sigma(t, \tau) e^{-i\omega t} d\tau \]
Conduct Fourier transform given by 

$$F_n(\omega) = \int_{-\infty}^{\infty} Z_\sigma(t, \frac{1}{2}\log n) e^{-i\omega t} dt$$

To conduct calculations to obtain the values of $F_n(\omega)$ by using discrete Fourier transform, we can select the value for frequency resolution as $\Delta f = 1/4\pi m$ from $\Delta \omega = \frac{1}{2}\log n - \frac{1}{2}\log(n \pm 1) \approx 1/2n$, for large numbers. Then we select the maximum frequency of DFT analysis to be $f_{\text{max}} = 4[\log n / 4\pi]$ (where $[\ ]$ is a Gauss’s symbol), which makes $\omega = \log n$ to be at the center of frequency range.

The element number $N$ for DFT calculation satisfies $f_{\text{max}} = N \cdot \Delta f / 2$, then we have $N = [8n \log n] + 1$.

Fig. 1 is the machine for primality testing of a natural number, and ①, ②, ③ and ④ in Fig. 1 correspond to the number of above calculations.

![Diagram of the machine for primality testing](image)

As the number ② can be written in a discrete form as

$$z(m, l) = \zeta(\sigma - i(m\Delta t + l\Delta \tau / 2)) \cdot \zeta^*(\sigma - i(m\Delta t - l\Delta \tau / 2)) .$$

From the relation of $\Delta f \cdot \Delta t = 1 / N$, we obtain

$$z(m, l) = \zeta \left( \sigma - l \left( \frac{4\pi m}{N} - m + \frac{2\pi m}{N} l \right) \right) \cdot \zeta^* \left( \sigma - i \left( \frac{4\pi m}{N} m - \frac{2\pi m}{N} l \right) \right) .$$

As the total time $T_0 = N \cdot \Delta t = 4\pi m$, then the number ③ in a discrete form can be given by

$$Z(m, k) = \frac{4\pi m}{N} \sum_{l=0}^{N-1} z(m, l) \exp[-i2\pi(k\Delta f \cdot (l\Delta \tau)] .$$

At the frequency of $\omega = \frac{1}{2}\log n$, we have $k\Delta f \cdot l\Delta \tau = \frac{\log n}{4\pi} \times \frac{\pi}{2\log n} l = \frac{l}{8}$,

then we have $y(m) = \frac{4\pi m}{N} \sum_{l=0}^{N-1} z(m, l) \exp \left( -i \frac{\pi l}{4} \right)$, which corresponds to $Z_\sigma(t, \frac{1}{2}\log n)$.
From which, we have the discrete form of the number (1) given by

\[ Y(k) = \frac{4\pi}{N} \sum_{m=0}^{N-1} y(m) \exp\left( -i2\pi \frac{km}{N} \right), \]

which shows the spectrum of \( F_n(\omega) \).

Thus discrete forms of equations (2), (3) and (4) are shown as follows [9];

(2) When we let \( N = [8n \log n] + 1 \), conduct calculation

\[ z(m,l) = \zeta^\left( \sigma - i\left(\frac{4\pi}{N} m + \frac{2\pi}{N} l\right)\right) \zeta^*\left(\sigma - i\left(\frac{4\pi}{N} - \frac{2\pi}{N} l\right)\right) \]

(3) Conduct DFT, \( m = 0 \sim N - 1 \);

\[ y(m) = \frac{4\pi}{N} \sum_{l=0}^{N-1} z(m,l) \exp\left( -i \frac{\pi}{4} l \right) \]

(4) Conduct DFT, \( k = 0 \sim N - 1 \);

\[ Y(k) = \frac{4\pi}{N} \sum_{m=0}^{N-1} y(m) \exp\left( -2i \pi \frac{km}{N} \right) \]

4 Results and Discussion

To confirm the validity of discrete computational algorism given in this paper, the author tries to compute some examples shown as follows;

In the calculation, the author selected \( \sigma = 1.1 \) to compute \( F_n(\omega) \) to minimize the noise generated by DFT calculations. By using the above discrete calculation, we have calculation results for the prime (\( n=17 \)) and the number consisted of two primes (\( n=21 \)) as shown in Fig. 2 [10]. From which, it can be seen that we can recognize the prime as a single spectrum. We can also recognize two spectrums for the number consisted of two primes and thus we can make a factorization of the number consisted of two primes.

![Fig. 2. Spectrum obtained for a prime (Left) and spectrums for the number consisted of two primes (Right)](image)

This result may explain some savant syndrome people exhibited an extraordinary ability to see the prime as an image after some unimaginable internal process. Olver Sacks mentioned in his book, “The Man Who Mistook His Wife for a Hat” [11], on the twins, John and Michael, who were idiot savants, who exhibited a mysterious...
human ability on primes using unconscious algorithm. They seemed to have a peculiar passion and grasp of numbers even for they could not calculate, and lack even the most rudimentary powers of arithmetic. In front of Dr. Sacks, they exhibited an extraordinary ability to see the eight-digit number as a prime after some unimaginable internal process of testing. After that time, the twins were able to swap twenty-figure primes, which are difficult even for computers to use Eratosthenes’s sieve or any other algorithm.

There is no simple method of calculating primes. He supposed that they visualize prime patterns instead of calculation, but the riddle how they visualized the primes and used them for communication to each other leaves unanswered.

In Penrose’s metaphysical framework, there are three forms of existence or “worlds”: the physical, the mental, and the Platonic mathematical entities as shown in Fig.3.

He claimed that mathematical entities are real in the mathematical Platonic world [12]. If the human brain is a quantum computer as claimed by Penrose, it can be seen that the primality testing and integer factorization of the integer \( n \) consisted of two primes can be conducted efficiently by using the information on zeta function as shown in the previous section. Supposing that the human brain is a quantum computer as claimed by Penrose [12] and it can create the correlation function by using the Riemann zeta function from the Platonic world as shown in Fig.3, some savant syndrome people can visualize primes as an image after an internal process of calculation. Then the riddle of the twins, John and Michael, may be solved.

5 Conclusion

From the spectrum obtained by the Fourier transform of a correlation function generated from the Riemann zeta function, we can see the primality of an integer \( n \) if and only the \( F_n(\omega) \) has a single spectrum for \( \omega \geq 0 \). Furthermore, it can be shown that factorization of numbers can be conducted within a polynomial time for the special case that the integer is consisted of two different primes and hence we can conclude that factorization for the integer consisted of two different primes is in the P class. Hence this method can be applied to break the RSA cryptosystem.
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