The theory of perturbations of spherically symmetric self-similar black holes is presented, in the Newman-Penrose formalism. It is shown that the wave equations for gravitational, electromagnetic, and scalar waves are separable, though not decoupled. A generalization of the Teukolsky equation is given. Monopole and dipole modes are treated. The Newman-Penrose wave equations governing polar and axial spin-0 perturbations are explored.
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I. INTRODUCTION

It has been known for decades that something strange and dramatic must happen near the inner horizon of a realistic black hole. Penrose (1968) first pointed out that a person passing through the Cauchy horizon (the outgoing inner horizon) of an empty charged (Reissner-Nordström) or rotating (Kerr-Newman) black hole will see the outside universe infinitely blueshifted. Empty here means empty of charge, matter, or radiation (but not of a static electric field) except at the singularity. Subsequent perturbation theory investigations, starting with Simpson & Penrose (1973) and culminating with Chandrasekhar & Hartle (1982), confirmed that an observer crossing the Cauchy horizon of the Reissner-Nordström geometry will experience an infinite flux of radiation from the outside world. The prediction that an infinite energy density will collect at the Cauchy horizon is at odds with the assumption that the black hole is empty, except in the exceptional case of an uncharged, non-rotating (Schwarzschild) black hole, whose inner horizon coincides with the singularity at zero radius.

The full nonlinear nature of the instability near the inner horizon was clarified in a seminal paper by Poisson & Israel (1990). Poisson & Israel argued that, if ingoing and outgoing streams are simultaneously present just above the inner horizon of a spherical charged black hole, then relativistic counter-streaming between the ingoing and outgoing fluids will lead to an exponentially growing instability which they dubbed “mass inflation”. During mass inflation, the interior, or Misner-Sharp, mass, a gauge-invariant scalar quantity, exponentiates to huge values. Other gauge-invariant measures, such as the proper density, the proper pressure, and the Weyl scalar, exponentiate along with the interior mass. The phenomenon of mass inflation has been confirmed analytically and numerically in many papers.

Real black holes probably rotate (and rotate rapidly), but probably have very little charge, thanks to the huge charge-to-mass ratio of individual protons and electrons, $e/m_p \approx 10^{18}$, where $e$ is the dimensionless charge of the proton or electron, the square root of the fine-structure constant, and $m_p$ is the proton mass in units of the Planck mass. The literature on mass inflation in rotating black holes is exceedingly modest (see also the review), and there is much room for further investigation of this hard problem. In the meantime the present paper follows the bulk of the literature in assuming that charge is a satisfactory surrogate for angular momentum (e.g. [24]). Physically, the negative pressure, or tension, of the radial electric field of a charged black hole produces a gravitational repulsion analogous to, and perhaps an adequate model for, that produced by the centrifugal force in a rotating black hole. It is this gravitational repulsion that is responsible for the presence of inner horizons inside empty black holes, within which the flow of space becomes subluminal.

Physically, what causes mass inflation? It is clear that relativistic counter-streaming between ingoing and outgoing streams is a central ingredient, as originally suggested by Poisson & Israel. Hansen et al. have suggested that adiabatic compression may be a contributing factor. In our own previous investigations we considered feeding a spherical black hole in a self-similar fashion both with a single fluid of charged baryons and with two counter-streaming fluids, charged baryons and neutral dark matter. We found that mass inflation did not occur in the case of a single fluid, but did occur with two fluids. For the baryons we assumed a relativistic equation of state $p = \frac{4}{3} \rho$, so that the sound speed, at $\sqrt{1/3}$ of the speed of light, was less than the speed of light. Thus in the case of the single fluid there was no possibility of relativistic counter-streaming, and indeed no mass inflation occurred. In
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the case of two fluids, outgoing charged baryons could stream relativistically through ingoing neutral dark matter, and mass inflation duly occurred.

I offer the following conceptual picture of the physical mechanism that causes mass inflation inside black holes. First, in order to drop from the superluminally infalling region of the black hole through an inner horizon into a subluminal region, it is necessary that ingoing and outgoing fluids drop through separate ingoing and outgoing inner horizons into causally separated pieces of spacetime, as seen most clearly in a Penrose diagram, such as the Penrose diagram of the Reissner-Nordström geometry shown in Figure 1. If the ingoing and outgoing subluminal spacetimes were causally connected, then time would go in one direction for the ingoing fluid, and in the opposite direction for the outgoing fluid, which cannot be. This is most evident in stationary or self-similar black hole spacetimes, where there is a Killing vector associated with (conformal) time-translation symmetry, and that Killing vector must point in one direction for the ingoing fluid (positive energy geodesics), and in the opposite direction for the outgoing fluid (negative energy geodesics). The only way for the ingoing and outgoing fluids to pass into causally separated subluminal spacetimes is to move faster than the speed of light through each other, which is impossible. In their attempt to exceed the speed of light, the ingoing and outgoing fluids counter-stream ever faster, and in so doing they create a growing positive radial pressure. Mass inflation begins when the gravitational force produced by the radial pressure of the counter-streaming fluids exceeds the gravitational force produced by the mass of the black hole. The gravitational force produced by the radial pressure is inwards, but the inward direction is in opposite directions for the ingoing and outgoing fluids, being towards the black hole for the ingoing fluid, and away from the black hole for the outgoing fluid. The result is an exponential feedback instability, in which the increasing counter-streaming velocity increases the pressure, which increases the gravity, which accelerates the fluids ever faster through each other. Mass inflation thus appears to depend on an intriguing alternation between gravitational attraction and repulsion: first, there must be sufficient gravitational attraction to produce gravitational collapse and an event horizon; next, there must be sufficient gravitational repulsion to bring the black hole to the brink of having an inner horizon; and finally, mass inflation produces an exponentially growing inward gravitational attraction sourced by the pressure of counter-streaming ingoing and outgoing streams.

Most published analytic and numerical investigations of mass inflation have considered feeding a spherical charged black hole with a massless scalar field, usually uncharged \[4, 6, 9, 10, 11, 12, 13, 22, 24, 34, 36, 41, 48, 58\], but sometimes charged \[23, 26, 35, 40, 45, 72, 87\]. These investigations have confirmed that mass inflation occurs generically when a spherical charged black hole is fed with a massless scalar field. Since a massless scalar field supports waves moving at
the speed of light, it is consistent to hypothesize that mass inflation in the scalar field arises physically from relativistic counter-streaming between ingoing and outgoing waves. This idea provides one of the principal motivations behind the present paper: can one see explicitly from a perturbation analysis how counter-streaming between waves moving at the speed of light near an inner horizon might account for mass inflation? The present paper does not answer this question, but it lays a foundation for being able to address the question in future work.

Gravitational waves are of particular relevance to the issue of mass inflation, because even if there were no other way in which relativistic counter-streaming could occur (perhaps there is no massless scalar field, and perhaps the fluid is so opaque that electromagnetic waves cannot propagate), certainly gravitational waves will allow it. However, spherically symmetric gravitational waves do not exist—they must be of at least quadrupole (l = 2) order—so it is necessary to go beyond spherical symmetry to admit gravitational waves. Of course, as remarked for example by [69], perturbations of a massless scalar field can be considered as a model of gravitational perturbations. However, this is something that, like the assumption that charge models rotation, should be checked.

The purpose of this paper is to present the foundations of the perturbation theory of spherically symmetric, self-similar black holes. The work presented here is a natural generalization of the extensive literature on perturbations of spherically symmetric stationary black holes initiated by Regge & Wheeler (1957) [82]; see especially the monograph by Chandrasekhar (1983) [13] and the reviews by [50, 65, 61] and references therein; and more recently [27, 28, 43, 54, 60, 70, 81, 91]. General relativistic spherically symmetric self-similar solutions were first applied to the problem of gravitational collapse by Ori and Piran (1990) [76], following earlier work on general relativistic self-similar solutions in cosmology. Since then there have been many investigations; see especially the reviews [13, 17, 43, 54] and references therein; and more recently [8, 44, 62, 71, 81, 91].

There are two reasons why it is useful to consider self-similar solutions and their perturbations as a way to understand mass inflation better. The first reason is that, although the geometry in the vicinity of an accreting black hole may be well approximated by an empty stationary solution (the Reissner-Nordström geometry, in the case of charged spherical black holes), the geometry inevitably departs hugely from the empty stationary geometry in the region near the inner horizon where mass inflation takes place. The simplest way to model this departure from the stationary case in a fully non-linear fashion is with self-similar solutions. The second reason is that numerical gravitational simulations are notoriously plagued with numerical instabilities [14, 31, 61, 52]. The mass inflation instability is a real instability, not a numerical one, and it is essential that numerics be under tight control to explore mass inflation reliably. Self-similar solutions offer a numerically robust and fast approach to modeling mass inflation with some degree of flexibility. Although much of the literature on self-similar black holes is restricted to the case of a single, ideal fluid [16, 17, 42, 54], the scope of self-similar solutions is actually much broader than this. It is possible to consider non-ideal fluids, for example with a finite conductivity [39], and multiple, possibly interacting, fluids [40]. Thus self-similar solutions provide a broad stage upon which to carry out investigations of mass inflation.

Several papers have considered spherical perturbations to spherical self-similar spacetimes; see the review by [43], and more recently [53, 61]. By comparison, there have been few investigations of non-spherical perturbations of spherical self-similar spacetimes. The investigations that have been done have been based on the Gerlach and Sengupta (1979) [32] framework, which treats perturbations of arbitrary spherically symmetric spacetimes, not necessarily stationary or self-similar (see also the independent work by [49] on arbitrary spherical spacetimes). Gundlach and Martín-García [54] review the Gerlach-Sengupta formalism, and use it to analyze perturbations of the Choptuik [21, 58] critical solution that describes the discretely self-similar collapse of a scalar field at the threshold of gravitational collapse (see [57] for a review of critical gravitational collapse). Gundlach and Martín-García [58, 57] extend the Gerlach-Sengupta formalism to develop equations that could be used to investigate the spherical collapse of a star numerically. Frolov [31] used the Gerlach-Sengupta formalism to investigate perturbations to the Roberts [83] self-similar solution, an analytic solution describing the gravitational collapse of an uncharged scalar field. Nolan et al. [71] used the Gerlach-Sengupta formalism in their study of perturbations of self-similar Vaidya spacetimes admitting naked singularities. The approach of the present paper is more restricted than that of Gerlach-Sengupta, but has the advantage that it yields a complete separation of variables of the wave equations.

Nolan et al. [64, 72, 71] consider spherically symmetric self-similar collapse models that produce naked singularities. In these models, gravitational collapse leads to the formation of a naked singularity, which subsequently becomes covered by an event horizon, as illustrated by the Penrose diagram in Fig. 2 of [70]. The naked singularity is a source of unpredictability, and the Cauchy horizon, defined in the usual way to be the boundary of predictability, is thus a null cone that extends outwards from the formation event of the naked singularity. [69, 71] show that the flux of (arbitrary, non-spherical) scalar radiation impinging on this Cauchy horizon is finite, and [71] show that, if the background self-similar solution is that of null dust (Vaidya geometry), then the flux of gravitational and matter perturbations remains similarly finite on the Cauchy horizon. Nolan et al. conclude that the finite flux points to the stability of the Cauchy horizon in this situation. This conclusion is consistent with the conceptual picture described above. Mass inflation, as envisaged by Poisson & Israel, must occur within a superluminally infalling region beneath an event horizon, for only then can the inward direction (towards smaller radius) point in opposite directions for
ingong and outgoing streams. Thus the Cauchy horizon considered by [69, 70, 71], which lies outside the event horizon, is not expected to be subject to the mass inflation instability. Curiously, [71] go on to find that the flux diverges on the event horizon that eventually covers the naked singularity. The physical origin of this divergence is not clear.

The most fundamental result of this paper is a generalization of the Teukolsky spin-s wave equation [2, 58, 89] to the case of spherically symmetric, self-similar black holes. There is no additional restriction on the form of the unperturbed energy-momentum tensor beyond spherical symmetry and self-similarity. As in stationary black holes, eigenfunctions of the wave equations for the propagating components of spin-s waves are separable, taking the form \[ [(1 + V)/(1 - V)]^{T/s/2} A^{-(s+1)}e^{-i\omega t}Y_{lm}(\theta, \phi) \] in conformal polar coordinates \( t, r, \theta, \phi \), where \( [(1 + V)/(1 - V)]^{T/s/2} \) is a radial Lorentz boost factor (which equals unity in a frame at rest in the conformal frame), \( A \) is a conformal factor, \( \omega \) is a conformal frequency, \( Y_{lm} \) are spherical harmonics, and \( \psi_{\omega d}(r) \) are radial eigenfunctions of the following generalization of the Teukolsky equation

\[
\left\{-\frac{d^2}{dr^2} + (i\omega \pm |s|\kappa)^2 + \left[l(l+1) - s^2 - (1 + s^2)(R - P) - 2|s|P_\perp + 2(1 + 2s^2)\Delta\right]\right\}\psi_{\omega d} = \text{sources}
\]

where the \( \pm \) sign in front of \( \kappa \) is + for ingoing, − for outgoing waves. Here \( r^* \) is a generalization of the Regge-Wheeler [52] radial coordinate; \( \Delta \) is the dimensionless horizon function; \( \kappa = \frac{1}{2}d\ln\Delta/\dr^* \); \( R = 4\pi A^2 \rho \), \( P = 4\pi A^2 P_\perp \), and \( P_\perp = 4\pi A^2 P_\perp \) are the dimensionless energy density, radial pressure, and transverse pressure; and \( M = m/A \) is the dimensionless interior mass, with \( m \) the interior, or Misner-Sharpe [59], mass. The present paper considers only integral spin waves – gravitational waves (spin 2), electromagnetic waves (spin 1), and scalar waves (spin 0) – so it is not guaranteed that equation (1) holds for half-integral spin, although it may well do so.

It should be emphasized that in the general self-similar case of non-vanishing background energy-momentum, the system of wave equations is inextricably coupled, so that waves of one kind excite perturbations which in turn provide a source for waves of another kind. Thus as long as waves are present, the source terms on the right hand side of equation (1) cannot in general be made to vanish, which is unlike the case of the Schwarzschild or Kerr geometries.

The structure of this paper is as follows. Section II describes the unperturbed self-similar background, III sets up the Newman-Penrose formalism, and IV uses the Newman-Penrose formalism to develop the equations governing perturbations of the self-similar background. Sections V, VI, and VII proceed to derive wave equations for gravitational, electromagnetic, and scalar waves. Section VIII summarizes the results. Because of the length and technicality of the paper, application to problems of interest, notably mass inflation near the inner horizon, is deferred to subsequent work.

The conventions of this paper are for the most part those of Misner, Thorne & Wheeler [60] (with the exception that the indices on the electromagnetic field tensor \( F_{\mu\nu} \) are swapped compared to MTW). All complicated equations have been calculated and checked with the algebraic manipulation program Mathematica. It is to be hoped that if there are errors in the equations, then they are errors of transcription, and they do not propagate.

In many places in this paper, starting from III, symmetrically related pairs of equations are given as single equations with two sets of alternative indices. The notation is used partly for compactness, and partly to manifest the \( u \leftrightarrow v, + \leftrightarrow - \) symmetry of the equations in the Newman-Penrose formalism [52]. To reduce the possibility of error, the algebra for each of a pair of symmetrically related equations was calculated separately, the pair were then merged, and finally the indices were checked for the expected symmetry.

II. UNPERTURBED BACKGROUND

This section presents the equations governing the spherically symmetric self-similar black hole solutions that provide the unperturbed background to the subsequent perturbation theory. In basic respects the development is similar to that of [39, 40], but the gauge choices that permit separation of variables in the wave equations prove to be different from the gauge choices of [39, 40], so it is necessary to re-develop the formalism ab initio. The most fundamental difference from [39, 40] is to make the conformal character of the self-similar solutions explicit from the outset.

A. Self-similarity and the choice of coordinates and tetrad

The assumption of self-similarity is the assumption that the system possesses a conformal time-translation symmetry. This implies that there exists a conformal time coordinate \( t \) such that the geometry at any one time is conformal related to the geometry at any other time

\[
ds^2 = a(t)^2 g^{(c)}_{\mu\nu} dx^\mu dx^\nu
\]
in which the conformal factor $a(t)$ depends only the conformal time $t$, and the conformal metric coefficients $g_{\mu \nu}^{(c)}$ are all independent of the conformal time $t$. The condition \cite{2} on the metric is a necessary but not sufficient condition for self-similarity: self-similarity requires that the entire system, including notably the energy-momentum tensor, possesses conformal time-translation symmetry. For example, the Friedmann-Robertson-Walker metric of cosmology satisfies equation \cite{2}, but in general does not evolve in a self-similar fashion.

The assumption of spherical symmetry implies that the metric can be reduced further to the form, in conformal polar coordinates $x^\mu \equiv \{t, r, \theta, \phi\}$,

$$
    ds^2 = a(t)^2 \left[ g_{tt}^{(c)}(r)dt^2 + 2 g_{tr}^{(c)}(r)dtdr + g_{rr}^{(c)}(r)dr^2 + r^2 d\phi^2 \right] \tag{3}
$$

in which $d\alpha^2 \equiv d\theta^2 + \sin^2 \theta d\phi^2$ is the metric of the surface of a unit sphere, and the conformal metric coefficients $g_{tt}^{(c)}$, $g_{tr}^{(c)}$, and $g_{rr}^{(c)}$ are functions only of the conformal radial coordinate $r$, independent of either the conformal time $t$ or the angular coordinates, the polar angle $\theta$ and the azimuthal angle $\phi$.

In place of the conformal factor $a$ it is convenient to work with the conformal factor $A$

$$
    A \equiv a(t)r \tag{4}
$$

since it proves to be $A$, not $a$, that appears ubiquitously in formulae. The fact that the angular part of the metric is $d\alpha^2 = A^2 d\omega^2$ implies that the conformal factor $A$ is equal to the proper circumferential radius, with the defining property that the proper circumference measured by observers at fixed conformal time $t$ is $2\pi A$. Being a proper quantity, $A$ is coordinate (and tetrad) gauge-invariant, whereas neither the conformal time $t$ nor the conformal radius $r$ are themselves coordinate gauge-invariant. The conformal factor $A$ is a dimensional quantity, with units of length. In self-similar solutions, all quantities are proportional to some power of $A$, and that power can be determined by dimensional analysis.

In this paper I choose to work in the tetrad formalism. Orthonormal tetrads are considered in this section, \cite{33} and associated Newman-Penrose \cite{32, 67} null tetrads will be considered starting from \cite{III}.

Let $g_\mu$ denote the basis of tangent vectors of the coordinates. By definition, the scalar products of the tangent vectors constitute the metric $g_{\mu \nu}$

$$
    g_\mu \cdot g_\nu = g_{\mu \nu} \cdot \tag{5}
$$

In the tetrad formalism, a set of frames is erected at each point of the spacetime, with axes $\gamma_m$, the tetrad, whose dot products form the tetrad metric $\gamma_{mn}$

$$
    \gamma_m \cdot \gamma_n = \gamma_{mn} \cdot \tag{6}
$$

In an orthonormal tetrad, as considered throughout this section, the axes are chosen to be locally inertial, so that the tetrad metric $\gamma_{mn}$ is the Minkowski metric $\eta_{mn}$

$$
    \gamma_{mn} = \eta_{mn} \cdot \tag{7}
$$

In a Newman-Penrose tetrad, considered in \cite{III} and thereafter, the tetrad metric is not Minkowski, but the tetrad metric components $\gamma_{mn}$, equation \cite{53}, are still constants, so that for example equation \cite{30} below, and thus also equation \cite{33}, remains valid. In this paper dummy latin indices signify tetrad frames, while dummy greek indices signify coordinate frames. The axes $\gamma_m$ of the locally inertial frames are related to the tangent vectors $g_\mu$ by the vierbein $e_m^\mu$ and its inverse $e^m_\mu$

$$
    \gamma_m = e_m^\mu g_\mu \ , \quad g_\mu = e^m_\mu \gamma_m \cdot \tag{8}
$$

The vierbein provide the means of transforming between the tetrad components and coordinate components of any 4-vector or tensor object. For example, the tetrad components $p^m$ and the coordinate components $p^\mu$ of the 4-vector $p \equiv p^\mu g_\mu = p^m \gamma_m$ are related by $p^m = e^m_\mu p^\mu$. Tetrad components are raised, lowered, and contracted with the tetrad metric $\gamma_{mn}$, while coordinate components are raised, lowered, and contracted with the coordinate metric $g_{\mu \nu}$.

The most general vierbein that is manifestly spherically symmetric contains 6 free parameters \cite{84}, of which 2 correspond to physically distinct spacetimes, 2 are associated with coordinate gauge freedoms of time and radius, and 2 are associated with the tetrad gauge freedoms of a Lorentz boost in the radial direction, and a spatial rotation about the radial direction. I choose to eliminate one of the coordinate gauge freedoms by choosing the conformal factor $A$, as above, equation \cite{1}, to be the proper circumferential radius, and I choose to eliminate the tetrad freedom associated with spatial rotations about the radial direction by aligning the tetrad axes with a non-spinning locally inertial frame.
in radial free-fall. Specifically, I choose the vierbein to take the following form, whose slightly complicated form yields a somewhat simpler inverse vierbein, equation (10).

\[
e_m^\mu = \frac{1}{A} \begin{pmatrix}
-\frac{\lambda'}{\xi}\lambda & r\xi' & 0 & 0 \\
\xi\lambda' & \xi\lambda & 0 & 0 \\
\xi' & r\xi' & 0 & 0 \\
\xi\lambda' & \xi\lambda & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1/\sin \theta
\end{pmatrix}.
\]

(9)

The choice of vierbein in equation (9) is more general than necessary, but it is convenient to defer the choice of gauge in radial free-fall. Specifically, I choose the vierbein to take the following form, whose slightly complicated form yields

\[
e_m^\mu = A \begin{pmatrix}
\xi' & \lambda' / r & 0 & 0 \\
\xi' & \lambda' / r & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & \sin \theta
\end{pmatrix}.
\]

(10)

The metric \(ds^2 = \gamma_{mn} e_m^\nu e_n^\mu dx^\nu dx^\mu\) corresponding to the inverse vierbein \(e_m^\mu\) of equation (10) is

\[
ds^2 = A^2 \left[ - \left( \xi'^2 + \frac{\lambda'}{r} dr \right)^2 + \left( \frac{\lambda'}{r} dr + \xi' dt \right)^2 + do^2 \right]
\]

and it apparent that the assumption of self-similarity, equation (2), is equivalent to the hypothesis that, as claimed above, \(\xi^m\) and \(\lambda^m\) are dimensionless, independent of the conformal time \(t\). The determinant of the metric is equal to the square \((1/e)^2\) of the determinant \(1/e\) of the inverse vierbein, which is

\[
\frac{1}{e} = A \frac{-\xi' \lambda'}{r} \sin \theta .
\]

(12)

Directed derivatives \(\partial_m\) are defined to be the spacetime derivatives along the axes \(\gamma_m\) of the tetrad frame:

\[
\partial_m \equiv \gamma_m \cdot \partial = e_m^\mu \frac{\partial}{\partial x^\mu}
\]

(13)

where \(\partial = g^{\mu\nu} \partial / \partial x^\mu = g^{\mu\nu} g_\nu \partial / \partial x^\mu\) is the invariant spacetime vector derivative. The directed derivatives \(\partial_m\) depend only on the choice of tetrad frame, and are independent of the choice of coordinate system. Unlike the coordinate partial derivatives \(\partial / \partial x^\mu\), the directed derivatives \(\partial_m\) do not commute, equation (32) below.

The coordinate 4-velocity \(v^\mu\) of an object at rest in the tetrad frame is

\[
v^\mu = \partial_t x^\mu = e^\mu t = \frac{1}{A \xi' \lambda'} \{-\lambda', r\xi', 0, 0\} .
\]

(14)

If the tetrad frame were chosen to be at rest in the similarity frame, so that \(\partial_t r = 0\), then this would correspond to the gauge choice \(\xi' = 0\). However, I choose to retain the freedom of an arbitrary radial Lorentz boost, that is, I allow \(\xi'\) to be arbitrary.

B. Gauge-invariant scalars

The fact that quantities in self-similar solutions are, modulo powers of the conformal factor \(A\), independent of conformal time \(t\) (with vanishing conformal time derivative \(\partial / \partial \bar{t}\)) means that the tangent vector \(g_t\) is a conformal Killing vector:

\[
g_t \cdot \partial = \frac{\partial}{\partial \bar{t}} .
\]

(15)
The tetrad-frame components of the Killing vector are \( A\xi^m \), because
\[
\gamma^m \cdot g_t = e^m_t = A\xi^m
\]
or equivalently
\[
\frac{\partial}{\partial t} = A\xi^m \partial_m .
\]

This explains the choice of the quantities \( \xi^m \) in the definition (9) of the vierbein, and also demonstrates that \( \xi^m \) is a tetrad-frame 4-vector, as claimed.

Minus the square of the dimensionless Killing vector \( \xi^m \) defines the horizon function \( \Delta \), a coordinate and tetrad gauge-invariant dimensionless scalar:
\[
\Delta \equiv -\xi_m \xi^m = -A^{-2} g_{tt} .
\]

According to the metric (11), the proper time \( \tau \) experienced by observers at fixed conformal position in the black hole, \( dr = d\theta = d\phi = 0 \), is related to the conformal time \( t \) by \( dt = A\Delta^{1/2} dt \), the vanishing of which defines the positions of horizons. The horizon function \( \Delta \) is positive outside the horizon, zero at the horizon, and negative inside the horizon, reflecting the fact that the Killing vector \( g_t \) is timelike outside the horizon, null at the horizon, and spacelike inside the horizon.

Besides the dimensionless Killing vector \( \xi^m \), there is another coordinate gauge-invariant dimensionless tetrad-frame 4-vector that arises naturally in self-similar solutions, the radial 4-gradient \( \beta_m = \{ \beta_t, \beta_r, 0, 0 \} \) defined by
\[
\beta_m \equiv \partial_m A .
\]

Physically, \( \beta_t \) and \( \beta_r \) are the proper time and radial derivatives of the circumferential radius \( A \) as measured by observers at rest in the tetrad frame. That \( \beta_m \) is coordinate gauge-invariant follows from the fact that it is a tetrad-frame derivative of the coordinate gauge-invariant quantity \( A \). The fact that \( \beta_m \) is dimensionless follows from the fact that, if \( f(r) \) is some arbitrary dimensionless function, then
\[
\partial_m A f(r) = A \partial_m f(r) + \beta_m f(r)
\]
is a sum of two terms, the first of which is manifestly dimensionless because \( A \partial_m f(r) = Ae_m^e \partial f/\partial r \) and \( e_m^e \propto 1/A \), equation (9), from which it follows that the second term \( \beta_m f(r) \) must also be dimensionless, so that \( \beta_m \) itself must be dimensionless as asserted. Expressions involving directed derivatives of powers of the conformal factor \( A \) times dimensionless quantities, such as on the left hand side of equation (20), appear ubiquitously in the theory of self-similar black holes, for example in the definitions of the tetrad-frame connections and Riemann tensor.

As an aside, it is worth mentioning that the argument from equation (20) that \( \beta_m \) is dimensionless fails for the Friedmann-Robertson-Walker metric, which possesses spatial translation symmetry, so that physical quantities depend only on conformal time \( t \), not on position, and consequently \( f(r) \) in equation (20) cannot be taken to be arbitrary. Thus in the Friedmann-Robertson-Walker metric a more general class of self-similar solutions exists. However, the present paper concerns itself with self-similar solutions of black holes, not of cosmology, so for this paper \( \beta_m \) is indeed dimensionless.

The scalar product \( \xi^m \beta_m \) of the Killing vector \( \xi^m \) with the radial 4-gradient \( \beta_m \) defines a second coordinate and tetrad gauge-invariant dimensionless scalar \( \nu \)
\[
\nu \equiv \xi^m \beta_m = \frac{1}{A} \frac{\partial A}{\partial t} = \frac{1}{a} \frac{da}{dt} .
\]

Since \( a(t) \) is a function only of conformal time \( t \), equation (2), the last expression of equation (21), \( \nu = (da/dt)/a \), shows that \( \nu \) is a function only of conformal time \( t \). But the fact that \( \nu \) is dimensionless (a function only of \( r \)) in self-similar solutions implies that \( \nu \) must also be independent of conformal time \( t \). It then follows that \( \nu \) must be a constant, independent of either \( t \) or \( r \). In [39, 40] \( \nu \) was set to unity, which corresponds to a certain gauge choice of the scaling of conformal time \( t \). Here instead \( \nu \) is allowed to be an arbitrary constant, which has the virtue of making it transparent how to take the limit of a stationary black hole, which corresponds to \( \nu \to 0 \). Physically, the constant \( \nu \) is proportional to the expansion velocity of the black hole at some fixed (but arbitrary) conformal radius \( r \), and thus a measure of the rate at which the black hole is accreting and growing. Specifically, the velocity \( \nu \) is related to the rate \( dA/dr \) at which an observer at rest in the conformal frame measures the circumferential radius \( A \) to vary with proper time \( d\tau = A\Delta^{1/2} dt \) by
\[
\nu = \Delta^{-1/2} \frac{dA}{d\tau} .
\]
In terms of the expansion velocity \( v \) and the 4-vectors \( \xi^m \) and \( \lambda^m \) in the vierbein \((9)\), the components \( \beta_m = e_m^\mu \partial A/\partial x^\mu \) of the radial 4-gradient are
\[
\begin{align*}
\beta_t &= \frac{\xi^\tau - v \lambda^t}{\xi \cdot \lambda}, \quad &\beta_r &= -\frac{\xi^\tau + v \lambda^r}{\xi \cdot \lambda}.
\end{align*}
\] (23)

A third coordinate and tetrad gauge-invariant dimensionless scalar, besides the horizon function \( \Delta \) and the expansion velocity \( v \), is given by the square \( \beta^m \beta_m \) of the radial 4-gradient \( \beta_m \). In terms of this a gauge-invariant dimensionless scalar, the dimensionless interior mass \( M \) can be defined by
\[
M \equiv \frac{1}{2} (1 - \beta_m \beta^m)
\] .
(24)

The dimensionless interior mass \( M \) is related to the the interior, or Misner-Sharpe \([59]\), mass \( m \) by \( M = m/A \) (this notation differs from that of \([39, 40]\), who defined \( M \) to be the interior mass, as opposed to a dimensionless version thereof). The physical interpretation of \( m = AM \) as an interior mass emerges from the spherically symmetric Einstein equations.

**C. Tetrad-frame connections**

In the tetrad formalism, the covariant derivatives \( D_n \) of the covariant, \( p_k \equiv \gamma_k \cdot p \), and contravariant, \( p^k \equiv \gamma^k \cdot p \), tetrad-frame components of a 4-vector \( p \equiv p^\mu g_\mu = p^m \gamma_m \) are
\[
\begin{align*}
D_n p_k &= \partial_n p_k - \Gamma^m_{kn} p_m \\
D_n p^k &= \partial_n p^k + \Gamma^k_{mn} p^m
\end{align*}
\] (25)

where the tetrad-frame connection coefficients \( \Gamma^k_{mn} \), also known as the Ricci rotation coefficients, are defined by the directed derivatives \( \partial_n \) of the tetrad axes \( \gamma_m \)
\[
\partial_n \gamma_m \equiv \Gamma^k_{mn} \gamma_k
\] (26)
in much the same way that the usual coordinate-frame connection coefficients, the Christoffel symbols \( \Gamma^k_{\mu\nu} \), are defined by the coordinate derivatives \( \partial/\partial x \) of the coordinate tangent vectors \( g_\mu \)
\[
\frac{\partial g_\mu}{\partial x^\nu} \equiv \Gamma^\kappa_{\mu\nu} g_\kappa .
\] (27)

Let \( d^k_{mn} \) denote the vierbein derivatives
\[
d^k_{mn} \equiv e^k_\kappa \partial_n e^\kappa_m = e^k_\kappa e^\nu_n \frac{\partial e^\kappa_m}{\partial x^\nu} .
\] (28)

The fact that \( \gamma_m = e_m^\mu g_\mu \) implies that the tetrad-frame connection coefficients \( \Gamma^k_{mn} \) defined by equation \((26)\) are related to the coordinate-frame connection coefficients \( \Gamma^\kappa_{\mu\nu} \) defined by equation \((27)\) by
\[
\Gamma^k_{mn} = d^k_{mn} + e^k_\kappa e^\mu_n \frac{\partial e^\kappa_m}{\partial x^\mu} .
\] (29)

The definition \((26)\) and the fact that the tetrad metric coefficients are constant, \( \partial_n (\gamma_k \cdot \gamma_m) = \partial_n \gamma_{km} = 0 \), implies that the tetrad-frame connection coefficients with all indices lowered \( \Gamma_{kmn} \equiv \gamma_{kl} \Gamma^l_{mn} \) are antisymmetric in their first two indices,
\[
\Gamma_{kmn} = -\Gamma_{mkn}
\] (30)

which expresses mathematically the fact that \( \Gamma_{kmn} \) for each given final index \( n \) is the generator of a Lorentz transformation between tetrad frames parallel transported along the axis \( \gamma_n \). The tangent vectors \( g_\mu \) can be regarded as coordinate derivatives of the invariant 4-vector interval \( dx = g_\mu dx^\mu \), that is, \( g_\mu = \partial x/\partial x^\mu \), and the commutativity of partial derivatives, \( \partial g_\mu/\partial x^\nu = \partial^2 x/\partial x^\nu \partial x^\mu = \partial^2 x/\partial x^\mu \partial x^\nu = \partial g_\mu/\partial x^\mu \), implies the usual no-torsion condition of general relativity that the coordinate-frame connections are symmetric in their last two indices
\[
\Gamma^\kappa_{\mu\nu} = \Gamma^\kappa_{\nu\mu} .
\] (31)
Unlike coordinate derivatives, the directed derivatives do not commute. The commutator of directed derivatives is

\[
[\partial_n, \partial_m] = (\Gamma^k_{mn} - \Gamma^k_{nm}) \partial_k = (d^k_{mn} - d^k_{nm}) \partial_k
\]

(32)

the middle expression of which follows from equation (29), and the last expression from equation (13). From the relation (30), the Lorentz antisymmetry (30), and the no-torsion condition (31), it can be deduced that the tetrad-frame connection coefficients \( \Gamma_{kmn} \) can be expressed in terms of the vierbein derivatives \( d_{kmn} = \gamma_{kl} d^l_{mn} \), equation (28), as

\[
\Gamma_{kmn} = \frac{1}{2} (d_{kmn} - d_{mkn} + d_{nṃk} - d_{nkm} + d_{nmk} - d_{kmn})
\]

(33)

which provides an explicit way to compute \( \Gamma_{kmn} \) from the vierbein \( e_{km} \).

For the vierbein \( e_{km} \) given by equation (9), the non-vanishing tetrad-frame connection coefficients \( \Gamma_{kmn} \) are

\[
\Gamma_{trr} = h_t/A ,
\]

(34a)

\[
\Gamma_{trt} = h_r/A ,
\]

(34b)

\[
\Gamma_{\phi \phi t} = \Gamma_{\theta \theta t} = \beta_t/A ,
\]

(34c)

\[
\Gamma_{\phi \phi r} = \Gamma_{\theta \theta r} = \beta_r/A ,
\]

(34d)

\[
\Gamma_{\phi \theta \phi} = \cot \theta/A ,
\]

(34e)

where

\[
h_t \equiv \frac{1}{\xi \cdot \lambda} \left( \frac{\partial \lambda^t}{\partial t} + \nu \lambda^t - \frac{\partial \rho}{\partial r} \right) ,
\]

\[
h_r \equiv - \frac{1}{\xi \cdot \lambda} \left( \frac{\partial \lambda^t}{\partial t} + \nu \lambda^t - \frac{\partial \rho}{\partial r} \right) .
\]

(35)

Physically, the connection coefficient \( h_t/A \equiv \Gamma_{trr} \) is minus the local “Hubble parameter” of the radial flow, that is, minus the proper radial gradient, \(-D_t u^r\), of the proper radial velocity between objects each of which is comoving with the tetrad frame at its position; while \( h_r/A \equiv \Gamma_{trt} \) is the proper gravitational force, or equivalently minus the proper acceleration, \(-D_t u^r\), experienced by an observer at rest in the tetrad frame. These assertions follow from the fact that observers at rest in the tetrad frame have 4-velocity \( u^m = \{1, 0, 0, 0\} \), so that

\[
D_t u^r = \partial_r u^r + \Gamma^r_{tr} u^t = \Gamma^r_{tr} = -h_t/A ,
\]

(36a)

\[
D_t u^r = \partial_r u^r + \Gamma^r_{tr} u^t = \Gamma^r_{tr} = -h_r/A .
\]

(36b)

### D. Riemann, Ricci, Einstein, and Weyl tensors

The Riemann tensor \( R_{klmn} \) in the tetrad frame is defined in the usual way by the commutator of the covariant derivative, \( R_{klmn} \equiv [D_k, D_l]_{pm} \), and is given in terms of the tetrad-frame connection coefficients by

\[
R_{klmn} = \partial_l \Gamma_{nm} - \partial_m \Gamma_{nl} + \Gamma^j_{ml} \Gamma_{nj} - \Gamma^j_{mk} \Gamma_{jn} + (\Gamma^j_{l} - \Gamma^j_{kl}) \Gamma_{nmj}
\]

(37)

which has two extra terms (the last two) compared to the usual coordinate expression for the Riemann tensor in terms of Christoffel symbols. The Ricci tensor and scalar are given by the usual contractions of the Riemann tensor, \( R_{km} = \gamma^ln R_{klmn} \) and \( R = \gamma^km R_{km} \), and the Einstein tensor is given by the usual expression in terms of the Ricci tensor and scalar, \( G_{km} = R_{km} - \frac{1}{2} R \gamma_{km} \). The Weyl tensor \( C_{klmn} \) is defined in the usual way to be the totally trace-free, or tidal, part of the Riemann tensor \( R_{klmn} \).

\[
C_{klmn} \equiv R_{klmn} - \frac{1}{2} (\gamma_{km} R_{ln} - \gamma_{kn} R_{lm} + \gamma_{ln} R_{km} - \gamma_{lm} R_{kn}) + \frac{1}{6} (\gamma_{km} \gamma_{ln} - \gamma_{kn} \gamma_{lm}) .
\]

(38)

In the present case, define the symbols \( F, R \) (not the Ricci scalar!), \( P \), and \( P_\perp \) by

\[
F \equiv A \partial_t \beta_t + \beta_t h_t = A \partial_r \beta_t + \beta_t h_t ,
\]

(39a)

\[
R \equiv -A \partial_r \beta_t - \beta_t h_t + M = \frac{1}{\beta_t} [\partial_t (AM) - \beta_t F] ,
\]

(39b)

\[
P \equiv -A \partial_t \beta_t - \beta_t h_t - M = -\frac{1}{\beta_t} [\partial_t (AM) + \beta_t F] ,
\]

(39c)

\[
P_\perp \equiv \frac{1}{2\beta_t} \left[ A (\partial_r P + \partial_t F) - h_t (R + P) - 2h_t F \right] = -\frac{1}{2\beta_t} \left[ A (\partial_t R + \partial_r F) - h_t (R + P) - 2h_t F \right] .
\]

(39d)
The definitions (39) of $F$, $R$, $P$, and $P_L$ differ from the corresponding definitions in [39, 40] in that appropriate factors of the conformal factor $A$ have been included so as to make $F$, $R$, $P$, and $P_L$ dimensionless, that is, functions only of the conformal radial coordinate $r$ in self-similar solutions. In terms of these quantities, the non-vanishing components of the Einstein tensor $G_{mn}$ are

\begin{align}
G_{tt} &= 2R/A^2 , \\
G_{tr} &= -2F/A^2 , \\
G_{rr} &= 2P/A^2 , \\
G_{\phi\phi} &= G_{\theta\theta} = 2P_L/A^2 .
\end{align}

The Einstein equations

\[ G_{mn} = 8\pi T_{mn} \]

imply that the dimensionless quantities $R$, $F$, $P$, and $P_L$ are related to the tetrad-frame energy density $\rho \equiv T^{tt}$, radial energy flux $f \equiv T^{tr}$, radial pressure $p \equiv T^{rr}$, and transverse pressure $p_L \equiv T^{\theta\theta} = T^{\phi\phi}$, by

\[ R = 4\pi A^2 \rho , \quad F = 4\pi A^2 f , \quad P = 4\pi A^2 p , \quad P_L = 4\pi A^2 p_L . \tag{42} \]

The non-vanishing components of the Weyl tensor $C_{klnm}$ are

\[ C_{trtr} = -C_{\theta\phi\theta\phi} = -2C_{t\theta t\phi} = 2C_{r\theta r\phi} = 2C_{r\phi r\theta} = C/A^2 \]

where $C$ is the dimensionless Weyl scalar

\[ C \equiv \frac{1}{8} (R - P + P_L - 3M) . \tag{44} \]

### III. NEWMAN-PENROSE FORMALISM

The perturbation theory presented in IV follows the Newman-Penrose formalism [2, 33, 67, 77], and this section sets up the necessary apparatus. Subsection III A defines the background radial gauge with respect to which wave equations prove to be separable. Subsection III B introduces the Newman-Penrose tetrad. Subsections III C–III E define angular and radial raising and lowering operators, in terms of which wave operators turn out to be most elegantly expressed. Finally, III F discusses the asymptotic behavior of wave solutions in a hypothetical asymptotically flat spacetime at large distance from the black hole, a question that can be addressed independently of the black hole itself.

#### A. Radial gauge and the Regge-Wheeler coordinate

Up to this point the gauge of the conformal radial coordinate $r$ in the unperturbed background has been left unspecified. It turns out that the requirement that eigenfunctions of wave equations be separable functions of the conformal coordinates $t, r, \theta$, and $\phi$ forces the radial coordinate $r$ into a certain gauge. It should be commented that in much of the rest of this paper the background radial gauge is not actually fixed until the last moment. That is, the definitions [36a] and [69] of the radial operators $D_r$ and $\xi D_r$ are independent of the background radial gauge: only when these operators are converted to coordinates, equation (47a), is the radial gauge actually fixed.

Recall that the coordinate time derivative is the directed derivative along the Killing vector $A \xi^m = A \{ \xi^t, \xi^r, 0, 0 \}$

\[ \frac{\partial}{\partial t} = A \xi^m \partial_m . \tag{45} \]

Let $\chi^m \equiv \{ \xi^r, \xi^t, 0, 0 \}$ denote the 4-vector in the $r$-$t$ plane orthogonal to the Killing vector, with the same magnitude as $\xi^m$. The directed derivative along this orthogonal direction is

\[ A \chi^m \partial_m = \frac{r \Delta}{\xi \lambda} \frac{\partial}{\partial r} + \frac{\xi^t \lambda_r + \xi^r \lambda_t}{\xi \lambda} \frac{\partial}{\partial t} . \tag{46} \]

Separability of the wave equations turns out to require that the directed derivative along the orthogonal direction $\chi^m$, equation (46), be a purely radial coordinate derivative. This imposes the gauge condition that $\xi^t \lambda_r + \xi^r \lambda_t = 0$. The corresponding values of $\lambda^m$ are

\[ \lambda^m = \frac{\xi^m}{[(1 - 2M)\Delta + v^2]^{1/2}} . \tag{47} \]
In this gauge, the directed derivative in the direction $\chi^m$ orthogonal to the Killing vector $\xi^m$ is a purely radial derivative, as desired,

$$A\chi^m\partial_m = [(1 - 2M)\Delta + v^2]^{1/2} r \frac{\partial}{\partial r}. \quad \text{(48)}$$

The coordinate metric in this gauge reduces to the diagonal form

$$ds^2 = A^2 \left[ -\Delta dt^2 + \frac{\Delta}{[(1 - 2M)\Delta + v^2] r^2} dr^2 + do^2 \right]. \quad \text{(49)}$$

Note that even though the coordinate metric $g_{\mu\nu}$ is diagonal in this gauge, the vierbein $e_{\mu}^m$ is not diagonal, thanks to the (desirable) freedom of an arbitrary Lorentz boost in the radial direction.

In self-similar evolution, the quantities $\Delta$, $v$, and $M$, equations (18), (21), and (24), are all dimensionless, which is to say functions only of the conformal radius $r$, and a Regge-Wheeler [82] (tortoise) coordinate $r^*$ can be defined such that

$$A\chi^m\partial_m = \frac{\partial}{\partial r^*}. \quad \text{(50)}$$

In terms of the Regge-Wheeler coordinate $r^*$, the metric then simplifies further to

$$ds^2 = A^2 \left[ \Delta (-dt^2 + dr^{*2}) + do^2 \right]. \quad \text{(51)}$$

Stationary solutions are obtained in the limit of zero expansion velocity, $v \to 0$. In this case the time-dependent part $a(t)$ of the conformal factor $A \equiv a(t)r$, equation (4), can be set to unity without loss of generality, $a(t) = 1$, so that it is consistent to take $A = r$ in stationary solutions.

The Reissner-Nordström geometry is not only stationary but also empty aside from a central singularity and a static electric field. To convert to the Reissner-Nordström geometry, set $\Delta = (1 - 2M)/r^2$, the dimensionless interior mass $M$ being related to the black hole’s constant mass $m_\bullet$ and charge $q_\bullet$ by $M = m_\bullet/r - \frac{1}{2}q_\bullet^2/r^2$. The conformal time $t$ and conformal radius $r$ then coincide with the usual Reissner-Nordström time $t$ and circumferential radius $r$.

### B. Newman-Penrose tetrad

Newman-Penrose null tetrads [33, 67] are particularly well adapted to exploring fields that propagate at the speed of light [77]. Define the Newman-Penrose null tetrad $\{\gamma_v, \gamma_u, \gamma_+, \gamma_-\}$ in terms of the orthonormal tetrad $\{\gamma_t, \gamma_r, \gamma_\theta, \gamma_\phi\}$ by

- $\gamma_v \equiv \frac{1}{\sqrt{2}} (\gamma_t + \gamma_r)$, \quad \text{(52a)}
- $\gamma_u \equiv \frac{1}{\sqrt{2}} (\gamma_t - \gamma_r)$, \quad \text{(52b)}
- $\gamma_+ \equiv \frac{1}{\sqrt{2}} (\gamma_\theta + i\gamma_\phi)$, \quad \text{(52c)}
- $\gamma_- \equiv \frac{1}{\sqrt{2}} (\gamma_\theta - i\gamma_\phi)$, \quad \text{(52d)}

The Newman-Penrose tetrad metric is

$$\gamma_{mn} \equiv \gamma_m \cdot \gamma_n = \begin{pmatrix} 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \quad \text{(53)}$$

with indices $m$, $n$ running over $v, u, +, -$.

It is useful to define the operation of angular conjugation, designated $^\star$ (to be distinguished from complex conjugation $^*$), as flipping the azimuthal tetrad axis:

$$\gamma_\phi^\star \equiv -\gamma_\phi. \quad \text{(54)}$$
In a Newman-Penrose tetrad, angular conjugation corresponds to swapping the angular axes, \(+ \leftrightarrow -\),
\[
\gamma^*_v = \gamma_v, \quad \gamma^*_u = \gamma_u, \quad \gamma^*_+ = \gamma_-, \quad \gamma^*_- = \gamma_+.
\] (55)

If a quantity is real in an orthonormal tetrad, then in a Newman-Penrose tetrad its angular conjugate is the same as its complex conjugate, but with waves it is convenient to allow a complex time dependence \(\sim e^{-i\omega t}\) (and an associated complex radial dependence), in which case angular conjugation is not the same as complex conjugation. The effect of angular conjugation is to swap covariant angular indices \(+ \leftrightarrow -\) on tensors (such as the Riemann tensor) and other natively real objects in a Newman-Penrose tetrad (such as the tetrad connections). In general, an object can be resolved into polar \((p)\) and axial \((a)\) parts defined by the property that the polar and axial parts respectively do not and do change sign under angular conjugation. For objects that are real in an orthonormal tetrad, the polar and axial parts correspond to the real and imaginary parts of the object in a Newman-Penrose tetrad.

### C. Commuting radial and angular operators

The radial derivative operators \(D_v\) and \(D_u\) and angular operators \(D_+\) and \(D_-\) defined as follows, equations (56), play a fundamental role because they provide the basis for the definitions of radial and angular raising and lowering operators [equations (69) and (61) below] which appear ubiquitously in the equations describing perturbations of spherically symmetric self-similar black holes:
\[
D_v = \frac{1}{A} \frac{\partial}{\partial u} A^2, \quad D_u = A \frac{\partial}{\partial z}.
\] (56a)
\[
D_+ = \frac{1}{2A^2 \xi^u} \left( \frac{\partial}{\partial t} \pm \frac{\partial}{\partial r^*} \right) A^2, \quad D_- = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial \theta} \pm \frac{i}{\sin \theta} \frac{\partial}{\partial \phi} \right). \quad (57a)
\]

The radial operators \(D_v\) and \(D_u\) commute with the angular operators \(D_+\) and \(D_-\) (whereas the radial directed derivatives \(\partial_v\) and \(\partial_u\) do not commute with the angular directed derivatives \(\partial_+\) and \(\partial_-\)). The placement of factors of \(A\) in equation (56a) for \(D_v\) is such as to eliminate factors of \(A\) in the relation (70) below.

The eigenfunctions of wave equations are mutually orthogonal. The measure with respect to which inner products of eigenfunctions are defined is the invariant 4-volume element \(d^4x = e^{-1} dt dt d\theta d\phi\), where \(e\) is the determinant of the vierbein \(e^m_\mu\). In the present case the invariant 4-volume \(d^4x\) is a product of radial and angular parts \(d\phi\) and \(d\theta\)
\[
d^4x = d\phi \, d\theta
d\phi = A^4 \Delta \, dt \, dr^*, \quad (59a)
\]
\[
d\theta = \sin \theta \, d\theta d\phi. \quad (59b)
\]

The contravariant components of the operators given by equations (56) are
\(D^v = -D_u, \quad D^u = -D_v, \quad D^+ = D_-, \quad D^- = D_+,\) in accordance with the Newman-Penrose metric (53), and the Hermitian conjugates of these with respect to the radial and angular measures given by equations (59) are
\[
D^u = \frac{1}{A} \frac{\partial}{\partial u} A^2, \quad D^u = A \frac{\partial}{\partial z} \xi^u = \frac{1}{A^2 \Delta} \left( \frac{\partial}{\partial t} \pm \frac{\partial}{\partial r^*} \right) A^2 \xi^u, \quad (60a)
\]
\[
D^\pm = \partial^\pm A = -\frac{1}{\sin \theta} D^\pm \sin \theta. \quad (60b)
\]

### D. Spin raising and lowering angular operators, and spin-weighted spherical harmonics

This subsection summarizes the familiar properties [35] of the spin raising and lower angular operators and the spin-weighted spherical harmonics introduced by Newman and Penrose [67]. The aim is not to introduce any new
ideas, but rather to establish notation, and because the pattern provides a template for the spin radial operators presented in [III E] below.

Define spin raising and lowering angular operators \( sD_+ \) and \( sD_- \) (these are, modulo a factor of \(-1/\sqrt{2}\), the same as Newman and Penrose’s \( \partial \) and \( \bar{\partial} \) [32, 68]) by

\[
\begin{align*}
    sD_+ &\equiv (\sin \theta)^s \, D_+ (\sin \theta)^{-s}, \\
    sD_- &\equiv (\sin \theta)^{-s} \, D_- (\sin \theta)^s.
\end{align*}
\]  

(61a)

(61b)

The Hermitian conjugates of the contravariant components of these operators are

\[
\begin{align*}
    sD_+^{\dagger} &\equiv -s+1 \, D_- , \\
    sD_-^{\dagger} &\equiv -s-1 \, D_+.
\end{align*}
\]  

(62a)

(62b)

The products of the raising and lowering operators \( sD_\pm \) with their contravariant Hermitian conjugates \( sD_\pm^{\dagger} \) are the Hermitian operators

\[
\begin{align*}
    2\, sD_+^{\dagger} \, sD_+ &\equiv sL^2 - s(s+1) \quad \text{(63a)} \\
    2\, sD_-^{\dagger} \, sD_- &\equiv sL^2 - s(s-1) \quad \text{(63b)}
\end{align*}
\]

where \( sL^2 \) is the squared total angular momentum operator

\[
sL^2 \equiv -\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial}{\partial \theta} + \frac{1}{\sin^2 \theta} \left( m^2 + s^2 + 2ms \cos \theta \right)
\]  

(64)

with \( \partial/\partial \phi \equiv im. \)

An important feature of the operators \( sD_+^{\dagger} \, sD_+ \) and \( sD_-^{\dagger} \, sD_- \) is that they differ by a constant, equations (63),

\[
sD_+^{\dagger} \, sD_+ - sD_-^{\dagger} \, sD_- = -s,
\]  

(65)

since it is this property that ensures that the ladder of raising and lowering angular operators \( sD_\pm \) yields a mutually consistent set of eigenfunctions. The operator \( sD_+^{\dagger} \, sD_+ \) represents the operation of raising followed by lowering, and thus connects spin-\( s \) with spin-(\( s+1 \)) functions, while \( sD_-^{\dagger} \, sD_- \) represents the operation of lowering followed by raising, and thus connects functions on the adjacent level, spin-\( s \) with spin-(\( s-1 \)). The fact that the two operators differ by a constant, equation (65), implies that the spin-\( s \) eigenfunctions are the same for both levels. This is true for any spin \( s \), and so it follows that, as asserted, the ladder of raising and lowering angular operators yields a mutually consistent set of eigenfunctions.

The eigenfunctions of the squared total angular momentum operator \( sL^2 \) are the spin-weighted spherical harmonics \( sY_{lm}(\theta, \phi) \), with \( l \geq |s|, |m| \), satisfying

\[
sL^2 sY_{lm}(\theta, \phi) = l(l+1) sY_{lm}(\theta, \phi).
\]  

(66)

The spin \( s \), harmonic number \( l \), and azimuthal number \( m \) must be either all integral, or all half-integral, although only integral spin is considered in this paper. The spin raising and lowering angular operators raise and lower by one unit the spin \( s \) of the spin-weighted spherical harmonics

\[
sD_\pm sY_{lm}(\theta, \phi) = \mp \left[ \frac{(l \mp s)(l \pm s + 1)}{2} \right]^{1/2} s_{\pm 1} Y_{lm}(\theta, \phi).
\]  

(67)

The normalization factor in equation (67) follows, modulo a conventional choice of sign (per [32, 68]), from the fact that the raising and lowering operators \( sD_+ \) and \( -s+1 \, D_- \) are Hermitian conjugates of each other, equation (62), and that their product \( -s+1 \, D_- \, sD_+ \) has eigenvalue \( (l-s)(l+s+1)/2 \), in accordance with equation (63a). Spin-harmonics of opposite spins \( s \) are related by

\[
sY_{lm} = (-)^{m+s} \, sY^*_{l-m}.
\]  

(68)

E. Spin raising and lowering radial operators

As will be seen in [III V] radial operators \( sD_v \) and \( sD_u \) analogous to the angular operators \( sD_+ \) and \( sD_- \) of the previous subsection, [III D and III E] appear ubiquitously in the perturbation theory of spherically self-similar black holes. The
structure of the radial operators resembles that of the angular operators, and it is convenient to refer to the radial operators as spin raising and lowering operators. However, whereas the angular operators yield a consistent ladder of angular eigenfunctions, the radial operators do not, because whereas in the angular case the Hermitian operators connecting adjacent levels of spin differ by a constant, equation (65), in the radial case they do not, equation (75) (except in the case that the Weyl scalar \( C \) is constant, which occurs in flat space, where \( C = 0 \), as considered in the next subsection, [III F]. Thus the designation of \( sD_v \) and \( sD_u \) as spin raising and lowering radial operators has a limited meaning. It is true that for each spin \( s \), the Hermitian operator \( sD_v \) has two eigenfunctions, and that \( sD_v \) “raises” the “spin-\( s \)” eigenfunction to the “spin-(\( s+1 \))” eigenfunction, while \( sD_v = s+1 \)D_u “lowers” the “spin-(\( s+1 \))” eigenfunction to the “spin-\( s \)” eigenfunction. But the eigenfunctions of operators \( sD_v \) with different spins \( s \) are different, so there is no consistent ladder of spin radial eigenfunctions (except in the case that \( C \) is constant, considered in the next subsection, [III F]).

Define the spin raising and lowering radial operators \( sD_v \) and \( sD_u \) by

\[
\begin{align*}
    sD_v &\equiv (\xi^v)^s D_v (\xi^v)^{-s}, \\
    sD_u &\equiv (\xi^v)^{-s} D_u (\xi^v)^s.
\end{align*}
\]  

(69a)

(69b)

The Hermitian conjugates of the contravariant components of these operators are

\[
\begin{align*}
    sD^u_v &= s+1 D_u \\
    sD^u_u &= s-1 D_v.
\end{align*}
\]  

(70a)

(70b)

The products of the raising and lowering operators \( sD_v \) with their contravariant Hermitian conjugates \( sD^u \) are the Hermitian operators

\[
\begin{align*}
    2 sD^u_v sD_v &= \frac{1}{A^2 \Delta} \left( \frac{\partial}{\partial t} - s \frac{\partial \ln \xi^v}{\partial r^*} - s \frac{\partial \ln \xi^v}{\partial r^*} \right) \left( \frac{\partial}{\partial t} + \frac{\partial \ln \xi^v}{\partial r^*} + \frac{\partial \ln \xi^v}{\partial r^*} \right) \frac{1}{A^2}, \\
    2 sD^u_u sD_u &= \frac{1}{A^2 \Delta} \left( \frac{\partial}{\partial t} + s \frac{\partial \ln \xi^u}{\partial r^*} - s \frac{\partial \ln \xi^u}{\partial r^*} \right) \left( \frac{\partial}{\partial t} - \frac{\partial \ln \xi^u}{\partial r^*} - s \frac{\partial \ln \xi^u}{\partial r^*} \right) \frac{1}{A^2}.
\end{align*}
\]  

(71a)

(71b)

These Hermitian operators can be re-expressed as

\[
\begin{align*}
    2 sD^u_v sD_v &= \frac{1}{A^2 \Delta} \left( \frac{\xi^v}{\xi^u} \right)^{-s/2} \left[ - \frac{\partial^2}{\partial r^*^2} + (i\omega + s\kappa)^2 + s(1+6C)v \Delta \right] \left( \frac{\xi^v}{\xi^u} \right)^{s/2} \frac{1}{A^2}, \\
    2 sD^u_u sD_u &= \frac{1}{A^2 \Delta} \left( \frac{\xi^u}{\xi^v} \right)^{-s/2} \left[ - \frac{\partial^2}{\partial r^*^2} + (i\omega + s\kappa)^2 - s(1+6C)v \Delta \right] \left( \frac{\xi^u}{\xi^v} \right)^{s/2} \frac{1}{A^2},
\end{align*}
\]  

(72a)

(72b)

where \( \partial/\partial t \equiv -i\omega \), the dimensionless scalar \( \kappa \) is

\[
\kappa \equiv \frac{1}{2A} \frac{\partial \Delta}{\partial r^*} = \xi^u h_u - \xi^v h_v - \frac{\partial \ln A}{\partial r^*},
\]  

(73)

and \( C \) is the dimensionless unperturbed Weyl scalar, equation (14). The factor \( 1 + 6C \) in the potential \( (1+6C)\Delta \) in equations (72) comes from

\[
1 \frac{\partial \Delta}{\Delta} = 1 + 6C. 
\]  

(74)

The Hermitian operators \( sD^u_v sD_v \) and \( sD^u_u sD_u \) differ by a function, according to equations (72),

\[
(75) 
\]

This difference, equation (75), is generally not constant because the Weyl scalar \( C \) is generally not constant, and it follows that, in contrast to the angular raising and lowering operators \( sD_\pm \), the ladder of radial raising and lowering operators \( sD_v \) does not yield a mutually consistent set of radial eigenfunctions (except in the case that \( C \) is constant, such as the case \( C = 0 \) considered in the next subsection, [III F]). In practice, the radial operators \( sD^u_v sD_v \) and \( sD^u_u sD_u \) occur in the gravitational, electromagnetic, and scalar wave equations (172), (199), (251), (269), and (292) in combination with angular parts \( sD^\pm sD_\pm \) and \( sD^\pm \), as follows, with positive spin \( s \):

\[
\pm sD^u_v sD_v \pm sD^\pm sD_\mp = \frac{1}{2A^2 \Delta} \left( \frac{\xi^v}{\xi^u} \right)^{s/2} \left\{ - \frac{\partial^2}{\partial r^*^2} + (i\omega \pm s\kappa)^2 + [l(l+1) - s^2 - 6sC]\Delta \right\} \left( \frac{\xi^v}{\xi^u} \right)^{s/2} \frac{1}{A^2} 
\]  

(76)
in which the total angular momentum operator \( sL^2 \) in the angular operators \( sD_{\pm} \) and \( sD_{\pm} \), equations \( \text{[63]} \), has been replaced by its eigenvalue \( l(l+1) \), equation \( \text{[66]} \). The wave operators in the wave equations for gravitational, electromagnetic, and scalar waves prove to be the same as that given by equation \( \text{[76]} \), apart from the addition of further dimensionless terms, functions only of conformal radius \( r \), in the factor inside square brackets multiplying the dimensionless horizon function \( \Delta \) within the curly braces on the right hand side.

The operator given by equation \( \text{[76]} \) has homogeneous solutions \( \Psi_{\pm s} \)
\[
\left( \pm sD_{\pm}^u \pm sD_{\pm}^\dagger \right) \Psi_{\pm s} = 0
\]

of definite conformal frequency \( \omega \) and definite spherical harmonic numbers \( lm \), separating as
\[
\Psi_{\pm s} = (\xi^v/\xi^u)^{\mp s/2} A^{-2} e^{-i\omega t} \pm s\psi_w(r) \pm sY_{lm}(\theta, \phi)
\]
where \( s\psi_w(r) \) depends only on conformal radius \( r \), not on conformal time \( t \). The factors of \( (\xi^v/\xi^u)^{\mp s/2} \) in the solutions \( \Psi_{\pm s} \) embody their dependence on radial Lorentz boosts. In a tetrad frame at rest in the similarity frame, where \( \xi^r = 0 \) and hence \( \xi^v/\xi^u = 1 \), the factor is just unity. In a tetrad frame moving at radial velocity \( V \) with respect to the similarity frame, so that \( \xi^r/\xi^t = V \), the factor \( (\xi^v/\xi^u)^{\mp s/2} \) is simply the \( \mp s \)'th power of the special relativistic Doppler shift factor
\[
\left( \frac{\xi^v}{\xi^u} \right)^{1/2} = \left[ \frac{(1+V)}{(1-V)} \right]^{1/2}.
\]

Reduced spin raising and lowering operators \( s_d \) can be defined which operate only on the radial part \( s\psi_w(r) \) of the homogeneous solution \( \Psi_{s} \), in view of the relation \( \text{[78]} \),
\[
s_d u \equiv e^{i\omega t} A^2 (\xi^v/\xi^u)^{(s\pm 1)/2} sD_{\pm}^u (\xi^v/\xi^u)^{-s/2} A^{-2} e^{-i\omega t},
\]
which simplifies to
\[
d_u \equiv \frac{1}{\sqrt{2\Delta}} \left( \pm \frac{\partial}{\partial r^*} - i\omega \right), \quad s_d u \equiv \Delta^{s/2} d_u \Delta^{\mp s/2}.
\]

\[ F. \text{ Asymptotic wave solutions at large radius} \]

Self-similar solutions to black holes do not necessarily continue self-consistently to asymptotically flat, empty space at large radius \( \text{[33, 40]} \). Nevertheless, it is convenient to suppose that the self-similar geometry does asymptote at large radius to a region where the Weyl scalar vanishes, \( C = 0 \), since this makes it straightforward to identify which solutions are to be identified as ingoing and which as outgoing.

The solutions of equations \( \text{[73]} \) and \( \text{[74]} \) with \( C = 0 \), and with \( \kappa \) and \( \Delta \) tending to zero at large radius, are
\[
\kappa = -\frac{1}{r^*}, \quad \Delta = \frac{1}{r^{*2}}.
\]

In non-stationary self-similar solutions, where the expansion velocity is non-zero, \( v \neq 0 \), the Regge-Wheeler coordinate \( r^* \) defined by equations \( \text{[43]} \) and \( \text{[50]} \) is related to the conformal radius \( r \) at large radius by \( v r^* \to r \). This contrasts with the case of stationary solutions, where \( r^* \to r \) at large radius.

Denote the radial part \( s\psi_w(r) \) of the solutions \( \Psi_{s} \), equation \( \text{[75]} \), in the asymptotic region at large radius by \( s z_l \)
\[
s\psi_w \sim s z_l \text{ at large radius}.
\]

The asymptotic solutions \( s z_l \) are the homogeneous solutions of the operator inside braces in equation \( \text{[76]} \) for the case where \( C = 0 \) and \( \kappa \) and \( \Delta \) are given by equations \( \text{[82]} \).
\[
\left[ -\frac{\partial^2}{\partial r^{*2}} - \omega^2 + \frac{2s\omega}{r^*} + \frac{l(l+1)}{r^{*2}} \right] s z_l = 0.
\]

It evident from the form of equation \( \text{[82]} \) that the solutions can be taken to be functions \( s z_l (\omega r^*) \) of the product \( \omega r^* \) of conformal frequency and radius. To leading order at large radius \( r^* \), the two independent solutions of equation \( \text{[83]} \) are
\[
s z_l^{\text{in}} \sim (\omega r^*)^s e^{-i\omega r^*} \quad \text{(propagating for } s \geq 0 \),
\]
\[
s z_l^{\text{out}} \sim (\omega r^*)^{-s} e^{i\omega r^*} \quad \text{(propagating for } s \leq 0 \).
\]
The modes are labeled in and out because \( \Psi_s \propto e^{-i\omega t} z_l^{in} \propto (\omega^*)^s e^{-i\omega(t+r^*)} \) corresponds to ingoing modes, while \( \Psi_s \propto e^{-i\omega t} z_l^{out} \propto (\omega^*)^{-s} e^{-i\omega(t-r^*)} \) corresponds to outgoing modes. For non-zero spins \( s \), only one of the two modes of equations (85) is propagating, the one that falls off most slowly at large radius \( r^* \). For positive spin \( +s \), the propagating mode is the incoming mode, \( z_l^{in} \propto (\omega^*)^s e^{-i\omega r^*} \), while for negative spin \( -s \), the propagating mode is the outgoing mode, \( z_l^{out} \propto (\omega^*)^{-s} e^{i\omega r^*} \). The other of the two modes, for non-zero spin, corresponds to the short-range, non-propagating spin-(\( \mp s \)) component of a propagating spin-(\( \mp s \)) wave.

Since changing the sign of the spin \( s \) changes the sign on the left hand side of equation (85) into its complex conjugate, it follows that solutions \( z_l^{in} \) of opposite spin are complex conjugates of each other. Specifically, ingoing solutions are complex conjugates of outgoing solutions of opposite spin:

\[
s z_l^{in} = (-z_l^{out})^* .
\]

For vanishing Weyl scalar \( C = 0 \), as is being considered in this subsection, the radial operators \( z D_v \) and \( z D_u \) defined by equations (69) form a consistent ladder of spin raising and lowering operators [cf. the comments in the paragraphs containing equations (65) and (76)]. As will now be shown, these operators can be used to construct exact analytic expressions for the asymptotic solutions \( z_l \) by successive raisings or lowerings from the spin zero solutions.

The spin zero solutions \( z_l (\omega r^*) \) of equation (53) are proportional to spherical Hankel-Bessel functions \( h_l^{(\pm)} (\omega r^*) \equiv j_l (\omega r^*) \pm iy_l (\omega r^*) \approx \sqrt{\pi/(2\omega r^*)} [J_l(\omega r^*) \pm iY_l(\omega r^*)] \),

\[
0 z_l^{out} (\omega r^*) = (i)^{l+1} (\omega r^*) h_l^{(+) (\omega r^*)} , \quad 0 z_l^{in} (\omega r^*) = (i)^l (\omega r^*) h_l^{(-) (\omega r^*)} ,
\]

which are complex conjugates of each other, in accordance with equation (86). The spin zero solutions \( z_l (\omega r^*) \), equations (87), are normalized so that

\[
0 z_l^{in} (\omega r^*) \to e^{-i\omega r^*} \quad \text{as} \quad r^* \to \infty .
\]

The spin raising and lowering operators \( z D_v \) act not on \( z_l (\omega r^*) \) but rather on the full temporal-radial part \( z Z_l(t, r) \) of \( \Psi_s = s Z_l(t, r) s Y_{lm}(\theta, \phi) \), equation (78),

\[
 s Z_l(t, r) \equiv (\xi^v/\xi^u)^{-s/2} A^{-2} e^{-i\omega t} s z_l (\omega r^*) .
\]

The functions \( \pm s Z_l(t, r) \) are by definition eigenfunctions of the Hermitian operator \( \pm s D_v \) with eigenvalues \(-(l-s)(l+s+1)/2 \) in accordance with equation (77),

\[
\left[ s D_v^{(2)} + \frac{(l-s)(l+s+1)}{2} \right] \pm s z_l (t, r) = 0 .
\]

The radial spin raising and lowering operators \( z D_v \) and \( z D_u \) raise and lower the spin \( s \) of \( z Z_l(t, r) \) by one unit

\[
s D_v^{(2)} s Z_l(t, r) = -i \frac{(l \pm s)(l \pm s + 1)}{2}^{1/2} \pm s Z_l(t, r)
\]

where the normalization factor follows, modulo a phase factor, from the fact that the raising and lowering operators \( z D_v \) and \( s D_u \) are Hermitian conjugates of each other, equation (80), and that their product \( s D_u z D_v \) has eigenvalue \(-(l-s)(l+s+1)/2 \), equation (81).

The reduced radial spin raising and lowering operators \( s d_v \) and \( s d_u \) defined by equation (80) or equivalently (81) simplify to

\[
d_v \equiv \frac{1}{\sqrt{2}} \left( \pm r^* \frac{\partial}{\partial r^*} - i\omega r^* \right) , \quad s d_u = (r^*)^{s} d_u \ (r^*)^{-s} .
\]

Similar to equation (71), the radial spin raising and lowering operators \( s d_v \) and \( s d_u \) defined by equation (80) or equivalently (81) simplify to

\[
s d_u s Z_l (e^* r^*) = -i \frac{(l \pm s)(l \pm s + 1)}{2}^{1/2} \pm s Z_l (e^* r^*) .
\]
There are of course both ingoing solutions \( s_{i1}^{\text{in}} \) and outgoing solutions \( s_{i1}^{\text{out}} \): the operators \( s_d \), raise and lower ingoing solutions to other ingoing solutions, and outgoing solutions to other outgoing solutions. The asymptotic behavior of the spin zero modes \( \phi(z,t) \), equation (88), combined with the raising and lowering equations (93), imply that the asymptotic behavior of \( s_{i1} \) at large radius is

\[
\begin{align*}
 s_{i1}^{\text{in}}(\omega r^*) & \rightarrow \left[ \frac{(l-s)!}{(l+s)!} \right]^{1/2} (2\omega r^*)^s e^{-i\omega r^*}, \\
 s_{i1}^{\text{out}}(\omega r^*) & \rightarrow \left[ \frac{(l+s)!}{(l-s)!} \right]^{1/2} (2\omega r^*)^{-s} e^{i\omega r^*},
\end{align*}
\]

as \( r^* \rightarrow \infty \), (94)
in agreement with the earlier result (85). The choice of phase factor \( -i \) in equation (91) and consequently (93) is such that ingoing solutions are complex conjugates of outgoing solutions of opposite spin, equation (86).

The Wronskian of the two solutions \( s_{i1}^{\text{in}} \) and \( s_{i1}^{\text{out}} \) must be constant, in accordance with the usual rules for homogeneous solutions of second order differential equations, and the value of the constant follows from the asymptotic behavior (94),

\[
 s_{i1}^{\text{in}} \frac{\partial s_{i1}^{\text{out}}}{\partial r^*} - s_{i1}^{\text{out}} \frac{\partial s_{i1}^{\text{in}}}{\partial r^*} = 2i\omega .
\] (95)

**IV. PERTURBATIONS TO SELF-SIMILAR BLACK HOLES**

This section sets up the theory of perturbations to spherically symmetric self-similar black hole spacetimes. The approach follows the Newman-Penrose formalism [33, 67]. The section marches successively through perturbations to the vierbein (IV A), tetrad connections (IV B), Riemann tensor (IV C), and Einstein tensor (IV D). The results will be used in subsequent sections §§ VI–VIII on gravitational, electromagnetic, and scalar waves.

From the outset, angular perturbations are required to be expandable in spin-weighted spherical harmonics, \( Y \), and conditions under which this can be done are obtained. Initially, from requiring that all tetrad connections be expandable in spin harmonics, it is found that a certain set of gauge conditions is imposed, the spherical gauge, equations (106). Subsequently, it is found (IV D) that the tetrad connections that impose the spherical gauge conditions are precisely those that do not actually appear in any of the wave equations, so that it is consistent to expand vierbein perturbations in spin harmonics with no gauge conditions whatsoever. The general rule is established that the spin \( s \) of any quantity is equal to the sum of the ‘+’s and ‘−’s of its covariant components in the Newman-Penrose formalism. The result is so fundamental that it deserves stating on a line by itself:

\[
\text{spin } s = \text{sum of ‘+’s and ‘−’s of covariant indices} .
\] (96)

The motivation for working with spin-weighted spherical harmonics, aside from the familiar fact [2, 18] that the angular eigenmodes of wave equations in the Newman-Penrose formalism are spin harmonics, is that spin harmonics, or more correctly \( Y_{lm}(\theta, \phi)e^{-izx} \), are eigenmodes of the full 3-dimensional rotation group \( O(3) \), parameterized by three Euler angles \( \theta, \phi, \chi \) [32]. Spherically symmetric spacetimes are symmetric not merely with respect to rotations about the origin, but with respect to the entire 3-dimensional rotation group. Thus it is natural to expect that angular perturbations of spherically symmetric spacetimes should be expandable in spin harmonics.

In this section, a 0 (zero) overscript signifies an unperturbed quantity, while a 1 (one) overscript signifies a perturbation. No overscript means the full quantity, including both unperturbed and perturbed parts. An overscript is attached only where necessary. Thus if the unperturbed part of a quantity is zero, then no overscript is needed, and none is attached.

**A. Perturbed tetrad**

Define the vierbein perturbation \( \varphi_{mn} \) so that the perturbed vierbein is

\[
e_{m}^{\mu} = (\delta_{m}^{n} - \varphi_{m}^{n}) \tilde{e}_{n}^{\mu} ,
\] (97)

with corresponding inverse

\[
e_{m}^{\mu} = (\delta_{n}^{m} + \varphi_{n}^{m}) \tilde{e}_{n}^{\mu} .
\] (98)
Since the vierbein perturbation $\varphi_{mn}$ is already of linear order, its indices can be raised and lowered with the unperturbed metric, and transformed between tetrad and coordinate frames with the unperturbed vierbein. The perturbation $\varphi_{mn}$ can thus be regarded as a tensor field defined on the unperturbed background. The perturbation $\varphi_{mn}$ has 16 degrees of freedom, but only 6 of these degrees of freedom correspond to real physical perturbations, since 6 degrees of freedom are associated with arbitrary infinitesimal changes in the choice of tetrad, which is to say arbitrary infinitesimal Lorentz transformations, and a further 4 degrees of freedom are associated with arbitrary infinitesimal changes in the coordinates.

Under an infinitesimal tetrad transformation, the covariant vierbein perturbations $\varphi_{mn}$ transform as

$$\varphi_{mn} \rightarrow \varphi_{mn} + \epsilon_{mn},$$

(99)

where $\epsilon_{mn}$ is the generator of a Lorentz transformation, which is to say an arbitrary antisymmetric tensor. Thus the antisymmetric part $\varphi_{mn} - \varphi_{nm}$ of the covariant perturbation $\varphi_{mn}$ is arbitrarily adjustable through an infinitesimal tetrad transformation, while the symmetric part $\varphi_{mn} + \varphi_{nm}$ is tetrad gauge-invariant. It is easy to see when a perturbation to a quantity is tetrad gauge-invariant: it is tetrad gauge-invariant if and only if it depends only on the symmetric part of the vierbein perturbation, not on the antisymmetric part.

Under an infinitesimal coordinate gauge transformation, the coordinates $x^\mu$ change by an infinitesimal shift $A e^\mu$ (the factor $A$ is incorporated so that $e^\mu$ is dimensionless)

$$x^\mu \rightarrow x^\mu + A e^\mu.$$ (100)

Because the dimensionless shift $e^\mu$ is, like the vierbein perturbations $\varphi_{mn}$, already of linear order, its indices can be raised and lowered with the unperturbed metric, and transformed between coordinate and tetrad frames with the unperturbed vierbein. Thus the dimensionless shift $e^\mu$ can be regarded as a vector field defined on the unperturbed background. Under an infinitesimal coordinate gauge transformation $\epsilon^\mu$, the vierbein perturbations $\varphi_{mn}$ transform as

$$\varphi_{mn} \rightarrow \varphi_{mn} - (\gamma_{nk}\partial_m + \Gamma_{nk} - \Gamma_{nmk}) A e^k,$$ (101)

in which $\epsilon^k = \delta^k_\mu e^\mu$ are the (dimensionless) tetrad components of the coordinate shift. Explicitly, in the Newman-Penrose tetrad the perturbations $\varphi_{mn}$ transform under infinitesimal coordinate gauge transformations $\epsilon^\mu$ as

$$\varphi_{wu} \rightarrow \varphi_{wu} + A^2 \pm_1 D_u A^{-2} e^u,$$ (102a)

$$\varphi_{uw} \rightarrow \varphi_{uw} + A_0 D_u A^{-1} e^u - h_u e^u,$$ (102b)

$$\varphi_{uv} \rightarrow \varphi_{uv} - A^2 D_v A^{-2} e^v,$$ (102c)

$$\varphi_{uv} \rightarrow \varphi_{uv} - A^2 D_v A^{-2} e^v,$$ (102d)

$$\varphi_{uv}+ \rightarrow \varphi_{uv}+ + D_+ e^u,$$ (102e)

$$\varphi_{uv}− \rightarrow \varphi_{uv}− + D− e^u,$$ (102f)

$$\varphi_{++} \rightarrow \varphi_{++} - (\beta_+ e^+ + \beta_u e^u + \cot \theta \sqrt{2} e^\tau + D_\tau e^\tau),$$ (102g)

$$\varphi_{++} \rightarrow \varphi_{++} - D_\tau e^\tau.$$ (102h)

Perturbations can be classified into polar modes, which do not change sign, and axial modes, which change sign, when the azimuthal angular tetrad axis $\gamma_\phi$ is flipped in sign, equation (55). In the Newman-Penrose formalism, flipping the azimuthal axis $\gamma_\phi$ is equivalent to swapping covariant angular indices $+ \leftrightarrow −$, equations (55), which, for quantities that are real in an orthonormal tetrad, is in turn equivalent to taking the complex conjugate. Thus in the Newman-Penrose formalism, polar modes effectively correspond to real perturbations, while axial modes correspond to imaginary perturbations. It is a fundamental feature of the Newman-Penrose formalism not to separate out the polar (real) and axial (imaginary) perturbations, but rather to treat them together as a combined complex perturbation. The advantage of the Newman-Penrose approach is that the radial part of the wave operator in the wave equation for non-zero spin components of the Weyl tensor proves to be the same for both polar and axial modes, revealing their fundamental unity [see for example the discussion in the paragraph containing equation (178)].

It should be commented that the general strategy for linearization, which has already been invoked in obtaining equations (102) from equations (101), and which is used throughout the rest of this paper, is to discard products of
quantities that are already first order, since the result is of second order, and to replace directed derivatives of first order quantities by the spin raising and lowering operators $sD_m$, equations (61) and (69), as follows:

$$\partial_u s \Gamma_{uvu} + a \Gamma_{-u+} + b \Gamma_{+u-} \rightarrow A^{1+s-a-b}D_u A^{-2+s+a+b},$$

$$\partial_{\pm} s \Gamma_{+-+} \rightarrow A^{-1} \pm sD_{\pm}.$$  \hfill (103a)

$$\partial_{\pm} - s \Gamma_{++-} \rightarrow A^{-1} \pm sD_{\pm}.$$  \hfill (103b)

B. Perturbed tetrad connections

This subsection presents expressions for the perturbed tetrad-frame connections $\Gamma_{k\ell m}$ in terms of the vierbein perturbations $\varphi_{m\ell}$, equations (104). Much of the subsection is concerned with showing that a certain set of gauge conditions, spherical gauge, equations (106), emerges if it is required that the relations (104) between the tetrad connections and vierbein perturbations become algebraic upon resolution into spin-weighted harmonics, that is to say, if each (perturbation to a) tetrad connection and each vierbein perturbation is required to be individually expandable in spin-harmonics of some definite spin. The next subsection, §IV C, continues the theme, finding that spherical gauge emerges a second time if it is required that the relations between the Riemann tensor and the tetrad connections become algebraic on resolution into spin-weighted harmonics. Ultimately, in §IV D, the need for spherical gauge is traced to just 4 offending tetrad connections [the ones involving boxed terms in equations (104) below], and it is pointed out that these 4 connections are precisely the ones that do not actually appear in the wave equations in the Newman-Penrose formalism. Thus not only are the spherical gauge conditions not required, but in fact the wave equations in the Newman-Penrose formalism can be resolved into spin-weighted spherical harmonics with no gauge conditions at all.

Three important lessons emerge from the analysis of this and the next two subsections. First, it is consistent to expand vierbein perturbations $\varphi_{m\ell}$ in spin-weighted harmonics from the outset: there is no need for the more general system of tensor harmonics [28, 55, 65, 92]. Second, the wave equations in the Newman-Penrose formalism become algebraic upon resolution into spin-weighted harmonics without any gauge conditions; that is, one is free to choose any gauge whatsoever. However, if a gauge is called for, then the spherical gauge conditions (106) are, though not required, nevertheless natural, since it is only in spherical gauge that each and every tetrad connection can be expanded in spin harmonics of definite spin. Subsequently, §V C, it will be found that spherical gauge proves to provide a particularly elegant gauge for expressing the spin\(\pm2\) wave equations that govern the propagating components of gravitational waves. Third, the spin-weight of any object is given by the sum of the +’s and –’s of its covariant angular indices in the Newman-Penrose formalism, as already asserted by rule (96).

To linear order in the vierbein perturbations $\varphi_{m\ell}$, the perturbed tetrad-frame connections $\Gamma_{k\ell m}$, computed from the fundamental formula (33), are (the boxed terms in the following equations are terms that break algebraic resolution
into spin-weighted harmonics, as discussed below)

\[ \Gamma_{uvu}^{vu} = \frac{1}{A} \left[ \frac{1}{u} \left( 1 + \varphi_{vu}^2 \right) + A^2 \partial_u A^2 \varphi_{vu} - A \pm 1 \partial_v A^{-1} \varphi_{vu} \right] \]  

\[ \frac{1}{2} \left( \Gamma_{vu} + \Gamma_{uv} \right) = \frac{1}{2A} \left[ 2 \beta_u \left( 1 + \varphi_{vu} \right) + 2 \beta_v \varphi_{vu} + A^2 \partial_v A^{-2} \varphi_{vu} - \pm 1 \partial_v \varphi_{vu} \right] \]  

\[ \frac{1}{2} \left( \Gamma_{vu} - \Gamma_{uv} \right) = \frac{1}{2A} \left[ \pm 1 \partial_v \varphi_{vu} \right] \]  

\[ \Gamma_{uvu} - \frac{1}{2} \left( \Gamma_{vu} - \Gamma_{uv} \right) = \frac{1}{2A} \left[ -A^2 \partial_u A^{-2} \varphi_{vu} + \pm 1 \partial_v \varphi_{vu} \right] \]  

\[ \Gamma_{uu} = \frac{1}{A} \left[ A^2 \partial_u A^{-2} \varphi_{vu} - \pm 1 \partial_v \varphi_{vu} \right] \]  

\[ \Gamma_{uvu} = \frac{1}{A} \left[ A^2 \partial_u A^{-2} \varphi_{vu} - \pm 1 \partial_v \varphi_{vu} \right] \]  

In the unperturbed self-similar background, the non-vanishing Newman-Penrose components of the tetrad-frame connections \( \Gamma_{kmn} \) reduce to

\[ \Gamma_{uvu} = \frac{1}{A} \left[ \frac{1}{u} \left( 1 + \varphi_{vu}^2 \right) + A^2 \partial_u A^2 \varphi_{vu} - A \pm 1 \partial_v A^{-1} \varphi_{vu} \right] \]  

\[ \frac{1}{2} \left( \Gamma_{vu} + \Gamma_{uv} \right) = \frac{1}{2A} \left[ 2 \beta_u \left( 1 + \varphi_{vu} \right) + 2 \beta_v \varphi_{vu} + A^2 \partial_v A^{-2} \varphi_{vu} - \pm 1 \partial_v \varphi_{vu} \right] \]  

\[ \frac{1}{2} \left( \Gamma_{vu} - \Gamma_{uv} \right) = \frac{1}{2A} \left[ \pm 1 \partial_v \varphi_{vu} \right] \]  

\[ \Gamma_{uvu} - \frac{1}{2} \left( \Gamma_{vu} - \Gamma_{uv} \right) = \frac{1}{2A} \left[ -A^2 \partial_u A^{-2} \varphi_{vu} + \pm 1 \partial_v \varphi_{vu} \right] \]  

\[ \Gamma_{uu} = \frac{1}{A} \left[ A^2 \partial_u A^{-2} \varphi_{vu} - \pm 1 \partial_v \varphi_{vu} \right] \]  

\[ \Gamma_{uvu} = \frac{1}{A} \left[ A^2 \partial_u A^{-2} \varphi_{vu} - \pm 1 \partial_v \varphi_{vu} \right] \]  

The tetrad connections \( \Gamma_{kmn} \) are, by construction, all coordinate gauge-invariant, because they are defined, equation (27), purely in terms of tetrad frame quantities, independent of the choice of coordinates. However, for tetrad connections whose unperturbed part is finite (non-zero), the split between the unperturbed and perturbed parts of \( \Gamma_{kmn} \) is not coordinate gauge-invariant. Moreover, the tetrad connections \( \Gamma_{kmn} \) are not tetrad gauge-invariant.

It is a striking fact that equations (103) for the tetrad connections \( \Gamma_{kmn} \) become algebraic upon resolution into spin-weighted harmonics \( Y \), each perturbation \( \varphi_{mn} \) and each connection \( \Gamma_{kmn} \) being expanded in harmonics of appropriate spin \( s \), but only provided that certain gauge conditions are imposed, namely that the perturbations \( \varphi_{mn} \) vanish whenever the right index \( n \) is an angular index, that is, \( n = + \) or \(-\):

\[ \varphi_{+u} = \varphi_{-u} = \varphi_{u+} = \varphi_{u-} = 0 \]  

These 8 gauge conditions can be termed “spherical gauge”, because physically they correspond to choosing a set of perturbed coordinate and tetrad frames with respect to which the spherical symmetry of the background is preserved to the greatest extent. As argued immediately below, spherical gauge can be accomplished by 3 coordinate and 5 tetrad gauge transformations.

To see how the spherical gauge arises mathematically from equations (103), consider for example the perturbation \( \varphi_{vu} \), which appears operated on by the angular operator \( +_1 \mathcal{D}_- \) in equation (103b) for \( \frac{1}{2} \left( \Gamma_{vu} + \Gamma_{uv} \right) \), and by \( +_1 \mathcal{D}_+ \) in equation (103b) (the boxed term containing \( \varphi_{vu} \)) for \( \Gamma_{+u} \), but by \( -_1 \mathcal{D}_- \) in equation (104b) for \( \Gamma_{-u} = \frac{1}{2} \left( \Gamma_{vu} - \Gamma_{uv} \right) \). Whereas \( +_1 \mathcal{D}_- \) and \( +_1 \mathcal{D}_+ \) expect to operate on a spin-harmonic \( Y \) of spin-weight \( s = +1 \) (in accordance with the
prefix \( s \) on \( sD_{z} \), by contrast \( +1D_{z} \) expects to operate on a spin-harmonic of spin-weight \( s = -1 \). This discrepancy in spin-weights can be accommodated only if \( \varphi_{vu} \) vanishes. Similar discrepancies occur between equations (104b) or (104k) and (104d) for \( \varphi_{u+} \), \( \varphi_{u-} \), and \( \varphi_{u+} \), and again these can be accommodated only if all these perturbations vanish. The 4 perturbations \( \varphi_{v+}, \varphi_{v-}, \varphi_{u+}, \) and \( \varphi_{u-} \), can be made to vanish by 4 infinitesimal tetrad gauge transformations. It is consistent to point the finger of blame at the boxed terms in equation (104d) for \( \Gamma_{-v+}^{u} \). The general rule that emerges below, equations (110) and (111), is that the spin-weight \( s \) of a quantity equals the sum of the \( +s \) and \( -s \) of its covariant indices, a rule already anticipated in equation (96). The boxed terms in equation (104d) violate the rule.

Similar discrepancies occur for the perturbations \( \varphi_{++}, \varphi_{--}, \varphi_{+-}, \) and \( \varphi_{-+} \). For example, \( \varphi_{++} \) appears operated on by \( +1D_{z} \) in equation (104e) (the boxed term containing \( \varphi_{z+} \)) for \( \Gamma_{-+}^{++} \), which requires that \( \varphi_{++} \) be a harmonic of spin-weight \( s = +1 \), whereas equation (104k) for \( \Gamma_{v+}^{u+} \) (or alternatively equation (104) for \( \Gamma_{u+}^{v+} \)) requires that \( \varphi_{++} \) be a harmonic of spin-weight \( s = +2 \). Consistency requires \( \varphi_{++} \), and similarly \( \varphi_{--} \), to vanish. In the case of \( \varphi_{+-} \) and \( \varphi_{-+} \), the cot \( \theta \) term multiplying these perturbations in equation (104d) (the boxed term containing \( \varphi_{z+} \)) for \( \Gamma_{++}^{--} \) destroys algebraicity of the spherical transform unless \( \varphi_{+-} \) and \( \varphi_{-+} \) vanish. Note that it is fine that the unperturbed value of \( \Gamma_{++}^{--} \) be proportional to cot \( \theta \); it is the perturbations, not the unperturbed values, that are to be expanded in spin-weighted spherical harmonics. Under an infinitesimal coordinate gauge transformation, \( \varphi_{++} \) and \( \varphi_{--} \) transform according to equation (102h), and can thus be set to zero by a suitable choice of \( \epsilon^{-} \) and \( \epsilon^{+} \). Then \( \varphi_{++} + \varphi_{--} \), which transforms, in accordance with equation (102g), as

\[
\varphi_{++} + \varphi_{--} \rightarrow \varphi_{++} + \varphi_{--} - \left( 2 \beta_{v} \epsilon^{u} + 2 \beta_{u} \epsilon^{v} + +1D_{z} \epsilon^{-} + -1D_{z} \epsilon^{+} \right),
\]

(107)
can be set to zero by a suitable choice of \( \beta \cdot \epsilon \equiv \beta_{v} \epsilon^{u} + \beta_{u} \epsilon^{v} \). Finally, \( \varphi_{+-} - \varphi_{-+} \) can be set to zero by an infinitesimal tetrad gauge transformation.

The conformal factor \( A \) transforms under an infinitesimal coordinate gauge transformation as

\[
A \rightarrow A + A \epsilon^{m} \partial_{m} A = A(1 + \beta \cdot \epsilon).
\]

(108)

Thus a gauge choice of \( \beta \cdot \epsilon \), as accomplished by the vanishing of \( \varphi_{++} + \varphi_{--} \), equation (107), is equivalent to fixing the gauge of the conformal factor \( A \).

Monopole and dipole harmonics, \( sY_{lm} \) with \( l = 0 \) or \( 1 \), do not require special treatment. For example, equation (102h) constitutes an algebraic relation between the \( lm' \)th coefficient of the expansion of \( \varphi_{++} \) in spin \( \pm 2 \) harmonics \( \pm 2Y_{lm' \pm} \), and the \( lm' \)th coefficient of the expansion of \( \epsilon^{u} \) in spin \( \pm 1 \) harmonics \( \pm 1Y_{lm' \pm} \). For the dipole harmonic, \( l = 1 \), all terms in equation (102h) are identically zero, since there is no spin \( \pm 2 \) dipole harmonic, while \( +1D_{z} \) yields zero when acting on any spin \( \pm 1 \) dipole harmonic \( +1Y_{lm' \pm} \). Thus for the dipole harmonic, equation (102h) does not represent a coordinate gauge freedom, but rather it vanishes identically.

In spherical gauge, two infinitesimal gauge freedoms remain, 1 coordinate freedom and 1 tetrad freedom. The 1 coordinate freedom corresponds to an infinitesimal adjustment of the conformal radius \( r \) [the gauge of the conformal factor \( A \) being fixed in spherical gauge, in accordance with the comments following equation (105)], while the 1 tetrad freedom corresponds to an infinitesimal Lorentz boost in the radial direction, that is, to an adjustment of the antisymmetric part of \( \varphi_{vu} \).
In spherical gauge, equations (106), the tetrad-frame connections $\Gamma_{kmn}$, equations (104), reduce to

\[
\Gamma_{uvv}^{\phantom{uvv}uu} = \frac{1}{A} \left[ h_u (1 + \varphi_{uv}^{\phantom{uv}uu}) + A^2 \partial_u A^{-2} \varphi_{uv}^{\phantom{uv}uu} - \partial_1 D_u \varphi_{uv}^{\phantom{uv}uu} \right]
\]  
(109a)

\[
\frac{1}{2} \left( \Gamma_{-uv}^{\phantom{uv}+u} + \Gamma_{+uv}^{\phantom{uv}-} \right) = \frac{1}{A} \left[ \beta_u (1 + \varphi_{uv}^{\phantom{uv}uu}) + \beta_u \varphi_{uv}^{\phantom{uv}uu} \right]
\]  
(109b)

\[
\Gamma_{-uv}^{\phantom{uv}+u} = \frac{1}{2} \left( \Gamma_{-uv}^{\phantom{uv}+u} - \Gamma_{+uv}^{\phantom{uv}-} \right) = \frac{1}{2A} \left[ \pm 1D_u \varphi_{uv}^{\phantom{uv}uu} - \pm 1D_v \varphi_{uv}^{\phantom{uv}uu} \right]
\]  
(109c)

\[
\Gamma_{+uv}^{\phantom{uv}-u} = \frac{1}{A} \left[ \cot \theta + \beta_u \varphi_{uv}^{\phantom{uv}uu} + \beta_u \varphi_{uv}^{\phantom{uv}uu} \right]
\]  
(109d)

\[
\Gamma_{+uv}^{\phantom{uv}-u} = \frac{1}{2A} \left[ \pm 1D_u \varphi_{uv}^{\phantom{uv}uu} + \pm 1D_v \varphi_{uv}^{\phantom{uv}uu} - \partial_1 D_z (\varphi_{uv}^{\phantom{uv}uu} + \varphi_{uv}^{\phantom{uv}uu}) \right]
\]  
(109e)

\[
\Gamma_{+uv}^{\phantom{uv}-u} = \frac{1}{2A} \left[ A^2 \partial_1 D_u A^{-2} \varphi_{uv}^{\phantom{uv}uu} - A^2 \partial_1 D_v A^{-2} \varphi_{uv}^{\phantom{uv}uu} + 0D_z (\varphi_{uv}^{\phantom{uv}uu} - \varphi_{uv}^{\phantom{uv}uu}) \right]
\]  
(109f)

\[
\Gamma_{-uv}^{\phantom{uv}+u} = \frac{1}{A} \left[ A^2 \partial_1 D_u A^{-2} \varphi_{uv}^{\phantom{uv}uu} - A^2 \partial_1 D_v A^{-2} \varphi_{uv}^{\phantom{uv}uu} + 0D_z (\varphi_{uv}^{\phantom{uv}uu} - \varphi_{uv}^{\phantom{uv}uu}) \right]
\]  
(109g)

\[
\Gamma_{-uv}^{\phantom{uv}+u} = 0
\]  
(109h)

\[
\Gamma_{-uv}^{\phantom{uv}+u} = 0
\]  
(109i)

As intended, these equations become algebraic upon spherical transform into spin-weighted harmonics, with the perturbations $\varphi_{mn}$ and the perturbed connections $\Gamma_{kmn}$ being proportional to spin-harmonics $Y$ as follows:

\[
\varphi_{uv}^{\phantom{uv}uu} \propto \varphi_{uv}^{\phantom{uv}uu} \propto 0Y,
\]

and

\[
\varphi_{uv}^{\phantom{uv}uu} \propto \varphi_{uv}^{\phantom{uv}uu} \propto \pm 1Y,
\]

\[
\Gamma_{uvv}^{\phantom{uvv}uu} \propto \varphi_{uv}^{\phantom{uv}uu} \propto 0Y,
\]

\[
\Gamma_{+uv}^{\phantom{uv}+u} \propto \varphi_{uv}^{\phantom{uv}uu} \propto \pm 1Y.
\]

It is apparent from equations (110) and (111) that the spin-weight $s$ of any term is just equal to the sum of the +’s and −’s of its covariant indices, in agreement with the previously asserted general rule (100).

It is useful to record that in spherical gauge the directed derivatives of the conformal factor $A$ are, to linear order,

\[
\partial_u A = \frac{1}{A} \left( \Gamma_{-uv}^{\phantom{uv}+u} + \Gamma_{+uv}^{\phantom{uv}-} \right),
\]

\[
\partial_\pm A = A \Gamma_{+\pm}^{\phantom{+\pm}+\pm}.
\]

C. Perturbed Riemann tensor

Much of this subsection is concerned with demonstrating that the spherical gauge, equations (106), emerges a second time, independent of the arguments of the previous subsection, if it is required that the linearized equations (113)–(117) for the tetrad components $R_{klmn}$ of the Riemann tensor in terms of the tetrad connections $\Gamma_{kmn}$ become algebraic upon resolution into spin-weighted spherical harmonics. Essential to the argument is that every tetrad connection be individually expandable in spin harmonics. In the next subsection, it will be shown that indeed it is the condition on the tetrad connections that imposes spherical gauge: without the condition on the connections, no gauge conditions are imposed.

General expressions for the Newman-Penrose components of the Riemann tensor $R_{klmn}$ in terms of the tetrad connections $\Gamma_{kmn}$ and their directed derivatives are given in the notation of the present paper in the Appendix, equations (A1). To linear order, but in a general gauge, not in spherical gauge, the Newman-Penrose components of the Riemann tensor, equations (A1), reduce in accordance with the linearization procedure described in the paragraph
containing equations (103) to the expressions (113–117) given below. For clarity, the equations are subdivided into batches characterized by the dependence of their perturbations on spin $s$ and on infinitesimal tetrad gauge (Lorentz) transformations. As will be demonstrated below, the spin $s$ of any component $R_{\text{klmn}}$ of the Riemann tensor is equal to the sum of the $+$'s and $-$'s of its covariant indices, a statement that will be found in [V1] to be true in any gauge, not just spherical gauge. In the spherically symmetric unperturbed background, all components of zero spin except $R_{\text{vnvu}}$ are in general non-vanishing, while components of non-zero spin necessarily vanish.

The boxed terms in the expressions (113)–(117) are either (a) non-conforming terms that break algebraic resolution into spin harmonics and hence lead to spherical gauge, as discussed below, or (b) terms proportional to $\Gamma$, expressions for which in terms of vierbein potentials were previously found, equation (104d), to contain non-conforming terms.

Perturbations of the following 5 components of the Riemann tensor are proportional to spin-0 harmonics $\psi Y$, and are tetrad gauge-invariant with respect to all 6 arbitrary infinitesimal tetrad transformations. Because of the Jacobi identity (114), the 5 components represent only 4 independent degrees of freedom. The components $G_{uv}$ and $G_{-}$ of the Einstein tensor, [V12] and the spin-0 component $C_0$ of the complexified Weyl tensor, [VA] depend on these Riemann components:

$R_{\text{vuuv}} = (\partial_u - \Gamma_{\text{vuu}})\Gamma_{\text{uvu}} + (\partial_v - \Gamma_{\text{uuv}})\Gamma_{\text{vu}}$, \hspace{1cm} (113a)

$R_{-} = (\partial_u + \Gamma_{\text{uuv}})\Gamma_{\text{vuu}} + (\partial_v + \Gamma_{\text{vuu}})\Gamma_{\text{vu}} - 1/2 (\Gamma_{\text{uuv}} + \Gamma_{\text{vuu}}) (\Gamma_{\text{vu}} + \Gamma_{\text{uu}})$, \hspace{1cm} (113b)

$R_{\text{vu}} = - (\partial_u - \Gamma_{\text{uuv}} + \Gamma_{\text{vuu}})\Gamma_{\text{vuu}} + A^{-1}_{-1} D_{\text{z}}^- \Gamma_{\text{vv}} = - (\partial_u - \Gamma_{\text{uuv}} + \Gamma_{\text{vuu}} - A^{-1}_{+1} D_{\text{z}}^+ \Gamma_{\text{uu}})$, \hspace{1cm} (113c)

$R_{\text{v-}} = - (\partial_u - \Gamma_{\text{uuv}} + \Gamma_{\text{vuu}} - A^{-1}_{-1} D_{\text{z}}^- \Gamma_{\text{uuv}} = - (\partial_u - \Gamma_{\text{uuv}} + \Gamma_{\text{vuu}} + A^{-1}_{+1} D_{\text{z}}^+ \Gamma_{\text{uuv}})$, \hspace{1cm} (113d)

$R_{\text{vu+}} = A^{-1}_{-1} D_{\text{z}}^- \Gamma_{\text{vu}} + A^{-1}_{-1} D_{\text{z}}^+ \Gamma_{\text{vuu}} - (\Gamma_{\text{vuu}} - \Gamma_{\text{vu}})\Gamma_{\text{vuu}} - (\Gamma_{\text{uuv}} - \Gamma_{\text{uu}})\Gamma_{\text{vu}} + \Gamma_{\text{vuv}} - \Gamma_{\text{uu}}$, \hspace{1cm} (113e)

The last three Riemann components of equations (113) are related by the only non-trivial occurrence of the Jacobi identity:

$R_{\text{v+}-u} + R_{-v+u} + R_{\text{vu+}} = 0$ \hspace{1cm} (114)

Perturbations of the following 2 components of the Riemann tensor are proportional to spin-0 harmonics $\psi Y$, but are not tetrad gauge-invariant, since they vary under an infinitesimal tetrad transformation associated with the antisymmetric part of $\varphi_{uv}$, that is, under an infinitesimal Lorentz boost in the radial direction. The components $G_{uv}$ and $G_{uu}$ of the Einstein tensor are proportional to these Riemann components:

$R_{\text{vu+}} = - (\partial_u + \Gamma_{\text{uuv}} + \Gamma_{\text{vuu}})\Gamma_{\text{vuu}} + A^{-1}_{+1} D_{\text{z}}^+ \Gamma_{\text{uu}} = - (\partial_u + \Gamma_{\text{uuv}} + \Gamma_{\text{vuu}} + A^{-1}_{-1} D_{\text{z}}^- \Gamma_{\text{uu}})$, \hspace{1cm} (115)

The following 8 components of the Riemann tensor are proportional to spin±1 harmonics $\pm 1 Y$. They are not tetrad gauge-invariant: components proportional to $\pm 1 Y$ vary under transformation of the antisymmetric parts of $\varphi_{uv}$ and $\varphi_{vu}$, while components proportional to $\mp 1 Y$ vary under transformation of the antisymmetric parts of $\varphi_{uv}$ and $\varphi_{vu}$. They are however tetrad gauge-invariant with respect to an infinitesimal radial Lorentz boost, the one tetrad gauge freedom remaining in spherical gauge. The components $G_{v+}, G_{v-}, G_{u+}$, and $G_{u-}$ of the Einstein tensor, and the spin±1 components of the complexified Weyl tensor, depend on these Riemann components:
The following 6 components of the Riemann tensor are proportional to spin±2 harmonics \( \pm 2 \). They are tetrad gauge-invariant with respect to all 6 arbitrary infinitesimal tetrad transformations. The components \( G_{++} \) and \( G_{--} \) of the Einstein tensor, and the spin±2 components \( C_{\pm 2} \) of the complexified Weyl tensor, depend on these Riemann components:

\[
\begin{align*}
R_{uuu++} & = -A^{-1} D_u A^{-1} \Gamma_{+u+} + A^{-1} D_{+u} A^{-1} \Gamma_{uu+} \\
& = -A^{-1} D_u A^{-1} \Gamma_{-u-} + A^{-1} D_{-u} A^{-1} \Gamma_{uu-} \\
R_{v+u-} & = - D_v A^{-1} \Gamma_{+u-} + A^{-1} D_{+u} A^{-1} \Gamma_{v-} \\
R_{v++u} & = - D_v A^{-1} \Gamma_{++u} + A^{-1} D_{+u} A^{-1} \Gamma_{v+} \\
R_{v+u-} & = - D_v A^{-1} \Gamma_{+u-} + A^{-1} D_{-u} A^{-1} \Gamma_{v-} \\
R_{v++u} & = - D_v A^{-1} \Gamma_{++u} + A^{-1} D_{-u} A^{-1} \Gamma_{v+}.
\end{align*}
\]

(117a) (117b) (117c)

In the unperturbed background, the non-vanishing components of the tetrad frame Riemann tensor are

\[
\begin{align*}
\tilde{R}_{uuu+} & = -D_u A^{-2} h_u + A^{-1} D_u A^{-2} h_v \\
\tilde{R}_{++u-} & = -2 A^{-2} M \\
\tilde{R}_{v+u-} & = \tilde{R}_{v-} = -A^{-1} D_v A^{-1} \beta_u = -A^{-1} D_u A^{-1} \beta_v \\
\tilde{R}_{v++u} & = -A^{-1} D_v A^{-3} \beta_v.
\end{align*}
\]

(118a) (118b) (118c) (118d)

In terms of the dimensionless quantities \( R, P, P_{\perp}, \) and \( F \) defined by equations (39) and related to the proper density, radial pressure, transverse pressure, and energy flux through Einstein’s equations (12), the unperturbed Riemann components are

\[
\begin{align*}
\tilde{R}_{uuu+} & = (R - P + 2P_{\perp} - 2M)/A^2 \\
\tilde{R}_{++u-} & = -2M/A^2 \\
\tilde{R}_{v+u-} & = \tilde{R}_{v-} = -\frac{1}{2}(R - P - 2M)/A^2 \\
\tilde{R}_{v++u} & = \tilde{R}_{v+} = \frac{1}{2}(R + P + 2F)/A^2.
\end{align*}
\]

(119a) (119b) (119c) (119d)

It is remarkable that equations (113)–(117) imply spherical gauge runs as follows. First, if a connection \( \Gamma_{kmn} \) appears operated on by an angular operator \( \pm D_\pm \) anywhere in equations (113)–(117), then it follows immediately that the connection \( \Gamma_{kmn} \) must have spin \( s \). Inspection of equations (113)–(117) shows that all 16 of the connections that vanish in the unperturbed background do indeed appear somewhere acted on by an angular operator \( \pm D_\pm \), and the spin \( s \) of those 16 connections then follows immediately. As for the 8 connections whose unperturbed values are finite (non-zero), all 8 of those connections appear acted on by an angular directed derivative \( \partial_\pm \) somewhere in equations (113)–(117). In the case of the 6 connections whose unperturbed part is a conformal factor times a purely radial function, that is, \( \Gamma_{vvu}, \Gamma_{vu}, \Gamma_{-v+}, \Gamma_{+v-}, \Gamma_{-v-}, \) and \( \Gamma_{+v+} \) [every case except \( \Gamma_{++} \) and \( \Gamma_{+-} \), which will be considered below, equations (122)], these terms can be split into parts depending on the unperturbed connection \( \tilde{\Gamma} \) and its perturbation \( \tilde{\Gamma} \) as follows [an angular directed derivative \( \partial_\pm \) acting on a first order quantity can be replaced by \( A^{-1} \partial_\pm D_\pm \) in accordance with the general rule (103)], and in every case in equations (113)–(117) where \( \partial_\pm \) acts on a connection whose unperturbed value is finite, the spin \( s \) is zero.

\[
\partial_\pm \Gamma = (\varphi_{+u} \partial_\pm u + \varphi_{-u} \partial_\pm u)\tilde{\Gamma} + A^{-1} D_\pm \Gamma_0.
\]

(120)

Here it is necessary to assume not only that the perturbation \( \tilde{\Gamma} \) has a definite spin \( s \), but also that each vierbein potential \( \varphi_{+u}, \varphi_{-u}, \varphi_{-v}, \) and \( \varphi_{+v} \) individually has definite spin \( s \). One way or another, all 24 tetrad connections appear acted on by an angular operator somewhere in equations (113)–(117), and the net consequence is that the spin \( s \) of every connection [with the possible exception of \( \Gamma_{++} \) and \( \Gamma_{+-} \), considered explicitly below, equations (122)],
or of its perturbation if the unperturbed value is finite, is equal to the sum of the $+'$s and $−'$s of its covariant indices, in agreement with the earlier conclusion, equations (111). The spin $s$ of each of the Riemann components $\Gamma_{klmn}$ then follows, and again the result is that the spin $s$ of the Riemann component, or of its perturbation if the unperturbed value is finite, is equal to the sum of the $+'$s and $−'$s of its covariant indices, in agreement with the general rule (96). Radial directed derivatives $\partial_u$ acting on connections whose unperturbed values are finite also appear variously in equations (113)–(117). For the 6 connections whose unperturbed part is a conformal factor times a purely radial function, the perturbations to the radial directed derivatives of these can be split into parts depending on the unperturbed connection $\Gamma$ and its perturbation $\Gamma'$ as follows:

$$ \partial_u \Gamma = (\varphi_{uv} \partial_u + \varphi_{vu} \partial_v) \Gamma + \partial_u \Gamma'. $$

(121)

Here again it is necessary to assume that the vierbein perturbations $\varphi_{uv}, \varphi_{vu}, \varphi_{uv}$, and $\varphi_{vu}$ each have definite spins. In combination with the constraints on $\varphi_{uv}, \varphi_{vu}, \varphi_{uv}$, and $\varphi_{vu}$ one concludes that the spin of each vierbein perturbation $\varphi_{mn}$ whose right index is $v$ or $u$ is equal to the sum of the $+'$s and $−'$s of its covariant indices, again in agreement with equations (110) and in accordance with the general rule (96).

So far it has been concluded that, if it is assumed that (the perturbation of) every tetrad connection $\Gamma_{klmn}$, and every tetrad Riemann component $\Gamma_{klmn}$, and in addition every vierbein potential $\varphi_{mn}$ whose right index is $v$ or $u$, is expandable in spin harmonics $Y$ of definite spin $s$, then equations (113)–(117) for the Riemann tensor in terms of the tetrad connections require that the spin of each object is equal to the sum of the $+'$s and $−'$s of its covariant indices.

The next step in establishing spherical gauge is to identify in equations (113)–(117) non-conforming terms, those that do not have the correct spin. These terms call attention to themselves by involving $\Gamma_{+}, -\Gamma_{+}$, acting on connections whose unperturbed values are finite, is equal to the sum of the $+'$s and $−'$s of its covariant indices, again in agreement with equations (110) and in accordance with the general rule (96).

Each of the terms multiplying $\cot \theta$ in equations (122) destroys algebraicity of the spherical transform into spin-weighted harmonics, and from these alone all of the spherical gauge conditions (106) necessarily follow. In spherical gauge, $\Gamma_{+}, -\Gamma_{+}, -\Gamma_{+}, \Gamma_{+}, \Gamma_{−}, \Gamma_{−}, \Gamma_{+}$, and $\Gamma_{+}$ all vanish as required, and equations (122) reduce to

$$ (\partial_+ + \Gamma_{++}) \Gamma_{++} = -\frac{1}{A^2} -\frac{1}{2} A^2 D_1 D_{\pm} \Gamma_{++}, $$

(123a)

$$ (\partial_+ - \Gamma_{−} - \Gamma_{−}) \Gamma_{−} = A^2 D_1 A^{-1} \Gamma_{−}, $$

(123b)

$$ (\partial_+ - \Gamma_{−} + \Gamma_{++}) \Gamma_{++} = 0 $$

(123c)

which now conform to being algebraic upon transform into spin-weighted harmonics, provided that the spins of the perturbations $\Gamma_{−}$ and $\Gamma_{++}$ are $+1$ and $−1$ respectively, in agreement with the general rule (96) that the spin of an object equals the sum of the $+'$s and $−'$s of its covariant indices.

This completes the demonstration that, as claimed, equations (113)–(117) for the Riemann tensor in terms of the tetrad connections become algebraic upon transformation into spin-weighted harmonics and in only in spherical gauge, equations (106).
D. To gauge or not to gauge?

Much of the previous two subsections, §§ IV B and IV C, was concerned with showing that a special gauge, spherical gauge, equation (106), emerges from demanding either that every vierbein perturbation $\varphi_{mn}$ and every tetrad connection $\Gamma_{kmn}$ be individually expandable in spin-weighted harmonics, or alternatively that every tetrad connection $\Gamma_{kmn}$ and every tetrad Riemann component $R_{klmn}$ be individually expandable in spin-weighted harmonics.

But what if instead one merely requires that each vierbein perturbation $\varphi_{mn}$ and tetrad Riemann component $R_{klmn}$ (but not necessarily each tetrad connection) be individually expandable in spin-weighted harmonics? As will now be shown, this requirement is satisfied with no gauge conditions at all.

Inspection of equations (104) for the tetrad connections in terms of the vierbein perturbations shows that only 4 of the connections contain non-conforming terms (boxed terms) that break algebraic resolution into spin harmonics, namely $\Gamma_{-+v}$, equation (104d), and $\Gamma_{-++}$, equation (104e). In effect, it is the requirement that these 4 connections be expandable in spin harmonics that imposes the spherical gauge conditions (106). The offending 4 tetrad connections appear in just 6 components of the Riemann tensor, the boxed terms in the expressions for $R_{++-}$, $R_{vuu}$, $R_{+-u}$, and $R_{+-+-}$, equations (113b), (113c), (116c), and (116d). However, 5 of these 6 Riemann components have alternative expressions in terms of tetrad connections and their derivatives, and in each case the alternative expression contains only conforming terms (no boxed terms). Since the alternative expressions in each case must yield the same expression in terms of vierbein perturbations, it follows that the more fundamental expressions for the 5 Riemann components in terms of vierbein perturbations contain only conforming terms. This leaves only 1 potentially non-conforming Riemann component, $R_{+-+-}$. The non-conforming (boxed) terms in this component, equation (113b), are expanded in equation (122a), but the two parts combine to give

$$(\partial_+ + \Gamma_{-++})\Gamma_{+-} + (\partial_- + \Gamma_{+-})\Gamma_{++} = A^{-2} \left[ -1 + \varphi_{+-} + \varphi_{--} + +_1D_-uD_+(\varphi_{--} + \varphi_{+-}) + +_1D_-(\beta_u \varphi_{+v} + \beta_v \varphi_{+u}) - +_1D_+ (\beta_u \varphi_{-v} + \beta_v \varphi_{-u}) - +_1D_+2D_- \varphi_{++} - +_1D_-2D_+ \varphi_{--} \right]$$

(124)

all terms of which now conform. [For later reference, the left hand side of equation (124) equals $2A^{-2}N$ where $N$ is defined by equation (110).

Thus no gauge condition is imposed if it is required only that each vierbein connection $\varphi_{mn}$ and each tetrad Riemann component $R_{klmn}$ be expandable in spin harmonics (without any conditions on the tetrad connections).

The statement of the previous paragraph can be put another way. If the vierbein perturbations $\varphi_{mn}$ are expanded in spin-weighted harmonics with spin given by the general rule (96), then it automatically follows that each tetrad Riemann component $R_{klmn}$ will be a sum of spin-weighted harmonics with spin given by the general rule (96).

Since it is now evident that the spherical gauge conditions (106) follow precisely from requiring that the tetrad connections be expandable in spin harmonics, the question arises as to whether or not it is necessary to impose these conditions in order to carry through the wave equations in the Newman-Penrose formalism. Recall that only 4 of the tetrad connections were non-conforming in the first place, namely $\Gamma_{-+v}$, equation (104d), and $\Gamma_{-++}$, equation (104e). Cunningly, it turns out that the linearized equations governing gravitational, electromagnetic, and scalar waves conspire to involve all of the tetrad connections except the 4 non-conforming tetrad connections! Notably, the expressions (157) for the Weyl currents $J_{lmn}$ involve all but the 4 non-conforming tetrad connections. The 4 non-conforming tetrad connections seemingly appear in the expressions (154), (162), (239), and (246) for the differential operators $\Delta_m$, $s\Delta'_m$, $\delta_m$, and $\delta'_m$, but everywhere that these operators actually occur in the relevant linearized equations, namely equations (154), (165), (241), (245), and (280), the spin $s$ of the differential operator is such that the contribution of non-conforming tetrad connections vanishes.

Thus it can be concluded that the wave equations in the Newman-Penrose formalism can be expanded in spin-weighted harmonics, and that this can be done without any gauge conditions. Put another way, one is free to choose any gauge that is convenient.
E. Perturbed Einstein tensor

In a Newman-Penrose tetrad, the Einstein tensor \( G_{mn} \) is related to the Riemann tensor \( R_{klmn} \) by

\[
G_{uv} = -(R_{u- +} + R_{v+ u-} + R_{v- u+}), \quad (125a)
\]
\[
G_{+-} = R_{u+ vu} + R_{v- u+}, \quad (125b)
\]
\[
G_{uv}^{uu} = 2R_{v-u-}, \quad (125c)
\]
\[
G_{u-}^{uv} = R_{u+ vu} + R_{v+ u-}, \quad (125d)
\]
\[
G_{u+}^{uv} = R_{u- vu} + R_{v- u+}, \quad (125e)
\]
\[
G_{++} = -2R_{v+ u-}. \quad (125f)
\]

Because of the variety of expressions for the individual Riemann components, equations (113)–(117), there are several alternative ways to express each Einstein component in terms of tetrad connections and their derivatives (though only one way to write each of \( G_{++} \) and \( G_{--} \)), and there is no pressing reason to write out these expressions.

In the unperturbed self-similar background, the non-vanishing Newman-Penrose components of the Einstein tensor \( G_{mn} \) are, in terms of the dimensionless quantities \( R, P, P_\perp, \) and \( F \) defined by equations (39),

\[
\begin{align*}
\tilde{G}_{uv} & = \frac{(R - P)}{A^2}, \\
\tilde{G}_{+-} & = 2P_\perp/A^2, \\
\tilde{G}_{uv} & = \frac{(R + P - 2F)}{A^2}, \\
\tilde{G}_{uu} & = \frac{(R + P + 2F)}{A^2}.
\end{align*}
\]

It is convenient also to define an auxiliary dimensionless unperturbed quantity \( E \) by

\[
E \equiv \frac{1}{2} A^2 (\tilde{G}_{uv} + \tilde{G}_{+-}) = \frac{1}{2} (R - P + 2P_\perp),
\]

since this quantity occurs several times in the wave equations, notably equations (172) and (199).

It follows from equations (125) that the perturbation of each component of the tetrad-frame Einstein tensor follows the Riemann tensor in conforming to the general rule (96) that its spin-weight \( s \) equals the sum of the +’s and −’s of its covariant indices:

\[
\begin{align*}
\tilde{G}_{+-} & \propto \tilde{G}_{uv}^u \propto 0Y, \\
\tilde{G}_{u-} & \propto \tilde{G}_{uv}^v \propto \pm 1Y, \\
\tilde{G}_{++} & \propto \tilde{G}_{uu} \propto \pm 2Y.
\end{align*}
\]

Being tetrad-frame quantities, all the components \( G_{mn} \) of the tetrad-frame Einstein tensor are automatically coordinate gauge-invariant, although the split between the unperturbed and perturbed parts of components whose unperturbed parts are non-zero, namely \( G_{uv}, G_{v+}, G_{v-}, \) and \( G_{uu} \), is not coordinate gauge-invariant.

The components \( G_{uv}, G_{v+}, G_{v-}, \) and \( G_{uu} \) are tetrad gauge-invariant with respect to all 6 arbitrary tetrad (Lorentz) transformations. The remaining components are not tetrad gauge-invariant. The components \( G_{uv} \) and \( G_{uu} \) vary under transformation of the antisymmetric part of \( \varphi_{uv} \), that is, under an infinitesimal radial Lorentz boost, the one tetrad gauge freedom left in spherical gauge. The components \( G_{v+} \) and \( G_{v-} \) each vary under transformation of the antisymmetric parts of \( \varphi_{v+} \) and \( \varphi_{v-} \), while \( G_{u-} \) and \( G_{u+} \) each vary under transformation of the antisymmetric parts of \( \varphi_{u-} \) and \( \varphi_{u+} \). The following quantities are tetrad gauge-invariant, but not coordinate gauge-invariant:

\[
\begin{align*}
G_{uv}^{uu} & \left( 1 + \varphi_{uu}^{v} - \varphi_{uu}^{u} \right), \\
G_{v+} & + \frac{1}{2} (\varphi_{v+} - \varphi_{v-} + \varphi_{v+} - \varphi_{v-}) G_{uv}^{uv} + \frac{1}{2} (\varphi_{u+} - \varphi_{u-}) G_{vu}^{uu}, \\
G_{v-} & + \frac{1}{2} (\varphi_{v-} - \varphi_{v+}) G_{uv} + \frac{1}{2} (\varphi_{u-} - \varphi_{u+}) G_{vu}^{uu}.
\end{align*}
\]

Note that the product \( G_{uv}G_{uu} \) is both coordinate and tetrad gauge-invariant.

There are just two components of the Einstein tensor, the spin±2 components \( G_{++} \) and \( G_{--} \), that are both coordinate and tetrad gauge-invariant, and also vanishing in the background, and therefore constitute physical perturbations that are unchanged by any gauge transformation.
In the limiting case of the Reissner-Nordström geometry, the only components of the Einstein tensor that are non-vanishing in the unperturbed background are $G_{vu} = G_{+\pm}$. In this case the components $G_{vu}$ and $G_{uu}$ are also coordinate and tetrad gauge-invariant and vanishing in the background.

Finally, in the case of vanishing background energy-momentum tensor, the Schwarzschild geometry, all perturbations of the Einstein tensor are coordinate and tetrad gauge-invariant.

V. GRAVITATIONAL WAVES

This section derives the equations that describe gravitational waves in perturbed self-similar black hole spacetimes. Subsection V.A characterizes perturbations of the Weyl tensor. Subsection V.B presents the equations that govern the evolution of those perturbations, and subsequent subsections apply those equations to derive gravitational wave equations, starting with V.C which presents the wave equations governing the propagating (spin-$\pm 2$) components of gravitational waves. Subsection V.D discusses how the Weyl evolution equations relate different spin components of gravitational waves to each other, so that the different spin components fluctuate in harmony rather than independently. Subsections V.E and V.F focus on the special cases of monopole and dipole modes. In the final two subsections V.G and V.H of this section, the spin-0 wave equation in the Newman-Penrose formalism is used to derive axial and polar spin-0 wave equations.

A. Perturbed Weyl tensor

Gravitational waves are most naturally described by the Weyl tensor $C_{klmn}$, the totally trace-free, or tidal, part of the Riemann tensor $R_{klmn}$, equation (38). Like the Riemann tensor, the Weyl tensor is a symmetric bivector matrix, that is, a symmetric matrix of antisymmetric tensors.

As is familiar from the geometric algebra [26], a bivector is a 6-component object which, in an orthonormal frame, has a natural complex structure (indeed, a natural complex quaternionic structure; but the quaternionic structure goes beyond what is needed for the present paper). The real, or “electric” ($E$), part of the bivector changes sign under spatial inversion, while the imaginary, or “magnetic” ($B$), part does not change sign under spatial inversion. In the geometric algebra, it is natural to treat a bivector as a single complex object $E + iB$.

In an orthonormal tetrad, the Weyl tensor, being a symmetric matrix of bivectors, can be organized as a $2 \times 2$ matrix of $3 \times 3$ blocks, with the structure

$$
\begin{pmatrix}
EE & EB \\
EB & BB
\end{pmatrix}
$$

(130)

where $EE, EB,$ and $BB$ signify $3 \times 3$ matrices with components of the indicated type, $E$ for electric, and $B$ for magnetic. In view of the bivector structure, it is natural to define a complexified version $\tilde{C}_{klmn}$ of the Weyl tensor by

$$
\tilde{C}_{klmn} \equiv \frac{1}{4} \left( \delta_k^p \delta_l^q + \frac{i}{2} \varepsilon_{klpq} \right) \left( \delta_m^r \delta_n^s + \frac{i}{2} \varepsilon_{mnrs} \right) C_{pqrs} ,
$$

(131)

where $\varepsilon_{klpq}$ is the totally antisymmetric tensor, here normalized so that $\varepsilon_{tr\theta\phi} = -1$. The overall factor of $1/4$ on the right hand side of equation (131) is introduced because then the operator $P_{kl}^{pq} \equiv \frac{1}{2} (\delta_k^p \delta_l^q + \frac{i}{2} \varepsilon_{klpq})$ is a projection operator, satisfying $P^2 = P$. The complexified Weyl tensor $\tilde{C}_{klmn}$ is, like the Weyl tensor, totally traceless. If the Weyl tensor $C_{klmn}$ is organized according to the structure (130), then the complexified Weyl tensor $\tilde{C}_{klmn}$ has the corresponding structure

$$
\frac{1}{4} \begin{pmatrix}
1 & i \\
i & -1
\end{pmatrix} (EE - BB + 2iEB).
$$

(132)

In tensor language, the complexified Weyl tensor satisfies the symmetries

$$
\tilde{C}_{klmn} = \frac{i}{2} \varepsilon_{klpq} \tilde{C}_{pqmn} = \frac{i}{2} \varepsilon_{mnrs} \tilde{C}_{kldr} .
$$

(133)

Thus the independent components of the complexified Weyl tensor $\tilde{C}_{klmn}$ constitute a $3 \times 3$ complex symmetric traceless matrix $EE - BB + 2iEB$, with 5 complex degrees of freedom.

The complexified Weyl tensor $\tilde{C}_{klmn}$ remains unchanged under spatial inversion, because spatial inversion not only transforms $E \to -E$ and $B \to B$, but also changes the sign of the antisymmetric tensor $\varepsilon_{klpq}$, thereby effectively changing the sign of $i$ in $EE - BB + 2iEB$.
In a Newman-Penrose tetrad, the non-vanishing components of the complexified Weyl tensor $\tilde{C}_{klmn}$, and their expressions in terms of the Weyl and Riemann tensors, are

\begin{align}
\tilde{C}_0 & \equiv \tilde{C}_{uvuv} = \tilde{C}_{v+u} = \tilde{C}_{u+} = \tilde{C}_{v+u} = \tilde{C}_{+u} = \frac{1}{2} (C_{uvuv} + C_{uvu}) = \frac{1}{2} (C_{+u} + C_{u+}) = C_{v+u} \\
\tilde{C}_{+1} & \equiv \tilde{C}_{uvu+} = \tilde{C}_{v+u+} = \tilde{C}_{v+u+} = \frac{1}{2} (R_{uvu+} + R_{u+} + 2 R_{v+} + 2 R_{u+}) ,
\end{align}

\begin{align}
\tilde{C}_{-1} & \equiv \tilde{C}_{uv+u} = \tilde{C}_{v-+u} = \tilde{C}_{v-+u} = \frac{1}{2} (R_{uv+u} + R_{+u} - R_{v+} - R_{+u}) ,
\tilde{C}_{-2} & \equiv \tilde{C}_{v-+} = \tilde{C}_{v-+} = \tilde{C}_{+} = \tilde{C}_{v-+} = R_{v+} + R_{+u} .
\end{align}

Notice that the only non-vanishing components of the complexified Weyl tensor $\tilde{C}_{klmn}$ are those with bivector indices $uv$, $+, v+$, or $u-$. Components $\tilde{C}_{klmn}$ with bivector indices $v-$ or $u+$ all vanish:

\begin{align}
\tilde{C}_{u+v} & = \tilde{C}_{uvu} = \tilde{C}_{v+u} = \tilde{C}_{v-} = \tilde{C}_{v-} = 0 , \\
\tilde{C}_{v-+u} & = \tilde{C}_{uvu-} = \tilde{C}_{u+} = \tilde{C}_{v+} = \tilde{C}_{v+} = 0 ,
\end{align}

in which the top and bottom lines, equations (135a) and (135b), collect components $\tilde{C}_{klmn}$ for which the parent Weyl tensor $C_{klmn}$ respectively does not, and does, also vanish.

In the unperturbed self-similar background, only the spin-0 component $\tilde{C}_0$ of the complexified Weyl tensor is non-zero, and it equals

$$
\tilde{C}_0 = C/A^2
$$

where $C$ is the unperturbed Weyl scalar given by equation (44).

The $\tilde{C}_s$ defined by equations (134) can be referred to as the spin-$s$ components of the complexified Weyl tensor, since $\tilde{C}_s$ (or in the case $s = 0$ the perturbation $\tilde{C}_0$) is proportional to a harmonic of spin-weight $s$

$$
\tilde{C}_s \propto s Y
$$

as follows from equations (134) and the fact, demonstrated in (14C) that each component of the Riemann tensor conforms to the general rule (40) that its spin equals the sum of the +’s and −’s of its covariant indices. As expounded in (14C) below, the spin±2 components $\tilde{C}_{\pm 2}$ of the complexified Weyl tensor describe propagating components of gravitational waves: $\tilde{C}_{+2}$ describes the propagating component of ingoing gravitational waves, while $\tilde{C}_{-2}$ describes the propagating component of outgoing gravitational waves. In more traditional notation [18, 67, 88, 89], $\tilde{C}_s = \tilde{\Psi}_{2-s}$, so that $\tilde{C}_{+2}$ is $\tilde{\Psi}_2$, while $\tilde{C}_{-2}$ is $\tilde{\Psi}_4$ (Chandrasekhar’s $\tilde{\Psi}$ metric signature −−−− is opposite to the present paper’s −+++, so his Riemann tensor is opposite in sign to the present paper’s).

The complexified Weyl tensor $\tilde{C}_{klmn}$, even though defined, equation (134), as a projection of the Weyl tensor $C_{klmn}$, nevertheless retains all the degrees of freedom of the Weyl tensor. This can be demonstrated by resolving $\tilde{C}_s$ into polar $(p)$ and axial $(a)$ parts

$$
\tilde{C}_s = \tilde{C}_s^{(p)} + \tilde{C}_s^{(a)} ,
$$

defined by the property that polar and axial parts respectively do not and do change sign when the azimuthal angular tetrad axis $\gamma_\phi$ is flipped in sign, equation (54). The angular conjugate of $\tilde{C}_s$ is

$$
\tilde{C}_s^* = \tilde{C}_s^{(p)} - \tilde{C}_s^{(a)} .
$$

As remarked after equation (55), the effect of angular conjugation is to swap angular indices $+ \leftrightarrow -$ on tensors (such as the Riemann tensor) and other natively real objects in a Newman-Penrose tetrad (such as the tetrad connections); but angular conjugation does not swap angular indices on a complexified object such as the complexified Weyl tensor $\tilde{C}_{klmn}$. Thus the angular conjugates $\tilde{C}_s^*$ of the spin components of the complexified Weyl tensor are given in terms of the Weyl and Riemann tensors by the angular conjugates of equations (134):

\begin{align}
\tilde{C}_0^* & = \frac{1}{2} (C_{uvuv} - C_{uvu}) = \frac{1}{2} (C_{+u} - C_{u+}) = C_{v+u} = \frac{1}{2} (R_{uvuv} + R_{+u} + 2 R_{v+} - 2 R_{u+}) , \\
\tilde{C}_{\pm 1}^* & = C_{uvu+} = C_{v+u+} = \frac{1}{2} (R_{uvu+} + R_{u+} + 2 R_{v+} + 2 R_{u+}) ,
\tilde{C}_{\pm 2}^* & = C_{v-+} = R_{v-+} .
\end{align}
Equations \([134]\) and \([140]\) together account for all the non-zero components of the Weyl tensor \(C_{klmn}\) in terms of \(\tilde{C}_s\) and its angular conjugate \(\tilde{C}_s^*\).

The angular conjugates \(\tilde{C}_s^*\) are proportional to spin harmonics of spin-weight \(-s\), as follows from the fact that angular conjugation swaps angular indices \(+\leftrightarrow \) on any Riemann component, and the rule \([110]\) that the spin of any Riemann component equals the sum of the \(+\)'s and \(-\)'s of its covariant indices:

\[
\tilde{C}_s^* \propto _{-s}Y .
\]  

(141)

Linearized expressions for the spin-\(s\) components \(\tilde{C}_s\) of the complexified Weyl tensor in a Newman-Penrose tetrad follow from their general expressions \([133]\) in terms of the Riemann tensor, and from the linearized expressions \([113]-\[117]\) for the Riemann tensor in terms of the tetrad connections and their directed derivatives. Because of the variety of expressions for the Riemann tensor, there are several ways to write the spin-0 and spin-\(\pm 1\) components \(\tilde{C}_0\) and \(\tilde{C}_{\pm 1}\), though only one way to write the spin-\(\pm 2\) components \(\tilde{C}_{\pm 2}\).

Being tetrad-frame quantities, all components \(\tilde{C}_s\) of the complexified Weyl tensor (and their angular conjugates) are coordinate gauge-invariant, although the split between the unperturbed and perturbed parts of the polar part \(\tilde{C}_0\), the only component whose unperturbed value is non-vanishing, is not coordinate gauge-invariant. The spin-0 and spin-\(\pm 2\) components \(\tilde{C}_0\) and \(\tilde{C}_{\pm 2}\) (and their angular conjugates) are not only coordinate gauge-invariant but tetrad gauge-invariant with respect to arbitrary infinitesimal tetrad (Lorentz) transformations. The spin-\(\pm 1\) components \(\tilde{C}_{\pm 1}\) (and their angular conjugates) are not tetrad gauge-invariant with respect to arbitrary infinitesimal tetrad transformations, being changed by a tetrad transformation that varies the antisymmetric part of \(\varphi_{u_+}^p\) (or its angular conjugate \(\varphi_{u_-}^p\)). The following combinations of \(\tilde{C}_{\pm 1}\) or \(\tilde{C}_{\pm 1}^*\) and \(\tilde{C}_0\) are tetrad gauge-invariant, but not coordinate gauge-invariant:

\[
\tilde{C}_{\pm 1} + \frac{3}{2} (\varphi_{u_-}^p - \varphi_{u_+}^p) \tilde{C}_0 ,
\]

(142a)

\[
\tilde{C}_{\pm 1}^* + \frac{3}{2} (\varphi_{u_-}^p - \varphi_{u_+}^p) \tilde{C}_0^* .
\]

(142b)

Special interest attaches to quantities that are both coordinate and tetrad gauge-invariant, and also vanishing in the background, because such quantities constitute physical perturbations that are unchanged by any gauge transformation. There are five components of the complexified Weyl tensor that are coordinate and tetrad gauge-invariant and vanishing in the background, namely the axial spin-0 component \(\tilde{C}_0^{(a)}\),

\[
\tilde{C}_0^{(a)} = \frac{1}{2} (\tilde{C}_0^\alpha - \tilde{C}_0^\beta) = \frac{1}{2} C_{uvu-} = \frac{1}{2} R_{uvu-} ,
\]

(143)

and the spin-\(\pm 2\) components \(\tilde{C}_{\pm 2}\) and their angular conjugates \(\tilde{C}_{\pm 2}^*\).

It follows from equations \([129]\) and \([142]\) that the following combinations of spin-\(\pm 1\) Weyl and Einstein components are both coordinate and tetrad gauge-invariant, and vanishing in the background:

\[
[(G_{u+} + G_{u-})^2 - G_{u+}G_{u-}] \tilde{C}_{\pm 1} - 3 \tilde{C}_0 (G_{u+} + G_{u-}) G_{u-}^u + 3 \tilde{C}_0^* G_{u+}^u G_{u+}^u ,
\]

(144a)

\[
[(G_{u+} + G_{u-})^2 - G_{u+}G_{u-}] \tilde{C}_{\pm 1}^* - 3 \tilde{C}_0^* (G_{u+} + G_{u-}) G_{u-}^u + 3 \tilde{C}_0 G_{u+}^u G_{u+}^u .
\]

(144b)

B. Evolution of the Weyl tensor

Equations governing the evolution of gravitational waves are obtained by applying the Bianchi identities to the Weyl tensor. The central result of this subsection is the set of linearized Weyl evolution equations \([150]\), which describe the coupled evolution of the various spin \(s = -2\) to \(+2\) components \(\tilde{C}_s\) of the complexified Weyl tensor in a spherically symmetric self-similar unperturbed background. These Weyl evolution equations can be combined in pairs to yield sourced wave equations \([165]\) for each of the spin components \(\tilde{C}_s\). Since the different spin components are related to each other by the Weyl evolution equations \([150]\), the wave equations do not describe independent modes of vibration, but nevertheless it is useful to have the full suite of wave equations available. The next subsection, \([\mathbf{VC}]\), considers the case of the spin-\(\pm 2\) components \(\tilde{C}_{\pm 2}\), which describe the propagating components of gravitational waves, while the final subsections, \([\mathbf{VH}G]\) and \([\mathbf{VH}H]\) consider the axial and polar spin-0 components \(\tilde{C}_0^{(a)}\) and \(\tilde{C}_0^{(p)}\).

The Bianchi identities

\[
D_k R_{lmnp} + D_l R_{mknp} + D_m R_{klnp} = 0
\]

(145)
yield evolution equations for the Weyl tensor

\[ D^k C_{klmn} = J_{lmn} \]  

(146)

with Weyl current

\[ J_{lmn} = \frac{1}{2} (D_m G_{ln} - D_n G_{lm}) - \frac{1}{8} \left( \gamma_{ln} D_m G - \gamma_{lm} D_n G \right), \]  

(147)

which satisfies the conservation law \( D^i J_{lmn} = 0 \), in view of equation (146) and the antisymmetry of \( C_{klmn} \) with respect to the indices \( kl \). The corresponding evolution equations for the complexified Weyl tensor are

\[ D^k \tilde{C}_{klmn} = \tilde{J}_{lmn} \]  

(148)

where \( \tilde{J}_{lmn} \) is the complexified Weyl current

\[ \tilde{J}_{lmn} = \frac{1}{2} \left( \delta_m^r \delta_n^s + \frac{i}{2} \tilde{\varepsilon}_{mn} rs \right) J_{trs}, \]  

(149)

which satisfies the conservation law \( D^i \tilde{J}_{lmn} = 0 \). The complexified currents \( \tilde{J}_{lmn} \) are related to the currents \( J_{lmn} \) by

\[ \tilde{J}_{vu+u-} = \tilde{J}_{v+u+} = \tilde{J}_{-v-u-} = \tilde{J}_{-v+u-} = \frac{1}{2} (J_{vu+u+} + J_{v+u-}) = J_{v-}, \]  

(150a)

\[ \tilde{J}_{vu-} = \tilde{J}_{v+u-} = \tilde{J}_{-v-u-} = \tilde{J}_{-v+u-} = \frac{1}{2} (J_{vu+u+} + J_{v+u-}) = J_{v+}, \]  

(150b)

\[ \tilde{J}_{vu+u-} = \tilde{J}_{vu-} = \tilde{J}_{-v-u-} = \tilde{J}_{-v+u-} = J_{vu+u-} = J_{vu-} = J_{-v-u-} = J_{-v+u-}. \]  

(150c)

Complexified Weyl currents \( \tilde{J}_{lmn} \) with right bivector index \( mn \) equal to \( v- \) or \( u+ \) are zero

\[ \tilde{J}_{v-} = \tilde{J}_{vu-} = \tilde{J}_{vu+} = \tilde{J}_{vu-} = 0. \]  

(151)

The angular conjugates \( \tilde{J}_{lmn}^* \) of the complexified currents are given by the angular conjugates of equations (150), which swaps angular indices \( + \leftrightarrow - \) on the currents \( J_{lmn} \) on the right hand sides (but does not swap angular indices on the complexified currents \( \tilde{J}_{lmn} \)):

\[ \tilde{J}_{vu+u-}^* = \tilde{J}_{v+u+}^* = \tilde{J}_{-v-u-}^* = \tilde{J}_{-v+u-}^* = \frac{1}{2} (J_{vu+u+} - J_{v+u-}) = J_{v+}, \]  

(152a)

\[ \tilde{J}_{vu-}^* = \tilde{J}_{v+u-}^* = \tilde{J}_{-v-u-}^* = \tilde{J}_{-v+u-}^* = \frac{1}{2} (-J_{vu+u+} + J_{v+u-}) = J_{v-}, \]  

(152b)

\[ \tilde{J}_{vu+u-}^* = \tilde{J}_{vu-}^* = \tilde{J}_{-v-u-}^* = \tilde{J}_{-v+u-}^* = J_{vu+u-} = J_{vu-} = J_{-v-u-} = J_{-v+u-}. \]  

(152c)

In a general Newman-Penrose tetrad, the equations (148) governing the evolution of the complexified Weyl tensor \( \tilde{C}_{a} \) are explicitly

\[ -2 \Gamma_+ A^2 \tilde{C}_{v+1} + \gamma_+ A \tilde{C}_{0} \tilde{C}_{v+1} + \gamma_+ A \tilde{C}_{v+2} = A^2 \tilde{J}_{v+}, \]  

(153a)

\[ -2 \Gamma_- A^2 \tilde{C}_{v-1} + \gamma_- A \tilde{C}_{v-1} \tilde{C}_{v+2} = A^2 \tilde{J}_{v-}, \]  

(153b)

\[ -3 \Gamma_+ A^2 \tilde{C}_{v+1} + \gamma_+ A \tilde{C}_{v+1} \tilde{C}_{v-2} = A^2 \tilde{J}_{v+}, \]  

(153c)

\[ -3 \Gamma_- A^2 \tilde{C}_{v-1} + \gamma_- A \tilde{C}_{v-1} \tilde{C}_{v-2} = A^2 \tilde{J}_{v-}, \]  

(153d)

where the differential operators \( s \Delta_m \) are

\[ \pm s \Delta_m \equiv A^2 \left[ \partial_u + s \Gamma_{vw} \right] A^{-1}, \]  

(154a)

\[ \pm s \Delta_{\pm} \equiv A^2 \left[ \partial_{\pm} + s \Gamma_{vw} \right] A^{-1}, \]  

(154b)
which reduce in the unperturbed background to

$$s \Delta m = s D_m .$$

Explicit expressions for the Weyl currents $\tilde{J}_{mn}$ on the right hand sides of equations (153) are given in the Appendix, equations (A2).

To linear order of perturbations on the self-similar background, the Weyl evolution equations (153) reduce (in a general gauge) to

$$A^2 \left( \partial_u + 3 \Gamma_{u,v}^v \right) A^{-2} C + \alpha D_v A \tilde{C}_0 - z_1 D_{\mp} \tilde{A} \tilde{C}_{\pm 1} = A^2 \tilde{J}_{uv+} ,$$

$$A^2 \left( \partial_\pm + 3 \Gamma_{u,v}^v \right) A^{-2} C + \alpha D_\pm A \tilde{C}_0 - z_1 D_{u} \tilde{A} \tilde{C}_{\pm 1} = A^2 \tilde{J}_{uv\mp} ,$$

$$- 3 \Gamma_{uv} G + z_1 D_u \tilde{A} \tilde{C}_{\pm 1} - z_2 D_{\pm} \tilde{A} \tilde{C}_{\pm 2} = A^2 \tilde{J}_{uv\mp} ,$$

$$- 3 \Gamma_{uv} G + z_1 D_u \tilde{A} \tilde{C}_{\mp 1} - z_2 D_{\pm} \tilde{A} \tilde{C}_{\pm 2} = A^2 \tilde{J}_{uv\mp} ,$$

where the linearized Weyl currents $\tilde{J}_{mn}$ on the right hand sides of equations (156) are (again in a general gauge), from equations (A2),

$$\tilde{J}_{uv\mp} = \tilde{J}_{uv+} = \frac{1}{4} \left[ \partial_u \left( \frac{1}{3}G_{vu} + \frac{1}{3}G_{-} \right) - (\partial_u - 2 \Gamma_{vu}^{v} + \Gamma_{u,v}^{v}) \right] G_{vu}^{v} - A^{-1} \tilde{A} \tilde{C}_{\pm 1} - A^{-1} G_{vu}^{v} + A^{-1} \tilde{A} \tilde{C}_{\pm 1},$$

$$\tilde{J}_{uv\pm} = \tilde{J}_{uv-} = \frac{1}{4} \left[ \partial_+ \left( \frac{1}{3}G_u^{v} + \frac{1}{3}G_{-} \right) - A^{-1} \tilde{A} \tilde{C}_{\pm 1} - \tilde{A} \tilde{C}_{\pm 1} - A^{-1} G_u^{v} + A^{-1} \tilde{A} \tilde{C}_{\pm 1} + \tilde{A} \tilde{C}_{\pm 1} G_{uv}^{v} + \tilde{A} \tilde{C}_{\pm 1} G_{uv}^{v} \right],$$

$$\tilde{J}_{uv\pm} = \tilde{J}_{uv-} = \frac{1}{4} \left[ \partial_\pm \left( \frac{1}{3}G_u^{v} + \frac{1}{3}G_{-} \right) - A^{-1} \tilde{A} \tilde{C}_{\pm 1} - \tilde{A} \tilde{C}_{\pm 1} - A^{-1} G_u^{v} + A^{-1} \tilde{A} \tilde{C}_{\pm 1} + \tilde{A} \tilde{C}_{\pm 1} G_{uv}^{v} + \tilde{A} \tilde{C}_{\pm 1} G_{uv}^{v} \right].$$

The equality of the expressions (154a) and (154b), and of (154c) and (154d), expresses the vanishing of the covariant derivative of the Einstein tensor, $D^m G_{mn} = 0$, which implies the conservation of energy-momentum.

In the unperturbed background, the Weyl evolution equations (156) simplify to

$$0 D_v A^{-1} C = A^2 \tilde{J}_{uv\mp} ,$$

$$0 D_\pm A^{-1} C = 0 ,$$

where the only non-vanishing component of the unperturbed Weyl current is

$$\tilde{J}_{uv\mp} = \frac{1}{4} \left[ A U D_v A^{-2} \left( \frac{1}{3}G_{vu}^{v} + \frac{1}{3}G_{-} \right) - A^{-1} \tilde{A} \tilde{C}_{\pm 1} - A^{-1} G_{vu}^{v} \right] \left( \frac{1}{3}G_{vu}^{v} + \frac{1}{3}G_{-} \right),$$

in which the equality of the two expressions expresses $D^m G_{mn} = 0$ in the unperturbed background, which implies energy-momentum conservation in the unperturbed background. A “nice” expression for $\tilde{J}_{uv\mp}$, obtained by combining the first and second expressions of equations (159) in the proportions $\frac{1}{2}$ and $\frac{1}{4}$, is

$$\tilde{J}_{uv\mp} = \frac{1}{6} \left[ A U D_v A^{-1} \left( \frac{1}{3}G_{vu}^{v} + \frac{1}{3}G_{-} \right) - \tilde{A} \tilde{C}_{\pm 1} - \tilde{A} \tilde{C}_{\pm 1} \right] ,$$
In a general Newman-Penrose tetrad, the Weyl current conservation equations $D^{\mu}\tilde{J}_{\mu
u} = 0$ are explicitly

\[
A^3 D^\mu \tilde{J}_{\mu uv} = +1\Delta'_u A^2 \tilde{J}_{uv} - A^2 \tilde{J}_{u+uv} - A^2 \tilde{J}_{u+uv} + 3 \Delta'_L A^2 \tilde{J}_{u+uv} - 2 \Gamma_{-uv} \tilde{J}_{uv} + 2 \Gamma_{+uv} \tilde{J}_{uv} = 0 ,
\]

\[
A^3 D^\mu \tilde{J}_{lu-} = 0 \Delta'_u A^2 \tilde{J}_{lu-} - 0 \Delta'_u A^2 \tilde{J}_{lu-} - 2 \Delta'_u A^2 \tilde{J}_{lu-} + 2 \Delta'_u A^2 \tilde{J}_{lu-} - 2 \Gamma_{-lu-} \tilde{J}_{l+uv} + 2 \Gamma_{+lu-} \tilde{J}_{l+uv} = 0 ,
\]

where the differential operators $\Delta'_u$ are

\[
\pm s \Delta'_u = \pm \frac{\partial}{\partial u} + s \frac{\Gamma_{uu}}{u-u} - (s+1) \frac{\Gamma_{uu}}{u-u} + z \frac{\Gamma_{uu}}{u-u} + (s+3) \frac{\Gamma_{uu}}{u-u} A^{-2} ,
\]

which reduce in the unperturbed background to

\[
s\Delta'_u = s D_u .
\]

Linearized, the Weyl current conservation equations (161) reduce (in a general gauge) to

\[
+1 \Delta'_u A^2 \tilde{J}_{uv} - -1 \Delta'_u A^2 \tilde{J}_{uv} - -1 D_u A^2 \tilde{J}_{uv} - 0 D_u A^2 \tilde{J}_{uv} = 0 ,
\]

\[
0 \Delta'_u A^2 \tilde{J}_{lu} - 0 D_u A^2 \tilde{J}_{lu} - 2 D_u A^2 \tilde{J}_{lu} - 2 \Gamma_{-uv} \tilde{J}_{uv} + 2 \Gamma_{+uv} \tilde{J}_{uv} = 0 .
\]

Combining the linearized Weyl evolution equations (160) in pairs, by taking one of the operators $\Delta'_u$ of equations (159) times one equation, minus another of the operators $\Delta'_u$ times an adjacent equation, the choice of operators being guided by the Weyl current conservation equations (161), yields equations that look like sourceless wave equations for each of the (perturbations of the) spin components $\check{C}_u$ of the complexified Weyl tensor (in a general gauge):

\[
\left( 0 \Delta'_u + 0 D_u + 0 D_u \right) A \frac{\check{C}_0}{\check{C}_0} = +1 \Delta'_u \left( - \Delta'_u A^{-1} C + A^2 \tilde{J}_{uv} \right) - -1 D_u \left( - \Delta'_u A^{-1} C + A^2 \tilde{J}_{uv} \right) ,
\]

\[
\left( +1 \Delta'_u + 1 D_u + 1 D_u \right) A \frac{\check{C}_{+1}}{\check{C}_{+1}} = -1 \Delta'_u \left( - \Delta'_u A^{-1} C + A^2 \tilde{J}_{uv} \right) - -1 D_u \left( - \Delta'_u A^{-1} C + A^2 \tilde{J}_{uv} \right) ,
\]

\[
\left( +1 \Delta'_u + 2 D_u + 2 D_u \right) A \frac{\check{C}_{+2}}{\check{C}_{+2}} = -1 \Delta'_u \left( 3 \Gamma_{uu} C + A^2 \tilde{J}_{uv} \right) - -1 D_u \left( 3 \Gamma_{uu} C + A^2 \tilde{J}_{uv} \right) ,
\]

On the left hand side of equations (165), the leftmost of each pair of differential operators has been replaced with an equivalent Hermitian conjugate operator, per equations (70) and (72), which makes manifest the Hermitian character of the wave operators on the left hand side. It should be emphasized that these are not independent wave equations: the various spin components $\check{C}_u$ are not independently adjustable, but rather fluctuate in harmony with each other in accordance with the Weyl evolution equations (155).

Equation (165a) apparently constitutes two separate equations for $\check{C}_0$, while equations (165b) and (165c) apparently provide two separate equations for each of $\check{C}_{+1}$. It is a straightforward if somewhat lengthy exercise to confirm directly, using the commutation relations (72), the operator relations (65) and (75), and the Weyl current conservation equations (164), that the separate equations for each $\check{C}_u$ are in fact equivalent. For $\check{C}_0$, the confirmation also invokes the equivalence of the two expressions (A10) for $R_{+uu}$, while for $\check{C}_{+1}$, it is necessary to use expression (134b) for $\check{C}_{+1}$ with the top lines of equations (A10) and (A11) substituted.

It should be commented that it is legitimate to replace the differential operators $+1 \Delta'_u$ and $+1 \Delta'_u$ on the right hand sides of equations (165a) and (165b) with their unperturbed limits $+1 D_u$ and $+1 D_u$, since the combined quantities in parentheses that they operate on are already of first order (although the separate terms inside the parentheses are not individually of first order). However, it is convenient to retain the operators in the unperturbed form, since this makes application of the Weyl current conservation equations (164), as in the previous paragraph, transparent.

One of the more complicated steps in confirming that equations (165a) and (165b) are equivalent is to derive equation (A3) given in the Appendix, which linearizes (in a general gauge) to

\[
\left( 0 \Delta'_u - 0 \Delta'_u - 0 \Delta'_u \right) A^{-1} C = 3 C \left( 2 A \frac{\check{C}_{+1}}{\check{C}_{+1}} + A \frac{\check{C}_{+2}}{\check{C}_{+2}} \right) - A \frac{\check{C}_{+2}}{\check{C}_{+2}} 0 D_u A^{-1} C ,
\]
the last term on the right hand side of which can be converted to unperturbed Weyl currents $\tilde{J}_{\Gamma mn}^{\gamma}$ using equation (158a).

Another relation that proves useful in reducing the wave equation for the axial spin-0 component $\tilde{C}_{\pm 2}^{(a)}$, equation (178) below, is equation (A6) in the Appendix, which linearizes (in a general gauge) to

$$\left(\pm A^\Delta_\mu - A^\Delta_\nu - A^\Delta_\sigma + A^\Delta_\tau \right) A^{-1} C$$

$$= 6C A \tilde{C}_0^{(a)} - 2A \left( \left( \Gamma_{-\nu+} - \Gamma_{+\nu-} \right) \partial_\mu + \left( \Gamma_{+\nu-} - \Gamma_{-\nu+} \right) \partial_\nu \right) A^{-1} C ,$$

(167)

the last set of terms on the right hand side of which can be converted to unperturbed Weyl currents $\tilde{J}_{\Gamma mn}^{\gamma}$ using equation (158a).

### C. Spin-two (propagating) components of gravitational waves

The spin-$\pm 2$ components $\tilde{C}_{\pm 2}$ of the complexified Weyl tensor, and their angular conjugates $\tilde{C}_{\pm 2}^\ast$, are of particular interest because they describe the ingoing and outgoing propagating components of gravitational waves. They are gauge-invariant with respect to infinitesimal coordinate and tetrad transformations, and vanishing in the interest because they describe the ingoing and outgoing propagating components of gravitational waves. The spin-2 equations (179), the radial part satisfying the generalized spin-

$$\text{the energy-momentum tensor, the Schwarzschild geometry.}$$

Weyl evolution equations (156), is not an eigenmode of those equations, except in the case of vanishing background
to add to $G_{0+}$ arbitrary amounts of $\pm 2D \tilde{C}_{\pm 2}$ (the angular lowering operator $\pm 2D \tilde{C}_{\pm 2}$ being required to convert the spin-2 object $\tilde{C}_{\pm 2}$ into a spin-1 object like $G_{0+}$). The word “arbitrary” in the previous sentence is a bit too general: it is desirable that the homogeneous part of the wave equation should be (coordinate and tetrad) gauge-invariant, so the amount of $\pm 2D \tilde{C}_{\pm 2}$ added to $G_{0+}$ should be restricted to being gauge-invariant; but this still allows a broad range of choices. It would be possible to split $G_{0+}$ unambiguously into homogeneous and source parts respectively proportional and orthogonal to $\tilde{C}_{\pm 2}$ if there were an unambiguous notion of orthogonality for $\tilde{C}_{\pm 2}$, which would be true if $\tilde{C}_{\pm 2}$ were an eigenmode of some operator. However, $\tilde{C}_{\pm 2}$, whose evolution is governed by the coupled Weyl evolution equations (156), is not an eigenmode of those equations, except in the case of vanishing background energy-momentum tensor, the Schwarzschild geometry.

The argument of the previous paragraph shows that splitting the wave equation for the spin-$\pm 2$ components $\tilde{C}_{\pm 2}$ into homogeneous and source parts effectively involves choosing a gauge. Intrinsically, spherical gauge, equations (106), which emerged in §IV B and IV C from the (not necessary, but nevertheless “natural”) requirement that all tetrad connections be expandable in spin harmonics, provides a split that proves particularly elegant. In spherical gauge, the connections $\Gamma_{-\nu+}$ and $\Gamma_{+\nu-}$ vanish, and $\tilde{C}_{\pm 2}$ and $\tilde{C}_{\pm 2}^\ast$ can be expressed in terms of tetrad connections as, equations (1346) and (140e) with (117b) and (117c).

$$\tilde{C}_{\pm 2} = A^{-1} \Gamma_{+\nu+} \tilde{D}_{+\nu}, \quad \tilde{C}_{\pm 2}^\ast = A^{-1} \Gamma_{-\nu-} \tilde{D}_{-\nu} ,$$

(168a)

$$\tilde{C}_{\pm 2} = A^{-1} \Gamma_{+\nu+} \tilde{D}_{+\nu}, \quad \tilde{C}_{\pm 2}^\ast = A^{-1} \Gamma_{-\nu-} \tilde{D}_{-\nu} ,$$

(168b)

For subsequent reference it is useful to record here that in spherical gauge the spin-$\pm 2$ components $G_{\pm 2}$ of the Einstein tensor are, equations (1251) and (174a).

$$G_{++} = -2A^{-1} \tilde{D}_{+\nu} \tilde{D}_{+\nu} ,$$

(169)

Although the right hand sides of equations (168a), (168b), and (169) are not (tetrad) gauge-invariant, they are evidently equivalent to gauge-invariant quantities. For non-dipole spherical harmonics, $J_{\ell m}$ with $l \neq 1$,
equations (168a), (168b), and (169) invert to yield expressions for $\Gamma_{+uv}^u$, $\Gamma_{-uv}^u$, and $\Gamma_{+vu}^u$ (in spherical gauge) in terms of $\tilde{C} \pm_2$, $\tilde{C}^* \pm_2$, and $G_{+u}^u$:

$$\Gamma_{+uv}^u = - \frac{2A}{(l-1)(l+2)} \tilde{D}^u \tilde{C} \pm_2 ,$$  \hspace{1cm} (170a) \hspace{1cm} \\
$$\Gamma_{-uv}^u = - \frac{2A}{(l-1)(l+2)} \tilde{D}^u \tilde{C}^* \pm_2 ,$$  \hspace{1cm} (170b) \hspace{1cm} \\
$$\Gamma_{+vu}^u = \frac{A}{(l-1)(l+2)} \tilde{D}^u G_{+u}^u .$$  \hspace{1cm} (170c) \hspace{1cm} 

The right hand side of the wave equation (165d) for $\tilde{C} \pm_2$ contains the connections $\Gamma_{+uv}^u$ in two places, in a form that converts them precisely into $\tilde{C} \pm_2$, and it makes sense to take these terms over to the left hand side of the wave equation, where they become incorporated into the wave operator. The first of the two terms is proportional to the Weyl scalar $C$, while the second occurs in the current $\tilde{J}_{uv+}$, equation (157c), and is proportional to $E \equiv \frac{1}{2} A^2 (G_{vu} + G_{v-})$. The two terms combine in the proportions

$$- 3C + E .$$  \hspace{1cm} (171) \hspace{1cm} 

The resulting wave equation for the spin-$\pm 2$ Weyl tensor $\tilde{C} \pm_2$ is

$$\left( \pm 2 \tilde{D}^u \tilde{D}^u + \pm 2 \tilde{D}^u \tilde{D}^u - 3C + E \right) A \tilde{C} \pm_2 = S \pm_2 ,$$  \hspace{1cm} (172) \hspace{1cm} 

where the spin-$\pm 2$ source term $S \pm_2$ on the right hand side is, in spherical gauge,

$$S \pm_2 = \frac{A}{2} \left[ - A^{-1} \pm_1 \pm_1 \left( \frac{0}{u} A^2 \frac{0}{u} G_{vu} + G_{v+} \right) + 2 \pm_1 \pm_1 \left( \frac{0}{u} A \frac{0}{u} G_{vu} + G_{v+} \right) - A \pm_1 \pm_1 \left( \frac{0}{u} + 2 \frac{0}{u} + \frac{0}{u} \right) G_{vu} \right] .$$  \hspace{1cm} (173) \hspace{1cm} 

Although spherical gauge has been invoked to split the wave equation (172) into homogeneous and source parts, the left hand (homogeneous) side of equation (172) is coordinate and tetrad gauge-invariant, and therefore the spin-$\pm 2$ source term $S \pm_2$ constituting the right hand side must be equivalent to a coordinate and tetrad gauge-invariant object. In fact the full (gauge-invariant) expression for the source term $S \pm_2$ is (in a general gauge, not spherical gauge)

$$S \pm_2 = - \pm_1 \pm_1 \left[ - A^{-1} \pm_1 \pm_1 \left( G^0_{vu} + G_{v+} \right) + \frac{1}{2} \pm_1 \pm_1 \left( G^0_{vu} + G_{v+} \right) \right] + \frac{1}{2} A^2 \pm_1 \pm_1 \left( G^0_{vu} + G_{v+} \right) - A \pm_1 \pm_1 \left( \frac{0}{u} + 2 \frac{0}{u} + \frac{0}{u} \right) G_{vu} .$$  \hspace{1cm} (174) \hspace{1cm} 

It is evident from equation (174) that spherical gauge, where $\Gamma_{+uv}^u$ and $\Gamma_{+vu}^u$ vanish, indeed leads to a significant simplification of the source term.

Spherical gauge, equation (168b), does not fix the gauge uniquely, since it still leaves two infinitesimal gauge freedoms, corresponding to 1 coordinate freedom in the choice of radial coordinate $r$, and 1 tetrad gauge freedom in the antisymmetric part of $\varphi_{vu}$ (a Lorentz boost in the radial direction). It is worth pointing out that these gauge freedoms are precisely sufficient to set the contribution from the unperturbed part of $G_{vu}$ in the source term $S \pm_2$, equation (173), to zero (although in the next paragraph it will be argued that this may not be a preferred gauge choice). That is, the contribution to the source term $S \pm_2$ from $G_{vu}$ splits into parts depending on the unperturbed Einstein component $G_{vu}$ and its perturbation $\tilde{G}_{vu}$ as

$$\left( \frac{0}{u} + 2 \frac{0}{u} + \frac{0}{u} \right) G_{vu} = \left( \frac{0}{u} + \frac{0}{u} \frac{0}{u} \right) G_{vu} + A^{-1} \pm_1 D \tilde{G}^0_{vu} .$$  \hspace{1cm} (175) \hspace{1cm} 

Since one of $\varphi_{vu}$ or $\varphi_{vu}$ can be adjusted with the coordinate gauge freedom in $e^v$ or $e^u$, equations (102c) and (102b), while one of $\Gamma_{vu}^u$ can be adjusted with the tetrad gauge freedom in $\varphi_{vu}$, equation (104b), the two gauge freedoms available in spherical gauge are just such as to make it possible to set

$$\left( \frac{0}{u} + \frac{0}{u} \frac{0}{u} \right) G_{vu} = 0 .$$  \hspace{1cm} (176) \hspace{1cm} 

If this gauge choice is made, then the spin-\pm 2 source term becomes
\[
S_{\pm 2} = \frac{A}{2} \left[ -A^{-1} \pm 1 D_u^v A^2 q D_v A^{-1} G_{++} + 2 \pm 1 D_u^v \pm 1 D_v G_{++} \mp \pm 1 D_v q D_v G_{uu} \right], \tag{177}
\]
which is precisely the form that the spin-\pm 2 source term takes in the case of the Schwarzschild geometry, where all unperturbed components of the Einstein tensor vanish, and all perturbations to the tetrad frame Einstein tensor are coordinate and tetrad gauge-invariant.

However, the gauge conditions (176), though feasible, are ad hoc, unlike the spherical gauge conditions (176), which have a “natural” origin (that all tetrad connections be expandable in spin harmonics). Moreover the gauge conditions (176) represent a rather complicated condition on the vierbein perturbations \( \varphi_{mn} \), which may not be ideal for numerical calculations. Indeed, in a hypothetical asymptotically flat empty region far from the black hole, the unperturbed Einstein component \( \bar{G}_{uv} \) vanishes asymptotically, so that the conditions (176) are satisfied automatically rather than being gauge conditions, and then how the conditions (176) translate into conditions on the vierbein perturbations \( \varphi_{mn} \) may become a numerically delicate issue.

Equation (176) shows that the tensor (spin-\pm 2) components of gravitational waves couple not only to tensor sources (\( G_{++} \)) but also to vector (\( G_{uv} \)) and scalar (\( G_{uu} \)) sources. If there is a non-vanishing background energy-momentum, then gravitational waves can excite other (non-gravitational) kinds of waves in the energy-momentum, which in turn provide a source for gravitational waves. The coupling of modes in black holes is unlike the case of the Friedmann-Robertson-Walker metric of cosmology, where spatial translation and rotation symmetries ensure that scalar, vector, and tensor modes decouple completely from each other [1, 7, 64].

The angular conjugates \( \tilde{C}^*_{\pm 2} \) of the spin-\pm 2 components of the complexified Weyl tensor satisfy the angular conjugate of equation (172)
\[
\left( \pm 2 D^u D_u - \pm 2 D^\pm + \pm 2 D^\pm - 3C + E \right) A \tilde{C}^*_{\pm 2} = S^*_{\pm 2}, \tag{178}
\]
where the angular Hermitian operators \( \pm 2 D^\pm + -2 D_\pm \) and \( -2 D^\pm - 2 D_\pm \) inside the wave operators of equation (172) and its angular conjugate (178) have the same eigenvalues (with angular eigenfunctions that are complex conjugates of each other), in view of equations (155), and it follows that the temporal-radial (i.e. non-angular) part of the eigenfunctions of the wave operators are the same for both \( \tilde{C} \) and its angular conjugate \( \tilde{C}^* \). However, the temporal-radial parts of the source terms \( S_{\pm 2} \) are in general not equal to their angular conjugates \( S^*_{\pm 2} \).

The wave operator on the left hand side of equation (172) differs from the wave operator discussed in [361E] only by the addition of the terms \(-3C + E\), which are functions only of conformal radius \( r \). The homogeneous solutions (when the source terms vanish) of the wave equation (172) and its angular conjugate (178) are, similarly to equation (78),
\[
\tilde{C}_{\pm 2} \quad \tilde{C}^*_{\pm 2} \quad \begin{cases} A^{-1} e^{-i\omega r} \pm 2 \tilde{\omega}_w(r) \pm 2 Y_{lm}(\theta, \phi) \pm 2 Y_{lm}(\theta, \phi) 
\end{cases}, \tag{179}
\]
in which \( \tilde{C}_{\pm 2} \) and its angular conjugate \( \tilde{C}^*_{\pm 2} \) differ only in that their angular parts are complex conjugates of each other. Note that the complex conjugate of a harmonic of spin \( s \) has opposite spin \( -s \), in accordance with equation (155) and in agreement with equation (111). The polar and axial parts of the eigenfunctions (149) have the same temporal-radial dependence, and simply project out the real and imaginary parts of the angular factor, the spin-weighted spherical harmonic \( \pm 2 Y_{lm}(\theta, \phi) \). The radial function \( 2 \tilde{\omega}_w(r) \) in equation (179) depends only on conformal radius \( r \), and satisfies the second order ordinary differential equation
\[
\left\{ -\partial_r^2 + (i\omega \pm 2s)^2 + [l(l+1) - 4 - 18C + 2E] \Delta \right\} \pm 2 \tilde{\omega}_w = 0, \tag{180}
\]
which agrees with the generalized Teukolsky equation (11) given in the Introduction, since, equations (141) and (127),
\[
-18C + 2E = -5(R - P) - 4P_\perp + 18M. \tag{181}
\]
Equation (180) has two linearly independent eigensolutions, which may be identified as ingoing and outgoing based on their properties in a hypothetical asymptotically flat region at large radius, as already discussed in [361F]. In a hypothetical asymptotically flat region at large radius, the radial eigensolutions \( s \tilde{\omega}_w \) with \( s = \pm 2 \) go over to the asymptotic solutions \( s \tilde{\omega}_w \) discussed in [361F] equation (63),
\[
\tilde{\omega}_w^{\text{in}} \rightarrow s \tilde{\omega}_w^{\text{in}}(\omega r^*) \rightarrow \left[ (l + s)! \right]^{1/2} (2\omega r^*)^s e^{-i\omega r^*} \quad \text{as } r^* \rightarrow \infty, \tag{182}
\]
\[
\tilde{\omega}_w^{\text{out}} \rightarrow s \tilde{\omega}_w^{\text{out}}(\omega r^*) \rightarrow \left[ (l - s)! \right]^{1/2} (2\omega r^*)^{-s} e^{i\omega r^*} \quad \text{as } r^* \rightarrow \infty. \tag{182}
\]
Because the wave operators for modes of opposite spin are complex conjugates of each other, equation (180), it follows that the ingoing and outgoing radial eigensolutions \( s \tilde{C}_{\omega l} \) of opposite spin can be taken to be complex conjugates of each other, in complete analogy to equation (86),

\[
s_{\omega l}^{\text{in}} = (-s_{\omega l}^{\text{out}})^*. 
\]  

(183)

The propagating components of \( \tilde{C}_s \propto A^{-3}e^{-i\omega t}s \tilde{C}_{\omega l} \) are those that fall off most slowly at large radius, which identifies the positive spin component \( \tilde{C}_{+2} \) as describing the propagating component of ingoing gravitational waves, and the negative spin component \( \tilde{C}_{-2} \) as describing the propagating component of outgoing gravitational waves:

\[
\begin{align*}
\tilde{C}_{+2} &\propto A^{-3}e^{-i\omega t} + 2 s_{\omega l}^{\text{in}} &\sim A^{-3}(r^+)^2 e^{-i\omega(t+r^+)} &\text{ (propagating, ingoing) }, \\
\tilde{C}_{-2} &\propto A^{-3}e^{-i\omega t} - 2 s_{\omega l}^{\text{out}} &\sim A^{-3}(r^-)^2 e^{-i\omega(t-r^-)} &\text{ (propagating, outgoing) }. 
\end{align*}
\]  

(184a) (184b)

The other of the two modes for each spin corresponds to the non-propagating, short-range spin-(\(-s\)) partner of a propagating mode of spin \( s \):

\[
\begin{align*}
\tilde{C}_{-2} &\propto A^{-3}e^{-i\omega t} - 2 s_{\omega l}^{\text{in}} &\sim A^{-3}(r^+)^2 e^{-i\omega(t+r^+)} &\text{ (non-propagating, ingoing) }, \\
\tilde{C}_{+2} &\propto A^{-3}e^{-i\omega t} + 2 s_{\omega l}^{\text{out}} &\sim A^{-3}(r^-)^2 e^{-i\omega(t-r^-)} &\text{ (non-propagating, outgoing) }.
\end{align*}
\]  

(185a) (185b)

D. From spin-\pm 2 to general spin-s components of gravitational waves

The Weyl evolution equations (156) relate the five spin \( s = -2 \) to \( +2 \) components \( \tilde{C}_s \) of the complexified Weyl tensor to each other, so that once one component has been specified, then the others follow. Thus, except for monopole and dipole harmonics, \( l = 0 \) or \( 1 \), for which all spin-\pm 2 quantities vanish identically, and which will be considered specially in §V F and V F', either of the spin-\pm 2 components \( \tilde{C}_{\pm 2} \) of the complexified Weyl tensor is sufficient to determine all the other Weyl components. Starting with either of the components \( \tilde{C}_{+2} \) or \( \tilde{C}_{-2} \), the Weyl evolution equations, reordered in the sequence (156d), (156b), (156a), and (156c), yield in succession

\[
\tilde{C}_{+2} \to \tilde{C}_{+1} \to \tilde{C}_0 \to \tilde{C}_{-1} \to \tilde{C}_{-2} .
\]  

(186)

The angular raising/lowering operators \( sD_{\pm} \) involved in extracting each successive spin-\( s \) component can be canceled with corresponding angular lowering/raising operators \( s+1D_{\mp} \), and then equation (156d) yields \( \tilde{C}_{+1} \) in terms of \( \tilde{C}_{+2} \) (plus other things), equation (156b) yields \( \tilde{C}_0 \) in terms of \( \tilde{C}_{+1} \) (plus other things), and so on.

It is not worth writing out explicitly all of the resulting set of expressions for the various spin-\( s \) components \( \tilde{C}_s \) of the Weyl tensor, because the expressions for the most part offer little insight beyond that already in the Weyl evolution equations (180).

However, the first rung on the ladder, equation (156d), which yields \( \tilde{C}_{+1} \) in terms of \( \tilde{C}_{+2} \) plus other things, does deserve comment, because it reveals explicitly how the spin-\pm 1 and spin-\pm 2 components of the Weyl tensor fluctuate together rather than varying independently. In spherical gauge, and for non-dipole modes, the Weyl evolution equation (156d) integrates to

\[
\tilde{C}_{+1} + \frac{1}{2} G_{u+}^{u+} = - \frac{2}{(l-1)(l+2)} \tilde{C}_{+2}^{\pm} A^{-1} \left( A^{-1}_{\pm 2} D_{\mp} A \tilde{C}_{+2} + \frac{1}{2} A_0 D_u A_0^{-1} G_{\pm 2} \right) \quad (l \neq 1),
\]  

(187)

which expresses the combination \( \tilde{C}_{+1} + \frac{1}{2} G_{u+}^{u+} \) of spin-\pm 1 components of the Weyl and Einstein tensors in terms of the spin-\pm 2 components \( \tilde{C}_{+2} \) and \( G_{\pm 2} \) of the Weyl and Einstein tensors. Equation (187) thus shows that, as asserted, the spin-\pm 1 and spin-\pm 2 components of the Weyl tensor fluctuate together rather than varying independently. In spherical gauge, the spin-\pm 2 components of the Weyl and Einstein tensors are related to tetrad connections by equations (168) and (169), and equation (187) can be rewritten as

\[
\tilde{C}_{+1} + \frac{1}{2} G_{u+}^{u+} = A^{-1} \left( \tilde{C}_{+2}^{\pm} D_0 \Gamma_{+u}^{vu} - 0D_u \Gamma_{-u}^{vu} - A^{-1}_{\pm 2} G_{\pm 2} \right),
\]  

(188)

which can be recognized as the same as the Riemann equation (116a), expressed in spherical gauge (where \( \Gamma_{-u}^{vu} = \Gamma_{-u}^{vu} \)), and is therefore valid for dipole modes \( l = 1 \) as well as non-dipole modes.
E. Gravitational monopole modes

For monopole or dipole modes, \( l = 0 \) or \( 1 \), all spin-\( \pm 2 \) quantities vanish identically, and therefore the spin-\( \pm 2 \) components \( \tilde{C}_{\pm 2} \) of the complexified Weyl tensor cannot describe these modes. Thus monopole and dipole modes, which as emphasized by [91] are essential to a complete description of gravitational perturbations, require special attention. The present subsection covers monopole modes, while the following subsection, [VII], will deal with dipole modes. The main results of this subsection are: the polar monopole equation (193), which simplifies in spherical gauge to equation (194); and the axial monopole equation (195), which states simply that the axial monopole vanishes identically.

An equation for the monopole follows from the first Weyl evolution equation (156a). After some manipulation, the Weyl evolution equation (156a) can be recast in the following form (in a general gauge, and for arbitrary harmonics), with the feature that every term is individually of first order:

\[
A^2\left(\partial_u + \Gamma_{+u-} + \Gamma_{-u+}\right)A^{-2}\mathcal{N} + \varrho D_u A \tilde{C}^{(a)}_0 - \frac{1}{2} \partial_u A^2 + \frac{1}{2} \beta_u \left( \frac{1}{2} \partial_u + \Gamma_{+u-} + \Gamma_{-u+} \right) G_{u'u'} = 0 ,
\]

where \( \tilde{C}^{(a)}_0 \) is the axial spin-0 component of the Weyl tensor, and \( \mathcal{N} \) is defined to be the following dimensionless combination of polar spin-0 components of the Weyl tensor, Einstein tensor, and tetrad connections

\[
\mathcal{N} \equiv A^2 \mathcal{N}_0 + \frac{1}{2} \mathcal{N}_{u'u'} - \frac{1}{2} \mathcal{N}_{u'v'} + \frac{1}{2} \left( \mathcal{N}_{u'v'} + \mathcal{N}_{v'u'} \right) \left( \mathcal{N}_{u'u'} + \mathcal{N}_{v'v'} \right) - \frac{1}{2} A_{u'u'} A_{v'v'} ,
\]

(190)

The combination of polar spin-0 components of the Weyl and Einstein tensors in the definition (119) of \( \mathcal{N} \) is proportional to one of the Riemann components, \( \mathcal{A}^2 \left( \mathcal{C}^{(p)}_0 - \frac{1}{4} G_{u'u'} - \frac{1}{4} G_{v'v'} \right) = \frac{1}{2} \mathcal{A}^2 R_{u'u'} \), which in the unperturbed background reduces to minus the dimensionless interior mass, \( -\mathcal{M} \), equation (118). The polar spin-0 quantity \( \mathcal{N} \) is just \( \frac{1}{2} \mathcal{A}^2 \) times the object on the left hand side of equation (1124), so the expression for \( \mathcal{N} \) in terms of vierbein perturbations \( \varphi_{mn} \) is given by \( \frac{1}{2} \mathcal{A}^2 \) times the right hand side of equation (1124). The quantity \( \mathcal{N} \) is not coordinate gauge-invariant, although \( A^{-2}\mathcal{N} \) is coordinate gauge-invariant, and \( \mathcal{N} \) is not tetrad gauge-invariant, being changed by infinitesimal tetrad gauge transformations of any of the antisymmetric parts of \( \varphi_{+v'}, \varphi_{-v'}, \varphi_{-u'}, \) or \( \varphi_{+u'} \), equation (123). However, the monopole part of \( \mathcal{N} \) is tetrad gauge-invariant, since \( \varphi_{+v'}, \varphi_{-v'}, \varphi_{-u'}, \) and \( \varphi_{+u'} \) are spin-\( \pm 1 \) objects, whose monopole parts therefore vanish identically. The notable aspect of \( \mathcal{N} \) is that the split between its unperturbed and perturbed parts is coordinate and tetrad gauge-invariant, the unperturbed part being simply a constant, a coordinate and tetrad gauge-invariant object,

\[
\mathcal{N}^0 = -\frac{1}{2}.
\]

(191)

For the monopole mode, \( l = 0 \), all non-zero spin objects in equation (189) vanish identically [including \( \mathcal{C}^{(p)}_0 \) and \( \mathcal{C}^{(a)}_0 \), and \( \mathcal{N} \), whose expressions (104c) in terms of vierbein components \( \varphi_{mn} \) contain only spin-\( \pm 1 \) terms], and the equation turns into one that determines the monopole to linear order:

\[
A^2 \left( \partial_u + \Gamma_{+u-} + \Gamma_{-u+} \right) A^{-2}\mathcal{N} + \varrho D_u A \tilde{C}^{(a)}_0 = 0 \quad (l = 0) ,
\]

(192)

a coordinate and tetrad gauge-invariant equation.

The polar part of the monopole equation (192) is, in a general gauge,

\[
A^2 \left( \partial_u + \Gamma_{+u-} + \Gamma_{-u+} \right) A^{-2}\mathcal{N} = 0 \quad (l = 0) .
\]

(193)

In spherical gauge, where equation (1124a) holds, equation (193) is equivalent to \( \partial_u \mathcal{N} = 0 \), which integrates to

\[
\mathcal{N} = -\frac{1}{2} \quad (l = 0) ,
\]

(194)

the constant of integration being determined by the unperturbed value (197). The fact that in spherical gauge the monopole component of the polar spin-0 quantity \( \mathcal{N} \) equals \(-\frac{1}{2}\) not only to unperturbed order but also to linear order is a pretty result, and definitely another feather in the cap of spherical gauge. This feature will be exploited in [VII] below to derive a wave equation for polar spin-0 modes.

The axial part of the monopole equation (192) is, in a general gauge, \( \varrho D_u A \tilde{C}^{(a)}_0 = 0 \), which integrates immediately to

\[
\tilde{C}^{(a)}_0 = 0 \quad (l = 0) ,
\]

(195)

that is, the monopole axial spin-0 component of the Weyl tensor is identically zero, a coordinate and tetrad gauge-invariant statement.
F. Gravitational dipole modes

An equation for the dipole follows from the third Weyl evolution equation (156c) with $\tilde{C}_{\pm 2}$ set to zero, which gives (in a general gauge)

$$\pm 1 D_u A \tilde{C}_{\pm 1} = (3C - E) \Gamma_{uu} - \frac{1}{2} A^2 \pm 1 D_u A^{-1} G_{uu} - \frac{1}{2} A^2 (\partial_u + 2 \Gamma_{uu} + \Gamma_{uu}) G_{uu} (l = 1).$$

(196)

In contrast to equation (188), which constitutes an identity between Riemann components and tetrad connections, equation (196) is a genuine evolutionary equation, a first order differential equation governing the dipole spin-$\pm 1$ components $\tilde{C}_{\pm 1}$ of the Weyl tensor. It is tempting to think that the tetrad connections $\Gamma_{uu}$ in the dipole evolution equation (196) would vanish in spherical gauge, in view of the relations (170a) between these tetrad connections and the spin-$\pm 2$ components $\tilde{C}_{\pm 2}$ of the Weyl tensor, but for dipole modes the relations (170a) fails, and so the tetrad connections do not necessarily vanish.

G. Axial spin-zero component of gravitational waves

The previous four subsections, §IVC-VF have given a complete description of gravitational waves (perturbations to the Weyl tensor) in spherically symmetric self-similar black holes, including monopole and dipole modes, so it might seem superfluous to explore the equations any further.

However, there are two good reasons not to stop at this point, but rather to consider wave equations for the polar and axial parts of the spin-0 component $\tilde{C}_0$ of the complexified Weyl tensor. The first good reason is that the potentials in the wave operators for the polar and axial spin-0 components are real, not complex. For real potentials, theorems familiar from quantum mechanics apply, such as whether or not there exists a discrete spectrum of bound states (which happens if the potential has one or more minima). And the second reason is that it is desirable to attempt to make contact with the traditional description of perturbations in terms of polar and axial perturbations and the associated Regge-Wheeler and Zerilli potentials.

As matters stand, the connection between the Newman-Penrose formalism and the traditional polar-axial description of perturbations remains incompletely understood. Chandrasekhar, by an ingenious suite of manipulations, is able to work from the spin-$\pm 2$ wave equations in the Newman-Penrose formalism to derive a non-linear differential equation, his equation (311) on page 186, which is satisfied by the polar and axial potentials of the Schwarzschild and Reissner-Nordström geometries, and which is such as to ensure that the potentials yield the same transmission and reflection coefficients. Chandrasekhar’s primary motivation was to recover the Regge-Wheeler and Zerilli decoupled wave equations for the polar and axial perturbations of the Schwarzschild and Reissner-Nordström geometries, and in this he was successful. However, it seems unlikely that the gravito-electromagnetic wave equations would decouple in the case of general spherically symmetric self-similar solutions, and it is unclear how Chandrasekhar’s procedure might provide a way forward in this more general case.

On the other hand, the Newman-Penrose formalism does volunteer a spin-0 wave equation, namely equation (156a), and it would seem good practice to explore where this equation leads. Chandrasekhar [18, 19] did not consider this spin-0 wave equation.

For non-zero spin $s$, the two distinct degrees of freedom of a Weyl component $\tilde{C}_s$ are represented by ingoing and outgoing modes, which satisfy wave equations with complex conjugate potentials, and the potentials are the same for both polar and axial modes. For zero spin, by contrast, the two distinct degrees of freedom of $\tilde{C}_0$ are represented by polar and axial modes, which satisfy wave equations with two different real potentials, and the potentials are the same for both ingoing and outgoing modes. The present subsection derives the wave equation (199) governing the axial spin-0 component $\tilde{C}^{(a)}_0$ of the Weyl tensor, a much easier task than for the polar spin-0 component $\tilde{C}^{(p)}_0$, which is considered in the next subsection, §VII.

The reason that the axial spin-0 component $\tilde{C}^{(a)}_0$, equation (143), is straightforward to address is that it is coordinate and tetrad gauge-invariant and vanishing in the background, the only other component of the Weyl tensor that has this happy property besides the spin-$\pm 2$ components $\tilde{C}_{\pm 2}$ and $\tilde{C}^{\star}_{\pm 2}$ considered in §VIII. A wave equation for the axial spin-0 component $\tilde{C}^{(a)}_0$ follows from the wave equation (165a) minus its angular conjugate.

Somewhat surprisingly, spherical gauge, which proved to be a reliable guide in the case of the spin-$\pm 2$ wave equations, turns out not to provide the most elegant gauge for splitting the axial spin-0 wave equation into homogeneous and source parts. In fact, as will be seen below, there is a gauge in which the axial spin-0 source term takes its (apparently) simplest form, but not only is this gauge not spherical gauge, but it is incompatible with spherical gauge. The gauge, which can be termed “axial gauge”, consists of the two conditions

$$\Gamma_{-uu} - \Gamma_{+uu} = \Gamma_{-uu} - \Gamma_{+uu} = 0,$$

(197)
which can be accomplished for example by 2 infinitesimal tetrads transformations of \( \varphi_{+a} \) and \( \varphi_{-a} \), in accordance with equations (1014c). As discussed in [VII], the requirement that perturbations be expandable in spin-weighted harmonics of itself imposes no gauge conditions, so the axial gauge conditions (197) are entirely legitimate. But it is curious that the spin±2 and axial spin-0 wave equations should “prefer” two mutually incompatible gauges. In the next subsection, [VIII], it will be found that the polar spin-0 wave equation “prefers” spherical gauge.

In carrying out the somewhat lengthy calculation needed to evaluate the source term for the axial spin-0 wave equation, one finds that (much as occurred earlier for spin±2 waves) there are two sets of terms that naturally convert themselves into quantities proportional to \( \tilde{C}_0^{(a)} \), and which are therefore incorporated naturally into the wave operator on the left hand side. One of these two sets of terms, proportional to the unperturbed Weyl scalar \( C \), yields \( \tilde{C}_0^{(a)} \) via equation (167). The other set of terms arises from the terms proportional to \( \epsilon_{a} \). For the monopole mode, the axial gauge conditions (197) are automatically satisfied, and do not constitute additional gauge conditions, since \( \Gamma_{uv} \equiv \epsilon_{uv} \), equation (195). For the monopole mode, the axial spin-0 source term \( S_{0}^{(a)} \) is, in axial gauge, equation (195b) and (157d). In axial gauge, the terms prove to combine in the proportions

\[
3C - E ,
\]

which is opposite in sign to the spin±2 expression (171).

The resulting wave equation for the axial spin-0 component \( \tilde{C}_0^{(a)} \) of the complexified Weyl tensor is

\[
\left( \epsilon^{u} D_{u} + \epsilon_{u} D_{u} + 3C - E \right) A \tilde{C}_0^{(a)} = S_{0}^{(a)} ,
\]

where the axial spin-0 source term \( S_{0}^{(a)} \) is, in axial gauge,

\[
S_{0}^{(a)} = \frac{A}{4} \left( +1 \epsilon_{uu} \epsilon_{u} D_{u} + 1 \epsilon_{uu} \epsilon_{u} D_{u} + \epsilon_{uu} \epsilon_{u} D_{u} + \epsilon_{uu} \epsilon_{u} D_{u} \right) .
\]

Equation (200) is precisely the form that the axial spin-0 source term takes in the case of the Schwarzschild geometry, where all unperturbed components of the Einstein tensor vanish, and all perturbations to the tetrad-frame Einstein tensor are coordinate and tetrad gauge-invariant. The full (gauge-invariant) expression for the source term \( S_{0}^{(a)} \) is (in a general gauge, not axial gauge)

\[
S_{0}^{(a)} = \frac{A}{4} \left( +1 \epsilon_{uu} \epsilon_{u} D_{u} \left[ (\Gamma_{uu} + \Gamma_{uu}) (G_{uu} + G_{uu}) - (\Gamma_{uu} + \Gamma_{uu}) G_{uu} \right] \right. \\
+ \left. \epsilon_{uu} \epsilon_{u} D_{u} \left[ (\Gamma_{uu} + \Gamma_{uu}) (G_{uu} + G_{uu}) - (\Gamma_{uu} + \Gamma_{uu}) G_{uu} \right] \right) ,
\]

and it is evident that, as asserted above, the axial spin-0 source term \( S_{0}^{(a)} \) takes its apparently simplest form in axial gauge, equations (197).

The special case of the monopole mode, \( l = 0 \), was considered already in [VII] where it was found that the axial monopole mode vanishes identically, equation (195). For the monopole mode, the axial gauge conditions (197) are automatically satisfied, and do not constitute additional gauge conditions, since \( \Gamma_{uu} - \Gamma_{uu} \) and \( \Gamma_{uu} - \Gamma_{uu} \) depend only on spin±1 components of the vierbein perturbations \( \varphi_{nn} \), equations (1014c), and therefore automatically vanish identically for the monopole.

The wave operator on the left hand side of equation (199) differs from the wave operator discussed in [III] only by the addition of the terms \( 3C - E \), which are functions only of conformal radius \( r \). The homogeneous solutions (when the source terms vanish) are, similarly to equation (78),

\[
\tilde{C}_0^{(a)} = A^{-3} e^{-\frac{i\omega t}{a}} \psi_{\omega}^{(a)}(r) \varphi_{\ell m}(\theta, \phi) .
\]

Previously, in the case of the spin±2 components \( \tilde{C}_{\pm2} \) of the Weyl tensor, the polar and axial parts of the eigenfunctions (179) projected out the real and imaginary parts of the spin±2 spherical harmonic \( \pm 2 \varphi_{\ell m} \). The two parts could be distinguished fundamentally because the complex conjugate of a harmonic of spin \( s \) has opposite spin \( -s \), equation (88). In the present case of the axial spin-0 component \( \tilde{C}_0^{(a)} \), the complex conjugate of a spin-0 spherical harmonic is just another spin-0 spherical harmonic, so the real and imaginary parts are not fundamentally distinguishable. Thus the axial spin-0 eigenfunctions (202) encompass both real and imaginary parts of the spin-0
spherical harmonic $\Theta_{lm}$, not just the imaginary part. The radial function $\Phi^{(a)}_{\omega l}(r)$ in equation (202) depends only on conformal radius $r$, and satisfies the second order ordinary differential equation

$$\left\{ -\frac{\partial^2}{\partial r^2} - \omega^2 + \left[ l(l + 1) + 6C - 2E \right] \Delta \right\} \Phi^{(a)}_{\omega l} = 0.$$  (203)

The effective potential $\left[ l(l + 1) + 6C - 2E \right] \Delta$ of the wave operator for $\Phi^{(a)}_{\omega l}$ is real, in contrast to the effective potential of the wave operator for $z e^{\omega l}$, equation (180), which is complex. In terms of the dimensionless interior mass $M$, equation (24), and dimensionless proper density $\tilde{R}$ and radial pressure $\tilde{P}$, equations (12), the factor $6C - 2E$ in the potential is, equations (14) and (127),

$$6C - 2E = R - P - 6M.$$  (204)

Equation (203) has two linearly independent eigensolutions, which may be taken to be complex conjugates of each other, and which may be identified as ingoing and outgoing based on their properties in a hypothetical asymptotically flat region at large radius, as discussed in §III F. In a hypothetical asymptotically flat region at large radius, the radial eigensolutions $\Phi^{(a)}_{\omega l}$ go over to the asymptotic solutions $\alpha_{\omega l}$ discussed in §III F, equation (87),

$$\alpha_{\omega l}^{(a)} \rightarrow \alpha_{\omega l}^{\text{in}}(\omega r^*) \rightarrow e^{-i\omega r^*} \quad \text{as } r^* \rightarrow \infty.$$  (205)

In the case of the Schwarzschild geometry, the potential in the wave operator of the wave equation (203) for the axial spin-0 modes is precisely the familiar Regge-Wheeler [13, 82] potential $V^(-)$,

$$\left[ l(l + 1) + 6C - 2E \right] \Delta = \left[ l(l + 1) - 6M \right] (1 - 2M) = V^(-),$$  (206)

where the dimensionless interior mass $M$ of the Schwarzschild black hole is related to its constant mass $m$ by $M = m/\Delta = m/r$. The axial potential $\left[ l(l + 1) + 6C - 2E \right] \Delta$ also agrees with that obtained by [19] [their equation (149)] for spherical stationary ideal-fluid uncharged “stars”, and by [49] [his equations (91)–(93) for $s = 2$] for general spherical stationary distributions.

In the case of the Reissner-Nordström geometry, the axial potential $\left[ l(l + 1) + 6C - 2E \right] \Delta$ in the wave operator of equation (203) is not the same as the Zerilli axial potential $V^(-)$ [13, 63, 92]. This is because the wave equation (203) does not describe decoupled eigenmodes of gravito-electromagnetic waves, but rather it describes homogeneous solutions of a wave equation [109] whose source $S^0$ includes electromagnetic perturbations that do not vanish for the Reissner-Nordström geometry. Physically, if the black hole is charged, then electromagnetic waves constitute a source for gravitational waves, and correspondingly gravitational waves constitute a source for electromagnetic waves [as will become evident below when electromagnetic waves are treated, for example equation (250)]. In order to obtain a decoupled wave equation, it would be necessary to find axial eigensolutions of the coupled wave equations for gravitational waves and electromagnetic waves. Thanks to the work of Zerilli and Moncrief [63, 92] it is known that such a decoupling can be accomplished for the Reissner-Nordström geometry, but for the case of general self-similar solutions there is no reason to expect that such a decoupling would occur. The present paper does not pursue this issue further.

H. Polar spin-zero component of gravitational waves

The derivation of a wave equation for the polar spin-0 component of gravitational waves presents a formidable challenge. This is largely because the polar spin-0 component $\tilde{C}^{(p)}_0$ of the Weyl tensor does not vanish in the unperturbed background (even in the Schwarzschild geometry), and consequently issues of gauge freedom are especially delicate. Nevertheless, for the reasons described at the beginning of the previous subsection, it seems wise to pursue the polar part of the spin-0 wave equation (185a) that arises in the Newman-Penrose formalism, to see where it leads. Where it leads is, apparently, to the sourced polar spin-0 wave equation (217). The present paper does not address the problem of how this equation and the other equations to which it couples might be decoupled so as to recover the Zerilli-Moncrief equations [63, 92] in the Reissner-Nordström geometry.

The polar spin-0 component $\tilde{C}^{(p)}_0 = \frac{1}{2} (\tilde{C}_0 + \tilde{C}^\star_0)$ of the complexified Weyl tensor is gauge-invariant with respect to infinitesimal coordinate and tetrad transformations, but the split between the unperturbed and perturbed parts is not coordinate gauge-invariant. One might think (for an instant) that, since the unperturbed part of $\tilde{C}^{(p)}_0$ is pure
monopole \((l = 0)\), at least the non-monopole parts of the expansion of \(\tilde{C}_0^{(p)}\) in spherical harmonics would be gauge-invariant, but this is not true. Under an infinitesimal coordinate gauge transformation \(x^\mu \to x'^\mu = x^\mu + \epsilon^\mu\), the unperturbed part \(\tilde{C}_0^{(p)}\) of the unperturbed spin-0 Weyl tensor transforms as
\[
\tilde{C}_0^{(p)}(t, r) \to \tilde{C}_0^{(p)}(t', r') = \tilde{C}_0^{(p)}(t) + A(\epsilon^r \partial_r + \epsilon^\mu \partial_\mu)\tilde{C}_0^{(p)},
\]
(207)
so that, since \(\tilde{C}_0^{(p)} = 0^{(p)} + \hat{C}_0^{(p)}\) as a whole is gauge-invariant, the perturbation \(\hat{C}_0^{(p)}\) transforms as
\[
\hat{C}_0^{(p)} \to \hat{C}_0^{(p)} - A(\epsilon^r \partial_r + \epsilon^\mu \partial_\mu)\tilde{C}_0^{(p)}.
\]
(208)
The dimensionless coordinate perturbations \(\epsilon^r\) and \(\epsilon^\mu\) in the transformation (208) will in general contain arbitrary non-monopole harmonics, changing the spherical harmonic expansion of the perturbation \(\tilde{C}_0^{(p)}\) arbitrarily. Indeed, as long as the unperturbed spin-0 Weyl tensor \(\tilde{C}_0^{(p)}\) is non-constant, which is generally true except in a hypothetical asymptotically flat region at large radius, it is possible in principle to eliminate the perturbation \(\hat{C}_0^{(p)}\) to the polar spin-0 Weyl tensor altogether by a coordinate gauge transformation arranged to satisfy
\[
\frac{1}{2} \tilde{C}_0^{(p)} - A(\epsilon^r \partial_r + \epsilon^\mu \partial_\mu)\tilde{C}_0^{(p)} = 0.
\]
(209)
However, it is not possible to eliminate simultaneously all polar spin-0 perturbations. Specifically, it is not possible to set the polar spin-0 vierbein perturbations \(\phi_{ru}, \phi_{uv}, \) and \(\phi_{vr} + \phi_{uv}\) simultaneously to zero, because each of these 3 vierbein perturbations varies only under a coordinate transformation of \(\epsilon^r\) or \(\epsilon^u\), not under a tetrad transformation), equations (102), and 3 gauge conditions cannot be achieved with just 2 freedoms. Thus there is reason to expect that the polar part of the spin-0 wave equation (165a) is not vacuous, but may in fact encode the evolution of polar spin-0 perturbations.

A clue as to how to proceed is provided by the monopole mode of the polar spin-0 perturbation, which was found in \([\text{V. E}]\) to be described most naturally not by the polar spin-0 Weyl component \(\tilde{C}_0^{(p)}\) itself, but rather by the related polar spin-0 quantity \(\hat{N}\) defined by equation (190). Although \(\hat{N}\) is itself neither coordinate nor tetrad gauge-invariant, the equation (193) governing the monopole part of \(\hat{N}\) is coordinate and tetrad gauge-invariant. Therefore, if the monopole equation (193) is subtracted from the general equation (189) governing \(\hat{N}\), then the result, being a difference of two coordinate and tetrad gauge-invariant equations, will be coordinate and tetrad gauge-invariant, and moreover vanishing in the background [that is to say, equation (189) as a whole is coordinate and tetrad gauge-invariant, though the split between its left and right hand sides is in general not coordinate and tetrad gauge-invariant].

As was found in \([\text{V. E}]\) the monopole part of \(\hat{N}\) takes a particularly simple form in spherical gauge, being equal to its unperturbed constant value \(-\frac{3}{4}\) not only to unperturbed order but also to linear order, equation (192). Thus in spherical gauge, subtracting the monopole equation from the general equation governing \(\hat{N}\) amounts to replacing \(\hat{N}\) by its perturbation \(\hat{N}\), a trivial operation. Although the resulting equation for the perturbation \(\hat{N}\) is no longer gauge-invariant (being expressed in a particular gauge, spherical gauge), nevertheless the equation is equivalent to a gauge-invariant equation, and therefore has real physical significance independent of any gauge. The perturbation \(\hat{N}\) is coordinate and tetrad gauge-invariant with respect to the two gauge freedoms left in spherical gauge. The two Weyl evolution equations that combine to produce the spin-0 wave equation (165a) are equations (156a) and (156b). The first of Weyl evolution equation (156a) was already recast in terms of \(\hat{N}\) in equation (189). Similarly recasting the second Weyl evolution equation (165b) in terms of \(\hat{N}\) gives (in a general gauge, and for arbitrary harmonics)
\[
\partial_z \hat{N} + \frac{6D_\pm}{4} A \tilde{C}_0^{(a)} - \pm 1 D_u A \tilde{C}_0^{(a)} = - \frac{A^2}{2} \left[ (\Gamma_{+\mp u} + \Gamma_{-\mp u} + \Gamma_{\pm u}) \right] - \frac{1}{2} A^2 \left[ (\Gamma_{+\mp u} + \Gamma_{-\mp u} + \Gamma_{\pm u}) \right] - \frac{1}{2} A^2 \left[ (\Gamma_{+\mp u} + \Gamma_{-\mp u} + \Gamma_{\pm u}) \right],
\]
(210)
The monopole part of equation (210) vanishes identically, since all the terms of the equation are spin\(\pm 1\), so there is no need to subtract the monopole part of equation (210).

As discussed above, it is helpful from this point to work in spherical gauge, equations (106), because the subtraction of the monopole is trivial in this gauge, amounting to a replacement of \(\hat{N}\) by its perturbation \(\hat{N}\). In spherical gauge,
the perturbation $\hat{\mathcal{N}}$ is, from $\frac{1}{2}A^2$ times equation (212),
\[
\hat{\mathcal{N}} = \frac{1}{2}[\pm_1 \dot{D}_-(\beta_u \varphi_{+v} + \beta_v \varphi_{+u}) + -_1 \dot{D}_+(\beta_u \varphi_{-v} + \beta_v \varphi_{-u})],
\]
which may also be written
\[
\hat{\mathcal{N}} = \frac{1}{2}(\pm_1 \dot{D}_- \partial_+ A + -_1 \dot{D}_+ \partial_- A).
\]
In spherical gauge, the term on the right hand side of equation (210) involving the directed angular derivative of products of tetrad connections can be rewritten, using equations (112a) and the commutation relations (62),
\[
\frac{1}{4}A^2\partial_+ \left[ (\Gamma_{+v+} - \Gamma_{+v-}) \left( \Gamma_{+v+} + \Gamma_{+v-} \right) \right] = (\beta_u \partial_v + \beta_v \partial_u)\partial_+ A - \beta_u^2 \Gamma_{+v+} - \beta_v^2 \Gamma_{+v-} - 2\beta_u \beta_v \Gamma_{+v-}.
\]
When equations (189) and (210) are combined into a polar wave equation for the perturbation $\hat{\mathcal{N}}$, terms proportional to $\partial_\pm A$, namely the term $-A^{-1}\partial_\pm A$ on the right hand side of equation (210), and the terms proportional to $\partial_\pm A$ on the right hand side of equation (213), convert into quantities proportional to $\hat{\mathcal{N}}$, equation (212), and it is natural to incorporate these terms into the wave operator on the left hand side.

The resulting wave equation for the perturbation $\hat{\mathcal{N}}$ is
\[
(\pm_1 \dot{D}_- \partial_+ - -_1 \dot{D}_+ \partial_- + 2\beta_u \partial_v + 2\beta_v \partial_u - 2A^{-1})\hat{\mathcal{N}} = 2S_0^{(p)}(214),
\]
where the factor of 2 on the right hand side is introduced so that it disappears from the wave equation (217) below. The polar spin-0 source term $S_0^{(p)}$ on the right hand side of equation (214) is, in spherical gauge, the unprepossessingly complicated object
\[
S_0^{(p)} = \frac{1}{4} \left( A^2 (\pm_1 \dot{D}_- \partial_+ - -_1 \dot{D}_+ \partial_-) (G_{vu} + G_{-v}) + A^{-3} \beta_u^2 \dot{D}_u A^3 (\pm_1 \dot{D}_- \Gamma_{+u+} + -_1 \dot{D}_+ \Gamma_{+u-}) + A^{-1} (\beta_u \partial_v + \beta_v \partial_u) A (\pm_1 \dot{D}_- \Gamma_{+u+} - -_1 \dot{D}_+ \Gamma_{+u-}) + 4(R - P + P_{L} - 2M) (\pm_1 \dot{D}_- \Gamma_{+u+} - -_1 \dot{D}_+ \Gamma_{+u-}) - -_1 \dot{D}_+ A \pm_1 \dot{D}_- \partial_\pm A - _1 \dot{D}_+ A \partial_\pm G_{vu} - -_1 \dot{D}_+ A \partial_\pm G_{-v} - -_1 \dot{D}_+ A \partial_\pm G_{-u} - -_1 \dot{D}_+ A \partial_\pm G_{vu} + A^{-1} A_0 D_0 \Gamma_{vu} + A_0 D_0 \Gamma_{-v} - 3A_0^2 D_0 \partial_\pm A - 3A_0^2 D_0 \partial_\pm A + A_0^2 (1 - 2M).
\]

The wave operator on the left hand side of equation (214) is (barring the $-2A^{-1}$ term) $A^{-2}D_0^{lm} A^2 D_0 A^{-2}$, which may be recast using the identity (with $a$ an arbitrary constant)
\[
A^{-2a}D_0^{lm} A^{2a} D_0 A = A^{-a} D_0^{lm} A^{a} A = a(1 + R - P - 4M) + a^2(1 - 2M).
\]
The identity (210), along with the operator equalities $D_0^{lm} D_0 = 0 D_0^{lm} D_0$ and $a D_0^{\pm} D_0 = a D_0^{\pm}$ valid for zero spin, equations (75) and (65), brings the wave equation (214) to a form similar to that already encountered for spin-$\pm 2$ and axial spin-0 modes, equations (172) and (199):
\[
A^{-1/2} \left( D_0^{\mp} \partial_\mp + a D_0^{\pm} a D_\pm - \frac{3}{4} R - \frac{3}{4} P + \frac{3}{4} M \right) A^{-1/2} \hat{\mathcal{N}} = S_0^{(p)}.
\]

As written, the expression (214) for the polar spin-0 source term $S_0^{(p)}$ is valid for all harmonics, including dipole harmonics. For quadrupole and higher harmonics, $l \geq 2$, the tetrad connections in the source term $S_0^{(p)}$ can be replaced by spin-$\pm 2$ components of the Weyl and Einstein tensors, in accordance with equations (170), valid in spherical gauge:
\[
\begin{align*}
\pm_1 \dot{D}_+ \Gamma_{+u+} + _1 \dot{D}_+ \Gamma_{+u-} &= -\frac{2A}{(l - 1)(l + 2)} (\pm_1 \dot{D}_+ \Gamma_{+u+} + _1 \dot{D}_+ \Gamma_{+u-}), \\
+_1 \dot{D}_- \Gamma_{+v+} - _1 \dot{D}_- \Gamma_{+v-} &= A \frac{(l + 2)}{(l - 1)(l + 2)} (\pm_1 \dot{D}_- \Gamma_{+v+} - _1 \dot{D}_- \Gamma_{+v-}).
\end{align*}
\]
Physically, the right hand sides of equations (218) are proportional to the polar parts of $\tilde{C}_{\pm 2}$ and $G_{\pm \pm}$ angularly lowered and raised to zero spin.
As discussed above, taken as a whole the wave equation (217) is equivalent to a (coordinate and tetrad) gauge-invariant equation, being the difference of two gauge-invariant equations (a general equation and a monopole equation). However, the split between the left and right hand sides of equation (217) is in general not gauge-invariant. In the case of the Schwarzschild geometry, where the background energy-momentum vanishes, and all perturbations to the Einstein tensor are coordinate and tetrad gauge-invariant, the polar spin-0 source term \( S_{0}^{(p)} \) with the replacements (218) becomes a coordinate and tetrad gauge-invariant object. Therefore, at least in the case of the Schwarzschild geometry, and for quadrupole and higher harmonics, the left and right hand sides of the wave equation (217) are individually equivalent to coordinate and tetrad gauge-invariant objects.

The polar spin-0 wave equation (217) has two unusual features compared to the other wave equations derived in this paper. The first is that (for quadrupole and higher harmonics) the spin-\( \pm 2 \) Weyl tensor \( \tilde{C}_{\pm 2} \) and its angular conjugate \( \tilde{C}^\star_{\pm 2} \), in the combination given by equation (218a), appear in the source term \( S_{0}^{(p)} \), equation (219). That is, the wave equation for polar spin-0 perturbation \( \hat{N} \) appears to be sourced by spin-\( \pm 2 \) modes of the Weyl tensor (even in the case of the Schwarzschild geometry).

The second unusual feature of the wave equation (217) is that its homogeneous solutions decay with conformal factor as \( \hat{N} \propto A^{-3/2} \) (so that the dimensional perturbation \( A^{-2}\hat{N} \) with the same dimension as the spin-0 Weyl tensor \( \tilde{C}_{0} \) goes as \( A^{-2}\hat{N} \propto A^{-7/2} \), which is a factor of \( A^{-1/2} \) faster than expected for the non-propagating spin-0 companion of a propagating spin-\( \pm 2 \) mode [such as the axial component \( \tilde{C}^\alpha_{0} \), whose homogeneous solutions fall off as \( A^{-3} \), equation (202)]. This anomalous behavior is related to the presence of the spin-\( \pm 2 \) Weyl tensor as a source of the wave equation. Since at least one of the spin-\( \pm 2 \) components \( \tilde{C}_{\pm 2} \) is propagating, it remains an active source for the polar spin-0 perturbation \( \hat{N} \) even in a hypothetically flat empty region far from the black hole. Dimensional analysis indicates that the part of \( \hat{N} \) sourced by the driving spin-\( \pm 2 \) Weyl component is expected to go with conformal factor \( A \) as \( \hat{N} \propto AS_{0}^{(p)} \propto A^{2}\tilde{C}_{\pm 2} \), which according to the homogeneous solutions (219) for \( \tilde{C}_{\pm 2} \) goes as \( \hat{N} \sim A^{-1} \) in asymptotically flat empty space far from the black hole. Thus the sourced part of \( \hat{N} \) is expected to dominate the homogeneous part far from the black hole.

The homogeneous solutions of the wave equation (217) are, similarly to equation (28),

\[
\hat{N} = A^{-3/2}e^{-i\omega t}n_{\omega l}(r)_{0}Y_{lm}(\theta, \phi) ,
\]

where the radial eigenmodes \( n_{\omega l}(r) \) satisfy

\[
\left\{ -\frac{\partial^2}{\partial r^2} - \omega^2 + \left[ l(l+1) - \frac{5}{4} - \frac{3}{2}R + \frac{3}{2}P + \frac{3}{2}M \right] \Delta \right\} n_{\omega l} = 0 .
\]

As discussed in the previous paragraph, in a hypothetical asymptotically flat empty region far from the black hole, the behavior of the polar spin-0 perturbation \( \hat{N} \) is expected to be dominated not by a homogeneous solution (219), but rather by the driving spin-\( \pm 2 \) Weyl component in the source \( S_{0}^{(p)} \).

The polar potential \( l(l+1) - \frac{3}{4} - \frac{3}{2}R + \frac{3}{2}P + \frac{3}{2}M \) \( \Delta \) in the wave operator of the homogeneous polar spin-0 wave equation (220) is not the same as the Zerilli polar potential \( V^{(+)}/2 \) even for the Schwarzschild geometry 92, let alone for the Reissner-Nordström geometry [63, 93]. There is no contradiction because equation (220) does not describe decoupled eigenmodes, but rather it describes the radial part of homogeneous solutions (219) of a wave equation (217) whose source \( S_{0}^{(p)} \) does not vanish even for the Schwarzschild geometry.

The polar part of the spin-0 wave equation (155a) in the Newman-Penrose formalism has (apparently) led to the wave equation (220), but it has not led all the way to an independent derivation of the Zerilli-Moncrief polar potential \( V^{(+)}/2 \) for decoupled gravito-electromagnetic eigenmodes in either the Schwarzschild or Reissner-Nordström geometries. It would be good to accomplish such a derivation, but it may not be trivial to do so, and here I take the matter no further.

VI. ELECTROMAGNETIC WAVES

This section derives the equations that describe electromagnetic waves in perturbed self-similar black hole spacetimes. Subsections VI A and VI B characterize perturbations of the electromagnetic field and the Maxwell’s equations that govern their evolution. Subsequent subsections consider the propagating (spin-\( \pm 1 \)) components of electromagnetic waves (VI C), monopole electromagnetic modes (VI D), and the axial (VI E) and polar (VI F) parts of the electromagnetic spin-0 wave equation.
A. Electromagnetic field

The electromagnetic field $F_{mn}$ is a bivector, an antisymmetric tensor. As earlier discussed in §VA with regard to the bivector structure of the Weyl tensor, this means that the electromagnetic field is a 6-component object with a natural complex structure. The real part of the electromagnetic bivector field is the electric 3-vector $E$, which changes sign under spatial inversion, while the imaginary part is the magnetic 3-vector $B$, which does not change sign under spatial inversion.

The natural complex structure motivates writing Maxwell’s equations as the single complex equation

$$\left(\delta^m_k \delta^n_l + \frac{i}{2} \epsilon_{kl}^{\ mn}\right) D^k F_{mn} = 4\pi j_l ,$$

whose real (vector) and imaginary (trivector) parts represent respectively the source and source-free parts of Maxwell’s equations. Absent magnetic monopoles, the current $j_l$ is purely electric, a real vector. Maxwell’s equations (221) can immediately be recast as

$$D^k \tilde{F}_{kl} = 2\pi j_l ,$$

where the complexified electromagnetic field $\tilde{F}$ is

$$\tilde{F}_{kl} \equiv \frac{1}{2} \left(\delta^m_k \delta^n_l + \frac{i}{2} \epsilon_{kl}^{\ mn}\right) F_{mn} .$$

[as earlier in the definition (131) of the complexified Weyl tensor, the factor of 1/2 on the right hand side of equation (223) is introduced because then the operator $P_{kl}^{mn} \equiv \frac{1}{2} \left(\delta^m_k \delta^n_l + \frac{i}{2} \epsilon_{kl}^{\ mn}\right)$ is a projection operator, satisfying $P^2 = P$.]

In an orthonormal tetrad basis, the electromagnetic field $\tilde{F}_{kl}$ can be represented as a pair of electric and magnetic 3-vectors $E$ and $B$

$$F = (E \ B) ,$$

The complexified electromagnetic field $\tilde{F}_{kl}$ then has the structure

$$\tilde{F} = \frac{1}{2} \left(1 \ i\right) (E + iB) .$$

Thus the magnetic part of the complexified electromagnetic field is $i$ times the electric part. In tensor language, the complexified electromagnetic field satisfies the symmetry

$$\tilde{F}_{kl} = \frac{i}{2} \epsilon_{kl}^{\ mn} \tilde{F}_{mn} ,$$

as follows immediately from the definition (223). Thanks to this symmetry, the independent components of $\tilde{F}_{kl}$ constitute a single complex 3-vector, containing the electric field $E$ and the magnetic field $B$ in the complex combination $E + iB$.

The complexified electromagnetic tensor $\tilde{F}_{kl}$ changes sign under spatial inversion, because spatial inversion not only transforms $E \to -E$ and $B \to B$, but also changes the sign of the antisymmetric tensor $\epsilon_{klmn}$, thereby effectively changing the sign of $i$ in $E + iB$.

With respect to a general Newman-Penrose tetrad, the non-vanishing components of the complexified electromagnetic field $\tilde{F}_{kl}$, and their expressions in terms of the electromagnetic field tensor $F_{kl}$, and the electric and magnetic fields $E$ and $B$, are

$$\tilde{F}_0 \equiv \tilde{F}_{uu} = \tilde{F}_{uu} = \frac{1}{2} \left( F_{uu} + F_{u+} \right) = \frac{1}{2} \left( E_r + iB_r \right) ,$$

$$\tilde{F}_{\pm 1} \equiv \tilde{F}_{v+} = \tilde{F}_{u+} = \frac{1}{2} \left[ E_\theta + iB_\theta \mp i(E_\phi + iB_\phi) \right] .$$

As with the Weyl tensor, the only non-vanishing components of the complexified electromagnetic field tensor $\tilde{F}_{kl}$ are those with bivector indices $uv$, $+-$, $v+$, or $u-$. Components $\tilde{F}_{kl}$ with bivector indices $v-$ or $u+$ vanish:

$$\tilde{F}_{v-} = \tilde{F}_{u+} = 0 .$$
In the unperturbed self-similar background, only the polar spin-0 component \( \tilde{F}_0 \) of the electromagnetic field is non-zero, and it equals \( \frac{1}{2} \) the unperturbed radial electric field \( E_r \).

\[
\tilde{F}_0^0 = \frac{1}{2} \tilde{F}_0 = \frac{1}{2} E_r.
\]  
(229)

The unperturbed value of the electric field can be taken to define what is meant by the electric charge \( q \) interior to \( r \) in the unperturbed background, and the associated dimensionless charge \( Q = q/A \):

\[
\tilde{F}_0^0 = \frac{1}{2} q/A^2 = \frac{1}{2} Q/A.
\]  
(230)

Like the complexified Weyl tensor, equation (138), the complexified electromagnetic field tensor \( \tilde{F}_{kl} \) can be resolved into polar \((p)\) and axial \((a)\) parts which respectively do not and do change sign when the azimuthal angular tetrad axis \( \gamma_\phi \) is flipped in sign, equation (54).

\[
\tilde{F}_s = \tilde{F}_s^{(p)} + \tilde{F}_s^{(a)}.
\]  
(231)

The angular conjugate of \( \tilde{F}_{kl} \) is by definition

\[
\tilde{F}_{s}^{\star} = \tilde{F}_s^{(p)} - \tilde{F}_s^{(a)}.
\]  
(232)

The angular conjugates \( \tilde{F}_{s}^{\star} \) of the spin components of the complexified electromagnetic field tensor are, in terms of the electromagnetic field tensor \( F_{kl} \), and also in terms of the electric and magnetic fields \( E \) and \( B \),

\[
\tilde{F}_0^0 = \frac{1}{2} (F_{uv} - F_{+\pm}) = \frac{1}{2} (E_r - iB_r),
\]  
(233a)

\[
\tilde{F}_{\pm 1}^s = F_{uv} = \frac{1}{2} [E_\theta - iB_\theta \pm i(E_\phi - iB_\phi)].
\]  
(233b)

Being tetrad-frame quantities, all components \( \tilde{F}_s \) of the complexified electromagnetic field tensor (and their angular conjugates) are coordinate gauge-invariant, although the split between the unperturbed and perturbed parts of the polar part of \( \tilde{F}_0 \), the only component whose unperturbed value is non-vanishing, is not coordinate gauge-invariant. The spin-0 component \( \tilde{F}_0 \) (and its angular conjugate) are not only coordinate gauge-invariant but tetrad gauge-invariant with respect to all 6 arbitrary infinitesimal tetrad transformations, including those tetrad freedoms that are fixed in spherical gauge, equations (106). The spin-\( \pm 1 \) components \( \tilde{F}_{\pm 1} \) (and their angular conjugates) are not tetrad gauge-invariant with respect to arbitrary infinitesimal tetrad transformations, being changed by a tetrad transformation that varies the antisymmetric part of \( \varphi_{uv} \) (or its angular conjugate \( \varphi_{uv}^{\star} \)). The following combinations of \( \tilde{F}_{\pm 1} \) or \( \tilde{F}_{\pm 1}^{\star} \) and \( \tilde{F}_0 \) are tetrad gauge-invariant, but not coordinate gauge-invariant:

\[
\tilde{F}_{\pm 1} \mp (\varphi_{uv}^{\star} - \varphi_{uv}) \tilde{F}_0,
\]  
(234a)

\[
\tilde{F}_{\pm 1}^{\star} \mp (\varphi_{uv} - \varphi_{uv}^{\star}) \tilde{F}_0.
\]  
(234b)

The one component of the complexified electromagnetic field tensor that is coordinate and tetrad gauge-invariant and vanishing in the background is the axial spin-0 component \( \tilde{F}_0^{(a)} \)

\[
\tilde{F}_0^{(a)} = \frac{1}{2} (\tilde{F}_0 - \tilde{F}_0^\star) = \frac{1}{2} F_{+\pm} = \frac{1}{2} i B_r,
\]  
(235)

which is \( \frac{1}{2} i \) times the radial component \( B_r \) of the magnetic field.

The electromagnetic energy-momentum tensor is given by \( 4\pi T_{mn} = F_{mk}F_n \kappa - \frac{1}{2} \gamma_{mn} F_{kl} F_{kl} \). The components of the electromagnetic energy-momentum tensor in a Newman-Penrose tetrad are given in the Appendix, equations (A3). To linear order, equations (A3) reduce to

\[
4\pi T_{uv} = 4\pi T_{+\pm} = \frac{1}{2} F_{uv}^2 = 2 \tilde{F}_0 \tilde{F}_0^\star,
\]  
(236a)

\[
4\pi T_{uv}^{\star} = F_{uv}^\star F_{uv} = \mp (Q/A) \tilde{F}_{\pm 1}^\star,
\]  
(236b)

\[
4\pi T_{uv} = F_{uv} F_{uv}^\star = \mp (Q/A) \tilde{F}_{\pm 1},
\]  
(236c)

\[
4\pi T_{uv}^{\star} = F_{uv}^\star F_{uv} = \mp (Q/A) \tilde{F}_{\pm 1}^\star.
\]  
(236d)

In the unperturbed background, the non-vanishing components of the electromagnetic energy-momentum tensor simplify to

\[
4\pi T_{uv}^0 = 4\pi T_{+\pm}^0 = \frac{1}{2} (Q/A)^2.
\]  
(237)
B. Maxwell’s equations

The central result of this subsection is the set of linearized Maxwell’s equations which describe the evolution of electromagnetic perturbations in spherically symmetric self-similar black hole spacetimes. The resulting electromagnetic wave equations will be applied in subsequent subsections.

In a general Newman-Penrose tetrad, Maxwell’s equations are explicitly,

$$-\Gamma_{vw}^{sv} \partial_v A_{\bar{w}} + \partial_v A_{\bar{w}} - s \hat{\mathcal{D}}_v \hat{F}_{0} - \pm \hat{\mathcal{D}}_v \hat{F}_{\pm 1} = 2\pi A j_v,$$

$$\Gamma_{vw}^{sv} \partial_v A_{\bar{w}} + \partial_v A_{\bar{w}} + s \hat{\mathcal{D}}_v \hat{F}_{0} - \pm \hat{\mathcal{D}}_v \hat{F}_{\pm 1} = 2\pi A j_{\bar{w}},$$

where the differential operators $s \mathcal{D}_m$ are defined by

$$s \mathcal{D}_u \equiv A \left[ \partial_u + s \Gamma_{wv}^{uv} - s \Gamma_{-v}^{u} + (s + 2) \Gamma_{-w}^{u} \right],$$

$$s \mathcal{D}_\bar{w} \equiv A \left[ \partial_{\bar{w}} - s \Gamma_{+u}^{w} + s \Gamma_{wv}^{v} + (s + 2) \Gamma_{uv}^{w} \right],$$

which reduce in the unperturbed background to

$$s \mathcal{D}_m = s \mathcal{D}_m.$$

To linear order of perturbations on the self-similar background, Maxwell’s equations reduce (in a general gauge) to

$$\mp \frac{1}{2} \partial_v A \chi_q \mathcal{D}_v A^{-1}Q \mp \partial_v A \chi_q \mathcal{D}_v A^{-1}Q \mp \partial_v A \chi_q \mathcal{D}_v A^{-1}Q = 2\pi A j_v,$$

$$\mp \frac{1}{2} \partial_v A \chi_q \mathcal{D}_v A^{-1}Q \mp \partial_v A \chi_q \mathcal{D}_v A^{-1}Q = 2\pi A j_{\bar{w}}.$$

In the unperturbed self-similar background, Maxwell’s equations simplify to

$$\mp \frac{1}{2} \partial_v A \chi_q \mathcal{D}_v A^{-1}Q = 2\pi A j_v,$$

$$\mp \frac{1}{2} \partial_v A \chi_q \mathcal{D}_v A^{-1}Q = 0.$$

From Maxwell’s equations and the antisymmetry of the electromagnetic field tensor $\hat{F}_{kl}$ it follows that the electric current $j_l$ satisfies the charge conservation law

$$D^l j_l = 0.$$

In a general Newman-Penrose tetrad, the electric current conservation equation is explicitly

$$A^2 D^l j_l = - \mp 1 \mathcal{D}_u A j_v - \pm 1 \mathcal{D}_v A j_u + \mp 1 \mathcal{D}_u A j_u + \pm 1 \mathcal{D}_v A j_u = 0,$$

where the differential operators $s \mathcal{D}_m$ are

$$s \mathcal{D}_u \equiv A^2 \left[ \partial_u + s \Gamma_{wv}^{uv} - (s + 1) \Gamma_{wv}^{u} + (s + 2) \Gamma_{uv}^{w} \right] A^{-1},$$

$$s \mathcal{D}_\bar{w} \equiv A^2 \left[ \partial_{\bar{w}} - s \Gamma_{+u}^{w} + s \Gamma_{uw}^{v} + (s + 2) \Gamma_{uv}^{w} \right] A^{-1},$$

which reduce in the unperturbed background to

$$s \mathcal{D}_m = s \mathcal{D}_m.$$

Linearized, the electric current conservation equation reduces to

$$- \mp 1 \mathcal{D}_u A j_v - \pm 1 \mathcal{D}_v A j_u + \mp 1 \mathcal{D}_u A j_u + \pm 1 \mathcal{D}_v A j_u = 0.$$

The pair of Maxwell’s equations can be combined into wave equations for the complexified electromagnetic tensor $\hat{F}_s$ in much the same way as was done earlier for the complexified Weyl tensor $\tilde{\mathcal{C}}_s$, equations. Taking one of
the operators $\mathcal{D}'_m$ of equations (245) times equation (211a) minus another of the operators $\mathcal{D}'_m$ times equation (211b), the choice of operators being guided by the electric current conservation equation (247), yields equations that look like sourced wave equations for each of the (perturbations of the) spin components $\tilde{F}_s$ of the complexified electromagnetic tensor (in a general gauge):

$$
\left(\tilde{F}_0 \right)^{\pm} = -\frac{i}{2} \pm_1 \mathcal{D}'_u \left( \tilde{F}_0 \right)^{\pm} + \frac{i}{2} \pm_1 \mathcal{D}_u \left( \tilde{F}_0 \right)^{\pm} ,
$$

for $s = 0, \pm 1, \pm 2, \cdots$, where $\mathcal{D}'_u$ is the complexified electromagnetic tensor $\mathcal{D}'_u$.

As with the wave equations (165) for the Weyl tensor $\tilde{C}_s$, the wave equations (248) for the electromagnetic tensor $\tilde{F}_s$ are not independent wave equations: the spin components $\tilde{F}_s$ are not independently adjustable, but rather fluctuate in harmony with each other in accordance with Maxwell’s equations (211).

The mathematical derivation of the equivalence is almost identical to that which demonstrates the equivalence of the two wave equations (165) for $\tilde{C}_0$, except that it is necessary to use the electric current conservation equation (244) instead of the Weyl current conservation equations (164).

It should be remarked that the electric current conservation equation (247) is insufficient to imply the definition (245) of the operators $\mathcal{D}'_m$ for arbitrary spin $s$, in particular for the zero spin operators $\mathcal{D}'_0$ that appear in the wave equation (248) for $\tilde{F}_s$. Actually, it is fine to replace the differential operators $\mathcal{D}'_m$ on the right hand sides of both wave equations (248) with their unperturbed limits $\pm_1 \mathcal{D}_m$, since the combined quantities in parentheses that they operate on are already of first order (although the separate terms inside the parentheses are not individually of first order). The advantage of retaining $\pm_1 \mathcal{D}'_m$ in equation (248a) is that it makes application of the electric current conservation equation (247), as in the previous paragraph, transparent. As regards equation (248b), the advantage of $\mathcal{D}'_m$ as given by equations (248) and (250), besides the resulting symmetrical relation between the expressions (162) and (245) for $s \Delta' m$ and $\mathcal{D}_m$, is that this choice eliminates terms equal to first order quantities times $(\partial_{\mu} + 2 \Gamma_{\mu \nu \varsigma}) A^{-1} Q$ that would otherwise appear on the last line of equation (4.7), and that would then need to be converted to (unperturbed) currents $\tilde{j}_0$ using equation (242).

The tricky parts of the derivations of the wave equations for the spin-$\pm 1$ components $\tilde{F}_{\pm 1}$ in (211) and for the axial spin-0 component $\tilde{F}_0^{(a)}$ in (213) are the parts that depend on the unperturbed dimensionless interior charge $Q$ on the right hand side of equations (248). In the case of $\tilde{F}_{\pm 1}$, this tricky part of the right hand side of the wave equation (248b) is given as equation (A.7) in the Appendix, which linearizes (in a general gauge) to

$$
\left( \tilde{F}_0^{\pm} \right) = \frac{1}{4} \left\{ \left( \tilde{F}_0^{\pm} \right)^{\pm} \right\} ,
$$

the last term on the right hand side of which can be converted to unperturbed electric currents $\tilde{j}_1$ using equation (212).

In the case of the axial spin-0 component $\tilde{F}_0^{(a)}$, the tricky part of the right hand side of the wave equation (248a) is given as equation (A.8) in the Appendix, which linearizes (in a general gauge) to

$$
\left( \tilde{F}_0^{\pm} \right) = \frac{1}{4} \left\{ \left( \tilde{F}_0^{\pm} \right)^{\pm} \right\} ,
$$

the last set of terms on the right hand side of which can be converted to unperturbed electric currents $\tilde{j}_1$ using equation (242).

C. Spin-one (propagating) components of electromagnetic waves

The spin-$\pm 1$ components $\tilde{F}_{\pm 1}$ of the complexified electromagnetic field are of particular interest because they describe the propagating components of electromagnetic waves. The main result of this subsection is the sourced spin-$\pm 1$ electromagnetic wave equation (251), whose homogeneous solutions (252) have radial part satisfying the generalized spin-$\pm 1$ Teukolsky equation (256).
If the unperturbed black hole is uncharged, \( Q = 0 \), then the spin-\( \pm 1 \) components \( \tilde{F}_{\pm 1} \) are both coordinate and tetrad gauge-invariant and vanishing in the background, and therefore represent real physical perturbations. However, in the more general case where the black hole is charged, \( Q \neq 0 \), then the spin-\( \pm 1 \) components \( \tilde{F}_{\pm 1} \) are not tetrad gauge-invariant, being changed by an infinitesimal tetrad transformation of the antisymmetric part of \( \varphi_{u^\pm} \). For \( Q \neq 0 \), it is in principle possible to use the tetrad gauge freedom to set \( \tilde{F}_{\pm 1} = 0 \). Indeed, in application to the Reissner-Nordström geometry, Chandrasekhar page 240 adopts precisely such a gauge, calling it the “phantom gauge”. However, from a physical perspective it is unnatural to adopt a gauge where the propagating component of a field is set to zero. As noted previously, expression (255), the combination \( \tilde{F}_{\pm 1} \mp (\varphi_{u^\pm} - \varphi_{-u^\pm}) \tilde{F}_0 \) is tetrad gauge-invariant. In situations where the propagating components of the electromagnetic field are much larger than the static component, \( |\tilde{F}_{\pm 1}| \gg |\tilde{F}_0| \), which an observer would interpret confidently as light waves, setting \( \tilde{F}_{\pm 1} \) to zero would require setting the supposedly small Lorentz transformation \( \varphi_{u^\pm} - \varphi_{-u^\pm} \) to some large value, which would be quite unnatural. Thus the spin-\( \pm 1 \) components \( \tilde{F}_{\pm 1} \) of the electromagnetic field have physical content notwithstanding the tetrad gauge ambiguity, and it makes sense to consider the wave equation that governs their propagation.

The linearized wave equation for the spin-\( \pm 1 \) components \( \tilde{F}_{\pm 1} \) of the electromagnetic field is, from equations (248) and (249),

\[
\left( \pm 1 D|^u_1 D^u_\uparrow + \mp 1 D|^\pm_1 D^\pm_\uparrow \right) \tilde{F}_{\pm 1} = S_{\pm 1},
\]

where the source term \( S_{\pm 1} \) is, in a general gauge,

\[
S_{\pm 1} = \pm A Q \left( 2 \tilde{C}_{\pm 1} \pm \mp 2 D^u_\uparrow A^{-1} \Gamma_{u^\pm -u^\pm} \pm \mp 2 D_\uparrow A^{-1} \Gamma_{u^\pm -u^\pm} \right) + 2 A^2 \tilde{\Gamma}_{u^\pm -u^\pm} \tilde{F}_0 + 2 \pi \left( 0 D^u_\uparrow A \pm j_0 - 0 D_\uparrow A \mp j_0 \right) .
\]

In spherical gauge, where \( \Gamma_{u^\pm -u^\pm} \) vanishes, the source term \( S_{\pm 1} \), equation (255), reduces to

\[
S_{\pm 1} = \pm A Q \left( 2 \tilde{C}_{\pm 1} \pm \mp 2 D^u_\uparrow A^{-1} \Gamma_{u^\pm -u^\pm} \right) + 2 A^2 \tilde{\Gamma}_{u^\pm -u^\pm} \tilde{F}_0 + 2 \pi \left( 0 D^u_\uparrow A \pm j_0 - 0 D_\uparrow A \mp j_0 \right) .
\]

In spherical gauge, and for non-dipole modes, \( l \neq 2 \), the connection \( \Gamma_{u^\pm -u^\pm} \) is determined by the spin-\( \pm 2 \) components \( \tilde{C}_{\pm 2} \) of the complexified Weyl tensor, equation (108a). Equation (255) for \( S_{\pm 1} \) thus shows that electromagnetic waves are sourced by two separate effects, first by gravitational waves, the first sets of terms on the right hand side of equation (255) (including the term proportional to the unperturbed electric current \( j_0 \)), and second by perturbations to the electric currents \( j_l \), the last set of terms on the right hand side of equation (255). If the unperturbed black hole is uncharged, \( Q = 0 \) [which among other things implies that the unperturbed electric current vanishes, \( j_0 = 0 \), in accordance with equations (242)], then the gravitational wave source vanishes, but if the black hole is charged, then gravitational waves are an inevitable source of electromagnetic waves.

Much of the discussion in \( \S \text{V.C.} \) concerning the propagating components \( \tilde{C}_{\pm 2} \) of gravitational waves, starting from the paragraph containing equation (178) and on to the end of the subsection, carries through with little change for the case of the propagating components \( \tilde{F}_{\pm 1} \) of electromagnetic waves. The angular conjugates \( \tilde{F}^*_{\pm 1} \) satisfy the angular conjugate of equation (251)

\[
\left( \pm 1 D|^u_1 D^u_\uparrow + \mp 1 D|^\pm_1 D^\pm_\uparrow \right) \tilde{F}^*_{\pm 1} = S^*_{\pm 1} .
\]

The angular Hermitian operators \( \pm 1 D|^\pm_1 D_\pm \) and \( \pm 1 D^\pm_1 D_{\pm} \) inside the wave operators of equation (255) and its angular conjugate (254) have the same eigenvalues (and complex conjugate angular eigenfunctions), and it follows that the temporal-radial (i.e. non-angular) part of the eigenfunctions of the wave operators are the same for both \( \tilde{F}_{\pm 1} \) and its angular conjugate \( \tilde{F}^*_{\pm 1} \).

The wave operator on the left hand side of equation (251) is identical to the wave operator discussed in \( \S \text{III.E} \), equation (76), for the case of spin one, \( s = 1 \). The homogeneous solutions (when the source terms vanish) of the wave equation (251) and its angular conjugate (254) are, similarly to equation (78),

\[
\frac{\tilde{F}_{\pm 1}}{\tilde{F}^\pm_{\pm 1}} = (\xi^r / l)^{1/2} A^{-2} e^{-i\omega t} \mp 1 f_\pm(r) \begin{cases} \pm 1 Y_{lm}(\theta, \phi) \\ \pm 1 Y_{lm}(\theta, \phi) \end{cases}
\]

where \( \pm 1 f_\pm(r) \) depends only on conformal radius \( r \), and satisfies the second order ordinary differential equation

\[
- \frac{\partial^2}{\partial r^2} + (i\omega \mp 2\kappa)^2 + [l(l+1) - 1 - 6\mu] \Delta \pm 1 f_{\pm 1} = 0 ,
\]
which agrees with the generalized Teukolsky equation (11) given in the Introduction, since, equation (13),

\[-6C = -2(R - P) - 2P_\perp + 6M .\]  \hspace{1cm} (257)

Equation (256) has two linearly independent eigensolutions, which may be identified as ingoing and outgoing based on their properties in a hypothetical asymptotically flat region at large radius, as already discussed in [III]. In a hypothetical asymptotically flat region at large radius, the radial eigensolutions \( s_j \) (with \( s = \pm 1 \)) go over to the asymptotic solutions \( s_j z \) discussed in [III], equation (94). Because the wave operators for modes of opposite spin are complex conjugates of each other, equation (256), it follows that the ingoing and outgoing radial eigensolutions \( s_j \) of opposite spin can be taken to be complex conjugates of each other, \( s_j \) = \( s_{j*} \), in complete analogy to equation (86). The propagating components of \( F_+ \propto A^{-2} e^{-i\omega t} s_j \) are those that fall off most slowly at large radius, which identifies the positive spin component \( F_+ \) as describing the propagating component of ingoing electromagnetic waves, and the negative spin component \( F_- \) as describing the propagating component of outgoing electromagnetic waves:

\[
\begin{align*}
\tilde{F}_{in}^+ &\propto A^{-2} e^{-i\omega(t+r^*)} - 1_{\omega l} \tilde{F}_{out}^- &\propto A^{-2} e^{-i\omega((t+r^*)} \\
\text{propagating, ingoing)} , &\text{ (propagating, outgoing)} .
\end{align*}
\]  \hspace{1cm} (258a, 258b)

The other of the two modes for each spin corresponds to the non-propagating, short-range spin-(\(-s\)) partner of a propagating mode of spin \( s \):

\[
\begin{align*}
\tilde{F}_{in}^- &\propto A^{-2} e^{-i\omega t} - 1_{\omega l} \tilde{F}_{out}^+ &\propto A^{-2} e^{-i\omega(t-r^*)} \\
\text{non-propagating, ingoing} , &\text{ (non-propagating, outgoing)} .
\end{align*}
\]  \hspace{1cm} (259a, 259b)

### D. Electromagnetic monopole modes

For monopole modes, \( l = 0 \), all spin-\( \pm 1 \) quantities vanish identically, and therefore the spin-\( \pm 1 \) components \( \tilde{F}_{\perp \pm} \) of the complexified electromagnetic field tensor cannot describe monopole modes. The bottom line of this subsection is the unsurprising result that the equation (260) for the polar part of the electromagnetic monopole mode simply enforces conservation of interior electric charge, and does not describe any electromagnetic wave. The axial electromagnetic monopole mode vanishes identically, equation (260) (at least in the absence of magnetic monopoles).

An equation for the monopole follows from the linearized Maxwell equation (241a), which can be written (in a general gauge, and for arbitrary harmonics)

\[
A^2 (\partial_u + \Gamma_{-v}^+ + \Gamma_{-u}^+) A^{-2} Q + 2 A_0 D_v^{0}\tilde{F}_0^{-\alpha} + 2 A_{\perp \pm} D_+ \tilde{F}_{\perp \pm} = AQ (\Gamma_{-v}^+ - \Gamma_{-u}^+) + 4\pi A^2 j_u^0 , \quad (260)
\]

where \( Q \) is the generalized interior electric charge defined by (notation: script \( Q \) is the generalized interior electric charge, to be distinguished from the italic \( q \) dimensionless unperturbed interior electric charge related to the unperturbed electric charge \( q \) by \( Q = q/A \))

\[
Q \equiv 2A^2 \tilde{F}_0^{-\alpha} , \quad (261)
\]

whose unperturbed value is just the electric charge \( q \) interior to radius \( r \) in the unperturbed background, equation (260),

\[
Q = q . \quad (262)
\]

The generalized interior charge \( Q \) is tetrad gauge-invariant, but it is not coordinate gauge-invariant, and moreover the split between its unperturbed and perturbed parts is not coordinate gauge-invariant. However, the unperturbed part \( \tilde{Q} = q \), which transforms under a coordinate gauge transformation as

\[
\bar{Q} \rightarrow \tilde{Q} + A (\varepsilon^u \partial_u + \varepsilon^v \partial_v) Q = \tilde{Q} + 4\pi A (\varepsilon^y j_y - \varepsilon^y j_y) , \quad (263)
\]

does become coordinate (and tetrad) gauge-invariant in any region where the unperturbed background electric charge and current vanish, \( j_1 = 0 \), such as in a hypothetical asymptotically flat empty region far from the black hole. In such
a region where the unperturbed background charge and current vanish, the unperturbed Maxwell’s equations imply that the unperturbed interior electric charge \( \bar{Q} \) goes over to a constant, the charge \( q_* \) of the black hole,

\[
\bar{Q} \rightarrow q_* = \text{constant},
\]

(264)
a coordinate and tetrad gauge-invariant quantity.

For the monopole mode, \( l = 0 \), all non-zero spin objects in equation (260) vanish identically [including \( \Gamma_{-\nu-} - \Gamma_{+\nu-} \) and \( \Gamma_{+\nu-} - \Gamma_{-\nu+} \), whose expressions in terms of vierbein components \( \varphi_{mn} \) contain only spin\( \pm 1 \) terms], and equation (260) simplifies to

\[
A^2 \left( \partial_u \Gamma_{+\nu-} + \Gamma_{-\nu+} \right) A^{-2} \bar{Q} + 2A_0 \partial_u \tilde{F}_0^{(a)} = \mp 4\pi A^2 j_{u}^v \quad (l = 0) .
\]

(265)
The polar part of the electromagnetic monopole equation (265) is, in a general gauge,

\[
A^2 \left( \partial_u \Gamma_{+\nu-} + \Gamma_{-\nu+} \right) A^{-2} \bar{Q} = \mp 4\pi A^2 j_{u}^v \quad (l = 0) .
\]

(266)
In spherical gauge, where equation (112a) holds, equation (266) simplifies to

\[
\partial_u \bar{Q} = \mp 4\pi A^2 j_{u}^v \quad (l = 0) .
\]

(267)
Equation (266), or its spherical gauge version (267), simply expresses conservation of (the monopole part of the) generalized interior electric charge \( \bar{Q} \) to linear order.

The axial part of the monopole equation (265) is, in a general gauge, \( _0\partial_u \tilde{F}_0^{(a)} = 0 \), which integrates to

\[
\tilde{F}_0^{(a)} = 0 \quad (l = 0) ,
\]

(268)
that is, the monopole axial spin-0 component of the electromagnetic field tensor is identically zero, a coordinate and tetrad gauge-invariant statement.

### E. Axial spin-zero component of electromagnetic waves

The previous two subsections, \( \text{VIC} \) and \( \text{VID} \) have given a complete description of electromagnetic perturbations: \( \text{VIC} \) covered spin\( \pm 1 \) electromagnetic waves, which encompass all electromagnetic perturbations except monopole modes; while \( \text{VIC} \) treated the special case of monopole modes. Thus in principle there is no need to probe the electromagnetic equations any further.

However, for the reasons enunciated at the beginning of \( \text{VIC} \) it is desirable to consider wave equations for the polar and axial parts of the spin-0 component \( \tilde{F}_0 \) of the electromagnetic field tensor, and since the Newman-Penrose formalism does provide a spin-0 wave equation for electromagnetic perturbations, equation (248a), it seems a good idea to explore where this equation leads. This subsection gives the wave equation (269) for axial spin-0 electromagnetic modes, while the next subsection \( \text{VIF} \) considers the wave equation for polar spin-0 electromagnetic modes.

The axial spin-0 component \( \tilde{F}_0^{(a)} \), equation (253), of the complexified electromagnetic field tensor, which equals \( \frac{1}{2}i \) times the radial component \( B_r \) of the magnetic field, is the only component of the electromagnetic field tensor that is coordinate and tetrad gauge-invariant and vanishing in the background (an assertion that includes the propagating spin\( \pm 1 \) components, which are not tetrad gauge-invariant). The linearized wave equation for \( \tilde{F}_0^{(a)} \) is, from equations (248a) and (250),

\[
\left( _0\partial^u _0\partial_u + _0\partial^\pm _0\partial^\pm \right) \tilde{F}_0^{(a)} = S_0^{(a)} ,
\]

(269)
where the source term \( S_0^{(a)} \) is, in a general gauge,

\[
S_0^{(a)} = -Q A \tilde{C}_0^{(a)} + \pi A^2 \left( (\Gamma^-_{-\nu-} - \Gamma^+_{+\nu-}) j_u^0 - (\Gamma^-_{+\nu-} + \Gamma^-_{-\nu+}) j_v^0 \right) - \pi A \left( -1 \partial^+ j_- - +1 \partial^- j_+ \right) .
\]

(270)
Axial gauge, equation (192), simplifies the the source term \( S_0^{(a)} \) for axial spin-0 electromagnetic waves, as was previously found in the source term \( S_0^{(a)} \) for axial spin-0 gravitational waves. In axial gauge, the source term \( S_0^{(a)} \) reduces to

\[
S_0^{(a)} = -Q A \tilde{C}_0^{(a)} - \pi A \left( -1 \partial^+ j_- - +1 \partial^- j_+ \right) .
\]

(271)
Equation 271 for $S_{0}^{(a)}$ shows that the axial spin-0 component of electromagnetic waves is, like the spin-$\pm 1$ components, sourced by two separate effects, first by gravitational waves, the first term on the right hand side of equation 271, and second by perturbations to the electric currents $j_i$, the last set of terms on the right hand side of equation 271.

Much of the discussion in §VII concerning the axial spin-0 component $\tilde{C}_{0}^{(a)}$ of gravitational waves, starting from the paragraph containing equation 202 and on to the end of the subsection, carries through with little change for the case of the axial spin-0 component $\tilde{F}_{0}^{(a)}$ of electromagnetic waves. The homogeneous solutions (when the source terms vanish) of the wave equation 269 are, similarly to equation 78,

$$\tilde{f}_{\omega l}^{(a)} = A^{-2} e^{-i\omega t} \tilde{f}_{\omega l}^{(a)}(r) \partial Y_{lm}(\theta, \phi) ,$$

(272)

where the radial function $\tilde{f}_{\omega l}^{(a)}(r)$ in equation 272 depends only on conformal radius $r$, and satisfies the second order ordinary differential equation

$$\left[ -\frac{\partial^2}{\partial r^2} - \omega^2 + l(l+1)\Delta \right] \tilde{f}_{\omega l}^{(a)} = 0 .$$

(273)

The scalar potential $l(l+1)\Delta$ in equation 273 agrees with that given by [49] [his equations (91)–(93) for $s = 1$].

Equation 273 has two linearly independent eigensolutions, which may be taken to be complex conjugates of each other, and which may be identified as ingoing and outgoing based on their properties in a hypothetical asymptotically flat region at large radius, as discussed in §III F. In a hypothetical asymptotically flat region at large radius, the radial eigensolutions $\tilde{f}_{\omega l}^{(a)}$ go over to the asymptotic solutions $\tilde{z}_{l}$ discussed in §III F, equation 87,

$$\tilde{f}_{\omega l}^{(a)\text{in}} \rightarrow \tilde{z}_{l}^{\text{in}}(\omega r^*) \rightarrow e^{-i\omega r^*} \quad \text{as} \quad r^* \rightarrow \infty .$$

(274)

F. Polar spin-zero component of electromagnetic waves

The main result of this subsection is the sourced wave equation 279 for the polar spin-0 component of electromagnetic waves. The polar wave equation 279 is the same as its axial counterpart 235, aside from the difference in source terms.

The polar spin-0 component $\tilde{F}_{0}^{(p)} = \frac{1}{2}(\tilde{F}_{0} + \tilde{F}_{0}^{\ast}) = \frac{1}{2}E_{r}$ of the electromagnetic field, which equals $\frac{1}{2}$ the radial component $E_{r}$ of the electric field, is both coordinate and tetrad gauge-invariant. If the unperturbed black hole is uncharged, $Q = 0$, then $\tilde{F}_{0}^{(p)}$ is also vanishing in the background, and its perturbation then represents a real physical perturbation. However, in the more general case where the black hole is charged, $Q \neq 0$, the polar spin-0 electromagnetic field $\tilde{F}_{0}^{(p)}$ does not vanish in the background, and then the split between its unperturbed and perturbed parts is not coordinate gauge-invariant. Indeed, as long as the unperturbed spin-0 electromagnetic field $\tilde{F}_{0}^{(p)}$ is non-constant, it is possible in principle to eliminate the perturbation $\tilde{F}_{0}^{(p)}$ altogether by a coordinate gauge transformation arranged to satisfy

$$\tilde{F}_{0}^{(p)} - A(\epsilon^{v} \partial_{v} + e^{v} \partial_{0}) \tilde{F}_{0}^{(p)} = 0 ,$$

(275)

in much the same way that it is possible in principle to eliminate the perturbation $\tilde{C}_{0}^{(p)}$ to the polar spin-0 Weyl tensor, equation 209. However, as with the Weyl tensor, there is reason to expect that the polar part of the electromagnetic spin-0 wave equation 248a is not vacuous, but genuinely encodes the evolution of polar spin-0 electromagnetic perturbations, and is certainly the case if the unperturbed black hole is uncharged, $Q = 0$.

In a sense it is straightforward to obtain a wave equation for the polar spin-0 electromagnetic perturbation: the Maxwell equation 260 is (coordinate and tetrad) gauge-invariant (that is, the split between the left and right hand sides of the equation is not gauge-invariant, but the equation taken as a whole is gauge-invariant), and the monopole equation 265 is similarly gauge-invariant, and therefore the difference between the general and monopole equations is gauge-invariant, and moreover vanishing in the background. When this equation is combined with equation 276 below, the result will be the desired electromagnetic polar spin-0 wave equation, which as a whole will be gauge-invariant (though the split between left and right hand sides will in general not be gauge-invariant). However, subtracting the monopole equation does not eliminate the contribution of the monopole component of the
electromagnetic field from the wave equation, because the wave equation involves perturbed derivatives $\partial_m \tilde{Q}$ of the unperturbed monopole, which in general do not vanish because in general the unperturbed monopole is not constant.

In the case of gravitational polar spin-0 waves, it was found most natural to cast the wave equation in terms of the polar spin-0 quantity $N$ defined by equation (130), which had the property that its unperturbed part was a constant, equation (131), a coordinate and tetrad gauge-invariant object. For electromagnetic polar spin-0 waves, there does not appear to be a polar spin-0 quantity whose unperturbed part is always constant. The closest analogous quantity is the generalized interior electric charge $Q$, equation (261), whose unperturbed part is constant, equation (263), over any region where the unperturbed background electric charge and current vanish, $j_1 = 0$, such as in a hypothetical asymptotically flat empty region far from the black hole.

The first Maxwell equation (241a) was already recast in terms of the generalized interior electric charge $Q$, equation (260). Similarly recasting the second Maxwell equation (241b) in terms of $Q$ gives (in a general gauge, and for arbitrary harmonics)

$$\partial_± Q + 2A_0 D_± \tilde{F}_0^{(a)} = 2A_1 D_0 \tilde{F}_± = 2Q \partial_± A - 2AQ \Gamma_{±uv} \mp 4\pi A^2 j_±. \tag{276}$$

Combining the polar parts of equations (260) and (276) yields the following prototype wave equation for the generalized interior charge $Q$ (in a general gauge)

$$\left[\mp D'_u A(\partial_v + \Gamma_{-v+} + \Gamma_{-v-})A^{-2} + i D'_0 A(\partial_u + \Gamma_{+u+} + \Gamma_{+u-})A^{-2} - A^{-1} i D_- \partial_+ - A^{-1} i D_+ \partial_-\right]Q$$

$$= 2A^{-1}Q\left(\mp A_1 D_0 A + i A_1 D_0 A - D_0 A + A^{-1} i D_0 A\right)Q - 4\pi \left(i D'_0 A j_u - i D'_u A j_u\right), \tag{277}$$

where the differential operators $D'_m$ are given by equations (261). Equation (277) has not yet had its unperturbed part subtracted. In spherical gauge, where equations (112a) and (212) hold, and $\Gamma_{+-uv} = \Gamma_{+-uv}$ according to equation (106b), the prototype wave equation (277) becomes

$$\left[\mp D'_u A^{-1} \partial_v + i D'_0 A^{-1} \partial_u - A^{-1} i D_- \partial_+ - A^{-1} i D_+ \partial_-\right]Q$$

$$= 4A^{-1}Q\tilde{N} - 2Q\left(\mp i D_0 A \Gamma_{+-uv} + i D_+ A \Gamma_{-vu}\right) - 4\pi \left(i D'_0 A j_u - i D'_u A j_u\right), \tag{278}$$

which again has not yet had its unperturbed part subtracted. It is seen that if the unperturbed part $\tilde{Q}$ of the generalized interior electric charge were constant, so that all its derivatives vanished, $\partial_m \tilde{Q} = 0$, then $Q$ on the left hand side of equation (278) could be replaced by its perturbation $\tilde{Q}$. However, the unperturbed interior electric charge $Q$ is in general not constant. Therefore, when the unperturbed part of equation (278) is subtracted, the residual contributions from perturbed derivatives of $\tilde{Q}$ must be taken over to the right hand side, where they become incorporated into the source term.

Acting on the perturbed part $\tilde{Q}$ of the generalized interior electric charge, the wave operator on the left hand side of equation (278) is $D^m D^m A^{-2}$. This, along with the operator equalities $D^m D^m = D^m D^m = D^m D^m = D^m D^m$ valid for zero spin, brings the electromagnetic polar spin-0 wave equation (278) in spherical gauge to the form

$$\left(\mp D^0 D^0 + i D^1 D^1\right)\tilde{\tilde{F}}_0^{(p)} = S_0^{(p)}, \tag{279}$$

in which the perturbation $\tilde{Q}$ of the generalized interior electric charge has been replaced by the equivalent perturbation $\tilde{\tilde{F}}_0^{(p)} = \frac{1}{2}A^{-2} \tilde{Q}$ of the polar spin-0 electromagnetic field, so as to bring out the similarity between the polar spin-0 wave equation (279) and its axial counterpart (264). The polar spin-0 source term $S_0^{(p)}$ on the right hand side of the wave equation (279) is, in spherical gauge,

$$S_0^{(p)} = A^{-1} Q \tilde{\tilde{N}} - \frac{1}{2} Q\left(\mp i D_0 A + i D_+ A\right) - \frac{4\pi}{4} \left(i D_0 A^{-1} \partial_v + i D_+ A^{-1} \partial_u - A^{-1} i D_- \partial_+ - A^{-1} i D_+ \partial_-\right)Q. \tag{280}$$
where the perturbations $\partial_m \bar{Q}$ to the directed derivatives of the unperturbed interior electric charge $\bar{Q}$ are

$$\partial_m \bar{Q} = (\mathbf{\varphi}_{mu} \partial_v + \mathbf{\varphi}_{mv} \partial_u) \bar{Q},$$  \hspace{1cm} (281)

which would vanish if the unperturbed interior electric charge $\bar{Q}$ were constant.

The expression (280) for the source term $S_0^{(p)}$ in spherical gauge is valid for all harmonics, including monopole and dipole harmonics. For quadrupole and higher harmonics, $l \geq 2$, the combination $\mathbf{\Gamma}^{\bar{Q}}$ of tetrad connections in $S_0^{(p)}$ can be replaced by the combination of spin-$\pm 2$ Einstein components $G_{++}$ and $G_{--}$ given by equation (281), valid in spherical gauge. Equation (280) for $S_0^{(p)}$ shows that, like the other components (spin-$\pm 1$ and axial spin-0) of electromagnetic waves, the polar spin-0 component of electromagnetic waves is sourced both by gravitational waves, the first two sets of terms on the right hand side of equation (280), and by perturbations to electric currents, the last two sets of terms on the right hand side of equation (280) including the terms involving derivatives of the unperturbed interior electric charge $\bar{Q}$. As with the other spin components of electromagnetic waves, if the unperturbed black hole is uncharged, $Q = 0$, then the gravitational wave contribution to the electromagnetic source vanishes, but if the unperturbed black hole is charged, $Q \neq 0$, then gravitational waves are an inevitable source of electromagnetic waves.

The electromagnetic polar spin-0 wave equation (279) is the same as its axial spin-0 counterpart (269) apart from the difference in the polar and axial source terms $S_0^{(p)}$ and $S_0^{(a)}$. Therefore the homogeneous solutions for the polar spin-0 perturbation $\mathbf{\tilde{F}}_0^{(p)}$ are essentially the same as those (272) for the axial spin-0 component $\mathbf{\tilde{F}}_0^{(a)}$. The polar radial eigenfunction $\omega_0 \rho_{nl}(r)$ satisfies the same differential equation (273) as its axial counterpart, and its asymptotic behavior is likewise the same (274) as its axial counterpart.

VII. SCALAR WAVES

This section derives the equations that describe massless scalar waves in perturbed self-similar black hole spacetimes.

A. Massless scalar field

No massless scalar field is known in nature. Nevertheless, massless scalar fields are of interest because they describe hypothetical waves of spin zero that propagate at the speed of light, and as such provide a theoretical counterpart to the known waves of spin one (electromagnetic) and two (gravitational) that propagate at the speed of light. The wave equation for a massless scalar field $\psi$ is the massless Klein-Gordon equation

$$D^m \partial_m \psi = 0.$$  \hspace{1cm} (282)

Without loss of generality, the scalar field $\psi$ can be taken to be real in an orthonormal tetrad. In quantum field theory, it is natural to consider a complex scalar field $\psi$, in which the field $\psi$ and its complex conjugate $\psi^*$ describe particles and anti-particles respectively, but this is not needed for the present paper.

The scalar field $\psi$ is by assumption a scalar, a coordinate and tetrad gauge-invariant object. However, the split between the unperturbed and perturbed parts of the scalar field is not coordinate gauge-invariant.

Being scalar, the field $\psi$ is unchanged by angular conjugation, which flips the sign of the azimuthal tetrad axis $\gamma_\phi$, equation (54). The scalar field $\psi$ is thus a purely polar quantity. For a scalar field there only polar waves, no axial waves.

The energy-momentum tensor of the scalar field is given by $4\pi T_{mn} = \pi_m \pi_n - \frac{1}{2} \gamma_{mn} \pi^k \pi^k$, page 483 of [60], where $\pi_m$ is defined to be the gradient, or momentum, of $\psi$,

$$\pi_m \equiv \partial_m \psi.$$  \hspace{1cm} (283)

The components of the scalar energy-momentum tensor in a general Newman-Penrose tetrad are given in the Appendix,
solutions (293) have radial part satisfying the generalized spin-0 Teukolsky equation (294).

where the differential operators \( \sigma \) with source \( \sigma \) where the perturbations \( \psi \) for the perturbation equation (292) below given by the following combination of derivatives of the unperturbed scalar field:

\[
4\pi T_{+} = \pi v u ,
\]

(284a)

\[
4\pi T_{u} = \pi v u ,
\]

(284b)

\[
4\pi T_{u} = \pi u ,
\]

(284c)

\[
4\pi T_{u} = \pi u ,
\]

(284d)

\[
4\pi T_{u} = 4\pi T_{+} = 0 .
\]

(284e)

\[
\frac{1}{2} \left\{ -\gamma \big( \partial v \partial u - \gamma uv u + \gamma v u - \gamma u v + \gamma u v + \gamma v u \big) \partial v - \gamma \big( \partial v - \partial v - \partial v + \partial v \big) \partial u \right\} \psi ,
\]

(288)

where the perturbations \( \partial \psi \) to the directed derivatives of the unperturbed scalar field are

\[
\partial \psi = (\varphi_{mu} \partial v + \varphi_{mu} \partial u) \psi .
\]

(289)

However, if the perturbation \( \psi \) to the scalar field varies on scales much smaller than the scale over which the unperturbed field \( \psi \) is varying, then the gauge choice (290) can be accomplished only by making the supposedly small coordinate perturbation \( e^{m} \) large. Thus the gauge choice (290) is not natural, and it is increasingly less natural for perturbations of higher frequency in regions where the unperturbed scalar field is more slowly varying.

B. Massless scalar waves

The main result of this subsection is the sourced massless scalar wave equation (292), whose homogeneous solutions (293) have radial part satisfying the generalized spin-0 Teukolsky equation (294).

In a Newman-Penrose tetrad, the massless scalar wave equation (282) is explicitly

\[\left(-D_{u} A \partial v + D_{v} A \partial u - D_{u} A \partial v - D_{v} A \partial u \right) \psi = 0,\]

(285)

where the differential operators \( D_{m} \) are defined by equation (245). The wave equation (285) linearizes to

\[\left(-D_{u} A \partial v + D_{v} A \partial u - D_{u} A \partial v - D_{v} A \partial v \right) \psi = 0.\]

(286)

If the unperturbed wave equation is subtracted from the linearized wave equation (286), and the residual contribution from perturbed derivatives of the unperturbed field \( \psi \) taken over to the right hand side, then the result is a wave equation for the perturbation \( \psi \) (it is worth remarking here that \( \partial \psi \) to the scalar field varies on scales much smaller than the scale over which the

\[
h_{0} D_{m} A^{2} D_{m} A^{-2} \psi = 0.
\]

(287)

with source \( \sigma \) [the factor of 2 on the right hand side of equation (287) is inserted so that it disappears from equation (282) below] given by the following combination of derivatives of the unperturbed scalar field:

\[
\sigma = \frac{1}{2} \left\{ -\gamma \big( \partial v \partial u - \gamma uv u + \gamma v u - \gamma u v + \gamma u v + \gamma v u \big) \partial v - \gamma \big( \partial v - \partial v - \partial v + \partial v \big) \partial u \right\} \psi ,
\]

(288)

where the unperturbed scalar field \( \psi \) is constant, as for example occurs asymptotically in a hypothetical asymptotically flat empty spacetime far from the black hole, then the source \( \sigma \) equation (288), vanishes identically, and the wave equation (285) is (coordinate and tetrad) gauge-invariant. However, in the more general case that the unperturbed scalar field \( \psi \) is non-constant, then the split between the unperturbed and perturbed parts of the scalar field is not coordinate gauge-invariant, and the wave equation (287) is then likewise not coordinate gauge-invariant. Indeed, as long as the unperturbed scalar field is non-constant, it is in principle possible to eliminate the perturbation \( \psi \) altogether, by a coordinate gauge transformation arranged to satisfy

\[
A e^{m} \partial_{m} \psi = - \psi .
\]

(290)

However, if the perturbation \( \psi \) to the scalar field varies on scales much smaller than the scale over which the unperturbed field \( \psi \) is varying, then the gauge choice (290) can be accomplished only by making the supposedly small coordinate perturbation \( e^{m} \) large. Thus the gauge choice (290) is not natural, and it is increasingly less natural for perturbations of higher frequency in regions where the unperturbed scalar field is more slowly varying.
It can be argued that a more natural gauge choice is simply to demand that the source term $\sigma$, equation (288), vanishes
\[ \sigma = 0 , \quad (291) \]
a condition that is automatically satisfied in any region where the unperturbed scalar field is constant, such as in a hypothetical asymptotically flat empty region far from the black hole. However, in the general case that the unperturbed scalar field is not constant, the gauge condition (291) represents a rather complicated condition on the vierbein perturbations $\varphi_{mn}$, which may not be ideal for numerical calculations. Moreover, in the asymptotically flat region far from the black hole, the question of how the condition (291) translates into a condition on the vierbein perturbations $\varphi_{mn}$ may become numerically delicate, because the gauge condition (291) is satisfied automatically rather than being a gauge condition.

On balance, it may be preferable to adopt whatever gauge happens to be most numerically convenient, and to accept that the scalar source term (288) may be complicated.

The identity (216), along with the operator equalities $\widehat{0} D^uv \widehat{0} D_v = \widehat{0} D^uv \widehat{0} D_u$ and $\widehat{0} D^\perp \widehat{0} D_\perp = \widehat{0} D^\perp \widehat{0} D_\perp$ valid for zero spin, equations (75) and (63), brings the linearized scalar wave equation (287) to a form similar to those previously encountered for gravitational waves, equations (172), (199), and (217), and electromagnetic waves, equations (251), (269), and (279),
\[ \left[ \frac{1}{2} \left( - R + P + 2 M \right) - \Delta \right] A^{-1} \frac{i}{\omega} \psi = \sigma . \quad (292) \]
The wave operator on the left hand side of equation (292) differs from the wave operator discussed in III F only by the addition of the terms $\frac{1}{2} \left( - R + P + 2 M \right)$, which are functions only of conformal radius $r$. The homogeneous solutions of the scalar wave equation (292) (when the source term vanishes) are, similarly to equation (78),
\[ \psi = A^{-1} e^{-i\omega r} \psi_{\omega l}(r) Y_{lm}(\theta, \phi) , \quad (293) \]
whose radial part $\psi_{\omega l}(r)$ depends only on conformal radius $r$, and satisfies the second order differential equation
\[ \left\{ - \frac{d^2}{dr^2} - \omega^2 + \left[ l(l + 1) - R + P + 2 M \right] \Delta \right\} \psi_{\omega l}(r) = 0 , \quad (294) \]
which agrees with the generalized Teukolsky equation (1) given in the Introduction. The scalar potential $\left[ l(l + 1) - R + P + 2 M \right] \Delta$ in equation (294) agrees with that given by [10] [his equations (91)--(93) for $s = 0$].

Equation (294) has two linearly independent eigensolutions, which may be taken to be complex conjugates of each other, and which may be identified as ingoing and outgoing based on their properties in a hypothetical asymptotically flat region at large radius, as discussed in III F. In a hypothetical asymptotically flat region at large radius, the radial eigensolutions $\psi_{\omega l}$ go over to the asymptotic solutions $\varphi_{\alpha l}$ discussed in III F [equation (87)],
\[ \psi_{\omega l} \rightarrow \varphi_{\alpha l}(\omega r^*) \rightarrow e^{-i\omega r^*} \quad \text{as } r^* \rightarrow \infty . \quad (295) \]

VIII. SUMMARY

This paper has presented the foundations of the theory of perturbations of spherically symmetric self-similar black holes. The theory encompasses the limiting cases of the Schwarzschild and Reissner-Nordström geometries, and of more general stationary spherical spacetimes. No additional condition on the nature of the energy-momentum has been imposed beyond those of spherical symmetry and self-similarity (for example, the energy-momentum is not required to be an ideal fluid).

The primary motivation has been to explore the mass inflation instability inside black holes, where the geometry departs hugely from any stationary geometry, but given the length and technicality of the present paper, it has seemed best to defer application, including all issues of numerical computation, to subsequent work.

Wave equations have been derived for the propagating components of gravitational, electromagnetic, and scalar waves, and it has been shown how the non-propagating, short-range components are related to the propagating components. The special cases of the (non-propagating) monopole and dipole components of gravitational perturbations, and monopole components of electromagnetic perturbations, have been treated. The homogeneous solutions of the wave equations are separable with respect to a suitable set of conformal coordinates: a conformal
time $t$ and conformal radius $r$, and the usual polar and azimuthal angular coordinates $\theta$ and $\phi$. A generalization of the Teukolsky equation is given as equation (1) in the Introduction.

Although separable, the wave equations are not decoupled. In the presence of non-vanishing background energy-momentum (that is, except in the limiting case of the Schwarzschild geometry), waves of each spin – tensor (spin-2), vector (spin-1), or scalar (spin-0) – are sourced by perturbations of other kinds, so that waves of different spin are inevitably coupled to each other, and convert from one kind to another. This is unlike the case of the Friedmann-Robertson-Walker metric of cosmology, where spatial translation and rotation symmetries ensure that tensor, vector, and scalar modes are decoupled completely from each other [1, 7, 64].

The paper follows the Newman-Penrose null tetrad formalism [33, 67]. From the outset, each vierbein perturbation is required to be expandable in spin-weighted harmonics of definite spin (as opposed to the more general system of tensor harmonics), and it is shown that this requirement can be imposed consistently without any gauge conditions. If each vierbein perturbation is expanded in spin-weighted harmonics, then it automatically follows that each component of the tetrad-frame Riemann tensor, and consequently Einstein and Weyl tensors, is expandable in spin-weighted harmonics of definite spin. The spin of each perturbation follows the general rule that it equals the sum of the +'s and −'s of its covariant angular indices in the Newman-Penrose formalism.

Although the Newman-Penrose wave equations resolve into spin-weighted harmonics with no gauge conditions, if in addition it is required that each tetrad connection (Ricci rotation coefficient) be expandable in spin-weighted harmonics of definite spin, then this imposes a set of 8 gauge conditions, here termed “spherical” gauge, equations (106). Spherical gauge proves to provide a particularly nice gauge for expressing the source terms of propagating gravitational waves, and also for exploring polar (but not axial, apparently) spin-0 perturbations, including monopole modes.

The Newman-Penrose formalism provides wave equations not only for propagating components of waves, but also for non-propagating components. Wave equations for polar and axial spin-0 modes are derived in this paper, partly in an attempt to make some contact with the traditional description of perturbations to the Schwarzschild and Reissner-Nordström geometries in terms of polar and axial perturbations [18, 19, 63, 82, 92, 93]. The Newman-Penrose spin-0 wave equation does correctly reproduce the Regge-Wheeler axial potential for the Schwarzschild geometry, but this is the only potential that it recovers without further manipulation. The Newman-Penrose formalism yields not decoupled wave equations for polar and axial spin-0 perturbations, but rather sourced wave equations. It would be useful in future work to see how the Newman-Penrose spin-0 wave equations for case of the Reissner-Nordström geometry might be decoupled so as to recover the Zerilli-Moncrief polar and axial potentials.
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This appendix gives expressions for the Newman-Penrose components of various quantities, in the notation of the present paper.
1. Riemann tensor

The Newman-Penrose components of the Riemann tensor $R_{klmn}$ in terms of the tetrad connections $\Gamma_{kln}$ and their directed derivatives are, from equation (37),

\[
R_{vuuv} = (\partial_v - \Gamma_{uvu})\Gamma_{vuuv} + (\partial_u - \Gamma_{vuu})\Gamma_{vuuv} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{vu-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{vu+} \\
+ \Gamma_{+vu} \Gamma_{u-v} + \Gamma_{+uv} \Gamma_{v-u} - \Gamma_{-vu} \Gamma_{u-v} - \Gamma_{-uv} \Gamma_{v-u}, \quad (A1a)
\]

\[
R_{v+u-} = (\partial_+ + \Gamma_{-u-})\Gamma_{v+u-} + (\partial_- + \Gamma_{+u-})\Gamma_{v-+u} - (\Gamma_{-u+} + \Gamma_{+u-})\Gamma_{v-+u} - (\Gamma_{+u+} + \Gamma_{-u-})\Gamma_{v+u-}, \quad (A1b)
\]

\[
R_{v+u-} = -(\partial_v - \Gamma_{uvu})\Gamma_{v+u-} + (\partial_u + \Gamma_{vuu})\Gamma_{v-+u} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{v+u-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{v-+u}, \quad (A1c)
\]

\[
R_{v+u-} = -(\partial_v - \Gamma_{uvu})\Gamma_{v+u-} + (\partial_u + \Gamma_{vuu})\Gamma_{v-+u} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{v+u-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{v-+u}, \quad (A1d)
\]

\[
R_{vuuv} = (\partial_v - \Gamma_{uvu})\Gamma_{vuuv} + (\partial_u - \Gamma_{vuu})\Gamma_{vuuv} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{vu-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{vu+} \\
+ \Gamma_{+vu} \Gamma_{u-v} + \Gamma_{+uv} \Gamma_{v-u} - \Gamma_{-vu} \Gamma_{u-v} - \Gamma_{-uv} \Gamma_{v-u}, \quad (A1e)
\]

\[
R_{vuuv} = -(\partial_v - \Gamma_{uvu})\Gamma_{vuuv} + (\partial_u + \Gamma_{vuu})\Gamma_{vuuv} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{vu-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{vu+} \\
+ \Gamma_{+vu} \Gamma_{u-v} + \Gamma_{+uv} \Gamma_{v-u} - \Gamma_{-vu} \Gamma_{u-v} - \Gamma_{-uv} \Gamma_{v-u}, \quad (A1f)
\]

\[
R_{vuuv} = -(\partial_v - \Gamma_{uvu})\Gamma_{vuuv} + (\partial_u + \Gamma_{vuu})\Gamma_{vuuv} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{vu-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{vu+} \\
+ \Gamma_{+vu} \Gamma_{u-v} + \Gamma_{+uv} \Gamma_{v-u} - \Gamma_{-vu} \Gamma_{u-v} - \Gamma_{-uv} \Gamma_{v-u}, \quad (A1g)
\]

\[
R_{vuuv} = -(\partial_v - \Gamma_{uvu})\Gamma_{vuuv} + (\partial_u + \Gamma_{vuu})\Gamma_{vuuv} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{vu-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{vu+} \\
+ \Gamma_{+vu} \Gamma_{u-v} + \Gamma_{+uv} \Gamma_{v-u} - \Gamma_{-vu} \Gamma_{u-v} - \Gamma_{-uv} \Gamma_{v-u}, \quad (A1h)
\]

\[
R_{vuuv} = -(\partial_v - \Gamma_{uvu})\Gamma_{vuuv} + (\partial_u + \Gamma_{vuu})\Gamma_{vuuv} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{vu-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{vu+} \\
+ \Gamma_{+vu} \Gamma_{u-v} + \Gamma_{+uv} \Gamma_{v-u} - \Gamma_{-vu} \Gamma_{u-v} - \Gamma_{-uv} \Gamma_{v-u}, \quad (A1i)
\]

\[
R_{vuuv} = -(\partial_v - \Gamma_{uvu})\Gamma_{vuuv} + (\partial_u + \Gamma_{vuu})\Gamma_{vuuv} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{vu-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{vu+} \\
+ \Gamma_{+vu} \Gamma_{u-v} + \Gamma_{+uv} \Gamma_{v-u} - \Gamma_{-vu} \Gamma_{u-v} - \Gamma_{-uv} \Gamma_{v-u}, \quad (A1j)
\]

\[
R_{vuuv} = -(\partial_v - \Gamma_{uvu})\Gamma_{vuuv} + (\partial_u + \Gamma_{vuu})\Gamma_{vuuv} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{vu-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{vu+} \\
+ \Gamma_{+vu} \Gamma_{u-v} + \Gamma_{+uv} \Gamma_{v-u} - \Gamma_{-vu} \Gamma_{u-v} - \Gamma_{-uv} \Gamma_{v-u}, \quad (A1k)
\]

\[
R_{vuuv} = -(\partial_v - \Gamma_{uvu})\Gamma_{vuuv} + (\partial_u + \Gamma_{vuu})\Gamma_{vuuv} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{vu-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{vu+} \\
+ \Gamma_{+vu} \Gamma_{u-v} + \Gamma_{+uv} \Gamma_{v-u} - \Gamma_{-vu} \Gamma_{u-v} - \Gamma_{-uv} \Gamma_{v-u}, \quad (A1l)
\]

\[
R_{vuuv} = -(\partial_v - \Gamma_{uvu})\Gamma_{vuuv} + (\partial_u + \Gamma_{vuu})\Gamma_{vuuv} - (\Gamma_{+uv} - \Gamma_{+vu})\Gamma_{vu-} - (\Gamma_{-vu} - \Gamma_{-uv})\Gamma_{vu+} \\
+ \Gamma_{+vu} \Gamma_{u-v} + \Gamma_{+uv} \Gamma_{v-u} - \Gamma_{-vu} \Gamma_{u-v} - \Gamma_{-uv} \Gamma_{v-u}, \quad (A1m)
\]
2. Weyl currents

The Newman-Penrose components of the Weyl currents \( \tilde{J}_{lmn} \) on the right hand sides of equations (153) for the evolution of the complexified Weyl tensor are

\[
\begin{align*}
\tilde{J}_{vu} & = \tilde{J}_{u+} = \frac{1}{4} \left[ \partial_\nu ( \frac{1}{2} G_{vu} + \frac{2}{3} G_{+u} ) - ( \partial_\nu + \Gamma_{+u} + \Gamma_{vu} + \Gamma_{vu} ) G_{-u} - ( \partial_\nu - 2 \Gamma_{vu} + \Gamma_{+u} + \Gamma_{vu} ) G_{+u} \\ & \quad + ( \Gamma_{-u} - \Gamma_{+u} ) ( G_{vu} + G_{+u} ) - \Gamma_{-u} G_{vu} - \Gamma_{+u} G_{vu} - \Gamma_{-u} G_{vu} + \Gamma_{+u} G_{vu} \right] \quad (A2a) \\
\tilde{J}_{+u} & = \frac{1}{2} \left[ \partial_\nu ( \frac{2}{3} G_{vu} + \frac{1}{3} G_{+u} ) - ( \partial_\nu + \Gamma_{+u} + \Gamma_{vu} + \Gamma_{vu} ) G_{-u} - ( \partial_\nu - 2 \Gamma_{vu} + \Gamma_{+u} + \Gamma_{vu} ) G_{+u} \\ & \quad + ( \Gamma_{-u} - \Gamma_{+u} ) ( G_{vu} + G_{+u} ) - \Gamma_{-u} G_{vu} - \Gamma_{+u} G_{vu} - \Gamma_{-u} G_{vu} + \Gamma_{+u} G_{vu} \right] , \quad (A2b) \\
\tilde{J}_{u+} & = \frac{1}{4} \left[ - \partial_\nu \left( \frac{2}{3} G_{vu} + \frac{1}{3} G_{+u} \right) - ( \partial_\nu - \Gamma_{vu} + \Gamma_{+u} - \Gamma_{-u} ) G_{-u} - ( \partial_\nu - \Gamma_{vu} + \Gamma_{+u} + \Gamma_{-u} ) G_{+u} \\ & \quad - ( \Gamma_{-u} - \Gamma_{+u} ) ( G_{vu} + G_{+u} ) + \Gamma_{-u} G_{vu} + \Gamma_{+u} G_{vu} - \Gamma_{-u} G_{vu} + \Gamma_{+u} G_{vu} \right] \quad (A2c) \\
\tilde{J}_{v} & = \frac{1}{2} \left[ - \partial_\nu \left( \frac{1}{3} G_{vu} + \frac{2}{3} G_{+u} \right) - ( \partial_\nu - \Gamma_{vu} + \Gamma_{+u} - \Gamma_{-u} ) G_{-u} - ( \partial_\nu - \Gamma_{vu} + \Gamma_{+u} + \Gamma_{-u} ) G_{+u} \\ & \quad + \Gamma_{-u} G_{vu} + \Gamma_{+u} G_{vu} - \Gamma_{-u} G_{vu} + \Gamma_{+u} G_{vu} \right] , \quad (A2d) \\
\tilde{J}_{-v} & = \frac{1}{2} \left[ ( \partial_\nu + \Gamma_{vu} + \Gamma_{vu} ) G_{+u} - ( \partial_\nu + \Gamma_{vu} + \Gamma_{vu} ) G_{+u} - \Gamma_{-u} G_{vu} - \Gamma_{+u} G_{vu} \right] , \quad (A2e) \\
\tilde{J}_{-u} & = \frac{1}{2} \left[ \partial_\nu + \Gamma_{vu} + \Gamma_{vu} \right] G_{+u} - ( \partial_\nu - \Gamma_{vu} + \Gamma_{vu} ) G_{+u} + \Gamma_{-u} G_{vu} - \Gamma_{+u} G_{vu} \right] , \quad (A2f)
\end{align*}
\]

3. Electromagnetic energy-momentum tensor

The Newman-Penrose components of the energy-momentum tensor \( T_{mn} = (1/4\pi)(F_{nk} F^n_k - \frac{1}{2} \gamma_{mn} F_{kl} F^{kl}) \) of the electromagnetic field are given by:

\[
\begin{align*}
4\pi T_{uu} & = 4\pi T_{u+} = \frac{1}{2}(F_{uu}^2 - F_{++}^2) = 2 \tilde{F}_0^2 \tilde{F}_1^* , \quad (A3a) \\
4\pi T_{u-} & = 2 F_{u+} F_{u-} = 2 \tilde{F}_1 \tilde{F}_{\pm 1}^* , \quad (A3b) \\
4\pi T_{+u} & = (F_{uu} + F_{+}) F_{+u} = \mp 2 \tilde{F}_0^* \tilde{F}_1 , \quad (A3c) \\
4\pi T_{-u} & = (F_{uu} + F_{+}) F_{-u} = \mp 2 \tilde{F}_0 \tilde{F}_1^* , \quad (A3d) \\
4\pi T_{+u} &= 4 \pi T_{++} = 2 F_{u+} F_{u-} = 2 \tilde{F}_1 \tilde{F}_{\pm 1}^* . \quad (A3e)
\end{align*}
\]
4. Scalar energy-momentum tensor

The Newman-Penrose components of the energy-momentum tensor $T_{mn} = (1/4\pi) \left( \pi_m \pi_n - \frac{1}{2} \gamma_{mn} \pi_k \pi^k \right)$ of a massless scalar field $\psi$, with gradient (momentum) $\pi_m \equiv \partial_m \psi$, are given by:

$$4\pi T_{uv} = \pi_+ \pi_-, \quad \text{(A4a)}$$
$$4\pi T_{+-} = \pi_v \pi_u, \quad \text{(A4b)}$$
$$4\pi T_{uv}^+ = \pi_v \pi_u^+, \quad \text{(A4c)}$$
$$4\pi T_{uv}^- = \pi_v \pi_u^-, \quad \text{(A4d)}$$
$$4\pi T_{v+} = \pi_v \pi_+, \quad \text{(A4e)}$$
$$4\pi T_{v-} = \pi_v \pi_. \quad \text{(A4f)}$$

5. Some operator commutators

The following equation is referred to in \ref{sec:VBB} equation \ref{eq:167}:

$$\left( (0 \Delta' \_0 \Delta'_v - 0 \Delta' \_0 \Delta'_w) A^{-1} C \right)$$

$$= 3AC \left[ 2 \hat{C}_0 + (\Delta_v - \Delta_w + \Delta_v^\ast - \Delta_w^\ast) + \Delta_v^\ast - \Delta_w^\ast \right] A^{-1} C$$

$$= 3AC \left[ (\partial_v - \partial_w) (\partial_v + \partial_w) + (\partial_v + \partial_w) (\partial_v + \partial_w) \right] A^{-1} C.$$  \hspace{1cm} \text{(A5)}

The following equation is referred to in \ref{sec:VBB} equation \ref{eq:249} [compare equation \ref{eq:167}, which is quite similar]:

$$\left( (0 \Delta' \_0 \Delta'_v - 0 \Delta' \_0 \Delta'_w) A^{-1} Q \right)$$

$$= 2AQ \left[ (\partial_v - \partial_w) (\partial_v + \partial_w) + (\partial_v + \partial_w) (\partial_v + \partial_w) \right] A^{-1} Q.$$  \hspace{1cm} \text{(A6)}

The following equation is referred to in \ref{sec:VBB} equation \ref{eq:250} [compare equation \ref{eq:249}, which is quite similar]:

$$\left( (0 \Delta' \_0 \Delta'_v - 0 \Delta' \_0 \Delta'_w) A^{-1} Q \right)$$

$$= 2AC \left[ (\partial_v - \partial_w) (\partial_v + \partial_w) + (\partial_v + \partial_w) (\partial_v + \partial_w) \right] A^{-1} Q.$$  \hspace{1cm} \text{(A7)}

The following equation is referred to in \ref{sec:VBB} equation \ref{eq:251} [compare equation \ref{eq:250}, which is quite similar]:

$$\left( (0 \Delta' \_0 \Delta'_v - 0 \Delta' \_0 \Delta'_w) A^{-1} Q \right)$$

$$= 2AC \left[ (\partial_v - \partial_w) (\partial_v + \partial_w) + (\partial_v + \partial_w) (\partial_v + \partial_w) \right] A^{-1} Q.$$  \hspace{1cm} \text{(A8)}