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Abstract

Hawkes processes have recently gained increasing attention from the machine learning community for their versatility in modeling event sequence data. While they have a rich history going back decades, some of their properties, such as sample complexity for learning the parameters and releasing differentially private versions, are yet to be thoroughly analyzed. In this work, we study standard Hawkes processes with background intensity \( \mu \) and excitation function \( \alpha e^{-\beta t} \). We provide both non-private and differentially private estimators of \( \mu \) and \( \alpha \), and obtain sample complexity results in both settings to quantify the cost of privacy. Our analysis exploits the strong mixing property of Hawkes processes and classical central limit theorem results for weakly dependent random variables. We validate our theoretical findings on both synthetic and real datasets.

1 Introduction

Event sequence data capture the unfolding of a discrete set of events over time. Events data are ubiquitous in many domains, with frequencies spanning many time scales. In finance, limit order book data record the orders placed on specific securities every tenth of a second [4]. In advertising, daily clickstream data detail the search habits of consumers [36] or the popularity and interactions within a social media network [24]. In geology, earthquake logs report the strength of surface movements over several decades [46]. Unlike time series however, events data are asynchronous [49]. In other words, the time between events is not regular and is in fact a fundamental piece in understanding the dynamics of the event data. Temporal point processes [12] are a powerful mathematical tool to model inter-arrival times between events. One can use point processes not only to learn event dynamics but also to simulate event sequences with the same inter-arrival dynamic [45]. Hawkes processes [29, 32] are a class of point processes that capture self-excitation dynamics, i.e., situations in which the arrival of one event increases the rate of the next. Hawkes processes have recently gained increasing attention from the machine learning community due to their versatility in modeling event sequence data. Successful applications include topic modeling and clustering for text document streams [30, 18], network structure reconstruction and inference [56, 11, 23], personalized recommendations [19] and learning causality structures [55], among others. Recent works have focused on deep learning approaches to estimate the Hawkes process intensity function [41, 63, 58].

In certain applications, however, the use of Hawkes processes for both inference and simulation with event sequence data can raise privacy concerns. In epidemiology, infection events data are used to model the infection dynamics and eventually inform mitigation measures, but the personal information of specific infected individuals should remain anonymous. In finance, modeling trading activity on financial securities is key for market makers, but one must be careful not to leak information
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about a specific client activity. Differential privacy (DP) \cite{20} provides theoretical guarantees that, from information that is available, potential adversary is not able to distinguish whether a particular individual was present in a dataset or not. The standard DP setting assumes independence of the records in a database. However, event sequences generated by Hawkes processes come with the caveat that a single individual is identifiable not only through their own activity, but all the activities they have influenced or by which they have been influenced. Thus a potential adversary would need to be prevented from identifying all activities linked to a single individual.

Overall, while Hawkes processes have a rich history going back decades, some of their properties, such as sample complexity for learning the parameters and releasing differentially private versions, are yet to be thoroughly analyzed. In this work we provide results on sample complexity of the estimates on Hawkes process. To the best of our knowledge, this is the first result of such kind. We also introduce private versions of the estimates and study their sample complexity.

In summary, our contribution is threefold:

1. We obtain first sample complexity result for the estimates of Hawkes process (Section 3). Sample complexity is in terms of an upper bound on the minimum period of time Hawkes process needs to be observed for the estimator to reach within desired distance of true parameters.

2. We provide $(\gamma, \epsilon)$-random differentially private versions of the estimates, and obtain sample complexity results in this context (Sections 4 and 5).

3. Based on the above two, we obtain theoretical result on the cost of privacy, measured by additional time required for private estimates to reach within desired distance of true ones, in comparison to their non-private counterparts. We also access privacy-utility tradeoff empirically through a series of numerical experiments (Section 6).

We refer the reader to the supplementary materials for proofs and further experiments.

1.1 Related work

Differential privacy was proposed by Dwork et al. \cite{20} and has since been employed in a wide range of applications \cite{21, 47, 51, 28, 52, 61, 42, 1, 40, 17, 10}. In this work, we consider the definition of DP presented in the original work of Dwork et al. \cite{20} as well as the random differential privacy setting proposed by Hall et al. \cite{27}. In the random differentially private setting, the data samples are seen as random draws from an unknown distribution and differential privacy is guaranteed with high probability with respect to the realizations of the underlying data generating distribution. Note that random differential privacy is different from approximate differential privacy (also known as $(\epsilon, \delta)$-differential privacy) \cite{21} as well as probabilistic differential privacy \cite{38} in which the high probability argument is with respect to the randomness in the outcome of the randomized mechanism, and not over the realizations of the unknown data generating distribution.

Our work is closely related to the growing literature on differential privacy for non-i.i.d. data. In a non-i.i.d. setting, presence of each data point may reveal information about presence of data points correlated to it in the dataset. Hence, removing one entry from the dataset may impact other entries as well. When analyzing privacy guarantees in this scenario it is thus not sufficient to simply remove one entry from the dataset, but any “trace” of the presence of such entry needs to be removed. Differential privacy in non-i.i.d. settings has been analyzed for time series data \cite{8} and tabular data \cite{39, 60, 59, 62, 50}. In comparison, in this work we analyze privacy for modeling sequential events data, another setting where the records (i.e. occurrence of the events) are often correlated with one another.

Our work on sample complexity and the privacy analysis relies on the line of work on statistical properties of Hawkes processes. In our analysis we take advantage of stationarity of Hawkes processes \cite{35, 26}, and strong mixing property of the count series associated with a Hawkes process \cite{9} which allows us to use analytical tools used for weekly dependent data \cite{53, 5}. Our analysis further relies on the moments of Hawkes process which have been studied by Cui et al. \cite{13} and Daw and Pender \cite{14, 15}, among others. Moreover, in order to analyze the sensitivity of the differentially private estimator, we turn to the immigration-birth representation of Hawkes processes and view Hawkes processes as branching processes \cite{2}. This allows us to build upon results obtained by Daw and Pender \cite{14} to find probabilistic upper bounds on the number of records (events) that are correlated.
We note that our results are different in nature from the line of work on asymptotic behavior of Hawkes processes \[54\] \[31\] \[9\], in that we focus on obtaining error bounds and sample complexity results for estimation of Hawkes parameters. Our theoretical estimation bounds (in the non-private setting) are most closely related to the regret bounds obtained by \[57\] for an online maximum likelihood estimator of Hawkes processes. Our results, in contrast, give bounds directly on the estimation error of the Hawkes parameters.

In sample complexity literature, in general there are two types of results, one involves learning the densities and other is parameter learning. In this paper, we are focused on the latter namely parameter learning similar to \[34\] and hence do not need to concern ourselves with proper vs improper learning. Note that while the homogenous case of Poisson process reduces to learning the parameter of an exponential distribution, it immediately jumps in difficulty the moment we add self-excitation. We can find a good overview of sample complexity in learning distributions in \[44\] \[16\].

2 Preliminaries

Hawkes Processes In this paper, we study Hawkes process with intensity given by

\[
\lambda^*_t = \mu + \int_{-\infty}^{t} \alpha e^{-\beta(t-s)} dN(s) = \mu + \sum_{t_i < t} \alpha e^{-\beta(t_i-t)},
\]

where \( \mu \) corresponds to the exogenous base rate of Hawkes process, i.e. the rate of the background Poisson process and \( \sum_{t_i < t} \alpha e^{-\beta(t_i-t)} \) captures the indigenous component, i.e. the impact of previous events. The exponential impact function \( \alpha e^{-\beta(t_i-t)} \) is parameterized by the excitation rate \( \alpha \) and the decay rate \( \beta \). In this work, we study regime \( \alpha < \beta \) in a simplified variant of Hawkes parameter estimation where the decay rate \( \beta \) is known to the learner. For simplicity, in this work we assume \( \beta = 1 \). For the Hawkes process \( H(t) \) defined by \[1\] associated count process \( N(t) = (N(t) : t \geq 0) \) is given by \( N(t) = H(t) - H(0) \).

Differential privacy. Differential privacy is a quantitative definition of privacy that measures the privacy leakage from publishing functions of private data.

**Definition 1.** \[27\] A randomized mechanism \( \mathcal{M} : \mathcal{X}^n \to \mathcal{Y} \) is \( (\epsilon, \delta) \)-differentially private if for any two datasets \( \mathcal{D}, \mathcal{D}' \in \mathcal{X}^n \) that differ in only one entry, we have

\[
\forall C \subseteq \mathcal{Y}, \quad P(\mathcal{M}(\mathcal{D}) \in C) \leq e^\epsilon P(\mathcal{M}(\mathcal{D}') \in C) + \delta.
\]

When \( \delta = 0 \), we say \( \mathcal{M} \) satisfies \( \epsilon \)-differential privacy.

Many differentially private mechanisms are built on the idea of adding deliberate noise to a non-private mechanism. In this work we employ one such mechanism, the Laplace mechanism, which is defined as

\[
M_{Lap}(\mathcal{D}, f(\cdot), \epsilon) = f(\mathcal{D}) + \Lambda(0, \Delta f/\epsilon),
\]

where \( \Delta_f = \max_{\mathcal{D}, \mathcal{D}'} ||f(\mathcal{D}) - f(\mathcal{D}')||_1 \) is the \( \ell_1 \) sensitivity of \( f \) with respect to change of a single query in the dataset, and \( \Lambda \) denotes a Laplace random variable parametrized by the mean and scale. Note that here \( \mathcal{D}, \mathcal{D}' \in \mathcal{X}^n \) are two neighboring (adjacent) datasets, meaning that they differ in only one entry. Since the introduction of \( (\epsilon, \delta) \)-differential privacy, other closely notions of differential privacy have been introduced \[43\] \[22\] \[27\]. This work makes use of a relaxation of the standard \( \epsilon \)-differential privacy definition called random differential privacy.

**Definition 2.** A randomized mechanism \( \mathcal{M} : \mathcal{X}^n \to \mathcal{Y} \) is \( (\epsilon, \gamma) \)-randomly differentially private if

\[
P\left( \forall C \subset \mathcal{Y}, \quad P(\mathcal{M}(\mathcal{D}) \in C) \leq e^{\epsilon} P(\mathcal{M}(\mathcal{D}') \in C) \right) \geq 1 - \gamma
\]

where the inner probability is over the randomness of the mechanism, and the outer probability is over neighbouring datasets \( \mathcal{D}, \mathcal{D}' \in \mathcal{X}^n \) drawn from distribution \( P \) on the space \( \mathcal{X}^n \).
3 Estimating parameters of Hawkes process

In order to estimate parameters $\mu$ and $\alpha$ of a Hawkes process $H(t)$ defined by \[ \text{we study the discrete time count data time series (counts series for short) associated with } H(t), \text{ generated by the count measure on consecutive intervals of size } \Delta. \text{ We denote the count series of } H(t) \text{ with interval size } \Delta \text{ by } \{Y_i(\Delta) = N(i\Delta) - N((i-1)\Delta)\}_{i \geq 1}, \text{ where } N(t) \text{ is the count process associated with } H(t), \] \[ K = T/\Delta, \text{ and } T \text{ represents the length of the observation period.} \]

Let $\lambda_\infty := \lim_{t \to \infty} E[\lambda_*^t] = \frac{\mu}{1-\alpha}$. Assuming that the Hawkes process under consideration has started at $-\infty$, then any time during the observation period $t \in [0, T]$, we have $E[\lambda_*^t] = \lambda_\infty$. Under this standard stationarity assumption (see e.g. Section 2.1 of [26]), for the count series $Y_1(\Delta), Y_2(\Delta), \ldots, Y_K(\Delta)$ we have [15]:

\[ \eta := E[Y_i(\Delta)] = \frac{\mu \Delta}{(1-\alpha)} \] \[ \sigma^2 := \text{Var}[Y_i(\Delta)] = \frac{\mu \Delta}{(1-\alpha)^3} + \frac{\alpha^2 \mu}{2(1-\alpha)^4} - \frac{2\alpha \mu}{(1-\alpha)^4} \]

for all $i = 1, 2, \ldots, K$. The detailed derivation of equations (3) and (4) is provided in Supplementary Material, Section A.2.

From equations (3) and (4) one can compute $\mu$ and $\alpha$ given the values of $\mu$ and $\sigma^2$. Therefore, by deriving the sample mean $\hat{\eta}$ and the sample variance $\hat{\sigma}^2$ of $Y_i$, one can obtain estimates for $\mu$ and $\alpha$. Note that the random variables $Y_i(\Delta)$ are not independent. However, we use the strong mixing property of stationary Hawkes processes and their associated count series [9] which enables us to employ standard results on statistical properties of weakly dependent random variables [53], and thus obtain sample complexity results. We present our sample complexity results in Section 3.1 below.

3.1 Sample complexity of the estimator

In this section we obtain an upper bound on the minimum period of time the Hawkes process needs to be observed (i.e. the minimum length of sequence) required for the estimator to reach within a desired distance of the true parameters of the Hawkes process. Here, we abuse the word "sample" and call this requirement the sample complexity. To the best of our knowledge our analysis is the first to study sample complexity for learning of Hawkes processes.

Let $\eta_\Delta(\Delta) = E[N(\Delta)^4]$ denote the fourth moment of $N_\Delta$ in the stationary regime (see e.g. [13] or [14]). Let $\Phi$ denote CDF of standard normal distribution. For a fixed bins size $\Delta$, our sample complexity result determines minimal observation period $T = K\Delta$ that is needed in order to achieve desired precision with desired probability.

**Theorem 1.** Let $\hat{\mu}$ and $\hat{\alpha}$ be the estimates of parameters $\mu_{\text{lower}} < \mu < \mu_{\text{upper}}$ and $\alpha_{\text{lower}} < \alpha < \alpha_{\text{upper}}$ of Hawkes process started from stationarity. Let $\Psi(\cdot)$ denote the inverse CDF of the standard normal distribution. Let $T = K\Delta$ denote the length of time the Hawkes process is observed, divided into $K$ intervals of size $\Delta$ such that $\Delta > \frac{8C_9\mu_{\text{upper}}}{(1-\alpha)\xi}$ for some $0 < \xi < \frac{C_9\mu_{\text{lower}}}{6}$ where $C_9 = \max\{\frac{8}{\mu_{\text{lower}}(1-\alpha_{\text{upper}})} + \frac{8\mu_{\text{upper}}}{\mu_{\text{lower}}(1-\alpha_{\text{upper}})} + \frac{8\mu_{\text{upper}}}{\lambda_\infty(1-\alpha_{\text{upper}})}\}$. Then, if

\[ T \geq \frac{\sigma^2}{\xi} \max\left\{ \frac{C_9^3\Psi(1 - \frac{\delta}{8})^2}{\xi \Delta}, \frac{9C_9^2\Psi(1 - \frac{\delta}{8})^2(\eta_\Delta - \sigma^2)}{\xi \Delta}, \frac{3C_9\Psi(1 - \frac{\delta}{8})^2}{\xi \Delta} \right\}, \] \[ \text{for some } 0 < \delta \leq 1, \text{ we have } \Pr(|\alpha - \hat{\alpha}| > \xi) \leq \delta \text{ and } \Pr(|\mu - \hat{\mu}| > \xi) \leq \delta. \]

**Proof sketch.** In order to prove $\Pr(|\alpha - \hat{\alpha}| > \xi) \leq \delta$ and $\Pr(|\mu - \hat{\mu}| > \xi) \leq \delta$, we show that it suffices to have $\Pr(|\eta - \eta_\Delta| > \frac{\delta \Delta}{8}) < \delta/2$ and $\Pr(|\hat{\sigma}^2 - \sigma^2| > \frac{\delta \Delta}{8}) < \delta/2$. The strong mixing property of Hawkes processes allows us to employ Berry-Essen theorem for weakly dependent random variables [53] to show that the condition $\Pr(|\eta - \eta_\Delta| > \frac{\delta \Delta}{8}) < \delta/2$ on the sample mean is satisfied by the first term in condition (3.1). We now turn to sample variance. We have $\hat{\sigma}^2 - \sigma^2 = \frac{1}{K} \sum_{i=1}^{K} (Y_i - \eta)^2 - \sigma^2 = \frac{1}{K} \sum_{i=1}^{K} Y_i - \eta + \frac{\sigma^2}{K}$. Therefore, to guarantee $\Pr(|\hat{\sigma}^2 - \sigma^2| > \frac{\delta \Delta}{8}) < \delta/2$,
it is sufficient to show
\begin{align}
\mathbb{P}\left(\frac{1}{K} \sum_{i=1}^{K} (Y_i - \eta)^2 - \sigma^2 > \frac{\xi \Delta}{3C_9} \right) & < \frac{3\delta}{16}, \tag{6} \\
\mathbb{P}\left(\frac{1}{K} \sum_{i=1}^{K} |Y_i - \eta|^2 > \frac{\xi \Delta}{3C_9} \right) & < \frac{3\delta}{16}, \tag{7} \\
\mathbb{P}\left(\frac{\sigma^2}{K} > \frac{\xi \Delta}{3C_9} \right) & < \frac{\delta}{8}. \tag{8}
\end{align}
By employing Berry-Essen theorem for weakly dependent RVs as well as Markov’s inequality, we show that conditions (6), (7), and (8) are respectively satisfied by the second, the third, and the fourth term in condition (5). The detailed proof of Theorem 1 is provided in section A.6 of the supplementary materials.

4 DP modeling of sequential events data

We now discuss differentially private modeling of sequential events data. Consider a sequence of events \( S(t) = \{e_i = (x_i, t_i) | t_i < t \} \). We assume the occurrence of the events is governed by a Hawkes process defined in (1). In this paper, we study the setting where \( t_i \) denote the timestamp of the \( i \)-th event and \( x_i \) contains the identity of the individual associated with that event. We aim to learn the true parameters of the underlying Hawkes process while preserving the privacy of the individuals whose data (events) are present in the stream. That is, we want to make it impossible for an adversary to infer with certainty whether \( e_i = (x_i, t_i) \) is present the sequence used to learn the learning algorithm or by observing the output of \( \mathcal{M} \) (i.e. the estimates of the Hawkes parameters).

The formulation of Hawkes process [1] implies that the occurrence of any event \( j \) may be a result of an immigration (due to the background Poisson process) or birth of a child of any of the previous events (indigenous excitation), with probabilities depending on \( \mu, \alpha, \beta \), and the time passed since the previous events. In our setting, it is reasonable to think of a parent-child relation between two events in the event sequence as a result of some type of real-world relation between the two individuals associated with those events. Let us define a cluster as a group of individuals whose events forms a tree of parent-child relations. If a cluster is known to an adversary, the presence of a cluster member’s data in the sequence may be revealed by the presence of not only the event directly associated with them, but also the events associated with other individuals in the same cluster.

In light of this discussion, let us define neighboring sequences of events in this setting, which will inform the adoption of the appropriate notion of privacy for sequential events data problems.

**Definition 3.** Consider sequences of events in form of \( S(t) = \{(x_i, t_i) | t_i < t \} \). Two sequences of events \( S(t) \) and \( S_{-j}(t) \) drawn from an unknown point process observed up until some \( t > 0 \) are “neighboring” if they differ only in the presence of the events that belong to the same cluster as event \( j \).

In this paper we consider two scenarios with regards to the knowledge of the clusters. In the first scenario, we assume that \( i \) the adversary has knowledge of the relations among the individuals whose events is present in the data and \( ii \) the learner is aware of the relations or at least the maximum size of clusters of connected individuals (equivalently, maximum tree size in the sequence). In this scenario we say the learner is relation-aware. By contrast, in the second scenario, the learner is relation-unaware in that it does not have full knowledge of the relations and therefore does not know the maximum size of the clusters. However, in this scenario we assume that the adversary may have greater knowledge of the relations compared to the learner, either now or at some point of time in future. Providing privacy guarantees in the second scenario requires obtaining probabilistic upper bounds on the size of the event trees in a sequence generated by a Hawkes process. We provide such bounds by viewing Hawkes processes as branching processes which results in the immigration-birth representation of Hawkes processes [25]. We state this result in Lemma 1 which is an immediate consequence of properties of branching processes. See Section A.1 in the supplementary materials for proof.

**Lemma 1.** Consider a Hawkes process \( H(t) \) defined by intensity function \( \beta(t) \) observed until time \( T \). For any \( 0 < \gamma < 1 \) and \( T \geq \left( \frac{\mu x \sqrt{2}}{\gamma} \right)^{5/2} \), with probability at least \( 1 - \gamma \), all existing trees contain at most \( \frac{3\log T}{(1 - \gamma)^{4}} \) individuals.
To account for the fact that the upper bound on the tree sizes in the sequence is probabilistic over the realizations of the underlying Hawkes process, we adopt random DP as the notion of privacy. We formalize random DP for sequential events data generated from a point process as follows.

Definition 4. Let $S^T_P$ be the set of all possible realizations of a temporal point process $P(t)$ until time $T$. A randomized mechanism $\mathcal{M} : S^T_P \rightarrow \mathcal{Y}$ is $(\epsilon, \gamma)$-randomly differentially private if

$$P\left(\forall C \subset \mathcal{Y}, \quad P(\mathcal{M}(S(T)) = C) \leq e^{\epsilon} P(\mathcal{M}(S_{-i}(T)) = C) \right) \geq 1 - \gamma$$

where the inner probability is over the randomness of the mechanism, and the outer probability is over neighboring streams $S(T), S_{-i}(T) \in S^T_P$ drawn from point process $P(t)$ until time $T$.

5 Private Estimation parameters of Hawkes process

Our DP estimator is based on the Laplace mechanism \[21\], i.e. sampling from a Laplace distribution centered at the output of the non-private estimates. To calculate the variance of the Laplace distribution, one needs to calculate the sensitivity of the estimates $\hat{\mu}$ and $\hat{\alpha}$ with respect to the change in any two neighboring data streams generated by a Hawkes process with parameters $\mu$ and $\alpha$.

As mentioned above, the Hawkes parameters estimates $\hat{\mu}$ and $\hat{\alpha}$ can be uniquely calculated from the sample mean and sample variance of $Y_i(\Delta)$. Unfortunately, obtaining closed form expressions for $\hat{\mu}$ and $\hat{\alpha}$ in terms of $\hat{\eta}$ and $\hat{\sigma}^2$ is difficult, which makes it difficult to find the sensitivity of $\hat{\mu}$ and $\hat{\alpha}$ with respect to the input sequence. Due to post processing immunity of DP \[21\] and consequently random DP, if we provide privacy guarantees for the $\hat{\mu}, \hat{\alpha}$, same guarantees hold for $\hat{\eta}, \hat{\sigma}^2$. Hence, we focus on obtaining privacy guarantees for $\hat{\eta}$ and $\hat{\sigma}^2$.

Sensitivity  The sensitivity of estimates $\hat{\eta}$ and $\hat{\sigma}^2$ with respect to the change in the input sequence depends on $\mu$ and $\alpha$. Although we do not have access to $\mu$ and $\alpha$, we assume we know lower and upper bounds on their values:

$$0 < \mu_{\text{lower}} \leq \mu \leq \mu_{\text{upper}}, \quad 0 < \alpha_{\text{lower}} \leq \alpha \leq \alpha_{\text{upper}} < 1.$$  \hfill (9)

The following lemma states the sensitivity of $\hat{\eta}$ and $\hat{\sigma}^2$ with respect to removing $B$ events from the sequence. The proof of this lemma can be found in Section A.4 of the supplementary materials.

Lemma 2. Consider the count series $\{Y_i(\Delta)\}_{i=1}^K$ associated with a Hawkes process $H$ defined by intensity function $\hat{\eta}$. Suppose that the maximum number of correlated events in the Hawkes process is $B$. Then, the maximal amount of change in the sample mean $\hat{\eta}$ of the counts is at most $B/\kappa$. Moreover, with probability at least $1 - \gamma$, the maximal amount of change in the sample variance is upper bounded by $\frac{B^2}{\kappa^2} + \frac{2B^{3/2} \sqrt{\Delta}}{(K-1)}$, where $\kappa_1 = \sqrt{(1 - \alpha_{\text{lower}})^2 + 2\alpha}$.

As previously discussed, the maximal number of events that distinguish two neighbouring sequences corresponds to the number of individuals in the largest tree in branching process representation. In the scenario with relation-unaware learner where we do not know $B$, recall that Lemma 1 provides probabilistic upper bound on the size of the largest tree.

Corollary 1. As a consequence of Lemma 1 and Lemma 2 for $0 < \gamma \leq 1/2$ and $T$ such that $T \geq \left(\mu \cdot e^2 / \gamma\right)^{5/2}$, in the scenario with relation-unaware learner, sensitivity of the sample mean and variance are $\frac{C_2 \log T}{\kappa}$ and $\frac{C_2 \log T}{K}$, respectively with probability at least $1 - 2\gamma$, where $C_2 = \frac{3}{(1 - \alpha_{\text{lower}})^2}$.

DP sample mean and sample variance  For a given $\epsilon > 0$, we introduce the following DP version of the sample mean and the sample variance for the sequence observed until time $T = K\Delta$.

$$\hat{\eta}_{\text{private}} = \hat{\eta} + \Lambda \left(\frac{C_2 \log T}{K \cdot \epsilon}\right)$$  \hfill (10)

$$\hat{\sigma}^2_{\text{private}} = \hat{\sigma}^2 + \Lambda \left(\frac{C_2^2 (\log T)^2 + 2C_2^3 \sqrt{\Delta} \cdot K}{(K-1) \cdot \epsilon}\right)$$  \hfill (11)

\[2\]Note that the standard DP definition can be recovered from the definition of random DP when $\gamma = 0$, accounting for the first scenario with relation-aware learner.
Lemma 3. The noisy mean estimator \( \hat{\mu}_{\text{private}} \) is \((2\gamma, \epsilon)\)-random-DP. Moreover, the noisy variance estimator \( \hat{\sigma}^2_{\text{private}} \) is \((2\gamma, \epsilon)\)-random-DP.

Proof of Lemma 3 (see Section A.5 in the supplementary material) relies on Corollary 1 and standard results on Laplace mechanism.

**DP estimation of the Hawkes parameters**

As previously discussed, \( \hat{\eta} \) and \( \hat{\sigma}^2 \) uniquely define \( \hat{\mu} \) and \( \hat{\alpha} \) from system of equations (3) and (4).

Theorem 2. Let \( \hat{\mu}_{\text{private}} \) and \( \hat{\alpha}_{\text{private}} \) be the estimators for \( \mu \) and \( \alpha \) by solving system of equations (5) and (4) with private estimates \( \hat{\eta}_{\text{private}} \) and \( \hat{\sigma}^2_{\text{private}} \). Then, this estimation mechanism is \((2\gamma, 2\epsilon)\)-random-DP.

Theorem 2 is a consequence of the standard composition theorem [33] and the post processing immunity [21] of differential privacy. See Section A.5 in the supplementary material.

**Remark.** In the scenario with relation aware learner where \( B \) is known, the term \( C_2 \log T \) in equations (10) and (11) will be replaced by the known value \( B \). Also the random privacy guarantees in Lemma 3 and Theorem 2 will improve to \((\gamma, \epsilon)\) and \((\gamma, 2\epsilon)\), respectively.

5.1 Sample complexity of the private estimator

To provide a concrete privacy utility trade-off analysis of the DP estimation procedure presented in this section, we obtain sample complexity upper bounds for the private estimator described by equations (10) and (11). By comparing these results with those of the non-private estimator, stated in Theorem 1, one can quantify the cost of making our estimator differentially private in terms of the additional observation time required by the private estimator to reach within a desired distance of the true Hawkes parameters. To the best of our knowledge our analysis is the first to formalize the privacy utility trade-off for DP learning of Hawkes processes.

Theorem 3. Consider the same setup and conditions as in Theorem 1 except with private estimates \( \hat{\mu}_{\text{private}} \) and \( \hat{\alpha}_{\text{private}} \) as described in equations (10) and (11). In addition, let \( C_1 = \sqrt{\frac{1 - \mu_{\text{upper}}}{(1 - \alpha_{\text{upper}})^3}} \gamma \) and \( C_2 = \frac{3}{(1 - \alpha_{\text{upper}})^3} \). For the choice of \( \Delta = c \log T \) for some constant \( c \), if

\[
T \geq \frac{C_2^2 \mu_{\text{upper}}}{(1 - \alpha_{\text{upper}})^3 \xi^2} \max \left\{ \psi(1 - \frac{\delta}{16}), 9C_2^2 \psi(1 - \frac{\delta}{32})^2 (\eta_4 - \sigma^2) \right\} \quad \text{and} \quad (12)
\]

\[
T \log T \geq \frac{\mu_{\text{upper}}}{(1 - \alpha_{\text{upper}})^3 \xi} \max \left\{ 3C_2 \psi(1 - \frac{\delta}{32})^2, 48C_2^2 \right\} \quad \text{and} \quad (13)
\]

\[
T \left( \log T \right)^{5/2} > \frac{4 \sqrt{c} \xi C_1^2 C_2}{\epsilon \xi} \log \left( \frac{4}{\delta} \right) \quad (14)
\]

for some \( 0 < \delta \leq 1 \), then we have \( \mathbb{P} (|\hat{\mu}_{\text{private}} - \mu| > \xi) \leq \delta \) and \( \mathbb{P} (|\hat{\alpha}_{\text{private}} - \alpha| > \xi) \leq \delta \) for \((\gamma, 2\epsilon)\)-random-DP estimates \( \hat{\mu}_{\text{private}} \) and \( \hat{\alpha}_{\text{private}} \).

Proof sketch. Theorem 1 gives us lower bound on \( T \) which yield \( \hat{\mu} \) and \( \hat{\alpha} \) being within desired distance of \( \mu \) and \( \alpha \) respectively. We want Theorem 1 to hold with \( \frac{\xi}{2} \) and \( \frac{\delta}{2} \), and so we modify condition on \( T \) to reflect this budget. The remaining \( \frac{\xi}{2}, \frac{\delta}{2} \) budget is used to bound distance between sample estimates and their private counterparts, and relies on the tail bound of Laplace random variable. We show that conditions (12) and (13) are sufficient for the non-private estimates to be within \( \xi/2 \) distance of the true values with \( \Delta = c \log T \) with probability at least \( 1 - \delta/2 \). We then show that condition (14) which is required to bound the tail of Laplace distribution (recall (10) and (11)) guarantees that the private estimates are within \( \xi/2 \) distance of the non-private estimates with probability at least \( 1 - \delta/2 \). See Section A.7 in the supplementary material for the detailed proof of Theorem 3.

**Remark.** For the relations aware scenario with the maximum number of correlated events \( B \), condition (14) becomes

\[
T \log T > \frac{4 \sqrt{c} B^2 C_1 C_2}{\epsilon \xi^2} \log \left( \frac{4}{\delta} \right).
\]
5.2 Cost of privacy

For the inverse CDF function $\Psi(\cdot)$, we have $\lim_{x \to 0} \Psi(1 - x) = \sqrt{2 \log \frac{1}{x}}$ \cite{9}. Therefore, for arbitrarily small $\delta$ and large enough $T$, the condition on $T$ in Theorem \cite{1} becomes $T = O\left(\frac{1}{\delta^2}\right)$. In contrast, for small enough $\delta$ and large enough $T$, for the private estimator (in the relation unaware scenario) the requirement on $T$ is $\frac{T}{\log T} = O\left(\frac{1}{\delta^2}\right)$ which, ignoring $\log \log$ terms, can be written as $T = O\left(\frac{\log(1/\delta)}{\delta^2}\right)$. Equivalently, one can state these results in terms of how fast the estimates converge to the true values $(\mu, \alpha)$. While the non-private estimates $(\hat{\mu}, \hat{\alpha})$ have a convergence rate of $O\left(\frac{1}{T}\right)$, the rate of convergence for the private estimates $(\hat{\mu}_{\text{private}}, \hat{\alpha}_{\text{private}})$ is $O\left(\frac{\log T}{T}\right)$. This means that the DP guarantee of the private estimator comes at the cost of an extra $\log T$ term (as well as larger constants, i.e. 48 instead of 24 in the dominant term) in the convergence rate. Furthermore, in the relation aware scenario, the convergence rate $O\left(\frac{1}{T}\right)$ of the non-private estimator is preserved, however with larger constants (48 instead of 24).

6 Experiments

In this section we present numerical experiments to assess the privacy-utility tradeoff of the differentially private estimator introduced in Section 5. We define the utility as the numerical error in estimating the $\mu$ and $\alpha$ parameters. We first add noise to the estimate of the mean and variance of interval event counts according to equations (10) and (11). We then obtain an estimate of the Hawkes process parameters by numerically solving the system of two equations (3) and (4). In all experiments, we set $\alpha_{\text{upper}} = 0.75, \mu_{\text{upper}} = 2.0, \gamma = 0.05$ and the Hawkes process decay $\beta = 1.0$. The interval length $\Delta$ is set as $O(\log T)$ rounded to the closest multiple of 5.

**Synthetic Data.** We simulate timestamps from two different Hawkes processes (using the tick Python package \cite{3}), with the following two sets of parameters: $(\mu_1, \alpha_1) = (1, 0.5)$ and $(\mu_2, \alpha_2) = (1.5, 0.3)$. We let the simulation run for $T = 100,000$ units of time, with an interval size $\Delta = 10$. Figure 1 shows the privacy-utility trade-off for the differentially private estimator for $\alpha_1$ and $\alpha_2$ respectively, with the utility presented as the normalized absolute estimation error (see Supplementary Material for the same figure for $\mu_1$ and $\mu_2$). We explore the trade-off by varying the maximum tree length $B$ to 10, 25 and 100, as well as setting $B = C_2 \log T$ as in Corollary \cite{1}. We append to both figure the non-private estimate (indicated by a vertical black line), which indeed achieves a negligible estimation error. The colored bands represent the 95% bounds, obtained over 50 repetitions per each privacy level $\epsilon$. As expected, we see the utility increasing (smaller estimation error) with the privacy budget increasing. For a given privacy budget, the utility decreases the larger the maximum tree length $B$. In addition, we have observed the estimation process failing to converge if the privacy budget is too small, which is the reason behind the missing trend for $B \approx 100$. In Figure 2, we instead explore how long the simulation needs to run to achieve an error below a certain threshold, for a given privacy budget $\epsilon$ and across different maximum tree lengths $B$. We set the error threshold to 10% of $\alpha_1$ and $\alpha_2$ respectively, and take the median running time over 10 repetitions per each $\epsilon$ value. We observe that the running time required to achieve a specific error level $\alpha$ decreases with the privacy budget but (b) increases with longer trees due to the fact that more events are affected by a single immigration or birth.

**Real Data.** We consider the following real event sequence datasets: (1) MathOverflow \cite{37}, a dataset of user interactions in a question-answering website focused on mathematics from 2009 to 2016. We select three of the most active users in terms of interactions, grouping together all the user interactions with the website, (2) MOOC \cite{25}, a dataset of student actions in a massive open online course at a Chinese university. Again we select 3 of the most active users in terms of interactions with the open course, grouping all actions for the entire online course and (3) 911 Calls \cite{4}, a dataset of emergency calls in Montgomery, PA, from 2015 to 2020. We filter out the medical emergency calls and consider only fire and traffic-related emergency calls, for a which a self-excitation dynamic is more plausible. We use the non-private estimates of the Hawkes process parameters as ground truth, as the true generating parameters are not available. Figure 3 shows the privacy utility trade-off across all real datasets listed above, with the utility being reported as the normalized absolute error for the $\mu$ parameter. We set the maximum tree length to $B = 10$, as higher values were leading to estimation.

\footnote{Data available at https://www.kaggle.com/datasets/mchirico/montcoalert}
issues. We report the non-private estimates of \((\mu, \alpha)\) as part of the legend for each event sequence. As in the synthetic data case, a larger privacy budget corresponds to a lower estimation error. However, the slope of the trade-off is not uniform, seemingly steeper when the magnitude between \(\alpha\) and \(\mu\) is different (911 Calls and MOOC) and flatter when the two parameters are comparable (MathOverflow).

![Privacy Utility Tradeoff for Estimating \(\alpha\)](image)

Figure 1: Privacy-utility trade-off for our differentially private estimator for \(\alpha_1\) (left) and \(\alpha_2\) (right). Mean and 95% bands observed over 50 repetitions at each privacy level, along with the non-private estimation error appended at the rightmost part of the x-axis. Utility increases with a larger privacy budget, and decreases with the maximum tree length \(B\). See text for more details.

![Median Running Time for a Normalized Absolute Error Below 10%](image)

Figure 2: Running time to achieve an estimation error below 10% for \(\alpha_1\) (left) and \(\alpha_2\) (right). Median time over 10 repetitions per privacy budget is reported. Higher privacy budgets achieve the same estimation errors faster, while longer trees in Hawkes process events require a longer running time.

![Privacy Utility Tradeoff for Estimating \(\mu\) - Real Datasets](image)

Figure 3: Privacy-utility tradeoff for our differentially private estimator for \(\mu\) in all real datasets. Ground truth \((\mu, \alpha)\) parameters indicated in the legend for each event sequence data. Utility increases as privacy budget increases, with the increase being flatter if \(\mu\) and \(\alpha\) have similar magnitudes (MathOverflow) and steeper otherwise (MOOC and 911 Calls). See text for more details.

7 Conclusion and Discussion

In this work we provide sample complexity results for estimating the parameters of a Hawkes process with an immigration rate \(\mu > 0\) and exponential kernel \(\alpha e^{-\beta t}\) in the regime \(\alpha < 1\). We present a differentially private version of the estimates within the settings of random differential privacy, along with sample complexity results. This allows us to analyse the cost of adding privacy to the estimates. Specifically, we showed the the observation time \(T\) required to reach within \(\xi\) distance of the true parameters with probability at least \(1 - \delta\) increases from \(T = O(\frac{1}{\delta^3})\) for the non-private
estimator to $T = O\left(\frac{\log(1/\delta)}{\delta}\right)$ for the private estimator. In future work, we plan on extending such results to $D > 1$ event types, where $\alpha \in \mathbb{R}^{D \times D}$ is the adjacency matrix describing the self and cross-excitation terms. We also plan to study differentially private estimators for avoiding leakage of entire sequences rather than single events, which is common in domains such as advertising or finance where sequences represent set of actions for specific customers.

Disclaimer. This paper was prepared for informational purposes by the Artificial Intelligence Research group of JPMorgan Chase & Co and its affiliates (“J.P. Morgan”), and is not a product of the Research Department of J.P. Morgan. J.P. Morgan makes no representation and warranty whatsoever and disclaims all liability, for the completeness, accuracy or reliability of the information contained herein. This document is not intended as investment research or investment advice, or a recommendation, offer or solicitation for the purchase or sale of any security, financial instrument, financial product or service, or to be used in any way for evaluating the merits of participating in any transaction, and shall not constitute a solicitation under any jurisdiction or to any person, if such solicitation under such jurisdiction or to such person would be unlawful.
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A Appendix

A.1 Progeny of the largest tree: proof of Lemma [1]

We first highlight some well known results on Galton-Watson branching processes with Poisson offspring distribution. We rely on presentation from Chapter 6 of [48].

**Lemma 4.** Let $W$ be the total progeny of Galton-Watson branching process with Poisson offspring distribution with mean $\nu$, $\nu \geq 0$. For integers $j \geq 1$, we have

$$P(W = j) = e^{-\nu j} \frac{(\nu j)^{j-1}}{j!}$$

In particular, we have $E(W) = \frac{1}{1-\nu}$. As a straightforward consequence, we have the following result on the tail of $W$. We provide proof for completeness.

**Lemma 5.** Let $W$ be the total progeny of Poisson branching process with parameter $\nu < 1$, and $D > E(W) = \frac{1}{1-\nu}$. We have

$$P(W > D) \leq e^2 \exp(-I_\nu D). \quad (15)$$

where $0 < I_\nu = \nu - 1 - \log \nu$.

**Proof.** We have

$$P(W > D) = \sum_{j > D} P(W = j) = \sum_{j > D} P \left( e^{-\nu j} \frac{(\nu j)^{j-1}}{j!} \right)$$

$$\leq \sum_{j > D} e^{-\nu j} \frac{\nu^j}{j!} \cdot \frac{1}{j^{3/2}} \cdot \exp \left( \frac{1}{12j+1} \right) \quad (17)$$

$$= \sum_{j > D} e^{-(j-1)(\nu - \log \nu - 1)} \cdot e^{1-\nu}$$

$$= e^2 \cdot \sum_{j > D} e^{-(j-1)(\nu - \log \nu - 1)} \quad (19)$$

$$= e^2 \cdot \sum_{j \geq D} \left( e^{-(\nu - \log \nu - 1)} \right)^j$$

$$= e^2 \exp(-I_\nu D) \quad (21)$$

where (17) follows by Stirling formula, and (21) is the consequence of $I_\nu < 1$ for $\nu < 1$. \qed

**Corollary 2.** In particular, for the total progeny of Poisson branching process with mean $\nu < 1$, and $\alpha > 1$ we have

$$P \left( W > \frac{\alpha}{1-\nu} \right) \leq e^2 \exp \left( -\frac{10\alpha}{21} (1-\nu) \right). \quad (22)$$
Proof. This follows from the Lemma 5 for $D = \frac{a}{1 - \nu}$ by

\[
P\left( W > \frac{a}{1 - \nu} \right) \leq e^{2 \exp \left( -I_\nu \cdot \frac{a}{1 - \nu} \right)}
\]

(23)

\[
= e^{2 \exp \left( -(\nu - 1 - \log \nu) \cdot \frac{a}{1 - \nu} \right)}
\]

(24)

\[
= e^{2 \exp \left( (1 - \nu + \log \nu) \cdot \frac{a}{1 - \nu} \right)}
\]

(25)

\[
= e^{2 \exp \left( a \left( 1 + \frac{\log \nu}{1 - \nu} \right) \right)}
\]

(26)

\[
\leq e^{2 \exp \left( a \left( -\frac{1}{2}(1 - \nu) + o(1 - \nu) \right) \right)}
\]

(27)

\[
\leq e^{2 \exp \left( -\frac{10a}{21}(1 - \nu) \right)}
\]

(28)

where we recall that $I_\nu = \nu - 1 - \log \nu$ and for $\nu < 1$ by Taylor expansion

\[
\log \nu = \log(1 + \nu - 1) = (\nu - 1) - \frac{1}{2}(\nu - 1)^2 + o(|\nu - 1|^2)
\]

(29)

and thus

\[
1 + \frac{\log \nu}{1 - \nu} = -\frac{1}{2}(1 - \nu) + o(|\nu - 1|)
\]

(30)

\[
\square
\]

In the branching process representation of Hawkes processes, an event generated by an excitation is seen as an offspring i.e. a direct child of another event, whose excitation led to the occurrence of the event in question. Moreover, every event generated by excitation has an ancestor event (not necessarily a direct parent) that arrived from the background Poisson process. In this heuristic, any event that has occurred due to the exogenous component (i.e. an immigrant from the background Poisson process) is the root of a tree. In the following lemma, we state the offspring (i.e. direct children) distribution of the arbitrary arrival of Hawkes process defined by (1) with excitation rate $\alpha < 1$ and decay rate $\beta = 1$.

**Lemma 6** (Proposition 3.1. of [14]). Consider the Hawkes process defined by (1) with excitation rate $\alpha < 1$ and decay rate $\beta = 1$. For an arbitrary arrival of a Hawkes process, let $Z$ denote the number of its direct offsprings, i.e. events occurring by a direct excitation of its arrival. Then, $Z$ has Poisson distribution with mean $\alpha$, i.e. for $k \geq 0$ we have

\[
P (Z = k) = \frac{e^{-\alpha}}{k!} \alpha^k.
\]

(31)

**Corollary 3.** For the Hawkes process defined by (1) with excitation rate $\alpha < 1$ and decay rate $\beta = 1$, let $W$ denote total progeny of a tree rooted in an arbitrary exogenous arrival (i.e. an immigrant of the background Poisson process). As a consequence of Corollary 2 and Lemma 6 for $a > 1$, we have

\[
P \left( W > \frac{a}{1 - \alpha} \right) \leq e^{2 \exp \left( -\frac{10a}{21}(1 - \alpha) \right)}
\]

(32)

So far, we studied the progeny of any tree in the branching process representation of a given Hawkes process. Next, we study the progeny of the largest tree observed until time $T$, where the size of a tree is defined as the number of events belonging to the tree.

**Lemma 7.** In the same setting as in Corollary 2 the probability that the largest tree observed until time $T$ contains at most $\frac{a}{1 - \alpha}$ individuals for $a > 1$ is at least

\[
\exp \left( -\mu T e^{2 \cdot \exp \left( -\frac{10a}{21}(1 - \alpha) \right)} \right).
\]

(33)
Proof. Let $\Upsilon(T)$ denote the number of trees observed until time $T$, and for $i = 1, \ldots$, $\Upsilon(T)$ let $W(i)$ denote the progeny of tree $i$, i.e. the total number of individuals tree $i$ contains. Thus, the probability that the largest tree contains at most $\frac{a}{1-\alpha}$ individuals equals

$$\sum_{k=0}^{\infty} \mathbb{P} \left( \Upsilon(T) = k, W(1) < \frac{a}{1-\alpha}, \ldots, W(\Upsilon(T)) < \frac{a}{1-\alpha} \right)$$

(34)

$$= \sum_{k=0}^{\infty} \mathbb{P} \left( W(1) < \frac{a}{1-\alpha}, \ldots, W(\Upsilon(T)) < \frac{a}{1-\alpha} \mid \Upsilon(T) = k \right) \cdot \mathbb{P} (\Upsilon(T) = k)$$

(35)

$$= \sum_{k=0}^{\infty} \mathbb{P} \left( W(1) < \frac{a}{1-\alpha} \mid \Upsilon(T) = k \right) \cdot \left( \frac{\mu T^k e^{-\mu T}}{k!} \right)$$

(36)

$$\geq \sum_{k=0}^{\infty} \left( 1 - e^2 \exp \left( - \frac{10a}{21} (1-\alpha) \right) \right)^k \cdot \left( \frac{\mu T^k e^{-\mu T}}{k!} \right)$$

(37)

$$= \exp \left( -\mu T \cdot e^2 \cdot \exp \left( - \frac{10a}{21} (1-\alpha) \right) \right)$$

(38)

where (36) holds as progenies $W(i)$ are iid and (37) is the consequence of the fact that the number of trees $\Upsilon(T)$ corresponds to the number of arrivals in the background Poisson process up until $T$.

Finally, (38) follows by Corollary 3. This concludes the proof. \( \square \)

Corollary 4. For $0 < \gamma < 1$, probability that the largest tree we observe up until time $T$ contains at most

$$\frac{2.1}{(1-\alpha)^2} \left( \log \left( \mu e^2 T \cdot \frac{1}{\gamma} \right) \right)$$

individuals is at least $1 - \gamma$. This is a direct consequence of Lemma 7 for $a = \frac{2.1}{1-\alpha} \left( \log \left( \mu e^2 T \cdot \frac{1}{\gamma} \right) \right)$.

As

$$\exp \left( -\mu T e^2 \cdot \exp \left( - \frac{10a}{21} (1-\alpha) \right) \right) = \exp \left( -\mu T e^2 \exp \left( - \log \left( \mu e^2 T \cdot \frac{1}{\gamma} \right) \right) \right)$$

$$= e^{-\gamma} \geq 1 - \gamma$$

Finally, we are ready to prove Lemma 1.

Proof of Lemma 7 By Corollary 4 for $0 < \gamma \leq 1$, the largest tree we observe until time $T$ contains at most

$$\frac{2.1}{(1-\alpha)^2} \left( \log \left( \mu e^2 T \cdot \frac{1}{\gamma} \right) \right)$$

(40)

individuals with probability at least $1 - \gamma$. Having in mind the assumption $T \geq \left( \frac{\mu^2 e^2}{\gamma} \right)^{5/2}$, we have

$$\frac{2.1}{(1-\alpha)^2} \left( \log \left( \mu e^2 T \cdot \frac{1}{\gamma} \right) \right) = \frac{2.1}{(1-\alpha)^2} \left( \log T + \log \left( \frac{\mu^2 e^2}{\gamma} \right) \right)$$

(41)

$$\leq \frac{2.1}{(1-\alpha)^2} \log T$$

(42)

$$\leq \frac{3}{(1-\alpha)^2} \log T$$

(43)

Hence, with probability at least $1 - \gamma$, the largest tree contains at most $\frac{3}{1-\alpha^2} \log T$ individuals. \( \square \)
A.2 Detailed calculation of the mean and variance of $Y_i^\Delta$

Proposition 2.2 from [15] states that for $\alpha < 1, \beta = 1$ we have

$$
E(H_i) = \lambda_\infty t + \frac{\lambda_0 - \lambda_\infty}{1 - \alpha} \left(1 - e^{-(1-\alpha)t}\right),
$$

(44)

$$
\text{Var}(H_i) = \frac{\lambda_\infty}{(1-\alpha)^2} t + \frac{\alpha^2 (2 \lambda_0 - \lambda_\infty)}{2 (1-\alpha)^3} \left(1 - e^{-2(1-\alpha)t}\right) - \frac{2 \alpha (\lambda_0 - \lambda_\infty)}{(1-\alpha)^2} t e^{-(1-\alpha)t}
$$

(45)

$$
+ \left(\frac{1 + \alpha}{(1-\alpha)^2} (\lambda_0 - \lambda_\infty) - \frac{2 \alpha}{(1-\alpha)^3} \lambda_\infty\right) \left(1 - e^{-(1-\alpha)t}\right),
$$

(46)

and thus for the counting series $\{Y_i(\Delta) = N(i\Delta) - N((i-1)\Delta)\}_{i=1}^K$ we have

$$
E[Y_i(\Delta)] = \lambda_\infty \Delta + \frac{\lambda^{(i-1)\Delta} - \lambda_\infty}{1 - \alpha} \left(1 - e^{-(1-\alpha)\Delta}\right),
$$

(47)

$$
\text{Var}[Y_i(\Delta)] = \frac{\lambda_\infty}{(1-\alpha)^2} \Delta + \frac{\alpha^2 (2 \lambda^{(i-1)\Delta} - \lambda_\infty)}{2 (1-\alpha)^3} \left(1 - e^{-2(1-\alpha)\Delta}\right)
$$

(48)

$$
- \frac{2 \alpha (\lambda^{(i-1)\Delta} - \lambda_\infty)}{(1-\alpha)^2} \Delta e^{-(\beta-\alpha)\Delta}
$$

(49)

$$
+ \left(\frac{1 + \alpha}{(1-\alpha)^2} (\lambda^{(i-1)\Delta} - \lambda_\infty) - \frac{2 \alpha}{(1-\alpha)^3} \lambda_\infty\right) \left(1 - e^{-(1-\alpha)\Delta}\right).
$$

(50)

The stationarity assumption gives us that $E[Y_{i+1}\Delta] = \lambda_\infty$. Moreover, we have $E[Y_i^\Delta] = E_{\lambda^{(i-1)\Delta}} [E[Y(\Delta)]] = E[Y_{i+1}\Delta] = E_{\lambda^{(i-1)\Delta}} [E[N(\Delta)]^2]$ and $\text{Var}[Y_i^\Delta] = E[Y_i^\Delta]^2 - (E[Y_i^\Delta])^2$. Bearing in mind $\lambda_\infty = \frac{\mu}{1-\alpha}$, we obtain [3] and [4].

A.3 Number of events: deviation from the mean for a fixed number of bins

In this section we provide a probabilistic upper bound on the cumulative discrepancy from the mean for the number of events, i.e. an upper bound on $\sum_{i=1}^B |Y_i - E(Y_i)|$. Such a bound will be useful for studying the sensitivity of sample variance for the neighboring datasets that differ in at most $B$ events.

Lemma 8. Consider the count series $\{Y_i(\Delta)\}_{i=1}^K$ associated with a Hawkes process with parameters $\mu_{\text{lower}} < \mu < \mu_{\text{upper}}$ and $\gamma_{\text{lower}} < \alpha < \gamma_{\text{upper}}$ where $\Delta$ is such that

$$
\Delta > 10 \cdot \frac{\alpha^2}{2(1-\alpha)}.
$$

(51)

Then, for any set of $B$ bins we have

$$
\sum_{i=1}^B |Y_i - E(Y_i)| < B^{3/2} \sqrt{\Delta} \cdot C_1,
$$

(52)

with probability at least $1 - \gamma$ where $C_1 = \sqrt{\frac{1 - \gamma_{\text{upper}}}{(1-\alpha^\epsilon)\gamma} - 1}$. 
Proof. We have

\[
P \left( \sum_{i=1}^{B} |Y_i - E(Y_i)| > B^{3/2} \sqrt{\Delta} \cdot C_1 \right) \leq B \cdot P \left( |Y_i - E(Y_i)| \geq \sqrt{B} \sqrt{\Delta} \cdot C_1 \right)
\]

\[
\leq \frac{B \sigma^2(\Delta)}{B \Delta \cdot C_1^2}
\]

\[
\leq \frac{1}{\Delta \cdot C_1^2} \left( \frac{\mu \cdot \Delta}{(1-\alpha)^3} + \frac{\alpha^2 \mu}{2(1-\alpha)^2} \right)
\]

\[
\leq \frac{1}{\Delta \cdot C_1^2} \left( \frac{\mu \cdot \Delta}{(1-\alpha)^3} + 0.1 \cdot \frac{\mu \cdot \Delta}{(1-\alpha)^3} \right)
\]

\[
\leq \frac{1.1}{\Delta \cdot C_1^2} \cdot \frac{\mu}{(1-\alpha)^3}
\]

\[
\leq \frac{1.1}{\Delta \cdot C_1^2} \cdot \frac{\mu_{\text{upper}}}{(1-\alpha_{\text{upper}})^3}
\]

\[
\leq \gamma
\]

(54)

(55)

(56)

where (54) is the consequence of Chebyshev’s inequality, (55) follows from the expression for \(\sigma^2(\Delta)\) in (4) and (56) follows from the lower bound on \(\Delta\) from the statement of this lemma. \(\Box\)

A.4 Sensitivity analysis

Lemma 9. Consider count series \(\{Y_i(\Delta)\}_{i=1}^{K}\) associated with a Hawkes process \(H\) defined by

\[
\text{intensity function (1). Suppose that the maximum number of correlated events in the Hawkes process is } B. \text{ Then, the maximal amount of change in the sample mean } \hat{\eta} \text{ of the counts is at most } BK.
\]

Proof. For non negative integers \(b_1, \ldots, b_K\) such that \(b_1 + \cdots + b_K = B\), we have

\[
\left| \frac{1}{K} \sum_{i=1}^{K} Y_i - \frac{1}{K} \sum_{i=1}^{K} (Y_i + b_i) \right| = \frac{B}{K}.
\]

(60)

\(\Box\)

Lemma 10. Consider count series \(\{Y_i(\Delta)\}_{i=1}^{K}\) associated with a Hawkes process \(H\) defined by

\[
\text{intensity function (1). Suppose that the maximum size of groups of correlated events in the Hawkes process is } B. \text{ For non negative integers } y_1, \ldots, y_K \text{ and } b_1, \ldots, b_K \text{ corresponding to } K \text{ bins, such that } b_1 + \cdots + b_K = B, \text{ and a fixed } \Delta > 0, \text{ let the following hold for any } B \text{ bins}
\]

\[
\sum_{i=1}^{B} |y_i - \bar{y}_K| \leq B^{3/2} \sqrt{\Delta} \cdot C_1,
\]

where \(\bar{y}_K\) denotes mean of \(y_i\)s. For the difference between sample variance of \(y_1, \ldots, y_K\) and \(y_1 + b_1, \ldots, y_K + b_K\), we have

\[
\left| \frac{1}{K-1} \sum_{i=1}^{K} \left( y_i + b_i - \bar{y}_K - \frac{B}{K} \right)^2 - \frac{1}{K-1} \sum_{i=1}^{K} (y_i - \bar{y}_K)^2 \right| \leq \frac{B^2}{K} + \frac{2B^{3/2} \sqrt{\Delta} C_1}{K-1}
\]

(61)

Proof. We have
\[
\left| \frac{1}{K-1} \sum_{i=1}^{K} (y_i + b_i - \bar{y}_K - \frac{B}{K})^2 - \frac{1}{K-1} \sum_{i=1}^{K} (y_i - \bar{y}_K)^2 \right|
\]
\[
= \left| \frac{1}{K-1} \sum_{i=1}^{K} b_i^2 + \frac{1}{K-1} \sum_{i=1}^{K} 2b_i[y_i - \bar{y}_K] - \frac{B^2}{K(K-1)} - \frac{B^2}{K^2} \right|
\leq \left| \frac{1}{K-1} \sum_{i=1}^{K} b_i^2 - \frac{B^2}{K(K-1)} - \frac{B^2}{K^2} \right| + \frac{1}{K-1} \sum_{i=1}^{K} 2b_i |y_i - \bar{y}_K| (64)
\]
\[
\leq \frac{B^2}{K} + \frac{1}{K-1} \sum_{i=1}^{K} 2b_i |y_i - \bar{y}_K| (65)
\]
\[
\leq \frac{B^2}{K} + \frac{2B^{3/2} \sqrt{\Delta C_1}}{K-1} (66)
\]

where the last inequality follows from (61).

**Lemma 11.** Consider count series \( \{Y_i(\Delta)\}_{i=1}^{K} \) associated with a Hawkes process \( H \) with parameters \( \mu_{\text{lower}} < \mu < \mu_{\text{upper}} \) and \( \alpha_{\text{lower}} < \alpha < \alpha_{\text{upper}} \) Suppose that the maximum number of correlated events in the Hawkes process is \( B \). Then, with probability at least \( 1 - \gamma \), the maximal amount of change in the sample variance is upper bounded by \( \frac{B^2}{K} + \frac{2B^{3/2} \sqrt{\Delta C_1}}{(K-1)} \) where \( C_1 = \sqrt{\frac{1-\mu_{\text{upper}}}{1-\alpha_{\text{upper}}}} \).

**Proof.** By Lemma 8 with probability at least \( 1 - \gamma \) for any set of \( B \) bins we have \( \sum_{i=1}^{B} |Y_i - E(Y_i)| \leq B^{3/2} \sqrt{\Delta} \cdot C_1 \). Thus, as a consequence of Lemma 10 with probability at least \( 1 - \gamma \), the maximal amount of change in the sample variance is upper bounded by \( \frac{B^2}{K} + \frac{2B^{3/2} \sqrt{\Delta C_1}}{(K-1)} \).

**Proof of Lemma 2.** Lemma 2 combines statements of Lemma 9 and Lemma 11 from this section. See corresponding proofs.

**Corollary 5.** For \( B = C_2 \log T \), the upper bound in Lemma 11 becomes
\[
\frac{C_2^2 (\log T)^2}{K} + \frac{2C_2^{3/2} (\log T)^{3/2} \sqrt{\Delta C_1}}{(K-1)} = \frac{C_2^2 (\log T)^2 + 2C_2^{3/2} C_1 \cdot \frac{K}{K-1} (\log T)^{3/2} \sqrt{\Delta}}{K} (68)
\]

**A.5 Random Differential Privacy**

**Proof of Lemma 3.** Recall from Corollary 1 that for \( 0 < \gamma \leq 1/2 \) and \( T \geq (\mu \cdot e^2) \), the sensitivity of the sample mean and the sample variance are respectively \( \frac{C_2 \log T}{K} \) and \( \frac{C_2 \log T}{K} + \frac{2(C_2 \log T) \sqrt{\Delta C_1}}{(K-1)} \) with probability at least \( 1 - 2\gamma \). Thus, with probability greater than \( 1 - 2\gamma \) over the realizations of the generating Hawkes process, \( \hat{\mu}_{\text{private}} \) and \( \hat{\sigma}_{\text{private}}^2 \) are \( \epsilon \)-differentially private by the properties of Laplace mechanism [21].

**Proof of Theorem 2.** As a consequence of Lemma 3 and the standard composition theorem [33], with probability at least \( 1 - 2\gamma \), \( (\hat{\mu}_{\text{private}}, \hat{\sigma}_{\text{private}}^2) \) is \( 2\epsilon \)-differentially private. By post processing immunity [21], it follows that \( \hat{\sigma}_{\text{private}} \) and \( \hat{\mu}_{\text{private}} \) are \( 2\epsilon \)-differentially private, with probability at least \( 1 - 2\gamma \) over the realizations of the generating Hawkes process. Bearing in mind Definition 4, they are \( (2\gamma, 2\epsilon) \)-randomly differentially private.
A.6 Non private estimators

A.6.1 Notion of strongly mixing coefficient

For a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and \(A, B\) two sub-sigma algebras of \(\mathcal{F}\), the strong mixing coefficient is defined \([9]\) by

\[
\rho(A, B) = \sup \{ |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)| : A \in A, B \in B \}.
\] (69)

For a point process \(N\) on \(\mathbb{R}\), the strong mixing coefficient takes the form

\[
\rho_N(r) := \sup_{t \in \mathbb{R}} \rho(\mathcal{E}^t_{-\infty}, \mathcal{E}^\infty_{t+r}),
\] (70)

where \(\mathcal{E}_a^b\) stands for sigma-algebra generated by the cylinder sets on \((a, b]\).

For a given sequence \((X_k)_{k \in \mathbb{Z}}\), strong mixing coefficient is defined as

\[
\rho_N(r) := \sup_{n \in \mathbb{Z}} \rho(\mathcal{F}^n_{-\infty}, \mathcal{F}^\infty_{n+r}),
\] (71)

where \(\mathcal{F}_a^b\) is the sigma algebra generated by \((X_k)_{a \leq k \leq b}\).

A.6.2 Strong mixing property of Hawkes process

In this section we provide a brief overview on the results from \([9]\) on the strong mixing property of Hawkes process. Their setting studies a general Hawkes process with intensity given by

\[
\lambda^*_t = \mu + \int_{-\infty}^{t} h(t-s) dN(s) = \mu + \sum_{t_i < t} h(t-t_i).
\] (72)

Note that Hawkes process (1) we study in this paper is a special case with exponential impact function i.e. \(h(t) = \alpha e^{-\beta t}\) for \(\beta = 1\).

**Lemma 12** (Theorem 1 from \([9]\)). Let \(H(t)\) be a Hawkes process on \(\mathbb{R}\) with reproduction function \(h(t) = \theta \tilde{h}(t)\), where \(\theta = \int_{\mathbb{R}} h(t) < 1\) and \(\int_{\mathbb{R}} \tilde{h}(t) = 1\). Suppose that there exists \(\upsilon > 0\) such that the distribution kernel \(\tilde{h}\) has a finite moment of order \(\upsilon + 1\):

\[
\int_{\mathbb{R}} t^{1+\upsilon} \tilde{h}(t) dt < \infty.
\] (73)

Then \(H(t)\) is strongly mixing and

\[
\rho_H(r) = O \left( \frac{1}{r^\upsilon} \right). \] (74)

**Corollary 6** (Corollary 1 from \([9]\)). Under conditions of Lemma 12, counting series of Hawkes process \(\{Y_i(\Delta) = N(i\Delta) - N((i-1)\Delta)\}_{i \in \mathbb{Z}}\) where \(N(t)\) is the count process associated with \(H(t)\), is strongly mixing and

\[
\rho_Y(r) = O \left( \frac{1}{r^\upsilon} \right). \] (75)

**Corollary 7.** For exponential kernel \(\tilde{h} = \beta e^{-\beta t}\), condition (73) holds for any \(\upsilon > 0\) as all moments of exponential distribution are finite. Thus, for the strong mixing coefficient \(\rho_Y(r)\) of counting series of Hawkes process defined by (7), we have

\[
\rho_Y(r) = O \left( \frac{1}{r^\upsilon} \right), \] (76)

for any \(\upsilon > 0\).
A.6.3 Speed of convergence in CLT for weakly dependent random variables

In this section we state a classical result from [53] for the speed of convergence in Central Limit Theorem (CLT) for weakly dependent random variables. Let \( X_1, X_2, \ldots \) be a sequence of random variables with mean zero and bounded variance. Let

\[
F_n(z) = \mathbb{P}
\left( \frac{1}{\sqrt{\mathbb{E} \left( \sum_{i=1}^{n} X_i \right)^2}} \sum_{i=1}^{n} X_i < z \right)
\]  (77)

Let \( \Phi(z) \) denote CDF of standard normal distribution i.e.

\[
\Phi(z) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{z} e^{-y^2/2} \, dy.
\]  (78)

Let \( \rho_X(r) \) denote the strong mixing coefficient of the sequence. The following result provides the speed of convergence in the CLT.

**Lemma 13** (Theorem 1 from [53]). For a zero mean finite variance sequence \( X_1, X_2, \ldots \) there exist constants \( A > 0 \) and \( a > 0 \) such that the inequalities

\[
\rho(n) \leq An^{-a(2+\delta)(1+\delta)/\delta^2},
\]  (79)

and

\[
\mathbb{E}|X_1|^{2+\delta} < \infty,
\]  (80)

hold for all \( r \) and some \( 0 < \delta \leq 1 \). Then

\[
\mathbb{E}X_1^2 + 2 \sum_{k=2}^{\infty} \mathbb{E}(X_1 X_k) < \infty,
\]  (81)

and if \( \mathbb{E}X_1^2 + 2 \sum_{k=2}^{\infty} \mathbb{E}(X_1 X_k) > 0 \) then there is a constant \( A_1 \) depending just on \( A, \delta \) and a such that

\[
\sup_{z \in \mathbb{R}} |F_n(z) - \Phi(z)| \leq A_1 n^{-\delta/(\alpha-1)}/(\alpha+1).
\]  (82)

**Corollary 8.** For the counting series \( \{Y_i(\Delta) = N(i \Delta) - N((i-1) \Delta)\}_{i \in \mathbb{N}} \) where \( N(t) \) is the count process associated with Hawkes process \( \mathbf{H}(t) \) introduced by [7], the sequence

\[
\left\{ \frac{Y_i - \eta}{\sigma} \right\}_{i=1}^{K},
\]  (83)

where \( \eta \) and \( \sigma \) are given by \([3]\) and \([4]\) is zero mean unit variance. Third moment of \( Y_i(\Delta) \) is finite \([13]\) and so it follows that \([80] \) holds for \( \delta = 1 \). Moreover, as a consequence of Corollary \([7]\) for any \( a > 0 \), we have

\[
\rho(K) \leq K^{-6a}.
\]  (84)

In particular, condition \([79] \) is fulfilled for any \( a > 0, \delta = 1 \) and \( A = 1 \). Thus as a consequence of Lemma \([13] \) for any \( a > 0 \) we have

\[
\sup_{z \in \mathbb{R}} \left| \mathbb{P} \left( \frac{\sum_{i=1}^{K} Y_i - \eta \cdot K}{\sqrt{K} \sigma} < z \right) - \Phi(z) \right| \leq K^{-\frac{1}{2} + \frac{a-1}{a+1}}.
\]  (85)

**Corollary 9.** Let \( \eta \) denote 4th centered moment of count series of Hawkes on the interval of size \( \Delta \), i.e. \( \eta = \mathbb{E} (Y_i(\Delta) - \eta)^4 \), and let \( \kappa = \frac{\eta}{\sigma} \). Then

\[
\left\{ \frac{(Y_i - \eta)^2 - \sigma^2}{\sigma^2 \sqrt{\kappa - 1}} \right\}_{i \geq 1},
\]  (86)

is zero mean unit variance sequence. Sixth moment of \( Y_i(\Delta) \) is finite \([13]\) and thus \([80] \) holds for \( \delta = 1 \). As a consequence of Corollary \([7]\) for any \( a > 0 \), we have

\[
\rho(K) \leq K^{-6a}.
\]  (87)

Condition \([79] \) is fulfilled for any \( a > 0, \delta = 1 \) and \( A = 1 \). Hence as a consequence of Lemma \([13] \) for any \( a > 0 \) we have

\[
\sup_{z \in \mathbb{R}} \left| \mathbb{P} \left( \frac{\sum_{i=1}^{K} (Y_i - \eta)^2 - \sigma^2 \cdot K}{\sqrt{K} \sigma^2 \sqrt{\kappa - 1}} < z \right) - \Phi(z) \right| \leq K^{-\frac{1}{2} + \frac{a-1}{a+1}}.
\]  (88)
A.6.4 Sample mean error bound

Let $Ψ(·)$ denote the inverse CDF of the standard normal distribution.

**Lemma 14.** Let $\hat{\eta}$ be the estimate of $\eta = \mathbb{E}(Y_i(\Delta))$, the mean value of counting series of Hawkes process started from stationarity. Let $T = K\Delta$ denote the length of time the Hawkes process is observed, divided into $K$ intervals of size $\Delta$. For $\xi > 0$, if

$$ T > \frac{\sigma^2}{\xi^2\Delta} (Ψ(1 - \delta/4))^2. \tag{89} $$

for some $0 < \delta \leq 1$, we have

$$ \mathbb{P}\left( \left| \frac{\hat{\eta}}{\Delta} - \frac{\mu}{1 - \alpha} \right| > \xi \right) < \delta. \tag{90} $$

**Proof.** For a given $K$ and $a > 0$, we have

$$ \mathbb{P}\left( \left| \frac{\hat{\eta}}{\Delta} - \frac{\mu}{1 - \alpha} \right| > \xi \right) = \mathbb{P}\left( \left| \frac{1}{K} \sum_{i=1}^{K} \frac{Y_i - \eta}{\Delta} \right| > \xi \right) \tag{91} $$

$$ = \mathbb{P}\left( \left| \sum_{i=1}^{K} \frac{Y_i - \eta}{\sqrt{K}} \right| > \xi \cdot \Delta \cdot \sqrt{K} \right) \tag{92} $$

$$ = \mathbb{P}\left( \left| \sum_{i=1}^{K} \frac{Y_i - \eta}{\sqrt{K} \sigma} \right| > \xi \cdot \Delta \cdot \sqrt{K} \sigma \right) \tag{93} $$

$$ \leq 2 - 2Φ\left( \frac{\xi \cdot \Delta \cdot \sqrt{K} \sigma}{\sigma} \right) + 2K^{-\frac{1}{2}} \frac{\xi}{\sqrt{\xi^2 + 1}}, \tag{94} $$

where the inequality follows by Corollary [8]. Note that for any $K \geq 2$ we can find $a > 0$ so that $n^{-\frac{1}{2}} \frac{\xi}{\sqrt{\xi^2 + 1}} < \delta/2$. If we have

$$ K \geq \frac{\sigma^2}{\xi^2 \Delta^2} (Ψ(1 - \delta/4))^2, \tag{95} $$

then

$$ 2 - 2Φ\left( \frac{\xi \cdot \Delta \cdot \sqrt{K} \sigma}{\sigma} \right) < \delta/2. \tag{96} $$

Given that $T = K\Delta$, this completes the proof. \qed

A.6.5 Sample variance error bound

**Lemma 15.** Let $\hat{\sigma}^2$ be the estimate of $\sigma^2 = \text{Var}(Y_i(\Delta))$, the variance of counting series of Hawkes process started from stationarity. Let $T = K\Delta$ denote the length of time the Hawkes process is observed, divided into $K$ intervals of size $\Delta$. For $\xi > 0$, if

$$ T \geq \max \left\{ \frac{12\Delta \sigma^2}{\delta \xi}, \frac{3\Delta \sigma^2}{\xi} \left( Ψ\left( \frac{1 - \delta}{8} \right) \right)^2, \frac{9\Delta \sigma^2 (\eta_4 - \sigma^2)}{\xi^2} \left( Ψ\left( \frac{1 - \delta}{8} \right) \right)^2 \right\}. \tag{97} $$

for some $0 < \delta \leq 1$, then we have

$$ \mathbb{P}\left( |\hat{\sigma}^2 - \sigma^2| > \xi \right) < \delta, \tag{97} $$

**Proof.** First let us note that

$$ \sqrt{K} (\hat{\sigma}^2 - \sigma^2) = \sqrt{K} \left( \frac{1}{K} \sum_{i=1}^{K} (Y_i - \eta)^2 - \sigma^2 \right) \tag{98} $$

$$ - \sqrt{K} \left( \frac{1}{K} \sum_{i=1}^{K} Y_i - \eta \right) \left( \frac{1}{K} \sum_{i=1}^{K} Y_i - \eta \right) + \frac{1}{\sqrt{K}} \hat{\sigma}^2. \tag{99} $$

\text{21}
Thus, for \( \kappa = \frac{2a}{\sigma} \) and \( \eta_4 = \mathbb{E}(Y_i(\Delta) - \eta)^4 \), we have

\[
\frac{\sqrt{K} (\hat{\sigma}^2 - \sigma^2)}{\sigma^2 \sqrt{\kappa - 1}} = \frac{1}{\sqrt{K}} \sum_{i=1}^{K} \frac{(Y_i - \eta)^2 - \sigma^2}{\sigma^2 \sqrt{\kappa - 1}} - \frac{\sqrt{K}}{\sigma^2 \sqrt{\kappa - 1}} \left( \frac{1}{K} \sum_{i=1}^{K} Y_i - \eta \right) \left( \frac{1}{K} \sum_{i=1}^{K} Y_i - \eta \right) \\
+ \frac{1}{\sigma^2 \sqrt{\kappa - 1}} \frac{\hat{\sigma}^2}{\sqrt{K}}. \tag{100}
\]

It follows that

\[
P (|\hat{\sigma}^2 - \sigma^2| > \xi) = P \left( \frac{\sqrt{K} |\hat{\sigma}^2 - \sigma^2|}{\sigma^2 \sqrt{\kappa - 1}} > \frac{\xi \sqrt{K}}{\sigma^2 \sqrt{\kappa - 1}} \right) \leq P \left( \frac{1}{\sqrt{K}} \sum_{i=1}^{K} \frac{(Y_i - \eta)^2 - \sigma^2}{\sigma^2 \sqrt{\kappa - 1}} > \frac{\xi \sqrt{K}}{3\sigma^2 \sqrt{\kappa - 1}} \right) + \frac{1}{\sigma^2 \sqrt{\kappa - 1}} P \left( \frac{\hat{\sigma}^2}{\sqrt{K}} > \frac{\xi \sqrt{K}}{3\sigma^2 \sqrt{\kappa - 1}} \right) \tag{101}
\]

For the second term, for any \( a > 0 \), we have

\[
P \left( \left| \frac{1}{\sqrt{K}} \sum_{i=1}^{K} \frac{(Y_i - \eta)^2 - \sigma^2}{\sigma^2 \sqrt{\kappa - 1}} \right| > \frac{\xi \sqrt{K}}{3\sigma^2 \sqrt{\kappa - 1}} \right) \leq 2 - 2\Phi \left( \frac{\xi \sqrt{K}}{3\sigma^2 \sqrt{\kappa - 1}} \right) + K^{-\frac{1}{2}} \frac{a}{\sigma^2 \sqrt{\kappa - 1}}. \tag{102}
\]

Let us consider the three terms on the right hand side of (101) separately. For the first term, by Corollary 9, for any \( a > 0 \) we have

\[
P \left( \left| \frac{1}{\sqrt{K}} \sum_{i=1}^{K} \frac{(Y_i - \eta)^2 - \sigma^2}{\sigma^2 \sqrt{\kappa - 1}} \right| > \frac{\xi \sqrt{K}}{3\sigma^2 \sqrt{\kappa - 1}} \right) \leq 2 - 2\Phi \left( \frac{\xi \sqrt{K}}{3\sigma^2 \sqrt{\kappa - 1}} \right) + K^{-\frac{1}{2}} \frac{a}{\sigma^2 \sqrt{\kappa - 1}}. \tag{103}
\]

where the last inequality follows by Corollary 8. Finally for the third term, by Markov inequality we have

\[
P \left( \left| \frac{1}{\sigma^2 \sqrt{\kappa - 1}} \frac{\hat{\sigma}^2}{\sqrt{K}} \right| > \frac{\xi \sqrt{K}}{3\sigma^2 \sqrt{\kappa - 1}} \right) = P \left( \hat{\sigma}^2 > \frac{\xi K}{3} \right) \leq 3 \mathbb{E}(\hat{\sigma}^2) \frac{3\sigma^2}{\xi K} = 3a^2 \frac{3\sigma^2}{\xi K}. \tag{104}
\]

where the last equality holds as \( \hat{\sigma}^2 \) is unbiased. Thus, it follows from (101) that

\[
P (|\hat{\sigma}^2 - \sigma^2| > \xi) \leq 3\frac{\sigma^2}{\xi K} + 2 - 2\Phi \left( \frac{\sqrt{\xi} \sqrt{K}}{3\sigma} \right) + 2 - 2\Phi \left( \frac{\sqrt{\xi} \sqrt{K}}{3\sigma^2 \sqrt{\kappa - 1}} \right) + 4K^{-\frac{1}{2}} \frac{a}{\sigma^2 \sqrt{\kappa - 1}}. \tag{105}
\]
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Let us note that for any $K \geq 2$ and any $\delta > 0$ we can find $a$ so that $4K^{-\frac{1}{2} - \frac{1}{2+\epsilon}} < \delta / 4$. Moreover, if $K > \frac{12a^2}{\delta \xi}$, we have

$$\frac{3a^2}{\xi K} < \delta / 4. \tag{106}$$

Next, if $K \geq \frac{3a^2}{\xi} \left(\Psi \left(1 - \frac{\delta}{8}\right)\right)^2$, we have

$$2 - 2\Phi \left(\frac{\sqrt{K}}{\sqrt{3} \sigma}\right) < \frac{\delta}{4}. \tag{107}$$

Similarly, if

$$K \geq \frac{9\sigma^2(\eta_4 - \sigma^2)}{\xi^2} \left(\Psi \left(1 - \frac{\delta}{8}\right)\right)^2,$$

then we have

$$2 - 2\Phi \left(\frac{\xi \sqrt{K}}{3\sigma^2 \sqrt{K} - 1}\right) < \frac{\delta}{4}. \tag{108}$$

Thus, if

$$K \geq \max \left\{ \frac{12a^2}{\delta \xi}, \frac{3a^2}{\xi} \left(\Psi \left(1 - \frac{\delta}{8}\right)\right)^2, \frac{9\sigma^2(\eta_4 - \sigma^2)}{\xi^2} \left(\Psi \left(1 - \frac{\delta}{8}\right)\right)^2 \right\}$$

then

$$P \left( \left| \hat{\sigma}^2 - \sigma^2 \right| > \xi \right) < \delta.$$

Having in mind $T = K \Delta$, this completes the proof. \qed

**Corollary 10.** Let $\hat{\sigma}^2$ be the estimate of $\sigma^2 = \text{Var}(Y_i(\Delta))$, the variance of counting series of Hawkes process started from stationarity. Let $T = K \Delta$ denote the length of time the Hawkes process is observed, divided into $K$ intervals of size $\Delta$. For $\xi > 0$, if

$$T \geq \max \left\{ \frac{12a^2}{\delta \xi}, \frac{3a^2}{\xi} \left(\Psi \left(1 - \frac{\delta}{8}\right)\right)^2, \frac{9\sigma^2(\eta_4 - \sigma^2)}{\xi^2 \Delta} \left(\Psi \left(1 - \frac{\delta}{8}\right)\right)^2 \right\},$$

for some $0 < \delta \leq 1$, then we have

$$P \left( \left| \hat{\sigma}^2 - \sigma^2 \right| > \xi \right) < \delta. \tag{109}$$

**Proof.** This is a straightforward consequence of Lemma 15, given that

$$P \left( \left| \hat{\sigma}^2 - \sigma^2 \right| > \xi \right) = P \left( \left| \hat{\sigma}^2 - \sigma^2 \right| > \xi \Delta \right). \tag{110}$$

\qed

**Lemma 16.** Let $\hat{\sigma}^2$ be the estimate of $\sigma^2 = \text{Var}(Y_i(\Delta))$, the variance of counting series of Hawkes process started from stationarity. Let $T = K \Delta$ denote the length of time the Hawkes process is observed, divided into $K$ intervals of size $\Delta$ such that

$$\Delta > \frac{4\mu^\text{upper}}{(1 - \alpha^\text{upper})^2} \cdot \frac{1}{\xi}, \tag{111}$$

for some $\xi > 0$. If we have

$$T \geq \max \left\{ \frac{12a^2}{\delta \xi}, \frac{3a^2}{\xi} \left(\Psi \left(1 - \frac{\delta}{8}\right)\right)^2, \frac{9\sigma^2(\eta_4 - \sigma^2)}{\xi^2 \Delta} \left(\Psi \left(1 - \frac{\delta}{8}\right)\right)^2 \right\},$$

for some $0 < \delta \leq 1$, then we have

$$P \left( \left| \hat{\sigma}^2 - \frac{\mu}{(1 - \alpha)^2} \right| > 2\xi \right) < \delta. \tag{112}$$
Proof. Let us recall (4), namely
\[
\sigma^2 = \frac{\mu \Delta}{(1-\alpha)^3} + \frac{\alpha^2 \mu}{2(1-\alpha)^4} - \frac{2 \alpha \mu}{(1-\alpha)^4} e^{-2(1-\alpha)\Delta}. \tag{113}
\]
We have
\[
\frac{\sigma^2}{\Delta} - \frac{\mu}{(1-\alpha)^3} = \frac{\mu}{(1-\alpha)^3} \frac{\Delta}{\mu} \left( \frac{\alpha(1-\alpha)}{2(1-\alpha)^4} + \frac{2\alpha}{1-\alpha} e^{-2(1-\alpha)\Delta} - \frac{\alpha^2}{2(1-\alpha)^4} e^{-2(1-\alpha)\Delta} \right)
\leq \frac{\mu}{(1-\alpha)^3} \frac{\Delta}{2(1-\alpha)} + \frac{2\alpha}{1-\alpha} \frac{\alpha^2}{2(1-\alpha)^4} e^{-2(1-\alpha)\Delta}
\leq \frac{\mu}{(1-\alpha)^3} \frac{\Delta}{2(1-\alpha)} + \frac{8\alpha}{1-\alpha} \frac{4\mu_{\text{upper}}}{4}\text{upper}
\leq \frac{\Delta}{1-\alpha}\text{upper}^4
\leq \xi
\]
where the last inequality holds due to the assumption \(\Delta > \frac{4\mu_{\text{upper}}}{1-\alpha}\text{upper}^4 \cdot \xi\) in the statement of the lemma. We have
\[
P\left( \left| \frac{\hat{\sigma}^2}{\Delta} - \frac{\mu}{(1-\alpha)^3} \right| > 2\xi \right) \leq P \left( \left| \frac{\hat{\sigma}^2}{\Delta} - \frac{\sigma^2}{\Delta} \right| > \xi \right) + P \left( \left| \frac{\sigma^2}{\Delta} - \frac{\mu}{(1-\alpha)^3} \right| > \xi \right). \tag{115}
\]
Let us note that (114) holds with probability 1. It remains to note that by Corollary 10 we have
\[
P \left( \left| \frac{\hat{\sigma}^2}{\Delta} - \frac{\sigma^2}{\Delta} \right| > \xi \right) < \delta. \]
This completes the proof. \(\square\)

### A.6.6 Non private estimators error bound: proof of Theorem 1

**Lemma 17.** Let \(\hat{\mu}\) and \(\hat{\alpha}\) be the estimates of parameters \(\mu_{\text{lower}} < \mu < \mu_{\text{upper}}\) and \(\alpha_{\text{lower}} < \alpha < \alpha_{\text{upper}}\) of Hawkes process started from stationarity. Let \(T = K\Delta\) denote the length of time the Hawkes process is observed, divided into \(K\) intervals of size \(\Delta\) such that \(\Delta > \frac{4\mu_{\text{upper}}}{1-\alpha_{\text{upper}}^4}\) for some \(0 < \xi < \frac{\mu_{\text{max}}}{6}\). Then, if
\[
T \geq \max \left\{ \frac{12\sigma^2}{\delta \xi}, \frac{(\Psi(1-\frac{\xi}{\Delta}))^2}{\xi^2}, \frac{(\Psi(1-\frac{\xi}{\Delta}))^2}{\xi^2} \frac{\sigma^2}{\Delta}, \frac{9(\Psi(1-\frac{\xi}{\Delta}))^2}{\xi^2} \frac{\sigma^2}{\Delta} \right\}, \tag{116}
\]
we have \(P(\left| \alpha - \hat{\alpha} \right| > C_5 \cdot \xi) \leq 2\xi\) and \(P(\left| \mu - \hat{\mu} \right| > C_6 \cdot \xi) \leq 2\xi\), where \(C_5 = \frac{6}{\mu_{\text{lower}}} \cdot \frac{1}{1-\alpha_{\text{upper}}}\) and \(C_6 = 1 + \frac{6\mu_{\text{upper}}}{\mu_{\text{lower}}(1-\alpha_{\text{upper}})^4} + \frac{1}{1-\alpha_{\text{upper}}}\).

**Proof.** Let us for convenience introduce
\[
\omega = \frac{\sigma^2}{\Delta} = \frac{\mu}{(1-\alpha)^3}, \quad \hat{\omega} = \frac{\hat{\sigma}^2}{\Delta}, \quad \vartheta = \frac{\eta}{\Delta} = \frac{\mu}{(1-\alpha)}, \quad \hat{\vartheta} = \frac{\hat{\eta}}{\Delta}, \tag{117}
\]
and
\[
\varrho = \frac{\vartheta}{\Delta} = \frac{\mu}{(1-\alpha)}, \quad \hat{\varrho} = \frac{\hat{\vartheta}}{\Delta}. \tag{118}
\]
Before we proceed, let us note that for \(\xi \leq \frac{\mu_{\text{max}}}{6}\), we have
\[
\omega - 2\xi = \frac{\mu - 2\xi}{(1-\alpha)^3} \leq \frac{\mu - 2\xi}{(1-\alpha)^3} \leq \frac{\mu_{\text{lower}} - 2\xi}{(1-\alpha_{\text{lower}})^3} \leq \frac{\mu_{\text{lower}} - 2\xi}{2(1-\alpha_{\text{lower}})^3} \geq \frac{\mu_{\text{lower}}}{2(1-\alpha_{\text{lower}})^3} \tag{119}
\]
where in the last inequality we use $\xi \leq \frac{\mu_{\text{lower}}}{6}$. Thus, we have
\[
\frac{1}{\omega - 2\xi} \leq \frac{2(1 - \alpha_{\text{lower}})^3}{\mu_{\text{lower}}} \leq \frac{2}{\mu_{\text{lower}}}. \tag{120}
\]
On the event
\[
\{ |\vartheta - \hat{\vartheta}| < \xi \} \cap \{ |\omega - \hat{\omega}| < 2\xi \} \tag{121}
\]
we have
\[
|(1 - \alpha)^2 - (1 - \hat{\alpha})^2| = \left| \frac{\vartheta - \hat{\vartheta}}{\omega - \hat{\omega}} \right| = \left| \frac{\vartheta (\omega - \hat{\omega}) + \omega (\vartheta - \hat{\vartheta})}{\omega \hat{\omega}} \right| \tag{122}
\]
\[
\leq 3 \cdot \xi \cdot \frac{\vartheta + \omega}{\omega \hat{\omega}}. \tag{123}
\]
\[
\leq 3 \cdot \xi \cdot \frac{\vartheta + \omega}{\omega (\Psi - 2\xi)} \tag{124}
\]
\[
\leq 3 \cdot \xi \cdot \left( \frac{2}{\omega - 2\xi} \right) \tag{125}
\]
\[
\leq \frac{12 \xi}{\mu_{\text{lower}}}, \tag{126}
\]
where the third inequality follows from the fact that $\vartheta = \frac{\mu}{(1 - \alpha)}$ and therefore $\vartheta = (1 - \alpha)^2 < 1$.
The last inequality is a consequence of (120). Let us further note that
\[
|\alpha - \hat{\alpha}| = \left| \sqrt{(1 - \alpha)^2} - \sqrt{(1 - \hat{\alpha})^2} \right| \leq \frac{1}{2(1 - \alpha_{\text{upper}})} \cdot |(1 - \alpha)^2 - (1 - \hat{\alpha})^2| \tag{127}
\]
and thus on the event (121), by (126) we have
\[
|\alpha - \hat{\alpha}| \leq \frac{6 \xi}{\mu_{\text{lower}}} \cdot \frac{1}{(1 - \alpha_{\text{upper}})} = C_5 \cdot \xi. \tag{128}
\]
Next, on the event (121) we have
\[
|\hat{\mu} - \mu| = \left| \vartheta(1 - \alpha) - \hat{\vartheta}(1 - \hat{\alpha}) \right| = \left| \vartheta(1 - \alpha) - \hat{\vartheta}(1 - \alpha) + \hat{\vartheta}(1 - \alpha) - \hat{\vartheta}(1 - \hat{\alpha}) \right| \tag{129}
\]
\[
\leq (1 - \alpha) |\vartheta - \hat{\vartheta}| + \hat{\vartheta} |\alpha - \hat{\alpha}| \tag{130}
\]
\[
\leq \xi + \hat{\vartheta} |\alpha - \hat{\alpha}| \tag{131}
\]
\[
\leq \xi + (\vartheta + \xi) |\alpha - \hat{\alpha}| \tag{132}
\]
\[
\leq \xi + (\vartheta + \xi) \cdot C_5 \cdot \xi \tag{133}
\]
\[
\leq \xi + \left( \frac{\mu}{1 - \alpha} + \xi \right) \cdot C_5 \cdot \xi \tag{134}
\]
\[
\leq \xi + \left( \frac{\mu_{\text{upper}}}{1 - \alpha_{\text{upper}}} + \frac{\mu_{\text{lower}}}{6} \right) \cdot C_5 \cdot \xi \tag{135}
\]
\[
= C_6 \cdot \xi \tag{136}
\]
It remains to note that the probability of event (121) is at least $1 - 2\delta$ as the consequence of Lemma 14 and Lemma 16 and a union bound argument.

Finally, we prove Theorem 1.

**Proof of Theorem 1.** For $0 < \xi < \frac{C_9 \mu_{\text{lower}}}{6}$, let
\[
\xi = \frac{1}{C_5} \xi.
\]
As a consequence of Lemma 17, for $T$ as in the statement of the theorem, we have
\begin{align}
\mathbb{P} \left( |\alpha - \hat{\alpha}| > C_5 \cdot \hat{\xi} \right) &\leq \delta, \\
\mathbb{P} \left( |\mu - \hat{\mu}| > C_6 \cdot \hat{\xi} \right) &\leq \delta, 
\end{align}
(137)
(138)
where we recall $C_5 = \frac{6}{\mu_{\text{upper}} (1 - \alpha_{\text{upper}})}$ and $C_6 = 1 + \frac{6}{\mu_{\text{upper}} (1 - \alpha_{\text{upper}})^2} + \frac{1}{1 - \alpha_{\text{upper}}}$. It remains to note that $C_5 < C_0$ and $C_6 < C_0$ and thus
\[ \mathbb{P} \left( |\alpha - \hat{\alpha}| > \xi \right) < \mathbb{P} \left( |\alpha - \hat{\alpha}| > \frac{C_5}{C_0} \xi \right) = \mathbb{P} \left( |\alpha - \hat{\alpha}| > C_5 \cdot \hat{\xi} \right) \leq \delta, \]
(139)
where the last inequality follows by (137). Analogously, by (138) we have
\[ \mathbb{P} \left( |\mu - \hat{\mu}| > \xi \right) < \mathbb{P} \left( |\mu - \hat{\mu}| > \frac{C_6}{C_0} \xi \right) = \mathbb{P} \left( |\mu - \hat{\mu}| > C_6 \cdot \hat{\xi} \right) \leq \delta. \]
(140)
This completes the proof. \qed

A.7 Private estimates

A.7.1 Private sample mean error bound

**Lemma 18.** Let $\hat{\eta}_{\text{private}}$ be the private estimate as per (10) of $\eta = \mathbb{E}(Y_i(\Delta))$, the mean value of counting series of Hawkes process started from stationarity. Let $T = K \Delta$ denote the length of time the Hawkes process is observed, divided into $K$ intervals of size $\Delta$. For $\xi > 0$, if
\[ T > \frac{\sigma^2}{\xi^2 \Delta} (\Psi(1 - \delta/4))^2, \]
(141)
for some $0 < \delta \leq 1$, for $(2\gamma, \epsilon)$-DP estimate $\eta_{\text{private}}$, we have
\[ \mathbb{P} \left( \left| \frac{\hat{\eta}_{\text{private}}}{\Delta} - \frac{\mu}{1 - \alpha} \right| \geq 2\xi \right) \leq \exp \left( \frac{- \epsilon \cdot \xi}{C_2} \cdot \frac{T}{\log T} \right) + \delta, \]
(142)
where $C_2 = \frac{3}{(1 - \alpha_{\text{upper}})^2}$.

**Proof.** For $\xi > 0$, bearing in mind (10), we have
\[ \mathbb{P} \left( \left| \frac{\hat{\eta}_{\text{private}}}{\Delta} - \frac{\mu}{1 - \alpha} \right| \geq \xi \right) \leq \exp \left( \frac{- \epsilon \cdot \xi}{C_2} \cdot \frac{T}{\log T} \right) \]
(143)
by the tail behaviour of Laplace distribution (see e.g. Theorem 3.8. of [21]). As a consequence of Lemma 14, we have
\[ \mathbb{P} \left( \left| \hat{\eta} - \frac{\mu}{1 - \alpha} \right| > \xi \right) \leq \delta. \]
(144)
It remains to note
\[ \mathbb{P} \left( \left| \hat{\eta}_{\text{private}} - \frac{\mu}{1 - \alpha} \right| \geq \xi \right) \leq \mathbb{P} \left( \left| \hat{\eta}_{\text{private}} - \frac{\mu}{1 - \alpha} \right| \geq \xi \right) + \mathbb{P} \left( \left| \hat{\eta} - \frac{\mu}{1 - \alpha} \right| > \xi \right) \].
(145)
This completes the proof. \qed

A.7.2 Private sample variance error bound

**Lemma 19.** Let $\hat{\sigma}_{\text{private}}^2$ be the private estimate as per (11) of $\sigma^2 = \text{Var}(Y_i(\Delta))$ the variance of counting series of Hawkes process started from stationarity. Let $T = K \Delta$ denote the length of time the Hawkes process is observed, divided into $K$ intervals of size $\Delta$. In addition, let $C_1 = \sqrt{\frac{1}{1 - \alpha_{\text{upper}}}} \frac{1}{2} \sqrt{\gamma}$ and $C_2 = \frac{3}{(1 - \alpha_{\text{upper}})^2}$. For the choice of $\Delta = c \log T$ for some constant $c$, if
\[ T \geq \max \left\{ \frac{12 \sigma^2}{\delta \xi} \frac{2}{\xi} \left( \Psi \left( 1 - \frac{\delta}{8} \right) \right)^2, \frac{9 \sigma^2 (\eta_4 - \sigma^2)}{\xi^2 \Delta} \left( \Psi \left( 1 - \frac{\delta}{8} \right) \right)^2 \right\}, \]
(146)
\[ \frac{T}{(\log T)^{\gamma/2}} \geq \frac{4 \sqrt{C_1} C_2^2}{\epsilon \xi} \log \left( \frac{1}{\delta} \right), \]
(147)
\[ \Delta = \mathcal{T} \] where in the last inequality we rely on assumption \( P(114) \) holds with probability 1 for \( \Delta \) for some \( \xi > T \) Lemma 20. Let \( \sigma^2 \) denote the length of time the Hawkes process is observed, divided into \( K \) intervals of size \( \Delta \) such that

\[ \Delta > 4cK^{\alpha} \frac{1}{\xi}, \]

for some \( \xi > 0 \). In addition, let \( C_1 = 1.4(1 - \alpha) \frac{1}{\xi} \) and \( C_2 = \frac{3}{(1 - \alpha)} \). For the choice of \( \Delta = c \log T \) for some constant \( c \), if

\[ T \geq \max \left\{ \frac{12 \sigma^2 \xi}{\delta \xi}, \frac{3 \sigma^2}{\xi} \left( \Psi \left( 1 - \frac{\delta}{8} \right) \right)^2, \frac{9 \sigma^2 (\nu_k - \sigma^2)}{\xi^2 \Delta} \left( \Psi \left( 1 - \frac{\delta}{8} \right) \right)^2 \right\}, \]

\[ \frac{T}{(\log T)^{5/2}} \geq 4 \sqrt{C_1} \frac{C_2}{\epsilon \xi} \log \left( \frac{1}{\delta} \right), \]

for some \( 0 < \delta \leq 1 \), then for \((2\gamma, \epsilon)\)-DP estimate \( \hat{\sigma}^2_{\text{private}} \), we have

\[ P \left( \left| \frac{\hat{\sigma}^2_{\text{private}}}{\Delta} - \frac{\mu}{(1 - \alpha)^3} \right| \geq 3 \xi \right) \leq 2 \delta. \]

Proof. We have

\[ \mathbb{P} \left( \left| \frac{\hat{\sigma}^2_{\text{private}}}{\Delta} - \frac{\mu}{(1 - \alpha)^3} \right| \geq 3 \xi \right) \leq \mathbb{P} \left( \left| \frac{\hat{\sigma}^2_{\text{private}}}{\Delta} - \sigma^2 \right| \geq 2 \xi \right) + \mathbb{P} \left( \left| \frac{\sigma^2}{\Delta} - \frac{\mu}{(1 - \alpha)^3} \right| \geq \xi \right) \]

The first term on the right hand side is not larger than \( 2 \delta \) by Lemma [19] The second term is zero as \( (114) \) holds with probability 1 for \( \Delta > 4cK^{\alpha} \frac{1}{\xi} \). This completes the proof. \( \square \)
A.7.3 Private estimators error bound: proof of Theorem \[3\]

Lemma 21. Let \( \hat{\mu}_{\text{private}} \) and \( \hat{\alpha}_{\text{private}} \) be the estimates of parameters \( \mu_{\text{lower}} < \mu < \mu_{\text{upper}} \) and \( \alpha_{\text{lower}} < \alpha < \alpha_{\text{upper}} \) of Hawkes process started from stationarity. Let \( T = K \Delta \) denote the length of time the Hawkes process is observed, divided into \( K \) intervals of size \( \Delta \) such that

\[
\Delta > \frac{4 \mu_{\text{upper}}}{{(1 - \alpha_{\text{upper}})^2}} \cdot \frac{1}{\xi},
\]

for some \( 0 < \xi < \frac{\mu_{\text{max}}}{6} \). For the choice of \( \Delta = c \log T \) for some constant \( c \), if

\[
T \geq \max \left\{ \frac{\sigma^2}{\xi^2 \Delta} \Psi \left( 1 - \frac{\delta}{4} \right)^2, \frac{12 \sigma^2}{\delta \xi}, \frac{3 \sigma^2}{\xi} \Psi \left( 1 - \frac{\delta}{8} \right)^2, \frac{9 \sigma^2 (\eta_4 - \sigma^2)}{\xi^2 \Delta} \Psi \left( 1 - \frac{\delta}{8} \right)^2 \right\},
\]

for some \( 0 < \delta \leq 1 \), then for \((2\gamma, 2\epsilon)\)-DP estimates we have \( P \left( |\hat{\alpha}_{\text{private}} - \alpha| > C_7 \xi \right) \leq 4\delta \) and \( P \left( |\hat{\mu}_{\text{private}} - \mu| > C_8 \xi \right) \leq 4\delta \), where \( C_7 = \frac{10}{\mu_{\text{lower}} (1 - \alpha_{\text{upper}})} \) and \( C_8 = 2 + \frac{10 \mu_{\text{upper}}}{\mu_{\text{lower}} (1 - \alpha_{\text{upper}})^2} + \frac{10}{\eta (1 - \alpha_{\text{upper}})} \).

Proof. Condition \((161)\) implies \( \exp \left( -\xi \frac{C_1 \xi^2}{\epsilon} \frac{T}{\log T} \right) < \delta \), and thus by Lemma \[18\] we have \( P \left( \left| \frac{\hat{\mu}_{\text{max}}}{\Delta} - \frac{\mu}{(1 - \alpha)^3} \right| \geq 2\xi \right) \leq 2\delta \). Also, following Lemma \[20\] we have \( P \left( \left| \frac{\sigma^2}{\Delta} - \frac{\mu}{(1 - \alpha)^3} \right| \geq 3\xi \right) \leq 2\delta \). The proof closely resembles that of Lemma \[17\] Let us for convenience introduce

\[
\omega = \frac{\sigma^2}{\Delta} = \frac{\mu}{(1 - \alpha)^3}, \quad \hat{\omega} = \frac{\hat{\sigma}^2(\Delta)}{\Delta},
\]

and

\[
\vartheta = \frac{\eta}{\Delta}, \quad \hat{\vartheta} = \frac{\hat{\eta}}{\Delta}.
\]

Let us note that for \( \xi \leq \frac{\mu_{\text{max}}}{6} \), we have

\[
\omega - 3\xi = \frac{\mu - 3\xi (1 - \alpha)^3}{(1 - \alpha)^3} \geq \frac{\mu - 2\xi (1 - \alpha)^3}{(1 - \alpha)^3} \geq \frac{\mu_{\text{lower}} - 3\xi (1 - \alpha_{\text{lower}})^3}{(1 - \alpha_{\text{lower}})^3} \geq \frac{\mu_{\text{lower}}}{2(1 - \alpha_{\text{lower}})^3},
\]

where in the last inequality we use \( \xi \leq \frac{\mu_{\text{max}}}{6} \). Thus, we have

\[
\frac{1}{\omega - 3\xi} \leq \frac{2(1 - \alpha_{\text{lower}})^3}{\mu_{\text{lower}}} \leq \frac{2}{\mu_{\text{lower}}},
\]

On the event

\[
\{| \vartheta - \hat{\vartheta} | < 2\xi \} \cap \{| \omega - \hat{\omega} | < 3\xi \}
\]

we have

\[
|(1 - \alpha)^2 - (1 - \hat{\alpha})^2| = \left| \frac{\vartheta - \hat{\vartheta}}{\hat{\omega}} \right| = \left| \frac{\vartheta (\omega - \hat{\omega}) + \omega (\vartheta - \hat{\vartheta})}{\omega \hat{\omega}} \right| \leq 5 \cdot \xi \cdot \frac{\vartheta + \omega}{\omega \hat{\omega}} \leq 5 \cdot \xi \cdot \frac{\vartheta + \omega}{\omega (\Psi - 3\xi)} \leq 5 \cdot \xi \cdot \frac{2}{\omega - 3\xi} \leq \frac{20\xi}{\mu_{\text{lower}}},
\]
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where the third inequality follows from \( \vartheta = \frac{\mu}{(1-\alpha)} \), implying \( \frac{\vartheta}{\omega} = (1-\alpha)^2 < 1 \). The last inequality follows from (165). Let us further note that
\[
|\alpha - \hat{\alpha}| \leq \sqrt{(1-\alpha)^2 - \sqrt{(1-\hat{\alpha})^2}} \leq \frac{1}{2(1-\alpha_{\text{upper}})} \cdot |(1-\alpha)^2 - (1-\hat{\alpha})^2| \tag{172}
\]
and thus on the event (166), by (171) we have
\[
|\alpha - \hat{\alpha}| \leq \frac{10\xi}{\mu_{\text{lower}}} \cdot \frac{1}{1-\alpha_{\text{upper}}} = C_7 \cdot \xi. \tag{173}
\]
Next, on the event (166) we have
\[
|\hat{\mu} - \mu| = |\hat{\vartheta}(1-\alpha) - \hat{\vartheta}(1-\hat{\alpha})| = |\hat{\vartheta}(1-\alpha) - \hat{\vartheta}(1-\alpha) + \hat{\vartheta}(1-\alpha) - \hat{\vartheta}(1-\hat{\alpha})| \tag{174}
\]
\[
\leq (1-\alpha)|\hat{\vartheta} - \vartheta| + \hat{\vartheta}|\alpha - \hat{\alpha}| \leq \xi + \hat{\vartheta}|\alpha - \hat{\alpha}| \tag{175}
\]
\[
\leq 2\xi + (\vartheta + 2\xi)|\alpha - \hat{\alpha}| \leq 2\xi + (\vartheta + 2\xi) \cdot C_7 \cdot \xi \leq 2\xi + \left( \frac{\mu_{\text{upper}}}{1-\alpha_{\text{upper}}} + 2\frac{\mu_{\text{lower}}}{6} \right) \cdot C_7 \cdot \xi \tag{179}
\]
\[
= C_8 \cdot \xi \tag{181}
\]
It remains to note that the probability of event (166) is at least \( 1-4\delta \) by the union bound.

Finally, we are ready to prove Theorem 3.

**Proof of Theorem 3** For \( 0 < \xi < \frac{C_9\mu_{\text{lower}}}{6} \), let
\[
\hat{\xi} = \frac{1}{C_9} \xi,
\]
where \( C_9 = \max\left\{ \frac{10}{\mu_{\text{lower}}(1-\alpha_{\text{upper}})}, 2 + \frac{10\mu_{\text{upper}}}{\mu_{\text{lower}}(1-\alpha_{\text{upper}})}, 3(1-\alpha_{\text{upper}}) \right\} \). As a consequence of Lemma 21 if
\[
T \geq \max \left\{ \frac{C_7^2\sigma^2}{\xi^2\Delta} \Psi(1 - \frac{\delta}{16}), \frac{48C_9\sigma^2}{\delta\xi}, \frac{3C_9\sigma^2}{\xi} \Psi(1 - \frac{\delta}{32}), \frac{9C_9^2\sigma^2(\eta_4 - \sigma^2)}{\xi^2\Delta} \Psi(1 - \frac{\delta}{32}) \right\} \tag{182}
\]
and
\[
\frac{T}{(\log T)^{5/2}} \geq \frac{4\sqrt{T}C_1 C_2^2 C_9}{c_\xi} \log \left( \frac{4}{\delta} \right) \tag{183}
\]
for some \( 0 < \delta \leq 1 \), then we have \( \mathbb{P}\left( |\hat{\alpha}_{\text{private}} - \alpha| > C_7 \xi \right) \leq \delta \) and \( \mathbb{P}\left( |\hat{\mu}_{\text{private}} - \mu| > C_8 \xi \right) \leq \delta \), where \( C_7 = \frac{\mu_{\text{lower}}(1-\alpha_{\text{upper}})}{10} \) and \( C_8 = 2 + \frac{10\mu_{\text{upper}}}{\mu_{\text{lower}}(1-\alpha_{\text{upper}})} + \frac{10}{3(1-\alpha_{\text{upper}})} \). Given that \( C_7 \leq C_9 \) and \( C_8 \leq C_9 \), we have
\[
\mathbb{P}\left( |\hat{\alpha}_{\text{private}} - \alpha| > \xi \right) < \mathbb{P}\left( |\hat{\alpha}_{\text{private}} - \alpha| > \frac{C_7 \xi}{C_9} \right) = \mathbb{P}\left( |\hat{\alpha}_{\text{private}} - \alpha| > \frac{C_7 \xi}{C_9} \right) \leq \delta. \tag{184}
\]
Similarly, we obtain \( \mathbb{P}\left( |\hat{\mu}_{\text{private}} - \mu| > \xi \right) \leq \delta \). Finally, it follows from equation (4) that
\[
\sigma^2 < \frac{\mu_{\text{upper}}}{(1-\alpha_{\text{upper}})^2},
\]
and therefore conditions (12) and (13) from the statement of the theorem are sufficient for (182) to hold. This completes the proof. \( \square \)
A.8 Experiments

Throughout the experiment section we define the utility as the normalized absolute error. Given an estimate \((\hat{\mu}, \hat{\alpha})\) of the Hawkes process parameters \((\mu, \alpha)\), the normalized absolute error is defined as:

\[
E_\mu = \frac{|\hat{\mu} - \mu|}{\mu} \quad \text{and} \quad E_\alpha = \frac{|\hat{\alpha} - \alpha|}{\alpha}
\]

Figure 4 provides the privacy-utility tradeoff for the estimation of \(\mu_1\) (left) and \(\mu_2\) (right). This figure is the same as Figure 1 but the baseline intensity parameters instead. The same takeaways provided in Section 6 apply.

![Privacy-Utility Tradeoff for Estimating \(\mu\)](image)

Figure 4: Privacy-utility trade-off for our differentially private estimator for \(\mu_1\) (left) and \(\mu_2\) (right). Mean and 95\% bands observed over 50 repetitions at each privacy level, along with the non-private estimation error appended at the rightmost part of the x-axis. Utility increases with a larger privacy budget, and decreases with the maximum tree length \(B\). Same takeaways provided in Section 6 for Figure 1 apply.

All experiments were run on a single machine with a 2 GHz Quad-Core Intel Core i5 CPU and 32GB of RAM. Finally, the licenses attached to the real datasets used all allow free use of the data, including commercial use. The MathOverflow data are a part of the “Stack Exchange Data Dump”, with a Creative Commons license BY-SA 4.0. The 911 Calls dataset has an open database contents license while the MOOC dataset is equipped with a Creative Commons CC0 1.0 license.