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Abstract: This paper uses two highly liquid S&P 500 and gold exchange-traded funds (ETFs) to evaluate the impact of liquidity and macroeconomic news surprises on the frequency of observing intraday jumps. It explicitly addresses market microstructure noise-induced biases in realized estimators used in jump detection tests and applies non-parametric intraday jump detection tests. The results show a significant increase in trading costs and elevated levels of information asymmetry before observing jumps. Depth, resiliency, and trading activity are associated with the frequency of observing intraday jumps and cojumps. The ability of liquidity variables to predict intraday jumps persists after controlling for news surprises. Results show that intraday jump realizations affect the price discovery of ETFs.
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1. Introduction

This paper investigates the evolution of realizing jumps in U.S. exchange-traded funds (ETFs) and their implications to the price discovery process. ETFs are attractive financial instruments that offer many benefits to investors. These benefits include exposure to indexes, low trading costs, diversification, tax efficiency, short selling, and limit orders. Besides, the ETF redemption feature facilitates arbitrage so that sophisticated traders can take advantage of and eliminate mispricing (see Ackert and Tian 2000). The attraction of ETFs has impacted the trading dynamics of market participants due to their role in price discovery. Wallace et al. (2019) show that contribution of the SPY ETF to price discovery has increased significantly from 2% in 2002 to 50% during 2008, to be as important as S&P 500 mini futures. However, these instruments have attracted a significant trading volume from uninformed traders, which has impacted the traded price. Chu and Zhou (2010) find that uninformed traders prefer trading Standard and Poor’s Depository Receipts (SPDRs) because these instruments reduce information asymmetry amongst traders, and therefore, uninformed traders reduce their losses to informed traders. Morscheck (2018) shows, using tick-level data for August 2008, a month during the global financial crisis (GFC), that SPDR traded prices significantly deviate from fundamentals due to trader overreaction. Hence, understanding the impact of trading activity on traded prices is important. At the same time, scheduled information plays an essential role in driving ETF prices. Bollerslev et al. (2018) examine how information is processed by financial markets using intraday data for the S&P 500 ETF (SPY) as primary data. The authors estimate the elasticity between abnormal volume induced by news and changes in volatility by regressing jumps in the log-volume intensity on jumps in the log-volatility. Results, based on a sample between 2001 and 2014, show that the sensitivity of abnormal volume changes to those of volatility estimated around the times of macroeconomic news announcements is systematically below unity, especially at times of high economic uncertainty or high dispersion in macroeconomic forecasts. The impact of news on volatility and jumps varies across
markets and financial instruments. Sun and Gao (2020) find that macroeconomic news does not play a role in predicting jumps in the Chinese stock index futures markets and show that predictability of jumps is mainly driven by liquidity. Piccotti (2018) identifies jumps and cojumps at the 5-min frequency using the Andersen et al. (2007b) jump detection test for time series of exchange rates dating between January 2007 and December 2010. The authors find that jumps are permanent innovations to investors’ information that lead to quote revisions and limit arbitrage.

This paper uses tick-level data to evaluate the impact of macroeconomic news surprises, liquidity, and trading activity on the frequency of observing intraday jumps. The analysis focuses on two important and highly liquid Standard and Poor’s Depository Receipts exchange-traded funds (ETFs) tracking the performance of the S&P 500 and gold bullions. Both ETFs rank in the top 50 most liquid ETFs, according to Agrawal et al. (2014).1 At the tick level, measures of the second moment are contaminated with market microstructure noise. This noise is mitigated by determining the optimal sampling frequency for each day using robust methods proposed by Bandi and Russell (2006).2 Intraday jumps are detected using the Andersen et al. (2007b) test, which has desirable power and size properties for a variety of jump-diffusion processes. The analysis is extended to investigate liquidity dynamics and macroeconomic news surprise effects around cojumps using a constant sampling frequency. Finally, an assessment of realized jumps contribution to the price discovery processes in ETFs is provided.

The results show that intraday jumps and signed jumps are prevalent in the time series of both ETFs. Shocks to the width and depth dimensions of liquidity drive the occurrence of jumps. Trading activity variables, such as the order flow imbalance and the number of trades, have significant power in predicting the occurrence of jumps. Besides, the results reveal a decline in contemporaneous resiliency at the onset of jumps. Despite the association between some macroeconomic news surprises and jumps, controlling for these surprises does not subsume the contribution of liquidity to observing jumps or signed jumps. Macroeconomic news surprises have an asymmetric impact on signed jumps. Liquidity and macroeconomic announcements cause simultaneous jumps or cojumps across the ETFs investigated. The realizations of intraday jumps have strong implications for price discovery. Post-jump order flow shows that jumps reveal information that affects ETF prices.

The remainder of the paper is organized as follows. Section 2 provides a summary of relevant literature. Section 3 explains the methodology, including non-parametric tests used to identify intraday jumps and the procedure applied to mitigate the impact of market microstructure noise on realized measures. Section 4 describes the data. Section 5 reports the estimation results, and Section 6 concludes.

2. Relevant Literature

Several developments in asset pricing rely on continuous-time diffusion models. In these models, the Brownian motion is a continuous-time process that is Gaussian and symmetric. Discontinuities in the second moment of financial asset returns, often reflecting extreme price reaction to the news, are then accommodated by introducing a compensating jump process to the diffusion model. This results in capturing many salient features of the time series of returns, such as skewness and excess kurtosis. Pan (2002) and Eraker et al. (2003) suggest that including jumps in stochastic volatility models is necessary to account for sudden shifts in volatility. The increasing availability of high-frequency data during the last decade led to significant advances in the quadratic variation theory and its applications in finance. Following the empirical work of Andersen and Bollerslev (1998) on intraday volatility measurement using high-frequency data, several non-parametric methods were introduced to estimate

---

1 Agrawal et al. (2014) use a four-factor liquidity scoring algorithm to rank 462 ETFs, based on all four factors. They show that liquid ETFs are characterized by large market capitalization and lower bid–ask spreads. These ETFs attract a large trading volume and have a lower expense ratio.

2 Bandi et al. (2008) evaluate economic implications of the optimal sampling theory to investors. They show that the economic utility of a risk averse investor is improved when relying on variance forecasts constructed using the optimal sampling frequency rather than the 5 or 15-minute forecasts that are commonly used in the literature to mitigate market microstructure noise.
realized volatility and disentangle the continuous volatility sample path from the discontinuous component or realized jumps. Barndorff-Nielsen and Shephard (2004) show that the difference between the realized variance and bipower variation estimates the quadratic variation of the discontinued component or jumps. Barndorff-Nielsen and Shephard (2006) develop the asymptotic distribution theory to identify statistically significant jumps. Huang and Tauchen (2005) evaluate alternative jump identification tests using extensive simulations and discuss their finite sample properties. Andersen et al. (2007a) find that the decomposition of realized volatility into continuous and realized jump components improves the forecasting accuracy of expected realized volatility. Patton and Sheppard (2015) show that signed jumps have an asymmetric effect on volatility forecasts. Wan et al. (2017) find that positive jumps are more frequent than the negative jumps in the Chinese market. The occurrence of positive jumps is associated with high trading activity and reveals information that impacts subsequent trading activity. Liao (2013) shows that modeling jumps in realized volatility improves tail point forecasts and increases the accuracy of value at risk forecasts for eight individual stocks listed on Chinese stock exchanges.

Identifying the causes of jumps is also important in understanding how asset prices behave. Several empirical studies suggest that macroeconomic announcements cause jumps. Das (2002) and Johannes (2004) use jump-diffusion models and show that unexpected news arrival about the economy is directly related to the occurrence and magnitude of jumps in interest rate markets. Studies based on non-parametric realized volatility and jumps concur with the evidence. Barndorff-Nielsen and Shephard (2006) show that daily jumps in the D.M./dollar rate are associated with macroeconomic announcements. Huang (2018) finds that the number of jumps is higher on macroeconomic announcement days than other days in the U.S. equity and bond markets and shows that different types of news surprises impact the jump hazard rate. Other studies investigate the contemporaneous relationship between macroeconomic news and asset prices. These studies often report elevated levels of intraday volatility around announcement times (Fair 2002; Rosa 2011) and others.

Developments in financial econometrics focusing on jumps have led to identifying the exact timing and size of intraday jumps (Andersen et al. 2007b; Lee and Mykland 2008; Jiang et al. 2011), allowing researchers to associate specific macroeconomic announcements with intraday jumps. Evans (2011) shows that macroeconomic announcements cause significant intraday jumps in three U.S. future markets, whose magnitude is significantly larger than other jumps. Lahaye et al. (2011) find that jumps are more frequent on macroeconomic announcement days; however, their magnitude is not consistently different from those occurring on non-announcement days. The magnitude of jumps is largest in U.S. stock index futures markets, followed by U.S. Treasury bonds and currencies. Lahaye et al. (2011) also report that macroeconomic announcements cause cojumps across different asset classes. Dungey et al. (2009) detect a higher number of cojumps in the term structure of the U.S. Treasury market that are associated with scheduled news releases. Jiang et al. (2011) find that return jumps in the U.S. Treasury market are predictable when conditioning on macroeconomic news and liquidity shocks. The authors also show that realized jumps contribute significantly to price discovery in U.S. Treasury securities. Boudt and Petitjean (2014) find that shocks to the width and the number of trades increase the probability of jumps using the constituents of the Dow Jones Industrial Average Index (DJIA).

3. Methodology

3.1. Identifying Intraday Jumps

News arriving at financial markets may result in extreme price movements or jumps that are not captured by a price diffusion process. To compensate for jumps, a logarithmic price $p_t$ is expressed as a jump-diffusion process given by

$$\text{d}p_t = \mu_t \text{d}t + \sigma_t \text{d}\omega_t + \kappa_t \text{d}q_t, \quad 0 \leq t \leq T, \quad (1)$$
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where \( \mu_t \) is the instantaneous drift with continuous and locally finite variation along the sample path; \( \sigma_t > 0 \) is the spot volatility component that is assumed to be càdlàg; \( \omega_t \) is a standard Brownian motion; and \( \kappa_t dq_t \) denotes the jump component where \( dq_t = 1 \) if a jump is observed at time \( t \) and 0 otherwise. Jumps occur with time-varying intensity \( \lambda_t \) and size \( \kappa_t \). \( \text{Andersen et al. (2007b)} \) consider whether a randomly selected intraday return realization is subject to a jump. They define intraday returns as

\[
r_t + \xi_t \Delta_t, \Delta = \sum_{j=1}^{1/\Delta} r_{t+j\Delta} \mathbb{I}(\xi = j),
\]

(2)

where \( \xi_t \) is an independently drawn uniformly distributed index from the set \( \{1, 2, \ldots, 1/\Delta = M\} \).

The null hypothesis assumes that returns follow a diffusion process; that is, they are normally distributed conditional on instantaneous variance. The alternative hypothesis assumes that returns violate conditional normality causing an intraday jump. According to the jump detection procedure, an intraday return realization is identified as a jump if its absolute value dominates an appropriately scaled realization of bipower variation as

\[
|r_t| > \Phi^{-1}_{1-\beta/2} \sqrt{\frac{1}{M} BV_t},
\]

(3)

where \( \Phi^{-1}_{1-\beta/2} \) is the inverse of the standard normal cumulative distribution evaluated at cumulative probability \( (1 - \beta/2) \) and \( (1 - \beta)M = 1 - \alpha \) and \( \alpha \) is the daily significance level of the test; \( \sqrt{\frac{1}{M} BV_t} \) is the estimate of the instantaneous volatility for each intraday interval \( j = 1, \ldots, M \) and \( BV_t \) is the bipower variation at day \( t \) estimated following \( \text{Barndorff-Nielsen and Shephard (2004, 2006)} \) as

\[
BV_{t+1} = \frac{M}{\mu^2 (M-K-1)} \sum_{j=k+2}^{M} |r_{t,j}| r_{t+(j-k-1)}, \quad t = 1, \ldots, T,
\]

(4)

where \( \mu_1 = \sqrt{2/\pi} = E(|Z|) \) is the mean of the absolute value of a standard normally distributed variable, and \( k \) denotes a staggered lag. According to Equation (4), when the product of cross return terms is scaled appropriately, the bipower variation consistently estimates the integrated variance. Asymptotically, the bipower variation converges in probability to the integrated variance as

\[
BV_t \to \int_0^T \sigma^2(s) ds, \quad \text{as} \quad M \to \infty.
\]

(5)

Multiple intraday jumps \( \kappa \) are identified by

\[
\kappa_{t,j} = r_{t,j} \mathbb{I}(|r_{t,j}| > \Phi^{-1}_{1-\beta/2} \sqrt{\frac{1}{M} BV_t}).
\]

(6)

\( \text{Andersen et al. (2007b)} \) show that Equation (6) has robust power and size properties for alternative specifications of jump-diﬀusion processes with significant time-variations in volatility when the size of the test \( \alpha = 10^{-5} \).

3.2. Mitigating Market Microstructure Noise

According to the quadratic variation theory, the finer the sampling frequency, the more precise the estimate of the integrated variance is. In practice, however, sampling at an ultra-high frequency, such as the tick level, introduces bias to the estimate of the integrated variance due to the presence of market microstructure noise. \( \text{Bandi and Russell (2006, 2008)} \) identify the optimal sampling frequency
based on a bias–variance trade-off between sampling more often and incurring a larger bias, and sampling less often and incurring larger variance in terms of conditional mean-squared error which is given by

\[ E\left(\sum_{j=1}^{M} r_{i,j}^2 - \int_{t-1}^{t} \sigma^2 ds \right)^2 = \frac{2}{M} Q_t + O(1) + M\beta + M^2\alpha + \gamma, \quad (7) \]

where the observed return process is \( r^* = r^* + \epsilon \). It is decomposed to the efficient price process \( r^* \), and the market microstructure noise component \( \epsilon \), which follows a moving average process of order 1. \( Q \) measures quarticity, \( \alpha = (E(\epsilon^2))^2, \beta = 2E(\epsilon^4) - 3((\epsilon^2))^2, \gamma = 4E(\epsilon^2)(\int_{t-1}^{t} \sigma^2 ds) - E(\epsilon^4) + 2E(\epsilon^2)^2 \).

Furthermore, Bandi and Russell (2006, 2008) show that the optimal number of observations \( M^* \) for each day is approximated by

\[ M^* \approx \left( \frac{h^\sim}{Q_t^\sim} \right)^{1/3}, \quad (8) \]

where \( \hat{Q}_t = \frac{\hat{\sigma}^2}{\sum_{j=1}^{M} r_{i,j}^2} \) is an estimate of the integrated quarticity or the strength of the signal based on a relatively large time interval, which renders the measure immune to the noise. The integrated quarticity requires specifying a lower frequency sampling interval. Barndorff-Nielsen and Shephard (2002a) suggest using \( \hat{M} = 15 \) min interval, which I adopt. \( \hat{\alpha}_t = (\frac{\sum_{j=1}^{M} r_{i,j}^2}{M})^2 \) is an estimate of the squared second moment of returns or the strength of the noise sampled at the highest observed frequency \( M \) during the trading period \( h \).

3.3. Variable Definitions

This section describes the variables used in the empirical analysis. Macroeconomic announcement surprises are calculated following Balduzzi et al. (2001) and Andersen et al. (2003) as

\[ S_{i,j}^{t} = \frac{(A_{i,j}^{t} - Med^i)}{\sigma^i}, \]

where \( A_{i,j}^{t} \) is the realized value of announcement \( i \) at time \( j \) during day \( t \); \( Med^i \) is the survey’s median forecast, which is a proxy for its market expected value, and \( \sigma^i \) is the standard deviation of the forecast error for the \( i \)th announcement in the survey. The numerator of \( S_{i,j}^{t} \) translates announcements to surprises, while the denominator standardizes the surprise to facilitate comparison across macroeconomic indicators.

Liquidity variables are constructed at the intraday level after determining the optimal sampling frequency. Liquidity variables cover the depth, width, and resiliency dimensions of liquidity identified in Kyle (1985) and later in Harris (1990). I suppress the time notation in equations unless otherwise stated. Depth at the inner quote is constructed as

\[ \text{Depth} = \frac{v^a + v^b}{2}, \]

where \( v^a \) and \( v^b \) are the volume at best ask and best bid, respectively. Width is measured using the relative quoted spread and the effective spread. The relative quoted spread is defined as

\[ \text{RQS} = \frac{p^a - p^b}{\text{mid}}, \]

3 Balduzzi et al. (2001) find that the median is an efficient and unbiased predictor of macroeconomic announcement figures.
where \( p^a \) and \( p^b \) are the best bid and ask quotes at the time of the trade, respectively, and \( mid = \frac{p^a + p^b}{2} \) is the bid–ask midpoint price. If the price of market orders is improved to facilitate transactions, then the quoted spread would overestimate transaction costs. In this case, the effective spread is a better measure of actual transaction costs. The effective spread is constructed as

\[
ES = \frac{2D(p - \frac{1}{2}(p^a + p^b))}{\frac{1}{2}(p^a + p^b)},
\]

where \( D \) is an indicator of the direction of the trade taking a value of +1 and −1 if the trade is identified as buyer initiated or seller initiated, respectively. The direction of trade is identified using the Lee and Ready (1991) algorithm. This algorithm matches trades and quotes by assuming that trades are recorded five seconds following their actual execution time. Ellis et al. (2000) find that the Lee and Ready algorithm correctly classifies approximately 81% of the trade directions on NASDAQ. I use the Lee and Ready (1991) algorithm and compare trades to quotes contemporaneously as recommended by Bessembinder (2003).

Jiang et al. (2011) find that shocks to the depth and width dimensions of liquidity predict the occurrence of jumps in bond prices. I follow the same definition for standardized depth shocks, which are defined as

\[
DepthShock_{j-1} = \frac{Depth_{j-1} - \frac{1}{n} \sum_{i=2}^{n+1} Depth_{j-i}}{\delta_{Depth}},
\]

where \( Depth_{j-1} \) captures the withdrawal of orders before a news event at time \( j \), \( n \) is the number of observations used in calculating the mean and standard deviation of depth over intervals \( j = 2, \ldots, n \). Standardized shocks to the relative quoted spread are calculated as

\[
RQSShock_{j-1} = \frac{RQS_{j-1} - \frac{1}{n} \sum_{i=2}^{n+1} RQS_{j-i}}{\delta_{RQS}},
\]

where \( RQS_{j-1} \) captures the relative quoted spread before the news event at time \( j \).

\[
ESShock_{j-1} = \frac{ES_{j-1} - \frac{1}{n} \sum_{i=2}^{n+1} ES_{j-i}}{\delta_{RQS}},
\]

where \( ES_{j-1} \) captures the relative quoted spread before the news event at time \( j \).

Resiliency captures the price impact of the order flow or the price response associated with one dollar of trading volume at an intraday time interval. The illiquidity ratio proposed by Amihud (2002) is used to measure resiliency; however, it is calculated using relevant trading information obtained from intraday time intervals as

\[
resil = \frac{|r|}{DVol},
\]

where \( |r| \) denotes the absolute value of logarithmic returns calculated using an observed transaction close to open prices during an intraday time interval, and \( DVol \) is the accumulated dollar trading volume during an intraday time interval.

Wu and Xu (2000) find that the order flow imbalance is related to price volatility. Jiang et al. (2011) relate the order flow imbalance to the probability of observing jumps. The order flow imbalance is defined as the absolute value of the difference between buying and selling volume as

\[
OF\ imbalance = |vol^B - vol^S|.
\]

The direction of the trade is obtained by the Lee and Ready algorithm and is used to classify traded volume into buy or sell. Furthermore, the number of trades (\( NT \)) contains information about volatility levels (see Jones et al. 1994) and explains a significant portion of the jumps component of
daily realized volatility (see Giot et al. 2010). The order flow imbalance and the number of trades are scaled by their sample means. In addition, intraday volatility is likely to rise around jump time. It is calculated as the square root of the sum of squared logarithmic returns over three lagged intervals during a trading day.

3.4. Econometric Model

To assess the impact of intraday liquidity and macroeconomic news surprises on intraday jumps, the following probit model is estimated,

\[
P(J_t = 1 | x) = \int_{-\infty}^{\infty} \phi(j) dj = \Phi(x\beta),
\]

where \( P(J = 1) \) denotes the probability that a jump occurs, \( J \) is an indicator variable equal to one if a jump is realized, and zero otherwise. \( \phi(.) \) denotes the standard normal density function, \( \beta \) is a set of parameters that reflect the impact of the regressors in the columns of matrix \( x \) on the probability of observing intraday jumps. The regressors in \( x \) include liquidity and trading activity variables as well as macroeconomic news surprises calculated from survey results. \( j \) denotes the intraday time increment. Furthermore, the model is estimated for signed jumps by replacing the left-hand side variable with the probability of positive jumps \( P(J^+ = 1 | x) \) and the probability of negative jumps \( P(J^- = 1 | x) \). All models are estimated with robust standard errors. The frequency of observing jumps is estimated at intraday interval \( j \) using lagged liquidity, volatility, and trading activity variables in addition to contemporaneous macroeconomic news surprises.

4. Data

This paper identifies intraday jump realizations in the time series of SPDR Spiders and Gold shares. The data is obtained from the Thomson Reuters Tick History (TRTH) database provided by the Securities Industry Research Centre of Asia Pacific (SIRCA). The data covers the period from 1 February 2005 to 30 December 2010 for SPDR Spiders or SPY and 1 July 2007 to 30 December 2010 for SPDR Gold or GLD. The investigation period is convenient for three reasons. First, the period covers the global financial crisis (GFC), where the number and size of jumps are expected to be higher during times of economic uncertainty and financial market turbulence than in normal economic times. In addition, Schlossberg and Swanson (2018) find that jumps occurring during 2008 and 2009 had a significant impact on ETF excess returns. Second, the SPY ETF has become an important source of price discovery (see Wallace et al. 2019). They have attracted uninformed traded volume, which caused overreaction in traded prices (see Chu and Zhou 2010; Morscheck 2018), thus making the likelihood of observing jumps higher. Third, traders prefer trading SPY ETFs on days of scheduled macroeconomic news announcements or during the GFC relative to other instruments such as futures (see Wallace et al. 2019). The record is obtained for all trade and quotes occurring between 8:01 a.m. and 4:00 p.m. on regular trading days or until 1:00 p.m. on days when the exchange closes early.4

The macroeconomic announcement dataset consists of a survey of U.S. macroeconomic news releases during the period from January 2005 to December 2010. The dataset is obtained from Action Economics LLC., who acquires macroeconomic forecasts from renowned individual economists and leading institutional economists in the U.S. The dataset contains the date of the release, its time, the actual value of the announced indicator, and the survey statistics for each indicator. There is a total of 26 announcements in the dataset covering a range of indicators about the U.S. economy. Table 1 summarizes the macroeconomic dataset used in the analysis.

4 Occasionally, data are obtained for timestamps prior to 8:01 a.m. when the optimal sampling frequency is relatively low. This is necessary to match returns with macroeconomic announcements occurring at 8:30 a.m.
The optimal sampling frequency is estimated using Equation (8). These plots show that the optimal sample.

days when the noise is relatively high, leading to lower sampling frequencies relative to other days in microstructure noise. These plots exhibit occasional spikes in the optimal sampling frequency on days when the signal of the underlying price process is large (small) relative to market microstructure noise.

Figure 1 plots the optimal sampling frequency in minutes for SPDR Spiders and SPDR Gold. The optimal sampling frequency is time varying. This is due to the stochastic nature of the noise to signal ratio. It is high (low) when the signal of the underlying price process is large (small) relative to market microstructure noise. These plots exhibit occasional spikes in the optimal sampling frequency on days when the noise is relatively high, leading to lower sampling frequencies relative to other days in the sample.
Table 2 reports the descriptive statistics of jumps for each of the ETFs time series in the dataset. The statistics reported in the table indicate asymmetry in jumps frequency. There are more positive jumps in both ETFs than negative jumps. Jumps appeared to be most frequent in 2009; however, the mean and standard deviation of the absolute jump size is most pronounced in 2008 following the arrival of the GFC. The average size and standard deviation of jumps in SPDR Spiders (SPDR Gold) in 2008 are approximately 2.7 times and 3.7 times (1.6 times and 1.4 times) larger than that in 2007, respectively. This is likely due to large swings observed in the prices of ETFs at times of high uncertainty during the crisis. Table 2 also reports the joint distribution of macroeconomic news announcements and jumps. The joint distribution is calculated after matching ETF returns with announcements by fixing announcement times and then sampling around the announcement times at the optimal sampling frequency. The probability of jumps conditional on macroeconomic news announcements reveals that these announcements are more likely to cause jumps in the SPDR Spiders than in SPDR Gold. The likelihood of an announcement to cause a jump over the whole sample period is 5.39% in the SPDR Spiders and 1.11% in SPDR Gold. Additionally, 8.64% (1.48%) of the jumps in SPDR Spider (SPDR Gold) are associated with an announcement of a macroeconomic indicator listed in Table 1. The joint distribution of news and jumps reveals a disproportionate price response between the ETFs investigated. It also indicates that variables other than macroeconomic announcements could be responsible for jumps. This paper focuses on many dimensions of intraday liquidity as potential variables that impact jumps.

Figure 2 plots intraday signed jumps, trading activity, and liquidity variables generated at the optimal sampling frequency. The top panel of the figure shows the time series of SPDR Spiders variables. Signed jumps in the SPDR Spiders series are of a significantly larger size post-2007 and tend to occur more frequently in the second half of the sample period. Large jumps tend to occur during periods of market turmoil and are mainly observed during the GFC and the flash crash of 2010. The quoted spread tends to be decreasing over time; however, it is frequently interrupted by large spikes, which represent higher trading costs. These spikes cluster during the GFC and periods of high uncertainty in the market. The SPDR Spiders, however, exhibited a structural increase in the number of trades and market depth over time. This is likely due to the growth in the ETF industry and the increased use of ETFs as investment and risk management instruments. The figure also shows rising levels in the order flow imbalance post-2007 with occasional spikes in the time series, indicating increasing levels of adverse selection among market participants. In addition, the plot shows improvement in resiliency over time, although the realization of sporadic spikes implies an occasional deterioration in liquidity and recovery time. The bottom panel of Figure 2 plots intraday signed jumps, trading, and liquidity variables for the SPDR Gold series at the optimal sampling frequency. The plot reveals similar behavior to that depicted by the SPDR Spiders time series; however, SPDR Gold experienced a significant decline in transaction costs post-2008. This is likely due to competition between dealers, especially in over the counter (OTC) markets where transaction costs are negotiables between the parties. It is noted that occasional large spikes were removed from the plots to avoid dwarfing displayed dynamics of liquidity and trading activity variables.

Occasionally, there are days where the optimal sampling interval exceeds 15 minutes. For these days, the sample is extended to include observations prior to 8:00 a.m. such that 2 observations are always included in the record before announcement times.
Table 2. Descriptive statistics of intraday jumps.

| Panel A | SPDR Spiders (SPY) |   |   |   |   |   | All |
|---------|-------------------|---|---|---|---|---|-----|
|         | 2005   | 2006   | 2007   | 2008   | 2009   | 2010   |    |
| Number of Jumps       | 29     | 44     | 64     | 65     | 99     | 93     | 394 |
| Number of Positive Jumps | 17     | 28     | 33     | 45     | 49     | 58     | 230 |
| Number of Negative Jumps | 12     | 16     | 31     | 20     | 50     | 35     | 164 |
| E (jump size | jumps) (%)       | 0.48   | 0.41   | 0.61   | 1.66   | 0.84   | 0.93   |    |
| SD (jump size | jump) (%)        | 0.22   | 0.12   | 0.34   | 1.26   | 0.63   | 0.62   | 0.79 |
| P (jumps | announcements) (%) | 3.58   | 6.8    | 5.55   | 4.32   | 6.63   | 5.43   | 5.39 |
| P (news | jumps) (%)        | 6.48   | 11.92  | 8.19   | 7.47   | 9.7    | 7.46   | 8.64 |
| P (jumps, announcements) (%) | 0.05   | 0.09   | 0.04   | 0.07   | 0.05   | 0.06   |    |

| Panel B | SPDR Gold (GLD) |   |   |   |   |   | All |
|---------|-----------------|---|---|---|---|---|-----|
|         | 2007   | 2008   | 2009   | 2010   |    |
| Number of Jumps       | 68     | 118    | 130    | 116    | 432 |
| Number of Positive Jumps | 45     | 66     | 76     | 71     | 258 |
| Number of Negative Jumps | 23     | 52     | 54     | 45     | 174 |
| E (jump size | jumps) (%)       | 0.81   | 1.37   | 0.93   | 0.74   | 0.98 |
| SD (jump size | jump) (%)        | 0.44   | 0.62   | 0.39   | 0.32   | 0.52 |
| P (jumps | announcements) (%) | 2.45   | 1.02   | 0.49   | 1.01   | 1.11 |
| P (news | jumps) (%)        | 3.44   | 1.33   | 0.63   | 0.01   | 1.48 |
| P (jumps, announcements) (%) | 0.02   | 0.01   | 0.005  | 0.01   | 0.01 |

Notes: The table reports the number of jumps, number of positive jumps, number of negative jumps, the absolute mean size, and the standard deviation of jumps per year. The joint distribution of macroeconomic news announcements and jumps is calculated using the number of jumps observed at one (two) interval(s) following a macroeconomic announcement for SPDR Spiders (SPDR Gold).

Figure 2. Cont.
5. Empirical Results

5.1. Intraday Jumps and Liquidity Dynamics

Table 3 reports the contribution of liquidity and trading activity variables to the probability of observing jumps in SPDR Spiders and SPDR Gold. The results show strong evidence of a surge in the costs of executing trades before the occurrence of jumps. Positive shocks to the width dimension of liquidity, in both the relative quoted spread (except in Model 2) and effective spread, reflect a climate of growing uncertainty prior to jumps and signed jumps in both time series. There is ample evidence in theoretical and empirical market microstructure literature that links the width dimension of liquidity to uncertainty. Earlier studies have shown that when uncertainty is high, market makers increase the spread to minimize their losses to informed traders who execute trades based on superior information (see Copeland and Galai 1983; Kyle 1985; Glosten and Milgrom 1985; Grossman 1992; Seppi 1997; and others).

In terms of depth shocks, the results indicate that market practitioners trading SPDR Spiders withdraw their orders from the market prior to jumps. This is consistent with Copeland and Galai (1983), who show that liquidity suppliers refrain from posting quotes to escape the risk of being picked off by informed traders at times of high uncertainty in the market. Jiang et al. (2011) report a piece of similar evidence using U.S. Treasury bills. In the SPDR Gold series, however, market practitioners continue posting orders around jump times, which improves the ability of the market to absorb large transactions with relatively minimal price impact. The finding is consistent with the findings of Boudt and Petitjean (2014) for the DJIA stocks.

---

6 The results in the table are based on sampling all variables at the optimal frequency by starting at 8:01 a.m. on each day.
## Table 3. Contribution of liquidity and trading activity to the probability of observing jumps.

| Model | Dep. Variable | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 | Model 6 |
|-------|---------------|---------|---------|---------|---------|---------|---------|
|       | P(J₁|Spiders=1|x) | P(J₁⁺|Spiders=1|x) | P(J₁−|Spiders=1|x) | P(J₁|Gold=1|x) | P(J₁⁺|Gold=1|x) | P(J₁−|Gold=1|x) |
|       | Coef          | S.E.    | Coef    | S.E.    | Coef    | S.E.    | Coef    | S.E.    | Coef    | S.E.    | Coef    | S.E.    | Coef    | S.E.    | Coef    | S.E.    |
|       | Constant      | −2.879 *** | 0.032   | −3.028 *** | 0.029   | −3.152 *** | 0.032   | −2.459 *** | 0.039   | −2.563 *** | 0.043   | −2.762 *** | 0.055   |
|       | Depth shocks  | −0.041 *** | 0.015   | −0.041 **  | 0.018   | −0.035  | 0.023   | 0.053 ***  | 0.015   | 0.038 ***  | 0.018   | 0.059 ***  | 0.021   |
|       | ES shock      | 0.048 *** | 0.016   | 0.045 ***  | 0.019   | 0.039 *  | 0.023   | 0.148 ***  | 0.015   | 0.126 ***  | 0.019   | 0.151 *   | 0.021   |
|       | RQS shocks    | 0.078 *** | 0.020   | 0.036 *    | 0.021   | 0.119 *** | 0.031   | 0.073 ***  | 0.018   | 0.088 ***  | 0.021   | 0.041 *   | 0.025   |
|       | NT            | 0.142 *** | 0.011   | 0.121 **   | 0.024   | 0.136 *** | 0.013   | −0.037 *   | 0.021   | −0.035    | 0.024   | −0.002    | 0.032   |
|       | Resiliency    | 0.640 *   | 0.359   | 0.725 *    | 0.374   | −0.022  | 0.063   | −0.233  | 0.358   | 0.054    | 0.081   | −0.976 *** | 0.34    |
|       | OF Imbalance  | 0.038 *** | 0.007   | 0.031 ***  | 0.009   | 0.037 *** | 0.009   | 0.077 ***  | 0.015   | 0.078 ***  | 0.019   | 0.061 ***  | 0.021   |
|       | Volatility    | −0.028 *** | 0.01    | −0.020 *   | 0.011   | −0.034 *** | 0.010   | −0.078 *** | 0.025   | −0.125 *** | 0.03    | −0.025 **  | 0.029   |
|       | McFadden R²   | 7.06     | 5.19    | 8.15      | 3.9     | 4.08    | 4.84    |         |         |         |         |         |         |

**Notes:** The table reports the coefficient estimates (Coef) of the probit model and their robust standard errors (S.E.). Models 1–3 report the results for SPDR Spiders. Models 4–6 report the results for SPDR Gold. ***, **, * denote the 1%, 5%, and 10% significance levels, respectively.
In terms of trading activity, the number of trades drives the occurrence of jumps in the SPDR Spiders series. This suggests that market practitioners minimize the risk of their inventory holdings by closing transactions fast prior to the occurrence of jumps. Earlier studies using low-frequency data find that the number of trades is predictive of jumps (see Chan and Fong 2006; Giot et al. 2010). At the intraday level, Boudt and Petitjean (2014) find that shocks to the number of trades play a significant role in driving the occurrence of jumps. The number of trades carries a negative sign in the SPDR Gold series; however, the coefficient is not statistically significant.

With respect to resiliency, the results show that liquidity deteriorates at the onset of jumps in both ETFs, giving rise to the possibility of the price impact of trades. This impact depends on how market practitioners resolve newly arrived information. If market practitioners are equally informed, then the price impact of executing trades is immediate. However, if there is asymmetric information among them, then the price impact is gradual, and so is the market recovery. What is certain from the results is that information asymmetry is high prior to jumps. This is shown by the coefficient estimates of the order flow imbalance, which reveal high levels of dispersion in beliefs between market practitioners prior to jumps in both ETFs. As such, informed traders tend to cluster their trades on one side of the market, given their possession of private information about the value of the ETF in anticipation of new information that may unfold with the arrival of jumps. This contradicts the findings of Jiang et al. (2011) and Boudt and Petitjean (2014), who show that the order flow is not informative about jumps in U.S. Treasury markets and the DJIA stocks. However, in an intraday study on ETF arbitrage, Marshall et al. (2013) show that when liquidity declines as a result of widening spreads, the order flow imbalance increases as markets become one-sided in anticipation of arbitrage opportunities due to ETF mispricing. Hence, it is likely that market practitioners speculating on the direction of prices hold onto their strategies until jumps unfold in order to exploit potential gains that may arise from price deviations between the traded price and the net asset values of ETFs.

Finally, the level of volatility is negatively related to the likelihood of detecting jumps. This is likely, since the significance level used in the jump detection test, which helps disentangle jumps from the price process and avoids detecting spurious jumps, is conservative. Boudt and Petitjean (2014) report cases of significant and negative volatility related to the frequency of observing jumps.

### 5.2. Intraday Jumps, Liquidity, and Macroeconomic Announcement Surprises

Table 4 presents evidence on the relative contribution of liquidity and macroeconomic surprises to the frequency of observing intraday jumps. The evidence is based on estimating probit models, which include liquidity, trading activity variables, and macroeconomic announcement surprises on announcement days. The results show that the predictive power of liquidity and trading activity variables is not subsumed by macroeconomic news surprises. At large, most liquidity and trading activity variables retain their signs and statistical significance, as reported in Table 3. What emerges in Table 4, however, is the significant increase in the number of trades in the SPDR Gold series and their impact on price. Roache and Rossi (2010) show that gold prices are sensitive to scheduled macroeconomic announcements related to economic activity and interest rates and during periods of uncertainty due to the role of gold as a safe-haven asset.
Table 4. Impact of macroeconomic news surprises on jumps.

| Model | 1 | 2 | 3 | 4 | 5 | 6 |
|-------|---------------|---------------|---------------|---------------|---------------|---------------|
| Dep. Variable | $P(J_{Spiders} = 1|x)$ | $P(J^+_{Spiders} = 1|x)$ | $P(J_{Spiders}^- = 1|x)$ | $P(J_{Gold} = 1|x)$ | $P(J^+_{Gold} = 1|x)$ | $P(J^-_{Gold} = 1|x)$ |
| Coef | SE | Coef | SE | Coef | SE | Coef | SE | Coef | SE | Coef | SE | Coef | SE | Coef | SE |
| Constant | -2.880 *** | 0.023 | -3.030 *** | 0.029 | -2.718 *** | 0.021 | -2.597 *** | 0.027 | -2.742 *** | 0.034 | -2.931 *** | 0.036 |
| Depth shocks | -0.043 *** | 0.015 | -0.043 ** | 0.189 | -0.039 * | 0.023 | 0.027 * | 0.014 | 0.025 | 0.018 | 0.024 | 0.023 |
| ES shock | 0.048 *** | 0.016 | 0.045 * | 0.199 | 0.039 * | 0.023 | 0.126 *** | 0.014 | 0.104 *** | 0.018 | 0.132 *** | 0.018 |
| RQS shocks | 0.079 *** | 0.020 | 0.021 | 0.199 | 0.029 | 0.098 *** | 0.016 | 0.068 *** | 0.020 | 0.122 *** | 0.023 |
| NT | 0.142 *** | 0.011 | 0.121 *** | 0.014 | 0.137 *** | 0.013 | 0.074 *** | 0.014 | 0.073 *** | 0.015 | 0.064 *** | 0.019 |
| Resiliency | 0.640 * | 0.359 | 0.725 ** | 0.370 | 0.022 | 0.063 | -0.007 | 0.013 | 0.001 | 0.007 | 0.279 *** | 0.003 |
| OF Imbalance | 0.038 *** | 0.007 | 0.031 *** | 0.009 | 0.037 *** | 0.009 | 0.036 *** | 0.007 | 0.029 *** | 0.009 | 0.038 *** | 0.011 |
| Volatility | -0.287 *** | 0.103 | -0.206 | -0.128 | -0.349 *** | 0.105 | -0.791 *** | 0.134 | -0.864 *** | 0.195 | -0.578 *** | 0.167 |
| Consumer confidence | -0.060 *** | 0.014 | -0.055 *** | 0.013 | -0.054 *** | 0.013 | -0.049 *** | 0.014 | -0.045 | 0.013 | -0.044 *** | 0.012 |
| Construction spending | -0.064 ** | 0.029 | -0.057 ** | 0.026 | -0.060 ** | 0.027 | -0.100 *** | 0.038 | -0.095 *** | 0.035 | -0.091 *** | 0.034 |
| GDP second report | -0.097 * | 0.053 | -0.107 ** | 0.050 | | | | | | | |
| GDP third report | 0.066 * | 0.037 | 0.059 * | 0.034 | 0.065 * | 0.036 | 0.205 * | 0.092 | 0.205 * | 0.092 | |
| Initial claims | | | | | | | | | | | | | |
| Leading indicators | | | | | | | | | | | | | |
| Nonfarm payroll | -0.177 * | 0.100 | | | | | | | | | | |
| Personal income | | | | | | | | | | | | |
| PPI | | | | | | | | | | | | |
| Treasury Budget | | | | | | | | | | | | |
| Other announcements | | | | | | | | | | | | |
| YES | YES | YES | YES | YES | YES | YES |
| McFadden R²(%) | 7.25 | 5.51 | 8.17 | 5.08 | 4.02 | 5.79 |

Notes: The table reports the coefficient estimates (Coef) of the probit model and their robust standard errors (S.E.). Models 1–3 report the results for SPDR Spiders. Models 4–6 report the results for SPDR Gold. ***, **, * denote the 1%, 5%, and 10% significance levels, respectively.
Turning to specific macroeconomic announcement surprises, it is interesting to observe that a negative surprise to consumer confidence and construction spending surveys causes jumps and signed jumps in both ETFs. A positive surprise to the third GDP report causes jumps and signed jumps in the SPDR Spiders ETF. A positive (negative) surprise to the personal income survey (PPI) causes jumps in SPDR Gold. All other statistically significant announcement surprises have an asymmetric impact on signed jumps (second GDP report, personal income in the SPDR Spiders series, and leading indicators, Institute for Supply Management survey (ISM) non-manufacturing, nonfarm payroll, and treasury budget announcement surprises in the SPDR Gold series). It is noted that models in Table 4 are estimated using macroeconomic announcement surprises without including liquidity variables. The effect size and statistical significance of macroeconomic announcement surprises are similar to the ones reported in Table 4, which include liquidity variables. Hence, for brevity, these results are not reported.

5.3. Cojumps Analysis

This section investigates the relationship between macroeconomic news surprises and the probability of observing cojumps across SPDR Spiders and SPDR Gold. Cojumps are statistically significant jumps occurring in more than one time series simultaneously. Cojumps are identified following Lahaye et al. (2011) as

\[ \text{cojump}_{jt} = \prod_i I(|J_i|), \]

where \( |(.) \) is an indicator function that takes a value of 1 when two statistically significant jumps are detected on the two ETF time series simultaneously at the intraday interval \( j \) during day \( t \). Because the optimal sampling frequency is time-varying, it is not possible to match the return of the two series for the same timestamp. Instead, a 5-min frequency is chosen to construct cojumps. This frequency is close to the average optimal sampling frequency of both time series over the sampling period considered. Intraday jumps are detected using the Andersen et al. (2007b) test using a significance level of \( 10^{-5} \). Using Equation (10); there are 236 cojumps observed during the overlapping period in the sample from June 2007 to December 2010. About 12.29% of these cojumps occur within the 20-min interval that follows a macroeconomic announcement. This indicates that simultaneous jumps across SPDR Spiders and SPDR Gold are linked to changes to the fundamentals of the U.S. economy. Table 5 identifies the most important macroeconomic announcement surprises that are linked to cojumps using estimates from a probit model. The model is estimated using all macroeconomic announcements. For brevity, only the statistically significant announcements are reported.

Results in Panel A of Table 5 show that 3 out of 26 macroeconomic announcement surprises (consumer confidence, initial jobless claims, and leading indicators) are statistically significant and cause cojumps in SPDR Spiders and SPDR Gold. Positive surprises to the initial jobless claims and the leading indicators survey result in negative cojumps. A negative surprise to consumer confidence results in cojumps regardless of their sign. Results in Panel B of Table 5 show that liquidity shocks, resiliency, and trading activity are associated with the frequency of observing cojumps in SPDR Spiders and SPDR Gold.

Results show consistency in the effect sign of shocks in the depth and width dimensions of liquidity for both ETFs. Before the occurrence of cojumps, there is a decline in the depth and a surge of trading costs in both ETFs; however, trading activity and intraday volatility increase in SPDR Spiders and decline in SPDR Gold. This is likely since traders may use these assets for different motives. While SPDR Spiders may be viewed as an investment or hedging instrument, SPDR Gold is likely to be used,
like gold, as a safe haven asset as well (see Baur and Lucey 2010). Prior to realizing cojumps, resiliency is improved in SPDR Gold; however, it deteriorates in SPDR Spiders.

Table 5. Cojumps, liquidity, and macroeconomic news.

| Model | 1 | 2 | 3 |
|-------|---|---|---|
| **Panel A** | | | |
| Dep. Variable | $P(\text{cojump} = 1|x)$ | $P(\text{cojump}^+ = 1|x)$ | $P(\text{cojump}^- = 1|x)$ |
| Coef | SE | Coef | SE | Coef | S.E. |
| Constant | -2.703 *** | 0.02 | -2.994 *** | 0.03 | -3.079 *** | 0.034 |
| Consumer Confidence | -0.037 *** | 0.011 | -0.034 *** | 0.01 | -0.033 *** | 0.01 |
| Initial Jobless Claims | 0.107 ** | 0.055 | 0.167 ** | 0.069 |
| Leading Indicators | 0.574 * | 0.313 | 0.736 ** | 0.349 |
| Other announcements | YES | YES | YES | YES | YES |
| McFadden $R^2(\%)$ | 1.00 | 0.09 | 4.00 |
| **Panel B** | | | |
| Dep. variable | $P(\text{cojump} = 1|x)$ | $P(\text{cojump}^+ = 1|x)$ | $P(\text{cojump}^- = 1|x)$ |
| Coef | SE | Coef | SE | Coef | S.E. |
| Constant | -3.193 *** | 0.167 | -3.793 *** | 0.266 | -3.105 *** | 0.184 |
| Depth shocks | -0.133 *** | 0.018 | -0.113 *** | 0.02 | -0.113 *** | 0.024 |
| RQS shocks | 0.022 *** | 0.005 | 0.007 | 0.023 | 0.025 *** | 0.025 ***** |
| NT Spiders | 0.258 *** | 0.029 | 0.192 *** | 0.029 | 0.206 *** | 0.058 |
| Resiliency | -0.031 *** | 0.005 | -0.040 *** | 0.007 | -0.036 *** | 0.008 |
| OF Imbalance | 0 | 0.0001 | <0.0001 | 0.002 | 0.001 |
| Volatility | 0.019 *** | 0.123 | 0.075 | 0.161 | 0.032 | 0.03 |
| Depth shocks | -0.493 *** | 0.106 | -0.687 *** | 0.155 | -0.229 * | 0.18 |
| RQS shocks | 0.004 *** | 0.001 | 0.004 *** | 0.001 | 0.003 *** | 0.18 |
| NT Gold | -1.138 *** | 0.203 | -0.647 *** | 0.194 | 0.001 | 0.303 |
| Resiliency | 0.038 ** | 0.018 | 0.026 | 0.023 | 0.058 ** | 0.04 |
| OF Imbalance | -0.001 ** | 0 | -0.0005 | 0.001 | -0.001 ** | 0.0005 |
| Volatility | -0.060 * | 0.034 | -0.032 | 0.033 | -0.107 | 0.126 |
| McFadden $R^2(\%)$ | 37.98 | 37.02 | 31.67 |

Notes: Panel A of the table reports the coefficient estimates (Coef) of a probit model and their robust standard errors (S.E.). The estimated probit models use cojumps and signed cojumps on the left-hand side, as indicated in the column headings above. ***, **, * denote the 1%, 5%, and 10% significance levels, respectively.

5.4. Post-Jump Price Discovery

This section investigates whether jumps contribute to price discovery in the ETFs used in this study by estimating the following model,

$$r_{j+1}^{\text{mid}} = \alpha + \gamma_{\text{jump}}D_{\text{jump}} + \beta_1 OF_{j+1} + \beta_2 OF_{j+1}D_{\text{jump}} + \epsilon_{j+1} \tag{10}$$

where $r_{j+1}^{\text{mid}}$ is the logarithmic rate of return calculated from mid-quote at the end of intraday time interval $j$, $\alpha$ is the intercept, $D_{\text{jump}}$ is a dummy variable that takes a value of 1 if a jump occurs and 0 otherwise, $OF$ the order flow imbalance as defined in Section 3.3, $\beta_1$ captures the price impact of the order flow imbalance if no jump occurs, $\beta_2$ is the additional price impact of post-jump order flow, and $\epsilon_{j+1}$ is the error term.

---

7 Estimate of probit models which include macroeconomic news surprises and liquidity variables show similar results to the ones reported in Table 5. Consumer confidence, initial claims, and leading indicators announcements remain significant. News variables do not subsume the information contained in liquidity variables. These results are not reported here for brevity.
Estimates of Equation (10) are reported in Table 6. Results from Model 1 show that the post-jump order flow contributes to price discovery in the SPDR Spiders time series (\(\beta_2\) is positive and statistically significant at the 10% level). Although the statistical evidence is weak, the realizations of jumps reveal information that impacts returns. In Model 2, estimates show that the order flow imbalance is negatively associated with SPDR Gold returns (\(\beta_1\) is statistically significant at the 5% level); however, the effect size is small. Post-jump order flow is positively associated with returns in the SPDR Gold time series (\(\beta_2\) is statistically significant at the 1% level). The size of the coefficient \(\beta_2\) is significantly larger than \(\beta_1\) suggesting that the occurrence of jumps play a significant informational role that affects prices. Results from Models 3 and 4 indicate that the post-jump order flow has a significant and positive effect on the prices in SPDR Spiders and SPDR Gold post the realization of jumps, which indicates that jump realizations contribute to price discovery. Models 5 and 6 reveal a significant informational role associated with post-positive jumps order flow in both ETFs. This role is diminished following the occurrence of a negative jump in the SPDR Gold price time series. Analysis extended to cojumps in Models 7 and 8 confirm the role of regressors shown in Models 5 and 6.

### Table 6. Jumps and price discovery.

| Model | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|-------|---|---|---|---|---|---|---|---|
| Dep. Variable | \(\rho_{mid, SPY}\) | \(\rho_{mid, GLD}\) | \(\rho_{mid, SPY}\) | \(\rho_{mid, GLD}\) | \(\rho_{mid, SPY}\) | \(\rho_{mid, GLD}\) | \(\rho_{mid, SPY}\) | \(\rho_{mid, GLD}\) |
| \(D_{jump,SPY}\) | -0.004 | -0.0006 | 0.256 | 0.254 |
| \(D_{jump,GLD}\) | -0.007 | -0.008 | 0.007 | 0.008 |
| \(D^+_{jump,SPY}\) | -0.365 | 0.353 | 0.377 | 0.371 |
| \(D^-_{jump,SPY}\) | -0.009 | 0.009 | 0.007 | 0.008 |
| \(D^+_{jump,GLD}\) | -0.003 | 0.015 | 0.009 | 0.009 ** |
| \(D^-_{jump,GLD}\) | 0.0012 | 0.001 *** | 0.0012 | 0.001 *** |
| \(D_{cojump}\) | 0.012 | 0.013 | 0.022 | 0.023 ** |
| \(OF_{j+1,SPY}\) | 0.0001 | -1.9 \times 10^{-5} | -0.0001 | -0.0001 |
| \(OF_{j+1,GLD}\) | 0.0001 | 6.78 \times 10^{-5} | 0.0001 | 0.0001 |
| \(OF_{j+1,D_{jump,SPY}}\) | 0.023 * | 0.023 * | 0.033 *** | 0.033 *** |
| \(OF_{j+1,D_{jump,GLD}}\) | 0.307 *** | 0.263 ** | 0.299 *** | 0.299 *** |
| \(OF_{j+1,D^+_{jump,SPY}}\) | 0.071 | 0.107 | 0.107 |
| \(OF_{j+1,D^+_{jump,GLD}}\) | 0.014 | 0.014 |
| \(OF_{j+1,D^-_{jump,SPY}}\) | -0.008 | 0.002 |
| \(OF_{j+1,D^-_{jump,GLD}}\) | 0.022 | 0.019 |
| \(OF_{j+1,D^+_{jump,GLD}}\) | 0.509 *** | 0.564 *** |
| \(OF_{j+1,D^-_{jump,GLD}}\) | 0.101 | 0.14 |
| Constant | 0.0012 | 0.001 *** | 0.0012 | 0.001 *** |
| \(R^2\) (%) | 0.01 | 0.3 | 3.7 | 1.8 | 2.01 | 0.3 | 1.8 |

**Notes:** The table reports the estimates of Equation (10). The top row for each variable reports the coefficient estimates (Coef), and the bottom row reports the corresponding robust standard errors (S.E.) below. ***, **, * denote the 1%, 5%, and 10% significance levels, respectively.
6. Conclusions

This paper investigates the relative contribution of macroeconomic news and liquidity to the frequency of observing intraday jumps. The optimal sampling frequency is determined to mitigate the market microstructure noise observed at the tick level of a return series. Statistically significant intraday jumps are identified using the Andersen et al. (2007b) intraday jump detection test.

The analysis shows that liquidity and trading activity variables are informative about the probability of intraday jumps. The surprise component of scheduled macroeconomic releases induces jumps in SPDR Spiders and SPDR Gold. Results show a decline in posting quotes prior to jumps and an increase in width. There is a heightened level of information asymmetry amongst traders and deteriorating resiliency prior to jumps.

Results identify important macroeconomic announcement surprises that are linked to jumps. The nonfarm payroll (factory orders) announcement surprise is found to be highly significant and impacts the frequency of observing jumps and signed jumps on SPDR Spiders (SPDR Gold). The consumer confidence surprise influences jump and signed jumps in both ETFs. There exists an asymmetric response of jumps to a number of other macroeconomic announcement surprises. Intraday cojumps and signed cojumps are associated with consumer confidence, initial job claims, and leading indicators announcement surprises. Besides, the paper presents evidence that shows a strong association between liquidity and trading activity and intraday cojumps. Lastly, results show that jumps reveal important information to the market, which aids in the process of price discovery for ETFs.
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