H-GAN: the power of GANs in your Hands
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Abstract—We present HandGAN (H-GAN), a cycle-consistent adversarial learning approach implementing multi-scale perceptual discriminators. It is designed to translate synthetic images of hands to the real domain. Synthetic hands provide complete ground-truth annotations, yet they are not representative of the target distribution of real-world data. We strive to provide the perfect blend of a realistic hand appearance with synthetic annotations. Relying on image-to-image translation, we improve the appearance of synthetic hands to approximate the statistical distribution underlying a collection of real images of hands. H-GAN tackles not only the cross-domain tone mapping but also structural differences in localized areas such as shading discontinuities. Results are evaluated on a qualitative and quantitative basis improving previous works. Furthermore, we relied on the hand classification task to claim our generated hands are statistically similar to the real domain of hands.

Index Terms—hands, synthetic-to-real, generative adversarial networks, cycle-consistency, perceptual discriminator, multi-scale, vision transformer

I. INTRODUCTION

The lack of large amounts of high-quality annotated data is still a barrier for supervised deep learning approaches. Manual labelling is tedious and time-consuming, particularly when it comes to per-pixel or 3D annotations. For this reason, generating fully annotated and quasi-unlimited data from a controlled virtual environment emerged as a potential solution to data scarcity. Synthetic data generation, despite its recent success in different fields [2], [3], [4], has at least two major flaws: i) it is challenging, if not impossible, to perfectly simulate real world properties in a synthetic environment, and ii) training deep models exclusively on synthetic data (even if they are photorealistic) commonly exhibits generalization issues in the real domain. In the context of domain adaptation [5], these issues are addressed by reducing the domain distribution discrepancy between synthetic and real data.

Purpose: We focus on changing the visual appearance of synthetically generated hands to approximate the statistical distribution underlying a collection of real images of hands. We focus on hands for two reasons: i) synthetic hands provide full ground-truth annotations, yet they are not representative of the target distribution of real-world data, and ii) large-scale datasets of real hands are sparsely labeled e.g. they lack 3D annotations. In this work, we want to translate synthetic hands to the real domain, preserving the hand shape to ensure the inter-domain ground truth correspondence (see Figure 1).

Our work: For this purpose, we present the H-GAN architecture, a cycle-consistent adversarial learning approach [6]
implementing multi-scale perceptual discriminators [7]. On the one hand, cycle-consistency makes the model learn the mapping between the two domains in an unsupervised fashion and from unpaired images. On the other hand, perceptual discriminators enforce cross-domain content and style transfer by learning statistics in a high-level feature space. Besides tone mapping, this synergy allows the model to hallucinate finer details (see Figure 4) and remove artifacts such as shading discontinuities (see Figure 3). This leads to an overall improvement in the appearance of the generated hands, which we assess on a qualitative and quantitative basis. Our model is closely related to [8], sharing the same goal as their Geometrically consistent CycleGAN (GeoConGAN) model.

**Contributions:** First, we present an adversarial approach for unsupervised domain adaptation reducing the domain gap discrepancy between synthetic and real hands. Second, we show improvements over the proposed baseline [8] on a qualitative and quantitative basis. Furthermore, relying on the hand classification task we claim our generated hands are statistically similar to the real domain of hands. Our source code is available at GitHub.`\(^1\)

II. RELATED WORKS

In this section we provide a brief overview of works on domain adaptation, perceptual losses and synthetic-to-real translation as they are related topics to our task at hand.

**Domain adaptation** aims to narrow the distribution discrepancy between a labeled source domain and an unlabeled or sparsely annotated target domain [5]. Hoffman et al. proposed the Cycle-Consistent Adversarial Domain Adaptation (CyCADA) architecture [9]. To preserve semantic information in the distribution alignment process, they used a semantic task loss to enforce the cycle-consistency. Likewise, Tran et al. [10] proposed an attribute-conditioned Cycle-consistent Generative Adversarial Network (CycleGAN) generating multiple target images with different attributes e.g. day or night. Aiming to translate domain-invariant features, Li et al. [11] proposed a more computationally efficient approach than [9] reporting also better results. Baek et al. [12] proposed a framework based on Generative Adversarial Networks (GANs) and mesh rendering, that adapts the hand-object domain to a hand-only domain, while it learns hand pose estimation. Rad et al. [13] using depth information, showed accurate hand pose estimation on RGB images. For a deeper insight, we recommend the reader to consider [5] reviewing the recent progress on single-source unsupervised domain adaptation.

**Synthetic-to-real translation** is the task of domain adaptation from synthetic data to real data. Advances in this field have enabled the use of quasi-unlimited and fully-labelled synthetically generated data in real-world tasks. Such tasks include vehicle re-identification [14], depth estimation [15], and geometry estimation [16], among others. Closely related to our work, Mueller et al. [8] used a geometrically-consistent CycleGAN for the same goal of closing the gap between synthetic and real images of hands. Concretely, they have used the visually improved and fully-annotated synthetic hands for the 3D hand tracking task. Shrivastava et al. [17] proposed a refiner network to improve synthetically generated images of eyes. Likewise, Atapattu et al. [18] addressed the same task. On the other side, deep image synthesis showed relevant progress for the task at hand. Sangkloy et al. [19] propose the Scribbler method, an adversarial autoencoder design to synthesize images from imperfect hand drawn sketches using sparse color scribbles. Chen and Koltun [20] showed in their work that given a semantic layout, their proposed model is able to synthesize photographic images. The network is trained in a supervised fashion on pairs of photographs and their corresponding semantic layouts.

**Perceptual losses** use activations of pretrained networks such as VGG [21] to train another network. Such features, extracted at different scales, represent not only low-level image details, but also global structure. This has fostered advances in image style transfer and super-resolution [22], [23], texture synthesis [24], image inpainting [25] and image autoencoder embeddings [26], to name a few. Perceptual losses have been widely used in supervised tasks, however in the unsupervised scenario their application is not direct because of the lack of input/target image pairs. In this regard, Wang et al. [27] was the first to implement a multi-scale perceptual discriminator for the unsupervised image-to-image translation task. PerceptualGAN [28] uses perceptual losses to narrow the representation difference between small and large-sized objects to improve small object detection. Correlating perceptual similarity between pairs of images with human perceptual judgement, Zhang et al. [29] found that activations extracted from intermediate layers of a classification network do indeed correspond to human perception.

III. METHOD

We introduce HandGAN (H-GAN), an image-to-image translation model dedicated to narrow the distribution discrepancy between synthetic and real images of hands. With this architecture, we opt to achieve the following objectives:

- **Learning a mapping between synthetic and real hands.** For this purpose, we rely on CycleGANs [6]. These architectures were specifically designed for the unsupervised image translation task given unpaired training data. Their main goal is the cross-domain transfer of low-level appearance such as color or texture while preserving high-level attributes such as content or geometric structure. Our model was built on CycleGANs for two reasons: i) we deal with unpaired data, since for a given image of a synthetic hand we lack its corresponding target image in the real domain and vice versa, and ii) they excel at learning a consistent texture mapping between domains, a fact that helps preserve skin color in the translation. As a drawback, they also one-to-one map unrealistic artifacts from the synthetic domain.

\(^1\)https://github.com/sergiuoprea/hgan
Improving the cross-domain transfer of higher-level details. Synthetic hands sometimes present unrealistic lighting and shadows due to imprecise geometry, among other undesirable artifacts. Avoiding their transfer to the target domain is not straightforward. This behavior is reinforced by the per-pixel losses implemented in the vanilla CycleGAN discriminators. To mitigate this side-effect, perceptual losses [22] showed great potential guiding the learning process in the high-level feature space. This is, matching feature representations extracted from pretrained networks. In contrast to per-pixel losses, these features are robust and invariant to slight image deformations. Relying on high-level features, perceptual discriminators [7] enforce a more precise cross-domain transfer of high-level attributes. Our model implements a perceptual discriminator striving for a consistent inter-domain mapping of high-level cues. This will reduce to some extent shading discontinuities (see Figure 3) and makes the model hallucinate content from the source domain such as hair (see Figure 4).

A. HandGAN Model

HandGAN is built on CycleGANs [6], and implements multi-scale perceptual discriminators [7] to enhance the translation of high-level appearance cues. Our model improves results compared to a state-of-the-art work [1]. Its architecture is depicted in Figure 2.

Using CycleGANs: These models were designed for the unsupervised image-to-image translation task with unpaired data. They consist of two generators and discriminators (one generator and discriminator per domain) trained in an adversarial fashion. While generators perform the inter-domain translation, discriminators supervise their learning process based on the internal representation learned from each domain. The goal is to make generated data follow the underlying distribution of the target domain so as to fake discriminators.

Inspiration by GeoConGAN: On top of CycleGAN architecture, GeoConGAN implements a geometrically-consistent loss designed to preserve the shape of the hand in the translation. This is the binary cross-entropy between the hand shape in the source and target domains. For this purpose, it uses a pretrained network (SilNet) to segment the shape of a hand. This prevents the implementation of GeoConGAN as an end-to-end network, leading to additional memory overhead. The advantages of the SilNet are clear when datasets do not provide hand segmentation masks. However, its usefulness is an open question as CycleGANs inherently preserve structure during the translation using the cycle and identity losses. If hand segmentation masks are provided, these could be used in the
Multi-scale perceptual discriminator: Our approach is to implement a multi-scale perceptual discriminator based on feature representations extracted at different scales from a pretrained VGG16 net [21]. Following the original implementation [7], it consists of stacking learnable convolutional blocks used to process activations extracted at different scales from the VGG-16. Multi-scale representations help the model to learn from data represented at different levels of abstraction, enforcing the inter-domain mapping of both low-level and high-level features.

C. Loss functions

Let $R$ and $S$ be the real and synthetic domains of hand images where $r_i \in R$ and $s_i \in S$ are samples from each domain. We denote the data distribution as $r \sim p_{data}(r)$ and $s \sim p_{data}(s)$. On the one side, the goal is make generators $G_s$ and $G_r$ learn two mappings $G : R \rightarrow S$ and $F : S \rightarrow R$, respectively. On the other side, discriminator $D_r$ discriminates between image $r_i$ and translated image $F(s_i)$; likewise, discriminator $D_s$ aims to distinguish between $s_i$ and $G(r_i)$. Generators and discriminators are trained simultaneously, in an adversarial fashion.

Following the recommendations in the original CycleGAN, we have used the least-squares loss [32] to stabilize training. For instance, generator $G_s$ and discriminator $D_s$ are trained as follows:

$$
\mathcal{L}_{GAN}(D_S, R, S) = \frac{1}{2} \mathbb{E}_{s \sim p_{data}(s)} [(D_S(s) - 1)^2]
$$

$$
\mathcal{L}_{GAN}(G_S, R, S) = \frac{1}{2} \mathbb{E}_{s \sim p_{data}(s)} [(D_S(G_S(r)) - 1)^2]
$$

In the case of the multi-scale perceptual discriminators, their inputs are features extracted from the VGG network at four different scales. Moreover, the outputs of the discriminator are also at multiple scales. Formally, $D_S(s)$ and $D_S(G_S(r))$ output vectors $Y$ and $Z$ of $n$ elements where $n$ is the total number of output scales. Under this configuration, $\mathcal{L}_{GAN}(D_S, R, S)$ loss is computed as $\sum_{i=1}^{n} \frac{1}{2} (Y_i - 1)^2 + \frac{1}{2} (Z_i)^2$. Regarding cycle consistency and identity losses, we have used the implemented in the original CycleGAN [6].

IV. Results

In this section we define the model selection methodology and the evaluation procedure. Once selected, the best performing model configurations will be analyzed on a qualitative and quantitative basis. The qualitative evaluation consists of a visual inspection of the generated images in terms of skin color mapping realism, high-level details transfer, and artifact presence. Furthermore, results will be compared with the baseline method using perceptual metrics.

A. Implemented models and training details

At the architectural level we have tested different generator/discriminator combinations. We varied the number of residual blocks in the generators and the discriminator type (patch, pixel and perceptual). Regarding the multi-scale perceptual discriminators we use outputs at different scales, concretely, squared patches of 16, 8 and 4 size. The implemented models are the following:

- **GeoConGAN** [8]. Baseline model with a patch discriminator and a ResNet generator with 9 residual blocks.
- **pixCycleGAN4**. Implements a ResNet generator with 4 residual blocks and a pixel discriminator.
- **pixCycleGAN6**. Different from pixCycleGAN4 it uses 6 residual blocks in the generator.
- **msH-GAN4**. Features a multi-scale perceptual discriminator and a ResNet with 4 residual blocks.
- **msH-GAN6**. Different from msH-GAN4, it uses a 6 residual blocks in the generator.
In order to select the best performing models, an exhaustive testing with different hyperparameter configurations was carried out. We explored changes in: learning rates, the identity loss scale factor to seek for the best diversity/fidelity ratio in the generated data, image sizes for training and validation, and training batch size, among others.

Baseline: GeoConGAN model is the latest work developed for the task at hand. Therefore, it is the baseline for our H-GAN model for comparison purposes. GeoConGAN was trained following the original implementation details [8]. For the unspecified hyperparameters, we have used the default CycleGAN configuration. Concretely, it is based on a Resnet generator with 9 residual blocks and a patch discriminator, both trained with a learning rate of 0.0002. As a difference, our models do not rely on their hand shape-based loss. We directly use the provided masks in the dataset (with a previous preprocessing to remove noise and artifacts) to mask the generated images.

Training details: All the models were trained with random cropped input images of 128×128 size and validated on bigger images of 256×256 using the Frechet Inception Distance (FID) metric. Discriminators and generators were trained with a 0.00005 learning rate on the whole datasets for 10 epochs. Networks were initialized using Xavier. Regarding weighted losses, we have used 0.5 and 10 weights for the identity loss and cycle loss, respectively. No learning rate schedulers were used. All the models were implemented using PyTorch Lightning framework and trained on NVIDIA TITAN Xp/V GPUs.

B. Evaluation procedure

We conducted an in-depth model search procedure to identify the best hyperparameter configurations. As a first step, a visual inspection of the results was carried out to broadly prune the less promising configurations. The fine-grain selection was performed validating the models using the FID metric. Once training is completed, a quantitative evaluation is performed on the test set (2000 images) using the FID and Kernel Inception Distance (KID) metrics.

Metrics: Performance evaluation of generative models is challenging [33], [34] because of the lack of an explicit likelihood measure. Visual inspection to evaluate generated data quality is still a de facto evaluation protocol in the domain adaptation literature. However, some perceptual metrics such as FID [35] and KID [36] were used as ad-hoc metrics correlated with the quality of the generated images. Particularly, FID compares Gaussian statistics computed from activations (extracted from Inception V3 network) between the generated images and a bunch of samples from the target distribution. Conversely to FID, KID serves as an unbiased evaluation metric. Since both metrics are mere statistical approximations to the true difference, they guarantee no correlation with performance on
TABLE I: Perceptual metrics evaluating the implemented models. The msH-GAN4 and msH-GAN6 models obtained better results compared to the GeoConGAN baseline and vanilla CycleGANs.

| method       | FID $\downarrow$ | KID $\downarrow$ |
|--------------|------------------|-------------------|
| pixCycleGAN6 | 71.639           | 0.0530 ± 0.0065   |
| pixCycleGAN4 | 70.815           | 0.0517 ± 0.0065   |
| GeoConGAN    | 66.786           | 0.0481 ± 0.0065   |
| msH-GAN4     | 63.297           | **0.0479 ± 0.0067** |
| msH-GAN6     | **63.185**       | 0.0480 ± 0.0066   |

real-world tasks [33]. However, they empirically demonstrated their usefulness in quantitative evaluations. Therefore, our quantitative analysis stands on these two metrics.

Datasets: For training and validation we have used the SynthHands [1] and RealHands [8] datasets. The former provides synthetically generated images from an egocentric view. It contains fully-annotated images of male and female hands, both with and without object interaction. However, hand textures show undesirable artifacts and uncanny lighting or skin color. From the real domain, the RealHands dataset provides hand images of 7 different subjects with different skin tones and hand shapes. They were captured using a low-resolution webcam on a green-screen setup. Under this configuration, some images and their segmentation masks are blurry and contain strange artifacts. To use the masks in our models, we have refined them as follows. First, we reduced speckle noise using median filtering. Next, we addressed artifacts by searching for contours in the masks and removing those of a smaller area assuming the hand is the biggest contour. Finally, we performed morphological operations such as closing, to fill some gaps in the hand mask, and erosion to remove residual background pixels on the hand border.

C. Qualitative and quantitative analysis

The qualitative and quantitative evaluation was performed on the test set containing 2000 images of hands. First, a rough visual inspection was performed to determine the overall consistency in the skin color mapping over the whole test set. In this regard, perceptual-based approaches have shown greater consistency. This means that the generated hands are in general of a higher visual quality showing more similarities in the skin color with the real images of hands. On the other hand, approaches using pixel discriminators (pixCycleGAN4 and pixCycleGAN6) reported sharper hands (see top row in Figure 5) and a more consistent hand shape preservation in the translation. The latter was detected by inspecting the small gaps between hand fingers (see middle row in Figure 5). In this regard, pixel discriminators are helpful since they make the decision at the pixel-level. However, they also tend to one-to-one map the synthetic skin tone and geometry artifacts to the real domain. As we can observe in Figure 5, the differences are noteworthy. This difference is also reflected in both FID and KID metrics, reporting worse quantitative results.

On the other side, PatchGAN-based discriminators tend to fill the tiny gaps between hand fingers (see msH-GAN6, middle row sample in Figure 5). To combat this side-effect, the GeoConGAN architecture relies on a UNet network (called SiNet) to segment the hand shape which is then used in their geometrically-consistent loss function. However, the differences with the msH-GAN4 model in terms of hand shape preservation are not clear. The latter uses the preprocessed hand masks which are applied to the generated images instead of an external architecture. This makes the model end-to-end and more parameter efficient avoiding the extra memory overhead.

Quantitatively, perceptual-based approaches reported better results than the GeoConGAN [8] model. However, very subtle differences were noticed on the KID metric. Furthermore, we claim that, for the problem at hand, the difference in the number of residual blocks in the generators has no major relevance to performance. Overall, the best performing methods were the msH-GAN4 and msH-GAN6 models. However, msH-GAN4 presented sharper results, subtle differences in skin color (visually more similar to the real hands) and was also less prominent in filling the gaps between fingers.

D. A note on cross-domain similarity

We rely on the hand classification task to claim our generated hands are statistically similar to the real domain of hands. We assume generated and real hands approximate a similar distribution if a classifier: (a) without being trained on generated hands, classifies most of them as real hands, and (b) confuses real with generated hands and vice versa, when learning to discriminate between them. We use metrics such as precision, recall, f1-score and accuracy, along with a confusion matrix showing the number of misclassified images, to analyze how similar is our generated data to the real domain of hands.
TABLE II: Evaluation of the ViT model trained for binary classification (synthetic or real) and tested with synthetic (syn), real (rea) and generated (gen) hands. For training, we assume real and generated hands belong to the same class (real). Notice both classes were classified indistinguishably reporting slight differences in the metrics. || denotes separation between classes.

| # | train set | test set | precision↑ | recall↑ | f1-score↑ | accuracy↑ |
|---|-----------|----------|------------|---------|-----------|-----------|
| 1 | syn || rea | syn || rea | 94.51 || 97.38 | 97.46 || 94.34 | 95.96 || 95.84 | 95.90 |
|   |          |          | 95.62 || 97.18 | 97.23 || 95.54 | 96.42 || 96.35 | 96.39 |
| 2 | syn || gen | syn || rea | 95.29 || 92.65 | 92.43 || 95.43 | 93.84 || 94.02 | 93.93 |
|   |          |          | 98.91 || 93.60 | 93.23 || 98.97 | 95.98 || 96.21 | 96.10 |
| 3 | syn || (½ rea, ½ gen) | syn || rea | 94.83 || 96.96 | 97.03 || 94.71 | 95.92 || 95.82 | 95.87 |
|   |          |          | 97.25 || 97.15 | 97.14 || 97.26 | 97.20 || 97.20 | 97.20 |

TABLE III: Evaluation of the ViT model trained on synthetic, real and generated images of hands (10,500 images per class). Notice how the model precisely classifies the synthetic hands, while confuses the real and generated classes reporting lower precision, recall and f1-score.

| class     | precision↑ | recall↑ | f1-score↑ |
|-----------|------------|---------|-----------|
| synthetic | 0.9540     | 0.9546  | 0.9543    |
| real      | 0.7930     | 0.8329  | 0.8124    |
| generated | 0.8468     | 0.8037  | 0.8247    |

| Predicted Class | syn | rea | gen |
|-----------------|-----|-----|-----|
| syn             | 3341 | 121 | 40  |
| rea             | 114  | 2915| 647 |
| gen             | 45   | 465 | 2813|

For (a), we have trained the Vision Transformer (ViT) [38] model to distinguish between synthetic and real images of hands. Without the model knowing what a generated hand looks like, the goal is to classify the generated images and determine to which class (synthetic or real) they belong. We assume that if most of the generated images are classified as real hands, they approximate a similar distribution. Three different training sets with equal contribution per class were used in this first experiment:

1) 10,500 synthetic and 10,500 real images.
2) 10,500 synthetic and 10,500 generated images.
3) 10,500 synthetic and a combination of 5,250 real and 5,250 generated images representing the real hand class.

The real and generated images were classified as real hands with similar precision in all tested scenarios (see Table II). Furthermore, the use of a combination of generated and real images in the training set showed better results in classifying the generated images, while maintaining similar performance in classifying real hands.

But, what if we consider the generated hands belong to a different class? For (b) we want the Vision Transformer (ViT) model to learn the differences between real and generated hands. Note that the generated and synthetic hands have the same shape, but a different appearance. This shape correspondence overcomplicates the classification task and makes the ViT model focus on the appearance of the hand rather than its shape. Assuming that the generated and real hands share similarities at a distribution level, the model should confuse these two classes, i.e. misclassify a generated hand as real and vice versa. We show the number of misclassified samples in the confusion matrix (see Figure 7) and the model performance in terms of precision, recall and f1-score in Table III. The ViT model precisely (95.40%) classifies the synthetic hands, yet it confuses the generated with the real hands and vice versa. Concretely, 647 (18%) of the real hands were classified as generated and 465 (13%) of the generated hands as real. The misclassification has a direct impact on the per-class precision, recall and f1-score revealing the similarities between the generated and real hands.

Models were trained for 20 epochs with a learning rate of 0.00001 and tested with 3,500 samples per class. For more implementation details, see the code repository.

V. CONCLUSIONS

Despite the wealth of approaches in the domain adaptation field, methods addressing the synthetic-to-real translation of hands are few. On this line, we proposed the H-GAN model...
aiming to provide the perfect blend of a realistic hand appearance with synthetic annotations. We showed our H-GAN tackles not only inter-domain tone mapping but also hallucinates finer details. After an exhaustive model selection procedure, we reported comparable results to previous approaches on a qualitative and quantitative basis. We outperformed the GeoConGAN [8] model on FID and KID metrics. Furthermore, the generated data was used in a classification network demonstrating its usefulness in real-world applications.
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