Analytical Results for a Small Multiple-layer Parking System
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Abstract—In this article a multilayer parking system of size \( n = 3 \) is studied. We prove that the asymptotic limit of the particle density in the center approaches a maximum of 1/2 in higher layers. This means a significant increase of capacity compared to the first layer where this value is 1/3. This is remarkable because the process is solely driven by randomness. We conjecture that this result applies to all finite parking systems with \( n \geq 2 \).

I. INTRODUCTION

Suppose we have a lattice \( L(x, r) \) consisting of sites \((x, r)\) with positions \( x \in \{-2, -1, 0, 1, 2\} \) and heights \( r \in \mathbb{N} \). At each position particles arrive according to independent Poisson processes \( N_t(x) \). We impose boundary conditions \( N_t(-2) = N_t(2) = 0 \). The particles pile up across the layers but they are not allowed to “interfere” with particles earlier deposited in neighboring sites at the same layer. In other words, the horizontal distance between two particles has to be at least 2. Furthermore, the model has no screening i.e. the particles are always deposited in the lowest possible layer (see Fig. 1).

Our model can be formulated more precisely in the following way.

1) The state-space is \( F := (L, \mathbb{N}^+)^{\{0,1\}} \).
2) The process \( \kappa_t(x, r) = 1 \) if there is a particle at \((x, r)\) at time \( t \) and 0 otherwise.
3) When a particle arrives at site \( x \) at time \( t \), it will be deposited in \( h_1(x) := \min\{r : \kappa_t(y, r) = 0, \forall y \in \mathbb{N} \} \), where neighborhood set \( N_x \) consists of site \( x \) and the sites with distance 1 from it.

The density \( \rho_t(x, r) \) of a site at \((x, r)\) is defined as the expectation of the occupancy of that site at time \( t \), or \( \rho_t(x, r) := \mathbb{E}\kappa_t(x, r) \). The end-density of a site is \( \rho_\infty(x, r) \).

Our models can be viewed either as particle deposition, car parking [1][2], or as models for random sequential adsorption [3]. In this article we will use the terminology of particle deposition. We focus on the densities of the sites in the center, i.e. those with coordinates \((0, r)\), \( r \in \mathbb{N}^+ \). The majority of the existing literature in which discrete parking is analytically treated is about monolayer models [2][4][5], while most literature about multi-layer models is based on simulations [6][7]. However, in [6] it was shown that in an infinite parking system the second layer has a higher capacity than the first layer and in [2] time-dependent density formulas for the first few layers of small finite parking systems are calculated.

II. PARTICLE DENSITIES IN THE CASE OF DEPOSITION AT 3 VERTICES ON AN INTERVAL

In this section we will analytically calculate the end-densities in the case of a system with 3 vertices.

Theorem 1: Consider a multilayer parking system with three vertices. The average density at vertex 0 at height \( h + 1 \geq 1 \) and at time \( t \) obeys the following formula

\[
\rho_t^{(h+1)}(0) = \sum_{k=0}^{h} \binom{h}{k} \left( \frac{1}{3} \right)^k \sum_{i=0}^{h+k+1} \binom{h+k+1}{i} e^{-3t} + 2 \binom{h}{k} \sum_{j=0}^{k-1} \left( \frac{1}{3} \right)^{h+j+1} \sum_{i=0}^{h+k+1} \binom{h+k+1}{i} e^{-3t} \tag{1}
\]

Fig. 1: Parking lattice consisting of 3 positions where parking is allowed. Three particles have already arrived consecutively at positions 0, -1, and 0. The next particle will be deposited either in A, B, or C depending on the position (-1, 0, or 1 respectively) where it arrives. The ‘×’ symbols at -2 and 2 indicate that at those x-positions no particles arrive.
A. Proof of Theorem 1

The proof of this result is based on the fact that a new particle that arrives at \( x \) at time \( t \) will always be deposited in layer \( h_t(x) + 1 \). Therefore the derivative of the density at a height \( y+1 \) at time \( t \) is equal to the probability that \( H_t(x) = y \).

For the height stochastic variable \( H_t(0) \) we can state that

**Lemma 1:**

\[
H_t(0) = N_t(0) + \max(N_t(-1), N_t(1))
\]

where \( N_t(x) \) is the number of Poisson arrivals at site \( x \) at time \( t \).

**Proof:**
Recall from the Introduction that the height \( H_t(0) \) at position 0 is defined as the total number of layers containing one or two particles. So, we may write

\[
H_t(0) = \sum_{r=1}^{\infty} \kappa_r(-1, r) + \kappa_r(0, r) + \kappa_r(1, r)
- \kappa_r(-1, r)\kappa_r(1, r)
= N_t(0) + N_t(-1) + N_t(1)
- \sum_{r=1}^{\infty} \kappa_r(-1, r)\kappa_r(1, r)
\]

The value of the last term may be written as

\[
\sum_{r=1}^{\infty} \kappa_r(-1, r)\kappa_r(1, r)
= \begin{cases} 
N_t(-1) & \text{if } N_t(-1) \leq N_t(1) \\
N_t(1) & \text{if } N_t(-1) > N_t(1) 
\end{cases}
\]

or more simply

\[
\sum_{r=1}^{\infty} \kappa_r(-1, r)\kappa_r(1, r) = \max(N_t(-1), N_t(1))
\]

Combining this result with (3) completes the proof of the lemma.

The next step is to calculate the probability \( \Pr(H_t(0) = h) \). Therefore we first need to derive the density of the term \( \max(N_t(-1), N_t(1)) \).

**Lemma 2:**

\[
\Pr(\max(N_t(-1), N_t(1) = n) = \left( e^{-t \frac{n^h}{n!}} \right)^2 + 2e^{-t \frac{n^h}{n!}}e^{-t} \sum_{j=0}^{n-1} \frac{j^h}{j!}
\]

**Proof:**

\[
\Pr(\max(N_t(-1), N_t(1) = n)
= \Pr([N_t(-1) = n] \cap [N_t(1) < n])
+ \Pr([N_t(1) = n] \cap [N_t(-1) < n])
+ \Pr(N_t(-1) = N_t(1) = n)
= 2\Pr([N_t(-1) = n] \cap [N_t(1) < n])
+ \Pr(N_t(-1) = N_t(1) = n)
= 2\Pr(N_t(-1) = n)\Pr(N_t(1) < n)
+ \Pr(N_t(1) = n)^2
= 2e^{-t \frac{n^h}{n!}}e^{-t} \sum_{j=0}^{n-1} \frac{j^h}{j!} + \left( e^{-t \frac{n^h}{n!}} \right)^2
= 2e^{-t \frac{n^h}{n!}}e^{-t} \sum_{j=0}^{n-1} \frac{j^h}{j!} - e^{-t \frac{n^h}{n!}}
\]

The combination of lemma 1 and lemma 2 provides us a useful expression for the height. Since the probability that \( H_t(x) = y \) equals the derivative of the density of the site at height \( y+1 \) at time \( t \) we can continue as follows.

**Proof:**

\[
\rho_t^{(h+1)}(0) = \Pr(H_t(0) = h)
= \Pr(N_t(0) + \max(N_t(-1), N_t(1) = h)
= \sum_{k=0}^{h} \Pr(N_t(0) = h - k)
\times \Pr(\max(N_t(-1), N_t(1) = k)
= \sum_{k=0}^{h} e^{-t \frac{(h-k)^k}{k!}} \left( \frac{2e^{-t \frac{k-1}{k!}}}{k!} \sum_{j=0}^{k-1} \frac{e^{-t \frac{j^h}{j!}}}{j!} \right)
= 2t^h e^{-3t} \sum_{k=0}^{h} \frac{1}{k!(h-k)!} \left( \sum_{j=0}^{k-1} \frac{j^h}{j!} \right)
+ t^h e^{-3t} \sum_{k=0}^{h} \frac{1}{k!(h-k)!} \frac{t^k}{k!}
\]

Integrating this expression results in the time-dependent densities \( \rho_t^{(h+1)} \) for layer \( h + 1 \). So, we have

\[
\rho_t^{(h+1)}(0) = 2 \sum_{k=0}^{h} \frac{1}{k!(h-k)!} \sum_{j=0}^{k-1} \frac{t^j}{j!} e^{-3x} dx
+ \sum_{k=0}^{h} \frac{1}{k!(h-k)!} \frac{t^k}{k!} e^{-3x} dx
\]

Now we use the identity

\[
\int e^{-ax} x^k dx = -\frac{s!}{a^{s+1}} e^{-ax} \sum_{i=0}^{s} \frac{(ax)^i}{i!}
\]
end-density

and get

\[
\rho_t^{(h+1)}(0) = 2 \sum_{k=0}^{h} \left[ \frac{1}{k!(h-k)!} \sum_{j=0}^{k-1} \frac{(h+j)!}{j!} \left( 1 - e^{-3t} \sum_{i=0}^{h+k} \frac{(3t^i)}{i!} \right) \right] \\
\times \left( 1 - e^{-3t} \sum_{i=0}^{h+k} \frac{(3t^i)}{i!} \right) \\
+ \sum_{k=0}^{h} \left[ \frac{(h+k)!}{k!(h-k)!} \left( 1 - e^{-3t} \sum_{i=0}^{h+k} \frac{(3t^i)}{i!} \right) \right] \\
+ \sum_{k=0}^{h} \left[ \frac{(h+k)!}{k!(h-k)!} \left( 1 - e^{-3t} \sum_{i=0}^{h+k} \frac{(3t^i)}{i!} \right) \right] \\
\times \left( 1 - e^{-3t} \sum_{i=0}^{h+k} \frac{(3t^i)}{i!} \right)
\]

\[
= 2 \sum_{k=0}^{h} \left[ \frac{1}{k!(h-k)!} \sum_{j=0}^{k-1} \frac{(h+j)!}{j!} \left( 1 - e^{-3t} \sum_{i=0}^{h+k} \frac{(3t^i)}{i!} \right) \right] \\
+ \sum_{k=0}^{h} \left[ \frac{(h+k)!}{k!(h-k)!} \left( 1 - e^{-3t} \sum_{i=0}^{h+k} \frac{(3t^i)}{i!} \right) \right] \\
+ \sum_{k=0}^{h} \left[ \frac{(h+k)!}{k!(h-k)!} \left( 1 - e^{-3t} \sum_{i=0}^{h+k} \frac{(3t^i)}{i!} \right) \right] \\
\times \left( 1 - e^{-3t} \sum_{i=0}^{h+k} \frac{(3t^i)}{i!} \right)
\]

(11)

This may be rewritten as (with \( r = h + 1 \)).

\[
\rho_t^{(r)}(0) = \sum_{k=0}^{r-1} \left[ \frac{(r-1)}{k!(r+k-1)} \right. \\
\left. + 2 \left( \frac{(r-1)}{k} \right) \sum_{j=0}^{k-1} \frac{(r+j-1)}{3^{r+j}} \right] \\
- \sum_{k=0}^{r-1} \left[ \frac{(r-1)}{k} \sum_{j=0}^{k-1} \frac{(r+k-1)}{3^{r+k}} \right] \\
+ 2 \left( \frac{(r-1)}{k} \right) \sum_{j=0}^{k-1} \frac{(r+j-1)}{3^{r+j}} \\
\times \sum_{i=0}^{r+j-1} \frac{(3t^i)}{i!} e^{-3t}
\]

For the first few layers Theorem I provides:

\[
\begin{align*}
\rho_t^{(1)} &= \frac{1}{3} - \frac{1}{3} e^{-3t} \\
\rho_t^{(2)} &= \frac{11}{27} - \left( \frac{11}{27} + \frac{11}{9} + \frac{1}{3} \right) e^{-3t} \\
\rho_t^{(3)} &= \frac{35}{81} - \left( \frac{35}{81} + \frac{35}{27} + \frac{35}{9} + \frac{7}{3} + \frac{1}{3} \right) e^{-3t} \\
\rho_t^{(4)} &= \frac{971}{2187} - \left( \frac{971}{2187} + \frac{971}{486} + \frac{971}{129} \right) e^{-3t}
\end{align*}
\]

(13)

Close inspection of (13) reveals that as time goes to infinity the densities of the first 4 layers tend towards \( \frac{11}{27} \), \( \frac{11}{9} \), \( \frac{35}{81} \), and \( \frac{35}{27} \) respectively. Calculating end-densities for higher layers can be done directly from Theorem I. See Table I for the exact values of the end-densities of the first 10 layers and its decimal approximations.

| Layer | End-density | Approximately |
|-------|-------------|---------------|
| 1     | 0.3333      |               |
| 2     | 0.4074      |               |
| 3     | 0.4321      |               |
| 4     | 0.4440      |               |
| 5     | 0.4512      |               |
| 6     | 0.4562      |               |
| 7     | 0.4599      |               |
| 8     | 0.4628      |               |
| 9     | 0.4651      |               |
| 10    | 0.4671      |               |

TABLE I: End-densities calculated using Theorem I

A plot of these constants for the first 100 layers is shown in Figure 2. It can be seen clearly that the graph of these end-densities appears to approach the value of \( \frac{1}{2} \) in this section we will prove that this is indeed the case.

![Figure 2: Particle densities at the sites \((0, r)\) as a function of time in the cases \( r \) is 1, 2, 3, and 4 according to (13).](image-url)
Define \( \rho(r) := \lim_{t \to \infty} \rho_{t}(0, r) \). Then we have the following result.

**Theorem 2:** The density at high layers converges in time to the value
\[
\lim_{r \to \infty} \rho(r) = \frac{1}{2} \tag{14}
\]
To prove this we can take the result of Theorem 1 and focus on the constant term.
\[
\rho(h+1) = \sum_{k=0}^{h} \left[ \binom{h}{k} \left( \binom{h+k}{k} \left( \frac{1}{3} \right)^{h+k+1} + 2 \binom{h}{k} \sum_{j=0}^{k-1} \binom{h+j}{j} \left( \frac{1}{3} \right)^{h+j+1} \right) \right] \tag{15}
\]
We may rewrite this more conveniently as
\[
\rho(r) = \frac{1}{2} \sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) \Pr(Y_{r.\frac{1}{2}} = k) + \sum_{k=0}^{r} \Pr(X_{r-1.\frac{1}{2}} = k) \sum_{j=0}^{r-k} \Pr(Y_{r.\frac{1}{2}} = j) \tag{16}
\]
Where we used the notation \( r = h + 1 \in \mathbb{N}^+ \), \( X_{n,p} \sim B(n, p) \) or \( \Pr(X_{n,p} = k) = \binom{n}{k} (1-p)^{n-k}p^k \), and also \( Y_{r,p} \sim NB(r,p) \) or \( \Pr(Y_{r,p} = k) = \binom{r+k-1}{k} (1-p)^r p^k \). We will treat the first and second term of (16) separately in following lemmas.

**Lemma 3:** The first term of (16) converges to zero w.l.o.g. as \( r \to \infty \), or
\[
\lim_{r \to \infty} \frac{1}{2} \sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) \Pr(Y_{r.\frac{1}{2}} = k) = 0 \tag{17}
\]
**Proof:**
\[
\sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) \Pr(Y_{r.\frac{1}{2}} = k) = \sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k \cap Y_{r.\frac{1}{2}} = k) \tag{18}
\]
\[
= \sum_{k=0}^{r-1} \Pr(Y_{r.\frac{1}{2}} = X_{r-1.\frac{1}{2}} | X_{r.\frac{1}{2}} = k) \Pr(X_{r.\frac{1}{2}} = k) = \Pr(Y_{r.\frac{1}{2}} = X_{r-1.\frac{1}{2}}) \]
This represents the probability that the number of successes (with \( \Pr(S_{\text{success}}) = \frac{1}{3} \)) after \( r \) failures equals the number of successes in a Binomial experiment of \( r - 1 \) trials and \( \Pr(S_{\text{success}}) = \frac{1}{3} \). When we let \( r \to \infty \) both \( X_{r-1.\frac{1}{2}} \) and \( Y_{r.\frac{1}{2}} \) will converge to continuous Gaussian distributions, so that this probability vanishes.

**Lemma 4:** The second term of (16) converges to 1/2, or
\[
\lim_{r \to \infty} \sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) \sum_{j=0}^{r-k} \Pr(Y_{r.\frac{1}{2}} = j) = \frac{1}{2} \tag{19}
\]
**Proof:**
\[
\sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) \sum_{j=0}^{r-k} \Pr(Y_{r.\frac{1}{2}} = j) = \sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) \Pr(Y_{r.\frac{1}{2}} \leq r - k) \tag{20}
\]
Now we will use the symmetry of the negative binomial distribution for large \( r \). Note that \( \Pr(Y_{r,p} < r - k) = \Pr(Y_{r,p} > k) \) in this case where \( p = 1/3 \).
\[
\lim_{r \to \infty} \frac{1}{2} \sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) \Pr(Y_{r.\frac{1}{2}} < r - k)
+ \sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) \Pr(Y_{r.\frac{1}{2}} < k + 1)
= \lim_{r \to \infty} \frac{1}{2} \left( \sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) \Pr(Y_{r.\frac{1}{2}} > k) + \sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) \Pr(Y_{r.\frac{1}{2}} < k + 1) \right) \approx \lim_{r \to \infty} \frac{1}{2} \sum_{k=0}^{r-1} \Pr(X_{r-1.\frac{1}{2}} = k) = \frac{1}{2} \]

![Fig. 3: End-densities as a function of the layer created by 10^7 simulations. The analytic results from Table 1 are plotted as well to demonstrate its concurrence.](image-url)

**A. Alternative proof**
We note however that this result also follows from the following consideration. After a while the differences in height between position -1 and 1 increase to the order of the square root of the total number of dropped particles. This follows by application of the Central Limit Theorem to
\[ K_t := |N_t(-1) - N_t(1)|. \]

The probability that a new particle drops at a side vertex happens with probability 2/3. So, the probability that this particle raises the height equals 1/2 times 2/3, which is 1/3. This equals the probability that a particle drops on the center vertex, by which the height always increases. For 1/3 of the dropped particles the height does not increase. Thus half of the
newly filled layers contains an occupied center vertex, and half will contain two occupied side vertices, which implies density one half.

B. Larger parking systems

The calculation of (end-)densities in larger systems is much more complicated. It is always possible to calculate the densities on the first layer \[4\] or the first few layers \[9\] but going beyond the first few layers in systems with bigger sizes probably requires more advanced methods.

However, it is interesting to ask oneself whether the behavior of the small system demonstrated in this article does also appear in larger systems. Do systems of bigger sizes also generally have higher end-densities in higher layers than in lower layers, and if so, do those end-densities ultimately approach the maximum value of \(\frac{1}{2}\) as well?

We conjecture that this is the case for all finite-sized systems. Although we are not able to give hard evidence for this we can provide some simulation results (Figure 4) supporting our view and justifying further research.

Fig. 4: The fact that the end-densities of the sites in the center converge to 1/2 in the case of 3 positions is not unique. Simulation results of bigger systems suggest that this behavior is not uncommon for finite-sized systems. However, it appears that the bigger the system, the more layers it takes to approach the limit of 1/2.

IV. CONCLUSION

In this paper we introduced a parking system consisting of 3 positions. The formula for the time dependent densities of the center position for all layers was analytically derived. Although similar work has been done on the model with screening (see \[10\], \[11\]) to our knowledge this is the first time that densities in a multi-layer particle deposition model without screening were calculated analytically.

We paid special attention to the densities of the center sites when \(t \to \infty\), the so called end-densities. We proved that they increase as a function of the layer number and eventually approach the density \(1/2\).

We showed that in the case of a small system with 3 positions it can be easily understood why the end-density converges to this value. But this is not the case with larger systems although our simulation results do suggest similar end-density behavior. Although not yet fully understood, it thus seems that these randomly driven finite parking systems tend to use the parking space of the center positions more efficiently over time.
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