Beyond spiking networks: The computational advantages of dendritic amplification and input segregation
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The brain can efficiently learn a wide range of tasks, motivating the search for biologically inspired learning rules for improving current artificial intelligence technology. Most biological models are composed of point neurons and cannot achieve state-of-the-art performance in machine learning. Recent works have proposed that input segregation (neurons receive sensory information and higher-order feedback in segregated compartments), and nonlinear dendritic computation would support error backpropagation in biological neurons. However, these approaches require propagating errors with a fine spatiotemporal structure to all the neurons, which is unlikely to be feasible in a biological network. To relax this assumption, we suggest that bursts and dendritic input segregation provide a natural support for target-based learning, which propagates targets rather than errors. A coincidence mechanism between the basal and the apical compartments allows for generating high-frequency bursts of spikes. This architecture supports a burst-dependent learning rule, based on the comparison between the target bursting activity triggered by the teaching signal and the one caused by the recurrent connections, providing support for target-based learning. We show that this framework can be used to efficiently solve spatiotemporal tasks, such as context-dependent store and recall of three-dimensional trajectories, and navigation tasks. Finally, we suggest that this neuronal architecture naturally allows for orchestrating “hierarchical imitation learning”, enabling the decomposition of challenging long-horizon decision-making tasks into simpler subtasks. We show a possible implementation of this in a two-level network, where the high network produces the contextual signal for the low network.

Biological networks of neurons can solve a disparate variety of tasks with high energetic and sample efficiency, motivating the search for biologically inspired learning rules for improving artificial intelligence. The last decades have seen consistent progress in the development of efficient neural networks (Fig. 1A), taking more and more inspiration from biology. The first generation of neural networks was based on perceptrons (also referred to as McCulloch–Pitts neurons or threshold gates), only capable of providing a digital output (as discussed in ref. 1). The second generation was based on computational units that apply an “activation function” with a continuous set of possible output values to a weighted sum (or polynomial) of the inputs. Typical examples are feedforward and recurrent sigmoidal neural networks. In the 90s, experimental results from neurobiology led to a third generation of neural network models, employing spiking (or “integrate-and-fire“) neurons as computational units (1–4). Networks of spiking neurons are, with regard to the number of neurons that are needed, computationally more powerful than these other neural network models (1). Moreover, they allow improved energy efficiency (5–7) and the possibility to encode information through spike timing. Despite these theoretical and technological advancements, most biologically inspired neural networks are composed, so far, of point neurons (2, 8), and cannot achieve state-of-the-art performance of artificial intelligence algorithms, e.g., they struggle to solve the credit-assignment problem (9).

Recent findings on dendritic computational properties (10) and on the complexity of pyramidal neurons dynamics (11) motivated the study of multicompartment neuron models in the development of biologically plausible learning rules (9, 12–14). These observations are giving rise to a fourth generation of neural networks, composed of spatially extended, bursting neurons, making it possible to exploit learning paradigms that were not accessible in the previous generations of neurons, as we will demonstrate in this paper.

It has already been proposed that segregation of dendritic input (13) (i.e., neurons receive sensory information and higher-order feedback in segregated compartments) and dendritic amplification | pyramidal neuron | target-based learning | hierarchical imitation learning
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generation of high-frequency bursts of spikes (9) would support backpropagation in biological neurons. However, current approaches require propagating errors with a fine spatiotemporal structure to all the neurons, and it is not yet clear whether this is possible in biological networks.

For this reason, in the last few years, target-based approaches (3, 15–18) started to gain more and more interest. In a target-based learning framework, the targets—rather than the errors—are propagated through the network (15, 17). In this way, it is possible to directly suggest to the network the internal solution to a task (3, 4, 16). This approach requires the simultaneous evaluation of the spontaneous activity and the target activity of the network (3, 16), in order to adjust parameters and make the network converge to the target dynamics. This is usually implemented by creating two identical replicas of the network: a first one for evaluating the target dynamics and a second one in which parameters (such as recurrent weights) are optimized. This paradigm, however, lacks biological plausibility.

In the present work, we show that bursts and dendritic input segregation offer a natural solution to this dilemma. Our learning rule builds upon an important architectural assumption (Fig. 1B):

The input arriving to the apical dendritic compartments is further segregated in local predictions (to the proximal apical compartment) and teaching/contextual signals (to the apical distal compartment). A coincidence mechanism between the basal and the apical distal (or the apical proximal) inputs generates a burst (11), eventually defining the target (or the current) spatiotemporal bursting dynamics of the network. In this way, target and current activities are simultaneously evaluated in the same neuron, and the presence of two replicas of the same network is no longer required.

This segregation, besides being a natural way to compare local predictions and higher-order suggestions, is supported by experimental tracking of afferent fibers (see e.g., Box 1 in ref. 11) and can be justified by geometric considerations: As the mentioned signals come from very different spatial locations, it is reasonable to assume that they would arrive in different regions of the neuron. Our assumption could also be interpreted as a theoretical prediction to be validated by dedicated experiments.

In our model, we exploit dendritic computation to let arbitrary signals act as teaching signals which drive the learning procedure in a biologically plausible fashion. This allows us to flexibly
store and recall arbitrary trajectories, with performances that are competitive with the state-of-the-art error-based approaches. Finally, we show that this neuronal architecture naturally allows for orchestrating hierarchical imitation learning, enabling the decomposition of challenging long-horizon decision-making tasks into simpler subtasks (20, 21), through the implementation of a two-level network, with the high network acting as a “manager” and the contextual signal for the low network, the “worker.”

Results

Target-Based Learning with Bursts.

Neuronal architecture. Inspired by the morphology of L5 pyramidal neurons (Fig. 1 B, Left), we defined a neuron model composed of three separated compartments (Fig. 1 B, Right): the basal one (i.e., the soma), receiving the sensory input; and two apical ones, the proximal apical compartment, receiving recurrent connections from the somatic compartment of the other neurons in the network, and the distal apical compartment, receiving the context/teaching signal from other areas of the cortex, with a higher level of abstraction. We want to emphasize that our model describes the soma and basal dendrites as one somato-basal compartment, aiming to keep the model as simple as possible. Consequently, we often use the terms “somatic” and “basal” compartment interchangeably, as they both refer to the same compartment of our model. Here, the distinction lies solely in semantics: “basal” typically refers to input properties, while “somatic” relates to output properties such as spikes and bursts.

Each of these compartments is characterized by a membrane potential modeled through leaky-integrate-and-fire equations. The spike emitted by the soma of the i-th neuron is described by variable $z_i^s$, which is equal to 1 when the spike is emitted at time $t$ and 0 otherwise. The spikes emitted by the proximal and distal apical compartments are then described by variables $a_i^p$ and $a_i^d$, respectively. The underlying idea is that the distal compartment provides a target for the proximal one, motivating the use of the superscript symbol $\star$, which indicates the variables concerning the target.

Following ref. 11, a coincidence mechanism between the basal and the apical compartments has been implemented, yielding high-frequency bursts of spikes from the soma. In more detail, after a somatic spike, $z_i^s = 1$, a coincidence window is opened for a time interval $\Delta T_i$. This is described by the variable $z_i^C$, the indicator function for $t' \in [t, t + \Delta T_i]$, which is 1 during this time window and 0 elsewhere. If a spike is generated by the distal or proximal apical compartment within such time window, $a_i^p = 1$ or $a_i^d = 1$, with $t' \in [t, t + \Delta T_i]$, a high-frequency burst of spikes is then produced (Fig. 1 C, Top); otherwise, the somatic spike remains isolated (Fig. 1 C, Bottom). Such a coincidence mechanism is defined for both the distal and the proximal apical compartments; the functional differentiation between them will be clarified in the following section. The resulting proximal and distal burst variables can be hence written respectively as:

$$B_i^{p, +1} = z_i^C a_i^{p, +1}$$

$$B_i^{d, +1} = z_i^C a_i^{d, +1}$$

Burst-mediated plasticity rule. The modular architecture of L5 pyramidal neurons, together with dendritic active computation, is thought to have astonishing computational properties (10). We propose that the multimodular architecture of our model can be exploited to develop alternative classes of learning rules. Starting from general considerations, we note how, because of the spatial segregation of the neuron, we can expect that a generic learning rule is a function of the activities of each compartment and can be described by the expression $f(\eta_i, a_i, a_i')$. If we request space and time locality, then, we can further refine our description and impose a generic plasticity rule for the recurrent soma-to-proximal weights $w_{ij}^{p, +}$ of the form:

$$\Delta w_{ij}^{p, +} = f_{\text{post}}(\eta_i, a_i, a_i') g_{\text{post}}(s_j),$$

where $f_{\text{post}}$ and $g_{\text{post}}$ are generic functions.

In this work, we present a particular instance of this class of burst-dependent plasticity rules, which naturally enables target-based learning. More specifically, we propose that the pattern of bursts defined by the proximal compartment (receiving the recurrent connections $w_{ij}^{p, +}$ from the network, see Fig. 2 A, blue arrow) should mimic the ones induced by the distal compartment (which receives the teaching signal; see Fig. 2 A, purple triangle), with the sensory input entering the somatic compartment (see Fig. 2 A, green triangle). This is made possible by using the following plasticity rule for recurrent weights $w_{ij}^{p, +}$ (which can be derived analytically through a likelihood maximization, see Methods for details):

$$\Delta w_{ij}^{p, +} = \eta \left[ a_i^{p, +1} - a_i^{d, +1} \right] z_i^C e_i^f,$$  \hspace{1cm} [3]  

where $\eta$ is the related learning rate and $e_i^f = \partial u_i^f / \partial w_{ij}^{p, +}$ is referred to in the literature as the spike response function (12), with $u$ representing the membrane potential of the proximal apical compartment. In other words, such plasticity rule aims at aligning in time apical proximal spikes with apical distal ones when the somatic window $z_i^C$ is open. We remark that such a learning rule can be computed online and only requires observables which are locally accessible to the synapses in space and time.

These ingredients allow to arbitrarily train a neuron to produce a burst by using the proper teaching signal (Fig. 2 A). For example, let us consider a neuron that produces a somatic spike in response to a sensory input (see Fig. 2 B, first column). To induce this neuron to produce a burst in response to that sensory stimulation, it is sufficient to inject a teaching current capable of inducing a spike in the apical distal compartment and hence a burst in the soma (see Fig. 2 B, second column). The mismatch between the proximal and the distal response (see Fig. 2 B, second column, blue and purple lines) triggers synaptic plasticity, inducing an increase of synaptic weights (see Fig. 2 B, second column, blue dashed line). After training, the pyramidal neuron is capable of producing a burst (Fig. 2 B, third column) also when the teaching signal is no longer present (see Fig. 2 B, last column), thanks to the proximal apical spike induced by the learned recurrent weights.

An important feature of our model is what we call teacher neutrality, i.e., the presence of the teaching signal becomes irrelevant after the training (see Fig. 2 B, comparison between third and last column). Indeed, if the apical proximal compartment emits a spike when the somatic window is already open, and a somatic burst is consequently generated, a further apical distal spike does not trigger more bursts. This feature is essential for target learning and can be biologically justified by the fact that the burst mechanism is a strongly nonlinear phenomenon, which depends on a threshold activation of the apical calcium channels. This means that it is either activated or not: If it is already activated by the recurrent weights, then, a further excitatory signal (the teaching signal) marginally affects bursting dynamics (11). This mechanism, to which we refer to as apical saturation, is properly reproduced by our model.
Store and recall. We begin by demonstrating how our architecture naturally supports target-based learning. To do this, we focus on a standard benchmark: the store and recall of a 3D trajectory $y^*_k^t (k = 1, \ldots, 3; t = 1, \ldots, T; T = 1,000)$. We consider a network of $N = 500$ neurons (see Fig. 3A), 400 bursting neurons with the pyramidal architecture described above, plus 100 nonbursting point neurons; more details in the Methods.

We chose $y^*_k^t$ as a temporal pattern composed of 3 independent continuous signals, each of which specified as the superposition of the four frequencies $f_k \in \{1, 2, 3, 5\}$ Hz, with uniformly extracted random phases $\phi \in [0, 2\pi]$:

$$y^*_k^t = \sum_{n=1}^{4} A_{k,n} \cos (2\pi f_k t + \phi_{k,n}), \quad k = 1, 2, 3.$$ 

Amplitudes $A \in [0.5, 2.0]$ are randomly extracted as well, eventually normalized in order to have trajectories within the $[-1, 1]$ interval. These target trajectories are randomly projected through a Gaussian matrix with variance $\sigma^2_{\text{target}}$ to the (distal) apical dendrites of the network as a teaching signal. This input shapes the spatiotemporal pattern of spikes $a^{*t}_i$ from the distal apical compartment as well as the related target spatiotemporal pattern of bursts $B^{*t}_i$ (Fig. 3B, Bottom, brown points) as described above.

A clock signal serving as a sensory input (Fig. 3A) is randomly projected (through a Gaussian matrix with variance $\sigma^2_{\text{input}}$) to the basal dendrites. In more detail, the clock is here modeled as a sort of time-step function with $I$ steps, such that at each time $t$ only component $i = \lfloor I \cdot t / T \rfloor$ is equal to 1, while others are 0 (see SI Appendix, Table S1 for model parameters).

Before learning and in the absence of the teaching signal, the network autonomously produces a spatiotemporal pattern of bursts, that does not encode any relevant information (see Fig. 3B, Bottom, first column). The internal bursting activity is translated into the output $y$ (see Fig. 3B, Top, first column) by means of a read-out matrix $w_i$, randomly initialized and to be trained following the rule derived by minimizing the mean squared error (mse) between the target output and the network output:

$$\Delta w^{\text{out}}_{ki} = \eta_{\text{out}} \left[ y^*_k^t - \sum_b w^{\text{out}}_{kb} B^*_b^t \right] B^*_k^t,$$ 

where $\eta_{\text{out}}$ is the related learning rate (possibly different from that of recurrent connections) and $B$ is a time-filtered version of burst variable $B$ (see Methods for details).

In order to train the network, the teaching signal given by the target trajectory $y^*$ is switched on; the network dynamics consequently change, producing a pattern of bursts (see Fig. 3B, Bottom, second column) that is a superposition of the ones originally generated by the randomly initialized network and the ones induced by the teacher. The resulting mismatch between the network predictions ($\hat{B}^t_i$) and the teacher suggestions ($B^*_{i} - \hat{B}^t_i$) activates the plasticity of recurrent weights $\Delta w_{ij}^{t-\delta}$, according to Eq. 3. This mismatch is represented in Fig. 3D for different training epochs, by means of the rastergram of the internal local error $\Delta w_{ij}^{t-\delta}$. In this representation, red points are target bursts that are not produced autonomously (i.e., in the absence of the teacher) by the network, while blue ones are “undesired” bursts not present in the target. It is evident how the change in recurrent weights, induced by the training procedure, progressively reduces such mismatch. We stress that isolated somatic spikes are instead not explicitly constrained by our learning rule and hence are free to move during training.

At the end of learning, the network only produces the bursts suggested by the teacher (induced by the teaching signal; see Fig. 3B, third column), correctly encoding the solution of the task, i.e., the 3D trajectory, through the learning of readout weights as well (see Fig. 3B, Top, third column). The network is eventually capable of reproducing the target spatiotemporal pattern of bursts and the target output in the absence of the teaching signal (see Fig. 3B, Top, fourth column). The ability of performing the same dynamics equally in the presence or absence of the teaching signal is a further demonstration of the outstanding property of teacher neutrality illustrated above.
Target-based learning allows to define both an outer mse, evaluated between the target 3D trajectory and the one reproduced by the network, and an inner mse, evaluated between the target spatiotemporal pattern of burst and the one produced by the internal activity of the network (Fig. 3 C, Left and Right panel, respectively).

The final (outer) mse we get is approximately 0.01 (averaged over 50 realizations), to be compared with 0.01 obtained by ref. 2 and 0.001 obtained by (3). Aiming at a fair comparison, a relevant difference has to be pointed out between the present work and the aforementioned two: Here, we encode the target only through bursts, which are way less than spikes (used by refs. 2 and 3), resulting in a sparser and hence more noisy spatiotemporal encoding. This drawback is however counterbalanced by a remarkable improvement in terms of biological plausibility: i) a target-based instead of an error-based framework, which does not require the propagation of a precise spatiotemporal structure of the error (a feature that has not been observed
experimentally in biological networks of neurons), and ii) a natural definition of the target in terms of internal bursting activity, that does not require two replicas of the network (refs. 3 and 16).

**Apical Contextual Signals to Robustly Select Desired Responses.** The distal apical compartment is designed not only to receive teaching signals but also contextual information from other areas of the cortex, acting as a hint for the task to address. With this idea in mind, in this section, we show that it is possible to exploit different context signals (projected through a Gaussian random matrix with variance $\sigma_{\text{cont}}^2$) to flexibly select and recall one of the trajectories previously stored in the network. In the simplest configuration, two different contexts, A and B, can be modeled through 2D time-constant binary signals projected on the distal apical compartment, $\mathbf{X}_{(1)} = (1, 0)$ for A and $\mathbf{X}_{(2)} = (0, 1)$ for B (Fig. 4A). During the training, each context is associated with a well-defined target to learn (again a 3D trajectory, as defined in the previous section). In Fig. 4B, Left Side, they are reported in red and black, respectively (only one of the three trajectories for each target is shown, for simplicity); the same color coding is used for associated context signals. To stabilize the learning, we exploited the trick of halving the learning rates $\eta$ and $\eta_{\text{out}}$ every 100 training iterations. The orthogonality of contexts and related targets is further stressed by imposing a sparsification (of 75% in the present case) in the random matrices we use to project the context and the target on the apical compartments of the network.

During the recall phase, the teacher signal is no longer present, while the context signal suggests the network which of the learned trajectory to reproduce. We show that when the context is projected to the network, the desired output is correctly recalled (Fig. 4B, Left Side). Moreover, if the context signal is turned off in the middle of the trajectory, the network is still able to self-sustain its inner dynamics, thanks to recurrent connections (Fig. 4B, Left Side), and correctly replicate also the remaining part of the selected trajectory. In Fig. 4C, we reported the mse (averaged over 10 realizations), measured against both the correct target trajectory (purple square markers) and the wrong one (purple round markers), i.e., the one associated with the other context signal, both before context turnoff and after it. In other words, the context works here as a "suggestion," so that once started the reproduction of the correct output trajectory, the context itself becomes useless.

To demonstrate the importance of projecting the context signal on the apical compartments, we compare these results with the case in which the context is projected on the basal ones (both during the training and the retrieval phases). As a consequence, the context is not integrated in a dedicated compartment, but it is summed together with sensory inputs (represented in this experiment by the clock signal). In this case, the desired trajectory is correctly retrieved only when the context is on (Fig. 4B, Right Side), while after the turnoff, the network is no longer able to self-sustain bursts creation, in turn causing a dramatic drop in the retrieval performances (Fig. 4B, Right Side). In other words, we observe that the basal context is now interpreted as a necessary input, and not as a suggestion for recalling the correct output. Corresponding average mse, again for both the correct target trajectory and the wrong one, both before turnoff and after it, is now reported in green in Fig. 4C.

---

**Fig. 4.** Apical signals for contextual selection. (A) Sketch of a network of pyramidal neurons, where a binary context signal (A or B) is projected on the apical distal compartment. Given the same sensory input, the target output changes accordingly to the context. (B) (Left) The network is able to reproduce the correct output trajectory even if the context is provided only in the first time steps ("turnoff" experiment). Only one component of the 3D trajectory is represented for each context/target pair. (Right) An alternative model in which the context is projected on the basal compartment is no longer able to reproduce the correct output trajectory after the turnoff. (C) Summary of performances of the two model versions: context projected on apical (purple) vs basal (green) compartment during turnoff test in the middle of the trajectory. Mean squared error in the second part of the trajectory (no context) is compared with respect to error in the first part (context still active); mean and SD are intended over 10 independent network/target realizations (round markers). mse between the output and the trajectory selected by the other context is also reported, as a reference (square markers). (D) (Left) Even in the presence of a noisy context signal (top inset, Gaussian white noise with $\sigma = 0.2$), the desired trajectory A (black) is reliably reproduced in output. (Right) When using a noisy basal context (top, inset, $\sigma = 0.2$), at variance, the desired target A can no longer be reproduced by the network. (E) Average performances of the apical/basal context (purple/green, respectively) as a function of the noise SD $\sigma$. Solid lines: mse between the output and the selected target trajectory. Dashed lines: mse between the output and the trajectory selected by the other context. Averages and error bars are intended over 10 independent network/target realizations.
Furthermore, we observed that our architecture exhibits robustness against corruption in the context signal, which may be the case when at higher cortical levels, there is only a mild preference in favor of which strategy to adopt (in comparison with the training phase, where each target is clearly and unequivocally associated with a sharp context signal). Here, a Gaussian white noise with zero mean and variance $\sigma^2$ is added during the test to context signals exploited in the training (Fig. 4 D, Left, for $\sigma = 0.2$). The produced trajectory is very similar to the trajectory selected by context A (black dashed line) and different from the trajectory selected by context B (red dashed line). Fig. 4E shows the mse (averaged over 10 independent realizations of the experiment) between the output and the target trajectory (solid purple line) as a function of $\sigma$. As a reference, we also report the mse between the output and the trajectory selected by the other context signal (dashed purple line). We observe a remarkable resilience of the network with apical context, while the network with basal context suddenly loses the ability to reproduce the desired output already at low levels of noise (Fig. 4 D, Right, for $\sigma = 0.2$ and Fig. 4E, green lines). At higher levels of noise, the basal context becomes in practice useless, while the apical one is still able to reproduce the target trajectory with a remarkably small error (Fig. 4E). Finally, we demonstrate that a standard spiking network exhibits performances comparable to the case where context is projected to the basal compartment (i.e., without a dedicated compartment, see SI Appendix), further confirming the superiority of our architecture.

This simple setup demonstrates how network processing of a sensory input can be strongly influenced by contextual signals and is coherent with context-induced perceptive distortions observed in humans and animals (11). For example, the same sound can evoke different word perceptions, when reading different texts or looking at different lip movements. Similarly, in ref. 11, it is shown how the capability of a monkey to distinguish a figure from the ground was dependent on feedback connections to V1 (22).

Hierarchical Imitation Learning. The presence of an apical context that acts as a gating signal by flexibly selecting which dynamics to reproduce and (when) can be used as a building block for neural architectures that offer a biologically plausible implementation of hierarchical imitation learning (HIL). In this work, we propose a two-level hierarchical network where the higher submodule (high network or “manager”) computes the optimal strategy and exploits the context signal as a communication channel with the lower submodule (low network or “worker”), which executes the selected task (Fig. 5A). We show that this architecture can efficiently solve the button & food task defined in a previous work of ours (4). In this scenario, an agent starts at the center of a square domain, in which are also present a button and an initially locked target (the “food,” see sketch of the task in Fig. 5B). The agent must observe the environment, make motor decisions to reach the button and unlock the food, and subsequently reach the food itself. In each episode, the button and the food are uniformly extracted on a unitary circle centered in the origin and in the button position, respectively. In spirit, this task is very similar to those also known as “door & key,” “key-to-door,” or “key & room” (23, 24). The global task effectively decomposes into two simpler subtasks or goals: reach_button and reach_food. The high network computes which of these two strategies (and when) to pursue and communicates it to the low network, which in turn implements the fine motor controls. Both the high and the low network share the same input ($I = 80$ input units), the horizontal and vertical differences of both button and food positions with respect to the agent location, $\Delta_i = (\Delta x_i, \Delta y_i)$, $i \in \{1, 2\}$. Each of the $\Delta_i$ values is encoded by 20 input units with different Gaussian activation functions.

In this architecture, learning is implemented via a natural hierarchical extension of behavioral cloning (BC), a machine learning approach where a model learns to imitate the behavior of an expert by observing its actions. Here, an expert system provides a collection of hierarchical demonstrations $D = \{(D_L, D_H)\}$ for both submodules. A demonstration $D_{L,H}$ is a trajectory specification that can be described by the following tuple:

$$D_{L,H} = (\text{state}_{L,H}^t, \text{action}_{L,H}^t, \text{goal}_{L}^t), \quad t \in \{1, \ldots, T\},$$

where the goal $g^t$ component is missing for the high network as it sits at the top of the hierarchy. The state$_{L,H}$ component is the same for the two submodules and is equal to $\Delta_i$, representing a description of the agent position in the environment. The high-network output action$_{L}^t$ encodes the selected strategy, and it is projected to the low network as a contextual signal to the distal apical compartment, where it is interpreted as the low network goal$_{L}^t$. We define this target behavior to be the 2D signal:

$$\mathbf{y}^t_L \equiv \mathcal{X}(1) \Theta(t < t_b) + \mathcal{X}(2) \Theta(t > t_b),$$

where $\mathcal{X}(1) = (1, 0)$ and $\mathcal{X}(2) = (0, 1)$, and $t_b$ is the time when the button is reached (Fig. 5 C, Top). Intuitively, it selects the reach_button subpolicy for the first part of the task and then switches to reach_target, once the latter has been unlocked. Given the input state$_L^t$ and the context goal$_L^t$, the low network is tasked to reproduce as output action$_L^t$ the velocity vector $\mathbf{y}^t_L \equiv \mathbf{v} = (v_x, v_y)$, where velocity components are computed so to reach the selected target in a straight line with a constant speed (Fig. 5 C, Center). Both high- and low-network outputs are computed as linear read-outs of their internal bursting activities, as described for the store-and-recall task (Fig. 5 C, Bottom, for the low network).

We implement the cloning procedure in a supervised fashion, following the same procedure described for previous tasks: The two submodules are trained to reproduce their target outputs given their set of inputs (context included), exploiting the plasticity of read-out weights for both networks and of recurrent weights for the high network.

Finally, the two-level network is tested in closed loop in the environment described above, featuring the button and the food. Performances are measured via the following quantity:

$$\rho \equiv \Xi \min_{t \geq T_0} d(\mathbf{x}_{agent}^t, \mathbf{x}_{food}^t),$$

where $\Xi$ is the button-state indicator variable (0 when the button is locked and 1 otherwise), $T_0$ is the button and food size, and finally $d(\mathbf{x}_{agent}^t, \mathbf{x}_{food}^t)$ is the Euclidean distance between the agent and food positions at time $t$. The condition for a successful button-press (a switch from locked to unlocked state) and target-reach is taken to be $d(\mathbf{x}_{agent}^t, \mathbf{x}_{btn/food}^t) \leq T_0$, respectively. Note how this choice effectively prevents the apparent divergence in the expression for $\rho$ as the episode is stopped when the target is reached, thus inducing a theoretical maximum achievable score of $\rho_{max} = 1$. Otherwise, $0 < \rho < 1$ if the button has been
Hierarchical imitation learning. (A) A two-level network, where high-level neurons produce a signal that serves as a context for the neurons in the low-level network, allows implementing hierarchical policies. The two subnetworks receive two different teaching signals in the training phase, in order to mimic a hierarchical policy from an expert demonstration. (B) A graphical sketch of the button & food task, where an agent placed at an initial position (black cross) in a 2D environment has to reach a button (green circle) in first place, so to unlock the food (red tag) and then reach for it. (C) The two-level network from panel A solving the button & food task presented in panel B. The high-level network chooses the order of the two subtasks (reach_button and reach_food) and when to switch from one to the other. It projects the instructions as a contextual signal (Top Panel) to the apical compartments of the low-level network. The low-level network then produces the output (velocities of the agent, Center Panel) necessary to solve the subtask as a read-out of its internal bursting activity (Bottom Panel), brown dots; orange dots represent the spiking activity. (D) Reward from closed-loop tests as a function of training epochs (average and SE over 10 network realizations, in lines and shadings respectively). Purple and green colors refer to the two different choices for the context projection on the low network: apical or basal compartments, respectively (see also inset for a sketch of the two alternative models). The gray dashed line at 1.0 indicates the maximum possible reward achievable. (E) Average success rate for pushing the button as a function of training epochs. (F) Average distance from the button at the end of the episode. The gray dashed line represents the button size. Same color coding as in (D), (F) Average distance from the button at the end of the episode. The gray dashed line represents the button size. Same color coding as in (D).

Hierarchical imitation learning in a spiking network. As a further validation of the computational advantages of input segregation, we want to compare the capability of the low network to integrate sensory and contextual signals demonstrated above with that of a network that does not have a dedicated compartment for contextual signals, e.g., a standard recurrent spiking network. To this aim, we still imagine this task to be solved by a two-level spiking network (Fig. 6A); though, for a completely fair comparison, here, the contextual signal provided by the high network is “exact,” as given by an oracle, and we only consider the performances of the low network.

Following refs. 3 and 4, we consider an alternative version of the low network composed of single-compartment leaky-integrate-and-fire neurons (see Methods and SI Appendix for further details). In this case, the motor actuation described in the previous paragraph is decoded as a linear read-out from spiking activity $z^i_t$, rather than from bursts, where read-out weights are trained following the behavioral cloning procedure, i.e., by minimizing the mse between the behavior produced by the expert and the one produced by the network. Without compartmentalization, the neural input signal coming from the high network is summed to the inputs the neuron is received.
receiving from its recurrent connections and from sensory stimuli (encoding the environment information).

When comparing this single-compartment standard spiking architecture for the low network with the multicompartment bursting architecture presented before, we observe better performances for the latter choice ($\rho = 0.86 \pm 0.02$, averaged over 10 independent network realizations) compared to the former choice ($\rho = 0.67 \pm 0.03$). In addition, we also tested the robustness of the model to contextual noise, modeled as an Ornstein–Uhlenbeck process with zero mean, variance $\sigma^2$ and correlation time $\tau = 1.1 \text{ ms}$ added to the contextual signal provided to the low network. We observe superior stability in the bursting network (Fig. 6B, black curve), which is almost unaffected by contextual noise. On the other hand, the spiking network performances improve for small amounts of noise (which facilitate space exploration) and then dramatically drop for higher levels of noise (Fig. 6B, red curve).

We stress that it is not the explicit hierarchical implementation of the policy to improve the performance in the bursting network since it is also present for the spiking network. It is rather the lack of input segregation that causes the network to poorly perform with the task, reducing its robustness to contextual noise and hence making it more susceptible to little changes in the encoding of the subtask policy.

Methods

The Model. We defined a neuron model, inspired by the L5 pyramidal neuron, composed of three different compartments: a somatic (or basal) one ($s$) and two apical ones, named proximal ($p$) and distal ($d$), respectively (see Fig. 1B for reference). All the model parameters are reported in SI Appendix, Table S1.

If we consider the $i$-th of these multicompartment neurons, with $i = 1, \ldots, N_{\text{pyr}}$, its membrane potential vector $v_i^t = (v_i^t, u_i^t, u_i^t)^	op$ (the membrane potentials of basal, proximal apical, and distal apical compartments, respectively) follows a leaky-integrate-and-fire dynamics with a characteristic time decay constant $\tau_m$, which we can generically write as:

$$v_i^{t+1} = \left( 1 - \frac{d_t}{\tau_m} \right) \cdot v_i^t + \frac{d_t}{\tau_m} \cdot I_i^t + (1 - s_i^t) \cdot v^O \cdot s_i^t,$$  

where the vector quantities $I_i^t = (I_{i,s}^t, I_{i,p}^t, I_{i,d}^t)$, $s_i^t = (s_i^t, u_i^t, u_i^t)$ and $v^O = (v_i^O, u_i^O, u_i^O)$ represent the input current, the neuron spike and the reset potential, respectively, for each compartment (see the following sections for their explicit definitions). The membrane potential vector $v_i^t$ defines the stochastic emission of the spike at the subsequent time step $s_i^{t+1}$ via a sigmoid probability:

$$p(s_i^{t+1} | v_i^t) = \frac{\exp \left( s_i^{t+1} \left( v_i^t - \nu_{\text{thr}} \right) \right)}{1 + \exp \left( v_i^t - \nu_{\text{thr}} \right)}$$  

with $\nu_{\text{thr}}$ being the firing threshold for the membrane potential of the three compartments (set to the same value $\nu_{\text{thr}} = 0$) and $\delta v$ a model parameter controlling the probabilistic nature of the firing process (both assuming the same value for the three compartments, in our model). In the $\delta v \to 0$ limit, the spike-generation rule Eq. 10 becomes deterministic, with the sigmoid approaching the Heaviside function $\Theta$:

$$p(s_i^{t+1} | v_i^t) = \Theta(\nu_{\text{thr}})$$  

We remark that in all the numeric implementation of model dynamics, we assume the deterministic dynamics ($\delta v \to 0$).

Network composition. The network of $N$ neurons is composed of $N_{\text{pyr}}$ pyramidal bursting neurons, plus $N_{\text{pt}}$ single-compartment nonbursting neurons, whose spiking dynamics is perfectly equivalent to that of the somatic compartment of pyramidal neurons (see below). While somatic input is projected to all the $N$ neurons, network read-out is based on the bursting activity of pyramidal neurons only. Including these two types of neurons is a minimal way to account for the heterogeneity of the cortex composition, in the spirit of biological plausibility.

Bursting mechanism. We introduce the exponential filtering function filter ($\xi^t, \tau$), defined recursively as:

$$\text{filter} (\xi^{t+1}, \tau) \equiv e^{-\delta t/\tau} \text{filter} (\xi^t, \tau) + \left( 1 - e^{-\delta t/\tau} \right) \xi^{t+1}$$  

starting from the initial condition filter($\xi^0, \tau$) = 0. Basal spike signals are time-filtered through suitable time constants,
depending on the direction they propagate. Using the previous definition, we introduce the following time-filtered quantities:

\[ z_{i_t}^{t+1} \equiv \text{filter}(z_{i_t}^{t+1},\tau_{\text{syn}}), \]  
\[ z_{i_{ro}}^{t+1} \equiv \text{filter}(z_{i_{ro}}^{t+1},\tau_{\text{ro}}), \]  
\[ z_{i_{soma}}^{t+1} \equiv \text{filter}(z_{i_{soma}}^{t+1},\tau_{\text{soma}}). \]  

Such filtering is also applied to the adaptation term \( \alpha_{i_t}^{t+1} \) contributing to the input current of the basal compartment, which is time-smoothed as:

\[ \alpha_{i_t}^{t+1} \equiv \text{filter}(\alpha_{i_t}^{t+1},\tau_{\text{ad}}). \]  

The occurrence of a somatic spike opens a temporal somatic window:

\[ z_s^t = \Theta[z_{i_{soma}}^{t+1} - \delta_{\text{soma}}]. \]  

Then, the onset of a burst in the proximal or distal compartments is induced by the coincidence between this somatic window \( z_s^t \) and an apical proximal spike \( a^{p,s}_{i_t} \) or an apical distal spike \( a^{d,s}_{i_t} \). Bursts can thus be expressed, respectively, as:

\[ B^{p,s}_{i_t} = z_{i_{apic}}^{t+1}, \]  
\[ B^{d,s}_{i_t} = z_{i_{apic}}^{t+1}. \]  

Aiming for a time-window variable that is active during burst activity, we can iterate the same construction developed for spikes and consider the time-filtered burst-onset \( \hat{B}^t \):

\[ \hat{B}^t_{i_t} = \text{filter}(B^{p,s}_{i_t},\tau_{\text{burst}}), \]  
\[ \hat{B}^t_{i_t} = \text{filter}(B^{d,s}_{i_t},\tau_{\text{burst}}). \]  

One can again use these time-filtered quantities to introduce proximal and distal burst windows as:

\[ B^t_{0,i} = \Theta[B^{t+1}_{i_t} - \delta_{\text{burst}}], \]  
\[ B^t_{r,i} = \Theta[B^{t+1}_{i_t} - \delta_{\text{burst}}]. \]  

When at least one among proximal and distal bursts is above threshold, we finally have a neural burst activity window:

\[ B^t_{v,i} = B^t_{r,i} \cup B^t_{0,i}, \]  

which is the quantity that will appear in the dynamics of the compartments. The OR logical operator \( \vee \) here enforces the fact that a coincidence can be generated when an apical signal is present, regardless of the specific apical compartment it comes from.

**Basal/somatic compartment.** The membrane potential of the basal compartment \( v_{i_t} \) evolves following Eq. 9, with the following input contributions:

\[ I_{(i),i}^t = \sum_{j=1}^{N} u_{ij}^{r,s} z_s^t + \sum_{k=1}^{n_{\text{in}}} u_{ik}^{\text{in},l} r_{k}^{\text{in},l} + \beta \hat{B}^t_{v,i} \]  
\[ = \sum_{j=1}^{N} u_{ij}^{r,s} z_s^t + \sum_{k=1}^{n_{\text{in}}} u_{ik}^{\text{in},l} r_{k}^{\text{in},l} + \beta \hat{B}^t_{v,i} - b \alpha_{i_t}^{t+1} + v_0. \]  

In fact, recurrent connections targeting the basal compartments \( u_{ij}^{r,s} \) are set to zero in our model. The contribution of sensory input is given by the input current \( r_{k}^{\text{in},l} \), randomly projected to the neurons through the weights \( u_{ik}^{\text{in},l} \), while \( v_0 \) is a compartment-specific constant input. Finally, we introduce the extra current term \( \beta \hat{B}^t_{v,i} \) (we set \( \beta = 20 \)) to induce a high-frequency burst during the burst window \( \hat{B}^t_{v,i} \), and the term \( b \alpha_{i_t}^{t+1} \) taking into account spiking adaptation. Also, the basal reset potential is suitably increased during the burst window:

\[ v_{i_t} = \frac{v_{\text{reset},i}}{1 + a \hat{B}^t_{v,i}}, \]  

where \( v_{\text{reset},i} < 0 \) is a compartment-specific scalar and \( a \) is a constant model parameter (we set \( a = 2 \)). Here, we employ the term “current” despite the fact that this quantity is measured in mV within the model since we set the membrane conductance \( g_l = 1 \) (as commonly adopted; see e.g., ref. 25, where the membrane capacitance is set to 1).

**Apical proximal compartment.** The apical proximal compartment of each neuron is connected to basal compartments of all the neurons through recurrent connections \( u_{ij}^{r,p} \). These recurrent connections are the object of the training procedure and are adjusted to reproduce the desired target. The dynamics of the membrane potential \( u_{i_t} \) follows Eq. 9, with the input current defined as:

\[ I_{(p),i}^t = \sum_{j=1}^{N} w_{ij}^{r,p} z_s^t(t) + u_0. \]  

The reset potential for the proximal apical compartment \( v_{(p),i}^t = v_{\text{reset},p} \) is a compartment-specific scalar, independent of burst activity, while \( u_0 \) is the compartment-specific constant input.

**Apical distal compartment.** The signal to be learned (the target) is considered as an input for the apical distal compartment: During the learning stage, it is injected via a projection matrix \( w_{ik}^{\text{cont}} \), while it is completely absent during spontaneous activity. The coefficient \( f_{\text{apic}} \in [0,1] \) is used to gate this stage transition. Also, the input from the context (again randomly projected on the \( N \) neurons via the \( w_{ik}^{\text{cont}} \) matrix) is given as input for the apical distal compartment. So the total input current for the apical distal compartment is defined as:

\[ I_{(d),i}^t = f_{\text{apic}} \sum_{k=1}^{n_{\text{cont}}} w_{ik}^{\text{cont}} y_{k}^{t} + \sum_{k=1}^{n_{\text{cont}}} w_{ik}^{\text{cont}} C_{k}^{t} + u_0. \]  

where \( y_{k}^{t} \) is the target signal and \( C_{k}^{t} \) is the context signal, while \( u_0 \) is the compartment-specific constant input. Also in this case, membrane potential \( u_{i_t}^{t} \) evolves according to Eq. 9.

**Derivation of the Learning Rule.** We formulate the learning process as the maximization of the probability of observing the desired spatiotemporal pattern of bursts. By expressing such probability in terms of the recurrent connections in the network, we obtain an explicit expression for the learning rule. In doing so,
where we have introduced the following two quantities: 

\[ \Phi_i^j(z_t') = d_i^t + z_t' \delta_z - (1 - z_t') \gamma. \]

By definition, a burst can only happen by means of a basal-apical spike coincidence, represented by the \( d_i^t + z_t' \) term; when the basal window is open (\( z_t' = 1 \)), the burst probability reduces to the usual sigmoidal function. When the window is closed and \( z_t' = 0 \), we have \( \Phi_i^j(z_t') = -\gamma \); we can thus tune the \( \gamma \) parameter to model the burst probability. In practice, we work in the \( \gamma \to \infty \) limit where \( \lim_{\gamma \to \infty} p(B_{i,t}^*, \theta) = 0 \), which agrees with the intuitive understanding that a closed basal window prevents any burst activity. We introduce the log-likelihood \( L \) of observing a target burst activity \( B^* \) given the soma-to-proximal connections \( w_{ij}^p \) as:

\[
L(B^* | w^{r-p}) = \sum_{i,t} \left[ B_{i,t}^* \log \left( \frac{1}{1 + \exp \left( \Phi_i^j(z_t') \right)} \right) - \log \left( 1 + \exp \left( \Phi_i^j(z_t') \right) \right) \right].
\]

We can then maximize this likelihood by adjusting the synaptic connections so as to achieve the target burst activity \( B^* \). By differentiating with respect to the recurrent apical weights, we get:

\[
\frac{\partial L(B^* | w^{r-p})}{\partial w_{ij}^p} = B_{i,t}^* \Phi_i^j(z_t') - p(B_{i,t}^* = 1) z_t' \delta_z = \frac{\partial L(B^* | w^{r-p})}{\partial w_{ij}^p},
\]

where we have introduced the following two quantities:

\[
p(B_{i,t}^* = 1) = \frac{\exp \left( \Phi_i^j(z_t') \right)}{1 + \exp \left( \Phi_i^j(z_t') \right)} \quad \text{and} \quad \delta_z = \frac{\partial \Phi_i^j(z_t')}{\partial z_t'},
\]

respectively, a sigmoid probability for \( \Phi_i^j \) and the spike response function (12). Given the basal window state \( z_t' \), the target burst sequence is uniquely defined by the input projected to the apical distal compartment and can be written as \( B_{i,t}^* = z_t' a_i^t + 1 \). If we take the deterministic limit of the model (\( \delta_z \to 0 \), where \( p(B_{i,t}^* = 1) = z_t' a_i^t + 1 \)) and then note that \( z_t' = z_t' \), we can rewrite the previous expression in a cleaner form:

\[
\frac{\partial L(B^* | w^{r-p})}{\partial w_{ij}^p} = \left[ a_i^t + 1 - a_i^{t+1} \right] z_t' \delta_z.
\]

This means that the spikes \( a_i^{t+1} \) in the proximal apical compartment should mimic the ones in the distal compartment, \( a_i^{t,t+1} \), when the somatic window \( z_t' \) is open, in order to maximize the probability that the bursts generated by the network reproduce the target ones. The nondeterministic version of the learning rule (finite \( \delta_z = 0.1 \)), which is the one actually implemented in the experiments, reads:

\[
\frac{\partial L(B^* | w^{r-p})}{\partial w_{ij}^p} = \left[ a_i^t + 1 - p \left( a_i^{t+1} = 1 \right) \right] z_t' \delta_z.
\]

where:

\[
p \left( a_i^{t+1} = 1 \right) = \frac{\exp \left( \frac{z_t' - \delta_z}{\delta} \right)}{1 + \exp \left( \frac{z_t' - \delta_z}{\delta} \right)}.
\]

We stress here how in the derivation we considered the basal-window state \( z_t' \) as given. Consequently, the target burst sequence \( B^* \) is uniquely defined by apical distal spikes \( a_i^t \), which in turn depends on the input projected to the apical distal compartment. This sequence of spikes can be associated with a well-defined likelihood. Though we are aware of the feedback influence of the burst activity on the basal-window configuration (bursts induce basal spikes, see Eq. 25), we chose to neglect such contribution as it would have severely increased the difficulty of the derivation. The convergence to the chosen target thus cannot be mathematically guaranteed. However, despite this limitation, it is important to note that the pattern of apical spikes \( a_i^t \) does not change during learning: It is entirely determined by the original teaching signal \( y^* \) and the variance \( \sigma_{\text{arg}} \) of its random projection to the network. As target bursts only occur after coincidence of an apical spike \( a_i^t \) and a basal spike \( z_t \), the pattern \( B^* \) is necessarily a subset of the fixed distal apical spikes \( a_i^t \), and thus cannot diverge. In principle, it is still possible that the target pattern oscillates between slightly different subsets of \( a_i^t \). In practice, we do not observe such behavior and provide numerical evidence that the target pattern of bursts converges to a well-defined pattern (see SI Appendix for details).

### Discussion

It is more and more evident that dendrites are able to produce spikes (29) and perform complex and nonlinear computations (10). A famous example is the capability to initiate broad calcium action potentials ("Ca\textsuperscript{2+}") near the apical tuft of pyramidal layer-5 neurons, that produce a long (up to 50 ms in vitro) plateau-type depolarization (11). The coincidence between this phenomenon and a somatic spike induces high-frequency somatic bursts during such depolarization.

In the present work, we model such a mechanism through the variable \( B^* \) (Eq. 22), that is, for a 30 ms time window, after the coincidence between the apical (\( a_i^t \)) and the somatic (\( z_t^* \)) spikes. We show that this mechanism enables pyramidal neurons to naturally support target-based learning, that is easily applicable to, e.g., store-and-recall tasks. Moreover, it makes possible to use contextual signals to flexibly select the desired output from a repertoire of learned dynamics, acting as a hint or suggestion.

Also, we argue that this framework provides a natural solution to a general problem in learning: the plasticity–stability dilemma. A neural network requires to quickly capture statistical regularities and learn new information, still retaining network stability to prevent forgetting previous memories. A first instantiation of this problem is Hebbian plasticity, that provides a positive feedback loop and leads to unstable runaway activity (30). To solve this, it has been suggested that homeostatic processes keep the network activity stable (31). In ref. 32, the authors show that the gating of plasticity in dendrites can improve network stability without compromising plasticity. This problem was also faced in a network of bursting neurons (33), where the authors define a homeostatic rule to regulate the bursting and the firing activity to a target value. We argue that our target-based approach intrinsically solves the plasticity–stability dilemma. Indeed, the learning instability is mitigated by an intrinsic separation of timescales between the proposed target (that slowly changes in time, increasing stability and preventing activity runaway), and the quick changes in synaptic weights (allowing a quick learning of proposed targets).

The neuronal architecture we propose allows to build hierarchically organized networks, which in turn are suited to orches-
trate HIL (20). It enables the decomposition of challenging long-horizon decision-making tasks into simpler subtasks, improving both learning speed and transfer learning, as skills learned by submodules can be reused for different tasks. In our work, a high-level network (the “manager”) selects the correct policy for the task, suggesting it as a contextual signal to the low-level network (the “worker”), in charge of actually executing it. We also show how considering contextual information as an input for the apical compartment (instead of the basal one) is crucial for the correct decomposition and accomplishment of the task, in agreement with the biological interpretation of apical dendritic inputs as contextual signals from other cortical areas.

Though our hierarchical imitation learning approach requires devising handcrafted solutions for the different layers of the network, our message is that the architecture we propose can efficiently support the implementation of hierarchical policies to solve complex but decomposable tasks. In future works, we plan to replace behavioral cloning with more general learning to solve complex but decomposable tasks. In future works, we will also show how considering contextual information as an input for the apical compartment (instead of the basal one) is crucial for the correct decomposition and accomplishment of the task, in agreement with the biological interpretation of apical dendritic inputs as contextual signals from other cortical areas.

To our knowledge, no other existing works propose a biologically plausible architecture to implement HIL. Furthermore, our model prepares the ground for further biological explorations. Tuning model parameters (e.g., the adaptation strength $b$) allows simulating the transition between different brain states (e.g., sleep and awake) (35–37). Possible future investigation topics include the replay of patterns of bursts during sleep (38), and the effect of sleep on tasks performances (39, 41–44).

**Data, Materials, and Software Availability.** Code for simulations and scripts for figures have been deposited in LITB repository on GitHub ([https://github.com/cristianocapone/LITB](https://github.com/cristianocapone/LITB)) (42). All other data are included in the manuscript and/or SI Appendix.
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