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Abstract

Discriminative representation is crucial for the association step in multi-object tracking. Recent work mainly utilizes features in single or neighboring frames for constructing metric loss and empowering networks to extract representation of targets. Although this strategy is effective, it fails to fully exploit the information contained in a whole trajectory. To this end, we propose a strategy, namely multi-view trajectory contrastive learning, in which each trajectory is represented as a center vector. By maintaining all the vectors in a dynamically updated memory bank, a trajectory-level contrastive loss is devised to explore the inter-frame information in the whole trajectories. Besides, in this strategy, each target is represented as multiple adaptively selected keypoints rather than a pre-defined anchor or center. This design allows the network to generate richer representation from multiple views of the same target, which can better characterize occluded objects. Additionally, in the inference stage, a similarity-guided feature fusion strategy is developed for further boosting the quality of the trajectory representation. Extensive experiments have been conducted on MOTChallenge to verify the effectiveness of the proposed techniques. The experimental results indicate that our method has surpassed preceding trackers and established new state-of-the-art performance.

1. Introduction

As a fundamental vision perception task, multiple object tracking (MOT) has been extensively deployed in broad applications, e.g., autonomous driving, video analysis and intelligent robots [6, 41]. Previous MOT methods mainly adopt the tracking-by-detection paradigm [4, 27, 29, 39], which mainly comprises two parts, i.e., detection and association. For the detection part, a detector is established to localize objects of interest. In the association part, some methods utilize a motion predictor for forecasting the positions of objects in the next frames and rely on the position information to associate them [16]. However, when these methods are applied to the challenging cases where targets are missing for several frames, it is hard to reconnect these targets to the corresponding trajectories correctly.

To alleviate this problem, existing trackers seek help from appearance-based strategies [39, 47, 51], in which objects are identified based on the similarity of extracted features. Nevertheless, the effectiveness of the appearance-based association strategy is still limited. Many objects with different identities are associated with the same trajectory because they are occluded or blurry, thus causing the learned representation to be indistinguishable. Hence, extracting more meaningful and discriminative representation is desired for enhancing the association accuracy.

In order to improve the quality of the extracted representation, we revisit existing representation learning methods in MOT and observe that they only use samples in a single or neighboring frames to construct loss for training
networks [17, 28, 39, 41, 51], which is illustrated in Fig. 1 (a). However, an object usually appears in many frames of a video, which compose a trajectory. Almost all existing methods fail to make full use of the information contained in the whole trajectories. Given this observation, we raise a new question: is it feasible to fully exploit the trajectory information for boosting the discriminability of the target representation?

A possible solution to this question is constructing contrastive loss [18] using all target representation vectors in trajectories. Nevertheless, since the trajectories in a video could include thousands of instances, this solution requires massive computing resource, which is unaffordable. To address this problem, we propose a strategy named multi-view trajectory contrastive learning (MTCL). In this strategy, we first model every trajectory as a vector, namely trajectory center, and establish a trajectory-center memory bank (TMB) to maintain these trajectory centers. Every trajectory center in this memory bank is updated dynamically during the training process. Afterwards, we regard the target appearance vectors as queries and devise a contrastive loss to draw them closer to their corresponding trajectory centers while farther away from other trajectory centers, which is shown in Fig. 1 (b). In this way, our method is able to exploit the inter-frame trajectory information while only consuming limited memory.

Moreover, we develop a strategy named learnable view sampling (LVS), which serves as a subcomponent of MTCL to explore the intra-frame features. As depicted in Fig. 2, LVS represents each target with multiple adaptively selected keypoints rather than anchors or their 2D centers. These keypoints gather at the meaningful locations of the targets and provide richer views to the aforementioned trajectory contrastive learning process. Additionally, LVS has an extra benefit. As illustrated in Fig. 2 (a) and (b), the anchors or 2D centers of targets are occluded by other objects, while LVS can still focus on visible regions adaptively.

Furthermore, in the inference stage, we note that the target features of some frames are unclear and inappropriate to represent trajectories. Correspondingly, we devise a similarity-guided feature fusion (SGFF) strategy that adaptively aggregates features based on the historical feature similarity to alleviate the influence of these poor features on the trajectory representation.

Incorporating all the above proposed techniques, the resulting model, namely multi-view tracker (MTrack), has been evaluated on four public benchmarks, i.e., MOT15 [23], MOT16 [26], MOT17 [26] and MOT20 [12]. The experimental results indicate that all our proposed strategies are effective and MTrack outperforms preceding counterparts significantly. For instance, MTrack achieves IDF1 of 69.2% and MOTA of 63.5% on MOT20.

2. Related Work

Multiple-object Tracking. Thanks to the rapid development of 2D object detection techniques [8, 30, 35, 53], recent trackers mainly adopt the tracking-by-detection paradigm [4, 6, 27, 29, 39, 41]. The trackers following this paradigm first utilize detectors to localize targets in each frame and then employ an associator to link detected objects of the same identity to form trajectories.

Traditional methods [6] usually perform temporal association via motion-based algorithms, such as Kalman Filter [40] and optical flow [3]. However, these algorithms behave poorly when targets move irregularly. In contrast to these traditional methods, some recent methods employ neural networks to predict the locations and displacements of targets in the next frames jointly [4, 14, 32, 33, 52]. However, when these methods are applied to complex scenarios where objects are occluded and invisible for several frames, the tracking results become unsatisfactory.

To mitigate the aforementioned problems, appearance-based methods [17, 24, 39, 41, 42, 47, 51] are introduced. These methods utilize neural networks to extract features of detected targets. The extracted features are desired to be discriminative, which means the features of objects with the same identity are similar while the ones corresponding to different identities are diverse. Since the appearance-based methods associate targets based on the similarity of extracted features, how to produce discriminative features is critical for them. In this work, we propose the MTCL which enables a model to learn more discriminative features through the proposed trajectory contrastive learning.

Contrastive Learning. Contrastive learning has been widely studied due to its impressive performance in the field of self-supervised learning [10, 18, 19, 38]. Given some images, contrastive learning first transforms every image into various views through random augmentation. Its optimization objective is drawing a view closer to the views augmented from the same image, and pushing it away from the views that originate from other images [18].

Although contrastive learning has been deployed in many fields, such as classification [9, 11] and detection...
Figure 3. **Overall pipeline of multi-view trajectory contrastive learning.** Given a video \( V_\xi \) with \( \xi \) frames \( I_t \) (\( t=1,2,...,\xi \)), MTCL comprises 4 steps: (1) Employ an encoder (the backbone) to extract feature maps from the current input frame. (2) Use LVS to select informative keypoints from the extracted feature maps, and transform the features of selected keypoints as target appearance vectors by a projection head. (3) Conduct contrastive learning between the appearance vectors and trajectory centers stored in the memory bank. (4) Update trajectory-center memory bank using our hard sampling strategy.

In this work, we focus on how to produce discriminative representation for realizing accurate association. Specifically, MTCL is applied during the training process to improve the ability of generating representative embedding vectors, which is illustrated in Fig. 3. SGFF is developed for improving the quality of the trajectory representation during the inference phase.

### 3.2. Multi-view Trajectory Contrastive Learning

In this subsection, we elaborate on our main contribution, MTCL. To explain it clearly, we first introduce the LVS strategy in MTCL, which generates multiple appearance vectors adaptively for every target and contributes to exploiting the intra-frame information more efficiently. Then, we describe the trajectory-center memory bank, which enables us to realize trajectory contrastive learning with only limited computing resource. Finally, we present the details of the trajectory-level contrastive loss and the overall process of MTCL.

**Learnable view sampling.** Existing trackers developed based on CenterNet mainly represent every target as a sole center point on feature maps. As introduced before, this strategy has two critical restrictions: (1) The center points of targets could be occluded by other objects, such as the case shown in Fig. 2 (b). In this case, the produced appearance vectors fail to reflect the characteristics of targets. (2) Representing every target with only one vector cannot provide sufficient samples to the contrastive learning algorithm.

To address the above restrictions, we devise LVS that represents a target as multiple adaptively selected keypoints. Specifically, given the \( t_{th} \) frame of a video as input, denoted as \( I_t \), we first transform it into feature maps \( F_t \) using the backbone, and recognize the center points of all targets.
targets in \( I_t \) like former trackers \([51]\). Denoting the center point coordinate of a target \( q \in I_t \) on \( F_t \) as \( \mathbf{Z}^q = (x^q, y^q) \), we take out the vector at the coordinate of \( \mathbf{Z}^q \) in \( F_t \) and represent this vector as \( r^q \). The vector \( r^q \) contains the appearance information of \( q \). Therefore, we can regress the offsets from \( \mathbf{Z}^q \) to the potential informative keypoints in \( I_t \) by applying a linear transformation \( W \). This process can be formulated as

\[
\triangle \mathbf{Z}^q = WR^q,
\]

where \( \triangle \mathbf{Z}^q = \{\triangle \mathbf{Z}^q_i\}_{i=1}^{N_k} \), \( N_k \) represents the total number of selected keypoints and \( \triangle \mathbf{Z}^q_i \) is the offset from \( \mathbf{Z}^q \) to the \( i \)th keypoint. Hence, the coordinate of the \( i \)th selected keypoint is determined as:

\[
\mathbf{Z}^k_i = \Phi(\mathbf{Z}^q + \triangle \mathbf{Z}^q_i),
\]

where \( \Phi(\cdot) \) denotes an operator that guarantees all the keypoints to fall within the generated 2D bounding boxes. Specifically, if a keypoint is out of a 2D box, it will be clipped to the boundary of this box.

With the coordinate of the \( i \)th keypoint \( \mathbf{Z}^k_i \), we can obtain its corresponding feature vector \( \mathbf{v}^k_i \) from \( F_t \). Then, \( \mathbf{v}^k_i \) is further transformed into a more representative appearance vector \( \tilde{\mathbf{v}}^k_i \) by applying a projection head consisting of 4 fully connected layers. Since \( N_k \) keypoints are selected for every target, we can obtain \( N_k \) appearance vectors \( \tilde{\mathbf{v}}^k_i \) corresponding to different positions of a target. Representing every detected target as these \( N_k \) vectors provides richer intra-frame samples to the contrastive learning process. Notably, during the inference stage, the \( N_k \) appearance vectors are concatenated as a single one to represent their corresponding target.

**Trajectory-center memory bank.** Compared with intra-frame samples, inter-frame samples provide more informative features. However, directly utilizing all samples in the historical frames to construct contrastive loss consumes much computing resource. To alleviate this problem, we propose to represent every trajectory as a vector named trajectory center, and maintain all the trajectory centers in a memory bank.

Assuming there are \( N \) trajectories in a training dataset, the memory bank is initialized as a set containing \( N \) zero vectors \( \{\mathbf{c}_i\}_{i=1}^{N} \) at the beginning of a training epoch (a training epoch includes many iterations, and every iteration corresponds to an input data batch). This memory bank and its contained trajectory centers are not reinitialized until the end of this epoch. Since we do not save the gradient information of all iterations for saving memory, the trajectory centers cannot be updated by gradient-based optimizers, such as Adam \([21]\). To solve this problem, we develop a momentum-based updating strategy that dynamically updates trajectory centers in each iteration without requiring historical gradient information.

Hereby, we explain how the momentum-based updating strategy is implemented. For an input data batch comprising several frames, the network recognizes the instances of interest in all frames and generates \( N_t \) appearance vectors for each instance. During the training stage, every detected instance is labeled with a trajectory ID. We gather all appearance vectors extracted from the instances with the same trajectory ID to update their corresponding trajectory centers.

Specifically, the trajectory centers are updated after the parameters of the model are optimized based on the back-propagated gradient. Denoting all appearance vectors in a batch corresponding to the \( t \)th trajectory as \( \mathbf{P}^t = \{\mathbf{p}^t_i\}_{i=1}^{N_t} \), we select the hardest sample in \( \mathbf{P}^t \) to update \( \mathbf{c}_t \). The hard levels of samples are reflected by the cosine similarities \([37]\) with their corresponding trajectory centers, and the sample with the minimum similarity is the hardest one. Mathematically, the cosine similarity \( s^t_i \) between \( \mathbf{p}^t_i \) and \( \mathbf{c}_t \) is formulated as:

\[
s^t_i = \frac{\mathbf{p}^t_i \cdot \mathbf{c}_t}{\|\mathbf{p}^t_i\|_2 \times \|\mathbf{c}_t\|_2},
\]

where \( \cdot \) and \( \times \) represent the dot product between two vectors and the normal product between two floating numbers, respectively. \( \| \cdot \|_2 \) is a \( L_2 \) normalization operator.

Denoting the appearance vector in \( \mathbf{P}^t \) with the minimum cosine similarity as \( \mathbf{p}^t_m \), \( \mathbf{c}_t \) is updated given:

\[
\mathbf{c}_t \leftarrow \alpha \mathbf{c}_t + (1 - \alpha) \mathbf{p}^t_m,
\]

where \( \alpha \) is a hyper-parameter falling between \([0, 1]\).

During the training phase, updating trajectory centers with hard samples contributes to the efficiency of training a network. This issue has been confirmed by our experimental results.

**Trajectory-level contrastive loss.** LVS and TMB provide rich intra-frame and inter-frame samples for constructing the contrastive loss, respectively. The following problem is how to implement the contrastive loss, and train the embedding head of the network for producing discriminative representation.

For the \( k \)th appearance vector \( \tilde{\mathbf{v}}^k_l \) produced by LVS and its corresponding trajectory center \( \mathbf{c}_l \), the optimization objective is drawing \( \tilde{\mathbf{v}}^k_l \) closer to \( \mathbf{c}_l \) while pushing \( \tilde{\mathbf{v}}^k_l \) away from all other trajectory centers. Following \([18]\), we employ the InfoNCE loss to realize this objective. Mathematically, the loss of \( \tilde{\mathbf{v}}^k_l \) can be formulated as:

\[
L^k_{NCE} = - \log \frac{\exp(\tilde{\mathbf{v}}^k_l \cdot \mathbf{c}_l)/\tau}{\sum_{i=0}^{N_t} \exp(\tilde{\mathbf{v}}^k_i \cdot \mathbf{c}_l)/\tau},
\]

where \( \tau \in (0, 1) \) denotes a hyper-parameter and \( N_t \) is the total number of the trajectories. To fully exploit inter-frame
information, we calculate the trajectory-level contrastive loss for every appearance vector based on Eq.(5), and the embedding head loss $L_{tcl}$ is formulated as:

$$L_{tcl} = \frac{1}{N_a} \sum_{k=1}^{N_a} f_k L_{NCE},$$

where $N_a$ is the total number of appearance vectors. Overall, the total loss for training MTark is:

$$L = \frac{1}{2} (\frac{1}{e \eta_1} L_{det} + \frac{1}{e \eta_2} L_{tcl} + \eta_1 + \eta_2),$$

where $L_{det}$ represents the detection loss. $\eta_1$ and $\eta_2$ are learnable weights for balancing $L_{det}$ and $L_{tcl}$.

Additionally, we give the pseudo code of MTCL in Algorithm 1 to present its process clearly.

Algorithm 1: Training Procedure of MTCL

**Require:** The feature encoder $\sigma_\theta$; Momentum rate $\alpha$; Temperature parameter $\tau$; 

**Input:** Training videos $V = \{V_1, V_2, ... V_N\}$;

1. for each epoch do
   2. Initialize a trajectory-center memory bank $B$;
   3. for each mini_batch do
      4. Extract feature maps $F_b$ by $\sigma_\theta(V_b)$;
      5. Detect all targets in $V_b$ given $F_b$;
      6. Generate multiview appearance vectors by LVS with Eq. (1) and Eq. (2);
      7. Compute trajectory-level contrastive loss $L_{tcl}$ with Eq. (5) and Eq. (6);
      8. Update $B$ with Eq. (4);
   9. end
10. end

3.3. Similarity-guided Feature Fusion

In the inference phase, existing appearance-based trackers associate targets with trajectories based on the appearance similarities. First of all, these trackers compute a pairwise appearance affinity matrix between the targets and trajectories. After that, they associate the targets to the trajectories based on a greedy matching strategy, such as the Hungarian algorithm [22]. In this process, the discriminability of the trajectory representation is critical for the association accuracy.

Existing methods update the representation of trajectories by fusing the features of historical frames. Denoting the representation of the $l_{th}$ trajectory in the $(t-1)_{th}$ frame as $f^{t-1}_l$, these methods employ a momentum-based updating strategy [51] to update $f^{t-1}_l$ with the feature vector $z^t_l$, which is extracted from the newly matched object. Then, $f^t_l$ is obtained. This process is formulated as follows:

$$f^t_l = (1 - \beta) f^{t-1}_l + \beta z^t_l,$$

where $\beta$ is a hyper-parameter.

Setting $\beta$ to a constant is effective when $z^t_l$ is informative. However, when targets are occluded or blurry, $z^t_l$ is contaminated by noise and contains little valuable information. Under this condition, updating $f^{t-1}_l$ with $z^t_l$ is harmful to the trajectory representation.

To deal with this problem, we propose the SGFF that adjusts $\beta$ for each frame adaptively, which is shown in Fig. 4. Specifically, assuming a target is clear in most recent frames, we can measure the quality of $z^t_l$ by computing its similarities with the feature vectors in the latest $Q$ frames. If $z^t_l$ is similar to them, we can speculate that $z^t_l$ is informative and $\beta$ should be a large value. Therefore, denoting $\beta$ in the $t_{th}$ frame as $\beta^t$, $\beta^t$ can be derived as:

$$\beta^t = \max\{0, \frac{1}{Q} \sum_{i=1}^{Q} \Psi_d(z^t_l, z^{t-1}_l)\},$$

where $\Psi_d(\cdot)$ represents an operator that computes the cosine similarity described in Eq. (3).

With the SGFF, $\beta^t$ becomes a tiny value if $z^t_l$ is of poor quality. Thus, this strategy reduces the effect of the poor feature vectors.

4. Experiments

This section presents the experimental details. Specifically, Sec. 4.1 introduces the adopted datasets as well as the evaluation metrics. Sec. 4.2 describes the implementation details of our method. Then, Sec. 4.3 demonstrates the
superiority of MTrack by comparing it with existing state-of-the-art (SOTA) MOT methods. Sec. 4.4 reveals the effectiveness of the proposed techniques through various ablation experiments. Finally, Sec. 4.5 visualizes some extracted features and suggests that our method boosts the discriminability of the learned representation significantly.

4.1. Datasets and Evaluation Metrics

Datasets: We conduct extensive experiments on four public MOT benchmarks, i.e., MOT15 [23], MOT16 [26], MOT17 [26] and MOT20 [12]. Specifically, MOT15 comprises 22 sequences, one half for training and the other half for testing. This dataset in all contains 996 seconds of videos, which includes 11286 frames. MOT16 and MOT17 are composed of the same 14 videos, 7 for training and the other 7 for testing. The 14 videos cover various scenarios, viewpoints, camera poses and weather conditions. Compared with MOT16, MOT17 provides more detection bounding boxes produced by various detectors, which include DPM [15], SDP [46], Faster-RCNN [30]. MOT20 is the most challenging benchmark in these datasets. It consists of 8 video sequences captured in 3 crowded scenes. In some frames, more than 220 pedestrians are included simultaneously. Meanwhile, the scenes in MOT20 are very diverse, which could be indoor or outdoor, in the day or at night.

Evaluation metrics: MTrack is evaluated based on the CLEAR-MOT Metrics [5], which include ID F1 score (IDF1), multiple object tracking accuracy (MOTA), multiple object tracking precision (MOTP), mostly tracker rate (MT), mostly lost rate (ML), false positives (FP), false negatives (FN) and identity switches (IDS). Among them, IDF1 and MOTA are the most important indexes for comparing performance.

4.2. Implementation Details

We adopt DLA-34 as the backbone and the detection branch of MTrack is pre-trained on Crowdhuman [31]. The parameters are updated using the Adam optimizer [21] with the initial learning rate of $10^{-4}$. The learning rate is reduced to $10^{-5}$ at the 20th epoch. The model is trained for 30 epochs totally. During the training process, the batch size is set as 8 and the resolution of every input image is $1088 \times 608$. The adopted image augmentation operations follow FairMOT [51], which include random rotation, scaling, translation and color jittering. For LVS, we set $N_k$ to 9, and choose the center point and the eight points surrounding it as the initial sampling locations. In TMB, the temperature parameter $\tau$ is 0.05 and the momentum update factor $\alpha$ is 0.2. During the inference stage, $Q$ is set as 30.

4.3. Comparison with Preceding SOTAs

In this part, we compare the performance of MTrack with preceding SOTA methods on four widely adopted bench-
tra training data. Despite MOT15 containing many false annotations, MTrack still achieves outstanding performance.

**MOT16 and MOT17:** Tab. 1 shows our main results on MOT16 and MOT17. Since MOT16 and MOT17 contain more data and the annotations are more precise compared with MOT15, MTrack outperforms the compared methods by larger margins. For instance, MTrack surpasses the tracker CenterTrack, which is also built upon CenterNet, by 8.8% (73.5% – 64.7%) on IDF1 and 4.3% (72.1% – 67.8%) on MOTA in the MOT17 benchmark. Compared with QD-Track, a method that also applies contrastive learning to MOT, MTrack surpasses it by 4.8% (73.5% – 68.7%) on IDF1 and 5.8% (72.1% – 66.3%) on MOTA. The results demonstrate that learning from the entire trajectories in videos is more likely to empower the model to learn discriminative representation than learning from neighboring frames. Moreover, it can be observed that MTrack also behaves well on the metric of FN and IDS, which means the generated trajectories are very continuous.

**MOT20:** To further prove the effectiveness of our method, we evaluate MTrack on the challenging MOT20 benchmark. As shown in Tab. 1, MTrack obtains the metric IDF1 of 69.2% and MOTA of 63.5%. It behaves the best compared with the counterparts that do not employ extra training data. Notably, MTrack performs better than FairMOT, which is pre-trained on numerous external training datasets, which include ETH, CityPerson, CalTech, CUHK-SYSU and PRW. MTrack surpasses FairMOT by 1.9% (69.2% – 67.3%) on IDF1 and 1.7% (63.5% – 61.8%) on MOTA. The results further confirm the superiority of MTrack, especially in very crowded scenarios.

### 4.4. Ablation Study

In this subsection, we verify the effectiveness of the proposed strategies separately through ablation studies. All the experiments are conducted on the MOT17 dataset. Since MOT Challenge does not provide the validation set, we divide the MOT17 datasets into two parts, \( \frac{2}{3} \) as the training set and the other \( \frac{1}{3} \) as the validation set. All the models are trained for 30 epochs on the training set of MOT17.

#### Analysis of the components of MTrack.

In this part, we verify the effectiveness of various components in MTrack through an ablation study. The results are reported in Tab. 2. According to the results, all the components have boosted the tracking performance effectively. Incorporating all of them, MTrack (row 5) outperforms the baseline (row 2) by 3.1% on IDF1 and 2.2% on MOTA. Among these components, TMB (row 4) boosts the results with the largest margin. Specifically, it improves IDF1 by 1.1% and MOTA by 0.8%. This issue suggests that taking all the information in the whole trajectories into consideration is valuable for the tracking precision.

According to row 3, adding an extra projection head enhances the result on IDF1 significantly, which is a metric mainly reflecting the association accuracy. This observation is consistent with the conclusion drawn by previous publications about contrastive learning [18]. In addition, it can be noticed that the SGFF (row 5) also enhances the results notably (0.5% on IDF1 and 0.6% on MOTA), although it does not demand any modification to the training process.

#### Analysis of LVS.

In this part, we conduct an in-depth analysis on LVS. We compare it with two other keypoint sampling strategies, the center point and center area based sampling strategies, which are illustrated in Fig. 5 (a) and (b), respectively. Similar to LVS, the center area based sampling strategy provides 9 appearance vectors for constructing the contrastive learning loss. However, the 9 keypoints are pre-defined and not adjusted according to the content of the input image.

The experimental results are reported in Tab. 3. According to the two primary metrics, IDF1 and MOTA, the results obtained by the center point and center area based sampling strategies are similar. This phenomenon implies...
that directly incorporating more appearance vectors into the training process cannot boost the performance of the model, and selecting keypoints adaptively (Fig. 5 (c)) is important.

**Analysis of the operator \( \Phi(\cdot) \).** In this part, we analyze how the operator \( \Phi(\cdot) \) in Eq. (2), which restricts the selected keypoints to fall within the estimated 2D bounding box, affects the training process. The curves of the embedding head loss \( L_{tcl} \) corresponding to the models trained with and without \( \Phi(\cdot) \) are illustrated in Fig. 6. We can observe that \( \Phi(\cdot) \) decreases the loss value and accelerates the convergence process significantly. This observation suggests that sampling keypoints only in the estimated 2D bounding boxes is valuable because it forces the generated keypoints to reflect the target appearance information, and employing these keypoints to implement contrastive learning leads to a model with better feature extraction ability.

![Figure 6. The loss curves of the models trained with and without the spatial constraint operator \( \Phi(\cdot) \) on the MOT17 benchmark.](image)

**Analysis of the trajectory center updating strategy.** As introduced in Sec. 3.2, we select the hardest appearance vector of a target to update its corresponding trajectory center. To analyze whether there exists a better strategy, we compare it with other three strategies, “Random”, “Average” and “Easy”. The results are reported in Tab. 4.

| Updating strategy | IDF1 | MOTA | FP | FN | IDS |
|-------------------|------|------|----|----|-----|
| Random            | 80.3 | 73.1 | 1712 | 5382 | 190 |
| Average           | 80.6 | 73.2 | 1669 | 5389 | 208 |
| Easy              | 80.2 | 73.0 | 2058 | 5071 | 189 |
| Hard              | 81.5 | 73.8 | 1524 | 5393 | 183 |

Table 4. Comparison between different trajectory center updating strategies. Random: randomly select an appearance vector; Average: Take the average of all appearance vectors; Easy: Select the appearance vector of the maximum cosine similarity with the trajectory center; Hard: Select the appearance vector with the minimum cosine similarity with the trajectory center.

![Figure 7. Visualizing the appearance vectors of some targets in MOT17 using the t-SNE algorithm. The points in the same color are with the same identity.](image)

As shown in Fig. 7, the representation generated by the model with MTCL is more discriminative. The vectors corresponding to the same identity are well clustered, and the ones with different identities are clearly distinguished. Hence, MTCL is effective on improving the feature extraction ability of a network.

**5. Conclusion**

In this work, we have argued that the discriminability of the extracted representation is critical for MOT. However, existing work only exploits the features in neighboring frames, and the information in the whole trajectories is ignored. To bridge this gap, we have proposed a strategy named multi-view trajectory contrastive learning, which fully exploits the intra-frame features and inter-frame features at the cost of limited computing resource. In the inference stage, a strategy named similarity-guided feature fusion has been developed to alleviate the negative influence of poor features caused by occlusion and blurring. We have verified the effectiveness of the proposed techniques on 4 public benchmarks, i.e., MOT15, MOT16, MOT17 and MOT20. The experimental results indicate that these techniques can boost the tracking performance significantly. We hope this work can serve as a new solution to producing discriminative representation in MOT.
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