THE WORD PROBLEM IS SOLVABLE FOR 3-FREE ARTIN GROUPS IN QUADRATIC TIME
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ABSTRACT. We give a quadratic-time explicit and computable algorithm to solve the word problem for Artin groups that do not contain any relations of length 3. Furthermore, we prove that, given two geodesic words representing the same element, one can obtain one from the other by using a set of homogeneous relations that never increase the word length.

1. Introduction

Artin (or Artin–Tits) groups are finitely presented groups whose relations are written in the form $sts \cdots = tst \cdots$, where both words in the equality have the same length. Jacques Tits first defined these groups in the 60’s, as a generalization of braid groups, and the first appear in the literature in [Bou68]. Since then, group theorists have focused on classical group theoretic questions in Artin groups—such as the conjugacy problem or the word problem. Results for these questions are known for particular types of Artin groups. However, these remain open questions in the most general setting.

Hereunder is a summary of articles that solve the word problem for some subfamilies of Artin groups:

- FC-type Artin groups, including braid groups, spherical-type Artin groups and RAAGs. [Art47, Gar69, Ady84, Del72, BS72, ECH+92, EM94, Alt98, AC00].
- 2-dimensional Artin groups [AS83, App84, Che98].
- Sufficiently large Artin groups, including large and extra-large. [HR12, HR13].
- Euclidean Artin groups [Dig06, Dig12, MS17].

In this article, we give an explicit algorithm to solve the word problem for a large family of Artin groups: the Artin groups that do not contain any relation of length 3 (also called braid relations), that is, no relations $sts = tst$ for any two generators $s$ and $t$. We will call these groups 3-free Artin groups. Note that commuting relations of the form $st = ts$ are permitted. The techniques that we use are a non-trivial generalization of the techniques created by Holt and Rees in their previously mentioned papers dealing with sufficiently large Artin groups.

Theorem 1.1. There is an algorithm that solves the word problem for 3-free Artin groups which complexity is quadratic with respect of length of the word.

The collection of 3-free Artin groups overlaps with the types listed above, but also includes new groups for which the problem was previously unsolved. The intersection of 3-free type Artin groups with FC-type and Euclidean Artin groups is very small: just free and direct products of Artin groups with two generators that are not braid groups (including RAAGs). An Artin group is 2-dimensional if, for every three generators, the three respective relations have lengths $m_1$, $m_2$, and $m_3$ and satisfy $\frac{1}{m_1} + \frac{1}{m_2} + \frac{1}{m_3} \leq 1$. All 3-free Artin groups containing a 3-generator subgroup such
that \( m_1 = 2, m_2 = 2 \) are not 2-dimensional. Sufficiently large Artin groups are those such that for any triple of generators, if \( m_1 = 2, m_2 \neq 2, \infty \), then \( m_3 = \infty \). Again, the 3-free Artin groups with some triple such that \( m_1 = 2, m_2 = 2, m_3 \neq \infty \) are not sufficiently large. Notice also that 3-free Artin groups include the class of even Artin groups, which are the ones that only contain relations of even length.

3-free Artin groups are a subset of the set of locally reducible Artin groups. In [Cha04], Charney shows that locally reducible Artin groups satisfy the \( K(\pi,1) \) conjecture, implying that these groups are torsion-free. This also implies that they have trivial center as long as they do not factor as direct products (See [JS23]). In addition, Jankeiwicz and Schreve ([JS22]) have shown that locally reducible Artin groups satisfy a generalized version of the Tits conjecture. However before our work, there was very little known about the algorithmic properties of 3-free Artin groups. For example, many of the types of Artin groups listed above are known to be biautomatic (including finite type [Cha92], RAAGS [Wyk94, HM95], and extra-large type [Pei96]). This paper aims to provide tools for proving other properties of 3-free Artin groups.

Our algorithm for solving the word problem (see more details in Section 4) is a direct consequence of the theorem below.

**Theorem 1.2.** Let \( A \) be a 3-free Artin group. Let \( w \) be a geodesic word representing an element of \( A \) and let \( t \) be a letter. Then, there is a algorithm that takes \( w \) and \( t \) and returns a geodesic word equivalent to \( wt \). The complexity of this algorithm is linear on the length of \( w \).

This result will be formulated with more details in the Main Theorem of Section 4. The steps of our algorithm for solving the word problem are composed of free reductions and a generalization of the homogeneous relations (called \( \tau \)-moves) first defined by Holt and Rees in [HR12]. As a consequence of this result, we will obtain the following stronger result as a corollary (which is stated with more detail in Corollary 4.2):

**Corollary 1.3.** Let \( g_1 \) and \( g_2 \) two geodesic words representing the same element of a 3-free Artin group. Then using only a finite set of homogeneous relations (called \( \tau \)-moves), we can transform \( g_1 \) into \( g_2 \). That is, we can transform \( g_1 \) into \( g_2 \) without increasing the length at any step.

Our work does not show that 3-free Artin groups are automatic. The strategies we employ to show that there is a solution to the word problem are similar to the ones that Holt and Rees use in [HR12] and [HR13] to show that large type and sufficiently large type Artin groups are automatic. Their work implies that geodesic words in large and sufficiently large Artin groups are automatic by proving a result similar to our Corollary 4.2, and then showing that two geodesic words that are related by a single sequence of \( \tau \)-moves satisfy a fellow traveler property. Our methods generalize the concept of a \( \tau \)-move to include an arbitrary number of commutations in a single \( \tau \)-move, and so while we are still able to use these generalized \( \tau \)-moves to show that the word problem is solvable, we do not get the fellow traveler properties required for automaticity.

Another consequence of our work is that 3-free Artin groups satisfy Dehornoy’s Property H, a weak hyperbolicity property. Dehornoy originally defined groups satisfying Property H in 2011 [Deh11] as groups whose word problem can be solved via an algorithm that is similar to Dehn’s algorithm. In this sense, we can think of Property H as a weak hyperbolicity property [DG13]. It is known that sufficiently large type Artin groups and FC-type Artin groups satisfy Property H [DG13, GR16, DHR18] and conjectured that all Artin groups satisfy Property H [DG13]. Our work makes significant progress towards this conjecture. (See Section 4.1 for a more precise definition of Property H.)
Corollary 1.4 (Property H). Let $A_S$ be a 3-free Artin group. Then this group satisfies Property H.

We are also aware of work in progress of Arya Juhasz that investigates the solvability of word problem for 3-free Artin groups using small cancellation theory and isoperimetric functions. This work differs from our approach in its methods and in that it does not include the construction of an explicit algorithm for determining if a word is geodesic as seen in our work. As of this writing, this work has not yet appeared on the ArXiv.

This paper is subdivided in the following sections: In Section 2, we give background and notation, and introduce the concept of a critical word. In Section 3, we define the concept of a Rightward Reducing Sequence, which will be the main component of the word problem solution algorithm. In Section 4, we prove that our Main Theorem depends on three main propositions. In Section 5, we prove these three propositions. Proofs of auxiliary lemmas are left to Section 6.
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2. Background

In this section, we recall some definitions and results from Holt and Rees in [HR12], [HR13]. These articles study the word problem and automaticity in large and sufficiently large type Artin groups. The main premise of these papers is to partition a given word into subwords, each of which is contained in a dihedral Artin group. By applying facts about dihedral Artin groups to these subwords in a sequential fashion, Holt and Rees find the shortlex representative for an element of the Artin group. This section will cover the necessary background on dihedral Artin groups and define the notation needed going forward. Many of the results of Holt and Rees listed here have stronger versions given in their papers, but here we will only restate the results required for our work.

2.1. Definitions and notation for words in Artin groups. We define an alphabet to be a finite set $A$. An element $a \in A$ is called a letter. A word over $A$ is a finite sequence of letters. Formally, a word can be defined as a map $w : \{1, \ldots, n\} \to A$ where $w(i)$ is the $i$-th letter of the word. The length of a word $w$ is the integer $n$ and it is denoted by $|w|$. When $n = 0$, we say that $w$ is the empty or trivial word over $A$, and it is denoted by $\epsilon$. We denote by $A^*$ the set of all words over the alphabet $A$.

Given a word $w = w_1w_2w_3$, with possibly empty words $w_1, w_2, w_3 \in A^*$, the word $w_1$ is said to be a prefix of $w$, $w_3$ is a suffix of $w$ and $w_2$ is a subword of $w$. Given a word $w$ we denote by $f[w]$ and $l[w]$ the first and last letter of $w$ respectively. We also denote $\text{suf}[w]$ the word $w$ without its first letter and $\text{pref}[w]$ the word $w$ without its last letter.

From now on we fix $A = S \cup S^{-1}$, where $S$ is a generating set of the Artin group $G$. A letter $a \in A$ is positive if $a \in S$ and is negative otherwise. The name of a letter is its positive form. We say that two letters are essentially different if they have different names. We say that a word $w \in A^*$ is positive if all its letters are positive, negative if all its letters are negative and unsigned otherwise.
A word \( w \in \mathcal{A}^* \) is freely reduced if it does not admit any subword of the form \( aa^{-1} \) or \( a^{-1}a \) for any letter \( a \). We say that a word that is not freely reduced word admits a free reduction.

Two words \( v \) and \( w \) represent the same element of the Artin group if we can change \( v \) into \( w \) via a sequence of insertions of words of the form \( aa^{-1} \) or \( a^{-1}a \), free reductions, or applications of the Artin relations. If \( v \) and \( w \) represent the same group element, we denote this by \( w =_G v \) and say that \( w \) and \( v \) are equivalent in \( G \). A word \( w \in \mathcal{A}^* \) is geodesic if for any other word \( v \) such that \( w =_G v \), we have that \( |w| \leq |v| \).

We say that a letter \( a \) appears in the word \( w \), if either \( a \) or \( a^{-1} \) is a letter in \( w \). If there are letters \( a, b, c \) in a word \( w \) such that \( a \) appears before \( b \), \( b \) appears before \( c \) and \( b \) does not commute with either \( a \) or \( c \) we say that \( b \) is trapped in \( w \), because we cannot move \( b \) out from between the letters \( a \) and \( c \) using only commutations between individual letters.

### 2.2. Geodesics in dihedral Artin groups

Following the notation of Holt and Rees \cite{HR12} \cite{HR13}, we define the notation \( m(a,b) \) as the alternating product of the letters \( a \) and \( b \) of length \( m \) starting with the letter \( a \). Similarly, we define \( (a,b)_m \) as the alternating product of \( a \) and \( b \) of length \( m \) ending with \( b \). Notice that if \( m \) is even, we have \( m(a,b) = (a,b)_m \) and we can use the two expressions interchangeably.

**Definition 2.1.** The dihedral Artin group (also called the two-generator Artin group) \( A_2(m) \), \( m \in \{2,3,\cdots + \infty\} \) is the Artin group having two generators with a relation of length \( m \) between them if \( m \in \mathbb{Z} \) or the free group with two generators otherwise. If \( m < \infty \) this is the group with presentation \( \langle a, b \mid m(a,b) = m(b,a) \rangle \).

We say that the words that contains only instances of two essentially different letters are 2-generated. Words that are 2-generated represent elements of a dihedral Artin group.

In \cite{MM06}, Mairesse and Matheus give a method for identifying geodesic words in dihedral Artin groups. Let \( w \) be a freely reduced word in \( A_2(m) \) over the alphabet \( \mathcal{A} = \{a,a^{-1},b,b^{-1}\} \). Consider the integers:

\[
\begin{align*}
    r_1 & = \max\{ r \mid r(a,b) \text{ or } r(b,a) \text{ is a subword of } w \}; \\
    r_2 & = \max\{ r \mid r(a^{-1},b^{-1}) \text{ or } r(b^{-1},a^{-1}) \text{ is a subword of } w \}; \\
    p(w) & = \min\{ r_1, m \}; \\
    n(w) & = \min\{ r_2, m \}.
\end{align*}
\]

The following result proves that geodesic words \( w \) in \( A_2(m) \) are characterized by the values \( p(w) \) and \( n(w) \):

**Proposition 2.2.** \cite{MM06} Let \( g \in A_2(m) \) and let \( w \in \mathcal{A}^* \) be a freely reduced word representing \( g \).

1. If \( p(w) + n(w) < m \), then \( w \) is the unique geodesic representative for \( g \).
2. If \( p(w) + n(w) = m \), then \( w \) is one of the geodesic representatives for \( g \).
3. If \( p(w) + n(w) > m \), then \( w \) is not geodesic. Furthermore, \( w \) has a subword \( w' \) such that \( p(w') + n(w') = m \).

We are particularly interested in words which have more than one geodesic representative. Following \cite{HR13}, we define a special subset of these words, called critical words.
Definition 2.3. [HR12] Let $w$ be a freely reduced word in $A_2(m)$. Let $\{x, y\} = \{z, t\}$ be sets of generators of $A_2(m)$ and write $p = p(w)$ and $n = n(w)$. The word $w$ is called a critical word if $p + n = m$ and it has the form

$$w = p(x, y)\eta(z^{-1}, t^{-1})_n \text{ or } w = n(x^{-1}, y^{-1})\eta(z, t)_p$$

Here $\eta$ represents any word in $A^*$. Notice that $p$ or $n$ could be 0. In this case we have that $(a, b)_0 = o(a, b) = e$. Moreover, if $w$ is negative or positive, we add the restriction that $w$ can only contain one subword of the form $(x, y)_m$ or $(x^{-1}, y^{-1})_m$.

Note that while the definition does not explicitly give restrictions on $\eta$, the requirement that $p + n = m$ implicitly imposes restrictions on $\eta$. We will use $\eta^+$ (resp. $\eta^-$) to express that $\eta^+$ is positive (resp. negative).

Lemma 2.4. If $w$ is a 2-generated critical word that contains a critical subword $\zeta$, then the smallest suffix of $w$ containing $\zeta$ has a critical suffix, $\xi$, with $p(w) = p(\xi)$ and $n(w) = n(\xi)$.

Proof. Assume that $w$ is positive i.e. $p(w) = m$ (the negative case is analogous). The subword $\zeta$ must be positive and must contain the only instance of the alternating positive word of length $m$. So $\zeta$ is a prefix of $w = (a, b)_m\eta^+$ or a suffix of $w = \eta^+(a, b)_m$ and the result follows.

Assume that $w$ is neither positive nor negative. We know that $n(\zeta) = n(w)$ and $p(\zeta) = p(w)$.

Suppose that $w = p(x, y)\eta(z^{-1}, t^{-1})_n$ (the other case is symmetrical). In this case the desired critical suffix of $w$ starts at the first letter of a positive alternating word of length $p(w)$ inside $\zeta$. □

We now define an involution $\tau$ on the set of critical words, again following the work of Holt and Rees [HR12] and Brien [Bri12]. For a dihedral Artin group generated by $a$ and $b$, consider the homomorphism $\delta$ defined on the set of words as follows: if $m$ is even then $\delta(a) = a, \delta(b) = b$, if $m$ is odd then $\delta(a) = b, \delta(b) = a$.

Then we define, for $n, p > 0$:

$$\tau \left( p(x, y)\eta(z^{-1}, t^{-1})_n \right) = n(y^{-1}, x^{-1})\delta(\eta)(t, z)_p,$$
$$\tau \left( p(x^{-1}, y^{-1})\eta(z, t)_n \right) = n(y, x)\delta(\eta)(t^{-1}, z^{-1})_p.$$ 

For the cases $p = 0$ and $n = 0$, the critical words are negative or positive and we define:

$$\tau \left( \eta^-(z^{-1}, t^{-1})_m \right) = m(y^{-1}, x^{-1})\delta(\eta^-), \quad y^{-1} \neq f[\eta^-],$$
$$\tau \left( m(x^{-1}, y^{-1})\eta^- \right) = \delta(\eta^-)(t^{-1}, z^{-1})_m, \quad z^{-1} \neq l[\eta^-],$$
$$\tau \left( \eta^+(z, t)_m \right) = m(y, x)\delta(\eta^+), \quad y \neq f[\eta^+],$$
$$\tau \left( m(x, y)\eta^+ \right) = \delta(\eta^+)(t, z)_m, \quad z \neq l[\eta^+].$$

For example, if $m = 5$ we have

$$ababa \eta^+ \xrightarrow{\tau} b^3ab babab$$
$$\xrightarrow{(a, b)} \delta(\eta^+)(a, b)_m,$$

$$abg \eta^+ \xrightarrow{\tau} b^{-1}a^{-1} b^{-1}a^{-1} \delta(\eta^+)(a, b)_m.$$

The technical definition of $\tau$ will be used just in a few proofs. For the rest of them, the reader should focus on the important properties of this map given below.
Proposition 2.5. [HR12, Bri12] \( \tau \) satisfies the following properties for any critical word \( w \):

1. \( \tau(w) \) and \( w \) represent the same group element, \( \tau(w) \) is a critical words and \( \tau(\tau(w)) = w \).
2. \( p(\tau(w)) = p(w) \) and \( n(\tau(w)) = n(w) \).
3. \( f[w] \) and \( f[\tau(w)] \) have different names, the same is true for \( l[w] \) and \( l[\tau(w)] \).
4. \( f[w] \) and \( f[\tau(w)] \) have the same sign if \( w \) is positive or negative, but different signs if \( w \) is unsigned; the same is true for \( l[w] \) and \( l[\tau(w)] \).

Given a word \( w \) representing an element in a dihedral Artin group with \( u \) a critical subword, we can replace \( u \) with \( \tau(u) \) without changing the length of the word or the represented group element. We call such a replacement a \( \tau \)-move. Holt and Rees show that any non-geodesic word in a dihedral Artin group can be reduced to a geodesic representative by a sequence of free reductions and \( \tau \)-moves. They then generalize this method to large and sufficiently large Artin groups. We plan to use this method to study 3-free Artin groups.

We finish this section by proving the following lemma, which will be an important step in our arguments going forward.

Lemma 2.6. Let \( w \) be a 2-generated critical word that contains a critical subword \( \zeta \). Let \( w' \) be the word obtained from \( w \) by replacing \( \zeta \) with \( \tau(\zeta) \). Then the smallest suffix of \( w' \) containing \( \tau(\zeta) \) contains a critical suffix \( \xi \) with \( p(w) = p(\xi) \) and \( n(w) = n(\xi) \).

Proof. Assume that \( w \) is positive (the negative case is analogous). \( \zeta \) must be a positive critical subword and \( p(\zeta) = p(\tau(\zeta)) = m \). Thus there is at least one positive alternating sequence of length \( m \) in \( w' \). Let \( \xi \) be the suffix of \( w' \) starting at the rightmost such sequence. The suffix \( \xi \) will be a positive word generated by \( a, b \) with exactly one positive alternating sequence of length \( m \) an hence a critical word.

Assume that \( w \) is unsigned. We know that \( p(\zeta) = p(w) \) and \( n(\zeta) = n(w) \) so \( \zeta \) is also an unsigned critical word and \( \zeta \) must begin in an alternation. Any letter in \( w \) before this alternation should not increase the length of the alternation. Thus, for example if \( f[\zeta] = a \), then either \( \zeta \) is a prefix of \( w \) or the letter preceding \( a \) in \( w \) must be in \( \{a, b^{-1}\} \). Applying \( \tau \) to \( \zeta \) we get \( f[\tau(\zeta)] = b^{-1} \). Thus the alternation at the beginning of \( \tau(\zeta) \) does not introduce any free cancellations to \( w' \) nor does it increase the value of \( p \) or \( n \). We also know that \( \zeta \) ends in an alternation and a similar argument can be applied to the alternation at the end of \( \tau(\zeta) \). Thus \( w' \) is also a freely reduced word with the same value of \( p \) and \( n \).

Suppose that \( w = p(x, y)\eta(z^{-1}, t^{-1})n \) (the other case is symmetrical). Because there is a positive alternation of length \( p \) in \( w \), there must also be a positive alternation of length \( p \) in \( w' \). Let \( \xi \) be a suffix starting at such an alternation. Then \( \xi \) will be a freely reduced word with \( p(\xi) = p(w), n(\xi) = n(w) \) and such that \( \xi \) begins with a positive alternation of length \( p \) and ends with a negative alternation of length \( n \). Thus \( \xi \) is the desired critical suffix. \( \square \)

3. Rightward Reducing Sequences

The main aim of this section is to generalize our discussion to 3-free Artin groups, via sequences of transformations of subwords called rightward reducing sequences. For an Artin group \( A_S \) we denote \( A^* \) the set of words in \( A = S \cup S^{-1} \).

We wish to use our knowledge of dihedral Artin groups, so we will now define a way of using commutations to isolate a 2-generated subword inside a larger word. Informally, we will say that a word \( w \in A^* \) is pseudo 2-generated (P2G) in the pseudo-generators \( a \) and \( b \) if, for every instance of a letter in \( w \) not in \( \{a, b, a^{-1}, b^{-1}\} \), we can use commuting relations to push this letter either to
right or to the left of all the letters in \( \{a, b, a^{-1}, b^{-1}\} \). This effectively isolates the pseudo-generators in the center of the word and allows us to treat this central subword as a word in a dihedral Artin group.

Recall that, given a letter, the name of a letter is its positive form and we say that two letters are essentially different if they have different names.

The formal definition of a P2G word is as follows.

**Definition 3.1.** Let \( a, b \in S \) with \( 2 < m_{a,b} < \infty \) and denote by \( P \) the set \( \{a, b, a^{-1}, b^{-1}\} \). Let \( w \in A^* \) be a word such that \( f[w], l[w] \in P \). Let \( w_p \) be the prefix of \( w \) up to but not including the first instance of a letter in \( P \) that is essentially different from \( f[w] \). Similarly, let \( w_s \) be the largest suffix of \( w \) which does not contain a letter in \( P \) that is essentially different from \( l[w] \). Factor \( w \) as \( w = w_p w_q w_s \).

We say that \( w \) is a pseudo 2-generator word (P2G word in the following) in pseudo-generators \( \{a, b\} \) if all the letters in \( w_p \) commute with \( f[w] \), all the letters in \( w_q \) not in \( P \) commute with both \( a \) and \( b \), and all the letters in \( w_s \) commute with \( l[w] \). The letters of \( w \) not in \( \{a, b, a^{-1}, b^{-1}\} \) are called internal letters.

**Example 3.2.** Suppose that \( a, b \in S \) such that \( m_{a,b} = 4 \). Further suppose that \( x, y, z \in S \) such that \( x \) commutes with \( a \), \( y \) commutes with \( b \), and \( z \) commutes with both \( a \) and \( b \). Then the word \( (axzax)(bza)(byb^{-1}) \) is P2G with \( w_p = axza, w_q = bza \) and \( w_s = byb^{-1} \). Notice that there can also be P2G words that begin and end in the same generator, for example \( (axa)(bza)(axa) \) is also P2G with \( w_p, w_q, w_s \) indicated by parentheses.

We now define some further notation associated to a given P2G word \( w \). If \( w \) is a P2G word, as above, then it is equivalent to a word \( \alpha \rho \hat{w} \beta \) where:

- \( \hat{w} \) is the word obtained from \( w \) after deleting all the internal letters.
- \( \alpha \) is the word obtained from \( w_p \) after deleting all instances of pseudo-generators. By definition of a P2G word, all the letters in \( \alpha \) must commute with \( f[w] \) and may or may not commute with the other pseudo-generator.
- \( \beta \) is the word obtained from \( w_s \) by deleting all the pseudo-generators and all the letters that can be pushed to the left of \( \hat{w} \) in \( w \) via commutations. All the letters in \( \beta \) must be able to be pushed to the right via commuting relations and so must commute with \( l[w] \).
- \( \rho \) is the word obtained from \( w \) by deleting all the pseudo-generators and all the letters in \( \alpha \) and \( \beta \). By the definition of \( \alpha, \beta \) and P2G words, all the letters in \( \rho \) must commute with both pseudo-generators.

The word \( \alpha \rho \hat{w} \beta \) can be obtained from \( w \) by pushing as many internal letters as possible to the right via commuting relations, and pushing the remaining internal letters to the left via commuting relations.

When dealing with several P2G words, we will use subindices.

**Example 3.3.** Suppose that \( a, b \in S \) such that \( m_{a,b} = 4 \). Further suppose that \( x, y, z \in S \) such that \( x \) commutes with \( a \), \( y \) commutes with \( b \), and \( z \) commutes with both \( a \) and \( b \) and with \( y \). The word \( w = (axzax)(bza)(byzb) \) is equivalent to \( \alpha_w \rho_w \hat{w} \beta_w \) where \( \alpha_w = xzx, \rho_w = z^2, \hat{w} = a^2bab^2 \) and \( \beta_w = y \).

We are especially interested in P2G words where the central subword \( \hat{w} \) is a critical word in the sense of Holt-Rees. This allows us to generalize the notion of a critical word beyond dihedral Artin groups.
**Definition 3.4.** Let \( w \) be a P2G word in \( \{a, b\} \). Let \( \hat{w} \) be the word obtained from \( w \) by erasing the internal letters. We say that \( w \) is **P2G critical** if \( \hat{w} \) is a 2-generated critical word in the sense of Holt and Rees. See Definition 2.3 above.

**Remark 3.4.1.** Notice that a P2G critical word, \( w \), entirely determines its pseudo-generators: the pseudo-generators will always be the first letter of \( w \), and the first letter after \( f[w] \) that does not commute with \( f[w] \).

Now we extend the involution \( \tau \) on 2-generated critical words defined in Section 2 so that it will apply to any P2G critical word.

**Definition 3.5.** Given a P2G critical word \( w \) as above we define the \( \tau \)-move:

\[
\tau(w) = \alpha \rho \tau(\hat{w}) \beta,
\]

where \( \alpha, \rho, \hat{w}, \beta \) are defined as above and \( \tau(\hat{w}) \) is the \( \tau \)-move defined for 2-generated critical words by Holt-Rees in [HR12] explained in Section 2. We say that this \( \tau \)-move produces the letter \( l[\tau(\hat{w})] \).

Notice that given a P2G critical word \( w \), the properties of \( \tau(w) \) listed in Proposition 2.5 may not apply. However, the following corollary of Proposition 2.5 (proven in [HR12] for 2-generated critical words) extends to the P2G critical case.

**Corollary 3.6.** If \( w \) is a P2G critical word and \( w' \) is a prefix of \( w \) which is also P2G critical in the same pseudo-generators, then \( f[\tau(w)] = f[\tau(w')] \). Similarly, if \( w \) is a P2G word and \( w' \) is a P2G critical suffix in the same generators, then \( \beta_w = \beta_w' \) and \( l[\tau(\hat{w})] = l[\tau(\hat{w'})] \).

**Proof.** This follows directly from Proposition 2.5 [HR12 Corollary 2.2] and the definition of a P2G word.

One particularly nice feature of \( \tau \)-moves, in both the dihedral case and when applied more generally to P2G critical words, is that \( w \) and \( \tau(w) \) are words of the same length. We would like to find an algorithm which begins with a word \( w \) and reduces this word to a geodesic by only applying free reductions and \( \tau \)-moves to subwords of \( w \). This will give us a way of obtaining a geodesic representative of \( w \) without ever increasing the length at any intermediate step. To that end, we now define a way of applying \( \tau \)-moves to a word in sequence. This sequence of \( \tau \)-moves will take a non-geodesic but freely reduced word and apply successive \( \tau \)-moves until a free reduction becomes possible.

**Definition 3.7** (Rightward Reducing Sequence). The reader can find pictures for this definition in Figures 1 and 2. Let \( w \) be a freely reduced word and \( U = u_1, \ldots, u_k, u_{k+1} \) a sequence of words such that, for \( i \leq k \), \( u_i \) is a P2G critical word, and \( u_{k+1} = au \), where \( a \) is a letter commuting with every letter in the word \( v \).

We note \( \tau(u_i) = \alpha_i \rho_i \tau(\hat{u}_i) \beta_i \) for all \( i \leq k \) and in particular \( l[\tau(\hat{u}_i)] \beta_i \) is a suffix of \( \tau(u_i) \). We say that \( w \) admits \( U \) as a **rightward reducing sequence** (RRS) of length \( k \) if \( w \) can be written as a product of words \( w = w_1 \ldots w_k w_{k+1} \gamma \) such that \( w_i \neq \epsilon \) for \( i \leq k \), \( w_1 = u_1 \), \( u_4 = l[\tau(\hat{u}_i)] \beta_{i-1} w_i \) for \( 1 < i \leq k + 1 \), and \( f[w_{k+1}] = f[\gamma]^{-1} \). Notice that \( w_{k+1} \) can be trivial and that if \( k = 0 \) then \( w_1 = f[\gamma]^{-1} v \).

We respectively call \( \mu \) and \( \gamma \) the **head** and the **tail** of the RRS.

In this definition, we begin with a non-geodesic word \( w = w_1 \ldots w_k w_{k+1} \gamma \). We assume that \( w_1 \) is P2G critical and apply a \( \tau \)-move to \( w_1 \). This produces a new word \( \mu \tau(w_1)w_2 \ldots w_k w_{k+1} \gamma \). We now have a P2G critical subword \( u_2 = l[\tau(\hat{u}_1)] \beta_1 w_2 \) and we apply \( \tau \) to this subword. We repeat
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\[ \mu \]
\[ w_1 \]
\[ \alpha_1 \rho_1 \]
\[ \hat{u}_1 \]
\[ \beta_1 \]
\[ \tau(\hat{u}_1) \]
\[ l[\tau(\hat{u}_1)] \]
\[ u_2 \]
\[ \alpha_2 \rho_2 \]
\[ \hat{u}_2 \]
\[ f[\gamma]^{-1} \]
\[ f[\gamma] \]
\[ \tau(\hat{u}_2) \]
\[ \gamma \]

**Figure 1.** Diagram for an RRS \( U = u_1, u_2, u_3 \) with \( w_3 = \epsilon \). (Notice by Lemma 3.10 that \( \beta_2 = \epsilon \)).

\[ \mu \]
\[ w_1 \]
\[ \alpha_1 \rho_1 \]
\[ \hat{u}_1 \]
\[ \tau(\hat{u}_1) \]
\[ l[\tau(\hat{u}_1)] = a \]
\[ w_2 \]
\[ u_2 \]
\[ w_2 \]
\[ l[\tau(\hat{u}_1)] = a \]
\[ a^{-1} \]
\[ \gamma \]

**Figure 2.** Diagram for an RRS \( U = u_1, u_2 \) with \( u_2 = aw_2 \). (Notice by Lemma 3.10 that \( \beta_1 = \epsilon \)).

In this step, applying successive \( \tau \)-moves and maintaining the length of the word at each step. After the final \( \tau \)-move we can transform \( u_{k+1} = aw_{k+1} \) in \( w_{k+1}a \) and obtain a word which can be freely reduced.

Intuitively, we can think of an RRS as a way of applying successive \( \tau \)-moves and commutations, moving left to right, until a free reduction becomes possible. Notice that any word which is not freely reduced admits an RRS with \( k = 0 \) and \( w_1 \) a canceling letter. In this case, the RRS makes no changes to the word.
Example 3.8. Suppose all the \( u_i \) have the property that \( f[u_i] \) and \( l[u_i] \) are essentially different. Then we can suppose that \( a_i \) and \( b_i \) are the pseudo-generators of \( u_i \) with \( a_i \) the name of \( f[u_i] \) and \( b_i \) the name of \( l[u_i] \). We know that \( \tau \)-moves on two-generator words always change the name of the last letter of the critical word (Proposition 2.5), so the name of \( l[\tau(u_i)] = f[u_{i+1}] \) is \( a_i \). Thus \( a_i = a_{i+1} \). In this special case, the pseudo-generator \( a_1 \) is the name of the first letter in the first critical word in the RRS. Each successive \( \tau \)-move pushes this letter further to the right in the word \( w \), possibly changing its sign in the process. Each \( \tau \)-move also makes other changes to the word \( w \), however these changes do not affect the length of \( w \). After the final \( \tau \)-move and (possibly) some commutations, the new word will contain a free reduction in \( a_1 \). Thus, in this special case, the RRS is effectively moving a single letter to right, (while making other changes at the same time) until a cancellation is possible. This means that some RRS effectively use \( \tau \)-moves to move a single letter further to the right in the word.

For another more concrete example, consider an Artin group \( A \) with four generators \( a, b, c, d \) where \( a \) and \( b \) have a relation of length 4, \( b \) and \( c \) a relation of length 5, \( d \) commutes with \( a \) and \( b \) and \( c \) commutes with \( a \). The word \( w = (a c a b b c d a c)(c b^{-1} c^{-1} b^{-1})d^{-1} c^{-1} \) admits an RRS \( U = u_1, u_2, u_3 \) with factorization \( w = \mu w_1 w_2 w_3 \gamma \) where \( \mu = \varepsilon \), \( w_1 = a c a b b c d a c \), \( w_2 = c b^{-1} c^{-1} b^{-1} \), \( w_3 = d^2 \) and \( \gamma = c^{-1} \). By definition, \( u_1 = u_4 \) so \( u_1 = \alpha_1 \rho_1 \phi_1 \) with \( \alpha_1 = c \), \( \rho_1 = d \), \( \phi_1 = a c a b b c d a c \) and \( \phi_1 = c \). When we apply \( \tau \) we get \( \tau(u_1) = b a b c c a \), hence \( u_2 = b c b^{-1} c^{-1} b^{-1} = \hat{u}_2 \). We apply \( \tau \) again and have \( \tau(b c b^{-1} c^{-1} b^{-1}) = c^{-1} b^{-1} c^{-1} b^{-1} = \hat{u}_3 \). Finally, \( u_3 \) can be changed via commutations to \( a \hat{\varepsilon} \). After the RRS we obtain a new word \( c d b a b c c^{-1} b^{-1} c^{-1} b^{-1} a d \) and the last two letters give a free cancellation.

Recall that, if \( w \) is P2G word in pseudo-generators \( a \) and \( b \), then \( \hat{w} \) is the word obtained from \( w \) by erasing internal letters in \( w \). The next lemma shows that every P2G word \( w \) with non geodesic \( \hat{w} \) admits an RRS:

**Lemma 3.9.** Suppose that \( w \) is a freely reduced P2G word and \( \hat{w} \) is not geodesic in the dihedral Artin group \( A_{(a,b)} \). Let \( \hat{v} \) be the largest prefix of \( \hat{w} \) such that \( \hat{v} \) is geodesic, and consider the nongeodesic prefix of \( \hat{w} \) given by \( \hat{v} x \) where \( x \in \{a, a^{-1}, b, b^{-1}\} \). Then \( w \) admits an RRS of length 1, with \( l[\tau(\hat{v} x)] = x^{-1} \).

**Proof.** Let \( a \) and \( b \) be the pseudo-generators of \( w \). Notice that any subword of \( w \) which begins and ends in the letters in \( \{a, a^{-1}, b, b^{-1}\} \) must be a P2G word in the same pseudo-generators. Similarly, given a subword \( \hat{u} \) in \( \hat{w} \), we can consider the corresponding subword \( u \) in \( w \) such that erasing all the internal letters from \( u \) produces \( \hat{u} \).

By [HR12, Lemma 2.3], there exists some suffix of \( \hat{v} \), denoted by \( \hat{v}_1 \), such that \( \hat{v}_1 \) is a critical word and \( l[\tau(\hat{v}_1)] = x^{-1} \). The suffix \( \hat{v}_1 \) has a corresponding P2G critical subword of \( w \) denoted by \( w_1 \). Let \( w_2 \) be the subword of \( w \) beginning immediately after the last letter of \( w_1 \) and ending at \( x \).

Because of the way we have defined \( w_1 \) the word \( w_2 \) must consist entirely of internal letters in \( w \). Because \( w \) is P2G and \( x \) or \( x^{-1} \) appears in \( w_1 \), any letters in \( w_2 \) must commute with \( x \). Otherwise they are internal letters trapped between pseudo-generators. This means that \( w_1, w_2 \) are subwords of \( w \) that produce an RRS of length 1, which cancels the letter \( x \).

The following lemma is a key characteristic of RRSs that is used repeatedly throughout the subsequent proofs and reveals one important way that the 3-free condition contributes to the main results of this paper.

We denote by \( t^k \) some arbitrary nonzero power of the letter \( t \).
Lemma 3.10. Let $A_S$ be an Artin group, and let $U = u_1, \ldots, u_{k+1}$ be an RRS of a word $w$ with factorization $w = \mu w_1 \cdots w_{k+1} \gamma$. Then:

1. \( \beta_k = \epsilon \).

2. If we further suppose that $u_i$ and $u_{i+1}$, $1 \leq i < k$, are two consecutive P2G critical words in $U$, and assume that $\beta_i \neq \epsilon$, then
   
   \( \alpha_{i+1} = \epsilon \).

3. If $z,t$ are the pseudo-generators of $u_{i+1}$, and $m_{z,t} > 3$, then $\beta_i = t^\#$ or $\beta_i = z^\#$.

Proof. For the first item, notice that by the definition of a P2G word $u$ and $\beta_u$, the first letter of $\beta_u$ must commute with $l[u]$, but not with the other pseudo-generator of $u$, which is $l[\tau(\hat{u})]$. Thus if $\beta_k$ is not trivial, then the first letter in $\beta_k$ would lie in $u_{k+1}$ but would not commute with $l[\tau(\hat{u}_k)]$, producing a contradiction.

For the last two items, let $z_i$ and $t_i$ be the pseudo-generators of $u_i$. We know that $l[\tau(\hat{u}_i)] = f[u_{i+1}]$ is a pseudo-generator of both $u_i$ and $u_{i+1}$, so we can assume that $l[\tau(\hat{u}_i)] = z_i^{\pm 1} = z_i^{\pm 1}$. We also know from the definition of P2G critical word that $f[\beta_i]$ does not commute with $z_{i+1}$. This means that when we split $u_{i+1}$ into three blocks, as in the definition of P2G words, we see that the first block $w_p$ consists only of the letter $z_i^{\pm 1}$ and so $\alpha_{i+1} = \epsilon$.

We can now write $u_{i+1} = z_i^{\pm 1} t_i^{\pm 1} y w_{i+1}$, where $y$ is the suffix of the word $\beta_i$ after $t_i^{\pm 1}$ such that $f[y] \neq t_i^{\pm 1}$. Note that $z_i^{\pm 1}$ cannot appear as a letter in $y$, as $z_i$ is the generator of $u_i$ which does not appear as a letter in $\beta_i$. However, since $\hat{u}_{i+1}$ must be critical, $z_{i+1}$ must appear at least once in $yw_{i+1}$, so $z_{i+1}$ is a letter in $w_{i+1}$. The fact that the Artin relation between $t_{i+1}$ and $z_{i+1}$ is of length greater than 3 implies that there must also be at least one instance of $t_{i+1}$ in $w_{i+1}$.

In order for $u_{i+1}$ to be a P2G word with pseudo-generators $z_{i+1}$ and $t_{i+1}$, we must be able to push any letters in $y$ not equal to $t_i^{\pm 1}$ either to the left or the right using commutations. However, by definition of $\beta_i$, $f[y]$ cannot be pushed to the left of $\hat{u}_i$, so either $f[y]$ does not commute with $t_{i+1}$ or $f[y]$ does not commute with $z_i = z_{i+1}$. This means that $f[y]$ is trapped in $u_{i+1}$ and in order for $u_{i+1}$ to be a P2G critical word, $y = \epsilon$ as desired. \( \square \)

3.1. Optimal Rightward Reducing Sequence. As one may apply different RRSs to the same word, we will determine an order of application of RRSs by using the following definition:

Definition 3.11. Let $U = u_1, \ldots, u_k, w_{k+1}$ be an RRS of a word $w$ with associated decomposition $w = \mu w_1 \cdots w_{k+1} \gamma$. Let $z_l$ and $t_l$ be the two pseudo-generators of $u_l$ for $1 \leq l \leq k$. We call an RRS optimal if the following conditions are satisfied:

1. The first letter of $w_1$ is at least as far to the right as in any other RSS of $w$. In other words, $\mu$ is as long as possible.

2. If $l[\tau(u_i)] \neq f[w_{i+1}]^{-1}$ for $i \leq k$ and $f[\gamma]$ does not appear in $w_{k+1}$. In other words, the RRS does not introduce any free reduction, except at $l[\tau(u_k)] = f[\gamma]^{-1}$.

3. If every letter in $\alpha_l$ commutes with both $z_l$ and $t_l$, then $| \{z_{l-1}, t_{l-1} \} \cap \{z_l, t_l \} | = 1$.

Intuitively, condition 1) guarantees that the head $\mu$ is as long as possible, condition 2) guarantees that the tail $\gamma$ is as long as possible, and condition 3) guarantees that the length $k$ is minimized.

Remark 3.11.1. If $\beta_i = \epsilon$ and $l[\tau(\hat{u}_i)]$ has the same name as the first pseudo-generator in $w_{i+1}$ then the RRS is not optimal. This follows from the fact that optimality implies that the critical word $\hat{u}_{i+1}$ begins in an alternation that contributes to $p(\hat{u}_{i+1})$ or $n(\hat{u}_{i+1})$. 
Lemma 3.12. For a 3-free Artin group, if \( w \) admits an RRS, then it admits a unique optimal RRS.

Proof. We first prove existence. Suppose that the word \( w \) admits an RRS \( U = u_1, \ldots, u_{k+1} \) with a decomposition \( w = \mu w_1 \cdots w_k w_{k+1} \gamma \). We can suppose that this RRS is the one with the head \( \mu \) as long as possible. If there is some \( i \) such that \( l[\tau(u_i)] = f[w_{i+1}]^{-1} \), redefine \( u_{i+1} = l[\tau(u_i)] \), and obtain a new RRS \( U = u_1, \ldots, u_i, u_{i+1} \) with the decomposition \( w = \mu w_1 \cdots w_i \gamma' \). Here \( \gamma' \) is the suffix of \( w \) starting at the first letter of \( w_{i+1} \) from the original RRS and the new RRS has \( w_{i+1} = \epsilon \).

Finally, if \( f[\gamma] \) appears in \( w_{k+1} \), redefine \( w_{k+1} \) to end at just before this instance \( f[\gamma] \). We now have an RRS that satisfies conditions 1 and 2 of optimality.

Suppose that the third optimality condition is not satisfied. Consider an integer \( l \) such that \( z, t \) are the pseudo-generators for both \( u_{l-1} \) and \( u_l \), and suppose that every letter in \( \alpha \gamma \) commutes with both \( z \) and \( t \). Consider the word \( v = u_{l-1} w_l \). This must also be a P2G word with pseudo-generators \( z, t \); the assumptions about \( l \) imply that that \( \beta_{l-1} \) is trivial (Lemma 3.10) and all letters not equal to \( z \) and \( t \) can escape via commutations. We divide into cases according to whether or not \( \hat{v} \) is geodesic.

If \( \hat{v} \) is not geodesic, then Lemma 3.9 implies that there is a proper prefix \( v' \) of \( \hat{v} \) that is critical and produces an RRS of length 1 that cancels the first instance of \( t \) or \( z \) immediately to the right of \( v' \). Redefine \( \hat{u}_{l-1} = v' \), and, if redefine \( u_l \) to consist of the letters in \( v \) between \( v' \) and the canceled letter. Finally, redefine the tail \( \gamma \) to start at the previously mentioned cancelled letter.

If \( \hat{v} \) is geodesic, then we will show that the word \( \hat{v} \) is also a critical word, that \( \beta_l = \beta_{u_l} \), and \( l[\tau(\hat{v})] = l[\tau(\hat{u}_{l-1})] \). This means we can replace the RRS \( U \) with an RRS \( U' = \{u_1 \ldots u_{l-2}, v, u_{l+1} \ldots u_k\} \).

This first optimality condition implies that \( \hat{u}_l \) cannot have a critical suffix \( \xi \), as by [HR12, Corollary 2.2] we would then have \( l[\tau(\xi)] = l[\tau(\hat{u}_l)] \) and we could have started the RRS at the first letter of \( \xi \). This means that, assuming without loss of generality that \( f[u_l] \) is positive, we must have \( p(\hat{u}_l) < \gamma(u_l) \). Because \( \beta_{l-1} = \epsilon \), we know that \( u_l = f[u_l] w_l \), and so \( n(\hat{u}_l) = n(u_l) \) (Note here it is possible for \( n(u_l) \) to be 0).

We also know that \( \hat{v} \) is geodesic, so \( p(\hat{v}) + n(\hat{v}) = m \). Together with the fact the \( \hat{u}_{l-1} \) is a critical subword of \( \hat{v} \) and \( \hat{u}_l \) is a subword of \( \hat{v} \), we get that \( n(\hat{v}) = n(\hat{u}_{l-1}) = n(\hat{u}_l) \). Thus if \( \hat{u}_{l-1} \) is positive then, so are \( \hat{u}_l \) and \( \hat{u}_l \) and hence \( \hat{v} \) will also be a positive critical word, and \( l[\tau(\hat{v})] = l[\tau(\hat{u}_{l+1})] \).

Similarly, if \( \hat{u}_{l-1} \) is unsigned, then \( \hat{v} \) must start with an alternating positive sequence of length \( p(\hat{v}) \), and end in a negative alternating sequence of length \( n(\hat{u}_l) = n(\hat{v}) \). This means that \( \hat{v} \) is a critical word of the same form as \( \hat{u}_l \) and \( l[\tau(\hat{v})] = l[\tau(\hat{u}_{l+1})] \).

Repeating this operation for all problematic \( l \) will eventually produce an RRS satisfying all three optimality conditions.

Now we prove uniqueness. Suppose that \( w = \mu w_1 \cdots w_{k+1} \gamma \) and \( w = \mu' y_1 \cdots y_{k'} \gamma' \) are two factorizations of \( w \) associated to two different optimal RRS \( U = u_1, \ldots, u_{k+1} \) and \( V = v_1, \ldots, v_{k'} \). Firstly, \( \mu = \mu' \) because otherwise one of the RRS would not be optimal.

If \( k = 0 \), this means that we can write \( w = \mu a w' \gamma \), where \( a \) is a letter that commutes with all the letters in the word \( w' \) and \( f[\gamma] = a^{-1} \). If \( v_1 \) were a P2G critical word beginning at \( a \) then \( v_1 \) must contain a letter that does not commute with \( a \), so \( v_1 \), considered as a subword of \( w \), must end to the right of \( f[\gamma] \). However, if \( v_1 \) were P2G critical, then \( \hat{v}_1 \) must be geodesic and so cannot contain \( f[\gamma] \). This implies that \( v_1 \) cannot be a P2G critical word. Hence \( k, k' = 0 \) with \( u_1 = w_1 = y_1 = v_1 \).

Assume then that \( k, k' > 0 \). Observe that \( f[w_1] = f[y_1] \) is a pseudo-generator of both \( u_1 \) and \( v_1 \). The other pseudo-generator of \( u_1 \) and \( v_1 \) must also coincide because this pseudo-generator is the closest letter to the right of \( f[w_1] \) that does not commute with \( f[w_1] \). So we need to prove \( w_1 = y_1 \) and this will imply that \( \tau(\hat{u}_1) = \tau(\hat{v}_1) \) and rest of the argument will follow by induction.
Assume that \( u_1 \neq v_1 \) and suppose without loss of generality that \( v_1 \) is a proper subword of \( u_1 \), so \( u_1 \) has nonempty intersection with \( y_2 \). Denote by \( z \), the letter \( l[\tau(\hat{v}_1)] \). The letter \( z \) must be a pseudo-generator of both \( u_1 \) and \( v_1 \).

First, if \( k' = 1 \), then by Lemma 3.10 we know that \( v_2 = zy_2 \), where all the letters in \( y_2 \) commute with \( z \), but by optimality are not equal to \( z \), and \( f[\gamma'] = z^{-1} \). However, \( \hat{u}_1 \) is geodesic word. This implies that \( f[\gamma'] \) is not in \( u_1 \) and so \( l[u_1] \) must be in \( y_2 \). Yet \( l[u_1] \) must either equal \( z^\pm \) or be a pseudo-generator that does not commute with \( z \). This means that we can assume that \( k' > 1 \), and \( v_2 \) must be a P2G critical word.

Again, let \( z = l[\tau(\hat{v}_1)]^{\pm 1} \) be the pseudo-generator shared by \( v_1 \) and \( v_2 \). Let \( t_1 \) be the other generator of \( \hat{v}_1 \) and \( t_2 \) be the other generator of \( \hat{v}_2 \) (which may be equal to \( t_1 \)). The pseudo-generators of \( u_1 \) are \( z \) and \( t_1 \), so we now divide into cases according to whether \( l[u_1] = z^\pm \) or \( l[u_1] = t_1^{\pm 1} \). In either case, we will show that there are letters trapped in \( u_1 \) or \( v_2 \) contradicting the fact that these are P2G words.

Suppose that \( l[u_1] = z^\pm \). The word \( v_1 \) is a subword of \( u_1 \), and in particular all the letters in \( \beta_{v_1} \) appear in \( u_2 \) to the right at least one instance of each of the pseudo-generators on \( v_1 \) and so must commute with \( z \). By Lemma 3.10, \( \beta_{v_1} \in \{t_2^\#, \epsilon\} \), and so the fact that \( z \) does not commute with \( t_2 \) implies that \( \beta_{v_1} = \epsilon \). By Remark 3.11.1, the first instance of a pseudo-generator in \( y_2 \) must be \( t_2^\# \), so there must be an instance of \( t_2^\# \) to the left of \( l[u_1] = z^\pm \) in the intersection of \( u_1 \) and \( y_2 \). Also \( z^\pm \) appears in \( v_1 \). If \( t_1 \neq t_2 \), then \( t_2 \) is an internal letter in \( u_1 \), but then it would be trapped in \( u_1 \) between instances of \( z \) giving a contradiction. If \( t_1 = t_2 \), by optimality \( \alpha_{v_2} \) contains at least one letter that does not commute with both \( t_1 \) and \( z \). Also the letters in \( \alpha_{v_2} \) must appear before the first appearance of \( t_2 \) in \( y_2 \), so these letters are trapped in \( u_1 \) between either instances of \( t_1 \)'s or instances of \( z \)'s.

Suppose \( l[u_1] = t_1^\pm \). Suppose that \( l[u_1] \) does not lie in \( y_2 \). If \( t_1 \neq t_2 \), then there is an instance of \( t_2 \) trapped in \( u_1 \) between instances of \( z \)'s. If \( t_1 = t_2 \), then, by optimality, \( \alpha_{v_2} \) has at least one letter that either does not commute with \( z \) or does not commute with \( t_1 \). This letter must be trapped in \( u_1 \). Suppose that \( l[u_1] \) lies in \( y_2 \). Then there is an instance of \( t_1 \) in \( y_2 \). Suppose \( t_1 \neq t_2 \). If \( z \) appears in \( v_2 \) to the right of \( t_1 \) then \( t_1 \) is trapped in \( v_2 \). Otherwise, \( z \) must appear to the left of \( t_1 \) in the intersection of \( u_1 \) and \( y_2 \). Now, either we have that \( \beta_{v_1} = t_2^\# \) or, by Remark 3.11.1, the first instance of a pseudo-generator in \( y_2 \) must be \( t_2^\# \), so in either case we have an instance of \( t_2 \) trapped in \( u_1 \) between instances of \( z \). If \( t_1 = t_2 \), by optimality, there exist letters in \( \alpha_{v_2} \) that commute with \( z \) but not with \( t_1 \). Also, the letters of \( \alpha_{v_2} \) appear in \( y_2 \) before the first instance of \( t_1 \), so they appear in \( u_1 \) before \( l[u_1] = t_1 \). Since there is an instance of \( t_1 \) in \( v_1 \), there are letters in \( \alpha_{v_2} \) that are trapped in \( u_1 \).

4. Main Results

We claim that in any 3-free Artin group, any non-geodesic word can be reduced to an equivalent geodesic word, using only rightward reducing sequences and free reductions.

**Definition 4.1.** We define the set \( W \) to be the set of freely reduced words that admit no RRS.

Notice that given a word \( w \), we may determine if \( w \) is in the set \( W \) using a possibly very large, but still finite number of steps. Because there are a finite number of subwords in \( w \), there are a finite number of possible P2G critical subwords, and we must test whether each of these subwords might the first word in an RRS. Nevertheless, we will give later a very efficient process to compute RRSs for our purposes.
We can now state a more detailed version of our main theorem:

**Main Theorem.** Let $A_S$ be an $3$-free Artin group. Then $W$, the set of freely reduced words which do not admit an RRS, is the set of geodesic words of $A_S$. Moreover, membership in $W$ for a word $w$ can be determined with a finite time algorithm that is quadratic on the length of $w$, so the word problem is solvable for $3$-free Artin groups in quadratic time.

We will now outline the main steps of this theorem, with the proofs of propositions and auxiliary lemmas left to Sections 5 and 6. This strategy is similar to the one given for large Artin groups in [HR12]. It is clear that words which admit an RRS are not geodesic, so the bulk of the proof of the main theorem involves showing that any non-geodesic word must admit an RRS.

Recall that $A^*$ is the set of all words in $S \cup S^{-1}$ where $A_S$ is the Artin group generated by $S$. To show that any non-geodesic word admits an RRS, we would like to first examine non-geodesic words $wg$ built out of a word $w \in W$ multiplied by a single letter $g \in S \cup S^{-1}$.

**Proposition 5.1** Let $A_S$ be a $3$-free Artin group with generating set $S$. Let $w \in W$ and $g \in S \cup S^{-1}$ such that $wg \notin W$. Then there is a unique optimal RRS that can be applied to $wg$. Furthermore, this unique RRS applied to $wg$ followed by a free reduction yields an element of $W$.

We also provide a linear-time algorithm to compute the optimal RRS of the previous proposition, which is much better than just looking at all the possible RRS in a naive way. This algorithm will be detailed in Section 5 and we provide explicit SAGEMath code for it in [Cum23]. Actually, in this program the user can enter a word in a $3$-free Artin group and obtain a geodesic representative.

**Proposition 5.2** Let $w \in W$ and $g \in S \cup S^{-1}$. The algorithm given below takes $w$ and $g$, decides if $wg$ admits an RRS and returns the optimal RRS $U$ and the corresponding decomposition of $wg$ into $\mu w_1 w_2 \ldots w_k g$ in case it exists. Moreover, the algorithm complexity is linear on the length of $w$.

See the proof of Proposition 5.2 for an explicit description of the algorithm.

Propositions 5.1 and 5.2 imply that for any given word $w$, we can find an equivalent word $\hat{\phi}(w) \in W$ which can be obtained from $w$ via successive applications of free-reduction and RRS. We define a map $\hat{\phi} : A^* \to W$ — which is inspired in the map $\rho$ of [HR13] — recursively as follows:

1. For $w \in W$, $\hat{\phi}(w) = w$.
2. For $w \in W, g \in S \cup S^{-1}$ and $wg \notin W$, if $l[w] = g^{-1}$ then $\hat{\phi}(wg) = \text{pref}[w]$ (i.e. the prefix of $w$ without its last letter), otherwise $\hat{\phi}(wg)$ is the element of $W$ obtained from $wg$ via an optimal RRS as specified in Proposition 5.1.
3. For any $w \in A^*$ and $g \in S \cup S^{-1}$, $\hat{\phi}(wg) = \hat{\phi}(\hat{\phi}(w)g)$.

We consider $W/\sim$ under the following equivalence relation: $a, b \in W$ if $a, b$ have the same length and represent the same element in $G$. We consider the natural projection $\pi : W \to W/\sim$ and define $\phi : A^* \to W/\sim$ such that $\phi = \pi \circ \hat{\phi}$.

In order to prove the main theorem, we would like to apply $\phi$ to an arbitrary word $w$ and compare $\phi(w)$ to $\phi(u)$ where $u$ is a geodesic representative of $w$. If we can show that $\phi(w) = \phi(u)$, then $\phi(w)$ will be a geodesic representative of the given group element. To that end, we would like to determine how the map $\phi$ behaves with respect to the insertion and deletion of subwords $gg^{-1}$ for $g \in A^*$ and how $\phi$ behaves when changing a word using the Artin group relations.
Corollary 4.2. Let \( RRS \) and free reductions. However geodesics are not unique in Artin groups, so we would also like to talk about geodesics of \( A \) group from \( w \) because \( v \) is geodesic.

Proof. We will prove this by induction on the length of \( w \) and therefore any word not in \( W \) cannot by geodesic.

To show the converse, consider some \( w \in W \), so \( \hat{\phi}(w) = w \). Suppose that \( u \) is a geodesic representation of the same group element. We can define a chain of words \( w = w_0, w_1,\ldots, w_k = u \), where for each \( i = 1, \ldots, k \), \( w_i \) is obtained from \( w_{i-1} \) either by insertion or deletion of a subword \( gg^{-1} \) for \( g \in S \cup S^{-1} \) or by the replacement of a subword \( (a,b)_{mab} \) by \( (b,a)_{mab} \).

Using Proposition 5.3 we get that \( \phi(w) = \phi(w_1) = \phi(w_2) = \ldots \phi(w_k) = \phi(u) \). Thus \( \hat{\phi}(w) \) and \( \phi(u) \) have the same length. Finally \( u \) is a geodesic word and therefore \( u \in W \) and \( \hat{\phi}(u) = u \). Thus \( u \) and \( w \) have the same length and so \( w \) is also geodesic.

In Proposition 5.2 we give a specific algorithm to decide the existence and compute the optimal RRS at every step of \( \phi \), and we prove that this algorithm has linear complexity on the length of the input word. Since we need to run this algorithm at most once for each letter in \( w \), we have a quadratic time algorithm to solve the word problem.

\[ \Box \]

The main theorem shows that any word can be reduced to a geodesic representative using only RRS and free reductions. However geodesics are not unique in Artin groups, so we would also like to know how different geodesics representing the same element might be related via RRS.

Corollary 4.2. Let \( v_1, v_2 \) be two geodesic words representing the same element in a 3-free Artin group \( A \). Using only commutations and \( \tau \)-moves, we can transform \( v_1 \) into \( v_2 \) without increasing the length at any step.

Proof. We will prove this by induction on the length of \( v_1 \) (and \( v_2 \)). For length 1 the result follows. Suppose that the length of \( v_1 \) and \( v_2 \) is \( n \). Our induction hypothesis states that for any pair of geodesics \( u_1 =_G u_2 \) of length less than \( n \), we can transform \( u_1 \) into \( u_2 \) without increasing the length.

Let \( a = l[v_1] \), then \( v_1 = w_1 a \) where \( w_1 \) is geodesic of length \( n-1 \). Note that \( v_2 a^{-1} \) is not geodesic because \( w_1 \) is a shorter representative of the same element. By Proposition 5.1 there is an RRS from \( v_2 a^{-1} \) to a word \( w_2 =_G w_1 \). This means that there is an RRS within \( v_2 \) cancelling \( a \), so we can transform \( v_2 \) into \( v_2 a \) by using only commutations and \( \tau \)-moves. This proposition also implies that \( w_2 \) is geodesic of length \( n-1 \), so applying the induction hypothesis we can change \( w_1 a \) into \( w_2 a \) without increasing the length. \( \Box \)

4.1. Property H. In [Deh11], Dehornoy defined a group with finite positive presentation \( (S|R) \) that satisfies Property H as a group where any word representing the identity element, \( w =_G \epsilon \), can be reduced to the empty word via only 3 types of operations.

Type 0: Free reductions.

Type 1: Replacing \( v \) with \( u \) or \( v^{-1} \) with \( u^{-1} \) where \( v = u \) is a relation in \( R \).

Type 2: If \( u_1 u_2 \) and \( v_1 v_2 \) are two words representing the same group element then we can replace \( v_1^{-1} u_1 \) with \( v_2 u_2^{-1} \) (here we require \( u_1, v_1 \neq \epsilon \)) or \( u_2 v_2^{-1} \) with \( u_1^{-1} v_1 \) (with \( u_2, v_2 \neq \epsilon \)).

Property H can be thought of as a weak hyperbolicity property and is conjectured to be true for all Artin groups.

Corollary 4.3 (Property H). Let \( A_S \) be a 3-free Artin group. Then this group satisfies Property H.
Proof. Godelle and Rees \[GR16\] show that \(\tau\)-moves in dihedral Artin groups are composed of repeated applications of operations of type 1 and 2. (See Lemmas 2.11 and 2.12 of that paper). Because our algorithm for reducing a word the identity involves only \(\tau\)-moves applied to dihedral subwords, commutations (type 1 moves), and free reductions, this algorithm shows that 3-free Artin groups satisfy Property H. \(\square\)

4.2. Why 3-free? Here, we give further details about why the 3-free condition is stipulated in our algorithm. First, if relations of length 3 are allowed, we can find examples of non-geodesic words that cannot be reduced to geodesic words using this algorithm.

Example 4.4. Consider a braid group on 4 strands with generators \(a, b, c\) where \(m_{a,b} = m_{b,c} = 3\) and \(m_{a,c} = 2\). The word \(cbabc^{-1}ba^{-1}\) is not a geodesic word, as can be seen by repeated applications of \(\tau\) moves to P2G critical words.

\[
c(bab)c^{-1}ba^{-1} \xrightarrow{\tau} (cabac^{-1})ba^{-1} \xrightarrow{\tau} ab^{-1}c(bab)a^{-1} \xrightarrow{\tau} ab^{-1}cabaa^{-1}
\]

However when we put these \(\tau\) moves together they do not form an RRS. The problem is that when we allow for relations of length 3, we can have P2G critical words nested inside each other. This means that there are many more possible sequences in which to apply \(\tau\) moves to a given word. Without a canonical way to choose one sequence over another, it becomes more difficult to show that every non-geodesic word admits a finite such sequence.

The 3-free condition also gives easily verifiable conditions on a word that imply there are no P2G critical subwords and thus no \(\tau\)-moves are possible.

Example 4.5. Suppose that \(a, b, c\) are letters such that \(c\) commutes with \(a\), but not \(b\). If \(m_{a,b} = 4\) then \(abcab\) cannot be P2G critical because \(c\) is trapped in between copies of \(b\). However if \(m_{a,b} = 3\), then \(acba\) is a P2G critical word. This comes from that fact that as there is only one copy of the letter \(b\) needed to make an alternation of length 3, and thus it is much harder to trap letters.

We use the argument that a letter is trapped frequently when showing that an RRS with a particular factorization is not possible, so it is hugely advantageous to have weak conditions which imply a letter is trapped.

5. Proof of key propositions

The aim of this section is to prove the propositions stated earlier and required for the proof of the main theorem. Auxiliary results that will be proven in Section 6 are now stated.

Lemma 6.1. Suppose that \(A_S\) is a 3-free Artin group. Consider a word \(w\) admitting an RRS \(U = u_1, \ldots, u_{k+1}\) with factorization \(w = \mu u_1 \cdots u_{k+1} \gamma\). Suppose also that \(w\) has \(ab\) as a subword, where \(a, b\) are letters such that \(m_{a,b} = 2\). Let \(w'\) be the word obtained from \(w\) by replacing the subword \(ab\) with the subword \(ba\).

a) Then \(w'\) also admits an RRS \(V = v_1, \ldots, v_{n+1}\) with factorization \(w' = \nu y_1 \cdots y_{n+1} \eta\), where \(f[\gamma] = f[\eta], n = k\), and \(\hat{u}_i = \hat{v}_i\) for \(i \leq k\).

b) Moreover, if \(ab\) does not intersect with \(\gamma\), \(U\) takes \(w\) to \(usuf[\gamma]\) and \(V\) takes \(w'\) to \(vsuf[\gamma]\), then we can transform \(v\) into \(u\) by applying only commutations.

c) In the hypothesis of b), if \(\text{pref}[w] \in W\) and \(U\) is optimal, then \(V\) is also optimal.
Lemma 6.2 Suppose that $A_S$ is a 3-free Artin group. Consider a word $w$ admitting an optimal RRS $U = w_1, \ldots, w_k$ with factorization $w = \mu w_1 \ldots w_{k+1} \gamma$. Suppose also that $w$ has a 2-generated critical subword $\zeta$, in the generators $s$ and $t$, such that $m_{s,t} > 3$. Let $w'$ be the word obtained from $w$ by replacing the subword $\zeta$ with the subword $\tau(\zeta)$.

a) $w'$ also admits an RRS $V = v_1, \ldots, v_{n+1}$ with factorization $w' = \nu v_1 \ldots v_{n+1} \eta$.

b) Also, if $\zeta$ does not intersect with $\gamma$, then $\gamma = \eta$. In this case, if $U$ takes $w$ to $usu[\gamma]$ and $V$ takes $w'$ to $vsu[\gamma]$, then we can transform $v$ into $u$ by applying only commutations and $\tau$-moves.

c) In the hypothesis of b), if pref$[w] \in W$, then $V$ is also optimal.

Proposition 5.1. Let $A_S$ be a 3-free Artin group with generating set $S$. Let $w \in W$ and $g \in S \cup S^{-1}$ such that $wg \notin W$. Then there is a unique optimal RRS that can be applied to $wg$. Furthermore, this unique RRS applied to $wg$ followed by a free reduction yields an element of $W$.

Proof. By Lemma 3.12, $wg$ admits a unique optimal RRS. We apply the sequence of $\tau$-moves in this RRS to obtain an equivalent word of the form $w'g^{-1}g$. We would like to show that $w'$ does not admit an RRS, so we suppose otherwise. If $w'$ admits an RRS, then so does $w'g^{-1}$ (with a slightly longer tail). We can use Lemmas 6.1 and 6.2 to move $g^{-1}$ back into $w'$, changing the word $w'g^{-1}$ back into the word $w$ and maintaining the existence of an RRS at each step. Thus we contradict the original assumption that $w$ did not admit an RRS.

Proposition 5.2. Let $w \in W$ and $g \in S \cup S^{-1}$. We describe below an explicit algorithm that takes $w$ and $g$, decides if $wg$ admits an RRS and returns the optimal RRS $U$ and the corresponding decomposition of $wg$ into $\mu w_1 w_2 \ldots w_{k+1} g$ in case it exists. The complexity of this algorithm is linear in the length of $w$.

Proof. We will explain step by step how to factor $w$ into $w = \mu w_1 \ldots w_{k+1}$. We will construct every $w_i$ by starting from the last letter of $w$ and going from right to left. We already know that if $wg$ admits an RRS, it admits a unique optimal RRS by Lemma 3.12. Optimality is strong condition and by Lemma 3.12 if we cannot satisfy these conditions, we may conclude that $wg$ does not admit an RRS.

Recall that for a given word $w_i$ and generators $a,c$ we can compute $m(\hat{w}_i)$ by deleting all the letters not equal to $a^\pm$ or $c^\pm$, to obtain $\hat{w}_i$ in the dihedral Artin group generated by $a$ and $c$ and counting $m(\hat{w}_i) = n(\hat{w}_i) + p(\hat{w}_i)$. Because we do not only want to check this number but also the form required by the criticality of the word, we will define $m'(\hat{w}_i)$ as follows: Suppose without lost of generality that the last letter of $\hat{w}_i$ is positive (the other case is analogous). If $\hat{w}_i$ is positive then $m'(\hat{w}_i) = \max\{r \mid \tau(a,c) \text{ is a prefix or suffix of } \hat{w}_i\}$. Otherwise we set $\{x,y\} := \{a, c\}$ and then $m'(\hat{w}_i) = \max\{r + r' \mid \tau(a^{-1}, c^{-1}) \text{ is a prefix and } \tau(x,y) \text{ is a suffix of } \hat{w}_i\}$.

Let $h$ be the rightmost letter of $w$.

To build $w_{k+1}$:

1. While $h$ commutes with $g$ but is not equal to $g^{-1}$, add $h$ to the left of $w_{k+1}$, and proceed to the next letter on the right on $w$.
2. If $h = g^{-1}$, set $k = 0$, and let $h$ be the first letter of $w_1$. The algorithm finishes.
3. If $h$ commutes with all the letters in $w$ and $h$ is never equal to $g^{-1}$, there is no RRS for $wg$.
4. Otherwise $h$ is a letter that does not commute with $g$ (Note $h$ cannot equal $g$ as this would violate the assumption that $w \in W$). Add $h$ to $w_k$. This letter cannot belong to $w_{k+1}$, so
it is $l[w_i]$ and the pseudo-generators of $u_k$ are $h$ and $g$. Set $a$ to be the name of the letter $h$, $c$ to be the name of the letter $g$, $m := m_{a,c}$ and $i := k$.

To build $w_i$. Let $h$ be the rightmost remaining letter of $w$. If at some point $w$ is empty and the algorithm has not finished, then there is no RRS.

(1) While $m'(\hat{w}_i) < m - 2$, add $h$ as a prefix to $w_i$ and set $h$ to be the next rightmost letter in $w$, and repeat this step. Note by Lemma 3.10 and 3-freeness, $\beta_{i-1}$ is a power of either $a$ or $c$, so to create $u_i$ from $w_i$ we add a prefix which increases $m'(\hat{w}_i)$ by at most 2. This means that while $m'(\hat{w}_i) < m - 2$, we must continue to add letters to $w_i$ in order to end up with a $u_i$ as a P2G critical word. If there is a letter added during this process it has to be equal to $a^\pm$, $c^\pm$ or be a letter in $\beta$ or to $\rho$. If this is not the case, then there is no RRS.

(2) While $m'(\hat{w}_i) = m - 2$:

(a) If $h \in \{a^\pm, c^\pm\}$ or if $h$ commutes with both $a$ and $c$ add it as a prefix to $w_i$, set $h$ to be the next rightmost letter in $w$ and go back to step 1. Because $m'(\hat{w}_i) = m - 2$, in order to build a P2G critical word, we either need to make $w_i$ longer or we must have $\beta_{i-1} \neq \epsilon$. By Lemma 3.10 and 3-freeness, any non-empty $\beta_{i-1}$ must be a power of $a$ or $c$, and must commute with but be unequal to $l[w_{i-1}]$. We conclude that $h \neq l[w_{i-1}]$ in this case, and we must add $h$ to $w_i$.

(b) If $h = b \notin \{a^\pm, c^\pm\}$ and commutes with only with one of the letters in $\{a, c\}$, let $l[w_{i-1}] = h$. Let $c_1 \in \{a, c\}$ be the letter that commutes with $b$ and $c_2 \in \{a, c\}$ be the letter that does not. Then the pseudo-generators of $\hat{u}_{i-1}$ are $c_2$ and $b$, and $\beta_{i-1}$ will be some power of $c_1$. We can continue from Step 1 adding letters to $w_{i-1}$ by setting $i := i - 1, m = m_{c_2,b}$. set $a := b$ and $c := c_2$, and letting $h$ be the next rightmost letter in $w$.

(c) Otherwise, we encounter a situation where $h$ does not commute with $a$ and does not commute with $c$. This implies that $h$ would be trapped, and there will not be a way to build a P2G critical word $u_i$, so there is no RRS.

(3) While $m'(\hat{w}_i) = m - 1$: Let $C \subset \{a^\pm, c^\pm\}$ be the set of possible missing letters to make $\hat{u}_i$ critical. Notice that the missing letter does not need to be unique, however $C$ must be a subset of either $\{a^\pm\}$, or $\{c^\pm\}$. If the part of $w_i$ that we have already constructed begins in $a$, then $a^{-1}$ cannot be the missing letter as then the word $\hat{w}_i$ would not be critical, and $a$ cannot be the missing letter, as this would violate the optimality of the RRS (Remark 3.11.1). Thus the set $C$ contains at most two letters which must have the same name, say $c_1$.

(a) If $h \in C$, add $h$ to $w_i$, set $i = 1$ and the algorithm finishes.

(b) If $h \notin C$ and $h \in \{a^\pm, c^\pm\}$, add $h$ to $w_i$, let $h$ be the next rightmost letter in $w$ and go back to Step 1. At this point the only letters we could possibly have added to $a_i$ commute with both pseudo-generators of $u_i$. Thus by the third optimality condition, we know that either we must add more letters to $a_i$ that do not commute with one of the generators or the pseudo-generators of $u_{i-1}$ are not $\{a, c\}$. In either case, $h$ cannot be $l[w_{i-1}]$.

(c) If $h$ commutes with both $a^\pm$ and $c^\pm$ but is not equal to any of them, then add it to $w_i$, set $h$ to be the next rightmost letter in $w$ and go back to Step 1. Either $a$ or $c$ must be a pseudo-generator of $u_{i-1}$ so a letter commuting with them both cannot be $l[w_{i-1}]$. 
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Proposition 5.3. Let $h = b \not\in \{a^\pm, c^\pm\}$ and does not commute with $c_1$ then $h$ must be $l[w_{i-1}]$. Otherwise it would be trapped in $u_i$. Continue completing $w_{i-1}$ from Step 1 by doing $i := i - 1$, $m = m(b, c_1)$, $c := c_1$, $a := b$.

(e) If $h$ commutes with some letter $c_1$ in $C$ but not with the other letter $c_2$ in $\{a, c\}$, add it to $u_i$. This means that $\alpha_i \neq \epsilon$ and contains some letter not commuting with a generator. Let $h$ be the next rightmost letter in $w$. Do not go back to Step 1 yet.

(i) If $h = c_1$, add $h$ to $w_i$, set $i = 1$ and the algorithm finishes.

(ii) If $h \neq c_1^\pm$ and commutes with $c_1$, add it to $w_i$, as a letter in $\alpha_i$. Let $h$ be the next rightmost letter in $w$ and go to step 3c.

(iii) If $h \notin \{a^\pm, c^\pm\}$ and does not commute with $c_1$, go to step 3d and follow the instructions to start building $w_{i-1}$.

(iv) If $h = c_2^\pm$, then, since $\alpha_i \neq \epsilon$, $h = l[w_{i-1}]$. We continue completing $w_{i-1}$ from Step 1 by setting $i := i - 1$. In this case the pseudo-generators of $u_i$ and $u_{i-1}$ are the same.

(v) If $h = c_2^{-1} \notin C$, we will need to add some instance of $c_2^\pm$ to make $\hat{w}_i$. But, since $\alpha$ is not trivial, this is not possible, so there is no RRS.

(4) Run the RRS. If at some point $\hat{u}_i$ is not critical, then, since our previous choices to construct the RRS were unique, there is no RRS.

Notice the algorithm is just a letter by letter verification of a finite number of conditions. This number does not depend on any variable (checking the $m'$ conditions just need comparing the new letter with the previous one and having two counters for $r$ and $r'$). Also, the complexity of running an RRS is linear on the length of $w$. So the complexity of the algorithm is linear on the length of $w$. For an explicit code for this algorithm in SAGEMath see [Cum23].

In Proposition 5.1 we showed that $\hat{\phi}$ was a well-defined map, and in Proposition 5.2 we described an algorithm that can be used to recursively compute $\hat{\phi}(w)$. Now, we can state further auxiliary results that will be used in the proofs of the subsequent propositions. Again, for proofs of these lemmas, see Section 6.

Lemma 6.3 Suppose that $w \in W$, $m_{a,b} = 2$ and in the process of computing $\hat{\phi}(wab)$ we apply two RRS, one canceling $a$ and another canceling $b$. Suppose $wb \not\in W$. Then $\hat{\phi}(wba)$ can be obtained from $\hat{\phi}(wab)$ via only commutations and $\tau$-moves.

Lemma 6.4 $\hat{\phi}(w(a,b)_{m_{ab}}) = \hat{\phi}(w(b,a)_{m_{ab}})$ for any $w \in W$, $a, b \in S$ and where $m_{ab} > 2$ is the length of the relation involving $a$ and $b$.

Proposition 5.3. Let $w$ be a word and be $w'$ the word obtained from $w$ by performing a relation $(a,b)_{m_{ab}} = (b,a)_{m_{ab}}$, inserting or deleting a subword $gg^{-1}$, $g \in S \cup S^{-1}$. Then $\phi(w) = \phi(w')$.

Proof. If $m_{ab} > 3$, then by Lemma 6.4 $\hat{\phi}(w(a,b)_{m_{ab}}) = \hat{\phi}(w(b,a)_{m_{ab}})$, so $\hat{\phi}(w) = \hat{\phi}(w')$ and we will have the result.

Suppose $m_{ab} = 2$ and we have performed a commutation $ab = ba$ in $w = w_{1}abw_{2}$. Let $U$ be the first optimal RRS applied to compute $\hat{\phi}(w)$ that cannot be applied in the computing of $\hat{\phi}(w')$ (because it involves the letters of the commutation or some letter to the right of them).

Assume that the letter erased by $U$ is after $ab$. By Lemma 6.1 in the computing of $\hat{\phi}(w')$ we can apply an optimal RRS $V$ that cancels the same letter as $U$. Moreover, if $U$ produces the word $u$
and $V$ produces the word $v$, the lemma tells us that we can transform $u$ to $v$ by using commutations that do not affect the tails of the RRSs. This means that if we continue computing $\hat{\phi}(w)$ and we encounter an RRS, we can use Lemma 6.1 and repeat the process in the same manner. In the end, we have reduced the same number of letters in each word so $\phi(w) = \phi(w')$.

Assume that the letter erased by $U$ is $b$, then clearly $\hat{\phi}(\hat{\phi}(w_1)ab) = \hat{\phi}(\hat{\phi}(w_1)ba)$, because $a$ is in the last factor $w_{k+1}$ of $U$. Suppose that letter erased by $U$ is $a$. If $\hat{\phi}(w_1)b \in W$, then the case is analogous to the previous one. Otherwise, Lemma 6.3 shows that $\hat{\phi}(wab)$ is equivalent to $\hat{\phi}(wba)$ by commutations and $\tau$-moves. We continue the process using Lemmas 6.1 and 6.2 as in the previous case and we also get $\phi(w) = \phi(w')$.

Suppose that we have inserted a subword $gg^{-1}$ in $w = w_1w_2$ obtaining $w' = w_1gg^{-1}w_2$. If $\hat{\phi}(w_1)g$ does not admit an RRS, the result follows. Otherwise, consider the optimal RRS in $\hat{\phi}(w_1)g$, that must cancel the last letter, and therefore transform $\hat{\phi}(w_1)$ into $w'_1g^{-1}$. We claim that there is no RRS in $w'_1g^{-1}$ cancelling $g^{-1}$. For there must be a sequence of commutations and $\tau$-moves that reverse the original RRS taking $\hat{\phi}(w_1)g^{RRS} = w'_1g^{-1}g$. Thus by Lemmas 6.1 and 6.2 we see that the existence of an RRS in $\hat{\phi}(w_1)g^{-1}$ implies the existence of an RRS in $w_1$ contradicting our definition of $\hat{\phi}$ which is applies recursively left to right.

This implies that $w'_1g^{-1} \in W$. To continue computing $\hat{\phi}(w')$, we must compute $\hat{\phi}(\hat{\phi}(w_1)g^{-1}w_2)$. The next optimal RRS in the computing of $\hat{\phi}(\hat{\phi}(w_1)g^{-1}w_2)$ may be not applicable in $\hat{\phi}(\hat{\phi}(w_1)g^{-1}w_2)$. But again, since $\hat{\phi}(w_1)$ is equivalent to $\hat{\phi}(w_1)g^{-1}$ by commutations and $\tau$-moves, we can also find an optimal RRS $V$ that cancels the same letter as $U$. Moreover, if $U$ produces the word $u$ and $V$ produces the word $v$, this lemma tells us that we can transform $u$ to $v$ by using commutations and $\tau$-moves that do not affect the tails of the RRSs. This allows us to reapply Lemmas 6.1 and 6.2 every time we encounter an RRS. In the end, we have reduced the same number of letters in each word so $\phi(w) = \phi(w')$.

\section{Proof of technical lemmas}

\textbf{Lemma 6.1.} Suppose that $A_3$ is a 3-free Artin group. Consider a word $w$ admitting an RRS $U = u_1, \ldots, u_{k+1}$ with factorization $w = \mu w_1 \ldots w_{k+1}\gamma$. Suppose also that $w$ has $ab$ as a subword, where $a, b$ are letters such that $m_{a,b} = 2$. Let $w'$ be the word obtained from $w$ by replacing the subword $ab$ with the subword $ba$.

a) Then $w'$ also admits an RRS $V = v_1, \ldots, v_{n+1}$ with factorization $w' = \nu y_1 \ldots y_{n+1}\eta$, where $f[\gamma] = f[\eta], n = k$, and $\bar{u}_i = \bar{v}_i$ for $i \leq k$.

b) Moreover, if $ab$ does not intersect with $\gamma$, $U$ takes $w$ to $usuf[\gamma]$ and $V$ takes $w'$ to $vsuf[\gamma]$, then we can transform $v$ into $u$ by applying only commutations.

c) In the hypothesis of b), if pref$[w] \in W$ and $U$ is optimal, then $V$ is also optimal.

\textbf{Proof.} We divide into various cases according to where the subword $ab$ appears in the factorization $\mu w_1 \ldots w_{k+1}\gamma$. In each case, we first describe how to obtain a new RRS, $V$, from the given RRS, $U$. We then verify that the new RRS $V$ satisfies the conditions required by b) above. Finally to prove c), in each case, we verify that the algorithm given in Proposition 5.2 applied to the word $w'$ will give the RRS $V$, and thus $V$ must be optimal.

If $ab$ is in $\mu$, or $ab$ appears to the right of $f[\gamma]$, then this is immediate. In the first case, this commutation takes $u$ to $v$ and $V$ is obviously optimal. In the second $\eta \neq \gamma$. 
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If \( a = l[w_i] \) and \( b = f[w_1] \): The word \( w' \) admits an RRS \( v_1, \ldots, v_{n+1} \), with \( v_i = u_i \) if \( i > 1 \) and where \( v_1 \) is constructed from \( u_1 \) by inserting the letter \( a \) immediately to the right of the letter \( f[w_1] = b \). In the reduction process, the letter \( a \) will end up in \( \alpha_{u_1} \), and so inserting this letter does not affect the RRS to the right of \( u_1 \). In this case \( u = v \). To check c), notice that the algorithm in Proposition 5.2 works the same for \( w' \) until it arrives to \( a \), then we have to apply case 3.c) + 3.a) or case 3.e.i). The algorithm finishes and gives exactly \( V \).

If \( a = f[w_1] \): In a similar argument to the previous case, we see that the word \( w' \) admits an RRS \( v_1, \ldots, v_{n+1} \), with \( v_i = u_i \) if \( i > 1 \) and where \( v_1 \) is constructed from \( u_1 \) by deleting the letter \( b \) immediately to the right of \( f[w_1] = a \). In this case \( u = v \). Notice that, when arriving to \( a \), the algorithm in Proposition 5.2 finishes using case 3.a) or 3.e.i) and gives exactly \( V \).

If \( ab \) is contained in \( w_i \) for \( i \leq k \) but is neither a prefix nor a suffix of \( u_i \): At most one of the letters \( a, b \) can be a pseudo-generator for this critical word \( u_i \). Let \( t \) be a letter in \( \{a, b\} \) that is internal in \( u_i \). The letter \( t \) can pass via commutations to either the left or the right of the word \( \hat{u}_i \). If \( t \) can pass to the left then \( t \) ends up in \( \alpha_{u_i} \) or \( \rho_{u_i} \), and replacing \( ab \) with \( ba \) in \( u_i \), will not change this fact. Similarly, if \( t \) cannot pass via commutations to the left of \( \hat{u}_i \) but can pass to the right and \( t \) ends up in \( \beta_{u_i} \), then replacing \( ab \) by \( ba \) \( t \) still cannot pass to the left but can pass to the right. Also note that by Lemma 3.10, we know that \( \beta_{u_i} \) cannot contain both \( a \) and \( b \), so at most one of these letters is passed to the right.

Thus, starting with the word \( u_i \) and replacing \( ab \) with \( ba \), we obtain a P2G critical word \( v_i \), where \( \hat{u}_i = \hat{v}_i \). We also see that \( \beta_{u_i} = \beta_{v_i} \). We have \( u = v \) except in the case where both \( a \) and \( b \) end up in either \( \alpha_{u_i} \) or \( \rho_{u_i} \). In such a case, applying again \( ba = ab \) will take \( v \) to \( u \). To see c), we apply the algorithm in Proposition 5.2. Since \( b \neq l[u_i] \), the algorithm tells us that the pseudo-generators of \( u_i \) are the same as in the corresponding \( v_j \) (\( j = (i + (n - k)) \)). This plus \( a \neq f[w_i] \) implies that \( ba \) will be incorporated into \( y_j \). For the rest of the algorithm the process will be exactly the same as in \( U \), obtaining \( V \) (so \( i = j \)).

If \( ab \) is a suffix of \( w_i \) where \( i \leq k \): In this case, \( b \) is a pseudo generator of \( u_i \), and \( a \) is not. We obtain a new RRS with \( v_i \) obtained from \( u_i \) by deleting the last instance of \( a \) in \( u_i \), and letting \( y_{i+1} = aw_{i+1} \). In this new RRS, we have \( \hat{v}_i = \hat{u}_i \).

We also know that either \( a \) can pass via commutations to the left of \( \hat{u}_i \), and \( a = l[\rho_{u_i}] \), or \( a \) cannot pass to the left via commutations and \( \beta_{u_i} = a^\# \). In the first case, \( a \) commutes with all the letters of \( l[\tau(\hat{u}_i)]\beta_{u_i} = l[\tau(\hat{v}_i)]\beta_{v_i} \), and in \( w' \) we have \( v_{i+1} = l[\tau(v_i)]\beta_{v_i} aw_{i+1} \), so \( a \) can pass to the left via commutations ending up in either \( \alpha_{v_i+1} \) or \( \rho_{v_i+1} \), leaving \( \hat{v}_{i+1} = \hat{u}_{i+1} \). Also, we can use further commutations to push \( a \) to the left, transforming \( v \) into \( u \). In the second case we have that \( \beta_{u_i} = \beta_{v_i} \) and we end up with \( v_{i+1} = u_{i+1} \) and \( u = v \).

To check c), we apply the algorithm in Proposition 5.2 to \( w' \). If \( a^\# = \beta_{u_i} \), then: arrive to \( a \), apply step 2.a) and incorporate \( a \) to \( y_{j+1} \) (\( j = i + (n - k) \)); arrive to \( b \), apply step 3.d) and incorporate \( b \) to \( y_j \); continue as the algorithm for \( U \) and we obtain \( V \) (so \( i = j \)). If \( a = l[\rho_{u_i}] \), then: arrive to \( a \) (which cannot be a generator of \( v_{j+1} \)) and \( b \), apply step 2.a) + 2.b), or 3.c) + 3.d); continue as in \( U \) and obtain \( V \).

If \( a = l[w_i] \) and \( b = f[w_{i+1}] \) for \( 1 \leq i < k \): In this case we know that \( u_i \) is P2G critical and that \( a \) is a pseudo-generator of \( u_i \). We define a new RRS on \( w' \) by letting \( y_i \) be the word created from \( w_i \) by inserting the letter \( b \) just before the last letter of \( w_i \). We let \( y_{i+1} \) be the word obtained from \( w_{i+1} \) by deleting the first letter. Using this new factorization of \( w' \), we obtain an RRS. Because \( b \) commutes with \( a = l[w_i] \), it cannot be a pseudo-generator of \( v_i \), we have that \( \hat{v}_i = \hat{u}_i \).

In the original RRS \( u_{i+1} = l[\tau(\hat{u}_i)]\beta_{u_i} w_{i+1} \) and \( b \) is the first letter of \( w_{i+1} \). If \( b \) is internal in \( u_{i+1} \), then it commutes with both generators of \( u_i \) and this instance of \( b \) can be pushed via
commutations to the left to become part of $\rho_{u_{i+1}}$; The removal of $b$ from $w_{i+1}$ does not affect the remainder of the RRS and therefore $f[\eta] = f[\gamma]$. After the RRS $U$, we end up with a word containing $\text{pref}[\tau(\hat{u}_i)]\alpha_{u_{i+1}}\rho_{u_{i+1}}\text{pref}[\tau(\hat{u}_{i+1})]$. The instance of $b$ in the beginning of $w_{i+1}$ ends up in $\alpha_{u_{i+1}}\rho_{u_{i+1}}$. Removing this $b$ from $w_{i+1}$ and adding it as the penultimate letter in $y_l$ produces an RRS $V$ which results in a word with subword $\rho_{u_l}\text{pref}[\tau(\hat{u}_i)]\alpha_{u_{i+1}}\rho_{u_{i+1}}$, where this instance of $b$ ends up as $l[\rho_{u_l}]$. The commutations that allowed us to originally push $b$ to the left when we computed $\tau(v_i)$, can now be inverted to take $v$ back to $u$. If, on the other hand $b$ is a pseudo-generator of $u_{i+1}$, then it does not commutes with $l[\tau(\hat{u}_i)]$. In the new RRS, we have constructed $y_l$ by inserting $b$ into the second to last letter of $w_i$, so $l[\tau(\hat{v}_i)]\beta_{v_i} = l[\tau(\hat{u}_i)]\beta_{u_i}$. Thus we get $u_{i+1} = v_{i+1}$, and the remainder the RRS is unaffected by the change. In this case we get $u = v$.

To check c), we apply the algorithm in Proposition 5.2 to $w'$. If $b$ is a generator of $u_{i+1}$, when arriving to $ba$ the algorithm applies 2.b)+1) and continues as in $U$ to obtain $V$. If $b$ is internal in $u_{i+1}$, the algorithm applies 2.b)+1) or 3.d)+1), and continues as in $U$ to obtain $V$.

If $a = l[w_k]$: Suppose that $w_{k+1} = \epsilon$ and $b = f[\gamma]$. Because $f[\gamma] = l[\tau(u_k)]^{-1}$, this case implies that $a$ and $b$ are both pseudo-generators of $u_k$, which is impossible if $m_{ab} = 2$, so this case will never occur. Assuming that $w_{k+1} \neq \epsilon$ implies that $b = f[w_{k+1}]$. We define our new RRS $V$, where $n = k$, $y_i = w_i$ for $i < k$, $y_k$ is $w_k$ with a $b$ inserted to the left of $a$ and $y_{k+1}$ is $w_{k+1}$ with its first letter removed. Note that $b$ commutes with both $a$ and $l[\tau(\hat{w}_k)]$ so $b$ commutes with both the pseudo-generators of $u_k$. This means that when we form $y_k$ by adding an extra $b$ we still end up with $v_k$ as a 2PG critical word and this extra instance of $b$ will end up as $l[\rho_k]$. In conducting the RRS algorithm $V$, we may have pushed $b$ to the left via some commutations, but any of the commutations can be undone and we can use commutations to push $b$ to the right and get $v$ to $u$.

To check c), we apply the algorithm in Proposition 5.2 to $w'$. When arriving to $ba$ the algorithm applies 1) twice and continues in $U$ to obtain $V$.

If $ab$ is contained in $w_{k+1}$: Recall that $w_{k+1}$ is of the form $c\sigma$, $c$ commutes with every letter in $\sigma$. If $ab$ is a prefix of $w_{k+1}$, then $k = 0$, and replacing $ab$ with $ba$ gives a new optimal RRS where $n = 0$ and $v_1$ is $u_1$ with $b$ removed. Otherwise, $ab$ is a subword of $\sigma$ and every letter in $\sigma$ commutes with the letter $c$. Changing $ab$ to $ba$ does not affect this at all, and the steps of the new RRS are the same (it is also an optimal RRS). Applying again $ba = ab$ will take $v$ to $u$.

If $a = f[\gamma]$: because $f[\gamma] = l[\tau(u_k)]^{-1}$, we know that $b$ commutes with $l[\tau(u_k)]$. Append $b$ to $w_{k+1}$, and we obtain a new RRS as desired. In this case $\eta \neq \gamma$.

\[ \square \]

**Lemma 6.2.** Suppose that $A_S$ is a 3-free Artin group. Consider a word $w$ admitting an optimal RRS $U = u_1, \ldots, u_k$ with factorization $w = \mu w_1 \cdots w_{k+1} \gamma$. Suppose also that $w$ has a 2-generated critical subword $\zeta$, in the generators $s$ and $t$, such that $m_{s,t} > 3$. Let $w'$ be the word obtained from $w$ by replacing the subword $\zeta$ with the subword $\tau(\zeta)$.

a) $w'$ also admits an RRS $V = v_1, \ldots, v_{n+1}$ with factorization $w' = \nu y_1 \cdots y_{n+1} \eta$.

b) Also, if $\zeta$ does not intersect with $\gamma$, then $\gamma = \eta$. In this case, if $U$ takes $w$ to $\text{usuf}[\gamma]$ and $V$ takes $w'$ to $\text{usuf}[\gamma]$, then we can transform $v$ into $u$ by applying only commutations and $\tau$-moves.

c) In the hypothesis of b), if $\text{pref}[w] \in W$, then $V$ is also optimal.

**Proof.** Once again, we will prove this by looking at all the possible cases for how $\zeta$ might intersect with the factorization $w = \mu w_1 \cdots w_{k+1} \gamma$.

If $l(\zeta)$ is in $\mu$: Changes in $\mu$ and do not affect the RRS, so replacing $\zeta$ with $\tau(\zeta)$ does not affect the RRS in $w$, which remains optimal. Applying again $\tau$ to $\tau(\zeta)$ takes $v$ to $u$. 
If \( l(\zeta) = f[w_1] \): This means that \( f[w_1] \) starts by a power of \( l(\zeta) \), but that power has to be 1 if we want the RRS to be optimal. To define a new optimal RRS, we apply the algorithm in Proposition 5.2 to \( w' \). There are two options. If \( \zeta \) and \( u_1 \) share the same generators \( s \) and \( t \), and \( \alpha_{u_1} \) commutes with \( \zeta \), then \( y_1 \) is the shortest \( \{s, t\}\)-P2G critical suffix of \( \tau(\zeta) \) suf\([w_1] \) such that \( l[\tau(y_1)] = l[\tau(w_1)] \) (which exists by Lemma 3.9) and \( y_i = w_{i-1} \) for \( i > 1 \). Since all the letters in \( \zeta \) are pseudo-generators, when the algorithm arrives to \( \zeta \), it will apply steps 1), 2.a), 3.b) and 3.a) until it will give exactly the aforementioned \( y_1 \). If \( u_1 \) is not generated by \( s \) and \( t \), then when the algorithm arrives at \( l[\tau(\zeta)] \), it applies 3.d) or 3.e.iv) and incorporates the minimal critical suffix of \( \tau(\zeta) \) as \( y_1 \), so \( y_2 = \text{suf}[w_1] \), and \( y_i = w_{i-1} \) for \( i \geq 2 \). In either case, we have defined \( y_1 \) such that after applying \( \tau \) to \( y_1 \) we obtain \( v_1 = w_1 \) and thus the RRS can proceed from here as before.

It remains to prove that we can transform \( v \) to \( u \) using commutations and \( \tau \)-moves. Let \( \tau(\zeta) = \zeta \zeta \) such that \( \zeta \) is the prefix of \( y_1 \) coming from \( \tau(\zeta) \). In the first case, the words \( v \) and \( u \) differ only in that \( u \) contains \( u' := \text{pref}[\zeta]\text{pref}[\tau(w_1)] \), while \( v \) contains \( v' := \zeta\text{pref}[\tau(y_1)] \) \( (y_1 = \text{pref}[\zeta][w_1]) \). In the second case, the words \( u' \) and \( v' \) are both 2-generated geodesic words representing the same group element. By [HR12 Theorem 2.4], two equivalent words geodesic words in a dihedral Artin group are related by a sequence of \( \tau \)-moves. Thus \( u \) and \( v \) are related by a sequence of \( \tau \)-moves and commutations as desired. The first case works the same but using also commutations to push the letters of \( \alpha_{w_1} \rho_{w_1} \) to the left in order to obtain two 2-generated geodesic subwords representing the same element.

If \( l(\zeta) \) is in \( w_1 \) and \( \zeta \) and \( w_1 \) intersect in at least two different letters: If the intersection of \( \zeta \) and \( w_1 \) involves both \( s \) and \( t \), then \( s \) and \( t \) are pseudo-generators of \( u_1 \) or \( \zeta \) is completely contained in \( w_1 \) and \( s \) and \( t \) are both internal. If \( s \) and \( t \) are both internal, then by Lemma 3.10 \( \beta_1 \) is either trivial or the power of some letter, so \( \zeta \) will end up in \( \alpha_{1\rho_1} \) and applying \( \tau \) to \( \zeta \) does not affect the RRS. The new RRS remains optimal, because when we apply the algorithm of Cref algorithm to \( w' \), \( \tau(\zeta) \) will be added to \( y_1 \) also as internal letters.

Suppose that \( s \) and \( t \) are both pseudo-generators. Let \( \sigma \) be the smallest subword of \( w \) containing both \( \zeta \) and \( w_1 \), and let \( \sigma' \) be the corresponding subword of \( w' \) containing \( \tau(\zeta) \). Applying \( \tau \) to the subword of \( \sigma \) does not change which commutations are possible and so both \( \sigma \) and \( \sigma' \) must be P2G words with \( s, t \) as pseudo-generators. After we apply these commutations to \( w \) we get a word with subword \( \alpha_{w_1} \rho_{w_1} \sigma \beta \sigma \). We also see that \( u_1 \) must be a suffix of \( \sigma \), because \( u_1 \) is a suffix of \( \sigma \).

Suppose without loss of generality that \( l[\tau(u_1)] = t \). Then the word \( \sigma' t^{i-1} \) is a non-geodesic word in \( s \) and \( t \). Suppose that \( \sigma' t^{-1} \) is not freely reduced. In this case, we must have had \( l(\zeta) = l[w_1] \), implying that \( \beta_{u_1} = e \). We can define a new RRS \( V \) on \( w' \) by taking \( y_i = w_{i+1} \) for \( 1 \leq i \leq k \). We see that that \( V \) is also optimal by applying the algorithm in Proposition 5.2 to \( w' \). To see that \( u \) can be obtained from \( v \) by \( \tau \)-moves and commutations, note that they only differ in that \( u \) contains \( \text{pref}[w_1] \) where \( v \) contains \( \text{pref}[y_1] \). Using commutations to push the letters of \( \alpha_{u_1} \rho_{u_1} = \alpha_{u_1} \rho_{u_1} \) to the left, we obtain two equivalent 2-generated geodesic words, which are related by a sequence of \( \tau \)-moves thanks to [HR12 Theorem 2.4]. Thus \( u \) and \( v \) are related by a sequence of \( \tau \)-moves and commutations as desired.

On the other hand, if \( \sigma' t^{-1} \) is non-geodesic and freely reduced, then by [HR12, Lemma 2.3], \( \sigma' \) has a critical suffix such that applying \( \tau \) to this suffix results in a word ending in \( t \). Let \( y_1 \) be the suffix of \( \sigma' \) such that \( \hat{y}_1 \) is the smallest suffix we obtain from [HR12, Lemma 2.3]. Note that \( \beta_{y_1} = \beta_\sigma = \beta_{u_1} \) and so we obtain a new RRS by letting \( y_i = w_i \) for \( i \geq 2 \). Notice that this is the RRS given by the algorithm in Proposition 5.2 when applied to \( w' \), so it is optimal. To see that \( u \) can be obtained from \( v \), note that \( u \) has prefix \( \mu \alpha_{u_1} \rho_{u_1} \text{pref}[\tau(u_1)] \), \( v \) has prefix \( \nu \alpha_{v_1} \rho_{v_1} \text{pref}[\tau(v_1)] \) and after the prefixes, the words \( u \) and \( v \) are identical. We can then take both of these prefixes and
if necessary use commutations to move $\alpha_{\ast i} \rho_{\ast i}$ to the left of any letters that were in $\sigma$ and $\alpha_{\ast i} \rho_{\ast i}$ to the left of any letters that were in $\sigma'$. The result is two words with identical prefixes and where the remaining suffixes are equivalent geodesic words in $s,t$. Again, by [HR12, Theorem 2.4], two equivalent words geodesic words in a dihedral Artin group are related by a sequence of $\tau$-moves.

If $l[\zeta]$ is in $w_i$ for $1 < i \leq k$: Here we divide further into subcases. Suppose first that $\zeta$ is a subword of $w_i$. If we assume that $s$ and $t$ are internal letters of $u_i$, then by Lemma 3.10 $\beta_i$ is either trivial or the power of some letter, so $\zeta$ will end up in $\alpha_{\ast i} \rho_{\ast i}$, and applying $\tau$ to $\zeta$ does not affect the RRS. The new RRS remains optimal, because when we apply the algorithm of Proposition 5.2 to $w'$, $\tau(\zeta)$ will be added to $y_i$ also as internal letters. After some commutations, we can apply again $\tau$ to $\tau(\zeta)$ and take $v$ to $u$. Also notice that if $s$ is an internal letter, then $t$ has to be also an internal letter because otherwise, by 3-freeness, $s$ would be trapped between two instances of $t$. Finally assume that $s$ and $t$ are both pseudo-generators of $u_i$. We will show that this violates the optimality of the RRS. Since $i > 1$, $\zeta$ is a subword that is not a prefix of $u_i$. By Lemma 2.4 there is a proper critical suffix of $u_i$ containing $\zeta$, and we could have started our RRS with the first critical factor as this critical suffix. This produces an RRS with a longer head than the original RRS, violating optimality.

Now suppose that $\zeta$ is not a subword of $w_i$, so $\zeta$ intersects with both $w_i$ and $w_{i-1}$. We will show that this intersection violates our assumption that the RRS $U$ is optimal, by first showing that in this case $s$ and $t$ must be pseudo-generators of both $u_i$ and $u_{i-1}$. Assume without loss of generality that $l[w_{i-1}] = s$. Thus $s$ must be a pseudo-generator of $u_{i-1}$.

If the intersection of $\zeta$ with $w_{i-1}$ also contains $t$, then $t$ cannot be an internal letter in $u_{i-1}$ as it does not commute with $s$, so $s$ and $t$ must be the pseudo-generators of $u_{i-1}$ and $\beta_{u_{i-1}} = \epsilon$. In this case, we see that $l[\tau(\hat{u}_{i-1})] = t^\pm$ and have $f[w_i] = s^\pm$ (by Remark 3.11.1). This means that the word $u_i$ begins at $t^\pm s^\pm$ and $\alpha_{u_i} = \epsilon$. Hence $s$ and $t$ must also be the pseudo-generators of $u_i$. However by optimality we must have that $\alpha_{u_i}$ contains at least one letter that does not commute with $s$ and $t$. This gives a contradiction.

Optimality will also be violated if $\zeta$ and $w_{i-1}$ intersect only in a power of a generator, say $s^\#$. Then $s$ is a pseudo-generator of $u_{i-1}$ and $f[\hat{u_i}]$ must be the other pseudo-generator, a letter that does not commute with $s$, say $r$. We also know that both $s$ and $t$ must appear in $w_i$ and the intersection of $\zeta$ with $w_i$ must be a 2-generated word with $p + n \geq m_{s,t} - 1$. This means that $s$ is trapped in $u_i$ and therefore must be a pseudo-generator of $u_i$. Because $m_{s,r} > 3$, $s$ must appear more than once in $u_i$ and $l[\tau(\hat{u}_{i-1})] \beta_{u_{i-1}}$ cannot contain the letter $s$. This in turn implies that $w_i$ must contain a trapped copy of $t$ as well. Thus $t = r$ and $s$ and $t$ must be the pseudo-generators of both $u_i$ and $u_{i-1}$. We now again have the case where $s$ and $t$ are pseudo-generators of both $u_i$ and $u_{i-1}$ and again see that $\alpha_{u_i} = \epsilon$ and optimality is violated.

If $l[\zeta]$ is in $w_{k+1}$: If $f[\zeta]$ is also in $w_{k+1}$ then applying $\tau$ to $\zeta$ does not affect the RRS at all and applying again $\tau$ to $\tau(\zeta)$ takes $v$ to $u$. The new RRS remains optimal.

If the intersection of $\zeta$ with $w_k$ is of the form $s^\#$, then the intersection of $\zeta$ with $w_{k+1}$ must contain both $s$ and $t$. However the pseudo-generators of $w_k$ are letters, say $s$ and $r$, where either $r$ or $r^{-1}$ must be $l[\tau(u_k)]$ and $r$ cannot commute with $s$. This means that $\zeta$ and $w_{k+1}$ cannot intersect in this fashion.

Otherwise, we know that both $s,t$ appear in some suffix of $w_k$, and so $s,t$ are the pseudo-generators of $w_k$. This contradicts our assumption that $l[\tau(u_k)]$ commutes with any letters in $w_k$.

Considering all the cases we have examined up to this point, we have proven the lemma in the case where $\zeta$ does not intersect with $\gamma$. Now we will consider further cases and show that applying $\tau$
to $\zeta$ still produces a word that admits an RRS, although in this cases the tail of the new RRS may not be equal to $\gamma$.

If $\zeta$ is a subword but not a prefix of $\gamma$: Changes to this part of $w$ do not affect the existing RRS at all.

If $\zeta$ is a prefix of $\gamma$: Suppose that $f[\zeta] = f[\gamma] = t$. In this case, we apply the $\tau$-moves from our RRS to $u_1 \ldots u_k$ to obtain a word that ends in $t^{-1}w_kw_{k+1}$. We see that $t^{-1}w_{k+1}\zeta$ is a non-geodesic P2G generated word. This implies that $t^{-1}w_{k+1}\tau(\zeta)$ is also non-geodesic and P2G, and by Lemma 3.9 we can continue the RRS to obtain an RRS on the word $w'$.

If $\zeta$ intersects both $\gamma$ and $w_kw_{k+1}$: Notice that $w_{k+1}$ must be trivial in this case, because any letters in $w_{k+1}$ both cannot be equal to $f[\gamma]$ and must commute with $f[\gamma]$, and so cannot appear in $\zeta$. Suppose without loss of generality that $f[\gamma] = s$. Then, $l[w_k] = t^{s1}$, so $w_k$ shares both pseudo-generators with $\zeta$. Apply the sequence $u_1, \ldots, u_{k-1}$ to $w$. Then the subword $l[\tau(u_{k-1})]b_{k-1} \cdots l[\zeta]$ (or just $f[w_1] \cdots l[\zeta]$ if $k = 1$) is P2G and non-geodesic. Hence this word is still P2G and non-geodesic after applying $\tau$ to $\zeta$. By Lemma 3.9 there is an RRS in this subword that continues the sequence of transformations and give us the desired RRS.

Lemma 6.3. Suppose that $w \in W$, $m_{a,b} = 2$ and, in the process of computing $\hat{\phi}(wab)$, we apply two RRS, one canceling $a$ and another canceling $b$. Suppose $wb \notin W$. Then $\hat{\phi}(wba)$ can be obtained from $\hat{\phi}(wab)$ via only commutations and $\tau$-moves.

Proof. We know that $wa \notin W$ and $wb \notin W$. We have also assumed that $\hat{\phi}(wab) \notin W$. We will start by showing that $\hat{\phi}(wba) \notin W$ and so computing $\hat{\phi}(wba)$ and $\hat{\phi}(wab)$ both involve two RRS, one canceling $a$ and another canceling $b$.

Observe that the commutations and $\tau$-moves of the RRS in $wb$ only happen inside $w$, and can be used to transform $w$ into $\hat{\phi}(wab)b^{-1}$. This RRS also transforms $wa$ into $\hat{\phi}(wab)b^{-1}a$. Using Lemmas 6.1 and 6.2 $\hat{\phi}(wab)b^{-1}a$ has an RRS that cancels $a$. Applying one more commutation we have that $\hat{\phi}(wab)b^{-1}a$ admits an RRS cancelling $a$, as we wanted to show.

We now show that not only do $\hat{\phi}(wba)$ and $\hat{\phi}(wab)$ have the same length, but one can be obtained from the other using commutations and $\tau$-moves. The key idea in this argument is that the RRS algorithm is made up of a sequence of commutations and $\tau$-moves. If we start with $wa$ and apply an RRS, we change $w$ into a new word ending in $a^{-1}$ and cancel to obtain $\hat{\phi}(wa)$. This means that the result of the commutations and $\tau$-moves in the RRS (before any cancelation) is $\hat{\phi}(wa)a^{-1}a$. The exact same commutations and $\tau$-moves, take $wb$ to $\hat{\phi}(wa)a^{-1}b$ from $wb$. Because $wb$ admits an optimal RRS that cancels $b$, we can repeatedly apply Lemma 6.1 and Lemma 6.2 to get that $\hat{\phi}(wa)a^{-1}b$ also admits an optimal RRS that cancels $b$. We call this RRS $U$. Again using Lemma 6.1 and Lemma 6.2, we know that after applying $U$ and cancelling the suffix $b^{-1}b$ we get a word that can be obtained from $\hat{\phi}(wb)$ via a series of commutations and $\tau$-moves.

Because $a$ and $b$ commute, the final $a^{-1}$ in $\hat{\phi}(wa)a^{-1}b$ is not a pseudo-generator in any critical word in $U$. This means that we can apply to $\hat{\phi}(wa)b$ an optimal RRS, called $U'$, where $U$ and $U'$ are identical except for that fact the $w_{k+1}$ ends in $a^{-1}$ in $U$ and this letter is missing from $w_{k+1}$ in $U'$. By uniqueness of the optimal RRS, we know that $U'$ is the RRS applied to $\hat{\phi}(wa)b$ in order to obtain $\hat{\phi}(wab)$. It follows that the word obtained by applying the RRS $U$ to $\hat{\phi}(wa)a^{-1}b$ and then canceling $b^{-1}b$ is $\hat{\phi}(wab)a^{-1}$. Putting this together with the result of the previous paragraph we get the $\hat{\phi}(wb)$ can be obtained from $\hat{\phi}(wab)a^{-1}$ via commutations and $\tau$-moves.
We now repeat this process a second time. We know that \( \hat{\phi}(wb)a \) admits a unique optimal RRS that results in \( \hat{\phi}(wb)a^{-1}a \). Because \( \hat{\phi}(wb)a^{-1} \) can be obtained via commutations and \( \tau \)-moves from \( \hat{\phi}(wb) \), we can repeatedly apply Lemma 6.1 and Lemma 6.2 to get that \( \hat{\phi}(wb)a \) admits a unique optimal RRS that cancels the final \( a \). Call this RRS \( V \). Part c) of these lemmas implies that the result of \( V \) after cancellation of \( a^{-1}a \), which is \( \hat{\phi}(wba) \), can be obtained from \( \hat{\phi}(wb) \) via commutations and \( \tau \)-moves.

Lemma 6.4. \( \hat{\phi}(w(a,b)_{mab}) = \hat{\phi}(w(b,a)_{mab}) \) for any \( w \in W \), \( a, b \in S \) and where \( m_{ab} > 2 \) is the length of the relation involving \( a \) and \( b \).

Proof. This proof is quite technical. To illustrate all the different cases, there are examples after most of them. Consider checking the examples before checking the general argument. Let \( \{a, b\} = \{x, y\} = \{s, t\} \). We need to prove that \( \hat{\phi}(w_{m}(a, b)) = \hat{\phi}(w_{m}(a, b)) \). Suppose that there is some \( i \) such that \( w_{i}(a, b) \notin W \) and \( w_{i-1}(a, b) \in W \). Let \( U = u_{1}, \ldots, u_{k}, u_{k+1} \) be the RRS with factorization \( w_{m}(a, b) = \mu w_{1} \cdots w_{k} w_{k+1} \).

Case 1) Suppose that \( w_{k+1} \) is trivial if \( k \geq 0 \), and \( w_{k+1} = f[\gamma]^{-1} \) if \( k = 0 \).

Case 1.a) If \( k = 0 \), the RRS consists of just a free reduction. Let \( j, (a, b) \) be the biggest prefix of \( m_{a, b} \) that can be cancelled by free reductions and let \( w' \) be the word obtained from \( w \) after these \( j \) free cancellations. Then \( \hat{\phi}(w_{m}(a, b)) = \hat{\phi}(w'_{m-j}(x, y)) \).

We have an optimal RRS in \( w_{m}(b, a) \) that produces the cancellation of the last \( j \) letters in \( m_{a, b} \): just take the critical subword \( (b^{-1}, a^{-1})_{j} m_{a, b} \) as the first and only factor of the RRS. If \( w_{m-j}(b, a) \in W \), then \( \hat{\phi}(w_{m}(a, b)) = \hat{\phi}(w_{m}(b, a)) \). For example, for \( m = 5 \), \( j = 2 \),

\[
\hat{\phi}(b^{-1}a^{-1}ababa) = aba, \quad \hat{\phi}((b^{-1}a^{-1}bab)ab) = aba.
\]

However, \( \hat{\phi} \) is computed recursively, so we must still consider the case where \( w_{m-j}(b, a) \notin W \). To establish notation, suppose that the optimal RRS on \( w_{m-j}(b, a) \) is given by \( V = v_{1}, \ldots, v_{n}, v_{n+1} \) with factorization \( \mu_{1} \cdots \zeta_{n} \zeta_{n+1} \). Notice that \( v_{n+1} \) must be empty because \( l[w] = a^{-1} \) cannot be a letter in \( v_{n+1} \) as any letter in \( v_{n+1} \) must not be equal to the canceling letter and must commute with the canceling letter, and therefore must be essentially different from \( a \).

We divide further into subcases.

Suppose that \( \gamma = m_{a, b} \) and \( \mu_{1} \cdots \zeta_{n} = w \). In this case, \( v_{n} \) needs to be negative because both \( l[w] \) and \( l[\tau(v_{n})] \) are negative. Let \( \hat{v}_{n} \) be of the form \( m(s^{-1}, t^{-1}) \eta^{-} \) or \( \eta^{-}(b^{-1}, a^{-1})_{m} \). The case \( \eta^{-}(b^{-1}, a^{-1})_{m} \) with \( \eta^{-} \neq \epsilon \) contradicts the optimality of \( V \): If \( n = 1 \), then \( j = m \) and \( V \) would not be optimal because there is an RRS starting in \( (b^{-1}, a^{-1})_{m} \) cancelling all the letters in \( m_{a, b} \); if \( n > 1 \) and \( \beta_{n-1} = \epsilon \) then we have an RRS starting in \( \zeta_{n} \) contradicting optimality; if \( n > 1 \) and \( \beta_{n-1} \neq \epsilon \) then the subword \( l[\beta_{n-1}] \cdots \zeta_{n} \) is P2G critical and we would have an RRS with a longer head, contradicting optimality. Now, in the case \( v_{n} = m(s^{-1}, t^{-1}) \eta^{-} \), the RRS produces the free cancellation of all letters in \( m_{a, b} \).

Now we must argue that \( \hat{\phi}(w_{m}(a, b)) = \hat{\phi}(w_{m}(a, b)) \). Firstly, \( j = m \) happens if and only if \( \eta^{-} \) is trivial and it is easy to see that the result holds because the only letters that are changed are the letters that are eventually removed. For \( j > m \) and \( \eta^{-} \neq \epsilon \), we prove that after canceling \( j \) times in \( w_{m}(a, b) \) we obtain a word that admits and RRS and the result of this RRS will also cancel all the remaining letters in \( m(a, b) \). Consider the RRS on \( V \) that we already know applies to \( w \). After applying the first \( n - 1 \) steps we obtain \( v_{n} = m(s^{-1}, t^{-1}) \eta^{-} \). Since \( \eta^{-} \) is not trivial, \( (b^{-1}, a^{-1})_{j} \)
lies in $\eta^-$. Then removing these $j$ letters does not affect the criticality of $v_n$, and we could apply the RRS to eliminate the remaining letters in $m(a, b)$, obtaining for $\hat{\phi}(w_m(a, b)) = \hat{\phi}(w_m(b, a))$.

For example, for $m = 5$, $j = 2$,

$$
\hat{\phi}(b^{-1}a^{-1}b^{-1}a^{-1}b^{-1}a^{-1}ababa) = \hat{\phi}(b^{-1}a^{-1}b^{-1}a^{-1}b^{-1}a) = a^{-1}b^{-1},
$$

$$
\hat{\phi}(b^{-1}a^{-1}b^{-1}a^{-1}b^{-1}a^{-1}babab) = a^{-1}b^{-1}.
$$

Suppose that $\gamma$ is a proper suffix of $m(b, a)$ with more than $j$ letters (the case with $j$ letters is $w_{m-j}(b, a) \in W$). $V$ produces $j + j' = n(\hat{v}_n)$ free cancellations. In an argument similar to the previous case, we will show that removing $(b^{-1}, a^{-1})_j$ from $w$ maintains the existence of an RRS in $w_{m-j}(s, t)$ that cancels $j'$ more letters in $m(a, b)$ after the $j$ free cancellations. Notice that, since $\gamma$ has more than $j$ letters, the subword $(b^{-1}, a^{-1})_j \cdot l[v_n]$ is not critical and $\hat{v}_n$ is unsigned. Suppose that $\eta$ is maximal. Since $j$ is maximal, the letters that complete $v_n$, in order to make it critical, come from previous steps in the RRS. This means that $j = n(\hat{v}_n) - 1$ if $\beta_{-1} = \epsilon$, and $j = n(\hat{v}_n) - 2$ otherwise. Then, we can apply the first $n - 1$ transformations of $V$ to cancel $j' \in \{1, 2\}$ remaining letters in $m_{m-j}(s, t)$. Also, if $\eta$ is not trivial, then $(b^{-1}, a^{-1})_j$ lies in $\eta$ and removing this letters does not affect the criticality of $v_n$, so we can apply the RRS $V$ (without those letters) and cancel $j'$ remaining letters in $m_{m-j}(s, t)$.

For example, for $m = 5$, $j = 2$,

$$
\hat{\phi}(b^{-1}a^{-1}b^{-1}a^{-1}ababa) = \hat{\phi}(b^{-1}a^{-1}b^{-1}ab) = aba^{-1}b^{-1},
$$

$$
\hat{\phi}(b^{-1}a^{-1}b^{-1}a^{-1}babab) = aba^{-1}b^{-1}.
$$

Case 1.b) Now suppose that $k > 0$ and $w_{k+1} = \epsilon$. If $\{w\} = \{a^{-1}, b^{-1}\}$ we are on the previous case. First assume that $l[w_k] = h$ essentially different from $a$ and $b$. This forces $i = 1$ and $\hat{\phi}(w_m(a, b)) = \hat{\phi}(w_m(b, a))$. Notice that there is an RRS in $w_m(b, a)$ that cancels the last letter: add to the RRS $U$ (that is completely contained in $w$) the word $a^{-1}m_{m-1}(b, a)$. We claim that, if we suppose that $w_m(b, a) \in W$ then this RRS has to be optimal. Suppose that there is an RRS $V = v_{1}, \ldots, v_{n}, v_{n+1}$ with factorization $w_m(b, a) = \mu_1 \ldots \zeta_n \zeta_n+1 l[w_m(b, a)]$. Since $a$ and $b$ do not commute, $\zeta_{n+1}$ needs to be trivial. $\zeta_n$ has at least 1 letter and has to produce $l[w_m(b, a)]^{-1}$ so $a$ and $b$ are the pseudo-generators of $\zeta_{n-1}$. Also, because the relation between $a$ and $b$ is of length $m$, $\zeta_n$ contains at least $m - 2$ letters. We prove now that it contains $m - 1$ letters, that is, that $m_{m-1}(b, a)$ is a suffix of $\zeta_{n-1}$: otherwise, $a$ and $b$ would be the pseudo-generators of $\zeta_{n-1}$ and $\zeta_n$, so $h$ cannot be in $\beta_{-1} = \epsilon$ (Lemma 3.10) and cannot be pushed to the left because by 3-freeness $a$ appears in $\zeta_{n-1}$ to the left of $h$. If $h$ lies in $\zeta_n$, then $\beta_{\zeta_n} = \epsilon$, and $v_n$ needs to produce a $b^{-1}$ to save $h$ from the trapping (no $a$ can appear to the left of $h$). But this $b^{-1}$ would cancel the first letter of $m_{m-1}(b, a)$, contradicting that $w_{m-1}(b, a) \in W$. Therefore, $l[\zeta_{n-1}] = h$ and $\hat{v}_n$ has either the form $a^{-1}m_{m-1}(b, a) or a^{-1}b^{-1}m_{m-1}(b, a)$. The first one is optimally produced by the RRS that we proposed at the beginning. To study the second one, observe that, since the group is 3-free and $\beta_{-1} = \epsilon$, $a$ appears in $w_k$ with no instances of $b$ at the right, so $b$ cannot be a part of $\beta_{-1}$ and the case is impossible. Thus, if $w_{m-1}(b, a) \in W$, then the two RRS discussed above are the RRS used to compute $\hat{\phi}(w_m(b, a)) = \hat{\phi}(w_m(a, b))$. For example, for $m = 4$,

$$
\hat{\phi}(wabab) = \hat{\phi}(w'a^{-1}abab) = \hat{\phi}(w'abab),
$$

$$
\hat{\phi}(wabab) = \hat{\phi}(w'a^{-1}babab) = \hat{\phi}(w'bab).
$$

However, because $\hat{\phi}$ is defined recursively we, must now show that $w_{m-1}(b, a) \in W$. Suppose on the contrary that the first letter that can be cancelled in $w_{m-1}(b, a)$ is before the final letter. Let
be $V$ an RRS with the same factorization as before cancelling this first letter. If the cancelled letter is the first letter of $m(b, a)$, $\zeta_n$ would be pseudo-generated by $h$ and $b$. However, we have seen that there is no instance of $b$ to the left of the last instance of $a$ in $w_k$, what contradicts the fact that $\beta_{\zeta_n} = \epsilon$ (Lemma 3.10). For the other letters, we show that $l[w_k] = l[w] = h$ to be contained in $\zeta_n$. If this is true, then $h$ could not been pushed to the left of $\zeta_n$, contradicting that $\beta_{\zeta_n} = \epsilon$. To prove that $h$ is contained in $\zeta_n$, by 3-freeness we just need to show that $\beta_{\zeta_{n-1}} = \epsilon$ for the case in which the first cancelled letter is the second-to-last one. If it is not trivial, since $\zeta_n$ is pseudo-generated by $a$ and $b$, $\beta_{\zeta_{n-1}} \in \{a^{\pm 1}, b^{\pm 1}\}$ by Lemma 3.10. If it is $b^{-1}$ then the letter that we are cancelling is not the first one that could be cancelled; if it is $a^{\pm 1}$, this is impossible because $h$ does not commute with $a$. Therefore, $w_{m-1}(b, a) \in W$.

The remaining case inside Case 1.b is $l[w_k] \in \{a, b\}$. This means that $w_k$ is P2G critical with pseudo-generators $a$ and $b$. If $l[w] = h$, this letter is internal in $w_k$ and can be pushed to the left. So we can suppose that $l[w] \in \{a, b\}$. We are going to deal with the case $l[w] = a$ (the other case is symmetrical).

In $\hat{u}_k$, we now have a suffix of the form $a_{m-j}(a, b)$. This implies that $\hat{u}_k$ must be of the form $(s^{-1}, t^{-1}) \eta_{m-j}(a, b)$, and $\tau(\hat{u}_k)$ has a suffix of the form $(x^{-1}, y^{-1})_j$. After applying the RRS $U$ to $w_{m}(a, b)$ we obtain a word where the final $j$ letters can be cancelled via free reduction.

We will now show in $w_{m}(b, a)$ we can produce an RRS that cancels $j$ letters from the middle of $m(b, a)$ and produces the same result. Let $(b, a)_i$ be the maximal suffix of $\eta$ that is an alternation. Apply the first $k-1$ transformations of $U$ to $w$, to obtain $w'$. Then there is a suffix of $w'$ of the form $(s^{-1}, t^{-1}) \eta_j(b, a))$. This suffix can be completed by the first $m - j - l$ letters of $m(b, a)$ to create a critical word. If we apply $\tau$ to this critical word, we will produce $j$ free cancellations of letters in $m(b, a)$. To see that this cancellation produces the same result as $\phi(w_m(a, b))$ we need to check that the $l$ letters at the end of $(b, a)$ that have not been affected by the RRS are exactly $(b, a)_j)$. Just notice that $l[(b, a)] = l[w_k(b, a)]$. Observe that again, this RRS is optimal, because $U$ is optimal. For example, for $m = 5$, $i = 3$,

$$
\phi^{-1}(a^{-1}b^{-1}aaba) = abb, \quad \hat{\phi}((b^{-1}a^{-1}b^{-1}ab)abab) = abb.
$$

Again, because $\phi$ is defined recursively, the final step in Case 1.b, is to show that the RRS on $w_{m}(b, a)$ is the one used to compute $\phi$. Suppose to the contrary that there is an RRS that cancels a letter further to the left in $m(b, a)$. This would mean that we can produce a critical word of the form $(s^{-1}, t^{-1}) \eta_j'(b, a)_v$ with $j' > j$. This would imply the existence of an RRS in $w_{m}(a, b)$ cancelling a letter the lies before the letter in the position $i$, having a contradiction.

**Case 2** If $w_{k+1}$ is not trivial, since $a$ and $b$ do not commute, only the first letter of $m(a, b)$ can be cancelled by the RRS, obtaining $\phi(w_m(a, b)) = \phi(w_{m-1}(b, a))$. If $w_{k+1}$ commutes with both $a$ and $b$, by the case $m = 2$, the problem reduces to study $\mu w_{1} \cdots w_{k} m(a, b)$ and $\mu w_{1} \cdots w_{k-1} m(b, a)$ and is done in the previous case. So suppose that $w_{k+1}$ does not commute with $b$. Let $v$ be the longest prefix of $w_{k+1}$ such that $l[v]$ does not does not commute with $b$. Then, by the case $m = 2$, this reduces to study the problem for $w m(a, b)$ and $w m(b, a)$. If we suppose that $w_{m}(b, a)$ admits an RRS, then this RRS must satisfy the conditions of Case 1 above because $l[v]$ does not commute with $b$.

Finally, we show that $w m(b, a)$ does indeed admit an RRS. Apply the first $k$ $\tau$-moves in the RRS $U$ to the word $w$ to obtain a word that ends in $a^{-1} v$. Now continue this RRS by considering the P2G critical word $a^{-1} v_{m-1}(b, a)$. This results in an RRS that cancels the final letter in $w m(b, a)$. $\square$
THE WORD PROBLEM IS SOLVABLE FOR 3-FREE ARTIN GROUPS IN QUADRATIC TIME
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