Stock Price Prediction Based on CPP-GAM
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Abstract. Based on the generalized additive model, we propose a CPP-GAM algorithm which transforms the non-linear problem into a linear one. We apply this algorithm to predict the closing price of international and domestic stocks. We train the history data of stocks through back-fitting algorithm. In order to make the effect of prediction better, we get trend lines based on the method of changing point prediction, the regressive algorithm of OLS, and the Fourier series. Through a large number of empirical data analysis, we found the predictive accuracy of CPP-GAM algorithm is 89%, which is 15% higher than that of RBN, SVM, SSA-SVM and so on.

1. Introduction
Stock is an important part of the financial market, so the analysis and prediction of stock price has important theoretical significance and practical value. According to market efficiency theory [1], the stock market of U.S. is a semi-efficient, the current price of stock is derived from all public information. For example, national policies, markets, and the choices of investors have all affecting the stock market, which leading to the stock price is complex and changeable. So, Many scholars not only use dimension reduction techniques [2] to extract features, but also use multiple machine learning models [3],[4] to predict the stock price, which can provide investors with investment advice to better help them maintain and increase their assets in the capital market.

In recent years, machine learning has been widely used for prediction. Machine learning is a data analysis method that does not rely on rule design. It is an important branch of computer science and artificial intelligence. It is used to discover the laws which are hidden in data by iterative learning. Statistical model is the stylized expression of the variables in the form of mathematical equations, which is an important branch of mathematics and statistics that is used to find the correlation between variables and depends on parametric estimation. Previous studies have shown [5] that the optimal parameter makes statistical models perform better than machine learning.

Generalized Additive Model (GAM)[6] is a flexible statistical model, which was proposed by Trevor Hastie and Tibshirani in 1990. The principle of GAM is similar to the regression method, but the difference lies in the sum effect instead of the individual predictors. In the GAM model, the independent variable is linear with the smoothing function, while the dependent variable and the smoothing function are non-linear. Therefore, GAM is a model which based on smoothing function, and the dependent variable is not limited to the linear assumption of the independent variable, the model is more in line with the non-linear characteristics of financial markets. GAM uses back-fitting algorithm to fit the function, and performs spline smoothing on the predicted variable by constraint function to minimize the error term. GAM and other models are shown in Table 1.

The GAM model is flexible, so the function of the GAM model can be determined according to actual problems. Because the predictive accuracy of the GAM model is greatly affected by parameters, we
proposes CPP-GAM algorithm which based on the GAM model, we use the Change Point Prediction method and Ordinary Least Square (OLS) regression algorithm to find the better bias parameter, which will make the predictive accuracy of stock price better. According to the "Long Tail Distribution and Pareto's Law "[7], only 20% of the stocks occupy 80% of the market, which has a market-oriented role. Therefore, we select more than 600 stocks in the New York Stock Market (about 20% of the total number of stocks) to analyze and predict based on the CPP-GAM model. The main contribution result is shown below:

(1) Through a large number of empirical data analysis, it is found that the predictive accuracy of CPP-GAM algorithm is 89% based on AAPL stock, which is 15% higher than that of RBN, SVM, SSA-SVM and so on.

2. Related Work

Machine learning technology has the ability to identify stock trends from massive data, and can capture the inherent dynamic trends of stock price, such as Support Vector Machine (SVM)[8], the hybrid model of Self Organizing Map and Support Vector Machine(Self Organizing Map-Support Vector Machine, SOM-SVM)[3], the hybrid model of Self Organizing Map and Fuzzy Support Vector Machine (Self Organizing Map-Fuzzy Support Vector Machine, SOM-fSVM)][3], Radial Basis Function (RBF)[3], and Singular Spectrum Analysis-Support Vector Machine (SSA-SVM)[4], etc. Support Vector Machine is based on the Vapnik-Chervonenkis[9] dimensional theory and the principle of structural risk minimization, and seek the best way between the complexity of the model and the learning ability based on the limited sample information. With the introduction of the insensitive loss function, the Support Vector Machine, which not only deal with classification problems, but also be able to handle regression problems. By constructing a kernel function, the non-linear problem can be mapped to the high-dimensional linear problem, and it plays a decisive role in the predictive performance of SVM. The disadvantage of the SVM is that in order to improve the accuracy of the model, the number of samples will increase, which will lead to the increase of fuzzy rules.

The hybrid model of self-organizing map and support vector machine is a time series model, which has been widely used in stock market[10]. For each small data set, a set of fuzzy rules is extracted by using the fuzzy support vector machine model, and the data is predicted based on the fuzzy rule set. The hybrid model of singular spectrum analysis and support vector machine is a method to analyze the problem of non-linear and non-stationary time series. Time series with different characteristics can be derived by analyzing singular values of different information, and the singular values are usually used to extract noise from time series. The stock price sequence can be decomposed into trend, market fluctuation and noise by using singular spectrum analysis, and then can be introduced into support vector machine for the prediction of stock price. Previous studies have found that[4], the method with the highest hit rate of prediction analysis is the hybrid model of singular spectrum analysis and support vector machine. For the stock data of AAPL, the predictive accuracy of stock price by the hybrid model of the singular spectrum analysis and support vector machine is 69.9%[4]. Radial basis neural network[11] model has also been used for the prediction of stock. Previous studies have shown[12] that the RBF model has a lower accuracy than other models[4].

In addition, Li Z R][13],[14] et al. has analyzed the temporal and spatial characteristics with volatility as the carrier in the financial market adjustment period, and studied the asset pricing model[13], the fluctuation characteristics and the SSE index pricing model[14] which based on the diffusion of market information. Behavioral finance believes that[15], because investors have different "information cognition abilities" for different industries and individual stocks, the information can only gradually spread in the market, which leads to biased asset pricing. In the 21st century, attention is considered as a scarce cognitive resource. Existing literatures[16] have studied the collective attention model of investors to predict the trend of stock market. Some Studies show that[17] the investor's cognitive ability of different stocks in different industries will also have different impacts on stock price, it is helpful to understand the response mode that investor's to industry information by constructing an asset pricing model which slowly spreads within industries due to the limited attention of investors, but different indicators need to be used to measure the investors' attention, such as:
company size, transaction volume, turnover rate et al, the results obtained by different indicators will be different, and how to measure attention uniformly remains to be further studied.

### Table 1. Model Comparison.

| Advantage | Disadvantage | Main Function | Key Technology | Research Hotspots |
|-----------|--------------|---------------|----------------|-------------------|
| GAM       | 1. Without being limited to the linear hypothesis, study each function separately. | Using non-parametric functions to detect non-monotonic and nonlinear relationships between variables. | 1. Finding the optimal parameter and the right function to achieve the best prediction effect. | 1. Determining the optimal decomposition function. 2. Finding optimal parameter. |
| SVM       | 1. Solving high-dimensional problems by optimizing penalty variables and kernel functions to achieve linear inseparability of sample data. | Based on the structural risk minimization theory, so that the learner can be globally optimized. | Selecting the appropriate kernel function according to the actual data model. | 1. Constructing a better multi-class classifier based on SVM. |
| RBF       | 1. Non-linear fitting for large-scale samples. 2. Good generalization ability and fast learning convergence speed. | It is suitable for prediction and classification of various nonlinear problems. | Finding the right activation function. | It’s pre-processing and coding are still to be discussed. |
| SOM       | 1. SOM uses an analytical method to avoid the complex iterative process of secondary planning. | The kernel functions and kernel parameters involved in the model have a great influence on the prediction accuracy. | Clustering the data can get the best sample data. 2. Choosing the right kernel function and kernel parameters. | How to find better parameters and kernel functions. |
| SVM - FSVM| 1. It’s suitable for a large number of sample. 2. The complexity of the algorithm is reduced, and the execution time of the algorithm is improved. | Determine the appropriate and unified fuzzy membership function. | Extracting fuzzy rules from support vectors with fSVM. | 1. Avoiding a surge in the number of fuzzy rules. 2. Researching the unified fuzzy membership function. |
| SSA-SVM   | 1. Fast calculation speed and high accuracy, suitable for short-term prediction methods. | Using SSA to decompose stock prices into trends, market fluctuations, and noise with different economic characteristics. | Breaking down the stock price into different items. | 1. How to find the optimal singular value and construct the optimal solution. |

Through the above analysis, it is found that these models have their own shortcomings, but the GAM model can avoid many problems. Compared with other models, the GAM model is more applicable. However, the parameter of the GAM model will affect the result of prediction. In order to avoid this problem, we propose the CPP-GAM algorithm which based on the generalized additive model. Lots of experimental results show that the predictive accuracy of CPP-GAM algorithm is 15% higher than other models.

### 3. Introduction to Models and Algorithm

#### 3.1. Generalized Additive Model

The mathematical expression of the generalized additive model (GAM)[6][18] is:

\[
Y_i = \alpha + \sum_{j=1}^{N} f_j(X_{ij}) + \epsilon
\]  

(1)

Where, \( \alpha \) is a constant term, \( \epsilon \) is an error term, \( f_j(X_{ij}) \) is an unknown non-parametric smoothing function, and \( X_{ij} \) is a predictive variable.

#### 3.2. Back-fitting Algorithm

In statistics, the back-fitting algorithm[18] is a simple iterative process, which is mainly used for model
fitting[19]. In most cases, the back-fitting algorithm is similar to Gauss Seidel algorithm[20] to solve linear equations. For equation (1), due to the high flexibility of $f_i(X_i)$, GAM does not have a unique solution, so the value of $\alpha$ cannot be determined. However, $\alpha$ can be obtained by a constraint function, which is as follows in equation (2):

$$\sum_{i=1}^{N} f_i(X_i) = -\alpha_i$$ (2)

For the GAM expression shown in equation (1), for a given $x_i, y_i$, if its error term is close to 0, then a spline smoothing[21] algorithm is needed, and $\alpha = -1/N \sum_{i=1}^{N} y_i$. The specific process of the back-fitting algorithm and the smoothing algorithm are shown below:

**Algorithm 1. Back-fitting ($i, t, s, \delta, y, \alpha(t), k, m, T$ )**

1. Initialize the constraint of $e = 0$
2. for $i \in N$ do
3. $\alpha = -1/N \sum_{i=1}^{N} y_i$
4. end for
5. Quantifying the transition point
6. for each $t \in T$ do
7. $a_j(t) = \begin{cases} \frac{1}{t}, & k \geq s_l \\ 0, & \text{otherwise} \end{cases}$
8. end for
9. Finding the smooth function $f(t)$ over time
10. for each $t \in T$ do
11. $A(t) = (k + ZIP(*a(t)))*\delta$
12. $B(t) = t - (m + ZIP(*a(t)))*y_i$
13. $g(t) = C(t) + \exp(A(t) * B(t))$
14. for $i=1$ to $N$ do
15. $Z(t) = a_n \cos((2\pi n t)/T) + b_n \sin((2\pi n t)/T)$
16. end for
17. $f(t) = g(t) + Z(t) + \alpha$
18. end for
19. for $i=1$ to $N$ do
20. $f_i = f_0 + S_1 f_0 + S_2 f_1 + ... + S_{i-1} f_{i-1} + \alpha$
21. return $f_i$

**Algorithm 2. Smoothing ($i, j, f, y_i$ )**

1. Translation of historical data
2. for $i=1$ to $N$ do
3. $\bar{y}_i = \{(i + 1) * (1/10) \}^{1/(b)} * \bar{y}_i$
4. end for
5. The result is processed by compression and expansion
6. for $i=1$ to $N$ do
7. $f = \sum_{i=1}^{N} (f_i)^{j}$
8. $\bar{y}_i = (\{(i + 1) * (1/10) \}^{1/(b)} * \bar{y}_i$
9. end for
10. The matrix coefficient of the smoothing function
11. for $i=1$ to $N$ do
12. for $j=1$ to $N+1$ do
13. $S_j = \bar{y}_j^{2j}$
14. $S_j = (y_j)^{j} (y_j)^{j}$
15. $F = f \times (\bar{y}_j)^{j}$
16. $(s_k, l - s_k) / (s_k - s_k) = (\bar{y}_j)$
17. end for
18. end for
19. for $i=1$ to $N$ do
20. $\tilde{f}_i(\tilde{y}_i) = \tilde{f}_i^{j}$
21. $\tilde{y}_i = f \times (y_i)^{j} (y_i)^{j}$
22. $f = \sum_{i=1}^{N} f_i(y_i) = f_0 + f_1 y_1 + f_2 y_1^2 + f_3 y_1^3 + ... + f_i y_i$
23. end for

### 3.3. Change-Point Predictive Analysis

This paper proposes the Change-Point Predictive Analysis(CPP) which is defined as follows: Given a set $m_i = \{0.001, 0.005, 0.01, 0.015, 0.02, \ldots\}, i=1,2,\ldots,N$, the values in the set $m_i$ are increase in step of 0.005, the set controls the overfitting and underfitting of the GAM, and $Y_i$ represents the predictive accuracy of the stock price. The relationship between the $m_i$ and the $Y_i$ can be described as: $Y_i \cap m_i$. The realization process of the CPP is shown in algorithm 3:
Algorithm 3. CPP \((i, N, f_i, y_i)\)

| Input: | 7. for \(i=1\) to \(N\) do  
|--------|-----------------------------------------------|
| The value of the prediction function at point \(i\): \(f_i\)  
| variable parameter: \(i\)  
| The true value at point \(t\): \(y_j\)  
| Iterations: \(N\) | 8. if \(\frac{1}{N} \sum_{i=1}^{N} \frac{y - f_i}{y_i} \leq 1\)  
| Output: Optimal bias parameter: \(m\)  
| Best stock price predicted accuracy: \(P\) | 9. \(\text{count} += 1\)  
| 1. Generate bias parameter set \(m\) in steps of 0.05  
| 2. for \(i=1\) to \(N\) do | 10. return \(\text{count}, \ P/\text{count}\)  
| 3. \(m_i = m_{i+1} + 0.05\) | 11. end for  
| 4. return \(m\) | 12. Fitting the \(m\) and the stock prediction accuracy  
| 5. end for | 13. for \(i=1\) to \(N\) do | 14. \(P_i = 1 - np.\exp(3.431*(-m_i))\)  
| | 15. end for | 16. return max \(P_i, m_i\) | 17. end for

4. Model Composition

In order to more easily analyze the equation (1), the predictive function \(f_i(X_i)\) is decomposed into \(g(t)\), \(Z(t)\) and \(\epsilon\), then the equation (1) can be decomposed into the following form:

\[
Y_i = \alpha + \sum_{i=1}^{N} (g(t) + Z(t)) + \epsilon
\]  

\[ (3) \]

Where, \(g(t)\) represents the trend function, which is used to analyze non-periodic changes in the time series; \(Z(t)\) represents the periodic changes; \(\epsilon\) is an error term, which represents the error effect that the model does not consider.

4.1. Trend Function

The increase of the population in city[22] or the viruses in ecosystem[23] is a complex system, which is also affected by many factors, it is similar to the increase or decline of the stock price in financial market, which will reach saturation after experiencing non-linear growth. This type of growth is similar to the logistic growth model[24]. Therefore, the definition of the trend function is shown in equation (4):

\[
g(t) = \frac{C}{1 + \exp(-k(t - m))}
\]  

\[ (4) \]

Where, \(C\) is the saturation value, \(k\) is the growth rate, and \(m\) is the bias parameter. For stock prediction, the saturation value \(C\) will change with time, and the growth rate will also change with some external factors. Set several turning points, that is, \(S_t, t = 1, 2, ..., N\), and construct a vector \(a(t) \in \{0, 1\}^{S_t}\) :

\[
a(t) = \begin{cases} 
1, \quad t \in S_t \\
0, \text{otherwise}
\end{cases}
\]  

\[ (5) \]

In the process of fitting the logistic curve[25], the expression of the growth rate at time \(t\) is set as: \(k + a(t)^T \delta_i\). In order to make the function continuous, it is need to set the bias adjustment quantity \(\gamma_i\) at the turning point \(t\) when the growth rate changes, the bias adjustment quantity is as shown in equation (6):

\[
r_i = (S_t - m) - \sum_{i \in t} r_i \left( k + \sum_{j \in t} \delta_j \right)
\]  

\[ (6) \]

get the trend function \(g(t)\):

\[
g(t) = \frac{C}{1 + \exp(-A(t) \ast B(t))}
\]  

\[ (7) \]
among them:

\[ A(t) = (k + a(t)\hat{T})\delta_t \]  \hspace{1cm} (8)

\[ B(t) = t - (m + a(t)\hat{T})\gamma_t \]  \hspace{1cm} (9)

Where, \( k \) is the growth rate, \( \delta_t \) is the growth rate adjustment value at the turning point \( t \), \( \gamma_t \) is the bias adjustment quantity at the turning point \( t \), and \( m \) is the bias parameter.

### 4.2. Periodic Function

In order to fit the noise generated by the periodicity, we use the fourier series\[26\] to construct flexible periodicity rule, we set \( P \) as the period length of time series, as shown in equation (10):

\[ Z(t) = \sum_{n=1}^{N} \sum_{t=1}^{N} (a_n \cos\left(\frac{2\pi nt}{T}\right) + b_n \sin\left(\frac{2\pi nt}{T}\right)) \]  \hspace{1cm} (10)

In order to fit the periodicity, we need some parameters, that is, \( \beta = [a_1, b_1, ..., a_N, b_N] \), and it is achieved by constructing a seasonal vector matrix for each \( t \) in history and the future. Supposing that \( N = 10 \), The periodicity of each year is as follows:

\[ \begin{vmatrix} \cos(\frac{2\pi(1)t}{365}) \\ \sin(\frac{2\pi(1)t}{365}) \end{vmatrix} \]

The annual periodic estimate is: \( Z(t) = x(t)\beta \)

### 5. Model Data Introduction and GAM Model Fitting

#### 5.1. Data

Based on the Quandl WIKI financial database\[27\], we obtained more than 3,000 U.S. stocks. According to the "Long Tail Distribution and Pareto's Law"\[7\], this paper selects more than 600 representative stocks for research. Due to the stock data of several years ago is no longer has reference significance to the current stock price trend, so the past 10 years are selected for research, and we select four stocks, they are SP500 index, AAPL, TSAL and BIDU, among them, the AAPL is used as an example for analysis. First, we get the change of closing price. The formula for calculating the increase in closing price is as follows:

\[ y(t) = \frac{V(t) - V(t-1)}{V(t-1)} \]  \hspace{1cm} (11)

Where, \( y(t) \) represents the increase in closing price at \( t \) time, and \( V(t) \) represents the closing price of the stock at \( t \) time. The change in the closing price of AAPL stock is shown in Figure 1.

It can be seen from Figure 1 that the increase in the closing price of AAPL stock is between -20% and 20%, it can be considered as a relatively stable development situation. Therefore, models can be used to predict and analyze the future closing prices of stock. GAM has the ability to solve the problem of highly non-linear and non-monotonic, this paper use GAM to predict the stock market.
5.2. Model Fitting

According to the assumption and analysis of non-periodic functions and periodic functions in Section 4, we use GAM model to train the historical data of AAPL, BIDU, SP500 and TSLA. Taking 2000 as the starting calculation time, we found that the 2005, 2009, and 2015 are the rising times of the Chinese market; the 2000, 2007, 2011, 2015, and 2018 are the falling times of the US market, so this paper chooses the data of 5 years to train model, that is, the stock price from 2014 to 2016 is used as training data, and the stock price from 2017 to 2018 is used as validation data. Within the range of error, the predictive results are shown in Figure 2. The red mark indicates the start of the verification.

Figure 1. The change of closing price of AAPL.

Figure 2. The prediction of stock price based on GAM.
It can be seen from Fig 2 that the trend of different stocks price based on GAM model. Among them, the predictive accuracy of AAPL data based on GAM model can only reach 63.86%, while the predictive accuracy of AAPL data based on machine learning can reach 69.9%[3], so GAM model needs to be optimized to improve the predictive accuracy of stock price.

6. Model Optimization

Due to the low predictive accuracy of stock price based on the GAM in Figure 2, the CPP-GAM algorithm based on GAM is proposed. The implementation process of the CPP-GAM algorithm is shown in Section 3.2. The core idea of the CPP-GAM algorithm is to use the method of change point prediction to find the optimal bias parameter, which controls overfitting and underfitting of model. The specific definition is shown in section 3.3. The result of OLS algorithm on the stock price of AAPL are shown in Figure 3.

![Figure 3. OLS fitting of AAPL stock.](image)

Obviously, the distribution form of the observation points in Fig3 is similar to the negative exponential distribution curve. In this paper, ordinary least squares regression is used to obtain the relationship between $Y_i$ and $m_i$, as follows:

$$ y = 1 - np.exp(3.431*(-m)) $$

The analysis finds when the $m_i$ is close to 1.0, the predictive accuracy of stock price may be maximum. Therefore, if the parameter $m_i = 1.0$, the predictive result of different stocks are shown in Fig 4, in which the predictive accuracy of AAPL stock is 89%. The predictive accuracy of stock price based on multiple models are shown in Table 2.

![AAPL](image)

![BIDU](image)

(a) AAPL

(b) BIDU
7. Experimental Comparison

In this paper, the five models with the best performance in literatures are selected for comparison and analysis with CPP-GAM model. In order to show the experimental results, we selected four representative stock samples: AAPL, IBM, SP500 index and Shanghai Stock Exchange Composite Index. Different models use the same test data. As shown in Table 2, the CPP-GAM model has a higher predictive accuracy of stock price, it is at least 15% higher for AAPL stock than other models.

| Code/Models | CPP-GAM | RBN  | SOM-1SVM | SOM-SVM | SVM  | SSA-SVM |
|-------------|---------|------|----------|---------|------|---------|
| AAPL        | 89.1    | 45.73| 53.27    | 52.76   | 49.67| 69.92   |
| IBM         | 88.66   | 43.72| 50.75    | 44.22   | 47.35| 66.75   |
| SP500       | 80.72   | 51.76| 53.27    | 52.76   | 48.75| 69.57   |
| SSE         | 83.52   | 49.25| 51.37    | 55.96   | 52.49| 67.97   |

The histogram of the predictive accuracy of the stock price based on different models are shown in Fig. 5. It can be clearly seen that the predictive accuracy of the stock price based on CPP-GAM is better than other models.

8. Conclusion

Based on the generalized additive model, this paper proposes a CPP-GAM model which finding the optimal parameter to minimize the error. The CPP-GAM model includes: the predictive function in GAM is decomposed into three factors, which are the trend function, the periodic function and the error term; The back-fitting algorithm is used to fit the trend function; The constraint function is used...
to smooth the predictive variables so that the error term is close to 0; The optimal parameter is found by the method of change point prediction and OLS algorithm, and the trend of stock price with the minimum spline smoothing error is obtained. Through a large number of empirical data analysis, we found the predictive accuracy of AAPL stock based on CPP-GAM algorithm is 89%, which is 15% higher than that of RBN, SVM, SSA-SVM and so on.

The advantages of stock price prediction based on the CPP-GAM model includes: 1) The predictive results are not limited to the linear assumption of the variables based on CPP-GAM model; 2) The different predictors of the CPP-GAM model can be defined for different research problems. However, Because the CPP-GAM model is based on the sum of various predictors, the predictive results may be different by selecting different predictors.

In future research, the CPP-GAM model will be decomposed into different predictive functions according to the characteristics of the financial market, for example, the holiday function will be used to study the impact of holidays on the stock market[28]. Or, combining the GAM and deep neural network[29][30] model to predict the stock price.
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