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Abstract
This paper presents a class of random orthogonal sequences associated with the number theoretic Hilbert transform. We present a constructive procedure for finding the random sequences for different modulus values. These random sequences have autocorrelation function that is zero everywhere excepting at the origin. These sequences may be used as keys and in other cryptography applications.
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Introduction
Near-orthogonal random sequences, such as PN sequences, are used as keys in spread spectrum for communications security [1],[2]. These sequences can also be used for providing security in wireless and sensor network applications. PN sequences are binary and in advanced systems they can be replaced by non-binary sequences for which perfectly orthogonal sequences based on circulant matrices which can be designed. Each of these orthogonal sequences can serve as a portal for information. One can also design groups of sequences that are correlated amongst themselves and orthogonal to other sequence groups; these can be used to aggregate users who can communicate freely amongst themselves.

Circulant matrices are already used in the mix columns of the Advanced Encryption Standard. Normally they are not viewed from the perspective of orthogonality, a perspective that becomes obvious once we see their relationship to the number theoretic Hilbert transform (NHT) [3]. The circulant matrix at the basis of this transform is derived from the standard discrete Hilbert transform [4]. The NHT circulant matrix (which is self-orthogonal with respect to a prime modulus) has alternating entries in each row of zero and non-zero numbers. When the NHT is viewed as a matrix with the 0 entries purged, its use as a random sequence generator becomes apparent. The discrete Hilbert transform has applications in a variety of areas of signal processing such as spectral analysis in 2-D reconstruction [4]-[13], multilayered computations [14],[15], and cryptography [16]-[18].

Here we present a constructive procedure to write down the NHT matrix of any size for this class and derive random orthogonal sequences from them. We will describe some properties that are satisfied by such orthogonal sequence sets. We will also show that they can be put in different sub-classes that can connect groups of users.
NHT Circulant Matrices and Orthogonal Sequences

Let the data block be the vector $F$, and the NHT transformed data block be the vector $G$. The NHT transform is the matrix $N$ and the computations are with respect to the modulus $p$, a suitable prime. The inverse of the NHT matrix is $N^{-1} = N^T \mod p$. Therefore

$$G = NF \mod p, \text{ and}$$
$$F = N^T G \mod p$$

It follows from the circulant property underlying the mathematics that the product $NN^T$ performs various autocorrelation computations associated with the sequence in the first row of the matrix. This means that finding different NHT matrices also gives solutions for corresponding length discrete sequences that have ideal autocorrelation properties modulo the chosen $p$.

Generator of NHT matrix: The elements in the first row of the NHT matrix, that is the integers $a$, $b$, $c$, $d$, $e$, $f$, $g$, and so on, that alternate with 0s as the generator of the NHT matrix.

$$N = \begin{bmatrix}
0 & a & 0 & b & 0 & c & 0 & \ldots & k \\
 k & 0 & a & 0 & b & 0 & c & 0 & \ldots \\
 . & k & 0 & a & 0 & b & 0 & c & 0 \\
 . & . & k & 0 & a & 0 & b & 0 & c \\
 0 & . & . & k & 0 & a & 0 & b & 0 \\
 c & 0 & . & . & k & 0 & a & 0 & b \\
 0 & c & 0 & . & . & k & 0 & a & 0 \\
 b & 0 & c & 0 & . & . & k & 0 & a \\
 0 & b & 0 & c & 0 & . & . & k & 0 \\
 a & 0 & b & 0 & c & 0 & . & . & k & 0
\end{bmatrix} \mod p$$

and $p$ is an suitable value of the modulus, which is a prime number.

Now for ease of presentation, we purge the zeros in (2) and call the reduced matrix $R$, which will also satisfy the orthogonality property like $N$.

$$R = \begin{bmatrix}
a_1 & a_2 & a_3 & \ldots & a_M \\
a_M & a_1 & a_2 & a_3 & \ldots \\
 . & a_M & a_1 & a_2 & a_3 \\
a_3 & . & a_M & a_1 & a_2 \\
a_2 & a_3 & . & a_M & a_1
\end{bmatrix} \mod p$$

The constraints on $p$ emerge from the condition $RR^T=I$. The non-diagonal terms of the product (3) should be zero:
\[ \sum_i a_i a_{i+j} = 0 \mod p \quad \text{for } j \neq 0 \quad (4) \]

where \( a_{M+i} = a_i \)

The way to guarantee this is to choose the values of the entries in the circulant matrix (3) in such a way so that all the non-diagonal terms are the same (but different from the diagonal term) and then pick the value as the modulus.

Thus for \( M=5 \), the following two expressions must both be zero or equal so that we can pick this expression as the modulus:

\[
\begin{align*}
& a_1 a_5 + a_2 a_1 + a_3 a_2 + a_4 a_3 + a_5 a_4 \\
& a_1 a_4 + a_2 a_5 + a_3 a_1 + a_4 a_2 + a_5 a_3
\end{align*}
\quad (5)
\]

**Example 1.** Consider \( M=5 \) where all \( a_i \) but \( a_2 \) are 1 and \( a_2 = b \). This leads to the condition \( RR^T = kI \), where \( k \) is some constant. The reason why we don’t insist on \( k \) being 1 is that as a random sequence modulo a prime, the degree of self-correlation is not an issue as it will vary based on what constant the equation has been multiplied with. This means that:

\[
\begin{bmatrix}
1 & b & 1 & 1 & 1 \\
1 & 1 & b & 1 & 1 \\
1 & 1 & 1 & b & 1 \\
1 & 1 & 1 & 1 & b \\
b & 1 & 1 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 1 & 1 & 1 & b \\
1 & b & 1 & 1 & 1 \\
b & 1 & b & 1 & 1 \\
1 & 1 & b & 1 & 1 \\
1 & 1 & 1 & b & 1
\end{bmatrix} = kI \mod p
\quad (6)
\]

We get another circulant matrix whose first row entries are:

\[
b^2 + 4,2b + 3,2b + 3,2b + 3,2b + 3
\quad (7)
\]

In other words, we have \( p=2b+3 \) and \( k=4+9/4 \) (unless it is zero in which the choice of \( p \) is invalid).

![Figure 1. A network using five orthogonal sequences as portals](image-url)
If we take the sequence to be 1 2 1 1 1, then the 5 shifts of it (12111, 11211, 11121, 11112, 21111) belong to the orthogonal class and each one of these is assigned as the portal key to different users A, B, C, D, and E (Figure 1). The data packet is coded with the key of the intended recipient. Furthermore, for each of these, multiplication with \( p-1 \) different constants constitutes further members of the class:

\[
\begin{array}{c}
1 2 1 1 1 \\
2 4 2 2 2 \\
3 2 3 3 3 \\
4 1 4 4 4 \\
5 3 5 5 5 \\
6 5 6 6 6
\end{array}
\]

Such multiplication does not change accessibility since the sequence orthogonality class is not affected. The table below gives some example choices that we have for the modulus:

Table 1. Example for equation (8) for M=5

| b | p=2b+3 | k= 4+9/4 mod p |
|---|---|---|
| 2 | 7 | 1 |
| 4 | 11 | 9 |
| 5 | 13 | 3 |
| 7 | 17 | 2 |
| 8 | 19 | 11 |
| 10 | 23 | 12 |
| 13 | 29 | 28 |
| 14 | 31 | 14 |
| 17 | 37 | 34 |

The sequence \( a_1, a_2, a_3, ..., a_M \) may be considered a random sequence that is periodic. Owing to (1), it will satisfy the following properties under the condition:

\[
\sum_{i=1}^{M} a_i^2 \mod p = 1
\]

\[
C(k) = \sum_{i=1}^{M} a_i a_{i+k} \mod p = 0 \text{ for all } k \neq 0
\]

Property 7 means that the sequence \( A(i) = a_1, a_2, a_3, ..., a_M \) may be considered a truly random sequence with autocorrelation function, \( C(k) \), that is zero everywhere excepting at \( k=0 \).

In other words,

\[
\sum A(i)A(i + k) = 0 \text{ for } k \neq 0.
\]
Groups of Orthogonal Sequences

The sequence $A(i)$ and its $M-1$ shifts constitute the basic class of orthogonal sequences. It is also clear that $w \times A$ is another random sequence in the class for which the autocorrelation function at the origin will be $w^2 \mod p$ and its value everywhere else will be 0. The peak value of the autocorrelation is obtained from the sequence for which $w^2 \mod p = p-1$. Every generator provides us a total of $p-1$ random sequences.

From this it also follows that

$$\sum [A(i) + A(i + l)]A(i + k) = 0 \text{ for } k\neq 0; \ k\neq l \tag{11}$$

This can be used to generate further subclasses. For example, the sequences of (8) together with their cyclic shifts can be put into two orthogonal groups where one group comprises of sequences of rightward shifts through 1 and 2 units and the second group comprises of sequences that have been shifted leftward by 1 and 2 units:

Group I: $12111 + 11211 + 11121 = 34443$
Group II: $21111 + 11112 = 32223 \tag{12}$

Information packets associated with the code 34443 will be accessible to all the members of Class I and inaccessible to members of Class II. The accessibility will be reversed for the access code 32223.

Other equivalent code sequences may be obtained by using different weights for the original sequences. Thus the two groups I and II may also be associated with:

Group I: $12111 + 3 \times 11211 + 2 \times 11121 = 60216$
Group II: $5 \times 21111 + 11112 = 46660 \tag{12}$

It may be checked that the code sequence 60216 is orthogonal to the sequences of D and E and the code sequence 46660 is orthogonal to the sequences of A, B, and C.
Example 2. For M=7 and the first row of the circulant matrix as (1,b,1,1,1,1,1), we get the following choices for the modulus and the diagonal term in the product $RR^T = kI$.

Table 2. Choices of circulant matrices for M=7

| b  | p = 2b+5 | k = b²+6 mod p |
|----|---------|----------------|
| 3  | 11      | 4              |
| 4  | 13      | 9              |
| 6  | 17      | 8              |
| 7  | 19      | 17             |
| 9  | 23      | 18             |
| 12 | 29      | 5              |
| 13 | 31      | 20             |
| 18 | 41      | 2              |

The example of Table 2 corresponding to p=41 includes in it a total of 7×40= 280 sequences. The number of sequences equals $p\times M$. Clearly, we can large number of solutions for the modulus. Furthermore, multiplying the matrix with a constant will not change the orthogonality although it will change the modulus. Generalizing we obtain the following result:

**Theorem 1.** Let $a_1, a_2, a_3, \ldots, a_M$, the first row of the circulant matrix if size $M\times M$ be (a, b, a, a, a, a, a), then

$$RR^T = (M - 1)a^2 + b^2 \mod \text{divisor of } 2ab + (M - 2)a^2$$

(13)

**Proof.** The proof is a straightforward generalization of construction (7).

Example 3. For M=7 and the first row of the circulant matrix as (a,b,a,a,a,a,a), we get the following choices for the modulus and the diagonal term in the product $RR^T = kI$. In the fourth column we always show the largest prime factor that is suitable to be used as modulus. Some cases where the prime modulus is small have not been included in the table.

Table 3. Choices of circulant matrices (a,b,a,a,a,a,a) for M=7

| a  | b  | 2ab+5a² | p = suitable prime factor | Diagonal term = 6a²+b² mod p |
|----|----|---------|--------------------------|-----------------------------|
| 2  | 6  | 44      | 11                       | 8                           |
| 2  | 8  | 52      | 13                       | 10                          |
| 2  | 12 | 68      | 17                       | 15                          |
| 2  | 14 | 76      | 19                       | 11                          |
| 3  | 2  | 57      | 19                       | 1                           |
| 3  | 4  | 69      | 23                       | 1                           |
| 3  | 7  | 89      | 89                       | 5                           |
| 3  | 8  | 93      | 31                       | 25                          |
| 3  | 11 | 111     | 37                       | 27                          |
| 4  | 1  | 88      | 11                       | 9                           |
| 4  | 3  | 104     | 13                       | 1                           |
Two sequences with the same prime modulus belong to the same as is the case with the sequences in Table 3 with \((a,b)\) of \((2,14)\) and \((3,2)\) mod 19, \((2,6)\) and \((4,1)\) mod 11, and \((2,8)\) and \((4,3)\) mod 13. Thus \(11 \times (2,14) = (3,2)\) mod 19; \(2 \times (2,6) = (4,1)\) mod 11; and \(2 \times (2,8) = (4,3)\) mod 13.

**Definition.** Sequences with different generators that are orthogonal for all non-zero shifts will be called product sequences.

**Theorem 2.** Product sequences are transformed from one to another by multiplying by a constant integer.

Now we consider a generating sequence that has three distinct entries.

Let \(a_1, a_2, a_3, \ldots, a_M\), the first row of the circulant matrix if size \(M\times M\) be \((a, b, 1, 1, \ldots, 1)\), then

\[
RR^T = a^2 + b^2 + M - 2 \mod \text{divisor}(ab + a + b + M - 3, 2a + 2b + M - 4)
\]

The product \(RR^T\) will now have two distinct non-diagonal terms:

\[
\begin{align*}
& a + b + ab + M - 3 \\
& 2a + 2b + M - 4
\end{align*}
\]

and the diagonal terms will each be \(a^2 + b^2 + M - 2\).

For an NHT matrix to exist, we need the following to be true:

\[
a + b + ab + M - 3 \equiv 0 \quad 2a + 2b + M - 4
\]

This can be achieved if we pick \(p = \text{divisor of} \ (a + b + ab + M - 3, 2a + 2b + M - 4)\)

It may be readily seen that the solutions for this case are already contained in (13) if one were to reduce the value of \(b\) to its smallest value with respect to the modulus.

This is not the only way to generate random sequences of this type. Other sequences are provided in [17] and [18]. Thus we have for \(M=7\) the set \((6, 2, 1, 4, 2, 1, 4)\) mod 7. Further properties of circulant matrices are provided elsewhere [19].

**Conclusions**

The fact that the NHT-related circulant matrix allows us to generate perfectly random residue sequences opens up the larger question of the property of such random residue sequences. In particular it raises the question whether there is a general algorithm to generate the elements \(a_1, a_2, a_3, \ldots, a_M\). The complexity and scalability of such an algorithm will be of much value in design of certain secure systems.

Orthogonal sequences could have application as keys in environments that are extremely noisy since these strings satisfy certain properties of minimum mutual distance amongst themselves.
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