Abstract and References

In the late 1990s, a new wireless technology called Bluetooth was introduced. One of its features is the ability to develop mesh networks. Bluetooth networking is evaluated in terms of Quality of Service through analyses of flooding performance for a wireless sensor network.

Several simulation scenarios have been presented to analyze the flooding performance for a mesh network and to evaluate the proportion of packet delivery ratio (PDR). These scenarios have been performed over an area of 200 by 200 meters including 81 randomly distributed nodes including different Relay/End node configurations and source-destination linking between nodes.

The results indicate that the proposed approach can create a pathway between the source node and destination node within a mesh network of randomly distributed End and Relay nodes using MATLAB environment. The Bluetooth mesh flooding and estimate packet delivery ratio in wireless sensor networks has been shown through the simulation scenarios presented.

Bluetooth mesh networks provide an alternative for developing mesh networks using Bluetooth devices, which can be implemented in a variety of situations, including sensor networks, where the nodes are distributed randomly.
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As an effective simple wireless equivalent created in the telecommunications (telephone) industry, Wireless Asynchronous Transfer Mode (WATM) is utilized to stream unified traffics like video, data, and voice data. In the asynchronous data transfer mode, voice data transfer a packet with the same medium, and data share the networks and burst data. Effective WATM data transmission requires an extensive array of designs, techniques used for control, and simulation methodologies. The congestion of the network is among the key challenges that lower the entire WATM performance during this procedure, in addition to the delay in cell and the overload of traffic. The congestions cause cell loss, and it requires expensive switches compared to the LAN. Consequently, in this current study, the application of an effective switching model together with a control mechanism that possesses multiple accesses is employed. The multiple access process and switching model are utilized to establish an effective data sharing process with minimum complexity. The switching model uses the asynchronous inputs and output ports with buffering to ensure the data sharing process. The traffic in the network is decreased, and the loss of packets in the cells is efficiently kept to a minimum by the proposed technique. The system being discussed is employed through the utilization of software employed using OPNET 10.5 simulation, with the valuation of the WATM along with the investigational outcomes accordingly. The system's efficiency is assessed by throughput, latency, cell loss probability value (CLP), overhead network, and packet loss. Thus, the system ensures the minimum packet loss (0.1%) and high data transmission rate (96.6%).
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The work is devoted to the problem of interpretation of fuzzy semantics of cognitive descriptions of spatial relations in natural language and their visualization in a geographic information system (GIS). The solution to the problem of determining the fuzzy spatial location of an object based on vague descriptions of the observer in natural language is considered. The task is relevant in critical situations when there is no way to report the exact coordinates of the observed object, except by describing its location relative to the observer itself. Such a situation may be the result of a crime, terrorist act or natural disaster. An observer who finds itself at the scene transmits a text message, which is a description of the location of the object or place (for example, the crime scene, the location of dangerous objects, the crash site). The semantics of the spatial location of the object can be further extracted from the text message.

The proposed fuzzy approach is based on the formalization of the observer’s phrases, with which it can describe spatial relations, in the form of a set of linguistic variables that determine the direction and distance to the object. Examples of membership functions for linguistic variables are given.

The spatial knowledge base is built on the basis of the phrases of observers and their corresponding fuzzy regions. Algorithms for constructing cognitive regions in GIS have been developed. Methods of their superposition to obtain the final fuzzy location of the object are proposed. An example of the implementation of a fuzzy model for identifying cognitive regions based on vague descriptions of several observers, performed using developed Python scripts integrated into ArcGIS 10.5, is considered.

Keywords: cognitive description of spatial relationships, spatial modeling, fuzzy logic, geographic information system.
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The method and structural scheme of an information-measuring system for determining the parameters of objects’ movements (technological equipment in the quarry for extracting block natural stone) have been proposed. A distinctive feature of time video sequences containing images of measured objects is their adaptation and adjustment in accordance with the intensity of movement and accuracy...
requirements for measurement results. Structural and software-algorithmic methods were also applied for improving the accuracy of measurements of motion parameters, namely: complexation of two measuring channels and exponential smoothing of digital references. One of the measuring channels is based on a digital video camera, the second is based on an accelerometer mounted on an object and two integrators. Exponential smoothing makes it possible to take into consideration the previous count-downs of movement parameters with weight coefficients. That ensures accounting for the existing patterns of movement of the object and reducing the errors when measuring the parameters of movement by (1.4...1.6) times.

The resulting solutions have been implemented in the form of an information and measurement system. The technological process of extracting blocks of natural stone in the quarry was experimentally investigated using a diamond-tape installation. Based on the contactless measurement of motion parameters, it is possible to ensure control over this process and improve the quality of blocks made of natural stone.

Based on the experimental study of measurement errors, recommendations were given for the selection of adaptive parameters of a video sequence, namely the size of images and the value of the interframe interval. In addition, methods for the software-algorithmic processing of measuring information were selected, specifically exponential smoothing and averaging the coordinates of the contour of an object, measured in 30 adjacent lines of the image.

Keywords: motion parameters, software-algorithmic processing of measuring video information, exponential smoothing, complication.
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This paper reports a study into the errors of process forecasting under the conditions of uncertainty in the dynamics and observation noise using a self-adjusting Brown’s zero-order model. The dynamics test models have been built for predicted processes and observation noises, which make it possible to investigate forecasting errors for self-adjusting and adaptive models. The test process dynamics were determined in the form of a rectangular video pulse with a fixed unit amplitude, a radio pulse of the harmonic process with an amplitude attenuated exponentially, as well as a video pulse with amplitude increasing exponentially. As a model of observation noise, an additive discrete Gaussian process with zero mean and variable value of the mean square deviation was considered. It was established that for small values of the mean square deviation of observation noise, a self-adjusting model under the conditions of dynamics uncertainty produces a smaller error in the process forecast. For the test jump-like dynamics of the process, the variance of the forecast error was less than 1%. At the same time, for the adaptive model, with an adaptation parameter from the classical and beyond-the-limit sets, the variance of the error was about 20% and 5%, respectively. With significant observation noises, the variance of the error in the forecast of the test process dynamics for the self-adjusting and adaptive models with a parameter from the classical set was in the range from 1% to 20%. However, for the adaptive model, with a parameter from the beyond-the-limit set, the variance of the prediction error was close to 100% for all test models. It was established that with an increase in the mean square deviation of observation noise, there is greater masking of the predicted test process dynamics, leading to an increase in the variance of the forecast error when using a self-adjusting model. This is the price for predicting processes with uncertain dynamics and observation noises.
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Accurate and objective object analysis requires multi-parameter estimation with significant computational costs. A methodological approach to improve the accuracy of assessing the state of the monitored object is proposed. This methodological approach is based on a combination of fuzzy cognitive models, advanced genetic algorithm and evolving artificial neural networks. The methodological approach has the following sequence of actions: building a fuzzy cognitive model; correcting the fuzzy cognitive model and training knowledge bases. The distinctive features of the methodological approach are that the type of data uncertainty and noise is taken into account while constructing the state of the monitored object using fuzzy cognitive models. The novelties while correcting fuzzy cognitive models using a genetic algorithm are taking into account the type of data uncertainty, taking into account the adaptability of individuals to iteration, duration of the existence of individuals and topology of the fuzzy cognitive model. The advanced genetic algorithm increases the efficiency of correcting factors and the relationships between them in the fuzzy cognitive model. This is achieved by finding solutions in different directions by several individuals in the population. The training procedure consists in learning the synaptic weights of the artificial neural network, the type and parameters of the membership function and the architecture of individual elements and the architecture of the artificial neural network as a whole. The use of the method allows increasing the efficiency of data processing at the level of 16–24 % using additional advanced procedures. The proposed methodological approach should be used to solve the problems of assessing complex and dynamic processes characterized by a high degree of complexity.
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A method of measuring cattle parameters using neural network methods of image processing was proposed. To this end, several neural network models were used: a convolutional artificial neural network and a multilayer perceptron. The first is used to recognize a cow in a photograph and identify its breed followed by determining its body dimensions using the stereopsis method. The perceptron was used to estimate the cow’s weight based on its breed and size information. Mask RCNN (Mask Regions with CNNs) convolutional network was chosen as an artificial neural network.

To clarify information on the physical parameters of animals, a 3D camera (Intel RealSense D435i) was used. Images of cows taken from different angles were used to determine the parameters of their bodies using the photogrammetric method.

The cow body dimensions were determined by analyzing animal images taken with synchronized cameras from different angles. First, a cow was identified in the photograph and its breed was determined using the Mask RCNN convolutional neural network. Next, the animal parameters were determined using the stereopsis method. The resulting breed and size data were fed to a predictive model to determine the estimated weight of the animal.

When modeling, Ayrshire, Holstein, Jersey, Krasnaya Stepnaya breeds were considered as cow breeds to be recognized. The use of a pre-trained network with its subsequent training applying the SGD algorithm and Nvidia GeForce 2080 video card has made it possible to significantly speed up the learning process compared to training the pre-trained network with its subsequent training applying the SGD algorithm and Nvidia GeForce 2080 video card has made it possible to significantly speed up the learning process compared to training.

The results obtained confirm the effectiveness of the proposed method in solving practical problems.

Keywords: image processing, convolutional network, multilayer perceptron, stereopsis, predictive model.
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ТОЧНИСТЬ КОГНІТИВНОГО ПРОСТОРОВОГО РОЗТАШУВАННЯ ОБ'ЄКТА В ГЕОГРАФІЧНОЙ ІНФОРМАЦІЙНОЙ СИСТЕМІ (с. 24—31)

С. Д. Кузніченко, І. В. Бучинська

Робота присвячена проблемі інтерпретації нечіткої семантики когнітивних описів просторових відносин на природній мові, і їх візуалізації в географічній інформаційній системі (ГІС). Розглянуто вирішення задачі визначення нечіткого просторового розташування об'єкта на основі розпливчастих описів спостерігача на природній мові. Завдання актуальне в критичних ситуаціях, коли немає можливості повідомити точні координати об'єкта спостереження, окрім як, описаний його розташування відносно самого спостерігача. Подібна ситуація може бути наслідком скосного злочину, терористичного акту чи стихійного лиха. Спостерігач, який
опинився на місці подій, надсилає текстове повідомлення, що представляє собою опис розташування об'єкта або місця (наприклад, місця скоєння злочину, місця розташування небезпечних об'єктів, місце катастрофи). З текстового повідомлення надалі може бути вилучена семантика просторового розташування об'єкта.

Запропонований нечіткий підхід ґрунтується на формалізації фраз спостерігача, якими він може описувати просторові відносини, у вигляді набору лінгвістичних змінних, що визначають напрямок і відстань до об'єкта. Наведені приклади функцій належності для лінгвістичних змінних.

Просторова база знань будована на основі фраз спостерігачів і відповідних їм нечітких регіонів. Розроблено алгоритми побудови когнітивних регіонів в ГІС. Запропоновано методи насладження когнітивних регіонів для отримання підсумкового нечіткого регіону розташування об'єкта. Розглянуто приклад реалізації нечітких моделей визначення когнітивних регіонів на основі розглянутих прикладів відеоінформації, виконаної за допомогою розроблених скриптів Python, інтегрованих в ArcGIS 10.5.

Ключові слова: когнітивний опис просторових відносин, просторове моделювання, нечітка логіка, географічна інформаційна система.
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РОЗРОБКА МЕТОДУ ВИМІРЮВАННЯ ПАРАМЕТРІВ РУХУ ТЕХНОЛОГІЧНОГО ОБЛАДНАННЯ НА КАР'ЕРІ З АДАПТИВНИМИ ПАРАМЕТРАМИ ВІДЕОПОСЛІДОВНОСТІ (с. 32—46)

Ю. О. Подлавченський, О. О. Лугових, В. В. Ципоренко, В. Г. Ципоренко

Запропоновано метод та структурну схему інформаційно-вимірювальної системи для визначення параметрів руху об'єктів (технологічного обладнання на кар'єрі з видобування блочного природного каменю). Відмінною особливістю часових відеоспостережень, що містять зображення об'єктів вимірювань, є їх адріатика та видалення відповідно до інтенсивності руху та точниці вимог до результатів вимірювань. Також застосовано структурні та програмно-алгоритмічні методи підвищення точності вимірювань параметрів руху, а саме: комплексування двох відеоінформаційних каналів та експоненційне згладжування цифрових відліків. Один з відеоінформаційних каналів побудовано на основі цифрової відеокамери, другий – на основі акселерометра, закріпленого на об'єкти, та двох інтеграторів. Експоненційне згладжування дозволяє врахувати попередні відліки параметрів руху з ваговими коекфіцієнтами. Це забезпечує врахування наявних закономірностей руху об'єкта та зменшення похибок при вимірюванні параметрів руху у (1,4…1,6) разів.

Отримані результати реалізовані у вигляді інформаційно-вимірювальної системи. Експериментально досліджено технологічний процес отримання блоків природного каменю на кар'єрі з використанням алюмап-канатної установки. На основі безконтактного вимірювання параметрів руху можна забезпечити контроль за цим процесом та підвищення якості блоків з природного каменю.

На основі експериментального дослідження похибок вимірювань надано рекомендації з вибору адаптивних параметрів відеоспостереження, а саме розміру зображення та величини міжкадрового інтервалу. Також здійснено вибір методів програмно-алгоритмічної обробки відеоінформації, а саме експоненційне згладжування та усереднення координат контуру об'єкта, та двох інтеграторів. Експоненційне згладжування дозволяє врахувати відліки параметрів руху з ваговими коекфіцієнтами. Це забезпечує врахування наявних закономірностей руху об'єкта та зменшення похибок при вимірюванні параметрів руху у (1,4…1,6) разів.

Ключові слова: параметри руху, програмно-алгоритмічна обробка відеоінформації, експоненційне згладжування, комплексування.
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ДОСЛІДЖЕННЯ ПОМИЛОК ПРОГНОЗУВАННЯ ПРОЦЕСІВ З НЕВИЗНАЧЕНОЮ ДИНАМІКОЮ І ШУМАМИ СПОСТЕРЕЖЕННЯ САМОНАСТРОЮВАЮЧОЮ МОДЕЛЮ БРАУНА НУЛЬового ПОРЯДКУ (с. 47—53)

Б. Б. Поспелов, Є. О. Рибка, М. А. Самойлов, О. М. Крайнюков, Ю. Л. Кульбачко, Ю. О. Подчашинський, О. О. Лугових, В. В. Ципоренко, В. Г. Ципоренко

Виконано дослідження помилок прогнозування процесів в умовах невизначеності динаміки і шумів спостереження самонастроювальною моделлю Брауна нульового порядку. Визначено тестові моделі динаміки для прогнозованих процесів і шумів спостереження, що дозволять досліджувати помилки прогнозування для самонастроювальної і адаптивної моделей. Тестова динаміка процесів визначалася у вигляді відеоінформації примокутої форми з фіксованою одиничною амплітудою, радіоімпульсу гармонійного процесу з затухаючою по експоненті амплітудою, а також відеоімпульсу з відповідною середньоквадратичним відхиленням. Встановлено, що для маленьких значень середньоквадратичного відхилення шумів спостереження самоналаджувальна модель у умовах невизначеності динаміки забезпечує меншу помилку прогнозу процесу. Для тестових стрибкоподібної динаміки процесу дисперсія помилки прогнозу сягає 1 %. При цьому для адаптивної моделі при параметрі адаптації з класичної і позамежної множини дисперсія помилки прогнозу сягає близько 20 % і 5 % відповідно. При значних шумах спостереження дисперсія помилки прогнозу тестової динаміки процесів для самонастроювальної і адаптивної моделей при параметрі з класичної множини лежать в межах від 1 % до 20 %. Однак для адаптивної моделі при параметрі з позамежної множини дисперсія помилки прогнозу сягає близько 100 % для всіх тестових моделей. Встановлено, що зі збільшенням середнього квадратичного відхилення шумів спостереження відбувається значне маскування прогнозованої тестової динаміки процесів, що призводить до збільшення дисперсії помилки прогнозу самонастроювальною моделлю. Це є платою за прогнозування процесів з невизначеною динамікою і шумами спостереження.

Ключові слова: самоналаджувальна модель Брауна нульового порядку, помилки прогнозування, невизначеність динаміки, шуми спостереження.
ТОЧНИЙ ТА ОБ’ЄКТИВНИЙ АНАЛІЗ ОБ’ЄКТУ ВИРИШЕННЯ РІШЕНЬ

Ю. В. Журавський, О. Я. Сова, С. О. Коробченко, В. А. Багінський, Ю. В. Цімура, Л. В. Колодійчук, П. В. Хоменко, Н. П. Гаращук, О. О. Оробінська, А. В. Шишацький

Точний та об’єктивний аналіз об’єкту вимагає багатопараметричної оцінки зі значними обчислювальними витратами. Запропоновано методичний підхід для підвищення точності оцінювання стану об’єкту моніторингу. Зазначений методичний підхід заснований на поєднанні нечітких когнітивних моделей, удосконаленого генетичного алгоритму та штучних нейронних мереж, що еволюціонують. Методичний підхід має наступну послідовність дій: побудова нечіткої когнітивної моделі; корегування нечіткої когнітивної моделі та навчання баз знань. Відмінні риси методичного підходу полягають в тому, що при побудові стану об’єкту моніторингу за допомогою нечітких когнітивних моделей враховується тип невизначеності та запущеності даних. При корегуванні нечітких когнітивних моделей за допомогою генетичного алгоритму новизною є: врахування типу невизначеності даних; врахування пристосованості особин на ітерації; тривалість існування особин та топології нечіткої когнітивної моделі. Удосконаленний генетичний алгоритм підвищує оперативність корегування факторів та зв’язків між ними в нечіткій когнітивній моделі. Зазначений методичний підхід доцільно використовувати для вирішення задач оцінки складних та динамічних процесів, що характеризуються високим ступенем складності.

Ключові слова: система підтримки прийняття рішень, штучні нейронні мережі, генетичний алгоритм, популяція.

Запропонований спосіб вимірювання параметрів великої рогатої худоби з використанням нейромережевих методів обробки зображень. Для цього застосовуються декілька нейромережевих моделей: згорткова штучна нейронна мережа, а також багатошаровий персептрон. Перша використовується для розпізнавання корови на фотографії і ідентифікації її породи з подальшим визначенням розмірів її тіла за допомогою методу стереопсіса. Персептрон застосовується для оцінювання маси корови на основі інформації про її породу і розміри. В якості штучної нейронної мережі обрано згорткову мережу Mask R-CNN (Mask Regions With CNNs). Для уточнення інформації про фізичні параметри тварин додатково використовується 3D камера (Intel RealSense D435i). Зосередження корів, знятих під різними кутами, застосовувалися для визначення параметрів їх тіл за допомогою фотограмметричного методу.

Розміри тіла корови визначаються з аналізу зображень тварин, зроблених синхронізованою камерами з різних сторін. Записи на зображення визначаються корова і визначається її порода за допомогою згорткової нейронної мережі mask-rcnn. Потім параметри тварини визначаються за допомогою методу стереопсіса. Отримані дані про породу і розміри подаються на прогнозуючий модуль, яка визначає передбачувану масу тварини.

Запропонований метод використовується для розпізнавання корів за зображениями коров на цифрових пристроях із допомогою алгоритму SGD і використанням відеокарт Nvidia GeForce 2080 (США) для швидкого навчання моделей.

Отримані результати підтверджують ефективність застосування запропонованого методу для вирішення практичних завдань.

Ключові слова: обробка зображень, згорткова мережа, багатошаровий персептрон, стереопсіс, прогнозуючий модуль, навчання.