ABSTRACT

Reinforcement learning based recommender systems (RL-based RS) aims at learning a good policy from a batch of collected data, by casting sequential recommendation to multi-step decision-making tasks. However, current RL-based RS benchmarks commonly have a large reality gap, because they involve artificial RL datasets or semi-simulated RS datasets, and the trained policy is directly evaluated in the simulation environment. In real-world situations, not all recommendation problems are suitable to be transformed into reinforcement learning problems. Unlike previous academic RL research, RL-based RS suffers from extrapolation error and the difficulties of being well-validated before deployment.

In this paper, we introduce the RL4RS (Reinforcement Learning for Recommender Systems) benchmark - a new resource fully collected from industrial applications to train and evaluate RL algorithms with special concerns on the above issues. It contains two datasets, tuned simulation environments, related advanced RL baselines, data understanding tools, and counterfactual policy evaluation algorithms. The RL4RS suit can be found at https://github.com/fuxiAIlab/RL4RS. In addition to the RL-based recommender systems, we expect the resource to contribute to research in reinforcement learning and neural combinatorial optimization.

1 INTRODUCTION

In 2020, retail e-commerce sales worldwide amounted to 5.23 trillion US dollars and e-retail revenues are projected to grow to 6.54 trillion US dollars in 2022. Such rapid growth promises a great future for the worldwide e-commerce industry signifying a strong market and increased customer demand. Besides the huge increment of the traffic volume, there has been a rapid growth of various recommendation scenarios, including slate recommendation, bundle recommendation (a collection of items that should be purchased simultaneously), sequential item recommendation, and many others, as shown in Figure 1. It is worth exploring the various challenges that the modern e-commerce industry faces today. Most current e-commerce and retail companies build their recommender systems by implementing supervised learning based algorithms on their websites to maximize immediate user satisfaction in a greedy manner. However, the item-wise greedy recommendation strategy is imperfect fitting to real recommendation systems. With more and more new upcoming recommendation scenarios, more and more challenges have to be solved. For instance, in sequential recommendation scenarios, traditional methods often consider different ranking steps in a session to be independent and fail to maximize the expected accumulative utilities in a recommendation session. In the slate recommendation or bundle recommendation, the conversion rate of an item does not solely depend on itself. If an item is surrounded by similar but expensive items, the conversion rate increases, known as the decoy effect [18]. However, the possible combinations of all the items can be billions, which is an NP-hard problem and less explored in traditional supervised learning.

To deal with these challenges, recent researches resort to adopting reinforcement learning for recommendations, in which the recommendation process is formulated as a sequential interaction between the user (environment) and the recommendation agent (RL agent). Reinforcement learning is a promising direction since the RL paradigm is inherently suitable for optimizing long-term user satisfaction directly, exploring the combination spaces efficiently, and tackling multi-step decision-making problems - but there remain two main problems in recent researches.
The first problem is the lack of real datasets for RL-based RS problems. There are mainly two alternatives, one is artificial datasets, such as RecoGym [29] and RECSIM [19]. The main disadvantage is that they are not the real feedback of users in real applications. Another one is semi-simulated RS datasets, i.e., transforming traditional datasets such as MovieLens to RL data format. Take MovieLens dataset as an example, to meet the requirements of RL data format, Adversarial User Model [5] assumes the context of user’s choice as the movies released within a month and the maximal size of each displayed set as 40. The main disadvantage of semi-simulated datasets is that most forced data transformations are not reasonable.

The second problem is the lack of unbiased evaluation methods. In current researches, there are mainly two kinds of evaluation indicators: traditional recommendation indicators (recall rate, accuracy, etc.) and pure reinforcement learning indicators (e.g., cumulative rewards). However, the former ones are indirect evaluation indicators, and the latter ones highly depend on the accuracy of the simulation environment. The bias of offline policy evaluation mainly comes from "extrapolation error", which is a phenomenon in which unseen state-action pairs are erroneously estimated to have unrealistic values. In this paper, we further explore the other two recently developed methods to tackle "extrapolation error", counterfactual policy evaluation and RL.

With these in mind, we introduce RL4RS - an open-source benchmark for applied RL developed and deployed at Netease. RL4RS is built in Python and uses TensorFlow for modeling and training. It aims to fill the rapidly-growing need for RL systems that are tailored to work on novel recommendation scenarios. It consists of (1) two large-scale raw logged data, reproducible simulation environments, and related RL baselines. (2) data understanding tools for testing the proper use of RL, and systematic evaluation process, including environment fitting evaluation, policy evaluation on the simulation environment, and counterfactual policy evaluation. (3) the separated data before and after reinforcement learning deployment for each dataset. Based on them, we are able to measure the extent of extrapolation error and evaluate the effectiveness of different RL algorithms, including RL algorithms. A new dataset for bundle recommendation with variable discounts, flexible recommendation trigger, and modifiable item content is also in prepare.

2 IMPACT

In this section, we assess the benefits of the RL4RS resource in relation to existing resources for evaluating RL-based RS. We collect all relevant works that have been open-sourced at present, including RecoGym [29], RECSIM [19], Top-K off-policy [14], SlateQ [20], Adversarial User Model [5], List-wise [38], Virtual Taobao [33], and Model-Based RS [11].

We consider the following dimensions to evaluate the benefit of these related works:

- **Artificial Datasets**: RecoGym and Recsim are two representative artificial datasets, which are employed in the experiments of Top-K and SlateQ.
- **Semi-simulated Datasets**: Traditional RS datasets such as MovieLens are designed for item-wise supervised learning and are not suitable for RL-based RS experiments. As a suboptimal solution, Adversarial User Model, List-wise and Model-based RS make a lot of assumptions and manual transformations on these datasets to fit the RL requirements.
- **Real Industry Datasets Without Transformation**: Though many works build their online experiments on real industrial scenarios, there are few works providing the reproductive offline experiment result on real offline datasets.
- **Code Release**: We list the GitHub pages of each algorithm at the beginning of this section. Top-k off-policy and SlateQ are non-official implementations.
- **Dataset Release**: In addition to artificial datasets and semi-simulated RS datasets, virtual Taobao builds experiments on a real dataset but without open-sourcing the raw logged data. Raw logged data is necessary for the reproduction of the simulation environment and the implementation of offline policy learning and evaluation.
- **Simulation Environment Release**: Virtual Taobao has open-sourced a low-dimensional version of the pre-trained simulation environment, which is associated with 11-dimensional user features and 27-dimensional item features.
- **Offline policy learning**: Most current works firstly train the environmental model and then learn the policy through the interaction with the trained environment, except Top-k
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Figure 1: several novel Recommendation scenarios.
Table 1: A comparison between RL4RS and other resources.

| Dataset         | Artiﬁcial dataset | Semi-simulated dataset | Real dataset | Code | Raw logged data | Simulation environment | Off-line policy learning | Off-line policy evaluation |
|-----------------|--------------------|------------------------|--------------|------|----------------|------------------------|--------------------------|---------------------------|
| RecoGym[29]     | ✓                  | ✓                      | ✕            | ✕    | ✓              | ✓                      | ✓                        | ✕                         |
| Recsim[19]      | ✓                  | ✓                      | ✓            | ✓    | ✓              | ✓                      | ✓                        | ✕                         |
| Top-k Off-policy[4] | ✓                | ✕                      | ✕            | ✓    | ✕              | ✕                      | ✓                        | ✕                         |
| SlateQ[20]      | ✓                  | ✕                      | ✕            | ✓    | ✕              | ✕                      | ✓                        | ✕                         |
| Adversarial[5]  | ✕                  | ✓                      | ✕            | ✓    | ✕              | ✕                      | ✕                        | ✕                         |
| List-wise[38]   | ✕                  | ✓                      | ✕            | ✓    | ✕              | ✕                      | ✕                        | ✕                         |
| Virtual-Taobao[13]| ✕                | ✕                      | ✓            | ✓    | ✕              | ✕                      | ✓                        | ✕                         |
| Model-based[1]  | ✓                  | ✓                      | ✕            | ✓    | ✕              | ✕                      | ✓                        | ✕                         |
| Ours            | ✕                  | ✕                      | ✓            | ✓    | ✓              | ✓                      | ✓                        | ✓                         |

off-policy. In this paper, we further explore the extrapolation error and RL algorithms.

• **Offline policy evaluation:** Offline policy evaluation aims to predict the performance of a newly learned policy without having to deploy it online. Rather than test the policy in a simulation environment, in this paper, we introduce the counterfactual policy evaluation (CPE).

In Table 1, we summarize the characteristics of existing works in terms of these dimensions. It can be seen that our RL4RS benchmark is the only one that meets all requirements. In addition to the contribution of open-sourcing industrial datasets, we further explore the topics such as offline policy training, extrapolation error, and counterfactual policy evaluation, hoping to enhance the development of RL-based RS field.

3 DATA DESCRIPTION

We collect the raw logged data from one of the most popular games released by NetEase Games. The item recommendation task in this game is characterized by its special interaction rules. In each second, the recommendation engine should respond to thousands of users’ requests with 3 item lists (3 items per list), and the next item list is locked until the items of current list are sold out. Obviously, thanks to the special ’unlock’ rule, the user’s response to an item depends on not only that item but also the items of other lists. If users are not satisfied with the existing item slate, they can refresh the page (i.e. the item slate) through a refresh button up to 3 times per day.

Here, we provide two benchmark datasets, Dataset A and Dataset B. Dataset A focus on the slate recommendation. It regards the user’s behavior on a single page as an MDP process. Dataset B focuses on the sequential slate recommendation. It not only considers how to recommend a single page but also considers the relationship between pages to maximize the total reward of pages. We will make data exploration in Section 4 to compare the MDP properties of our datasets and traditional RS datasets. A brief statistics of RL4RS datasets are shown in Table 2.
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3.1 Logged Data

Roughly speaking, the logs mainly record the recommendation context, the user’s behavior sequence, and the deployed behavior policy at that time. The context includes the metadata of some users and items to form the features of users and items. The recorded behavior policy is used to reproduce the probability of each action at that time and to evaluate the counterfactual strategy. As shown in Figure 3, the recommendation engine contains five major components: an RS agent, an item pool, a logging center, a training component, and an online KV system. The workflow of our system mainly consists of two loops: the online planning loop and the online learning loop. As is shown in the left bottom of Figure 3, the online planning loop is the loop of the interactions between the recommendation agent and users. We will record the item information of each session and the user’s behavior for each item. The second one is a learning loop (on the right in Figure 3) where the training process happens. Whenever the model is updated, it will be rewritten to the online KV system. We will record the network architecture and network parameters at that time. The two working loops are connected through the logging center and the online KV system. We will record the corresponding user and item features stored in the online KV system for each user log.

After aligning the user log, real-time features and behavior


4 DATA UNDERSTANDING

One big challenge of applied RL is problem formulation. Traditional recommendation scenarios and datasets are not always suitable for modeling as MDP problems where some sort of long-term reward is optimized in a sequential setting. It is easy to accidentally prepare data that does not conform well to the MDP definition and applying RL on ill-formulated problems is a costly process. Here, we develop a data understanding tool. Using a data-driven method together with heuristics, it checks whether the properties of RS datasets conform to the RL framework.

4.1 Long-term Impact

A optimal policy should take into account the long-term impact of a recommendation on the user’s future choices. To maximize the accumulative rewards, we might suggest an item whose immediate reward is lower but leads to more likely or more profitable rewards in the future. For example, when the products sold are books, by recommending a book for which there is a sequel, we may increase

we can pad the user session to a certain length with zero paddings (zero feedback to a random item slate page) to replace user’s exit behavior.

Specifically, we transforms the logged data collected in the following row format:

- **MDP ID**: A unique ID for the Markov Decision Process (MDP) chain that this training example is a part of.
- **Sequence ID**: A number representing the location of the state in the MDP (i.e. a timestamp).
- **State**: The features of current step that consists of user features and context features.
- **Observation**: The 256-dim hidden layer embedding of the pre-trained environment model with user features and context features of current step as input.
- **Action**: The item ID taken at the current step.
- **Action Features**: The features of item taken at the current step, including item embedding. Item embeddings can be used to represent item for continuous environment setting.
- **Action Probability**: The probability that the behavior policy took the action.
- **Action Mask**: An list of possible items at the current step.
- **Reward**: The reward of the current step.
- **Next State**: The state features after acting the logged action.
- **Next Observation**: The 256-dim hidden layer embedding of next state features.
- **Next Action**: The item ID recommended at the next step.
- **Next Action Features**: The features of item recommended at the next step.
- **Next Action Probability**: The probability of the item that is recommended at the next step.
- **Next Action Mask**: A list of items that are allowed to recommend at the next step.
- **Terminal**: A 0/1 number representing whether it is the last state.

3.2 Data Preprocessing

The raw logged data need to further be transformed to consecutive pairs of state/action tuple for RL models training. Besides, there are some differences for RL4RS datasets, such as time difference between states, action mask, action probability (used in counterfactual policy evaluation), and so on. For the sequential slate scenario, there is also a problem of when users leave. Most existing works directly predicts the probability of user leaving at each step, which will lead to complex MDP state transitions [17]. In this paper, we use the session padding method instead to solve this problem. The user’s exit behavior is been seen as a situation that the user will not have any action on any items in the later. So

policy, the format of raw logged data is:

- **TimeStamp**: The timestamp when the event happens.
- **Session ID**: A unique number which uniquely identifies an user session.
- **Sequence ID**: A unique number representing the location of the state in the session (i.e., a page order).
- **Exposed items**: A nine-length space-delimited list representing the nine items exposed to users (left to right top to bottom).
- **User feedback**: A nine-length space-delimited list representing the user’s responses to the nine exposed items (left to right top to bottom). The user feedback (0/1) multiplied by the utility of each items will be used as the rewards of this page (i.e., item slate).
- **User Feature**: The anonymized user features which consists of user portrait, user click history, and so on.
- **Item Feature**: The anonymized item features that describe whether certain property appears in this item, such as item’s id, item’s name, category, item embedding, and historical CTR.
- **Behavior Policy ID**: A model file that records the network architecture and network parameters of the behavior policy (supervised learning strategy) at that time.
We use beam-search width as 100. When there is a significant advantage between the future rewards of performing TrajectoyTransformer[21] and DecisionTransformer[3], in which value function. This tool is easy to use by simplifying RL as proportion in the final score of the sequence (experiment I). On first k item in the best decode sequence may accounts for a small long-term impact are large. That is, the immediate reward of the previous steps may not have high immediate impact, but their long-term item impact in the dataset, the items recommended in the recommendation result generated by the optimal RL policy.

Strategy), and thesequence generated by beam-search to represent greedy search to represent greedy recommendation (SL-based page). We consider using the decode sequence generated by at a time, eliminating the slate effect between items within a complete page context, here, only one item is recommended thenext K steps (considering that most RS datasets do not provide recommendation system will recommend these K items in turn in 5 steps. For each dataset, we choose 10000 users randomly as test set. For each user, we calculate the greedy search result and the top 100 item sequences (beam search width as 100). In the first experiment, we report the Pearson Correlation Coefficient and Spearman Rank Correlation Coefficient between the scores of the first k items (immediate reward) and the final sequence scores, denoted as k-Pearson and k-Spearman respectively. If the item’s long-term impact is significant, the coefficients should be small, i.e., the immediate reward of the first item in the decode sequence accounts for a small proportion in the final score of the sequence. We report the results on the top 100 item sequences generated by beam search, as shown in Table 3. It can be seen that RecSys15 and MovieLens show positive correlations at the beginning. RL4RS dataset achieves a significant lower spearman rank coefficient at the first one and two items than other two datasets. It means, in RL4RS dataset, the first k items recommended do not have high immediate impacts, but has great long-term impacts. Although the first experiment can not absolutely indicate whether a dataset is suitable for reinforcement learning, it provides a tool for comparison of the degree of long-term impact characteristic between different datasets.

In the second experiment, we aim to distinguish the dataset property by checking whether the greedy strategy is already good enough. We report the averaged score of the top 5 (5% quantile) decode sequence, the top 20 (20% quantile) sequence, and the score of sequence generated by greedy strategy. We also calculate the averaged score of the first 5% quantile and 20% quantile sequences when limiting the candidate items to hot items (100 items with the highest probability at the first decode step). All these scores are normalized by the averaged score of the top 5 sequence for each dataset. The results are shown in Table 4. It can be seen that there is a significant gap on the scores between the

| Table 2: RL4RS - Dataset Details |
|----------------------------------|
| Num. of | RL4RS-A | RL4RS-A-SL | RL4RS-A-RL | RL4RS-B | RL4RS-B-SL | RL4RS-B-RL |
| Users   | 149414 | 112221 | 77834 | 149414 | 112221 | 77834 |
| Items   | 381    | 381    | 381    | 381    | 381    | 381    |
| Sessions| 1719316 | 937949 | 781367 | 958566 | 519435 | 439131 |
| Items per session | 9.0    | 9.0    | 9.0    | 16.1   | 16.3   | 16.0   |
| Purchases per session | 5.46   | 4.89   | 6.09   | 9.75   | 8.83   | 10.84  |
| Rewards per session | 91.7   | 83.2   | 102.0  | 164.5  | 150.3  | 181.5  |

the likelihood that this sequel will be purchased later. Heuristically, the way to measure whether a recommendation problem should be modeled as an RL problem is to see whether a recommendation decision has a long-term impact. In terms of reinforcement learning formula, the recommendation of step t is to maximize r(st, at) + V(st+1), where r(st, at) is the expected reward when recommending item at at state st, and V(st+1) represents the maximum reward of next state under current policy. Since there is always a large state value to represent user’s retention, we further denote A(st, at) = V(st+1) – V(st, ct) as the difference (advantage) between the future rewards of performing at and the averaged future rewards, i.e., the long-term impact of performing at at state st. When there is no long-term impact or the long-term impact is small, the RL problem degenerates into an ordinary sequential recommendation problem, which only maximizes the reward of the current step.

Though we can estimate the long-term impact by training a RL model, it is too complex. Instead, we establish a data understanding tool to quantify the long-term impact without the requirement of establishing environment models or learning a value function. This tool is easy to use by simplifying RL as sequence modeling problems and expected rewards as decoded sequence scores. The similar ideas have been developed in Trajectoy Transformer[21] and Decision Transformer[3], in which states, actions, and returns are fed into a GPT[28] architecture and actions are decoded autoregressively.

First, the tool fits a Transformer-based sequence-to-sequence model[37] on each offline RS dataset. It encodes the user context features (user historical behavior and user portrait feature) and decodes K items that users may click or buy, which means that the recommendation system will recommend these K items in turn in the next K steps (considering that most RS datasets do not provide a complete page context, here, only one item is recommended at a time, eliminating the slate effect between items within a page). We consider using the decode sequence generated by greedy search to represent greedy recommendation (SL-based strategy), and the sequence generated by beam search to represent the recommendation result generated by the optimal RL policy. We use beam-search width as 100. When there is a significant long-term item impact in the dataset, the items recommended in the previous steps may not have high immediate impact, but their long-term impact are large. That is, the immediate reward of the first k item in the best decode sequence may accounts for a small proportion in the final score of the sequence (experiment I). On the other hand, we can compare the sequences score of greedy strategy (even the sequence composed of only hot items which has high immediate reward) with the score of optimal sequence to check whether the greedy strategy is good enough (experiment II).
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we have two training methods. The first is training RL policies
the pre-trained simulation environment, which is the method
If only sorting a few candidate items, we can choose to create
For traditional RS datasets, on the contrary, the score of greedy
When only sorting a few candidate items, we can choose to create
Although the data understanding tool is based on heuristics, in
practice, it may help us understand the dataset in early stages, catch
improperly defined RL problems, and lead to a better problem
definition (e.g., reward definition).

5 POLICY LEARNING

Unlike the academic environments which have perfect simulators,
in real applications, RL has to learn from offline datasets con-
sidering the cost of online exploration. Given an offline dataset,
we have two training methods. The first is training RL policies
in the pre-trained simulation environment, which is the method
adopted by most relevant works \cite{33, 5}. The second is batch RL,
i.e., training policies from offline datasets directly.

5.1 Online Policy Learning

A straightforward way to train an RL policy is to interact with
the pre-trained simulation environment. Most existing RL-based
RS works follow this online training manner, but introduce a new
problem of how to simulate the environment.

Simulation Environment Construction. For recommendation
systems, building a simulation environment is to build a
perfect user behavior model. Different recommendation scenarios
require different user behavior models. For RL4RS datasets,
we predict the user’s response to item slates, and measure the
fitting effect of the model by predicting user purchase behavior.
Specifically, we consider the following supervised learning bas-
elines, including simple DNN, Wide&Deep \cite{6}, GRU4Rec \cite{15},
DIEN \cite{40} and Adversarial User Model \cite{5}. The specific network
designs are detailed in the Appendix D. We consider three super-
vised learning tasks, namely slate-wise classification (multi-class
classification), item-wise classification (binary classification) and
item-wise rank (ranking task). The task description are detailed
in the Appendix D. From the results shown in Table 5, DIEN
(attention-based model) achieves the best predictive performance,
and all indicators of the three tasks are represented positive cor-
relation. Note that due to the high purchase rate of this scenario
(more than 5 items are purchased per session), the indicators such
as item-wise classification accuracy and item-wise rank AUC are
much higher than most general RS scenarios. And because we
pad each session to the same length with all-zero label to simulate
user’ exit behavior, the indicators of RL4RS-B such as slate-wise
classification accuracy and item-wise classification AUC become
higher. Although the prediction of user behavior seems to be
accurate enough, we can see from Table 6 that the estimated
reward error is still very high (mean., abs., std. represent the
mean, absolute mean, and standard deviation of reward prediction
error respectively). The prediction accuracy of random user
behavior is very low, which has always been a characteristic of
recommendation system.

RL Model Training. Given the simulation environment, we
can employ any classical RL algorithms. When working on large
discrete action spaces (more than thousands of possible actions),
one alternative is to address it with a continuous-action RL al-
algorithm and combine policy gradients with a K-NN search \cite{8}.
When only sorting a few candidate items, we can choose to create
a variant of DQN called Parametric-Action DQN, in which we
input concatenated state-action pairs and output the Q-value for
each pair. The Parametric-Action DQN \cite{12} can make full use
of rich item features, which is important for recommendation
systems. Here, RL4RS suit provides both discrete-action base-
lines, including Exact-k \cite{13}, PG \cite{34}, DQN \cite{27}, A2C \cite{26},
DDPG \cite{25} and PPO \cite{30}, and continuous-action baselines com-
bing policy gradients with a K-NN search, including PG, A2C,
DDPG \cite{25} and PPO. All these algorithms except Exact-k are
implemented based on the open-source reinforcement learning
library RLlib \cite{24}. The online evaluation results built on the
learned DIEN-based simulation environment are shown in Table 7.
The results consistently show that, compared with the discrete RL
model, modeling the problem as a continuous control RL problem,
the performance is greatly reduced. Among all baselines, DDPG
model for continuous environment, PG/PPO/A2C for discrete
environment are the best. For the sequential slate recommendation
problem which has more decision steps, the performance of
PG is not dominant. Among all baselines, PPO model for both
continuous environment and discrete environment are the best. It
also can be find that all model-free RL methods achieve far more
rewards than the logged behavior policy, even compared with
the RL4RS-A-RL and RL4RS-B-RL dataset which are collected

| Table 3: The comparison of item’s long-term impact between different datasets. |
|---------------------------------|----------------|-------------|----------------|
| Score. of Item                   | RecSys15       | MovieLens   | RL4RS-A        |
| 1-Pearson                       | 0.11           | 0.13        | 0.03           |
| 1-Spearman                      | 0.10           | 0.11        | 0.02           |
| 2-Pearson                       | 0.16           | 0.17        | 0.06           |
| 2-Spearman                      | 0.15           | 0.16        | 0.03           |
| 3-Pearson                       | 0.24           | 0.25        | 0.14           |
| 3-Spearman                      | 0.23           | 0.23        | 0.08           |
| 4-Pearson                       | 0.39           | 0.38        | 0.36           |
| 4-Spearman                      | 0.39           | 0.36        | 0.33           |
| 5-Pearson                       | 1.00           | 1.00        | 1.00           |
| 5-Spearman                      | 1.00           | 1.00        | 1.00           |

| Table 4: The comparison of decode sequence scores between different datasets. |
|---------------------------------|----------------|-------------|----------------|
| Score. of Item                   | 5%             | 20% greedy. | hot 5%         | hot 20%        |
| RecSys15                         | 1.00           | 0.53        | 1.26           | 0.81           | 0.42           |
| MovieLens                        | 1.00           | 0.64        | 0.99           | 0.98           | 0.62           |
| RL4RS-A                          | 1.00           | 0.76        | 0.62           | 0.01           | 0.01           |

Table 4: The comparison of decode sequence scores between different datasets.

Table 3: The comparison of item’s long-term impact between different datasets.
Table 5: The experiment results of simulation environment construction.

|                      | Slate-wise classification | Item-wise classification | Item-wise rank |
|----------------------|--------------------------|--------------------------|----------------|
|                      | Accuracy | AUC  | Accuracy | AUC  | Precision | Recall | F1 score |
| RL4RS-A              |          |      |          |      |            |        |          |
| DNN                  | 0.386    | 0.884| 0.799    | 0.876| 0.826      | 0.843  | 0.834    |
| Wide&Deep            | 0.398    | 0.897| 0.812    | 0.894| 0.827      | 0.875  | 0.850    |
| GRU4Rec              | 0.429    | 0.913| 0.827    | 0.907| 0.862      | 0.846  | 0.854    |
| DIEN                 | **0.430**| 0.911| 0.826    | 0.907| **0.862**  | **0.848**| **0.855**|
| Adver.               | -        | -    | -        | -    | -          | -      | -        |
| RL4RS-B              |          |      |          |      |            |        |          |
| DNN                  | 0.683    | 0.945| 0.858    | 0.935| 0.759      | 0.727  | 0.743    |
| Wide&Deep            | 0.694    | 0.951| 0.871    | 0.939| 0.761      | 0.772  | 0.766    |
| GRU4Rec              | 0.721    | 0.969| 0.898    | 0.961| **0.829**  | **0.785**| **0.806**|
| DIEN                 | **0.722**| 0.965| **0.890**| 0.960| 0.820      | 0.791  | 0.805    |
| Adver.               | -        | -    | -        | -    | 0.926      | 0.742  | 0.741    |

Table 6: Reward estimation performance comparison between different supervised learning methods for environment simulation (mean., abs., and std. represent the mean, absolute mean, and standard deviation of reward prediction error respectively).

|                      | RL4RS-A     | RL4RS-B     |
|----------------------|-------------|-------------|
|                      | mean. | abs. | std. | mean. | abs. | std. |
| DNN                  | 0.87  | 41.6 | 66.3 | 3.4   | 89.0 | 118.7|
| Wide&Deep            | 1.03  | 41.1 | 64.9 | 6.8   | 78.7 | 110.9|
| GRU4Rec              | -1.2  | 36.5 | 61.7 | 3.3   | 68.9 | **102.5**|
| DIEN                 | 0.5   | **36.2**| **60.9**| -2.4  | 74.2 | 74.1 |

Table 7: Performance comparison between model-free RL algorithms on the learned simulation environment.

| Rewards of RL4RS-A RL4RS-B |
|-----------------------------|
| PG                          | **161.1**(±2.6) | 275.8**(±2.3)** |
| DQN                         | 133.0**(±2.3)** | 226.1**(±3.5)** |
| A2C                         | 159.8**(±4.5)** | 282.1**(±9.2)** |
| PPO                         | 160.4**(±6.0)** | **319.7**(±10.8)** |
| Exact-k                     | 136.8**(±3.1)** | -              |
| PG-conti                    | 116.1**(±1.2)** | 102.8**(±3.1)** |
| A2C-conti                   | 120.3**(±4.9)** | 218.5**(±8.6)** |
| PPO-conti                   | 127.5**(±3.3)** | 261.9**(±4.8)** |
| DDPG                        | 146.1**(±3.1)** | 240.9**(±5.4)** |

5.2 Offline Policy Learning

Offline policy learning aims to learn a better policy from the offline experience pool collected by poor behavior policies. Corresponding to RL-based RS, we have the user feedback data collected by supervised learning as the offline dataset. RL4RS suit provides two kinds of baselines, imitation learning (behavioral cloning) and batch RL (BCQ [10] and CQL [23]). Behavioral cloning trains a policy to mimic the behavior policy from the data. We treat behavioral cloning (BC) as a baseline of offline learning methods. BCQ learns a state-conditioned generative model to mimic the behavior policy of the dataset, and a perturbation network to generate actions. The learned policy is constrained near the original behavior policy. CQL penalizes the value function for states and actions that are not supported by the data to prevent overestimation of the training policy. All these algorithms are implemented based on the open-source batch reinforcement learning library d3rlpy [31]. The online evaluation results built on the learned DIEN based simulation environment are shown in Table 8. It can be seen that the BC algorithm which imitates behavior policies achieves higher rewards than the averaged rewards per session in RL4RS-B dataset (sequential slate recommendation scenario). This may be due to BC taking the best item per step rather than sampling according to probability. In addition, BCQ and CQL achieves much better results than BC, which shows the effectiveness of offline policy learning. Compared with model-free RL baselines, batch RL methods achieve lower rewards. This is reasonable because model-free RL is trained in the test environment in an online manner. Besides online evaluation, more evaluation results are reported in Section 6.

Table 8: Performance comparison between batch RL algorithms on the learned simulation environment.

| Rewards of RL4RS-A RL4RS-B |
|-----------------------------|
| BC                          | 94.1**(±1.6)** | 223.9**(±4.5)** |
| BCQ                         | **127.4**(±3.6) | **262.4**(±5.7) |
| CQL                         | 103.5**(±3.1)** | 247.5**(±5.3)** |
6 POLICY EVALUATION

In the previous section, we provide a simple performance comparison between model-free RL and batch RL. These results are collected following the traditional RL evaluation framework, that is, training and evaluating on the same environment. However, in real applications, it is usually rare to have access to a perfect simulator. A policy should be well evaluated before deployment since policy deployment affects the real world and may be costly. In applied settings, policy evaluation may not be a simple task that can be quantified by only a single indicator (e.g., reward). As shown in Figure 4, in this paper, we propose a comprehensive evaluation framework for RL-based RS, including environment simulation evaluation (also discussed in Sec.5.1), counterfactual policy evaluation (offline policy evaluation), and evaluation on simulation environments built from test set (online policy evaluation).

6.1 Counterfactual Policy Evaluation

Counterfactual policy evaluation (CPE) is a set of methods used to predict the performance of a newly learned policy without having to deploy it online [16][7][22][36]. RL4RS provides several well known counterfactual policy evaluation (CPE) methods to score trained models offline, including direct method, importance sampling [16], step-wise weighted importance sampling (SWIS), doubly-robust [7], and sequential doubly-robust [22]. The direct method (DM) learns a regression based reward function to estimate expected rewards incurred by the evaluated policy. To generalize, the simulation environment evaluation can be seen as a kind of DM method. The importance sampling (IS) uses action propensities of behavior and newly learned policies to scale logged rewards, which tends to have high variance if the action propensities of behavior policy are not logged. An improved step-wise IS version defines the t-step cumulative importance ratio and achieves a lower variance. The doubly-robust (DR) combines the ideas of the previous two methods and is widely used in contextual bandits. The sequential doubly-robust is specifically designed for evaluating policies on longer horizons.

We use counterfactual policy evaluation to evaluate the trained strategies described in Section 5.1 and 5.2 in offline training set and test set respectively. The results are shown in Table 7.

The CPE results indicate the expected performance of the newly trained policy relative to the policy that generated the training data. A score of 1.0 means that the RL and the logged policy match in performance. The sequential DR score of DQN (1.43) means that the CQL policy should achieve roughly 1.43x as much cumulative reward as the behavior policy. From the overall results, the IS-based method is relatively unstable in value. It is easy to reach the upper and lower clipped limits after action probabilities are multiplied. The DR-based method performs relatively well, thanks to the value function estimated by simulation environment. From the current results, it seems that the counterfactual policy evaluation methods are not suitable for the evaluation of policies that deviate a lot from the logged behavior policy. We will explore more state-of-the-art CPE methods in the future.

| RL4RS-A | IS | SWIS | DR   | Seq. DR |
|---------|----|------|------|---------|
| BCQ     | 9.15(±0.57) | 0.93(±0.03) | 1.04(±0.01) | 0.89(±0.04) |
| CQL     | 130.6(±6.32) | 1.06(±0.01) | 1.23(±0.01) | 1.58(±0.02) |
| DQN     | 9.21(±0.97)  | 1.07(±0.01) | 1.43(±0.02) | 1.66(±0.08) |
| PPO     | 9.15(±1.23)  | 1.08(±0.01) | 1.24(±0.03) | 1.45(±0.07) |
| A2C     | 9.60(±1.12)  | 1.07(±0.01) | 0.77(±0.02) | 0.93(±0.03) |

6.2 Evaluation On Simulation Environment

The second method is to establish an environment on the test set to evaluate the algorithm. Different from testing in the same environment, we emphasize the establishment of environment model on test set according to the evaluation framework of supervised learning. In many recommendation scenarios, the training set and test set need to be divided according to time, which makes this more important. Another popular evaluation method adopted by most current works is to divide users before policy training. Although the training and test data are not overlapped, they are sharing the same environment. This method still exists a risk of over-fitting, because the estimated reward of the test set will be affected by the train set through the shared environment.

According to the method described in Section 5.2, we use DIEN algorithm to train the environment model on the training set and the test set respectively. We use the most strict dataset dividing setting, that is, RL4RS-SL as the train set and RL4RS-RL as the test set. Not only they are not overlapped on time, but also there are considerable differences in data distribution between them. For model-free RL and batch RL, we compare the performance of the following three settings: (1) constructing environment model on RL4RS-SL plus RL4RS-RL, training the policy on RL4RS-SL, evaluating on RL4RS-SL; (2) constructing environment model on RL4RS-SL, training the policy on RL4RS-SL, evaluating on RL4RS-RL; (3) constructing environment model on RL4RS-SL, training the policy on RL4RS-SL, evaluating on the environment model built from RL4RS-RL. For environment simulation, we provide the result of the following two setting: (1) constructing environment model on RL4RS-SL, and then evaluating on RL4RS-
Table 10: Reward estimation performance comparison of DIEN-based environment simulator between different environment simulation settings (setting 1, 2, 3, and 4 represent the setting of training on all dataset then testing on RL4RS-SL, training on all dataset then testing on RL4RS-RL, training on RL4RS-SL then testing on RL4RS-R, and training on RL4RS-SL then testing on RL4RS-RL respectively).

| Setting  | RL4RS-A (mean) | RL4RS-A (abs.) | RL4RS-B (mean) | RL4RS-B (abs.) |
|----------|----------------|----------------|----------------|----------------|
| Setting 1| -2.3           | 38.1           | -13.3          | 63.5           |
| Setting 2| -2.7           | 36.3           | -6.8           | 65.0           |
| Setting 3| 1.2            | 42.4           | 2.4            | 71.5           |
| Setting 4| 4.5            | 40.6           | 23.3           | 81.0           |

Table 11: Performance comparison between offline RL algorithms on different experiment settings (setting 1, 2, 3, and 4 represent the setting of building environment and training on all dataset then test on RL4RS-SL, building environment on all dataset and training on RL4RS-SL then test on RL4RS-R, building environment and training on RL4RS-SL then test on RL4RS-R, and building environment and training on RL4RS-SL then test on the environment built from RL4RS-R respectively).

| Setting | RL4RS-A (mean) | RL4RS-A (abs.) | RL4RS-B (mean) | RL4RS-B (abs.) |
|---------|----------------|----------------|----------------|----------------|
| Setting 1| 98.0           | 132.9          | 107.2          | 240.7          |
| Setting 2| 98.8           | 133.4          | 98.8           | 244.7          |
| Setting 3| 103.7          | 200.7          | 109.3          | 230.6          |
| Setting 4| 107.1          | 133.6          | 108.6          | 139.5          |

RL; and (2) constructing environment model on RL4RS-RL, and then evaluating on RL4RS-SL. The results of training on all dataset and evaluate on RL4RS-SL and RL4RS-R based on setting 1/2 is compared with the absolute mean indicator and a 5% increase on the standard deviation indicator on RL4RS-A dataset. On RL4RS-B dataset, the indicator difference widens further, especially with setting 4 versus setting 2. Since the initial error of environment construction is already large, the impact of dataset division is difficult to measure directly. It needs to be further revealed by the results of the RL algorithms.

From Table 10, it can be found that, comparing setting 3/4 and setting 1/2, there is basically a 10% increase in the absolute mean indicator and a 5% increase on the standard deviation indicator on RL4RS-A dataset. On RL4RS-B dataset, the indicator difference widens further, especially with setting 4 versus setting 2. Since the initial error of environment construction is already large, the impact of dataset division is difficult to measure directly. It needs to be further revealed by the results of the RL algorithms.

7.1 Updating and Reusability

RL4RS is supported by a team of researchers from the Fuxi AI Lab, the NetEase Inc. The resource is already in use for individual projects and as a contribution to the data challenge of BigData conference 2021. In addition to the steps above that make the resource available to the wider community, usage of RL4RS will be promoted to the network of researchers in this project. A new dataset for bundle recommendation with variable discounts, flexible recommendation trigger, and modifiable item content is in preparation. In future, we will add more datasets from other novel RS scenarios to support the research of RL-based RS. RL4RS benchmark will be supported and maintained for three years.

7.2 System Configuration

Pipelines for all tasks are trained for at most 100 epochs with an early stop on a single GeForce GTX 2080 Ti GPU, 8CPU, and 64GB memory. The code for the dataset splits is also available. For all tasks, consistent hyperparameter settings are maintained to enable comparative analysis of the results. The batch size is set at 256 with a learning rate of 0.001, a probability of 0.1 in dropout layers and the embedding size is 128.

8 RELATED RESEARCH

This benchmark is oriented to the reinforcement learning based recommender systems domain. In 2015, Shani et al. [32] proposes to model the recommendation system problem as an MDP process for the first time. In 2018, DRN [39] first apply deep RL into recommendation problems and inspire a series of subsequent works. SlateQ [20] is the first work to concern the novel slate recommendation scenario. Top-k off-policy [4] learn the policy from the offline RS dataset directly for the first time. Adversarial User Model [5] first popularizes semi-simulated RS datasets and simulates the environment using adversarial learning. Virtual-Taobao [33] is the only work to open-source a pre-trained simulation environment (but without raw logged data) that comes from a real RS scenario. A detailed comparison is listed in Section 2.
Outside of the RS domain, research on reinforcement learning for the online environment has an extensive history and we focus here on resources and benchmark tasks where samples are collected from real applications and present in batched offline data, such as DeepMind Control Suite [35], D4RL [9] and RL unplugged [14]. All of these resources exclude recommendation scenarios. And most batched datasets of these resources are collected by mixed, nearly random policies, and usually equipped with a deterministic environment. However, these characteristics are inconsistent with the characteristics of RS data. We are motivated by these researches to address offline policy evaluation and extrapolation errors in this resource.

RL-based RS can also be regarded as a neural combinatorial optimization (NCO) problem, especially for the slate recommendation scenario where the item are displayed as a matrix on the page. Several works [13] try to use reinforcement learning to generate item sets and avoid enumerating exponential possible combinations. Like the RL-based RS, current NCO works [11][2] also lack attention to real datasets, offline policy evaluation, and extrapolation error. We expect RL4RS resources can also contribute to research in neural combinatorial optimization.

9 CONCLUSION AND FUTURE WORK

In this paper, we present the RL4RS resource, a real-world benchmark for RL-based RS. Since RS datasets are lack of ground-truth environment and usually collected with deployed supervised learning policies, for real-world considerations, RL4RS focuses on simulation environment construction, extrapolation error, offline policy learning, and offline policy evaluation, which are ubiquitous and crucial in recommendation scenarios. So far, RL4RS has included two novel scenarios, slate recommendation, and sequential slate recommendation. The separated data before and after RL deployment are also available for each dataset. We benchmark some state-of-the-art online and offline RL algorithms on RL-based RS task, including RL algorithms, in both online and offline policy evaluation manner. In addition, we further explore the quantitative analysis for extrapolation error and the use of counterfactual policy evaluation in RL-based RS problems. In the future, we will constantly provide new real-world RS datasets and step further towards real-world RS challenges. We also hope the RL4RS benchmark will shed some light on future research of applied reinforcement learning and neural combinatorial optimization.
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