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Abstract—In this paper we propose a novel method for infrared and visible image fusion where we develop nest connection-based network and spatial/channel attention models. The nest connection-based network can preserve significant amounts of information from input data in a multi-scale perspective. The approach comprises three key elements: encoder, fusion strategy and decoder respectively. In our proposed fusion strategy, spatial attention models and channel attention models are developed that describe the importance of each spatial position and of each channel with deep features. Firstly, the source images are fed into the encoder to extract multi-scale deep features. The novel fusion strategy is then developed to fuse these features for each scale. Finally, the fused image is reconstructed by the nest connection-based decoder. Experiments are performed on publicly available datasets. These exhibit that our proposed approach has better fusion performance than other state-of-the-art methods. This claim is justified through both subjective and objective evaluation. The code of our fusion method is available at https://github.com/hli1221/imagefusion-nestfuse.

Index Terms—image fusion, nest connection, attention model, nuclear-norm, infrared image, visible image.

I. INTRODUCTION

IMAGE fusion represents an important technique in image processing aimed at generating a single image containing salient features and complementary information from source images, by using appropriate feature extraction methods and fusion strategies [1]. Current state-of-the-art fusion algorithms are widely employed in many applications, such as in self-driving vehicles, visual tracking [2] [3] [4] and video surveillance.

Fusion algorithms can be broadly classified into two categories: traditional methods [5] [6] [7] [8] [9] [10] and deep learning-based methods [11] [12] [13] [14]. Most traditional methods are based on signal processing operators that have achieved good performance. In recent years, deep learning-based methods have exhibited immense potential in image fusion tasks and have been seen to offer better performance than traditional algorithms.

Traditional methods, in general, cover two approaches: multi-scale based methods; sparse and low-rank representation learning-based methods. Multi-scale methods [5] [6] [15] [16] [17] usually decompose source images into different scales to extract features and use appropriate fusion strategies to fuse each scale feature. An inverse operator is then used to reconstruct the fused image. Although these methods demonstrate good fusion performance, their performance is highly dependent on the multi-scale methods.

Before the development of deep learning-based fusion methods, the sparse representation [18] (SR) and low-rank representation [19] (LRR) had attracted significant attention. Based on SR, several fusion algorithms were developed [8] [9] [20]. In [8], Liu et al. proposed a fusion algorithm based on joint sparse representation (JSR) and saliency detection operator. The JSR is used to extract common information and complementary features from source images.

In LRR domain, Li et al. [10] presented a multi-focus image fusion method based on LRR and dictionary learning. In this approach, firstly, source images are divided into image patches and the histogram of oriented gradient (HOG) features are utilized to classify each image patch. A global dictionary is learned by K-singular value decomposition (K-SVD) [21]. In addition, there are many other methods combining SR and other operators, such as pulse coupled neural network (PCNN) [22], and the shearlet transform [23].

Although the SR and LRR based fusion methods have indicated very good performance. These methods still have weaknesses: (1) The running time of fusion algorithms is highly dependent on the dictionary learning operator; (2) When source images are complex, this leads to representation performance degradation.

To solve these drawbacks, in the past several years, many deep learning-based fusion methods have been proposed. These methods can be separated into two categories: with and without training phase.

Without the training phase implies that these methods do not have backpropagation, and use a pre-trained network to extract deep features, which leads to the generation of a decision map. Based on this theory, Li et al. [12] [13] proposed a fusion framework that utilizes pre-trained network (VGG-19 [28] and ResNet50 [29]). This was the first time that multi-level deep features were used to address the infrared and visible image fusion task.

Since an appropriate model for image fusion task can be trained to obtain better fusion performance, the latest deep
learning methods are all based on this strategy. In 2017, Liu et al. [24] proposed a convolutional neural network (CNN) [30] used a fusion framework for the multi-focus image fusion task. Yan et al. [25] also presented a fusion network based on CNN and multi-level features. In the infrared and visible image fusion field, Li et al. [14] proposed a novel fusion framework based on a dense block [31] and an auto-encoder architecture. Ma et al. [26] applied generative adversarial network (GAN) [32] for the infrared and visible image fusion task. Compared with existing fusion methods, these CNN or GAN based fusion frameworks have achieved extraordinary fusion performance.

However, these deep learning-based frameworks still have several drawbacks: (1) The network has no down-sampling operator and cannot extract multi-scale features, and the deep features are not fully utilized; (2) The topology of network architecture needs to be improved for multi-scale feature extraction; (3) The fusion strategy is not carefully designed to fuse deep features. The summary of all the above existing fusion methods is shown in Table I.

In order to solve these drawbacks, we propose a novel fusion framework based on a novel connection architecture and an appropriate fusion strategy. The main contributions of our fusion framework are summarized as follows:

(1) The nest connection architecture [33] is applied to the CNN based fusion framework. Our nest connection-based framework is different from existing nest connection based framework. It contains three parts: encoder network, fusion strategy and decoder network respectively.

(2) Our nest connection architecture makes full use of deep features and preserves more information from different scale features which are extracted by the encoder network.

(3) For the fusion of multi-scale deep features, we propose a novel fusion strategy based on spatial attention and channel attention models.

(4) Compared with existing state-of-the-art fusion methods, our fusion framework has better performance in terms of both visual assessment and objective assessment.

The rest of our paper is structured as follows. In Section II, we briefly review related works on deep learning-based fusion methods. In Section III we present the proposed fusion framework in detail. And in Section IV we illustrate the experimental results. Finally, we draw conclusion in section V.

II. RELATED WORKS

With the rise of deep learning in recent years, a lot of deep learning based methods have been proposed for the image fusion task. These methods attempt to design an end-to-end network to directly generate fused images [34]. In this section, firstly, we briefly introduce several classical methods, and the latest deep learning-based methods. Then we present the nest connection approach.

A. Deep Learning-based Fusion Methods

In 2017, a CNN-based fusion network was proposed by Liu et al. [24]. In their paper, the pairs of image patches (16 × 16) which contain different blur versions were used to train their network. The label of clear patch and blur patch were 1 and 0, respectively. The aim of this network was to

| First class | Second class | Reference | Advantages | Disadvantages |
|-------------|-------------|-----------|------------|---------------|
| Traditional methods | Multi-scale | Wavelet [5], Biorthogonal wavelet [6], Contourlet [15], Guided filtering [16], Non-subsampled shearlet transform (NSSST) [17] | The raw data is transformed into frequency domain, which may extract more useful information to represent the source images. With the appropriate fusion strategies, these methods may achieve better performance. | (1) Their performance is highly dependent on the multi-scale methods, which are complex to find an appropriate decomposition method for different type of source images; (2) In transform processing, it may cause unrecoverable loss of data. |
| | SR/LRR | JSRSD [8], DDL [9], Sparse K-SVD [20], DLLUSS [10], TS-SR [22], DCST-SR [23], ConvSR [11] | Unlike multi-scale transform, the SR and LRR based methods directly do the fusion process without the transform processing. Furthermore, these methods can avoid the unrecoverable loss of data. | (1) The running time of fusion algorithms is highly dependent on the dictionary learning operator; (2) When source images are complex, this leads to representation performance degradation. |
| Deep learning based methods | | VggML [12], ResNet-ZCA [13] | (1) This is the first time that the pre-trained deep neural networks which can extract multi-level deep features are utilized in image fusion task; (2) The multi-level deep features contains richer information which is benefit for the image fusion tasks. | (1) Since these pre-trained networks are trained for different tasks, they may not fit the image fusion tasks; (2) The deep feature extraction operation can be improved by train an appropriate fusion network. |
| | | CNN [24], Unsupervised [25], DenseFuse [14], FusionGAN [26], IFCNN [27] | (1) With appropriate fusion network, the deep features contains more useful information [24] [25]; (2) The auto-encoder based fusion network [14] avoid the lack of training data in image fusion task; (3) The end-to-end image fusion frameworks [26] [27] can generate the fused image without any handcrafted feature extraction operation. | (1) The network has no down-sampling operator, which can not extract multi-scale features. And the deep features are not fully utilized; (2) The topology of network architecture need to be improved for multi-scale feature extraction; (3) The fusion strategy is not carefully designed for the fusion of deep features. |

TABLE I

THE SUMMARY OF THE EXISTING FUSION METHODS.
generate a decision map, which indicated which source image is in more focus at the corresponding points. With the training phase, this CNN-based method has obtained better fusion performance than other algorithms before 2017. However, due to the limitation of training strategy, this method is only suitable for multi-focus images.

To overcome this weakness, Li et al. [14] proposed a novel auto-encoder based network (DenseFuse) for fusing infrared and visible images. It consists of three parts: encoder, fusion layer and decoder. In the training phase, the fusion layer is discarded and the DenseFuse degenerates into an auto-encoder network. The purpose of the training phase was to obtain two sub-networks in which the encoder fully extracted deep features from source images and decoder adaptively reconstructed the raw data according to the encoded features. During the testing phase, the fusion layer was utilized to fuse deep features. Then, the fused image was reconstructed by the decoder network. To preserve more detail information, Zhang et al. [27] proposed a general end-to-end fusion network which was a simple yet effective architecture to generate fused images.

The GAN architecture was introduced to the infrared and visible image fusion field (FusionGAN) by Ma et al. [26]. In the training phase, the source images were concatenated as a tensor to feed into the generator network, and the fused image was obtained by this network. Their loss function contained two terms: content loss and discriminator loss. With the adversarial strategy, the generator network can be trained to fuse arbitrary infrared and visible images.

### B. The Nest Connection Architecture

The nest connection architecture was proposed by Zhou et al. [33] for the task of medical image segmentation. In the deep learning network, skip connection is a common operator to preserve more information from previous layers. However, the semantic gap causes unexpected results when long skip connections are used in the network architecture. To solve this problem, Zhou et al. presented a novel architecture (nest connection) which uses up-sampling and several short skip connections to replace a long skip connection. The framework of nest connection is illustrated in Fig. 1.

![Fig. 1. The architecture of nest connection in UNet++.](image)

With the nest connection, the influence of the semantic gap is constrained and more information is preserved to obtain better segmentation results.

Inspired by this work, we introduce this architecture into the image fusion task and propose a modified nest connection-based fusion framework based on nest connection and a novel fusion strategy.

### III. PROPOSED FUSION METHOD

In this section, the proposed nest connection-based fusion network is introduced in detail. Firstly, the fusion framework is presented in section III-A. Then, the detail of training phase is described in section III-B. Finally, we present our novel fusion strategy based on two stages of attention models.

![Fig. 2. The framework of proposed method. “FS” indicates fusion strategy.](image)

#### A. Fusion Network

Our fusion network (see Fig. 2) contains three main parts: encoder (blue square), fusion strategy (blue circle) and decoder (others), respectively. The nest connection is utilized in decoder network to process multi-scale deep features which are extracted by the encoder.

In Fig. 2, $I_1$ and $I_2$ indicate the source images. $O$ denotes the fused image. “Conv” means one convolutional layer. “ECB” denotes encoder convolutional block which contains two convolutional layers and one max-pooling layer. And “DCB” indicates decoder convolutional block without pooling operator.

Firstly, two input images are separately fed into encoder network to get multi-scale deep features. For each scale features, our fusion strategy is utilized to fuse the resulting features. Finally, the nest connection-based decoder network is used to reconstruct the fused image using the fused multi-scale deep features.

In next sections, we will introduce the training phase and the novel fusion strategy, respectively.

#### B. Training Phase

The training strategy is similar to the DenseFuse [14]. In the training phase, the fusion strategy is discarded. We want to train an auto-encoder network in which the encoder is able to...
extract multi-scale deep features and the decoder reconstructs the input image from these features. The training framework is shown in Fig. 3, and the fusion network settings are outlined in Table II.

Fig. 3. The framework of training process.

In Fig. 3 and Table II, I and O are input image and output image, respectively. The encoder network consists of one convolutional layer (“Conv”) and four convolutional blocks (“ECB10”, “ECB20”, “ECB30” and “ECB40”). Each block contains two convolutional layers and one max-pooling operator which can ensure that encoder network can extract deep features in different scales.

The decoder network has six convolutional blocks (“DCB11”, “DCB12”, “DCB13”; “DCB21”, “DCB22”; “DCB31”) and one convolutional layer (“Conv”). Six convolutional blocks are connected by nest connection architecture to avoid the semantic gap between encoder and decoder.

| Layer | Size | Stride | Channel (input) | Channel (output) | Activation |
|-------|------|--------|-----------------|-----------------|------------|
| Encoder | | | | | |
| Conv | 3×3 | 1 | 1 | 16 | ReLu |
| ECB10 | - | - | 16 | 64 | - |
| ECB20 | - | - | 64 | 112 | - |
| ECB30 | - | - | 112 | 160 | - |
| ECB40 | - | - | 160 | 208 | - |
| Decoder | | | | | |
| DCB11 | - | - | 352 | 160 | - |
| DCB21 | - | - | 272 | 112 | - |
| DCB22 | - | - | 384 | 112 | - |
| DCB11 | - | - | 176 | 64 | - |
| DCB12 | - | - | 240 | 64 | - |
| DCB13 | - | - | 304 | 64 | - |
| Conv | 1×1 | 1 | 64 | 1 | ReLu |
| ECB | | | | | |
| Conv | 3×3 | 1 | N_{in} | 16 | ReLu |
| ECB max-pooling | - | - | - | - |
| DCB | | | | | |
| Conv | 3×3 | 1 | N_{in} | 16 | ReLu |

In training phase, the loss function $L_{total}$ is defined as follows,

$$L_{total} = L_{pixel} + \lambda L_{ssim}$$ (1)

where $L_{pixel}$ and $L_{ssim}$ indicate the pixel loss and structure similarity ($SSIM$) loss between the input image $I$ and the output image $O$. $\lambda$ denotes the trade-off value between $L_{pixel}$ and $L_{ssim}$.

$L_{pixel}$ is calculated by Eq. 2,

$$L_{pixel} = ||O - I||_F^2$$ (2)

where $O$ and $I$ indicate the output and input images, respectively. $|| \cdot ||_F$ is the Frobenius norm. $L_{pixel}$ calculates the distance between $O$ and $I$. This loss function will make sure that the reconstructed image is more similar to input image in pixel level.

The SSIM loss $L_{ssim}$ is obtained by Eq. 3,

$$L_{ssim} = 1 - SSIM(O, I)$$ (3)

where $SSIM(\cdot)$ denotes the structural similarity measure [35]. The output image $O$ and the input image $I$ have more similarity in structure when the values of $SSIM(\cdot)$ become larger.

The aim of the training phase is to obtain two powerful tools for the encoder network and the decoder network. Thus, the type of input images in training phase is not limited to infrared and visible images. In the training stage, the dataset MS-COCO [36] is used to train our auto-encoder network and we choose 80000 images to be the input images. These images are converted to gray scale and then resized to $256 \times 256$. As the orders of magnitude are different between $L_{pixel}$ and $L_{ssim}$, the parameter $\lambda$ is set as 1, 10, 100 and 1000 to train our network. The detailed analysis of training phase is introduced in the Ablation Study given in Section IV-B.

C. Fusion Strategy

Most fusion strategies are based on the weight-average operator which generates a weighting map to fuse the source images. Based on this theory, the choice of the weighting map becomes a key issue.

The fusion network becomes more flexible when the fusion strategies are added to the test phase [14], however, these strategies are not designed for deep features, and attention mechanism is not considered yet.

To solve this problem, in this section, we introduce a novel fusion strategy based on two stages of attention models. In our fusion architecture, $m$ indicates the level of multi-scale deep features and $m \in \{1, 2, \cdots, M\}, M = 4$. The framework of our fusion strategy is shown in Fig. 4.

$\Phi^m_1$ and $\Phi^m_2$ are multi-scale deep features which are extracted by encoder from two input images, respectively. $\tilde{\Phi}^m_f$ and $\hat{\Phi}^m_f$ are fused features which are obtained by spatial attention model and channel attention model, respectively. $\Phi^m_f$ is the final fused multi-scale deep feature which will be the input of the decoder network.

In our fusion strategy, we focus on two types of features: spatial attention model and channel attention model. The extracted multi-scale deep features are processed in two phases.
Then the fused features $\hat{\Phi}_f^m$ are calculated by adding these enhanced deep features, the formulation is shown in Eq.7,

$$\hat{\Phi}_f^m(x, y) = \sum_{i=1}^{K} \Phi_i^m(x, y)$$  \hspace{1cm} (7)

2) **Channel Attention Model**: In existing deep learning-based fusion methods, almost fusion strategies just calculate the spatial information. However deep features are three dimensional tensors. Hence not only spatial dimensional information, but the channel information should also be considered in the fusion strategy as well. Thus, we propose a channel attention-based fusion strategy. The diagram of this strategy is shown in Fig.6.

As we discussed in section III-C1, $\Phi_1^m$ and $\Phi_2^m$ are multiscale deep features. $\alpha_1^m$ and $\alpha_2^m$ are C dimensional weighting vectors which are calculated by global pooling and soft-max. $\hat{\Phi}_1^m$ and $\hat{\Phi}_2^m$ indicate enhanced deep features which are weighted by weighting vectors. $\hat{\Phi}_f^m$ is fused features which are calculated by channel attention-based fusion strategy.

Firstly, a global pooling operator is utilized to calculate the initial weighting vectors ($\tilde{\alpha}_1^m$ and $\tilde{\alpha}_2^m$). The formulation is shown in Eq.8,

$$\tilde{\alpha}_k^m(n) = P(\Phi_k^m(n))$$  \hspace{1cm} (8)

where $k \in \{1, 2\}$, $n$ indicates the corresponding index of channel in deep features $\Phi_k^m$, $P(\cdot)$ is the global pooling operator.

In our channel attention model, three global pooling operations are chosen, including: (1) Average operator which calculates the average values of each channel; (2) Max operator which calculates the maximum value of each channel; (3) Nuclear-norm operator ($\| \cdot \|_*$) which is the sum of singular values for one channel. The influence of different operators for global pooling will be discussed in the Ablation Study IV-B.

Then, a soft-max operator (Eq.9) is used to obtain the final weighting vectors $\alpha_1^m$ and $\alpha_2^m$,

$$\alpha_k^m(n) = \frac{\tilde{\alpha}_k^m(n)}{\sum_{i=1}^K \tilde{\alpha}_i^m(n)}$$  \hspace{1cm} (9)

When we obtain the final weight vectors, the fused features which are generated by channel attention model can be calculated by Eq.10,

$$\hat{\Phi}_f^m(n) = \sum_{i=1}^K \alpha_i^m(n) \times \Phi_i^m(n)$$  \hspace{1cm} (10)
IV. EXPERIMENTAL RESULTS

In this section, we first describe the experimental settings of testing phase. Then, we introduce our ablation study. We compare our method with other existing methods in subjective evaluation and utilize several quality metrics to evaluate the fusion performance objectively.

A. Experimental Settings

In our experiments, 21 pairs of infrared and visible images were collected from [37] and [38]. A sample of these images is shown in Fig.7.

We choose twelve typical and state-of-the-art fusion methods to evaluate the fusion performance, including: cross bilateral filter fusion method (CBF) [39], discrete cosine harmonic wavelet transform fusion method (DCHWT) [40], joint SR based fusion method (JSR) [41], the joint sparse representation model with saliency detection fusion method (JSRSD) [8], gradient transfer and total variation minimization (GTF) [42], visual saliency map and weighted least square optimization based fusion method (WLS) [37], convolutional sparse representation based fusion method (ConvSR) [11], VGG-19 and the multi-layer fusion strategy-based method (VggML) [12], DeepFuse [43], DenseFuse [14], the GAN-based fusion network (FusionGAN) [26] and a general end-to-end fusion network(IFCNN) [27]. All these comparison fusion methods are implemented based on their publicly available codes, and their parameters are set by referring to their papers.

Seven quality metrics are utilized for quantitative comparison between our fusion method and other existing fusion methods. These are: entropy ($E_n$) [44]; standard deviation ($SD$) [45]; mutual information ($MI$) [46]; $FMI_{dct}$ and $FMI_w$ [47] which calculates mutual information ($MI$) for the discrete cosine transform and the region feature; the modified structural similarity for no-reference image ($SSIM_a$); and visual information fidelity ($VIF$) [48].

The $SSIM_a$ is calculated by Eq.11,

$$SSIM_a(F) = (SSIM(F, I_1) + SSIM(F, I_2)) \times 0.5 \quad (11)$$

where $SSIM(\cdot)$ denotes the structural similarity measure [35], $F$ is fused image, and $I_1$, $I_2$ are source images.

The fusion performance improves with the increasing numerical index of all these seven metrics. The larger $E_n$ and $SD$ means input image contains more information, which also indicates that the fusion method achieves better performance. The larger $MI$, $FMI_{dct}$ and $FMI_w$ indicates the fusion method could preserve more raw information and features from source images. For $SSIM_a$ and $VIF$, the fusion algorithms preserve more structural information from source images and generate more natural features.

B. Ablation Study

1) Parameter($\lambda$) in Loss Function: As discussed in section III-B, the parameter $\lambda$ is set as 1, 10, 100 and 1000. The epoch and batch size are 2 and 4, respectively. Our network is implemented with NVIDIA GTX 1080Ti and PyTorch is used for implementation. The line chart of loss values is demonstrated in Fig.9.

In Fig.9, at first 400 iterations, the auto-encoder network has rapid convergence with the increase of the parameter $\lambda$. $L_{pixel}$, $L_{ssim}$ and $L_{total}$ have faster convergence rate when $\lambda = 100$ or $\lambda = 1000$. In addition, when iterations are more than 600, we get the optimal network weights, no matter which $\lambda$ is chosen. In general, our fusion network gets faster convergence of $L_{ssim}$ with increase of $\lambda$ in the early stage.

We still need to choose one $\lambda$ values for our image fusion task based on the test images. Seven metrics are used to evaluate the performance of different network with different $\lambda$. And the operations $P(\cdot)$ which were utilized in channel attention model are avg, max and nuclear – norm, respectively. These values are shown in Table III. The best values are indicated in bold and the second-best values are denoted in red and italic.

From Table III, although different $\lambda$ has no effect for convergence rate when iterations become larger, it still has influence for the fusion performance of our fusion framework. When $\lambda$ is 100 (1000), our network can achieve better fusion performance than other values of $\lambda$. So, in our experiment, $\lambda$ is set as 100.

SD means input image contains more information, which also indicates that the fusion method achieves better performance. The larger $MI$, $FMI_{dct}$ and $FMI_w$ indicates the fusion method could preserve more raw information and features from source images. For $SSIM_a$ and $VIF$, the fusion algorithms preserve more structural information from source images and generate more natural features.

1These images are available at [https://github.com/hli1221/imagefusion-nestfuse](https://github.com/hli1221/imagefusion-nestfuse).

2The addition fusion strategy is utilized and the parameter $\lambda$ is set to 100.
2) The Influence of Multi-scale Deep Features: In this section, we analyze the influence to fusion performance with different scales of deep features, the parameter \( \lambda \) is set as 100.

To generate multiple outputs in different scales of deep features, we use deeply supervised training strategy which is utilized in UNet++ [33] to train our fusion network. The training framework of deep supervision of NestFuse is shown in Fig.8.

\( O_1, O_2 \) and \( O_3 \) are outputs obtained by NestFuse with deep supervision. And the loss function \( L \) is defined as follows,

\[
L = \frac{1}{Q} \sum_{q=1}^{Q} (L_{\text{total}}(I, O_q))
\]

(12)

where \( Q = 3, L_{\text{total}} \) is the total loss function which is discussed in section III-B.

Seven quality metrics are also selected to evaluate the fusion performance in different scales of deep features. These values are shown in Table IV and the best values are indicated in bold. “w/o deep supervision” denotes the training phase without deep supervision which was introduced in section III-B.

From Table IV, with deep supervision, the metrics values of \( O_2 \) and \( O_3 \) are better than those of \( O_1 \). The shallow scale features \( (O_1) \) obtain better evaluation in \( En, SD, MI \) and \( VIF \), which indicates shallow scale features contain more detail information.
scale features are utilized in NestFuse, the fused images contain more structure features, which delivers best values on $FMI_{dct}$, $SSIM_a$ and a comparable value on $FMI_w$.

However, when we train NestFuse with global optimization strategy, the fusion performance is boosted (obtains all best values), which means multi-scale mechanism is effective in our fusion network. This indicates that while the deeply supervised strategy may not train a better model in image fusion task, it still achieves better performance in image segmentation.

Thus, our network is trained with global optimization strategy which fully utilizes the multi-scale features in NestFuse.

C. Results Analysis

The fused images obtained by existing fusion methods and our fusion method (NestFuse) are shown in Fig.10 - Fig.12. We analyze the visual effects of fused results on three pairs of infrared and visible images.

As shown in the red boxes of Fig.10, Fig.11 and Fig.12, comparing with the proposed method, CBF, DCHWT, JSR and JSRSD generate much more noise in fused images and some detail information are not clear. For GTF, WLS, ConvSR, VggML and FusionGAN, although some of the saliency features are highlighted, some regions in fused images are blurred.
Moreover, the features in red boxes are not so satisfactory. On the contrary, the DeepFuse, DenseFuse, IFCNN and the proposed method obtain better fusion performance in subjective evaluation compared with other three fusion methods. In addition, the fused images obtained by the proposed method have more reasonable luminance information.

For objective evaluation, we choose seven objective metrics to evaluate the fusion performance of these eleven fusion methods and the proposed method.

The average values of seven metrics for all fused images which are obtained by existing methods and the proposed fusion method are shown in Table V. The best values are indicated in **bold** and the second-best values are denoted in *red* and *italic*.

From Table V, the proposed fusion framework has five best values and five second-best values (except $FMI_{dct}$ and $SSIM_a$). This indicates that the proposed fusion framework can preserve more detail information ($En$, $SD$ and $MI$) and feature information ($FMI_w$ and $VIF$) in the fused images.

For the metric $En$, it is used to measure the amount of information in one image. The larger $En$ means the fused image contains more information. However, if the fusion method generates noise in fusion processing, it also leads to larger $En$ (Fig.10(c)-12(c)). That is why the fused image obtained by CBF achieves larger $En$. On the contrary, the fused images obtained by our proposed method have more reasonable luminance information and contain less noise, which make our proposed fusion method achieves best value on $En$.

Comparing with max operator in channel attention model-based fusion strategy, the nuclear and average operators can achieve almost the best values in objective metrics. In channel attention model, these two operations are effective and can capture more structure information from deep features.
D. An Application to Visual Objective Tracking

The Visual Object Tracking (VOT) challenges address short-term or long-term, causal and model-free tracking [4] [49] [50] [51].

In VOT2019, two new sub-challenges (VOT-RGBT and VOT-RGBD) are introduced by the committee. The VOT-RGBT sub-challenge focuses on short-term tracking, which contains two modalities (RGB and thermal infrared). As mentioned in [2], the infrared and visible image fusion methods are ideally suited to improve the tracking performance in this task.

According to our previous research [2], if the tracker engages a greater proportion of deep features for the data representation, its performance will be improved when the fusion method focuses on feature-level fusion. This insight gives us a direction to apply our proposed fusion method into RGBT tracking task.

Thus, in this experiment, we choose SiamRPN++ [52] as the base tracker and the fusion strategy proposed in this paper is applied to do the feature-level fusion. The SiamRPN++ is based on deep learning and achieves the state-of-the-art tracking performance in 2019.

In VOT-RGBT benchmark [4], it contains 60 video sequences. The examples of these frames and some tracking results are shown in Fig.13.

For the objective evaluation, three metrics [4] are selected to analyze the tracking performance: Expected Average Overlap (EAO), Accuracy and Failures. (1) EAO is an estimator of the average overlap a tracker manages to attain on a large collection with the same visual properties as the ground-truth; (2) Accuracy denotes the average overlap between the predicted and ground truth bounding boxes; (3) Failure evaluates the robustness of a tracker.

The evaluation measure values of SiamRPN++ with the proposed fusion method are shown in Table VI. The bold and red italic indicate the best values and second-best values, respectively.

In VOT challenge, the EAO is the primary measure. As shown in Table VI, comparing with ‘RGB’ and ‘infrared’, the tracking performance (EAO) is improved by applying our fusion strategy to fuse multi-scale deep features. This indicates that not only in image fusion task, the proposed fusion method can also improve the tracking performance in RGBT tracking task as well.

Furthermore, we will also apply the proposed fusion method into other computer vision tasks to evaluate the performance of fusion algorithm in future.

V. Conclusions

In this paper, we propose a novel image fusion architecture by developing a nest connection network and spatial/channel attention models. Firstly, with the pooling operator in encoder network, the multi-scale features are extracted by this architecture, which could present richer features from source images. Then, the proposed spatial/channel attention models are utilized to fuse these multi-scale deep features in each
scale. These fused features are fed into the nest connection-based decoder network to generate the fused image. With this novel network structure and the multi-scale deep feature fusion strategy, more saliency features can be preserved in the reconstruction process and the fusion performance can also be improved.

The experimental results and analyses show that the proposed fusion framework demonstrates state-of-the-art fusion performance. An additional experiment on RGBT tracking task also shows that the proposed fusion strategy is effective in improving the algorithm performance in other computer vision tasks.
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