An Improved Approach for Downscaling Coarse-Resolution Thermal Data by Minimizing the Spatial Averaging Biases in Random Forest
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Abstract: Land surface temperature (LST) plays a fundamental role in various geophysical processes at varying spatial and temporal scales. Satellite-based observations of LST provide a viable option for monitoring the spatial-temporal evolution of these processes. Downscaling is a widely adopted approach for solving the spatial-temporal trade-off associated with satellite-based observations of LST. However, despite the advances made in the field of LST downscaling, issues related to spatial averaging in the downscaling methodologies greatly hamper the utility of coarse-resolution thermal data for downscaling applications in complex environments. In this study, an improved LST downscaling approach based on random forest (RF) regression is presented. The approach was applied to downscale the coarse-resolution Satellite Application Facility on Land Surface Analysis (LSA-SAF) LST product derived from the Spinning Enhanced Visible and Infrared Imager (SEVIRI) sensor aboard the Meteosat Second Generation (MSG) weather satellite. The LSA-SAF product was downscaled to a spatial resolution of ~30 m, based on predictor variables derived from Sentinel 2, and the Advanced Land Observing Satellite (ALOS) digital elevation model (DEM). Quantitatively and qualitatively, better downscaling results were obtained using the proposed approach in comparison to the conventional approach of downscaling LST using RF widely adopted in LST downscaling studies. The enhanced performance indicates that the proposed approach has the ability to reduce the spatial averaging biases inherent in the LST downscaling methodology and thus is more suitable for downscaling applications in complex environments.
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1. Introduction

Land surface temperature (LST) plays a critical role in surface energy balance and partitioning and hence drives water and biogeochemical cycles [1–3]. The dynamics induced by this cycling, through land–atmosphere interactions, play an essential role in the evolution of weather and climate [4]. Consequently, LST has been widely used as a critical parameter in the estimation of an array of geophysical variables, such as evapotranspiration [5–7], soil moisture [8,9], vegetation water stress [10,11], and urban heat fluxes [12,13], to support various applications, ranging from but not limited to agriculture, climate change, urban climate, forest fire monitoring, energy and water management.

Cognizant to the fundamental role of LST in the understanding of various geophysical processes, and the need to capture their spatial-temporal evolution, space-borne missions often include thermal infra-red (TIR) sensors dedicated to LST mapping. However, the applicability of LST products derived...
from these sensors for operational purposes is hampered by the inherent spatial-temporal trade-off in TIR imagery. Downscaling, also referred to as disaggregation, has come to the fore as a cheaper alternative solution to the spatial-temporal trade-off problem associated with TIR imagery \[14,15\]. Downscaling can be defined as the synergistic utilization of the complementary nature of the high-resolution visible near-infrared (VNIR) imagery and the coarse resolution TIR imagery, sometimes supported by ancillary information to discern the spatial distribution of thermal elements at the resolution of the VNIR imagery. Although various downscaling methods have been proposed, statistical downscaling methods are often preferred over other downscaling methods owing to their simplicity \[14,15\]. Statistical downscaling techniques based on the well-established relationship between LST and vegetation indices (VI) \[16\], such as the disaggregation procedure for radiometric surface temperature (DisTrad) \[17\], and the algorithm for sharpening thermal imagery (TsHARP) \[18\] have shown excellent performance in relatively homogeneous vegetation canopies. However, the assumptions made in the LST-VI feature space-based approach are rarely satisfied in fragmented landscapes undermining their performance \[14,15,19\].

Consequently, statistical downscaling methods that utilize multiple predictor variables such as multiple linear regression and machine-learning algorithms are often preferred in heterogeneous landscapes over the LST-VI feature space-based approaches \[15,20\]. Machine learning-based methods, in particular, have consistently shown superior performance in comparison to other downscaling methods in complex environments. This is due to their ability to learn the complex, often non-linear statistical relationships that exist between the predictor variables and LST in such complex landscapes \[15,21\]. In a study by Li et al. \[21\], the ability of random forest (RF), artificial neural networks (ANN), support vector machines (SVM) and TsHARP to downscale the Moderate Resolution Imaging Spectroradiometer (MODIS) LST in two complex environments around the city of Beijing in China, were compared. In both regions, all the machine learning-based algorithms produced higher downscaling accuracies in comparison to the TsHARP method. Also, their study obtained better downscaling results with RF and ANN compared to SVM. In another study, Hutengs and Vohland, \[22\] applied RF to downscale MODIS LST product from a spatial resolution of ~1 km to 250 m of the MODIS VNIR reflectance in the Jordan River valley, a region characterized by complex terrain. The results of their work showed an improved performance of up to 19% for the RF-based downscaling in comparison to the TsHARP method. In yet another study, Pan et al. \[23\] utilized remote-sensing indices derived from Landsat 8 Optical Land Imager (OLI) to downscale MODIS LST using RF in an urban area located in an oasis–desert transition in China. They reported better accuracies in the downscaled LST based on RF as compared to LST derived from Landsat 8. Besides providing superior robust downscaling performance, machine learning-based downscaling methods have contributed immensely in our understanding of the influence of different predictors on LST under varying environments, such as in arid regions \[23,24\], complex terrain \[22,25\], and urban areas \[26\], among others.

Since its first application in the downscaling of LST by Hutengs and Vohland, \[22\], RF has become popular in the downscaling of TIR data. Being a non-parametric ensemble learning method \[27\], the model is less prone to overfitting and has the ability to handle high dimensional multicollinear data \[28,29\], which explains its superior performance and popularity in downscaling applications. However, although the ensemble decision tree with bagging approach adopted in constructing the RF model reduces the risk of overfitting, the model constructed is the average of the randomly constructed decision trees. Thus, RF is unable to predict data beyond the range of data presented during the model training. Since the methodology adopted in statistical downscaling methods involves a transfer of the model built at the coarse resolution to predict LST at the fine resolution, RF regression-based downscaling approaches will introduce biases related to spatial averaging in the downscaled LST. This issue has not been addressed in downscaling studies since it is generally assumed that the model error correction procedure in the downscaling methodology is sufficient to correct for biases in the model. However, as noted in Bindhu, Narasimhan and Sudheer, \[30\] and Essa et al. \[31\], the assumption made in the model error correction procedure is rarely satisfied in complex, heterogeneous landscapes. The procedure is based on the assumption that the model error computed at the coarse resolution pixel
remains constant for the fine-resolution LST pixels that constitute the coarse resolution pixel. In such environments, the validity of this assumption will tend to decrease as the differences in the spatial resolution between the original LST and the downscaled LST increase. On the other hand, the spatial averaging biases inherent to RF will increase with increasing differences in the spatial resolution. Thus, a downscaling approach that takes into account the effect of spatial averaging in RF regression-based downscaling methodology is needed. Such an approach could harness the potential of TIR data derived from the high temporal but low spatial resolution images from geostationary satellites such as MSG, the Geostationary Operational Environmental Satellite (GOES), and Himawari-8 to provide high spatial-temporal TIR data, alleviating the spatial-temporal trade-off problem associated with TIR imagery.

In this study, an improved universally applicable RF regression-based downscaling approach, which minimizes the spatial averaging biases related to the model trained at the coarse resolution, is presented. The approach is applied to enhance the spatial resolution of the Satellite Application Facility on Land Surface Analysis (LSA-SAF) LST product from a spatial resolution of ~3 km at the sub-satellite view to ~100 m based on Sentinel 2 and Advanced Land Observing Satellite (ALOS) digital elevation model (DEM)-derived predictor variables. The downscaled LST maps are then validated against LST maps derived from Landsat 8. The approach is tested in a region in Kenya, comprising the Kenyan Rift valley system, the Kenyan highlands and the arid and semi-arid lands (ASAL) in the northern part of the country.

2. Materials and Methods

2.1. Methodology

2.1.1. Proposed Downscaling Approach

The conventional approach of downscaling LST in RF is represented by the steps described by Equations (1)–(4). This approach has been widely adopted in various LST downscaling studies (e.g., [21–24]). The studies differ mainly in terms of the chosen predictor variables and the target coarse-resolution LST product.

The proposed approach follows the steps of the conventional approach from Equations (1)–(4). On the other hand, Equations (5)–(9) describe the extension of the conventional approach of downscaling LST in RF to derive the proposed improved approach for downscaling LST using RF regression.

In the first step, an RF regression linking model is trained using the coarse resolution LSA-SAF LST and predictor variables derived from Sentinel 2 and ALOS DEM. The linking model is defined using Equation (1) and describes the relationship between the predictor variables and the target LST at the coarse-scale.

\[
LST_{CR} = F(Var_{CR_1}, \ldots, Var_{CR_n})
\]  

(1)

where, \(LST_{CR}\) is the coarse resolution LSA-SAF LST, \(F\) is the linking model at the coarse resolution, \(Var_{CR}\) is the predictor variable aggregated to the resolution of the LSA-SAF LST, while \(i\) and \(n\) denotes the \(i\)th and \(n\)th selected predictor variable, respectively.

The linking model developed in Equation (1) is scene dependent, but the relationship it describes is assumed to be valid across multiple spatial scales within the scene, thus for each scene, a new model should be trained. Based on this assumption, the linking model is applied to the predictor variables at the fine spatial resolution to predict LST at the fine spatial resolution using Equation (2).

\[
LST_{FHR} = F(Var_{HR_1}, \ldots, Var_{HR_n})
\]  

(2)

where \(LST_{FHR}\) is the high-resolution LST modeled using the coarse resolution model \(F\), and \(Var_{HR}\) is the predictor variable at the fine spatial resolution.

However, since the selected predictor variables cannot fully account for all the variations in LST, the linking model has an inherent error; thus, the derived high-resolution LST should be corrected.
for this error. The model error correction procedure involves a spatial aggregation of the modeled high-resolution LST to the coarse resolution and subsequently computing the model error ($\Delta LST_{CR}$) as the difference between the original coarse resolution LSA-SAF LST and the aggregated LST from the model, as shown in Equation (3).

$$\Delta LST_{CR} = LST_{CR} - \overline{LST_{FHR}}$$  \hspace{1cm} (3)

where $\overline{LST_{FHR}}$ is the predicted LST from Equation (2) aggregated to the coarse resolution. Prior to aggregation to the coarse scale, the high-resolution LST was first converted to radiance using the Stefan–Boltzmann law. Subsequently, the high-resolution radiance was aggregated to the coarse resolution and then converted to the aggregated LST at the coarse resolution by inverting the Stefan–Boltzmann equation. The emissivity used in the Stefan–Boltzmann equation was derived from fractional vegetation cover using the method of Jimenez-Munoz et al. [32]. The fractional vegetation cover was derived from the Normalized Difference Vegetation Index (NDVI) using the method of Carlson and Ripley [33]. The bare soil and full vegetation cover emissivity values adopted in the vegetation fraction based emissivity method are 0.97 Sobrino et al. [34], and 0.99 Sobrino et al. [35], respectively. This step was included in the aggregation procedure to avoid introducing biases in the aggregated LST owing to the non-linear relationship between radiance and LST.

In the model error correction step, it is assumed that the contribution to the model error by the fine resolution pixels that constitute the coarse resolution pixel is constant. Based on this assumption, the model error is resampled to the original resolution of the predictor variables and added to the high-resolution LST obtained using Equation (2) to derive the final downscaled LST as shown in Equation (4).

$$LST_{HR} = LST_{FHR} + \Delta LST_{HR}$$ \hspace{1cm} (4)

where $LST_{HR}$ is the final downscaled LST based on the conventional approach, and $\Delta LST_{HR}$ is the disaggregated model error.

However, in spatially heterogeneous environments and in particular, where the difference in spatial scales between the fine resolution predictor variables and the coarse resolution LST is large, this assumption is rarely satisfied.

The other shortcoming in the downscaling approach, especially when regression tree-based machine-learning algorithms such as RF are applied, is the assumption that the model developed in Equation (1) is valid across multiple spatial scales. The training data used to derive the model at the coarse-scale is an average representation of the spatial variability within the scene. Thus, as the difference in spatial scales between the fine resolution predictor variables and the coarse resolution LST increases, more spatial details which were not present at the coarse-scale will emerge. Since regression tree-based machine-learning algorithms are poor at predicting data outside the range of data present during training, the model trained at the coarse resolution will rarely capture such spatial details.

To counter this problem, the high-resolution LST obtained in Equation (4) is used to construct a new RF regression model and predict new data range-enhanced LST at the fine resolution using Equation (5).

$$LST_{fHR} = f(Var_{HR1}, \ldots, Var_{HRn})$$ \hspace{1cm} (5)

where $LST_{fHR}$ is the data range enhanced high-resolution LST, and $f$ is the RF regression model trained at the fine resolution.

Unlike the LST predicted using Equation (2), the LST from Equation (5) is less affected by issues related to averaged data ranges in the training data. However, the LST from Equation (5) still needs to be corrected for the model error, since the selected predictor variables cannot entirely account for the variations in LST. Also, it should be adjusted for the averaging effect related to the constant redistribution of the model error in the fine resolution LST obtained using Equation (4). Thus, the final corrected LST is represented by Equation (6).
where \( \text{LST}_{NHR} \) is the final downscaled LST using the proposed approach and \( \Delta \text{LST}_{AVG} \) is the averaging effect in the model error correction procedure.

The difference between the LST from Equation (4) and LST from Equation (5) is assumed to be primarily related to the averaging effect in the model error correction procedure. Thus, the averaging effect can be approximated using Equation (7).

\[
\Delta \text{LST}_{AVG} = \text{LST}_{fHR} - \text{LST}_{HR}
\]  

Substituting Equation (4) into Equation (7) and rearranging the terms yields:

\[
\Delta \text{LST}_{HR} + \Delta \text{LST}_{AVG} = \text{LST}_{fHR} - \text{LST}_{FHR}
\]  

Equation (8) indicates that the corrections for the model error and the averaging errors can be approximated as the difference between the LST predicted using Equation (5), and LST predicted using Equation (2). Thus, Equation (6) can be rewritten as follows:

\[
\text{LST}_{NHR} = 2 \times \text{LST}_{fHR} - \text{LST}_{FHR}
\]

Equation (9) represents the final proposed approach for downscaling LST in complex environments using RF regression.

Besides enhancing the spatial details in the LST predicted at the fine resolution, the proposed approach indirectly incorporates the coarse-resolution model error correction as shown in Equation (8). Thus, the impact of the coarse-resolution model error correction on the downscaled LST should be less pronounced since the approach does not assume a constant redistribution of the coarse-resolution model error.

Due to the indirect incorporation of the model error correction as opposed to the direct addition of the model error in the conventional method (Equation (4)), the proposed approach will also predict LST even for cloud-contaminated pixels during the overpass time of the thermal sensor. However, the LST predicted for the cloud contaminated pixels will be highly uncertain since the RF regression models used to derive \( \text{LST}_{fHR} \) and \( \text{LST}_{FHR} \) do not contain any information on LST under cloudy conditions. Thus, we strongly recommend masking out the cloud-contaminated pixels using the cloud mask of the thermal image.

2.1.2. Random Forest Model Description

Random forests [27] are an ensemble decision tree-based supervised machine learning algorithm. The ensemble consists of an average over several randomized and de-correlated decision trees adapted for either classification or regression. For regression purposes, non-linear multivariate regression trees are constructed, with a set of decision rules being used to determine the splitting when building the trees. A bootstrap sample which contains about two-thirds of the observations is selected during model training to grow each tree, and by using a randomly selected subset of predictors, the chance of model overfitting is reduced. Splits are achieved by minimizing a cost function between the target and the predictors resulting in a regression tree.

A third of the unseen observations during model training are used to compute the popular out-of-bag (OOB) error estimate in RF [27]. A prediction is constructed for each of the unseen data instances using only those regression trees in which the respective data instance was not used in training. The average error over all OOB predictions is then used to derive the overall OOB score, providing a convenient way of assessing the performance of the model. On the other hand, improvements recorded on the splitting decision at each split node and for each tree are used to derive variable importance rankings, enabling the assessment of the contribution of each predictor to the final model. Other advantages include the
ability of RF to account for correlations among features [29,36], to handle continuous and categorical
data simultaneously, and the relatively small number of model parameters needed [37].

In this study, the RF regression framework for the downscaling of LST was implemented in Python
using the scikit-learn (sklearn) package [38].

2.1.3. Selection of Predictor Variables

Multiple predictors are often needed to adequately describe variations in LST in fragmented
landscapes owing to the complex interactions between LST and various factors related to climate,
land use and land cover (LULC), and topography [22]. However, besides the computation demand that
comes with increasing the number of predictors in machine-learning algorithms, it has been shown
that an increase in the number of predictors increases the risk of model overfitting [39]. Additionally,
despite the ability of RF to handle high-dimensional and correlated variables, it has been shown that
high-dimensional variables can lead to inflated OOB accuracy scores and model instability [40].

Given these shortcomings, an objective feature selection approach based on the recursive feature
elimination with cross-validation (RFECV) implemented through the sklearn package was chosen for
selecting predictor variables. RFECV is a combination of the iterative feature elimination criterion
proposed by Guyon et al. [39] and a cross-validation (CV) data splitting strategy. The iterative feature
elimination involves the removal of the least ranked feature at each step based on weights computed
based on a minimization objective function. In this study, an RFECV with the mean squared error
(MSE) as the objective function and a CV of 3 (default in sklearn) was adopted. The predictors selected
through the RFECV criterion were then used to train the RF regression linking model.

2.1.4. Validation of Downscaled Land Surface Temperature (LST) Maps

Owing to the scarcity of in situ LST measurements, checking for product consistency against
results obtained from other models or LST products is a generally accepted indirect validation
approach in LST-related studies [1,41]. As such, per pixel comparison between LST maps derived
through downscaling and LST maps derived from Landsat 8 was performed to check for consistency
between the downscaled LST against the one derived from Landsat 8. The performance of the
downscaling approaches was evaluated in terms of the root mean squared error (RMSE), the coefficient
of determination ($R^2$) and bias, described by Equations (10)–(12), respectively.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (LST_m - LST_r)^2}
\]

where $LST_m$ is the modeled LST, $LST_r$ is the reference LST and $n$ is the total number of pixels.

\[
R^2 = 1 - \frac{\sum (LST_r - LST_m)^2}{\sum (LST_r - \bar{LST}_r)^2}
\]

where $\bar{LST}_r$ is the mean reference LST.

\[
Bias = \frac{\sum_{i=1}^{n} (LST_m - LST_r)}{n}
\]

2.2. Study Area and Data

2.2.1. Study Area

The study area is located in Kenya and lies roughly between 35°E and 38°E, and 3°S and 3°N as
shown in Figure 1. The study area coverage was influenced mainly by the availability of coinciding
orbital paths for both Sentinel 2 and Landsat 8. The red dotted line in Figure 1 indicates the separation
between the two orbital paths of Sentinel 2, 092 to the right, and 135 to the left, which makes up a
mosaic of the study area. On the other hand, the orbital path for Landsat 8 in Figure 1 corresponds to orbital path number 168, and is a mosaic of tile numbers 059, 060 and 061, and forms the validation area for the downscaling. Although the orbital path of Landsat 8 falls exclusively on orbital path 092 of Sentinel 2, the study area was extended to cover path 135 to increase the thermal contrast within the study area. Since the time lag between the overpass dates for path 092 and 135 is three days at maximum, it was assumed that no significant discrepancies would arise on the reflectance mosaic obtained from the two orbits. The total study area consists of a mosaic of approximately 24 full tiles of Sentinel 2.

Figure 1. Map showing the study area and the coverage of data used.
The study area is characterized by pronounced topographical differences with elevation ranging from as low as 259 m above sea level (masl) in the northern parts to as high as roughly 5184 masl on top of Mt. Kenya. The study area is straddled from north to south by the eastern branch (Kenyan Rift valley system) of the East African Rift System (EARS). The Kenyan Rift Valley system cuts in between the Mau Escarpment and the Aberdares Mountain Ranges at the central part of the study area, creating areas with sharp elevation drop between the mountains and the floor of the valley. Variations in climatic conditions within the study area are mainly topography-induced. Mean daily air temperature range from less than 10 °C in the mountains to above 30 °C in the low lying ASAL regions. The study area is also characterized by highly fragmented LULC due to the highly mixed land use related to small scale farming activities.

2.2.2. Data Acquisition and Processing

Table 1 shows the datasets used in this study, their characteristics, and their respective sources.

| Dataset | Temporal Resolution | Spatial Resolution | Processing Level | Source |
|---------|---------------------|--------------------|------------------|--------|
| Sentinel 2 | 5 days | 20 m | Level 1C (TOA) | https://scihub.copernicus.eu/dhus/#
| LSA-SAF LST | 15 min | ~3 km | Operational product | https://landsaf.ipma.pt/en/products/land-surface-temperature/ |
| ALOS DEM | Once | 30 m | Void filled | https://www.eorc.jaxa.jp/ALOS/en/aw3d30/data/index.htm |
| Landsat 8 OLI (band 4 and 5) | 16 days | 30 m | C1 Level-2 (BOA) | https://earthexplorer.usgs.gov/ |
| Landsat 8 TIR (band 10 and 11) | 16 days | 100 m | C1 Level-1 (TOA) | https://earthexplorer.usgs.gov/ |
| Total column water vapor | Hourly | 30 km | Model output | https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels?tab=form |

The LSA-SAF LST product [42] was used as the coarse target resolution LST for building the model. The LST product from LSA-SAF is an operational LST product disseminated through the Satellite Application Facility on Land Surface Analysis (Land-SAF) of the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) in near real-time at time intervals of 15 min and at a spatial resolution of approximately 3 km at sub-satellite. It is derived from the split window channels of the SEVIRI sensor onboard the MSG suite of weather satellites based on the generalized split-window algorithm proposed by Dozier, [43] adopted for the SEVIRI sensor [42,44]. The product has consistently been shown to meet the set target RMSE of 2 K [45,46].

The ALOS World 3D-30m (AW3D30) DEM [47], was used to derive topography-related predictors, namely Elevation, Slope, and Aspect. ALOS DEM is considered the most accurate of the current freely available DEM’s averaging an RMSE of 1.78 m for the vertical height [48]. The ALOS DEM-derived predictor variables were then aggregated to the sampling resolution (100 m) of Landsat 8 TIR bands, which was adopted as the base resolution for the downscaling model in order to match the spatial resolution of the validation LST maps derived from Landsat 8.

Sentinel 2 Level 1C products represent the top of atmosphere (TOA) reflectance and were downloaded and converted to surface or bottom of atmosphere (BOA) reflectance by correcting for atmospheric effects using the Sen2Cor algorithm [49]. A total of 11 bands were obtained after atmospheric correction since the coastal aerosol, and the cirrus bands do not contain surface information, thus not included as part of the Level 2A product produced by the Sentinel Application Platform (SNAP) software. The bands obtained after atmospheric correction include Blue, Green, Red, Near Infrared (NIR), Red Edge 1 (RE1), Red Edge 2 (RE2), Red Edge 3 (RE3), Narrow Near Infrared (NNIR), Shortwave Infrared 1 (SWIR1), Shortwave Infrared 2 (SWIR2), and the Water vapor (wvp band). The cloud and cloud shadow masks produced during the atmospheric correction procedure were applied to the remaining surface reflectance bands to obtain cloud-free pixels. Cloud-free pixels from two consecutive
overpasses were then used to create composite images, with reduced effects of cloud contamination. The dates for the Sentinel 2 images used to generate the composite images, the LSASAF LST acquisition dates, and the corresponding Landsat 8 overpasses are shown in Table 2.

Table 2. Acquisition dates for images used in the study.

| LSA-SAF | Landsat 8 (Path 168) | Sentinel 2 (Orbit 092) | Sentinel 2 (Orbit 135) |
|---------|----------------------|------------------------|------------------------|
| 13 January 2018—07: 45 | 13 January 2018—07: 42 | [14 January 2018 and 19 January 2018] | [12 January 2018 and 17 January 2018] |
| 29 January 2018—07: 45 | 29 January 2018—07: 42 | [24 January 2018 and 29 January 2018] | [27 January 2018 and 1 February 2018] |
| 1 February 2019—07: 45 | 29 January 2018—07: 42 | [29 January 2019 and 3 February 2019] | [1 February 2019 and 6 February 2019] |
| 21 March 2019—07: 45 | 29 January 2018—07: 42 | [20 March 2019 and 25 March 2019] | [18 March 2019 and 23 March 2019] |

The composite surface reflectance images were then resampled and co-registered to match the sampling spatial resolution (100 m) of Landsat 8 TIR bands. The resampled surface reflectance bands were then used directly as predictor variables. Additionally, the surface reflectance bands were used to derive the additional remote sensing predictor variables shown in Table 3.

Landsat 8 imagery and Total Column Water Vapour (TCW) product from the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis (ERA-5) were used to derive LST maps for validating the downscaled LST maps. Landsat 8 LST maps were derived based on the generalized split-window algorithm proposed by Li and Jiang, [41] for Landsat 8 data. Before the derivation of the LST maps from Landsat 8, all the datasets were resampled to the sampling resolution (100 m) of Landsat 8’s TIR bands. It should be noted that, although stray light contamination had plagued the TIR bands of Landsat 8 [50], an operational stray light correction procedure was implemented in 2017 to correct for these artifacts [51]. Gerace and Montanaro, [51] report that the fidelity of the corrected bands is within the range of that of MODIS TIR channels. Li and Jiang, [41] reported an error of less than 1 K using their generalized split-window algorithm in comparison to the MOD11_L2 V6 MODIS LST product, indicating the ability of the algorithm to retrieve LST from the TIR bands of Landsat 8 accurately.

Table 3. Sentinel 2-derived remote-sensing indicators.

| Remote Sensing Indicator | Targeted Surface/Characteristics | Formulation | Author |
|--------------------------|----------------------------------|-------------|--------|
| Normalized Difference Vegetation Index (NDVI) | Vegetation | (NIR − Red) | [52] |
| Enhanced Vegetation Index (EVI) | Vegetation | (NIR + Red) | [53] |
| Soil-Adjusted Vegetation Index (SAVI) | Vegetation | 2.5 × (NIR + 6 × Red − 7.5 × Blue + 1) | [54] |
| Fraction Vegetation Cover (FVC) | Vegetation cover/density | (NIR + Red + 0.5) | [53] |
| Bare Soil Index (BSI) | Bare soil surfaces | (NDVIv − NDVIs)² | Where NDVIs = 0.86 and NDVIv = 0.20 | [33,55] |

Where

(NDVIv + Red) − (NIR + Blue) | [56] |

(SWIR1 + Red) + (NIR + Blue)
Table 3. Cont.

| Remote Sensing Indicator | Targeted Surface/Characteristics | Formulation | Author |
|--------------------------|----------------------------------|-------------|--------|
| Normalized Difference Built-up Index (NDBI) | Built-up areas | SWIR1 − NIR | [57] |
| Normalized Difference Water Index (NDWI) | Water bodies | SWIR1 + NIR | [58] |
| Normalized Multi-band Drought Index (NMDI) | Soil and Vegetation moisture stress | NIR − (SWIR1 − SWIR2) | [59] |
| Normalized Difference Water (Moisture) Index (NDMI) | Vegetation Water Content | NIR + (SWIR1 − SWIR2) | [60] |

3. Results

3.1. Selection of Predictor Variables

The results of the predictor variable selection process are shown in Figure 2 and Table 4. Figure 2 shows the influence of increasing the number of predictor variables on the model’s performance. The model performance increases drastically when predictor variables are increased from 1 to about 12 variables, as indicated by the decrease in the RMSE with increasing variables. Beyond 12 variables, increasing the number of variables yields minimal effect on the model performance.

Figure 2. Variation of the root mean squared error (RMSE) obtained through recursive feature elimination with cross-validation (RFECV) with an increasing number of predictors.

Table 4 shows the total number of variables selected, the RMSE values obtained during the variable selection process using RFECV, and the OOB score values for models trained using all the variables and the RFECV selected variables, respectively. In three of the four days, RFECV variable selection resulted in 20 variables except for 13 January 2018, when 18 variables were selected. Overall, the performance of the models based on the two sets of predictor variables is more or less the same.
Table 4. Error metrics obtained with all variables and RFECV selected variables.

| Date             | All Variables | Selected Variables | Total Selected Variables |
|------------------|---------------|--------------------|--------------------------|
|                  | OOB Score [-] | RMSE [K]           | OOB Score [-] | RMSE [K] |                      |
| 13 January 2018  | 0.93          | 1.49               | 0.93          | 1.48     | 18                    |
| 29 January 2018  | 0.95          | 1.47               | 0.96          | 1.46     | 20                    |
| 1 February 2019  | 0.95          | 1.48               | 0.95          | 1.48     | 20                    |
| 21 March 2019    | 0.93          | 1.54               | 0.94          | 1.53     | 20                    |
| Average          | 0.94          | 1.50               | 0.95          | 1.49     | 20                    |

Figure 3 shows the individual variables selected through RFECV for each day and their respective percentage contribution to the final model. Although the RFECV variable selection did not show much variation in the number of selected variables across the days considered, the individual variables selected vary across the days, as observed in Figure 3. Topography-related variables and indices are constantly selected, and only reflectance variables change during the selection process across the four days. In terms of the contribution of the variables to the final model, vegetation indices, i.e., NDVI, Enhanced Vegetation Index (EVI), Soil-Adjusted Vegetation Index (SAVI), and the Fraction Vegetation Cover (FVC), have the highest contribution to the final model. The least contribution is observed in reflectance variables. Elevation follows the vegetation-related indices in the contribution to the final model. From Figure 3, it is also observed that the overall trend in terms of the percentage contribution by the topography-related variables is mostly unchanged.

Figure 4 shows the scatterplot between the original LSA-SAF LST and the predicted LST obtained using the RF regression model built on the selected variables at the coarse-scale, with the data split into

3.2. The Prediction Ability of the Selected Model

Figure 4 shows the scatterplot between the original LSA-SAF LST and the predicted LST obtained using the RF regression model built on the selected variables at the coarse-scale, with the data split into
70% to 30% training and validation sets, respectively. The spread between the points is quite linear and follows the one-to-one line.

To investigate the ability of the developed model to predict LST at high resolutions, LST predicted by the model was compared to LST derived from Landsat 8. The results of the comparison are shown in Figure 5. The results indicate a linear relationship between the predicted LST and Landsat 8 LST. However, compared to results at the coarse scale (Figure 4), a decrease in the model performance is observed in Figure 5. There is a reduction in the model performance both in terms of the R2 and the RMSE. Notably, a significant departure from the linear trend is observed in both the upper and lower limits of the scatterplots. At the lower limits, Landsat 8 LST decreases without a corresponding decrease in the predicted LST. In contrast, at the upper limits, Landsat 8 LST increases without a corresponding increase in the predicted LST. Although the model performance at the high resolution is considerably lower, the trend in the model performance in terms of both the R2 and the RMSE observed in Figure 5 is consistent with the trend in the model performance seen in Figure 4.
Figure 5. Relationship between Landsat 8-derived LST and RF-predicted LST at 100 m for each day corresponding to the four Landsat 8 overpass dates used in the study.

3.3. Downscaling Results

Figure 6 shows LST maps derived from Landsat 8 and the downscaled LST maps obtained using the conventional RF approach and the proposed RF approach. The downscaled LST maps from both approaches show consistency with Landsat 8-derived LST maps both in terms of the spatial details and variations in the LST across the four days. One notable difference is the considerably lower amount of pixels with missing data (white patches) in the maps derived using the proposed approach in comparison to the maps obtained using the conventional approach as well as from Landsat 8. The pixels with missing data are mainly related to cloud cover, and to a lesser extent, water bodies.
Figure 6. LST maps derived from Landsat 8 (top) and the downscaled LST maps (middle and bottom) corresponding to orbit 168 of Landsat 8 for the four Landsat 8 overpass days used in the study.

Figure 7 shows LST maps for a section of the Aberdares Mountain ranges, one of the areas in the study area that is characterized by complex terrain. The downscaled LST maps in Figure 7 show more spatial details than the coarse-scale LSA-SAF LST maps. The spatial details in the downscaled maps are also consistent with the ones observed in the Landsat 8 LST maps. However, the maps obtained using the proposed approach show enhanced details, which are more consistent with the ones observed in the Landsat 8 LST maps, especially in the transition zones between the mountains and the surrounding areas.
Figure 7. A zoom-in to the area labeled A in Figure 1 showing variations in LST in the complex terrain of the Aberdares Mountain ranges.

Figure 8 shows an ASAL area in the semi-arid northern part of Kenya. Similar to the observations in Figure 7, enhanced spatial details are observed in the downscaled images in comparison to the LSA-SAF LST maps. In addition, more spatial details and better spatial consistency with Landsat 8 LST maps are observed in the maps derived using the proposed approach than in the conventional approach. However, it is also observed that the downscaled maps from both approaches show slightly higher LST than that observed in the Landsat 8 LST maps.
Figure 8. A zoom-in to the area labeled B in Figure 1 showing variations in LST in an arid and semi-arid land (ASAL) area.

Figure 9 shows the linear regression results between the Landsat 8 derived LST and the downscaled LST from the two approaches. The regression results confirm the spatial consistency observed between Landsat 8 LST maps and downscaled LST maps in Figure 6. A strong linear relationship is observed between the Landsat 8 LST and the downscaled LST using both downscaling approaches. However, the proposed approach shows a slightly better performance in terms of the $R^2$ in comparison to the conventional approach on 29 January 2018 and 1 February 2019 while a slight deterioration in the $R^2$ is observed on 13 January 2018 and 21 March 2019. In terms of the RMSE, the proposed approach performs marginally better than the conventional approach across all the days. In terms of the bias, the proposed approach shows a better performance than the conventional approach across all the days apart from 13 January 2018. With regards to the spread of points relative to the one-to-one line, the proposed approach shows less scatter, especially at the lower temperatures. However, the proposed approach shows more scatter in the upper-temperature ranges in some of the days, e.g., on 21 March 2019. Based on the scatterplots, it is also evident that, in general, both downscaling approaches tend to overestimate the LST observed by Landsat 8 at the higher LST values.
The statistical results presented in Table 5 show the least performance based on the conventional approach is observed in the fully vegetated areas. In contrast, the best performance based on the proposed approach is observed in the sparsely vegetated areas. Table 5 illustrates a significant improvement in the performance of the downscaled LST in partial and full vegetation canopies based on both the R² and the RMSE in comparison to the conventional approach. In terms of the R², an average increase of 0.07 and 0.22 is observed in the partially and fully vegetated areas, respectively. In terms of the RMSE, an average reduction of 0.99 and 1.32 K is obtained in the partially and fully vegetated areas, respectively. However, in the sparsely vegetated areas, the proposed approach shows a slight deterioration. An average reduction of 0.06 in the R² and an increase of 0.02 K
in the RMSE is observed in the sparsely vegetated areas. The proposed approach shows a lower bias across the three classes of vegetation coverage in comparison to the conventional approach. Based on the bias, it is also observed that both approaches overestimate the Landsat 8 LST in the sparsely vegetated areas and underestimate Landsat 8 LST in both the partially and fully vegetated areas.

4. Discussion

The main goal of this study was to reduce the spatial averaging bias inherent in LST downscaling methodology using RF regression in complex environments. As noted in Kustas and Anderson, [2], in complex environments, the partitioning of available energy at the land surface is influenced by many other factors besides soil moisture and vegetation cover. Thus, as highlighted in Hutengs and Vohland, [22], Yang et al. [24] and Zhao et al. [25], additional predictor variables, especially those that have an influence on albedo, surface emissivity, and solar insolation are vital for downscaling LST in complex environments. The results shown in Figure 2 are a confirmation of the added benefits of using multiple predictors variables in the downscaling of LST in complex environments. However, based on the results in Figure 2 and Table 4, it is evident that there is a limit to the number of predictor variables that are beneficial to the model performance. As observed in Figure 2, it appears that the inflection point in terms of the contribution of the predictor variables to the model performance is about 12 variables. Thus, most of the predictor variables beyond the inflection point are likely redundant. The redundancy may likely be due to correlated predictor variables or simply because some predictor variables have little correlation with LST. Although RF is not highly affected by feature correlation, it is beneficial to carry out variable selection since, as pointed out in Guyon et al. [39] and Millard and Richardson, [40], besides reducing the computation demand, the choice of predictors in machine learning reduces the dimensionality problem and thus lowers the risk of model overfitting. Based on the results presented in Figure 3, it appears that reflectance bands constitute most of the redundant predictors. They are the most affected during the process of variable selection in RFECV, and in most cases, have the least contribution to the final model, indicating that they are weaker LST predictors. Similar findings have been reported in Yang et al. [24] and are attributed to the fact that, unlike remote-sensing indices, raw reflectance bands contain less information on the characteristics of the surface. The high contribution by vegetation indices to the linking model observed in Figure 3 is an assertion to the well-established LST-VI feature space concept reported in Sandholt et al. [16]. On the other hand, the stable contribution by topography-related variables shows the significant influence of topography on LST in complex terrain and agrees with findings in Hutengs and Vohland, [22] and Zhao et al. [25].

Although the risk of overfitting in RF is low even in the presence of correlated variables [27,29,36], Strobl et al. [29] note that correlation has huge influence on the variable importance measures generated using RF. The considerable variations in each vegetation index’s contributions despite their relatively constant combined contribution to the final model observed in Figure 3 across the four days support the argument by Strobl et al. [29]. Through random selection of predictor variables, the effect of collinearity on the prediction ability of RF is reduced since the contribution of the other correlated variables is significantly reduced because the impurity they can remove is already removed by the first randomly selected predictor variable. Besides, as noted in Strobl et al. [29], the random selection of predictor variables allows for the inclusion of marginalized predictors in the ensemble, thus improving the stability of the model. However, since the random permutation importance approach employed in the computation of variable importance in RF assesses the change in the model performance based on the presence or absence of the selected variable, collinear variables will tend to compensate for each other during the process of random permutation, leading to biases in the variable importance derived from RF. Thus, as observed in Figure 3 any of the correlated variables can be selected to remove the impurity when splitting the nodes making it difficult to determine the individual contribution of each predictor variable to the final model. Consequently, as argued in Matsuki et al. [36] the contribution of the correlated vegetation related variables in Figure 3 can only be interpreted as group and not independently.
Results presented in Figure 4 indicate that the linking models built using Equation (1) are capable of predicting LST in each of the respective model training scenes. A high linear relationship exists between the modeled LST against the 30% unseen LST data set aside during model training, as confirmed by the high \( R^2 \) (0.94 on average), indicating the selected predictors can largely explain the thermal variability in the respective scenes. However, upon transfer to the fine spatial resolution, the model performance deteriorates. This deterioration is primarily due to the inability of the selected predictor variables to account for other variations in LST at fine resolution [17]. However, the trend observed on the extreme edges of the scatterplots in Figure 5 cannot be attributed solely to the inability of the predictor variables to capture variations in LST at high resolution. This trend is attributed to the inability of the RF model to predict beyond the data range present in the training data. This trend indicates that the model developed at the coarse-scale largely represents the average conditions within the scene, thus cannot adequately capture the variations in LST under extreme conditions.

Based on visual comparison of the downscaled LST maps presented in Figure 6, not much difference can be discerned between the conventional approach and the proposed approach, apart from less cloud contamination in the maps derived from the proposed approach. However, the zoomed-in areas shown in Figures 7 and 8 indicate that besides lesser cloud contamination, more spatial details consistent with Landsat 8 LST maps are observed in the LST maps derived using the proposed approach. This improvement is attributed to the step implemented to enhance the data range in the RF regression model and the model error correction procedure adopted, which avoids a constant redistribution of the model error calculated at the coarse-scale. However, this step results in the proposed approach reproducing LST even under cloud-contaminated pixels, resulting in less cloud-contaminated LST maps. Although this might be appealing to the user, as suggested in the methodology, it is strongly recommended to mask out the cloud-contaminated pixels. As pointed out in Martins et al. [44], clouds alter the redistribution of the incoming shortwave and longwave radiation at the surface resulting in an entirely different energy balance at the surface in comparison to the energy balance under clear sky conditions. The relatively poor performance in terms of the spread of scatter points observed on 13 January 2018 in Figure 9 also suggests that cloud cover may influence the downscaling results since cloud masking may not detect all the cloud-contaminated pixels. Besides, as pointed out in Kustas et al. [17] and Hutengs and Vohland [22], downscaling of LST is influenced considerably by thermal contrast within the scene, which may be affected by excessive cloud cover. The reduced thermal contrast may lead to an imbalance in the distribution of LST values in the target LST when training the model. As noted in Millard and Richardson [40], imbalances in the target variable will increase the risk of model overfitting, undermining the model’s prediction ability. However, the effect may also be related to the effect of cloud cover on Landsat 8 LST, since the coarse resolution, TCW product used cannot capture the high spatial variability in atmospheric water vapor under cloudy conditions.

The statistical results shown in Table 5 and the scatterplots in Figure 9 indicate that the proposed approach is superior to the conventional approach, especially in vegetated areas. Vegetated areas mainly correspond to the lower temperatures where much of the improvement in the scatter in Figure 9 is observed. The weaker performance in vegetated areas compared to the sparsely vegetated areas based on the conventional approach, appears to contradict results from other studies, e.g., in Kustas et al. [17] and Agam et al. [18]. However, the weaker performance is mainly attributed to topography since most of the fully vegetated areas correspond to forested areas in the mountains. In contrast, the sparsely vegetated areas are mostly located in low lying areas where the effect of topography is less pronounced. As pointed out in Hutengs and Vohland, [22], the complex terrain in mountainous areas has profound implications on LST downscaling. The significant improvement observed in the fully vegetated areas using the proposed approach can be attributed to an improved ability of the proposed approach to capture the spatial details in the complex mountain environment. The enhanced spatial details are due to reduced spatial averaging errors related to the coarse model and the model error correction in the proposed approach.
The biases observed in the downscaled LST in both approaches may be partly related to systematic differences in the Landsat 8 LST and the coarse-resolution LSA SAF LST. However, the tendency by the downscaled LST to overestimate the Landsat 8 LST in the arid sparsely vegetated areas may also be partly attributed to the inability of the selected predictor variables to capture the thermal variability related to other factors such as soil moisture. In addition, it should also be noted that Landsat 8-derived LST has been shown to underestimate observed LST in arid environments [23]. The underestimation is partly related to the use of vegetation cover to obtain emissivity in the calculation of LST from Landsat 8 [41]. The constant bare surface emissivity adopted in the vegetation cover-based emissivity method cannot capture the enormous variations in emissivities depicted by bare surfaces. Thus, it is difficult to draw conclusions from the performance of the downsampling results obtained in the arid sparsely vegetated areas in the absence of reliable LST estimates.

5. Conclusions

In this study, an improved approach for downsampling coarse-resolution TIR data in complex environments based on RF regression is presented. The approach is applied to downscale the coarse-resolution LSA-SAF LST (~3 km) to ~100 m using predictor variables derived from Sentinel 2 and ALOS DEM. Visually, the LST maps obtained based on the proposed downsampling approach show more spatial details, which are more consistent with the Landsat 8-derived maps as opposed to the conventional RF-based downsampling approach.

Quantitatively, comparison with LST derived from Landsat 8 indicates that the proposed approach, in general, outperforms the conventional approach. The proposed approach shows an overall decrease in the bias across all the three vegetation cover categories. Significant improvements are also observed in the forested mountainous areas, where a 0.22 increase in the R² and a decrease of 1.32 K in the RMSE is obtained. In the partially vegetated areas, the R² improved by 0.07, while a reduction in the RMSE by 0.99 K is achieved. On the other hand, a slight decrease in performance, a 0.06 decrease in the R² and an increase of 0.02 K in RMSE is observed in the sparsely vegetated areas. Concrete conclusion on the performance of the downsampling results in the sparsely vegetated areas cannot, however, be made owing to uncertainties inherent in Landsat 8 LST in arid regions.

The improved performance observed based on the proposed approach indicates that the approach is suitable for correcting for spatial averaging errors related to the model trained at the coarse resolution in regions characterized by complex terrain.
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