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Abstract—We consider a zeroth-order distributed optimization problem, where the global objective function is a black-box function and, as such, its gradient information is inaccessible to the local agents. Instead, the local agents can only use the values of the objective function to estimate the gradient and update their local decision variables. In this paper, we also assume that these updates are done asynchronously. To solve this problem, we propose an asynchronous zeroth-order distributed optimization method that relies on a one-point residual feedback to estimate the unknown gradient. We show that this estimator is unbiased under asynchronous updating, and theoretically analyze the convergence of the proposed method. We also present numerical experiments that demonstrate that our method outperforms two-point methods under asynchronous updating. To the best of our knowledge, this is the first asynchronous zeroth-order distributed optimization method that is also supported by theoretical guarantees.

I. INTRODUCTION

Distributed optimization algorithms have been used to solve decision making problems in a wide range of application domains, including distributed machine learning [1], [2], resource allocation [3] and robotics [4], to name a few. In these problems, agents aim to find their local optimal decisions so that a global cost function that depends on the joint decisions is minimized. Existing algorithms, e.g., [5]–[8] often assume that the gradients of the objective function is known and available to the agents. However, this is not always the case in practice. For example, complex systems are often difficult to model explicitly [9], [10]. Similarly, in applications such as online marketing [11] and multi-agent games [12], the decisions of other agents cannot be observed and, therefore, the gradient of the objective function cannot be locally computed. Finally, many distributed optimization algorithms assume that all agents update their local decisions at the same time, which requires synchronization over the whole network and can be expensive to implement.

In this paper, we consider distributed optimization problems where a group of agents collaboratively minimize a common cost function that depends on their joint decisions. Moreover, we assume that the agents can only observe and update their local decision variables, and that the gradient of the common objective function with respect to each agent's local decision is not accessible. To solve this problem, zeroth-order optimization methods [13]–[16] have been proposed that estimate the gradient using the values of the objective function. Existing zeroth-order gradient estimators can be classified into two categories, namely, one-point feedback [13], [16] and two-point feedback [14], [15] estimators, depending on the number of decision points they query at each iteration. The first one-point gradient estimator is analyzed in [13] and has the form

$$G_{\mu}(x_k) = \frac{f(x_k + \mu u_k)}{\mu} - \frac{f(x_k)}{u_k}, \quad (1)$$

where $f$ is a cost function, $x_k$ is a decision variable at time $k$, $\mu$ is a smoothing parameter, $u$ is sampled from a normal Gaussian distribution $\mathcal{N}(0, I_n)$ and $I_n$ is an $n$ dimensional identity matrix. The estimator (1) requires to evaluate the objective function at a single point $x_k + \mu u_k$ at iteration $k$ but usually suffers large variance which slows down the optimization process. To reduce the variance of the one-point gradient estimator (1), the works in [14], [15] study the two-point gradient estimators

$$G_{\mu}(x_k) = \frac{f(x_k + \mu u_k) - f(x_k)}{\mu} u_k, \quad (2)$$

and

$$G_{\mu}(x_k) = \frac{f(x_k + \mu u_k) - f(x_k - \mu u_k)}{2\mu} - \frac{f(x_k)}{u_k}, \quad (3)$$

that evaluate the objective function at two distinct decision points at iteration $k$. Recently, a new one-point gradient estimator has been proposed in [16], called the residual-feedback gradient estimator,

$$G_{\mu}(x_k) = \frac{f(x_k + \mu u_k) - f(x_{k-1} + \mu u_{k-1})}{\mu} u_k, \quad (4)$$

that enjoys the same variance reduction effect of the two-point gradient estimators (2) and (3) but only requires to evaluate the objective function at a single decision point at each iteration. We note that verbatim application of the above centralized gradient estimators to the distributed problem considered in this paper requires synchronization across the agents. This is because the perturbation is according to the full decision vector and required to be implemented simultaneously. To the best of our knowledge, asynchronous zeroth-order distributed optimization methods have not been studied in the literature. If the objective function gradient is known, asynchronous distributed optimization methods with a common objective function have been studied in [17]–[19]. However, these works can not be directly extended to solve the black-box optimization problems considered here.
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In this paper, we consider a model for asynchrony where a single agent is randomly activated at each time step to query the objective function value at one decision point or update its local decision variable. Then, we propose an asynchronous zeroth-order distributed optimization algorithm that relies on extending the centralized residual-feedback gradient estimator (4) so that it can handle asynchronous queries and updates. Specifically, we show that the proposed zeroth-order gradient estimator provides an unbiased estimate of the gradient with respect to each agent’s local decision. Also, we provide bounds on the second moment of this estimator, the first of their kind for any asynchronous zeroth-order gradient of this type, which we then use to show convergence of the proposed method. As expected, the variance of this estimator is greater than the variance of the estimator in (4), since other agents in the network can update their decision variables between an agent’s two consecutive queries of the objective function.

We note that, almost concurrently with this work [20] proposed an asynchronous zeroth-order optimization algorithm that relies on the two-point gradient estimator (3). Unlike the method proposed here, [20] assumes that while a single agent queries the values of the objective function at decision points $x_k + \mu t_k$ and $x_k - \mu t_k$, the other agents do not update their decision variables, even if any of them are activated. This assumption limits the number of updates the agents can make during a fixed period of time and affects the performance of the asynchronous system. Related is also work on distributed zeroth-order methods for the optimization of functions that are the sum of local objective functions, see [21]–[24]. However, these methods assume synchronous updates.

The rest of this paper is organized as follows. In Section II, we formulate the problem under consideration and present preliminary results on zeroth-order gradient estimators. In Section III, we present the proposed asynchronous zeroth-order distributed optimization algorithm with residual feedback gradient estimation, and analyze its convergence. In Section IV, we numerically validate the proposed algorithm and in Section V we conclude the paper.

II. PROBLEM FORMULATION AND PRELIMINARIES

Consider a multi-agent system consisting of $N$ agents that collaboratively solve the unconstrained optimization problem

$$\min_x f(x),$$

where the cost function $f$ is non-convex and smooth, $x := (x^1, \ldots, x^N) \in \mathbb{R}^n$ is the joint decision vector, and $x^i \in \mathbb{R}^{n_i}$ is the local decision vector of agent $i \in \{1, \ldots, N\}$. We first make the following assumptions on the cost function $f$.

Assumption 1. The cost function $f(x) : \mathbb{R}^n \to \mathbb{R}$ is bounded below by $f^*$. It is $L_0$-Lipschitz and $L_1$-smooth, i.e.,

$$|f(x) - f(y)| \leq L_0 \|x - y\|,$$
$$\|\nabla f(x) - \nabla f(y)\| \leq L_1 \|x - y\|,$$

for all $x, y \in \mathbb{R}^n$.

As shown in [14], $L_1$-smoothness is equivalent to the condition:

$$|f(y) - f(x) - (\nabla f(x), y - x)| \leq \frac{1}{2} L_1 \|x - y\|^2,$$

for all $x, y \in \mathbb{R}^n$. For each agent $i$, define the local smoothing function:

$$f_{\mu_i}(x) = \frac{1}{\kappa_i} \int f(x + \mu_i u_i) e^{-\frac{1}{2} \|u_i\|^2} du_i^i,$$

where $\kappa_i = \int e^{-\frac{1}{2} \|u_i\|^2} du_i^i$. The random sampling vector $u_i = \{u_i^1, \ldots, u_i^N\} \in \mathbb{R}^n$ is a vector of all zeros except for the entry $u_i^i$ that is sampled from $N(0, I_{n_i})$. Note that $f_{\mu_i}$ preserves all the Lipschitz conditions of $f$ as proved in [14]. Specifically, we have the following lemma.

**Lemma 1.** Under Assumption 1, we have that, for all agents $i$, $f_{\mu_i}(x) : \mathbb{R}^n \to \mathbb{R}$ is $L_0$-Lipschitz and $L_1$-smooth.

As a result, (6) also holds for $f_{\mu_i}$, which allows us to bound the approximation errors of $f_{\mu_i}$ and $\nabla_i f_{\mu_i}$ with respect to (w.r.t.) to $f$ and $\nabla_i f$, as shown in Lemma 2 below that is adopted from [14]. In Lemma 2 and the following analysis, we denote by $\nabla f(x) \in \mathbb{R}^n$ the gradient of $f(x)$. Moreover, we define by $\nabla_i f(x) \in \mathbb{R}^n$ the projection of $\nabla f(x)$ onto the index $i$ by setting the entries of $\nabla f(x)$ not equal to $i$ to be 0.

**Lemma 2.** Under Assumption 1, the cost function $f$ and its corresponding smoothed function $f_{\mu_i}$ satisfy $\forall i \in \{1, \ldots, N\}$

$$|f_{\mu_i}(x) - f(x)| \leq \frac{\mu_i^2}{2} L_1 n_i,$$
$$\|\nabla_i f_{\mu_i}(x) - \nabla_i f(x)\| \leq \frac{\mu_i}{2} L_1 (n_i + 3)^{3/2}.$$

Next, we define the model that the agents use to asynchronously update their decision variables.

**Definition 1** (Asynchrony Model). At each time step, one agent is independently and randomly selected according to a fixed distribution $P = [p_1, \ldots, p_N]$. The selected agent $i$ can query the value of the cost function twice once and update its local decision variable, while the decisions of the other agents $\{x^j\}_{j \neq i}$ are fixed. The agents only communicate with a central entity that has access to the global cost function but not with each other.

**Remark 1.** Definition 1 can be satisfied when all agents make queries and update their decisions according to their local clock without any central coordination. Specifically, let the time interval between each agent’s consecutive queries be called a waiting time. Then, if each local waiting time is random and subject to an exponential distribution, according to Chapter 2.1 in [25], Definition 1 will be satisfied.

1In the following analysis, we drop the agent index $i$ in $u_i$ for simplicity.
2Here, we assume that each agent receives noiseless feedback $f(x)$. The proposed method can be extended to noisy feedback with bounded variance.
III. ALGORITHM DESIGN AND ANALYSIS

In this section, we present the proposed asynchronous zeroth-order distributed optimization algorithm and analyze its convergence rate. To do so, we first propose an asynchronous zeroth-order gradient estimator based on the centralized residual feedback estimator (4). For every agent $i$, at time step $k$, this estimator takes the form

$$G_{m_i}(x_k) = \frac{f(x_k + \mu_i u_k) - f(x_k - M + \mu_i u_{k-M}) u_k}{\mu_i},$$

where $k-M$ is a random index denoting the iteration when agent $i$ conducted its most recent update. This index takes values on a global time scale. The random sampling vector $u_k$ is as defined in (7). Note that $G_{m_i}$ is different from the centralized zeroth-order gradient estimator (4), where $u_k$ is a perturbation along the full decision vector $x$. Here, $G_{m_i}$ estimates the gradient by perturbing the function $f$ along a random direction restricted to agent $i$’s block of the full decision vector $x$ and uses the previous query to reduce the variance. Indeed, $G_{m_i}$ provides an unbiased gradient estimate of the corresponding smoothed function $f_{m_i}$ restricted to agent $i$’s block, as shown in the following lemma.

**Lemma 3.** For each agent $i$, we have that

$$\mathbb{E}[G_{m_i}(x_k)] = \nabla_i f_{m_i}(x_k).$$

**Proof.** Taking the expectation of both sides of (10), we obtain that

$$\mathbb{E}[G_{m_i}(x_k)] = \mathbb{E}\left[\frac{f(x_k + \mu_i u_k) - f(x_{k-M} + \mu_i u_{k-M})}{\mu_i} u_k\right] = \nabla_i f_{m_i}(x_k),$$

where the second equality follows from the fact that $x_{k-M}$ and $u_{k-M}$ are independent from $u_k$ and the expectation of $u_k$ is 0. The last equality follows from the definitions of $f_{m_i}$ and $\nabla_i f_{m_i}$. \hfill \square

**Remark 2.** Note that both $G_{m_i}(x_k)$ and $\nabla_i f_{m_i}$ are vectors in $\mathbb{R}^n$ with entries equal to zero at blocks other than $i$.

Using the local gradient estimate $G_{m_i}(x_k)$, we can define the update rule for every agent $i$ as

$$x_{k+1} = x_k - \alpha_i G_{m_i}(x_k),$$

where $\alpha_i$ is the step size. The proposed asynchronous zeroth-order distributed optimization algorithm with residual feedback is described in Algorithm 1.

Without loss of generality, we assume that decision variables $x^i \in \mathbb{R}^n$ of all agents $i$ have the same dimensions, and that the step sizes and smoothing parameters of all agents are also the same, i.e., $\alpha_i = \alpha$ and $\mu_i = \mu$. To analyze the convergence of Algorithm 1, we need to bound the second moment of the proposed gradient estimator $G_{m_i}(x_k)$. However, under the asynchronous framework considered in this paper, there can be a random number of agents updating their local decision variables between the two queries made by agent $i$ at time steps $k$ and $k-M$ in (10). These updates by other agents introduce additional variance into the estimator (10) compared to the variance of the centralized estimator analyzed in [16]. Next, we analyze the effect of the asynchronous updates on the second moment of the zeroth-order gradient estimator. To the best of our knowledge, this is the first time that a bound on the second moment of a zeroth-order gradient estimator is provided for asynchronous problems. An additional contribution of this work, is that the proof technique presented below can be extended to obtain similar results for the two-point gradient estimator (2).

**Lemma 4.** Let Assumptions 1 hold under the Asynchrony Model, and define by $\mathbb{E}||G_{\hat{m}}(x_k)||^2 := \mathbb{E}_{t_k} \mathbb{E}_{t_{k+1}} \mathbb{E}_{t|t_k} \mathbb{E}_{t_{k+1}|t_k} ||G_{m_i}(x_k)||^2 |i_k = i||$, where $u_{i|k} = (u_1, \ldots, u_k)$ and $i_{k+1} = (i_1, \ldots, i_k)$. Then, running the asynchronous Algorithm 1, we have that $\mathbb{E}||G_{\hat{m}}(x_k)||^2$ satisfies

$$\mathbb{E} \left[\frac{||G_{m_i}(x_k)||^2}{\mu^2}\right] \leq \frac{2nL_0^2\alpha^2}{\mu^2} \sum_{m=0}^{k-1} (1 - p_{\text{min}})^m \mathbb{E} \left[||G_{m_i}(x_{k-m})||^2\right]$$

$$+ 4L_0^2 \left(\tilde{n}^2 + \bar{n}^2\right),$$

where $p_{\text{min}} = \min_i p_i$, and the expectations are taken w.r.t. the sequence of random exploration directions $\{u_k\}$ and the sequence of random indices of activated agents $\{i_k\}$.

The detailed proof is provided in the online version [26] of this paper.

Lemma 4 indicates that the second moment of the zeroth-order gradient estimate at time step $k$ is related to the second moments of all previous gradient estimates. Specifically, the effect of the second moment of the past gradient estimates on the current estimate diminishes geometrically over time. Next, using Lemma 4, we present a bound on the accumulated second moments of the residual-feedback gradient estimates from $k = 0$ to $T - 1$, which we will later use to prove our main theorem.

---

**Algorithm 1** Asynchronous Zeroth-Order Residual Feedback

**Require:** sampling rate $p_i$ with $\sum_{i=1}^{N} p_i = 1$, decision variable $x^i$, smoothing parameter $\mu_i$ and step size $\alpha_i$ for all agents $i$. Set the iteration counter $t = 0$ and let $T$ be the maximum number of iterations.

1: for $t \leq T$ do
2: sample an index $i_t$ according to $P(i_t = i) = p_i$
3: sample $u^t \sim N(0, I_{n_i})$
4: query the function value $f(x + \mu_i u)$
5: compute $G_{m_i}$ according to (10)
6: update local decision $x^i + \alpha_i G_{m_i}(x^i)$
7: update the time step counter $t \leftarrow t + 1$
8: end for

---

3Note that, we can also extend (2) for asynchronous problems and design the algorithm thereof. The lemmas and theorems proved in this paper can be easily adapted to this case as well. In Section IV, we will compare these two gradient estimators empirically. However, the extension of (3) is non-trivial. It can be verified that Lemma 3 does not hold for the extension of (3). We leave it as future work.
Lemma 5. Let Assumptions 1 hold under the Asynchrony Model. Then, running the asynchronous updates Algorithm 1, we have that

\[
\frac{1}{2} \mathbb{E}_{i_k} \left[ \mathbb{E}_{u_{ik}} \left[ \| \nabla_i f(x_k) \|^2 \right] \right] \leq \frac{1 - \beta}{1 - (\gamma + \beta)} \mathbb{E} \left[ \| G_\mu(x_0) \|^2 \right] + (T - 1) \frac{1 - \beta}{1 - (\gamma + \beta)} M - \frac{\gamma}{(1 - (\gamma + \beta))^2} M,
\]

where \( \gamma = \frac{2\sqrt{L_0^2}}{m^2} \), \( \beta = 1 - p_{\min} \), \( M = 4L_0^2 \left( 4 + \bar{n} \right)^2 + \bar{n}^2 \) and provided with \( 0 < \gamma + \beta < 1 \).

The proof follows from Lemma 6 in the Appendix of [26].

Theorem 1. Let Assumptions 1 hold under the Asynchrony Model. Moreover, run the asynchronous algorithm Algorithm 1 for \( T \) iterations and let \( \tilde{x} \) be uniformly randomly selected from \( T \) iterations. Then, selecting the step size \( \alpha = \sqrt{\frac{p_{\min}}{T^3}} \) and the smoothing parameter \( \mu = \frac{2L_0 \sqrt{n}}{T} \), we have \( \mathbb{E} \left[ \| \nabla f(\tilde{x}) \|^2 \right] \leq O(\bar{n}^2 T^{-\frac{3}{2}}) \).

Proof. Substituting \( x_{k+1} \) and \( x_k \) in the version of (6) for the smoothed function \( f_{\mu,k} \), we obtain that

\[
f_{\mu,k}(x_{k+1}) \leq f_{\mu,k}(x_k) + \left\langle \nabla f_{\mu,k}(x_k), x_{k+1} - x_k \right\rangle + \frac{L_1}{2} \| x_{k+1} - x_k \|^2 = f_{\mu,k}(x_k) - \alpha \left\langle \nabla_i f_{\mu,k}(x_k), \Delta_{i,k} \right\rangle - \alpha \| \nabla_i f_{\mu,k}(x_k) \|^2 + \frac{L_1 \alpha^2}{2} \| G_\mu(x_k) \|^2,
\]

where \( \Delta_{i,k} := G_\mu(x_k) - \nabla_i f_{\mu,k}(x_k) \). The first equality follows by (11) and the fact that \( \left\langle \nabla f_{\mu,k}(x_k), x_{k+1} - x_k \right\rangle = \left\langle \nabla_i f_{\mu,k}(x_k), x_{k+1} - x_k \right\rangle \), which holds since \( x_{k+1} \) and \( x_k \) only differ at block \( i \). Taking expectation w.r.t. \( u_{ik} \) and \( i_{k-1} \) on both sides of (13) conditioned on the event \( \{ i_k = i \} \), we get that

\[
\mathbb{E} \left[ \| \nabla_i f_{\mu,k}(x_k) \|^2 \right] \leq \mathbb{E} \left[ f_{\mu,k}(x_k) - f_{\mu,k}(x_{k+1}) \right] + \frac{L_1 \alpha^2}{2} \mathbb{E} \left[ \| G_\mu(x_k) \|^2 \right],
\]

where the inner-product term \( \left\langle \nabla_i f_{\mu,k}(x_k), \Delta_{i,k} \right\rangle \) disappears since \( \mathbb{E} \left[ \Delta_{i,k} \right] = 0 \) due to Lemma 3. According to Lemma 2 and using the fact that \((a + b)^2 \leq 2a^2 + 2b^2\), we have

\[
\| \nabla_i f(x_k) \|^2 \leq 2 \| \nabla_i f_{\mu,k}(x_k) \|^2 + \mu^2 L_1^2 (n_i + 3)^3.
\]

Combining (14) and (15) and, we obtain that

\[
\frac{1}{2} \mathbb{E} \left[ \| \nabla_i f(x_k) \|^2 \right] \leq \mathbb{E} \left[ f_{\mu,k}(x_k) - f_{\mu,k}(x_{k+1}) \right] + \frac{L_1 \alpha^2}{2} \mathbb{E} \left[ \| G_\mu(x_k) \|^2 \right] + \frac{1}{2} \mu^2 L_1^2 (n_i + 3)^3,
\]

where the last term follows by substituting the common smoothing parameter \( \mu \) and agents’ dimension \( \bar{n} \). Taking expectation on both sides of (16) w.r.t. \( i_k \), we have that

\[
\frac{1}{2} \mathbb{E}_{i_k} \left[ \mathbb{E}_{u_{ik}} \left[ \| \nabla_i f(x_k) \|^2 | i_k = i \right] \right] \leq \mathbb{E} \left[ f_{\mu,k}(x_k) - f_{\mu,k}(x_{k+1}) \right] + \frac{L_1 \alpha^2}{2} \mathbb{E} \left[ \| G_\mu(x_k) \|^2 \right] + \frac{1}{2} \mu^2 L_1^2 (n_i + 3)^3,
\]

where \( \mathbb{E}_{u_{ik}} \left[ \| \nabla_i f(x_k) \|^2 | i_k = i \right] \) and \( \mathbb{E} \left[ f_{\mu,k}(x_k) - f_{\mu,k}(x_{k+1}) \right] \) and \( \mathbb{E}_{u_{ik}} \left[ \| G_\mu(x_k) \|^2 \right] \) follow from the definition in Lemma 4. Next, we show that the left hand side of (17) satisfies

\[
\frac{1}{2} \mathbb{E}_{u_{ik}} \left[ \| \nabla_i f(x_k) \|^2 | i_k = i \right] \geq \mathbb{E}_{i_{k-1}} \| \nabla_i f(x_k) \|^2.
\]

To see this, by definitions of the projected gradient as in Section II, since \( \nabla_i f(x_k) \) is only nonzero at block \( i \), we have \( \| \nabla_i f(x_k) \|^2 = \sum_{i=1}^{N} \| \nabla_i f(x_k) \|^2 \). Therefore, we can further get that

\[
\mathbb{E}_{u_{ik}} \| \nabla_i f(x_k) \|^2 = \sum_{i=1}^{N} \mathbb{E}_{u_{ik}} \| \nabla_i f(x_k) \|^2 | i_k = i \],
\]

where the second equality holds since \( x_k \) is independent from \( i_k \). Therefore, according to (31), to show the inequality (30), it is sufficient to show \( \mathbb{E}_{i_k} \mathbb{E}_{u_{ik}} \| \nabla_i f(x_k) \|^2 | i_k = i \) \( \geq \mathbb{E}_{i_{k-1}} \| \nabla_i f(x_k) \|^2 \). This is simple to prove because \( \mathbb{E}_{i_k} \mathbb{E}_{u_{ik}} \| \nabla_i f(x_k) \|^2 | i_k = i \) \( = \mathbb{E}_{i_{k-1}} \| \nabla_i f(x_k) \|^2 \). Therefore, inequality (30) is true. Substituting (18) into (17) and then summing (17) from \( k = 0 \) to \( T - 1 \), we have that

\[
\frac{p_{\min}}{2} \sum_{k=0}^{T-1} \mathbb{E} \left[ \| \nabla f(x_k) \|^2 \right] \leq \mathbb{E} \left[ f_{\mu,k}(x_0) - f_{\mu}(x_T) \right] + \frac{L_1 \alpha}{2} \mathbb{E} \left[ G_\mu(x_k) \right] + \frac{\mu^2}{2} L_1^2 (n + 3)^3 T.
\]

Applying Lemma 5 to (20), we get that

\[
\frac{p_{\min}}{2} \sum_{k=0}^{T-1} \mathbb{E} \left[ \| \nabla f(x_k) \|^2 \right] \leq \mathbb{E} \left[ f_{\mu,k}(x_0) - f_{\mu}(x_T) \right] + \frac{L_1 \alpha}{2} (T - 1) \frac{1 - \beta}{1 - (\gamma + \beta)} M + \frac{L_1 \alpha}{2} \frac{1 - \beta}{1 - (\gamma + \beta)} \mathbb{E} \left[ G_\mu(x_k) \right] + \frac{\mu^2}{2} L_1^2 (n + 3)^3 T - \frac{L_1 \alpha}{2} \frac{\gamma}{1 - (\gamma + \beta)^2} M,
\]

where \( \gamma, \beta \) and \( M \) are as defined in Lemma 5. Selecting \( \mu = \frac{2L_0}{T^2} \) and \( \alpha = \frac{\sqrt{p_{\min}}}{\sqrt{T^2}} \), we have \( \gamma \leq \frac{p_{\min}}{2} \) and \( 1 - (\gamma + \beta) \geq \frac{\mu^2}{2} \). Substituting these values into (21) and omitting
the negative term, we obtain that
\[ \frac{p_{\min}}{2} \sum_{k=0}^{T-1} \mathbb{E} \left[ \| \nabla f(x_k) \|^2 \right] \leq \frac{\mathbb{E} \left[ f^\ast(x_0) \right] - f^\ast}{\sqrt{\mu}} \sqrt{nT^2} + L_1 \sqrt{p_{\min}} \mathbb{E} \left[ \| G_0(x_0) \|^2 \right] + L_1 \sqrt{p_{\min}} T^4 M \]
\[ + 2L_0^2 \mu^2 L_1^2 (\bar{n} + 3)^3 T^2, \]
where \( f^\ast \) is a lower bound on \( \mathbb{E}[f(x)] \). The existence of such lower bound is due to (8), the definition of \( \mathbb{E}[f(x)] \) and Assumption 1. The result in Theorem 1 follows by dividing both sides of the above inequality by \( T \).

The convergence rate shown above has the same order as that of applying the residual-feedback gradient estimator (4) to optimize a stochastic objective function as shown in [16]. This is because of this asynchronous scenario, the updates conducted by the other agents between two queries of a given agent introduce noise in the function evaluations from the perspective of this given agent. Furthermore, the bound on the non-stationarity of the solution in (22) increases as \( p_{\min} \) becomes smaller. In practice, it means that the convergence of Algorithm 1 slows down if one of the agents is activated less frequently than others.

IV. SIMULATIONS

In this section, we demonstrate the effectiveness of the proposed asynchronous distributed zeroth-order optimization algorithm on a distributed feature learning example common in Internet of Things (IoT) applications. All the experiments are conducted using Python 3.8.5 on a 2017 iMac with 4.2GHz Quad-Core Intel Core i7 and 32GB 2400MHz DDR4.

Specifically, we consider the biomarker learning example described in [27], where a network of health monitoring edge devices collect heterogeneous raw input data \( \{D_{i,j}\}_{i=1:N} \), e.g., different types of biosignals. Then, each device encodes its local raw data \( D_{i,j} \) into a biomarker \( d_{i,j} \) via a feature extraction function \( \phi_i(D_{i,j}; x_i) \), e.g., a neural network with weights \( x_i \), and sends it to a third-party entity that uses the collected biomarkers as predictors to learn a disease diagnosis for user \( j \). The goal of the edge device \( i \) is to learn a better feature extraction function \( \phi_i(\cdot; x_i) \) to help the third-party entity to make better predictions. In practice, the prediction process at the third-party entity can be complicated and hard to model using an explicit function. Moreover, it may need to remain confidential. As a result, the edge device cannot obtain gradient information from this third-party entity. In the meantime, it is unreasonable to expect that the edge devices can update their feature extraction models synchronously or that they know the other edge devices’ feature extraction models and parameters. Therefore, this problem presents an ideal case for the asynchronous distributed zeroth-order method proposed in this paper.

For simulation proposes, in this section, we assume that the third-party entity uses the logistic regression model
\[ P(y_j; d_j) = \frac{1}{1 + \exp(-y_i W^T d_j)}, \]
where \( j \) represents the data point index, \( y_j = \{1, -1\} \) and \( d_j \) denote the label and predictors for data point \( j \), and \( W \) is a fixed classifier parameter. Specifically, let \( d_j = [d_{1,j}, \ldots, d_{N,j}]^T \) represent the concatenated biomarker vector. The agents aim to collaboratively minimize the following loss function
\[ f(\{x_i\}_{i=1:N}) = -\frac{1}{J} \sum_{j=1}^{J} \log \left( P(y_j; d_j(\cdot; \{x_i\}_{i=1:N})) \right), \]
where \( J \) is the total number of data points.

Next, we apply the proposed Algorithm 1 to this distributed feature learning problem and compare its performance to an asynchronous extension of the centralized two-point gradient estimator (2) defined by
\[ G_{\mu}(x_k) = \frac{f(x_k + \mu u_k) - f(x_{k-M})}{\mu}, \]
where \( x_{k-M} \) is the most recent decision point agent \( i \) queries at iteration \( k-M \).

Note that the convergence of the stochastic gradient descent update (11) using the asynchronous two-point estimator (25) has not been studied yet. We compare our proposed algorithm to the one with (25) simply to demonstrate the efficacy of our proposed approach. Specifically, we consider a network of 5 agents who collaboratively deal with \( J = 20 \) data samples. The feature extraction model \( \phi_i(\cdot; x_i) \) at agent \( i \) is a single layer neural network with the input \( D_{i,j} \in \mathbb{R}^{10} \) and a single output \( d_{i,j} \in \mathbb{R} \). The activation function of the neural network is the sigmoid function. The weight of the neural network at agent \( i \) is denoted as \( x_i \), which is initialized by sampling from a standard Gaussian distribution. We apply both the asynchronous residual-feedback gradient estimator (10) and the asynchronous two-point gradient estimator (25) to solve this problem. Specifically, for both gradient estimators, we run 10 trials. In addition, the smoothing parameter is \( \mu = 0.1 \), and the step sizes \( \alpha \) for gradient estimators (10) and (25) are selected as 0.5 and 0.5, respectively, so that they both achieve their fastest convergence speed during 10 trials of experiments. At each iteration, each agent has equal probability to be activated.

The comparative performance results of using the two zeroth-order gradient estimators (10) and (25) are presented in Figure 1. We observe that during 10 trials, asynchronous learning with the residual-feedback gradient estimator (10) converges faster than asynchronous learning with the two-point gradient estimator (25). This is because the asynchronous residual-feedback gradient estimator (10) is subject to almost the same level of variance as the two-point gradient estimator (25), but can make twice the number of updates compared to the two-point gradient estimator (25) for the same number of queries. Note that we compare the two algorithms in terms of the number of queries rather than the number of updates, because the number of queries corresponds to the length of the global wall time required to run the algorithm.
In this paper, we proposed an asynchronous residual-feedback gradient estimator for distributed zeroth-order optimization, which estimates the gradient of the global cost function by querying the value of the function once at each time step. More importantly, only the local decision vector is needed for estimating the gradient and no communication among agents is required. We showed that the convergence rate of the proposed method matches the results for centralized residual-feedback methods when the function evaluation has noise. Numerical experiments on a distributed logistic regression problem are presented to show the effectiveness of the proposed method.

V. CONCLUSIONS

In this paper, we proposed an asynchronous residual-feedback gradient estimator for distributed zeroth-order optimization, which estimates the gradient of the global cost function by querying the value of the function once at each time step. More importantly, only the local decision vector is needed for estimating the gradient and no communication among agents is required. We showed that the convergence rate of the proposed method matches the results for centralized residual-feedback methods when the function evaluation has noise. Numerical experiments on a distributed logistic regression problem are presented to show the effectiveness of the proposed method.
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Fig. 1. Convergence results of the distributed feature learning problem. The red curve is obtained by applying the asynchronous two-point gradient estimator (25) and the blue curve is by the asynchronous residual-feedback estimator (25). The y axis denotes the value of the loss function (24) and the x axis represents the number of queries made in total by the team of agents. The shaded area around each curve represents the standard deviation of the function values over 10 trials.