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Abstract
A formula for the structure constants of the multiplication of Schubert classes is obtained in (Rebecca and Allen. arXiv preprint arXiv:1909.05283, 2019). In this note, we prove analogous formulae for the Chern–Schwartz–MacPherson (CSM) classes and Segre–Schwartz–MacPherson (SSM) classes of Schubert cells in the flag variety. By the equivalence between the CSM classes and the stable basis elements for the cotangent bundle of the flag variety, a formula for the structure constants for the latter is also deduced.
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1 Introduction
In the equivariant cohomology of a flag variety, there is a natural basis given by the fundamental classes of Schubert varieties. It is well known that the structure constants of multiplication of this basis (or its dual basis) enjoy a positivity property [19]. This also holds in the equivariant K-theory of the flag varieties [7,11,24]. However, a manifestly positive formula for the structure constants (and its equivariant K-theory analogue) is only completely known for the Grassmannians and 2-step partial flag variety, see [12,13,22,23]. In certain special cases, these structure constants are just the localizations of the basis elements, which are given by positive formulae [6,9]. Recently, a manifestly polynomial formula is found by Goldin and Knutson [18] both in the equivariant cohomology and equivariant K-theory of the complete flag varieties.

Knutson communicated to the author that, with Zinn-Justin, they can produce puzzle formulae for 3-step and 4-step partial flag varieties [21]. Instead of considering the Schubert classes in the flag variety, they consider quotient of stable basis elements by the zero section class in the equivariant cohomology of the cotangent bundle of the partial flag variety, which has a natural $\mathbb{C}^*$ action by dilating the cotangent fibers.

The stable basis (or stable envelope) is introduced by Maulik and Okounkov [27] in their work on quantum cohomology of Nakajima quiver varieties. Using the stable envelope, they
constructed geometrical solutions, called R matrices, of the Yang–Baxter equations. Through the general RTT formalism [27, Section 5.2], a Yangian can be constructed from these geometric R matrices. By its very definition, the Yangian acts on the equivariant cohomology of the Nakajima varieties, generalizing earlier constructions of Varagnolo [41] via correspondences.

The stable basis is not only defined for Nakajima quiver varieties, it is also defined for a large class of varieties called symplectic resolutions, among which the cotangent bundle of the complete flag variety \( G/B \) is the most classical example. The stable basis for the cotangent bundle is studied in [14,34]. By convolution [15] and the result in [25], the graded affine Hecke algebra acts on the cohomology of the cotangent bundle of the flag variety, and it is shown in [14] that the stable basis elements are permuted by the Hecke operators.

The graded affine Hecke algebra also appears in the work of Aluffi and Mihalcea [5] on the Chern–Schwartz–MacPherson (CSM) class of Schubert cells. The CSM class theory is a Chern class theory for singular varieties, which was constructed by MacPherson [26]. In the case of the flag variety, the CSM class of a Schubert cell was conjectured by Aluffi and Mihalcea [4,5] to be a non-negative linear combination of the Schubert classes. The Grassmannian case is proved by Huh [20].

Aluffi and Mihalcea show that the CSM classes of the Schubert cells are also permuted by the Hecke operators [5]. Thus, the pullback of the stable basis elements to the flag variety are identified with the CSM classes of the Schubert cells, see [3,33]. Besides, the stable basis elements are related to the characteristic cycles of regular holonomic \( D \) modules on the flag varieties, which are effective by definition. This observation is used in [3] to prove the non-equivariant positivity conjecture of Aluffi and Mihalcea for any (partial) flag varieties. We refer interested readers to the survey papers [30,31,39,40] for more applications of the stable envelopes to representation theory and enumerative geometry problems.

Now we have identified the numerator of the classes considered by Knutson and Zinn-Justin [21], the stable basis elements, with the CSM classes. On the other hand, if we pull back the class of the zero section in the \( C^* \)-equivariant cohomology of the cotangent bundle, and set the \( C^* \)-equivariant parameter to 1, we get the total Chern class of the flag variety up to a sign. Thus, the classes considered in loc. cit. can be identified with the quotient of the CSM classes of the Schubert cells by the total Chern class of the flag variety, which are called the Segre–Schwartz–MacPherson (SSM) classes of the Schubert cells, see [2]. Under the non-degenerate Poincaré pairing on the equivariant cohomology of the flag variety, the CSM classes and SSM classes are dual to each other.

The main Theorem of this note is a formula for the structure constants of the SSM classes of the Schubert cells. To state it, let us introduce some notation. Let \( G \) be a complex Lie group with Borel subgroup \( B \) and maximal torus \( T \). For any \( w \) in the Weyl group \( W \), let \( Y(w)^\circ := B^- w B/B \subset G/B \) be the opposite Schubert cell in the flag variety, where \( B^- \) is the opposite Borel subgroup. The SSM classes are denoted by \( s_{SM}^T(Y(w)^\circ) \), see Sect. 2. Let \( c_{w,u,v}^T \) be the structure constants of \( \{ s_{SM}^T(Y(w)^\circ) \mid w \in W \} \). For any simple root \( \alpha \), let \( \partial_\alpha \) denote the following operator on \( H^*_T(\text{pt}) = \mathbb{C}[t] \):

\[
\partial_\alpha(f) = \frac{f - s_\alpha(f)}{\alpha},
\]

where \( s_\alpha(f) \) is the usual Weyl group action on \( f \in H^*_T(\text{pt}) \). Let \( T_\alpha^\vee := \partial_\alpha + s_\alpha \in \text{End}_\mathbb{C} H^*_T(\text{pt}) \). Extend naturally these operators to the fraction field \( \text{Frac} H^*_T(\text{pt}) \). Here is the formula for the structure constants \( c_{w,u,v}^T \).
Theorem 1.1 For any $u, v, w \in W$, let $Q$ be a reduced word for $w$. Then

$$
c_{w,u,v} = \sum_{R,S \subset Q, \prod R = u, \prod S = v} \left( \prod_{q \in Q} \alpha_q^{\frac{[q \in R \cap S]}{1 + \alpha_q}} s_q(-T_q^\vee \{q \notin R \cup S\}) \right) \cdot 1 \in \operatorname{Frac} H_T^*(pt),
$$

where the exponent "[$\sigma$]" is 1 if the statement $\sigma$ is true, 0 otherwise.

This is generalized to the partial flag variety case in Theorem 5.2. In the non-equivariant limit, this formula computes the topological Euler characteristic of the intersection of three Schubert cells in general positions, see Eq. (7). By [35, Theorem 1.2], these non-equivariant limit constants also compute the non-equivariant SSM/CSM classes of Richardson cells in terms of SSM/CSM classes of the Schubert cells.

Since the CSM classes behave well under pushforward, while the SSM classes behave well under pullback (see Lemma 3.3), the proof of Theorem 1.1 can not be applied to the CSM classes directly. Nonetheless, using the relation between the CSM classes and the SSM classes, we can have a formula for the structure constants for the CSM classes of Schubert cells in the complete flag variety, see Theorem 2.5. By the equivalence between the CSM classes and the stable basis for the cotangent bundle of the flag variety [3,33], we also get the structure constants for the stable basis, see Theorem 2.8. However, this does not generalize to the partial flag variety case.

Goldin and Knutson [18] also have a formula in the equivariant K-theory of the flag variety. The K-theoretic generalization of the CSM class (resp. SSM class) is the motivic Chern class (resp. Segre motivic Chern class) [10], and the motivic Chern classes of the Schubert cells are also related to the K-theory stable basis elements [1,17,32,38,39]. However, the method used to establish Theorem 1.1 does not generalize to the case of Segre motivic Chern classes, due to the fact that the Hecke operators in equivariant K-theory satisfy a quadratic relation, see Remark 3.4 for more details. Nonetheless, most of the results in Sects. 3 and 4 can be naturally extended to the equivariant K-theory.

This note is structured as follows. In Sect. 2, we introduce the CSM/SSM classes and recall their basic properties. In Sect. 3, we focus on Bott–Samelson varieties and relate the CSM classes of Schubert cells to the CSM classes of the cells in the Bott–Samelson varieties. By this relation, the structure constants for the SSM classes of Schubert cells are certain linear combinations of the structure constants for some basis in the equivariant cohomology of the Bott–Samelson varieties, and the main theorem is reduced to Theorem 3.6, which is proved by induction in Sect. 4. Finally, the result is extended to the parabolic case in Sect. 5.

Notation

Let $G$ be a complex Lie group, with a Borel subgroup $B$ and a maximal torus $T \subset B$. Let $\mathfrak{t}$ be the Lie algebra of the maximal torus. Then the equivariant cohomology of a point $H_T^*(pt)$ is identified with $\mathbb{C}[t]$. Let $R^+$ denote the roots in $B$, and $W$ be the Weyl group with Bruhat order $\leq$ and the longest element $w_0$. For any root $\alpha$, let us use $\alpha > 0$ to denote $\alpha \in R^+$. For any $w \in W$, let $X(w)^\circ = BwB/B$ and $Y(w)^\circ = B^-wB/B$ be the Schubert cells in the flag variety $G/B$. Let $X(w) = \overline{X(w)^\circ}$ and $Y(w) = \overline{Y(w)^\circ}$ be the Schubert varieties.
2 Chern classes of Schubert cells

In this section, we first recall the definitions of Chern–Schwartz–MacPherson (CSM) classes and Segre–Schwartz–MacPherson (SSM) classes. Then we consider the case of the flag variety, and recall basic properties of the CSM and SSM classes of the Schubert cells.

2.1 Preliminaries

Let us first recall the definition of Chern–Schwartz–MacPherson classes. For any quasi projective variety \( X \) over \( \mathbb{C} \), let \( \mathcal{F}(X) \) denote the group of constructible functions on \( X \), i.e., \( \mathcal{F}(X) \) consists of functions \( \varphi = \sum_{Z} c_{Z} \mathbb{1}_{Z} \), where the sum is over a finite set of constructible subsets \( Z \subset X \), \( \mathbb{1}_{Z} \) is the characteristic function of \( Z \) and \( c_{Z} \in \mathbb{Z} \) are integers. If \( f : Y \to X \) is a proper morphism, we can define a pushforward \( f_{*} : \mathcal{F}(Y) \to \mathcal{F}(X) \) by setting \( f_{*}(\mathbb{1}_{Z})(p) = \chi(f^{-1}(p) \cap Z) \), where \( Z \subset Y \) is a locally closed subvariety, \( p \in X \), and \( \chi \) is the topological Euler characteristic. According to a conjecture attributed to Deligne and Grothendieck, there is a unique natural transformation \( c_{*} : \mathcal{F} \to H_{*} \) from the functor \( \mathcal{F} \) of constructible functions on a complex quasi projective variety to the Borel-Moore homology functor, such that if \( X \) is smooth then \( c_{*}(\mathbb{1}_{X}) = c(TX) \cap [X] \), where \( c(TX) \) is the total Chern class. The naturality of \( c_{*} \) means that it commutes with proper pushforward. This conjecture was proved by MacPherson [26]. The class \( c_{*}(\mathbb{1}_{X}) \) for possibly singular \( X \) was shown to coincide with a class defined earlier by Schwartz [36,37]. For any constructible subset \( Z \subset X \), we call the class \( c_{SM}(Z) := c_{*}(\mathbb{1}_{Z}) \in H_{*}(X) \) the Chern–Schwartz–MacPherson (CSM) class of \( Z \) in \( X \). If \( X \) is smooth, we call \( s_{SM}(Z) := c_{*}(\mathbb{1}_{Z}) \) the Segre–Schwartz–MacPherson (SSM) class of \( Z \) in \( X \).

The theory of CSM classes was later extended to the equivariant setting by Ohmoto [29]. Assume that \( X \) has a \( T \)-action. A group \( \mathcal{F}^{T}(X) \) of equivariant constructible functions is defined by Ohmoto in [29, Section 2]. We recall the main properties that we need:

1. If \( Z \subseteq X \) is a constructible set which is invariant under the \( T \)-action, its characteristic function \( \mathbb{1}_{Z} \) is an element of \( \mathcal{F}^{T}(X) \). We will denote by \( \mathcal{F}^{T}_{inv}(X) \) the subgroup of \( \mathcal{F}^{T}(X) \) consisting of \( T \)-invariant constructible functions on \( X \). (The group \( \mathcal{F}^{T}(X) \) also contains other elements, but this will be immaterial for us.)

2. Every proper \( T \)-equivariant morphism \( f : Y \to X \) of algebraic varieties induces a homomorphism \( f_{*}^{T} : \mathcal{F}^{T}(X) \to \mathcal{F}^{T}(Y) \). The restriction of \( f_{*}^{T} \) to \( \mathcal{F}^{T}_{inv}(X) \) coincides with the ordinary push-forward \( f_{*} \) of constructible functions. See [29, Section 2.6].

Ohmoto proves [29, Theorem 1.1] that there is an equivariant version of MacPherson transformation

\[
c_{*}^{T} : \mathcal{F}^{T}(X) \to H_{*}^{T}(X)
\]

that satisfies \( c_{*}^{T}(\mathbb{1}_{X}) = c^{T}(TX) \cap [X]_{T} \) if \( X \) is a non-singular variety, and that is functorial with respect to proper push-forwards. The last statement means that for all proper

---

1 If \( X \) is not smooth, we can embed \( X \) into a smooth ambient space, and use the total Chern class of the ambient space to define the SSM classes, see [2].
T-equivariant morphisms $Y \to X$ the following diagram commutes:

$$
\begin{array}{ccc}
\mathcal{F}_T(Y) & \xrightarrow{c^T_\gamma} & H^*_T(Y) \\
\downarrow f_*^T & & \downarrow f_*^T \\
\mathcal{F}_T(X) & \xrightarrow{c^T_\gamma} & H^*_T(X)
\end{array}
$$

**Definition 2.1** Let $Z$ be a $T$-invariant constructible subset of $X$. We denote by $c^T_{SM}(Z) \in H^*_T(X)$ the $T$-equivariant Chern–Schwartz–MacPherson (CSM) class of $Z$. If $X$ is smooth, we denote by $s^T_{SM}(Z) := \frac{c^T_{SM}(Z)}{c^T(\emptyset X)} \in H^*_T(X)$ the $T$-equivariant Segre–Schwartz–MacPherson (SSM) class of $Z$.

### 2.2 CSM and SSM classes of Schubert cells

In this section, we recall some basic properties of the CSM and SSM classes of the Schubert cells [3,5].

#### 2.2.1 Schubert classes

The maximal torus $T$ acts on the flag variety $G/B$ by left multiplication. Since $G/B$ is smooth and projective, we identify the $T$-equivariant homology group $H^*_T(G/B)$ with the $T$-equivariant cohomology $H^*_T(G/B)$, which is a module over $H^*_T(pt) = \mathbb{C}[t]$. Therefore, we regard the CSM and SSM classes in $H^*_T(G/B)$. The torus fixed points on $G/B$ are in one-to-one correspondence with the Weyl group. For any $w \in W$, $w B \subseteq G/B$ is the corresponding fixed point. For any $\gamma \in H^*_T(G/B)$, let $\gamma|_w \in H^*_T(pt)$ denote the restriction of $\gamma$ to the fixed point $w B$.

There is a non-degenerate Poincaré pairing $\langle -, - \rangle$ on $H^*_T(G/B)$. A natural basis for $H^*_T(G/B)$ is formed by the Schubert classes $\{[X(w)] \mid w \in W\}$, with dual basis the opposite Schubert classes $\{[Y(w)] \mid w \in W\}$. I.e., $\langle [X(w)], [Y(u)] \rangle = \delta_{w,u}$ for any $w, u \in W$. It is well known that the structure constants for the multiplication of the basis $\{[X(w)] \mid w \in W\}$ are non-negative [19]. However, a manifestly positive formula for the structure constants (and its equivariant K-theory analogue) is only known in special cases, see [6,9,11,12,22,23]. Nevertheless, a manifestly polynomial formula is obtained in [18].

#### 2.2.2 Hecke action

For any simple root $\alpha_i$, let $P_i$ be the minimal parabolic subgroup containing the Borel subgroup $B$. Let $\pi_i : G/B \to G/P_i$ denote the projection. Then the divided difference operator is

$$
\delta_i := \pi_i^* \pi_i^* \in \text{End}_{H^*_T(pt)} H^*_T(G/B).
$$

On $H^*_T(G/B)$, we also have a right Weyl group action induced by the fibration $G/T \to G/B$ and the right Weyl group action on $G/T$. For any torus weight $\lambda$, let $\mathcal{L}_\lambda := G \times_B \text{Pic}_T(G/B)$. Then as operators on $H^*_T(G/B)$, we have

$$
s_i = \text{id} + c^T_i (\mathcal{L}_{\alpha_i}) \partial_i.
$$

Following [3,5], define

$$
\mathcal{T}_i := \partial_i - s_i, \quad \text{and} \quad \mathcal{T}_i^\vee := \partial_i + s_i.
$$

---

2 These operators are the $h = 1$ specialization of $L_i$ and $L_i^\vee$ in [3, Section 5.2].
Then they are adjoint to each other, see [3, Lemma 5.2]. I.e., for any \( \gamma_1, \gamma_2 \in H^*_T(G/B) \), \( \langle T_\gamma(\gamma_1), \gamma_2 \rangle = \langle \gamma_1, T_\gamma^*(\gamma_2) \rangle \). Besides, it is proved in [5, Proposition 4.1] that the \( T_i \)'s satisfy the usual relation in the Weyl group. By adjointness and nondegeneracy of the pairing, the \( T_i \)'s also satisfy the same relations. Thus, for any \( w \in W \), we can form \( T_w \) and \( T_w^\vee \). These operators \( T_w \)'s (or \( T_w^\vee \)'s) together with the multiplication by the first Chern classes \( c_1^T(\mathcal{L}_\lambda) \) give an action of the degenerate affine Hecke algebra on \( H^*_T(G/B) \).

### 2.2.3 CSM and SSM classes

For any \( w \in W \), the CSM class of the Schubert cell \( X(w)^\circ \) is described very easily by the Hecke operators as follows ([5, Corollary 4.2])

\[
c^T_{SM}(X(w)^\circ) = T_{w^{-1}}([X(id)]) ,
\]

(1)

where \([X(id)]\) is the point class \([B] \in H^*_T(G/B)\). Expand the CSM classes in the Schubert classes

\[
c^T_{SM}(X(w)^\circ) = \sum_{u \leq w} c^T(u; w)[X(u)] \in H^*_T(G/B),
\]

where \( c^T(u; w) \in H^*_T(pt) \). The leading coefficient is \( c^T(w; w) = \prod_{\alpha > 0, w\alpha < 0}(1 - w\alpha) \), see [5, Proposition 6.5]. Therefore, the transition matrix between the CSM classes of the Schubert cells and the Schubert varieties are triangular with non-zero diagonals. Thus, \( \{c^T_{SM}(X(w)^\circ) \mid w \in W\} \) is a basis for the localized equivariant cohomology \( H^*_T(G/B)_{loc} := H^*_T(G/B) \otimes H^*_T(pt) \mathrm{Frac} H^*_T(pt) \), where \( \mathrm{Frac} H^*_T(pt) \) is the fraction field of \( H^*_T(pt) \). Since the non-equivariant limit of the leading coefficients \( c(w; w) = 1 \), the non-equivariant CSM classes of Schubert cells \( \{c_{SM}(X(w)^\circ) \mid w \in W\} \) forms a basis for the cohomology \( H^*(G/B) \).

The CSM classes of the Schubert cells can be identified with the Maulik and Okounkov’s stable basis elements (see Sect. 2.5) for the cotangent bundle of the flag variety, which are related to representation of the Lie algebra of \( G \), see [3,14,27,39]. This type of relation plays an important role in the proof of the non-equivariant case of the positivity conjecture of Aluffi–Mihalcea. I.e., it is conjectured in [5] that

\[
c^T(u; w) \in \mathbb{Z}_{\geq 0}[\alpha | \alpha > 0].
\]

The non-equivariant case is proved in [3].

Recall the SSM class of a Schubert cell \( Y(w)^\circ \) is defined by

\[
s^T_{SM}(Y(w)^\circ) := \frac{c^T_{SM}(Y(w)^\circ)}{c^T(T(G/B))} \in H^*_T(G/B)_{loc}.
\]

Since \( c^T(T(G/B)) \cup c^T(T^*(G/B)) = \prod_{\alpha > 0}(1 - \alpha^2) \in H^*(G/B) \), see [3, Lemma 8.1],

\[
s^T_{SM}(Y(w)^\circ) = \frac{c^T_{SM}(Y(w)^\circ)c^T(T^*(G/B))}{\prod_{\alpha > 0}(1 - \alpha^2)} \in \frac{1}{\prod_{\alpha > 0}(1 - \alpha^2)} H^*_T(G/B).
\]

It is easy to see that \( \{s^T_{SM}(Y(w)^\circ) \mid w \in W\} \) is a basis for the localized equivariant cohomology \( H^*_T(G/B)_{loc} \), and in the non-equivariant cohomology,

\[
s_{SM}(Y(w)^\circ) = c_{SM}(Y(w)^\circ) \cup c(T^*(G/B)) = [Y(w)] + \cdots ,
\]

where \( \cdots \) denotes some element in \( H^{2\ell(w)}(G/B) \). Therefore, the non equivariant SSM classes \( \{s_{SM}(Y(w)^\circ) \mid w \in W\} \) form a basis for \( H^*(G/B) \).
By [3, Theorem 7.3] (after the specialization $\hbar = 1$), we have \(^3\)

$$s^T_{\text{SM}}(Y(w)^\circ) = \frac{1}{\prod_{\alpha > 0} (1 + \alpha)} c^T_{\text{SM}}(Y(w)^\circ).$$

(2)

Here $c^T_{\text{SM}}(Y(w)^\circ)$ is defined to be $T^\vee_{w^{-1}w_0}(\{Y(w_0)\})$, where $[Y(w_0)]$ is the point class $[w_0 B] \in H^*_T(G/B)$, see [3, Definition 5.3].

The CSM classes and the SSM classes are dual to each other, i.e., for any $w, u \in W$, we have ([3, Theorem 9.4])

$$(c^T_{\text{SM}}(X(u)^\circ), s^T_{\text{SM}}(Y(u)^\circ)) = \delta_{w,u}.$$  

(3)

### 2.3 Structure constants for the SSM classes

Define the structure constants for the multiplication of the SSM classes by the following formula

$$s^T_{\text{SM}}(Y(u)^\circ) \cup s^T_{\text{SM}}(Y(v)^\circ) = \sum_w c^u_{w,v} s^T_{\text{SM}}(Y(w)^\circ) \in H^*_T(G/B)_{\text{loc}},$$

(4)

where $c^u_{w,v} \in \text{Frac} H^*_T(\text{pt})$. It is easy to see that $w \geq u, v$ in the above summand, and

$$c^u_{w,u} = s^T_{\text{SM}}(Y(u)^\circ)|_w.$$  

Fix a reduced word $Q = s_{a_1} s_{a_2} \cdots s_{a_l}$ for $w$. For any subword $R \subset Q$, let $\prod R$ denote the product of the simple reflections in $R$. Since a simple reflection can appear more than once in $Q$, we will use the notation $s_1 - - -$ and $- - s_1$ to denote the two different subwords in $Q = s_1 s_2 s_1$. The localizations of the CSM classes are ([3, Corollary 6.7] with $\hbar = 1$)

$$c^T_{\text{SM}}(Y(u)^\circ)|_w = \prod_{\alpha > 0, u\alpha > 0} (1 - u\alpha) \sum_{R \subset Q} \prod_{i \in R} \left( \prod_{j \in Q, j < i} s_j \right) \alpha_i.$$  

(5)

Therefore,

$$c^u_{w,u} = \frac{c^T_{\text{SM}}(Y(u)^\circ)|_w}{c^T(T(G/B))|_w} = \frac{\sum_{R \subset Q} \prod_{i \in R} \left( \prod_{j \in Q, j < i} s_j \right) \alpha_i}{\prod_{\alpha > 0, u\alpha > 0} (1 - u\alpha)}.$$  

(6)

By Eq. (3), we have

$$c^u_{w,v} = \langle s^T_{\text{SM}}(Y(u)^\circ) \cup s^T_{\text{SM}}(Y(v)^\circ), c^T_{\text{SM}}(X(w)^\circ) \rangle.$$  

Taking the non-equivariant limit and using [35, Theorem 1.2], we get

$$c^u_{w,v} = \chi \left( Y(u)^\circ \cap g Y(v)^\circ \cap h X(w)^\circ \right),$$  

(7)

where $\chi$ denotes the topological Euler characteristic, and $g, h \in G$, such that $Y(u)^\circ, g Y(v)^\circ$ and $h X(w)^\circ$ intersect transversally. Here we also used the fact that for any constructible function $\varphi$ on $G/B$, $\int_{G/B} c^*(\varphi) = \chi(G/B, \varphi)$, which follows directly from the functoriality of the MacPherson transformation $c^*$ applied to the morphism $G/B \to \text{pt}$. Besides, in the non-equivariant limit, the left hand side of Eq. (4) is the SSM class of a Richardson cell

---

\(^3\) Here we have used the fact $(-1)^{\dim G/B} e^T \times c^*(T^*(G/B))|_{\hbar = 1} = c^T(T(G/B))$, see the proof of Corollary 7.4 in loc. cit.
by [35, Theorem 1.2]. Thus, these constants \( c_{u,v}^w \) are the expansion coefficients of the SSM (resp. CSM) classes of the Richardson cells in the SSM (resp. CSM) classes of the Schubert cells.

For any simple root \( \alpha \), let \( \partial_\alpha \) denote the following operator on \( H_T^* (pt) = \mathbb{C}[t] \):

\[
\partial_\alpha (f) = \frac{f - s_\alpha (f)}{\alpha}.
\]

where \( s_\alpha (f) \) is the usual Weyl group action on \( f \in H_T^* (pt) \). Define \( T_\alpha^\vee := \partial_\alpha + s_\alpha \in \text{End}_\mathbb{C} H_T^* (pt) \). Extend naturally these operators to the fraction field \( \text{Frac} H_T^* (pt) \).

The main theorem of this note is the following formula for the structure constants \( c_{u,v}^w \).

**Theorem 2.2** For any \( u, v, w \in W \), let \( Q \) be a reduced word for \( w \). Then

\[
c_{u,v}^w = \sum_{\substack{R,S \subseteq Q, \\
\prod R = u, \prod S = v}} \left( \prod_{q \in R} \frac{\alpha_{[q \in R \cap S]}_q}{1 + \alpha_q} s_q (-T_q^\vee)_{\{q \notin R \cup S\}} \right) \cdot 1,
\]

where the exponent \("[\sigma]\) is 1 if the statement \( \sigma \) is true, 0 otherwise.

**Remark 2.3**

1. It is easy to check that when \( v = w \), the above formula is the same as the one in Eq. (6).

2. In [18], the authors also obtain formulae for the K-theory structure constants. The analogue of the CSM/SSM classes in K-theory are the motivic Chern classes and Segre motivic Chern classes, see [1,10]. It would be interesting to generalize the above formula for the Segre motivic Chern classes.

**Example 2.4** Let \( G = \text{SL}(3, \mathbb{C}) \) with simple roots \( \alpha_1, \alpha_2 \). Let \( \alpha_3 := \alpha_1 + \alpha_2 \) be the non-simple root. Consider the case \( w = s_1 s_2 s_1, u = s_1 \) and \( v = s_2 \). Let \( Q = s_1 s_2 s_1 \). Then \( R \) can be \( s_1 \) or \( -s_1 \), while \( S = -s_2 \). The \( c_{u,v}^w \) is computed as follows

\[
c_{u,v}^w = \left( \frac{1}{1 + \alpha_1} s_1 \frac{1}{1 + \alpha_2} s_2 \frac{1}{1 + \alpha_1} s_1 (T_1^\vee) \right) \cdot 1
\]

\[
+ \left( \frac{1}{1 + \alpha_1} s_1 (T_1^\vee) \frac{1}{1 + \alpha_2} s_2 \frac{1}{1 + \alpha_1} \right) \cdot 1
\]

\[
= - \frac{1}{(1 + \alpha_1)(1 + \alpha_2)(1 + \alpha_3)}
\]

\[
- \frac{1}{(1 + \alpha_1)(1 + \alpha_2)(1 + \alpha_3)}
\]

\[
= - \frac{2}{(1 + \alpha_1)(1 + \alpha_2)(1 + \alpha_3)}.
\]

### 2.4 Structure constants for the CSM classes

In this section, we give a formula for the structure constants for the CSM classes.

Define the structure constants \( d_{u,v}^w \) by

\[
c_{\text{CSM}}^T (Y (u)^\circ) \cup c_{\text{CSM}}^T (Y (v)^\circ) = \sum_w d_{u,v}^w c_{\text{CSM}}^T (Y (w)^\circ) \in H_T^* (G/B)_{\text{loc}},
\]

where \( d_{u,v}^w \in \text{Frac} H_T^* (pt) \). In particular, \( d_{u,v}^w = c_{\text{CSM}}^T (Y (u)^\circ)|_{w} \). 
Define a \( \mathbb{C} \)-linear map \( \varphi : H^*_T(G/B) \to H^*_T(G/B) \) by \( \varphi(\gamma) = (-1)^i \gamma \) for any \( \gamma \in H^*_T(G/B) \). This is an algebra automorphism of \( H^*_T(G/B) \). By definition, for any degree \( i \) homogeneous polynomial \( f \in H^*_T(pt) \) on \( t \), \( \varphi(f) = (-1)^i f \). Extend \( \varphi \) to \( \text{Frac} H^*_T(pt) \) by \( \varphi(\frac{f}{g}) = \frac{\varphi(f)}{\varphi(g)} \) for any \( f, g \in H^*_T(pt) \). Thus, we can also extend \( \varphi \) to \( H^*_T(G/B)_{\text{loc}} \).

Then the structure constant \( d^w_{u,v} \) is related to the \( c^w_{u,v} \) in Eq. (4) as follows.

**Theorem 2.5** For any \( u, v, w \in W \), we have

\[
d^w_{u,v} = (-1)^{\ell(u)+\ell(v)-\ell(w)} \varphi(c^w_{u,v}) \prod_{\alpha > 0} (1 - \alpha) \in \text{Frac} H^*_T(pt).
\]

In particular, in the non-equivariant case, \( d^w_{u,v} = (-1)^{\ell(u)+\ell(v)-\ell(w)} c^w_{u,v} \).

**Remark 2.6** Using Eqs. (5), (6) and the equality

\[
\prod_{\alpha > 0, w\alpha > 0} (1 - w\alpha) \prod_{\alpha > 0, w\alpha < 0} (1 + w\alpha) = \prod_{\alpha > 0} (1 - \alpha),
\]

it is easy to check directly the Theorem when \( v = w \).

**Proof**\(^4\) By [3, Proposition 5.4] (after setting \( h = 1 \)),

\[
c^T(Y(w)\circ) = (-1)^{\ell(w)} \sum_k (-1)^{\dim G/B - k} c^T_{\text{SM}}(Y(w)\circ)_k,
\]

where \( c^T_{\text{SM}}(Y(w)\circ)_k \in H^2_{T_2}(X) = H^T_{2\dim G/B - 2k}(G/B) \) is the degree \( 2 \dim G/B - 2k \) component of \( c^T_{\text{SM}}(Y(w)\circ) \) defined by

\[
c^T_{\text{SM}}(Y(w)\circ)_k = \sum_k c^T_{\text{SM}}(Y(w)\circ)_k.
\]

Therefore, applying \( \varphi \) to Eq. (2), we get

\[
\varphi(c^T_{\text{SM}}(Y(w)\circ)) = \frac{(-1)^{\ell(w)}}{\prod_{\alpha > 0} (1 - \alpha)} c^T_{\text{SM}}(Y(w)\circ).
\]

Applying the automorphism \( \varphi \) to Eq. (4) and comparing with Eq. (8), we get

\[
d^w_{u,v} = (-1)^{\ell(u)+\ell(v)-\ell(w)} \varphi(c^w_{u,v}) \prod_{\alpha > 0} (1 - \alpha).
\]

\( \square \)

### 2.5 Structure constants for the stable basis for \( T^*(G/B) \)

In this section, we give a formula for the structure constants for the stable basis in the cotangent bundle of the complete flag variety \( G/B \).

Let us first recall the definition of the stable basis. The torus \( \mathbb{C}^* \) acts on \( T^*(G/B) \) by the formula \( z \cdot (g B, \xi) := (g B, z^{-1} \xi) \), where \( z \in \mathbb{C}^* \) and \( \xi \in T^*_B(G/B) \). Let \( h \) be the generator \( c_1(\mathcal{O}_{\mathbb{P}^\infty}(-1)) \) in \( H^*_T(pt) = H^*(\mathbb{P}^\infty) \). The fixed points \( (T^*(G/B))^{T \times \mathbb{C}^*} \) are in one-to-one correspondence with the Weyl group, and they all lie in the zero section. For any \( w \in W \), \( (w B, 0) \) is the corresponding fixed point. For any \( \gamma \in H^*_T(\mathbb{C}^*, T^*(G/B)) \),

\(^4\) The author thanks L. Mihalcea for pointing out this proof.
let $\gamma|_{w} \in H^{*}_{T} (\mathbb{C}^{*}, \text{pt}) = \mathbb{C}[t][\hbar]$ denote the pullback of $\gamma$ to the fixed point $(wB, 0)$. On $H^{*}_{T} (\mathbb{C}^{*}, T^* (G/B))$, there is a non-degenerate Poincaré pairing $\langle - , - \rangle_{T^* (G/B)}$ defined by localization as follows
\[
\langle \gamma_1, \gamma_2 \rangle_{T^* (G/B)} = \sum_{w} \frac{\gamma_1|_{w} \gamma_2|_{w}}{\prod_{\alpha > 0} (-w\alpha)(w\alpha - \hbar)} \in \text{Frac} \ H^{*}_{T} (\mathbb{C}^{*}, \text{pt}),
\]
where $\gamma_1, \gamma_2 \in H^{*}_{T} (\mathbb{C}^{*}, T^* (G/B))$. For any $w \in W$, let $T^*_{T^* (G/B)} (G/B)$ denote the conormal bundle of the opposite Schubert cell $(w)^{o}$ inside $G/B$. Then the stable basis is given by the following theorem.

**Theorem 2.7** [14,27] There exist unique $T \times \mathbb{C}^{*}$-equivariant Lagrangian cycles $\{\text{stab}_- (w) | w \in W\}$ in $T^* (G/B)$ which satisfy the following properties:

1. $\text{supp} (\text{stab}_- (w)) \subset \bigcup_{u \geq w} T^*_{X^T (u)} (G/B)$;
2. $\text{stab}_- (w)|_{w} = \prod_{\alpha > 0, w\alpha > 0} (w\alpha - \hbar) \prod_{\alpha > 0, w\alpha < 0} w\alpha$;
3. $\text{stab}_- (w)|_{u}$ is divisible by $\hbar$, for any $u > w$ in the Bruhat order.

From the first and second properties, it follows that $\{\text{stab}_- (w) | w \in W\}$ is a basis, which is called the stable basis, for the localized equivariant cohomology $H^{*}_{T} (\mathbb{C}^{*}, (T^* (G/B)))_{\text{loc}}$. Here the negative sign $-$ denotes the anti-dominant Weyl chamber. For the dominant Weyl chamber $+$, there is also a stable basis $\{\text{stab}_+ (w) | w \in W\}$, where $\text{stab}_+ (w)$ is supported on $\bigcup_{u \leq w} T^*_{X^T (u)} (G/B)$. Moreover, these two bases are dual to each other, i.e., for any $w, u \in W$, $\langle \text{stab}_- (w), \text{stab}_+ (u) \rangle_{T^* (G/B)} = (-1)^{\dim G/B} S_{w, u}$, see [14, Remark 2.2(3)].

Define the structure constants $e^{w}_{u, v}$ by the formula
\[
\text{stab}_- (u) \cup \text{stab}_- (v) = \sum_{w} e^{w}_{u, v} \text{stab}_- (w). \tag{9}
\]
By the duality,
\[
e^{w}_{u, v} = (-1)^{\dim G/B} \langle \text{stab}_- (u) \cup \text{stab}_- (v), \text{stab}_+ (w) \rangle_{T^* (G/B)} \in \text{Frac} \ H^{*}_{T} (\mathbb{C}^{*}, \text{pt}).
\]
By the second property of the stable basis, the intersection of the support for $\text{stab}_- (u)$ and $\text{stab}_- (w)$ is proper. Therefore, $e^{w}_{u, v} = \langle \text{stab}_- (u) \cup \text{stab}_- (v), \text{stab}_+ (w) \rangle_{T^* (G/B)}$ lies in the non-localized cohomology ring $H^{*}_{T} (\mathbb{C}^{*}, \text{pt})$. Since the stable basis elements are given by Lagrangian cycles, each of them lives in the cohomology degree $2 \dim G/B$. Thus, a degree count shows $e^{w}_{u, v} \in H^{*}_{T} (\mathbb{C}^{*}, \text{pt}) = \mathbb{C}[t][\hbar]$ is a homogeneous polynomial of degree $2 \dim X$. Therefore, we can recover the homogeneous polynomial $e^{w}_{u, v}$ from its specialization $e^{w}_{u, v}|_{\hbar = 1} \in H^{*}_{T} (\text{pt})$, which will be related to the structure constants $d^{w}_{u, v}$ in Eq. (8).

Let $\iota : G/B \hookrightarrow T^* (G/B)$ denote the inclusion of the zero section. By [3, Proposition 6.9(ii)], we have
\[
\iota^* (\text{stab}_- (w))|_{\hbar = 1} = (-1)^{\dim G/B} e^{T}_{\text{SM}} (Y (w)^{o}). \tag{10}
\]
Therefore, applying $\iota^*$ to Eq. (9), letting $\hbar = 1$ and comparing with Eq. (8), we get the following formula for $e^{w}_{u, v}$.

**Theorem 2.8** For any $u, v, w \in W$, we have
\[
e^{w}_{u, v}|_{\hbar = 1} = (-1)^{\dim G/B} d^{w}_{u, v}.
\]
However, using the current method, we can not obtain similar results for the cotangent bundle of partial flag varieties. The case of $T^* \text{Gr} (k, n)$ is studied in [16].
3 Bott–Samelson varieties

The proof of the main Theorem 2.2 uses the Bott–Samelson variety. In this section, we introduce this variety and its basic properties, and reduce the main theorem to a formula for the structure constants for some basis in the equivariant cohomology of the Bott–Samelson variety. In the remaining parts of this note, we fix a word $Q = s_{a_1} s_{a_2} \cdots s_{a_l}$ (not necessarily reduced) in simple reflections.

3.1 Definition and properties

Recall that the Bott–Samelson variety associated to the word $Q$ is

$$BS^Q := P_{a_1} \times_B P_{a_2} \times_B \cdots \times_B P_{a_l} / B,$$

where $P_{a_k}$ are the minimal parabolic subgroups corresponding to $a_k$, and the quotient is by the equivalence relation given by $(g_1, g_2, \ldots, g_l) \sim (g_1 b_1, b_1^{-1} g_2 b_2, \ldots, b_{l-1}^{-1} g_l b_l)$ for any $g_k \in P_k$ and $b_k \in B$. Let $[g_1, g_2, \ldots, g_l]$ denote the resulting equivalence class in $BS^Q$.

The maximal torus $T$ acts by left multiplication on $BS^Q$, and there are $2^{|Q|}$ fixed points. To be more specific, the set of sequences $\{[g_1, g_2, \ldots, g_l] \in P_{a_1} \times P_{a_2} \times \cdots \times P_{a_l} | g_k \in \{1, s_k\}\}$ maps bijectively to the fixed point set $(BS^Q)^T$. Thus, we can index the fixed points by subwords $J \subset \{s_1, s_2, \ldots, s_l\}$ of $Q$. For a subword $J \subset Q$, the torus weights of the tangent space $\mathcal{T}_J BS^Q$ are ([42, Lemma 1(iii)])

$$\left\{ \left( \prod_{j \in J, j \leq i} s_j \right)(-\alpha_i) \mid 1 \leq i \leq l \right\}.$$

The Bott–Samelson variety $BS^Q$ has a cell decomposition as follows, see [42, Section 3.2]. For any subword $J \subset Q$, we have a submanifold

$$BS^J := \{[g_1, g_2, \ldots, g_l] \in BS^Q | g_k \in B \text{ if } k \notin J \} \subset BS^Q,$$

which can be identified with the Bott–Samelson variety for the word $J$. It has an open dense cell

$$BS^J_0 := BS^J \setminus \bigcup_{S \subset J} BS^S,$$

which contains a unique fixed point corresponding to the subword $J \subset Q$. From the definition, it is easy to see that

$$BS^J = \bigcup_{S \subset J} BS^S_0. \quad (11)$$

The equivariant cohomology $H^*_T(BS^Q)$ has a natural basis given by the fundamental classes of the sub Bott–Samelson varieties $\{[BS^J] | J \subset Q\}$. Let $\langle - , - \rangle_{BS^Q}$ denote the non-degenerate Poincaré pairing on $H^*_T(BS^Q)$. By the Atiyah–Bott localization theorem and the above description of the weights at torus fixed point, we have the following formula for the pairing.

**Lemma 3.1** For any $\gamma_1, \gamma_2 \in H^*_T(BS^Q)$, we have

$$\langle \gamma_1, \gamma_2 \rangle_{BS^Q} = \sum_{J \subset Q} \frac{\gamma_1|J \gamma_2|J}{\prod_{i \in Q} \left( \prod_{j \in J, j \leq i} s_j \right)(-\alpha_i)},$$

where $\gamma_i|_J$ denotes the restriction of $\gamma_i$ to the fixed point $J$. 
Let $\pi : \text{BS}^Q \to G/B$ be the natural map

$$\pi([g_1, g_2, \ldots, g_l]) = \left( \prod_i g_i \right) B/B.$$ 

The image is the Schubert variety $X(\prod Q)$, where $\prod Q \in W$ is the Demazure product, see [18]. If $Q$ is reduced, then $\prod Q = \prod Q \in W$, BS$^Q$ is a resolution of singularities for $X(\prod Q)$ and $\pi_*([\text{BS}^Q]) = [X(\prod Q)]$. Otherwise, $\pi_*([\text{BS}^Q]) = 0$.

### 3.2 CSM classes of cells and dual basis

For each subword $J \subseteq Q$, we have the equivariant CSM classes $c^T_{\text{SM}}(\text{BS}_o^J) \in H^*_T(\text{BS}^Q)$. By the same reason as in Sect. 2.2.3, $\{c^T_{\text{SM}}(\text{BS}_o^J) \mid J \subseteq Q\}$ is a basis for the localized equivariant cohomology $H^*_T(\text{BS}^Q)_{\text{loc}}$. Using the non-degenerate pairing $\langle -, - \rangle_{\text{BS}^Q}$, we can get a dual basis, denoted by $\{T_J \mid J \subseteq Q\}$. I.e., for any two subwords $J, R \subseteq Q$,

$$\langle c^T_{\text{SM}}(\text{BS}_o^J), T_R \rangle_{\text{BS}^Q} = \delta_{R, J}. \quad (12)$$

Since the restriction $c^T_{\text{SM}}(\text{BS}_o^J)|_S = 0$ if $S \not\subseteq J$, $T_R|_S = 0$ if $R \not\subseteq S$.

By the cell decomposition in Eq. (11), we get

$$c^T_{\text{SM}}(\text{BS}^J) = \sum_{S \subseteq J} c^T_{\text{SM}}(\text{BS}_o^S).$$

Hence,

$$\langle c^T_{\text{SM}}(\text{BS}_o^J), T_S \rangle_{\text{BS}^Q} = \begin{cases} 1 & \text{if } S \subseteq J, \\ 0 & \text{otherwise}. \end{cases} \quad (13)$$

Moreover, we have the following localization formula for $c^T_{\text{SM}}(\text{BS}^J)$.

**Lemma 3.2** For any $R \subseteq J$, we have

$$\left| c^T_{\text{SM}}(\text{BS}^J) \right|_R = \prod_{j \in J} \left( 1 + \left( \prod_{r \in R, r \leq j} s_r \right) (-\alpha_j) \right) \prod_{q \in Q \setminus J} \left( \prod_{r \in R, r \leq q} s_r \right) (-\alpha_q).$$

**Proof** Let $\iota$ denote the inclusion of $\text{BS}^J$ into $\text{BS}^Q$, which is a proper map. Then by the functoriality and normalization properties of the MacPherson transformation $c^T_{\text{SM}}$, we get

$$c^T_{\text{SM}}(\text{BS}^J) = \iota_* c^T_{\text{SM}}(\text{BS}_o^J) = \iota_* (c^T(T(\text{BS}^J))).$$

Here, $c^T_{\text{SM}}(\text{BS}_o^J)$ denotes the CSM classes of $\text{BS}^J$ in $H^*_T(\text{BS}^J)$, which equals $c^T(T(\text{BS}^J))$ by the normalization condition. Let $N_{\text{BS}^J/\text{BS}^Q}$ denote the normal bundle of $\text{BS}^J$ inside $\text{BS}^Q$. Then

$$\left| c^T_{\text{SM}}(\text{BS}^J) \right|_R = e^T(T_R(\text{BS}^J)) e^T(N_{\text{BS}^J/\text{BS}^Q}|_R)$$

$$= \prod_{j \in J} \left( 1 + \left( \prod_{r \in R, r \leq j} s_r \right) (-\alpha_j) \right) \prod_{q \in Q \setminus J} \left( \prod_{r \in R, r \leq q} s_r \right) (-\alpha_q),$$

where $e^T(N_{\text{BS}^J/\text{BS}^Q}|_R)$ denotes the $T$-equivariant Euler class of the fiber at $R$ of the normal bundle $N_{\text{BS}^J/\text{BS}^Q}$. \qed
These CSM classes of cells in $BS^Q$ and the dual classes are related to the CSM and SSM classes of Schubert cells by the following lemma.

Lemma 3.3 For any subword $J \subset Q$, we have

$$\pi_*(c^T_{SM}(BS^J)) = c^T_{SM}(X \left( \prod J \right) \circ),$$

and

$$\pi^*(s^T_{SM}(Y(w)\circ)) = \sum_{J \subset Q, \prod J = w} T_J.$$

Remark 3.4 (1) The CSM classes behave well with respect to proper pushforward, while the SSM classes behave well with respect to pullback. If we switch the position between the CSM and SSM classes, such formulae would not hold. This is the reason why the method of Goldin and Knutson [18] can only be applied to the SSM classes, not the CSM classes.

(2) These formulae can be generalized to equivariant K-theory, with the CSM (resp. SSM) classes replaced by the motivic Chern (resp. Segre motivic Chern) classes, see [1,28]. However, since the corresponding Hecke operators in the equivariant K-theory satisfy the quadratic relation $(T_s + 1)(T_s - q) = 0$ instead of the simple relation $T_s^2 = 1$, the formulae would be much more complicated. For example, there will many terms in the first pushforward formula. This prevents the author from computing the structure constants for the Segre motivic Chern classes for the Schubert cells.

Proof Let $J = s_{\alpha_i_1}s_{\alpha_i_2} \cdots s_{\alpha_i_k} \subset Q$. By [5, Lemma 3.1 and Theorem 3.3], we get

$$\pi_*(c^T_{SM}(BS^J)) = T_{i_k} \left( \pi_*(c^T_{SM}(BS^J_{s_{\alpha_i_1}s_{\alpha_i_2} \cdots s_{\alpha_i_{k-1}}})) \right).$$

Hence,

$$\pi_*(c^T_{SM}(BS^J)) = T_{i_k} \circ \cdots \circ T_{i_2} \circ T_{i_1}(\langle X(\text{id}) \rangle) = T_{(\prod J)^{-1}}(\langle X(\text{id}) \rangle),$$

where in the second equality, we used the fact that the operators $T_i$ defined in Sect. 2.2 satisfy the usual Weyl group relation, see [5, Proposition 4.1]. Then the first statement follows from Eq. (1).

For the second one, we have

$$\pi^*(s^T_{SM}(Y(w)\circ)) = \sum_{J \subset Q} \langle \pi^*(s^T_{SM}(Y(w)\circ)), c^T_{SM}(BS^J)_{BS^Q} \rangle T_J$$

$$= \sum_{J \subset Q} \langle s^T_{SM}(Y(w)\circ), \pi_*(c^T_{SM}(BS^J)) \rangle T_J$$

$$= \sum_{J \subset Q} \langle s^T_{SM}(Y(w)\circ), c^T_{SM}(X(\prod J)\circ) \rangle T_J$$

$$= \sum_{J \subset Q, \prod J = w} T_J.$$

Here the first and the last equalities follows from Eqs. (12) and (3), the second one follows from the projection formula, and the third one follows from the first equality in this lemma.
3.3 Structure constants for the dual basis

Define the structure constants for the dual basis \( \{ T_J \mid J \subset Q \} \) in \( H^*_T(BS^Q)_{\text{loc}} \) by

\[
T_R T_S = \sum_J b^J_{R,S} T_J \in H^*_T(BS^Q)_{\text{loc}},
\]

(14)

where \( b^J_{R,S} \in \text{Frac} \ H^*_T(\text{pt}) \) and \( R, S \subset J \). Taking the coefficients of \( T_R \) on both sides, we get \( T_S|_R = b^R_{R,S} \), which is given in Proposition 4.2.

These structure constants are related to those \( c^w_{u,v} \) in Eq. (4) by the following lemma.

**Lemma 3.5** Assume \( Q \) is a reduced word, with product \( \prod Q = w \in W \). Then

\[
c^w_{u,v} = \sum_{R, S \subset Q, \prod R = u, \prod S = v} b^Q_{R,S}.
\]

**Proof** Applying \( \pi^* \) to Eq. (4) and using Lemma 3.3, we get

\[
\pi^*(s_T^{SM}(Y(u))^\circ) \cup \pi^*(s_T^{SM}(Y(v))^\circ))
\]

\[
= \left( \sum_{R \subset Q, \prod R = u} T_R \right) \left( \sum_{S \subset Q, \prod S = v} T_S \right)
\]

\[
= \sum_{R, S \subset Q, \prod R = u, \prod S = v} \sum_J b^J_{R,S} T_J
\]

\[
= \sum_z c^z_{u,v} \pi^*(s_T^{SM}(Y(z))^\circ))
\]

\[
= \sum_z c^z_{u,v} \sum_{J \subset Q, \prod S = z} T_J.
\]

Taking the coefficient of \( T_Q \) on both sides, we get

\[
c^w_{u,v} = \sum_{R, S \subset Q, \prod R = u, \prod S = v} b^Q_{R,S}.
\]

\[\square\]

Therefore, the main Theorem 2.2 is reduced to the following theorem.

**Theorem 3.6** For any word \( Q \) (not necessarily reduced) with subwords \( R, S \subset Q \), we have

\[
b^Q_{R,S} = \left( \prod_{q \in Q} \frac{\alpha_q^{[q \in R \cap S]}}{1 + \alpha_q (-T_q^V)^{[q \notin R \cup S]}} \right) \cdot 1 \in \text{Frac} \ H^*_T(\text{pt}).
\]

4 Proof of Theorem 3.6

In this section, we will first give a localization formula for the dual basis \( \{ T_J \mid J \subset Q \} \). Theorem 3.6 will follow by an induction argument on the number of elements in the word \( Q \).
4.1 Localization of the dual basis

First of all, we have

**Lemma 4.1** For any $\gamma \in H_T^*(\text{BS}^Q)$,

$$\langle \gamma, c_T^S(\text{BS}^J) \rangle_{\text{BS}^Q} = \sum_{R \subset J} \gamma|_R \prod_{j \in J} \frac{1 + \left( \prod_{r \in R} s_r \right) \left( -\alpha_j \right)}{\left( \prod_{r \in R} s_r \right) \left( -\alpha_j \right)}.$$

**Proof** By the Atiyah–Bott localization formula and Lemma 3.2, we have

$$\langle \gamma, c_T^S(\text{BS}^J) \rangle_{\text{BS}^Q} = \sum_{R \subset Q} \gamma|_R c_T^S(\text{BS}^J)|_R e^T(T_R \text{BS}^Q)$$

$$= \sum_{R \subset J} \gamma|_R \prod_{j \in J} \frac{1 + \left( \prod_{r \in R} s_r \right) \left( -\alpha_j \right)}{\left( \prod_{r \in R} s_r \right) \left( -\alpha_j \right)}.$$

The localization of the dual basis is given by the following formula.

**Proposition 4.2** For any subwords $S \subset R \subset Q$,

$$T_S|_R = \left( \prod_{r \in R} \alpha_r \left[ r \in S \right] s_r \right) \cdot 1 \in \text{Frac } H_T^*(pt).$$

**Proof** By the localization theorem, let us denote the classes $T_S' \in H_T^*(\text{BS}^Q)$ defined by the localization conditions

$$T_S'|_R = \left\{ \begin{array}{ll}
\left( \prod_{r \in R} \alpha_r \left[ r \in S \right] s_r \right) \cdot 1 & \text{if } S \subset R, \\
0 & \text{otherwise}.
\end{array} \right.$$

By Eq. (13), we only need to show

$$\langle T_S', c_T^S(\text{BS}^J) \rangle_{\text{BS}^Q} = \left\{ \begin{array}{ll}
1 & \text{if } S \subset J, \\
0 & \text{otherwise}.
\end{array} \right.$$

Since

$$T_S'|_R = \left( \prod_{r \in R} \alpha_r \left[ r \in S \right] s_r \right) \cdot 1 = \frac{\prod_{s \in S}(\prod_{r \in R} s_r)(-\alpha_s)}{\prod_{r \in R} \left( 1 + \left( \prod_{r' \in R} s_{r'} \right) \left( -\alpha_r \right) \right)},$$

Lemma 4.1 gives,

$$\langle T_S', c_T^S(\text{BS}^J) \rangle_{\text{BS}^Q}$$

$$= \sum_{S \subset R \subset J} T_S'|_R \prod_{j \in J} \frac{1 + \left( \prod_{r \in R} s_r \right) \left( -\alpha_j \right)}{\left( \prod_{r \in R} s_r \right) \left( -\alpha_j \right)}.$$
Thus, it suffices to check that for any $S \subset J \subset Q$,

\[
\sum_{S \subset R \subset J} \frac{\prod_{j \in J \setminus R} \left(1 + \left(\prod_{r \in R} s_r\right) (-\alpha_j)\right)}{\prod_{j \in J \setminus S} \left(\prod_{r \in R} s_r\right) (-\alpha_j)} = 1. \tag{15}
\]

We prove it by induction on the number of simple reflections in the word $J$. If $J = \emptyset$, it is obvious. Now assume $\#J \geq 1$, and Eq. (15) is true for any $J'$ such that $\#J' < \#J$. Suppose $s_\alpha$ is the first simple reflection in the word $J$ and $J = s_\alpha J_0$. We consider the following two cases according to whether $S$ contains the first simple reflection $s_\alpha$ in $J$ or not.

**Case I** $S$ contains $s_\alpha$. Then for all the $R$ such that $S \subset R \subset J$, $s_\alpha$ will also be the first simple reflection for $R$. Let $S = s_\alpha S_0$ and $R = s_\alpha R_0$. Then

\[
\sum_{S \subset R \subset J} \frac{\prod_{j \in J \setminus R} \left(1 + \left(\prod_{r \in R} s_r\right) (-\alpha_j)\right)}{\prod_{j \in J \setminus S} \left(\prod_{r \in R} s_r\right) (-\alpha_j)} = s_\alpha \left(\sum_{S_0 \subset R_0 \subset J_0} \frac{\prod_{j \in J_0 \setminus R_0} \left(1 + \left(\prod_{r \in R_0} s_r\right) (-\alpha_j)\right)}{\prod_{j \in J_0 \setminus S_0} \left(\prod_{r \in R_0} s_r\right) (-\alpha_j)}\right) = s_\alpha (1) = 1,
\]

where the second equality follows from induction step.

**Case II** $S$ does not contain $s_\alpha$. We separate the sum in Eq. (15) into two terms according to whether $R$ contains $s_\alpha$ or not as follows

\[
\sum_{S \subset R \subset J} \frac{\prod_{j \in J \setminus R} \left(1 + \left(\prod_{r \in R} s_r\right) (-\alpha_j)\right)}{\prod_{j \in J \setminus S} \left(\prod_{r \in R} s_r\right) (-\alpha_j)} = \sum_{R = s_\alpha R_0 \atop S \subset R \subset J_0} \frac{\prod_{j \in J \setminus R} \left(1 + \left(\prod_{r \in R} s_r\right) (-\alpha_j)\right)}{\prod_{j \in J \setminus S} \left(\prod_{r \in R} s_r\right) (-\alpha_j)} + \sum_{S \subset R \subset J_0} \frac{\prod_{j \in J \setminus R} \left(1 + \left(\prod_{r \in R} s_r\right) (-\alpha_j)\right)}{\prod_{j \in J \setminus S} \left(\prod_{r \in R} s_r\right) (-\alpha_j)} = \frac{1}{\alpha} s_\alpha (1) + \frac{1 - \alpha}{-\alpha} = 1,
\]

where the second equality follows from induction. This finishes the proof of Eq. (15). \qed

Suppose $s_\alpha$ is the first simple reflection in the word $R$ and $R = s_\alpha R_0$. Then we get the following corollary.
Corollary 4.3  (1) If $s_\alpha$ is the first simple reflection in $S$ and $S = s_\alpha S_0$, then

$$T_S|R = \frac{\alpha}{1+\alpha} s_\alpha (T_{S_0}|R_0).$$

(2) If $s_\alpha$ is not the first simple reflection in $S$, then

$$T_S|R = \frac{1}{1+\alpha} s_\alpha (T_S|R_0).$$

4.2 Proof of Theorem 3.6

In this section, we prove Theorem 3.6 by induction on $\#Q$.

Restricting both sides of Eq. (14) to the fixed point $Q$, we get

$$T_R|Q T_S|Q = \sum_{R,S \subset J \subset Q} b_{R,S}^J T_J|Q.$$

Therefore,

$$b_{R,S}^Q = \frac{T_R|Q T_S|Q - \sum_{R,S \subset J \subset Q} b_{R,S}^J T_J|Q}{T_Q|Q}.$$  (16)

Proof of Theorem 3.6  We prove the theorem by induction on $\#Q$. If $Q = \emptyset$, it is obvious. Assume the theorem is true for any $Q$ with $\#Q = k \geq 0$. Now assume $\#Q = k + 1$, the first simple reflection in the word $Q$ is $s_\alpha$ and $Q = s_\alpha Q_0$. Consider different cases according to whether $R, S$ contain the first simple reflection $s_\alpha$ in $Q$ or not.

Case I: Suppose neither $R$ nor $S$ contains the first simple reflection $s_\alpha$ in $Q$.

Lemma 4.4  The sum in Eq. (16) can be rewritten as

$$\sum_{R,S \subset J \subset Q} b_{R,S}^J T_J|Q = b_{R,S}^{Q_0} \frac{1}{1+\alpha} s_\alpha (T_{Q_0}|Q_0) + \sum_{R,S \subset J \subset Q_0} \frac{1}{(1+\alpha)^2} s_\alpha (b_{R,S}) s_\alpha (T_J|Q_0).$$

Proof  We separate the left hand side into two parts as follows

$$\sum_{R,S \subset J \subset Q} b_{R,S}^J T_J|Q$$

$$= \sum_{R,S \subset J \subset Q_0} b_{R,S}^J T_J|Q + \sum_{J = s_\alpha J_0 \subset R,S \subset J_0 \subset Q_0} b_{R,S}^J T_J|Q$$

$$= \sum_{R,S \subset J \subset Q_0} b_{R,S}^J T_J|s_\alpha Q_0 + \sum_{R,S \subset J_0 \subset Q_0} b_{R,S}^{s_\alpha J_0} T_s^{J_0} s_{s_\alpha Q_0}$$

$$= \left( b_{R,S}^{Q_0} \frac{1}{1+\alpha} s_\alpha (T_{Q_0}|Q_0) + \frac{1}{1+\alpha} \sum_{R,S \subset J \subset Q_0} b_{R,S}^J s_\alpha (T_J|Q_0) \right)$$

$$+ \left( \frac{\alpha}{1+\alpha} \sum_{R,S \subset J \subset Q_0} \frac{1}{1+\alpha} s_\alpha (-T_{s_\alpha}^\vee) (b_{R,S}^{J_0}) s_\alpha (T_J|Q_0) \right)$$

$$= b_{R,S}^{Q_0} \frac{1}{1+\alpha} s_\alpha (T_{Q_0}|Q_0) + \sum_{R,S \subset J \subset Q_0} \frac{1}{(1+\alpha)^2} s_\alpha (b_{R,S}) s_\alpha (T_J|Q_0).$$
Here the third equality follows from Corollary 4.3 and the induction step of Theorem 3.6 for \( s_\alpha J_0 \subseteq Q \), and the last equality follows from the formula \( s_\alpha (-T_\alpha^\vee) = s_\alpha (-\partial_\alpha - s_\alpha) = -s_\alpha \frac{1}{\alpha} (1 - s_\alpha) - 1 = \frac{1}{\alpha} s_\alpha - \frac{1}{\alpha} \). 

\[ \square \]

Plugging this into Eq. (16), we get

\[
b_{R,S}^Q = \frac{T_R|Q T_S|Q - \sum_{R,S \subseteq J \subseteq Q} b_{R,S}^J T_J|Q}{T_Q|Q} = \frac{1}{\alpha + 1} s_\alpha (\frac{T_R|Q T_S|Q - \sum_{R,S \subseteq J \subseteq Q} b_{R,S}^J T_J|Q}{T_Q|Q} - \frac{1}{\alpha} b_{R,S}^Q)
\]

\[
= \frac{1}{\alpha + 1} s_\alpha (b_{R,S}^Q - \frac{1}{\alpha} b_{R,S}^Q = \frac{1}{\alpha + 1} s_\alpha (-T_\alpha^\vee)(b_{R,S}^Q),
\]

as desired.

\textbf{Case II}: Suppose both \( R \) and \( S \) contain the first simple reflection \( s_\alpha \) in \( Q \). Let \( R = s_\alpha R_0 \) and \( S = s_\alpha S_0 \). Every \( J \) satisfying \( R, S \subseteq J \subseteq Q \) also contains \( s_\alpha \) as its first simple reflection. Let \( J = s_\alpha J_0 \). Then by the induction step for \( J \subseteq Q \) and Corollary 4.3, we have

\[
\sum_{R,S \subseteq J \subseteq Q} b_{R,S}^J T_J|Q = \sum_{R_0, S_0 \subseteq J_0 \subseteq Q} b_{s_\alpha R_0, s_\alpha S_0}^J T_{s_\alpha J_0}|s_\alpha Q_0
\]

\[
= \sum_{R_0, S_0 \subseteq J_0 \subseteq Q} \frac{\alpha}{1 + \alpha} s_\alpha (b_{R_0, S_0}^J) \frac{1}{1 + \alpha} s_\alpha (T_{J_0}|Q_0).
\]

Putting this into Eq. (16), we get

\[
b_{R,S}^Q = \frac{T_R|Q T_S|Q - \sum_{R,S \subseteq J \subseteq Q} b_{R,S}^J T_J|Q}{T_Q|Q} = \frac{\alpha}{1 + \alpha} s_\alpha \left( \frac{T_R|Q T_S|Q - \sum_{R_0, S_0 \subseteq J_0 \subseteq Q} b_{R_0, S_0}^J T_{J_0}|Q_0}{T_Q|Q} \right)
\]

\[
= \frac{\alpha}{1 + \alpha} s_\alpha (b_{R,S}^Q),
\]

as desired.

As \( b_{R,S}^Q = b_{S,R}^Q \), we are left with the last case.

\textbf{Case III}: Suppose \( R \) contains the first simple reflection \( s_\alpha \) in \( Q \), while \( S \) does not. Let \( R = s_\alpha R_0 \). Every \( J \) satisfying \( R, S \subseteq J \subseteq Q \) also contains \( s_\alpha \) as its first simple reflection. Let \( J = s_\alpha J_0 \). Then by the induction step for \( J \subseteq Q \) and Corollary 4.3, we have

\[
\sum_{R,S \subseteq J \subseteq Q} b_{R,S}^J T_J|Q = \sum_{R_0, S_0 \subseteq J_0 \subseteq Q} b_{s_\alpha R_0, s_\alpha S_0}^J T_{s_\alpha J_0}|s_\alpha Q_0
\]

\[
= \sum_{R_0, S_0 \subseteq J_0 \subseteq Q} \frac{1}{1 + \alpha} s_\alpha (b_{R_0, S_0}^J) \frac{\alpha}{1 + \alpha} s_\alpha (T_{J_0}|Q_0).
\]
Plugging this into Eq. (16) and using Corollary 4.3, we get

\[
b_Q^{R,S} = \frac{T_Q|Q T_S|Q - \sum_{R,S \subseteq J \subseteq Q} b_{R,S}^J T_J|Q}{T_Q|Q} \\
= \frac{1}{1 + \alpha s} \left( \frac{T_{R_0}|Q_0 T_S|Q_0 - \sum_{R_0,S \subseteq J_0 \subseteq Q_0} b_{R_0,S}^J T_J|Q_0}{T_{Q_0}|Q_0} \right) \\
= \frac{1}{1 + \alpha s} (b_Q^{R,S}).
\]

This finishes the proof of Theorem 3.6 in all cases. \(\square\)

5 Parabolic case

In this section, we generalize Theorem 2.2 to the parabolic case.

Let \(P\) be a parabolic subgroup containing the Borel subgroup \(B\). Let \(W_P\) be the Weyl group of a Levi subgroup of \(P\), and \(W_P = W / W_P\) be the set of minimal length representatives. For any \(w \in W_P\), let \(X(w)\) (resp. \(Y(w)\)) denote the Schubert cell \(BwP / P\) (resp. \(B^- wP / P\)). Let \(p : G / B \to G / B\) be the natural projection.

We have the following properties for the CSM/SSM classes of Schubert cells in \(G / P\).

Lemma 5.1 (1) For any \(w \in W\),

\[
p_*(c^T_{SM}(X(w))) = c^T_{SM}(X(w)P) \in H_T^*(G / P).
\]

(2) For any \(w \in W_P\),

\[
p_*(s^T_{SM}(Y(w)P)) = \sum_{x \in W_P} s^T_{SM}(Y(wx)P) \in H_T^*(G / B).
\]

(3) For any \(u, w \in W_P\),

\[
\langle c^T_{SM}(X(w)P), s^T_{SM}(Y(u)P) \rangle = \delta_{u,w}.
\]

Proof The first one follows from the functoriality of the MacPherson transformation. The second one follows from the Verdier–Riemann–Roch Theorem (see [3, Theorem 9.2, or Equation (37)]). The last one is [3, Theorem 9.4]. \(\square\)

Define the structure constants for the SSM classes as follow:

\[
s^T_{SM}(Y(u)P) \cup s^T_{SM}(Y(v)P) = \sum_{w \in W_P} c_{u,v}^w(P) s^T_{SM}(Y(w)P) \in H_T^*(G / P)_{loc},
\]

where \(u, v \in W_P\) and \(c_{u,v}^w(P) \in \text{Frac} H_T^*(pt)\). Applying \(p^*\) to the above equation and using Lemma 5.1, we get

\[
\left( \sum_{x \in W_P} s^T_{SM}(Y(ux)P) \right) \cup \left( \sum_{y \in W_P} s^T_{SM}(Y(vy)P) \right) = \sum_{w \in W_P} c_{u,v}^w(P) \sum_{x \in W_P} s^T_{SM}(Y(wx)P).
\]

For any \(w \in W_P\), taking the coefficient of \(s^T_{SM}(Y(w)P)\) on both sides, we obtain the following formula for \(c_{u,v}^w(P)\).
Theorem 5.2 For any $u, v, w \in W^P$,
\[ c_w^{u,v}(P) = \sum_{x \in W^P, y \in W^P} c_{u,x}^{w,y}. \]

Remark 5.3 It was communicated by A. Knutson [21] to the author that the structure constants for the SSM classes of the Schubert cells in a partial flag variety can be used to deduce some puzzle formulae for the Schubert structure constants in 2/3/4-step partial flag varieties in type A, generalizing the earlier works [12,13,23]. In fact, the authors in [21] consider the quotient of the stable basis elements [27] by the class of the zero section in the equivariant cohomology of the cotangent bundle of the flag variety, which has a natural $\mathbb{C}^*$ action by scaling the cotangent fibers. The pullback of the stable basis elements to the flag variety are the CSM classes of the Schubert cells, see Eq. (10). Besides, the pullback of the $\mathbb{C}^*$-equivariant class of the zero section is the total Chern class of the flag variety (after setting the $\mathbb{C}^*$-equivariant parameter to 1 and up to a sign). Thus, the classes considered in [21] are precisely the SSM classes of the Schubert cells. This is one of my motivations for this work.
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