DERIVATION OF THE MAGNETIC EULER-HEISENBERG ENERGY
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Abstract. In quantum field theory, the vacuum is a fluctuating medium which behaves as a nonlinear polarizable material. In this article, we perform the first rigorous derivation of the magnetic Euler-Heisenberg effective energy, a nonlinear functional that describes the effective fluctuations of the quantum vacuum in a classical magnetic field.

We start from a classical magnetic field in interaction with a quantized Dirac field in its ground state, and we study a limit in which the classical magnetic field is slowly varying. After a change of scales, this is equivalent to a semi-classical limit $\hbar \to 0$, with a strong magnetic field of order $1/\hbar$. In this regime, we prove that the energy of Dirac's polarized vacuum converges to the Euler-Heisenberg functional. The model has ultraviolet divergences, which we regularize using the Pauli-Villars method. We also discuss how to remove the regularization of the Euler-Heisenberg effective Lagrangian, using charge renormalization, perturbatively to any order of the coupling constant.
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1. Introduction

In quantum field theory, the vacuum is a fluctuating medium which behaves as a nonlinear polarizable material [11, 21, 68]. A convenient way of describing these effects is to use an effective action. In Quantum Electrodynamics (QED), this method corresponds to integrating out the electronic degrees of freedom in the full QED functional integral [68, Chap. 33]. The effective action is a function of a classical electromagnetic field treated as an
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external one. In the case of a constant electromagnetic field, the effective action has a rather simple explicit expression. This effective Euler-Heisenberg Lagrangian has been used to make spectacular predictions \[58, 13\]. For instance, the birefringence of the vacuum that was predicted by this theory has only been confirmed recently \[54, 22\].

For time-independent fields in the Coulomb gauge, the effective Lagrangian action has been rigorously defined in \[28\]. It takes the form

\[
\mathcal{L}(A) := -\mathcal{F}_{\text{vac}}(eA) + e\int_{\mathbb{R}^3} (j_{\text{ext}}(x) \cdot A(x) - \rho_{\text{ext}}(x)V(x)) \, dx + \frac{1}{8\pi} \int_{\mathbb{R}^3} (|E(x)|^2 - |B(x)|^2) \, dx
\]  

(1)

and gives rise to nonlinear and nonlocal corrections to the classical linear Maxwell equations

\[
\begin{align*}
-\Delta V &= 4\pi e\left(\rho_{\text{vac}}(eA) + \rho_{\text{ext}}\right), \\
-\Delta A &= 4\pi e\left(j_{\text{vac}}(eA) + j_{\text{ext}}\right), \\
\text{div} A &= \text{div} j_{\text{ext}} = 0.
\end{align*}
\]  

(2)

Here \(e\) is the elementary charge of an electron, \(A := (V, A)\) is a classical, \(\mathbb{R}^4\)-valued, electromagnetic potential, with corresponding field \(F = (E, B) = (-\nabla V, \text{curl} A)\), and \(\rho_{\text{ext}}\) and \(j_{\text{ext}}\) are given external charge and current densities. The vacuum charge \(\rho_{\text{vac}}(eA)\) and current \(j_{\text{vac}}(eA)\) densities are nonlinearly induced by the electron-positron vacuum according to the formulae

\[
e\rho_{\text{vac}}(eA) := \frac{\partial}{\partial V} \mathcal{F}_{\text{vac}}(eA), \quad \text{and} \quad e j_{\text{vac}}(eA) := -\frac{\partial}{\partial A} \mathcal{F}_{\text{vac}}(eA),
\]

where \(\mathcal{F}_{\text{vac}}(eA)\) is the energy of a quantized Dirac field in the external four-potential \(A\), assumed to be in its ground state.

The nonlinear vacuum correction terms \(\rho_{\text{vac}}(eA)\) and \(j_{\text{vac}}(eA)\) are negligible in normal conditions and they only start to play a significant role for very large electromagnetic fields. The critical value at which this starts to happen is called the Schwinger limit and it is several orders of magnitude above what can now be produced in the laboratory. The detection of these nonlinear effects is nevertheless a very active area of experimental research \[3, 56\]. In addition, these terms are known to play an important role in neutron stars with extremely high magnetic fields (magnetars) \[2, 51, 7\]. The observation of this effect has been announced very recently \[54\]. The equations (2) do not seem to have attracted much attention on the mathematical side.

The exact vacuum energy \(\mathcal{F}_{\text{vac}}(eA)\) is a very complicated nonlocal functional of \(A\) which, in addition, has well-known divergences. Its precise definition will be recalled in Section 2.1 below. A simple and useful approximation, often used in the Physics literature, consists in replacing the complicated functional \(\mathcal{F}_{\text{vac}}(eA)\) by a superposition of local independent problems, that is,

\[
\mathcal{F}_{\text{vac}}(eA) \simeq \int_{\mathbb{R}^3} f_{\text{vac}}(eE(x), eB(x)) \, dx
\]  

(3)
where $f_{\text{vac}}(eE,eB)$ is the energy per unit volume, found for an electromagnetic field $F = (E,B)$ which is constant everywhere in space (hence for a linear electromagnetic potential $A$). Our purpose in this article is to justify the approximation (3) in a limit where the electromagnetic field $F$ is slowly varying.

The (appropriately renormalized) function $f_{\text{vac}}(eE,eB)$ has been computed by Euler and Heisenberg in a famous article [38] and it is given by the expression

$$f_{\text{vac}}(eE,eB) = \frac{1}{8\pi^2} \int_0^\infty \frac{e^{-sm^2}}{s^3} \left( \frac{e^2s^2}{3}(|E|^2 - |B|^2) - 1 \right)$$

$$+ e^2s^2 (E \cdot B) \frac{\text{Re} \cosh (es(|B|^2 - |E|^2 + iE \cdot B)^{\frac{1}{2}})}{\text{Im} \cosh (es(|B|^2 - |E|^2 + iE \cdot B)^{\frac{1}{2}})} ds. \quad (4)$$

Here $m$ is the mass of the electron and we work in a system of units such that the reduced Planck constant $\hbar$ and the speed of light $c$ are equal to 1. An alternative computation of the Euler-Heisenberg formula (4) has been discussed later by Weisskopf [68] and Schwinger [59]. For weak fields the leading correction to the usual Maxwell Lagrangian is given by

$$f_{\text{vac}}(eE,eB) = -\frac{e^4}{360\pi^2m^2} \left( (|E|^2 - |B|^2)^2 + 7(E \cdot B)^2 \right) + o(|E|^4 + |B|^4).$$

This expression has a form similar to the first-order Born-Infeld theory [42, 43] and it has played an important role in the understanding of nonlinear effects on the propagation and dispersion of light [41, 55, 52, 44].

It is well-known that the Euler-Heisenberg vacuum energy in formula (4) has to be handled with care, since the integrand may have poles on the real line. The proper definition requires to replace $s$ by $s + i \eta$ and to take the limit $\eta \to 0$ [59, 40]. The function $f_{\text{vac}}(eE,eB)$ defined in this way may have an exponentially small non-zero imaginary part, which is interpreted as the electron-positron pair production rate and corresponds to the instability of the vacuum (see [31, Paragraph 7.3] and [13, 40, 14, 15]). However, under the additional constraints that $E \cdot B = 0$ and $|E| < |B|$, then there is no pole, the integral in (4) converges absolutely and the vacuum energy $f_{\text{vac}}(eE,eB)$ is real, as expected. In particular, this is the case for a purely magnetic field, $E \equiv 0$, that will be the object of our paper.

The purely magnetic case has been particularly discussed in the Physics literature [1, 6, 66, 67, 53]. The corresponding energy is independent of the direction of the magnetic field $B$ and simplifies to

$$f_{\text{vac}}(0,eB) = \frac{1}{8\pi^2} \int_0^\infty \frac{e^{-sm^2}}{s^3} \left( es|B| \coth (es|B|) - 1 - \frac{e^2s^2|B|^2}{3} \right) ds. \quad (5)$$

This function is concave-decreasing and negative, which corresponds to the usual picture that, after renormalization, the vacuum polarization enhances an external field instead of screening it as one would have naturally expected.
at first sight. As an illustration, the function behaves as

\[ f_{\text{vac}}(0, eB) \sim \begin{cases} 
-\frac{e^4}{360\pi^2 m^4} |B|^4 & \text{for } |B| \to 0, \\
-\frac{e^2 |B|^2}{24\pi^2} \log \left( \frac{e|B|}{m^2} \right) & \text{for } |B| \to \infty.
\end{cases} \] (6)

Note that the energy diverges faster than $|B|^2$ at infinity. The total energy

\[ \frac{1}{8\pi} \int_{\mathbb{R}^3} |B(x)|^2 \, dx + \int_{\mathbb{R}^3} f_{\text{vac}}(0, e|B(x)|) \, dx \]

is unbounded from below. The implications of this instability for strong magnetic fields were studied by Haba in [33, 34]. The instability of the model is due to charge renormalization.

The function $|B| \mapsto f_{\text{vac}}(0, eB)$ has a non-convergent Taylor series in powers of $B$. In fact, the series is

\[ \frac{m^4}{8\pi^2} \sum_{n \geq 2} \frac{B_{2n}}{2n(2n-1)(2n-2)} \left( \frac{2e|B|}{m^2} \right)^{2n} \]

and the Bernoulli numbers

\[ B_{2n} = (-1)^{n+1} \frac{(2n)!}{(2\pi)^{2n}} \zeta(2n) \]

(with $\zeta$ the Riemann zeta function) diverge extremely fast. This phenomenon has played an important historical role in quantum field theory, where perturbative arguments are often used. It can nevertheless be shown that $f_{\text{vac}}(0, eB)$ is the Borel sum of its Taylor expansion [4].

Our main goal in this paper is to provide a rigorous derivation of the purely magnetic Euler-Heisenberg vacuum energy in (5), starting from the vacuum energy $F_{\text{vac}}$ of a quantized Dirac field, in the regime where $B$ varies slowly in space. To be more precise, we assume that the magnetic field takes the form $B(\varepsilon x)$ with a fixed smooth function $B$ (which corresponds to the strong magnetic potential $A_\varepsilon(x) = \varepsilon^{-1} A(\varepsilon x)$) and then look at the limit $\varepsilon \to 0$. The expectation is that the vacuum energy is locally given by the Euler-Heisenberg formula, leading to the limit

\[ F_{\text{vac}}(0, eA_\varepsilon) \sim \int_{\mathbb{R}^3} f_{\text{vac}}(0, eB(\varepsilon x)) \, dx = \varepsilon^{-3} \int_{\mathbb{R}^3} f_{\text{vac}}(0, eB(x)) \, dx. \] (7)

After a change of scale, the problem coincides with a semiclassical limit $\hbar = \varepsilon \to 0$ with a very strong magnetic field of order $B \sim 1/\hbar$. This magnetic field strength is critical: any $B \ll 1/\hbar$ would disappear in the leading order of the semi-classical limit. Here $B$ does contribute, and deriving the exact form of the energy is a very delicate matter. This regime of strong magnetic fields has been the object of several recent studies in different situations [48, 26, 64, 70, 16, 17, 18, 19, 24, 23, 25, 39], none of them covering the continuous spectrum of the Dirac operator, to our knowledge. A result similar to (7) has recently been obtained in the simpler case of a scalar field in [35], which is a more conventional semiclassical limit.

In addition to the criticality of the magnetic field strength, we have to face the other difficulty that the vacuum energy $F_{\text{vac}}$ has divergences that must be regularized. Different regularization schemes are possible. In this article
we use the Pauli-Villars method as in [28] and obtain a result similar to (7), with a Pauli-Villars-regulated function \( f_{PV}^{\text{vac}}(0, eB) \). An advantage of the regularized model is that it is stable, contrary to the original Euler-Heisenberg \( f_{\text{vac}}(0, eB) \). After charge renormalization, the function \( f_{PV}^{\text{vac}}(0, eB) \) coincides with \( f_{\text{vac}}(0, eB) \) up to an exponentially small error, but the model becomes unstable.

In the next section we properly define the Dirac vacuum energy \( F_{\text{vac}} \) using the Pauli-Villars scheme, before we are able to state our main results.

2. Main results

2.1. The Pauli-Villars-regulated vacuum energy. We start by recalling the definition of the Pauli-Villars-regulated vacuum energy [57] which was rigorously studied in [28] (see also [27, 47]). The vacuum energy \( F_{\text{vac}}(eA) \) in (1) is given by the formal expression

\[
F_{\text{vac}}(eA) := -\frac{1}{2} \text{tr} \left| D_{m,eA} \right|.
\]

In this formula,

\[
D_{m,eA} := \alpha \cdot \left( -i \nabla - eA \right) + eV + m \beta,
\]

is the Dirac operator for one electron in the classical electromagnetic field \( A = (V, A_1, A_2, A_3) \) [65, 20], a self-adjoint operator acting on \( L^2(\mathbb{R}^3, \mathbb{C}^4) \). The four Dirac matrices \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \) and \( \beta \) are given by

\[
\alpha_k := \begin{pmatrix} 0 & \sigma_k \\ \sigma_k & 0 \end{pmatrix}, \quad \text{and} \quad \beta := \begin{pmatrix} I_2 & 0 \\ 0 & -I_2 \end{pmatrix},
\]

with Pauli matrices \( \sigma_1, \sigma_2 \) and \( \sigma_3 \) equal to

\[
\sigma_1 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 := \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \text{and} \quad \sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

The Dirac matrices satisfy the following anti-commutation relations

\[
\alpha_j \alpha_k + \alpha_k \alpha_j = 2 \delta_{j,k} I_4, \quad \alpha_j \beta + \beta \alpha_j = 0, \quad \text{and} \quad \beta^2 = I_4.
\]

The trace in (8) means that all the negative energy states are filled by virtual electrons, according to Dirac’s picture [8, 9, 10, 11]. The operator

\[
-\frac{1}{2} \left| D_{m,eA} \right| = D_{m,eA} \frac{\mathbb{1}(D_{m,eA} \leq 0) - \mathbb{1}(D_{m,eA} \geq 0)}{2}
\]

in the trace arises from the constraint that the system must be charge-conjugation invariant. We refer to [36, 28] for detailed explanations.

Of course, the trace in (8) is infinite. In order to give a proper meaning to \( F_{\text{vac}}(eA) \), we start by subtracting an infinite constant, namely the free vacuum energy corresponding to \( A \equiv 0 \) given by

\[
F_{\text{vac}}(0) = -\frac{1}{2} \text{tr} \left| D_{m,0} \right|.
\]

We therefore consider the relative vacuum energy

\[
F_{\text{vac}}(eA) - F_{\text{vac}}(0) = \frac{1}{2} \text{tr} \left( \left| D_{m,0} \right| - \left| D_{m,eA} \right| \right).
\]

Removing an (infinite) constant does not change the variational problem in which we are interested, as well as the resulting equations.
For most electromagnetic potentials $A$, however, the relative vacuum energy in (11) is not yet well defined due to ultraviolet divergences. This additional difficulty can be overcome by applying a suitable regularization. Various methods are employed in the literature, among which are the famous dimensional regularization [32] and the lattice regularization [69]. Here we are going to use the Pauli-Villars method [57] which was studied in [28]. This technique consists in adding fictitious particles with high masses $m_j \gg 1$ in the model. These particles have no physical significance, but their introduction provides an ultraviolet regularization, which is sufficient to rigorously define the vacuum energy. More precisely, we consider the so-called Pauli-Villars-regulated vacuum energy given by the formula

$$F_{\text{PV}}^{\text{vac}}(eA) := \frac{1}{2} \mathrm{tr} \sum_{j=0}^{2} c_j \left( |D_{m_j,0}| - |D_{m_j,eA}| \right).$$

(12)

In this expression, the coefficient $c_0$ and the mass $m_0$ are respectively equal to 1 and $m$. The corresponding term is exactly the relative vacuum energy in (11). The ultraviolet divergences are removed if the coefficients $c_1$ and $c_2$ satisfy the Pauli-Villars conditions

$$\sum_{j=0}^{2} c_j m_j^2 = 0,$$

(13)

which amounts to choosing them as

$$c_1 = -\frac{m_2^2 - m_0^2}{m_2^2 - m_1^2}, \quad c_2 = \frac{m_1^2 - m_2^2}{m_2^2 - m_1^2}.$$ 

In the following we always assume that $m = m_0 < m_1 < m_2$ for simplicity, hence $c_1 < 0$ and $c_2 > 0$.

We now describe some known mathematical properties of $F_{\text{vac}}^{\text{PV}}$. Throughout the article we work in the electromagnetic field energy space, namely, we assume that $E, B \in L^2(\mathbb{R}^3)$. This amounts to assuming that $V \in \dot{H}^1(\mathbb{R}^3) := \left\{ V \in L^6(\mathbb{R}^3, \mathbb{R}) : \|\nabla V\|_{L^2}^2 < \infty \right\}$ and $A \in \dot{H}^1_{\text{div}}(\mathbb{R}^3) := \left\{ A \in L^6(\mathbb{R}^3, \mathbb{R}^3) : \text{div} A = 0 \text{ and } \|\text{curl} A\|_{L^2}^2 < \infty \right\}$.

The precise result proved in [28] is the following.

**Theorem 1** (Definition of $F_{\text{vac}}^{\text{PV}}$ in energy space [28]). Assume that the coefficients $c_0 = 1$, $c_1$ and $c_2$, and the masses $0 < m = m_0 < m_1 < m_2$ satisfy the Pauli-Villars conditions (13).

(i) When $V \in \dot{H}^1(\mathbb{R}^3)$ and $A \in \dot{H}^1_{\text{div}}(\mathbb{R}^3)$, the operator

$$T_A := \sum_{j=0}^{2} c_j \left( |D_{m_j,0}| - |D_{m_j,A}| \right)$$

(14)

is compact.
(ii) When \( V \in L^1(\mathbb{R}^3) \cap \dot{H}^1(\mathbb{R}^3) \) and \( A \in L^1(\mathbb{R}^3) \cap \dot{H}^1_{\text{div}}(\mathbb{R}^3) \), we have \( \text{tr}[\text{tr}_C T_A] < \infty \), hence
\[
\mathcal{F}_{\text{vac}}^\text{PV}(A) := \frac{1}{2} \text{tr} (\text{tr}_C T_A)
\]
is well-defined. Moreover, \( \mathcal{F}_{\text{vac}}^\text{PV} \) can be uniquely extended to a continuous mapping on \( \dot{H}^1(\mathbb{R}^3) \times \dot{H}^1_{\text{div}}(\mathbb{R}^3) \).

(iii) When \( V = 0 \), and \( A \in L^1(\mathbb{R}^3) \cap \dot{H}^1_{\text{div}}(\mathbb{R}^3) \), the operator \( T_{0,A} \) is trace-class on \( L^2(\mathbb{R}^3, \mathbb{C}^4) \), that is, \( \text{tr}[T_{0,A}] < \infty \), hence \( \mathcal{F}_{\text{vac}}^\text{PV}(0,A) = \text{tr}(T_{0,A})/2 \).

The result says that the vacuum energy \( \mathcal{F}_{\text{vac}}^\text{PV}(A) \) is well defined by a trace (possibly first doing the \( \mathbb{C}^4 \) trace), when \( A \) and \( V \) are smooth and integrable, and that it has a unique continuous extension to the energy space, still denoted by \( \mathcal{F}_{\text{vac}}^\text{PV}(A) \). In the case \( V \neq 0 \), do not believe the operator \( T_A \) to be trace-class without taking first the \( \mathbb{C}^4 \)-trace. But the terms in \( T_A \) which are (possibly) not trace-class do not contribute to the final value of \( \mathcal{F}_{\text{vac}}^\text{PV}(A) \), due to gauge-invariance.

With \( \mathcal{F}_{\text{vac}}^\text{PV} \) at hand, it is now possible to define the associated Lagrangian action, in external charge and current densities,
\[
\mathcal{L}^\text{PV}(A) := -\mathcal{F}_{\text{vac}}^\text{PV}(eA) + e \int_{\mathbb{R}^3} (j_{\text{ext}}(x) \cdot A(x) - \rho_{\text{ext}}(x)V(x)) \, dx
+ \frac{1}{8\pi} \int_{\mathbb{R}^3} \left( (|\nabla V(x)|^2 - |\text{curl } A(x)|^2) \right) \, dx.
\]
provided that \( \text{div } j_{\text{ext}} = 0 \) and
\[
\rho_{\text{ext}} \ast \frac{1}{|x|} \in \dot{H}^1(\mathbb{R}^3), \quad j_{\text{ext}} \ast \frac{1}{|x|} \in \dot{H}^1_{\text{div}}(\mathbb{R}^3).
\]
In [25] we have constructed the electromagnetic field \( F = (E, B) \), in presence of time-independent, weak enough, external charge density \( \rho_{\text{ext}} \) and current density \( j_{\text{ext}} \), as a local min-max critical point of \( \mathcal{L}^\text{PV} \). The corresponding four-potential \( A = (V, A) \) satisfies the nonlinear Maxwell equations in (2). We refer to [28, 47, 27] for more details.

2.2. Derivation of the Euler-Heisenberg vacuum energy. We now come to our rigorous derivation of the Euler-Heisenberg vacuum energy in [5] starting from the Pauli-Villars-regulated vacuum energy.

As announced we restrict our attention to purely magnetic fields by setting
\[
V \equiv 0.
\]

We next consider a scaled magnetic field of the form \( B_\varepsilon(x) = B(\varepsilon x) \), with a given \( B = \text{curl } A \in L^2(\mathbb{R}^3) \), and \( A \in \dot{H}^1_{\text{div}}(\mathbb{R}^3) \). Our main result requires a bit more regularity.

**Theorem 2** (Derivation of the Euler-Heisenberg vacuum energy). Let \( B \in C^0(\mathbb{R}^3, \mathbb{R}^3) \) be such that \( \text{div } B = 0 \) and
\[
B \in L^1(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3), \quad \nabla B \in L^1(\mathbb{R}^3) \cap L^6(\mathbb{R}^3),
\]

We refer to [28, 47, 27] for more details.
and let $A$ be the associated magnetic potential in $\dot{H}^1_{\text{div}}(\mathbb{R}^3)$. Set finally $A_\varepsilon(x) = \varepsilon^{-1} A(\varepsilon x)$. Then, we have

$$\varepsilon^3 f_{\text{vac}}^\text{PV}(0, eA_\varepsilon) = \int_{\mathbb{R}^3} f_{\text{vac}}^\text{PV}(e|B(x)|) \, dx + O(\varepsilon) \quad (17)$$

where

$$f_{\text{vac}}^\text{PV}(b) := \frac{1}{8\pi^2} \int_0^\infty \left( \sum_{j=0}^2 c_j e^{-s m_j^2} \right) \left( s b \coth (s b) - 1 \right) \frac{ds}{s^3} \quad (18)$$

is the Pauli-Villars-regulated Euler-Heisenberg vacuum energy.

The theorem provides a limit in the same form as in (7), except that the effective energy $f_{\text{vac}}^\text{PV}(b)$ still depends on the regularization parameters $c_1, c_2, m_1, m_2$. In the next section we discuss the link with the original Euler-Heisenberg energy $f_{\text{vac}}$. We remark that the function $f_{\text{vac}}^\text{PV}$ is non-negative and behaves as

$$f_{\text{vac}}^\text{PV}(eB) \sim \begin{cases} \frac{e^2 |B|^2}{24\pi^2} \sum_{j=0}^2 c_j \log m_j^{-2} & \text{for } |B| \to 0, \\ \frac{e|B|}{8\pi^2} \sum_{j=0}^2 c_j m_j^2 \log m_j^2 & \text{for } |B| \to \infty, \end{cases} \quad (19)$$

where

$$\sum_{j=0}^2 c_j \log m_j^{-2} \geq 0 \quad \text{and} \quad \sum_{j=0}^2 c_j m_j^2 \log m_j^2 \geq 0,$$

as we show in Lemma [11] below. Note that the field energy is of the same order $\varepsilon^{-3}$ as the vacuum in this regime,

$$\int_{\mathbb{R}^3} |B(\varepsilon x)|^2 \, dx = \varepsilon^{-3} \int_{\mathbb{R}^3} |B(x)|^2 \, dx.$$

Therefore, in the limit $\varepsilon \to 0$ we get the effective local Lagrangian

$$-\varepsilon^{-3} \left( \frac{1}{8\pi} \int_{\mathbb{R}^3} |B(x)|^2 \, dx + \int_{\mathbb{R}^3} f_{\text{vac}}^\text{PV}(e|B(x)|) \, dx \right).$$

The two terms have the same sign, hence the corresponding model is stable, contrary to the renormalized functional based upon the Euler-Heisenberg function $f_{\text{vac}}$.

**Remark 3.** The technical conditions on $B$ in (16) are certainly not optimal. It would be interesting to prove (17) with $O(\varepsilon)$ replaced by $o(1)$, under the sole assumption that $\int_{\mathbb{R}^3} f_{\text{vac}}^\text{PV}(|B(x)|) \, dx < \infty$. Due to (19), this condition is equivalent to

$$\int_{\mathbb{R}^3} \frac{|B(x)|^2}{1 + |B(x)|} \, dx < \infty.$$
2.3. **Charge renormalization & the Euler-Heisenberg energy.** The function \( f_{\text{PV}}^{\text{vac}} \) defined in (18) and obtained in the limit \( \varepsilon \to 0 \) is different from the Euler-Heisenberg energy \( f_{\text{vac}} \). In particular, \( f_{\text{PV}}^{\text{vac}} \) is positive convex increasing, whereas \( f_{\text{vac}} \) is negative concave decreasing. The reason is that \( f_{\text{PV}}^{\text{vac}} \) does not include the quadratic term \( (sb)^2/3 \) that is present in the formula (4) of \( f_{\text{vac}} \). Indeed, integrating by parts using the first Pauli-Villars condition in (13), we find

\[
\begin{align*}
\frac{1}{8\pi^2} & \int_0^\infty \left( \sum_{j=0}^2 c_j e^{-sm_j^2} \right) \left( sb \coth (sb) - 1 - \frac{(sb)^2}{3} \right) ds \\
& + \frac{b^2}{24\pi^2} \int_0^\infty \left( \sum_{j=0}^2 c_j e^{-sm_j^2} \right) ds \\
& = f_{\text{vac}}(b) + c_1 \frac{m_1^4}{m^4} f_{\text{vac}} \left( \frac{m^2}{m_1^2} b \right) + c_2 \frac{m_2^4}{m^4} f_{\text{vac}} \left( \frac{m^2}{m_2^2} b \right) + \frac{\log(\Lambda)}{24\pi^2} b^2
\end{align*}
\]

(20)

where

\[
f_{\text{vac}}(b) = \frac{1}{8\pi^2} \int_0^\infty e^{-m^2s} \left( sb \coth (sb) - 1 - \frac{(sb)^2}{3} \right) ds
\]

is the original Euler-Heisenberg energy with mass \( m \), and where the averaged ultraviolet cut-off \( \Lambda > 1 \) is defined by

\[
\log \Lambda := - \sum_{j=0}^2 c_j \log m_j > 0.
\]

The second and third terms in (20) are small since

\[
c_j \frac{m_1^4}{m^4} f_{\text{vac}} \left( \frac{m^2}{m_1^2} b \right) = O \left( \frac{|c_j| m_1^2 b^4}{m^4} \right), \quad j = 1, 2.
\]

In particular, we can take \( m_1, m_2 \to \infty \) while keeping \( c_1, c_2 \) bounded. However, the last term in (20) is logarithmically-divergent.

The correct way to remove the divergent term is to include it in the definition of the charge, a procedure called *charge renormalization*. Here we explain this procedure on the real function \( b \mapsto f_{\text{PV}}^{\text{vac}}(eb) \). By superposition, the same holds for the local function

\[
B \mapsto \int_{\mathbb{R}^3} f_{\text{vac}}^{\text{PV}}(e|B(x)|) \, dx
\]

obtained in the semi-classical limit. Following \[37][35][29][30\], we define the physical charge \( e_{\text{ph}} \) by

\[
e_{\text{ph}}^2 = \frac{e^2}{1 + 2 \frac{e^2}{\pi^2} \log \Lambda},
\]

(22)

and the physical magnetic field \( b_{\text{ph}} \) by the relation

\[
e b = e_{\text{ph}} b_{\text{ph}}.
\]

It is convenient to introduce the renormalization parameter

\[
Z_3 := \frac{1}{1 + 2 \frac{e^2}{\pi^2} \log \Lambda} \in (0, 1)
\]

(23)
in such a way that $e_{ph} = \sqrt{Z_3} e$ and $b_{ph} = \sqrt{Z_3} b$.

We would like to take $\Lambda \to \infty$, which however imposes that

$$e_{ph} \leq \sqrt{\frac{3\pi}{2\log \Lambda}} \to 0.$$ 

It is not possible to remove the ultraviolet regularization and keep the physical charge $e_{ph}$ fixed, a phenomenon related to the Landau pole [46]. The best we can do is to fix $e_{ph}^2 \log \Lambda$, which is equivalent to fixing $Z_3$, then let $e_{ph}$ go to zero and verify that the chosen value of $Z_3$ does not appear in the perturbative series in $e_{ph}$ [30]. In this regime, our goal is to compare the total magnetic energy per unit volume

$$\frac{b^2}{8\pi} + f_{PV} (e b)$$

with the physical energy involving the Euler-Heisenberg magnetic energy

$$\frac{(b_{ph})^2}{8\pi} + f_{vac}(e_{ph} b_{ph}).$$

The following says that these two energies are exponentially close to each other in a neighborhood of 0. In particular, they have the same Taylor expansion at $e_{ph} = 0$ which, however, is divergent as we have recalled above.

**Theorem 4** (Renormalization of $f_{PV}^{\text{vac}}$). We have for a universal constant $K$

$$\frac{b^2}{8\pi} + f_{PV} (e b) - \frac{(b_{ph})^2}{8\pi} - f_{vac}(e_{ph} b_{ph}) \leq K|c_1| \left( \frac{e_{ph} b_{ph}}{m} \right)^4 \exp \left( -6\pi \frac{1-Z_3}{(e_{ph})^2} \right). \tag{24}$$

**Proof.** Inserting (20) and using the definition of $b_{ph}$, we see that the quadratic terms cancel exactly and therefore obtain

$$\frac{b^2}{8\pi} + f_{PV} (e b) - \frac{(b_{ph})^2}{8\pi} - f_{vac}(e_{ph} b_{ph}) = c_1 \frac{m_1^4}{m^4} f_{vac} \left( \frac{m_1^2 e b}{m_1^2} \right) + c_2 \frac{m_2^4}{m^4} f_{vac} \left( \frac{m_2^2 e b}{m_2^2} \right). \tag{25}$$

We set

$$K := \max_{x \geq 0} \frac{2m^4|f_{vac}(x)|}{x^4}.$$ 

Although $f_{vac}$ depends on $m$, it can be seen that $K$ is independent of $m$. We obtain

$$\frac{b^2}{8\pi} + f_{PV} (e b) - \frac{(b_{ph})^2}{8\pi} - f_{vac}(e_{ph} b_{ph}) \leq \frac{K}{2} \left( \frac{c_1}{(m_1)^4} + \frac{c_2}{(m_2)^4} \right) (e_{ph} b_{ph})^4 \leq \frac{K|c_1|}{(m_1)^4} (e_{ph} b_{ph})^4.$$
since $c_2 = -1 - c_1$ and $m_1 < m_2$. Recall that
\[ -\frac{3\pi}{2} \frac{1 - Z_3}{(e_{ph})^2} = -\log \Lambda = \log m + c_1 \log m_1 + c_2 \log m_2 \]
\[ \geq \log m + (c_1 + c_2) \log m_1 = \log \frac{m}{m_1} \]
which gives us
\[ \frac{1}{(m_1)^4} \leq \frac{e^{-6\pi \frac{1-Z_3}{(e_{ph})^2}}}{m^4} \]
and concludes the proof. □

Our conclusion is that the Pauli-Villars-regulated function $f_{PV}^{\text{vac}}$ coincides with the original Euler-Heisenberg energy $f_{\text{vac}}$ to any order, after charge renormalization. It would be interesting to relate the original Dirac energy $F_{\text{vac}}$ with $f_{\text{vac}}$ directly, by performing the charge renormalization at the same time as we take the limit $\varepsilon \to 0$. We do not discuss this further, since this would force us to take $e \to 0$.

2.4. The semi-classical limit. Let us now explain the main ideas behind the convergence in (17). We stay here at a formal level. In the next section we give the detailed proof of Theorem 2, which takes a slightly different route. Using that
\[ |D_{m,0,eA}|^2 = \left( \begin{array}{cc} 0 & m_2 \\ m_2 & 0 \end{array} \right) = (\mathcal{P}_{eA} + m^2) \otimes 1_{\mathbb{C}^2} \]
with $V = 0$ and where
\[ \mathcal{P}_{eA} = (\sigma \cdot (-i \nabla + eA))^2 = (-i \nabla + eA)^2 - e \sigma \cdot B \]
is the Pauli operator, acting on 2-spinors, we can rewrite the vacuum energy as
\[ F_{PV}^{\text{vac}}(0, eA_{\varepsilon}) = \text{tr}_{L^2(\mathbb{R}^3, \mathbb{C}^2)} \left\{ \sum_{j=0}^{2} c_j \left( \sqrt{\mathcal{P}_0 + m_j^2} - \sqrt{\mathcal{P}_{eA_{\varepsilon}} + m_j^2} \right) \right\} . \]
Next we use the integral formula
\[ \sum_{j=0}^{2} c_j \sqrt{a + m_j^2} = -\frac{1}{2\sqrt{\pi}} \int_0^{\infty} \left( \sum_{j=0}^{2} c_j e^{-s m_j^2} \right) e^{-sa} \frac{ds}{s^{3/2}}, \]
for $a > 0$, which is proved by an integration by parts. Note that the integral on the right converges at $s = 0$, thanks to the Pauli-Villars condition (13). We obtain
\[ F_{\text{vac}}^{\text{PV}}(0, eA_{\varepsilon}) = \frac{1}{2\sqrt{\pi}} \text{tr}_{L^2(\mathbb{R}^3, \mathbb{C}^2)} \int_0^{\infty} \left( \sum_{j=0}^{2} c_j e^{-s m_j^2} \right) \left( e^{-s \mathcal{P}_{eA_{\varepsilon}}} - e^{-s \mathcal{P}_0} \right) \frac{ds}{s^{3/2}} . \]

Exchanging the trace with the integral, we need an expansion in $\varepsilon$ of $\text{tr}(e^{-s \mathcal{P}_{eA_{\varepsilon}}} - e^{-s \mathcal{P}_0})$. Changing units, we recognize here a semi-classical limit. The idea is, therefore, to replace the trace by an integral over $\mathbb{R}^3$, of the value of this trace per unit volume for a constant field.
We recall that for a constant magnetic field $B$, the operator $\mathcal{P}_eA$ commutes with the translations in the direction of $B$. For each value $\xi$ of the momentum in this direction, the corresponding fiber Hamiltonian has the energy levels

$$(2n + 1 + \nu)e|B| + m^2 + \xi^2$$

where $n \geq 0$ is the index of the Landau band and $\nu = \pm 1$ is the spin variable. These energies are infinitely degenerate with respect to the angular momentum along the field $B$. The number of states with fixed energy per unit area in the plane perpendicular to $B$ is $e|B|/(2\pi)$. Semi-classical analysis then suggests that

$$\text{tr} \left( e^{-s\mathcal{P}_eA} - e^{-s\mathcal{P}_0} \right)$$

$$\simeq \int_{\mathbb{R}^3} \left\{ \frac{e|B(x)|}{2\pi} \sum_{\nu = \pm 1} \sum_{n \geq 0} \int_{\mathbb{R}} e^{-s(2n+1+\nu)e|B(x)|} e^{-s\xi^2} \frac{d\xi}{2\pi} \right. \right.$$  

$$\left. - 2 \int_{\mathbb{R}^3} e^{-s|p|^2} \frac{dp}{(2\pi)^3} \right\} dx.$$  

(29)

Using $\int_{\mathbb{R}^3} e^{-s|p|^2} dp = (\pi/s)^{d/2}$ and

$$\sum_{\nu = \pm 1} \sum_{n \geq 0} e^{-s(2n+1+\nu)e|B|} = (1 + e^{-2se|B|}) \sum_{n \geq 0} e^{-2sne|B|} = \coth(es|B|),$$

we can compute the right side of (29) and obtain

$$\text{tr} \left( e^{-s\mathcal{P}_eA} - e^{-s\mathcal{P}_0} \right) \simeq \frac{e^{-3}}{4\pi^{3/2}s^{3/2}} \int_{\mathbb{R}^3} (es|B(x)| \coth(es|B(x)|) - 1) dx.$$  

(30)

Inserting in (29), this is exactly the limit (17) stated in Theorem 2.

There are serious technical difficulties in the rigorous justification of these arguments. The first is that the trace is everywhere formal, since the operators are usually not trace-class. When $A$ is assumed to be integrable, the operators are trace-class and many of our arguments become simpler. But the integrability of $A$ will fail for physically relevant magnetic fields. The second difficulty is of course the justification of the semi-classical limit (30), which involves the whole spectrum of the two Pauli operators and not only the negative eigenvalues.

In [33, 34], Haba has used the Feynman-Kac formula to study the limit of the kernel $(e^{-s\mathcal{P}_eA} - e^{-s\mathcal{P}_0})(x, x)$ for large fields but he did not state the semi-classical limit (30). He also used the strong assumption that $A \in L^1(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3)$ (see [33, Thm. 2]).

In the literature there are simple variational arguments (e.g. based on coherent states [49, 50, 62], including the case of magnetic fields [48, 26, 70, 17, 18, 19, 21, 23, 25]) which provide the first order semi-classical term. So far these seem to have been mainly used for eigenvalues and it is not clear how to adapt them to our particular limit (30) of a difference of two heat kernels. Instead, we will prove Theorem 2 using another integral representation which involves the resolvent of the two Pauli operators instead of their heat kernels, as in [28].
3. Proof of Theorem 2

In this section we describe the main steps of the proof of Theorem 2. Some technical details will be provided later. Everywhere we use the simpler notation $D_{m,A}$ instead of $D_{m,0,A}$, since there will be no electric potential $V$ from now on.

Step 1: Estimates on $A$. We start with an elementary result which provides useful estimates on the magnetic potential $A$, for a magnetic field $B$ which satisfies the assumptions of Theorem 2.

**Lemma 5** (Estimates on $A$ and its derivatives). Let $B \in C^0(\mathbb{R}^3, \mathbb{R}^3)$ be such that $\text{div} B = 0$ and satisfying the assumptions of Theorem 2. The magnetic potential

$$A(x) = -\frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{y}{|y|^3} \times B(x-y) \, dy = \frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{\text{curl} B(x-y)}{|y|} \, dy$$

is the unique potential in $\dot{H}^1_{\text{div}}(\mathbb{R}^3)$ such that $B = \text{curl} A$. It is in $C^1(\mathbb{R}^3)$ and satisfies

$$\left\{ \begin{array}{ll}
A \in L^p(\mathbb{R}^3) & \text{for } 3/2 < p \leq \infty, \\
\nabla A \in L^q(\mathbb{R}^3) & \text{for } 1 < q \leq \infty.
\end{array} \right.$$  

**Proof.** Since $y|y|^{-3}$ is in $L^{3/2}(\mathbb{R}^3)$, the Hardy-Littlewood-Sobolev inequality gives that $A \in L^p(\mathbb{R}^3)$ for every $3/2 < p < \infty$. The case $p = \infty$ follows from the fact that $y|y|^{-3} \in L^1(\mathbb{R}^3) + L^2(\mathbb{R}^3)$ and $B \in L^2(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3)$. Next we write

$$A(x) = \frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{1 - e^{-|y|}}{|y|} \text{curl} B(x-y) \, dy + \frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{e^{-|y|}}{|y|} \text{curl} B(x-y) \, dy$$

$$= -\frac{1}{4\pi} \int_{\mathbb{R}^3} \nabla \left( \frac{1 - e^{-|y|}}{|y|} \right) \times B(x-y) \, dy + \frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{e^{-|y|}}{|y|} \text{curl} B(x-y) \, dy.$$  

and obtain

$$\partial_j A(x) = -\frac{1}{4\pi} \int_{\mathbb{R}^3} \partial_j \nabla \left( \frac{1 - e^{-|y|}}{|y|} \right) \times B(x-y) \, dy$$

$$+ \frac{1}{4\pi} \int_{\mathbb{R}^3} \partial_j \left( \frac{e^{-|y|}}{|y|} \right) \text{curl} B(x-y) \, dy.$$  

Since $\partial_j \left( |y|^{-1} e^{-|y|} \right) \in L^1(\mathbb{R}^3) \cap L^{5/4}(\mathbb{R}^3)$ and $\text{curl} B \in L^1(\mathbb{R}^3) \cap L^5(\mathbb{R}^3)$, the second term is in $L^1(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3)$. Similarly, $\partial_j \nabla |y|^{-1} (1 - e^{-|y|}) \in L^p(\mathbb{R}^3)$ for all $p > 1$ and $B \in L^1(\mathbb{R}^3)$ so the first term is in $L^p(\mathbb{R}^3)$ for all $p > 1$. \hfill \Box

Step 2: Expression in terms of the resolvent of the Pauli operator. Here we summarize some of the findings of [28] which are useful for the proof of the main theorem. Following [28], we use the integral representation

$$|x| = \frac{1}{\pi} \int_{\mathbb{R}} \frac{x^2}{x^2 + \omega^2} \, d\omega = \frac{1}{\pi} \int_{\mathbb{R}} \left( 1 - \frac{\omega^2}{x^2 + \omega^2} \right) \, d\omega.$$
which allows to express the operator $T_{eA}$ as

$$T_{eA} = \sum_{j=0}^{2} c_j \left( |D_{m_j,0}| - |D_{m_j,eA}| \right)$$

$$= \frac{1}{\pi} \int_{\mathbb{R}} \sum_{j=0}^{2} c_j \left( \frac{1}{|D_{m_j,eA}|^2 + \omega^2} - \frac{1}{|D_{m_j,0}|^2 + \omega^2} \right) \omega^2 d\omega. \quad (32)$$

Using the two Pauli-Villars conditions in (13), a calculation gives the following useful formulas:

$$\forall x \geq 0, \quad \sum_{j=0}^{2} c_j \frac{1}{x + m_j^2} = \sum_{j=0}^{2} c_j \left( \frac{1}{x + m_j^2} - \frac{1}{x + m_j} \right)$$

$$= \sum_{j=0}^{2} c_j \left( m_j^2 - m_j \right) \left( \frac{1}{(x + m_j^2)(x + m_j)^2} \right). \quad (33)$$

These formulas show how the Pauli-Villars conditions (13) allow to increase the decay at large momenta, since $\sum_{j=0}^{2} c_j (x + m_j^2)^{-1}$ now behaves like $x^{-3}$ at infinity instead of $x^{-1}$ for the unregularized resolvent $(x + m_j^2)^{-1}$. Using (33) and the bound $|D_{m_j,eA}|^2 \geq m_j^2$ following from (26), we deduce that

$$\left\| \sum_{j=0}^{2} c_j \left( \frac{1}{|D_{m_j,eA}|^2 + \omega^2} - \frac{1}{|D_{m_j,0}|^2 + \omega^2} \right) \right\| \leq \frac{C}{(m_j^2 + \omega^2)^3}.$$

Therefore the integral in (32) converges in the operator norm. Using (26), we find that $T_{eA}$ is block-diagonal in the two-spinor basis, which we can rewrite as

$$T_{eA} = \frac{1}{\pi} \int_{\mathbb{R}} \omega^2 d\omega \sum_{j=0}^{2} c_j \left( \phi_{eA} + m_j^2 + \omega^2 - \phi_0 + m_j^2 + \omega^2 \right) \otimes \mathbb{1}_{C^2}.$$

where $\phi_{eA}$ is the Pauli operator defined in (27). The integral representation used in the previous section has the nice feature that the regularization gives rise to the simple term $\sum_{j=0}^{2} c_j e^{-sm_j^2}$. Here the regularization parameters cannot be separated from the other terms in the integral. Nevertheless, resolvents are simpler to handle and we will be able to apply several estimates proved in [28] in this setting.

To be more precise, it was proved in [28] that when $A \in L^1(\mathbb{R}^3) \cap H^1_{\text{div}}(\mathbb{R}^3)$ and $B \in L^1(\mathbb{R}^3) \cap L^2(\mathbb{R}^3)$, the operator

$$\sum_{j=0}^{2} c_j \left( \phi_{eA} + m_j^2 + \omega^2 - \phi_0 + m_j^2 + \omega^2 \right)$$

is trace-class and that the trace can be integrated over $\omega$:

$$\int_{\mathbb{R}} \left| \sum_{j=0}^{2} c_j \left( \phi_{eA} + m_j^2 + \omega^2 - \phi_0 + m_j^2 + \omega^2 \right) \right| \omega^2 d\omega < \infty$$

which then proved that $T_{eA}$ is itself trace-class, as stated in Theorem [1]. In our situation, we have $B \in L^1 \cap L^\infty$ but $A$ is not necessarily integrable, so
the operator is not necessarily trace-class. However, the non-trace-class part is easy to extract and happens to be linear in $A$. This is the content of the following

**Proposition 6** (Extracting the non-trace-class part). We assume that $B$ satisfies the conditions (16) of Theorem 2 and let $A$ be the unique potential in $H^1_{\text{div}}(\mathbb{R}^3)$ such that $B = \text{curl } A$. Then

$$
\int_{\mathbb{R}} \text{tr} \left\{ \sum_{j=0}^{2} c_j \left( \frac{1}{\mathcal{P}_{eA} + m_j^2 + \omega^2} - \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} \right) \right\} \omega^2 d\omega < \infty \quad (34)
$$

and

$$
\mathcal{F}_{\text{vac}}^{\mathcal{P}V}(eA) = \frac{1}{\pi} \int_{\mathbb{R}} \text{tr} \left\{ \sum_{j=0}^{2} c_j \left( \frac{1}{\mathcal{P}_{eA} + m_j^2 + \omega^2} - \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} \right) \right\} \omega^2 d\omega, \quad (35)
$$

where $p := -i\nabla$. If additionally $A \in L^1(\mathbb{R}^3)$, then

$$
\text{tr} \left\{ \sum_{j=0}^{2} c_j \left( \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} (p \cdot A + A \cdot p) \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} \right) \right\} = 0
$$

for every $\omega \in \mathbb{R}$, where the operator in the trace is trace-class.

Note that $p \cdot A + A \cdot p = 2p \cdot A = 2A \cdot p$ since $\text{div } A = 0$.

**Proof.** We only give a sketch of the proof, which relies on the techniques used in [28]. It is based on the 5th-order resolvent expansion

$$
\sum_{j=0}^{2} c_j \left( \frac{1}{\mathcal{P}_{eA} + m_j^2 + \omega^2} - \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} \right)
= \sum_{n=1}^{4} (-1)^n \sum_{j=0}^{2} c_j \left( \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} S_{eA} \right)^n \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2}
- \sum_{j=0}^{2} c_j \left( \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} S_{eA} \right)^5 \frac{1}{\mathcal{P}_{eA} + m_j^2 + \omega^2}
:= \sum_{n=1}^{4} T_{eA}^{(n)}(\omega) + T_{eA}^{(5)}(\omega). \quad (36)
$$

where the operator $S_{eA}$ is defined by

$$
S_{eA} := \mathcal{P}_{eA} - \mathcal{P}_0 = -e(p \cdot A + A \cdot p) + e^2 |A|^2 - eB \cdot \sigma \quad (37)
= -e(\sigma \cdot p)(\sigma \cdot A) - e(\sigma \cdot A)(\sigma \cdot p) + e^2 |A|^2. \quad (38)
$$

We emphasize that $T_{eA}^{(5)}(\omega)$ contains $\mathcal{P}_{eA}$ in the last resolvent on the right, whereas $T_{eA}^{(n)}(\omega)$ has $\mathcal{P}_0$ for $n \leq 4$. This should not generate any confusion,
since we will never introduce $T^{(n)}_{eA}(\omega)$ for $n > 5$. For $n \leq 5$, it was proved in [28] that $T^{(n)}_{eA}(\omega)$ is trace-class, with

$$\int \text{tr} |T^{(n)}_{eA}(\omega)| \omega^2 d\omega < \infty$$

whenever $A \in L^2(\mathbb{R}^3) \cap \dot{H}_{\text{div}}^1(\mathbb{R}^3)$ and $B \in L^2(\mathbb{R}^3)$. From Lemma 5, we have $A \in L^2(\mathbb{R}^3) \cap L^p(\mathbb{R}^3)$ and $B \in L^1(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3)$ hence only the first order term $T^{(1)}_{eA}(\omega)$ is possibly not trace-class under the condition (16). All the other terms are trace-class. The term involving $p \cdot A + A \cdot p$ which we have subtracted in the statement is exactly the non-trace-class part of $T^{(1)}_{eA}$, as we will explain below. Formula (39) follows from the continuity of $\mathcal{F}^{(A)}$ in Theorem 1.

Let us briefly explain how to estimate $T^{(n)}_{eA}(\omega)$ using ideas from [28]. For the 5th order term, we use directly the Kato-Seiler-Simon inequality (see [61, Thm. 4.1])

$$\|g(-i\nabla)f(x)\|_{\mathcal{S}_p} = \|f(x)g(-i\nabla)\|_{\mathcal{S}_p} \leq (2\pi)^{-\frac{p}{2}} \|f\|_{L^p} \|g\|_{L^p},$$

(39)

which holds for any number $p \geq 2$, and any functions $(f, g) \in L^p(\mathbb{R}^3)^2$. Here, the notation $\| \cdot \|_{\mathcal{S}_p}$ stands for the norm of the Schatten class $\mathcal{S}_p(L^2(\mathbb{R}^3, \mathbb{C}^4))$. Using Hölder’s inequality in Schatten spaces and the positivity of $\mathcal{P}_{eA} \geq 0$, we find

$$\left\| T^{(5)}_{eA}(\omega) \right\|_{\mathcal{S}_1} \leq \sum_{j=0}^{2} \frac{|c_j|}{m_j^2 + \omega^2} \left\| \frac{1}{\mathcal{P}_{0} + m_j^2 + \omega^2 S_{eA}} \right\|_{\mathcal{S}_5}^5.$$

Here it is convenient to use that

$$S_{eA} = -2ep \cdot A + e^2 |A|^2 - eB \cdot \sigma$$

(40)

since $\text{div} A = 0$. By the triangle inequality and the fact that $\| \cdot \|_{\mathcal{S}_p} \leq \| \cdot \|_{\mathcal{S}_q}$ for $q \leq p$, we obtain

$$\left\| \frac{1}{\mathcal{P}_{0} + m_j^2 + \omega^2 S_{eA}} \right\|_{\mathcal{S}_5} \leq 2e \left\| \frac{p}{p^2 + m_j^2 + \omega^2} \cdot A(x) \right\|_{\mathcal{S}_5} + e^2 \left\| \frac{1}{p^2 + m_j^2 + \omega^2} |A(x)|^2 \right\|_{\mathcal{S}_3} + e \left\| \frac{1}{p^2 + m_j^2 + \omega^2} |B(x)|^2 \right\|_{\mathcal{S}_2} \leq \frac{e \| A \|_{L_5^5}}{(m_j^2 + \omega^2)^{1/5}} + \frac{e^2 \| A \|_{L_6^5}}{(m_j^2 + \omega^2)^{1/6}} + \frac{e \| B \|_{L_2^5}}{(m_j^2 + \omega^2)^{1/4}}$$

which, by the Sobolev inequality, gives the final estimate

$$\left\| T^{(5)}_{eA}(\omega) \right\|_{\mathcal{S}_1} \leq \sum_{j=0}^{2} \frac{|c_j|}{m^2 + \omega^2} \left( \frac{e^5 \| A \|_{H^1_{m_j}}}{{m^2 + \omega^2}} + \frac{e^{10} \| A \|_{H^1_{m_j}}}{{(m^2 + \omega^2)^{5/2}}} \right)$$

and proves that $\int_R \left\| T^{(5)}_{eA}(\omega) \right\|_{\mathcal{S}_1} \omega^2 d\omega < \infty$, as we wanted.
The argument for the lower order terms \( T^{(n)}_{eA}(\omega) \) is slightly more complicated, since we need to use the Pauli-Villars condition \((13)\) in order to increase the decay in momentum. Let us start with the proof for the first order term \( T^{(1)}_{eA}(\omega) \). The idea is to insert the resolvent with the mass \( m = m_0 \). For shortness, it is convenient to introduce the notation

\[
K_j(\omega) := \mathcal{R}_0 + m_j^2 + \omega^2 = -\Delta + m_j^2 + \omega^2, \tag{41}
\]

for the Klein-Gordon operator. We then use the relation

\[
-T^{(1)}_{eA}(\omega) = \sum_{j=0}^{2} c_j \frac{1}{K_j(\omega)} S_{eA} \frac{1}{K_j(\omega)}
= \sum_{j=1}^{2} c_j (m_j^2 - m^2)^2 \frac{1}{K_j(\omega)K_0(\omega)} S_{eA} \frac{1}{K_j(\omega)K_0(\omega)}
+ \sum_{j=1}^{2} c_j (m_j^2 - m^2)^2 \frac{1}{K_0(\omega)} S_{eA} \frac{1}{K_j(\omega)K_0(\omega)}
+ \sum_{j=1}^{2} c_j (m_j^2 - m^2)^2 \frac{1}{K_j(\omega)K_0(\omega)^2} S_{eA} \frac{1}{K_0(\omega)}. \tag{42}
\]

Arguing as before using the Kato-Seiler-Simon inequality \((39)\), we obtain that the second and third terms in the definition \((37)\) of \( S_{eA} \) are trace-class with

\[
\left\| \sum_{j=0}^{2} c_j \frac{1}{K_j(\omega)} (e^2|A|^2 - eB \cdot \sigma) \frac{1}{K_j(\omega)} \right\|_{L^1} \lesssim (|c_1|(m_1^2 - m^2)^2 + |c_2|(m_2^2 - m^2)^2) \left\| A \right\|_{L^2}^2 + \left\| B \right\|_{L^1}^2 \left( m_1^2 + \omega^2 \right)^{5/2}.
\]

The term involving \( p \cdot A + A \cdot p \) can be treated in the same way, but it is only trace-class when \( A \in L^1(\mathbb{R}^3) \). It is not trace-class under our assumptions on \( A \) and this is the term which has been subtracted in the statement of the proposition. Fortunately, when \( A \in L^1(\mathbb{R}^3) \) its trace vanishes due to the invariance under complex conjugation. Namely, the operator

\[
\sum_{j=0}^{2} c_j \frac{1}{K_j(\omega)} (p \cdot A + A \cdot p) \frac{1}{K_j(\omega)}
\]

is self-adjoint, so its trace is real. Applying complex conjugation we find

\[
\sum_{j=0}^{2} c_j \frac{1}{K_j(\omega)} (p \cdot A + A \cdot p) \frac{1}{K_j(\omega)} = -\sum_{j=0}^{2} c_j \frac{1}{K_j(\omega)} (p \cdot A + A \cdot p) \frac{1}{K_j(\omega)}
\]

since \( \mathcal{P} = -p \) and \( K_j(\omega) \) and \( A \) are both real. So its trace is imaginary, and thus equal to 0.
The proof that the second order term $T^{(2)}_{eA}(\omega)$ is trace-class under our assumptions (16) on $B$ is similar and relies on the following identity:

$$
T^{(2)}_{eA}(\omega) = \sum_{j=0}^{2} c_j (m_j^2 - m_0^2)^2 \left( \frac{1}{K_j(\omega) K_0(\omega)^2} \left( S_{eA} \frac{1}{K_j(\omega)} \right) \right)^3 + \frac{1}{K_0(\omega)^2} \left( S_{eA} \frac{1}{K_j(\omega) K_0(\omega)} \right)^2 + \left( \frac{1}{K_0(\omega)} S_{eA} \frac{1}{K_j(\omega) K_0(\omega)} \right)^3.
$$

The third and fourth order terms $T^{(3)}_{eA}(\omega)$ and $T^{(4)}_{eA}(\omega)$ are somewhat easier to handle since only the first Pauli-Villars condition in (13) is necessary. For the third-order term we use

$$
T^{(3)}_{eA}(\omega) = \sum_{j=0}^{2} c_j (m_j^2 - m_0^2)^2 \left( \frac{1}{K_j(\omega) K_0(\omega)^2} \left( S_{eA} \frac{1}{K_j(\omega)} \right) \right)^3 + \frac{1}{K_0(\omega)^2} \left( S_{eA} \frac{1}{K_j(\omega) K_0(\omega)} \right)^2 + \left( \frac{1}{K_0(\omega)} S_{eA} \frac{1}{K_j(\omega) K_0(\omega)} \right)^3.
$$

The fourth order term is similar and this concludes the proof of Proposition 6. 

Step 3: Localization. Since we will be considering slowly varying potentials, it will be useful to localize our energy to sets of fixed size $\rho$, where the magnetic field will be essentially constant. We introduce the Gaussian function $G_\rho$ given by

$$
G_\rho(x) := (\pi \rho)^{-\frac{3}{2}} e^{-\frac{|x|^2}{\rho^2}},
$$

and recall that

$$
\int_{\mathbb{R}^3} G_\rho(x - y)^2 \, dy = 1,
$$

for any $x \in \mathbb{R}^3$, which we interpret as a continuous partition of unity. The following is well-known.

Lemma 7 (Localization of a trace-class operator). Let $T$ be a trace-class self-adjoint operator on $L^2(\mathbb{R}^3, \mathbb{C}^2)$ and $G_\rho(\cdot - y)$ be the multiplication operator...
by the function \( x \mapsto G_\rho(x - y) \). Then \( G_\rho(\cdot - y)TG_\rho(\cdot - y) \) is also trace-class with
\[
\int_{\mathbb{R}^3} \text{tr} \left| G_\rho(\cdot - y)TG_\rho(\cdot - y) \right| dy \leq \text{tr} |T| < \infty
\]
and
\[
\text{tr} T = \int_{\mathbb{R}^3} \text{tr} G_\rho(\cdot - y)TG_\rho(\cdot - y) dy = \int_{\mathbb{R}^3} \text{tr} \left( G_\rho \tau_y T \tau_y G_\rho \right) dy
\]
where \((\tau_y f)(x) = f(x - y)\) is the unitary operator which translates by \( y \in \mathbb{R}^3 \).

**Proof.** It is clear that \( G_\rho(\cdot - y)TG_\rho(\cdot - y) \) is trace-class since \( x \mapsto G_\rho(x - y) \) is bounded, hence defines a bounded operator. Now, we can diagonalize \( T = \sum_{j \geq 1} t_j |u_j\rangle\langle u_j| \) with \( \sum_{j \geq 1} |t_j| < \infty \) and obtain
\[
G_\rho(\cdot - y)TG_\rho(\cdot - y) = \sum_{j \geq 1} t_j G_\rho(\cdot - y)u_j \langle u_j G_\rho(\cdot - y)|
\]
with the sum being convergent in the trace-class. In particular, by the triangle inequality
\[
\text{tr} \left| G_\rho(\cdot - y)TG_\rho(\cdot - y) \right| \leq \sum_{j \geq 1} |t_j| \text{tr} \left| G_\rho(\cdot - y)u_j \langle u_j G_\rho(\cdot - y)\right|
\]
\[
= \left( G_\rho * \sum_{j \geq 1} |t_j| |u_j|^2 \right)(y).
\]
The rest follows from the fact that \( \int_{\mathbb{R}^3} \sum_{j \geq 1} |t_j| |u_j|^2 = \sum_{j \geq 1} |t_j| = \text{tr} |T| \).

Using this lemma, we can localize the operator appearing in the parenthesis in (35) and obtain, after changing \( y \) into \( \varepsilon y \) and using the translation-invariance of \( \mathcal{P}_0 = -\Delta \),
\[
\mathcal{F}^{\text{PV}}_\text{vac}(eA_\varepsilon) = \frac{\varepsilon^{-3}}{\pi} \int_{\mathbb{R}} \omega^2 d\omega \int_{\mathbb{R}^3} dy \ f_\omega(eA_\varepsilon, y)
\]  
(46)
with
\[
A_{\varepsilon, y}(x) = \varepsilon^{-1} A(y + \varepsilon x)
\]
and
\[
f_\omega(A) = \text{tr}_{L^2(\mathbb{R}^3, C^2)} \left\{ G_\rho \sum_{j = 0}^2 c_j \left( \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} - \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} \right) G_\rho \right\} (\omega, A).
\]  
(47)
From (34) and Lemma 7 we also know that
\[
\int_{\mathbb{R}} \omega^2 d\omega \int_{\mathbb{R}^3} dy \ |f_\omega(eA_\varepsilon, y)| < \infty.
\]
Since the localization length \( \rho \) will not play an important role, we do not mention it in our notations.

The reason for subtracting the term with \( p \cdot A + A \cdot p \) was that it is not trace-class, although its trace vanishes when \( A \in L^1(\mathbb{R}^3) \). With the localization
Lemma 8. For every fixed \( \rho > 0 \), and every \( A \in H_{\text{div}}^1(\mathbb{R}^3) \), the operator

\[
K = \sum_{j=0}^{2} c_j G_{\rho} \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2 (p \cdot A + A \cdot p)} \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} G_{\rho}
\]

is trace-class and its trace vanishes.

Proof. Using (42) and the Kato-Seiler-Simon inequality (39), it is easy to see that \( K \) is trace-class. The trace vanishes for the same reason as without \( G_{\rho} \), namely \( K^* = K \) and \( K = -K \).

\[\square\]

As a corollary, we immediately deduce that

\[
f(\omega)(eA_{\varepsilon,y}) = \text{tr}_{L^2(\mathbb{R}^3, C^2)} \left\{ G_{\rho} \sum_{j=0}^{2} c_j \left( \frac{1}{\mathcal{P}_{eA_{\varepsilon,y}} + m_j^2 + \omega^2} - \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} \right) G_{\rho} \right\}
\]

with the operator being trace-class under our assumptions (16) on \( B \).

Step 4: Localized energy with unbounded potentials. Using the localization \( G_{\rho} \), the idea is now to replace in (48) the potential \( A_{\varepsilon,y}(x) = A(y + \varepsilon x)/\varepsilon \) by the potential \( B(y) \times x/2 \) of the constant field \( B(y) \), up to a small error. On the contrary to all the potentials we have considered so far, the latter has a linear growth at infinity. It is therefore necessary to extend the definition of \( f_\omega \) to potentials growing at infinity, which is the content of the following result.

Proposition 9 (Uniformly bounded magnetic fields). Let \( \rho > 0 \). Consider a magnetic potential \( A \in C^1(\mathbb{R}^3, \mathbb{R}^3) \) for which \( B = \text{curl} A \in L^\infty(\mathbb{R}^3) \) and let \( \mathcal{P}_A \) be the Friedrichs extension of the corresponding Pauli operator. Then, for every \( \omega \in \mathbb{R} \) the operator

\[
G_{\rho} \sum_{j=0}^{2} c_j \frac{1}{\mathcal{P}_a + m_j^2 + \omega^2} G_{\rho}
\]

is trace-class. In particular, we can define

\[
f_\omega(A) = \text{tr}_{L^2(\mathbb{R}^3, C^2)} \left\{ G_{\rho} \sum_{j=0}^{2} c_j \left( \frac{1}{\mathcal{P}_a + m_j^2 + \omega^2} - \frac{1}{\mathcal{P}_0 + m_j^2 + \omega^2} \right) G_{\rho} \right\}.
\]

This is a gauge-invariant functional: for any function \( \theta \in C^2(\mathbb{R}^3, \mathbb{R}) \), we have

\[
f_\omega(A) = f_\omega(A + \nabla \theta).
\]

Remark 10. Using the exponential decay of \( G_{\rho} \), it is possible to generalize the result to any potential \( A \) for which \( B \) has a polynomial growth at infinity, but we do not discuss this further.

Proof of Proposition 9. The proof of Proposition 9 is based on the following observation.
Lemma 11 (Positivity). Assume that the coefficients $c_0 = 1$, $c_1$ and $c_2$, and the masses $0 < m = m_0 < m_1 < m_2$ satisfy the Pauli-Villars conditions \(^{(13)}\). Then
\[
\sum_{j=0}^{2} c_j f(m_j^2) \geq 0
\]
for every convex function on $[0, \infty)$. In particular
\[
\sum_{j=0}^{2} \frac{c_j}{s + m_j^2} \geq 0 \quad \text{and} \quad \sum_{j=0}^{2} c_j e^{-s m_j^2} \geq 0, \quad \text{for every } s \geq 0.
\]

Proof of Lemma 11. By convexity we have, using the Pauli-Villars condition \(^{(13)}\),
\[
f(m^2) + c_2 f(m_2^2) \geq (1 + c_2) f \left( \frac{m^2 + c_2 m_2^2}{1 + c_2} \right) = -c_1 f(m_1^2).
\]
\[\Box\]

By Lemma 11 we have $\sum_{j=0}^{2} c_j (\mathcal{P}_A + m_j^2 + \omega^2)^{-1} \geq 0$, in the sense of operators, and therefore the same is true with $G_\rho$ on both sides. The trace is then always well-defined in $[0, \infty]$ and it suffices to estimate it in order to prove that the operator is trace-class. We use \(^{(33)}\), $c_1 \leq 0$, and obtain
\[
\sum_{j=0}^{2} c_j \frac{1}{x + m_j^2 + \omega^2} = \sum_{j=0}^{2} c_j (m_j^2 - m^2)^2 \frac{1}{x + m_j^2 + \omega^2} \frac{1}{(x + m^2 + \omega^2)^2} \leq \frac{c_2 (m_2^2 - m^2)^2}{m_2^2 + \omega^2} \frac{1}{(x + m^2 + \omega^2)^2},
\]
hence
\[
\sum_{j=0}^{2} c_j \frac{1}{\mathcal{P}_A + m_j^2 + \omega^2} \leq \frac{c_2 (m_2^2 - m^2)^2}{m_2^2 + \omega^2} \frac{1}{(\mathcal{P}_A + m^2 + \omega^2)^2}
\]
in the sense of operators. We can multiply by $G_\rho$ on both sides without changing the inequality and obtain after taking the trace
\[
\text{tr} \left\{ G_\rho \sum_{j=0}^{2} c_j \frac{1}{\mathcal{P}_A + m_j^2 + \omega^2} G_\rho \right\} \leq \frac{c_2 (m_2^2 - m^2)^2}{m_2^2 + \omega^2} \left\| G_\rho \right\|_{\mathcal{P}_A + m^2 + \omega^2}^2 \leq \mu \frac{c_2 (m_2^2 - m^2)^2}{m_2^2 + \omega^2} \left\| G_\rho \right\|_{\mathcal{P}_A + m^2 + \omega^2}^2.
\]
It is therefore sufficient to show that $G_\rho (\mathcal{P}_A + m^2 + \omega^2)^{-1}$ is a Hilbert-Schmidt operator, under the assumptions of the proposition. This is the content of the following lemma.

Lemma 12 (Magnetic Kato-Beiler-Simon-type inequality). Consider a magnetic potential $A \in C^1(\mathbb{R}^3, \mathbb{R}^3)$ for which $B = \text{curl} A \in L^\infty(\mathbb{R}^3)$. Then we have, for every $2 \leq p \leq \infty$ and every $\mu > 0$
\[
\left\| f(x) (\mathcal{P}_A + \mu)^{-1} \right\|_{L^p} \leq 2^{-\frac{2}{\beta}} \pi^{-\frac{1}{\beta}} \left( 1 + \frac{\|B\|_{L^\infty}}{\mu} \right)^{\frac{2}{\beta}} \mu^{\frac{2}{\beta} - 1} \left\| f \right\|_{L^p}. \quad (51)
\]
Proof. Since \( \mathcal{P}_A \geq 0 \), we have \( \| (\mathcal{P}_A + \mu)^{-1} \| \leq \mu^{-1} \) and the bound is obvious for \( p = \infty \). For \( p = 2 \) we write

\[
\frac{1}{\mathcal{P}_A + \mu} = \frac{1}{\mathcal{P}_A + \mu + \| B \|_{L^\infty}} \times \frac{\mathcal{P}_A + \mu + \| B \|_{L^\infty}}{\mathcal{P}_A + \mu}
\]

and use that

\[
\left\| \frac{\mathcal{P}_A + \mu + \| B \|_{L^\infty}}{\mathcal{P}_A + \mu} \right\| \leq 1 + \frac{\| B \|_{L^\infty}}{\mu}.
\]

Therefore, it suffices to estimate the Hilbert-Schmidt norm of \( f(\mathcal{P}_A + \mu + \| B \|_{L^\infty})^{-1} \). Now we use the fact that the integral kernel of \( (\mathcal{P}_A + \mu + \| B \|_{L^\infty})^{-1} \) is pointwise bounded by that of \( (-\Delta + \mu)^{-1} \):

\[
\left| (\mathcal{P}_A + \mu + \| B \|_{L^\infty})^{-1} (x, y) \right| \leq \left| (-\Delta + \mu)^{-1} (x, y) \right|
\]

where \( \cdot \) \( \infty \) is the sup norm of \( 2 \times 2 \) hermitian matrices. The proof of (52) is well known and goes as follows. First we reduce it to the similar pointwise bound on the heat kernels

\[
\left| e^{-s(\mathcal{P}_A + \mu + \| B \|_{L^\infty})} (x, y) \right| \leq e^{-s(-\Delta + \mu)} (x, y)
\]

using the integral formula \( H^{-1} = \int_0^\infty e^{-sH} ds \). Then, we use Trotter’s formula

\[
e^{-s(\mathcal{P}_A + \mu + \| B \|_{L^\infty})} (x, y) = \lim_{n \to \infty} \left( e^{-\frac{s}{n}(-i\nabla + A)^2 + \mu} e^{-\frac{s}{n}(-\sigma \cdot B + \| B \|_{L^\infty})} \right)^n (x, y)
\]

\[
= \lim_{n \to \infty} \int_{\mathbb{R}^3} dx_1 \cdots \int_{\mathbb{R}^3} dx_{n-1} e^{-\frac{s}{n}((-i\nabla + A)^2 + \mu)} (x, x_1) \times \nabla \Delta + \mu \right. e^{-\frac{s}{n}((-i\nabla + A)^2 + \mu)} (x_1, x_2) \times \cdots \nabla \Delta + \mu \right. e^{-\frac{s}{n}((-i\nabla + A)^2 + \mu)} (x_{n-1}, y) e^{-\frac{s}{n}(-\sigma \cdot B + \| B \|_{L^\infty})}.
\]

The estimate (53) follows from the diamagnetic inequality

\[
| e^{-\frac{\pi}{n}((-i\nabla + A)^2 + \mu)} (x, y) | \leq e^{-\frac{\pi}{n}(-\Delta + \mu)} (x, y)
\]

and the fact that

\[
| e^{-\frac{\pi}{n}(-\sigma \cdot B + \| B \|_{L^\infty})} | \leq 1,
\]

since \( -\sigma \cdot B(x) + \| B \|_{L^\infty} \) is a non-negative \( 2 \times 2 \) symmetric matrix for every \( x \in \mathbb{R}^3 \). We therefore conclude that

\[
\| f(x)(\mathcal{P}_A + \mu + \| B \|_{L^\infty})^{-1} \|_{\mathcal{L}_2}^2 = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} | f(x) |^2 \left| (\mathcal{P}_A + \mu + \| B \|_{L^\infty})^{-1} (x, y) \right|_2 \| \right. \int_{\mathbb{R}^3} \frac{dp}{(p^2 + \mu)^2} = \frac{\| f \|_{L^2}^2}{4\pi \sqrt{\mu}}
\]

and

\[
\| f(x)(\mathcal{P}_A + \mu)^{-1} \|_{\mathcal{L}_2} \leq \left( 1 + \frac{\| B \|_{L^\infty}}{\mu} \right) \frac{\| f \|_{L^2}}{2\sqrt{\pi} \mu^{1/4}},
\]

as we wanted. The estimate for \( 2 < p < \infty \) follows by complex interpolation [61]. □
We conclude the proof of Proposition 9 by recalling the (time-independent) gauge transformation \( I_\theta \)
\[
I_\theta(\psi) := e^{i\theta} \psi. \tag{56}
\]
This is a unitary operator which satisfies
\[
I_\theta \mathcal{P} A I_\theta^{-1} = \mathcal{P} A + \nabla \theta \quad \text{and} \quad I_\theta G_\rho I_\theta^{-1} = G_\rho.
\]
Therefore, \((50)\) follows from the invariance of the trace of the first term under conjugation by a unitary operator, and this concludes the proof of Proposition 9. \(\Box\)

Step 5: Replacement by an almost constant potential. After these preparations we are ready to start the proof of the semi-classical limit \((17)\). The first step is to replace \(A_{\varepsilon,y} \) by the potential \(B(y) \times x/2\), up to a small error. We would like to express the error only in terms of the magnetic field \(B\), up to a gradient term that will then be dropped using gauge invariance. The following simple formula is well known (see e.g. [5, Compl. D IV]).

**Lemma 13** (Fundamental theorem of calculus in Poincaré gauge). Let \(A \in C^1(\mathbb{R}^3, \mathbb{R}^3)\) be any vector field. Then we have
\[
A(y + x) = \nabla_x \left( x \cdot \int_0^1 A(y + tx) \, dt \right) - x \times \int_0^1 (\text{curl } A)(y + tx) \, t \, dt. \tag{57}
\]

**Proof.** Using
\[
\nabla (x \cdot a) = x \times (\text{curl } a) + (x \cdot \nabla) a + a,
\]
we can write the right side of \((57)\) as
\[
\nabla_x \left( x \cdot \int_0^1 A(y + tx) \, dt \right) - x \times \int_0^1 A(y + tx) \, dt
\]
\[= \int_0^1 \left( t x \cdot \nabla A(y + tx) + A(y + tx) \right) \frac{\partial}{\partial \int_0^1 A(y+tx)} \, dt = A(y + x). \]

\(\Box\)

The idea of the decomposition \((57)\) is that the first gradient term can be dropped using gauge invariance, leading to a new magnetic potential
\[
\tilde{A}_y(x) = -x \times \int_0^1 (\text{curl } A)(y + tx) \, t \, dt \simeq B(y) \times x/2.
\]
This potential does not belong to the Coulomb gauge anymore, but rather satisfies the Poincaré (also called multipolar and Fock-Schwinger) gauge condition at \(y\)
\[x \cdot A(x + y) = 0.\]
Applying formula \((57)\) in our situation gives
\[
\frac{A(y + \varepsilon x)}{\varepsilon} = \nabla_x \left( x \cdot \int_0^1 \frac{A(y + t \varepsilon x)}{\varepsilon} \, dt \right) + B(y) \times x/2 + \varepsilon R_{\varepsilon,y}(x) \tag{58}
\]
where
\[
R_{\varepsilon,y}(x) = x \times \int_0^1 \frac{B(y) - B(y + t \varepsilon x)}{\varepsilon} \, t \, dt \tag{59}
\]
is an error term.
The following gives some simple properties of the error term $R_{\varepsilon,y}$.

**Lemma 14** (Estimates on $R_{\varepsilon,y}$). Let $\rho, \varepsilon > 0$, and $y \in \mathbb{R}^3$. Then we have for a universal constant $C$

$$\|R_{\varepsilon,y}(x)\|_{L^p_y(\mathbb{R}^3)} + |x| \left\| \text{curl} \, R_{\varepsilon,y}(x) \right\|_{L^p_y(\mathbb{R}^3)} \leq C |x| \min \left( |x| \|\nabla B\|_{L^p(\mathbb{R}^3)}, \frac{|B|_{L^p(\mathbb{R}^3)}}{\varepsilon} \right)$$  \hspace{1cm} (60)

and

$$\|\text{div} \, R_{\varepsilon,y}(x)\|_{L^p_y(\mathbb{R}^3)} \leq C \|\nabla B\|_{L^p(\mathbb{R}^3)} |x|.$$  \hspace{1cm} (61)

**Proof.** We have

$$|R_{\varepsilon,y}(x)| \leq \frac{|x|}{2\varepsilon} \left( |B(y)| + 2 \int_0^1 |B(y + t\varepsilon x)| \, dt \right).$$

Integrating over $y$ gives

$$|R_{\varepsilon,y}(x)| \leq \frac{|x|}{\varepsilon} \|B\|_{L^p(\mathbb{R}^3)}.$$ 

On the other hand, using

$$\frac{B(y) - B(y + t\varepsilon x)}{\varepsilon} = -t \sum_{j=1}^3 \int_0^1 x_j (\partial_j B)(y + t\varepsilon x) \, ds,$$

and the identity

$$\int_0^1 \int_0^1 f(ts) t^2 ds \, dt = \int_0^1 \int_0^1 \frac{1}{2} f(t) \, dt,$$

we can write

$$R_{\varepsilon,y}(x) = -x \times \int_0^1 \frac{1}{2} \sum_{j=1}^3 x_j (\partial_j B)(y + t\varepsilon x) \, dt$$  \hspace{1cm} (62)

hence

$$|R_{\varepsilon,y}(x)| \leq C |x|^2 \|\nabla B\|_{L^p(\mathbb{R}^3)}.$$ 

Finally, we have

$$\text{curl} \, R_{\varepsilon,y}(x) = \frac{B(y + \varepsilon x) - B(y)}{\varepsilon}, \quad \text{div} \, R_{\varepsilon,y}(x) = x \cdot \int_0^1 \text{curl} \, B(y + t\varepsilon x) \, t^2 \, dt$$

and the estimates are similar. \hfill \square

Since $B \in L^\infty(\mathbb{R}^3)$, we have $|\text{curl} \, R_{\varepsilon,y}| \leq C/\varepsilon$ and we can apply Proposition 9. The following is then an immediate consequence of (60) and (61).

**Corollary 15** (Replacing by an almost constant field). Assume that $B$ satisfies the conditions (16) of Theorem 2. Then for any $\omega \in \mathbb{R}$ and any $y \in \mathbb{R}^3$, we have

$$f_{\omega}(eA_{\varepsilon,y}) = f_{\omega} \left( \frac{\varepsilon}{2} B(y) \times \cdot + e \varepsilon R_{\varepsilon,y} \right),$$  \hspace{1cm} (63)

where we recall that $R_{\varepsilon,y}$ is defined in (59).
Step 6: Computation for a constant field. First we discard the error term $R_{\varepsilon,y}$ in (63) and compute the exact value of the energy. Of course, we find the localized Pauli-Villars-regulated Euler-Heisenberg energy.

**Proposition 16** (Constant field). If $B$ is constant and $A(x) = B \times x/2$, then the function defined in (49) equals

$$f_{\omega}(B \times x/2) = \frac{1}{4\pi^{3/2}} \int_{0}^{\infty} e^{-s\omega^2} \left( \sum_{j=0}^{2} c_j e^{-sm_j^2} \right) \left(s|B| \coth (s|B|) - 1 \right) \frac{ds}{s^{3/2}}.$$  
(64)

Note that the value does not depend on the localization parameter $\rho > 0$.

From (64), we obtain after integrating over $\omega$ that

$$\frac{1}{\pi} \int_{\mathbb{R}} f_{\omega}(B \times x/2) \omega^2 d\omega = f_{\text{PV}}(\mu),$$
(65)
the Pauli-Villars-regulated Euler-Heisenberg energy defined in (18). The integral over $y$ then gives $\int f_{\text{PV}}(\mu(y)) dy$ as we wanted. The proof of Proposition 16 is merely a computation, explained in Section 4 below.

Step 7: Bound on the error. At this step of the proof, we have shown in (46), (63) and (64) that

$$\varepsilon^3 f_{\text{PV}}(A) = \frac{1}{\pi} \int_{\mathbb{R}^3} dy \int_{\mathbb{R}} \omega^2 d\omega f_{\omega}(eA_{\varepsilon,y})$$

$$= \frac{1}{\pi} \int_{\mathbb{R}^3} dy \int_{\mathbb{R}} \omega^2 d\omega f_{\omega} \left( \frac{e}{2} B(\varepsilon) \times \cdot + e\varepsilon R_{\varepsilon,y} \right)$$

$$= \int_{\mathbb{R}^3} f_{\text{PV}}(\mu(y)) dy$$

$$+ \frac{1}{\pi} \int_{\mathbb{R}^3} dy \int_{\mathbb{R}} \omega^2 d\omega \left\{ f_{\omega} \left( \frac{e}{2} B(\varepsilon) \times \cdot + e\varepsilon R_{\varepsilon,y} \right) - f_{\omega} \left( \frac{e}{2} B(\varepsilon) \times \cdot \right) \right\}$$
and there only remains to evaluate the error term. The difficulty is, of course, to have an estimate on the integrand that can be integrated over $y$ and $\omega$. This is the content of the following result.

**Proposition 17** (Bound on the error term). Assume that $B$ satisfies the conditions of Theorem 2. Then we have for every $0 < \varepsilon \leq 1$

$$\int_{\mathbb{R}^3} dy \left| f_{\omega} \left( \frac{e}{2} B(\varepsilon) \times \cdot + e\varepsilon R_{\varepsilon,y} \right) - f_{\omega} \left( \frac{e}{2} B(\varepsilon) \times \cdot \right) \right| \leq C\varepsilon \frac{\varepsilon}{(m^2 + \omega^2)^2},$$
(66)

with a constant $C$ which only depends on $B$, on $\rho$ and on the $c_j$’s and $m_j$’s.

Integrating over $\omega$ we find

$$\int_{\mathbb{R}^3} \omega^2 d\omega \int_{\mathbb{R}^3} dy \left| f_{\omega} \left( \frac{e}{2} B(\varepsilon) \times \cdot + e\varepsilon R_{\varepsilon,y} \right) - f_{\omega} \left( \frac{e}{2} B(\varepsilon) \times \cdot \right) \right| \leq C\varepsilon,$$

which ends the outline of the proof of Theorem 2.

The proof of Proposition 17 is the most tedious part of the proof of our main result, and it is provided later in Section 5. The next section is devoted to the proof of Proposition 16 whereas Appendix A gathers some important estimates for the resolvent of the Pauli operator with constant magnetic field.
4. Computation for a constant field: proof of Proposition 16

Applying a rotation and using the invariance of $-\Delta$ as well as the Gaussian $G_\rho$, we can always assume that $B$ is parallel to $e_3$,

$$B = (0, 0, b),$$

which we will do for the rest of the proof.

Since we have shown in Proposition 9 that the two terms are separately trace-class, we can compute their trace separately. The computation is easier if we go back to heat kernels using $H^{-1} = \int_0^\infty e^{-sH} ds$:

$$2 \sum_{j=0}^2 \frac{c_j}{H + m_j^2} = \int_0^\infty \left( \sum_{j=0}^2 c_j e^{-s m_j^2} \right) e^{-sH} ds. \quad (67)$$

We recall from Lemma 11 that $\sum_{j=0}^2 c_j e^{-s m_j^2} \geq 0$. We conclude that

$$\text{tr} \left\{ G_\rho \sum_{j=0}^2 \frac{c_j}{H + \omega^2 + m_j^2} G_\rho \right\} = \int_0^\infty e^{-s \omega^2} \left( \sum_{j=0}^2 c_j e^{-s m_j^2} \right) \text{tr} \left\{ G_\rho e^{-sH} G_\rho \right\} ds \geq 0$$

which will be used for $H = -\Delta$ and $H = \mathcal{P}_{B \times \mathbb{R}}$.

For the Laplacian, we have

$$\text{tr} G_\rho e^{s \Delta} G_\rho = 2 \left( \int G_\rho^2 \right) \left( \frac{1}{(2\pi)^3} \int e^{-sp^2} dp \right) = \frac{1}{4\pi^{3/2} s^{3/2}},$$

so

$$\text{tr} \left\{ G_\rho \sum_{j=0}^2 \frac{c_j}{-\Delta + \omega^2 + m_j^2} G_\rho \right\} = \frac{1}{4\pi^{3/2}} \int_0^\infty e^{-s \omega^2} \left( \sum_{j=0}^2 c_j e^{-s m_j^2} \right) ds \frac{ds}{s^{3/2}}.$$

On the other hand, we recall in (82) (Appendix A) that the heat kernel of the Pauli operator with constant magnetic field $B = b e_3$ is

$$[e^{-s \mathcal{P}_{B \times \mathbb{R}}}](x, y) = \frac{b}{8\pi^{3/2} s^{3/2} \sinh(bs)} \times$$

$$\times e^{-\frac{s}{4} \coth(bs)} |x^+ - y^+|^2 e^{-\frac{s}{4} (x_3-y_3)^2} e^{-\frac{s}{2} x^+ \cdot y^+} \left( \begin{array}{cc} e^{bs} & 0 \\ 0 & e^{-bs} \end{array} \right). \quad (68)$$

where $x^+ = (x_1, x_2)$ and $y^+ = (y_1, y_2)$, which gives us

$$\text{tr}_{C^2} [e^{-s \mathcal{P}_{B \times \mathbb{R}}}](x, y) = \frac{sb \coth(sb)}{4\pi^{3/2} s^{3/2}} \times$$

$$\times e^{-\frac{s}{4} \coth(bs)} |x^+ - y^+|^2 e^{-\frac{s}{4} (x_3-y_3)^2} e^{-\frac{s}{2} x^+ \cdot y^+} \quad (69)$$

and therefore, the function being continuous at $x = y$, we deduce from Thm. 2.12 that

$$\text{tr} G_\rho e^{-s \mathcal{P}_{B \times \mathbb{R}}} G_\rho = \frac{sb \coth(sb)}{4\pi^{3/2} s^{3/2}},$$

which ends the proof of Proposition 16. \qed
5. Bound on the error term: proof of Proposition 17

We follow here the same strategy as in the proof of Proposition 9, with $\mathcal{P}_0 = -\Delta$ replaced everywhere by the Pauli operator $\mathcal{P}_{eB(y)\times/2}$ with constant magnetic field $B(y)$. We will use pointwise estimates on the kernel of the resolvent of $\mathcal{P}_{eB(y)\times/2}$ which are recalled in Appendix A that will essentially reduce the problem to the free case, up to a multiplicative constant. This method cannot be easily coupled to operators bounds, which forces us to use a 6th order expansion. In particular we will use that the operators appearing in the 6th order have a sign.

In order to simplify our notation, we introduce the Klein-Gordon operator with constant magnetic field $B(y)$

$$K_j(\omega, y) := \mathcal{P}_{eB(y)\times/2} + m_j^2 + \omega^2.$$ 

Using the resolvent expansion as in (36), we have to estimate the trace of

$$T(\omega, y) = G_\rho \sum_{j=0}^{2} c_j \left( (K_j(\omega, y) + S_{\varepsilon,y})^{-1} - K_j(\omega, y)^{-1} \right) G_\rho$$

$$= G_\rho \sum_{n=1}^{5} (-1)^n \sum_{j=0}^{2} c_j \left( \frac{1}{K_j(\omega, y)} S_{\varepsilon,y} \right)^n \frac{1}{K_j(\omega, y)} G_\rho$$

$$+ G_\rho \sum_{j=0}^{2} c_j \left( \frac{1}{K_j(\omega, y)} S_{\varepsilon,y} \right)^3 \mathcal{P}_{eB(y)\times/2 + \varepsilon R_{\varepsilon,y}} + m_j^2 + \omega^2 \times$$

$$\times \left( S_{\varepsilon,y} \frac{1}{K_j(\omega, y)} \right)^3 G_\rho$$

$$:= \sum_{n=1}^{5} T^{(n)}(\omega, y) + T^{(6)}(\omega, y),$$

where the operator $S_{\varepsilon,y}$ is defined by

$$S_{\varepsilon,y} := \mathcal{P}_{eB(y)\times/2 + \varepsilon R_{\varepsilon,y}} - \mathcal{P}_{eB(y)\times/2}$$

$$= e^2 \varepsilon^2 |R_{\varepsilon,y}|^2 - \varepsilon (\sigma \cdot p_y)(\sigma \cdot R_{\varepsilon,y}) - \varepsilon (\sigma \cdot R_{\varepsilon,y})(\sigma \cdot p_y)$$

$$= e^2 \varepsilon^2 |R_{\varepsilon,y}|^2 - \varepsilon (p_y \cdot R_{\varepsilon,y} + R_{\varepsilon,y} \cdot p_y) - \varepsilon \sigma \cdot \text{curl} R_{\varepsilon,y},$$

with $p_y = p - eB(y) \times \cdot /2$ the magnetic momentum. The main result of this section is the estimate

$$\int_{\mathbb{R}} \int_{\mathbb{R}^3} \|T^{(n)}(\omega, y)\|_{L_1} dy d\omega \leq C \varepsilon^n, \quad 1 \leq n \leq 6,$$  \hspace{1cm} (70)$$

where the constant depends on $B$, on $\rho$ and on the $c_j$’s and $m_j$’s, which clearly ends the proof of Proposition 17.

In order to prove (70), we will use pointwise kernel estimates, and in particular the fact that when $T$ and $T'$ are two trace-class operators such that

$$|T(x, x')| \leq T'(x, x')$$

with the kernel of $T'$ being continuous in a neighborhood of the diagonal, then $|\text{tr}(T)| \leq \text{tr}(T') = \int_{\mathbb{R}^3} T'(x, x) dx.$
Our proof will rely on the following pointwise estimates on the kernels of the resolvents of the Pauli operator with constant magnetic field, proved in Proposition 13 in Appendix A:

\[
|K_j(\omega, y)^{-1}(x, x')| \leq C(1 + \epsilon \|B\|_{L^\infty}) g_{\omega}(x - x')
\]  
(71)

and

\[
|p_y K_j(\omega, y)^{-1}(x, x')| \leq C m_j \left(1 + \epsilon^2 \|B\|_{L^\infty}^2\right) h_{\omega}(x - x'),
\]  
(72)

with the functions

\[
g_{\omega}(x) = \left(1 + \frac{1}{|x|} \right) e^{-\sqrt{m^2 + \omega^2} |x|} \]  
(73)

and

\[
h_{\omega}(x) = \left(1 + \frac{1}{|x|^2} + \frac{1}{m^2 + \omega^2} + m^2 + \omega^2\right) e^{-\sqrt{m^2 + \omega^2} |x|} \]  
(74)

Note that

\[
\|g_{\omega}\|_{L^p(\mathbb{R}^3)} \leq \frac{C_p}{(m^2 + \omega^2)^{\frac{3p-1}{2p-1}}}, \quad \|h_{\omega}\|_{L^p(\mathbb{R}^3)} \leq \frac{C_p}{(m^2 + \omega^2)^{\frac{3p}{2p-1}}},
\]  
(75)

for all $1 \leq p < \infty$. There are similar estimates for $|x|^\alpha g_{\omega}$ and $|x|^\alpha h_{\omega}$, with a better decay in $\omega$ when $\alpha > 0$.

**Sixth order term.** We start by estimating the kernel of the 6th order term $T^{(6)}(\omega, y)$. We are going to estimate the trace of each of the terms in the sum over $j = 0, 1, 2$, which involves a non-negative operator and is thus always well defined. We first use the operator bound

\[
\frac{1}{\mathcal{P}_{eB(y) \times /2+\varepsilon R_{\varepsilon,y}} + m_j^2 + \omega^2} \leq \left(1 + \frac{\mu}{m^2}\right) \frac{1}{\mathcal{P}_{eB(y) \times /2+\varepsilon R_{\varepsilon,y}} + m^2 + \omega^2 + \mu}
\]

as in the proof of Lemma [12] with

\[
\mu := \|eB(y) + e\varepsilon \text{curl } R_{\varepsilon,y}\|_{L^\infty(\mathbb{R}^3)} \leq 2\epsilon \|B\|_{L^\infty(\mathbb{R}^3)}
\]

where the last estimate follows from Lemma [14]. We obtain

\[
\int_{\mathbb{R}} \omega^2 d\omega \int_{\mathbb{R}^3} dy \|T^{(6)}(\omega, y)\|_{\mathcal{E}_1}
\]

\[
\leq \left(1 + \frac{2\epsilon \|B\|_{L^\infty(\mathbb{R}^3)}}{m^2}\right) \sum_{j=0}^2 |c_j| \int_{\mathbb{R}} \omega^2 d\omega \int_{\mathbb{R}^3} dy \text{ tr } \{T^{(6)}_j(\omega, y)\}
\]

where

\[
T^{(6)}_j(\omega, y) = G_\rho \left(\frac{1}{K_j(\omega, y)} S_{\varepsilon,y}\right)^3 	imes
\]

\[
\times \frac{1}{\mathcal{P}_{eB(y) \times /2+\varepsilon R_{\varepsilon,y}} + m_j^2 + \omega^2 + \mu} \left(S_{\varepsilon,y} \frac{1}{K_j(\omega, y)}\right)^3 G_\rho \geq 0.
\]

We estimate the kernel of $T^{(6)}_j(\omega, y)$ by writing

\[
S_{\varepsilon,y} = e^2 \varepsilon^2 \|R_{\varepsilon,y}\|^2 - e\varepsilon (2p_y \cdot R_{\varepsilon,y} + i \text{ div } R_{\varepsilon,y}) - e\varepsilon \sigma \cdot \text{curl } R_{\varepsilon,y},
\]
for the term on the left and using \(2R_{\varepsilon,y} \cdot p_y - i \text{div} R_{\varepsilon,y}\) for the term on the right. We also use the diamagnetic-type inequality \((52)\)

\[
|\left(\mathcal{P}_{\varepsilon B(y)} \cdot x / 2 + \varepsilon R_{\varepsilon,y} + m_j^2 + \omega^2 + \mu\right)^{-1}(x, x')|_{\infty} 
\leq |\left(- \Delta + m_j^2 + \omega^2\right)^{-1}(x, x')|_{\infty} = \frac{e^{-\sqrt{m_j^2 + \omega^2}|x-x'|}}{4\pi|x-x'|} \leq g_\omega(x-x')
\]

for the kernel of the middle operator, as well as \(g_\omega \leq C h_\omega\) to simplify our bounds. We find

\[
|T_\omega^{(6)}(\omega, y)(x, x')| \leq C G_\rho(x) \int_{\mathbb{R}^3} dz_1 \cdots \int_{\mathbb{R}^3} dz_6
h_\omega(x-z_1) \prod_{k=1}^5 h_{\varepsilon,y}(z_k) h_\omega(z_k - z_{k+1}) h_{\varepsilon,y}(z_6) h_\omega(z_6 - x') G_\rho(x')
\]

with \(h_{\varepsilon,y}(z) := e\varepsilon |R_{\varepsilon,y}(z)| + e\varepsilon|\text{div} R_{\varepsilon,y}(z)| + e\varepsilon |\text{curl} R_{\varepsilon,y}(z)| + e^2 \varepsilon^2 |R_{\varepsilon,y}(z)|^2
\leq e\varepsilon (1 + e\|B\|_{L^\infty(\mathbb{R}^3)} |z|)|R_{\varepsilon,y}(z)| + e\varepsilon|\text{div} R_{\varepsilon,y}(z)| + e\varepsilon |\text{curl} R_{\varepsilon,y}(z)|.
\]

Using Lemma \([34]\) together with the assumption that \(B, \nabla B \in L^p(\mathbb{R}^3)\) for \(1 \leq p \leq 6\), we obtain

\[
\forall 1 \leq p \leq 6, \quad \|h_{\varepsilon,y}(z)\|_{L^p(\mathbb{R}^3)} \leq C \varepsilon (1 + |z|^3).
\]

Next we integrate over \(y\), use Hölder’s inequality and the bound \((6)\) for \(p = 6\). We arrive at

\[
\int_{\mathbb{R}^3} |T_\omega^{(6)}(\omega, y)(x, x')| dy \leq C \varepsilon^6 G_\rho(x) \int_{\mathbb{R}^3} dz_1 \cdots \int_{\mathbb{R}^3} dz_6 h_\omega(x-z_1) \times \prod_{k=1}^5 (1 + |z_k|^3) h_\omega(z_k - z_{k+1}) (1 + |z_6|^3) h_\omega(z_6 - x') G_\rho(x').
\]

We can put the polynomial terms together with the functions \(h_\omega\) using that

\[
\prod_{k=1}^J (1+|z_k|^3) \leq C_J \prod_{k=1}^{J-1} (1 + |z_k - z_{k+1}|^3) (1 + |z_J - x'|^3) (1 + |x-x'|^3) (1 + |x-z_1|^3)
\]

and

\[
(1 + |x-x'|^3) G_\rho(x) G_\rho(x') = (\pi p)^{-3} (1 + |x-x'|^3) e^{-\frac{|x-x'^2 + |x-x'|^2}{2p^2}} \leq C e^{-\frac{|x-x'|^2}{2p^2}}.
\]

The above bound becomes

\[
\int_{\mathbb{R}^3} |T_\omega^{(6)}(\omega, y)(x, x')| dy \leq C \varepsilon^6 e^{-\frac{|x-x'|^2}{2p^2}} \{ (1 + |\cdot|^3) h_\omega \}^{*n}(x-x')
\]

where \(f^{*n}\) is the \(n\)-fold convolution of a function \(f\). By Young’s inequality and \((75)\) we find

\[
\int_{\mathbb{R}^3} \text{tr} T_\omega^{(6)}(\omega, y) dy \leq C \varepsilon^6 \left\| (1 + |\cdot|^3) h_\omega \right\|_{L^2(\mathbb{R}^3)}^2 \left\| (1 + |\cdot|^3) h_\omega \right\|_{L^1(\mathbb{R}^3)}^5 \leq \frac{C \varepsilon^6}{(m^2 + \omega^2)^2}.
\]
Suming over $j$, we have proved that
\[
\int_{\mathbb{R}} \int_{\mathbb{R}^3} \|T^{(6)}(\omega, y)\|_{\mathcal{E}_1} d\omega \omega^2 d\omega \leq C\varepsilon^6,
\]
as we wanted, where the constant depends on $B$, on $\rho$ and on the $c_j$’s and $m_j$’s.

The proof for the other terms is very similar, and relies on the Pauli-Villars condition (13), exactly as in the proof of Proposition 6. We only sketch it.

**First order term.** We write
\[
-T^{(1)}(\omega, y) = G_\rho \left( \sum_{j=1}^2 c_j (m_j^2 - m^2)^2 \frac{1}{K_j(\omega, y)K_0(\omega, y)} S_{\varepsilon,y} \frac{1}{K_j(\omega, y)K_0(\omega, y)} \right)
\]
\[
+ \sum_{j=1}^2 c_j (m_j^2 - m^2) \frac{1}{K_0(\omega, y)} S_{\varepsilon,y} \frac{1}{K_j(\omega, y)K_0(\omega, y)^2}
\]
\[
+ \sum_{j=1}^2 c_j (m_j^2 - m^2) \frac{1}{K_j(\omega, y)K_0(\omega, y)^2} S_{\varepsilon,y} \frac{1}{K_0(\omega, y)} \right) G_\rho.
\]

Since $S_{\varepsilon,y}$ contains only one operator $p_y$, estimating the kernel of the above operators will involve one function $h_\omega$ and three functions $g_\omega$. The argument is exactly the same as before, using this time $\|h_{\varepsilon,y}(z)\|_{L^1_y(\mathbb{R}^3)}$, with the final bound
\[
\int_{\mathbb{R}^3} |T^{(1)}(\omega, y)(x,x')| dy \leq C \varepsilon e^{-\frac{|x-x'|^2}{2\omega^2}} \{(1+|\cdot|^3)h_\omega \ast (1+|\cdot|^3)g_\omega\}^3(x-x')
\]
and thus
\[
\int_{\mathbb{R}^3} \left| \text{tr} T^{(1)}(\omega, y) \right| dy \leq C \varepsilon \left\| (1+|\cdot|^3)h_\omega \right\|_{L^1(\mathbb{R}^3)} \left\| (1+|\cdot|^3)g_\omega \right\|_{L^1(\mathbb{R}^3)} \left\| (1+|\cdot|^3)h_\omega \right\|_{L^2(\mathbb{R}^3)}^2
\]
\[
\leq C \varepsilon \frac{\varepsilon}{(m^2 + \omega^2)^2}
\]
which proves (70) for $n = 1$. 
Second order term. For the second order term, we use as in (43)

\[ T^{(2)}(\omega, y) = \sum_{j=0}^{2} c_j (m_j^2 - m_0^2)^2 \times \]

\[ \times G_\rho \left( \frac{1}{K_j(\omega, y) K_0(\omega, y)^2} S_{e, y} \frac{1}{K_j(\omega, y)} S_{e, y} \frac{1}{K_j(\omega, y)} \right) \]

\[ + \frac{1}{K_0(\omega, y)^2} S_{e, y} \frac{1}{K_j(\omega, y) K_0(\omega, y)} S_{e, y} \frac{1}{K_j(\omega, y)} \]

\[ + \frac{1}{K_0(\omega, y)^2} S_{e, y} \frac{1}{K_j(\omega, y) K_0(\omega, y)^2} S_{e, y} \frac{1}{K_j(\omega, y)} \]

\[ + \frac{1}{K_0(\omega, y)^2} S_{e, y} \frac{1}{K_j(\omega, y) K_0(\omega, y)^2} S_{e, y} \frac{1}{K_j(\omega, y)^2} \right) G_\rho \]

and apply the same argument. There are two functions \( h_\omega \), three functions \( g_\omega \), and the \( L^2_y \) norm of \( h_{e, y} \). We get

\[ \int_{\mathbb{R}^3} |\text{tr} T^{(2)}(\omega, y)| \, dy \leq C \varepsilon^2 \left( 1 + | \cdot |^3 \right) h_\omega \| L^1(\mathbb{R}^3) \| \left( 1 + | \cdot |^3 \right) g_\omega \| L^2(\mathbb{R}^3) \]

\[ \leq C \frac{\varepsilon^2}{(m^2 + \omega^2)^2}. \]

Third, fourth and fifth order terms. For the other terms we only use the first Pauli-Villars condition, in order to simplify the argument. For instance, we write

\[ -T^{(3)}(\omega, y) = G_\rho \sum_{j=0}^{2} c_j \left( \frac{1}{K_j(\omega, y)} K_j(\omega, y) \right)^3 \]

\[ \times G_\rho \left( \frac{1}{K_0(\omega, y) K_j(\omega, y)} S_{e, y} \frac{1}{K_j(\omega, y)} \right)^3 \]

\[ + \frac{1}{K_0(\omega, y)^2} S_{e, y} \frac{1}{K_0(\omega, y) K_j(\omega, y)} S_{e, y} \frac{1}{K_j(\omega, y)^2} \]

\[ + \left( \frac{1}{K_0(\omega, y)^2} S_{e, y} \frac{1}{K_0(\omega, y) K_j(\omega, y)} S_{e, y} \frac{1}{K_j(\omega, y)} \right)^2 \]

\[ + \left( \frac{1}{K_0(\omega, y)^3} S_{e, y} \frac{1}{K_0(\omega, y) K_j(\omega, y)} S_{e, y} \frac{1}{K_j(\omega, y)} \right) G_\rho \]
and estimate its kernel as before. There are three functions \( h_\omega \), two functions \( g_\omega \), and the \( L^3_y \) norm of \( h_{\varepsilon,y} \). We get

\[
\int_{\mathbb{R}^3} \left| \text{tr} T^{(3)}(\omega,y) \right| \, dy \\
\leq C \varepsilon^3 \left\| (1 + | \cdot |^3) h_\omega \right\|_{L^1(\mathbb{R}^3)} \left\| (1 + | \cdot |^3) g_\omega \right\|_{L^2(\mathbb{R}^3)}^2 
\leq C \frac{\varepsilon^3}{(m^2 + \omega^2)^2}.
\]

The argument for the fourth and fifth order term is exactly the same. This ends the proof of Proposition 17. \( \square \)

**Appendix A. The Pauli operator with constant magnetic field**

In this appendix, we gather some useful properties of the Pauli operator with constant magnetic field \( B \in \mathbb{R}^3 \)

\[
\mathcal{P}_{B \times \cdot /2} = (\sigma \cdot (-i \nabla - B \times x/2))^2.
\]

The Pauli operator naturally splits into a two-dimensional Pauli operator in the plane orthogonal to \( B \) and a Laplacian in the direction of \( B \). Here as in the sequel, we denote by \( x^\perp \) the projection of any vector \( x \in \mathbb{R}^3 \) on this plane.

In the text we need the following pointwise estimates on the kernel of the resolvent of \( \mathcal{P}_{B \times \cdot /2} \) as well as on \((-i\partial_j - (B \times x)_j/2)\) times the resolvent.

**Proposition 18 (Pointwise estimates for a constant magnetic field).** Let \( B \in \mathbb{R}^3 \) be a constant magnetic field. Then we have the pointwise estimates

\[
\left| \left( \mathcal{P}_{B \times \cdot /2} + \mu^2 \right)^{-1}(x,y) \right|_\infty \leq \frac{1}{4\pi} \left( \frac{1}{|x-y|} + \frac{2|B|}{\mu} \right) e^{-\mu|x-y|}
\]

and

\[
\left| (-i\partial_j - (B \times x)_j/2) \left( \mathcal{P}_{B \times \cdot /2} + \mu^2 \right)^{-1}(x,y) \right|_\infty \leq \left( \frac{|B|}{2\pi} + \frac{2}{\pi|x-y|^2} + \frac{2\mu}{\pi|x-y|} + \frac{5|B|^2}{4\pi\mu} |x^\perp - y^\perp| \right) e^{-\mu|x-y|}
\]

for every \( \mu > 0 \) and \( j = 1, 2, 3 \), where \( |M|_\infty = \sup \|x^{-1}\| \|Mx\| \) is the sup norm of \( 2 \times 2 \) matrices.

Similar estimates were derived in [19, Lemma A.10]. We have already shown a pointwise bound in Lemma 12 for the resolvent (80), but the estimate (81) requires a bit more work.

**Proof.** For the proof of the proposition we can assume, after applying a suitable rotation, that \( B = |B|e_3 \) and then rewrite

\[
\mathcal{P}_{B \times \cdot /2} = -(\partial_1 + i|B|x_2/2)^2 - (\partial_2 - i|B|x_1/2)^2 - \partial_3^2 - |B|\sigma_3.
\]

Next we express the resolvent using the heat kernel as follows

\[
\left( \mathcal{P}_{B \times \cdot /2} + \mu^2 \right)^{-1}(x,y) = \int_0^\infty e^{-s\mathcal{P}_{B \times \cdot /2}(x,y)} e^{-s\mu^2} \, ds.
\]
Note that the operators $|B|\sigma_3$ and $\partial_x^2$ commute with each other, as well as with the first two terms. Hence
\[
e^{-s|B|x^2/2}(x, y)
= e^{s(\partial_x+i|B|x/2)^2+s(\partial_y-i|B|x/2)^2}(x^\perp, y^\perp) e^{-\frac{(x^\perp-y^\perp)^2}{4s}} \begin{pmatrix}
0 & e^{-|B|s} \\
e^{-|B|s} & 0
\end{pmatrix}
\]
with $x^\perp = (x_1, x_2)$. The kernel of the two-dimensional Pauli operator is
\[
e^{s(\partial_x+i|B|x/2)^2+s(\partial_y-i|B|x/2)^2}(x^\perp, y^\perp)
= \frac{|B|}{4\pi \sinh(|B|s)} e^{-\frac{|B|}{4s}\coth(|B|s)|x^\perp-y^\perp|^2} e^{-\frac{i|B|}{2}x^\perp \times y^\perp}
\]
(see e.g. [60, Chapter 15]). As a consequence, we find
\[
e^{-s|B|x^2/2}(x, y) = \frac{|B|}{8\pi^{3/2}\sqrt{s} \sinh(|B|s)} e^{-\frac{|B|}{4s}\coth(|B|s)|x^\perp-y^\perp|^2} \times
\]
\[
\times e^{-\frac{i|B|}{2}x^\perp \times y^\perp} e^{-\frac{(x^\perp-y^\perp)^2}{4s}} \begin{pmatrix}
0 & e^{-|B|s} \\
e^{-|B|s} & 0
\end{pmatrix}
\]
and
\[
(\mathcal{P}_{Bx^2/2+\mu^2})^{-1}(x, y) = \frac{e^{-\frac{|B|}{2}x^\perp \times y^\perp}}{8\pi^{3/2}} \int_0^\infty \frac{|B|}{\sqrt{s} \sinh(|B|s)} \begin{pmatrix}
0 & e^{-|B|s} \\
e^{-|B|s} & 0
\end{pmatrix} \times
\]
\[
\times e^{-\frac{|B|}{4s}\coth(|B|s)|x^\perp-y^\perp|^2} e^{-\frac{(x^\perp-y^\perp)^2}{4s}} e^{-s\mu^2} ds.
\]

In order to bound this quantity, we split the domain of integration into two pieces. When $|B|s \leq 1$, we use the inequalities $|B|s \leq \sinh(|B|s)$, $|B|s \coth(|B|s) \geq 1$ and $\exp(|B|s) \leq 1 + (e-1)s|B| \leq 1 + 4s|B|$. When $|B|s \geq 1$, we also use the inequality $|B|s \coth(|B|s) \geq 1$, as well as the bound $\exp(|B|s) \leq 4\sinh(|B|s)$. This gives
\[
\left| (\mathcal{P}_{Bx^2/2+\mu^2})^{-1}(x, y) \right|_\infty \leq \int_0^{\frac{1}{2|B|}} \frac{ds}{(4\pi s)^{3/2}} e^{-s\mu^2} e^{-\frac{|x-y|^2}{4s}} + \frac{|B|}{\pi} \int_0^{\infty} \frac{ds}{\sqrt{4\pi s}} e^{-s\mu^2} e^{-\frac{|x-y|^2}{4s}}.
\]
It then remains to recall the following formulae for the kernels of the resolvent of the one-dimensional and three-dimensional Laplace operators
\[
\int_0^\infty \frac{ds}{\sqrt{4\pi s}} e^{-|x|^2/4s} = e^{-\mu^2 s}/2\mu,
\]
respectively,
\[
\int_0^\infty \frac{ds}{(4\pi s)^{3/2}} e^{-|x|^2/4s} = e^{-\mu^2 s}/(4\pi^2 r),
\]
in order to obtain the estimate [60].
Concerning (81), we first derive from (83) that

\[
\left[ (-i \partial_t + |B| x_2) \left( \mathcal{P}_{B \times / 2} + \mu^2 \right)^{-1} \right] (x, y)
= \frac{|B|^2}{2 (4\pi)^2} e^{-\frac{|B|}{2} x_1 \cdot x_1} \int_0^\infty e^{-\frac{|B|}{4} \coth(|B| s) |x_1 - y_1|^2} e^{-\frac{(x_2 - y_2)^2}{4s}} \times
\left( e^{i|B|s} 0 \\
0 e^{-i|B|s} \right) \begin{pmatrix} x_2 - y_2 + i(x_1 - y_1) \coth(|B|s) \\ \end{pmatrix} \frac{e^{-\mu^2 s} ds}{s^{\frac{3}{2}} \sinh(|B|s)}.\]

Arguing as in the proof of (80), and applying the inequalities \(|B| s \exp(|B| s) \coth(|B| s) \leq 8 \) for \(|B| s \leq 1\), respectively \(\coth(|B| s) \leq 4 \) for \(|B| s \geq 1\), we are led to the estimate

\[
\left| \left[ (-i \partial_t + |B| x_2) \left( \mathcal{P}_{B \times / 2} + \mu^2 \right)^{-1} \right] (x, y) \right|_\infty \leq |x_1 - y_1| \left( 2 |B| \int_0^\infty \frac{ds}{(4\pi s)^\frac{3}{2}} e^{-\mu^2 s} e^{-\frac{|x_1 - y_1|^2}{4s}} \right. \\
+ 16\pi \int_0^\infty \frac{ds}{(4\pi s)^\frac{3}{2}} e^{-\mu^2 s} e^{-\frac{|x_1 - y_1|^2}{4s}} + \left. \frac{5 |B|^2}{2\pi} \int_0^\infty \frac{ds}{4\pi s} e^{-\mu^2 s} e^{-\frac{(x_2 - y_2)^2}{4s}} \right).
\]

Inequality (81) then follows from (84), (85), as well as the identity

\[
\int_0^\infty \frac{ds}{(4\pi s)^\frac{3}{2}} e^{-\mu^2 s} e^{-\frac{3}{4}} = \frac{e^{-\mu r}}{8\pi r^2} \left( \frac{1}{r} + \mu \right),
\]

which can be derived from (84) and (85) by integrating by parts.

Finally, the kernels of the two other operators are given by

\[
\left[ (-i \partial_2 - |B| x_1) \left( \mathcal{P}_{B \times / 2} + \mu^2 \right)^{-1} \right] (x, y)
= \frac{|B|^2}{2 (4\pi)^2} e^{-\frac{|B|}{2} x_1 \cdot x_1} \int_0^\infty e^{-\frac{|B|}{4} \coth(|B| s) |x_1 - y_1|^2} e^{-\frac{(x_2 - y_2)^2}{4s}} \times
\left( e^{i|B|s} 0 \\
0 e^{-i|B|s} \right) \begin{pmatrix} y_1 - x_1 + i(x_2 - y_2) \coth(|B|s) \\ \end{pmatrix} \frac{e^{-\mu^2 s} ds}{s^{\frac{3}{2}} \sinh(|B|s)},\]

and

\[
\left[ (-i \partial_3) \left( \mathcal{P}_{B \times / 2} + \mu^2 \right)^{-1} \right] (x, y)
= (y_3 - x_3) \frac{e^{-\frac{|B|}{2} x_1 \cdot x_1} \int_0^\infty e^{-\frac{|B|}{4} \coth(|B| s) |x_1 - y_1|^2} e^{-\frac{(x_2 - y_2)^2}{4s}} \times
\left( e^{i|B|s} 0 \\
0 e^{-i|B|s} \right) \begin{pmatrix} |B| e^{-s \mu^2} ds \\ s^{\frac{3}{2}} \sinh(|B|s) \end{pmatrix}}{s^{\frac{3}{2}} \sinh(|B|s)}.
\]

and the proof of (81) for \( j = 2, 3 \) is similar. This completes the proof of Proposition 18. \( \square \)
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