Identifying user habits through data mining on call data records
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Abstract

In this paper we propose a framework for identifying patterns and regularities in the pseudo-anonymized Call Data Records (CDR) pertaining a generic subscriber of a mobile operator. We face the challenging task of automatically deriving meaningful information from the available data, by using an unsupervised procedure of cluster analysis and without including in the model any a-priori knowledge on the applicative context. Clusters mining results are employed for understanding users’ habits and to draw their characterizing profiles. We propose two implementations of the data mining procedure; the first is based on a novel system for clusters and knowledge discovery called LD-ABCD, capable of retrieving clusters and, at the same time, to automatically discover for each returned cluster the most appropriate dissimilarity measure (local metric). The second approach instead is based on PROCLUS, the well-know subclustering algorithm. The dataset under analysis contains records characterized only by few features and, consequently, we show how to generate additional fields which describe implicit information hidden in data. Finally, we propose an effective graphical representation of the results of the data-mining procedure, which can be easily understood and employed by analysts for practical applications.

1 Introduction

Thanks to the popularity and wide diffusion of cellular phones, a huge quantity of mobile devices are moving everyday with their human companions, leaving tracks of theirs movements and their everyday habits. Mobile phones are becoming pervasive in both developed and developing countries and they can be a precious source of data and information, with a significant impact on research in behavioral science [7, 34].

A Call Data Record (CDR) is a data structure storing relevant information about a given telephonic activity involving an user of a telephonic network. A CDR usually contains spatial and temporal data and it can carry other additional useful information. Population census have been widely used in the past for keeping track of the demography and geographical movements of the population. Nowadays, due to short term and everyday mobility, more flexible methods such as various registers and indirect databases are employed: CDRs represent an optimal candidate in this sense. One of their main advantage is that they offer a statistically accurate representation of the distribution of people in an area and they can be used to track large and heterogeneous groups of people. Since CDRs evolve accordingly to the changes of users behavior, the information they carry ”automatically” updates over time. Telecom operators continuously gather a huge quantity of CDRs, from which it is possible to extract additional information with low additional costs and generate valuable datasets. Analyses of CDR data can be successfully employed in many different fields, like monitoring the network, adaptation of supplied services (e.g., customers’ billing, network planning), understanding of the economic level of a certain area, performing socioeconomic studies oriented to marketing and to build social networks [20]. For example, once the relationship between behavior, response, risk or other attributes is established, targeted offers of appropriate products or services can be addressed to specific customers by the telephone companies. Mobile positioning is
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a valuable source of information for investigating the spatial dynamics of human communities, but the number of published studies on this topic is still poor, mainly because of problems concerning limited access to such data and privacy issues. Localization procedures relying on mobile positioning generally provide less accurate information than the GPS (Global Positioning System), but the latter needs to be turned on to register the position, with a consequent increment of battery consumption. The wide diffusion of mobile equipment, in addition to the widespread installation of radio transmitters in both urban and rural areas, makes such positioning techniques very appealing for many case-based reasoning applications [37]. The cellular network consists in a set of base stations formed by one tower and several directional antennae. The radio coverage of a single antenna represents a cell, whose size is not fixed in the whole network. Mobile phones can be seen as a wide-area sensor network, whose measurements can be integrated with heterogeneous sources [13]. GSM (Global System for Mobile communications) is a mobile network based on the communication with an antenna covering a local area; the active connection to a certain antenna represents a spatio-temporal information which can be used for tracking the activity of a user in a GSM covered area. An effective approach for the analysis of CDR is offered by data mining techniques based on pattern recognition and machine learning procedures, which in the last years have been successfully employed in many different fields [47, 9, 56, 50].

A generic CDR relative to a telephone activity of a subscriber in a mobile network contains the identifiers of the two parties (the one which issued the call and the one which received it), the personal data of the user (name, age, sex, residence address), the coordinates of the cell which served the call, the time when the activity is registered, information on the mobile devices and on the telephonic plan. However, many of these fields are obfuscated or deleted from the publicly available records, in order to protect the privacy of the subscribers.

In fact, digital traces left by mobile phones reveal personal, often sensitive, information about their users. CDR analysis must be ruled according to the privacy of the national regulatory framework. Specifically, CDRs can be collected and processed by a mobile operator to implement the features necessary to deliver the mobile service (e.g., billing, customer care, network operation and planning). Any further usage must be either explicitly authorized by customers (e.g., through consent) or by the privacy authority. In general, the processing of anonymized CDRs (i.e., records in which the personal identification information of the referenced people is removed) is allowed, as these records are no longer personal data. Moreover, under some conditions, there is greater flexibility in processing and exploiting pseudoanonymised CDRs (i.e., records in which the ID of the referenced people is replaced with a code, often obtained through one-way cryptography): in particular, the pseudoanonymization procedure must prevent the re-identification of a person from the analysis of the pseudoanonymized records. These conditions set some constraints on the datasets that a mobile operator can analyze or transfer to third parties. Therefore, also in case of pseudoanonymized records, the dataset must be pre-processed in order to reduce probability of re-identification. A common procedure consists in decreasing time resolution or increasing space granularity, so that the data collection never spans long time periods or the spatial information is not detailed. Typical examples are datasets of CDRs with high spatial resolution containing records of users which are monitored for a short period of time, or datasets where user activities tracked for longer time intervals usually come with a lower space resolution. This latter is the case considered for this study and it will be discussed in details in Sect. 3.

In this paper we propose a data-mining procedure for automatically identifying the recurrent patterns in the telephonic activity of mobile network users, in order to understand and describe their habits. We design an inference system that uses a cluster-based approach to discover regularities among data. Cluster analysis can be framed into unsupervised learning, which is the task of identify hidden structures in unlabeled data. As in our case of study, the ground truth of the expected result is unknown and there is no error or reward signal to evaluate a potential solution. Cluster-based approaches have been successfully applied for the discovery of new concepts in streams of data [46, 30]. However, the outcome of the clustering procedure is strongly influenced by the dissimilarity measure adopted and, in general, it depends on a set of configuration parameters. The procedure of tuning such parameters could be difficult and it may requires a-priori information not always available. As the core inference engine for our application, we use the LD-ABCD algorithm, which has been recently developed by the authors of this paper. LD-ABCD implements a novel cluster-analysis procedure, which has been presented in [8]. In order to validate the effectiveness of the proposed approach, the algorithm has previously been tested on synthetic and benchmarking datasets, where the ground-truth was known. In this work, we integrate our newly-designed system into a larger framework, which has been specifically designed to deal with a novel
real-world case of study. Since we do not possess a supervised information on the results, we evaluate the performances of our system through a comparison with a well-established subspace clustering algorithm. The main contributions of this work are summarized in the following.

1. We propose a cluster-based approach for retrieving multiple groups of CDRs, which are similar according to different subsets of features. We do not make assumptions in advance on which characteristics should be taken into account for identifying clusters, or on the total number of clusters. Moreover, each cluster is characterized by its own dissimilarity measure parameters, according to the concept of local metric learning. We interpret the well-defined clusters that have been identified as relevant patterns in the activity of a given user. Such patterns are used to generate a digital fingerprint representing user’s habits, in terms of telephonic activity, geographical movements, time periods when daily communication activities are more frequent, most visited places (home, workplace etc...) and a social profiling. These fingerprints can be employed for different purposes, like profiling and definition of classes of users, depending on the specific application. With respect to other works focused on the analysis of CDR, we propose a new framework based on a complex data mining and knowledge discovery procedure. We show how meaningful patterns can be extracted and used to characterize a user, preserving his privacy and without making any a-priori assumption on the nature of the data.

2. When data characterized by an high number of distinct features are available, many informative, significant and useful information can be easily derived, more complex analysis can be performed and non-trivial relationships among data can be discovered. However, in our work we process a dataset of pseudo-anonymized CDRs where each entry contains only a limited number of attributes. The problem we face is challenging since it seems that, at a first glance, only naive regularities in the data can be retrieved. In this paper we show how to extract implicit information from the data and we use them for identifying hidden frequent patterns which lead to meaningful results and considerations.

3. We propose an effective method of visualization, which encodes data and information into visual objects. Our main goal is to communicate information clearly and effectively through graphical tools, in order to express and to quantify the results, through visual human interfaces [22].

The remainder of the paper is organized as follows: in Sect. 2 we review some relevant works and applications focused on the analysis of CDRs. In Sect. 3 we present the dataset considered for the analysis, discussing the representation of the data and how implicit information contained in the CDRs can be extracted. In Sect. 4 we propose a framework that can be used for discovering relevant patterns in the data by relying on a procedure of cluster analysis and we show the obtained results in Sect. 5. Finally, in Sect 6 we draw our conclusion and we discuss future works and improvements.

2 Works on Call Data Records

In this section we review some relevant works which leverage the information contained in CDRs for a multitude of different applications.

CDRs can be effectively used for understanding the interactions between users and to define a network of social relationships among them. In [21] the authors use CDRs information to provide insights into the relational dynamics of individuals, demonstrating that it is possible to accurately infer friendships. They proved that calls between friend dyads have distinctive temporal and spatial patterns. In [16], the authors use CDRs to study the average collective behavior at large scales, focusing on the occurrence of anomalous events.

One of the largest field of application of CDRs is the prediction of the movements of the users according to their calls. By predicting their movements, it is possible to understand the life-style of the users and to provide useful information to the telephonic companies, in order to tailor targeted phone plans for the customers. CDRs are used for understanding which are the most busy areas and times during the day, to predict the movements of the people and promote a better transportation service [6]. In [15] mobile data are used for monitoring in real-time the traffic conditions and pedestrian distribution. In a study performed by the German telephone company T-Mobile, mobile data are used for tracking
trajectories of vehicles on the streets [42]. A classification of the users based on their movements is proposed in [23], where the customers are assigned to three predefined classes (resident, commuters and visitors), depending on their movements in certain areas. The raw CDRs are initially aggregated on both spatial and temporal basis: for each user the authors built a matrix containing information on the number of calls which took place on a given area in three different periods of the day. Raw data can be aggregated directly by the telephone operator, in order to generate a compact representation which is easy to manage and above all is anonymized, so that the privacy of the users can be preserved. On the aggregated data they perform a clustering procedure using Self Organizing Maps and the obtained clusters are labeled with the most frequent class. Such clusters can be used to describe the habits of the users in a given area. In [45] the limits on the predictability of the movements of the people are studied. The authors used CDRs gathered from 50,000 users in a time-window of 3 months of activity and they propose three different measurements of entropy for analyzing the predictability of their movements: the random entropy, the temporal-uncorrelated entropy and the actual entropy. They claim to be able to predict 93% of the users movements at best and 80% in the worst case. In [25], authors build an Inhomogeneous Continuous-Time Markov (ICTM) model using both temporal and spatial information, for predicting the next position of the user in a given time lapse. The results show that the ICTM model is able to forecast the correct time interval with an error of 45 minutes and the next location with a 67% accuracy. Also in [24] the authors suggest using spatio-temporal data for predicting users position, employing 10 different types of models based on Bayesian rules or Markov models. The best forecast accuracy is achieved with a model called HPY (Hierarchical Pitman-Yor Prior Hour-Day Model), which is able to correctly localize the users with an accuracy of 50%. In [38] the urban cells are clustered together, in order to avoid repeated switches of users between adjacent cells and to force them to assume the same size of the rural cells. Successively, a data mining procedure is performed on the sequences of the movements, aiming to predict whether a user will change its position or not. In order to increase the accuracy, temporal information are also included. The CDRs are then represented with one-day-long sequences and 3 different problems are considered: (i) predicting the first time interval when the user will change his position and where he will move; (ii) predicting only the next movement; (iii) predicting the next movement and his next telephonic activity.

Other applications leverage CDRs to promote analysis, diagnosis and prevention in organizational, social and security contexts, like tracking population movements in emergency conditions to improve government alert communications. Social applications of the CDRs involve statistics on the population, performed through a correlation of mobile data with poverty indexes and GNP (Gross National Product) in order to draw poverty maps that can be used for orienting actions and programs for development in the most needing regions [44]. Correlating mobile data with information on the diffusion of epidemics and diseases, allows the definition of efficient models for preventing and containing the spreading of epidemics. Such models can be employed for informing population, optimizing medical resources and planning vaccinations [36].

CDRs can also be used for profiling or for understanding the behaviors of one or more users. An interesting application of CDRs is the analysis and prediction of the lifestyle of the users. In these studies, the privacy of the users must be protected, their identities must remain unknown and not be accessible from outside. Those aspects are treated in [49], where it is proposed a strategy for increasing the security of the data, preserving data usability and their semantic value. In [27] the authors propose a model for grouping users according to their similarity in calling patterns and for classifying new call records. The procedure consists in (1) extracting from the CDRs the attributes which better characterize each user; (2) applying a clustering algorithm to identify common behavioral patterns among the costumers, trying to balance the dimension of clusters, each one representing a different state; (3) generating a transition matrix among the states which must be sparse, so that a user can reach only a limited subset of different states each time; (4) using such model to classify new call records. The model reflects the habits of the user and it is uncorrelated with his identity, meaning that it can be exported and re-used. The model can also be dynamically updated as long as new data are collected, evolving as the life-style of the user changes. Such model can be used by telephone companies for offering products to the user, according to their current and potential future states. In [28] the authors classify the users in a set of pre-determined classes by relying on the CDRs. Only the fields of the CDR which discriminate better the users are selected. In [4], CDRs are used to identify the areas most visited by the users, called "anchor-points" (AP), which are commonly the working and the living place along with the locations where secondary activities take place with a given frequency (e.g. the gym). The procedure for identify
AP is the following: (1) for each user they identify the cells from where more than 2 calls are issued on a monthly basis (Regular Cells - RC); (2) the two RC with the highest number of calls are tagged as home and work place. Work place is discerned from home place depending on the timing of the calls; (3) they process cases of users with more than one work or home AP, which could live or work on borders of adjacent cells; (4) for users whose activity is mainly registered in a single cell – meaning, for example, that they live and work in the same area – a multi-functional task AP is defined; (5) the remaining cells are classified as secondary AP.

3 Dataset Description

In this work we analyze a dataset of the Orange telephone data published for the "Data for Development" (D4D) challenge [14], which is an open collection of CDRs, containing anonymous calling events of Orange’s mobile phone users in Ivory Coast. More information on the challenge are available on the website http://www.d4d.orange.com. The data consist in anonymized mobile phone calls and SMS that have been gathered in the period that spans form December 1, 2011 to April 28, 2012 and they are arranged in four different datasets. We analyze the CDRs relative to individual trajectories of 50,000 randomly selected customers, gathered over the entire observation period. Each CDR contains the time of the call and the location, expressed as the identifier of the prefecture, from where the call has been issued. Even if the spatial resolution in the records is low, the users are tracked for a time interval which is sufficiently long to identify meaningful patterns in their activity. This aspect is fundamental, since analyzing data concerning the activities of a user for an extended time interval allows a better detection of the regularities in his behavior and the profile can be drawn with higher accuracy.

A CDR in this dataset has the following structure: \{user_id, conn_datetime, subref_id\}, where user_id is the anonymized identifier of the user, conn_datetime is the date and the time of the registered telephonic activity and subref_id is the identifier of one of the 255 sub-prefectures in the country.

3.1 Data preprocessing and representation

The data that we consider contain only two fields, which are the temporal and the spatial information relative to each registered telephonic activity. However, it is possible to extract useful implicit information contained in the dataset, adding additional features. The the resulting final structure of an element in the dataset is: \{subref_id, week_day, work_day, conn_time, day_period, prev_call\}. In the following, we provide a description for each field in the augmented records.

- **subref_id** is preserved as in the original dataset. Since the values are unique identifiers, we consider the domain for this field to be discrete (nominal).
- **week_day** is generated from the field conn_datetime and it represents the day of the week where the connection has been registered. The possible values are: \{Mon, Tue, Wed, Thu, Fri, Sat, Sun\}. They are drawn from a nominal domain.
- **work_day** is a Boolean value derived from conn_datetime and it distinguishes working days from weekend days (0 for Saturday and Sunday, 1 for the other days). Also in this case the domain is nominal.
- **conn_time** is the time, expressed in hours and minutes (HH:MM), when the telephonic activity is registered. This is a continuous circular domain in \[00:00, 23:00\] with resolution of 1 hour.
- **day_period** is the period of the day when the call was issued. In particular, activities registered in the time interval \[07:00, 13:00\] are considered morning activities, the ones in \[14:00, 19:00\] are afternoon activities and the ones in \[20:00, 06:00\] are evening/night activities. We have then a nominal domain with the values \{Mor, Aft, Eve\}.
- **prev_call** is the elapsed time (in minutes) from the previous call and it belongs to an ordinal domain in \(\mathbb{N}^+\).
We represent the CDR with a data structure called *sectioned vector* [33], which can be defined as a \(n\)-dimensional vector \(\mathbf{u}\) composed of the concatenation of \(s\) opportune sub-vectors, called *sections*. The sectioned vector is a flexible data structure, which allows to represent an object whose components belong to different domains, tailoring the definition of a proper dissimilarity measure for each section. The number and size of the sections constitute the structure of the sectioned vector:

\[
\mathbf{u} = (\mathbf{u}_0; \mathbf{u}_1; \ldots; \mathbf{u}_{s-1}), \quad \text{with} \quad \sum_{i=0}^{s-1} \dim(\mathbf{u}_i) = n. \tag{1}
\]

Other existing alternatives to represent data containing values coming from heterogeneous domains are labeled sequences and graphs. These data structure also carry topological information on data, but they are more difficult to handle and the procedures used for evaluating their dissimilarity are usually complex, less accurate and more demanding in terms of computational resources [10, 11]. In many cases data are not characterized by important topological information, i.e. it is only relevant the numerical value of each component and not their spatial/temporal organization. This coincides with our case of study, for which it is recommended to use sectioned vectors, avoiding more complex data structure.

We now introduce a generalized dissimilarity measure for sectioned vectors of \(\mathbb{R}^n\). An highly flexible dissimilarity measure is required when the components have heterogeneous meaning and the use of a simple Minkowski metric is not so obvious [35, 40]. Let \(\mathbf{u}^{(a)}, \mathbf{u}^{(b)}\) be two sectioned vectors with the same structure, and let \(d_i(\mathbf{u}^{(a)}_i, \mathbf{u}^{(b)}_i)\) be a dissimilarity measure for the \(i\)-th section. We can define the dissimilarity measure for the whole vectors \(\mathbf{u}^{(a)}\) and \(\mathbf{u}^{(b)}\) as:

\[
d(\mathbf{u}^{(a)}, \mathbf{u}^{(b)}, \mathbf{m}) = \sum_{i=0}^{s-1} m(i)d_i(\mathbf{u}^{(a)}_i, \mathbf{u}^{(b)}_i),
\]

being \(\mathbf{m}\), in general, a real-typed vector in the unitary hypercube in \(\mathbb{R}^s\), which represents the parameter configuration (PC) of the dissimilarity measure \(d(\cdot, \cdot, \mathbf{m})\). Each entry is a weight that tunes the importance of the respective component in the structured vectors for the computation of the total dissimilarity. For example, if \(m(1)\) assumes an high value (close to 1) it means that the difference between the values in the first section of two vectors \(\mathbf{u}^{(a)}_i\) and \(\mathbf{u}^{(b)}_i\) highly influences the degree of their total dissimilarity.

In our dataset, the content of the sections belong to three types of domain: ordinal, nominal and ordinal circular. Consequently, we use three different dissimilarity functions, which are introduced in the following. For what concerns the ordinal domain from which the values of \texttt{prev.call} are drawn, we use the normalized Manhattan distance. The decision of using the Manhattan distance was matured after having tried different type of dissimilarity measures, among which the Euclidean distance. In our preliminary experiments we observed that there were not significant improvement (or in general changes) in the quality of the results obtained. On the other hand, there was a tangible increment in the computational time. The evaluation of the dissimilarity measure is repeated many times during the execution of the algorithm, which benefits from the simplicity of the Manhattan distance, which requires performing only sums and multiplications with respect to exponential operations. The Manhattan distance is defined as follows:

\[
d_M(\mathbf{u}^{(a)}_i, \mathbf{u}^{(b)}_i) = \frac{\sum_{j=0}^{\dim(\mathbf{u}_i)-1} |u^{(a)}_{ij} - u^{(b)}_{ij}|}{\max(\mathbf{u}_i) - \min(\mathbf{u}_i)}.
\]

For comparing the values of \texttt{subref.id}, \texttt{week.day}, \texttt{work.day} and \texttt{day.period} that belongs to a nominal domain, we use the Delta dissimilarity function, defined as:

\[
d_\Delta(\mathbf{u}^{(a)}_i, \mathbf{u}^{(b)}_i) = \begin{cases} 0 & \text{if } \mathbf{u}^{(a)}_i = \mathbf{u}^{(b)}_i, \\ 1 & \text{otherwise}. \end{cases}
\]

Finally, for what concerns the values of the attribute \texttt{conn.time}, it is required a dissimilarity that operates on an ordinal circular domain. Specifically, we defined the following function:
\[ d_C(u_i^{(a)}, u_i^{(b)}) = \frac{\min(t_1, t_2)}{12}, \text{ with} \]
\[ t_1 = \|u_i^{(a)} - u_i^{(b)}\|, \]
\[ t_2 = \min(\|24 - u_i^{(b)} + u_i^{(a)}\|, \|24 - u_i^{(a)} + u_i^{(b)}\|). \]  

In order to stress the importance of a section in the computation of the dissimilarity measure, in this work we use PCs with Boolean weights, i.e. \( m \in \{0, 1\}^6 \). Even if defining \( m \) in the continuous interval \([0,1]\) provides an higher degree of flexibility, we opted for Boolean weights to facilitate the interpretation of the features which are selected to be relevant.

Defining \( m \) in advance is a difficult task which demands a-priori information on the data and on the applicative context. If, as in our case, prior knowledge is not available and the objective is to identify any existing regularity in the data, it is required a strategy for effectively determining the value of weights. This can be done through a data mining procedure, which deals with the problem of metric learning \([43, 52, 53, 55, 17]\) and the concept of local metrics \([32, 40, 41, 5, 26]\).

The focus of our work is to determine multiple instances of \( m \), which allow to retrieve meaningful regularities among data, necessary to build digital fingerprints of the users. We use a data mining algorithm that has been designed to automatically determine a specific dissimilarity measure for each cluster, implementing a local distance learning approach.

4 Approaches for the analysis

In this section, we present a framework that relies on two different cluster-based approaches \([29, 51, 19]\) to retrieve relevant information in the dataset of CDRs.

When data are represented by structured vectors and the PC \( m \) of the dissimilarity measure is the collection of Boolean weights that determine the importance of each feature in the evaluation of the similarity of two elements, the task of setting \( m \) can be seen as the selection of the relevant features in each cluster. In this case, tuning the values in \( m \) can be straightforwardly connected to the problem of subspace clustering, which retrieves the subset of dimensions to be considered in the clustering problem, by removing irrelevant and redundant dimensions. While traditional clustering algorithms consider all the dimensions in the attempt of collecting as much information as possible, in high dimensional data many of the dimensions are often irrelevant. Irrelevant dimensions can misguide the clustering procedures by hiding clusters in noisy data. Unlike feature selection methods which examine the dataset as a whole, both the approaches that we present in this section localize their search and are able to uncover clusters that exist in multiple, possibly overlapping subspaces (local metrics learning). Clusters found in lower dimensional spaces also tend to be more easily interpretable, allowing the user to better conceive further analysis.

This procedure is also highly related with feature selection and dimensionality reduction techniques \([57]\): it can be considered as an extension that attempts to find clusters in different subspaces of the same dataset. Just like the feature selection procedure, the algorithms that we present require a search method and an evaluation criteria and they must somehow limit the scope of the search, to consider different subspaces for each cluster.

We used a data visualization technique, based on charts of various types, to show patterns and relationships in the data for one or more variables. Through an effective visualization, users can easily analyze data, discovering interesting insights. The visualization method that we propose in Sect. 5 makes complex data more accessible, understandable and usable by a larger class of users, not necessarily experts in data mining and graphics reading.

The first algorithm that we discuss in Sect. 4.1, is a novel multi-agent system for cluster and knowledge discovery called LD-ABCD \([8]\), which has been recently developed by the authors of this paper. LD-ABCD identify well-defined clusters in the dataset using different configurations of the dissimilarity measure and it provides a semantic characterization of each identified cluster. The second method that we consider as an alternative implementation of our framework, is PROCLUS, discussed in Sect. 4.2, a subspace clustering method that identifies the most descriptive dimensions among the elements in each cluster.
4.1 Cluster Discovery by Dissimilarity Function Adaptation

LD-ABCD is a multi-agent algorithm designed to automatically discover relevant regularities in a given dataset, determining at the same time a set $\mathcal{M}$ of PCs of the adopted parametric dissimilarity measure, yielding compact and separated clusters in the data. Each agent operates independently on a suitable weighted graph, which is used to represent the data. The graph is fully connected, each node corresponds to an element in the dataset and the edges are labeled with a value proportional to the similarity of the two connected elements. The weights on the graph depend on the specific PC $\mathbf{m}_j$ of the dissimilarity measure adopted by the $j$-th agent. A new PC is iteratively selected by an agent $j$ to construct its own instance $G_j$ of the weighted graph.

The clusters discovery procedure is implemented by means of multiple Markovian random walks (RW), which are performed independently; at the same time, by several agents on the different instances of the weighted graph. The behavior of the RW is thus dependent on the PC selected by the agent. During a RW, an agent searches and takes decisions autonomously for one cluster at a time. A suitable on-line mechanism is designed to decide whether a set of elements visited (i.e., "walked upon") by an agent should be accepted as a meaningful cluster or rejected. Specifically, the set of nodes visited by the agent during the random walk is a subgraph $c_i$ that represent a potential cluster. Its quality is evaluated with a measures called Cluster Quality (CQ) that relies on the concept of the graph conductance [31] and that depends also from the configuration $\mathbf{m}_j$ of the dissimilarity measure currently adopted by an agent, such that CQ is a function of the pair $\langle c_i, \mathbf{m}_j \rangle$. A cluster is accepted by an agent if its CQ value is greater than a threshold $\tau_{CQ}$, which controls the overall quality of the solutions returned by the algorithm.

An edge $e_{kl} \in \mathcal{E}$ is labeled with a weight, $w(e_{kl}; \mathbf{m}_j) \in [0,1]$, which depends on the dissimilarity $d(x_k, x_l; \mathbf{m}_j)$ according to the following relationship:

$$w(e_{kl}; \mathbf{m}_j) = \exp(d(x_k, x_l; \mathbf{m}_j) \cdot \tau_{exp})$$ (6)

where $\tau_{exp}$ is a parameter used to magnify the edge weights between similar elements, making less likely the unwanted transitions to vertices connected by low weights. A correct setting of $\tau_{exp}$ is crucial, since it affects the behavior of the RW. An heuristic approach proposed in [8], consists in generating a weighted graph for every value of $\tau_{exp}$ in an interval $[\tau_{exp}^{\min}, \tau_{exp}^{\max}]$ and then performing a sufficiently high number of RWs to retrieve clusters. The optimal $\tau_{exp}$ is evaluated in function of the average CQ and cardinality of the clusters returned.

As long as the execution of LD-ABCD proceeds, an agent might find a set $\mathcal{C}$ of very similar (or even equal) clusters using different PCs, in the sense that they may overlap significantly. These clusters are merged into a meta-cluster $\hat{c}$, which contains the elements which appear more frequently in the clusters in $\mathcal{C}$. All the PCs used to discover the clusters in $\mathcal{C}$ are considered equivalent with respect to $\hat{c}$ and are inserted in a list $\mathcal{L}$ associated to the meta-cluster. The CQ value of each PC $\mathbf{m}_j \in \mathcal{L}$ is then recomputed on $\hat{c}$ and the higher its value, the better $\mathbf{m}_j$ characterizes the elements in $\hat{c}$. A parameter $\vartheta$ is used as a threshold for the distance between two clusters, in terms of percentage of elements commonly shared, for defining whether two clusters should be considered similar and included in the same meta-cluster; notably, $\vartheta$ can be thought as the "radius" of the meta-cluster.

The final output of the algorithm is a collection of meta-clusters, which may be (partially) overlapped and which may not cover the entire dataset. Each meta-cluster is associated with the list of PCs $\mathcal{L}$, representing a consistent and interpretable semantic characterization of the meta-cluster, since it defines the set of dissimilarity measures according to which the elements in the meta-cluster as indistinguishable. An important remark is that we forced each PC to assume at least two values different from 0, in order to avoid trivial solutions containing clusters composed of elements which are similar only with respect to a single feature.

Thanks to the multi-agent architecture, the algorithm possess high scalability and a distributed implementation is straightforward. LD-ABCD can process any type of data (vectors, graphs, sequences, etc.), given a suitable (parametric) dissimilarity measure for comparing the elements. In particular, the algorithm can process data that are defined in non-metric spaces, greatly increasing the scope of problems that can be treated. Unlike the $k$-clustering paradigm, LD-ABCD does not require to specify in advance the desired number of clusters to be returned. This feature is very important in our case of study, since we do not possess any a-priori information on the dataset. Another significant feature of LD-ABCD, which is relevant for our application, is the provided powerful semantic characterization of the identified clusters, allowing important analyses on the content of the results returned.
4.2 Subspace Clustering

The alternative procedure that we consider for comparing performances of our framework is based on a subspace clustering algorithm. Subspace clustering algorithms can be divided in two groups, the top-down search and bottom-up search methods, which are distinguished by their approach to identify subspaces [39].

The bottom-up search methods try to reduce the search space, taking advantage of the downward closure property of density: if there are dense units in \( k \) dimensions, there are also dense units in all \( k - 1 \) dimensional projections. These methods first create an histogram for each dimension and then select those bins whose densities are above a given threshold. Candidate subspaces in higher dimensions can then be formed using only those dimensions that contain dense units, dramatically reducing the search space. The algorithm proceeds until no more dense units are found. Adjacent dense units are then combined to form clusters. These algorithms, of which CLIQUE [3] is one of the most famous representative, have been conceived to be applied on strictly real-typed domains, where a notion of proximity can be easily defined. In our case, we use sectioned vectors containing values drawn from circular and discrete domains, where the concept of density cannot be defined. This prevents to map similar values of the domain to close position on a grid representation. For this reason, applying bottom-up search methods to our problem is not feasible and we decided to consider the top-down approach.

The top-down subspace clustering approaches start by finding an initial approximation of the clusters in the full feature space with equally weighted dimensions. Successively, to each dimension is assigned a weight for each cluster. The updated weights are then used in the next iteration to regenerate the clusters. This approach requires to repeat multiple iterations of the clustering algorithm, considering the full set of dimensions, in order to converge to the optimal solution.

Among all the top-down approaches, we selected the PROCLUS algorithm [2], which is one of the first developed and probably the most famous. The algorithm consists in three different steps called initialization, iteration, and cluster refinement, during which the clustering is iteratively improved. In the initialization step PROCLUS samples the data, then it selects with a greedy strategy a set \( \mathcal{M} \) of representatives, called medoids, to be as much spread as possible in the full dimensional space. The medoids represent the pool of the candidates for the cluster representatives. In the iteration phase, a random set of \( k \) medoids are selected from \( \mathcal{P} \) and for each medoid \( p_i \) a neighborhood is generated, consisting in all the points whose distance from \( p_i \) is less than or equal to the distance from \( p_j \), being \( p_j \) the closest medoid to \( p_i \). For each medoid, the algorithm selects the set of dimensions along which the distances of the elements in the neighborhood are the smallest. The total number of dimensions associated to medoids must be \( k \cdot l \), where \( l \) is an input parameter that selects the average dimensionality of the subspaces for each cluster. Once the subspaces have been selected for each medoid, all the elements in the dataset are assigned to their closest medoid, according to the average Manhattan segmental distance, which considers in the computation of the dissimilarity from each medoid only the selected dimensions. The medoid of the cluster with the least number of points is discarded along with any medoids associated with fewer than \( \left( \frac{k}{N} \right) \cdot \text{minDev} \) points, being \( N \) the total number of patterns and \( \text{minDev} \) another input parameter. At the end of each iteration, discarded medoids are replaced with new ones, randomly chosen from \( \mathcal{P} \), and it is checked if clustering has improved. In the refinement phase, PROCLUS computes new dimensions for each medoid based on the clusters formed (rather than on the neighborhood) and then it reassigns points to the medoids, removing outliers.

Due to the use of sampling, PROCLUS is faster than many other subspace clustering algorithms, especially on larger datasets. On the other hand, one of the main drawbacks of the algorithm is its strong dependence on the parameters \( k \) and \( l \) which, in many cases, can be hard to be set in advance, since they require an adequate knowledge of the problem and of the dataset at hand. Another drawback is due to the bias toward clusters that are hyper-spherical in shape. Additionally, since the average number of dimensions is given, the number of selected dimension in each cluster will be similar. It is also important to notice that PROCLUS creates a partition of the dataset and, possibly, an additional group of outliers. This means that each instance is assigned to only one cluster (or to the outliers group). This is a critical difference with respect to the procedure implemented in LD-ABCD, which does not form a proper partition, allowing the generation of overlapping clusters, meaning that an element can be assigned to one cluster, more cluster or no clusters at all.

In our experiments we used PROCLUS configured with the dissimilarity measure defined in Eq. 2, which can be considered a generalization of the average Manhattan segmental distance.
5 Experiments and Results

In this section, we first analyze the set of CDRs relative to a specific user. Successively, we process the dataset with our data-mining procedure and we discuss the results obtained by the two different implementations, proposed in Sect. 4.

The original dataset presented in Sect. 3 contains CDRs relative to 50,000 users. In our experiments we processed the data relative to the calls of more than 100 different users, which have been randomly selected. For most of them it was possible to identify clear and distinct patterns, while for others we did not obtained meaningful results, mainly because of irregular telephonic activity or for the limited number of the calls issued by the user. In the following, we show an example of how an analysis of the CDRs relative to a given user can be performed using the proposed methodology.

To visualize the content of the CDRs relative to a given user, we use 4 different charts that show how the CDRs are distributed according to the accounted features. In particular we have:

1. An histogram describing the number of calls done by the user from different prefectures. Each bin is associated with one of the prefectures from where calls were issued and the height of the bars is proportional to the number of calls done in that prefecture.

2. An histogram that describes the distribution of the values contained in the field `prev_call`. Each bin of the histogram represents the time elapsed from the previous call and its height is proportional to the number of CDRs whose value `prev_call` falls in that interval.

3. An histogram that represents the distribution of the calls of the user among the 7 days of the week, according to the field `week_day`.

4. An histogram that represents the distribution of the calls of the user among the 3 periods of the day, according to the field `day_period`.

For the sake of conciseness, among all the user that we have processed, we show the results relative to two particular users, characterized by a sufficiently high number of calls, for which we identified meaningful regularities. The identifier of a given user coincides with its order of appearance in the original dataset of 50,000 different customers. The considered users are the 4-th and the 6014-th in the dataset, the number of CDRs for these users are 1453 and 1003, respectively, and their content can be described through the 4 charts that we have previously defined. In Fig. 1 the values relative to the CDRs of User 4 are depicted using histograms where the value of each bin is normalized with respect to the total number of CDRs. Note that, in order to make the visualization more concise, we do not report the histograms concerning the fields `work_day` and `conn_time`, which we retained to be the least interesting attributes to be visualized.

From Fig. 1(a), it is easy to observe that User 4 performs calls from 5 different prefectures, namely the ones associated with the identifiers 60, 61, 64, 138 and 198 in the dataset, and that most of the calls are issued from prefecture 60, which is likely the one where the person spends most of the time. Note that this spatial information can be easily retrieved from the raw data in the dataset during a pre-processing step. For what concerns the temporal component instead, it is difficult to identify distinct patterns from the original raw data, while they emerge more clearly from the dataset augmented by explicating the content in the temporal attribute. The distribution of the values contained in such fields is displayed in the 3 remaining histograms. Fig.1(b) depicts an histogram of the distribution of the calls in term of the number of minutes elapsed from the previous call. Every bar represents the number of calls whose time elapsed from the previous call is less than the bin label. The last bin contains all the calls issued after more than 1 day (24 hours) from the previous one. As we can see, the distribution among every bin is well balanced, with the exception of the bin relative to the calls issued after 12 hours, which contains less entries. In 1(c) we can observe the distribution of the calls along the days of the week. Even in this case, the number of calls are pretty well distributed with the exception of Sunday, when the activity of the user is very low. Analogously, 1(d) represents the distribution of the calls among the 3 periods in which the day is split: a pattern that clearly emerges is that the user calls much more frequently in the morning and in the afternoon, rather than in the evening.

From this first analysis we can draw some initial consideration. For example we can assume that User 4 uses its phone mostly for work calls, which reasonably occur more frequently in the morning and during
Figure 1: These charts represent the distribution of the values in the CDRs of User 4. The chart (a) represents the distribution of the calls among the prefectures visited by the user, the taller the bar in the histogram, the higher the number of calls issued from that prefecture. In (b) we can observe an histogram of the distribution of the calls, which are grouped according to the time elapsed from the previous call. In (c) and (d) the histograms show the total number of calls which are done in the 7 days of the week and in the 3 periods of the day respectively.

the work days. In the next sections we perform a more detailed analysis using the two cluster-based algorithms LD-ABCD and PROCLUS.

5.1 Analysis Results with LD-ABCD

The solution returned by LD-ABCD consists in a set of meta-clusters and in the list of associated PCs. The first step that must be performed before executing the algorithm is the heuristic estimation of the critical parameter $\tau_{\text{exp}}$, according to the procedure described in [8]. We tried all the values of $\tau_{\text{exp}}$ in the interval [1, 120], executing the algorithm 150 different times for each value and we have evaluated the average CQ obtained and average size of the clusters found (see Fig. 2). We noticed that in many dataset of CDRs related to different users, the optimal value of $\tau_{\text{exp}}$ falls in the interval [15, 25], for which the average size of the clusters stops to decrease and their average CQ stop to increase.

Concerning the threshold which regulates the minimum allowed CQ value, for low values of $\tau_{\text{CQ}}$ a larger number of clusters is returned and some of them are characterized by a lower quality, in terms of compactness and separability from the remainder of the dataset. This setup is more conservative since less clusters are discarded, but, at the same time, it demands more computational resources because an higher amount of information must be processed in the successive steps of the procedure. For our analysis, we are more concerned about the quality of the result, rather than on computational efficiency. For this reason we set $\tau_{\text{CQ}} = 0.8$, a rather low value, meaning that only the clusters whose CQ is lower than 0.8 are discarded in the searching procedure and are not aggregated to any meta-cluster.

The last parameter to be set is the maximum allowed radius of the meta-clusters $\vartheta \in [0, 1]$: high values of $\vartheta$ generates less but larger meta-clusters, while for lower values the number of meta-cluster returned is higher, but their dimension is smaller. In our experiments it was useful to retrieve a large number of meta-clusters, in order to identify more clearly the most dense regions of the cluster space, which represent the most recurrent patterns among the CDRs of a given user. Through a trial-and-error approach, we found that setting $\vartheta = 0.2$ generates a number $M$ of meta-clusters which is sufficiently high for the purpose of our analysis. Each meta-cluster $\hat{c}_i$ returned by LD-ABCD is represented with the Boolean vector $\mu_i$ of $N$ elements, where $N$ is the number of CDRs in dataset: if the $j$-th component of the vector $\mu_i(j) = 1$ it means that the $j$-th CDR in the dataset belongs to the cluster, otherwise if $\mu_i(j) = 0$, the $j$-th CDR is not in $\hat{c}_i$. In order to visualize the results, we applied a PCA (Principal Component Analysis) to the $M \times N$ matrix $\mathbf{C}$ containing all the meta-clusters and we retrieved the first 3 principal components, that is, the representation of $\mathbf{C}$ in the first 3 dimensions of the principal component space. In this way, we obtained a $M \times 3$ matrix where each row corresponds to a meta-cluster that can be visualized in a 3-dimensional space, as depicted in Fig. 3. Each meta-cluster in the plot is colored...
Figure 2: The graphic shows how the average CQ and size of the clusters found in the random walk change, as the edges of the considered graph vary according to the different values assumed by $\tau_{\text{exp}}$. The parameter controls the weight of the edges, by modifying the values on their labels. High values of $\tau_{\text{exp}}$ force the walker to visit only very similar nodes, which produce small and compact clusters. On the other hand, a lower value of $\tau_{\text{exp}}$ allows the walker to move on larger sets of nodes, with a consequent discovery of wider clusters, which however are less compact and separated from the remainder of the dataset, and consequently they are characterized by a lower CQ value.

Figure 3: Plot of the first 3 principal components resulting from a PCA on $\hat{C}$, relative to user 4. Each dot represents a meta-cluster and it is possible to identify 4 different dense regions, which are marked with a black circle. The color of a dot represents the CQ value of the meta-clusters: bright red tonalities correspond to high CQ values. Note however that all the meta-clusters are formed by clusters whose CQ will be higher than the threshold $\tau_{\text{CQ}}$ and so, even the green dots, represent clusters with a relatively high CQ.

According to its CQ value: a color close to green means that its CQ is low, while red represents the clusters with high CQ values. Note however that all the meta-clusters are formed by clusters whose CQ will be higher than the threshold $\tau_{\text{CQ}}$ and so, even the green dots, represent clusters with a relatively high CQ.

From the Fig. 3 we can observe that there is a set $\mathcal{R}$ of dense regions, which have been verified to be formed by meta-clusters whose content is similar, i.e. the sets of the elements of the dataset that they represent are strongly overlapped. In this case, we identified 4 dense regions, which are marked in the figure with a black circle. From each region $r \in \mathcal{R}$ we selected the meta-cluster $\hat{c}_r$ with the highest CQ value, (the dot with the brightest red color) and we consider it the representative of the pattern described by the region. The list $\mathcal{L}_r$ of PCs associated to $\hat{c}_r$ represents the sets of features according to which the elements contained in $\hat{c}_r$ are similar to each other. Each pair $\langle \hat{c}_r, \mathcal{L}_r \rangle$ represents then a recurrent pattern $r$ in the dataset. In Fig. 4 we report for each one of the 4 patterns a set of pie charts representing the distribution of the values in $\text{subref}_\text{id}$, $\text{week}_\text{day}$, $\text{work}_\text{day}$, $\text{conn}_\text{time}$, $\text{day}_\text{period}$ and $\text{prev}_\text{call}$ in the meta-cluster. In the figure, each pie chart represents the values distribution for an attribute. Note that for a more clear interpretation, we labeled only the largest slice, which represent the most frequent value assumed by the attribute.
Figure 4: The six pie charts in each row of this figure represent the distribution of the values in the attributes subref_id, week_day, work_day, conn_time, day_period and prev_call in each meta-cluster found in CDRs of User 4. Each slice represents the frequency of the values for that attribute. In each chart we report the name of the most frequent value.

In the following, we discuss in detail the patterns identified for user 4, according to the content of the meta-clusters.

The first pattern is represented by the meta-cluster $\hat{c}_1$ and the list of PCs $L_1$, whose content is described in Tab. 1.

Table 1: The table reports the PCs contained in the list $L_1$ associated to the meta-cluster $\hat{c}_1$ and the average value in each component. Each entry concerns the features subref_id, week_day, work_day, conn_time, day_period and prev_call respectively. A value equal to 1 means that the feature is considered relevant in the cluster, 0 otherwise.

|       | subref_id | week_day | work_day | conn_time | day_period | prev_call |
|-------|-----------|----------|----------|-----------|------------|-----------|
| PC1   | 1         | 1        | 1        | 0         | 1          | 0         |
| PC2   | 1         | 1        | 1        | 1         | 0          | 0         |
| PC3   | 1         | 1        | 1        | 0         | 1          | 1         |
| PC4   | 1         | 1        | 1        | 0         | 0          | 0         |
| PC5   | 0         | 1        | 1        | 0         | 1          | 0         |
| PC6   | 1         | 0        | 1        | 0         | 0          | 1         |
| PC7   | 1         | 1        | 1        | 0         | 0          | 0         |
| Avg   | 0.86      | 0.86     | 1        | 0.14      | 0.42       | 0.28      |

As we can see from Tab. 1, the most selected features are subref_id, week_day and work_day. This means that the elements in $\hat{c}_1$ are mostly similar according to these attributes, as confirmed by the charts in Fig. 4a. Almost every call comes from the prefecture 60 during Saturday, which is a weekend day. Even if most of the calls are done in the morning and the most frequent time interval from the previous call is 6h, there is a high variance in the values of the attributes as it can be seen from the pie chart, hence the features conn_time, day_period and prev_call are often neglected, by being set to 0 in the related weights of the PCs.

For what concerns the remaining patterns in the CDRs of User 4, the second meta-cluster in Fig. 4b highlights the habit of User 4 of performing calls on Tuesday, mostly in the afternoon, from prefecture 60. The third pattern in Fig. 4c is related to the calls done in the weekend evening, mostly Saturday from
 prefecture 60. Finally, the 4-th meta-cluster in Fig. 4d represents a recurrent pattern in the telephonic activity of the user, who often calls on Thursday from prefecture 60, mostly in the afternoon.

We can appreciate an important feature of LD-ABCD, by noticing that there are no patterns related, for example, to calls done on Monday, Wednesday or Friday, nor calls done in the evening. This is because there are no strong regularities in the calls involving these days or this period in conjunction with other features. In fact, we recall from Sect. 4.1 that in LD-ABCD at least 2 elements in the PC must be different from 0, in order to prevent the generation of clusters containing elements similar only with respect to a single feature. For this reason, trivial clusters of CDRs sharing only the day of the week are never considered.

In the following we report another example of analysis, relative to user 6014. Like in the previous case, we plot a visual representation of the meta-clusters using the PCA (see Fig. 5) and we identify the most dense regions, which are 3 in this case. From each region we select the meta-clusters with highest CQ value (brightest red color) and we consider them as the representatives of the related 3 recurrent patterns. Again, to describe the content of each meta-cluster and, consequently, the semantic of the related pattern, we use the pie charts in Fig. 6.

---

**Figure 5:** Plot of the first 3 principal component scores, resulting from a PCA on the meta-clusters found for user 6014. In this case there are three dense regions, marked with a black circle.

In this case, the first meta-cluster in Fig. 6a represents the habit of User 6014 of calling from prefecture 58 in the evening of working days after 5 minutes from the previous call, mostly at 17:00 on Friday. The second pattern in Fig. 6b highlights that the user issues calls in the weekends, during the morning, from prefecture 58, mostly Saturday. Finally, the third meta-cluster in Fig. 6c shows that the user often calls on Monday morning from prefecture 58, mostly after more than 24 hours from the

---

**Figure 6:** The set of the 6 pie charts of the meta-clusters that represent the 3 relevant patterns among the CDRs of User 6014.
previous call.

We conclude with a consideration on the stability of the results found by LD-ABCD. For each user, we repeated several times the clusters mining procedure and we observed that the number and average quality of the meta-clusters returned in different runs is always the same. This is a valuable result, since the algorithm possess a strong stochastic component, due to the nature of the random walk and the probabilistic selection of new PCs. If the results returned can be repeated it means that the solution is stable and complete, in the sense that most of the recurrent patterns are identified in each run of the algorithm.

5.2 Analysis Results with PROCLUS

In the case of study under consideration, which is the identification of relevant and recurrent patterns among the CDRs of a given user, there is not a ground truth to which we can refer for evaluating the quality of a solution. Thereby, in order to appraise the effectiveness of the knowledge discovery system based on the LD-ABCD algorithm, we perform a comparison with the results returned by the procedure based on PROCLUS on the same dataset. In particular, we compare the patterns found by the two algorithms.

As described in Sect. 4.2, PROCLUS requires the user to specify the number \( k \) of clusters to be searched and the average number of dimensions \( l \) that must be identified in each cluster. A correct tuning of these parameters requires an a-priori knowledge of the problem and of the dataset, which we do not possess. For this reason and for making a more significant comparison between the two algorithms, we set \( k \) equal to the number of dense regions found by LD-ABCD in the space of the meta-clusters, after having applied the PCA dimensionality reduction. The parameter \( l \) is estimated by considering the average number of features that have been selected by LD-ABCD, i.e. how many features are, in average, set equal to 1 in the PCs associated to each meta-cluster. For what concerns the parameter \( \text{minDev} \) that controls the number of points in a cluster, we followed the recommendations provided in [2] by the authors of the procedure.

According to the results of LD-ABCD relative to User 4, we set \( k = 4 \) and \( l = 5 \). Like for LD-ABCD, the result of PROCLUS is not deterministic because of the stochastic nature of the initialization procedure. However, it has been proven that in datasets with well defined clusters, each one with a specific set of characterizing dimensions, the results returned in different runs were stable and very similar [54].

We performed a total of 200 different runs on the dataset of the CDRs of User 4, using the same values for the parameters \( k \) and \( l \), and we analyzed the results obtained.

Figure 7: The first 3 principal components, resulting from a PCA on the 4 clusters returned by PROCLUS in 200 different runs. For each run, we plotted the 4 clusters found using the same set of colors. Dots of the same colors represent the set of clusters, each one coming from a distinct run, which are the most similar in terms of constituent elements.

As in the case of LD-ABCD, in Fig. 7 we plotted the first 3 principal component scores and we colored differently each one of the 4 clusters returned by a given run, assigning the same color to the
most similar clusters among different runs. More specifically, we retrieve the 4 clusters returned by the first run and we assign them 4 different colors: yellow, red, purple and turquoise. Then, in the successive runs we matched the 4 clusters returned with the ones found in the first run. We paired each new cluster with the most similar cluster (in terms of percentage of shared elements) from the first run using a Best Match First heuristic [18, 12] and we assigned the same 4 colors to the new clusters, according to this match. As we can see from Fig. 7, even if clusters of the same color (which are the most similar with respect to the matching) are mostly located in the same areas, we cannot distinguish 4 distinct dense groups and, especially in the middle, the clusters are strongly overlapped and mixed. This means that in different runs PROCLUS is not able to identify the same set of clusters, like LD-ABCD does.

Another symptom of the instability of the solution returned is the high variance of the number of outliers that the algorithm finds in different runs. In Fig. 8 we plotted the percentage of outliers found in each run and the average value. We can observe that there is a very high variance in the number of elements that the algorithm recognizes as outliers. If the composition of the outliers set changes significantly in each run, it means that the structure of the remaining clusters varies as well. Thus, there is not a stable, unique solution identified by the algorithm.

![Figure 8](image.png)

Figure 8: Number of outliers, expressed as a percentage of the total number of elements in the dataset, identified by PROCLUS in 200 different runs; in red is plotted the average value. As we can observe the number of outliers varies considerably from run to run, and in some cases it reaches very high values, up to 60% of the elements in the dataset.

Several clusters found by PROCLUS results to be accurate, in terms of the similarity of the attributes of the elements in each cluster. However such clusters are generally small and they are returned in runs where an high percentage of elements are classified as outliers. In larger cluster instead, the values in the attributes of the contained elements are generally more heterogeneous, even if the PROCLUS selects such attributes as relevant dimensions in the cluster. As an example, in the first row of Fig. 9 we depict the pie charts relative to a large cluster A, whose dimension is comparable in size with the clusters found by LD-ABCD. However, as we can see from the charts, the values of different attributes among

![Figure 9](image.png)

Figure 9: Two different clusters identified by PROCLUS. In the first row there are the pie charts relative to a cluster A of large size and, as we can observe, the attributes on the different values are very heterogeneous among the elements in the cluster. In the second row a cluster B is represented with graphics that show a higher accuracy on the attributes, but the size of this cluster is significantly smaller.
the elements in cluster A are very heterogeneous. On the second row instead, the pie charts represent a cluster B which contains elements with more homogeneous values on the relevant attributes, but the dimension of cluster B is much smaller, since it contains approximately 7% of the total CDRs and it comes from a run with a very high percentage of outliers, which is 23% of the entire dataset.

6 Conclusions and Future Works

In this paper we applied our recently developed knowledge discovery algorithm LD-ABCD, as the core engine for a data mining analysis on CDRs. The objective of this work is to build profiles of the users, which can be employed by telecommunication companies for monitoring and understanding the behaviors of their subscribers. A suitable characterization of the customer base allows to use with greater effectiveness the information resources of a telecom operator, to develop marketing strategies and for tailoring telephonic plans which better suit the need of the users. Furthermore, a series of applications can be designed for monitoring the activity of a user, focused on the identification of anomalous and suspicious behaviors, which are the ones which differs from the usual subscribers’ patterns of habits and that could compromise his privacy or security.

We analyzed the CDRs from the dataset of the D4D challenge, which contains only two type of values, concerning the time and the geographical position from where the calls were issued. We showed how additional features can be derived from these original attributes and how regularities can be extracted from a dataset which apparently contain a very limited quantity of information.

LD-ABCD is an agent-based algorithm that identify regularities and recurrent patterns among data. When applied to a dataset of CDRs, it can be used to identify habits in telephonic activity of the users, in order to create their "digital-fingerprints". One of most important features of the LD-ABCD, in our applicative context, is the possibility of identifying multiple parameter configurations, which highlight the characteristics of patterns within a cluster that are considered to be discriminative. Such configurations represent the key for interpreting and characterizing semantically the regularities found in the dataset. Another important advantage of LD-ABCD, with respect to other approaches to cluster analysis, is that the number $k$ of clusters to be identified is not an input parameter of the algorithm, but it is automatically identified during the discovery procedure. This is particularly useful when there are no information on the number of possible clusters to be identified in the data, like in our case of study.

We compared the results of the knowledge discovery system based on LD-ABCD with an alternative implementation based on PROCLUS, the well-known subspace clustering algorithm capable of identifying clusters in a subset of the original feature-space. Both LD-ABCD and PROCLUS share the important characteristic of being able to identify a local metric for each retrieved cluster. We discussed the results of the analysis considering the CDRs of a specific user, applying the knowledge discovery systems based on LD-ABCD and PROCLUS and we showed how LD-ABCD is capable of identifying a set of patterns which can be semantically characterized. The result returned by LD-ABCD demonstrated to be stable and reliable, even when the nature of the data is completely unknown and when the presence of well-defined clusters is not clear. This is also a consequence of the low sensitivity of LD-ABCD to different settings of the configuration parameters ($\tau_{\exp}$, $\tau_{CQ}$ and $\theta$), compared to the case of PROCLUS, where different choices of $k$ and $l$ could significantly modify the results. Additionally, as we discussed in Sect. 5, the most critical parameter $\tau_{\exp}$ can be easily tuned, using an heuristic procedure, which demonstrated to be effective in different contexts [8].

On the other side, even if LD-ABCD can be easily implemented on a distributed computing network, due to the multi-agent architecture, the main disadvantage of the procedure is the high computational resources required, in terms of both space and time. For this reason, when the nature of the problem faced is simpler or when prior information on the problem are provided, many other alternatives can be considered for implementing the core engine of a data mining procedure. The difficulty of the considered problem has been confirmed by the results returned by PROCLUS, which was not able to identify a stable set of clusters among the data. In fact, from the experiments we observed that PROCLUS, in different execution of the clustering procedure, was not able to identify the same set of clusters, showing an high variance and instability in the results returned.

The results obtained confirm the effectiveness of the LD-ABCD and they encourage further applications. In a future work, we firstly plan to process the CDRs of every user in the dataset, searching for common patterns and regularities in order to group together users characterized by a similar profile.
Then, in a second step, with the identified clusters of users we aim to define specific classes, which can be analyzed and used for describing some general, common behaviors that allow a better understanding of the habits of the customer base of a telecommunication company. Important information can be assessed concerning the geographical location of the user and a study can be conducted on how the habits change in different areas. Finally, we plan to consider additional datasets relative to a telecommunication network, which are characterized by a large amount of entries and a higher number of features (for example, those included in the Telecom Italia BigData Challenges [1, 48]).
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