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In this paper, a tensor product model-based gain scheduling technique is utilized to design a pitch-axis autopilot for an air-to-air missile. Firstly, a recent technique for tensor product (TP) model transformation provides a convenient way to transform missile pitch-axis linear-parameter-varying (LPV) model into a convex parameter-varying weighted combination of linear-time-invariant (LTI) systems. This polytopic model is beneficial for convex hull manipulation, so that a large number of linear matrix inequality (LMI) optimization techniques can be applied controller development. This paper presents an alternative LMI technique based on a TP polytopic model, which can optimize the $H_{\infty}$ performance of a closed-loop system with LMI pole constraints. Then, the proposed approach is applied in the design of a simple four-loop gain-scheduled autopilot. Final simulation results indicate the missile autopilot presented has good overall performance and strong robustness, which validates effectiveness of the proposed TP model-based method.
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1. Introduction

Missile control problems are a challenging task due to fast and wide parameter variations during operation. As a good method to deal with nonlinear time-varying systems, the advanced LPV technique has been widely used in missile autopilot design. Compared to conventional gain-scheduling techniques, LPV techniques can provide the guarantee of stability and performance of a closed-loop system over the whole parameter variation space. Dynamic characteristics of LPV models vary following some time-varying parameters whose values are unknown a priori but can be measured in real-time. In Shamma and Cloutier, the concept of a "quasi-LPV" was first introduced, and a state transformation method was proposed to convert nonlinear missile pitch-axis dynamics into a LPV form.

To synthesize such an LPV plant, a discretization scheme was proposed to design a missile autopilot, and the controller gains need be updated online to conduct real-time actuation; however, this process imposes significant demand on CPU power. Following Wu, a LPV grid technique was introduced, which can relieve the requirement on computer hardware since the main computation is done offline. But it is a repeated process with the set of a denser grid. Other recent LPV techniques, such as the multi-channel linear fractional transformation (LFT)/LPV control method and quasi-linear parameter-varying polynomial eigenstructure assignment, can also provide effective methods to develop a LPV missile autopilot.

In Apkarian and Adams, an alternative advanced gain-scheduling technique was proposed to obtain a LPV controller via solving a finite number of LMI constraints only at all vertices points of parameter variation space. However, this requires models be affine dependent on the scheduled parameters. Actually, most plants including the missile LPV model do not satisfy this requirement. A novel approach, proposed by Baranyi, can transform such a LPV model into a convex parameter-varying weighted combination of LTI systems that are capable of finding the TP polytopic approximants of arbitrary accuracy. Due to the advantages of the TP polytopic model for convex hull manipulation, many linear matrix inequality (LMI) design methods can be applied in LPV controller development. In spite of a recently proposed technique, much literature has emerged regarding TP model based design, including a 2-DOF aeroelastic system, a 3-DOF aeroelastic system, a TORA system, a 3-DOF RC helicopter, and the vehicle automatic transmission system and so on.

In this paper, an alternative TP model based-design approach is utilized to design a LPV state feedback missile autopilot, which optimizes the closed-loop system $H_{\infty}$ performance with pole constraints. This method can guarantee better control of the closed-loop dynamics and avoid the inherent inconveniences of standard $H_{\infty}$ control. In the design process, there is no need to select the discrete set of interpolation points in the operating range or complete controller synthesis at each point. The gain-scheduled controller can be obtained in just one computation. Moreover, this proposed technique is more efficient than that of Chumalee and Whidborne because more flexible performance specifications can be realized by choosing the proper LMI regions to bound the poles.

The organization of this paper is as follows. A missile LPV model is introduced and transformed into a TP polytopic model in Section 2. In Section 3, our design method based on a TP type plant is proposed to minimize the closed-loop system $H_{\infty}$ norm that enforces pole constraints. Aiming at a specified four-loop missile autopilot structure,
this technique is applied to complete the controller design. The simulation results are shown and explained in Section 4. Conclusions are stated at the end of this paper.

2. The Missile Pitch-axis TP Model

2.1. The missile pitch-axis quasi-LPV model and performance objectives

The missile pitch-axis quasi-LPV model taken from Wu et al.\textsuperscript{4}) describes the dynamics of a highly maneuverable air-to-air missile around its pitch axis, which is given by

\[
\begin{align*}
\dot{\alpha} &= a_{11} \alpha + c_{21} \delta + K_{\alpha} M_{d} n \cos(\alpha) \\
\dot{\eta} &= c_{11} \eta + c_{21} \delta + K_{\eta} M_{d} n \\
\end{align*}
\]

\[
\begin{align*}
A(\theta) &= \begin{bmatrix} a_{11} & 1 \\ a_{21} & 0 \end{bmatrix} \\
B(\theta) &= \begin{bmatrix} K_{\alpha} M_{d} n \cos(\alpha) \\ K_{\eta} M_{d} n \end{bmatrix} \\
C(\theta) &= \begin{bmatrix} c_{11} & 0 \\ 0 & 1 \end{bmatrix} \\
D(\theta) &= \begin{bmatrix} K_{\alpha} M_{d} n \\ 0 \end{bmatrix} \\
\end{align*}
\]

where

\[
\begin{align*}
a_{11} &= K_{\alpha} M \left( a_{0} \alpha^{2} + b_{0} \alpha + c_{p} \left( -\frac{M}{3} + 2 \right) \right) \cos(\alpha) \\
a_{21} &= K_{\eta} M^{2} \left( a_{0} \alpha^{2} + b_{0} \alpha + c_{p} \left( -\frac{8M}{3} - 7 \right) \right) \\
c_{11} &= K_{\eta} M^{2} \left( a_{0} \alpha^{2} + b_{0} \alpha + c_{p} \left( -\frac{M}{3} + 2 \right) \right) \\
\end{align*}
\]

State vector is angle of attack \( \alpha \) and pitch rate \( \dot{\alpha} \). The task for the autopilot is to make sure the missile’s normal acceleration \( \eta \) tracks varying amplitude reference signal \( \eta_{c} \) using the missile’s fin deflection angle \( \delta \). The numerical constants appearing in Eq. (1) are shown in Table 1.

These coefficients are valid for a missile traveling between Mach numbers 2 and 4 at an altitude of 20,000 ft. Finally, the Mach number dynamics\textsuperscript{4}) are given as follows:

\[
M(t) = \frac{1}{V_{s}} (-\eta(t) \sin(\alpha(t))) + A_{M} M^{2} \sin(\alpha(t)) \]

\[M(0) = 3.0\]

where \( A_{M} = -1.96 \) and \( V_{s} = 315.89 \text{ m/s} \) is the speed of sound at 20,000 ft, to provide a reasonably realistic Mach profile.

In a missile quasi-LPV model (1), the scheduled parameters are angle of attack \( \alpha(t) \) and Mach number \( M(t) \), which vary from \(-25^\circ\) to \(25^\circ\) and 2 to 4, respectively. As the system (1) is symmetrical in terms of parameter \( \alpha(t) \), only positive \( \alpha(t) \) values need to be considered. Moreover, to reduce the conservatism on the following \( H_{\infty} \) optimization controller design, the rate of scheduled parameter variation is also introduced. Following Wu et al.\textsuperscript{4}), the variation space of scheduled parameters is given as:

\[
\Theta = \{ (\alpha, M) : \alpha \in (0, 25), M \in (2, 4) \} \\
\Psi = \{ (\hat{\alpha}, \hat{M}) : \hat{\alpha} \in (-200, 200), M \in (-0.5, 0.5) \} \\
\]

To realize TP transformation, the system in Eq. (1) is rewritten as

\[
\begin{align*}
\dot{x}(t) &= A(\theta(t)) x(t) + B(\theta(t)) u(t) \\
(y(t)) &= C(\theta(t)) x(t) + D(\theta(t)) u(t) \\
\end{align*}
\]

with

\[
S(\theta(t)) = \begin{bmatrix} A(\theta(t)) & B(\theta(t)) \\ C(\theta(t)) & D(\theta(t)) \end{bmatrix} \in \mathbb{R}^{4 \times 3} \\
\]

where input \( u(t) = \delta(t) \), state vector is \( x(t) = (\alpha(t), q(t))^{T} \), the measured output is \( y(t) = (\eta(t), q(t))^{T} \) and scheduled parameters are \( \theta(t) = (\alpha(t), M(t)) \).

The autopilot specifications are given in terms of performance and robustness. There are two performance goals to be achieved: good tracking characteristic (P1), and small missile fin deflection rate (P2). The goal for robustness is mainly robust stability under aerodynamic coefficient perturbation. All of the specifications\textsuperscript{3}) for the missile autopilot are as follows:

P1: Track step commands in \( \eta_{c} \) of various amplitudes with time constant \( \tau \leq 0.35 \) s and overshoot \( M_{p} \leq 10\% \) and steady-state error \( e \leq 1\% \).

P2: The maximum tail deflection rate \( \delta_{\text{max}} \) for 1 g step command in \( \eta_{c} \) should not exceed 25 deg/s.

R1: Robust stability is also guaranteed by varying \( \pm 25\% \) and \( \pm 10\% \) of angle of attack part and tail-deflection part in moment coefficients and force coefficients independently.

2.2. Missile pitch-axis TP model

The TP model transformation introduced in Baranyi\textsuperscript{[11–14]} is a numerical method to transform the LPV dynamic model into a convex combination of LTI systems. Through TP model transformation, a system in the form of Eq. (5) can be approximately expressed as a parameter–varying convex combination of LTI system matrices \( S_{i_{1}, i_{2}, \ldots, i_{N}} \):

\[
S(\theta(t)) \approx \sum_{i_{1}=1}^{R} \sum_{i_{2}=1}^{R} \cdots \sum_{i_{N}=1}^{R} w_{i_{1}, i_{2}, \ldots, i_{N}}(\theta(t)) S_{i_{1}, i_{2}, \ldots, i_{N}} \\
= \sum_{i_{1}=1}^{R} \sum_{i_{2}=1}^{R} \cdots \sum_{i_{N}=1}^{R} \sum_{n=1}^{N} w_{n, i_{1}, i_{2}, \ldots, i_{N}}(\theta(t)) S_{i_{1}, i_{2}, \ldots, i_{N}} \\
= \sum_{n=1}^{N} w_{n}(\theta(t)) \\
\]

where \( R = I_{1} \times I_{2} \times \cdots \times I_{N} \) is the number of the vertex systems, \( N \) is the number of the scheduled parameters, and

\[
\begin{array}{c|c|c|c}
\text{Constants} & \text{Value} & \text{Unit} \\
\hline
a_{0} & 0.000103 & \text{deg}^{-1} \\
b_{0} & -0.00945 & \text{deg}^{-2} \\
c_{p} & -0.1969 & \text{deg}^{-1} \\
d_{n} & -0.034 & \text{deg}^{-1} \\
a_{n} & 0.000215 & \text{deg}^{-3} \\
b_{n} & -0.0195 & \text{deg}^{-2} \\
c_{a} & 0.051 & \text{deg}^{-1} \\
d_{m} & -0.206 & \text{deg}^{-1} \\
k_{a} & 1.18587 & \text{s}^{-1} \\
k_{r} & 70.586 & \text{s}^{-2} \\
k_{c} & 0.6661697 & \\
\end{array}
\]

Table 1. Missile model constants.
$$w_r(\theta(t))$$ are the weighting functions corresponding to vertex systems $$S_i(t)$$. The $$(N + 2)$$ dimensional coefficient tensor $$\mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_q \times 2 \times 1}$$ is constructed from the LTI vertex systems $$S_{i_1,i_2,\ldots,i_q}$$. The row vector $$w_r(\theta_n(t))$$ contains one variable and continuous weighting functions $$w_{n,i}(\theta_n(t))$$, $$i_n = 1, \ldots, I_n$$. In this TP polytopic model representation, the weighting functions satisfy the following criteria

$$\forall r, \theta(t) : w_r(\theta(t)) \geq 0, \forall \theta(t) : \sum_{r=1}^{R} w_r(\theta(t)) = 1$$

and

$$\forall i, n, \theta_n(t) : w_{n,i}(\theta_n(t)) \geq 0, \forall \theta_n(t) : \sum_{i_n=1}^{I_n} w_{n,i}(\theta_n(t)) = 1$$

For this typical LPV model, a large number of LMI-based controller design techniques can be immediately applied to develop the TP model. Another feature is to make a tradeoff between the modeling accuracy and computational complexity, which is useful for the complex system to reduce computation via a better low-rank approximation.

Now, TP model transformation is executed on the quasi-LPV model (4). The grid density of the transformation space $$\Theta$$ defined in Eq. (3) is pointed out as 400 $\times$ 200. Through TP transformation, we receive 20 vertex LTI systems $$S_{i_1,i_2} \in \mathbb{R}^{n_1 \times 3}$$, $$i_1 = 1, \ldots, 5$$ and $$i_2 = 1, \ldots, 4$$. But in view of the computational complexity, vertex systems $$S_{i_1,i_2}$$ can be reduced to $$3 \times 3$$. Comparing the TP polytopic model with the original quasi-LPV model (1), over 4,000 test points of randomly selected parameter values $$(\alpha, M) \in \Theta$$, the maximum and mean error obtained are 0.0087 and 0.0103, respectively. This procedure which reduces complexity by half, can still ensure acceptable accuracy for real applications. Thus, it’s reasonable to design a missile autopilot based on the missile pitch-axis TP model given as:

$$\begin{bmatrix} \dot{\alpha} \\ \dot{q} \\ \eta \end{bmatrix} \approx \sum_{i_1=1}^{3} \sum_{i_2=1}^{3} w_{1,i_1}(\alpha) w_{2,i_2}(M) \begin{bmatrix} A_{i_1,i_2} & \alpha \\ q \end{bmatrix} + B_{i_1,i_2} \delta$$

where the parameter-dependent weighting functions $$w_{n,k}(\theta_n)$$, $$n = 1, 2$$, $$k = 1, \ldots, 3$$, are presented in Fig. 1 and the system matrices $$A_{i_1,i_2}$$, $$B_{i_1,i_2}$$, $$C_{i_1,i_2}$$ and $$D_{i_1,i_2}$$ are taken from the vertex system $$S_{i_1,i_2}$$ like Eq. (5). To check the precision of approximation from the quasi-LPV model to the TP polytopic system, the step responses of two systems are presented in Fig. 2. It is clear that the differences between the two response curves are fairly small. These results further illustrate the following analysis and controller design based on the TP polytopic model in Eq. (7) are feasible.

3. State Feedback $$H_\infty$$ Design with Pole Constraints Based on TP Polytopic Model

Due to the advantages of the TP polytopic model for convex hull manipulation, many LMI design methods can be applied to LPV controller development. Such as in Baranyi et al., the LMI performance specifications including
asymptotic stability for the controller and observer, decay rate for controller and restrictions on the value of control signal are given based on the TP model. The design method for the TP model-based output feedback $H_{\infty}$ optimization is proposed in Chumalee and Whidborne.\textsuperscript{22)} In this paper, consider a LPV system described by
\begin{equation}
\dot{x}(t) = A(\theta(t))x(t) + B_1(\theta(t))u(t) + B_2(\theta(t))u(t) \tag{8}
\end{equation}
and let $T_{\infty}(\theta)$ denote the closed-loop transfer function from $\omega(t)$ to $z(t)$ under state-feedback control $u(t) = K(\theta(t))x(t)$. Now, our problem consists of finding a state-feedback gain $K(\theta(t))$ that:

• The poles of the closed-loop are placed in some LMI stability region $\mathcal{D}$, $\forall \theta \in \Theta$.
• Optimize $H_{\infty}$ performance.

\begin{equation}
\begin{pmatrix}
A(\theta)X_{\infty}(\theta) + X_{\infty}(\theta)A^T(\theta) - \dot{X}_{\infty}(\theta) & B_1(\theta) & X_{\infty}(\theta)C^T(\theta) \\
B_1^T(\theta) & -\gamma(\theta)I & D^T_{1s}(\theta) \\
C(\theta)X_{\infty}(\theta) & D_1(\theta) & -\gamma(\theta)I
\end{pmatrix} < 0
\end{equation}

with $X_{\infty}(\theta) = P^{-1}(\theta) > 0$, $\dot{X}_{\infty}(\theta) = P^{-1}(\theta)\dot{P}(\theta) = -P^{-1}(\theta)\dot{P}(\theta) \times P^{-1}(\theta)$. Let $X_{\infty}(\theta)$ and $\gamma(\theta)$ have the same TP polytopic structure of the model itself given as

\begin{equation}
X_{\infty}(\theta) = \sum_{r=1}^{R} w_r(\theta)X_{r\infty}, \quad \gamma(\theta) = \sum_{r=1}^{R} w_r(\theta)\gamma_r
\end{equation}

Following Chumalee and Whidborne,\textsuperscript{23)} using an equation-error method leads to an approximate expression of $\dot{X}_{\infty}(\theta)$ as

\begin{equation}
\dot{X}_{\infty}(\theta) \approx \sum_{k=1}^{M} \beta_k(\theta)\dot{X}_{k\infty}
\end{equation}

with

\begin{equation}
\left\{ \forall k, \quad \dot{\theta} : \beta_k(\dot{\theta}) > 0, \quad \forall \theta : \sum_{k=1}^{M} \beta_k(\theta) = 1 \right\} \quad \text{and} \quad M = 2^H
\end{equation}

Substituting Eqs. (7), (9), (12) and (13) into Eq. (11), it can be rewritten as

\begin{equation}
\sum_{r=1}^{R} \sum_{k=1}^{M} w_r^2(\theta)\beta_k(\dot{\theta}) \left( -\dot{X}_{k\infty} + (A_rX_{r\infty} + B_2L_{r\infty} + (*)) \begin{vmatrix}
B_{1r} & X_{r\infty}C_{1r} + L_{r\infty}^TD_{2r} \\
D_{1r} & -\gamma_r I
\end{vmatrix} \right) + \frac{1}{2} \sum_{r=1}^{R} \sum_{j=1}^{R} \sum_{k=1}^{M} w_r(\theta)w_j(\theta)\beta_k(\dot{\theta}) \begin{vmatrix}
B_{1i} + B_{1j} & X_{r\infty}C_{1i} + L_{r\infty}^TD_{2j} \\
D_{1i} + D_{1j} & -\gamma_I I
\end{vmatrix} < 0
\end{equation}

where

\begin{equation}
L_{r\infty}(\theta) = K(\theta)X_{r\infty}(\theta), \quad L_{r\infty}(\theta) = \sum_{r=1}^{R} w_r(\theta)L_{r\infty}
\end{equation}

and the notation “*” represents a symmetrical block.

Then the LMI pole constraints\textsuperscript{23)} based on the TP type polytopic model are taken in consideration like the above $H_{\infty}$ optimization. It is satisfied if, and only if, there exist matrices $X_{r2}$, $r = 1, \cdots, R$ such that

\begin{equation}
X_{r2}(\theta) = \sum_{r=1}^{R} w_r(\theta)X_{r2} > 0
\end{equation}

\begin{equation}
\sum_{r=1}^{R} w_r^2(\theta)(\alpha \otimes X_{r2} + \beta \otimes (A_rX_{r2} + B_2L_{r2})) + \beta^T \otimes (A_rX_{r2} + B_2L_{r2})^T + \frac{1}{2} \sum_{r=1}^{R} \sum_{j=1}^{R} w_r(\theta)w_j(\theta)\begin{vmatrix}
\alpha \otimes X_{r2} + \beta \otimes (A_rX_{r2} + B_2L_{r2})
\end{vmatrix}
\end{equation}
Simultaneously, since the LMI constraints (15) are not jointly convex in the variables $L_1, L_2$, and $L_{r_1}$, the scheduling method based on the TP polytopic model is particularly dependent on the scheduled parameters, a convex optimization approach as shown in Fig. 3, which just requires to design four scheduled matrices, $X_r$, $L_r$, $r = 1, \cdots, R$, satisfying Eqs. (19)–(23).

$$X_r > 0 \quad \text{for} \ r = 1, \cdots, R, k = 1, \cdots, M \text{ and } 1 \leq i < j \leq R.$$ 

for $r = 1, \cdots, R, k = 1, \cdots, M$ and $1 < i < j \leq R$.

Proof: By applying lemma 3.1 to LMI constraints Eqs. (15)–(17) with the additional condition Eq. (18), theorem 3.2 can be obtained.

Note that matrices $\bar{X}_k$, $k = 1, \cdots, M$ in Eqs. (22) and (23) can be transformed into the combinations of $X_r$, $r = 1, \cdots, R$, which do not increase the number of variables. For optimizing $H_\infty$ norm, we reasonably minimize the index $1/R \sum_{r=1}^{R} \gamma_r$ to achieve this goal. Through the existing software YALMIP parser and SEDUMI solver, these LMI can be solved numerically. Now, a new gain-scheduling method based on the TP polytopic model is proposed for designing a parameter-dependent state-feedback controller to minimize the $H_\infty$ performance of the closed-loop system that enforced LMI pole limits.

4. Autopilot Design

4.1. Controller development

A simple controller architecture means low expense and easy to implement, so engineers always avoid using the complex high-order dynamic missile autopilot in practice. This simple controller architecture means low expense and easy to implement, so engineers always avoid using the complex high-order dynamic missile autopilot in practice. This simple controller architecture means low expense and easy to implement, so engineers always avoid using the complex high-order dynamic missile autopilot in practice.

The number of LMI's can be obtained according to the following lemma, which can easily be solved using existing software. The lemma taken from Gahinet et al.\textsuperscript{23} is

Lemma 3.1: A given symmetrical matrix $N(\theta)$, for which

$$N(\theta) = \sum_{i=1}^{M} \alpha_i(\theta) \hat{N}_i$$

with

$$\forall i, \theta : \alpha_i(\theta) \geq 0, \forall \theta : \sum_{i=1}^{M} \alpha_i(\theta) = 1$$

as a negative symmetrical matrix for all possible parameter trajectories, $N(\theta) < 0$, and $\forall \theta \in \Theta$ if, and only if, $\hat{N}_i < 0$,

$$i = 1, \cdots, M.$$ 

Theorem 3.2: There exists an LPV state feedback controller $K(\theta)$ guaranteeing $H_\infty$ parameter-dependent performance $\gamma(\theta)$ of the closed-loop system in Eq. (9) with the $\Delta$-stable constraints, $\forall(\theta, \theta) \in \Theta \times \Phi$, if there exist some matrices, $X_r$, $L_r$, $r = 1, \cdots, R$, satisfying Eqs. (19)–(23).

$$X_r > 0 \quad \text{for} \ r = 1, \cdots, R, k = 1, \cdots, M \text{ and } 1 < i < j \leq R.$$ 

for $r = 1, \cdots, R, k = 1, \cdots, M$ and $1 \leq i < j \leq R$.

Proof: By applying lemma 3.1 to LMI constraints Eqs. (15)–(17) with the additional condition Eq. (18), theorem 3.2 can be obtained.

Note that matrices $\bar{X}_k$, $k = 1, \cdots, M$ in Eqs. (22) and (23) can be transformed into the combinations of $X_r$, $r = 1, \cdots, R$, which do not increase the number of variables. For optimizing $H_\infty$ norm, we reasonably minimize the index $1/R \sum_{r=1}^{R} \gamma_r$ to achieve this goal. Through the existing software YALMIP parser and SEDUMI solver, these LMI can be solved numerically. Now, a new gain-scheduling method based on the TP polytopic model is proposed for designing a parameter-dependent state-feedback controller to minimize the $H_\infty$ performance of the closed-loop system that enforced LMI pole limits.

4. Autopilot Design

4.1. Controller development

A simple controller architecture means low expense and easy to implement, so engineers always avoid using the complex high-order dynamic missile autopilot in practice.
In open-loop controller development, a first-order lag actuator $G_a(s)$ is introduced as
\[
\delta = \tau(\delta_c - \delta)
\]  
where $\tau = 150$ Hz. Combined with the missile pitch-axis TP model Eq. (7), the generalized model of open-loop structure in Fig. 4 is obtained in the following fashion:

\[
\begin{bmatrix}
\dot{x} \\
y
\end{bmatrix} =
\begin{bmatrix}
A(\theta) & B_{\omega}(\theta) & B_\eta(\theta) \\
C_x(\theta) & D_{\omega\omega}(\theta) & D_{\omega\eta}(\theta) \\
C_y(\theta) & D_{\eta\omega}(\theta) & D_{\eta\eta}(\theta)
\end{bmatrix}
\begin{bmatrix}
x \\
\omega \\
u
\end{bmatrix}
\]

\[
= \sum_{i=1}^{3} \sum_{i=1}^{3} w_{i_1,i_2}(\alpha) w_{2,i_2}(\lambda)
\begin{bmatrix}
A_{i_1,i_2} & B_{\omega i_1,i_2} & B_{\eta i_1,i_2} \\
C_{\omega i_1,i_2} & 0_{4 \times 1} & 0_{4 \times 1}
\end{bmatrix}
\begin{bmatrix}
x \\
\omega \\
u
\end{bmatrix}
\]

Due to the fact that the measurement matrix $C_y(\theta)$ is of full rank, $\forall \theta \in \Theta$, the output feedback controller $K_y(\theta)$ can be computed according to the state-feedback controller $K_x(\theta)$ via the following relation:

\[
K_y(\theta) = K_x(\theta)C_y^{-1}(\theta)
\]

A LMI region $(\lambda, \omega, \xi)$ is imposed for pole clustering, with $\lambda = 9$, $\omega = 100$ and $\xi = 0.80$ being the minimum decay rate, maximum undamped natural frequency and minimum damping ratio, respectively. Now, we can apply theorem 3.2 to receive a controller that optimizes the $H_\infty$ performance of the closed-loop system in Eq. (25) that enforced pole constraints. The with $\lambda = 9$, $\omega = 100$ and $\xi = 0.80$ being the minimum decay rate, maximum undamped natural frequency and minimum damping ratio, respectively. Now, we can apply theorem 3.2 to receive a controller that optimizes the $H_\infty$ performance of the closed-loop system in Eq. (25) that enforced pole constraints. The computational time for solving these LMIs is less than one minute on a regular computer.

### 4.2. Simulation results

As angle of attack $\alpha$ is not directly measurable in real-time, an approximation of $\alpha$ is given from the measured output by

\[
\alpha_e = -1.396 - 0.33421M_N - 3.7653\delta_N - 0.91681\delta_NM_N
+ \eta_N(-46.03 + 21.26M_N - 8.8362M_N^2 - 0.33564\delta_N
+ 0.385\delta_NM_N + 0.32892\delta_NM_N^2)
\]

![Fig. 4. Open-loop controller synthesis diagram.](image)

![Fig. 5. Close-loop response in a nominal situation.](image)
could optimize the pitch-axis autopilot for air-to-air missiles. This approach scheduling technique is successfully applied to design a cases and the performance is still satisfactory or reasonably in Figs. 6(a)–(c). 10%. The results are similar, while the controller structure we used is simpler. In order to assess the robustness of the missile autopilot, moment coefficients and force coefficients are perturbed simultaneously from their nominal values by ±25% and dme is changed by ±25%. Similar perturbations are imposed on force coefficients, but are limited to ±10%. The combination of all these variations leads to 16 different plots in Figs. 6(a)–(c). As one can see, stability is maintained in all cases and the performance is still satisfactory or reasonably degraded.

5. Conclusion

In this article, a novel tensor product model-based gain-scheduling technique is successfully applied to design a pitch-axis autopilot for air-to-air missiles. This approach could optimize the $H_{\infty}$ performance of the closed-loop system enforced LMI pole constraints. The simulation results obtained illustrate that the stability and performance robustness specifications are met even if a simple controller architecture is retained, and verify the effectiveness of our presented method. Compared with other existing TP-based LMI methods, this technique provides a more flexible and efficient process to achieve the specification requirements by choosing different LMI regions to bound the poles.
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