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Abstract

Multi-parametric magnetic resonance imaging (mpMRI) plays an increasingly important role in the diagnosis of prostate cancer. Various computer-aided detection algorithms have been proposed for automated prostate cancer detection by combining information from various mpMRI data components. However, there exist other features of mpMRI, including the spatial correlation between voxels and between-patient heterogeneity in the mpMRI parameters, that have not been fully explored in the literature but could potentially improve cancer detection if leveraged appropriately. This paper proposes novel voxel-wise Bayesian classifiers for prostate cancer that account for the spatial correlation and between-patient heterogeneity in mpMRI. Modeling the spatial correlation is challenging due to the extreme high dimensionality of the data, and we consider three computationally efficient approaches using Nearest Neighbor Gaussian Process (NNGP), knot-based reduced-rank approximation, and a conditional autoregressive (CAR) model, respectively. The between-patient heterogeneity is accounted for by adding a subject-specific random intercept on the mpMRI parameter model. Simulation results show that properly modeling the spatial correlation and between-patient heterogeneity improves classification accuracy. Application to in vivo data illustrates that classification is improved by spatial modeling using NNGP and reduced-rank approximation but not the CAR model, while modeling the between-patient heterogeneity does not
further improve our classifier. Among our proposed models, the NNGP-based model is recom-
mended considering its robust classification accuracy and high computational efficiency.
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## 1 Introduction

Multi-parametric magnetic resonance imaging (mpMRI) has continued to play an important role in the detection of prostate cancer (Kurhanewicz et al., 2008; Dickinson et al., 2011). Conventional manual diagnosis using mpMRI does not realize its full potential due to demonstrated radiologist and experience-dependent variability (Rosenkrantz et al., 2013; Garcia-Reyes et al., 2015). To avoid such shortcomings, various computer-aided detection (CAD) algorithms have been proposed, seeking automated cancer detection using different methods to combine information from various MRI parameters, such as linear and nonlinear regressions, clustering methods, support vector machine, ensemble learning approaches and naive Bayes (Niaf et al., 2012; Shah et al., 2012; Vos et al., 2012; Peng et al., 2013; Khalvati, Wong and Haider, 2015). However, these existing methods have been found insufficient, either lacking the flexibility to model important features of the mpMRI data, or are overly flexible, resulting in poor performance with the sample sizes found in prostate cancer imaging studies. Previously, it has been observed that there exists substantial difference in both the distribution of the observed mpMRI parameters and cancer prevalence between the two regions of the prostate: the peripheral zone (PZ) and central gland (CG). Recently, Jin et al. (2018) proposed to model the regional heterogeneity using a Bayesian hierarchical modeling framework, which has a flexible structure allowing complex distributional assumptions for both the predictors (mpMRI parameters) and the outcome (cancer status) that cannot be easily accounted for by the existing CAD algorithms.

In addition to the regional variability, mpMRI data also show substantial spatial correlation in the voxel-wise cancer status, as well as between-patient heterogeneity in the mpMRI parameters which is possibly due to registration error or variability in patients’ physical conditions. Although Jin et al. (2018) proposed to account for spatial correlation between voxels using post hoc spatial smoothing, systematic modeling of these various mpMRI features has not been formally investigated in the context of fully automated, voxel-wise prostate cancer detection. The major challenge associated with modeling the spatial correlation is the extreme high dimensionality of the data. Typically, each mpMRI image has thousands of voxels, which must be modeled simultaneously over multiple images for model development. Spatial modeling requires inverting large spatial covariance matrices that typically requires ~ $n^3$ floating point operations and storage of order $n^2$, with $n$ denoting the number of voxels in an image, which is computationally infeasible for our motivating data set.

There are two general approaches for modeling large spatial data sets. One is sparse approximation, which introduces sparsity in the spatial covariance or precision matrix. Methods include covariance tapering assuming compactly supported covariance functions (e.g. Kaufman, Schervish and Nychka, 2008), and approximating the likelihood by the product of lower dimensional conditional densities (e.g. Vecchia, 1988; Stein, Chi and Welty, 2004), Markov random fields (e.g. Rue and Held, 2005), or composite likelihoods (e.g. Eidsvik et al., 2014). More recently, Datta et al. (2016) proposed a Nearest Neighbor Gaussian Process (NNGP) for fully process-based modeling of large spatial data sets, which approximates...
the likelihood of a spatial process by the product of conditional densities between nearest neighbors. The other general approach is reduced-rank approximation, which constructs spatial processes on a lower-dimensional subspace. Methods include predictive process models (Banerjee et al., 2008; Finley, Banerjee and McRoberts, 2009), low rank splines or basis functions (Cressie and Johannesson, 2008) and kernel convolutions (Higdon, 2002).

This paper aims to improve voxel-wise classification of prostate cancer by systematically modeling the between-patient variability in the mpMRI parameters and spatial correlation in the voxel-wise cancer status via Bayesian hierarchical modeling, which can potentially better localize and determine the extent of cancer lesions, providing enhanced guidance for needle biopsy and focal therapy in clinical practice. Our proposed models build on the work of Jin et al. (2018), which accounts for regional variability in the various data components, and will serve as the “baseline” to evaluate the performance of our proposed models. The between-patient heterogeneity is incorporated by specifying a subject specific random intercept for the mpMRI parameters. Unlike the post hoc spatial smoothing technique used by Jin et al. (2018), we propose to formally model the spatial correlation structure in the voxel-wise cancer status via three scalable spatial modeling approaches: a sparse approximation approach using the NNGP proposed by Datta et al. (2016), a reduced-rank approximation approach using the knot-based method in Banerjee et al. (2008), and Gaussian Markov random fields implemented via the conditional autoregressive (CAR) model. Our simulation results illustrate that the proposed models substantially improve classification accuracy both by incorporating the between-patient heterogeneity and by modeling the spatial correlation. Application to our motivating data set demonstrates improvement due to modeling the spatial correlation using the NNGP and reduced-rank approximation but not the CAR model, while modeling the between-patient heterogeneity does not further improve classification accuracy. Among our proposed scalable spatial modeling approaches, the NNGP-based approach is recommended considering its robust classification accuracy with respect to spatial correlation pattern and high computational efficiency.

The remainder of the paper proceeds as follows. In Section 2, we describe our motivating data set. In Section 3, we discuss methods development and implementation. In Section 4 we present simulation results illustrating the performance of the various models discussed in Section 3 and in Section 5 we assess model performance on our motivating data set. We conclude with a discussion of the model properties and potential extensions in Section 6.

2 Overview of the mpMRI data and notations

Our methods development was motivated by a unique mpMRI data set obtained from patients diagnosed with prostate cancer at the University of Minnesota, the collection procedure for which was previously described (Metzger et al., 2016). Briefly, the data were collected on a clinical 3T scanner. The diffusion-weighted and contrast-enhanced images (DWI and DCE-MRI, respectively) were acquired in accordance with Prostate Imaging – Reporting and Data System (PI-RADS) v2 guidelines (Weinreb et al., 2016). Maps of the quantitative MRI parameters were then calculated from these data: apparent diffusion coefficient (ADC) maps were calculated from the DWI data acquired using multiple diffusion-encoding b-values; the maps of DCE-MRI parameters, including the area under the gadolinium concentration time curve at 90 seconds (AUGC90), the forward volume transfer constant ($K_{trans}$), and reflux rate constant ($k_{ep}$), were generated using a modified Tofts model (Tofts, 1997). Maps of these quantitative parameters were then manually co-registered. Patients that were imaged subsequently underwent radical prostatectomy, and the ex vivo prostate specimens were collected and processed after surgery. The histopathology slides were annotated for cancer by trained pathologists, then co-registered with the quantitative MR maps
using a registration method in Kalavagunta et al. (2015). The data contains 34 prostate images, each has $2098 \sim 5756$ voxels and is from a different patient/subject. Figure 1 presents an example of a prostate image showing the two regions of the prostate and areas of cancer and non-cancer.

Figure 1: An example of the manually guided segmentation of the T2-weighted anatomic prostate image in the mpMRI data set. The prostate gland is the area within the green curve. The blue curve demarcates the division between the peripheral zone (PZ) and central gland (CG). Histopathologically identified cancer and noncancer regions are indicated as the white and black areas, respectively, in the second sub-figure.

The general notations for the various data components are as follows. Assume there are $N$ images (subjects), with $n_i$ voxels in the $i^{th}$ image, $i = 1,2,\ldots,N$. For the $j^{th}$ voxel in the $i^{th}$ image, we have a $d \times 1$ vector of observed mpMRI parameters, $y_{ij} = (y_{ij,1},\ldots,y_{ij,d})^T$, which, for our data set, includes the aforementioned ADC, AUGC90, $K^{\text{trans}}$ and $k_{\text{ep}}$. Note that the ADC values are approximately normally distributed, while the right-skewed AUGC90, $K^{\text{trans}}$ and $k_{\text{ep}}$ values are log transformed to have an approximately normal distribution. Each voxel has a binary cancer indicator obtained from the co-registered pathology data, which we call $c_{ij}$, where $c_{ij} = 1$ indicates cancer and 0 indicates noncancer. In addition, each voxel is identified by a set of location information, including $r_{ij}$, a binary indicator of prostate region, with $r_{ij} = 1$ indicating PZ and 0 indicating CG, and $s_{ij}$, a standardized 2-D coordinate. Unlike the brain for which a common template already exists, the size of the prostate can vary substantially across patients, making it difficult to develop a common template for the prostate. Therefore, we linearly rescaled the original 2-D coordinates of the voxels so that they have a common support of $(-1,1) \times (-1,1)$, with $(0,0)$ being the center of each image. We denote the set of data components as $\mathbf{Y} = \{y_{ij}|i = 1,\ldots,N,j = 1,\ldots,n_i\}$, $\mathbf{c} = \{c_{ij}|i = 1,\ldots,N,j = 1,\ldots,n_i\}$, $\mathbf{R} = \{r_{ij}|i = 1,\ldots,N,j = 1,\ldots,n_i\}$ and $\mathbf{S} = \{s_{ij}|i = 1,\ldots,N,j = 1,\ldots,n_i\}$. Finally, we use $\mathbf{Y}^*$, $\mathbf{R}^*$ and $\mathbf{S}^*$ to denote the set of mpMRI parameters, region information and coordinates, respectively, for voxels in a new prostate image whose cancer status $c^*$ are unobserved and must be predicted.
3 Method

3.1 Baseline model

The classification models proposed in this paper build upon the work of Jin et al. (2018), which focused on modeling the regional heterogeneity in the mpMRI data, i.e. the difference in both the distribution of mpMRI parameters and cancer prevalence between the two regions of the prostate, PZ and CG. Jin et al. (2018) proposed to model the region-specific joint density of the mpMRI parameters, $Y$, and cancer status, $c$, given region information, $R$, via a Bayesian hierarchical modeling framework. The unknown cancer status for the voxels in a new prostate image, $c^*$, are classified using posterior predictive cancer probabilities given $Y^*$ and $R^*$. Specifically, the joint distribution of $Y$ and $c$ is assumed to depend on $R$, which can be defined hierarchically as $f(Y, c| R) = f(Y| c, R)p(c| R)$. For $f(Y| c, R)$: $y_{ij}$’s are assumed to follow independent multivariate normal distributions with mean and covariance matrix varying by cancer status $c_{ij} \in \{0, 1\}$ and region indicator $r_{ij} \in \{0, 1\}$. For $p(c| R)$: $c_{ij}$ is assumed to follow a Bernoulli distribution, $Ber(p_{r_{ij}})$, with cancer probability $p_{r_{ij}}$ varying by region indicator $r_{ij} \in \{0, 1\}$:

$$y_{ij}|c_{ij}, r_{ij} \sim \text{MVN} (\mu_{c_{ij}, r_{ij}}, \Gamma_{c_{ij}, r_{ij}}),$$

$$c_{ij}|r_{ij} \sim Ber(p_{r_{ij}}).$$

Model (1) is the basis for the development of our proposed models, and will be used as the baseline for evaluating the performance of the models defined below.

3.2 General modeling approach for the between-patient heterogeneity and spatial correlation

In this sub-section, we introduce our general approach for modeling the between-patient heterogeneity in mpMRI parameters and spatial correlation in the voxel-wise cancer status.

3.2.1 Between-patient heterogeneity

Building on the hierarchical structure of the baseline model (1), the between-patient heterogeneity in the mpMRI parameters can be incorporated by introducing a random intercept, $\delta_i \sim \text{MVN}(0, \Sigma)$, on $\{y_{ij}| j = 1, 2, \ldots, n_i\}$, so that $y_{ij}|c_{ij}, r_{ij}, \delta_i \sim \text{MVN}(\mu_{c_{ij}, r_{ij}} + \delta_i, \Gamma_{c_{ij}, r_{ij}})$. In our setting, $\delta_i$ represents the subject-specific random shift of the $i^{th}$ patient from the overall mean, with respect to the mpMRI parameters.

3.2.2 General Gaussian process model for spatial correlation

The baseline model (1) assumes that all voxels are independent, with voxel-wise cancer probability $p_{r_{ij}}$ only depending on the region indicator of the voxel. In reality, however, substantial spatial correlation has been observed in the voxel-wise cancer status within each image. To account for this feature, we instead assume that the voxel-wise cancer probabilities in the $i^{th}$ image, which we now denote as $p_{i j}$’s, vary by the locationcoordinate of the voxels, $s_{ij}$’s, and are spatially correlated according to the distance between $s_{ij}$’s. Note that this only implies spatial correlation between voxels within an image and that voxels from different images/patients are assumed independent. For Gaussian distributed geostatistical data, Gaussian
process models are widely used to model the spatial correlation assuming correlated Gaussian spatial random effects. The \( p_{ij} \)'s, however, are restricted to the unit interval, and Gaussian spatial random effects cannot be directly applied. Instead, we conduct a probit transformation on \( p_{ij} \) and obtain \( q_{ij} = \Phi^{-1}(p_{ij}) \), where \( \Phi^{-1} \) denotes the probit function, which has a support of \((-\infty, +\infty)\), then assume a vector of spatially correlated Gaussian random effects \( w_i = (w_{i1}, w_{i2}, \ldots, w_{i,n_i})^T \) on \( q_i = (q_{i1}, q_{i2}, \ldots, q_{i,n_i})^T \).

Under the probit model structure, we introduce a latent variable, \( \kappa_{ij} \sim N(q_{rij}, 0 + w_{ij}, 1) \), where \( q_{rij}, 0 \) denotes the probit of the cancer prevalence in region \( r_{ij} \in \{0, 1\} \). The cancer status, \( c_{ij} \), is then defined as \( I(\kappa_{ij} > 0) \). The full model that accounts for both between-patient heterogeneity and spatial correlation between voxels becomes:

\[
y_{ij} \sim \mathcal{MN}(\mu_{c_{ij}, r_{ij}} + \delta_{i}, \Gamma_{c_{ij}, r_{ij}}), \quad \delta_{i} \sim \mathcal{MN}(0, \Sigma),
\]

\[
c_{ij} = I(\kappa_{ij} > 0), \quad \kappa_{ij} \sim N(q_{rij}, 0 + w_{ij}, 1), \quad w_i \sim \mathcal{MN}(0, C(S_i, S_i|\theta)),
\]

where \( S_i = (s_{i1}, s_{i2}, \ldots, s_{i,n_i})^T \), \( C(S_i, S_i|\theta) \) denotes the spatial covariance matrix of \( w_i \), and \( \theta \) denotes the set of spatial parameters shared by all images. For the construction of \( C(S_i, S_i|\theta) \), we assume that \( w_i \) is the realization of a zero-mean Gaussian process \( \mathcal{GP}(0, C(\cdot, \cdot|\theta)) \) on \( S_i \). We define \( C(S_i, S_i|\theta) = \sigma^2 \rho(S_i, S_i|\zeta) \), where \( \rho(\cdot, \cdot|\zeta) \) is a correlation function with a set of correlation parameters \( \zeta \), \( \sigma^2 \) denotes the spatial variance, and \( \theta = \{\sigma^2, \zeta\} \). In this paper, we employ a Matérn correlation function (Stein, 2012), which is one of the most widely used correlation functions in spatial statistics that covers various types of stationary spatial correlation patterns. Given the Matérn correlation function, the spatial correlation between two locations \( s, t \in \mathbb{R}^2 \) is defined as:

\[
\rho(s, t|\zeta) = \frac{1}{2^{\nu-1} \Gamma(\nu)} \left( \frac{2\nu^{1/2}||s - t||}{\phi} \right)^{\nu} J_{\nu}\left( \frac{2\nu^{1/2}||s - t||}{\phi} \right),
\]

where \( \zeta = \{\phi, \nu\} \), \( \phi \) is the spatial range parameter with larger \( \phi \) indicating larger-scale spatial correlation, \( \nu \) is the smoothness parameter controlling the degree of differentiability, with larger \( \nu \) indicating smoother correlation, \( \Gamma(\cdot) \) is the gamma function, \( J_{\nu}(\cdot) \) is the modified Bessel function of the second kind with order \( \nu \), and \( ||\cdot|| \) denotes the Euclidean distance.

### 3.3 Computationally efficient modeling approaches for spatial correlation

The full spatial process model (2) becomes computationally infeasible on our motivating data set, where there are a large number of images, each involving a separate spatial process over thousands of voxels. In this sub-section, we propose three different approaches that ensure scalable spatial modeling of the mpMRI data.

#### 3.3.1 Nearest Neighbor Gaussian Process (NNGP)

Our first scalable approach to modeling spatial correlation is based on sparse approximation via NNGP. Most sparse approximation approaches do not necessarily define a valid spatial process, and prediction is through interpolation from a different spatial process that may not reflect the true predictive uncertainty. To deal with issue, Datta et al. (2016) proposed NNGP for fully process-based modeling of large spatial data sets, which was shown to significantly outperform competing approaches in terms of inference and scalability.

The construction of NNGP was discussed in detail by Datta et al. (2016), with applications to spatially-correlated, normally distributed observations on a single map in the linear regression model.
framework. In our setting, we extend NNGP to Bayesian hierarchical modeling of multi-image data with spatially-correlated binary outcomes. We apply a separate NNGP to each image. Take the $i^{th}$ image as an example: the joint density of $w_i$ (i.e. the vector of spatial random effects on $q_i$) can be written as the product of conditional densities:

$$f(w_i) = \prod_{j=1}^{n_i} f(w_{ij}|w_{i1}, w_{i2}, \ldots, w_{i,j-1}). \quad (4)$$

To reduce the computational burden, we replace each large conditioning set $\{w_{i1}, w_{i2}, \ldots, w_{i,j-1}\}$ with a smaller set of size at most $m$ on $N(s_{ij}) \subseteq S_i \setminus \{s_{ij}\}$, where $m \ll \min_n n_i$, to construct an alternative density:

$$\tilde{f}(w_i) = \prod_{j=1}^{n_i} f(w_{ij}|w_{N(s_{ij})}), \quad (5)$$

where $w_{N(s_{ij})}$ denotes the vector of spatial random effects on $N(s_{ij})$, the $m$ nearest neighbors of $s_{ij}$. For each image $i$, we view $\{S_i, N_{S_i}\}$ as a directed graph $G$, with $S_i$ being the set of nodes and $N_{S_i}$ the set of directed edges. It has been proven that if $G$ is a directed acyclic graph, then $\tilde{f}(w_i)$ in (5) will be a proper multivariate joint density. Specifically, let $C_{s_{ij}}$ denote the variance of $w_{ij}$, $C_{N(s_{ij})}$ the $m \times m$ covariance matrix of $w_{N(s_{ij})}$, and $C_{s_{ij},N(s_{ij})}$ the $1 \times m$ cross-covariance matrix between $w_{ij}$ and $w_{N(s_{ij})}$. We can show that

$$\tilde{f}(w_i) = \prod_{j=1}^{n_i} N(w_{ij}|B_{s_{ij}} w_{N(s_{ij})}, F_{s_{ij}}), \quad (6)$$

where $B_{s_{ij}} = C_{s_{ij},N(s_{ij})} C_{N(s_{ij})}^{-1}$, $F_{s_{ij}} = C_{s_{ij}} - C_{s_{ij},N(s_{ij})} C_{N(s_{ij})}^{-1} C_{N(s_{ij}),s_{ij}}$. In fact, $\tilde{f}(w_i)$ is the probability density function of a multivariate normal distribution, which we denote as $\mathcal{MVN}(0, \tilde{C}_{S_i})$. Given that each $N(s_{ij})$ has at most $m \ll \min_n n_i$ members, it can be shown that the precision matrix $\tilde{C}_{S_i}$ is sparse with at most $m(m+1)n_i/2$ non-zero entries.

To construct $\{N(s_{ij})|j = 1, \ldots, n_i\}$, i.e. the neighbor sets in the $i^{th}$ image, we first order the voxels by x-coordinate then y-coordinate, and denote the ordered voxels as $s_{i1}, s_{i2}, \ldots, s_{in_i}$, then define $N(s_{ij})$ as the set of $m$ voxels in $\{s_{i1}, s_{i2}, \ldots, s_{i,j-1}\}$ that have the shortest Euclidean distance from $s_{ij}$. The ordering of voxels has been shown to have no discernible impact on the approximation of (4) by (5). The choice of $m$ can follow standard model comparison metrics such as DIC, but typically a small value between 10 − 15 can provide inference almost indistinguishable to full spatial models for an image with thousands of voxels (Datta et al., 2016). Our proposed model with NNGP for spatial modeling still follows the structure of the full model (2), except that we replace $\mathcal{MVN}(0, C_{S_i})$, the original prior for $w_i$, by the NNGP prior $\mathcal{MVN}(0, \tilde{C}_{S_i})$.

### 3.3.2 Knot-based reduced-rank approximation

The NNGP-based approach proposed in Section 3.3.1 reduces computational intensity by inducing sparsity in the large spatial precision matrix, which has been proven to perform well in capturing local spatial dependence structures. An alternative approach is through reduced-rank approximation, which is better equipped to capture large-scale, global spatial dependency (Finley et al., 2009).
Among the various reduced-rank approximation techniques, we considered a knot-based method proposed by Banerjee et al. (2008), which regresses the original process on its realizations over a smaller set of locations, referred to as “knots”. Take the $i^{th}$ image as an example: we first select a set of $a$ knots, $S_i^* = \{s_{i,1}^*, ..., s_{i,a}^*\} \subset S_i$, where $a \ll \min_i n_i$, with corresponding spatial random effects $w_i^* = (w_{i,1}^*, ..., w_{i,a}^*)^T$. The original Gaussian process in model (2) yields $w_i^* \sim \mathcal{MVN}(0, C_{S_i}^*)$, where $C_{S_i}^* = C(S_i^*, S_i^*|\theta)$. Using $w_i^*$ as the basis, for any single site $s_{ik}$, the corresponding spatial interpolant is given by $\tilde{w}(s_{ik}) = E[w(s_{ik})|w_i^*] = C_{si,k}^* C_{S_i^*}^{-1} w_i^*$, where $C_{si,k}^* = C(s_{ik}, S_i^*|\theta)$ is the $1 \times a$ cross-covariance matrix between $w_{s_{ik}}$ and $w_i^*$. This single-site interpolator defines a new spatial process $\tilde{w}(S_i) \sim \text{GP}(\tilde{w}(\cdot|\cdot, \theta), C^*)$, where $C(S_i, S_i|\theta, S_i^*) = C_{S_i S_i^*} C_{S_i^*}^{-1} C_{S_i S_i^*}$. Since the resulting covariance matrix has a fixed rank $a$ much smaller than $\min_i n_i$, faster computation can be achieved by avoiding inverting spatial covariance matrices of size larger than $a \times a$.

3.3.3 CAR model

The final approach we consider uses Gaussian Markov random fields (GMRF). Different from the NNGP-based and reduced-rank approaches, GMRF does not specify a spatial correlation function. Instead, spatial dependency is introduced by specifying the conditional distributions $\{f(w_{ij}|w_{i,-j})|j = 1, ..., n_i\}$. In this paper, we apply a popular application of GMRF: the conditional autoregressive (CAR) model, on $w_i$:

$$w_{ij}|w_{i,-j} \sim N(\sum_{k \neq j} b_{ijk} w_{ik}, \sigma^2),$$  \hfill (7)

where $b_{ijk}$ is the weight of $w_{ik}$ on $w_{ij}$ that can be specified by the user, and we define $b_{ijk} = \frac{d_{ik}^{-1}}{\sum_{k \neq j} d_{ijk}^{-1}}$, with $d_{ijk}$ denoting the Euclidean distance between voxel $j$ and $k$ in the $i^{th}$ image. Using Brook’s lemma (Rue and Held, 2005), we can obtain that $w_i \sim \mathcal{MVN}(0, \sigma^2(I - B_i)^{-1})$, where $B_i = [b_{ijk}]_{i,k=1}^{n_i}$. The precision matrix of $w_i$ has a closed form $\sigma^{-2}(I - B_i)$, therefore we have avoided the need to invert large covariance matrices. However, since GMRF does not allow inference on the underlying spatial process, this model may not reveal the true spatial dependence structure, which may limit accuracy of the resulting classifier.

3.4 MCMC algorithm for Bayesian inference and classification

Bayesian inference and classification of the various models were implemented using MCMC algorithms via Gibbs sampler with a Metropolis-Hastings sampling step. In particular, the non-spatial parameters, as well as $w_{ij}$’s and $k_{ij}$’s, were updated via Gibbs sampling, while the spatial parameters in $\theta$ were updated in block via Metropolis-Hastings sampling. Our initial simulation results showed that when the spatial variance $\sigma^2$ was large (e.g. 50) and the spatial range $\phi$ was large (e.g. 5), given a flat prior, $q_{r,0}$’s, the probit of the region-specific cancer prevalences, converged to values close to 0 or 1, which were far from their true values. This was possibly due to the large-scale spatial correlation and large spatial variance, which resulted in a small effective sample size for estimating the overall cancer prevalence. Therefore, instead of updating $q_{r,0}$’s along with the other parameters, we set them equal to the sample prevalence $\Phi^{-1}(\sum_{i=1}^N \sum_{j: r_{ij} = r} c_{ij}/\sum_{i=1}^N \sum_{j: r_{ij} = r} 1)$, $r = 0, 1$. Our simulation results indicate that
this substitution does not degrade our ability to appropriately model the other model parameters. To facilitate computational efficiency, we conducted a partial parallelization strategy in updating the voxel-level spatial components, including \( w_{ij} \)'s, \( k_{ij} \)'s, and the corresponding spatial matrices involved in their full conditional distributions, given the conditional independence between images. Details of the MCMC algorithm are provided in the Web Appendix.

4 Simulation studies

4.1 Simulation settings

We conducted simulation studies to evaluate the performance of the models discussed in Section 3. To simulate a prostate image, a mask (shape of the prostate image, including the voxel-wise region indicators \( r_{ij} \)'s and 2-D coordinates \( s_{ij} \)'s) was sampled with replacement from the prostate images in our motivating data set. Voxel-wise mpMRI parameters and cancer status were then simulated according to the full model (2), with a spatial correlation structure following the Matérn correlation function (3). We then applied the proposed models, and compared their performance with the baseline model (1) to evaluate the improvement in classification due to modeling the between-patient heterogeneity and spatial correlation. We also compared our proposed models with the full model (2), to evaluate their performance in approximating the classification accuracy of full spatial modeling. Since the full model is computationally infeasible on the original-size images, we generated reduced-size images by taking every third row and column of the full-size images, resulting in about 300 ∼ 800 voxels per image. The general model parameters, including the mean, within-patient and between-patient covariances of the mpMRI parameters, and the region-specific cancer prevalences, were set equal to the estimates from the motivating data set. We set \( \sigma^2 \) (spatial variance) to be 1, 5 or 20, \( \phi \) (range parameter) to be 0.1, 0.25, 0.5 or 2, and \( \nu \) (smoothness parameter) to be 0.5 or 1.5. Figure 2 shows the spatial correlation pattern given different values of \( \phi \) and \( \nu \). In each simulation, we trained the classifiers using 34 training images, and evaluated their performance on 10 test images.

4.2 Simulation results

Table 1 reports the performance of seven candidate models, including M-base: the baseline model; M-sse: M-base plus subject specific effects (SSE) accounting for between-patient heterogeneity in the mpMRI parameters; M-sse-nngp, M-sse-rr, M-sse-car and M-sse-full: M-sse plus spatial modeling using NNGP, reduced-rank approximation, CAR model, and full model, respectively; and M-smooth: the “Msmooth” model proposed by Jin et al. (2018), which applies a spatial Gaussian kernel smoother to the posterior predictive cancer probabilities of M-base to account for spatial correlation between voxels, but without accounting for between-patient variability. We set \( m \) (the number of nearest neighbors in NNGP) and \( a \) (the number of knots in reduced-rank approximation) both equal to 10 to ensure a fair comparison between the NNGP and reduced-rank models. The nearest neighbor sets for NNGP were constructed following the procedure introduced in Section 3.3.1 and for the reduced-rank model, the knots were selected as a set of equally spaced grids in each image. All samplers were programmed using the R package “Rcpp” (Eddelbuettel et al., 2011).

From Table 1 we observed that the area under the ROC curve (AUC) was substantially improved by formally modeling the patient heterogeneity in the mpMRI parameters (M-sse versus M-base or M-smooth, which uses post-hoc spatial smoothing) in all scenarios. We observed substantial improvement
Table 1: Performance of the candidate models given different values for $\sigma^2$ (spatial variance), $\phi$ (spatial range parameter), and $\nu$ (spatial smoothness parameter). “M-base”: the baseline model [1] in Section 3.1, “M-sse”: the baseline model plus subject-specific effects (SSE) accounting for between-patient heterogeneity in the mpMRI parameters; “M-sse-nngp”, “M-sse-rr”, “M-sse-car” and “M-sse-full”: models that account for patient heterogeneity, as well as spatial correlation using NNGP, reduced-rank model, CAR model and full spatial model, respectively. “M-smooth”: the “MsMOOTH” model in Jin et al. (2018), which is M-base plus a post hoc spatial Gaussian kernel smoother applied to the posterior predictive cancer probabilities. Bayesian inference and classification were based on two chains of 25000 MCMC iterations after a burn-in stage of 5000 iterations. AUCs are summarized as means with standard deviations in the parentheses, which were obtained from 100 simulations for each data scenario. The “Time” row lists the average computation time in hours for each simulation.

| Parameters | AUC |  |  |  |  |  |
|-----------|-----|-----|-----|-----|-----|-----|
| $\sigma^2$ | $\phi$ | $\nu$ | M-base | M-sse | M-sse-nngp | M-sse-rr | M-sse-car | M-sse-full | M-smooth |
| 2.0 | 0.5 | .755 (.023) | .820 (.015) | .847 (.011) | .851 (.012) | .835 (.010) | .852 (.011) | .562 (.058) |
| 1.5 | .750 (.032) | .823 (.020) | .833 (.012) | .851 (.014) | .837 (.013) | .851 (.013) | .520 (.064) |
| 0.5 | .766 (.022) | .819 (.017) | .859 (.011) | .852 (.011) | .834 (.010) | .861 (.011) | .611 (.046) |
| 0.25 | .763 (.021) | .819 (.019) | .849 (.011) | .872 (.011) | .838 (.011) | .876 (.010) | .636 (.048) |
| 0.1 | .767 (.019) | .820 (.011) | .858 (.010) | .822 (.016) | .833 (.010) | .865 (.010) | .622 (.039) |
| 5 | 0.5 | .769 (.016) | .817 (.013) | .834 (.007) | .627 (.014) | .827 (.008) | .818 (.008) | .553 (.032) |
| 0.25 | .768 (.015) | .815 (.017) | .837 (.008) | .600 (.015) | .828 (.008) | .831 (.009) | .564 (.035) |
| 0.1 | .767 (.015) | .819 (.014) | .833 (.008) | .598 (.036) | .833 (.008) | .827 (.008) | .831 (.009) | .543 (.032) |
| 20 | 0.5 | .760 (.013) | .819 (.014) | .888 (.011) | .888 (.013) | .842 (.009) | .892 (.012) | .675 (.052) |
| 0.25 | .755 (.027) | .809 (.027) | .821 (.023) | .883 (.024) | .832 (.020) | .882 (.024) | .639 (.067) |
| 0.1 | .757 (.017) | .807 (.018) | .892 (.010) | .885 (.012) | .835 (.009) | .896 (.010) | .722 (.036) |
| 0.1 | .767 (.025) | .808 (.020) | .906 (.012) | .919 (.011) | .841 (.010) | .925 (.011) | .778 (.039) |
| 0.25 | .769 (.016) | .803 (.017) | .837 (.007) | .688 (.017) | .824 (.006) | .839 (.008) | .607 (.019) |
| 0.1 | .777 (.011) | .810 (.009) | .851 (.007) | .688 (.015) | .827 (.007) | .853 (.007) | .644 (.018) |

Note: M-sse-full is computationally intensive for simulation studies if conducted under a fully Bayesian framework. Instead, we fixed the spatial parameters to their true values, and therefore the corresponding computation time is not listed here for comparison.
Figure 2: Matérn correlation versus spatial distance assuming different values for $\phi$ (range parameter, larger $\phi$ indicates larger-scale correlation) and $\nu$ (smoothness parameter, smaller $\nu$ indicates larger differentiability). The difference in x-axes between two neighboring vertical lines is equal to 0.04, which is the average distance between two neighboring voxels in the motivating data set. The range of the x-axes is $(0, 2)$, which is the scale of the pairwise distances between voxels in the motivating data set.

in AUC due to modeling the spatial correlation between voxels (the four models with spatial modeling versus M-sse) given large $\sigma^2$ (large spatial variance), large $\phi$ (large-scale correlation) and large $\nu$ (little differentiability). Relative performance of the spatial models varied by scenario (see columns 6-9), with $\sigma^2$ having little effect but $\phi$ and $\nu$ having a noticeable effect on the performance. The M-sse-nngp model had an average AUC close to that of the full model (M-sse-full) when $\phi$ equaled 0.1 and 0.25 (small-scale, local correlation) regardless of $\nu$, and also performed well when $\phi$ equaled 0.5 and 2 with the exception of the scenario where $\nu = 1.5$. The M-sse-rr model, on the other hand, had an average AUC close to that of M-sse-full when $\phi$ equaled 0.5 or 2 (larger-scale correlation), but performed poorly when $\phi$ equaled 0.1 or 0.25 (local correlation), having worse performance than M-base in some scenarios (e.g. $\sigma^2 = 1$, $\phi = 0.1$ and $\nu = 1.5$). Both M-sse-nngp and M-sse-rr had an average AUC closer to that of M-sse-full when $\nu$ was smaller (larger differentiability). In general, M-sse-nngp approximated the AUC of M-sse-full well under most data scenarios except when $\phi = 2$ and $\nu = 1.5$, where there was smooth and very strong correlation across the whole image (see Figure 2); in contrast, M-sse-nngp did not approximate the AUC of M-sse-full well unless the spatial correlation had a large scale (e.g. $\phi = 2$). One possible explanation for M-sse-rr having poor performance in some scenarios is that 10 knots is not adequate for the reduced-rank approximation to capture the underlying spatial structure unless there is strong, large-scale spatial correlation across the whole image. In fact, our simulation results indicated that a much larger number of knots ($a \geq 100$) was required for good performance, which would lead to a much longer computation time and thus was not conducted as part of our simulation study. The M-sse-nngp model, on the other hand, demonstrated its advantage in that a much smaller number of nearest neighbors, in other words, much less computation time, is required, to approximate the classification accuracy of the full model.
The M-sse-car model had improved AUC compared with M-sse, but overall did not approximate the full model well. The performance of M-sse-car was not affected by $\sigma^2$, $\phi$ or $\nu$ since the CAR model assumes a fixed spatial structure with no unknown spatial correlation parameters. In summary, the M-sse-nngp model demonstrated robust performance, offering higher classification accuracy and better approximation to the full model than M-sse-rr and M-sse-car in the majority of the simulated data scenarios.

We also investigated the performance of the classifiers under a more complex spatial pattern, where the spatial covariance follows the average of three different Matérn covariance functions with $(\sigma^2, \phi, \nu)$ equal to $(20, 0.25, 0.5)$, $(20, 1, 1)$ and $(20, 4, 1.5)$, respectively. Following the same simulation procedure, the mean and standard deviation (in the parentheses) of AUC were 0.765 (0.021) for M-base, 0.803 (0.022) for M-sse, 0.892 (0.017) for M-sse-nngp, 0.880 (0.018) for M-sse-rr, 0.834 (0.013) for M-sse-car, 0.902 (0.016) for M-sse-full, and 0.769 (0.038) for M-smooth. This relative performance between models is similar to that when generating data from a Matérn correlation structure, thus illustrating the robustness of our results to model mis-specification.

5 Application to in vivo data

We next illustrate the performance of the candidate models on the motivating mpMRI data set described in Section 2. Our preliminary analyses suggest that the between-patient variation in mpMRI parameters has a complex pattern that might be hard to estimate with a limited sample (34 patients/subjects). Therefore, we applied each proposed spatial modeling approach both with and without subject specific effects (SSE) accounting for the between-patient variability, which leads to M-nnngp and M-sse-nngp: spatial modeling using NNGP without and with SSE; M-rr and M-sse-rr: spatial modeling using reduce-rank approximation without and with SSE; M-car and M-sse-car: spatial modeling using the CAR model without and with SSE. Summaries of the ROC curve were obtained using 5-fold Cross-Validation to account for over-fitting due to training and evaluating the model on the same data set (Friedman, Hastie and Tibshirani, 2001).

Table 2 summarizes the performance of the candidate models using AUC, S80 (sensitivity corresponding to 80% specificity), posterior mean of the spatial parameters and computation time in hours to complete the 5-fold Cross-Validation. Spatial modeling with NNGP and reduced-rank approximation demonstrated improvement in the AUC and S80 both with and without SSE compared with M-base: the AUC increased from 0.763 to 0.808 (M-nngp), 0.785 (M-sse-nngp), 0.807 (M-rr) and 0.774 (M-sse-rr), and the S80 increased from 0.615 to 0.673 (M-nngp), 0.641 (M-sse-nngp), 0.680 (M-rr) and 0.637 (M-sse-rr). This suggests that spatial modeling improved the classification accuracy by successfully modeling the spatial correlation in the data. The M-car and M-sse-car models, however, had performance essentially equivalent to M-base both without SSE (AUC: 0.764, S80: 0.607) and with SSE (AUC: 0.765, S80: 0.605). Adding SSE to account for between-patient heterogeneity on top of spatial modeling did not result in additional improvement in AUC or S80, and, in fact, lowered the AUC and S80 of M-nngp and M-rr. One possible explanation is that the SSE might have a complex distribution, with features that cannot be reflected by the assumed multivariate normal distribution.

The three proposed spatial modeling approaches lead to different posterior estimates for the spatial parameters. For the NNGP-based models, the posterior mean of the spatial range ($\hat{\phi}$), smoothness ($\hat{\nu}$) and variance ($\hat{\sigma^2}$) were 1.67, 0.88 and 657.9, respectively, without SSE, and 1.64, 0.89 and 632.2, respectively, with SSE. For the models using reduced-rank approximation, $\hat{\phi}$, $\hat{\nu}$ and $\hat{\sigma^2}$ were 0.71, 15.89 and 765.6, respectively, without SSE, and 0.76, 16.03 and 720.5, respectively, with SSE. For the CAR-based models, there is no assumed $\phi$ or $\nu$, and the posterior mean of $\sigma^2$ was 4.7 without SSE and 4.5 with SSE. We
Table 2: Model performance on the motivating mpMRI data set. The candidate models include: “M-base”: the baseline model [1] in Section 3.1, “M-nngp” and “M-sse-nngp”: spatial modeling using NNGP without and with SSE, respectively, “M-rr” and “M-sse-rr”: spatial modeling using reduce-rank approximation without and with SSE, respectively, and “M-car” and “M-sse-car”: spatial modeling using the CAR model without and with SSE, respectively. Bayesian inference and classification were based on two chains of 75000 MCMC iterations, after a burn-in stage of 5000 iterations. The “AUC” row lists the average AUC obtained from 5-fold Cross-Validation, the “S80” row lists the sensitivity corresponding to 80% specificity, and the “Time” row lists the computation time in hours to complete 5-fold Cross-Validation.

| Model   | NNGP          | Reduced-rank | CAR       |
|---------|---------------|--------------|-----------|
|         | M-base        | M-nngp       | M-sse-nngp| M-rr      | M-sse-rr  | M-car     | M-sse-car |
| AUC     | 0.763         | 0.808        | 0.785     | 0.807     | 0.774     | 0.764     | 0.765     |
| S80     | 0.615         | 0.673        | 0.641     | 0.680     | 0.637     | 0.607     | 0.605     |
| $\phi$ | —             | 1.67 (1.49, 1.82) | 1.64 (1.43, 1.85) | 0.71 (0.60, 0.81) | 0.76 (0.63, 0.85) | —         | —         |
| $\nu$  | —             | 0.88 (0.85, 0.92) | 0.89 (0.82, 0.98) | 15.89 (13.92, 18.21) | 16.03 (13.97, 18.56) | —         | —         |
| $\sigma^2$ | —       | 657.9 (619.4, 708.9) | 632.2 (598.3, 694.0) | 765.6 (702.2, 826.1) | 720.5 (562.9, 791.3) | 4.7 (3.5, 6.3) | 4.5 (3.4, 6.3) |
| Time    | 8.52          | 59.78        | 59.96     | 96.91     | 97.19     | 19.02     | 19.24     |

Note: Results for the NNGP and reduced-rank models were obtained using 10 nearest neighbors and 10 knots, respectively. The NNGP using more than 10 neighbors gave similar AUC and S80. The reduced-rank model could potentially have improved classification if we use much more knots ($a = 100$, for example). However, the MCMC algorithm becomes much more computationally intensive, and in fact is unrealistic to apply to the data.
can observe that, for each spatial modeling approach, modeling with or without SSE resulted in similar estimated spatial parameters. For the models without SSE, M-nngp and M-rr both gave large \( \hat{\sigma}^2 \), indicating strong spatial variation among voxels within each image. Although \( \hat{\phi} \) differed (1.67 for M-nngp and 0.71 for M-rr), both indicated large-scale spatial variation (see Figure 2). The M-nngp model gave a smaller \( \hat{\nu} \) of 0.88, possibly because the NNGP tends to capture local spatial dependencies that are less smooth. The M-rr model, on the other hand, gave a larger \( \hat{\nu} \) of 15.89, indicating a much smoother correlation structure, possibly because reduced-rank approximation tends to capture large-scale, smooth spatial dependencies. In contrast, the CAR model assumed a fixed spatial dependence structure that was determined by the distance between voxels, which was quite different from the estimated spatial structures using NNGP and reduced-rank approximation, and thus M-car gave a quite different estimated spatial variance \( \hat{\sigma}^2 = 4.7 \). There was also substantial variability in the computational intensity. For the 5-fold Cross-Validation with 75000 MCMC iterations after a burn-in stage of 5000 iterations, the NNGP-based models were approximately 3.1 times slower than the CAR-based models, and the models using reduced-rank approximation were approximately 4.9 times slower than the CAR-based models. Computation time for the various models are reported in Table 2.

Figures 3 and 4 show heatmaps and classification maps, respectively, for two representative prostate images. In the heatmaps, warmer color indicates higher posterior predictive cancer probability, and in the classification maps, red, yellow, grey and blue indicate correctly identified cancer regions (true positive), incorrectly identified cancer regions (false positive), correctly identified noncancer regions (true negative), and incorrectly identified noncancer regions (false negative), respectively, using the probability cut-off corresponding to 80% specificity. Compared with M-base which generated diffuse areas of high posterior cancer probabilities scattered throughout the images, all spatial models identified larger and more integrated true positive areas. The models using NNGP and reduced-rank approximation produced prediction maps with clearly distinguished cancer and noncancer regions; this is likely because the estimated \( \phi \) and \( \nu \) for the two models indicate strong, large-scale spatial correlation in the voxel-wise cancer probabilities, which leads to strongly clustered regions of cancer or noncancer voxels. Prediction maps from the CAR-based models are much more smooth, and it is hard to distinguish the cancer and noncancer regions by eye. Using a probability cut-off that corresponds to 80% specificity, however, we can see from Figure 4 that the CAR-based models had classification results similar to those of M-base. In addition, the models that did not account for patient heterogeneity (no SSE) generated prediction maps closer to the ground truth than models with SSE; compared with M-nngp and M-rr, M-sse-nngp and M-sse-rr identified more areas of high posterior cancer probabilities which lead to more true positive areas, but also larger areas of false positives around true positives. We have also applied several widely used machine-learning techniques for developing MR classifiers for prostate cancer to our in vivo data, including the random forest (RF), K-nearest neighbors algorithm (KNN), Naive Bayes, and quadratic discriminant analysis (QDA). The corresponding average AUCs obtained from 5-fold Cross-Validation were 0.711, 0.711, 0.724 and 0.729, respectively, which were lower than those presented in Table 2, indicating the superiority of our proposed method. The advantage of our proposed modeling approach is to be expected: these machine-learning approaches offer tremendous flexibility but likely lead to over-fitting for the small sample sizes typically found in mpMRI studies (Lemaître et al., 2015). In contrast, our approach provides the structure that is needed to develop an accurate classifier with small sample sizes, while building in the flexibility needed to target specific features of the data that could improve classification.
Figure 3: Maps of two representative prostates: ground truth (column 1, red regions represent the registered areas of cancer), heatmaps of posterior predictive cancer probabilities obtained from M-base (baseline model), M-mgp (NNGP without SSE), M-rr (reduced-rank approximation without SSE), M-sse-car (CAR with SSE), M-rr (reduced-rank approximation with SSE), M-sse-car (CAR with SSE), respectively (columns 2-8, where warmer color indicates higher posterior predictive cancer probability, and the color was scaled by the range of the posterior predictive cancer probabilities within each image). The white dots in the heatmaps indicate missing values for at least one mpMRI parameter for the voxels.
Figure 4: Classification maps of two representative prostates that categorize voxels into true positive (red), false positive (yellow), true negative (grey) and false negative (blue), using the probability cut-off corresponding to 80% specificity. Models include M-base (baseline model), M-nngp (NNGP without SSE), M-rr (reduced-rank approximation without SSE), M-car (CAR without SSE), M-sse-nngp (NNGP with SSE), M-sse-rr (reduced-rank approximation with SSE), M-sse-car (CAR with SSE), respectively (columns 2-8).
6 Discussion

This paper proposes Bayesian hierarchical models for high-resolution mpMRI data, which aim to improve the voxel-wise classification of prostate cancer by modeling the spatial correlation in the voxel-wise cancer status as well as the between-patient variability in the mpMRI parameters. To our best knowledge, our method is the first to investigate the modeling of spatial correlation in high-dimensional MR classification. This enhanced voxel-wise cancer classification can be utilized as a first step of cancer lesion identification for improving prostate cancer management. Initially, the method would greatly impact the clinic through a reader-independent method for targeting biopsies from mpMRI data, with the potential to increase the confidence with which clinically significant cancer is diagnosed thus impacting treatment decisions. In the future, such method may play a role in improved guidance for focal therapies.

Conventional spatial modeling becomes computationally infeasible for voxel-level cancer classification due to the large size of the multi-image mpMRI data. We consider three scalable approaches using sparse approximation via NNGP, reduced-rank approximation through a knot-based approach and GMRF with a CAR model. Simulation results indicate that classification can be substantially improved by modeling both the patient heterogeneity in the mpMRI parameters and spatial correlation structure within an image. The proposed M-sse-nngp model performed better under more local, smaller-scale spatial dependency, but was robust to the true spatial structure and had the best overall performance. The proposed M-sse-rr model outperformed M-sse-nngp only when there was strong correlation across the whole image. Otherwise, it performed poorly and even worse than non-spatial models when there was only small-scale correlation. The proposed M-sse-car model had higher AUC than the non-spatial models, but performed worse than M-sse-nngp in all simulated data scenarios. Application to in vivo data showed that spatial modeling using NNGP and reduced-rank approximation improved the average AUC and S80 of M-base, while spatial modeling using the CAR model did not. Modeling between-patient heterogeneity on top of spatial modeling did not further improve the average AUC and S80, and, in some cases, actually decreased performance. This is possibly because the between-patient variation has a complex structure that is hard to estimate only using information from the 34 patients. In fact, our preliminary analysis suggests that the distribution of the subject specific effects may be bimodal, and there might be outliers. We did investigate more complex modeling strategies, which, however, did not show better performance, suggesting that our current data might be insufficient for estimating a more complex random effects distribution. However, we do note that between-patient variation is an important feature of mpMRI, and further investigation should be conducted once more data are available.

The major contribution of the paper is to investigate scalable spatial modeling strategies, which address the computational challenge brought by simultaneously modeling and classifying multiple high-dimensional images with spatial correlation structures. Among the proposed spatial modeling approaches, CAR demonstrated the highest computational efficiency but low classification accuracy. This is likely due to the fixed spatial correlation structure used in the CAR model, which might be far from the truth. Although the NNGP-based and reduced-rank classifiers demonstrated similar classification accuracy on in vivo data, the NNGP-based classifier was approximately 1.6 times faster given equal numbers of nearest neighbors and knots \((m = a = 10)\). The computation time increases linearly with the increase in \(m\) for NNGP, and increases slightly faster with the increase in \(a\) for reduced-rank approximation. Application results showed that the NNGP-based classifier using 10 neighbors gave AUC and S80 almost as high as using more than 10. The reduced-rank classifier, however, could potentially have improved accuracy if using many more knots (e.g. \(a = 100\)), but the MCMC algorithm will be too computationally intensive for our data. As a general conclusion, the NNGP-based classifier is recommended for application, con-
Considering its robust performance with respect to the spatial correlation pattern, high classification accuracy, and the small number of nearest neighbors required that ensures scalability for high-dimensional spatial modeling of the between-voxel correlation. The NNGP-based classifiers completed 5-fold Cross Validation with 80000 MCMC iterations per fold in approximately 60 hours on in vivo data. The computation time increases linearly as the number of voxels per image increases, and therefore could be a computational burden in practice. However, this issue could be alleviated by applying alternative approximation algorithms, such as HMC-NUTS (Hoffman and Gelman, 2014), for the posterior distribution.

We currently conduct spatial modeling assuming a stationary correlation structure, while in reality the correlation structure can be more complex. A future extension is to conduct non-stationary spatial modeling. For example, the spatial correlation may change as a function of the location in the prostate, and properly modeling this non-stationary structure could improve performance. Another future direction is cancer lesion identification using voxel-wise mpMRI data, which has so far received limited attention in the literature (Litjens et al., 2014, Leng et al., 2018). We are currently discussing voxel-wise classification of prostate cancer, which is the focus for the majority of the existing quantitative mpMRI classifiers. However, clinical practice requires that the results are eventually translated into detection of cancer lesions which could better guide the decisions for clinical treatment, and determining how best to identify lesions using voxel-wise data is worthy of investigation.

Our proposed method was motivated by the specific features of prostate mpMRI. However, similar challenges will arise in settings that consider other organs or imaging modalities, as well, which also include high-dimensional spatial modeling. In this case, our specific classifiers cannot be directly applied, but our general modeling approach and evaluation of the various approaches to scalable modeling are relevant. Among the three proposed scalable spatial modeling approaches, we recommend the NNGP-based approach considering its robustness with respect to spatial correlation pattern, high classification accuracy and scalability. Note that the mpMRI parameters should be transformed to ensure the validity of normality assumption, or assumed to have different distributions, which, however, might complicate the modeling procedure. Finally, our method was developed for 2-D mpMRI due to the technical challenges related to co-registering the MRI parameters and histopathology in 3-D. However, its extension to 3-D can be easily accomplished by replacing the 2-D coordinates with their 3-D analogs, where the computational complexity only increases linearly with the increase in the number of voxels per image.
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The R code for implementing our proposed models is available at [https://github.com/Jin93/PCa-mpMRI2](https://github.com/Jin93/PCa-mpMRI2). Additional supporting information may be found online in the Supporting Information Section at the end of the article.