Abstract
We investigate sound propagation in lossy, locally resonant periodic structures by studying an air-filled tube periodically loaded with Helmholtz resonators and taking into account the intrinsic viscothermal losses. In particular, by tuning the resonator with the Bragg gap in this prototypical locally resonant structure, we study the limits and various characteristics of slow sound propagation. While in the lossless case the overlapping of the gaps results in slow-sound-induced transparency of a narrow frequency band surrounded by a strong and broadband gap, the inclusion of the unavoidable losses imposes limits to the slowdown factor and the maximum transmission. Experiments, theory, and finite element simulations have been used for the characterization of acoustic wave propagation by tuning the Helmholtz/Bragg frequencies and the total amount of loss both for infinite and finite lattices. This study contributes to the field of locally resonant acoustic metamaterials and slow sound applications.
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1. Introduction
Locally resonant periodic structures exhibit two types of band gaps in their dispersion relation: the resonator and Bragg gaps. These stem from the two available interference mechanisms in this kind of structure: the Fano-type and the Bragg-type constructive interference of reflections.
The configuration at which these two gaps are tuned to each other and overlap is particularly interesting (see [1] for an example in acoustics and [2] in optics). In the case of the exact overlap, the lossless theory predicts a strong and broadband gap. This phenomenon has been studied in different branches of physics, including elastic waves [3], split-ring microwave propagation [4], and duct acoustics [5], among others. It is even more interesting when these two different types of gaps do not exactly overlap, but are detuned to be very close to each other. In this case, ignoring again the losses, the theory predicts an almost-flat propagating band which is very attractive for slow wave applications.

In acoustic waveguides, these configurations were first studied by Sugimoto [5] and Bradley [6]. In recent years, they have reigned interest due to their importance in sound isolation [7, 8] and slow sound propagation [9, 10]. However, in these studies, there is either no systematic characterization of the slow sound propagation [5, 6] or the role of losses is underestimated [9, 10]. The latter could lead to misleading conclusions because, as has been shown in relevant works [11–14], flat propagating bands corresponding to slow wave propagation acquire an enhanced damping when compared to bands with larger group velocities. Thus, in the case of slightly detuned gaps (i.e., once the Bragg and resonator gaps are slightly different), the presence of losses could totally destroy the almost-flat band that the lossless case predicts. The aim of this work is to fill this gap by studying in detail the slow sound propagation in periodic locally resonant structures while considering loss and finite-size effects. For that reason, we chose a prototypical locally resonant acoustic structure—a tube periodically loaded with Helmholtz resonators (HRs)—considering the viscothermal losses [15] imposed by the waveguide and resonator boundary walls.

Our study contributes to the field of locally resonant acoustic metamaterials [16] which derive their unique properties, such as negative effective mass density [17] and negative bulk modulus [18, 19], from local resonators contained within each unit cell of engineered structures. Due to these effective parameters, a plethora of fascinating phenomena have been proposed in recent years, including negative refraction, super-absorbing sound materials, acoustic focusing, and cloaking (see [20] and references therein). Although the inclusion of losses in locally resonant structures is very important, their role in some studies has been totally ignored. Loss is not only an unavoidable feature, but it may also have deleterious consequences on some of the novel features of metamaterials [21], including double negativity and cloaking.

In addition, this work contributes to other applications of the field of slow sound, such as acoustic transparency [10, 22–25] and the acoustic rainbow effect [26]—fields that have experienced an increase in interest recently, following the trend in their optical and plasmonic counterparts (see, for example, [27, 28] for slow light in optical structures and [29] for rainbow trapping effects in plasmonics). In optics, the study of slow light phenomena has increased due to potential applications in areas such as signal processing, sensing, and enhanced nonlinear effects (see [27, 28] and references therein). In acoustics, slow sound propagation is relevant to the design of narrow-band transmission filters, delay lines, and switches. Moreover, slow sound propagation opens perspectives in ways to enhance nonlinear effects at local resonances [30]. This is of great importance and could increase the functionality of acoustic metamaterials, leading to novel nonlinear acoustic devices for sound control at low frequencies.

In this paper, after presenting the theory and the experimental setup, we continue with results and discussion. In particular, (i) we experimentally and theoretically study the coupling of Bragg and resonator band gaps, (ii) we present the limits of slowness at the band edges, imposed by losses in the waveguide and in the resonators, (iii) we describe and calculate
important features of slow, dispersion-free sound propagation, and (iv) we explore the finite-size effects in lossy structures. Finally, we present our conclusions.

2. Theory

The propagation of linear, time-harmonic acoustic waves in a waveguide periodically loaded by side branches was first studied in [6]. Using Bloch theory and the transfer matrix method, one can derive the following dispersion relation (see also [5, 31]):

$$\cos (qL) = \cos (kL) + \frac{j Z_c}{2Z_b} \sin (kL),$$

(1)

where $q$ is the Bloch wave number, $k$ is the wave number in air, $L$ the lattice constant, $Z_b$ the input impedance of the branch (see [31] for the case of HR branch), and $Z_c = \rho_0 c_0 / S$ is the characteristic acoustic impedance of the waveguide where $S$ is its cross-sectional area. $\rho_0$, $c_0$ are the density and the speed of sound in the air, respectively, and $j = \sqrt{-1}$. The dispersion relation exhibits two types of band gaps: the resonator gap and the Bragg gap. These band gaps stem from the two different reflection mechanisms in periodic structures with side branches. The first is related to Fano resonances/interference while the latter comes from Bragg-type constructive interference of reflections.

The transmission coefficient through a finite lattice can be derived using the transmission matrix method. For the case of $N$ side branches, the total transmission matrix can be expressed as follows [8, 22, 32]:

$$\begin{pmatrix} P_{\text{in}} \\ U_{\text{in}} \end{pmatrix} = (M_b M_T)^{N-1} M_b \begin{pmatrix} P_{\text{out}} \\ U_{\text{out}} \end{pmatrix} = \begin{pmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{pmatrix} \begin{pmatrix} P_{\text{out}} \\ U_{\text{out}} \end{pmatrix},$$

(2)

where

$$M_T = \begin{pmatrix} \cos (kL) & jZ_0 \sin (kL) \\ \frac{1}{Z_0} \sin (kL) & \cos (kL) \end{pmatrix},$$

(3)

$$M_b = \begin{pmatrix} 1 & 0 \\ 1/Z_b & 1 \end{pmatrix},$$

(4)

represent the transmission matrices for the propagation through a length, $L$, in the waveguide and through a resonant branch, respectively. $P_{\text{in}}$ ($U_{\text{in}}$) and $P_{\text{out}}$ ($U_{\text{out}}$) are the pressure (and respective volume velocity) at the input and output of the structure. Considering the previous equations, the pressure complex transmission and reflection coefficients can then be calculated [8] as

$$t = \frac{2}{T_{11} + T_{12}/Z_0 + T_{21}Z_0 + T_{22}},$$

(5)

$$r = \frac{T_{11} + T_{12}/Z_0 - T_{21}Z_0 - T_{22}}{T_{11} + T_{12}/Z_0 + T_{21}Z_0 + T_{22}}.$$

(6)
The sound waves are always subjected to viscothermal losses on the wall. Viscothermal losses are taken into account by considering a complex expression for the wave number. In our case, we used the model of losses from [15]; namely, we replace the wave number and the impedances by the expressions

\[
\begin{align*}
\omega \beta \gamma \chi & = + + - \kappa \text{cs} \quad (1 (1) ) , 7 \\
\rho \beta \gamma \chi & = + - - \Zc \quad (1 (1) ) , 8 \\
\end{align*}
\]

by setting \( \delta = \frac{s R_i}{\mu} \) where \( R_i \) is the radius of the considered tube (\( i = t \) for the waveguide, \( i = n \) for the neck, and \( i = c \) for the cavity of the HRs) and \( \delta = \sqrt{\frac{2}{\rho_0 \omega}} \) is the viscous boundary layer thickness, with \( \mu \) being the viscosity of air. \( \chi = \sqrt{P_r} \) with \( P_r \), the Prandtl number at atmospheric pressure; and \( \beta = (1 - j)/\sqrt{2} \) and \( \gamma = 1.4 \), the heat capacity ratio of air.

### 3. Experimental setup

The experimental setup, sketched in figure 1, is composed of an impedance sensor within which there are two microphones and a piezoelectric source (see appendix A), the sample (a cylindrical tube, side loaded with HRs), a third microphone after the last loaded HR (BK 4136 microphone, carefully calibrated), and a termination end which can be considered as anechoic (see appendix C for further details). The sample is composed of a cylindrical waveguide with an inner radius, \( R_t = 2.5 \) cm, and a wall thickness of 0.5 cm. Its characteristic impedance is \( Z_c \). The first cutoff frequency of nonplanar acoustic propagation in the waveguide is around 4 kHz, which is well above the highest frequency of measurement, 1 kHz. Thus, only plane waves can propagate, and the propagation can be considered one-dimensional. The HRs are side loaded to the waveguide and composed of a cylindrical neck, with an inner radius, \( R_n = 1 \) cm, and a length, \( l_n = 2 \) cm, and a cylindrical cavity with an inner radius, \( R_c = 2.15 \) cm, and a variable length, \( l_c \). The length correction of the neck due to radiation was experimentally measured at
1.04 cm by comparing the input impedances (experimentally and theoretically) for different volumes of the HR cavity. This is in very good agreement with the theory (see appendix B).

The distance between two consecutive resonators is $L = 30$ cm, which is therefore the length of a unit cell. Considering the termination as anechoic, we assume that $P / U_3 = Z_c$ at the position of the third microphone. To calculate the transmission matrix of one cell, we take into account the reciprocity and symmetry of one cell. To satisfy the symmetry condition, we consider the pressure, $\tilde{P}_{\text{out}}$, at the position $\tilde{x}_{\text{out}}$, which is located at $L/2$ after the last resonator, and we calculate the impedance, $\tilde{Z} = \tilde{P}_{\text{in}} / \tilde{U}_{\text{in}}$, at the position $\tilde{x}_{\text{in}}$, which is located at $L/2 = 15$ cm before the first resonator. This is calculated by transferring the measured input impedance, $Z_{\text{in}}$, at the position $\tilde{x}_{\text{in}}$. From $\tilde{Z}$ and $\tilde{P}_{\text{out}}^{\text{out}} = \tilde{P}_{\text{out}} / \tilde{P}_{\text{in}}$, the transfer $M_{\text{cell}}$ matrix of a cell is then found; that is,

$$\begin{pmatrix} \tilde{P}_{\text{in}} \\ \tilde{U}_{\text{in}} \end{pmatrix} = M_{\text{cell}} \begin{pmatrix} \tilde{P}_{\text{out}} \\ \tilde{U}_{\text{out}} \end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} \tilde{P}_{\text{out}} \\ \tilde{U}_{\text{out}} \end{pmatrix}. \quad (9)$$

The Bloch wavenumber, $q$, and the dispersion relation can be found using $q = \acos[(A + D)/2]/(n_{\text{cell}} L)$ [33, 34], where $n_{\text{cell}}$ is the number of cells. The exact shape of the dispersion curve is obtained by phase unwrapping and by restoring the phase origin [34].

4. Results and discussion

4.1. Coupling of the Bragg and resonator gaps

We start by studying the coupling between the Bragg and resonator gaps, taking into account viscothermal losses. In figure 2(a)–(d), one can see both the experimental (red solid line) and theoretical (black dashed line) complex dispersion relations for two different resonance frequencies of the HRs, in comparison with the theoretical lossless case (green dotted line). For the fixed lattice distance of $L = 30$ cm, the first Bragg resonance appears at $k_B L = \pi$, and thus at $f_B = \frac{\omega_B}{2\pi} \approx 571$ Hz. The resonance frequency, $f_0$, of the HRs is in general unknown. One can use the traditional lumped-parameter model [32] to obtain an analytical expression. However, this is valid only at very small frequencies and it requires the exact knowledge of the length corrections. Therefore, we tune the resonant frequency with the Bragg frequency by experimentally calculating the dependence of the imaginary part of the complex dispersion relation on the length of the cavity, $l_c$, of the HR (see figure 2(e)). We define a detuning length parameter, $\Delta l = l_c - l_0$, where $l_0$ corresponds to the cavity length at which $f_0 = f_B$. Thus, $\Delta l$ measures how far we are from the complete overlap between the Bragg and HR resonances. As shown in figure 2(e), if $\Delta l < 0$, the HR resonance approaches the Bragg’s resonance from higher (lower) frequencies. According to [5], for the special case of $\Delta l = 0$, a wide band gap appears in the region $f_B (1 - (\kappa/2)^{1/2}) < f < f_B (1 + (\kappa/2)^{1/2})$, where $\kappa = \frac{S_L}{S_c}$ (with $S_c = \pi R_c^2$) measures the smallness of the cavity’s volume relative to the unit cell’s volume. For our case, the above expression predicts a band gap of $416.5 < f < 727.7$ Hz, which is in very good agreement with the experiments. In practice, though, it is very difficult to find the case of $\Delta l = 0$ because one needs to control either the length of the cavity or the lattice constant with high precision. When $\Delta l \approx 0$, as seen in figures 2(a) and (b), one can observe that the lossless theory (green dotted line in figure 2(a)) predicts an almost-flat branch inside the band gap. As we mentioned before, this is of particular interest for slow sound propagation.
However, this branch is drastically reduced once losses are introduced. In contrast, for $\Delta l = 0.4 \text{ cm}$ (figures 2(c) and (d)) the branch inside the band gap is more robust to losses. Thus, we conclude that the slowness of sound propagation depends crucially on the detuning parameter, $\Delta l$.

**4.2. Limits of slow sound**

In periodic structures, the group velocity vanishes at the band gap edges. However, the inclusion of losses results in the group velocity acquiring a finite value above zero [11]. In this section, we study the limits of slow sound at the band edges, originating both from Bragg and resonant reflections, due to lossy HRs and/ or lossy waveguides. We introduce the group index as a slowdown factor from the speed of sound, $c$, defined as $n_q \equiv c / v_g$ where $v_g = \left( \frac{\partial \omega}{\partial \Re(q)} \right)$ is the group velocity. In lossy periodic structures, the real and imaginary parts of the group velocity correspond to propagation velocity and pulse reshaping, respectively (see [12] and references within). Negative values of $n_q$ correspond to negative group velocity induced by the losses. This implies no loss of causality, but is rather due to strong reshaping of the pulse [35].

In figure 3, we present the group index for a periodic structure with $\Delta l = 0.4 \text{ cm}$. In the absence of losses (solid lines in figures 3(a) and (c)), one can see the singularities near the band gap edges, which result in a vanishing group velocity. The first singularity (lower frequency peak) is connected with the resonator gap while the second with the Bragg gap (higher frequency peak). However, this picture changes considering the losses. In locally periodic structures, there are two kinds of losses: (a) distributed, through the propagation at the waveguide, and (b) lumped, which occur only at the discrete locations of the lossy resonators.
In figure 3(a), we present the group index of the structure taking into account only the lumped losses due to the HRs and in figure 3(c), considering only distributed propagation losses. The conclusion is that the first maximum of the group index is mostly affected in the losses in the HRs, while the second maximum in the losses in the waveguide. Here, we have to mention that the tuning of the losses in experiments can be obtained by different ways, see equation (8). For example, by using different media to fill in the structure (air, water, etc), by changing the environmental conditions (for example the temperature), or by changing the geometrical characteristics of the sample (radius of the tube, radius and length of the neck of the HRs, volume cavity of the HRs). By changing only the geometrical characteristics of the HRs, one can tune the resonator losses, keeping the same propagation losses.

**Figure 3.** (a) Group index as a function of frequency for a lossless waveguide and lossy resonators with $Q_0 = 836$ (dashed line) and $Q_0 = 83$ (dotted line). Solid line corresponds to the lossless case. (b) Maximum of group index around the lower edge as a function of the $Q_0$ of the HRs. (c) Group index as a function of frequency for the case of lossless resonators and lossy waveguide with a loss factor of 0.0015 (dashed line) and 0.0152 per unit length. (d) Maximum of group index around the upper edge as a function of the losses per unit length. All the cases correspond to $\Delta l = 0.4$ cm.
Figure 3(b), we plot the maximum of the group index around the lower band edge (due to the resonators) as a function of the quality factor $Q_0$, of the resonators, considering a lossless waveguide. Increasing the losses into the HRs (decreasing the $Q_0$) the maximum group index around this edge decreases. The $Q_0$ of the HRs was calculated as [32]:

\[ \omega = \frac{M}{\text{Re} \left( Z_b \right)} \]

where $M$ is the mass of the air in the neck of the HRs (taking into account also the length corrections) and $\text{Re} \left( Z_b \right)$ is the real part of the branch impedance that describes the losses of the HRs due to viscothermal losses on the wall of both the neck and the cavity. In figure 3(d), we consider lossless HRs and we plot the maximum of the group index around the upper band edge (due to the Bragg reflection) as a function of a loss factor that characterizes the loss per unit length through the propagation in the waveguide. This factor is defined as the absolute value of the imaginary part of the wavenumber, given by equation (7), at the frequency of the maximum group index. The presence of the losses into the waveguide (viscothermal losses at the wall of the waveguide) puts a limit on the maximum slowness due to periodicity.

In figure 4(a), we show the theoretical (black dashed line) and experimental (orange solid line) group index for the case of $\Delta l = 0.8$ cm, considering the whole amount of viscothermal losses in both the waveguide and resonators that the theory (see equations (7)–(8)) predicts. We considered the sample to be filled with air, at atmospheric pressure and temperature of 20 °C. There is very good agreement between our lossy theory and the experimental results. The disagreement around the first maximum of the group index could be explained by imperfections in the geometrical characteristics of the HRs and underestimation of the resonator losses. In figure 4(b), we show the experimental group index for different values of the detuning parameter, $\Delta l$.

\[ Q_0 = \frac{\omega_0 M}{\text{Re} \left( Z_b \right)} \]
parameter, $\Delta l$. The maximum group index always appears around the lower band edge, indicating that in our locally resonant acoustic structure, the slowest sound propagation appears near the edge of the resonator gap.

4.3. Slow, dispersion-free sound propagation

In the previous section, we focused on the minimum value of group velocity (maximum value of slowness), which appears at the band edges. However, in slow wave propagation, there are two additional important properties that need to be characterized. The first one is the frequency bandwidth of the phenomenon, which needs to be as wide as possible but this comes with the price of small group index. The second one is the effect of higher-order dispersion. Configurations like the one in [25] lead to narrow-band transmission and strong dispersion. Here, we focus on configurations where both the group index is high enough and the dispersion-induced pulse distortion is at a minimum. The distortion of the pulse can be analyzed by means of the group velocity dispersion (GVD)$^1$, which needs to be at a minimum to produce low distortion. In optics, the higher-order dispersion can be suppressed by periodic coupled resonator structures such as coupled-resonator optical waveguides (CROWs) and side-coupled integrated sequence of spaced optical resonators (SCISSORs) (see, for example, [27]). The structure we analyze here can be considered an acoustical analog of the SCISSORs. A more useful regime for slow sound propagation is not around the band edges, but around the flat intermediate band that results when the Bragg and resonator gaps are tuned close to each other. This is because this intermediate regime can support small group velocities and, at the same time, a very small GVD. In particular, the GVD becomes zero at a frequency between the two band edges, where the group index takes the minimum value. To avoid the higher dispersion distortion, the propagating pulse should be centered around this frequency, while its usable bandwidth for a dispersion-free and slow pulse propagation can be defined as half of the bandwidth between the two maxima.

In figure 5(a), we plot the group index for three different values of the detuning parameter, $\Delta l$, considering two different lossy cases: a weak lossy case (dashed line) and the lossy case that corresponds to the experimental conditions. As one can see, the bandwidth and the value of the group index where GVD is zero depend crucially on the detuning parameter, $\Delta l$. Comparing the two lossy cases, one can conclude that the value of the group index where GVD is zero is influenced by the total amount of losses only when $\Delta l \to 0$. In figure 5(b), we plot the value of the group index where GVD is zero and in figure 5(c), we plot the usable bandwidth as a function of $\Delta l$ for the lossy, experimentally relevant case. As $\Delta l$ increases, the usable bandwidth increases, but at the same time the group index significantly decreases. For large enough values of the detuning parameter, $\Delta l$, the group velocity of the sound pulse approaches the speed of sound. Experiments (circles) are in good agreement with lossy theory.

$^1$ Once the group velocity depends on frequency in a medium, one can introduce the Group Velocity Dispersion (GVD), $\text{GVD} = \partial^2 k / \partial \omega^2$. This parameter is for example used in optics for the analysis of the dispersive temporal broadening or compression of pulses.
4.4. Finite lossy structures

Up to now, we have studied the basic properties of slow sound propagation in infinite periodic structures. In reality, however, systems are finite. In this section, we address the finite-size effects.

As is known, the transmission spectrum in finite size structures is not flat, but has ripples. The peaks correspond to Fabry–Perot-like modes, and they can cause distortion to a propagating pulse and limit the bandwidths of the device. For the case of acoustic pulse propagation in finite, locally resonant periodic structures with HRs, one can refer to [25]. In that study, the authors consider the slow sound propagation of a narrow-band signal in a finite periodic structure composed of four detuned HRs. The signal at the end of the structure seems not to be distorted much by finite-size effects. We believe that this is because of the presence of losses which, as we show in this section, can smooth the transmission amplitude of the peaks, creating a broadband of the transmitted frequencies with similar values of the transmission coefficient.

In the next part of this section, we focus on another very interesting study, which is the effect of losses on the transmission peaks that correspond to slow sound modes. In particular, we investigate the connection between the slowness (inverse bandwidth) of the modes and the effect of resonator losses. We start our analysis with a lossless, locally resonant structure composed of $N$ HRs. Numerical simulations using the finite element method (FEM) have been
performed to highlight the transmission and field distribution inside the waveguide loaded with $N = 6$ HRs for the case of $\Delta l = 0.8$ cm. A plane wave, traveling from left to right, is considered. The ends of the tube in the numerical domain are surrounded by perfectly matched layers in order to numerically approximate the Sommerfeld radiation condition. Figure 6(a) shows frequency-position maps of the sound pressure level (SPL) for the frequency range of 530–570 Hz. This frequency range is around the propagating band, which is formed by the detuning of the Bragg and resonator gaps. Due to the finite length of the structure, instead of a continuous propagating band, one can observe the presence of peaks in the transmission spectrum (see the right part of figure 6(a)) that correspond to transparency resonances. For the case of $N = 6$ resonators, there are $N - 1 = 5$ discrete transmission peaks with unity transmission ($T = \ln(1^2) = 0$ dB). In general, the stronger the dispersion is, the narrower the bandwidth of the modes. Consequently, because dispersion is stronger at the edges than in the rest of the propagating band, transparent modes close to the edges exhibit narrower bandwidth compared to the others. For the case of $N = 6$ and $\Delta l = 0.8$ cm, as shown in the inset of figure 6(a), the higher transparent modes (at 548, 560 Hz) are not located close enough to the upper edge to exhibit narrow bandwidth, while the lower modes (at 536, 538 Hz—close enough to the lower edge) are characterized by a very small bandwidth (ultra-slow sound transparent modes).

In figures 6(b) and (c), one can see the profiles of these transparent modes along the axis of propagation, as well as their complete distribution of the sound pressure level. The profile of the first mode at 536 Hz is similar to the profile of the fifth mode at 560 Hz. Also, the profile of the second mode at 538 Hz is similar to the fourth mode at 548 Hz. The amplitude of these modes is inversely analog to their bandwidth. Thus, the first transparent mode, which is characterized by a very small bandwidth, is also characterized by a large pressure amplitude. Looking at the complete sound pressure level (figure 6(c)), one can also see the role of the HRs in these modes. Thus, the HRs are highly excited for the first three transparent modes, and not so much for the last two. Although in the lossless case at these resonant frequencies there is total transmission,
in the presence of losses the behavior is dramatically modified. In order to compare with the lossless case, we start the analysis by considering only the lumped resonator losses. Namely, we study the case where the propagation into the waveguide is lossless, while the side-loaded resonators are lossy. Then, we increase the losses in the resonators (decrease their quality factor, $Q_0$) and we look at the transmission ($T = |t|^2$) and absorption ($A = 1 - |t|^2 - |r|^2$) as a function of the frequency, as shown in figure 7. The presence of the viscothermal losses into the HRs results in a significant degradation of the transmission (see the left panels of figure 7). Ultra-slow sound transparent modes, located very close to the edges and characterized by very small bandwidth, disappear even with the inclusion of weak losses. For an example, see figure 7(b), where the transmission through a structure with very weakly lossy resonators (quality factor of HRs around 8000) is presented. On the other hand, transparent modes with a moderate bandwidth are more robust to losses, as, for example, the fourth and fifth resonant modes, as seen in figure 7(a).

In order to answer the question of what happens to the energy that is not transmitted around the transparent modes, we also plot the absorption as a function of the frequency, increasing the losses in the HRs (decreasing the $Q_0$), as shown in figures 7(c) and (d). For a given value of $Q_0$, one can see that the absorption coefficient is different for each transparent mode. For high values of $Q_0$ (low HR losses, see figure 7(d)), the small bandwidth modes (ultra slow sound transparent modes) show larger absorption compared to the others. In general,
increasing the losses in the HRs, the absorption coefficient for each transparent mode reaches a maximum value of 0.5–0.6 and then decreases. The value of $Q_0$ at which the absorption reaches its maximum value is different for each transparent mode. This can be explained by taking into account the interplay of the bandwidth of each mode (which depends on the coupling between the resonator and the waveguide) and the energy decay rate due to the lumped losses (lossy resonators) [2].

Up to now, we have studied the case of $\Delta l = 0.8$ cm. However, as we showed, the dispersion, and thus the bandwidth of the modes, depends crucially on the detuning parameter, $\Delta l$. Therefore, we study in more detail the role of the detuning parameter, $\Delta l$ in finite structures. We consider the total amount of viscothermal losses (both distributed and lumped) for the experimentally relevant conditions: air-filled structure, atmospheric pressure, and temperature of 20 °C. From systematic studies, we found that the above-mentioned phenomenology regarding the transmission and absorption coefficients does not qualitatively change with the inclusion of distributed losses. In figure 8, we plot the transmission, reflection, and absorption coefficient for the case of six HRs with (a) $\Delta l = 0.2$ cm, (b) $\Delta l = 0.8$ cm, and (c) $\Delta l = 1.4$ cm. For very small values of the detuning (for example, $\Delta l = 0.2$ cm), we see that almost all the energy is reflected. In this case, the lossless theory gives five ultra-slow sound transparent modes. All these transparent modes disappear due to losses. For larger values of $\Delta l$, part of the energy is reflected and part is absorbed. In particular, for $\Delta l = 0.8$ cm, only two peaks are evident in the transmission diagram, and three in the absorption diagram. The first two transparent resonances, which are characterized by a very small bandwidth, disappear and the energy around these two frequencies is mostly reflected. In conclusion, the acoustic response of the structure around the propagating band formed from the detuning of the Bragg and resonator gaps depends crucially on the presence of losses—mostly the losses in the resonators—and the detuning parameter, $\Delta l$. For a very small detuning, with $\Delta l$ close to 0, the finite structure leads to ultra-slow sound resonant modes and the losses have a deleterious effect, leading to reflection of the acoustic energy around these frequencies.

Figure 8. Transmission, reflection, and absorption of a periodic structure of six HRs with (a) $\Delta l = 0.2$ cm, (b) $\Delta l = 0.8$ cm, and (c) $\Delta l = 1.4$ cm, taking into account all viscothermal losses.
5. Conclusions

In conclusion, we have studied slow sound propagation in locally resonant acoustic structures, taking into account the inevitable existence of viscothermal losses and finite-size effects. First, we characterized experimentally the dispersion relation of a structure, where we tuned the two kinds of band gaps that these structures exhibit. Perfect agreement was found by direct comparison with lossy theory. Second, we investigated the maximum slowness of the sound propagation, which happens at the edges of the propagating band, considering the cases of lossy HR-lossless waveguides and lossless HR-lossy waveguides. Losses are responsible for the existence of a maximum value of slowness; the theoretically predicted near-zero group velocity disappears due to losses. Then, we characterized two important features of the slow sound pulse propagation: the dispersion-free propagation and its relevant bandwidth. A trade-off among the relevant parameters (group index, bandwidth, and detuning) has been presented. Finally, we considered the finite-size effects. A detailed analysis revealed that the acoustic response of locally resonant periodic structures around the propagating band, formed from the detuning of the Bragg and the resonator gaps, depends crucially on the presence of losses—mostly the losses in the resonators—and the detuning parameter, $\Delta l$.

The idea of slow sound propagation can be extended in quasi two-dimensional structures [36], two-dimensional resonant sonic crystals [1, 37], and three-dimensional arrays of resonant spheres [38] by coupling the Bragg and the resonator band gaps. This could result in some interesting phenomena like slow sound filtering, broadband attenuation, and the enhancement of nonlinear processes in two- and three-dimensional structures. We believe that this experimental and theoretical study shows the great importance of losses in acoustic wave propagation through periodic locally resonant structures, and it contributes to very promising research in the field of acoustic metamaterials and slow wave applications.
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Appendix A. Impedance sensor

The impedance sensor [39] has been developed jointly by CTTM\(^2\) and LAUM\(^3\). The input impedance of the tested tube, \(Z = \frac{P_{in}}{U_{in}}\), at the position \(x_{in}\) is measured with a precision of \(\pm 1\%\) in amplitude, \(\pm 0.5^\circ\) in phase, and \(\pm 0.5\%\) in frequency. The impedance sensor is composed of a closed-back cylindrical cavity separated by a piezoelectric buzzer, which is the acoustic source to an opened, front cylindrical cavity. As shown in figure A.1, the lengths \(L_1\) and \(L_2\) are the lengths of the back cavity and the front cavity, respectively. The lengths \(L_1^\omega\) and \(L_2^\omega\) are the distances between the microphone 1 and the back wall of the sensor and between the microphone 2 and the reference plane, respectively. \(D_1\) and \(D_2\) are the diameters of the back and front cavities, respectively. From the diameters, the characteristic impedances of the cavities, \(Z_{IS1}\) for the back cavity, and \(Z_{IS2}\) for the front cavity are derived using equation (8). Microphone 1 measures the pressure in the back cavity \(P_{IS1}\). Microphone 2 measures the acoustic pressure in the front cavity \(P_{IS2}\).

The input impedance at the reference plane \(Z\) is derived from [40]

\[
Z = \frac{H_{12} - B}{K - H_{12} C}
\tag{A.1}
\]

with the transfer function \(H_{12} = \frac{P_{IS2}}{s_2/(P_{IS1}s_1)}\), where \(s_1\) and \(s_2\) are the sensitivities of microphones 1 and 2, \(B = iZ_{IS2}^\omega \tan (kL_2^\omega)\), \(C = i \tan (kL_2)/Z_{IS2}^\omega\), and \(K\) depends on the dimensions of the sensor and the sensitivities of the microphones. \(K\) is determined through a calibration measurement using a rigid wall at the reference plane. Thus, considering that \(Z \to \infty\), \(H_{12}^{cal} = K/C\). A third carefully calibrated microphone is placed close to the anechoic termination of the setup in order to measure the acoustic pressure \(P_3\) and to determine the transfer matrix from the transfer function, \(H_{13} = P_3/P_{IS1}\).

Appendix B. Length corrections of the HRs

The correction on the length \(l_{corr}\) of the neck is deduced from the sum of two correction lengths, \(l_{corr} = l_{1corr} + l_{2corr}\), which are estimated using the two following expressions:

\[
l_{1corr} = 0.82 \left[ 1 - 1.35R_n/R_c + 0.31(R_n/R_c)^3 \right] R_n,
\tag{B.1}
\]

\[
l_{2corr} = 0.82 \left[ 1 - 0.235R_n/R_t - 1.32(R_n/R_t)^2 
\right. 
+ 1.54(R_n/R_t)^3 
- 0.86(R_n/R_t)^4 \left] R_n \right.
\tag{B.2}
\]

The correction given by equation (B.1) is due to the discontinuity from the neck to the cavity of the Helmholtz resonator [41]. The correction given by equation (B.2) is due to the discontinuity from the neck to the principal waveguide [40]. From equations (B.1) and (B.2), the correction
length is $l^\text{corr} = 0.96$ cm. Experimentally, we calculated $l^\text{corr} = 1.04$ cm. The disagreement between theory and experiments is less than 8% and it could be explained by imperfections in the geometry of the HRs.

Appendix C. End termination

The end termination is a structure composed of a purely resistive metal tissue and a tunable coupling adaptor (discontinuity of section) [42]. By calculating the reflection coefficient of the tube without the HRs, (as seen in figure C.1) we found that this is below 5% for the frequency range of 100–900 Hz. Thus, we consider this structure as an anechoic termination for our further analysis.
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