Invariant measures on stationary Bratteli diagrams
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Abstract. We study dynamical systems acting on the path space of a stationary (non-simple) Bratteli diagram. For such systems we give an explicit description of all ergodic probability measures that are invariant with respect to the tail equivalence relation (or the Vershik map); these measures are completely described by the incidence matrix of the Bratteli diagram. Since such diagrams correspond to substitution dynamical systems, our description provides an algorithm for finding invariant probability measures for aperiodic non-minimal substitution systems. Several corollaries of these results are obtained. In particular, we show that the invariant measures are not mixing and give a criterion for a complex number to be an eigenvalue for the Vershik map.

1. Introduction
Every homeomorphism $T$ of a compact metric space has a non-trivial set of $T$-invariant Borel probability measures. This set forms a simplex in the set of all probability invariant measures whose extreme points are ergodic $T$-invariant measures. There is extensive research devoted to the study of relations between the properties of transformations and the properties of the corresponding simplex of invariant measures. Here we mention only some relatively recent papers by Akin [A1, A2], Downarowicz [D1, D2], Glasner and Weiss, [GW1, GW3] and Gjerde and Johansen [GJ], as well as a few older works [BSig, Sig] and the well-known books on ergodic theory [W, P, CSF]. Any aperiodic transformation in measurable, Borel or Cantor dynamics can be realized as a Vershik map acting on the path space of a Bratteli diagram [V1, V2, HPS, BDK, Med]. Such a representation of
aperiodic transformations is very convenient from various standpoints; in particular, it is useful for finding invariant measures and their values on clopen sets. It should be noted that the converse statement is not, in general, true in the framework of Cantor dynamics: there are Bratteli diagrams which do not admit continuous Vershik maps [Med]. The suggested approach naturally leads us to study probability measures on the path spaces of Bratteli diagrams which are invariant with respect to the tail (cofinal) equivalence relation. Such measures also arise as states of the dimension group associated with the Bratteli diagram (see [E]); they were considered by Kerov and Vershik [KV], who called them central measures since they appear as central states on certain C*-algebras. There are some classes of Bratteli diagrams for which the invariant measures are known; however, the focus has been on either uniquely ergodic systems such as simple stationary diagrams [DHS], linearly recurrent systems [CDHM], or very specific cases such as the Pascal diagram [PS] or Euler diagram [BKPS]. Non-simple stationary diagrams have not yet been studied systematically.

The main goal of the present paper is to give an explicit description of probability measures on the path space of a stationary Bratteli diagram which are invariant with respect to the tail equivalence relation, assuming that this equivalence relation is aperiodic. We describe our main results briefly here (precise definitions and statements will be given later). A stationary Bratteli diagram is determined by its incidence matrix $F$. It is well-known that for simple stationary Bratteli diagrams, i.e. when the incidence matrix is primitive, the invariant probability measure is unique and determined by the Perron–Frobenius (PF) eigenvector of $A = F^T$. (This is proved in Effros [E, Theorem 6.1] using the language of states and dimension groups. Fisher [Fi2] points out that this result is implicitly contained in [BM, Lemma 2.4].) In the general case, we prove that finite invariant measures are in one-to-one correspondence with the core of $A$, defined by $\text{core}(A) = \bigcap_{n=0}^{\infty} A^n(\mathbb{R}^N_+)$ where $A$ has size $N \times N$. Perron–Frobenius theory for non-negative matrices (see [S]) says that core$(A)$ is a simplicial cone and, when the irreducible components of $A$ are primitive (which can always be achieved by ‘telescoping’), its extremal rays are generated by non-negative eigenvectors of $A$. Every such eigenvector is the PF eigenvector for one of the irreducible components of $A$, but only the distinguished components yield a non-negative eigenvector. A component $\alpha$ is distinguished if its PF eigenvalue is strictly greater than the PF eigenvalues of all components which have access to $\alpha$; see §3 for definitions. Thus, ergodic invariant probability measures are in one-to-one correspondence with distinguished components (Theorem 3.8). Interestingly, non-distinguished components also play a role; in fact, they are in one-to-one correspondence, up to a constant multiple, with ergodic $\sigma$-finite (infinite) measures that are positive and finite on some open set (Theorem 4.3). We remark that some of our results are implicitly contained in [Ha, see Remark 3.8.3].

Substitution dynamical systems have been studied extensively; however, in the vast majority of papers, primitivity, and hence minimality, is assumed. Every primitive substitution system is conjugate to the Vershik map on a simple stationary Bratteli diagram [Fo, DHS], and in [BKM] this has been extended to a large class of aperiodic non-minimal substitutions. Thus, our results yield an explicit description of invariant measures (both finite and $\sigma$-finite) for such systems. In contrast to the case of minimal substitution systems (see [Que]), aperiodic substitution systems are not, in general, uniquely ergodic.
For instance, consider the two substitution systems \((X_\sigma, T_\sigma)\) and \((X_\tau, T_\tau)\) defined on the alphabet \(A = \{a, b, c\}\) by substitutions \(\sigma\) and \(\tau\) where \(\sigma(a) = \tau(a) = abb\), \(\sigma(b) = \tau(b) = ab\) and \(\sigma(c) = accb\), \(\tau(c) = acceb\). Each of these systems has a unique minimal component \(C\). However, it follows from our results that \((X_\sigma, T_\sigma)\) has a unique invariant probability measure supported on the minimal component, whereas \((X_\tau, T_\tau)\) has two ergodic invariant probability measures, one of which is supported on \(C\) and the other on the complement of \(C\). Thus, these systems cannot be conjugate and they cannot even be orbit equivalent.

Recently Yuasa \([Y]\) obtained a somewhat similar result for ‘almost-minimal’ substitutions which is complementary to ours, since those substitution systems have a fixed point (for the shift transformation). Earlier, a special case of such a substitution, namely \(0 \rightarrow 000\), \(1 \rightarrow 101\), was studied by Fisher \([Fi1]\).

The set of invariant measures is of crucial importance for the classification of Cantor minimal systems up to orbit equivalence \([GPS1, GW2]\). Recall the following results proved by Giordano et al in \([GPS1]\): (1) two Cantor minimal systems \((X, T)\) and \((Y, S)\) are orbit equivalent if and only if there exists a homeomorphism \(F : X \rightarrow Y\) carrying the \(T\)-invariant probability measures onto the \(S\)-invariant probability measures; (2) two uniquely ergodic Cantor minimal systems \((X, T)\) and \((Y, S)\) are orbit equivalent if and only if the clopen values sets for \(\mu\) and \(\nu\) are the same, i.e. \(\{\mu(E) : E \text{ clopen in } X\} = \{\nu(F) : F \text{ clopen in } Y\}\) where \(\mu\) and \(\nu\) are unique probability invariant measures for \(sT\) and \(S\), respectively. The notion of orbit equivalence for aperiodic Cantor systems has not been studied yet. Based on our study of stationary Bratteli diagrams, we show that the second statement no longer holds for non-minimal uniquely ergodic homeomorphisms. We intend to apply our results to the study of orbit equivalence of aperiodic homeomorphisms of a Cantor set in another paper.

We also study some properties of measure-preserving systems on stationary diagrams, corresponding to the ergodic probability measures. In particular, we show that they are not mixing and give a criterion for a complex number to be an eigenvalue. These results have common features with some in the literature, such as those in \([DK, L2, CDHM, BDM]\), but do not follow from them since minimality, and hence unique ergodicity, has been a common assumption until now.

The article is organized as follows. Section 2 contains some definitions and facts concerning Bratteli diagrams which will be used in subsequent sections; we also discuss the construction of invariant measures on Bratteli diagrams of general form. Section 3 focuses on the proof of the main result, which gives an explicit description of invariant probability measures. In §4 we obtain further properties of these measures and describe \(\sigma\)-finite invariant measures. Section 5 contains several applications of our results, together with examples; in particular, we show that ergodic invariant probability measures of a substitution aperiodic system can be determined from eigenvectors of the incidence matrix of the substitution. In §6, we study ergodic-theoretic properties of our systems.

2. Measures on Bratteli diagrams

In this section, we study Borel measures on the path space of a Bratteli diagram which are invariant with respect to the tail equivalence relation. Since the notion of Bratteli diagrams has been discussed in many well-known papers on Cantor dynamics (e.g. \([HPS]\),
and [GPS1]), we present here the main definitions and notation only. We also refer the reader to the works [Med] and [BKM], where Bratteli–Vershik models of Cantor aperiodic systems and aperiodic substitution systems were considered.

**Definition 2.1.** A *Bratteli diagram* is an infinite graph \( B = (V, E) \) such that the vertex set \( V = \bigcup_{i \geq 0} V_i \) and the edge set \( E = \bigcup_{i \geq 1} E_i \) are partitioned into disjoint subsets \( V_i \) and \( E_i \) such that:

(i) \( V_0 = \{ v_0 \} \) is a single point;
(ii) \( V_i \) and \( E_i \) are finite sets;
(iii) there exist a range map \( r \) and a source map \( s \) from \( E \) to \( V \) such that

\[
\begin{align*}
V_i &= r(E_i), \\
V_{i-1} &= s(E_i), \\
s^{-1}(v) &\neq \emptyset, \\
r^{-1}(v') &\neq \emptyset 
\end{align*}
\]

for all \( v \in V \) and \( v' \in V \setminus V_0 \).

The pair \((V_i, E_i)\) is called the \( i \)th level of the diagram \( B \). We write \( e(v, v') \) to denote an edge \( e \) such that \( s(e) = v \) and \( r(e) = v' \).

A finite or infinite sequence of edges \( \{e_i : e_i \in E_i\} \) such that \( r(e_i) = s(e_{i+1}) \) is called a *finite* or *infinite path*, respectively. For a Bratteli diagram \( B \), we denote by \( X_B \) the set of infinite paths starting at the vertex \( v_0 \). We endow \( X_B \) with the topology generated by cylinder sets \( U(x_1, \ldots, x_n) := \{ x \in X_B : x_i = e_i, \ i = 1, \ldots, n \} \), where \( (e_1, \ldots, e_n) \) is a finite path in \( B \). Then \( X_B \) is a zero-dimensional compact metric space with respect to this topology. We shall consider such diagrams \( B \) for which the path space \( X_B \) has no isolated points.

Each Bratteli diagram can be given a diagrammatic representation; see, for instance, Figure 1.

Given a Bratteli diagram \( B = (V, E) \), fix a level \( n \geq 1 \). Define the \( |V_{n+1}| \times |V_n| \) matrix \( F_n = (f_{vw}^{(n)}) \) whose entries \( f_{vw}^{(n)} \) are equal to the number of edges between the vertices \( v \in V_{n+1} \) and \( w \in V_n \), i.e.

\[
f_{vw}^{(n)} = |\{ e \in E_{n+1} : r(e) = v, s(e) = w \}|.
\]
(Here, and in what follows, we use $|A|$ to denote the cardinality of the set $A$.) For instance, we have that for the above diagram,

$$F_1 = F_2 = \begin{pmatrix} 2 & 2 & 0 \\ 1 & 2 & 0 \\ 1 & 1 & 2 \end{pmatrix}.$$ 

A Bratteli diagram $B = (V, E)$ is called stationary if $F_n = F_1$ for every $n \geq 2$.

Observe that every vertex $v \in V$ is connected to $v_0$ by a finite path, and the set $E(v_0, v)$ of all such paths is finite. Set $h_v^{(n)} = |E(v_0, v)|$ where $v \in V_n$ and $h^{(n)} = (h_v^{(n)})_{w \in V_n}$. Then we get that for all $n \geq 1$,

$$h^{(n+1)} = \sum_{w \in V_n} f_{vw}^{(n)} h_w^{(n)} = F_nh^{(n)}. \tag{1}$$

For $w \in V_n$, the set $E(v_0, w)$ defines the clopen subset

$$X_w^{(n)} = \{x = (x_i) \in X_B : r(x_n) = w\}.$$ 

Moreover, the sets $\{X_w^{(n)} : w \in V_n\}$, $n \geq 1$, form a clopen partition of $X_B$. Analogously, each finite path $\overline{e} = (e_1, \ldots, e_n) \in E(v_0, w)$ determines the clopen set

$$X_w^{(n)}(\overline{e}) = \{x = (x_i) \in X_B : x_i = e_i, \ i = 1, \ldots, n\}.$$ 

These sets form a clopen partition of $X_w^{(n)}$. We will write $[\overline{e}]$ for the clopen set $X_w^{(n)}(\overline{e})$ if this is unlikely to cause confusion.

By definition, a Bratteli diagram $B = (V, E)$ is said to be ordered if every set $r^{-1}(v)$, $v \in \bigcup_{n \geq 1} V_n$, is linearly ordered; see [HPS]. Denote by $\mathcal{O} = \mathcal{O}(B)$ the set of all possible orderings on $B$. An ordered Bratteli diagram will be denoted by $B(\omega) = (V, E, \omega)$ where $\omega \in \mathcal{O}$. Given $B(\omega)$, any two paths from $E(v_0, v)$ are comparable with respect to the lexicographical order. We say that a finite or an infinite path $e = (e_i)$ is maximal (respectively, minimal) if every $e_i$ is maximal (respectively, minimal) amongst the edges from $r^{-1}(r(e_i))$. Notice that for $v \in V_i, \ i \geq 0$, the minimal and maximal (finite) paths in $E(v_0, v)$ are unique. Denote by $X_{\max}(\omega)$ and $X_{\min}(\omega)$ the sets of all maximal and minimal infinite paths from $X_B$, respectively. It is not hard to see that $X_{\max}(\omega)$ and $X_{\min}(\omega)$ are non-empty closed subsets.

A Bratteli diagram $B = (V, E, \omega)$ is called stationary ordered [DHS] if it is stationary and the partial linear order on $E_n$ defined by $\omega$ does not depend on $n$.

Let $B = (V, E, \omega)$ be a stationary ordered Bratteli diagram or, more generally, suppose that $N = \sup_n |V_n| < \infty$. Then it is easy to see that the sets $X_{\max}(\omega)$ and $X_{\min}(\omega)$ of maximal and minimal paths are finite [BK]. Indeed, observe that two maximal paths which go through the same vertex at level $n$ must have the same beginning $e_1, \ldots, e_n$. Given $N + 1$ maximal paths, we can find two of them which go through the same vertex at infinitely many levels; hence they must coincide.

**Definition 2.2.** Let $B = (V, E, \omega)$ be an ordered Bratteli diagram. We say that $\varphi = \varphi_\omega : X_B \to X_B$ is a Vershik map if it satisfies the following conditions:

(i) $\varphi$ is a homeomorphism of the Cantor set $X_B$;

(ii) $\varphi(X_{\max}(\omega)) = X_{\min}(\omega)$;
(iii) if an infinite path \( x = (x_1, x_2, \ldots) \) is not in \( X_{\text{max}}(\omega) \), then \( \varphi(x_1, x_2, \ldots) = (x'_1, \ldots, x'_{k-1}, x'_k, x_{k+1}, x_{k+2}, \ldots) \), where \( k = \min\{n \geq 1 : x_n \) is not maximal\}, \( x'_k \) is the successor of \( x_k \) in \( r^{-1}(r(x_k)) \), and \( (x'_1, \ldots, x'_{k-1}) \) is the minimal path in \( E(v_0, s(\omega)) \).

If \( f \) is a Borel automorphism of \( X_B \) which satisfies conditions (ii) and (iii), then \( f \) is called a Borel–Vershik automorphism.

Remark 2.3. (1) Vershik maps were introduced in [V1, V2] in the measure-theoretic category, where they are called adic transformations.

(2) A Vershik map acts as the ‘immediate successor transformation’ in the (reverse) lexicographic ordering induced by \( \omega \) on \( X_B \setminus X_{\text{max}} \), and it is easily seen to be continuous on this set. In order to get a homeomorphism, one needs to map \( X_{\text{max}} \) onto \( X_{\text{min}} \) bijectively and, of course, to have continuity of this extension and its inverse. It was shown in [Med] that there are stationary Bratteli diagrams which do not admit a Vershik map.

Definition 2.4. Let \( B = (V, E) \) be a Bratteli diagram. Two infinite paths \( x = (x_i) \) and \( y = (y_i) \) from \( X_B \) are said to be tail equivalent if there exists \( i_0 \) such that \( x_i = y_i \) for all \( i \geq i_0 \). Denote by \( \mathcal{R} \) the tail equivalence relation on \( X_B \).

We mention here the work [GPS2] where various properties of the tail equivalence relations are discussed in the context of Cantor dynamics.

Definition 2.5. A Borel equivalence relation is called aperiodic if all the equivalence classes are infinite.

Throughout this paper, we consider Bratteli diagrams \( B \) for which \( \mathcal{R} \) is an aperiodic Borel equivalence relation on \( X_B \). In other words, we focus on the situation where every \( \mathcal{R} \)-equivalence class is countably infinite (each is obviously at most countable).

Remark 2.6. Observe that the Vershik map (if it exists) is uniquely determined by the order \( \omega \in \mathcal{O} \) if the set \( X_{\text{max}}(\omega) \) has empty interior. One can show that \( \text{int}(X_{\text{max}}(\omega)) \neq \emptyset \) (or \( \text{int}(X_{\text{min}}(\omega)) \neq \emptyset \)) if and only if there exist \( n_0 \in \mathbb{N} \) and \( x = (x_i) \in X_B \) such that the cylinder set \( U(x_1, \ldots, x_n) = \{y = (y_i) \in X_B : y_1 = x_1, \ldots, y_n = x_n\} \) has no distinct cofinal paths for all \( n > n_0 \). It follows that \( \text{int}(X_{\text{max}}(\omega)) = \emptyset \) if and only if the equivalence relation \( \mathcal{R} \) is aperiodic.

For a Bratteli diagram \( B \), denote by \( M(\mathcal{R}) \) the set of finite positive Borel \( \mathcal{R} \)-invariant measures, and by \( M_1(\mathcal{R}) \subset M(\mathcal{R}) \) the set of invariant probability measures. Similarly, let \( M_\infty(\mathcal{R}) \) denote the set of non-atomic \( \sigma \)-finite infinite \( \mathcal{R} \)-invariant measures. (We will use below the term ‘infinite measure’ for a \( \sigma \)-finite infinite non-atomic measure.) Recall that a measure \( \mu \) is called \( \mathcal{R} \)-invariant if it is invariant under the Borel action of any countable group \( G \) on \( X_B \) whose orbits generate the equivalence relation \( \mathcal{R} \). For a Bratteli diagram, such a group \( G \) can be chosen locally finite; it is sometimes called the group of ‘finite coordinate changes’.

A Borel measure on \( X_B \) is completely determined by its values on cylinder sets, since these sets generate the Borel \( \sigma \)-algebra. Thus, we have that \( \mu \) is \( \mathcal{R} \)-invariant if and only if for any \( n \) and any \( w \in V_n \),

\[
\overline{e}, \overline{e}' \in E(v_0, w) \implies \mu(X_w^{(n)}(\overline{e})) = \mu(X_w^{(n)}(\overline{e}')).
\]
**Lemma 2.7.** Let \( B = (V, E, \omega) \) be an ordered Bratteli diagram which admits an aperiodic Vershik map \( \varphi_\omega \), and suppose that the tail equivalence relation \( \mathcal{R} \) is aperiodic. Then the set \( M_1(\mathcal{R}) \) coincides with the set \( M_1(\varphi_\omega) \) of \( \varphi_\omega \)-invariant probability measures. Furthermore, \( M_\infty(\mathcal{R}) = M_\infty(\varphi_\omega) \) for a stationary Bratteli diagram \( B \).

**Proof.** If \( x \in X \setminus \text{Orb}_x(X_{\max}(\omega) \cup X_{\min}(\omega)) \), then the \( \varphi_\omega \)-orbit of \( x \) is equal to the equivalence class \( \mathcal{R}(x) \). If \( \mu \) is a \( \varphi_\omega \)-invariant finite measure, then \( \mu(X_{\min}(\omega)) = \mu(X_{\max}(\omega)) = 0 \) because the sets \( X_{\min}(\omega) \) and \( X_{\max}(\omega) \) are wandering with respect to \( \varphi_\omega \) (we are using here the aperiodicity assumption). The proof of the relation \( M_\infty(\mathcal{R}) = M_\infty(\varphi_\omega) \) for stationary diagrams follows from the fact that \( X_{\min}(\omega) \) and \( X_{\max}(\omega) \) are finite sets.

It follows from this lemma that for an ordered Bratteli diagram \( B = (V, E, \omega) \) and an \( \mathcal{R} \)-invariant measure \( \mu \), we can study properties of the measure-theoretical dynamical system \( (X_B, \mu, \varphi_\omega) \) independently of whether the Vershik map \( \varphi_\omega \) exists everywhere on \( X_B \).

Let \( B = (V, E, \omega) \) be an ordered Bratteli diagram. It is clear that for the sets of infinite invariant measures we have the relation \( M_\infty(\mathcal{R}) \supseteq M_\infty(\varphi_\omega) \). We do not know whether these sets are always equal. It would be so if we could show that \( \mu(X_{\min}(\omega)) = 0 \) for any infinite \( \varphi_\omega \)-invariant non-atomic measure \( \mu \).

Let us consider next the case of finite \( \mathcal{R} \)-invariant measures for a Bratteli diagram \( B = (V, E) \). Take a Borel measure \( \mu \in M(\mathcal{R}) \). Recall that such a measure is uniquely determined by its values on clopen sets of \( X_B \). This means that if we know \( \mu(X^{(n)}_w) \) for all \( w \in V_n \) and \( n \geq 1 \), then \( \mu \) is completely defined. In view of (2),

\[
\mu(X^{(n)}_w(\overline{e})) = \frac{1}{h^{(n)}_w} \mu(X^{(n)}_w) \quad \text{for } \overline{e} \in E(v_0, w).
\]

For \( n \geq 1 \), set \( p^{(n)} = (p^{(n)}_w)_{w \in V_n} \) where \( p^{(n)}_w = \mu(X^{(n)}_w(\overline{e})) \) for some \( \overline{e} \in E(v_0, w) \). For \( \overline{e} \in E(v_0, w) \) and \( e \in E(w, v) \) with \( v \in V_{n+1} \), denote by \( (\overline{e}e) \) the finite path that coincides with \( \overline{e} \) on the first \( n \) segments and whose \((n+1)\)st edge is \( e \). Thus, we get a disjoint union

\[
X^{(n)}_w(\overline{e}) = \bigcup_{v \in V_{n+1}} \bigcup_{e \in E(w, v)} X^{(n+1)}_v(\overline{e}e).
\]

It follows that

\[
\mu(X^{(n)}_w(\overline{e})) = \sum_{v \in V_{n+1}} \sum_{e \in E(w, v)} \mu(X^{(n+1)}_v(\overline{e}e)) = \sum_{v \in V_{n+1}} f^{(n)}_{vw} \mu(X^{(n+1)}_v(\overline{e}e)) = \sum_{v \in V_{n+1}} f^{(n)}_{vw} p^{(n+1)}_v,
\]

where \( f^{(n)}_{vw} \) are the entries of \( F_n \). Thus,

\[
p^{(n)} = F_n^T p^{(n+1)} \quad \text{for } n \geq 1.
\]

We recall some standard definitions pertaining to cones.
Definition 2.8. A subset \( C \subseteq \mathbb{R}^N \) is called a convex cone if \( \alpha x + \beta y \in C \) for all \( x, y \in C \) and \( \alpha, \beta \geq 0 \). A subcone \( Q \) of \( C \) is called a face of \( C \) if \( x \in Q \), \( y \in C \) and \( x - y \in C \) imply that \( y \in Q \). For \( x \in C \), denote by \( \Phi(x) \) the minimal face (the intersection of all faces) that contains \( x \). A vector \( x \in C \) is called an extreme vector if \( \Phi(x) \) is the ray generated by \( x \), i.e. \( \Phi(x) = \{ \alpha x : \alpha \geq 0 \} \). In this case, \( \Phi(x) \) is also called an extreme ray. A cone \( C \) is said to be polyhedral (finitely generated) if it has finitely many extreme rays. The cone is simplicial if it has exactly \( m \) extreme rays, where \( m = \dim(\text{span} \ C) \).

Now we go back to the context and notation of a Bratteli diagram. For \( x = (x_1, \ldots, x_N) \in \mathbb{R}^N \), we will write \( x \geq 0 \) if \( x_i \geq 0 \) for all \( i \), and we consider the positive cone \( \mathbb{R}^+_N = \{ x \in \mathbb{R}^N : x \geq 0 \} \). Let

\[
C_k^{(n)} := F_k^T \cdots F_1^T (\mathbb{R}^{|V_{n+1}|}_+) \quad \text{for } 1 \leq k \leq n.
\]

Clearly, \( \mathbb{R}^{|V_k|}_+ \supset C_k^{(n)} \supset C_k^{(n+1)} \) for all \( n \geq 1 \). Let

\[
C_k^\infty = \bigcap_{n \geq k} C_k^{(n)} \quad \text{for } k \geq 1.
\]

Observe that \( C_k^\infty \) is a closed non-empty convex subcone of \( \mathbb{R}^{|V_k|}_+ \). It also follows from these definitions that

\[
F_k^T C_k^\infty = C_k^\infty.
\]

In general, the cones \( C_k^\infty \) need not be simplicial, since there exist Bratteli diagrams with infinitely many ergodic invariant measures. However, we will show in the next section that for stationary Bratteli diagrams they are always simplicial.

The following result is formulated for finite \( \mathcal{R} \)-invariant measures. The case of infinite measures is discussed in Remark 2.11.

**Theorem 2.9.** Let \( B = (V, E) \) be a Bratteli diagram such that the tail equivalence relation \( \mathcal{R} \) on \( X_B \) is aperiodic. If \( \mu \in M(\mathcal{R}) \), then the vectors \( p^{(n)} = (\mu(X_w^{(n)}(\bar{v}_0), w) \in V_n, \bar{v} \in E(v_0, w) \), satisfy the following conditions for \( n \geq 1 \):

(i) \( p^{(n)} \in C^\infty \);

(ii) \( F_n^T p^{(n+1)} = p^{(n)} \).

Conversely, if a sequence of vectors \( \{p^{(n)}\} \) from \( \mathbb{R}^{|V_n|}_+ \) satisfies condition (ii), then there exists a non-atomic finite Borel \( \mathcal{R} \)-invariant measure \( \mu \) on \( X_B \) with \( p^{(n)}_w = \mu(X_w^{(n)}(\bar{v})) \) for all \( n \geq 1 \) and \( w \in V_n \).

The \( \mathcal{R} \)-invariant measure \( \mu \) is a probability measure if and only if:

(iii) \( \sum_{w \in V_n} h_w^{(n)} p^{(n)}_w = 1 \) for \( n = 1 \); in this case, the equality holds for all \( n \geq 1 \).

**Proof.** It follows from equation (3) that if \( \mu \in M(\mathcal{R}) \), then the sequence \( p^{(n)} = (p^{(n)}_w) \) with \( p^{(n)}_w = \mu(X_w^{(n)}(\bar{v})) \) satisfies condition (ii). Condition (i) follows from (ii) by the definition of the cones, since

\[
p^{(n)} = F_n^T F_{n+1}^T \cdots F_{n+k}^T \in C^{(n+k)}_n \quad \text{for all } k \geq 1.
\]

Conversely, suppose that a sequence of vectors \( \{p^{(n)}\} \) satisfies condition (ii). Define the measure \( \mu \) on \( X_w^{(n)}(\bar{v}), w \in V_n \), to be equal to \( p^{(n)}_w \). For any other clopen set \( Y \),
we represent $Y$ as a disjoint union of cylinder sets and define $\mu(Y)$ as the sum of values of $\mu$ on these cylinder sets. It is routine to check that the measure $\mu$ is well-defined. The definition of $\mu$ yields that it is $\mathcal{R}$-invariant. This measure is non-atomic since all the $\mathcal{R}$-equivalence classes are infinite by assumption.

The last claim concerning probability measures is immediate since $\{X_w^{(n)}\}_{w \in V_n}$ is a clopen partition of $X_B$ for any $n \geq 1$. \hfill \Box

With every Bratteli diagram $B = (V, E)$ one can associate the dimension group $K_0(B)$ [HPS]:

$$K_0(B) = \lim_{n \to \infty}(\mathbb{Z}^{d_n}, F_n) = \mathbb{Z} \xrightarrow{F_0} \mathbb{Z}^{d_1} \xrightarrow{F_1} \mathbb{Z}^{d_2} \xrightarrow{F_2} \mathbb{Z}^{d_3} \xrightarrow{F_3} \ldots$$

where $d_n = |V_n|$ and $F_n$ is the incidence matrix. Then $K_0 = K_0(B)$ is an ordered group whose positive cone $K_0^+$ is naturally defined by the cones $\mathbb{Z}^{d_n}_{+}$. Denote by $1$ the ordered unit from $K_0(B)$ corresponding to $1 \in \mathbb{Z}$.

We denote by $S_1(K_0)$ the set of states on the dimension group, i.e. $\rho \in S_1(K_0)$ if $\rho$ is a positive homomorphism from $K_0$ into $\mathbb{R}$ with $\rho(1) = 1$. The following proposition is [KV, Theorem 5] (see also [GJ, p. 1694]), but we provide a short proof for the reader’s convenience.

**Proposition 2.10.** There exists a one-to-one correspondence between the sets $M_1(\mathcal{R})$ and $S_1(K_0)$.

**Proof.** We first note that every probability measure on $X_B$ determines uniquely a positive homomorphism on $K_0$.

Conversely, let $\rho : K_0 \to \mathbb{R}$ be a state such that $\rho(1) = 1$. Then there exists a sequence $\rho_i : \mathbb{Z}^{d_i} \to \mathbb{R}$ of positive homomorphisms such that $\rho_i = \rho_{i+1} \circ F_i$ for $i \geq 0$. Obviously, for $y \in \mathbb{Z}^{d_i}$, $\rho_i(y) = \langle y, \sigma^{(i)} \rangle$ for some $\sigma^{(i)} \in \mathbb{R}^{d_i}_{+}$. The relation $\rho_i = \rho_{i+1} \circ F_i$ implies that for any $y \in \mathbb{Z}^{d_i}$,

$$\rho_{i+1}(F_i y) = \langle F_i y, \sigma^{(i+1)} \rangle = \langle y, F_i^T \sigma^{(i+1)} \rangle = \langle y, \sigma^{(i)} \rangle,$$

hence $F_i^T \sigma^{(i+1)} = \sigma^{(i)}$ for $i \geq 0$. By Theorem 2.9, the sequence $\sigma^{(i)}$ determines a measure on $X_B$; this is a probability measure, because $\rho(1) = 1$ implies that

$$1 = \rho_0(1) = \rho_1 \circ F_0(1) = \rho_1(h^{(1)}) = \langle h^{(1)}, \sigma^{(1)} \rangle,$$

which is property (iii) of the theorem. \hfill \Box

**Remark 2.11.** (1) An analogue of Theorem 2.9 is valid for the set $M_\infty(\mathcal{R})$ of infinite $\sigma$-finite $\mathcal{R}$-invariant measures on the path space $X_B$ of a Bratteli diagram $B = (V, E)$. Given $\mu \in M_\infty(\mathcal{R})$, define $p^{(n)} = (p^{(n)}_w)_{w \in V_n}$ where $p_w^{(n)} = \mu(X_w^{(n)}(\bar{e}))$ with $\bar{e} \in E(v_0, w)$, for $n \geq 1$. Then at least one of the coordinates of $p^{(n)}$ is infinite. Relation (3) also holds in this case. More precisely, it shows that if $p^{(n)}_w = \infty$ with $w \in V_n$, then at least one of $p^{(n+1)}_{v_1}, \ldots, p^{(n+1)}_{v_l}$ is infinite, where $v_1, \ldots, v_l$ are the vertices from $V_{n+1}$ which are connected with $w$. On the other hand, if $p^{(n)}_w$ is finite, then all of the $p^{(n+1)}_{v_1}, \ldots, p^{(n+1)}_{v_l}$ are finite. Conversely, from any sequence of vectors $p^{(n)} = (p^{(n)}_w)_{w \in V_n}$ whose coordinates satisfy the described property, one can uniquely restore an infinite $\mathcal{R}$-invariant measure.
(2) Similarly to Proposition 2.10, the set of infinite $\mathcal{R}$-invariant measures corresponds to the set of semi-finite states on $K_0$.

(3) After this work was completed, we became aware of the preprints [Fi2, FFT] where some related questions are investigated. Fisher [Fi2] studies minimal non-stationary Bratteli diagrams and obtains several criteria for unique ergodicity. One of these can be stated, using our notation, as follows:

*The equivalence relation $\mathcal{R}$ on a Bratteli diagram $B$ is uniquely ergodic if and only if the cone $C_n^{\infty}$ reduces to a single ray for all $n \geq 1$.***

We note that this is an immediate corollary of Theorem 2.9, and we do not assume minimality. The proof in [Fi2] is completely different. We should mention that the idea of nested cones was used by Keane [Kea] in 1977 to construct a minimal, non-uniquely ergodic interval exchange transformation. A non-stationary Bratteli–Vershik realization of Keane’s example, as well as several other non-stationary examples of this kind, are given in [FFT].

3. **Non-negative matrices and stationary Bratteli diagrams**

First, let us recall some results from the Perron–Frobenius theory of non-negative matrices. The exposition is based on the papers [Pu, S, TS1] and [TS2].

Let $F$ be an $N \times N$ matrix with non-negative integer entries $f_{i,j}$. The directed graph $G(F)$ associated to $F$ is the graph whose vertices are $\{1, \ldots, N\}$ and in which there is an arrow from $i$ to $j$ if and only if $f_{i,j} > 0$. The vertices $i$ and $j$ are equivalent if either $i = j$ or there is a path in $G(F)$ from $i$ to $j$ and also a path from $j$ to $i$. Let $\mathcal{E}_i$, $i = 1, \ldots, m$, denote the corresponding equivalence classes. Every class $\mathcal{E}_i$ defines an irreducible submatrix $F_i$ of $F$ obtained by restricting $F$ to the set of vertices from $\mathcal{E}_i$ (some of the $F_i$ may be zero).

Next we define a partial order on the family of sets $\mathcal{E}_1, \ldots, \mathcal{E}_m$, which we will identify with $\{1, \ldots, m\}$. For $\alpha, \beta \in \{1, \ldots, m\}$, we say that a class $\alpha$ has access to a class $\beta$ or, in symbols, $\alpha \succeq \beta$, if and only if either $\alpha = \beta$ or there is a path in $G(F)$ from a vertex which belongs to $\mathcal{E}_\alpha$ to a vertex which belongs to $\mathcal{E}_\beta$. We will also say that a vertex $i$ from $G(F)$ is accessible from a class $\alpha \in \{1, \ldots, m\}$ if there is a path in $G(F)$ from a vertex (in fact, from any vertex) of $\mathcal{E}_\alpha$ to the vertex $i$. If $\alpha \succeq \beta$ and $\alpha \neq \beta$, then we write $\alpha \succ \beta$. This partial order defines the reduced directed graph $R(F)$ of $G(F)$ on the set $\{1, \ldots, m\}$ of equivalence classes: by definition, there is a directed edge in $R(F)$ from $\alpha$ to $\beta$ if and only if there is a directed edge from a vertex in class $\alpha$ to a vertex in class $\beta$. A vertex $\alpha$ in $R(F)$ is called final (respectively, initial) if there is no $\beta \in R(F)$ such that $\beta \prec \alpha$ (respectively, $\beta \succ \alpha$). Slightly different, but equivalent, terminology is used in [LM, 4.4]: there the $\mathcal{E}_\alpha$ are called communicating classes, and initial and final vertices of the reduced graph are called sources and sinks, respectively.

One can assume without loss of generality that $\alpha > \beta$ implies $\alpha > \beta$ (with the usual ordering on integers). Equivalently, the non-negative matrix $F$ can be transformed by
applying permutation matrices to the Frobenius normal form:

$$F = \begin{pmatrix}
F_1 & 0 & \ldots & 0 & 0 & \ldots & 0 \\
0 & F_2 & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & F_s & 0 & \ldots & 0 \\
X_{s+1,1} & X_{s+1,2} & \ldots & X_{s+1,s} & F_{s+1} & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots & \ddots & \ldots & \vdots \\
X_{m,1} & X_{m,2} & \ldots & X_{m,s} & X_{m,s+1} & \ldots & F_m
\end{pmatrix}.$$  \hspace{1cm} (4)

The square non-zero matrices $F_\alpha$ on the main diagonal are irreducible. For any fixed $j = s + 1, \ldots, m$, at least one of the matrices $X_{j,k}$ is not zero. Notice that $X_{j,k} \neq 0$ if and only if there is an edge in $R(F)$ from $E_j$ to $E_k$. The fact that $X_{j,k} = 0$ for all distinct $j, k = 1, \ldots, s$ shows that there are no edges in $R(F)$ outgoing from the vertices $\{1, \ldots, s\}$, that is, the vertices $1, \ldots, s$ are final in $R(F)$. Take the irreducible submatrix $F_\alpha$ corresponding to $\alpha \in \{1, \ldots, m\}$, and let $\rho_\alpha = \max \{ |\lambda| : \lambda \in \text{Spec}(F_\alpha) \}$ be the spectral radius of $F_\alpha$. If the spectrum $\text{Spec}(F_\alpha)$ contains exactly $h_\alpha$ eigenvalues $\lambda_1, \ldots, \lambda_{h_\alpha}$ with $|\lambda_i| = \rho_\alpha$, then $h_\alpha$ is called the index of imprimitivity of $F_\alpha$. In this case, $F_\alpha^{h_\alpha}$ is a primitive matrix. Note that $F_\alpha$ is primitive if and only if $h_\alpha = 1$; see [Ga, §XIII.5].

A vertex (class) $\alpha \in \{1, \ldots, m\}$ is called a distinguished vertex (class) if $\rho_\alpha > \rho_\beta$ whenever $\beta > \alpha$. A real number $\lambda$ is called a distinguished eigenvalue if there exists a non-negative eigenvector $x$ with $Fx = \lambda x$. Notice that all vertices $\alpha = 1, \ldots, s$ are necessarily distinguished. The following result extends the well-known Frobenius theorem to the case of reducible matrices. The proof can be found in [Vic, Proposition 1], [S, Theorem 3.7] or [TS2, Theorem 3.3].

**Theorem 3.1. (Frobenius theorem)** Let $F$ be an $N \times N$ non-negative matrix with integer entries.

(a) A real number $\lambda$ is a distinguished eigenvalue if and only if there exists a distinguished class $\alpha$ in $R(F)$ such that $\rho_\alpha = \lambda$.

(b) If $\alpha$ is a distinguished class in $R(F)$, then there exists a unique (up to scaling) non-negative eigenvector $\xi_\alpha = (x_1, \ldots, x_N)^T$ corresponding to $\rho_\alpha$ with the property that $x_i > 0$ if and only if the vertex $i$ has access to $\alpha$.

Note that in part (b), the uniqueness refers to eigenvectors with the given property; there may be other non-negative eigenvectors corresponding to $\rho_\alpha$ if there is another distinguished class with the same spectral radius (these classes will necessarily be non-accessible to each other).

We will call $\xi_\alpha$ from Theorem 3.1 the distinguished eigenvector corresponding to $\alpha$.

For a non-negative $N \times N$ matrix $A$, define

$$\text{core}(A) = \bigcap_{k \geq 1} A^k(\mathbb{R}^N_+)$$

For a non-negative matrix $A$ and $k \in \mathbb{N}$, denote by $C(A, k)$ the cone generated by the distinguished eigenvectors of $A^k$. Let $\Lambda \subset \{1, \ldots, m\}$ be the set of all irreducible
components of \( A \) with positive spectral radii. For each \( \alpha \in \Lambda \), denote by \( h_\alpha \) the index of imprimitivity of the irreducible component \( A_\alpha \).

The following theorem (see [TS1, Theorem 4.2]) describes \( \text{core}(A) \) for non-negative matrices. This result is of crucial importance for our study of invariant measures.

**Theorem 3.2.** Let \( A \) be a non-negative \( N \times N \) matrix with positive spectral radius. Then:

(a) \( \text{core}(A) \) is a simplicial cone with exactly \( \sum_{\alpha \in \Lambda} h_\alpha \) extreme rays;

(b) \( \text{core}(A) = C(A, q) \) where \( q \) is the least common multiple of all \( h_\alpha, \alpha \in \Lambda \). In particular, if all the irreducible components of \( A \) are primitive, then \( \text{core}(A) = C(A, 1) \).

**Remark 3.3.** If \( B = (V, E) \) is a stationary Bratteli diagram, then we have two non-negative integer matrices associated to \( B \): the incidence matrix \( F \) and its transpose matrix \( A \). The reduced graphs \( \text{R}(F) \) and \( \text{R}(A) \) have the same sets of vertices but opposite directions of edges. This means that if \( \alpha \preceq \beta \) for \( \text{R}(F) \), then \( \alpha \succeq \beta \) in \( \text{R}(A) \). When we say that \( \alpha \) has access to \( \beta \), we need to specify the graph, \( \text{R}(F) \) or \( \text{R}(A) \), in which these vertices are considered. It follows that the reduced graphs have different sets of distinguished vertices. More precisely, if \( F \) is represented in Frobenius form (4), then

\[
A = \begin{pmatrix}
A_1 & 0 & \cdots & 0 & Y_{1,s+1} & \cdots & Y_{1,m} \\
0 & A_2 & \cdots & 0 & Y_{2,s+1} & \cdots & Y_{2,m} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_s & Y_{s,s+1} & \cdots & Y_{s,m} \\
0 & 0 & \cdots & 0 & A_{s+1} & \cdots & Y_{s+1,m} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 0 & \cdots & A_m
\end{pmatrix}, \tag{5}
\]

where \( A_i \) is transpose to \( F_i \) and \( Y_{j,i} \) is transpose to \( X_{i,j} \). The vertices \( \{1, \ldots, s\} \) in the graph \( \text{R}(F) \) are final, but the same vertices in \( \text{R}(A) \) are initial. We then obtain, in particular, that \( \{1, \ldots, s\} \) are distinguished vertices in \( \text{R}(A) \).

Now suppose that \( B = (V, E) \) is a stationary Bratteli diagram with the incidence matrix \( F \). Fix \( d \in \mathbb{N} \) and consider the Bratteli diagram \( B_d \) which is obtained by telescoping \( B \) with respect to the levels \( V_{nd+1}, n = 0, 1, \ldots \); see [HPS]. Then \( B_d \) is again a stationary diagram, whose incidence matrix is \( F^d \). There is an obvious way to identify the path spaces \( X_{B_d} \) and \( X_B \) so that the tail equivalence relation is preserved. Therefore, we can naturally identify the invariant measures for these diagrams. Thus, without loss of generality, we can telescope the diagram \( B \) and regroup the vertices in such a way that the matrix \( F \) will have the following property:

\[ F \text{ has the form (4) where every non-zero matrix } F_i \text{ on the main diagonal is primitive.} \tag{6} \]

We can telescope the diagram \( B \) further to make sure that

\[ F \text{ has the form (4) where every non-zero matrix } F_i \text{ on the main diagonal is strictly positive.} \tag{7} \]
However, this is not always convenient, since it may lead to matrices with large entries. We record some properties of the matrix $F$ in the next lemma.

**Lemma 3.4.** Suppose that $B$ is a stationary Bratteli diagram such that the tail equivalence relation $\mathcal{R}$ is aperiodic and the incidence matrix $F$ satisfies (6). Then:

(a) $F_i \neq 0$ for $1 \leq i \leq s$;
(b) for each $1 \leq i \leq s$, if $F_i$ is a non-zero $1 \times 1$ matrix, then its entry is greater than one;
(c) core$(A)$, where $A = F^T$, is the simplicial cone generated by the distinguished eigenvectors of $A$. All distinguished eigenvalues of $A$ are greater than one.

Note that we do not exclude the possibility that some of the matrices $F_i$, for $s < i \leq m$, are $1 \times 1$ of the form $[0]$ or $[1]$.

**Proof.** (a) By Definition 2.1, there are edges leading into every vertex. Since the vertices in the classes $1 \leq i \leq s$ are initial in the graph $R(A)$, there have to be some edges from class $i$ to itself. The claim follows.

(b) If a class $i$, for $1 \leq i \leq s$, consists of only one vertex with only one loop edge, then it defines an infinite path in the diagram such that its $\mathcal{R}$-equivalence class consists of a single element (again, because it is an initial vertex in $R(A)$), which contradicts our assumption that it is infinite.

(c) The first assertion is contained in Theorem 3.2(b). Now let $\alpha$ be a distinguished vertex of $A$. By definition, the distinguished eigenvalue $\lambda_{\alpha}$ is greater than all PF eigenvalues of classes which have access to $\alpha$ in $R(A)$. There is always such a class which is an initial vertex of $R(A)$, and its PF eigenvalue is greater than one by parts (a) and (b) of this lemma. It follows that $\lambda_{\alpha} > 1$.

Denote by $\Lambda$ the set of those vertices $\alpha$ in $R(A)$ for which $F_{\alpha} \neq 0$, and let $A_{\alpha} = F_{\alpha}^T$. For $\alpha \in \Lambda$, denote by $B_{\alpha}$ the stationary subdiagram of $B$ consisting of vertices which belong to the class $E_{\alpha}$ and those edges which connect them. Condition (6) means that the subdiagram $B_{\alpha}$ is simple.

For each $\alpha \in \Lambda$, let $Y_{\alpha}$ be the path space of the Bratteli diagram $B_{\alpha}$. Define $X_{\alpha} = \mathcal{R}(Y_{\alpha})$, that is, a path $x \in X_B$ belongs to $X_{\alpha}$ if it is $\mathcal{R}$-equivalent to a path $y \in Y_{\alpha}$. It is clear that $\{X_{\alpha} : \alpha \in \Lambda\}$ is a partition of $X_B$. The following lemma describes the orbit closures for the equivalence relation and the minimal components.

**Lemma 3.5.** Under assumption (6) we have that

$$\overline{\mathcal{R}(x)} = \bigcup_{\beta \in I_{\alpha}} X_{\beta} \text{ where } I_{\alpha} = \{\beta \in \Lambda : \beta \succeq \alpha\}.$$

Thus, the minimal components of $X_B$ for the tail equivalence relation are exactly $X_{\alpha}$, $\alpha = 1, \ldots, s$, that is, those $X_{\alpha}$ which correspond to the initial vertices of $R(A)$.

**Proof.** This is immediate from the structure of the diagram and the definitions.

Next, we obtain necessary and sufficient conditions under which a measure on $X_B$ will be $\mathcal{R}$-invariant. We use the notation of §2. Recall that we can assume property (6) without loss of generality.
Theorem 3.6. Suppose that $B$ is a stationary Bratteli diagram such that the tail equivalence relation $\mathcal{R}$ is aperiodic and the incidence matrix $F$ satisfies (6). Let $\mu$ be a finite Borel $\mathcal{R}$-invariant measure on $X_B$. Set $p^{(n)} = (\mu(X^{(n)}(\vec{c})))_{\vec{c} \in V_n}$, where $\vec{c} \in E(v_0, w)$. Then, for the matrix $A = F^T$ associated to $B$, the following properties hold:

(i) $p^{(n)} = Ap^{(n+1)}$ for every $n \geq 1$;

(ii) $p^{(n)} \in \text{core}(A)$ for every $n \geq 1$.

Conversely, if a sequence of vectors $\{p^{(n)}\}$ from $\mathbb{R}^N$ satisfies condition (ii), then there exists a finite Borel $\mathcal{R}$-invariant measure $\mu$ on $X_B$ with $p^{(n)} = \mu(X^{(n)}(\vec{c}))$ for all $n \geq 1$ and $w \in V_n$.

The $\mathcal{R}$-invariant measure $\mu$ is a probability measure if and only if:

(iii) $\sum_{w \in V_n} h_w^{(n)} p^{(n)}_w = 1$ for $n = 1$;

in this case, the equality holds for all $n \geq 1$.

Proof. This is just a special case of Theorem 2.9. We need only note that $C_n^\infty = \text{core}(A)$ when $B$ is a stationary diagram. $\square$

The next lemma, together with Theorem 3.6, shows that each vector $p^{(1)} \in \text{core}(A)$ uniquely defines a finite $\mathcal{R}$-invariant probability measure $\mu$ on $X_B$. We note that this lemma follows implicitly from [TS1, Theorem 2.2].

Lemma 3.7. Let $\{p^{(n)}\}_{n \geq 1}$ and $\{q^{(n)}\}_{n \geq 1}$ be two sequences of vectors in $\mathbb{R}^N$ such that $p^{(n)} = Ap^{(n+1)}$ and $q^{(n)} = Aq^{(n+1)}$ for all $n \geq 1$. If $p^{(1)} = q^{(1)}$, then $p^{(n)} = q^{(n)}$ for every $n \geq 1$.

Proof. Suppose the conclusion is not true, and take the first integer $n_0 \geq 1$ with $p^{(n_0+1)} \neq q^{(n_0+1)}$. Clearly, $p^{(n)} \neq q^{(n)}$ for every $n > n_0 + 1$. For each $j \geq 1$, set $x^{(j)} = p^{(n_0+j)} - q^{(n_0+j)} \neq 0$. It follows that $A^j x^{(j)} = 0$ whereas $A^{j-1} x^{(j)} = x^{(1)} \neq 0$. This implies that the family $\{x^{(1)}, \ldots, x^{(j)}\}$ is linearly independent for any $j \geq 1$, which is impossible. $\square$

Consider the cone $\text{core}(A)$. Denote by $\xi_1, \ldots, \xi_k$ the extreme vectors of $\text{core}(A)$. We normalize each vector $\xi_i$ so that $\sum_{w \in V_1} h_w^{(1)}(\xi_i)_w = 1$. Then each vector of $D = \{x \in \text{core}(A) : \sum_{w \in V_1} h_w^{(1)} x_w = 1\}$ is a convex combination of the vectors $\xi_1, \ldots, \xi_k$. The next theorem is one of the main results of this paper; it gives a complete description of the simplex of $\mathcal{R}$-invariant probability measures of a stationary Bratteli diagram.

Theorem 3.8. Suppose that $B$ is a stationary Bratteli diagram such that the tail equivalence relation $\mathcal{R}$ is aperiodic and the incidence matrix $F$ satisfies (6). Then there is a one-to-one correspondence between vectors $p^{(1)} \in D$ and $\mathcal{R}$-invariant probability measures on $X_B$. This correspondence is given by the rule $\mu \leftrightarrow p^{(1)} = (\mu(X^{(1)}(\vec{c}))/h_w^{(1)})_{\vec{c} \in V_1}$. Furthermore, ergodic measures correspond to the extreme vectors $\{\xi_1, \ldots, \xi_k\}$. In particular, there exist exactly $k$ ergodic measures.

Proof. By Lemma 3.4(c), we have that every extreme vector $\xi_i$, $i = 1, \ldots, k$, is an eigenvector of $A$ for some distinguished eigenvalue $\lambda_i > 1$.

Take a vector $p^{(1)} \in D$. By the definition of $D$ we can find a sequence $p^{(n)} \in \text{core}(A)$ such that $p^{(n)} = Ap^{(n+1)}$ for every $n \geq 1$. Thus, this sequence satisfies conditions (i) and (ii) of Theorem 3.6 and hence defines an $\mathcal{R}$-invariant finite Borel measure $\mu$ on $X_B$. 

we obtained a complete description of the set of ergodic probability measures. It immediately follows from Lemma 3.7 and Theorem 3.6 that there exists only one measure $\mu$ with $p^{(1)} = (\mu(X_w^{(1)})/h_w^{(1)})_{w \in V_1}$.

Observe that the correspondence $\mu \leftrightarrow p^{(1)}$ is affine linear and, therefore, the simplex of $\mathcal{R}$-invariant probability measures is affine-homeomorphic to $D$. It is well-known that ergodic invariant measures are precisely the extreme points of this simplex (see [W, Theorem 6.10]), which yields the last claim of the theorem. □

Remark 3.9. 1. Observe that if $\mu_\alpha$ is the ergodic measure corresponding to the distinguished eigenvector $\xi_\alpha = (\xi_\alpha(1), \ldots, \xi_\alpha(N))^T$, then there is a simple formula for computing the measure $\mu_\alpha$ of cylinder sets. Let $X_v^{(n)}(\bar{e})$ be the cylinder set defined by the finite path $\bar{e} = (e_1, \ldots, e_n)$ with $r(e_n) = v$. Then

$$
\mu_\alpha(X_v^{(n)}(\bar{e})) = \frac{\xi_\alpha(v)}{\lambda_\alpha^{-n}}.
$$

2. If $A$ is a primitive matrix, then core$(A)$ is exactly the ray generated by the Perron–Frobenius eigenvector. By Theorem 3.8, we get another proof of the well-known fact that the Vershik map on a stationary Bratteli diagram with a primitive incidence matrix is uniquely ergodic.

3. Handelman [Ha] studied the dimension group of reducible Markov chains. His result [Ha, Theorem I.3], in the setting of states on the dimension group, is similar to our Theorem 3.8, although the proof is completely different. However, his characterization of non-negative eigenvectors, [Ha, Theorem I.1], is incorrect except in the two-component case. The main part of [Ha] is devoted to the two-component case and to describing the dimension group as an extension in terms of the dimension groups of the irreducible components.

4. Finite and infinite invariant measures

Here we obtain some additional properties of the ergodic $\mathcal{R}$-invariant probability measures described in the previous section and then characterize infinite ($\sigma$-finite) non-atomic invariant measures.

Let $B$ be a stationary Bratteli diagram. Recall that we can assume the property (6) without loss of generality, and this will be a standing assumption throughout §4. In Theorem 3.8 we obtained a complete description of the set of ergodic probability $\mathcal{R}$-invariant measures on the path space $X_B$. Let $\alpha$ be a distinguished vertex of the reduced graph $R(A)$ with the vertex set $\{1, \ldots, m\}$, and let $\lambda_\alpha = \rho(A_\alpha)$ be the Perron–Frobenius eigenvalue of $A_\alpha$. Recall that the corresponding distinguished eigenvector $\xi_\alpha = (\xi_1, \ldots, \xi_N)^T$ of the matrix $A$ has the property that $\xi_i > 0$ if and only if the vertex $i$ has access to $\alpha$. Recall also that $\lambda_\alpha > \rho(A_\beta)$ for every class $\beta$ which has access to $\alpha$ in $R(A)$. In the following we shall write $\beta \succeq \alpha$ if $\beta$ has access to $\alpha$ in the graph $R(A)$.

It follows from [S, Theorem 9.4] that

$$(A^n)_{i,j} \sim \lambda_\alpha^n \text{ as } n \to \infty \quad \text{for } i \in E_\beta \text{ and } j \in E_\alpha \text{ with } \beta \succeq \alpha. \quad (9)$$

Here $\sim$ means that the ratio tends to a positive constant. On the other hand,

$$(A^n)_{i,j} = o(\lambda_\alpha^n) \text{ as } n \to \infty \quad \text{for } j \in E_\beta \text{ with } \beta > \alpha \text{ and any } i. \quad (10)$$
Recall the notation introduced in §3 after Lemma 3.4, namely the set $\Lambda = \{ \beta : A\beta \neq 0 \}$, the simple subdiagram $B_\beta$ corresponding to $\beta \in \Lambda$, and the partition $\{ X_\beta : \beta \in \Lambda \}$ of $X_B$

Let $\vec{e} = (e_1, \ldots, e_m)$ be a finite path in $B$ from $v_0$ to the level $m$; recall the notation $\{ \vec{e} \} = X^{(m)}_v(\vec{e})$, with $v = r(e_m)$. For a finite path $\vec{w} = (\omega_1, \ldots, \omega_m)$ in $B$ (not necessarily starting from $v_0$), we write $s(\vec{w}) = s(\omega_1)$ and $r(\vec{w}) = r(\omega_m)$.

Fix the ergodic $\mathcal{R}$-invariant probability measure $\mu_\alpha$ corresponding to a distinguished vertex $\alpha$ of the reduced graph $R(A)$.

**Lemma 4.1.** For a distinguished invariant vertex $\alpha$, the measure $\mu_\alpha$ is supported on $X_\alpha$.

*Proof.* Let $\xi_\alpha = (\xi_\alpha(1), \ldots, \xi_\alpha(N))^T$ be the distinguished eigenvector corresponding to $\alpha$. To prove the lemma, it is enough to show that $\mu_\alpha(X_\beta) = 0$ for $\beta \in \Lambda$, $\beta \neq \alpha$. If $\beta$ does not have access to $\alpha$ in $R(A)$, then this statement is immediate, since for every finite path $\vec{e}$ with $r(\vec{e}) \in V(B_\beta)$ we have $\mu_\alpha(\{ \vec{e} \}) = 0$ (see Theorems 3.1 and 3.8 as well as Remark 3.9).

Now suppose that $\beta$ has access to $\alpha$ in $R(A)$. We can write $X_\beta = \bigcup_{\ell \geq 1} X^{(\ell)}_\beta$, where $X^{(\ell)}_\beta$ is the set of $x = (x_n) \in X_\beta$ such that $x_n \in E(B_\beta)$ for $n \geq \ell$, and prove that $\mu_\alpha(X^{(\ell)}_\beta) = 0$ for all $\ell$. Recall that for every finite path $\vec{e}$ of length $n$, we have $\mu_\alpha(\{ \vec{e} \}) = \xi_\alpha(v) \lambda_\alpha^{-n+1}$ where $v = r(\vec{e})$ by (8). The number of paths of length $n$ which terminate in $V(B_\beta)$ equals

$$
\sum_{j \in E_\beta} h^{(n)}_j = \sum_{j \in E_\beta} \sum_{i=1}^N ((A^T)^{n-1})_{j,i} h^{(1)}_i = \sum_{j \in E_\beta} \sum_{i=1}^N (A^{n-1})_{i,j} h^{(1)}_i,
$$

which is $o(\lambda_\alpha^{-n})$ in view of (10). Notice also that for any $n \geq \ell$ we have that

$$
\mu_\alpha(X^{(\ell)}_\beta) \leq \sum_{j \in E_\beta} \frac{\xi_\alpha(j) h^{(n)}_j}{\lambda_\alpha^{-n-1}} \leq \frac{1}{\lambda_\alpha^{-n-1}} \sum_{j \in E_\beta} h^{(n)}_j.
$$

Since we can choose $n$ arbitrarily large, it follows that $\mu_\alpha(X^{(\ell)}_\beta) = 0$. \hfill $\square$

If $A_\alpha \neq 0$, then there exists a unique $\mathcal{R}_\alpha$-invariant probability measure $\nu_\alpha$ on the path space $Y_\alpha$ of $B_\alpha$ where $\mathcal{R}_\alpha = \mathcal{R} \cap (Y_\alpha \times Y_\alpha)$. We can naturally extend the measure $\nu_\alpha$ to the space $X_\alpha$ and produce there a measure $\tilde{\nu}_\alpha$ which is $\mathcal{R}$-invariant. In fact, $X_\alpha \setminus Y_\alpha$ is a disjoint union of cylinder sets $[\vec{e}]$ corresponding to paths $\vec{e} = (e_1, \ldots, e_m)$, for some $m \geq 1$, such that $r(e_m) \in V(B_\alpha)$ but $s(e_m) \notin V(B_\alpha)$. For each such cylinder set, the measure $\tilde{\nu}_\alpha|[\vec{e}]$ is defined to be a copy of $\nu_\alpha|[\vec{e}]$ for a path $\vec{e} = (e'_1, \ldots, e'_m) \in B_\alpha$ with $r(e_m) = r(e'_m)$. Observe that if we equip the Bratteli diagram $B$ with an order, then it defines an order on $B_\alpha$. Let $\varphi_B$ and $\varphi_\alpha$ be the Vershik maps defined on $X_B$ and $X_{B\alpha} = Y_\alpha$ (with the orbits of maximal and minimal paths removed). Recall that $B_\alpha$ is a simple diagram ($A_\alpha$ is primitive); hence $(Y_\alpha, \varphi_\alpha)$ is uniquely ergodic. Therefore, the measure $\tilde{\nu}_\alpha$ is an ergodic (possibly infinite) measure for the induced transformation $\varphi_B$ (see, e.g., [P, Exercise 1, p. 56]).

In the next lemma we describe infinite ergodic $\mathcal{R}$-invariant measures on the path space of a stationary diagram and clarify the relation between the measures $\mu_\alpha$ and $\tilde{\nu}_\alpha$. 

(In the latter case we have precise asymptotics, depending on $i$, as well; but we do not need this.)
LEMMA 4.2. Suppose that $B$ is a stationary Bratteli diagram such that the tail equivalence relation $\mathcal{R}$ is aperiodic and the incidence matrix $F$ satisfies (6). Suppose $\alpha$ is a vertex in the reduced graph $R(A)$. If $\alpha$ is a distinguished vertex, then $\tilde{\nu}_\alpha = c_\alpha \mu_\alpha$ for some $c_\alpha > 0$. If $\alpha$ is not a distinguished vertex, then $\tilde{\nu}_\alpha$ is an infinite ergodic $\mathcal{R}$-invariant measure. The measure $\tilde{\nu}_\alpha$ is non-atomic, unless $A_\alpha$ is the $1 \times 1$ matrix [1]. Conversely, every infinite ergodic invariant measure which is positive and finite on at least one open set (depending on the measure) equals $c\tilde{\nu}_\alpha$ for some $c > 0$ and some non-distincted vertex $\alpha$.

Proof. If $\alpha$ is a distinguished vertex, then the measure $\mu_\alpha$ is $\varphi_B$-invariant and positive on the cylinders of $Y_\alpha$. Then $\mu_\alpha|_{Y_\alpha}$ is positive and invariant for the first return map $\varphi_\alpha$ on $Y_\alpha$, which is uniquely ergodic. It follows that $\nu_\alpha = c_\alpha \mu_\alpha|_{Y_\alpha}$ and hence $\tilde{\nu}_\alpha = c_\alpha \mu_\alpha$.

If $\alpha$ is not a distinguished vertex, then $\tilde{\nu}_\alpha$ cannot be finite, since this would contradict Theorem 3.8. If $\nu_\alpha$ is non-atomic, then its extension $\tilde{\nu}_\alpha$ is non-atomic. This holds for any non-zero component $A_\alpha$, except when $A_\alpha = [1]$. In the latter case, $Y_\alpha$ is a singleton; hence $\nu_\alpha$ is a point mass, and its extension $\tilde{\nu}_\alpha$ is a pure discrete $\sigma$-finite measure.

It remains to verify the last statement of the theorem. Let $\mu$ be an infinite ergodic $\varphi_B$-invariant measure which is positive and finite on an open set. Since cylinder sets generate the topology, we can find $\bar{r} = (e_1, \ldots, e_m)$ such that $0 < \mu([\bar{r}]) < \infty$. Clearly, $r(e_m) \in B_\alpha$ for some $\alpha$. Without loss of generality, we can assume that $\alpha$ is the largest index which appears this way. This means that if $\bar{r}$ can be extended to a path $\bar{r}'$ with a terminal vertex in another subdiagram $B_\beta$, with $\beta \neq \alpha$, then $\mu([\bar{r}']) = 0$. Note that $\mu|_{Y_\alpha}$ is a finite positive $\varphi_\alpha$-invariant measure, hence $\nu_\alpha = c_\alpha \mu|_{Y_\alpha}$ for some $c_\alpha > 0$ because, being a simple diagram, $B_\alpha$ is uniquely ergodic. Then necessarily $\tilde{\nu} = c_\alpha \mu$, since two ergodic (finite or infinite) measures that agree on a set of positive measure must be equal. \qed

The first part of Lemma 4.2 can also be proved in a different way. To show that $\tilde{\nu}_\alpha$ is finite (and therefore proportional to $\mu_\alpha$) when $\alpha$ is a distinguished vertex, we can compute the $\tilde{\nu}_\alpha$ measure of the set $X_\alpha(n) := \{x = (e_n)_0 \in X_\alpha : r(e_m) \in V(B_\alpha), m \geq n\}$ for any $n$. Then

$$\tilde{\nu}_\alpha(X_\alpha(n)) = \sum_{v \in V_n(B_\alpha)} h_v^{(n)} \nu_\alpha([\bar{r}_v]),$$

where $\bar{r}_v$ is a finite path in $B_\alpha$ connecting $v_0$ and $v$. Since $\nu_\alpha([\bar{r}_v]) = c\lambda_\alpha^{n-1}$ with $c > 0$, we can apply (1) and (9) to deduce that $\tilde{\nu}_\alpha(X_\alpha(n))$ is finite and independent of $n$. If the vertex $\alpha$ is not distinguished, then $\lambda_\alpha \leq \lambda_\beta$ for some vertex $\beta$ which has access to $\alpha$ in $R(A)$. Then $h_v^{(n)}$ will grow as $\lambda_\beta^n$, and $\tilde{\nu}_\alpha(X_\alpha(n))$ in (11) tends to infinity as $n \to \infty$.

Thus, we have established the following result on infinite $\mathcal{R}$-invariant measures for stationary Bratteli diagrams.

THEOREM 4.3. Suppose that $B$ is a stationary Bratteli diagram such that the tail equivalence relation $\mathcal{R}$ is aperiodic and the incidence matrix $F$ satisfies (6). Then the set of ergodic infinite ($\sigma$-finite) invariant measures which are positive and finite on at least one open set (depending on the measure), modulo a constant multiple, is in one-to-one correspondence with the set of non-distinguished vertices of the reduced graph $R(A)$ for $A = F_t$. 


5. Applications and examples

5.1. Orbit equivalence. Recall that two topological dynamical systems \((X_1, T_1)\) and \((X_2, T_2)\) are orbit equivalent if there is a homeomorphism \(f : X_1 \to X_2\) which sends \(T_1\)-orbits into \(T_2\)-orbits. Giordano et al proved in [GPS1] (among other things) the following result: let \((X_1, T_1)\) and \((X_2, T_2)\) be uniquely ergodic minimal homeomorphisms of Cantor sets, and let \(\mu_1\) and \(\mu_2\) be \(T_1\)- and \(T_2\)-invariant probability measures, respectively. Then \((X_1, T_1)\) and \((X_2, T_2)\) are orbit equivalent if and only if \(\{\mu_1(E) : E \text{ clopen in } X_1\} = \{\mu_2(E) : E \text{ clopen in } X_2\}\). We are going to show that this statement is not valid for two non-minimal aperiodic uniquely ergodic homeomorphisms.

Let \(B_1\) and \(B_2\) be two stationary Bratteli diagrams (see Figure 2) constructed via the incidence matrices \(F_1\) and \(F_2\) where

\[
F_1 = \begin{pmatrix} 2 & 0 \\ 1 & 2 \end{pmatrix}, \quad F_2 = \begin{pmatrix} 2 & 1 & 0 \\ 0 & 2 & 0 \\ 0 & 1 & 2 \end{pmatrix}.
\]

It is not hard to see that these diagrams admit Vershik maps \(\varphi_1\) and \(\varphi_2\) acting on the path spaces \(X_{B_1}\) and \(X_{B_2}\), respectively. Then the dynamical systems \((X_{B_1}, \varphi_1)\) and \((X_{B_2}, \varphi_2)\) are aperiodic, and each has a unique minimal component: \(C_1 \subset X_{B_1}\), corresponding to the left part of diagram \(B_1\), and \(C_2 \subset X_{B_2}\), corresponding to the central part of diagram \(B_2\). It follows from our results in §3 that the systems \((X_1, T_1)\) and \((X_2, T_2)\) are uniquely ergodic. Let \(\mu_1\) and \(\mu_2\) be the unique ergodic invariant probability measures that are supported on \(C_1\) and \(C_2\), respectively. Notice that \((C_1, \varphi_1)\) and \((C_2, \varphi_2)\) are identical; in fact, this is the 2-odometer. Therefore, the values of these measures on clopen subsets in \(X_{B_1}\) and \(X_{B_2}\) are the same.

**Proposition 5.1.** The Vershik maps \(\varphi_1\) and \(\varphi_2\) are not orbit equivalent.

**Proof.** Suppose that the systems \((X_{B_1}, \varphi_1)\) and \((X_{B_2}, \varphi_2)\) are orbit equivalent. Notice that a homeomorphism \(f\) implementing orbit equivalence will map \(C_1\) onto \(C_2\). Therefore, \((X_{B_1} \setminus C_1, \varphi_1)\) is orbit equivalent to \((X_{B_2} \setminus C_2, \varphi_2)\) via \(f\). Let \(D_1\) and \(D_2\) be clopen subsets of \(X_{B_1}\) and \(X_{B_2}\) defined as shown in Figure 2. It is obvious that \(D_1\) and \(D_2\)
are complete sections for \((X_{B_1} \setminus C_1, \varphi_1)\) and \((X_{B_2} \setminus C_2, \varphi_2)\), respectively. Let \(\psi_1 = (\varphi_1)_D\) and \(\psi_2 = (\varphi_2)_D\) be the induced homeomorphisms defined on \(D_1\) and \(D_2\). It is straightforward to check that orbit equivalence of \((X_{B_1} \setminus C_1, \varphi_1)\) and \((X_{B_2} \setminus C_2, \varphi_2)\) implies orbit equivalence of \((D_1, \psi_1)\) and \((D_2, \psi_2)\). But the latter is impossible because \((D_1, \psi_1)\) is a uniquely ergodic system while \((D_2, \psi_2)\) has two ergodic invariant probability measures. The proposition is proved. \(\square\)

We note that one can use another argument to prove the proposition: from Theorem 4.3 it follows that the diagrams \(B_1\) and \(B_2\) have different numbers of (essentially distinct) infinite invariant measures.

We can apply our results to a question concerning orbit equivalence in Borel dynamics.

**Corollary 5.2.** Let \(B_1\) and \(B_2\) be stationary Bratteli diagrams with incidence matrices \(F_1\) and \(F_2\), respectively. The tail equivalence relations \(\mathcal{R}_1\) and \(\mathcal{R}_2\) are Borel isomorphic if and only if the matrices \(A_1 = F_1^T\) and \(A_2 = F_2^T\) have the same number of distinguished eigenvalues.

In particular, if \(\omega\) and \(\omega'\) are two orderings on a stationary Bratteli diagram \(B\) such that Borel–Vershik automorphisms \(f_\omega\) and \(f_{\omega'}\) of the path space \(X_B\) exist, then \(f_\omega\) and \(f_{\omega'}\) are (Borel) orbit equivalent.

**Proof.** By [DJK], two countably infinite non-smooth hyperfinite Borel equivalence relations are Borel isomorphic if and only if the sets \(EM_1(\mathcal{R}_1)\) and \(EM_1(\mathcal{R}_2)\) of ergodic probability measures have the same cardinality (see [DJK] for definitions). The result now follows from Lemma 2.7 and Theorem 3.8. The second statement is an immediate consequence of the first one, as a special case. \(\square\)

### 5.2. Aperiodic substitutions.

Let \(A\) denote a finite alphabet and \(A^+\) the set of all non-empty words over \(A\). A map \(\sigma : A \to A^+\) is called a substitution. By concatenation, \(\sigma\) is extended to the map \(\sigma : A^+ \to A^+\). We define the language of the substitution \(\sigma\) as the set of all words which appear as factors of \(\sigma^n(a)\), with \(a \in A\) and \(n \geq 1\). The substitution dynamical system associated to \(\sigma\) is a pair \((X_\sigma, T_\sigma)\) where

\[
X_\sigma = \{x \in A^\mathbb{Z} : x[-n, n] \in \mathcal{L}(\sigma) \text{ for all } n\},
\]

and \(T_\sigma\) is the left shift on \(A^\mathbb{Z}\). The substitution \(\sigma\) is called aperiodic if the system \((X_\sigma, T_\sigma)\) has no periodic points. Let \(|w|\) denote the length of a word \(w\). We will assume that

\[
|\sigma^n(a)| \to \infty \quad \text{as } n \to \infty \quad \text{for all } a \in A. \tag{12}
\]

Such substitutions are sometimes called ‘growing’; see [Pa]. The substitution matrix is defined by \(M_\sigma = (m_{ab})\) where \(m_{ab}\) is the number of letters \(a\) occurring in \(\sigma(b)\). The substitution \(\sigma\) is primitive if \(M_\sigma\) is primitive. It is well-known that primitive substitution dynamical systems are minimal and uniquely ergodic; see [Que]. A fair amount of research has been done on non-primitive substitutions, including substitutions for which (12) is violated (see, e.g., [ASH, PA, MS, DU, DL]), mostly in the framework of combinatorics on words and theoretical computer science. However, the investigation of non-primitive, non-minimal substitution dynamical systems has begun only recently [Y, BKM].
The connection between simple stationary Bratteli diagrams and primitive substitutions was first pointed out by Livshits [L1, L2, VL] and later clarified in [Fo, DHS]. Extension to the aperiodic case was recently achieved in [BKM].

Let \( B = (V, E, \omega) \) be a stationary ordered Bratteli diagram. Choose a stationary labeling of \( V_n \) by an alphabet \( \mathcal{A} \), i.e. \( V_n = \{v_n(a) : a \in \mathcal{A}\} \) for \( n > 0 \). For \( a \in \mathcal{A} \) we consider the vertex \( v(a) \) in \( V_n, n \geq 2 \), and all the edges leading to it from \( V_{n-1} \). These edges come from some vertices \( v(a_1), \ldots, v(a_s) \), which we list according to the \( \omega \)-order. The map \( a \mapsto a_1 \cdots a_s \) from \( \mathcal{A} \) to \( \mathcal{A}^+ \) does not depend on \( n \) (by stationarity) and determines a substitution called the substitution read on \( B \). The following theorem was proved in [BKM], extending the results of [Fo, DHS] from the primitive to the aperiodic case.

**Theorem 5.3.** Let \( B \) be a stationary \( \omega \)-ordered Bratteli diagram whose path space \( X_B \) has no isolated points. Suppose \( B \) admits an aperiodic Bratteli–Vershik system \((X_B, \varphi_B)\). Then the system \((X_B, \varphi_\omega)\) is conjugate to an aperiodic substitution dynamical system (with substitution read on \( B \)) if and only if no restriction of \( \varphi_B \) to a minimal component is isomorphic to an odometer.

Conversely, assume that a substitution \( \sigma \) satisfies (12). Then the substitution dynamical system is conjugate to the Vershik map of a stationary ordered Bratteli diagram.

Actually, in the second part of the theorem, more general substitutions—those having a certain ‘nesting property’—were considered in [BKM]. Let \( \sigma : \mathcal{A} \to \mathcal{A}^+ \) be an aperiodic substitution satisfying (12). Denote by \( B_\sigma \) the stationary Bratteli diagram ‘read on the substitution’. This means that the substitution matrix \( M_\sigma \) is transpose to the incidence matrix of \( B_\sigma \). It follows from Theorem 5.3 that there exists a stationary ordered Bratteli diagram \( B(X_\sigma, T_\sigma) = B \) whose Vershik map \( \varphi_B \) is conjugate to \( T_\sigma \). Thus, we have two Bratteli diagrams associated to \((X_\sigma, T_\sigma)\). It follows from the results of §3 that all \( T_\sigma \)-invariant measures can be determined from the stationary ordered Bratteli diagram \( B \). We observe that the diagram \( B \) may have considerably more vertices than the diagram \( B_\sigma \) (see Example 5.8 below). In fact, we can prove the following statement.

**Theorem 5.4.** There is a one-to-one correspondence \( \Phi \) between the set of ergodic \( T_\sigma \)-invariant probability measures on the space \( X_\sigma \) and the set of ergodic \( \mathcal{R} \)-invariant probability measures on the path space \( X_{B_\sigma} \) of the stationary diagram \( B_\sigma \) defined by the substitution \( \sigma \). The same statement holds for non-atomic infinite invariant measures.

**Proof.** Given an aperiodic substitution \( \sigma \) defined on a finite alphabet \( \mathcal{A} \), construct the Bratteli diagram \( B_\sigma \) such that the substitution read on the diagram \( B_\sigma \) coincides with \( \sigma \). Condition (12) implies that the tail equivalence relation \( \mathcal{R} \) is aperiodic. By rearranging the letters of \( \mathcal{A} \) we can assume that the incidence matrix of \( B_\sigma \) has the form (4). Obviously, \( \sigma \) generates an ordering \( \omega \) on \( B_\sigma \). Recall that the sets \( X_{\text{max}}(\omega) \) and \( X_{\text{min}}(\omega) \) are finite. In general, this ordering does not produce a Vershik map \( \varphi \) on the path space \( X_{B_\sigma} \).

However, it is clear that \( \varphi \) is well-defined at least for any infinite path from the \( \varphi \)-invariant set \( X_0 := X_{B_\sigma} \setminus \text{Orb}_\varphi(X_{\text{max}}(\omega) \cup X_{\text{min}}(\omega)) \). Since \( \mathcal{R} \) is aperiodic, we see that \( \varphi \) has no periodic points, and hence every finite \( \varphi \)-invariant measure is non-atomic. This implies that the dynamical systems \((X_{B_\sigma}, \mathcal{R})\) and \((X_0, \varphi)\) have the same set of ergodic invariant measures (both finite and infinite non-atomic).
Now consider the map $\pi : X_0 \to \mathcal{A}^\mathbb{Z}$ where $\pi(x) = (\pi(x))_k$, $k \in \mathbb{Z}$, and $\pi(x)_k = a$ for $a \in \mathcal{A}$ if and only if $\varphi^k(x)$ goes through the vertex $a \in V_1$. Then
\[ \pi \circ \varphi = T_\sigma \circ \pi. \] (13)

We will show that $\pi$ is injective on $X_0$. To do this, we use the recognizability property proved in [BKM, Theorem 5.17] for any aperiodic substitution, which says that for any $\xi \in X_\sigma$ there exist a unique $\eta \in X_\sigma$ and a unique $i \in \{0, 1, \ldots, |\sigma(\eta)[0]| - 1\}$ such that $\xi = T_\sigma^i \sigma(\eta)$.

Take $\xi_1 \in X_\sigma$ and, for $n \in \mathbb{N}$, find $\xi_n \in X_\sigma$ and $i_n$ such that $\xi_n = T_\sigma^{i_n+1} \sigma(\xi_{n+1})$. In other words, $\xi_n$ and $\xi_{n+1}$ are related as follows (this is an illustrative example):

| ... | $\xi_n[-3]$ | $\xi_n[-2]$ | $\xi_n[-1]$ | $\xi_n[0]$ | $\xi_n[1]$ | $\xi_n[2]$ | $\xi_n[3]$ | $\xi_n[4]$ | ... |
|-----|--------------|--------------|--------------|------------|------------|------------|------------|------------|-----|
| ... | $\sigma(\xi_{n+1}[-1])$ | $\sigma(\xi_{n+1}[0])$ | $\sigma(\xi_{n+1}[1])$ | $\sigma(\xi_{n+1}[2])$ | $\sigma(\xi_{n+1}[3])$ | $\sigma(\xi_{n+1}[4])$ | $\sigma(\xi_{n+1}[5])$ | $\sigma(\xi_{n+1}[6])$ | ... |

Thus, every $\xi_1 \in X_\sigma$ generates an infinite matrix whose rows are defined by $\xi_n$ as in the diagram above. Denote by $X'_\sigma$ the subset of $X_\sigma$ formed by those $\xi_1$ for which the diagram above is infinite to the left and to the right; in other words, the blocks $\xi_n[0]$ grow in both directions. It follows from [BKM, Theorem A.1] that the complement of $X'_\sigma$ in $X_\sigma$ is at most countable.

We will now define a map $\tau$ from $X'_\sigma$ to $X_{B_\sigma}$. Given $\xi_1 \in X'_\sigma$, we will construct an infinite path $x \in X_{B_\sigma}$ by the following rule: the path $x = (e_n)$ goes through the vertices $\xi_n[0] \in V_n$ and $e_n$ is the $i_n$th edge with respect to the order of $r^{-1}(\xi_n[0])$ (recall that the diagram has single edges between the top vertex $v_0$ and the vertices of the first level). It is not hard to check that $\pi(X_0) = X'_\sigma$ and $\tau \circ \pi = \text{id}$, which proves that $\pi$ is injective. It follows from (13) that $(X_0, \varphi)$ is topologically conjugate to $(\pi(X_0), T_\sigma)$. Since $X_{B_\sigma} \setminus X_0$ and $X_\sigma \setminus X'_\sigma$ are at most countable and there are no periodic points, the claim of the theorem follows.

\[ \square \]

**Remark 5.5.** If $\mu$ is an ergodic $\mathcal{R}$-invariant measure and $\nu = \Phi(\mu)$ is an ergodic $T_\sigma$-invariant measure, then the clopen values sets coincide for $\mu$ and $\nu$.

Moreover, it follows from the proof of the last theorem that $(X_{B_\sigma}, \varphi, \mu)$ and $(X_\sigma, T_\sigma, \nu)$ are almost topologically, and even finitary, conjugate; see [DenKea].

Now let $\sigma : \mathcal{A} \to \mathcal{A}^+$ be an aperiodic substitution satisfying (12). Passing from $\sigma$ to a power $\sigma^k$ does not change the substitution dynamical system, so we can assume without loss of generality that the substitution matrix satisfies (6).

**Corollary 5.6.** Let $\sigma : \mathcal{A} \to \mathcal{A}^+$ be an aperiodic substitution having the property (12), with a substitution matrix $M_\sigma$ satisfying condition (6). Then the set of ergodic probability measures for $T_\sigma$ is in one-to-one correspondence with the set of distinguished eigenvalues for $M_\sigma$. The substitution dynamical system is uniquely ergodic if and only if it has a unique minimal component (i.e. $s = 1$ in (5)) and its Perron–Frobenius eigenvalue is the spectral radius of $M_\sigma$. The set of infinite non-atomic ergodic invariant measures for $T_\sigma$ which are positive and finite on at least one open set (depending on the measure), modulo a constant multiple, is in one-to-one correspondence with the set of Perron–Frobenius eigenvectors of the diagonal blocks of $M_\sigma$ which are not distinguished and not equal to the $1 \times 1$ matrix [1].
Proof. This is a combination of Theorems 5.4, 3.8 and 4.3. The unique ergodicity claim follows from the definition of distinguished eigenvalues.

Remark 5.7. 1. It seems plausible that the aperiodicity assumption in the above corollary can be dropped. Yuasa [Y] investigated almost minimal substitution dynamical systems, which have a fixed point as the unique minimal component, and obtained a similar statement. More precisely, he considered $M_\sigma$ with two diagonal blocks: a $1 \times 1$ block $[\ell]$ with $\ell \geq 2$, which corresponds to the fixed point, and another primitive block. The system is uniquely ergodic if and only if $\ell$ is the spectral radius of $M_\sigma$, and then there is also an invariant $\sigma$-finite measure of full support. Earlier, the special case of ‘Cantor substitution’ $0 \to 000$, $1 \to 101$ was considered by Fisher [Fi1]. Note that the results of Yuasa are complementary to ours, since we study the aperiodic case; however, the general non-aperiodic case remains open.

2. Durand [Du] obtained ‘a theorem of Cobham for non-primitive substitutions’ for ‘good’ substitutions. A substitution is ‘good’ if there is a minimal component with PF eigenvalue equal to the spectral radius of $M_\sigma$. If the substitution is aperiodic and the minimal component is unique, then being ‘good’ is equivalent to being uniquely ergodic.

Example 5.8. Consider the substitution $\sigma$ on the alphabet $\{a, b, c, d, 1\}$:

$$\sigma = \begin{cases} 
    a \mapsto ab \\
    b \mapsto ba \\
    c \mapsto cd \\
    d \mapsto dc \\
    1 \mapsto a111c
\end{cases}$$

The substitution dynamical system $(X_\sigma, T_\sigma)$ has two minimal components $C_1$ and $C_2$, and each of them is conjugate to the Morse substitution system. The substitution matrix of $\sigma$ is

$$M(\sigma) = \begin{pmatrix} 
    1 & 1 & 0 & 0 & 1 \\
    1 & 1 & 0 & 0 & 0 \\
    0 & 0 & 1 & 1 & 1 \\
    0 & 0 & 1 & 1 & 0 \\
    0 & 0 & 0 & 0 & 3
\end{pmatrix}.$$ 

The Bratteli diagram read on the substitution is shown in Figure 3.

For the matrix $A = M_\sigma$, the distinguished eigenvalues are 2, 2 and 3. The non-negative eigenvectors corresponding to these eigenvalues are

$$p_1 = (1/2, 1/2, 0, 0, 0)^T, \quad p_2 = (0, 0, 1/2, 1/2, 0)^T, \quad p_3 = (2/9, 1/9, 2/9, 1/9, 1/3)^T.$$ 

By Theorems 3.8 and 5.4, these vectors define the ergodic $T_\sigma$-invariant probability measures $\mu_1$, $\mu_2$ and $\mu_3$. The measures $\mu_1$ and $\mu_2$ are supported on the minimal components $C_1$ and $C_2$. On the other hand, $\mu_3$ is supported on $X \setminus (C_1 \cup C_2)$.

The Bratteli diagram $B(X_\sigma, T_\sigma)$ constructed by the method used in [BKM] has a considerably greater number of vertices than $B_\sigma$; see Figure 4. (We note that the Bratteli–Vershik map on the diagram in Figure 3 is not topologically conjugate to the substitution system, whereas the one shown in Figure 4 is.)
Figure 3. Bratteli diagram with three finite invariant ergodic measures and two minimal components.

Figure 4. The Bratteli diagram $B(X_\sigma, T_\sigma)$ (see Example 5.8).
Example 5.9. Let $\sigma$ be the substitution defined on the alphabet $A = \{a, b, 1, 2, 3\}$ as follows:

\[
\sigma = \begin{cases}
    a \mapsto ab \\
    b \mapsto ba \\
    1 \mapsto a11a \\
    2 \mapsto a22b \\
    3 \mapsto 13332
\end{cases}
\]

It is not hard to see that $(X_\sigma, T_\sigma)$ has a unique minimal component $C_1$ defined by the subdiagram based on the symbols $\{a, b\}$. The substitution matrix of $\sigma$ is

\[
M(\sigma) = \begin{pmatrix}
1 & 1 & 2 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 \\
0 & 0 & 3 & 0 & 1 \\
0 & 0 & 0 & 2 & 1 \\
0 & 0 & 0 & 0 & 4
\end{pmatrix}.
\]

Positive eigenvalues of $M(\sigma)$ that have non-negative eigenvectors are 2 (found from the $2 \times 2$ matrix in the upper left corner), 3 and 4. Notice that $m_{4,4} = 2$ is not a distinguished eigenvalue. The corresponding eigenvectors are $p_1 = (1/2, 1/2, 0, 0, 0)^T$, $p_2 = (1/2, 1/4, 3/8, 0, 0)^T$ and $p_3 = (1/4, 1/8, 1/4, 1/8, 1/4)^T$. In this case we have three ergodic $T_\sigma$-invariant measures $\nu_1$, $\nu_2$ and $\nu_3$ built by the vectors $p_1$, $p_2$ and $p_3$, respectively. The measure $\nu_1$ is supported on the minimal component $C_1$.

The Bratteli diagram read on the substitution $\sigma$ has the form shown in Figure 5.

Using the methods of [BKM] it can be computed that the Bratteli diagram $B(X_\sigma, T_\sigma)$ has incidence matrix of size $26 \times 26$. 

**Figure 5.** Bratteli diagram with three finite and one infinite ergodic measures.
6. Ergodic-theoretic properties

In this section we study dynamical systems on stationary Bratteli diagrams $B$ from the ergodic-theoretic point of view. Our results extend the work of Livshits [L2] on minimal Vershik maps and substitution systems, and our methods are rather similar to those of Livshits. We also note that for minimal substitution systems, absence of mixing was proved by Dekking and Keane [DK] and the characterization of eigenvalues was obtained by Host [Ho]. For linearly recurrent systems, eigenvalues were studied in [CDHM, BDM]. Our results, while sharing some common features with these papers, do not follow from them, since we are no longer in the minimal uniquely ergodic setting.

Let $B = (V, E)$ be a stationary Bratteli diagram. Throughout this section we assume that (6) holds, which can always be achieved by telescoping and reordering the vertices. As was noted earlier, we may consider the Vershik map $\varphi$ on $X_B$ defined everywhere except for the orbits of maximal and minimal paths. This yields a measure-preserving system $(X_B, \varphi, \mu_\alpha)$ even when $\varphi$ cannot be extended to a homeomorphism of $X_B$. Here $\mu_\alpha$ is the ergodic invariant probability measure determined by a distinguished vertex $\alpha$ from the reduced graph $R(A)$. With every such $\alpha$ we associate the subdiagram $B_\alpha$ consisting of vertices from the class $E_\alpha$, with $A_\alpha \neq 0$, and the edges connecting them.

For $v \in V$, $E(v_0, v)$ denotes the set of all finite paths from $v_0$ to $v$. Clearly, the Vershik map is defined in the natural way for any path $\bar{\tau} \in E(v_0, v)$ if $\bar{\tau}$ is not maximal. Then, for every pair of such finite paths $\bar{\tau}$ and $\bar{\tau}'$ from $E(v_0, v)$, there exists an integer $Q = Q(\bar{\tau}, \bar{\tau}')$ such that $\varphi^Q(\bar{\tau}) = \bar{\tau}'$. We denote by $[\bar{\tau}]$ the cylinder subset of $X_B$ corresponding to a finite path $\bar{\tau}$.

Since $B$ is stationary, we can (and will) identify the vertex set $V_n$, for $n \geq 1$, with the set $\{1, \ldots, N\}$ to agree with the indexing of rows and columns of the matrix $A$. We also consider a ‘vertical shift’ map $S$ on the set of edges $E \setminus E_1$ such that $S(E_n) = E_{n+1}$, i.e. if $s(e) = i \in V_{n-1}$ and $r(e) = j \in V_n$, then $s(S(e)) = i \in V_n$ and $r(S(e)) = j \in V_{n+1}$. This transformation naturally extends to finite paths starting from vertices of level $n \geq 1$.

A pair of distinct finite paths $(\bar{\omega}, \bar{\omega}')$ with $s(\bar{\omega}) = s(\bar{\omega}')$ and $r(\bar{\omega}) = r(\bar{\omega}')$ will be called a diamond (there is a similar notion of ‘graph diamond’ in symbolic dynamics). The length of the diamond is the common length of $\bar{\omega}$ and $\bar{\omega}'$. Let $D_\alpha$ denote the set of diamonds with both $\bar{\omega}$ and $\bar{\omega}'$ in $B_\alpha$.

Let $(\bar{\omega}, \bar{\omega}')$ be a diamond and let $\bar{\tau}$ be any path from $v_0$ to $s(\bar{\omega}) = s(\bar{\omega}')$. It is easy to see that

$$P(\bar{\omega}, \bar{\omega}') := Q(\bar{\tau} \bar{\omega}, \bar{\tau} \bar{\omega}')$$

is independent of $\tau$. (Here and below $\bar{\tau} \bar{\omega}$ denotes the natural concatenation of finite paths.) Thus,

$$\varphi^{P(\bar{\omega}, \bar{\omega}')} [\bar{\tau} \bar{\omega}] = [\bar{\tau} \bar{\omega}'] \quad \text{for all } \tau \in E(v_0, s(\bar{\omega})). \quad (14)$$

Observe that if $(\bar{\omega}, \bar{\omega}')$ is a diamond, then $(S^n(\bar{\omega}), S^n(\bar{\omega}'))$ is a diamond as well. We write

$$P_n(\bar{\omega}, \bar{\omega}') := P(S^n(\bar{\omega}), S^n(\bar{\omega}')).$$
Lemma 6.1. Let \((\overline{\omega}, \overline{\omega}')\) be a diamond in \(D_\alpha\). Then there exists \(\delta > 0\) such that for every finite path \(\overline{e}\) with \(r(\overline{e})\) in a class which has access to \(\alpha\) in \(R(A)\),

\[
\mu_\alpha(\varphi^{P_n(\overline{\omega}, \overline{\omega}')}_n[\overline{e}] \cap [\overline{e}]) \geq \delta \mu_\alpha([\overline{e}]) \tag{15}
\]

for all \(n\) sufficiently large.

Before proving the lemma, we deduce the following corollary.

Corollary 6.2.

(i) The system \((X_B, \varphi, \mu_\alpha)\) is not strongly mixing.

(ii) For any aperiodic substitution \(\sigma\) having the property (12), the substitution dynamical system \((X_\sigma, T_\sigma, \nu)\) is not strongly mixing for any ergodic probability measure \(\nu\).

Proof. (i) We can find a diamond in \(D_\alpha\) and apply the lemma. Let \(P_n = P_n(\overline{\omega}, \overline{\omega}')\). If the system were mixing, we would have, for every finite path \(\overline{e}\),

\[
\mu_\alpha(\varphi^{P_n}[\overline{e}] \cap [\overline{e}]) \to \mu_\alpha([\overline{e}])^2 \quad \text{as} \quad n \to \infty,
\]

since \(|P_n| \to \infty\). By choosing \(\overline{e}\) long enough, we can ensure that \(\mu_\alpha([\overline{e}]) < \delta\) and get a contradiction with (15).

(ii) This follows from part (i) and the results in §5.2. \(\square\)

Proof of Lemma 6.1. Without loss of generality, we can assume that the diamond \((\overline{\omega}, \overline{\omega}')\) starts at level 1 (any other diamond is obtained by vertical shifting). We can also assume that for every vertex \(\alpha\) the matrix \(F_\alpha\) is strictly positive. Suppose \(s(\overline{\omega}) = s(\overline{\omega}') = j \in V_1\) and \(r(\overline{\omega}) = r(\overline{\omega}') = j' \in V_k\), so that the diamond has length \(k-1\). Suppose \(|\overline{e}| = m\) and \(r(\overline{e}) = i \in V_m\). For \(n \geq m + 2\), denote by \([\overline{e}; S^n(\overline{\omega})]\) the cylinder set consisting of paths from \([\overline{e}]\) which go along the path \(S^n(\overline{\omega})\) from level \(n + 1\) to level \(n + k\). It follows from (14) that

\[
[\overline{e}; S^n(\overline{\omega})] \cap [\overline{e}] \cap \varphi^{-P_n}[\overline{e}] = \varphi^{-P_n}(\varphi^{P_n}[\overline{e}] \cap [\overline{e}]).
\]

Thus, the desired claim will follow if we prove that

\[
\mu_\alpha([\overline{e}; S^n(\overline{\omega})]) \geq \delta \mu_\alpha([\overline{e}])
\]

where \(\delta > 0\) is independent of \(n \geq m = |\overline{e}|\). By Theorem 3.8,

\[
\mu_\alpha([\overline{e}]) = x_i \lambda_\alpha^{-m+1}
\]

with \(x_i > 0\), since \(i\) is in a class which has access to \(\alpha\). On the other hand,

\[
\mu_\alpha([\overline{e}; S^n(\overline{\omega})]) = x_j \lambda_\alpha^{-n-k} \cdot N(i, j),
\]

where \(N(i, j)\) is the number of paths from \(i \in V_m\) to \(j \in V_{n+1}\). We have

\[
N(i, j) = (A^{n+1-m})_{i,j} \sim \lambda_{\alpha}^{n+1-m}
\]

as \(n \to \infty\), by (9). It follows that

\[
\frac{\mu_\alpha([\overline{e}; S^n(\overline{\omega})])}{\mu_\alpha([\overline{e}])} \sim \frac{x_i}{x_j \lambda_\alpha^k},
\]

which is independent of \(n\), as desired. \(\square\)
THEOREM 6.3. A complex number $\gamma$ is an eigenvalue for the finite measure-preserving system $(X_B, \varphi, \mu_\alpha)$ if and only if for every diamond $(\overline{\omega}, \overline{\omega'}) \in D_\alpha$,

$$\gamma^{P_n(\overline{\omega}, \overline{\omega'})} \to 1 \quad \text{as } n \to \infty. \quad (16)$$

Moreover, if the diagram satisfies condition (7), then for $\gamma$ to be an eigenvalue it is sufficient that (16) holds for all diamonds of length $k \leq 2$ in $D_\alpha$.

Proof of necessity in Theorem 6.3. There are several closely related approaches; we shall follow [Sol, Theorem 4.3]. Fix a diamond $(\overline{\omega}, \overline{\omega'}) \in D_\alpha$. Let $f$ be a non-constant measurable function on $X_B$ such that $f(\varphi x) = \gamma f(x)$ for $\mu_\alpha$-a.e. $x \in X_B$. By ergodicity, we can assume that $|f| = 1$ a.e. For any $\varepsilon > 0$, we can find a simple function $g = \sum_{i \in I} c_i 1_{E_i}$ such that $E_i = [\overline{\tau}_i]$ is the cylinder set corresponding to a finite path $\overline{\tau}_i$, $\{E_i : i \in I\}$ forms a finite partition of $X_B$, and $\|f - g\|_1 < \varepsilon$ where $\|\cdot\|_1$ is the norm in $L^1(X_B, \mu_\alpha)$. Suppose that $n \geq \max(|e_i| : i \in I) + 2$, and let $P_n = P_n(\overline{\omega}, \overline{\omega'})$. Consider the set

$$A_n := \bigcup_{i \in I} (\varphi^{P_n} E_i \cap E_i).$$

We claim that

$$\mu_\alpha(A_n) = \sum_i \mu_\alpha(E_i \cap \varphi^{P_n} E_i) \geq \sum_i \delta \mu_\alpha(E_i) = \delta,$$

where $\delta$ is the same as in Lemma 6.1. Indeed, if $\overline{\tau}_i$ terminates in a vertex which has access to $\alpha$ in $R(A)$, then (15) applies to $E_i$; otherwise, $\mu_\alpha(E_i) = 0$. We have

$$\mathcal{J} := \int_{A_n} |f(\varphi^{-P_n} x) - f(x)| \, d\mu_\alpha = \mu_\alpha(A_n) |\gamma^{P_n} - 1| \geq \delta |\gamma^{P_n} - 1|,$$

since $f$ is an eigenfunction. On the other hand,

$$\mathcal{J} \leq \int_{A_n} |f(\varphi^{-P_n} x) - g(\varphi^{-P_n} x)| \, d\mu_\alpha + \int_{A_n} |g(\varphi^{-P_n} x) - g(x)| \, d\mu_\alpha$$

$$+ \int_{A_n} |g(x) - f(x)| \, d\mu_\alpha < 2\varepsilon.$$

In fact, the first and the third integrals are less than $\varepsilon$ by the choice of $g$, and the second integral is zero because on $\varphi^{P_n} E_i \cap E_i$ we have $g(x) = g(\varphi^{-P_n} x) = c_i$. Combining the last two inequalities yields

$$|\gamma^{P_n} - 1| \leq 2\varepsilon / \delta,$$

proving (16). \qed

Proof of sufficiency in Theorem 6.3. By telescoping the Bratteli diagram with respect to the levels $V_{nd+1}$ for some $d \in \mathbb{N}$, we can assume that condition (7) is satisfied. The new dynamical system is measure-theoretically isomorphic to the original one, so it has the same set of eigenvalues. Moreover, every diamond $(\overline{\omega}, \overline{\omega'})$ of the telescoped diagram, with $s(\overline{\omega}) \in V_1$, corresponds to a diamond $(\overline{\tau}, \overline{\tau'})$ of the original diagram, and $P_n(\overline{\omega}, \overline{\omega'}) = E_{nd}(\overline{\tau}, \overline{\tau'})$. Thus, if we prove sufficiency of (16) for the telescoped diagram, the general case will follow as well.

We need two lemmas, which are rather standard. Their statements hold for all diamonds, but we only need them for diamonds of length $k \leq 2$. 
Lemma 6.4. Let \((\bar{\omega}, \bar{\omega}')\) be a diamond of length \(k \leq 2\), and let \(P_n = P_n(\bar{\omega}, \bar{\omega}')\). Then \(P_n\) is a recurrent sequence satisfying the recurrence relation of the characteristic polynomial of \(A\). More precisely, if \(\det(zI - A) = z^n - d_1z^{n-1} - \cdots - d_n\), then

\[
P_{n+N} = d_1 P_{n+N-1} + \cdots + d_n P_n \quad \text{for all } n \in \mathbb{N}.
\]

Proof of Lemma 6.4. First suppose that \((\bar{\omega}, \bar{\omega}')\) has length 1. Without loss of generality, assume that \(s(\bar{\omega}) = s(\bar{\omega}') = j \in V_1\) and \(r(\bar{\omega}) = r(\bar{\omega}') = j' \in V_2\). Then \(\bar{\omega} = (\omega_1)\) and \(\bar{\omega}' = (\omega'_1)\), with \(\omega_1\) and \(\omega'_1\) being two distinct edges between \(j\) and \(j'\). Let \(\kappa\) and \(\kappa'\) be the positions of these edges in the ordered set \(r^{-1}(j')\). It is easy to see that

\[
P_n(\bar{\omega}, \bar{\omega}') = (\kappa' - \kappa) h_j^{(n)}
\]

and so (17) holds, since it holds for all \(h_w^{(n)} = \sum_{i=1}^N (A^n)_{i,w}\). Here we have used the Cayley–Hamilton theorem, which says that matrices \(A^n\), and hence all their matrix elements, satisfy (17).

Now suppose that \((\bar{\omega}, \bar{\omega}')\) has length 2. Then, without loss of generality, we can assume that \(\bar{\omega} = (\omega_1, \omega_2)\) and \(\bar{\omega}' = (\omega'_1, \omega'_2)\) are distinct paths from \(j \in V_1\) to \(j' \in V_2\). We can also assume that \(i := r(\omega_1) \neq i' := r(\omega'_1)\); otherwise, the diamond decomposes into two diamonds of length 1. Suppose that \(\omega_2 < \omega'_2\) in the linear ordering \(r^{-1}(j')\) (if not, switch \(\bar{\omega}\) and \(\bar{\omega}'\), which will result in changing the sign of \(P_n\)). It is not hard to see that

\[
P_n(\bar{\omega}, \bar{\omega}') = \sum_{e \in r^{-1}(i) : \omega_1 \leq e} h_j^{(n)} + \sum_{e \in r^{-1}(j) : \omega_2 \leq e < \omega'_2} h_{s(e)}^{(n+1)} + \sum_{e \in r^{-1}(i') : e < \omega'_1} h_{s(e)}^{(n)}
\]

which implies (17) since, once again, it holds for each \(h_w^{(n)}\). \(\square\)

Lemma 6.5. Let \((\bar{\omega}, \bar{\omega}')\) be a diamond of length \(k \leq 2\), and let \(P_n = P_n(\bar{\omega}, \bar{\omega}')\). If \(\gamma P_n \to 1\), then the convergence is geometric, that is, there exists \(\rho \in (0, 1)\) such that

\[
|\gamma P_n - 1| \leq C \rho^n
\]

for some \(C > 0\).

Proof of Lemma 6.5. Let \(\gamma = e^{2\pi i \theta}\); then \(\gamma P_n \to 1\) is equivalent to \(P_n \theta \to 0 \mod \mathbb{Z}\). Let

\[
M = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
d_N & d_{N-1} & d_{N-2} & \cdots & d_1 \\
\end{pmatrix}, \quad x_n = \begin{pmatrix}
P_n \theta \\
P_{n+1} \theta \\
\vdots \\
P_{n+N-1} \theta \\
\end{pmatrix}.
\]

Then \(x_{n+1} = M x_n\) and \(P_n \theta \to 0 \mod \mathbb{Z}\) implies that \(M^n x_1 \to 0 \mod \mathbb{Z}^N\) as \(n \to \infty\). Now the claim follows from \([Ho, Lemma 1]\). \(\square\)

Continuation of the proof of sufficiency in Theorem 6.3. Choose an infinite path

\[
x^{(0)} = (x_1^{(0)}, x_2^{(0)}, \ldots)
\]

in \(X_B\) such that all of its vertices lie in the class \(\alpha\). In our notation, this means that \(x^{(0)}\) is in \(Y_\alpha\). It may be convenient to choose \(x^{(0)}\) to be ‘constant’ (that is, \(S(x_n^{(0)}) = x_{n+1}^{(0)}\)), which is
possible since in $B_\alpha$ all vertices are connected by the property (I'); but this is not necessary. Let $f(x^{(0)}) = 1$. Now consider an arbitrary $x \in X_B$. If $x \not\in X_\alpha$, then we can set $f(x) = 1$ (or any other value), since the set of such paths has zero $\mu_\alpha$ measure by Lemma 4.1. Then we can suppose that the vertices of $x$ lie in $B_\alpha$ for all levels $n \geq N$. Fix $n \geq N$ and consider the vertex $r(x_n) \in V_n(B_\alpha)$. If $x^{(0)}$ passes through $r(x_n)$, take $e_n := x^{(0)}_{n+1}$; otherwise, take $e_n$ to be any edge connecting $r(x_n)$ to $r(x^{(0)}_{n+1})$. Let

$$f_n(x) = \gamma^{-Q_n}$$ where $Q_n = Q_n(x) \in \mathbb{Z}$ is such that $\psi^{Q_n}(x[1, n]e_n) = x^{(0)}[1, n + 1],$$

which is well-defined (note that it may be negative). Finally, let

$$f(x) = \lim_{n \to \infty} f_n(x).$$

We are going to show that this limit exists. We claim that there exist $C > 0$ and $\rho \in (0, 1)$ such that

$$|f_{n+1}(x) - f_n(x)| = |\gamma^{Q_{n+1}-Q_n} - 1| < C\rho^n$$

(20)

for $n$ sufficiently large. This will imply convergence of $f_n$ to $f$.

Observe that the pair of finite paths

$$(\overline{\omega}^{(n)}, \overline{\omega}'^{(n)}) := (e_n x^{(0)}_{n+2}, x_{n+1} e_{n+1})$$

forms a diamond in $D_\alpha$ of length 2; see Figure 6. (Note that this can be a ‘degenerate diamond’ if the paths coincide, in which case $Q_{n+1} = Q_n$ and there is nothing to prove.) In fact, there is a diamond $(\overline{\omega}, \overline{\omega}') \in D_\alpha$ starting at level 1 such that $(\overline{\omega}^{(n)}, \overline{\omega}'^{(n)}) = (S^{n-1}(\overline{\omega}), S^{n-1}(\overline{\omega}'))$. It remains to observe that $Q_{n+1} - Q_n = P_{n-1}(\overline{\omega}, \overline{\omega}')$, so that applying Lemma 6.5 (keeping in mind that there are finitely many possible diamonds of length 2) gives the claim (20).

If we make a consistent choice of the edges $e_n$, it is clear that this construction yields a measurable function $f$. In fact, the $f_n$ are continuous on $X_\alpha$ and the convergence is uniform, so $f$ is continuous on $X_\alpha$. (We do not, however, claim that $f$ has a continuous extension as an eigenfunction to the entire $X_B$; this need not be true.)

It is easy to see that the definition of $f$ does not depend on the choice of the edge $e_n$. This again follows from Lemma 6.5, since we get a diamond between levels $n$ and $n + 1$ by choosing a different edge $e_n$. Finally, we claim that $f$ is an eigenfunction. Since $x$ is a non-maximal path in $X_\alpha$, $\varphi(x)$ will only change the initial part of $x$ of a certain length $k$. Take $n > k$ so that $x_n \in E(B_\alpha)$. Then $\varphi(x)_n = x_n$ and we can choose the same edge $e_n$ as in the definition of $f(x)$ and $f(\varphi(x))$. It is clear that $Q_n(\varphi(x)) = Q_n(x) - 1$, hence $f_n(\varphi(x)) = \gamma f_n(x)$, and upon letting $n \to \infty$ we obtain $f(\varphi(x)) = \gamma f(x)$, as desired.

**Remark 6.6.** It is not hard to show by similar methods that $\gamma$ is an eigenvalue for the topological dynamical system $(X_B, \varphi)$, with a continuous eigenfunction, if and only if (16) holds for all diamonds in the diagram $B$. Necessity is especially easy to see: if $(\overline{\omega}, \overline{\omega}')$ is a diamond, then

$$\varphi^{P_n(\overline{\omega}, \overline{\omega}')}[\tau S^n(\overline{\omega})] = [\tau S^n(\overline{\omega}') \]$$

for $\tau \in E(v_0, s(S^n(\overline{\omega})))$.
by (14). For any $x^{(n)} \in [\mathcal{T}^n(\omega)]$, we obtain that $\text{dist}(x^{(n)}, \varphi^{P_n(\omega, \omega')}(x^{(n)})) \to 0$ as $n \to \infty$. Hence, for a unimodular continuous eigenfunction $f$ with eigenvalue $\gamma$, we have by uniform continuity that

$$|f(x^{(n)}) - f(\varphi^{P_n(\omega, \omega')}(x^{(n)}))| = |1 - \gamma^{P_n(\omega, \omega')}| \to 0 \quad \text{as } n \to \infty,$$

as desired.

Next we derive some consequences of Theorem 6.3.

**Corollary 6.7.** Suppose that the Bratteli diagram satisfies condition (7). Then, for $\gamma = e^{2\pi i \theta}$ to be an eigenvalue of the measure-preserving system $(X_B, \varphi, \mu_\alpha)$, it is sufficient that

$$\theta h^{(n)}_j \to 0 \mod \mathbb{Z} \quad \text{as } n \to \infty \quad (21)$$

for every $j \in \mathcal{E}_\alpha$.

**Proof.** In view of Theorem 6.3, this follows from (18) and (19). \qed

Similarly to [FMN], it should be possible to determine the eigenvalues of the system $(X_B, \varphi, \mu_\alpha)$ in an algebraic way, and obtain conditions for weak mixing. We do not pursue
these directions here but, instead, restrict ourselves to a few illustrative examples. In these examples, we specify the incidence matrix $F$ of the stationary Bratteli diagram $B$. The matrix $F$ will be of size $2 \times 2$ or $3 \times 3$ and lower-triangular with at least one non-zero sub-diagonal entry in each row (except the first one, of course), so that $X_B$ will have a unique minimal component. Moreover, the non-zero sub-diagonal entries will all be greater than one, and we will define the linear order on $r^{-1}(v)$ in such a way that both the minimal and the maximal edges leading to $v$ come from another component (except when $v$ is in the minimal component). Such an order produces a unique maximal and a unique minimal infinite path, both of which lie in the minimal component. So, the Bratteli–Vershik homeomorphism $\varphi$ exists in each of the examples. We also assume that $h^{(1)} = (1, \ldots, 1)^T$. Recall that, in view of (1),

$$h^{(n+1)} = F^n h^{(1)}. \quad (22)$$

**Example 6.8.** Let $F = \begin{pmatrix} 2 & 0 \\ 1 & 2 \end{pmatrix}$. There are two ergodic invariant probability measures on $X_B$, namely $\mu_1$, the unique invariant measure on the minimal component, and $\mu_2$, the measure corresponding to the diagonal block [3], which is fully supported.

We will show that the system $(X_B, \varphi, \mu_2)$ has no non-trivial eigenvalues, i.e. that it is weakly mixing. An easy computation based on (22) yields

$$h_1^{(n+1)} = 2^n, \quad h_2^{(n+1)} = 3^{n+1} - 2^{n+1}. \quad (23)$$

In the Bratteli diagram there exist two distinct edges $e_1$ and $e_2$ leading from the second vertex of $V_1$ to the second vertex of $V_2$, with $e_2$ being the immediate successor of $e_1$, which produce a length-1 diamond $(\varnothing, \overrightarrow{e_1}, \overrightarrow{e_2}) \in D_2$ such that $\kappa' - \kappa = 1$ in (18). Thus, by (18), $P_n(\varnothing, \overrightarrow{e_2}) = h_2^{(n)} = 3^n - 2^n$. If $\gamma = e^{2\pi i \theta}$ is an eigenvalue, then

$$\theta(3^n - 2^n) \to 0 \mod \mathbb{Z} \quad \text{as } n \to \infty, \quad (23)$$

by Theorem 6.3, and we claim that this implies $\gamma = 1$. The claim can be verified by elementary considerations, but we refer the reader to a result of Körneyi [Ko], of which we give only a partial statement here, for a very special case.

**Theorem 6.9.** (Körneyi [Ko, Th. 1]) Let $\alpha_1, \ldots, \alpha_d$ be distinct integers with $|\alpha_j| \geq 1$ for $j \leq d$, and let $c_j \neq 0$ be such that

$$\sum_{j=1}^d c_j \alpha_j^n \to 0 \mod \mathbb{Z} \quad \text{as } n \to \infty.$$

Then $c_j \in \mathbb{Q}$ and $\sum_{j=1}^d c_j \alpha_j^n \in \mathbb{Z}$ for all $n$ sufficiently large.

In fact, in [Ko] $\alpha_j$ are only assumed to be algebraic numbers, which is useful for determining eigenvalues of Vershik maps in the general case. Returning to our example, by using Theorem 6.9 we infer from (23) that $\theta(3^n - 2^n) \in \mathbb{Z}$ for all $n$ sufficiently large, and it is elementary to check that then $\theta$ is an integer and hence $\gamma = 1$.

The system $(X_B, \varphi, \mu_1)$ is isomorphic to the 2-odometer, so it has pure discrete spectrum. As is well-known, and easily follows from Theorem 6.3, $e^{2\pi i \theta}$ is an eigenvalue for $(X_B, \varphi, \mu_1)$ if and only if $\theta \cdot 2^n \to 0 \mod \mathbb{Z}$ as $n \to \infty$, that is, $\theta \in \mathbb{Z}[1/2]$. Notice, however, that the eigenfunctions are not continuous on $X_B$ by Remark 6.6.
The following examples show that the values of the off-diagonal entries can affect the discrete spectrum.

**Example 6.10.** Let

\[
F = \begin{pmatrix}
5 & 0 & 0 \\
2 & 3 & 0 \\
0 & 2 & 25
\end{pmatrix}.
\]

We have a fully supported ergodic probability measure \( \mu_3 \) on \( X_B \) corresponding to the eigenvalue \( \lambda_3 = 25 \). Further, \( h^{(1)} = (1, 1, 1)^T = f_1 + (11/10)f_3 \), where \( f_1 = (1, 1, -1/10)^T \) is the eigenvector of \( F \) corresponding to \( \lambda_1 = 5 \) and \( f_3 = (0, 0, 1)^T \) is the eigenvector corresponding to \( \lambda_3 = 25 \). Then we obtain from (22) that \( h^{(n+1)} = 5^n f_1 + (11/10) \cdot 25^n f_3 \) and so

\[
h^{(n+1)} = (5^n, 5^n, (-5^n + 11 \cdot 25^n)/10)^T.
\]

By Corollary 6.7, the set of eigenvalues for \((X_B, \phi_B, \mu_3)\) contains the set \( \{ \exp(2\pi p/5^n) : n \geq 1, 1 \leq p \leq 5^n - 1 \} \).

**Example 6.11.**

Let

\[
F = \begin{pmatrix}
5 & 0 & 0 \\
4 & 3 & 0 \\
0 & 2 & 25
\end{pmatrix}.
\]

The only difference from the previous example is the entry \( F_{2,1} \). Again, we have a fully supported ergodic probability measure \( \mu_3 \) on \( X_B \) corresponding to the eigenvalue \( \lambda_3 = 25 \). However, in this case, the expression for \( h^{(1)} \) involves all three eigenvectors of \( F \); it is \( h^{(1)} = f_1 - f_2 + (61/55)f_3 \) where

\[
f_1 = (1, 2, -1/5)^T, \quad f_2 = (0, 1, -1/11)^T, \quad f_3 = (0, 0, 1)^T.
\]

Thus,

\[
h^{(n+1)} = (5^n, 2 \cdot 5^n - 3^n, -5^{n-1} + (1/11)3^n + (61/55)25^n)^T.
\]

We claim that the system \((X_B, \phi_B, \mu_3)\) is weakly mixing. The argument is similar to that in Example 6.8. In the Bratteli diagram there exist two distinct edges \( e_1 \) and \( e_2 \) leading from the third vertex of \( V_1 \) to the third vertex of \( V_2 \), with \( e_2 \) being the immediate successor of \( e_1 \), which produce a length-1 diamond \((\overline{w}, \overline{w'}) \in D_3 \) such that \( \kappa' - \kappa = 1 \) in (18). Thus, by (18), \( P_{n+1}(\overline{w}, \overline{w'}) = h^{(n+1)}_3 = K_n/55 \) where \( K_n = -11 \cdot 5^n + 5 \cdot 3^n + 61 \cdot 25^n \). If \( \gamma = e^{2\pi i \theta} \) is an eigenvalue, then

\[
\theta(K_n/55) \to 0 \mod \mathbb{Z} \quad \text{as } n \to \infty
\]

by Theorem 6.3. By Theorem 6.9, we have that

\[
\theta(K_n/55) \in \mathbb{Z} \quad \text{for all } n \text{ sufficiently large.} \quad (24)
\]

Let \( \theta = p/q \) with \( p, q \) mutually prime. Observe that \( q \) is odd since \( K_n \) is odd, and it is not divisible by 5 because \( K_n/55 \) is not divisible by 5. Next, note that

\[
K_{n+1} - 3K_n = 22 \cdot 5^n \cdot (61 \cdot 5^n - 1).
\]
and hence

\[(K_{n+1} - 3K_n)/55 = 2 \cdot 5^{n-1}(61 \cdot 5^n - 1).\]

Any prime factor of \(q\) must divide \(61 \cdot 5^n - 1\) (for all \(n\) sufficiently large), hence it is not 61 and must divide \(61(5^{n+1} - 5^n)\) which does not contain any prime factors other than 2, 5 and 61. We have therefore proved that \(\theta\) is an integer, and hence \(\gamma = 1\), as desired.
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