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Abstract—Interactive autonomous applications require robustness of the perception engine to artifacts in unconstrained videos. In this paper, we examine the effect of camera motion on the task of action detection. We develop a novel ranking method to rank videos based on the degree of global camera motion. For the high-ranking camera videos, we show that the accuracy of action detection is decreased. We propose an action detection pipeline that is robust to the camera motion effect and verify it empirically. Specifically, we do actor feature alignment across frames and couple global scene features with local actor-specific features. We do feature alignment using a novel formulation of the Spatio-temporal Sampling Network (STSN) but with multi-scale offset prediction and refinement using a pyramid structure. We also propose a novel input-dependent weighted averaging strategy for fusing local and global features. We show the applicability of our network on our dataset of moving camera videos with high camera motion (MOVE dataset) with a 4.1% increase in frame mAP and 17% increase in video mAP.

I. INTRODUCTION

Interactive robotic and autonomous applications require detecting objects as well as the actions being performed by them [15], [21]. For example, an autonomous car not only needs to detect pedestrians but the action being performed by them to determine its own course of action. Action detection is an important component of the perception engine and it has received considerable progress in recent years due in part to deep-learning based architectures. The effective solutions repurpose deep learning based object detection architectures such as Faster RCNN and SSD and add temporal information to them [12], [16], [20], [22], [24], [26], [27], [37]. Yet, despite such advances, spatio-temporal action detection in unconstrained environments remains a hard problem due to video-specific artifacts such as motion blurring and jitter. Particularly for moving platforms, a common cause for the above artifacts is due to relative motion between the actor and the camera. Previously, camera motion has only been explored in the context of the task of action classification [2], [14], [31], [34] and not action detection. In this work, we take a step towards understanding the role of camera motion in action detection and computational steps to achieve robustness to it.

We focus on the task of spatio-temporal action detection in videos with high amounts of camera motion. To quantify the degree of camera motion, we propose a novel ranking method that uses dense optical flow. Next, we observe that current action detection models fail in challenging videos with high amounts of camera motion. We hypothesize the reduction in accuracy is due to reduced amounts of overlap of features of the actor across frames and the absence of discriminative actor features. Inspired by camera motion compensated features for action classification [2], [14], [31], we propose the addition of a fully learnable feature alignment module that predicts spatiotemporal offsets and uses deformable convolutions for compensation [3]. The concept of deformable convolutions for feature alignment is motivated by the STSN which predicts offsets at a single scale but unlike the STSN, we predict offsets at multiple scales and propose a novel offset refinement step by creating a pyramid of offsets. In addition to that, we propose the addition of contextual information [18], [39] but with a novel input-dependent weighted averaging strategy for fusion of local and global features. We propose RADNet, a clip-based action detection architecture that takes in a stacked set of frames $f_{t \ldots f_{t+k}}$ and generates feature maps at various scales (specifically 6 here) for all the frames within the clip. The feature maps at each scale and at each time step are aligned with respect to a reference frame within the clip using our multi-scale deformable convolution and refinement procedure. The aligned features are then fused with global scene features which are then used for prediction.

Once trained, our model can handle arbitrary camera motions, an idea that we verify by training on existing action detection datasets (UCF101-24 [29]) and evaluating on videos with high camera motion. We create a custom dataset of real-world moving camera videos with spatio-temporal annotation of actions. These videos comprise our MOVE dataset, which we will release. These videos contain a diverse array of actions in challenging scenarios with high degrees of camera motion. We verify the camera motion both qualitatively and quantitatively using our ranking method. Empirically, we observe that our model improves frame mAP and video mAP by 4.1% and 17% respectively on the MOVE dataset. The experiment validates that once trained on any action detection dataset, our model can be generalized to consider arbitrary camera motion.

In summary, our contributions are:

- We construct a novel ranking method for quantifying degree of camera motion within a video and characterize the effect of camera motion on the accuracy of action detection.
- We propose a feature alignment module that predicts offsets at multiple scales and refines them by creating
A pyramid of offsets.
- We propose a novel global feature fusion strategy that uses weighted averaging of local and global features.
- We propose a combined model with feature alignment and global feature fusion that improves overall action detection accuracy.
- We collect a dataset of challenging internet videos (MOVE dataset) with high degree of camera motions and annotate the actions within them and show the efficacy of our proposed network on it.

II. RELATED WORK

Action Detection The effective approach in literature is to adapt object detection architectures such as RCNN and SSD and incorporate temporal information to the architecture [8], [10], [12], [16], [20], [22], [23], [25], [26], [33], [37]. The temporal information is added either by adding optical flow as an additional modality to create a two-stream framework [10] or by processing a stack of frames [16], [22], [26] or by using 3D CNNs as feature extractors [11], [13], [36].

In fully supervised approaches, ROAD [27] is a single frame approach using SSD networks trained with annotated actions. ACT [16] and TRAMNet [26] are SSD-based architectures while AMTNet [22] and TPN [12] are Faster R-CNN-based architectures that use multiple frames. In addition, multi-task formulations [25], [28], recurrent classifiers [18] and early/hybrid fusion of optical flow and RGB [35], [37] are used to improve the action detection performance. The tubelet or frame level detections from these models are linked together to form action tubes through various methods including EM/Viterbi [16], [23], [27] tracking by detection [33] or learning-based [35]. This paper uses the ACT model [16] for benchmarking on action detection in moving camera sequences as it is a simple and powerful baseline.

Actions in Moving Camera Sequences The role of camera motion has been studied for action classification [2], [31], [34]. These approaches separate out camera-induced and object-induced features such as superpixels [2], dense trajectories [31] through homography [2], [31] or low-rank optimization [34]. Other approaches include using human detectors [21] or a CRF [30] to crop object boundaries and use the cropped features to perform classification. However, Action detection in moving camera sequences has not received much attention in prior work.

Datasets Action detection datasets contain both spatial and temporal labelling of actions. JHMDB-21 [6] contains 928 clips of 21 everyday actions such as catch, pick, walk, and wave. UCFSports [29] contains 150 videos of 10 sports-based actions such as diving, running, kicking. UCF101-24 [29] is a challenging dataset of 3207 untrimmed videos with 24 actions. The actions in UCF101-24 are also sports-centric i.e. diving, cricket, diving, biking, etc. AVA [11] is a large-scale dataset of over 80 actions in 430 15-minute video clips. The videos in these datasets are either captured from a static viewpoint or have very smooth camera motions.

A. Our contributions in Context of Prior Work

A summary of the qualitative comparisons with prior work is given in Table I.

Feature Alignment in Video Data: FGFA [38] aligns features from multiple frames to a keyframe by using optical flow based warping. In STSN [3] the optical flow warping step is replaced with deformable convolutions [7], DT&T [9] track the detected objects and use cross-correlated feature maps for detection. Non-local Neural Networks [32] do non-local mean filtering over space and time for video action classification. Lei et al. use deformable temporal operations in which they predict temporal offsets for selecting feature maps for prediction [17] but they do not predict spatial offsets.

Our automated feature alignment step is most similar to the STSN [3] proposed for video object detection. The key difference is that we generate offsets at multiple scales. Additionally, we refine the offsets by upsampling the coarse offsets and adding to the finer-scale offsets similar to a pyramid. The pyramid approach is similar to FPN [19] but we create a pyramid of offsets and not features. An orthogonal approach is used by TramNET [26] that aligns the final predicted boxes. Unlike their approach we do the alignment step at the feature map level.

Global Features: Average fusion of scene and local features is used in CoupleNet [39] and RTPR [18] does concatenation of the local and global feature maps. We develop a weighted averaging scheme for fusion.

III. ACTION DETECTION IN MOVING CAMERA SEQUENCES

We focus on the problem of action detection for moving camera sequences. First, we develop a camera motion detection model based on dense optical flow. The videos containing actions are then ranked with the camera motion.

| Method       | Global Features | Feature Alignment                        | End Task                      |
|--------------|-----------------|------------------------------------------|------------------------------|
| CoupleNet [39] | Concat          | -                                        | Frame Object Detection       |
| FGFA [38]    | -               | Optical Flow Warping                     | Video Object Detection       |
| STSN [3]     | -               | Deformable Convolutions Single Scale     | Video Object Detection       |
| TramNET [26] | -               | Proposal linking                         | Video Action Detection       |
| RTPR [18]    | Concat          | -                                        | Video Action Detection       |
| **This Work** | Weighted Avg.   | Deformable Convolutions. Refinement using Pyramids | Video Action Detection       |

TABLE I COMPARISON WITH PRIOR WORK
A. Camera Motion Detection Model

Our model relies on dense optical flow to model the global camera motion between frames (Figure 3). The dense optical flow is computed using the Brox Method [5]. The average magnitude of the optical flow is stored for each frame (since we do not care about the direction of the apparent motion). Next, regions containing human motions are masked out as they are not always in agreement with the camera motion and may even provide erroneous estimates [31]. The masking is performed using the bounding box annotations. A moving difference of the average flow is taken and normalized by the length of the video to generate the ranking (Equations 1 and 2). Videos with a higher ranking are considered to have a higher degree of camera motion. We verify the ranking through visual inspection.

\[
flow(t) = \frac{1}{x \times y} \sum_x \sum_y \|I_{masked}(t, x, y)\| 
\]

\[
rank = \frac{1}{nframes} \sum_{i=1}^{nframes-1} |flow(i+1) - flow(i)|
\]

We compared our ranking with a video stabilization algorithm that uses Shi-Tomasi Corner Features and Pyramid Lucas-Kanade flow [1]. The stabilization transforms are summed up and length normalized to generate the video ranking. Our ranking method gave a higher ranking to videos with jitter and irregular camera motions. The top ranking videos in the UCF-101-24 dataset with both rankings are shown in the supplementary material.

B. MOVE: A Dataset of Moving Camera Sequences

The camera motion ranking model shows that only a small subset of videos in the UCF101-24 dataset contains videos with high degree of camera motion. This motivates us to collect videos containing actions and with natural camera motions. We collected a dataset of moving camera videos from Youtube to empirically evaluate performance of action detection models on real-world sequences with natural camera motion. We chose videos containing activities that overlapped with the UCF-101-24 dataset and we collected 43 sequences with various actions and high degrees of camera motion. Some of these sequences are shown in Figure 1. A sample video is also shown with video stabilization applied to it in Figure 2 to show the degree of camera motion present. In these videos, actions were annotated spatially and temporally. Of the 24 actions present in UCF-24, we were able to collect videos containing 15 of those actions with clip lengths varying from 2 to 12 seconds. A comparison of the rankings for videos in UCF101-24 and the MOVE dataset in Figure 4 shows the stark difference in estimated motion for
the videos in UCF101-24 and our dataset. Over 23 videos in our dataset rank higher than the highest ranked videos in UCF101-24. Our objective is not to train on this data but to simply use for evaluation.

IV. THE RADNET MODEL

The RADNet model for action detection builds upon the ACT [16] framework for action detection. The network uses a stacked set of frames (clip/tubelet) to generate predictions. For each frame within the clip, feature maps (at multiple scales for one-stage detection) are generated by applying a convolutional backbone to the input frames and the generated feature maps (at the same scale) are combined together in the time dimension. Anchor cuboids are generated apriori for each location in the feature map by extending anchor boxes in the same spatial location over time. For each anchor cuboid, box regression and action classification is performed. The key difference is the addition of two layers. An automated feature alignment layer with multi-scale refinement spatially aligns features from multiple frames while a global feature fusion layer incorporates contextual information with local-actor specific features.

A. Feature Alignment with Multi-Scale Refinement

The feature alignment step aligns features spatially across the time dimension. Formally, given a stacked set of features $X_{stacked}$ corresponding to a stacked set of frames through timesteps $N-K$ to $N$, a prediction module $M$ makes class predictions and localizations for every point $(i,j)$ on that feature map (Equation 4) for time step $N$.

$$X_{stacked} = \text{DepthConcat}(X_{N-K}, X_{N-K+1}, ..., X_N) \quad (3)$$

$$\text{cls, loc}(N,i,j) = M(X_{stacked}) \quad (4)$$

For a point on the feature map $(i,j)$ our objective is to transform $X_{N-K}$ through $X_N$ so that features relevant to $(i,j)$ are passed through (Equation 5). The transformation is achieved by tuning the receptive field of the filters at that location by adding an offset from the set of predicted offsets $\Delta P$.

$$X(t,i,j) = \sum X(t,p + \Delta p(t,i,j)), t \in T \quad (5)$$

The set of offsets $\Delta P$ is computed from the stacked set of feature maps $X_{stacked}$ for every point in the sampling grid $G$. Let $F$ be the function that predicts offsets for each time step for every spatial point in the feature map. We apply $F$ to get $\Delta P$ as shown in Equation 6.

$$\Delta P = F(X_{stacked}) \quad (6)$$

$F$ can be any transformation such as optical flow between frames. For a fully end-to-end learning framework, $F$ needs to be differentiable. The STSN framework using deformable convolutions is adopted to model $F$. Briefly, a 2D convolution layer predicts offsets which are then used to offset the sampling locations for the convolution operator. However, convolution is a very local operation with limited receptive fields i.e. 3x3 and cannot model the global camera motion effectively. The solution is to create a pyramid representation of the offsets. The formulation for the pyramid is trivial [4] and is adapted to RADNet as follows.

Let $O$ be the set of offsets with $o_k$ being the offsets computed at the $kth$ scale. In SSD, the feature maps at 6 scales are used for prediction thus there are 6 levels of offsets in $O$ with scales ranging from 38 x 38 to 1 x 1. The offsets at the coarsest scale (1 x 1) model the average...
camera motion component. They are then upsampled and added to the finer scales recursively. The up-sampled is performed using bilinear sampling. The block diagram for the refinement is shown in Figure 6. A qualitative comparison before and after refinement is shown in Figure 7. The noisy local motion components are smoothed using the refinement procedure.

B. Global and Local Feature Fusion

To incorporate contextual information, we extract features corresponding to the whole scene and fuse them with the local actor specific features \( f_{local} \). The global features \( f_{global} \) are generated by average pooling the feature map at that scale. The global feature map is then aggregated with the local feature maps for prediction. Multiple fusion strategies for aggregation are implemented including concatenation, averaging and weighted averaging as shown in Figure 8.

1. Concatenation
In this scheme, the local and global feature maps are concatenated along the channel dimension. The width of the next layer needs to be doubled to accommodate this.

2. Average/Summation
The local and global feature maps are averaged or summed up along the channel dimension. The width of the next layer does not change in this scheme.

3. Weighted Averaging
A novel weighted averaging scheme is implemented that dynamically weights the global and local features for every input sample and for every input spatial location. The weighted averaging is implemented by using an embedding function to generate weights for the actor features and global features. Formally let the embedding function be \( f_{embed} \) and let the actor features weight be \( l^i \) and the global feature be \( g^i \) for the \( i \)th input sample. The embeddings for both are generated by applying \( f_{embed} \) as given in Equation 7.

\[
\begin{align*}
\hat{l}^i_{\text{embed}}, \hat{g}^i_{\text{embed}} &= f_{\text{embed}}(l^i), f_{\text{embed}}(g^i)
\end{align*}
\]  

(7)

The normalized weight embeddings \( w_{\text{normalized}}^i \) are then generated by applying the softmax function over concatenation of \( \hat{l}^i_{\text{embed}} \) and \( \hat{g}^i_{\text{embed}} \) (Equation 8).

\[
\begin{align*}
w_{\text{normalized}}^i &= \frac{\exp(w_{\text{embed}}^i)}{\sum_{j=1}^{N} \exp(w_{\text{embed}}^j)}
\end{align*}
\]  

(8)

The \( w_{\text{normalized}}^i \) is then used to do the weighted summation of the global and local features as given in Equation 9 to get the output feature map \( p^i \) for prediction.

\[
\begin{align*}
p^i &= l^i \ast w_{\text{normalized}}^i[0] + g^i \ast w_{\text{normalized}}^i[1]
\end{align*}
\]  

(9)

We use a 3 layer DNN [38] EmbedNet to implement the \( f_{\text{embed}} \) function. The EmbedNet takes in the local features and the global features of dimension \((B, C, H, W)\). The output of EmbedNet is a one-channel feature map \((B, 1, H, W)\). The local and global embeddings are then concatenated and the softmax is applied to get a normalized weighted feature map. The global and local weights are then multiplied with the global and local features respectively.

V. EXPERIMENTAL RESULTS AND ANALYSIS

We evaluate the different configurations of RADNet on the MOVE Dataset. In addition, we also benchmark RADNet on existing action detection datasets JHMDB-21 and UCF101-24. For accuracy benchmarking, frame AP and video AP metrics are used. Frame AP evaluates correctness of detections only at the frame level while video AP checks for temporal consistency of detections for the duration of the video.

Implementation Details: We use the ResNet-50 backbone in all of our models. 3 extra residual blocks are added and feature maps from res3, res4, res5 and the extra layers are used. All images are resized to 300 x 300 for training and testing. The model is trained with a step learning schedule and a starting learning rate of 1e-3 for a total of 130000 iterations and a batch size of 8. The feature alignment layers are added to the output of all scales.

| Network | frameAP | Video mAP |
|---------|---------|-----------|
| ACT ResNet-50 | 27.7 | 57.8 | 52.3 | 48.7 |

TABLE III

COMPARISON ON THE MOVE DATASET WITH AND WITHOUT FEATURE ALIGNMENT

A. Evaluation on Existing Datasets

Evaluation of video mAP on the UCF101-24 and JHMDB-21 datasets (Table II) is performed. For direct comparison, both RGB and optical flow modalities are used and we use the two-stream network formulation [10]. Similar to prior work, we average the results for all splits for JHMDB and for UCF101 we report the results for the first split only. For the JHMDB dataset, we improve the video mAP at all thresholds.
Network | frameAP | Video mAP
--- | --- | ---
ACT ResNet-50 | 27.7 | 57.8
Global Feature Fusion
Concat | 29.0 | 54.6
Avg | 29.4 | 59.9
Weighted Avg | 29.2 | 66.1

TABLE IV
COMPARISON ON THE MOVE DATASET WITH AND WITHOUT GLOBAL FEATURE FUSION

STSN [3] | global refinement | frame AP | Params | FLOPS
--- | --- | --- | --- | ---
✓ | ✓ | 27.1 | 35.5 | 17.5
✓ | ✓ | 31.1 | 93.1 | 39.1
✓ | ✓ | 29.2 | 63.6 | 28.9
✓ | ✓ | 31.6 | 121.4 | 49.6
✓ | ✓ | 31.8 | 121.4 | 49.6

TABLE V
ABLATION STUDY ON THE MOVE DATASET

For UCF101-24, we improve the video mAP at at 0.5:0.95 by 0.4%. The small increase in video mAP is attributed to the fact that the datasets contain few moving camera videos so our network does not improve the performance by much.

B. Evaluation on MOVE Dataset

Evaluation on the MOVE dataset is only performed on the RGB images and with the RGB-trained network.

Feature Alignment The effect of feature alignment is discussed here (Table III). In the first experiment the STSN module without refinement is added to the network. The accuracy metrics are decreased. We attribute this to the inaccurate offsets being computed. With the addition of the refinement the frame AP is boosted by 3.4% and the video AP is also improved by 9.0% at a threshold of 0.3. This validates quantitatively the advantage of the refinement step. It also comes at a minimal cost with no addition in the parameters of the model.

Global Fusion Strategies: Next, the different global fusion strategies are evaluated in the network (Table IV). The weighted averaging shows a clear advantage over the concatenation and simple averaging with increase in video mAP (66.1% vs. 57.8%) at a threshold of 0.1 and 51.9% vs 48.7% at a threshold of 0.3.

Ablation Studies: Ablation studies were performed on the MOVE dataset with different configurations of the model (Table V). It is interesting to note that the combined STSN and global feature fusion model improve the frame AP more than their individual contributions. Thus, their effects are complementary. The weighted averaging scheme is used for fusion in all the configurations. The highest frame AP and video AP are observed with the offset refinement and weighted averaging global feature fusion (31.8%). For RADNet we use this configuration to compare with ACT and improve frame AP by 4.1% and video AP by 17% at a threshold of 0.3 (Table VI).

VI. CONCLUSION

In this paper, we have presented the problem of spatio-temporal action detection in moving camera sequences. We have collected and presented a test dataset containing moving camera sequences with annotated actions. We have shown a novel action detection architecture that is robust to the effect of camera motion in action detection. For future work, we intend to collect more videos for testing and possibly for training as well. In addition, we will investigate the two-stream model for fusing optical flow input in the moving camera context. We hope that this will encourage further research into this domain.
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