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Abstract

In real-world applications, such as sharing photos on social media platforms, images are always not only sub-sampled but also heavily compressed thus often containing various artefacts. Simple methods for enhancing the resolution of such images will exacerbate the artefacts, rendering them visually objectionable. In spite of its high practical values, super-resolving compressed images is not well studied in the literature. In this paper, we propose a novel compressed image super resolution (CISR) framework based on parallel and series integration of artefacts removal and resolution enhancement. Based on a mathematical inference model for estimating a clean low-resolution (LR) image and a clean high-resolution (HR) image from a down-sampled and compressed observation, we have designed a CISR architecture consisting of two deep neural network modules: the artefacts removal module (ARM) and the resolution enhancement module (REM). The ARM and the REM work in parallel with both taking the compressed LR image as their inputs, at the same time they also work in series with the REM taking the output of the ARM as one of its inputs and the ARM taking the output of the REM as its other input. A technique called unfolding is introduced to recursively suppress the compression artefacts and restore the image resolution. A unique feature of our CISR system is that it exploits the parallel and series connections between the ARM and the REM, and recursive optimization to reduce the model’s dependency on specific types of degradation thus making it possible to train a single model to super-resolve images compressed by different methods to different qualities. Experiments are
conducted on a mixture of JPEG and WebP compressed images without assuming apriori compression type and compression quality factor. To demonstrate our technique’s real-world application value, we have also applied the trained models directly to restore social media images which have undergone scaling and compression by unknown algorithms. Visual and quantitative comparisons demonstrate the superiority of our method over state-of-the-art super resolution methods, especially for heavily compressed images. Codes and datasets are available at https://github.com/luohongming/CISR_PSI.git.
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1. Introduction

Single image super resolution (SR) aims to reconstruct a high-resolution (HR) image from its low-resolution (LR) counterpart [1]. It has received much attention due to its values in many applications, such as surveillance imaging [2] and thumbnail image enlargement [3]. In almost all practical applications, limited by storage capacity and transmission bandwidth, images are not only down-sampled but also compressed, especially in social media. If the compression is lossy, images are inevitably contaminated by annoying artefacts, such as blocking, ringing, fake edges, etc. Enhancing the resolution of such images will exacerbate the artefacts. Thus, in comparison to clean images, it is more challenging to super-resolve compressed images. Despite its practical application values, compressed image super resolution (CISR) is not well studied in the literature, and there are many problems remain unsolved. This work focuses on the single image SR (SISR) problem for compressed images.

To super-resolve compressed images, training a traditional SISR model with compressed data will have difficulty in producing high-quality super-resolved images (SRIs). The reason is that the resolution enhancement process will inevitably amplify high-frequency artefacts [4]. In previous works, several specific models have been designed for CISR. They fall into two categories: joint model [5, 6] and series (or cascaded) model [7, 8]. Specifically, the joint model is a parallel architecture, where the input image or part of it streams to two independent modules simultaneously, and then the results from the two modules are fused to obtain the output, as shown in Fig. 1(a). However, two independent modules cannot benefit each other, limiting the performance of SISR for compressed images. In the cascaded model, the output of one module streams to the other module. Generally, two modules are involved: one is for compression artefacts removal and the other is for SR. If the SR module is applied first, artefacts would be amplified. It is much more difficult to suppress the amplified artefacts than the original signal. Therefore, in existing methods [4, 7, 8], the LR input image is first restored by reducing compression artefacts and then rescaled to a higher resolution, as shown in Fig. 1(b). However, some image details would be inevitably lost during the artefacts removal process, and those lost details
will be difficult to be retrieved by subsequent modules. Different from previous works, our framework is illustrated in Fig. 1(c). Our system is designed based on a mathematical inference for estimating a clean LR image and a clean HR image from a down-sampled and compressed observation. Formal derivation of our model design will be presented in Section 3.1. A unique feature of our method is that it exploits the parallel and series connections between the ARM and the REM, and recursive optimization to reduce the model’s dependency on specific types of degradation thus making it possible to train a single model to super-resolve images compressed by different methods to different qualities. This is important, as in many real-world applications such as photo sharing on social media platforms, images would have always undergone scaling and compression by unknown algorithms.

As shown in Fig. 1(c), our method consists of two modules, the ARM (Module I) and the REM (Module II). However, these two modules are not simply parallel or cascaded. On one hand, the compressed LR input streams to the two modules in a parallel way. On the other hand, the output of one module is fed back to the other module, resulting in two series flows. Here, we regard the output of one module as the auxiliary input of the other one. Essentially, both parallel and series flows are involved in our framework. Its advantages are threefold: First, the original information in the input is fully available to the both modules. Second, the output of Module I facilitates Module II by providing it with a relatively clean version of the LR image. Third, the output of Module II supplies Module I with an image with high-frequency details which are frequently lost during the artefacts removal process.
In this work, the both modules are implemented by deep neural networks, and both training and testing are achieved by a recursive process sometimes referred to as unfolding [9]. In addition, at the input end of each module, we include a modified non-local operator to capture long-range dependencies in images. By using this modified non-local operator, a relatively clean but blurry image named non-locally filtered image is provided. In an SISR deep network, a long skip connection has been demonstrated to be highly effective in forcing the network to learn residuals, i.e., high-frequency image details [10]. It not only allows low-frequency information to take a shortcut, but also alleviates the problem of vanishing or exploding gradients [11]. Hence, a long skip connection is also adopted in each module of our framework. Since three images, i.e., the input, the auxiliary input, and the non-locally filtered image, are available, we propose to adaptively combine them for the skip connection by learning their respective weights during training. That is, all three images are connected to the output with learnable contributions.

To demonstrate the effectiveness of the proposed framework, we collect a photograph dataset and a WeChat avatar image dataset. The photograph dataset is used to generate compressed images by different compression methods with various quality factors. The WeChat avatar image dataset contains LR images that have undergone compression and scaling by WeChat’s internal algorithms (unknown to users). More details about these two datasets are provided in Section 4.1. The main contributions of this work are as follows:

- We have developed a new framework for compressed image super resolution (CISR). Our method consists of an artefacts removal module (ARM) and a resolution enhancement module (REM) which are connected in parallel and in series. A unique feature of our CISR system is that it exploits the parallel and series connections between the ARM and the REM, and recursive optimization to reduce the model’s dependency on specific types of degradation thus making it possible to train a single model to super-resolve images compressed by different methods to different qualities.

- We present two datasets which would benefit research in super-resolving compressed images. One dataset contains photography images compressed by two most widely-used compression methods JPEG and WebP, and the other dataset contains real-world images that has undergone compression and scaling by unknown algorithms from one of the world’s largest social media platform WeChat.

- We present extensive experimental results to demonstrate that our new method outperforms state-of-the-art based on quantitative measures and visual comparison.
2. Related Work

2.1. Super Resolution

Early models in SISR are example-based [12], where a search for the nearest neighbor is performed with compatibility constraints. Subsequent famous methods include the models based on locally linear embedding [13], sparse coding [14], and neighborhood regression [15], etc. All of these various techniques, called traditional methods, are limited by their shallow architectures. One can refer to [1] for the detailed review of traditional SISR methods.

After the first successful attempts to adopt deep networks in SISR tasks [16], many powerful techniques emerge to make deep networks more effective in the SISR task. For example, residual learning is introduced to achieve a very deep network. Successful applications of residual learning in SR include: global residual learning in [10], local residual learning in enhanced deep super-resolution network (EDSR) [17]. Attention mechanism is also considered in the residual channel attention network (RCAN) [18] and second-order attention network (SAN) [19]. In feedback network [20], deep networks are unfolded to make their training feasible. The success of unfolding technique in deep SISR models motivates us to employ it to train our model in Fig. 1(c), where the auxiliary inputs can be treated as feedback. Moreover, non-local means has be successfully adopted in both traditional and deep SISR methods. A non-local total variation prior [21] are applied in the traditional SISR framework. In deep SISR models [22], non-local means is known as the spatial attention that is essentially a non-local convolution process. One can refer to [23] for comprehensive surveys of deep SISR models.

Albeit great success of the above methods for clean images, they fail to super-resolve the images with multiple degradations. To reduce the simulated-to-real gap [24], some SISR methods are developed for the images with various degradations.

To super-resolve noisy LR images, the method in [25] combines a noisy SR image and a de-noised SR image. In [26], the noise level of LR images is estimated to determine the value of regularization parameter. Recently, the noise-robust iterative back-projection (NRIIP) is presented in [27] for noisy image SR. In addition to noises, some models further consider the impact of various blur kernels in SISR. In [28], blur kernel and noise level are regarded as one of the inputs, making deep networks possible to handle blurring and noises. In [29], an auxiliary variable is introduced to separate the problem of blurred image SR to two iterative sub-problems, i.e., image restoration problem and SR problem. And its extension named unfolding super-resolution network (USR-Net) [30] introduces a trainable prior module. With regard to the unknown blur kernel, kernel prediction [31] method and generative adversarial networks [32] are used in SR framework. However, it is required that degradation parameters are available in most methods mentioned above, e.g., [28, 29, 30, 33]. In these above literatures, Gaussian noises and blurring are most considered. However, compression-induced artefacts are totally different from Gaussian noises and blurring. First, Gaussian noises are independent from image contents, and the
noise distribution generally remains the same over the whole image. In contrast to Gaussian noises, compression artefacts would be highly related to image contents and spatially variant. Second, blurring kernels can be spatially variant but produce no high-frequency artefacts. Different from blurring, compression could give rise to high-frequency artefacts, e.g., blocking. Therefore, the models designed for noisy and blurred images are not appropriate for compressed images, as we will demonstrate in Section 4.2.

In comparison with noisy and blurred image SR, studies on the SISR problem for compressed images are relatively seldom. The method in [4] performs an iterative regularization and SR procedure. In [5], image patches are classified into two sets of blocking and non-blocking to super-resolve them separately. Regarding compression artefacts as noises, the method in [6] adopts a similar strategy in [25]. However, the methods in [4]–[6] ignore the information exchange between different modules. The model of iterative cascaded SR and de-blocking (ICSD) [7] is the first attempt to use the information exchange between de-blocking and SR. In [8], CISR is implemented by deep convolutional neural networks (CISRDCNN), which consists of three cascaded modules to obtain SR images. However, the losses of details in previous modules can hardly be retrieved by the subsequent ones. Moreover, the information exchange among different modules is not fully exploited.

2.2. Compression Artefacts Removal

Traditional methods of compression artefacts removal can be performed in either spatial domain [34, 35] or transform domain [36, 37]. The method of shape-adaptive DCT (SA-DCT) [37] defines the shape of the transform supporting in a point-wise adaptive way to produce clean edges. Similar to the development of SISR, deep learning has also achieved success in the field of compression artefacts removal. The pioneer work in [38] first introduces convolutional network to achieve compression artefacts removal. Subsequently, more deep models are presented, such as residual learning in de-noising convolutional neural network (DnCNN) [39] and deep convolutional sparse coding (DCSC) model [40], etc. One can refer to [41] for the detailed review of studies on compression artefacts removal.

It would be interesting to see that many techniques or models have been successfully applied to both the problems of SISR and compression artefacts removal. For example, the trainable nonlinear reaction diffusion (TNRD) model can be trained with different reaction terms to solve the two problems [42]. As well-known techniques in SISR, sparse coding [40, 43], non-local means [44], and attention networks [45] are also employed to reduce compression artefacts. This phenomenon can be attributed to the common properties of reproduced images and learning models.
3. Proposed SISR Model for Compressed Images

3.1. Overall framework

Before discussing the problem of super-resolving compressed images, we review the SR of clean images. Let us consider a clean LR image $y$ and its corresponding HR counterpart $x$. Their relation can be formulated as

$$y = Dx,$$  \hspace{1cm} (1)

where $D$ is a sub-sampling operator. SR seeks to reverse the sub-sampling procedure in Eq. (1) and find a mapping $\mathcal{F}: y \rightarrow x$. Recently, many researchers model this mapping as a deep convolutional neural network (DCNN), such as [16], [17], [46], [47] etc. Therefore, these models can be represented as

$$\hat{x} = \mathcal{F}(y; \Theta_{\mathcal{F}}),$$  \hspace{1cm} (2)

where $\Theta_{\mathcal{F}}$ is the parameter set of DCNN. They directly learn from a training set of degraded and ground-truth image pairs by an end-to-end training.

Back to the problem of super-resolving compressed images, the biggest difference from the traditional SR problem is that compression is involved. The compression procedure can be formulated by

$$z = T^{-1}QTy,$$  \hspace{1cm} (3)

where $z$ denotes a compressed LR image, $T$ is a linear transform used in compression, $T^{-1}$ is the corresponding inverse transform, and $Q$ is a quantization operator. In this work, we do not assume any specific transform, although the discrete cosine transform (DCT) is widely used, e.g., in JPEG standard [48].

The relation between $z$ and $x$ can be given by

$$z = Cx,$$  \hspace{1cm} (4)

where $C = T^{-1}QTD$. From Eqs. (1) and (4), the clean HR image $x$ can be reconstructed from either its clean LR version $y$ or its compressed LR version $z$. Therefore, a mapping function that uses both $y$ and $z$ to restore $x$ is desirable, i.e., we would like a mapping $\mathcal{R}: (y, z) \rightarrow x$. Assuming both $y$ and $z$ are available, similar to the SR of clean images in Eq. (2), we can model the mapping function $\mathcal{R}$ as

$$\hat{x} = \mathcal{R}(y, z; \Theta_{\mathcal{R}}),$$  \hspace{1cm} (5)

where $\Theta_{\mathcal{R}}$ represents the parameter set of $\mathcal{R}$. Notice that Eq. (5) has two inputs, i.e., $y$ and $z$, but only $z$ is available in our problem. Therefore, using Eq. (5) to estimate $x$, it is necessary to recover $y$.

In Eq. (1), the clean LR image $y$ can be obtained by the sub-sampling procedure from the HR image $x$ while in Eq. (3), $y$ can be generated by the compressed image restoration procedure from the compressed LR image $z$. Hence, a mapping that takes both $x$ and $z$ as input to estimate $y$ is desirable, i.e., we
require $\mathcal{P} : (\mathbf{x}, \mathbf{z}) \rightarrow \mathbf{y}$. Similarly, assuming both $\mathbf{x}$ and $\mathbf{z}$ are available, we can model the mapping function $\mathcal{P}$ as

$$\hat{\mathbf{y}} = \mathcal{P}(\mathbf{x}, \mathbf{z}; \Theta_P),$$

where $\Theta_P$ represents the parameter set of $\mathcal{P}$.

Based on Eqs. (5) and (6), we propose a novel framework that integrates both parallel model and series model as shown in Fig. 1(c). The artefacts removal module (ARM), i.e., Module I is derived from Eq. (6) while the resolution enhancement module (REM), i.e., Module II is associated with Eq. (5). Specifically, for the two inputs in Eq. (6), one is the compressed LR input image $\mathbf{z}$, while the other (which is called auxiliary input) is the clean HR image $\mathbf{x}$. Note that in the training stage, $\mathbf{x}$ is available as the training target but not available in the testing stage, therefore we have to use the output of module II to replace $\mathbf{x}$ in Eq. (6). Similarly, for the two inputs in Eq. (5), one is the compressed LR input image $\mathbf{z}$, while the other is the clean LR image $\mathbf{y}$. Again in the training stage $\mathbf{y}$ is available but it is not available in the testing stage, it will therefore have to come from the output of module I instead, i.e., an estimated clean version of $\mathbf{z}$ which replace $\mathbf{y}$ in Eq. (5). To solve Eqs. (5) and (6), we utilize the strategy of recursive optimization. Since the estimation of $\mathbf{y}$ is easier than $\mathbf{x}$, we perform the estimation of $\mathbf{y}$ first. That is, we generate the output of the ARM module using $\hat{\mathbf{x}}$, then obtain the output of the REM module using $\hat{\mathbf{y}}$ recursively. Hence, the whole recursive procedure can be rewritten to

$$\hat{\mathbf{y}}_j = \mathcal{P}(\hat{\mathbf{x}}_{j-1}, \mathbf{z}; \Theta_P),$$

$$\hat{\mathbf{x}}_j = \mathcal{R}(\hat{\mathbf{y}}_j, \mathbf{z}; \Theta_R),$$

where $j \leq J$ indicates the index of iteration, $J$ is a preset maximum iteration number. $\hat{\mathbf{y}}_j$ and $\hat{\mathbf{x}}_j$ are the estimation of $\mathbf{y}$ and $\mathbf{x}$ at $j$-th iteration respectively. This strategy is also known as deep unfolding or unrolling in the field of deep learning [9].

![Figure 2: Overall framework of the proposed model.](image)

The unfolding of our parallel and series integration framework is illustrated in Fig. 2. From Eq. (7), one can see that, there are only two mapping functions in the recursive optimization. That is, the parameters $\Theta_P$ in
the ARM module are shared in each iteration, and the parameters \( \Theta_R \) in the REM module are also shared across different iteration indexes. Each dash box in Fig. 2 represents an iteration and there are two outputs in each iteration, i.e., \( \hat{y} \) and \( \hat{x} \). The subscript \( j \) in \( \hat{x}_j \) is the same as the \( j \) in Eq. (7). These two outputs in each iteration are required in the loss function for model training and we calculate the loss for every iteration. Given a \( N \) training samples \( \{z^{(i)}, y^{(i)}, x^{(i)}\}_{i=1}^N \), the loss function \( L \) can be written as

\[
L(\Theta_P, \Theta_R) = \frac{1}{NJ} \sum_{i=1}^{N} \sum_{j=1}^{J} \rho_j (\|P(\hat{x}^{(i)}_{j-1}, z^{(i)}; \Theta_P) - y^{(i)}\|_1
+ \gamma \|R(\hat{y}^{(i)}_j, z^{(i)}; \Theta_R) - x^{(i)}\|_1),
\]

where \( \rho_j \) controls loss weight of each iteration, and \( \gamma \) balances the impacts of the ARM and the REM. According to curriculum learning strategy [49], we regard the training in the first few iterations as easy tasks by setting smaller loss weight \( \rho_j \) for smaller \( j \). Using the unfolding technique and the loss defined in Eq. (8), an end-to-end training is performed to fix the parameters \( \Theta_P \) and \( \Theta_R \) in our model. After training the model, for a given LR compressed image, the proposed model can produce \( J \) results for \( \hat{x} \). It is important to note that unlike conventional memory-less feedforward neural network architecture, our system is recursive in both the training and testing stages. In the training stage, training samples have to go through \( J \) iterations, each iteration produces two outputs which are compared with the ground truths for training. Similarly, in the testing stage, an input image also has to go through \( J \) iterations, each produces a version of the super-resolved image with increasing accuracy, and the version from the final iteration which should contain the most details is normally used as the final output. In order to set up the whole recursive optimization procedure, the initial estimation of \( x \), i.e., \( \hat{x}_0 \), is obtained by bicubicly up-sampling \( z \). Details of the training and testing stages are shown in pseudo code in Algorithm 1 and Algorithm 2.

Obviously, the estimations of both \( x \) and \( y \) will not be perfect. False patterns are very likely to appear and will be further amplified by the sequential processing. These false patterns would cause the results to diverge from real image contents. From this perspective, it is essential to use the original compressed LR image \( z \) as an input in each modules during the unfolding process. The input \( z \) helps reducing the impact of accumulated errors on the two modules by continuously providing each module with the original signals.

As we will show in the experiment (Section 4.3.4), a distinctive advantage of our model is that a single trained model can better handle input image compressed to different qualities than either the series or the parallel architecture. It is not difficult to understand this property from the design of the model. From Eq. (5), we can see that the super-resolved output has a clean input image \( y \). Although \( y \) is not available in practice, we use a version of \( y \) restored from the compressed input \( z \), i.e., \( \hat{y} \) in equation Eq. (6), as a substitute of the clean \( y \). In this way, we have reduced the impact of compression on the final
Algorithm 1 Training stage

Require: Distribution of HR images $p(X)$.
1: Initialize the parameters of the ARM and the REM $\Theta_P$, $\Theta_R$ and set the maximum iteration number as $J$ and the sampling size of images as $N$.
2: repeat
3: Sample a batch of images $\{x^{(i)}\}_{i=1}^N \sim p(X)$.
4: Generate clean LR images $\{y^{(i)}\}_{i=1}^N$ and compressed LR images $\{z^{(i)}\}_{i=1}^N$ from $\{x^{(i)}\}_{i=1}^N$.
5: Set $\{\hat{x}^{(i)}_0\}_{i=1}^N$ as bicubicly up-sampled $\{z^{(i)}\}_{i=1}^N$.
6: for $i = 1$ to $n$ do
7: for $j = 1$ to $J$ do
8: $\hat{y}^{(i)}_j = P(\hat{x}^{(i)}_{j-1}, z^{(i)}; \Theta_P)$,
9: $\hat{x}^{(i)}_j = R(\hat{y}^{(i)}_j, z^{(i)}; \Theta_R)$,
10: end for
11: end for
12: Compute the gradients $\nabla_{\Theta_P} \mathcal{L}$ and $\nabla_{\Theta_R} \mathcal{L}$ using $\mathcal{L}$ in Eq. (8).
13: Update the parameters $\Theta_P$ and $\Theta_R$ using $\nabla_{\Theta_P} \mathcal{L}$ and $\nabla_{\Theta_R} \mathcal{L}$ respectively.
14: until convergence

Algorithm 2 Testing stage

Require: Compressed LR image $z$.
Require: Parameters of trained model $\Theta_P$, $\Theta_R$ and the maximum iteration number $J$.
1: Set $\hat{x}_0$ as bicubicly up-sampled $z$.
2: for $j = 1$ to $J$ do
3: $\hat{y}_j = P(\hat{x}_{j-1}, z; \Theta_P)$
4: $\hat{x}_j = R(\hat{y}_j, z; \Theta_R)$
5: end for
6: Take $\hat{x}_J$ as the final estimation of HR image.
super-resolved results. It is also worth noting that Eq. (6) takes both \( x \) and \( z \) as input (although in practice an estimated version of \( x \), i.e., \( \hat{x} \) in Eq. (5) is used), this input has provided the ARM with high-frequency details which will prevent \( \hat{y} \) from becoming excessively blur, thus improving the quality of \( \hat{y} \).

3.2. Architectures of Modules I and II

In this sub-section, we will detail the mappings \( P(\cdot) \) and \( R(\cdot) \), which are implemented via DCNN. The mapping \( P(\cdot) \) in Eq. (7) essentially achieves artefacts removal, and the mapping \( R(\cdot) \) in Eq. (7) is used for the resolution enhancement. As mentioned in Section 2.2, the solutions to these two problems share many common techniques and models. Therefore, we employ similar architectures for both mappings, as illustrated in Fig. 3. Most recently-developed architectures and related techniques can be used to embody the ARM and the REM. In this work, we adopt several residual groups of RCAN [18] as the backbone of these two modules. Moreover, in each module, we include a non-local operator, highlighted in cyan in Fig. 3. The non-local operator can benefit the mappings in Eq. (7) by capturing long-range dependencies over the whole image. Different from the previous non-local operator that only operates on the input image, we make use of both the original input and the auxiliary input to weaken the influence of blocking artefacts. After the non-local operator, its output, the original input, and the auxiliary input are concatenated for subsequent processing. A long skip connection, marked in blue in Fig. 3 is used to pass the concatenated images to the output by a shortcut. Thereinto, an adaptive combination of concatenated images is exploited to fuse the pass-by information from different sources for the long skip connection. It is worth noting that the architectures of the ARM and the REM are not exactly the same. The reason is that the resolutions of the auxiliary inputs and the outputs are different for the two modules. In Module II, the resolution of the auxiliary input \( \hat{y} \) is the same as that of the input \( z \). Whereas, in Module I, the width and height of the auxiliary input \( \hat{x} \) are \( s \) times larger than those of \( z \), where \( s \) is the upscale factor. A straightforward idea is to down-scale \( \hat{x} \) to the same resolution as \( z \), just like the strategy in [7]. However, many important image details would be lost from \( \hat{x} \) after down-scaling. Hence, to keep the full information of \( \hat{x} \), we rearrange it into \( s^2 \) copies by using the space-to-depth transformation in [50], which can be regarded as the inverse process of pixel shuffle. All the copies, denoted as \( \hat{x}_{<1>}, \hat{x}_{<2>}, \ldots, \hat{x}_{<s^2>} \), have similar image contents and the same resolution as the input \( z \). Among those copies, there exist sub-pixel displacements whose values are the multiples of \( 1/s \). According to the space-to-depth operator, the copy \( \hat{x}_{<k>} \) is well registered with \( z \), where \( k \) equals to the number rounding off \((s^2 + 1)/2\). Thus, this copy, highlighted in red in Fig. 3(a), is fed to the non-local operator and the adaptive combination for long skip connection. The remaining copies, marked in green in Fig. 3(a), are also concatenated with the pass-by information and then inputted into the backbone. Another difference between the ARM and the REM lies in the output end. In the ARM, the output is of the same resolution as the input \( z \), while the output resolution in the REM is \( s^2 \) times larger than the input resolution. Thus, after the backbone in the
REM we deploy an up-sampling layer, which consists of $s^2$ convolutional filters followed by an operation of pixel shuffle. Correspondingly, a simple up-sampling operator, such as bicubic interpolation, is adopted in the long skip connection.

In the followings, we will provide the details in the modified non-local operator and the adaptive combination, respectively.

### 3.2.1. Modified non-local operator

The idea of non-local means is to utilize the self-similarity of images \[51, 52\]. Similar patches or features from long-range positions are selected as candidates to recover local signals which may be lost due to artefacts or down-sampling. The non-local operator performed on the input $z$ can be defined as

$$u_a = \sum_n w(m, n) \cdot z(n), \quad (9)$$
where $\mathbf{u}_a$ is the output of non-local operator, $a$ is 1 for Module I and 2 for Module II, $m$ is the index of local patch to be recovered, $n$ is the index of candidate patches over the whole image, and $\mathbf{w}$ is the similarity matrix of $\mathbf{z}$. In Eq. (9), all the candidates are directly from $\mathbf{z}$ to prevent any processing or manipulation on the original signal.

For a non-local operator, the measure of similarity is very important. When measuring the similarity in compressed images, we should be aware of the high similarity among the patches containing blocking artefacts. The horizontal or vertical signal patterns of blocking patches are highly similar to each other and may repeatedly appear in compressed images. Given a blocking patch, we wish to employ the patches that are similar in image content, instead of the blocking pattern. Therefore, we resort to the auxiliary input to measure the similarity matrix $\mathbf{w}$. Specifically, the similarity between the $m$-th patch and the $n$-th one is calculated as

$$w(m, n) = \frac{1}{S} \exp\left(-\frac{||g(m) - g(n)||^2}{h(m)^2}\right) \cdot d(z(n)), \quad (10)$$

where $S$ is the normalized parameter to make the summation of each row in $\mathbf{w}$ equals to 1, $h$ is an adaptive parameter map which will be explained later, and $g$ denotes an image from the auxiliary input. In Module I, $g$ is selected as $\hat{x}_{<k>}$, and it is the auxiliary input $\hat{y}$ in Module II. Thus, $g$ has exactly the same size as the input $\mathbf{z}$ in the both modules. In Eq. (10), we further include a binary function $d(\cdot)$ to detect the blocking edges in $\mathbf{z}$. This function returns 0 for blocking patches and 1 otherwise. In this work, we adopt the method in [53] to implement the detection function $d(\cdot)$. Both $g$ and $d(\cdot)$ are essential to calculate the similarity matrix $\mathbf{w}$. By using $g$ instead of $\mathbf{z}$ to measure the patch similarity, we can pay attention to the candidate patches with similar contents rather than similar blocking patterns. By using the binary function $d(\cdot)$, we can discard the blocking patches of $\mathbf{z}$ in the calculation of Eq. (9). It means that some candidates with similar contents will be excluded if they are severely contaminated by blocking artefacts in $\mathbf{z}$.

In the measure of the similarity matrix, the role of parameters $h$ is to control the sparsity of the similarity matrix. Generally, a large value of the parameter would result in a smooth result, while a small one would produce artefacts and noises in $\mathbf{u}_a$. It has been demonstrated that the selection of $h$ has great impact on the results of non-local operator [44]. Moreover, its selection should depend on image content. For smooth regions, a large value of $h$ is preferred. For textural regions, the reverse applies. Therefore, in this work, we employ a simple DCNN to adaptively estimate $h$ from $g$. This network only consists of two convolutional layers with a layer of rectified linear unit (ReLU) between them. Since the parameter map $h$ has the same size as $g$, we get a pixel-wise control for the sparsity of the similarity matrix.

The flowchart of our modified non-local operator is illustrated in Fig. 4(a). The modified non-local operators in the ARM and the REM utilize the same formulation and flowchart, but their learnable parameters are not shared during the training.
3.2.2. Adaptive combination for long skip connection

In the architectures of the ARM and the REM, we include a long skip connection, although there may already exist multiple short or long skip connections in the backbone. Instead of delivering learned features, the purpose of this skip connection is to pass the signals from the input end to the output end. Such an input-to-output pass-by has been demonstrated to be effective and necessary in solving the SISR problem [10]. In our architecture, after the non-local operator, three images, i.e., \( z \), \( g \), and \( u_a \), are available for the long skip connection. Their properties are different. The input \( z \) is the signal remained unprocessed, but it may suffer from severe artefacts. The image \( g \) is from the auxiliary input, which is assumed to be a clean signal. However, since the auxiliary input of one module is the output of the other one, some fake signal patterns would be introduced into \( g \) when we train the other module by external samples. The image \( u_a \) is from the non-local operator and much cleaner than the input \( z \). Although \( u_a \) is also a processed image, all the signal patterns in \( u_a \) are from \( z \) itself. Therefore, all three images should be included in the long skip connection. In this work, we use a convex combination with adaptive weights to fuse them to one image. That is

\[
\begin{align*}
v_a = & \quad t_1 \odot z + t_2 \odot g + t_3 \odot u_a \\
\text{s.t.} & \quad t_1 + t_2 + t_3 = 1,
\end{align*}
\]

where \( v_a \) is the output of the adaptive combination, the subscript \( a \) indicates Module I or Module II, \( t_1 \), \( t_2 \), and \( t_3 \) are the weight maps for \( z \), \( g \), and \( u_a \) respectively, \( \odot \) represents the pixel-wise multiplication, and \( 1 \) denotes the map of all ones. Note that \( t_1 \), \( t_2 \), and \( t_3 \) are three maps instead of three scalar values, which can further improve the flexibility. As demonstrated in [54], the identity mapping is the best option for residual learning. Thus, the constraint on the summation of \( t_1 \), \( t_2 \), and \( t_3 \) is essential to make our long skip connection approximate the identity mapping. Obviously, the weight maps in Eq. (11) depend on the image contents and qualities of \( z \), \( g \), and \( u_a \). Thus, similar to the adaptive parameter \( h \) in Eq. (10), we employ a light network to estimate \( t_1 \), \( t_2 \), and \( t_3 \) from \( z \), \( g \), and \( u_a \). This network consists of two convolutional layers, which are followed by a ReLU layer and a SoftMax operation, respectively. The
SoftMax operation is performed on each pixel position to satisfy the constraint in Eq. (11). The flowchart of our adaptive combination is summarized in Fig. 4(b). In Section 4.3.5, we also discuss the contribution of individual images, against their adaptive combination.

4. Experiments

In this section, we will provide implementation details and the datasets used in our experiments first. Subsequently, we compare the proposed method with state-of-the-art SR methods. Then, ablation studies are conducted to demonstrate the effectiveness of the proposed method. Finally, we apply our method to a real-world problem - the restoration of WeChat avatar images that have undergone unknown scaling and compression.

4.1. Implementation Details and Datasets

The proposed method is implemented in PyTorch on a machine of NVIDIA GeForce 1080Ti. Two versions of our model are included in the following comparisons. One is named as tiny model, and the other one is called full model. The number of learnable parameters in the backbone of the tiny model is much smaller than that of the full model. Specifically, we adopt 5 residual groups from RCAN as the backbone for each module in our full model. In our tiny model, only 2 residual groups are employed for each module. Moreover, each residual group in our tiny or full model contains 12 channel attention blocks, instead of 20 attention blocks used in the original RCAN model. Thus, our full model is still much lighter than RCAN. In addition to the convolutional layers in the backbone, there are two convolutional layers in the modified non-local operator, as shown in Fig. 4(a), and two convolutional layers are used in the adaptive combination, as shown in Fig. 4(b). Among these four layers, the kernel size of the first convolutional layer in Fig. 4(a) is $3 \times 3$, while the kernel sizes of the rest are $1 \times 1$. The numbers of their output channel are 64, 1, 64, and 3, respectively. The maximum iteration number $J$ is empirically set to 3 for our full model and 5 for our tiny one. Correspondingly, we set $\rho_j$ in Eq. (8) as 0.3, 0.6, 1 for the full model and 0.2, 0.4, 0.6, 0.8, 1 for the tiny one. The parameter $\gamma$ in the loss function is simply set to 1.

Two widely-used compression types JPEG [48] and WebP [55], are involved in our experiments. For each type of compression, we further involve 5 compression levels or quality factors (QFs). Specifically, for the JPEG compression, we have QFs of 10, 20, 30, 40, and 50. For the WebP compression, QFs of 5, 10, 20, 30, and 40 are utilized. Hence, to compress an LR image, we have a total of 10 kinds of compression configurations, viz., 2 compression types multiplied by 5 QFs. Furthermore, three scaling factors ($2 \times$, $3 \times$, and $4 \times$) are involved in the experiments. For each up-scaling factor, we train a tiny model and a full model over all the compression configurations which leads to a total of 6 models in our experiments i.e., tiny model ($2 \times$), full model ($2 \times$), tiny model ($3 \times$), full model ($3 \times$), tiny model ($4 \times$), full model ($4 \times$). In other words, LR
images with various compression configurations are mixed together to train and test these 6 models. Since our focus is on the compression of LR images rather than down-sampling kernels, the bicubic down-sampling is employed to resize images for simplicity. To prepare training and validation data, compressed LR images are generated by first down-sampling and then compressing the samples in DIV2K [56]. Data augmentation is also performed on the training pairs by random rotation and flipping. In each training batch, we randomly crop 32 patches with the size of $48 \times 48$ as LR inputs. Our models are trained by the ADAM optimizer [57] with an initial learning rate of $10^{-4}$. The training is terminated when the performance of the model decreases on the validation set.

In addition to the training and validation data, we also require a testing dataset with ground truths to facilitate quantitative comparisons. Ground truths should be uncompressed HR images. However, most publicly available image datasets suffer from compression to some extent. As an exception, the Kodak24 dataset [58] contains 24 lossless images, which are used to produce our testing dataset. Moreover, we capture another 76 images in various scenarios by ourselves. These images are lossless as well. For more details about these captured images, one can refer to our online supplementary materials in [59]. In total, 100 lossless HR images are used as ground truths in our quantitative tests. By using these 100 images and the above-mentioned compression configurations, we produce 1000 testing LR images for each up-scaling factor.

Finally, to demonstrate the value of our method in real-world application, we have collected a dataset of 50 images from a social media platform. These images have undergone severe scaling and compression by unknown algorithms hidden from the users. We apply the trained models directly to these real-world images, which will be shown in Section 4.4.

4.2. Comparisons

To show the effectiveness of the proposed method, we compare it with some state-of-the-art SISR models, including ICSD [7], CISRDCNN [8], SAN [19], RCAN [18], and USRNet [30]. Among these competitors, ICSD is a traditional method, while all the others are based on DCNN. The models of ICSD and CISRDCNN are specifically designed for CISR. The models of SAN and RCAN are proposed for clean LR images. The USRNet model is applicable to either clean images or noisy and blurred images. For fair comparisons, we add a pre-processing before SAN, RCAN, and USRNet to reduce compression artefacts. Here, the pre-processing is achieved by DnCNN [39], which is a widely-used model trained to reduce compression artefacts for a wide range of QFs. The USRNet model can further incorporate noise levels and blur kernels of LR images. It would be interesting to see whether the performance of SISR is satisfying when compression artefacts are treated as noises and blurring. Thus, we also provide the SR results that are obtained by applying USRNet alone. To estimate noise levels and blur kernels for USRNet, the methods in [60] and [61] are adopted in our experiments, respectively. Moreover, the method of NRIBP [27] can be combined with SR models to suppress the noises and artefacts in SR results, e.g., USRNet + NRIBP. The codes of ICSD, CISRDCNN and NRIBP are
### Table 1: Quantitative Comparisons on PSNR, SSIM, IFC, and SIS.

| Up-scaling factor | SR Models            | Criteria       |
|-------------------|----------------------|----------------|
|                   | PSNR | SSIM | IFC | SIS  |
| 2                 |      |      |     |      |
| ICSD              | 28.86 0.7903 1.7968 0.6662 |
| CISRDCNN          | 29.31 0.8019 1.8964 0.7094 |
| DnCNN + SAN       | 29.48 0.8027 1.8815 0.7223 |
| DnCNN + RCAN      | 28.67 0.7927 1.7316 0.7540 |
| DnCNN + USRNet    | 29.49 0.8028 1.8850 0.7212 |
| USRNet            | 28.59 0.7682 1.6711 0.6381 |
| USRNet + NRIBP    | 29.47 0.8020 1.8619 0.7216 |
| Our tiny model    | 29.97 0.8149 2.0978 0.7495 |
| Our full model    | 30.10 0.8181 2.1521 0.7576 |
| 3                 |      |      |     |      |
| ICSD              | 26.82 0.7259 1.1362 0.4956 |
| CISRDCNN          | 27.37 0.7391 1.2406 0.5287 |
| DnCNN + SAN       | 27.40 0.7384 1.2151 0.5374 |
| DnCNN + RCAN      | 26.75 0.7245 1.0905 0.5845 |
| DnCNN + USRNet    | 27.43 0.7392 1.2208 0.5399 |
| USRNet            | 26.86 0.7159 1.1387 0.4637 |
| USRNet + NRIBP    | 27.40 0.7378 1.2022 0.5397 |
| Our tiny model    | 27.84 0.7536 1.3947 0.5864 |
| Our full model    | 27.94 0.7564 1.4355 0.5893 |
| 4                 |      |      |     |      |
| ICSD              | 25.54 0.6820 0.7974 0.3702 |
| CISRDCNN          | 25.99 0.6959 0.8995 0.3691 |
| DnCNN + SAN       | 26.16 0.6954 0.8767 0.3843 |
| DnCNN + RCAN      | 25.65 0.6808 0.7799 0.4167 |
| DnCNN + USRNet    | 26.18 0.6964 0.8811 0.3863 |
| USRNet            | 25.65 0.6759 0.8175 0.3251 |
| USRNet + NRIBP    | 26.16 0.6950 0.8670 0.3883 |
| Our tiny model    | 26.55 0.7117 1.0267 0.4404 |
| Our full model    | 26.62 0.7138 1.0504 0.4418 |

Implemented by ourselves, while the rest are provided by their authors. Here, we provide visual and quantitative comparisons in Fig. 6 and Table 1. One can refer to our online materials in [59] for more results in comparison with more SISR methods, including A+ [14] and EDSR [17].

In Fig. 6(a), we show three examples of testing LR images, which are heavily compressed by JPEG or WebP. In each image, we highlight an image region, whose results from different SISR models are exhibited in Fig. 6(b). From the results of highlighted regions, we can see that results from some competitors suffer from conspicuous artefacts. At the same time, the results from other compared SISR models are over-smoothed. In contrast, our models can successfully retrieve sharp edges as well as remove artefacts. Moreover, the results from our tiny model are visually comparable with those from our full model, although the former is much lighter.
Four criteria are used to quantitatively measure the performance of different SR methods. They are peak signal to noise ratio (PSNR), structural similarity (SSIM) index [62], information fidelity criterion (IFC) [63], and structure-texture decomposition for image quality assessment of SRIs (SIS) [64]. PSNR and SSIM are widely adopted in the evaluation of SRIs. And it has been demonstrated in [1] and [64] that IFC and SIS have relatively high correlations with the perceptual quality of SRIs. Therefore, it is appropriate to include these four criteria in quantitative comparisons. For all these criteria, larger values imply better performance. Quantitative results of competitors and our models are provided in Table 1 which contains three up-scaling factors. For each up-scaling factor, the listed values are the average results over 1000 testing images, i.e., 100 images multiplied by 10 compression configurations. The best performance is highlighted in bold, and the second-best results are distinguished by italics. From Table 1 we can see that our full model achieves an improvement of 0.5-0.6 dB on PSNR. On the other three criteria, its superiority to the competitors is also significant. Notably, even our tiny model can achieve very good performance on all the criteria, although it is much lighter than our full model.

To further demonstrate the significant improvement of our models, we con-
Figure 6: Visual comparisons. (a) Several compressed LR images for testing. (b) Ground truths and results of different SISR methods.
duct the statistical testing in Table 1 checks whether our method is statistically distinguishable from the competitors. Specifically, the paired-samples T-test is conducted on each up-sampling scale. In each scale, there are 1000 samples which approximately follows normal distributions. Due to the limitation space, we only perform the statistical significance test on PSNR. The results of this statistical significance test are shown in Fig. 5 where the array element of “1” presents the p-value is less than 0.05, implying that there is significant difference of performance between two SR models. Otherwise, the array element is filled with “0”. From Fig. 5 we can find that the performance differences between our model (either the tiny one or the full one) and all the competitors are statistically significant. Besides, as shown in Table 1 our model achieves the highest PSNR. Thus, we can conclude that our model is significantly better than the compared ones.

To show the performance of the proposed models across different compression configurations, we list detailed results based on PSNR in Table 2. There are 100 testing images for each compression configuration. Thus, each PSNR value in Table 2 are the average result over 100 images. Detailed results based on SSIM, IFC, and SIS can be found in [59]. In conclusion, the visual and quantitative comparisons in Fig. 6 and Tables 1-2 demonstrate the effectiveness of our models.

In addition to SISR results, we would like to compare our results of compression artefacts removal, i.e., the output of Module I, with several classical and state-of-the-art methods, including SA-DCT [37], TNRD [42], DnCNN [39], and DCSC [40]. Quantitative and visual comparisons can be accessed in our online materials [59]. It can be seen from these results that our technique has excellent performance in reducing artefacts and recovering details.

Moreover, we perform model parameters and runtime comparisons with other models. The comparisons are shown in Table 3 where the runtime is calculated on an RGB image with the size of $3 \times 128 \times 128$. All of the models are run on the device we mentioned in Section 4.1. From the comparison, it can be seen that our models, both the tiny and the full model, use much less parameters to achieve the best performance due to the iteration optimization. Obviously, the iteration optimization procedure costs more running time, and the reason, that the runtime of our tiny model is longer than the one of our full model, is five iteration step for the tiny model while three steps for the full model.

4.3. Ablation Studies

4.3.1. Outputs in different iterations

Since the proposed framework produces its results in a recursive manner, it is interesting to investigate the estimated HR output $\hat{x}$ in different iterations. Two examples are shown in Fig. 7 which are the outputs of our tiny model for LR images compressed by JPEG with QF = 10 and the scaling factor is 2. From the visual results, we can see that the initial estimation $x_0$ is very rough. The quality of the estimation gets better with each iteration. After a few iterations,
| Up-scaling factor | SR Models          | Compression Configurations (Compression type & QF) |
|-------------------|--------------------|----------------------------------------------------|
|                   |                    | JPEG & 10  | JPEG & 20  | JPEG & 30  | JPEG & 40  | JPEG & 50  | WebP & 5   | WebP & 10  | WebP & 20  | WebP & 30  | WebP & 40  |
| 2                 | ICSD               | 26.96      | 25.31      | 29.02      | 29.52      | 29.90      | 27.47      | 28.19      | 29.11      | 29.76      | 30.30      |
|                   | CISRDCNN           | 27.51      | 28.91      | 29.62      | 30.07      | 30.41      | 27.88      | 28.57      | 29.45      | 30.07      | 30.54      |
|                   | DnCNN + SAN        | 27.68      | 29.14      | 29.91      | 30.41      | 30.82      | 27.72      | 28.46      | 29.48      | 30.27      | 30.92      |
|                   | DnCNN + RCAN       | 27.35      | 28.49      | 29.04      | 29.38      | 29.63      | 27.36      | 27.93      | 28.67      | 29.21      | 29.64      |
|                   | DnCNN + USRNet     | 27.68      | 29.12      | 29.90      | 30.42      | 30.82      | 27.74      | 28.48      | 29.51      | 30.28      | 30.93      |
|                   | USRNet             | 27.23      | 28.41      | 28.93      | 29.20      | 29.38      | 27.60      | 28.09      | 28.69      | 29.05      | 29.28      |
|                   | USRNet + NRIBP     | 27.57      | 29.05      | 29.87      | 30.40      | 30.81      | 27.73      | 28.47      | 29.52      | 30.30      | 30.96      |
|                   | Our tiny model     | 28.01      | 29.51      | 30.31      | 30.84      | 31.25      | 28.41      | 29.11      | 30.07      | 30.81      | 31.41      |
|                   | Our full model     | 28.11      | 29.61      | 30.43      | 30.95      | 31.37      | 28.56      | 29.26      | 30.20      | 30.93      | 31.53      |
| 3                 | ICSD               | 25.35      | 26.41      | 26.94      | 27.31      | 27.58      | 25.82      | 26.41      | 27.02      | 27.49      | 27.88      |
|                   | CISRDCNN           | 25.90      | 27.05      | 27.62      | 27.98      | 28.22      | 26.27      | 26.84      | 27.53      | 28.00      | 28.36      |
|                   | DnCNN + SAN        | 25.97      | 27.09      | 27.67      | 28.06      | 28.34      | 26.09      | 26.69      | 27.49      | 28.08      | 28.55      |
|                   | DnCNN + RCAN       | 25.70      | 26.59      | 27.02      | 27.26      | 27.45      | 25.74      | 26.20      | 26.78      | 27.19      | 27.51      |
|                   | DnCNN + USRNet     | 25.96      | 27.09      | 27.68      | 28.08      | 28.37      | 26.09      | 26.72      | 27.53      | 28.13      | 28.61      |
|                   | USRNet             | 25.59      | 26.63      | 27.09      | 27.35      | 27.52      | 26.03      | 26.48      | 27.02      | 27.33      | 27.55      |
|                   | USRNet + NRIBP     | 25.87      | 27.03      | 27.65      | 28.05      | 28.36      | 26.08      | 26.70      | 27.53      | 28.13      | 28.62      |
|                   | Our tiny model     | 26.22      | 27.43      | 28.08      | 28.49      | 28.78      | 26.65      | 27.23      | 27.98      | 28.54      | 28.99      |
|                   | Our full model     | 26.31      | 27.53      | 28.18      | 28.59      | 28.88      | 26.78      | 27.35      | 27.98      | 28.54      | 28.99      |
| 4                 | ICSD               | 24.29      | 25.20      | 25.65      | 25.97      | 26.19      | 24.70      | 25.12      | 25.73      | 26.11      | 26.45      |
|                   | CISRDCNN           | 24.73      | 25.70      | 26.17      | 26.46      | 26.66      | 25.09      | 25.56      | 26.27      | 26.78      | 27.17      |
|                   | DnCNN + SAN        | 24.88      | 25.87      | 26.37      | 26.70      | 26.94      | 25.04      | 25.56      | 26.27      | 26.78      | 27.17      |
|                   | DnCNN + RCAN       | 24.68      | 25.50      | 25.87      | 26.10      | 26.27      | 24.75      | 25.17      | 25.71      | 26.06      | 26.34      |
|                   | DnCNN + USRNet     | 24.87      | 25.87      | 26.39      | 26.72      | 26.97      | 25.05      | 25.59      | 26.31      | 26.83      | 27.23      |
|                   | USRNet             | 24.48      | 25.40      | 25.81      | 26.05      | 26.21      | 24.95      | 25.35      | 25.82      | 26.09      | 26.28      |
|                   | USRNet + NRIBP     | 24.81      | 25.83      | 26.36      | 26.70      | 26.96      | 25.04      | 25.58      | 26.30      | 26.83      | 27.23      |
|                   | Our tiny model     | 25.12      | 26.21      | 26.76      | 27.14      | 27.44      | 25.62      | 26.13      | 26.78      | 27.25      | 27.62      |
|                   | Our full model     | 25.17      | 26.25      | 26.81      | 27.17      | 27.44      | 25.62      | 26.13      | 26.78      | 27.25      | 27.62      |

the outputs of each iteration become indistinguishable, indicating the recursive algorithm has converged.

4.3.2. Comparison of parallel model, series model, and our framework

In order to demonstrate the effectiveness of the proposed parallel and series integration model, we make a comparison with a parallel model and two series models. To make a fair comparison, the architectures of the two modules in all the parallel and series models are the same as our tiny model. For the parallel model, we bicubically up-sample the output of the ARM, then fuse it with the output of the REM by a convolutional layer to reconstruct an RGB output. The kernel size of this convolutional layer is $3 \times 3$. There are two kinds of series models, i.e., the ARM followed by the REM and the REM followed by the ARM. For the sake of simplicity, all models are only trained with LR images compressed by JPEG (QF = 30) and its corresponding $2 \times$ HR images. The quantitative results are reported in Table 4, and visual results are shown in Fig. 8. “ARM.Rem” represents the series model that the ARM is followed by the REM while “REM.ARM” represents the transposition of the two modules.
Table 3: Comparison of parameters and runtime.

|                      | params(M) | runtime(ms) |
|----------------------|-----------|-------------|
| CISRDCNN             | 1.28      | 18          |
| DnCNN+SAN            | 16.38     | 287         |
| DnCNN+RCAN           | 16.08     | 66          |
| DnCNN+USRNet         | 17.69     | 56          |
| Our tiny model       | 3.97      | 211         |
| Our full model       | 9.56      | 179         |

Figure 7: HR estimations in different iterations of the proposed framework.

“ARM\_REM\_fusion” represents the parallel model. As we can see that, the proposed parallel and series integration model outperforms other two kinds of models in both quantitative and visual comparisons.

Table 4: Average PSNR\((\text{dB})\) Results of a Parallel Model, two Series Models and Our Model.

|                | ARM\_REM | REM\_ARM | ARM\_REM\_fusion | Our tiny model |
|----------------|----------|----------|------------------|---------------|
| PSNR           | 30.04    | 30.00    | 29.95            | 30.34         |

4.3.3. Shared weights vs Not Shared weights

From the formulation in Section 3.1, our model only consists of two modules, i.e., ARM and REM, in the recursive optimization. Therefore, the parameters of ARM are shared in each iteration, so does REM. And our models achieve the best performance as shown in Section 4.2. Moreover, we conduct an ablation study to investigate the problem of parameter sharing. Specifically, our full model with scale factor 2 is compared with its variant. The variant has exactly the same architecture with our full model but not share parameters in different iterations, and thus resulting in 3 times more parameters. This study is conducted on all the ten compression configurations, and average PSNR and SSIM of these configurations on the DIV2K validation set are recorded in Table.
Besides, we also include the model parameter numbers in this table. From Table 5 we see that, the variant (not shared parameters) can only achieve slight performance improvement at the expense of large number of parameters. These results demonstrate sharing parameters among iterations is beneficial in the proposed method.

4.3.4. Analysis for different compression configurations

A benefit of the proposed model is its capacity of handling different compression QFs. The recursive optimization with feedback helps to reduce the dependency on specific compression QF. To demonstrate the benefit of our model, we compare the performance of our model and 6 series models on the testing data with different compression QFs. The reasons of selecting series models as our competitors are that the series models are more common than parallel models and the series models beat the parallel model in Section 4.3.2. The configurations of these models are the same as the ones mentioned in Section 4.3.2. Fig. 9 shows the performance curves of different models. Specifically, the training data with 5 JPEG compression QFs (QF=10,20,30,40,50) is adopted to train our tiny model which is represented by “Ours-overall” as well as a series model called “ARM_REM-overall”. And we consider the 5 series models trained on the data with a single compression QF, e.g., “ARM_REM-10” represents the series model trained on the data with fixed compression QF=10. The compression QFs of the testing data spread from 10 to 55. Some of these QFs are not included in the QFs of the training data, e.g., QF=15, 25, 35, etc. From the performance curves, we have the following observations. First, the series model trained on the data with a specific QF achieves the best perfor-
mance against other series models when the compression QF of the testing data matches the one of its training data. To be specific, “ARM_REM-10” beats other series models when the testing data are compressed by JPEG (QF = 10) and so are the others. However, the performances of these models deteriorate when the compression QF of the testing data mismatches the one of the training data. Second, the series model “ARM_REM-overall” achieves comparable performance on the testing data with every compression QF, whereas it fails to defeat other series models on the testing data with their corresponding compression QF. The above observations imply that pursuing the best performance means sacrificing generalization for the series models. And our model outperforms other series models on the testing data with every compression QF and achieves the best performance without sacrificing generalization. Even though the compression QF of the testing data mismatches the one of the training data, our model still attain the best performance, e.g., QF=15, 25, 35, etc. We attribute our model’s good generalization performances to the feedback routes between the ARM and the REM.

Figure 9: Average PSNR(dB) curves of different models on different compression QFs. Only scale factor of 2 are considered in this experiments.
4.3.5. Effectiveness of the modified non-local operator and the adaptive combination for residual learning

In this sub-section, we would like to conduct ablation studies to show the effectiveness of the modified non-local operator and the adaptive combination in our model. For simplicity, only our tiny model is investigated here, and only PSNR values are recorded. Moreover, this experiments are only performed on the case that LR images compressed by JPEG with QF = 10 are super-resolved by a factor of 2.

Table 6: Ablation Studies of the Modified Non-local Operator and the Adaptive Combination Based on PNSR.

| w/o non-local operator | traditional non-local operator | Ours |
|------------------------|---------------------------------|------|
| 27.94                  | 27.95                           | 28.01|
| w/o residual           |                                 |      |
| z as residual          | 27.90                           | 27.95|
| g as residual          | 27.95                           | 27.96|
| u as residual          | 27.97                           | 27.97|

† "w/o" means without.

Figure 10: Statistical significance testing on PSNR in Table 6 for two ablation studies. (a) Test for different configurations of non-local operators. (b) Test for different configurations of adaptive residual learning.

We investigate the impact of the non-local operator by removing it and replacing it with a traditional non-local operator. For the traditional non-local operator, we empirically set all the elements in h to 30. Similarly, we can investigate the effect of the adaptive combination for skip connection by using only one of z, g, and u, for the global residual learning. Besides, the result from the model without such a long skip connection is also recorded. All these results are provided in Table 6, which demonstrate the non-local operator and the adaptive combination are beneficial. Similar to Section 4.2, we further measure the statistical significance for the results in Table 6, i.e., checking the significance of our modified non-local operator and the proposed adaptive residual
Table 7: Quantitative Comparisons Based on CaHDC.

| SR Models             | Up-scaling factor |
|-----------------------|-------------------|
|                       | 2     | 3     | 4     |
| ICSD                  | 43.20 | 38.03 | 34.76 |
| CISRDCNN              | 46.11 | 42.05 | 41.79 |
| DnCNN + SAN           | 45.22 | 39.58 | 32.73 |
| DnCNN + RCAN          | 41.25 | 35.30 | 27.40 |
| DnCNN + USRNet        | 43.16 | 37.12 | 30.61 |
| USRNet                | 43.32 | 37.43 | 30.63 |
| USRNet + NRIBP        | 41.92 | 36.34 | 29.54 |
| Our tiny model        | **46.91** | **42.93** | **36.71** |
| Our full model        | **46.98** | **43.33** | **37.54** |

learning. There are 100 samples for each configuration, and the results are provided in Fig. 10. From Fig. 10(a), we can see that the performance differences between the model with our non-local operator and the one with other two configurations are significant. And the results in Fig. 10(b) demonstrate that the adaptive combination of three images achieve significantly different performance compared with individual skip connections. By considering the results in Table 6 and Fig. 10, it can be concluded that the modified non-local operator and the adaptive combination for residual learning are nontrivial.

4.4. Super-resolving Images from Social Media

Social media platforms such as WeChat have become popular for internet users to share photos. However, images uploaded by users would be down-scaled and compressed by the service due to the limitations of storage capacity and transmission bandwidth. For example, users’ avatar images in WeChat are downsampled and compressed, and their degradation histories are unknown to users. That is, the down-sampling kernels and compression parameters are not available. As a real-world application, we apply our trained models directly to super-resolve these severely scaled and compressed avatar images to demonstrate the generalization ability of our model. We have constructed a dataset containing 50 WeChat avatar images. Specifically, 5 randomly selected WeChat users (3 females and 2 males), and each user has volunteered to provide 10 avatar images from their friend lists after obtaining approval from the content owners. We evaluate the performance of the proposed method on this dataset and compare it with the competitors in Section 4.2. In this real-world testing, all the SISR models, including our tiny and full models, remain the same as the ones described in Sections 4.1 and 4.2 without any retraining or fine-tuning to fit the dataset. We simply up-scale these 50 images by a factor of 2, 3 and 4 respectively. Due to the lack of ground truths, a state-of-the-art blind quality assessment method, abbreviated as CaHDC [65], is utilized for quantitative evaluations. Higher score means better image quality for this assessment method.
Figure 11: Visual comparisons on the collected avatar images dataset.
Figure 12: Two failure cases on the collected avatar images dataset. Rescaling all of these images for better comparison.

The average values of CaHDC are shown in Table 7, in which the best performance is highlighted in bold, and the second-best results are distinguished by italics. Three visual examples are further provided in Fig. 11. From Table 7 and Fig. 11, we can see that our method has much better generalization ability for real-world applications. More details about the collected avatar dataset, as well as more visual examples, can be found in our online materials [59].

However, super-resolving real-world images whose formation remains unknown is very challenging. Thus, there are also some failure cases when applying our model to these real-world images. As shown in Fig. 12, it can be seen that, some artefacts might be enlarged if we super-resolve the input with the scale factor 4 by our model, although our results for up-scaling factor 2 are satisfactory. It may be attributed to the fact that the model trained on the data with scale factor of 4 would struggle to enhance weak edges. One possible solution to this limitation is to make use of the up-scaling factor as another input to provide auxiliary information for the adaptive combination in our framework.

5. Concluding Remarks

In this paper, we propose a parallel and series integration framework to super-resolve compressed LR images. This framework includes two modules: the ARM and the REM. Both modules are based on deep neural networks and share similar network architectures. Between the ARM and the REM, both parallel and series flows are included. On one hand, compressed LR image is received and processed by the ARM and the REM in a parallel way. As a result, the original information in the input is fully available for the both modules without any loss or change. On the other hand, two series flows are formed
by regarding the output of one module as the auxiliary input of the other one. These series streams enable the information exchange between the ARM and the REM so that the two modules can facilitate each other. In this way, our framework is capable of super-resolving compressed images without assuming apriori compressions. Furthermore, to make better use of the auxiliary inputs, a modified non-local operator and an adaptive combination module, both with learnable parameters, are introduced, which have helped improving performances. Experiments are conducted on the LR images with various compression configurations. Extensive comparisons on both benchmark dataset and social media dataset demonstrate the advantage of the proposed model over state-of-the-art SISR models.
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