A Fast Method for Estimating the Number of Clusters Based on Score and the Minimum Distance of the Center Point
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Abstract: Clustering is widely used as an unsupervised learning algorithm. However, it is often necessary to manually enter the number of clusters, and the number of clusters has a great impact on the clustering effect. At present, researchers propose some algorithms to determine the number of clusters, but the results are not very good for determining the number of clusters of data sets with complex and scattered shapes. To solve these problems, this paper proposes using the Gaussian Kernel density estimation function to determine the maximum number of clusters, use the change of center point score to get the candidate set of center points, and further use the change of the minimum distance between center points to get the number of clusters. The experiment shows the validity and practicability of the proposed algorithm.
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1. Introduction

Clustering analysis has a long history and is a key technology of data analysis. As an unsupervised learning algorithm [1], it does not require prior knowledge and has been widely applied to image processing, business intelligence, network mining, and other fields [2,3]. A clustering algorithm is used to divide data into multiple clusters and make the elements within clusters as similar as possible and the elements between clusters as different as possible.

At present, researchers propose a large number of clustering algorithms, including k-means algorithm based on partition, which is widely used because of its simplicity and rapidity. There is a DBSCAN algorithm based on density, which can recognize various shapes in the presence of noise. There are DPC [4] and LPC [5] algorithms based on density peak, which can quickly identify various shapes. Among the above algorithms, only DBSCAN algorithm does not need to input the number of clusters, while other algorithms need to input the number of clusters artificially. Moreover, the DBSCAN algorithm is also faced with the need to select the parameters when determining the number of clusters, and the clustering speed is slow. In practical applications, the number of clusters is determined according to people's background knowledge and decision graph, which may be larger or smaller due to people's lack of background knowledge and visual error. In addition, the determination of the number of clusters has a great influence on the quality of the clustering. Therefore, it is very important to determine the optimal number of clusters. At present, researchers also propose some methods to determine the number of clusters, including methods based on validity indexes, such as Silhouette index [6], I-index [7], Xie-Beni index [8], DBI [9] and new Bayesian index [10]. It is better to estimate the number of clusters with clear boundaries, but the cluster number estimation for complexly distributed datasets tends to be poor and slow. There are methods based on a clustering algorithm,
such as the I-nice algorithm based on Gaussian model [11] and an algorithm based on improved density [12], which are relatively slow in cluster number calculation.

To solve the existing problems, it is not very good for the determination of the number of clusters of complex data sets and the speed of determining the number of clusters. This paper proposes an algorithm based on the change of scores and the minimum distance between the centers to determine the number of clusters. The algorithm in this paper mainly studies the automatic determination of the cluster number of data sets with complex shapes and distributed dispersion. The dispersion here is that at least one dimension of data overlap is not particularly severe. It does not require artificial input of cluster numbers and has a fast speed. The algorithm in this paper firstly gets the number of density peaks on the larger dispersed dimension through the density estimation of one-dimensional Gaussian kernel to narrow the value range of K. Then it gets the center point through the score of the points, and gets the candidate set of the center point according to the change of the score. In the candidate set, it gets the value of K according to the change of the distance of the center point. In the experimental part, the results of the proposed algorithm are compared and discussed with those of the proposed 11 typical algorithms on artificial data sets and real data sets.

2. Related Work

At present, researchers propose many methods for determining the number of clusters. For example, in 2014, Rodriguez and Laio [4] proposed clustering algorithms based on density peaks. Although the algorithm can handle non-spherical and strongly overlapping data sets, in fact, it cannot fully automate the determination of the number of clusters, requiring people to select the number of clusters according to the decision map. Next, the related techniques for determining the optimal number of clusters is summarized as follows. Existing algorithms can be roughly divided into two categories: one is based on validity index, and the other is based on existing clustering algorithms.

(1) Some methods determine the number of clusters based on clustering validity index. Davies and Bouldin proposed the DBI [9] in 1979. The DBI is based on the ratio between dispersion degree and distance between clusters to get the similarity between clusters, and the lowest similarity to get the best clustering number. In 2002, Ujjwal and Sanghamitra proposed a method to determine the number of clusters based on the validity index of I-index [7]. Xie and Beni proposed Xie-Beni index in 1991 [8]. This index is the ratio of intra-class compactness and inter-class separation. Xie-Beni index is also used to determine the optimal number of clusters. Bensaid et al. found that the size of each cluster had a great influence on Xie-Beni index, so they proposed an improved Xie-Beni index, which was no longer so sensitive to the number of elements. Min Ren et al. found that there was a problem with the improved index by Bensaid et al. When \( c \rightarrow n \), the index will decrease monotonously, approaching 0, lacking the robustness to determine the optimal number of clusters. Therefore, Min Ren et al. proposed an improved Xie-Beni index [2] (Xie-Beni index with punitive measures) in 2016 to determine the optimal cluster number. Suneel proposed in 2018 to use diversity to determine the number of clusters [13], in other words, to encourage balanced clustering through cluster size and the distance between clusters. Zhou et al. proposed a validity index based on cluster centers and nearest neighbor clusters in 2018 [14], and used this index to determine the optimal number of clusters. Li et al. also proposed a new clustering validity index in 2019, which is based on the deviation ratio of the sum of squares and Euclidean distance [15], and designed a method to dynamically determine the optimal number based on the index. Ramazan and Petros [16] proposed in 2019 to assign weights to multiple clustering algorithms according to data sets and determine the number of clusters by using various indicators. Khan and Luo proposed an algorithm in 2019 to determine the number of clusters in fuzzy clustering by using variable weights [17], which introduced punishment rules and updated variable weights with formulas.

(2) Some classical clustering algorithms are used to determine the optimal number of clusters. Sugar and James [18] proposed a non-parametric method in 2003 that determined the number of clusters based on the average distance between each data sample and its nearest clustering center.
Tong and Li et al. proposed the improved density algorithm scubi-dbscan algorithm [19] in 2017 to determine the cluster number while clustering. Zhou and Xu [20] proposed an algorithm to determine the number of clusters based on hierarchical clustering in 2017, and the number of clusters was obtained when a certain value was reached. Md Abdul Masud [11] proposed in 2018 to set up m observation points, calculate the distance between all data sets and these m points, establish m gaussian mixture models according to the distance data, and find the gaussian mixture model with the best fitting degree through AIC index. At this time, the number of components of the gaussian mixture model is the number of clusters. As there are always errors, Md Abdul Masud proposed that all the center points obtained by the established m gaussian mixture model should be combined with k-nearest neighbor calculation, and the number of the remaining center points should be the number of clusters. Avisek [21] proposed the maximum jump and final jump algorithm in 2018 to determine the optimal cluster number. Specifically, it uses the minimum distance change of the center point to obtain the number of clusters.

These algorithms are good at estimating the optimal number of clusters on a data set with a simple shape and a well-defined boundary. However, they are not particularly good for complex data sets and do not have good time performance. However, these algorithms broaden the way for us to further study the optimal cluster number of complex data sets.

3. Background

Density estimation can be divided into parametric estimation and nonparametric estimation. Kernel density estimation is a kind of non-parametric estimation algorithm, which obtains the characteristics of data distribution from the data itself, hardly requiring prior knowledge. The calculation formula of probability density function is shown in Formula (1). The commonly used kernel density estimation includes Gaussian Kernel function, Triangular Kernel function and Epanechniko Kernel function. The effects of these functions are similar, but in different forms. To present a smooth density curve, Gaussian Kernel density function is adopted in this paper, and its calculation formula is as follows: (2).

**Definition 1.** Given a set of independent and identically distributed random variables \( X = \{x_1, x_2, \ldots, x_n\} \), assuming that the random variable obeys the density distribution function \( f(x) \), \( f(x) \) is defined as:

\[
f(x) = \frac{1}{nh} \sum_{i=1}^{n} K\left( \frac{x - x_i}{h} \right)
\]

Then \( f(x) \) is the kernel density estimate of the random variable \( X \) density function. Where \( K(\cdot) \) is the kernel function, \( h \) is the window width, and \( n \) is the number of variables.

\[
K(u) = \frac{1}{\sqrt{2\pi}e^{-\frac{1}{2}u^2}}
\]

The value of window width will affect the estimation effect of kernel density, so the fixed optimal window width calculation formula proposed by Silverman [22] is adopted in this paper:

\[
h = 1.059\sigma n^{-\frac{1}{5}}
\]

where \( n \) is the number of variables and \( \sigma \) is the variance of the random variable.

Table 1 describes the specific meaning of the variables used in this article.
Table 1. Notions.

| Notions          | Description                                |
|------------------|--------------------------------------------|
| P                | node set                                   |
| \( \min \)      | the minimum value of a set of values        |
| \( \max \)      | the maximum value of a set of values        |
| \( K_{max} \)   | maximum number of clusters                 |
| \( K_{max}' \)  | the size of the candidate point set        |
| \( K \)         | number of clusters                         |
| \( F \)         | the value of Discreteness                  |
| \( C_K \)       | center point set with the number of center points being \( K \) |
| \( c_i \)       | point \( i \)                              |
| Grade(\( k \))  | the score of the \( k \)th point in descending order |
| Gradrop(\( k \))| the change of the \( k \)th point in score  |
| AverCGrade       | average of the top \( K_{max} \) score changes |
| distance(\( C_i, C_j \)) | Euclidean distance between point \( i \) and point \( j \) |
| Disdrop(\( C_k, C_{k+1} \)) | the degree of change of the minimum distance when the number of center points is from \( k \) to \( k+1 \) |

4. The Estimation Method Based on Score and the Minimum Distance of Centers

To make the algorithm fast to determine the number of clusters, we first use the Gaussian kernel function to determine the maximum value \( K_{max} \) of the cluster number and narrow the judgment range. The score for each point is calculated and the score is used to determine the center point, which reduces the iteration time of other algorithms when acquiring the center point. In the \( K_{max} \) center points obtained by the score, we use the change in the score to determine the center point candidate set. Since the score does not take into account the minimum distance variation between the center points, in order to avoid multiple center points in a cluster, we use the change in the minimum distance between the center points to determine the final center point set. The size of the final set of center points is the number of clusters. In the next section, we detail the implementation of the algorithm.

4.1. Gaussian Kernel Function Establishes \( K_{max} \)

The projection of data sets with complex shapes and scattered distribution on different dimensions is different. The projection of data set 1 in Figure 1 on two dimensions is (a) and (b) in Figure 2. The more dispersed the data is in (a) dimension, the more likely it is to show the true distribution of the data; the more concentrated the data is, the more serious the overlap is. First, calculate the discreteness of each dimension. To compare the discreteness, first normalize the data by linear function.

The normalization formula is (4), and the dispersion degree is calculated by Formula (5).

\[
x' = \frac{x - \min}{\max - \min}
\] (4)

**Definition 2. Discreteness.** Discreteness is the degree of dispersion of the data. \( X = \{x_1, x_2, x_3, \ldots, x_n\} \), \( n \) is the number of samples, then the discreteness of data samples is defined as:

\[
F = \sum_{i=1}^{n-1} |x_{i+1} - x_i|
\] (5)

According to the definition, when the point distribution is more dispersed, because the distance between all points is relatively smaller, the Discreteness value is smaller. In other words, the smaller the value of the Discreteness, the more dispersed the data. In the larger dispersed dimension, Gaussian kernel density estimation is carried out on the projection of data by using Formulas (1) and (2). Since the Gaussian kernel function is used for density probability estimation, the density function is composed of multiple normal distributions, as shown in Figure 2a.

In the existing algorithms of determining the number of clusters, researchers generally directly set \( K_{max} = \sqrt{n} \). As you can see from Figure 3, \( \sqrt{n} \) is much larger than the actual number of clusters. At the same time, it can also be seen that the number of extreme values obtained by using gaussian kernel density function is generally smaller than the square root of \( n \) and greater than or equal to the
actual number of clusters. However, occasionally, the number of extreme values is larger than $\sqrt{n}$. Therefore, we will choose a small value among $\sqrt{n}$ and the number of extreme values as $K_{max}$. This is also one of the reasons why the runtime performance of this algorithm is improved.

![Figure 1. Shape structure of dataset 1.](image)

**Figure 1.** Shape structure of dataset 1.

![Figure 2. Gaussian kernel distribution on each dimension. (a) Gaussian kernel distribution in X dimension; (b) Gaussian kernel distribution in Y dimension.](image)

**Figure 2.** Gaussian kernel distribution on each dimension. (a) Gaussian kernel distribution in X dimension; (b) Gaussian kernel distribution in Y dimension.

![Figure 3. Comparison between the number of extreme values and the real k value and $\sqrt{n}$.](image)

**Figure 3.** Comparison between the number of extreme values and the real k value and $\sqrt{n}$. (Here, “true” represents the true cluster number of the data set, “sqrt” represents the square root of the size of the data set, and “extreme” represents the extreme number of density estimated by gaussian kernel density. The data shape of Compound is shown in Figure 4. It consists of 399 points and two attributes, which are divided into six clusters. The path-based graphic shape is shown in Figure 5. It consists of 300 points and two attributes, which are divided into three clusters. Details of the other data sets are described in Section 5).
4.2. Calculation of Candidate Set of Center Points

Laio et al. proposed a DPC [4] algorithm based on density peaks. The algorithm first calculates the density of each point and the minimum distance from a point that is denser than it. The algorithm visualizes the density and distance. People select the points with large density and large distance as the cluster center according to the visualization, and get the number of clusters. It requires human intervention, so it is not automated to determine the number of clusters. In general, when implementing this algorithm, the product of density and distance is often used as a score to select the center point. When the score is sorted in descending order, the $K$ value is obtained by observing the last major change in the score. Since the change in the minimum distance between the center points is not considered, the distance between the center points may be too close. In addition, when people observe the $K$ value, there are always some visual and subjective errors. For example, when the density parameter is optimal, the clustering effect reaches Figure 6, and the score map is shown in Figure 7. It is easy to judge that the number of clusters is 13. However, when the number of clusters is 13, as shown in Figure 8, there are already many center points in the same class.

To solve the visual error caused by manual observation and the problem of manually inputting the number of clusters, this paper proposes to use Equation (10) to automatically determine whether the score has a large change. To get the center point candidate set quickly, we use Equation (6) to calculate the score for each point and sort the scores in descending order. In Section 4.1, we obtained the maximum value $K_{max}$ of the cluster number, so we only need to judge the score change in the score of the first $K_{max}$ points. Among the points in which the score is ranked in the top $K_{max}$, the point set consisting of points before the last significant change in the score is the center point candidate set.

$$\text{score}(c_i) = \min_{\text{density}(c_j) \geq \text{density}(c_i), c_j \in P, c_i \in P} \text{distance}(c_i, c_j) \cdot \text{density}(c_i) \quad (6)$$

Then $\text{density}(c_i)$ is the density of point $c_i$, $\text{distance}(c_i, c_j)$ is the distance between point $c_i$ and point $c_j$, and $\text{score}(c_i)$ is the score of point $c_i$. After sorting the $\text{score}(c_i)$ in descending order, get $\text{Grade}(k)$. $\text{Grade}(k)$ is the score ranked in the $k$th.

$$\text{CGrade}(k) = \text{Grade}(k) - \text{Grade}(k + 1) \quad (7)$$

Then $\text{CGrade}(k)$ is the score change value.
Figure 6. The correct clustering result of the aggregation data set.

Figure 7. Score graph of aggregation dataset.

Figure 8. Center point distribution when the number of clusters is 13.

Definition 3. Score Variation. The score variation is used to find the $k$ value when the last great change occurred. For any $0 < k < K_{max}$ and $CGrade(k)$ that satisfies Formula (9), Formula (10) is calculated to calculate the score variation degree.

\[
AverCGrade = \frac{\sum_{i=1}^{n-1} CGrade(k)}{n-1} \tag{8}
\]

\[
CGrade(k) > AverCGrade \tag{9}
\]

\[
Gradrop(k) = \frac{CGrade(k)}{\max_{k<i<K_{max}} CGrade(i)} \tag{10}
\]

Then $AverCGrade$ is the average of the top $K_{max}$ score changes, and $Gradrop(k)$ is the score change degree. When $Gradrop(k) \geq a, a \geq 2$, we think that the center point has changed greatly. For the convenience of calculation, we choose $a = 2$ as the condition for judging the change. Since the
score does not take into account the change in the minimum distance between the center points, there may be two center points that are relatively close in the center point candidate set obtained by the change in the score. Therefore, we also need to enter Section 4.3 to judge the change of the minimum distance between the central points to avoid the two points in the same cluster.

4.3. Calculation of K Values

It can be seen from Equation (6) that the calculation of the score is calculated by assigning the same weight to the density and distance. Therefore, it is judged only by the change of the score. In the case where the local density is large, the distance between the two selected central points is very close, and it is easy to divide the data set originally of one cluster into two clusters.

Therefore, in the center point candidate set that has been obtained, we propose to make another judgment of the change in the minimum distance between the center points. When the K value is calculated by the change of the minimum distance between the center points, since the center point candidate set is calculated in Section 4.2, the center point candidate set satisfied the condition as the center point and was sorted in descending order by score. Therefore, when we select K center points, we can directly select the top K points as the center points. Since the sequence of sorting is certain, as the value of K increases, the center point that has been previously selected does not change, so the minimum distance between the center points is monotonically decreasing. We use Equation (11) to calculate the degree of change of the minimum distance between the center points. When \( \text{Disdrop}(C_k, C_{k+1}) \geq a, a \geq 2 \), we think that the minimum distance between the center points has changed greatly. For the convenience of calculation, we make \( a = 2 \).

\[
\text{Disdrop}(C_k, C_{k+1}) = \frac{\min_{c_i \in C_k, c_j \in C_k \text{ and } i \neq j} \text{distance}(c_i, c_j)}{\min_{c_i \in C_{k+1}, c_j \in C_{k+1} \text{ and } i \neq j} \text{distance}(c_i, c_j)}
\]

When the minimum distance between center points changes greatly for the last time, when the center point is selected, the minimum distance of the center point is almost no longer changed. This shows that there is already a small distance between the two center points. In other words, the center point at this time is selected in the cluster of the existing center point. Therefore, the points before the last large change in the minimum distance between the center points are the center point set. The size of the center point set is the value of K.

4.4. Framework for Cluster Number Estimation

Step 1. Calculate the discreteness of each dimension and find the one dimension with the largest discreteness.

Step 2. Gaussian kernel density estimation was carried out for the one-dimensional dimension with the largest dispersion degree, and the number of extremum was obtained as \( K_{max} \).

Step 3. Calculate the score of each point, look for the point with the last great change among the points with the score in the first \( K_{max} \), and get the candidate set, whose size is denoted as \( K_{max}' \).

Step 4. Calculate the minimum distance between the center points when the \( K \) value is from 1 to \( K_{max}' \). The points before the last large change in the minimum distance between the center points are the center point set, and the size of the center point set is calculated to obtain the \( K \) value;

5. Experiments and Discussion

5.1. Experimental Environment, Dataset and Other Algorithms

In this paper, 8 UCI real datasets, a subset of MNIST (The MNIST is a set of handwritten digits) and 5 artificial datasets (Sprial, Aggregation, Flame, R15, D22) are used to verify the effectiveness of
the proposed algorithm, and 11 algorithms such as BIC, CH and PC are compared with our approach. WHERE Mnist_123 is a subset of the MNIST and contains handwritten digits “1”, “2”, and “3”.

The experimental simulation environment is Pycharm2019, the hardware configuration is Intel(R)Core(TM) i5-2400m CPU @3.1ghz, 4GB memory, 270G hard disk, and the operating system is Windows 10 professional version.

The shape structures of the five artificial datasets are illustrated in Figure 9. The detailed information of the seven data sets is shown in Table 2.

![Fig 9](image)

**Figure 9.** Datasets of different shape structures. (a) Spiral, (b) Aggregation, (c) Flame, (d) R15, (e) D22.

| Number | Dataset         | Features | Clusters | Instances |
|--------|-----------------|----------|----------|-----------|
| 1      | Iris            | 4        | 3        | 150       |
| 2      | Seeds           | 7        | 3        | 210       |
| 3      | Wine            | 13       | 3        | 178       |
| 4      | Ionoshpere      | 34       | 2        | 351       |
| 5      | Banknote        | 4        | 2        | 1372      |
| 6      | Glass           | 9        | 7        | 214       |
| 7      | Biodeg          | 41       | 2        | 1055      |
| 8      | Movement_libras | 91       | 15       | 366       |
| 9      | Mnist_123       | 784      | 3        | 649       |
| 10     | Spiral          | 2        | 3        | 312       |
| 11     | Aggregation     | 2        | 7        | 788       |
| 12     | Flame           | 2        | 2        | 240       |
| 13     | R15             | 2        | 15       | 600       |
| 14     | D22             | 2        | 22       | 2211      |

In the analysis and comparison of the results, we evaluates the algorithm in this paper and other 11 algorithms from the aspects of the accuracy of the number of clusters and time performance of estimation. The detailed information of these 11 algorithms is shown in Table 3. The accuracy of each algorithm is obtained by analyzing the results of 20 runs of each data. The time performance of each algorithm is evaluated by the average time obtained by running each data 20 times.
Table 3. Approaches to be compared with ours

| Number | Approaches                              | Selection Criteria for K | Min No. of Clusters |
|--------|-----------------------------------------|--------------------------|---------------------|
| 1      | Bayesian Information Criterion (BIC)    | max                      | 2                   |
| 2      | Caliński Harabasz (CH) Index [23]      | max                      | 2                   |
| 3      | Classification Entropy (CE) [24]        | min                      | 2                   |
| 4      | Fuzzy Hypervolume (FHV) [25]            | min                      | 1                   |
| 5      | I Index [7]                             | max                      | 2                   |
| 6      | Jump Method [18]                        | max                      | 2                   |
| 7      | Partition Coefficient (PC) [26]         | max                      | 2                   |
| 8      | PBMF [27]                               | max                      | 2                   |
| 9      | Zhao Xu Fränti (ZXF) Index [28]        | Knee                     | 2                   |
| 10     | Last leap (LL) [21]                     | max & 1                  | 1                   |
| 11     | Last Major Leap (LML) [21]              | max & 1                  | 1                   |
| 12     | our approach                            | max & 1                  | 1                   |

5.2. Experimental Results and Analysis

The results of the algorithm in this paper and the other 11 algorithms running 20 times on 14 data sets are shown in Table 4. For an algorithm performing 20 times on a data set, two results are separated by “/”, and multiple results are separated by “-”.

Table 4 shows the results of each algorithm when estimating the number of clusters on different data sets. Figure 10 shows the correct number of cluster estimates for each algorithm on 14 data sets. As can be seen from Table 4 and Figure 9, the BIC and LL algorithms can correctly estimate the number of clusters of the two data sets. The effects of PBMF and LML are slightly better than them, and the number of clusters can be correctly estimated on three data sets. The CE and I index algorithms also show higher accuracy, which can correctly estimate the number of clusters of 4 data sets, while the CH, Jump, and PC algorithms have higher accuracy, and can correctly estimate the number of clusters of 6 data sets. However, these algorithms are generally not ideal for estimating the datasets such as Wine, Glass, Aggregation, Movement_libras, and Mnist_123. The algorithm of this paper can correctly determine the number of clusters of these 14 data sets, and the correct rate is the highest.

Beside accuracy, time performance is also compared in this paper. In this paper, the average time for each algorithm to execute 20 times on each data set is taken as the running time, and the results are shown in Table 5. It can be seen that the running time of the remaining 11 algorithms on Iris is more than 1.3, while the running time of the algorithm in this paper is 0.015. Moreover, the running time of other algorithms on other data sets is about 50 times of the running time of this algorithm. The running time on some data sets is even nearly a hundred times. Therefore, you can see the improvement in time performance of this algorithm.

Figure 11 shows normalized execution time of each of the approaches. The normalized execution time of an approach on a data set is obtained by dividing the execution time of that approach by that of our approach on the same data set. According to the figure, the performance of our method is much higher than other methods. All other solutions show similar performance on the same data set.

Our improvement in time performance is closely related to the selection of $K_{max}$ and center point. Other algorithms directly set $K_{max} = \sqrt{n}$, while the algorithm in this paper obtained $K_{max}$ value through one-dimensional Gaussian Kernel density, which greatly reduced the range of $K_{max}$ and saved time. When selecting the center point, the algorithm in this paper calculates the score at one time and selects the first $K$ points according to different $K$ values. Because the other 11 algorithms need not only the center point, but also the clustering results. Therefore, clustering should be conducted according to different $K$ values each time to obtain the score of each index. The clustering process needs multiple iterations, which is also one of the reasons why they consume huge time.
**Figure 10.** The correct number of each algorithm.

**Figure 11.** Normalized execution time comparison.
Table 4. Estimation of the optimal number of clusters in overlapping data sets.

| Approaches | Iris | Seeds | Wine | Ionoshpere | Banknote | Glass | Biodeg | Movement_libras | Mnist_123 | Spiral | Aggregation | Flame | R15 | D22 |
|------------|------|-------|------|------------|----------|-------|--------|----------------|-----------|--------|------------|-------|------|-----|
| BIC        | 8–12 | 14    | 13   | 15–18      | 35–37    | 14    | 31/32  | 18             | 23–25     | 3      | 14          | 4     | 15   | 25–33 |
| CH         | 3    | 3     | 13   | 2          | 2        | 2     | 2      | 2              | 2         | 2      | 2           | 2     | 2    | 2    |
| CE         | 2    | 2     | 2    | 2          | 2        | 2     | 2      | 2              | 2         | 2      | 2           | 2     | 2    | 2    |
| FHV        | 2    | 1     | 1    | 1          | 1        | 4     | 1      | 1              | 1         | 1      | 1           | 1     | 1    | 1    |
| I          | 3    | 3     | 7    | 2          | 2        | 4-6   | 4      | 2              | 2         | 2      | 4           | 4     | 15   | 23   |
| Jump       | 3    | 3     | 10–13| 2          | 15–37    | 13    | 2      | 2              | 2         | 2      | 12–17       | 14–27 | 4    | 15   |
| PC         | 2    | 2     | 2    | 2          | 2        | 2     | 2      | 2              | 2         | 2      | 2           | 2     | 2    | 2    |
| PBMF       | 3    | 3     | 12/13| 3          | 15–37    | 13/14 | 1/4    | 3/4            | 2         | 7/8    | 4           | 4     | 15   | 23   |
| ZXF        | 6    | 6     | 4–7  | 9          | 6        | 4/5   | 5-10   | 5/6            | 6         | 6      | 4           | 8     | 11   |      |
| FHV        | 3    | 2     | 2    | 2          | 1–11     | 2     | 1–31   | 2              | 1/24      | 1      | 6           | 4     | 15   | 23–26 |
| LML        | 3    | 2     | 2    | 1–9        | 2        | 2     | 1/6    | 2–17           | 1         | 1      | 6           | 4     | 15   | 23–26 |
| our approach| 3    | 3     | 3    | 2          | 2        | 7     | 2      | 15             | 3         | 3      | 7           | 2     | 15   | 22   |

Table 5. Execution time of approaches.

| Approaches | Iris | Seed | Wine | Ionoshpere | Banknote | Glass | Biodeg | Movement_libras | Mnist_123 | Spiral | Aggregation | Flame | R15 | D22 |
|------------|------|------|------|------------|----------|-------|--------|----------------|-----------|--------|------------|-------|------|-----|
| BIC        | 1.348| 2.017| 1.570| 3.962      | 24.023   | 2.134 | 20.821 | 4.025          | 37.340    | 3.533  | 10.150      | 2.411  | 5.720 | 42.149 |
| CH         | 1.354| 2.039| 1.560| 3.938      | 23.863   | 2.163 | 20.451 | 3.794          | 37.505    | 3.541  | 10.203      | 2.409  | 5.740 | 43.090 |
| CE         | 1.317| 1.991| 1.534| 3.990      | 24.229   | 2.148 | 20.455 | 3.757          | 36.636    | 3.484  | 10.601      | 2.389  | 5.367 | 40.092 |
| FHV        | 1.401| 2.085| 1.622| 4.059      | 24.359   | 2.179 | 20.541 | 3.939          | 36.479    | 3.317  | 9.612       | 2.290  | 5.409 | 40.817 |
| LML        | 1.367| 2.127| 1.583| 4.060      | 24.548   | 2.166 | 20.299 | 3.797          | 36.261    | 3.308  | 9.659       | 2.251  | 5.386 | 41.698 |
| our approach| 0.015| 0.033| 0.032| 0.066      | 0.326    | 0.047 | 0.237  | 0.108          | 0.604     | 0.044  | 0.148       | 0.034  | 0.106 | 0.619 |
6. Conclusions

This paper mainly deals with the estimation of cluster number of data sets with complex and scattered shape. To improve the accuracy of the cluster number estimation and improve the time performance of the estimation, we use the Gaussian Kernel function to obtain the $K_{max}$ value to narrow the judgment range, and use the change of the center point score and the change of the minimum distance between the center points to obtain the $K$ value. Experimental results show that the proposed algorithm is practical and effective. Since the optimal density parameters of the algorithm are not yet automatically determined, we will further study how to automatically determine the optimal density parameters.
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