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Abstract

This paper proposes a convolutional neural networks (CNN) output optimization method to improve accuracies of low-accuracy classes. Since CNN classifiers are trained by datasets whose data distributions of individual classes are not even or similar, they have always suffered from imbalanced classification performances against classes. In this study, CNN output probabilities are optimized by applying weights and biases as if there is an additional layer after the softmax. We formulated the equations to optimize weights and biases for performance improvement. A naïve optimization did not work well, so we devised a more elaborated optimization to focus on the competitive probability range and low accuracy classes. As a result, the classification accuracies of lowest 20% classes in accuracy are improved 1.27% on average while maintaining the total accuracy.
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1. Introduction

Convolutional neural networks (CNN) have made a breakthrough in the computer vision field, especially for image classification [1–6] and object detection [7–13] and segmentation [14–16]. Since this paper deals with image classification, especially for improving performances of low-accuracy categories, we start with reviewing a brief history of image classification by CNN. The innovation begun by Lecun et al. [1], where the initial structure of CNN, LeNet-5, was proposed and verified by hand-written digit classification. The real revolution was initiated by the AlexNet [2] which first won the ImageNet competition with neural networks. After the successful debut of AlexNet, development of CNN was accelerated by new structures, optimization techniques, and plenty of large-scale datasets.

The structure of CNN has been getting deeper and more complex. VGG-Net [3] stacked plain $3 \times 3$ conv layers deeply instead of larger kernels in AlexNet. The improved classification and localization performances benefited from the reduced number of parameters and more ReLU layers. VGG-Net stimulated researchers to explore extremely deep networks. GoogLeNet [5] is another most famous structure which introduced the “Inception module”. The inception module has the network-in-network structure [17] which deals with features of various scales. The entire structure has way deep layers more than hundred. ResNet [6] is considered the last innovation in the CNN layout. It has 152 layers, mostly series of plain $3 \times 3$ conv-ReLU layers but they are grouped in the “Residual blocks”. The residual block outputs the input features added by the features from a couple of conv layers. The added features are considered as residual features. Training residual blocks eased the learning because learning
Table 1. The statistics of the three datasets: the numbers of classes, and total, training, validation and test images

| Dataset  | Classes | Total   | Training | Validation | Test  |
|----------|---------|---------|----------|------------|-------|
| CIFAR10  | 10      | 60,000  | 40,000   | 10,000     | 10,000|
| CIFAR100 | 100     | 60,000  | 40,000   | 10,000     | 10,000|
| VOC2012  | 20      | 40,135  | 28,095   | 6,020      | 6,020 |

“residual” features is easier than learning new features and the gradient propagated effectively by the direct path to the input features. In this work, the latest variations were used as pre-trained networks, such as Inception-v4 and Inception-ResNet-v2 from [17], and ResNet-v2-50 and ResNet-v2-101 from [18]. Large-scale datasets supported and led these progresses. New techniques competed over the public datasets such as CIFAR10 [19], CIFAR100 [19], Pascal VOC [20], ImageNet [21], and MS-COCO [22]. We used CIFAR10, CIFAR100, and Pascal VOC2012 datasets to train and test CNN for image classification because they have sufficient number of images and categories with moderate volume. The statistics of the datasets are provided in Table 1.

Though the progress of image classification seems to saturate now, there remain a few problems. First, training the deep networks above with the large-scale datasets takes too much time. Training on the ImageNet dataset took a couple of weeks even with multiple state-of-art GPUs. Second, classification performances are not even for multiple categories. VOC 2012 dataset has 40,136 training annotations and 17,399 of them belong to the ‘person’ category. The smallest category is ‘bus’ and has 683 annotations. This unevenness makes the accuracy of ‘bus’ classification generally lower than that of ‘person’. On the other hand, the both CIFAR datasets contains 60,000 images and they are evenly distributed over 10 and 100 categories. However just even sizes of categories does not guarantees in similar accuracies of individual categories. In our training, per-class accuracies varied from 40% to 91%. Different distributions of categories in feature space also affected the performances of categories differently.

In this paper, we propose a method to quickly optimize CNN outputs to improve image classification performance, especially for low-accuracy categories. We added an optimization layer to the end of CNN’s output layers as shown in Figure 1. The weights and biases of the additional layers were optimized by the validation data. We gave different weights to categories in the optimization in order to improve the accuracies of low-accuracy categories. Rather than probability optimization, it is a more common idea that duplicate training data belonging to low-accuracy classes and retrain the network, but it takes too much time. Training the pre-trained deep networks can take several hours to days and training from the bottom may take a few weeks. However, our optimization is finished within a minute. In other words, the performance can be benefited with a small cost.

This paper is organized as follows. Section 2 introduce how to optimize weights and biases for CNN outputs. However, the naïve approach did not work well in practice. Section 3 presents a more elaborated method to help low-accuracy classes. The experimental results and conclusions are given in Sections 4 and 5.

2. CNN Output Optimization

If a CNN classifier is biased to specific classes, we can correct them by weighting the output probabilities. Our goal is to compute the optimal weights to derive the best performance from the fully trained CNN. With adding biases, it can be seen as attaching an additional layer to the final softmax layer as shown in Figure 1.

Our training process includes three steps. First, the given dataset is split into training, validation and test sets. Second, pre-trained models are fine-tuned by transfer learning with the training set. Third, the optimization layer is added to the CNN and the parameters of the additional layer is optimized for the validation set. Then we can evaluate the performance of the optimized CNN with the test set. The optimization problem is solved and the resulting performance is evaluated in the subsequent subsections.

2.1 Derivation of Optimal Parameters

Assume that there is a CNN that classifies images into $K$ classes. When an input image is fed to the network, it outputs a probability sample $\mathbf{p}_n = \left[ p_{n,1}, p_{n,2}, \ldots, p_{n,K} \right]^T$, where $n$ is
the input image index. When the ground-truth label index is \(c_n\), the target probability, \(p^*_n\), is defined as follows:

\[
p^*_n = \mathbf{p}^*_n (c_n) = \left[ p^*_{n,1} \ p^*_{n,2} \cdots p^*_{n,K} \right]^T, \quad (1)
\]

where \(p^*_{n,k}\) \(\begin{cases} 1 & \text{if } k = c_n, \\ 0 & \text{otherwise}. \end{cases}\)

The raw probabilities are corrected toward the target probabilities via an additional layer which is formulated as

\[
\hat{\mathbf{p}}_n = \mathbf{W} \mathbf{p}_n + \mathbf{b}, \quad (2)
\]

where \(\mathbf{W}\) is the weight matrix and \(\mathbf{b}\) is the bias vector of the additional layer. We aim to compute the parameters such that the distance between \(\hat{\mathbf{p}}_n\) and \(\mathbf{p}^*_n\) is minimized. For optimization convenience, the weight matrix and the bias vector are augmented into the parameter matrix \(\mathbf{H} = \left[ \mathbf{W} \ \mathbf{b} \right]\) and Eq. (2) is rewritten as follows:

\[
\hat{\mathbf{p}}_n = \mathbf{H} \mathbf{p}_n, \quad (3)
\]

where \(\hat{\mathbf{p}}_n = \left[ \mathbf{p}^*_n \ 1 \right]^T\) is the raw probability padded by one. The optimization of the parameter matrix is solved by minimizing the following function:

\[
\hat{\mathbf{H}} = \arg \min_{\mathbf{W}, \mathbf{a}} L (\mathbf{H}) \\
= \arg \min_{\mathbf{W}, \mathbf{a}} \sum_n (\mathbf{H} \hat{\mathbf{p}}_n - \mathbf{p}^*_n)^T (\mathbf{H} \hat{\mathbf{p}}_n - \mathbf{p}^*_n) \\
= \arg \min_{\mathbf{W}, \mathbf{a}} \| (\mathbf{H} \mathbf{p}^*_n - \mathbf{P}^* ) \|^2_F \\
= \arg \min_{\mathbf{W}, \mathbf{a}} tr \left( (\mathbf{H} \mathbf{p}^*_n - \mathbf{P}^* )^T (\mathbf{H} \mathbf{p}^*_n - \mathbf{P}^* ) \right), \quad (4)
\]

where \(\mathbf{P}^* = \left[ \mathbf{p}^*_1 \ \mathbf{p}^*_2 \cdots \mathbf{p}^*_N \right]\), \(\mathbf{P} = \left[ \hat{\mathbf{p}}_1 \ \hat{\mathbf{p}}_2 \cdots \hat{\mathbf{p}}_N \right]\), and \(\mathbf{H} \in \mathbb{R}^{K \times (K+1)}\). To obtain the optimal \(\hat{\mathbf{H}}\), Eq. (4) should be differentiated over \(\mathbf{H}\).

\[
\frac{\partial}{\partial \mathbf{H}} L (\mathbf{H}) = \frac{\partial}{\partial \mathbf{H}} tr \left( (\mathbf{H} \mathbf{p}^*_n - \mathbf{P}^* )^T (\mathbf{H} \mathbf{p}^*_n - \mathbf{P}^* ) \right) \\
= \frac{\partial}{\partial \mathbf{H}} tr \left( \mathbf{P}^T \mathbf{H}^T \mathbf{H} \mathbf{p}^*_n - \mathbf{P}^T \mathbf{H}^T \mathbf{P}^* \right) \\
- \mathbf{P}^T \mathbf{H} \mathbf{P}^* \\
= \frac{\partial}{\partial \mathbf{H}} tr \left( \mathbf{P}^T \mathbf{H}^T \mathbf{H} \mathbf{p}^*_n \right) - \frac{\partial}{\partial \mathbf{H}} tr \left( \mathbf{P}^T \mathbf{H} \mathbf{p}^*_n \right) \\
- \frac{\partial}{\partial \mathbf{H}} tr \left( \mathbf{P}^T \mathbf{H} \mathbf{P}^* \right) \\
= \frac{\partial}{\partial \mathbf{H}} tr \left( \mathbf{H} \mathbf{P}^T \mathbf{H} \mathbf{p}^*_n \right) - \frac{\partial}{\partial \mathbf{H}} tr \left( \mathbf{H} \mathbf{P}^T \mathbf{P}^* \right)
\]

For Eq. (5) to be zero, the optimal parameter matrix is solved as follows:

\[
\hat{\mathbf{H}} = \mathbf{P}^* \mathbf{P}^T (\mathbf{P}^* \mathbf{P}^T)^{-1} = \mathbf{P}^* \mathbf{P}^T. \quad (6)
\]

The weights and biases from the parameter matrix are applied to the optimization layer and output probabilities of the original network are corrected by Eq. (2).

### 2.2 The Optimization Results

We evaluated the classification accuracy from the optimized probabilities and compared it with that of the raw probabilities. However, on the contrast to our expectation, the classification performance was almost never improved compared to the original network as shown in Table 2. The error values of \(L (\mathbf{H})\) in Eq. (4) and the classification accuracies are evaluated over combinations of the three datasets and the four CNN models. The details about the datasets and the CNN models will be given in Section 4.1. Though the optimization reduced the error function of \(L (\mathbf{H})\) by 2.9% on average, it did not increase the accuracies. As the result did not make sense to us, we analyzed the intermediate variables to find the reason.

The reason was that \(\hat{\mathbf{H}}\) was not radical enough to change the rankings of probabilities. When we take a look on the values of \(\mathbf{H}\), it was close to an identity matrix. As the majority of the validation set was true positive samples, it tended to preserve the current status. Figure 2 shows the histogram of labeled probabilities which are probabilities corresponding to the ground-truth labels. The majority of labeled probabilities are close to 1. Thus the optimization had little motivity to change the rankings. We concluded that this naïve optimization could not improve the performance and devised a more elaborated method described in the next section.

### 3. Elaborated Optimization

From the results of Section 2, we learned two lessons. If the optimization includes probability samples whose labeled probability is close to 1, high-extreme samples, it will not make a meaningful change. Secondly, we cannot make close-to-zero labeled probabilities to the top place among class probabilities...
Table 2. The classification accuracies and the error function values of \( L (\mathbf{H}) \) from the raw and optimized probabilities

| Dataset     | CNN model  | Accuracy (%) | Error       |
|-------------|------------|--------------|-------------|
|             |            | Raw | Opt. | Raw | Opt. |
| CIFAR10     | IncResNet  | 94.8 | 94.8 | 829.8 | 818.0 |
|             | InceptionV4 | 93.0 | 92.9 | 1,095.0 | 1,075.9 |
|             | ResNet-50  | 91.1 | 91.1 | 1,411.9 | 1,377.6 |
|             | ResNet-101 | 91.8 | 91.7 | 1,292.4 | 1,265.8 |
| CIFAR100    | IncResNet  | 75.3 | 75.3 | 3,704.4 | 3,532.6 |
|             | InceptionV4 | 69.3 | 69.4 | 4,379.9 | 4,196.4 |
|             | ResNet-50  | 65.4 | 65.5 | 4,983.7 | 4,727.8 |
|             | ResNet-101 | 66.2 | 66.4 | 4,818.0 | 4,590.5 |
| VOC2012     | IncResNet  | 92.4 | 92.6 | 720.5 | 706.5 |
|             | InceptionV4 | 91.5 | 91.5 | 780.2 | 767.1 |
|             | ResNet-50  | 88.6 | 88.7 | 1,040.8 | 1,015.5 |
|             | ResNet-101 | 89.3 | 89.3 | 981.8 | 956.9 |

The results are evaluated from combinations of the three datasets and the four CNN models.

Our initial motivation was to balance the classification accuracies of individual classes. We expected that there are many samples of low accuracy classes in the competing range and then low accuracy classes would be naturally benefited in the optimization. However, it was not always true when the number of samples belonging to classes are not even. To improve accuracies of low accuracy classes, we applied different class weights to probability samples. The class weights \( \mathbf{w} = \begin{bmatrix} w_1 & w_2 & \cdots & w_K \end{bmatrix} \) are defined as follows:

\[
 w_k = (\text{Acc}_k)^{-\beta},
\]

where \( \text{Acc}_k \) is the classification accuracy of the \( k \)-th class from the validation set and \( \beta \) is the exponent parameter to control the effect of accuracies. With the class weights, the error function in Eq. (4) is rewritten as follows:

\[
 L (\mathbf{H}) = \text{tr} \left( \left( (\mathbf{H} \mathbf{P}_R - \mathbf{P}_R^-) \mathbf{S}_R \right)^T \left( (\mathbf{H} \mathbf{P}_R - \mathbf{P}_R^-) \mathbf{S}_R \right) \right),
\]

where

\[
 \mathbf{S}_R = \begin{bmatrix} w_{c_1} & w_{c_2} & \cdots \end{bmatrix} \in \mathbb{R}^{N_R \times N_R},
\]

and subscript \( R \) means that it includes samples collected only from the competitive range and \( N_R \) is the number of the collected samples.

However, Eq. (8) may result in unstable result since there are only a small number of competitive samples. Some classes may not be included in the competitive samples or only a few samples are included. It can result in a biased optimization that almost ignores minor classes. To stabilize the optimization, the probability and weight matrices are padded by identity matrices.
where $I_K$ is an identity matrix with a size of $K$, $1_{1 \times K}$ is a row vector of ones with a size of $K$ and $\alpha$ is the stabilization parameter. To solve the optimal $H$ with sample selection, accuracy weighting and padding, Eq. (3) is differentiated by $H$ as follows:

$$
\begin{align*}
\frac{\partial}{\partial H} L(H) &= \frac{\partial}{\partial H} tr \left( (\hat{H}P_R - P_R^*)S_R \right)^T \left( (\hat{H}P_R - P_R^*)S_R \right) \\
&= \frac{\partial}{\partial H} tr \left( S_R^T (\hat{P}_R^T H^T \hat{H}P_R - \hat{P}_R^T H^T P_R^*) - \hat{P}_R^T H^T P_R^*S_R \right) \\
&\quad - \frac{\partial}{\partial H} tr \left( S_R^T \hat{P}_R^T H^T \hat{P}_R S_R \right) \\
&= \frac{\partial}{\partial H} tr \left( H^T P_R^* S_R \right) - \frac{\partial}{\partial H} tr \left( H^T P_R^* S_R \right) \\
&= - \left( \frac{\partial}{\partial H} tr \left( H^T P_R^* S_R \right) \right) \\
&= 2 \left( H^T P_R^* S_R \right)^T.
\end{align*}
$$

For Eq. (11) to be zero, the optimal $H$ is solved by

$$
H = P_R^* S_R S_R^T P_R^T (P_R S_R S_R^T P_R^T)^{-1} = P_R^* S_R (P_R S_R)^{\dagger},
$$

which is similar to Eq. (5) except for the class weight matrix. The parameter matrix is then applied to the raw probabilities whose maximum probability is less than $R_{\text{high}}$ to improve the classification accuracy in the competitive range.

### 4. Performance Evaluation

Now the elaborated optimization method is supposed to be evaluated and compared with the pure CNN. For reliable evaluation, the proposed method was tested by three different problems with four different CNN models. In our result, the main performance metric is not a total classification accuracy. Instead, we use a mean classification accuracy of lowest 20% classes in accuracy, named low 20% accuracy, as a main metric. The total accuracy does not change much because majority of samples belong to extreme samples. On the other hand, since our optimization reduces false negative or false positive samples in the competitive range, the low 20% accuracy is more likely to be improved, while the total accuracy almost stands still. The preparation process for the evaluation is reviewed first, and then the evaluation results are going to be presented.

#### 4.1 Preparations

The preparation process for the CNN optimization is three-folds: dataset, transfer learning, and parameter settings. Let us describe them one by one.

#### 4.1.1 Dataset

We used three datasets, which means that our method was applied to three classification problems. The datasets were CIFAR10 [19], CIFAR100 [19], and VOC2012 [20]. The CIFAR datasets provide tiny images of $32 \times 32$ pixels belonging to 10 and 100 categories, respectively. VOC2012 dataset is provided by the PASCAL VOC project and contains various sizes of images with object annotations. The annotation consists of category names and bound box information. We trained networks with images extracted from the bound boxes, so the number of training images is larger than the number of images in the dataset. In addition, as the test set in VOC2012 is not fully annotated, we used only the training set and split it into training, validation and test sets for our use. The statistics of the datasets are summarized in Table 1.

#### 4.1.2 Transfer learning

We retrained the pre-trained models to solve the problems given by the datasets. The pre-trained models were Inception-ResNet-V2, Inception-V4, ResNetV2-50 and ResNetV2-101, which are denoted by IncResNet, InceptionV4, ResNet-50, ResNet-101, respectively in Table 2. The models were downloaded from the TF-slim repository and trained by the three datasets respectively. As a result, we had the twelve trained CNN models.

The transfer learning was conducted by the Tensorflow library in Ubuntu 16.04 with Titan X GPU. The training was controlled by the RMSprop method. The initial learning rate was 0.01 and the decay term of the RMSprop was 0.9. The trainings were proceeded over 35,000 steps with the batch size of 32.
4.1.3 Optimization parameters

The elaborated method can make an improvement over the pure CNN and the naïve optimization in Section 2, which will be verified in the next subsection. Instead, we had to manually adjust some parameters, such as the competitive range \((R_{\text{low}}, R_{\text{high}})\), the exponent of accuracy \(\beta\), and the stabilization parameter \(\alpha\). The parameter values selected for evaluation were \((R_{\text{low}}, R_{\text{high}}) = (0.1, 0.8)\), \(\beta = 1.5\), and \(\alpha = 3\). Figure 3 shows the low 20% accuracies with different parameter values. The four subfigures correspond to the four parameters each. The parameter values varied in the vicinity of the selected values. When one parameter is varying, the other parameters are fixed at the selected values. The accuracies in Figure 3 are means of twelve low 20% accuracies from the twelve combinations of datasets and CNN models. The figure shows that our selection of the parameters is at least on the local maximum.

4.2 Performance Comparison

We evaluated total and low 20% accuracies with the twelve CNNs prepared as in the previous section. The results are summarized in Table 3. Overall, there are only little difference between total accuracies of the raw and elaborated methods but clear difference between low 20% accuracies. Specifically, the total accuracy increased 0.04% while the low 20% accuracy increased 1.27% on average. The performance improvement differed mainly with datasets. Low 20% accuracies of CIFAR10 increased only 0.4% because low 20% accuracies of the raw CNNs was already high, which was 85.3%. There was little space to be improved. On the other hand, low 20% accuracies were improved 1.8% and 1.6% on average from the CIFAR100 and VOC2012 datasets respectively. Their accuracies before the optimization were relatively low, 48.3% and 74.1% respectively. As the number of classes increases, classification accuracies are generally degraded.

Figure 4 shows images that are classified as wrong classes by the raw CNN but corrected to right classes by the probability optimization. It shows label names with its probability under images. As we focused on the competitive probability range, \((0.1, 0.8)\), the probabilities of the changed samples are generally low despite they are the highest probabilities among classes. The wrong results of the raw CNN are written on the first lines of annotations but their failures are understandable. Most of them are changed to ‘close’ classes, for example, ‘airplane’ to ‘bird’, ‘man’ to ‘woman’, ‘leopard’ to ‘tiger’ and so on. In addition, the fourth image in the bottom row has both ‘chair’ and ‘person’. As the CIFAR datasets provides low resolution images, it is difficult to classify even for human beings. Our optimization method helped those ambiguous cases, especially for classes with low classification accuracy.

However, since the total accuracy was not improved while low 20% accuracy increased, there are many adversarial examples. Figure 5 shows the wrongly changed examples. Similarly

Table 3. Classification accuracies of total and low 20% classes from the raw and elaborately optimized CNN

| Dataset   | CNN model | Total (%) | Low 20% (%) |
|-----------|-----------|-----------|-------------|
|           | Raw       | Elab.     | Raw         | Elab.     |
| CIFAR10   | IncResNet | 94.8      | 94.7        | 89.0       | 89.1       |
|           | InceptionV4 | 93.0      | 93.0        | 86.3       | 86.7       |
|           | ResNet-50 | 91.1      | 91.2        | 82.5       | 82.9       |
|           | ResNet-50 | 91.8      | 92.0        | 83.5       | 84.1       |
| CIFAR100  | IncResNet | 75.3      | 75.2        | 56.7       | 57.3       |
|           | InceptionV4 | 69.3      | 69.3        | 49.3       | 50.8       |
|           | ResNet-50 | 65.4      | 65.1        | 43.4       | 45.4       |
|           | ResNet-50 | 66.2      | 66.4        | 43.7       | 46.7       |
| VOC2012   | IncResNet | 92.4      | 92.3        | 77.4       | 78.4       |
|           | InceptionV4 | 91.5      | 91.6        | 75.7       | 77.5       |
|           | ResNet-50 | 88.6      | 88.8        | 71.1       | 73.3       |
|           | ResNet-50 | 89.3      | 89.4        | 72.3       | 73.9       |
Figure 4. Examples of correctly changed classification results by the probability optimization. In the annotations below images, first lines represent the result of the raw CNN and the second lines represent the result of the probability optimization which are correct.

to Figure 4, most of the changes make sense to us while abrupt or absurd changes are minor.

5. Conclusions

We proposed the probability optimization method for CNN classifiers. The naïve optimization was tried first but it did not worked. Then we tried a more elaborated method to improve the accuracies of low accuracy classes. The elaborated method focused on the competitive probability range and weighted classes differently with their accuracies from validation sets. As a result, low 20% accuracy was improved by 1.27% while maintaining the total accuracy.

The proposed method can have a meaning when we need a more balanced classifier whose accuracies of individual classes are relatively even. It can be applied to commercial applications where classification failures of specific classes cost large expenses such as autonomous driving systems.
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