Programmable photonic system for quantum simulation in arbitrary topologies
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Synthetic dimensions have generated great interest for studying many types of topological, quantum, and many-body physics, and they offer a flexible platform for simulation of interesting physical systems, especially in high dimensions. In this Letter, we describe a programmable photonic device capable of emulating the dynamics of a broad class of Hamiltonians in lattices with arbitrary topologies and dimensions. We derive a correspondence between the physics of the device and the Hamiltonians of interest, and we simulate the physics of the device to observe a wide variety of physical phenomena, including chiral states in a Hall ladder, effective gauge potentials, and oscillations in high-dimensional lattices. Our proposed device opens new possibilities for studying topological and many-body physics in near-term experimental platforms.

The emerging concept of synthetic dimensions in photonics has generated great interest for topological physics [1–5], optimization [6–9], and quantum simulation and computation [10–17]. Synthetic dimensions are formed by controlling couplings between degrees of freedom of a system, either by repurposing the usual geometric dimensions, such as space [18] or time [6–8, 19–23], or by augmenting these dimensions with internal degrees of freedom, such as frequency [11, 24–27], spin [1, 28–30], or orbital angular momentum [31, 32]. Since couplings in synthetic dimensions can be dynamically reconfigured and are not fixed by a physical structure, one can scalably implement high-dimensional lattices with complex topologies, making this an ideal platform for quantum simulation.

In this Letter, we describe a programmable photonic device capable of simulating the dynamics of interacting bosons in lattices with arbitrary dimensions, topologies, and connectivities using a synthetic time dimension. A large class of prototypical condensed matter Hamiltonians can be described by local two-body interactions on an arbitrary lattice. This class of Hamiltonians, which includes tight-binding models, the Hubbard and Bose-Hubbard models and their various extensions [33], and the Harper-Hofstadter-Hubbard model [34], can in general be described as (using $\hbar = 1$ throughout this Letter):

$$\hat{H} = -\sum_{(m,n)} (\kappa_{mn} e^{i\alpha_{mn}}\hat{a}_m^\dagger\hat{a}_n + \text{H.c.})$$

$$+ \mu \sum_m \hat{a}_m^\dagger \hat{a}_m + U \sum_m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m^\dagger \hat{a}_m,$$

where $\kappa_{mn}$ and $\alpha_{mn}$ respectively denote the tunneling coefficients and phases between connected sites $(m,n)$, $\hat{a}_m^\dagger$ creates a boson at site $m$, $\mu$ is the chemical potential, and $U$ is the Hubbard interaction strength. The first term describes the tunneling of a particle between sites $m$ and $n$, with a complex tunneling strength with amplitude $\kappa_{mn}$ and phase $\alpha_{mn}$; the second term sets the energy per particle $\mu$; the third term is an on-site interaction potential with strength $U$ which is active when a site contains more than one particle. This very general class of Hamiltonians exhibits rich phase diagrams and relates to quantum magnetism, high-temperature superconductors, and magnetic insulators, among many other applications. [35–37]

We propose a system that emulates the dynamics of the Hamiltonian in Eq. 1 using a synthetic temporal dimension. The design consists of a waveguide loop exhibiting a Kerr nonlinearity, which we refer to as the “storage ring”, in which a train of single-photon pulses propagates in a single direction, with each pulse occupying its own time bin. A second loop, the “register”, is connected to the storage ring using a Mach-Zehnder interferometer (MZI) with two tunable phase shifters, $\theta$ and $\phi$. The hardware of the device is chosen to emulate each term of the Hamiltonian with dedicated components. The first term of Eq. 1 is implemented by the tunable MZI; the second term arises naturally from the total photon energy in each time bin; the two-photon potential in the third term results from using a Kerr-nonlinear fiber for the storage and register loops. We will briefly derive how each component implements the desired behavior and then describe how to program the device.

A system evolving for a time interval $t$ under the Hamiltonian given in Eq. 1 has a propagator $e^{-i\hat{H}t}$. We can split the exponential of the summation into a product of exponentials to within $O(\kappa^2 + \kappa U \cos \alpha)$, where $\kappa$ and $\alpha$ are typical values of $\kappa_{mn}, \alpha_{mn}$ (see Supplementary Materials for a more detailed derivation [38]):
Figure 1. Architecture for the programmable photonic quantum emulator described in this Letter. (a) The physical design of the device. Classical laser pulses or single-photon pulses propagate clockwise through a fiber storage ring. A programmable Mach-Zehnder interferometer connects the storage ring to a register loop which has an optical path length $\Delta x$ equal to the length of a single time bin. By setting the phase shift values in the MZI, the hopping coefficients and phases $\kappa_{mn}, \alpha_{mn}$ can be programatically adjusted. Photons have energy $\mu \equiv \hbar \omega_0$, and by using a $\chi^{(3)}$-nonlinear fiber, a nonlinear interaction potential $U$ can be emulated. (b) An example 2D grid lattice to be emulated by the device. Node labels correspond to photon pulse indices, and the device as shown in panel (a) is in the process of constructing the orange edge connecting nodes 1 and 2 with $(\kappa_{12}, \alpha_{12})$. (c) Illustration of a single clock cycle of the emulator constructing the interaction $(\kappa_{12}, \alpha_{12})$ in three steps. First, phase shifters are set to transfer photon 1 into the register. Second, photon 1 is interacted with photon 2 using $\phi = \pi/2$ and $\phi = \alpha_{12}$. Third, the pulse (which now may contain a mixture of photons 1 and 2) is returned to its original time bin. (d) The evolution of the state of the device while emulating a tight-binding Hamiltonian over the lattice shown in panel (b). The bottom panel depicts the exact evolution of the target Hamiltonian over time, while the top panel shows the state of the emulator at each clock cycle, including register swaps and intermediate states between full iterations. A large value of $\kappa = 0.2$ was used for visual clarity, but more accurate results may be obtained by using smaller $\kappa$ and running the emulation for a commensurately longer wall-clock time.

\[
e^{-i\mathbf{H}t} = \exp \left[ -it \left( \sum_{(m,n)} \kappa_{mn} (e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m) + \mu \sum_m \hat{a}_m^\dagger \hat{a}_m + U \sum_m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m \hat{a}_m \right) \right]
\]

\[
\approx \left[ \prod_{(m,n)} \exp (i\kappa_{mn} (e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m)) \right]^t \times e^{-it(\mu \sum_m \hat{a}_m^\dagger \hat{a}_m + U \sum_m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m \hat{a}_m)}.
\]

We therefore have a propagator that is a product of two parts: a continuous time evolution term $e^{-it(\mu \sum_m \hat{a}_m^\dagger \hat{a}_m + U \sum_m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m \hat{a}_m)}$, which arises naturally from the photon energy per time bin ($\mu$) and Kerr nonlinearity of the fiber ($U$), and the exp($i\kappa_{mn} e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + H.c.$) terms, which are implemented in discrete time evolution by a sequence of passes through the tunable MZI. We now show how the device physics emulates the dynamics of the propagator.

For the chemical potential term, we can write the Hamiltonian for a photon with an arbitrary spectrum as $\hat{H}_\text{EM} = \int dt \sum_m \frac{1}{2} \hbar \omega_0 \left( \hat{a}_{m,k}^\dagger \hat{a}_{m,k} + \hat{a}_{m,k} \hat{a}_{m,k}^\dagger \right)$. If we can assume that the photons are spectrally narrow about a carrier frequency $\omega_0$, we can approximate this as $\hat{H}_\text{EM} \approx \frac{1}{2} \hbar \omega_0 \sum_m \left( \hat{a}_m^\dagger \hat{a}_m + \frac{1}{2} \right) \equiv \mu \sum_m \hat{a}_m^\dagger \hat{a}_m$, which directly gives us the desired chemical potential term.
The nonlinear potential naturally arises from the use of a nonlinear fiber. Consider a section of a Kerr-nonlinear fiber corresponding to one time bin, with length $\Delta x$ and volume $V$. The material polarization at frequency $\omega$ induced by an electric field $E(\omega)$ is given by $P_{\text{NL}}(\omega) = 3\varepsilon_0 \chi^{(3)}(\omega) |E(\omega)|^2 E(\omega)$, where $\chi^{(3)}$ is the third-order susceptibility tensor, which can be treated as a scalar for isotropic media such as glass. The energy density $U_{\text{NL}}$ is related as $P_{\text{NL}} = \partial_t U_{\text{NL}}/\partial E^*$, and the Hamiltonian of this system, again assuming a narrow bandwidth about $\omega_0$, is $\hat{H}_{\text{NL}} = \int V U(\omega_0) d\omega^2$. After quantizing the field amplitudes as $E(\omega_0) \mapsto \sqrt{\frac{\hbar}{2\varepsilon_0 V}} \left( \hat{a}^\dagger_0 e^{i(\omega t - k_0 z)} + \text{H.c.} \right)$, and transforming into real space, we obtain $\hat{H}_{\text{NL}} = \int V \chi^{(3)}(\omega) d^3r \hat{a}^\dagger_0 \hat{a} \hat{a}^\dagger_0 + C \equiv U \hat{a}^\dagger_0 \hat{a}^2 + C$, where the nonlinear potential coefficient is $U = \frac{9\varepsilon_0^2 \chi^{(3)}(\omega)}{2\varepsilon_0 V} \int V \chi^{(3)}(\omega) d^3r$ and where $C$ is some constant corresponding to an overall energy shift. Applying this to each time bin gives us the desired $U \sum_m \hat{a}^\dagger_m \hat{a}^2 m \hat{a}_m$ nonlinear potential term.

Finally, the hopping terms arise from programmatically modulating the phase shifts in the MZI. To interfere two photons $m$ and $n$ with strength $\kappa_{mn}$ and phase shift $\alpha_{mn}$, the basic idea is to swap pulse $m$ into the register, wait for pulse $n$ to reach the MZI, interfere the pulses, then return pulse $m$ to the storage ring when time bin $m$ cycles back. Consider the MZI shown in Figure 1(a) with phase shifters $\pm \theta$ and $\theta$. Define bosonic mode operators $\hat{a}^\dagger_0, \hat{a}_0^\dagger$ and $\hat{b}^\dagger, \hat{b}$, which create a photon in time bin $n$ or time bin 0 (the register bin), and at the input or output of the MZI, respectively. We can relate the output and input mode operators as:

$$\begin{bmatrix} \hat{b}^\dagger_0 \\ \hat{b}^\dagger_n \end{bmatrix} = \begin{bmatrix} \cos \frac{\theta}{2} & ie^{i\phi} \sin \frac{\theta}{2} \\ ie^{-i\phi} \sin \frac{\theta}{2} & \cos \frac{\theta}{2} \end{bmatrix} \begin{bmatrix} \hat{a}_0^\dagger \\ \hat{a}_n^\dagger \end{bmatrix} = \exp \left[ \frac{\theta}{2} \left( e^{i\phi} \hat{a}_0 \hat{a}_n^\dagger + e^{-i\phi} \hat{a}_n \hat{a}_0^\dagger \right) \right] \begin{bmatrix} \hat{a}_0^\dagger \\ \hat{a}_n^\dagger \end{bmatrix} = M_{0,n}(\theta, \phi) \begin{bmatrix} \hat{a}_0^\dagger \\ \hat{a}_n^\dagger \end{bmatrix}.$$ (3)

It is easily verified that the following identity holds: $M_{0,m}(\pi, -\pi/2) M_{0,n}(\theta, \phi) M_{0,n}(\pi, +\pi/2) = \exp \left[ i\theta/2 \left( e^{i\phi} \hat{a}_0^\dagger \hat{a}_n + e^{-i\phi} \hat{a}_n \hat{a}_0^\dagger \right) \right] \equiv T_{mn}(\theta, \phi)$. If we define $\kappa \equiv \theta/2$ and $\alpha \equiv +\phi$, we obtain the transfer matrix:

$$T_{mn}(\kappa, \alpha) = \exp \left[ i\kappa \left( e^{i\alpha} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha} \hat{a}_n \hat{a}_m^\dagger \right) \right].$$ (4)

The middle $\theta$ phase shifter thus allows us to control the strength of the coupling $\kappa$, while the outer phase shifters $\pm \phi$ control the hopping phases.

By performing this sequence of passes through the MZI $T_{(m,n)} = \prod_{(m,n)} T_{mn}(\kappa_{mn}, \alpha_{mn})$ for every photon pair $(m,n)$ which corresponds to an adjacent pair of lattice sites $m$ and $n$ in the Hamiltonian, we complete one “iteration” of the emulator. If we allow the system to evolve for $t$ iterations, we obtain a total transfer matrix which is exactly the first term in Eq. 2:

$$\hat{T}^t_{(m,n)} = \prod_{(m,n)} \exp \left[ i\kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + \text{H.c.} \right) \right] \quad (5)$$

Therefore, all three components of the propagator are present, and the evolution of a state in the device for $t$ iterations is described term-by-term by the propagator in Eq. 2. To adjust the relative values of continuous time evolution variables $(\mu, U)$ and discrete time evolution variables $(\kappa, \alpha)$, one can adjust the photon energies $\mu$, Kerr interaction strength $U$, time bin size $\Delta x$, or phase shifter values $\theta, \phi$.

The programmable MZI can construct lattices with arbitrary topology and connectivities. Consider a Hamiltonian of the form in Eq. 1 defined over a lattice described by an undirected graph $G = (V, E)$, as shown in Figure 1(b). We designate a time bin $m$ for each lattice site $m \in V$, and for each edge $e = (m,n) \in E$ which couples sites $m$ and $n$ with coupling strength $\kappa_{mn}$ and hopping phase $\alpha_{mn}$, we perform a sequence of three passes through the MZI to interact time bins $m$ and $n$, as in Figure 1(c). The first pass $M_{0,m}(\pi, +\pi/2)$ swaps photon $m$ into the empty register; the second pass $M_{0,n}(2\kappa_{mn}, \alpha_{mn})$ performs the interaction between the register and time bin $n$; the third pass $M_{0,n}(\pi, -\pi/2)$ returns the photon to time bin $m$. This set of operations takes one “clock cycle” to complete, which is defined as the time for a pulse to fully propagate once around the storage ring. Constructing all $e \in E$ completes one iteration of the emulator, and the state is allowed to evolve for $t$ iterations. The edges can be constructed in any order as long as $\kappa$ is small, which is always possible to do by decreasing $\kappa, \mu, U$ by some constant factor and running the emulator for a commensurately longer wall-clock time. It is also possible to modify the design of this device to include hardware optimizations for specific graphs. For example, the iteration time of a 2D square lattice with $N$ sites can be reduced from $N$ cycles to $2\sqrt{N}$ cycles per iteration by having two register rings of size $N$ and $\sqrt{N}$ to explicitly handle the vertical and horizontal strides of the graph.

To more concretely show the capabilities of our proposal, we now provide several demonstrations of the device emulating systems of interest with experimentally measurable signatures. We show the device can create an effective gauge potential by emulating a synthetic Hall ladder, we demonstrate the quantum nature of the device by trapping a a two-photon state using a synthetic field, and we demonstrate the reconfigurability of the device by emulating the evolution of a Bose-Hubbard Hamiltonian on a four-dimensional tesseract lattice. For these
demonstrations, we wrote a Python simulator\(^1\) built with QuTiP\(^{[39]}\) which efficiently simulates the detailed physics of the device emulating a system of interest, such as register swaps and time bin interactions, and compares this against the exact Hamiltonian evolution. The simulator represents the state space of the system with a permutationally invariant bosonic lattice representation allowing for tractable simulation of Hamiltonians over moderately large lattices. This simulation method is described in greater detail in the Supplementary Materials\(^{[38]}\).

Figure 2 shows an emulated synthetic Hall ladder and obtains a similar band structure as the recent experimental results of Ref. \([1]\). This system exhibits chiral edge states in the presence of an effective magnetic field, which is induced by adding translation-invariant hopping phases \(\pm \alpha/2\) to the outer edges of the ladder using the MZI. Figure 2(a) depicts the emulated ladder system; left and right nodes on each rung are mapped to pulses in even- and odd-indexed time bins. The band structures for the target and emulated Hamiltonians for this system are shown in Figure 2(b) for hopping phases \(\alpha = 2\pi/3\) and \(\alpha = 0\). Chiral edge states are clearly visible in the case of \(\alpha = 2\pi/3\), indicating the presence of an effective gauge potential. The propagation of these chiral currents on the left leg of the ladder is shown Figure 2(c).

As shown in Fig. 2(b), the band structure from the emulated system (bottom row) closely matches the desired band structure (top row, see also Ref. \([40]\)), as well as the experimental results from very different platforms (Fig. 2 of Ref. \([1]\)). This shows that the simulation of our device physics faithfully constructs the desired synthetic Hall Hamiltonian. Furthermore, because this demonstration uses only single boson, the single photon pulse could be substituted for a classical laser pulse which could be periodically re-amplified and reshaped, negating much of the experimental concerns related to attenuation and pulse deformation.

Next, to demonstrate the quantum capabilities of the device, we show how a two-photon state can be manipulated by introducing time-dependent hopping phases \(\alpha(t)\) on a 1D lattice while using nonlinearity which is strong compared to the coupling constants \(U \gg \kappa\). Figure 3 depicts the evolution of a two-photon state and a single-photon state under time-dependent hopping phases \(\alpha(t)\). The energetic gap between \(U \gg \kappa\) means that while \(\alpha(t) = 0\), the two-photon state evolves the same as the single-photon state, but with a slower timescale for the evolution.\(^2\) As \(\alpha(t)\) is changed, \(\partial \alpha(t) / \partial t\) introduces an ef-

---

\(^1\) All simulation code for this Letter is available online at github.com/fancompute/synthetic-hamiltonians.

\(^2\) The two-photon state in panel (a) undergoes slower evolution...
Figure 3. Emulated evolution of (a) a two-photon state and (b) a single-photon state in a 1D lattice as (c) time-dependent hopping phases are varied. The changing hopping phases introduce a changing gauge potential which causes the two-photon state to experience an effective electric field. The single-photon state is unaffected by this field.

Figure 4. Emulation of a tight-binding Hamiltonian over a four-dimensional tesseract. (a) Projection of the tesseract graph which defines the lattice. (b) Evolution of a two-photon state exhibiting oscillations between time bins 0 ↔ 10 and 5 ↔ 15. Parameters: $\kappa = 0.01, \alpha = \mu = U = 0$.

Because the Hamiltonian has no terms which can transport two photons simultaneously between lattice sites. Thus, evolution is only allowed via single-photon transport through an intermediate state which is lower in energy by $U$. This intermediate state never develops a sizable population because it is off-resonant from the initial and final states.

Photons have been swapped out of register time bin at the end of each iteration, it is shown to be empty at all times.

Let us now briefly discuss the feasibility of this proposed device in the presence of experimental imperfections. The main limitations of the device are dispersion within the fiber loops, optical attenuation in the fiber, phase shifter actuation speed and insertion losses, and limitations on the nonlinear potential $U$.

For non-classically emulable cases with no nonlinearity ($U = 0$), single photon pulses must be used, which cannot be re-amplified, so attenuation and insertion losses will constrain the maximum lattice size which can be emulated with a given fidelity. If we take the tesseract graph with two photons from Figure 4 as an example, using a pulse width of 2 cm and a time bin size of 1 ns, the allowable cycle loss $L$ to emulate a single iteration with 90% fidelity is $1 - L = 0.998$ or $L = -0.007$ dB/cycle. Ignoring MZI insertion losses, this corresponds to $-2.23$ dB/km fiber attenuation, which is easily possible using commercially available fibers (with attenuation as low as $-0.17$ dB/km).

The most difficult cases to emulate are non-classical with large values of $U$. Highly nonlinear photonic crystal fibers filled with a high-density atomic gas can create nonlinearity up to $U/\hbar \sim 1$ GHz in the few-photon regime. [41, 42] To compare this to the numerical values of $\kappa, U$ used in the simulations in this work, consider a time bin of size $\Delta t = n_{\text{fiber}} \Delta x/c$, where $n_{\text{fiber}}$ is the refractive index. If there are $N$ time bins, then the clock
cycle time of the device is $N\Delta t$, so the frequency units for a numerical value of $\kappa = 1.0$ are $(2\pi N\Delta t)^{-1}$. For $\kappa = 0.2$ and nine time bins, as used in the lattice for Figure 1, this corresponds to $\kappa \approx 0.007$ GHz. The value of $U$ is independent of cycle time since it is distributed throughout the length of the fiber ring, and using current nonlinear fibers could be made several orders of magnitude larger than $\kappa$. Furthermore, recent improvements in the demonstrated nonlinearity-to-loss ratios for integrated photonic platforms approaching 1.5% [43, 44] (albeit in $\chi^{(2)}$ materials) show promise for achieving even higher values of $U$ in the near future.

In this Letter we have presented a design for a programmable photonic device capable of emulating a broad class of classical and quantum Hamiltonians in lattices with arbitrary topologies. The device contains only a single actively controlled optical component — a phase-modulated MZI — and can be reprogrammed to emulate a wide variety of systems, such as chiral states in a Hall ladder, synthetic gauge potentials, and high-dimensional lattices. Our proposed device is experimentally appealing and opens new possibilities for studying fundamental topological and many-body physics.
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In this Supplementary Materials document, we give more detailed presentations of the results described in the main text. In Sections I and II we derive a correspondence between the device physics and the terms in the target Hamiltonian, and in Section III we provide additional details on the simulation methods used to tractably simulate interacting bosons on large lattices.

I. DERIVING HOPPING COEFFICIENTS BETWEEN SITES

The Hamiltonians of interest take the form:

\[ \hat{H} = \sum_{\langle m, n \rangle} (\kappa_{mn} e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + H.c.) + \mu \sum_m \hat{a}_m^\dagger \hat{a}_m + U \sum_m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m^\dagger \hat{a}_m^\dagger, \]  

(S1)

where \( \hat{a}_m^\dagger \) creates a boson at node \( m \), \( \kappa_{mn} \) denotes the hopping coefficients between sites \( m \) and \( n \), with the Hermitian requirement that \( \kappa_{mn} = \kappa_{nm}, \) \( \mu \) is the single-body energy per site, \( U \) is the Hubbard interaction strength, and \( \alpha_{mn} \) is a phase shift accumulated by moving from site \( m \) to \( n \). The two-particle summation in the first term is taken over all connected sites \( \langle m, n \rangle \), where the connectivity of the simulated system is determined with suitable choice of \( \{ \kappa_{mn} \} \).

A system evolving under the Hamiltonian \( \hat{H} \) in Eq. S1 will have a propagator (with \( \hbar = 1 \)) of the form:

\[ e^{-i\hat{H}t} = \exp \left[ -it \left( - \sum_{\langle m, n \rangle} \kappa_{mn} e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + \mu \sum_m \hat{a}_m^\dagger \hat{a}_m + U \sum_m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m^\dagger \hat{a}_m^\dagger \right) \right] \]  

(S2)

If we add Hermitian constraints to the Hamiltonian, we have that \( \kappa_{mn} = \kappa_{nm} \) and \( \alpha_{mn} = -\alpha_{nm} \), so we can write:

\[ e^{-i\hat{H}t} = \exp \left[ -it \left( - \sum_{\langle m, n \rangle} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right) + \mu \sum_m \hat{a}_m^\dagger \hat{a}_m + U \sum_m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m^\dagger \hat{a}_m^\dagger \right) \right], \]  

(S3)

where the product over \( \langle m, n \rangle \) now implicitly avoids double-counting, as we have explicitly included the Hermitian conjugate in the first term. We can series expand this as \( e^{i(X+Y)} = e^{iX} e^{iY} e^{-\frac{i^2}{2}[X,Y] e^{i\frac{1}{2} [2X,[X,Y]] + [X,[X,Y]]} \cdots \) (the Suzuki-Trotter expansion) to separate the summation into a product of matrix exponentials:

\[ e^{-i\hat{H}t} \approx \exp \left( it \sum_{\langle m, n \rangle} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right) \right) \times e^{-it} \left( \mu \sum_m \hat{a}_m^\dagger \hat{a}_m + U \sum_m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m^\dagger \hat{a}_m^\dagger \right) \]

\[ \times \exp \left( -\frac{t^2}{2} \sum_{\langle m, n \rangle} i\kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right), \mu \sum_m \hat{a}_m^\dagger \hat{a}_m + U \sum_m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m^\dagger \hat{a}_m^\dagger \right) \]  

(S4)

\[ \equiv \exp \left( it \sum_{\langle m, n \rangle} i\kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right) \right) \times e^{-it} \left( \mu \sum_m \hat{a}_m^\dagger \hat{a}_m + U \sum_m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m^\dagger \hat{a}_m^\dagger \right) \times e^{i\kappa,\mu} \times e^{i\kappa, U} \]
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We evaluate the commutator error terms $\varepsilon_\mu$ and $\varepsilon_U$ in Section I A and find that $\varepsilon_\mu = 1$ since the $\kappa_{mn}$ and $\mu$ terms commute, and $\varepsilon_U = \exp \left(-2t^2U \sum_{(m,n)} \kappa_{mn} \cos \alpha_{mn} \left((\hat{a}_m^{\dagger} \hat{a}_n)\hat{a}_m^{\dagger} \hat{a}_m - \hat{a}_m^{\dagger} \hat{a}_n (\hat{a}_m^{\dagger} \hat{a}_m)\right)\right)$.

We now perform a second series expansion on the first term to separate the exponential of sum into a product of exponentials:

$$e^{i\hat{H}t} = \left(\prod_{(m,n)} \exp \left(i \kappa_{mn} \left(e^{i\alpha_{mn} \hat{a}_m^{\dagger} \hat{a}_n} + e^{-i\alpha_{mn} \hat{a}_n^{\dagger} \hat{a}_m}\right)\right)ight)^t \times e^{-it\left(\sum_m \mu \hat{a}_m^{\dagger} \hat{a}_m + U \hat{a}_m^{\dagger} \hat{a}_m \hat{a}_m \hat{a}_m\right)} \times \varepsilon_U \varepsilon_\kappa.$$  

(S5)

We can expand the exponentials of the error terms as $e^A \approx 1 + A$ to obtain error scaling on the final result:

$$e^{i\hat{H}t} = \left(\prod_{(m,n)} \exp \left(i \kappa_{mn} e^{i\alpha_{mn} \hat{a}_m^{\dagger} \hat{a}_n} + \text{H.c.}\right)\right)^t \times e^{-it\left(\sum_m \mu \hat{a}_m^{\dagger} \hat{a}_m + U \hat{a}_m^{\dagger} \hat{a}_m \hat{a}_m \hat{a}_m\right)}$$  

(S6)

$$\times \left(1 + \mathcal{O}(\kappa U \cos \alpha) \sum_{(m,n)} \left(\hat{a}_m^{\dagger} \hat{a}_m \hat{a}_m \hat{a}_m - \hat{a}_m^{\dagger} \hat{a}_m \hat{a}_m \hat{a}_m\right) + \mathcal{O}(\kappa^2) \sum_{(j,k,k')} [\hat{a}_j^{\dagger} \hat{a}_k, \hat{a}_j \hat{a}_k']\right)^{-t^2/2}.$$  

where $\kappa, \alpha$ is shorthand for typical (or uniform) values of $\kappa_{mn}, \alpha_{mn}$. If we have small coefficients $\kappa, U \ll 1$, then $\mathcal{O}(\kappa^2 + \kappa U)$ is negligible, and we ignore the commutator error term going forward. If $\kappa, U$ is not small, we can reduce the emulated values of $\kappa_{mn}, \mu$, and $U$ by some constant factor $C$ and run the emulation for a commensurately longer wall clock time $Ct$. Thus, to within $\mathcal{O}(\kappa^2 + \kappa U)$, we can write the propagator as:

$$e^{i\hat{H}t} = \left(\prod_{(m,n)} \exp \left(i \kappa_{mn} e^{i\alpha_{mn} \hat{a}_m^{\dagger} \hat{a}_n} + \text{H.c.}\right)\right)^t \times e^{-it\left(\mu \sum_m \hat{a}_m^{\dagger} \hat{a}_m + U \sum_m \hat{a}_m^{\dagger} \hat{a}_m \hat{a}_m \hat{a}_m\right)}.$$  

(S7)

Now consider the tunable MZI connecting the storage ring to the register ring as shown in Figure 1 of the main text. Define bosonic operators $\hat{a}_1^{\dagger}$ and $\hat{a}_2^{\dagger}$ which create right-moving photons at the input waveguides to the MZI and operators $\hat{b}_1^{\dagger}$ and $\hat{b}_2^{\dagger}$ which create right-moving output photons. The transfer matrix of the MZI if the internal phase shifter is set to an angle $\theta$ and the external phase shifters are set to $\pm \phi$ is $T = R_\theta (-\phi) H R_\theta (\theta) H R_\theta (+\phi)$. Thus, we can relate the output modes to the input modes as:

$$\begin{bmatrix} \hat{b}_1^{\dagger} \\ \hat{b}_2^{\dagger} \end{bmatrix} = \begin{bmatrix} \cos \theta & i e^{i\phi} \sin \theta \\ i e^{-i\phi} \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} \hat{a}_1^{\dagger} \\ \hat{a}_2^{\dagger} \end{bmatrix} = \exp \left[i \frac{\theta}{2} \left(e^{i\phi} \hat{a}_1^{\dagger} \hat{a}_2 + e^{-i\phi} \hat{a}_2^{\dagger} \hat{a}_1\right)\right] \begin{bmatrix} \hat{a}_1^{\dagger} \\ \hat{a}_2^{\dagger} \end{bmatrix}.$$  

(S8)

If we define $\kappa \equiv \frac{\theta}{2}$ and $\alpha \equiv \phi$, then we obtain the desired transfer matrix from which we can construct the first part of the propagator in Eq. S7:

$$T_{12} = \exp \left[i \kappa \left(e^{i\alpha} \hat{a}_1^{\dagger} \hat{a}_2 + e^{-i\alpha} \hat{a}_2^{\dagger} \hat{a}_1\right)\right].$$  

(S9)

If we apply a sequence of passes of the photon pulses through the MZI, then by appropriately choosing values of $\theta, \phi$ to match $\kappa_{mn}, \alpha_{mn}$, we obtain a total transfer matrix of:

$$T_{(m,n)} = \prod_{(m,n)} \exp \left(i \kappa_{mn} \left(e^{i\alpha_{mn} \hat{a}_m^{\dagger} \hat{a}_n} + e^{-i\alpha_{mn} \hat{a}_n^{\dagger} \hat{a}_m}\right)\right),$$  

(S10)

so after $t$ repetitions of this sequence of passes, the total accumulated operation is:

$$T_{(m,n)} = \left(\prod_{(m,n)} \exp \left(i \kappa_{mn} \left(e^{i\alpha_{mn} \hat{a}_m^{\dagger} \hat{a}_n} + e^{-i\alpha_{mn} \hat{a}_n^{\dagger} \hat{a}_m}\right)\right)\right)^t,$$  

which is exactly the desired form from the propagator in Eq. S7.
A. Evaluating the commutator error terms

We can split the commutator error term in the last line of Eq. S4 into two parts: \( \exp \left(-it^2/2(\varepsilon_{\kappa,\mu} + \varepsilon_{\kappa,\nu})\right) \). Starting with the \( \kappa_{mn}, \mu \) commutator, we have:

\[
\varepsilon_{\kappa,\mu} = \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right), \quad \sum_{m} \mu_\mu^\dagger_m \hat{a}_m
\]

\[
= \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right) \sum_{o} \mu_\mu^\dagger_o \hat{a}_o - \sum_{o} \mu_\mu^\dagger_o \hat{a}_o \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right)
\]

\[
= \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right) \sum_{o} \mu_\mu^\dagger_o \hat{a}_o \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right)
\]

Imposing \( \delta_{o,m} \) and \( \delta_{o,n} \), for each point \( o \), we have \( \varepsilon_{m,o} = \varepsilon_{a,o} + \varepsilon_{o,a} \):

\[
\varepsilon_{o,m} = \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n \right) \hat{a}_m^\dagger \hat{a}_n - \hat{a}_n^\dagger \hat{a}_m \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right)
\]

\[
\varepsilon_{o,n} = \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right) \hat{a}_n^\dagger \hat{a}_m - \hat{a}_m^\dagger \hat{a}_n \left( e^{i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m + e^{-i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n \right)
\]

Using that \( \hat{a}^\dagger \hat{a} = \hat{a}^\dagger \hat{a} + \hat{a} \) and \( \hat{a}^\dagger \hat{a}^\dagger = \hat{a}^\dagger \hat{a}^\dagger - \hat{a}^\dagger \), we expand these expressions to obtain:

\[
\varepsilon_{o,m} = \mu \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n \right) \hat{a}_m^\dagger \hat{a}_n - \hat{a}_n^\dagger \hat{a}_m \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right)
\]

\[
\varepsilon_{o,n} = \mu \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right) \hat{a}_n^\dagger \hat{a}_m - \hat{a}_m^\dagger \hat{a}_n \left( e^{i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m + e^{-i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n \right)
\]

Therefore \( \varepsilon_{\kappa,\mu} = \varepsilon_{o,m} + \varepsilon_{o,n} = 0 \), so the \( \kappa_{mn} \) and \( \mu \) terms commute. Now we evaluate the \( \varepsilon_{\kappa,U} \) error term. Starting as before we have:

\[
\varepsilon_{U} = \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right), \quad \sum_{m} U_\mu^\dagger m \hat{a}_m^\dagger \hat{a}_m \hat{a}_m
\]

\[
= \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right) \sum_{o} U_\mu^\dagger o \hat{a}_o^\dagger \hat{a}_o \hat{a}_o - \sum_{o} U_\mu^\dagger o \hat{a}_o^\dagger \hat{a}_o \hat{a}_o \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right)
\]

\[
= \sum_{o} U_\mu o \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right) \sum_{o} \hat{a}_o^\dagger \hat{a}_o \hat{a}_o \left( e^{i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m + e^{-i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n \right)
\]

Once again we impose \( \delta_{o,m}, \delta_{o,n} \), for each point \( o \) we have \( \varepsilon_{\kappa,U} = \varepsilon_{o,m} + \varepsilon_{o,n} \):

\[
\varepsilon_{o,m} = U_\mu o \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right) \sum_{o} \hat{a}_o^\dagger \hat{a}_o \hat{a}_o \left( e^{i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m + e^{-i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n \right)
\]

\[
\varepsilon_{o,n} = U_\mu o \sum_{(m,n)} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m + e^{-i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n \right) \sum_{o} \hat{a}_o^\dagger \hat{a}_o \hat{a}_o \left( e^{i\alpha_{mn}} \hat{a}_m^\dagger \hat{a}_n + e^{-i\alpha_{mn}} \hat{a}_n^\dagger \hat{a}_m \right)
\]
Using that $\hat{a}\hat{a}^\dagger\hat{a}\hat{a}^\dagger = \hat{a}\hat{a}^\dagger\hat{a}\hat{a}^\dagger - 2\hat{a}\hat{a}^\dagger\hat{a} + 2\hat{a}\hat{a}^\dagger\hat{a}^\dagger$, we obtain:

$$\varepsilon_{o=m} = U \sum_{\langle m,n \rangle} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_{m}^\dagger \hat{a}_{m} \hat{a}_{n}^\dagger \hat{a}_{n} + e^{-i\alpha_{mn}} \hat{a}_{n} \hat{a}_{n}^\dagger \hat{a}_{m} \hat{a}_{m}^\dagger \right)$$

$$= U \sum_{\langle m,n \rangle} \kappa_{mn} \left( e^{i\alpha_{mn}} \hat{a}_{m}^\dagger \hat{a}_{m} \hat{a}_{n}^\dagger \hat{a}_{n} + e^{-i\alpha_{mn}} \hat{a}_{n} \hat{a}_{n}^\dagger \hat{a}_{m} \hat{a}_{m}^\dagger \right)$$

$$= U \sum_{\langle m,n \rangle} 2\kappa_{mn} \left( e^{-i\alpha_{mn}} \hat{a}_{m}^\dagger \hat{a}_{m} \hat{a}_{n}^\dagger \hat{a}_{n} - e^{+i\alpha_{mn}} \hat{a}_{n} \hat{a}_{n}^\dagger \hat{a}_{m} \hat{a}_{m}^\dagger \right)$$

$$\varepsilon_{o=n} = U \sum_{\langle m,n \rangle} 2\kappa_{mn} \left( e^{+i\alpha_{mn}} \hat{a}_{n}^\dagger \hat{a}_{n} \hat{a}_{m}^\dagger \hat{a}_{m} - e^{-i\alpha_{mn}} \hat{a}_{m} \hat{a}_{m}^\dagger \hat{a}_{n} \hat{a}_{n}^\dagger \right).$$

Therefore the error term $\varepsilon_{U} = \varepsilon_{o=m} + \varepsilon_{o=n}$ is:

$$\varepsilon_{U} = U \sum_{\langle m,n \rangle} 2\kappa_{mn} \left( e^{-i\alpha_{mn}} \hat{a}_{m}^\dagger \hat{a}_{m} \hat{a}_{n}^\dagger \hat{a}_{n} - e^{+i\alpha_{mn}} \hat{a}_{n} \hat{a}_{n}^\dagger \hat{a}_{m} \hat{a}_{m}^\dagger \right)$$

$$+ U \sum_{\langle m,n \rangle} 2\kappa_{mn} \left( e^{+i\alpha_{mn}} \hat{a}_{n}^\dagger \hat{a}_{n} \hat{a}_{m}^\dagger \hat{a}_{m} - e^{-i\alpha_{mn}} \hat{a}_{m} \hat{a}_{m}^\dagger \hat{a}_{n} \hat{a}_{n}^\dagger \right).$$

In the second term, we will swap the m and n indices. Since the second summation is separate from the first and this is just a notational change, we do not switch $\alpha_{mn} = -\alpha_{nm}$, so we have:

$$\varepsilon_{U} = U \sum_{\langle m,n \rangle} 2\kappa_{mn} \left( e^{-i\alpha_{mn}} \hat{a}_{m}^\dagger \hat{a}_{m} \hat{a}_{n}^\dagger \hat{a}_{n} - e^{+i\alpha_{mn}} \hat{a}_{n} \hat{a}_{n}^\dagger \hat{a}_{m} \hat{a}_{m}^\dagger \right)$$

$$+ U \sum_{\langle m,n \rangle} 2\kappa_{mn} \left( e^{+i\alpha_{mn}} \hat{a}_{n}^\dagger \hat{a}_{n} \hat{a}_{m}^\dagger \hat{a}_{m} - e^{-i\alpha_{mn}} \hat{a}_{m} \hat{a}_{m}^\dagger \hat{a}_{n} \hat{a}_{n}^\dagger \right).$$

Combining these expressions, we obtain the final result:

$$\varepsilon_{U} = U \sum_{\langle m,n \rangle} 2\kappa_{mn} \left( \left( e^{-i\alpha_{mn}} + e^{+i\alpha_{mn}} \right) \hat{a}_{n}^\dagger \hat{a}_{n} \hat{a}_{m} \hat{a}_{m}^\dagger - \left( e^{+i\alpha_{mn}} + e^{-i\alpha_{mn}} \right) \hat{a}_{m} \hat{a}_{m}^\dagger \hat{a}_{n} \hat{a}_{n}^\dagger \right)$$

$$= 4U \sum_{\langle m,n \rangle} \kappa_{mn} \cos \alpha_{mn} \left( \hat{a}_{n}^\dagger \hat{a}_{n} \hat{a}_{m} \hat{a}_{m}^\dagger - \hat{a}_{m} \hat{a}_{m}^\dagger \hat{a}_{n} \hat{a}_{n}^\dagger \right).$$

Thus, employing the discrete time evolution for the emulation of the $\kappa_{mn}$ terms with the MZI does impose an error term scaling as $O(U/k\cos \alpha)$. However, for $\alpha_{mn} = \pi/2$, this error term vanishes and perfect emulation is possible. This is interesting and particularly fortunate as $\alpha = \pi/2$ is the hopping phase at which most topological effects are maximized in 2D.

## II. Deriving Nonlinear On-Site Interaction Potential

For lossless and dispersionless media, the polarization density can be expanded in the form [S1]

$$P(t) = \varepsilon_{0} \left[ \chi^{(1)} E(t) + \chi^{(2)} E^{2}(t) + \chi^{(3)} E^{3}(t) + \cdots \right],$$

where $\varepsilon_{0}$ is the permittivity of free space, $\chi^{(n)}$ terms are optical susceptibilities, and where where $P(t)$ and $E(t)$ are expressed as scalar quantities for simplicity. For media with inversion symmetry (e.g. glass), the $\chi^{(2)}$ term vanishes. [S2]

We can write $E(t)$ in the frequency domain as a summation is over frequencies $\omega_{n}$:

$$E(t) = \sum_{n} \left[ E(\omega_{n}) e^{-i\omega_{n}t} + E(-\omega_{n}) e^{+i\omega_{n}t} \right],$$

Thus, employing the discrete time evolution for the emulation of the $\kappa_{mn}$ terms with the MZI does impose an error term scaling as $O(U/k\cos \alpha)$. However, for $\alpha_{mn} = \pi/2$, this error term vanishes and perfect emulation is possible. This is interesting and particularly fortunate as $\alpha = \pi/2$ is the hopping phase at which most topological effects are maximized in 2D.
where $E(\omega_n) = |E_n|e^{ik\cdot r}/2 = E(-\omega_n)^\ast$. The polarization density can similarly be expressed as

$$P(t) = \sum_n [P(\omega_n)e^{-i\omega_nt} + P(-\omega_n)e^{i\omega_nt}].$$  \hfill (S23)

Since the Kerr nonlinearity arises from the third-order susceptibility $\chi^{(3)}$, we will focus on this term and refer to it as $\mathcal{P}_\text{NL}(\omega)$. We can write this nonlinear polarization vector as:

$$\mathcal{P}_{\text{NL},i}(\omega) = \epsilon_0 \sum_{ijkl} \sum_{(mno)} \chi^{(3)}_{ijkl}(\omega_m, \omega_n, \omega_o) \times E_j(\omega_m)E_k(\omega_n)E_l(\omega_o),$$  \hfill (S24)

where $\chi^{(3)}$ is a rank-4 tensor, $i, j, k, l$ are Cartesian coordinates, and $(mno)$ refers to the number of permutations of the distinguishable $E$ fields that yield the same $\omega_m + \omega_n + \omega_o$ term, following the notation of Ref. S1. The term that gives rise to the intensity-dependent refractive index is:

$$\mathcal{P}_{\text{NL},i}(\omega) = 3\epsilon_0 \sum_{ijkl} \chi^{(3)}_{ijkl}(\omega) \times E_j(\omega)E_k(\omega)E_l(-\omega).$$  \hfill (S25)

Assuming the medium is isotropic and homogeneous (e.g. glass), the susceptibility becomes polarization-independent and thus can be treated as a scalar. [S3] Without loss of generality, assume the input $E$ fields are linearly-polarized in the $x$ direction, denoted by index $j, k, l = 1$. The electric field energy density for the third-order nonlinear polarization can be expressed as [S1]:

$$\mathcal{U}_\text{NL} = \frac{3\epsilon_0}{4} \sum_{i111} \chi^{(3)}_{i111} \times E_i^\ast(\omega + \omega - \omega)E_1(\omega)E_1(\omega)E_i(\omega)$$

$$= \frac{3\epsilon_0}{4} \sum_{i111} \chi^{(3)}_{i111} \times E_i^\ast(\omega + \omega - \omega)|E_1(\omega)|^2E_1(\omega)$$  \hfill (S26)

(S27)

From this expression, the nonlinear polarization $\mathcal{P}_\text{NL}$ along a direction $i$ can be obtained by differentiating with respect to $E_i^\ast$:

$$\mathcal{P}_{\text{NL},i} = \frac{\partial \mathcal{U}_\text{NL}}{\partial E_i^\ast}$$  \hfill (S28)

Defining $z$ to be the direction of field propagation in the fiber, the electric fields in the ring fiber can now be quantized as follows: [S4, S5]

$$E = \sum_k i \left( \frac{\hbar \omega_k}{2\epsilon_0 n_0^2 V} \right)^{1/2} (\hat{a}_k e^{-i(\omega_k t - kz)} + \hat{a}_k^\dagger e^{i(\omega_k t - kz)})$$  \hfill (S29)

where $\hat{a}_k$ and $\hat{a}_k^\dagger$ are the bosonic creation and annihilation operators at the frequency $\omega_k$. $E$ has been normalized to the volume $V$ of the fiber, and $n_0$ is the refractive index of the fiber. We can express the operators in real space through Fourier transform [S6]:

$$\hat{a}_k = \int_0^L \hat{a}_{\omega_k}(z)e^{-ikz}dz$$  \hfill (S30)

$$\hat{a}_k^\dagger = \int_0^L \hat{a}_{\omega_k}(z)e^{ikz}dz$$  \hfill (S31)

where $\hat{a}_{\omega_k}(z)$ and $\hat{a}_{\omega_k}^\dagger(z)$ annihilate and create a photon with frequency $\omega_k$ at position $z$ in real space, respectively, and where $L$ is the length of the fiber. Since we employ monochromatic light at frequency $\omega_0$, we only have modes within a narrow bandwidth around $\omega_0$ ($k_0$). Thus, we can replace the $k$-space operators in Equation S29 with the real-space operators $\hat{a}_{\omega_0}(z)$ and $\hat{a}_{\omega_0}^\dagger(z)$, which we will hereafter refer to as $a$ and $a^\dagger$, respectively. Substituting the quantized electric fields into our expression for the energy density and applying the rotating-wave approximation, we
have the following terms in our expression for the total energy of the third-order nonlinear susceptibility:

\[
H = \int_V \mathcal{U}_{\text{NL}} d^3r = \frac{3\kappa}{4} \int_V \chi^{(3)} |E|^4 d^3r
\]

\[
= \frac{3\kappa \hbar^2 \omega_0^2}{16\epsilon_0^2 n_0^4 V^2} \int_V \chi^{(3)} (\hat{a} \hat{a} \hat{a} + \hat{a} \hat{a} e^{-2i(\omega t - k_0 z)} + \hat{a} \hat{a} e^{2i(\omega t - k_0 z)} + \hat{a} \hat{a}) d^3r
\]

\[
\approx \frac{3\hbar^2 \omega_0^2}{16\epsilon_0^2 n_0^4 V^2} \int_V \chi^{(3)} (6\hat{a} \hat{a} \hat{a} \hat{a} + 12\hat{a} \hat{a} + 3)d^3r
\]

\[
= \left( \frac{9\hbar^2 \omega_0^2}{8\epsilon_0^2 n_0^4 V^2} \right) \hat{a} \hat{a} \hat{a} \hat{a} + C,
\]

where \( C \) is some constant corresponding to an overall energy shift [S7]. This gives the desired \( \hat{a} \hat{a} \hat{a} \hat{a} \) term in the Hamiltonian, where the coefficient \( U = \frac{9\hbar^2 \omega_0^2}{8\epsilon_0^2 n_0^4 V^2} \int_V \chi^{(3)} d^3r \). Note that we only retain the two-photon interaction term \( a_m \hat{a}_n \hat{a}_p \hat{a}_q \) where \( m = n = p = q \) in the Hamiltonian since only spatially localized photons in the same time bin interact to achieve the optical Kerr effect, and we are assuming monochromatic light with one frequency mode \( \omega_0 \).

### III. SIMULATION DETAILS

Here we outline the details of the simulations we use to compare the evolution of the states under the emulated Hamiltonians against the exact target Hamiltonians. We use a custom simulation method built with QuTiP [S8] for all simulations presented in this paper.

#### A. Tractable simulation with a Ponomarev state representation

Suppose the device contains \( L \) number of time bins (including the register) and the initial state is a \( N \)-photon Fock state. The Hilbert space \( \mathcal{H} \) which spans the possible evolutions of this state can thought of as a system of \( L \) entangleable \((N+1)\)-qudits (since the vacuum state \(|\emptyset\rangle\) must additionally be supported). In this representation the Hilbert space has dimensionality \((N+1)^L\), and is spanned by the creation operators \( \hat{a}_i^\dagger \), which create \( 0 \leq n \leq N \) photons in time bin \( 1 \leq \ell \leq L \). However, this representation is highly degenerate, supporting many invalid states, such as \( \bigotimes_{\ell=1}^L \hat{a}_\ell^{(N-1)} |\emptyset\rangle \), which has more than \( N \) total photons in the system. To simulate even the modest \( 3 \times 3 \) lattice depicted in Figure 1 of the main text requires operators with dimensionality \( 50049 \times 50049 \approx 3.5 \times 10^9 \).

A more tractable representation can be obtained by inverting the indexing and considering the possible placements of identical bosons into time bins. A number of identical bosons \( N \) can be placed into \( L \) distinct lattice sites in \( \mathcal{N}_N^L = (N+L-1) \) different ways. From this, we can generate a unique labeling of the allowable states in the system using a procedure devised by Ponomarev [S9, S10] and described in Ref. [S11]. We use the fact that \( \mathcal{N}_N^L \) can be generated recursively as \( \mathcal{N}_N^L = \sum_{N=0}^N \mathcal{N}_{N-1}^{L-1} \) to generate a counting scheme which evaluates all \( \mathcal{N}_N^L \) up to \( L, N \).

Suppose we have Fock state \( |\psi\rangle \) with the occupancies of the \( L \) lattice sites described in an \( N \)-dimensional vector \((\ell_1, \ell_2, \ldots, \ell_N)\), with \( m_i \leq m_j \) for \( i > j \). The integer label \( n_\psi \) of this state is

\[
n_\psi = 1 + \sum_{i=1}^N \mathcal{N}_i^{L-\ell_i}.
\]

For example, as shown in Figure S1, with \( L = 8, N = 4 \), the Fock state \( |\psi\rangle = |0, 0, 2, 0, 1, 0, 0, 1\rangle \) maps to \((\ell_1, \ell_2, \ell_3, \ell_4) = (8, 5, 3, 3)\), and the integer label is \( n_\psi = 1 + \mathcal{N}_1^3 + \mathcal{N}_2^2 + \mathcal{N}_3^3 + \mathcal{N}_4^3 = 112 \). The inverse mapping

\[
|\emptyset\rangle_1 \quad |\emptyset\rangle_2 \quad \hat{a}_3^\dagger \hat{a}_3 \quad |\emptyset\rangle_3 \quad |\emptyset\rangle_4 \quad \hat{a}_5^\dagger \quad |\emptyset\rangle_5 \quad |\emptyset\rangle_6 \quad |\emptyset\rangle_7 \quad \hat{a}_8^\dagger |\emptyset\rangle_8
\]

Figure S1. An example Fock state \( |\psi\rangle = |0, 0, 2, 0, 1, 0, 0, 1\rangle \), which can be re-indexed by boson number as \( |\psi\rangle = |8, 5, 3, 3\rangle \). This maps to the Ponomarev basis state \( |n_\psi\rangle = |112\rangle \).
is found with an iterative process: given \( n_\psi \), we find the largest \( \ell_N \) such that \( N_\psi^\ell N < n_\psi \), then find the largest \( \ell_{N-1} \) such that \( N_{\psi-N}^{\ell_{N-1}} < n_\psi - N_{\psi-N}^\ell \), and so on.

To construct annihilation operators, we consider the direct sum of all smaller Hilbert spaces \( \mathcal{H}_n^{\leq N} = \bigoplus_{n=0}^N \mathcal{H}_n^L \).

The annihilation operators \( \hat{a}_i \) are constructed from a \( (\sum_n N_\psi^\ell L \times \sum_n N^{\ell L}_n) \)-dimensional matrix of zeros by iterating over all basis state labels \( n_\psi = 1, 2, \ldots, N_\psi^L \). To construct \( \hat{a}_i \), for each Fock state \( |k_1 k_2 \cdots k_i \cdots k_L\rangle \) with \( k_i > 0 \), a transition element is added which maps \( |k_1 k_2 \cdots k_i \cdots k_L\rangle \mapsto \sqrt{k_i} |k_1 k_2 \cdots (k_i - 1) \cdots k_L\rangle \). The corresponding creation operator \( \hat{a}_i^\dagger \) is simply the Hermitian conjugate of this operator, and photon expectation values in time bin \( i \) are still \( \langle \hat{a}_i^\dagger \hat{a}_i \rangle \) in this representation. The matrices are converted to QuTiP operators and the rest of the simulation is carried out normally. This process is illustrated in Figure S2.

This representation is especially effective for simulating systems with many more lattice sites than bosons \( L \gg N \). For a \( 10 \times 10 \) lattice containing two photons, the dimensionality of the state vectors is reduced from \( 5 \times 10^{47} \) to 5050.

### IV. DETAILS FOR BAND STRUCTURE COMPUTATION

The band structures in Fig. 2 of the main text are computed for the synthetic case by simulating one iteration of the propagator \( \hat{G} = e^{-i \hat{H} t = 1} \) in the device, taking the matrix logarithm \( \hat{H} = \log \hat{G} \), and then diagonalizing \( \hat{H} \). In both the emulated and exact cases, the Hamiltonian is represented in real space in the computer simulation; for each eigenstate of \( \hat{H} \) with eigenvalue \( E \), we compute \( k \) values using peak detection of its Fourier transform, as shown in Figure S3. This can result in small numerical instabilities which are present in both the exact and emulated cases. Cases where the Fourier transform does not have clear peaks may result in outlying points with errant values of \( k \); highly outlying points in Figure 2(b) of the main text have been pruned.
V. DISPERSION ANALYSIS

In the linear regime of small $U$ (where we can ignore the effects of nonlinear pulse broadening), if we assume the same initial pulse shape with pulse length $\delta x$ within each bin of size $\Delta x$ (with $\delta x \ll \Delta x$), and that the register and storage loops are made of the same fiber, then all pulses will deform equally over time, so pulse distinguishability is not an issue, and a full-wave analysis such as the one presented in Ref. [S12] is not needed. The limiting factor will therefore be the dispersive length over which a pulse will broaden to the point where $\delta x \sim \Delta x$. Commercially available dispersion-shifted fibers allow for simultaneous low attenuation of $\sim 0.2 \text{ dB/km}$ and low dispersion of $\sim 4 \text{ ps/nm/km}$ at $\lambda = 1550 \text{ nm}$. If we assume a bin size of $\Delta x = 20 \text{ cm}$ (time bin size of 1 ns), a pulse length of $\delta x = 2 \text{ cm}$, and we saturate the uncertainty limit $\Delta \lambda = \lambda^2/4\pi\delta x$, then this dispersive length is approximately 26000 km of fiber. At these distances, attenuation losses would certainly dominate, so we can safely ignore dispersive errors.
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