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Abstract

Zero-shot learning (ZSL) aims to recognize novel classes by transferring semantic knowledge from seen classes to unseen classes. Though many ZSL methods rely on a direct mapping between the visual and the semantic space, the calibration deviation and hubness problem limit the generalization capability to unseen classes. Recently emerged generative ZSL methods generate unseen image features to transform ZSL into a supervised classification problem. However, most generative models still suffer from the seen-unseen bias problem as only seen data is used for training. To address these issues, we propose a novel bidirectional embedding based generative model with a tight visual-semantic coupling constraint. We learn a unified latent space that calibrates the embedded parametric distributions of both visual and semantic spaces. Since the embedding from high-dimensional visual features comprise much non-semantic information, the alignment of visual and semantic in latent space would inevitably be deviated. Therefore, we introduce information bottleneck (IB) constraint to ZSL for the first time to preserve essential attribute information during the mapping. Specifically, we utilize the uncertainty estimation and the wake-sleep procedure to alleviate the noises and improve model abstraction capability. We evaluate the learned latent features on four benchmark datasets. Extensive experimental results show that our method outperforms the state-of-the-art methods in different ZSL settings on most benchmark datasets. The code will be available at https://github.com/osierboy/IBZSL.

Introduction

Thanks to the abundant human annotated data, deep learning has achieved great success. However, labeling large-scale data is time consuming and expensive. Inspired by the human’s remarkable ability in recognizing instances of unseen classes solely based on class descriptions, zero-shot learning (ZSL) was proposed as an image classification setting to mimic the human learning process (Lampert, Nickisch, and Harmeling 2009). Given the semantic descriptions of both seen and unseen classes but only the seen class training images, ZSL aims to classify test images of unseen classes.

Most early ZSL methods learn a direct or indirect mapping between the visual space and the semantic space (Akata et al. 2013; Frome et al. 2013; Romera-Paredes and Torr 2015; Akata et al. 2015b; Xian et al. 2016; Guo et al. 2016; Kodirov, Xiang, and Gong 2017). However, the performance of these methods is often poor on the more challenging generalized ZSL (GZSL) setting where the test images belong to both seen and unseen classes. The reason is that the embedding model is learned only from seen classes, which leads to a bias towards predicting seen classes. To address this issue, more recent approaches (Xian et al. 2018b; Mishra et al. 2018; Wang et al. 2018; Li et al. 2019; Schonfeld et al. 2019; Ma and Hu 2020; Verma, Brahma, and Rai 2020; Yu et al. 2020) utilize generative models, e.g., generative adversarial networks (GAN) (Goodfellow et al. 2014) or variational autoencoders (VAE) (Kingma and Welling 2013), to generate synthetic features of unseen classes. This transfers
the ZSL task to a supervised classification problem. Since GAN-based loss functions are unstable in training, VAE-based methods (Schonfeld et al. 2019; Ma and Hu 2020) were developed to tackle this problem and achieved better performance. However, most of these generative models still suffer from the deviation between generated features and unseen classes due to the lack of tight visual-semantic coupling.

Since high-dimensional visual features contain non-semantic information which is redundant for semantic discrimination (Tong et al. 2019; Han, Fu, and Yang 2020; Shen, Qin, and Huang 2020), it is difficult to well align the semantic categories to the centers of visual sample distributions when mapping the semantic features to the visual space. This causes a calibration deviation problem as illustrated in Figure 1. In addition, when high-dimensional visual features are mapped to a low-dimensional semantic space, the shrink of feature space would aggravate the hubness problem that some instances in the high-dimensional space becomes the nearest neighbors of a large number of instances (Radovanovic, Nanopoulos, and Ivanovic 2010). To address the above challenges, we propose an information bottleneck (IB) (Tishby, Pereira, and Bialek 2000) constrained bidirectional embedding based generative model which utilizes advantages of both embedding model and generative model to align visual and semantic distributions in a unified latent space. As shown in Figure 2, our proposed method first learns a latent bidirectional embedding via a modified VAE network. To facilitate the distribution alignment, the redundant non-semantic information in the visual space should be discarded to preserve the attributed related part when it is flowing to the latent space. To achieve this, we design an IB loss on the latent bidirectional embedding to impose the mutual information relationships between feature spaces. Due to the widely existence of noises such as the labeling noise (Kunran Xu and Gu 2020), the human annotated semantics are insufficient to fully describe the diversified visual samples (Ding and Liu 2019). The deviation between visual and semantic distributions will accumulate during the embedding process. Therefore, we learn the bias of the original visual distribution by introducing an uncertainty estimation technique (Kendall and Gal 2017) to alleviate the influence of noises. Since one semantic class may correspond to a variety of visual samples, we also propose a bias passing mechanism to share this variety bias to the latent semantic distribution to benefit the distribution alignment. Since VAE does not incorporate the generated samples for learning, the latent features generated by VAE are largely randomized and uncontrollable (Hu et al. 2017, 2018). Therefore, we introduce a wake-sleep procedure (Hinton et al. 1995) that uses both real and generated data for joint training to improve the model representation and abstraction capability. Finally, with the generated latent features, we are able to solve the ZSL as a supervised clas-
sification problem.

The contributions of this paper are as follows. (1) We propose a novel ZSL method based on information bottleneck (IB) constrained generative model with a tight visual-semantic bidirectional embedding. The IB loss minimizes the non-semantic information when embedding the visual domain to latent space. To the best of our knowledge, this is the first work that adopts the IB theory in ZSL. (2) We exploit the data uncertainty estimation technique for the first time in ZSL to learn the bias of visual distribution and design a bias passing mechanism, which alleviates the noises and gap between visual features and human annotated semantics. (3) We train the model on both real and generated data with a wake-sleep training mechanism to improve the model representation and abstraction capability via a VAE model. (4) Extensive experiments on both GZSL and conventional ZSL show the superiority of our method.

Related Works

In this section, we review related works on ZSL and specifically focus on GZSL.

Embedding Models

Embedding models for ZSL focus on learning a direct or indirect mapping between visual and semantic spaces to transfer semantic knowledge from seen classes to unseen classes. There are three typical embedding strategies. The earliest methods learned the mapping function from the visual space to the semantic space, which include, for example DAP and IAP (Lampert, Nickisch, and Harmeling 2013), ALE (Akata et al. 2015a), DeViSE (Frome et al. 2013) and ESZSL (Romera-Paredes and Torr 2015). To alleviate the severe hubness problem caused by embedding from the high-dimensional visual space to the low-dimensional semantic space, reverse mapping from the semantic space to the visual space was proposed for the nearest neighbor classification in the visual space (Changpinyo, Chao, and Sha 2017; Zhang, Xiang, and Gong 2017). Some models such as SSE (Zhang and Saligrama 2015), SYNC (Changpinyo et al. 2016) and BiDiLEL (Wang and Chen 2017) explore the idea of embedding both visual and semantic features into a common intermediate space. Though these methods perform well in the ZSL setting, their performance deteriorates on GZSL setting since there are only seen class features for model training.

Generative models

Recently, abundant generative models (Guo et al. 2017; Chen et al. 2018; Felix et al. et al. 2018; Kumar Verma et al. 2018; Xian et al. 2018b; Zhu et al. 2018; Li et al. 2019; Schonfeld et al. 2019; Ma and Hu 2020; Keshari, Singh, and Vatsa 2020) have been used for ZSL. f-CLSWGAN (Xian et al. 2018b) uses a Wasserstein GAN (Arjovsky, Chintala, and Bottou 2017; Gulrajani et al. 2017) to synthesize samples. LisGAN (Li et al. 2019) exploits the multi-view of each class to guide the sample generation. Due to the hardness of training GAN based models, CADA-VAE (Schonfeld et al. 2019) adopts a cross-aligned VAE to align the visual and semantic distributions in a latent space. More recently, a new flow-based generative model (Shen, Qin, and Huang 2020) was introduced to ZSL which utilizes an invertible generative flow networks to generate distinguishable samples.

Although generative models have been quite successful in GZSL, feature generation for unseen classes still needs tight visual-semantic coupling constraints to alleviate the deviation. Our proposed method combines the advantages of both embedding and generative model for an accurate alignment of visual-semantic distributions while generating discriminative image features simultaneously.

Proposed Method

In this section, we first define the problem setting, notations and then present the details of each module of our method.

Problem Setting and Notations

The GZSL problem is defined as follows. Let $\mathcal{X}^S$ and $\mathcal{X}^U$ denote the image feature sets of seen classes and unseen classes respectively, $\mathcal{X} = \mathcal{X}^S \cup \mathcal{X}^U$, $\mathcal{S} = \{(x, y, c(y)) | x \in \mathcal{X}^S, y \in \mathcal{Y}^S, c(y) \in \mathcal{C}^S\}$ denotes the training set, where $x \in \mathbb{R}^D$ are image features extracted by a plain CNN model, $y$ are the seen class labels which are available during training and $c(y) \in \mathbb{R}^K$ are attribute features. The auxiliary training set is $\mathcal{U} = \{(u, c(u)) | u \in \mathcal{Y}^U, c(u) \in \mathcal{C}^U\}$, where $u$ denote unseen class labels. The seen classes and unseen classes are disjoint, i.e., $\mathcal{Y}^S \cap \mathcal{Y}^U = \emptyset$. Here, $\mathcal{C} = \mathcal{C}^S \cup \mathcal{C}^U$ is used to transfer information between seen classes and unseen classes. $\mathcal{C}$ can be human-annotated attributes (Xian et al. 2018b) or articles describing the classes (Zhu et al. 2018). In the conventional ZSL, the task is to learn a classifier $f^{\text{ZSL}} : \mathcal{X}^U \rightarrow \mathcal{Y}^U$. However, in more realistic and challenging setup of GZSL, the aim is to learn a classifier $f^{\text{GZSL}} : \mathcal{X} \rightarrow \mathcal{Y}^U \cup \mathcal{Y}^S$.

The architecture of the proposed model is shown in Figure 2. It consists of two sets of latent embedding VAEs with $(E_{v \rightarrow l}, D_{l \rightarrow a})$ and $(E_{a \rightarrow l}, D_{l \rightarrow v})$. These two sets of VAEs share the same latent space $l$, $E_{a \rightarrow l}$ maps visual space $v$ to latent space $l$, and $D_{l \rightarrow a}$ maps latent space $l$ to semantic space $a$. $E_{v \rightarrow l}$ maps semantic space $a$ to latent space $l$, and $D_{l \rightarrow v}$ maps latent space $l$ to visual space $v$.

Latent Bidirectional Embedding

The goal of our model is to learn a latent space that can accurately align visual and semantic distributions. We first learn a Visual to Semantic (VS) network $\mathcal{V} = E_{a \rightarrow l} \circ D_{l \rightarrow a} : \mathbb{R}^D \rightarrow \mathbb{R}^K$ to project the visual features through latent space into semantic space. The latent embedding model is shown in Figure 3. Because there may be inherent noise in the visual features (Chang et al. 2020). To reduce the impact of

\begin{align*}
E_{v \rightarrow l} : \mathbb{R}^D & \rightarrow \mathbb{R}^K \\
D_{l \rightarrow v} : \mathbb{R}^K & \rightarrow \mathbb{R}^D \\
E_{a \rightarrow l} : \mathbb{R}^K & \rightarrow \mathbb{R}^K \\
D_{l \rightarrow a} : \mathbb{R}^K & \rightarrow \mathbb{R}^K
\end{align*}
data uncertainty, we define the latent representation \( z_i^{(v)} \) embedded from each visual sample \( \mathbf{x}_i \) as a Gaussian distribution:

\[
p(z_i^{(v)} | \mathbf{x}_i) = \mathcal{N}(z_i^{(v)}; \mu_i^{(v)}, \sigma_i^2 \mathbf{I})
\]

where \( \mu_i^{(v)} \) and \( \sigma_i^2 \) are the mean and variance of the Gaussian distribution learned by the encoder \( E_{v \rightarrow l} : \mu_i^{(v)} = \tilde{E}_{v \rightarrow l, \phi_1} \mathbf{x}_i, \log \sigma_i^2 = \tilde{E}_{v \rightarrow l, \phi_2} \mathbf{x}_i \), where \( \phi_1 \) and \( \phi_2 \) refer to the model parameters. The re-parameterization trick (Kingma and Welling 2013) is used to keep gradients of the model as usual. With this trick, we generate the latent sampling representation \( s_i^{(v)} \) as

\[
s_i^{(v)} = \mu_i^{(v)} + \epsilon \sigma_i, \quad \epsilon \sim \mathcal{N}(0, \mathbf{I})
\]

where \( \epsilon \) is a random noise.

Then, \( \tilde{c}(y_i) = D_{l \rightarrow a}(s_i^{(v)}) \) projects the latent feature \( s_i^{(v)} \) into semantic space, i.e., the mapping of a visual sample \( \mathbf{x}_i \) is calculated as \( \text{VS}(\mathbf{x}_i) \):

\[
\text{VS}(\mathbf{x}_i) = \tilde{c}(y_i) = D_{l \rightarrow a}(s_i^{(v)}) = E_{v \rightarrow l} \circ D_{l \rightarrow a}(\mathbf{x}_i)
\]

The affinity between \( \text{VS}(\mathbf{x}_i) \) and the \( y_i \)-th attribute feature \( c(y_i) \) could be measured by their inner product \( \text{VS}(\mathbf{x}_i)^T \mathbf{c}(y_i) \). Then the probability of \( \mathbf{x}_i \) belong to the \( y_i \)-th category in semantic space can be calculated as:

\[
p^A(y_i | \mathbf{x}_i) = \frac{\exp(\text{VS}(\mathbf{x}_i)^T \mathbf{c}(y_i))}{\sum_{y \in Y} \exp(\text{VS}(\mathbf{x}_i)^T \mathbf{c}(y))}
\]

Then the Semantic Cross-Entropy (SCE) loss can be written as:

\[
L_{SCE} = - \sum_i \log p^A(y_i | \mathbf{x}_i)
\]

Similarity, we learn a Semantic to Visual (SV) network \( SV = E_{a \rightarrow l} \circ D_{l \rightarrow v} : \mathbb{R}^K \rightarrow \mathbb{R}^D \), which first projects the semantic feature \( c(y_i) \) to latent space as \( \mu_i^{(a)} \), then projects \( \mu_i^{(a)} \) to visual space as the generated visual prototype \( \tilde{x}(y_i) \) for the \( y_i \)-th category:

\[
SV(c(y_i)) = \tilde{x}(y_i) = D_{l \rightarrow v}(\mu_i^{(a)}) = E_{a \rightarrow l} \circ D_{l \rightarrow v}(c(y_i))
\]

The probability of \( \mathbf{x}_i \) belong to the \( y_i \)-th category in visual space is calculated as:

\[
p^V(\mathbf{x}_i | y_i) = \frac{\exp(\mathbf{x}_i^T \mathbf{c}(y_i))}{\sum_{y \in Y} \exp(\mathbf{x}_i^T \mathbf{c}(y))}
\]

Then the Visual Cross-Entropy (VCE) loss is:

\[
L_{VCE} = - \sum_i \log p^V(y_i | \mathbf{x}_i)
\]

The total Cross-Entropy (CE) loss is as follow:

\[
L_{CE} = L_{SCE} + L_{VCE}
\]

In order to learn an accurate latent bidirectional embedding, we perform center calibration for each category. Such a structured objective requires the center embedding of \( \mathbf{x}_i \) being closer to the latent embedding of its groundtruth \( c(y_i) \) than other classes, the Center Calibration (CC) is defined as:

\[
L_{CC} = \sum_{i, y} \left[ \Delta + d(E_{v \rightarrow l, \phi_1}(\mathbf{x}_i), E_{a \rightarrow l}(c(y_i))) \right] + d(E_{v \rightarrow l, \phi_1}(\mathbf{x}_i), E_{a \rightarrow l}(c(y_i)))
\]

where \( d(\cdot, \cdot) \) denotes a certain distance metric. Here, we utilize the Euclidean distance in the experiments. \( \Delta > 0 \) is a margin to make \( L_{CC} \) more robust.

**Feature Generation**

For each category \( y_i \), there could be many visual samples \( \mathbf{x} \), but the semantic description \( c \) of each category is unique. Thus, this unique semantic attribute \( c \) is insufficient to fully describe the variety of visual samples. Therefore, we assume the latent semantic distribution similar to the Gaussian distribution of latent visual features in equation (1). To adapt to this task, we use two sets of encoder-decoder structures. \( E_{v \rightarrow l} \) encodes the visual features \( \mathbf{x}_i \) to a Gaussian distribution \( \mathcal{N}(\mu_i^{(v)}, \sigma_i^2) \) in the latent space, and \( E_{a \rightarrow l} \) encodes the semantic feature \( c(y_i) \) to the center \( \mu_i^{(a)} \) of category \( y_i \).

Since the latent semantic Gaussian distribution \( \mathcal{N}(\mu_i^{(a)}, \sigma_i^2) \) should be consistent with the latent visual distribution, we design a bias passing mechanism to share the bias for the latent semantic distribution. Then we use the decoders \( D_{l \rightarrow a} \) to decode \( \mu_i^{(v)} \) or \( \mu_i^{(a)} \) to semantic feature \( \tilde{c}(y_i) \), and use \( D_{l \rightarrow v} \) to decode \( s_i^{(v)} \sim \mathcal{N}(\mu_i^{(v)}, \sigma_i^2) \) or \( s_i^{(a)} \sim \mathcal{N}(\mu_i^{(a)}, \sigma_i^2) \) to visual feature \( \tilde{x}_i \). Finally, the loss for the modified VAE can be written as:

\[
L_{VAE} = E_{q_\phi(s^{(v)} | \mathbf{x})} [\log p^A(c | s^{(v)})]
+ E_{q_\phi(s^{(a)} | c)} [\log p \theta_1(c | s^{(a)})]
+ E_{q_\phi(s^{(v)} | c)} [\log p \theta_2(c | s^{(v)})]
+ \beta D_{KL}(q_\phi(s^{(v)} | \mathbf{x}) || \mathcal{N}(\mu^{(a)}, \mathbf{I}))
\]
where, \( \phi \) refers to the parameters of \( E_{v \rightarrow l} \) and \( E_{a \rightarrow l} \), \( \theta_1 \) and \( \theta_2 \) refer to the parameters of \( D_{l \rightarrow a} \) and \( D_{l \rightarrow v} \), respectively.

**Information Bottleneck Constraint**

In our method, information is gradually disentangled from the visual space through the latent space to the semantic space. The semantic feature \( c \) is related disentangled attribute information while the visual feature \( x \) has high-dimensional entangled non-semantic information. Therefore, we hope that the latent feature \( s \) should contain as much semantic information of \( c \) as possible while discard the redundant non-semantic information of \( x \). In information theory, the dependence between two random variables could be measured by mutual information \( I(\cdot;\cdot) \). As illustrated in Figure 1, we maximize the mutual information between the semantic space and the latent space \( I(s;c) \) and minimize the mutual information between the visual space and the latent space \( I(s;x) \). We define a information bottleneck (IB) (Tishby, Pereira, and Bialek 2000) to constrain the information relationship between spaces:

\[
\max I(s;c) - \eta I(s;x)
\]

Since \( s \) may be sampled from different distributions like \( N(\mu^v, \sigma^2) \) or \( N(\mu^a, \sigma^2) \) in our model, we resample \( s^* \sim N(\mu^*, \sigma^2) \), where \( \mu^* = \alpha \mu^v + (1 - \alpha) \mu^a \) with a uniform distribution \( \alpha \sim U(0,1) \).

Since the VAE model does not utilize the generated samples for training, the latent features generated are largely randomized and uncontrollable. Inspired by the work of Hu et al. (Hu et al. 2018), we train the modified VAE model in a wake-sleep procedure, using real data and generated data for joint training. The extended wake-sleep procedure is shown in Figure 4. In the wake phase, we use real visual data \( x \) to train the feature representation capability of the model. In the sleep phase, we use generated data \( \bar{x} \) to train the abstraction capability of the model. So that the model can generate disentangled latent features. The wake-sleep information bottleneck constraint is as follow:

\[
\max [I(s^*;c) - \eta I(s^*;x)] + \lambda [I(\bar{s}^*;c) - \eta I(\bar{s}^*;\bar{x})]
\]

where \( \bar{s}^* \) is the latent embedding representation of \( \bar{x} \).

Since the information bottleneck with high dimension is intractable to calculate, we follow the strategy proposed by Alemi et al. (Alemi et al. 2016). The Information Bottleneck (IB) loss is shown as follow:

\[
\mathcal{L}_{IB} = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[-\log q(c(y_i)D_{l \rightarrow a}(s^*_i))] + \eta D_{KL}(q_\phi(s^* | x_i, c(y_i))^{|r(z)|}
\]

where \( r(z) \) is a standard normal distribution in the experiments, \( \eta \) is initialized to \( 10^{-5} \) and changed with IB loss.

Finally, the overall loss of the proposed model is defined as:

\[
\mathcal{L} = \mathcal{L}_{VAE} + \gamma \mathcal{L}_{CE} + \delta \mathcal{L}_{CC} + \tau \mathcal{L}_{IB}
\]

where \( \gamma, \delta \) and \( \tau \) are the weighting factors of the cross entropy loss, center calibration and information bottleneck loss, respectively.

**Implementation Details**

In our modified VAE model, we utilized multilayer perceptrons to implement the encoders \( (E_{v \rightarrow l} \) and \( E_{a \rightarrow l} \)) and decoders \( (D_{l \rightarrow a} \) and \( D_{l \rightarrow v} \)). The encoders \( E_{v \rightarrow l} \) and \( E_{a \rightarrow l} \) had 1560 and 1450 hidden units, respectively. The hidden units of \( D_{l \rightarrow a} \) and \( D_{l \rightarrow v} \) were 665 and 1660, respectively. The latent embedding dimensions were 64 for AWA2 and aPY and 256 for CUB and SUN. \( \beta, \lambda, \gamma, \delta \) and \( \tau \) were set to 0.5, 0.1, 1.0, 0.1 and 1.0. The margin \( \Delta \) was set to \( 10^{-3} \). Adam optimizer (Kingma and Ba 2014) was used for training, the epoch size was 120 and the batch size was 64. After the model training, the encoders \( E_{v \rightarrow l} \) and \( E_{a \rightarrow l} \) transformed the visual features of seen classes and attribute features of unseen classes into the unified latent space. Finally, we trained a softmax classifier to classify latent features.

**Experiments**

We evaluated our framework on four widely used benchmark datasets including CUB-200-2011 (CUB) (Welinder et al. 2010), SUN attribute (SUN) (Patterson and Hays 2012), attributes Pascal and Yahoo (aPY) (Farhadi et al. 2009) and Animals with Attributes 2 (AWA2) (Xian et al. 2018a) for the GZSL. We extracted a 2,048-dimensional CNN features for images using ResNet-101 (He et al. 2016) as the visual features. The pre-defined attributes on each dataset were used as the semantic descriptors. Moreover, we adopted the Proposed Split (PS) (Xian et al. 2018a) to divide all classes into seen and unseen classes on each dataset.

The performance of our method is evaluated by per-class Top-1 accuracy. In GZSL, since the test set is composed of seen and unseen images, the Top-1 accuracy evaluated respectively on seen classes, denoted as \( S \), and unseen classes, denoted as \( U \). Their harmonic mean, defined as \( H = (2 \times S \times U) / (S + U) \) (Xian et al. 2018a), are used to evaluate the performance of GZSL.

**Comparison with the State-of-the-Art**

We selected several state-of-the-art GZSL methods for comparison, which include non-feature generation methods ALE (Akata et al. 2013), DeVise (Frome et al. 2013), ESZSL (Romera-Paredes and Torr 2015), SJE (Akata et al. 2016). The Information Bottleneck (IB) loss is shown as follows:

\[
\mathcal{L}_{IB} = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[-\log q(c(y_i)D_{l \rightarrow a}(s^*_i))] + \eta D_{KL}(q_\phi(s^* | x_i, c(y_i))^{|r(z)|}
\]

where \( r(z) \) is a standard normal distribution in the experiments, \( \eta \) is initialized to \( 10^{-5} \) and changed with IB loss.

Finally, the overall loss of the proposed model is defined as:

\[
\mathcal{L} = \mathcal{L}_{VAE} + \gamma \mathcal{L}_{CE} + \delta \mathcal{L}_{CC} + \tau \mathcal{L}_{IB}
\]

where \( \gamma, \delta \) and \( \tau \) are the weighting factors of the cross entropy loss, center calibration and information bottleneck loss, respectively.
Table 1: Results of the state-of-the-arts generalized zero-shot learning.

| Methods                  | CUB   | AWA2  | SUN   | aPY   |
|--------------------------|-------|-------|-------|-------|
|                          | U   | S   | H   | U   | S   | H   | U   | S   | H   | U   | S   | H   |
| ALE (Akata et al. 2013)  | 23.7| 62.8| 34.5| 14.0| 81.8| 23.9| 21.8| 33.1| 26.3| 4.6| 73.3| 8.7 |
| DeViSE (Frome et al. 2013) | 23.8| 53.0| 32.8| 17.1| 74.7| 27.8| 16.9| 72.4| 20.9| 4.9| 76.9| 9.2 |
| ESZSL (Romera-Paredes and Torr 2015) | 12.6| 63.8| 21.0| 5.9 | 77.8| 11.0| 11.0| 72.9| 15.8| 2.4| 70.1| 4.6 |
| SJE (Akata et al. 2015b) | 23.5| 59.2| 33.6| 8.0 | 73.9| 14.4| 14.7| 30.5| 19.8| 3.7| 55.7| 6.9 |
| LATEM (Xian et al. 2016) | 15.2| 57.3| 24.0| 11.5| 77.3| 20.0| 14.7| 28.8| 19.5| 0.1| 73.0| 0.2 |
| SYNC (Changpinyo et al. 2016) | 11.5| 70.9| 19.8| 10.0| 90.5| 18.0| 7.9 | 43.3| 13.4| 7.4| 66.3| 13.3 |
| SAE (Kodirov, Xiang, and Gong 2017) | 7.8 | 54.0| 13.6| 1.1 | 82.2| 2.2 | 8.8 | 18.0| 11.8| 0.4| 80.9| 0.9 |
| SP-AEN (Chen et al. 2018) | 34.7| 70.6| 46.6| 23.3| 90.0| 37.1| 24.9| 38.6| 30.0| 13.7| 63.4| 22.6 |
| TCN (Jiang et al. 2019) | 52.6| 52.0| 52.3| 61.2| 65.8| 63.4| 31.2| 37.3| 34.0| 24.1| 64.0| 35.1 |
| TripleLoss (Cacheux, Borgne, and Crucianu 2019) | 55.8 | 52.3| 53.0| 48.5| 83.2| 61.3| 47.9| 30.4| 36.8| - | - | - |
| SE-GZSL (Kumar Verma et al. 2018) | 41.5| 53.3| 46.7| 58.3| 68.1| 62.8| 40.9| 30.5| 34.9| - | - | - |
| CV-AE-ZSL (Mishra et al. 2018) | - | - | 34.5| - | - | 51.2| - | - | 26.7| - | - | - |
| f-CLSWGAN (Xian et al. 2018b) | 43.7| 57.7| 49.7| 53.8| 68.2| 60.2| 42.6| 36.6| 39.4| - | - | - |
| LisGAN (Li et al. 2019) | 46.5| 57.9| 51.6| 54.3| 68.5| 60.6| 42.9| 37.8| 40.2| 34.3| 68.2| 45.7 |
| GDAN (Huang et al. 2019) | 39.3| 66.7| 49.5| 32.1| 67.5| 43.5| 38.1| 89.9| 53.4| 30.4| 75.0| 43.4 |
| CADA-VAE (Schonfeld et al. 2019) | 51.6| 53.5| 52.4| 55.8| 75.0| 63.9| 47.2| 35.7| 40.6| - | - | - |
| ABP (Zhu et al. 2019) | 47.0| 54.8| 50.6| 55.3| 72.6| 62.6| 45.3| 36.8| 40.6| - | - | - |
| OCD-CVAE (Keshari, Singh, and Vatsa 2020) | 44.8| 55.9| 51.3| 59.5| 73.4| 65.7| 44.8| 42.9| 43.8| - | - | - |
| Ours                     | 52.2| 56.2| 54.1| 56.0| 80.0| 65.9| 43.8| 37.8| 40.6| 34.2| 69.8| 45.9 |

Table 2: Results of conventional zero-shot learning.

| Methods                  | CUB | AWA2 | SUN | aPY |
|--------------------------|-----|------|-----|-----|
|                          | U   | S   | H   | U   |
| ALE                      | 54.9| 62.5| 58.1| 39.7|
| DeViSE                   | 52.0| 59.7| 56.5| 39.8|
| ESZSL                    | 53.9| 58.6| 54.5| 38.3|
| SJE                      | 53.9| 61.9| 53.7| 32.9|
| LATEM                    | 49.3| 55.8| 55.3| 35.2|
| SYNC                     | 55.6| 46.6| 56.3| 23.9|
| SAE                      | 33.3| 54.1| 40.3| 8.3 |
| TCN                      | 59.5| 71.2| 61.5| 38.9|
| SE-GZSL                  | 59.6| 69.2| 63.4| -   |
| CV-AE-ZSL                | 52.1| 65.8| 61.7| -   |
| f-CLSWGAN                | 57.3| -   | 60.8| -   |
| LisGAN                   | 58.8| -   | 61.7| 43.1|
| ABP                      | 58.5| 70.4| 61.5| -   |
| OCD-CVAE                 | 60.3| 71.3| 63.5| -   |
| Ours                     | 62.2| 70.1| 64.2| 43.5|

Table 2: Results of conventional zero-shot learning.

outperforms all the ten compared non-feature generation methods with a large margin for the harmonic mean results. Moreover, our method significantly improve the Top-1 accuracy on unseen classes benefit from the generated unseen class samples. Compared with the feature generation based methods, our method can also achieve the best harmonic mean results on CUB, AWA2 and aPY. Since the IB constrained bidirectional embedding between the visual space and the semantic space can preserve essential attribute information and discard the non-semantic information.

To further demonstrate the effectiveness of our method. We also compared our method under the conventional ZSL setting that the test image only belongs to unseen classes. As shown in Table 2, our proposed method achieves the best for three out of the four datasets.

Ablation Study

We conducted ablation experiments to verify the effectiveness of the proposed modules. Table 3 shows the influence of different losses. We can see that our proposed method achieves the best harmonic mean results with all the losses. Specifically, the proposed IB loss can significantly improve the performance. For the proposed wake-sleep IB constraint, we also performed ablation study with different conditions on CUB, as shown in Table 4. It can be seen that the IB loss constrained on the generated seen classes features (Sleep(S)) has significantly improved the classification accuracy of the seen classes and conventional ZSL. Accordingly, the IB loss constrained on the generated unseen classes features (Sleep(U)) also improves the result of unseen classes. Our method achieves the highest harmonic mean result under the wake-sleep IB constraint. In addition, we use $N(\mu^{(o)}, I)$ to replace the latent seman-
Table 3: Ablation study of the proposed modules.

| Loss | CUB | AWA2 | SUN | aPY |
|------|-----|------|-----|-----|
| $\mathcal{L}_{VAE}$ | $\mathcal{L}_{CE}$ | $\mathcal{L}_{CC}$ | $\mathcal{L}_{IB}$ | $\mathcal{L}_{VAE}$ | $\mathcal{L}_{CE}$ | $\mathcal{L}_{CC}$ | $\mathcal{L}_{IB}$ | $\mathcal{L}_{VAE}$ | $\mathcal{L}_{CE}$ | $\mathcal{L}_{CC}$ | $\mathcal{L}_{IB}$ | $\mathcal{L}_{VAE}$ | $\mathcal{L}_{CE}$ | $\mathcal{L}_{CC}$ | $\mathcal{L}_{IB}$ |
| U   | S   | H    | U   | S   | H    | U   | S   | H    | U   | S   | H    | U   | S   | H    | U   | S   | H    |
| 46.6 | 56.9 | 51.2 | 52.8 | 77.9 | 62.9 | 40.1 | 35.7 | 37.7 | 32.7 | 61.8 | 42.8 | 45.6 | 50.0 | 55.4 | 52.5 |
| 50.8 | 56.6 | 53.5 | 54.2 | 77.0 | 63.6 | 43.8 | 36.9 | 40.1 | 32.1 | 66.7 | 43.3 | 52.2 | 54.1 | 53.2 | 51.6 |
| 51.0 | 56.3 | 53.5 | 53.2 | 87.0 | 64.1 | 41.8 | 37.8 | 39.7 | 34.7 | 65.4 | 45.3 | 61.8 | 42.8 | 45.6 | 50.0 |
| 52.2 | 56.2 | 54.1 | 56.0 | 80.0 | 65.9 | 43.8 | 37.8 | 40.6 | 34.2 | 69.8 | 45.9 | 61.8 | 42.8 | 45.6 | 50.0 |

Table 4: Ablation study of wake-sleep IB constraint on CUB dataset. Wake phase only uses real data for training. Sleep(S/U) phase uses generated seen/unseen classes data for training.

| Wake | Sleep(S) | Sleep(U) | ZSL | U   | S   | H    |
|------|---------|---------|-----|-----|-----|------|
|      |         |         |     | 60.5 | 50.0 | 55.4 |
|      |         |         |     | 61.9 | 48.7 | 58.5 |
|      |         |         |     | 60.9 | 51.6 | 54.8 |
| ✓    | ✓       | ✓       |     | 62.2 | 52.2 | 54.1 |

Figure 5: The influence of the latent feature dimensions.

Figure 6: The influence of different numbers of generated features per seen and unseen classes.

Figure 7: The influence of different numbers of generated features per seen and unseen classes on CUB. Figure 6 reports the harmonic mean results of GZSL. We can see that the GZSL performance of our method increases with more generated unseen features in most cases and when the number of generated unseen features is twice the generated seen features, our method achieves the best result.

Visualization Result

We use the t-SNE (Maaten and Hinton 2008) to visualize our latent features used for final GZSL classification. Figure 7 shows the distributions of the latent features of 50 classes on CUB dataset. The top is the latent visual embedding features and the bottom is the latent semantic embedding features. From the almost consistent distribution, we can see our latent features can well align visual and semantic distributions.

Further Analyses

We first evaluated our method with different dimensions of latent features, as shown in Figure 5. The harmonic mean results have less fluctuation with different latent feature dimensions on four datasets. Our method achieves the best performance on CUB and SUN with the latent feature dimensions equal to 256. The best results are reached for AWA2 and aPY when the latent feature dimension is 64. We speculate the reason is that on the one hand the CUB and SUN are fine-grained datasets which need more information to distinguish. On the other hand, excessive dimensions lead to redundant information.

Then we show the influence of different numbers of generated features per seen and unseen classes on CUB. Figure 6 reports the harmonic mean results of GZSL. We can see that the GZSL performance of our method increases with more generated unseen features in most cases and when the number of generated unseen features is twice the generated seen features, our method achieves the best result.
Conclusion

In this paper, we have introduced a novel bidirectional embedding based generative model for zero-shot learning. This method learns a unified latent space to align the feature distributions of both visual domain and semantic domain. A novel information bottleneck (IB) constrained latent bidirectional embedding allows the latent features to contain more essential attributes related information while discarding non-semantic information flowed from the visual features. In addition, data uncertainty estimation and wake-sleep procedure are introduced to facilitate latent distributions alignment. The proposed method has outperformed several state-of-the-art methods in different ZSL settings in experimental comparison, showing the advantages of our approach.
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