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Abstract

The automatic classification of Arabic dialects is an ongoing research challenge, which has been explored in recent work that defines dialects based on increasingly limited geographic areas like cities and provinces. This paper focuses on a related yet relatively unexplored topic: the effects of the geographical proximity of cities located in Arab countries on their dialectical similarity. Our work is twofold, reliant on: 1) comparing the textual similarities between dialects using cosine similarity and 2) measuring the geographical distance between locations. We study MADAR and NADI, two established datasets with Arabic dialects from many cities and provinces. Our results indicate that cities located in different countries may in fact have more dialectical similarity than cities within the same country, depending on their geographical proximity. The correlation between dialectical similarity and city proximity suggests that cities that are closer together are more likely to share dialectical attributes, regardless of country borders. This nuance provides the potential for important advancements in Arabic dialect research because it indicates that a more granular approach to dialect classification is essential to understanding how to frame the problem of Arabic dialects identification.
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1. Introduction

Much recent research in Arabic Natural Language Processing has focused on studying challenges related to the identification, classification, and processing of Arabic dialects. Arabic is one of the most commonly used languages in the world and contains a rich variety of dialects with marked differences. The language has three main types: Classical Arabic, Modern Standard Arabic (MSA), and Dialectal Arabic (DA) [1]. DA varies between countries and it may also vary between areas in the same country [2,3]. Studying these dialects and their variations has been an ongoing challenge for Arabic Natural Language Processing [4–6]. The primary area of focus for research on Arabic dialects has been the development of methods to classify the dialects. Despite this attention devoted to dialect identification, limited work has examined the effects of the geographical proximity of cities located in Arab countries on dialectical similarity. In this paper, we investigate this topic and explore the relationship between geographical proximity (i.e., distance) and dialect similarity. Our findings contribute an effort to reconsider how current research in nuanced Arabic dialect identification is shaped.

One important issue in Arabic dialects research is how scholars define the scope of Arabic dialects. Put differently, how do scientists select their unit for defining a dialect? For this, some researchers have focused on datasets divided by regions [7–9]. For this specification, a region could be located in one or more countries. The ISO 639-3, which provides a classification for languages, uses this scope for regions and divides Arabic dialects into 30 regions, such as “Gulf Arabic” and “North Levantine Arabic” [10]. These regions tend to be large in terms of the geographical area they cover. Alternatively, others have considered countries as their primary geographical unit
Recent dialect research has defined dialects based on geographical areas that are smaller in size than regions or countries (i.e., cities and provinces). This has been motivated by the availability of two corpora that contain texts collected from cities and provinces, which allow for the development of new methods to identify city-level dialects.

These two datasets are NADI [5,6], and MADAR [13]. MADAR is a parallel corpus that was constructed by selecting sentences from the Basic Traveling Expression Corpus (BTEC), which was written in English and French, and then translating these sentences into each dialect included in MADAR. As for NADI, it was first announced as a part of a shared task related to Arabic dialect identification using large data collected from Twitter. The task consisted of two sub-tasks for dialect identification: country-level and province-level. For the latter, the goal was to develop models that accurately identified the specific province from which a dialect had issued from a list of 100 provinces. In the second installment of the shared task, the organizers increased the number of sub-tasks to four. The main difference in this second installment was that for each province, tweets were divided between Modern Standard Arabic (MSA) and dialectal Arabic (DA). Then, two tasks required the identification of country and province for tweets written in MSA and two others required the same, but for tweets written in DA. These two datasets and their shared tasks highlighted the complexity and difficulties associated with developing methods that automatically identify the dialect of text. The way in which this problem is studied is evolving as we are learning more about what defines dialects and their boundaries. Motivated by this recent potential for evolution, we sought to investigate whether additional factors might be pertinent to the study of Arabic dialects. More specifically, we wanted to examine the effects of the
geographical proximity between locations on the similarity between the dialects used in these locations. Our inquiry is prompted by the hypothesis that two cities that are commonly grouped within one dialect actually have more in common with nearby locations that are in other countries or regions.

In this study, we are utilizing MADAR and the first release of NADI to investigate the effects of geographical proximity on dialectal similarity between cities and provinces. That is, we want to study whether the distance between locations is correlated with their dialectal similarity. Moreover, we are investigating whether it is possible for the dialects of two locations that are not in the same country to have more in common than two locations that are in the same country. Thus, our research also expands the possibilities for investigating the importance of national borders on dialect formation. Our work relies on the use of cosine similarity to determine the similarity between locations. We are also identifying the distance between locations, and using it to examine the correlation between similarity and distance. We are investigating these topics by utilizing the textual data from several locations in Arabic-speaking countries furnished by MADAR and NADI. In summary, this paper makes several key contributions. First, it examines two commonly used datasets and explores the similarities between written language in the cities and provinces that they include. Then, it investigates the dialectal similarities between cities that are located in the same countries and cities that are not. Accordingly, it tests for the presence of cities with statistically significant positive correlation or high similarity even if they are not located in the same country. Most importantly, it studies the impacts of geographical proximity on dialectal similarity between cities and provinces. Our findings contribute to the study of Arabic dialects identification and understanding.
The rest of the paper is organized as follows: Section 3 lists the research questions. Section 3 includes a review of related work. Section 4 describes the research methodology of the current study on the effects of geographical proximity on textual similarity between Arabic dialects. Section 5 contains the results of the study. Sections 6 and 7 present a discussion of our findings and a conclusion.

2. Research Objectives

The main research objective of this study is to study the effects of the geographical proximity of cities located in Arab countries on their dialectical similarity. Specifically, we are investigating the following research questions:

RQ1: What are the similarities between the dialects used in various locations?

RQ2: Are there pairs of cities or provinces that are not located in the same country with similarity values that are higher than the total average of similarity between pairs that are located in the same country?

RQ3: Which pairs have statistically significant correlations?

RQ4: Which locations have statistically significant correlations between similarity and the distance they have with other locations?

RQ5: For the two datasets, is there a statistically significant correlation between similarity and distance?

RQ6: When creating subsets of pairs based on the ranges of distances (e.g., under 100 kilometers (km) and between 100 and 200 km, etc.), are there any significant differences between similarity values for subsets?
3. Related Work

3.1. Classification of Arabic dialects

Several researchers have developed new datasets and used them to test models that classify dialects. Some have focused on specific Arabic-speaking regions instead of considering all Arabic-speaking countries. For example, Kwaik et. al [14] developed a Levantine dialect corpus that consisted of data from four countries that are located in the Levantine region (i.e., the region including Syria, Jordan, Palestine and Lebanon). The authors adopted a combination of manual and automatic methods to construct their corpus, including the use of data from Twitter as well as blogs written by individuals who were writing in the dialect of a specified region. In another paper, the authors created a dataset that consisted of spoken Arabic dialects, using YouTube as a source for collection [15]. In a third, a new dataset was constructed by considering five regions: Egypt, the Gulf region, Iraq, the Levantine region, and North Africa [7]. The authors used Twitter to collect tweets from the five regions. They also constructed another dataset from the same regions using Twitter and comments from Facebook and online newspapers [16]. In a similar study that employed a slightly different classification of the regions, Sadat et. al. [8] used “Maghrebi” instead of “North Africa” and also added an “other” category that included only Sudan. They developed their corpus using blog posts and web forums, and then employed it to evaluate the performance of several methods for classifying dialects from a list of 18 countries. Another study relied on the collection of a Twitter dataset from four main regions: the Gulf, the Levantine, North Africa, and Egypt [9]. Another dataset focused on a speech corpus from the Gulf, Egypt, and the Levantine as well as MSA [17]. A dataset entitled “QADI” was similarly
constructed based on Twitter data [11]. The data also used 18 countries and contained 540k tweets from 2,525 users. Some studies focused on the North African dialects such as Moroccan [18,19], Algerian [20], and Tunisian [21]. Similarly, others focused on developing NLP solutions based on the dialects of specific counties such as Iraq [22] and Saudi Arabia [12]. Some recent works focused on sentiment classification for dialects [23] and machine translation between Arabic dialects [3]. For example, Farhan et. al. [24] proposed a new method to translate texts between MSA, Egyptian, Jordanian, and Saudi dialects. In summary, these studies focus on segmenting Arabic dialects into either regions or countries. Many studies have since used these datasets and others to develop and evaluate classification methods [25–27].

Recently, several large corpora of texts written in dialectal Arabic and organized according to smaller geographical areas (i.e., cities and provinces) have been introduced. In Abdul-Mageed et. al. [28], the author collected a large dataset from a number of Twitter users whose locations were verified. The dataset was employed in order to predict the dialect (city and country) of each user based on their language use. The authors indicated that the presence of tweets written in MSA affected the results since “MSA is shared across different regions.” They demonstrated how the performances for their classifiers increased after they removed tweets written in MSA from the training and testing data. In the aforementioned MADAR and NADI, the two datasets have segmented texts into countries first and then city for MADAR and province for NADI. These two datasets have been utilized in the development of solutions that target dialect identification at the city or province level. For example, ADIDA is a web application developed based on MADAR [29]. The application predicts the dialect of an input text from one of the 25 cities in MADAR. The prediction
also includes MSA as an option when the classifier identifies the input text as one written in Modern Standard Arabic. Finally, since their introduction, a variety of methods have been tested in order to classify the texts in MADAR and NADI [30–35].

3.2 Studying similarities between Arabic dialects

Limited previous research has focused on studying the differences between Arabic dialects. In one study, the authors considered several corpora that consisted of country-level dialects and compared their commonalities [36]. The authors studied the different dialects’ similarity to Modern Standard Arabic and found that “Levantine dialects are in general the closest to MSA, while the North African dialects are the farthest,” despite the fact that none of the corpora used in their research included data from the Gulf region. If a corpus consisting of texts from Gulf countries had been used, different findings might have been obtained. Moreover, unlike in this paper, their work did not consider city-level similarity or study geographical proximity as a factor. The similarity between country-level dialects was also studied by Bouamor et. al. [37]. The authors compared the similarities between texts collected from four countries. In the previously-described paper by Kwaik et al. [36], the authors also compared dialects collected from the four countries in their corpus. They concluded that there is “great overlap between the dialects and dispersion of lexical items between categories,” while also acknowledging that there was “a little similarity between the two dialects on the lexical level” when classifying only Jordanian and Lebanese texts. Finally, in the MADAR original paper, the authors considered the similarity between cities in the dataset by calculating the overlap coefficient, which was determined based on “the percentage of lexical overlap between the vocabularies for each dialect pair” [13]. They
concluded that “When MSA is not included, the average similarity between the dialects is 26.3%.” The researchers behind MADAR also found that Jerusalem and Amman had the highest similarity. The two cities are not in the same country, but ranked third in terms of their geographical proximity when compared to all the other pairs in the dataset. The authors also found that Muscat, which is in Oman, a Gulf country, had the highest similarity when compared to MSA. Furthermore, NADI’s winning team for the 2020 country identification sub-task indicated that their model “suffers when trying to differentiate between geographically nearby countries” [33], indicating that country demarcations may be less consequential than geographical distance when considering the characteristics of Arabic dialects. These examples suggest that more research into geographical proximity as an indicator for dialect similarity is needed. In this paper, we are building on this previous work by providing an in-depth investigation into the similarities between city-level dialects and their geographical proximity.

4. Methodology

4.1. Datasets

| Dataset | # of Countries | # of Cities/Provinces | Average entries per location |
|---------|----------------|-----------------------|-----------------------------|
| MADAR   | 15             | 25                    | 2000                        |
| NADI    | 21             | 100                   | 259.5                       |

In this paper, we used MADAR and the first release of NADI to explore the research questions and provide results that are more likely to be generalizable. For the full lists of names for cities and provinces in the two datasets, we refer to the original papers for the two sets. MADAR consists of dialectical textual contents related to travel. Of the several corpora in MADAR, we used one titled “corpus26,” which contains texts from
25 cities that are located in 15 different Arabic-speaking countries. Each city in the dataset has 2000 entries, usually about one sentence long. Some of the entries are questions about topics such as directions or foods. Other entries contain statements, requests, or instructions related to travel or tourism. A crucial distinction between this dataset and NADI is that in MADAR, each entry is written in the dialect corresponding to each of 25 cities studied. In other words, the first entry for “Riyadh” is also the first for “Cairo” with the only difference being that the one for “Cairo” is written in the dialect used in Cairo. Thus, the entire dataset was developed based on human-translated data. Table 1 includes summary statistics on the two sets and their locations.

The second dataset we used in this study, NADI, consists of tweets collected from 100 different provinces that belong to 21 countries. NADI uses “provinces” as its primary unit of measure instead of “cities” and one province may contain multiple cities. However, all provinces are located in one and only one country. While NADI includes data classified as “training,” “development,” and “testing,” we only used the data labelled as “training” and “development” in this study. The data was collected using the Twitter API and it relied on retrieving tweets from users who were identified by the researchers as those who mostly tweet in their local dialect. One limitation of NADI compared to MADAR is the small number of entries that are available for each location. While each city has 2,000 entries in MADAR, each province in NADI has an average of only 259.5 number of tweets. Moreover, some of the tweets in NADI contained text written in Modern Standard Arabic (MSA), which may affect the similarity results. Furthermore, an issue of mislabelled tweets was also described by the team that won NADI 2020’s country identification shared task [33]. The authors cited examples in which this issue was limited not solely to MSA, but included some dialects.
as well. The authors behind NADI also acknowledged that a few of the tweets in the
dataset were written in Farsi. Their recognition that some tweets had also been labelled
with the wrong dialect, or were even written in a language other than Arabic, allows us
to acknowledge a further limitation to the results of our study. In addition, the authors
who won the province identification task stated that certain tweets written in MSA were
common and present in several dialects [34], indicating the potential for overlap in the
data processed. Nevertheless, the dataset includes a total of 25,957 number of tweets
that we used to study the research questions explored in this paper.

4.2. Preprocessing

We performed several preprocessing steps on the datasets. The objective of these
measures was to remove elements of the text that could negatively affect the quality of
the results. First, we removed diacritical marks from the text. This is a common text
preprocessing step in Arabic NLP, practiced in order to eliminate extra characters
present in the text. To do this, we simply specified a list of these characters and removed
them from both datasets. The second preprocessing step was to normalize several letters
because we had observed that the data from NADI included many instances where
certain letters were written differently based on the writer, probably because NADI
consists of data collected from social media posts, which tend to be written informally.
For example, all instances of (١), (٠), and (٠) were changed to (١) and all instances of (ذ)
were changed to (غ). We also noticed that some tweets included repeated characters. In
colloquial written speech, some letters are frequently repeated in order to stress certain
emotions. To normalize how this type of emotive word was written, we removed
repeated letters and replaced all instances with one only. For example, the word (١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١١_
was changed to (ٍٍ). We also removed several elements from catalogued tweets that were unique to data from Twitter, like mentioned users, URLs, and emoticons. Additionally, all English letters were removed, as well as all digits written in either Arabic or English. We also used a list of Arabic punctuations and another for English in order to remove all of the listed punctuations from the corpora. Finally, we used a collection of Arabic stop words to remove those that appeared in the datasets. The list we used, which contains 243 stop words, is available in the Python library NLTK [38]. While most of the words from the list seem to be written in Modern Standard Arabic, we observed that a few seem to be from specific dialects. Thus, this step may have removed certain tokens from the text that could be from specific dialects, another potential limitation of the study at hand.

4.3. Textual similarity detection

This study relies on measuring the similarities between texts from several regions located in Arab countries. To determine the textual similarity between two locations, we combined all the textual entries for each location in one document. We completed this process for both datasets. For example, all the tweets from “Riyadh” in NADI were added to one large document. Similarly, all 2,000 entries in MADAR tagged as originating from “Riyadh” were combined in one document labelled “MADAR-Riyadh.” Following this process, NADI was transformed into 100 documents, each corresponding to a province, and MADAR into 25, each corresponding to a city. Then, we used the Python library Scikit-learn [39] to generate a TF-IDF representation for all the documents in each dataset. We did not change any of the default settings that Scikit-learn has for its TF-IDF model. Following this step, we created one matrix for
each dataset containing all the locations in its corpus. Then, we populated the matrices by calculating the cosine similarities between each pair of locations. To calculate the similarity, we used the Scikit-learn implementation of cosine similarity. The values for each pair ranged from “0” when there was no similarity at all, to “1” when comparing the same document to itself.

An important step in this study was to determine whether two locations were correlated, and, if they were, to quantify the statistical significance of the correlation. We used the Pearson correlation coefficient and its implementation in the Python library SciPy [40] to measure the correlation between two cities or two provinces. The test gives correlation scores that range from “-1”, when there is a negative correlation, to “1”, when there is a positive correlation. When there is no correlation, the value is “0”. In this study, we generated correlation values by comparing all the similarity scores for one location to all the similarity scores for another location. Thus, while the cosine similarity value only measures the direct likeness between two locations, their correlation value also considers all of their other similarity values. Consequently, these results enabled us to determine whether two regions shared similar scores with all other locations. We also used the p-values as discovered by the test to find all the cities or provinces that have a statistically significant correlation. It is important to note that the p-values generated were based on a two-tailed test. Thus, we added a check to make sure that two locations were actually positively correlated when they had a statistically significant correlation. This process helped us find cities that are not in the same country, but which nevertheless have statistically significant correlation with one another.
4.4. Distance determination

In this paper, we aim to discover the effects of physical proximity on the textual similarity between locations. This should help us determine whether there is a relationship between textual similarity and geographical distance. To begin our investigation, we first collected the coordinates for all the locations in the two datasets. We completed this by using a tool provided by Google\(^1\) that allowed us to search for names of cities and get their coordinates. Subsequently, we constructed a list that contained the longitude and latitude pairs for each location. To measure the distance between cities, we used the Python library Haversine\(^2\). The library uses the Haversine formula, which is a common method to calculate the distance between two locations. For each pair in both corpora, we used the library to find the distance between the pair in km. To ensure that the distances found using the library are accurate, we manually examined a sample of the distances found and confirm their accuracy using the “measure distance” feature in Google Maps\(^3\).

Using the distance between locations alone may have some limitations. For example, it is possible that two locations that are in two neighbouring countries (i.e., countries that share borders) will have dialects that are more similar than two locations that are not in neighbouring countries even if they are closer as determined by the Haversine formula. Nevertheless, by following this formula and the previous steps, we generated a results table for each dataset. The table included the name of the two-location pair, their similarity as determined by cosine similarity, their correlation as determined by

---

1. [https://developers.google.com/maps/documentation/geocoding/overview](https://developers.google.com/maps/documentation/geocoding/overview)
2. [https://github.com/mapado/haversine](https://github.com/mapado/haversine)
3. [https://support.google.com/maps/answer/1628031](https://support.google.com/maps/answer/1628031)
Pearson, their p-value scores, and their distance in km as calculated by the Haversine formula. The tables did not include results for identical pairs (a city and its results with itself) and it also included each pair only once (e.g., we did not include both Cairo & Sfax and Sfax & Cairo). These two tables are the primary source for most of the results in Section 5.

4.5. Research questions

| Research question | Data | Methods |
|-------------------|------|---------|
| RQ1: What are the similarities between the dialects of locations? | The pairs of cities and provinces in MADAR and NADI | Similarity |
| RQ2: Are there pairs of cities or provinces that are not located in the same country that have similarities values that are higher than the total average of similarity between pairs in the same country? | The pairs of cities and provinces | Similarity |
| RQ3: What are the pairs that have statistically significant correlations? | The pairs of cities and provinces | Similarity and correlation |
| RQ4: What are the locations that have statistically significant correlations between the similarity and distance they have with other locations? | Individual cities and provinces | Similarity, correlation, and distances |
| RQ5: For the two datasets, is there a statistically significant correlation between similarity and distance? | Entire MADAR and NADI sets | Similarity, correlation, and distances |
| RQ6: When creating subsets of pairs based on the ranges of distances (i.e. under 100 km and between 100 and 200 km etc.), are there any significant differences between similarity values for subsets? | Several sets of pairs in MADAR and NADI segmented based on distances | Similarity, correlation, and distances |

We used these methods and the two datasets to respond to our research questions. Some of the research questions focused on studying pairs and results for individual locations (RQ1, RQ2, RQ3, and RQ4) while others examined attributes for the entire
sets or large subsets (RQ5 and RQ6). All the questions were designed in order to provide new insights regarding the effects of geographical proximity on textual similarity between dialects. The similarity values were used to answer all six questions while distance and correlation results were used for only some of the questions. Table 2 lists the research questions, the data they target, and the methods we used to answer them.

5. Results

| Dataset | # of pairs | # of pairs in the same country | # of pairs that are not in the same country |
|---------|------------|--------------------------------|-------------------------------------------|
| MADAR   | 300        | 12 (4%)                        | 288 (96%)                                 |
| NADI    | 4,950      | 410 (8.2%)                     | 4,540 (91.8%)                             |

This section explains the results obtained when we investigated the two datasets. First, Table 3 includes a summary of the statistics for the two datasets. There were 300 pairs in MADAR, while NADI included 4950. The table also lists the number and percentage of pairs that are in the same country as well as those that are not in the same country. For the former, the percentages are calculated by dividing the number of pairs with two cities that are in the same country by the total number of pairs. When comparing the two datasets, it appears that NADI has a higher percentage than MADAR of pairs in the same country. This difference may have an effect on the results. For example, average similarities may vary significantly between the two.
5.1. Investigating similarity (RQ1)

Figure 1. Box-and-whisker plots of similarity values between pairs in MADAR and NADI

Table 4: Similarity results

| Dataset | Average similarity | Highest similarity | Lowest similarity |
|---------|--------------------|--------------------|-------------------|
| MADAR   | 24%                | 92%                | 0.05%             |
| NADI    | 13.2%              | 54%                | 0%                |

We first calculated all the similarity scores for pairs in the two datasets, the results of which are in Figure 1 and Table 4. The table includes the highest and lowest pairs in terms of similarity. The results indicated that pairs in MADAR had an average similarity of 24% while the average was 13.2% for pairs in NADI. As described in Section 4.1., entries for cities in MADAR were completed by translating the same original source. Thus, this higher percentage of average similarity is likely due to the recurrence of the same topics within the documents. For example, the Arabic word for “hotel” could be the same for many dialects, and thus its presence in many cities may increase the average similarity. In summary, these results respond to the first research question which is concerned with the overall similarities between pairs.
5.2. Similarity between pairs in the same country and pairs not in the same country (RQ2)

The two datasets also varied regarding the average similarity between the group of pairs located in the same country and a second group of pairs not located in the same country. In MADAR, the average similarity for the first group was 66.9%, while it was 22.2% for the second group. Likewise, pairs found in the same country had an average similarity of 24% in NADI and those that were not had an average similarity of only 12.2%. This represents the first, and perhaps expected, finding of this work: Cities that are located in the same country had an average similarity that is higher than the total average similarity for all pairs. Figure 2 displays two box-and-whisker plots of the pairs in the two datasets and results for pairs in the same countries and pairs not in the same countries.

Following our assurance that this was the case, we wanted to determine whether there were pairs with similarity values that were higher than the average similarity for pairs that were in the same country. The existence of such pairs would be an indicator that geographical proximity could be related to textual similarity. To investigate, we
processed similarity values for all pairs and identified those that had values that were above 66.9% for MADAR and 24% for NADI. Results indicated that there were four pairs in MADAR that met this condition. The four pairs were: Damascus & Salt, Damascus & Amman, Salt & Jerusalem, and Jerusalem & Amman. As for NADI, there were a total of 60 pairs. However, most of these pairs were included in three provinces. The three were: "South Lebanon, Lebanon," "Tanger Tetouan, Morocco," and "Oran, Algeria." When we removed pairs that included any of these three, the lists were reduced from 60 to only 10.

5.3. Pairs with statistically significant correlation (RQ3)

| Dataset | Average correlation | Pairs with SS Positive correlation | Pairs with SS Positive correlation (same countries) | Pairs with SS Positive correlation (Different countries) |
|---------|---------------------|-----------------------------------|-----------------------------------------------|--------------------------------------------------|
| MADAR   | 0.05                | 43 (14.3%)                        | 11 (out of 12)                                 | 32                                               |
| NADI    | 0.08                | 811 (16.3%)                       | 298 (out of 410)                               | 513                                              |

To identify cities with statistically significant positive correlation, we used two similarity matrices. These matrices included the cities in the header and first column. Each row included the similarity values for the cities with all other cities. Then, we compared each pair of rows. Ultimately, we provide a similarity value calculated by comparing text, and a correlation value calculated using the two lists that included all of their similarity values with other cities. After we specified 0.05 as the significance level, we found 43 of the 300 pairs in MADAR having a statistically significant positive correlation. Eleven of these pairs were for cities located in the same country, which indicated that all but one of such pairs from MADAR had a statistically significant positive correlation. When we decreased the significance level to 0.01, the number decreased from 43 to 29 and all dropped pairs were from different countries. As for
NADI, there were 811 pairs with SS positive correlation at 0.05 SL. We noticed that NADI had some pairs with SS negative correlation, which we did not include in the 811. The table shows how many of these 811 were from the same country. In total, 513 of the 811 pairs were for provinces that were not in the same country. The main finding from these results is that there were many pairs from different countries that still had statistically significant positive correlation (i.e., they were comparable in terms of their similarity values with other cities).

5.4. Investigating similarity and distance for cities individually (RQ4)

Figure 3. Four locations with their similarity values and distances with other locations. The locations are Amman and Tunis for MADAR and Cairo and Bahrain for NADI.

With evidence that there were locations with similarity values higher than the average within the same country, and evidence of several pairs not from the same
country with a statistically significant positive correlation, we then wanted to examine whether distance could be correlated with similarity. To examine this, we tested whether a decrease in distance was correlated with an increase in similarity by calculating the distances between pairs as described in Section 4.4. We then added the results to the dataset. Therefore, each pair now has a similarity value, a correlation value, and a distance value. In this section, we will analyse individual cities and examine whether there is a correlation between their similarity values and their distances from other locations. The correlation between the distances for each city, as well as the similarity values for each city with all the other cities or provinces.

For each dataset, we processed the results for each city. These results included the city’s similarity and distance values with all the other locations. Subsequently, we applied the Pearson correlation coefficient test to identify whether similarity was correlated with distance for each location. Figure 3 shows a sample of these results. Each sub-figure shows the similarity and distance values (in km) for a selected city. As the Figure shows, there seems to be a correlation between the two variables for some of the cities. For example, the first image for MADAR shows the values for Amman, Jordan. The figure demonstrates a clear correlation for the city, as similarity values increased with the decrease in distance. However, the case was not the same for the second image, which shows Tunis, Tunisia. Most values for the city were under .25 similarity. The only city that exceeded that value was also located in Tunisia. Amman had a correlation of -0.70 and p-value of 0.0001, while the values were -0.36 and 0.07 for Tunis. For NADI, the Figure shows Cairo first, followed by the capital of Bahrain. Cairo had a correlation value of -.57 and p-value that was well below 0.01, while the second location had a correlation of -0.22 and a p-value of 0.02. Finally, we quantified
the number of cities in each dataset with a statistically significant correlation between their distance and similarity values. For MADAR, results indicated that 18 of the 25 cities had a SS correlation at the 0.05 level. The results were similar for NADI, with 68 of the 100 provinces meeting the defined criteria. Therefore, the percentages for both were 72% for MADAR and 68% for NADI. These results provided a further indication of the role that distance plays in determining similarity.

5.5. Investigating similarity and distance for the entire sets (RQ5)

![Figure 4. Similarity and Distance for all pairs in MADAR](image)

![Figure 5. Similarity and Distance for all pairs in NADI](image)
For the final group of results, we processed all the pairs with their similarity and
distance values. For the 300 pairs in MADAR, the average distance between pairs was
2126.2 km while it was 2142.3 km for the 4950 pairs in NADI. The highest distance
between pairs was 6,358 km (Rabat, Morocco & Muscat, Oman) in MADAR and 7,677
km (Nouakchott, Mauritania & Ash Sharqiyah, Oman) in NADI. As for the shortest
distance, the shortest distance in MADAR was 20 km (Salt & Amman in Jordan) and
11 km (Ar Rayyan & Doha in Qatar) in NADI.

First, we performed a test to determine whether similarity and distance were
correlated for the two datasets. To discover this, we retrieved all the similarity values
and all the distance values for pairs in each dataset. Then, we applied the Pearson
correlation coefficient test, with these lists as input (i.e., we ran the test twice, once for
each dataset). Figure 4 shows a scatterplot containing all the pairs in MADAR and
Figure 5 shows the same for NADI. The figures also include a regression line. The
Pearson correlation coefficient value was -.495 for MADAR and -.289 for NADI. In
both cases, the results were below the 0.01 SL. Thus, results indicate that there is indeed
a statistically significant correlation between distance and similarity between Arabic
dialects. This demonstrates that the two variables are correlated regardless of whether
city pairs were found in the same country. The implications for these findings include
perhaps a rethinking of the framing of city-level Arabic dialect identification. The two
figures provide a clear illustration of relevant differences between the two datasets.
While most points in NADI were below the .2 similarity threshold, many pairs in
MADAR seemed to have higher values. Most importantly though, the figures show that
there is a correlation between distance and similarity in the two datasets.
5.6. Investigating similarity and distance for groups (RQ6)

The final research question is concerned with dividing the pairs in each dataset into groups based on defined ranges of distance. The groups were placed in 13 different sets, shown in Figures 6 and 7. For example, “under 100” included pairs with distance below 100 km while “under 200” included those with distance below 200 km (including the pairs that were under 100 km). The points displayed represent the average similarity values for all the entries in the group. For example, there were 14 pairs with distance
values that were less than 300 km. The average similarity for pairs in this set was 63.5%.

The exact values for the averages and the number of pairs in each set are listed in Tables 6 and 7. The “All” group that is displayed at the very right of the figures shows the averages for all the pairs. Although the two figures demonstrate how the two datasets vary with regard to their average similarity values, they nevertheless illustrate a similar trend. For both, the first groups show high similarities before expressing a major drop that is followed by a gradual decrease. This decrease is followed by sets where the averages eventually converge. In summary, these findings respond to the sixth research question, demonstrating that there is indeed a trend where similarity values decrease as the distances between pairs increase.

Table 6: The sets in MADAR and their average similarity

| Set     | <100 | <200 | <300 | <400 | <500 | <1000 | <1500 | <2000 | <3000 | <4000 | <5000 | <6000 | <7000 |
|---------|------|------|------|------|------|-------|-------|-------|-------|-------|-------|-------|-------|
| Count   | 4    | 8    | 14   | 17   | 24   | 69    | 115   | 157   | 226   | 271   | 290   | 298   | 300   |
| Avg Sim | 69%  | 73.1%| 63.5%| 59.1%| 56.1%| 37.8% | 32.3% | 30.1% | 27.1% | 25%   | 24.3% | 24%   | 24%   |

Table 7: The sets in NADI and their average similarity

| Set     | <100 | <200 | <300 | <400 | <500 | <1000 | <1500 | <2000 | <3000 | <4000 | <5000 | <6000 | <7000 |
|---------|------|------|------|------|------|-------|-------|-------|-------|-------|-------|-------|-------|
| Count   | 48   | 155  | 251  | 373  | 509  | 1187  | 1951  | 2659  | 3775  | 4317  | 4677  | 4876  | 4939  |
| Avg Sim | 21.9%| 21.8%| 21.7%| 20.8%| 20%  | 17.3% | 15.5% | 14.7% | 13.7% | 13.4% | 13.2% | 13.2% | 13.2% |

6. Discussion

In this study, we explored the effects of distance on the similarity between Arabic dialects from several cities and provinces. The key findings of this work are 1) a demonstration of the correlation between distance and similarity for individual locations and for the entire sets, 2) proof that it is possible for cities that are not located in the same country to be correlated and have similarity values that are higher than the averages for cities located in the same country, and 3) an explanation of a decreasing trend as similarity values between pairs decrease with the increase in distance. Put
differently, the further two locations are from each other, the more likely they are to have less similarity in their dialects. It is, however, still important to note that this work has several limitations. First, the work relies on two datasets that have their own limitations, which may have affected the results. For example, the authors of NADI acknowledge that the dataset contains a small percentage of texts that are not written in Arabic [5] and that “province-level classification is somewhat related to geolocation prediction exploiting Twitter data” [6]. As for MADAR, the dataset includes texts from only the travel domain. Moreover, the dataset was “commissioned and not naturally occurring” [6]. Second, the method we used to measure distances between locations is sensitive to the coordinates we used for locations. While this may not be an issue for small cities, it might prove to be problematic for larger provinces where the longitude and latitude pairs we used in the study may not correlate to the origin point of most of the texts. Finally, we only used a single method to measure the similarity between the texts of the dialects.

Our work has several implications. Most importantly, we believe our findings may help better understand how to frame the problem of Arabic dialects classification. Since the task is new and still in its infancy, changing how it is addressed in the literature is possible. Therefore, novel insights regarding specific characteristics of the problem may be useful in rethinking how to develop and evaluate solutions for the task. Based on our findings, we discovered that geographical proximity affects dialect similarity. Therefore, incorporating some aspects of geographical proximity when studying Arabic dialects may help improve methods that target this problem. Moreover, research in this area may benefit from scholarly work on the prediction of the locations of users on various social media platforms [42,43]. In Abdul-Mageed et. al. [28], the authors
reviewed some of the relevant work in that domain. Furthermore, they argued that the tasks of identifying the Arabic dialects in Twitter messages and the prediction of the locations of users are actually quite different, despite being related. They indicated that in the former case, the objective is identifying the dialect regardless of the actual physical locations of the users, whereas in the latter, the user’s specific location is paramount. Moreover, the task is concerned with processing individual tweets or messages. Although there is room for debate regarding the differences between the two tasks, city-level Arabic dialect identification can still use some of the established evaluation criteria, for example. Since our findings show the impact of the geographical proximity on dialect similarity, it might be useful to consider using the concept of “tolerance distances” in location prediction [44,45]. “Tolerance distance” is employed in order to measure the performance of models that predict locations by specifying ranges of distances (e.g., under 100 km, under 200 km, etc.). Therefore, when a model does not predict the correct location but instead predicts the location of a neighbouring city, the evaluations will capture this difference and will not simply tag the prediction as inaccurate. We believe that our work shows that there are other ways of looking into this research challenge and thus, these other ways should be explored and investigated.

7. Conclusion

In this paper, we studied effects of geographical proximity on similarity between Arabic dialects at the city and province levels. Our findings indicate that there is a correlation between the similarity and distance for individual locations as well as for entire sets. Our work provides a new perspective into how to investigate the research
challenge of Arabic dialect identification. There are several avenues for future work. First, other similar corpora can also be explored. We can apply the same methodological steps on these new corpora and investigate whether new findings confirm the results discussed in this work. This may also help identify additional relevant observations on which future research can build. Second, incorporating distance in Arabic dialect identification provides another potential avenue for future work. For example, the objective would be to evaluate models not only on their prediction, but also on how geographically close the wrong prediction is compared to the correct one. Finally, the issue of sub dialects in selected cities is another potential area for future work. For example, in larger cities, it is possible that there is a main dialect commonly used in the area and also several sub-dialects used within communities in the city.
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