Ordering in Heisenberg Spin Glasses
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For five different Heisenberg spin glass systems, torque experiments were performed in applied magnetic fields up to 4T. The Dzyaloshinski-Moriya random anisotropy strengths, the in-field torque onset temperatures, and the torque relaxation were measured. Critical exponents were estimated independently using a standard protocol. The data are strong evidence for a true spin glass ordered state which survives under high applied magnetic fields; they can be interpreted consistently in terms of a chiral ordering model with replica symmetry breaking as proposed by Kawamura and co-workers.

The earliest experimental examples of spin glass (SG) ordering were dilute magnetic alloys with Heisenberg local spins; however recently much more work has been carried out on Ising systems, particularly through sophisticated numerical methods. For Ising spin glasses (ISGs) in dimension three, large scale numerical measurements show unequivocally that in zero field there exists a true critical transition at a finite temperature $T_g$. For some time now theoretical attention has been focused on a longstanding controversy as to the correct description of the physics of the ISG frozen state: does it resemble the Replica Broken Symmetry (RSB) solution of the mean field model $\mathcal{H}$, has it a much simpler structure described by the scaling or "droplet" approach $\mathcal{H}$, or is the correct description intermediate $\mathcal{H}$? In-field properties should distinguish between RSB and scaling models, because for RSB there should be a phase transition line under an applied magnetic field, while for the scaling model the true phase transition exists only in zero field, and any apparent transition line under field is a transitory relaxation effect. However because of numerical difficulties, there is still no definitive consensus for 3d ISGs $\mathcal{H}$ $\mathcal{H}$ $\mathcal{H}$ $\mathcal{H}$.

For a Heisenberg SG (HSG) in 3d, numerical work appears to demonstrate conclusively that there should be no ordering of the pure Edwards-Anderson type until zero temperature $\mathcal{H}$. Experiments on the other hand clearly demonstrate that order at finite temperatures exists in these systems, at least under zero applied field. By exploiting the magnetic torque technique on HSGs with a range of random anisotropy strengths, we show that the SG order existing in zero field survives under strong applied magnetic fields. We have also estimated critical exponents of the same set of samples. The experimental data are compared with the predictions of the chiral order mechanism proposed by Kawamura and co-workers $\mathcal{H}$ $\mathcal{H}$ $\mathcal{H}$ $\mathcal{H}$ for HSGs, which is a one step RSB model.

We have carried out extensive torque measurements on samples of the textbook alloy SGs AgMn, CuMn, AuFe, on a thiospinel insulating SG CdCr$_{2-x}$In$_x$S$_4$, and on an amorphous alloy SG FeNi(PBAl). While there have been numerous longitudinal magnetisation and susceptibility measurements with increasingly subtle protocols on many SGs, torque experiments (which are essentially equivalent to transverse magnetization measurements) can provide complementary information on transverse magnetization irreversibility and relaxation $\mathcal{H}$, inaccessible to techniques where the field orientation is held fixed. In a polycrystalline HSG the torque signal only exists because of the local random Dzyaloshinski-Moriya (DM) interaction $\mathcal{H}$. The DM anisotropy is due to a sum of spin-spin terms of the form $D_{ij} \cdot (S_i \times S_j)$ where $D_{ij}$ represents a spin orbit interaction on a third site which can be magnetic or not. For a given instantaneous set of spin orientations $S_i(t)$ there will be conventional spin-spin interaction terms plus the DM terms, and the system on cooling will try to organise itself to minimise the total energy. Suppose the sample is cooled in an applied field $H_0$ to a temperature low enough for the spin system to become rigid, so each local spin has taken up a fixed orientation and all the spins are clamped together. If the field is now turned through a small angle, the rigid spin system will rotate bodily (the relative orientations of the spins will not change) so that the remnant magnetisation $M_r$ turns towards the new direction $H$ of the field and takes up an orientation which minimises the total energy $H \cdot M_r$ plus the sum of the rotated DM terms, and which is not parallel to $H$. With no internal spin reorganisation there will just be an effective unidirectional anisotropy $K$ acting on the spin system $\mathcal{H}$. In other words there will now be a transverse component of the magnetisation perpendicular to the new direction of the field which gives rise to a torque signal

$$\Gamma = H \times M$$

The intrinsic anisotropy of a sample can be estimated by extrapolating the torque measurements to zero
temperature where the rigid spin system torque will saturate with field at a field and time independent value \(K(0)\). At non-zero \(T\) and a frozen-in spin system there will be a quasi-static torque after the turning procedure with magnetic creep of the type familiar from residual magnetisation measurements in SGs. When the spin system is not rigid but can organise during the rotation of the field because of rapid local spin relaxation, no torque will be observed. A field-temperature phase diagram can be drawn using the observation of non-zero torque on a chosen time and sensitivity scale as a criterion for a phase boundary.

We use a specially constructed torquemeter with a symmetric axial suspension, a horizontal superconducting Helmholtz coil to provide the field, and a capacity bridge detector. The principal protocol used was to field cool (FC) the sample from well above \(T_g\) in a fixed orientation applied field down to the measuring temperature \(T\). After the sample temperature reached equilibrium, the field was turned typically through 5° in 20 seconds. The torque signal was monitored for the range of times from 10 seconds to 3600 seconds after the turn was completed. The zero field transition temperatures \(T_g\) of the samples and the normalized \(K(0)\) are given in Table 1.

![Figure 1: The normalized onset temperatures for torque as a function of field for the different samples](image)

**TABLE I: Values of the freezing temperatures \(T_g\), and the ratio of anisotropy constant (in erg/mol of magnetic sites) to \(T_g\)**

| sample     | \(T_g(K)\) | \(K(0)/T_g \times 10^{-5}\) |
|------------|------------|-----------------------------|
| CuMn 3%   | 18.5       | 0.068                       |
| AgMn 3%   | 11.9       | 0.16                        |
| CdCr\(_2\)In\(_4\) | 16.8   | 0.8                         |
| AuFe 8%   | 23.9       | 1.32                        |
| \((Fe_{0.1}Ni_{0.9})_2F_{16}B_6Al_3\) | 13.4   | 2.65                        |

![Figure 2: The relaxation of the torque signal at \(H = 3T\) for the AgMn sample on a log-log plot. Temperatures from top to bottom go from 4.5\(K\) to 9.5\(K\) by steps of 0.5\(K\)](image)

The zero field transition temperatures \(T_g\) of the samples and the normalized \(K(0)\) are shown in Figure 2. It can be seen that in all cases the relaxation is essentially pure algebraic, \(\Gamma(t) \sim t^{-\alpha}\), so no relaxation time can be defined. \(\alpha\) increases slowly with \(T\), so the relaxation resembles the well known zero field remanent magnetisation relaxation. At each temperature \(\alpha\) is almost field independent, Figure 3. No aging effects have been observed for torque relaxation after FC. These relaxation data are in striking contrast to magnetisation relaxation results reported for an ISG sample under applied field [2]. In the Ising case an
effective relaxation time $\tau(H)$ was extracted from ac susceptibility measurements and was found to drop exponentially with increasing applied field. For instance at the temperature $T_g = 0.7$, at $H = 0.3T$ $\tau(H)$ was 300 seconds while by $H = 1.5T$, $\tau(H)$ had dropped to about 3 milliseconds; an extrapolation to $H = 4T$ would lead to something like $\tau(H) \sim 10^{-10}$ seconds. The Ising behaviour was interpreted in terms of the droplet approach as showing that there was no real transition in field but only a pseudo-transition which could be put down to strongly field dependent relaxation effects. A contrario in the present weak anisotropy HSG case, for a wide range of fields the torque onset is field independent, the torque relaxation has no time scale and $\alpha$ is nearly field independent. This behaviour can be taken as characteristic of a true in-field phase transition. It has already been noted that published experimental critical exponent estimates for spin glasses show wide variations. We have carried out static magnetisation measurements on our five samples using a commercial SQUID magnetometer in order to estimate static critical exponents. The protocol used was identical in all cases and followed that established by [24]. There are no time dependencies in these measurements. In each case where comparisons can be made the exponent results from the present work are in excellent agreement with the published estimates [13, 24, 26, 27]. All measurements indicate strongly positive $\eta$ values for the weak anisotropy cases. The details of the analysis of the present data will be presented elsewhere [24].

We will discuss the results in terms of the chiral ordering model of Kawamura and coworkers [14, 15, 16]. Chiral ordering was invoked as a possible mechanism for HSGs some time ago [12]; the influence of weak DM interactions on SG ordering has also been studied in the context of dilute magnetic semiconductors [28, 29]; see also [30]. In the Kawamura model the mechanism of HSG ordering is through the chiral ordering parameter. The numerical data indicate that the form of the ordering is one step RSB, and that the pure chiral ordering is very robust against applied magnetic fields [10]. A pure chiral ordering would be invisible experimentally but it would be "revealed" by even a weak local anisotropy term such as DM anisotropy which links together the chiral order parameter and the spin order parameter. As a rule of thumb, the weaker the anisotropy the more similar the qualitative behaviour should appear to that of the pure chiral case though detailed numerical calculations as a function of the DM interaction strength and applied field have not been performed so far. The field-temperature phase diagram should mimic that of the HSG mean field model [23] with distinct quasi "Almeida-Thouless" longitudinal and "Gabay-Toulouse" transverse irreversibility lines (though the physical mechanisms in the mean field and chiral models are quite different [17]). As in the mean field model, the transverse irreversibility onset represents a true phase transition. Also as in the mean field model, for low fields such that the anisotropy dominates (i.e. $HS < DS^2$), the longitudinal and transverse irreversibility lines should fuse. This fusing should thus extend from very near $T_g$ for low anisotropy down to much smaller values of $T_g$ for systems where the anisotropy is stronger. For strong applied fields the transverse irreversibility line rises well above the longitudinal irreversibility line, finally saturating at a high field for low temperatures [13]. The qualitative agreement between model and experiment is striking; both indicate that the weak anisotropy SG ordering is very robust against applied magnetic fields. The model also predicts the observed relative weakening of the transverse irreversibility with increasing anisotropy. A satisfactory quantitative comparison can be made between the pure chiral model and the weak anisotropy sample torque experiments [24]. It can also be noted that the numerical work on the pure chiral model [15] indicates a strongly positive critical exponent $\eta$, similar to the strongly positive $\eta$ values obtained from the analysis of the experimental data on the weak anisotropy systems.

Turning to the strong anisotropy cases such as the FeNi(PBAI) sample, ordering is much less robust under an applied field, as for the FeMnTiO$_4$ ISG system [21]. Numerical work also indicates that if there is true in-field ordering in a 3d ISG it is rapidly destroyed by a magnetic field [11]. In view of the similar low field memory properties observed in HSGs and ISGs [31], it would be surprising if the physics of the two types of system were fundamentally different (RSB for the HSGs, "droplet" for the ISGs).

In conclusion, we have made detailed measurements of the DM anisotropy, the transverse irreversibility onset and relaxation, and the critical exponents for five different HSGs. We find that the behaviour is strongly anisotropy dependent; for weak anisotropy the tranverse irreversibility onset is very robust un-

![Diagram](image-url)
der strong applied magnetic fields, which is the sign of in-field spin glass ordering characteristic of RSB whatever the detailed physical model. It is perhaps the first time that unequivocal evidence can be given in favour of RSB ordering in the experimental SG context. Although further numerical work involving anisotropy and applied fields would be most welcome, a satisfactory solution to the HSG ordering enigma appears to be the chiral model [14, 15, 16] which is in the RSB class.

[1] A.T. Ogielski, Phys. Rev. B 32 7384 (1985)
[2] N. Kawashima and A.P Young, Phys. Rev. B 53 R484 (1996)
[3] M. Palassini and S. Caracciolo, Phys. Rev. Lett. 82, 5128 (1999)
[4] P.O. Mari and I.A. Campbell, Phys. Rev. E 59, 2653 (1999)
[5] H.G. Ballesteros et al, Phys. Rev. B 62, 14237 (2000)
[6] G. Parisi, Phys.Rev.Lett. 50, 1946 (1983)
[7] D.S. Fisher and D.A. Huse, Phys. Rev. B 38, 373 (1988), M.A. Moore, H. Bokil, B. Drossel, Phys. Rev. Lett. 81, 4252 (1998)
[8] F. Krzakala and O.C. Martin, Phys. Rev. Lett. 85, 3013 (2000), M. Palassini and A.P. Young, Phys. Rev. Lett. 85, 3017 (2000)
[9] E. Marinari et al, Phys. Rev. Lett. 81, 1698 (1998)
[10] J. Houdayer and O.C. Martin, Phys. Rev. Lett. 82, 4934 (1999)
[11] F. Krzakala, J. Houdayer, E. Marinari, O.C. Martin and G. Parisi, Phys.Rev.Lett. 87 197204 (2001)
[12] J.A. Olive, A. P. Young and D. Sherrington, Phys. Rev. B 34, 6341 (1986)
[13] F. Matsubara, T. Iyota and S. Inawashiro, J. Phys. Soc. Japan 60, 4022 (1991)
[14] H. Kawamura, Phys. Rev. Lett. 68, 3785 (1992)
[15] H. Kawamura, Phys. Rev. Lett. 80, 5421 (1998) K. Hukushima and H. Kawamura, Phys. Rev. E 61, R1008 (2000)
[16] H. Kawamura and D. Imagawa, Phys. Rev. Lett. 87, 207203 (2001), D. Imagawa and H. Kawamura, cond-mat/0110219, H. Kawamura, cond-mat/0111060
[17] A. Fert, N. de Courtenay and I.A. Campbell, J. Appl. Phys. 57, 398 (1985), N. de Courtenay et al. J. Physique 47 1507 (1986)
[18] L. P. Lévy, Phys. Rev. B 38 4963 (1988)
[19] A. Fert and P.M. Levy, Phys. Rev. Lett. 44, 1538 (1980), A. Fert and F. Hippert, Phys. Rev. Lett. 49, 1508 (1982)
[20] D. Petit, L. Fruchter and I.A. Campbell, Phys. Rev. Lett. 83 5130 (1999)
[21] J. Mattsson, T. Jonsson, P. Nordblad, H. Aruga Katori and A. Ito, Phys. Rev. Lett. 74, 4305 (1995)
[22] G.G. Kenning, D. Chu and R. Orbach, Phys. Rev. Lett. 66, 2923 (1991).
[23] H. Bouchiat, J. Physique 47 71 (1986)
[24] D. Petit, L. Fruchter and I.A. Campbell, unpublished
[25] J.R.L. de Almeida and D.J. Thouless, J. Phys.A 11, 983 (1978), M. Gabay and G. Toulouse, Phys. Rev. Lett. 47, 201 (1981), G. Kotliar and H. Sompolinsky, Phys. Rev. Let. 53, 1751 (1984)
[26] K. Gunnarsson et al., Phys. Rev. B 43 8199 (1991)
[27] E. Vincent and J. Hammann, J. Phys C 20, 2659 (1987)
[28] E. Marinari, V. Martin-Mayor and A. Pagnani, Phys. Rev. B 62, 4999 (2000)
[29] B.E. Larson and H. Ehrenreich, Phys. Rev. B 39, 1747 (1989)
[30] F. Matsubara, T. Shirakura ans S. Endoh, cond-mat/0011218
[31] V. Dupuis et al, Phys. Rev. B 64, 174204 (2001)