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\textbf{ABSTRACT}: We generalize the exact field theoretic correspondence proposed in [1] and embed it into the context of refined topological string. The correspondence originally proposed from the common integrable structures in different field theories can be recast as a special limit of the refined geometric transition relating open and closed topological string partition functions. We realize the simplest examples of the correspondence explicitly in terms of open-closed geometric transition.
1 Introduction

Quantum vacua of supersymmetric gauge theories in different dimensions can sometimes share identical underlying mathematical structures, often these structures are associated with various integrable systems such as spin chains, Nahm equation or more generally Hitchin integrable system. Beyond being merely a mathematical coincidence, it is interesting to ask about the precise connection between these theories, which can lead us to uncover exciting new correspondences; moreover given many of the field theories have explicit realizations in string theory, we can also ask whether these correspondences have geometric origin.

As an initial step, in [1, 2] a new exact correspondence between the quantum vacua of four dimensional $\mathcal{N} = 2$ supersymmetric gauge theories and two dimensional $\mathcal{N} = (2, 2)$ gauged linear sigma models was proposed, as both sets of vacua can be identified with the eigenstates of the same quantum integrable Hamiltonian under specific conditions for the parameters. More explicitly, here we introduced the so-called Omega deformation in two of the four dimensions in the $\mathcal{N} = 2$ gauge theory [3], and the resultant equivariant prepotential was proposed to be the Yang-Yang functional [4] for quantizing the classical integrable system from the Seiberg-Witten curve. Interestingly if we assign the appropriate matter contents and mass parameters to the gauged linear sigma model, the effective twisted superpotential also became the generating functional for the algebraic Bethe ansatz of the same integrable system. It seemed that such a correspondence emerges in a rather abstract or even unintuitive way, however through a Hanany-Witten type D-brane construction [6, 7] the two dimensional gauged linear sigma model can be interpreted as the world volume theory of the co-dimension
two defects or vortices in the four dimensional theory. It is this picture which allows us to explore the geometric origin of the correspondence.

In this note we shall consider an alternative but equivalent string realization of the aforementioned field theories\(^1\). Using the refined topological strings\(^2\) it turns out that the theories on both sides of correspondence can be realized as open (2d) and closed (4d) refined topological string amplitudes respectively. From such a realization, the geometric origin of correspondence becomes manifest, that is we need to relate open and closed topological string amplitudes. This is precisely given by a refined generalization of “geometric transition” proposed in [14], for some interesting recent work on refined geometric transition see also [15–18].

2 Nekrasov-Shatashivili limit and Saddle Point Approximation

Here we begin by discussing the simple K-theoretic generalization of the exact correspondence proposed in [1, 2], and in the later sections we shall consider the realization of these gauge theories in the M-theory interpretation of the refined topological string, and how the exact correspondence discovered in [1] can be recast as a beautiful realization of refined geometric transition. We can easily generalize the result proved in [2] by attaching to them a compactified \(S^1\) of radius \(R\), which can be identified with the M-theory cycle. As the result, on one side of the correspondence we have:

**Theory I**: Five dimensional \(\mathcal{N} = 1\) Supersymmetric QCD on \(R^4 \times S^1\) with gauge group \(U(N_c)\), with \(N_c\) fundamental hypermultiplets of masses \(m_l\), \(l = 1, \ldots, N_c\), and \(N_c\) antifundamental hypermultiplets of masses \(\tilde{m}_l\), \(l = 1, \ldots, N_c\). This theory carries a complex coupling

\[
\tau = \frac{4\pi i}{g^2} + \frac{\vartheta}{2\pi}.
\]

Theory I here is subjected to a special limit of so-called Omega deformation in \(R^4\) proposed by Nekrasov and Shatashvili [3], given by the following twisted boundary condition

\[
(x, x^5) \sim (\exp(R\Omega)x, x^5 + 2\pi R) \quad \text{with} \quad \Omega = \text{diag} (\epsilon, 0, 1).
\]

We shall hereafter refer to this limit as “NS-limit” or “NS-deformation”, this preserves three dimensional \(\mathcal{N} = 2\) supersymmetry in \(R^2 \times S^1 \subset R^4 \times S^1\). The NS deformation can be interpreted as turning on quantized electromagnetic flux lines in \(R^4\), as a result the continuous Coulomb branch moduli space is now lifted to only a set of discrete points given by:

\[
a_l = m_l - n_l \epsilon, \quad l = 1, \ldots, N_c.
\]  

Here \(\{a_l\}\) are the vevs of the adjoint scalar in the vector multiplet, and \(n_l \in \mathbb{Z}\) is the unit of quantized electromagnetic flux under \(l\)-th \(U(1)\) factor, and as discussed extensively in [1], the

\(^1\)More precisely, their K-theoretic generalizations.

\(^2\)The equivalence between Hanany-Witten type D-brane and geometric engineering constructions [11, 12] of four dimensional \(\mathcal{N} = 2\) supersymmetric gauge theories was first discussed in [13].
condition (2.1) can be interpreted as the quantization of a special locus in the moduli space of Theory I. In particular when \( n_l = 0 \) (2.1) coincides precisely with the “root of baryonic Higgs branch” on the moduli space.

On the other side of the correspondence, we now have:

**Theory II**: Three dimensional \( \mathcal{N} = 2 \) supersymmetric gauge theory on \( R^2 \times S^1 \) whose gauge group is \( U(K) \), and matter contents consist of \( N_c \) fundamental chiral multiplets with masses \( M_l, l = 1, \ldots N_c \); \( N_c \) anti-fundamental chiral multiplets with twisted masses \( \tilde{M}_l, l = 1, \ldots, N_c \); and an adjoint chiral multiplets with twisted mass \( \epsilon \). This theory also has a FI parameter \( r \) and a theta angle \( \theta \) which can be combined to form a complex parameter \( \hat{\tau} = ir + \frac{\theta}{2\pi} \), and for later purpose we also define \( \hat{q} = e^{2\pi i \hat{\tau}} \).

The F-term vacua of Theory II can be extracted by minimizing the one loop exact effective twisted superpotential calculated using the results in [5], and they are given by the Bethe Ansatz equation of inhomogeneous twisted XXZ spin chain:

\[
\prod_{k=1}^{N_c} \frac{\sinh \left( \frac{R(\lambda_{li} - M_k)}{2} \right)}{\sinh \left( \frac{R(\lambda_{li} - \tilde{M}_k)}{2} \right)} = -q \prod_{j=1}^{N_c} \prod_{k=1}^{n_k} \frac{\sinh \left( \frac{R(\lambda_{li} - \lambda_{lj} - \epsilon)}{2} \right)}{\sinh \left( \frac{R(\lambda_{li} - \lambda_{lj} + \epsilon)}{2} \right)}.
\]

Here \( q = e^{2\pi i \hat{\tau}} = (-1)^{N_c+1} \hat{q} \) and \( \{ \lambda_{li} \} \) are the vevs of the adjoint scalar in the vector multiplet, and we have introduced the double index notation \( li \), where \( \{ n_l \} \) satisfy \( \sum_{l=1}^{N_c} n_l = K \), this can be most easily understood from the D-brane picture that the theory is now in the Higgs phase and we are distributing \( K \) different vevs among \( N_c \) different mass parameters \( \{ M_l \} \) [1], \( n_l \) is the number of the vevs associated with \( M_l \).

This three dimensional theory on \( R^2 \times S^1 \) is precisely identified as the world volume theory of the BPS vortices living in the Theory I, which can be regarded as the ultra-violet limit of the co-dimension two surface operators featuring prominently in the various recent studies on 2d/4d correspondence, beginning with [46, 47]. In contrast with the non-dynamical surface operators, which are insertions in the gauge theories, the vortices exhibit rich world volume dynamics and are known to capture the BPS spectrum of the underlying supersymmetric gauge theory where they are embedded [23]. Crucially such non-trivial dynamics also allow for the exact correspondence and its interpretation as a realization of refined geometric transition, that we shall review next.

To extend the exact correspondence in [1, 2] which gives a one to one map between the chiral rings of certain four and two dimensional supersymmetric gauge theories, our starting point is the instanton partition function for Theory I computed by localization techniques in [19, 20]. This amounts to topologically twisting the gauge theory on Omega-deformed background and summing over the fixed points of the action of cohomological charges. The resultant expression is labeled by a set of Young diagrams. There are many equivalent ways
to express the instanton partition function, thanks to the series of useful identities proven in [10]. We shall make use of many of them extensively throughout this note and refer interested readers to the proofs in their original paper. Here we begin by expressing it in terms of products of Pochhammer symbol [10, 29]:

$$Z_{\text{inst.}}(Q; q, t) = \sum_{\{\tilde{Y}\}} \prod_{l,k=1}^{N_c} \frac{\Lambda^2 l!}{2^{l!} (Q_k^+)^{\frac{Y_l}{Y_l!}} (Q_k^-)^{\frac{Y_k}{Y_k!}}} \frac{N_{Y_l0}(v \frac{Q_l}{Q_k}; q, t) N_{Y_k0}(v \frac{Q_k}{Q_l}; q, t)}{N_{Y_lY_k}(\frac{Q_l}{Q_k}; q, t)}, \quad (2.3)$$

where \( \tilde{Y} = (Y_1, Y_2, \ldots, Y_{N_c}) \) is a set of Young diagrams whose columns satisfy \( Y_{l1} \geq Y_{l2} \geq \ldots \), for the time being the number of the columns in each Young diagram can be arbitrary.

The various quantities in this expression are defined as:

$$(q, t) = (e^{R_e}, e^{-R_e}), \quad (u, v) = (\sqrt{qI}, \sqrt{q/t}), \quad (vQ_l, Q_l^+; Q_l^-) = (e^{R_{au}}, e^{R_{mu}}, e^{R_{nu}}),$$

$$(2.4)$$

$${\mathcal N}_{\lambda \mu}(Q; q, t) = \prod_{i,j=1}^{\infty} \frac{(Qq^{\lambda_l-j\mu_l}t^{t-j-1}; q)_\infty}{(Qq^{\lambda_l-j\mu_l}t^{j-1}; q)_\infty} \frac{(Qq^{\lambda_l-j\mu_l}t^{j-1}; q)_\infty}{(Qq^{\lambda_l-j\mu_l}t^{j-1}; q)_\infty},$$

$$= \prod_{(i,j) \in Y_l} \left(1 - Qq^{\lambda_l-j\mu_l}t^{t-j-1} \right) \prod_{(i,j) \in \mu} \left(1 - Qq^{-\mu_l+j-1-t^{-\lambda_l+j+1}} \right),$$

$$= \prod_{(i,j) \in Y_k} \left(1 - Qq^{\lambda_l-j\mu_l}t^{t-j-1} \right) \prod_{(i,j) \in Y_l} \left(1 - Qq^{-\mu_l+j-1-t^{-\lambda_l+j+1}} \right). \quad (2.5)$$

with \( (Z; q)_L = \prod_{r=0}^{L-1} (1 - Zq^r) \) the Pochhammer symbol and \( R \) the compactification radius.

To take the NS-limit \((\epsilon_1, \epsilon_2) \rightarrow (\epsilon, 0)\), we can apply the following identity:

$$\log(Z; q)_L = \frac{1}{\epsilon_2} \sum_{m=0}^{\infty} \frac{B_m(-\epsilon_2)^m}{m!} \text{Li}_{2-m}(Z) + \log(1 - Z) \quad (2.6)$$

where \( B_m \) are the Bernoulli numbers. The instanton partition function \((2.3)\) at leading order of \( \epsilon_2 \) expansion can now be written as:

$$Z_{\text{inst.}}(Q; (\epsilon_1, \epsilon_2) \rightarrow (\epsilon, 0)) = \sum_{\{\tilde{Y}\}} \exp \left[ \frac{1}{\epsilon_2} \mathcal{H}_{\text{inst.}} \left( X_{li}, X_{li}^{(0)} \right) \right], \quad (2.7)$$

where \( \mathcal{H}_{\text{inst.}} \left( X_{li}, X_{li}^{(0)} \right) = \mathcal{Y}(X_{li}, X_{kj}) - \mathcal{Y}(X_{li}^{(0)}, X_{kj}^{(0)}) \),

$$\mathcal{Y}(X_{li}, X_{kj}) = \sum_{li} X_{li} \log \bar{\lambda}^2 + \frac{1}{2} \sum_{li} \sum_{kj} \left[ \text{Li}_2 \left( e^{R(X_{li}-X_{kj}+\epsilon)} \right) - \text{Li}_2 \left( e^{R(X_{li}-X_{kj}-\epsilon)} \right) \right]$$

$$- \sum_{li} \sum_{k} \left[ \text{Li}_2 \left( e^{R(X_{li}-m_{kj})} \right) + \text{Li}_2 \left( e^{R(X_{li}-m_{kj}-\epsilon)} \right) \right] \quad (2.8)$$
have at most \( n \) points, as can be seen by the variation of density function \( J \) and \( \rho \) vanishing partition function \( Z \). The quantization condition is equivalent to truncate the Young diagram quantization condition on the cycles corresponding to the undeformed Higgs branch root \( A \).

Here the various quantities are defined as:

\[
G(x) = \frac{d}{dx} \log \frac{\sinh \left( \frac{x+\epsilon}{2} \right)}{\sinh \left( \frac{x+\epsilon}{2} \right)}, \quad R(x) = \frac{A(x-\epsilon)D(x)}{P(x-\epsilon)P(x)}, \quad \tilde{q} = \tilde{\Lambda}^2, \tag{2.11}
\]

\[
A(x) = \prod_{k=1}^{N_c} \sinh \left( \frac{R(x - \tilde{m}_k)}{2} \right), \quad D(x) = \prod_{k=1}^{N_c} \sinh \left( \frac{R(x - m_k)}{2} \right), \quad P(x) = \prod_{k=1}^{N_c} \sinh \left( \frac{R(x - a_k)}{2} \right), \tag{2.12}
\]

\begin{align*}
\text{and } \rho(x) \text{ is the density function which is constant and only non-vanishing on the the cuts } \mathcal{J} = \bigcup_{i} \left[ X_{li}^{(0)}, X_{li} \right] \text{ formed by the condensation of } \{X_{li}\}.
\end{align*}

In the NS limit, the partition function \( Z_{\text{inst.}} \) is dominated by an infinite set of saddle points, as can be seen by the variation of density function \( \rho(x) \) or equivalently the end points \( \{X_{li}\} \). However it was shown in [2] that we can truncate such infinite set by imposing the quantization condition on the cycles corresponding to the undeformed Higgs branch root condition (2.1). The quantization condition is equivalent to truncate the Young diagram \( Y_{li} \) to only \( n_l \) columns, i.e.

\[
\text{For } i > n_l \quad X_{li} = X_{li}^{(0)}, \quad \leftrightarrow \quad Y_{li} = 0. \tag{2.13}
\]

This truncation of Young diagrams can also be easily deduced from the second and third lines in the definition of \( N_{Y_{li}}(Q; q, t) \) (2.5) even before taking \( \epsilon_2 \to 0 \) limit, to have non-vanishing partition function \( Z_{\text{inst.}} \). when we impose \( v Q_l = Q_l^+ t^{n_l} \), it is necessary for \( Y_{li} \) to have at most \( n_l \) columns. The resultant set of \( \{X_{li}\} \) satisfies the following equation:

\[
\frac{D(X_{li} + \epsilon)}{A(X_{li} - \epsilon)} = -\tilde{q} S(X_{li} - \epsilon), \quad S(X) = \prod_{k=1}^{N_c} \prod_{j=1}^{n_l} \sinh \left( \frac{R(x - X_{kj})}{2} \right). \tag{2.14}
\]

\footnote{Here we have also defined the modified dynamical scale: \( \tilde{\Lambda}^2 = \frac{A^{2 N_c}}{p v} \exp \left( \frac{R}{2} \sum_{k=1}^{N_c} (m_k - \tilde{m}_k) \right). \}
We recognize that up to re-definition of parameters, this is precisely the Bethe Ansatz Equation for inhomogeneous twisted XXZ spin chain, in other words, the discrete vacua of Theory I in NS limit are in one to one correspondence with the eigenvectors of the twisted XXZ spin chain Hamiltonian. We will provide an alternative derivation for this equation from the difference equation obeyed by the truncated instanton partition function momentarily. We can connect this result with Theory II by making the following identification between the two sets of parameters:

\[ X_{li} = \lambda_{li} + \frac{1}{2}\epsilon, \quad m_l = M_l + \frac{3}{2}\epsilon, \quad \tilde{m}_l = \tilde{M}_l - \frac{1}{2}\epsilon. \]  

(2.15)

As the equation (2.14) reduces to the one in (2.2) for Theory II, this establishes a precise one to one map between the vacua of Theory I and Theory II. One can also show that given the quantization condition (2.13) and the matching of parameters (2.15), the Yang-Yang generating functional of the twisted XXZ spin (2.2), which is the twisted superpotential of Theory II, coincides with the functional (2.10) up to a perturbative piece. This is taken care of by the perturbative part of Nekrasov partition function for Theory I (see [2] for more details).

The saddle point analysis we have reviewed so far allows us to establish an exact correspondence between the vacua of the compactified 5d and 3d gauge theories. Here we also study the difference equation obeyed by the truncated instanton partition function, and this provides an alternative derivation of the Bethe Ansatz Equation (2.14). The same difference equation also appears in the refined open topological string computation, from which we can derive the mirror curve for the associated toric geometries. We give an explicit illustration for this in Appendix B. Using the identity for Pochhammer symbols:

\[ (a; q)_L = \frac{(a; q)_\infty}{(aq^L; q)_\infty}, \]  

(2.16)

we can further rewrite the instanton partition with truncated Young diagrams into

\[ \mathcal{Z}^{\text{inst}}(Q; q, t) = \sum_{\{\vec{Y}\}_\parallel} \prod_{t,k=1}^{N_c} U_k^{Y_{ki}} \prod_{i=1}^{n_l} \left( e^{-X_{li} + \tilde{m}_k}; q \right)^{Y_{li}} \prod_{j=1}^{n_k} \left( e^{X_{lji} - X_{kj}}; q \right)^{Y_{kj}}. \]  

(2.17)

Here we have also defined the variable

\[ U_k = \frac{\Lambda^2}{v^{l/2}} \left( \frac{Q_k}{Q_k} \right)^{1/2}, \]  

(2.18)

and \( \Lambda^2 = \prod_{k=1}^{N_c} U_k \). The summation over \( \{\vec{Y}\}_\parallel \) includes all possible vectors \( \vec{n} = (n_1, n_2, \ldots, n_t, \ldots, n_{N_c}) \), and for each Young-diagrams of \( n_t \) columns, we sum over their all possible lengths i.e.
\[ Y_{li} = 1, 2, \ldots, \infty. \] Now if we consider for given \( \vec{n} \), the difference between the two terms in (2.17) with \( Y_{li'} \) and \( Y_{li'} + 1 \) while all other \( Y_{li}, \{li\} \neq \{l'i'\} \) remain fixed and equal, we can derive that, after various cancelations, the two such terms differ by an overall factor:

\[
\prod_{k=1}^{Nc} \left\{ \frac{U_k}{(1-e^{-X_{li}+m_k}q^{-1})} \frac{1}{(1-e^{-X_{li}+n_k}q^{-1})} \prod_{j=1}^{n_k} \frac{(1-e^{-X_{li}-X_{kj}})}{(1-e^{-X_{li}+X_{kj}}T_{li,U_k})} \right\}. \tag{2.19}
\]

We can also define the shift operators for \( U_k \):

\[
T_{t,U_k} = e^{-\epsilon_1 U_k \partial_{U_k} q^{-1}} T_{q^{-1},U_k} = e^{-\epsilon_2 U_k \partial_{U_k} q^{-1}}, \tag{2.20}
\]

such that \( T_{t,U_k} U_k = t U_k \) and \( T_{q^{-1},U_k} U_k = q^{-1} U_k \). The extra factor (2.19) in fact equals to unity, since we are summing over Young diagrams with all column lengths. We can then readily write down the difference equation for the truncated instanton partition function (2.17) which obey:

\[
\prod_{k=1}^{Nc} \left\{ (1-e^{-X_{li}+m_k}q^{-1}) \prod_{j=1}^{n_k} (1-e^{-X_{li}-X_{kj}}) \right\} \frac{1}{(1-e^{-X_{li}+X_{kj}}T_{li,U_k})} \]

\[
\left\{ (1-e^{-X_{li}+m_k}T_{q^{-1},U_k}^-) \prod_{j=1}^{n_k} (1-e^{-X_{li}-X_{kj}}T_{q^{-1},U_k}) \right\} \mathcal{Z}^{\text{inst}}(Q; q, t) = 0. \tag{2.21}
\]

The Bethe Ansatz Equation for twisted XXZ spin chain can be readily recovered in the NS limit \((\epsilon_1, \epsilon_2) \rightarrow (\epsilon, 0)\) from (2.19), equivalently we can also recover the Yang-Baxter equation by considering the following transfer function

\[
T(X) = \frac{1}{S(X)} \left\{ D(X)S(X + \epsilon) - \tilde{A}^2 A(X)S(X - \epsilon) \right\}, \tag{2.22}
\]

where various functions are defined in (2.12). Notice that the simple poles at \( X = X_{li} \) from \( 1/S(X) \) in (2.22) are precisely canceled by \( \{\ldots\} \) = 0 at \( X = X_{li} \) in the numerator, as implied by setting (2.19) equals to one, and \( T(X = X_{li}) \) remains finite. This allows us to deduce the following quantum Yang-Baxter equation:

\[
\frac{1}{S(X_{li})} \left\{ D(X_{li})S(X_{li} + \epsilon U_k \partial_{U_k}) - \tilde{A}^2 A(X_{li})S(X_{li} - \epsilon U_k \partial_{U_k}) \right\} \mathcal{Z}^{\text{inst}}(Q; q, t)
\]

\[
= T(X_{li}) \mathcal{Z}^{\text{inst}}(Q; q, t) = \prod_{k=1}^{Nc} \sinh \left( \frac{R(X_{li} - a_k)}{2} \right) \mathcal{Z}^{\text{inst}}(Q; q, t). \tag{2.23}
\]

We can interpret this as quantized version of associated five dimensional Seiberg-Witten curve, and the expansion coefficients for the monomials of \( X_{li} \) should be interpreted as the
Figure 1. The IIA-brane construction for Four Dimensional Limit of Theory I

commuting quantum conserved charge acting on the instanton partition function. We will later see that the truncated Nekrasov instanton partition function considered here can be re-interpreted as refined open topological string amplitudes, i.e. containing explicit toric brane insertions, through a refined version of geometric transition. Open topological string amplitudes are known to satisfy certain difference equation even in the unrefined limit and from this we can also read off the corresponding dual quantum mirror curve/geometry whose coordinates are promoted to differential operators [21]. The difference equation we derive here (2.21) serves precisely as such an example for the corresponding toric geometry with multiple toric brane insertions. The difference equation for the simplest case with single toric brane insertion and single non-vanishing equivariant parameter has been derived earlier in [16], we generalize this in Appendix B to the case when both equivariant parameters are non-vanishing.

Let us discuss the connections between the two field theories considered here in more details. Generically when the co-dimension two vortices/surface operators are introduced into the underlying gauge theory (such as our Theory I), we can classify the non-perturbative effects in the resultant partition function into two different types. First we have the Yang-Mills instantons given by the self-dual field strength in the four/five dimensional gauge theory, but now have singularities along the world volume of the vortices\(^4\). In addition we can now have the “sigma model lumps” [28] or “vortices within vortices” using the terminology in [7], they are constructed from the field strength which is restricted to the vortex world volume, characterized by the topologically non-trivial map from the vortex world sheet onto the two cycles in the vortex moduli space. The quantization condition (2.1) with \(n_l \neq 0\) pre-

\(^4\)More precisely what we mean by five dimensional instantons come from usual four dimensional instantons now smearing over compactified \(S^1\), i.e. an instantonic string.
Figure 2. The IIA-brane brane construction for Two Dimensional Limit of Theory II

cisely corresponds to the limit where four/five dimensional coupling constant vanishes and simultaneously introducing vortices/sigma model lumps on the vortices\(^5\), therefore the bulk instantons decouple from the partition function, and the non-perturbative contributions come solely from sigma model lumps in the vortex world volume. This decoupling can be most easily seen from the D-brane pictures provided in Figures 1 and 2\(^6\), at the root of baryonic Higgs branch, the NS5 branes can move off in the transverse 789 directions and the gauge D4 branes become semi-infinite, and effective four dimensional gauge coupling vanishes. The BPS spectra of the vortex sigma model are quantum corrected by these sigma model lumps, and can be captured by the one loop exact twisted superpotential, as can be most easily seen from the weak coupling expansions [25–27]. In this note, we apply the alternative approach of geometric engineering [30] to realize these closely related gauge theories of different dimensionalities in refined topological string theory. The corresponding amplitudes yields their respective partition functions, and refined geometric transition allows us to connect them.

3 Truncated Partition Function and Surface Operators

In this section, we shall first restore both equivariant parameters \(\epsilon_{1,2}\) and rewrite the truncated instanton partition function for Theory I (2.17) into a form consisting few distinct parts, such that it is rendered suitable for subsequent discussion about the connections between our

---

\(^5\)In contrast if we only have the classical baryonic Higgs condition \(a_l = m_l\), this would only corresponds to decoupling the four/five dimension dynamics, and we would still need to put in vortices by hand.

\(^6\)We are ignoring the compactified \(S^1 : x^5 \sim x^5 + 2\pi R\) for the time being, which can be incorporated through smearing configuration along the \(x^5\) direction.
exact field theoretic correspondence and refined topological string computations. We argue that the general truncated instanton partition function can be readily reproduced by normalized refined topological string amplitudes with toric brane insertions, which in turns can be identified with gauge theory instanton partition function in the presence of surface operators. In particular, the crucial quantization condition (2.1) is realized in refined topological A-model as the condition where the corresponding Kähler moduli in the corresponding toric geometry engineering the gauge theory become degenerate, i.e. shrinking to zero size. Such geometric singularities can be resolved by massless toric branes wrapping on the dual Lagrangian three cycles, this is precisely a realization of geometric transition or so-called “bubbling” [33].

It has been shown in [9, 10] that the instanton partition function for Theory I (2.3) can be reproduced from refined closed topological string partition function, the corresponding toric Calabi-Yau can be obtained by the successive blow-up of $A_{N_c-1}$ ALE space fibered over $P^1$, see Figure 3 for the simplest resultant toric diagram with $N_c = 2$. We can identify gauge theory parameters in such geometry, the Kähler modulus/area of the base $P^1$ gives the coupling/dynamical scales of the gauge theory, the Kähler moduli of the fibers or vertical edges give the difference between the Coulomb vev, and the Kähler moduli for the blown-up $P^1$s or the tilted edges give the masses of the matter fields. As shown in [30], M-theory compactified on such toric Calabi-Yau times $S^1$ gives an equivalent and complementary realization of Theory I to the D-brane set up discussed earlier, in particular the instantons are now realized as M2 branes wrapping over M-Theory $S^1$ and base $P^1$ in the toric Calabi-Yau, whose mass is now given by the sum of gauge coupling and KK-momentum. To compute the refined topological string amplitude on such toric Calabi-Yau, so-called “refined topological vertex” was introduced and employed [8]. Explicitly we cut the toric diagram horizontally (“preferred direction”) into left and right strips (so-called “strip geometry”) and assign a Young diagram to each of the three toric legs meeting at every refined vertex [32], in particular the total number of boxes in the Young diagrams for the horizontal legs give the instanton number in the resultant gauge theory. These Young diagrams specify the refined topological vertices for a strip geometry and the partition function can be obtained by multiplying together different vertices and summing over the intermediate Young diagrams, and glue together the left and right strips.

For the time being however, we would like to first discuss the connections between our exact field theory correspondence and the generalization of geometric transition in refined topological strings. Let us consider the most general truncated instanton partition function (2.3) with Young diagrams $Y_l$, $l = 1, \ldots, N_c$ containing finite $n_l \in \mathbb{Z}$ columns. Here we can use another representation of the function $N_{Y_l Y_k}(Q; q, t)$ and its symmetry property as proven
Figure 3. The full glued geometry.

Figure 4. The left strip geometry with fixed partitions

\[
\mathcal{N}_{Y_i Y_k}(Q;q,t) = \prod_{(i,j)=1}^{\infty} \frac{1 - Qq^{Y_i-j}Y_j^T + 1-i}{1 - Qq^{-j}t^{1-i}}, \quad (3.1)
\]

to rewrite (2.3) into a suitable form for comparison with the open refined topological string computation. After some straightforward albeit tedious rewriting, we can decompose the truncated instanton partition function as:

\[
\mathcal{Z}^{\text{inst.}}(Q;q,t) = \sum_{\{\bar{Y}\}_n} \prod_{l=1}^{N_0} q^{\frac{1}{2}||\bar{Y}_l||^2} \tilde{\Lambda}^{2||\bar{Y}_l||} P_{Y_i^T}(q^\rho, t^{n_i} q^\rho; t, q) \times \mathcal{Z}_{\text{frame}} \times \mathcal{Z}_{\text{Ver.}} \times \mathcal{Z}_{\text{OV}}, \quad (3.2)
\]

Here \(||Y_i||^2 = \sum_{i=1}^{n_i} Y_{ii}^2\), \(P_{Y_i^T}(q^\rho, t^{n_i} q^\rho; t, q)\) is the principal specialization of MacDonald polynomial given in the Appendix B of [10], \(x q^\rho \equiv x q^{\frac{1}{2} - i}, i = 1, 2 \ldots \infty\). In the decompo-
sition (3.2), we have also defined:

\[
Z_{\text{Ver.}} = \prod_{l > k (i,j) = 1}^{N_c} \prod_{l > k (i,j) = 1}^{N_c} \frac{1 - \frac{Q_k}{Q_l} q^{j-1} t^i}{1 - \frac{Q_k}{Q_l} q^{j-1} Y_{l}^{-1} Y_{k}^{-1}},
\]

\[
Z_{\text{OV}} = \prod_{l > k (i,j) = 1}^{N_c} \prod_{l > k (i,j) = 1}^{N_c} \frac{1 - \frac{Q_k}{Q_l} q^{-j} t^{1-i}}{1 - \frac{Q_k}{Q_l} q^{-j} t^{1-i}},
\]

\[
= \prod_{l > k (i,j)}^{N_c} \frac{(Q_k q Y_{l}^{-1} Y_{k}^{-1}; q)_{\infty}}{(Q_k q Y_{l}^{-1} Y_{k}^{-1}; q)_{\infty}} \prod_{l \neq k (i,j)}^{N_c} \frac{1 - v Q_l q^{Y_{l}^{-j} t^{1-i}}}{1 - v Q_l q^{Y_{l}^{-j} t^{1-i}}},
\]

and

\[
Z_{\text{frame}} = \prod_{l = 1}^{N_c} \prod_{i = 1}^{n_l} \prod_{j = 1}^{Y_{l}} \frac{1}{1 - q^{j-1} Y_{l}^{-1} t^{1-i} Y_{l}^{1-j}}.
\]

Now we would like to discuss how these various components in the truncated instanton partition or closed refined topological string partition function (3.2) can also arise from refined open topological string partition function, in other words the refined version of geometric transition. In the M-theoretic construction of refined A-model open topological string, the surface operators/vortices on $R^2 \times S^1$ are realized as a probe M5 branes wrapping on certain Lagrangian three cycle in the corresponding toric Calabi-Yau (as indicated by dotted line in Figure 5.), and also stretch in the non-compact $R^2$ and M theory $S^1$. There are one form gauge fields inside these Lagrangian three cycles, arising from the M2 branes wrapping on M-theory $S^1$ and a holomorphic two cycle with boundary on these wrapped M5 branes. The Kähler modulus of the two cycle M2s wrap on gives them their masses and it is identified with the dynamical scale $\sim e^{2\pi i \bar{f}}$ of vortex effective theory on $S^1 \times R^2$, they therefore precisely appear as the “sigma model lumps” running along the $S^1$ [15].

The MacDonald polynomial in the truncated instanton partition (3.2) precisely corresponds to the non-trivial holonomy or Wilson loop of the gauge field in the probe toric branes integrating along the boundary of the M2 brane, whose value is labeled by Young diagram $Y_{l}$. It is also important to note that only when the quantization condition $a_l = n_l - n_{l\epsilon}$ is imposed in our original five dimensional Nekrasov partition function (2.3), we can combine the contributions from the hyper-multiplets and vector multiplet into a single MacDonald polynomial function, and deduce its interpretation as the holonomy of probe brane gauge field.

This condition is precisely the degeneration of the Kähler moduli in the corresponding toric
Calabi-Yau for refine closed topological string theory, where toric branes emerge. This is a first indication that we can reproduce (3.2) from a refined open topological string partition function, where different toric brane insertions are represented by their holonomies.

Turning on non-trivial holonomies/Wilson lines for the gauge fields on probe toric M5 branes also implies that they are separated into different stacks labeled by $l = 1, \ldots, N_c$, where different vevs $\{a_l\}$ give the positions for different stacks of toric branes now wrapping on different special Lagrangian three cycles. This matches with the interpretation that these toric branes are realized as surface operators as labeled by $a_l$, and charged under different Abelian factors in the original five dimensional gauge theory.

To apply the rules of refined topological vertex to configuration given in Figures 5 and 6, we can again multiply together different refined topological vertices with given set of Young diagrams and sum over the intermediate diagrams, this precisely generates the factor $Z_{\text{Ver.}}$ in (3.2) which corresponds to a strip geometry. Different stacks of probe toric branes insertions are simply represented by their corresponding gauge holonomies, i.e. MacDonald polynomials $\{P_{Y_T}(q^p, t^m; t, q)\}$. While $Z_{\text{frame}}$ is the normalized framing factor independent of the gauge theory parameters, this was introduced in [9] to ensure the matching between the gauge theory and topological string computations. For a single stack of toric brane insertions, i.e. only one non-vanishing $n_l$, this would have been the entire story. Indeed explicit open refined topological string partition functions have been calculated in [15, 16], and shown to be equal to closed refined topological string partition functions with degenerated moduli, establishing the simplest case of refined geometric transition. However we can have multiple stacks of toric branes and there are additional interactions between them, these are responsible for the generation of the remaining $Z_{\text{OV}}$ (3.4) in (3.2), which is the refined version of Ooguri-Vafa factor [35], from the corresponding refined open topological string partition function.

Let us now discuss the origin of $Z_{\text{OV}}$ in some details. As we now have multiple stacks of
M5 branes wrapping distinct Lagrangian three cycles, we can also have M2 branes wrapping on a cylinder $S^1 \times \text{Interval}$ stretching between two of them, each one dimensional boundary of the annulus is charged under the gauge field in each stack of toric branes. In general, the stretched M2 branes can again give massive modes, however ground state/minimal energy configuration occurs when the two Lagrangian three cycles intersect along a $S^1$ on the cylinder. The refined Ooguri-Vafa factor emerges precisely from the one loop determinant generated by integrating out these light M2 branes modes charged under the gauge fields in the both Lagrangian three cycles. The resultant factor depends on the gauge holonomy in each stack of toric branes the M2 branes can end on, and again labeled by the corresponding Young diagrams. In the unrefined limit the explicit form has been calculated earlier in [35, 36], while the refined generalization has also recently been derived in [17, 18]. The key feature of these results is that the Ooguri-Vafa factor can be expressed in terms of the power sum for the traces of holonomy matrices.

In fact we can see $Z_{OV}$ can be written in such form by using the identity $(1 - x) = \exp[\log(1 - x)] = \exp[- \sum_{n=1}^{\infty} \frac{x^n}{n}]$, $|x| < 1$ to obtain

$$\exp \left[ \sum_{l > k}^{N_c} \sum_{n=1}^{\infty} \frac{v^{-n}}{n} \left\{ \sum_{i=1}^{n_l} (Q_i t_i t_1^{1/2-i})^n \sum_{j=1}^{n_k} (Q_k t_k^{-Y_{ki} q_{ij}^{-1/2}})^{-n} - \sum_{i=1}^{n_l} (Q_i t_1^{1/2-i})^n \sum_{j=1}^{n_k} (Q_k q_{ij}^{q_{ij}^{-1/2}})^{-n} \right\} \right]$$

$$\times \exp \left[ - \sum_{l \neq k}^{N_c} \sum_{n=1}^{\infty} \frac{1}{n} \left\{ \sum_{i=1}^{n_l} (Q_i t_i t_1^{1/2-i})^n \sum_{j=1}^{n_k} (Q_k^+ q_{ij}^{j_{ij}^{-1/2}})^{-n} - \sum_{i=1}^{n_l} (Q_i t_1^{1/2-i})^n \sum_{j=1}^{n_k} (Q_k^+ q_{ij}^{q_{ij}^{-1/2}})^{-n} \right\} \right]$$

(3.6)

In addition we can regard the contribution from the hypermultiplets as gauge field in toric branes whose gauge coupling has been taken to zero, hence trivial holonomy.
Here the first line can be regarded as the one-loop determinant from integrating out M2 brane modes between two different stacks of toric branes, and \( \sum_{i=1}^{n_l} (Q_l q^{Y_i t^{1/2-i}})^n = \text{Tr}(U_l^n) \) and \( \sum_{j=1}^{n_k} (Q_k t^{-Y_i k q^j - 1/2})^{-n} = \text{Tr}(U_k)^{-n} \) are precisely the traces of the diagonal gauge holonomy matrix for each stack of toric branes as labeled by Young diagrams \( Y_i \) and \( Y_k \). Similarly the second line of (3.11) comes from integrating out each stack of toric branes and the background “flavor branes” with trivial gauge holonomy. The double summation over empty Young diagrams in the second terms of both lines in (3.11) are included here to obtain the relative normalization between the refined topological string amplitude and the gauge theory instanton partition function. Moreover using the matrix identity:

\[
\det \left[ 1 - v^{-1}U \otimes V^{-1} \right] = \exp \left[ \text{Tr} \log (1 - v^{-1}U \otimes V^{-1}) \right] = \exp \left[ - \sum_{n=1}^{\infty} \frac{v^{-n}}{n} \text{Tr} U^n \text{Tr} V^{-n} \right],
\]

we can also rewrite the exponential summation into another familiar determinant form for the Ooguri-Vafa factor [18, 35, 36]. Finally using the summation identity for the MacDonald polynomials:

\[
\sum_{\lambda} P_{\lambda} \left( \{ x_i \}; q, t \right) P_{\lambda^T} \left( \{-y_j \}; t, q \right) = \prod_{i,j} (1 - x_i y_j) = \exp \left[ - \sum_{n=1}^{\infty} \frac{1}{n} p_n(x)p_n(y) \right],
\]

where \( p_n(x) = \sum_i x_i^n \), we can rewrite \( Z_{OV}(3.11) \) precisely into the form for refined Ooguri-Vafa factor derived recently in [18] (See equation (2.6) of [18]). We conclude from the discussion above that \( Z_{OV} \) in (3.2) can be generated from the open refined topological string partition function by inserting the appropriate Ooguri-Vafa factor. Conversely, via refined geometric transition, we can predict the Ooguri-Vafa factor from the degeneration of appropriate closed refined topological string partition function.

In the original D-brane picture, to generate precisely such refined Ooguri-Vafa factor, we need to have all the D2 branes corresponding to surface operators ending on the same regulating NS5 brane, otherwise we would instead generate quiver gauge group in the vortex world volume theory; via geometric engineering this NS5 brane is precisely mapped to a single additional “toric degeneration locus” such that all the inserted toric branes can end on [15] as indicated by the vertical line in Figures 6, the final result however does not depend on the position of the degenerated locus and can be taken to infinity.

While we have not shown it explicitly here, let us comment about the relation between open topological string amplitudes and twisted superpotential of Theory II considered earlier.

---

8The relative overall minus sign between the first and second lines of (3.11) comes from the opposite orientations between the toric branes wrapping on the internal toric legs and the background flavor toric branes.

9Modulo a factor of dynamical scale which we have factored it out.
In [38] (see also [39]), localization techniques were applied to compute the partition for a class of two dimensional $\mathcal{N} = (2,2)$ supersymmetric gauge theories, the resultant partition consists of an one loop perturbative part and non-perturbative contributions which can be interpreted as summing over the world sheet instantons/vortices. The final expression can be expressed as the exponential of integral over the equivariant deformation of the twisted superpotential obtained in [24]. More precisely as explained in [1] that we can identify the equivariant parameter $\epsilon_1$ transverse to the vortices as the adjoint hypermultiplet mass in vortex world volume theory, while $\epsilon_2$ which is set to zero in NS limit, can be restored as the equivariant parameter in the vortex world volume theory when performing two dimensional localization computations (See [41–43] for more details). Moreover in the limit of vanishing equivariant parameter, the partition function reduces to the exponential of the on-shell value of the exact twisted superpotential computed in [24]. As discussed in [15], the open refined topological string partition functions for the toric diagrams such as Figures 5, 6 can reproduce the K-theoretic lift of two dimensional $\mathcal{N} = (2,2)$ partition function, we therefore expect it can also be expressed in terms of the K-theoretic lift of the deformed twisted superpotential for Theory II. Combining this with the fact that closed refined topological string amplitudes correspond respectively to the instanton partition of Theory I, we can readily interpret the exact correspondence between them as a manifestation of geometric transition in refined topological string.

In the next section we will perform explicit refined topological string computations for the simplest non-trivial example to illustrate various points discussed in this section.

**Single Stack of Surface Operators :** $\vec{n} = (0, 0, \ldots n_s, \ldots 0, 0)$

Here as a consistency check, we consider the single stack of toric brane insertion with only $n_s \neq 0$ for the Abelian factor $U(1)_s$, they are labeled by a Young diagram with $n_s$ columns, this should be regarded as a slight generalization of the refined geometric transition involving
single toric brane considered in [15, 16]. We first notice that \( Z_{OV} \) now reduces precisely to unity, this is consistent with our interpretation of this configuration as single stack of \( n_s \) toric branes insertion with holonomy given by Young diagram \( Y_s \) in the refined topological string partition function. Here there are no additional contributions from M2 branes stretching between different stacks of toric branes to generate such factor. The expression (3.2) now reduces to the following:

\[
Z_{\text{inst}}(Q; q, t) = \sum_{\{Y_s\}} q^{\frac{1}{2}(1 + ||Y_s||^2 - 2||\tilde{\Lambda}^2||Y_s||)} P_{\gamma^T}(q^\alpha, t^{n_s} q^\beta; t, q) \prod_{k=1}^{N_c} \prod_{i=1}^{n_s} \prod_{j=1}^{Y_{si}} \left( \frac{1 - \frac{1}{v} Q_s^j - Y_{sj} t^{j-1}}{1 - \frac{1}{Q_s} q^j - Y_{sj} t^{j-1} - 1 t^{j-1} Y_k^j} \right)^{2 \tilde{\Lambda}^2},
\]

(3.9)

where \( Y_k = 0, k \neq s \). In [31], a refined open topological vertex computation was sketched out for a single stack of \( n_s \) toric branes with holonomy labeled by Young diagram \( Y_s \), inserted in the so-called \( \tilde{T}_N \) geometry which corresponds to “half” of the toric geometry engineering the \( SU(N_c), N_f = 2N_c \) gauge theory or “strip” geometry discussed earlier. The resultant open topological string amplitude was proposed to be given in terms of the so-called \( q,t \)-deformed hypergeometric functions defined in [34] (see equation (5.20) of [31] for explicit definition), and the authors of [31] verified this proposal by considering the unrefined limit \( q = t \) of topological string computations. Here we immediately observe that in our case, by expanding out the denominators in the truncated five dimensional Nekrasov partition function (3.9) and matching the parameters, we can rewrite it in terms of the \( q,t \)-deformed hypergeometric function defined in [31] as \(^{10}\):

\[
Z_{\text{inst}}(Q; q, t) = N_c^{\frac{1}{2}} \Phi^{(q^{-1}, t^{-1})}\left(\{a_\alpha\}_{N_c}; \{b_\beta\}_{N_c-1}; \{z_\gamma\}_{n_s}\right)
\]

\[
a_\alpha = \frac{1}{v} Q_s^\alpha, \quad \alpha = 1, \ldots, N_c, \quad b_\beta = \frac{1}{v} Q_s^\beta, \quad \beta = 1, \ldots \neq s, \ldots N_c,
\]

\[
z_\gamma = \tilde{\Lambda}^2 t^{\gamma-1}, \quad \gamma = 1, \ldots, n_s.
\]

(3.10)

This matches with the expected expression in [31] for general \((q, t)\). If we further set \( n_s = 1 \), the MacDonald polynomial reduces to Schur function and the resulting expression reduces for the refined topological string amplitude with single toric brane insertion obtained from the explicit computation in [16]. The observation here provides further confirmation to the refined geometric transition interpretation proposed here.

**Multiple of Single Surface Operators :** \( \vec{n} = (1, 1, \ldots, 1, 1) \)

Another interesting case is when we have \( \vec{n} = (1, 1, \ldots, 1, 1) \), such that the truncated instanton partition function is now labeled by a set of Young diagrams of single column with \(^{10}\)Note that in [31], the convention used was \( (q, t) = (e^{\epsilon_1}, e^{-\epsilon_2}) \), this requires us to change conventions accordingly.
lengths \( (L_1, \ldots, L_k, \ldots, L_{N_c}) \). It is important to realize that the factor \( Z_{OV} \) is no longer unity, but we have:

\[
Z_{OV} = \prod_{l>k}^{N_c} \frac{L_k^{L_l}}{L_l^{L_k}} \prod_{j=1}^{L_l} \left( 1 - \frac{Q_l}{Q_k} q^{-L_l} \right) \prod_{j=1}^{L_k} \left( 1 - \frac{Q_k}{Q_l} t q^{L_l-j} \right),
\]

This factor now comes from M2 brane modes stretching between different single toric branes. Combining with other factors, the truncated instanton partition function now reduces to

\[
Z_{\text{inst}}(Q; q, t) = \sum_{\{\vec{L}\}} \prod_{l,k=1}^{N_c} \tilde{\Lambda}^{2L_k} \left( \frac{Q_k}{Q_l} ; q \right)^{L_k} \left( \frac{Q_k}{Q_l} ; q \right)^{L_k-L_l} \\
= \sum_{\{\vec{L}\}} \prod_{l,k=1}^{N_c} \tilde{\Lambda}^{2L_k} \prod_{r=1}^{L_k-L_l} \left( 1 - \frac{Q_k}{Q_l} q^{-r} \right) \prod_{s=1}^{L_l} \left( 1 - \frac{Q_l}{Q_k} q^s \right). \quad (3.12)
\]

We shall discuss how to reproduce this expression for \( N_c = 2 \) case from direct open refined topological string computation in the next section.

### 4 Explicit Example of Refined Geometric Transition

In this section, we calculate the closed and open refined topological string partition functions for the configurations given in Figures 3, 5 and 6 as an explicit illustrations of the refined geometric transition discussed in the previous section. Here in the closed topological string computation we shall consider \( N_c = 2 \) and \( N_f = 4 \), for general \( N_c \) the corresponding computation has been performed in [9, 10]. We review this simplest case to set the notations, and this is also sufficient to illustrate the connection between the geometric transition and exact correspondence between the gauge theories we proposed earlier. The discussion here can readily be generalized to higher rank cases. In Appendices A and B we specify the refined
topological vertex used in our computation and also derive the superpotential from the WKB limit of open refined topological string partition function.

The Closed Refined Topological String

First we consider the toric geometry given in Figure 3 and divide it into left and right strips.\(^1\) We now apply the refined topological vertex \(C_{\lambda\mu\nu}\) of [8], which is reviewed here in Appendix A, to the left strip geometry given in Figure 4. Assigning the Young diagrams \(Y_{1,2}\) to the horizontal legs, we can write down the corresponding contribution as

\[
Z_{Y_1Y_2}^L(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1}) = \sum_{R_i} (-Q_{m_1})^{R_1} (-Q_{f_1})^{R_2} (-Q_{m_2})^{R_3} C_{R_10Y_1} C_{R_20Y_2} (t, q) C_{R_3R_0Y_1} (t, q) C_{R_3R_0Y_2} (t, q) C_{R_300}(q, t)
\]

\[
= Z(Y_1, Y_2) \sum_{R_i} s_{R_1} (Q_{m_1} Q_{f_1} t^{-\rho} q^{-Y_1}) \sum_{\eta} s_{R_1/\eta} (-1/ Q_{f_1})^{\eta} s_{R_2/\eta} (-t^{-\rho} Q_{f_1} \sqrt{q/t})
\]

\[
\times \sum_{\gamma} s_{R_2/\gamma} (\sqrt{t/q} t^{-Y_2} q^{-\rho}) s_{R_3/\gamma} (t^{-\rho} q^{-Y_2}) s_{R_3} (-Q_{m_2} q^{-\rho})
\]

(4.1)

where

\[
Z(Y_1, Y_2) = q^{-\|Y_1\|^2 + \|Y_2\|^2} \tilde{Z}_{Y_1}(t, q) \tilde{Z}_{Y_2}(t, q).
\]

(4.2)

Using the Schur function summation identities the summation over intermediate Young diagram \(\{R_3\}\) in (4.1) can be evaluated as

\[
Z_{Y_1Y_2}^L(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1}) = \sum_{R_1, 2} s_{R_1} (Q_{m_2} Q_{f_1} t^{-\rho} q^{-Y_1}) \sum_{\eta} s_{R_1/\eta} (-1/ Q_{f_1})^{\eta} s_{R_2/\eta} (-t^{-\rho} Q_{f_1} \sqrt{q/t})
\]

\[
\times \sum_{\gamma} s_{R_2/\gamma} (\sqrt{t/q} t^{-Y_2} q^{-\rho}) s_{R_3/\gamma} (t^{-\rho} q^{-Y_2}) s_{R_3} (-Q_{m_2} q^{-\rho}) \prod_{i,j} (1 - Q_{m_2} q^{-\rho} y_{i}^{-\rho} y_{j}^{-\rho})
\]

(4.3)

\(^1\)Notice that the identifications between \((q, t)\) and equivariant parameters used in [9] was \((q, t) = (e^{-R_1}, e^{R_2})\), in other words related to the identification used in (2.4) by \((q, t) \rightarrow (t^{-1}, q^{-1})\) transformation. However as the final expression can be written in terms of the function \(\mathcal{N}_{Y_1Y_2}(Q; q, t)\) given in (2.5), which enjoys the identity \(\prod_{i,k=1}^{N} N_{Y_1Y_2}(Q; t^{-1}, q^{-1}) = \prod_{i,k=1}^{N} N_{Y_1Y_2}(Q; t^{-1}, q^{-1})\), we merely need to take into account of the transpose of Young diagrams and exchange the columns and rows. We have also restored the radius \(R\) of \(S^1\) in this section.
and proceeding similarly with summations over \( \{ R_{1,2} \} \) we arrive at

\[
Z_{Y_1 Y_2}^L(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1}) = Z(Y_1, Y_2) \times \\
\times \prod_{i,j=1}^{\infty} \frac{(1 - Q_{m_1} t^{i-\frac{1}{2}} q^{Y_1 i + j - \frac{1}{2}})(1 - Q_{m_1} Q_{f_1} Q_{m_2} t^{i-\frac{1}{2}} q^{Y_1 i + j - \frac{1}{2}})}{(1 - Q_{m_1} Q_{f_1} t^{i-\frac{1}{2}} q^{Y_1 i + j - \frac{1}{2}})} \\
\times \prod_{i,j=1}^{\infty} \frac{(1 - Q_{f_1} q^{j-\frac{1}{2}} t^{-Y_2 j + i - \frac{1}{2}})(1 - Q_{m_2} t^{i-\frac{1}{2}} q^{-Y_2 j + i - \frac{1}{2}})}{(1 - Q_{f_1} Q_{m_2} t^{i-\frac{1}{2}} q^{j - \frac{1}{2}})}.
\]

(4.4)

This agrees completely with (3.2) of [9].

For the full geometry we glue the right hand part as in Figure 3. The right partition function can be given similarly as:

\[
Z_{Y_1 Y_2}^R(t, q; \hat{Q}_{m_1}, \hat{Q}_{m_2}, \hat{Q}_{f_1}) = t^{\frac{||Y_1||^2}{2} + \frac{||Y_2||^2}{2}} Z_{Y_1 Y_2}^L(q, t) \hat{Z}_{Y_2}^L(q, t) \times \\
\times \prod_{i,j=1}^{\infty} \frac{(1 - \hat{Q}_{m_1} t^{i-\frac{1}{2}} q^{Y_1 i + j - \frac{1}{2}})(1 - \hat{Q}_{m_1} \hat{Q}_{f_1} \hat{Q}_{m_2} t^{i-\frac{1}{2}} q^{Y_1 i + j - \frac{1}{2}})}{(1 - \hat{Q}_{m_1} \hat{Q}_{f_1} t^{i-\frac{1}{2}} q^{Y_1 i + j - \frac{1}{2}})} \\
\times \prod_{i,j=1}^{\infty} \frac{(1 - \hat{Q}_{f_1} q^{j-\frac{1}{2}} t^{-Y_2 j + i - \frac{1}{2}})(1 - \hat{Q}_{m_2} t^{i-\frac{1}{2}} q^{-Y_2 j + i - \frac{1}{2}})}{(1 - \hat{Q}_{f_1} \hat{Q}_{m_2} t^{i-\frac{1}{2}} q^{j - \frac{1}{2}})}.
\]

(4.5)

The full partition function is therefore

\[
Z_{\text{closed}} = \sum_{Y_1, Y_2} Q^{||Y_1||^2 + ||Y_2||^2} Z_{Y_1 Y_2}^L(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1}) Z_{Y_1 Y_2}^R(t, q; \hat{Q}_{m_1}, \hat{Q}_{m_2}, \hat{Q}_{f_1}) Z_{0,0}^L(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1}) Z_{0,0}^R(t, q; \hat{Q}_{m_1}, \hat{Q}_{m_2}, \hat{Q}_{f_1})
\]

(4.6)

where we normalized it with respect to the partition function with empty Young diagrams in order to match with the gauge theory instanton partition function momentarily. Furthermore, we use the following conversion between geometric moduli and gauge theory parameters:

\[
Q_{12} = Q_{m_1} Q_{f_1} = e^{-2R_1} \\
Q_{m_1} = e^{R(m_1 - a)} t^{\frac{1}{2}} q^{-\frac{1}{2}} \\
Q_{m_2} = e^{R(m_2 + a)} t^{\frac{1}{2}} q^{-\frac{1}{2}} \\
\hat{Q}_{12} = \hat{Q}_{m_1} \hat{Q}_{f_1} = e^{-2R_1} \\
\hat{Q}_{m_1} = e^{R(m_1 - a)} t^{\frac{1}{2}} q^{-\frac{1}{2}} \\
\hat{Q}_{m_2} = e^{R(m_2 + a)} t^{\frac{1}{2}} q^{-\frac{1}{2}}
\]

Here \( a = a_1 = -a_2 \) is the Coulomb branch parameter for \( SU(2) \) gauge group and we also introduced the masses of the fundamentals \( m_{1,2} \) and \( \hat{m}_{1,2} \). After making such identification with the gauge theory parameters, we can recast the closed refined topological string amplitude as the instanton partition function for the five dimensional \( \mathcal{N} = 1 \) \( SU(2) \) gauge theory.
with $N_f = 4$ flavors, i.e. the simplest case of Theory I. For the later use, here we also recast the left strip partition function in terms of gauge theory parameters as:

$$Z^L_{Y_1Y_2}(t, q; a, m_1, m_2) = q^{\frac{|Y_1|^2}{2} + \frac{|Y_2|^2}{2}} \tilde{Z}_{Y_1}(t, q) \tilde{Z}_{Y_2}(t, q) \times$$

$$\prod_{i,j=1}^{\infty} \left( 1 - e^{R(m_1-a)t_i-1}q^{-Y_{1j}+j} \right) \left( 1 - e^{R(m_2-a)t_j-1}q^{-Y_{1j}+i} \right)$$

and similarly we can deduce that the contribution from right strip is given by:

$$Z^R_{Y_1Y_2}(t, q; a, \hat{m}_1, \hat{m}_2) = t^{\frac{|Y_1'|^2}{2} + \frac{|Y_2'|^2}{2}} \tilde{Z}_{Y_1}'(q, t) \tilde{Z}_{Y_2}'(q, t) \times$$

$$\prod_{i,j=1}^{\infty} \left( 1 - e^{R(\hat{m}_1-a)t_i-1}q^{-Y_{1j}+j} \right) \left( 1 - e^{R(\hat{m}_2-a)t_j-1}q^{-Y_{1j}+i} \right)$$

In the full partition function the Kähler parameter of the base $P^1$ is identified in terms of the five dimensional gauge theory coupling $\tau$ as $Q = e^{2\pi i \tau}$. The closed refined topological string can then be recast into the five dimensional gauge theory instanton partition function with $N_f = 2N_c$, using the formulae provided in [10], see also [9, 10] for higher rank generalization.

**Open string partition function**

Let us now move to the open refined topological string amplitude, and first examine the simplest case of a single brane placed on one internal leg of the toric diagram, as shown explicitly in Figure 5. In this case $Y_2' = 0$, and the MacDonald polynomial corresponding to the gauge holonomy reduces to a single power of toric brane position and the expression simplifies to

$$Z_{\text{open}} = \sum_{[Y_1]^1} z^{[Y_1]} Z^L_{Y_10}(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1})$$

where the sum becomes restricted to single column partitions. Since we want to compare this with the normalized closed string partition function, let us also normalize the open string partition function as

$$Z_{\text{open}} = \sum_{[Y_1]^1} z^{[Y_1]} \frac{Z^L_{Y_10}(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1})}{Z^L_{00}(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1})}$$
The insertion of a toric brane into left strip geometry precisely corresponds to the D-brane set up of Theory II via geometric engineering [15]. As pointed out in [15, 37] that refined topological string amplitude for such strip geometry with toric brane insertion can yield the K-theoretic lift of various two dimensional \( \mathcal{N} = (2, 2) \) vortex partition functions.

We compare this directly with the general form (4.6) of the closed string partition function with the degenerate Kähler moduli \( a = -\hat{m}_1 = \hat{m}_2 + \varepsilon_1 \) substituted. Let us now examine \( Z_{Y_1,0}^R / Z_{0,0}^R \) in the resultant expression, first we can drop the summation over empty \( Y_2 \), and the partition function simplifies into:

\[
Z_{\text{closed}} = \sum_{Y_1} e^{2\pi i r|Y_1|} \frac{Z_{Y_1,0}^L(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1}) Z_{Y_1,0}^R(t, q; \hat{Q}_{m_1}, \hat{Q}_{m_2}, \hat{Q}_{f_1})}{Z_{0,0}^L(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1}) Z_{0,0}^R(t, q; \hat{Q}_{m_1}, \hat{Q}_{m_2}, \hat{Q}_{f_1})} \tag{4.11}
\]

where the right strip contribution above reduces to

\[
Z_{Y_1,0}^R / Z_{0,0}^R = t^{|Y_T|^2} \tilde{Z}_{Y_1}^T(q, t) \prod_{i,j=1}^\infty (1 - t^{j-1} q^{-Y_i} + i + 1) \prod_{i,j=1}^\infty (1 - t^{j-1} q^{-1 + i + 1}) \tag{4.12}
\]

for a given single column partition of length \( L \), \( Y_1 = [1]_L \)

\[
Z_{Y_1,0}^R / Z_{0,0}^R = t^L \tilde{Z}_{Y_1}^T(q, t) \prod_{i=1}^L (1 - t^{i-1} q) \tag{4.13}
\]

Moreover for a single column Young diagram the framing factor \( \tilde{Z}_{Y_1}^T \) becomes:

\[
\tilde{Z}_{Y_1}^T(q, t) = \frac{1}{\prod_{i=1}^L (1 - t^{i-1} q)} \tag{4.14}
\]

This allows us to reduce the contribution from the right strip to just a framing factor \( t^{L^2/2} \).

Thus the closed string partition function equals to the open string partition function up to a framing factor

\[
Z_{\text{closed}} = \sum_{Y_1} e^{2\pi i r|Y_1|} \frac{Z_{Y_1,0}^L(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1})}{Z_{0,0}^L(t, q; Q_{m_1}, Q_{m_2}, Q_{f_1})} \tag{4.15}
\]

Following the derivation outlined in [16] one can also easily find the effective superpotential and the associated Gaiotto curve from the open string partition function. This instructive computation is done in our Appendix B.
Two brane insertions and Geometric Transition

Finally let us consider the insertion of two single toric branes on the two distinct internal legs of the toric diagram, as shown in Figure 6, the gauge holonomies on them are labeled by Young diagrams $Y_1$ and $Y_2$ respectively. Applying the rule of refined topological vertex, the normalized partition function for this configuration can be written as:

$$Z_{\text{open}} = \sum_{Y_1, Y_2} \text{Tr}_{Y_1} U \text{Tr}_{Y_2} V \frac{Z_{Y_1 Y_2}^L(q, t)}{Z_{00}^L(q, t)} \times Z_{\text{OV}},$$

(4.16)

where $\text{Tr}_{Y_1} U$ and $\text{Tr}_{Y_2} V$ are gauge holonomies and the eigenvalue for the matrices $U$ and $V$ label the position of the toric branes, $Z_{Y_1 Y_2}^L(q, t)/Z_{00}^L(q, t)$ is the normalized right strip contribution and $Z_{\text{OV}}$ is the refined Ooguri-Vafa factor. Denoting the positions of the two toric branes as $z_{1,2}$ we obtain

$$Z_{\text{open}} = \sum_{[Y_1], [Y_2]} z_{1}^{[Y_1]} z_{2}^{[Y_2]} \frac{Z_{Y_1 Y_2}^L(q, t)}{Z_{00}^L(q, t)} \times Z_{\text{OV}}.$$

(4.17)

Performing the summation for the single column Young diagrams of length $L_1$ and $L_2$ this expression can be written as

$$Z_{\text{open}} = \sum_{L_1, L_2=0}^{\infty} z_{1}^{L_1} z_{2}^{L_2} t^{L_1 + L_2} \times \prod_{i=1}^{L_1} \frac{(1 - e^{R(m_1-a)} q^{i-1})(1 - e^{R(m_2-a)} q^{i-1})}{(1 - q^i)} \prod_{k=1}^{L_1} \frac{(1 - e^{-2aR} q^{-L_2+k})}{(1 - e^{-2aR} q^{-L_2+k}/t)(1 - e^{-2aR} q^k)} \times \prod_{j=1}^{L_2} \frac{(1 - e^{-R(m_1+a)} q^{-j+1})(1 - e^{R(m_2+a)} q^{-j+1})}{(1 - e^{-2aR} q^{-j+1})(1 - q^j)} \times Z_{\text{OV}},$$

(4.18)

when $L_1 \to 0$ we get back the previous single brane open amplitude.

Here we can generalize our study of geometric transition for single toric brane insertion directly to this case, for the closed refined topological string amplitude (4.6) we impose the following double geometric transition condition:

$$a = -\hat{m}_1 - \epsilon_1 = \hat{m}_2 + \epsilon_1.$$

(4.19)

In such a limit the left strip contribution $\frac{Z_{Y_1 Y_2}^L(q, t)}{Z_{00}^L(q, t)}$ remains intact in both the refined open (4.16) and closed (4.6) topological string partition functions, while as discussed in the previous section, via geometric transition we expect the right strip contribution $Z_{Y_1 Y_2}^R/Z_{00}^R$ in (4.6) to match precisely to the remaining part of the open string amplitude.
Substituting the degenerate parameters from the double geometric transition directly, we find that both $Y_1$ and $Y_2$ are now restricted to single column partitions. \(^{12}\) We obtain

$$\frac{Z_{Y_1Y_2}^R(q,t)}{Z_{00}^R(q,t)} = \left(\frac{-\sqrt{q}}{t}\right)^{L_2} t^{\frac{L_2}{2}} \prod_{i=1}^{\infty} (1 - e^{-2Raq^{-i-1}t}) \prod_{j=1}^{L_2} (1 - e^{2Raq^{j-1}t}) \times \prod_{i=1}^{L_1} \frac{1}{(1 - e^{-2Raq^{-L_2+i-1}})} \prod_{i=L_1+1}^{\infty} \frac{1}{(1 - e^{-2Raqtq^{-L_2+i-1}})}$$

(4.21)

Comparing this expression to $Z_{OV}$, from Figure 6 we can deduce it consists of M2 brane modes stretching between the two toric branes themselves and from each toric brane to the background flavor branes. We can then directly use the results for the refined Ooguri-Vafa factor in [18] and deduce that it precisely matches with the right strip contribution, which completes the refined geometric transition.

5 Future Directions

In this note, we interpreted the exact correspondence proposed in [1, 2], originally arising from connecting supersymmetric gauge theories sharing the same integrable structure as a realization of geometric transition in refined topological string. Here we would like to wrap up discussing some interesting future directions.

Although we have only looked at the specific examples, the refined geometric transition analysis presented here in fact gives a general prescription for relating two distinct supersymmetric gauge theories, one with and the other without the vortices/surface operator insertions. Consider starting instead with a 4d linear quiver theory \(^{13}\), and arrange the Coulomb parameters and bi-fundamental masses such that only partial gauge nodes in the quiver are on their baryonic Higgs roots. After the refined geometric transition we end up with a coupled 2d-4d system involving both the dynamics of vortices and residual 4d gauge theory. By decoupling the vortex dynamics, this procedure also predicts the equivariant partition function of gauge theories with surface operator insertions, it would be interesting to verify these predictions from the direct field theoretic localization computations. Moreover, to connect with the celebrated conjecture by Alday, Gaiotto and Tachikawa [45], it would also be interesting

\(^{12}\) Note that we could have taken instead

$$a = -\hat{m}_1 - \epsilon_2 = \hat{m}_2 + \epsilon_2$$

(4.20)

which would restrict $Y_1$ and $Y_2$ both single column diagrams. So changing $\epsilon_1$ to $\epsilon_2$ does a transposition on the tableaux.

\(^{13}\) For example see section 3 of [2] and also section 3.2 of [44] for elliptic generalization, the simplest case of $SU(2) \times SU(2)$ was considered in [16].
to consider how these partition functions with general surface operator insertions and their non-trivial mutual interactions can be reproduced by the dual conformal field theories with appropriate vertex operator insertions [46, 47].

Another direction to consider is that through the presence of vortices, a 4d \( \mathcal{N} = 2 \) supersymmetric gauge theory can have two possible 2d dual theories, one is the supersymmetric vortex world volume theory extensively discussed here and the other one is the non-supersymmetric conformal field theory proposed in [45, 46], and so it is natural to consider their connections. A clue is that these two 2d field theories can both have connections with different integrable systems, such as the quantum spin chain from the quantum vacua of vortex theory considered here, and Gaudin model from the KZ equation in \( \text{WZW} \) conformal field theories [48, 49]. It turns out that these two distinct integrable models are related through what is known as bi-spectral duality in integrable system literature, such that the spectral curves and the degrees of freedom of two integrable system can be identified. Recently this duality has been applied in [50–52] to verify the AGT conjecture in the NS limit. It would also be important to consider in the most general case where both equivariant parameter \( \epsilon_{1,2} \) are non-vanishing, and how these 2d field theories can be related.

Finally, in the presence of world volume equivariant parameter, the three dimensional supersymmetric vortex theory on \( \mathbb{R}^2 \times S^1 \) belongs to the class considered in [15, 53–55] \(^{14}\), where a 3d/3d duality with Chern-Simons theory was proposed. Exact quantities such as the index, the squashed three sphere partition function, and the Wilson loop expectation value in 3d supersymmetric gauge theories can be mapped to the corresponding quantities in the dual 3d Chern-Simons theory on various three manifolds. Given the exact 3d/5d correspondence proposed here, it is natural to ask whether there can be concrete connections between the 5d supersymmetric gauge theory and the 3d Chern-Simons theory, possibly through a chain of dualities in the refined topological theory. We hope to return to these directions in the near future.
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\(^{14}\)More precisely, the equivariant partition function on \( \mathbb{R}^2 \times S^1 \) as the building holomorphic block for 3d partition functions and index under the factorization as explained in [56, 57].
Appendix A: The refined topological vertex

Here we use the representation of the refined vertex presented in [8] and also used in [16]

\[ C_{R_1R_2R_3}(t, q) = \left( \frac{q}{t} \right)^{||R_2||^2 + ||R_3||^2} t^{\frac{L}{2}} P_{R_3}^{s_{R_2}}(t^{-\rho}; q, t) \sum_{\eta} \left( \frac{q}{t} \right)^{\frac{||Y||^2 - ||Y^T||^2}{2}} s_{R_1}^{\eta} / \eta (t^{-\rho} q^{-R_3}) s_{R_2} / \eta (t^{-R_3} q^{-\rho}) \]

where \( q = e^{-\epsilon_1}, t = e^{\epsilon_2}, \kappa_Y = \sum_{(i,j) \in Y} (j-i) = ||Y||^2 - ||Y^T||^2 \) and \( P_{R,q,t} \) is the Macdonald function

\[ P_{R}(t^{-\rho}; q, t) = t^{\frac{||R||^2}{2}} \bar{Z}_R(t, q) \bar{Z}_R(t, q) = \prod_{(i,j) \in R} \left( 1 - t^{R_j-i+1} q^{R_j-i} \right)^{-1} \]

In the A-model limit \( q = t = e^{-g_s} \) this expression reduces to the topological vertex representation

\[ C_{R_1R_2R_3}(q) = q^{s_{R_2}} s_{R_3}^{s_{R_2} R_3 - \rho} \sum_{\eta} s_{R_1}^{\eta} / \eta (q^{-R_3 - \rho}) s_{R_2} / \eta (q^{-R_3 - \rho}) \]

Appendix B: Superpotential from the open string partition function

Here we rewrite the single brane open string partition function in its simplest form. This is the explicit form of the normalized open string partition function appearing in [16] most suitable to extract the differential equation it obeys. We start with

\[ Z(q, t) = \sum_{[Y_1]} z_{|Y_1|} \frac{Z_{L}^{Y_1}(q, t; Q_m, Q_m, Q_f)}{Z_{00}^{L}(q, t; Q_m, Q_m, Q_f)} \]

Using that \( Y_1 \) are single row partitions, we can sum over all such partitions of a given length \( L \). Rewriting as an exponential, and performing the sums we obtain

\[ Z(q, t) = \sum_{L=0}^{\infty} z^L \frac{L}{2} \prod_{i=1}^{L} \frac{1 - e^{R(m_1-a)q^{-i-1}}(1 - e^{R(m_2-a)q^{-i-1}})}{(1 - q^i)(1 - e^{-2Rq^i/t})} \]

\[ = \sum_{L=0}^{\infty} z^L Z^{(L)} \]

Here we get perfect agreement with [16] (2.18), apart from the framing factor \( t^{L/2} \), which we can absorb in the rescaling of \( z \rightarrow \sqrt{t} z \).\(^\text{15}\)

\(^\text{15}\)In [16] the framing factor disappears by the modification of the vertex rules with \( f_R(t, q) = (-1)^{|R|t^{|R^T||^2/2 - |R||^2/2, \text{as described in [9].}} \)
Defining $z = e^{-u}$ we get
\[
e^{-Lu} Z(L) = \frac{(1 - q^{-L-1}e^{R(m_1-a)})(1 - q^{-L-1}e^{R(m_2-a)})}{(1 - q^L)(1 - e^{-2Rt}q^L/t)} Ze^{-(L-1)u} Z(L-1) \tag{5.6}
\]
This leads to the differential equation
\[
[(1 - e^{-2Ra}q^{-\partial_u}/t)(1 - q^{-\partial_u}) - z(1 - e^{R(m_1-a)}q^{-\partial_u})(1 - e^{R(m_2-a)}q^{-\partial_u})] Z_{\text{open}} = 0 \tag{5.7}
\]
It is easy to read off the geometry from here. We note that the Nekrasov-Shatashvili limit of the full differential equation ($t \to 1$) is simply
\[
[(1 - e^{-2Ra}q^{-\partial_u})(1 - q^{-\partial_u}) - z(1 - e^{R(m_1-a)}q^{-\partial_u})(1 - e^{R(m_2-a)}q^{-\partial_u})] Z_{\text{open}} = 0 \tag{5.8}
\]
as the $t$-dependence affects only in a single factor of the full differential equation.

Let us first examine the $R \to 0$ limit. In the field theory limit $q = t$ this was already worked out in [16], where the Gaiotto curve and the superpotential was extracted. Here we keep
\[
q = e^{-Re_1} \quad t = e^{Re_2}.
\]
Taking the $R \to 0$ limit, we obtain for the partition function
\[
Z(\epsilon_1, \epsilon_2, t) = \sum_{L=0}^{\infty} z^L \prod_{i=1}^{L} \frac{(a - m_1 + (i - 1)\epsilon_1)(a - m_2 + (i - 1)\epsilon_1)}{i\epsilon_1(2a + i\epsilon_1 + \epsilon_2)} \tag{5.9}
\]
and for the differential equation
\[
[(-2a - \epsilon_1\partial_u + \epsilon_2)\epsilon_1\partial_u - z((m_1 - a) + \epsilon_1\partial_u)((m_2 - a) + \epsilon_1\partial_u))] Z_{\text{open}} = 0 \tag{5.10}
\]
or
\[
[(z - 1)\epsilon_1^2\partial_u^2 + (2a + \epsilon_2 + z(m_1 - a) + z(m_2 - a))\epsilon_1\partial_u + z(m_1 - a)(m_2 - a)] Z_{\text{open}} = 0 \tag{5.11}
\]
Taking the WKB limit
\[
Z_{\text{open}} = e^{-\frac{1}{\epsilon_1} W(z) + \ldots} \tag{5.12}
\]
we find almost the same differential equation for the superpotential as the field theory limit of [16]
\[
(z-1)(\partial_u W(z))^2 - (2a + \epsilon_2 + z(m_1 - a) + z(m_2 - a))\partial_u W(z) + z(m_1 - a)(m_2 - a) = 0 \tag{5.13}
\]
The difference is now in the $\epsilon_2$ dependence, which can be absorbed as a shift in the parameters. Solving for $W(z)$ which can also be identified with the twisted superpotential of the 2d gauged linear sigma model after change of parameters, we obtain
\[
W(z) = \alpha_2 \log(z) + \alpha_3 \log(1 - z) \pm \int^z \sqrt{\alpha_1^2(z'^2 - z'^2) + \alpha_2^2(1 - z') + 2\alpha_3^2 z'} \, dz' \tag{5.14}
\]
where

\[
\begin{align*}
    a - m_1 &= -\alpha_1 + \alpha_2 - \alpha_3 \\
    -a - m_2 - \epsilon_2 &= \alpha_1 - \alpha_2 - \alpha_3 \\
    a + m_1 + \epsilon_2 &= \alpha_1 + \alpha_2 + \alpha_3
\end{align*}
\]

or

\[
\begin{align*}
    \alpha_1 &= \frac{m_1 - m_2}{2} \\
    \alpha_2 &= a + \frac{\epsilon_2}{2} \\
    \alpha_3 &= \frac{m_1 + m_2}{2} + \frac{\epsilon_2}{2}
\end{align*}
\]

The shift can be absorbed in only one parameter, if we take the parametrization \((\alpha_1, \alpha_3 - \alpha_2, \alpha_3)\) for example. This also means that in the NS limit we obtain the same Gaiotto curve of 4d supersymmetric gauge theory, with a shift in its parameters\(^{16}\).

We can also get the mirror curve in the five dimensional geometry, after taking the NS limit we obtain

\[ H(e^p, e^u) + xy = 0 \]  \hspace{1cm} (5.17)

where

\[ p = -\epsilon_1 \partial u \hspace{0.5cm} [u, p] = \epsilon_1 = \hbar \]

and

\[
H(e^p, e^u) = (1 - e^{-R(2a + \epsilon_2 + p)})(1 - e^{-Rp}) - e^u(1 - e^{R(m_1-a-p)})(1 - e^{R(m_2-a-p)})
\]  \hspace{1cm} (5.18)

If we compare with the field theory (q=t) limit, we find the same superpotential as in the usual field theory with the parameters shifted as in four dimensions

\[
\begin{align*}
    a &\rightarrow a + \frac{\epsilon_2}{2} \\
    m_1 &\rightarrow m_1 + \frac{\epsilon_2}{2} \\
    m_2 &\rightarrow m_2 + \frac{\epsilon_2}{2}
\end{align*}
\]

Hence the mirror curve should be given of that of the usual field theory geometry, with shifted parameters.

\(^{16}\) In the limit \(\epsilon_2 \rightarrow 0\) or superpotential becomes precisely that of (2.14) [16].
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