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Abstract

Reconstruction of the distribution of ground motion due to an earthquake is one of the key technologies for the prediction of seismic damage to infrastructure. Particularly, the immediate reconstruction of the spatially continuous wavefield is valuable for decision-making of disaster response decisions in the initial phase. For a fast and accurate reconstruction, utilization of prior information is essential. In fluid mechanics, full-state recovery, which recovers the full state from sparse observation using a data-driven model reduced-order model, is actively used. In the present study, the framework developed in the field of fluid mechanics is applied to seismic wavefield reconstruction. A seismic wavefield reconstruction framework based on compressed sensing using the data-driven reduced-order model (ROM) is proposed and its characteristics are investigated through numerical experiments. The data-driven ROM is generated from the dataset of the wavefield using the singular value decomposition. The spatially continuous seismic wavefield is reconstructed from the sparse and discrete observation and the data-driven ROM. The observation sites used for reconstruction are effectively selected by the sensor optimization method for linear inverse problems based on a greedy algorithm. The proposed framework was applied to simulation data of theoretical waveform with the subsurface structure of the horizontally-stratified three layers. The validity of the proposed method was confirmed by the reconstruction based on the noise-free observation. Since the ROM of the wavefield is used as prior information, the reconstruction error is reduced to an approximately lower error bound of the present framework, even though the number of sensors used for reconstruction is limited and randomly selected. In addition, the reconstruction error obtained by the proposed framework is much smaller than that obtained by the Gaussian process regression. For the numerical experiment with noise-contaminated observation, the reconstructed wavefield is degraded due to the observation noise, but the reconstruction error obtained by the present framework with all available observation sites is close to a lower error bound, even though the reconstructed wavefield using the Gaussian process regression is fully collapsed. Although the reconstruction error is larger than that obtained using all observation sites, the number of observation sites used for reconstruction can be reduced while minimizing the deterioration and scatter of the reconstructed data by combining it with the sensor optimization method. Hence, a better and more stable reconstruction of the wavefield than randomly selected observation sites can be realized, even if the reconstruction is carried out with a smaller number of observations with observation noise, by combining it with the sensor optimization method.

Index terms—Earthquake ground motions; Waveform inversion; Inverse theory; Site effects; wavefield reconstruction: reduced-order model; compressed sensing.
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1 Introduction

Prediction of seismic damage to infrastructure is one of the critical issues in earthquake disaster countermeasures. Reconstruction of the distributions of ground motion caused by earthquakes is an effective way for seismic damage prediction. Such technologies allow us to evaluate the robustness of a city and seismic hazards. In particular, rapid prediction of seismic damage to infrastructure and buildings based on numerical simulation (e.g., Fujita et al. 2014) is effective for rapid rescue and recovery. Software for estimating seismic damage is developed around the world for the same purpose. For example, the United States Geological Survey developed ShakeMaps, which provides maps of the intensities and ground motion caused by large earthquakes that can be quickly accessible (e.g., Wald et al. 1999, 2005). In Taiwan, the Taiwan Earthquake Loss Estimation System software was developed for rapid reconstruction of seismic intensity, infrastructure damage, and casualties (e.g., Yeh et al. 2006).

Infrastructure damage is sometimes evaluated by analysing the seismic responses of structures caused by ground motion. This type of analysis requires seismic waveforms at the base of the target structures as boundary conditions, for use in numerically computing the motion of structures. Because direct observations of the ground motions under all structures are not realistic, spatially uniform waveforms based on past earthquakes are often assumed in practical computations. This assumption is obviously invalid for the realistic evaluation of seismic disasters, so a method for estimating the input waveforms for every structure from seismograms at nearby observatories is required. Therefore, our problem can be formulated as seismic wavefield reconstruction, which is a reconstruction of seismic wavefields utilizing an array of seismometers that are distributed more sparsely than the structures.

Various physics-based approaches have been proposed for seismic wavefield imaging (e.g., Aoi & Fujiwara 1999, Pitarka 1999, Hisada & Bielak 2003, Koketsu et al. 2004, Ichimura et al. 2007). These approaches solve the wave equation numerically using hypocentre information and subsurface structure models. Although these approaches are powerful for accurate wavefield reconstruction, larger computational cost is required to estimate the high-fidelity wavefield, or a larger model error must be tolerated to estimate the wavefield in a short time. In addition, the immediate estimation is still challenging even if a simple model is used for the simulation.

A data-driven approach is another choice. Interpolation of the observed data is a method for wavefield reconstruction when physics-based approaches are difficult to execute due to the limitation of computational resources. Although it requires assumptions and constraints, traditional methods have achieved some success (Kawakami 1989, Vanmarcke & Fenton 1991, Kameda & Morikawa 1994, 1992, Sato & Imabayashi 1999). The restrictions on reconstruction have been greatly reduced in the modern method of the seismic-wave gradiometry (SWG) method (e.g., Langston 2007a,b, Liang & Langston 2009, Maeda et al. 2016, Shina et al. 2021). This method is based on the idea that the amplitudes of seismic waves and their spatial gradients at an arbitrary point can be interpolated from the observed amplitudes at surrounding stations without making assumptions concerning velocity structures and locations of earthquakes. The reconstruction method using the "basis" that fits the nature of the wavefield is also developed. Sheldrake et al. (2002) proposes an algorithm for reconstructing teleseismic wave based on wavefield expansion by cubic B-splines. Wilson & Guitton (2007) and Zhan et al. (2018) exploited a plane-wave basis to compensate for a lack of spatial resolution of the observation and successfully interpolated the wavefield. Muir & Zhan (2021) proposed a split processing scheme based on a wavelet transform in time and preconditioned curvelet-based compressed sensing in space. Their scheme can obtain a sparse representation of the continuous seismic wavefield. Chen et al. (2019) employed an iterative rank-reduction method and simultaneously reconstructed the missing part of data. Their method exploits the spatial coherency of three-dimensional data and reconstructs the missing part using the principal components of incomplete data.

The combined method of physics-based and data-driven approaches has also been developed. Kano et al. (2017a,b) proposed a seismic wavefield reconstruction framework combining the replica-exchange Monte Carlo method (Swensen & Wang 1986, Geyer 1991, Hukushima & Nemoto 1996, Earl & Deem 2005) and physics-based seismic simulation with a 1-D subsurface structure (Hisada 1995). In their framework, the replica-exchange Monte Carlo method first estimates a posterior distribution of the model parameters related to the subsurface structure and the source, and then the seismic wavefield is reconstructed through a simulation using a set of parameters that maximize the posterior. Although their method can accurately reconstruct seismic wavefields in the frequency range less than 1 Hz, it requires repetitive seismic simulations with many different conditions for parameter estimation. Hence, it is still not available for real-time estimation.

For further rapid estimation (i.e., real-time estimation) of the seismic wavefield, the low-cost continuous seismic wavefield reconstruction method with moderate accuracy from discrete observation is valuable. In the field of fluid dynamics, the framework for full state reconstruction by discrete observation and a tailored basis was developed (Manohar
The greedy method selects (Joshi & Boyd, 2009; Liu et al., 2016; Nonomura et al., 2021), and the proximal optimization (Fardad et al., 2011; Lin Inoue et al., 2021; Li et al., 2021b,a; Nakai et al., 2022; Nagata et al., 2022a; Inoue et al., 2022). Usage of this framework is not limited to the time series data. Kaneko et al. (2021) applied this framework for estimation of the spatial distribution of the propagation time and attenuation rate which are the essential calibration parameters for sound source identification measurements. In their framework, the data-driven ROMs of the distributions of the propagation time and attenuation rate are constructed by many simulations with an expected range of physical parameters. Then, the distributions of the propagation time and attenuation rate are estimated with an arbitrary physical parameter set in the expected range based on ROM and the value of the propagation time and attenuation rate at limited locations.

In addition, sensor optimisation techniques are another important topic for this framework. Various methods have been proposed, and there are methods based on the greedy algorithm (Manohar et al., 2018a,b, 2019; Clark et al. 2018, 2020a,b; Jiang et al. 2019; Saito et al. 2020, 2021a,b; Yamada et al. 2021, 2022; Nakai et al. 2021; Carter et al. 2021; Inoue et al. 2021; Li et al. 2021b,a; Nakai et al. 2022; Nagata et al. 2022a,b; Inoue et al. 2022), the convex relaxation (Joshi & Boyd, 2009; Liu et al. 2016; Nonomura et al. 2021), and the proximal optimization (Fardad et al. 2011; Lin et al. 2013; Dhingra et al. 2014; Zare & Jovanovic 2018; Nagata et al. 2021, 2022b). The greedy method selects sensor locations by minimizing/maximizing the objective function in each single-sensor subproblem. The convex relaxation method determines the locations of sensors based on the convex and differentiable objective functions. A Boolean-convex problem with nonconvex constraints, which is the original problem, is relaxed to a convex problem with continuous function and convex constraints. The selected sensor location is indicated by the solution vector, which corresponds to weights for sensor candidates. The sensor selection method based on the proximal optimization determines the sensor location by optimizing the objective function including the sparsity promoting term.

In Japan, more than 2000 seismological observatories are in operation and have been monitoring and recording the waveform is continuous for over 20 years. In recent years, data obtained from vibrometers installed in buildings and utilities such as facilities for electricity, gas, and water, as well as accelerometers built into smartphones are beginning to be recognized as potential resources for next-generation seismic research (Allen et al., 2020). In that case, the available observation sites will explosively increase, and it is unreasonable to use all data obtained by all available observation sites. Prior to the advent of the earthquake super-big data era, it is essential to design an observation point selection algorithm that selects data to be used according to the purpose. The importance of sensor selection/placement is beginning to be recognized in the context of seismology. Steinberg & Rabinowitz (2003) consider the network configurations that maximise the precision of the source localisation based on the statistical theory of the optimal design of experiment (Atkinson et al. 2007). Hardt & Scherbaum (1994) developed a method to design optimum networks for aftershock recordings based on the technique of simulated annealing (Kirkpatrick et al. 1983). This method determined the optimal network configuration that minimises the error of the linearised earthquake location problem based on the D-optimality criterion and was extended by Kraft et al. (2013). Muir & Zhan (2022) investigated an optimal design strategy for improving the frequency of mixed distributed acoustic sensing network and point sensor deployments for wavefield reconstruction. They solved the problem of deciding the best locations for point sensors given a fixed distributed acoustic sensing network and optimised the network sensitivity by promoting the incoherence of measurements.

The present study attempts to establish the fast and accurate seismic wavefield reconstruction framework that estimates a spatially continuous wavefield from discrete observations. Furthermore, wavefield reconstructions with sparse observations, i.e., observation with effectively-selected observatories, are also conducted. Our framework was inspired by the study of Kaneko et al. (2021) in the field of aeroacoustics. The framework of full state recovery from sparse observation based on the data-driven ROM was extended to the problem of seismic wavefield reconstruction. The spatially continuous and time series seismic wavefield is directly reconstructed from the sparse observations using the ROM. The sensor optimisation method based on the greedy algorithm is used to determine the suitable subset of the available observation sites for reconstruction. Sections 2 and 3 respectively describe the data-driven reduced order modelling and full state recovery from the sparse observation based on the data-driven ROM and problem settings of.
the present numerical experiment. Section 4 shows the results of the experiments and discusses the characteristics of the proposed method by comparing the obtained results with the reference data and results obtained by the Gaussian process regression. The reconstructed wavefield, reconstruction error, time-series waveform, and frequency spectra are provided. Section 5 provides concluding remarks.

2 Methodologies

The present study proposes a seismic wavefield reconstruction framework based on a data-driven ROM and discrete observations. The ROM of the wavefield for a certain region is constructed based on the spatially continuous wavefield data generated by seismic simulations. Many simulations with different parameter sets are conducted, and a data-driven ROM is constructed by means of modal decomposition. In the wavefield reconstruction, the waveform is observed at a limited number of discretely installed sensors, and a continuous wavefield is reconstructed based on the observed waveform and the prepared ROM.

2.1 Data-driven reduced-order modelling

In the present study, a data-driven ROM is constructed using the singular value decomposition. Using the singular value decomposition, a matrix decomposition can be obtained as follows:

$$
X = USV^T \\
≈ U_r S_r V_r^T
$$

where $X \in \mathbb{R}^{n \times m}$ is the data matrix, which consists of Fourier spectra of the wavefields $x_i \in \mathbb{R}^n$ with a spatial dimension of $n$ obtained by simulations with $m$ different parameter sets (i.e., $X = [x_1 \ x_2 \ \cdots \ x_m]$). Here, $x_i$ is vectorized observation data in which observation data are arranged vertically. The detailed descriptions of the data matrix in the present study appear in Section 3.2. The data matrix $X$ is decomposed into a left singular matrix $U \in \mathbb{R}^{n \times m}$ which shows the spatial modes; a diagonal matrix of singular values $S \in \mathbb{R}^{m \times m}$ showing the amplitude of the modes; and a right singular matrix $V \in \mathbb{R}^{m \times m}$. The subscript $r$ indicates that the higher modes than the $r$th mode are truncated. Dimensional reduction is conducted by the truncated SVD (Eckart & Young, 1936), and the rank-$r$ reduced-order modelling can be conducted by the rank-$r$ approximation of the data matrix. The ROM is constructed by truncating higher-order modes, except for the leading-$r$ singular values and vectors. The rank of ROM is connected to the model error which is the lower bound of the reconstruction error.

2.2 Full-state recovery based on discrete observation

A scalar snapshot measurement $x_p \in \mathbb{R}^p$ through discrete observation of the full state $x \in \mathbb{R}^n$ including uniform independent Gaussian noise $v \sim \mathcal{N}(0, \sigma^2 I) \in \mathbb{R}^p$ can be expressed as follows:

$$
x_p = Hx + v,
$$

where $\sigma^2$, $x_p$, and $H \in \mathbb{R}^{p \times n}$ are the noise variance, the observation vector, and the sensor location matrix, respectively. Here, $p$ and $n$ are the number of selected sensors and the number of potential sensor locations, respectively. The selected sensors indicate the observation sites used for the full state recovery, and the potential sensors indicate all available observation sites. The sensor location matrix $H$ is a sparse matrix that indicates selected sensor locations. Each row vector of $H$ is a unit vector and the locations of the unity in the row vectors correspond to the locations which are chosen from $n$ potential sensor locations. In the present study, the sensor location matrix $H$ is constructed by random selection or the greedy-based sensor selection method. The sensor selection method based on the greedy algorithm is described in detail in Section 2.3. In addition, Eq. (2) can be written as follows using the ROM of $x$:

$$
x_p ≈ HU_r z + v = Cz + v,
$$
where the columns of $U_r \in \mathbb{R}^{n \times r}$ are the spatial modes of $x$ and $z \in \mathbb{R}^r$ are those mode coefficients. Here, $C \in \mathbb{R}^{p \times r}$ is the measurement matrix which is the product of the sensor location matrix $H$ and the sensor candidate matrix $U_r$. The unknown variable in Eq. (3) is only the mode coefficients $z$. The estimated mode coefficients $\tilde{z}$ can be obtained by the pseudo-inverse operation follows:

$$\tilde{z} = C^\dagger x_p,$$

(4)

where $\dagger$ indicates the pseudo-inverse operation. Hence, the estimated mode coefficients $\tilde{z}$ can be calculated as follows by the least square estimation (LSE):

$$\tilde{z} = \begin{cases} C^T (CC^T)^{-1} x_p, & p \leq r, \\ (C^T C)^{-1} C^T x_p, & p > r. \end{cases}$$

(5)

Then, the estimated full state can be obtained as the following simple multiplication:

$$\tilde{x} = U_r \tilde{z}.$$  

(6)

### 2.3 Optimization of locations of observation sites

Measurements are typically performed at specific points using discretely installed sensors. Therefore, it is necessary to maximize the information obtained with the sensors as much as possible. In some cases, it is better to use all available sensors, but in other cases, it is better to use fewer sensors for estimation from the perspective of the signal-to-noise ratio, processing time, and so on. The sensor selection method is useful for also optimal design as one for laying out new networks or adding new stations to an already existing network. However, the objective of the present paper is to propose seismic wavefield reconstruction based on data-driven ROM, and therefore, site selection is only a tool in the present paper. In a real application, many observation sites are available, including far-field ones. The site selection in the context of the wavefield reconstruction is a selection of observation sites beforehand for each hypocentral region.

The problem that optimizes sensor locations is called the sensor selection/placement problem and is formulated as a combinatorial optimization problem, which is known as a nondeterministic polynomial time (NP)-hard problem. In the present study, we employed the D-optimality-based greedy method for vector measurements (DG-vec) proposed by Saito et al. (2021b) to select appropriate observation sites when the number of observation sites is reduced. This method is adapted to optimization of the sensor locations for vector measurement that the multiple component signals are measured by each sensor. Optimization of sensor locations was conducted based on the D-optimal design of experiment (Atkinson et al., 2007). The aim of DG-vec method is to find a suboptimal sensor set that minimizes the volume of the error ellipsoid in the linear inverse problem. Minimizing the estimation error is realized by maximizing the determinant of the error covariance matrix of the estimated latent variables by the least squares estimation and those true values. The sensor candidate matrix was $U_r$ in the present study. This process corresponds to constructing measurement matrix $C$ from the sensor candidate matrix $U_r$ by constructing the sensor location matrix $H$ in Eq. (4) ($C = HU_r$). The sensor locations, which are the location of the unity in the row vectors of $H$, are iteratively selected while adding the row of $H$, and the following objective function is maximized in each single-sensor subproblem:

$$f_D = \begin{cases} \det \left( CC^T \right), & p \leq r, \\ \det \left( C^T C \right), & p > r. \end{cases}$$

(7)

It should be noted that objective function for site selection in the present study was carried out by modified objective function of Eq. (7) as follows for further robust computation (Shamaiah et al., 2010; Saito et al., 2021a):

$$f_D = \det \left( C^T C + \epsilon I \right).$$

(8)

Here, $\epsilon$ and $I$ are the sufficiently small positive real number and identity matrix, respectively. This objective function is available for both condition of $p \leq r$ and $p > r$ robust, but it requires the hyperparameter $\epsilon$. The value of $\epsilon$ was set to $10^{-10}$ in the present study.

The matrices $U_r$ and the vectors $z$ in Eq. (3) correspond to the sensor candidate matrix and the latent variables, respectively, in the sensor selection and full-state recovery problems. The matrix $U_r$ is usually a tall-and-skinny matrix (i.e., $n >> r$) in a practical problem because $n$ corresponds to the degrees of freedom in the spatial direction of the full
Table 1: Hypocenter solution of the standard case.

| Hypocentral region 1 (Northern Kanto) | Hypocentral region 2 (Tokyo) |
|---------------------------------------|-----------------------------|
| Epicenter location (NS, EW, UD) [km]  | 117.9655, -4.2204, 47.0     |
| Strike, rake, dip [deg]               | 28, 118, 254                |
| Slip [m]                              | 0.4                         |
| Epicenter location (NS, EW, UD) [m]   | 67.2743, -24.3698, 72.0     |
| Strike, rake, dip [deg]               | 341, 160, 41                |
| Slip [m]                              | 0.06                        |

state. The system Eq. (3) represents the problem of choosing \( p \) observations from \( n \) state variables generated by the nondynamical system with \( r \) latent variables. Although the sensor candidate corresponding to the available observation site in the present study is only \( n = 50 \), the available observation sites will possibly become \( O(10^3) \)–\( O(10^6) \) when it becomes possible to use vibrometer data implemented on buildings and utilities for wavefield reconstruction in the future. In such a case, the set of observation sites used for the wavefield reconstruction should be effectively reduced for fast and accurate reconstruction. The selection of observation sites used for wavefield reconstruction of earthquakes that occurred in each hypocentral region can be conducted beforehand using a sensor optimization technique.

3 Numerical experiment

3.1 Problem settings

The target area for seismic wavefield reconstruction in the present study is the metropolitan area of Tokyo, Japan. In this area, a dense seismological network named the Metropolitan Seismic Observation network (MeSO-net) has been in operation since 2007. The MeSO-net comprises 296 accelerometers, located at intervals of several kilometers, that continuously record seismograms at a sampling rate of 200 Hz (e.g., Hirata, 2009; Sakai & Hirata, 2009). The present numerical experiment demonstrates the reconstruction of the spatially continuous wavefield of the region of interest (ROI) from a discretely measured waveform with the data-driven ROM, as shown in Figure 1. Numerical simulations are carried out in advance for generating the synthetic dataset, and a low-dimensional model of the wavefield in the ROI is constructed. It is assumed that earthquakes occur in the assumed epicenter region. The ROI of the present experiment was the Tokyo 23 Ward area, which is located in the central Tokyo. We calculated the wavefield in the ROI \((55 \leq \text{NS} \,[\text{km}] \leq 85, -30 \leq \text{EW} \,[\text{km}] \leq 0)\) that is discretised with an equally-spaced Cartesian grid, and the number of grid points was \( n_x = N_{\text{NS}} \times N_{\text{EW}} = 50 \times 50 \). Here, \( N_{\text{NS}} \) and \( N_{\text{EW}} \) are the number of grid points in the NS and EW directions. The available observation sites exist in the ROI (green square in Figure 1), and the number of points was \( n_y = 50 \). These observation sites for the wavefield reconstruction were the subset of the MeSO-net observatories that actually exist in the Kanto region in Japan. Here, the location of the observation sites is not a subset of the grid points, i.e., the observation sites are not exactly on the grid points. Therefore, the formulation of the full-state recovery described in Section 2.2 should be modified. This will be discussed in Section 3.3.

Figure 2 depicts the assumed subsurface structure consisting of horizontally-stratified three layers, which models sedimentary basins. The model parameters of each layer are listed in Table 2. These layers are lying on a bedrock, which is modeled as a half-space. This subsurface model is adequate for the Kanto basin for the wavelengths of seismic waves considered in the present experiment. The earthquake source is assumed to locate in the half-space. Two hypocentral regions in which a number of earthquakes of similar type actually occur are assumed, i.e., the hypocentral region 1 in the southern part of Ibaraki Prefecture and the hypocentral region 2 in Tokyo 23 Wards. In the case of the hypocentral region 1, the center of the earthquake source region is the point where the magnitude 5.6 earthquake actually occurred on September 16, 2014. In the case of the hypocentral region 2, the center of the earthquake sources region is the point where the magnitude 4.1 earthquake actually occurred on May 14, 2021. Hypocenter solutions are shown in Table 1. The problem was simplified by assuming that earthquakes would occur somewhere in these regions surrounded by a blue or red dashed square and that the mechanism and direction of the fault slip would be constant for each hypocentral region. The earthquake sources were uniformly distributed in \((\text{NS}, \text{EW}, \text{UD}) = (118.0 \pm 5, -4.3 \pm 5, 47.0 \pm 5) \text{ km (hypocentral region 1)}\) or \((\text{NS}, \text{EW}, \text{UD}) = (67.3 \pm 5, -24.4 \pm 5, 72.0 \pm 5) \text{ km (hypocentral region 2)}\).
Figure 1: (a) The Kanto area, showing the locations of a subset of the MeSO-net stations (circles). (b) Locations of the hypocentral regions and observation sites.

Figure 2: Subsurface structure model.

Table 2: Average value of the subsurface model parameters (Koketsu et al., 2008, 2012).

| Layer          | $\rho_i$ [g/cm$^3$] | $V_{P_i}$ [km/s] | $V_{S_i}$ [km/s] | $h_i$ [km] |
|----------------|---------------------|------------------|------------------|------------|
| Layer 1        | 1.95                | 1.8              | 0.5              | 0.4        |
| Layer 2        | 2.15                | 2.4              | 1.0              | 1.1        |
| Layer 3        | 2.3                 | 3.2              | 1.7              | 1.0        |
| Half space (bedrock) | 2.7                 | 5.8              | 3.4              | $\infty$  |
3.2 Dataset

The waveform at each grid point for constructing the ROM and at each available observation site was obtained as the theoretical seismic waveform in the frequency domain. The theoretical waveforms were calculated using the code developed by Hisada (1995). This code calculates theoretical waveforms numerically based on the discrete wavenumber method (Bouchon 1981). The seismic waveforms are represented as wavenumber integrals of Green’s functions. By introducing the reflexion and transmission matrix (Luco & Apsel 1983; Hisada 1994), the Green’s functions of layered half-space are calculated without numerical instabilities, even at higher frequencies. Therefore, theoretical waveforms are obtained with less computational cost, compared to the finite difference method or finite element method, assuming a 1-D subsurface structure model and given source information. There are differences between a real wavefield and a synthesized one using a 1-D velocity structure depending on the underground structure and frequency band. This point is one of the major issues in applying the present framework to real datasets, but the influence of the difference in the velocity structure can be reduced by using the high-fidelity simulation with a 3-D velocity structure. In addition, the velocity structure itself can also be included as a parameter when constructing the ROM. However, high-fidelity simulation requires a large computational cost, and the objective of the present paper is to propose a seismic wavefield reconstruction framework based on compressed sensing using data-driven ROM. Thus, the numerical simulation with a 1-D subsurface structure model was employed in the present study. It should be noted that the waveform calculated using a 1-D velocity structure in the low-frequency band (approximately lower than 0.2 Hz) shows good agreement with that calculated using a 3-D velocity structure. Therefore, reconstruction of low-frequency waves, such as direct waves from epicenters with a period longer than 10 seconds that can damage large structures in a metropolitan area, is possible even if the simulation uses a 1-D subsurface structure.

The dataset was generated by many calculations with different conditions. The length of the calculated waveform was 40.96s, and the sampling frequency was 100Hz. Calculations were conducted with \( m = 1008 \) parameter sets. The location of the seismic source, the propagation velocities of the P and S waves in each layer (\( V_{P1} \) and \( V_{S1} \), where \( i = 1, 2, 3 \)), and the thickness of each layer \( h_i \) were changed randomly, and other parameters were fixed. Therefore, the source mechanism was fixed in the generation of training data to simplify the problem, and thus, the constructed ROM cannot reproduce the influence of the source mechanism that dramatically changes the character of the wavefield. This problem can be avoided by including the source mechanism as an additional parameter when generating the training data. In that case, the required training data and rank of the model are considered to increase. The variation in the locations of the seismic sources was according to the uniform distribution in the range of \( \pm 5 \) km in each direction from the center location of the hypocentral region, as described in Section 3.1. The stochastic variables \( V_{P1}, V_{S1}, h_i \) varied in accordance with a multivariate normal distribution that has a diagonal covariance matrix. The average of each parameter was shown in Table 2, and the standard deviation was 10% of values of each parameter. Here, the average value of the subsurface model parameter is based on the subsurface structure model of the Japan Integrated Velocity Structure Model by Koketsu et al. (2008, 2012).

The waveforms observed at each point are obtained as Fourier spectra. It has 205 frequency components for each three spatial directions (NS, EW, UD). Hence, the measurement data at each point have \( s = 1230 \) components considering each frequency component consisting of the real and imaginary parts. The waveform data for each parameter set at the grid points and the available observation sites were shaped into column vectors \( x \in \mathbb{R}^{(s \times n_y) \times 1} \) and \( y \in \mathbb{R}^{(s \times n_y) \times 1} \), respectively. The structure of the data vectors is \( x = [\xi_1 \xi_2 \cdots \xi_n \eta_1 \eta_2 \cdots \eta_n]^T \) and \( y = [\eta_1 \eta_2 \cdots \eta_n \xi_1 \xi_2 \cdots \xi_n]^T \), where \( \xi \) and \( \eta \) are the real or imaginary parts of a certain frequency of Fourier spectra obtained at a certain point. The data matrices for the grid points \( X = [x_1 \cdots x_m] \) and the available observation sites \( Y = [y_1 \cdots y_m] \) were constructed.

The present simulation was conducted in the frequency range less 5 Hz, and the second-order Butterworth filter of the frequency band \( 0.1 \leq f \leq 1.0 \) was applied to the obtained datasets \( X \) and \( Y \). The comparison of the power spectral density (PSD) of the original data and filtered data at the center of the RIO is shown in Figure 3. The filtered dataset was further used for reduced-order modeling, selection of observation sites, and the wavefield reconstruction experiments.

3.3 Reduced-order modelling and full-state recovery

The data-driven ROM of the wavefield was obtained by the truncated SVD of the data matrix \( X \) which contains the Fourier spectra of the wavefield obtained on the grid.
Figure 3: Comparison of frequency spectra of the original data and the filtered data at the center of the ROI: (a) hypocentral region 1; (b) hypocentral region 2.
\[ X \approx U_x S_x V_x^T = U_x Z_x. \]  

Here, obtained matrices \( U_x, S_x, \) and \( V_x \) consist of leading-\( r \) modes, as described in Eq. \( (1) \). In the present study, the number of retained modes \( r \) for the ROM was determined based on the model error \( \epsilon_{\text{model}} \), and the number of retained modes \( r \) was set so that the model error would be \( \epsilon_{\text{model}} \approx 10\% \). It should be noted that the model error becomes large when the number of retained modes \( r \) increases. The definition of the model error is as follows:

\[ \epsilon_{\text{model}} = \frac{\| X - U_x Z_x \|_F}{\| X \|_F}, \]

where the notation \( \| \circ \|_F \) is the Frobenius norm that is the matrix norm as the square root of the sum of the absolute squares of the matrix elements. This error is due to mode truncation and is a lower bound of the reconstruction error of the present framework. The subscript \( \circ_x \) indicates the variable for the grid. Typically, the positions of the observation site do not match the grid points. Therefore, we determine the relationship between the measurement data \( Y \) obtained by the available observation sites and the mode coefficient of the ROM of the wavefield \( Z_x \) by linear regression as follows:

\[ Y \approx U_y Z_x, \]
\[ U_y = Y V_x S_x^{-1}, \]

where the subscripts \( \circ_y \) indicate the variables for the observation sites.

When estimating the wavefield from the measurement data obtained at the observation sites \( y \), the measurement equation described in Eq. \( (3) \) becomes as follows:

\[ y_p = H y + w, \]
\[ \approx H U_y z_x + w, \]
\[ = C_y z_x + w, \]

where \( y_p \in \mathbb{R}^{(s \times p) \times 1} \) is the observation vector which consists of measured data obtained by \( p \)-activated observation sites selected among \( n_y \) available sites, and \( w \in \mathbb{R}^{(s \times p) \times 1} \) is observation noise. Then, the estimated mode coefficients \( \hat{z} \) are obtained by the pseudo-inverse operation

\[ \hat{z}_x = C_y^{-1} y_p, \]

and the estimated wavefield on the grid \( \hat{x} \) can be obtained as follows:

\[ \hat{x} = U_x \hat{z}_x. \]

### 4 Results and Discussion

In this section, the results of seismic wavefield reconstruction using the present framework are provided. The results of the selection of observation points using the DG-vec method are firstly described. The characteristics of the present framework are discussed based on the reconstruction results using noise-free and noise-contaminated observations in Section 4.2 and 4.3, respectively. In the numerical experiment, the generated dataset of the wavefield was split into five segments, and model construction was carried out using 80\% of the generated dataset, and the other 20\% of the generated dataset was used as test data. The five-fold cross-validation was performed for the evaluation of reconstruction error, and average error and standard deviation were calculated.
4.1 Priority of observation site

The priority of the selected observation sites by DG-vec method for the hypocentral regions 1 and 2 is displayed in Figure 4. In the case of the hypocentral regions 1 and 2, the numbers of retained modes for ROM of the wavefield were \( r = 85 \) and \( r = 57 \), respectively. In the present study, the DG-vec method, which is based on the greedy algorithm, was adopted for the selection of observation sites. In the present study, the reconstruction of the wavefield are conducted in the frequency domain based on the Fourier spectra of the observed waveform at the observation sites. Hence, the site selection was carried out in the frequency domain. The sensor candidate matrix is \( U_y \) in Eq. (12). This algorithm iteratively selects observation sites in sequence to maximize the objective function in each single-sensor subproblem. Therefore, the order of selected observation sites by the greedy algorithm can be regarded as the priority of the observation sites. Each observation site in Figure 4 is labeled with the priority of the observation sites (order of selection in the greedy algorithm). The color of each observation site also corresponds to the priority of observation sites. In both cases, the observation sites located near the outer edge of the set of the observation sites are preferentially selected, and the observation sites are selected so as to the ROI is contained inside the region of the selected observation sites as much as possible. Although the order of the selected observation sites is slightly different, the trend is consistent even if the hypocentral region was different, and there is no strong influence of the positional relationship between the hypocentral region and the ROI on the priority of the observation sites. This is because all observation sites are distributed inside the ROI, and the signal was also sufficiently high in the present case. This trend is considered to be altered depending on the relation between the size of the ROI and the set of the observation sites. The difference in the signal intensity seems to affect the site selection, if the ROI is wide and the influence of decay of seismic waves is not negligible.

4.2 Reconstruction with noise-free observation

Figures 5 and 6 show the snapshot of the reference data (filtered original data) and the reconstructed wavefield obtained by the present method (ROM+LSE) and the Gaussian process regression (GPR) at a certain time. The cases for comparisons of the wavefield in Figures 5 and 6 were randomly selected. Therefore, the chosen cases are not necessarily the cases with the lowest reconstruction error for each method. It should be noted that not only the best performance, but also the variance in the estimation are important for wavefield reconstruction. The detailed comparisons are conducted based on the reconstruction error.

The green square symbols indicate the observation sites used for estimation, and the black circles are not used ones. Distributions of the acceleration were estimated from the observed signal measured with all available observation sites. Although only the wavefields in horizontal direction are shown in Figures 5 and 6, the trend in the reconstructed wavefields in UD direction were similar to those in the horizontal directions. The observed signals are assumed to not be contaminated by noise. For reconstruction using the GPR-based method, the distribution of the Fourier spectra on the grid was estimated (spatially interpolated) from the Fourier spectra obtained at the observation sites. After reconstruction of the Fourier spectra, time series wavefields are calculated, the same as the ROM-based method. Model construction and estimation were conducted separately for the real and imaginary parts of each frequency in each direction. The squared exponential kernel was used as the kernel function. The noise variance and the parameters included in the kernel function, which are the parameters for the GPR-based method, were optimized for each component (frequencies and spatial directions) of the data by Bayesian optimization for only the first case of the dataset, and the optimized parameters were used for the other cases. This Bayesian optimization of the hyperparameter was only conducted for the GPR-based method. It should be noted that the GPR-based method uses almost no information regarding the seismic wavefield, such as the relationship between frequency and wavelength and the basis of the wavefield. On the other hand, the ROM-based method uses effective prior information regarding the wavefield, such as the mode of the wavefield.

The reconstructed wavefield obtained by the present method is almost the same as the reference data for both cases of the hypocentral regions 1 and 2. On the other hand, the quality of the reconstructed wavefield obtained by GPR is worse than that of the present method. In the case of the hypocentral region 1, the reconstructed wavefield captures the qualitative characteristics of the wavefields, but the reconstructed wavefield is strongly distorted. In the case of the hypocentral region 2, the quality of the reconstructed wavefield is relatively high, but distortion in the reconstructed wavefield is still strong in the region at around \( (EW, NS) = (-10, 55) \) km. This is because there are much fewer observation sites in this region compared to other regions, and thus, wavefield is estimated as extrapolation. On the other hand, the present method utilizes the spatial modes of the wavefield, and only an estimation of those coefficients...
Figure 4: Priority of observation sites in the selection of observation sites using the DG-vec method: (a) hypocentral region 1; (b) hypocentral region 2.
Figure 5: Reconstructed wavefields obtained by the present method and the GPR-based method at $t = 24.24 \, \text{s}$ in the case of the hypocentral region 1 (w/o observation noise). [This figure appears in color in the online issue.]

Based on the observed waveforms is needed for wavefield reconstruction. Hence, the wavefield can be estimated accurately, even though the region where there are fewer observation sites.

The relation between the number of selected observation sites and the reconstruction error in the case of noise-free conditions is described in Figure 7. Reconstruction was also conducted using the GPR-based method. The reconstruction error was calculated as follows:

$$
\epsilon = \frac{\|X_{\text{test}} - U \hat{Z}_x\|_F}{\|X_{\text{test}}\|_F}.
$$

The error bars are displayed in Figure 7 based on the standard deviation of the reconstruction error obtained by five-fold cross-validation. However, those are smaller than the size of the symbol, except for the reconstruction using the proposed method with randomly selected observation sites. In the case of random selection, 100 sets of the randomly generated observation site are generated, and the wavefield reconstruction was conducted. The observation sites for reconstruction using fewer observation sites were selected by the DG-vec method for both proposed method and GPR-based method. This is because there is no published sensor optimization method for estimation using the GPR-based method. Although the observation sites selected by the DG-vec method are not optimized for the GPR-based method, the performance of the selected observation sites should be better than that of randomly selected observation sites.

The reconstruction error obtained by the GPR-based method is larger than that of the ROM-based method. Although the location of the observation sites is not optimized for reconstruction using the GPR-based method, the reconstruction error obtained by the ROM-based method is much smaller than that obtained by the GPR-based method, even though the randomly selected observation sites are used. This is because that the ROM-based method uses the strong prior information of the wavefield, such as the mode of the wavefield. On the other hand, the GPR-based method uses almost no information regarding the seismic wavefield, such as the relationship between frequency and wavelength and the basis of the wavefield. The reconstruction error decreases as the number of selected observation sites increases and is asymptotic to model error $\epsilon_{\text{model}} = 0.1$. The reconstruction error rapidly decreases as the number of selected observation sites $p$ increases until $p = 7$ for the ROM-based method. The reconstruction error can be reduced to the level of model error in the case of noise-free observation, even with the small number of selected observation sites.
Furthermore, the difference between the reconstruction error obtained using the observation sites selected by random selection and the DG-vec method is small. This is because the problem is simple and the ROM-based method quite works well, and thus, sufficient information necessary for reconstruction can be obtained, even if the set of observation sites is not carefully selected. The effectiveness of the optimization of the location of observation sites can be seen in the case of noise-contaminated observations (Section 4.3).

Figures 8 and 9 show the comparison of the reference and reconstructed wavefields at a certain time with a smaller number of observation sites. The distributions of the acceleration in the horizontal directions were estimated from the signal observed by the selected observation sites. The observation sites were selected randomly or by the DG-vec method. The number of selected observation sites was \( p = 3 \) for the case of the hypocentral region 1 and was \( p = 8 \) for the case of the hypocentral region 2. These numbers of observation sites are the condition where the difference in the wavefield reconstructed with the observation sites selected by the random selection and the DG-vec method is large. The same conditions are also applied in the case of the reconstruction with noise-contaminated observations. The reconstructed wavefields estimated from all observation sites are also displayed.

The reconstructed wavefield obtained by our framework is very similar to the reference data when all observation sites are used. The overall characteristics of the wavefield can be reproduced even when the number of observation sites is reduced. Therefore, reconstruction of the wavefield based on the ROM and discrete observation works well.

In real applications, some observation sites may malfunction when an earthquake occurs, and the observed data at malfunctioning observation sites can give a negative influence on the wavefield reconstruction. Conducting wavefield reconstruction with multiple sets of observation sites and comparing the results is the simplest solution. For this validation, the set of observation sites for wavefield reconstruction is iteratively selected among observation site candidates, of which several observation sites are randomly masked. The difference in the performance of the set of observation sites can be minimized by using the optimization method of the observation sites, such as the DG-vec method, and the verification of the reconstructed wavefield can be conducted more properly than that using the sets of randomly selected observation sites. Also, the processing time for wavefield reconstruction can be reduced while reducing the degradation of the accuracy of the estimated wavefield by combining the optimization method of the observation sites.

The accuracy of the reconstructed wavefield can be confirmed from the waveform and its frequency spectra, as
Figure 7: Reconstruction error with respect to the number of observation sites (w/o observation noise): (a) hypocentral region 1; (b) hypocentral region 2.

Figure 8: Effect of the number of observation sites and selection method on the reconstructed wavefields at $t = 24.24$ s in the case of the hypocentral region 1 (w/o observation noise). [This figure appears in colour in the online issue.]
Figure 9: Effect of the number of observation sites and selection method on the reconstructed wavefields at $t = 24.88 \text{s}$ in the case of the hypocentral region 2 (w/o observation noise). [This figure appears in colour in the online issue.]

Figure 10: Reconstructed waveform in the center of the ROI (w/o observation noise): (a) hypocentral region 1 and (b) hypocentral region 2.

shown in Figures 10 and 11. Although 100 sets of the randomly generated observation site are generated, the frequency spectrum labeled as “Random” was that obtained by a certain set of observation sites. The waveforms are sampled at the center of the ROI, as the representative location. These figures illustrate that the reconstructed waveforms and those frequency spectra show good agreement with the reference data. However, the reconstructed waveforms are slightly smoothed and tend to have smaller amplitudes at the S-wave. These characteristics of the reconstructed waveform are due to the characteristics of the low-dimensional model. For the effectiveness of the selection of the observation sites, the reconstructed waveform with the eight observation sites selected by the DG-vec method is almost the same as that with 50 observation sites, which are all of the available observation sites. Although the difference is slight, on the other hand, the waveform reconstructed with the randomly selected eight observation sites for the hypocentral region 2 differs from that obtained with the 50 observation sites (e.g., at immediately before S-wave arrival).

4.3 Reconstruction with noise-contaminated observation

The results of the seismic wavefield reconstruction are provided in this section. Observation noise $\mathbf{w}$ was added to the observation data $\mathbf{y}_p$ for reconstruction. The amplitude of additive noise for each component of observation data (each entry of $\mathbf{y}_p$) follows a normal distribution $\mathbf{w} \sim N(0, \sigma^2)$. In the present study, the variance of the noise component
Figure 11: Frequency spectra of the reconstructed data at the center of ROI (w/o observation noise): (a) hypocentral region 1; (b) hypocentral region 2.
was set to $\sigma^2 = 1.0 \times 10^{-8}$. This is consistent with adding the white noise, the mean of which is $\sqrt{2} \times 10^{-4}$ [m/s/s], in the Fourier spectrum. Although the presented results are limited to the reconstruction error (see Figure 6), the reconstruction with other noise levels of $\sigma^2 = 2.5 \times 10^{-9}$ and $\sigma^2 = 2.5 \times 10^{-8}$ were conducted. Figures 12 and 13 show the frequency spectra of the noise-free and noise-contaminated observed signals. Note that the observation noise was added also to the observed signal in the UD direction. The noise level was set to high to emphasize the influence of the observation noise. Particularly, the noise level was severe in the case of the hypocentral region 2, and thus, the PSD of acceleration of the reference data is too small to visualize in Figure 13.

In the case of noise-contaminated observations, the quality of the reconstructed wavefield is degraded, as shown in Figures 14 and 15. The GPR-based method obviously failed to reconstruct the wavefields for both cases of the hypocentral regions, even though all available observation sites were used. On the other hand, the ROM-based method almost reproduces the wavefields consistent with the reference data. The ROM-based method utilises the modes of the wavefield as prior information, and thus, the present method is robust to observation noise.

The reconstruction error obtained with the noise-contaminated observation is shown in Figure 16. In addition to the noise level of $\sigma^2 = 1.0 \times 10^{-4}$, the reconstruction error with lower and higher noise level of $\sigma^2 = 2.5 \times 10^{-9}$ and $\sigma^2 = 4.0 \times 10^{-8}$ were displayed. The results of the GPR-based method do not appear in this figure because of the quite larger reconstruction error. The same as in the noise-free condition, the reconstruction error decreases as the number of selected observation sites increases for all noise levels and is asymptotic to model error $\epsilon_{\text{model}}$. However, the reconstruction error with a large number of observation sites is still larger than that in the case of noise-free conditions due to strong observation noise. The level of the reconstruction error becomes high as the level of the noise becomes high. In addition, a difference in the reconstruction error obtained by observation sites selected by random selection (appear in dotted lines) and by the DG-vec (appear in solid lines) method becomes large for a smaller number of observation sites. The reconstruction error and its variance can be reduced effectively by optimizing the observation sites used for reconstruction. In the present study, the standard deviation of the variation in the hypocentral location is the same for both hypocentral region cases. Therefore, the variation in the wavefield due to the change in the
Figure 14: Reconstructed wavefields obtained by the ROM-based method and the GPR-based method at $t = 24.24$ s in the case of the hypocentral region 1 (w/ observation noise). [This figure appears in colour in the online issue.]

Figure 15: Reconstructed wavefields obtained by the ROM-based method and the GPR-based method at $t = 24.88$ s in the case of the hypocentral region 2 (w/ observation noise). [This figure appears in colour in the online issue.]
hypocentral location in the case of the hypocentral region 2 is larger than that in the case of the hypocentral region 1 because the distance between the hypocentral region and ROI is short. In addition, the magnitude of acceleration in the case of the hypocentral region 2 is smaller than that in the case of the hypocentral region 1. Therefore, the condition for reconstruction is more difficult in the case of the hypocentral region 2, and the reconstruction error tends to be large compared with that in the case of the hypocentral region 1.

The decrement of reconstruction error by increasing the number of selected observation sites is large at a smaller number of observation sites. The difference between the reconstruction error obtained by the randomly selected observation sites and the optimized set of observation sites using the DG-vec method becomes small when the number of selected observation sites is large. However, there is a clear difference when the number of selected observation sites is small, and the set of observation sites selected by the DG-vec method shows better performance in terms of the reconstruction error. Since the large observation noise, the standard deviation of the reconstruction error obtained by the randomly selected observation sites is larger than that in the case of the noise-free condition. On the other hand, the standard deviation of the reconstruction error obtained by the observation sites selected by the DG-vec method is kept at the same level as that of the noise-free condition. Hence, the subset of the observation sites selected by the DG-vec method provides a better and more stable estimation of the wavefield, even if the estimation is carried out using a smaller number of observations with large observation noise.

Figures 17 and 18 show the comparison of the reference and reconstructed wavefields at a certain time. The sets of observation sites were the same as in the case of noise-free observation. The reconstructed wavefield obtained by the limited number of observation sites captures the general characteristics, such as the propagation direction of waves. However, unnatural fluctuations appear in the reconstructed results obtained with the set of the observation sites selected by the DG-vec method and random selection, and the reconstructed wavefield is different from the reference data, unlike the case of noise-free observation. The difference in the results obtained by the observation sites selected by random selection and the DG-vec method is inconspicuous in the case of the hypocentral region 1. Hence, the reconstructed wavefield seems to be non-sensitive to the site selection. On the other hand, the difference can be seen...
clearer in the case of the hypocentral region 2. In particular, the concentric structure is not kept in the reconstructed wavefield obtained by the randomly selected observation sites. The reconstruction results are much improved when the reconstruction is carried out using all available observation sites. In this case, the reconstructed wavefield is close to the reference data, despite the observation signal being highly contaminated by noise.

Figure 19 shows the reconstructed waveform. The reconstructed data were degraded due to observation noise, as discussed in the reconstructed wavefield. The reconstructed waveform obtained with $p = 50$ shows good agreement with the reference waveform. Since the signal-to-noise ratio of the observation is lower, the difference in the reference waveform and reconstructed waveform obtained with $p = 50$ in the case of the hypocentral region 2 is larger than in the case of the hypocentral region 1. The reconstructed waveform becomes more different from that of the reference data with decreasing the number of observation sites. Particularly, the fluctuations with large amplitudes appear immediately before and early parts of the S-wave. In the case of the waveform, the difference between the reconstructed data by the set of the observation sites selected by the random selection and the DG-vec method is clearer than in the case of the wavefield. The artificial fluctuations immediately before and early parts of the S-wave are effectively reduced by using the set of observation sites selected by the DG-vec method. This is because the site selection is conducted based on the optimal design of experiment, and the estimation error in the latent variable is minimized in the case of the DG-vec method is used.

Figure 20 shows the comparison of the reconstructed waveforms in the frequency domain. The frequency spectrum of the reconstructed data obtained by $p = 50$ observation sites shows good agreement with that of the reference data in the case of the hypocentral region 1. Although the difference in the frequency spectra becomes noticeable by decreasing the number of observation sites used for the seismic wavefield reconstruction, the global nature of the frequency spectrum of the reconstructed data, such as the peak frequency and the number of peaks, is similar to that of the reference data. The variance in the reconstruction error is large when a set of randomly selected observation sites is used. The trend of the influence of the number of observation sites used for the reconstruction is similar to that in the case of the hypocentral region 2. In both cases, the frequency spectra of the reconstructed data obtained by a limited number of observation sites tend to overestimate PSD at the peak frequency, and this trend is emphasized when randomly selected observation sites are used for reconstruction.

5 Conclusions

The present study proposed a seismic wavefield reconstruction framework based on compressed sensing using the data-driven ROM. The proposed framework was applied to simulation data, and the wavefield reconstruction was conducted
Figure 18: Effect of the number of observation sites and selection method on the reconstructed wavefields at $t = 24.88$ s in the case of the hypocentral region 2 (w/ observation noise). [This figure appears in colour in the online issue.]

Figure 19: Reconstructed waveform in the center of the ROI (w/ observation noise): (a) hypocentral region 1 and (b) hypocentral region 2.
Figure 20: Frequency spectra of the reconstructed data at the center of ROI (w/ observation noise): (a) hypocentral region 1 and (b) hypocentral region 2.
using the noise-free observation and noise-contaminated observation.

For the reconstruction based on the noise-free observation, the reconstruction error is reduced to the model error, even though the number of observation sites used for reconstruction is limited and randomly selected. The reconstructed data reproduce the frequency spectra and time-series waveform of the reference data. In addition, the reconstruction error obtained by the proposed framework is much smaller than that obtained by reconstruction using the GPR-based method.

For the reconstruction based on the noise-contaminated observation, the accuracy of the reconstructed wavefield was degraded due to the observation noise, but the reconstruction error obtained with all available ($p = 50$) observation sites is close to the model error. On the other hand, the reconstructed wavefields obtained by the GPR-based method collapse completely, even though all available observation sites were used. Although the reconstruction error is greater than that obtained with $p = 50$, the number of observation sites to be used for reconstruction can be reduced while minimizing deterioration and scatter of the reconstructed data by combining with the DG-vec method. The global nature of the frequency spectrum of the reconstructed data, such as the peak frequency and the number of peaks, is similar to that of the reference data. When reducing the number of observation sites, the difference becomes clearly apparent in the time-series waveform. In particular, the artificial fluctuations with large amplitude appear immediately before and early parts of the S-wave in the reconstructed data with a reduced number of observation sites. The artificial fluctuations immediately before and early parts of the S-wave are effectively reduced by using the set of observation sites selected by the DG-vec method.

The subset of the optimized observation sites by the DG-vec method provides a better and more stable estimation of the wavefield, even if the estimation is made with a smaller number of observations with large observation noise. The difference in the performance of the set of observation sites can be minimized by using the optimization method of the observation sites, such as the DG-vec method, and the validation of the reconstructed wavefield can be conducted more properly than that using the sets of randomly selected observation sites.

The framework proposed in this study provides quick and high-precision seismic wavefield reconstruction. Although the present framework requires the construction of the ROM and the selection of the set of observation sites for each epicenter area, these prepossesses can be executed offline in advance, and thus, the ROM and the set of observation sites for reconstruction can be determined instantly based on the provisional hypocenter information. Since computational resources are limited, the ROM of the seismic wavefield was constructed using simulations with a 1-D velocity structure in the present study. Therefore, there are differences between a real wavefield and a synthesized one using a 1-D velocity structure depending on the underground structure. This point is one of the major issues in applying the present framework to real datasets, but the influence of the difference in the velocity structure can be reduced by using the high-fidelity simulation with a 3-D velocity structure. Although the computational cost of the offline analysis for the construction of the ROM becomes high, the influence of the difference in the velocity structure can be reduced by using the high-fidelity simulation with a 3-D velocity structure. In addition, the velocity structure itself can also be included as the parameter when constructing the ROM. However, high-fidelity simulation requires a large computational cost, and the objective of the present paper is to propose a seismic wavefield reconstruction framework based on compressed sensing using data-driven ROM. Thus, the numerical simulation with a 1-D subsurface structure model was employed in the present study. It should be noted that the waveform calculated using a 1-D velocity structure in the low-frequency band (approximately lower than 0.2 Hz) shows good agreement with that calculated using a 3-D velocity structure. Therefore, reconstruction of low-frequency waves, such as direct waves from epicenters with a period longer than 10 seconds that can damage large structures in a metropolitan area, is possible even if the simulation uses a 1-D subsurface structure. In addition, another strategy is to construct a noise model to correct for the influence of noise due to errors in the model. The noise caused by errors in the model might be constructed based on the difference between the observed waveform and the reconstructed waveform at the locations of observation sites.

Acknowledgment

This work was supported by JST CREST (JPMJCR1763).

Data availability

The code developed by [Hisada, 1995] for the numerical calculation of the theoretical waveforms is available through the website at http://kouzou.cc.kogakuin.ac.jp/Open/Green/. The data of earthquake mechanism information
was provided by the National Research Institute for Earth Science and Disaster Resilience at [https://www.fnet.bosai.go.jp/event/joho.php?LANG=en](https://www.fnet.bosai.go.jp/event/joho.php?LANG=en).

References

Allen, R. M., Kong, Q., & Martin-Short, R., 2020. The myshake platform: a global vision for earthquake early warning, *Pure and Applied Geophysics*, 177(4), 1699–1712.

Aoi, S. & Fujiwara, H., 1999. 3D finite-difference method using discontinuous grids, *Bulletin of the Seismological Society of America*, 89(4), 918–930.

Atkinson, A., Donev, A., Tobias, R., et al., 2007. *Optimum experimental designs, with SAS*, vol. 34, Oxford University Press.

Boore, D. M., 1972. Finite difference methods for seismic wave propagation in heterogeneous materials, *Methods in computational physics*, 11, 1–37.

Bouchon, M., 1981. A simple method to calculate green’s functions for elastic layered media, *Bulletin of the Seismological Society of America*, 71(4), 959–971.

Carter, D. W., De Voogt, F., Soares, R., & Ganapathisubramani, B., 2021. Data-driven sparse reconstruction of flow over a stalled aerofoil using experimental data, *Data-Centric Engineering*, 2.

Chaturantabut, S. & Sorensen, D. C., 2010. Nonlinear model reduction via discrete empirical interpolation, *SIAM Journal on Scientific Computing*, 32(5), 2737–2764.

Chen, Y., Bai, M., & Chen, Y., 2019. Obtaining free usarray data by multi-dimensional seismic reconstruction, *Nature Communications*, 10(1), 1–13.

Clark, E., Askham, T., Brunton, S. L., & Kutz, J. N., 2018. Greedy sensor placement with cost constraints, *IEEE Sensors Journal*, 19(7), 2642–2656.

Clark, E., Brunton, S. L., & Kutz, J. N., 2020a. Multi-fidelity sensor selection: Greedy algorithms to place cheap and expensive sensors with cost constraints, *IEEE Sensors Journal*, 21(1), 600–611.

Clark, E., Kutz, J. N., & Brunton, S. L., 2020b. Sensor selection with cost constraints for dynamically relevant bases, *IEEE Sensors Journal*, 20(19), 11674–11687.

Dhingra, N. K., Jovanović, M. R., & Luo, Z.-Q., 2014. An admm algorithm for optimal sensor and actuator selection, in *53rd IEEE Conference on Decision and Control*, pp. 4039–4044, IEEE.

Drmac, Z. & Gugercin, S., 2016. A new selection operator for the discrete empirical interpolation method—improved a priori error bound and extensions, *SIAM Journal on Scientific Computing*, 38(2), A631–A648.

Earl, D. J. & Deem, M. W., 2005. Parallel tempering: Theory, applications, and new perspectives, *Physical Chemistry Chemical Physics*, 7(23), 3910–3916.

Eckart, C. & Young, G., 1936. The approximation of one matrix by another of lower rank, *Psychometrika*, 1(3), 211–218.

Fardad, M., Lin, F., & Jovanović, M. R., 2011. Sparsity-promoting optimal control for a class of distributed systems, in *Proceedings of the 2011 American Control Conference*, pp. 2050–2055, IEEE.

Fujita, K., Ichimura, T., Hori, M., Wijerathne, M., & Tanaka, S., 2014. A quick earthquake disaster estimation system with fast urban earthquake simulation and interactive visualization, *Procedia Computer Science*, 29, 866–876.

Geyer, C. J., 1991. Markov chain Monte Carlo maximum likelihood.

Hardt, M. & Scherbaum, F., 1994. The design of optimum networks for aftershock recordings, *Geophysical Journal International*, 117(3), 716–726.
Hirata, N., 2009. An outline of the special project for earthquake disaster mitigation in the tokyo metropolitan area-subproject i: characterization of the plate structure and source faults in and around the tokyo metropolitan area, *Bull. Earthq. Res. Inst. Univ. Tokyo*, **84**, 41–56.

Hisada, Y., 1994. An efficient method for computing green’s functions for a layered half-space with sources and receivers at close depths, *Bulletin of the Seismological Society of America*, **84**(5), 1456–1472.

Hisada, Y., 1995. An efficient method for computing green’s functions for a layered half-space with sources and receivers at close depths (part 2), *Bulletin of the Seismological Society of America*, **85**(4), 1080–1093.

Hisada, Y. & Bielak, J., 2003. A theoretical method for computing near-fault ground motions in layered half-spaces considering static offset due to surface faulting, with a physical interpretation of fling step and rupture directivity, *Bulletin of the Seismological Society of America*, **93**(3), 1154–1168.

Hukushima, K. & Nemoto, K., 1996. Exchange monte carlo method and application to spin glass simulations, *Journal of the Physical Society of Japan*, **65**(6), 1604–1608.

Ichimura, T., Hori, M., & Kuwamoto, H., 2007. Earthquake motion simulation with multiscale finite-element analysis on hybrid grid, *Bulletin of the Seismological Society of America*, **97**(4), 1133–1143.

Inoba, R., Uchida, K., Iwasaki, Y., Nagata, T., Ozawa, Y., Saito, Y., Nonomura, T., & Asai, K., 2022. Optimization of sparse sensor placement for estimation of wind direction and surface pressure distribution using time-averaged pressure-sensitive paint data on automobile model, *Journal of Wind Engineering and Industrial Aerodynamics*, **227**, 105043.

Inoue, T., Matsuda, Y., Ikami, T., Nonomura, T., Egami, Y., & Nagai, H., 2021. Data-driven approach for noise reduction in pressure-sensitive paint data based on modal expansion and time-series data at optimally placed points, *Physics of Fluids*, **33**(1), 077195.

Inoue, T., Ikami, T., Egami, Y., Nagai, H., Naganuma, Y., Kimura, K., & Matsuda, Y., 2022. Data-driven optimal sensor placement for high-dimensional system using annealing machine, *arXiv preprint arXiv:2205.05430*.

Jiang, C., Chen, Z., Su, R., & Soh, Y. C., 2019. Group greedy method for sensor placement, *IEEE Transactions on Signal Processing*, **67**(9), 2249–2262.

Jiang, G., Kang, M., Cai, Z., Wang, H., Liu, Y., & Wang, W., 2022. Online reconstruction of 3d temperature field fused with pod-based reduced order approach and sparse sensor data, *International Journal of Thermal Sciences*, **175**, 107489.

Joshi, S. & Boyd, S., 2009. Sensor selection via convex optimization, *IEEE Transactions on Signal Processing*, **57**(2), 451–462.

Kameda, H. & Morikawa, H., 1992. An interpolating stochastic process for simulation of conditional random fields, *Probabilistic Engineering Mechanics*, **7**(4), 243–254.

Kameda, H. & Morikawa, H., 1994. Conditioned stochastic processes for conditional random fields, *Journal of engineering mechanics*, **120**(4), 855–875.

Kanda, N., Nakai, K., Saito, Y., Nonomura, T., & Asai, K., 2021. Feasibility study on real-time observation of flow velocity field by sparse processing particle image velocimetry, *Transactions of the Japan Society for Aeronautical and Space Sciences*, **64**(4), 242–245.

Kanda, N., Abe, C., Goto, S., Yamada, K., Nakai, K., Saito, Y., Asai, K., & Nonomura, T., 2022. Proof-of-concept study of sparse processing particle image velocimetry for real time flow observation, *Experiments in Fluids*, **63**(143).

Kaneko, S., Ozawa, Y., Nakai, K., Saito, Y., Nonomura, T., Asai, K., & Ura, H., 2021. Data-driven sparse sampling for reconstruction of acoustic-wave characteristics used in aeroacoustic beamforming, *Applied Sciences*, **11**(9), 4216.

Kano, M., Nagao, H., Ishikawa, D., Ito, S.-i., Sakai, S., Nakagawa, S., Hori, M., & Hirata, N., 2017a. Seismic wavefield imaging based on the replica exchange monte carlo method, *Geophysical Journal International*, **208**(1), 529–545.
Kano, M., Nagao, H., Nagata, K., Ito, S.-i., Sakai, S., Nakagawa, S., Hori, M., & Hirata, N., 2017b. Seismic wavefield imaging of long-period ground motion in the Tokyo metropolitan area, Japan, *Journal of Geophysical Research: Solid Earth*, 122(7), 5435–5451.

Kawakami, H., 1989. Simulation of space-time variation of earthquake ground motion including a recorded time history, *Doboku Gakkai Ronbunshu*, 1989(410), 435–443.

Kirkpatrick, S., Gelatt Jr, C. D., & Vecchi, M. P., 1983. Optimization by simulated annealing, *Science*, 220(4598), 671–680.

Koketsu, K., Fujiwara, H., & Ikegami, Y., 2004. Finite-element simulation of seismic ground motion with a voxel mesh, *Pure and Applied Geophysics*, 161(11), 2183–2198.

Koketsu, K., Miyake, H., Fujiwara, H., & Hashimoto, T., 2008. Progress towards a Japan integrated velocity structure model and long-period ground motion hazard map, in *Proceedings of the 14th World Conference on Earthquake Engineering*, pp. S10–038, Beijing: China Seismological Society.

Koketsu, K., Miyake, H., & Suzuki, H., 2012. Japan integrated velocity structure model version 1, in *Proceedings of the 15th World Conference on Earthquake Engineering*, vol. 1, Lisbon.

Kraft, T., Mignan, A., & Giardini, D., 2013. Optimization of a large-scale microseismic monitoring network in northern Switzerland, *Geophysical Journal International*, 195(1), 474–490.

Langston, C. A., 2007a. Spatial gradient analysis for linear seismic arrays, *Bulletin of the Seismological Society of America*, 97(1B), 265–280.

Langston, C. A., 2007b. Wave gradiometry in two dimensions, *Bulletin of the Seismological Society of America*, 97(2), 401–416.

Li, B., Liu, H., & Wang, R., 2021a. Data-driven sensor placement for efficient thermal field reconstruction, *Science China Technological Sciences*, 64(9), 1981–1994.

Li, B., Liu, H., & Wang, R., 2021b. Efficient sensor placement for signal reconstruction based on recursive methods, *IEEE Transactions on Signal Processing*, 69, 1885–1898.

Liang, C. & Langston, C. A., 2009. Wave gradiometry for usarray: Rayleigh waves, *Journal of Geophysical Research: Solid Earth*, 114(B2).

Lin, F., Fardad, M., & Jovanović, M. R., 2013. Design of optimal sparse feedback gains via the alternating direction method of multipliers, *IEEE Transactions on Automatic Control*, 58(9), 2426–2431.

Liu, S., Chepuri, S. P., Fardad, M., Maşazade, E., Leus, G., & Varshney, P. K., 2016. Sensor selection for estimation with correlated measurement noise, *IEEE Transactions on Signal Processing*, 64(13), 3509–3522.

Loiseau, J.-C., Noack, B. R., & Brunton, S. L., 2018. Sparse reduced-order modelling: sensor-based dynamics to full-state estimation, *Journal of Fluid Mechanics*, 844, 459–490.

Luco, J. E. & Apsel, R. J., 1983. On the green’s functions for a layered half-space. part i, *Bulletin of the Seismological Society of America*, 73(4), 909–929.

Maeda, T., Nishida, K., Takagi, R., & Obara, K., 2016. Reconstruction of a 2d seismic wavefield by seismic gradiometry, *Progress in Earth and Planetary Science*, 3(1), 1–17.

Manohar, K., Brunton, B. W., Kutz, J. N., & Brunton, S. L., 2018a. Data-driven sparse sensor placement for reconstruction: Demonstrating the benefits of exploiting known patterns, *IEEE Control Systems Magazine*, 38(3), 63–86.

Manohar, K., Kutz, J. N., & Brunton, S. L., 2018b. Optimal sensor and actuator selection using balanced model reduction, p. arXiv preprintarXiv:1812.01574.

Manohar, K., Kaiser, E., Brunton, S. L., & Kutz, J. N., 2019. Optimized sampling for multiscale dynamics, *Multiscale Modeling & Simulation*, 17(1), 117–136.
Muir, J. B. & Zhan, Z., 2021. Seismic wavefield reconstruction using a pre-conditioned wavelet–curvelet compressive sensing approach, Geophysical Journal International, 227(1), 303–315.

Muir, J. B. & Zhan, Z., 2022. Wavefield-based evaluation of das instrument response and array design, Geophysical Journal International, 229(1), 21–34.

Nagata, T., Nonomura, T., Nakai, K., Yamada, K., Saito, Y., & Ono, S., 2021. Data-driven sparse sensor selection based on a-optimal design of experiment with admm, IEEE Sensors Journal.

Nagata, T., Yamada, K., Nakai, K., Saito, Y., & Nonomura, T., 2022a. Randomized group-greedy method for data-driven sensor selection, arXiv preprint arXiv:2205.04161.

Nagata, T., Yamada, K., Nonomura, T., Nakai, K., Saito, Y., & Ono, S., 2022b. Data-driven sensor selection method based on proximal optimization for high-dimensional data with correlated measurement noise, arXiv preprint arXiv:2205.06067.

Nakai, K., Yamada, K., Nagata, T., Saito, Y., & Nonomura, T., 2021. Effect of objective function on data-driven greedy sparse sensor optimization, IEEE Access, 9, 46731–46743.

Nakai, K., Nagata, T., Yamada, K., Saito, Y., & Nonomura, T., 2022. Nondominated-solution-based multiobjective-greedy sensor selection for optimal design of experiments, arXiv preprint arXiv:2204.12695.

Nonomura, T., Ono, S., Nakai, K., & Saito, Y., 2021. Determinant-based fast greedy sensor selection algorithm, IEEE Access, 9, 68535–68551.

Saito, Y., Yamada, K., Kanda, N., Nakai, K., Nagata, T., Nonomura, T., & Asai, K., 2021b. Data-driven determinant-based greedy under/oversampling vector sensor placement, CMES-COMPUTER MODELING IN ENGINEERING & SCIENCES, 129(1), 1–30.

Sakai, S. & Hirata, N., 2009. Distribution of the metropolitan seismic observation network, Bull. Earthq. Res. Inst. Univ. Tokyo, 84, 57–69.

Sato, T. & Imabayashi, H., 1999. Real time conditional simulation of earthquake ground motion, Earthquake Engineering and Engineering Seismology, 1(1), 27–38.

Shamaiah, M., Banerjee, S., & Vikalo, H., 2010. Greedy sensor selection: Leveraging submodularity, in 49th IEEE conference on decision and control (CDC), pp. 2572–2577, IEEE.

Sheldrake, K. P., Marcinkovich, C., & Tanimoto, T., 2002. Regional wavefield reconstruction for teleseismic p-waves and surface waves, Geophysical Research Letters, 29(11), 39–1.

Shiina, T., Maeda, T., Kano, M., Kato, A., & Hirata, N., 2021. An optimum 2d seismic-wavefield reconstruction in densely and nonuniformly distributed stations: The metropolitan seismic observation network in japan, Seismological Society of America, 92(3), 2015–2027.

Steinberg, D. M. & Rabinowitz, N., 2003. Optimal seismic monitoring for event location with application to on site inspection of the comprehensive nuclear test ban treaty, Metrika, 58(1), 31–57.
Swendsen, R. H. & Wang, J.-S., 1986. Replica monte carlo simulation of spin-glasses, Physical review letters, 57(21), 2607.

Tiwari, N., Uchida, K., Inoba, R., Saito, Y., Asai, K., & Nonomura, T., 2022. Simultaneous measurement of pressure and temperature on the same surface by sensitive paints using the sensor selection method, Experiments in Fluids, to appear.

Vanmarcke, E. H. & Fenton, G. A., 1991. Conditioned simulation of local fields of earthquake ground motion, Structural Safety, 10(1-3), 247–264.

Wald, D. J., Quitoriano, V., Heaton, T. H., Kanamori, H., Scrivner, C. W., & Worden, C. B., 1999. Trinet “shakemaps”: Rapid generation of peak ground motion and intensity maps for earthquakes in southern california, Earthquake Spectra, 15(3), 537–555.

Wald, D. J., Worden, B. C., Quitoriano, V., & Pankow, K. L., 2005. Shakemap manual: technical manual, user’s guide, and software guide, Tech. rep.

Wilson, C. & Guitton, A., 2007. Teleseismic wavefield interpolation and signal extraction using high-resolution linear radon transforms, Geophysical Journal International, 168(1), 171–181.

Yamada, K., Saito, Y., Nankai, K., Nonomura, T., Asai, K., & Tsubakino, D., 2021. Fast greedy optimization of sensor selection in measurement with correlated noise, Mechanical Systems and Signal Processing, 158, 107619.

Yamada, K., Saito, Y., Nonomura, T., & Asai, K., 2022. Greedy sensor selection for weighted linear least squares estimation under correlated noise, IEEE Access, 10, 79356–79364.

Yeh, C.-H., Loh, C.-H., & Tsai, K.-C., 2006. Overview of taiwan earthquake loss estimation system, Natural hazards, 37(1), 23–37.

Zare, A. & Jovanović, M. R., 2018. Optimal sensor selection via proximal optimization algorithms, in 2018 IEEE Conference on Decision and Control (CDC), pp. 6514–6518, IEEE.

Zhan, Z., Li, Q., & Huang, J., 2018. Application of wavefield compressive sensing in surface wave tomography, Geophysical Journal International, 213(3), 1731–1743.

Zhou, K., Zhou, L., Zhao, S., Qiang, X., Liu, Y., & Wen, X., 2021. Data-driven method for flow sensing of aerodynamic parameters using distributed pressure measurements, AIAA Journal, 59(9), 3504–3516.