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Abstract
Understanding the emergence of prosocial behaviours (e.g., cooperation and trust) among self-interested agents is an important problem in many disciplines. Network structure and institutional incentives (e.g., punishing antisocial agents) are known to promote prosocial behaviours, when acting in isolation, one mechanism being present at a time. Here we study the interplay between these two mechanisms to see whether they are independent, interfering or synergetic. Using evolutionary game theory, we show that punishing antisocial agents and a regular networked structure not only promote prosocial behaviours among agents playing the trust game, but they also interplay with each other, leading to interference or synergy, depending on the game parameters. Synergy emerges on a wider range of parameters than interference does. In this domain, the combination of incentives and networked structure improves the efficiency of incentives, yielding prosocial behaviours at a lower cost than the incentive does alone. This has a significant implication in the promotion of prosocial behaviours in multi-agent systems.
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I. INTRODUCTION
In a wide range of disciplines, it is a fundamental challenge to understand the emergence and maintenance of prosocial behaviours among self-interested agents [1]–[8]. Evolutionary game theory is widely used to study game dynamics of multi-agent systems in games involving prosociality, as for instance, the prisoner’s dilemma, the public goods game, the labour division, and the trust game [4], [1], [9], [2]. Specifically, the replicator equations are widely used for evolutionary game dynamics of multi-agent systems in well-mixed populations, where more successful behaviours are preferably imitated via social learning [10], [1], [9], [5]. Without any additional mechanism, evolutionary game dynamics drives agents not to behave prosocially and, thus, they end up with a lower payoff than what they would get if they all behave prosocially.

Various mechanisms have been proposed to promote prosocial behaviours such as incentives and network reciprocity [4], [1]. Network reciprocity yields the evolution of prosocial behaviours by self-organised clusters of prosocial agents: the spatial structure constrains agents to interact with and imitate only (immediately) neighbouring agents [4], [11]–[14]. Institutional incentives lead to the evolution of prosocial behaviours as well, by either penalising agents for antisocial behaviours or rewarding for prosocial behaviours [1], [5], [8], [15]. Previous works have often studied these two mechanisms in isolation, missing potential interplays between them. In this paper we move a first step towards filling this gap.

Specifically, we use a variant of the replicator equations for evolutionary game dynamics of agents playing the trust game in a structured population with institutional incentives. We analyse the interplay between these two mechanisms in the domain of regular graphs to see whether a combination of them favour or disfavours the evolution of prosocial behaviours. We also find the optimal level of incentive that maximises the population payoff or social welfare, considering the operating cost of incentives. Most previous works have focused on which incentives promote prosocial behaviours best. Another useful measurement for the success of an incentive would be the payoff at the evolutionarily stable state [16].

We decided to focus on the trust game (TG) that has been widely used to formally study trust and trustworthiness in various disciplines [2], [3], [17]–[20]. The TG is a prototypical game or an abstraction of economic transactions that involve buyer and seller interactions for a product or service. Trusting others and reciprocating trust with trustworthy behaviours are important elements of successful economic and social interactions [17]. In engineering research communities, the concept of trust has also attracted significant interest, ranging from networking to human-machine interaction and artificial intelligence [21] while many problems are cast as buyer-seller scenarios [22], [23].

II. MODEL: THE SYMMETRIC BINARY TRUST GAME
We use a variant of the TG [20], which makes it a stronger social dilemma than the conventional TG [2], [17]. In our variant of the TG, there are two agents, an investor and a trustee. The investor first decides whether to invest in the trustee or not. If the investor does not invest, then both agents receive a payoff of 0. If the investor invests, then the trustee decides whether to
behave trustworthily or untrustworthily. If the trustee is trustworthy (i.e., s/he shares the gain stemming from the investment with the investor) both agents receive \( r \), where \( 0 < r < 1 \). If the trustee is untrustworthy (i.e., not sharing it with the investor), the trustee gets 1 while the investor gets \(-1\). Given a trusting investor, the TG is a social dilemma because: (i) the amount of total payoff (\( 2r \) or \( 0 \)) depends on the trustee’s strategy and (ii) the trustee maximises their payoff by being untrustworthy, which yields a higher payoff of 1 to the trustee but a lower total payoff of 0.

The TG in its original form is asymmetric, meaning that an agent exclusively plays either as an investor or as a trustee [20]. We consider a symmetric TG such that given a pair of agents, one plays as an investor and the other as a trustee: the role allocation is randomly determined with equal probability of \( \frac{1}{2} \). As an investor, one either invests in a trustee or not. As a trustee, one either acts trustworthy or untrustworthily. Hence, there are 4 strategies that an agent can take \{ \( IT, IU, NT, NU \) \}, where \( I \) and \( N \) respectively denote ‘invest’ and ‘not invest’, while \( T \) and \( U \) respectively denote ‘trustworthy’ and ‘untrustworthy’. The payoff matrix of the symmetric TG is given (up to the factor \( \frac{1}{2} \), which we hereafter omit) by

\[
\Pi = \begin{pmatrix}
IT & IU & NT & NU \\
2r & -1 + r & r & -1 \\
r + 1 & 0 & r & -1 \\
r & r & 0 & 0 \\
1 & 1 & 0 & 0
\end{pmatrix},
\]

where the elements denote the payoffs that an agent adopting the strategies in the rows acquires when interacting with an agent adopting the strategies in the columns. For instance, the payoff of an agent playing \( IT \) with an agent playing \( IU \) is \(-1 + r\).

A. Incentives

To promote prosocial behaviours (i.e., \( I \) and \( T \)), an institutional incentive scheme lowers the payoff of an agent who acts untrustworthily as a trustee towards an investing investor. The payoff matrix due to the penalty is given by

\[
P = \begin{pmatrix}
IT & IU & NT & NU \\
0 & 0 & 0 & 0 \\
-p & -p & 0 & 0 \\
0 & 0 & 0 & 0 \\
-p & -p & 0 & 0
\end{pmatrix},
\]

where \( p \geq 0 \) is the expected fine. We assume that each agent pays a tax \( f \geq 0 \) to maintain the incentive-providing institution. The payoff matrix due to the tax is given by \( F = -fJ_4 \), where \( J_4 \) is a \( 4 \times 4 \) matrix with every element being 1. Hence, the net payoff matrix \( A \) is given by

\[
A = \Pi + P + F.
\]

B. Evolutionary Game Dynamics

We assume a large population of agents that play the game specified by the payoff matrix \( A = [a_{ij}] \) and update their strategies by payoff-led social learning. For instance, an agent can occasionally compare its payoff with that of another agent randomly selected in the population, and imitate the strategy of that player if it has a higher payoff. Assuming that the probability for the imitation is proportional to the payoff difference, the evolution of the frequencies of the strategies in a well-mixed population is given by the replicator equations

\[
\dot{x}_i = x_i (\pi_i - \bar{\pi}) = x_i \left( \frac{4}{j=1} x_j a_{ij} - \frac{4}{l,j=1} x_l x_j a_{lj} \right),
\]

where the dot denotes the time derivative, \( x_i \) the frequency of the \( i \)-th strategy, with \( i \in \{1, 2, 3, 4\} \), \( x = (x_1, x_2, x_3, x_4) = (x_{IT}, x_{IU}, x_{NT}, x_{NU}) \), \( \pi_i \) the expected payoff for the \( i \)-th strategy, and \( \bar{\pi} \) the population-mean payoff. The state space is represented by the \( 3 \)-simplex \( \{ (x_1, x_2, x_3, x_4) : x_1, x_2, x_3, x_4 \geq 0, x_1 + x_2 + x_3 + x_4 = 1 \} \). The replicator dynamics of Eq. (4) in a well-mixed population leads to a mixture of \( NT \) and \( NU \) (equivalent to that of Fig. 1a).

1) Evolutionary Game Dynamics on Graphs: For analytical tractability, we assume that the network structure is specified by a random regular graph with node degree \( k \geq 3 \), where the agents occupy the nodes of the graph. The game interaction and strategy imitation take place only between neighbouring agents. Using the pair approximation method originally formulated for an infinitely large Caily tree that is well approximated by a large (random) regular graph [24], it is shown that the replicator equations on a regular graph are formally equivalent to those in a well-mixed population with a transformed payoff matrix [13]. Specifically, for the social learning, the replicator dynamics on a node degree \( k \) with the payoff matrix \( A = [a_{ij}] \) is equivalent to that on a well-mixed population with a payoff matrix \( C = [c_{ij}] = [a_{ij} + b_{ij}] \), where

\[
b_{ij} = \frac{(k + 3)a_{ii} + 3a_{ij} - 3a_{ji} - (k + 3)a_{jj}}{(k + 3)(k - 2)}.
\]
M

stability of an equilibrium is analysed with the signs of eigenvalues of the Jacobian matrix. Due to the condition (f), (a) For $p < p_{1,23}$, equilibria appear only on the vertices and edges. (b) For $p_{1,23} < p < p_{1,24}$, as $p$ crosses $p_{1,23}$, the equilibrium in the IT–IU–NT face emerges from the equilibrium on the IU–NT edge. Although the equilibrium in the face has two negative (real parts of) eigenvalues, it is unstable since the remaining eigenvalue is positive. (c) For $p_{1,24} < p < p_{1,2}$, as $p$ crosses $p_{1,24}$, the equilibrium in the IT–IU–NT face emerges from the equilibrium on the IT–NU edge. (d) For $p_{1,2} < p < p_{1,c}$, as $p$ crosses $p_{1,2}$, the equilibrium in the faces exit the simplex through the IT–IU edge and the IT vertex is globally asymptotically stable: from any initial conditions, trajectories converge to IT. Even a population state initially on the stable part of the line of equilibria eventually converges to IT. The state fluctuates along the line by neutral drift due to random perturbations. Once it has reached the unstable part of the line, an arbitrary small random perturbation can drive it to IT. (e) For $p_{1,c} < p < p_{a}$, as $p$ crosses the value $p_{1,c}$, which would be required for the evolution of IT in a well-mixed population, the equilibrium on the IU–NT edge moves toward the NT vertex. As $p$ increases and crosses $p_{a}$, the equilibrium merges with the NT vertex. For $p > p_{a}$, the population state spends most of the time on the NT vertex. Parameters: $r = 0.6, k = 10, p/p_{1,c} = p/(1 - r) = 0.2$ (a), 0.4 (b), 0.6 (c), 0.7 (d), 12 (e), and 80 (f).

Thus, the replicator equations on a graph are given by

$$
\dot{x}_i = x_i \left( \sum_{j=1}^{4} x_j (a_{ij} + b_{ij}) - \sum_{i,j=1}^{4} x_i x_j (a_{ij} + b_{ij}) \right),
$$

Due to the condition $\sum_{i=1}^{4} x_i = 1$, there are only three independent variables. Without loss of generality, we take $x_1$, $x_2$, and $x_3$ as independent variables.

III. Equilibria and Stability

To analyse the dynamical system of Eq.(6), we find all equilibria by solving zero states of it, $\dot{x}_1 = \dot{x}_2 = \dot{x}_3 = 0$. The stability of an equilibrium is analysed with the signs of eigenvalues of the Jacobian matrix $M$ at the equilibrium, where

$$
M = \begin{pmatrix}
\frac{\partial x_1}{\partial x_1} & \frac{\partial x_1}{\partial x_2} & \frac{\partial x_1}{\partial x_3} \\
\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2} & \frac{\partial x_2}{\partial x_3} \\
\frac{\partial x_3}{\partial x_1} & \frac{\partial x_3}{\partial x_2} & \frac{\partial x_3}{\partial x_3}
\end{pmatrix}.
$$

A. 1-Morphic Equilibria at the Vertices

1) $x_{u} = x_{NT} = x_{SU} = 0$: The equilibrium IT at the vertex $(x_1, x_2, x_3, x_4) = (x_{IT}, x_{UI}, x_{NT}, x_{NU}) = (1, 0, 0, 0)$ corresponds to a homogeneous state of the population, where all the agents use the same strategy IT. The equilibrium IT can be asymptotically stable: trajectories starting close enough to the equilibrium not only remain close enough but also eventually converge to it. The Jacobian $M = [m_{ij}]$ at the equilibrium IT is given by $m_{11} = \frac{-2k(p+2r)-3p}{k^2+k^2-r^2}, m_{22} = \frac{-k(p-r+1)+2p+3r}{k^2+k^2-r^2}, m_{33} = \frac{-k(1+1)+2k(p+2r)+3(p+2r)}{k^2+k^2-r^2}$ and $m_{44} = \frac{-k(p+r+1)+2p+3r}{k^2+k^2-r^2}$. $M$ has three eigenvalues $\lambda_{1,a} = \frac{-kr}{k^2-k^2}, \lambda_{1,b} = \frac{-k(1+k)+k^2-2k(p+2r)}{k^2+k^2-r^2}$, and $\lambda_{1,c} = \frac{-k(k+p+1)+k^2+3(p+2r)}{k^2+k^2-r^2}$. If and only if all the eigenvalues are negative, the equilibrium is asymptotically stable. This condition is satisfied in the following three cases.

Case $r < \frac{k}{2}$: $(k < k_{1,a} \land p > p_{1,a}) \lor (k > k_{1,a} \land p > p_{1,b}) \Rightarrow \lambda_{1,a}, \lambda_{1,b}, \lambda_{1,c} < 0$, where $k_{1,a} = \frac{1}{2} \sqrt{5r^2+2r+1}$. Case $p > p_{1,b}$ (Fig.1d). Case $\frac{k}{2} < r: (k < k_{1,b}) \lor (k > k_{1,b} \land p > p_{1,b})$, where $k_{1,b} = \frac{3r-1}{k^2}$. As $k \to \infty$ and, consequently, $p_{1,b} \to p_{1,c} = 1 - r$, we recover a well-mixed population, where IT is asymptotically stable for $p > p_{1,c}$. Since $p_{1,b} < p_{1,c}$.
in this context punishment promote the prosocial strategy IT in structured populations more efficiently than it does in a well-mixed population. If any of the eigenvalues is positive, IT is unstable.

2) $x_r = x_a = x_{aw} = 0$: The equilibrium $IU = (0, 1, 0, 0)$ is unstable since one of the eigenvalues is positive, $\lambda_{2,a} = \frac{(k-2)r}{2(k-1)} + r > 0$ (Fig. 1a).

3) $x_r = x_a = x_{aw} = 0$: The equilibrium $NT = (0, 0, 1, 0)$ is unstable since one of the eigenvalues is positive, $\lambda_{3,a} = \frac{kr}{k-2} > 0$ (Fig. 1a).

4) $x_r = x_a = x_{aw} = 0$: The equilibrium $NU = (0, 0, 0, 1)$ can be stable. It has the eigenvalues $\lambda_{4,a} = 0, \lambda_{4,b} = -\frac{k(k+p+1)}{k^2+k-6} < 0$ and $\lambda_{4,c} = \frac{3pr(2r-3)+kr-6r}{k^2+k-6}$. Since one of the eigenvalues is 0, $NU$ is not asymptotically stable. However, it can be (Lyapunov) stable if none of the eigenvalues is positive: trajectories starting close enough to the equilibrium remain close enough to it. We have $p \leq p_4 \iff \lambda_{4,c} < 0 \iff \text{a stable equilibrium, where } p_4 = \frac{1}{3}(k^2 - 2kr - k - 6r)$ (Fig. 1a). We have $p > p_4 \implies \lambda_{4,c} > 0 \iff \text{an unstable equilibrium (Fig. 1f).}$

B. 2-Morphic Equilibria on the Edges

1) $x_r = x_a = 0$: The equilibria on the IT–NU edge is unstable. It can be found by solving $\pi_{IT}(x_{IT,14}, 0, 0, 1, x_{IT,14}) = \pi_{NU}(x_{IT,14}, 0, 0, 1, x_{IT,14})$, which yields $x_{IT,14}^* = \pi_{IT}(x_{IT,14}, 0, 0, 1, x_{IT,14})$, where $x_{IT,14}^* = \frac{k^2 - 2k + 3p}{(k^2 + k - 6)(p + 2r)}$. The condition for the existence of an equilibrium (i.e., $0 < x_{IT,14}^* < 1$) is satisfied in the following cases. Case $r \leq \frac{1}{2} (2 + \sqrt{3})$; $p_{1,a} < p < p_4$. Case $\frac{1}{2} (2 + \sqrt{3}) < r \leq \frac{1}{2}$; $k \leq \frac{1}{k_{1,a}} \land p_{1,a} < p < p_4$, $k_{1,a} < k < k_{1,4,b} \land p < p_4$. Case $\frac{1}{2} < k \leq k_{1,4,b}$; $k \leq k_{1,4,b} \land 0 < p < p_4$. Case $k > k_{1,4,b}$; $k = k_{1,4,b} \land 0 < p < p_4$. Since $p < p_4$, the equilibrium is unstable since one of the eigenvalues is positive: $\lambda_{14,a} = x_{IT,14}^*(1 - x_{IT,14}^*) = (p + 2r) > 0$.

2) $x_r = x_{aw} = 0$: The equilibrium $x_{IT,14}^* = (0, x_{IT,14}^*, 1 - x_{IT,14}^*, 0)$ on the $IU$–NT edge is unstable, where $x_{IT,14}^* = \frac{1}{2} - \frac{r}{2(k-2)(p+2r)}$. The condition for the existence of an equilibrium (i.e., $0 < x_{IT,14}^* < 1$) is $p < (k-2)r$ (Fig. 1a). Since one of the eigenvalues is negative, $\lambda_{23,a} = -x_{IT,14}^*(1 - x_{IT,14}^*) = (p + 2r) < 0$, the signs of the remaining two eigenvalues determine the stability of the equilibrium. The sum of the remaining eigenvalues is $\lambda_{23,b} + \lambda_{23,c} = Tr - \lambda_{23,a} = \frac{r}{k^2 + k - 6} > 0$, where $Tr$ is the trace of the Jacobian matrix. The equilibrium is unstable since at least one of the two eigenvalues is positive.

3) $x_r = x_a = 0$: The NT–NU edge is a line of equilibria, a part of which can be stable. $\pi_{NU}(0, 0, 1, x_{NU}, x_{NU}) = \pi_{NU}(x_{NU}, 0, 0, 1, x_{NU}) = 0$ holds for all $0 < x_{NU} < 1$. The eigenvalues at an equilibrium $(0, 0, 1, x_{NU}, x_{NU})$ are $\lambda_{34,a} = 0, \lambda_{34,b} = -\frac{(k^2 + k - 6)(r_{IX} - 1) + p(k - 3r_{X3}) + r_{IX} - 3r_{X3}}{k^2 + k - 6}$ and $\lambda_{34,c} = -\frac{k (r + 1) x_{NU} + (k + 3) r x_{NU} + p + 2 r}{k^2 + k - 6}$. Note that $\lambda_{34,b} < \lambda_{34,c}$. Although the equilibrium cannot be asymptotically stable due to $\lambda_{34,a} = 0$, it is stable if and only if $\lambda_{34,b} < 0$ and $\lambda_{34,c} < 0$, which can be satisfied on a part of the line of equilibrium as follows. For $p < p_4$, $(0, 0, 1, x_{NU}, x_{NU})$ is stable with $x_{NU} \geq x_{NU,14}$ and unstable with $x_{NU} < x_{NU,14}$, where $x_{NU,14} = \frac{k^2 + k - 6}{k^2 r + k^2 + k + 3p - 6r}$. For $p > p_4$, the whole line of equilibria $(0, 0, 1, x_{NU}, x_{NU})$ is unstable.

4) $x_r = x_{aw} = 0$: There is no equilibrium on the IT–NT edge since $\pi_{IT}(x_{IT,0}, 0, 1 - x_{IT,0}) - \pi_{IT}(x_{IT,0}, 0, 1 - x_{IT,0}) = \frac{k r}{k^2 - 2} > 0$, whereas $\pi_{IT} = \pi_{IT} \text{ should hold at an equilibrium.}$

5) $x_r = x_{aw} = 0$: There is no equilibrium on the $IU$–NU edge since $\pi_{IU}(0, x_{IU}, 0, 1 - x_{IU}) - \pi_{NU}(0, x_{IU}, 0, 1 - x_{IU}) = \frac{k r}{k^2 - 2} < 0$, where $0 < x_{ IU} < 1$.\[\text{Penalty } p, \text{ Node degree } k\]
The authors would like to thank Naoki Masuda for helpful comments.
Fig. 3. The frequency $x_{IT}$ of the prosocial strategy $IT$ and population-mean payoff at the evolutionary stable state in terms of penalty size $p$ in a structured population. While the evolution of $IT$ is maintained for $p \geq p_{1,b}$, the mean payoff is optimal at $p = p_{1,c}$. Parameters: $r = 0.6, k = 10, f = p$.
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