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Abstract: The aim of this research is to propose a hybrid decision-making model for evaluation and selection of quality methods whose application leads to improved reliability of manufacturing in the process industry. Evaluation of failures and determination of their priorities are based on failure mode and effect analysis (FMEA), which is a widely used framework in practice combining with triangular intuitionistic fuzzy numbers (TIFNs). The all-existing uncertainties in the relative importance of the risk factors (RFs), their values, applicability of the quality methods, as well as implementation costs are described by pre-defined linguistic terms which are modeled by the TIFNs. The selection of quality methods is stated as the rubber knapsack problem which is decomposed into subproblems with a certain number of solution elements. The solution of this problem is found by using genetic algorithm (GA). The model is verified through the case study with the real-life data originating from a significant number of organizations from one region. It is shown that the proposed model is highly suitable as a decision-making tool for improving the manufacturing process reliability in small and medium enterprises (SMEs) of process industry.
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1. Introduction

Nowadays, the problem of increasing reliability of manufacturing process, which represents the core of any industrial enterprise, affects the realization of business goals so that it is an interesting field of research for both researchers and practitioners. According to the results of the best practice, and literature sources [1], it can be said that failures have the greatest impact on the reliability of the manufacturing process. Although there is a significant number of production and organization concepts, such as world class manufacturing (WCM), just-in-time (JIT), the scope of this paper is set to the lean manufacturing and in compliance with that, failures leading to lean waste are identified. According to the lean concept [2], there are seven types of waste found in any process: transportation, inventory, motion, waiting, overprocessing, overproduction, and defect. Later, Liker [3] introduced waste related to underutilization of labor creativity, and it is denoted as Unused employee creativity. Reducing or eliminating the impact of identified failures can be performed by implementing various quality methods.

Quality methods are extremely important, because without reliable and complete information, it is practically impossible to undertake effective measures aimed at improving manufacturing processes [4,5].

There are many quality methods that are defined in the literature [6,7]. Application of these quality methods can lead to the simultaneous elimination or reduction of the
impact of one or more identified failures of the manufacturing process. Respecting the limited resources (money, time, etc.), it can be concluded that it is almost impossible to implement a number of quality methods at the same time. In practice, the basic task of the reliability manager is how to choose a set of quality methods whose application of the considered problem can be effectively solved in the shortest possible time. Many authors suggest that the choice of quality methods should be based on the priority of failures [8–11]. Experiences of best practice show that decision makers (DMs), when choosing quality methods, respect many criteria besides the priority of failures. In this research, the authors suggest that in determining the set of quality methods, besides the mentioned, it is necessary to consider applicability of methods and implementation costs due to limited financial resources of small and medium enterprises in the manufacturing industry. Prioritization can be seen as a problem in itself. According to [12], the priority assessment under an uncertain environment is based on the failure mode and effect analysis (FMEA) which is combined with fuzzy sets theory [13], as in this research. In other words, evaluation of failures is performed by respecting to risk factors (RFs): severity, occurrence, and detection. According to suggestions of Liu [14], in this research, assumptions were introduced: (i) RFs have not equal the relative importance, and (ii) the relative importance of RFs and their values can be adequately described in linguistic terms, and (iii) the priority of failures is based on the rank of risk priority number (RPN) which is calculated as the product of these three RFs with respects to their weights.

Respecting the nature of human thinking, it can be said that DMs hardly give an accurate evaluation of uncertain data in practical decision problems. Hence, DMs express their assessments easier when using natural language words instead of the precise numbers. The development of theories of mathematics, such as the theory of intuitive fuzzy sets (IFSs) [15] allows vagueness to be represented fairly quantitatively. The advantages of using IFSs are: (1) transient stages during decision making can be rendered by intuitionistic indices, and (2) it is possible to foresee the best and worst results.

As it is known, in the manufacturing process management literature, it is almost impossible to find papers where the problem of choosing the quality methods set is considered as a combinatorial optimization problem. Since, in this research, the treated problem is stated as a rubber knapsack problem which represents the version of the classic 0–1 knapsack problem (0–1 KP) with the goal of finding, in a set of items of given values and weights, the subset of items with the highest total value, subject to a total weight constraint [16,17]. This can be marked as one of this paper’s novelties. Finding the optimal solution of the considered problem is based on using the genetic algorithm (GA) [18]. By using GAs, perform a search in complex, and large landscapes, and provide near-optimal solutions for objective function an optimization problem. In the literature, GA is a widely used metaheuristic method for solving difficult nondeterministic polynomial time (NP) problems from different domains [19–21], as in this research.

Motivation for this research comes from the fact that there are almost no literature sources that treat the selection of quality methods where uncertainties are given by exact ways.

The wider objective of this research may be interpreted as: (1) identification of failures in manufacturing process in SMEs of the process industry, (2) assessment identified failures based on FMEA, (3) modelling of the existing uncertainties are performed by using triangular intuitionistic fuzzy number (TIFN) [22,23], (4) the priority of failure is determined by applying the RPN with TIFNs with respects to RF weights, (6) selection of quality methods is stated as KP, and obtaining an adequate set of quality methods is based on the application of GA. The authors believe that the solution obtained in this way is significantly less burdened by the subjective attitudes of DMs, and therefore the effectiveness of solving the problem of reliability of the manufacturing process is significantly better.

The paper is organized in the following way: In Section 2, there is a literature review. Methodology is presented in Section 3. The proposed Algorithm is presented in Section 4. The case study is presented in Section 5. Conclusion and discussion are given in Section 6.
2. Literature Review

In the literature, there are no proposed procedures, rules, or recommendations on how to choose quality methods whose application improves the reliability of the manufacturing process. With the respect to the best industrial practice, it can be said that the choice of quality methods is always based on the knowledge and experience of reliability managers. In this way, the chosen set of quality methods is significantly burdened by the subjective attitudes of DMs. In order to increase the accuracy of the solution, in this research, the treated problem is stated as a discrete optimization problem and the solution is given by exact ways.

The classical KP can be defined as filling knapsack with a given set of objects with associated values, and space requirements associated with them although these problems have a simple structure, but they are known to be NP-hard. The KP has very important applications in the financial and industry domains, such as resource distribution, investment decision-making, items shipment, budget controlling, production planning [17], etc. There are many variants of KPs which are presented in the research literature.

In this research, the considered problem should be stated as KP which does not have a fixed value constraint. The knapsack constraint is not a specific value but a function of the number of solution elements. In the relevant literature, this version of KP is more complex than 0–1 KP and is relatively rarely investigated. The solution to this problem can be solved in different ways. In this paper, the solution to the considered problem is found by decomposing the given problem into subproblems with a certain number of solution elements. Each of the subproblems described above is a 2-dimensional KP. Each obtained solution can be further decomposed into several possible subversions due to the fact that many quality methods have the same applicability and/or implementation costs, so they are equivalent from the point of view of solution optimality.

Many researchers suggest applying GA for solving KPs [24,25]. Initially, GA generates randomly a population consisting of representative individuals (chromosomes) over which genetic operators of mutation, crossbreeding, and selection are successively applied. Fitness function is defined through the goal function of the considered problem. Based on the value of fitness function, a decision is made whether a representative individual remains in the population or not. In this way, a randomly selected population is transformed into a new population.

In classical KPs problems, all variables are described by precise numbers. In real life problems that exist in a changing environment, it is almost impossible to use precise measurement scales. Since, DMs better express their assessments of the relative importance and values of variables by using linguistic expressions. The development of theories of mathematics, such as the theory of fuzzy sets [13], has enabled these linguistic terms to be presented quantitatively in a sufficiently good way. In the literature, there are a large number of papers in which the relative importance of RFs and its values are modeled by: (i) type 1 fuzzy sets [26–28], (ii) the interval type 2 fuzzy numbers [10,29,30], and (iii) intuitionistic fuzzy sets [31–33]. The intuitionistic fuzzy set using two characteristic membership functions expressing the degree of membership and the degree of non-membership of elements of the universal set. It can cope with the presence of vagueness and hesitancy originating from imprecise [15]. It may be suggested that the natural language words can be adequately quantitatively described by using intuitionistic fuzzy sets.

Many authors suggest that the assessment of the relative importance of RFs should be set as a fuzzy group decision making problem. Aggregation DMs opinions into a single rating can be obtained by applying different operators, for instance: the intuitionistic fuzzy weighted average operator [34], intuitionistic fuzzy analytic hierarchy process [35,36], the utilized methods [37], fuzzy geometric mean [38], fuzzy averaging operator [39]. In this paper, all DMs originate from SMEs in which the same economic activity is realized, so to determine the aggregated value of the weight of risk RFs it is adequate to apply a fuzzy averaging operator as in [39].
3. Methodology

They base their assessments on knowledge and experience as well as data from records.

3.1. Basic Definitions of Intuitionistic Fuzzy Sets

**Definition 1.** An intuitionistic fuzzy set $A$ in the universe of discourse $X$ is defined with the form [15]:

$$
\tilde{A} = (x, \mu_A(x), \theta_A(x)|x \in X),
$$

where:

The numbers $\mu_A(x) \to [0,1]$ and $\theta_A(x) \to [0,1]$ denote the membership degree and non-membership degree.

With the condition

$$
0 \leq \mu_A(x) + \theta_A(x) \leq 1, \forall x \in X
$$

$$
\pi_A(x) = 1 - \mu_A(x) - \theta_A(x)
$$

$$
0 \leq \pi_A(x) \leq 1, \forall x \in X
$$

The value of $\pi_A(x)$ is called the degree of indeterminacy (or hesitation). The smaller $\pi_A(x)$, more certain $\tilde{A}$.

**Definition 2.** An IFS $\tilde{A} = (x, \mu_A(x), \theta_A(x)|x \in X)$ of the real line is called an intuitionistic fuzzy number (IFN) whose membership function and non-membership function are defined as follows [40]:

$$
\mu_{\tilde{A}}(x) = \begin{cases} \frac{x-a}{b-a} \mu_A(x) & \text{if } a \leq x < b \\ \mu_A(x) & \text{if } x = b \\ \frac{c-x}{c-b} \mu_A(x) & \text{if } b < x \leq c \\ 0 & \text{else} \end{cases}
$$

(2)

and

$$
\theta_{\tilde{A}}(x) = \begin{cases} \frac{b-x+(x-a)\theta_A(x)}{b-a} & \text{if } a \leq x < b \\ \theta_A(x) & \text{if } x = b \\ \frac{x-b+(c-x)\theta_A(x)}{c-b} & \text{if } b < x \leq c \\ 1 & \text{else} \end{cases}
$$

(3)

where $a, b, c$ are real numbers, and $a \leq b \leq c$.

TIFN can be denoted as

$$
\tilde{A} = ([a,b,c]; \mu_A(x), \theta_A(x)).
$$

(4)

**Definition 3.** In compliance with the Definition 2, let $\tilde{A} = ([a_1,b_1,c_1]; \mu_{\tilde{A}}(x), \theta_{\tilde{A}}(x))$ and $\tilde{B} = ([a_2,b_2,c_2]; \mu_{\tilde{B}}(x), \theta_{\tilde{B}}(x))$ be two positive TIFNs. Additionally, $\lambda$ is the real number. The operations of these TIFNs are given by [41]:

$$
\tilde{A} + \tilde{B} = ([a_1 + a_2, b_1 + b_2, c_1 + c_2]; \min(\mu_{\tilde{A}}(x), \mu_{\tilde{B}}(x)), \max(\theta_{\tilde{A}}(x), \theta_{\tilde{B}}(x)))
$$

(5)

$$
\tilde{A} - \tilde{B} = ([a_1 - c_2, b_1 - b_2, c_1 - a_2]; \min(\mu_{\tilde{A}}(x), \mu_{\tilde{B}}(x)), \max(\theta_{\tilde{A}}(x), \theta_{\tilde{B}}(x)))
$$

(6)

$$
\tilde{A} \cdot \tilde{B} = ([a_1,a_2,b_1,b_2,c_1,c_2]; \min(\mu_{\tilde{A}}(x), \mu_{\tilde{B}}(x)), \max(\theta_{\tilde{A}}(x), \theta_{\tilde{B}}(x)))
$$

(7)

$$
\lambda \cdot \tilde{A} = ([\lambda a_1, \lambda b_1, \lambda c_1]; \mu_{\tilde{A}}(x), \theta_{\tilde{A}}(x))
$$

(8)

$$
\tilde{A}^\lambda = ([a_1^\lambda, b_1^\lambda, c_1^\lambda]; \mu_{\tilde{A}}(x), (1 - (1 - \theta_{\tilde{A}}(x))^\lambda))
$$

(9)

$$
(\tilde{A})^{-1} = ([\frac{1}{a_1}, \frac{1}{b_1}, \frac{1}{c_1}; \mu_{\tilde{A}}(x), \theta_{\tilde{A}}(x))
$$

(10)
Definition 4. A usual defuzzification method can be defined as mapping IFNs into scale value and taking the median \([42]\), so that:

\[
a = \frac{1}{12}((a_1 + 4b_1 + c_1) \cdot (1 - \theta_A(x) + \mu_A(x))
\]

(11)

Definition 5. Let \(\tilde{A} = ([a_1, b_1, c_1]; \mu_A(x), \theta_A(x))\) and \(\tilde{B} = ([a_2, b_2, c_2]; \mu_B(x), \theta_B(x))\) be two positive TIFNs. The Hamming distance \([43]\) is:

\[
d_H = \frac{1}{3}(|a_1 - a_2| + |b_1 - b_2| + |c_1 - c_2|) + \text{max}(|\mu_A(x) - \mu_B(x)|, |\theta_A(x) - \theta_B(x)|)
\]

(12)

3.2. Definition of a Finite Set of Decision Makers

In this manuscript, the term DM means the FMEA team of each company. It is common for the FMEA team at the level of each company to be composed of: production manager, FMEA leader, and quality manager. It should be emphasized that they make the decision by consensus. DMs can be presented by the set \(e = \{1, \ldots, e, \ldots, E\}\) The total number of considered DMs is marked with \(E\), DM index \(e = 1, \ldots, E\).

3.3. Choice of Appropriate Linguistic Variables for Describing the Relative Importance of RFs

Defining a set of RFs against which failures are evaluated can be formally presented as a set \(\{1, \ldots, k, \ldots, K\}\). Total number of RFs is denoted as \(K\), and \(k, k = 1, \ldots, K\) is index of RF. In conventional FMEA \([44]\) three RFs are defined: severity of consequence \((k = 1)\), frequency of failure \((k = 2)\), and possibility of detecting failure \((k = 3)\), as in this research.

In compliance with the evidence from literature \([10,14]\), the RFs may have different relative importance. The fuzzy rating of the relative importance of RFs are based on the pre-defined linguistic expressions and their corresponding TIFNs are presented in the Table 1.

Table 1. The relative importance of RFs.

| TIFNs             | \([1, 1, 3.5]; 0.8, 0.1\) | \([1, 3.5, 5]; 0.6, 0.3\) | \([2.5, 5.5]; 0.7, 0.2\) |
|-------------------|-----------------------------|----------------------------|-----------------------------|
| low importance (L)| \(\begin{array}{c}
\text{medium importance (M)}
\end{array}\) | \(\begin{array}{c}
\text{high importance (H)}
\end{array}\) |

The domains of these TIFNs are defined into real line into interval \([1–5]\). The value 1 indicates the lowest and the value 5 the highest relative importance of the considered RFs. The overlap of TIFNs describing the relative importance of RFs is large. This indicates a lack of knowledge of DMs about the importance of the considered criteria in SMEs of the manufacturing sector.

3.4. Choice of Appropriate Linguistic Variables for Describing the RF Values, Applicability of Quality Methods, and Implementation Costs of Quality Methods

In the production process, numerous failures can occur, which can be formally represented by the set of indices \(\{1, \ldots, i, \ldots, I\}\), where \(I\) presents the total number of failures, and the index of each failure is denoted as \(i, i = 1, \ldots, I\). In this research, failures that are identified at the level of each observed SME are considered.

Analysis and reduction of the identified failures can be performed by applying numerous quality methods that can be formally represented by the set of indices \(\{1, \ldots, m, \ldots, M\}\). The total number of quality methods is denoted as \(M\), and \(m, m = 1, \ldots, M\) is index of quality method. In this research, quality methods are selected according to \([6]\).

The evaluation of the value of RFs, \(\tilde{v}_{ik}\) is performed by DM at the level of each SME. Applicability of quality method \(m\) for failure analysis \(i, \tilde{v}_{mi}, i = 1, \ldots, I\), are assessed by quality manager at the level of each considered SME and presented in Table 2.
Table 2. The RF values and degree of belief that quality methods are applicable.

| TIFNs                        | RF values and degree of belief |
|------------------------------|--------------------------------|
| very low value (VLV)         | ([1, 1, 2.5]; 0.65, 0.3)      |
| low value (LV)               | ([2, 3.5, 5]; 0.7, 0.25)      |
| medium value (MV)            | ([3.5, 5, 6.5]; 0.5, 0.45)    |
| high value (HV)              | ([6, 7.5, 9]; 0.75, 0.2)      |
| very high value (VHV)        | ([7.5, 9, 9]; 0.8, 0.15)      |

The domains of these TIFNs are defined in the common measurement scale [1–9]. The value 1 indicates the lowest and the value 9 indicates the highest values of RFs.

Implementation costs of considered quality methods, $\tilde{c}_m$ were evaluated by the quality manager and presented in Table 3.

Table 3. Implementation costs.

| DESCRIPTION               | TIFNs                                      |
|---------------------------|--------------------------------------------|
| Extremely low cost (C1)   | Implementing quality methods requires almost no cost ([0, 0.1, 0.25]; 0.7, 0.25) |
| Very low value (C2)       | The implementation of the quality method does not require equipment ([0.1, 0.3, 0.6]; 0.65, 0.3) |
| Medium value (C3)         | Implementing the method requires standard equipment ([0.3, 0.55, 0.7]; 0.55, 0.4) |
| High value (C4)           | Implementation of quality methods requires the use of computer equipment ([0.5, 0.75, 0.9]; 0.6, 0.3) |
| Very high value (C5)      | Implementation of quality methods requires expensive specialized equipment ([0.7, 0.95, 1]; 0.65, 0.3) |

The domains of these TIFNs are defined in the common measurement scale [0, 1]. The value 0 indicates the lowest and the value 1 indicates the highest values of implementation costs.

4. The Proposed Algorithm

Step 1. The relative importance of RF $k, k = 1, ..., K$ is assessed by each DM $e, e = 1, .., E$:

$$\tilde{W}_e^k$$ (13)

Step 2. The aggregated relative importance of RF $k, \tilde{W}_k, k = 1, ..., K$, is given by using the fuzzy averaging operator:

$$\tilde{W}_k = \frac{1}{E} \sum_{e=1}^{E} \tilde{W}_e^k$$ (14)

Step 3. The representative scalar of TIFN, $\tilde{W}_k, W_k, k = 1, ..., K$, is given by using the defuzzification procedure [42].

Step 4. Construct the weights vector of RFs, $[\omega_k]_{1 \times K}$. The element of weights vector of RFs, $\omega_k$ given by using the linear normalization procedure, so that:

$$\omega_k = \frac{W_k}{\sum_{k=1,...,K} W_k}$$ (15)

Step 5. The value of each RF, $k = 1, ..., K$ for each failure $i, I = 1, ..., I$ is assessed by DM and could be presented by TIFN, $\tilde{v}_{ik}$.

Step 6. Determine the priority index for each failure $i, I = 1, ..., I$ by using fuzzy geometric mean:

$$\tilde{RPN}_i = \prod_{k=1,...,K} (\tilde{v}_{ik})^{\omega_k}$$ (16)

Step 7. Degree of beliefs that quality methods are applicable to the analysis of identified failure, $\tilde{z}_{mi}$ and costs of implementation of quality methods, $\tilde{c}_m$ are assessed by DM.

Step 8. Determine the applicability of the quality method, $\tilde{z}_{mi}$, to eliminate failure $i, m = 1, ..., M; I = 1, ..., I$:

$$\tilde{z}_{mi} = \tilde{v}_{mi}^{\omega_k} \tilde{RPN}_i$$ (17)
Step 9. The normalized value of applicability of the quality method \( m \) at the level of failure \( i \), \( m = 1, ..., M \); \( I = 1, ..., I \), is:

\[
\tilde{r}_{mi} = \frac{\tilde{z}_{mi}}{\tilde{z}^*}
\]

where, \( \tilde{z}^* \) is the maximum applicability of the method, so that:

\[
\tilde{z}^* = VHV \prod_{k=1,...,K} (VHV)^{\omega_k}
\]

Step 10. The total applicability of the method \( m \), \( m = 1, ..., M \) is obtained according to the expression:

\[
\tilde{r}_m = \max_{i=1,...,I} (\tilde{r}_{mi})
\]

Ranking of uncertain values, \( \tilde{r}_{mi} \) is performed according to crisp values \( r_{mi} \), so that:

\[
r_m = \max_{i=1,...,I} \text{defuzz} (\tilde{r}_{mi})
\]

Step 11. Let us set the KP problem:

The fitness function:

\[
\max_{j=1,...,J} \sum_{d=1} d(\tilde{r}_m, \tilde{c}_m) \quad j \in \{1, ..., m, ..., M\}
\]

where, \( d(\tilde{r}_m, \tilde{c}_m) \) is calculated as the Hamming distance between two TIFNs [43].

The objective to:

\[
\frac{1}{J-1} \sum_{j=1} d(\tilde{c}_m, \tilde{c}) \leq \frac{1}{M-1} \sum_{m=1} d(\tilde{c}_m, \tilde{c})
\]

where:

\[
\tilde{c} = \frac{1}{M} \sum_{m=1} \tilde{c}_m
\]

And

\[
d(\tilde{r}_m, \tilde{c}_m) = \begin{cases} 1 & \text{if object } j \text{ is selected} \\ 0 & \text{otherwise} \end{cases}
\]

Step 12. The near optimal solution of the treated KP problem is found by using GA. The encoding schemes are differentiated according to the problem domain. The well-known encoding schemes are binary, octal, hexadecimal, value-based, and tree. Binary encoding is the used encoding scheme in this paper. Each chromosome is represented using a binary string. In binary encoding, every chromosome is 0 or 1. In knapsack problem, binary encoding is used in GA to show the presence of items, 1 for the presence of an item and 0 for the absence of an item.

The initial parameter setting with a population of 100 individuals was gradually reduced to 30 without loss in solution quality, also a further increase in the number of interactions over 1000 was not significant.

The parameters of the applied GA are: generational GA, roulette wheel parent selection, elitism 0.05%, number of individuals in the population 30, selection 0.95, mutation 0.02, and number of iterations 1000. Furthermore, a part of the code of the implemented GA is given, which provides the condition that the chromosome has a precisely determined number of units. In this way, the generation of correct units is ensured without the need for subsequent rejection of defective ones. The following part of the code is given below:
public string Generate(int NumberOfAllMeasures, int NumberOfMeasures)
{
    string ret = new string('0', NumberOfAllMeasures);
    int[] measuresRB = new int[NumberOfAllMeasures];
    double[] measuresRand = new double[NumberOfAllMeasures];
    for (int i = 1; i <= NumberOfAllMeasures; i++)
    {
        measuresRB[i-1] = i-1;
        measuresRand[i-1] = random.NextDouble();
    }
    Array.Sort(measuresRand, measuresRB);
    char[] ch = ret.ToCharArray();
    for (int i = 1; i <= NumberOfMeasures; i++)
    {
        ch[measuresRB[i-1]] = '1';
    }
    return new string(ch);
}

5. Case Study

In this research, the research is realized in 24 manufacturing SMEs located in Bosnia and Herzegovina (B&H). Respecting the official data, it can be said that: (i) account of considered SMEs for more than 15% of total gross domestic product (GDP), (ii) about 20% of total employment in B&H, and (iii) almost 90% of exports, such as they have a significant impact on economic growth in B&H. Experiences of good practice show that one of the most important problems of an operational management team is to maintain the reliability of the manufacturing process over a long period of time. In this way, the defined business goals of the company can be realized to a high degree. Improving the reliability of the manufacturing process is realized through the accurate identification of potential failures and through the selection of adequate quality methods by which the identified failures are reduced and/or eliminated.

As is known in the literature, there are no procedures or recommendations on how to identify failures in manufacturing processes or how to choose quality methods, which leads to increased reliability of the manufacturing process. Experiences of best practice in the process industry show that failure identification is always based on evidence data and experience and knowledge of decision makers, as in this research. The set of quality methods that can potentially be applied is defined according to the recommendations from the relevant literature.

Assessment of the relative importance of RFs, their values, applicability of treated quality methods, as well as the costs of implementation were obtained using the interview method. Questionnaires were sent to the FMEA team asking them to express all estimates using the given pre-defined linguistic expressions. They also returned the completed questionnaires by e-mail.

The Illustration of the Proposed Model

Fuzzy assessment of the relative importance of RFs is performed by DM at the level of each SME (Step 1 of the proposed Algorithm). This is presented in Table 4.
Table 4. Fuzzy rating of the relative importance of RFs.

|   | E = 1 | E = 2 | E = 3 | E = 4 | E = 5 | E = 6 | E = 7 | E = 8 | E = 9 | E = 10 | E = 11 | E = 12 | E = 13 | E = 14 | E = 15 | E = 16 | E = 17 | E = 18 | E = 19 | E = 20 | E = 21 | E = 22 | E = 23 | E = 24 |
|---|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| K = 1 | H   | H   | M   | H   | H   | M   | H   | H   | M   | H   | H   | M   | H   | H   | H   | M   | H   | H   | H   | H   | H   | H   | M   |      |
| K = 2 | H   | M   | M   | M   | M   | M   | H   | H   | L   | M   | M   | M   | M   | M   | M   | L   | H   | M   | H   | H   | M   | M   | M   |      |
| K = 3 | L   | H   | H   | M   | H   | H   | L   | M   | M   | L   | L   | L   | L   | L   | L   | M   | M   | M   | M   | M   | M   | M   | L   | H   |
The proposed aggregation and defuzzification procedures (Step 2 to Step 3 of the proposed Algorithm) is illustrated for example ($k = 1$):

$$\tilde{W}_1 = \frac{1}{24} \cdot (18 \cdot H + 6 \cdot M) = \frac{1}{24} \cdot ([51, 111, 120]; 0.6, 0.3) = ([2.13, 4.63, 5]; 0.6, 0.3)$$

The precise number of TIF $\tilde{W}_1, W_1$ is:

$$W_1 = \frac{1}{12} \cdot (2.13 + 4.63 + 5) \cdot (1 - 0.3 + 0.6) = 2.776$$

Similarity, the relative importance of the rest RFs are given:

$$\tilde{W}_2 = ([1.375, 3.666, 4.875]; 0.6, 0.3) \text{ and } W_2 = 2.266$$
$$\tilde{W}_3 = ([1.312, 2.771, 4.375]; 0.6, 0.3) \text{ and } W_3 = 1.817$$

The weights vector (Step 4 of the proposed Algorithm) is:

$$\omega_k = \frac{W_k}{\sum_{k=1}^{\ldots}W_k}$$

$$\begin{bmatrix} 0.40, & 0.33, & 0.26 \end{bmatrix}$$

The assessment values of RFs for SME ($e = 1$) are given in a Table 5 (Step 5 of the proposed Algorithm):

| Lean Waste | Failures | S | O | D | Lean Waste | Failures | S | O | D |
|------------|----------|---|---|---|------------|----------|---|---|---|
| Overprocessing | Inadequate level of automation ($I = 1$) | HV | HV | VLV | | Inadequate use of automation ($I = 23$) | VLV | VLV | HV |
| | Inadequate processing modes ($I = 2$) | MV | LV | MV | | Poor assessment of market demands ($I = 24$) | MV | LV | MV |
| | Worker error ($I = 3$) | MV | MV | MV | | Poor application of just in case logic ($I = 25$) | HV | MV | MV |
| | Product design requires too many processing steps ($I = 4$) | LV | VLV | VLV | | Low knowledge and skills of employees ($I = 26$) | LV | MV | VLV |
| | Too many processing processes, too many iterations ($I = 5$) | MV | LV | VLV | | Poor workplace ergonomics ($I = 27$) | VLV | HV | VLV |
| | Customer needs are not clear ($I = 6$) | VHV | LV | HV | | Large distance between operations ($I = 28$) | MV | MV | VLV |
| Inventory | Imbalance of material flow ($I = 7$) | LV | LV | VLV | | Frequent hand movements ($I = 29$) | HV | MV | LV |
| | The unreliability of suppliers ($I = 8$) | LV | VLV | VLV | | Multiple taking the same piece ($I = 30$) | MV | HV | LV |
| | Excessive supply of raw materials ($I = 9$) | VHV | VLV | VLV | | Employees have to move to get information ($I = 31$) | MV | MV | MV |
| | Poor communication ($I = 10$) | LV | LV | LV | | Manual work to compensate for some shortcomings in the production process ($I = 32$) | MV | MV | MV |
| | Protection of the company from risk and unexpected event ($I = 11$) | MV | VLV | LV | | Inexperience of the operator ($I = 33$) | HV | MV | LV |
Table 5. Cont.

| Lean Waste | Failures | S | O | D | Lean Waste | Failures | S | O | D |
|------------|----------|---|---|---|------------|----------|---|---|---|
|            | Not understanding the process flow (I = 12) | VLV | VLV | LV | Waiting for material between operations (I = 34) | LV | LV | VLV |
|            | Inadequate layout of technological equipment (I = 13) | MV | LV | VLV |
|            | Large storage space (I = 14) | LV | VLV | VLV |
|            | Communication failure (I = 15) | VLV | MV | LV |
|            | Using old layouts (I = 16) | VLV | VLV | VLV |
|            | Interruption of the machine or system (I = 35) | MV | MV | VLV |
|            | Lack of work (I = 36) | HV | MV | VLV |
|            | Waiting for the information needed to continue the process (I = 37) | MV | VLV | MV |
|            | Imbalance with subsequent processes (I = 38) | MV | MV | MV |
|            | Communication failure (I = 15) | VLV | MV | LV |
|            | Waiting Long preparatory-final time (I = 39) | MV | VLV | MV |
|            | Imbalance of production lines (I = 22) | MV | LV | LV |
|            | Using old layouts (I = 16) | VLV | VLV | VLV |
|            | Insufficient process control (I = 19) | HV | MV | MV |
|            | Narrowly defined jobs (I = 40) | MV | LV | VLV |
|            | Not involving workers in creating new ideas (I = 41) | LV | MV | MV |
|            | Employees do not work in the appropriate position (I = 42) | MV | LV | LV |
|            | Not involving all employees and their knowledge and skills in business and production processes (I = 43) | MV | MV | MV |
|            | Design-construction omissions (I = 20) | MV | VLV | LV |
|            | Insufficient knowledge and skills of workers (I = 17) | MV | MV | MV |
|            | Inaccuracies in the documentation (I = 18) | VHV | LV | LV |
|            | Insufficient process control (I = 19) | HV | MV | MV |
|            | Defect | | | |
|            | Insufficient knowledge and skills of workers (I = 17) | MV | MV | MV |
|            | Inaccuracies in the documentation (I = 18) | VHV | LV | LV |
|            | Insufficient process control (I = 19) | HV | MV | MV |
|            | Inadequate state of technical and technological equipment (I = 21) | MV | VLV | MV |
|            | Overproduction | | | |
|            | Imbalance of production lines (I = 22) | MV | LV | LV |
|            | Workers’ absenteeism (I = 44) | MV | MV | MV |

The proposed procedure (Step 6 of the proposed Algorithm) is illustrated for the failure (I = 1):

\[
\tilde{RPN}_1 = \tilde{\delta}_{61} \cdot \tilde{RPN}_1 = ([6, 7.5, 9]; 0.75, 0.2) \cdot ([3.73, 4.40, 6.41]; 0.89, 0.09) = ([27.41, 47.08, 66.70]; 0.75, 0.20)
\]

RPN values for all other failures were calculated in a similar way and shown in Appendix A.

According to the proposed procedure (Step 7 of the proposed Algorithm), the degree of beliefs is calculated.

Applicability of methods with respects to priority failures as well as calculation of normalized values (Step 8 to Step 9 of the proposed Algorithm) is illustrated in the following example:

\[
\tilde{\delta}_{61} \cdot \tilde{RPN}_1 = ([6, 7.5, 9]; 0.75, 0.2) \cdot ([3.73, 4.40, 6.41]; 0.89, 0.09) = ([27.41, 47.08, 66.70]; 0.75, 0.20)
\]
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Let the maximum applicability of the method be given by using the expression (4.7):

\[
\tilde{z} = ([7.5, 9, 9] \cup r_{1-3}) \cdot ([7.5, 9, 9] \cup r_{1-3})^{0.4} \cdot ([7.5, 9, 9] \cup r_{1-3})^{0.33}.
\]

So that, the normalized assessment of the applicability of the method \( m = 6 \) at the level of failure \( i = 1 \) is:

\[
\tilde{r}_{61} = \left( \frac{[27.41, 47.08, 66.70]; 0.75, 0.20}{[55.12, 79.24, 79.24]; 0.8, 0.15} \right) = ([0.35, 0.59, 1.21]; 0.75, 0.20)
\]

To apply the proposed procedure (Step 10 of the proposed Algorithm) it is necessary to determine representative scalars, so that:

\[
r_{61} = \frac{1}{12} \cdot (0.35 + 4 \cdot 0.59 + 1.21). (1 - 0.2 + 0.75) = 0.506.
\]

Ranking of uncertain values, \( \tilde{r}_{61} \) is performed according to crisp values \( r_{61} \), so that:

\[
r_6 = \max_{i=1 \ldots l} \text{defuzz} \left( \frac{0.178; 0.169; 0.413; 0.076; 0.120; 0.506; 0.105; 0.078; 0.230; 0.137; 0.274; 0.066; 0.258; 0.080; 0.101; 0.043; 0.413; 0.418; 0.486; 0.243; 0.268; 0.156; 0.080; 0.204; 0.487; 0.117; 0.089; 0.133; 0.208; 0.191; 0.204; 0.227; 0.289; 0.340; 0.149; 0.199; 0.129; 0.120; 0.167; 0.156; 0.191; 0.191}{0.33}, 0.8, 0.15 \right) = 0.506
\]

Therefore:

\[
\tilde{r}_{61} = ([0.35, 0.59, 1.21]; 0.55, 0.4)
\]

In the same way, each quality method \( m, m = 1 \ldots M \) is accompanied by the normalized total applicability shown in Table 6. The same table shows the other input data.

**Table 6. Input data.**

| \( \tilde{r}_m \) | \( \tilde{c}_m \) | \( d(\tilde{r}_m, \tilde{c}_m) \) | \( d(\tilde{c}_m, \tilde{c}_m) \) |
|--------------------|-----------------|------------------|------------------|
| M = 1              | (0.34, 0.59, 1.21; 0.5, 0.45) | C3               | 0.2467            | 0.0215            |
| M = 2              | (0.34, 0.59, 1.21; 0.5, 0.45) | C3               | 0.2467            | 0.0215            |
| M = 3              | (0.09, 0.22, 0.62; 0.5, 0.45) | C2               | 0.1867            | 0.0187            |
| M = 4              | (0.27, 0.47, 1.12; 0.5, 0.45) | C2               | 0.4367            | 0.0187            |
| M = 5              | (0.27, 0.47, 1.12; 0.5, 0.45) | C2               | 0.4367            | 0.0187            |
| M = 6              | (0.34, 0.59, 1.21; 0.5, 0.45) | C2               | 0.5300            | 0.0187            |
| M = 7              | (0.43, 0.71, 1.28; 0.5, 0.45) | C2               | 0.6233            | 0.0187            |
| M = 8              | (0.01, 0.02, 0.16; 0.5, 0.45) | C2               | 0.4200            | 0.0187            |
| M = 9              | (0.01, 0.02, 0.16; 0.5, 0.45) | C2               | 0.4200            | 0.0187            |
| M = 10             | (0.09, 0.18, 0.58; 0.5, 0.45) | C2               | 0.2000            | 0.0187            |
| M = 11             | (0.06, 0.10, 0.41; 0.5, 0.45) | C2               | 0.2933            | 0.0187            |
| M = 12             | (0.17, 0.34, 0.86; 0.5, 0.45) | C2               | 0.2733            | 0.0187            |
| M = 13             | (0.22, 0.42, 1.03; 0.5, 0.45) | C4               | 0.3967            | 0.1995            |
| M = 14             | (0.06, 0.10, 0.41; 0.5, 0.45) | C2               | 0.2933            | 0.0187            |
| M = 15             | (0.10, 0.16, 0.57; 0.5, 0.45) | C2               | 0.1867            | 0.0187            |
| M = 16             | (0.06, 0.10, 0.41; 0.5, 0.45) | C2               | 0.2933            | 0.0187            |
| M = 17             | (0.10, 0.16, 0.57; 0.5, 0.45) | C2               | 0.1867            | 0.0187            |
| M = 18             | (0.10, 0.16, 0.57; 0.5, 0.45) | C1               | 0.3600            | 0.1627            |
| M = 19             | (0.43, 0.71, 1.28; 0.5, 0.45) | C2               | 0.6233            | 0.0187            |
| M = 20             | (0.34, 0.59, 1.21; 0.5, 0.45) | C2               | 0.5300            | 0.0187            |
| M = 21             | (0.43, 0.71, 1.28; 0.5, 0.45) | C2               | 0.6233            | 0.0187            |
| M = 22             | (0.34, 0.59, 1.21; 0.5, 0.45) | C2               | 0.5300            | 0.0187            |
| M = 23             | (0.34, 0.59, 1.21; 0.5, 0.45) | C5               | 0.4867            | 0.3762            |
| M = 24             | (0.12, 0.19, 0.57; 0.5, 0.45) | C2               | 0.2033            | 0.0187            |
| M = 25             | (0.01, 0.02, 0.16; 0.5, 0.45) | C2               | 0.4200            | 0.0187            |
Determine the mean value of implementation costs:

$$\bar{c} = \frac{1}{49} \cdot \sum_{m=1}^{49} \tilde{c}_m = ([0.14, 0.35, 0.62]; 0.55, 0.40)$$

And the variance of implementation costs:

$$\frac{1}{49 - 1} \cdot \sum_{m=1}^{49} d((\tilde{c}_m, \bar{c}))^2 = \frac{1}{48} \cdot 2.1117 = 0.044$$

Assumed that the reliability manager should select 10 quality methods. This assumption was introduced based on best practice experience. Under this assumption, the KP problem (Step 11 of the proposed Algorithm) is:

The objective function

$$\max_{j=1, \ldots, 10} d(\tilde{r}_m, \tilde{c}_m), j \in \{1, \ldots, m, \ldots, M\}$$

The objective to:

$$\frac{1}{9} \cdot \sum_{j=1}^{10} (d(\tilde{c}_m, \bar{c}))^2 \leq 0.04$$

GA (Step 12 of the proposed Algorithm) was applied to find a near-optimal solution.

The stop criterion is defined to have a number of iterations equal to 1000.

It has been shown that about 300 iterations are achieved near the optimal solution (see Figure 1).

| $M$  | $[\tilde{r}_m, \tilde{c}_m]$          | $d(\tilde{r}_m, \tilde{c}_m)$ | $(d(\tilde{c}_m, \bar{c}))^2$ |
|------|--------------------------------------|-------------------------------|-------------------------------|
| 26   | $[0.34, 0.59, 1.21]; 0.5, 0.45$      | C4                            | 0.3600                        | 0.1995                        |
| 27   | $[0.34, 0.59, 1.21]; 0.5, 0.45$      | C2                            | 0.5300                        | 0.0187                        |
| 28   | $[0.20, 0.39, 0.92]; 0.5, 0.45$      | C4                            | 0.3767                        | 0.1995                        |
| 29   | $[0.43, 0.71, 1.28]; 0.5, 0.45$      | C2                            | 0.6233                        | 0.0187                        |
| 30   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 31   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 32   | $[0.06, 0.10, 0.41]; 0.5, 0.45$      | C3                            | 0.3767                        | 0.0215                        |
| 33   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 34   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 35   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 36   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 37   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 38   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 39   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 40   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 41   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 42   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 43   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 44   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 45   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 46   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 47   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 48   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
| 49   | $[0.01, 0.02, 0.16]; 0.5, 0.45$      | C2                            | 0.4200                        | 0.0187                        |
The stop criterion is defined to have a number of iterations in the ISO 9001 standard, most of these tools are already in use and do not require additional implementation. SMEs will affect the effectiveness of the application of methods, so the effectiveness of the implementation of the above methods is not long. Another important fact is that the implementation of the above methods is not faced with the challenge of reorganization. The organizational culture of different SMEs will affect the effectiveness of the application of methods, so the effectiveness of the application should be observed at the level of each individual enterprise. In SMEs that have implemented the total quality management (TQM) and quality system according to the ISO 9001 standard, most of these tools are already in use and do not require additional investment and additional costs for the application of these methods.

Figure 1. Value of fitness function by iterations.

For the near-optimal solution, the solution obtained in the last iteration was adopted: By applying GA, the quality methods that the reliability manager in the considered company should implement in order to eliminate failures, or increase the reliability of the manufacturing process is:

solution 1: \( \{ m = 7, m = 19, m = 21, m = 29, m = 35, m = 38, m = 43, m = 45, m = 46, m = 49\} \)

solution 2: \( \{ m = 7, m = 19, m = 21, m = 22, m = 29, m = 35, m = 43, m = 45, m = 46, m = 49\} \)

It is worth to mention that the treated problem could be solved by the branch and bound algorithm [45] but it has a significant limitation since it is applicable to the lower size problems. In the presented case study, the output of the GA and branch and bound algorithm does not indicate output results deviation. As the number of quality methods in practice is increasing, the application of GA seems to be more adequate due to the nonpalatability of the branch and bound algorithm.

Based on the results of the survey, it can be concluded that most quality tools can be successfully applied to the analysis and identification of failures, which will ultimately lead to the elimination of failures, and thus lean waste. The obtained results show 10 methods that need to be applied in order to finally eliminate failures and increase the reliability of the manufacturing process. These methods can be implemented simultaneously. The period of implementation and education of employees for the implementation of these methods is not long. Another important fact is that the implementation of the above methods is not faced with the challenge of reorganization. The organizational culture of different SMEs will affect the effectiveness of the application of methods, so the effectiveness of the application should be observed at the level of each individual enterprise. In SMEs that have implemented the total quality management (TQM) and quality system according to the ISO 9001 standard, most of these tools are already in use and do not require additional investment and additional costs for the application of these methods.
This new problem-solving approach sets the standard for those who are just applying the problem-solving approach, as well as for those who are interested in continuously improving existing problem-solving methodologies.

6. Conclusions

As continuous changes that occur both in the company and in the environment impact the overall business performance, improving the reliability of the manufacturing process is one of the most important problems of operational management. This might be very significant since a reliable manufacturing process further positively impacts the stability of other business processes and enables competitive advantages in the long run. Experiences of best practice show that improving the reliability of the manufacturing process depends on the knowledge and experience of the FMEA team to identify failures as well as the knowledge of quality managers to choose quality methods by which identified failures can be eliminated or reduced leading to improved reliability of the manufacturing process.

In this research, identification of failures that can occur in manufacturing processes of considered SMES, is performed by FMEAs and based on their knowledge and experience as well as on best practice experience. The identified failures are assessed with respects to the RFs which are defined according to the FMEA framework. The set of possible quality methods are defined according to literature sources [6].

It is assumed that it is closer to the human way of thinking that the existing uncertainties into the relative importance of RFs, their values, application possibilities, as well as application costs of quality methods can be described better by using pre-defined linguistic expressions. These linguistic terms are modeled by the TIFNs. It can be said that the use of TIFNs does not require complex mathematical calculations and at the same time, linguistic terms are quantitatively described in a sufficiently good way.

Respecting to the results of the best practice, it can be said that the choice of quality methods depends on several variables. In this research, it is assumed that quality managers simultaneously consider the overall applicability of the method and implementation costs. The overall applicability of quality methods at the level of each failure is calculated as the product of the estimated degree of belief that the application of the quality method can lead to the reduction or elimination of failures and fuzzy weighted RPN with TIFNs associated with each failure. Determination weights of failures is sated as a fuzzy group decision making problem. In the literature, there are almost no papers in which procedures have been developed in which the choice of the quality method is made in an exact way. In this manuscript, the treated problem is stated as KP whose: (i) fitness function is defined as the distance between total applicability and implementation costs, and (ii) constraint is defined as a function of the number of solution elements. Near optimal solution with respect to fitness function and given constraints, simultaneously, may be efficiently achieved by small consumption of computation resources through the application of the GA.

The main advantage in theoretical terms of the presented model that combines FMEA, intuitive fuzzy sets [15], KP, and GA are: (i) that DMs can express their estimates using natural language words which in a good enough way can be quantitatively described by TIFNs, (ii) selection of a set of quality methods whose application can effectively increase the reliability of the manufacturing process while minimizing the consumption of financial resources. In this way, prioritizing quality methods is not significantly burdened by subjective attitudes of the quality manager, which would be one of the main advantages of this way of defining the improvement strategy.

The proposed model can be quickly and easily adjusted due to changes in the number of failures, number of quality methods, as well as their values.

The general limitations of the model are the need for a well-structured list of failures that can be realized in the manufacturing process in the production of SMEs.

Future research could include the extension of the proposed model in terms of: (1) increasing the number of variables on which fitness function depends and (3) applying other metaheuristic methods and comparing the obtained results.
Appendix A

| $\tilde{RPN}_1$ | $\tilde{RPN}_2$ | $\tilde{RPN}_3$ | $\tilde{RPN}_{16}$ | $\tilde{RPN}_{17}$ | $\tilde{RPN}_{18}$ | $\tilde{RPN}_{19}$ | $\tilde{RPN}_{20}$ | $\tilde{RPN}_{21}$ | $\tilde{RPN}_{22}$ | $\tilde{RPN}_{23}$ | $\tilde{RPN}_{24}$ | $\tilde{RPN}_{25}$ | $\tilde{RPN}_{26}$ | $\tilde{RPN}_{27}$ | $\tilde{RPN}_{28}$ | $\tilde{RPN}_{29}$ | $\tilde{RPN}_{30}$ |
|----------------|----------------|----------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| (3.73, 4.40, 6.41); 0.89, 0.09 | (2.91, 4.44, 5.96); 0.76, 0.21 | (3.5, 5, 6.5); 0.76, 0.21 | (1.1, 1.25); 0.84, 0.13 | (3.5, 5, 6.5); 0.76, 0.21 | (3.5, 5, 6.5); 0.76, 0.21 |
| (3.5, 5, 6.5); 0.76, 0.21 | (3.41, 5.13, 6.34); 0.91, 0.06 | (3.75, 5.36, 6.92); 0.8, 0.09 |
| (1.32, 1.66, 3.31); 0.87, 0.11 | (4.35, 5.89, 7.42); 0.8, 0.18 | (1.66, 2.51, 4.16); 0.87, 0.11 |
| (2.09, 2.9, 4.63); 0.76, 0.21 | (2, 267, 4.42); 0.76, 0.07 | (2.51, 3.26, 5.05); 0.76, 0.21 |
| (4.57, 6.28, 7.41); 0.89, 0.09 | (2.31, 2.94, 4.74); 0.76, 0.21 |
| (1.66, 2.51, 4.16); 0.87, 0.11 | (2.51, 4.04, 5.56); 0.76, 0.21 |
| (1.32, 1.66, 3.31); 0.87, 0.09 | (1.61, 1.71, 3.51); 0.84, 0.13 | (3.5, 5, 6.5); 0.76, 0.21 |
| (2.26, 2.43, 4.20); 0.87, 0.06 | (2.91, 4.44, 5.96); 0.76, 0.21 | (2.31, 2.94, 4.74); 0.76, 0.21 |
| (2, 3.5, 5); 0.87, 0.07 | (4.35, 5.89, 7.42); 0.80, 0.18 | (2.09, 2.9, 4.63); 0.76, 0.21 |
| (2.2, 2.67, 4.42); 0.76, 0.21 | (2, 2.83, 4.54); 0.80, 0.18 | (2.79, 4.33, 5.85); 0.80, 0.18 |
| (1.2, 1.39, 3.00); 0.84, 0.13 | (1.81, 1.95, 3.82); 0.84, 0.13 | (2.51, 4.04, 5.56); 0.76, 0.21 |
| (2.09, 2.9, 4.63); 0.76, 0.21 | (2.51, 3.26, 5.05); 0.76, 0.21 | (3.5, 5, 6.5); 0.76, 0.21 |
| (1.32, 1.66, 3.31); 0.87, 0.11 | (3.75, 5.36, 6.92); 0.80, 0.18 | (3.5, 5, 6.5); 0.76, 0.21 |
| (1.82, 2.37, 4.12); 0.8, 0.18 | (3.61, 5.2, 6.75); 0.76, 0.07 |
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