Weak links in proximity superconducting two dimensional electron systems
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We report a giant inverse proximity effect that arises in the low-dimensional devices and is crucially different from proximity in the standard superconductor-normal-superconductor (S/N/S) junctions. The normal conductors induce a giant back-action on the proximity superconducting regions even when the dimensions of the normal parts are smaller than the proximity coherence length. This essentially suppresses the superconducting characteristics of the entire system, including the critical current, well below those for the usual S/N/S structures.

PACS numbers: 74.45.+c, 74.50.+r, 74.78.—w

A proximity effect, superconductivity, induced in a non-superconducting material brought in a contact with a superconductor, is basic to functioning of Josephson devices and weak links [1]. An explosive attention to miniature weak links is being triggered by emergent nanodevices utilizing a two-dimensional (2D) electron gas in semiconductors, graphene, semiconducting nanowires and carbon nanotubes, and topological insulators [2–6]. Practical weak link devices often have high contact resistances so that the coherence length induced by the proximity effect grows essentially longer than the coherence length of an original source superconductor. It can even exceed the dimensions of the S/N contact itself in typical devices utilizing superconducting leads and graphene sheets or nanotubes, in which the contacts are as small as tens nanometers [7–11].

We consider an S/2D/S junction of the standard experimental geometry shown in Fig. 1. Two bulk superconducting leads (S) with the phase difference \( \phi \) between them make tunnel contacts with the underlying 2D metal film through an insulating layer. The tunneling rate, \( \Gamma \), can be expressed through the barrier resistance, see below, \( \Gamma \) is assumed to be small as compared to the superconducting gap \( \Delta \) in the leads. The bulk superconducting leads overlap with the 2D layer in the regions \( d/2 < x < d/2 + L \) and \( -L - d/2 < x < -d/2 \), where \( L \) is the lead length. The width of the contact is \( w \), and our system is uniform in the lateral direction. In the overlap regions the superconducting order is induced by the bulk superconducting leads due to proximity effect. For the large overlap, the induced energy gap is close to \( \Gamma \) [12–14]. A weak link between these proximity superconducting regions is formed by the normal part of the 2D metal of the length \( d \). We address the common experimental situation where the impurity scattering rate \( \tau^{-1} \) in disordered 2D metal film is much larger than the characteristic pairing energy scale \( \Gamma \) for induced superconductivity. Our main result is the reduction of the critical current and of the induced gap by the inverse proximity effect well below the values characteristic to the usual S/N/S structures [15–17]. The origin of this effect is the large value of the coherence length \( \xi_{2D} = \sqrt{D/\Gamma} \) (here \( D = v_F \xi_{2D} \tau/2 \) is the diffusion constant) induced in the 2D metal: Being the scale at which the superconducting coherence between the two leads forms (in conventional point contacts it forms at the weak link length \( d \)), it determines the superconducting characteristics of the proximity devices through the interplay with other dimensions of the contact, i.e., the weak link length \( d \) and the lead length \( L \). We show [see Eqs. (16) and (17) below] that the zero-temperature critical current is

\[
I_c \sim \epsilon_0(0)/e R_{\text{eff}}
\]

(1)

similarly to the standard expression for the conventional point contacts [1, 16–18] where the induced gap in the weak link for zero phase, \( \epsilon_0(0) \), and the effective normal resistance of the contact, \( R_{\text{eff}} \), stand for the superconducting gap \( \Delta \) in the leads and the weak link resistance \( R_N \), respectively. However, an essential distinction from the usual expression for supercurrent is that both quantities, \( \epsilon_0 \) and \( R_{\text{eff}} \), bear strong impacts from the inverse proximity effect. We derive expressions for \( \epsilon_0 \) and \( R_{\text{eff}} \) in the most interesting situation where \( d \ll \xi_{2D} \).

![FIG. 1: (Color online) S/2D/S structure. The bulk superconductors (S) make tunnel contacts with the underlying 2D metal regions of length L each. The are separated by a normal 2D weak link of length d.](image-url)
Effective resistance. To find the contact resistance, one observes that the current conservation in the overlap region $d/2 < x < L + d/2$ in the setup of Fig. 1, with voltage $V$ across the leads, assumes the form $dI/dx + [V/2 + \varphi(x)]/\rho_\text{in} = 0$, while in the normal region $0 < x < d/2$, it is $dI/dx = 0$. Here $\varphi(x)$ is the potential in the 2D layer, $-V/2$ is the potential of the right lead, and $\rho_\text{in} = \hbar/4\pi\nu_2 e^2\Gamma$ is the resistance of barrier with unit area [14], $\nu_2 = m/2\pi\hbar^2$ is the 2D density of states. Due to symmetry we consider right part of the junction, $0 < x < d/2$, $\varphi(x) = 2\nu_2 Dc^2$ is the normal conductivity of the 2D layer. Solving the resulting second-order differential equations for $\varphi(x)$ with the boundary conditions $\varphi(0) = 0$ in the middle and $d\varphi/dx = 0$ at the dead end $x = L + d/2$ together with continuity of the function and its derivative at $x = d/2$ one finds (see also Ref. 19)

$$R_{\text{eff}} = R_\text{s} + 2R_\text{n}(L/l) \tanh^{-1}(L/l),$$

(2)

where $R_\text{s} = \rho_\text{in}/lw$ is the total normal resistance of the barrier with area $lw$, and $l = \sqrt{\sigma_s \rho_\text{in}} = \xi_{2D}/\sqrt{2}$ is the length over which the current spreads over the whole length of the contact. At the same time, this is the spatial scale where the superconducting coherence between two leads forms. The obtained result shows that the effective contact resistance can be viewed as comprising the two resistances, the normal resistance $R_\text{s} = d/\sigma_{2D}w$ and the twice the effective barrier resistance in series. If $L \gg \xi_{2D}$, then only parts of the barriers with length $\xi_{2D}$ contribute into $R_{\text{eff}}$. In the opposite limit, $L \ll \xi_{2D}$, the full length, $L$, of the barrier works. Since $R_\text{s}/2R_\text{n} = Ld/\xi_{2D}^2$, the barrier resistance dominates if $Ld \ll \xi_{2D}^2$, $R_{\text{eff}} = 2R_\text{n}$.

In the opposite limit, $R_{\text{eff}} = R_\text{s}$.

Induced gap and density of states. The second relevant characteristics of the weak link, the induced gap $\epsilon_0(\phi)$, depends on the phase difference $\phi$. For $L \gg \xi_{2D}$, the induced gap $\epsilon_0(0)$ for $\phi = 0$ coincides with the homogeneous induced gap $\Gamma$. If $L \ll \xi_{2D}$, the superconducting coherence does not have room to develop and the induced gap drastically drops,

$$\epsilon_0(\phi) = \Gamma \cos(\phi/2)/(1 + d/2L).$$

(3)

To gain a better insight into this result we note that in a long weak link with $Ld \gg \xi_{2D}^2$, the barrier resistance can be neglected and the induced gap is determined by the Thouless energy, $\epsilon_0 = 3.12\epsilon_{\text{th}}$, where $\epsilon_{\text{th}} = D/d^2$ similarly to the usual ideal S/N diffusive contact [20, 21]. As the link length decreases, the barrier resistance comes into play, and the induced gap should be renormalized $\epsilon_0 \sim (R_{\text{s}}/(R_{\text{s}} + 2R_\text{n}))\epsilon_{\text{th}}$. For $Ld/\xi_{2D}^2 \ll 1$ where the contact resistance is dominated by $R_\text{s}$, but still $d > L$, one finds $\epsilon_0(0) = (Ld/\xi_{2D}^2)\epsilon_{\text{th}} \sim \Gamma(L/d)$ in accordance with Eq. (3). Upon further decrease in $d$ as it becomes less than $L$, the induced gap increases further and reaches the value of the unperturbed gap $\Gamma$.

To calculate the induced gap quantitatively we develop a microscopic description based on the tunnel approximation technique of Ref. 14. A similar method for dirty superconductors based on the quasiclassical Green function formalism and Kupriyanov-Lukichev boundary conditions [22] has been developed in Ref. 19. The advantage of our approach over the more standard considerations [12, 13, 23–25] is that effects of disorder and spatial variations can be easily incorporated [26]. Our starting point are the Usadel equations for quasiclassical Green functions $g$, $f$, and $f^\dagger$ in highly disordered systems with $1/\tau \gg \Gamma$ which follow from the Eilenberger equations derived in Ref. 14. For real frequencies, retarded (advanced) functions satisfy

$$-iD_2 \nabla \left[ g \nabla f - f \nabla g \right] + 2(\epsilon + \Sigma_1)f - 2\Sigma_2 g = 0$$

(4)

and similarly for $f^\dagger$ where $\Sigma_2$ is replaced with $\Sigma_2^\dagger$. Due to the normalization $g^2 - ff^\dagger = 1$ only two functions are independent.

The self energies $\Sigma_2 = \Sigma_2 e^{i\chi}$, $\Sigma_2^\dagger = \Sigma_2 e^{-i\chi}$ are expressed in terms of the quasiclassical Green functions of the bulk superconductor. For $-|\Delta| < \epsilon < |\Delta|$, where $|\Delta|$ is the bulk superconducting gap,

$$\Sigma_1 = \Gamma/\sqrt{|\Delta|^2 - \epsilon^2}, \quad \Sigma_2 = \Gamma|\Delta|/\sqrt{|\Delta|^2 - \epsilon^2}$$

(5)

in the overlap regions $d/2 < |\epsilon| < L + d/2$ are independent of coordinates. For $|\epsilon| > |\Delta|$ the self energies have to be analytically continued onto the upper or lower half-plane of complex $\epsilon$ for retarded or advanced functions, respectively. In what follows we consider low tunneling rate $\Gamma \ll \Delta$. For $|\Gamma| < |\Delta|$ and $\epsilon \ll \Delta$ we have $\Sigma_2 = \Gamma$, $\Sigma_1 \ll \epsilon$. We assume $\chi = \phi/2$ for $x > d/2$ and $\chi = -\phi/2$ for $x < -d/2$. Inside the normal 2D layer, $|\epsilon| < d/2$ the self energies vanish, $\Sigma_1 = \Sigma_2 = 0$.

The Green function for a homogeneous proximity system is $g^2 = c^2/(c^2 - \Gamma^2)$ such that the induced gap is equal to $\Gamma$. In our paper we are interested in temperatures much lower than $\Gamma$ and in energies of the order or lower than $\Gamma$. This is the energy scale where the inverse proximity effect is most pronounced.

Finite sizes of the leads and of the weak link region result in a decrease in the induced gap as compared to its uniform value $\Gamma$. Let us consider first zero phase difference $\phi = 0$ and assume that the induced gap $\epsilon_0$ is smaller than $\Gamma$. We look for a solution that corresponds to energies below the induced gap. In this case the retarded and advanced functions coincide, they are imaginary and can be written in the form $g = -i\sinh\theta$ and $f = f^\dagger = -i\cosh\theta$ with real $\theta > 0$ for $0 < \epsilon < \epsilon_0$. The Usadel equations have the first integrals. For $d/2 < x < L + d/2$,

$$\int_{\theta_L}^{\theta_d} \frac{d\theta}{[\cosh(\theta - \theta_\infty) - \cosh(\theta - \theta_\infty)]^{1/2}} = \sqrt{\frac{4\Sigma_1 L^2}{D}},$$

(6)
where $\Sigma_\epsilon^2 = \Gamma^2 - \epsilon^2$ and $\sinh \theta_\infty = \epsilon/\Sigma_\epsilon$. The integration constant is chosen to satisfy the boundary conditions $d\theta/dx = 0$, $\theta = \theta_L$ at $x = L + d/2$, while $\theta_d$ is the angle at $x = d/2$. The angles satisfy $\theta_d > \theta_L > \theta_\infty$. In the region $|x| < d/2$ we have

$$\int_{\theta_d}^{\theta_0} d\theta - \sinh \theta_0 - \sinh \theta_d = 0.$$

Continuity of derivatives at $x = d/2$ yields

$$\epsilon [\sinh \theta_0 - \sinh \theta_d] = \Sigma_L [\cosh(\theta_d - \theta_\infty) - \cosh(\theta_L - \theta_\infty)].$$

Equations (6), (7), and (8) allow one to find $\theta_d$, $\theta_L$, and $\theta_0$ together with the Green function in each region.

For long leads, $L \gg \xi_{2D}$, the angles should satisfy $\theta_L = \theta_\infty$. For $\epsilon \ll \Sigma_2$ one has $\theta_\infty = 0$. Eq. (8) then requires $\theta_d = \theta_\infty = 0$. With $\theta_d = 0$ Eq. (7) determines the induced gap which coincides with the usual Thouless gap for diffusive SN junctions [20, 21].

$$\epsilon_0 = 3.12 D/d^2.$$  

For $\epsilon > \epsilon_0$ the real solution for $\theta$ does not exist, thus $g^R \neq g^A$, leading to a finite density of states. This result holds as long as $D/d^2 \ll \Gamma$ or $d \gg \xi_{2D}$.

For short $L \ll \xi_{2D}$ one has $\theta_d \approx \theta_L$. Expanding Eqs. (6) and (8) in small $\theta_d - \theta_L$ we find from Eq. (7)

$$\int_{\theta_d}^{\theta_0} d\theta - \sinh \theta_0 - \sinh \theta_d = \frac{\Sigma_L Ld}{D} \frac{\sinh(\theta_d - \theta_\infty)}{\sinh \theta_0 - \sinh \theta_d}.$$  

This equation shows that $\Sigma_L Ld/D \sim R_0/R_\theta$ is the important parameter that governs the behavior of contacts with short leads, $L \ll \xi_{2D}$. For $Ld/\xi^2_{2D} \ll 1$ the angle $\theta_0$ is close to $\theta_d$. Expanding Eq. (10) in small $\theta_0 - \theta_d$ yields

$$\epsilon = \epsilon_0 \tanh \theta_d, \quad \epsilon_0 = \Gamma/(1 + d/2L)$$  

and $g^{R(A)} = -i \sinh \theta_d = -i/\sqrt{\epsilon_0^2 - \epsilon^2}$. A solution of Eq. (11) exists if $\epsilon \ll \epsilon_0$. Therefore, $\epsilon_0$ is the induced gap in the both normal and superconducting regions. One can show that the phase difference $\phi$ between the superconducting leads results in further reduction of the induced gap according to Eq. (3).

If $L \ll \xi_{2D}$ while $d$ is sufficiently long, $Ld \gg \xi^2_{2D}$, Eq. (10) implies $\theta_d \rightarrow \theta_\infty$ where $\theta_\infty = 0$ since $\epsilon \ll \Gamma$. Eq. (7) with $\theta_d = 0$ leads to the Thouless gap. Therefore, for $L \ll \xi_{2D}$, the induced gap in the normal region decreases below $\Gamma$ with increasing $d$ first as Eq. (11) for $d \ll \xi^2_{2D}/L$ and then as $d^{-2}$ for $d \gg \xi^2_{2D}/L$.

We calculated the induced energy gap and the density of states (DOS). Shown in Figs. 2 and 3 are the DOS in the normal region as a function of energy and the induced gap for various values of $d$ obtained by numerical solution of the Usadel equations (4). Our analysis confirms the earlier statement that the induced gap in a junction comprising regions with induced superconductivity considerably differs from that in the usual SNS or SINIS junctions: It is modified through the interplay between the additional length scale $\xi_{2D}$ and other dimensions of the system. For example, if both, the contact size $L$ and the weak link length $d$ are longer than $\xi_{2D}$, the induced gap approaches the usual Thouless gap Eq. (9). In this limit, properties of the junction can perhaps be described by a model of Ref. 25 where the Usadel equations with boundary conditions of the Kupriyanov-Lukichev type with an effective interface conductance $G$ were used at the circumference of a superconducting disk placed on top of a 2D layer (graphene). However, for shorter contact dimensions, when $L, d \ll \xi_{2D}$, the induced gap Eq. (11) decreases much below the Thouless gap for given $d$ (see Fig. 3) due to the giant inverse proximity effect. In this limit, our results drastically differ from those of Ref. 25 where the length scale $\xi_{2D}$ is absent.
Note that simultaneously in short contacts the effective conductance $G$ becomes a function of system dimensions and, possibly, also of energy rather than merely being a material constant. A comment on the boundary condition, which employs an approximation of the effective energy-independent induced “order parameter” $\Gamma$ used to model the induced superconductivity, is in order. One sees from Eq. (5) that this assumption is of rather limited validity and holds only for a spatially uniform case and for low barrier transparency $\Gamma \ll \Delta$ where the “order parameter” does not depend on the energy gap $\Delta$ in the bulk superconductor.

**Supercurrent.** We calculate the supercurrent for short weak links, $d \ll \xi_{2D}$, assuming for simplicity that the Usadel equations can be linearized in small $f$ and $f^\dagger$. We shall see that this approximation gives the correct result for most of the situations of interest. In Matsubara representation one has for $d/2 < |x| < L + d/2$

$$\begin{align*}
\frac{d^2 f}{dx^2} = f - \frac{i \Gamma}{\omega_n} e^{|x|/\phi/2},
\end{align*}$$

where $\omega_n = D/2\omega_0$ and $\omega_n = 2\pi T(n+1/2)$ is the Matsubara frequency. For $|x| < d/2$ one has the same equation but with $\Gamma = 0$. Equations for $f^\dagger$ are obtained by replacing $\phi \to -\phi$. The boundary conditions are $df/dx = 0$ at $x = \pm(L + d/2)$ and continuity of $f$ and $df/dx$ at $x = d/2$. Solving these equations we find for $|x| < d/2$

$$f(x) = \frac{i \Gamma}{\omega_n} \frac{\sinh(L/l_\omega) \cosh(x/l_\omega)}{\sinh[(L + d/2)/l_\omega]} \times 
\frac{\Gamma}{\omega_n} \frac{\sin(L/l_\omega) \sinh(x/l_\omega)}{\cosh(L + d/2)/l_\omega}. \tag{12}$$

and similarly for $f^\dagger$ with $\phi \to -\phi$. The linear approximation holds as long as $f < 1$, i.e., $\omega \gg \omega_{\text{min}}$ where

$$\omega_{\text{min}} = \Gamma \sinh(L/l_\omega) / \sinh[(L + d/2)/l_\omega]. \tag{13}$$

The supercurrent has the form

$$I_c = \frac{d \Gamma^2}{e R_s \pi i T} \sum_n \left[ f^\dagger \frac{df}{dx} - f \frac{df^\dagger}{dx} \right]. \tag{14}$$

Calculating current at $x = 0$ we find $I_c = I_c \sin \phi$ where

$$I_c = \frac{\Gamma^2 d}{e R_s \pi i T} \sum_{n > 0} \frac{\sinh^2(L/l_\omega)}{\omega_n^2 \sinh[(2L + d)/l_\omega]}. \tag{15}$$

The sum converges when $L \gg l_\omega$ yielding

$$I_c \sim (\Gamma/e R_s)(d/\xi_{2D}). \tag{16}$$

This expression agrees with Eq. (1) since $\epsilon_0 = \Gamma$ and $R_{\text{eff}} = R_s(\sqrt{\xi_{2D}/d})$ for $L \gg \xi_{2D}$ and $d \ll \xi_{2D}$. However, this estimate holds only by the order of magnitude because the linear approximation does not work for frequencies $\omega \sim \Gamma$ [see Eq. (13)] which give the main contribution to the sum. Nevertheless, Eq. (15) can be used exactly for $L, d \ll l_\omega$ when the sum diverges logarithmically and thus it is determined by larger frequencies at which linear approximation holds. In this case

$$I_c = \frac{d \Gamma^2}{e R_s \pi i T} \frac{L^2}{d/2} \sum_{n > 0} \frac{2nT}{\omega_n} = \frac{\epsilon_0}{e R_{\text{eff}}} \log \frac{\omega_{\text{max}}}{\omega_{\text{min}}}, \tag{17}$$

where $\epsilon_0$ is given by Eq. (11). This expression has the form of Eq. (1) from the introduction. The upper cutoff is set by the condition $L + d/2 \sim l_\omega$ when the sum in Eq. (15) starts to converge; i.e., $\omega_{\text{max}} = \Gamma \xi_{2D}^2/(L + d/2)^2$. For $L, d \ll l_\omega$ we find from Eq. (13) $\omega_{\text{min}} = \epsilon_0$. Therefore,

$$\omega_{\text{max}}/\omega_{\text{min}} = \xi_{2D}^2/L(L + d/2).$$

Equation (17) holds when this ratio is large. For $d \ll L$ we need $L \ll \xi_{2D}$ while the limit $d \gg L$ requires $Ld < \xi_{2D}^2$. In both cases the effective resistance $R_{\text{eff}} = 2R_0$. **Summary.** The $S/2D/S$ junctions, in which two regions with proximity induced superconductivity are coupled through a 2D normal-metal layer, differ considerably from the usual $S/N/S$ or $S/I/N/I/S$ structures. This difference stems from the fact that superconductivity induced in the proximity regions linked by tunnel contacts with the bulk superconducting leads is weak and the corresponding coherence length $\xi_{2D}$ is much larger than that in the bulk superconductors. For contact dimensions smaller than $\xi_{2D}$, the inverse proximity decreases dramatically the induced gap in the 2D layer and the critical current of the junction acquires strong dependences upon the weak-link length $d$ and the lead length $L$.
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