Multi-scale Convolutional Recurrent Neural Network and Data Augmentation for Polyphonic Sound Event Detection
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Abstract. We propose Multi-scale convolutional recurrent neural networks (MCRNN) and data augmentation methods to detect polyphonic sound event with few training data. MCRNN consists of Multi-scale convolutional neural networks (MCNN) and recurrent neural networks (RNN). MCNN concatenates the higher level features extracted using multiple convolution kernels with different scales from the time domain and frequency domain at the same time. RNN is able to capture the longer term temporal context characteristics. A novel background spectrum random replacement (BSRR) data augmentation method is applied to expand training data, which uses standard normal distribution data with randomly selected position and length instead of the original time-domain, frequency-domain or time-frequency domain background spectrum features. Our method is tested on the datasets of DCASE 2019 Task3 (T3). The experimental results showed that the MCRNN and BSRR data augmentation method are efficient. We achieved better results than the first place and the single advanced on the T3 by applying BSRR and SpecAugment data augmentation method simultaneously. On the evaluation dataset (T3-eval), our best result shows 0.05 and 0.975 of error rate (ER) and F1 respectively. Our method got the best performance and relatively improved 17% and 1% than the corresponding values of the single advanced.
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1. Introduction

Sound event is the sound record that humans labeled as a distinctive event in the continuous acoustic signal [1]. Sound Event Detection (SED) is the process to recognize various types of specific sounds from an audio clip and locates the presence timestamp [2]. Sound Event Detection has recently attracted significant attention in artificial intelligence research, which is used for multimedia, transportation, security monitoring and health care etc.

There are many different approaches for Sound Event Detection. Gaussian Mixture Models (GMM) [3], Hidden Markov Model (HMM) [4], Nonnegative Matrix Factorization (NMF) [5], or Support Vector Machine (SVM)[6] used for SED in history. However, their capability is still quite
limited. Deep learning has been applied to SED recently. Deep Neural Networks (DNN) [7], Convolutional Neural Networks (CNN) [8], Recurrent Neural Network (RNN) [9] and various combinations get rapid development. [10] described a sound event classification method using DNN which is better than Support Vector Machine (SVM). [11] proposed Convolutional Neural Networks (CNN) architectures to classify the sound event. [12] introduced a multi-scale time-frequency attention module for rare audio event detection. These method mainly focused on monophonic audio events detection or classification.

In the complex environment, multiple audio events may alternately occur or overlap at the same time. Polyphonic sound event detection are much more important and challenging than the monophonic detection. [13] presented a method based on bi-directional long short term memory (BLSTM) for polyphonic sound event detection. Çakir combined CNN and RNN to detect polyphonic sound event, and achieved a considerable performance improvement than CNN, RNN, and other established methods. [14] proposed a consecutive ensemble of CRNN models, which won the first place on Detection and Classification of Acoustic Scenes and Events (DCASE) 2019 sound event localization and detection task.

The rest of the paper is organized as follows. Section 2 describes the proposed method. The test experiments in detail and results analysis on the TUT Rare Sound Events 2019 dataset are presented in Section 3. Section 4 concludes and discusses future work.

2. Method

This section describes the method proposed for polyphonic SED. We present a novel data augmentation approach to generate more training data. We further introduce a new Multi-scale convolutional recurrent neural networks to detect the polyphonic sound event which includes Multi-scale convolutional neural networks (MCNN), recurrent neural networks (RNN) and fully connected (FC) layer.

2.1. BSRR data augmentation

Data augmentation has been proposed to generate additional training samples, which have achieved excellent performance in the image domain. Inspired by the SpecAugment [15], we construct a new background spectrum random replacement (BSRR) data augmentation method which is used to generate a large number of training samples with rich and varied spectrum characteristics to solve the problem of insufficient training data. We view the input log mel spectrum as spectrogram image features where the time axis is horizontal and the frequency axis is vertical. Given a multi-channel signal, we suppose the input features spectrogram has a size of \((T \times F)\), where \(T\) and \(F\) correspond to the input length along time and frequency axis respectively. We use randomly generated standard normal distribution data to replace the background sound events log mel spectrum feature data. We adapt three policies to increase the training samples, which include time-domain background spectrum random replacement (TBSRR), frequency-domain background spectrum random replacement (FBSRR), and time-frequency-domain background spectrum random replacement (TFBSRR). Figure 1 shows examples of the individual augmentation applied to the four channels training data.

TBSRR: TBSRR data augmentation policy is applied that \(\tau \times D\) consecutive background spectrum \([t_{bi}, t_{bi} + \tau, D]\) are replaced by standard normal distribution data for each log mel spectrum channels, where \(\tau\) is chosen from a uniform distribution from 0 to \(T\), \(t_{bi}\) is the start position where randomly selected along the time-domain direction of the background audio log mel spectrum. For examples, given a 3000×128 log mel spectrum feature, we randomly select a position along the time-domain direction in each channel, then use the random function to generate \(\tau \times 128\) size standard normal distribution data instead of the original background spectrum feature data. According to the needs, several times more time-domain augmentation data than the training data are generated.
Figure 1. Examples of BSRR data augmentation method applied to the base input log mel spectrogram. From top to bottom, the figures depict the log mel spectrogram of the base input training data with no augmentation, TBSRR, FBSRR and TFBSRR applied. The white rectangular denotes the position where TBSRR data augmentation method is applied, while the yellow rectangular labeled the position where FBSRR data augmentation method is applied.

FBSRR: FBSRR data augmentation policy is applied that \( t_b \times f \) consecutive background spectrum \([t_b, f_{bi}:f_{bi}+f]\) are replaced by standard normal distribution data for each log mel spectrum channels, where \( t_b \) means the frame length of the background audio log mel spectrum, \( f \) changed from 0 to \( F \) randomly, and \( f_{bi} \) is the start position randomly selected between 0 and \( f \) along the frequency domain direction. Given a \( 3000 \times 128 \) log mel spectrum feature, we randomly select a position along the frequency domain direction in each channel, then use the random function to generate \( t_b \times f \) size standard normal distribution data instead of the background spectrum feature data. According to the needs, several times more frequency domain augmentation data than the training data are generated.

TFBSRR: Using the training log mel spectrum feature data as the base input, TBSRR and FBSRR data augmentation policies are applied at the same time. Several times more augmentation data than the training data are generated.

2.2. MCRNN
Multi-Scale acoustic event detection was proposed by Zhang et al. in [16] which uses the Multi-scale hourglass structure. However, it's performance relies on the amount of annotated data and the convolutional kernels are fixed. Our proposed MCRNN Multi-scale method uses three groups of parallel CNN with different convolutional kernels to get more features from the input, and improves the time-frequency feature extraction capability for few training data. The MCRNN network
architecture is composed of MCNN, RNN and fully connected layer. The MCRNN architecture is shown in Figure 2.

![Figure 2. Example of BSRR data augmentation method on log Mel spectrogram.](image)

2.2.1. Multi-scale Convolutional Neural Networks
MCNN is made up of three groups of parallel CNN to get features from the input. Each group is composed of three layers convolutional modules with different convolutional kernels. The convolutional module consists of CNN, Batch normalization (BN), rectified linear units (ReLU), and Dropout. CNN includes 3×3, 5×5 and 7×7 convolutional kernels to get both the frequency-domain features and the time-domain features. Batch normalization (BN) and rectified linear units (ReLU) activation function is followed after each convolutional kernel. The dropout rate of 0.2 is employed for avoiding overfitting. Because of the shortest duration of the target audio event samples is about 0.2 second, we adopted 60 output features for the last 3×3 and 5×5 convolutional kernels to obtain fine features, and 8 output features for the last 7×7 convolutional kernels to extract global information. These features are concatenated to 128 output features.

2.2.2. RNN
RNN is good at processing sequence information related to context and has now become one of the most important audio recognition tool. The Gated Recurrent Unit(GRU) is a common RNN which can capture the context characteristics of time series effectively. GRU is usually used for training with inadequate data, which has fewer parameters. We use a Gated Recurrent Unit which has 64 hidden units and two layers. In the training process, we adopt 20% dropout rate to prevent over-fitting.

2.2.3. Fully connected layer
We apply a fully connected layer to output polyphonic sound events probability for each time frame. Activation function ReLU is used to activate the output. We adopt threshold value 0.5 to decide the polyphonic sound events occur or not. At last, the polyphonic sound events occurrence time (onset) and the disappearance time (offset) can be obtained.

3. Experiments and analysis
In order to assess the performance of our proposed method, we conducted experiments on the IEEE DCASE 2019 Challenge Task 3 dataset(T3). The network was trained using the adam algorithm for gradient-based optimization[17]. Training was performed for a maximum of 200 epochs using a learning rate of 0.001. We utilize early stopping criteria, and 10 epochs patience to train the model.

3.1. Dataset
We evaluate the proposed method on DCASE2019 T3 which provides 4 channels First-Order Ambisonic recordings. The dataset include development dataset(T3-dev) and evaluation dataset(T3-eval)[18]. The T3-dev consists of 400 recordings with 60-second long. The T3-eval consists of 100 recordings. Each recording contains either polyphonic sound events, or monophonic sound events[19].
On the T3-dev, we use 4-fold cross-validation to learn more effective information from the limited dataset. We take turns to use two of the four cross-validation split subsets for training, one split for validation and the last one for the test. Each split has only a 1.67-hour recording, so the training data are very few. We calculate each split performance and report the average of them. On the T3-eval, we use 75% of the T3-dev to train our network, and the remaining 25% dataset for validation.

3.2. Results and analysis

3.2.1. Performance comparison to different augmentation data amounts
In order to compare polyphonic SED performance of different augmentation data amounts, we evaluated the performance with the original training data and the data after three to nine times augmentation data which is generated with our proposed BSRR data augmentation method. The average F1 and ER on the T3-dev, the best F1 and ER on the T3-eval are present in Table 1. The results show that the performance is getting better with three to six times augmentation data on both T3-dev and T3-eval. The performance degrades with 9 times augmentation data. Using the BSRR data augmentation method on the T3-dev, we achieve the best ER 0.12, a relative 33% reduction over the original data, and the best F1 0.922, a 4% relative improvement to the original training data. The best ER/F1 on the T3-eval is 0.06/0.967, which performance improves 40% and 2% over the original data relatively. The results show that the data augmentation method improves the SED performance, but too many augmentation data will not improve performance further, the appropriate is the best.

Table 1. ER and F1 of different augmentation data on the DCASE 2019 T3

| Data   | T3-dev | T3-eval |
|--------|--------|---------|
|        | ER     | F1      | ER     | F1     |
| Original | 0.18   | 0.884   | 0.10   | 0.947  |
| 3 times | 0.13   | 0.918   | 0.09   | 0.950  |
| 6 times | 0.12   | 0.922   | 0.06   | 0.967  |
| 9 times | 0.14   | 0.914   | 0.07   | 0.958  |

In order to generate a large number of training samples with rich and varied spectrum characteristics, we expand the SpecAugment method which applied zero to log mel spectrogram frequency and time masks, and implement the GFN and RFI sound data augmentation methods which use random numbers instead of the spectrum feature data. GRN sound data augmentation method replaces the log mel spectrum training data on the DCASE 2019 T3 with Gaussian random noise randomly. RFI sound data augmentation method uses random floats instead of the original training data log mel spectrum. The BSRR data augmentation performance is compared with SpecAugment, GRN and RFI and the combination of them. The F1/ER of different data augmentation methods and the combination of them on the DCASE 2019 T3 are shown in Table 2. Six times augmentation data is applied for each method. From the results, we conclude that the performance of SpecAugment data augmentation is better than other single data augmentation method. We used both BSRR and RFI data augmentation methods at the same time, the performance is slightly improved, the F1 on the T3-eval is worse than BSRR. We utilized the combination of BSRR, SpecAugment, RFI three policies, which can get better performance than the single method. We achieve the best polyphonic SED performance by the combination of BSRR and SpecAugment data augmentation methods. We prove that applying different mixture data augmentation methods can improve the polyphonic SED performance.

Table 2. ER and F1 of different data augmentation method on the DCASE 2019 T3
Method | T3-dev | T3-eval
---|---|---
| ER | F1 | ER | F1 |
RI | 0.13 | 0.916 | 0.07 | 0.958 |
GRN | 0.14 | 0.917 | 0.06 | 0.964 |
SpecAugment | 0.11 | 0.932 | 0.06 | 0.966 |
BSRR | 0.12 | 0.922 | 0.06 | 0.967 |
BSRR+RFI | 0.11 | 0.931 | 0.06 | 0.963 |
BSRR+SpecAugment | 0.1 | 0.941 | 0.05 | 0.975 |
BSRR+SpecAugment+RFI | 0.1 | 0.939 | 0.05 | 0.970 |

3.2.2. Comparison to different network architectures on the DCASE 2019 T3
We tested different polyphonic sound event detection networks on the DCASE 2019 T3. The different network architecture parameters are shown in Table 3. In the Table, CRNN1 have three layers 3×3 convolution kernel. CRNN2 uses 3×3, 5×5 and 7×7 convolution kernels. MCRNN1 consists of two groups of parallel convolution kernel(3×3 and 5×5). MCRNN2 is composed of four groups of parallel convolution kernel(3×3, 5×5, 7×7, and 9×9). The same RNN and fully connected (FC) output are applied after convolutional layers of each different network.

| Network | Parallel | Network description |
|---|---|---|
| CRNN1 | no | 3×3conv-3×3conv-3×3conv-RNN-FC |
| CRNN2 | no | 3×3conv-5×5conv-7×7conv-RNN-FC |
| MCRNN1 | 2 | 3×3conv-3×3conv-3×3conv-3×3conv-5×5conv-5×5conv-5×5conv-RNN-FC |
| MCRNN2 | 4 | 3×3conv-3×3conv-3×3conv-3×3conv-5×5conv-5×5conv-5×5conv-7×7conv-7×7conv-7×7conv-9×9conv-9×9conv-9×9conv-RNN-FC |
| Our method | 3 | 3×3conv-3×3conv-3×3conv-3×3conv-5×5conv-5×5conv-5×5conv-7×7conv-7×7conv-7×7conv-RNN-FC |

3.2.3. Comparison with other methods
Table 5 shows the ER and F1 results of MCRNN, and the comparison with other polyphonic AED methods on DCASE 2019 T3. The baseline [20] method employ CRNN to generate benchmark scores on the DCASE2019 T3 datasets. CE-CRNN [21] won the first place on the T3 using consecutive ensemble of CRNN models. The single advanced method uses data augmentation, network prediction
and post-processing to get the state-of-the-art detection performance on the DCASE 2019 challenge T3 datasets[22]. From the results, we can see that our method achieved the best detection performance both on the T3-dev and T3-eval. On the T3-dev, we achieve the lowest ER 0.1, a 29% reduction over the single advanced, and the best F1 0.941, a 3% performance improvement relative to the single advanced. The best ER/F1 on the T3-eval is 0.05/0.975, which performance improves 17%/1% over the single advanced. Compared to the 1st place, the F1 of our method improved by 3%, and the ER reduces by 38% relatively.

| Method              | T3-dev | T3-eval |
|---------------------|--------|---------|
|                     | ER     | F1      | ER     | F1      |
| Baseline[48]        | 0.3    | 0.799   | 0.28   | 0.85    |
| CE-CRNN[49]         | 0.1    | 0.893   | 0.08   | 0.94    |
| Single advanced[50] | 0.1    | 0.916   | 0.06   | 0.96    |
| Our method          | 0.1    | 0.941   | 0.05   | 0.97    |

4. Conclusions
We proposed Multi-scale convolutional recurrent neural networks (MCRNN) and novel background spectrum random replacement (BSRR) data augmentation methods which are efficient to detect polyphonic sound events with few training data. The proposed BSRR data augmentation method is used to expand training data. Experiments show that the detection performance can be improved by using the appropriate augmentation data amounts and various data augmentation methods alone or in combination. We present a MCRNN method which uses three groups of parallel concatenated Multi-scale CNN to extract high-level features from the input log mel spectrum and a RNN to capture context information, which is better than other CRNN and MCRNN methods that we tested on the DCASE 2019 T3 with few training data. We achieved the best polyphonic SED performance on T3 by using both BSRR and SpecAugment data augmentation methods to increase the augmentation data by 6 times respectively. In the future, we will continue to test our method with more data augmentation methods and other datasets, strive to improve the polyphonic SED performance and put it into engineering practice. We share all the python code on the GitHub, where it can be downloaded at https://github.com/zhang201882/MCRNN.
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