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Abstract
Exponential smoothing has been one of the most popular forecasting methods used to support various decisions in organizations, in activities such as inventory management, scheduling, revenue management, and other areas. Although its relative simplicity and transparency have made it very attractive for research and practice, identifying the underlying trend remains challenging with significant impact on the resulting accuracy. This has resulted in the development of various modifications of trend models, introducing a model selection problem. With the aim of addressing this problem, we propose the complex exponential smoothing (CES), based on the theory of functions of complex variables. The basic CES approach involves only two parameters and does not require a model selection procedure. Despite these simplifications, CES proves to be competitive with, or even superior to existing methods. We show that CES has several advantages over conventional exponential smoothing models: it can model and forecast both stationary and non-stationary processes, and CES can capture both level and trend cases, as defined in the conventional exponential smoothing classification. CES is evaluated on several forecasting competition datasets, demonstrating better performance than established benchmarks. We conclude that CES has desirable features for time series modeling and opens new promising avenues for research.
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1 | INTRODUCTION

Effective forecasting is an essential prerequisite to logistics and operations planning. Such forecasting exercises focus not only on expected levels of demand but also on the amount of stock required. This is true for various prescriptive analytics tasks. Ideally, a forecaster will produce a prediction distribution that may be used in planning decisions using, for example, a newsvendor model.

There are several important elements that must be considered in this process:

• There may be a large number of items to be considered;
• The available time series for any given item may be short;
• The planning process will often focus on the upper tail of the prediction distribution.

These factors influence the approach taken to forecasting in the following ways. A large number of time series, that can in practice reach even several hundred thousand (for example, in retailing Fildes et al., 2019), makes the automatic generation of forecast desirable. Forecasting systems typically offer some automatic model specification capabilities, where the performance and reliability of the specification and selection of forecasting models are crucial. The pool of models, from which this selection is done, depends on the length of time series, and the capabilities of the supporting software, among other factors. The limited data can restrict the pool to simpler
models that have fewer parameters to estimate. Similarly, simple models are commonplace in practice as many companies still rely on spreadsheet software for any analysis that do not offer advanced statistical capabilities. These have contributed to the wide use of exponential smoothing in many application areas.

Even though the recent M5 forecasting competition (Makridakis et al., 2021) showed that machine learning (ML) can be very effective for short-term forecasting, these methods remain incompatible with many forecasting problems. ML methods require a substantial training sample, which in many cases translates to long time series. Moreover, even though advances in computing have increased the training speed of ML methods, identifying the correct specification and hyper-parameters remains a very computationally intensive and demanding process. This, together with the limited capacities of software in companies for advanced methods has stymied the spread of ML in practice. Further, the M5 forecasting competition results demonstrate that in terms of inventory performance, more complicated forecasting approaches do not differ from the simpler ones (Spiliotis et al., 2021). It should also be noted that a lot of the ML entries in the competition failed to out-perform even the most basic time series procedures, exemplifying the difficulty to correctly specify ML methods. Although we cannot use these findings to make a general statement, it does support the continued use of well-researched statistical methods in many business applications.

Nonetheless, when it comes to statistical models, they assume some error process that is independent of the signal. This is motivated by mathematical convenience but rarely holds in reality. Forecasting models will only approximate the process underlying real data, and although “All models are wrong, but some are useful” (G. Box), the information in forecast errors is often ignored. This suggests that the residuals generated by a model may contain useful information that can provide feedback to improve subsequent forecasts.

Given these observations, the purpose of this article is to develop a forecasting procedure that is parsimonious in terms of the number of parameters to be estimated, does not require model selection, eliminating both the complexity and the potential errors it introduces, and enables any information in the error estimates to feed back into subsequent forecasts.

The rest of the article is structured as follows. We provide a literature review in Section 2, then we introduce the complex exponential smoothing (CES) in Section 3. Within that section the properties of CES and connections with existing models are discussed. Finally, we benchmark CES against established statistical models using real cases in Section 4, which is then followed by concluding remarks.

2 | LITERATURE REVIEW

Exponential smoothing is a very successful group of forecasting methods which has been widely explored in theoretical research (e.g., see Athanasopoulos & de Silva, 2012; Brown et al., 1961; Chen et al., 2000; Jose & Winkler, 2008; Kim & Ryan, 2003; Kolassa, 2011; McKenzie, 1986; Rostami-Tabar et al., 2013; Wang et al., 2012; Zhu & Thonemann, 2004) and used in practice (Athanasopoulos et al., 2011; Fildes et al., 1998; Gardner & Diaz-Saiz, 2008; Makridakis & Hibon, 2000).

The exponential smoothing methods were well known and popular among practicing forecasters for almost half a century, originating in the work by Brown (1956). Hyndman et al. (2002), based on work by Snyder (1985) and Ord et al. (1997), embedded exponential smoothing within a state space framework, providing its statistical rationale, resulting in the ETS model (short for “Error, Trend and Seasonality”), which supports 30 models with different types of error, trend, and seasonal components. These may be none (N), additive (A), multiplicative (M), and for the trend the letter d is used to signify a damped trend. For example, ETS(A,N,A) would denote the model with additive error term, no trend and additive seasonality. An interested reader is referred to the textbook of Hyndman et al. (2008). ETS provides a systematic framework to estimate parameters, construct prediction intervals and choose between different types of exponential smoothing. The model selection in ETS framework relies on information criteria, such as Akaike information criterion (Akaike, 1974):

\[ AIC = 2k + 2\ell(\theta), \]

where \( k \) is the number of estimated parameters and \( \ell(\theta) \) is the log-likelihood function calculated for the data based on the vector of parameters \( \theta \). The ETS approach implies that all the possible ETS models are fit to the data, and the one with the lowest AIC is selected and then used for forecasting. This allows for substantial improvements in automating its use, particularly in terms of parameter estimation and model form selection (Hyndman et al., 2008). The framework has been widely used since, in different modifications of exponential smoothing (De Livera et al., 2011; Gould et al., 2008; Guo et al., 2016; Koehler et al., 2012; Kourentzes et al., 2014; Taylor & Snyder, 2012).

While ETS is widely used, recent research has demonstrated that it is possible to improve upon it. The literature shows that various combinations of exponential smoothing models result in composite ETS forms beyond the 30 standard forms (Hyndman et al., 2008), which leads to improvement in forecast accuracy (Kolassa, 2011; Kourentzes et al., 2014), with apparent implications for practice. The results of Kolassa (2011) imply that selecting the most appropriate ETS model is a challenging task. We argue that on the one hand models in the existing taxonomy do not cover all the possible forms; and on the other hand, this large diversity of models complicates the selection of the appropriate one. A further complicating factor for ETS is the assumption that any time series can be decomposed into several distinct
components, namely level, trend, and seasonality. In particular separating the level and trend of the time series presents several difficulties, as the components are not observable and their interpretation is elusive. For example the level component is non-stationary and can produce long term increases in a time series, much like a trend, complicating the separation between the two. The ETS framework suggests the existence of five types of alternative trend components, and selecting the most appropriate can be a challenging task and highly depends on the selection methodology used. Although in the original introduction of exponential smoothing the separation between level and trend was advantageous (Holt, 2004), the subsequent introduction of diverse trend alternatives opened a more difficult discussion of model selection (Hyndman et al., 2002). Kourentzes et al. (2014) showed that the complexity in identifying the presence and type of trend often results in misidentification and poorly performing long-term forecasts. Barrow et al. (2020) provide evidence that even when the ETS components are appropriately identified, the estimated smoothing parameters and the implied weight distribution (see Section 3.1) can result in poor forecasts, suggesting these as areas for improvement. Our motivation in this article is to try to avoid this artificial distinction.

We propose a new model that eliminates the arbitrary distinction between level and trend components, involves only two parameters and effectively sidesteps the model selection procedure. We encode the observed value of a time series together with the error term as a complex variable, giving rise to the proposed CES. We demonstrate that CES has several desirable properties in terms of modeling flexibility over conventional exponential smoothing and demonstrate its superior performance empirically, making the use of complex variables instrumental. The key advantage of CES is that it can model both stationary and non-stationary time series, while conventional ETS is restricted to non-stationary time series. Furthermore, CES smoothly transitions between the two cases, avoiding discontinuous changes, as imposed by the ARIMA modeling framework. We view the proposed CES as a promising extension to the established exponential smoothing framework, which given its prevalence in fields such as forecasting, in both research and practice, has direct implications for practice.

3 COMPLEX EXPONENTIAL SMOOTHING

3.1 Method and model

Using the complex valued representation of time series, we propose the CES in analogy to the conventional exponential smoothing methods. Consider the simple exponential smoothing method:

\[
\hat{y}_t = \alpha \hat{y}_{t-1} + (1 - \alpha)y_{t-1},
\]

where \(\alpha\) is the smoothing parameter and \(\hat{y}_t\) is the estimated value of series. The same method can be represented as a weighted average of previous actual observations if we substitute \(\hat{y}_{t-1}\) by the formula (2) with an index \(t - 1\) instead of \(t\) (Brown, 1956):

\[
\hat{y}_t = \alpha \sum_{j=1}^{t-1} (1 - \alpha)^{j-1} y_{t-j}.
\]

The idea of this representation is to demonstrate how the weights \((1 - \alpha)^{j-1}\) are distributed over time in our sample. If the smoothing parameter \(\alpha \in (0, 1)\) then the weights decline exponentially with the increase of \(j\). If it lies in the so called “admissible bounds” (Brenner et al., 1968), that is \(\alpha \in (0, 2)\), then the weights decline in oscillating manner. Both traditional and admissible bounds have been used efficiently in practice and in academic literature (for application of the latter see for example Gardner & Diaz-Saiz, 2008; Snyder et al., 2017). However, in real life the distribution of weights can be more complex, with harmonic rather than exponential decline, meaning that some of the past observation might have more importance than the recent ones. In order to implement such distribution of weights, we build upon (3) and introduce complex dynamic interactions by substituting the real variables with the complex ones in (3). First, we substitute \(y_{t-j}\) by the complex variable \(y_{t-j} + ie_{t-j}\), where \(e_t\) is the error term of the model and \(i\) is the imaginary unit (which satisfies the equation \(i^2 = -1\)). The idea behind this is to have the impact of both actual values and the error on each observation in the past on the final forecast. Second, we substitute \(\alpha\) with a complex variable \(a_0 + ia_1\) and 1 by \(1 + i\) to introduce the harmonically declining weights. Depending on the values of the complex smoothing parameter, the weights distribution will exhibit a variety of trajectories over time, including exponential, oscillating, and harmonic. Finally, the result of multiplication of two complex numbers will be another complex number, so we substitute \(\hat{y}_{t-j} + \hat{e}_t\) with \(\hat{y}_{t-j} + \hat{e}_t\), where \(\hat{e}_t\) is the proxy for the error term. The CES obtained as a result of this can be written as:

\[
\begin{align*}
\hat{y}_t + i\hat{e}_t = (a_0 + ia_1) \sum_{j=1}^{t-1} (1 + i - (a_0 + ia_1))^{j-1} (y_{t-j} + ie_{t-j}) .
\end{align*}
\]

Having arrived to the model with harmonically distributed weights, we can now move to the shorter form by substituting

\[
\begin{align*}
\hat{y}_{t-1} + i\hat{e}_{t-1} = (a_0 + ia_1) \sum_{j=2}^{t-1} (1 + i - (a_0 + ia_1))^{j-1} (y_{t-j} + ie_{t-j})
\end{align*}
\]

in (4) to get:

\[
\begin{align*}
\hat{y}_t + i\hat{e}_t = (a_0 + ia_1) (y_{t-1} + ie_{t-1}) + (1 - a_0 - i\alpha_1) (\hat{y}_{t-1} + i\hat{e}_{t-1}) .
\end{align*}
\]

Note that \(\hat{e}_t\) is not interesting for the time series analysis and forecasting purposes, but is used as a vessel containing the information about the previous errors of the method. Having the complex variables instead of the real ones in (5), allows taking the exponentially weighted values of both actuals and
the forecast errors. By changing the value of \( a_0 + i \alpha_1 \), we can regulate what proportions of the actual and the forecast error should be carried out to the future in order to produce forecasts.

Representing the complex-valued function as a system of two real-valued functions leads to:

\[
\begin{align*}
\hat{y}_t &= (a_0)\hat{y}_{t-1} + (1 - a_0)\tilde{y}_{t-1} - (a_1\epsilon_{t-1} + (1 - a_1)\tilde{\epsilon}_{t-1}) \\
\tilde{\epsilon}_t &= (a_1)\tilde{y}_{t-1} + (1 - a_1)\tilde{\epsilon}_{t-1} + (a_0\epsilon_{t-1} + (1 - a_0)\tilde{\epsilon}_{t-1})
\end{align*}
\]

(6)

CES introduces an interaction between the real and imaginary parts, and the equations in (6) are connected via the previous values of each other, causing interactions over time, defined by complex smoothing parameter value.

But the method itself is restrictive and does not allow easily producing prediction intervals and deriving the likelihood function. It is also important to understand what sort of statistical model underlies CES. This model can be written in the following state space form (see Appendix A for the derivation):

\[
\begin{align*}
y_t &= l_{t-1} + \epsilon_t \\
l_t &= l_{t-1} - (1 - \alpha_1) c_{t-1} + (a_0 - \alpha_1) \epsilon_t \\
c_t &= l_{t-1} + (1 - a_0) c_{t-1} + (a_0 + \alpha_1) \epsilon_t,
\end{align*}
\]

(7)

where \( \epsilon_t \) is the white noise error term, \( l_t \) is the level component and \( c_t \) is the nonlinear trend component at observation \( t \). Observe that dependencies in time series have an interacting structure and no explicit trend component is present in the time series as this model does not need to artificially break the series into level and trend, as ETS does. Although we call the \( c_t \) component as “nonlinear trend,” it does not correspond to the conventional trend component, because it contains the information of both previous \( c_{t-1} \) and the level \( l_{t-1} \). Also, note that we use \( \epsilon_t \) instead of \( \epsilon_i \) in (7), which means that the CES has (7) as an underlying statistical model only when there is no misspecification error. In the case of the estimation of this model, the \( \epsilon_t \) will be substituted by \( \epsilon_i \), which will then lead us to the original formulation (5).

This idea allows rewriting (7) in a shorter more generic way, resembling the general single source of error (SSOE) state space framework:

\[
\begin{align*}
y_t &= \mathbf{w}' \mathbf{v}_{t-1} + \epsilon_t \\
\mathbf{v}_t &= \mathbf{F} \mathbf{v}_{t-1} + \mathbf{g} \epsilon_t,
\end{align*}
\]

(8)

where \( \mathbf{v}_t = \begin{pmatrix} l_t \\ c_t \end{pmatrix} \) is the state vector, \( \mathbf{F} = \begin{pmatrix} 1 - (1 - \alpha_1) & a_0 - \alpha_1 \\ 1 & 1 - a_0 \end{pmatrix} \) is the transition matrix, \( \mathbf{g} = \begin{pmatrix} a_0 - \alpha_1 \\ a_0 + \alpha_1 \end{pmatrix} \) is the persistence vector and \( \mathbf{w} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) is the measurement vector.

The state space form (8) permits extending CES in a similar way to ETS to include additional states for seasonality or exogenous variables. The main difference between model (8) and the conventional ETS is that the transition matrix in (8) includes smoothing parameters which is not a standard feature of ETS models. Furthermore persistence vector includes the interaction of complex smoothing parameters, rather than smoothing parameters themselves.

The error term in (7) is additive, so the likelihood function for CES is trivial and is similar to the one in the additive exponential smoothing models (Hyndman et al., 2008, p. 68):

\[
\mathcal{L}(\mathbf{g}, \mathbf{v}_0, \sigma^2 | \mathbf{y}) = \left( \frac{1}{\sigma \sqrt{2\pi}} \right)^T \exp \left( -\frac{1}{2} \sum_{i=1}^{T} \frac{\epsilon_i^2}{\sigma^2} \right),
\]

(9)

where \( \mathbf{v}_0 \) is the vector of initial states, \( \sigma^2 \) is the variance of the error term and \( \mathbf{y} \) is the vector of all the in-sample observations.

### 3.2 Stationarity and stability conditions for CES

In order to understand the properties of CES, we need to study its stationarity and stability conditions. The former holds for general exponential smoothing in the state space form (8) when all the eigenvalues of \( \mathbf{F} \) lie inside the unit circle (Hyndman et al., 2008, p. 38). CES can be either stationary or not, depending on the complex smoothing parameter value, in contrast to ETS models that are always non-stationary. Calculating eigenvalues of \( \mathbf{F} \) for CES gives the following roots:

\[
\lambda = \frac{2 - a_0 \pm \sqrt{a_0^2 + 4a_1 - 4}}{2}.
\]

(10)

If the absolute values of both roots are less than 1 then the estimated CES is stationary.

When \( \alpha_1 > 1 \) one of the eigenvalues will always be greater than one. In this case both eigenvalues will be real numbers and CES produces a non-stationary trajectory. When \( \alpha_1 = 1 \), CES becomes equivalent to ETS(A,N,N). Finally, the model becomes stationary when (see Appendix C):

\[
\begin{align*}
\alpha_1 &< 5 - 2a_0 \\
\alpha_1 &< 1 \\
\alpha_1 &> 1 - a_0
\end{align*}
\]

(11)

Note that we are not restricting CES with the conditions (11), we merely show, how the model will behave depending on the value of the complex smoothing parameter. This property of CES means that it is able to model either stationary or non-stationary processes, without the need to switch between them. The property of CES for each separate time series depends on the value of the smoothing parameters.

The other important property that arises from (7) is the stability condition for CES. With \( \epsilon_t = y_t - l_{t-1} \) the following is obtained:

\[
\begin{align*}
y_t &= l_{t-1} + \epsilon_t \\
\begin{pmatrix} l_t \\ c_t \end{pmatrix} &= \begin{pmatrix} 1 - a_0 + \alpha_1 & (1 - \alpha_1) \\ 1 - a_0 - \alpha_1 & 1 - a_0 \end{pmatrix} \begin{pmatrix} l_{t-1} \\ c_{t-1} \end{pmatrix} + \begin{pmatrix} a_0 - \alpha_1 \\ \alpha_1 + a_0 \end{pmatrix} y_t.
\end{align*}
\]

(12)
The matrix $D = \begin{pmatrix} 1 - a_0 + a_1 - (1 - a_1) \\ 1 - a_0 - a_1 - 1 - a_0 \end{pmatrix}$ is called the discount matrix and can be written in the general form:

$$D = F - gw^1.$$  \hfill (13)

The model is said to be stable if all the eigenvalues of (13) lie inside the unit circle. This is more important condition than the stationarity for the model, because it ensures that the complex weights decline over time and that the older observations have smaller weights than the new ones, which is one of the main features of the conventional ETS models. The eigenvalues are given by the following formula:

$$\lambda = \frac{2 - 2a_0 + a_1 \pm \sqrt{8a_1 + 4a_0 - 4a_0a_1 - 4 - 3a_1^2}}{2}. \hfill (14)$$

CES will be stable when the following system of inequalities is satisfied (see Appendix D):

$$\begin{align*}
(a_0 - 2.5)^2 + a_1^2 > 1.25 \\
(a_0 - 0.5)^2 + (a_1 - 1)^2 > 0.25 \\
(a_0 - 1.5)^2 + (a_1 - 0.5)^2 < 1.5
\end{align*} \hfill (15)$$

Both the stationarity and stability regions are shown in Figure 1. The stationarity region (11) corresponds to the triangle. All the combinations of smoothing parameters lying below the curve in the triangle will produce the stationary harmonic trajectories, while the rest lead to the exponential trajectories. The stability condition (15) corresponds to the dark region. The stability region intersects the stationarity region, but in general stable CES can produce both stationary and non-stationary forecasts.

### 3.4 Connection with other forecasting models

#### 3.4.1 Underlying ARMA model

All the pure additive exponential smoothing models have equivalent underlying ARMA models. For example, ETS(A,N,N) has underlying ARIMA(0,1,1) model (Gardner, 1985). It can be shown that CES can be written in the form of ARMA(2,2) model (see Appendix B for the derivations):

$$\begin{align*}
(1 - \phi_1 B - \phi_2 B^2) y_t &= (1 - \theta_{1,1} B - \theta_{1,2} B^2) \epsilon_t \\
(1 - \phi_1 B - \phi_2 B^2) \xi_t &= (1 - \theta_{2,1} B - \theta_{2,2} B^2) \epsilon_t
\end{align*} \hfill (17)$$

where $\xi_t = \epsilon_t - c_{t-1}$, $\phi_1 = 2 - a_0$, $\phi_2 = a_0 + a_1 - 2$, $\theta_{1,1} = 2 - 2a_0 + a_1$, $\theta_{1,2} = 3a_0 + a_1 - 2 - a_0^2 - a_1^2$, $\theta_{2,1} = -2 + a_1$, and $\theta_{2,2} = a_0 - a_1 - 2$.

The coefficients of AR terms of this model are connected with the coefficients of MA terms, via the complex smoothing parameter. This connection is nonlinear and imposes restrictions on the AR terms plane. Figure 3 demonstrates how the invertibility region restricts the AR coefficients field. The triangle on the plane corresponds to the stationarity condition of AR(2) models, while the dark area demonstrates the invertibility region of CES.

Note that exponential smoothing models are non-stationary in their nature, but it is crucial for them to be stable or at least forecastable (Ord et al., 1997). Thus we do not impose the stationarity condition on CES. Also, the stability condition of ETS corresponds to the invertibility condition for ARIMA, which is preferred in CES framework. This means.

The forecasting trajectories of (16) will differ depending on the values of $l_t$, $c_t$ and the complex smoothing parameter. The analysis of stationarity condition shows that there are several types of forecasting trajectories of CES depending on the particular value of the complex smoothing parameter:

1. When $a_1 = 1$ all the values of forecast will be equal to the last obtained forecast, which corresponds to a flat line. This trajectory is shown in Figure 2A.
2. When $a_1 > 1$ the model produces trajectory with exponential growth which is shown in Figure 2B.
3. When $\frac{4 - a_1^2}{4} < a_1 < 1$ trajectory becomes stationary and CES produces exponential decline shown in Figure 2C.
4. When $1 - a_0 < a_1 < \frac{4 - a_1^2}{4}$ trajectory becomes harmonic and will converge to zero (see Figure 2D).
5. Finally, when $0 < a_1 < 1 - a_0$ the diverging harmonic trajectory is produced, the model becomes non-stationary. This trajectory is of no use in forecasting, that is why we do not show it on graphs.

Using (7) the conditional variance of CES for $h$ steps ahead with known $l_t$ and $c_t$ can be calculated similarly to the pure additive ETS models (Hyndman et al., 2008, p. 96).
that CES will produce both stationary and non-stationary trajectories, depending on the complex smoothing parameter value. This transition between different types of processes happens naturally in the model without the need of model selection procedure. For example, the similar stability condition on the same plane for ETS(A,N,N) corresponds to the point with the coordinates (1,0) while for ETS(A,Ad,N) it corresponds to the line $\phi_2 = 1 - \phi_1$ restricted by the segment $\phi_1 \in (1, 2)$.

3.4.2 Simple exponential smoothing (SES)

The additional properties of CES become obvious after regrouping the elements of (6):

$$
\begin{align*}
\hat{y}_t &= \hat{y}_{t-1} + a_0 e_{t-1} - a_1 e_{t-1} - (1 - a_1) \hat{e}_{t-1} \\
\hat{e}_t &= \hat{y}_{t-1} + a_1 e_{t-1} + a_0 e_{t-1} + (1 - a_0) \hat{e}_{t-1}
\end{align*}
$$

(18)

When $a_1$ is close to 1 the influence of $\hat{e}_t$ on $\hat{y}_t$ becomes minimal and the second smoothing parameter $a_0$ in (18) behaves similarly to the smoothing parameter in SES: $a_0 - 1$ in CES corresponds to $a$ in SES. For example, the value $a_0 = 1.24$ in CES will be equivalent to $a = 0.24$ in SES.

Similar conclusions can be made by comparing ETS(A,N,N), which underlies SES, and CES in state space form (7), assuming that $a_1 = 1$, which leads to:

$$
\begin{align*}
y_t &= l_{t-1} + \epsilon_t \\
l_t &= l_{t-1} + (a_0 - 1) \epsilon_t \\
c_t &= l_{t-1} + (1 - a_0) c_{t-1} + (a_0 + 1) \epsilon_t
\end{align*}
$$

(19)

The data generated using (19) will resemble the one generated using ETS(A,N,N). The insight from this is that when the series is stationary and the optimal smoothing parameter in SES should be close to zero, the optimal $a_0$ in CES will be close to one. At the same time the real part of the complex smoothing parameter will become close to 2 when the series corresponds to the random walk process.

3.5 Seasonal CES model

In order to make CES widely applicable, we also introduce a seasonal modification of the model. The simplest way to derive a seasonal model using CES is to use values of the level and nonlinear trend components with a lag $t - m$ instead of $t - 1$. This is similar to the reduced seasonal exponential smoothing forms by Snyder and Shami (2001). In order to model both seasonal and non-seasonal parts we extend the original model (7) with a seasonal model, leading to the following seasonal CES model:

$$
\begin{align*}
y_t &= l_{0,t-1} + l_{1,t-m} + \epsilon_t \\
l_{0,t} &= l_{0,t-1} - (1 - a_1) c_{0,t-1} + (a_0 - a_1) \epsilon_t \\
c_{0,t} &= l_{0,t-1} + (1 - a_0) c_{0,t-1} + (a_0 + a_1) \epsilon_t
\end{align*}
$$
\[ l_{t,j} = l_{t,j-m} - (1 - \beta_1) c_{1,j-m} + (\beta_0 - \beta_1) \epsilon_t \]
\[ c_{1,t} = l_{t,j-m} + (1 - \beta_0) c_{1,j-m} + (\beta_0 + \beta_1) \epsilon_t. \]

Model (20) can still be written in a conventional state-space form (8). It exhibits several differences from conventional smoothing seasonal models. First, the proposed seasonal CES model in (20) does not have a set of usual seasonal components as the ordinary exponential smoothing models do, which means that there is no need to renormalize them. The values of \( l_{t,j} \) and \( c_{1,t} \) correspond to estimates of past level and nonlinear trend components and have more common features with seasonal ARIMA (Box et al., 2015) than with the conventional seasonal exponential smoothing models. Second, it can be shown that the seasonal CES has an underlying model that corresponds to SARIMA \((2,0,2m+2)(2,0,0)_m\) (see Appendix E), which can be either stationary or not, depending on values of the complex smoothing parameters, similar to Section 3.4.1.

The seasonal CES can produce nonlinear seasonality, that is, the seasonal amplitude might increase or decrease in a nonlinear fashion based on values of parameters, and all the possible types of trends discussed above, as the original level component \( l_{0,j} \) can become negative while the lagged level component \( l_{t,j} \) may become strictly positive. Furthermore, this model retains the property of independence of the original level and lagged level components, so it can model a multiplicative (or other) shape seasonality in the data even when the level of the series does not change. This can happen when the seasonality is either nonlinear or when some other variable is determining its evolution, as for example in the case with solar power generation (Trapero et al., 2015).

When it comes to the estimation of this model, this can be done using the same principles as discussed earlier, while the stability condition can be checked by making sure that all the eigenvalues of the following discount matrix lie inside the unit circle:

\[
D = \begin{pmatrix}
1 - a_0 + a_1 & 1 - a_1 - a_0 & 0 \\
1 - a_0 - a_1 & -a_0 - a_1 & 0 \\
\beta_1 - \beta_0 & 1 - \beta_0 + \beta_1 & \beta_1 - 1 \\
-\beta_1 - \beta_0 & 0 & 1 - \beta_0 - \beta_1 - \beta_0
\end{pmatrix}
\]

The restrictions on parameters become more complicated than in the case of the non-seasonal model and cannot be easily analyzed.

Finally, using the likelihood (9), the Akaike information criterion for both seasonal and non-seasonal CES models can be calculated based on formula (1). For the non-seasonal model (7), the number of estimated parameters \( k \) is equal to 5 (2 complex smoothing parameters, 2 initial states, and 1 variance of the residuals), while, for the seasonal model, it becomes much greater than in the original model: \( k = 4 + 2m + 2 + 1 \), which is 4 smoothing parameters, \( 2m \) initial lagged values, 2 initial values of the generic level and nonlinear trend, and 1 estimate of the variance. The flexibility of the model (20) comes at the cost of an increased number of parameters and AIC can help to identify whether this extra flexibility is beneficial or not. Naturally, other information criteria can be used.

Observe that the model selection problem for CES is reduced to choosing only between non-seasonal and seasonal variants, instead of the multiple model forms with conventional ETS.

4 | EMPIRICAL RESULTS

In this section we provide two examples of the application of CES on real data, followed by a large empirical evaluation, comparing its performance against established time series model benchmarks.

4.1 | Examples of application

To demonstrate the use of CES we use two real time series from the M3-competition (Makridakis & Hibon, 2000). The first one (number 1664) is shown in Figure 4A and the second one (number 2721) is shown in Figure 4B. Graphical analysis, the Augmented Dickey–Fuller (ADF, Dickey & Fuller, 1979) and the Kwiatkowski–Phillips–Schmidt–Shin (KPSS, Kwiatkowski et al., 1992) tests suggest that the first series is stationary (Figure 4A), while the second one is non-stationary (Figure 4B), exhibiting a clear trend. The time series are split into in-sample and holdout subsets, as indicated in the figures with a vertical line.

Estimation of CES (using ces[] function from the smooth package for R, Smooth, 2021b) on the first time series results in the complex smoothing parameter \( a_0 + ia_1 = 0.99999 + 0.99884i \). All the roots of the characteristic equation for this complex smoothing parameter lie outside the unit circle and inequality (11) is satisfied, which means that the model produces a stationary trajectory. CES was able to identify that the series is stationary. The values of the parameters of ARMA, based on (17) are: \( \phi_1 = 1.00001, \phi_2 = -0.00116, \theta_{11} = 0.99884, \theta_{12} = 0.00116 \), which correspond to the stationary ARMA (the roots of the equation lie outside the unit circle) with long memory (the sum of the MA parameters is very close to one). Fitted values, point forecasts and 95% prediction intervals are provided in Figure 4A. All observations in the holdout sample lie in the 95% prediction interval.

For the second time series the complex smoothing parameter is \( a_0 + ia_1 = 1.48098 + 1.00346i \). In this case, the forecast of CES is influenced by a larger number of observations, compared to the first time series. There are several roots of characteristic equation lying inside the unit circle and the imaginary part of the complex smoothing parameter is greater than one, indicating that the model is non-stationary and that the bigger portion of the error term is taken into
account when fitting the model. The respective values of the ARMA from (17) are: $\phi_1 = 0.51902$, $\phi_2 = 0.48444$, $\theta_{1,1} = 0.04150$, $\theta_{1,2} = 0.24616$. These values correspond to the non-stationary ARMA (the sum of AR parameters is greater than one) with a shorter memory (the sum of MA parameters is relatively small). Fitted values, point forecasts and the 95% prediction intervals are provided in Figure 4B.

These examples show that CES is capable of modeling both stationary and otherwise series, and that it can produce the appropriate forecasts without the need for a model selection procedure.

4.2 The experimental setup

In order to assess forecasting performance of CES we conduct an empirical evaluation on the M1 (Makridakis et al., 1982), M3 (Makridakis & Hibon, 2000), and tourism (Athanasopoulos et al., 2011) competitions datasets. In total there are 5315 time series of yearly, quarterly, monthly, and unidentified (“other” in the M3 dataset) frequency. The forecast horizons for the datasets correspond to those originally used in the competitions with 6 steps ahead for the yearly, 8 steps ahead for the quarterly and other, and 18 steps ahead for the monthly subsets.

We apply the `auto.ces()` function from the smooth package v3.1.2 (Svetunkov, 2021b, on CRAN) for R (R Core Team, 2021). This function implements the CES model with the proposed AIC based selection between the seasonal and non-seasonal options. In order to see how CES performs, we also evaluate several benchmark methods:

1. ETS—the exponential smoothing model with the model selection procedure proposed by (Hyndman et al., 2002) using AICc implemented in `es()` function from smooth package for R with model = “ZXZ”;

2. ARIMA—Automatic state space ARIMA (Svetunkov & Boylan, 2020) via `auto.ssarima()` from smooth package for R;

3. Theta—Theta method proposed by Assimakopoulos and Nikolopoulos (2000) and implemented in `thetaf()` function from forecast package v8.14 (Hyndman & Khandakar, 2008) for R;

4. SCUM—Simple combination of univariate models proposed by Petropoulos and Svetunkov (2020), combining ETS, ARIMA, Theta and CES via medians;

5. SCUM(noCES)—As above but without including CES in the combination.

The first two are used to assess how CES compares with well established univariate benchmarks, while (3) is needed to see how CES compares with the winner of M3 competition. We also include the combination (4), which performed very well in the recent M4 competition (Makridakis et al., 2020) and (5) to see the role of CES in the combination.

The forecasting performance is evaluated using three error measures:

- RMSSE—Root mean squared scaled errors used in the M5 competition (Makridakis et al., 2022):

$$\text{RMSSE} = \Delta_y^{-1} \sqrt{\frac{1}{h} \sum_{j=1}^{h} (y_{t+j} - \hat{y}_{t+j})^2}, \quad (22)$$

where $\Delta_y = \frac{1}{t-1} \sum_{j=2}^{t} |\Delta y_j|$ is the mean absolute value of the first differences $\Delta y_j = y_j - y_{j-1}$ of the in-sample data and $h$ is the forecast horizon. We use this measure as it relies on the mean squared error (MSE), which is minimized by the mean forecasts (Kolassa, 2020), which are produced by all the models under consideration.

- MASE—Mean absolute scaled error (Hyndman & Koehler, 2006):

$$\text{MASE} = \Delta_y^{-1} \frac{1}{h} \sum_{j=1}^{h} |y_{t+j} - \hat{y}_{t+j}|, \quad (23)$$
This is one of the standard error measures used in forecasting experiments. Relying on mean absolute error (MAE), it is minimized by median rather than mean (Kolassa, 2020).

- MSIS—Mean scaled interval score:

\[
MIS = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{(u_{t+j} - l_{t+j})}{\alpha} \right) + \frac{2}{\alpha} \left( I \{ y_{t+j} < l_{t+j}\} + I \{ y_{t+j} > u_{t+j}\} \right) \quad (24)
\]

where \( I \{ \cdot \} \) is the indicator function, \( u_{t+j} \) is the upper bound and \( l_{t+j} \) is the lower bound of the prediction interval and \( \alpha \) is the significance level. We use 95% prediction interval in our estimation (\( \alpha = 0.05 \)). This is a scale independent version of the mean interval score (Gneiting & Raftery, 2007), and it shows the overall performance of the prediction intervals of models for selected quantiles.

We use the post hoc Nemenyi test (Demšar, 2006), which relies on ranks of error measures. We use \( \text{ncmb}() \) function in the \texttt{greybox} package (Svetunkov, 2021a) for R. This reveals, whether there is evidence that the reported differences in accuracy between forecasts are statistically significant.

### 4.3 Results

Table 1 reports the summarized mean and median errors across all time series in the datasets with the lowest values in boldface. Contrasting the mean and the median values provides more information about the overall performance of models, also providing some insights on the distribution of error measures: for all RMSSE, MASE, and MSIS we observe large differences between the two, suggesting the presence of outlying errors. The best performing method in each column is highlighted in boldface. The combination approaches are distinguished from the other contestants and are compared separately.

We see in Table 1 that CES outperforms other univariate models in terms of mean RMSSE and median values of RMSSE, MASE, and MSIS. When it comes to the combination of models, SCUM does better in terms of mean and median RMSSE and MASE than SCUM(noCES) which does not included CES in the combination. This suggests that CES benefits the combination of the models, leading to improvements in accuracy. We argue that this happens because CES is able to capture long-term trends better than the other alternatives and can capture nonlinear relations without a need to separate components into level and trend.

The comparison of mean and median MSIS in Table 1 demonstrates that CES does well in many cases, but fails in some, producing much higher errors than the other forecasting approaches. This is due primarily to one time series from M1 competition, where CES failed to identify the trend, and as a result the MSIS was equal to 523.034, while that for ETS was 25.590. This time series with CES and ETS is shown in Figure 5.

As we can see from Figure 5, the series exhibits an unpredictable increase in the holdout. In our experiment, none of the models managed to capture it correctly, all of them underforecasted the data. However, the advantage of ETS in this situation was that the selected automatically ETS(M,N,N) model relied on multiplicative error and had a higher smoothing parameter value, which resulted in an exploding prediction interval. While in many situations this would not be a suitable interval, but in this specific case it worked out better than the more conservative prediction interval of CES.

In order to determine whether the observed accuracy differences between forecasts are statistically significant, we test them using the nonparametric Nemenyi tests. The results at 5% significance level are presented in Figure 6. In each panel of the figure we rank the alternatives according to their mean rank (best at the bottom of the plot). For the forecasts that are connected with a vertical line there is no evidence of statistically significant differences at the 5% level. Note that there are multiple lines, depending on the forecast that one starts measuring from. Qualitatively the results for RMSSE and MASE are the same. CES ranks best when compared to all other univariate models, although the differences are not in all cases statistically significant. As expected, SCUM is significantly better than all the other approaches across all error measures, consistently outperforming SCUM(noCES). This means that CES does a significant contribution in the combination and is able to capture complex relations in the data that are not captured by the other forecasting models. Furthermore, when it comes to MSIS, CES ranks second, outperforming all the univariate models and the combination forecasts of SCUM(noCES).

Drawing overall conclusions from this experiment, CES is found to perform well across different error measures and its inclusion in combination forecasts leads to significant improvements across all error measures.

Having conducted the evaluation on M1, M3, and tourism competition data, we also investigate the performance of the same set of models on the M4 forecasting competition data (Makridakis et al., 2020). The dataset contains a variety of time series and the models were assessed on different forecast horizons. Of particular interest is the large variety of sampling frequencies in the data. Details are presented in Table 2.

Several time series in the competition data exhibit extreme properties (see, Darin & Stellwagen, 2020; Fildes, 2020; Ingel...
et al., 2020), which caused the benchmark ETS to break down. This was due to influential outliers and structural breaks in the data. (Specifically, the time series 19 357, 43 160, 51 552, 62 738, 92 370, 92 435, 93 159, 93 196, 93 412, 93 491.) These cases were excluded. The performance of models is summarized in Table 3.

As Table 3 demonstrates, CES outperforms all other models in terms of MASE and RMSSE. Furthermore, similar to the previous competition results, SCUM does consistently better than the combination without CES. All of this shows that CES brings value and performs well in practice.

4.4 Discussion

To further investigate the performance of CES, we analyze subsets of the previous experiment, focusing on specific data characteristics. First, we apply several special cases of ETS models to the non-seasonal data from the datasets above. To identify the non-seasonal series we rely on the model selection done by the ETS via the es() function from the smooth package for R. The results with 3262 time series are summarized in Table 4. Note that CES in this experiment is selected automatically between the seasonal and non-seasonal ones using AICc.
5 | CONCLUSIONS

In this article we proposed a new approach to time series modeling. Instead of modeling only the observed value of series and decomposing it into several components, we use complex variables theory in order to connect the actual value and the forecast error. Our motivation in doing so is to provide the model with additional information about any potential misspecifications. Adopting this approach leads to the new model, the CES.

CES is a flexible model that can produce different types of forecast trajectories, avoiding the arbitrary decomposition of time series into several components (level, trend, error), which is the basis of the ETS family of models. It encompasses both level and multiplicative trend processes and approximates additive trend well. One of the advantages of CES is that it gradually transitions from one trajectory to the other, depending on its complex smoothing parameter value. In contrast to exponential smoothing, which inspired the creation of CES, it can model both stationary and non-stationary time series. This simplifies greatly the forecasting process, as model selection between these cases is reduced to simply estimating the complex smoothing parameter of CES. This also overcomes the arbitrary distinction between level and trend series done by conventional exponential smoothing and the resulting model selection.

We show that CES has the form of an ARMA(2,2) model, but without the stationarity or stability requirements. The main difference between ARMA(2,2) underlying CES and the general ARMA(2,2) is that in CES framework the AR and MA parameters become connected with each other. This leads to a different parameter space and a different modeling of time series.

We also develop a seasonal counterpart of CES model to make it applicable to a wide variety of data. The seasonal CES is capable of modeling and forecasting time series with both additive, multiplicative, and other types of seasonality, providing even more flexibility to CES. We also discuss the selection between the seasonal and non-seasonal CES models, for which using information criteria is our recommendation.

Finally, CES is empirically shown to outperform ETS, ARIMA and Theta in terms of RMSSE. This validates that CES can be used efficiently to capture both level and trend time series, side-stepping the model selection problem in ETS, which forces abrupt changes between the various trend cases. The proposed model avoids this via a smooth transition between them. We also evaluate the contribution of CES in the a combined forecast. We demonstrate that including CES in the forecast pool increases accuracy further. CES contributes to the combined forecasts due to its ability to capture long term trends and nonlinear relations in the data.

We do not claim that CES is appropriate for every single forecasting scenario. Nonetheless, we provide evidence that it is a robust approach. In this work we have focused on the foundations of the basic idea, building upon the additive
error model. Future research should investigate the impact of sample size on performance of CES and the extension of CES to incorporate a multiplicative error term. Furthermore, CES diverges from the traditional ETS structure, being able to capture a wider variety of trend and season behaviors and therefore could bring potential benefits. This is attributed to the usage of complex variables theory in the original method. Future research can investigate other options for models based on theory of complex variables.
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**APPENDIX A: STATE SPACE FORM OF CES**

Any complex variable can be represented as a vector or as a matrix:

\[ z = a + ib; \begin{pmatrix} a \\ b \end{pmatrix} = \begin{pmatrix} a \\ -b \\ b \\ a \end{pmatrix}. \] (A1)

The general CES model (5) can be split into two parts: measurement and transition equations using (A1):

\[ \begin{pmatrix} \hat{y}_t \\ \hat{e}_t \end{pmatrix} = \begin{pmatrix} l_{t-1} \\ c_{t-1} \end{pmatrix}, \]

\[ \begin{pmatrix} l_t \\ c_t \end{pmatrix} = \begin{pmatrix} a_0 - a_1 \\ a_1 a_0 \end{pmatrix} \begin{pmatrix} y_t \\ e_t \end{pmatrix} + \begin{pmatrix} 1 \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ 0 \\ l_{t-1} \\ c_{t-1} \end{pmatrix} \] (A2)

Regressing the elements of transition equation in (A2) the following equation can be obtained:

\[ \begin{pmatrix} l_t \\ c_t \end{pmatrix} = \begin{pmatrix} a_0 - a_1 \\ a_1 a_0 \end{pmatrix} \begin{pmatrix} 0 \\ e_t \end{pmatrix} + \begin{pmatrix} a_0 - a_1 \\ a_1 a_0 \end{pmatrix} \begin{pmatrix} y_t \\ 0 \end{pmatrix} + \begin{pmatrix} 1 \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ 0 \\ l_{t-1} \\ c_{t-1} \end{pmatrix} \] (A3)

Grouping vectors of actual value and level component with complex smoothing parameter and then the level and nonlinear trend components leads to:

\[ \begin{pmatrix} l_t \\ c_t \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \begin{pmatrix} l_{t-1} \\ c_{t-1} \end{pmatrix} - \begin{pmatrix} 0 \\ -a_1 \end{pmatrix} \begin{pmatrix} l_{t-1} \\ 0 \end{pmatrix} \]
\[
\begin{pmatrix}
\alpha_0 - \alpha_1 \\
\alpha_1 - \alpha_0
\end{pmatrix}
\begin{pmatrix} 0 \\
1
\end{pmatrix}
+ \begin{pmatrix}
\alpha_0 - \alpha_1 \\
\alpha_1 - \alpha_0
\end{pmatrix}
\begin{pmatrix} \varepsilon_t \\
\varepsilon_{t-1}
\end{pmatrix}
+ \begin{pmatrix}
y_t - l_{t-1}
\end{pmatrix}
= (A4).
\]

The difference between the actual value and the level in (A4) is the forecast error: \( y_t - l_{t-1} = \varepsilon_t \). If we consider the model that might generate the data for CES, then we should assume that there is no misspecification error, so that \( \varepsilon_t = \varepsilon_t \). Using this and making several transformations gives the following state space model:

\[
\begin{pmatrix}
\hat{y}_t \\
\hat{\varepsilon}_t
\end{pmatrix}
= \begin{pmatrix} l_{t-1} \\
l_{t-1}
\end{pmatrix}
+ \begin{pmatrix}
1 - (1 - \alpha_1) \\
1 (1 - \alpha_0)
\end{pmatrix}
\begin{pmatrix} \varepsilon_t \\
\varepsilon_{t-1}
\end{pmatrix}
+ \begin{pmatrix}
- \alpha_1 \\
\alpha_0
\end{pmatrix}
\begin{pmatrix} \varepsilon_t \\
\varepsilon_{t-1}
\end{pmatrix}
+ \begin{pmatrix} \alpha_0 \\
\alpha_1
\end{pmatrix}
\begin{pmatrix} \varepsilon_t \\
\varepsilon_{t-1}
\end{pmatrix}.
\]

Now making substitutions \( l_t = y_{t+1} - \varepsilon_{t+1} \) in (A4), taking one more lag back and regrouping the error terms once again leads to:

\[
y_t - (2 - \alpha_0) y_{t-1} - (\alpha_0 + \alpha_1 - 2) y_{t-2}
= \varepsilon_t - (2 - 2 \alpha_0 + \alpha_1) \varepsilon_{t-1}
- (3 \alpha_0 + \alpha_1 - 2 - \alpha_0^2 - \alpha_1^2) \varepsilon_{t-2}.
\]

The resulting model (B5) is ARMA(2,2):

\[
(1 - \phi_1 B - \phi_2 B^2) y_t = (1 - \theta_1 B - \theta_2 B^2) \varepsilon_t,
\]

where \( \phi_1 = 2 - \alpha_0, \phi_2 = \alpha_0 + \alpha_1 - 2, \theta_1,1 = 2 - 2 \alpha_0 + \alpha_1 \) and \( \theta_1,2 = 3 \alpha_0 + \alpha_1 - 2 - \alpha_0^2 - \alpha_1^2 \).

In a similar manner using (7) it can be shown that the imaginary part of the series has the following underlying model:

\[
(1 - \phi_1 B - \phi_2 B^2) \xi_t = (1 - \theta_2,1 B - \theta_2,2 B^2) \varepsilon_t,
\]

where \( \xi_t = \varepsilon_t - \varepsilon_{t-1}, \theta_2,1 = 2 + \alpha_1 \) and \( \theta_2,2 = \alpha_0 - \alpha_1 - 2 \).

**APPENDIX B: UNDERLYING ARIMA**

The nonlinear trend component can be calculated using the second equation of (7), assuming \( \varepsilon_t = \varepsilon_t \), in the following way:

\[
e_{t-1} = - \left( \frac{l_{t-1} - l_t + (\alpha_1 - \alpha_0) \varepsilon_t}{1 - \alpha_1} \right).
\]

Inserting (B1) into the third equation of (7) leads to:

\[
- \left( \frac{l_{t+1} - l_t + (\alpha_1 - \alpha_0) \varepsilon_{t+1}}{1 - \alpha_1} \right)
= l_{t-1} - (1 - \alpha_0) \left( \frac{l_t - l_{t-1} + (\alpha_1 - \alpha_0) \varepsilon_t}{1 - \alpha_1} + (\alpha_0 + \alpha_1) \varepsilon_t \right).
\]

Multiplying both parts of (B2) by \( (1 - \alpha_1) \) and taking one lag back results in:

\[
l_t - l_{t-1} + (\alpha_1 - \alpha_0) \varepsilon_t
= - (1 - \alpha_1) l_{t-2} + (1 - \alpha_0) \left( l_{t-1} - l_{t-2} + (\alpha_1 - \alpha_0) \varepsilon_{t-1} \right)
- (1 - \alpha_1) \left( \alpha_0 + \alpha_1 \right) \varepsilon_{t-1}.
\]

Opening the brackets, transferring all the level components to the left hand side and all the error terms and nonlinear trend components to the right hand side and then regrouping the elements gives:

\[
l_t - (2 - \alpha_0) l_{t-1} - (\alpha_0 + \alpha_1 - 2) l_{t-2}
= (\alpha_0 - \alpha_1) \varepsilon_t - (\alpha_0 - \alpha_0^2 + \alpha_1 - \alpha_0^2 - \alpha_1^2 + \alpha_1 - \alpha_0) \varepsilon_{t-1}.
\]

The analysis of the Equation (10) shows that the eigenvalues can be either real or complex. In the cases of the real eigenvalues they need to be less than one, so the corresponding forecasting trajectory can be stationary and exponentially decreasing. This means that the following condition must be satisfied:

\[
\left\{ \frac{2 \alpha_0 \pm \sqrt{\alpha_0^2 + 4 \alpha_1 - 4}}{2} \right\} < 1 \quad (C1)
\]

The first inequality in (C1) leads to the following system of inequalities:

\[
\begin{cases}
\sqrt{\alpha_0^2 + 4 \alpha_1 - 4} > \alpha_0 - 4 \\
\sqrt{\alpha_0^2 + 4 \alpha_1 - 4} < \alpha_0 - 4 \\
- \sqrt{\alpha_0^2 + 4 \alpha_1 - 4} > \alpha_0 - 4 \\
- \sqrt{\alpha_0^2 + 4 \alpha_1 - 4} < \alpha_0.
\end{cases}
\]

The analysis of (C2) shows that if \( \alpha_0 > 4 \), then the third inequality is violated and if \( \alpha_0 < 0 \), then the second inequality is violated. This means that the condition \( \alpha_0 \in (0, 4) \) is crucial for the stationarity of CES. This also means that the first and the forth inequalities in (C2) are always satisfied. Furthermore the second inequality can be transformed into:

\[
\alpha_0^2 + 4 \alpha_1 - 4 < \alpha_0^2,
\]

which after simple cancellations leads to:

\[
\alpha_1 < 1.
\]

The other important result follows from the third inequality in (C2), which can be derived using the condition \( \alpha_0 \in (0, 4) \):

\[
\alpha_0^2 + 4 \alpha_1 - 4 < (\alpha_0 - 4)^2.
\]
which implies that:
\[ \alpha_1 < 5 - 2\alpha_0, \]  
(C6)

Uniting all these conditions and taking into account the second inequality in (C1), CES will produce a stationary exponential trajectory when:
\[
\begin{aligned}
0 < \alpha_0 &< 4 \\
\alpha_1 &< 5 - 2\alpha_0 \\
\frac{4 - \alpha_0^2}{4} &\leq \alpha_1 < 1 
\end{aligned}
\]  
(C7)

The other possible situation is when the second part of the inequality (C1) is violated, which will lead to the complex eigenvalues, meaning that the harmonic forecasting trajectory is produced. CES can still be stationary if both eigenvalues in (10) have absolute values less than one, meaning that:
\[
\sqrt{\Re(\lambda)^2 + \Im(\lambda)^2} < 1,  
\]  
(C8)

where \( \Re(\lambda) \) is the real part and \( \Im(\lambda) \) is the imaginary part of \( \lambda \). This means in its turn the satisfaction of the following condition:
\[
\sqrt{\left( \frac{2 - \alpha_0}{2} \right)^2 + \left( i \frac{\sqrt{\alpha_0^2 + 4\alpha_1 - 4}}{2} \right)^2} < 1,  
\]  
(C9)

or:
\[
0 \leq \frac{4 + \alpha_0^2 - 4\alpha_0}{4} - \frac{4\alpha_0^2 + 4\alpha_1 - 4}{4} < 1,  
\]  
(C10)

which simplifying leads to:
\[ 1 < \alpha_0 + \alpha_1 \leq 2, \]

or:
\[
\begin{aligned}
\alpha_1 &> 1 - \alpha_0 \\
\alpha_1 &\leq 2 - \alpha_0 
\end{aligned}
\]

The full condition that leads to the harmonic stationary trajectory of CES is:
\[
\begin{aligned}
\alpha_1 &< \frac{4 - \alpha_0^2}{4} \\
\alpha_1 &> 1 - \alpha_0 \\
\alpha_1 &\leq 2 - \alpha_0 
\end{aligned}
\]  
(C11)

The first inequality in (C11) can be rewritten as a difference of squares:
\[
\alpha_1 < 2 - \alpha_0 \left( \frac{2 + \alpha_0}{4} \right).  
\]  
(C12)

Comparing the right hand part of (C12) with the right hand side of the third inequality in (C11) it can be shown that there is only one point, when both of these inequalities will lead to the same constraint; when \( \alpha_0 = 2 \). This is because the line \( \alpha_1 = 2 - \alpha_0 \) is a tangent line for the function \( \frac{4 - \alpha_0^2}{4} \) in this point. In all the other cases the right hand part of (C12) will be less than the right hand side of the third inequality in (C11). This means that the third inequality in (C11) can be dropped:
\[
\begin{aligned}
\alpha_1 &< \frac{4 - \alpha_0^2}{4} \\
\alpha_1 &> 1 - \alpha_0. 
\end{aligned}
\]  
(C13)

Uniting (C13) with (C7) leads to the following general stationarity condition:
\[
\begin{aligned}
0 < \alpha_0 &< 4 \\
\alpha_1 &< 5 - 2\alpha_0 \\
\frac{4 - \alpha_0^2}{4} &\leq \alpha_1 < 1. 
\end{aligned}
\]  
(C14)

The third and fourth conditions can now be united. The first condition is always satisfied when conditions two and five are met (because the corresponding lines of these inequalities have an intersection in the point \( \alpha_0 = 4 \)), so it can be removed. Finally, the following simpler condition can be used instead of (C14):
\[
\begin{aligned}
\alpha_1 &< 5 - 2\alpha_0 \\
\alpha_1 &< 1 \\
\alpha_1 &> 1 - \alpha_0. 
\end{aligned}
\]  
(C15)

APPENDIX D: STABILITY CONDITION FOR CES

The general ARMA(2,2) will be invertible when the following condition is satisfied:
\[
\begin{aligned}
\theta_2 + \theta_1 &< 1 \\
\theta_2 - \theta_1 &< 1 \\
\theta_2 &> -1 \\
\theta_2 &< 1 
\end{aligned}
\]  
(D1)

Due to (Hyndman et al., 2008, p. 172–173) invertibility condition of ARIMA corresponds to stability condition of models in state space formulation. Following from Section 3.4.1, inserting the parameters from ARMA (17) underlying CES, the following system of inequalities is obtained:
\[
\begin{aligned}
3\alpha_0 + \alpha_1 - 2 - \alpha_0^2 - \alpha_1^2 + 2 - 2\alpha_0 + \alpha_1 &< 1 \\
3\alpha_0 + \alpha_1 - 2\alpha_1^2 - \alpha_1^2 - 2 + 2\alpha_0 - \alpha_1 &< 1 \\
3\alpha_0 + \alpha_1 - 2\alpha_0^2 - \alpha_1^2 &< -1 \\
3\alpha_0 + \alpha_1 - 2\alpha_0^2 - \alpha_1^2 &< 1 
\end{aligned}
\]  
(D2)

After the cancellations and regrouping of elements the system (D2) transforms into:
\[
\begin{aligned}
- \alpha_0^2 + 5\alpha_0 - \alpha_1^2 - 5 &< 0 \\
- \alpha_0^2 + \alpha_0 - \alpha_1^2 + 2\alpha_1 - 1 &< 0 \\
- \alpha_0^2 + 3\alpha_0 - \alpha_1^2 + \alpha_1 - 1 &> 0 \\
- \alpha_0^2 + 3\alpha_0 - \alpha_1^2 + \alpha_1 - 3 &< 0 
\end{aligned}
\]  
(D3)

The inequalities in (D3) can be transformed into the inequalities, based on squares of differences:
\[
\begin{aligned}
(a_0 - 2.5)^2 + \alpha_1^2 &> 1.25 \\
(a_0 - 0.5)^2 + (\alpha_1 - 1)^2 &> 0.25 \\
(a_0 - 1.5)^2 + (\alpha_1 - 0.5)^2 &< 1.5 \\
(a_0 - 1.5)^2 + (\alpha_1 - 0.5)^2 &> -0.5 
\end{aligned}
\]  
(D4)
Note that any point on the plane of smoothing parameters satisfies the last inequality in (D4), so it is redundant and can be skipped.

**APPENDIX E: GENERAL SEASONAL CES AND SARIMA**

The model (20) can be written in the following state-space form:

\[
y_t = w_0 v_{0,t-1} + w_1 v_{1,t-m} + \epsilon_t
\]

\[v_{0,t} = F_0 v_{0,t-1} + g_0 \epsilon_t \quad \text{(E1)}
\]

\[v_{1,t} = F_1 v_{1,t-m} + g_1 \epsilon_t,
\]

where \(v_{0,t} = \begin{pmatrix} l_{0,t} \\ c_{0,t} \end{pmatrix}\) is the state vector of the non-seasonal part of CES, \(v_{1,t} = \begin{pmatrix} l_{1,t} \\ c_{1,t} \end{pmatrix}\) is the state vector of the seasonal part, \(w_0 = w_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}\) are the measurement vectors, \(F_0 = \begin{pmatrix} 1 & \alpha_1 - 1 \\ 1 & 1 - \alpha_0 \end{pmatrix}, F_1 = \begin{pmatrix} 1 & \beta_1 - 1 \\ 1 & 1 - \beta_0 \end{pmatrix}\) are transition matrices and \(g_0 = \begin{pmatrix} \alpha_1 - \alpha_0 \\ \alpha_1 + \alpha_0 \end{pmatrix}, g_1 = \begin{pmatrix} \beta_1 - \beta_0 \\ \beta_1 + \beta_0 \end{pmatrix}\) are persistence vectors of non-seasonal and seasonal parts respectively.

Observe that the lags of the non-seasonal and seasonal parts in (E1) differ, which leads to splitting the state-space model into two parts. But uniting these parts will lead to the conventional state-space model:

\[
y_t = w' v_{t-1} + \epsilon_t
\]

\[v_t = F v_{t-1} + g \epsilon_t, \quad \text{(E2)}
\]

where \(v_t = \begin{pmatrix} v_{0,t} \\ v_{1,t} \end{pmatrix}, v_{t-1} = \begin{pmatrix} v_{0,t-1} \\ v_{1,t-m} \end{pmatrix}, w = \begin{pmatrix} w_0 \\ w_1 \end{pmatrix}, F = \begin{pmatrix} F_0 & 0 \\ 0 & F_1 \end{pmatrix}, g = \begin{pmatrix} g_0 \\ g_1 \end{pmatrix}\). The state vector \(v_{t-1}\) can also be rewritten as \(v_{t-1} = \begin{pmatrix} B & 0 \\ 0 & B^m \end{pmatrix} \begin{pmatrix} v_{0,t-1} \\ v_{1,t-m} \end{pmatrix}\), where \(B\) is a backshift operator. Making this substitution and taking \(L = \begin{pmatrix} B & 0 \\ 0 & B^m \end{pmatrix}\) the state-space model (E2) can be transformed into:

\[
y_t = w' L v_t + \epsilon_t
\]

\[v_t = F L v_t + g \epsilon_t, \quad \text{(E3)}
\]

The transition equation in (E3) can also be rewritten as:

\[(I_2 - FL) v_t = g \epsilon_t, \quad \text{(E4)}
\]

which after a simple manipulation leads to:

\[v_t = (I_2 - FL)^{-1} g \epsilon_t, \quad \text{(E5)}
\]

Substituting (E5) into measurement equation in (E3) gives:

\[y_t = w' L (I_2 - FL)^{-1} g \epsilon_t + \epsilon_t, \quad \text{(E6)}
\]

Inserting the values of the vectors and multiplying the matrices leads to:

\[y_t = \left(1 + w'_0 (I_2 - F_0 B)^{-1} g_0 B + w'_1 (I_2 - F_1 B^m)^{-1} g_1 B^m\right) \epsilon_t. \quad \text{(E7)}
\]

Substituting the values by the matrices in (E7) gives:

\[y_t = \begin{pmatrix} 1 + w'_0 \left(1 - B \left(1 - \alpha_1\right) B^{-1} \left(\alpha_1 - \alpha_0\right) B + \left(1 - B + \alpha_0 B\right) \left(\alpha_1 + \alpha_0\right) B\right) \epsilon_t, \quad \text{(E8)}
\]

The inverse of the first matrix in (E8) is equal to:

\[
(I_2 - F_0 B)^{-1} = \frac{1}{1 - 2B - (\alpha_0 + \alpha_1 - 2) B^2} \times \left(\begin{array}{cc}
1 - (\alpha_1 - \alpha_0) B & (\alpha_1 - 1) B \\
B & 1 - B
\end{array}\right), \quad \text{(E9)}
\]

similarly the inverse of the second matrix is:

\[
(I_2 - F_1 B^m)^{-1} = \frac{1}{1 - 2B^m - (\beta_0 + \beta_1 - 2) B^{2m}} \times \left(\begin{array}{cc}
1 - (\beta_1 - \beta_0) B^m & (\beta_1 - 1) B^m \\
B^m & 1 - B^m
\end{array}\right). \quad \text{(E10)}
\]

Inserting (E9) and (E10) into (E8), after cancellations and regrouping of elements leads to:

\[
(1 - 2B - (\alpha_0 + \alpha_1 - 2) B^2) (1 - 2B^m - (\beta_0 + \beta_1 - 2) B^{2m}) y_t
\]

\[
= \left[(1 - 2B - (\alpha_0 + \alpha_1 - 2) B^2) (1 - 2B^m - (\beta_0 + \beta_1 - 2) B^{2m})
\right.
\]

\[
+ (1 - 2B^m - (\beta_0 + \beta_1 - 2) B^{2m}) (\alpha_1 - a_0 - ((\alpha_0 - \alpha_1)^2 - 2a_1) B)
\]

\[
+ \left(1 - 2B - (\alpha_0 + \alpha_1 - 2) B^2\right) (\beta_1 - \beta_0 - ((\beta_0 - \beta_1)^2 - 2\beta_1) B^m) \right) \epsilon_t. \quad \text{(E11)}
\]

Unfortunately, there is no way to simplify (E11) to present it in a compact form, so the final model corresponds to SARIMA \((2,0,2m+2)(2,0,0)_m\).