What is the appropriate sample size for strike and dip measurements? An evaluation from compass, smartphone and LiDAR measurements
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Geological planar surfaces are irregular and therefore, an important question is: what is the appropriate sample size for measuring their orientations? We explore this question by measuring the orientation of two metre-sized surfaces, a shallow foliation in an overhang and a more irregular steep joint plane, in Cambro–Ordovician mica schists of the Svarthola cave, Rogaland, SW Norway. We use three methods: a geological compass; smartphones with digital compass clinometer applications, i.e., Stereonet Mobile (iPhone) and Fieldmove Clino (iPhone and Android); and LiDAR scans of increasing resolution. While geological compass measurements are generally robust, they provide inaccurate measurements in the challenging foliation overhang. Stereonet Mobile measurements are more accurate, while Fieldmove Clino is reliable in the iPhone but not in the Android device. Mean surface orientations reach a consistent result after 100–150 smartphone measurements. However, neither the compass nor the smartphone measurements can clearly define the joint-surface orientation. Triangulated surfaces from the LiDAR scans deliver precise but inconsistent results, especially at the highest resolution in the joint plane. Kriging of the surfaces significantly improves the representativeness of the computed orientations to reflect a more realistic model. A best-fit to plane routine using points within a radius, r, delivers the most representative results. At r ~0.5 m, the estimated orientations stabilise, and all scans deliver similar results. This is the appropriate sample size for measuring the studied planes. Similar strategies should be taken into consideration when measuring planes in outcrop (sighting as opposed to direct measurement) or from 3D geological models.
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Introduction

Smartphones, small unmanned aerial vehicles (UAVs), Structure from Motion (SfM) photogrammetry, and light detection and ranging (LiDAR) have revolutionised the way we collect structural measurements in the field. Smartphones enable rapid collection of measurements, allowing for data redundancy and uncertainty estimates (Allmendinger et al., 2017). The accuracy of Android devices, however, has been questioned, mostly in relation to the low reliability of the device magnetometer (Lee et al., 2013; Novakova & Pavlis, 2017). iOS devices, on the other hand, seem to be reliable for all but the most demanding applications, provided care is taken with respect to objects that could affect the magnetic field (Allmendinger et al., 2017). SfM and LiDAR virtual outcrop models provide an exceptional 3D view of structures, as well as the chance to extract a wealth of structural measurements consistent with both compass and smartphone measurements (Cawood et al., 2017). UAV-based SfM models may be less accurate than LiDAR, but they can have greater coverage and contribute to a better characterisation of the structures (Cawood et al., 2017).
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When determining the orientation of planar surfaces in the field, from virtual outcrop models, or even subsurface geological models derived from seismic and well data, there are three main aspects to keep in mind: plane orientation, surface roughness and measuring device adaptability to the surface. Each of these aspects has associated methodological and conceptual considerations. For plane orientation, considerations include: What is the ‘correct’ orientation of a planar feature; how do we define a correct orientation; and does it depend on the scale of observation? For example, someone studying asperities on a fault surface would define the correct orientation very differently than someone using orientation to determine the intersection of a fault with a reservoir unit in a 3D seismic cube (Yielding & Freeman, 2016). Considerations related to surface roughness are: natural surfaces are inherently irregular; how does surface roughness affect the question of how big an area is needed to sample in order to get an accurate measurement; what is the best way to characterise surface roughness (LiDAR?); and how does roughness vary with lithology and structure type (bedding, faults, joints, etc.)? Finally, determining measuring-device adaptability to a unique surface requires forethought and considers the following: how do standard tools (e.g., compass and mobile devices) and more advanced tools (e.g., virtual outcrop models) cope with surface roughness; what are the most efficient strategies for obtaining the most accurate measurement(s) from these tools; and what is the probability that a randomly placed compass/smartphone or a randomly chosen area from a virtual outcrop model would yield a similar result on a surface of a particular roughness?

In this short note, we explore measuring-device adaptability to a surface by studying two different metre-sized surfaces, a shallow foliation and a steep joint plane, in Cambro–Ordovician mica schists of the Buadalen nappe at the Svarthola cave, Rogaland, SW Norway (Slama & Pedersen, 2015). We scanned the surfaces with LiDAR at different frequencies and resolutions, and compared the strike and dip measurements from the LiDAR scans to those from a geological compass, iPhone and Android device on the same surfaces. Overall, the results indicate that the minimum size to correctly characterise the foliation and joint is ~0.5 m, regardless of the measuring device, which suggests that sighting measurements from this distance are more correct than direct measurements on these planes.

Case study

The study area is a prehistoric cave called Vistehola or Svarthola (the black cave), in Randaberg municipality, northwest of Stavanger, Norway (Fig. 1A). The cave was inhabited in the Stone Age (~6000 BC) when it was near sea level. Today, it is ~16 m above sea level, marking the marine limit at this location (Riis, 2016). The outcrop consists of Cambro–Ordovician quartz-rich phyllite to mica schist, relatively dark in colour (Fig. 1A–B; Geological Survey of Norway 1:250,000 geological map and Ramberg et al., 2008; Slama & Pedersen, 2015). We chose two surfaces near the cave, a foliation and a steeper joint plane (Fig. 1C, surfaces I and II). The foliation is in an overhang, which makes it more difficult to measure with a compass, and the joint plane is more irregular than the foliation. Crenulation cleavage adds irregularity to both planes.

Methods

We measured the orientation of the foliation and joint surfaces using three methods: i. Brunton Geo compass, ii. digital compass clinometer applications on smartphone devices, and iii. LiDAR scans. About 30 strike and dip measurements were collected on each plane using the Brunton Geo compass. For the smartphone devices, we used two applications: Stereonet Mobile (Allmendinger et al., 2017) and Fieldmove Clino (Midland Valley). Stereonet Mobile is an iOS application, while Fieldmove Clino has both iOS and Android versions. We tested these applications on an iPhone 6 (Stereonet Mobile and Fieldmove Clino) and on a Samsung A3 Android device (Fieldmove Clino). For Stereonet Mobile, it is important to note that the program handles transients in the sensor data by redundant sampling (10 measurements per second after the device has been held stable for 1 second; Allmendinger et al., 2017). Thus, every measurement in Stereonet Mobile is the average of tens of measurements. For Fieldmove Clino, it is not clear what the background measurement strategy is, although in iOS both Stereonet Mobile and Fieldmove Clino seem to be comparable, probably because they use the same iOS routines (Allmendinger et al., 2017). On each plane, and using both the iPhone and Android devices, 200 strike and dip measurements were collected.

The use of LiDAR data (3D point clouds) for extracting discontinuity (planar surfaces) orientations has been a subject of research for the last twenty years. The initial use of triangulated surfaces (e.g., Feng et al., 2001) has been superseded by more advanced techniques, including automatic algorithms for point cloud classification into discontinuity sets using clustering analysis, region growing and kernel density estimation (KDE; Gigli & Casagli, 2011; Riquelme et al., 2014; Guo et al., 2017; Thiele et al., 2017). Although today these techniques are almost the standard for measuring discontinuities from LiDAR data, the purpose of this note is not to look at the application of these techniques, but rather at the impact of applying different sampling strategies to the LiDAR...
Figure 1. (A) Vistehola location with zoom of local area. Maps from the Geological Survey of Norway (NGU) server. (B) Photograph of the cave. (C) Photograph of foliation (I) and joint (II) surfaces.
data, from the crudest one (Delaunay triangulation) to more inclusive gridding (Kriging and best-fit-to-plane) routines; this is completed with the objective of establishing the right sample size for determining the orientation of the scanned surfaces.

LiDAR scans of the cave were obtained with a Riegl VZ–4000 instrument from a distance of 2.6 m. Five scans were shot from the same position but with different frequencies and resolution point spacings (Table 1). These data were collected in the winter when there was less vegetation. The LiDAR point clouds were imported into RiSCAN Pro (RIEGL) where areas of high vegetation were removed. As an example, Fig. 2 shows the LiDAR model for the 150 kHz scan after vegetation removal and additional processing steps including triangulation, smoothing, decimation and texturising (Hodgetts, 2013). The LiDAR point clouds were imported into Move (Midland Valley), where the foliation and joint surfaces (I and II in Fig. 2) were isolated, and surface orientation analysis and gridding routines were performed.

### Results

#### Compass

Twenty-seven measurements were taken on the foliation and 30 measurements on the joint plane. The strike and dip distribution of these measurements is shown in Fig. 3A. The foliation measurements show more spread in strike than those of the joint plane, perhaps because the foliation is located in an overhang and is more difficult to measure (Fig. 2). The spread in the strike measurements of both planes, however, is relatively low, which confirms the benefit of using a geological compass with a good damping mechanism such as the Brunton Geo compass. The dip measurements of both planes show a higher spread. In the foliation, this is due to the difficulties of measuring, and in the joint plane this is more inherent to the irregularity of the plane. The mean vector of the poles to the foliation is 197/73 and of the poles to the joint plane 027/10 (Fig. 4). For both planes, the 95%

---

**Table 1. Five LiDAR scans with frequency and point spacing.**

| Scan (kHz) | Vertical Point Spacing (m) | Horizontal Point Spacing (m) | Phi (deg.) |
|-----------|-----------------------------|-----------------------------|------------|
| 30        | 0.023                       | 0.094                       | 0.5        |
| 30        | 0.022                       | 0.044                       | 0.2        |
| 30        | 0.021                       | 0.02                        | 0.1        |
| 150       | 0.016                       | 0.019                       | 0.1        |
| 300       | 0.013                       | 0.022                       | 0.05       |

---

**Figure 2. Virtual outcrop model of the cave from the LiDAR 150 kHz scan. Surfaces I and II are the foliation and joint plane, respectively.**
However, as Allmendinger et al. (2017) demonstrate, comparing separate strike or dip readings is misleading and one should rather compare the complete strike and dip orientation of the plane. Fig. 4 shows the mean vectors and 95% confidence cones of the poles to the foliation and joint surfaces from the smartphone applications, again separated for the first 50, 100, 150 and 200 measurements. These results are also included in Table 2. For the foliation, the Stereonet Mobile application provides the most consistent results delivering mean vector orientation (~177/72) with the lowest dispersion (compared to the compass and the other two smartphone applications) from confidence cone (or error) of the mean vector calculation (Fisher et al., 1987; Allmendinger et al., 2012) is ~2° (Table 2).

### Smartphone applications

Fig. 3B–D show the strike and dip histograms of the foliation and joint measurements from the three smartphone applications, coloured by the first 50 (black), 100 (dark grey), 150 (light grey), and 200 (white) measurements. While the overall distribution of these measurements is similar and matches the compass measurements, close inspection shows that there are differences between the three applications. For the foliation, the Stereonet Mobile measurements (Fig. 3B) have less spread in strike than the iPhone and Android Fieldmove Clino measurements (Fig. 3C–D), while for the joint plane, the iPhone Fieldmove Clino measurements (Fig. 3C) have less spread in strike than the Stereonet Mobile and Android Fieldmove Clino measurements (Fig. 3B & D). For both planes, the three applications show similar spread in dip.

![Figure 3. Strike and dip histograms of the foliation and joint measurements from (A) Geological compass, (B) iPhone Stereonet Mobile, (C) iPhone Fieldmove Clino, and (D) Android Fieldmove Clino. For the smartphone applications, stacked histograms are shown for the first 50 (black), 100 (light grey), 150 (dark grey), and 200 (white) measurements.](image-url)
the first 50 to the last 200 measurements (Fig. 4; Table 2). The Fieldmove Clino application in both the iPhone and the Android devices delivers less consistent results with more variation (Fig. 4; Table 2). It is interesting to note that the mean vector from the compass measurements has a different trend (197) than the mean vectors of the smartphone applications (~180; Fig. 4; Table 2). This can be explained by the difficulty of measuring the foliation in an overhang with the compass, while the smartphone readings on the same plane are easier to take and they appear more accurate.

For the joint plane, Stereonet Mobile also delivers consistent results, although the mean vector for the first 50 measurements shows a high variation (Fig. 4A), which decreases as more measurements are taken (Fig. 4B–D; Table 2). This can be explained by the irregularity of the plane, which has greater influence over the mean vector calculation in the first 50 measurements than when more measurements are taken and the influence of dissimilar orientations is smoothed out (Fig. 3B). Fieldmove Clino in the iPhone device delivers a similar mean vector with somewhat more consistency (Fig. 4; Table 2). However,
The appropriate sample size for strike and dip measurements is crucial to accurately determine the orientation and distribution of geological structures. The use of LiDAR point clouds can provide a more comprehensive dataset for analyzing foliation and joint surfaces. However, the resolution and frequency of the scans can affect the precision of the measured data. Triangulated foliation and joint surfaces from the LiDAR point clouds are shown in Fig. 5A to 5E. The surfaces are colored by strike (first column) and dip (second column), and the distribution of these measurements is included in the last column of Fig. 5. The overall pattern of the strike and dip histograms for the foliation and joint surfaces is similar regardless of the frequency or resolution of the scan. However, as the resolution increases and more smaller-scale facets are included, the spread of the strike and dip measurements increases (Fig. 5E). At the highest resolution, it is difficult to discern the predominant strike and dip orientations.

In terms of the mean vector of the poles to the facets, increasing resolution has little effect on the mean vector for the foliation (~190/71; Fig. 5A; Table 3). However, for the more irregular joint plane, which has a bimodal strike distribution (Fig. 5, last column), increasing resolution results in greater differences from the mean vector of the compass measurements. For both the foliation and joint surfaces and for the three smartphone applications, the estimated mean vectors do not change much after 150 measurements (Fig. 4C–D; Table 2), which implies that 100–150 smartphone measurements are enough to characterize the planes.

**LiDAR**

The simplest way to construct a surface from a point cloud in terms of ease of use, straightforward methodology, and least taxing computation is through Delaunay triangulation. Fig. 5 shows the Delaunay triangulated foliation and joint surfaces from the LiDAR point clouds from the lowest resolution (less dense; Fig. 5A) to the highest resolution (more dense; Fig 5E) scans (Table 1). The surfaces are coloured by the strike (first column, Fig. 5) and dip (second column, Fig. 5) of the triangular facets, and the distribution of these measurements is included in the last column of Fig. 5. The overall pattern of the strike and dip histograms for the foliation and joint surfaces are similar regardless of the frequency or resolution of the scan. However, as the resolution increases and more smaller-scale facets are included, the spread of the strike and dip measurements increases (Fig. 5). At the highest resolution (Fig. 5E), it is actually difficult to discern the predominant strike and dip orientations. In terms of the mean vector of the poles to the facets, increasing resolution has little effect on the mean vector for the foliation (~190/71; Fig. 6A; Table 3). However, for the more irregular joint plane, which has a bimodal strike distribution (Fig. 5, last column), increasing resolution results in greater differences from the mean vector of the compass measurements (Fig. 6A). In addition, this mean vector has a normalised length that
is below the threshold for computing confidence cones (Table 3; Fisher et al., 1987). At the highest resolution, the mean vector erroneously suggests that the joint plane is subhorizontal! Thus, adding more points (and smaller facets) to the calculation does not clarify the results, but on the contrary, it magnifies surface variability, especially if the plane is irregular.

A more realistic and computationally effective way to handle the LiDAR point clouds is through Kriging (Clark & Harper, 2000) to a grid of regular quadrilaterals. Fig. 7 shows the Kriged foliation and joint surfaces from the LiDAR point clouds from the lowest (Fig. 7A) to the highest (Fig. 7E) resolution scans. The foliation surfaces have 30 x 30 cells, each one with along-strike
and dip dimensions of 12 and 6 cm, respectively. The joint surfaces have 20 x 20 cells, each one with along-strike and dip dimensions of 9 and 6 cm, respectively. Kriging smooths the foliation and joint surfaces without removing their key irregularities to a much more reasonable cell size (in comparison to the Delaunay routine). In fact, these irregularities are better displayed in the higher resolution scans (Fig. 7E). For both planes and in all scans, the Kriged strike and dip distributions (Fig. 6B, Table 3) are consistent. Kriging greatly improves the estimation of the orientation of the planes.

The last method we tested is a best-fit to plane routine. On the foliation and joint planes, we use the points of the Kriging regular grid, and in each of these points, we estimate the plane orientation using the points in the cloud within a radius $r$. The estimation of the plane’s orientation is based on a moment of inertia analysis (Fernandez, 2005; Allmendinger et al., 2012, section 5.5.2), where a minimum of 3 points is required. Fig. 8 shows the strike and dip distributions of the foliation and joint surfaces from this routine with radii 0.1 (red) to 0.9 (yellow) m for the four higher-resolution scans.

Table 3. Mean vectors of poles to the foliation and joint surfaces from LiDAR scans.

| Method       | Plane   | Method   | N   | Trend (deg.) | Plunge (deg.) | 95% confidence cone (deg.) |
|--------------|---------|----------|-----|--------------|---------------|----------------------------|
| 30 kHz, 0.5° | Foliation| Delaunay | 1348| 187          | 71            | 0.47                       |
|              |         | Kriging  | 1682| 182          | 72            | 0.26                       |
|              | Joint   | Delaunay | 1372| 024          | 39            | *                         |
|              |         | Kriging  | 1610| 028          | 6             | 0.41                       |
| 30 kHz, 0.2° | Foliation| Delaunay | 3371| 187          | 71            | 0.35                       |
|              |         | Kriging  | 1680| 182          | 72            | 0.28                       |
|              |          | Best-fit plane, r = 0.5 m | 793 | 180          | 72            | 0.27                       |
| 30 kHz, 0.1° | Foliation| Delaunay | 3357| 029 | 40            | *                         |
|              |         | Kriging  | 1589| 028          | 7             | 0.86                       |
|              |          | Best-fit plane, r = 0.5 m | 849 | 029          | 6             | 0.8                        |
| 150 kHz, 0.1°| Foliation| Delaunay | 8629| 188          | 71            | 0.28                       |
|              |         | Kriging  | 1682| 181          | 72            | 0.23                       |
|              |          | Best-fit plane, r = 0.5 m | 864 | 180          | 72            | 0.33                       |
| 300 kHz, 0.05°| Foliation| Delaunay | 37522| 194          | 71            | 0.31                       |
|              |         | Kriging  | 1682| 181          | 72            | 0.26                       |
|              |          | Best-fit plane, r = 0.5 m | 874 | 180          | 72            | 0.31                       |
|              | Joint   | Delaunay | 39072| 041          | 84            | *                         |
|              |         | Kriging  | 1636| 028          | 10            | 1.71                       |
|              |          | Best-fit plane, r = 0.5 m | 829 | 029          | 6             | 0.18                       |

N – number of measurements.
* – Length of mean vector normalized to 1.0 is lower than 0.65, which is the threshold for computing confidence cones.

Figure 7. Kriged foliation and joint surfaces from the LiDAR (A) 30 kHz, 0.5°, (B) 30 kHz, 0.2°, (C) 30 kHz, 0.1°, (D) 150 kHz, 0.1° and (E) 300 kHz, 0.05° scans. The foliation has ~30 x 30 cells, and the joint has ~20 x 20 cells, of ~0.1 m in side. The first column shows surfaces coloured by strike, second column shows surfaces coloured by dip, and third column shows the surfaces’ strike and dip histograms. Note that in the second column, the surfaces are coloured with different dip ranges. The foliation is coloured using a 0–30° dip range, while the joint is coloured using a 60–90° dip range. The number of measurements is included in the strike histograms.
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As the radius $r$ increases, the spread of the computed strike and dip decreases, and for values of $r$ greater than 0.5 m, the distributions are practically the same (Fig. 8), meaning that a $r$ of ~0.5 m is the optimal sample size for determining the orientation of the plane in this case. Fig. 6C shows the mean vectors of the poles to the foliation and joint surfaces calculated from this routine with an $r$ of 0.5 m. The mean vectors of all four scans overlap and they are consistent with the compass and smartphone mean vectors (Table 3). These mean vectors of the poles to the foliation and joint surfaces of 180/72 and 029/06, respectively, are the best estimates of the orientation for these planes.

**Discussion**

As easy as measuring the strike and dip of a plane may look, it is not trivial, especially if dealing with different tools and techniques. A geological compass is the most conventional, sturdy way to take these measurements. Using a good compass like the Brunton Geo compass with a 1° clinometer scale and good needle damping is a plus. However, such an instrument may not yield good measurements in challenging locations, such as overhangs. The compass mean vector of the poles to the foliation overhang is ~17° off in trend from our best estimate using the best-fit to plane routine with $r = 0.5$ m (Fig. 6C; Table 3).

Smartphone devices have revolutionised the way we take measurements in the field. iPhone devices have a more...
What is the appropriate sample size for strike and dip measurements?

In our study, where the different triangulated LiDAR point clouds deliver similar results (Fig. 6A; Table 3). However, it is not the case for the steeper, more irregular joint, where the triangulated LiDAR point clouds deliver very different, inconsistent results (Fig. 6A; Table 3). Large sample numbers and robust statistics deliver precise but not necessarily representative results. The application of the techniques (e.g., best-fit to plane routine) described in this note to datasets, such as those of Cawood et al. (2017), can greatly improve the analysis of these datasets, especially for determining parameters such as fold axes and derived products such as down-plunge projections. This is becoming more important today when virtual outcrop models are more accessible (e.g., open source repositories such as https://www.e-rock.co.uk), and they are actively used in education and research.

The LiDAR scans provide the most precise description of the foliation and joint surfaces. Although Delaunay triangulation is the easiest and often in structural modelling software, the most immediate way to sample these data, blind use of triangulated facets, should be avoided. If the facets are small (i.e., much smaller than the appropriate size to measure the plane), one may end up with a very precise but inaccurate result, especially if the surface is irregular (joint, Figs. 5 & 6A; Table 3). Kriging and to a greater extent the best-fit to plane routine deliver the most representative results to characterise the planar surfaces (Table 3). The best-fit to plane routine also confirms that ~0.5 m is the optimal size to measure the orientation of the planes, and therefore, sighting measurements are more correct than direct measurements with a compass or a phone on the plane. This ‘characteristic’ distance is specific to the measured planes, and it will vary according to the geological surface, lithology, resolution of the dataset and scientific aims of the study, among others.

As such, the value of this paper is not providing a specific sampling distance, but rather a methodology to systematically sample the orientation of the plane. A comparison to Cawood et al. (2017) may illustrate the application of our study. These authors compare the accuracy of five different datasets (traditional compass, digital compass, LiDAR, terrestrial SfM, and aerial SfM) on six localities of different orientation along a decametre size syncline. Taking as reference the traditional compass measurements, they observe increasing dispersion of the measurements in the digital compass, aerial SfM, LiDAR and terrestrial SfM. The LiDAR high-density point-cloud preserves the bed asperities and therefore yields a higher dispersion of the measurements. However, according to Cawood et al. (2017), this greater dispersion does not negatively affect the mean orientation of the sampled surfaces, mainly because of the statistical robustness afforded by the LiDAR large sample numbers. This is the case for the gentler, less irregular, overhang foliation of our study, where the different triangulated LiDAR point clouds deliver similar results (Fig. 6A; Table 3). However, it is not the case for the steeper, more irregular joint, where the triangulated LiDAR point clouds deliver very different, inconsistent results (Fig. 6A; Table 3). Large sample numbers and robust statistics deliver precise but not necessarily representative results. The application of the techniques (e.g., best-fit to plane routine) described in this note to datasets, such as those of Cawood et al. (2017), can greatly improve the analysis of these datasets, especially for determining parameters such as fold axes and derived products such as down-plunge projections. This is becoming more important today when virtual outcrop models are more accessible (e.g., open source repositories such as https://www.e-rock.co.uk), and they are actively used in education and research.
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