Key-Sparse Transformer with Cascaded Cross-Attention Block for Multimodal Speech Emotion Recognition
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Abstract

Speech emotion recognition is a challenging and important research topic that plays a critical role in human-computer interaction. Multimodal inputs can improve the performance as more emotional information is used for recognition. However, existing studies learnt all the information in the sample while only a small portion of it is about emotion. Moreover, under the multimodal framework, the interaction between different modalities is shallow and insufficient. In this paper, a key-sparse Transformer is proposed for efficient SER by only focusing on emotion related information. Furthermore, a cascaded cross-attention block, which is specially designed for multimodal framework, is introduced to achieve deep interaction between different modalities. The proposed method is evaluated by IEMOCAP corpus and the experimental results show that the proposed method gives better performance than the state-of-the-art approaches.

Index Terms: speech emotion recognition, sparse network, modality interaction

1. Introduction

In recent years, speech emotion recognition (SER) is fast becoming a key instrument in human-computer interaction (HCI) [1,2]. Whether the system can accurately capturing the user’s emotions or not deeply affects the user’s experience. SER also sheds new light on autism and the elderly care and so on, which are collectively referred to healthcare [3]. For example, the people who suffer from severe speech and language disorder have difficulty expressing their emotions. An emotion recognition system can help to treat the patients and improve their emotional communication skills. Speech is multimodal as it contains text information by its nature [5]. Some studies only consider the single modality like audio or text and can not make the best use of it. Latest researches have also proved that multimodal methods outperform the single modal methods while the former take more emotional information when recognizing [6,8]. In this regard, we use both audio and text for SER in this paper.

Multimodal SER has been a hot research topic for decades. For example, Krishna et al. [8] used raw audio waveform as audio features and GloVe word embedding as text features for multimodal learning. In the same way, Lian et al. [10] used openSMILE toolkit to extract acoustic features, including energy, spectral, MFCCs and their statistics (such as mean, root quadratic mean, variance) and utilized ELMo word embeddings as lexical features for emotion classification.

Pre-trained Self Supervised Learning (SSL) has made great success in many fields such as Natural Language Processing (NLP) [11,12,13], computer vision [14,15,16] and speech recognition [17,18,19]. Meanwhile, recent works that used pre-trained SSL model have obtained promising results in SER [20,21,22]. Benefited from SSL technique, wav2vec [18] is the most commonly used pre-trained model in speech community, which can solve multiple downstream tasks successfully by fine-tuning with a few task-specific data. BERT [11] and its successors [12,13] are dedicated to extracting the universal representation of word. Thus, in this paper, pre-trained SSL models wav2vec and RoBERTa [12] are used to extract audio and text embeddings, respectively.

Inspired by the attention mechanism, Transformer [23], which is outstanding in modeling long sequence, was proposed and has achieved great success in NLP. Ju et al. [24] designed a Transformer based discriminative decoding module for multi-label emotion detection. In addition, Siriwardhana et al. [20] presented a Transformer block to extract appropriate features and achieved better performance. Powered by the Transformer, several Transformer based architectures have been introduced for SER. Tarantino et al. [25] used global windowing system in Transformer to capture deep relationships within the utterance. Moreover, Huang et al. [20] used Transformer to fuse different modalities for emotion recognition.

However, few works have paid attention to that not all the information in audio or text is related to emotion. For example, considering a text “Okay, look it’s a beautiful day. Why are we arguing?” in IEMOCAP corpus [27], the attention weights are shown in Figure 1. Words “beautiful” and “arguing” contain the majority of emotional information in this sentence but the attention mechanism in vanilla Transformer takes note of all the words. However, the words that are not related to emotion such as “it”, “a” and “look”, are unnecessary and become noises. To address this issue, we propose a novel method, named key-sparse Transformer (KS-Transformer), to judge the importance of each word or speech frame and help the model focus on the emotion related information better. In addition, since the emotional information between different modalities is often complementary [8], we design a cascaded cross-attention block (CCAB) to fuse audio and text with high efficiency. Moreover, recent studies in multimodal SER showed that interacting information between audio and text only once is shallow and insufficient [20,23]. Therefore, we use a special module, which consists of several CCABs, to learn interactive information multiple times and implement deep interaction.

The contributions of this paper can be summarized as follows:
• We propose KS-Transformer to judge the importance of each speech frame or word that helps the model focus on the emotion related information better.
• We design CCAB to fuse different modalities and learn interactive information multiple times instead of once. To the best of our knowledge, this is the first work that considers multiple interactions for SER.
• We evaluate the proposed method on the public benchmark IEMOCAP corpus and demonstrate that it achieves better results than the existing state-of-the-art multimodal approaches.

2. Proposed Method

The proposed model, as shown in Figure 2, mainly consists of three modules. In which, feature extraction module is used to learn the input feature, modality interaction module is used for learning interactive information and deep fusion module aims to further combine the information from audio and text. In addition, average pooling, concatenation and classifier are applied to predict the emotions. The dimension of the text embedding is 1024 while that of audio embedding is 512. More details will be introduced in the following subsections.

Figure 2: Overview structure of the proposed model.

2.1. Vanilla Transformer

2.1.1. Transformer structure

Vanilla Transformer consists of encoder and decoder originally. In this paper, we use Transformer to represent the encoder part, since it is the one needed for the implementation of our proposed architecture. The inputs of Transformer are divided into \( Q, K \) and \( V \), which consist of Query, Key and Value vectors, respectively. Same as the original paper [23], we use sine and cosine functions of different frequencies as positional encoding. Position-wise feed-forward network with a ReLU activation [31] is utilized for providing nonlinear transformation. Dropout [31] and LayerNorm [32] are applied before and after the skip connection, respectively. Multi-head attention mechanism is the core of Transformer, which will be described next.

2.1.2. Multi-head attention mechanism

Attention mechanism is fundamental to Transformer, whose main idea is to find the most relevant part in \( V \) for each Query vector by multiplying \( Q \) and \( K \) and produce a weight matrix \( W \). It is depicted in Equation (1)

\[
W = \text{softmax}(\frac{QK^T}{\sqrt{d_Q}})
\]

where \( d_Q \) is the dimension of the Query vector.

Multiply \( W \) and \( V \) to generate the attention output \( \text{attn} \). The computation is shown in Equation (2). Each vector in \( \text{attn} \) is the weighted sum of Value vectors in \( V \) with different attention weights.

\[
\text{attn} = W \times V
\]

For multi-head attention, we combine the attention outputs from all the heads using concatenation and feed them into a linear projection layer. Assuming \( \text{attn}_i \) is the attention output from \( i^{th} \) head and the number of head is \( M \), the multi-head attention mechanism is defined as follow:

\[
A = \text{concat}(\text{attn}_1, \text{attn}_2, \text{attn}_3...\text{attn}_M)W_0
\]

2.2. Key-Sparse Transformer

For emotion recognition task, we can only focus on the words that contain emotional information and the others can be seen as noises which are no need to pay attention to. Same as audio modality where we focus on a short duration in an utterance is enough and more efficient. The question is how to find the emotional information automatically. Assume the number of Query vectors in \( Q \) is \( i \) while that of Key vectors in \( K \) is \( j \), the key-sparse attention mechanism is illustrated in Figure 3. It should be noted that \( K \) and \( V \) are always the same in Transformer.

Figure 3: The key-sparse attention in KS-Transformer. In which, softmax and summation are performed on each row and column, respectively. In addition, \( \odot \) and \( \otimes \) represent position-wise multiplication and matrix multiplication, respectively.

Key-sparse attention mechanism, which is used in KS-Transformer, is capable of judging the importance of each speech frame or word. As shown in Figure 4 the weight matrix \( W \) is obtained by multiplying \( Q \) and \( K \), and each row in \( W \) are the weights of Value vectors in \( V \). As a Value vector represents a frame in audio or a word in text, we add up all the weights of the same Value vector and the summation is used as a discriminator for the importance of the speech frame or word in the sample. We select \( k \) Value vectors with top-\( k \) largest summation and keep their attention weights in weight matrix unchanged while the others are reset to zero. This operation makes
the weight matrix from dense to sparse and reduces the redundancy, that’s why we call the Transformer as KS-Transformer. The top-k mask is calculated by Equation 4:

\[ M_t = \begin{cases} 
0 & \text{if } s_k < \text{threshold} \\
1 & \text{if } s_k \geq \text{threshold} 
\end{cases} \tag{4} \]

where threshold is the \( k \)-th largest summation and \( z \in [1, j] \).

### 2.3. Feature extraction module

The feature extraction module is used to learn the input features, which are extracted from pre-trained SSL models, aims to obtain suitable features for SER task. For modeling rich contexts, this module usually consists of a stack of vanilla Transformers, wherein the later Transformer takes the output of the former Transformer as input. \( Q, K \) and \( V \) inputs here are the same, which is known as self-attention [23].

### 2.4. Modality interaction module

The details of CCAB and modality interaction module are shown in Figure 4. CCAB is a cascade of two KS-Transformers, in which, the first KS-Transformer creates \( Q \) from modality \( A \) and \( K, V \) from modality \( B \). With this special input method, the key-sparse attention mechanism will find out the most relevant part in \( B \) for \( A \) and produce an output which has combined \( A \) with \( B \) information. Since the emotional information between different modalities is often complementary, neither \( A \) nor \( B \) can represent the accurate emotion. Therefore, the second KS-Transformer takes the fused features as input and considers the information from both audio and text when applying key-sparse self-attention. Benefited from CCAB, \( A \) and \( B \) are fused more comprehensively and accurately.

![Figure 4: The details of CCAB (left) and modality interaction module (right).](image)

As shown in the right part of Figure 4, modality interaction module consists of a stack of CCABs, wherein the later CCAB takes the output of the former CCAB as \( Q \) input while \( K \) and \( V \) are always from modality \( B \). That the information from \( B \) goes through one CCAB is regarded as one interaction because the information from \( B \) had flowed into \( A \) by the key-sparse attention mechanism. More than one CCAB are applied for multiple times interactions. A skip connection is utilized for the features’ stability.

### 2.5. Deep fusion module

Most researches took the fused features to predict emotions after the interaction [21, 33, 34, 35]. However, we argue that the fused features maybe not the best and can be deep fused to improve the performance. Since the outputs of this module are used for emotion classification, we apply KS-Transformer rather than vanilla Transformer to focus on the emotional information better. As shown in Figure 5, this module consists of several KS-Transformers, in which, they take the fused features as input and utilize key-sparse attention to enhance the interaction between audio and text and implement deep fusion.

![Figure 5: The details of deep fusion module](image)

### 3. Experiments

#### 3.1. Database introduction

IEMOCAP corpus is used to evaluate the proposed method. It contains five sessions, every of which has one male and one female speaker, respectively. To stay consistent with the previous works [9, 28, 29], we select the most commonly used four emotion categories of Angry (1103), Neutral (1708), Happy (& Excited) (1636) and Sad (1084). We conduct 5-fold cross-validation and repeat 10 times with varied weight initializations. The final accuracy is the average of all test sessions.

#### 3.2. Experimental setup

In order to make the embeddings in same modality have the same length, cropping or padding operation is used. As a result, the length of audio and text embeddings are fixed as 460 and 20, respectively. To learn the features, we use five vanilla Transformers in feature extraction module and two KS-Transformers in deep fusion module. The number of CCABs used in modality interaction module will be discussed later. Eight attention heads are used in multi-head attention mechanism. Adam optimizer [36] with learning rate of \( 5 \times 10^{-4} \) and 50% decay in every 30 epochs is applied to optimize the model. Dropout with \( p = 0.5 \) is utilized to alleviate over-fitting. 50% attention weights are forced to zero in each KS-Transformer.

#### 3.3. Experimental Results and analysis

##### 3.3.1. Benefits of multimodal

We only use audio information to investigate the performance of uni-modal method and compare its confusion matrix with our proposed multimodal approach in Figure 6. We can observe that the angry emotion, which is easily expressed in audio, has highest recall rate in uni-modal method, while the recall rates for
neutral and happy are very low. Meanwhile, it should be noted that the uni-modal modal, there is a problem of prediction bias for the angry class. These problems are alleviated by utilizing text information together as seen from Figure 6(b). This result demonstrates the ambiguity in audio modality and confirms the benefit of combining the complementary information from text.

Figure 6: Normalised confusion matrices of single modal method and the proposed multimodal method.

3.3.2. Key-sparse attention analysis

To demonstrate the effectiveness of the key-sparse attention, we compare the attention weights in vanilla Transformer and KS-Transformer by visualization. As shown in Figure 7, the vanilla Transformer takes note of the noisy words and trends to overfitting. However, the KS-Transformer makes the connections from dense to sparse, which is able to ignore most of the noises and focus on the emotional information better.

Figure 7: Visualization of the attention weights.

3.3.3. The role of Modality interaction module playing

Here, we will investigate the role of modality interaction module (MIM) playing from the experimental results. To do so, we change the number of CCABs used from zero to three, where zero means that the whole module is removed, and the results are shown in Table 1. Weighted accuracy (WA) and unweighted accuracy (UA) are used as criteria.

From Table 1 we show that the interaction is insufficient when one CCAB is applied. Meanwhile, we observe that the WA and UA can be improved when the number of CCABs increases from one to three and the best results can be obtained when the number is three, which demonstrates the necessity of multiple interactions and the effectiveness of this module. Next, in the same way, we will investigate the roles of feature extraction module (FEM) and deep fusion module (DFM) playing.

Table 1: Performances of different number of CCABs in modality interaction module on IEMOCAP.

| Amount | WA  | UA  |
|--------|-----|-----|
| 0      | 0.726 | 0.734 |
| 1      | 0.724 | 0.735 |
| 2      | 0.731 | 0.740 |
| 3      | 0.743 | 0.753 |

3.3.4. The roles of FEM and DFM playing

To investigate the roles of FEM and DFM playing, we further perform an ablation experiments on them and the corresponding results are reported in Table 2.

From Table 2 it can be seen that the absence of FEM causes a significant drop in performance, which means it is essential to learn the features extracted from pre-trained SSL models. The performance is further improved by using DFM and the proposed FEM+MIM+DFM can give the best performance.

3.3.5. Comparison with some known systems

Here, Table 3 gives the performance comparison among the proposed method with some known systems on IEMOCAP, in which all the four systems apply audio and text as the inputs.

From Table 3 it can be observed that our method gives better performance than the existing state-of-the-art systems, which means that the proposed KS-Transformer with CCAB is effective for SER.

Table 3: Performance comparison among the proposed method and some known system on IEMOCAP in terms of WA and UA.

| Methods      | WA  | UA  |
|--------------|-----|-----|
| STSER (Chen et al., 2020) | 0.711 | 0.721 |
| GBAN (Liu et al., 2020) | 0.724 | 0.701 |
| CMA (D N et al., 2020) | - | 0.728 |
| Ours | 0.743 | 0.753 |

4. Conclusion

In this paper, KS-Transformer, using a novel key-sparse attention mechanism has been proposed. Only the emotion related speech frames in audio or words in text can be noticed and assigned with attention weights. In addition, we present cascaded cross-attention block to fuse the complementary information from audio and text. Meanwhile, a stack of CCABs are utilized to achieve deep interaction. The experimental results on IEMOCAP show that the proposed method can give better performance than the state-of-the-art approaches. In the future, we will further explore the optimal sparsity in KS-Transformer for SER task. Furthermore, we will try to combine more modalities to improve the system performance.
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