STRONG REPRESENTATION EQUIVALENCE FOR COMPACT SYMMETRIC SPACES OF REAL RANK ONE

EMILIO A. LAURET AND ROBERTO J. MIATELLO

Abstract. Let $G/K$ be a simply connected compact irreducible symmetric space of real rank one. For each $K$-type $\tau$ we compare the notions of $\tau$-representation equivalence with $\tau$-isospectrality. We exhibit infinitely many $K$-types $\tau$ so that, for arbitrary discrete subgroups $\Gamma$ and $\Gamma'$ of $G$, if the multiplicities of $\lambda$ in the spectra of the Laplace operators acting on sections of the induced $\tau$-vector bundles over $\Gamma\backslash G/K$ and $\Gamma'\backslash G/K$ agree for all but finitely many $\lambda$, then $\Gamma$ and $\Gamma'$ are $\tau$-representation equivalent in $G$ (i.e. $\dim \text{Hom}_G(V_\pi, L^2(\Gamma\backslash G)) = \dim \text{Hom}_G(V_\tau, L^2(\Gamma'\backslash G))$ for all $\pi \in \hat{G}$ satisfying $\text{Hom}_K(V_\tau, V_\pi) \neq 0$). In particular $\Gamma\backslash G/K$ and $\Gamma'\backslash G/K$ are $\tau$-isospectral (i.e. the multiplicities agree for all $\lambda$).

We especially study the case of $p$-form representations, i.e. the irreducible subrepresentations $\tau$ of the representation $\tau_p$ of $K$ on the $p$-exterior power of the complexified cotangent bundle $\bigwedge^p T^*_{\mathbb{C}}M$. We show that for such $\tau$, in most cases $\tau$-isospectrality implies $\tau$-representation equivalence. We construct an explicit counter-example for $G/K = SO(4n)/SO(4n-1) \simeq S^{4n-1}$.



1. Introduction

Let $M = G/K$ be a normal homogeneous space, that is, $G$ is a Lie group, $K$ is a compact subgroup of $G$, and $G/K$ has a $G$-invariant Riemannian metric induced by an $\text{Ad}(G)$-invariant inner product $\langle \cdot, \cdot \rangle$ on $\mathfrak{g}$, the Lie algebra of $G$. Given a finite dimensional representation $(\tau, W_\tau)$ of $K$ one can form the associated hermitian $G$-homogeneous vector bundle $E_\tau$ on $M$ and there is a distinguished self-adjoint, second order, elliptic differential operator $\Delta_\tau$ acting on smooth sections of $E_\tau$, defined by the Casimir element $C$ associated to $\langle \cdot, \cdot \rangle$. When $\tau = 1_K$, the trivial representation of $K$, $E_\tau$ is the trivial bundle $M \times \mathbb{C}$, smooth sections of $E_\tau$ are in correspondence
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with complex-valued smooth functions on $G/K$, and $\Delta_\tau$ coincides with the Laplace–Beltrami operator on $M$.

Given a discrete cocompact subgroup $\Gamma$ of $G$, the quotient $\Gamma \backslash M$ is a compact good orbifold, with a manifold structure in case $\Gamma$ acts freely on $M$ and then $\Gamma \backslash M$ inherits a Riemannian metric on $\Gamma \backslash M$ from the one on $M$. Furthermore, $E_\tau$ naturally induces a vector bundle $E_{\tau,\Gamma}$ on $\Gamma \backslash M$, whose sections are identified with $\Gamma$-invariant sections of $E_\tau$. Thus, the differential operator $\Delta_{\tau,\Gamma}$ given by the restriction of $\Delta_\tau$ to the space of $\Gamma$-invariant smooth sections of $E_\tau$, is a self-adjoint, second order, elliptic operator acting on sections of $E_{\tau,\Gamma}$. Since $\Gamma \backslash M$ is compact, the spectrum of $\Gamma \backslash M$ is discrete, non-negative, and every eigenvalue has finite multiplicity.

The spectrum of $\Delta_{\tau,\Gamma}$, that we call the $\tau$-spectrum of $\Gamma \backslash M$, can be expressed in Lie theoretical terms. More precisely, the multiplicity $\text{mult}_{\Delta_{\tau,\Gamma}}(\lambda)$ of a non-negative real number $\lambda$ in $\text{Spec}(\Delta_{\tau,\Gamma})$ is given by

$$\text{mult}_{\Delta_{\tau,\Gamma}}(\lambda) = \sum_{(\pi,V_\pi) \in \hat{G} : \lambda(C,\pi) = \lambda} n_\Gamma(\pi) \dim \text{Hom}_K(W_\tau,V_\pi),$$

where $\hat{G}$ stands for the unitary dual of $G$, $\lambda(C,\pi)$ is the eigenvalue of $\pi(C)$ on $V_\pi$ ($\pi(C)$ acts as a multiple of the identity map on $V_\pi$ since $C$ is in the center of the universal enveloping algebra), and $n_\Gamma(\pi) = \dim \text{Hom}_C(V_\pi,L^2(\Gamma \backslash G)) \in \mathbb{N}_0 := \mathbb{N} \cup \{0\}$ (i.e. the multiplicity of $\pi$ appears in the right regular representation $L^2(\Gamma \backslash G)$ of $G$). Note that the sum in (1.1) is indeed over the set $\hat{G}_\tau$ of $\tau$-spherical representations of $G$, that is, those $\pi \in \hat{G}$ satisfying $\text{Hom}_K(W_\tau,V_\pi) \neq 0$.

It follows immediately from (1.1) that $\Gamma \backslash M$ and $\Gamma' \backslash M$ are $\tau$-isospectral (i.e. $\Delta_{\tau,\Gamma}$ and $\Delta_{\tau,\Gamma'}$ have the same spectra), if the discrete cocompact subgroups $\Gamma,\Gamma'$ of $G$ satisfy

$$n_\Gamma(\pi) = n_{\Gamma'}(\pi) \quad \text{for all } \pi \in \hat{G}_\tau.$$

Discrete cocompact subgroups $\Gamma$ and $\Gamma'$ of $G$ are called $\tau$-representation equivalent in $G$ when (1.2) holds. The converse question comes up naturally, that is

Does $\tau$-isospectrality of $\Gamma \backslash M$ and $\Gamma' \backslash M$ imply that $\Gamma$ and $\Gamma'$ are $\tau$-representation equivalent in $G$?

In the sequel, we will say that the representation-spectral converse is valid for $(G,K,\langle \cdot,\cdot \rangle,\tau)$ when, for every $\Gamma,\Gamma'$ discrete cocompact subgroups of $G$ such that $\Gamma \backslash M$ and $\Gamma' \backslash M$ are $\tau$-isospectral, $\Gamma$ and $\Gamma'$ are $\tau$-representation equivalent in $G$. We usually abbreviate $(G,K,\langle \cdot,\cdot \rangle,\tau)$ by $(G,K,\tau)$ when $\langle \cdot,\cdot \rangle$ is clear from the context. In case $\tau$-isospectrality a.e. (i.e. $\text{mult}_{\Delta_{\tau,\Gamma}}(\lambda) = \text{mult}_{\Delta_{\tau,\Gamma'}}(\lambda)$ for all but finitely many $\lambda > 0$) implies $\tau$-representation equivalence (and hence $\Gamma \backslash G/K$ and $\Gamma' \backslash G/K$ are $\tau$-isospectral) we say that the representation-spectral converse is valid strongly.

The problem of whether ‘isospectrality for all but finitely many eigenvalues forces isospectrality’ has attracted attention for quite some time. For instance, S.T. Yau posed the question in 1982 for bounded smooth plane domains (see [SY] Ch. VII–§IV, page 293, Problem 68).

Pesci [Pe96] studied the validity of the representation-spectral converse and proved it to hold for $(G,K,1_K)$ for many homogeneous spaces $M = G/K$. For instance, when $M$ is a compact or non-compact Riemannian symmetric space of real rank one, and $M = (O(n) \ltimes \mathbb{R}^n)/O(n) \simeq \mathbb{R}^n$ endowed with the flat metric.

In [LMRH15] the validity of the representation-spectral converse for the exterior representation $\tau_p$ on spaces of constant curvature is considered. The representation $\tau_p$ of $K$ (see Definition 2.6) satisfies $E_{\tau_p} \simeq \Lambda^p(T^*M)$ and $\Delta_{\tau_p}$ coincides with the Hodge–Laplace operator acting on $p$-forms. The constant curvature spaces were realized as $S^n = O(n+1)/O(n)$ with $n$ odd, $\mathbb{R}^n = (O(n) \ltimes \mathbb{R})/O(n)$ and $\mathbb{H}^n = SO(n,1)/O(n)$, thus $K \simeq O(n)$ in all cases. In this context, $\tau_p$ is the exterior representation of $O(n)$ on $\Lambda^p(\mathbb{C}^n)$, where $\mathbb{C}^n$ denotes the standard...

representation of $O(n)$. The following generalization of Pesce’s result was proved in [LMR15, Thm. 1.5] for any $0 \leq p \leq n$: if $\Gamma \backslash M$ and $\Gamma' \backslash M$ are $\tau_q$-isospectral for every $0 \leq q \leq p$, then $\Gamma$ and $\Gamma'$ are $\tau_q$-representation equivalent in $G$ for every $0 \leq q \leq p$. Moreover, [LMR15, Ex. 4.8–10] show counterexamples for the representation-spectral converse for a single $\tau_p$ in the flat case $M = \mathbb{R}^n$.

The case when $G$ is compact shows a more rigid structure. When $M = S^{2n-1}$, Gornet and McGowan [GM06, §4] proved that the converse holds for $(O(2n), O(2n - 1), \tau_p)$ for every $p$. Moreover, in [LMR15, Prop. 3.3], the converse for $(O(2n), O(2n-1), \tau)$ is shown for a few more irreducible representations $\tau$ of $O(n)$. Up to this point, for fixed $G, K$ the converse was known only for finitely many $\tau \in \hat{K}$.

The aim of this article is to extend the results in [LMR15], by considering the representation-spectral converse on compact irreducible symmetric spaces $G/K$ of real rank one and arbitrary irreducible representations $\tau$ of $K$. We view each of these spaces realized as a quotient $G/K$ as follows:

$$S^{2n-1} = SO(2n)/SO(2n-1), \quad P^n(\mathbb{C}) = SU(n+1)/S(U(n) \times U(1)),$$

$$S^{2n} = SO(2n + 1)/SO(2n), \quad P^n(\mathbb{H}) = Sp(n+1)/Sp(n) \times Sp(1),$$

$$P^2(\mathbb{O}) = F_4/Spin(9).$$

By focusing on those eigenvalues $\lambda$ of $\Delta_{\tau}$ such that $\lambda = \lambda(C, \pi)$ for only one representation $\pi \in \hat{G}_{\tau}$, or else for only a representation $\pi \in \hat{G}_{\tau}$ and its contragredient $\pi^*$ (see (1.1)), that we call tame eigenvalues, we prove the validity of the representation-spectral converse for an infinite set of representations $\tau \in \hat{K}$.

A main tool will be the strong multiplicity one theorem proved in [LM20, Thm. 1.1] (see Theorem 3.6 below) which ensures that if $\Gamma$ and $\Gamma'$ are finite subgroups of $G$ and $n_{\Gamma}(\pi) = n_{\Gamma'}(\pi)$ for all but finitely many $\pi \in \hat{G}_{\tau}$, then $\Gamma$ and $\Gamma'$ are $\tau$-representation equivalent in $G$. This result is an extension to the compact case of [BR11] and [Ke14], both mainly focused in non-compact symmetric spaces.

Our main task will be to give sufficient conditions for $\tau \in \hat{K}$ so that, for any $\Gamma$, all but finitely many eigenvalues of $\Delta_{\tau,\Gamma}$ are tame. This implies, together with Theorem 3.6 that for such $\tau$ the strong representation-spectral converse holds (see Theorem 3.7). As a consequence we will prove:

**Theorem 1.1.** Let $G/K$ be a compact irreducible simply connected symmetric space of real rank one. Then there exist infinitely many $\tau \in \hat{K}$ such that, for $\Gamma, \Gamma'$ arbitrary finite subgroups of $G$, if the multiplicities of $\lambda$ in the spectra of $\Delta_{\tau,\Gamma}$ and $\Delta_{\tau,\Gamma'}$ coincide for all but finitely many $\lambda$, then $\Gamma$ and $\Gamma'$ are $\tau$-representation equivalent in $G$ and consequently, $\Gamma \backslash G/K$ and $\Gamma' \backslash G/K$ are $\tau$-isospectral. Thus, the strong representation-spectral converse holds for $(G, K, \tau)$.

An essential fact is that $\hat{G}_{\tau}$ can be written as a finite union of strings of representations for all $\tau$, when $G/K$ is a compact symmetric space of real rank one. In fact, Camporesi [Ca05a] proved that there is a dominant $G$-integral weight $\omega$ and a finite set $\mathcal{P}_{\tau}$ of dominant $G$-integral weights such that

$$(1.3) \quad \hat{G}_{\tau} = \bigcup_{A \in \mathcal{P}_{\tau}} \{\pi_{A+k\omega} : k \in \mathbb{N}_0\}.$$ 

When $G/K$ is a sphere or a complex projective space, a parametrization of $\mathcal{P}_{\tau}$ is given for every $\tau \in \hat{K}$ by the classical branching laws (see Lemmas 4.1, 5.1, 6.2; see also [Ca05b, §2–3]). On the other hand, to our best knowledge, there is no explicit description of $\mathcal{P}_{\tau}$ for every $\tau$ in the cases of $P^n(\mathbb{H})$ and $P^2(\mathbb{O})$. This is a main difficulty in applying Theorem 3.7.
For $P^n(\mathbb{H})$, we use a branching law by Tsukamoto \cite{Ts81} (see Lemma 7.2). For $P^2(\mathbb{O})$, we use a description by Heckman and van Pruijssen \cite{HvP16} (see Lemma 8.1). In both cases, this holds for infinitely many $K$-types $\tau$.

The proof of Theorem 1.1 is by analysis of the conditions in Theorem 3.7. It follows from Corollaries 4.4, 5.3 for spheres, and from Theorems 6.3, 7.4, 8.2 for the projective spaces. Under the conditions in the theorem, $\hat{G}_\tau$ is a finite union of strings and all but finitely many Laplace eigenvalues are tame. On the other hand, for many choices of $\tau$ there are infinitely many non-tame eigenvalues to handle (e.g., see Table 1 for $G = \text{SO}(2n)$). In this situation, additional techniques are needed to solve for the $n_\ell(\pi)$’s in terms of the multiplicities of the $\lambda(C, \pi)$’s in equation (2.1) (see for instance Example 4.5 and Table 1). We do construct counterexamples for the representation-spectral converse in some special situations, using automorphisms. For instance, for $(G, K) = (\text{SO}(4n), \text{SO}(4n - 1))$, Theorem 4.8 gives $\tau \in \hat{K}$ and $\Gamma, \Gamma'$ discrete subgroups of $G$ that are not $\tau$-representation equivalent in $G$, but $\Gamma \backslash S^{4n - 1}$ and $\Gamma' \backslash S^{4n - 1}$ are $\tau$-isospectral. (See also Example 2.1.)

As an important special case, we apply the results to the so called $p$-form representations, i.e. the irreducible constituents of the representation $\tau_p$ of $K$ on the $p$-exterior power of the complexified cotangent bundle $\bigwedge^p T^*_C M$. Then $\Delta_{\tau_p, \Gamma}$ coincides with the Hodge–Laplace operator on $\Gamma$-invariant $p$-forms on $M$.

For such $\tau$, we obtain in Theorems 4.7, 5.3, 6.7, 7.5 and 8.3 sufficient conditions, so that $\tau$-isospectrality between $\Gamma \backslash M$ and $\Gamma' \backslash M$ implies that $\Gamma$ and $\Gamma'$ are $\tau$-representation equivalent. In the case of spheres and complex projective spaces, the strong representation-spectral converse holds for all $p$-form representations. For quaternionic projective spaces and the Cayley plane we give a proof in some cases. For instance, when $G/K$ is the 16-dimensional space $P^2(\mathbb{O})$, we show it holds for every $p \neq 5, 7, 8, 9, 11$. Its proof is based on the detailed calculations of each $p$-spectrum of $P^2(\mathbb{O})$ by Mashimo in \cite{Ma97} and \cite{Ma06}. One difficulty in these cases is that the branching formulas are much more difficult to apply. In treating this case we complete Table 30 in \cite{Ma06} by adding a few representations that were missing (see Remark 8.5).

As an isolated consequence of the methods in the paper, we extend in Theorem 4.14 the classical spectral uniqueness result among 3-dimensional spherical space forms by Ikeda. Namely we show that if $\Gamma \backslash S^3$ and $\Gamma' \backslash S^3$ are two spherical space forms $\tau$-isospectral for any irreducible representation $\tau$ of $\text{SO}(3)$, then $\Gamma \backslash S^3$ and $\Gamma' \backslash S^3$ are isometric.

The paper is organized as follows. Section 2 contains preliminaries on the spectra of locally homogeneous manifolds. In Section 3, Theorem 3.7 gives sufficient conditions on $G, K, \tau$ for the validity of the representation-spectral converse. This result is then applied to $S^{2n-1}, S^{2n}, P^n(\mathbb{C}), P^n(\mathbb{H})$, and $P^2(\mathbb{O})$ in Sections 4, 5, 6, 7 and 8 respectively.
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2. Preliminaries

In this section we review standard facts on homogeneous vector bundles and elliptic differential operators acting on sections of these bundles.

Let $G$ be a Lie group and let $K$ be a compact subgroup of $G$, with Lie algebras $\mathfrak{g}$ and $\mathfrak{k}$ respectively. There is a reductive decomposition $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}$, with $[\mathfrak{k}, \mathfrak{p}] \subset \mathfrak{p}$. The tangent space of $M := G/K$ at the point $eK$ is identified with $\mathfrak{p}$. Consequently, $G$-invariant metrics on $M$ are in a bijection with the set of $\text{Ad}(K)$-invariant inner product on $\mathfrak{p}$. We will consider the homogeneous metric on $M$ induced by an $\text{Ad}(G)$-invariant inner product $\langle \cdot, \cdot \rangle$ on $\mathfrak{g}$, so the resulting Riemannian manifold is a so called normal homogeneous space.
Let \((\tau, W_\tau)\) be a finite dimensional unitary representation of \(K\). There is a naturally associated homogeneous vector bundle \(E_\tau := G \times_\tau W_\tau\) on \(M\) as \((G \times W_\tau)/\sim\), where \((gk, w) \sim (g, \tau(k)w)\) for all \(g \in G\), \(w \in W_\tau\), \(k \in K\) (see for instance \([W]\) Ch. 5). We denote by \([x, w]\) the class of \((x, w) \in G \times W_\tau\) in \(E_\tau\). The space of smooth sections of \(E_\tau\) is isomorphic as a \(G\)-module to \(C^\infty(G; \tau) := \{f : G \to W_\tau \text{ smooth } : f(xk) = \tau(k^{-1})f(x) \ \forall x \in G, \ k \in K\}\). The action of \(G\) is given by the left-regular representation in both cases. The identification is given by \(f \mapsto [x \mapsto [x, f(x)]\) for \(f \in C^\infty(G; \tau)\).

The Lie algebra \(\mathfrak{g}\) of \(G\) acts on \(C^\infty(G/K; \tau)\) by \((Y \cdot f)(x) = \frac{d}{dt}|_{t=0}f(x \exp(tY))\). This action induces a representation of the universal enveloping algebra \(U(\mathfrak{g}_\mathbb{C})\) of the complexified Lie algebra \(\mathfrak{g}_\mathbb{C}\) of \(\mathfrak{g}\). The Casimir element \(C \in Z(U(\mathfrak{g}_\mathbb{C}))\) is given by \(C = \sum_{i} X_i^2 \in U(\mathfrak{g}_\mathbb{C})\) where \(\{X_1, \ldots, X_n\}\) is any orthonormal basis of \(\mathfrak{g}\) with respect to \(\langle \cdot, \cdot \rangle\). It induces a self-adjoint, second order, elliptic differential operator \(\Delta_{\tau, \Gamma}\) on \(C^\infty(G/K; \tau)\) and therefore on the space of smooth sections of \(E_{\tau, \Gamma}\).

Let \(\Gamma\) be a discrete cocompact subgroup of \(G\). The space \(\Gamma \backslash M\) is a compact good orbifold, which has no singular points if \(\Gamma\) acts freely on \(M\). We consider the bundle \(E_{\tau, \Gamma}\) on \(\Gamma \backslash M\) defined by the relation \([\gamma g, w] \sim [g, w]\) for all \(\gamma \in \Gamma\) and \([g, w] \in E_\tau\). The space of smooth sections of \(E_{\tau, \Gamma}\) is identified with the space of \(\Gamma\)-invariant smooth sections of \(E_\tau\).

**Remark 2.1.** In the next section we will assume that \(G\) is compact and semisimple. Then the class of discrete cocompact subgroups of \(G\) coincides with the class of finite subgroups of \(G\). This is a large class since, for instance, any arbitrary finite group embeds in the symmetric group \(S_n\) for \(n\) sufficiently large, and consequently it embeds into \(SO(m), U(m)\) and \(Sp(m)\) for every \(m \geq n\).

The situation for finite subgroups of \(G\) acting freely on \(G/K\) changes drastically. We refer to \([W]\) for a comprehensive study in the case where \(G/K\) is a compact rank-one symmetric space.

We define \(\Delta_{\tau, \Gamma}\) as \(\Delta_\tau\) restricted to \(\Gamma\)-invariant smooth sections of \(E_\tau\). So, \(\Delta_{\tau, \Gamma}\) is a formally self-adjoint, second order, elliptic differential operator acting on sections of \(E_{\tau, \Gamma}\). Its spectrum is non-negative and discrete, since \(\Gamma \backslash M\) is compact. Let \(\text{mult}_{\tau, \Gamma}(\lambda)\) denote the multiplicity of \(\lambda\) in \(\text{Spec}(\Delta_{\tau, \Gamma})\). One has that

\[
\text{mult}_{\tau, \Gamma}(\lambda) := \sum_{(\pi, V_\pi) \in \widehat{G} : \lambda(C, \pi) = \lambda} n_\Gamma(\pi) \dim \text{Hom}_K(W_\tau, V_\pi),
\]

where \(\widehat{G}\) is the unitary dual of \(G\), \(\lambda(C, \pi)\) is the eigenvalue of \(\pi(C)\) on \(V_\pi\) and \(n_\Gamma(\pi) \in \mathbb{N}_0\) is the multiplicity of \(\pi\) in the right regular representation of \(G\) on \(L^2(\Gamma \backslash G)\), that is

\[
L^2(\Gamma \backslash G) \simeq \bigoplus_{\pi \in \widehat{G}} n_\Gamma(\pi) V_\pi
\]

as \(G\)-modules. We denote by \(\widehat{G}_\tau\) the subset of \(\tau\)-spherical representations of \(\widehat{G}\), that is, \(\widehat{G}_\tau = \{(\pi, V_\pi) \in \widehat{G} : \text{Hom}_K(W_\tau, V_\pi) \neq 0\}\).

We recall some notions from the introduction. Two spaces \(\Gamma \backslash M\) and \(\Gamma' \backslash M\) are said to be \(\tau\)-isospectral if the operators \(\Delta_{\tau, \Gamma}\) and \(\Delta_{\tau, \Gamma'}\) have the same spectrum and two discrete cocompact subgroups \(\Gamma\) and \(\Gamma'\) of \(G\) are \(\tau\)-representation equivalent in \(G\) if \(n_\Gamma(\pi) = n_{\Gamma'}(\pi)\) for all \(\pi \in \widehat{G}_\tau\). From (2.1) it follows that, if \(\Gamma, \Gamma'\) are \(\tau\)-representation equivalent in \(G\), then \(\Gamma \backslash M\) and \(\Gamma' \backslash M\) are \(\tau\)-isospectral. We are interested in the validity of the converse assertion. We say that the representation-spectral converse is valid for \((G, K, \langle \cdot, \cdot \rangle, \tau)\) if, for every \(\Gamma, \Gamma'\) discrete cocompact subgroups of \(G\) such that \(\Gamma \backslash M\) and \(\Gamma' \backslash M\) are \(\tau\)-isospectral, it holds that \(\Gamma\) and \(\Gamma'\) are \(\tau\)-representation equivalent in \(G\).
Example 2.2. For $H$ any compact connected semisimple Lie group, we define groups $G$ and $K$ as follows:

$$K := \text{diag}(H) = \{(h, h) : h \in H\} \subset H \times H =: G.$$  

We consider on $G$ any bi-invariant metric induced by an inner product $\langle \cdot, \cdot \rangle$ on $\mathfrak{g} = \mathfrak{h} \times \mathfrak{h}$ satisfying $\langle (X, 0), (X, 0) \rangle = \langle (0, X), (0, X) \rangle$ for all $X \in \mathfrak{h}$. Let $\varphi_i : H \to G$ be given by $\varphi_1(h) = (h, e)$ and $\varphi_2(h) = (e, h)$. Let $\Gamma_i$ be any non-trivial finite subgroup of $H$, and write $\Gamma_i = \varphi_i(\Gamma)$ for $i = 1, 2$. Clearly, the spaces $\Gamma_1 \backslash G/K$ and $\Gamma_2 \backslash G/K$ are isometric and $\tau$-isospectral for all $\tau \in \hat{K}$. We claim that $\Gamma_1$ and $\Gamma_2$ are not $\tau$-representation equivalent in $G$ for any $\tau \in \hat{K} \setminus 1$, showing that here, the representation-spectral converse for $(G, K, \tau)$ is not valid.

Let $\tau \in \hat{K} = \hat{\mathfrak{h}}$ non-trivial. We need to find $\pi \in \hat{G}_\tau$ satisfying that $n_{\Gamma_1}(\pi) \neq n_{\Gamma_2}(\pi)$. Set $\pi = \tau \otimes 1_H$. It is clear that $\pi \in \hat{G}_\tau$ (since $\pi|_K = \tau$) and furthermore,

$$n_{\Gamma_1}(\pi) = \dim V_{\pi_1} = \dim (V_\tau \otimes V_{1_H})_{\Gamma_1} = \dim V_\tau \dim V_{1_H} = \dim V_\tau,$$

$$n_{\Gamma_2}(\pi) = \dim V_{\pi_2} = \dim (V_\tau \otimes V_{1_H})_{\Gamma_2} = \dim V_\tau \dim V_{1_H} = \dim V_\tau.$$  

The assertion follows provided $\dim V_\tau > \dim V_\tau$; such $\Gamma$ always exists since $\tau$ was assumed non-trivial.

We observe that this example does not work for $\tau = 1_K$. One can check that $\hat{G}_{1_K} = \{\sigma \otimes \sigma^* : \sigma \in \hat{\mathfrak{h}}\}$ by using the orthogonality relations of characters (cf. [10 §1.1 Ex. 2]). One has that $n_{\Gamma_1}(\sigma \otimes \sigma^*) = \dim V_\sigma \dim V_{\sigma^*}$ and $n_{\Gamma_2}(\sigma \otimes \sigma^*) = \dim V_\sigma \dim V_{\sigma^*}$, thus $n_{\Gamma_1}(\sigma \otimes \sigma^*) = n_{\Gamma_2}(\sigma \otimes \sigma^*)$ since $\dim V_\sigma \dim V_{\sigma^*}$ by Remark 2.3 below.

Remark 2.3. Since $n_{\Gamma}(\pi) = n_{\Gamma}(\pi^*)$ for every $\pi \in \hat{G}$ and every $\Gamma$, two discrete cocompact subgroups of $G$ are $\tau$-representation equivalent in $G$ if and only if they are $\tau^*$-representation equivalent in $G$. Here, $\pi^*$ and $\tau^*$ denote the contragradient representations of $\pi$ and $\tau$ respectively.

Remark 2.4. Suppose $(\tau, W_\tau)$ is a finite-dimensional representation of $K$, say $W_\tau \simeq W_{1} \oplus \cdots \oplus W_{i}$ with each $W_{i}$ $K$-invariant. One clearly has that $\hat{G}_\tau = \bigcup_{i=1}^{\ell} \hat{G}_{\tau_i}$, where $\tau_i = \tau|_{W_i}$ for each $i$, hence, $\Gamma$ and $\Gamma'$ are $\tau$-representation equivalent in $G$, if and only if they are $\tau_i$-representation equivalent in $G$ for every $i$.

Definition 2.5. We say that the strong representation-spectral converse is valid for the triple $(G, K, \tau)$ if, for every pair $\Gamma, \Gamma'$ of discrete cocompact subgroups of $G$, $\tau$-isospectrality between $\Gamma \backslash M$ and $\Gamma' \backslash M$ a.e. in $\lambda_i$ implies that $\Gamma$ and $\Gamma'$ are $\tau$-representation equivalent in $G$.

We will be specially interested on the so called $p$-form representations. The next facts are well known (see for instance [10 §1–2]). We fix a normal homogeneous space $G/K$ with $G$ semisimple and $K$ compact, thus $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}$, with $\mathfrak{k}$ and $\mathfrak{p}$ orthogonal with respect to $\langle \cdot, \cdot \rangle$.

Definition 2.6. Let $\tau_p : K \to GL(\mathfrak{p}_C^*)$ be the contragradient of the complexification of the representation $Ad : K \to GL(\mathfrak{p})$ and for each $0 \leq p \leq \dim(G/K)$, let $\tau_p : K \to GL(\wedge^p(\mathfrak{p}_C^*))$ be the $p$-exterior representation of $\tau_1$.

The homogeneous vector bundle $E_{\tau_p} = G \times_{\tau_p} \wedge^p(\mathfrak{p}_C^*)$ is identified with $\wedge^p(T^*G/K)_C$, the $p$-exterior product of the cotangent bundle. Moreover, the associated differential operator $\Delta_{\tau_p}$ acting on smooth sections of $E_{\tau_p}$ corresponds to the Hodge–Laplace operator $dd^* + d^*d$ acting
on smooth p-forms. Consequently, the notions of $\tau_r$-isospectrality coincides with the standard notion of $p$-isospectrality.

3. THE REPRESENTATION-SPECTRAL CONVERSE

The goal of this section is to give sufficient conditions for the strong representation-spectral converse to be valid (see Theorem 3.7). This theorem will be applied to each compact symmetric space of real rank one in the next sections. A main tool in the proof is Theorem 3.6, a strong multiplicity one result proved in [LM20].

Throughout the section, $G$ denotes a compact connected semisimple Lie group. For a maximal torus $T$ of $G$ with Lie algebra $\mathfrak{t}$, let $\Phi(\mathfrak{g}_C, \mathfrak{t}_C)$ denote the set of roots with respect to the Cartan subalgebra $\mathfrak{t}_C$ of $\mathfrak{g}_C$ and let $\Phi^+(\mathfrak{g}_C, \mathfrak{t}_C)$ be the subset of positive roots relative to an order on $\mathfrak{t}_C$. By the highest weight theorem, $\hat{G}$ is parametrized by the set $\mathcal{P}^+(G)$ of $G$-integral dominant weights with respect to $\Phi^+(\mathfrak{g}_C, \mathfrak{t}_C)$.

As in [LM20], for $\omega, \Lambda_0 \in \mathcal{P}^+(G)$, we call the ordered set

$$\mathcal{S}(\omega, \Lambda_0) := \{\pi_{\Lambda_0 + k\omega} : k \in \mathbb{N}_0\}$$

the string of representations with base $\Lambda_0$ and direction $\omega$. Its usefulness is clear from the next result.

Lemma 3.1. [LM20, Lem. 3.3] Let $G$ be a compact connected semisimple Lie group, let $K$ be a closed subgroup of $G$, and let $\tau$ be a finite dimensional representation of $K$. Then there exist $\omega \in \mathcal{P}^+(G)$ and a subset $\mathcal{P}_\tau$ of $\mathcal{P}^+(G)$ such that

$$\hat{G}_\tau = \bigcup_{\Lambda_0 \in \mathcal{P}_\tau} \mathcal{S}(\omega, \Lambda_0) = \bigcup_{\Lambda_0 \in \mathcal{P}_\tau} \{\pi_{\Lambda_0 + k\omega} : k \in \mathbb{N}_0\}.$$ 

Furthermore, this union is disjoint.

We sketch briefly the argument in the proof. Let $\Lambda$ be such that $\pi_\Lambda \in \hat{G}_\tau$. If $\omega$ is the highest weight of any irreducible non-trivial representation in $\hat{G}_{1K}$, then $\pi_{\Lambda_0 + k\omega} \in \hat{G}_\tau$ for any $k \in \mathbb{N}_0$. We may assume that the strings in (3.2), pairwise, are not contained in each other and, since they have the same direction, this easily implies that the union is disjoint.

Since $G$ is compact, (2.1) tells us that every eigenvalue of $\Delta_{\tau, \Gamma}$ lies in the countable set

$$\mathcal{E}_\tau := \{\lambda(C, \pi) : \pi \in \hat{G}_\tau\}.$$

Definition 3.2. We call an eigenvalue $\lambda \in \mathcal{E}_\tau$ tame if $\lambda = \lambda(C, \pi)$ for just one representation $\pi \in \hat{G}_\tau$, or $\lambda = \lambda(C, \pi) = \lambda(C, \pi^*)$ for just one pair $(\pi, \pi^*)$ with $\pi \in \hat{G}_\tau$ and $\pi \neq \pi^*$.

Write $[\tau : \pi|_K] = \dim \text{Hom}_K(\tau, \pi)$ for any $\pi$ in $\hat{G}$. We claim that for a tame eigenvalue $\lambda = \lambda(C, \pi)$, the multiplicity $\text{mult}_{\Delta_{\tau, \Gamma}}(\lambda(C, \pi))$, determines $n_{\Gamma}(\pi)$. In fact, (2.1) gives either

$$\text{mult}_{\Delta_{\tau, \Gamma}}(\lambda(C, \pi)) = [\tau : \pi|_K] n_{\Gamma}(\pi), \text{ or else}$$

$$\text{mult}_{\Delta_{\tau, \Gamma}}(\lambda(C, \pi)) = ([\tau : \pi|_K] + [\tau : \pi^*|_K]) n_{\Gamma}(\pi).$$

Here we use that $n_{\Gamma}(\pi) = n_{\Gamma}(\pi^*)$ (see Remark 2.3).

We are now in a position to explain in advance the rough strategy we shall follow. We need conditions on $G$, $K$ and $\tau$ to guarantee that all but finitely many eigenvalues in $\mathcal{E}_\tau$ are tame. In this situation, if $\Gamma \setminus G/K$ and $\Gamma' \setminus G/K$ are $\tau$-isospectral, then $n_{\Gamma}(\pi) = n_{\Gamma'}(\pi)$ for all but finitely many $\pi \in \hat{G}_\tau$, which yields that $\Gamma$ and $\Gamma'$ are $\tau$-representation equivalent by the strong multiplicity one theorem proved in [LM20] (Theorem 3.6 below). To do that, we will assume that the decomposition (3.2) of $\hat{G}_\tau$ as a disjoint union of strings is finite. The rest
of the conditions needed will naturally appear from the study of the coincidences among the eigenvalues occurring in the strings. This, we will do next.

We still denote by \( \langle \cdot, \cdot \rangle \) the Hermitian extension of \( \langle \cdot, \cdot \rangle|_t \) to \( t_C \) and \( t'_C \), of the given inner product \( \langle \cdot, \cdot \rangle \) on \( g \). Let \( \Lambda_\pi \) be the highest weight of \( \pi \) and let \( \rho_G \) denote half the sum of the positive roots relative to \( \Phi^+(g_C, t_C) \). It is well known that the Casimir element \( C \) acts by the scalar

\[
\lambda(C, \pi) := \langle \Lambda_\pi + \rho_G, \Lambda_\pi + \rho_G \rangle - \langle \rho_G, \rho_G \rangle = \langle \Lambda_\pi, \Lambda_\pi + 2\rho_G \rangle
\]

on each \( \pi \in \hat{G} \) (see for instance [WA Lemma 5.6.4]). Thus, for \( \omega, \lambda_0 \in \mathcal{P}^+(G) \), we have that

\[
\lambda(C, \pi_{k_0 + \lambda_0}) = k^2 \langle \omega, \omega \rangle + 2k \langle \omega, \lambda_0 + \rho_G \rangle + \langle \lambda_0, \lambda_0 + 2\rho_G \rangle.
\]

It is easy to see that there are no coincidences of Casimir eigenvalues for two representations in the same string, that is, \( \lambda(C, \pi_{k_0 + \lambda_0}) = \lambda(C, \pi_{k_0 + \lambda_0}) \) if and only if \( k = h \). Indeed, by (3.7) we have

\[
0 = \lambda(C, \pi_{k_0 + \lambda_0}) - \lambda(C, \pi_{h_0 + \lambda_0}) = (k - h)(k + h)(\langle \omega, \omega \rangle + 2\langle \omega, 2\rho_G \rangle + 2 \langle \omega, \lambda_0 \rangle),
\]

hence \( k - h = 0 \) since the second factor in the right-hand side is positive.

For \( \lambda_0, \omega \in \mathcal{P}^+(G) \) we set

\[
\mathcal{E}(\omega, \lambda_0) = \{ \lambda(C, \pi_{k_0 + \lambda_0}) : k \in \mathbb{N}_0 \}.
\]

Thus, if (3.2) holds, we have that \( \mathcal{E}_+ = \bigcup_{\lambda_0 \in \mathcal{P}_+} \mathcal{E}(\omega, \lambda_0) \).

**Proposition 3.3.** Let \( G \) be a compact connected semisimple Lie group, and let \( \omega, \lambda_0, \lambda'_0 \in \mathcal{P}^+(G) \) be such that the strings \( S(\omega, \lambda_0), S(\omega, \lambda'_0) \) are disjoint. Then \( \mathcal{E}(\omega, \lambda_0) \cap \mathcal{E}(\omega, \lambda'_0) \) is an infinite set if and only if one of the following conditions holds:

(i) \( \langle \omega, \lambda_0 \rangle = \langle \omega, \lambda'_0 \rangle \) and \( \lambda(C, \pi_{\lambda_0}) = \lambda(C, \pi_{\lambda'_0}) \) for all \( k \in \mathbb{N}_0 \) and no other coincidences of eigenvalues of \( S(\omega, \lambda_0) \) and \( S(\omega, \lambda'_0) \) occur.

(ii) \( \langle \omega, \lambda_0 \rangle \neq \langle \omega, \lambda'_0 \rangle \) and

\[
m := \frac{\langle \omega, \lambda_0 - \lambda'_0 \rangle}{\langle \omega, \omega \rangle} = \frac{\langle \lambda_0 - \lambda'_0, \lambda_0 + \lambda'_0 + 2\rho_G \rangle}{\langle \omega, \lambda_0 + \lambda'_0 + 2\rho_G \rangle} \in \mathbb{Z} \setminus \{0\}.
\]

In this case we have that \( \lambda(C, \pi_{\lambda_0 + (k+m)\omega}) = \lambda(C, \pi_{\lambda'_0 + (k+m)\omega}) \) if \( m > 0 \) and \( \lambda(C, \pi_{\lambda_0 + (k+m)\omega}) = \lambda(C, \pi_{\lambda'_0 + (k-m)\omega}) \) if \( m < 0 \). No other coincidences of eigenvalues of \( S(\omega, \lambda_0) \) and \( S(\omega, \lambda'_0) \) occur.

**Proof.** Set \( P(k) = \lambda(C, \pi_{k_0 + \lambda_0}) \) and \( Q(k) = \lambda(C, \pi_{k_0 + \lambda'_0}) \). Thus, we must show that equation \( P(k) = Q(h) \) has finitely many solutions \( (k, h) \in \mathbb{N}_0^2 \), except in the cases (i) and (ii) listed in the proposition.

In light of (3.7), it is easy to see that the exceptions (i), (ii) given in the proposition immediately follow from the following lemma by letting \( a = \langle \omega, \omega \rangle, b = \langle \omega, \lambda_0 + \rho_G \rangle, b' = \langle \omega, \lambda'_0 + \rho_G \rangle, c = \langle \lambda_0, \lambda_0 + 2\rho_G \rangle, c' = \langle \lambda'_0, \lambda'_0 + 2\rho_G \rangle \) and thus \( b - b' = \langle \omega, \lambda_0 - \lambda'_0 \rangle \). Observe that \( c - c' = \langle \lambda_0 - \lambda'_0, \lambda_0 + \lambda'_0 + 2\rho_G \rangle \) and (3.11) corresponds exactly to the last equality in (ii). This completes the proof of the proposition.

**Lemma 3.4.** For real numbers \( a, b, b', c, c' \) with \( a \neq 0 \) and \( b, b' > 0 \), let \( P(x) = ax^2 + 2bx + c, Q(x) = ax^2 + 2b'x + c' \) and \( \mathcal{A} = \{(k, h) \in \mathbb{N}_0^2 : P(k) = Q(h)\} \). If \( b = b' \), \( \mathcal{A} \) is infinite if and only if \( c = c' \) and in this case \( \mathcal{A} = \{(k, h) : k \geq 0\} \). If \( b \neq b' \), \( \mathcal{A} \) is infinite if and only if

\[
m := \frac{b - b'}{a} = \frac{c - c'}{b + b'} \in \mathbb{Z} \setminus \{0\};
\]

in this case \( \mathcal{A} = \{(k, k + m) : k \geq 0\} \) if \( m > 0 \) and \( \mathcal{A} = \{(k - m), k) : k \geq 0\} \) if \( m < 0 \).
Proof. By straightforward manipulations, one checks that the equation \( P(x) = Q(y) \) is equivalent to the equation
\[
a(x + b/a)^2 - b^2/a + c = a(y + b'/a)^2 - b'^2/a + c',
\]
and also to
\[
(3.11) \quad a \left( x - y + \frac{b - b'}{a} \right) \left( x + y + \frac{b + b'}{a} \right) = c' - c + \frac{b^2 - b'^2}{a}.
\]

The first assertion in the lemma is clear from the previous equation. When \( b \neq b' \), it follows immediately that \( \mathcal{A} \) is finite if the right-hand side is non-zero. Furthermore, when \( b \neq b' \) and the right-hand side vanishes, it is clear that \( \mathcal{A} \) is infinite if and only if \( m = (b - b')/a \in \mathbb{Z} \setminus \{0\} \), in which case \( P(k) = Q(k + m) \) for all \( k \in \mathbb{N}_0 \) if \( m > 0 \) and \( P(h - m) = Q(h) \) for all \( h \in \mathbb{N}_0 \) if \( m < 0 \).

Remark 3.5. In later sections we will give examples for \( G \) equal to \( \text{SO}(2n) \), \( \text{SO}(2n + 1) \), \( \text{SU}(n + 1) \) and \( \text{Sp}(n + 1) \) of strings satisfying condition (i), showing infinitely many pairs of inequivalent representations with coincident eigenvalues (see Examples 4.5, 5.4, 6.5, 7.6).

Condition (ii) in the proposition is shown to hold in many cases for \( G = \text{SU}(n + 1) \) and \( F_4 \), giving infinitely many pairs of inequivalent representations with coincident eigenvalues (see Examples 6.6, 6.8, 8.4).

We next recall the strong multiplicity one theorem to be used in the proof of the main result.

Theorem 3.6. [LM20 Thm. 1.1] Let \( G \) be a compact connected semisimple Lie group, let \( K \) be a closed subgroup of \( G \), and let \( \tau \) be a finite dimensional representation of \( K \). Then, for any \( \Gamma, \Gamma' \) finite subgroups of \( G \), if \( n_\Gamma(\pi) = n_{\Gamma'}(\pi) \) for a.e. \( \pi \in \hat{G}_\tau \), then \( \Gamma \) and \( \Gamma' \) are \( \tau \)-representation equivalent.

Now, by using Theorem 3.6 and Proposition 3.3 we can prove a result on the validity of the strong representation-spectral converse for \((G, K, \tau)\), under some suitable conditions.

Theorem 3.7. Let \( G \) be a compact connected semisimple Lie group, let \( K \) be a closed subgroup of \( G \) and let \( \tau \) be a finite dimensional representation of \( K \). Suppose there exist a finite subset \( \mathcal{P}_\tau \) of \( \mathcal{P}^+(G) \) and \( \omega \in \mathcal{P}^+(G) \) such that
\[
\hat{G}_\tau = \bigcup_{\lambda_0 \in \mathcal{P}_\tau} \mathcal{S}(\omega, \lambda_0) = \bigcup_{\lambda_0 \in \mathcal{P}_\tau} \{ \pi_{\lambda_0 + k\omega} : k \in \mathbb{N}_0 \},
\]
(a disjoint union, and furthermore, for any pair \( \lambda_0, \lambda'_0 \) in \( \mathcal{P}_\tau \) conditions (i), (ii) in Proposition 3.3 do not hold unless there is a non-negative integer \( h \) such that, as \( G \)-modules,
\[
\lambda_0 + k_\omega \text{ is finite if and only if } \lambda'_0 + k_\omega \text{ is finite if and only if } k \in \mathbb{N}_0.
\]

Then, all but finitely many eigenvalues in \( \mathcal{E}_\tau \) are tame, and the strong representation-spectral converse is valid for \((G, K, \tau)\).

Proof. By (3.12), any eigenvalue of \( \Delta_{\tau, \lambda} \) lies in \( \mathcal{E}_\tau = \bigcup_{\lambda_0 \in \mathcal{P}_\tau} \mathcal{S}(\omega, \lambda_0) \), that is, it is of the form \( \lambda(C, \pi_{\lambda_0 + k\omega}) \) for some \( k \in \mathbb{N}_0 \) and \( \lambda_0 \in \mathcal{P}_\tau \). We have already shown that there can be no coincidences of Casimir eigenvalues for two representations in the same string \( \mathcal{S}(\omega, \lambda_0) \). Thus, if \( \lambda \in \mathcal{E}_\tau \) is not tame, then there are at least two representations \( \pi \) and \( \pi' \) in \( \hat{G}_\tau \) with \( \pi \neq \pi' \) and \( \pi \neq \pi' \) contributing to the multiplicity of the eigenvalue \( \lambda = \lambda(C, \pi) = \lambda(C, \pi') \) in (2.1), with \( \pi \) and \( \pi' \) belonging to different strings, i.e. \( \pi \in \mathcal{S}(\omega, \lambda_0) \) and \( \pi' \in \mathcal{S}(\omega, \lambda'_0) \) for some \( \lambda_0 \neq \lambda'_0 \) in \( \mathcal{P}_\tau \).

Since \( \mathcal{P}_\tau \) is assumed to be finite, in order to prove that all but finitely many eigenvalues in \( \mathcal{E}_\tau \) are tame, we are left with the task of showing that there are only finitely many coincidences among the numbers in \( \mathcal{E}(\omega, \lambda_0) \) and \( \mathcal{E}(\omega, \lambda'_0) \) for every \( \lambda_0 \neq \lambda'_0 \) in \( \mathcal{P}_\tau \), except in the case when (3.13) holds, by (3.5). Proposition 3.3 tells us that \( \mathcal{E}(\omega, \lambda_0) \cap \mathcal{E}(\omega, \lambda'_0) \) cannot have infinitely
many elements since by the hypotheses the conditions (i)-(ii) are not satisfied. This proves that all but finitely many eigenvalues in $\mathcal{E}_\tau$ are tame.

We now show the validity of the strong representation-spectral converse. Let $\Gamma$ and $\Gamma'$ be finite subgroups of $G$ such that $\text{mult}_{\Delta_{\tau,\Gamma}}(\lambda) = \text{mult}_{\Delta_{\tau,\Gamma'}}(\lambda)$ for all but, possibly, finitely many eigenvalues $\lambda \in \mathcal{E}_\tau$. Thus, this coincidence holds a.e. for the set of tame eigenvalues, which has a finite complement. Hence, by (3.5), $n_{\Gamma}(\pi) = n_{\Gamma'}(\pi)$ for a.e. $\pi \in \hat{G}_\tau$ and then $n_{\Gamma}(\pi) = n_{\Gamma'}(\pi)$ for every $\pi \in \hat{G}_\tau$ by Theorem 3.6. Consequently, $\Gamma$ and $\Gamma'$ are $\tau$-representation equivalent in $G$. □

One can actually give a refinement of the previous theorem showing that, for any finite subgroup $\Gamma$ of $G$, an adequate finite part of the spectrum of $\Delta_{\tau,\Gamma}$ determines the whole spectrum. In particular, given two finite subgroups $\Gamma$ and $\Gamma'$ of $G$, coincidence of finitely many multiplicities of eigenvalues of $\Delta_{\tau,\Gamma}$ and $\Delta_{\tau,\Gamma'}$ implies representation equivalence and hence, the validity of the strong representation-spectral converse. The details are given in the next remark and are based in the application of [LM20, Thm. 1.2], which is a refinement of Theorem 3.6.

Remark 3.8. Assume $G$, $K$ and $\tau$ are as in Theorem 3.7. Let $q$ be a positive integer and let $\mathcal{F}_\tau$ be a finite subset of tame elements in $\mathcal{E}_\tau$ such that

$$
|\{k \in \mathbb{N}_0 : \lambda(C, \pi_{\Lambda_0+kw}) \in \mathcal{F}_\tau\} \cap (j + q\mathbb{Z})| \geq |\Phi^\perp| + 1 \quad \text{for all } j \in \mathbb{Z} \text{ and } \Lambda_0 \in \mathcal{P}_\tau.
$$

We claim that, for any finite subgroup $\Gamma$ of $G$ such that $|\Gamma|$ divides $q$, the finite part of the spectrum of $\Delta_{\tau,\Gamma}$ associated to $\mathcal{F}_\tau$ (i.e. the set of $(\lambda, \text{mult}_{\Delta_{\tau,\Gamma}}(\lambda))$ with $\lambda \in \mathcal{F}_\tau$) determines the multiplicities $n_{\Gamma}(\pi)$ for all $\pi \in \hat{G}_\tau$ and hence the whole spectrum of $\Delta_{\tau,\Gamma}$ is determined.

Set $\hat{\mathcal{F}}_\tau := \{\pi \in \hat{G}_\tau : \lambda(C, \pi) \in \mathcal{F}_\tau\}$. Let $\Gamma$ be a finite subgroup of $G$ such that $|\Gamma|$ divides $q$. For any $\lambda = \lambda(C, \pi) \in \mathcal{F}_\tau$, by (3.4) and (3.5), $n_{\Gamma}(\pi)$ is determined by $\text{mult}_{\Delta_{\tau,\Gamma}}(\lambda)$. Consequently, the finite set $\{(\lambda, \text{mult}_{\Delta_{\tau,\Gamma}}(\lambda)) : \lambda \in \mathcal{F}_\tau\}$ determines the $n_{\Gamma}(\pi)$ for all $\pi \in \hat{\mathcal{F}}_\tau$. Now, (3.12) and (3.14) ensure that $\hat{\mathcal{F}}_\tau$ satisfies the assumptions in [LM20, Thm. 1.2]. Hence, the $n_{\Gamma}(\pi)$ for all $\pi \in \hat{G}_\tau$ are determined, and therefore also all of the spectrum of $\Delta_{\tau,\Gamma}$. Thus, given $\Gamma$, $\Gamma'$ with $|\Gamma|, |\Gamma'|$ dividing $q$, the coincidence of $(\lambda, \text{mult}_{\Delta_{\tau,\Gamma}}(\lambda))$ for $\lambda \in \mathcal{F}_\tau$ implies their coincidence for all $\lambda$, hence the strong representation converse is valid for $(G, K, \tau)$.

Remark 3.9. We now observe a problem that is similar to the representation-spectral converse where Theorem 3.6 could be applied. The well-known Sunada method [Su85] and its generalization by DeTurck and Gordon [DG89] produce strongly isospectral manifolds, that is, manifolds isospectral with respect to any strongly elliptic natural differential operator acting on sections of a natural bundle. Consequently, if $\Gamma$ and $\Gamma'$ are representation equivalent subgroups of $G$, then $\Gamma \backslash M$ and $\Gamma' \backslash M$ are $\tau$-isospectral for every $\tau \in \hat{K}$.

The converse was proved in [Pe95] for $S^n$ and $H^n$ and in [La14] for $\mathbb{R}^n$. It would be of interest to know whether the converse also holds for $P^n(\mathbb{C})$, $P^n(\mathbb{H})$, and $P^2(\mathbb{O})$ by using similar tools as in this article. More precisely, for $(G, K)$ equals to $(SU(n+1), S(U(n) \times U(1)))$ or $(Sp(n+1), Sp(n) \times Sp(1))$, and $\Gamma, \Gamma'$ finite subgroups of $G$ satisfying that $\Gamma \backslash G/K$ and $\Gamma' \backslash G/K$ are $\tau$-isospectral for all $\tau \in \hat{K}$, whether $\Gamma$ and $\Gamma'$ are necessarily representation equivalent in $G$, that is, $n_{\Gamma}(\pi) = n_{\Gamma'}(\pi)$ for all $\pi \in \hat{G}$.

4. Odd dimensional spheres

In the rest of this paper, we will give applications of Theorem 3.7 for each irreducible compact symmetric space $G/K$ of real rank one. In our study we will find increasing difficulties, mainly due to the fact that the branching formulas in some cases become more intricate and harder to apply.
Relative to the $p$-form spectrum, it often involves the contribution of many different irreducible representations, that should be treated separately and do not always behave in the same way.

We begin our case-by-case study by considering odd-dimensional spheres. Throughout this section, for any $n \geq 2$, let $G = SO(2n)$ and let $K$ be the subgroup $SO(2n - 1)$ embedded in the upper left-hand block in $G$. We have that $G/K$ is diffeomorphic to $S^{2n-1}$. We consider the metric induced by the inner product $\langle X, Y \rangle = -\frac{1}{2} \text{tr}(XY)$ on $g$, which is a negative multiple of the Killing form. This metric has constant curvature one.

We pick the maximal torus of $G$ given by

$$T = \{ \text{diag}(R(\theta_1), \ldots, R(\theta_n)) : \theta_j \in \mathbb{R} \forall j \},$$

where $R(\theta) = \left( \begin{smallmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{smallmatrix} \right)$. Thus, every element in $\mathfrak{t}_C$ has the form

$$X = \text{diag} \left( \left( \begin{array}{cc} 0 & i \theta_1 \\ -i \theta_1 & 0 \end{array} \right), \ldots, \left( \begin{array}{cc} 0 & i \theta_n \\ -i \theta_n & 0 \end{array} \right) \right)$$

with $\theta_j \in \mathbb{C}$ for all $j$. Let $\varepsilon_j \in \mathfrak{t}_C$ given by $\varepsilon_j(X) = \theta_j$ for $X$ as above. One has that $\Phi(\mathfrak{g}_C, \mathfrak{t}_C) = \{ \pm \varepsilon_i \pm \varepsilon_j : 1 \leq i < j \leq n \}$, $\mathcal{P}(G) = \bigoplus_{j=1}^n \mathbb{Z} \varepsilon_j$ and $\langle \varepsilon_i, \varepsilon_j \rangle = \delta_{i,j}$. Furthermore, if we take the lexicographic order on $\mathfrak{h}^*$ with respect to the basis $\{ \varepsilon_j : 1 \leq j \leq n \}$, the simple roots are $\{ \varepsilon_1 - \varepsilon_2, \ldots, \varepsilon_{n-1} - \varepsilon_n, \varepsilon_{n-1} + \varepsilon_n \}$, $\Phi^+(\mathfrak{g}_C, \mathfrak{t}_C) = \{ \varepsilon_i \pm \varepsilon_j : 1 \leq i < j \leq n \}$, and furthermore $\mathcal{P}^+(G) = \{ \sum_{j=1}^n a_j \varepsilon_j \in \mathcal{P}(G) : a_1 \geq \cdots \geq a_n \geq 0 \}$. Furthermore, when this is the case, then $\dim \text{Hom}_K(\tau_\mu, \pi_\Lambda) = 1$. An immediate consequence we obtain the following description of $\hat{G}_\tau$ for any $\tau \in \hat{G}$.

**Lemma 4.1.** For any $\mu = \sum_{j=1}^{n-1} b_j \varepsilon_j \in \mathcal{P}^+(K)$, we have that

$$\hat{G}_{\tau_\mu} = \bigcup_{\Lambda_0 \in \mathcal{P}_{\tau_\mu}} S(\varepsilon_1, \Lambda_0) = \bigcup_{\Lambda_0 \in \mathcal{P}_{\tau_\mu}} \{ \pi_{\Lambda_0 + k \varepsilon_1} : k \in \mathbb{N}_0 \},$$

where

$$\mathcal{P}_{\tau_\mu} = \left\{ \sum_{j=1}^n a_j \varepsilon_j : a_j \in \mathbb{Z} \forall j, a_1 = b_1, \ (4.1)\ holds \right\}.$$

Consequently, $\hat{G}_{\tau_\mu}$ is a finite disjoint union of strings with direction $\omega = \varepsilon_1$.

Next, we will apply Theorem 3.7 by using the above choices of $\mathcal{P}_{\tau_\mu}$ and $\omega$. We first note that condition (ii) in Proposition 3.3 is never a problem in this case since $\langle \omega, \Lambda_0 \rangle = \langle \omega, \Lambda_0' \rangle$ for all $\Lambda_0, \Lambda_0' \in \mathcal{P}_{\tau_\mu}$. It remains to find conditions on $\mu$ so that $\lambda(C, \pi_{\Lambda_0}) \neq \lambda(C, \pi_{\Lambda_0'})$ for all $\Lambda_0 \neq \Lambda_0'$ in $\mathcal{P}_{\tau_\mu}$.

Let $\Lambda_0 = \sum_{i=1}^n a_i \varepsilon_i \in \mathcal{P}_{\tau_\mu}$. By (3.6), since $\rho_G = \sum_{i=1}^n (n - i) \varepsilon_i$, we have that

$$\lambda(C, \pi_{\Lambda_0}) = \langle \Lambda_0, \Lambda_0 + 2\rho \rangle = b_1(b_1 + 2(n - 1)) + \sum_{i=2}^n a_i(a_i + 2(n - i)).$$
Therefore, $\lambda(C, \pi_{\Lambda_0}) \neq \lambda(C, \pi_{\Lambda_0}')$ if and only if $\sum_{i=2}^{n} a_i (a_i + 2(n-i)) \neq \sum_{i=2}^{n} a'_i (a'_i + 2(n-i))$.

We now check whether (3.13) can hold. It cannot happen when $n$ is even since every irreducible representation of $SO(2n)$ is self-conjugate (see for instance [BD VI.(5.5)(ix)]). Assume that $n$ is odd. For $\Lambda = \sum_{i=1}^{n} a_i \varepsilon_i \in \mathcal{P}^+(G)$, let $\Lambda' = \sum_{i=1}^{n-1} a_i \varepsilon_i - a_n \varepsilon_n$, which also lies in $\mathcal{P}^+(G)$. Then, $\pi^*_\Lambda \cong \pi^*_{\Lambda'}$ for all $\Lambda \in \mathcal{P}^+(G)$ (see for instance [BD VI.(5.5)(x)]). Hence, if $n$ is odd, (3.13) holds for $\Lambda_0, \Lambda_0'$ if and only if $\Lambda_0' = \Lambda_0$ and $a_n \neq 0$.

We thus obtain the following result, as a consequence of Theorem 3.7:

**Theorem 4.2.** Let $G = SO(2n)$, $K = SO(2n - 1)$, and $\tau_\mu \in \hat{K}$ with $\mu = \sum_{i=1}^{n-1} b_i \varepsilon_i \in \mathcal{P}^+(K)$. Assume the form

\[(a_2, \ldots, a_n) \mapsto \sum_{i=2}^{n} a_i (a_i + 2(n-i))\]

represents different numbers on the set

\[(a_2, \ldots, a_n) \in \mathbb{Z}^{n-1} : b_1 \geq a_2 \geq b_2 \geq \cdots \geq b_{n-1} \leq |a_n| \text{ if } n \text{ is even,}
\[(a_2, \ldots, a_n) \in \mathbb{Z}^{n-1} : b_1 \geq a_2 \geq b_2 \geq \cdots \geq b_{n-1} \geq a_n \geq 0 \text{ if } n \text{ is odd.}\]

Then, the strong representation-spectral converse is valid for $(SO(2n), SO(2n - 1), \tau_\mu)$.

**Remark 4.3.** We note that if the assumption in Theorem 4.2 holds and $n$ is even, then necessarily $b_{n-1} = 0$. Indeed, if $b_{n-1} > 0$, then the form (4.5) represents the same number in the elements $(b_2, \ldots, b_{n-1}, 1)$ and $(b_2, \ldots, b_{n-1}, -1)$, which lie in $\mathcal{T}_{G,\mu}$, and consequently the hypotheses are not satisfied.

In [LMR15 Prop. 3.3], the representation-spectral converse was proved for $(O(2n), O(2n - 1), \tau)$ for every $\tau \in O(2n - 1)$ such that $\tau|_{SO(2n-1)}$ has highest weight $\mu = \sum_{i=1}^{n-1} b_i \varepsilon_i \in \mathcal{P}^+(K)$ satisfying that $b_1 \leq 2$. The same proof works for $(SO(2n), SO(2n - 1), \tau_\mu)$ for every $\mu = \sum_{i=1}^{n-1} b_i \varepsilon_i \in \mathcal{P}^+(K)$ such that $b_1 \leq 2$ and $b_{n-1} = 0$. In particular, this gives a finite set of $\tau \in \hat{K}$ for which the converse was known.

Now, Theorem 4.2 provides infinitely many $\tau_\mu \in \hat{K}$ for which the representation-spectral converse is valid for $(SO(2n), SO(2n - 1), \tau_\mu)$, enlarging the finite set of cases already known. The next corollary exemplifies this fact by giving explicit choices of the highest weights $\mu$.

**Corollary 4.4.** Let $G = SO(2n)$, $K = SO(2n - 1)$, and $\tau_\mu \in \hat{K}$ with $\mu = \sum_{i=1}^{n-1} b_i \varepsilon_i \in \mathcal{P}^+(K)$. Assume $b_{n-1} = 0$ if $n$ is even, and in addition, any one of the following conditions is satisfied

\[(i) \ b_1 \leq 3;
(ii) \text{ there is } 2 \leq j \leq n-1 \text{ such that } b_i - b_{i+1} = 0 \text{ for all } 1 \leq i \leq n-1, i \neq j, \text{ and } b_n = 0;
(iii) \ b_2 \leq 2 \text{ and } b_1 \text{ arbitrary.}\]

Then, the strong representation-spectral converse is valid for $(SO(2n), SO(2n - 1), \tau_\mu)$.

**Proof.** The entire proof is straightforward, based on showing that the assumption in Theorem 4.2 holds, i.e. that the form (4.5) represents different numbers on the corresponding set $\mathcal{T}_{G,\mu}$. We only give some details for case (iii). The other cases are very similar and left to the reader.

Assume $b_2 = 2$. Thus, there are indices $1 \leq j \leq k \leq n-1$ such that

\[b_1 \geq b_2 = \cdots = b_{j-1} = 2 > b_j = \cdots = b_{k-1} = 1 > b_k = \cdots = b_{n-1} = 0.\]
We give the details when \( j < k \). Let \((a_2, \ldots, a_n)\) and \((a'_2, \ldots, a'_n)\) in \( \mathcal{T}_{G, \mu} \), thus \( a_i = a'_i = 2 \) for all \( 3 \leq i \leq j - 1 \), \( a_i = a'_i = 1 \) for all \( j + 1 \leq i \leq k - 1 \), \( a_i = a'_i = 0 \) for all \( k + 1 \leq i \leq n \), and furthermore, \( b_1 \geq a_2, a'_2 \geq a'_2, a'_j \geq a_j, a'_k \geq a_k \geq 0 \). Hence, if \((a_2, \ldots, a_n)\) and \((a'_2, \ldots, a'_n)\) represent the same number under (4.5), we obtain that

\[
0 = \sum_{i=2}^{n} (a_i(a_i + 2(n - i)) - a'_i(a'_i + 2(n - i))) = \sum_{i \in \{2, j, k\}} (a_i - a'_i)(a_i + a'_i + 2(n - i)).
\]

It remains to show that \( a_i = a'_i \) for any \( i \in \{2, j, k\} \). One can easily check that if \( a_i = a'_i \) for some \( i \in \{2, j, k\} \), then \( a_i = a'_i \) for all \( i \). Thus, we assume \( a_i \neq a'_i \) for all \( i \in \{2, j, k\} \). Suppose \( a_2 > a'_2 \), thus \( a_j - a'_j = a_k - a'_k = -1 \), that is, \( a'_j = 2, a_j = 1, a'_k = 1 \) and \( a_k = 0 \). Hence

\[
(a_2 - a'_2)(a_2 + a'_2 + 2(n - 2)) = 3 + 2(n - j) + 1 + 2(n - k).
\]

Since the right-hand side is even, it follows that \( a_2 \pm a'_2 \) is also even, in particular \( a_2 - a'_2 \geq 2 \). This implies that the left-hand side is strictly bigger than the right-hand side, a contradiction.

We next show sets of disjoint strings \( S(\omega, \Lambda_0) \) and \( S(\omega, \Lambda'_0) \) having the same set of eigenvalues, together with \( \tau_\mu \in \widehat{K} \), such that \( \Lambda_0, \Lambda'_0 \in \mathcal{P}_{\tau_\mu} \). Furthermore, \( \mu \) has \( b_1 = 4 \), which tells us that the upper bound in condition (i) of Corollary 4.4 is optimal. Hence, in these cases, the corresponding eigenvalues are not tame and we cannot obtain the strong representation-spectral converse as a consequence of Theorem 3.7.

**Example 4.5.** We first consider \( n = 3 \). Let \( \Lambda_0 = 4\varepsilon_1 + 4\varepsilon_2 \) and \( \Lambda'_0 = 4\varepsilon_1 + 3\varepsilon_2 + 3\varepsilon_3 \). We have that \( \lambda(C, \pi_{k+\varepsilon_0}) = \lambda(C, \pi_{k+\varepsilon_0}) \) for all \( k \in \mathbb{N}_0 \) since condition (i) in Proposition 3.3 holds, given that \( \langle \omega, \Lambda_0 \rangle = \langle \omega, \Lambda'_0 \rangle = 4 \) and \( \omega = \varepsilon_1 \). Furthermore, one can easily check that \( \lambda(C, \pi_{\omega}) = \lambda(C, \pi_{\Lambda'_0}) = 56 \) by (4.4), which proves that \( \mathcal{E}(\omega, \Lambda_0) = \mathcal{E}(\omega, \Lambda'_0) \).

This coincidence between the Casimir eigenvalues of the strings \( \omega, \Lambda_0 \) and \( \omega, \Lambda'_0 \) produces infinitely many non-tame eigenvalues of \( \Delta_{\tau_\mu} \) for some finite subgroup \( \Gamma = SO(6) \) only if \( \pi_{\Lambda_0} \) and \( \pi_{\Lambda'_0} \) are simultaneously in \( \widehat{G}_\tau \). This is the case for \( \tau_\mu \) with \( \mu = b_1\varepsilon_1 + 3\varepsilon_2 \) for any \( b_1 \geq 4 \). This obstruction to apply Theorem 3.7 can be read off from Theorem 4.2 since the form (4.5) represents the same number at \( (4, 0, 0) \) and at \( (3, 3, 0) \) because \( \rho_G = 2\varepsilon_1 + \varepsilon_2 \).

Further, for any \( n \geq 4 \), we may take \( \Lambda_0 = 4\varepsilon_1 + 4\varepsilon_2 + \varepsilon_3 + \varepsilon_4 \) and \( \Lambda'_0 = 4\varepsilon_1 + 3\varepsilon_2 + 3\varepsilon_3 \), which satisfy \( \langle \omega, \Lambda_0 \rangle = \langle \omega, \Lambda'_0 \rangle = 4 \) and \( \lambda(C, \pi_{\omega}) = \lambda(C, \pi_{\Lambda'_0}) = 20n - 4 \), thus \( \mathcal{E}(\omega, \Lambda_0) = \mathcal{E}(\omega, \Lambda'_0) \) by Proposition 3.3. Moreover, for \( \mu = b_1\varepsilon_1 + 3\varepsilon_2 + \varepsilon_3 \) with \( b_1 \geq 4 \), \( \Lambda_0 \) and \( \Lambda'_0 \in \mathcal{P}_{\tau_\mu} \).

The authors expect the existence of arbitrary large families of strings having the same Casimir eigenvalues and lying in \( \widehat{G}_\tau \) for some \( \tau \in \widehat{K} \). Table 1 shows many examples found with computer help that evidence this claim. This information tells us that the study of the representation-spectral converse for \( (SO(2n), SO(2(n - 1)), \tau_\mu) \) for \( \mu \) not satisfying the conditions in Theorem 4.2 require additional techniques that allow handling infinitely many non-tame eigenvalues.

**Remark 4.6.** The examples in the Table 1 give more examples of \( \tau \in \widehat{K} \) and strings in \( \widehat{G}_\tau \) having the same set of Casimir eigenvalues. We note that, for any \( \mu = \sum_{i=1}^{n-1} b_i\varepsilon_i \) in the table, it follows immediately that the same set of strings are in \( \widehat{G}_{\tau_{\mu+b_1\varepsilon_1}} \) for any \( b \in \mathbb{N}_0 \).

**Applications to p-spectra.** We next consider the representation \( \tau_\mu \) (see Definition 2.6) associated to the \( p \)-form spectrum. In the present case, \( \tau_\mu \) is irreducible with highest weight \( \varepsilon_1 + \cdots + \varepsilon_p \) for every \( 0 \leq p \leq n - 1 \). The representation-spectral converse for \( p \)-forms holds over odd-dimensional spheres presented as \( O(2n)/O(2n - 1) \) (see for instance [LMR15], Thm. 1.2 (i)). The next results show that everything works in the same manner for \( p < n - 1 \), but the
Table 1. A list of strings in $\widehat{G}_{\tau_n}$ for $G = SO(2n)$, with $\omega = \varepsilon_1$ with the same set of Casimir eigenvalues for any choice of $\Lambda$ in the fourth column and $\mu$ in the second column. We are abbreviating $\mu = b_1\varepsilon_1 + \cdots + b_{n-1}\varepsilon_{n-1}$ by $[b_1, \ldots, b_{n-1}]$, $\Lambda = a_1\varepsilon_1 + \cdots + a_n\varepsilon_n$ by $[a_1, \ldots, a_n]$ for the string bases $\Lambda$. The third column shows the number of string bases with the same Casimir eigenvalues. The strings’ bases in the table were obtained with computer help. Hence, for these choices, there are infinitely many non tame eigenvalues in $E_{\tau_n}$.

| $n$ | $\mu$       | $\#$   | strings bases                      |
|-----|-------------|--------|------------------------------------|
| 3   | [4, 3]      | 2      | [4, 3, 3], [4, 4, 0]               |
| 3   | [17, 13]    | 3      | [17, 14, 10], [17, 16, 10], [17, 17, 1] |
| 3   | [32, 23]    | 4      | [32, 23, 23], [32, 30, 12], [32, 31, 9], [32, 32, 4] |
| 3   | [64, 50]    | 5      | [64, 51, 39], [64, 55, 33], [64, 59, 25], [64, 62, 16], [64, 64, 0] |
| 3   | [73, 53]    | 6      | [73, 54, 50], [73, 61, 41], [73, 69, 25], [73, 70, 22], [73, 72, 14], [73, 73, 7] |
| 4   | [4, 3, 1]   | 2      | [4, 3, 3, 0], [4, 4, 1, 1]         |
| 4   | [8, 6, 2]   | 3      | [8, 6, 6, 2], [8, 7, 5, 0], [8, 8, 3, 1] |
| 4   | [14, 12, 8] | 4      | [14, 12, 8, 8], [14, 12, 11, 1], [14, 13, 9, 4], [14, 14, 8, 2] |
| 4   | [18, 13, 2] | 5      | [18, 13, 13, 2], [18, 14, 12, 0], [18, 16, 9, 1], [18, 17, 7, 0], [18, 18, 4, 0] |
| 4   | [23, 19, 14]| 6      | [23, 19, 15, 13], [23, 19, 18, 8], [23, 19, 19, 5], [23, 21, 15, 9], [23, 22, 16, 1], [23, 23, 14, 4] |
| 4   | [25, 22, 14]| 7      | [25, 22, 15, 13], [25, 22, 18, 8], [25, 22, 19, 5], [25, 24, 14, 10], [25, 24, 16, 6], [25, 24, 17, 1], [25, 25, 15, 4] |
| 4   | [35, 30, 22]| 8      | [35, 30, 22, 21], [35, 30, 30, 3], [35, 31, 27, 11], [35, 31, 28, 8], [35, 33, 24, 12], [35, 34, 22, 13], [35, 35, 23, 7], [35, 35, 24, 0] |
| 5   | [4, 3, 1, 0]| 2      | [4, 3, 3, 0, 0], [4, 4, 1, 1, 0]    |
| 5   | [6, 5, 4, 2]| 3      | [6, 5, 4, 4], [6, 5, 5, 2, 2], [6, 6, 4, 2, 0] |
| 5   | [9, 8, 6, 2]| 4      | [9, 8, 6, 6, 0], [9, 8, 8, 2, 2], [9, 9, 6, 4, 1], [9, 9, 7, 2, 0] |
| 5   | [11, 10, 6, 2]| 5     | [11, 10, 6, 6, 2], [11, 10, 7, 5, 0], [11, 10, 8, 3, 1], [11, 11, 6, 4, 1], [11, 11, 7, 2, 0] |
| 5   | [15, 13, 9, 2]| 6     | [15, 13, 9, 9, 1], [15, 13, 11, 6, 2], [15, 13, 12, 4, 1], [15, 14, 9, 7, 2], [15, 14, 11, 3, 2], [15, 15, 10, 2, 1] |
| 5   | [14, 12, 9, 2]| 7     | [14, 12, 9, 9, 2], [14, 12, 10, 8, 0], [14, 12, 12, 4, 2], [14, 13, 10, 6, 1], [14, 13, 11, 4, 2], [14, 14, 9, 5, 2], [14, 14, 10, 3, 1] |
| 5   | [21, 18, 13, 2]| 8    | [21, 18, 13, 13, 2], [21, 18, 14, 12, 0], [21, 18, 16, 9, 1], [21, 18, 17, 7, 0], [21, 18, 18, 4, 0], [21, 20, 14, 8, 0], [21, 20, 16, 2, 2], [21, 21, 13, 7, 1] |
| 5   | [21, 18, 16, 13]| 9    | [21, 18, 16, 14, 12], [21, 18, 18, 16, 2], [21, 19, 17, 14, 8], [21, 19, 17, 16, 0], [21, 19, 18, 14, 5], [21, 20, 16, 15, 5], [21, 20, 18, 13, 3], [21, 21, 16, 14, 3], [21, 21, 17, 13, 1] |
| 5   | [23, 20, 13, 2]| 10   | [23, 20, 13, 13, 2], [23, 20, 14, 12, 0], [23, 20, 16, 9, 1], [23, 20, 17, 7, 0], [23, 20, 18, 4, 0], [23, 21, 14, 10, 1], [23, 21, 17, 3, 1], [23, 22, 13, 9, 2], [23, 22, 15, 5, 2], [23, 23, 13, 6, 2] |
situation changes drastically for \( p = n - 1 \) when \( n \) is even. The next proposition follows from Corollary 4.3 (i).

**Proposition 4.4.** The strong representation-spectral converse is valid for \( (SO(2n), SO(2n - 1), \tau_p) \) for all \( 0 \leq p \leq n - 2 \), and also for \( p = n - 1 \) provided that \( n \) is odd.

**Theorem 4.8.** For any \( n \geq 2 \), \( n \) even, there exist \( \Gamma \) and \( \Gamma' \) finite subgroups of \( G = SO(2n) \) such that \( \Gamma \backslash S_{2n-1} \) and \( \Gamma' \backslash S_{2n-1} \) are isospectral on \((n-1)\)-forms, but they are not \( \tau_{n-1}\)-representation equivalent in \( G \).

**Proof.** Let \( q \in \mathbb{N}, q > n \). The cyclic groups of order \( q \), \( \Gamma := \{ \text{diag}(R(\frac{2\pi h}{q}), \ldots, R(\frac{2\pi h}{q})) : h \in \mathbb{Z} \} \), \( \Gamma' := \{ \text{diag}(R(\frac{2\pi h}{q}), \ldots, R(\frac{2\pi h}{q}), (-\frac{2\pi h}{q})) : h \in \mathbb{Z} \} \), are contained in the maximal torus \( T \) of \( G \) and they act freely on \( S_{2n-1} \). The corresponding manifolds \( \Gamma \backslash S_{2n-1} \) and \( \Gamma' \backslash S_{2n-1} \) are lens spaces. They are isometric since \( \Gamma \) and \( \Gamma' \) are conjugate in \( O(2n) \). Hence \( \Gamma \backslash S_{2n-1} \) and \( \Gamma' \backslash S_{2n-1} \) are \((n-1)\)-isospectral. The rest of the proof is devoted to show that \( \Gamma \) and \( \Gamma' \) are not \( \tau_{n-1}\)-representation equivalent in \( SO(2n) \).

The irreducible representations of \( SO(2n) \) with highest weights \( \Lambda_0 := \varepsilon_1 + \cdots + \varepsilon_n \) and \( \bar{\Lambda}_0 := \varepsilon_1 + \cdots + \varepsilon_{n-1} - \varepsilon_n \) contain the \( K\)-type \( \tau_{n-1} \) by (4.1), i.e. they are in \( \hat{G}_{\tau_{n-1}} \). In what follows we shall abbreviate \( \pi_+ = \pi_{\Lambda_0}, \pi_- = \pi_{\bar{\Lambda}_0}, \) and \( V_\pm = V_{\pi_\pm} \). We claim that

\[
(4.7) \quad n_\Gamma(\pi_\pm) - n_{\Gamma'}(\pi_\pm) = \pm \left( \frac{n}{n/2} \right) \neq 0,
\]

which will prove the assertion in the theorem. It is important to recall that \( \pi_+ \) and \( \pi_- \) are not conjugate to each other since \( n \) is assumed to be even. Indeed, every irreducible representation of \( G = SO(2n) \) for \( n \) even is self-conjugate (see [BD], VI.(5.5)(ix)).

Since \( \Gamma, \Gamma' \subset T \), their elements preserve the weight spaces in the decompositions \( V_\pm = \bigoplus_\eta V_\pm(\eta) \). Here, \( V_\pm(\eta) \) is the weight space associated to \( \eta \), that is, \( V_\pm(\eta) = \{ v \in V_\pm : \pi_\pm(\exp(X)) \cdot v = e^{\eta(X)} v \text{ for all } X \in t \} \). Consequently,

\[
n_\Gamma(\pi_\pm) = \dim V_\Gamma^\pm = \sum_\eta \dim V_\pm(\eta)^\Gamma = \sum_{\eta : V_\pm(\eta)^T = V_\pm(\eta)} \dim V_\pm(\eta)
\]

and similarly for \( \Gamma' \). The multiplicity of \( \eta \) in \( \pi_\pm \), \( \dim V_\pm(\eta) \), has been explicitly computed (see for instance [LR17]). Indeed, an arbitrary element \( t = \text{diag} (R(\theta_1), \ldots, R(\theta_n)) \in T \) acts on a weight space of weight \( \eta = \sum_{j=1}^n a_j \varepsilon_j \in \mathcal{P}(G) \) by the scalar \( e^{-\sum_{j=1}^n a_j \theta_j} \). Hence, \( V_\pm(\eta) \) is invariant by \( \Gamma \) (resp. \( \Gamma' \)) if and only if \( \sum_{j=1}^n a_j \equiv 0 \pmod{q} \) (resp. \( \sum_{j=1}^{n-1} a_j - a_n \equiv 0 \pmod{q} \)).

The congruence equalities can be replaced by equalities since \( q > n \) and, by [LR17] (16), \( V_\pm(\mu) \neq 0 \) forces \( |a_j| \leq 1 \) for all \( j \). One also has that \( \|\eta\|_1 := \sum_{j=1}^n |a_j| = n - 2r \) for some non-negative integer \( r \).

We now split \( V_\pm \) as \( V_\pm = W_\pm \oplus U_\pm \), where

\[
W_\pm = \sum_{\eta : \|\eta\|_1 = n} V_\pm(\eta), \quad U_\pm = \sum_{\eta : \|\eta\|_1 < n} V_\pm(\eta).
\]

By [LR17] Rem. IV.5], for \( \eta = \sum_{j=1}^n a_j \varepsilon_j \) and \( |a_j| \leq 1 \) for all \( j \), one has that \( \dim V_+(\eta) = \dim V_-(\eta) = \binom{2r}{r} \), where \( r = \frac{n - \|\eta\|_1}{2} \in \mathbb{N} \). We conclude that \( U_+ = U_- \), thus \( \dim U_\Gamma^+ = \dim U_\Gamma^- \) and \( \dim U_{\Gamma'}^+ = \dim U_{\Gamma'}^- \). For \( \eta \) as above, a (non-trivial) weight space of weight \( \eta \) is invariant by \( \Gamma \) if and only if the (non-trivial) weight space of weight \( \eta \) is invariant by \( \Gamma' \), where \( \eta = \sum_{j=1}^{n-1} a_j \varepsilon_j - a_n \varepsilon_n \). It hence follows that \( \dim U_\Gamma^+ = \dim U_\Gamma^- = \dim U_{\Gamma'}^+ = \dim U_{\Gamma'}^- \).

We have shown so far that \( n_\Gamma(\pi_\pm) - n_{\Gamma'}(\pi_\pm) = \dim W_\Gamma^+ - \dim W_{\Gamma'}^+ \). By [LR17] Rem. IV.5], if \( \eta = \sum_{j=1}^n a_j \varepsilon_j \) with \( \|\eta\|_1 = n \) and \( |a_j| = 1 \) for all \( j \), then \( \dim V_+(\eta) = 1 \) and \( \dim V_-(\eta) = 0 \).
if $\# \{ j : 1 \leq j \leq n, \ a_j = -1 \}$ is even. Otherwise $\dim V_+(\eta) = 0$ and $\dim V_-(\eta) = 1$. Hence, $\dim W_+^\tau = \binom{n}{n/2} = \dim W_-^\tau$, $\dim W_+^\tau = 0 = \dim W_+^\tau$, which proves (4.7) and completes the proof of the theorem. \hfill $\square$

We next explain the above counter-example by using outer automorphisms of $G = \text{SO}(2n)$.

**Remark 4.9.** Let $g_0 = \text{diag}(1, \ldots, 1, -1) \in \text{O}(2n)$. Although $g_0 \notin G$, the map $\varphi : G \to G$ given by $\varphi(x) = g_0^{-1}xg_0 = g_0xg_0$ is an automorphism of $G$. One can check that $\varphi$ is not an inner automorphism and $\varphi^2$ is the identity map on $G$.

For $\Gamma$ and $\Gamma'$ as in the proof of Theorem 4.8 one has that $\varphi(\Gamma) = \Gamma'$, thus $\Gamma \backslash S_{2n-1}^{2n-1}$ and $\Gamma' \backslash S_{2n-1}^{2n-1}$ are isometric because $\Gamma$ and $\Gamma'$ are conjugate in $\text{O}(2n)$, and then $\Gamma \backslash S_{2n-1}^{2n-1}$ and $\Gamma' \backslash S_{2n-1}^{2n-1}$ are $\tau$-isospectral for all $\tau$.

For $\Lambda = \sum_{i=1}^n a_i \varepsilon_i \in \mathcal{P}^+(G)$, we write $\tilde{\Lambda} = \sum_{i=1}^{n-1} a_i \varepsilon_i - a_n \varepsilon_n$, which is again a dominant $G$-integral weight. One has that $\pi_\Lambda \circ \varphi \simeq \pi_\Lambda$ as representations of $G$ for any $\Lambda \in \mathcal{P}^+(G)$ (see [GW §5.5.5]). In other words, the representation $\pi_\Lambda \circ \varphi$ of $G$ is irreducible and has highest weight $\tilde{\Lambda}$, thus $\pi_\Lambda \circ \varphi \simeq \pi_{\tilde{\Lambda}}$. It then follows that $\dim V_{\pi_\Lambda}^{\Gamma'} = \dim V_{\pi_{\tilde{\Lambda}}}^{\Gamma'} = \dim V_{\pi_\Lambda \circ \varphi}^{\Gamma'} = \dim V_{\pi_{\tilde{\Lambda}}}^{\Gamma}$ and similarly $\dim V_{\pi_{\tilde{\Lambda}}}^{\Gamma} = \dim V_{\pi_\Lambda}^{\Gamma}$, which yields

$$(4.8) \quad \dim V_{\pi_{\tilde{\Lambda}}}^{\Gamma} + \dim V_{\pi_{\tilde{\Lambda}}}^{\Gamma} = \dim V_{\pi_\Lambda}^{\Gamma} + \dim V_{\pi_{\tilde{\Lambda}}}^{\Gamma'}.$$ 

For arbitrary $\Gamma, \Gamma'$ finite subgroups of $G$ and for all $\pi_\Lambda \in \tilde{G}_{n-1}$, the above identity is equivalent to the fact that $\Gamma$ and $\Gamma'$ are $\tilde{n}_{n-1}$-representation equivalent (established in [LMR15 Cor. 1.2 (i)]), where $S_{2n-1}^{2n-1}$ is realized as $\text{O}(2n)/\text{O}(2n-1)$ and $\tilde{n}_{n-1}$ is the irreducible representation introduced in Definition 2.6 for $K = \text{O}(2n-1)$.

The difficulty in the proof of Theorem 4.8 was to show that $\dim V_{\pi_{\tilde{\Lambda}}}^{\Gamma} \neq \dim V_{\pi_{\tilde{\Lambda}}}^{\Gamma'}$ for at least one $\pi_\Lambda \in \tilde{G}_{n-1}$. This is never the case when $n$ is odd because $\pi_\Lambda$ and $\pi_{\tilde{\Lambda}}$ are dual to each other (see [BD VI.(5.5)(ix)]), and consequently $\dim V_{\pi_{\tilde{\Lambda}}}^{\Gamma} = \dim V_{\pi_{\tilde{\Lambda}}}^{\Gamma'}$ for every finite subgroup $\tilde{\Gamma}$ of $G$, by Remark 2.3.

We conclude the remark by noting that, although there are other complex simple Lie algebras having a non-trivial outer automorphism $\varphi$, one always has in theses cases that $\pi \circ \varphi \simeq \pi^*$ for all $\pi \in \tilde{G}$. Therefore, one cannot construct similar counterexamples in any other compact symmetric space $G/K$ of real rank one.

**Remark 4.10.** If $n$ is even, similar examples as in Theorem 4.8 should exist for any $\tau_\mu$ with $\mu = \sum_{i=1}^{n-1} b_i \varepsilon_i$ such that $b_{n-1} > 0$. Consequently, the condition $b_{n-1} = 0$ could not possibly be avoided in the assumptions of Theorem 4.2 (see Remark 4.3).

**Remark 4.11.** By realizing the 7-dimensional round sphere as the homogeneous space $\text{Spin}(8)/\text{Spin}(7)$ endowed with the $\text{Ad}(\text{Spin}(8))$-invariant inner product $(X, Y) = -\frac{1}{2} \text{tr}(XY)$, for $X, Y \in \text{spin}(8) = \mathfrak{so}(8)$, we have at hand the triality phenomenon (see for instance [FH §20.3]). The outer automorphism group is isomorphic to the symmetric group on three elements. Its elements permute the three 8-dimensional representations of $\text{Spin}(8)$: the standard representation $\pi_{\varepsilon_1}$ and the spin representations $\pi_{\frac{1}{2}(\varepsilon_1+\varepsilon_2+\varepsilon_3-\varepsilon_4)}$ and $\pi_{\frac{1}{2}(\varepsilon_1+\varepsilon_2+\varepsilon_3+\varepsilon_4)}$. This situation should provide more counterexamples to the representation-spectral converse as in Theorem 4.8 according to the observations in Remark 4.9.

**Remark 4.12.** It is important to note that the notion of $\tau$-representation equivalence in $G$ depends heavily on the choice of $(G, K)$, and not only on the quotient $G/K$. For example, Theorem 4.8 shows that the representation-spectral converse fails for $(\text{SO}(2n), \text{SO}(2n-1), \tau_{n-1})$, but it is valid for $(G, K) = (\text{O}(2n), \text{O}(2n), \tau_{n-1})$ by [LMR15 Thm. 1.2 (i)]. Actually, we do not know if there is a finite-dimensional representation $\tau$ of $\text{O}(2n-1)$ such that the converse fails.
Three-dimensional spherical space forms. We conclude this section with a different kind of application of the strong multiplicity one theorem for strings.

**Proposition 4.13.** Let $\Gamma$ and $\Gamma'$ be finite subgroups of $\text{SO}(4)$ and let $\tau$ be an irreducible representation of $\text{SO}(3)$. If $\Gamma \backslash S^3$ and $\Gamma' \backslash S^3$ are $\tau$-isospectral, then they are $0$-isospectral.

**Proof.** Let $\mu = b_2 \varepsilon_1$ be the highest weight of $\tau$. Let $\tau_0$ denote the trivial representation of $\text{SO}(3)$, which has highest weight $0$. By (4.13), we have that $\mathcal{P}_{\tau_0} = \{0\}$ and $\mathcal{P}_\tau = \{ b_2 \varepsilon_1 + a_2 \varepsilon_2 : a_2 \in \mathbb{Z}, |a_2| \leq b \}$. Observe that Theorem 4.2 is not available because $n = 2$ is even and $b > 0$. However, the proof of Theorem 3.7 in this particular case shows that $n_\Gamma(\pi_{k \varepsilon_1}) = n_{\Gamma'}(\pi_{k \varepsilon_1})$ for all but finitely many $k \geq b$. In fact, from Lemma 3.4 we conclude that the polynomial $\lambda(C, \pi_{(k+b)\varepsilon_1}) = (k+b)(k+b+2)$ has finitely many coincidences with $\lambda(C, \pi_{(k+b+2)\varepsilon_2}) = (k+b)(k+b+2) + a_2^2$ for any $a_2 \neq 0$. Now, Corollary 3.2 in [LM20] implies that $n_\Gamma(\pi_{k \varepsilon_1}) = n_{\Gamma'}(\pi_{k \varepsilon_1})$ for all $k \geq 0$, that is, $\Gamma$ and $\Gamma'$ are $\tau_0$-representation equivalent. Consequently, $\Gamma \backslash S^3$ and $\Gamma' \backslash S^3$ are $0$-isospectral, as asserted. □

As a consequence, we extend a result of Ikeda ([IK80, Thm. I]) asserting that if two 3-dimensional spherical space forms are isospectral with respect to the Laplace–Beltrami operator (i.e. 0-isospectral), then they are isometric.

**Theorem 4.14.** If two 3-dimensional spherical space forms are $\tau$-isospectral for any irreducible representation $\tau$ of $\text{SO}(3)$, then they are isometric.

**Remark 4.15.** Naveed Shams Ul Bari and Eugenie Hunsicker [BH19] recently proved that two 3-dimensional lens orbifolds (i.e. $\Gamma \backslash S^3$ with $\Gamma$ a cyclic subgroup of $\text{SO}(4)$) are 0-isospectral if and only if they are isometric. Consequently, Proposition 4.13 implies that two $\tau$-isospectral 3-dimensional lens orbifolds are necessarily isometric. For a recent account on $p$-isospectrality among lens spaces, see [LMR21].

5. Even dimensional spheres

We now consider even-dimensional spheres. This case has many similarities with the previous one, so we will omit many details. Throughout the section, for any $n \geq 2$, we set $G = \text{SO}(2n+1)$ and let $K$ be the subgroup isomorphic to $\text{SO}(2n)$ embedded in the upper left-hand block of $G$. Hence $G/K$ is diffeomorphic to $S^{2n}$. We fix the metric induced by the $\text{Ad}(G)$-invariant inner product $\langle X, Y \rangle = -\frac{1}{2} \text{tr}(XY)$ on $\mathfrak{g}$ which gives constant sectional curvature one to $S^{2n}$.

We pick the maximal torus in $G$ given by $T = \{ \text{diag}(R(\theta_1), \ldots, R(\theta_n), 1) : \theta_j \in \mathbb{R} \}$, with $R(\theta)$ as defined in the previous section. Note that $T = T \cap K$ is also a maximal torus in $K$. We have already described the root systems $\Phi(\mathfrak{g}_C, \mathfrak{t}_C)$ and $\Phi(\mathfrak{t}_C, \mathfrak{t}_C)$ in the previous section. We will only recall that $\{ \varepsilon_1, \ldots, \varepsilon_n \}$ is an orthonormal basis of $\mathfrak{t}_C^*$ with respect to $\langle \cdot, \cdot \rangle$, $\mathcal{P}^+(G) = \{ \sum_{j=1}^n a_j \varepsilon_j \in \mathcal{P}(G) : a_1 \geq \cdots \geq a_n \geq 0 \}$, and $\mathcal{P}^+(K) = \{ \sum_{j=1}^n b_j \varepsilon_j \in \mathfrak{t}_C^* : b_1 \geq \cdots \geq b_{n-1} \geq |b_n| \}$.

We recall the well-known branching law in this case (see for instance [GW, Thm. 8.1.3] and [Kl, Thm. 9.16]). If $\tau_\mu \in \hat{K}$ and $\pi_\Lambda \in \hat{G}$ have highest weights $\mu = \sum_{j=1}^n b_j \varepsilon_j \in \mathcal{P}^+(K)$, $\Lambda = \sum_{j=1}^n a_j \varepsilon_j \in \mathcal{P}^+(G)$ respectively, then $\tau_\mu$ occurs in the decomposition of $\pi_\Lambda|_K$ if and only if

\begin{equation}
\sum_{j=1}^n a_j \geq b_1 \geq b_2 \geq \cdots \geq a_n \geq |b_n|.
\end{equation}

Furthermore, in this case $\text{dim Hom}_K(\tau_\mu, \pi_\Lambda) = 1$.

**Lemma 5.1.** For $\mu = \sum_{j=1}^n b_j \varepsilon_j \in \mathcal{P}^+(K)$, we have that

\begin{equation}
\hat{G}_{\tau_\mu} = \bigcup_{\Lambda_0 \in \mathcal{P}_{\tau_\mu}} \mathcal{S}(\varepsilon_1, \Lambda_0) = \bigcup_{\Lambda_0 \in \mathcal{P}_{\tau_\mu}} \{ \pi_{\Lambda_0+k\varepsilon_1} : k \in \mathbb{N}_0 \}.
\end{equation}
where

\[(5.3) \quad \mathcal{P}_{\tau_{\mu}} = \left\{ \sum_{j=1}^{n} a_j \varepsilon_j : a_1 = b_1, a_j \in \mathbb{Z} \text{ for every } j, \text{ (5.1) holds} \right\}.\]

Thus, \(\hat{G}_{\tau_{\mu}}\) is a finite disjoint union of strings with direction \(\omega = \varepsilon_1\).

We now apply Theorem 3.7 in the present case. Again, it turns out that condition (ii) in Proposition 3.3 is never satisfied, just like (3.13) since every irreducible representation of \(SO(2n - 1)\) is self-conjugate (see for instance [BD VI.(5.6)]).

Consequently, we need only check whether \(\lambda(C, \Lambda_0) \neq \lambda(C, \Lambda'_0)\) for all \(\Lambda_0 \neq \Lambda'_0 \in \mathcal{P}_{\tau_{\mu}}\). Let \(\Lambda_0 = \sum_{i=1}^{n} a_i \varepsilon_i \in \mathcal{P}_{\tau_{\mu}}\). By (3.6), since \(\rho_G = \sum_{i=1}^{n} (n - i + 1/2) \varepsilon_i\),

\[\lambda(C, \pi_{\Lambda_0}) = \langle \Lambda_0, \Lambda_0 + 2\rho_G \rangle = b_1(b_1 + 1 + 2(n - 1)) + \sum_{i=2}^{n} a_i(a_i + 1 + 2(n - i)).\]

We thus have the following result.

**Theorem 5.2.** Let \(G = SO(2n + 1), K = SO(2n), \) and \(\tau_{\mu} \in \hat{K}\) with \(\mu = \sum_{i=1}^{n} b_i \varepsilon_i \in \mathcal{P}^+(K)\). Assume the form

\[\text{(5.5)} \quad (a_2, \ldots, a_n) \longmapsto \sum_{i=2}^{n} a_i(a_i + 1 + 2(n - i))\]

represents different numbers on the set

\[\text{(5.6)} \quad \mathcal{T}_{G,\mu} := \{(a_2, \ldots, a_n) \in \mathbb{Z}^{n-1} : b_1 \geq a_2 \geq b_2 \geq \cdots \geq b_{n-1} \geq a_n \geq |b_n| \}\]

Then, a finite part of the spectrum \(\mathcal{E}_\tau\) as in Theorem 3.7 determines the whole spectrum of \(\Delta_{\tau,\Gamma}\) for any finite subgroup \(\Gamma\) of \(G\). Furthermore, the strong representation-spectral converse is valid for \((SO(2n + 1), SO(2n), \tau_{\mu})\).

The next corollary gives infinitely many \(K\)-types \(\tau_{\mu}\) for which the assumption in the theorem is valid. In this case, the representation-spectral converse was known to hold only for the trivial representation of \(K\) (see [Pe96 Prop. 3.2]). The proof is straightforward and left to the reader.

**Corollary 5.3.** Let \(G = SO(2n + 1), K = SO(2n), \) and \(\tau_{\mu} \in \hat{K}\) with \(\mu = \sum_{i=1}^{n} b_i \varepsilon_i \in \mathcal{P}^+(K)\). Assume any of the following conditions:

(i) \(b_1 - |b_n| \leq 3\);
(ii) there is \(2 \leq j \leq n\) such that \(b_i - b_{i+1} = 0\) for all \(1 \leq i \leq n - 1, i \neq j\);
(iii) \(b_2 - |b_n| \leq 2, b_1\) arbitrary.

Then, the same consequences as in Theorem 4.2 hold, in particular, the strong representation-spectral converse is valid for \((SO(2n), SO(2n - 1), \tau_{\mu})\).

Similarly to Example 4.5, one can exhibit two disjoint strings having the same eigenvalues, showing that condition (i) in Corollary 5.3 is optimal.

**Example 5.4.** For \(n = 3\), let \(\Lambda_0 = 4 \varepsilon_1 + 4 \varepsilon_2 + 3 \varepsilon_3\) and \(\Lambda'_0 = 4 \varepsilon_1 + 3 \varepsilon_2 + 3 \varepsilon_3\), thus \(\langle \omega, \Lambda_0 \rangle = \langle \omega, \Lambda'_0 \rangle = 4\) and \(\lambda(C, \pi_{\Lambda_0}) = \lambda(C, \pi_{\Lambda'_0}) = 66\), which gives \(\mathcal{E}(\omega, \lambda_0) = \mathcal{E}(\omega, \lambda'_0)\) by Proposition 3.3.

For any \(n \geq 4\), \(\Lambda_0 = 4 \varepsilon_1 + 4 \varepsilon_2 + 3 \varepsilon_3 + \varepsilon_4\) and \(\Lambda'_0 = 4 \varepsilon_1 + 3 \varepsilon_2 + 3 \varepsilon_3\) satisfy \(\langle \omega, \Lambda_0 \rangle = \langle \omega, \Lambda'_0 \rangle = 4\) and \(\lambda(C, \pi_{\Lambda_0}) = \lambda(C, \pi_{\Lambda'_0}) = 20n - 6\), thus \(\mathcal{E}(\omega, \lambda_0) = \mathcal{E}(\omega, \lambda'_0)\) by Proposition 3.3.

Moreover, for \(\mu = 4 \varepsilon_3 + 3 \varepsilon_2\) when \(n = 3\) and \(\mu = 4 \varepsilon_1 + 3 \varepsilon_2 + 3 \varepsilon_3\) when \(n \geq 4\), we have that \(\Lambda_0, \Lambda'_0 \in \mathcal{P}_{\tau_{\mu}}\). Consequently, the strong representation-spectral converse for \((SO(2n + 1), SO(2n), \tau_{\mu})\) does not follows from Theorem 3.7.

Similarly as shown in Table II, there exist many examples of families of strings having the same Casimir eigenvalues.
Applications to $p$-spectra. We now study the case of $p$-forms by considering the representation \( \tau_p \) (see Definition \ref{def:tau}). Then \( \tau_p \) is irreducible with highest weight \( \varepsilon_1 + \cdots + \varepsilon_p \) for every \( 0 \leq p \leq n-1 \), and \( \tau_n \simeq \tau_n^+ \oplus \tau_n^- \), where \( \tau_n^\pm \) is the irreducible representation of \( K \simeq SO(2n) \) with highest weight \( \varepsilon_1 + \cdots + \varepsilon_{n-1} \pm \varepsilon_n \).

**Theorem 5.5.** The strong representation-spectral converse is valid for \((SO(2n+1), SO(2n), \tau_p)\) for all \( p \).

**Proof.** The assertion for \( 0 \leq p \leq n-1 \) follows from Corollary \ref{cor:strong}. We thus assume \( p = n \). Lemma \ref{lem:tau} implies \( \hat{G}_{\tau_n} = \hat{G}_{\tau_n^+} = \hat{G}_{\tau_n^-} \). It follows immediately that condition (i) in Theorem \ref{thm:main2} holds for \( \tau_n \) since it holds for \( \tau_n^\pm \) by Corollary \ref{cor:strong}. \( \square \)

6. Complex projective spaces

We now consider complex projective spaces. Throughout the section, for any \( n \geq 2 \), we set \( G = SU(n+1) \) and

\[
K = \left\{ \begin{pmatrix} g & \ast \\ z & 1 \end{pmatrix} : g \in U(n), z \in U(1), \det(g)z = 1 \right\} \simeq S(U(n) \times U(1)).
\]

Thus, \( G/K \) is diffeomorphic to \( P^n(C) \). We consider the metric induced by the inner product on \( g \) given by \( \langle X, Y \rangle = -\text{tr}(XY) \), which gives sectional curvature \( K \) satisfying \( 1 \leq K \leq 4 \).

We fix the maximal torus in \( G \) given by

\[
T = \{ \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_{n+1}}) : \theta_j \in \mathbb{R}, \sum_{j=1}^{n+1} \theta_j = 0 \}.
\]

The associated Cartan subalgebra \( t_C \) of \( g_C \) is a subspace of codimension one of \( u_C := \{ \text{diag}(\theta_1, \ldots, \theta_{n+1}) : \theta_j \in \mathbb{C} \} \).

We let \( \varepsilon_j \in u_C^* \) be given by

\[
\varepsilon_j(\text{diag}(\theta_1, \ldots, \theta_{n+1})) = \delta_{i,j},
\]

for any \( 1 \leq j \leq n+1 \). One has that \( t_C^* = \{ \sum_{j=1}^{n+1} a_j \varepsilon_j : a_j \in \mathbb{C}, \sum_{j=1}^{n+1} a_j = 0 \} \).

It turns out that \( \Phi(\mathfrak{g}_C, t_C) = \{ \pm(\varepsilon_i - \varepsilon_j) : 1 \leq i < j \leq n+1 \} \) and

\[
\mathcal{P}(G) = \{ \sum_{j=1}^{n+1} a_j \varepsilon_j : a_j - a_{j+1} \in \mathbb{Z}, \sum_{j=1}^{n+1} a_j = 0 \}.
\]

For any \( \sum_{j=1}^{n+1} a_j \varepsilon_j \in \mathcal{P}(G) \), it follows that \( (n+1)a_j \in \mathbb{Z} \) for every \( j \). We extend \( \langle \cdot, \cdot \rangle \) to \( u_C \) (and to its dual) by \( \langle X, Y \rangle = -\text{tr}(XY) \). Thus \( \langle \varepsilon_i, \varepsilon_j \rangle = \delta_{i,j} \) for all \( 1 \leq i, j \leq n+1 \). For the standard order, one has the simple roots \( \{ \varepsilon_1 - \varepsilon_2, \ldots, \varepsilon_{n} - \varepsilon_{n+1} \} \), \( \Phi^+(\mathfrak{g}_C, t_C) = \{ \varepsilon_i - \varepsilon_j : 1 \leq i < j \leq n+1 \} \), and furthermore

\[
\mathcal{P}^+(G) = \{ \sum_{j=1}^{n+1} a_j \varepsilon_j \in \mathcal{P}(G) : a_1 \geq \cdots \geq a_{n+1} \}.
\]

The group \( K \) is reductive with 1-dimensional center \( Z(K) = \{ \text{diag}(e^{i\theta}, \ldots, e^{i\theta}, e^{-i\theta}) : \theta \in \mathbb{R} \} \). We note that \( T \) is, as well, a maximal torus of \( K \). In this case we have that \( \Phi(t_C, t_C) = \{ \pm(\varepsilon_i - \varepsilon_j) : 1 \leq i < j \leq n \} \) and \( \mathcal{P}(K) = \mathcal{P}(G) \). We pick on \( t_C^* \) the same order as above, so the simple roots are \( \{ \varepsilon_1 - \varepsilon_2, \ldots, \varepsilon_{n-1} - \varepsilon_n \} \), \( \Phi^+(t_C, t_C) = \{ \varepsilon_i - \varepsilon_j : 1 \leq i < j \leq n \} \), and

\[
\mathcal{P}^+(K) = \{ \sum_{j=1}^{n+1} b_j \varepsilon_j \in \mathcal{P}(K) = \mathcal{P}(G) : b_1 \geq \cdots \geq b_n \}.
\]

Here, we introduce a tool that facilitates the parametrization of elements in \( \mathcal{P}(G) \). We define the projection \( \text{pr} \) from \( u_C^* \) to \( t_C^* \) by

\[
\text{pr} \left( \sum_{j=1}^{n+1} a_j \varepsilon_j \right) = \sum_{j=1}^{n+1} a_j \varepsilon_j - \frac{1}{n+1} \left( \sum_{j=1}^{n+1} a_j \right) (\varepsilon_1 + \cdots + \varepsilon_{n+1}).
\]
Note that \( \text{pr}(\bigoplus_j \mathbb{Z} \varepsilon_j) = \mathcal{P}(G) \). For example, the standard representation of \( G \) has highest weight \( \text{pr}(-\varepsilon_{n+1}) \), its contragradient representation has highest weight \( \text{pr}(\varepsilon_1) \), and the \( p \)-th fundamental weight has highest weight \( \text{pr}(\varepsilon_1 + \cdots + \varepsilon_p) \) for any \( 1 \leq p \leq n \).

We now recall the branching law in the present case. The reader may see equivalent statements in [TT78, §5] and [Ha07, §3], where they utilize non-standard parameterizations of \( \mathcal{P}^+(G) \) and \( \mathcal{P}^+(K) \). We use exactly the same as in [Ca05b, page 13].

**Lemma 6.1.** Let \( G = \text{SU}(n+1) \) and \( K = \text{SU}(n) \times \text{U}(1) \). If \( \Lambda = \sum_{j=1}^{n+1} a_j \varepsilon_j \in \mathcal{P}^+(G) \) and \( \mu = \sum_{j=1}^{n+1} b_j \varepsilon_j \in \mathcal{P}^+(K) \), then \( \mu \) occurs in \( \pi_\Lambda|_K \) if and only if \( a_1 - b_1 \in \mathbb{Z} \) and

\[
(6.1) \quad a_1 \geq b_1 \geq a_2 \geq b_2 \geq \cdots \geq a_n \geq b_n \geq a_{n+1}.
\]

Furthermore, if this is the case, \( \dim \text{Hom}_K(\tau_\mu, \tau_\Lambda|_K) = 1 \).

The next goal is to show that \( \hat{G}_\tau \) is a finite and disjoint union of strings with direction \( \omega := \varepsilon_1 - \varepsilon_{n+1} \) for any finite-dimensional representation \( \tau \) of \( K \). See [Ca05b, §3] for the same result written in a different way. Let \( \mu = \sum_{j=1}^{n+1} b_j \varepsilon_j \in \mathcal{P}^+(K) \), thus \( \sum_{j=1}^{n+1} b_j = 0, (n+1)b_j \in \mathbb{Z} \) for all \( j \) and \( b_1 \geq \cdots \geq b_n \). We set

\[
(6.2) \quad \mathcal{P}_\tau = \left\{ \sum_{j=1}^{n+1} a_j \varepsilon_j : \begin{array}{l}
a_j - b_1 \in \mathbb{Z} \text{ for all } 2 \leq j \leq n, \\
b_1 \geq a_2 \geq b_2 \geq \cdots \geq a_n \geq b_n, \\
a_{n+1} = b_n - \max(0, r), \\
r = b_1 + b_n + \sum_{j=2}^{n} a_j 
\end{array} \right\}.
\]

It is a simple matter to check that \( \mathcal{P}_\tau \) is finite and included in \( \mathcal{P}^+(G) \).

**Lemma 6.2.** For \( \mu = \sum_{j=1}^{n+1} b_j \varepsilon_j \in \mathcal{P}^+(K) \), we have that

\[
\hat{G}_\tau = \bigcup_{\Lambda_0 \in \mathcal{P}_\tau} S(\Lambda_0, \varepsilon_1 - \varepsilon_{n+1}) = \bigcup_{\Lambda_0 \in \mathcal{P}_\tau} \{ \pi_{\Lambda_0 + k(\varepsilon_1 - \varepsilon_{n+1})} : k \geq 0 \}.
\]

Furthermore, the union is finite and disjoint.

**Proof.** By using Lemma 6.1 it is a simple matter to check that \( \Lambda_0 \in \mathcal{P}_\tau \) implies that \( \pi_{k\omega + \Lambda_0} \in \hat{G}_\tau \) for all \( k \geq 0 \). To see the converse, suppose \( \pi_\Lambda \in \hat{G}_\tau \) for some \( \Lambda = \sum_{i=1}^{n+1} a_i \varepsilon_i \in \mathcal{P}^+(G) \), thus \( a_i - b_j \in \mathbb{Z} \) for all \( i, j \) and (6.1) holds. We set \( k = \min(a_1 - b_1, b_n - a_{n+1}) \). It follows that

\[
\Lambda_0 := \Lambda - k\omega = \Lambda - k(\varepsilon_1 - \varepsilon_{n+1}) = (a_1 - k)\varepsilon_1 + \sum_{i=2}^{n} a_i \varepsilon_i + (a_{n+1} + k) \varepsilon_{n+1}
\]

still satisfies (6.1), thus \( \pi_{\Lambda_0} \in \hat{G}_\tau \). It suffices to show that \( \Lambda_0 \in \mathcal{P}_\tau \). The first two conditions in (6.2) are clearly satisfied. To check the last two conditions, set \( r = b_1 + b_n + \sum_{j=2}^{n} a_j \). Thus \( r = b_1 + b_n - a_1 - a_{n+1} \) since \( \sum_{i=1}^{n+1} a_i = 0 \). Now, if \( a_1 - b_1 \leq b_n - a_{n+1} \), then \( k = a_1 - b_1, r \geq 0, a_1 - k = b_1 = b_1 + \max(0, -r) \), and \( a_{n+1} + k = a_{n+1} + a_1 - b_1 = b_n - r = b_n - \max(0, r) \), which shows that \( \Lambda_0 \in \mathcal{P}_\tau \). The case \( a_1 - b_1 > b_n - a_{n+1} \) is completely analogous.

We now give particular situations when Theorem 3.7 can be applied. The next result considers the case of two jumps of length one and also of one jump of length two within the first \( n \) coefficients of \( \mu \), with a few technical exceptions. The proof reduces to showing that the conditions (i) and (ii) in Proposition 3.3 are not satisfied.
Theorem 6.3. Let $G = \text{SU}(n+1)$ and $K = \text{SU}(n) \times \text{U}(1)$. For $l, m, s \in \mathbb{Z}$ such that $l, m \geq 0$ and $l + m \leq n$, let $\tau_{l,m,s}$ be the irreducible representation of $K$ with highest weight

\begin{equation}
\mu_{l,m,s} := \text{pr} \left( \sum_{j=1}^{l} \varepsilon_j - \sum_{j=n+1-m}^{n} \varepsilon_j + s\varepsilon_{n+1} \right).
\end{equation}

Assume $s \neq 0$ when $l \neq m$, and $s \neq 2(n-2l)$ when $l = m < n/2$. Then, the representation-spectral converse is valid for $(G, K, \tau_{l,m,s})$.

Proof. Write $\mu_{l,m} = \sum_{i=1}^{n} b_i \varepsilon_i$ and $\beta = -1 - \frac{m+n}{n+1}$; then $b_i = 2 + \beta$ for $1 \leq i \leq l$, $b_i = 1 + \beta$ for $l+1 \leq i \leq n - m$, $b_i = \beta$ for $n + 1 - m \leq i \leq n$, and $b_{n+1} = s + \beta$. From (6.2) it is a simple matter to describe $\mathcal{P}_{\tau_{l,m,s}}$, though one has to be careful by splitting conveniently into cases. For instance, when $l$ and $m$ are both positive and $l + m < n$ (which is the generic case), one has that $\mathcal{P}_{\tau_{l,m,s}} = \{\Lambda(2,1), \Lambda(2,0), \Lambda(1,1), \Lambda(1,0)\}$, where

\begin{equation}
\Lambda_0(c_1, c_2) = (2 + \beta + \max(0,-r(c_1, c_2)))\varepsilon_1 + (2 + \beta)\sum_{i=2}^{l} \varepsilon_i + (c_1 + \beta)\varepsilon_{l+1}
\end{equation}

+ $(1 + \beta)\sum_{i=l+2}^{n-m} \varepsilon_i + (c_2 + \beta)\varepsilon_{n+1-m} + \beta\sum_{i=n+2-m}^{n} \varepsilon_i$

+ $(\beta - \max(0,r(c_1, c_2)))\varepsilon_{n+1}$

and $r(c_1, c_2) = c_1 + c_2 - s - 2$. Note that $r(c_1, c_2)$ does not change sign if $s \neq 0$. Furthermore,

\begin{equation}
\Lambda_0(c_1, c_2) - \Lambda_0(c'_1, c'_2) = (\max(0, -r(c_1, c_2)) - \max(0, -r(c'_1, c'_2)))\varepsilon_1 + (c_1 - c'_1)\varepsilon_{l+1}
\end{equation}

+ $(c_2 - c'_2)\varepsilon_{n+1-m} - (\max(0, r(c_1, c_2)) - \max(0, r(c'_1, c'_2)))\varepsilon_{n+1}$.

We now proceed to check the conditions (i) and (ii) in Proposition 3.3 for every pair $\Lambda_0, \Lambda'_0$ in $\mathcal{P}_{\tau_{l,m,s}}$. We will consider only the generic case, $l, m > 0$ and $l + m < n$. The rest of the cases are simpler and left to the reader. Furthermore, the case $l + m = n$ is included in Theorem 6.4 below.

From (6.5), it follows immediately that $\langle \omega, \Lambda_0(c_1, c_2) - \Lambda_0(c'_1, c'_2) \rangle = |r(c_1, c_2)| - |r(c'_1, c'_2)|$, thus

\begin{equation}
\frac{\langle \omega, \Lambda_0(c_1, c_2) - \Lambda_0(c'_1, c'_2) \rangle}{\langle \omega, \omega \rangle} = \frac{1}{2} \notin \mathbb{Z}
\end{equation}

for any pair of coefficients $\{(c_1, c_2), (c'_1, c'_2)\}$ equal to one of $\{(2,1), (2,0)\}$, $\{(2,1), (1,1)\}$, $\{(2,0), (1,0)\}$, or $\{(1,1), (1,0)\}$. Therefore, (i) and (ii) do not hold for those pairs. It remains to consider the cases of $\{(2,1), (1,0)\}$ and $\{(2,0), (1,1)\}$.

One has that $\Lambda_0(2,0) - \Lambda_0(1,1) = \varepsilon_{l+1} - \varepsilon_{n+1-m}$, thus $\langle \omega, \Lambda_0(2,0) - \Lambda_0(1,1) \rangle = 0$ and

\begin{align*}
\lambda(C, \pi_{\Lambda_0(2,0)}) - \lambda(C, \pi_{\Lambda_0(1,1)}) &= \langle \Lambda_0(2,0), \Lambda_0(2,0) + 2\rho_G \rangle - \langle \Lambda_0(1,1), \Lambda_0(1,1) + 2\rho_G \rangle \\
&= \langle \Lambda_0(2,0) - \Lambda_0(1,1), \Lambda_0(2,0) + \Lambda_0(1,1) + 2\rho_G \rangle \\
&= 2(n + 1 - l - m) \neq 0.
\end{align*}

We conclude that (i)–(ii) do not hold for this pair.

We end the proof by analyzing the case of $\{\Lambda_0(2,1), \Lambda_0(1,0)\}$. We have that $\langle \omega, \Lambda_0(2,1) - \Lambda_0(1,0) \rangle = |1 - s| - |1 - s|$, thus this quantity vanishes if and only if $s = 0$. In this case (i.e. $s = 0$), one can check that $\lambda(C, \pi_{\Lambda_0(2,1)}) - \lambda(C, \pi_{\Lambda_0(1,0)}) = 2(l - m)$, so (i) does not hold, if $m \neq l$. However, when $s = 0$ and $m = l$, one can check that $\pi_{\Lambda_0(2,1)}$ and $\pi_{\Lambda_0(1,0)}$ are conjugate to each other (see for instance [BD], VI.(5.1)), thus (3.13) holds for this pair. Suppose $s \neq 0$. 


One has \( \langle \omega, \Lambda_0(2,1) - \Lambda_0(1,0) \rangle = 1 \) and in (3.9) we find \( 4(n - s + 2) \neq 4(n - s + 2 - l + m) \), since \( l \neq m \). Hence, (ii) does not hold for \( \Lambda_0(2,1) \) and \( \Lambda_0(1,0) \), and the proof is complete.

Theorem 6.3 already yields the validity of the representation-spectral converse for \((G, K, \tau)\) for infinitely many irreducible representations \( \tau \) of \( K \). The next result provides additional infinite choices of \( \tau_\mu \in \hat{K} \) with \( \mu \) having one arbitrary jump among the first \( n \) coefficients.

**Theorem 6.4.** Let \( G = SU(n + 1) \) and \( K = S(U(n) \times U(1)) \). For \( t, s, l \in \mathbb{Z} \) such that \( t \geq 0 \), \( 1 \leq l \leq n - 1 \), let \( \tau_{t, l, s}' \) be the irreducible representation of \( K \) with highest weight

\[
(6.6) \quad \mu'_{t, l, s} := \text{pr} \left( \sum_{j=1}^{l} \varepsilon_j + s \varepsilon_{n+1} \right).
\]

Assume \( s \leq 0 \) or \( s \geq t \), and \((t-n+2l-3s)/3 \notin \mathbb{Z} \cap [1, t-1] \). Then, the strong representation-spectral converse is valid for \((G, K, \tau_{t, l, s}')\).

**Proof.** We will omit many details in this proof since the argument is very similar to that in Theorem 6.3. Write \( \mu'_{t, l, s} = \sum_{i=1}^{n+1} b_i \varepsilon_i \) and \( \beta = -\frac{t+l+s}{n+1} \), then \( b_i = t + \beta \) for \( 1 \leq i \leq l \), \( b_i = \beta \) for \( l+1 \leq i \leq n \), and \( b_{n+1} = s + \beta \). Then \( \mathcal{P}_{\tau_{t, l, s}'} = \{ \Lambda_0(c) : 0 \leq c \leq t \} \), where

\[
(6.7) \quad \Lambda_0(c) = (t + \beta + \max(0, s - c)) \varepsilon_1 + (t + \beta) \sum_{i=2}^{l} \varepsilon_i + (c + \beta) \varepsilon_{l+1} + \beta \sum_{i=p+2}^{n} \varepsilon_i + (\beta - \max(0, c - s)) \varepsilon_{n+1}.
\]

We now check conditions (i) and (ii) in Proposition 3.3 for every pair \( \Lambda_0, \Lambda_0' \) in \( \mathcal{P}_{\tau_{t, l, s}'} \). From (6.7), \( \langle \omega, \Lambda_0(c) - \Lambda_0(c') \rangle = |c - s| - |c' - s| \), which vanishes if and only if \( c = c' \). In fact, since by assumption \( s \leq 0 \) or \( s \geq t \), one has that \( c - s \) does not change sign provided that \( 0 \leq c \leq t \). It remains to show that for \( c \neq c' \) such that \( 0 \leq c, c' \leq t \), condition (ii) cannot hold for \( \Lambda_0(c) \) and \( \Lambda_0(c') \).

Fix \( 0 \leq c' < c \leq t \). For simplicity, we assume that \( s \leq 0 \). The other case is completely analogous. By (6.7), one obtains \( \Lambda_0(c) - \Lambda_0(c') = (c - c')(\varepsilon_{l+1} - \varepsilon_{n+1}) \).

We calculate

\[
\langle \omega, \Lambda_0 - \Lambda_0' \rangle = (c - c'), \quad \langle \omega, \Lambda_0 + \Lambda_0' + 2\rho_G \rangle = (2n + 2t + c + c' - 2s), \quad \langle \omega, \omega \rangle = 2, \quad \langle \Lambda_0 - \Lambda_0', \Lambda_0 + \Lambda_0' + 2\rho_G \rangle = 2(c - c')(n - l + s + c + c').
\]

This tells that (3.9) does not hold unless \( 2t = 3(c + c') + 2n - 4l + 6s \), or equivalently \( \mathbb{Z} \ni \frac{c + c'}{3} = \frac{t - n + 2l - 3s}{3} \), which contradicts our assumption. This shows that (ii) is not satisfied for \( \Lambda_0(c) \) and \( \Lambda_0(c') \) and thus the proof is complete.

We now give examples of disjoint strings having infinitely many coincidences of eigenvalues. They show that the assumptions in Theorem 6.4 cannot be substantially improved.

**Example 6.5.** Let \( \Lambda_0 = (n-1)\varepsilon_1 + \varepsilon_2 - \sum_{i=3}^{n} \varepsilon_i - 2\varepsilon_{n+1} \) and \( \Lambda_0' = n\varepsilon_1 - \sum_{i=2}^{n} \varepsilon_i - \varepsilon_{n+1} \). One can easily check that \( \langle \omega, \Lambda_0 - \Lambda_0' \rangle = 0 \) and \( \langle \Lambda_0, \Lambda_0 + 2\rho_G \rangle = \langle \Lambda_0', \Lambda_0' + 2\rho_G \rangle \), thus \( \lambda(C, \pi_{\omega + \Lambda_0}) = \lambda(C, \pi_{\omega + \Lambda_0'}) \) for all \( k \geq 0 \) by Proposition 3.3.

Let \( \mu = \text{pr}(n\varepsilon_1 + \varepsilon_{n+1}) \). In the notation of the proof of Theorem 6.4 we have that \( t = n, p = 1, s = 1 \), thus \( \Lambda_0 := \Lambda_0(2) \) and \( \Lambda_0' := \Lambda_0(0) \) are in \( \mathcal{P}_\mu \). Since (3.13) is not possible, then we have infinitely many coincidences of eigenvalues.
Example 6.6. Let $\mu = \text{pr}((n+1)\varepsilon_1)$. In the notation of Theorem 6.4, $t = n + 1$, $p = 1$, $s = 0$, thus $(t - n + 2p - 3s)/3 = 1$ contradicting the assumptions. In this opportunity, one has that (ii) in Proposition 3.3 does hold for $\Lambda_2(2)$ and $\Lambda_0(0)$.

Application to $p$-form representations. We now consider the representation $\tau_p$ of $K$ introduced in Definition 2.6. As is well known, $\tau_p$ is highly reducible and one has that (see [IT78, §3])

$$\tau_p \cong \bigoplus_{l+m=p} \bigoplus_{j=0}^{\min(l,m)} \tau_{-j,m-j,m-l},$$

where $\tau_{l,m,s} \in \hat{K}$ has highest weight $\mu_{l,m,s}$ defined in (6.9). Consequently, Theorem 6.3 proves in particular that the representation-spectral converse is valid for $(G, K, \tau)$ for every irreducible constituent $\tau$ of $\tau_p$. However, as we shall see below in Example 6.8, the situation is very different for $\tau_p$, for any $p > 2$.

We next show a positive result for $\tau = \tau_p$ with $p = 0, 1$.

Theorem 6.7. The strong representation-spectral converse is valid for $(SU(n + 1), S(U(n) \times U(1)), \tau_p)$ for $p = 0, 1$.

Proof. The case $p = 0$ is clear. We thus assume $p = 1$. By (6.8), $\tau_1 \cong \tau_{1,0,-1} \oplus \tau_{0,1,1}$, thus

$$\mathcal{P}_{\tau_1} = \mathcal{P}_{\tau_{1,0,-1}} \cup \mathcal{P}_{\tau_{0,1,1}} = \{\Lambda_0 := \varepsilon_1 - \varepsilon_{n+1}, \Lambda'_0 := \varepsilon_1 + \varepsilon_2 - 2\varepsilon_{n+1}, \Lambda''_0 := 2\varepsilon_1 - \varepsilon_n - \varepsilon_{n+1}\}$$

by Lemma 6.2. It is clear that $\pi_{\Lambda'_0}$ and $\pi_{\Lambda''_0}$ are dual to each other, and $\pi_{\Lambda_0}$ is self-dual.

It only remains to check that the conditions (i)–(ii) in Proposition 3.3 do not occur for $\{\Lambda_0, \Lambda'_0\}$ and $\{\Lambda_0, \Lambda''_0\}$. This follows from the identities

$$\langle \omega, \Lambda_0 - \Lambda'_0 \rangle / \langle \omega, \omega \rangle = \langle \omega, \Lambda_0 - \Lambda''_0 \rangle / \langle \omega, \omega \rangle = 1/2,$$

and the proof is complete. \qed

We now consider the representations $\tau_p$ for $p \geq 2$.

Example 6.8. Let $\Lambda_0 := \varepsilon_1 + \varepsilon_2 - \varepsilon_n - \varepsilon_{n+1}$, $\Lambda'_0 := \varepsilon_1 + \varepsilon_2 + \varepsilon_3 - 3\varepsilon_{n+1}$, and $\Lambda''_0 := 3\varepsilon_1 - \varepsilon_n - \varepsilon_{n+1}$. Since $\Lambda_0 - \Lambda'_0 = -3\varepsilon_3 - \varepsilon_n + 2\varepsilon_{n+1}$ and $\Lambda_0 - \Lambda''_0 = -2\varepsilon_1 + \varepsilon_2 - \varepsilon_{n-1}$, an easy computation shows that

$$\frac{\langle \omega, \Lambda_0 - \Lambda'_0 \rangle}{\langle \omega, \omega \rangle} = \frac{\langle \omega, \Lambda_0 - \Lambda'_0, \Lambda_0 + \Lambda'_0 + 2\rho_G \rangle}{\langle \omega, \Lambda_0 + \Lambda'_0 + 2\rho_G \rangle} = -1,$$

and the same identities hold when replacing $\Lambda'_0$ by $\Lambda''_0$. Hence, Proposition 3.3 (ii) implies that $\lambda(C, \pi_{\Lambda_0 + k\omega}) = \lambda(C, \pi_{\Lambda'_0 + (k+1)\omega}) = \lambda(C, \pi_{\Lambda''_0 + (k+1)\omega})$ for all $k \geq 0$.

From Lemma 6.1 we can verify the following facts:

- $\tau_{2,1,-1}, \tau_{1,1,0}, \tau_{1,2,1}$ occur in the decomposition of $\pi_{\Lambda_0}|K$, thus $\Lambda_0 \in \mathcal{P}_{\tau_{2,1,-1}} \cap \mathcal{P}_{\tau_{1,1,0}} \cap \mathcal{P}_{\tau_{1,2,1}}$;
- $\tau_{3,0,-3}, \tau_{2,1,-1}, \tau_{2,0,-2}$ occur in $\pi_{\Lambda'_0}|K$, thus $\Lambda'_0 \in \mathcal{P}_{\tau_{3,0,-3}} \cap \mathcal{P}_{\tau_{2,1,-1}} \cap \mathcal{P}_{\tau_{2,0,-2}}$;
- $\tau_{0,3,3}, \tau_{1,2,1}, \tau_{0,2,2}$ occur in $\pi_{\Lambda''_0}|K$, thus $\Lambda''_0 \in \mathcal{P}_{\tau_{0,3,3}} \cap \mathcal{P}_{\tau_{1,2,1}} \cap \mathcal{P}_{\tau_{0,2,2}}$.

By (6.8), $\tau_{1,1,0}, \tau_{2,0,-2}$ and $\tau_{0,2,2}$ are irreducible constituents of $\tau_p$ for all $p \geq 2$, $p$ even. Similarly, $\tau_{2,1,-1}, \tau_{1,2,1}, \tau_{3,0,-3}$, and $\tau_{0,3,3}$ are irreducible constituents of $\tau_p$ for all $p \geq 3$, $p$ odd. Consequently, $\Lambda_0$, $\Lambda'_0$ and $\Lambda''_0$ belong to $\mathcal{P}_{\tau_p}$ for all $p \geq 2$.

Furthermore, one can easily check that $\pi_{\Lambda'_0}$ and $\pi_{\Lambda''_0}$ are dual to each other, and $\pi_{\Lambda_0}$ is self-dual, thus (3.13) does not hold for the pairs $\{\Lambda_0, \Lambda'_0\}$ and $\{\Lambda_0, \Lambda''_0\}$. From the discussion above, we conclude that the hypotheses in Theorem 3.7 are not satisfied for $\tau_p$ for each $p \geq 2$. 
7. Quaternionic projective spaces

Now we consider the quaternionic projective space $P^n(\mathbb{H})$, realized as $G/K$ with

$$G = \text{Sp}(n + 1) = \{ g \in \text{SU}(2n + 2) : g \left( \begin{smallmatrix} 0 & I \\ -I & 0 \end{smallmatrix} \right) g = \left( \begin{smallmatrix} 0 & I \\ -I & 0 \end{smallmatrix} \right) \},$$

$$K = \text{Sp}(n) \times \text{Sp}(1) = \left\{ \begin{pmatrix} g_1 \\ g_2 \end{pmatrix} : g_1 \in \text{Sp}(n), g_2 \in \text{Sp}(1) \right\}.$$  

We consider the metric induced by the inner product $\langle X, Y \rangle = -\frac{1}{2} \text{tr}(XY)$.

We fix the maximal torus in $G$ given by

$$T = \{ \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_{n+1}}, e^{-i\theta_1}, \ldots, e^{-i\theta_{n+1}}) : \theta_j \in \mathbb{R} \}.$$  

Then, any element in $\mathfrak{t}$ (resp. $\mathfrak{t}_C$) has the form

$$X = \text{diag}(i\theta_1, \ldots, i\theta_{n+1}, -i\theta_1, \ldots, -i\theta_{n+1})$$

with $\theta_j \in \mathbb{R}$ (resp. $\theta_j \in \mathbb{C}$) for all $j$. We set $\varepsilon_j \in \mathfrak{t}_C$ given by $\varepsilon_j(X) = i\theta_j$ where $X$ is the element in $\mathfrak{t}_C$ given above. It turns out that $\Phi(\mathfrak{g}_C, \mathfrak{t}_C) = \{ \pm(\varepsilon_i - \varepsilon_j) : 1 \leq i < j \leq n + 1 \} \cup \{ \pm 2\varepsilon_i : 1 \leq i \leq n + 1 \}$ and $\mathcal{P}(G) = \bigoplus_{i=1}^{n+1} \mathbb{Z}\varepsilon_i$. Furthermore, $\langle \varepsilon_i, \varepsilon_j \rangle = -\delta_{i,j}$ for all $1 \leq i, j \leq n + 1$. In the standard order, the set of simple roots is $\{ \varepsilon_1 - \varepsilon_2, \ldots, \varepsilon_{n-1} - \varepsilon_n, 2\varepsilon_n, 2\varepsilon_{n+1} \}$, $\Phi^+(\mathfrak{g}_C, \mathfrak{t}_C) = \{ \varepsilon_i - \varepsilon_j : 1 \leq i < j \leq n + 1 \} \cup \{ 2\varepsilon_i : 1 \leq i \leq n + 1 \}$, $\rho_G = \sum_{i=1}^{n+1} (n+4-2i)\varepsilon_i$, and furthermore

$$\mathcal{P}^+(G) = \{ \sum_{j=1}^{n+1} a_j \varepsilon_j \in \mathcal{P}(G) : a_1 \geq \cdots \geq a_{n+1} \geq 0 \}.$$  

The group $T$ is also a maximal torus for $K$. Hence, $\Phi(\mathfrak{t}_C, \mathfrak{t}_C) = \{ (\varepsilon_i - \varepsilon_j) : 1 \leq i < j \leq n \} \cup \{ 2\varepsilon_i \}$, $\mathcal{P}(K) = \mathcal{P}(G)$, $\langle \varepsilon_i, \varepsilon_j \rangle = \delta_{i,j}$ for all $1 \leq i, j \leq n + 1$. With the induced order, $K$ has simple roots $\{ \varepsilon_1 - \varepsilon_2, \ldots, \varepsilon_{n-1} - \varepsilon_n, 2\varepsilon_n \}$, $\Phi^+(\mathfrak{t}_C, \mathfrak{t}_C) = \{ \varepsilon_i - \varepsilon_j : 1 \leq i < j \leq n \} \cup \{ \varepsilon_1 \}$, and

$$\mathcal{P}^+(K) = \{ \sum_{j=1}^{n+1} b_j \varepsilon_j \in \mathcal{P}(K) : b_1 \geq \cdots \geq b_n \geq 0, b_{n+1} \geq 0 \}.$$  

The branching law in this case was proved by Lepowsky [Le71] and presents deeper difficulties than in the orthogonal and unitary cases. We will use the following alternative statement [Ts81 Thm. 1.3] by Tsukamoto. Other statements can be found for instance in [Ca05b Thms. 4.1–4.2].

**Lemma 7.1.** Let $G = \text{Sp}(n + 1)$ and $K = \text{Sp}(n) \times \text{Sp}(1)$. If $\Lambda = \sum_{j=1}^{n+1} a_j \varepsilon_j \in \mathcal{P}^+(G)$ and $\mu = \sum_{j=1}^{n+1} b_j \varepsilon_j \in \mathcal{P}^+(K)$, then $\tau_\mu$ does not occur in $\pi_\Lambda|_K$ unless

$$a_i \geq b_i \geq a_{i+2} \quad \text{for all } 1 \leq i \leq n,$$  

where $a_{n+2} = 0$. Furthermore, when (7.1) holds, $\dim \text{Hom}_K(\tau_\mu, \pi_\Lambda) = \text{coeff} \text{ of } x^{b_{n+1}}$ in the power series expansion in $x$ of

$$\frac{1}{(x - x^{-1})^n} \prod_{i=1}^{n+1} (x^{\delta_i + 1} - x^{-\delta_i - 1}),$$  

where

$$\delta_1 = a_1 - \max(a_2, b_1),$$

$$\delta_i = \min(a_i, b_{i-1}) - \max(a_{i+1}, b_i) \quad \text{for } 2 \leq i \leq n,$$

$$\delta_{n+1} = \min(a_{n+1}, b_n).$$  

It is important to note that the doubly interlacing condition (7.1) is a necessary but not a sufficient condition to have $\dim \text{Hom}_K(\tau_\mu, \pi_\Lambda) > 0$.

It is well known that $\hat{G}_{1,K} = \mathcal{S}(\omega, 0) = \{ \pi_{k\omega} : k \in \mathbb{N}_0 \}$, where $\omega = \varepsilon_1 + \varepsilon_2$. Camporesi in [Ca05b §4] gave, for some particular choices of $\tau \in \hat{K}$, an explicit parametrization of $\mathcal{P}_\tau$. 


satisfying that \( \widehat{G}_{\tau} = \bigcup_{\Lambda_0 \in P_\tau} S(\omega, \Lambda_0) \) (see also [HVPI6 §5]). The next result provides infinitely many choices of \( \tau \) such that \( \widehat{G}_{\tau} \) is written as a finite disjoint union of strings of representations and furthermore, the strong representation-spectral converse holds for \((G, K, \tau)\).

For non-negative integers \( m, s \) satisfying \( m \leq n - 1 \), let \( \tau_{m,s} \) denote the irreducible representation of \( K \) with highest weight

\[
\mu_{m,s} := \sum_{i=1}^{m} \varepsilon_i + s \varepsilon_{n+1} \in P^+(K).
\]

Lemma 7.2 immediately implies the following description of \( \widehat{G}_{\tau_{m,s}} \).

**Lemma 7.2.** For \( m, s \in \mathbb{N}_0 \) and \( m \leq n - 1 \), we have that

\[
\widehat{G}_{\tau_{m,s}} = \bigcup_{\Lambda_0 \in P_{\tau_{m,s}}} \{ \pi_{k\omega+\Lambda_0} : k \geq 0 \} = \bigcup_{\Lambda_0 \in P_{\tau_{m,s}}} S(\omega, \Lambda_0),
\]

where \( \omega = \varepsilon_1 + \varepsilon_2 \), \( P_{\tau_{m,s}} = \{ s\varepsilon_1 \} \), and for \( m \geq 1 \),

\[
P_{\tau_{m,s}} = \left\{ \begin{array}{l}
\Lambda'_0 := (s + 2)\varepsilon_1 + \sum_{i=2}^{m+1} \varepsilon_i, \quad \Lambda''_0 := s\varepsilon_1 + \sum_{i=2}^{m+1} \varepsilon_i \quad \text{(if } s \geq 1), \\
\Lambda'_0 := (s + 1)\varepsilon_1 + \sum_{i=2}^{m} \varepsilon_i, \quad \Lambda''_0 := (s + 1)\varepsilon_1 + \sum_{i=2}^{m+2} \varepsilon_i
\end{array} \right\}.
\]

**Remark 7.3.** The case when \( s = 1 \) in Lemma 7.2 is a particular case of [HVPI6 Thm. 5.2].

**Theorem 7.4.** Let \( G = \text{Sp}(n+1) \), \( K = \text{Sp}(n) \times \text{Sp}(1) \), and \( m, s \in \mathbb{N}_0 \), with \( m \leq n - 1 \). Then, the strong representation-spectral converse is valid for \((G, K, \tau_{m,s})\).

**Proof.** The case \( \mu_{0,s} = s\varepsilon_{n+1} \) is obvious since \( \widehat{G}_{\tau_{0,s}} = S(\omega, s\varepsilon_1) \). We thus assume \( m > 0 \). We consider conditions (i) and (ii) in Proposition 3.3 for each pair of elements in \( P_{\tau_{m,s}} \) (see (7.6)). One has that \( \langle \omega, \Lambda'_0 - \Lambda''_0 \rangle / \langle \omega, \omega \rangle = 1/2 \notin \mathbb{Z} \), thus (ii) is not satisfied for \( \Lambda'_0, \Lambda''_0 \). The same argument applies to all pairs except for \( \{ \Lambda'_0, \Lambda''_0 \} \) and \( \{ \Lambda''_0, \Lambda''''_0 \} \). In the first case, one has that

\[
\langle \omega, \Lambda'_0 - \Lambda''_0 \rangle / \langle \omega, \omega \rangle = 1 \neq \frac{4n + 4s + 4}{4n + 2s + 2} = \frac{\langle \Lambda'_0 - \Lambda''_0, \Lambda'_0 + \Lambda''_0 + 2\rho_G \rangle}{\langle \omega, \Lambda'_0 + \Lambda''_0 + 2\rho_G \rangle},
\]

thus (ii) does not hold. In the case of \( \{ \Lambda''_0, \Lambda''''_0 \} \), it is a simple matter to check that \( \langle \omega, \Lambda''_0 - \Lambda''''_0 \rangle = 0 \) and \( \lambda(C, \pi_{\Lambda''''_0}) - \lambda(C, \pi_{\Lambda''_0}) = (4n - 4m + 2) \neq 0 \). This completes the proof, in light of Theorem 3.7.

**Applications to p-form representations.** We now consider the representations \( \tau_p \) associated to the \( p \)-form spectrum. Tsukamoto in [TsS81] page 421 explained an algorithm to decompose \( \tau_p \) as a sum of irreducible representations of \( K \). He also gave the following explicit expressions for the first five cases:

\[
\begin{align*}
\tau_0 &\simeq 1_K, \\
\tau_1 &\simeq \tau_{\varepsilon_1+\varepsilon_{n+1}}, \\
\tau_2 &\simeq \tau_{2\varepsilon_1} \oplus \tau_{2\varepsilon_{n+1}} \oplus \tau_{\varepsilon_1+\varepsilon_2+2\varepsilon_{n+1}}, \\
\tau_3 &\simeq \tau_{\varepsilon_1+\varepsilon_{n+1}} \oplus \tau_{2\varepsilon_1+2\varepsilon_2+2\varepsilon_{n+1}} \oplus \tau_{\varepsilon_1+3\varepsilon_{n+1}} \oplus \tau_{\varepsilon_1+\varepsilon_2+3\varepsilon_{n+1}}, \\
\tau_4 &\simeq \tau_0 \oplus \tau_{\varepsilon_1+\varepsilon_2} \oplus \tau_{2\varepsilon_1+2\varepsilon_2} \oplus \tau_{\varepsilon_1+2\varepsilon_2+2\varepsilon_{n+1}} \oplus \tau_{2\varepsilon_1+2\varepsilon_{n+1}} \oplus \tau_{2\varepsilon_1+\varepsilon_2+2\varepsilon_{n+1}} \oplus \\
&\quad \tau_{4\varepsilon_{n+1}} \oplus \tau_{\varepsilon_1+\varepsilon_2+4\varepsilon_{n+1}} \oplus \tau_{\varepsilon_1+\varepsilon_2+3\varepsilon_4+4\varepsilon_{n+1}}.
\end{align*}
\]

However, to our best knowledge, there is no known explicit expression valid for every \( p \). The situation is even worse for quaternionic Grassmann spaces (cf. [ELL2 §3]).

We now show the strong representation-spectral converse for \((G, K, \tau_p)\) for \( p = 0, 1 \). It remains open to us for \( p \geq 2 \).
Theorem 7.5. The strong representation-spectral converse is valid for \((\text{Sp}(n+1), \text{Sp}(n) \times \text{Sp}(1), \tau_p)\) for \(p = 0, 1\) and also for \((\text{Sp}(n+1), \text{Sp}(n) \times \text{Sp}(1), \tau)\) where \(\tau\) is any irreducible constituent of \(\tau_2\).

Proof. We will apply Theorem 3.7. We let \(\omega = \varepsilon_1 + \varepsilon_2\). The case \(p = 0\) follows immediately since \(\hat{\mathcal{G}}_{\rho_0} = S(\omega, 0)\). If \(p = 1\), then \(\tau_1\) is irreducible with highest weight \(\varepsilon_1 + \varepsilon_{n+1}\), thus this case was already shown in Theorem 7.4.

The irreducible constituents of \(\tau_2\) are \(\tau_{2\varepsilon_1}, \tau_{2\varepsilon_{n+1}},\) and \(\tau_{\varepsilon_1+\varepsilon_2+2\varepsilon_{n+1}}\) by \((7.4)\). The last two cases follow by Theorem 7.4. One can check by using Lemma 7.1 that \(\hat{\mathcal{G}}_{\tau_{2\varepsilon_1}} = \bigcup_{\Lambda_0 \in \mathcal{P}_{\tau_{2\varepsilon_1}}} S(\omega, \Lambda_0)\), where \(\mathcal{P}_{\tau_{2\varepsilon_1}} = \{2\varepsilon_1, 2\varepsilon_1 + \varepsilon_2 + \varepsilon_3, 2\varepsilon_1 + 2\varepsilon_2 + 2\varepsilon_3\}\). Then, it is a simple matter to check that conditions (i) and (ii) in Proposition 3.3 are not satisfied for any pair of elements in \(\mathcal{P}_{\tau_{2\varepsilon_1}}\) and hence Theorem 3.7 applies.

Example 7.6. Let \(\Lambda_0 = 3\varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4\) and \(\Lambda'_0 = 2\varepsilon_1 + 2\varepsilon_2 + 2\varepsilon_3\). Then \(\Lambda_0 - \Lambda'_0 = \varepsilon_1 - \varepsilon_2 - \varepsilon_3 + \varepsilon_4\), thus \(\langle \omega, \Lambda_0 - \Lambda'_0 \rangle = 0\) and

\[
(7.8) \quad \lambda(C, \pi_{\Lambda_0}) - \lambda(C, \pi_{\Lambda'_0}) = \langle \Lambda_0 - \Lambda'_0, \Lambda_0 + \Lambda'_0 + 2\rho_G \rangle = (5 + 2n + 2) - (3 + 2n) - (3 + 2n - 2) + (1 + 2n - 4) = 0.
\]

Hence, \(\lambda(C, \pi_{\omega+\Lambda'_0}) = \lambda(C, \pi_{\omega+\Lambda'_0})\) for all \(k \geq 0\) by Proposition 3.3.

Let \(\mu = 2\varepsilon_1 + \varepsilon_2 + \varepsilon_{n+1}\). One can check that \(\hat{\mathcal{G}}_{\tau_\mu} = \bigcup_{\Lambda_0 \in \mathcal{P}_{\tau_\mu}} S(\omega, \Lambda_0)\), where

\[
\mathcal{P}_{\tau_\mu} = \left\{ \frac{3}{2} \varepsilon_1 + \varepsilon_2, \frac{4}{2} \varepsilon_1 + \varepsilon_2 + \varepsilon_3, \frac{3}{2} \varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4, \right. \left. 2\varepsilon_1 + 2\varepsilon_2, 2\varepsilon_1 + 2\varepsilon_2 + 2\varepsilon_3, 2\varepsilon_1 + 2\varepsilon_2 + \varepsilon_3 + \varepsilon_4, \right. \left. 2\varepsilon_1 + \varepsilon_2 + \varepsilon_3, 4\varepsilon_1 + 2\varepsilon_2 + 2\varepsilon_3, 3\varepsilon_1 + 2\varepsilon_2 + 2\varepsilon_3 + \varepsilon_4 \right\}.
\]

Since \(\Lambda_0, \Lambda'_0 \in \mathcal{P}_{\tau_\mu}\), we cannot ensure that the strong representation-spectral converse is valid for \((\text{Sp}(n+1), \text{Sp}(n) \times \text{Sp}(1), \tau_\mu)\). Moreover, since \(\tau_\mu\) is an irreducible constituent of \(\tau_3\) by \((7.7)\), then \(\mathcal{P}_{\tau_\mu} \subset \mathcal{P}_{\tau_3}\) (see Remark 2.4), it follows that \(\tau_3\) does not satisfy the assumptions in Theorem 3.7 either.

Furthermore, the strings \(S(\omega, \Lambda_0)\) and \(S(\omega, \Lambda'_0)\) belong to \(\hat{\mathcal{G}}_{\tau_2}\) and consequently we cannot ensure the validity of the strong representation-spectral converse for \((G, K, \tau_2)\). In fact, we have seen in the proof of Theorem 7.5 that \(\Lambda_0 \in \mathcal{P}_{\tau_{2\varepsilon_1}}\). Also, \(\Lambda_0 \in \mathcal{P}_{\tau_{\varepsilon_1+\varepsilon_2+2\varepsilon_{n+1}}}\) by Lemma 7.2.

8. Cayley plane

As a final case, we will look at the Cayley plane (or octonion projective plane) \(P^2(\mathbb{O})\), that corresponds to the pair \((G, K) := (F_4, \text{Spin}(9))\). Here, \(F_4\) denotes the simply connected compact Lie group with Lie algebra \(f_4\), the compact Lie algebra whose complexification is of exceptional type \(E_6\).

An explicit general branching rule for this pair is not available. Particular cases were studied by Lepowsky [L71] and by Mashimo [Ma97, Ma06]. Heckman and van Puijissen [HvP16] described \(\hat{\mathcal{G}}_{\tau}\) as a finite and disjoint union of strings of representations for every \(\tau \in \hat{K}\) such that \((G, K, \tau)\) is multiplicity free, i.e. \(\dim \text{Hom}_K(\pi, \tau) \leq 1\) for all \(\pi \in \hat{G}\). Furthermore, Mashimo [Ma97, Ma06] covered all the cases necessary to compute the spectrum on \(p\)-forms of \(P^2(\mathbb{O})\) for every \(p\). These results will be sufficient to exhibit an infinite set of \(\tau \in \hat{K}\) such that the strong representation-spectral converse is valid for \((G, K, \tau)\).

To state the results, we introduce the notation of the positive root systems corresponding to \(F_4\) and \(\text{Spin}(9)\), as chosen in [HvP16] (which coincides with [Kn]). We pick a common maximal torus \(T\) in \(F_4\) and \(\text{Spin}(9)\) with a basis \(\{\varepsilon_1, \ldots, \varepsilon_4\}\) of \(t^*_C\) and we use the \(\text{Ad}(G)\)-invariant
inner product $\langle \cdot, \cdot \rangle$ on $g$ such that the Hermitian extension of $\langle \cdot, \cdot \rangle|_4$ to $t_c^\ast$ makes $\{\varepsilon_1, \ldots, \varepsilon_4\}$ orthonormal.

We pick the positive system of roots such that
\[
\Phi^+(t_c, t_c) = \{\varepsilon_i \pm \varepsilon_j : 1 \leq i < j \leq 4\} \cup \{\varepsilon_i : 1 \leq i \leq 4\}, \\
\Phi^+(g_c, t_c) = \Phi^+(t_c, t_c) \cup \{\frac{1}{2}\varepsilon_1 \pm \varepsilon_2 \pm \varepsilon_3 \pm \varepsilon_4\}.
\]

One can check that $\rho_G = \frac{1}{2}(11\varepsilon_1 + 5\varepsilon_2 + 3\varepsilon_3 + \varepsilon_4)$ and
\[
\mathcal{P}(G) = \mathcal{P}(K) = \{a_1\varepsilon_1 + a_2\varepsilon_2 + a_3\varepsilon_3 + a_4\varepsilon_4 : 2a_1, a_1 - a_2, a_1 - a_3, a_1 - a_4 \in \mathbb{Z}\}
\]
equivalently, \(\sum_{i=1}^{4} a_i\varepsilon_i \in \mathcal{P}(G)\) if and only if the coefficients $a_i$ are all integers or all half integers. The fundamental weights for $\Phi(g_c, t_c)$ are
\[
\omega_1 := \varepsilon_1, \quad \omega_2 := \frac{1}{2}(3\varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4), \quad \omega_3 := 2\varepsilon_1 + \varepsilon_2 + \varepsilon_3, \quad \omega_4 := \varepsilon_1 + \varepsilon_2,
\]
and those for $\Phi(t_c, t_c)$ are
\[
v_1 := \varepsilon_1, \quad v_2 := \varepsilon_1 + \varepsilon_2, \quad v_3 := \varepsilon_1 + \varepsilon_2 + \varepsilon_3, \quad v_4 := \frac{1}{2}(\varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4).
\]

The next result is proved in [HVPG16, Prop. 6.3 and Thm. 6.4].

**Lemma 8.1.** Let $\tau \in \hat{K}$ with highest weight $\mu = b_1v_1 + b_2v_2$ with $b_1, b_2 \in \mathbb{N}_0$. Then,
\[
\hat{\mathcal{G}}_\tau = \bigcup_{\Lambda_0 \in \mathcal{P}_\tau} S(\omega_1, \Lambda_0) = \{\pi_{\Lambda_0 + k\omega_1} : k \in \mathbb{N}_0\},
\]
where $\mathcal{P}_\tau$ is given by
\[
\left\{ \sum_{i=1}^{4} a_i\omega_i : a_2 + a_3 + a_4 \leq b_1 + b_2, \right\}
\]
\[
\left\{ \begin{array}{l}
0 = a_1 = b_1 + b_2 - a_2 - a_3 - a_4 \\
1 \geq a_1 \geq a_2, a_3 + a_4 \geq b_2 \geq a_2 + a_3 + a_4,
\end{array} \right. 
\]

We are now in a position to prove the main result in this section. The complexity of checking the conditions in Theorem 3.7 is high, for an arbitrary element $\tau_\mu$ as in Lemma 8.1, so we restrict our attention to those with $\mu \in \mathbb{N}_0v_1$.

**Theorem 8.2.** Let $G = F_4$, $K = \text{Spin}(9)$. Then, the representation-spectral converse is valid for $(G, K, \tau_{bv_1})$, for any $b \in \mathbb{N}_0$.

**Proof.** Throughout the proof, we fix $b \in \mathbb{N}_0$ and abbreviate $\tau = \tau_{bv_1}$. Lemma 8.1 gives $\hat{\mathcal{G}}_\tau = \bigcup_{\Lambda_0 \in \mathcal{P}_\tau} S(\omega_1, \Lambda_0)$ with
\[
\mathcal{P}_\tau = \{(b-a)\omega_1 + a\omega_2 : 0 \leq a \leq b\}.
\]
It remains to check that conditions (i) and (ii) in Proposition 3.3 do not hold, for each pair of elements in $\mathcal{P}_\tau$.

Let $\Lambda_0 = (b-a)\omega_1 + a\omega_2$, $\Lambda'_0 = (b-a')\omega_1 + a'\omega_2 \in \mathcal{P}_\tau$ for some integers $0 \leq a' < a \leq b$. Since $\Lambda_0 - \Lambda'_0 = (a-a')(\omega_2 - \omega_1) = \frac{a-a'}{2}(\varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4)$. It follows that $\langle \omega_1, \Lambda_0 - \Lambda'_0 \rangle = \frac{a-a'}{2} \neq 0$, therefore (i) does not hold. Furthermore, it is a simple matter to check that
\[
\langle \omega_1, \Lambda_0 + \Lambda'_0 + 2\rho_G \rangle = (11 + 2b + \frac{a+a'}{2}),
\]
\[
\langle \Lambda_0 - \Lambda'_0, \Lambda_0 + \Lambda'_0 + 2\rho_G \rangle = \frac{a-a'}{2}(20 + 2b + 2(a + a')),
\]
which immediately gives that (3.9) does not hold, so also (ii) does not. \qed
Applications to $p$-form representations. We now consider the representation-spectral converse on $p$-forms of $P^2(\mathbb{O})$. We will assume that $0 \leq p \leq 8$ without loosing generality since $\tau_p$ and $\tau_{16-p}$ are equivalent. Mashimo listed the irreducible representations $\tau_{\mu}$ of $K$ that are constituents of $\tau_p$ (see [Ma97, Table 1]), together with the representations $\pi_A$ in $\hat{G}_{\tau_p}$ with multiplicity $[\pi_A : \pi_\Lambda]_K \neq 0$ (see [Ma06, Tables 1–28]). Mashimo concludes the calculation of every $p$-spectrum of $P^2(\mathbb{O})$ by giving the Casimir eigenvalues corresponding to the irreducible representations of $G$ such that the restriction to $K$ contains an irreducible representation of $K$ occurring in $\tau_p$ (see [Ma97, Table 2]) for $0 \leq p \leq 5$ and [Ma06, Tables 29–31] for $6 \leq p \leq 8$.

In Mashimo’s positive root system convention, the decomposition of the representation $\tau_p$ (see Definition 2.6) is as follows (see [Ma97, Subsect. 2.3]):

\[(8.4) \quad \tau_0 \simeq 1_K, \quad \tau_1 \simeq \tau_{v_1}, \quad \tau_2 \simeq \tau_{v_2} \oplus \tau_{v_3}, \quad \tau_3 \simeq \tau_{v_2+v_4} \oplus \tau_{v_1+v_4}, \]
\[\tau_4 \simeq \tau_{2v_4} \oplus \tau_{2v_1} \oplus \tau_{v_1+v_2} \oplus \tau_{v_1+2v_4} \oplus \tau_{2v_2}, \]
\[\tau_5 \simeq \tau_{v_1+v_4} \oplus \tau_{v_2+v_4} \oplus \tau_{3v_4} \oplus \tau_{2v_1+v_4} \oplus \tau_{v_1+v_2+v_4}, \]
\[\tau_6 \simeq \tau_{v_2} \oplus \tau_{v_3} \oplus \tau_{v_1+v_2} \oplus \tau_{v_1+v_3} \oplus \tau_{v_1+2v_4} \oplus \tau_{v_2+2v_4} \oplus \tau_{2v_1+v_2} \oplus \tau_{2v_1+v_3}, \]
\[\tau_7 \simeq \tau_{v_4} \oplus \tau_{v_1+v_4} \oplus \tau_{v_2+v_4} \oplus \tau_{v_3+v_4} \oplus \tau_{2v_1+v_4} \oplus \tau_{v_1+v_2+v_4} \oplus \tau_{v_1+v_3+v_4} \oplus \tau_{3v_1+v_4}, \]
\[\tau_8 \simeq \tau_0 \oplus \tau_{v_1} \oplus \tau_{v_3} \oplus \tau_{2v_4} \oplus \tau_{2v_1} \oplus \tau_{v_1+v_3} \oplus \tau_{v_1+2v_4} \oplus \tau_{2v_2} \oplus \tau_{v_2+v_3} \oplus \tau_{2v_3} \oplus \tau_{3v_1} \oplus \tau_{2v_1+v_3} \oplus \tau_{2v_2+2v_4} \oplus \tau_{4v_1}. \]

We especially note that the last four constituents for $\tau_7$ are missing in [Ma97, Table 1]. This omission affected his calculations of the spectrum on 7-forms (see Remark 8.6). Furthermore, [Ma06, Tables 1–28] give $\mathcal{P}_\tau$ for each irreducible constituent $\tau$ of some $\tau_p$ such that

\[(8.5) \quad \hat{G}_{\tau} = \bigcup_{\Lambda_0 \in \mathcal{P}_\tau} \{\pi_{k\epsilon_1+\Lambda_0} : k \geq 0\}. \]

Thus, the direction of all strings is $\omega := \omega_1 = \epsilon_1$. Then, [Ma97, Table 2] for $0 \leq p \leq 5$ and [Ma06, Tables 29–31] for $6 \leq p \leq 8$, writes $\hat{G}_{\tau_p}$ as a finite union of strings of representations, with the corresponding eigenvalues and multiplicity for each element in each string. Such information plus the dimension of the irreducible representations in the strings, fully describe the spectrum of the Hodge–Laplace operator on $p$-forms on $P^2(\mathbb{O})$.

With the information above we can prove the validity of the strong representation-spectral converse for several values of $p$.

**Theorem 8.3.** The strong representation-spectral converse is valid for $(F_4, \text{Spin}(9), \tau_p)$ for each $p \in \{0, 1, 2, 3, 4, 6, 10, 12, 13, 14, 15, 16\}$.

**Proof.** The assertion follows by checking that, for each pair $\{\Lambda_0, \Lambda'_0\}$ in $\mathcal{P}_\tau$ or $\mathcal{P}_\tau$, the polynomials $\lambda(C, \pi_{\kappa_0+\Lambda_0})$ and $\lambda(C, \pi_{\kappa_0+\Lambda'_0})$ have only finitely many coincidences. These polynomials are explicitly given in [Ma97, Table 2] for $0 \leq p \leq 5$ and in [Ma06, Table 29–30] for $6 \leq p \leq 7$. In this verification, each case follows immediately from Lemma 3.4 and therefore is left to the reader. \[\square\]

The next remark shows why the cases of $p = 5, 7, 8, 9, 11$ for $(F_4, \text{Spin}(9), \tau_p)$ were omitted in Theorem 8.3.

**Remark 8.4.** It is a simple matter to check that the polynomials $\lambda(C, \pi_{\kappa_0+3\omega_1}) = k^2 + 17k + 66$ and $\lambda(C, \pi_{\kappa_0+2\omega_2}) = k^2 + 19k + 84$ have infinitely many coincidences, by using Lemma 3.4. Also, from Tables 15 and 24 in [Ma06], we see that $3\omega_1 \in \mathcal{P}_{\tau_5}$ and $2\omega_2 \in \mathcal{P}_{\tau_5+\omega_1+\omega_4}$ and consequently $3\omega_1$ and $2\omega_2$ are in $\mathcal{P}_{\tau_5}$. We conclude that the hypotheses in Theorem 3.7 are not satisfied for $\tau_5$. 


Theorem 8.3 immediately implies that the representation-spectral converse is valid for \((\omega \text{infinitely many coincidences}).\) Since \(2\tau\) for this constituent of \(\tau\hat{\text{in}}\) \(\tau\) constituents of \(\tau\), the strong representation-spectral converse is still valid \(p\) \(\text{for some} p = 1, 2, 3, 4, 6\) \(\text{(see Remark 2.4). We point out that also, in the cases of} p = 5\) and \(p = 7\), the strong representation-spectral converse is still valid for any irreducible constituent of \(\tau\) and \(\tau\) because the strings having infinitely many coincidences in their Casimir eigenvalues \(i.e. S(3\omega, \varepsilon)\) and \(S(2\omega, \varepsilon)\) for \(p = 5\) and \(S(2\omega + 2\omega, \varepsilon)\) and \(S(4\omega, \varepsilon)\) for \(p = 7\) are not in \(\hat{G}_\tau\) for a common irreducible \(\tau \in \hat{K}\) occurring in \(\tau_5\) or \(\tau_7\).

The situation is different for \(p = 8\) since \(2\omega_1 + 2\omega_3\) and \(4\omega_3\) lie simultaneously in \(\hat{G}_{\tau_8}\), hence for this constituent of \(\tau_8\) we cannot make such a positive assertion.

**Remark 8.5.** Theorem 8.3 immediately implies that the representation-spectral converse is valid for \((G, K, \tau)\) for every irreducible representation \(\tau\) occurring in the decomposition of \(\tau_p\) for some \(p \in \{0, 1, 2, 3, 4, 6\}\) \(\text{(see Remark 2.4). We point out that also, in the cases of} p = 5\) and \(p = 7\), the strong representation-spectral converse is still valid for any irreducible constituent of \(\tau\) and \(\tau\) because the strings having infinitely many coincidences in their Casimir eigenvalues \(i.e. S(3\omega, \varepsilon)\) and \(S(2\omega, \varepsilon)\) for \(p = 5\) and \(S(2\omega + 2\omega, \varepsilon)\) and \(S(4\omega, \varepsilon)\) for \(p = 7\) are not in \(\hat{G}_\tau\) for a common irreducible \(\tau \in \hat{K}\) occurring in \(\tau_5\) or \(\tau_7\).

The situation is different for \(p = 8\) since \(2\omega_1 + 2\omega_3\) and \(4\omega_3\) lie simultaneously in \(\hat{G}_{\tau_8}\), hence for this constituent of \(\tau_8\) we cannot make such a positive assertion.

**Remark 8.6.** Table 30 in [Ma06] is not complete since it does not include the strings of representations corresponding to \(\tau_{2\omega_1 + 4\omega_3}, \tau_{\omega_1 + 2\omega_1 + 2\omega_3}, \tau_{\omega_1 + 2\omega_2 + 2\omega_3}\) and \(\tau_{3\omega_1 + 4\omega_3}\) (the last four irreducible constituents of \(\tau_7\) in [8.4] forgotten in [Ma97, Table 1]). Table 2 substitutes [Ma06, Table 30], using exactly the same notation as in that article.
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