Drift Reduced Navigation with Deep Explainable Features

Mohd Omama¹, Sundar Sripada V. S.¹, Sandeep Chinchali², Arun Kumar Singh³, K. Madhava Krishna¹

Abstract—Modern autonomous vehicles (AVs) often rely on vision, LIDAR, and even radar-based simultaneous localization and mapping (SLAM) frameworks for precise localization and navigation. However, modern SLAM frameworks often lead to unacceptably high levels of drift (i.e., localization error) when AVs observe few visually distinct features or encounter occlusions due to dynamic obstacles. This paper argues that minimizing drift must be a key desiderata in AV motion planning, which requires an AV to take active control decisions to move towards feature-rich regions while also minimizing conventional control cost. To do so, we first introduce a novel data-driven perception module that observes LIDAR point clouds and estimates which features/regions an AV must navigate towards for drift minimization. Then, we introduce an interpretable model predictive controller (MPC) that moves an AV toward such feature-rich regions while avoiding visual occlusions and gracefully trading off drift and control cost. Our experiments on challenging, dynamic scenarios in the state-of-the-art CARLA simulator indicate our method reduces drift up to 76.76% compared to benchmark approaches.

I. INTRODUCTION

Precise localization is an important primitive for diverse robots, such as field robots, drones, surgical robots, and especially, self-driving cars. In this paper, we argue that autonomous vehicles should not only optimize for control cost but also a primary drift minimization cost. Often, these are conflicting objectives because the best or shortest trajectory that an ego vehicle can take may not be the most drift-minimizing one (see Fig. 1). Thus, we require a multi-objective optimization framework to gracefully trade-off both criteria. To the best of our knowledge, no literature so far has embarked on this intersection of work, with the exception of [1]. But, [1] used an uninterpretable model predictive controller (MPC) that moves away from poor local minima, and drives the vehicle closer to the features provided by the perception module (see Fig.5). This counters the inherent non-convexity of the problem, causing it to generalize poorly to new environments. Hence, this paper takes a principled approach to drastically improve precision robotic navigation. The key observation is that a deep-learned feature module can output drift-minimizing feature locations that can be tracked using sample-efficient, model-based control, thereby closing the gap between interpretable features and a robust planning framework.

The core novelty in our approach is the use of Grad-CAM [4] to locate drift-minimizing features in the ego vehicle’s surroundings. GradCAM [4] is an explainable AI tool to determine which input features are most influential for predicting a differentiable output. We also develop a modification of the well-known triplet loss [5], which we call the Directional Triplet Ranking Loss, for training our neural network. These improvements to the perception module in our pipeline result in successful identification of features useful for the downstream planning module to minimize drift.

Our motion planning module relies on solving tens of hundreds of optimization problems in parallel, each initialized from trajectory samples drawn from a Gaussian distribution. This counters the inherent non-convexity of the problem, escapes poor local minima, and drives the vehicle closer to the features provided by the perception module (see Fig.5). We combine our batch trajectory optimizer with a Cross-Entropy Method (CEM) style adaptation of the initialization distribution. We run the combined approach in a receding-horizon fashion, which we henceforth call CEM-MPC.

A. Related Work

Our work broadly relates to active localization in dynamic scenes and perception-aware planning. Active Localization: Traditional active localization frameworks typically move to regions that are low in state uncertainty. For example, [6] considers state and observation noise
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to be Gaussian and selects a trajectory from a candidate set by minimizing the trace of the Covariance Matrix. However, such methods cannot be extended to situations where noise priors are non-Gaussian; formulations in the presence of dynamic actors, such as other cars and pedestrians, become progressively difficult. Initial active localization frameworks in multi-hypothesis settings include [7], wherein the agent navigated actively to localize to a unimodal uncertainty from an initial multi-modal hypothesis that typically occurs due to perceptual aliasing. The complexity of active localization was analyzed in [8] and was shown to be NP-Hard, whereas a randomized algorithm for the same was presented in [9]. The first and possibly only such formulation for active localization in a multi-agent setting was presented in [10]. However none of the above frameworks talk of navigating an agent to reduce drift in the presence of moving agents.

**Perception-Aware Planning:** Recent perception-aware planning methods either aim to keep features with rich texture in a robot’s field of view [11], or aim to improve visibility for a maneuver [12], or find appropriate controls to keep a point feature in focus [13]. These methods also do not account for uncertainty due to dynamic actors nor the semantics of features in their navigation policies.

**Active Localization in Dynamic Scenes:** The first body of work that solves active localization using LIDAR as an input modality in the presence of dynamic vehicles is [1]. Although [1] maintains the least drift by moving towards feature-rich regions, it does not address which feature semantics or classes are best for reducing localization error. While the PPO-based RL framework [2] in [1] was successful in reducing drift when compared with typical vehicle controllers such as the Stanley Controller [14], it does not generalize easily to new scenes nor provide for interpretable controls.

**B. Contributions**

This work differs from prior literature since we learn drift-minimizing LIDAR features and actively maneuver to them amidst dynamic obstacles, thereby implicitly incorporating semantics and going beyond just feature count. This learning is targeted at the LIDAR Odometry and Mapping (LOAM) [15] SLAM framework which has been the state of the art for LIDAR odometry and is still, along with its variants, in the top 5 of the KITTI Odometry Benchmark [16]. A batch CEM-MPC planner capable of synthesizing hundreds of homotopies in real time integrates the learned features into its selection cost, which chooses the best possible homotopies that reduce drift while simultaneously providing for interpretability. In short, our contributions are as follows:

1) **Identify Features for Drift Minimization using Grad-CAM:** From the perception input, we have no supervision for identifying and locating features that minimize drift, making it a subtle, indirect problem which is not amenable to supervised learning techniques. Therefore, we infer feature locations by viewing the activation maps of our input range image using GradCAM [4].

2) **Directional Triplet Ranking Loss Function:** The subtle nature of the feature identification task necessitates a contrastive loss function that can help train a deep neural network. Hence, we introduce a novel modified Triplet Loss to rank the perception inputs based on how effectively they minimize the ego vehicle’s drift.

3) **Blending Learning and Classical Control to Beat State-of-the-Art:** Our perception module outputs target features and our interpretable CEM-MPC planner drives the ego-vehicle towards them, reducing drift by up to 76.76% compared to the closest work, LADFN (Learning Actions for Drift-Free Navigation) [1]. Our LIDAR dataset and the corresponding code can be found at: https://github.com/mohdomama/DRNDEF.

**II. FEATURE SELECTION MODULE**

The principal goal of our feature selection/perception module is to observe 3D LIDAR point clouds and identify drift-minimizing feature locations. However, the key challenge is that there is no oracle data set or mathematical model that provides ground-truth labels asserting which features are the best at reducing drift. Indeed, this often depends on the complex semantics of a scene and complex nonlinear operations in the LIDAR Odometry and Mapping (LOAM) [15] SLAM framework.
Instead, however, we can obtain a diverse training data set where we start the robot at a certain pose and observe the relative drift at a new pose after it executes a trajectory. Then, our key insight is that we can learn an embedding of visual scenes that helps rank whether the drift will increase or decrease if the robot moves to a target pose. Then, we can find which pixels in a visual scene are most responsible for this ranking and move the robot towards these features. We now describe how we (a) learn a representation to rank visual scenes based on drift (II-B) and (b) extract the most informative features for this ranking using GradCAM (II-D).

In our system, a VLP-16 LIDAR is attached to an ego vehicle \( C \). This collects \( N_{pc} \) 3D point clouds of its surroundings at each discrete time step \( t \), namely \( S_t \in \mathbb{R}^{3 \times N_{pc}} \). The ego vehicle \( C \) incurs a drift \( d_t \) at time \( t \). We project the 3D point cloud \( S_t \) onto a 2D image plane to obtain range image \( R_t \in \mathbb{R}^{w \times h} \), where the width and height of the range image \((w, h) = (1800, 16)\). From the \( N \) raw point clouds \( S_t \), we project \( N \) such range images \( R_t \) to build our input data set \( D \). This data set \( D \) is used to train a feature extractor to output a rank \( z_t = F_{cnn}(R_t; \theta_{cnn}) \), with the learned parameters \( \theta_{cnn} \). \( F_{cnn} \) is a Convolutional Neural Network that takes as input the range image \( R_t \in \mathbb{R}^{w \times h} \) and outputs a scalar embedding \( z_t \in \mathbb{R} \). The scalar rank \( z_t \) represents an ordering of the input range image \( R_t \); higher rank \( z_t \) means lower drift \( d_t \), and vice versa. As previously motivated, identifying drift-minimizing features is an indirect task that we have no supervision over. This requires the need for a ranking-based approach. To obtain this rank \( z_t \), we train our network \( F_{cnn} \) using a novel Directional Triplet Ranking Loss, inspired by [5], and detailed in II-C.

Using the input range image \( R_t \) and the embedding \( z_t \), we query our network \( F_{cnn} \) for obtaining the activation maps \( R_t \in \mathbb{R}^{w \times h} \) using GradCAM [4]. This step is one of the crucial parts of our pipeline as we exploit GradCAM to identify drift-minimizing features percolated through the network. Henceforth, we refer to the output of the Feature Selection module, namely the drift-minimizing features, as simply features, as they represent the “goodness” of the ego vehicle’s perception, and play a key role in the control objective. We now detail the feature selection module.

A. Range Image Projection

Range images are a popular proxy representation for LIDAR data. We describe briefly the projection of a LIDAR point cloud input \( S_t \) into a range image \( R_t \). Given a point cloud \( S_t \) at time \( t \) containing the tuple \((p_x, p_y, p_z)\) representing each point in Cartesian coordinates, we extract the range (depth) \( r \), azimuth angle \( \phi \), and elevation angle \( \theta \) as:

\[
 r = \sqrt{p_x^2 + p_y^2 + p_z^2}, \quad \phi = \arctan(p_x / p_y), \quad \theta = \arcsin(p_z / r) \tag{1}
\]

We project this onto an image of width \( w \) and height \( h \). Using VLP-16’s number of channels (16), we set our range image height \( h = 16 \). Using VLP-16’s angular resolution (0.2°), we set our range image width \( w = 1800 \) (i.e. 360°/0.2°).

We also require beforehand the vertical field of view of our LIDAR scanner \( \text{fov}_{\text{down}} < \text{fov} < \text{fov}_{\text{up}} \). Here, \( \text{fov}_{\text{down}} \) and \( \text{fov}_{\text{up}} \) are the boundaries of the vertical field of view; for VLP-16, these values are \(-15^\circ\) and \(15^\circ\) respectively. The projected image coordinates are:

\[
 x_{\text{proj}} = \frac{1}{2} \times (\phi / \pi + 1), \quad y_{\text{proj}} = 1 - \left( \frac{\theta + |\text{fov}_{\text{down}}|}{\text{fov}_{\text{total}}} \right) \tag{2}
\]

where \( \text{fov}_{\text{total}} = |\text{fov}_{\text{down}}| + |\text{fov}_{\text{up}}| \). We clamp \( x_{\text{proj}} \) and \( y_{\text{proj}} \) to the ranges \((0, w-1)\) and \((0, h-1)\) for array indexing.

B. Directional Triplet Ranking Loss

In order to train \( F_{cnn} \), we design a new loss called the directional triplet loss that takes inspiration from the standard triplet loss [5]. Here we describe the motivation of designing a new loss function. Contrastive learning facilitates deep neural networks to differentiate between positive and negative samples. With careful selection of samples belonging to positive, negative, and anchor classes \((p, n, a)\), we can learn to distinguish between visually similar input images. As previously stated, it is imperative that robots are able to navigate with drift minimization as a primary objective. This criterion informs us that our ego vehicle must change its lateral position intelligently in order to maintain proximity to good features that are conducive to minimizing drift, as established by prior work LADFN [1]. Here, lateral refers to the side perpendicular to the road length.

Following this motivation, in practice, we select range images from our data set \( D \) that belong to three different lateral positions on the same road to represent the positive \( p \), negative \( n \), and anchor \( a \) classes of our loss function. We note that these three range images are visually similar and therefore contribute to our motivation for using this loss function. Let us denote the drift incurred by the lateral positions corresponding to the positive, negative, and anchor samples by \( d_p, d_n \), and \( d_a \), respectively. These drifts satisfy the condition \( d_p < d_n < d_a \), i.e., the drift incurred by the positive sample is less than that of the anchor sample, which is less than that of the negative sample. During training, we want our network \( F_{cnn} \) to be able to differentiate between the range images \( R_p, R_n, R_a \) corresponding to the classes in our loss function \((p, n, a)\). Hence, we train our network to predict a rank \( z_t \), which is a scalar in latent space. The ranks corresponding to the positive, negative, and anchor classes are given by \( z_p, z_n \) and \( z_a \) respectively. We want these ranks to satisfy the condition \( z_p > z_n > z_a \), but we also want these values to be close to each other in the latent space since the range images of these three samples are visually similar.

To ensure that the positive sample has a higher value than the negative sample, we introduce the term \((z_n - z_p)\). To ensure the ranks corresponding to positive and negative samples remain close to the anchor, we use a regularization term \((z_n - z_a)^2 + (z_p - z_a)^2\). Finally, we maintain the margin \( \beta \), present in the standard triplet loss [5], to preclude the rank degeneracy condition \( z_p = z_n = z_a \). Therefore, our Directional Triplet Ranking Loss function becomes:

\[
 \mathcal{L} = \max(\beta + z_n - z_p + (z_n - z_a)^2 + (z_p - z_a)^2, 0) \tag{3}
\]

Significance: We now describe the benefits of our triplet loss compared to an alternative of predicting absolute drift...
directly from the ego vehicle’s observations. During data collection, it was evident that these absolute drift values had high statistical variation and an extensive range dispersed irregularly throughout our samples. This made it difficult to collect an unbiased data set, skewing the network’s results. Further, on any given road, the drift values are similar for different lateral positions, making it difficult to predict the precise value of drift at any road location.

Our new loss naturally handles these issues. Even with high statistical variance, it is easy to select anchor, positive and negative samples. By choosing these samples from the same road, we can enforce the network to learn the minute differences between range images that are instrumental in improving drift. Another advantage of our loss is its symphony with GradCAM. As detailed in Sec. II-D, GradCAM can be used to query pixels that maximally activate a differentiable entity, such as the rank \( z_t \). When we query GradCAM on our network \( F_{\text{cnn}} \) trained using our directional triplet ranking loss, we obtain the features that have the most significant impact in increasing the rank and reducing drift.

C. Training Procedure

We collect data set \( D \) using the popular CARLA Simulator [3]. An ego vehicle is spawned in various scenes containing features of various semantic classes such as buildings, trees, electric poles, etc. For time interval \( t = [0, m] \), where \( m \) represents the overall run-time of inference in a single scene \( \mathcal{S} \), we run LOAM [15] to perform SLAM and obtain the car’s odometry. During this simulation, we record the drift \( d_{0:m} \) in the \( xy \)-plane using the ground truth odometry obtained from CARLA [3], and we also record the point cloud obtained from LOAM, \( S_{0:m} \), to use as the perception input in our pipeline. This is done by spawning the car \( C \) initially at time \( t = 0 \), then programatically querying the drifts \( d_1, d_2, \ldots, d_m \) along one lateral position. We repeat this for many lateral positions on the same road to complete the data collection for scene \( \mathcal{S} \). This allows us to distinguish the datapoints in one of the sample classes in the triplet loss \( \langle p, n, a \rangle \). We collected around 6K total samples, split into 80% and 20% for training and validation respectively.

Our network architecture complements our contrastive loss function. The network is a simple CNN containing 5 blocks; each block contains a convolutional layer, followed by batch normalization and leaky ReLU activation. We perform circular padding on the input tensor’s width dimension and zero padding on the height dimension, as this helps range image inputs propagate better through the network. After the 5 blocks, we perform max pooling, flatten the input, and send it through multiple fully connected layers to obtain the rank \( z_t \). The CNN hyperparameters are as follows: a learning rate of 0.001, a batch size of 32, a triplet loss margin \( \beta \) of 1, and a circular pad length of 1 (in the convolutional layers).

D. Inferring feature locations using GradCAM

Our ultimate goal is not just to compute a rank, but also the location of good features, for which we utilize GradCAM [4]. While GradCAM’s primary purpose is to visualize the hidden layers of large CNNs, we exploit it to pinpoint the location of the most influential features on the range image that lead to a high ranking by our network \( F_{\text{cnn}} \). Specifically, we scope into one of the deeper layers of \( F_{\text{cnn}} \) using GradCAM to visualize the activations of our input range image \( R_c, R_t \). The activation \( R_c \) contains the necessary locations \( I_{\text{local}} \) (re-projected to 3D from \( R_c \)) needed for our MPC controller to perform trajectory generation and planning. Fig. 3 shows the input range image \( R_c \) and its corresponding activation \( R'_c \) after it has percolated through \( F_{\text{cnn}} \).

III. MOTION PLANNING MODULE

Our planning module is responsible for computing safe, collision-free trajectories that drive the ego-vehicle safely towards the features generated by the perception pipeline described in the previous sections. We follow a trajectory optimization approach under the following assumptions.

![Fig. 4: Our CEM-MPC Pipeline combines the exploration of CEM with a custom batch non-convex trajectory optimizer.](image)

- The optimizer operates in the reference-frame attached to the center-line of the road, called the Frenet-Frame [17], which allows us to always plan assuming a straight road. We can map the computed optimal trajectory back to the global frame to align with the road’s curvature.
- We assume a typical urban driving scenario where the heading of the ego-vehicle with respect to the center-line is small (\( \approx \pm 13^\circ \)) which allows us to bound the shape of the ego-vehicle and obstacles through axis-aligned ellipses without being overly conservative.

The mathematical formulation of our trajectory optimizer can be described in the following manner. Here, \((x_{e,t}, y_{e,t})\) is
the ego-vehicle’s position at time \( t \). \( v_{\text{max}} \) and \( a_{\text{max}} \) are the velocity and acceleration bounds, and \( y_{\text{feat}} \) are the feature locations supplied by our perception module. \( b_o \) and \( b_f \) are initial and final boundary conditions. \( a \) and \( b \) are the major and minor axes of the elliptical approximation of obstacles. \( f_o \) and \( f_a \) are the speed and acceleration magnitudes.

\[
\begin{align*}
\min_{t} & \quad c(\dot{x}_{e,t}, \ddot{x}_{e,t}, \dot{y}_{e,t}, \ddot{y}_{e,t}, \dot{y}_{\text{feat}}) \\
(\dot{x}_{e,t_0}, \dot{y}_{e,t_0}, \dot{x}_{e,t_f}, \dot{y}_{e,t_f}) &= b_0, \\
\quad f_v(\dot{x}_{e,t}, \dot{y}_{e,t}) &\leq v_{\text{max}}, f_a(\dot{x}_{e,t}, \dot{y}_{e,t}) \leq a_{\text{max}} \\
-c(\dot{x}_{e,t} - \dot{x}_{\text{des}})^2 - (\dot{y}_{e,t} - \dot{y}_{\text{des}})^2 &\leq 0,
\end{align*}
\]

The cost function (4a) minimizes (i) the magnitude of accelerations at each time instant, (ii) the lateral separation between the ego-vehicle and the features, and (iii) the ego-vehicle departure from the desired velocity \((\ddot{x}_{\text{des}})\) profile. The equality constraints (4b)-(4c) impose the initial and final boundary conditions. Inequality constraints (4d) enforce bounds on the norm of velocity and accelerations while (4e) ensures collision avoidance with the \( j \)th obstacle with position \((x_{o,t}, y_{o,t})\) at time \( t \).

The main complexity of optimization (4a)-(4e) stems from the non-convex collision avoidance constraints. In the next sub-section, we present our main algorithmic result on the planning side, wherein we combine notions from gradient-free CEM with a batch optimizer that can solve several perturbations of (4a)-(4e) in parallel.

## A. Combining CEM Exploration With Batch Optimization

Solving non-convex optimizations like (4a)-(4e) require an initial guess of the optimal solution. The obtained solution depends on how close this guess is to the actual optimal solution. Our approach leverages this dependency on the initial guess to its advantage. We solve (4a)-(4e) from different random initializations drawn from a Gaussian distribution and then subsequently adapt the parameters of the distribution based on the resulting optimal trajectories samples.

Fig. 4 shows the pipeline of our approach which we refer to as CEM-MPC. It combines the adaptive exploratory properties of CEM with an analytical trajectory optimization to develop a computationally efficient and high performance MPC algorithm. Our CEM-MPC begins (step 1) by initializing a trajectory distribution characterized by a mean \( \mu \) and a co-variance \( \Sigma \). We draw \( n (\approx 1000) \) trajectories from this distribution. We then solve \( n \) variants of optimization (4a)-(4e) (step 2) each initialized from a specific trajectory sample drawn in step 1. Since each variant is decoupled from each other, we can solve them in parallel (batch) fashion. The solution process at step 2 results in a distribution of optimal trajectories and we evaluate user-defined meta-costs (to be defined later) on them in step 3. We then rank (step 4) the optimal trajectories based on their associated meta-cost value and choose the top \( q \) best performing samples. We then fit a Gaussian distribution to the best performing samples from step 4 to update the \( \mu, \Sigma \) for the next MPC iteration.

The typical run-time was around 0.04s on a i7-8500H laptop with 32GB RAM and RTX2080 Nvidia Graphics card.
We test our results against two benchmarks. They are the closest work to ours of LADFN (Learning Actions for Drift-Free Navigation) [1], and a single-objective Vanilla (Standard) Stanley Controller (VC). A striking contrast between our approach and LADFN is that the latter uses edge features, calculated geometrically based on a smoothness measure, to identify good features while we have a learned approach for it. We test the three approaches on various scenarios with different run lengths using the following metrics:

1) **Absolute Positional Error (APE):** It’s a measure of how far off the LOAM pose prediction is with respect to the ground truth.

2) **Distance for Run Length (DRL):** For a given run-length along the road, the car can take trajectories of various curvatures, thereby making the distance travelled more than the run length. We call this distance DRL, and it’s a measure of the control cost for the three approaches.

We show that we reduce the drift or APE with a slight trade-off in the control cost DRL via drift-aware navigation. Further our system can outperform LADFN in certain scenes where the semantics of features play an essential role.

We perform these tests on 10 scenes that we have created with varying distributions of semantically different features. Five of these scenes don’t contain any traffic vehicles and the remaining five contain different configurations of traffic.

**B. Qualitative Results**

Here, we discuss three cases of varying degrees of complexity through which we qualitatively evaluate the effectiveness of our perception system compared to LADFN [1] and VC, as shown in Fig. 6. Our system performs at par with the previous state-of-the-art (LADFN [1]) in simple cases (rows 1 & 2). In row 3, which is a complex scenario, we outperform both LADFN [1] and VC. This is because LADFN [1] faces difficulty in assessing the quality of features using its smoothness-based geometric measure, as stated previously.

**1) Case 1 - High density of features with no semantic differences:** The scene shown in the first row of Fig. 6 contains high density of features on one side of the road at a time, and no features on the other side of the road. It is evident that the Vanilla Controller (VC) executes a trajectory with least control cost, whereas LADFN [1] and our approach actively move towards the side which contains the higher density of features to minimize drift.

**2) Case 2 - Low density of features with semantic differences:** Fig. 6 contains the following: left side contains semantically better features like poles, platforms as opposed to LADFN’s focus on feature geometry.
network $F_{\text{cnn}}$, while the features on the right side do a better job of neuron activation (Fig. 7). Therefore, LADFN and our method move towards the right side. This is further confirmed by our ablation study in IV-D.

3) Case 3 - High density of features with semantic differences: This scene shown in the third row of Fig. 6 is similar to Case 2, however the poles and the platforms on the left side are stacked close together and the ego encounters traffic later in the scene. In this case, we observe that the features from the left side maximally activate the neurons of our network $F_{\text{cnn}}$ (Fig. 7). As shown in Fig. 6, our method moves towards these semantically better features on the left, whereas LADFN still moves the ego car towards the right side that contains more edge features. This results in our approach outperforming both LADFN and VC by a substantial margin of 54.2% and 42.6% respectively.

Fig. 7: GradCAM ($R_i^\prime$) Activation Comparison. From Cases 2 & 3 in IV-B, $R_i^\prime$ is activated more based on which side of the road is populated with semantically-better features like poles, platforms.

Fig. 8 shows intelligent behaviours manifested as a result of batch optimization and evaluation of thousands of trajectories in real-time. As shown in green in the left column, the ego vehicle understands to move towards the left, but it also understands that it must first overtake traffic vehicles in front of it; this is reflected aptly in the speed profile on the right (in green). Moreover, the blue trajectory shown on the left assumes that the traffic vehicles are absent. So, the ego vehicle moves towards the feature-rich left side but doesn’t expend control cost to perform any overtaking, thereby maintaining a stable speed profile (right, in blue). We note that [1] demonstrated similar drift-aware maneuvers using Reinforcement Learning. However, we argue that similar behaviours can be replicated in a more explainable and safer way using analytical generation and evaluation of a large variety of trajectories through a robust MPC method using batch optimization on a GPU.

C. Quantitative Results

Fig. 9 shows the trade-off between drift reduction (APE) and control cost (DRL) that our method provides vis-a-vis other benchmarks on static scenes. These experiments are conducted in five diverse scenes with no obstacles, in different towns of the CARLA [3] Simulator. In scenes 1 & 2, the trajectories executed by our method and LADFN [1] are similar, and hence, the drift improvement that both methods offer over VC are also similar. In scenes 3 to 5, our approach results in entirely different, and improved, trajectories compared to LADFN [1]. We observe that the features’ semantics play a crucial role in drift reduction of up to 76.76% in scenes 3 to 5, and our method is able to exploit these semantic differences using GradCAM [4]. As previously explained in our qualitative results section IV-B, LADFN [1] is unable to make use of semantic differences in features, and makes the ego simply move towards regions having higher edge feature density.

Fig. 9 shows a similar trade-off between drift reduction (APE) and control cost (DRL) in dynamic scenes. Here, the experiments were conducted in scenes containing various configurations of traffic obstacles. In scenes 1 to 3 both LADFN [1] and our approach provide similar drift improvement. Scene 3 contains a low density of features, hence, we note drastic improvement in both LADFN [1] and our approach over VC. Once again, when we introduce semantically different features in scenes 4 and 5, we observe that our approach outperforms both LADFN [1] and VC by up to 65.17% for the aforementioned reasons.

D. Ablation Study on GradCAM Inferences

We conduct an ablation study on feature semantics and their density, shown empirically in Cases 2 & 3 of IV-B. We created a scene containing many edge features on one
side, and semantically better features on the other. We have a measure for the density of semantically better features which we vary from 0.25 (more dense) to 0.083 (less dense). For density values 0.25 to 0.125, we observe that our approach moves the ego vehicle closer to semantically-better features (poles), whereas LADFN [1] moves the ego vehicle closer to more edge features (trees). This results in better drift minimization in our approach. We decrease the density of semantic features, the improvement of our approach over LADFN decreases. At a density value of .083 (last row in Table I), the trajectories of both LADFN and our approach become similar, i.e., both methods move the ego car closer to the side having more edge features. That is, when the semantically better features are too sparse, they don’t provide any substantial improvement (see Fig. 10). Our approach inherently assimilates this understanding.

TABLE I: Ablation Experiment on Feature Density vs. Drift

| Feature Density | VC (m) | LADFN (m) | Ours (m) |
|-----------------|--------|-----------|----------|
| 0.25            | 0.818  | 1.12      | 0.66     |
| 0.16            | 1.05   | 1.27      | 0.84     |
| 0.125           | 1.45   | 1.30      | 1.05     |
| 0.1             | 1.14   | 1.23      | 1.03     |
| 0.083           | 1.344  | 1.309     | 1.309    |

Fig. 10: At higher semantic feature densities, we minimize drift by 40% and 20% over LADFN [1] and VC respectively.

V. CONCLUSION

This paper presents a method for autonomous vehicles to significantly reduce drift while navigating in complex, dynamic scenes by optimizing jointly for feature proximity and control cost. Our key innovation is to learn an embedding of scenes through a novel contrastive loss function that helps distinguish features that are beneficial for drift minimization. Our experiments illustrate how our method tightly integrates learned perception with interpretable MPC to reduce drift up to 76.76% in challenging driving scenarios.

In future work, we plan to deploy our drift minimizing MPC controller on a research prototype autonomous vehicle. Moreover, we plan to deploy the same algorithm on a small indoor robot equipped with a Velodyne LIDAR sensor in crowded indoor scenes with visual occlusions and dynamic agents. Finally, we plan to extend the same core algorithm to navigate robots in a factory floor while always maintaining sufficient proximity and connectivity to WiFi access points, which is important in networked/cloud robotics applications.
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