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Statistical downscaling of general circulation model outputs to precipitation – part 2: bias-correction and future projections

D. A. Sachindra, F. Huang, A. Barton and B. J. C. Perera

Abstract: This article is the second of a series of two articles. In the first article, two models were developed with National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis and HadCM3 outputs, for statistically downscaling these outputs to monthly precipitation at a site in north-western Victoria, Australia. In that study, it was seen that the downscaling model developed with HadCM3 outputs performs much better than the model developed with HadCM3 outputs. Furthermore, it was found that there is large bias in HadCM3 outputs which needs to be corrected. In this article, the downscaling model developed with NCEP/NCAR reanalysis outputs was used to downscale HadCM3 20th century climate experiment outputs to monthly precipitation over the period 1950–1999. In all four seasons, the precipitation downscaled with HadCM3 20th century outputs, displayed a large scatter and the majority of precipitation was underestimated. The precipitation downscaled with HadCM3 outputs was bias-corrected against the observed precipitation pertaining to the period 1950–1999, using three techniques: (1) equidistant quantile mapping (EDQM), (2) monthly bias-correction (MBC) and (3) nested bias-correction (NBC). Although all these bias-correction techniques were able to adequately correct the statistics of downscaled precipitation, the magnitude of the scatter of precipitation remained almost the same. Considering the performances and its ability to correct the cumulative distribution of precipitation, EDQM was selected for the bias-correction of future precipitation projections. HadCM3 outputs for the A2 and B1 greenhouse gas scenarios were introduced to the downscaling model and the downscaled precipitation for the period 2000–2099 was bias-corrected with the EDQM technique. Both A2 and B1 scenarios indicated a rise in the average of future precipitation in winter and a drop in it in summer and spring. These scenarios showed an increase in the maximum monthly precipitation in all seasons and an increase in percentage of months with zero precipitation in summer, autumn and spring.
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1. Introduction

Over the 800 000-year period prior to the industrial revolution (1750–1850), the concentration of the atmospheric carbon dioxide [dominant greenhouse gas (GHG)] fluctuated approximately between 180 and 280 parts per million (ppm) (Tripati et al., 2009). Since the industrial revolution, owing to the consumption of fossil fuels, the concentration of the global mean atmospheric carbon dioxide level rose from 280 to 397 ppm by April 2013 (Earth System Research Laboratory, 2013). The rising concentrations of GHGs (mainly carbon dioxide) have increased the greenhouse effect leading to human-induced climate change, which is no longer a hypothetical phenomenon (Hughes, 2003). As stated by Dessai et al. (2005), the global climate is expected to change throughout the 21st century. Climate change has shed its impacts, on humans as well as flora and fauna in many different ways. Impacts of climate change on health of humans (Thomas et al., 2012), agricultural food production (Ziska et al., 2012), floods (Prudhomme et al., 2013) and water resources (Arnell and Gosling, 2013) are only some of the multitude of themes discussed in the literature.

General circulation models (GCMs) are the prime tools used in the projection of climate into the future (Fu et al., 2012). GCMs are based on the theories of atmospheric physics. They are forced with plausible realizations on future GHG concentrations, in order to produce projections on global climate into future. The coarse resolution of GCM outputs hinders their direct use in catchment scale studies (Iizumi et al., 2011). Downscaling techniques are used to link the coarse resolution GCM outputs with the catchment scale climatic variables. All downscaling techniques are based on the assumption that large-scale climate represented in GCM outputs is
influential on the catchment scale hydroclimatology (Maraun et al., 2010). There are two broad classes of downscaling techniques, namely: dynamic downscaling and statistical downscaling. In order to obtain local-scale climatic information, dynamic downscaling approaches employ regional climate models (RCMs) nested in GCMs (Murphy, 1998). Dynamic downscaling techniques are associated with high computational costs (Sun and Chen, 2012) due to the complex physics-based structure of the RCMs. However, owing to the use of physics-based equations to relate the predictors (GCM outputs which are used as inputs to downscaling models) with predictands (outputs of downscaling models – e.g. precipitation), dynamic downscaling techniques are capable in producing more reliable climatic information at local scale. This is because it is reasonable to assume that the same physics which was valid for the climate in the past is also valid for the climate in the future. On the other hand, statistical downscaling techniques are dependent on the empirical relationships developed between the GCM outputs and local-scale hydroclimatic variables. Statistical downscaling methods are computationally more efficient, due to the simplicity in their structure. In statistical downscaling techniques, it is assumed that the relationships derived between the predictors and predictands for the past observed climate are also applicable for the possible future climate (Iizumi et al., 2011). However, the validity of this assumption cannot be tested at present as the future climate has not yet occurred (Chu et al., 2010).

Statistical downscaling techniques are grouped under three classes; regression methods, weather typing (classification) and weather generators (Wilby et al., 2004). In regression-based downscaling methods either linear or nonlinear relationships between the predictors and the predictand of interest are developed. By far, the regression-based methods are regarded as the most widely used statistical downscaling techniques (Nasseri et al., 2013). Meena et al. (2013) used the multi-linear regression (MLR) technique for downscaling GCM outputs to daily precipitation and then the downscaled precipitation was used in a hydrologic model to simulate streamflows. Samadi et al. (2013) used the MLR technique and artificial neural networks (ANN; nonlinear regression method) for downscaling GCM outputs to daily precipitation and temperature. They commented that the MLR-based downscaling technique was more capable than the ANN-based downscaling method in reproducing the observations of precipitation and temperature. Ghosh and Katkar (2012) employed MLR, ANN and support vector machine (SVM; nonlinear regression method) for downscaling GCM outputs to monthly precipitation. In that study, it was found that though the three regression-based downscaling models displayed similar overall performances in the calibration phase, the ANN-based model was able to better capture the relatively low and medium precipitation values and the SVM-based model was better at simulating relatively high values of precipitation.

In weather classification methods, patterns of large-scale weather characterized by a global or a regional model are linked to a local-scale weather variable. Method of meteorological analogues is a widely used weather classification technique (Timbal et al., 2009; Shao and Li, 2013). Also recursive partitioning is another classification type downscaling method (Schunr and Lettenmaier, 1998). Charles et al. (2013) used the method of meteorological analogues for downscaling GCM outputs to precipitation. It was found that this method was able to correct the bias in statistics of seasonal precipitation and also the number of wet days simulated by the GCM.

In weather generation techniques, weather data for future are produced by scaling the parameters of the weather generator either up or down according to the changes in the GCM outputs pertaining to future. As an example the simplest weather generator for daily precipitation could have two parameters: (1) the probability of occurrence of a wet day and (2) the precipitation amount. In such case, the percentage changes in the parameters characterized by the GCM for the future climate with respect to those in the baseline period are determined. Then the values of the parameters pertaining to observed precipitation of the baseline period are scaled corresponding to the above determined changes. The new scaled parameters are used to generate time series of occurrence of wet days and precipitation amounts at the station of interest that reflects the large-scale changes in the precipitation simulated by the GCM. Applications of weather generation techniques are detailed in the studies of Chen et al. (2012) and Fatichi et al. (2011).

The classification of statistical downscaling techniques detailed by Maraun et al. (2010) separates the statistical downscaling techniques into three different categories: (1) perfect prognosis, (2) model output statistics (MOS) and (3) weather generators. Perfect prognosis methods involve establishing statistical relationships between the large-scale atmospheric variables and the catchment scale hydroclimatic variables, using regression techniques or weather classification approaches. In MOS methods, statistical relationships between the outputs of a RCM or a weather model and catchment scale observations of a predictand are used to improve the model outputs.

Although GCMs are regarded as the best tools available for projection of climate into the future, there are biases in GCM outputs. GCM bias is simply explained as the deviation of GCM outputs from the observations (Salvi et al., 2011). However, in more elaborated terms, incorrect reproduction of extreme temperatures, prediction of excess number of wet days with low-intensity rainfalls, under or over-prediction of climatic variables, incorrect seasonal variations and so on are some of the forms of biases prevailing in GCM outputs (Teutschbein and Seibert, 2012). Chen et al. (2011) defined GCM bias as a time-independent component of the error in GCM outputs. According to Ojha et al. (2012), GCMs often incorrectly estimate the occurrences and intensities of precipitation. The limited understanding of the atmosphere and the simplified representation of the atmospheric processes in GCMs are regarded as the main causes of GCM bias (Li et al., 2010). In general,
prognostic variables of a GCM contain relatively less bias than the diagnostic variables that are derived from the prognostic variables. Since prognostic variables do not always show good relationships with the predictands of interest, diagnostic variables are also used in developing the downscaling models despite their larger bias. The correction of bias is performed in two distinct ways: (1) the correction of bias in GCM outputs and (2) the correction of bias in the predictands (e.g. precipitation) which were downscaled from GCM outputs. However, neither of the above approaches is capable of correcting the inherent physics and thermodynamics of the GCM simulations, as bias-correction has no direct connection with the internal functions of the GCM. There are number of different bias-correction techniques in use, which are applicable to GCM outputs and also to the predictands downscaled from GCM outputs.

Ojha et al. (2012) reported that the bias seen in the GCM outputs should be corrected before their subsequent use. Johnson and Sharma (2012) used the nested bias-correction (NBC) for correcting the bias in monthly precipitation outputs of GCMs, over Australia. NBC corrects the bias in means, standard deviations and lag 1 autocorrelations of GCM outputs, simultaneously at both monthly and annual time scales. They commented that the NBC is successful when the bias in GCM outputs is not very large. Ojha et al. (2012) applied both NBC and monthly bias-correction (MBC) for removing the bias in precipitation outputs of number of GCMs, over India. Unlike the NBC described earlier, in the monthly bias-correction, only the means and standard deviations of the monthly GCM outputs are corrected with respect to those of the observations. In both nested and monthly bias-corrections, the statistics of the observed climatic data and the corresponding statistics of the past GCM outputs are used in the correction of the GCM outputs pertaining to future. These two methods assume that the biases in the model outputs for the past climate will remain same for the future climate (Johnson and Sharma, 2012).

Wood et al. (2004) employed the quantile mapping technique for bias-correcting the monthly precipitation and temperature outputs of a GCM. The quantile mapping (Panofsky and Brier, 1968) is a technique which can match all statistical moments of GCM outputs with those of observations, as in this technique cumulative distribution functions (CDFs) of GCM outputs for the past are mapped onto the CDF of the past observations. For the correction of bias in the GCM outputs pertaining to the future climate, first, corresponding to the values of the climatic variable for the future projections, the CDF values are obtained from the CDF which was derived from the past GCM simulations. Then pertaining to these CDF values, the bias-corrected values of the climatic variable for the future climate are extracted from the CDF of the observations of the past. Piani et al. (2010) used a gamma distribution-based quantile mapping technique for the bias-correction of daily precipitation downscaled by the RCM over Europe. It was concluded that this bias-correction is capable of correcting the average and the other statistical moments of precipitation and also the statistical properties such as precipitation intensity. Lafon et al. (2013) applied four bias-correction techniques (linear scaling, nonlinear scaling, gamma distribution-based quantile mapping and empirical distribution-based quantile mapping) to reduce the bias in daily precipitation simulated by the RCM over the UK. They commented that all bias-correction techniques were able to correct the average and the standard deviation of daily precipitation with a good degree of accuracy. However, the accuracy of higher-order moments such as skewness and kurtosis of daily precipitation were sensitive to the bias-correction method and also to the period selected for the calibration of the bias-correction. Out of the four bias-correction techniques, the empirical distribution-based quantile mapping was identified as the best performing bias-correction. Gudmundsson et al. (2012) compared the performances of three variants of quantile mapping: distribution-derived, parametric and nonparametric (empirical distribution based quantile mapping) in correcting the bias in daily precipitation simulated by the RCM over Norway. They also concluded that nonparametric (empirical) quantile mapping is more effective in reducing the bias in precipitation. Themebel et al. (2011) applied several bias-correction approaches to daily precipitation of the RCM over the Alps region in Europe. It was concluded that the empirical distribution-based quantile mapping technique displayed better performance than the other methods, particularly in correcting the extremes of precipitation.

Li et al. (2010) introduced a modified version of the quantile mapping technique called equidistant quantile mapping (EDQM). In equidistant quantile mapping, the difference between the CDF of the GCM output (to be corrected) and the CDF of the reference dataset (which can be field observations, reanalysis outputs, etc.), of the past climate, was subtracted from the CDF of the GCM output for future climate, for the bias-correction of future GCM outputs. In quantile mapping and equidistant quantile mapping, the CDFs of GCM outputs are corrected against the CDF of observations, therefore all statistical moments are explicitly corrected. On the other hand, NBC explicitly attempts to remove bias in the average, the standard deviation and the lag 1 autocorrelation of GCM outputs, and monthly bias-corrections reduces the bias in the average and the standard deviation only.

Ines and Hansen (2006) used the quantile mapping technique and the multiplicative shift method for bias-correction of daily mean precipitation output of a GCM. The multiplicative shift method involved the multiplication of daily precipitation output of the GCM by the ratio between the long-term observed and monthly precipitation output of the GCM. It was found that although this technique corrects the long-term observed monthly mean precipitation, it cannot correct any systematic error in the precipitation distribution. A regression-based bias-correction was employed by Kharin and Zwiers (2002) for the removal of bias from precipitation outputs of a
GCM. There a regression equation was built between the mean of the precipitation outputs of the GCM and observed precipitation, to correct the bias.

Above stated bias-correction techniques can be applied not only to GCM outputs, but also to the outputs of downscaling models, irrespective of whether the downscaling approach is dynamic or statistical. Ghosh and Mujumdar (2008) used the quantile mapping technique for the removal of bias in streamflows, which were statistically downscaled from GCM outputs. Teutschbein and Seibert (2012) used multiple bias-correction techniques (linear scaling, local intensity scaling, power transformation, variance scaling, quantile mapping and delta-change approach) on dynamically downscaled precipitation and temperature. The major advantage of applying the bias-correction techniques on the downscaled (either statistically or dynamically) hydroclimatic outputs is that, this process is computationally much cheaper than bias-correcting each GCM output individually, prior to downscaling. The advantage of applying a bias-correction to each GCM output separately (before introducing to the downscaling model) is that the bias in each variable is individually corrected. However, this procedure is useful only if the bias-correction was capable in adequately correcting the time series of each GCM output, rather than just their statistics.

The first article of this series of two articles which was entitled ‘Statistical Downscaling of General Circulation Model Outputs to Precipitation. Part 1: Calibration and Validation’ presented the calibration and validation of two statistical downscaling models, based on the MLR technique. In that study, the first model was developed with National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis outputs and the second model was with Hadley Centre Coupled Model version 3 GCM (HadCM3) outputs. In both cases these outputs were used as the inputs to the downscaling models. According to the results of that study, it was seen that the model calibrated and validated with NCEP/NCAR reanalysis outputs was more capable in reproducing the observed precipitation, than its counterpart model which was built with HadCM3 20th century climate experiment outputs. Furthermore, a comparison of exceedance probability curves for the observed precipitation, precipitation reproduced by the downscaling models with NCEP/NCAR and HadCM3 outputs, and the raw precipitation output of HadCM3 model for 20th century climate experiment, over the period 1950–1999, revealed that there is large bias in the raw precipitation output of HadCM3 model. Therefore the need of a bias-correction was understood.

This article which is the second of the series of two articles, discusses the bias-correction and future precipitation projections of the statistical downscaling model developed in the first article, with NCEP/NCAR reanalysis outputs. This downscaling model was used in this study because of its better performances seen in the first article. The same MLR equations (with the same coefficients and constants) derived during the calibration phase of this downscaling model were used in this study. Here onwards in this article, this model is referred to as the ‘downscaling model’. Initially, the downscaling model was used to downscale the 20th century climate experiment outputs of HadCM3, to monthly precipitation. Then these downscaled precipitation data were bias-corrected against the observed precipitation (reference dataset for the bias-correction). For this purpose, three bias-correction techniques, namely (1) EDQM, (2) MBC and (3) NBC were employed. As a demonstration, the above procedure was applied to a precipitation station in the Grampians water supply system in north-western Victoria, Australia. The same station was also used in the first article. A performance comparison of the above three bias-corrections, derived from the above demonstration, is presented in this article. Considering the performances of each of these three bias-corrections, only the EDQM technique was used for the bias-correction of monthly precipitation projections produced into future by the downscaling model with HadCM3 outputs pertaining to the future climate. In downscaling GCM outputs to monthly precipitation, characteristics of precipitation such as occurrences of wet and dry days, extreme precipitation events, precipitation intensity are not captured. Though such characteristics are important in certain hydrological exercises, monthly precipitation is more useful in water resources management operations such as determining the optimum water allocation to crops, recreational facilities, domestic and industrial needs and to the environment particularly in the planning stage of a water resources project.

Section 2 of this article provides a brief description of the study area and the data used in the study. Section 3 describes the generic methodology, and its application with the results is detailed in Section 4. In Section 5, a summary of this work is provided along with the conclusions derived from this study.

2. Study area and data

The precipitation station located at the Halls Gap post office (Lat. −37.14°, Lon. 142.52°, elevation from the mean sea level about 236 m) in the Grampians water supply system of north-western Victoria, Australia was used as the case study station. The Grampians system is a multi-reservoir system owned by the Grampians Wimmera Mallee Water Cooperation (www.gwmwater.org.au).

Observed daily precipitation data from 1950 to 1999 were obtained from the SILO database (http://www.longpaddock.qld.gov.au/silo/) of Queensland Climate Change Centre of Excellence and these data were added to monthly precipitation totals. These monthly observations were used for the evaluation of the downscaling model when it was run with HadCM3 20th century climate experiment outputs and NCEP/NCAR reanalysis outputs. Also the observed precipitation was used as the reference dataset for the bias-correction. Monthly outputs
produced by HadCM3 GCM for the 20th century climate experiment were obtained from the Programme for Climate Model Diagnosis and Inter-comparison (PCMDI) (https://esgci.llnl.gov:8443/index.jsp) for the period 1950–1999, and for the same period NCEP/NCAR reanalysis outputs were obtained from http://www.esrl.noaa.gov/psd/, for providing the inputs to the downscaling model in reproducing the observed precipitation.

The HadCM3 outputs corresponding to the COMMIT GHG emission scenario were extracted from the PCMDI website (https://esgci.llnl.gov:8443/index.jsp) for the period 2000–2099, to validate the performances of the bias-correction. The COMMIT GHG emission scenario assumed that the GHG concentrations at year 2000 are constant throughout the period 2000–2099. Therefore, it was assumed that the statistics of future precipitation (2000–2099) downscaled from the outputs of HadCM3 pertaining to COMMIT scenario will closely reflect the statistics of the past precipitation (1950–1999) simulated by HadCM3. For the future projections of precipitation at the station selected, monthly outputs of the HadCM3 GCM under the A2 and B1 scenarios (IPCC, 2000), defined in the Special Report on Emission Scenarios (SRES) of the Intergovernmental Panel on Climate Change (IPCC) were obtained from the PCMDI website (https://esgci.llnl.gov:8443/index.jsp) for the period 2000–2099. A2 and B1 GHG emission scenarios described a world with rapid economic growth and a world with greater focus on environmental protection, respectively.

3. Generic methodology

The reproduction of observed precipitation at the station of interest using the downscaling model with the 20th century climate experiment outputs of the GCM is explained, in subsection 3.1. Also this subsection details the procedure followed in downscaling the future precipitation using the downscaling model. Subsection 3.2 describes the bias-correction of the past and future downscaled precipitation, against the observed precipitation.

3.1. Reproduction of past precipitation and projection of precipitation into future with GCM outputs

For each calendar month, GCM outputs of the 20th century climate experiment were standardized with the corresponding means and standard deviations of reanalysis outputs (used for the model development) relevant to the calibration period of the downscaling model. In the calibration of the downscaling model, the reanalysis outputs were standardized with their means and standard deviations pertaining to the calibration period. Hence, these means and standard deviations became fixed parts of the model. These standardized GCM outputs of the 20th century climate experiment were introduced to the downscaling model, for reproducing the past observed precipitation. In the same way, the standardized reanalysis outputs were introduced to the downscaling model for the reproduction of the past observed precipitation. The use of both GCM outputs of the 20th century climate experiment and reanalysis outputs enabled finding the capabilities of this model in reproducing past observations with these two sets of inputs obtained from two different sources. This was important as the downscaling model was developed with reanalysis outputs (refer to the first article of this series of articles) and it is used with GCM outputs in producing the projections into future.

The future GCM outputs for different GHG emission scenarios were standardized with the means and the standard deviations of reanalysis outputs (corresponding to calibration period of the downscaling model) for each calendar month and introduced to the downscaling model, for the projection of precipitation at the station of interest.

3.2. Bias-correction

The precipitation downscaled by the above model with GCM outputs was bias-corrected against the observed precipitation pertaining to the station of interest. The bias-correction was applied to the precipitation downscaled with GCM outputs as it was computationally efficient than bias-correcting each GCM output individually. Since the bias-correction techniques can be a source of uncertainty in statistical downscaling, Chen et al. (2011) investigated the use of several bias-correction techniques. Therefore, in this study the bias-correction was performed with three techniques: (1) EDQM, (2) MBC and (3) NBC. All these bias-correction techniques were applied separately on each calendar month and then for each technique the bias-corrected precipitation of each month was combined to produce the individual series. Bias-correction was performed for each calendar month in order to preserve the statistical attributes of precipitation in each calendar month. Considering the performances of these three bias-correction techniques, the best technique was identified. Thereafter the performances of the best bias-correction technique were validated. This was performed by comparing the statistics of the past observed precipitation with those of bias-corrected precipitation downscaled for a future GHG emission scenario (in this study the COMMIT scenario) which assumed that the GHG emission levels at the end of the 20th century remained constant throughout the 21st century. Owing to the above assumption it was assumed that this scenario which is pertaining to future could represent the statistics of the past climate simulated by the GCM closely. Following the validation, this bias-correction method was applied for the future precipitation projections produced by the downscaling model with GCM outputs.

3.2.1. Equidistant quantile mapping

EDQM (Li et al., 2010) is a variant of the quantile mapping technique (Panofsky and Brier, 1968). In the EDQM technique, initially, the empirical CDFs were derived for the observed precipitation and precipitation downscaled with GCM outputs, for the past climate. Then the empirical CDF was developed for the precipitation
downscaled with GCM outputs, for the future climate under a GHG emission scenario. The periods which represented the past climate and the future climate were designated as period 1 and period 2, respectively.

The EDQM technique was applied in accordance with the following three steps (Salvi et al., 2011). These three steps are graphically illustrated in Figure 1. In this figure, CDF1 and CDF2 correspond to the observed precipitation and precipitation reproduced by the downscaling model with GCM outputs respectively, for the past climate. CDF3 denotes the precipitation projected by the downscaling model with GCM outputs for a certain future GHG emission scenario. It should be noted that although this bias-correction technique corrects the CDF of the hydroclimatic variable, it does not explicitly correct the time series of the hydroclimatic variable.

3.2.1.1. Step 1: For a given precipitation value \( a_1 \), the value \( c_1 \) was found from CDF2 (see Step 1 in Figure 1). From CDF1, the precipitation value \( a_2 \) that corresponded to \( c_1 \) was determined (see Step 1 in Figure 1). \( a_2 \) is the corrected precipitation value of \( a_1 \). This corrective procedure was repeated for all precipitation values represented by CDF2. In other words, CDF2 was mapped onto CDF1. Once this mapping was performed, all the statistical properties of precipitation represented by CDF2 were automatically matched with those of CDF1. Hence, this step yielded the corrected CDF2 which exactly overlapped CDF1.

3.2.1.2. Step 2: Corresponding to a precipitation value \( b_1 \), value \( c_2 \) was found from CDF3 (see Step 2 in Figure 1). Pertaining to that CDF value \( c_2 \), the difference of precipitation \( d \) between CDF3 (future climate) and CDF2 (past climate) was computed (the sign of \( d \) was also considered), as shown in Step 2 in Figure 2.

3.2.1.3. Step 3: The difference \( d \) (considering its sign) calculated in Step 2 pertaining to CDF value \( c_2 \) was added to the corrected version of CDF2 (or CDF1) yielded in Step 1. This produced the bias-corrected precipitation value \( b_2 \) corresponding to its original value of \( b_1 \). Steps 2 and 3 were repeated until all the future precipitation values represented in CDF3 were corrected. The negative precipitation values yielded in the corrected CDF3 were set to zero. In order to obtain the same result described in Steps 2 and 3, alternatively, the difference between CDF2 and CDF1 could be subtracted from CDF3, in order to bias-correct CDF3 (Li et al., 2010).

3.2.2. Monthly bias-correction

MBC is a relatively simple bias-correction method used by Johnson and Sharma (2012). In that study, it was used to correct the mean and the standard deviation of the precipitation output of a GCM with those of the observed precipitation. In this study, it was employed to correct the mean and the standard deviation of the precipitation downscaled with GCM outputs against those of observed precipitation.

Let monthly time series of precipitation downscaled with GCM outputs for a calendar month \( i \) be \( Y_i \), for the past climate. As a first step, \( Y_i \) was standardized with its monthly mean \( (\mu_{\text{GCM},i}) \) and standard deviation \( (\sigma_{\text{GCM},i}) \) according to Equation (1). This yielded the standardized time series \( Y_i' \) for each calendar month as follows:

\[
Y_i' = \frac{Y_i - \mu_{\text{GCM},i}}{\sigma_{\text{GCM},i}} \tag{1}
\]

Then this standardized precipitation time series for each calendar month \( Y_i' \) was transformed back with Equation (2), using the monthly mean \( (\mu_{\text{Obs},i}) \) and standard deviation \( (\sigma_{\text{Obs},i}) \) of observed precipitation pertaining to the past climate. Equation (2) provided the monthly bias-corrected time series of precipitation downscaled with GCM outputs \( (Z_i) \). This bias-corrected time series of downscaled precipitation has the monthly mean and standard deviation of the observed precipitation.

\[
Z_i = Y_i' \cdot \sigma_{\text{Obs},i} + \mu_{\text{Obs},i} \tag{2}
\]

For the correction of bias in future precipitation, the precipitation downscaled with GCM outputs for future were standardized with their means and standard deviations corresponding to the past climate following Equation (1), and transformed back with those of past observed precipitation according to Equation (2). In MBC, it is assumed that the bias in the mean and the standard deviation of the precipitation downscaled with GCM outputs for past climate (with respect to past observations) remains the same in the future. This assumption is also valid for the NBC detailed in the next subsection. In MBC, though the mean and the standard deviation of the precipitation downscaled with GCM outputs were explicitly corrected, the CDF of the precipitation was not corrected. Therefore, the CDF of precipitation downscaled with GCM outputs for the past, was different from that of observed precipitation. This fact was also valid for the NBC, explained in the following section.

3.2.3. Nested bias-correction

NBC, proposed by Johnson and Sharma (2012), is a more complex bias-correction technique than the monthly bias-correction. While the MBC corrects the mean and the standard deviation in each calendar month, NBC corrects the mean, the standard deviation and the lag 1 autocorrelations, simultaneously at both monthly and annual time scales.

Like in MBC, in NBC, first the time series of precipitation downscaled with GCM outputs (for past climate) for each calendar month \( Y_i \) was standardized according to Equation (1). Then the lag 1 auto correlations \( (\Omega_{\text{GCM},i}) \) in the above standardized precipitation time series were replaced with the corresponding lag 1 auto correlations
in the observed precipitation ($\Omega_{\text{Obs},i}$) to produce $Y''_i$ as shown in Equation (3). Lag 1 auto correlation for month $i$ was calculated as the correlation between the monthly precipitation time series of month $i$ and month $i-1$.

$$Y''_i = \Omega_{\text{Obs},i} \cdot Y_{i-1}'' + \sqrt{1 - \Omega_{\text{Obs},i}^2} \left( \frac{Y_i'' - \Omega_{\text{GCM},i} Y_{i-1}''}{\sqrt{1 - \Omega_{\text{GCM},i}^2}} \right)$$ (3)

Then $Y''_i$ was transformed back with the mean ($\mu_{\text{Obs},i}$) and the standard deviation ($\sigma_{\text{Obs},i}$) of observed precipitation for each calendar month, as shown in Equation (4).

$$Y'''_i = Y''_i \cdot \sigma_{\text{Obs},i} + \mu_{\text{Obs},i}$$ (4)

The bias-corrected monthly time series of downscaled precipitation yielded in Equation (4) has the monthly lag 1 auto correlations, the mean and the standard deviation of the observed precipitation.

Next, these rescaled monthly precipitation time series ($Y'''_i$) in Equation (4) were summed to produce annual precipitation ($Z_j$) for each year $j$. This annual time series of precipitation was standardized with annual mean ($\mu_{\text{GCM}}$) and standard deviation ($\sigma_{\text{GCM}}$) of the precipitation downscaled with GCM outputs, following Equation (5).

$$Z'_j = Z_j - \frac{\mu_{\text{GCM}}}{\sigma_{\text{GCM}}}$$ (5)

Thereafter, the annual lag 1 autocorrelations in $Z'_j$ were replaced with those in the observed precipitation ($\Omega_{\text{Obs}}$) to produce $Z'''_j$ as shown in Equation (6). The annual lag 1 autocorrelations were computed as the correlation between precipitation in a certain year and
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the following year.

\[ Z_j'' = \Omega_{\text{Obs}} Z_{j-1}'' + \sqrt{1 - \Omega_{\text{Obs}}^2} \left( \frac{Z_j' - \Omega_{\text{GCM}} Z_{j-1}'}{\sqrt{1 - \Omega_{\text{GCM}}^2}} \right) \]  

(6)

The annual time series modified in Equation (6) was rescaled with the annual mean (\(\mu_{\text{Obs}}\)) and the annual standard deviation (\(\sigma_{\text{Obs}}\)) of observed precipitation time series, as given in Equation (7).

\[ Z_j''' = Z_j'' \cdot \sigma_{\text{Obs}} + \mu_{\text{Obs}} \]  

(7)

The bias-corrected annual time series of downscaled precipitation yielded in Equation (7) has the annual lag 1 auto correlations, the mean and the standard deviation of the observed precipitation.

Finally, the monthly time series of precipitation downscaled with GCM outputs were corrected using Equation (8).

\[ Y_{i,j} = \frac{Z_{i,j}'''}{Z_j} Y_{i,j}''' \]  

(8)

The future precipitation projections downscaled with GCM outputs were nested bias-corrected with the statistics of observed precipitation and precipitation downscaled with GCM outputs for the past climate, following the procedure described in Equations (3) to (8).

3.2.4. Potential of bias-correcting GCM outputs against reanalysis outputs

In this study, the precipitation downscaled with GCM outputs were bias-corrected against the observed precipitation. However, the bias-correction of each GCM output prior to its use on the downscaling model may seem to be a better option, as it removes the bias in each input variable of the downscaling model, individually. Although this method is computationally more expensive than the correction of bias in the precipitation downscaled from GCM outputs, it was important to verify whether the individual bias-correction of each GCM output is beneficial than its counterpart technique. In the absence of any readily available observations corresponding to the GCM outputs, the reanalysis outputs can be used as the reference for the bias-correction.

Instead of bias-correcting each GCM output against the corresponding reanalysis output, in this study, the benefit of this approach (if any) was deduced indirectly. For this purpose, the scatter of the precipitation output of the GCM, was plotted against the precipitation output of reanalysis data, for all four seasons. It is noteworthy to state here that the precipitation output of the GCM was identified as the most dominant potential predictor on the monthly observed precipitation, in the first article of this series. It was assumed that, the magnitudes of the scatter of the other GCM outputs used in the downscaling model were similar to that of the precipitation output of GCM. Therefore, only the precipitation output of the GCM was considered in this analysis. Meanwhile, the scatter plots were also prepared for the precipitation downscaled with GCM outputs (before bias-correction) against the observed precipitation, for all seasons. Then the scatter of the precipitation downscaled with the outputs of the GCM (plotted against observed precipitation) was compared both visually and numerically with that of raw precipitation output of the GCM (plotted against reanalysis outputs). The numerical comparison of the magnitudes of the above described two scatter was performed considering the coefficient of determination (\(R^2\)).

Johnson and Sharma (2012) stated that, if the magnitude of the scatter of the variable to be bias-corrected is large (if large bias is present), then the bias-correction will not be effective. Therefore, it was understood that when the scatter of the raw outputs produced by the GCM is large, then the bias-correction of these GCM outputs prior to downscaling will not bring any additional advantage over the bias-correction of precipitation downscaled with the same GCM outputs.

4. Application

The generic methodology described in Section 3 was applied to the precipitation station at the Halls Gap post office in the operational area of GWMWater.

4.1. Reproduction of past precipitation and projection of precipitation into future with HadCM3 outputs

In this article, the downscaling model was run with both NCEP/NCAR reanalysis and HadCM3 20th century climate experiment data, for the reproduction of observed precipitation at the station of interest. The HadCM3 outputs were available at the spatial resolution of 2.75° latitude by 3.75° longitude. Owing to the mismatch of spatial resolutions between the NCEP/NCAR reanalysis outputs (2.5° latitude by 2.5° longitude) and HadCM3, the HadCM3 outputs were interpolated to the NCEP/NCAR grid (refer to Figure 1 in the first article of this series of articles) using the inverse distance weighted method (Ghosh and Mujumdar, 2008). The HadCM3 20th century climate experiment outputs for the period 1950–1999 were standardized with the means and the standard deviations of the corresponding NCEP/NCAR reanalysis outputs pertaining to the period 1950–1989 (calibration phase of this downscaling model) for each calendar month, before their application to the downscaling model. The means and the standard deviations of the NCEP/NCAR reanalysis output pertaining to the period 1950–1989 (calibration phase of the downscaling model) were treated as stationary components of the downsampling model. Figures 2 and 3 show the time series plots for the precipitation output of the downscaling model, with NCEP/NCAR and HadCM3 outputs respectively, over the period 1950–1999. The future precipitation projections were produced by introducing the HadCM3 outputs.
corresponding to possible future climate, as inputs to the downscaling model, as described later in this article.

According to Figures 2 and 3, it was seen that, when the downscaling model developed with NCEP/NCAR outputs was run with HadCM3 outputs as inputs, it tended to overestimate the majority of precipitation compared to both observations and precipitation downscaled with NCEP/NCAR reanalysis outputs. This reflected the bias inherent in HadCM3 outputs with respect to that of NCEP/NCAR reanalysis outputs. The same finding was more clearly seen in scatter plot (b) of Figure 4. In scatter plot (a) of Figure 4, a good agreement between the precipitation downscaled with NCEP/NCAR outputs and the observations was seen (for more details refer to the first article). When the downscaling model was run with NCEP/NCAR outputs it displayed a Nash–Sutcliffe efficiency (NSE) (Nash and Sutcliffe, 1970) of 0.67 and a coefficient of determination ($R^2$) of 0.75. However, when the downscaling model was run with HadCM3 outputs those two statistics dropped to −0.62 and 0.12, respectively.

Table 1 shows the performances of the downscaling model when run with NCEP/NCAR and HadCM3 outputs as inputs, in reproducing the observed monthly precipitation over the period 1950–1999. It also shows the statistics of the raw precipitation output of HadCM3 at grid point (4,4) of the atmospheric domain. It is noteworthy to state that the NCEP/NCAR reanalysis outputs are quality controlled and corrected against observations (Kalnay et al., 1996). Since this downscaling model was calibrated and validated with NCEP/NCAR outputs, it inherently had an advantage in reproducing the observed precipitation better with NCEP/NCAR outputs, than that with HadCM3 outputs. The model was able to reproduce the average, the standard deviation and the coefficient of variation of observed precipitation with good accuracy in the period 1950–1999, when it was run with NCEP/NCAR reanalysis outputs. Also it displayed a Seasonally Adjusted Nash–Sutcliffe efficiency (SANS) (Wang, 2006; Sachindra et al., 2013) of 0.79, resembling its good capabilities in reproducing observed precipitation. When the same model was run with HadCM3 outputs, it largely overpredicted the average of the precipitation. The standard deviation in the observations was properly captured by the model, when it was run with HadCM3 outputs. However, the performances of this model were limited according to the NSE, SANS and $R^2$ as shown in Table 1.

In Table 1, it was seen that raw precipitation output of HadCM3 severely underestimated the average and the standard deviation of the observed precipitation over the period 1950–1999. Also the SANS and the $R^2$ of the raw precipitation output of HadCM3 were quite low in comparison to those of precipitation reproduced by the downscaling with the outputs of HadCM3. Hence it was realized that the precipitation reproduced by the downscaling model with the outputs of HadCM3 are in better agreement with observations with respect to that of raw precipitation simulated by HadCM3.

4.2. Bias-correction

In this section, the application of the three bias-correction techniques to the precipitation downscaled with HadCM3 20th century climate experiment outputs is detailed. The precipitation downscaled with HadCM3 outputs was bias-corrected against the observed precipitation. The potential of bias-correcting raw outputs of HadCM3 against the corresponding NCEP/NCAR outputs are discussed at the end of this section.

4.2.1. Bias-correction of precipitation downscaled with HadCM3 outputs

EDQM, MBC and NBC (described in Section 3.2) were applied to the precipitation downscaled with the HadCM3 outputs. All bias corrections were performed over the 50-year period from 1950 to 1999, against the observed precipitation (considered as the reference precipitation for bias-correction) at the station of interest. Table 2(a) and b shows the season-based statistics of the observed precipitation and that reproduced by the downscaling model with NCEP/NCAR and HadCM3 outputs, before and after the application of the three bias-correction techniques. Table 2(a) refers to summer (December–February) and autumn (March–May), while Table 2(b) refers to winter (June–August) and spring (September–November). According to Table 2(a) and (b), it was seen that all three bias-correction techniques were capable in correcting the average of the precipitation downscaled with HadCM3 outputs adequately, in all four seasons. EDQM and MBC near-perfectly corrected the standard deviation in the precipitation reproduced with HadCM3 outputs, in all seasons. The NBC properly corrected the standard deviation of precipitation in summer and autumn, but an over estimation of it was seen in winter and spring. In NBC, initially the monthly lag 1 autocorrelations, the means and the standard deviations were corrected. This was followed by the correction of the annual lag 1 autocorrelations, the means and the standard deviations. Owing to this monthly to annual nesting procedure employed in NBC, slight distortions of monthly mean and standard deviation of precipitation could occur in some seasons. The coefficient of variations in the precipitation downscaled with HadCM3 were corrected by all three bias-correction techniques successfully, despite the slight over-estimation seen in winter and spring by NBC, which was due to the over-estimation of standard deviation described earlier. Overall, all three bias-correction techniques adequately corrected the average, the standard deviation and the coefficient of variation in all four seasons. Skewness of precipitation was well corrected in all four seasons by the EDQM technique. This is because, in EDQM, the CDF to be corrected is mapped onto the reference CDF, allowing all statistical moments to be matched. As described in subsections 3.2.2 and 3.2.3, in MBC and NBC, no explicit measure was taken to correct the skewness in precipitation. All bias-correction techniques were capable in improving the NSE of the precipitation reproduced with HadCM3 outputs in summer, autumn and winter.
On the other hand, there was hardly any improvement to $R^2$ values of precipitation, after the bias-correction.

Figure 5 shows the seasonal scatter of the precipitation reproduced with HadCM3 outputs against the observed precipitation, before and after the application of three bias-correction methods. Before the application of the bias-corrections, during all four seasons, there was large scatter in precipitation, which mainly resembled an over-predicting trend. After each bias-correction, this large over-predicting trend reduced and it became a more balanced over and under-predicted scatter. In all four seasons, the scatter of precipitation after each bias-correction was visually similar to each other. However, the scatter which was seen prior to the bias-corrections did not shrink significantly after the application of any of the bias-correction techniques, in any of the four seasons. This is an indication that, these three bias-correction techniques hardly enhanced the accuracy of the time series of precipitation. Hence, it can be stated that when the scatter is very large as seen in Figure 5, the correction of the time series becomes difficult. However, all three bias-correction techniques were able to correct the statistics of precipitation downscaled with HadCM3 outputs. Therefore, it was argued that the bias-corrected precipitation should be interpreted as a probabilistic prediction/projection, rather than from the point of view of a time series. For this purpose, EDQM was identified as the most suitable bias-correction technique as it preserves all statistical moments of the reference precipitation (in this study the observed precipitation for the period 1950–1999) for the past climate. Therefore, in this study, the EDQM was used for the bias-correction of future precipitation downscaled with HadCM3 outputs.

4.2.2. Validation of performances of EDQM technique

It is important to validate the performance of the EDQM technique prior to its use in the bias-correction of future precipitation projections. For this purpose, the statistics of the observed precipitation for the period 1950–1999 were compared with those of bias-corrected future precipitation downscaled with HadCM3 COMMIT emission scenario outputs for the period 2000–2099. The COMMIT is an idealized GHG emission scenario which assumes the GHG concentrations in the atmosphere at year 2000.
(CO₂ concentration in the atmosphere $\approx 370$ ppm) to be the same throughout the 21st century (Ojha et al., 2010). Owing to the above attribute of the COMMIT emission scenario, it was assumed that it can closely characterize the climate simulated by HadCM3 in the latter half of the 20th century (1950–1999) during which the rise in the concentrations of GHGs was limited. In other words, a good agreement between the outputs of HadCM3 relevant to the 20th century climate experiment and for the COMMIT emission scenario was assumed. Furthermore, according to a study by Ojha et al. (2010), there is a close relation between the past observed precipitation and that statistically downscaled from the GCM outputs corresponding to the COMMIT scenario. Hence, in this study it was argued that if the statistics of the bias-corrected future precipitation downscaled from the HadCM3 COMMIT outputs were in close agreement with those of past observations, the EDQM technique has proven capabilities in bias-correcting future precipitation with adequate accuracy.

As a proof of the agreement between HadCM3 outputs of the 20th century climate experiment and those of COMMIT emission scenario, a comparison of the statistics of several potential predictors used in this study was performed. For this purpose, the HadCM3 simulated 1000 hPa specific humidity, 850 hPa relative humidity, 850 hPa zonal wind speed and precipitation corresponding to the 20th century climate experiment and the COMMIT emission scenario were interpolated to grid point \( \{ \text{lat} = 4.4, \text{lon} = 3282\} \) (refer to Figure 1 of the first article of this series of articles) using the inverse distance weighted method. Then the statistics of the above variables were computed for the 20th century climate experiment for the period 1950–1999 and also for the COMMIT emission scenario for the period 2000–2099. The comparison of these statistics of the potential predictors is shown in Table 3. In Table 3, it was seen that there is a very good agreement between the average, the standard deviation and the coefficient of variation of the potential variables simulated by HadCM3 under the 20th century climate experiment and the COMMIT emission scenario. It was assumed that, this is valid for all potential predictors used in this study.

For the validation of the performances of the EDQM technique, first the HadCM3 monthly outputs for the COMMIT emission scenario pertaining to the period 2000–2099 were standardized with the monthly means and the standard deviations of the corresponding NCEP/NCAR reanalysis outputs, relevant to the period 1950–1989 (model calibration period). Then these standardized HadCM3 outputs for the COMMIT scenario were introduced to the downscaling model for projecting the monthly precipitation at the station of interest. For bias-correcting, observed precipitation for the period 1950–1999 was considered as the reference set of data, which is denoted by CDF1 in Figure 1. The CDF2 in the same figure refers to the precipitation downscaled with HadCM3 20th century climate experiment outputs for the same period. The future precipitation downscaled with HadCM3 COMMIT outputs for the period 2000–2099 was depicted by CDF3 in Figure 1. Following the EDQM procedure detailed in subsection 3.2.1, the future precipitation downscaled with HadCM3 outputs for the COMMIT scenario was bias-corrected. The statistics of the monthly precipitation downscaled with HadCM3 outputs for the COMMIT emission scenario before and after the bias-correction, for the future period 2000–2099, were compared with those of observed precipitation pertaining to the period 1950–1999, in Table 4(a) and (b). Table 4(a) refers to summer (December–February) and autumn (March–May), while Table 4(b) refers to winter (June–August) and spring (September–November). In Table 4(a) and (b), COMMIT (Before) and COMMIT (After) refer to the precipitation downscaled with HadCM3 COMMIT outputs, before and after the bias-correction, respectively.

As shown in Table 4(a) and (b), prior to the bias-correction, it was seen that the averages of the precipitation downscaled from HadCM3 COMMIT outputs were quite larger than those of observed precipitation, for all seasons. After the bias-correction, it was seen that the precipitation downscaled from HadCM3 COMMIT outputs, were able to reproduce the average of observed precipitation with good accuracy, in winter and spring. Despite some over-estimation, following the bias-correction, the averages of precipitation downscaled from COMMIT outputs for summer and autumn adequately agreed with those of observations. Before the bias-correction, except in autumn, the standard deviation of the precipitation

| Statistic          | Observations | With NCEP/NCAR outputs | With HadCM3 outputs | Raw HadCM3 Precipitation at grid point \( \{4,4\} \) |
|--------------------|--------------|------------------------|---------------------|--------------------------------------------------|
| Avg                | 81.8         | 83.1                   | 117.4               | 46.2                                             |
| SD                 | 62.2         | 53.8                   | 61.8                | 28.4                                             |
| CV                 | 0.76         | 0.65                   | 0.52                | 0.61                                             |
|NSE                | 0.67         | -0.62                  | -0.27               | -0.71                                            |
|SANS               | 0.79         | 0.26                   | -0.12               | 0.08                                             |
|R²                 | 0.75         | 0.12                   |                     |                                                  |

\( \text{Avg} \) = average of monthly precipitation in mm; \( \text{SD} \) = standard deviation of monthly precipitation in mm; \( \text{CV} \) = coefficient of variation; \( \text{SANS} \) = seasonally adjusted Nash Sutcliffe efficiency; \( \text{NSE} \) = Nash–Sutcliffe efficiency; \( R^2 \) = coefficient of determination. Bold values refer to statistics of observed precipitation.
Table 2. Statistics of precipitation before and after bias-correction for (a) summer and autumn and (b) winter and spring.

(a) Summer (1950–1999) Autumn (1950–1999)

| Statistic | Before bias-correction | After bias-correction | | Before bias-correction | After bias-correction |
|-----------|------------------------|-----------------------|------------------------|-----------------------|
|           | Obs With NCEP/NCAR     | With HadCM3 outputs   | EDQM MBC NBC           | Obs With NCEP/NCAR     | With HadCM3 outputs   | EDQM MBC NBC           |
| Avg       | 41.4                   | 44.3                  | 73.6                   | 41.5                   | 44.8                   | 41.4                   | 70.4                   | 70.7                   | 117.7                  | 70.4                   | 70.9                   | 68.0                   |
| SD        | 36.6                   | 28.6                  | 39.9                   | 36.8                   | 36.1                   | 36.9                   | 56.8                   | 44.7                   | 45.5                   | 56.8                   | 55.9                   | 55.6                   |
| CV        | 0.88                   | 0.65                  | 0.54                   | 0.89                   | 0.86                   | 0.89                   | 0.81                   | 0.63                   | 0.39                   | 0.80                   | 0.79                   | 0.82                   |
| Skewness  | 1.62                   | 1.34                  | 1.28                   | 1.63                   | 1.57                   | 1.94                   | 1.36                   | 0.70                   | −0.20                  | 1.36                   | 0.91                   | 1.04                   |
| NSE       | 0.62                   | −0.41                 | 0.13                   | 0.13                   | 0.18                   | 0.16                   | 0.71                   | 0.64                   | 0.69                   | 0.70                   | 0.69                   |                      |
| $R^2$     | 0.52                   | 0.01                  | 0.02                   | 0.03                   | 0.03                   |                      | 0.65                   | 0.09                   | 0.04                   | 0.04                   | 0.03                   |                      |

(b) Winter (1950–1999) Spring (1950–1999)

| Statistic | Before bias-correction | After bias-correction | | Before bias-correction | After bias-correction |
|-----------|------------------------|-----------------------|------------------------|-----------------------|
|           | Obs With NCEP/NCAR     | With HadCM3 outputs   | EDQM MBC NBC           | Obs With NCEP/NCAR     | With HadCM3 outputs   | EDQM MBC NBC           |
| Avg       | 127.3                  | 128.7                 | 164.5                  | 126.9                  | 127.5                 | 126.3                  | 88.1                   | 88.7                   | 113.9                  | 88.1                   | 88.3                   | 87.6                   |
| SD        | 64.8                   | 55.7                  | 68.2                   | 65.2                   | 64.4                  | 75.2                   | 53.7                   | 43.7                   | 53.4                   | 53.7                   | 53.4                   | 60.4                   |
| CV        | 0.51                   | 0.43                  | 0.41                   | 0.51                   | 0.50                  | 0.59                   | 0.61                   | 0.49                   | 0.47                   | 0.61                   | 0.60                   | 0.69                   |
| Skewness  | 0.76                   | 0.39                  | −0.20                  | 0.73                   | 0.55                  | 0.87                   | 1.09                   | 0.99                   | 0.65                   | 1.09                   | 0.82                   | 1.11                   |
| NSE       | 0.85                   | 0.11                  | 0.32                   | 0.34                   | 0.23                   |                      | 0.80                   | −0.73                  | −0.85                  | −0.82                  | −1.15                  |                      |
| $R^2$     | 0.72                   | 0.00                  | 0.01                   | 0.01                   | 0.01                   |                      | 0.69                   | 0.03                   | 0.00                   | 0.00                   | 0.00                   |                      |

Avg = average of monthly precipitation in mm; SD = standard deviation of monthly precipitation in mm; CV = coefficient of variation; Skewness = (Avg − Mode)/SD; NSE = Nash–Sutcliffe efficiency; $R^2$ = coefficient of determination; Obs = observed monthly precipitation; EDQM = equidistant quantile mapping; MBC = monthly bias-correction; NBC = nested bias-correction. Bold values refer to statistics of observed precipitation.
downscaled with HadCM3 COMMIT outputs displayed an over-predicting trend. Even after the bias-correction this trend was evident in all seasons.

In this study, empirical distribution functions of the observed precipitation and precipitation downscaled from HadCM3 outputs were used in applying the EDQM technique. This raised the need of frequent interpolation and extrapolation of the CDFs of observed precipitation and that downscaled with HadCM3 20th century climate experiment outputs. This procedure increases the severity of low and high extreme precipitation. The over-prediction of the maximum monthly precipitation was inevitably, there will be fitting errors as no theoretical distribution function is fitted to a dataset, (Li et al., 2010). However, it should be noted that when a theoretical distribution function is fitted to a dataset, inevitably, there will be fitting errors as no theoretical distribution function can perfectly describe any precipitation dataset.

Before the bias-correction, the 10th, 25th, 50th, 75th and 90th percentiles of the downscaled precipitation for COMMIT scenario were largely over-estimated, in all seasons. After the bias-correction, in all seasons, the over-estimating characteristic of the above percentiles of precipitation downscaled with HadCM3 COMMIT outputs reduced. In all four seasons, the percentages of months with zero precipitation were over-estimated. However, this trend was minimal in summer. After the bias-correction, the percentages of months with above average
precipitation under the COMMIT scenario matched with those of observations, in all seasons acceptably.

4.2.3. Potential of bias-correcting HadCM3 outputs against NCEP/NCAR outputs

Although the bias was prevalent in the HadCM3 outputs (as shown in the first article of this series of articles), in this study, the bias-correction was performed on the precipitation downscaled with the HadCM3 outputs. This method was employed as it was computationally much cheaper than bias-correcting each output of HadCM3 individually, prior to their use in downscaling. However, theoretically, the bias-correction of each GCM output individually, before introducing to a downsampling model seems to be a more effective approach than the correction of bias in the precipitation downscaled with raw GCM outputs. In the absence of any readily available observations corresponding to the GCM outputs used in the downscaling model, the bias-correction of these GCM outputs can be performed against the pertaining NCEP/NCAR or any other reanalysis outputs (e.g. Salvi et al., 2011).

According to Figure 5, it was seen that if the scatter of the variable to be bias-corrected (e.g. precipitation downscaled with GCM outputs) was large, none of the bias-correction techniques used in this study was capable in adequately reducing this scatter. If the scatter was not adequately reduced, the time series of the variable is also not properly corrected. Based on this argument, it was decided to visualize the raw precipitation output of HadCM3 against that of NCEP/NCAR in scatter plots, pertaining to grid point $[4,4]$ (refer to Figure 1 in the first article, for the location of this grid point), for each season. The grid point $[4,4]$ referred to the point which was located closest to the precipitation station considered in this study. In the first article, precipitation output of HadCM3 at grid point $[4,4]$ was identified as the most influential potential variable on the observed monthly precipitation.

Figure 6 shows the scatter plots of raw precipitation output of HadCM3 against that of NCEP/NCAR for the period 1950–1999, corresponding to grid point $[4,4]$. As shown in Figure 6, it is realized that there is large scatter in the raw precipitation outputs of HadCM3 in all four seasons. The very low $R^2$ values in all seasons numerically verified the presence of large scatter in precipitation outputs of HadCM3. It is also reasonable to assume that, such large scatter is prevalent in the other outputs of HadCM3 which were used in the downscaling model, since all these outputs were produced by the same GCM. Therefore, it was deduced that if the HadCM3 outputs were bias-corrected against the NCEP/NCAR reanalysis outputs with any of the bias-correction techniques used in this study, the improvement to their time series will be minimal. Without considerable improvement to the time series of HadCM3 outputs, it was difficult to expect any improvement to the precipitation downscaled with these individually bias-corrected HadCM3 outputs. Hence, the bias-correction of outputs of HadCM3, prior to downscaling, was identified as a procedure which brings no additional advantage.

4.3. Future precipitation projections

4.3.1. Greenhouse gas emission scenarios

For this study, two GHG emission scenarios namely; A2 and B1 were selected. A2 is a relatively high GHG emission scenario due to its economic focus. On the other hand, the B1 GHG emission scenario describes a world with high level of concern on the environment and sustainable development. Therefore, it refers to relatively low level of GHG emissions. The A2 and B1 GHG emission scenarios referred to carbon dioxide concentrations of about 850 ppm and 550 ppm, respectively, by the end of the 21st century (IPCC, 2000). The downscaling model was used to project the future precipitation at the station of interest, up to year 2099. HadCM3 outputs for the A2 and B1 GHG emission scenarios of the IPCC were obtained from the PCMDI website (https://esgcietal.slrl.gov:8443/index.jsp), for the period 2000–2099, and used as the inputs to the downscaling model used in this study.

4.3.2. Bias-corrected future precipitation projections

HadCM3 outputs for the A2 and B1 IPCC SRES GHG emission scenarios for the period 2000–2099 were standardized with the means and the standard deviations of the corresponding NCEP/NCAR reanalysis outputs, pertaining to the model calibration period which spanned over 1950–1989. Thereafter, these standardized HadCM3 outputs were introduced to the downscaling model. This allowed the monthly precipitation projections at the

| Statistic | Precipitation (mm) | 1000 hPa Specific humidity (grams kg$^{-1}$) | 850 hPa Relative humidity (%) | 850 hPa Zonal wind speed (m s$^{-1}$) |
|-----------|--------------------|---------------------------------|-------------------------------|-----------------------------------|
|           | 20C3M 1950–1999 | COMMIT 2000–2099 | 20C3M 1950–1999 | COMMIT 2000–2099 | 20C3M 1950–1999 | COMMIT 2000–2099 |
| Avg       | 47.9               | 45.2                      | 7.2                           | 7.7                              | 63.7              | 63.8             |
| SD        | 30.4               | 27.5                      | 1.0                           | 1.1                              | 9.6               | 9.4              |
| $C_v$     | 0.63               | 0.61                      | 0.14                          | 0.14                             | 0.15              | 0.15             |

Avg = average; SD = standard deviation; $C_v$ = coefficient of variation; 20C3M = 20th century climate experiment; COMMIT = COMMIT emission scenario.
Table 4. Seasonal statistics of observed and COMMIT precipitation for (a) summer and autumn and (b) winter and spring.

### (a) Summer Autum

| Statistic                      | 1950–1999 Obs | 2000–2099 COMMIT (Before) | 2000–2099 COMMIT (After) | 1950–1999 | 2000–2099 COMMIT (Before) | 2000–2099 COMMIT (After) |
|-------------------------------|--------------|---------------------------|--------------------------|-----------|---------------------------|--------------------------|
| Avg                           | 41.4         | 87.6                      | 55.6                     | 70.4      | 124.9                     | 78.7                     |
| SD                            | 36.6         | 57.4                      | 51.1                     | 56.8      | 51.0                      | 65                       |
| CV                            | 0.88         | 0.65                      | 0.92                     | 0.81      | 0.41                      | 0.83                     |
| Minimum precipitation         | 0.0          | 14.2                      | 0.0                      | 2.8       | 10.1                      | 0.0                      |
| Maximum precipitation         | 192.3        | 347.0                     | 301.0                    | 345.4     | 271.0                     | 385.0                    |
| 10th Percentile               | 4.2          | 34.6                      | 5.3                      | 11.4      | 55.1                      | 13.6                     |
| 25th Percentile               | 16.4         | 46.7                      | 18.0                     | 30.1      | 82.7                      | 29.0                     |
| 50th Percentile               | 30.7         | 68.7                      | 45.1                     | 49.1      | 130.5                     | 61.4                     |
| 75th Percentile               | 54.9         | 112.6                     | 82.3                     | 108.6     | 161.1                     | 122.9                    |
| 90th Percentile               | 90.7         | 159.3                     | 114.9                    | 148.7     | 187.4                     | 168.1                    |
| Percentage of months          | 4            | 0                         | 6                        | 0         | 0                         | 6                        |
| with zero precipitation       |              |                           |                          |           |                           |                          |
| Percentage of months          | 39           | 38                        | 37                       | 39        | 53                        | 41                       |
| with above average precipitation |             |                           |                          |           |                           |                          |

- Avg = average of monthly precipitation in mm; SD = standard deviation of monthly precipitation in mm; CV = coefficient of variation; COMMIT (Before) = Precipitation downscaled for COMMIT scenario before bias-correction (italicized values); COMMIT (After) = Precipitation downscaled for COMMIT scenario after bias-correction.

### (b) Winter Spring

| Statistic                      | 1950–1999 Obs | 2000–2099 COMMIT (Before) | 2000–2099 COMMIT (After) | 1950–1999 | 2000–2099 COMMIT (Before) | 2000–2099 COMMIT (After) |
|-------------------------------|--------------|---------------------------|--------------------------|-----------|---------------------------|--------------------------|
| Avg                           | 127.3        | 161.1                     | 124.3                    | 88.1      | 116.7                     | 91.5                     |
| SD                            | 64.8         | 72.9                      | 71.5                     | 53.7      | 67.3                      | 71.6                     |
| CV                            | 0.51         | 0.45                      | 0.58                     | 0.61      | 0.58                      | 0.78                     |
| Minimum precipitation         | 12.2         | 2.0                       | 0.0                      | 7.6       | 23.1                      | 0.0                      |
| Maximum precipitation         | 345.2        | 387.5                     | 424.1                    | 272.4     | 321.6                     | 346.5                    |
| 10th Percentile               | 47.8         | 63.1                      | 41.4                     | 31.4      | 48.4                      | 17.4                     |
| 25th Percentile               | 77.4         | 109.0                     | 73.2                     | 48.7      | 63.2                      | 41.5                     |
| 50th Percentile               | 119.3        | 163.1                     | 118.2                    | 73        | 95.7                      | 67.9                     |
| 75th Percentile               | 167.6        | 208.5                     | 170.8                    | 118.8     | 156.8                     | 125.0                    |
| 90th Percentile               | 207.7        | 254.9                     | 202.5                    | 156.1     | 218.2                     | 198.6                    |
| Percentage of months          | 0            | 0                         | 5                        | 0         | 0                         | 3                        |
| with zero precipitation       |              |                           |                          |           |                           |                          |
| Percentage of months          | 47           | 51                        | 47                       | 43        | 40                        | 41                       |
| with above average precipitation |             |                           |                          |           |                           |                          |

- Avg = average of monthly precipitation in mm; SD = standard deviation of monthly precipitation in mm; CV = coefficient of variation; COMMIT (Before) = Precipitation downscaled for COMMIT scenario before bias-correction (italicized values); COMMIT (After) = Precipitation downscaled for COMMIT scenario after bias-correction.

station of interest up to year 2099. The precipitation projections under A2 and B1 emission scenarios by the downscaling model were bias-corrected using the EDQM technique, as detailed in subsection 3.2.1.

In Table 5, the statistics of the future precipitation projections for the period 2000–2099 are shown against those of observed precipitation for the period 1950–1999. The percentage changes in the statistics of the future precipitation projections with respect to the statistics of observed precipitation of the period 1950–1999 are also provided within parentheses in Table 5. According to Table 5, at the station of interest, in summer and spring, the average of monthly precipitation for the period 2000–2099 showed a decline under both A2 and B1 emission scenarios. On the other hand, in winter, both A2 and B1 emission scenarios indicated a rise in the average of monthly precipitation. During autumn, only A2 emission scenario showed a rise in the average of the monthly precipitation. The standard deviation of the precipitation under both A2 and B1 scenarios increased in all seasons in comparison to that of observations corresponding to the period 1950–1999. The two sample t-test revealed that the changes in the average of future precipitation in autumn and winter under both A2 and B1 scenarios are not significant at the 95% confidence level. However, it was found that the decrease in the average of precipitation projected into future in spring was significant at the 95% confidence level for both GHG emission scenarios. Furthermore, the two sample F-test revealed that the rise in the standard deviation of the precipitation...
projected into future compared to that of observed precipitation of period 1950–1999 was statistically significant at the 95% confidence level for both A2 and B1 emission scenarios in all seasons except in winter. In summer and winter, the precipitation in Victoria is influenced by the strength and the location of the sub-tropical ridge (http://www.climatekelpie.com.au/understand-climate/weather-and-climate-drivers/victoria#SubtropicalRidge). In summer, the sub-tropical ridge mainly lies over the southern part of the Australian continent (latitude 40°S – Timbal and Drosdowsky 2013). In winter, it is located over the north central region of Australia (latitude 29°S – Timbal and Drosdowsky 2013). The increase in the GHG emissions causes the atmospheric temperature to rise and this leads to strengthening (rise in pressure) and the southward movement of the sub-tropical ridge (Commonwealth Scientific and Industrial Research Organisation, 2010). This phenomenon can cause a decrease in precipitation in summer and winter as the pressure in the sub-tropical ridge is high. The relatively larger rise in the GHG emissions characterized by A2 scenario can intensify the sub-tropical ridge and cause relatively larger drop in the average of the precipitation in comparison to the same caused by B1 scenario which is associated with relatively low emissions in summer and winter, as shown in Table 5. In all four seasons, both A2 and B1 scenarios depicted an increase in the maximum monthly precipitation, in comparison with that of past observations. This rise was particularly higher under A2 emission scenario which was associated with relatively higher levels of GHG emissions. This indicated that in future, with the rising GHG levels in the atmosphere, there will be months with large precipitation totals, at the station of interest. However, it should be noted that high monthly precipitations are prone to extrapolation errors of CDFs, as stated previously in the validation of the performances of the EDQM technique. The MLR technique used in developing the downscaling model employed in this study can only determine the linear component of the relationships.
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Table 5. Seasonal statistics of future A2 and B1 bias-corrected precipitation.

| Statistic                     | Summer | Autumn | Winter | Spring |
|-------------------------------|--------|--------|--------|--------|
|                               | 1950–1999 | 2000–2099 | 1950–1999 | 2000–2099 | 1950–1999 | 2000–2099 | 1950–1999 | 2000–2099 |
| Avg                           | 41.4    | 76.8    | 127.3  | 88.1    |
|                               | 33.6    | 67.6    | 135.6  | 74.5    |
| SD                            | 36.6    | 65.5    | 64.8   | 53.7    |
|                               | 44.0    | 66.8    | 72.0   | 69.2    |
| Maximum precipitation         | 192.3   | 424.2   | 345.2  | 272.4   |
|                               | 376.4   | 418.5   | 527.4  | 383.8   |
| Percentage of months with zero precipitation | 4      | 251.9   | 494.1  | 319.9   |
|                               | 37      | (+96%)  | (+13%)  | (−19%)  |
| Percentage of months with above average precipitation | 39     | 424.2   | 47     | 43      |
|                               | 31      | (+23%)  | (+53%)  | (+41%)  |
|                               | 37      | (+31%)  | (+43%)  | (+17%)  |

Avg = average of monthly precipitation in mm; SD = standard deviation of monthly precipitation in mm; CV = coefficient of variation; A2 = high emission scenario; B1 = low emission scenario; ↑ = percentage increase in 2000–2099 with respect to observations of period 1950–1999; ↓ = percentage decrease in 2000–2099 with respect to observations of period 1950–1999 (in bold); Symbol = indicates change in percentage in 2000–2099 with respect to observations of period 1950–1999 (in italics); Symbol * indicates statistically significant change at 95% confidence level; Symbol ˆ statistically insignificant change at 95% confidence level.
between the predictors and the precipitation. High values of precipitation usually display nonlinear relationships with predictors. Therefore the downscaling technique used in this study can be regarded as another source of uncertainty in the simulations of high precipitation values.

In all four seasons, the A2 scenario projected a rise in the percentage of months with zero precipitation, indicating that there will be greater number of dryer months in future, with increasing GHG emissions. A similar trend was seen in the projected precipitation pertaining to the B1 scenario, except in winter, when no months with zero precipitation was seen. It is noteworthy to state that the rise in the percentage of months with zero precipitation was highest in summer, for both A2 and B1 emission scenarios. In winter, the rise in the percentage of zero precipitation months was relatively low, in comparison with that of rest of the seasons, for the A2 emission scenario. In summer and spring both A2 and B1 emission scenarios indicated a slight decrease in the percentage of months with above average precipitation. In autumn and winter the changes in the percentage of months with above average precipitation was negligible for both emission scenarios.

A comparison conducted between the statistics of the raw precipitation outputs of HadCM3 corresponding to A2 and B1 GHG emission scenarios of the period 2000–2099, revealed that the differences between the averages and the standard deviations of precipitation at point [4,4] of the atmospheric domain were quite negligible in all seasons. However, the maximum of monthly precipitation simulated by HadCM3 under A2 scenario was clearly higher than that under B1 scenario in all seasons. This indicated that the relative changes in the GHG concentrations characterized by the A2 and B1 scenarios do not cause a significant difference in the long-term average and the standard deviation of precipitation simulated by HadCM3 over the study area, but the high emissions associated with A2 scenario causes HadCM3 to simulate peak precipitation values higher than those simulated with B1 scenario in all seasons. Similar characteristics are seen in the statistics of precipitation in Table 5 down-scaled using the HadCM3 outputs pertaining to A2 and B1 scenarios. When the atmospheric GHG concentration rises, it causes an imbalance in radiative energy which increases the heat energy stored in the sea leading to an increase to the sea surface temperatures (Trenberth et al., 2007). The rise in the sea surface temperature increases the rate of evaporation, hence the water vapour content in the atmosphere. These phenomena lead to intensification of the hydrologic cycle causing a rise in the magnitude of the maximum precipitation (Kunkel et al., 2013). Since the GHG emissions associated with the A2 scenario are higher in comparison to those of B1, the rise in the magnitude of the maximum precipitation is higher for A2 in all seasons as shown in Table 5.

Figure 7 depicts the exceedance curves for future A2 and B1 bias-corrected monthly precipitation for the period 2000–2099, along with the exceedance curves for the observed monthly precipitation pertaining to the period 1950–1999. According to Figure 7, it is evident that the precipitation in autumn and winter will increase with respect to the observations of the period 1950–1999, for the majority of exceedance probabilities. However, in spring there will be a drop in precipitation pertaining to the majority exceedance probabilities, and in summer a relatively small decrease in precipitation was indicated for most of the exceedance probabilities. These findings are also consistent with the numerical assessments provided in Table 5.

Smith and Chandler (2009) stated that, over the Murray Darling basin (MDB) in south east Australia, the raw precipitation output of HadCM3 under the A1B emission scenario (mid-level scenario which refers to an atmospheric CO$_2$ concentration of about 720 ppm at the end of the 21st century) shows a decrease in precipitation of about 15% for the period 2071–2099, with respect to the observed precipitation in the period 1971–2000. According to the findings of this study, at the Halls Gap post office which is located close to the southern boundary of the MDB (within it), the precipitation downscaled with HadCM3 outputs pertaining to A2 and B1 scenarios for the period 2071–2099, showed decrease of about 12% and 3.4%, respectively, with respect to the observed precipitation in the period 1971–2000. The Victorian Government Department of Sustainability and Environment (2008) stated that the median estimates obtained from the raw precipitation outputs of number of GCMs under B1 (low emissions), and A1F1 (high emissions) emission scenarios have indicated a drop in the average of precipitation in all four seasons by the year 2070 over the Wimmera region, which included the Halls Gap post office. Furthermore, it was stated that the greatest reduction in precipitation is likely to occur in spring, which is consistent with the findings of this study. Also it was stated that the intensity of extreme daily precipitation is likely to increase in the Wimmera region. However, it should be noted that there were no evidence in the literature of previous attempts on statistical downscaling of GCM outputs to precipitation at Halls Gap or its surrounding area. Future climate information for water resource planning purposes in the study area is currently based on the regional estimates derived from the raw outputs of GCMs (e.g. Commonwealth Scientific and Industrial Research Organisation, 2007) and does not provide the spatial resolution of detail that will be needed at the catchment scale.

The long-term statistics of monthly precipitation such as average, variance, extremes, and so on, extracted from the bias-corrected time series of monthly precipitation are useful for water resource planning purposes. The average of the future precipitation enables the understanding of the future water availability in a catchment, in meeting the future demand. The variance
of precipitation describes the amount of change in precipitation with respect to its average. A larger variance in future precipitation at the catchment scale shows unique challenges in managing water resources to withstand the larger fluctuations in precipitation. Greater variation in future precipitation will need to be considered in the planning and operation of water resources infrastructure, and will impact on the reliability of supply to customers. Modelling extreme low and high precipitation values are important in the management of droughts and floods, respectively.

Owing to the downscaling of GCM outputs followed by the bias-correction of downscaled precipitation, this research provides useful, area-specific information to the water resource planners (in the study area), than the currently available future climatic information derived from raw GCM outputs. In future, the methodology described in this article will be applied to a number of sites in the operational area of GWMWater (refer to Figure 1 of the first article) for producing the future precipitation projections with the outputs of multiple GCMs.

4.3.3. Caveats and uncertainties involved in the study

Statistical downscaling is a useful tool for the determination of catchment scale hydroclimatology using the GCM outputs. However, the projections produced using statistical downscaling techniques are subject to uncertainties arising from many sources such as GHG emission scenarios, GCMs, observations of predictands against which the downscaling models are calibrated and also from the downscaling techniques used (Hashmi et al., 2009). The largest uncertainty in a downscaling study often arises from the GHG emission scenarios. This is because the actual levels of GHG emissions pertaining to the future climate are not known at the time the climate projections are produced. In this study, A2 which is a high emission scenario and B1 which is a low emission scenario were used for the projection of precipitation into future. Therefore, the statistics of precipitation derived from the outputs of the downscaling model refer to two plausible climate states conditioned by high and low GHG emission levels. Hence the precipitation projections produced in this study should not be treated as definite but as plausible.

Mainly owing to the different assumptions and approximations employed in the structure, different GCMs may tend to produce different projections of the future climate (Yu et al., 2002) even under the same GHG emission scenario. This causes the downscaling models fed with the outputs of different GCMs to simulate future climate over the same study area differently. The above effect due to
the use of different GCMs is particularly evident when the predictors used as inputs to the downscaling models have a low degree of convergence among different GCMs. Johnson and Sharma (2009) found that GCMs show relatively high convergence for pressure and surface air temperature and comparably low convergence for precipitation, over Australia under both A2 and B1 GHG emission scenarios. This indicated that if the precipitation outputs of different GCMs are used as inputs to a downscaling model, it will probably tend to produce different projections of precipitation at the catchment scale. In this study, precipitation simulated by HadCM3 was used as an input to 11 of the 12 calendar month-based downscaling models, for the projection of precipitation into future. Therefore, the downscaling model used in this study will tend to produce a range of catchment scale projections of precipitation when run with the outputs of different GCMs. It should be noted that the statistics of the projection projected into future in this study correspond to the future climate simulated by HadCM3. By using the outputs of different GCMs and hence obtaining the ensemble average projection for precipitation can reduce the dependence on one specific GCM.

The uncertainties rising from the observations of precipitation also can cause the downscaling model to be less robust. In this study, the daily precipitation data were used to derive the monthly precipitation needed for the model calibration and validation and also for the correction of bias in the precipitation simulated by the downscaling model. The daily observed precipitation record at the Halls Gap post office contained 31% missing data over the period 1950–2010. These missing data have been filled by the Queensland Climate Change Centre of Excellence in the SILO database, using the spatial interpolation method described by Jeffrey et al. (2001). Since about one third of the daily precipitation observations were estimated, the record of observations at the Halls Gap post office may have introduced uncertainties to the downscaling model and also to the bias-correction.

Another possible source of uncertainty in a downscaling exercise is the downscaling technique used for deriving the relationship between the predictors and the predictand. In this study, MLR which is a linear regression technique was employed for the above purpose. Though MLR is a simple and convenient technique for developing a downscaling model, it cannot capture the nonlinear component of the relationships between the predictors and precipitation. Theoretically a complex nonlinear regression technique such as SVM or ANN could be able to better capture the relationships between the predictors and precipitation. However, the improvement to the simulations produced by such downscaling model built using a complex nonlinear regression technique over a downscaling model developed with a relatively simpler linear regression method may depend upon the degree of nonlinearity in the relationships between the predictors and the predictand.

5. Summary and conclusions

In the first article of this series of two articles, two models were developed using the MLR technique for downscaling NCEP/NCAR and HadCM3 outputs to monthly precipitation. In that study, it was realized that the model built with NCEP/NCAR outputs performed better than the model that was developed with HadCM3 outputs. The large mismatch seen between the raw precipitation output of HadCM3 and the observed precipitation in the first article, showed the need of a bias-correction. In this study the model built with NCEP/NCAR outputs (which is referred to as ‘the downscaling model’ throughout this article) was used for the future projections of monthly precipitation at the Halls Gap post office located in north western Victoria, Australia, with HadCM3 outputs corresponding to possible future climate as inputs. Also a bias-correction to the precipitation downscaled with HadCM3 outputs was performed.

The HadCM3 outputs for the 20th century climate experiment for the period 1950–1999 were standardized with the means and standard deviations of NCEP/NCAR reanalysis outputs corresponding to the period 1950–1989 (this was the calibration period of the downscaling model). Then these standardized HadCM3 outputs were introduced to the downscaling model for reproducing the observed monthly precipitation from 1950 to 1999, for the precipitation station at the Halls Gap post office. The precipitation downscaled with HadCM3 20th century climate experiment outputs were bias-corrected against the observed precipitation relevant to the period 1950–1999. The bias-correction of precipitation was performed using three different techniques: (1) EDQM, (2) MBC and (3) NBC. Each of these techniques were applied separately on the monthly precipitation downscaled with HadCM3 outputs on each calendar month. Based on the performances, the EDQM technique was identified as the most suitable method for correcting the bias in precipitation downscaled with HadCM3 outputs. The performances of the EDQM technique was validated by comparing the statistics of the precipitation downscaled with HadCM3 outputs pertaining to the COMMIT emission scenario for the period 2000–2099, with those of observed precipitation for the period 1950–1999.

HadCM3 outputs for the future climate were obtained under the A2 and B1 greenhouse emission scenarios for the projection of monthly precipitation into future. The A2 and B1 HadCM3 outputs for the period 2000–2099 were standardized with the means and standard deviations of NCEP/NCAR reanalysis outputs pertaining to the period 1950–1989. These standardized outputs of HadCM3 for the A2 and B1 emission scenarios were applied on the downscaling model for producing the future precipitation at the Halls Gap post office. The future precipitation downscaled from HadCM3 outputs corresponding to A2 and B1 emission scenarios were bias-corrected against the observed precipitation, using the EDQM technique.
The conclusions drawn from this study are:

1. When the downscaling model developed with NCEP/NCAR reanalysis data was run with HadCM3 20th century climate experiment outputs for the period 1950–1999, the model largely over-estimated the majority of monthly precipitation. There was large scatter in precipitation reproduced with HadCM3 outputs, during all four seasons.

2. After the application of EDQM, monthly bias-correction and NBC techniques for the period 1950–1999, the large over-predicting trend of precipitation reduced and turned into a more balanced over and under-predicted scatter. However, none of the bias-correction techniques could satisfactorily reduce the scatter of monthly precipitation.

3. Considering the scatter that was present in precipitation after the bias-correction, it was seen that all three bias-correction techniques hardly enhanced the accuracy of the time series of monthly precipitation.

4. In all seasons, during the period 1950–1999, EDQM, MBC and NBC techniques adequately corrected the average, the standard deviation and the coefficient of variation of monthly precipitation.

5. Following (3) and (4), it was argued that the bias-corrected precipitation should produce probability distributions of the projections more accurately than the time series.

6. For the bias-correction of monthly precipitation, EDQM was identified as the most suitable technique, employed in this study, as this method was the best in correcting the cumulative distribution (and hence the probability distribution) of the precipitation downscaled with GCM outputs. EDQM has a sound theory to model the CDF accurately.

7. If the scatter of the raw GCM outputs against NCEP/NCAR outputs was large, it was understood that the bias-corrected raw outputs of a GCM against NCEP/NCAR outputs prior to downscaling is not advantageous, than the bias-correction of the predictand (e.g. precipitation) downscaled from the same set of raw GCM outputs.

8. For the period 2000–2009, in spring, the precipitation downscaled using HadCM3 outputs pertaining to both A2 (relatively high emissions) and B1 (relatively low emissions) scenarios showed a statistically significant (at 95% confidence level) decrease in the average of monthly precipitation with respect to the average of observed precipitation of the period 1950–1999.
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