Noisy quantum phase transitions: an intuitive approach
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Abstract

Equilibrium thermal noise is known to destroy any quantum phase transition. What are the effects of non-equilibrium noise? In two recent papers, we have considered the specific case of a resistively shunted Josephson junction driven by 1/f charge noise. At equilibrium, this system undergoes a sharp quantum phase transition at a critical value of the shunt resistance. By applying a real-time renormalization group approach, we found that the noise has three main effects: it shifts the phase transition, renormalizes the resistance and generates an effective temperature. In this paper, we explain how to understand these effects using simpler arguments based on Kirchhoff laws and time-dependent perturbation theory. We also show how these effects modify physical observables and especially the current–voltage characteristic of the junction. In the appendix, we describe two possible realizations of the model with ultracold atoms confined to one dimension.
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1. Introduction

Recent years have seen increasing interest in non-equilibrium many-body quantum systems. Schematically, these systems can be divided into two categories: ‘closed’, if isolated from the environment, and ‘open’, if coupled to an external environment. In closed systems, a non-equilibrium situation can be generated by preparing the system in a given many-body quantum state and letting it evolve according to its (time-independent) Hamiltonian. The resulting dynamics depends, of course, on both the initial state and the Hamiltonian, and is therefore highly non-universal. To allow universal predictions, the initial state is often chosen as the ground state of some particular Hamiltonian. For instance, if this Hamiltonian is close to a quantum critical point, the dynamics of the system is expected to follow universal scaling laws [1–3].

In open quantum systems, one is often interested not in the dynamics of the system, but rather in the properties of a non-equilibrium steady state, arising due to the flow of energy between two (or more) baths. In many cases, one bath is modeled in terms of a classical force, such as a voltage source or an optical pump, while the second bath is treated in a full quantum manner. Depending on the details of the system, the quantum bath can be either Markovian, as usually assumed in quantum optics, or non-Markovian, as more common in solid state devices. This difference gives rise to a different formalism needed: the quantum master equation in the former case [4–6] and non-local real-time actions in the latter [7, 8].

In this paper, we focus on non-Markovian quantum baths and, in particular, zero-temperature Gaussian baths. This type of baths can be obtained by integrating out an infinite set of harmonic oscillators, initially prepared in their ground state [9, 10]. In the absence of an external pump, this problem has been widely studied in the literature, especially in the context of quantum phase transitions [11–15]. The canonical example is a quantum particle in a double well or in a periodic potential, under the effects of an Ohmic dissipative bath. If the coupling to the bath is weak, the particle occupies a coherent superposition of all minima of the potential. When
the coupling to the bath becomes strong enough, the particle localizes in one minimum of the potential, hence breaking the initial symmetry of the problem, through a universal quantum phase transition. In the case of a periodic potential, this transition corresponds to the insulator–superconductor quantum phase transition of a single resistively shunted Josephson junction. The effects of an external drive on this systems are the subject of this work.

In two recent papers [16, 17], we studied the steady state of a resistively shunted Josephson junction driven by a stochastic voltage source, corresponding to 1/f charge noise. Exploiting the scale invariance of the problem, we developed a novel analytic real-time renormalization group (RG) approach [16–19]. This approach offers a controlled way to describe the low-voltage properties of the junction. However, being expressed in terms of the Keldysh path integrals, it may appear highly non-transparent to the reader who is not familiar with this formalism. The goal of this paper is to study the same problem using simpler methods. Specifically, we will substantially rely on circuit theory, Kirchhoff laws and perturbation theory. However, we will reproduce all the main results obtained from the more involved RG calculations.

This paper is organized as follows. In section 2 we will introduce the specific model considered here, a resistively shunted Josephson junction driven by 1/f charge noise. The following three sections are devoted to the three main effects of the noise, namely: the shift of the transition (section 3), the renormalization of the resistance (section 4) and the generation of an effective temperature (section 5). In section 6 we explain how these effects concur to determine the nonlinear current–voltage characteristic of the junction. Section 7 concludes this paper with a brief summary and open questions. In the appendix, we describe a possible realization of the model using ultracold atoms in one dimension.

2. The model: a noise-driven superconducting junction

The object of the present study is the non-equilibrium device plotted in figure 1. As explained in the introduction, the circuit consists of three main elements.

1. A ‘pump’. A stochastic, time-dependent voltage source \( V_N(t) \), capacitively coupled to the resistor. This voltage source models the so-called ‘charge noise’, due to time-dependent fluctuations of charges in the substrate. Being coupled linearly to the circuit, this type of noise has two main advantages: it can be easily introduced from the outside in a controlled experiment, and it allows for an exact analytical treatment as explained below. In the following, we will consider, in particular, the case of the 1/f noise spectrum

\[
\langle V_N(\omega)V_N(\omega') \rangle = \frac{F_0}{2\pi}\delta(\omega - \omega'),
\]

where \( F_0 \) measures the strength of the noise and has units of voltage square. This parameter can be combined with the capacitance \( C \) and the electric charge (of a Cooper pair) \( 2e \) to form a unitless parameter

\[
F = \frac{F_0C^2}{(2e)^2}.
\]

As we will see, this parameter plays an important role in the physics of the problem.

2. A ‘dissipative bath’. A linear resistor, corresponding to Ohmic dissipation, which is assumed to be at equilibrium (and specifically at zero temperature). The coupling to the bath is measured by the unitless ratio \( R/R_0 \), where \( R_0 = h/(2e)^2 \) is the quantum resistance. The regimes \( R/R_0 < 1 \) and \( R/R_0 > 1 \) are termed, respectively, ‘underdamped’ and ‘overdamped’. The equilibrium quantum phase transition sits precisely at the boundary between these two regimes.

3. A ‘quantum system’. A nonlinear tunneling junction, obeying the Josephson relations

\[
\frac{d}{dt} \phi(t) = J \sin(\phi(t)),
\]

where \( h \) is the Plank constant (in order to fulfill our didactic goal we shall not put \( h = 1 \) as often done), \( \phi \) is the phase difference across the junction and \( J \) is the Josephson current (proportional to the current of Cooper pairs across the junction). The ratio between the Josephson energy \( E_J = hJ/(2e) \) and the charging energy \( E_C = (2e)^2/2C \) sets the third and last unitless parameter of the problem. The regime of \( E_J/E_C \ll 1 \) is termed ‘weak coupling’ and is realized in ultra-small junctions (where the capacitance is strongly reduced, due to the small area), while \( E_J/E_C \gg 1 \) is termed ‘strong coupling’.

The circuit of figure 1 can also be represented in terms of the quantum Hamiltonian [20, 21]

\[
H = \frac{(2e)^2q^2}{2C} + (2e)qV(t) - E_1\cos(\phi) + H_R[\phi].
\]

Here the charge \( q \) is canonically conjugated to \( \phi \). The last term \( H_R \) models the resistor as an infinite set of Harmonic oscillators. If the bath is initially prepared in the ground state, the corresponding degrees of freedom can be exactly integrated out, leading to a real-time action with non-local kernels. To avoid this complication, here we will work directly with the original circuit, rather than with its equivalent Hamiltonian representation.

3. Renormalization of the Josephson coupling

As a first step, let us consider the weak coupling regime \( E_1 \ll E_C \), and treat the Josephson coupling in a perturbative manner. If \( E_J = 0 \) (\( J = 0 \)) the fluctuations of the system are given by the linear sum of two terms: (i) the Johnson–Nyquist noise, due to the equilibrium fluctuations on the resistor; and (ii) external noise. In what follows, we will assume that the two sources are statistically independent. This is indeed a
The spectral properties of the equilibrium fluctuations of a resistor are well known and equal to \( \langle V_{\omega}V_{\omega}^* \rangle = R\hbar \text{coth}(\hbar\omega/2T) \), where \( T \) is the temperature of the resistor. For later reference we note that, if \( T > 0 \), the low-frequency tail of this spectrum is \( \langle V_{\omega}V_{\omega}^* \rangle = 2RT \), giving rise to white noise (delta-function correlated in time) commonly associated with classical thermal noise. In the zero-temperature limit the spectrum becomes

\[
\langle V_{\omega}^*V_{\omega} \rangle = R\hbar |\omega|.
\]

This specific form of the spectrum, often called ‘quantum noise’, is a non-analytic function of \( \omega \), giving rise to long-tailed correlations in time\(^5\).

We now move to the voltage fluctuations induced by the external \( 1/f \) noise. Perhaps surprisingly, we will find that their spectrum has precisely the same frequency dependence as the quantum noise, giving rise to an interesting collaboration between classical and quantum noise sources. The origin of this behavior can be traced back to the RC circuit acting as a derivative of the incoming signal\(^6\). More precisely, according to the linear circuit theory, the voltage over the resistor is \( V_{\omega} = RI_{\omega} = R/(R + i\omega C)V_{N,\omega} \). For frequencies significantly lower than \( 1/RC \), one then obtains \( V_{\omega} \approx i(\omega C)\omega V_{N,\omega} \). This approximation corresponds, in the RG language, to the choice of an ultraviolet cutoff \( \Delta_0 = 1/RC \). For a \( 1/f \) spectrum, the voltage fluctuations become:

\[
\langle V_{\omega}^*V_{\omega} \rangle = (RC)^2\omega^2\langle V_{N,\omega}^*V_{N,\omega} \rangle = R^2(2\pi e)^2\frac{F}{\sqrt{2\pi}}|\omega|.
\]

In the absence of the Josephson junction, the circuit is linear, and the two sources of noise (equilibrium and non-equilibrium) simply sum up:

\[
\langle V_{\omega}^*V_{\omega} \rangle = R\hbar |\omega| + R^2(2\pi e)^2\frac{F}{\sqrt{2\pi}}|\omega|.
\]

Note that only the first component is multiplied by \( \hbar \), highlighting its quantum origin, while the second is of completely classical origin.

A note of caution is now in place. Up to this point, we have considered \( V \) as a classical field, giving rise to real correlations \( \langle V(t)V(t') \rangle \). To enable a quantum mechanical approach to the problem, one has to keep in mind that the expectation value \( S(t-t') = \langle V(t)V(t') \rangle \) has both a real and an imaginary part. At equilibrium, these two quantities are related by the fluctuation–dissipation theorem. In the presence of the noise, this relation is violated and the two quantities need to be determined independently. The real part \( S_{\text{Re}}(t-t') = \frac{1}{2i}\langle [V(t),V(t')] \rangle \) is related to the fluctuations in the system and corresponds to (4). The imaginary part, \( S_{\text{Im}}(t-t') = \frac{1}{2i}\langle [V(t),iV(t')] \rangle \), describes the response of the system to an external probe. For \( J = 0 \) the system is linear and the response function is independent of the noise: \( S_{\text{Im}}(\omega) = \omega(1/R + i\omega C)^{-1} \).

We are now in a position to add back the Josephson coupling \( J\cos(\phi) \). For this task, we need to compute the statistics of the phase fluctuations across the junction. Using the Josephson relation \( V(t) = (\hbar/2e)\delta\phi(t) \) and (4), we obtain

\[
\langle (\delta\phi(t) - \delta\phi(t'))^2 \rangle = \frac{R}{R_Q} \left( 1 + R^2/R_Q^2 \right) \int d\omega \frac{e^{i\omega(t-t')}}{|\omega|} \frac{1}{\Delta^2(t-t')}.
\]

Here we introduced back the capacitance, through the cutoff frequency \( \Delta_0 = 1/RC \), in order to avoid the divergence of (5) at short times.

Using equation (5) we can try to estimate whether or not the Josephson junction is capable of locking the phase across the junction \( \phi \). Due to the weak dependence of the logarithm on its argument, we first estimates \( \log(\Delta_0/|t-t'|) \approx 1 \) and obtain \( \Delta^2 \approx R/R_Q(1 + R/R_Q F) \). If the phase fluctuations are small, the Josephson coupling is able to localize the phase, driving the system toward a superconducting state. If, on the other hand, the phase fluctuations are large, the Josephson coupling will have nearly no effect. As a consequence, we may naively expect a transition at \( \delta\phi^2 = 1 \) or

\[
\frac{R^*}{R_Q} \left( 1 + R^2/R_Q^2 \right) = 1.
\]

This handwaving argument can be substantiated through the powerful ideas of the RG approach. In general, the goal of any RG method is to study the macroscopic behavior of a model by gradually integrating over microscopic units. In our case, there is no spatial dependence and the RG consists of averaging over fast processes. These fast processes renormalize the tunneling coupling by ‘scrambling’ the phase across the junction. To quantify this process, we formally split the phase \( \phi \) into slow (s) and fast (f) components and average over the latter:

\[
J e^{i\phi} \rightarrow J e^{i(\phi + \phi_s)} = J e^{-\frac{i}{2} (\phi_s^2)} e^{i\phi_s} \equiv J_{\text{eff}} e^{i\phi_s}.
\]

Here we used the property of Gaussian distributions, for which \( e^{\phi_s^2} = e^{-1/2(\Delta^2)} \).

We now introduce an arbitrary frequency scale \( \Delta \) separating the fast from the slow processes. If we choose \( \Delta > J/(2e) \), it is reasonable to assume that these fast processes are independent of the Josephson coupling and their correlations are just given by (4). We then obtain that

\[
\frac{1}{2} \langle \phi_s^2 \rangle = \frac{R}{R_Q} \left( 1 + R^2/R_Q^2 \right) \int_\Delta d\omega \frac{1}{|\omega|} \approx \frac{R}{R_Q} \left( 1 + R^2/R_Q^2 \right) \log \left( \frac{\Delta_0}{\Delta} \right).
\]

Combining (7) and (8), one obtains

\[
\frac{J_{\text{eff}}}{\Delta} = \frac{J}{\Delta_0} \left( \frac{\Delta}{\Delta_0} \right)^{\frac{1}{2} (1 + \frac{\Delta^2}{R^2 F})^{-1}}.
\]

\(^5\) Recall that the derivatives of a function correspond to the momenta of its Fourier transform: if a function is non-analytic, its Fourier transform must have long tails.

\(^6\) For instance, if the incoming voltage is a step function, the current through the resistor, and hence its voltage, has a short exponentially decaying pulse, similar to a delta function.
On the other hand, in the strong coupling limit, the critical resistance \( R^* \) is larger than \( R_Q \) and the superconductor is stabilized. Our intuitive approach makes evident the origin of this effect: the noise increases the fluctuations of both the phase and the charge, always stabilizing the delocalized phase (i.e. the insulator at weak coupling and the superconductor at strong coupling). The same would be true for pure thermal fluctuations, which, however, would not change the critical correlations accordingly.

4. Response function and renormalization of the resistance

The second major effect discovered in [17] is the generation of an effective temperature. To understand the origin of this effect and its intuitive meaning, we need to consider higher order processes in the Josephson coupling, related to feedback effects. As discussed above, the noisy \( RC \) circuit generates (non-equilibrium) voltage fluctuations with \( |\omega| \) spectrum, which translate into phase fluctuations, according to the Josephson voltage law. Then, following the Josephson current law, the phase fluctuations translate into current fluctuations which are fed back into the RC circuit. When these current fluctuations pass through the resistor, they generate additional voltage fluctuations that correct the original voltage spectrum and so on and so forth (see figure 3).

To second order in the Josephson coupling, we then have

\[
\delta S(t - t') = R^2 J^2 \frac{1}{\omega} \left( \sin(\phi(t)) \sin(\phi(t')) \right)
\]

\[
= R^2 J^2 e^{-\frac{1}{\omega} (|\phi(t)-\phi(t')|^2)}.
\]  

\[
\delta S_{\text{RC}}(t) = R^2 J^2 \cos(R(t)) e^{-C(t)},
\]

\[
\delta S_{\text{lim}}(t) = R^2 J^2 \sin(R(t)) e^{-C(t)}.
\]

For the specific choice of the cutoff introduced in [17], \( C(t) \) is given by (5) and \( R(t) \) by \( R / R_Q \tan(\tau / \Delta_0) \).

Let us first consider the contribution to the response of the junction \( \delta S_{\text{lim}}(t) \). The Fourier transform of this function is plotted in figure 4(a) at equilibrium (solid curve) and in the presence of a strong \( 1/f \) noise (dashed curve). The comparison between the two curves shows a remarkable difference. At equilibrium the slope of the curve tends to zero as \( \omega \to 0 \), while in the presence of noise it tends to a constant. This trend is highlighted in figure 4(d), where the zero-frequency limit of the derivative of \( \delta S_{\text{lim}}(\omega) \) is shown as function of the noise strength \( F \). At low frequencies, we can approximate the contribution to the response of the system as \( \delta S_{\text{lim}} \approx \omega \partial_\omega S\text{lim}(\omega = 0) \). This term sums up to the pre-existing (bare) response \( S_{\text{lim}} \approx R \omega \). We conclude that the resistance is
5. Voltage fluctuations and the effective temperature

We now move to the third main effect of the external noise, namely the generation of an effective temperature. For this task, we need to consider the contributions of the Josephson coupling to the voltage fluctuations of the junction $S_{R_G}(\omega)$. The relevant expression is given in (14) and depicted in figure 4(c). We note a significant difference between the low-frequency behavior at equilibrium and in the presence of $1/f$ noise. The equilibrium curve tends to zero at zero frequency, while the non-equilibrium curve has a finite zero-frequency component. This feature is highlighted in figure 4(b), where the value of the zero-frequency component of $\delta S_{Re}$ is shown as a function of the noise strength $F$.

The zero-frequency component of $\delta S_{Re}$ is the origin of the finite effective temperature. As we discussed in the introduction, a finite temperature corresponds to white noise with the spectrum $S_{Re} = RT$. Here the spectrum is highly nonlinear, but at low enough frequencies, we can neglect the bare term $\sim |\omega|$ and approximate $S_{Re}(\omega) \approx \delta S_{Re}(\omega = 0)$ to obtain

$$T_{eff} = \frac{1}{R} \delta S_{Re}(\omega = 0).$$

(17)

It is worth noting that this effective temperature has to be understood only in an RG sense. It only determines the low-frequency behavior of the junction, while the high-frequency behavior is still strongly out of equilibrium.

This effective temperature has drastic effects on the phase diagram, transforming the sharp phase transition into a smooth crossover, schematically depicted in figure 2(c). As we have explained above, the original predictions of a sharp transition [16] were based on the power-law dependence of the renormalized Josephson coupling, equation (9). However, as we now understand, this equation is valid only at frequency scales larger than $T_{eff}/h$. At this scale the thermal noise sets in and leads to an exponential decay of the effective Josephson coupling. For the superconducting behavior to be observable, one has to require the renormalized Josephson coupling at the scale $\Delta = T_{eff}$ to be larger than the effective temperature itself, or

$$\frac{J}{\Delta_0} > \left( \frac{T_{eff}}{\Delta_0} \right)^1 \left( \frac{1}{\frac{\Delta_0}{\Delta_0} F} \right).$$

(18)

Recalling that $T_{eff} \sim J^2$ we find that, if $R/R_Q(1 + (R/R_Q)F) < 1/2$, condition (18) is always satisfied for $J \to 0$. In the intermediate regime $1/2 < R/R_Q(1 + (R/R_Q)F) < 1$, on the other hand, a finite $J$ is needed to obtain a superconductor.

6. Renormalization of the current–voltage characteristic

In the previous sections we described the effects of the noise on the renormalization of the model and on the resulting phase diagram. Here, we will describe how these effects...
can be probed by measuring the nonlinear current–voltage characteristic of the model. Time-dependent perturbation theory [17] shows that the difference between the total current in the junction and the current passing through the resistor $I_s = I - V/R$ is given by

$$I - V/R = J^2 \int dt \left[ \cos \left( \phi(t) + \frac{2eVt}{h} \right) \cos(\phi(0)) \right]$$

$$= J^2 \int dt \ e^{i(2eVt)/h} \Im(\cos(\phi(t)) \cos(\phi(0)))$$

$$= \frac{1}{2} R^2 \delta S_{\text{Im}} \left( \omega = \frac{2eV}{h} \right),$$

where we used the definition of $\delta S_{\text{Im}}$ given in equation (15).

Let us now study the behavior of this function in different regimes. For small voltages, we can expand $\delta S_{\text{Im}}$ in Taylor series of the frequency to obtain

$$I = \frac{V}{R} \left[ 1 - \frac{1}{R} \partial_\omega \delta S_{\text{Im}}(\omega = 0) \right].$$

Inverting this expression we obtain

$$\partial_\omega \delta S_{\text{Im}}(\omega = 0) = \frac{RI - V}{V/R} \approx \delta V/I = \delta R.$$

This identity, already given in section 4, acquires now a clearer significance: the low-frequency slope of $\delta S_{\text{Im}}$ corresponds to a renormalization of the low-voltage resistance.

At larger voltages the junction deviates from this linear slope according to

$$I - V/(R + \delta R) = \frac{1}{R^2} [S_{\text{Im}}(\omega) - \omega \partial_\omega S_{\text{Im}}(\omega)].$$

This quantity is plotted in figure 5 on a log–log scale and clearly displays an algebraic dependence. To understand this behavior, we consider the long-time limit of $S_{\text{Im}}(t) \sim t^{-2R/R_0(1+FR/R_0)}$, leading to $\delta S_{\text{Im}}(\omega) \sim \omega^{2R/R_0(1+FR/R_0)-1}$ or $I - V/(R + \delta R) \sim V^{2R/R_0(1+FR/R_0)-1}$. This power-law dependence is a direct consequence of the renormalization of the Josephson coupling discussed in section 3.

Note that the nonlinear behavior precisely disappears at the phase transition, where equation (23) gives $I \sim V$. Thus, measuring the nonlinear IV curve allows us to determine the correct position of the phase transition. This conclusion is, however, modified when one takes into account the presence of a finite effective temperature. As discussed in section 5, the predicted power-law behavior will terminate at the frequency scale $\omega = T_{\text{eff}}$. This poses a limitation on our capability of distinguishing between the different phases, thus transforming the sharp phase transition into a smooth crossover.

7. Summary and discussion

In this paper we consider the noise-driven resistively shunted Josephson junction, originally proposed in [16, 17]. With respect to these two works, here we focus on the intuitive derivation and understanding of the results. Following the ideas proposed in [14], we present the first-order results of the RG as a time-dependent average over fast processes. For the second-order processes, involving the renormalization of the temperature and the resistance, we present even simpler calculations, based on time-dependent perturbation theory.

The resulting non-equilibrium effects significantly modify the resulting phase diagram, as probed by the current–voltage characteristic of the junction. The renormalization of the resistance affects the slope at the low current limit of the curve; the renormalization of the Josephson tunneling determines the nonlinear behavior at larger voltages; and the effective temperature sets the transition frequency between these two regimes.

One important effect that we did not consider here (nor in any of our previous papers) are the deviations from $1/f$ noise. It is known that experimental spectra always deviate from this theoretical curve. Based on dimensional analysis it is natural to distinguish between noise sources affecting the long-time behavior of the correlations (relevant noise) and those that leave it unchanged (irrelevant). Without pretending to study this problem in depth, we have computed numerically the effective temperature and the renormalization of the resistance for specific cases of relevant and irrelevant noise sources.
In general, we found that the renormalization of the temperature is always present, independent of the relevance of the noise, in agreement with the general arguments given in section 5. The renormalization of the resistance, on the other hand, strongly depends on the relevance of the noise. Two specific examples are given in figure 6. In the case of a relevant noise source (solid curve), the renormalization of the dissipation is extremely large even for pretty low noise strengths. In the case of an irrelevant source (dotted-dashed curve), on the other hand, the renormalization of the dissipation is negligible. A complete understanding of these effects is still lacking.
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Appendix. Experimental realization with ultracold atoms

In this appendix we discuss two possible ways to realize and probe the noisy shunted Josephson junction (1), using ultracold atoms confined to one dimension (see figure A.1). In both realizations, the dissipative bath corresponds to the low-energy excitations (phonons) of the liquid. In one dimension the phonons have universal properties [23]: their spectrum is linear and their spectral density constant. When integrated out, these modes precisely correspond to a linear resistor [15].

The easiest way to understand the mapping between the one-dimensional (1D) system and the resistor is to compute the correlation function of the displacement field \( \theta(x, t) \) in the 1D model and to compare them with the (equilibrium) correlations of the phase across the junction \( \phi(t) \). If the phonons are prepared in their ground state, the correlations are:

\[
\langle \theta(x, t)\theta(x', t') \rangle = \sum_q \langle \theta_q \rangle^2 \cos(qc x) \cos(qc x') \propto K \log(\frac{ct}{a}).
\]

Here \( \omega_q = qc \) is the spectrum of the phonons and \( a \) is the average atomic distance (which acts as a UV cutoff). In the second identity, we used the fact that the zero-point motion of a harmonic oscillator is proportional to the inverse of its eigenfrequency and we introduced the proportionality constant \( K \). For the proper choice of units, both the field \( \theta \) and the parameter \( K \) are unitless. See [24] for a detailed derivation of the relation between \( K \) (the ’Luttinger parameter’) and the microscopic parameters of the models. At equilibrium, (A.1) and (5) coincide, provided that we identify \( K \rightarrow R/R_Q \) and \( \theta(x, t) \rightarrow \phi(t) \).

We now move to the physical realization of the Josephson coupling \( J \). Following the pioneering work by Kane and Fisher [15], our first proposed realization consists of a local impurity weakly coupled to the 1D system. As is known from the literature [24], the energy associated with a (backscattering) impurity at position \( x_0 \) is \( H_{\text{impurity}} = V\rho(x = x_0) = V\cos(2\theta + 2\pi x_0/a) \). To drive the system out of equilibrium, we propose to stochastically shift the position of the impurity as a function of time, with \( 1/f \) spectrum, such that \( \langle X_0(\omega)X_0^*(\omega) \rangle = (\omega/a)^2 F/|\omega| \). To make a direct connection with the noisy Josephson junction (1), it is enough to define a new variable \( \phi(t) = \frac{1}{\pi} (\theta(t) - \pi X_0(t)/a) \). For this coordinate the bare fluctuations are given by the sum of an equilibrium \( \sim K/|\omega| \) and a non-equilibrium \( \sim F/|\omega| \) component and the nonlinear coupling \( \cos(\phi) \) is time independent.

Having established a formal equivalence between the noisy shunted Josephson junction and a vibrating impurity in a 1D liquid, we now describe the physical consequences of this equivalence. For a shunted Josephson junction the natural physical quantity to look at is the nonlinear \( I-V \) curve. In the proposed realization, a finite current bias \( I = \bar{Q} \) can be induced by dragging the impurity at a constant velocity (in addition to the random \( 1/f \) fluctuations), \( \bar{X}_0(t) = a\bar{I}/(2e) \). The supercurrent \( I_x \sim \sin(\phi) \) can be probed by measuring the atomic density at the distance \( a/2 \) from the impurity \( \rho(x = X_0 + a/2) = \cos(2\phi + \pi X_0(t)/a + \pi/2) \), thus giving access to the nonlinear \( I-V \) curve of the junction.

Our second proposed realization is depicted in figure A.1(b). It consists of two parallel 1D tubes, whose anti-symmetric modes realize the dissipative bath. If the tunneling between the tubes is allowed only at a given position, it immediately maps into a Josephson coupling \( V_{\text{tunneling}} = t\cos(\delta\phi) \), where \( \delta\phi = \phi_1 - \phi_2 \) is the phase difference between the two tubes and \( t/\hbar \) the tunneling rate. To introduce time-dependent noise in the system, we propose to apply a time-dependent potential difference between the tubes, and to define accordingly \( \phi = \delta\phi + \int \text{d}r \ V(t) \). With respect to the previous realization, the voltage difference appears in the effective field with an additional integral over time. Thus, to mimic the \( 1/f \) charge noise, we need to consider a voltage spectrum \( \langle V^*(\omega) V(\omega) \rangle \sim |\omega| \). In fact, this type of noise is easier to generate than \( 1/f \) noise because its correlations decay algebraically rather than logarithmically.

In this second realization, we can mimic a constant current bias by applying an additional dc potential difference between the two tubes. The supercurrent can be probed by measuring the interference fringes of the two condensates (at the position of the tunneling junction), on the lines of [25]. For high voltage differences, the interference fringes completely disappear, corresponding to a linear \( I-V \) curve.
As we lower the voltage, the fringes are expected to slowly reappear, indicating a nonlinear $I$–$V$ curve of the original model.
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