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Abstract

Although deep neural networks are successful for many tasks in the speech domain, the high computational and memory costs of deep neural networks make it difficult to directly deploy high-performance Neural Network systems on low-resource embedded devices. There are several mechanisms to reduce the size of the neural networks i.e. parameter pruning, parameter quantization, etc. This paper focuses on how to apply binary neural networks to the task of speaker verification. The proposed binarization of training parameters can largely maintain the performance while significantly reducing storage space requirements and computational costs. Experiment results show that, after binarizing the Convolutional Neural Network, the ResNet34-based network achieves an EER of around 5% on the Voxceleb1 testing dataset and even outperforms the traditional real number network on the text-dependent dataset: Xiaole while having a 32x memory saving.

Index Terms: speaker verification, binarized neural network, neural network compressing

1. Introduction

In the past few years, the performance of speaker verification systems has been improved tremendously due to the rapid development of neural networks, including Residual Neural Networks (ResNet) [3], long-short term memory recurrent neural network (LSTM-RNNs), etc.

These neural network based systems outperform the traditional i-vector systems on several benchmark databases in terms of equal error rate (EER) and minimum detection cost function (minDCF) [4]. While the deeper convolutional neural networks (CNN) greatly improves the performance of systems on the speaker verification task, it requires considerable computational power and memory for both training process and inference stage, which results in that those systems perform well on high computational power and memory devices but being infeasible to be deployed on low-resource embedded devices [5]. Thus, some recent studies are focusing on how to speed up the inference of deep neural networks and reduce the size of the model while keeping the performance degradation in a small and acceptable range.

Prior studies have shown that there exists large redundancy in the deep network structure [6, 7], and the redundant computation will lead to a waste of computational resources. Thus it is possible for one to maintain the performance of a deep-network based system while reduce a large portion of its model’s parameters. Up till now, the approaches aimed at compressing the neural networks can be mainly classified into several categories: parameter pruning [7, 9, 10], parameter quantizing [11, 12, 13], low-rank parameter factorization [14, 15], transferred/compact convolutional filters [16, 17], and knowledge distillation [18, 19]. For parameter pruning and quantizing, they mainly focus on parameter pruning and cutting down the parameter space. In prior researches, researchers have tried applying neural network compressing mechanisms to speaker verification systems. Those studies mainly focused on applying knowledge distillation mechanisms to their systems [20, 21]. In this paper, we apply parameter binarization mechanism, which is a derivative of parameter quantization to compress the neural network in the speaker verification system.

Binarized parameters can have two possible values -1(0) or +1. As all the values can be represented within a single bit, the memory cost for inferring the neural network model will be largely reduced. In addition, all the element-wise multiplication in the matrix computation can be simplified as addition/subtraction, which will also reduce the computational cost at the inference stage. Previous works in image processing community like BNN [22] and XNOR-Net [5] have shown that the binarized networks can keep an acceptable accuracy while reducing 32× memory costs at the inference stage. Furthermore, if the binarizing certain layers would greatly degrade the performance of the networks we can conclude that these layers are the critical paths; in other words, these layers are not redundant.

Thus the study of binarizing the neural networks can also help the development of the full-precision neural networks. In this paper, we applied the Binary-Weight-Networks (BWN) quantization which uses +1/-1 as its parameter values.

The main contribution points are summarized as follows:

- We binarize the front-end network of the original speaker verification system. We only binarize the parameters of the front-end convolutional layers while keep the input and the gradient update using full precision number calculation.
- We perform experiments on both text-dependent speaker verification datasets Xiaole [23] and text-independent speaker verification Voxceleb1 [24].
- Based on the experimental results, we found that using ReLU function as the activation function performs better comparing to applying PReLU [25] mentioned in prior studies [26] of binary neural networks.
- We compute the total size of the binarized parameters and find that we can compress the space to 1/32 of the original size if the corresponding underlying code for binarization is well implemented.

2. Binary Weight Neural Networks

In this section, we will introduce the binarization function we used, how we apply it to the parameter gradients calculation,
how we backpropagate the loss and the way we update the model parameters.

2.1. Binarization Function

In order to reduce the model size, we constrain model parameters to $-1/1$, as those two values are competitive under a hardware perspective [22]. There are two main binarization functions in the prior studies [6][22]:

$$x^b = \text{Sign}(x) = \begin{cases} 
+1 & \text{if } x \geq 0 \\
-1 & \text{otherwise} 
\end{cases}$$  \hspace{1cm} (1)

$$x^b = \begin{cases} 
+1 & \text{with probability } p = \sigma(x) \\
-1 & \text{with probability } 1 - p 
\end{cases}$$  \hspace{1cm} (2)

where $\sigma$ in [22] is the "hard sigmoid" function:

$$\sigma(x) = \text{clip}(\frac{x+1}{2}, 0, 1) = \max(0, \min(1, \frac{x+1}{2}))$$  \hspace{1cm} (3)

In this paper, like [22] we apply equation (1) as our binarization function as it is the optimal solution of the binary operation mentioned in the following section. Meanwhile, (1) is also easier to be implemented and costs less computational resources in both training and inferring.

2.2. Binarization Process

First, we denote the input tensor of a CNN as $I$. ($I \in \mathbb{R}^{c \times w \times h}$), where ($c, w, h$) represents channels, width and height respectively. $W$ is the set of the weight filter of a single layer of CNN. ($W \in \mathbb{R}^{c \times w_0 \times h_0}$, where $w_0 \leq w, h_0 \leq h$).

2.3. Convolutional Layer Binarization

A binary weight network [5] uses a binary filter $B \in \{+1, -1\}^{c \times w_0 \times h_0}$ and a scaling factor $\alpha \in \mathbb{R}^+$ such that we can simulate the real number filters by using $W \approx \alpha B$. Thus, a convolutional operation can be approximated by:

$$I \ast W \approx (I \oplus B)\alpha$$  \hspace{1cm} (4)

where $\oplus$ represents a convolution computation without any multiplication. As all the weight values are either $+1$/$-1$, then all the operations can be viewed as additions and subtractions.

In order to keep the performance of the binary neural networks as much close to the real number neural networks as possible, it is necessary for the binary convolutional operation as much close to the full precision convolutional operation as possible. Thus the optimization problem would be transformed into [5]:

$$J(B, \alpha) = ||W - \alpha B||_2 \quad \alpha^*, B^* = \arg \min_{\alpha, B} J(B, \alpha)$$  \hspace{1cm} (5)

By expanding the (5):

$$J(B, \alpha) = \alpha^2 B^T B - 2\alpha W^T B + W^T W$$  \hspace{1cm} (6)

as $B^* \in \{-1, +1\}^d$, where $d = c \times w_0 \times h_0$, thus $B^T B = n$ is a constant. At the same time, as $W$ is the weight of a single convolutional layer, it is also known, s.t. $W^T W = k$ can be treated as a constant, too. Then (6) can be rewritten as $J(B, \alpha) = \alpha^2 n - 2\alpha W^T B + k$. Thus, the optimization problem for $B$ can be transformed to

$$B^* = \arg \max_B \{W^T B\} \quad \text{s.t. } B \in \{+1, -1\}^{c \times w_0 \times h_0}$$  \hspace{1cm} (7)

Therefore, the solution [5] for (7) is:

$$B_* = \text{Sign}(B_*)$$  \hspace{1cm} (8)

Based on (8) we can get

$$\alpha^* = \frac{W^T \text{Sign}(W)}{n} = \frac{1}{n} ||W||_F$$  \hspace{1cm} (9)

In other words, the optimal solution for $\alpha$ is the average value of the weight values.

2.4. Activation Function for Binary Weight Networks

In the traditional ResNets, Rectified Linear Unit (ReLU) is applied as the activation function. In the prior study of the Binary Neural Networks like [26], they applied PReLU as shown in [25] Fig. 2 as the activation function. But based on our experiments, the PReLU activation has great negative effect on our binarized systems as shown in Table [1]. Thus, we choose to apply ReLU as our activation function.

2.5. Training the Binary Weight Neural Networks

In this paper, we mainly use the method from [5] to train the Binary Weight Neural Networks. But there exists tiny difference. The steps of training a CNN can be splitted into 3 steps: forward pass, backward pass and parameters update. The whole training process is shown in Algorithm [1], and we will introduce the training steps in detail within the following sections.

2.5.1. Forward

In the initial Binary-Weights-Networks [5], the weights are binarized in the forward process. But based on our experiments, not binarizing the weights in this process will bring better performance. As not binarizing the weights in this process would keep the information of the full precision neural networks to the greatest extent.

2.5.2. Backward and Parameters Update

We use the same approach for calculating gradient for the Sign function [22]. That is, when the binary quantization is $x^b = \text{Sign}(x)$, then the gradient $\frac{\partial C}{\partial x}$ is

$$g_a = g_a \cdot 1_{|x| \leq 1}$$  \hspace{1cm} (10)

The gradient in the backward process would be calculated as

$$\frac{\partial C}{\partial W_i} = \frac{\partial C}{\partial W} \left(\frac{1}{n} + \frac{\partial \text{sign}(\alpha)}{\partial W} \alpha\right)$$  \hspace{1cm} (11)

It is necessary to use full precision real number for updating the parameters [5] as during gradient descending process, the changes for the parameters are tiny, if we do not apply the high precision number updating stategy, then the binarization step would ignore the changes, which may lead the network remain unupdated.

2.5.3. Binary Training Algorithm

For the training process described in Algorithm [1], we apply the similar procedure as that in [5]. First, we use the standard forward propagation (full precision real number) to calculate $Y$: predicted speaker’s label. Then we binarize the weight filters at each layer by computing $B$ (sign of weight parameters) and $A$ (average value of weight parameters). After that, we do the
backward propagation (using the binarized weight filters $\hat{W}$ to calculate the gradients). For the last step, we apply the standard update rules for parameters and learning rate. In this work, we use SGD optimizer with momentum to update parameters.

### 3. Experiments

#### 3.1. Experiments Setup

##### 3.1.1. Datasets.

We use **Voxceleb1 dev** [24] as text-independent speaker verification training dataset, which contains over 1200 speakers and over 140,000 utterances. For text-independent speaker verification testing, we use **Voxceleb1** test dataset, which contains 40 speakers and over 4000 utterances. For the text-dependent speaker verification, we use part of **Xiaole** [23] dataset. **Xiaole** dataset has 550 speakers in total. In this paper, we only use close-talk utterances in **Xiaole** for training and testing. The training set we used contains around 300 speakers and over 34,000 close-talk utterances from the training dataset of **Xiaole**, while the dataset we used for testing contains 97 speakers and over 11,000 close-talk utterances from the testing dataset of **Xiaole**.

##### 3.1.2. Implementation Details.

We use Pytorch to implement all our experiments. We’ve adopted binarized ResNet34, and TDNN, as the frontend embedding module, and neural network based Classifier with CrossEntropy or GE2E loss for training. For back-end scoring, we tried both Probabilistic Linear Discriminant Analysis (PLDA) and computing the cosine similarity between two embeddings for verification. For both ResNet and TDNN, we adopt the SGD optimizer with a momentum factor of 0.95, set the starting learning rate to be 0.01, and the learning rate will decay 90% every 10 epochs. For experiments with GE2E loss, we set the batch size to 40, with 5 speaker, who each has 8 utterances in the batch. For the ResNet34, we did not apply dropout strategy and we set the embedding size to be 128.

#### 3.2. Text-independent Speaker Verification

The baseline in Table 1 is based on the end-to-end speaker verification system proposed in [27]. Based on the equal error rate (EER) and minimum detection cost function (minDCF), we could observe that: if we only binarize the original CNN based speaker verification system, the performance of the system would be largely degraded. But with the help of the back-end PLDA scoring, the binarized system can achieve similar performance comparing to the full precision real number system. Obviously, PLDA have tremendous improvement on the binarized system, while it has little affect on the full precision real number based system. One reason may be that: binarized systems have much smaller model-space than that of the full-precision number based systems, thus it has weaker performance in recognizing the difference between different speakers. As the PLDA scoring helps to minimize the distance between the embeddings of the same speaker while maximizing the distance between the embeddings of different speakers, PLDA improves the capability of recognizing different speakers of the binarized system. In addition, the end-to-end i.e. GE2E loss

| Network Variations | Operations used in Convolution | Memory Saving (inference) | Computational Saving (inference) |
|--------------------|--------------------------------|---------------------------|---------------------------------|
| Standard Convolution (32-bit float) | Real-Value Inputs 0.32–0.325 0.35–0.36 | - | + |
|                   | Real-Value Weights 0.25–0.10 0.07–0.02 | 1x | 1x |
|                   | x | - | + |
|                   | ~32x | - | + |
| Binary Weight | Real-Value Inputs 0.32–0.125 0.39 | - | + |
|                  | Binary Weights 1-1-1-1 | 1x | 1x |
|                   | ~2x | - | + |

Figure 1: Binary Weight Networks

Figure 2: PReLU Activation

Algorithm 1: Binary Weight CNN Training

**Input:** A mini batch of inputs and targets ($I,Y$), cost function $C(Y,Y)$, current weight $W^l$ and current learning rate $\eta^l$

**Output:** weight $W^{l+1}$ and learning rate $\eta^{l+1}$ after update

1. $Y = Forward(I, W^l)$ // Here we do not use binary forward as it was in [5]. We just use standard forward propagation.
2. Binarize weight filters, $L$ layers in total;
3. for $l = 1$ to $L$ do
4. for $k^{th}$ filter in $l^{th}$ layer do
5. $A_{lk} = \frac{1}{n} \|W_{lk}^n\|_1$;
6. $B_{lk} = \text{Sign}(W_{lk}^n)$;
7. $W_{lk}^t = A_{lk} B_{lk}$;
8. end
9. end
10. $\frac{dC}{dW} = \text{BinaryBackward}(\frac{dC}{dY}, \hat{W})$ // standard backward propagation except that gradients are computed using $\hat{W}$ other than $W^l$.[3];
11. $W^{l+1} = \text{UpdateParameters}(W^l, \frac{dC}{dW}, \eta^l)$;
12. $\eta^{l+1} = \text{UpdateLearningrate}(\eta^l, t)$;

The baseline in Table 1 is based on the end-to-end speaker verification system proposed in [27]. Based on the equal error rate (EER) and minimum detection cost function (minDCF), we could observe that: if we only binarize the original CNN based speaker verification system, the performance of the system would be largely degraded. But with the help of the back-end PLDA scoring, the binarized system can achieve similar performance comparing to the full precision real number system. Obviously, PLDA have tremendous improvement on the binarized system, while it has little affect on the full precision real number based system. One reason may be that: binarized systems have much smaller model-space than that of the full-precision number based systems, thus it has weaker performance in recognizing the difference between different speakers. As the PLDA scoring helps to minimize the distance between the embeddings of the same speaker while maximizing the distance between the embeddings of different speakers, PLDA improves the capability of recognizing different speakers of the binarized system. In addition, the end-to-end i.e. GE2E loss
Table 1: Text-independent speaker verification experiments on Voxceleb1

| Model                  | Loss  | Back-end | Activation | EER/minDCF |
|------------------------|-------|----------|------------|------------|
| ResNet34 (float32)     | CrossEntropy | Cosine Similarity | ReLU    | 3.31%/-   |
| ResNet34 (float32)     | CrossEntropy | PLDA      | ReLU    | 3.26%/-   |
| ResNet34 (binary)      | GE2E   | Cosine Similarity | ReLU    | 9.72%/0.642 |
| ResNet34 (binary)      | GE2E   | PLDA      | ReLU    | 7.89%/0.674 |
| ResNet34 (binary)      | CrossEntropy | Cosine Similarity | ReLU    | 9.96%/0.794 |
| ResNet34 (binary)      | CrossEntropy | PLDA      | ReLU    | 24.97%/0.90 |
| BIG_ETDNN (binary)     | CrossEntropy | Cosine Similarity | ReLU    | 5.35%/0.520 |

Table 2: Text-dependent speaker verification experiments on Xiaole

| Model                  | Loss  | Back-end | Activation | EER/minDCF |
|------------------------|-------|----------|------------|------------|
| ResNet34 (float32)     | CrossEntropy | Cosine Similarity | ReLU    | 4.46%/0.406 |
| ResNet34 (binary)      | CrossEntropy | Cosine Similarity | ReLU    | 3.33%/0.456 |
| ResNet34 (binary)      | CrossEntropy | PLDA      | ReLU    | 3.09%/0.321 |

Table 3: Parameters and Size of Binary Weight Networks

| Model      | Params | Precision |
|------------|--------|-----------|
| ResNet34   | 21.6M  | float32   |
| ResNet34   | 675K   | binary    |
| BIG_ETDNN  | 18.7M  | float32   |
| BIG_ETDNN  | 584K   | binary    |

Figure 3: XNOR Bit Wise Computation

would also help to improve the binarized system, and the system trained on GE2E loss can also take advantage of the PLDA.

3.3. Text-dependent Speaker Verification

We apply the same system with text-independent speaker verification\cite{27} to create the baseline for the text-dependent speaker verification task. From Table 2, it is clear that the performance of the binarized CNN system is over 20% better than that of the real number based systems. With the help of the PLDA scoring, the system performs even better. The better performance of the binarized system on text-dependent speaker verification task may due to the less requirements of the model space of the text-dependent verification task.

3.4. Size of Binarized Model

Though the real number based CNN systems are best known for its high performance, the size of the CNN based systems are so large that they can not easily be applied to the low-resource embedded devices. In Table 3, we find that, with appropriate implementation, the space needed for the binarized model is about 1/32 less than that of the real number based systems. Which makes the binarized systems possible to be applied to the embedding devices while keeping the similar performance comparing to the real number systems.

3.5. Computational Cost of Binarized Model

We did binarize the weight filters of the Convolutional Neural Network layer, but as we did not binarize the input as did. As a result, our system still need to apply floating points calculation other than bit-wise computation in [5] as shown by Fig. 3. But as all the weights are either +1/-1 as mentioned in section 2.3, the computation can be simplified from multiplications to additions and subtractions. As the costs for the multiplication is higher than additions/subtractions for some low-resource embedded devices, thus our system will also reduce the computational costs at the inference stage.

4. Conclusion

In this paper, we show that Binary-Weight-Networks can be applied to speaker verification systems while maintaining its performance to the large extent. By binarizing the frontend CNN model, we dramatically reduce the space requirement of some high performing speaker verification systems. But the problem brought by large computational cost still remains, as the inputs of our binarized systems are still real numbers. So that in the inference process, the binarized parameters will be cast to the full precision float numbers for calculation. Even though the calculation is still floating calculation, as mentioned above, all the calculation can be cast to the addition and subtraction operation. Thus with proper implementation, theoretically, the computational costs at inference stage can be reduced at least 50% as shown in Fig. 4. For the future studies, we could try to apply Xnor-Net [5] to the speaker verification system to further reduce the computational cost.
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