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ABSTRACT. We study relative precompleteness in the context of the theory of numberings, and relate this to a notion of lowness. We introduce a notion of divisibility for numberings, and use it to show that for the class of divisible numberings, lowness and relative precompleteness coincide with being computable.

We also study the complexity of Skolem functions arising from Arslanov’s completeness criterion with parameters. We show that for suitably divisible numberings, these Skolem functions have the maximal possible Turing degree. In particular this holds for the standard numberings of the partial computable functions and the c.e. sets.

1. Introduction

A numbering is a surjective function $\gamma : \omega \to S$ to a given set of objects $S$. The computability theoretic study of numberings was initiated by Ershov [8] in a series of papers. For a given numbering $\gamma$, we can consider two functions to be equivalent if their values are mapped by $\gamma$ to the same objects in $S$. A key notion in the theory is the notion of precompleteness, which says that every partial computable (p.c.) function has a total extension modulo the numbering. Among other things, Ershov showed that Kleene’s recursion theorem [11] holds for any precomplete numbering. The recursion theorem is then the special case for the numbering of the p.c. functions. The recursion theorem has been generalized in several other ways. For example, Arslanov [5] generalized the recursion theorem from the computable functions to the class of functions computable from a Turing incomplete c.e. set. This gives a completeness criterion for c.e. sets: A c.e. set is Turing complete if and only if it can compute a fixed point free function. Selivanov [15] proved that Arslanov’s theorem also holds for any precomplete numbering. (This result was also discussed in Barendregt and Terwijn [6], who considered fixed point theorems in the more general setting of partial combinatory algebras.) Another generalization of the recursion theorem, simultaneously generalizing Arslanov’s theorem and a theorem of Visser [21], was given in Terwijn [19]. This is a result about the standard numbering of the computably enumerable (c.e.) sets, and it is currently open whether this also holds for every precomplete numbering. Variations of Arslanov’s completeness criterion that arise by considering different kinds of fixpoints were studied in Jockusch et al. [10].

In this paper, we study relative precompleteness, that is, for a given oracle $A$ we consider which numberings $\gamma$ have the property that every $A$-p.c.
function has a total $A$-computable extension modulo $\gamma$. We introduce a notion of lowness (Definition 2.3), and show that for a certain class of divisible numberings that includes the standard numberings of the p.c. functions and the c.e. sets, lowness and $A$-precompleteness are equivalent to $A$ being computable (Theorem 3.6).

We then proceed to study the complexity of Skolem functions that arise from Arslanov completeness criterion with parameters. It was shown in Terwijn [20] that these Skolem functions in general cannot be computable. Here we use the notions of lowness and divisibility from the first part of the paper to show that they have the maximal possible Turing degree (Corollary 4.5).

Our notation from computability theory is mostly standard. In the following, $\varphi_n$ denotes the $n$-th partial computable (p.c.) function, in some standard numbering of the p.c. functions. Similarly, $W_n$ denotes the $n$-th computably enumerable (c.e.) set, in some standard numbering of the c.e. sets. We denote these numberings as $\varphi_{(-)}$ and $W_{(-)}$ respectively. Partial computable functions are denoted by lower case Greek letters and (total) computable functions by lower case Roman letters. $\omega$ denotes the natural numbers. We write $\varphi_e(n)\downarrow$ if this computation is defined and $\varphi_e(n)\uparrow$ otherwise. We let $(e,n)$ denote a computable pairing function. For unexplained notation we refer to Odifreddi [14] and Soare [18].

2. Turing degrees, up to a numbering

The theory of numberings originates from Ershov [8].

Definition 2.1. A numbering of a set $S$ is a surjection $\gamma : \omega \rightarrow S$.

For every numbering $\gamma$ there is an associated equivalence relation $\sim_\gamma$ on $\omega$ defined by $n \sim_\gamma m$ iff $\gamma(n) = \gamma(m)$. Thus, as noted in Bernardi and Sorbi [7], the study of numberings is essentially equivalent to the study of countable equivalence relations.

Of particular interest are so-called precomplete numberings. The notion of a precomplete numbering was introduced by Ershov [8]. We will work with the following relativized version of precompleteness.

Definition 2.2. Given an oracle $A$, a numbering $\gamma$ is $A$-precomplete if for every partial $A$-computable function $\psi$ there is a total $A$-computable function $f$ such that

$$\psi(n)\downarrow \Rightarrow \psi(n) \sim_\gamma f(n).$$

for every $n$. We call $f$ a totalization of $\psi$ modulo $\gamma$. Note that $\emptyset$-precomplete is the same as Ershov’s notion of precompleteness.

Remark. A relativized notion of precompleteness was already studied by Selivanov [15, 17]. In his definition, Selivanov requires the totalization $f$ to be absolutely computable, rather than merely $A$-computable. Thus Selivanov’s notion is a combination of relativization and a lowness notion. We introduce a lowness notion for numberings in Definition 2.3 below.

2.1. Lowness. While our aim is to characterize the Turing degrees of particular functions, in the context of numberings it is more natural to show results about the following relation, which expresses a lowness property.
Definition 2.3. Given a numbering $\gamma$ and oracles $A$ and $B$, we say that $A$ is $(\gamma, B)$-low if for every $A$-computable function $f$ there is a $B$-computable function $g$ such that for all $n$,

$$f(n) \sim_\gamma g(n).$$

We will denote this by $A \leq_\gamma B$. We will say that $A$ is $\gamma$-low if $A \leq_\gamma \emptyset$. A function $g$ satisfying (1) will be called a $\gamma$-lift of $f$ to $B$.

Let us now look at some basic properties and some simple examples of lowness results.

Theorem 2.4. For every $\gamma$, the relation $\leq_\gamma$ is a preorder.

Proof. Reflexivity is trivial. For transitivity, suppose $A \leq_\gamma B \leq_\gamma C$ and let $f$ be an $A$-computable function. Since $A \leq_\gamma B$, $f$ has a $\gamma$-lift $g$ to $B$, and since $B \leq_\gamma C$, $g$ has a $\gamma$-lift $h$ to $C$. Since these are $\gamma$-lifts, for every $n$ we have that

$$f(n) \sim_\gamma g(n) \sim_\gamma h(n).$$

The following result shows that the lowness relation $\leq_\gamma$ is coarser than Turing reducibility.

Proposition 2.5. For every numbering $\gamma$ and all $A$ and $B$, if $A \leq_T B$ then $A \leq_\gamma B$.

Proof. Since by assumption every $A$-computable function is $B$-computable, for any $A$-computable $f$ we can take $f$ itself as its $\gamma$-lift to $B$. □

The converse of Proposition 2.5 does not hold by Example 2.8 since for the numbering there $A \leq_\gamma \emptyset$ for every $A$, but not every $A$ is computable. In Theorem 2.13 we prove a partial converse of Proposition 2.5.

Corollary 2.6. A set $A$ is $\gamma$-low iff it is minimal with respect to the $\leq_\gamma$ ordering.

Proof. $A$ is $\gamma$-low if $A \leq_\gamma \emptyset$. Since $\emptyset \leq_T B$ for all $B$, it follows from Proposition 2.5 that $A \leq_\gamma B$ for all $B$. □

For numberings $\gamma_1$ and $\gamma_2$, we say that $\gamma_2$ is a quotient of $\gamma_1$ if $n \sim_{\gamma_1} m$ implies that $n \sim_{\gamma_2} m$ for all $n$ and $m$.

Proposition 2.7. Let $\gamma_1$ and $\gamma_2$ be numberings and let $\gamma_2$ be a quotient of $\gamma_1$. If $A \leq_{\gamma_1} B$ then $A \leq_{\gamma_2} B$.

Proof. Let $f$ be $A$-computable and let $g$ be its $\gamma_1$-lift to $B$. For every $n$, $f(n) \sim_{\gamma_1} g(n)$. Since $\gamma_2$ is a quotient of $\gamma_1$, it follows that $f(n) \sim_{\gamma_2} g(n)$. □

Example 2.8. Let $A$ be an arbitrary oracle. Recall that $\varphi^A_{(-)}$ is the standard numbering of partial $A$-computable functions. By the $S$-$m$-$n$-theorem, for every $A$-computable function $f$ there exists a primitive recursive function $g$ such that for all $n$,

$$\varphi^A_{f(n)} = \varphi^A_g(n)$$

and hence $A$ is $\varphi^A_{(-)}$-low.

Since the numbering of $A$-c.e. sets $W^A_{(-)}$ is a quotient of $\varphi^A_{(-)}$, every $A$ is $W^A_{(-)}$-low by Proposition 2.7.
2.2. Divisibility. In order to turn results about lowness into results about Turing reducibility, we will make use of the following notion of divisibility.\footnote{The notion of divisibility is very similar to the notion of an \( A \)-wide numbering from Selivanov \cite{Selivanov16}. A numbering \( \gamma \) is \( A \)-wide if there exists an \( A \)-e.c. sequence of \( \gamma \)-index sets \( (S_n)_{n \in \omega} \) and an \( A \)-computable function \( u \) such that for all \( n, u(n) \in S_n - \bigcup_{k \neq n} S_k \). Every \( A \)-wide numbering is \( (\omega, A) \)-divisible, but it is not clear whether the converse holds.}

For \( x \in \omega \), we let \( [x]_{\sim_{\gamma}} \) denote the equivalence class of \( x \) under \( \sim_{\gamma} \).

**Definition 2.9.** Let \( n \leq \omega \). A numbering \( \gamma \) is said to be \( (n, A) \)-divisible if there exist \( A \)-computable sequences \( (x_i)_{i < n} \) and \( (e_i)_{i < n} \) such that:

(i) For all \( i < n \), \( [x_i]_{\sim_{\gamma}} \subseteq W_{e_i}^A \).

(ii) For all distinct \( i, j < n \), \( [x_i]_{\sim_{\gamma}} \cap W_{e_j}^A = \emptyset \).

We say that the points \( x_i \) and the sets \( W_{e_i}^A \) witness the divisibility of \( \gamma \). We use \( n \)-divisible to mean \( (n, \emptyset) \)-divisible.\footnote{For a c.e. equivalence relation (or ceer, cf. section 2.4 below) that is \( \omega \)-divisible, since the equivalence classes \( [x_i]_{\sim} \) are c.e., we can simply take \( W_{e_i} = \{ x_i \}_{\sim} \) in Definition 2.9. In Andrews and Sorbi \cite{AS11}, a ceer was called light if it has an effectively enumerable antichain. So for ceers, \( \omega \)-divisible is exactly the same as light.}

**Proposition 2.10.** Let \( \gamma_1 \) and \( \gamma_2 \) be numberings and let \( \gamma_2 \) be a quotient of \( \gamma_1 \). If \( \gamma_2 \) is \( (n, A) \)-divisible then so is \( \gamma_1 \).

*Proof.* The same witnesses can be used and the requirements are easily verified. \( \square \)

**Example 2.11.** For an arbitrary oracle \( A \), the numbering \( W^A_\langle \cdot \rangle \) is \( (\omega, A) \)-divisible since we can take the enumerations \( W^A_{\langle i \rangle} = \{ i \} \) and \( W^A_{\langle e \rangle} = \{ d \in \omega : i \in W^A_d \} \).

It is then easily verified that the conditions from Definition 2.9 are met, because when \( i \neq j \) then \( j \notin W^A_i \). Using the fact that \( W^A_{\langle \cdot \rangle} \) is a quotient of \( \varphi^A_{\langle \cdot \rangle} \), we also see that \( \varphi^A_{\langle \cdot \rangle} \) is \( (\omega, A) \)-divisible by Proposition 2.10.

**Proposition 2.12.** For any oracles \( A \leq_T B \) and any numbering \( \gamma \), if \( \gamma \) is \( (n, A) \)-divisible then it is also \( (n, B) \)-divisible.

*Proof.* Trivial, since the same witnesses can be used. \( \square \)

The following result is a partial converse of Proposition 2.5.

**Theorem 2.13.** Let \( \gamma \) be a numbering and let \( A \leq_T B \). If \( \gamma \) is \( (2, B) \)-divisible then \( A \leq_T B \).

*Proof.* Let \( \gamma \) be such a numbering and let the points \( x, y \) and the c.e. sets \( X, Y \) witness the divisibility of \( \gamma \). Define \( A \)-computable \( f \) by

\[
  f(n) = \begin{cases} 
    x & \text{if } n \notin A \\
    y & \text{if } n \in A 
  \end{cases} \,.
\]

Let \( g \) be a \( \gamma \)-lift of \( f \) to \( B \). Note that by property (i) above, \( g(n) \in X \cup Y \), and by property (ii), if \( g(n) \sim_{\gamma} x \) then \( g(n) \notin Y \) and vice-versa. Define \( h \) as follows:

\[
  h(n) = \begin{cases} 
    0 & \text{if } g(n) \in X \\
    1 & \text{if } g(n) \in Y 
  \end{cases} \,.
\]
Since \( h \) is \( B \)-computable and \( h = \chi_A \), \( A \) is \( B \)-computable.

### 2.3. Partial computable functions and c.e. sets

Before we continue, let us consider a few more examples and investigate the consequences of Theorem 2.13 for the standard numberings \( \varphi_A^{(-)} \) and \( W_A^{(-)} \). The contrapositive of Theorem 2.13 gives us some examples of non-divisible numberings.

**Corollary 2.14.** For noncomputable \( A \), the numberings \( W_A^{(-)} \) and \( \varphi_A^{(-)} \) are not 2-divisible.

*Proof.* Immediate by the theorem together with Example 2.8. \( \square \)

The following propositions will serve to characterize the behavior of \( \leq \gamma \) for the numbering of the \( A \)-c.e. sets for any \( A \).

**Proposition 2.15.** If \( A \) is \( \gamma \)-low and \( B \leq_T A \), then \( B \) is \( \gamma \)-low as well.

*Proof.* Since \( B \leq_T A \) implies \( B \leq \gamma A \) by Proposition 2.15 we have \( B \leq \gamma A \). \( \square \)

**Proposition 2.16.** Suppose \( \gamma \) is \((2,A)\)-divisible and \( A \leq_T B \). If \( C \leq \gamma B \), then \( C \leq_T B \).

*Proof.* Since \( A \leq_T B \), \( \gamma \) is also \((2,B)\)-divisible by Proposition 2.12. It now follows from Theorem 2.13 that \( C \leq_T B \). \( \square \)

For the numbering \( \gamma \) of the \( A \)-c.e. sets, we can now characterize the relation \( \leq \gamma \) on the upper and lower cone of \( A \) as follows:

**Theorem 2.17.** Fix \( A \), and let \( \gamma \) be one of \( W_A^{(-)} \) and \( \varphi_A^{(-)} \). Then

(i) every \( B \leq_T A \) is \( \gamma \)-low,

(ii) for all \( B,C \geq_T A \), we have \( B \leq \gamma C \) if and only if \( B \leq_T C \).

*Proof.* By Example 2.8, \( A \) is \( \gamma \)-low, so item (i) immediately follows from Proposition 2.15.

For item (ii), as we have seen in Example 2.11, \( \gamma \) is \((\omega,A)\)-divisible, hence certainly \((2,A)\)-divisible. Suppose that \( B,C \geq_T A \). If \( B \leq \gamma C \) then \( B \leq_T C \) by Proposition 2.12. The converse always holds by Proposition 2.15. \( \square \)

### 2.4. Ceers and c.e. numberings

Every numbering \( \gamma \) gives rise to the equivalence relation \( \sim_\gamma \). A particularly interesting class of numberings are those for which \( \sim_\gamma \) is a computably enumerable equivalence relation, typically called a ceer. These were already studied by Ershov [8], who called them positive numberings. Every ceer, in turn, gives rise to a c.e. numbering by sending \( n \in \omega \) to its equivalence class. Ceers have been studied extensively in recent years, see for example Andrews, Badaev, and Sorbi [1], Andrews et al. [2], Andrews and Sorbi [3, 4], and the references mentioned in these papers.

**Definition 2.18.** A numbering \( \gamma \) is c.e. if the set

\[ \{ \langle x,y \rangle : x,y \in \omega, x \sim_\gamma y \} \]

is computably enumerable.
Since each equivalence class of a c.e. numbering is c.e., the notion of $n$-divisibility is trivial for finite $n$ provided that there are sufficiently many equivalence classes. However, this does not extend to the infinitary case, since it may not be possible to enumerate an infinite subset of the equivalence classes without repetition.

**Proposition 2.19.** If $\gamma$ is a c.e. numbering with at least $n \in \omega$ equivalence classes then $\gamma$ is $n$-divisible.

**Proof.** Select $n$ non-$\gamma$-equivalent elements $x_i$ and note that for all $0 \leq i < n$, the set
\[
\{ y \in \omega : x_i \sim \gamma y \}
\]
is computably enumerable. \hfill \square

**Corollary 2.20.** For every c.e. numbering $\gamma$ with at least two equivalence classes, the notions $A \equiv_T B$ and $A \equiv_\gamma B$ are equivalent.

**Proof.** This follows immediately from Proposition 2.15 and 2.19. \hfill \square

**Theorem 2.21.** There exists a c.e. numbering $\gamma$ with $\omega$ equivalence classes that is not $\omega$-divisible.

In Proposition 2.24 we will see that such a $\gamma$ cannot be precomplete.

**Proof.** We construct a c.e. set of pairs $A$ and let $\sim_\gamma$ be the least equivalence relation containing $A$. The numbering $\gamma$ then arises by sending every $n \in \omega$ to its $\sim_\gamma$-equivalence class.

To guarantee that $\gamma$ is not $\omega$-divisible, we ensure that for every total computable function $f$ there is some equivalence class of $\gamma$ that appears in the output of $f$ at least twice, and thus that taking $x_i = f(i)$ does not satisfy requirement (ii) in Definition 2.9. We do this by ensuring the following requirements are satisfied:

$R_e : f = \varphi_e$ total and injective $\implies \exists i, j. \langle f(i), f(j) \rangle \in A.$

Let $A_s$ be the set of pairs enumerated up to stage $s$. Throughout the construction, we keep track of a function $g_s$ that maps $n$ to the least requirement $e$ that has contributed a value to the equivalence class of $n$ in $A_s$, or $\infty$ if there is no such requirement. We also track which requirements have acted.

At stage $s = 0$, set $A_0$ to be empty.

At stage $s + 1$, we say that a requirement $R_e$ needs attention if it has not acted previously and there exist $i, j$ such that $x = \varphi_{e,s}(i) \downarrow$ and $y = \varphi_{e,s}(j) \downarrow$ and $g_s(x), g_s(y) > e$.

If no requirement $R_e$, with $e < s$, requires attention, do nothing for this stage. Otherwise, let $e < s$ be least such that $R_e$ requires attention, enumerate $\langle x, y \rangle$ into $A$, and mark $R_e$ as having acted. This completes the construction.

To see that the requirements are satisfied, it suffices to show that if $f = \varphi_e$ is total and injective, then $R_e$ eventually acts, since any requirement that acts is clearly satisfied. Suppose the antecedent of $R_e$ is satisfied. By

---

3Note added in proof: in the terminology of Andrews and Sorbi\cite{4}, this says that there exists a c.e. that is not light. This theorem is thus also a corollary of Theorem 3.3 from \cite{4}.
induction, there is some stage \( s \) after which no requirement \( d < e \) acts and thus \( g_s^{-1}(\{0, \ldots, e - 1\}) \) is fixed. Since \( f \) is total and injective it is also unbounded, and thus there exist \( i, j \) such that \( g_s(f(i)), g_s(f(j)) > e \) and \( R_e \) will thus eventually act.

It remains to show that \( A \) induces infinitely many equivalence classes in \( \gamma \), which we will do by showing every equivalence class is finite. Let \( x \in \omega \). If the equivalence class of \( x \) is a singleton, then it is clearly finite. Otherwise, there is some requirement \( R_e \) that first extended the equivalence class of \( x \). By construction, every next extension was by some requirement \( R_d \) with \( d < e \), and since there are only finitely many such requirements, the equivalence class of \( x \) was only extended finitely often and is thus finite.

It follows that every equivalence class is finite, and thus that \( \sim \) has infinitely many equivalence classes. However, since every computable function is non-injective modulo \( \gamma \), it follows that \( \gamma \) is not \( \omega \)-divisible. □

In practice, many ceers from the literature are in fact \( \omega \)-divisible. In particular, we will see in Proposition 2.24 that all precomplete ceers are \( \omega \)-divisible. First, let us consider two examples from Visser [21].

**Example 2.22.** Let \( M_{\lambda \beta} \) be the set of \( \lambda \)-calculus terms modulo \( \beta \)-equivalence and let \( \gamma_{\lambda} \) be the numbering given by some effective coding of terms.

Since \( \beta \)-equivalence is a c.e. relation, \( \gamma_{\lambda} \) is c.e. To see that \( \gamma_{\lambda} \) is \( \omega \)-divisible, note that by strong normalization and the diamond property, it suffices to enumerate any infinite set of non-equal terms in normal form. This can be done, for example, by taking the Church numerals \( \lambda f.\lambda x.f^n(x) \).

**Example 2.23.** Let \( A \) be an arithmetical set and let \( \gamma \) be the numbering induced by the equivalence relation

\[
 n \sim_\gamma m \iff \text{PA} \vdash \forall x. \varphi^n_A(x) \simeq \varphi^m_A(x).
\]

Since we can enumerate proofs in \( \text{PA} \), \( \gamma \) is a c.e. numbering. To see that \( \gamma \) is \( \omega \)-divisible we can take \( \varphi^{A,f(n)}_n = n \), which gives us an enumeration \( f \) of codes of distinct functions. Since \( \text{PA} \) is sound, these codes are not identified by \( \gamma \).

Note that by Theorem 2.13 it follows that if \( A \) noncomputable then \( A \) is not \( \gamma \)-low. This is in contrast with the numbering \( \varphi_{(\_)}^{A} \), where \( A \) is always \( \varphi_{(\_)}^{A} \)-low.

An analogue of the following result for wide numberings was already mentioned by Selivanov [17].

**Proposition 2.24.** Every precomplete c.e. numbering is \( \omega \)-divisible.

*Proof.* This follows from a theorem due to Lachlan [12], stating that every two precomplete c.e. numberings are recursively isomorphic. Let \( \gamma \) be a precomplete c.e. numbering. By Lachlan’s theorem \( \gamma \) is recursively isomorphic to \( \gamma_{\lambda} \) from Example 2.22 above. There thus exists a recursive permutation

\[4\]An alternative way to phrase this is to say that every precomplete ceer is light, cf. footnote 2. This is also easy to see using the result of Bernardi and Sorbi [7] that every precomplete ceer is universal, so that in particular the identity relation reduces to it. The latter property is equivalent to being light.
such that $\gamma_\lambda(n) = \gamma_\lambda(m)$ iff $\gamma(n) = \gamma(m)$. Taking $(x_n)_{n \in \mathbb{N}}$ to be the enumeration of Church numerals, $(h(x_n))_{n \in \mathbb{N}}$ witnesses that $\gamma$ is $\omega$-divisible as well.

\[\square\]

3. Relative precompleteness

The following is Ershov’s version of the recursion theorem for precomplete numberings [9]. In relativized form it reads as follows:

**Theorem 3.1** (Recursion theorem for precomplete numberings). If $\gamma$ is an $A$-precomplete numbering then every $A$-computable function $f$ has a fixpoint modulo $\gamma$; that is, for every $A$-computable $f$ there is an $n \in \mathbb{N}$ such that $f(n) \sim _\gamma n$.

Kleene’s second recursion theorem (cf. Moschovakis [13] for the rich history of this result) is a uniform, parameterized version of the first recursion theorem. It also holds for precomplete numberings (with the same proof), and reads as follows:

**Theorem 3.2** (Recursion theorem with parameters). If $\gamma$ is an $A$-precomplete numbering then for every binary $A$-computable function $h$ there is a unary $A$-computable function $\varphi$ such that for all $n \in \mathbb{N}$,

\[h(n,f(n)) \sim _\gamma f(n).\]

Arslanov [5] generalized the recursion theorem from computable functions to the class of functions that are computable from an incomplete c.e. set. Phrased differently: A c.e. set is Turing complete if and only if it can compute a fixpoint free function. This is Arslanov’s completeness criterion. Selivanov [15] (see also [6]) proved that Arslanov’s theorem also holds for any precomplete numbering:

**Theorem 3.3** (Arslanov’s completeness criterion for precomplete numberings). If $A$ is Turing incomplete and c.e. and $\gamma$ is a precomplete numbering, then every $A$-computable function $f$ has a fixpoint modulo $\gamma$.

At first glance, we may hope to prove Arslanov’s completeness criterion by showing that that if $A$ is incomplete and c.e. and $\gamma$ is precomplete, then $\gamma$ is also $A$-precomplete. In the remainder of this section we show that this is not the case for precomplete $\omega$-divisible numberings. As we have seen in the previous section, this includes the numberings $W_{(-)}$ and $\varphi_{(-)}$.

**Lemma 3.4.** If an $A$-precomplete numbering $\gamma$ is $2$-divisible and the totalization $u$ of the universal function modulo $\gamma$ is computable, then $A$ is $\gamma$-low and therefore computable.

**Proof.** Let $\gamma$ be such a numbering and let $u$ be the totalization of the universal function. Suppose $u$ is computable. Let $f = \varphi^A_{\varepsilon}$ be a total $A$-computable function. Define a computable function $g$ by

\[g(n) = u(e,n).\]

Now for all $n$,

\[g(n) = u(e,n) \sim _\gamma \varphi^A_{\varepsilon}(n) = f(n)\]

and thus $A$ is $\gamma$-low. By Theorem [2.13] $A$ is computable. \[\square\]
Theorem 3.5. Let $A \leq_T B$. If a numbering $\gamma$ is $(\omega, A)$-divisible and $\gamma$ is $B$-precomplete, then $A \equiv_T B$.

Proof. Let $A \leq_T B$ and let $u$ be the totalization of a partial $B$-computable universal function modulo $\gamma$. Let $(x_i)_{i \in \omega}$ and $(X_i)_{i \in \omega}$ witness that $\gamma$ is $(\omega, A)$-divisible.

Let $U(e, x)$ be the use of $u(e, x)$ and define a $B$-computable function $f$ by

$$f(n) = \max_{i \leq n, j \leq n} U(i, j).$$

If $\lim_{n \to \infty} f(n)$ is finite then $u$ is computable and thus $B$ is $\gamma$-low by Lemma 3.4 and is thus computable by Theorem 2.13. It follows that $A \equiv_T B \equiv_T \emptyset$.

Suppose, then, that $\lim_{n \to \infty} f(n)$ diverges. Let $D(\_)$ be the canonical numbering of finite sets. Since $f$ is $B$-computable, there is a $B$-computable function $g$ such that

$$D_g(n) = \{ b \in B : b \leq f(n + 1) \}.$$

Let $u'(e, n, m)$ be the computable function that acts like $u(e, n)$ but with queries to the oracle $B$ replaced by reads from $D_m$.

Now fix $e$ to be a code of $n \mapsto x_{g(n)}$. Note that this function is $B$-computable, since $g$ is $B$-computable, the sequence $x_i$ is $A$-computable, and $A \leq_T B$. Note that we have

$$u(e, n) \sim_{\gamma} \varphi^B_e(n) = x_{g(n)}. \quad (2)$$

Define the partial $A$-computable function $\delta$ by

$$\delta(n, m) = \text{least } i \text{ such that } u'(e, n, m) \in X_i.$$

For any $n, m \in \omega$ with $n \geq e$, if $D_m$ agrees with $B$ on the first $f(n)$ bits, then $\delta(n, m)$ terminates after using at most the first $f(n)$ bits of $D_m$ and $D_{\delta(n, m)}$ agrees with $B$ on the first $f(n + 1)$ bits. Namely, $u'(e, n, m) = u(e, n)$ since by assumption $D_m$ gives the correct answers to the oracle queries below $f(n)$, which includes the use of $u(e, n)$, and because by (2) we have $u(e, n) \sim_{\gamma} x_{g(n)}$ it follows that $u'(e, n, m) \in X_{g(n)}$ by the properties of the dividing sets $X_i$. Hence $\delta(n, m)\downarrow = g(n)$.

Let $D_c$ be the code of the first $f(e)$ bits of the oracle $B$. By recursion, we can define

$$b(0) = D_c$$

$$b(k + 1) = \delta(k, b(k)).$$

Now $b$ is an $A$-computable sequence of canonical codes of increasing initial segments of $B$, where $D_{b(n)}$ contains at least $f(n)$ bits if $n \geq e$. Since $\lim_{n \to \infty} f(n) = \infty$, eventually we can compute all of $B$ this way. Since $\delta$ is $A$-p.c., it follows that $B \leq_T A$. \qed

Putting this together with earlier results, we obtain the following equivalence.

Theorem 3.6. For any precomplete $\omega$-divisible numbering $\gamma$, the following are equivalent:

1. $A$ is computable.
A is $\gamma$-low. 
(3) $\gamma$ is $A$-precomplete.

In particular, this is the case for $\gamma$ one of $W(-)$ and $\varphi(-)$.

Proof. If $A$ is computable, by Proposition 2.5 it is $\gamma$-low. Since $\gamma$ is already precomplete, it is also $A$-precomplete.

If $A$ is $\gamma$-low, then by Theorem 2.13 it is in fact computable.

If $\gamma$ is $A$-precomplete, Theorem 3.5 applies and again $A$ is computable.

As we have seen $W(-)$ and $\varphi(-)$ are precomplete and $\omega$-divisible and thus satisfy the requirements of the theorem.

Taking $A$ noncomputable, and considering the numbering $W(-)$, we see from Theorem 3.6 that this numbering is precomplete, but not $A$-precomplete. If moreover $A$ is c.e. and incomplete, then by Arslanov’s completeness criterion (Theorem 3.3) we know that every $A$-computable function has a fixpoint for this numbering. So we see that the existence of fixpoints of $A$-computable functions does not, in general, give us $A$-precompleteness, even for a precomplete numbering.

Corollary 3.7. There exists a set $A$ and a numbering $\gamma$ such that $\gamma$ is precomplete but not $A$-precomplete.

We currently do not know if the converse implication also does not hold, so we ask:

Question 3.8. Does there exists a set $A$ and a numbering $\gamma$ such that $\gamma$ is $A$-precomplete but not precomplete?

4. Skolem functions

Just as the recursion theorem has a version with parameters (Theorem 3.2), we can formulate in the same way a parameterized version of Arslanov’s completeness criterion (Theorem 3.3). Again we can formulate this for arbitrary precomplete numberings, and in relativized form, as follows:

Theorem 4.1 (Arslanov’s completeness criterion with parameters, for precomplete numberings). If $A$ is a incomplete c.e. set and $\gamma$ is a precomplete numbering then for every $A$-computable binary function $h$ there is an $A$-computable function $f$ such that

$$h(n, f(n)) \sim_\gamma f(n).$$

4.1. Complexity of Skolem functions. It was already stated in Arslanov [5] that this form of Arslanov’s completeness criterion holds for the standard numbering of c.e. sets $W(-)$. Following the notation in [20], we refer to $f$ as in (3) as the Skolem function, since it is the Skolemization of

$$\forall n \exists x. h(n, x) \sim_\gamma x,$$

which holds by Theorem 3.3.

Definition 4.2. For a given numbering $\gamma$, we say that there exist $B$-computable Skolem functions for $A$-computable functions if $f$ as in (3) can be chosen to be $B$-computable. If this is the case we write $\text{Skolem}(A, B, \gamma)$. 

Note that Theorem 4.1 says that Skolem($A, A, \gamma$) for every incomplete c.e. $A$ and precomplete $\gamma$. This can be proved by analyzing the original proof of Arslanov. For completeness we include a proof here.

**Proof of Theorem 4.1.** Let $A$ be a incomplete, c.e. set and let $\gamma$ be a precomplete numbering. Let $h$ be a computable approximation of $h$ and let $m$ be its $A$-computable modulus. By the properties of a modulus we have that for all $n, x \in \omega$ and all $s \geq m(n, x)$, $\hat{h}(n, x, s) = h(n, x)$.

Define

$$\psi(n, x, k) = \begin{cases} \hat{h}(n, x, s_k) & \text{if } k \in \emptyset' \text{ and } s_k \text{ is minimal such that } k \in \emptyset'_s \\ \uparrow & \text{if } k \not\in \emptyset'. \end{cases}$$

Let $g$ be a totalization of $\psi$ modulo $\gamma$. By the recursion theorem with parameters there is a computable $\tilde{f}(n, k)$ such that for all $n, k \in \omega$,

$$\tilde{f}(n, k) \sim_\gamma g(n, \tilde{f}(n, k), k).$$

Define

$$r(n) = k \text{ where } (s, k) = \mu(s, k)[m(n, \tilde{f}(n, k)) \leq s \land k \in \emptyset'_s].$$

We claim $r$ is total. Note that by minimality, $s = s_k$ from above. Suppose there exists $n$ such that no such $s$ and $k$ exist. Then for all $k \in \emptyset'$, $m(n, \tilde{f}(n, k)) > s_k$ and thus $k \in \emptyset'_m(n, \tilde{f}(n, k))$. It follows that $\emptyset' \not\leq_T A$, contradicting our assumption that $A$ is incomplete.

Since $r(n)$ is total and $m(n, \tilde{f}(n, r(n))) \leq s_{r(n)}$ it follows that

$$h(n, \tilde{f}(n, r(n))) = \hat{h}(n, \tilde{f}(n, r(n)), s_{r(n)})$$

and thus since $r(n) \not\in \emptyset'$

$$h(n, \tilde{f}(n, r(n))) = \hat{h}(n, \tilde{f}(n, r(n)), s_{r(n)}) \sim_\gamma g(n, \tilde{f}(n, r(n)), r(n)) \sim_\gamma \tilde{f}(n, r(n)).$$

Therefore, $f(n) = \tilde{f}(n, r(n))$ is a fixpoint of $h$ modulo $\gamma$. \hfill \Box

This shows that the Skolem functions have degree at most $A$. In Terwijn [20] Theorem 3.1 it was shown that, for the numbering $W_{(-)}$, the Skolem functions in general cannot be computable. We will now show that the degree of the Skolem functions for an incomplete c.e. set $A$ is in fact equal to $A$.

**Theorem 4.3.** For every $A, B$ and every numbering $\gamma$, if $\text{Skolem}(A, B, \gamma)$ then $A \leq_T B$.

**Proof.** Suppose that for every $A$-computable $h$ there exists such a $B$-computable $f$. Let $g$ be an $A$-computable function and define $h(n, x) = g(n)$. Take $f$ $B$-computable such that $h(n, f(n)) \sim_\gamma f(n)$ for all $n$. It now follows that

$$g(n) = h(n, f(n)) \sim_\gamma f(n).$$

**Corollary 4.4.** Let $A$ and $B$ be oracles, and let $\gamma$ be a $(2, B)$-divisible numbering. If $\text{Skolem}(A, B, \gamma)$ then $A \leq_T B$.
Proof. It follows from Theorem 4.3 that $A \leqslant \gamma B$, and thus $A \leq_T B$ by Theorem 2.13. □

Corollary 4.5. Suppose that $A$ is an incomplete c.e. set, and let $\gamma$ be one of the numberings $W(-)$ or $\varphi(-)$. Then Skolem($A, B, \gamma$) if and only if $A \leq_T B$.

Proof. By Example 2.11 the numberings $W(-)$ and $\varphi(-)$ are $\omega$-divisible, hence 2-divisible, so if Skolem($A, B, \gamma$) then $A \leq_T B$ by Corollary 4.4. Conversely, if $A \leq_T B$ then Skolem($A, B, \gamma$) by Theorem 4.1. □

In Barendregt and Terwijn [6, Question 3.4] the question was posed whether the uniformly computable existence of fixpoints for a numbering implies that the numbering is precomplete. This question remains open, but we note here that in general the answer is negative for the relativized version of this question. Namely, we see from Theorem 4.1, together with Theorem 3.6, that even if every $A$-computable family of $A$-computable functions has a fixpoint modulo $\gamma$, computable uniformly in $A$, this does not guarantee that $\gamma$ is $A$-precomplete.

4.2. Comparison of results. After putting this paper on the arXiv, M. M. Arslanov was kind enough to send us a yet unpublished but submitted paper (Fixed-point selection functions) that also contains results about the complexity of computing fixpoints, some of which are related to the results of this paper.

The two papers use slightly different terminology. Since we are only concerned with the behaviour of total ($A$-)computable functions, we have no equivalent of Arslanov’s notion of the existence of a fixed point selection function for a set $A$, which is phrased in terms of a universal function relative to $A$. Our notion Skolem($A, B, \gamma$) corresponds to the existence of a $B$-computable fixed point selection function modulo $\gamma$ for every $A$-computable function.

The most notable relation between our results is that our Corollary 4.5 generalizes Arslanov’s Theorem 7 to the case when $B$ is not comparable to $A$. The negation of Skolem($A, B, \gamma$) is equivalent to the existence of a function $h \leq_T A$ that has no $B$-computable fixed point selection function. Arslanov’s result that $h$ can be taken of degree $A$ can be obtained by encoding $A$ into $h$.
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