Prediction of Consumer Price Index based on Long Short-Term Memory Model
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Abstract. Consumer Price Index(CPI) is the main standard to identify inflation or deflation. Accurate prediction of CPI will help the government to implement macro-control and formulate price stabilization policies, so as to achieve the goal of building a moderately prosperous society. CPI is a non-stationary and non-linear time series, and has relevance in time dimension. In order to fully mine the correlation of CPI sequence in long and short time span, a method of predicting CPI using Long Short-Term Memory(LSTM) model is proposed. Taking historical CPI data of Anhui Province as the empirical analysis object, modeling and predicting are carried out. The prediction effect of LSTM is compared with classic time series model-Autoregressive Integrated Moving Average(ARIMA). According to the predicted results, LSTM model has significantly improvement in RMSE and MAE indicators compared with ARIMA model, indicating the LSTM model has higher prediction accuracy. The SDAE indicator of LSTM model is smaller than ARIMA model, indicating the LSTM model has better prediction stability.

1. Introduction

At present, China is in the decisive period of building a moderately prosperous society. As a binding index, CPI can be used to judge how to ensure that economic development and growth can fully support the improvement of people's livelihood [1]. CPI reflects the price change trend of service items and consumer goods purchased by urban residents and rural residents in a period of time, as well as the relative number of price change degree. It is the main standard for countries in the world to identify inflation or deflation. When the consumer price index drops, it indicates that the inflation rate drops, that is, the cost of living of consumers is reduced and the purchasing power of money is enhanced [2]. On the contrary, when the rise of the consumer index is too large, it shows that the inflation factor has seriously affected the stable development of social economy, so that the government can adjust the tight monetary policy and fiscal policy to effectively resist the inflation risk, so as to help the stability and control of the economic market. Therefore, a reasonable analysis and prediction of CPI will help the government to implement macro-control and formulate price stabilization policies, so as to achieve the goal of building a moderately prosperous society.

There are many models used to predict CPI, such as time series model, neural network model, support vector machine model [3,4]. Among them, the classic time series model, such as ARIMA model, has better prediction effect for the data set with strong trend, but if it encounters the data set with less strong trend, the effect is not ideal. Traditional neural network models, such as BP neural network, have good nonlinear mapping ability, self-learning and self-adaptive ability, generalization ability and fault tolerance ability, but it is easy to fall into local minimization problem, slow
convergence speed, contradiction between prediction ability and training ability, sample dependence and other problems. Support vector machine model has a good effect for small sample learning, but it is difficult to implement for large-scale training samples. Generally speaking, although these models have good effect on the analysis and prediction of the change trend of the sequence data, they are not enough for the mining depth of the implied relationship in the data sequence. Deep learning algorithms can gradually abstract the input data information and extract features to extract the implicit relationships contained in the data sequence[5,6]. Therefore, this paper proposes the use of deep learning models for the prediction of CPI in order to improve the prediction accuracy of CPI.

2. Theory and method

2.1. LSTM model

LSTM model is a kind of model which can better deal with the problem of time series data prediction in deep learning area at present. It is a kind of fully interconnected recurrent neural network (RNNs) model. There are feedback connections between neurons with time parameters. It can dynamically memorize historical information and keep it persistent while learning new information. The structure of LSTM model unit is shown in Figure 1[7].

![Figure 1. Structure of LSTM model unit](image)

Each LSTM hidden layer contains a memory unit, which is composed of input gate, output gate, forgetting gate and memory cells. LSTM controls the influence of historical information on current information through the above gate unit, so that the network model can save and transfer information for a long time.

At the current time \( t \), the inputs of the LSTM unit are: the input signal \( x_t \), at time \( t \), the output signal \( h_{t-1} \) (history signal) at time \( t-1 \), the state signal \( c_{t-1} \) (memory signal) of the memory unit at time \( t-1 \). The outputs are: the output signal \( h_t \) at time \( t \), and the state signal \( C_t \) at time \( t \).

At time \( t \), the states of input gate, forgetting gate, output gate and memory cell of LSTM are \( i_t \), \( f_t \), \( c_t \), \( o_t \) respectively.

\[
i_t = \sigma(W_i h_{t-1} + W_x x_t + b_i) \quad (1)
\]

\[
f_t = \sigma(W_f h_{t-1} + W_x x_t + b_f) \quad (2)
\]

\[
o_t = \sigma(W_o h_{t-1} + W_x x_t + b_o) \quad (3)
\]

\[
c_t = f_t c_{t-1} + i_t \tanh(W_c h_{t-1} + W_x x_t + b_c) \quad (4)
\]

At time \( t \), the output signal of LSTM is: \( h_t = o_t \tanh(c_t) \)
In the formula (1-4), $W_i, W_f, W_o, W_c$ are the weight matrix of input gate, forgetting gate, output gate and memory cell respectively; $b_i, b_f, b_o, b_c$ are the bias of each gate state respectively; tanh is the activation function.

2.2. CPI prediction model based on LSTM

The LSTM model avoids the long-term dependency problem, and adopts special implicit units to inherit the characteristics of most RNN models while solving the vanishing gradient problem caused by the gradual reduction in the gradient back propagation process. It is suitable for non-linear regression variables, which can solve the problem of multiple input variables. The model has high accuracy, fast training speed, and strong parallel processing ability. LSTM is more suitable for dealing with problems that are highly related to short-term time series. It can process a large number of short-term time series data quickly and accurately by iterating in n sample batches. It is the most commonly used tool to solve the problem of time series prediction[8,9]. The CPI is very typical time series data. Based on this, a CPI prediction method based on the LSTM model is proposed. The method structure is shown in Figure 2.

3. Empirical research

3.1. Data source and preprocessing

The data of this paper comes from the website of the National Bureau of Statistics, in which the monthly CPI data of Anhui Province from January 2000 to July 2019 was selected as the experimental data set, with 228 pieces of data in total. The sequence diagram and correlation diagram of the experimental data set are shown in Figure 3 and Figure 4.
As can be seen from Figures 3 and 4, CPI is typical time series data, and the sequence has a certain periodicity in distribution. From the existing application fields and effects of LSTM model, the model has better applicability to this type of data.

Due to the needs of model modeling, the experimental data set is divided into training set and test set. The first 216 pieces of data belong to training set data, and the last 12 pieces of data belong to test set data.

3.2. Determination of model parameters

(1) Determination of model input and output: since there is only one CPI sequence data in the experiment, the method adopted is to use the CPI of the first 6 months in the sequence to predict the CPI of the seventh month during model training, so the model input is the CPI of the first 6 months and the output is the CPI of the seventh month.

(2) Determination of the number of hidden layer neurons: first, the accuracy of the calculation should be considered, and then the time needed for sample training and prediction should be considered. If the number of neurons in the hidden layer is too small, the learning accuracy will be low, and the number of training iterations will increase. However, if the number of neurons is too large, it will increase the complexity of the network, resulting in more training time and weights [10]. Therefore, the number of hidden neurons determines the final result of the neural network. In this paper, 10 neurons are selected as the number of hidden neurons.

(3) Determination of learning rate and training times: the learning rate and training times are important hyper parameters in supervised learning and deep learning. They determine whether the objective function can converge to a local minimum and when to converge to a minimum. The appropriate learning rate and training times can make the objective function converge to the local minimum value in the appropriate time. After multiple experiments, the learning rate in this paper is set to 0.0005, and the training times is set to 1000.

3.3. Model training and prediction

Based on the LSTM model in Figure 2, this project uses the Mini-Batch method to train the LSTM network. The goal of this paper is to predict the future CPI value, so mean square error (MSE) is selected as the loss function. Adam optimizer was used for optimization training. Adam optimizer is the most commonly used algorithm at present. Compared with other adaptive learning rate algorithms, Adam algorithm has faster convergence speed and more effective learning effect. With the help of tensorflow [11] deep learning framework, data sets are read in, parameters are set, training and prediction are carried out. Finally the prediction results of the test set are shown in Table 1.
4. Model effect verification

In order to verify whether the LSTM model has obvious advantages in the CPI prediction effect, the ARIMA model was used as the comparison model during the experiment.

4.1. CPI prediction model based on ARIMA model

ARIMA is a classical and common model among time series model, which is suitable for non-stationary time series data modeling. The structure of ARIMA (p, d, q) model is as follows:

\[
\Phi(B)\nabla^d \chi_t = \Theta(B)\epsilon_t
\]

\[
E(\epsilon_t) = 0, \text{Var}(\epsilon_t) = \sigma^2, E(\epsilon_t\epsilon_s) = 0, s \neq t
\]

\[
E(\chi_t\epsilon_s) = 0, \forall s < t
\]

In formula (5) \( \nabla^d = (1-B)^d \), \( \Phi(B) = 1-\phi_1B-\cdots-\phi_pB^p \), it is the autoregressive coefficient polynomial of the stationary invertible ARMA (p, q) model. \( \Theta(B) = 1-\theta_1B-\cdots-\theta_qB^q \), it is the moving smooth coefficient polynomial of the stationary invertible ARMA (p, q) model.

Modeling idea of ARIMA model: First, judge the stability of the sequence. If it is not stable, carry out differential processing until it is a stable sequence. The number of differences is the value of parameter d; Next judge the values of the parameters p and q based on the autocorrelation graph and the partial correlation graph; Then the parameter estimation and validity test of the model are carried out, and the final prediction model is determined.

In order to ensure the effectiveness of the comparative experiment, the training data set and test data set of ARIMA model are exactly the same as those of LSTM model. By means of econometrics software Eviews [13], the ARIMA model modeling process has been completed. And according to Akaike Information Criterion (AIC) and Schwarz Criterion (SC), combined with the R-squared optimization principle [14], the optimal prediction model is ARIMA (4,1,5). The model is used for prediction, and the prediction results are shown in Table 2.

| Table 1. Prediction results of LSTM model |
|------------------------------------------|
| time | Aug-18 | Sep-18 | Oct-18 | Nov-18 | Dec-18 | Jan-19 |
| Predictive value | 101.90 | 102.16 | 102.48 | 102.34 | 102.23 | 101.97 |
| time | Feb-19 | Mar-19 | Apr-19 | May-19 | Jun-19 | Jul-19 |
| Predictive value | 101.21 | 101.36 | 102.28 | 102.55 | 102.67 | 102.52 |

| Table 2. Prediction results of ARIMA model |
|------------------------------------------|
| time | Aug-18 | Sep-18 | Oct-18 | Nov-18 | Dec-18 | Jan-19 |
| Predictive value | 101.92 | 102.02 | 101.67 | 101.70 | 101.46 | 101.58 |
| time | Feb-19 | Mar-19 | Apr-19 | May-19 | Jun-19 | Jul-19 |
| Predictive value | 101.48 | 101.67 | 101.67 | 101.88 | 101.90 | 102.09 |

4.2. Evaluation index

It is difficult to judge the prediction effect of the two models directly from the prediction value of the two models. In order to further compare and verify the prediction effect of the two models. In this paper, two indexes, mean absolute error (MAE) and root mean square error (RMSE), are used to evaluate the prediction accuracy; Standard deviation of absolute error (SDAE) is used for the prediction stability evaluation.

\[
\text{RMSE} = \sqrt{\frac{1}{N}\sum_{i=1}^{N}(y_i - g_i)^2} \quad (6)
\]

\[
\text{MAE} = \frac{1}{N}\sum_{i=1}^{N}|y_i - g_i| \quad (7)
\]

\[
\text{SDAE} = \sqrt{\frac{1}{N}\sum_{i=1}^{N}(|y_i - g_i| - \text{MAE})^2} \quad (8)
\]
$y_i$ is the real value and $g_i$ is the predicted value. The smaller the RMSE value, the closer the predicted value is to the real value, indicating the higher the prediction accuracy; the smaller the MAE value, the closer the predicted value is to the real value, indicating the higher the prediction accuracy; the smaller the SDAE value, indicating the higher the prediction stability.

4.3. Comparison of prediction effects

The predicted value of ARIMA model and LSTM model are compared with the real value, the results are shown in Figure 5; the evaluation index results of the two models are shown in Table 3.

![Figure 5. Model prediction results](image)

According to Figure 5, the comparison results between the predicted values of the two models and the real values, it can be roughly judged that the fitting degree of the LSTM model is better, and the prediction effect of ARIMA is more gentle.

| Table 3. Model index evaluation results |
|----------------------------------------|
| RMSE | MAE | SDAE |
|------|-----|------|
| ARIMA model | 0.644945868 | 0.572283362 | 0.2974 |
| LSTM model | 0.476455007 | 0.379551317 | 0.2880 |

According to table 3, the RMSE index of LSTM model was 0.1685 lower than that of ARIMA model. And the MAE index of LSTM model decreased by 0.1927 over the ARIMA model; Those results of two indexes show that the RMSE model has better prediction accuracy. According to the SDAE index results, the prediction stability of the LSTM model is significantly better than the ARIMA model.

5. Summary and conclusions

According to the nonlinear and typical time series characteristics of CPI data, a prediction model based on LSTM framework is proposed to further improve the prediction accuracy of CPI. In the empirical study, the CPI data of Anhui Province is used to model and predict, and the prediction effect of LSTM is compared with ARIMA model. Three evaluation indicators show that the prediction accuracy and stability of the LSTM model are significantly better than the ARIMA model. But there are still some shortcomings in the experiment, for example, only historical data of CPI is used as the model input, and the change of CPI is affected by many factors. If the main influencing factors can be summarized and used as the input of the model, it is expected that the accuracy of CPI prediction will be further improved.
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