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Abstract

The extensive computer-aided search applied in [1] to find the minimal charge sourced by the fluxes that stabilize all the (flux-stabilizable) moduli of a smooth $K3 \times K3$ compactification uses differential evolutionary algorithms supplemented by local searches. We present these algorithms in detail and show that they can also solve our minimization problem for other lattices. Our results support the Tadpole Conjecture: The minimal charge grows linearly with the dimension of the lattice and, for $K3 \times K3$, this charge is larger than allowed by tadpole cancelation.

Even if we are faced with an NP-hard lattice-reduction problem at every step in the minimization process, we find that differential evolution is a good technique for identifying the regions of the landscape where the fluxes with the lowest tadpole can be found. We then design a “Spider Algorithm,” which is very efficient at exploring these regions and producing large numbers of minimal-tadpole configurations.
1 Introduction

Compactifications of String or M-theory generically come with large numbers of (unphysical) massless scalar fields corresponding to the Kähler and complex-structure moduli of the compactification manifold. Many of these moduli can be given a mass by turning on topologically non-trivial magnetic fluxes along the cycles of the internal geometry. However, these fluxes also source electric brane charges, which must sum up to zero on a compact manifold. Hence, brane tadpole-cancellation conditions place upper bounds on the amount of these fluxes. Furthermore, since fluxes are integer quantized, there is a lower bound on their (non-zero) quantum numbers. It is therefore not clear whether there always exists a choice of fluxes within the tadpole bound that lead to a four-dimensional vacuum in which all the flux-stabilizable moduli have acquired a mass.

In a previous paper we have argued that whenever the number of moduli is large, one cannot stabilize all moduli within the tadpole bound \[1\]. More precisely, we formulated the
Tadpole Conjecture: The fluxes that stabilize a large number, \( n \), of moduli at a generic point in moduli space, has a positive contribution to the tadpole-cancelation condition that grows at least linearly with the number of moduli:

\[
Q^{\text{stabilization}} > \alpha \times n.
\] (1)

Based on several explicit examples we also conjectured that \( \alpha > \frac{1}{3} \). On the other hand, in M and F-theory compactifications on Calabi-Yau four-folds, the negative contribution to the tadpole cancelation condition, that we call \(-Q^{\text{loc}}\), behaves as \( Q^{\text{loc}} \sim \frac{1}{4} n \), when the number of complex-structure moduli is large (compared to the number of Kähler moduli). This can be seen easily by noting that \( Q^{\text{loc}} = \frac{\chi}{24} \sim \frac{1}{4} h^{3,1} \) for large \( h^{3,1} \). Our conjecture, if true, would rule out all compactifications with a large number of stabilized moduli.

In [1] we presented several examples supporting this conjecture: compactifications of F-theory on the sextic Calabi-Yau four-fold [2], Type IIB on Calabi-Yau manifolds stabilized at symmetric points in moduli space [3,4], Type IIB compactifications with D7-branes on \( \mathbb{CP}^3 \) [5], and M-theory on K3×K3 [1]. The latter has been the very first example of moduli stabilization [6] and has been extensively studied, most notably in [7] (see [1] for more references). However, these works have concentrated on stabilization at specific points in moduli space where the compactification manifold supports matter with non-Abelian gauge symmetries. While these non-Abelian gauge symmetries are desirable from the point of view of phenomenology, we believe that including the “singularities” that give rise to this matter is a lose-lose game as far as tadpole-cancelation conditions are concerned: they host a number of massless fields that is quadratic in the rank of the gauge group, and if one turns on fluxes to stabilize all of them we expect the tadpole to be also quadratic in the rank of the gauge group. We therefore required in [1] that all moduli be stabilized away from points where there are are non-Abelian gauge groups.

The K3×K3 compactification is particularly amenable to computer-based searches of the fluxes that stabilize all the moduli. This is because of the results of [8], where the condition of full moduli stabilization is translated into a set of requirements on the eigenvalues of an integer matrix involving the square of the fluxes. Explicitly, the M-theory four-form flux has two legs on each K3, and thus the flux numbers are encoded in a 22×22 matrix, \( N^2 \). The complete moduli stabilization is achieved when the matrix \( N d N^t d \) (where \( d \) is the intersection matrix of K3) has non-negative eigenvalues, up to some subtleties that we present in detail in Section [2]. Furthermore, the charge induced by the fluxes is just the trace of this matrix. It was already demonstrated in [6,8] that there exist valid flux configurations within the tadpole bound, but all these examples have either non-Abelian gauge groups or do not have all moduli stabilized by fluxes. Therefore, our systematic search aims at understanding if this behavior is generic, or just an artifact of a special choice of easily constructible examples.

The goal of our search is to find flux matrices with the lowest possible tadpole and which give rise to a smooth compactification where all the flux-stabilizable moduli are

---

1 In Type IIB language, most of this negative contribution comes, in the large-tadpole limit, from D7 branes wrapping highly curved four-cycles on the base manifold.

2 Remember that K3 has 22 homologically-different two-cycles.
stabilized. To find such matrices we utilize two search algorithms: a global, population-based search called differential evolution, and a local search we have chosen to call the Spider. Differential evolution (DE) \cite{9,12} can be used for problems where we can establish some distance to our desired target in terms of a “cost” or “fitness” function. The DE algorithms make combinations of different individuals in a population (here the individuals are the flux matrices) to form new ones, progressively improving their fitness. Once the DE appears to converge on a minimum of the fitness function, we explore this population further with the Spider. The Spider takes the members of the population, and slightly changes them generating matrices with one to two entries changed per iteration. As shown in detail in Table 2 in the main text, with this further local search we are able to get many more matrices with minimal tadpole and, furthermore, in most of the examples this algorithm finds matrices with lower tadpole than those found by the DE algorithm.

Similar evolutionary or genetic algorithms were previously used to explore the string landscape and flux compactifications in \cite{13-22}. Another computer-aided search of flux vacua constrained by tadpole cancellation was performed in \cite{23}. For other uses of data science and machine-learning techniques in the context of String Theory see \cite{24-64}.

While it may seem natural to approach this question by computer-based searches, the problem we are solving is still very hard. With a computer we can explore the space of flux matrices, however, this approach is complicated by our requirement that all moduli be stabilized away from singularities.\footnote{This condition is satisfied if there are no integer eigenvectors of norm minus two orthogonal to the eigenvectors of positive norm (see details in Section 2).} Determining if a flux matrix, $\mathbf{N}$, satisfies this requirement is equivalent to finding the shortest non-zero vector in a certain integer lattice. This so-called “shortest-vector problem” (SVP) is known to be NP-hard \cite{65,66}. This means we have to solve an NP-hard problem just for verifying each candidate that is generated during the minimization problem. Hence, at least in the approach we have taken here, the problem appears to be harder than an NP-problem.\footnote{An NP-class problem is one in which a candidate solution can be verified in polynomial time, thus our problem appears to be beyond this class.}

To get around this issue, we have taken advantage of the Lenstra-Lenstra-Lovász (LLL) algorithm \cite{67}, which gives a good approximate solution for the shortest-vector problem and is guaranteed to complete it in polynomial time. Its only draw-back is that it may give false-positives\footnote{A false-positive means that the algorithm failed to find the shortest vector, and when that happens we cannot exclude the corresponding flux matrix during the search (only post-search). The rate at which we can verify matrices post-search and eliminate false-positives depends on the hardware; on our table-top machines we could verify about 1000 matrices per second.} which have to be excluded by hand. We have not analyzed the complexity of the implementation of our modified LLL algorithm, but are satisfied with the speed at which we verify matrices and the moderate amount of false-positives produced.

In this paper we present the gory details of this search procedure. In order to check the robustness of our conclusions, we generalized the problem from the K3-lattice $H^2(K3, \mathbb{Z})$ to arbitrary even lattices, $\Lambda$, with mixed signature. This allows us to analyze a similar minimization problem using smaller $D \times D$ matrices, with $6 \leq D = \dim(\Lambda) \leq 22$. We
present these results in full detail.

From our searches, summarized in Table 1, we conclude that if the conditions analogous to moduli stabilization and smoothness are satisfied, there is always a minimal flux-induced charge, depending on the lattice in question, which scales like

$$Q_{\text{min}} \sim D,$$

where $D$ is the dimension of the lattice. In particular, for $K3 \times K3$, we find the minimal charge to be 25, which is larger than 24, the maximal value allowed by tadpole cancelation.

The final version of the code that we have used in this paper and in [1] has been made publicly available online at as part of the bbsearch project [68] (we refer to the sections called “minitad” in that project). It includes the fitness function we developed, the Spider algorithm, various utility tools, and an extensive documentation on how to use bbsearch.

This paper is organized as follows. In Section 2.1 we summarize the problem we want to solve and which was briefly presented in [1]. We continue in Section 2.2 to show how the problem can be extrapolated to smaller matrices, where our search works even more reliably and offers further support to our result for $K3 \times K3$. In Section 3 we explain the approach we have used: Designing a fast fitness function to sort out appropriate matrices, which is then used for a differential evolution search and later for the Spider local search. In Section 4 we present the results of these searches. In Section 5 we discuss these results and present some concluding remarks. There are two appendices where we present certain mathematical details underlying our algorithms.

| lattice $\Lambda$ | $D = \text{dim}(\Lambda)$ | $Q_{\text{min}}(\Lambda)$ | lattice $\Lambda$ | $D = \text{dim}(\Lambda)$ | $Q_{\text{min}}(\Lambda)$ |
|-------------------|---------------------------|---------------------------|-------------------|---------------------------|---------------------------|
| $3U$              | 6                         | 5                         | $E_8 \oplus U$    | 10                        | 10                        |
| $A_4 \oplus U$    | 6                         | 6                         | $E_8 \oplus 2U$   | 12                        | 12                        |
| $D_4 \oplus U$    | 6                         | 6                         | $E_8 \oplus 3U$   | 14                        | 13                        |
| $A_4 \oplus 2U$   | 8                         | 7                         | $2E_6 \oplus 2U$  | 16                        | 14                        |
| $D_4 \oplus 2U$   | 8                         | 6                         | $2E_8 \oplus U$   | 18                        | 20                        |
| $E_6 \oplus U$    | 8                         | 9                         | $2E_8 \oplus 2U$  | 20                        | 21                        |
| $A_4 \oplus 3U$   | 10                        | 9                         | $2E_8 \oplus 3U$  | 22                        | 25                        |
| $D_4 \oplus 3U$   | 10                        | 9                         |                   |                           |                           |

Table 1: An overview of all root lattices that we processed using the algorithms described in Section 3. We list the lattices, their dimensions and the minimal values of $Q$ found. A detailed account of our results can be found in Section 4.

---

7Recall that $A_n$, $D_n$ and $E_n$ denote the root lattices of the Lie algebras of the special unitary groups $SU(n+1)$, the special orthogonal groups $SO(2n)$ and the exceptional groups, respectively. Moreover, $U$ is the two-dimensional lattice with quadratic form of signature $(1,1)$, given below Equation (11).
2 The Tadpole Problem

Compactifications of M-theory or F-theory on Calabi-Yau four-folds $CY_4$, have $h^{1,1}$ Kähler moduli and $h^{3,1}$ complex-structure moduli. The latter can be stabilized by turning on topologically-nontrivial components of the four-form field strength, $G_4$, along the internal directions. These fluxes must satisfy the tadpole-cancellation condition

$$\frac{1}{2} \int_{CY_4} G_4 \wedge G_4 + N_{M2/D3} = \frac{\chi(CY_4)}{24},$$

(3)

where $N_{M2/D3}$ denotes the number of space-time filling M2/D3 branes and $\chi(CY_4)$ is the Euler number of the four-fold, which can be expressed in terms of the Hodge numbers:

$$\chi(CY_4) = 6(8 + h^{1,1} + h^{3,1} - h^{2,1}).$$

(4)

Hence, the right-hand side of (3) scales linearly with the number of complex-structure moduli, $h^{3,1}$. In the limit where $h^{3,1} \gg h^{1,1}$ and $h^{3,1} \gg h^{2,1}$ one has

$$\frac{\chi(CY_4)}{24} \sim \frac{h^{3,1}}{4}.$$  

(5)

We conjectured that for every integer four-form flux that stabilizes the moduli of a smooth compactification, the integral on the left-hand side of (3) satisfies the bound

$$\frac{1}{2} \int_{CY_4} G_4 \wedge G_4 > \alpha h^{3,1},$$

(6)

where $\alpha$ is an $O(1)$-constant. Notice, that when $\alpha > 1/4$ it is impossible to construct compactifications with large $h^{3,1}$ and all moduli stabilized. In [1] we have also formulated the stronger conjecture that $\alpha > \frac{1}{3}$.

2.1 K3 $\times$ K3

For M-theory compactified on the product manifold $CY_4 = K3 \times K3$, moduli stabilization is well understood, and can be formulated exclusively in terms of integer matrices, their eigenvalues and their eigenvectors [8,69]. In particular, there is no need to have any knowledge of complicated period integrals of the Calabi-Yau manifold, or the corresponding Picard-Fuchs equations. This makes these compactifications well suited for algorithmic searches.

We start by reviewing the relevant results of [8,69]: Four-form fluxes $G_4 \in H^4(K3 \times K3, \mathbb{Z})$ can have components whose four legs lie entirely in one of the two K3’s, as well as components that have two legs on one K3 and two legs on the other. Here, we only consider the second option:

$$G_4 \in H^2(K3, \mathbb{Z}) \times H^2(\tilde{K}3, \mathbb{Z}).$$

(7)
For these fluxes the vacuum condition,
\[ G_4 = \ast G_4, \]  \hfill (8)
can stabilize all geometric moduli (Kähler and complex structure) of the two K3’s, except for their volumes.

The middle cohomology \( H^2(K3, \mathbb{Z}) \) has the natural inner product
\[ (\alpha, \beta) = \int_{K3} \alpha \wedge \beta. \]  \hfill (9)
In terms of a suitable basis, \( \alpha_i \in H^2(K3, \mathbb{Z}) \) \((i = 1, \ldots, 22)\), the corresponding intersection matrix
\[ d_{ij} = \int_{K3} \alpha_i \wedge \alpha_j \]  \hfill (10)
is given by
\[ d = U \oplus U \oplus (-E_8) \oplus (-E_8). \]  \hfill (11)
Here \( E_8 \) is the Cartan matrix of \( E_8 \), the matrix \( U \) is defined as \( U \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) and \( H^2(K3, \mathbb{Z}) \) is the unique even self-dual lattice of signature \((3, 19)\). Moreover, a point in the moduli space of K3 corresponds to a choice of three self-dual 2-forms
\[ \omega_a \in H^2(K3, \mathbb{R}), \quad a = 1, 2, 3, \]  \hfill (12)
which define a Hyper-Kähler structure on K3. The self-duality of \( \omega_a \) is equivalent to the positivity of their norm with respect to \((9)\). Therefore \( \omega_a \) span a 3-plane \( \Sigma \) in \( H^2(K3, \mathbb{R}) \) such that the restriction of \( d_{ij} \) to \( \Sigma \) is positive definite.

The four-form flux \((7)\) allows to define two homomorphisms \( g: H^2(\tilde{K3}) \rightarrow H^2(K3) \) and \( \tilde{g}: H^2(K3) \rightarrow H^2(\tilde{K3}) \):
\[ g(\tilde{v}) \equiv \int_{\tilde{K3}} G_4 \wedge \tilde{v}, \quad \tilde{g}(v) \equiv \int_{K3} G_4 \wedge v. \]  \hfill (13)
Note that \( g \) and \( \tilde{g} \) are adjoint with respect to the inner product \((9)\). If we expand \( G_4 \) in terms of the integer bases
\[ G_4 = N^{ij} \alpha_i \wedge \tilde{\alpha}_j, \]  \hfill (14)
the two maps have the matrix representations
\[ g^i{}_j = N^{ik} d_{kj}, \quad \tilde{g}^i{}_j = (N^T)^{ik} d_{kj}. \]  \hfill (15)
It was shown in \cite{8} that the vacuum condition \((8)\) is equivalent to the following condition on \( g \) and \( \tilde{g} \):
\[ \text{The matrices } (g\tilde{g})^i{}_j = N^{ik} d_{ki} N^{mj} d_{mj} \text{ and } (\tilde{g}g)^i{}_j = N^{ki} d_{kl} N^{mj} d_{mj} \text{ are diagonalizable with non-negative eigenvalues.} \]
When this condition is satisfied, the eigenvectors of $\hat{g}\tilde{g}$ with positive norm span a three-plane, $\Sigma$, in $H^2(K3, \mathbb{R})$. Therefore, they determine a point in the moduli space of K3. Consequently, the question of moduli stabilization translates into the uniqueness of such a $\Sigma$. To make this more specific, denote the eigenvalues of positive-norm and negative-norm eigenvectors by $\{a_1, a_2, a_3\}$ and $\{b_1, \ldots, b_{19}\}$, respectively. If there is no $a_i$ and $b_j$ such that $a_i = b_j$ all moduli are stabilized. Otherwise the three-plane $\Sigma$ is not uniquely defined and some moduli remain massless. We furthermore look for stabilization away from orbifold singularities. These arise when there is a root (an integer vector of norm-square -2, later also sometimes called a “norm-minus-two” vector) orthogonal to $\Sigma$. Equivalent statements hold for the eigenvectors of $\tilde{g}\hat{g}$ and the moduli space of $\tilde{K3}$.

Finally, it is not difficult to see that the M2-brane charge sourced by the fluxes, which enters in the tadpole-cancellation condition (3), is;

$$\frac{1}{2} \int G_4 \wedge G_4 = \frac{1}{2} N^{ik} d_{ki} N^{nl} d_{nl} = \frac{1}{2} \text{tr} \; g\tilde{g}.$$  

(16)

2.2 Generalization to arbitrary lattices

Inspired by the matrix formulation of moduli stabilization on K3×K3 we can investigate a slightly more general problem. Consider an even lattice, $\Lambda$, of dimension $D$ with basis $\{\alpha_i\}$ and inner product $(\cdot, \cdot)$ of signature $(p, D - p)$. With respect to this basis the inner product has the matrix representation

$$d_{ij} = (\alpha_i, \alpha_j).$$  

(17)

Given moreover an integer matrix $(N^{ij}) \in \mathbb{Z}^{D \times D}$ (or equivalently $N \in \Lambda \otimes \Lambda$) we define a map $g: \Lambda \rightarrow \Lambda$ and its adjoint $\tilde{g}$ by

$$g^i_j = N^{ik} d_{kj}, \quad \tilde{g}^i_j = N^{ki} d_{kj}.$$  

(18)

Let us assume that $N$ satisfies the following conditions

- The maps $g\tilde{g}$ and $\tilde{g}g$ are diagonalizable over $\mathbb{R}$ with non-negative eigenvalues.\(^8\)
- If there is a degenerate eigenvalue, the restriction of $d_{ij}$ to the corresponding eigenspace is of definite signature.
- There is no root $\alpha \in \Lambda$ (or equivalently no lattice element with $\|\alpha\|^2 = \pm 2$) such that $\alpha$ is orthogonal to all positive-norm eigenvectors of $g\tilde{g}$ or to all positive-norm eigenvectors of $\tilde{g}g$.

\(^8\)When referring to eigenvalues / eigenvectors of $g\tilde{g}$ and $\tilde{g}g$, we always implicitly consider eigenvalues and eigenvectors of the induced maps $g\tilde{g}, \tilde{g}g: \Lambda \otimes \mathbb{R} \rightarrow \Lambda \otimes \mathbb{R}$. Generically there will be no integer eigenvalues or eigenvectors in $\Lambda$.  


We introduce the quantity

\[ Q_{\text{min}}(\Lambda) \equiv \min Q(N), \quad \text{with} \quad Q(N) \equiv \frac{1}{2} \text{tr}(\tilde{g}g), \quad (19) \]

where the minimum is taken over all matrices \( N \) such that the above three conditions are satisfied. It is immediately clear that \( Q_{\text{min}}(\Lambda) > 0 \), because if there is an \( N \) with \( Q(N) \leq 0 \) the first condition implies \( \tilde{g}g = \tilde{g}g = 0 \) and therefore the second condition would not be satisfied.

In the remainder of the paper we will use differential evolutionary algorithms to determine \( Q_{\text{min}}(\Lambda) \) for a set of example lattices, \( \Lambda \). Even though this approach can strictly speaking only give an upper bound on \( Q_{\text{min}}(\Lambda) \), all our results indicate that

\[ Q_{\text{min}}(\Lambda) \sim D, \quad (20) \]

where \( D \) is the dimension of \( \Lambda \) (a summary of the lattices that we analyzed can be found in Table 1). It is therefore tempting to conjecture that this relation holds universally.

Before going into the details of the algorithmic approach, a few more comments are in order. As one can see from the definitions (18), \( \tilde{g} \) is the adjoint of \( g \) with respect to the inner product (17). Therefore, both \( \tilde{g}g \) and \( gg \) are self-adjoint. On spaces with a positive-definite inner product, self-adjoint matrices of the form \( A^\dagger A \) are always diagonalizable with non-negative eigenvalues. This does not happen for indefinite bilinear forms and therefore the first condition in the list above is non-trivial.

There are \( p \) eigenvectors of \( \tilde{g}g \) of positive norm-square. Let us denote their span by \( \Sigma \) (and \( \tilde{\Sigma} \) for the eigenvectors of \( \tilde{g}g \)). The second condition ensures that \( \Sigma \) and \( \tilde{\Sigma} \) are uniquely defined \( p \)-dimensional subspaces of \( \Lambda \otimes \mathbb{R} \). Therefore the third condition is always well-defined. Moreover, the decomposition of \( \Lambda \otimes \mathbb{R} \) into \( \Sigma \) and its orthogonal complement \( \Sigma^\perp \) brings \( \tilde{g}g \) into block-diagonal form. Both blocks act on spaces whose inner product has a definite signature and therefore share all the familiar properties of normal self-adjoint maps. In particular, \( g \) and \( \tilde{g} \) are also block diagonal and satisfy \( g(\Sigma) \subseteq \Sigma \) and \( \tilde{g}(\Sigma) \subseteq \tilde{\Sigma} \). This last property was used in [8] to show that any M-theory compactification on K3×K3 with a flux matrix satisfying the first and second condition has a Minkowski vacuum with stabilized moduli.

The existence of a root orthogonal to \( \Sigma \) requires that \( \Lambda \cap \Sigma^\perp \neq 0 \), where \( \Sigma^\perp \) is spanned by the \( D - p \) eigenvectors with negative norm-square. The components of the eigenvectors are solutions of degree-\( D \) algebraic equations, and are generically not integer. Therefore, a linear combination of only \( D - p \) or less eigenvectors will generically not be in \( \Lambda \). This can only happen if the characteristic polynomial of \( \tilde{g}g \) is reducible over the integers. Following the more detailed discussion in Appendix A, the conditions on the existence of a root in \( \Sigma^\perp \) can be summarized as follows:

1. Factorize the characteristic polynomial \( p(\lambda) = \det(\tilde{g}g - \lambda \mathbb{1}) \) over the integers,

\[ p(\lambda) = \prod_r p_r(\lambda)^{m_r}. \quad (21) \]
2. For each irreducible factor $p_r(\lambda)$ compute

$$N_r \equiv \ker p_r(g\tilde{g}).$$

(22)

Notice that this denotes the kernel in $\Lambda$. Since $g\tilde{g}$ is diagonalizable, $\dim(N_r) = m_r \operatorname{rank} p_r(g\tilde{g})$ and $\Lambda = \bigoplus_r N_r$ is an orthogonal decomposition of $\Lambda$.

3. If the restriction of the inner product to $N_r$ is negative definite, $N_r$ is orthogonal to $\Sigma$. On the other hand, if the inner product on $N_r$ is positive definite or indefinite, it contains at least one eigenvector of positive norm-square; however any integer vector in $N_r$ is a linear combination of all eigenvectors in $N_r \otimes \Lambda$, so it cannot be orthogonal to this negative-norm eigenvector. Therefore,

$$N_\sim \equiv \bigoplus \{N_r : \langle \cdot, \cdot \rangle|_{N_r} \text{ is negative definite} \} = \Lambda \cap \Sigma^\perp.\tag{23}$$

Consequently, any root orthogonal to $\Sigma$ must be in $N_\sim$. Since $N_\sim$ is a sublattice of $\Lambda$, the question of the existence of such roots boils down to finding the shortest possible lattice vector in $N_\sim$. This is a well known problem and known to be NP-hard [65,66].

### 3 The Algorithms

In this section we describe our algorithmic approach to the problem introduced in the previous section. We start by outlining the basic principles of Differential Evolution in Section 3.1 before we discuss in detail the design of a suitable fitness function in Section 3.2. In Section 3.3 we introduce a complementary local search algorithm which will be used to further optimize the results of the Differential Evolutionary search.

#### 3.1 Differential evolution

Differential Evolution (DE) is a collection of algorithms that are part of the subject of Evolutionary Computation, as the algorithms are inspired by the biological processes of evolution [9–12]. The common feature of these algorithms is to form a population of candidate solutions and have the candidates interact to produce better candidates, to solve global optimization problems.

A DE algorithm works in the following way. Parametrize the problem such that a candidate solution can be represented by a vector $x \in \mathbb{R}^d$, and form a population of $M$ random candidates $\{x_a\}_{a=1,...,M}$. Design a fitness function, $\text{fitness}: \mathbb{R}^d \to \mathbb{R}$, which quantifies how well a candidate solution solves the problem. The objective is to find the global minima of the fitness function. For example, when solving a system of algebraic equations the fitness function can be taken to be the sum of the absolute value squared of

---

9There is a further subtlety if the multiplicity of $p_r$ is larger than one. It is not hard to see that when this happens the second condition guarantees also that $N_r$ can only contain an integer vector orthogonal to $\sigma$ if it is positive definite.
each equation. Select a particular member of this population, \( x \), together with \( N \) pairs of members distinct from \( x \); \( \{(y_\alpha, z_\alpha)\}_{\alpha=1,...,N} \). A mutation operation is then performed on \( x \) to form a new vector \( x' \) according to

\[
x' = x + \sum_{\alpha=1}^{N} F^\alpha (y_\alpha - z_\alpha),
\]

where the \( F^\alpha \) are positive numbers. The new vector \( x' \) and the old vector \( x \) is then selected for a crossover operation, e.g.

\[
x''_i = \begin{cases} 
  x'_i & \text{if } \text{rand()} < C_r \\
  x_i & \text{else}
\end{cases}
\]

where \( C_r \) is some positive number less than 1 called the crossover rate. Finally \( x \) and \( x'' \) are compared to each other, by evaluating how well they solve the problem at hand; that is by evaluating the fitness function for both vectors (or other vectors in the population), and we select

\[
x'' \text{ if } \text{fitness}(x'') < \text{fitness}(x) \text{ else } x.
\]

The algorithm outlined above would be denoted as DE/rand/N/bin, as the entries selected for crossover are taken randomly, we have selected \( N \) pairs to produce the mutation, and a binomial operation was used in the crossover operation.

When it comes to selecting a new population for the next generation, there are also a set of selection operations that are available. The implementation we use employs a tournament selection, which means that out of all candidates a subset is repeatedly taken from which candidates are selected based on best fitness within the subset.

For our problem we did not implement our own DE algorithm, but instead we used the adaptive DE/rand/1/bin with radius limited sampling method of BlackBoxOptim.jl [70]. The adaptive feature means that search parameters are changed dynamically throughout the search, and a limited radius sampling is where only candidates that are sufficiently adjacent are compared.

We would also like to mention that we have used, in addition to BlackBoxOptim.jl, bbsearch.jl [68] which is a form of user interface for BlackBoxOptim.jl. The fitness function we have designed to solve our problem, as outlined in Subsection 3.2, is hosted online as a part of the bbsearch.jl project.

Before moving on to the next section we would first like to introduce some nomenclature: The fitness will be written as a weighted sum of what we will call penalties. When all relevant penalties are zero, we have a good candidate matrix. We will go through our penalties in the next section, but what we here call a relevant penalty is one that is not the penalty associated to the tadpole charge [19], as we do not a priori know its minimum.

### 3.2 The fitness function for the Tadpole Problem

We have chosen to attack the problem introduced in Section 2.2 using a differential-evolution algorithm. As explained above, such an algorithm seeks to find the global minima
of a fitness function. We therefore have to reformulate this problem into the design of a fitness function whose global minima are our desired solutions.

The problem consists of finding integer-valued matrices \( N \in \mathbb{Z}^{D\times D} \) which satisfy a set of conditions and which minimize the quantity \( Q(N) \) defined in (19). However, differential evolutionary algorithms operate much better on continuous data, therefore we work with a population consisting of \( M \) initially random real \( D \times D \) matrices. Consequently, the fitness function will be a function \( \text{fitness} : \mathbb{R}^{D\times D} \mapsto \mathbb{R}^+ \). To enforce the fact that the matrices are integer-valued, the first step in building the fitness function is to discretize the input, which we do by rounding the input data to the nearest integers.\(^9\)

The only free parameters in the specification of the problem are the entries of a matrix \( d \in \mathbb{Z}^{D\times D} \), which defines the inner product in (17) on an even lattice of signature \((p,D-p)\). With the help of \( d \) we define for each \( N \) two more integer matrices \( g \equiv Nd \) and \( \tilde{g} \equiv N^T d \), as in (18). We have several goals that we want our fitness function to achieve:

1. All eigenvalues of \( gg \) are non-negative.
2. \( gg \) and \( \tilde{g}g \) are both diagonalizable.
3. If there are non-distinct eigenvalues, their eigenvectors must have norms of the same sign.
4. There is no vector with norm-squared equal to -2 (“norm-minus-two vector”) which is orthogonal to all \( p \) eigenvectors (of \( gg \) or \( \tilde{g}g \)) of positive norm-square.
5. Minimize the induced tadpole charge \( Q(N) = \frac{1}{2} \text{tr}(gg) \).

For each of the goals, we formulate one or more penalties. A penalty is a function returning a non-negative number measuring how close the input matrix is to achieving that particular goal, zero meaning the goal has been reached. The final value that the fitness function will return is then computed as the weighted sum of each penalty

\[
\text{fitness}(N) = \sum_k w^k p_k(N).
\]

\( w^k \) representing the weights, and \( p_k(N) \) the penalties, summed over all penalties we design.

To improve execution time, we only compute penalties as needed. The eigenvalue penalties of Item 1 and the norm-minus-two check, Item 4, are always computed, but

---

\(^9\)There are two design paths one can take:
1. The DE can act on real-valued matrix entries in \( \mathbb{R}^{D\times D} \), and the fitness function \( \text{fitness} : \mathbb{R}^{D\times D} \mapsto \mathbb{R}^+ \) can be used to enforce the fact that the input consists of real numbers
2. The DE can act on integer-valued matrix entries in \( \mathbb{Z}^{D\times D} \) with fitness function \( \text{fitness} : \mathbb{Z}^{D\times D} \mapsto \mathbb{R}^+ \).

The first option, which is the path we chose, contains more freedom for the algorithm to move. Consider the mutation (see Eq. 24) of one entry when the DE acts on \( \mathbb{R}^{D\times D} \): \( 0.4 \approx 0 \rightarrow 0 + 0.4 + 1 \times (0.9 - 0.7) = 0.6 \approx 1 \). This mutation managed to switch the effective entry from 0 to 1, while the same DE acting on \( \mathbb{Z}^{D\times D} \) with these numbers rounded, \( 0 \rightarrow 0 + 1 \times (1 - 1) = 0 \), provides no evolution.
Figure 1: An example of an effective penalty applied to eigenvalues: The bare penalty is the size of the negative real part of an eigenvalue, and a threshold value is added for the smallest non-zero penalty to avoid small unwanted numbers.

Item 2 is only relevant if there are no non-distinct eigenvalues. Moreover, Item 3 is only computed for diagonalizable matrices.

Before we continue we want to highlight the fact that the problem we are considering is very hard when it comes to computational complexity. To simply verify whether a matrix satisfies all the above goals we have to solve a lattice-reduction(-like) problem (Item 4 above), which is an NP-hard problem [65,66]. Hence we cannot even verify if a candidate matrix satisfies our goals in polynomial time, with complete accuracy, and the problem we try to solve may not even be in the NP class of problems. It is therefore important to choose algorithms that can solve this problem fast, even at the cost of generating false-positive candidates (meaning candidates that have a matrix that fails the condition in Item 4 but that has zero penalty in our implementation). We will return to this point later. The final result of a search can then be analyzed by more accurate and slow methods, and false-positives can be filtered out.[11]

We now proceed to describe how the we have designed the penalties. The implementation of the fitness function can be found as part of the bbsearch.jl project [68], which is an implementation in the Julia programming language [71].

**Item 1:** The goal of positive eigenvalues. This goal is split into three separate penalties:

1. The sum of the absolute value of the imaginary parts of all complex eigenvalues.
2. The sum of the absolute value of negative real parts of all complex eigenvalues.
3. The sum of the absolute value of all negative real eigenvalues.

[11]This filtering is a Diophantine problem, which oftentimes (though not always) be solved by Mathematica. This can only be used for post-search verification, as the algorithms Mathematica uses too slow for running our search.
This means that when all eigenvalues are non-negative all these penalties are zero and the
goal has been met. Each of these penalties are also supplemented with a threshold, that is
a constant value is added to the penalty when it is non-zero (accounting also for numerical
zeroes). This is illustrated in Figure 1. This is to prevent the algorithm to prefer very small
negative eigenvalues together with very low tadpoles sourced by non-integer fluxes (that
we will describe the penalty for later) over zero or positive eigenvalues with higher tadpoles.

**Item 2: The goal of diagonalizability.** There are a number of ways in which we
can verify the diagonalizability of the flux matrix numerically, however what we found is
that they are all too unstable to be used reliably. Our only option here is to compare the
geometric and algebraic multiplicity.\(^{12}\)

For this we use Nemo.jl\(^{72}\) to compute and factorize the characteristic polynomial
(which will also be used in Item 4) to derive the geometric multiplicity. A constant penalty
is then given if for any eigenvalue where the geometric and algebraic multiplicity do not
match. This method uses exact integer arithmetics and therefore does not suffer from
numerical accuracy issues. It is however slower than a purely numerical approach.

**Item 3: The goal of distinct eigenvalues.** If some eigenvalues have algebraic
multiplicity larger than one, the norms of their corresponding eigenvectors must have the
same sign. We find that the most reliable way to check this numerically is by building a
matrix for each eigenvalue
\[
b_{ij} = (v_i, v_j)
\]
using the inner products of the corresponding eigenvectors \(v_i\). It the eigenvalues of \(b_{ij}\) are
not all positive, or not all negative, then the matrix receives a penalty equal to the number
of positive or negative eigenvalues (whichever is lowest).

**Item 4: The goal of absence of norm-minus-two vectors.** We want to give a
penalty for every integer norm-minus-two vector (i.e. a root) which is orthogonal to all
positive-norm eigenvectors of \(\tilde{g}\tilde{g}\) (the same discussion applies for \(\tilde{g}g\), but here we only
describe the procedure for \(\tilde{g}\tilde{g}\)). Finding such vectors is a difficult task. As discussed at
the end of Section 2.2 we first need to establish if there are any such integer vectors at
all (independent of their norm). This can be achieved by factorizing the characteristic
polynomial of \(NdN'\) over the integers,
\[
p(\lambda) = \det(\tilde{g}\tilde{g} - \lambda 1) = \prod_r p_r(\lambda)^{m_r},
\]
where each factor \(p_r(\lambda)\) is irreducible over the integers. Moreover, for each factor we define
\[
N_r = \ker p_r(\tilde{g}\tilde{g}).
\]

\(^{12}\)The algebraic multiplicity denotes the multiplicity of an eigenvalues as the root of the characteristic
polynomial. The geometric multiplicity is the dimension of the corresponding eigenspace. If the geo-
metric multiplicity is smaller than the algebraic multiplicity for at least one eigenvalue, a matrix is not
diagonalizable.
Here \( p_r(g\tilde{g}) \) denotes the polynomial \( p_r \) evaluated for the matrix \( g\tilde{g} \). Since the result is again an integer matrix, we are guaranteed to find an integer basis of \( N_r \). Eventually, we are only interested in those \( N_r \) which contain only negative norm-square vectors, therefore we introduce

\[
R_- = \{ r : (\cdot, \cdot) |_{N_r} \text{ is negative definite} \}.
\]

(31)

Clearly, we can write \( N_- \) introduced in (23) as \( N_- = \bigoplus_{r \in R_-} N_r \). Therefore, as explained in Section 2.2 and Appendix A, we are looking for integer vectors \( v \in \mathbb{Z}^m \) which satisfy

\[
p_- (g\tilde{g}) v \equiv \left( \prod_{r \in R_-} p_r (g\tilde{g}) \right) v = 0, \quad \text{and} \quad \|v\|^2 = -2.
\]

(32)

To our understanding this quadratic Diophantine problem does not have a solution in general. We can instead reformulate it into a lattice reduction problem. All integer vectors in the kernel of \( \prod_{r \in R_-} p_r (g\tilde{g}) \) define a lattice (which we called \( N_- \) earlier), so we need to find the smallest-norm vectors on this lattice.

The ordinary lattice reduction problem is an NP-hard problem, but there exists an algorithm that solves the problem, up to a potential “defect”, in polynomial time.\(^{13}\) This algorithm is called LLL after Lenstra, Lenstra, Lovász \([67]\). Given a set of integer vectors \( \{v_k\} \), which span a lattice, the essential steps of the LLL algorithm are

1. For the \( k^{\text{th}} \) vector, \( v_k \), in the kernel (arbitrarily ordered), starting at the second, replace \( v_k \) with

\[
v_k \leftarrow v_k + \lambda_{k,j} v_j
\]

(33)

iterating over all \( j < k \), where \( \lambda_{k,j} = -(v_k, v_j^*) / \|v_j^*\|^2 \) rounded to an integer.\(^{14}\)

2. If \( v_k \) has a lower norm-square than \( v_{k-1} \), switch their places and take a step back if possible (\( k \leftarrow \max(k - 1, 2) \)), else proceed to the next vector: \( k \leftarrow k + 1 \).

Step 1 tries to lower the norm-squared of the \( k^{\text{th}} \) vector using all earlier vectors. Step 2 orders the collection of vectors by increasing norm-squared and makes sure that the previous vectors are reprocessed if a new vector of shorter norm has been found.

We did not find a LLL-like algorithm that was implemented in a way that could be adapted to our problem however. This is because we use a custom inner product for our norm, and that norm is not positive definite. Most implementations do not support an input inner product, and we need to implement safe-guards to prevent singular expressions. We instead implement our own lattice-reduction algorithm that also takes into account several optimized features. The implementation can be found as part of the \texttt{bbsearch.jl} repository and is summarized in Appendix B.2.

\(^{13}\)We will gloss over the details of the defect, which is a central part of the LLL algorithm, since we will not make use of that feature.

\(^{14}\)The asterisk refers to the corresponding vector after a Gram-Schmidt procedure (no normalization), and the Gram-Schmidt procedure is carried out at every redefinition of \( v_k \).
In practice, however, we face yet another problem. If we start with an arbitrary integer basis of ker $p_- (g\hat{g})$, it is not guaranteed that every other vector in $N_- = \ker p_- (g\hat{g}) \cap \mathbb{Z}^D$ can be expressed in terms of this basis with integer coefficients. In general the coefficients can also be non-integer rationals. However, such vectors will never be found by an LLL-type algorithm, as it only generates integer linear combinations of its input vectors. In other words, it never leaves the lattice spanned by the input vectors. Therefore, we must make sure that the vectors on which the LLL-type algorithm operates span not only a sublattice of $N_-$, but are a primitive basis of the full lattice $N_-$. Otherwise, it might not be possible to find the shortest vector in $N_-$. Schematically, the steps to find the shortest vectors in $N_-$ can be summarized as follows:

- Determine an integer basis $\{v_i\}$ of ker $p_- (g\hat{g})$.\[15\]

- Compute a new basis $\{v'_i\}$ such that every integer vector in span$_\mathbb{Q} (\{v_i\})$ can be expressed with integer coefficients with respect to $\{v'_i\}$. This basis will be a primitive basis of $N_-$. An algorithm which performs this task is described in Appendix B.1.

- Use the algorithm from Appendix B.2 to reduce the length of the basis vectors $\{v'_i\}$ as much as possible.

In our implementation we noticed that even if $N_-$ contains norm-minus-two vectors, sometimes none of them are found. This is most prevalent if dim $N_-$ is larger than a few. To improve the performance of the search it can also help to perform the above steps on all or even just on some of the factors $p_r (g\hat{g})$ (with $r \in R_-$) of $p_- (g\hat{g})$ individually. In practice, most of these factors will be polynomials of degree 0 or 1, which means that they directly correspond to integer eigenvalues; hence we can write them as $p_r (g\hat{g}) = g\hat{g} - eI$ for $e$ an integer eigenvalue of $g\hat{g}$. Specifically, the three reduction paths we consider are:

1. A basis of the kernel of $p_- (g\hat{g})$ is brought into Hermite normal form and normalized using the GCD. It is then processed by rational-reduce (described in Appendix B.1) brought again into Hermite normal form and finally lattice reduced.

2. For each integer eigenvalue, $e$, the kernel of $(g\hat{g} - eI)$ is GCD-normalized and put into Hermite normal form. The result is then, as above, put through rational-reduce, put into Hermite normal form and finally lattice reduced.

3. For each integer eigenvalue, $e$, the kernel of $(g\hat{g} - eI)$ is GCD-normalized, brought into Hermite normal form and then lattice reduced.

In the order listed here, they are ranked according to the method that is most efficient at finding norm-minus-two vectors, and executed also in this order. Only the first reduction path is always taken, and the two others are only tested if the previous one did not find a norm-minus-two vector.

\[15\]We use Nemo.jl’s nullspace_right_rational-function that can return the nullspace as integer vectors.
The matrix is then assigned a fitness value equal to the number of norm-minus-two vectors that were found. We also have implemented an option where the lattice reduction stops at the first norm-minus-two vector found. This can be useful if the weight for this penalty is set large (such that an order-one multiplicative factor does not make that much of a difference) to save time reducing the lattice. This comes at the cost of the DE not being able to solve this goal progressively as it does not have a way of distinguishing for example a matrix with four norm-minus-two vectors from one with three. We find that for small matrices this option is not really relevant, but that it helps for larger matrices.

We have not performed a worst-case scenario analysis of our implementation to determine its computational complexity, and since we have not implemented the feature of LLL that guarantees completion in polynomial time, we expect our algorithm not to have a polynomial scaling. This trade-off should mean longer execution time but less false-positive candidates. We have chosen to prioritize minimizing the number of false-positives here rather than trying to improve complexity.

Item 5: The goal of minimal tadpole. All of the previous goals and penalties must be zero for the matrix to be relevant. Since we are looking for the configuration with a minimal tadpole charge, we simply set the tadpole-charge penalty to

\[ Q(N) = \frac{1}{2} \text{tr}(g\tilde{g}). \] (34)

3.3 Local search: “the Spider”

Differential evolution is generally used to solve continuous problems, and the problem we are trying to solve is discrete, so the effectiveness of the algorithm will be limited. In order improve our chances of hitting the global minimum we also supplement the search with a local search.

In the late stages of the DE search, the diversity of the population will be very low, meaning that there are very few distinct integer matrices left over. Even at this stage, the DE will be able to continue explore the minima it has found by switching a few number of entries at a time between adjacent integers, albeit fairly slowly. At this stages we can design a more efficient algorithm that explores the vicinity of a certain matrix, where the concepts of “vicinity”, “local” or “closeness” are related to how many entries differ between two matrices. Hence, two matrices are “close” if they differ by only a few entries and further apart if they differ by more entries.

To locally explore the minima around the final population generated by the DE, we use the following Spider algorithm:

- **filter**: Remove all matrices from the population that do not have all relevant penalties zero (as determined by the same fitness function we designed for the DE). Store these matrices in a filtered population.

- **create**: For each matrix in the population being considered, generate two new matrices for each zero entry in the original matrix, replacing that zero with \pm 1. Once
all matrices have been generated, filter the set to those matrices that has all relevant penalties zero. Add this set of matrices to the filtered population.

- **kill**: For each matrix in the current set, generate one matrix for each non-zero entry where the selected entry is replaced with the next integer closer to zero. Filter again, and add to the filtered population.

One can find versions of this Spider algorithm included as utility tools in the bbsearch.jl repository.

This Spider algorithm is then applied to matrices in batches. A batch is selected by choosing all matrices up to a certain tadpole charge such that the number of matrices is smaller or equal to the given batch-size. If there are more matrices with the lowest tadpole charge available than the batch-size, then the most recently generated matrices of that tadpole charge are selected. If they are still larger in number than the batch-size a batch-sized random sample of those matrices are selected for processing.

By selecting the matrices for the batches this way, the Spider will generate and process matrices with lower tadpole charges, and prioritize processing the matrices generated by matrices of smaller tadpole charges. This is because what we found by experimenting that close to a matrix of a certain tadpole are matrices with similar and not too distant tadpoles. We illustrate an example of this phenomenon in Figure 2.

![Figure 2: The distribution of tadpoles charges generated by a single step of the Spider algorithm when acting on a batch of 100 matrices out of a collection of 45,936 matrices with $Q = 25$ (for the K3 lattice $2E_8 \oplus 3U$). The lowest charge generated is $Q = 25$ (33) and the highest $Q = 35$ (2), and the most frequent charge is $Q = 27$ (24,444). In the next iteration of the Spider algorithm the 33 newly generated matrices with $Q = 25$ will be processed, as the 3,079 matrices with $Q = 26$ are too numerous for the batch-size (100). If no new $Q = 25$ matrices are generated by them, a random sample of the remaining 45,836 matrices with $Q = 25$ will be selected as the next batch for processing.](image-url)

To further improve on the algorithm we also allow it to sample the complete set of
matrices stored because the minimal-tadpole matrices stored may represent a local minimum. To escape this local minimum we sometimes have to run the Spider algorithm not with the matrix with the lowest tadpole, but with a matrix of a higher tadpole.

While the process of filter-create-kill outlined above is deterministic, the Spider search as a whole is not. This because we need to limit the number of matrices we process by sampling, and to save memory and storage space, we need to truncate the number of stored matrices periodically.

4 Results

In this section we present our results and then discuss the performance of the search algorithm.

4.1 Results of the DE plus Spider search

In this section we present the results of our searches for various root lattices of dimensions $6 \leq D \leq 22$. They are summarized in Table 2. While all matrices are still too large to be explored exhaustively, some of them are small enough to be processed very quickly (both the differential evolution and the Spider converge on a minimum in a short amount of time).

In all searches we first started multiple instances of the differential evolution algorithm with varying parameters such as population size and runtime, depending on the dimension of the lattice. Afterwards we used the Spider algorithm to explore the vicinity of the minima found by DE. We observe that for lattices of smaller dimension, differential evolution and the Spider search converge to the same minimal tadpole charge, $Q$, while for larger lattices the Spider consistently manages to find matrices with smaller $Q$ than the DE. In all searches the Spider generated vastly more matrices with minimal $Q$ than the DE.

When increasing the lattice dimension, the performance of the DE becomes worse, since it fails to find a minimum within a reasonable amount of time. For small matrices, however, the situation is the opposite: The DE converges very quickly to a robust minimum which can be confirmed with the Spider search. We take this as a clear indication that for each lattice $\Lambda$ there is a minimal charge, $Q_{\min}(\Lambda)$, which scales linearly with the dimension of the lattice.

Let us illustrate this claim on the basis of the six-dimensional lattice $\Lambda = U \oplus U \oplus U$: We started 8 instances of the differential evolution search with a population size of 500 each. The evolution of these populations with time is depicted in Figure 3. We show the distribution of the charge $Q$ in the cumulative population of all 8 runs after 1, 2, 5, and 30 minutes. In the beginning the populations are very diverse and the charges seem to follow a smooth distribution, peaked around $Q = 12$. Already after less than 2 minutes the first matrices with $Q = 5$ are found. With increasing runtime the differential evolution algorithm homogenizes the populations and shifts the distribution of $Q$ towards smaller

---

16 The implementation we have used does this every 10 samplings.
values, always bounded by the global minimum 5. After around 50 minutes all matrices in
the population have $Q = 5$ and even after 12 hours no single matrix with $Q < 5$ is found.
Post-processing the output of the differential evolution search with the Spider allowed us
to generate a total of over 300 000 matrices with $Q = 5$ but again no matrices with smaller
$Q$. We therefore conclude that $Q_{\min} < 5$ is highly unlikely and we conjecture that
\begin{equation}
Q_{\min} (U \oplus U \oplus U) = 5. \label{eq:35}
\end{equation}

For larger dimensions it becomes increasingly more difficult to draw similar conclusions.
In Figure 4 we collected four snapshots of the populations for the 18-dimensional lattice
$E_8 \oplus E_8 \oplus U$. The data is from 14 instances of the DE with a population of 1000 each
and was collected after 20 minutes, 12 hours, 24 hours and 36 hours. Again, we observe
that the diversity of the populations decreases with time and that the average value of $Q$
shifts to smaller values. However, this happens much more slowly than for the $U \oplus U \oplus U$
example. In particular the minimal charge $Q = 21$ obtained with DE was only found after
more than 20 hours and even after 36 hours most of the matrices in the population had
still a larger charge. Moreover, as shown by a subsequent Spider analysis, the DE did not
manage to find the smallest possible charge. With the Spider we found more than 40 000

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
lattice $\Lambda$ & $D$ & Runs & Population & Distance & Time & $Q_{\text{min}}$ (DE) & $Q_{\text{min}}$ (Spider) \\
\hline
$3U$ & 6 & 8 & 500 & 2.5 & 12h & 5 (324) & 5 (303 290) \\
$A_4 \oplus U$ & 6 & 8 & 500 & 2.5 & 3h & 6 (3256) & 6 (168 348) \\
$D_4 \oplus U$ & 6 & 8 & 500 & 2.5 & 3h & 6 (2938) & 6 (152 377) \\
$A_4 \oplus 2U$ & 8 & 14 & 1000 & 2.5 & 12h & 7 (32) & 7 (14 745) \\
$D_4 \oplus 2U$ & 8 & 14 & 1000 & 2.5 & 12h & 6 (299) & 6 (57 551) \\
$E_6 \oplus U$ & 8 & 14 & 1000 & 2.5 & 12h & 9 (4 635) & 9 (224 481) \\
$A_4 \oplus 3U$ & 10 & 14 & 5000 & 2.5 & 48h & 9 (7) & 9 (10 204) \\
$D_4 \oplus 3U$ & 10 & 14 & 5000 & 2.5 & 48h & 9 (282) & 9 (69 840) \\
$E_8 \oplus U$ & 10 & 6 & 10 000 & 1.5 & 6h & 10 (2) & 10 (47 749) \\
$E_8 \oplus 2U$ & 12 & 6 & 5000 & 1.5 & 8h & 14 (1) & 12 (131 426) \\
$E_8 \oplus 3U$ & 14 & 12 & 2500 & 1.0 & 10h & 16 (42) & 13 (1 358) \\
$2E_6 \oplus 2U$ & 16 & 15 & 5000 & 1.5 & 48h & 17 (31) & 14 (295) \\
$2E_8 \oplus U$ & 18 & 15 & 1000 & 1.5 & 36h & 21 (155) & 20 (42 580) \\
$2E_8 \oplus 2U$ & 20 & 15 & 1000 & 1.5 & 72h & 25 (17) & 21 (66) \\
$2E_8 \oplus 3U$ & 22 & 16 & 1000 & 0.7 & 72h & 26 (5) & 25 (100 989) \\
\hline
\end{tabular}
\caption{Input data and results for various root lattices. “Runs” denotes the number of instances of the differential evolution search and “Population” the size of the population for each run. The “Distance” parameter is discussed in Subsection 4.2. “Time” is the runtime of each differential-evolution run. The last two columns list the minimal tadpole charge $Q_{\min}$ which we found with the differential evolution search (DE) and after processing the results with the Spider algorithm. In the brackets we give the number of unique matrices with the respective minimal tadpole charge.
}\end{table}
matrices with $Q = 20$. The large amount of such matrices and the absence of matrices with smaller $Q$ gives a strong indication that here indeed $Q_{\text{min}} = 20$.

In Figure 5 we present the distribution of tadpoles from all snapshots taken during the runs with at least one $E_8$ factor. The distributions show a clear bias towards lower charges, as the DE attempts to find the minima. In the runs with two $E_8$ factors we see a much sharper fall-off towards lower charges, meaning that the DE has managed to generate a lot of matrices with low charges, indicating that we have not only let the search run for longer absolute time (see Table 2) but also that it is longer in time relative to the increased complexity of the problem, going from a single $E_8$ to two. It should be noted that these figures do not reveal much information about the true distribution of charges in the domain we consider, except that lower charges are indeed more rare.

For both large and small lattices, the differential evolution and the Spider algorithms show a clear universal linear scaling of $Q_{\text{min}}$ with the dimension of the lattice

$$Q_{\text{min}} \sim D.$$  \hfill (36)

It is interesting to note that all our results are compatible with $Q_{\text{min}} \geq D - 2$. Moreover, one can see that for small lattices $Q_{\text{min}}(Λ)$ depends on the structure of the lattice, and not just on its dimension. It is an interesting question whether this dependence will persist in general for large lattices.

4.2 Performance of the search algorithm

The naive way of approaching a problem similar to ours would be to either explore it exhaustively or randomly. The first option is very much unachievable even for small matrices, as even the smallest domain we consider ($U \oplus U \oplus U$, see Table 2) contain $5^{6 \times 6} \sim 10^{25}$ matrices. The second option, to explore this space randomly, performs much worse than differential evolution. The purpose of this subsection is to illustrate this phenomenon.

We present three runs for the $E_8 \oplus U \oplus U$ matrix

1. a DE run\footnote{As described in Section 3 we use \textit{adaptive} DE/rand/1/bin with radius limited sampling for our DE searches, from BlackBoxOptim.jl \cite{70}. The same implementation also includes a random sampling method that we use as a benchmark here.} on the space $N^{ij} \in [-0.6, 0.6]$ (this run has a distance of 0.6).
2. a random sampling\footnote{As described in Section 3 we use \textit{adaptive} DE/rand/1/bin with radius limited sampling for our DE searches, from BlackBoxOptim.jl \cite{70}. The same implementation also includes a random sampling method that we use as a benchmark here.} run on the space $N^{ij} \in [-1.5, 1.5]$.
3. a random sampling\footnote{As described in Section 3 we use \textit{adaptive} DE/rand/1/bin with radius limited sampling for our DE searches, from BlackBoxOptim.jl \cite{70}. The same implementation also includes a random sampling method that we use as a benchmark here.} run on the space $N^{ij} \in [-0.6, 0.6]$.

keeping all other input to the fitness function and the algorithm fixed. The distance parameter determines in which domain each matrix entry, $N^{ij}$, is allowed to take values, at both initialization of the population (according to a random uniform distribution) and during the search. By these three runs we want to demonstrate what appears to be the generic behavior of algorithms applied to our problem:
Figure 3: Evolution of the population for $U \oplus U \oplus U$. Each histogram shows the distribution of tadpole charges $Q$ in the combined populations of 8 DE runs with a population of 500 each (counting unique integer matrices only). The data is taken after 60 seconds, 2 minutes, 5 minutes, and 30 minutes.

Figure 4: Evolution of the population for $E_8 \oplus E_8 \oplus U$. Each histogram shows the distribution of tadpole charges $Q$ in the combined populations of 15 DE runs with a population of 1000 each. The data is taken after 20 minutes, 12 hours, 24 hours, and 36 hours.
• The DE always outperforms random sampling
• The random sampling run over a more narrow search-space outperforms the one over the wider search-space

The first observation confirms at least to some degree that differential evolution is an approach suitable for our problem, as it is much more effective than just random sampling. In Figure 6 we illustrate this by plotting the lowest-fitness member at regular intervals of the search, all three searches are rescaled as to have approximately the same number of total function evaluations at the final point.

The second observation tells us that we can improve a random search by including many zero entries in the matrix, which we have forced by choosing a smaller distance (1.5 versus 0.6). This is consistent with what we find in the candidates with very low tadpoles. Hence, narrowing the search space benefits the random search, but still does not outperform the DE.

5 Discussion

We divide this section into a discussion of the results we obtained, and a discussion of the algorithms we used.

5.1 The results

We have examined several lattices similar to that of K3×K3 to support our claim that moduli stabilization at regular points of K3×K3 compactifications of M-theory require a minimum tadpole charge [1]. Interestingly, this minimum charge, that we found to be 25, is larger than the maximum charge allowed by tadpole cancelation (24), and thus moduli stabilization always leads to K3×K3 manifolds with non-Abelian gauge groups. The problem of moduli stabilization on K3×K3 is particularly suited to an algorithmic treatment as it can be translated into a set of algebraic conditions on a 22 × 22 matrix (22 = h²(K3)) that is quadratic in the flux quanta. Since 22 is a considerably large number, certain runs take a very long time and one might wonder whether the minimum tadpole charge that we found is a mere artifact of a lack of running time. This question was the main motivation for the present paper, were we have used the algorithms to solve the same algebraic problem but with smaller matrices.

We applied our algorithms to several different lattices which are characterized by their Gram matrix dij representing an inner product of indefinite signature 18. We analyzed examples in all even dimensions from 6 to 22. All our examples are sums of roots lattices of simply laced Lie algebras (An, Dn and En) and U. This choice is of course motivated by the form of the K3 lattice 2E8 ⊕ 3U. Our main results are summarized in Table 2.

18For actual compactifications, such as K3×K3, this matrix corresponds to the intersection matrix of the middle cohomology.
Figure 5: Tadpoles found by the DE for the lattices $E_8 \oplus U$, $E_8 \oplus 2U$, $E_8 \oplus 3U$, $2E_8 \oplus U$, $2E_8 \oplus 2U$, and $2E_8 \oplus 3U$ (for all all the flux configurations considered the relevant penalties are zero). More details can be found in Table 2.

Figure 6: A benchmark comparison between differential evolution and random search: fitness versus number of function evaluations. The blue line corresponding to how fitness have progressed for the differential evolution wins over those of the random search (even if we restrict the search space).
We found that there is always a minimal tadpole charge, whose value is directly related to the dimension $D$ of the lattice. The smallest charges found are always of order $D$. In particular, all our examples are compatible with $Q_{\text{min}} \geq D - 2$, so one might wonder if this or a similar bound is universal.

Evidently, our algorithmic approach cannot give a mathematical proof that $Q_{\text{min}}(\Lambda)$, for a given lattice, $\Lambda$, takes a certain value. Nevertheless, as explained in Section 4.1, we found strong evidence that a non-trivial $Q_{\text{min}}$ of the order of $\text{dim} \Lambda$ always exists. Translated in the language of flux compactifications, this means that one cannot stabilize all moduli at a generic point in moduli space with arbitrarily small fluxes. Establishing the actual value of $Q_{\text{min}}(\Lambda)$ for a given lattice is of course a more difficult task, especially for lattices of large dimension. It cannot be ruled out completely that the absence in our searches of any matrices with $Q$ smaller than a putative $Q_{\text{min}}$ is merely a statistical effect. If one takes a random sample of flux matrices, the spectrum of charges will follow a certain probability distribution favoring larger charges and strongly suppressing smaller charges. This effect will increase with the dimension of $\Lambda$, which explains why finding $Q_{\text{min}}$ becomes more difficult for larger lattices. Therefore, establishing $Q_{\text{min}}$ from a purely random search appears to require a sample size which is large enough to contain at least a few instances with $Q = Q_{\text{min}}$ with sufficiently large statistical probability.

However, as illustrated in Section 4.2 our algorithms are vastly more efficient than a random search. The charge distribution of the matrices found by the differential evolution and Spider algorithms is shifted strongly towards smaller $Q$, hence allowing for smaller sample sizes. It is outside the scope of this work to quantify the effect of the search algorithms on the charge distribution. Nevertheless, we believe that we have generated enough matrices to make our results for $Q_{\text{min}}$ rather trustworthy. In particular, for the 22-dimensional K3-lattice we generated a very large number of matrices with $Q = 25$ relatively easy and fast, but failed to generate even a single flux matrix with $Q < 25$.

It would be desirable to further explore the properties of the statistical distribution of fluxes of the K3×K3 compactification and to better quantify the performance of the differential evolution and spider algorithms. Clearly, in this context a comparison with the general results on the distribution of flux vacua of [73, 74] would be very interesting. There also appear to be promising connections to the theory of random matrices. Finally, it does not seem to be completely unrealistic to obtain $Q_{\text{min}}$ by purely analytic arguments, at least for some special lattices. In particular there exist connections between our problem and number theory [75–90, see for example [75, 90], as also suggested by the exposition in

\[19\text{This probability density could roughly be estimated in the following way: The number of flux configurations with a certain charge } Q \text{ is given by the number of lattice points in a shell of radius } Q \text{ and thickness 1. In the continuum limit, for } Q \gg 1, \text{ the number of points is proportional to the volume of the shell. Hence, for a spherical shell this would imply the naïve estimate } \rho(Q) \sim Q^{D-2}. \text{ This, however, does not take into account that we are dealing with a space with non-definite inner product. Moreover, our constraints on moduli stabilization and absence of singularities further reduce the number of admissible matrices. Finally, this simple counting argument breaks down for small values of } Q, \text{ when the effects of flux quantization become important. We thank D. Junghans for interesting discussions on this argument.}

\[20\text{We thank Cumrun Vafa for suggesting this.}
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5.2 The algorithms

To solve our tadpole-minimization problem we used two different search methods: Differential Evolution (DE) and the Spider. The DE approach has worked quite well, even though it is not directly intended for use on discrete problems. The DE pinpoints fairly easily a good region where minima are located, but can be slow in finding the actual minima, especially for larger lattices. Thus, the DE converges fairly consistently on a region of low tadpoles, only a few units away from where the minima are, but has trouble producing the actual minima without extra help.

This help is provided by our Spider algorithm, which explores the area in which the DE settles, by turning matrix entries on and off. The Spider has proven very good at progressively improve the tadpole minima generated by the DE. Combining the DE and the Spider and performing several searches, we find what appear to be the global minima.

The success of DE in pinpointing the area where the minima are is a feature that we believe to be of general interest. Indeed, more modern AI techniques, primarily those that fall under the topic of machine learning (ML), often require lot of computational time for training before deciding if the methods chosen are suitable for the problem. The relative advantage of DE, or other meta-heuristic or stochastic optimization algorithms, is that they can directly be applied to a problem when a fitness function has been built. It would be interesting to explore the limits of the application of these algorithms to the problems we face.

In particular, it would be interesting to compare our algorithms to the ML approach used for example in [41] to solve a system of coupled non-linear Diophantine equations. In ML the resulting neural network is trained to be an algorithm that solves a particular problem, and it would be interesting to see how this algorithm performs compared to other meta-heuristic or deterministic algorithms, and not just random walks.

Since ML techniques have been used to solve games, it would be interesting to try to explore the problem considered here in some similar way. For example, our Spider algorithm is very similar to a game of Solitaire, where a move is to switch on and off individual entries and improve the tadpole charge, while still satisfying all targets. The goal of this modified Solitaire game would be to find the minimal tadpole, using these moves. One difference is that instead of facing an opponent, a machine would have to learn how to play the perfect game.

It would also be interesting to see if there are other ways in which one can formulate our minimization problem. In our current formulation, it does not appear that our question is even in the class of NP-hard problems, as we cannot verify a candidate matrix with certainty in polynomial time, because of the NP-hard lattice reduction problem. Exploring this further may yield some more suitable formulation of the problem and even better ways of finding solutions.
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A Integer linear combinations of eigenvectors

In this Appendix we discuss under which conditions a subset of the eigenvectors of an integer matrix has an integer vector in its span.

In Section 2.1 we explained that the K3×K3 compactifications develop an orbifold singularity if one of the integer matrices $\tilde{g}g$ and $\tilde{g}g$ with $g$ and $\tilde{g}$ defined in (18) has the following property: There is a root of the K3 lattice (11) which is orthogonal to all eigenvectors with positive norm square. A necessary condition for this is that there is a linear combination of the eigenvectors with negative norm square which is integer (see the discussion in Section 4 for more details). In this Appendix we will outline the underlying mathematics of this question.

Let $M \in \mathbb{Z}^{D \times D}$ be a diagonalizable $D \times D$ matrix with integer entries and $\lambda_i$ and $v_i$ ($i = 1, \ldots, D$) its eigenvalues and the corresponding eigenvectors. In general neither the eigenvalues nor the eigenvectors are integer. We want to know under which circumstances there exists a subset $\{v_k | k = 1, \ldots, p < d\}$ of the eigenvectors such that there exists a linear combination that has only integer entries:

$$\sum_{i=1}^{p} a_i v_i \in \mathbb{Z}^d, \quad a_i \in \mathbb{C}. \quad (37)$$

The two limits of this questions are easy to understand. For $p = d$ equation (37) is always true since $\mathbb{Z}^D$ is contained in the (complex) span of all eigenvectors, which is $\mathbb{C}^D$. In the opposite limit, $p = 1$, equation (37) is also true if there exists an eigenvalue $\lambda \in \mathbb{Z}$; its corresponding eigenvector, $v$, is given by the solution of

$$(M - \lambda \mathbb{1}) v = 0. \quad (38)$$

This is a linear equation with integer coefficients and admits therefore an integer solution. We would now like to understand whether there exist solutions to this problem away from these limits.
The eigenvalues \( \lambda_i \) are the \( D \) (complex) roots of the characteristic polynomial
\[
p(\lambda) = \det (M - \lambda \mathbb{I}) = \lambda^D + c_{d-1}\lambda^{D-1} + \cdots + c_0,
\]
where the coefficients, \( c_i \), are integers. This polynomial is not always irreducible over the integers. When it is not, we can decompose it into a product of smaller polynomials with integer coefficients:
\[
p(\lambda) = \prod_r p_r(\lambda),
\]
where each of the factors is irreducible over the integers. This means that the polynomials
\[
p_r(\lambda) = \lambda^{d_r} + c_{d_r-1}\lambda^{d_r-1} + \cdots + c_0^{(r)} \in \mathbb{Z}
\]
cannot be further decomposed into a product of non-constant integer polynomials of smaller rank. Here we denote the degree of \( p_r(\lambda) \) by \( d_r < D \).

Let us now focus on one of these polynomials, \( p_r(\lambda) \). In principle, this polynomial can occur multiple times in the factorization (40), so we denote its multiplicity by \( m_r \).

Furthermore, \( p_r(\lambda) \) has \( d_r \) complex roots \( \lambda_i^{(r)} \). By construction these roots are eigenvalues of \( M \), so we denote the corresponding eigenvectors by \( v_i^{(r)} \). Notice, that if \( m_r > 1 \) there are more eigenvectors than eigenvalues, since for each eigenvalue, \( \lambda_i^{(r)} \), there are \( m_r \) independent eigenvectors. Next, we consider the matrix
\[
p_r(M) = M^{d_r} + c_{d_r-1}^{(r)} M^{d_r-1} + \cdots + c_0^{(r)} \mathbb{I}.
\]
For every eigenvector, \( v_i^{(r)} \), it satisfies
\[
p_r(M)v_i^{(r)} = p_r(\lambda_i^{(r)}) v_i^{(r)} = 0.
\]
Therefore, \( \dim \ker p_r(M) \geq m_r d_r \). This inequality can only hold for every \( r \) if it is saturated and we have
\[
\ker p_r(M) = \text{span} \left\{ v_i^{(r)} \mid i = 1, \ldots, m_r d_r \right\}.
\]
On the other hand, \( p_r(M) \) is an integer matrix and thus its kernel admits an integer basis \( \{ v_i^{(r)} \mid i = 1, \ldots, m_r d_r \} \in \mathbb{Z}^{d \times m_r d_r} \). Therefore, there exist \( m_r p_r \) independent linear combinations
\[
\sum_{i=1}^{m_r d_r} a^i v_i^{(r)} \in \mathbb{Z}^d.
\]
Notice that, if \( m_r > 1 \), we can always redefine the eigenvectors in such a way that the sum contains only \( p_r \) non-vanishing terms. To conclude, for each irreducible factor \( p_r(\lambda) \) there exist \( p_r \) independent eigenvectors such that one can form \( d_r \) independent integer vectors from their linear combinations. We can finally express the matrix \( M \) with respect to the integer basis \( \bigcup_r \{ v_i^{(r)} \} \) to block-diagonalize it over the integers. The characteristic polynomials of the individual blocks will be the irreducible polynomials \( p_r(\lambda) \).
Let us also look at the reverse situation and assume there is a subset of eigenvectors \( \{ \tilde{v}_i \}, i = 1, \ldots, \tilde{d} < D \), such that there is a linear combination

\[
b_1 = \sum_{i=1}^{\tilde{d}} a^i \tilde{v}_i \in \mathbb{Z}^d.
\]

(46)

However, denoting the corresponding eigenvalues by \( \tilde{\lambda}_i \), we can show iteratively that all

\[
b_n \equiv \sum_{i=1}^{\tilde{d}} a^i \tilde{\lambda}_i^n \tilde{v}_i = M b_{n-1} \in \mathbb{Z}^d.
\]

(47)

On the other hand, at most \( \tilde{d} \) of these vectors can be linearly independent. Therefore, there exists a linear relation between the \( b_i, i = 0, \ldots, \tilde{d} \). This shows that the \( \tilde{\lambda}_i \) are roots of an integer polynomial of degree \( \tilde{d} \) and therefore \( p(\lambda) \) must be reducible. Alternatively, one can extend the \( b_i (i = 0, \ldots, \tilde{d}) \) to an integer basis of \( C^D \) and express \( M \) with respect to this basis. This brings \( M \) into block diagonal form which shows that \( p(\lambda) \) is reducible.

This shows that there exists an integer linear combination of \( p < D \) eigenvectors if and only if the characteristic polynomial of \( M \) is reducible and if in its factorization there is an irreducible factor of degree \( p \).

Clearly, the \( p = 1 \) example mentioned above, where there is a solution if one of the eigenvalues is integer, can be seen as limit of our general result, obtained when the corresponding irreducible factor \( p_r(\lambda) \) has degree \( d_r = 1 \).

The roots of any of the irreducible factors \( p_r \) form an algebraic extension of the rationals and we are thus dealing with linear algebra over these algebraic fields. The discussion here therefore seems to indicate that there are potentially very interesting connections of our problem to algebraic number theory, which should be elaborated on elsewhere.

\section{Lattice Reduction}

In this Appendix we present some details of the algorithms which we use to determine if there are integer norm-minus-two vectors (roots) in the kernel of an integer matrix. In \[B.1\] we outline a simple algorithm which computes a primitive basis of the kernel of an integer matrix. In \[B.2\] we discuss our adaptation of the LLL algorithm which tries to find the shortest vector in a given lattice.

\subsection{Rational reduction}

Let \( M \in \mathbb{Z}^{D \times D} \) be an integer matrix and \( v_i \in \mathbb{Z}^D \ (i = 1, \ldots, k; \ k = \dim \ker M) \) a basis of the kernel of \( M \). The vectors \( \{v_i\} \) are called a primitive basis (of the lattice \( \ker M \cap \mathbb{Z}^D \)) if every integer vector in the kernel of \( M \) can be expressed as a linear combination of the \( v_i \) with integer coefficients:

\[
\text{span}_\mathbb{Z}(v_1, \ldots, v_k) = \ker M \cap \mathbb{Z}^D \equiv \ker_{\mathbb{Z}} M.
\]

(48)
Not every integer basis is necessarily primitive as it can be possible to obtain integer vectors as rational linear combinations of integer vectors.

Here, we give a simple algorithm which generates for a set of integer vectors, \( \{v_i\} \), a new, primitive basis of \( \text{span}\_Q(\{v_i\}) \cap \mathbb{Z}^D \). We start by writing the \( v_i \) as the columns of a matrix \( V \):

\[
V \equiv \begin{pmatrix} v_1 & \cdots & v_k \end{pmatrix}.
\]  

(49)

The algorithm then works as follows:

1. Bring \( V \) into column Hermite normal form and normalize all columns by dividing them by the GCD of their entries. If \( V \) was already in this form skip to the next step. The matrix \( V \) is now in column echelon form.

2. Iterate over \( i = 1, \ldots, k \):
   
   Introduce the reduced matrix

\[
V_i \equiv \begin{pmatrix} v_i & \cdots & v_k \end{pmatrix}.
\]  

(50)

Determine all non-zero elements of \( v_i \) such that all other entries in the same row of \( V_i \) are zero (\( v_{i,j} \neq 0 \) and \( v_{m,j} = 0 \) for \( m > i \)). Denote the GCD of these elements by \( Q \) and decompose \( Q \) into prime factors. For each prime factor \( p \) of \( Q \) do:

(a) Compute a basis \( n_j \in (\mathbb{Z}_p)^D \) of the kernel of \( V_i \) in \( \mathbb{Z}_p \equiv \mathbb{Z}/p\mathbb{Z} \). (This means each \( n_j \) satisfies \( V_i n_j = 0 \mod p \).)

(b) Bring the matrix

\[
\begin{pmatrix} n_1 & \cdots & n_l \\
\end{pmatrix}
\]  

into column Hermite normal form. Divide each \( n_j \) by its leading element (its first non-zero entry). These operations are done \( \mod p \).

(c) For each \( n_j \), denote the position of its leading element by \( l_j \) (i.e. \( n_{j,l_j} = 1 \) and \( n_{j,m} = 0 \) for \( m > l_j \)). Replace \( v_{i+l_j-1} \) by \( V_i n_j/p \).

B.2 LLL

Given a set of integer vectors, \( \{v_k\} \), which span a lattice, the “shortest vector problem” asks what for the length of the shortest non-zero vector in the this lattice. The LLL algorithm [67] (outlined in [3.2]) gives an approximate solution to this problem in polynomial time. Here, we use the following adaptation of LLL:
1. Iterating over all vectors $v_k$ for $k \in [1, n]$, replace $v_k$ with a new vector

$$v_k \leftarrow v_k + \lambda^i v_i.$$  

(52)

where $\lambda^i$ is the nearest integer to the solution of

$$d_{ij} \lambda^j + c_i = 0; \quad d_{ij} = (v_i, v_j), \quad c_i = (v_k, v_i),$$

(53)

and $i, j \in [1, n]$ except $i, j = k$ and any $l$ with vector $v_l$ that makes $d_{ij}$ singular. Notice that the left hand side of (53) is the derivative of

$$\|v_k + \lambda^i v_i\|^2 = \|v_k\|^2 + 2 \lambda^i c_i + \lambda^i \lambda^j d_{ij},$$

(54)

with respect to $\lambda^i$. Hence a solution of (53) extremizes the length of the new vector. Existence and uniqueness of $\lambda^i$ is guaranteed if $d_{ij}$ is non-degenerate. If it is moreover positive (negative) definite, the extremum of (54) will be indeed a minimum (maximum).

2. For all vectors $v_i$ with $i \neq k$ that have $\|v_i\| = 0$ but $(v_i, v_k) \neq 0$ we replace $v_k$ with

$$v_k \leftarrow v_k + v_i \kappa_i; \quad \kappa_i = \frac{2 - \|v_k\|^2}{2(v_k, v_i)},$$

(55)

for the $v_i$ that leaves the new $v_k$ closest to $\|v_k\|^2 = 2$.

3. Repeat the above procedure until no vector in the collection has changed.

Both the $\lambda_i$ and $\kappa_i$ must be integer (or an appropriate rational) to make the result integer. While we have chosen rounding for most problems we have studied\cite{21} that is not always the one that gives the result closest to $\|v_k\|^2 = 2$, but it performs better than using any of the floor/ceil functions.

If we compare our Item 1. above to the conventional LLL, we find that the two (disregarding rounding) solve the same analytical problem. Since we opted to solve Eq. (53) in the most intuitive way – by matrix inversions – LLL would probably have a computational complexity advantage to our implementation, even if the LLL performed more iterations finish. The two algorithms also differ in that LLL rounds at every iteration.

\cite{21}If we do not use rounding, our algorithm calculates all combinations of rounding to largest/smallest integer, to get the best possible solution. For large matrices with many vectors in the kernel this however becomes too slow.
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