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Abstract

We extend the Barles-Perthame procedure [2, 3] (see also [20]) of semi-relaxed limits of viscosity solutions of Hamilton-Jacobi equations of the type

\[ f - \lambda Hf = h. \]

The convergence result allows for equations on a ‘converging sequence of spaces’ as well as Hamilton-equations written in terms of two equations in terms of operators \( H_1 \) and \( H_2 \) that serve as natural upper and lower bounds for the ‘true’ operator \( H \).

In the process, we establish a strong relation between non-linear pseudo-resolvents and viscosity solutions of Hamilton-Jacobi equations. As a consequence we derive a convergence result for non-linear semigroups.
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1 Introduction

In this paper, we will study the relation between three of the major objects in the field of semigroup theory: the semigroup, the resolvent and the generator.

Consider the following problem posed by Cauchy [7]. Find all maps \( f : \mathbb{R}^+ \rightarrow \mathbb{C} \) satisfying

\[
\begin{align*}
\phi(t + s) &= \phi(t)\phi(s) \quad \text{for all } s, t \geq 0, \\
\phi(0) &= 1.
\end{align*}
\]

Assuming that \( \phi \) is continuous (the conclusion holds under much weaker assumptions), it can be shown that all maps of this type are of the form \( \phi_a(t) := e^{ta} = \lim_{k \to \infty} (1 - \frac{t}{k})^{-k} \) with \( a \in \mathbb{C} \).

The factor \( a \), which can be found by \( a = \partial_t \phi_a(t)|_{t=0} \), captures all essential information of the semigroup \( \phi_a \). In addition, the dependence of \( \phi_a \) on \( a \) is robust under convergence: for a sequence of \( a_n \in \mathbb{C} \) with \( a_n \rightarrow a \), it holds that \( \phi_{a_n} \rightarrow \phi_a \) uniformly on compacts.

Semigroup theory generalizes these three concepts to the level of semigroups on Banach and locally convex spaces. We will focus here on non-linear semigroups on the space of bounded measurable functions \( M_b(X) \) on some space \( X \). The three objects of interest are
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S(a) A generator $H \subseteq M_b(X) \times M_b(X)$;

S(b) A resolvent $R(\lambda) = (\mathbb{I} - \lambda H)^{-1}$, $\lambda > 0$;

S(c) A semigroup $V(t) = \lim_{k \to \infty} R(t/k)^k$, $t \geq 0$.

In addition, one wants to establish relations between $H_n \to H$, $R_n(\lambda) \to R(\lambda)$ and $V_n(t) \to V(t)$.

In the context of linear semigroups on some Banach space $Y$, these results are all well known, cf. [15, 34]. Two main results in this context are the Hille-Yosida generation theorem relating S(a), S(b) and S(c), whereas the Trotter-Kato-Kurtz approximation theorem establishes various implications between convergence of these three objects. The non-linear context is more complicated, cf. [29]. An analog of the Hille-Yosida theorem was proven by Crandall and Liggett [11] and the result by Kurtz [28] is sufficiently general to do approximation theory in this context. These results, however, assume that the equation $f - \lambda Hf = h$ can be solved in the classical sense. While in the linear context this is often possible, in the non-linear context this is troublesome. Crandall and Lions [12] introduced viscosity solutions that can replace classical solutions to achieve the same goals when restricting to operators taking values in the space of continuous functions. The first stability result was observed already in this first paper [12], but it was Barles and Perthame [23] who realized that if $H_n$ are operators converging to $H$, then semi-relaxed limits of viscosity solutions to Hamilton-Jacobi equations for $H_n$ yield viscosity sub- and supersolutions for the Hamilton-Jacobi equation for $H$. This method has been subsequently used in various papers, see [10] for a short discussion on the initial papers on this topic and see [22] Section II.6 for a somewhat more recent account in the setting of controlled Markov processes.

Finally, we want to mention [20, Chapters 6 and 7], in which stability of solutions to Hamilton-Jacobi equations are studied in the context of large deviations for Markov processes, in which three important generalizations have been carried out with respect to the classical Barles-Perthame procedure:

(1) Instead of working on a single space $X$, a sequence of spaces $X_n$ that are mapped into $X$ are considered. Conditions are given that imply the convergence of viscosity solutions of $f - \lambda H_n f = h_n$ on a space $X_n$ to a viscosity solution of $f - \lambda Hf = h$ on $X$. For this result, Feng and Kurtz work with a generalized notion of buc (bounded and uniform on compacts) convergence that applies to functions on different spaces.

(2) Instead of working with a limiting operator $H$, [17][20] follow initial papers for Hamilton-Jacobi equations on infinite dimensional spaces, see [13][32][33], allowing for the possibility for a relaxed upper bound $H_1$ and a relaxed lower bound $H_2$. Thus, in the limit a subsolution to $f - \lambda H_1 f = h$ and a supersolution to $f - \lambda H_2 f = h$ is obtained.

(3) The operators $H_1$ and $H_2$ can take their images in the space of measurable functions $M(Y)$ on a space $Y$ instead of $X$, where $Y$ is a space containing more information than $X$, allowing for the use of the approximation theory in the setting of e.g. homogenization and multi-scale systems.

Various applications of these extended methods are given in Chapters 11, 12 and 13 of [20] and [17] and have recently been applied in large deviation theory in various settings [9][11][18][25][26][30]. The methods of [20], however, have two major drawbacks and lack one desirable property.
The extension of [20] in their Chapter 7, which includes the generalizations (1), (2) and (3), is based on the property that the Hamiltonians $H_n$ are given in terms of an exponential tilt of an operator $A_n$ which is the generator of a Markov process. [20] then approximate $A_n$ by its bounded Yosida approximant $A_{n,\epsilon} = A_n (I - \epsilon A_n)^{-1}$. This leads to a continuous operator $H_{n,\epsilon}$ that is easier to treat. A replacement of $H_n$ by $H_{n,\epsilon}$ is not possible if $H_n$ is not derived from a linear operator $A_n$, therefore making it impossible to widely use the stability result in a general setting, excluding e.g. an application in the context of Gamma convergence [5, 23].

A second major drawback arises from the realization that in general, and in particular in infinite dimensions cf. [1,13,17,19,21,32,33], it is advantageous to work with an upper and lower bound $H^\dagger$ and $H^\ddagger$ instead of a single Hamiltonian $H$. Therefore, instead of working with operators $H_n$ to obtain a limiting upper and lower bounds $H^\dagger, H^\ddagger$, one should work with pairs $H_n,^\dagger, H_n,^\ddagger$ to do so.

Finally, a lacking desirable property is that the result in [20] is based on the assumption that $X_n$ are mapped into $X$. This leads to problems for example in the setting of hydrodynamic limits, see e.g. [24]. In this context a Markov process is considered in which particles move around on a discrete lattice, e.g. $Z^d$. A typical state-space would be $X_n := \{0,1\}^{Z^d}$. After rescaling the lattice and speeding up time appropriately, the empirical measure associated to the particle locations converges to the solution of a diffusion equation, say in $X := L^1(dx)$. The convergence of measures to a profile in $L^1(R^d, dx)$, however, is considered with respect to the vague topology on $X := M(R^d)$.

Thus, instead of considering spaces $X_n$ that get mapped into $X$ one wants to consider an auxiliary space $X$, in which both $X_n$ and $X$ get mapped. The convergence of elements is then considered as elements in $X$.

In this paper, we extend in Theorem 4.7 the Feng-Kurtz extension of the Barles-Perthame procedure to remedy these three issues. As a consequence, the Kurtz [28] convergence result gives us convergence of semigroups, see Theorem 5.1. An application of this extended Barles-Perthame procedure to the theory of Gamma convergence will be considered in future work.

To prove these results, we start in Section 2 with some preliminaries that include a treatment of basic properties of our notion of convergence taking place on spaces $X_n,X,X$. All these results can be skipped on first reading assuming that $X_n = X = X$ and coincide with the ones of [20] in the context that the $X_n$ are mapped into $X$ (in this case $X = X$).

We proceed in Section 3 on a basic study of viscosity solutions for the Hamilton-Jacobi equation $f - \lambda Hf = h$, as well as a study of pseudo-resolvents. To some extent these results are known in the literature, but as the results and proofs will be used as input for our main results later on, we collect these results for completeness. To summarize, we show that pseudo-resolvents can be used to construct viscosity solutions. On the other-hand, given well-posedness of the Hamilton-Jacobi equation, viscosity solutions can be used to construct a pseudo-resolvent. Finally, in this context, the pseudo-resolvent can be used to define a new Hamiltonian that satisfies the conditions for the semi-group generation result by Crandall and Liggett [11].

In Sections 4 and 5 we proceed with our convergence statements, containing the two main Theorems 4.7 and 5.1. Finally, we end in Section 6 with a short discussion on how to use the comparison principle for Hamilton-Jacobi equations to establish density of the domain of an operator constructed out of viscosity solutions.
2 Preliminaries

2.1 Basic definitions

All spaces in this paper are assumed to be completely regular spaces. Let $X$ be a space then we denote by $C_b(X)$ the set of continuous and bounded functions into $\mathbb{R}$. We denote by $\mathcal{B}(X)$ the space of Baire measurable sets (the $\sigma$-algebra generated by $C_b(X)$.) By $M(X)$, we denote by set of Baire measurable functions from $X$ into $\mathbb{R} := [-\infty, \infty]$. $M_b(X)$ denotes the set of bounded Baire measurable functions.

Define $\text{USC}_u(X) := \{ f \in M(X) \mid \text{upper semi-continuous}, \sup_x f(x) < \infty \}$,

$LSC_1(X) := \{ f \in M(X) \mid \text{lower semi-continuous}, \inf_x f(x) > -\infty \}$.

For $g \in M(X)$ denote by $g^*, g_* \in M(X)$ the upper and lower semi-continuous regularizations of $g$.

2.2 Viscosity solutions

Let $X$ and $Y$ be two spaces. Let $\gamma : Y \to X$ be continuous and surjective.

We consider operators $A \subseteq M(X) \times C(Y)$. If $A$ is single valued and $(f, g) \in A$, we write $Af := g$. We denote $\mathcal{D}(A)$ for the domain of $A$ and $\mathcal{R}(A)$ for the range of $A$.

**Definition 2.1.** Let $A_1 \subseteq LSC_1(X) \times \text{USC}_u(\gamma)$ and $A_\uparrow \subseteq \text{USC}_u(X) \times LSC_1(Y)$. Fix $h_1, h_2 \in M(X)$. Consider the equations

\begin{align*}
  f - A_1 f &= h_1, \quad \tag{2.1} \\
  f - A_\uparrow f &= h_2. \quad \tag{2.2}
\end{align*}

**Classical solutions** We say that $u$ is a classical subsolution of equation (2.1) if there is a $g$ such that $(u, g) \in A_\uparrow$ and $u - g \leq h$. We say that $v$ is a classical supersolution of equation (2.2) if there is $g$ such that $(v, g) \in A_1$ and $v - g \geq h$. We say that $u$ is a classical solution if it is both a sub- and a supersolution.

**Viscosity subsolutions** We say that $u : X \to \mathbb{R}$ is a subsolution of equation (2.1) if $u \in \text{USC}_u(X)$ and if, for all $(f, g) \in A_1$ such that $\sup_x u(x) - f(x) < \infty$ there is a sequence $y_n \in Y$ such that

\[ \lim_{n \to \infty} u(y_n) - f(y_n) = \sup_x u(x) - f(x), \quad \tag{2.3} \]

and

\[ \lim \sup u(y_n) - g(y_n) - h_1(y_n) \leq 0. \quad \tag{2.4} \]

**Viscosity supersolution** We say that $v : X \to \mathbb{R}$ is a supersolution of equation (2.2) if $v \in LSC_1(X)$ and if, for all $(f, g) \in A_\uparrow$ such that $\inf_x v(x) - f(x) > -\infty$ there is a sequence $y_n \in Y$ such that

\[ \lim_{n \to \infty} v(y_n) - f(y_n) = \inf_x v(x) - f(x), \quad \tag{2.5} \]

and

\[ \lim \inf v(y_n) - g(y_n) - h_2(y_n) \geq 0. \quad \tag{2.6} \]

**Viscosity solution** We say that $u$ is a solution of the pair of equations (2.1) and (2.2) if it is both a subsolution for $A_1$ and a supersolution for $A_\uparrow$. 

4
Comparison principle We say that (2.1) and (2.2) satisfy the comparison principle if for every subsolution \( u \) to (2.1) and supersolution \( v \) to (2.2), we have

\[
\sup_x u(x) - v(x) \leq \sup_x h_1(x) - h_2(x).
\]  

(2.7)

If \( H = A_1 = A_2 \), we will say that the comparison principle holds for \( f - \lambda A f = h \), if for any subsolution \( u \) for \( f - \lambda A f = h_1 \) and supersolution \( v \) of \( f - \lambda A f = h_2 \) the estimate in (2.7) holds.

Often, as in Section 3 below, \( Y = X \) and \( \gamma(x) = x \) simplifying the definitions above.

2.3 Operators

For an operator \( A \subseteq M(X) \times M(Y) \) and \( c \geq 0 \) we write \( cA \subseteq M(X) \times M(Y) \) for the operator

\[
c \cdot A := \{(f, c \cdot g) \mid (f, g) \in A \}.
\]

Here we write \( c \cdot g \) for the function

\[
c \cdot g(x) := \begin{cases} 
c g(x) & \text{if } g(x) \in \mathbb{R}, \\ 
\infty & \text{if } g(x) = \infty, \\ 
-\infty & \text{if } g(x) = -\infty.
\end{cases}
\]

The next set of properties is mainly relevant in the setting that \( Y = X \).

Definition 2.2. Contractivity We say that \( T \subseteq M(X) \times M(X) \) is contractive if for all \( f_1, f_2 \in \mathcal{D}(T) \):

\[
\sup_x T f_1(x) - T f_2(x) \leq \sup_x f_1(x) - f_2(x),
\]

\[
\inf_x T f_1(x) - T f_2(x) \geq \inf_x f_1(x) - f_2(x).
\]

If in addition \( T \emptyset = \emptyset \), contractivity implies that \( \sup_x T f(x) \leq \sup_x f(x) \) and \( \inf_x T f(x) \geq \inf_x f(x) \).

Dissipativity We say \( A \subseteq M(X) \times M(X) \) is dissipative if for all \( \{f_1, g_1\}, \{f_2, g_2\} \in A \) and \( \lambda > 0 \) we have

\[
|f_1 - \lambda g_1 - (f_2 - \lambda g_2)| \geq |f_1 - f_2|.
\]

The range condition We say \( A \subseteq M(X) \times M(X) \) satisfies the range condition if for all \( \lambda > 0 \) we have: the uniform closure of \( \mathcal{D}(A) \) is a subset of \( \mathcal{R}(1 - \lambda A) \).

The following theorem was proven for accretive operators but can be easily translated into dissipative operators by changing \( A \) by \( -A \).

Theorem 2.3 (Crandall-Liggett [11]). Let \( A \) be an operator on a Banach space \( E \).

Suppose that

(a) \( A \) is dissipative,

(b) \( A \) satisfies the range condition.

Denote by \( \mathcal{R}(\lambda, A) = (1 - \lambda A)^{-1} \). Then there is a strongly continuous (for the norm) contraction semigroup \( S(t) \) defined on the uniform closure of \( \mathcal{D}(A) \) and for all \( t \geq 0 \) and \( f \) in the uniform closure of \( \mathcal{D}(A) \)

\[
\lim_n \| \mathcal{R} \left( \frac{1}{n}, A \right)^n f - S(t)f \| = 0.
\]
2.4 Operators and the strict and buc topology

In addition to normed spaces, we consider bounded and uniform convergence on compacts (buc-convergence). This notion of convergence for functions on $C_b(X)$ is more natural from an applications point of view. This is due to the fact that it is the restriction of the locally convex strict topology restricted to sequences, see e.g. [6, 31]. Indeed, it is the strict topology for which most well known results generalize (under appropriate conditions on the topology, e.g. $X$ Polish): Stone-Weierstrass, Arzelà-Ascoli and the Riesz representation theorem. We define both notions.

**Definition 2.4** (buc convergence). Let $f_n \in C_b(X)$ and $f \in C_b(X)$. We say that $f_n$ converges bounded and uniformly on compacts (buc) if $\sup_n |f_n| < \infty$ and if for all compact $K \subseteq X$:

$$\limsup_{n \to \infty} \sup_{x \in K} |f_n(x) - f(x)| = 0.$$  \hfill (2.8)

Note (2.8) can be replaced by $f_n(x_n) \to f(x)$ for all sequences $x_n \in K$ that converge to $x \in K$.

**Definition 2.5.** The (sub) strict topology $\beta$ on the space $C_b(X)$ for a completely regular space $X$ is generated by the collection of semi-norms

$$p(f) := \sup_{n \in \mathbb{N}} \sup_{x \in K_n} |f(x)|$$

where $K_n$ are compact sets in $X$ and where $a_n \geq 0$ and $a_n \to 0$.

**Remark 2.6.** The (sub)strict topology is the finest locally convex topology that coincides with the compact open topology on bounded sets. Thus, a sequence converges strictly if and only if it converges buc.

In the literature on locally convex spaces, the strict topology is usually referred to as the strict topology, but on Polish spaces, among others, these topologies coincide, see [31].

**Definition 2.7.** (a) Denote $B_r := \{ f \in C_b(X) | |f| \leq r \}$. We say that a set $D$ is quasi-closed if for all $r \geq 0$ the set $D \cap B_r$ is closed for the strict topology (or equivalently for the compact open or buc topologies).

(b) We say that $\hat{D}$ is the quasi-closure of $D$ if $\hat{D} = \bigcup_{r \geq 0} \hat{D}_r$, where $\hat{D}_r$ is the strict closure of $D \cap B_r$.

(c) We say that $D_1$ is quasi-dense in $D_2$ if $D_1 \cap B_r$ is strictly dense in $D_2 \cap B_r$ for all $r \geq 0$.

Next, we consider operators with respect to a hierarchy of statements regarding continuity involving the strict topology. The proof can be found in Appendix A.

**Proposition 2.8.** Let $T : C_b(X) \to C_b(X)$. Consider

(a) $T$ is strictly continuous.

(b) For all $\delta > 0$, $r > 0$, and compact sets $K$ there are $C_0(\delta)$, $C_1(\delta, r)$ and a compact set $\hat{K}(K, \delta, r)$ such that

$$\sup_{x \in K} |Tf(x) - Tg(x)| \leq \delta C_0(\delta) + C_1(\delta, r) \sup_{x \in \hat{K}(K, \delta, r)} |f(x) - g(x)|$$

for all $f, g \in C_b(X)$ such that $|f| \vee |g| \leq r$.

(c) $T$ is strictly continuous on bounded sets.
Then (a) implies (b) and (b) implies (c).

Remark 2.9. There is not much room between properties (a) and (c). In the case that \( X \) is Polish space, and \( T \) is linear then (a) and (c) are equivalent, see e.g. [31, Corollary 3.2 and Theorem 9.1]. It is unclear to the author whether (b) and (c) are equivalent in general.

At various points in the paper, we will work with operators that are constructed by taking closures on dense sets. To do so, we need continuity properties. Even though working with (a) of \([38]\) would be the desirable from a functional analytic point of view, \([39]\) is much more explicit, and also suffices for our analysis. The following result is proven in \([20\), Lemma A.11].

Lemma 2.10. Suppose that an operator \( T : D \subseteq C_b(X) \to C_b(X) \) satisfies (b) of Proposition 2.8. Then \( T \) has an extension to the quasi-closure \( \hat{D} \) of \( D \) that also satisfies property \( [31] \) of Proposition 2.8 (with the same choice of \( \hat{K} \)).

2.5 A general setting of convergence of spaces

In previous section, we have studied buc convergence and the strict topology. This suffices for convergence problems in the context where all Hamilton-Jacobi equations \( f - \lambda H_n f = h \) and \( f - \lambda H f = h \) are based on the same space \( X \). In practice, however, one runs into situations where this is not natural. In the context of simple slow-fast systems for example, one typically works with \( X_n = E \times F \) and \( X = E \). That is, we have a slow system on \( E \) that depends on a fast system taking values on \( F \). Taking limits, we end up with a slow system on \( E \) with coefficients that are suitable averages over \( F \). Thus, we need to connect \( X_0 \) to \( X \) via a mapping \( \eta_n \) (e.g. a projection on the first coordinate) and extend the notion of buc convergence to allow for functions \( f_n \) on \( X_n \) to converge to \( X \).

To extend the notion of buc convergence, we need to decide what ‘uniform convergence’ on compacts means. Following Definition 2.4, we saw that \( f_n \) converges to \( f \) buc if \( \sup_n |f_n| < \infty \) and if for all compact sets \( K \) we have \( f_n(x_n) \to f(x) \) for all sequences \( x_n \in K \) converging to \( x \in K \).

In the context of distinct \( X_n \) and \( X \), there is no natural analogue of the compact set \( K \). Instead, we will work a sequence of compact sets. Namely, we will choose compact sets \( K_n \subseteq X_n \) that ‘converge’ to a compact set \( K \subseteq X \). Then \( f_n \) converges to \( f \) if \( \sup_n |f_n| < \infty \) and if for each of these sequences of compact sets and \( x_n \in K_n \) converging to \( x \in K \), we have \( f_n(x_n) \to f(x) \).

We turn to the rigorous definition. We will slightly extend our discussion above by allowing spaces \( X_n \) and \( X \) such that the \( X_n \) are not naturally embedded in \( X \). Instead, we will map all spaces to a common space \( \mathcal{X} \) in which ‘\( X_n \) converges to \( X \).

Assumption 2.11. Consider spaces \( X_n \) and \( X \), some space \( \mathcal{X} \), Baire measurable maps \( \eta_n : X_n \to \mathcal{X} \) and a Baire measurable injective map \( \eta : X \to \mathcal{X} \).

Definition 2.12 (Kuratowski convergence). Let \( \{O_n\}_{n \geq 1} \) be a sequence of subsets in a space \( \mathcal{X} \). We define the limit superior and limit inferior of the sequence as

\[
\limsup_{n \to \infty} O_n := \{x \in \mathcal{X} | \forall \mathcal{U}_x \exists N \ni \mathcal{V} \ni N \ni \mathcal{U} \ni O_n \cap U \neq \emptyset\},
\]

\[
\liminf_{n \to \infty} O_n := \{x \in \mathcal{X} | \forall \mathcal{U}_x \exists N \ni \mathcal{V} \ni N \ni \mathcal{U} \ni O_n \cap U \neq \emptyset\}.
\]

where \( \mathcal{U}_x \) is the collection of open neighbourhoods of \( x \) in \( \mathcal{X} \). If \( O := \limsup_n O_n = \liminf_n O_n \), we write \( O = \lim_n O_n \) and say that \( O \) is the Kuratowski limit of the sequence \( \{O_n\}_{n \geq 1} \).
Assumption 2.13. There is a directed set $Q$ (partially ordered set such that every two elements have an upper bound). For each $q \in Q$, we have compact sets $K_q^1 \subseteq X_n$ a compact set $K_q^2 \subseteq X$ such that

(a) If $q_1 \leq q_2$, we have $K_{q_1}^2 \subseteq K_{q_2}^2$ and for all $n$ we have $K_n^q \subseteq K_n^{q_2}$.

(b) For all $q \in Q$ and each sequence $x_n \in K_n^q$, every subsequence of $x_n$ has a further subsequence that is converging to a limit $x \in K^q$ (that is: $\eta_n(x_n) \to \eta(x)$ in $\mathcal{X}$).

(c) For each compact set $K \subseteq X$, there is a $q \in Q$ such that $\eta(K) \subseteq \liminf_n \eta_n(K_n^q)$.

Remark 2.14. Note that (b) implies that $\limsup_n \eta_n(K_n^q) \subseteq \eta(K^q)$. Note that (b) follows if $\bigcup_n \eta_n(K_n^q)$ is a subset of $\eta(K^q)$ and the topology on $K^q$ is metrizable.

Conditions (b) should be interpreted in the sense that $K^q$ is larger than the ‘limit’ of the sequence $K_n$, whereas (c) should be interpreted in the sense that each compact subset of $K$ in $X$ is contained in a limit of that type.

We will say that a sequence $x_n \in X_n$ converges to $x \in X$ in the sense that $\eta_n(x_n) \to \eta(x)$ in $\mathcal{X}$. Dual to the notion of convergence in a topological space, there is the notion of convergence of functions.

Definition 2.15. Let Assumptions 2.11 and 2.13 be satisfied. For each $n$ let $f_n \in M_b(X_n)$ and $f \in M_b(X)$. We say that $\text{LIM} f_n = f$ if

- $\sup_n |f_n| < \infty$,
- if for all $q \in Q$ and $x_n \in K_n^q$ converging to $x \in K^q$ we have
  $$\lim_{n \to \infty} |f_n(x_n) - f(x)| = 0.$$

The notion of bounded and uniform on compacts (buc) is the prime example of a notion of LIM. For a second example see Example 2.7 in [20].

Example 2.16 (buc convergence). Consider some space $X$ in which all compact sets are metrizable, and suppose that $X_n = X$ and that $\eta_n$ is the identity map for all $n$. In this context, we can choose $\mathcal{X} = X$ and $\eta$ the identity map. $Q$ is the set of compact subsets. For $X \in Q$, we take $K_n^X = X$.

Note that we need metrizable compact sets to extract converging subsequences for Assumption 2.13 (b).

We have $\text{LIM} f_n = f$ if and only if $\sup_n |f_n| < \infty$ and if for all $X$ and all sequences $x_n \in X$ converging to $x \in X$, we have $\lim_n f_n(x_n) = f(x)$.

Remark 2.17. In the setting that $\mathcal{X} = X$ whose topologies coincide, we can compare the notion of LIM we introduced to that which is used in [20]. Indeed, it is straightforward to show that both notions of LIM $f_n = f$ for a sequence of functions coincide if the limiting function $f$ is continuous.

Remark 2.18. The notion of LIM is subtle. It does not require $f_n(x_n) \to f(x)$ for all sequences $x_n$ such that $\eta_n(x_n) \to \eta(x)$ in $\mathcal{X}$. For example, let $X_n = \mathbb{R} \times \mathbb{R}$, $\mathcal{X} = \mathbb{R}$, $\eta_n(x,y) = x$ and $\eta(x) = x$. We could work with an index set $Q$ consisting of all compact sets $[a,b] \times [c,d]$ in $\mathbb{R}^2$. Then $K_n^{[a,b] \times [c,d]} = [a,b] \times [c,d]$ and $K_n^{[a,b] \times [c,d]} = [a,b]$. Clearly the sequence $x_n := (x_n, n)$ satisfies $\eta_n(x_n) = x$ which converges to $x$. However, no compact set $[a,b] \times [c,d]$ such that $(x_n, n)$ lies in this set for all $n$. Thus, we do not need to check convergence along this sequence in Definition 2.15.
Remark 2.19. Proceeding with last remark. Note that we could have chosen different compact sets with the same index set. E.g., we could have chosen $K_n^{a,b} = [a,b] \times [nc, nd]$ and $K^{a,b} = [a,b]$. This leads to a larger collection of sequences for which we have to verify convergence for LIM.

In Section 2.6 below, we will see that we can define a notion of equi-continuity of operators on the spaces $X_n$ based on the set $\Omega$ and compacts $K_n^n$. Indeed, in Condition 2.20 key for our main results, we will assume that we have converge of Hamiltonians in the sense of LIM, and have equi-continuity for the resolvents in terms of $K_n^n$. This leads to a careful balance: choose small sets $K_n^n$, then verifying convergence with LIM is easy whereas verifying equi-continuity becomes hard and vice versa. Thus, the choice of $K_n^n$ is context dependent and requires insight into the problem at hand.

The characterization of $f = \text{LIM } f_n$ allows for generalization of the limsup and liminf as well.

Definition 2.20. Let Assumptions 2.11 and 2.13 be satisfied. Let $f_n \in M(X_n)$.

(a) Let $f \in \text{USC}_c(X)$. We say that $\text{LIM } \sup f_n = f$ if

- $\sup_n \sup_{x \in X_n} f_n(x) < \infty$,
- if $f(x) = \sup_n \sup_{q \in \Omega} \left\{ \limsup_{n \to \infty} f_n(x_n) \middle| x_n \in K_n^n, \eta_n(x_n) \to \eta(x) \right\}$.

(b) Let $f \in \text{LSC}_c(X)$. We say that $\text{LIM } \inf f_n = f$ if

- $\inf_n \inf_{x \in X_n} f_n(x) > -\infty$,
- if $f(x) = \inf_n \inf_{q \in \Omega} \left\{ \liminf_{n \to \infty} f_n(x_n) \middle| x_n \in K_n^n, \eta_n(x_n) \to \eta(x) \right\}$.

The following is immediate.

Lemma 2.21. Let Assumptions 2.11 and 2.13 be satisfied. Suppose that $\text{LIM } \sup f_n \leq f \leq \text{LIM } \inf f_n$, then $\text{LIM } f_n = f$.

2.6 Joint equi-continuity of operators and LIM

It is a general fact from topology that if $T_n$ are equi-continuous functions on some space and if $f_1,n \to f$ and $f_2,n \to f$, then $T_n f_1,n - T f_2,n \to 0$.

We now show that equi-continuity in the sense of Proposition 2.8 combines with the notion of LIM in a similar way. Afterwards, we will show that we can use LIM and a collection of equi-continuous operators to define a limiting operator.

Definition 2.22. Let Assumptions 2.11 and 2.13 be satisfied. Let $T_n : B_n \subseteq M_b(X_n) \to B_n$ be operators. We say that the collection $(T_n)_{n \geq 1}$ is strictly equi-continuous on bounded sets if the following holds. For all $q \in \Omega$, $r > 0$ and $\delta > 0$, there is a $q \in \Omega$ and constants $C_0(r), C_1(\delta, r)$ such that for all $n$ and $h_1, h_2 \in B_n$ with $|h_1| \vee |h_2| \leq r$ we have

$$\sup_{y \in K_n^n} \{ T_n h_1(y) - T_n h_2(y) \} \leq \delta C_0(r) + C_1(\delta, r) \sup_{y \in K_n^n} \{ h_1(y) - h_2(y) \}.$$
Proof. Pick \( h_{1,n}, h_{2,n} \in B_n \) and that \( \text{LIM} h_{1,n} = \text{LIM} h_{2,n} \). We establish that \( \text{LIM} \sup T_n h_{1,n} - T_n h_{2,n} \leq 0 \). By interchanging the roles of \( h_{1,n} \) and \( h_{2,n} \) this yields the statement for \( \text{LIM} \inf \) which establishes the claim.

To do so, it suffices for any \( q \in \Omega \) and \( x_n \in K^d_b \) and \( x \) such that \( \eta_n(x_n) \to \eta(x) \) to establish that

\[
\limsup_n T_n h_{1,n}(x_n) - T_n h_{2,n}(x_n) \leq 0.
\]

As \( \text{LIM} h_{1,n}, \text{LIM} h_{2,n} \) exists, there is some \( r > 0 \) such that \( \sup_n |h_{1,n} \vee |h_{2,n}| \leq r \). Thus, by joint strict local equi-continuity of the operators \( \{T_n\} \) we can find for any \( \delta > 0 \) a \( \delta \) and constants \( C_0(\delta), C_1(\delta, r) \) such that

\[
\limsup_n T_n h_{1,n}(x_n) - T_n h_{2,n}(x_n) \leq \delta C_0(\delta) + C_1(\delta, r) \limsup_n \sup_{y \in K^d_b} |h_{1,n}(y) - h_{2,n}(y)|.
\]

As \( \text{LIM} h_{1,n} = \text{LIM} h_{2,n} \) the \( \limsup_n \) on the right equals 0. Sending \( \delta \to 0 \), the first claim follows. The final claim is a direct consequence of the triangle inequality. \( \blacksquare \)

In next proposition, we show how to use the result of previous lemma to construct a limiting operator out of a sequence of operators that are strictly equi-continuous on bounded sets.

Proposition 2.24. Let Assumptions 2.11 and 2.13 be satisfied. Let \( T_n : B_n \subseteq M_b(X_n) \to B_n \) be a strictly equi-continuous on bounded sets. Suppose the spaces \( B_n \) are such that there is a \( M > 0 \) such that for all \( h \in C_b(X) \) there are \( h_n \in B_n \) such that \( \text{LIM} h_n = h \) and \( \sup_n |h_n| \leq M|h| \).

Set

\[ D(T) := \{h \in C_b(X) \mid \exists h_n \in B_n : h = \text{LIM} h_n, \text{LIM} T_n h_n \text{ exists and is continuous} \} \]

and \( \text{Th} = \text{LIM} T_n h_n \). Note that \( T \) is well defined because of Lemma 2.23.

Then:

(a) \( T \) is strictly continuous on bounded sets in the sense of \( D \) of Proposition 2.8.

(b) The set \( D(T) \) is quasi-closed in \( C_b(X) \).

(c) If \( h \in D(T) \) and \( h_n \in B_n \) such that \( \text{LIM} h_n = h \), then \( \text{LIM} T_n h_n = \text{Th} \).

Remark 2.25. In Lemma 5.4 below, we will see that in the context that if the maps \( \eta_n \) are continuous and \( \eta \) is a homeomorphism onto its image, we can indeed always find \( h_n \) such that \( \text{LIM} h_n = h \) and \( \sup_n |h_n| \leq |h| \).

The proof is inspired by Lemma 7.16 (b) and (c) in [20].

Proof of Proposition 2.24. We start by by proving (a). Fix \( r > 0 \), a compact set \( K \subseteq X \) and \( \delta > 0 \). We prove that there are constants \( \hat{C}_0(\delta), \hat{C}_1(\delta, r) \) and a compact set \( \hat{K} = \hat{K}(K, \delta, r) \) such that

\[
\sup_{x \in \hat{K}} |Tf(x) - Tg(x)| \leq \delta \hat{C}_0(\delta) + \hat{C}_1(\delta, r) \sup_{x \in \hat{K}} |f(x) - g(x)|
\]

for all \( f, g \in \mathcal{D}(T) \) such that \( |f| \vee |g| \leq r \).

Thus, fix \( f, g \in \mathcal{D}(T) \) such that \( |f| \vee |g| \leq r \) and let \( x_0 \in K \) be such that

\[
Tf(x_0) - Tg(x_0) = \sup_{y \in \hat{K}} Tf(y) - Tg(y)
\]
Let \( f_n, g_n \in B_n \) such that \( \text{LIM} f_n = f \) and \( \text{LIM} g_n = g \) and \( \sup_n |f_n| \leq M |f|, \) 
\( \sup_n |g_n| \leq M |g| \). By Assumption 2.13 (c), there is a \( q \) with \( K \subseteq \liminf_n \eta_n(K^n) \).
Because of this, we can choose \( x_n \in K^n \) such that \( \lim_n \eta_n(x_n) = \eta(x_0) \) in \( X \). By definition of \( D(T) \) and \( T \), we have \( T f(x_0) - T g(x_0) = \lim_n T_n f_n(x_n) - T_n g_n(x_n) \). It follows by strict equi-continuity on bounded sets that there is a \( \hat{q} \), \( C_0(r) \) and \( C_1(r, \delta) \) such that 
\[
\sup_{y \in K} |T f(y) - T g(y)| = \lim_n |T_n f_n(x_n) - T_n g_n(x_n)| 
\leq \lim_n \left( \delta C_0(r) M + C_1(r, \delta) \sup_{y \in K^n} \{ f_n(y) - g_n(y) \} \right).
\]

Set \( \hat{C}_0(r) = MC_0(r) \) and \( \hat{C}_1(\delta, r) = C_1(\delta, r) \). Finally, let \( y_n \in K^n \) be such that 
\( f_n(y_n) - g_n(y_n) + n^{-1} \sup_{y \in K^n} \{ f_n(y) - g_n(y) \} \). By Assumption 2.13 (h), \( y_n \) has a converging subsequence with a limit \( y_0 \in K^q \). We obtain that 
\[
\sup_{y \in K} |T f(y) - T g(y)| \leq \hat{C}_0(r) + \hat{C}_1(\delta, r) \sup_{y \in K^q} \{ f(y) - g(y) \}.
\]

This establishes strict continuity on bounded sets for \( T \).

We proceed with the proof of (b). First note that by strict continuity on bounded sets, and Lemma 2.10, we can extend \( T \) to the quasi-closure of \( D(T) \), on which \( T \) is also strictly continuous on bounded sets.

Next, we show that \( D(T) \) was in fact quasi-closed to begin with. Let \( h \) be in the the strict closure of \( D(T) \cap B_K \) for some \( R > 0 \). We prove that \( h \in D(T) \cap B_K \). Using the extension of \( T \) to the quasi-closure of \( D(T) \), we can define \( f := Th \). Let \( h_n \in B_n \) such that \( \text{LIM} h_n = h \) and \( \sup_n |h_n| \leq M|h| \). To establish (b), we need to prove that \( \text{LIM} T_n h_n = f \).

On bounded sets, the strict topology coincides with the compact-open topology. Thus, there are functions \( h^{K, \varepsilon} \in D(T) \) such that \( \sup_{y \in K} \| h^{K, \varepsilon} \| \leq R \) and 
\[
\sup_{y \in K} |h(y) - h^{K, \varepsilon}(y)| \leq \varepsilon.
\]

Define \( f^{K, \varepsilon} := Th^{K, \varepsilon} \). Furthermore, find \( f_n, f_n^{K, \varepsilon}, h_n^{K, \varepsilon} \) such that 
\[
\text{LIM} f_n = f, \quad \text{LIM} f_n^{K, \varepsilon} = f^{K, \varepsilon}, \quad \text{LIM} h_n^{K, \varepsilon} = h^{K, \varepsilon},
\]

and such that we have an upper bound \( r \) for the norms of all involved functions. To establish that \( \text{LIM} T_n h_n = f \), it suffices by Lemma 2.24 to prove that \( \text{LIM} T_n h_n - f_n = 0 \).

Fix an arbitrary \( q \) and \( \varepsilon \). Then it suffices to prove that 
\[
\lim_{n \to \infty} \sup_{y \in K^n} |T_n h_n(y) - f_n(y)| \leq 4 \varepsilon.
\]

To do so, fix \( \delta > 0 \) such that \( C_0(r) \delta \leq \varepsilon \).

By strict equi-continuity on bounded sets of the operators \( T_n \), starting with \( q \), \( r \) and \( \delta \), we find a \( \hat{q} \) and set \( K := K^q \). Note that we can use the same compact set \( K \) for the strict continuity estimate for the limiting operator \( T \) also.

Using this specific compact set \( K \), it follows by the triangle inequality that 
\[
|T_n h_n(y) - f_n(y)| 
\leq |T_n h_n(y) - T_n h_n^{K, \varepsilon}(y)| + |T_n h_n^{K, \varepsilon}(y) - f_n^{K, \varepsilon}(y)| + |f_n^{K, \varepsilon}(y) - f_n(y)|
\leq |T_n h_n(y) - T_n h_n^{K, \varepsilon}(y)| + |T_n h_n^{K, \varepsilon}(y) - f_n^{K, \varepsilon}(y)| + |f_n^{K, \varepsilon}(y) - f_n(y)|
\]
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After taking lim sup \( n \) and sup \( y \in K_n^q \) over the three terms separately, we estimate as follows:

- By equi-continuity of the \( T_n \) and our choice of \( \delta > 0 \) and \( \hat{q} \), we find that
  \[
  \sup_{y \in K_n^q} |T_n h_n(y) - T_n h_n^K(y)| \leq \epsilon + \sup_{y \in K_n^q} |h_n(y) - h_n^K(y)|
  \]
  As \( \text{LIM} h_n = h \) and \( \text{LIM} h_n^K = h^K \), and the fact that \( \sup_{y \in K_n^q}|h(y) - h^K(y)| \leq \epsilon \) implies that the lim sup over the right-hand side is bounded above by \( 2\epsilon \).

- As \( h^K \) in \( \mathcal{D}(T) \), we have \( \text{LIM} T_n h_n^K = \text{Th}^{\epsilon,K} = f^{\epsilon,K} \). We also have \( \text{LIM} f_n^K = f^K \), so by Lemma 2.23 the middle term vanishes by choosing \( n \) large.

- To estimate \( \lim sup_n \sup_{y \in K_n^q} |f_n^K(y) - f_n(y)| \) note that as \( \text{LIM} f_n^K = f^K \) and \( \text{LIM} f_n = f \), we find
  \[
  \lim sup_n \sup_{y \in K_n^q} |f_n^K(y) - f_n(y)| \leq \sup_{y \in K_n^q} |f_n^K(y) - f(y)| = \sup_{y \in K_n^q} |\text{Th}^{\epsilon,K}(y) - \text{Th}(y)|
  \]
  Using the strict continuity on bounded sets of \( T \), we find
  \[
  \lim sup_n \sup_{y \in K_n^q} |f_n^K(y) - f_n(y)| \leq \epsilon + \sup_{y \in K} |h^K(y) - h(y)|.
  \]
  Thus the right-hand side is bounded by \( 2\epsilon \).

This establishes (2.30) which concludes the proof of (b). (c) follows by a direct application of Lemma 2.22.

### 2.7 An extension of notions of convergence to a space containing additional information

In the context of problems that involve homogenisation or slow-fast systems, it often pays of to work with multi-valued Hamiltonians whose range naturally takes values in a space of functions with a domain that is larger. This larger domain takes into account a variable that we homogenize over or the ‘fast’ variable. We extend the setting of Section 2.6. We will not need the extension of all results therein, but restrict to the bare essentials.

**Assumption 2.26.** Consider spaces \( X_n \) and \( X,Y \), and two spaces \( X, Y \). We consider Baire measurable maps \( \eta_n : X_n \to X \), \( \eta_n : X_n \to Y \) and Baire measurable injective maps \( \eta : X \to X \), \( \tilde{\eta} : Y \to Y \). Finally, there are continuous surjective maps \( \gamma : Y \to X \) and \( \tilde{\gamma} : Y \to Y \). The maps are such that the following diagram commutes:

\[
\begin{array}{ccc}
X_n & \xrightarrow{\eta_n} & Y \\
\downarrow_{\tilde{\eta}} & & \downarrow_{\gamma} \\
X & \xleftarrow{\eta} & Y \\
\end{array}
\]

**Assumption 2.27.** There is a directed set \( \Omega \) (partially ordered set such that every two elements have an upper bound). For each \( q \in \Omega \), we have compact sets \( K_n^q \subseteq X_n \) a compact sets \( K^q \subseteq X \) and \( \tilde{K}^q \subseteq Y \) such that

(a) If \( q_1 \leq q_2 \), we have \( K^{q_1} \subseteq K^{q_2} \), \( \tilde{K}^{q_1} \subseteq \tilde{K}^{q_2} \) and for all \( n \) we have \( K_n^{q_1} \subseteq K_n^{q_2} \).
(b) For all \( q \in \Omega \) and each sequence \( x_n \in K_{\Omega} \), every subsequence of \( x_n \) has a further subsequence \( x_{n(k)} \) such that \( \hat{\eta}_{n(k)}(x_{n(k)}) \to \hat{\eta}(y) \) in \( \gamma \) for some \( y \in K_{\Omega} \).

c) For each compact set \( K \subseteq X \), there is a \( q \in \Omega \) such that
\[
\eta(K) \subseteq \liminf_n \eta_n (K_{\Omega}).
\]

d) We have \( \gamma(K_{\Omega}) \subseteq K_{\Omega} \).

Note the subtle difference with Assumption 2.13, in the sense that here \( \gamma \) is written down in terms of convergence in \( \gamma \), whereas \( \eta \) is still written down in terms of convergence in \( \gamma \).

**Remark 2.28.** Note that \( \gamma \) and \( \eta \) imply that \( \eta_{n(k)}(x_{n(k)}) \to \eta(y) \) in \( \gamma \) with \( \gamma(y) \in K_{\Omega} \). Thus, the Assumption 2.27 implies the conditions for \( X, X_{\Omega}, \gamma \) for Assumption 2.13.

Thus, in the context of Assumptions 2.26 and 2.27, we can use all notions of the previous sections, if we talk about functions or operators on \( X, \gamma \) and \( \eta_n \).

**Example 2.29** (Reduction of the dimension). Consider two spaces \( X \) and \( Z \) and let \( Y := X \times Z \), \( X_{\Omega} := X \times Z \) with maps \( \eta_n(x, z) = x \), \( \eta_n(x, z) = (x, z) \) and \( \gamma(x, z) = x \). Assumption 2.27 is satisfied for example with \( \Omega \) the collection of pairs of compact sets in \( X \) and \( Z \):
\[
((K_1, K_2)) \forall K_1 \subseteq X, K_2 \subseteq Z \text{ compact},
\]
and \( K_{\Omega}^{(K_1, K_2)} = K_1 \times K_2, \hat{K}^{(K_1, K_2)} = K_1 + K_2 \).

We have \( \lim f_n = f \) if and only if \( \sup_n |f_n| < \infty \) and for all compact \( K_1 \subseteq X \) and \( K_2 \subseteq Z \) and sequences \( (x_n, z_n) \in K_1 \times K_2 \) and \( x \in K_X \) such that \( x_n \to x \), we have \( f_n(x_n, z_n) \to f(x) \).

Note that the dependence of \( f_n \) on \( z_n \) should vanish in the limit.

## 3 Pseudo-resolvents and Hamilton-Jacobi equations

Having developed the topological and analytic machinery, we turn to the study of pseudo-resolvents \( R(\lambda)_{\lambda > 0} \) and viscosity solutions for Hamilton-Jacobi equations \( f - \lambda Hf = h \). In the linear context, the relation between pseudo-resolvents and ‘classical’ solutions to the Hamilton-Jacobi equation is well established. In particular, pseudo-resolvents have been used as tools in the approximation theory of linear semigroups and generators, see for example [15, Section 3.4]. We will show that the linearity of these the involved operators, however, is not essential.

In this section, we will not consider approximation problems yet, and restrict ourselves to the setting \( Y = X \) and \( \gamma(x) = x \).

**Definition 3.1** (Pseudo-resolvents). Consider a space \( X \) and a subset \( B \) such that \( C_b(X) \subseteq B \subseteq M(X) \) on which we have a family of operators \( R(\lambda) : B \to B \), for \( \lambda > 0 \). We say that this family is a pseudo-resolvent if \( R(\lambda)0 = 0 \) for \( \lambda > 0 \) and if for all \( \alpha < \beta \) we have
\[
R(\beta) = R(\alpha) \left( R(\beta) - \alpha \left( \frac{R(\beta) - \beta}{\beta} \right) \right).
\]

We extend our notion of strict continuity on bounded sets to a collection of operators similar to what we did in Definition 2.22. Whereas in that Definition we worked with bounded functions only, we extend to unbounded functions in the next definition. In addition, we use that the constants that appear for pseudo-resolvents are typically 1.
The three main results of this section are 0 < λ for all

Note that the present definition, restricted to a collection B ⊆ M(X) such that for each λ > 0, each compact set K ⊆ X and r, δ > 0, there is a compact set K = K(λ, δ, r, λ) such that

\[ \sup_{x \in K} |R(\lambda)f(x) - R(\lambda)g(x)| \leq \delta \sup_{x \in X} |f(x) - g(x)| + \sup_{x \in K} |f(x) - g(x)| \]

for all 0 < λ ≤ λ0, f, g ∈ B such that |f| ∨ |g| ≤ r.

Note that the present definition, restricted to a collection B ⊆ B ⊆ M(X), reduces to a definition like the one in Definition 3.2.

The three main results of this section are

- Proposition 3.4, which shows that a pseudo-resolvent R such that R(λ)(f − λHf) = f yields viscosity solutions to the Hamilton-Jacobi equation for H. That is, shows if the pseudo-resolvent is a left-inverse (classically) of I − λH, then it is also a right-inverse (in the viscosity sense). This implies that a pseudo-resolvent can be used to identify the resolvent of H.

- Proposition 3.8 establishes the converse, viscosity solutions to the Hamilton-Jacobi equation, if unique, can be used to construct a pseudo-resolvent.

- Proposition 3.10 shows that the pseudo-resolvent of the previous results can be used to define a new operator, which satisfies the conditions of the Crandall-Liggett theorem.

Even though, we will always formally think of the Hamilton-Jacobi equation f − λHf = h, we will work with two operators H1, H2 instead. These operators should be interpreted as a upper and lower bound of the ‘true’ H.

Thus, in all sections below we will work with H1 ⊆ LSC1(X) × USCu(X) and H2 ⊆ USCu(X) × LSC1(X) and study the Hamilton- Jacobi equations

\[ f − \lambda H_1 f = h, \quad f − \lambda H_2 f = h, \]

with λ > 0 and h ∈ M(X).

Before proceeding with the announced results, we note that at various points, it is of interest to know whether the domain of definition of the resolvents and operators B includes Cb(X). At least for resolvents, we can under some assumptions include Cb(X) in the domain by continuous extension. We will therefore henceforth work with pseudo-resolvents that have Cb(X) included in their domain of definition.

**Lemma 3.3.** Suppose that R(λ) with domains Dλ is a pseudo-resolvent that is also locally strictly equi-continuous on bounded sets. Suppose that

(a) R(λ) restricted to Dλ ∩ Cb(X) maps into Cb(X),

(b) Dλ ∩ Cb(X) is quasi-dense in Cb(X).

Then the restriction of R(λ) to Cb(X) can be extended to a pseudo-resolvent that is locally strictly equi-continuous on bounded sets such that for each λ the domain of this extension includes Cb(X).

**Proof.** By Lemma 2.10 the restriction of R(λ) to Dλ ∩ Cb(X) can be extended to an operator \( \hat{R}(\lambda) : C_b(X) \to C_b(X) \) that satisfies property (b) of Proposition 2.8 (with the same choice of constants and compact set as in Definition 3.2). The pseudo-resolvent property follows by continuity. \( \square \)
3.1 Pseudo-resolvents give solutions to the Hamilton-Jacobi equation

Proposition 3.4. Let $B$ be a collection of functions such that $C_B(X) \subseteq B \subseteq M(X)$. Suppose that $R(\lambda) : B \rightarrow B$ is a contractive pseudo-resolvent. In addition, suppose that we have two operators $H_1 \subseteq LSC_1(X) \cap B \times LSC_1(X) \cap B$ and $H_2 \subseteq USC_1(X) \cap B \times LSC_1(X) \cap B$.

Fix $\lambda > 0$ and $h \in M(X)$.

(a) Let $h \in B$ and let $H_1$ be such that for all $(f, g) \in H_1$ and $0 < \epsilon < \lambda$ we have $f \geq R(\epsilon)(f - \epsilon g)$. Then $(R(\lambda)h)^*$ is a viscosity sub-solution to $f - \lambda H_1 f = h^*$.

(b) Let $h \in B$ and let $H_1$ be such that for all $(f, g) \in H_1$ and $0 < \epsilon < \lambda$, we have $f \leq R(\epsilon)(f - \epsilon g)$. Then $(R(\lambda)h)_*$ is a viscosity super-solution to $f - \lambda H_1 f = h_*$.

To establish this result, we use an auxiliary lemma.

Lemma 3.5 (Lemma 7.8 in [20]). Let $X$ be a some space and let $f, g : X \rightarrow [-\infty, \infty]$ be two functions.

(a) Suppose there is some $\epsilon_0 > 0$ such that $f - \epsilon g \in M(X)$ and $\sup_x f(x) \leq \sup_x f(x) - \epsilon g(x) < \infty$ for all $0 < \epsilon < \epsilon_0$, then there is a sequence $x_n$ in $X$ such that $\lim_n f(x_n) = \sup_x f(x)$ and $\limsup_n g(x_n) \leq 0$.

(b) Suppose there is some $\epsilon_0 > 0$ such that $f - \epsilon g \in M(X)$ and $\inf_x f(x) \geq \inf_x f(x) - \epsilon g(x) > -\infty$ for all $0 < \epsilon < \epsilon_0$, then there is a sequence $x_n$ in $X$ such that $\lim_n f(x_n) = \inf_x f(x)$ and $\liminf_n g(x_n) \geq 0$.

Remark 3.6. The proof in Lemma 7.8 of [20] is not correct. In establishing $\lim_n f(x_n) = \sup_x f(x)$ for (a), it is used that $\inf_x g(x) > -\infty$. This claim, however, is not true in general. Consider the following example. Let $X = [0,1]$ and set

$$f(x) = \begin{cases} \log x & \text{if } x \neq 0, \\ -\infty & \text{if } x = 0, \end{cases} \quad g(x) = \begin{cases} \log x & \text{if } x \neq 0, \\ 0 & \text{if } x = 0, \end{cases}$$

For all $0 < \epsilon < 1$ we have $\sup_x f(x) = \sup_x f(x) - \epsilon g(x) = 0$. However, it does not hold that $\inf_x g(x) > -\infty$.

Proof. We only prove (a). Let $0 < \epsilon_n < \epsilon_0$ and $\epsilon_n \rightarrow 0$. For each $n$ pick $x_n$ such that

$$f(x_n) \leq \sup_x f(x) \leq \sup_x f(x) - \epsilon_n g(x) \leq f(x_n) - \epsilon_n g(x_n) + \epsilon_n^2. \quad (3.1)$$

Combining the outer two-terms leads to $\limsup_n g(x_n) \leq \liminf_n \epsilon_n = 0$.

We now establish that $\lim_n f(x_n) = \sup_x f(x)$. To do so, we first prove $\liminf_n g(x_n) > -\infty$. Fix $\epsilon \in (0, \epsilon_0)$. For each $n$, using (3.1), we have the following chain of inequalities:

$$\sup_x f(x) - \epsilon g(x) \geq f(x_n) - \epsilon g(x_n)$$

$$= f(x_n) - \epsilon_n g(x_n) + \epsilon_n^2 - (\epsilon - \epsilon_n)g(x_n) - \epsilon_n^2$$

$$\geq (\sup_x f(x)) - (\epsilon - \epsilon_n)g(x_n) - \epsilon_n^2.$$

Suppose there is a subsequence $x_{n(k)}$ such that $\lim_{k} g(x_{n(k)}) = -\infty$, then clearly the right-hand side would diverge to $\infty$. This contradicts the boundedness of the left-hand side.
From the second and final term in (3.1), we obtain
\[
\left( \sup_x f(x) \right) + \varepsilon_n g(x_n) - \varepsilon_n^2 \leq f(x_n).
\]

Taking a lim inf on both sides, using that \( \lim \inf_n g(x_n) > -\infty \), we find \( \lim \inf_n f(x_n) \geq \sup_x f(x) \), which establishes \( \lim f(x_n) = \sup_x f(x) \).

Proof of Proposition 3.4 We prove (a). Fix \( \lambda > 0 \) and \( h \in \text{USC}_u(X) \cap B \). We prove that \( (R(\lambda)h)^* \) is a viscosity solution to \( f - \lambda H_1 f = h^* \). Fix \( f, g \in H_1 \).

We use the pseudo-resolvent property of \( R \) with \( 0 < \varepsilon < \lambda \), to re-express \( R(\lambda)h(x) \). For \( f(x) \) we use the assumption in (a). We obtain:
\[
\sup_x R(\lambda)h(x) - f(x) \leq \sup_x R(\varepsilon) \left( R(\lambda)h(x) - \varepsilon \frac{R(\lambda)h(x) - h(x)}{\lambda} \right) - R(\varepsilon) (f(x) - \varepsilon g(x))
\]
\[
\leq \sup_x R(\lambda)h(x) - \varepsilon \frac{R(\lambda)h(x) - h(x)}{\lambda} - (f(x) - \varepsilon g(x)),
\]
where we have used the contractivity of \( R(\varepsilon) \) to obtain the final inequality. Note that we use that the domain and range of \( H_1 \) are contained in \( B \) to be able to write down \( R(\lambda) \) and \( R(\varepsilon) \) applied to \( h \) and \( f - \varepsilon g \). Next, we take the upper semi-continuous regularization. As \( \varepsilon < \lambda \) and \( f, f - \varepsilon g \in \text{LSC}_1(X) \), we obtain
\[
\sup_x (R(\lambda)h)^*(x) - f(x) \leq \sup_x (R(\lambda)h)^*(x) - \varepsilon \frac{R(\lambda)h(x) - h^*(x)}{\lambda} - (f(x) - \varepsilon g(x))
\]
This establishes (a) of Lemma 3.5 which then yields that \( (R(\lambda)h)^* \) is a viscosity subsolution to \( f - \lambda H_1 f = h^* \).

3.2 Solutions to the Hamilton-Jacobi equation give a pseudo-resolvent

In this section we prove the converse statement, namely that viscosity solutions give rise to a pseudo-resolvent. We start with an auxiliary lemma that will be key to recovering the pseudo-resolvent property for solutions of viscosity solutions.

Lemma 3.7. Let \( H_1 \subseteq \text{LSC}_1(X) \times \text{USC}_u(X) \) and \( H_1 \subseteq \text{USC}_u(X) \times \text{LSC}_1(X) \). Fix \( \lambda > \varepsilon > 0 \) and \( h \in \text{M}(X) \). Then

(a) A subsolution \( u \) to \( f - \lambda H_1 f = h \) is a subsolution to \( f - \varepsilon H_1 f = u - \varepsilon \frac{u-h}{\lambda} \).

(b) A supersolution \( v \) to \( f - \lambda H_1 f = h \) is a supersolution to \( f - \varepsilon H_1 f = v - \varepsilon \frac{v-h}{\lambda} \).

Proof. We prove (a) only. Let \( (f, g) \in H_1 \) and let \( x_n \) be sequence such that \( \limsup_n u(x_n) - f(x_n) = \sup_x u(x) - f(x) \) and \( \limsup_n u(x_n) - \lambda g(x_n) - h(x_n) \leq 0 \). Because
\[
u(x_n) - \varepsilon g(x_n) - \left( u(x_n) - \varepsilon \frac{u(x_n) - h(x_n)}{\lambda} \right) = \varepsilon \frac{u(x_n) - \lambda g(x_n) - h(x_n))}{\lambda},
\]
it follows that \( u \) is a viscosity subsolution to \( f - \varepsilon H_1 f = u - \varepsilon \frac{u-h}{\lambda} \).

Proposition 3.8. Let \( H_1 \subseteq \text{LSC}_1(X) \times \text{USC}_u(X) \) and \( H_1 \subseteq \text{USC}_u(X) \times \text{LSC}_1(X) \). Suppose that for each \( \lambda > 0 \) and \( h \in \text{C}_b(X) \) the comparison principle holds for
\[
f - \lambda H_1 f = h, \quad f - \lambda H_1 f = h.
\]
Suppose that there exists a viscosity solution to (3.1) for all \( \lambda > 0 \) and \( h \in \text{C}_b(X) \). Denote this unique solution by \( R(\lambda)h \). Then \( R(\lambda)h \) forms a contractive pseudo-resolvent on \( \text{C}_b(X) \).
Remark 3.9. The proposition has the drawback that we have to assume the comparison principle for all \( h \in C_b(X) \) and \( \lambda > 0 \). In practice, often one only has the comparison principle for a dense set of functions. The result does show that we should expect the pseudo-resolvent property to hold. Thus, if one has a method to produce viscosity solutions \( R(\lambda)h \) via some other means, like a limiting procedure, or an explicit formula, one can aim to prove the pseudo-resolvent property directly.

Proof of Proposition 3.8. Let \( 0 < \varepsilon < \lambda \) and \( h \in C_b(X) \). Let \( R(\lambda)h \) be the unique viscosity solution to \( f - \lambda H^\dagger f = h \) and \( f - \lambda H^\ddagger f = h \). Note that by the comparison principle \( R(\lambda)h \in C_b(X) \).

By the comparison principle \( R(\lambda) \) is contractive. We next establish that \( R(\lambda) \) is a pseudo-resolvent. By Lemma 3.7 we find for \( h \in D \) that \( R(\lambda)h \) is a viscosity solution to

\[
(f - \varepsilon H^\dagger f = R(\lambda)h - \varepsilon R(\lambda)h - h) / \lambda.
\]

As \( h \) and \( R(\lambda)h \in C_b(X) \), we find by the comparison principle for (3.2) with \( \varepsilon \) instead of \( \lambda \) that

\[
R(\lambda)h = R(\varepsilon) \left( R(\lambda)h - \varepsilon R(\lambda)h - h / \lambda \right).
\]

3.3 Defining a Hamiltonian using a pseudo-resolvent

We proceed by showing that a pseudo-resolvent can be used to define a Hamiltonian, so that the pseudo-resolvent gives both classical and viscosity solutions to the associated Hamilton-Jacobi equation. Thus, this newly defined operator satisfies the conditions for the Crandall-Liggett theorem, and can be used for approximation arguments.

Proposition 3.10. Let \( R(\lambda) : C_b(X) \to C_b(X) \) be a contractive pseudo-resolvent. Define the operator

\[
\hat{\mathcal{H}} = \left\{ (R(\lambda)h, R(\lambda)h - h / \lambda) \mid \lambda > 0, h \in C_b(E) \right\}
\]

For all \( h \in C_b(E) \) and \( \lambda > 0 \):

(a) For all \( \lambda > 0 \) and \( h \in C_b(X) \) the comparison principle holds for \( f - \lambda \hat{\mathcal{H}}f = h \), and \( R(\lambda)h \) is the unique viscosity and classical solution.

(b) \( \hat{\mathcal{H}} \) is dissipative and satisfies the range condition.

The proposition is mainly useful in combination with Proposition 3.8. Namely, viscosity solutions for (3.2) can be used to define a contractive pseudo-resolvent. Which by this proposition can be used to define a new operator that satisfies the conditions for the Crandall-Liggett result. Alternatively, one constructs a contractive pseudo-resolvent via an approximation argument as we will do below in Section 3.4.

We start by establishing a natural property for sub- and supersolutions of Hamilton-Jacobi equations. We mention it separately for later use.

Lemma 3.11. Let \( H^\dagger \subseteq LSC_1(X) \times USC_u(X) \) and \( H^\ddagger \subseteq USC_u(X) \times LSC_1(X) \). Fix \( \varepsilon > 0 \).

(a) Let \( (f_0, g_\varepsilon) \in H^\dagger \). Suppose that \( \hat{f} \) is a viscosity subsolution to \( f - \varepsilon H^\dagger f = f_0 - \varepsilon g_\varepsilon \), then \( \hat{f} \leq f_0 \).
(b) Let \((f_0, g_0) \in H_1\). Suppose that \(\hat{f}\) is a viscosity supersolution to \(f - \epsilon H_1 f = f_0 - \epsilon g_0\), then \(\hat{f} \geq f_0\).

**Proof.** We only prove (a). Fix \(\epsilon > 0\), \((f_0, g_0) \in H_1\) and let \(\hat{f}\) be a viscosity subsolution to \(f - \epsilon H_1 f = f_0 - \epsilon g_0\). Then there is a sequence \(x_n\) such that

\[
\lim_n \hat{f}(x_n) - f_0(x_n) = \sup_x \hat{f}(x) - f_0(x)
\]

and

\[
\limsup_n \hat{f}(x_n) - \epsilon g_0(x_n) - (f_0 - \epsilon g_0)(x_n) \leq 0.
\]

We obtain \(\sup_x \hat{f}(x) - f_0(x) = \limsup_n \hat{f}(x_n) - f_0(x_n) \leq 0\) establishing the claim. \(\square\)

**Proof of Proposition 3.10** We prove the comparison principle. Fix \(\lambda > 0\) and \(h_1, h_2 \in D\). By construction \(R(\lambda)h_1\) and \(R(\lambda)h_2\) solve \(f - \lambda \hat{H} f = h_1\) classically. Let \(u\) be a subsolution to \(f - \lambda \hat{H} f = h_1\) and \(v\) a supersolution to \(f - \lambda \hat{H} f = h_2\). By Lemma 5.11 (a) for \(H\) instead of \(H_1\) and \((f_0, g_0) = \left( R(\lambda)h_1, \frac{R(\lambda)h_1}{\lambda} \right) \), we find \(u \leq \limsup R(\lambda)h_1\). Because \(R(\lambda)\) is contractive, we find

\[
\sup_x u(x) - v(x) \leq \limsup_n \hat{f}(x_n) - f_0(x_n) \leq \sup_h h_1(x) - h_2(x),
\]

establishing the comparison principle for \(f - \lambda \hat{H} f = h\).

Next, we prove that \(R(\lambda)h\) is a viscosity subsolution to \(f - \lambda \hat{H} f = h\) with an argument similar to that of Proposition 3.11. Pick \(R(\mu)h_0 \in \mathcal{D}(H)\). By the pseudo-resolvent property of \(R\), see Proposition 3.8 and the contractivity of \(R\), we find for \(0 < \epsilon < \lambda/\mu\) that

\[
\sup_x R(\lambda) h(x) - R(\mu) h_0(x)
\]

\[
= \sup_x R(\epsilon) \left( R(\lambda) h_1 - \frac{\epsilon}{\lambda} \frac{R(\lambda) h_1 - h_1}{\mu} \right)(x) - R(\epsilon) \left( \frac{R(\mu) h_0 - h_0}{\mu} \right)(x)
\]

\[
\leq \sup_x R(\lambda) h(x) - \epsilon \frac{R(\lambda) h(x) - h_0(x)}{\lambda} - \left( R(\mu) h_0(x) - \epsilon \frac{R(\mu) h_0(x) - h_0(x)}{\mu} \right).
\]

By Lemma 5.10 we conclude that \(R(\lambda)h\) is a viscosity subsolution to \(f - \lambda \hat{H} f = h\). The super-solution property follows similarly.

Thus, by the comparison principle, \(R(\lambda)h\) is the unique viscosity solution to \(f - \lambda \hat{H} f = h\). Finally, suppose that \(f_0\) is another classical solution to \(f - \lambda \hat{H} f = h\). Thus, there is a \(g_0\) such that \((f_0, g_0) \in H\) and \(f_0 - \lambda g_0 = h\). As \(R(\lambda)f\) is a viscosity solution to \(f - \lambda \hat{H} f = h\), and hence to \(f - \lambda \hat{H} f = f_0 - \lambda g_0\), we find again by Lemma 5.11 that \(f_0 = R(\lambda)h\).

Finally, we establish (b). Note that the range condition for \(\hat{H}\) is satisfied by construction. We establish dissipativity. By construction, there is some \(\lambda > 0\) and \(h \in C_0(X)\) such that \(f_1 = R(\lambda)h\) and \(g_1 = \lambda^{-1}(f_1 - h)\). As \(R(\lambda)h\) is a viscosity subsolution to \(f - \lambda \hat{H} f = h\) by (a), there are \(x_n\) such that

\[
\lim_n f_1(x_n) - f_2(x_n) = \sup_x f_1(x) - f_2(x),
\]

\[
\limsup_n g_1(x_n) - g_2(x_n) \leq 0.
\]

This implies for all \(\mu > 0\) that

\[
\sup_x f_1(x) - \mu g_1(x) - (f_2(x) - \mu g_2(x)) \geq \limsup_n f_1(x_n) - \mu g_1(x_n) - (f_2(x_n) - \mu g_2(x_n))
\]

\[
= \lim_n f_1(x_n) - f_2(x_n) = \sup_x f_1(x) - f_2(x).
\]
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A similar argument using the supersolution property yields the other inequality for the infima. We conclude that for all $\mu > 0$:

$$|f_1 - \mu g_1 - (f_2 - \mu g_2)| \geq |f_1 - f_2|$$

establishing dissipativity of $\tilde{\mathcal{H}}$. \hfill \Box

### 3.4 The pseudo-resolvent yields viscosity solutions via a density argument

We introduce a final tool in the study of pseudo-resolvents $R(\lambda)$ and viscosity solutions to Hamilton-Jacobi equations

$$f - \lambda \mathcal{H}_1 f = h_1, \quad f - \lambda \mathcal{H}_1 f = h_2. \quad (3.3)$$

In Proposition 3.8 we showed that if we can solve (3.3) in the viscosity sense for all $\lambda > 0$ and $h \in C_b(X)$, then the comparison principle is sufficient to establish that the solutions $R(\lambda)$ form a contractive pseudo-resolvent.

Often, however, one can construct a pseudo-resolvent $R(\lambda)$ such that $R(\lambda)h$ solves (3.3) in the viscosity sense for $\lambda > 0$ and $h = h_1 = h_2 \in D$, where $D \subseteq C_b(X)$ is quasi-dense. Thus, the main step to establish the pseudo-resolvent property in the proof cannot be carried out. This happens for example in the construction in Theorem 4.7. Even though there we can establish the pseudo-resolvent property by approximation, this situation is not completely satisfying.

The result below gives an alternative that does not need an explicit form for the resolvent, or that it is the limit of a sequence of pseudo-resolvents.

A second reason to establish that $R(\lambda)h$ gives viscosity solutions for all $h \in C_b(X)$ is that this property can be used as input for follow-up arguments, see e.g. Condition 4.1 below.

The argument below is based on compactness and quasi-density of $D$ in $C_b(X)$.

**Proposition 3.12.** Let $X$ be a space in which compact sets are metrizable. For each $\lambda > 0$ let $R(\lambda) : C_b(X) \to C_b(X)$ be an operator that is strictly continuous on bounded sets. Let $D$ be quasi-dense in $C_b(X)$.

Then (i) and (ii) hold.

(i) Let $H_1, \tilde{H}_1 \subseteq \text{LSC}_1(X) \times \text{USC}_u(X)$ be two operators such that

(a) For each $h \in C_b(X)$ and $\lambda > 0$, if $f$ is a viscosity sub-solution to $f - \lambda \mathcal{H}_1 f = h$ then it is a viscosity subsolution to $f - \lambda \tilde{H}_1 f = h$.

(b) Each function $f \in D(\tilde{H}_1)$ has compact sub-levelsets.

Suppose that $R(\lambda)h$ is a viscosity sub-solution to $f - \lambda \mathcal{H}_1 f = h$ for all $h \in D$ and $\lambda > 0$. Then $R(\lambda)$ is a viscosity sub-solution to $f - \lambda \tilde{H}_1 f = h$ for all $h \in C_b(X)$ and $\lambda > 0$.

(ii) Let $H_1, \tilde{H}_1 \subseteq \text{USC}_u(X) \times \text{LSC}_1(X)$ be two operators such that

(a) For each $h \in C_b(X)$ and $\lambda > 0$, if $f$ is a viscosity super-solution to $f - \lambda \mathcal{H}_1 f = h$ then it is a viscosity supersolution to $f - \lambda \tilde{H}_1 f = h$.

(b) Each function $f \in D(\tilde{H}_1)$ has compact super-levelsets.

Suppose that $R(\lambda)h$ is a viscosity supersolution to $f - \lambda \mathcal{H}_1 f = h$ for all $h \in D$ and $\lambda > 0$. Then $R(\lambda)$ is a viscosity supersolution to $f - \lambda \tilde{H}_1 f = h$ for all $h \in C_b(X)$ and $\lambda > 0$. 
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Remark 3.13. The conditions sketched above are satisfied in a wide range of situations. Consider for example a Hamiltonian $\mathcal{H}: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ in terms of location $x \in \mathbb{R}$ and momentum $p \in \mathbb{R}$ (the argument easily extends to e.g. manifolds). We assume that $p \mapsto \mathcal{H}(x,p)$ is convex for all $x$.

Assume there is a continuously differentiable function $\mathcal{Y}$ that has compact sub-level sets and is such that $\sup_n \mathcal{H}(x,\mathcal{Y}(x)) \leq c$ for some $c \in \mathbb{R}$.

For a proof of (a) one uses convexity and e.g. methods like Lemmas 7.6 and 7.7 in [8]. For an application of these lemmas, see e.g. Section A.2 in [8].

Proof of Proposition 3.12. We only prove (a). Fix $h \in C_b(X)$ and $\lambda > 0$.

Pick $(f,g) \in \tilde{H}_1$. As $f$ has compact sub-level sets, the set $K := \{x \mid f(x) \leq 2|h|\}$ is compact. By quasi-density of $\mathcal{D}$ in $C^0_b(X)$, there are $h_n$ such that $\sup_n |h_n| \leq 2|h|$ and $\sup_{x \in K} |h(x) - h_n(x)| \leq n^{-1}$.

By the viscosity subsolution property, the fact that $f$ has compact level-sets, and $\sup_n |h_n| \leq 2|h|$, there are $x_n \in K$ such that

$$R(\lambda)h_n(x_n) - f(x_n) = \sup_x R(\lambda)h_n(x) - f(x),$$

$$R(\lambda)h_n(x_n) - \lambda g(x_n) \leq h_n(x_n).$$

Because $K$ is compact and metrizable, we can assume without loss of generality that $x_n$ converges to $x_0$. $h_n$ converges uniformly to $h$ on $K$. As $R(\lambda)$ is strictly continuous on bounded sets also $R(\lambda)h_n$ converges uniformly on $K$ to $R(\lambda)h$. Thus, we can take limit in the first equation and lim sup in the second equation of (3.4) to obtain

$$R(\lambda)h(x_0) - f(x_0) = \sup_x R(\lambda)h(x) - f(x),$$

$$R(\lambda)h_n(x_0) - \lambda g(x_0) \leq h(x_0).$$

Note that we used that $g$ is upper semi-continuous to obtain the correct inequality. These two equations establish that $R(\lambda)h$ is a viscosity solution $f - \lambda \mathcal{H}_1 f = h$. \qed

4 Convergence of resolvents

We now turn to the main question of the paper: that of approximation. Our first goal is to establish that viscosity solutions to $f - \lambda \mathcal{H}_N f = h$ converge to a viscosity solution of the equation $f - \lambda \mathcal{H} f = h$. All arguments will be based in the context of converging spaces.

As mentioned in the introduction some problems, e.g. slow-fast or multi-scale systems lead to natural limiting Hamiltonians that are multi-valued as a graph $H \subseteq C_b(X) \times C_b(Y)$, where $Y$ is some larger space that takes into account the fast variable or the additional scales. The notions of convergence of functions that are relevant have been introduced in Sections 2.5 and 2.7.
4.1 From convergence of Hamiltonians to convergence of resolvents

A first notion of a limit of Hamiltonians is given by the notion of an extended limit. This notion is essentially the extension of the convergence condition for generators from the setting of the Trotter-Kato approximation theorem to a more general context. The generalization is made to include operators defined on different spaces, and is also applicable to non-linear operators as well. See e.g. the works of Kurtz and co-authors [16,20,27,28].

We define this notion for the setting in which \( X = Y \).

**Definition 4.1.** Consider the setting of Assumptions 2.11 and 2.13. Suppose that for each \( \eta \) we have an operator \( H_\eta \subseteq M_b(X_\eta) \times M_b(Y_\eta) \). The extended limit \( \liminf_n H_\eta \) is defined by the collection \( \{ f, g \} \in M_b(X) \times M_b(X) \) such that there exist \( (f_n, g_n) \in H_\eta \) with the property that \( \liminf_n f_n = f \) and \( \liminf_n g_n = g \).

We aim to have a more flexible notion of convergence by replacing all operators \( H \) and \( H_b \) by operators \( (H_{n,\epsilon}, H_{n,\epsilon}, H_{n,\epsilon}, H_{n,\epsilon}) \) that intuitively form natural upper and lower bounds for \( H_\eta \) and \( H \). We will also generalize by considering limiting Hamiltonians that take values in the set of functions on \( Y \) instead of \( X \).

**Definition 4.2.** Consider the setting of Assumptions 2.20 and 2.27. Suppose that for each \( n \) we have two operators \( H_{n,\epsilon} : LSC_1(X_n) \times USC_u(X_n) \) and \( H_{n,\epsilon} : USC_u(X_n) \times LSC_1(X_n) \).

(a) The extended sub-limit \( \liminf_n H_\eta \) is defined by the collection \( \{ f, g \} \in H_\eta \subseteq LSC_1(X) \times USC_u(Y) \) such that there exist \( (f_n, g_n) \in H_{n,\epsilon} \) satisfying

\[
\liminf_n f_n \wedge c = f \wedge c, \quad \forall c \in \mathbb{R}, \quad (4.1)
\]

\[
\sup_n \sup_{x \in X_n} g_n(x) < \infty, \quad (4.2)
\]

and if for any \( q \in Q \) and sequence \( z_{n(k)} \in K^q_{\eta_{n(k)}} \) (with \( k \mapsto n(k) \) strictly increasing) such that \( \lim_k \tilde{\eta}_{n(k)}(z_{n(k)}) = \tilde{\eta}(q) \) in \( Y \) with \( \lim_k f_{n(k)}(z_{n(k)}) = f(q(y)) < \infty \) we have

\[
\lim_k \sup_n g_{n(k)}(z_{n(k)}) \leq g(y). \quad (4.3)
\]

(b) The extended super-limit \( \limsup_n H_\eta \) is defined by the collection \( \{ f, g \} \in H_\eta \subseteq USC_u(X) \times LSC_1(Y) \) such that there exist \( (f_n, g_n) \in H_{n,\epsilon} \) satisfying

\[
\limsup_n f_n \vee c = f \vee c, \quad \forall c \in \mathbb{R}, \quad (4.4)
\]

\[
\inf_n \inf_{x \in X_n} g_n(x) > -\infty, \quad (4.5)
\]

and if for any \( q \in Q \) and sequence \( z_{n(k)} \in K^q_{\eta_{n(k)}} \) (with \( k \mapsto n(k) \) strictly increasing) such that \( \lim_k \tilde{\eta}_{n(k)}(z_{n(k)}) = \tilde{\eta}(q) \) in \( Y \) with \( \lim_k f_{n(k)}(z_{n(k)}) = f(q(y)) > -\infty \) we have

\[
\lim_k \inf_n g_{n(k)}(z_{n(k)}) \geq g(y). \quad (4.6)
\]

**Remark 4.3.** The conditions in (4.2) and (4.3) are implied by \( \limsup_n g_n \leq g \) and (4.1) and (4.4) are implied by \( \liminf_n g_n \geq g \).

It is not clear to the author whether a weakened symmetric statement in which (4.1) is replaced by \( \liminf f_n \geq f \) and (4.4) by \( \limsup f_n \leq f \) is possible.

**Remark 4.4.** The notion of \( \liminf H_\eta \) and \( \limsup H_\eta \) follows closely Condition 7.11 [20]. Note, however, that our definition does away with the first conditions in (7.19) and (7.22), which in [20] are used in a crucial way in controlling the approximation of \( H_\eta \) by operators \( H^c_{n,\epsilon} \) that are constructed from the Yosida approximant \( A^c_{n,\epsilon} \) of the linear operator \( A_n \).
Given our main conditions on upper and lower bounds for sequences of Hamiltonians, we can state the main condition for our approximation result.

**Condition 4.5.** Consider the setting of Assumptions [2.26 and 2.27]
There are sets $B_n \subseteq M(X_n)$, contractive pseudo-resolvents $R_n(\lambda) : B_n \to B_n$, $\lambda > 0$, operators

$$H_{n,t} \subseteq \text{LSC}_1(X_n) \cap B_n \times \text{USC}_u(X_n) \cap B_n,$$

$$H_{n,t} \subseteq \text{USC}_u(X_n) \cap B_n \times \text{LSC}_1(X_n) \cap B_n,$$

and

$$H_1 \subseteq \text{LSC}_1(X) \times \text{USC}_u(Y), \quad H_1 \subseteq \text{USC}_u(X) \times \text{LSC}_1(Y).$$

These spaces and operators have the following properties:

(a) There is a $M > 0$ such that for each $h \in C_b(X)$ there are $h_n \in B_n$ such that $\text{LIM} h_n = h$ and $\sup_n |h_n| \leq M |h|$
(b) $H_1 \subseteq \text{ex} - \text{subLIM} H_{n,t}$ and $H_1 \subseteq \text{ex} - \text{superLIM} H_{n,t}$;
(c) For each $n \geq 1$ and $h \in B_n$ the function $(R_n(\lambda) h)^*$ is a viscosity subsolution to $f - H_{n,t} h$. Similarly, $(R_n(\lambda) h)_*$ is a viscosity supersolution to $f - H_{n,t} f = h$.
(d) We have local strict equi-continuity on bounded sets: for all $\lambda \in \varnothing$, $\delta > 0$ and $\lambda_0 > 0$, there is a $\hat{q} \in \varnothing$ such that for all $n$ and $h_1, h_2 \in B_n$ and $0 < \lambda \leq \lambda_0$ that

$$\sup_{y \in K^\delta} (R_n(\lambda) h_1(y) - R_n(\lambda) h_2(y)) \leq \delta \sup_{x \in X_n} (h_1(x) - h_2(x)) + \sup_{y \in K^\delta} \lambda_1(x) - \lambda_2(x).$$

**Remark 4.6.** As a follow up on Remark 2.19, note that (d) and (c) reflect a careful balance. Proving (d) will be relatively easy if one chooses large sets for $K_n^\delta$, which leads to a difficulties in (b). Context specific knowledge is needed for a proper choice.

We briefly discuss the relevance of our four conditions and a sketch of the proof.

- Conditions (b) and (c) are aimed at showing that $\text{LIM} \text{SUP}_n R_n(\lambda) h_n$ yields a viscosity subsolution to $f - \lambda h_1 f = h$, whereas $\text{LIM} \text{INF}_n R_n(\lambda) h_n$ yields a viscosity supersolution to $f - \lambda h_2 f = h$ if $\text{LIM} h_n = h$. In combination with the comparison principle for $h$ in a quasi-dense set $D$, we obtain a viscosity solution for $h \in D$ that we call $R(\lambda) h$. In addition, we obtain that $\text{LIM} R_n(\lambda) h_n = R(\lambda) h$.

- Using Proposition 2.24 the operator $R(\lambda)$ extends to $C_b(X)$ on which it is strictly continuous on bounded sets. In particular the operator is contractive.

- The operator $R(\lambda)$ is a pseudo-resolvent as it is the limit of pseudo-resolvents.

Some technical difficulties need to be settled. The main idea for our first step of our strategy is to apply the method that was also used in the proof of Proposition 3.8. Here we used contractivity of the resolvent and Lemma 3.5. In this setting, we need to take care of our special notion of LIM. Thus, we need to replace contractivity by control along compact subsets $K_n^\delta$ for a fixed $\delta$. This is the main aim of Condition (a).

**Theorem 4.7.** Let Condition 4.5 be satisfied. Let $D \subseteq C_b(X)$ be quasi-dense in $C_b(X)$. Suppose that for each $\lambda > 0$ and $h \in D$ the comparison principle holds for

$$f - \lambda H_1 h = h, \quad f - \lambda H_2 h = h. \quad (4.7)$$

Then there is a collection of operators $R(\lambda) : C_b(X) \to C_b(X)$ such that
(a) For each $h \in D$ and $\lambda > 0$ the function $R(\lambda)h$ is a viscosity subsolution to $f - \lambda H_1f = h$ and a viscosity supersolution to $f - \lambda H_1f = h$.

(b) The operators are locally strictly equi-continuous on bounded sets.

(c) The operators form a pseudo-resolvent.

(d) For $\lambda > 0$, $h_n \in B_n$ and $h \in C_b(X)$ such that $\lim \sup \lambda_n = h$, we have $\lim \sup R_n(\lambda)h_n = R(\lambda)h$.

We state the main argument for the theorem as a separate proposition as it is valid in a context that goes slightly beyond the theorem.

**Proposition 4.8.** Let Condition 4.9 be satisfied. Let $h_n \in M(X_n)$.

(a) Let $h_n \in M(X_n)$, $h \in \text{USC}_u(X)$ and suppose that $\lim \sup h_n \leq h$. Define
$$\overline{F} := \lim \sup R_n(\lambda)h_n,$$
then $\overline{F}$ is a viscosity subsolution to $f - \lambda H_1f = h$.

(b) Let $h_n \in M(X_n)$, $h \in \text{LSC}_l(X)$ and suppose that $\lim \inf h_n \geq h$. Define
$$\underline{F} := \lim \inf R_n(\lambda)h_n,$$
then $\underline{F}$ is a viscosity supersolution to $f - \lambda H_1f = h$.

It should be noted that the proof of this proposition does not use Condition 4.5 (a).

The main idea of the proof of the proposition is based on the proof of Lemma 7.14 in [20], but improves on this result in terms of the three properties mentioned in the introduction: applicability outside of the context of large deviations, operators $H_{n,i}, H_{n,i}$ instead of $H_n$ and the possibility to work in $X$ instead of in $\tilde{X}$.

**Proof of Proposition 4.8.** We only prove (a). Note first of all that by contractivity of $R_n(\lambda)$, we have
$$\sup_n \sup_{x \in X_n} R_n(\lambda)h_n(x) \leq \sup_n \sup_{x \in X_n} h_n(x) < \infty, \quad (4.8)$$
so that we can indeed write down $\overline{F} := \lim \sup R_n(\lambda)h_n$.

We prove that $\overline{F} := \overline{F}$ is a viscosity subsolution of $f - \lambda H_1f = h$. First of all, $\overline{F}$ is upper semi-continuous by construction. Second, $\overline{F}$ is bounded from above as seen above as a consequence of (4.8). We will prove that $\overline{F}$ also satisfies the final property of the definition of subsolutions. As in the proof of Proposition 3.4 we use Lemma 4.9(a).

Thus, for $(f_0, g_0) \in H_1$ it suffices to prove that for $0 < \varepsilon < \lambda$
$$\sup_y \{ F(\gamma(y)) - f_0(\gamma(y)) \} \leq \sup_y \left\{ \left( F(\gamma(y)) - \varepsilon \frac{F(\gamma(y)) - h(\gamma(y))}{\lambda} \right) - (f_0(\gamma(y)) - \varepsilon g_0(\gamma(y))) \right\} < \infty, \quad (4.9)$$
as we can replace $\overline{F}$ by its upper semi-continuous regularization $\overline{F}$ first on the right and then on the left-side of the inequality. Note that the lemma indeed suffices to establish the sub-solution property as for any function $\phi$ on $X$, we have $\sup_x \phi(x) = \sup_y \phi(\gamma(x))$ because $\gamma$ is surjective.

We extend the proof of Proposition 3.4. In that proof, we used that the pseudo-resolvent is contractive. In this case, we have to pass to the limit using the adapted
notion of convergence. Thus, we replace contractivity by strict equi-continuity on bounded sets, Condition 4.5 (4).

For every \( n \geq 1 \) set \( f_n := R_n(\lambda)h_n \) and \( g_n := \frac{f_n-h_n}{\lambda} \). Note that \( f_n \) is well defined as \( h_n \in B_n \). By assumption there are \( (f_{n,0},g_{n,0}) \in H_{n,1} \) such that (4.10), (4.2) and (4.3) are satisfied. Let \( \varepsilon \in (0,\lambda) \) and define

\[
h_n^\varepsilon := f_n - \varepsilon g_n = f_n - \varepsilon \frac{f_n-h_n}{\lambda}, \quad h_{n,0}^\varepsilon := f_{n,0} - \varepsilon g_{n,0}.
\]

(4.10)

Note the following

(1) \( f_n = R_n(\varepsilon)h_n^\varepsilon \) because \( R_n \) is a pseudo-resolvent;

(2) As the domain and range of \( H \) are contained in \( B_n \), we can apply \( R_n(\varepsilon) \) to \( h_{n,0}^\varepsilon \). By Condition 4.5 (4) and Lemma 3.11 we find \( f_{n,0} \geq (R_n(\varepsilon)h_{n,0}^\varepsilon)^* \geq R_n(\varepsilon)h_{n,0}^\varepsilon \).

(3) Finally

\[
sup_{n} h_n^\varepsilon(x) \leq sup_{n} h_n(x) := M_1 < \infty,
\]

\[
inf_{n} h_{n,0}^\varepsilon(x) \geq inf_{n} f_{n,0} - \varepsilon sup_{n} g_{n,0} := M_2 > -\infty.
\]

(4.11)

The first equality follows by LIM SUP \( h_n \leq h \) and \( \varepsilon < \lambda \), whereas the second inequality follows by (4.1) and (4.2). Denote by \( M := M_1 - M_2 \).

Pick \( x \in X \). Pick any \( q \in Q \) such that \( x \in K^q \) and such that there are \( x_n \in K^q \) which satisfy \( \eta_n(x_n) \to \eta(x) \) in \( X \) (There is at least one such \( q \) by Assumption 2.27 (4)). Now take \( \delta' > \delta \) arbitrary. By (4.11) and Condition 4.11 (4), we find \( \hat{q} \in Q \) such that for all \( n \), functions \( \phi_1, \phi_2 \in B_n \) satisfying \( sup_{y \in x_n} \phi_1(y) - \phi_2(y) \leq M \)

\[
sup_{y \in K^q} R_n(\varepsilon)\phi_1(y) - R_n(\varepsilon)\phi_2(y) \leq \delta'M + sup_{y \in K^q} \phi_1(y) - \phi_1(y)
\]

(4.12)

Fix \( \delta = M\delta' \), which we can choose arbitrarily small by choosing \( \delta' \) small. In addition, we can find \( z \in K^q \) such that

\[
sup_{y \in K^q} R_n(\varepsilon)\phi_1(y) - R_n(\varepsilon)\phi_2(y) \leq \delta + sup_{y \in K^q} \phi_1(y) - \phi_1(y) \leq 2\delta + \phi_1(z) - \phi_2(z).
\]

(4.12)

For next computation, we use (1) and (2) in line 3, Equation (4.10) in line 5 and for line 4 we find \( z_n \in K^q \) such that Equation (4.10) holds for all \( n \) and \( h_n^\varepsilon, h_{n,0}^\varepsilon \) instead of \( \phi_1, \phi_2 \). This gives

\[
f_n(x_n) - f_{n,0}(x_n)
\]

\[
\leq sup_{y \in K^q} f_n(y) - f_{n,0}(y)
\]

\[
\leq sup_{y \in K^q} R_n(\varepsilon)h_n^\varepsilon(y) - R_n(\varepsilon)h_{n,0}^\varepsilon(y)
\]

\[
\leq 2\delta + h_n^\varepsilon(z_n) - h_{n,0}^\varepsilon(z_n)
\]

\[
\leq 2\delta + \left( f_n(z_n) - \frac{f_n(z_n) - h_n(z_n)}{\lambda} \right) - (f_{n,0}(z_n) - \varepsilon g_{n,0}(z_n)).
\]

(4.13)

Recall that our aim is to prove (4.10). Our next step is to take a lim sup on both sides of the inequality. To study this lim sup, we see that only the term \( g_{n,0} \) is not yet understood in terms of its limiting behavior. Our aim is to apply (4.1), for which we need to construct a subsequence \( n(k) \) for which \( \eta_n(k)(z_n(k)) \to \eta(y) \) in \( Y \) with \( y \in \tilde{K}^q \) satisfying \( f_n(k,\varepsilon)(z_n(k)) \to f_0(\gamma(y)) \).
Without loss of generality, we assume that
\[ \limsup_n f_n(x_n) - f_{n,0}(x_n) > -\infty, \]
as there is nothing to prove otherwise. Again without loss of generality, we restrict to a subsequence \( n(k) \) of \( n \) such that

- the lim sup on the left-hand side of (4.13) is achieved as a limit:
  \[ \limsup_n f_n(x_n) - f_{n,0}(x_n) = \lim_{k} f_{n(k)}(x_{n(k)}) - f_{n(k),0}(x_{n(k)}) > -\infty, \quad (4.14) \]
- there is some \( y \in \mathbb{K}^q \) with \( \lim_k \hat{\eta}_{n(k)}(z_{n(k)}) = \hat{\eta}(y) \). This is possible due to Definition 2.22 (3). Note that by continuity of \( \hat{\gamma} : \mathbb{X} \to \mathbb{Y} \) also \( \lim_k \eta_{n(k)}(z_{n(k)}) = \eta(\gamma(y)) \) with \( \gamma(y) \in \mathbb{K}^q \) (Assumption 2.27 (1)).

We first consider the \( \liminf_k \) over both sides of the inequality (4.13). By our assumption (4.13) on \( x_{n(k)} \), we find
\[ \liminf_k \left( f_n(z_n) - \epsilon \frac{f_n(z_n) - h_n(z_n)}{\lambda} \right) - (f_{n,0}(z_n) - \epsilon g_{n,0}(z_n)) > -\infty. \]

By (4.11), the sequences \( \{f_n\}_{n \geq 1} \) and \( \{h_n\}_{n \geq 1} \) are uniformly bounded from above and by assumption (4.2) we have a uniform upper bound on \( \{g_{n,0}\}_{n \geq 1} \). This leads to
\[ \limsup_k f_{n(k),0}(z_{n(k)}) < \infty. \]

By (4.11), choosing \( c \) larger than this lim sup, we find \( \lim_k f_{n(k),0}(z_{n(k)}) = f_0(\gamma(y)) \), which established also the condition for the application of (4.3). Taking the \( \limsup_k \) over both sides of (4.13), we find
\[ \limsup_n f_n(x_n) - f_{n,0}(x_n) = \lim_{k} f_{n(k)}(x_{n(k)}) - f_{n(k),0}(x_{n(k)}) \]
\[ \leq 2\delta + \left( \frac{\mathcal{F}(\gamma(y)) - \epsilon (\mathcal{G}(\gamma(y)))}{\lambda} \right) - (f_0(\gamma(y)) - \epsilon g_0(\gamma(y))). \]

Now we take the supremum over \( y \) on the right-hand side. Afterwards, we send \( \delta \to 0 \). This gives the correct right-hand side for (4.10). Next, we work on the left-hand side. We take a supremum over all \( q \) and sequences \( \eta_n(x_n) \to \eta(x) \) in \( \mathbb{X} \) with \( x_n \in \mathbb{K}_n^q \), followed by a supremum over \( x \). This establishes (4.10) which concludes the proof.

**Proof of Theorem 4.7** Fix \( \lambda > 0 \), \( h \in D \) and \( h_n \in B_n \) with \( \text{LIM} h_n = h \). Let \( \mathcal{F} \) and \( \mathcal{G} \) be as in Proposition 4.8. By construction, it follows that \( \mathcal{F} \geq \mathcal{G} \). By the comparison principle, we also have \( \mathcal{F} \leq \mathcal{F}^* \). The combination of these inequalities yields \( \mathcal{F}^* = \mathcal{E} = \mathcal{F} = \mathcal{F}^* \). Denote this function by \( \tilde{R}(\lambda) h \), which is therefore the unique viscosity solution to (4.7).

Following Proposition 2.24, define
\[ \mathcal{D}(R(\lambda)) = \{ h \in C_b(\mathbb{X}) : \exists h_n \in B_n : \text{LIM} h_n = h, \text{LIM} R_n(\lambda) h_n \text{ exists and is continuous} \}\]
and \( \mathcal{R}(\lambda) h = \text{LIM} R_n(\lambda) h_n \). By the argument above, \( R(\lambda) \) extends \( \tilde{R}(\lambda) \). By Proposition 2.24, \( \mathcal{D}(R(\lambda)) \) is quasi-closed, and as \( D \) is quasi-dense in \( C_b(\mathbb{X}) \) by assumption we find \( \mathcal{D}(R(\lambda)) = C_b(\mathbb{X}) \). In addition Proposition 2.24 \( \mathcal{D}(R(\lambda)) \) yields that \( R(\lambda) \) is strictly continuous on bounded sets. The pseudo-resolvent property follows by continuity from that of the operators \( R_n \). The local strict continuity on bounded sets can be proven by making the estimates in the proof of Proposition 2.24 (a) uniform for \( \lambda \) with \( 0 < \lambda \leq \lambda_0 \), using the uniform choice of \( \hat{q} \) as in Condition 4.5 (d).
5 Convergence of semigroups

Theorem 5.1. Let Condition 4.5 be satisfied. Suppose in addition that for all n:

\[ C_b(X_n) \subseteq B_n \subseteq M(X_n) \] 

and that \( R_n(\lambda)C_b(X_n) \subseteq C_b(X_n) \).

Let \( D \subseteq C_b(X) \) be quasi-dense in \( C_b(X) \). Suppose that for each \( \lambda > 0 \) and \( h \in D \) the comparison principle holds for

\[ f - \lambda H_t f = h, \quad f - \lambda H_t f = h. \]

Denote by \( R(\lambda) : C_b(X) \to C_b(X) \) the operators constructed in Theorem 4.7.

Consider the operators

\[
\hat{H}_n := \bigcup_{\lambda} \left\{ \left( R_n(\lambda)h, \frac{R_n(\lambda)h - h}{\lambda} \right) \mid h \in C_b(X_n) \right\}, \quad (5.1)
\]

\[
\hat{H} := \bigcup_{\lambda} \left\{ \left( R(\lambda)h, \frac{R(\lambda)h - h}{\lambda} \right) \mid h \in C_b(X) \right\}, \quad (5.2)
\]

as in Proposition 4.14.

Let \( V_n(t) \) and \( V(t) \) be the operator semigroups on the uniform closures of \( D(\hat{H}_n) \) and \( D(\hat{H}) \) generated by \( H_n \) and \( \hat{H} \) as in the Crandal-Liggett theorem, see Theorem 5.3.

Suppose that the semigroups \( V_n(t) \) are strictly equi-continuous on bounded sets: for all \( q \in \Omega, \delta > 0 \) and \( t_0 > 0 \), there is a \( \hat{q} \in \Omega \) such that for all \( n \) and \( h_1, h_2 \in B_n \) and \( 0 \leq t \leq t_0 \) that

\[
\sup_{y \in K_n} (V_n(t)h_1(y) - V_n(t)h_2(y)) \leq \delta \sup_{x \in X_n} (h_1(x) - h_2(x)) + \sup_{y \in K_n} (h_1(y) - h_2(y)).
\]

Denote by \( D \) and the quasi-closure of the uniform closure of \( D(\hat{H}) \). Then

(a) We have \( \hat{H} \subseteq \text{ex-LIM} \hat{H}_n \) as in Definition 4.4. That is, for all \( (f, g) \in \hat{H} \) there are \( (f_n, g_n) \in \hat{H}_n \) such that \( \text{LIM} f_n = f \) and \( \text{LIM} g_n = g \).

(b) The semigroup \( V(t) \) extends to the quasi-closure \( D \) of \( D(\hat{H}) \) on which it is locally strictly equi-continuous on bounded sets.

(c) For each \( f \in D \) there are \( f_n \) in the uniform closures of \( D(\hat{H}_n) \) such that \( \text{LIM} f_n = f \).

(d) If \( f_n \) are in the uniform closures of \( D(\hat{H}_n) \) and \( f \in D \) such that \( \text{LIM} f_n = f \) and \( t \geq 0 \) then \( \text{LIM} V_n(t)f_n = V(t)f \).

Remark 5.2. For applications it is of interest to know whether \( D(\hat{H}) \) is quasi-dense in \( C_b(X) \). If the resolvent is obtained as in Theorem 4.7 and \( \text{LIM} R_n(\lambda)h = h \) as \( \lambda \downarrow 0 \) for all \( n \), then this can sometimes be established directly from an approximation procedure, see for example Lemma 7.19 in [20]. This is indeed what one would expect from a Crandal-Liggett theorem for the strict topology. Another possibility is to find an explicit expression for the resolvent and verify this property directly. We will pursue a third possibility below, see Proposition 6.1, that is based on a comparison principle.

The main step to go from the result of Theorem 4.7 to that of above theorem is an approximation argument by Kurtz: Theorem 3.2 of [26]. The key argument in the approximation result is the embedding of all spaces and semigroups in a common product space. The notion of \( \text{LIM} \) is embedded into this product space as a closed subspace. We study these spaces in next proposition.
Proposition 5.3. Let Assumptions [2.14] and [2.13] be satisfied. The space
\[ \mathfrak{L} := \left\{ (f_n, \eta_n) \mid f_n \in M_b(X), \eta_n \in \mathfrak{M}(X), \sup_n |f_n| < \infty \right\}, \]
equipped with the norm \(|(f_n, \eta_n)| = |f| \vee \sup_n |f_n|\) is a Banach space. Set
\[ \mathfrak{P} := \{(f_n, \eta_n), f \in \mathfrak{L} \times M_b(X) \mid \lim f_n = f\}. \]

The set \(\mathfrak{P}\) is a closed linear subspace \(\mathfrak{L} \times M_b(X)\) and \(\mathfrak{P}\) interpreted as an operator from \(\mathfrak{L}\) to \(M_b(X)\) satisfies \(|\mathfrak{P}| \leq 1\).

In the proposition, we do not consider for which \(f\) there are \(f_n\) such that \(f = \lim f_n\). We assume this e.g. in Condition [6.3] [10]. In particular cases, however, surjectivity of \(\mathfrak{P}\) can be established directly.

Lemma 5.4. Suppose that \(X\) is a normal space and that the maps \(\eta_n : X \rightarrow X\) are continuous and that \(\eta : X \rightarrow X\) is a homeomorphism onto its image. Then for each \(f \in M_b(X)\) there are \(f_n \in M_b(X)\) such that \(\lim f_n = f\). If \(f \in C_b(X)\), then \(f_n\) can be chosen in \(C_b(X)\).

Proof. First let \(f \in C_b(X)\). The function \(g := f \circ \eta^{-1}\) is a continuous function with norm \(|f|\) on \(X\) \(\subseteq X\). By the Tietze extension Theorem, it extends to a continuous function \(g\) on \(X\) with norm \(|g| = |f|\). We then define \(f_n := g \circ \eta_n\), which leads to \(|f_n| \leq |f|\). Next, let \(x_n \in K^n\) and \(x \in K^n\) such that \(\eta_n(x_n) \rightarrow \eta(x)\). Because \(g\) is continuous, we find that \(g(\eta_n(x_n)) \rightarrow g(\eta(x))\) implying that \(f_n(x_n) \rightarrow f(x)\). Thus \(\lim f_n = f\). The result for \(M_b(X)\) then follows from the monotone class theorem, see e.g. Theorem 2.12.9 in [4].

Remark 5.5. Note that in the use of the Monotone class theorem, we establish the result for functions that are bounded and measurable with respect to the \(\sigma\)-algebra generated by all bounded and continuous functions. For a general topological space this implies the final result holds for the set of bounded and measurable functions with respect to the Baire \(\sigma\)-algebra. In the case that \(X\) is Polish, the Baire and Borel \(\sigma\)-algebra's coincide. More general, this holds for perfectly normal spaces, see Proposition 6.3.4 in [4].

Proof of Proposition 5.3. That \(\mathfrak{L}\) is a Banach space, as that \(\mathfrak{P}\) is linear, is immediate. We establish that \(\mathfrak{P}\) is norm closed. Let \(f_n^k, f_n \in M_b(X_n)\) and \(f^k, f \in M_b(X)\) such that for all \(k:\) \(\lim f_n^k = f^k\) and \(\lim (\|f - f^k\| \vee \sup_n \|f_n^k - f_n\|) = 0\). We prove \(\lim f_n = f\).

First of all, let \(k\) be such that \(\sup_n \|f_n^k - f_n\| \leq 1\). Then \(\|f_n\| \leq \|f_n^k - f_n^k\| + \|f_n^k\| \leq 1 + \|f_n^k\|\). The final term is bounded as \(\lim f_n^k = f^k\). For the second property, fix \(q \in \Omega\) and \(x_n \in K^n\) converging to \(x \in K^n\). We have
\[ |f_n(x_n) - f(x)| \leq |f_n(x_n) - f_n^k(x_n)| + |f_n^k(x_n) - f^k(x_n)| + |f^k(x_n) - f^k(x)| \leq \sup_m \|f_m - f^k_m\| + |f_n^k(x_n) - f^k(x_n)| + \|f^k - f\|. \]
The first and third term on the right-hand side can be made arbitrarily small by choosing \(k\) large. For fixed \(k\) the term final term converges to \(0\) as \(\lim f_n^k = f^k\). Thus, we find \(f_n(x_n) \rightarrow f(x)\). Contractivity of \(\mathfrak{P}\) follows by assumption.

The proof of the theorem is inspired by [28].

Proof of Theorem 5.7. For the proof of (6.3), pick \(f \in D(H)\). By definition there are \(\lambda > 0\) and \(h \in D\) such that \(f = R(\lambda)h\). By the assumption in Theorem 4.7.
there are \( h_n \in B_n \cap M_b(X_n) \) such that \( \text{LIM} h_n = h \). By Theorem 4.11, we obtain \( \text{LIM} R_n(\lambda)\h_n = R(\lambda)h = f \). By construction \( R_n(\lambda)\h_n \in \mathcal{D}(H_n) \) establishing (ii).

We proceed with the proof of (i), (iii) and (iv) for which we will use Theorem 3.2 of [28]. Recall the set \( \mathcal{L} \) and the closed subset \( \mathcal{P} \) of Proposition 5.5. Denote also

\[
\mathcal{H} := \left\{ \left( (f_t, f_n), (g_t, g_n) \right) \in \mathcal{L} \times \mathcal{L} \left| (f_n, g_n) \in \mathcal{H}_n, (f, g) \in \hat{H} \right. \right\},
\]

Note that \( \mathcal{H} \) is dissipative and satisfies the range condition because the operators \( \mathcal{H}_n \) and \( \hat{H} \) do as well. The semigroup \( V(t) \) generated by \( \mathcal{H} \) equals \( V(t) \left( (f_t, f_n) \right) = \left( V(t) f_t, \mathcal{V}_n(t) f_n \right) \).

By (iii), we have

\[
\hat{H} = \{ (f, g) | (f_t, f_n), (g_t, g_n) \in \mathcal{H} \cap (\mathcal{D}(\mathcal{P}) - \mathcal{D}(\mathcal{P})) \},
\]

so that all conditions for Theorem 3.2 of [28] are satisfied. From Equation (3.4) in [28], we infer that if \( t \geq 0 \), \( f_n \in \mathcal{D}(\mathcal{H}_n) \) and \( f \in \mathcal{D}(\hat{H}) \) such that \( \text{LIM} f_n = f \), then \( \text{LIM} V_n(t) f_n = V(t)f \).

Fix \( t > 0 \) and define

\[
\mathcal{D}(V(t)) := \{ h \in C_b(X) | \exists h_n \in B_n : h = \text{LIM} h_n, \text{LIM} V_n(t) h_n \text{ exists and is continuous} \}.
\]

By the argument above \( \mathcal{D}(V(t)) \) contains \( \mathcal{D}(\hat{H}) \). By Proposition 3.22, the set \( \mathcal{D}(V(t)) \) is quasi-closed and the operator \( V(t) \) extends to \( \mathcal{D}(V(t)) \) on which it is strictly continuous on bounded sets.

Thus, the quasi-closure \( \mathcal{D} \) of \( \mathcal{D}(\hat{H}) \) is contained in \( \mathcal{D}(V(t)) \) for all \( t \). Thus, (i), (ii) and (iv) all follow from Proposition 5.6.

\[\square\]

### 6 Density of the domain

In Theorem 5.5, we obtained a semigroup that was defined on the quasi-closure of \( \mathcal{D}(\hat{H}) \). In applications, often it is of interest to know whether this quasi-closure is in fact equal to \( C_b(X) \).

A key method to verify this quasi-density, is the verification that as \( \lambda \downarrow 0 \), we have \( \text{LIM} R(\lambda)h = h \) for the \( \text{buc} \) topology. For this there are two possible strategies:

1. One finds a explicit characterization of \( R \), i.e. a control representation, and verifies this property directly,

2. In the context of Theorem 4.7 one knows that \( \lambda \downarrow 0 \), we have \( \text{LIM} R_n(\lambda)h = h \) for each \( n \) and \( h \) and establishes that such statements can be lifted to the limit, see e.g. Lemma 7.19 in [20].

We will introduce a new method, that bootstraps the procedure of Section 4.

We proceed with an informal discussion. Consider the setting in which \( R(\lambda)h \) is the viscosity solution to \( f - \lambda Hf = h \). In the linear theory, it is generally known that \( R(\lambda)h \to h \) as \( \lambda \downarrow 0 \) in an appropriate topology. Indeed, as \( R(\lambda)h \in \mathcal{D}(H) \), this establishes density of \( \mathcal{D}(H) \). We expect the same result to hold true in the non-linear case. Consider the operators \( A_n = \frac{1}{n} H \) and resolvents \( R_n(\lambda) = R \left( \frac{\lambda}{n} \right) \).

Formally, the operator \( A_n \) converges to the zero-operator \( 0 \cdot H \), so that we expect that the relaxed lim sup and lim inf of \( R_n(1)h \) yield a viscosity sub- and supersolution to \( f - 0 \cdot Hf = h \), or informally written, to \( f = h \). Clearly, we expect these limits to equal \( h \). To obtain this result rigorously, we need a comparison principle.

Informally, we need that \( \mathcal{D}(H) \) that is ‘large enough to uniquely identify functions’. We make this intuition rigorous.
Proposition 6.1. Let \( X \) be a space with metrizable compact sets and let \( H_1 \subseteq C_b(X) \times C_b(X) \) and \( H_2 \subseteq C_b(X) \times C_b(X) \). Let \( R(\lambda) : C_b(X) \to C_b(X) \) be a collection of operators that is locally strictly equi-continuous on bounded sets as in Definition 3.2.

Let \( D \) be a quasi-dense set in \( C_b(X) \) and suppose that for \( \lambda > 0 \) and \( h \in D \), the function \( R(\lambda)h \) is a viscosity solution to

\[
 f - \lambda h_1 f = h, \quad f - \lambda h_2 f = h.
\]

Denote \( A_1 := 0 \cdot H_1 \) and \( A_2 := 0 \cdot H_2 \). Suppose that the comparison principle holds for \( f - A_1 f = h_1 \) and \( f - A_2 f = h_2 \) for \( h_1, h_2 \in D \). Let \( \lambda_n \downarrow 0 \). Then for all \( h \in D \) we have \( \lim_n R(\lambda_n)h = h \). In particular, the domain \( \mathcal{D}(H) \) is quasi-dense in \( C_b(X) \).

Remark 6.2. Generally, proofs that establish the comparison principle for \( f - \lambda h_1 f = h \) and \( f - \lambda h_2 f = h \) can be adapted in a straightforward way to also establish the comparison principle for \( f - \lambda A_1 f = h \) and \( f - \lambda A_2 f = h \).

We start by proving the seemingly trivial fact that \( h \) solves the equation \( f = h \).

Lemma 6.3. Let \( H_1 \subseteq \text{LSC}_1(X) \times \text{USC}_1(X) \) and \( H_2 \subseteq \text{USC}_1(X) \times \text{LSC}_1(X) \) and define \( A_1 := 0 \cdot H_1 \) and \( A_2 := 0 \cdot H_2 \).

For any \( h \in C_b(X) \) the function \( h \) is a subsolution to \( f - A_1 f = h \) and a supersolution to \( f - A_2 f = h \).

Proof. We show that \( h \) is a viscosity subsolution to \( f - A_1 f = h \) and a supersolution to \( f - A_2 f = h \).

We establish that \( h \) is a viscosity subsolution of \( f - A_1 f = h \) by using Lemma 3.5 (a). Let \( (f, g) \in A_1 \). Thus \( g = 0 \cdot \hat{g} \) with \( (f, \hat{g}) \in H_1 \). Note that \( \hat{g} \) is bounded from above. Thus \( \hat{g} \cdot \hat{g} \leq \hat{g} \).

This inequality, in combination with the fact that \( f \) is bounded from below, implies that the condition of Lemma 3.5 (a) is satisfied (note that the \( g \)'s in the Lemma and here are different). As a consequence, we find \( x_n \in X \) such that

\[
 \lim_n h(x_n) - f(x_n) = \sup_x h(x) - f(x) - \epsilon ((h(x) - h(x)) - 0 \cdot \hat{g}(x)).
\]

that is, \( h \) is a subsolution to \( f - A_1 f = h \). Similarly, we prove that \( h \) is a supersolution to \( f - A_2 f = h \), which concludes the proof.

In the proof below, the notion of \( \lim \) refers to buc convergence. Thus, \( \Omega \) is the set of compact sets \( \mathcal{K} \) in \( X \) with \( \mathcal{K}_b^\infty = \mathcal{K} = \mathcal{K} \). See example 2.16. Note that we need metrizable compacts to extract converging subsequences from sequences in compact sets.

Proof of Proposition 6.1. If we can establish that \( \lim R(\lambda_n)h = h \), then we have that \( \mathcal{D}(H) \) is quasi-dense in \( D \). As \( D \) is quasi-dense in \( C_b(X) \) by assumption, this establishes the claim.

By Lemma 6.3 and uniqueness of viscosity solutions, it suffices to apply Proposition 4.8 for \( A_{n,1} := \lambda_n H_1, A_{n,2} := \lambda_n H_2 \) and \( R_n := R(\lambda_n) \).

Doing so, we obtain that \( R_n h \) is a viscosity subsolution to \( f - A_{n,1} f = h \) and a supersolution to \( f - A_{n,2} f = h \). Thus, it suffices to verify Condition 4.5.
We work with \( B_n = C_b(X) \). Then \((\mathbf{1})\) is immediate. Condition \((\mathbf{4})\) follows by assumption. Also \((\mathbf{1})\) is immediate by local strict equi-continuity on bounded sets of the resolvent \( R(\lambda) \).

Next, we establish \((\mathbf{4})\), i.e.:

\[
A_t \subseteq \text{ex} - \text{LIM SUP} A_{n,t}, \quad A_t \subseteq \text{ex} - \text{LIM INF} A_{n,t}.
\]

We only prove the first claim. Suppose \((f, g) \in A_t\). Then there is a \( \hat{g} \) such that \( g = 0 \cdot \hat{g} \) and \((f, \hat{g}) \in H_t\). Set \( f_n = f \) and \( g_n = \lambda_n \cdot \hat{g} \). It follows that \((f_n, g_n) \in A_{n,t}\). It is immediate that \( \text{LIM} f_n \land c = f \) for all \( c \) and as \( \hat{g} \) is bounded above also \( \sup_n \sup_x g_n(x) \leq \text{sup} \sup_x g(x) < \infty \). Finally, we establish \((\mathbf{4.3})\). Note that as \( x_n \to x \) in some compact set \( X \subseteq X \), we have

\[
\limsup_n \hat{g}(x_n) \leq \hat{g}(x)
\]
as \( \hat{g} \) is upper semi-continuous. It follows that

\[
\limsup_n g_n(x_n) = \limsup_n \lambda_n \hat{g}(x_n) \leq 0 \cdot g(x).
\]

Thus, we conclude by Proposition \((\mathbf{4.3})\) and the comparison principle that \( \text{LIM} \mathcal{R}_n h \) as \( n \to \infty \) is the unique viscosity solution \( h \) to \( f - A_t f = h \) and \( f - A_{\hat{t}} f = h \).

\[\square\]

A Proof of Proposition \((\mathbf{2.8})\)

Proof of Proposition \((\mathbf{2.8})\) We prove \((a) \) to \((b)\). Fix a compact set \( K \subseteq X \) and \( r, \delta > 0 \).

Because the semi-norm \( p(f) = \sup_{x \in K} |f(x)| \) is continuous for the strict topology, and \( T \) is strictly continuous, there is a semi-norm \( q(f) = \sup_n \sup_{x \in K_n} |f(x)| \) such that \( p(T f - T g) \leq q(f - g) \).

Set \( C_0(r) = 2r \), \( C_1(\delta, r) = a_1 \), and

\[
\hat{K}(K, \delta, r) := \bigcup_{i: a_i > \delta} K_i.
\]

As \( a_1 \downarrow 0 \), \( \hat{K} \) is indeed a compact set. Let \( n_0 \) such that for \( n \geq n_0 \) we have \( a_n \leq \delta \).

Then, if \( |f| \lor |g| \leq r \):

\[
p(T f - T g) \leq q(f - g) \leq \sup_{n < n_0} \sup_{x \in K_n} |f(x) - g(x)| + \sup_{n \geq n_0} \sup_{x \in K_n} |f(x) - g(x)|
\]

\[
\leq a_1 \sup_{x \in K} |f(x) - g(x)| + \delta |f - g|
\]

\[
\leq C_1(\delta, r) \sup_{x \in K} |f(x) - g(x)| + \delta C_0(r).
\]

establishing \((b)\).

We prove \((b) \) to \((c)\). Let \( f_\alpha \) be a bounded net that converges to \( f \). To prove that \( T f_\alpha \) converges strictly to \( f \), we need to establish that \( T f_\alpha \) is bounded and that for each compact set \( K \subseteq X \) and \( \varepsilon > 0 \) there is a \( \alpha_0 \) such that for \( \alpha \geq \alpha_0 \), we have

\[
\sup_{x \in K} |T f_\alpha(x) - T f(x)| \leq \varepsilon.
\]

First of all, as the net is bounded there is some \( r \) such that \( \sup_n |f_n| \leq r \) for some \( r \).

By \((b)\), using \( \delta = 1 \), we find that \( |T f_\alpha - T f| \leq C_0(r) + 2r C_1(1, r) \). Next, fix a compact set \( K \subseteq X \) and \( \varepsilon > 0 \). By \((b)\), with \( \delta = \frac{1}{2} C_0(r)^{-1} \), we find a compact set \( K \) such that

\[
\sup_{x \in K} |T f_\alpha(x) - T f(x)| \leq \frac{1}{2} \varepsilon + C_1(\delta, r) \sup_{x \in K} |f_\alpha(x) - f(x)|
\]

Thus, there is some \( \alpha_0 \) such that for \( \alpha \geq \alpha_0 \), the left hand side is bounded by \( \varepsilon \). We conclude that \( T \) is strictly continuous on bounded sets.

\[\square\]
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