Abstract—While deep learning methods hitherto have achieved considerable success in medical image segmentation, they are still hampered by two limitations: (i) reliance on large-scale well-labeled datasets, which are difficult to curate due to the expert-driven and time-consuming nature of pixel-level annotations in clinical practices, and (ii) failure to generalize from one domain to another, especially when the target domain is a different modality with severe domain shifts. Recent unsupervised domain adaptation (UDA) techniques leverage abundant labeled source data together with unlabeled target data to reduce the domain gap, but these methods degrade significantly with limited source annotations. In this study, we address this underexplored UDA problem, investigating a challenging but valuable realistic scenario, where the source domain not only exhibits domain shift w.r.t. the target domain but also suffers from label scarcity. In this regard, we propose a novel and generic framework called “Label-Efficient Unsupervised Domain Adaptation” (LE-UDA). In LE-UDA, we construct self-ensembling consistency for knowledge transfer between both domains, as well as a self-ensembling adversarial learning module to achieve better feature alignment for UDA. To assess the effectiveness of our method, we conduct extensive experiments on two different tasks for cross-modality segmentation between MRI and CT images. Experimental results demonstrate that the proposed LE-UDA can efficiently leverage limited source labels to improve cross-domain segmentation performance, outperforming state-of-the-art UDA approaches in the literature.

Index Terms—Unsupervised domain adaptation, medical image segmentation, cross-modality learning, semi-supervised learning, adversarial learning.

I. INTRODUCTION

RECENT advancements of deep learning [1], [2] have shown tremendous success in medical image segmentation [3], [4], [5]. Nevertheless, these impressive achievements always come with the price of massive pixel-accurate annotations, which are both costly and labor-intensive to obtain, thereby leading to the label scarcity problem in clinical practice [6]. To mitigate this problem, many recent efforts in medical image analysis have been devoted to developing methodologies beyond fully supervised learning techniques, such as self-supervised [7], [8], [9], [10], [11], semi-supervised [12], [13], [14], and weakly-supervised learning [15], [16], [17]. Nevertheless, most of these not-so-supervised methods are designed for a single-domain scenario and neglect that in real-world clinical scenarios, data can be collected from a variety of sources, including different medical centers, subject cohorts, imaging scanners, protocols, and even modalities, such as MRI and CT, resulting in different data distributions across domains [18], [19]. As a result, the model trained on one domain, i.e., source domain, usually fails in generalizing well to the data collected from unseen domains, i.e., target domain, crippling the model performance significantly. To improve cross-domain generalization in the existence of domain shift, one simple but effective method is to use newly annotated data from the target domain to fine-tune the model trained on the data from the source domain [20]. However, labeling data from new domains inevitably involves additional time, expenses, and costs.

To address the well-known domain shift phenomena in the absence of target annotations, significant progress has been made for unsupervised domain adaptation (UDA) [21], [22], [23], [24], [25], [26], [27], [28], [29]. In a common UDA setting, most previous efforts assume that abundant source annotations are available and these UDA methods aim to minimize domain discrepancy by means of utilizing labeled data from the source domain and unlabeled data from the
adaptation and generate complementary domain images to the strong generative capacity of GANs to facilitate image domain shift under source label scarcity. We first leverage domain adaptation framework, named LE-UDA, for tackling has not been adequately investigated.

ignoring adversarial learning for better feature alignment. solely enforces structural consistency across domains while performance under source label scarcity. However, MT-UDA with diversified distributions for improving cross-domain performance.

target domain, thereby improving cross-domain adaptation performance. However, in clinical practice, such assumptions cannot always hold since the source domain may also suffer from label scarcity due to various reasons, e.g., limited access and expert knowledge. Source label scarcity can be detrimental to existing UDA methods, causing a significant drop in performance. This is further illustrated in Fig. 1. In the absence of sufficient source annotations, the models cannot be well trained on the source domain, resulting in a suboptimal decision boundary, which subsequently influences domain alignment. In the experiment section, we shall further demonstrate this circumstance.

As such, this problem motivates us to study a practical yet challenging UDA scenario, i.e., UDA under source label scarcity, where only scarce source annotations are available. It is earlier noted that existing UDA methods cannot handle this problem, as they require full source labels without leveraging unlabeled source data, except the prior work MT-UDA [30], which introduced semi-supervised learning (SSL) into UDA and proposed a self-ensembling-based UDA framework to realize cross-modality medical image segmentation. In MT-UDA, generative adversarial networks (GANs) [31] were used to align cross-domain distributions at the image level and also derive synthetic images for both source and target domains. Subsequently, self-ensembling models were built to explore the knowledge from real and synthetic images with diversified distributions for improving cross-domain performance under source label scarcity. However, MT-UDA solely enforces structural consistency across domains while ignoring adversarial learning for better feature alignment. Therefore, MT-UDA was imperfect as the feature adaptation has not been adequately investigated.

In this work, we propose a label-efficient unsupervised domain adaptation framework, named LE-UDA, for tackling domain shift under source label scarcity. We first leverage the strong generative capacity of GANs to facilitate image adaptation and generate complementary domain images to diversify the training distributions, thereby improving the model’s generalization ability. To explore the rich information behind diverse domains, a dual-teacher network is constructed based on self-ensembling [32], in which the student model exploits intra-domain knowledge from source images and synthetic source images while also distilling inter-domain knowledge from a diversity of complementary domains. To further motivate the student model to more comprehensively explore domain-invariant features, we engage adversarial learning into the teacher-student learning framework for feature adaptation. To benefit from both teacher-student learning and adversarial learning, we propose a dual self-ensembling adversarial learning mechanism, in which discriminators are connected to multi-level predictions of the student and teacher networks under explicit self-ensembling consistency to promote the student network to derive generalizable representations implicitly. As a result, our proposed method can effectively transfer multi-domain knowledge from diverse domains, achieving label-efficient unsupervised domain adaptation against source label scarcity. To sum up, the main contributions of this paper are as follows:

- We investigate a new UDA scenario in which only limited source labels are accessible. The scenario is practical and challenging for real-world applications. We present a novel UDA approach, LE-UDA, to address this issue. In LE-UDA, we jointly exploit (i) both image and feature adaptations to address domain shift, and (ii) both inter-domain and intra-domain knowledge transfer to handle source label scarcity.

- To effectively leverage the rich information behind different domains, we propose a dual-domain consistency paradigm based on self-ensembling to extensively mine the dual-domain knowledge for label-efficient cross-domain image segmentation. Moreover, a dual adversarial self-ensembling learning strategy is designed to enhance the feature alignment and facilitate reliable dual-domain knowledge transfer.

- We carry out extensive studies on two challenging tasks, i.e., cardiac substructure segmentation and abdominal multi-organ segmentation for bidirectional cross-modality medical image segmentation between CT and MRI. The comprehensive results and analysis reveal that the proposed LE-UDA framework demonstrates superior adaptation performance over the existing state-of-the-art UDA approaches.

The work substantially extends our previous work MT-UDA [30] with the following improvements. First, we improve our method by incorporating self-ensembling adversarial feature alignment. Second, we extensively evaluate our framework for bidirectional cross-modality adaptation with different source label ratios. Third, an additional task i.e., abdominal multi-organ segmentation, is investigated for a more thorough evaluation. Forth, more UDA methods are compared to show the superiority of the proposed LE-UDA. Last but not least, a comprehensive analysis is provided to demonstrate the feasibility of LE-UDA for the UDA problem.
II. RELATED WORK

A. Unsupervised Domain Adaptation

Because of various data distributions induced by various reasons, such as different modalities, domain shift has become a fundamental and common issue in medical imaging analysis and applications. With that, domain adaptation (DA) has long been of great interest. Based on the levels of label availability on the target domain, existing DA methods can be divided into three types, i.e., supervised domain adaptation (SDA) with abundant target labels, semi-supervised domain adaptation (SSDA) with limited target labels, and unsupervised domain adaptation (UDA) with no target labels [19]. Compared to SDA and SSDA, which both require additional labeled target data, UDA is more challenging, attractive, and practical since no target labels are required. In this context, UDA is becoming increasingly important in the medical image segmentation field, and as a result, a myriad of UDA approaches have been developed for cross-domain medical image segmentation with promising adaptation results [29], [33], [34], [35], [36], [37], [38].

Recent years have seen tremendous success with generative adversarial networks (GANs) in image translation and domain adaptation [21], [31]. Numerous UDA approaches have been developed to narrow domain discrepancy by implicitly driving alignment via various adversarial learning strategies from different perspectives, including image adaptation [22], [23], [24], [35], [38], feature adaptation [26], [27], [33], [34], [39] and their mixtures [28], [29], [36]. To achieve image adaptation, many UDA methods have been developed based on CycleGAN [24] with different constraints for unpaired image-to-image transformation, and then leverage synthetic images for training or testing. Chartsias et al. [38] proposed to harness CycleGAN for CT-to-MRI synthesis, and the synthetic MRI images can be used to train an MRI segmentation model. Huo et al. [35] proposed SynSeg-Net for multi-organ segmentation by combining CycleGAN with a segmentation model together to achieve end-to-end adaptation. For feature adaptation, contemporary UDA methods basically draw on the concept of the Domain Adversarial Neural Network (DANN) [26] and attempt to extract domain-invariant representations via adversarial learning to fool the discriminators in the feature space. Dou et al. [34] proposed an adversarial domain adaptation network, PnP-AdaNet, for cross-modality cardiac segmentation, in which specific layers can be fine-tuned via adversarial learning to align features in a plug and play fashion, while Tsai et al. [39] employed adversarial learning to align output label distributions cross domains at various feature levels in the semantic prediction space.

Recent evidence suggests that image and feature adaptation are mutually beneficial, and several attempts have been made to investigate the combination of these two adaptive strategies for boosting adaptation performance. Hoffman et al. [28] proposed a method called CyCADA, which combines these two strategies sequentially to achieve more robust domain adaptation performance on natural images. Furthermore, Chen et al. [29], [36] designed a UDA framework for synergistic image and feature alignment, called SIFA, achieving promising performance for cross-modality medical image segmentation. Finally, disentangled feature learning is also proposed to mitigate the domain shift between CBCT and CT for vertebra segmentation from CBCT [37]. However, contemporary UDA methods heavily rely on training with a great number of source annotations, and their performance may be dramatically degraded when only scarce source annotations are provided, limiting their applications in clinical deployment. To tackle the source label scarcity problem, we are motivated to explore unlabeled source data for improved model performance using the semi-supervised learning paradigm.

B. Semi-Supervised Learning

Label scarcity has been a long-running issue in medical image segmentation, which has been extensively studied on improving performance with limited labels [40]. Recently, the semi-supervised learning (SSL) paradigm has drawn considerable attention because of its impressive success in leveraging unlabeled data to alleviate the annotation scarcity problem. Lee et al. [41] established a self-training pseudo-labeling framework for semi-supervised learning, in which pseudo labels predicted by a pre-trained model are used to update the model for improving SSL performance iteratively. Several attempts have been made to combine the pseudo-labeling scheme with different proposed methods to further improve the performance [12], [13], [14]. For instance, Bai et al. [12] proposed to refine pseudo annotations with the application of CRF for cardiac segmentation from MRI images. However, the self-training process heavily relies on the quality of pseudo labels. Moreover, alternating between training and inference frequently is computationally expensive.

More recently, self-ensembling methods have made remarkable success in semi-supervised image segmentation, achieving promising performance on a wide range of SSL benchmarks. Laine and Aila [42] proposed Temporal Ensembling (TE) to maintain the temporal consistency using exponential moving averages (EMAs) of the estimates in previous epochs as teacher predictions. Tarvainen and Valpola [32] extended TE and proposed the mean teacher (MT) framework to ensure prediction consistency of inputs with various perturbations between the student model and the EMA teacher model, thus regularizing the training process under the teacher-student learning scheme. Subsequently, many approaches [43], [44], [45], [46], [47] proposed different improvements, including Uncertainty-aware Consistency [43], Transformation Consistency [44], Structural Consistency [45], Multi-level Consistency [46], and Multi-task Consistency [47]. Despite the great success of self-ensembling methods in mitigating the label scarcity problem, most studies have only focused on the single-domain semi-supervised learning scenario, leaving rich cross-domain information unexplored. Li et al. [48], [49] introduced teacher-student learning to explore cross-domain knowledge to address the paucity-of-label problem on the target domain for SSDA but did not take account of the source label scarcity problem for UDA. In contrast, we advance teacher-student learning into UDA to address source label scarcity.
TABLE I
SUMMARY OF NOTATIONS

| Notation   | Definition                                                                 |
|------------|-----------------------------------------------------------------------------|
| $D_s$, $D_t$ | Image sets of source and target domains                                    |
| $D_l^s$, $D_l^t$ | Image sets of labeled and unlabeled source domains                      |
| $D^s_i$, $D^t_i$ | Image sets of source-like and target-like domains                        |
| $z^{s\rightarrow t}$, $z^{t\rightarrow s}$ | Synthetic source-like and cycle source samples                         |
| $x^{s\rightarrow t}$ | Source and target-like samples                                              |
| $y^{s\rightarrow t}$ | Source and target-like labels                                              |
| $G^s$, $G^t$ | Generators for source-like and target-like images                         |
| $D^s$, $D^t$ | Discriminators for source and target domains                              |
| $G_{intra}$, $G_{inter}$ | Intra-domain and inter-domain teachers                                     |
| $L_{cyc}$ | Cycle consistency loss                                                      |
| $L_{gan}$ | Adversarial loss                                                           |
| $\alpha$ | Hyperparameter for the adversarial loss                                    |
| $\lambda$ | Hyperparameter for cycle consistency                                      |

III. METHODOLOGY

In a UDA setting, there are two different domains, namely source domain $D_s$ and target domain $D_t$. $D_s$ contains labeled data $D^u_s = \{(x^s_i, y^s_i)\}_{i=1}^{n_1}$ with $n_1$ samples, and unlabeled data $D^u_s = \{(x^s_i)\}_{i=n_1+1}^{n_1+n_2}$ with $n_2$ samples. $D_t$ only contains unlabeled data as $D_t = \{(x^t_i)\}_{i=1}^{m_t}$ with $m_t$ samples. Note that $n_1 < n_2$ is assumed in the setting of source label scarcity. The source label ratio $L_s$ is denoted as $n_1/(n_1 + n_2)$. We aim to exploit $D^u_s$, $D^u_t$ and $D_t$ to address the severe domain shift, as well as source label scarcity, thereby improving domain adaptation performance. Fig. 2 depicts an overview of the proposed LE-UDA architecture. In LE-UDA, two mean-teacher networks are constructed for dual-domain knowledge transfer in an adversarial semi-supervised learning fashion. Our framework includes three major components: (1) generating complementary domain data for image alignment; (2) integrating inter-domain and intra-domain knowledge to assist domain adaptation and supervised training; and (3) enhancing the feature alignment via adversarial teacher-student learning. In the following, we introduce our method in detail from these three perspectives. The notations are summarized in Table I.

A. Dual Cycle Alignment for Image Adaptation

Given that data from different domains, like CT and MRI, exhibit significant image-level distribution heterogeneity, we first adopt a dual cycle alignment module (DCAM) built on CycleGAN [21] for appearance alignment. In DCAM, two generators of $G^s$ and $G^t$ are employed to generate synthetic samples by adapting $D_s$ and $D_t$ to each other, while two discriminators of $D^s$ and $D^t$ are implemented to distinguish whether the images are synthetic or real. More specifically, the target generator $G^t$ aims to generate target-like images, i.e., $G^t(x^s_t) = x^{t\rightarrow s}$, while the target discriminator $D^t_s$ seeks to differentiate between the real and fake images of the target domain in a two-player adversarial game and the adversarial loss $L_{gan}^t$ is defined as:

$$L_{gan}^t(G^t, D^t_s) = \mathbb{E}_{(x^t, \xi^t) \sim D^t_s} \left[ \log D^t_s(x^t) \right] \right] + \mathbb{E}_{(x^s_t, \xi^t) \sim D^t_s} \left[ \log (1 - D^t_s(G^t(x^s_t))) \right], \quad (1)$$

with which, gradients are propagated from $D^t_s$ to $G^t$, encouraging $G^t$ to generate images processing similar style to the target domain. Likewise, the pair of $[D^s_t, G^s_t]$ is trained with the adversarial loss $L_{gan}^s$, simultaneously. We follow the implementation of CycleGAN [21] and enforce cycle-consistency by introducing an $L_1$ penalty on the reconstruction error. The cycle-consistency loss is defined as:

$$L_{cyc}(G^s_t, G^t_s) = \mathbb{E}_{x^s_t \sim D^s_t} \left[ \| G^s_t(G^t_s(x^s_t)) - x^s_t \|_1 \right] + \mathbb{E}_{x^t \sim D^t_s} \left[ \| G^t_s(G^s_t(x^t)) - x^t \|_1 \right]. \quad (2)$$

With the joint optimization of $L_{gan}$ and $L_{cyc}$, the DCAM can perform unpaired image-to-image translation in a bidirectional fashion, generating synthetic images for appearance alignment. It is possible to divide the synthetic images into two complementary domains, i.e., source-like domain $D^s_t = \{x^{t\rightarrow s}, x^{t\rightarrow s\rightarrow t}\}$ and target-like domain $D^t_s = \{x^{s\rightarrow t}, x^{s\rightarrow t\rightarrow s}\}$. Except for bridging the image-level domain gap, these newly-augmented intermediate domains retain rich information which can be further explored for SSL and UDA. For clarity, we skip the illustration of discriminators $D^s_t$, $D^t_s$, and cycle-consistency loss $L_{cyc}$ in Fig. 2.

B. Dual-Domain Knowledge Transfer

1) Intra-Domain Semantic Knowledge Transfer: The source-like domain $D^s_i$ includes synthetic source data $x^{t\rightarrow s}$ and cycle source data $x^{s\rightarrow t\rightarrow s}$, with a similar visual appearance like source data $x^t$, which allows us to explore the knowledge of $D^s_i$ for improving the within-domain segmentation performance on $D_s$ under source label scarcity. Inspired by the success of mean-teacher [32] in utilizing unlabeled data, we construct an intra-domain teacher network $G_{intra}$, which follows the same architecture as the student model $G$ based on self-ensembling [32]. To be more specific, at training epoch $t$, the intra-domain teacher model weights $\theta^t$ are updated using the exponential moving average (EMA) weights of the student model $\theta_t$, i.e., $\theta^t = \alpha \theta^t_{t-1} + (1 - \alpha) \theta_t$, where $\alpha$ is the EMA decay rate which is used to regulate the impact of student model parameters. We diversify the inputs of the mean-teacher network by feeding $D_s(D^s_i, D^s_t)$ and $D^s_t$ with different perturbations such as noises $\xi^t$ and $\xi^t'$ to the student and the intra-domain teacher, respectively and encourage their predictions to be consistent by reducing the discrepancy with a mean squared error (MSE) loss $L_{con}^{\text{intra}}$ as:

$$L_{con}^{\text{intra}} = \frac{1}{N} \sum_{i=1}^{N} \left\| f(x^s_i; \theta_t, \xi^t) - f(x^s_i; \theta_t, \xi^t') \right\|^2, \quad (3)$$

where $N$ is the number of unlabeled source samples in a batch. $f(x^s_i; \theta_t, \xi^t)$ and $f(x^s_i; \theta_t, \xi^t')$ denote the outputs of the student model $G$ and the intra-domain teacher model $G_{intra}$, respectively.

2) Inter-Domain Structural Knowledge Transfer: Intuitively, the synthetic images contain the same underlying structures as the original ones in a different imaging modality, despite the fact that they may hold different visual appearances for the reason of the domain shift. In particular, the segmentation masks of the source image $x^{t\rightarrow s}_i$ and its corresponding synthetic target-like image $x^{s\rightarrow t}_i$ should be identical, i.e., $y^{s\rightarrow t}_i = y^{t\rightarrow s}_i$. During the dual cycle...
alignment process, multiple paired images are generated, i.e., \(\{[x^s, x^{s-t}], [x^{s-t}, x^t]; [x^{s-t}, x^s]; [x^s, x^{s-t}]\}\). These images exhibit rich cross-modality structural information to explore. Motivated by these findings, we propose an inter-domain teacher model \(G_{inter}\) based on self-ensembling to maintain structural consistency between teacher and student model predictions by feeding the unlabeled inputs to the models in a parallel manner, allowing the student model to be better guided by the domain-shared structural knowledge. Following [50], we explore the structural knowledge based on weighted self-information and ensure that the entropy maps of the student model and the inter-domain teacher model are similar. Specifically, we apply Shannon entropy [51] to generate the entropy map, and the structural consistency loss between the student model and the inter-domain teacher model is defined as:

\[
L_{con}^{inter} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{H \times W} \sum_{v=1}^{V} \|H_{i,v} - H_{i,v}^{\prime}\|^2, \tag{4}
\]

where \(N\) is the number of unlabeled input pairs in a batch, \(V = \{1, 2, \ldots, H \times W\}\) is the number of pixels in an image, and \(H_{i,v} = -p_{i,v} \circ \log p_{i,v}\) is the weighted self-information at the \(v\)-th pixel based on the \(i\)-th output from the student model. Similarly, \(H_{i,v}^{\prime}\) corresponds to that from the inter-domain teacher model. The notation \(\circ\) denotes the element-wise product, i.e., Hadamard product, while \(\log\) denotes the base-2 logarithmic equation.

### C. Self-Ensembling Adversarial Learning

Although we realize partial feature adaptation in dual teacher-student learning by explicitly enforcing both inter-domain and intra-domain consistency, more domain-invariant discriminative features should be aligned in the feature space. Inspired by both adversarial learning [31] and self-ensembling learning [32], we integrate adversarial learning into our self-ensembling teacher-student network in the semantic prediction space in a mutually beneficial manner. As depicted in the right-most block of Fig. 2, we construct two discriminators, i.e., an intra-domain discriminator \(D_{intra}\) and an inter-domain discriminator \(D_{inter}\) for self-ensembling adversarial learning. Intuitively, the intra-domain discriminator \(D_{intra}\), the intra-domain teacher \(G_{intra}\), and the student network \(G\) naturally form the GANs, where \(G_{intra}\) and \(G\) play the role of generators while \(D_{intra}\) aims to figure out whether the features are extracted from \(G_{intra}\) or \(G\). The discriminator \(D_{intra}\) back-propagates the adversarial gradients with an adversarial loss to the student network \(G\) in the feature spaces, which encourages \(G\) to produce more similar feature maps as \(G_{intra}\). The adversarial loss can be expressed as follows:

\[
L_{adv} (G, D_{intra}) = \mathbb{E}_{x \sim D_s} \left[ \log (1 - D_{intra}(G(x))) \right] + \mathbb{E}_{x' \sim D_t} \left[ \log D_{intra}(G_{intra}(x')) \right]. \tag{5}
\]

Similarly, for the inter-domain discriminator \(D_{inter}\), the adversarial loss can be formulated as:

\[
L_{adv} (G, D_{inter}) = \mathbb{E}_{x \sim D_s} \left[ \log (1 - D_{inter}(G(x))) \right] + \mathbb{E}_{x' \sim D_t} \left[ \log D_{inter}(G_{inter}(x')) \right]. \tag{6}
\]

In the proposed self-ensembling adversarial learning scheme, the discriminator acts as a teaching assistant network to help the student learn domain-invariant features under self-ensembling consistency, improving the generalization capability. On the other hand, the consistency regularization behind self-ensemble learning prolongs the minimax competition between the discriminator and generators, improving the stability of the adversarial learning process. Similar to [39], we introduce the multi-level deep supervision strategy [52] into lower layers for enhancing the alignment of low-level features. To elaborate, auxiliary classifiers are built with one \(1 \times 1\) convolution followed by an upsampling layer to obtain multi-scale outputs from different layers. We connect auxiliary discriminators with the outputs of different layers to facilitate multi-level feature alignment. The multi-level
adversarial losses $L_{\text{intra}}^{\text{adv}}$ and $L_{\text{inter}}^{\text{adv}}$ can be extended as:

$$L_{\text{intra}}^{\text{adv}} = \sum_i \lambda_i^{\text{adv}} L_{\text{intra}}^{\text{adv}}(G^i, D_{\text{intra}}^i),$$

$$L_{\text{inter}}^{\text{adv}} = \sum_i \lambda_i^{\text{adv}} L_{\text{inter}}^{\text{adv}}(G^i, D_{\text{inter}}^i),$$

where $i$ indicates the last $i$-th layer connected with the discriminator $D^i$, and $G^i$ generates the outputs of layer $i$.

### D. Student Model and Overall Training Strategies

Under the multi-level supervision with the corresponding source labels $y^s$, the student model $G$ is trained on the labeled source domain $D_s$ with the deeply supervised loss $L_{\text{stu}}^{\text{seg}}$, which is formulated as:

$$L_{\text{stu}}^{\text{seg}} = \sum_i \lambda_i^{\text{seg}} \left( L_{\text{ce}}(y^s, G(x^s)) + L_{\text{dice}}(y^s, G(x^s)) \right),$$

where $\lambda_i^{\text{seg}}$ controls the strengths of segmentation losses from different layers, and $L_{\text{ce}}$ and $L_{\text{dice}}$ are the cross-entropy loss and Dice loss, respectively. Ultimately, we integrate losses from Eqs. (3), (4), (7) and (8) together to obtain the final training objective of the student network, which is written as:

$$L_{\text{stu}} = \underbrace{L_{\text{stu}}^{\text{seg}}}_{\text{supervised}} + \underbrace{\lambda_{\text{intra}}^{\text{seg}} L_{\text{intra}}^{\text{seg}} + \lambda_{\text{inter}}^{\text{seg}} L_{\text{inter}}^{\text{seg}}}_{\text{intra-domain}} + \underbrace{\lambda_{\text{intra}}^{\text{con}} L_{\text{intra}}^{\text{con}} + \lambda_{\text{inter}}^{\text{con}} L_{\text{inter}}^{\text{con}}}_{\text{inter-domain}},$$

where $\lambda_{\text{intra}}^{\text{con}}, \lambda_{\text{inter}}^{\text{con}}, \lambda_{\text{intra}}^{\text{adv}}, \lambda_{\text{inter}}^{\text{adv}}$ are the weights of the associated losses. With the proposed method, the student model can effectively distill multi-domain knowledge from different domains for efficient cross-domain image segmentation.

### IV. EXPERIMENTS

#### A. Dataset

To validate the effectiveness of the proposed LE-UDA framework, we employ two popular medical image segmentation tasks, namely cardiac substructure segmentation and abdominal multi-organ segmentation. Unpaired MRI and CT images from different subjects are collected for both tasks. We conduct extensive experiments to validate the proposed LE-UDA for UDA with different directions, e.g., MRI $\rightarrow$ CT and different source label ratios, e.g., 25%.

1) **Cardiac Substructure Segmentation:** For cross-modality cardiac segmentation, we used the Multi-Modality Whole Heart Segmentation (MM-WHS) Challenge 2017 dataset [53], consisting of unpaired 20 CT and 20 MRI scans with ground-truth pixel-level annotations acquired in the real clinical environment. Following [36], the network was developed to segment four individual cardiac substructures, i.e., myocardium of the left ventricle (MYO), left atrium blood cavity (LAC), left ventricle blood cavity (LVC), and ascending aorta (AA).

2) **Abdominal Multi-Organ Segmentation:** To further assess the generalizability of the proposed LE-UDA, we employed our framework on another challenging task, abdominal multi-organ segmentation for UDA. We used the training dataset comprised of 30 abdominal CT images from the MICCAI 2015 Multi-Atlas Abdomen Labeling Challenge and 20 T2-SPIR MRI images from the ISBI 2019 CHAOS Challenge [54] for UDA. Four abdominal organs were included for segmentation, i.e., liver, right kidney (R. kidney), left kidney (L. kidney), and spleen.

Following the universal UDA setting as defined in [36], for both tasks, we randomly split each modality with 80% subjects for training and 20% subjects for testing. The source label ratio was set 25% to simulate the source label scarcity scenario, where 25% labeled training data were randomly selected for training. Since target labels are inaccessible in the UDA scenario, we utilized the testing set on the source domain for hyperparameter optimization. For preprocessing, the original MRI and CT scans possess varying fields of view in both datasets. To map the view of multi-modal images to the same scene, similar to [36], for the cardiac dataset, we cropped the slices centered on the heart area in the coronal plane into the size of 256 $\times$ 256. While for the abdominal images, we generated a three-dimensional bounding box for each volume to filter out slices without the four abdominal organs on the axial plane. With the $z$-score transformation, all volumes were normalized to a mean of zero and a standard deviation of one. To avoid overfitting, we used online data augmentations randomly, including rotation, scaling, and shear transformation during the training phase.

3) **Evaluation Metrics:** To compare the segmentation performances of different approaches, two widely-used metrics in segmentation tasks, namely the Dice coefficient (Dice) and the average symmetric surface distance (ASD) were used in our experiments. The Dice quantifies the accuracy of voxel-wise segmentation between the predictions and the ground truth masks, with a higher Dice value indicating better segmentation results. While ASD estimates the average distances between the surface of the ground truth masks and the predictions in three dimensions, with a lower ASD value indicating better performance at boundaries. Following the settings in previous work [29], [36], we evaluated different methods based on the voxel-wise prediction masks at the subject level, and both metrics are presented with the across-subject means and variances of the segmentation results, formatted as mean (std).

4) **Implementation Details:** In general, the whole model is end-to-end trainable, but this would require a large GPU memory. For computational efficiency, we first closely followed the original CycleGAN settings [21] to optimize the dual cycle alignment module for image alignment and complementary data generation. Then, we jointly trained the dual-teacher network for dual-domain knowledge transfer and performed self-ensembling adversarial learning with the objective in Eq. (9). Random perturbations (i.e., Gaussian noise) were applied in the network inputs. It is noted that the student model in our method was trained on the source domain under source label scarcity. Therefore, following [23], we evaluated our model on the transformed source-like images $x^{\text{src}}$ instead of target domain images $x$. In our framework, U-Net [3] was implemented as the network backbone for both the student model $G$ and the teacher models $G_{\text{inter}}$, $G_{\text{intra}}$. For discriminators $D_{\text{inter}}$ and $D_{\text{intra}}$, similar to [29], [39],
we implemented a fully convolutional network with five convolutional (Conv) layers having a kernel size of $4 \times 4$ and a stride of $2$. The number of feature channels for each of the 5 layers is \{64, 128, 256, 512, 1\}, respectively. Each Conv layer is followed by a leaky ReLU parameterized by $0.1$, with the exception of the final layer. We trained the framework using the Adam optimizer with a momentum of $0.9$ for 150 epochs on one NVIDIA Tesla V100 GPU with 32GB memory. The learning rate was linearly warmed up during the first 30 epochs from 0 to 0.005 to reduce volatility in the early training stages. The total batch size was 16, containing 8 labeled samples for supervised learning and 8 unlabeled early training stages. The total batch size was 16, containing 8 labeled samples for supervised learning and 8 unlabeled early training stages. The total batch size was 16, containing 8 labeled samples for supervised learning and 8 unlabeled early training stages.

B. Performance Comparison With Other Methods

To access the effectiveness of the LE-UDA framework, we extensively compare our method with representative UDA methods, i.e., ADDA [27], CycleGAN [21], and SIFA [36]. ADDA and CycleGAN are well-established methods for feature adaptation and image adaptation, respectively. While the SIFA framework conducts both image and feature adaptation. For a fair comparison, we used the same U-Net segmentation backbone as MT-UDA and LE-UDA for the implementation of ADDA and CycleGAN. For ADDA, we first adopted the hyperparameter settings in the official implementation\(^1\) and fine-tuned hyperparameters by observing losses curves of generators and discriminators in the feature adaptation process for stable adversarial learning. For CycleGAN, we followed the official implementation\(^2\) for the configurations and hyperparameter settings, and the segmentation model was optimized on the transformed target-like images. For SIFA, we followed the official implementation for the configurations of network architectures.\(^3\) For baselines, we trained a U-Net model with only labeled images from the source domain without any adaptation techniques and applied the model directly to the target domain, referred to as “W/o adaptation” lower bound, and trained another U-Net model with only labeled target domain data, named “Supervised-only” upper bound. For the “W/o adaptation” lower bound, the model was optimized on the source domain, while the model was optimized on the target domain for the “Supervised-only” upper bound.

1) Cardiac Substructure Segmentation: Table II demonstrates the performance comparison of various approaches for cross-modality segmentation (MRI $\rightarrow$ CT) on the cardiac dataset under different source label ratios. On the full-labeled source dataset, the “W/o adaptation” lower bound obtained the average Dice of 17.6% on CT images, while the “Supervised-only” upper bound obtained the average Dice of 86.6%. The large performance difference between the lower and upper bounds demonstrates the severe domain gap across modalities. With the help of unlabeled target data, the UDA methods improved the performance at different levels by either image adaptation or feature adaptation. Although SIFA achieved promising adaptation performance under domain shift, demonstrating the effectiveness of concurrent adaptation from different aspects, these UDA methods in general offer a substantially degraded performance when subjected to a smaller source label ratio. The reason is that annotation scarcity severely degrades the segmentation performance within the source domain and then restricts the cross-domain adaptation performance.

In comparison to other existing methods, MT-UDA has a stable segmentation performance with a smaller performance drop as the source label ratio decreases, achieving higher mean Dice and lower ASD with limited source labels as compared to other existing UDA methods. LE-UDA further

\(^1\)https://github.com/jhoffman/cycada_release

\(^2\)https://github.com/junyanz/pytorch-CycleGAN-and-pix2pix

\(^3\)https://github.com/cchen-cc/SIFA
increased the adaptation performance to 70.8% in mean Dice, which is the closest to the “Supervised-only” upper bound with 25% annotations. We hypothesize that there could be two reasons for this. First, we generate multiple different intermediate domains, with rich inter-domain and intra-domain knowledge to exploit for addressing both the domain shift and label scarcity problems. Second, our method employs self-ensembling models to fully utilize all available data sources from different domains, thereby leveraging multi-domain knowledge effectively for better UDA performance under source label scarcity. Moreover, the proposed dual self-ensembling adversarial learning strategy can provide additional assistance on the feature level to facilitate knowledge transfer and domain adaptation, yielding an improvement of 3% in mean Dice as compared to our prior work, MT-UDA.

To further demonstrate the feasibility of our method on bidirectional cross-modality adaptation, we reversed the adaptation direction with CT serving as the source domain and MR serving as the target domain, i.e., CT $\rightarrow$ MRI. Table III presents the segmentation performance on cardiac MR images. Trained with limited labeled CT data, the “W/o adaptation” lower bound achieved only 9.2% in mean Dice and 24.8 in mean ASD. By leveraging unlabeled MRI data, the best UDA method, i.e., SIFA would greatly improve the performance with 49.8% in mean Dice and 8.2 in mean ASD, however, the performance is still heavily limited by the sparse source annotations, which is far below SIFA on full source annotation. By exploiting both unlabeled MR and CT data, both MT-UDA and LE-UDA yielded higher mean Dice and lower mean ASD over SIFA under different source label ratios, and LE-UDA achieved better performance than our prior work MT-UDA, indicating the effectiveness of LE-UDA on bidirectional unsupervised domain adaptation. The qualitative segmentation results of various approaches using 25% annotations are displayed in Fig. 3. We observe that the “W/o adaptation” lower bound cannot obtain correct and meaningful predictions for any cardiac substructures due to the domain shift. Compared to other UDA methods, our model is capable of identifying different substructures with clean and smooth boundaries, producing more reliable masks with fewer false positives in either the adaptation from MRI to CT or CT to MRI.

2) Abdominal Multi-Organ Segmentation: To further validate the proposed LE-UDA framework, we present the cross-modality segmentation results in both adaptation directions on abdominal images, as shown in Table IV and Table V. Without domain adaptation, the model trained on 25% labeled MRI images only achieved 38% in mean Dice for segmenting CT images, and 39.1% in mean Dice for the opposite direction. It is important to note that there exists a more severe performance gap between the “W/o adaptation” lower bound and the “Supervised-only” upper bound under source label scarcity than full annotation, which highlights the difficulty in unsupervised domain adaptation when subjected to source label scarcity. Like the previous cardiac dataset, we can see that the adaptation performances of different UDA strategies are heavily limited by source label scarcity. It is noted that feature adaptation (e.g., ADDA) has a more severe reduction in adaptation performance compared to image adaptation (e.g., CycleGAN). Image augmentation helps to mitigate the issue of label scarcity to some extent. Conversely, when performing feature adaptation, features in the sparse latent space are difficult to align. In this regard, although SIFA can achieve promising performance against domain shift, the adaptation performance is heavily limited when using 25% annotations. In contrast, our method can effectively leverage different types of data to obtain robust adaptation performance with limited source labels. Remarkably, for CT to MRI adaptation, our method even breaks the limitations of label scarcity and achieves superior performance compared to the “Supervised-only” upper bound, which was trained with 25% target labels. Due to inconsistency in the number of training data from different modalities, i.e., CT (30) and MRI (20), we further trained the “Supervised-only” upper bound with 6 labeled MRI data for a more fair comparison, and the mean Dice is 88.5%, while our method achieves 87.7%, which is comparable. The visual comparisons on abdominal MRI and CT segmentation results in Fig. 4 show the effectiveness of LE-UDA as well. For both MRI and CT images, our method
can successfully segment different abdominal organs with delineations of the boundaries despite the significant variances in organ appearances.

C. Ablation Analysis

1) Effectiveness of Different Components: To evaluate the effectiveness of different components in LE-UDA, we perform

### TABLE IV

| Method          | Source Label Ratio (%) | Dice (Mean ± Std) | ASD (Mean ± Std) |
|-----------------|------------------------|-------------------|------------------|
| Supervised-only | 100                    | Liver 0.92 ± 0.02 | Kidney 0.82 ± 0.05 |
| W/o adaptation  | 100                    | Liver 0.84 ± 0.03 | Kidney 0.79 ± 0.03 |

### TABLE V

| Method          | Source Label Ratio (%) | Dice (Mean ± Std) | ASD (Mean ± Std) |
|-----------------|------------------------|-------------------|------------------|
| Supervised-only | 100                    | Liver 0.84 ± 0.03 | Kidney 0.79 ± 0.03 |
| W/o adaptation  | 100                    | Liver 0.85 ± 0.04 | Kidney 0.80 ± 0.04 |

Fig. 3. Visual comparison of segmentation results generated by various approaches using 25% source labels for cardiac CT images (first two rows) and cardiac MRI images (last two rows).
ablation studies on CT cardiac segmentation. The ablation studies of key components in LE-UDA are shown in Fig. 5. We first evaluate the effectiveness of image alignment via DCAM. More specifically, we directly tested the model trained with limited labeled data $x^t$ and $x^s$, i.e., W/o UDA, and then tested on synthetic source data $x^t_s$, i.e., IA-baseline. Compared to the W/o UDA, image alignment (IA) can help close the domain gap, but has considerable room for improvement since no feature adaptation or knowledge transfer is explored. We then introduce the source-like data $x^t_s$ and construct an intra-domain teacher (Intra-T) for within-domain transfer. Remarkably, the Dice scores are dramatically improved to 62.8%, which means that the synthetic data can offer rich information to exploit for addressing both the domain shift and label scarcity issues. Instead of within-domain knowledge transfer, we adopt an inter-domain teacher (Inter-T) to control the structural consistency between all different pairs from different domains. It is observed that the performance is improved, which is because cross-domain pairs inherit rich domain-invariant structural information, and the information can be transferred to improve the adaptation performance. We demonstrate the feasibility of involving SSL in UDA to address both domain shift and source label scarcity. Ultimately, we integrate both within-domain and cross-domain knowledge transfer together, i.e., MT-UDA, achieving considerable improvement on cross-modality segmentation performance.

To further validate the effectiveness of the proposed self-ensembling adversarial learning strategy, we first apply different discriminators, i.e., Inter-D or Intra-D to one teacher alone for feature alignment (FA). We can see that Inter-D and Intra-D lead to 2.6% and 3.3% enhancements in mean Dice compared to IA + Inter-T and IA + Intra-T, respectively, indicating that either inter-domain feature alignment or intra-domain feature alignment would help close the domain gaps at feature level and guide the knowledge transfer. We further individually implemented Inter-D and Intra-D into the dual-teacher framework, MT-UDA, and a consistent improvement in performance was observed with the inclusion of self-ensembling adversarial learning. The continued increase in segmentation performance shows the effectiveness of adversarial feature alignment. When Inter-D was absent, i.e., MT-UDA + Intra-D, inter-domain structural knowledge transfer cannot align the domain-invariant discriminative features well, deteriorating the adaptation performance by a 2.5% decrease in mean Dice compared to LE-UDA. With the absence of Intra-D, i.e., MT-UDA + Inter-D, we observed smaller performance drops due to the smaller domain shifts between the source domain $D_s$ and the source-like domain $D^s_t$. Finally, by incorporating both Inter-D and Intra-D, LE-UDA can effectively improve cross-domain segmentation performance, achieving a 3% improvement as compared to MT-UDA.
2) Influence of Different Original and Synthetic Images:

We further analyze the effects of different original and synthetic images used in our methods. The results of multiple variants of the proposed method with different original and synthetic images are presented in Table VI. Going down the rows, we can observe that the baseline performance can be slightly improved by including labeled cycle source data. The marginal improvement could be due to the generated noise within the reconstructed images through the image translation process, which would in turn increase the regularization effect. With respect to the intra-domain teacher, only using synthetic images from the source domain can also substantially improve the performance from 31.6% to 47.3%, since the noise introduced by synthetic images can be also utilized for consistency regularization in the self-ensembling learning process. By introducing synthetic images from the target domain, a significant improvement in performance is observed, which could be attributed to the similarity between the distribution of the synthetic source-like images and the testing images, closing the domain gap between the source domain and the target domain. Interestingly, by including both synthetic cycle source images $x^{s \rightarrow t \rightarrow s}$ and source-like images $x^{t \rightarrow s}$, a drop in performance would be observed. A possible explanation could be the decrease in proportion of source-like images $x^{t \rightarrow s}$, subsequently limiting the effectiveness of consistency regularization and influencing within-domain knowledge transfer for feature adaptation.

With respect to the inter-domain teacher, on the other hand, we can see that all different types of image pairs can contribute to improving the cross-domain adaptation performance. However, there could be two reasons for this observation. Firstly, self-ensembling learning can effectively leverage unlabeled image pairs for structural knowledge distillation from the inter-domain teacher model to the student model, which is helpful for cross-modality segmentation. Secondly, synthetic images with diverse data distributions contain noise and uncertainty created from the image generation process, thereby enhancing regularization and improving the generalization ability. However, the inter-domain teacher is still unable to outperform the intra-domain teacher due to the shortage of source labels, since the intra-domain teacher can help close the performance gap by leveraging unlabeled source data. We combine the optimal types of data together into the dual-teacher network, MT-UDA and observe promising performance on unsupervised domain adaptation under source label scarcity. Finally, our LE-UDA further advances dual-domain adversarial learning into self-ensembling teacher-student network, achieving significant performance gains.

### D. Sensitivity Analysis

1) Sensitivity to Hyperparameters: In our experiments, we apply grid search to select the optimal value for $\lambda_{\text{intra}}$, $\lambda_{\text{inter}}$, $\lambda_{\text{adv}}$, and $\lambda_{\text{adv}}$. We conduct multiple controlled experiments, i.e., varying a single hyperparameter while keeping the rest constant each time, to analyze the effects of hyperparameter settings on model performance. For simplicity, we set $\lambda_{\text{adv}}$ to 1 in all experiments. As observed in Table VII, the segmentation performance is relatively stable when the weight of intra-domain consistency loss $\lambda_{\text{intra}}$ is kept between 0.5 and 10, except $\lambda_{\text{intra}} = 0.1$ when the performance is relatively lower compared to others. Therefore, we set $\lambda_{\text{intra}}$ to 1 in all experiments. As for the weight of inter-domain consistency loss $\lambda_{\text{inter}}$, the model is not sensitive as the values of $\lambda_{\text{inter}}$ vary between 0.01 to 0.5, and the best performance is achieved when the value is set to 0.01. We further involve adversarial learning and vary the weights of adversarial loss $\lambda_{\text{adv}}$ between 0.001 and 0.1. We observe that when the value of $\lambda_{\text{adv}}$ is set to 0.005 or 0.01, the performance is relatively stable. However, further increasing or decreasing $\lambda_{\text{adv}}$ (e.g., 0.001, 0.05, 0.1) leads to
the performance degeneration and unstable adversarial training. We therefore set $\lambda_{adv}$ to 0.01 in all our experiments.

2) Sensitivity to Auxiliary Layers: We adopt two layers for multi-level feature consistency and adaptation in our experiments. The performance of connecting different auxiliary layers is shown in Table VIII. As highlighted from the table, including auxiliary layers can help improve the segmentation performance by contributing to feature alignment at different levels. Marginal improvements can be observed by making auxiliary predictions from the second last block of U-Net and the best performance is achieved by connecting the third last block of the decoding stage of U-Net to auxiliary classifiers and discriminators. This could be due to the fact that the feature map with moderate scale from the middle layer can help adapt the low-level features, thereby improving cross-domain adaptation performance.

V. DISCUSSION

Domain shift has been a prevalent issue in deep learning-based cross-domain medical image segmentation. Various unsupervised domain adaptation (UDA) methods [21], [22], [23], [24], [25], [26], [27], [28], [29] have been proposed to narrow the domain gap from different perspectives, achieving significant cross-domain adaptation performances in medical image segmentation, but neglecting the existence of source label scarcity in the real-world scenarios. In this work, we identify a novel UDA problem hidden in medical image segmentation, which is UDA under source label scarcity and propose a novel method named “Label-Efficient Unsupervised Domain Adaptation” (LE-UDA) to address the aforementioned issue. Based on our previous work [30], we further propose to integrate adversarial feature learning into self-ensembling teacher-student network for better feature alignment and reliable knowledge transfer. We showcased the effectiveness of LE-UDA for bidirectional UDA using 25% source labels on two datasets, receiving smaller performance drops than MT-UDA and other UDA approaches. We further implemented different methods under various source label ratios for a more comprehensive comparison. As demonstrated in Fig. 6, we can observe that with a decrease in source label ratio, image adaptation i.e., CycleGAN suffers a higher performance drop than feature adaptation, i.e., ADDA, which can be attributed to model overfitting on the single fake sample without any other regulations, while feature adaptation induces adversarial learning on the feature space, diversifying the feature distribution against domain shift. Nevertheless, SIFA receives significant performance reduction when training with only one source label. In comparison, our method can consistently achieve better segmentation results under different source label ratios, even on the extremely low labeled data regime, i.e., one-shot UDA. Fig. 7 highlights the quantitative comparison by LE-UDA using different source label ratios. As illustrated in the figure, the segmentation results by LE-UDA can mostly maintain the shapes of different substructures, which further demonstrates the feasibility of LE-UDA against source label scarcity for UDA.

In our proposed framework, different types of images are synthetically generated by the dual cycle alignment module (i.e., CycleGAN [21]), which not only improve the diversity of the training data but also boost the generalization capability of the model. Fig. 8 shows some typical synthetic (syn.) and reconstructed (cycle) images generated by CycleGAN. As can be observed visually, most generated images are close to real images, maintaining similar structures and shapes. However, noises may be introduced into the training process in despite of

TABLE VIII
SENSITIVITY ANALYSIS WITH RESPECT TO LAYERS USED IN SELF-ENSEMBLING ADVERSARIAL LEARNING

| Layer | Dice (%) |
|-------|---------|
| {1}   | 68.0    |
| {1, 2}| 68.3    |
| {1, 3}| 70.8    |
| {1, 4}| 69.8    |
| {1, 5}| 69.6    |

Fig. 6. CT cardiac segmentation results of various approaches under different source label ratios (number of labels).

Fig. 7. Visual comparison of segmentation results of LE-UDA under different source label ratios for cardiac CT images with four substructures, i.e., AA (purple), LAC (blue), LVC (red) and MYO (yellow).

Fig. 8. Example outputs of our translation from MRI to CT (first two columns) and from CT to MRI (last two columns).
enforcing the preservation of semantics and contents between the transformed images and the original images via cycle-consistency loss. Some transformed images of CycleGAN (e.g., 4th column in Fig. 8) have artifacts, checkerboard effects, and missing anatomy (e.g., ascending aorta). In LE-UDA, different perturbations such as noises are introduced to the student and teacher networks to encourage their predictions to be consistent, hence the influence of noises induced by CycleGAN could be decreased to some extent. One possible limitation is that image pairs with inconsistent anatomical structures may influence the inter-domain structural knowledge transfer. Addressing the uncertainty of GAN-based medical image translation is still an open problem. Many efforts [55], [56], [57] have been devoted to addressing the limitations of GANs on uncertainty and consistency. We believe that improved performance could be obtained if we were to more effectively map the pixels between the generated image and the original image. To further improve the performance, we will explore this issue in our future work. For computational efficiency, we adopt the widely used segmentation network, 2D U-Net for our experiments. To evaluate the effectiveness of our segmentation backbone, we compare the performance of U-Net with the segmentation backbone of SIFA [36] for cardiac segmentation, as reported in Table IX. It is observed that U-Net can achieve comparable performance with similar number of parameters to the SIFA backbone. Compared to SIFA, which requires a shared encoder for both segmentation and translation, our framework is generic and more flexible of modifying segmentation network architectures. Moreover, it may be beneficial to adopt 3D networks for medical image synthesis and segmentation. However, a 3D implementation of our framework consisting of multiple components would be highly memory intensive. As such, we plan to tackle this issue in our future work.

VI. CONCLUSION

In this paper, we propose a novel unsupervised domain adaptation framework, LE-UDA, which addresses both domain shift and source label scarcity for cross-domain medical image segmentation. In LE-UDA, two teacher models are employed to explore both inter-domain knowledge and intra-domain knowledge hidden behind multiple data sources with diverse distributions for boosting cross-domain segmentation performance. By integrating adversarial learning into the dual-teacher network, the performance is further improved.

The experimental results and ablation analysis reveal that LE-UDA is effective, outperforming other UDA methods on unsupervised domain adaptation against source label scarcity by a significant margin.
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