Superconducting phases in a two-component microscale model of neutron star cores
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We study the ground-state characteristics of two coupled, coexisting superfluid condensates (one neutral, the other electrically charged) by means of a Galilean-invariant, zero-temperature Ginzburg–Landau model. While this framework is applicable to any interacting condensed-matter mixture of a charged and a neutral component, we focus on nuclear matter in neutron star cores, where proton and neutron condensates are coupled via non-dissipative entrainment. By connecting our Ginzburg–Landau energy functional to the Skyrme interaction, we provide a realistic microscale description of the neutron star interior and hence deduce the ground state of the superconducting protons in the presence of a magnetic field. Using the nuclear density as the control parameter, we construct superconducting phase diagrams for six representative Skyrme models, revealing the microphysical magnetic flux distribution throughout the neutron star core. The phase diagrams are rather complex and the locations of most of the phase transitions can only be determined through numerical calculations. Nonetheless, we find that for all equations of state considered in this work, much of the outer core exhibits type-1.5 superconductivity, rather than type-II superconductivity as generally assumed. For local magnetic field strengths \( \lesssim 10^{14} \text{G} \), the magnetic flux is distributed inhomogeneously, with bundles of magnetic fluxtubes separated by flux-free Meissner regions. We provide a new criterion to determine the transition between this type-1.5 phase and the type-I region in the inner core.

I. INTRODUCTION

Macroscopic quantum behavior is prominent in many physical systems, ranging from superfluid phases in ultra-cold atomic gases and heavy-ion collisions to superconducting transitions in metals and exotic quantum phases in dense nuclear matter and quark matter. Here, we consider the scenario of two coexisting superfluid condensates, one of which is electrically charged, that are coupled via density and density-gradient interactions. We are particularly interested in the effects of entrainment: the non-dissipative coupling between two quantum fluids first discussed in the context of superfluid helium-3 and helium-4. To this end, we study the equilibrium phases of the superconducting condensate and determine how its ground state is influenced by the neutral component. Our results are generic for any interacting condensed-matter mixture of a charged and a neutral component, but our main focus is on nuclear matter in the cores of neutron stars. Within these compact objects, the mass density exceeds \( 10^{14} \text{g/cm}^3 \) (potentially reaching up to \( 10^{15} \text{g/cm}^3 \)) in the cores of neutron stars. Owing to the density dependence of the underlying parameters, \( \kappa \), decreases with depth, and in most models attains the value \( 1/\sqrt{2} \) at some depth within the star’s core. This suggests a transition between type-II superconductivity in the outer core and type-I superconductivity in the inner core (provided that nuclear matter does not turn into quark matter at such high densities).

Most hydrodynamic models of the star’s large-scale behavior focus on the outer core and assume the existence of a
regular fluxtube array, employing fluid equations obtained by averaging over many individual fluxtubes.\textsuperscript{3,4} While this simplification is convenient, there are several reasons why such a model may be incorrect. Link\textsuperscript{5} has argued that if a regular fluxtube array coexists with a neutron vortex array, resulting from the rotation of the superfluid, relative motion between the two arrays will be strongly damped due to Kelvin wave excitations. This would make long-period precession in neutron stars impossible, yet observational evidence for such behavior exists.\textsuperscript{6–9} casting doubt on the presence of a large-scale type-II superconductor in the outer core. These discrepancies could be resolved if the entire core were in a type-I regime.\textsuperscript{10} Buckley et al.\textsuperscript{11,12} have suggested that a type-I regime is favored because of strong density interactions between the neutron and proton condensates, but the coupling strengths they considered are unrealistically large for the nuclear matter in the neutron star interior.\textsuperscript{13} Charbonneau and Zhitnitsky\textsuperscript{14} have argued that the fluxtube array in the outer core could become unstable due to a helical instability if an induced longitudinal current were present, effectively destroying the regularity of the lattice. Although not providing a rigorous analysis of the resulting superconducting phase, the authors suggest that an intermediate type-I state could be formed.

These considerations notwithstanding, it is clear that the original analysis by Baym et al.\textsuperscript{2} misses an important piece of physics: a realistic treatment of the coupling of the proton superconductor to the neutron condensate. An improved formalism was first presented by Alford and Good\textsuperscript{15}; by incorporating density and density-gradient coupling terms into a zero-temperature Ginzburg–Landau description of the condensates, they found not only that the critical value of the Ginzburg–Landau parameter $\kappa$ is changed, but also that in some cases the transition is mediated by domains of “type-II(n)” superconductivity, wherein each fluxtube carries $n$ magnetic flux quanta. A more in-depth analysis by Haber and Schmitt\textsuperscript{16} found that these type-II(n) fluxtubes are generally unstable, and instead there is a regime of “type-1.5” superconductivity, in which the fluxtubes form bunches with a preferred separation. We will discuss both studies in more detail below.

The possibility of multi-component systems having highly inhomogeneous magnetic field configurations is not just an abstract concept applicable to exotic neutron star matter. Similar ideas have been invoked to explain the behavior of unconventional superconductors, such as the type-1.5 behavior observed in terrestrial experiments with MgB$_2$.\textsuperscript{17–21} Diverse field distributions in multi-band systems generally result from the existence of three or more characteristic length scales satisfying a specific hierarchy.\textsuperscript{19–21} In a two-component superconductor, this corresponds to two coherence lengths, connected to two energy gaps in a microphysical picture\textsuperscript{22,23}, that satisfy $\xi_1 < \sqrt{2}\lambda < \xi_2$. Under these conditions fluxtubes are mutually attractive for large separations, but repulsive for short separations, resulting in the formation of fluxtube bundles that characterizes type-1.5 superconductivity. We show later that entrainment between the two condensates can cause a similar ordering of length scales, and may lead to type-1.5 superconductivity throughout much of the neutron star core. This may have consequences not only for the magnetic field dynamics but also for the star’s rotational evolution, because of expected interactions between fluxtubes and neutron vortices.

We follow previous studies\textsuperscript{15,16,24,25} and employ an effective Ginzburg–Landau framework to develop a phenomenological microscale model of the neutron star interior. We consider the zero-temperature limit, justified for mature neutron stars in thermal equilibrium as newly born compact objects cool very efficiently via neutrino cooling.\textsuperscript{26,27} This implies that interior temperatures after $\sim 10^4$ yr lie well below the critical temperature for superconductivity and superfluidity\textsuperscript{28–30} and so it is reasonable to neglect thermal excitations.

We will work with the most general Ginzburg–Landau functional that permits a consistent treatment of entrainment while also satisfying Galilean invariance.\textsuperscript{31,32} Inconsistencies in earlier studies, which have previously been pointed out by Kobyakov et al.\textsuperscript{33}, will be highlighted. Our resulting energy functional is connected to the Skyrme interaction potential,\textsuperscript{34–35} commonly used to describe the ground-state characteristics of finite nuclei and nuclear matter at high densities. We take advantage of this connection to provide realistic coefficients for a Ginzburg–Landau model that is representative of the neutron star interior. Based on this description, we subsequently determine the characteristics of the superconductor by minimizing the free energy of the coupled two-component system to obtain the ground state in the presence of a magnetic field. Hence, we construct phase diagrams (using the nuclear matter density as the control parameter) that indicate the domains of the different types of superconductivity in the neutron star core. To explore how the phase diagram is affected by the underlying superfluid parameters and equation of state, we study the superconducting phase for density-dependent energy gaps\textsuperscript{29,36,37} and a set of representative Skyrme models.\textsuperscript{34,35}

The paper is organized as follows: In Sec. II we present the basic formalism for our analysis, including a review of entrainment, Galilean invariance, and the connection to the Skyrme functional. Section III introduces parameters of six representative Skyrme models and the characteristic properties of the superfluids. Sec. IV discusses our analytical and numerical approaches to construct the phase diagrams; in particular, we examine two distinct types of “experiments” to study the superconductor’s magnetic response. Corresponding results are presented in Sec. V. Finally, we provide a conclusion and outlook into future work in Sec. VI. Related calculations are provided in Appendices A, B and C.
II. BASIC FORMALISM

Our goal is to formulate a simple, phenomenological model of the neutron and proton condensates that includes (a) their mutual entrainment, and (b) the coupling to the magnetic field. The simplest such model \(^{15,24,38}\) is the zero-temperature Ginzburg–Landau model, in which the free energy is expressed in terms of complex scalar order parameters for the condensates, \(\psi_p\) and \(\psi_n\), and the magnetic vector potential, \(\mathbf{A}\). We define the order parameters such that \(|\psi_p|^2\), for example, is the number density of proton Cooper pairs, and so \(\rho_p = 2m_p|\psi_p|^2\) is the mass density of the proton condensate, where \(m_p\) is the mass of a proton, and the order parameters are therefore two-particle mean-field wave functions for the condensates.

\[ h \nabla \arg \psi_p = 2m_p \mathbf{V}_p, \quad h \nabla \arg \psi_n = 2m_n \mathbf{V}_n, \]  

where \(\mathbf{V}_p\) and \(\mathbf{V}_n\) are the superfluid velocities. In the presence of entrainment, the velocity-dependent terms in the free-energy density, \(F_{\text{vel}}\), must take the form

\[ F_{\text{vel}} = \frac{1}{2} \rho_p |\mathbf{V}_p|^2 + \frac{1}{2} \rho_n |\mathbf{V}_n|^2 - \frac{1}{2} \rho_p^{\text{ent}} |\mathbf{V}_p - \mathbf{V}_n|^2, \]  

where \(\rho_p\) and \(\rho_n\) are the true mass densities and the coefficient \(\rho_p^{\text{ent}}\), which determines the strength of entrainment, is generally negative.\(^1\) This form of the free energy is necessary to ensure Galilean invariance,\(^{32}\) which is a special case of “local phase invariance”, a principle that applies to the proton–neutron interaction\(^{31}\) and states that the interaction energy can only depend on relative velocities and their derivatives.

Equation (2) demonstrates that the primary effect of entrainment is to disfavor any relative flow between the two condensates, i.e., if \(\rho_p^{\text{ent}}\) is sufficiently negative, \(F_{\text{vel}}\) is minimized for \(\mathbf{V}_p = \mathbf{V}_n\). A more subtle but equally important consequence is that the condensates’ hydrodynamical momenta, given in Eq. (1), are no longer proportional to their energy can only depend on relative velocities and their derivatives.

To illustrate the effect of entrainment between the condensates, we temporarily neglect any coupling to the magnetic field by setting \(\mathbf{A} = 0\); the magnetic field will be reintroduced later by invoking gauge invariance. The hydrodynamical momenta of the condensates are then found to be

\[\rho_p \frac{\partial \mathbf{V}_p}{\partial x} \]  

and

\[\rho_n \frac{\partial \mathbf{V}_n}{\partial x} \]  

where \(m_p\) and \(m_n\) are the number densities of proton Cooper pairs, and so \(\rho_p = 2m_p|\psi_p|^2\) is the mass density of the proton condensate, where \(m_p\) is the mass of a proton, and the order parameters are therefore two-particle mean-field wave functions for the condensates.

A. Entrainment and local phase invariance

In the order parameters, and at second order in their derivatives.

Within the Ginzburg–Landau mean-field framework, entrainment first enters the free-energy density at fourth order in the order parameters, and at second order in their derivatives.\(^{24}\) The most general such term that satisfies global U(1) symmetry in each condensate is a linear combination of the quantities

\[ |\psi_x|^2 |\nabla \psi_y|^2, \quad \psi_x \psi_y \nabla \psi_x^* \cdot \nabla \psi_y^*, \quad \psi_x \psi_y \nabla \psi_x^* \cdot \nabla \psi_y, \quad \psi_x \psi_y \nabla \psi_x \cdot \nabla \psi_y, \]  

where \(x, y \in \{p, n\}\). With the additional constraint of Galilean invariance (2), the most general form of the entrainment term is found to be

\[ F_{\text{ent}} = \frac{1}{2} (h_1 + h_2) \left[ \left( \frac{m_n}{m_p} \right)^{1/2} \psi_n^* \nabla \psi_p + \left( \frac{m_p}{m_n} \right)^{1/2} \psi_p^* \nabla \psi_n \right]^2 \]  

\[ + \frac{1}{2} (h_1 - h_2) \left[ \left( \frac{m_n}{m_p} \right)^{1/2} \psi_n \nabla \psi_p - \left( \frac{m_p}{m_n} \right)^{1/2} \psi_p \nabla \psi_n \right]^2 \]  

\[ + \frac{1}{2} h_3 |\nabla (\psi_p^* \psi_n)|^2 + \frac{1}{2} h_4 |\nabla (\psi_n^* \psi_p)|^2, \]  

which includes four real, independent parameters \(h_1, \ldots, h_4\). In terms of the superfluid densities and velocities, we can write this as

\[ F_{\text{ent}} = h_1 \left[ \frac{\rho_n}{4m_p^2} |\nabla \rho_p^{1/2}|^2 + \frac{\rho_p}{4m_n^2} |\nabla \rho_n^{1/2}|^2 + \frac{\rho_p \rho_n}{h^2} |\mathbf{V}_p - \mathbf{V}_n|^2 \right] \]  

\[ + \frac{h_2}{8m_p m_n} \nabla \rho_p \cdot \nabla \rho_n + \frac{h_3}{16m_p^2} |\nabla \rho_p|^2 + \frac{h_4}{16m_n^2} |\nabla \rho_n|^2, \]  

(5)
and so by comparison with Eq. (2) the entrainment coefficient is

\[ \rho_{pn} = -\frac{2}{\hbar^2} h_1 \rho_p \rho_n. \] (6)

The remaining \( h_i \) parameters only provide density-gradient coupling, and the simplest model of entrainment would therefore set these parameters to zero. On scales much larger than the fluxtube cores the superfluid densities are approximately constant, and so these terms will have negligible effect. However, we will show later that the density-gradient terms play a significant role in the transition between type-I and type-II superconductivity, and therefore must be included in the construction of phase diagrams.

B. Connection with previous work, and with the Skyrme model

The velocity contributions to the free-energy density, given by Eq. (2), can equivalently be expressed as

\[ F_{\text{vel}} = \frac{1}{2} \rho_{pp} |\mathbf{V}_p|^2 + \frac{1}{2} \rho_{nn} |\mathbf{V}_n|^2 + \rho_{pn} \mathbf{V}_p \cdot \mathbf{V}_n, \] (7)

where \( \rho_{pp} \equiv \rho_p - \rho_{pn} \) and \( \rho_{nn} \equiv \rho_n - \rho_{pn} \) represent ‘effective’ proton and neutron mass densities. Therefore, on scales much larger than the vortex and fluxtube cores, for which the superfluid densities are approximately constant, entrainment can be described by including in the free-energy density a term proportional to \( \mathbf{V}_p, \mathbf{V}_n \), and renormalizing the proton and neutron masses accordingly. However, in a microscale model that includes density variations in the fluxtube cores, the dependence of the coefficients \( \rho_{xy} \) on the condensate densities must be chosen carefully to preserve Galilean invariance\(^3\) and additional density-gradient coupling terms have to be included. A number of previous studies\(^2,3^\) violate this constraint because their entrainment interactions are inconsistent with Eqs. (4) and (5).

Given the apparent confusion regarding microphysical entrainment in the literature, it is perhaps worth independently verifying that the form of the entrainment energy given by Eq. (4) can be obtained as a suitable limit of the more realistic Skyrme energy density functional, which is a mean-field model for the many-body interactions in finite nuclei and nuclear matter.\(^3^\) Neglecting for simplicity the spin-orbit terms, which cannot be described by scalar order parameters, the entrainment and density-gradient terms in the Skyrme model are typically expressed in the form

\[ F_{\text{Skyrme}} = \sum_{t=0,1} \left[ C_t^\Delta \rho \tau_t \nabla^2 \rho_t + C_t^\tau (\rho_t \tau_t - j_t^2) \right], \] (8)

where the local densities can be related to our two-particle scalar order parameters as follows:

\[
\begin{align*}
\rho_0 &= |\psi_n|^2 + |\psi_p|^2, \\
\tau_0 &= |\nabla \psi_n|^2 + |\nabla \psi_p|^2, \\
j_0 &= \text{Im}\{\psi_n^* \nabla \psi_n + \psi_p^* \nabla \psi_p\}, \\
\rho_1 &= |\psi_n|^2 - |\psi_p|^2, \\
\tau_1 &= |\nabla \psi_n|^2 - |\nabla \psi_p|^2, \\
j_1 &= \text{Im}\{\psi_n^* \nabla \psi_n - \psi_p^* \nabla \psi_p\}.
\end{align*}
\]

After applying integration by parts to the Laplacian terms and neglecting surface contributions, Eq. (8) can be written in the form of Eq. (4), by assuming that \( m_p = m_n = m_n \text{, where } m_n \text{ is the atomic mass unit, and defining} \)

\[ h_1 = C_0^\Delta - C_1^\tau, \] (9)

\[ h_2 = -4C_0^\Delta \rho + 4C_1^\Delta \rho, \] (10)

\[ h_3 = h_4 = C_0^\tau + C_1^\tau - 4C_0^\Delta \rho - 4C_1^\Delta \rho. \] (11)

We will use this analogy between the Skyrme model and the Galilean-invariant Ginzburg–Landau model to identify physically meaningful choices for our parameters \( h_i \). In the next section, we discuss realistic ranges for these and other model parameters. We do however caution that it is difficult to establish a direct one-to-one correspondence between the two descriptions, because the Skyrme model contains many additional parameters and degrees of freedom that are not reproducible in our Ginzburg–Landau framework, which only considers scalar order parameters. Nonetheless, the value that we obtain for the entrainment parameter in Eq. (9) does at least match that used by Chamel and Haensel\(^3\), which can also be derived more rigorously in the continuum limit of the Hartree-Fock-Bogoliubov theory.\(^4^\)
from →ing state. The natural parameter controlling the physics in the stellar interior is the nuclear density, which increases two interpenetrating condensates. For this system, we aim to construct phase diagrams of the resulting superconducting phase, we have chosen models that cover a typical parameter range. Moreover, we have included the neutron star core, where neutrons and protons form neutrons and protons form baryon number densities in the range of $\sim 10^{14} - 10^{15}$/fm$^3$ at the crust-core interface to $\sim 10^{15}$/fm$^3$ at the star’s center. Such mass densities correspond to number densities in the range of $\sim 0.06 - 0.6$ fm$^{-3}$. To examine the interacting two-component condensate, we require not only the coupling parameters $h_i$, assumed to be constant throughout the star, but also the composition of nuclear matter and the energy gaps of the superfluid and superconductor at any given density. For the purpose of our initial analysis, we present parameter ranges for several explicit examples, but note that the method introduced in the following subsections could be readily extended to other Skyrme models and energy gap parametrizations. Software to reproduce the results of this section can be found at https://github.com/vanessagraber/NS_EoS.

### III. Parameter Ranges

As outlined above, our considerations are generic for interacting condensed-matter mixtures with a charged and a neutral constituent. However, we are specifically interested in the neutron star core, where neutrons and protons form baryon number densities in the range of $\sim 10^{14} - 10^{15}$/fm$^3$. The development of Skyrme models has been driven by the idea to employ an effective density-dependent many-body interaction for the description of finite nuclei as well as nuclear matter. The advantage of this approach is that all relevant quantities can be calculated analytically, as model parameters are fitted to match certain data of finite nuclei. While generally performing well at saturation density $\rho_0 \sim 0.15 - 0.17$ fm$^{-3}$, these models can predict characteristics of nuclear matter that differ significantly at high densities. As a result, it is generally unclear up to which density the Skyrme prescription remains valid. To proceed, we make the assumption that nuclear matter in the density range $\rho < 0.15$ fm$^{-3}$ is well characterized by the Skyrme functional.

The literature on the subject provides a wide range of possibilities (see Dutra et al. for a recent review) with different models exhibiting different degrees of success in satisfying macroscopic constraints as, e.g., deduced from heavy-ion collisions. In the following, we choose six Skyrme models that are relatively successful in doing so and have been previously applied to model neutron stars, namely LNS, NRAPR, Skyrme, SLy4, SQMC700, and Ska35e20. Each of these models can be represented by a set of parameters $x_0, x_1, x_2, x_3, x_4, \sigma, \sigma_2$, summarized in Table I. These parameters are directly related to the coefficients in Eq. (8) via

$$C_0^\sigma = \frac{3}{16} t_1 + \frac{1}{4} t_2 \left( \frac{5}{4} + x_2 \right), \quad (12)$$

$$C_1^\sigma = -\frac{1}{8} t_1 \left( \frac{1}{2} + x_1 \right) + \frac{1}{8} t_2 \left( \frac{1}{2} + x_2 \right), \quad (13)$$

$$C_0^{\Delta \rho} = -\frac{9}{64} t_1 + \frac{1}{16} t_2 \left( \frac{5}{4} + x_2 \right), \quad (14)$$

$$C_1^{\Delta \rho} = \frac{3}{32} t_1 \left( \frac{1}{2} + x_1 \right) + \frac{1}{32} t_2 \left( \frac{1}{2} + x_2 \right). \quad (15)$$

We can then use Eqs. (9)–(11), to calculate the coupling coefficients $h_i$, which for convenience are presented in Table II. We point out that although we do not probe a continuous range of Skyrme parameters and their influence on the superconducting phase, we have chosen models that cover a typical parameter range. Moreover, we have included the parameter ranges for each model.
model Ska35s20, which results in an $h_1$ value (directly related to the entrainment parameter $\rho^m$ via Eq. (4)) that is several orders of magnitude smaller than the $h_1$ values of the other five models, as a comparison, in order to illustrate the influence of weak versus strong entrainment on the superconducting state.

In addition to calculating suitable estimates for the coefficients of the Ginzburg–Landau functional, we also employ the Skyrme models to determine the neutron star composition. Following Chamel\cite{32}, we simultaneously solve equations for baryon conservation, charge neutrality, beta equilibrium and muon production rate for a given set of Skyrme parameters. This allows us to deduce number densities and particle fractions of the neutrons, protons, electrons and muons (which appear once the electrons’ kinetic energy exceeds the muon rest-mass energy), for any given baryon density; Neutron and proton fractions for all Skyrme models are shown in Fig. 1. The approach also provides dynamical effective masses related to the condensates’ entrainment as well as Landau effective masses, characterizing the static ground states, as a function of stellar density. For an explanation of the different effective masses, we refer the reader to the detailed discussion in Chamel and Haensel\cite{32}.

B. Energy gaps and coherence lengths

The Skyrme models is designed to provide a mean-field description of interacting particles, and a separate microscopic pairing force is usually specified to calculate the pairing gaps, leading to an independent macroscopic description of the pairing properties of the condensates. We thus adopt a separate formalism for the behavior of the pairing gap as a function of density. Protons are expected to pair in a spin-singlet state, while neutrons pair in a triplet state. Superfluidity is present if the formation of Cooper pairs results in a lowering of the ground-state energy. The parameter characterizing this process is the energy gap, $\Delta$, which corresponds to the energy needed to create a quasi-particle of momentum $k$. The energy gap at the Fermi level $\Delta(k_{F\pi})$, where $k_{F\pi} \equiv (3\pi^2\rho_{\pi})^{1/3}$ is the Fermi number, is therefore half the energy required to break a Cooper pair. We remind the reader that we relate the true number densities to the Cooper pair densities through $n_\pi = 2|\Psi_\pi|^2$. Gap computations are difficult, because theoretical models have to go beyond the bare nucleon-nucleon interaction and include additional physics such as in-medium effects. For the

| Model      | $h_1$  | $h_2$  | $h_3$   |
|------------|--------|--------|---------|
| LNS        | 44.552 | 310.013| 45.546  |
| NRAPR      | 85.007 | 322.613| 218.840 |
| Skh\450   | 7.493  | 239.668| 205.570 |
| SLy4       | 32.473 | 370.614| 327.143 |
| SQMC700    | 68.570 | 302.400| 185.485 |
| Ska35s20   | 0.010  | 158.330| 237.510 |

TABLE II. Coefficients of the Ginzburg–Landau model for six Skyrme models. $h_i$ parameters are given in MeV fm$^5$. 

FIG. 1. Neutron (left) and proton (right) particle number fractions, $x_n \equiv n_n/n_b$, in the neutron star core as a function of baryon number density $n_b$ (lower x-axis) and mass density $\rho$ (upper x-axis) for six Skyrme models. Note that $x_n + x_p = 1$, due to baryon number conservation.
proton condensate, one of the difficulties is to correctly account for the neutron background and current calculations arrive at maximum gaps of $\sim 0.4 - 1$ MeV in the range $k_{\text{Fp}} \sim 0.4 - 0.7$ $\text{fm}^{-1}$. For the triplet-paired neutrons details are even more unclear, since the state is anisotropic and requires solution of the anisotropic gap equation. Current estimates for maximum gaps typically predict maximum gaps on the order of $\sim 0.1 - 0.6$ MeV at $k_{\text{Fn}} \sim 1.4 - 2.5$ $\text{fm}^{-1}$.

To provide an approach that can easily be repeated for different gap models, we follow Andersson et al.\textsuperscript{36} (see also Kaminker et al.\textsuperscript{29}) and represent the energy gaps at the Fermi surface by a phenomenological formula:

$$\Delta_x(k_{\text{Fx}}) = \Delta_0 \frac{(k_{\text{Fx}} - k_1)^2}{(k_{\text{Fx}} - k_1)^2 + k_2} \frac{(k_{\text{Fx}} - k_3)^2}{(k_{\text{Fx}} - k_3)^2 + k_4}.$$ \hfill (16)

The fit parameters $\Delta_0$ and $k_i$ allow one to adapt the shape of specific gaps available in the literature. As a study of different gaps is beyond the scope of this paper and will be reserved for future work, we focus on two of the models presented in Ho et al.\textsuperscript{37}, namely the $^1S_0$ CSDK\textsuperscript{47} gap for the protons and the $^3P_2$ TToa\textsuperscript{48} model for the neutrons. Both gaps find tentative support in explaining the observed cooling behavior of the neutron star in the Cassiopeia A supernova remnant.\textsuperscript{17,46,50} The corresponding fit parameters are

- CSDK proton gap: $\Delta_0 = 120.0$ MeV, $k_1 = 0.0$ $\text{fm}^{-1}$, $k_2 = 9.0$ $\text{fm}^{-2}$, $k_3 = 13.1$ $\text{fm}^{-1}$, $k_4 = 1.5$ $\text{fm}^{-2}$, \hfill (17)
- TToa neutron gap: $\Delta_0 = 2.1$ MeV, $k_1 = 1.1$ $\text{fm}^{-1}$, $k_2 = 0.6$ $\text{fm}^{-2}$, $k_3 = 3.2$ $\text{fm}^{-1}$, $k_4 = 2.4$ $\text{fm}^{-2}$. \hfill (18)

Both gaps as a function of $k_{\text{Fx}}$ are shown in Fig. 2. Having calculated the composition of the star for a given Skyrme model, we already have information about the Fermi wave numbers as a function of density and can, hence, calculate $\Delta_x$ for any depth inside the star; gaps as a function of mass and number density are shown in the left panel of Fig. 3 for three of the six Skyrme parametrizations.

We further note that the energy gap also provides information on the critical temperature of each condensate. In the zero-temperature limit, the gap takes its maximum value and we have $k_B T_{\text{cp}} \approx 0.567 \Delta_p$ for the isotropic singlet proton gap and $k_B T_{\text{cn}} \approx 0.118 \Delta_n$ for the anisotropic triplet neutron gap.\textsuperscript{31} Transition temperatures as a function of density are shown in the right panel of Fig. 3, indicating that for equilibrium neutron stars with $T \sim 10^7$ K, the neutrons and the protons in the entire core are paired, validating a crucial assumption of our Ginzburg–Landau model.

In the following, we also require the coherence lengths of both condensates. In the zero-temperature limit, a rough estimate for this length scale can be obtained from Pippard’s expression

$$\xi_x = \frac{\hbar^2 k_{\text{Fx}}}{\pi m_x^* \Delta_x},$$ \hfill (19)

where we follow Chamel and Haensel\textsuperscript{32} in denoting the Landau effective masses with $m_x^*$. Note that expression (19) is derived under the assumption of weak coupling. However, accounting for in-medium affects does not significantly change the value\textsuperscript{52,53} and we will therefore determine $\xi_x$ using the above equation.
In the absence of magnetic fields, we expect the ground state for this system to be a uniform mixture of proton and neutron condensates with position-independent densities $|\psi_p|^2$ and $|\psi_n|^2$, whose values depend on the chemical potentials $\mu_p$ and $\mu_n$. Following Alford and Good\textsuperscript{15}, we choose $\mu_p$ and $\mu_n$ such that these densities match those obtained in the one-dimensional structure models of Sec. III, i.e., $\mu_n = (g_{nn} n_n + g_{pn} n_p) / 2$ and $\mu_p = (g_{pp} n_p + g_{pn} n_n) / 2$. However, if the mutual attraction/repulsion between the condensates is too strong, such that $g_{pn}^2 > g_{pp} g_{nn}$, then this two-component system becomes unstable. Such behavior is not expected in neutron stars, where the two condensates are believed to be only weakly attractive,\textsuperscript{13} and so in what follows we will always assume that $g_{pn}^2 < g_{pp} g_{nn}$. Moreover, we will assume that the neutron chemical potential, $\mu_n$, is positive, meaning that a neutron condensate is present even in non-superconducting regions, where $\psi_p = 0$. This implies a further restriction $g_{pn} > -g_{nn} n_n / n_p$. The consequences of violating these restrictions have been discussed in detail by Haber and Schmitt\textsuperscript{16}, for instance. Although in many studies of two-component condensates the coefficient $g_{pn}$ represents the principle interaction between the two components,\textsuperscript{54–57} in the case of neutron stars the predominant interaction arises from entrainment. In the numerical results that we present later, we therefore generally assume that $g_{pn} = 0$, and focus on the effect of the $h_1$ parameters.

In the absence of coupling between the condensates (i.e. for $g_{pn} = 0$ and $h_i = 0$) the “bare” coherence lengths are

\[ F[\psi_p, \psi_n, A] = F_0 - \mu_p |\psi_p|^2 - \mu_n |\psi_n|^2 + \frac{g_{pp}}{2} |\psi_p|^4 + \frac{g_{nn}}{2} |\psi_n|^4 + g_{pn} |\psi_p|^2 |\psi_n|^2 + \frac{\hbar^2}{4 m_n} \left( \nabla - \frac{2 i e}{\hbar c} A \right) \psi_p \left[ \nabla^2 |\psi_n|^2 + \frac{1}{8\pi} |\nabla \times A|^2 \right] + h_1 \left( \nabla \cdot \frac{2 i e}{\hbar c} A \right) (\bar{\psi}_n \psi_p) + \frac{1}{2} (h_2 - h_1) \nabla (|\psi_p|^2) \cdot \nabla (|\psi_n|^2) + \frac{1}{4} h_3 \left( \nabla (|\psi_p|^2)^2 + \nabla (|\psi_n|^2)^2 \right), \]
defined as

\[ \xi_p = \frac{\hbar}{\sqrt{2m_u g_{pp} n_p}} \quad \text{and} \quad \xi_n = \frac{\hbar}{\sqrt{2m_u g_{nn} n_n}}, \quad (21) \]

and the London length is defined as

\[ \lambda \equiv \frac{m_u c^2}{4\pi \hbar^2 n_p}. \quad (22) \]

We will show below how the effective coherence lengths and London length are modified by the coupling between the condensates, including their mutual entrainment.

In order to simplify the mathematical model, we now nondimensionalize the free-energy density (20) by measuring \( \psi_p \) and \( \psi_n \) in units of \( \sqrt{n_p/2} \) and \( \sqrt{n_n/2} \), respectively, lengths in units of \( \xi_p \), \( A \) in units of \( \hbar c/2\epsilon \xi_p \), and the coupling coefficients \( h_i \) in units of \( g_{pp} \). Note that while the dimensional \( h_i \) coupling coefficients are independent of density, their dimensionless counterparts vary with depth inside the star. To improve the readability of our equations, we avoid introducing specific notation for dimensionless quantities and instead point out that, from now on, all parameters refer to dimensionless quantities. The dimensionless free-energy density is then, in units of \( g_{pp} n_p^2/4 \),

\[ F[\psi_p, \psi_n, A] = \frac{1}{2} (1 - |\psi_p|^2)^2 + \frac{R^2}{2\epsilon} (1 - |\psi_n|^2)^2 + \frac{\alpha}{\epsilon} (1 - |\psi_p|^2)(1 - |\psi_n|^2) \\
+ \frac{1}{\epsilon} (|\nabla - iA| \psi_p)^2 + \frac{1}{\epsilon} |\nabla \psi_n|^2 + \kappa^2 |\nabla \times A|^2 \\
+ \frac{h_1}{\epsilon} (|\nabla - iA| (\psi^*_p \psi_n))^2 + \frac{h_2 - h_1}{2\epsilon} \nabla (|\psi_p|^2) \cdot \nabla (|\psi_n|^2) \\
+ \frac{h_3}{4} \left( |\nabla (|\psi_p|^2)|^2 + \frac{1}{\epsilon^2} |\nabla (|\psi_n|^2)|^2 \right), \quad (23) \]

where we have chosen the reference level to be \( F_0 = 1/2 + R^2/(2\epsilon) + \alpha/\epsilon \), such that the free-energy density vanishes in the absence of magnetic fields, with \( |\psi_p| = 1 \) and \( |\psi_n| = 1 \), and we have defined the following parameters:

\[ \kappa \equiv \frac{\lambda}{\xi_p}, \quad R \equiv \frac{\xi_p}{\xi_n}, \quad \epsilon \equiv \frac{n_p}{n_n}, \quad \alpha \equiv \frac{g_{pp}}{g_{mn}}. \quad (24) \]

Note that \( \kappa \) is equivalent to our dimensionless penetration depth. To illustrate their variation within the neutron star interior, the first two dimensionless quantities are plotted in Fig. 4 as a function of baryon number density \( n_b \) (lower x-axis) and mass density \( \rho \) (upper x-axis) for the six Skyrme models studied in this paper.
When the mean magnetic flux, $B$, in our nondimensional units. The first-order and second-order transitions at the different critical fields are indicated by solid and dashed black lines, respectively, and the resulting phases labelled accordingly. Shading of the respective regions is indicative of the magnetic flux distribution. The right panel shows the phase transitions in the experiment with an imposed mean flux, $\overline{B}$. For more details see the text.

We now seek to find the ground state for this system in the presence of an imposed magnetic field. There are two distinct thought-experiments that can be considered. In the first experiment, we control the magnetic flux density, $B = \nabla \times A$, by imposing a mean or net magnetic flux, and minimize the Helmholtz free energy, $\mathcal{F} = \langle F \rangle$, where the angled brackets represent some kind of integral over our physical domain, which could be finite or infinite. This experiment closely approximates the conditions in the core of a neutron star, which becomes superconducting as the star cools in the presence of a pre-existing magnetic flux. However, as we will discuss below, the ground state under these conditions can be inhomogeneous, i.e., macroscopic domains of distinct physical behavior can appear.

For conceptual convenience, we can consider an alternative experiment in which the system is coupled to a thermodynamic parameter, $\kappa$, as we describe in the next section.

In an unbounded domain, the ground state in this experiment is guaranteed to be homogeneous, and hence the phase diagram is generally simpler. For later reference, we present in Fig. 5 the phase diagrams for a single-component Ginzburg–Landau superconductor, i.e., we discuss its state as a function of the Ginzburg–Landau parameter, $\kappa$ (for more details, we refer the reader to standard textbooks on superconductivity, e.g., Tinkham). For $\kappa < 1/\sqrt{2}$, we have a type-I superconductor; when $\mathbf{H}$ is used as the control parameter, there is a first-order transition between the Meissner state (with $\mathbf{B} = 0$) and the non-superconducting state (with $\mathbf{B} = \mathbf{H}$) at the critical value $|\mathbf{H}| = H_c = 1/(\sqrt{2}\kappa)$ in our dimensionless units. When the mean magnetic flux, $\overline{B}$, is used as the control parameter, this discontinuity resolves into an intermediate phase for $0 < \overline{B} < H_c$, in which Meissner regions alternate with non-superconducting ones. For $\kappa > 1/\sqrt{2}$, on the other hand, we have a type-II superconductor; for $H_{c1} < |\mathbf{H}| < H_{c2}$ the magnetic flux organizes into a hexagonal lattice of discrete fluxtubes. The transitions at the lower critical field, $H_{c1}$, and the upper critical field, $H_{c2}$, are both second-order, because fluxtubes appear with infinite separation at $|\mathbf{H}| = H_{c1}$, and the superconductor density becomes vanishingly small at $|\mathbf{H}| = H_{c2}$. In our dimensionless units, $H_{c2} = 1$ and $H_{c1} = \mathcal{F}_{\infty}/(4\pi\kappa^2)$, where $\mathcal{F}_{\infty}$ is the energy per unit length of a single fluxtube, which can be determined numerically by solving the single-component Ginzburg–Landau equations. When $\overline{B}$ is the control parameter, there is a similar second-order transition at $\overline{B} = H_{c2}$, and a first-order transition between the intermediate and fluxtube states at $\kappa = 1/\sqrt{2}$.

For our two-component system, we anticipate that the phase diagram will be more complicated than that shown in Fig. 5. In particular, Haber and Schmitt have argued that the upper and lower transitions to and from the fluxtube state can become first-order in some cases, occurring at $|\mathbf{H}| = H_{c1}' < H_{c1}$ and $|\mathbf{H}| = H_{c2}' > H_{c2}$, respectively. In that case, in the experiment with an imposed mean magnetic flux, $\overline{B}$, the ground state can feature an irregular array of fluxtubes, even in an unbounded domain. Some aspects of this phase space can be determined analytically, as we describe in Sec. IV C. However, in order to produce a complete phase diagram, it is necessary to solve the Euler–Lagrange equations arising from one of the functionals $\mathcal{F}$ or $\mathcal{G}$ numerically, as we describe in the next section.
B. The numerical model

Whether we choose to work with the Helmholtz free energy, $F$, or with the Gibbs free energy, $G$, we obtain the same system of Euler–Lagrange equations:

$$\kappa^2 \nabla \times (\nabla \times \mathbf{A}) = \text{Im} \left\{ \psi_p^* (\nabla - i \mathbf{A}) \psi_p + \frac{\hbar}{\epsilon} \psi_n \psi_p^* (\nabla - i \mathbf{A}) (\psi_n^* \psi_p) \right\},$$  \hspace{1cm} (27)

$$\nabla^2 \psi_n = R^2 (|\psi_n|^2 - 1) \psi_n + \alpha (|\psi_p|^2 - 1) \psi_n - h_1 \psi_n (\nabla + i \mathbf{A})^2 (\psi_p^* \psi_n) - \psi_n \nabla^2 \left( \frac{h_2 - h_1}{2 \epsilon} |\psi_p|^2 + \frac{h_3}{2 \epsilon} |\psi_n|^2 \right),$$  \hspace{1cm} (28)

$$(\nabla - i \mathbf{A})^2 \psi_p = (|\psi_p|^2 - 1) \psi_p + \frac{\alpha}{\epsilon} (|\psi_n|^2 - 1) \psi_p - h_1 \psi_n (\nabla - i \mathbf{A})^2 (\psi_p^* \psi_n) - \psi_p \nabla^2 \left( \frac{h_2 - h_1}{2 \epsilon} |\psi_n|^2 + \frac{h_3}{2 \epsilon} |\psi_p|^2 \right).$$  \hspace{1cm} (29)

However, the appropriate boundary conditions for these two experiments are different, and also depend on the particular size and shape chosen for the domain. Without loss of generality, we will assume from here on that the magnetic field is oriented in the $z$-direction, and that all variables are independent of $z$; so our domain will be some region within the $xy$-plane. We solve a discretized version of Eqs. (27)–(29), which are obtained by minimising a discrete approximation to the free energy on a regular grid in $x$ and $y$. The gauge field is included via a Peierls substitution, in order to maintain gauge invariance. The equations are solved using a simple relaxation method, and the grid resolution is repeatedly refined until a sufficient level of accuracy has been obtained. Additional details on the numerical algorithm can be found in Appendix A.

In the present study, we are not interested in the effect of physical boundaries on the phase diagram, and so we would ideally use an infinite domain, but for numerical calculations the domain must of course be finite. Moreover we cannot use periodic boundary conditions, because in the presence of fluxtubes neither $\mathbf{A}$ nor $\psi_p$ is spatially periodic. Instead, we must use quasi-periodic boundary conditions, which involves specifying not only the size of the domain, $L_x \times L_y$, say, but also the number, $N$, of magnetic flux quanta within the domain. Working in the symmetric gauge, the quasi-periodic boundary conditions for our dimensionless variables take the form

$$\mathbf{A}(\mathbf{x} + \mathbf{L}) = \mathbf{A} (\mathbf{x}) + \frac{N \pi}{L_x L_y} \mathbf{e}_z \times \mathbf{L},$$  \hspace{1cm} (30)

$$\psi_p (\mathbf{x} + \mathbf{L}) = \psi_p (\mathbf{x}) \exp \left( \frac{i N \pi}{L_x L_y} \mathbf{e}_z \cdot \mathbf{L} \cdot \mathbf{x} \right),$$  \hspace{1cm} (31)

$$\psi_n (\mathbf{x} + \mathbf{L}) = \psi_n (\mathbf{x}),$$  \hspace{1cm} (32)

where $\mathbf{L}$ represents either of the translational symmetries $(L_x, 0)$ or $(0, L_y)$. These boundary conditions impose a mean magnetic flux through the domain, $\mathcal{B} = 2\pi N / (L_x L_y)$ (in our dimensionless units, the quantum of magnetic flux is $2\pi$), and therefore they are appropriate only for the experiment involving the Helmholtz free energy, $F$. Moreover, the choice of domain aspect ratio affects the configuration of any fluxtube array that forms. In particular, we can impose either a square or a hexagonal lattice symmetry by using the following domain shapes:

- for a square lattice, we take $N = 1$ and $L_x / L_y = 1$;
- for a hexagonal lattice, we take $N = 2$ and $L_x / L_y = \sqrt{3}$.

In order to directly compare these two cases, we calculate the Helmholtz free energy per magnetic flux quantum per unit length:

$$F \equiv \frac{1}{N} \int_{x=0}^{L_x} \int_{y=0}^{L_y} F \, dx \, dy.$$  \hspace{1cm} (33)

As an example, in Fig. 6 we plot $F$ as a function of the area per magnetic flux quantum,

$$a \equiv \frac{L_x L_y}{N} = \frac{2\pi}{\mathcal{B}},$$  \hspace{1cm} (34)

for the NRAPR equation of state at the baryon density $n_b = 0.283 \, 1/m^3$. Note that in the case of a fluxtube lattice, $a$ corresponds to the area of a single Wigner–Seitz cell. This plot was produced by computing the ground state for
FIG. 6. The Helmholtz free energy per flux quantum per unit length, $F$, as a function of the area per magnetic flux quantum, $a$, for the NRAPR equation of state at a baryon density of $n_b = 0.283 \frac{1}{fm^3}$. The energy in both the square (long-dashed, cyan) and hexagonal (solid, blue) lattice states matches smoothly onto the energy of the non-superconducting state (short-dashed, purple) at $a \approx 12.9$ (region enlarged in the upper inset), and both converge to the same finite value as $a \to \infty$. The dotted gray lines indicate the lower convex envelope, which is the true ground state in an unbounded domain. The two red dots indicate the values for the two simulations in Fig. 8. We show an enlarged view of the left point in the lower inset.

both square and hexagonal lattices for domains of various sizes. We also plot the energy in the non-superconducting state, which has $\psi_p = 0$ and a uniform magnetic field $\mathbf{B} = (0, 0, 2\pi/a)$, and is known analytically (see Sec. IV C1).

However, as discussed in the previous section, in some cases the true ground state might be inhomogeneous, if this allows the average energy to be lower than that of any homogeneous state. Suppose, for example, that a fraction, $\phi$, of the total magnetic flux is contained in regions with $a = a_1$ and $F = F_1$, while the rest is in regions with $a = a_2$ and $F = F_2$. In that case, the overall values of $a$ and $F$ are given by the lever rule,

$$a = \phi a_1 + (1 - \phi) a_2,$$

$$F = \phi F_1 + (1 - \phi) F_2.$$  

In this way, an energy $\overline{F}$ that is lower than $F(a)$ can be achieved in any range of $a$ for which the function $F(a)$ is not convex. In fact, the true ground state in an unbounded domain is given by the lower convex envelope of all the homogeneous states, which is indicated by the dotted gray lines in Fig. 6. We will use the notation $F_g(a)$ to refer to the true ground-state energy as a function of the area $a$. For this particular case, there are four distinct behaviors seen across the full range of $a$:

- for $0 < a \lesssim 12.7$ the ground state is non-superconducting;
- for $12.7 \lesssim a \lesssim 18.5$ the ground state is a mixture of non-superconductor and a hexagonal fluxtube lattice;
- for $18.5 \lesssim a \lesssim 26$ the ground state is a hexagonal fluxtube lattice;
- for $a \gtrsim 26$ the ground state is a mixture of a hexagonal fluxtube lattice and the Meissner state.

Once the function $F_g(a)$ is known, it is straightforward to also determine the minimum Gibbs energy as a function of the area $a$. In fact, the mean Gibbs energy density is

$$G = \frac{G}{a} = \frac{F_g(a)}{a} - \frac{4\pi \kappa^2}{a} |H|,$$

and the minimum of $G$ over all $a$ can be interpreted graphically from the plots in Fig. 6. Since $F_g(a)$ is a convex and monotonically decreasing function, each point on the curve $F_g(a)$ corresponds to a ground state with energy $G = F'_g(a)$, and the corresponding value of $|H|$ can be found by extrapolating the tangent line up to the $F$-axis, as shown in Fig. 7. The two ranges of $a$ for which the function $F_g(a)$ is linear give rise to two critical values of $|H|$ (i.e. $H_{c1'}$ and $H_{c2'}$) at which the ground state changes discontinuously. At these values there are first-order
The ground-state Helmholtz free energy per unit length, $F_g(a)$, can be used to infer the minimum Gibbs free-energy density, $\overline{G}$, as a function of the external field, $H$. The tangent to each point on the curve $F_g(a)$ has slope $\overline{G}$, and intersects the vertical axis at the point $F = 4\pi\kappa^2|H|$. The dotted lines indicate the transitions at $H_{c1}'$ and $H_{c2}'$, both of which are first-order in this example.

FIG. 7. The ground-state Helmholtz free energy per unit length, $F_g(a)$, can be used to infer the minimum Gibbs free-energy density, $\overline{G}$, as a function of the external field, $H$. The tangent to each point on the curve $F_g(a)$ has slope $\overline{G}$, and intersects the vertical axis at the point $F = 4\pi\kappa^2|H|$. The dotted lines indicate the transitions at $H_{c1}'$ and $H_{c2}'$, both of which are first-order in this example.

FIG. 8. Inhomogeneous ground states for the NRAPR equation of state at a baryon density of $n_b = 0.283 \text{fm}^{-3}$. The brightness and hue indicate the density and phase of the proton order parameter, $\psi_p$, respectively. The left panel shows a case with $N = 24$ magnetic flux quanta, and a (dimensionless) area of $aN = 14.5 \times 24$, corresponding to a mixture of non-superconducting protons and hexagonal fluxtube lattice. Approximately 2/3 of the magnetic flux is contained in the non-superconducting domain, visible as dark bands on both sides of the image, and hence only 8 fluxtubes are visible. The low brightness of the lattice domain indicates the low density of the proton condensate there, i.e., $|\psi_p|^2 \ll 1$. The right panel shows a case with $N = 14$ magnetic flux quanta, and a (dimensionless) area of $aN = 52 \times 14$; this is a mixture of Meissner state and hexagonal fluxtube lattice. In both cases the aspect ratio is $\sqrt{3}$, which means that a pure hexagonal lattice is a possible state of the system, but is not the ground state.

transitions between a hexagonal fluxtube lattice with finite mean field and either the Meissner state (at $H_{c1}'$) or the non-superconducting state (at $H_{c2}'$).

We emphasize that the function $F_g$ represents the minimum free energy only for a hypothetical unbounded domain, free from any geometrical constraints. In any simulation with a finite domain size, the free energy in the ground state will certainly exceed this value. Nevertheless, by using a large enough computational domain, and choosing values of $a$ within the appropriate ranges, we can obtain examples of the inhomogeneous ground states described above. Fig. 8 shows two such examples, with $a = 14.5$ and $a = 52$. These values of $a$ were chosen so that in each case approximately half of the domain contains a hexagonal lattice. As shown in Fig. 6, in each case the free energy is lower than that of a pure lattice, but still significantly higher than for the true ground state in an unbounded domain.
C. Phase transitions with H

In this section we will analyse in detail the phase transitions in the experiment involving the external magnetic field, $H$. As is clear from the previous section, the existence of first-order transitions at the lower and upper critical fields, $H_{c1}'$ and $H_{c2}'$, results from the non-convexity of the free energy $F(a)$ in the pure lattice state. To describe these phase transitions in general requires quite detailed knowledge of the function $F_g(a)$, which can only be determined with a 2D numerical model. However, some important features of the superconducting phase diagram can be determined either analytically, or from knowledge of the structure of a single fluxtube. This allows the phase diagram to be constructed more efficiently, because it reduces reliance on the 2D code, and it provides some physical insight into the origins of these first-order phase transitions. In the following sections we describe those features of the function $F(a)$ that can be determined analytically or semi-analytically. Readers who are only interested in the final phase diagrams can proceed directly to Sec. V.

1. The critical field, $H_c$

The two simplest solutions of the Euler–Lagrange equations (27)–(29) are the Meissner (flux-free) state, which has $\psi_p = |\psi_n| = 1$ and $\mathbf{B} = 0$, and the non-superconducting state, which has $\psi_p = 0$, $|\psi_n| = \sqrt{1 + \alpha/R^2}$ and a uniform magnetic flux density $\mathbf{B}$ with $|\mathbf{B}| = 2\pi/\alpha$. As discussed earlier, these two states can only be realized if the mutual repulsion/attraction $g_{pn}$, and thus $\alpha$, between the two condensates is sufficiently weak. Expressed in terms of the dimensionless parameter $\alpha$, this implies the conditions $\alpha^2 < R^2$ and $\alpha > -R^2$. We will assume from here on that both of these are satisfied.

In order to determine the thermodynamical critical field, $H_c$, we equate the energy of the Meissner state with that of the non-superconducting one. By construction, the free-energy density (23) in the Meissner state is $F = 0$, and, hence, its mean Gibbs energy is $G = 0$. For a type-I superconductor, the transition to the non-superconducting state therefore occurs when the corresponding energy density $G$ becomes negative.

The purple short-dashed curve in Fig. 6 represents the free energy per unit length per quantum of flux in the non-superconducting state. From Eq. (23), we obtain

$$F = \frac{a}{2} \left( 1 - \frac{\alpha^2}{\epsilon R^2} \right) + \frac{(2\pi\kappa)^2}{a}. \tag{38}$$

Substituting into Eq. (37), we then find that the minimum mean Gibbs energy density, $\overline{G}$, is achieved for $a = 2\pi/|H|$, as expected, and that this minimum is

$$\overline{G} = \frac{1}{2} \left( 1 - \frac{\alpha^2}{\epsilon R^2} \right) - \kappa^2 |H|^2. \tag{39}$$

Therefore, assuming that we have a type-I superconductor, there is a first-order transition between the Meissner and the non-superconducting state at

$$|H| = H_c \equiv \frac{1}{\sqrt{2\kappa}} \sqrt{1 - \frac{\alpha^2}{\epsilon R^2}}. \tag{40}$$

This defines the critical field, $H_c$.

2. The lower critical field, $H_{c1}$ vs. $H_{c1}'$

As shown in Sec. IV B, the lower critical field is a first-order phase transition if the Helmholtz free energy per unit length per flux quantum $F(a)$ in the pure lattice state has a minimum at some finite value of $a$, since then a fluxtube lattice forms with finite separation. If this minimum is $F_{\text{min}}$, say, then we have $H_{c1}' = F_{\text{min}}/(4\pi\kappa^2)$. If, on the other hand, $F$ is a monotonically decreasing function of $a$ in the lattice state, then there is a second-order transition at $H_{c1} = F_{\infty}/(4\pi\kappa^2)$, as in the case of a single-component superconductor, where

$$F_{\infty} = \lim_{a \to \infty} F(a). \tag{41}$$
In this limit, interactions between the fluxtubes vanish, and \( F_\infty \) is equivalent to the energy per unit length of a single fluxtube in an infinite domain. This energy can be computed efficiently by using polar coordinates \( r, \theta \), centered on the fluxtube core, and seeking solutions of Eqs. (27)–(29) in the form:

\[
\psi_\rho = f(r) e^{i\theta}, \\
\psi_n = g(r), \\
A = A_\theta(r) e_\theta.
\]

This ansatz assumes that the fluxtube carries a single quantum of magnetic flux, and that there is no corresponding phase defect in the neutron condensate. It further results in a system of ordinary differential equations that can be solved numerically, yielding the value of \( F_\infty \) to high accuracy. However, to determine whether the lower transition is second-order or first-order, we need to know whether the function \( F(a) \) tends to \( F_\infty \) from above or from below, which is equivalent to asking whether the long-range interaction between fluxtubes is repulsive or attractive. This can be derived rigorously using a method introduced by Kramer, which we describe in detail in Appendix B. However, the result can be anticipated heuristically by considering the perturbations produced by a fluxtube in the far-field, i.e., at a large distance from its core. It is convenient to work with the real variables

\[
f = |\psi_\rho|, \\
g = |\psi_n|, \\
\chi = \arg \psi_n, \\
V = \nabla (\arg \psi_\rho) - A.
\]

The gauge invariance of the free energy density (23) guarantees that it can be rewritten in terms of these variables without loss of generality; for the full expression see Eq. (B1). The corresponding Euler–Lagrange equations are then

\[
0 = f(f^2 - 1) + \frac{\alpha}{\epsilon} f(g^2 - 1) - \nabla^2 f + f|V|^2 \\
+ \frac{h_1}{\epsilon} |f| \nabla g|^2 + f g^2 \nabla \chi|^2 - \nabla \cdot (g^2 \nabla f) - \frac{h_2}{2\epsilon} f \nabla^2 (g^2) - \frac{h_3}{2} f \nabla^2 (f^2),
\]

\[
0 = \frac{R^2}{\epsilon} g(g^2 - 1) + \frac{\alpha}{\epsilon} g(f^2 - 1) - \frac{1}{\epsilon} \nabla^2 g + \frac{1}{\epsilon} g|\nabla \chi|^2 \\
+ \frac{h_1}{\epsilon} |g| \nabla f|^2 + g f^2 |V - \nabla \chi|^2 - \nabla \cdot (f^2 \nabla g) - \frac{h_2}{2\epsilon} g \nabla^2 (f^2) - \frac{h_3}{2\epsilon g} \nabla^2 (g^2),
\]

\[
0 = \nabla \cdot [g^2 \nabla \chi + h_1 f^2 g^2 (\nabla \chi - V)],
\]

\[
0 = f^2 V + \frac{h_1}{\epsilon} f^2 g^2 (V - \nabla \chi) + \kappa^2 \nabla \times (\nabla \times V).
\]

The far-field structure of the fluxtube can be determined by linearizing these about the uniform state with \( f = g = 1 \), and \( V = \nabla \chi = 0 \). This leads to the following system:

\[
\left( 1 + \frac{h_1}{\epsilon} + h_3 \right) \nabla^2 \delta f + \frac{h_2}{\epsilon} \nabla^2 \delta g = 2 \delta f + \frac{2\alpha}{\epsilon} \delta g,
\]

\[
\left( 1 + h_1 + \frac{h_3}{\epsilon} \right) \nabla^2 \delta g + h_2 \nabla^2 \delta f = 2R^2 \delta g + 2\alpha \delta f,
\]

\[
\kappa^2 \nabla \times (\nabla \times \delta V) = \frac{h_1}{\epsilon} \nabla \delta \chi - \left( 1 + \frac{h_1}{\epsilon} \right) \delta V,
\]

\[
(1 + h_1) \nabla^2 \delta \chi = h_1 \nabla \cdot \delta V,
\]

where \( \delta f, \delta g, \delta V, \) and \( \delta \chi \) denote the linear perturbations. In the case of a single fluxtube, we are interested in the solution that is axisymmetric and decays at large distance from the origin. We deduce from Eqs. (55) and (56) that this solution has \( \delta \chi = 0 \) and

\[
\delta V = V_0 K_1 \left( \frac{r}{\lambda_*} \right) e_\theta,
\]

for some constant coefficient \( V_0 \), where \( K_1 \) is a modified Bessel function and \( \lambda_* \) the effective London length,

\[
\lambda_* = \kappa \left( 1 + \frac{h_1}{\epsilon} \right)^{-1/2}.
\]
Note that, compared to the London length $\lambda$ in absence of coupling, $\lambda_\star$ is made smaller by the parameter $h_1$, essentially because the effective mass of the protons is made smaller by the entrainment of neutrons. From Eqs. (53) and (54) we find that, owing to the coupling between the condensates, the fluxtube in the far-field has a double-coherence-length structure, i.e.,

$$\delta f = f_1 K_0 \left( \frac{\sqrt{2r}}{\xi_1} \right) + f_2 K_0 \left( \frac{\sqrt{2r}}{\xi_2} \right) \quad \text{and} \quad \delta g = g_1 K_0 \left( \frac{\sqrt{2r}}{\xi_1} \right) + g_2 K_0 \left( \frac{\sqrt{2r}}{\xi_2} \right), \tag{59}$$

where $K_0$ is a zeroth-order modified Bessel function, and the coefficients $f_i, g_i$ and the effective coherence lengths $\xi_i$ satisfy the equations

$$\left(1 + \frac{h_1}{e} + h_3\right) \frac{f_i}{\xi_i^2} + \frac{h_2 g_i}{\xi_i^2} = f_i + \frac{\alpha}{e} g_i, \tag{60}$$

$$\left(1 + \frac{h_1}{e} + h_3\right) \frac{g_i}{\xi_i^2} + \frac{h_2 f_i}{\xi_i^2} = R^2 g_i + \alpha f_i. \tag{61}$$

This is reminiscent of the fluxtube structure found in a two-component superconductor, although in that case the two coherence lengths arise because a fluxtube is a phase defect in both condensates. In our model the fluxtubes are phase defects only in the proton condensate, but the coupling coefficients $\alpha$ and $h_2$ ultimately achieve a similar effect. We might therefore expect our model to exhibit type-1.5 superconductivity in some parameter regimes, which is common in two-component superconductors, and generally occurs when the London length lies between the two coherence lengths. The physical reason is that the electromagnetic interaction between fluxtubes, which decays on the London length, is generally repulsive, whereas the density interactions are generally attractive. Thus type-1.5 superconductivity arises because fluxtubes are mutually attractive at large separation distances, but become mutually repulsive at shorter separations, leading to a state of fluxtube bunches at a preferred mean separation, as indicated by the minimum in the $F(a)$ curve.

As mentioned earlier, this heuristic argument can be put on a more rigorous basis by calculating the long-range interaction energy between fluxtubes in a lattice configuration, using the method first described by Kramer. A similar method was used by Haber and Schmitt to demonstrate the existence of type-1.5 superconductivity resulting from entrainment. Applying the same method in our case we find results that differ somewhat from those of Haber and Schmitt, so we present the analysis in full in Appendix B, although the steps closely follow those of Kramer. The final result for the interaction energy is

$$F - F_\infty \approx 2\pi \kappa^2 V^2 \sum_{i \neq 0} K_0 \left( \frac{|x_i|}{\lambda_\star} \right) - 2\pi \sum_{j=1,2} \left[ f_j^2 + \frac{2\alpha}{\epsilon} f_j g_j + \frac{R^2}{\epsilon} g_j^2 \right] \xi_j^2 \sum_{i \neq 0} K_0 \left( \frac{\sqrt{2|x_i|}}{\xi_j} \right), \tag{62}$$

where $x_i$ is the location of the $i$-th lattice point, assuming that $x_0 = 0$. In the absence of any coupling between the two fluids ($\alpha = h_1 = h_2 = h_3 = 0$) this reduces exactly to the result of Kramer.

In principle, we can use this result to estimate the free energy of a particular lattice state using just the values of the coefficients $f_i, g_i, V_0$, which can themselves be inferred from the nonlinear solution for a single fluxtube. However, this result is only strictly valid if the fluxtubes are very widely separated, and it becomes inaccurate once the fluxtubes are close enough to interact nonlinearly. Nevertheless, we can deduce that, in the asymptotic limit $a \to \infty$,

$$F - F_\infty \propto \kappa^2 V^2 \sqrt{\frac{\lambda_\star}{d}} e^{-d/\lambda_\star} \left[ f_+^2 + \frac{2\alpha}{\epsilon} f_+ g_+ + \frac{R^2}{\epsilon} g_+^2 \right] \xi_+^2 \frac{\xi_+}{\sqrt{2d}} e^{-\sqrt{2d}/\xi_+} \tag{63}$$

where $d \propto \sqrt{a}$ is the lattice constant, and $\xi_+$ represents the larger of the two coherence lengths. So, if $\lambda_\star > \xi_+/\sqrt{2}$, then the long-range interaction energy is positive, implying that there is a second-order transition at the lower critical field $H_{c1}$, as for a type-II superconductor. Conversely, if $\lambda_\star < \xi_+/\sqrt{2}$ then the interaction energy is negative, implying that the $F(a)$ curve has a minimum at a finite value of $a$. In that case, there is a first-order transition at the lower critical field $H_{c1}'$, and we have a type-1.5 superconductor, which confirms the heuristic argument given above.

### 3. The upper critical field, $H_{c2}$ vs. $H_{c2'}$

As shown in Sec. IV B, if the free energy $F(a)$ is convex (and monotonically decreasing), then the transition between the fluxtube lattice state and the non-superconducting state is second-order. This means that the order parameter $\psi_p$...
vanishes smoothly at the transition point, \( H_{c2} \), which can therefore be determined analytically by considering linear perturbations to the non-superconducting state. Working in the symmetric gauge, the non-superconducting state is given by \(|\psi_p| = 0, |\psi_n| = \sqrt{1 + \alpha / R^2}\), and \( A = \frac{i}{2} \mathbf{B} \mathbf{e}_z \times \mathbf{x} \), where \( \mathbf{B} = 2\pi / a \) is the (uniform) mean magnetic flux. From the linearized version of Eq. (29), we find that the perturbation \( \delta \psi_p \) must satisfy the equation

\[
\left[ 1 + \frac{h_1}{\epsilon} \left( 1 + \frac{\alpha}{R^2} \right) \right] \left( \nabla - \frac{1}{2} \mathbf{B} \mathbf{e}_z \times \mathbf{x} \right)^2 \delta \psi_p = -\left( 1 - \frac{\alpha^2}{\epsilon R^2} \right) \delta \psi_p .
\]

As known from single-component systems,\(^{58}\) bounded solutions of this equation first appear when

\[
\mathbf{B} = H_{c2} = \frac{1 - \frac{\alpha^2}{\epsilon R^2}}{1 + \frac{h_1}{\epsilon} \left( 1 + \frac{\alpha}{R^2} \right)} .
\]

Therefore the solid lines in Fig. 6, as highlighted in the upper inset, meet the dashed line at the point where \( a = 2\pi / H_{c2} \). However, if the function \( F(a) \) is not convex at this point then the upper transition will occur not at \( \mathbf{H} = H_{c2} \), but at a higher value \( \mathbf{H} = H_{c2'} \), and will be first-order. To determine whether the function \( F(a) \) is convex at this point, we can seek weakly nonlinear solutions in the vicinity of \( a = 2\pi / H_{c2} \), following the method of Abrikosov.\(^{62}\) A similar calculation was performed by Haber and Schmitt,\(^{16}\) but as our results differ significantly from theirs we present our calculation in detail in Appendix C. The main result is that the function \( F(a) \) becomes non-convex when

\[
\frac{2}{H_{c2}} + h_3 - \left( 1 - \frac{\alpha^2}{\epsilon R^2} \right)^2 \frac{1}{\kappa^2 H_{c2}'} \right] \pi \beta \epsilon R^2 \sum_i \exp \left( -\frac{1}{2} H_{c2} |x_i|^2 \right) \frac{\left( h_2 - h_1 \right)^2 H_{c2} |x_i|^2 + h_1 + \alpha + \frac{1}{H_{c2}'} }{\left( 1 + \frac{\alpha}{R^2} \right)^2 \left( 1 + \frac{\alpha}{R^2} \right)^2} ,
\]

where \( x_i \) is the location of the \( i \)-th lattice point, as in Sec. IV C 2, and \( \beta \) is the kurtosis of the proton order parameter,

\[
\beta = \frac{\langle |\psi_p|^4 \rangle}{\langle |\psi_p|^2 \rangle^2} = \sum_i \exp \left( -\frac{1}{2} H_{c2} |x_i|^2 \right).
\]

Equation (66) is valid for both hexagonal and square lattices of singly-charged fluxtubes. (Singly-charged here means that each fluxtube carries a single quantum of magnetic flux.) Although there are cases in which other fluxtube configurations have a lower free energy (see Appendix C), the point of transition between \( H_{c2} \) and \( H_{c2'} \) is always determined by the singly-charged hexagonal lattice (for which \( \beta \approx 1.1596^{63}\)).
FIG. 10. Phase diagrams for the NRARP, SLy4, and SQMC700 equations of state (labelled in red in the top right corner of each figure) with imposed external field $|H|$ and imposed mean flux $\overline{B}$. The figures are plotted in the same style as Fig. 9. In the $\overline{B}$ experiment for NRARP (top row, right panel), two red dots mark the parameter values corresponding to the simulation of the inhomogeneous ground states shown in Fig. 8. Note that we have omitted the $\overline{B}$ plots for SLy4 and SQMC700, because they closely resemble those of LNS and NRARP, albeit with critical points located at different densities within the star.

V. RESULTS

Having derived some features of the superconducting phase transitions analytically in the previous section, we now present the full phase diagrams for each of the six equations of state listed in Table I, indicating the ground state as a function of the nuclear density and the magnetic field strength measured either in terms of the external field $|H|$ or the mean flux $\overline{B}$.

We begin with the LNS equation of state, in Fig. 9, which illustrates all of the phase transitions that we described in Sec. IV. Note that to clarify the nature of the different regions in the phase diagrams, we choose the shading to be indicative of the respective magnetic flux distribution. At lower densities, $n_b \lesssim 0.20/\text{fm}^3$, the proton superconductor behaves like a classic single-component, type-II superconductor, with second-order phase transitions from the Meissner to the fluxtube state at the lower critical field $H_{c1}$, and from the fluxtube to the non-superconducting state at the upper critical field $H_{c2}$, respectively. Throughout the density range $0.20 \lesssim n_b \lesssim 0.36/\text{fm}^3$, when fluxtubes are present, they arrange themselves in a hexagonal lattice with a preferred (finite) separation, characteristic of a type-1.5 superconductor. In the experiment, where we control $|H|$, this implies the existence of a first-order phase transition from the Meissner state at the critical field $|H| = H_{c1}$, i.e., fluxtubes appear with finite separation as $|H|$ is increased above this value. In the $\overline{B}$ picture, this corresponds to a critical value $\overline{B} = B_{c1}$, marking a second-order phase transition, below which the ground state is a mixture of the Meissner state and a hexagonal lattice of fluxtubes. Over a smaller density range, $0.33 \lesssim n_b \lesssim 0.36/\text{fm}^3$, the upper transition to the non-superconducting state is also first order, provided that we impose the external field $|H|$, i.e., when $|H|$ exceeds the critical value $H_{c2}$, the
FIG. 11. Phase diagrams for the Ska35s20 equation of state with imposed external field $|H|$ (left panel) and imposed mean flux $\overline{B}$ (right panel). Both figures are plotted in the same style as Fig. 9. We observe that the upper transition is always second order, i.e., the inhomogeneous state consisting of alternating fluxtube and non-superconducting regions is absent.

When the superconductor abruptly breaks down, causing an abrupt increase in the mean magnetic flux. In the experiment where we impose the mean magnetic flux $\overline{B}$, there is instead a range, $\overline{B}_{c2} < \overline{B} < H_{c2}'$, for which the ground state is a mixture of a non-superconductor and a hexagonal lattice, with second-order transitions at either end of this range. For high densities, $n_b \gtrsim 0.36/\text{fm}^3$, we recover the behavior of a single-component type-I superconductor, with a first-order transition at the critical field $|H| = H_c$, and an intermediate state of Meissner and non-superconducting regions for $\overline{B} < H_c$.

The situation is similar for the NRAPR, SLy4, and SQMC700 equations of state, which are presented in Fig. 10, except that the entire outer core is now in a type-1.5 state and no type-II region is present. The inner core remains a type-I superconductor, and there is a thin layer outside this with an upper transition at $H_{c2}'$. So the phase diagram again features three inhomogeneous phases, in the case where we control $\overline{B}$, although the mixture of fluxtubes and non-superconductor occupies only a small part of the parameter space.

For Ska35s20, whose phase diagrams are illustrated in Fig. 11, the upper transition from the non-superconducting to the fluxtube state is always second order. We remind the reader that the superfluid entrainment parameter $h_1$ in this particular Skyrme model is much weaker than for the other models (see Table II). This likely explains the absence of an inhomogeneous state consisting of alternating fluxtube and non-superconducting regions. Indeed, we show in Appendix C that the parameters $h_1$ and $h_2$ determine how the neutron condensate responds to the presence of fluxtubes, and that this response favors a first-order transition, if $h_1$ and $h_2$ are sufficiently large.

We note that there is considerable variation, between the different equations of state, in the location of the critical point, i.e., the value of the nuclear density at which the critical fields $H_{c1}^\prime$, $H_{c2}^\prime$, and $H_c$ meet and the transition to type-I superconductivity occurs. In the case of Ska35s20, this transition takes place at the depth at which $H_c = H_{c2}^\prime$. Since our numerical model assumes $\alpha = 0$, we can combine Eqs. (40) and (65) to deduce that this corresponds to the point at which

$$\kappa = \frac{1}{\sqrt{2}} \left( 1 + \frac{h_1}{\epsilon} \right). \tag{68}$$

In the absence of entrainment, i.e., $h_1 = 0$, we recover $\kappa = 1/\sqrt{2}$, the critical value of a classic single-component superconductor. Using the definition of the effective London length $\lambda_*$ in the presence of entrainment (58), Eq. (68) can be expressed as $\lambda^2 = \kappa/\sqrt{2}$. In terms of dimensional quantities (we remind the reader that we nondimensionalized length scales with the proton coherence length $\xi_p$), this last condition that determines the transition to the type-I regime can be expressed as

$$\frac{\lambda^2}{\lambda^2_{\xi_p}} = \left( 1 + \frac{h_1}{\epsilon} \right)^{-1/2} \frac{\lambda_*}{\xi_p} = \frac{1}{\sqrt{2}}, \tag{69}$$

where $\lambda$ and $\xi_p$ are the bare characteristic length scales given by Eqs. (21) and (22). This conflicts with many previous works,\textsuperscript{3,24,39} which typically assume without proper justification that the location of this transition depends only on
FIG. 12. Phase diagrams for the Sk$\chi$450 equation of state with imposed external field $|H|$ (left panel) and imposed mean flux $\mathcal{B}$ (right panel). Both figures are plotted in the same style as Fig. 9. Note that the critical point does not fall within our density range. As a result, the intermediate type-I region, where Meissner and non-superconducting regions alternate, is absent. For both plots, the magnetic field axes are given on a logarithmic scale, covering a different range.

the ratio $\lambda_*/\xi_p$ and occurs when $\lambda_*/\xi_p = 1/\sqrt{2}$. Analyzing the ground state of the two-component system coupled via entrainment, and deducing the different critical fields consistently, we have shown that this ratio needs to be adjusted by an additional factor dependent on the entrainment coefficient $h_1$ and the parameter $\epsilon = n_p/n_n$, when the transition to the type-I regime is to be determined. For the other equations of state, the transition to type-I superconductivity is not exactly given by Eq. (69), since $H_{c2}' \neq H_{c2}$, but it serves as a very good approximation as long as $H_{c2}'$ does not differ much from $H_{c2}$.

Finally, in Fig. 12 we present the phase diagrams for the equation of state Sk$\chi$450. This case differs from the others, because $\xi_p$ remains smaller than $\lambda$ (i.e., $\kappa > 1$) even deep within the star, as illustrated in the left panel of Fig. 4. This in turn can be traced back to the large Sk$\chi$450 proton energy gap, as shown in the right panel of Fig. 3, which is itself caused by the small proton fraction predicted by this equation of state (right panel of Fig. 1). As a result we do not see an upper transition of first order and the critical point falls outside of our nuclear density range, i.e., the type-I region is entirely absent. Instead, the type-1.5 phase extends all the way to the star’s center.

In the phase diagrams we have presented here, we focused on the density range $n_b \gtrsim 0.1 \text{ fm}^{-3}$, i.e., we have omitted a discussion of the ground state close to the crust-core interface. We neglect this region for two reasons. First, the transition between the neutron star crust and the core is not a sharp one, but covers a density range, which is dependent on the specific Skyrme model considered. How the magnetic flux distribution changes from the innermost crustal layer, through this extended transition into the core is not known and these lower density regions likely impact on the ground state of the superconducting protons, making our predictions less robust. Second, the physical parameters (in particular the neutron coherence length, $\xi_n$) that influence the phases of the superconductor vary significantly in the region close to the crust-core interface, and so the concept of a local ground state becomes less meaningful. For the models Ska35x20 and Sk$\chi$450, our model predicts a second type-1.5 phase for $n_b \lesssim 0.09 \text{ fm}^{-3}$, but the preferred fluxtube separation is so large that the distinction between type-1.5 and type-II becomes largely academic.

VI. CONCLUSION

We have determined the ground state for a mixture of two superfluid condensates, one of which is neutral and the other electrically charged, in the presence of a mean magnetic flux. The condensates are coupled by density and density-gradient interactions, and by mutual entrainment, which is believed to be the predominant coupling between the neutron and proton matter in neutron star cores. Our model extends the zero-temperature Ginzburg–Landau framework used in previous works to satisfy Galilean invariance, and uses values for the model parameters based on a connection with the Skyrme model of nuclear matter, allowing a realistic characterization of the stellar interior. In addition to the three homogeneous phases (Meissner, fluxtube lattice, and non-superconducting) that arise in simple single-component superconductors, we have shown that inhomogeneous mixtures of any two of these phases can occur in the ground state, due to the coupling between the condensates. Although some features of the phase transitions can be determined analytically, the complete phase diagrams are quite complicated, and exact details of the transitions
FIG. 13. Phase diagram for the LNS equation of state with imposed mean flux \( B \) (zoomed-out view of the right panel of Fig. 9) to illustrate the ground states for a larger range of mean fluxes. The magnetic field axis is given on a logarithmic scale. For \( n_b \lesssim 0.20 \text{ fm}^{-3} \), the protons behave like a classic type-II superconductor, while in the range \( 0.20 \lesssim n_b \lesssim 0.36 \text{ fm}^{-3} \) they exhibit type-1.5 characteristics. At high densities, \( n_b \gtrsim 0.36 \text{ fm}^{-3} \), we recover the behavior of a type-I superconductor.

The phase diagrams vary significantly depending on the particular set of Skyrme parameters used for the equation of state. However, for all six Skyrme models considered in this paper, the protons in part or all of the outer core behave as a type-1.5 superconductor, in which fluxtubes form bundles with local hexagonal symmetry, rather than a periodic lattice. This behavior, reminiscent of laboratory multi-band superconductors, is a direct result of the entrainment and density-gradient coupling between the neutrons and the protons; this non-dissipative coupling creates a long-range attractive interaction between fluxtubes, which gives way to electromagnetic repulsion on shorter scales. The fact that fluxtubes have a preferred separation distance also leads to a first-order phase transition at the lower critical field \( H_{c1} < H_{c1}' \). In some cases, the upper critical field is also a first-order transition, occurring at \( H_{c2} > H_{c2}' \); again explained by the non-dissipative coupling between the condensates, which favors states in which both condensates have nonuniform density.

These results have important consequences for the neutron star interior. In Fig. 13 we provide a zoomed-out view of the right panel of Fig. 9, to illustrate the ground states for a larger range of mean fluxes, \( B \). The majority of these compact objects are observed as radio pulsars with inferred dipolar magnetic field strengths below \( 10^{14} \text{ G} \). Assuming that this value is indicative of the typical field strength in the stellar interior, we conclude that most known neutron stars fall below the transition \( B_{c1} \) in much (if not all) of their outer cores, and therefore contain an inhomogeneous mixture of hexagonal fluxtube lattice and flux-free Meissner regions. This conflicts with the assumption, generally considered in the literature, that the protons can be treated as a type-II system, and our results suggest that a different description is needed, when phenomena involving the superconducting protons are modelled. For a small fraction of neutron stars, the so-called magnetars with field strengths \( \gtrsim 10^{14} \text{ G} \), there may also be a narrow range of mean fluxes and densities for which the ground state is a mixture of fluxtubes and non-superconductor, although this inhomogeneous state was not observed for all equations of state. The majority of the outer magnetar core is permeated by a homogeneous fluxtube phase. As field strengths are increased further, superconductivity eventually breaks down. We point out that the upper transition to the non-superconducting phase plateaus towards smaller densities; for LNS the \( H_{c2} \) curve peaks at \( \sim 3 \times 10^{16} \text{ G} \) as shown in Fig. 13. We recall that the neutrons remain superfluid in our model even when proton superconductivity disappears.

In the inner core, magnetic flux is likely distributed in an intermediate type-I state, where flux-free regions alternate with non-superconducting, i.e. normal-conducting, ones. Although the transition between the type-1.5 regime to this intermediate phase is of first order, it is fairly smooth and we illustrate the magnetic flux distribution schematically in Fig. 14. The exact density, at which this transition from the outer to the inner core takes place, varies significantly with the equation of state (for one Skyrme model it even fell outside of the density range considered) and generally cannot be determined analytically. However, we have provided a new criterion for this transition, given in Eq. (69), that consistently incorporates entrainment and serves as a very good approximation in all of the Skyrme models that
FIG. 14. Schematic representation of the magnetic flux at the transition from the outer to the inner core. At lower densities, the protons are in a type-1.5 regime, where the flux is quantized into thin fluxtubes (orange) of preferred separation (overall confined to a small fraction of the total stellar volume). As the density increases towards the inner core, which is a type-I superconductor, magnetic flux is contained in macroscopic regions of normal conductivity (light blue). The shading indicates the intensity of the field. These alternate with macroscopic flux-free Meissner regions. Note that this schematic is not to scale.

we have considered.

We point out that our conclusions as illustrated in Fig. 14 closely rely on the assumption that the Skyrme interaction correctly captures the physics up to the neutron star’s center and exotic particles are absent from the inner core. If this is not satisfied, the flux distribution (especially at high densities) could vary significantly from our results.

Overall, the phases and transitions in our diagrams closely resemble those conjectured by Haber and Schmitt, which were based on one-dimensional fluxtube models. However, their study was largely focused on the role of the parameter $\alpha$, which measures the mutual repulsion between the condensates. We have set this parameter to zero in our numerical results, and instead focused on the effect of (Galilean-invariant) entrainment between the condensates. Our two-dimensional numerical model has the advantage that we can determine the exact positions of the transitions for different densities and simulate the magnetic flux distribution for a given set of parameters, as demonstrated in Fig. 8. Our results confirm the hypothesis of Haber and Schmitt that fluxtubes preferentially adopt a singly-charged, hexagonal configuration, even in cases where a periodic lattice is not the ground state.

Until now it has generally been accepted (following Baym et al.) that the outer core of a neutron star is a type-II superconductor, in which fluxtubes are stable but mutually repulsive on all scales. In that case, fluxtubes are expected to form a lattice arrangement that expands over time, eventually leading to a flux-free state (albeit on a very long timescale). Our results imply that fluxtubes have a preferred separation distance throughout much of the core, as a result of entrainment between the protons and neutrons, and will therefore form “hexagonal bundles” that can persist indefinitely. However, to understand the time-dependent behavior of the fluxtubes in detail will require a more complete dynamical model than that presented here. In particular, in this work we have considered defects in the proton condensate only, i.e., we have neglected the presence of neutron vortices that will appear as a result of the superfluid’s quantized rotation. This is justifiable when characterizing the system’s ground state, because the fluxtubes outnumber the vortices by many orders of magnitude, but interactions between both types of defects are crucial for the dynamics of the rotation and magnetic field on larger scales. A fully dynamical description of the neutron star interior must also incorporate the (non-superfluid) electrons, whose scattering by fluxtubes is a dominant source of dissipation in the star’s core. Finding a consistent treatment of the electrons, whose mean free path far exceeds the typical distance between fluxtubes, is beyond the scope of the present work and is left for future study.
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Appendix A: Minimization of the free energy

The dimensionless free-energy density, given by Eq. (23), is approximated numerically on a regular 2D grid, with intervals $\delta x$ and $\delta y$ in the $x$ and $y$ directions. The order parameters $\psi_p$ and $\psi_n$ are defined on the gridpoints as $\psi^i,j_p$ and $\psi^i,j_n$, where $i$ and $j$ denote the indices in $x$ and $y$, respectively. The vector field $\mathbf{A}$ has only two components, $(A_x, A_y)$, which are defined on the corresponding links between the gridpoints, i.e., we have $A^{i+1/2,j}_x$ and $A^{i,j+1/2}_y$. The gauge coupling between $\psi_p$ and $\mathbf{A}$ is implemented using a standard Peierls substitution, noting that for instance

$$
\left| \frac{\partial}{\partial x} - iA_x \right| \psi_p = \frac{\partial}{\partial x} \exp(- \int iA_x \ dx) \psi_p \quad \Rightarrow \quad \left| \frac{\partial}{\partial x} - iA_x \right| \psi^{i+1/2,j}_p \approx \frac{1}{\delta x} \exp(-iA^{i+1/2,j}_x \delta x) \psi^{i+1/2,j}_p - \psi^{i,j}_p.
$$

(A1)

By including the gauge coupling in this way, we exactly preserve the (discrete) gauge symmetry

$$
\psi^{i,j}_p \rightarrow \exp(i\phi^{i,j})\psi^{i,j}_p, \quad A^{i+1/2,j}_x \rightarrow A^{i+1/2,j}_x + \frac{\phi^{i+1/2,j}_x - \phi^{i,j}_x}{\delta x}, \quad A^{i,j+1/2}_y \rightarrow A^{i,j+1/2}_y + \frac{\phi^{i,j+1}_y - \phi^{i,j}_y}{\delta y}.
$$

(A2)

This leads to a discrete approximation to the total free energy, $F_{\text{dis}}[\psi^i,j_p, \psi^i,j_n, A^{i+1/2,j}_x, A^{i,j+1/2}_y]$. We obtain the ground state using a simple gradient-descent method, in which the step size is made as large as possible while maintaining numerical stability. Specifically, we use the iteration scheme

$$
\psi^{i,j}_p \rightarrow \psi^{i,j}_p - \frac{N/4}{\delta y/\delta x + \delta x/\delta y} \frac{\partial F_{\text{dis}}/\partial \psi^{i,j}_p}{1 + \frac{h_1}{\epsilon} |\psi^{i,j}_p|^2 + \frac{h_3}{\epsilon} |\psi^{i,j}_p|^2},
$$

(A3)

$$
\psi^{i,j}_n \rightarrow \psi^{i,j}_n - \frac{N/4}{\delta y/\delta x + \delta x/\delta y} \frac{\partial F_{\text{dis}}/\partial \psi^{i,j}_n}{1 + \frac{h_1}{\epsilon} |\psi^{i,j}_n|^2 + \frac{h_3}{\epsilon} |\psi^{i,j}_n|^2},
$$

(A4)

$$
A^{i+1/2,j}_x \rightarrow A^{i+1/2,j}_x - \frac{N/4}{\delta y/\delta x + \delta x/\delta y} \frac{\partial F_{\text{dis}}/\partial A^{i+1/2,j}_x}{2\kappa^2},
$$

(A5)

$$
A^{i,j+1/2}_y \rightarrow A^{i,j+1/2}_y - \frac{N/4}{\delta y/\delta x + \delta x/\delta y} \frac{\partial F_{\text{dis}}/\partial A^{i,j+1/2}_y}{2\kappa^2}.
$$

(A6)

We use an initial (dimensionless) resolution of $\delta x, \delta y \simeq 0.5$, and iterate until the change in energy drops below a threshold of $10^{-7}$. We then double the resolution in $x$ and $y$ and repeat the whole process until the value of $F_{\text{dis}}$ converges to at least five significant figures.

Appendix B: Long-range interaction between fluxtubes

The dimensionless free-energy density (23), when written in terms of the real variables $f$, $g$, $V$ and $\chi$ defined in Sec. IV C 2, takes the form

$$
F[f, g, V, \chi] = \frac{1}{2} (f^2 - 1)^2 + \frac{R^2}{2\epsilon} (g^2 - 1)^2 + \frac{\alpha}{\epsilon} (f^2 - 1)(g^2 - 1)
$$

$$
+ |\nabla f|^2 + f^2 |V|^2 + \frac{1}{\epsilon} |\nabla g|^2 + \frac{1}{\epsilon} g^2 |\nabla \chi|^2 + \kappa^2 |\nabla \times V|^2
$$

$$
+ \frac{h_1}{\epsilon} \left[ f^2 |\nabla g|^2 + g^2 |\nabla f|^2 + f^2 g^2 |V - \nabla \chi|^2 \right]
$$

$$
+ \frac{h_2}{2\epsilon} \nabla f \cdot \nabla g^2 + \frac{h_3}{4} \left( \frac{1}{\epsilon} |\nabla g|^2 + |\nabla f|^2 \right).
$$

(B1)

The reason for working with these real variables will be explained shortly. Recall that we have chosen the reference energy level so that $F = 0$ in the absence of fluxtubes and vortices, i.e., $f = g = 1$ and $V = \nabla \chi = 0$. In what follows, we will refer to this as the uniform solution.
Our goal is to determine the free energy per unit length per Wigner–Seitz cell, $F(a)$, in the asymptotic limit of a widely-spaced fluxtube lattice, $a \to \infty$. In this limit, we know that $F$ converges to the value for a single fluxtube, i.e., $F \to F_\infty$, and we wish to estimate the “interaction energy” $F - F_\infty$. If its value is positive, the lower transition is of second-order, whereas a negative value implies a first-order transition. To do so, we will first generalize the method introduced by Kramer to the case of a free energy in the completely general form $F = \langle F[\Psi]\rangle$, where $\Psi$ represents the complete set of independent, real variables, and the angled brackets represent a domain integral. We will then apply the results to the particular case given by Eq. (B1). We consider an infinite lattice of parallel fluxtubes that are widely separated, in the sense that the size of each Wigner–Seitz cell is large in comparison with both the coherence length and the London length. Any such lattice, characterized by $\Psi$, is a steady state, in that it is a solution of the Euler–Lagrange equations that are obtained from the functional derivative

$$\frac{\delta}{\delta \Psi} \langle F \rangle = 0.$$  

We assume that each fluxtube is located far inside its Wigner–Seitz cell, which allows us to make two approximations:

1. within each cell, the solution can be approximated as a linear perturbation to the single fluxtube solution;

2. on the boundary of the cell, the solution can be approximated as the uniform solution plus a superposition of linear, independent perturbations produced by the fluxtubes.

Note that we do not assume that the fluxtube is located exactly at the center of the cell, and we will verify later that the exact location of the fluxtube within the cell does not affect our result for the interaction energy.

We will use the notation $\delta^n F[\Psi; \Psi]$ to represent the $n$-th variation of $F$, i.e., the terms up to order $(\delta \Psi)^n$ in the Taylor expansion of $F[\Psi + \delta \Psi] - F[\Psi]$. If $\Psi$ is a solution of the Euler–Lagrange equations (B2), then $\delta^1 F[\Psi; \Psi]$ is an exact derivative. In fact, we have

$$\delta^1 F = \delta \Psi \cdot \left( \frac{\delta}{\delta \Psi} \langle F \rangle \right) + \nabla \cdot Q,$$

for some vector field $Q[\delta \Psi; \Psi]$. This result implies that the integral of $\delta^1 F$ over any domain can be expressed as an integral over the boundary of that domain. Furthermore, if $\delta \Psi$ is a solution of the linearized Euler–Lagrange equations (i.e. linearized about $\Psi$), then it can be shown that $\delta^2 F[\delta \Psi; \Psi]$ is also an exact derivative. In fact, we have

$$\delta^2 F = \delta \Psi \cdot \left( \frac{\delta}{\delta \Psi} \langle F \rangle \right) + \frac{1}{2} \delta \Psi \cdot \left( \delta^1 \left\{ \frac{\delta}{\delta \Psi} \langle F \rangle \right\} \right) + \nabla \cdot Q(2),$$

where the vector field $Q(2)[\delta \Psi; \Psi]$ is given precisely by the terms up to order $(\delta \Psi)^2$ in the Taylor expansion of $Q[\delta \Psi; \Psi + \frac{1}{2} \delta \Psi]$. Once we identify the functional form of $\delta^1 F$, we deduce $Q$ and thence $Q(2)$. We can then express the integral of $\delta^2 F$ over any domain as an integral over the boundary of that domain. The importance of this result in determining the interaction energy will become more obvious shortly. In what follows, we refer to the linear equations for $\delta \Psi$ as the Jacobi equations, by analogy with the equations defining Jacobi fields in Riemannian geometry.

Suppose the fluxtubes are aligned with the $z$-axis, at locations in the $xy$-plane indexed as $x_i$. Without loss of generality, we will assume that $x_0 = 0$, and that $x_{i-1} = -x_i$. We will also label the Wigner–Seitz cells as $C_i$, such that $x_i \in C_i$. This allows us to express the interaction energy as

$$F - F_\infty = \int_{C_0} F^{(\text{all})} \, dx \, dy - \int_{\mathbb{R}^2} F^{(0)} \, dx \, dy = \int_{C_0} \left[ F^{(\text{all})} - \sum_i F^{(i)} \right] \, dx \, dy,$$

where $F^{(\text{all})}$ represents the free-energy density in the presence of the lattice, and $F^{(i)}$ represents the free-energy density in the presence of a single fluxtube at $x = x_i$. To obtain the last line, we have used the fact that, due to the translational symmetry of the lattice, the energy density in cell $C_i$ resulting from a single fluxtube at $x = 0$ is equivalent to the energy density in cell $C_0$ resulting from a single fluxtube at $x = x_{-1}$.

We now apply assumptions 1 and 2 stated above. Within cell $C_0$, we therefore approximate $\Psi^{(\text{all})} \approx \Psi^{(0)} + \delta \Psi^{(i \neq 0)}$, and $\Psi^{(i)} \approx \Psi^{(\text{none})} + \delta \Psi^{(i)}$ for each $i \neq 0$, where $\delta \Psi^{(i \neq 0)}$ represents the perturbation produced by all fluxtubes external
to $C_0$ and $\Psi^{(\text{none})}$ is the uniform solution. Furthermore, we approximate $\delta \Psi^{(i \neq 0)} \simeq \sum_{i \neq 0} \delta \Psi^{(i)}$ on the boundary of $C_0$. We emphasize that $\delta \Psi^{(i)}$ refers to the linear perturbation of the uniform solution in the presence of a single fluxtube. In practice this can be calculated from the Jacobi equations, as we have demonstrated in Sec. IV C 2. Under these approximations, we can expand $F^{(\text{all})}$ in Eq. (B5) and cancel the zeroth-order term $F^{(0)}$ with the $i = 0$ term in the sum. Expanding the remaining $i \neq 0$ contributions and keeping in mind that the uniform solution has $F = 0$, we are left with an expression for the interaction energy that only contains second variations of $F$, and can thus be written in terms of the vector field $Q^{(2)}$:

$$
F - F_\infty \simeq \int_{C_0} \left[ \delta^2 F[\delta \Psi^{(i \neq 0)}; \Psi^{(0)}] - \sum_{i \neq 0} \delta^2 F[\delta \Psi^{(i)}; \Psi^{(\text{none})}] \right] \, dx \, dy
$$

$$
= \int_{\partial C_0} \left[ Q^{(2)}[\delta \Psi^{(i \neq 0)}; \Psi^{(0)}] - \sum_{i \neq 0} Q^{(2)}[\delta \Psi^{(i)}; \Psi^{(\text{none})}] \right] \cdot dS
$$

$$
= \int_{\partial C_0} \left[ Q^{(2)} \left( \sum_{i \neq 0} \delta \Psi^{(i)}; \Psi^{(0)} \right) - \sum_{i \neq 0} Q^{(2)}[\delta \Psi^{(i)}; \Psi^{(\text{none})}] \right] \cdot dS , \tag{B6}
$$

where $\partial C_0$ represents the boundary of cell $C_0$, and $dS$ is the boundary element on this boundary, with outward normal. The final step is to approximate $\Psi^{(0)} \simeq \Psi^{(\text{none})} + \delta \Psi^{(0)}$ on the boundary of $C_0$, and retain only terms up to second order in $\delta \Psi$; this calculation is straightforward once the functional form of $Q^{(2)}$ is known. In this way, we can express the interaction energy as an integral over the boundary of a single Wigner–Seitz cell, and so we do not need to consider the full domain volume to determine the nature of the phase transition at the lower critical field.

Note that our assumptions 1 and 2 generally do not apply to the proton order parameter $\psi_p$, because introducing an additional fluxtube causes a nonlinear change in the phase of the proton condensate throughout the domain. Thus, we cannot apply the above method directly to Eq. (23). This is the reason for making the change of variables to the set $\Psi \equiv (f, g, V, \chi)$, for which assumptions 1 and 2 do hold. Now taking first variations of the free energy $F$ in the form of Eq. (B1) and using integration by parts, we find that

$$
Q = 2f \delta f \nabla f + \frac{2}{\epsilon} g \delta g \nabla g + \frac{2}{\epsilon} g^2 \delta \chi \nabla \chi + 2\kappa^2 \delta V \times (\nabla \times V)
$$

$$
+ \frac{2h_1}{\epsilon} \left( g^2 \delta f \nabla f + f^2 \delta g \nabla g + f^2 g^2 \delta \chi (\nabla \chi - V) \right)
$$

$$
+ \frac{2h_2}{\epsilon} f g (\delta f \nabla g + \delta g \nabla f) + 2h_3 \left( f^2 \delta f \nabla f + \frac{1}{\epsilon} g^2 \delta g \nabla g \right) . \tag{B7}
$$

The interaction energy can now be calculated following the steps outlined above. For brevity let us just consider the representative term $Q = 2f g \delta f \nabla g$. For this term, we find that

$$
Q^{(2)} = Q + g(\delta f)^2 \nabla g + f \delta f \delta g \nabla g + f g \delta f \nabla \delta g . \tag{B8}
$$

Recalling that the uniform solution has $f = g = 1$ and $\nabla \chi = V = 0$, we find that the contribution from this term to the interaction energy (B6) is

$$
\int_{\partial C_0} \sum_{i \neq 0} \left[ 2\delta f^{(i)} \nabla \delta g^{(0)} + \sum_{j \neq 0} \delta f^{(i)} \nabla \delta g^{(j)} - \delta f^{(i)} \nabla \delta g^{(i)} \right] \cdot dS
$$

$$
= \int_{\partial C_0} \left[ \sum_{i \neq i} \delta f^{(i)} \nabla \delta g^{(j)} + \sum_{i} \left( \delta f^{(i)} \nabla \delta g^{(0)} - \delta f^{(0)} \nabla \delta g^{(i)} \right) \right] \cdot dS
$$

$$
= \sum_i \int_{C_0} \nabla \cdot \left[ \delta f^{(i)} \nabla \delta g^{(0)} - \delta f^{(0)} \nabla \delta g^{(i)} \right] \, dx \, dy .
$$

In deriving the last equality, we have used the divergence theorem and the fact that the doubly-summed term vanishes,
as can be shown using a similar argument to that leading to Eq. (B5):

\[
\sum_i \sum_{j 
eq i} \int_{\partial C_0} [(\delta f^{(i)} \nabla \delta g^{(j)}')] \cdot dS = \sum_i \sum_{j 
eq i} \int_{\partial C_i} [(\delta f^{(0)} \nabla \delta g^{(j)}')] \cdot dS = \sum_{j 
eq i} \int_{\partial \mathbb{R}^2} (\delta f^{(0)} \nabla \delta g^{(j)}') \cdot dS = 0.
\]

Here, \(\partial \mathbb{R}^2\) is the boundary of the entire \(xy\)-plane, where the integrand is exponentially small.

By applying a similar procedure to the remaining terms in Eq. (B7), we eventually find that

\[
\mathcal{F} - \mathcal{F}_\infty \simeq \sum_i \int_C \left[ \delta \Psi^{(i)} \cdot \mathcal{L}[\delta \Psi^{(0)}] - \delta \Psi^{(0)} \cdot \mathcal{L}[\delta \Psi^{(i)}] \right] \, dx \, dy,
\]

where \(\delta \Psi = (\delta f, \delta g, \delta \mathbf{V}, \delta \chi)\) and

\[
\mathcal{L}[\delta \Psi] = \begin{pmatrix}
\frac{1}{\epsilon} \left[ 1 + \frac{h_1}{\epsilon} + h_3 \right] \nabla^2 \delta f + \frac{h_2}{\epsilon} \nabla^2 \delta g \\
\frac{1}{\epsilon} \left[ 1 + h_1 + \frac{h_3}{\epsilon} \right] \nabla^2 \delta g + \frac{h_2}{\epsilon} \nabla^2 \delta f \\
-\kappa^2 \nabla \times (\nabla \times \delta \mathbf{V}) + \frac{h_1}{\epsilon} \nabla \delta \chi \\
\frac{1}{\epsilon} \nabla^2 \delta \chi + \frac{h_1}{\epsilon} \nabla \cdot (\nabla \delta \chi - \delta \mathbf{V})
\end{pmatrix}.
\]

We note the similarity between this linear operator \(\mathcal{L}[\delta \Psi]\) and the Jacobi equations (53)–(56). In fact, for an arbitrary free-energy functional \(F[\Psi]\) it can be shown that the formula (B9) for the interaction energy still holds, provided that we define

\[
\mathcal{L}[\delta \Psi] = -\frac{1}{2} \delta \left\{ \frac{\delta}{\delta \Psi} (\mathcal{F}) \right\}[\delta \Psi; \Psi^{(\text{none})}],
\]

i.e., \(\mathcal{L}\) is defined by the Jacobi equations. This implies that \(\mathcal{L}[\delta \Psi^{(i)}] = 0\) at all points except \(\mathbf{x} = \mathbf{x}_i\) (the center of the fluxtube), where \(\delta \Psi^{(i)}\) is not differentiable. As a result, the integrand in Eq. (B9) vanishes at all points inside \(C_0\), except at \(\mathbf{x} = 0\), where it has the form of a delta function. It is for this reason that the exact location of the fluxtube within the Wigner–Seitz cell is immaterial in Eq. (B9).

We can now evaluate the integral in Eq. (B9) very much as for the simpler case of a single-component superconductor. In the particular case given by Eq. (B10), \(\delta \Psi^{(i)}\) is given by Eqs. (57) and (59), after substituting \(r \to |\mathbf{x} - \mathbf{x}_i|\). The terms involving \(\delta f\) and \(\delta g\) can be evaluated by using the following property of the Bessel function \(K_0\):

\[
\nabla^2 K_0(k|\mathbf{x} - \mathbf{x}_i|) = k^2 K_0(k|\mathbf{x} - \mathbf{x}_i|) - 2\pi \delta^{(2)}(\mathbf{x} - \mathbf{x}_i),
\]

where \(\delta^{(2)}\) is the two-dimensional delta function. Using Eqs. (60) and (61), we then find that all of the terms cancel, apart from those involving delta functions. (This cancellation is expected in light of the comments below Eq. (B11).)

The only remaining terms are

\[
(\mathcal{F} - \mathcal{F}_\infty)_{\delta f, \delta g} \simeq -2\pi \sum_{j=1,2} \left[ \left(1 + \frac{h_1}{\epsilon} + h_3\right) f_j^2 + 2 \frac{h_2}{\epsilon} f_j g_j + \frac{1}{\epsilon} \left(1 + h_1 + \frac{h_3}{\epsilon}\right) g_j^2 \right] \sum_{i 
eq 0} K_0\left(\frac{\sqrt{\epsilon}|\mathbf{x}_i|}{\xi_j}\right)
\]

Again using Eqs. (60) and (61) to simplify this result, we obtain the second contribution in Eq. (62). To evaluate the remaining terms in Eq. (B9), it is useful to use the divergence theorem to rewrite the area integral over \(C_0\) as a contour integral over \(\partial C_0\) in order to avoid the singular behavior of the Bessel functions at \(r = 0\). Remembering that the integrand of Eq. (B9) vanishes everywhere but at \(\mathbf{x} = 0\), we can shrink the integration contour to a small circle of radius \(\epsilon\) centered around the origin. We then have \(dS = \epsilon d\theta \mathbf{e}_r\), and so

\[
(\mathcal{F} - \mathcal{F}_\infty)_{\delta \mathbf{V}} \simeq \kappa^2 \sum_{i 
eq 0} \int_{\partial C_0} \left[ \delta \mathbf{V}^{(i)} \times (\nabla \times \delta \mathbf{V}^{(0)}) - \delta \mathbf{V}^{(0)} \times (\nabla \times \delta \mathbf{V}^{(i)}) \right] \cdot dS
\]

\[
= -\kappa^2 V_0 \sum_{i 
eq 0} \int_{0}^{2\pi} \epsilon \left[ \delta \mathbf{V}^{(i)}|_{\mathbf{r}=0} K_0\left(\frac{\epsilon}{\lambda_i}\right) \frac{1}{\lambda_i} + K_1\left(\frac{\epsilon}{\lambda_i}\right) (\nabla \times \delta \mathbf{V}^{(i)})|_{\mathbf{r}=0} \right] d\theta.
\]
Using the asymptotic behavior of the Bessel functions, i.e., \( K_0(r) \sim -\ln(r) \) and \( K_1(r) \sim 1/r \) as \( r \to 0 \), we observe that in the limit \( \varepsilon \to 0 \) the first term vanishes, while the second one remains finite. More precisely, we find

\[
(F - F_\infty)_{\delta \Psi} \simeq -\kappa^2 V_0 \sum_{i \neq 0} \int_0^{2\pi} \lambda_4 (\nabla \times \delta \mathbf{V}^{(i)})_z |_{x=0} d\theta = 2\pi \kappa^2 V_0^2 \sum_{i \neq 0} K_0 \left( \frac{|x_i|}{\lambda_4} \right),
\]

the first contribution in Eq. (62).

In principle, if we can numerically compute the nonlinear solution for a single fluxtube, from this we can determine the values of \( V_0, f_1 \) and \( f_2 \), and then use Eq. (62) to calculate the interaction energy for any lattice of our choosing. In practice, however, it is difficult to obtain both \( f_1 \) and \( f_2 \) to sufficiently high accuracy to achieve quantitatively reliable results. Moreover, the assumptions made in obtaining this result are only valid in the asymptotic limit of a widely-separated lattice, so caution is needed when applying this result to a lattice with finite separation between fluxtubes. For these reasons, we would like to have a more robust method for estimating the interaction energy. Haber and Schmitt\(^{16}\) have suggested a possible approach: they followed essentially the same steps leading to Eq. (B9), but chose to leave the result in the form of an integral over the boundary \( \partial C_0 \). They then computed this integral numerically, approximating \( \delta \Psi^{(i)} \) using the solution obtained numerically for a single fluxtube. However, their approach has a number of shortcomings:

1. Rather than computing the interaction energy for a lattice, they considered only a pair of fluxtubes. However, a pair of fluxtubes is generally not a steady state, i.e., it is not a solution of the Euler–Lagrange equations (B2). This violates a basic assumption underlying the derivation.

2. They chose to include some, but not all, of the higher-order terms in their calculation, leading to a result that lacks certain symmetries expected on physical grounds. By contrast, in deriving Eq. (B9), we have consistently neglected all terms of higher order than \( (\delta \Psi)^2 \), and the result is antisymmetric between \( \delta \Psi^{(0)} \) and \( \delta \Psi^{(1)} \).

3. Their formula (C8) for the interaction energy depends on the location of the Wigner–Seitz cell boundary, relative to the fluxtube lattice. As we have emphasized in our derivation, the location of the fluxtube within its cell is immaterial, and therefore should not change the result.

As an alternative approach, we suggest making use of the exact result

\[
\frac{dF}{d\ln a} = \iint_{C_0} \left[ \frac{R^2}{2\kappa} (g^2 - 1)^2 + \frac{\alpha}{\epsilon} (f^2 - 1)(g^2 - 1) - \kappa^2 B_z^2 \right] dx dy,
\]

which we derive in Appendix C. Inside the integral, we can approximate the full solution by superposing the profiles of single fluxtubes with the uniform solution:

\[
f \simeq 1 + \sum_i (f^{(i)} - 1),
\]

\[
g \simeq 1 + \sum_i (g^{(i)} - 1),
\]

\[
B_z \simeq \sum_i B_z^{(i)}.
\]

This formula is consistent with the rigorous result (62) in the asymptotic limit \( a \to \infty \), and because the integrand is spatially periodic by construction, it has none of the shortcomings described above. The formula will be accurate as long as the approximations (B17)–(B19) hold, which in practice still requires that \( a \gg 1 \). We have used this formula to independently verify some of the results from our 2D numerical model.

**Appendix C: Weakly nonlinear lattice solution**

We consider a rectangular domain containing an integer number of fluxtubes, \( N \), with area \( a N \). We have shown in Sec. IV C 3 that the non-superconducting state is linearly unstable for \( a > 2\pi/H_{c2} \), where \( H_{c2} \) is given by Eq. (65). Our goal is to compute weakly nonlinear solutions for \( a = 2\pi/H_{c2} + \delta a \), where \( \delta a \ll 1 \). To do so we will roughly follow the same procedure as Abrikosov\(^{12}\), except that by working with a finite domain and quasi-periodic boundary conditions we avoid having to manipulate products of infinite series.
It is convenient at this point to redefine our length scale, so that the area of the domain is normalized to unity, and remains fixed as the parameter $a$ is varied. At the same time, we will also rescale $\mathbf{A}$ so that the boundary conditions have no dependence on $a$. Under the rescaling $\mathbf{x} \to (aN)^{1/2} \mathbf{x}$ and $\mathbf{A} \to (aN)^{-1/2} \mathbf{A}$, the free energy (23) becomes

$$F[\psi_p, \psi_n, \mathbf{A}] = \frac{1}{2} \left[ 1 - |\psi_p|^2 \right]^2 + \frac{R^2}{2\epsilon} \left[ 1 - |\psi_n|^2 \right]^2 + \frac{\alpha}{\epsilon} \left[ 1 - |\psi_p|^2 \right] \left[ 1 - |\psi_n|^2 \right]$$

$$+ \frac{1}{2aN} \left( |\nabla - i\mathbf{A}| \psi_p \right)^2 + \frac{1}{2aN} \left( |\nabla \psi_n| \right)^2 + \frac{\kappa^2}{(aN)^2} \left( |\nabla \times \mathbf{A}| \right)^2$$

$$+ \frac{h_1}{2aN} \left( |\nabla - i\mathbf{A}| (\psi^*_n \psi_p) \right)^2 + \frac{(h_2 - h_1)}{2\epsilon aN} \left( |\nabla |\psi_p|^2 \right) \cdot \nabla \left( |\psi_n|^2 \right)$$

$$+ \frac{h_2}{4aN} \left( |\nabla |\psi_p|^2 \right)^2 + \frac{1}{\epsilon^2} \left( |\nabla |\psi_n|^2 \right)^2 \right). \quad (C1)$$

Our domain now has the dimensions $\Gamma \times (1/\Gamma)$, say, and we have the (quasi)periodic boundary conditions:

$$\mathbf{A}(\mathbf{x} + \mathbf{L}) = \mathbf{A}(\mathbf{x}) + \pi Ne_z \times \mathbf{L},$$

$$\psi_p(\mathbf{x} + \mathbf{L}) = \psi_p(\mathbf{x}) \exp(i\pi Ne_z \times \mathbf{L} \cdot \mathbf{x}),$$

$$\psi_n(\mathbf{x} + \mathbf{L}) = \psi_n(\mathbf{x}),$$

where $\mathbf{L}$ represents either of the translation symmetries $(\Gamma, 0)$ or $(0, 1/\Gamma)$. The free energy per magnetic flux quantum (in the unscaled units) is

$$F(a) = a\bar{F}, \quad (C5)$$

where the overbar represents the spatial average, which is equivalent to the area integral over the rescaled rectangular domain. Because the quantity $a$ now appears only as a coefficient in the free energy, we can directly compute the derivative of $F(a)$, which leads to the formula (B16).

In the rescaled units, the non-superconducting solution has the form $|\psi_p| = 0$, $|\psi_n| = \sqrt{1 + \alpha/R^2}$, $\mathbf{A} = \pi Ne_z \times \mathbf{x}$. At the critical point $a = 2\pi/H_{c2}$, this solution becomes unstable to perturbations $\delta \psi_p$ that are eigenmodes of the linear operator

$$\mathcal{L} \equiv \left( \nabla - i\pi Ne_z \times \mathbf{x} \right)^2 + 2\pi N, \quad (C6)$$

These eigenmodes have the form $\delta \psi_p = e^{i\pi N y(x + iy)} \phi(x + iy)$, for some function $\phi$, which must be chosen to match the quasi-periodic boundary condition (C3). The general solution can be expressed in terms of Jacobi theta functions:

$$\phi(z) = \prod_{j=1}^{N} \exp(-2\pi i y_j z) \vartheta_1 \left( \frac{\pi}{\Gamma} (z - z_j) \left| \frac{i}{\Gamma^2} \right) \right), \quad (C7)$$

where the fluxtube locations, $z_j = x_j + iy_j$, must be chosen such that $\sum z_j = (m + \frac{1}{2} N) \Gamma + (n + \frac{1}{2} N) i \Gamma$, for some $m, n \in \mathbb{Z}$.

Just beyond the critical point, with $a = 2\pi/H_{c2} + \delta a$, we anticipate that the solutions have regular asymptotic expansions of the form

$$\mathbf{A} = \mathbf{A}^{(1)} + (\delta a) \mathbf{A}^{(2)} + \ldots,$$

$$\psi_n = \psi_n^{(1)} + (\delta a) \psi_n^{(2)} + \ldots,$$

$$\psi_p = (\delta a)^{1/2} \psi_p^{(1)} + (\delta a)^{3/2} \psi_p^{(2)} + \ldots. \quad (C8)$$

Substituting this ansatz into the rescaled Euler–Lagrange equations, the leading-order contributions simply recover the non-superconducting state for $\mathbf{A}^{(1)}$ and $\psi_n^{(1)}$, as well as the linear equation $\mathcal{L} \psi_p^{(1)} = 0$. Without loss of generality, we will take $\mathbf{A}^{(1)} = \pi Ne_z \times \mathbf{x}$ and $\psi_n^{(1)} = \sqrt{1 + \alpha/R^2}$. For the moment we do not need to choose the particular form of $\psi_p^{(1)}$. However, in what follows we will make use of its quasi-periodicity, and of the (gauge-invariant) identities

$$\left( \nabla - i\mathbf{A}^{(1)} \right) \psi_p^{(1)} = i e_z \times \left( \nabla - i\mathbf{A}^{(1)} \right) \psi_p^{(1)}, \quad (C11)$$

$$\frac{1}{2\pi} \nabla^2 \ln |\psi_p^{(1)}| = -N + \sum_j \delta^{(2)}(\mathbf{x} - \mathbf{x}_j), \quad (C12)$$

where $\delta^{(2)}(\mathbf{x} - \mathbf{x}_j)$ is the 2D Dirac delta function.
where \( \mathbf{x}_j \) are the fluxtube locations, and \( \delta^{(2)} \) is the two-dimensional delta function.

Now proceeding to next order in the Euler–Lagrange equations, we eventually obtain the following:

\[
(1 - \frac{\alpha^2}{\epsilon R^2})^{-1} \frac{H_2^2 \kappa^2}{\pi N} \nabla \times (\nabla \times \mathbf{A}^{(2)}) = e_z \times \nabla |\psi_p^{(1)}|^2,
\]

\[
\left(\frac{1}{|\psi_n^{(1)}|^2} + \frac{h_3}{\epsilon}\right) \nabla^2 - \frac{4\pi N R^2}{H_2 c} \right] \text{Re} \left\{ \psi_n^{(1)\ast} \psi_n^{(2)} \right\} = - \left[ \frac{h_2 - h_1}{2} \nabla^2 - 2\pi N \left( \frac{\alpha}{H_2 c} \right)^2 \right] |\psi_p^{(1)}|^2,
\]

\[
\nabla^2 \text{Im} \left\{ \psi_n^{(1)\ast} \psi_n^{(2)} \right\} = 0,
\]

\[
\left(1 - \frac{\alpha^2}{\epsilon R^2}\right) \frac{1}{H_2 c} \mathcal{L} \psi_p^{(2)} = N \left( \frac{2\pi}{H_2 c} |\psi_p^{(1)}|^2 - 1 + \frac{\alpha^2}{\epsilon R^2} \right) \psi_p^{(1)} - \frac{h_3}{2} \psi_p^{(1)} \nabla^2 (|\psi_p^{(1)}|^2)
\]

\[
- \psi_p^{(1)} \left( \frac{h_2 - h_1}{\epsilon} \nabla^2 - \frac{4\pi N}{\epsilon H_2 c} \right) \text{Re} \left\{ \psi_n^{(1)\ast} \psi_n^{(2)} \right\}
\]

\[
+ \left(1 - \frac{\alpha^2}{\epsilon R^2}\right) \frac{1}{H_2 c} \left[ (\nabla - i\mathbf{A}^{(1)}) \cdot (i\mathbf{A}^{(2)} \psi_p^{(1)}) + i\mathbf{A}^{(2)} \cdot (\nabla - i\mathbf{A}^{(1)}) \psi_p^{(1)} \right]
\]

\[
- \frac{h_1}{\epsilon} \left[ \psi_n^{(1)\ast} \psi_n^{(2)} (\nabla - i\mathbf{A}^{(1)})^2 \psi_p^{(1)} + (\nabla - i\mathbf{A}^{(1)})^2 (\psi_p^{(1)} \psi_n^{(1)\ast}) \psi_n^{(2)} \right].
\]

Equation (C13) can be integrated once to obtain \( B_z^{(2)} \). We note that the boundary condition (C2) implies that \( \mathbf{A}^{(n)} \) is spatially periodic for all \( n > 1 \), and so \( B_z^{(n)} = 0 \). Hence we find that

\[
B_z^{(2)} = \left(1 - \frac{\alpha^2}{\epsilon R^2}\right) \frac{\pi N}{H_2 \kappa^2} \left( |\psi_p^{(1)}|^2 - |\psi_p^{(1)}|^2 \right).
\]

Now, in order for Eq. (C16) to have regular solutions, its right-hand side must be orthogonal to all eigenmodes of the operator \( \mathcal{L} \), including \( \psi_p^{(1)} \). To prove this, we note that \( \mathcal{L} \) is self-adjoint with respect to the inner product

\[
\langle \psi, \phi \rangle \equiv \int_{x=0}^{1} \int_{y=0}^{1} \psi^\ast \phi \, dy \, dx,
\]

provided that both arguments satisfy the quasi-periodic boundary condition (C3). All of the terms \( \psi_n^{(n)} \) satisfy these boundary conditions, and so

\[
\langle \psi_p^{(1)}, \mathcal{L} \psi_p^{(2)} \rangle = \langle \mathcal{L} \psi_p^{(1)}, \psi_p^{(2)} \rangle = 0.
\]

Hence, taking the inner product of \( \psi_p^{(1)} \) with Eq. (C16), we obtain the compatibility condition

\[
0 = N \left( \frac{2\pi}{H_2 c} |\psi_p^{(1)}|^4 - \frac{1}{\frac{\alpha^2}{\epsilon R^2}} \frac{|\psi_p^{(1)}|^2}{\nabla |\psi_p^{(1)}|^2} \right) + \frac{h_3}{2} \nabla \left( \frac{|\psi_p^{(1)}|^2}{\nabla |\psi_p^{(1)}|^2} \right)^2
\]

\[
+ \frac{h_2 - h_1}{\epsilon} \nabla \left( \frac{|\psi_p^{(1)}|^2}{\nabla |\psi_p^{(1)}|^2} \right) \nabla \text{Re} \left\{ \psi_n^{(1)\ast} \psi_n^{(2)} \right\} + \frac{\alpha 4\pi N}{\epsilon H_2 c} \frac{|\psi_p^{(1)}|^2}{\nabla |\psi_p^{(1)}|^2} \text{Re} \left\{ \psi_n^{(1)\ast} \psi_n^{(2)} \right\}
\]

\[
+ \left(1 - \frac{\alpha^2}{\epsilon R^2}\right) \frac{1}{H_2 c} \left| \frac{\psi_p^{(1)}}{|\psi_p^{(1)}|^2} B_z^{(2)} + \frac{4\pi N}{\epsilon h_1} \frac{\psi_p^{(1)}}{|\psi_p^{(1)}|^2} \text{Re} \left\{ \psi_n^{(1)\ast} \psi_n^{(2)} \right\} \right|.
\]

Using Eq. (C12), it can be shown that

\[
|\nabla (|\psi_p^{(1)}|^2)|^2 = 2\pi N |\psi_p^{(1)}|^4,
\]

and combining with Eqs. (C14) and (C17), we can write the compatibility condition (C19) in more symmetric form:

\[
\left(1 - \frac{\alpha^2}{\epsilon R^2}\right) \frac{1}{|\psi_p^{(1)}|^2} = \left( \frac{2\pi}{H_2 c} + \pi h_3 \right) \beta + \left(1 - \frac{\alpha^2}{\epsilon R^2}\right) \frac{\pi}{H_2 \kappa^2} \left(1 - \beta\right)
\]

\[
- \frac{R^2}{\epsilon} \left[ \frac{1}{2N} \left( \frac{1}{R^2 + \alpha} + \frac{h_3}{\epsilon R^2} \right) \left| \nabla |\gamma|^2 \right| + \frac{2\pi}{H_2 \gamma^2} \right],
\]
If we now expand the free-energy density \( C(1) \) up to \( O(\delta a^2) \), and use the identities derived above, we eventually find

\[
\mathcal{F} = a \mathcal{F} = \frac{a}{2} \left( 1 - \frac{\alpha^2}{e R^2} \right) \left[ 1 - \frac{H_{c2}(\delta a)^2}{2\pi \left| \psi_p(1) \right|^2} \right] + \frac{(2\pi \kappa)^2}{a} + O(\delta a^3). \tag{C23}
\]

The transition to the non-superconducting state is second order if (and only if) \( \mathcal{F}(a) \) is convex in a neighbourhood of the critical point \( a = 2\pi/H_{c2} \), which requires that \( \mathcal{F}' < 0 \) and \( \mathcal{F}'' > 0 \). Using Eq. (C23), and the compatibility condition (C21), these criteria become

\[
(H_{c2} \kappa)^2 > \frac{1}{2} \left( 1 - \frac{\alpha^2}{e R^2} \right), \tag{C24}
\]

\[
\left[ \frac{2}{H_{c2}} + h_3 - \left( 1 - \frac{\alpha^2}{e R^2} \right)^2 \frac{1}{H_{c2}^2 \kappa^2} \right] \pi \beta > \frac{R^2}{\epsilon} \left[ \frac{1}{2N} \left( \frac{1}{R^2 + \alpha} + \frac{h_3}{e R^2} \right) \left| \nabla \gamma \right|^2 + \frac{2\pi \kappa}{H_{c2}^2 \gamma} \right]. \tag{C25}
\]

In a simple, single-component Ginzburg–Landau superconductor these criteria both reduce to \( \kappa > 1/\sqrt{2} \), and so the upper transition in a type-II superconductor is always second-order. Moreover, minimising the free energy is equivalent to minimising \( \beta \), and hence the hexagonal lattice is energetically preferred. In our more complicated two-component system, the second criterion cannot be evaluated analytically. However, for any particular fluxtube arrangement, we can in principle compute \( \psi_p(1) \), then solve Eq. (C14) to obtain \( \gamma \), and thereby test this criterion numerically. In particular, for the case of a square or hexagonal lattice, Eq. (C14) can be solved in Fourier space, which leads eventually to the result (66). We note that the perturbation to the neutron condensate produced by the fluxtubes, which is represented by \( \gamma \) in Eq. (C25), always acts to reduce the overall free energy, making a first-order transition more likely. The magnitude of \( \gamma \) depends, via Eq. (C14), on the coupling parameters \( h_1 \) and \( h_2 \), and so a first-order transition is guaranteed if these parameters are sufficiently large.

Interestingly, there are certain combinations of the parameters for which Eq. (C14) can be solved analytically. In particular, if \( \alpha = 0 \) and

\[
\frac{h_1}{h_1} - 1 = \frac{1}{R^2} \left( 1 + \frac{h_3}{\epsilon} \right), \tag{C26}
\]

then we find that \( \gamma \propto |\psi_p(1)|^2 \). In that case, the \( O(\delta a^2) \) term in the free energy (C23) has the form

\[
\left[ 2\pi \left( 1 + \frac{h_1}{\epsilon} \right) + \pi h_3 - \frac{\pi \kappa}{e R} \left( 1 + \frac{h_1}{\epsilon} \right)^3 - \frac{1}{e R^2} \left( 1 + \frac{h_3}{\epsilon} \right) \right] \beta. \tag{C27}
\]

If one of the parameters \( \epsilon, R \) or \( \kappa \) is sufficiently small, then the quantity in square brackets will be negative. Taken at face value, this result seems to suggest that the free energy can be made arbitrarily small, because \( \beta \) can be made arbitrarily large in an unbounded domain. However, this singularity actually just reflects the breakdown of our weakly nonlinear analysis in the limit of an infinite domain. To illustrate how this breakdown occurs, we have calculated the free energy of various multiply-charged hexagonal and square lattice states for one particular set of parameters. We found that condition (C26) is satisfied for the LNS equation of state at the depth where \( n_b = 0.325 \text{m}^{-3} \), and by reducing \( \kappa \) from its true value there of \( \approx 1.47 \) to 1.17 the quantity in Eq. (C27) was made slightly negative. In Fig. 15, we plot the resulting free energy as a function of \( a \), for several different lattice types. As the value of \( a \) is reduced from 14 towards the critical value \( 2\pi/H_{c2} \approx 10.3 \), we find that the singly-charged hexagonal lattice is replaced by the doubly-charged hexagonal lattice, and then by the triply-charged square lattice, as the energetically preferred lattice state. As \( a \) is further reduced, we expect that even more highly-charged lattice states (with higher values of \( \beta \)) will become energetically preferred. However, throughout this whole range of \( a \), the true ground state for an unbounded domain is not a lattice at all, and is instead a mixture of the non-superconducting state and a singly-charged hexagonal lattice. Our weakly-nonlinear analysis does not apply to the true ground state, which develops as a nonlinear instability for \( a > 2\pi/H_{c2} \approx 9.9 \). In general, we find that the singly-charged hexagonal lattice is the only permitted lattice configuration in a domain free from geometrical constraints.

where we have defined

\[
\beta \equiv \frac{|\psi_p(1)|^4}{\left| \psi_p(1)^2 \right|^2} \quad \text{and} \quad \gamma(x) \equiv \frac{2 \text{Re} \left\{ \psi_p(1)^* \psi_p(2) \right\}}{|\psi_p(1)|^2}. \tag{C22}
\]
FIG. 15. The Helmholtz free energy per flux quantum per unit length, $\mathcal{F}(a)$, for various lattice states, with (dimensionless) parameters $h_1 \simeq 0.061$, $h_2 \simeq 0.422$, $h_3 \simeq 0.062$, $R \simeq 0.412$, $\epsilon \simeq 0.096$, and $\kappa = 1.17$. The true ground state (dotted, gray line) arises as a subcritical bifurcation from the non-superconducting state (short-dashed, purple line). The two insets show more detail of the cross-over regions between two lattice configurations of different charge.
