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We introduce a novel algorithm for the detection of possible sample corruption such as mislabeled samples in a training dataset given a small clean validation set. We use a set of inclusion variables which determine whether or not any element of the noisy training set should be included in the training of a network. We compute these inclusion variables by optimizing the performance of the network on the clean validation set via “gradient descent on gradient descent” based learning. The inclusion variables as well as the network trained in such a way form the basis of our methods, which we call Corruption Detection via Gradient Descent (CDGD). This algorithm can be applied to any supervised machine learning task and is not limited to classification problems. We provide a quantitative comparison of these methods on synthetic and real world datasets.

I. INTRODUCTION

In recent years, we have experienced a rapid improvement in the performance of machine learning algorithms, brought about by a combination of increase in available computational resources and the availability of large amounts of data. Much research has been done on optimizing the performance of networks given the amount of available resources in terms of available computation power and data, however, ultimately, the generalization performance of any algorithm is bound by the quantity and quality of the dataset available. For the machine learning practitioner of today, the process of collecting and verifying the data remains the most tedious yet crucial part of the process. To this end, many solutions have been developed with the promise of providing higher quantities of data (e.g. Amazon Mechanical Turk), however these solutions often come at the cost of lower quality, with many mislabeled or otherwise erroneous data points mixed into the training set. It can therefore be argued that the act of verifying the validity of each individual sample, is the most time consuming part of the data analysis work-flow. As such, we believe any contribution in the direction of improving dataset reliability and speeding up sample verification would be of great practical utility to the machine learning community.

In this work, we tackle the problem of data verification by introducing a general method that can identify corrupt samples for any supervised learning task given a small clean validation set. The idea is that this would save much time for the practitioner who would then need to manually check the reliability of only a small portion of the samples, and then rely on an automated algorithm to find the erroneous samples in the remainder of the dataset. In simple terms, the idea behind this method is to use gradient descent to learn which subset of the noisy training data would lead to a network which performs best on the clean dataset. Any parts of the noisy examples which are hereby excluded, i.e. would lead to a poorer performance on the clean dataset, are identified as erroneous.

Our main contributions are:

1. A general methodology for the detection of corrupt training samples given a small clean validation set, which can be applied to any supervised machine learning task.

2. A method to efficiently learn the coefficients of weighted samples via “gradient descent on gradient descent” based learning.

The remainder of the paper is organized as follows: in Sec. II we review a common work-flow scenario of data analysis projects and discuss where our data verification algorithm fits in. In Secs. III and IV we provide the main idea and general considerations of our method. In Sec. V, we discuss some of the practical considerations regarding various choices of hyperparameters and networks. We provide an empirical study of our method in Sec. VI, first on a synthetic dataset comprised of points on spheres in Sec. VIA and then on the MNIST and CIFAR-10 [9] benchmarks in Sec. VIB. We conclude in Sec. VII. While we focus our empirical studies on classification problems for simplicity, our methodology is also applicable to other supervised machine learning tasks.

Related Work

a. Outlier Removal There exists an extensive literature on the problem of outlier detection and removal of corrupt training samples, ranging from the use of trimmed decision trees [7], training of filter algorithms [3], estimation of noise distribution via a noise transformation [18],...
the use of curriculum schemes with student/mentor networks [6], and the use of non-trivial regularization [1]. More recently, methods have been proposed which utilize numerous techniques to approach this problem. These include: additional labels for label cleaning [19], a distillation framework to use side information label relations in knowledge graphs [11], and undirected graphical models representing the relationship between noisy and clean labels, trained in a semisupervised setting [4].

Most of these works, however, are either unsupervised and struggle at distinguishing corruption from exceptions [3, 6, 18], or are not applicable to the analysis of large datasets and neural networks [7]. Furthermore, perhaps because of the proliferation of image classification benchmark papers, there has been an outsized attention to classification tasks and only to corruptions which are restricted to sample labels [1, 3, 6, 11, 18, 19]. We thus identify the importance of a general purpose corruption detection algorithm that can be applied to any supervised learning task. This is the goal of this paper.

In all the aforementioned prior work regarding mislabeled data, the focus of attention has been predominantly on improving generalization performance on a small clean test set while neglecting the statistics of the detection of the noisy data, even when the noisy/clean samples of the dataset in question are known. Indeed improved test accuracy and better detection of noisy samples do not necessarily go hand in hand, and scoring outlier detection methods solely based on test set performance runs the risk of confusing exceptions in the dataset (e.g. samples from the tail of a distribution) with corrupt data. This is especially true in cases where the test set is very small compared to the training set or the distribution is fat tailed. In this work we focus our analysis on the statistics of correctly identifying corrupt samples. We hope that this practice is picked up by other researchers in this field when possible.

\begin{itemize}
  \item \textbf{Weighted samples} Initially proposed by [2, 13], gradient-based hyperparameter optimization has been further explored in [12, 14]. More recently, it has been applied to various problems including [22] where it was used to improve generalization. We use sample weights in a manner similar to this work and [17], however, unlike these works which focus on the improvement of generalization on clean datasets we focus on the detection of the corrupt samples.
\end{itemize}

\section{Motivation}

In this section we review a work-flow scenario which is common to many data analysis projects and discuss how our methodology for improving the quality of dataset fits in with this overall scheme. Generally speaking, the main steps of machine learning projects fall under four main categories. The first is data collection and annotation. This step can be the most time consuming part of the process and is often outsourced to third party commercial sources such as Amazon Mechanical Turk. This is followed by a conjecture of a model which can fit the data, either by a careful analysis or often by educated guess work. This step is greatly simplified by the availability of powerful software packages and online tools. In the third step, the model is fitted to the data using stochastic gradient descent or other learning algorithms. If the model fits the data as expected, we finally move on to the final step of analyzing and extracting information from the data and the fitted model. If, however, the model fails to fit the data properly, or otherwise fails to satisfy some consistency conditions, e.g. does not generalize well to unseen data or does not satisfy other perhaps theoretical constraints, we go back to the drawing board and come up with a modified model in the second step and reiterate the following steps.

The process described above would be the work-flow of data analysis projects in an idealized environment, where the data collected in the first step is assumed to be correctly annotated and otherwise error free. In actual practice, much of the time of machine learning practitioners in real world applications is spent on the verification of data collected by outsourced parties (Fig. 1). An alternative to this approach, which we will pursue in this paper, is for the data scientist to verify the validity of only a small portion of the data and use this smaller clean dataset as a means to detect the erroneous samples of the rest of the collected data. We can then take the output of this method to more efficiently guide the manual verification of the data if we so choose (Fig. 2).

The methods generally used for outlier detection and removal of examples with corrupt data generally fall under two main categories. First, we can treat this problem as an unsupervised anomaly detection task to try and find outliers in the dataset [3, 6, 18]. However, if we assume the existence of a smaller uncorrupted dataset, we can treat this problem as supervised training using the model conjectured in the model building step. An example of one such approach would be to fit the model to the small clean dataset, and use the resulting trained network to analyze the noisy outsourced data. Alternatively we can use the model to fit to the noisy dataset, using the clean validation set as a validation set for early stopping and hyperparameter selection. These two methods are the verification tools commonly used by practitioners while searching for erroneous data points and not surprisingly outperform unsupervised methods which do not need a validation set comprised of uncorrupted samples.

In this paper we introduce a new method in the second category of supervised learning. We propose to use gradient descent to determine which subset of the noisy dataset would lead to the best performance of the model on the verified clean set. That is, for every sample $x_i$ in the noisy dataset we learn a coefficient $\alpha_i \in [0, 1]$ whose value determines whether or not it should be included when training the network which performs optimally on the clean set. In essence, we use the loss function evaluated on the noisy set to determine the parameters of the
model, and then use the loss function on the validation set to determine the value of the coefficients $\alpha_i$.

In what follows we demonstrate our methodology on classification experiments. However, as described in Sec. III, our method can be equally applied to other supervised machine learning problems.

III. METHODOLOGY GENERALITIES

Let us assume that we are given two datasets: first, a large noisy dataset $S_n$, comprised of samples that may or may not have been mislabeled, and second, a smaller clean dataset $S_c$, whose elements have been verified to be error-free. We would like to use the small clean dataset $S_c$ to find the mislabeled or erroneous elements of the large noisy dataset $S_n$.

First, consider training a network on the noisy dataset $S_n$ and look at its performance on the clean dataset $S_c$. In other words we derive the optimal parameters of the network $\hat{\theta}$ by optimizing the loss function on $S_n$, then evaluate the loss with these optimal parameters on $S_c$:

$$L_c = L(\hat{\theta}; S_c),$$

where $L_c$ denotes the loss computed on the clean dataset $S_c$, and

$$\hat{\theta} = \arg \min_{\theta} L(\theta; S_n).$$

Clearly, if the dataset $S_n$ is very noisy, $L_c$, the loss function on the clean set, would not be close to its optimal value. However, if we had a way to slowly purge more and more erroneous samples from $S_n$, and derive the network parameters $\theta$ on this less noisy dataset, $L_c$ will get closer and closer to the optimal performance on $L_c$. We can therefore rephrase the problem of cleaning up $S_n$ as finding the subset $M \subset S_n$ which would give the lowest loss on the validation set $S_c$. That is, we perform the above procedure on all subsets $M$:

$$L_c(M) = L(\hat{\theta}(M); S_c),$$

where

$$\hat{\theta}(M) = \arg \min_{\theta} L(\theta; M),$$

and take the subset $M^*$ which affords the lowest loss $\hat{\theta}(M)$ as the cleaned up version of $S_n$. The compliment set $S_n \setminus M^*$ would therefore be our best guess at the noisy elements of $S_n$. This approach is not practically feasible, however, as the number of the possible subsets $M$ that we would need to explore is exponentially large in the size of $S_n$.

To proceed, let us define, for each element of the noisy dataset $x_i \in S_n$, a discrete variable $\alpha_i \in \{0, 1\}$ which we call the inclusion variable. We can rewrite the loss on the subset $L(\theta, M)$ as:

$$L(\theta, M) = L^\alpha(\theta; S_n) = \frac{1}{N} \sum_{n=1}^N \alpha_n l(x_n; \theta),$$

with

$$\alpha_n = \begin{cases} 1 & x_n \in M \\ 0 & x_n \notin M \end{cases},$$

where $N$ is the number of elements in $S_n$ and $l(x_n; \theta)$ is a per-sample loss. With this definition, we can further rewrite the optimally clean subset $M^*$ as:

$$M^* = \{x_n | \alpha_n^* = 1\},$$

where

$$\alpha^* = \arg \min_{\alpha \in \{0, 1\}^N} L(\arg \min_{\theta} L^\alpha(\theta; S_n); S_c).$$

This rewriting, however, does not make the underlying problem any simpler. We thus propose, in this paper, to relax the inclusion variable $\alpha \in \{0, 1\}^N$ to be continuous, i.e. $\alpha \in [0, 1]^N$. The optimal soft inclusion parameters $\alpha^*$ can be derived by:

$$\alpha^* = \arg \min_{\alpha \in [0, 1]^N} L(\arg \min_{\theta} L^\alpha(\theta; S_n); S_c).$$

Since all the variables of this optimization problem are
differentiable, we can use gradient descent to solve it.

The inclusion variables $\alpha^*$ are no longer integer valued. In order to read off the noisy/clean samples from $\alpha^*$, we propose two different methods. The first method, which we call Corruption Detection via Gradient Descent based on inclusion parameters $\alpha$ or CDGD$_\alpha$ for short, considers all samples with $\alpha^* < 0.5$ as noisy. In the second method, we train a network using the real valued inclusion variables $\alpha^*$ and determine the noisy samples to be the elements of $S_n$ which are classified incorrectly with this classifier. We call this method CDGD$_T$(T for network Trained with the final inclusion parameters $\alpha^*$.)

We compare the performance of these two methods to two baseline algorithms often used by practitioners. The first is to simply train a network on the entire $S_n$ set, using the clean dataset $S_c$ for early stopping. Second, we train a network solely on the clean set $S_c$. In both methods we consider the noisy data to be those which the respective network does not classify correctly. We call these two methods the $S_n$ baseline and $S_c$ baseline respectively in reference to which dataset they are trained on.

In non-classification problems, CDGD$_T$ as well as $S_n$ and $S_c$ baselines can be generalized in a manner appropriate to the task. For example, for translation tasks, noisy samples can be taken as those which are not translated correctly or in regression tasks we can define noisy samples as those with loss larger than some threshold.

IV. SAMPLE VERIFICATION BY GRADIENT DESCENT BY GRADIENT DESCENT

The proposed optimization problem in Eq. (2) can be split into two stages:

$$\arg\min_{\alpha \in [0,1]^N} \left( \arg\min_{\theta} \left( \min_{L(\theta; D); D_{val}} \right) \right).$$

Because this is now a continuous optimization problem, and the objective functions in both inner and outer stages are differentiable, we can use gradient descent to solve this problem with respect to the soft inclusion variables $\alpha$. We explain this gradient-descent-based approach in more detail below.

a. Inner Optimization The inner optimization procedure performs stochastic gradient descent (SGD) on $\theta$, generating a chain of $\theta$’s that are functions of $\alpha$. That is,

$$\theta^i = \theta^{i-1} - \eta \nabla_\theta L(\theta^{i-1}; \hat{D}),$$

where $\hat{D} \subset S_n$ is a minibatch, and $\alpha$ is a subset of $\alpha$ associated with the training examples in $\hat{D}$. Eventually at the end of SGD, we end up with the final $\hat{\theta} = \theta^I(\alpha)$, where $I$ is the number of SGD steps. Looking at Eq. (3) carefully, it becomes clear that this is nothing but a recurrent network with $\theta$ as a hidden state, $\hat{D}$ as an input and $\alpha$ as a set of parameters, and that we can immediately use backpropagation-through-time [20] to compute a series of the Jacobians of $\theta^i$ with respect to all the influence variables $\alpha$, for which we use

$$\left( \frac{\partial \theta^1}{\partial \alpha}, \ldots, \frac{\partial \theta^I}{\partial \alpha} \right)$$

as a shorthand.

b. Outer Optimization Although the proposed optimization problem in Eq. (2) only involves minimizing the loss on the clean dataset $L(\theta^i; S_c)$ with respect to the final parameter $\theta^I$, we are interested also in the influence of the inclusion parameters on each and every step of SGD. This is due to the common practice of early stopping and using a fixed, often adaptive, number of SGD steps. That is, we want to estimate the influence of each training example regardless of how many SGD steps would be taken to train a network. We achieve this by writing the outer optimization problem as

$$\min_{\alpha \in [0,1]^N} \sum_{i=1}^{I} L(\theta^i; S_c),$$

given $(\theta^1, \ldots, \theta^I)$ from the inner optimization above.

We then take a gradient descent step to solve the above optimization problem, starting from $\alpha$ from the previous outer optimization. The gradient is the sum of per-iteration gradients, each of which is computed as

$$\frac{\partial L(\theta^i; S_c)}{\partial \alpha} = \frac{\partial \theta^i}{\partial \alpha} \frac{\partial L}{\partial \theta^i},$$

where the first term can be efficiently computed via backpropagation-through-time, as discussed earlier. This computation requires calculating the gradient of various gradients in the inner optimization process, which is equivalent to computing the Hessian-vector product, which is done efficiently by R-Op [16].

c. Overall Procedure The proposed approach performs $N_{out}$ iterations of the outer optimization procedure. Within each outer iteration, we run the inner optimization procedure with $N_{in}$ steps of SGD. We generally use

\footnote{Instead of the gradient and Jacobian, we use the partial derivative notations to make the equation less cluttered and clearer.}
Algorithm 1: Data verification

| input  | Noisy dataset $S_n$, clean dataset $S_c$ |
|-------|-------------------------------------|
| output| Soft inclusion parameters $\alpha$ |

$\alpha \leftarrow 1$;

repeat $N_{\text{out}}$ times
  $\theta \leftarrow$ random initialization;
  $L_{\text{sum}} \leftarrow 0$;
  repeat $N_{\text{in}}$ times
    $L^0(\theta; S_n) \leftarrow \frac{1}{N} \sum_{n=1}^{N} \alpha_n l(x_n; \theta)$;
    $\theta \leftarrow \theta - \eta_{\text{in}} \nabla_\theta L^0(\theta; S_n)$;
    $L_{\text{sum}} \leftarrow L_{\text{sum}} + L(\theta; S_c)$;
  end repeat
  $\alpha \leftarrow \alpha - \eta_{\text{out}} \nabla_\alpha L_{\text{sum}}$;
  for $\alpha_i \in \alpha$ do
    if $\alpha_i < 0$ : $\alpha_i \leftarrow 0$;
    if $\alpha_i > 1$ : $\alpha_i \leftarrow 1$;
  end for
end repeat

Algorithm 2: Data verification with gradient truncation

| input  | Noisy dataset $S_n$, clean dataset $S_c$ |
|-------|-------------------------------------|
| output| Soft inclusion parameters $\alpha$ |

$\alpha \leftarrow 1$;

repeat $N_{\text{out}}$ times
  $\theta \leftarrow$ random initialization;
  $\delta \alpha \leftarrow 0$;
  repeat $N_{\text{in}}$ times
    $L^0(\theta; S_n) \leftarrow \frac{1}{N} \sum_{n=1}^{N} \alpha_n l(x_n; \theta)$;
    $\theta \leftarrow \theta - \eta_{\text{in}} \nabla_\theta L^0(\theta; S_n)$;
    $\delta \alpha \leftarrow \delta \alpha + \nabla_\alpha L(\theta; S_c)$;
  end repeat
  $\alpha \leftarrow \alpha - \eta_{\text{out}} \delta \alpha$;
  for $\alpha_i \in \alpha$ do
    if $\alpha_i < 0$ : $\alpha_i \leftarrow 0$;
    if $\alpha_i > 1$ : $\alpha_i \leftarrow 1$;
  end for
end repeat

There are a few optimization decisions that must be made in advance, such as how the neural network would be initialized for the inner-optimization process, how training examples are shuffled and which optimizer to be used. Furthermore, the computational complexity of the proposed approach is high considering the inner optimization procedure of the proposed approach needs to keep track of the $\alpha$ dependence during the training of a full neural network from scratch until a certain convergence criterion is met. We discuss here some of the decisions we make, and also describe how we alleviate the issue of computational complexity.

As described in the previous section, each step of the outer optimization loop starts with an untrained network and takes $N_{\text{in}}$ steps of the inner optimization loop. At this stage we are presented with a number of choices regarding the initialization of the network, minibatch sizes, whether or not to shuffle the training set for different inner loop epochs and others. Generally, these choices are made based on maximizing the performance of the trained network in the inner loop. Here we discuss the effect of these choices on the performance of the outer loop.

a. Parameter initialization We find that it is important to randomize the initial parameters $\theta^1$ of the network at the beginning of each inner loop optimization. The alternative, that is to start with the same initial parameters after each outer loop step, can lead to over-fitting the inclusion parameters $\alpha$ to a particular initialization. For example, in a classification problem, if the initial parameters are such that they favor a specific class, the $\alpha$ can converge to values which assign higher weights to examples of other classes in order to compensate for this initial bias.

b. Batch sizes and shuffling Shuffling the training examples and using smaller batch sizes are known to increase the generalization performance by increasing stochasticity during training [10, 15]. With regards to our algorithm, one might worry that using small batch sizes in the inner loop has the possible disadvantage of treating different training samples unequally, e.g. examples seen earlier might be seen as more or less important than ones seen later in an epoch. In practice, however, we find that in our examples, using smaller batch sizes leads to faster overall training times and shuffling leads to a small improvement in performance.

c. Truncated Backpropagation Keeping track of the full $\alpha$ dependence of the network parameters $\theta^t$ is both computationally expensive and memory hungry. In fact, in our current implementation in PyTorch, the memory requirement and computation requirement at time of this algorithm grow respectively linearly and quadratically in the number of inner loop steps. This makes dealing with large datasets and models difficult.

In order to deal with this problem, we implement a checkpointing scheme, analogous to truncated backpropagation through time, where we regularly truncate the dependence of the parameters $\theta^t$ on $\alpha$. In practice, at fixed epochs during the inner loop training, we compute the gradient of the validation loss up to this point with

---

4 https://pytorch.org/
respect to $\alpha$. Starting from the next epoch, treat the inner loop parameter $\theta^n$ as independent of both $\alpha$ and $\theta^i$ with $i < n$. Then, at the end of the inner loop training, we sum these gradients and perform the $\alpha$ update all at once (Alg. 2). This process has the benefit of greatly speeding up training and capping the memory consumption of inner-loop training. However, this truncation comes at the cost of losing the full dependence of $\theta$’s on the inclusion variables $\alpha$. In cases where it is possible to carry out our method without truncation, we see that implementing the truncation leads to longer training times and often worse final performance of the method. However, in many real-world scenarios, the application of our method without truncation would simply not be possible.

VI. EXPERIMENTS

In what follows we provide an empirical exploration of our methodology. We focus on three statistics regarding the correct detection of corrupt samples: precision, recall and F1 score. Low recall scores indicate the tendency for models to memorize corrupt data, and low precision scores indicate a method which designates many clean samples as corrupt. A good methodology would have both high precision and high recall scores which would lead to a high F1 score (geometric mean of precision and recall). We therefore use the F1 score as the deciding factor when comparing different methods.

A. Experiment 1: Concentric Spheres

The task in this experiment is binary classification on a dataset comprised of samples taken from two concentric $d$-dimensional spheres, respectively with radii 1 and 1.3 and carrying labels 0 and 1. While this is a small dataset which allows for rapid training and comparison, the non-linear nature of the decision boundary and the homology of the dataset make it a non-trivial problem. To simulate the presence of erroneous data, we flip the labels of a certain percentage of the samples as indicated below.

a. Setup For this experiment, we use a multi-layer perceptron (MLP) with one hidden layer of 1,000 rectified linear units (ReLU, [5]). We use binary cross entropy loss which acts on the output of the network after a sigmoid function. No explicit regulator is used in this experiment, however, in all relevant experiments the clean dataset $S_c$ is used for early stopping. In this experiment, we do not use gradient truncation. During training of this experiment we use full batch vanilla gradient descent on the network parameters $\theta$ in the inner loop (i.e. without momentum etc.). In the outer loop, we use Adam to optimize the inclusion parameters $\alpha$. The inner loop uses a fixed learning rate of 1.4 throughout training but we use a learning rate scheduler which starts at 0.2 and reduces the learning rate by a factor of 10 if the loss has not decreased in the last 15 steps. The inner optimization loop runs for 600 epochs of the data which translates to 600 $\theta$ optimization steps and the outer loop performs 250 $\alpha$ optimization steps. For the baseline methods, we use Adam optimizer for 200 epochs learning rate scheduler which starts at 0.01 and reduces the learning rate by a factor of 10 if the loss has not decreased in the last 15 steps.

We arrived at these hyperparameter values by fixing the learning rate schedule, scanning over a range of learning rates and training until convergence and picking the hyperparameters with the best performance for each method. We then repeat the experiment with these hyperparameters 20 times for each method and report the mean and standard error of the results. In general we find very little variability between different runs which leads to a small standard error in this experiment.

b. Results We first provide a visualization of our method and its main features by applying our methods to datasets defined in two dimensions (i.e. $d = 2$). Fig. 3 shows the data and the cleanup results (i.e. $S_n$ with samples determined to be erroneous removed) for a typical
configuration with the noisy set \( S_n \) comprised of 100 samples and 40% noise (top left). The clean set \( S_c \) includes 20 correctly labeled samples (top right).

Let us consider the results of each algorithm one by one. The \( S_n \) baseline (trained on \( S_n \) with \( S_c \) as validation set for early stopping), determines the mislabeled data as the samples that are in the minority in any local neighborhood (middle left). As expected, this method performs poorly in areas where the mislabeled data are more numerous. The \( S_c \) baseline (trained only on \( S_c \)) does slightly better in this example, but as seen in the figure, can misclassify in places where clean data is sparse (middle right).

Our first method CDGD\( _\alpha \) (bottom left) makes a few mistakes, despite outperforming the baselines. If we consider the locations where CDGD\( _\alpha \) includes mislabeled data, for example the orange dot on the left side of the inner circle, these are again areas where the clean dataset \( S_c \) is sparse.

Finally, in this case our second method CDGD\( _T \), performs the best without making any mistakes (bottom right). This is despite the fact that it uses a classifier trained on the output of the CDGD\( _\alpha \) method which include two mislabeled datapoints.\(^5\) However, because these mislabeled points are now in the minority, they do not adversely affect the final outcome of CDGD\( _T \). We can therefore think of CDGD\( _T \) as a smoothed out version of CDGD\( _\alpha \).

For the rest of this experiment, we take the noisy dataset \( S_n \) to be 1,000 randomly generated samples. We perform our experiment on a number of different configurations given by percentages of noisy samples in \( S_n \), dimensions of the sphere, and the number of samples in the clean dataset \( S_c \). In each configuration we train 20 models and report the mean and standard error of the precision, recall and F1 scores of correctly identifying the flipped training samples.

Fig. 4 gives the results for precision, recall and the F1 score for 15 and 80 dimensional spheres (bottom). In these plot, the line color indicates the method and the line style indicates the percentage of samples with flipped labels.

\(^5\) More precisely CDGD\( _T \) is trained on \( S_n \) with the \( \alpha \) coefficients taken into account, however, even though \( \alpha \) are continuous parameters between 0 and 1, after training they are often predominantly saturated toward either 0 or 1. In this case, of the 100 \( \alpha \)'s, only 4 take values not equal to 0 or 1 up to numerical precision. We can therefore think of CDGD\( _T \) as being effectively trained on the output of CDGD\( _\alpha \).

B. Experiment 2: MNIST and CIFAR-10

In this experiment we employ two popular machine learning benchmark datasets MNIST and CIFAR-10\(^8\) to test our methodology. We take the noisy dataset \( S_n \) to be the 50,000 training samples and flip 10 or 40 percent of
we shuffle the test set once and take the first 5,000 samples to be the validation set $S_c$. We repeat the experiment in each configuration 4 times and report the mean and standard error of the result.

a. Setup  Compared to the concentric sphere dataset, it is considerably more intensive computationally and memory wise to analyze the MNIST and especially the CIFAR-10 dataset. This is both because the input dimensions are higher and also in the case of CIFAR-10 we need a larger model. For these datasets we use a relatively small fully convolutional network comprised of 6 convolutional layers, and also resort to aggressive truncation which cuts off the gradient history of the $\alpha$ parameters after each epoch. With these considerations and also using half precision computation, we use the largest pyramid shape convolutional network that can be still fit on a GPU with 16GB of memory (Table I). In this model, the first 5 convolutional layers are followed by a dropout layer with $p = 0.2$. Apart from this no other regularization scheme is used. In this case, for the inner loop we use batch size 80 and train for 130 epochs with learning rate 0.12 and a learning rate schedule that reduces the learning rate by a factor of 10 if there is no decrease in the validation loss for 30 epochs. The outer loop learning rate is 0.05 with an Adam optimizer and 150 optimization steps and a scheduler which reduces the learning rate by 10 after a plateau in the loss of 20 optimization steps. The baseline methods similarly use batch size of 80 but with an Adam optimizer and learning rate 0.12.

b. Results The results for the MNIST and CIFAR-10 benchmarks are given in Fig. 5. We see that CDGD$_T$ performs the best in all scenarios, with a few exceptions where it matches the best performance within the margin of error. However, compared to the sphere results, we see a few major differences. First, the $S_n$ baseline performs significantly better in the MNIST and

---

**TABLE I.** Network structure for MNIST and CIFAR-10.

| Layer    | Channels | Kernels | Strides | Padding |
|----------|----------|---------|---------|---------|
| Convolution 48 | $5 \times 5$ | 2 | 1 |
| Convolution 64 | $3 \times 3$ | 2 | 1 |
| Convolution 96 | $3 \times 3$ | 1 | 0 |
| Convolution 128 | $3 \times 3$ | 2 | 1 |
| Convolution 168 | $3 \times 3$ | 1 | 0 |
| Convolution 10 | $3 \times 3$ | 2 | 1 |
| AvgPool |          |        |         |         |

---

6 Specifically, we take $y \rightarrow 9 - y$ for the flipped labels.
CIFAR-10 experiments. We suspect this is because the size and structure of the models, as well as the number of training samples are such that they do not easily allow the network to memorize the flipped labels. We expect that if we used a significantly larger network akin to the state-of-the-art models, the $S_n$ baseline method would suffer the same fate as before.\(^7\) Second, we see that the $S_c$ baseline model performs worse in the CIFAR-10 experiment compared to the cases of MNIST and sphere. This is most likely because the size of the $S_c$ is not large enough to sufficiently train a classification model on CIFAR-10. We also note that the method CDGD$\alpha$ performs poorly in low noise configurations on both MNIST and CIFAR-10 datasets.

The most challenging test, CIFAR-10 with 40% noise demonstrates the power of our method. Here, CDGD$T$ provides a relative improvement of about 25\% over the F1 score of the best baseline method.

VII. CONCLUSION

In this paper we introduced a new gradient descent based method for finding mislabeled or erroneous samples and discussed its place along the typical machine learning project workflow. The algorithm works by determining which of the samples in a noisy training set to keep and which to discard in order to optimize the performance of a small clean dataset. This procedure is made possible by generalizing the inclusion parameters to continuous variables and determining them via gradient descent.

We conducted an empirical study of the properties and performance of this new method under synthetic and real world datasets. In general, we find that compared to the $S_n$ and $S_c$ baselines, two commonly used methods which simply train a neural network on the entirety of the noisy or clean datasets respectively, our methods provide considerably better results. They are, however, considerably more resource intensive. We discussed various techniques including gradient truncation and checkpointing schemes which make it possible to work with larger models and datasets. Finally, we point out that it would be interesting to understand this approach more theoretically as an optimization on $S_c$ which is constrained by $S_n$.
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Appendix A: Threshold Dependence of CDGD$\alpha$

During the experiments in the main body of this paper we took the threshold parameter in the CDGD$\alpha$ method to be 0.5. Here, we provide the precision and recall curves for the selection of the threshold parameter. Fig. 6 shows the typical shape of these results, in this case for CIFAR-10 with 40% noise. In this example, the F1 score curve achieves its maximum at threshold value 0.54.

With respect to the determination of mislabeled data points, strictly speaking, only samples $x_i$ whose $\alpha_i$ is exactly equal to zero, are completely excluded from training. Because of this, we might be tempted to define the noisy samples as those which have $\alpha_i = 0$, i.e. set the threshold 0. However, in Fig. 6, we see that this value of the threshold in fact performs poorly.

---

\(^7\) In fact there are a number of works in the literature that show that large neural nets are expressive enough to memorize large datasets with completely randomized labels [21], making them unsuitable for the purposes of sample verification using the $S_n$ baseline.
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