Fully coupled drift-less forward and backward stochastic differential equations in a degenerate case

Takahiro Tsuchiya

Received: 23 January 2022 / Revised: 11 December 2022 / Accepted: 23 January 2023 / Published online: 2 February 2023

Abstract
Existence and uniqueness results of fully coupled forward stochastic differential equations without drifts and backward stochastic differential equations in a degenerate case are obtained for an arbitrarily large time duration.

Keywords  FBSDEs · Global solutions · Degenerate coefficients

Mathematics Subject Classification  60H10 · 60H30 · 35A02

1 Introduction

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and let $\{W(t)\}_{t \geq 0}$ be a $d$-dimensional Wiener process in this space. We denote the natural filtration of this Wiener process by $\mathcal{F}_t$. In this paper, we consider the following fully coupled forward-backward stochastic differential equation (FBSDE); for arbitrary fixed $(t, x) \in [0, T] \times \mathbb{R}^l$,

$$
\begin{cases}
X(r) = x + \int_t^r b(s, X(s), Y(s), Z(s)) \, ds + \int_t^r \sigma(s, X(s), Y(s), Z(s)) \, dW(s), \\
Y(r) = \varphi(X(T)) + \int_r^T f(s, X(s), Y(s), Z(s)) \, ds - \int_r^T Z(s) \, dW(s), & r \in [t, T].
\end{cases}
$$

(1)

where $(X, Y, Z)$ takes values in $\mathbb{R}^l \times \mathbb{R}^m \times \mathbb{R}^{m \times d}$, and $b$, and $\sigma$, and $f$ are mappings with appropriate dimensions which are, for each fixed $(s, X(s), Y(s), Z(s))$, $\mathcal{F}_s$-progressively measurable for $t \leq s \leq T$. We assume that they are Lipschitz with respect to the spatial variable $(x, y, z)$; $T > 0$ is an arbitrarily prescribed number and the time interval is called the time duration. We look for a triple of $\mathcal{F}_r$-adapted processes $(X(r), Y(r), Z(r))$ satisfying this equation (1).
It is known that for a sufficiently small duration, the local existence and uniqueness holds using a contraction map [1, 2] under a Lipschitz condition. Indeed, it was shown by Antonelli in [1] that the Lipschitz condition is not enough for the existence and uniqueness of FBSDE in an arbitrarily large time duration.

Therefore, it has made some significant progress in the fully coupled FBSDE in the difference viewpoints: a kind of four-steps scheme approach [7, 11], the method of continuation and a monotonicity condition, [5], [18] and [12]. Recently, a different approach have been proposed in [8] to study the decoupling field $u(t, x)$. They also pointed out one of the most important property that as the well-poshness of FBSDEs is essentially given by a so called Characteristic BSDE whose generator has at least quadratic growth in both $Y$ and $Z$.

In this paper, we present a probabilistic and an analytic method to treat the fully coupled forward drift-less and backward SDE with a degenerate case formally introduced as (A.3) in Assumption 2.1; for arbitrary fixed $(t, x) \in [0, T] \times \mathbb{R}^l$

$$\begin{cases}
X(r) = x + \int_t^r \sigma(s, X(s), Y(s), Z(s)) \, dW(s), \\
Y(r) = \varphi(X(T)) + \int_t^T f(s, X(s), Y(s), Z(s)) \, ds - \int_t^T Z(s) \, dW(s), \quad r \in [t, T].
\end{cases}$$

It provides that there exists a pair of spatial continuous function $(u, v)$ such that it is $(1/2)$-Hölder continuous with respect to the spatial variable and it is consistent with so called Backward Stochastic Riccati Equations. Furthermore, it satisfies

$$\sigma(s, X(s), Y(s), Z(s)) = \sigma(s, X(s), u(s, X(s)), v(s, X(s))), \quad t \leq s \leq T.$$  

Then, the forward SDE become a unique strong solution with the $(1/2)$-Hölder continuous diffusion coefficient which is critical condition in the sense of Yamada-Watanabe condition in [17] for one dimension.

The advantages of our method are as follows: (i) the assumptions are very simple and natural to verify and we can treat the case without a monotonicity condition. (ii) Many existing problems of FBSDE in mathematical finance and machine learning [4, 14] satisfy these assumptions. Furthermore, as a degenerate case is strongly related to vanishing gradient problem, the theoretical development have been expected. (iii) We do not need to impose the non degenerate condition on the diffusion term. This allows us to treat FBSDEs which the previous studies does not cover.

The paper is organized as follows. For preliminaries, we introduce necessary notations and assumptions in Sect. 2. In Sect. 3, we define an approximation process and introduce a pair. We show that the pair is uniformly equicontinuous and satisfies linear growth condition. Therefore, we can find a sub-sequence which uniformly converges. In Sect. 4, the uniform convergent property implies a stability problem of the forward SDEs. Then, we obtain the global solution as the convergence point. Independently, we set a Sect. 1. In this section, a necessary important estimation is shown. The transition function of SDE with uniformly bounded coefficients, has a uniformly equicontinuous for the time and space, which is obtained an analytical approach known as Calderón Zygmund lemma. In Lemma 5.1, we show a simple but convent inequality of the structure without the uniformly bounded assumption.
2 Preliminaries

Let $W$ be a standard Wiener process with values in $\mathbb{R}^d$ defined on some complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. $\{\mathcal{F}_t\}_{t \geq 0}$ is an argument of natural filtration of $W$ which satisfies usual condition. $\mathbb{R}^{m \times d}$ is identified with the space of real matrices with $m$ rows and $d$ columns.

For the following $| \cdot |$ will denote the usual Euclidean norm in any finite dimensional Euclidean space. Then, if $z \in \mathbb{R}^{m \times d}$, we have $|z|^2 = \text{trace}(zz^*)$.

For any real $l \in \mathbb{N}$ and $T > 0$, $\mathcal{F}^2(\mathbb{R}^l)$, denotes the set of $\mathbb{R}^l$-valued, adapted and cadlag process $\{X(t)\}_{t \in [0,T]}$ such that $\|X\| = \left\{ \mathbb{E}\left[ \sup_{0 \leq t \leq T} |X(t)|^2 \right] \right\}^{\frac{1}{2}} < +\infty$. A collection $\mathcal{H}^2(\mathbb{R}^{m \times d})$ denotes the set of (equivalent classes of) predictable processes $\{Z(t)\}_{t \in [0,T]}$ with values in $\mathbb{R}^{m \times d}$ such that $\|Z\| = \left\{ \mathbb{E}\left[ (\int_0^T |Z_r|^2 \, dr)^2 \right] \right\}^{\frac{1}{2}} < +\infty$. We write a Banach space $\mathcal{F}^2(\mathbb{R}^l) \times \mathcal{F}^2(\mathbb{R}^m) \times \mathcal{H}^2(\mathbb{R}^{m \times d}) \cong \mathcal{J}^2 \times \mathcal{J}^2 \times \mathcal{H}^2$ if there is no risk to confuse. For $(X, Y, Z) \in \mathcal{J}^2 \times \mathcal{J}^2 \times \mathcal{H}^2$, we note that

$$(X, Y, Z, W) : [0, T] \times \Omega \longrightarrow \mathbb{R}^l \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \times \mathbb{R}^d.$$

For $\forall t \in [0, T]$, $\forall (x, y, z) \in \mathbb{R}^l \times \mathbb{R}^m \times \mathbb{R}^{m \times d}$, we consider measurable functions $(x, y, z) \mapsto \sigma(t, x, y, z), (x, y, z) \mapsto f(t, x, y, z)$ and $x \mapsto \varphi(x)$. For any given initial distribution $\mu$, we suppose that it holds that

$$\int_{\mathbb{R}^l} \int_0^T |\sigma(s, x, \varphi(x), 0)|^2 + |\varphi(x)|^2 + |f(s, x, \varphi(x), 0)|^2 \, ds \, \mu(dx) < \infty.$$

Assumption 2.1 We say that Assumption 2.1 holds for $(\sigma, f, \varphi)$ if

(A.1) The functions $(x, y, z) \mapsto \sigma(t, x, y, z), (x, y, z) \mapsto f(t, x, y, z)$ and $x \mapsto \varphi(x)$ are infinitely differentiable with uniformly bounded derivatives.

(A.2) There exists a constant $\Lambda$ such that $\forall t \in [0, T], \forall (x, y, z) \in \mathbb{R}^l \times \mathbb{R}^m \times \mathbb{R}^{m \times d}$,

$$|\varphi(x + h) - \varphi(x)| \leq \Lambda|h|^{1/2},$$
$$|f(t, x + h, y, z) - f(t, x, y, z)| \leq \Lambda|h|^{1/2}, \quad h \in \mathbb{R}^l, \quad |h| > 1.$$

(A.3) The following set $Z_0$ is not empty set:

$$Z_0 := \left\{ x_0 \in \mathbb{R}^l : \sigma(s, x_0, \varphi(x_0), 0) = f(s, x_0, \varphi(x_0), 0) = 0, \quad s \in [0, T] \right\} \neq \emptyset.$$

For the functions $\sigma$ and $\varphi$, we denote

$$L_{\varphi, x} \triangleq \inf \left\{ L > 0 : \forall x_i \in \mathbb{R}^l (i = 1, 2), \quad |\varphi(x_1) - \varphi(x_2)| \leq L|x_1 - x_2| \right\},$$
$$L_{\sigma, z} \triangleq \inf \left\{ L > 0 : \forall (t, x, y, z_i) \in [0, T] \in \mathbb{R}^l \times \mathbb{R}^m \times \mathbb{R}^{m \times d} (i = 1, 2), \quad |\sigma(t, x, y, z_1) - \sigma(t, x, y, z_2)| \leq L|z_1 - z_2| \right\},$$
and $L_{\sigma,x}$, $L_{\sigma,y}$ are defined by the same manner.

**Remark 2.2** The condition (A.2) does not include the previous result in [16] in the case of one dimension.

### 2.1 Decoupled FBSDEs flow: $(X^{t,x}, Y^{t,x}, Z^{t,x})$

Let us assume (A.1) for measurable functions $(\sigma^*, f, \varphi)$, for each $t \in [0, T)$, $x \in \mathbb{R}^d$, we denote by $X^{t,x} = \{ X^{t,x}(r), t \leq r \leq T \}$ the unique strong solution of the following SDE:

$$
\begin{align*}
\frac{dX^{t,x}(u)}{dW(s)} &= \sigma^*(s, X^{t,x}(s)) dW(s), \quad t \leq s \leq T \\
X^{t,x}(t) &= x,
\end{align*}
$$

or, it is equivalent to

$$
X^{t,x}(r) = x + \int_r^T \sigma^*(s, X^{t,x}(s)) dW(s), \quad t \leq r \leq T.
$$

Moreover, the random field $\{ X^{t,x}(r); \quad 0 \leq t \leq r \leq T, \quad x \in \mathbb{R}^d \}$ has a version which is a.s. jointly continuous in $(t, r, x)$, together with its $x$ infinity partial derivatives, see e.g. [6].

For any $t \in [0, T)$ and $x \in \mathbb{R}^d$, let $(Y^{t,x}, Z^{t,x}) = \{ (Y^{t,x}(r), Z^{t,x}(r)); t \leq r \leq T \}$ denote the unique element of $\mathcal{S}^2 \times \mathcal{H}^2$ which solves the following BSDE: for all $t \leq r \leq T$,

$$
Y^{t,x}(r) = \varphi(X^{t,x}_T) + \int_r^T f(s, X^{t,x}(s), Y^{t,x}(s), Z^{t,x}(s)) ds - \int_r^T Z^{t,x}_s dW(s).
$$

In short, $(X^{t,x}, Y^{t,x}, Z^{t,x})$ is the unique solution to the decoupled FBSDE with the initial condition $X^{t,x}(t) = x$.

### 3 Continuity of decoupling fields

Let us explain briefly our idea. According to the proof of Lemma 2.5.15 in [3], if a strongly regular and deterministic decoupling field exists, it satisfies

$$
|u(t+h, x) - u(t, x)| \leq C \left( 1 + \mathbb{E} \left[ \sup_{t \leq s \leq t+h} |X^{t,x}(s)| \right] \right) |h|, \quad t, \ t+h \in [t, T].
$$

Moreover, there exists an example such that for $T > 1$,

$$
\lim_{t \downarrow T^{-1}} \mathbb{E} \left[ \sup_{t \leq s \leq t+h} |X^{t,x}(s)| \right] = \lim_{t \downarrow T^{-1}} L_{u(t, \cdot), x} = \infty,
$$

 Springer
and we will see at this example later in Remark 4.2. From the observation, we may say that the backward solution and the decoupling fields may be bounded by the forward process. Therefore, it leads to construct a forward process based approximation scheme as follows.

3.1 Construction of the scheme via \((u_n, v_n)\)

Under the condition that all coefficients are regular enough, we consider a solution of SDEs and then we introduce the corresponding solution of BSDEs. Thus, we obtain the solution to the decoupling FBSDEs. Thanks to [10], it leads a smooth solution to a corresponding semi-linear PDEs. We note that the proof is also applied to the situation \(m \geq 1\).

More precisely, we define as follows: Suppose (A.1) holds. We shall define for \((t, x) \in [0, T] \times \mathbb{R}^l\),

\[
\left( X_{0}^{t, x}(r), Y_{0}^{t, x}(r), Z_{0}^{t, x}(r) \right) = (x, \varphi(x), 0), \quad r \in [t, T],
\]

and

\[
u_0(t, x) = \varphi(x), \quad \nu_0(t, x) = 0, \quad (t, x) \in [0, T] \times \mathbb{R}^l.
\]

Then, we define the following approximation series, \(\Theta_{n-1}^{t, x} := (X_{n-1}^{t, x}, Y_{n-1}^{t, x}, Z_{n-1}^{t, x})\) for \((t, x, n) \in [0, T] \times \mathbb{R}^l \times \mathbb{N}\) such that it satisfies

\[
\begin{align*}
X_{n}^{t, x}(r) &= x + \int_t^r \sigma(s, X_{n}^{t, x}(s), u_{n-1}(r, X_{n}^{t, x}(s)), v_{n-1}(r, X_{n}^{t, x}(s))) \, dW(s) \\
Y_{n-1}^{t, x}(r) &= \varphi(X_{n-1}^{t, x}(T)) + \int_r^T f(s, X_{n-1}^{t, x}(s), Y_{n-1}^{t, x}(s), Z_{n-1}^{t, x}(s)) \, ds \\
&\quad - \int_r^T Z_{n-1}^{t, x} \, dW(s), \quad t \leq r \leq T,
\end{align*}
\]

where, \(u_{n-1}\) is a solution to a semi-linear parabolic PDE solution and it holds that

\[
Y_{n-1}^{t, x}(r) = u_{n-1}(r, X_{n-1}^{t, x}(r)), \quad Z_{n-1}^{t, x}(r) = v_{n-1}(r, X_{n-1}^{t, x}(r)), \quad (n, r) \in \mathbb{N} \times [t, T],
\]

where \(v_{n-1}(t, x) = \nabla_x u_{n-1}(t, x) \cdot \sigma(t, x, u_{n-1}(t, x), v_{n-1}(t, x))\) for all \((t, x) \in [0, T] \times \mathbb{R}^l\). For the detail, see Lemma 5.4. It is remarkable that generally we have

\[
Y_{n}^{t, x}(r) = u_{n}(r, X_{n}^{t, x}(r)) \neq u_{n}(r, X_{n+1}^{t, x}(r)), \quad Z_{n}^{t, x}(r) = v_{n}(r, X_{n}^{t, x}(r)) \neq v_{n}(r, X_{n+1}^{t, x}(r)).
\]
3.2 A priori estimation and degenerate condition

Firstly, we recall a priori estimate of BSDEs that the $H^2$-norm of the solution can be bounded by the final point and the random driver;

\[
\exists C > 0; \quad \mathbb{E} \left[ \int_0^T |Y_1(s) - Y_2(s)|^2 + |Z_1(s) - Z_2(s)|^2 ds \right] \\
\leq C \mathbb{E} \left[ \varphi (X_1(T)) - \varphi (X_2(T)) \right]^2 \\
+ \int_0^T |f(s, X_1(s), Y_2(s), Z_2(s)) - f(s, X_2(s), Y_2(s), Z_2(s))|^2 ds .
\]

This says that the squared norm of the difference of $(Y, Z)$ can be estimated by that of the forward process. Moreover, considering the super-linear growth of the characteristic BSDEs, we consider (A.2). This allows us to obtain a constant $C > 0$ such that

\[
\mathbb{E} \left[ |\varphi (X_1(T)) - \varphi (X_2(T))|^2 \right] \leq C \sup_{s \in [0, T]} \mathbb{E} \left[ |X_1(s) - X_2(s)| \right],
\]

\[
\mathbb{E} \left[ |f(s, X_1(s), Y_2(s), Z_2(s)) - f(s, X_2(s), Y_2(s), Z_2(s))|^2 \right] \leq C \sup_{s \in [0, T]} \mathbb{E} \left[ |X_1(s) - X_2(s)| \right].
\]

Again applying the exponential inequality, Lemma 5.1, we can estimate the above $L^1$-norm. Furthermore, we note that, as one may consider $L^p$-norm estimate, to best of our knowledge, it seems to be hard to estimate the backward as above except for $p = 1$.

Lemma 3.1 *(Equicontinuous $u_n$ with respect to spatial variables) Under (A.1) and (A.2), there exists a constant $C > 0$ such that for all $n \in \mathbb{N} \cup \{0\}$ satisfies*

\[
\sup_{n \in \mathbb{N}} \sup_{x \in \mathbb{R}^l} \sup_{0 \leq t \leq T} |u_n(t, x + h) - u_n(t, x)| \leq C|h|^{1/2} .
\]

**Proof** Let $n \in \mathbb{N} \cup \{0\}$. By the definition, we have $Y_{n, t}^{t, x}(r) = u_n(r, X_{n, t}^{t, x}(r))$ and it holds for any $(t, x) \in [0, T] \times \mathbb{R}^l$,

\[
Y_{n, t}^{t, x}(r) = Y_{n, t}^{t, x}(T) + \int_r^T f(s, \Theta_{n, t}^{t, x}(s)) ds - \int_r^T Z_{n, t}^{t, x}(s)dW(s), \quad t \leq r \leq T .
\]

It leads to

\[
\left\{ Y_{n, t}^{t, x}(r) + \int_r^T f(s, \Theta_{n, t}^{t, x}(s)) ds \right\}_{t \leq r \leq T} \]

\[\square\] Springer
is a martingale. Thus, we obtain

\[ u_n(t, x) = \mathbb{E} \left[ \varphi(X^t_n(T)) + \int_t^T f(s, \Theta^t_n(s)) \, ds \right], \quad (n, t, x) \in \mathbb{N} \times [0, T] \times \mathbb{R}^d. \]

Notify that for all \( (n, t, x) \in \mathbb{N} \times [0, T] \times \mathbb{R}^d \), it holds that

\[
\begin{align*}
&u_n(t, x + h) - u_n(t, x) \\
&= \mathbb{E} \left[ \varphi(X^t_{n+1}(T)) - \varphi(X^t_n(T)) + \int_t^T f(s, \Theta^t_{n+1}(s)) - f(s, \Theta^t_n(s)) \, ds \right]
\end{align*}
\]

Let us consider the driver term. It follows from the Lipschitz continuous (A.1) that

\[
\int_t^T \mathbb{E} \left[ |f(s, \Theta^t_{n+1}(s)) - f(s, \Theta^t_n(s))|^2 \right] \, ds \\
\leq C \int_t^T \mathbb{E} \left[ |Y^t_{n+1}(s) - Y^t_n(s)|^2 \right] \, ds + C \int_t^T \mathbb{E} \left[ |Z^t_{n+1}(s) - Z^t_n(s)|^2 \right] \, ds \\
+ C \int_t^T \mathbb{E} \left[ \left| f(s, X^t_{n+1}(s), Y^t_{n+1}(s), Z^t_{n+1}(s)) - f(s, X^t_n(s), Y^t_n(s), Z^t_n(s)) \right|^2 \right] \, ds
\]

As we have a dominated property formally provided by Lemma 5.6, it implies that there exists a constant \( C > 0 \) such that

\[
\int_t^T \mathbb{E} \left[ \left| \varphi(X^t_{n+1}(T)) - \varphi(X^t_n(T)) \right|^2 \right] \, ds \\
\leq C \mathbb{E} \left[ \left| \varphi(X^t_{n+1}(T)) - \varphi(X^t_n(T)) \right|^2 \right] \\
+ C \int_t^T \mathbb{E} \left[ \left| f(s, X^t_{n+1}(s), Y^t_{n+1}(s), Z^t_{n+1}(s)) - f(s, X^t_n(s), Y^t_n(s), Z^t_n(s)) \right|^2 \right] \, ds.
\]

From the squared condition (A.2) we can find some constant \( \Lambda > 0 \) such that

\[
\begin{align*}
&\mathbb{E} \left[ \left| \varphi(X^t_{n+1}(T)) - \varphi(X^t_n(T)) \right|^2 \right] \\
&+ \int_t^T \left| f(s, X^t_{n+1}(s), Y^t_{n+1}(s), Z^t_{n+1}(s)) - f(s, X^t_n(s), Y^t_n(s), Z^t_n(s)) \right|^2 \, ds \\
&\leq \Lambda \mathbb{E} \left[ \left| \varphi(X^t_{n+1}(T)) - \varphi(X^t_n(T)) \right|^2 \right] + \int_t^T \left| X^t_{n+1}(s) - X^t_n(s) \right| \, ds,
\end{align*}
\]

see also Remark 3.5. Thus, we have a constant \( C > 0 \) such that

\[
\begin{align*}
&\left| u_n(t, x + h) - u_n(t, x) \right|^2 \\
&\leq C \left\{ \mathbb{E} \left[ \left| X^t_{n+1}(T) - X^t_n(T) \right| \right] + \int_t^T \mathbb{E} \left[ \left| X^t_{n+1}(s) - X^t_n(s) \right| \right] \, ds \right\}.
\end{align*}
\]
Then, it follows from Lemma 5.1 that there exists a positive constant $C$ such that

$$
\sup_{x \in \mathbb{R}^l} \sup_{0 \leq t \leq T} \sup_{n \in \mathbb{N}} \mathbb{E}[|X_{n}^{t,x,h}(s) - X_{n}^{t,x}(s)|] \leq C|h|.
$$

Therefore, we conclude that $u_n$ is $(1/2)$-Holder continuous with respect to spatial variables.

### 3.3 How to estimate $v_n$

Roughly, $\{v_n\}$ is given by the following implicit functions; for any $n \in \mathbb{N}$,

$$
v_n(s, x) = (\nabla_x u_n(s, x)) \sigma(s, x, u_n(s, x), v_n(s, x)), \quad (s, x) \in [0, T] \times \mathbb{R}^l.
$$

Thus, it has already contained the information of the derivatives of the decoupling field. Therefore, if we consider the derivative with respect to the spatial variable, we need to compute the second derivative as $\nabla^2_x X_{n}^{t,x}$. It is generally hard since we have

$$
\nabla_x u_n = (1 - (\nabla_x u_n)(\nabla_x \sigma))^{-1} \left( \left( \nabla^2_x u_n \right) \sigma + \nabla_x u_n \nabla_x \sigma + (\nabla_x u_n)^2 \nabla_x \sigma \right).
$$

In this paper, we consider an alternative method as follows.

**Lemma 3.2** Under (A.1) and (A.2),

$$
\sup_{n \in \mathbb{N}} \sup_{x \in \mathbb{R}^l} \sup_{0 \leq t \leq T} |v_n(t, x + h) - v_n(t, x)| \leq C|h|^{1/2}.
$$

**Proof** Again, as we have a dominated property formally provided by Lemma 5.6, it implies that there exists a constant $C > 0$ such that

$$
\int_t^T \mathbb{E}\left[ \left| Z_{n}^{t,x+h}(s) - Z_{n}^{t,x}(s) \right|^2 \right] ds \\
\leq C \mathbb{E}\left[ \left| \varphi(X_{n}^{t,x+h}(T)) - \varphi(X_{n}^{t,x}(T)) \right|^2 \right] \\
+ C \int_t^T \mathbb{E}\left[ \left| f(s, X_{n}^{t,x+h}(s), Y_{n}^{t,x}(s), Z_{n}^{t,x}(s)) - f(s, X_{n}^{t,x}(s), Y_{n}^{t,x}(s), Z_{n}^{t,x}(s)) \right|^2 \right] ds.
$$

It follows from the same argument of Lemma 3.1 that

$$
\mathbb{E}\left[ \int_t^T \left| Z_{n}^{t,x+h}(s) - Z_{n}^{t,x}(s) \right|^2 ds \right] \leq \Lambda \mathbb{E}\int_t^T |X_{n}^{t,x+h}(s) - X_{n}^{t,x}(s)| ds.
$$

Therefore, we have for all $r \in [t, T]$, we have

$$
\mathbb{E}\left[ \int_t^r \left| Z_{n}^{t,x+h}(s) - Z_{n}^{t,x}(s) \right|^2 ds \right] \leq C(r - t)|h|, \quad h \in \mathbb{R}^l.
$$
Putting \( r = t + \epsilon \) for \( \epsilon > 0 \), we have

\[
\frac{1}{\epsilon} \mathbb{E} \left[ \int_t^{t+\epsilon} |Z_{n,t,x+h}^h(s) - Z_{n,t,x}^h(s)|^2 ds \right] \leq C|h|, \quad h \in \mathbb{R}^l.
\]

Letting \( \epsilon \to 0 \), we obtain that

\[
|v_n(t, x + h) - v_n(t, x)|^2 = \mathbb{E} \left[ |Z_{n,t,x+h}^h(t) - Z_{n,t,x}^h(t)|^2 \right] \leq C|h|, \quad h \in \mathbb{R}^l.
\]

### 3.4 Degenerate and uniformly linear growth

In order to select a sub-sequence of the series \((u_n, v_n)\), we need a linear growth condition independent of \( n \in \mathbb{N} \). Then, we consider a frozen solution such that for all \( t \in [0, T] \), it holds that for some \( x_0 \in \mathbb{R}^l \),

\[
\left( X_{n,t,x}^r, Y_{n,t,x}^r, Z_{n,t,x}^r \right) \equiv (x_0, \varphi(x_0), 0), \quad (n, r) \in \mathbb{N} \times [t, T].
\]

In fact, if we have the frozen solution, it holds that for any \( t \leq s \leq T \) it holds that

\[
\mathbb{E}[|X_{n,t,x}^r(s)|] \leq \mathbb{E}[|X_{n,t,x}^r(s) - x_0|] + |\varphi(x_0)| \leq |x - x_0| + |\varphi(x_0)|,
\]

where the last inequality is followed from an exponential inequality, Lemma 5.1. In fact, we provide the following lemma.

**Lemma 3.3** Suppose that (A.1) and ((A.3) hold. Then,

\[
\sup_{(n, t) \in \mathbb{N} \times [0, T]} \{|u_n(t, x_0) + v_n(t, x_0)| < \infty, \quad x_0 \in \mathbb{Z}_0.
\]

Moreover, if we have (A.2), we obtain

\[
\sup_{n \in \mathbb{N}} \sup_{0 \leq t \leq T} |u_n(t, x)| \leq C(1 + |x|), \\
\sup_{n \in \mathbb{N}} \sup_{0 \leq t \leq T} |v_n(t, x)| \leq C(1 + |x|), \quad x \in \mathbb{R}^l.
\]

**Proof** We shall show that for all \( t \in [0, T] \), it holds that

\[
\left( X_{n,t,x}^r, Y_{n,t,x}^r, Z_{n,t,x}^r \right) \equiv (x_0, \varphi(x_0), 0), \quad (n, r) \in \mathbb{N} \times [t, T].
\]

By the definition it holds when \( n = 1 \). Suppose that it holds for any fixed \( k \geq 1 \). Consider

\[
X_{k+1, t,x}^r = x + \int_t^r \sigma(s, X_{k+1, t,x}^r, \varphi(X_{k+1, t,x}^r), 0) dW(s).
\]
It follows from $x \in Z_0$ that $X_{k+1}^{t,x_0}(r) \equiv x_0$, and which implies $Z_{k+1}^{t,x_0}(r) \equiv 0$ for all $t \leq r \leq T$. Moreover, $Y_{k+1}^{t,x}$ is a solution to the ordinary differential equation,

$$Y_{k+1}^{t,x}(r) = \varphi(x) + \int_r^T f(s, x, Y_{k+1}^{t,x}(s), 0) \, ds, \quad r \in [t, T].$$

In particular, when $x = x_0$, $Y_{k+1}^{t,x}(r) = \varphi(x_0)$ holds for $t \leq r \leq T$. Thus, we conclude for any $t \geq 0$ and $(n, r) \in \mathbb{N} \times [t, T],

Y_n^{t,x_0}(r) = u_n(r, x_0) = \varphi(x_0), \quad Z_n^{t,x_0}(r) = v_n(r, x_0) = 0.

It follows that

$$\sup_{(n, t) \in \mathbb{N} \times [0, T]} \{ |u_n(t, x_0)| + |v_n(t, x_0)| \} < \infty.$$

\[\square\]

### 3.5 Markov property

The forward process is given by the diffusion process, thus it satisfies a Markov property. This is convenient to study the continuity with respect to time for the decoupling field.

**Lemma 3.4** Under (A.1), (A.2) and (A.3), it holds that

$$\sup_{(n, x) \in \mathbb{N} \times \mathbb{R}^l} \sup_{0 \leq t \leq T} \mathbb{E}|u_n(t + h, x) - u_n(t, x)| \leq C|h|^{1/2}.$$

**Proof** For any $(n, t, x) \in \mathbb{N} \times [0, T] \times \mathbb{R}^l$, we consider

$$u_n(t + h, x) - u_n(t, x) = \mathbb{E}\left[\varphi(X_n^{t+h,x}(T)) - \varphi(X_n^{t,x}(T)) + \int_{t+h}^T f(s, \Theta_n^{t+h,x}(s)) \, ds - \int_t^T f(s, \Theta_n^{t,x}(s)) \, ds\right]$$

$$= \mathbb{E}\left[\varphi(X_n^{t+h,x}(T)) - \varphi(X_n^{t,x}(T)) + \int_{t+h}^T f(s, \Theta_n^{t+h,x}(s)) \, ds - f(s, \Theta_n^{t,x}(s)) \, ds\right]$$

$$- \mathbb{E}\left[\int_t^{t+h} f(s, \Theta_n^{t,x}(s)) - f(s, \Theta_n^{t,x}(s)) \, ds + \int_t^{t+h} f(s, \Theta_n^{t,x}(s)) \, ds\right].$$

For the last integral term, we note that

$$\mathbb{E}\left[\int_t^{t+h} f(s, \Theta_n^{t,x}(s)) \, ds\right] = u_n(t, x_0) - \mathbb{E}[\varphi(X_n^{t,x}(t + h))] = 0.$$
Therefore, it follows from the same argument that there exists \( C > 0 \) such that for all \( t + h \leq r \leq T \),

\[
|u_n(t + h, x) - u_n(t, x)|^2 \leq C \left\{ \sup_{0 \leq r \leq T} \mathbb{E}[(X_{t+h}^n(r) - X_n^r(t,h,x))] + h \sup_{0 \leq r \leq T} \mathbb{E}[(X_n^r(r) - X_n^0(r))] \right\}.
\]

By the Markov property, it holds that for \( t + h \leq r \leq T \),

\[
X_n^r(t+h, y) = X_n^r(t+h), \quad y = X_n^r(t+h).
\]

Moreover, it follows from Lemma 5.1 that

\[
\mathbb{E} \left[ |X_n^{t+h, x}(r) - X_n^t(x)| \right] = \mathbb{E} \left[ \mathbb{E} \left[ |X_n^{t+h, x}(r) - X_n^{t+h, y}(r)| \right] \bigg| y = X_n^x(t+h) \right] \leq \sqrt{t} \mathbb{E} \left[ |X - X_n^x(t+h)| \right].
\]

It follows the linear growth property of \( \sigma \) from (A.1) that for any \( t \leq r \leq t + h \), we have

\[
\mathbb{E} \left[ |X_n^{t,0}(r)|^2 \right] \leq \mathbb{E} \left[ \int_t^r |\sigma(s, X_n^{t,0}(s), u_{n-1}(s, X_n^{t,0}(s)), v_{n-1}(s, X_n^{t,0}(s)))|^2 ds \right] \leq C|h| + C \mathbb{E} \left[ \int_t^r |X_n^{t,0}(s)|^2 + |u_{n-1}(s, X_n^{t,0}(s))|^2 + |v_{n-1}(s, X_n^{t,0}(s))|^2 ds \right].
\]

Notify that \( u_n \) and \( v_n \) are uniformly linear growth with respect to \( n \). Thus, we have a constant \( C > 0 \) such that

\[
\mathbb{E} \left[ \int_t^r |u_{n-1}(s, X_n^{t,0}(s))|^2 + |v_{n-1}(s, X_n^{t,0}(s))|^2 ds \right] \leq C \left\{ |h| + \mathbb{E} \left[ \int_t^r |X_n^{t,0}(s)|^2 ds \right] \right\}.
\]

It follows from the Gronwall inequality that there exists \( C > 0 \) such that

\[
\mathbb{E} \left[ |X_n^{t,0}(t+h)|^2 \right] \leq C|h|.
\]

Thus, we concludes that

\[
\sup_{0 \leq t \leq T} |u_n(t + h, x) - u_n(t, x)| \leq C|h|^{1/2}.
\]
Remark 3.5  (Uniformly bounded Lipschitz continuous) We note that Lipschitz continuous and uniformly bounded functions for spatial forward variable $x$ satisfies (A.2) since

$$|\varphi(x + h) - \varphi(x)| \leq \begin{cases} L_{\varphi,x} |h| \leq L_{\varphi,x} |h|^{1/2}, & |h| \leq 1, \\ 2\|\varphi\|_{\infty} \leq 2\|\varphi\|_{\infty} |h|^{1/2}, & |h| > 1. \end{cases}$$

where $\|\cdot\|_{\infty}$ stands for the sup-norm; $\|\varphi\|_{\infty} := \sup_{x \in \mathbb{R}^l} |\varphi(x)|$.

4 Global solutions

Gathering the above results, we shall show the existence and uniqueness of the global solution to the drift-less forward-backward SDEs (2).

Theorem 4.1  Suppose that Assumption (2.1) holds. Then, there exists a unique solution to the FBSDE (2). Moreover, when $l = 1$, the forward process $X$ is obtained in the sense of a strong solution.

Proof  It follows from Lemma 3.1 and 3.2 that there exists a subsequence $\{(u_{n(k)}, v_{n(k)})\}_{n \in \mathbb{N}}$ such that it converges a pair of spatial continuous functions, $(u, v)$;

$$\lim_{k \to \infty} \left( (u_{n(k)}, v_{n(k)})(s, x) - (u, v)(s, x) \right) = 0, \quad (s, x) \in [0, T] \times \mathbb{R}^l.$$ 

We note that as the closed interval $[0, T]$ is compact set, the above convergence holds uniformly with respect to time variable.

Since $(u_{n(k)}, v_{n(k)})$ is satisfies Lipschitz continuous with respect to spatial variables for all $k \in \mathbb{N}$ and $(u, v)$ is a continuous function on $(s, x)$, then there exists the corresponding weak solutions such that

$$X_{n(k)}(r) = x + \int_t^r \sigma_k(s, X_{n(k)}(s)) \, dW(s), \quad t \leq r \leq T,$$

$$X(r) = x + \int_t^r \sigma(s, X(s)) \, dW(s), \quad t \leq r \leq T,$$

where we denote $\sigma_k(s, x) = \sigma(s, x, u_{n(k)-1}(s, x), v_{n(k)-1}(s, x))$ and $\sigma(s, x) = \sigma(s, x, u(s, x), v(s, x))$ for $(s, x, k) \in [0, T] \times \mathbb{R}^l \times \mathbb{N}$. Note that the weak solution exists if the diffusion coefficient is continuous, see [13].

Next, we shall show that the series $\{X_{n(k)}\}$ converges to $X$ in $\mathcal{D}^2$. It follows from Lemma 3.1 and the point-wise convergence that it holds for all $(s, x, h) \in [0, T] \times \mathbb{R}^l \times \mathbb{R}^l$,

$$|u(s, x + h) - u(s, x)| \leq C|h|^{1/2},$$

$$|v(s, x + h) - v(s, x)| \leq C|h|^{1/2}.$$
Therefore, there exists a constant $C > 0$ such that for all $s \in [0, T]$, $x_1, x_2 \in \mathbb{R}^l$ and $k \in \mathbb{N}$ it holds that

$$|\sigma_k (s, x_1) - \sigma_k (s, x_2)|^2 \leq C \left( |x_1 - x_2|^2 + |x_1 - x_2| + \delta_k^2 (s, x_2) \right),$$

where we denote $\delta_k (s, x) = |(u_{n(k)}, v_{n(k)})(s, x) - (u, v)(s, x)|$ for $(k, s, x) \in \mathbb{N} \times [0, T] \times \mathbb{R}^l$.

It leads that there exists a constant $C > 0$ such that for all $t \leq r \leq T$ we have

$$\mathbb{E}[|X_{n(k)}(r) - X(r)|^2] \leq C \int_t^r \left( \mathbb{E}[|X_{n(k)}(s) - X(s)|^2] + \mathbb{E}[|X_{n(k)}(s) - X(s)|] + \mathbb{E}[\delta_k^2 (s, X(s))] \right) ds.$$

Since $\{|X_{n(k)}(u) - X(u)|\}_{u \in [t, T]}$ is a sub-martingale, it follows from Doob’s maximal inequality that there exists a positive constant $C$,

$$\mathbb{E}[\sup_{t \leq u \leq r} |X_{n(k)}(u) - X(u)|^2] \leq C \mathbb{E}[|X_{n(k)}(r) - X(r)|^2], \quad t \leq r \leq T.$$

Denoting $g_k (r) = \mathbb{E}[\sup_{t \leq u \leq r} |X_{n(k)}(u) - X(u)|^2]$ for $r \in [t, T]$ and Jensen’s inequality, we obtain a constant $C > 0$ such that

$$g_k (r) \leq C \int_t^r \left( g_k (s) + \sqrt{g_k (s)} + \mathbb{E}[\delta_k^2 (s, X(s))] \right) ds, \quad t \leq r \leq T, \quad k \in \mathbb{N}.$$

For all $L > 0$, we have that it holds for all $t \leq r \leq T$, $k \in \mathbb{N}$

$$g_k (r) e^{-CLr} \leq C \int_t^r \left( (1 - L)g_k (s) + \sqrt{g_k (s)} + \mathbb{E}[\delta_k^2 (s, X(s))] \right) e^{-CLs} ds.$$

Thus, putting $L > 1$, we obtain a constant $C > 0$ such that for all $t \leq r \leq T$, $k \in \mathbb{N}$,

$$g_k (r) \leq C \int_t^r \left( \sqrt{g_k (s)} + \mathbb{E}[\delta_k^2 (s, X(s))] \right) e^{CL(r-s)} ds.$$

Let us consider the series of function $\{g_k (r)\}_{k \in \mathbb{N}}$. It follows from Lemma 3.3 that for all $r \in [t, T]$ and $k \in \mathbb{N}$,

$$g_k (r) \leq \sup_{k \in \mathbb{N}} \mathbb{E} \left[ \sup_{t \leq r \leq T} |X_{n(k)}(r)|^2 \right] < \infty.$$

Therefore, applying the reverse Fatou’s lemma and putting $g (r) = \limsup_{k \to \infty} g_k (r)$ for $r \in [t, T]$ and we obtain the following inequality,

$$g (r) \leq C \int_t^r \sqrt{g (s)} ds, \quad r \in [t, T].$$
Thanks to the Osgood’s criterion that we have $g \equiv 0$. Therefore, we conclude

$$X_{n(k)} \xrightarrow{k \to \infty} \| \cdot \|_2 X.$$  

Furthermore, we obtain the convergence of the backward process:

$$(Y_{n(k)}, Z_{n(k)}) = (u_k(\cdot, X_{n(k)}), v_n(\cdot, X_{n(k)})) \xrightarrow{k \to \infty} (Y, Z) = (u(\cdot, X), v(\cdot, X)).$$  

As a map $s \mapsto v(s, x)$ for $x \in \mathbb{R}^l$ may be discontinuous, the set of the discontinuity points is at most countable. Thus, we have

$$\mathbb{P}\left(\lim_{k \to \infty} v_n(k)(s, X(s)) = v(s, X(s)), \quad t \leq s \leq T\right) = 1.$$  

Then, the pair $(X, Y, Z)$ satisfies the system of FBSDE (2). Finally, we obtain the existence of the solution of the FBSDE.

We shall show the uniqueness of the FBSDE. Let $(X, Y, Z)$ and $(X', Y', Z')$ be two solutions of the FBSDE. It follows from (A.1) and Lemma 5.6 that there exists a constant $C > 0$ such that we have

$$\mathbb{E}[|X(r) - X'(r)|^2] \leq C \int_t^r \mathbb{E}[|X(s) - X'(s)|^2] ds, \quad t \leq r \leq T.$$  

Moreover, applying Gronwall’s inequality and Doob’s maximal inequality, we obtain

$$\mathbb{E}\left[\sup_{t \leq u \leq r} |X(u) - X'(u)|^2\right] = 0.$$  

Applying Lemma 5.6 again, we obtain $Y = Y'$ and $Z = Z'$. Finally, we obtain the uniqueness and existence of the solution.

In particular, for one-dimensional case, the pathwise uniqueness is followed from Yamada-Watanabe theorem [17] that of the forward SDEs’s uniqueness with the $(1/2)$-Hölder continuous diffusion coefficients. Thus, we obtained the desired result. □

Remark 4.2 (Existence for ODEs and SDEs) Under the Lipschitz condition, the existence follows on the forward drift-less SDEs. For ODEs, there is an example such that no global solution exists:

$$\begin{cases} X(r) = x + \int_t^r L_{b, y} Y(s) ds + \int_t^r L_{\sigma, y} Y(s) dW(s) \\ Y(r) = X(T) - \int_t^r Z(s) dW(s), \quad r \in [t, T]. \end{cases}$$
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If $L_{b,y} = 1$, $L_{\sigma,y} = 0$ and $T > 1$ hold, then it has a local solution such that it can not be the global solution since

$$(X, Y, Z)(r) = \left( x + \frac{x(r-t)}{1-(T-t)}, \frac{x}{1-(T-t)}, 0 \right), \quad t \in (T-1, T].$$

The system (4) is equivalent to

$$\begin{cases} 
X(r) = x + \int_t^T Z(s) \text{d}W(s), \\
Y(r) = X(T) - \int_r^T Y(s) \text{d}s - \int_r^T Z(s) \text{d}W(s), \quad r \in [t, T]. 
\end{cases}$$

Therefore, for the above example, the unique and existence admits if and only if the initial values start only from zero; $x = 0 \iff Z_0 \neq \emptyset$.

If $L_{b,y} = 0$ and $L_{\sigma,y} = 1$ hold, it is a degenerate case;

$$\begin{cases} 
X(t) = x + \int_t^T Y(s) \text{d}W(s), \\
Y(t) = X(T) - \int_t^T Z(s) \text{d}W(s), \quad t \in [0, T]. 
\end{cases}$$

Our result shows that it has a solution, in fact it has the following expression,

$$X(t) = Y(t) = Z(t) = x \exp \left( \frac{1}{2} t - W(t) \right), \quad u(t, x) = x.$$

**Remark 4.3** (Comparing the condition: $L_{\sigma,z} L_{\varphi,x} \neq 1$) The uniqueness is a different problem for the diffusion non-degenerate coefficients. In fact, for arbitrary progressive measurable $\sigma_0$, let us consider one dimensional case such that

$$\begin{cases} 
X(t) = X(0) + (1 - L_{\sigma,z} L_{\varphi,x})^{-1} \int_0^t \sigma_0(s, \omega) \text{d}W(s) \\
Y(t) = L_{\varphi,x} \left\{ X(0) + (1 - L_{\sigma,z} L_{\varphi,x})^{-1} \int_0^t \sigma_0(s, \omega) \text{d}W(s) \right\} \\
Z(t) = L_{\sigma,z} x (1 - L_{\sigma,z} L_{\varphi,x})^{-1} \sigma_0(t, \omega), \quad t \in [0, T]. 
\end{cases}$$

Thus, the above $(X, Y, Z)$ solves the following FBSDE;

$$\begin{cases} 
X(t) = X(0) + \int_0^t [L_{\sigma,z} Z(s) + \sigma_0(s, \omega)] \text{d}W(s), \\
Y(t) = L_{\varphi,x} X(T)(\omega) - \int_t^T Z(s) \text{d}W(s). 
\end{cases}$$

Thus, this is well defined if and only if $L_{\sigma,z} L_{\varphi,x} \neq 1$ for non-degenerate $\sigma_0$. For degenerate case; $Z_0 \neq \emptyset \iff \sigma_0 \equiv 0$, the existence and uniqueness hold even if $L_{\sigma,z} L_{\varphi,x} = 1$. 

\(\square\) Springer
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Appendix

In this section, for a given \( \sigma \), and for any \((t, x) \in [0, T] \times \mathbb{R}^l\), let \( X^{t,x} = \{X^{t,x}(r)\}_{r \in [t, T]} \) be a solution to the equation,

\[
X(r) = x + \int_t^r \sigma_*(s, X(s)) \, dW(s), \quad t \leq r \leq T. \tag{5}
\]

Lemma 5.1 (Key lemma) Suppose that \( \sigma \) satisfy (A.1). Let \( X^{t,x} = \{X^{t,x}(r)\}_{r \in [t, T]} \) be a solution to the equation (5). Then, for all \( 0 \leq t \leq r \) and \( x, h \in \mathbb{R}^l \),

\[
\mathbb{E} \left[ \left| X^{t,x+h}(r) - X^{t,x}(r) \right| \right] \leq \sqrt{l} |h|.
\]

Proof For any fixed \((t, x) \in [0, T] \times \mathbb{R}^l\), we write for \( j = 1, 2, \ldots, l \), \( e_{(j)} = (0, \ldots, 0, 1, 0, \ldots, 0) \) and we set for any fixed \( \epsilon \in (-1, 1) \setminus \{0\} \), \( \delta \geq 0 \) and \( j = 1, 2, \ldots, l \),

\[
M^{\epsilon^{-1}\delta e_{(j)}}(r) = \epsilon^{-1} \left( X^{t,x+\delta e_{(j)}}(r) - X^{t,x}(r) \right), \quad r \in [t, T].
\]

Thus, we have

\[
M^{\epsilon^{-1}\delta e_{(j)}}(r) = \epsilon^{-1} \delta e_{(j)}
\]

\[
+ \sum_{k=1}^d \int_t^r \Sigma_{k,j}(s, X^{t,x+\delta e_{(j)}}(s), X^{t,x}(s)) \, M^{\epsilon^{-1}\delta e_{(j)}} \, dW_k(s)
\]

where \( \Sigma_{k,j} \) is a function such that for \( k = 1, \ldots, d \) and \( j = 1, \ldots, l \)

\[
\Sigma_{k,j}(s, a, b) = \int_0^1 (\nabla_x \sigma_*)_k(s, (1 - \theta)a + \theta b) \, d\theta, \quad (s, a, b) \in [0, T] \times \mathbb{R}^{2l},
\]

where \( (\nabla_x \sigma_*)_k \) stands for the \( k \)-component of the space derivative \( \sigma_* \). We note that

\[
\left\{ \left( X^{t,x+\delta e_{(j)}}(r), X^{t,x}(r), M^{\epsilon^{-1}\delta e_{(j)}}(r) \right) \right\}_{r \in [t, T]}
\]
is a solution to the SDE with Lipschitz continuous coefficient. In particular, when \( x = \delta = 0 \) it has the trivial solution, \( 0 \in \mathbb{R}^l \). It follows from the pathwise uniqueness that the \( l \)-dimensional process \( M^{\varepsilon^{-1}\delta e(j)} \) satisfies

\[
M^{\varepsilon^{-1}\delta e(j)} = (0, \ldots, 0, \varepsilon^{-1}\delta\mathcal{E}(X, j), 0, \ldots, 0),
\]

where we denote

\[
\begin{align*}
\mathcal{E}(X, j) &= \exp \left[ -\frac{1}{2} \int_t^r (\Sigma_{-j}(s), \Sigma_{-j}(s)) dS + \sum_{k=1}^d \int_t^r \Sigma_{k,j}(s)dW_k(s) \right].
\end{align*}
\]

In short, we conclude that for any \( x \in \mathbb{R}^l \) and \( \delta \geq 0 \), it holds

\[
\mathbb{E}(|X_{t,x+h}^r - X_{t,x}^r|) = \mathbb{E}(|\delta\mathcal{E}(X, j)|) = |\delta|, \quad j = 1, 2, \ldots, l.
\]

Moreover, for any \( h = (h_1, h_2, \ldots, h_l) \in \mathbb{R}^l \), it holds that

\[
x_{t,x+h}^r - x_{t,x}^r = (h_1\mathcal{E}(X, 1), h_2\mathcal{E}(X, 2), \ldots, h_l\mathcal{E}(X, l)).
\]

It leads that for any \( (t, x) \in [0, T] \times \mathbb{R}^l \), we have

\[
\begin{align*}
\mathbb{E}
\left[
\left|
X_{t,.x+h}^r - X_{t,.x}^r
\right|
\right]
&= \mathbb{E}
\left[
\left|
\sum_{j=1}^l |h_j|^2|\mathcal{E}(X, j)(r)|^2
\right|
\right]^{1/2} \\
&\leq \mathbb{E}
\left[
\sum_{j=1}^l |h_j||\mathcal{E}(X, j)(r)|
\right] = \sum_{j=1}^l |h_j|\mathbb{E}[|\mathcal{E}(X, j)(r)|] = \sum_{j=1}^l |h_j|.
\end{align*}
\]

The desired result is followed from the inequality,

\[
\sum_{j=1}^l |h_j| \leq \sqrt{l} \left( \sum_{j=1}^l |h_j|^2 \right)^{1/2}.
\]

\( \square \)

**Remark 5.2** This estimate holds for the \( L^1 \) but not \( L^2 \). In fact, we consider an exponential martingale;

\[
X(r) = x + \int_t^r L_{\sigma,x}X(s)dW(s) = x \exp \left( L_{\sigma,x}W(r) - \frac{1}{2} L_{\sigma,x}^2 r \right).
\]

Thus we have

\[
\mathbb{E}(|X_{t,.x+h}^r - X_{t,.x}^r|^p) = h^p \exp \left( \frac{1}{2} \left( p^2 - 1 \right) L_{\sigma,x}^2 r \right), \quad p > 0.
\]
From the observation, the above inequality is interesting itself.

**Remark 5.3** (Calderón Zygmund lemma) A key of the estimation is that of heat kernel, thus, which can be proven by a fundamental analytical approach known as Calderón Zygmund lemma. Moreover, the transition function of SDE, has a uniformly equicontinuous for the time and space if the coefficients satisfies a bounded condition see the book of [15, Theorem 7.2.4]. For one dimensional unbounded setting, a simple proof also given by [16].

**Dominated property and decoupling FBSDEs**

We note a relation between the decoupling expression and the non-linear Feynman-Kac formula. According to the result was given [10], the decoupling FBSDEs;

\[
\begin{align*}
X(r) &= X(t) + \int_t^r b(s, X(s)) \, ds + \int_t^r \sigma(s, X(s)) \, dW(s) \\
Y(r) &= \varphi(X(T)) + \int_r^T f(s, X(s), Y(s), Z(s)) \, ds - \int_r^T Z(s) \, dW(s), \quad r \in [t, T].
\end{align*}
\]

gives a expression such that there exists a pair of functions, \((u, v)\) satisfies

\[
Y(s) = u(s, X(s)), \quad Z(s) = \nabla_x u(s, X(s)) \cdot \sigma(s, X(s)), \quad s \in [0, T].
\]

Therefore, we obtain

**Lemma 5.4** Suppose that (A.1) holds. Then, there exists a series \((u_n, v_n)\) satisfying the equation (3) and it is uniquely determined for all \(n \in \mathbb{N}\).

**Proof** Firstly, for \((t, x) \in [0, T] \times \mathbb{R}^l\), we denote \(X^{t, x}(r) \equiv x\) for all \(t \leq r \leq T\). Thus, the (A.1) implies that \((Y_0, Z_0) \in \mathcal{H}^2 \times \mathcal{H}^2\) be a unique solution of BSDE such that

\[
Y_0(r) = \varphi(X_0(T)) + \int_r^T f(s, X_0(s), Y_0(s), Z_0(s)) \, ds - \int_r^T Z_0(s) \, ds, \quad t \leq r \leq T.
\]

Moreover, we have for all \((t, x) \in [0, T] \times \mathbb{R}^l\),

\[
Y_0(r) = \varphi(x), \quad Z_0(r) = 0, \quad t \leq r \leq T.
\]

Denoting \(u_0(t, x) = \varphi(x)\) and \(v_0(t, x) = 0\) for all \((t, x) \in [0, T] \times \mathbb{R}^l\), it follows from (A.1) again that there exists a unique strong solution to the following SDE,

\[
X_1(r) = x + \int_t^r \sigma(s, X_1(s), u_0(s, X_1(s)), v_0(s, X_1(s))) \, dW(s), \quad t \leq r \leq T.
\]

For \(k \in \mathbb{N}\), suppose that there exists a series of a pair of smooth functions \((u_{k-1}, v_{k-1})\) such that

\[
v_{k-1}(t, x) = (\nabla_x u_{k-1})(t, x) \cdot \sigma(t, x, u_{k-1}(t, x), v_{k-1}(t, x)), \quad (t, x) \in [0, T] \times \mathbb{R}^l.
\]
It induces the following decoupling FBSDE’s and it follows from [9] such that the solution \( \Theta_k^{t,x} \) exists uniquely:

\[
\begin{align*}
X_k(r) &= x + \int_r^t \sigma \left( s, X_k(s), u_{k-1}(s, X_k^t(s)), v_{k-1}(s, X_k^t(s)) \right) \, dW(s) \\
Y_k(r) &= \varphi(X_k(T)) + \int_r^T f \left( s, \Theta_k^{t,x}(s) \right) \, ds - \int_r^T Z_k(s) \, dW(s),
\end{align*}
\]

for any \((t, x) \in [0, T] \times \mathbb{R}^l\). Thanks to [10], there exists a semi-linear parabolic PDE solution \( u_k \) such that it satisfies for all \( t \leq r \leq T \),

\[
Y_k(r) = u_k(r, X_k(r)), \quad Z_k(r) = (\nabla_x u_k)(r, X_k(r)) \cdot (\nabla_x u_k)(r, \Theta_k^{t,x}(r)).
\]

In particular, putting \( v_k(t, x) \triangleq Z_k^{t,x}(t) \) we have

\[
v_k(t, x) = (\nabla_x u_k)(t, x) \cdot (t, x, u_k(t, x), v_k(t, x)), \quad (t, x) \in [0, T] \times \mathbb{R}^l.
\]

The smooth condition of the diffusion coefficient \( \sigma(s, x, u_k(s, x), v_k(s, x)) \) implies that there exists a strong unique solution in \( \mathcal{S}^2 \) such that

\[
X_{k+1}(r) = x + \int_t^r \sigma \left( s, X_{k+1}(s), u_k(s, X_{k+1}(s)), v_k(s, X_{k+1}(s)) \right) \, dW(s).
\]

Therefore, we obtain the desired result. \( \square \)

**Remark 5.5** The series of functions \( \{u_n\} \) and \( \{v_n\} \) is Lipschitz continuous for all \((t, n) \in [0, T] \times \mathbb{N}:\)

\[
\begin{align*}
|u_n(t, x+h) - u_n(t, x)| &\leq L_{u_n, x} |h|, \\
|v_n(t, x+h) - v_n(t, x)| &\leq L_{v_n, x} |h|, \quad (x, h) \in \mathbb{R}^l \times \mathbb{R}^l.
\end{align*}
\]

It stands for the construction of the scheme is easy but the problem is to select the convergence sequence if it exists.

The following dominated property is convenient.

**Lemma 5.6** (\( \overline{Y} \) dominated by \( \overline{X} \)) Suppose that \((X_i, Y_i, Z_i) \in \mathcal{S}^2 \times \mathcal{S}^2 \times \mathcal{H}^2 \) satisfies

\[
Y_i(r) = \varphi(X_i(T)) + \int_r^T f(s, X_i(s), Y_i(s), Z_i(s)) \, ds \\
- \int_r^T Z_i(s) \, dW(s), \quad r \in [t, T], \ i = 1, 2.
\]

Denote and write

\[(\overline{X}, \overline{Y}, \overline{Z}) \triangleq (X_1 - X_2, Y_1 - Y_2, Z_1 - Z_2).\]
For any $\epsilon \in (0, 1)$ we denote $L = (1 + 2L_{f,y} + \epsilon^{-1}) + (1 - \epsilon).$ Then, it holds that

$$
\mathbb{E} \left[ \left| \overline{Y}(t) \right|^2 e^{-Lt} \right] + (1 - \epsilon) \int_t^T \mathbb{E} \left[ \left( \left| \overline{Y}(s) \right|^2 + \left| Z(s) \right|^2 \right) e^{-Ls} \right] ds 
\leq \mathbb{E} \left[ \left| \delta_X \varphi(T) \right|^2 e^{-LT} \right] + \int_t^T \mathbb{E} \left[ \left| \delta_X f(s) \right|^2 e^{-Ls} \right] ds.
$$

where we define $\delta_X f(s) = f(s, X_1(s), Y_1(s), Z_1(s)) - f(s, X_2(s), Y_1(s), Z_1(s))$ and $\delta_X \varphi(T) \triangleq \varphi (X_1(T)) - \varphi (X_2(T)).$

**Proof** Applying the Itô formula to $\left| \overline{Y}(t) \right|^2 e^{-Lt}$ for some $L > 0,$ we have

$$
\left| \overline{Y}(t) \right|^2 e^{-Lt} + L \int_t^T \left| \overline{Y}(s) \right|^2 e^{-Ls} ds + \int_t^T \left| Z(s) \right|^2 e^{-Ls} ds
= \left| \delta_X \varphi(T) \right|^2 e^{-LT} + 2 \int_t^T \langle \overline{Y}(s), \overline{f}(s) \rangle e^{-Ls} ds - 2 \int_t^T e^{-Ls} \langle \overline{Y}(s), Z(s) dW(s) \rangle.
$$

where we define $\overline{f}(s) = f(s, X_1(s), Y_1(s), Z_1(s)) - f(s, X_2(s), Y_2(s), Z_2(s)).$ For arbitrary $\epsilon > 0,$ we have $2ab \leq \epsilon a^2 + \epsilon^{-1}b^2$ for all $a, b \geq 0$ holds, we have

$$
2 \left| \langle \overline{Y}(s), \overline{f}(s) \rangle \right| 
\leq 2 \left| \overline{Y}(s) \right| \left( \left| \delta_X f(s) \right| + L_{f,y} \left| \overline{Y}(s) \right| + L_{f,z} \left| Z(s) \right| \right) 
\leq \left| \delta_X f(s) \right|^2 + (1 + 2L_{f,y} + \epsilon^{-1}) \left| \overline{Y}(s) \right|^2 + \epsilon L_{f,z}^2 \left| Z(s) \right|^2.
$$

Since $\overline{Y}, Z$ is squared integrable, $\left\{ \int_r^T \langle \overline{Y}(s), Z(s) dW(s) \rangle \right\}_{r \in [t, T]}$ is martingale vanishing at $T.$ Therefore, we obtain

$$
\mathbb{E} \left[ \left| \overline{Y}(t) \right|^2 e^{-Lt} \right] + L \int_t^T \mathbb{E} \left[ \left| \overline{Y}(s) \right|^2 e^{-Ls} \right] ds + \int_t^T \mathbb{E} \left[ \left| Z(s) \right|^2 e^{-Ls} \right] ds 
\leq \mathbb{E} \left[ \left| \delta_X \varphi \right|^2 e^{-LT} \right] 
+ \int_t^T \mathbb{E} \left[ \left| \delta_X f(s) \right|^2 + (1 + 2L_{f,y} + \epsilon^{-1}) L_{f,y}^2 \left| \overline{Y}(s) \right|^2 + \epsilon L_{f,z}^2 \left| Z(s) \right|^2 \right] e^{-Ls} ds.
$$

where we write $\delta_X \varphi(T) \triangleq \varphi (X_1(T)) - \varphi (X_2(T)).$ Now, putting $L = (1 + 2L_{f,y} + \epsilon^{-1}) + (1 - \epsilon),$ we obtain

$$
\mathbb{E} \left[ \left| \overline{Y}(t) \right|^2 e^{-Lt} \right] + (1 - \epsilon) \int_t^T \mathbb{E} \left[ \left( \left| \overline{Y}(s) \right|^2 + \left| Z(s) \right|^2 \right) e^{-Ls} \right] ds 
\leq \mathbb{E} \left[ \left| \delta_X \varphi(T) \right|^2 e^{-LT} \right] + \int_t^T \mathbb{E} \left[ \left| \delta_X f(s) \right|^2 e^{-Ls} \right] ds.
$$

$\square$
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