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Abstract
We propose a simple formula for the coordinates of the vertices of the Stasheff polytope (associahedron) and we compare it to the permutohedron.

Introduction.

The Stasheff polytope $K^\ast$, also called associahedron, appeared in the sixties in the work of Jim Stasheff [St1] on the recognition of loop spaces. It is a convex polytope of dimension $n$ with one vertex for each planar binary tree with $n + 1$ leaves. There are various realizations of $K^\ast$ as a polytope in the literature (cf. [Lee, GKZ, T, St2, D, CFZ]). Here we propose a simple one which has the following advantages, on top of being simple:

– it respects the symmetry,
– it fits with the classical realization of the permutohedron $P^n$,
– the faces have simple equations.

To any planar binary tree we associate a point in the euclidean space by describing its coordinates (which are going to be positive integers) in terms of the structure of the tree. Explicitly the $i$th coordinate is the product of the number of leaves on the left and on the right side of the $i$th vertex. The main idea is to start with the permutohedron and to think of it as the truncation of the standard simplex by some hyperplanes. Truncating only by the admissible hyperplanes gives the Stasheff polytope. From the explicit equations of the facets of the permutohedron we compute the coordinates of the intersections of the admissible hyperplanes and find the result mentioned above.

Convention. In the euclidean space $\mathbb{R}^n$ the coordinates of a point are denoted $x_1, \ldots, x_n$. We denote by $H$ the affine hyperplane whose equation is: $\sum_{i=1}^{n} x_i = \frac{1}{2} n(n + 1)$. We adopt the notation $S(n) = \frac{1}{2} n(n + 1)$.

1. A simple realization of the Stasheff polytope

The *Stasheff polytope* $K^\ast$ of dimension $n$ (alias associahedron) is a finite cell complex whose $k$-cells are in bijection with the planar trees having $n - k + 1$ internal vertices and $n + 2$ leaves (so it is sometimes denoted $K_{n+2}$), cf. [St1].
Let $Y_n$ be the set of planar binary trees with $n + 1$ leaves:

$$
Y_0 = \{ | \} , \ Y_1 = \{ \yacute \} , \ Y_2 = \{ \yacute \acute \}, \ Y_3 = \{ \yacute \acute \acute , \yacute \acute \} .
$$

The integer $n$ is called the degree of $t \in Y_n$. We label the leaves of $t$ from left to right by $0, 1, \cdots$. Then we label the internal vertices by $1, 2, \cdots$. The $i$th vertex is the one which falls in between the leaves $i - 1$ and $i$. We denote by $a_i$, resp. $b_i$, the number of leaves on the left side, resp. right side, of the $i$th vertex. The product $a_i b_i$ is called the weight of the $i$th vertex. To the tree $t$ in $Y_n$ we associate the point $M(t) \in \mathbb{R}^n$ whose $i$th coordinate is the weight of the $i$th vertex:

$$
M(t) = (a_1 b_1, \cdots, a_i b_i, \cdots, a_n b_n) \in \mathbb{R}^n .
$$

For instance: $M(\yacute) = (1), \ M(\yacute \acute) = (1, 2), \ M(\yacute \acute \acute) = (2, 1), \ M(\yacute \acute \acute \acute) = (1, 2, 3), \ M(\yacute \acute \acute \acute \acute) = (1, 4, 1)$.

Observe that the weight of a vertex depends only on the subtree that it determines.

We will show in the next section that all the points $M(t) \in \mathbb{R}^n$ for $t \in Y_n$ lie in the affine hyperplane $H$. The main point of this paper is the following result.

**1.1 Theorem.** The convex hull of the points $M(t) \in \mathbb{R}^n$, for $t$ a planar binary tree with $n + 1$ leaves, is a realization of the Stasheff polytope $\mathcal{K}^{n-1}$ (alias associahedron) of dimension $n - 1$.

The proof will be given in the next section.

Let us recall the definition of the permutohedron (alias zylchgon). For any permutation $\sigma$ in the symmetric group $S_n$ acting on the set $\{1, \cdots, n\}$ let $M(\sigma) \in \mathbb{R}^n$ be the point with coordinates $M(\sigma) = (\sigma(1), \cdots, \sigma(n))$. By definition the permutohedron $\mathcal{P}^{n-1}$ is the convex hull of the $n!$ points $M(\sigma)$. Observe that the sum of the $n$ coordinates of $M(\sigma)$ is $S(n)$, hence all the points $M(\sigma)$ lie in the affine hyperplane $H$.

Under interpreting a permutation as a planar binary tree with levels (cf. for instance [LR]), and then forgetting the levels, one gets a well-defined map

$$
\psi : S_n \rightarrow Y_n .
$$

For instance $\psi(1 \, 2 \, 3) = \yacute \acute \acute , \ \psi(1 \, 3 \, 2) = \psi(2 \, 3 \, 1) = \yacute \acute \acute \acute \acute .

**1.2 Proposition.** The Stasheff polytope $\mathcal{K}^{n-1}$ as defined above contains the permutohedron $\mathcal{P}^{n-1}$ and, for $\sigma \in S_n$ and $t \in Y_n$, the following are equivalent:
(a) $M(\sigma) = M(t)$,
(b) $\psi^{-1}(t) = \{\sigma\}$,
(c) $\psi(\sigma) = t$ and for all $i$ either $a_i = 1$ or $b_i = 1$,
(d) $\psi(\sigma) = t$ and the permutation $\sigma$ has the following property: either $\sigma(1) = n$ or $\sigma(n) = n$ and the remaining permutation $\sigma' \in S_{n-1}$, obtained by deleting $n$, satisfies the same property (ad libitum).

The proof will be given in the next section. Observe that, as a consequence, there are $2^{n-1}$ points which are both vertices of $K^{n-1}$ and of $P^{n-1}$.

**Example.** For $n = 3$, the common vertices are the points corresponding to the permutations $(1 \ 2 \ 3), (2 \ 1 \ 3), (3 \ 1 \ 2), (3 \ 2 \ 1)$. For $n = 4$ we get $(1 \ 2 \ 3 \ 4), (2 \ 1 \ 3 \ 4), (3 \ 1 \ 2 \ 4), (3 \ 2 \ 1 \ 4), (4 \ 1 \ 2 \ 3), (4 \ 2 \ 1 \ 3), (4 \ 3 \ 1 \ 2), (4 \ 3 \ 2 \ 1)$.

2. **Equation for the facets of the permutohedron and of the Stasheff polytope**

The permutohedron can be obtained by truncating the standard simplex along some hyperplanes, one per each cell of $\Delta^{n-1}$ (except the big cell). Truncating only along “admissible” ones gives the Stasheff polytope (cf. [St2]). We give the explicit equations of these hyperplanes. As a consequence we get the results announced in the first section.

2.1 **Shuffles and hyperplanes.** The intersection of the hyperplane $H$ with the quadrant $\{(x_1, \ldots, x_n) \mid x_i \geq 0 \text{ for all } i\}$ is (homothetic to) the standard simplex $\Delta^{n-1}$. We still call this intersection the standard simplex.

The $(k-1)$-cells of $\Delta^{n-1}$, for $k = 1, \ldots, n-1$, are indexed by the $(k, n-k)$-shuffles of $(1, \ldots, n)$, i.e. the partitions $\omega = (\omega_1 \cdots \omega_k | \omega_{k+1} \cdots \omega_n)$ of $\{1, \ldots, n\}$ into 2 nonempty subsets. Two partitions $\omega$ and $\omega'$ are the same if they differ only by the order of the integers in each subset. It is sometimes necessary to take a representative, in which case we will assume that $\omega_1 < \cdots < \omega_k$ and $\omega_{k+1} < \cdots < \omega_n$. We denote by $\bar{\omega}$ the dual cell, i.e $\bar{\omega} = (\omega_{k+1} \cdots \omega_n | \omega_1 \cdots \omega_k)$.

We associate to the shuffle $\omega = (\omega_1 \cdots \omega_k | \omega_{k+1} \cdots \omega_n)$ the polynomial

$$p_\omega(x_1, \ldots, x_n) := (n-k)(x_{\omega_1} + \cdots + x_{\omega_k}) - k(x_{\omega_{k+1}} + \cdots + x_{\omega_n}) + \frac{1}{2}nk(n-k),$$

and the hyperplane $H_\omega$ defined by $p_\omega(x_1, \ldots, x_n) = 0$. Observe that $H_\omega$ and $H_{\bar{\omega}}$ are parallel.

2.2 **Recall on the permutohedron.** For any $\sigma \in S_n$ the point $M(\sigma)$ lies in the affine hyperplane $H$. The $k$-cells of the permutohedron $P^{n-1}$ can be
indexed by the partitions of \(\{1, \cdots, n\}\) into \(n-k\) subsets. In particular the facet indexed by the shuffle \(\omega\) lies in the hyperplane \(H_\omega\). The 0-cells, that is the vertices \(M(\sigma)\), are indexed by the partitions \(\omega(\sigma)\) with \(n\) subsets.

The relationship with the permutations is given by

\[
\omega(\sigma) = \sigma^{-1}.
\]

The vertex \(M(\sigma) = (x_1, \ldots, x_n)\) lies in the hyperplane \(H_\omega\) if and only if the partition \(\omega(\sigma)\) is a refinement of \(\omega\). Indeed, if it is so, then \(\{x_{\omega_1}, \cdots, x_{\omega_k}\} = \{1, \cdots, k\}\) and \(x_{\omega_1} + \cdots + x_{\omega_k} = S(k)\). It also implies \(x_{\omega_{k+1}} + \cdots + x_{\omega_n} = S(n) - S(k)\) and therefore \(p_\omega(M) = 0\). Observe that if \(\omega(\sigma)\) is not a refinement of \(\omega\), then \(p_\omega(M) > 0\).

In conclusion, the permutohedron \(P^{n-1}\) is the truncation of the standard simplex lying in \(H\) by the hyperplanes \(H_\omega\) for all shuffles \(\omega\).

**Example:** \(n = 3\).

\[
\begin{array}{c}
\begin{tikzpicture}

\node at (0,0) {0};
\node at (1,0) {1};
\node at (2,0) {2};
\node at (1,-1) {1};
\node at (2,-1) {2};
\node at (1,-2) {3};

\path (0) edge (1);
\path (0) edge (2);
\path (1) edge (2);
\path (1) edge (1-1);
\path (2) edge (1-1);
\path (2) edge (2-1);
\path (1-1) edge (1);
\path (2-1) edge (2);
\path (1) edge (1-1);
\path (2) edge (2-1);
\path (1-1) edge (2-1);
\end{tikzpicture}
\end{array}
\]

\[
M(1|2|3) = (1, 2, 3), \ M(2|1|3) = (2, 1, 3), \ M(2|3|1) = (3, 1, 2),
\]
\[
M(3|2|1) = (3, 2, 1), \ M(3|1|2) = (2, 3, 1), \ M(1|3|2) = (1, 3, 2).
\]

**2.3 Planar trees and admissible shuffles.** We denote by \(T_n\) the set of planar trees with \(n + 1\) leaves, \(n \geq 0\) (and one root) such that the valence of each internal vertex is at least 2. Here are the first of them:

\[
T_0 = \{\}\, , \quad T_1 = \{\begin{array}{c} \end{array}\} \, , \quad T_2 = \{\begin{array}{c} \end{array}\}
\]
\[
T_3 = \{\begin{array}{c} \end{array}\} \, .
\]
The integer \( n \) is called the degree of \( t \in T_n \). The set \( T_n \) is the disjoint union of the sets \( T_{n,k} \) made of the planar trees which have \( n - k + 1 \) internal vertices. For instance \( T_{n,1} = Y_n \) since it is made of the planar binary trees. On the other extreme the set \( T_{n,n} \) has only one element, which is the planar tree with one vertex. It is sometimes called a corolla. So we have

\[
T_n = T_{n,1} \cup \cdots \cup T_{n,n}.
\]

A tree \( t \) is called a refinement of the tree \( t' \) if \( t' \) can be obtained from \( t \) by contracting to a point some of the internal edges. So any tree is a refinement of the corolla. Any tree in \( T_{n,n-1} \) is of the form

\[
y(r,k) = \begin{array}{cccc}
0 & \ldots & r-1 & r \\
& \ldots & \ldots & \ldots \\
& & \ldots & r+k \\
& & & \ldots \\
& & & r+k+1 \\
& & & \ldots \\
& & & n
\end{array}
\]

Observe that, once \( n \) is fixed, it is completely determined by \( r \) and \( k \), whence the notation \( y(r,k) \). We associate to it the shuffle \( \omega(y(r,k)) = (r + 1 \ r + 2 \ \cdots \ r + k \ | \ \cdots ) \).

A shuffle \( \omega = (\omega_1 \cdots \omega_k | \omega_{k+1} \cdots \omega_n) \) such that \( \omega_1 < \cdots < \omega_k \) and \( \omega_{k+1} < \cdots < \omega_n \) is called admissible if the first part is a sequence of consecutive integers, i.e. if \( \omega \) is of the form \( (r + 1 \ r + 2 \ \cdots \ r + k \ | \ \cdots ) \). Observe that there is a bijection between the admissible shuffles and the planar tree with 2 internal vertices. We denote by \( \omega(t) \) the partition associated to \( t \).

2.4 Recall on the Stasheff polytope. It is shown in [St2, Appendix] that the Stasheff polytope can be obtained from the standard simplex by truncating along the hyperplanes corresponding to the admissible shuffles. We will show that the points \( M(t) \) defined in section 1 are indeed the vertices of the polytope in \( H \) defined by the equations \( p_\omega(M) \geq 0 \) for \( \omega \) an admissible shuffle.

2.5 Lemma. For any tree \( t \in Y_n \) the coordinates of the point \( M(t) = (x_1, \ldots, x_n) \in \mathbb{R}^n \) satisfy the relation \( \sum_{i=1}^{i=n} x_i = \frac{1}{2}n(n + 1) \). Hence one has \( M(t) \in H \).
Proof. Any planar binary tree \( t \) in \( Y_n, n \geq 1 \), is the grafting of its left part \( t^l \) and its right part \( t^r \) (cf. [LR]), so \( t = t^l \lor t^r \). For instance \( \bigvee = | \lor | \). It follows from the definition of \( M(t) \) that

\[
M(t) = (M(t^l), pq, M(t^r))
\]

where \( p \) is the number of leaves of \( t^l \) and \( q \) is the number of leaves of \( t^r \) (we initialize with \( M(\emptyset) = \emptyset \)). For \( M = (x_1, \cdots, x_n) \in \mathbb{R}^n \), let \( \phi(M) := x_1 + \cdots + x_n \). We have \( \phi(M(1^n)) = 1 \) since \( M(1^n) = (1) \). Suppose, by induction, that, \( \phi(M(t)) = \frac{1}{2}k(k+1) \) for any \( t \in Y_k, k < n \). Then, for \( t \in Y_n \), we get \( \phi(M(t)) = \phi(M(t^l)) + pq + \phi(M(t^r)) \). By induction \( \phi(M(t^l)) = \frac{1}{2}(p-1)p \) and \( \phi(M(t^r)) = \frac{1}{2}(q-1)q \). Hence we get

\[
\phi(M(t)) = \frac{1}{2}(p-1)p + pq + \frac{1}{2}(q-1)q \\
= \frac{1}{2}(p^2 + 2pq + q^2 - p - q) \\
= \frac{1}{2}(n+1)n
\]

since \( n+1 = p+q \). Hence we have proved that \( M(t) \) belongs to the affine hyperplane \( H \) of \( \mathbb{R}^n \). \( \square \)

2.6 Proposition. Let \( \omega \) be an admissible shuffle. For any tree \( t \in Y_n \), the point \( M(t) \) lies in \( H_\omega \) if and only if the partition \( \omega(t) \) is a refinement of \( \omega \). If not, then \( p_\omega(M(t)) > 0 \).

Proof. Let \( y(r,k) \) be the tree corresponding to \( \omega \). When \( \omega(t) \) is a refinement of \( \omega \), \( t \) is a planar binary tree such that by contracting some internal edges we can obtain the tree \( y(r,k) \) with one internal edge. Let \( (x_1, \cdots, x_n) \) be the coordinates of \( M(t) \). From the structure of \( t \) it follows that the subtree which contains the leaves number \( r \) to \( r+k \) is a tree of degree \( k \) (its root becomes the only internal edge of \( y(r,k) \)). Hence we get \( x_{r+1} + x_{r+2} + \cdots + x_{r+k} = S(k) \). Since \( \sum_{i=1}^{i=n} x_i = S(n) \), we get

\[
\sum_{i=1}^{i=r} x_i + \sum_{i=r+k+1}^{i=n} x_i = S(n) - S(k).
\]

We already know that \( M(t) \in H \) by Lemma 2.5. The conclusion \( M(t) \in H_\omega \) follows from the following computation:

\[
p_\omega(M) = (n-k)S(k) - k(S(n) - S(k)) + \frac{1}{2}nk(n-k) \\
= nS(k) - kS(n) + \frac{1}{2}nk(n-k) \\
= \frac{1}{2}nk(k+1 - n - 1 + n - k) \\
= 0.
\]
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If \( \omega(t) \) is not a refinement of \( \omega \), then one of the values of \( x_{r+1} + x_{r+2} + \cdots + x_{r+k} \) is at least \( 1 \times (k + 1) = k + 1 \) and the sum of the others is at least \( S(k - 1) \). Hence \( \sum_{i=r+1}^{n} x_i \geq S(k - 1) + k + 1 > S(k) \). Since \( \sum_{i=1}^{n} x_i = S(n) \), we get \( p_{\omega}(M(t)) > 0 \).

**Proof of Theorem 1.1.** Since the Stasheff polytope is the truncation of the standard simplex by the hyperplanes corresponding to the admissible shuffles, the vertex corresponding to the tree \( t \) is the intersection of the hyperplanes \( H, \mathcal{H}_{\omega_1}, \cdots, \mathcal{H}_{\omega_{n-1}} \), where \( \omega_1, \cdots, \omega_{n-1} \) are the admissible shuffles corresponding to the trees with 2 vertices which admit \( t \) as a refinement. In order to show that the convex hull of the points \( M(t) \) is a realization of the Stasheff polytope, it is sufficient to show that

\[
H \cap \mathcal{H}_{\omega_1} \cap \cdots \cap \mathcal{H}_{\omega_{n-1}} = \{ M(t) \}.
\]

Since we know that this intersection is a point, it is sufficient to prove that \( M(t) \) lies in each hyperplane. For \( H \) this is Lemma 2.5. For \( \mathcal{H}_{\omega_i} \) this is Proposition 2.6 and we are done. \( \Box \)

**Example:** \( n = 3 \).

\[
\begin{array}{c}
\mathcal{H}_{01,2} \\
\mathcal{H}_{01,2} \quad 213 \quad 123 \\
\mathcal{H}_{01,2} \quad \mathcal{H}_{1,02} \\
\mathcal{H}_{2,01} \quad 312 \quad \mathcal{K}^2 \\
\mathcal{H}_{12,0} \quad 321 \quad 141 \\
\mathcal{H}_{12,0} \quad \mathcal{H}_{01,2}
\end{array}
\]

\[
M(\left< 1, 2, 3 \right>) = (1, 2, 3), \quad M(\left< 2, 1, 3 \right>) = (2, 1, 3), \quad M(\left< 3, 1, 2 \right>) = (3, 1, 2), \\
M(\left< 3, 2, 1 \right>) = (3, 2, 1), \quad M(\left< 1, 4, 1 \right>) = (1, 4, 1).
\]

**Proof of Proposition 1.2.** Recall that the surjective map \( \psi : S_n \rightarrow Y_n \) is defined by using the interpretation of the permutations as planar binary trees *with levels*, cf. [L-R]. In a tree with levels each internal vertex has a level (ranging from 1 to \( n \)), and there is only one vertex per level. The
permutation is obtained by taking $\sigma(i) =$ the level of the $i$th vertex. For instance

\[
\begin{array}{c}
\begin{array}{c}
\text{...}
\end{array}
\begin{array}{c}
\downarrow
\end{array}
\begin{array}{c}
1
\end{array}
\begin{array}{c}
\text{...}
\end{array}
\begin{array}{c}
\downarrow
\end{array}
\begin{array}{c}
2
\end{array}
\begin{array}{c}
\text{...}
\end{array}
\begin{array}{c}
\downarrow
\end{array}
\begin{array}{c}
3
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{...}
\end{array}
\begin{array}{c}
\downarrow
\end{array}
\begin{array}{c}
1
\end{array}
\begin{array}{c}
\text{...}
\end{array}
\begin{array}{c}
\downarrow
\end{array}
\begin{array}{c}
2
\end{array}
\begin{array}{c}
\text{...}
\end{array}
\begin{array}{c}
\downarrow
\end{array}
\begin{array}{c}
3
\end{array}
\end{array}
\end{array}
\]

(a) $\Rightarrow$ (b) Since all the points $M(\sigma)$ are distinct, the equality $M(\sigma) = M(t)$ implies that, for a fixed $t$, there is only one $\sigma$ such that $\psi(\sigma) = t$.

(b) $\Rightarrow$ (c) The equality $\psi(\sigma) = t$ is clear from the assumption. If some internal vertex of $t$ has several leaves on both sides, then there are several ways of lifting it as a leveled tree.

(c) $\Rightarrow$ (d) The root vertex has either $a_i = 1$ or $b_i = 1$. In the first case, it means that $i = 1$ and the permutation is of the form $(n \cdots)$. In the second case it means that $i = n$ and the permutation is of the form $(\cdots n)$. And so on.

(d) $\Rightarrow$ (a) Let $\sigma$ be a permutation as described in condition (d). Then the $i$th vertex of the associated tree has one leaf on one side and has $\sigma(i) =$ the degree of the subtree it generates) leaves on the other side. Hence the weight of the $i$th vertex is $1 \times \sigma(i) = \sigma(i)$. It follows that $M(\sigma) = M(t)$.

2.7 The cube. There is a family of cubes $C^n$ which fits nicely with the families of Stasheff polytopes and permutohedrons. It is defined as follows.

The convex polytope $C^{n-1}$ is defined in $H$ by the equations $p_\omega(M) \geq 0$ for $\omega = (1 2 \cdots i| i+1 \cdots n)$ and $\omega = (i+1 \cdots n| 1 2 \cdots i)$, $i$ ranging from 0 to $n-1$. So the facets of $C^{n-1}$ are in the hyperplanes

$$
H_{1,2 \cdots n}, H_{12,3 \cdots n}, \cdots, H_{1 \cdots n-1,n},
$$

and

$$
H_{2 \cdots n,1}, H_{3 \cdots n,12}, \cdots, H_{n,1 \cdots n-1}.
$$

Let us introduce the set $Q_n := \{0,1\}^{n-1}$ and the map $\phi : Y_n \to Q_n$ given by $\phi(t) = (\epsilon_1, \cdots, \epsilon_{n-1})$ where $\epsilon_i = 0$ (resp. $\epsilon_i = 1$) if the $i$th leaf of $t$ is pointing to the left (resp. to the right) (cf. [LR]). We code the vertices of the cube by the elements of $Q_n$. With the definition given above for $C^{n-1}$, the coordinates of the vertex $M(\epsilon) = (x_1, \ldots, x_n)$ for $\epsilon = (\epsilon_1, \ldots, \epsilon_{n-1}) \in Q_n$ are

$$
x_i = i - \epsilon_{i-1}(n-i+1)(i-1) + \epsilon_i(n-i)(i), \quad \text{for } i = 1, \cdots, n.
$$

Example: $n = 3$. 
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One can check that $C^{n-1}$ contains the Stasheff polytope $K^{n-1}$ and hence the permutohedron $P^{n-1}$. The only common vertices of $C^{n-1}$ and $P^{n-1}$ are the two points $(1, 2, \ldots, n)$ and $(n, n-1, \ldots, 1)$. The polytopes $C^n$ and $K^n$ have $n$ vertices in common. They are characterized by the following equivalent conditions, where $t \in Y_n$ and $\epsilon \in Q_n$:

(a) $M(t) = M(\epsilon)$,
(b) $\phi^{-1}(\epsilon) = \{t\}$,
(c) $\phi(t) = \epsilon$ and $\epsilon$ is of the form $(1, \ldots, 1, 0, \ldots, 0)$,
(d) $\phi(t) = \epsilon$ and $t$ is of the form:

\[ \cdots \]

We remark that these common vertices are on the shortest path (for the Tamari order, see below) in $K^n$ from the minimal vertex $(1, 2, \ldots, n)$ to the maximal vertex $(n, n-1, \ldots, 1)$.

2.8 Relationship with the poset structure. The three sets $S_n$, $Y_n$, and $Q_n$ can be equipped with a poset structure such that the maps $\psi$ and $\phi$ are maps of posets, cf. [LR]. On $S_n$ it is called the weak Bruhat order, on $Y_n$ it is called the Tamari order, and on $Q_n$ it is the lexicographic order. These orders are induced by the following covering relations.

Let $s_i$ be the permutation which exchanges $i$ and $i+1$. Then $\{s_1, \ldots, s_{n-1}\}$ is a set of generators of $S_n$. For two permutations $\sigma$ and $\sigma'$, $\sigma < \sigma'$ is said to be a covering relation for the weak Bruhat order if $\sigma' = s_i \sigma$ for some $i$ and the length of $\sigma'$ is greater than the length of $\sigma$ (recall that the length
of \( \sigma \) is the minimal number of generators necessary to write \( \sigma \) in terms of the \( s_i \)'s). So, for \( S_3 \) the poset structure is:

\[
\begin{array}{c}
1 \\
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow \\
\end{array}
\]

\[s_1s_2s_1 = s_2s_1s_2\]

For two planar binary trees \( t \) and \( t' \), \( t < t' \) is said to be a covering relation for the Tamari order if \( t' \) can be obtained from \( t \) by changing locally the pattern \( \begin{array}{c} \bullet \begin{array}{c} \bullet \begin{array}{c} \bullet \begin{array}{c} \bullet \end{array} \end{array} \end{array} \end{array} \) to the pattern \( \begin{array}{c} \bullet \begin{array}{c} \bullet \begin{array}{c} \bullet \begin{array}{c} \bullet \end{array} \end{array} \end{array} \end{array} \). So for \( Y_3 \) the poset structure is:

For \( Q_n \) the lexicographic order is induced by the following covering relation: \( \epsilon < \epsilon' \) if and only if the values of \( \epsilon \) and \( \epsilon' \) are the same except at one place, let say the \( i \)th one, for which \( \epsilon_i = 0 \) and \( \epsilon'_i = 1 \). So for \( Q_3 \) the poset structure is:

\[
\begin{array}{c}
(0, 0) \\
\downarrow \\
(1, 0) \\
\downarrow \\
(0, 1) \\
\downarrow \\
(1, 1)
\end{array}
\]

2.9 Proposition. The realization of the polytopes \( \mathcal{P}^{n-1} \), \( \mathcal{K}^{n-1} \) and \( \mathcal{C}^{n-1} \) described above are such that all the edges are precisely the covering relations of the posets.
The projection \( \pi \) of the vertices on the oriented axis \( NS \) where \( N = (1, 2, \cdots, n) \) and \( S = (n, n - 1, \cdots, 1) \) respects the order.

2.10 Length of the edges. It is immediate to verify that the length of the edges in the permutohedron case is \( \sqrt{2} \) and in the case of the cube \( (n - i)i\sqrt{2} \) for \( i = 1, \cdots, n - 1 \). In the case of the Stasheff polytope it is also an integral multiple of \( \sqrt{2} \). Indeed if the covering relation from \( t \) to \( t' \) moves the \( i \)th vertex of \( t \) to the \( j \)th vertex of \( t' \), then the corresponding edge is of length \( a_ib_j\sqrt{2} \). So the maximum length of an edge in \( K^n \) is \( m(m + 1)\sqrt{2} \) if \( n = 2m \) and \( m^2\sqrt{2} \) if \( n = 2m - 1 \).

2.11 Barycenter. F. Chapoton observed that the barycenter \( B \) of the vertices of \( K^{n-1} \) is \( (\frac{n+1}{2}, \ldots, \frac{n+1}{2}) \). So the permutohedron, the Stasheff polytope and the “cube” have the same barycenter. As a consequence, for any vertex \( M \) of the Stasheff polytope one has

\[
\overrightarrow{BM} = \sum_i \overrightarrow{BP_i}
\]

where the points \( P_i \) are the vertices of the permutohedron corresponding to the permutations whose image by \( \psi \) is the tree corresponding to \( M \) (cf. Proposition 1.2).

Similarly, if \( N \) is a vertex of the “cube”, then

\[
\overrightarrow{BN} = \sum_j \overrightarrow{BM_j}
\]

where the points \( M_j \) are the vertices of the Stasheff polytope related to \( N \) by \( \phi \) (cf. 2.7).
A projection of the Stasheff polytope $\mathcal{K}^3$ with the coordinates of its vertices in $\mathbb{R}^4$. 
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