Neuroimages: Some Serving Suggestions

Benedict Charles Taylor-Green

Abstract This art-science interaction evokes two ‘neuroimages’. However, the term ‘neuroimage’ does not refer, as usual, to images that emerge from scientific practices that seek to gain insight into the structural and functional properties of brains. Rather, it is meant that the images considered have as their theme neurotechnologies: specifically, those that concern the control of neuroprostheses, and neuroprostheses themselves. The first neuroimage appears in a biosignal sensing cap catalogue, and the second appears in the science fiction film Blade Runner 2049. While neither neuroimage is actually included in the piece, each is described to the reader before being speculatively analysed, and therefore becomes a ‘mental’ image in the mind’s eye, calling upon the ancient art of ekphrasis.
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Tales from the Catalogue

1: A man, Caucasian, medium build, late twenties, sits confidently in a mid-range car, wearing a carefully distressed leather jacket and blue jeans. One arm outstretched, hand on the steering wheel, the other, it seems, reaching down to the gear stick out of shot. We see him almost side on, left side occluded from view, staring out of a section of the windscreen to which only his gaze is privy. Out of the front-side window, directly in the observer’s line of sight, central to the image, we can see some buildings, suggesting a wider urban spread. Brief flickers in the amodal depths of the autonomic virtual body begin to evoke a broader space [1, 2], but we don’t get enough information to say what we might be looking at. In theory, despite certainly indexing a place, some buildings, the photograph could have been taken in any number of locations on Earth. The viewer observes a ‘non-place’ [3] through the window in the centre of the image.

Notably, the man is wearing a wireless biosignal sensing cap, capable of recording, by means of electroencephalography (EEG), variations in electrical potential in brain tissue as ‘chains of ions leap from one neuron to another in an electrical current’ [4 p. 143], corresponding to, for instance, motor intention or sensory stimulation. This high-end cap can also utilize functional near-infra-red spectroscopy (fNIRS) to monitor haemoglobic fluctuations in the blood moving through cortical regions. In fact, EEG and fNIRS can be combined in several ways to improve the classification accuracy of cerebral recordings, and subsequently the control of a neuroprosthetic [5]. We cannot tell in this instance whether it is EEG or fNIRS at work, and more importantly, neither can we tell whether the cap is simply monitoring the man’s biosignals or facilitating their use in a brain-computer interface (BCI) control paradigm.
Staring out of the window is often a creative act: ‘it’s not always easy to spot when someone is idle or daydreaming’ [6 p. 69]. Indeed, as Steinert et al. [7] see it, this is the primary peculiarity of BCI-mediated actions. Even if the man were acting, and by this, now, we mean technologically mediated physical action caused by mental actions that do not involve organic bodily movements, potentially at a remote location: we may not be able to tell simply by observing him.

2: Captioning this image, the vendors claim due to its superior quality, their ‘research’ model can obtain excellent electroencephalographic recordings in less than ideal, non-laboratory conditions, for example, vehicular oriented neuro-research and/or control applications from the terrestrial to the extra-terrestrial. Let’s pretend we are dealing with a vehicular EEG-based BCI control paradigm, in which, reductively, ‘the brain can be viewed as an electrical signal generator’ [8, p. 122].

3: An image, presumably commissioned by the company, functioning as a specifier of product usage, made as a marketing tool, positing vehicular futures. Yet, in this image, and the others in the catalogue — like picture-perfect strawberries, depicted on but never actually present in cereal boxes, glistening with droplets of pre-picking dew, caught in the act of tumbling into a bowl amidst bran-based flakes splashed with milk: the intended narratives, internal to the image [9] expressed by the arrangements of bodies and things resembling the possibilities of application, are mere serving suggestions, which like those cereal box strawberries, may in the end have little relation to the cereal we end up eating. There is a rift between the serving suggestions and what will eventually be actual uses, which, given the nature of the device as connector, are impossible to exhaustively imagine, let alone definitively control.

Thus, at the same time, this image embodies a struggle with a sublime biotechnological excess [10] due to its artefactual content. A device whose technical essence is found in its potentially infinite connectivity and thus endless recombination, involving always, on one end, the human cranium, linked to a mediating computer — but after that… it’s anyone’s guess. Biosignal sensing caps in their relation to BCI prosthetics evoke the mathematical sublime as prefigured in Jorge Luis Borges’ Library of Babel, or in the figure of the biotechnological database such as the one in which the sequenced human genome is stored, in terms of ‘the combinatorial explosion’ contained in the ‘possibility of a finite number of elements’ [10 p. 36] which approaches the infinite. What is at stake is the ability to be simultaneously present, in near-real time (at least to an extent) in any number and kind of bodies existing at diverse proximities from the organic locus [11 cf. 12]. BCI, and its possibilities for connectivity and remote agency through the prosthetic, has something of the ‘practical dimension of the mathematical sublime’ [10 p. 37]. The artefact seethes into synecdoche with the being of the image that carries it, and its escape from final meaning. Backgrounded by the story the image makers want it to tell [9] are the affordances of such biosignal acquisition caps. The potential connectivity of the cap appears subdued by the specificity of the instrumental imaginary [13].

4: The original catalogue I came across from this company in 2018 was less polished, and much funnier. Immediately, one notices the inane, verging on narcotically induced facial expressions of the models: ridiculous smiles, glassy eyes, and hints of a fight with laughter, held off for the instant of the image making. One young woman is riding a microscooter; another looks alluringly over her shoulder at the camera; another with a glistening white smile offers her headshot into the mix. A grey-bearded man stares off into the distance contemplatively. They are all wearing versions of the wireless biosignal sensing cap. It’s almost as though there’s an inside joke. This is a very silly hat.

Alas, much of, but certainly not all of this playful irony is lost in the sleeker, more recent catalogue, the aesthetic of which is exemplified by this image of the man in the vehicle — not smiling, but not frowning — conveying a sterile quiet. An image of the commercially available post-laboratory biosignal sensing cap: just what you need for facilitating a tepid mastery of mind over matter.

Niander’s Swarm

1: The focus of this second cinematic neuroimage is a neuroprosthetic incorporated by the fictional character Niander Wallace in the 2017 film Blade Runner 2049 [14]. In the film narrative, Wallace
took over Tyrell Corporation and redesigned their synthetic replicants (who, as depicted in *Blade Runner* [15], were in some cases all too human) — to obey, feel less, and be better slaves: ‘that is how I took us to nine new worlds…nine… a child can count to nine on fingers. We should own the stars!’ In his drive to colonize more and more of the galaxy using replicant slave labour, he has realized the limitations of his manufacturing power. He wants to breed replicants in order to supplement the deficit between his vision and reality. Tyrell Corporation succeeded before him in creating a replicant capable of reproducing, biologically, knowledge, which if he possessed it could supplement, even surpass, the workforce in its present quantity. He thus knows it to be possible, but frustratingly his own efforts regarding procreation have failed.

In the film, Wallace Corporation HQ is an echoing brutalist cathedral of soaring angular spaces enveloped in shadows, scintillated by reflections of soft yellow-orangey light that passes through, and utilizes reflections from gently lapping pools of water. Found sitting in an area of almost total darkness, Wallace moves into the light, eyes clouded and silvery. He is blind. Hair slicked back, dressed in a black kimono, he inspects a female replicant from the latest run. Luv, ‘best angel of all’, is standing by in awe of her creator as he monologues, lording his palpations over the newly emerged and utterly supine replicant’s body…naked, shivering, covered in viscous pale yellow gel…a techno-amniotic fluid: ‘The first thought tends to fear, to preserve the clay, it’s fascinating…before we even know what we are…we fear to lose it. Happy Birthday…shhh.’

Wiping his hands methodically with a white towel, Wallace signals that he is done with touch: ‘Now let’s have a look at you’, he utters more to himself than to the replicant at his feet. Luv, ‘best angel of all’, is standing by in awe of her creator as he monologues, lording his palpations over the newly emerged and utterly supine replicant’s body…naked, shivering, covered in viscous pale yellow gel…a techno-amniotic fluid: ‘The first thought tends to fear, to preserve the clay, it’s fascinating…before we even know what we are…we fear to lose it. Happy Birthday…shhh.’

In the doorway, six black teardrop-shaped drones linked wirelessly to Wallace’s neural implant — each the size of a smart phone — ominously congregate. A close-up shows a small rounded lens at what appears to be the front of each drone. Self-sufficiently hovering, the drones appear highly aware of their operations alone and as a swarm feeding back to and controlled by Wallace’s mind — suggesting a mixture of top-down control by the incorporator and local self-organizing morphodynamic principles at work [16]. Wallace has the drones circle the replicant’s body from foot to head. A curious, intelligent, creaking, clicking, purring, almost conversational machinic twittering can be heard. Perhaps the drones restore to Wallace the capacity of ordinary vision via technological mediation, but perhaps also utilize x-ray, ultrasound, and other non-organically accessible spectra, because the blind man is somehow able to look through her skin, into her body, and determine her infertiltiy: ‘the dead space between the stars’.

2: Deleuze and Guattari contend that the key to understanding the difference between the weapon and the tool is in a ‘differential method that establishes the distinction...from at least five points of view: the direction (sens) (projection-interoception), the vector (speed-gravity) the model (free action-work) the expression (jewellery-signs), and the passion or desiring tonality (affect-feeling)’ [17 p. 469]. However, the characteristics of a given technology are not ‘intrinsic’ — rather they are ‘logical or conceptual’ [17 p. 460] and relate to the assemblage within which they emerge, according to the various passionate or desiring factors motivating a particular ‘organization of work and variable assemblages of human, animal and thing’ [17, p. 465]. Broadly speaking — these and other differential ‘points of view’ — for which, in this sense I prefer the term *aspects* — might be taken to characterize the ‘dynamic space’ [17 p. 471] of prostheses in which they express, generate, and transmit affect [cf. 18].

Stylistically, the morpho- ‘dynamic space’ [17, p. 471]of Niander’s swarm is, in terms of formal, surface aesthetic, positional, and proxemic aspects differential from the vast majority of what Steinert et al. [7] in their analysis of BCI-mediated actions and neuroprosthetics
call ‘quasi-bodily devices’. The latter, which even if thought-controlled are generally constrained by the mass of the incorporator’s and/or their own bodies. They are usually singular and continuous with or at least in the egocentric space of the organic body of the incorporator. They are often skeuomorphic in relation to it [cf. 19], frequently informed by the material ‘semiotic ideology’ [20] of restorative medicine. We might see this material semiotic ideology expressed, for instance, in the proxemic, positional, surface aesthetic, formal, and functional mimesis of an organic human limb. Instead, the drones fit into the loose category of ‘non-quasi-bodily devices’ [7], which in this image are remotely controlled, non-skeuomorphic, multiple, airborne (and multi-sensorial), albeit here retaining both the instantiation of the proxemic aspect through wireless control and presence in egocentric space. The prosthetic here does not mimic the classic humanist style [21], often dependent at once on the presupposition of specific rather than universal lack, and the struggle for wholeness [22]. What appears in and beneath the specifics of this re-sculpting and multiplication is the potentiality of native style [cf. 23].

3: Following Deleuze and Guattari’s understanding of key differences between weapons and tools: being comprised of projections and what could well become projectiles, Niander’s swarm strays towards the weapon. However, the drones clearly provide interoceptive feedback, so, exploding the differential method, the swarm is also a tool. Although this is hardly a surprise, because, no matter how we try to separate them, the tool and the weapon have always and will always mutate into one another. The differential method is only heuristic: ‘Everything is ambiguous’ [17 p. 469]. But, to be sure, regardless of the malign character incorporating it, and, indeed, the ominous atmosphere the filmmakers have crafted, there is a viciousness insinuated by the swarm. It is worth considering that in the smallest measurable space between the organic body and remotely controlled neuroprosthetic — particularly when the latter is not limited to linear displacement or constrained by the mass of the incorporator’s or its own body — lies the real possibility of the prosthetic as sustained projection and projectile, tending towards ‘absolute (mental) speed’ [17 p. 466] [cf. 24]: quite possibly operating in ‘pack modes’ [17 p. 279] [cf. 25].

**Neuroimaging**

Despite their more or less shared technological theme, the temporalities, materialities, genre, aesthetics, intentions, and content of each neuroimage is very different. On the one hand, we might initially be tempted to say that as a marketing tool, the first is largely instrumental, strategically grounding the biotechnological sublime associated with the infinite potential for connectivity in the artefact, while on the other, the science fictional image from *Blade Runner 2049* foregrounds the latter precisely for spectacular effect. In one sense, this is true. But in another, deeper sense, it must be recognized that both simplify the potentiality of the BCI as connector by depicting ‘serving suggestions’.

Although unquestionably exploiting the potentiality of the BCI as connector in a more radical manner, in the second neuroimage, a careful naturalization of the prosthetic swarm is achieved by the use of a wireless, ambient intelligence paradigm [26, 27], in synergy with a minimalist, future zen sensibility. An appreciation of aesthetic techniques pertaining to the prosthetic body, which tend towards grounding in a phenomenological register for incorporator and onlooker alike, is revealed. The nativity of the swarm is not and never could be achieved via humanist mimesis [cf. 28]. The instrumentality of the second, science fictional neuroimage, then, goes beyond mere entertainment and concerns ‘what it means to be embodied in high-tech worlds’ [29 p. 92] [cf. 30, 31].
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