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The stability of synchronised networked systems is a multi-faceted challenge for many natural and technological fields, from cardiac and neuronal tissue pacemakers to power grids. For these, the ongoing transition to distributed renewable energy sources leads to a proliferation of dynamical actors. The desynchronisation of a few or even one of those would likely result in a substantial blackout. Thus the dynamical stability of the synchronous state has become a leading topic in power grid research. Here we uncover that, when taking into account physical losses in the network, the back-reaction of the network induces new exotic solitary states in the individual actors and the stability characteristics of the synchronous state are dramatically altered. These effects will have to be explicitly taken into account in the design of future power grids. We expect the results presented here to transfer to other systems of coupled heterogeneous Newtonian oscillators.
he power grid is a vast network connecting generators and consumers of electrical energy. Due to the ongoing energy transition, dynamical actors are becoming more numerous and heterogeneous and new dynamical phenomena are expected to occur in future power grids dominated by prosumers. This has brought the dynamical stability of the necessary 50/60 Hz synchronous state into sharp focus and spurred a large number of theoretical works on this topic recently1–5. It is known that these oscillator networks can be multistable and even support multiple synchronous states6,10. Strong perturbations can move the power grid dynamics out of the basin of attraction of the synchronous state1–5, synchrony collapses and a blackout is the likely result.

The question of the stability of synchronisation is not specific to power grids but is central to a wide range of systems, like coupled Josephson junctions and laser systems13,16, animal and bacterial flocks17,18, Huygens’s pendulum clocks19,20, crowd synchrony on London’s Millennium Bridge20,21 and chemical22,23 or mechanical oscillators24,25 as well as the networks of neurons26.

In this study, we show that the non-linear dynamics of oscillators in power grids is fundamentally altered by the resistance of the lines (i.e. transfer conductances) and the resulting energy losses. The line resistances translate to a phase-lagged coupling as in the Kuramoto–Sakaguchi (KS) model27. Such a coupling is characteristic for most systems that can be described as coupled phase oscillators, e.g. by using a phase reduction approach28. Various versions of the inertia-free KS model exhibit non-trivial multistability and complex synchronisation patterns29–32.

The presence of losses breaks the coupling symmetry and hampers a rigorous mathematical analysis, e.g. in terms of Lya-

punov functions33,34. Thus, as a trade-off in favour of analysability, models are typically studied assuming a lossless regime and much less is known about the lossy case (e.g. refs. 1,2,35,36).

Results

Network-induced multistability. In the following, we address the problem how a lagged coupling alters the multistability of the system with a focus on possible pathways of desynchronisation, particularly by a localised effective decoupling of one or several oscillators from the grid. The prototypical state for this scenario is the so-called 1-solitary in which a single oscillator falls out of synchrony. In the lossless case, it decouples from the network and starts to rotate at its natural frequency. Figure 1 illustrates a variety of possible asymptotic states in oscillator networks characterised by their average phase velocity profile. That is, we sketch the time averaged phase velocity of the oscillators (\(\phi_i\)), relative to their natural limit cycle frequency \(\omega_c\) for various scenarios. A solitary is given in Fig. 1b and phase locking in Fig. 1a.

We additionally find that the presence of losses can vastly increase the likelihood that a random perturbation hits the basin of attraction of a solitary state in many parameter regimes. Further, if a solitary state is created, it tends to destabilise the neighbouring nodes and cause their desynchronisation too.

It is important to emphasise that some parameter regimes and topologies in which synchronisation is completely stable without losses become multistable in the presence of even minimum losses. Remarkably we uncover novel exotic solitary states, illustrated in Fig. 1c, in which the oscillator that falls out of synchrony rotates against its natural frequency. This is due to the losses in the network leaving an imprint on the dynamics of the effectively decoupled oscillator. These states appear in all parameter regimes and topologies studied. The phenomenon seems to be completely robust and stable.

Besides the solitary states, a plethora of other asymptotic states exist in the system. Figure 1d–f illustrate the most prominent ones, namely multiple solitary states and other partially synchronised regimes.

These results show that losses are more important than expected when it comes to qualitative features of the non-linear behaviour of the system. Further, the properties of the network coupling can fundamentally alter the dynamics of the oscillators in the system, even in asymptotic states in which they effectively decouple. We, therefore, conclude that developing a detailed understanding of the non-linear network physics of lossy power grids is of great practical importance going forward.

The model. To start with, we will now describe the system’s equation. For a more detailed discussion of the parameter regimes studied here, we refer the reader to the “Methods” section. In keeping with established practice in the theoretical physics and control engineering community, we will study the power grids frequency behaviour using the Kuramoto model with inertia, also known as the multi-machine swing equation. The phase \(\phi_i\) of the complex voltage at the nodes is the main dynamical variable. From engineering practice, it is known that this equation accurately captures the short time behaviour of the synchronous machines used today37,38 but it also serves as a fairly general starting point for the study of future control dynamics3. It accounts for a proportional response of the frequency to power imbalance and the presence of inertia but neglects higher order internal dynamics at the nodes as well as variations in the voltage magnitude. In the reference frame co-rotating with the synchronous frequency, the equations for \(n\) nodes are given as:

\[
H_i\dot{\phi}_i = P_i - D_i\dot{\phi}_i - \sum_{j=1}^{n} P_j ,
\]

\[
P_q = K_q(\sin(\phi_q) + \sin(\phi_{i} - \phi_j - \phi_q)) .
\]

Here \(P_i\) is the net power injected/consumed at node \(i\), the damping coefficient \(D_i\) characterises the power’s response to
frequency changes and will mostly be determined by the droop (i.e. proportional) control present at the nodes, \( H_i \) is the inertia constant and \( P_i \) is the power injected at node \( i \) into the line connecting nodes \( i \) and \( j \). This power is given in terms of the phase difference and the complex admittance \( Y_{ij} = -iK_\alpha \exp(i\alpha_j) \), with \( K \) and \( \alpha \) typically positive (see “Method” section). This is the inverse of the complex impedance, consisting of the reactance \( X \) and the resistance \( R_i \) for these purposes losses can be neglected. It is understood that the swing equation does not provide a full realistic picture of the behaviour of a power grid. Besides the assumptions noted above, the non-linear behaviour of generators requires more detailed internal models to capture additional effects. For detailed quantitative studies, more realistic models are needed to have a more realistic large perturbations that will typically be geographically localised in the network. The numerical procedure is described in the “Methods” section.

It is understood that the swing equation does not provide a fully realistic picture of the behaviour of a power grid. Besides the assumptions noted above, the non-linear behaviour of generators requires more detailed internal models to capture additional effects. For detailed quantitative studies, more realistic models are needed.

The Scandinavian grid. We begin by studying the finite-size perturbations at a randomly selected but fixed producing node in the well-studied Scandinavian power grid (see Supplementary Fig. 1 and the “Method” section) with \( n = 236 \) nodes and a mean degree of \( d = 2.7^{12,40} \).

Figure 2a–d show the slices of phase space corresponding to a producing node for varying losses \( \alpha \). The colour indicates the asymptotic state reached after running the system with the chosen node in the plotted initial condition and the other nodes in the synchronous state.

We distinguish the system returning to the synchronous state (peach), a 1-solitary, with exactly one oscillator rotating out of synchrony in the direction of its natural frequency (blue), an exotic 1-solitary with the desynchronized oscillator rotating against its natural frequency (green) and complex composite states where at least one synchronous component co-exists with either multiple independent solitary oscillators excluding exotic solitaries (light blue) or multiple exotic solitaries/a mix of exotic and non-exotic solitaries (light green). There are other complex partially synchronised, cluster-synchronised and desynchronised states without solitaries, which we do not distinguish further (grey). The classes are mutually disjoint.

We immediately see a dramatic change in structure for the range of \( \alpha \) studied. For a typical transmission grid as the Scandinavian one, the engineering textbooks give values of \( \alpha = 0.24 \) as realistic (see “Methods” section). Even much smaller values lead to a dramatic change in the basin structure. Increasing \( \alpha = 0.05 \), the basin of solitary state disappears, only to reappear at \( \alpha = 0.15 \) but mirrored as an exotic solitary, rotating contrary to the natural limit cycle. For higher values of \( \alpha \), other states start playing a role.

We see that the ASBS of the synchronous state falls from roughly 0.75–0.5. This loss of stability is brought on by an increasing likelihood of reaching solitary states. Specifically, the presence of exotic solitary states seems to account for most of the decrease. After their onset at around \( \alpha = 0.1 \), the basin of attraction of states containing solitaries rises to more than 25% at \( \alpha = 0.3 \). We also show the average number of oscillators displaced from synchrony \( N_{\text{d}} \) following a random perturbation at a random node. This indicates that the perturbations desynchronise larger parts of the network as \( \alpha \) increases.

In general, we consider ASBS a more meaningful measure compared to the approaches based on global perturbations since for power grids the realistic faults will typically be geographically localised in the network. For more detailed discussion of the probabilistic stability measures used here see the Methods and Supplementary Note 2.

The circular grid. To understand the origin of (exotic) 1-solitary states better, we consider a symmetric circle topology (illustrated in Supplementary Fig. 1, see also ref. 41, where a much more homogeneous version of the system without power flows has been studied) with \( n = 50 \) nodes and next to nearest-neighbour coupling leading to a mean degree of 4. Prosumers with net power production and consumption are placed alternately on the circle. This system is not designed to reflect realistic networks directly but to gain maximum insight into the dynamical origins of solitary states. Note in particular that the network has no dead ends. We confirm that this symmetric setup reproduces the emergence of solitary basins. As Fig. 3b shows, the ASBS of the synchronous state decreases while that of solitary states rises, with exotic 1-solitaries emerging quite suddenly at \( \alpha = 0.1 \). The overall ASBS of the synchronous state is lower in this system.

In Fig. 3a we show a systematic study of the ASBS 1-solitaries (not differentiating exotic and standard), and the relative frequency of the typical solitary oscillations that occur after a perturbation at a net producer, in the \( K/P-\alpha \) parameter plane.
Fig. 2 Phase space slices and ASBS for the Scandinavian power grid. In a we depict a slice of the phase space corresponding to phase $\phi_k$ and phase velocity $\omega_k$ of a randomly chosen producer node of the Scandinavian power grid in the prosumer scenario. The colour indicates the asymptotic state reached from running the system with standard parameterization from this point in phase space (all other nodes being in the synchronous state). They indicate synchrony (peach), a 1-solitary, (blue), an exotic 1-solitary (green), complex composite states containing multiple independent solitaries (i) excluding (light blue) or (ii) including exotic solitaries (light green) and others without solitary oscillators (grey). In b we plot the average size of the slice of the basin across all nodes (ASBS) for these classes of states. The right axis shows the expected number of desynchronised nodes $\bar{N}_d$ as a consequence of a random perturbation.

Note that the data points below line $K/P \approx 1$ are excluded, since ASBS is not defined in the absence of the synchronous fixed point (see "Method" section). We also show nonphysical values of negative $\alpha$. Due to the high symmetry of the setup these can be mapped by reflection ($\phi \rightarrow -\phi$, $\alpha \rightarrow -\alpha$) to the behaviour of net-consumer nodes. We see that there is a curved region in the middle where the ASBS goes to zero. We also see that the frequency at which the decoupled oscillator rotates changes considerably.

**Solitary state frequencies.** We can gain a better understanding of the shifting frequency of these (exotic) 1-solitary states by considering the single machine infinite bus model. In the engineering literature (e.g. ref. 42), the standard analysis of the return to synchrony after a frequency event at a node neglects the back-reaction of the dynamics at node $i$ on the other nodes, leading to the equation:

$$H \ddot{\phi} = P - D\dot{\phi} - K' \sin(\alpha) - K'' \sin(\phi - \alpha),$$

where $\phi$ denotes the phase difference between the solitary and the synchronous component. The total capacity of connecting lines $K'$ and the effective coupling constant $K'$ can be derived directly from Eqn. (1) (see "Method" section).

When decoupling the single oscillator from the infinite bus ($K' = K'' = 0$), the oscillator rotates freely with the frequency $\omega^c := \frac{P}{D}$. When the coupling is switched on, the system becomes bi-stable but this limit cycle persists and in the absence of losses its average frequency stays close to $\omega^c$ (12). This can be seen as a simple model for solitary states (41,43), where the infinite bus represents the remaining synchronous component.

We want to explore the assumption that the persistence of the limit cycle arises out of an effective decoupling due to the $\sin(\phi(t) - \alpha)$ term being averaged out. Let us assume that the frequency varies slowly, i.e. $\dot{\phi} \approx 0$, and that $\phi$ varies little around a constant value $\omega^*$.

Thus we expect the limit cycle to be shifted to $\langle \phi \rangle_t = \omega^* = \alpha K^t / D$ in the presence of losses. Especially for a weakly loaded system with $K' \gg P$ this shift can be huge and easily flips the sign of $\langle \phi \rangle_t$.

The location of the shifted limit cycle as predicted by Eqn. (3) agrees well with the numerical evidence; the lines $3\omega^c$, $-3\omega^c$ and 0 for $\langle \phi \rangle_t$ are marked in the systematic parameter plane study of Fig 3a. We see that the decoupling-by-averaging picture matches perfectly the numerical results from the full system. In the presence of the losses the averaging of the energy exchange with the rest of the network in a highly oscillatory setting leaves an imprint.

We also see that the disappearance of the solitary and the later appearance of the exotic solitary state in the phase space slices Fig. 2a–d can be understood as $\langle \phi \rangle_t$ being shifted close to zero and then beyond. This also suggests that both transitions from synchronisation to solitary oscillations are homoclinic bifurcations, which occur for the infinite bus model. This is supported numerically by a logarithmic scaling of the solitary’s oscillation period and further by the mean-field approximation (see Supplementary Note 1 and the discussion in ref. 41).

Finally, this suggests why increasing $\alpha$ will always lead eventually to a decrease in the size of the sync basin. If the shifted limit cycle is close to 0, it becomes entrained to the synchronous state and a solitary state is not possible. Increasing $\alpha$
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Fig. 3 Parameter study and ASBS for the circle power grid. In a we show the K/P-α parameter plane for solitary oscillations in the circle topology at a producer. The colour scale indicates the average single node basin stability ASBS of normal respectively exotic solitaries after a perturbation at a producer. The black lines give the mean phase velocity of the observed solitaries as an integer multiple of the natural limit cycle ωc, positive for solid, negative for dashed line style. The cyan solid lines show the analytic location of the (ϕ)c = 3ωc limit cycle from the decoupling model. The dash-dotted cyan line marks the respective hypothetical location of the (ϕ) = 0 limit cycle. Additionally, the solid purple lines mark the extend of the solitary existence regions determined by numerical state continuation (see Methods). b Shows the ASBS of the circle with standard parametrisation. The asymptotic states are coloured according to the legend in Fig. 2.

can initially shift the limit cycles of net producers closer to 0, stabilising the system. This is observed in Fig. 3b. As K>P though, the sign of the shifted limit cycle will eventually flip and the exotic solitary will exit the entrainment region and become stable. In the symmetric case of the circle this happens at the same α at all nodes. In contrast, in the Scandinavian grid these effects will be smeared out by the heterogeneous distribution of both K and P in the system.

Generality of the results. To understand the robustness of the described phenomenon, we study a variation of parameter regimes for the Scandinavian topology as well as one regime on different synthetic network topologies. The results are given in Fig. 4; further results are given in Supplementary Figs. 3 and 4. To reduce the complexity of our presentation Fig. 4, does not distinguish 1-solitaries from the composite states containing the solitaries. We only distinguish (possibly composite) states containing an exotic solitary in green and states containing solitaries but no exotic solitaries in blue.

We study three variations of the model. First we study the case of a lightly loaded system with large K/P. Then we consider the system with more aggressive droop control and a larger damping coefficient $D^2/PH$. Finally, we also study a producer to consumer ratio of 1:3 that more closely resembles the situation in today’s high voltage transmission grids. We also consider other realistic topologies generated from the synthetic network ensemble (see details in “Method” section).

We find that in all studied scenarios, normal or exotic solitaries start appearing more frequently as we increase α. This is especially true in the cases where the system has been relatively stable for α = 0. The ASBS of the synchronous state decreases everywhere with increasing losses. We find that a very aggressive droop can delay significantly the onset of solitary states.

For all regimes, there is a strong qualitative difference in the asymptotic structure between the lossless case α = 0 and the realistic values for α. An extremely strong droop control, which leads to a very stable system as far as the frequency dynamics are concerned, can significantly reduce the ASBS of solitaries at realistic values of α. However, for a weakly loaded system, the solitaries appear even for this case with a proportion of up to 10%.

The numerical continuation of solitary states in the k/P-α parameter plane suggests that, while the existence region for exotic solitaries is bounded by a maximum coupling strength, this is not the case for normal solitaries (see Fig. 3a and Supplementary Fig. 7). Hence, while the bi-modal state, where all nodes are desynchronised and oscillate close to their natural frequency ωc, exists only for moderately small couplings K, solitary states persist even for coupling strengths much beyond realistic values. Due to the shape of the existence region of solitary states, an increase in the coupling at fixed α > 0 can even lead to exotic solitaries coming into existence and hence further destabilises the system, contrary to intuition.

Finally, we consider an ensemble of 10 different synthetic topologies with the same size and similar properties than the Scandinavian topology. The synchronous regime is consistently less stable than that in the actual Scandinavian grid due to an abundance of complex composite partially synchronised states. We used the K+ parametrisation to compensate this fact. The result is shown in Fig. 4b, where the distribution of ASBS across the sample from the ensemble is characterised by its 25 and 75% quantiles. We see that a qualitatively similar behaviour occurs for all topologies, especially the onset of exotic solitaries is reproduced consistently.

Discussion

For all studied parameter regimes—including the case of a realistically parametrised Scandinavian system—we observe a significant reduction of the size of the sync basin when going to realistic values of losses. To our knowledge, this very generic phenomenon has not been observed in literature before. It has far reaching implications for the design and control of future power systems. Our results show that it is not possible to use theoretical results on the stability of systems without losses (α = 0) in the design of future power systems as it is. The losses fundamentally alter the dynamical behaviour of the coupled systems.

A strong control regime, with an extremely high damping ratio $D^2/PH$ of a hundred times that of the standard value (see “Methods” section), can stabilise the system up until α = 0.2. Beyond this, however, for realistic values of α = 0.24 the sync basin is slowly decreasing. Hence, for future distribution grids with α much larger than 0.24 even such a control effort is likely not sufficient to eliminate the multistability induced by the losses.

Further, as noted above, a mere increase of coupling, e.g. by improving transmission capacities in a power grid, is not sufficient to prohibit non-synchronous solitary oscillations either. In strongly damped situations it can even enhance their basin.

This leads also to a novel insight into the relative importance of damping and coupling. The classic results on the synchronisation of oscillators give conditions that depend primarily on K but
not $D$. We typically speak of critical coupling strength. In contrast, here we see that, when taking the losses into account, $D$ is considerably more important.

The study of lossy coupling also has implications to applications in engineering. While case studies typically work with the physically correct equations involving losses (e.g. ref. 45) it is also typical to neglect the losses of e.g. coupled two-area systems46. It remains unclear whether this is justified. Novel control strategies based on basin structure of the lossless case, like these in ref. 47, will certainly need to be revised. The degree to which the presence of losses also affects the transient and stochastic behaviour of the power grid is also a subject of ongoing research48,49.

The fact that 1-solitaries can be understood from the single machine infinite bus model means that further investigation—including the experiments and analytics—can begin on simplified systems and the effect can be cleanly isolated from the pronounced local topological effects present in real world topologies. In particular, solitary states persist even in the mean-field limit with an all-to-all coupling. Analytic calculations for these cases are stated in the Supplementary Discussion.

Our results on the conceptual importance of losses also confirm the experience with the static, linearized behaviour of the system. The fixed point solutions of Eqn. (1) correspond to solutions of the stationary power flow problem. For large networks, this is a challenging problem in itself and is often studied using linearizations known as the DC approximation. It has been found that building the approximation in such a way as to take losses into account, dramatically improves their accuracy39,50–52, coupled by the lowest Fourier mode. In fact, when approximating periodic or chaotic systems as phase oscillators (see e.g. ref. 53), the parameter $\alpha$ appears generically. We, therefore, expect the phenomenon described here to pertain to a wide range of non-linear heterogeneous oscillator systems.

### Methods

#### Network topologies

Typical values for ohmic losses and reactances in power grids53 are given in Table 1.

Thus the regime studied in this work covers transmission lines, where the lossless approximation has been taken to be valid.

Our main application is the Scandinavian power grid12,13. In Supplementary Fig. 1, we schematically depict the network topology of the Scandinavian grid and the circle with next-to-nearest-neighbour coupling. The latter will be discussed in the Supplementary Discussion in more details. The data set of the Scandinavian grid12 contains $n = 236$ substations (nodes) and $m = 320$ transmission lines (edges) in between, corresponding to an average degree of 2.7. This sparse network structure is characteristic for most power grid data sets44. The Scandinavian data set has been originally extracted from the map of the “Interconnected network of Northern Europe” published by ENTSO-E in 2014 and contains the approximate lengths of the transmission lines (110 kV and higher) due to the geographic information but not the specific line parameters. For the latest version see: https://docstore.entsoe.eu/Documents/Publications/maps/2019/Map_Northern_Europe-3.000.000.pdf. For our analysis, we consider the giant component of the network; parallel circuits are combined to single edges in the network, avoiding multiple

### Table 1 Typical line parameters.

| Line       | Transmission | Distribution | Low voltage |
|------------|--------------|--------------|-------------|
| R [Ω km⁻¹] | 0.1          | 0.4          | 0.5         |
| X [Ω km⁻¹] | 0.4          | 0.3          | 0.08        |
| $\alpha$   | 0.24         | 0.93         | 1.41        |
Synthetic network ensemble. In Fig. 4g we contrasted the results for the Scandinavian topology with 10 realisations of a synthetic network ensemble for spatially-embedded infrastructure networks. The single realisations are created in a random growth process that is oriented on the historical evolution of (ultra)-high voltage electrical transmission grids. The central idea is that during the growth there is a trade-off between building costs and additional redundancy for security aspects. The preference is controlled via a parameter. An emerging node connects to at least one neighbour or splits an existing line in a preferential attachment rule. Locations are drawn uniformly at random from the unit square but real data could be used as well. Here we have applied the model parameters \( N, N_0, p, q, r, s \) = \((236, 1/5, 310, 1/3, 1/10)\) which have previously been shown to create networks statistically similar to e.g. the Scandinavian topology. This set of parameters is, however, not optimised in a particular way but rather an informed guess. This is a part of ongoing research. Still, the ensemble realisations lie in the range of observations from common data sets and provide us with a tool to test hypotheses over a network ensemble.

Dynamical regimes. Consider the infinite busbar model Egn. (2). The bifurcation structure of the system is invariant under time re-parametrisation and thus there are two characteristic quantities in the system. Meaningful choices for invariant parameter combinations are \( K, D \) which characterises the line load and \( D, K \) which describes the strength of the droop control relative to the power in-feed.

To parametrise the networked system Egn. (1), which generally has highly heterogeneous parameter sets, we introduce the network averages \( \frac{P}{D}, \frac{K}{P} \). Without loss of generality, we fix \( H = 1 \) for all nodes. Furthermore, we assume homogenous damping \( D_i = D \).

In analogy to the infinite busbar model, where these quantities reduce to the invariants, we can characterise the parametrisations by average line loading \( K/P \) and damping/droop control strength \( D/P \). We consider two regimes for the line loading given in Table 2.

Similarly, we also study a strongly damped regime with droop control driving the system to the fixed point and an extremely strong droop control (i.e. overdamped regime). The values are given in Table 3.

The values commonly studied in the basin stability literature are \( H = 1 \), \( D = 0.1 \) and \( K = 6 \), with a producer/consumer ratio of 1:1. In our terminology, this corresponds to standard line loading and standard control in a prosumer dominated power grid.

In this paper, we select a net producer to net consumer ratio of 1:1 for the prosumer case and 1:3 as a typical value obtained e.g. for European high-voltage transmission systems, see Table 4.

Taking \( P_i \) to be constant in each group, the constraints \( \sum P_i = 0 \) (power balance) and \( P = 1 \) fix the \( P_i \) in a way that is comparable to the standard parameters above. A random dispatch is generated as follows, \( P_i \) are allocated randomly to the nodes in the network ten times, then the dispatch with the best synchronisation condition is chosen. This is a trade-off between random dispatch and the dispatch that is designed to be compatible with the grid infrastructure.

The underlying assumption of this procedure is that while renewable energies mix up where the energy is produced and the actual dispatch will be much more varied than today, they will be integrated into the power grid in a manner appropriate to the existing infrastructure. Therefore, their position will not be arbitrary but somewhat optimized to the network.

For the circle, the producers and the consumers are placed alternately.

Note that, with \( P \) given, the ratio \( K/P \) fixes the average line admittance. The data set has been studied previously w.r.t. the synchronous regime (The variation of voltage magnitudes is not considered in the model Egn. (1)). The individual values are then determined by the link length distribution and the specific impedence. Analogously, \( K_i = K \) for the circle topology.

The parametrisation is typically used in the theoretical physics literature in order to study network and multistability effects expected to be relevant in future power grids. It is not expected to be a very close representation of current power grids but to reveal structural features of the type of dynamics expected in future power grids. As the observed phenomenon is highly generic and depends primarily on the physics of the coupling, we expect it though to occur in all parametrisations of the swing equation.

Derivation of the power flow equation. Here, we derive the lossy power flow equation (Egn. 2). \( P_i \) should be the outgoing flow at the node such that the power flow equation reads \( P_i = 2 \sum P_{ij} \). According to Ohm’s law, the current on a line is given by \( \frac{V_i - V_j}{R} \) (if the own voltage is higher, the current, and hence the energy flows away) or \( \frac{V_i}{R} \) (if the voltage is lower, the current flows to the node). As \( R \) and \( L \) are positive, \( \frac{V_i}{R} \) is a positive real part and a negative imaginary part. The Laplacian \( \delta_{ij} = \delta_{ij} - \delta_{ij} \) then provides us with the total outgoing current: \( I = L - V \). To connect with the literature written in terms of phase lags \( \alpha \), we set \( Y = -j K e^{i \alpha} \) and \( K e^{i \alpha} = Y \) has a positive real part and a positive imaginary part. Hence \( \alpha \) and \( Y \) are positive.

Using \( V_j = e^{j \alpha} \), \( \Delta \alpha \) = 1, the power flow can then be written as follows:

\[
\sum_j P_i = \sum_j P_{ij} V_j^* = \left( \sum_j P_{ij} V_j^* \right) = \sum_j \left( \sum_i P_{ij} V_j^* \right) = \sum_j \left( \sum_i P_{ij} V_j^* \right)
\]

\[
\sum_j P_i = \sum_j P_{ij} V_j^* = \left( \sum_j P_{ij} V_j^* \right) = \sum_j \left( \sum_i P_{ij} V_j^* \right)
\]

\[
\Delta \alpha \equiv \frac{\sin(\alpha) + \sin(\phi - \phi_j - a)}{\sum K_j (\sin(\alpha_j) + \sin(\phi - \phi_j - a))}
\]

Synchronous regime with varying loads. In Supplementary Fig. 2 we depict the shift of the synchronous operating point under an increase of losses which appear as the phase shift \( \alpha \) in Egn. (1). The simulation has been performed for the Scandinavian power grid in the (1:1, K, D=1-) setup of Fig. 4e. As outlined in the “Methods” section, we consider parametrisations under the constraint \( \sum P = 0 \), i.e. a balanced pattern of consumption and generation. The droop control then corrects for the losses on the lines. As we deal with parametrisations in the high-voltage system these tend to be small, as can be seen in Supplementary Fig. 2a. Then, we can calculate (see ref. 59) the coherent frequency \( \omega_{\text{global}} \) of the synchronous regime as the function of the phase lag \( \alpha \) in terms of the losses on the lines:

\[
\omega_{\text{global}} = \sum_{i,j} \delta_{ij} \frac{D_j \omega_{\text{local}}}{\sum_{i,j} \delta_{ij}}
\]

\[
\omega_{\omega_{\text{global}}} = \sum_{i,j} \delta_{ij} \frac{D_j \omega_{\text{local}}}{\sum_{i,j} \delta_{ij}}
\]

\[
\omega_{\text{global}} = \sum_{i,j} \delta_{ij} \frac{D_j \omega_{\text{local}}}{\sum_{i,j} \delta_{ij}}
\]

the losses on the line \( \delta_{ij} \omega_{\text{local}} \) can be calculated in terms of the phase difference \( \Delta \phi_{ij} = \phi_i - \phi_j \) as:

\[
\delta_{ij} \omega_{\text{local}} = P_j + P_{ij}
\]

\[
= K \sin(\alpha) + K \sin(\Delta \phi_{ij} - a) + K \sin(\alpha) + K \sin(\Delta \phi_{ij} - a)
\]

\[
= K \sin(\alpha) + K \sin(\Delta \phi_{ij} - a) + K \sin(\Delta \phi_{ij} - a)
\]

\[
= 2 K \sin(\alpha)(1 - \cos(\Delta \phi_{ij}))
\]

they vanish with \( \alpha = 0 \) and when there is no power flowing on the line \( \Delta \phi_{ij} = 0 \).
**Infinitesimal busbar reduction.** Our aim is to rewrite Eqn. (1) for a single node, replacing the power flow term by an effective coupling, i.e.

\[
H_{\phi_i} + D_{\phi_i} = R_i - K_{ij} \sin \alpha - K_{ij}^* \sin \phi_i - \phi_j(\phi_i - \alpha) .
\]

Here, \(K_{ij}^2 = \sum_{s \neq i} K_s K_s^*\) is just the weighted degree of node \(s\) corresponding to the total capacity of lines connecting \(s\) to the remaining network. The local mean-field parameters \(K_{ij}^*\) and \(\phi_j\) are a function of the phases of all nodes in the neighborhood of \(s\) and hence are time-dependent in general. They are defined via the relation

\[
K_{ij}^* (\phi_j) = \sum_{s, j \neq i} K_s K_s^* \exp (\phi_j - \phi_s) .
\]

We can calculate the magnitude \(K_{ij}^*\) explicitly:

\[
K_{ij}^* = \sum_{s \neq i} \sum_{j \neq i} K_s K_s^* \cos (\phi_j - \phi_s) .
\]

Now in the infinitesimal busbar assumption we neglect the reaction of the remainder of the network on the modelled node \(s\), thus we assume \(K_{ij}^*\) and \(\phi_j\) to be constant and given by the values in the steady state: \(
\phi_i = \phi_j - \phi_s\), such that \(K_{ij}^* = K_{ij}^*(\phi_j)\) and \(\phi_j = \phi_j(\phi_j^*)\). The approximation is justified when the inertia of the overall system is much larger than that of \(s\) (hence the name infinitesimal approximation), i.e. for large (infinite) system size. Then we can define new coordinates \(\phi = \phi_j - \phi_j\), and arrive at an effective equation in the form of Eqn. (2), the infinitesimal busbar model. Opposed to an uncoupled oscillator, the infinitesimal bus is possibly multi-stable. Especially in the parameter regimes analysed here, a fixed point corresponding to \(\phi_j\) being locked to the synchronous cluster and a limit cycle corresponding to the solitonic coexistence\(^{37,59}\).

**Probabilistic stability analysis.** The sampling-based evaluation of probabilistic properties of dynamical systems\(^{11-13,34,59-61}\) is the main numerical method we apply here. In particular, basin stability is the probability that a system converges to a specific attractor given a distribution of random finite perturbations. This can be regarded as a volume measure of the attraction basin. In the context of synchronisation it has been popularised as the ‘size of the basin of attraction’\(^62\). A direct evaluation of the basin geometry is computationally not feasible in high-dimensional systems. Even if the set is known to be convex, recent algorithms scale with \(O(d^2)\) where \(d\) is the phase space dimension\(^63\). Instead, a Monte Carlo sampling yields efficient estimates of the volume, which standard error does not depend on \(d^4\).

Compared with mathematical methods based on Lyapunov functions, the advantage and draw-back of sampled based methods is that they are not sensitive to worst case scenarios. Instead, they provide accurate results on the typical behaviour of a dynamical system, even where analytic results are hard to achieve or not available.

The perturbations are drawn uniformly at random from a finite busbar model. In particular we use network-local perturbations where perturbations are localised at a particular node. Our corresponding stability measure, the average single node basin stability ASBS, i.e. the probability to converge to a particular state after a finite random perturbation at a randomly drawn node. In particular, we consider 1000 perturbations for each value of \(\alpha\), drawn uniformly at random from \(\Delta \phi \sim [-10 \pi, 10 \pi]\) for \(\Delta \phi \in [\phi_i^* - \pi; \phi_i^* + \pi]\). Here, \(\phi_i^*\) denote the phase values at the synchronous fixed point, i.e. ASBS is determined by perturbing a randomly chosen node’s degrees of freedom away from the fixed point while leaving the remaining nodes synchronised. This particular choice of perturbations is the key difference to the determination of global basin stability\(^{11}\). Supplementary Note 2 discusses this in more details.

**Continuation study.** To perform a numerical continuation of solitary states in the parameter plane (see Fig. 3 and Supplementary Fig. 7), we integrated the system with a Cash–Karp method (error \(e = 10^{-4}\) for \(T = 5 \times 10^3\) under the influence of small noise (amplitude \(d = 10^{-5}\)) to ensure transverse stability, \(T\) is chosen large enough to exclude transient solitary desynchronisation. From a starting point, one of the parameters is varied in steps of \(\Delta \alpha = 0.01\) respectively \(\Delta K = 0.1\) until the solitary oscillation ceased to exist. Then, the last step is reversed and the algorithm adds one step to the other parameter, tracking a bifurcation line.

**Code availability.** Simulations were performed using the Scipy package\(^{64}\) and the pyBAOBAP package available at https://gitlab.pik.potsdam.de/hellmann/pyBAOBAP. Scipy uses the LSDA solver of the odepack Library\(^65\). All code and data will be published open source at https://gitlab.pik.potsdam.de/hellmann/pyBAOBAP. The algorithm used to create the synthetic network topologies in Fig. 4e is available at https://gitlab.com/luap-public/random-powergrid.
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