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In recent years, communication technology has improved exponentially, partly owing to the locations and nature of the deployment of sensor nodes. Wireless sensor networks (WSNs) comprise these sensor nodes and can provide real-time physical and environmental measurements. The sensor nodes have limited power, which reduces their lifespan, especially when placed in human-inaccessible locations. This paper reviews energy-efficient protocols for environmental monitoring applications and energy harvesting-wireless sensor networks. The dynamic deployment and communication challenges associated with environmental monitoring applications (EMAs) make this paper take into account the WSN protocol stack, focusing on the physical layer, network layer (routing), and medium access control (MAC). The paper will delve deeper into the security challenges of deploying sensor nodes for environmental monitoring applications (EMAs). The paper further describes scientific approaches that churn out innovative and engineering applications that must be followed to improve environmental monitoring applications.

1. Introduction

Environmental monitoring is aimed at identifying the status of a changing environment using data collection tools. Data collection tools employed for determining the status of the changing environment rely on data acquisition systems (DAS). DAS uses measurement devices that are designed to allow for gathering representative samples. The samples depend on the device’s intrusiveness, sampling accuracy, and sample storage [1–3]. These measurement devices have varying degrees of impact depending on the application and the data gathering method. For example, the sensitivity of the measured physical value to external influences may vary depending on the type of application. The traditional way of collecting the status of the changing environment has proven ineffective, having data reliability, delays, and security challenges [4]. Hence, in recent times, the introduction of technological devices such as sensor nodes capable of forming a wireless sensor network (WSN) is used to sense the changes in the environment and wirelessly communicate the sensed data to a base station for processing.

WSNs are distributed systems comprised of several nodes and base stations (BS) to monitor physical environmental conditions [5]. Each sensor node contains a wireless radio transceiver to communicate with other nodes and the BS. Sensor nodes communicate via insecure radio channels prone to interference and fading [6].

WSNs are used in several applications and deployed on land (terrestrial), underground, and underwater. Recently, they have been used in multimedia applications and mobile applications such as animal tracking, air quality monitoring, forest fire warning, and flood detection, among the terrestrial applications of WSNs. WSNs monitor soil conditions underground, particularly for agricultural and mining purposes. Underwater applications include freshwater quality, climate change, ocean monitoring for aquatic life, and
assessing coral reef alterations underwater—WSNs track events such as video, audio, and imaging in multimedia applications. They are utilised in real-time monitoring of hazardous compounds, target tracking, and rescue and search applications in mobile applications [7, 8]. Despite the capabilities presented by WSNs, they are also associated with challenges in various application domains. Table 1 summarises some of these challenges and their associated recommended solutions when WSNs are utilised in the different application domains.

Researchers have studied the design of protocols that can address these challenges in a variety of application domains, taking into account the challenges of the application [9–13]. The protocols are intended to operate at the sensor network protocol stack (physical, link, network, and transport layers). Protocol design is aimed at helping with data collection, aggregation, processing, and communication to maximize network lifetime and uptime [14]. Protocols govern the operation of sensor nodes in a sensor network, specify the requirements and guidelines for operation, and ensure that the sensor network fulfills its intended use [8]. A wide range of protocols is designed in communication networks to overcome the challenges discussed in Table 1 and improve network performance. These protocols extend the operability of the network to perform some intended function.

In WSNs, data packets are transmitted to the BS in two ways: single-hop or multihop. The node sends the generated packet directly to the base station in a single hop. In contrast, in multihop, source nodes send packets to the BS via a multipath, with each node in the path forwarding the received (or, in the case of the source node, generated) packet to another node until the packet reaches the BS [6]. WSNs face some challenges, which include energy consumption, sensor node deployment, routing algorithms, energy efficiency, cluster-head (CH) selection, resilience, etc. Researchers have developed several routing and medium access control (MAC) protocols to address these issues. Optimisation algorithms have also been designed to determine the best path between the transmitter and receiver nodes to save energy and extend the network lifetime.

Designing efficient communications and network protocols for WSNs for EMAs manages sensor node operation in their deployable environment and achieves successful sensor node objectives [15]. The variability of EMAs and their peculiar characteristics should be considered when designing efficient protocols suitable for gathering accurate and timely data from sensors in the field. A unique channel is frequently used to communicate between wireless sensor nodes. The channel has the property that only one node can send a message at any time. As a result, shared channel access necessitates the implementation of a MAC protocol among the sensor nodes [16]. The MAC protocol is aimed at managing access to the shared wireless medium to meet the underlying application’s performance requirements.

On the other hand, routing protocols are essential during data transmission to create optimum paths from sensed data to be transmitted from source to destination [17]. Maintaining optimum paths in WSNs for EMAs is critical to maximizing the nodes’ lifespan and data throughput. Another essential feature of the WSN is the maintenance of a secured network [18]. The different applications in EMAs require that their security solutions are provided with the objectives and application needs in mind.

The paper explores how WSNs for EMAs are affected by new security vulnerabilities at the physical, network, and data link layers. To appreciate the security challenges in EMAs, the paper discusses the WSN protocol stack, energy-efficient protocols, and energy harvesting protocols suitable for environmental monitoring applications. There are further discussions on the design requirements, simulation environments for EMA protocol designs, quality-of-service requirements, and network topology requirements. Finally, the paper presents the security issues in WSN for EMAs, detailing the threats at the nodal and network levels and their prevention and countermeasures.

2. WSN Protocol Stack

WSNs are distinguished by their adaptable network topology, which various networking protocols enable at multiple layers. Designing efficient and reliable communication protocols for WSNs for EMAs is difficult due to different constraints on the sensor platform and the different environments’ lack of certainty and dynamics [19]. An analysis of the design requirements of protocols for WSNs for EMAs is provided in this section. Physical, data link, network, transport, and application are the five core layers of the WSN protocol stack, of which three (physical, data link, and network) will be explored in this section.

The physical, data link, network, transport, and application layers of the wireless sensor network protocol stack are similar to the classic open system interconnection (OSI) paradigm. In each of these layers, several activities are undertaken. The physical layer handles frequency selection, carrier frequency production, signal detection, modulation, and data encryption. The data link layer handles the multiplexing of data streams, data frame detection, medium access, and error correction. In a communication network, it enables reliable point-to-point and point-to-multipoint connections. The data given by the transport layer is routed by the network layer [8]. In WSNs, the network layer design must consider energy consumption, communication, aggregation, and other factors. The transport layer aids in dataflow maintenance and may be necessary if WSNs are accessed over the Internet or other external networks. Depending on the sensing duties, different forms of application software can be set up and employed at the application layer. The following section discusses the routing protocols for managing the increasing energy requirement of sensor nodes to monitor environmental applications such as photosynthesis, soil carbon flux, and soil salinity.

2.1. Routing Protocols. Routing protocols in EMAs determine optimum dynamic routes for exchanging information between sensor nodes depending on the application-specific requirements. These application-specific requirements of the routing protocols include throughput, capacity, coverage, network performance, end-to-end delay, real-time delay, and
Collision. They are helpful, especially in mobile applications such as battlefields, disaster zones, animal tracking, water monitoring (freshwater/ocean), and air quality. Some EMAs are time-sensitive, while others have bandwidth constraints. The sensor nodes are either powered by fixed-energy batteries or rechargeable batteries. Battery-powered WSNs for EMAs are expected to operate for at least two (2) years without failure [20]. However, most applications of EMAs are deployed in areas where changing or recharging batteries is a difficult task.

Generally, routing protocols are classified into route discovery protocols, network organization protocols, and protocol operations, as shown in Figure 1.

There are three route discovery protocols: reactive, proactive, and hybrid. There are four network organization protocols: flat-based, hierarchical-based, location-based, and data-centric. Based on their operation and how the protocols work in a deployable environment, routing protocols are classified as negotiation-based, multipath-based, query-based, quality-of-service-based, and coherent-based protocols [21, 22]. The following sections cover each category in detail, providing examples for each.

2.1.1. Discovery Protocols. Discovery routing protocols are discussed in this section. Developments of discovery routing protocols are presented in Figure 2.

(1) Proactive Protocols. Proactive protocols are table-driven protocols. Proactive routing techniques store the routes without any route matching. These protocols keep track of every sensor node’s connectivity to other nodes in the sensor network at any given time. Proactive routing protocols enable every sensor node to send periodic updates and have a clear and consistent network topology view. Proactive routing keeps a fresh list of destinations and associated paths by frequently disseminating routing tables over the sensor network. Examples of proactive routing protocols include destination sequence vector (DSDV), optimised link state routing (OLSR), and wireless routing protocol (WRP). Other proactive protocols proposed in the literature include source tree adaptive routing (STAR); global state routing (GSR); cluster head gateway, switch routing (CGSR); and fshye state routing (FSR) [23–25]. The popular examples discussed in this paper are DSDV and OLSR.

DSDV is a proactive table-driven protocol that uses the Bellman-Ford routing technique. Through sequence numbers, DSDV ensures loop-free operation. Every mobile node in the network keeps a routing table that lists all of the network’s possible destinations and the number of hops required to reach each one. A sequence number is assigned to each entry by the destination node. The sequence

| Application domain | Challenges                                                                 | Recommended solutions                          |
|--------------------|---------------------------------------------------------------------------|-----------------------------------------------|
| Terrestrial        | Limited power supply, Data redundancy, Data latency                       | Energy minimisation techniques                |
|                    |                                                                          | Design of efficient routing protocols          |
|                    |                                                                          | Use of energy harvesting                       |
|                    |                                                                          | Implement an effective node deployment strategy (e.g., multihop) |
|                    |                                                                          | Short transmission range                       |
| Underground        | Difficulty in deployment, High signal losses, High levels of attenuation, Higher energy cost, Difficulty in battery replacement | Design of efficient data communication protocols |
|                    |                                                                          | Design of efficient underwater data communication protocols |
| Underwater         | Limited bandwidth of the acoustic channels, Low link quality of acoustic channels, Significant propagation delays due to the speed of sound, Energy limitation with sensor nodes, Creation of the Doppler effect due to the relative motion of the transmitter and the receiver, Nodes are susceptible to corrosion | Design of efficient underwater data communication protocols |
| Multimedia         | High bandwidth demand, High energy consumption, Provisioning of quality of service due to variable delays and channel capacity, High demand for data processing, Challenges with cross-layer design, Data compression | In-network processing, Filtering, Design of efficient compression techniques, Design of cross-layer protocols |
| Mobile             | Unreliable data transfer, Uncontrolled mobility results in poor network performance, Localization and coverage, Unstable contact detection due to shorter contact durations | Design of efficient mobility-aware protocols for message exchanges, Design of efficient mobility-aware power management protocols |
OLSR is a proactive protocol where frequent topology changes cause flooding of the network with erratic updates. The OLSR reduces the maximum time interval for updating control overhead messages to optimise the link-state information. The critical concept of OLSR is the multipoint relays (MPRs), which are selected nodes that forward broadcast packets during the flooding of the network. The MPR reduces the control overhead of flooding since only MPRs generate link-state information. Therefore, the flooding of the network with control overhead messages reduces when OLSR is employed [27]. OLSR only transmits partial link-state information between MPRs and their MPR selectors for route calculations. This approach reduces the computational cost of route calculations and hence minimal delay in establishing routes. This protocol is best for networks where larger subsets of the network communicate with other larger subsets of the same network. It is suitable for networks where the source/destination pair with time. It is also suitable for applications that do not allow for long delays and operate in dense networks. However, it is disadvantageous in mobile networks where the frequent change in topology increases the exchange of control overhead messages, increasing the cost of energy and memory use [27].

(2) Reactive Protocols. Reactive protocols are designed, so sensor nodes within the network initiate a route discovery process only when a route to a destination node is required. The routes are subjected to computation because the sensor node computes its route based on demand [20]. The routes that have been established are created and maintained in two stages: route discovery and route maintenance. The route discovery occurs on-demand by flooding the network with route request (RREQ) packets. When a route is discovered, the destination responds with a route reply (RREP) containing the route information traversed by the RREQ. Ad hoc on-demand distance vector (AODV), ad hoc on-demand multipath distance vector (AOMDV), associativity-based routing (ABR), sequence number-based secure routing (SNSR), signal stability routing (SSR), and dynamic source routing (DSR) are popular examples of reactive protocols [25, 26, 28]. More popular reactive protocols are discussed here. They are best suitable for applications where the sensors are mobile and have their routes changing frequently.

AODV reduces control traffic by generating path requests on-demand and constructs its routes without prior knowledge using an RREQ and RREP request loop between the source and destination nodes. RREQ packets are broadcast as part of the route-building process. When a node receives an RREQ packet, it checks its record to see if it has previously received an RREQ packet. If a packet is not logged when received, the node resends it [28]. Ad hoc on-demand multipath distance vector (AOMDV) is a modified version of the AODV routing protocol. AOMDV is a protocol with multiple routes, disjoint paths, and no loops from source to destination. AOMDV uses hop count during the advertisement. AOMDV is designed to keep multiple disjoint loop-free paths in route discovery. The AOMDV protocol reduces energy consumption and packet loss in WSNs. Compared to AODV, it performs better in applications with high traffic loads. The essence of the AOMDV protocol is guaranteeing that multiple pathways discovered are loop-free and discontinuous and identifying such paths fast utilising a flood-based route discovery method. AOMDV route update rules are critical for maintaining loop-freeness and applying disjointness properties locally at each node [29].

When a source node has packets to send to a destination node, dynamic source routing (DSR) checks its cache first to see if it has a route to that destination. A new packet header is constructed to include the destination’s path if a route is available. Suppose no route is found in the cache. In that case, the node initiates the discovery process by sending an RREQ broadcast packet with the source and destination node identifiers of the route to be discovered and a unique identifier for the RREQ. Associativity-based routing (ABR)
is an on-demand routing protocol initiated by the source node. ABR employs both point-to-point and broadcast routing techniques. In ABR, the destination node decides on a route based on the property of "associativity." The chosen route is used, and all other routes are discarded because the decision is based on the property of "associativity," resulting in long-lived routes. ABR is divided into three stages (route discovery, route reconstruction, and route deletion).

(3) Hybrid Protocols. Hybrid routing methods combine the benefits of proactive and reactive routing strategies and their drawbacks. In some scenarios, hybrid routing is preferable. These hybrid protocols can achieve consistency across proactive and reactive protocols. Because nodes must keep high-level topological information, these protocols have a drawback in that they require more memory and power. Examples of hybrid routing protocols include zone routing protocol (ZRP), two-zone routing protocol (TZRP), temporarily ordered routing algorithm (TORA), and hybrid wireless mesh protocol (HWMP). A description of the most popular hybrid routing protocol is provided [25, 26]. ZRP was created to work in a zoned network. The node in ZRP maintains routes to all the routing zone’s destinations. Intra-zone routing protocol (IARP), interzone routing protocol (IERP), and bordercast resolution protocol are the three sub-protocols of ZRP (BRP). When the route is within the zone, intrazone routing protocol (IZRP) is used, and when it is outside the zone, interzone routing protocol (IERP) is used [26].

2.1.2. Network Organization Protocols. Sensor nodes collaborate to complete the tasks of the app for which they were deployed. Sensor nodes with extreme energy constraints have limited computation, storage, and communication capabilities. Some network-level protocols are designed to address the limited computing, storage, and communication capabilities of WSNs. These include flat-based routing protocols, hierarchical protocols, data-centric protocols, and location-based protocols. In flat-based protocols, all nodes are treated as peers. Hierarchical protocols are a type of protocol that is based on clusters. Data-centric protocols are intended to disseminate information throughout the network, whereas location-based protocols are aimed at addressing sensor network concerns by utilising node position information. In each of these categories, several routing algorithms have been proposed. The following sections provide brief descriptions of the various network organization protocols, as illustrated in Figure 3.

(1) Hierarchical Protocols. Hierarchical routing protocols enable large-scale network deployment through self-organization capabilities. The primary goal of the hierarchical routing protocol is to keep sensor nodes’ energy consumption as low as possible by performing data aggregation and fusion to reduce the amount of data transmitted to the base station [30]. In Figure 3, a list of hierarchical routing protocols is designed for use in WSNs. Details of these protocols are low energy adaptive clustering hierarchy (LEACH), power-efficient gathering in sensor information systems (PEGASIS), and hybrid energy-efficient distributed (HEED) clustering. Also, we have protocols such as the threshold-sensitive energy-efficient sensor network (TEEN), base station-controlled dynamic clustering protocol (BCDCP), adaptive threshold sensitive energy-efficient protocol (APTEEN). Finally, hierarchical routing protocols also designed for large-scale networks include energy-efficient clustering scheme (EECS), self-organizing protocol (SOP), energy-balanced chain-cluster routing protocol (EBCRP), chain-based hierarchical routing protocol (CHIRON), energy-aware data aggregation tree (EADAT), balanced aggregation tree routing (BATR), power-efficient data gathering and aggregation protocol (PEDAP), and enhanced tree routing (ETR).

Hierarchical routing protocols are divided into four types: cluster-based (LEACH, TEEN, HEED, APTEEN), chain-based (PEGASIS, CHIRON, EBCRP, CCS), tree-based (EADAT, BATR, ETR, PEDAP), and grid-based (SOP, BCDCP). Figures 4–7 illustrate the four hierarchical routing protocols employed for environmental monitoring applications depending on the requirements.

We describe two popular hierarchical protocols (LEACH and PEGASIS) suitable for environmental monitoring applications due to their flexibility in handling the routing information. LEACH (low-energy adaptive clustering hierarchy) is a routing algorithm that collects and delivers data to a sink node or base station. LEACH is the most widely used energy-efficient cluster-based hierarchical routing protocol for EMAs in WSNs. It employs localized coordination to enable scalability and robustness in dynamic networks.
LEACH incorporates data fusion into the routing protocol to reduce the information transmitted to the base station and organizes the network into clusters using a hierarchical approach. A cluster head is responsible for each cluster. The cluster head carries out multifaceted tasks [10, 30, 31].

In PEGASIS, nodes are connected in a chain, with one node connected to the opposite and the last node connected to the base station. The advantage of PEGASIS is that it reduces the amount of data transferred between contiguous nodes by moving information obtained by detector nodes from one node to the next until the last node transmits the data to the final terminal and restricts the number of transmissions and receptions between nodes. Two main impediments challenge the use of PEGASIS in environmental monitoring applications. First, the base station acts as a single leader, which can cause bottlenecks. Secondly, PEGASIS generates excessive disruption for remote nodes in the chain. These two challenges can be solved by enabling concurrent transmission between neighbouring nodes, which reduces the latency incurred during connection with the base station. Other ideas include using signal coding or only permitting data to be transmitted simultaneously between far apart nodes [31].

(2) Flat/Data-Centric Protocols. It is not practical to issue global identifiers to each node in many sensor network applications. The lack of global identifiers and the random deployment of sensor nodes make selecting a set of sensor nodes to interrogate problematic. As a result, data is often transported to a deployment location with a high level of redundancy. The solution to these challenges led to developing a data-centric routing protocol [21]. Examples of flat/data-centric routing protocols include gradient-based routing (GBR), COUGAR, and constrained anisotropic diffusion routing (CADR). The others are directed diffusion (DD), flooding and gossiping (FG), energy-aware routing (EAR), active query forwarding in sensor networks (ACQUIRE), and rumor routing (RR). Two popular examples (SPIN and directed diffusion) of data-centric protocols discussed are provided in this paper.

SPIN stands for “sensor protocols for information via negotiation,” a data-centric, negotiation-based family of WSN information dissemination protocols. The fundamental goal of these protocols is to efficiently distribute data collected by source nodes to the rest of the network’s sensor nodes. Simple protocols such as flooding and gossiping are frequently recommended to achieve information distribution in WSNs. Each node in the network must send a copy of the data packet to its neighbours until the information reaches all nodes in the network [6, 9, 22]. Directed diffusion is a data-centric routing approach. There must be a list of attribute-value pairs (interval, name of objects, duration, and area). If a node is interested in specific data, the sink broadcasts the inquiry to its neighbours. The interest is cached by the nodes that get it to use later. The data is compared to the values in the cached interests. Within the interest, there are additional gradient fields. The gradient is a reply link to the neighbour who sent the interest [22, 32]. This data-centric strategy is used to acquire and deliver information because it is energy efficient, saving energy, and extending the network’s lifespan. The directed diffusion routing protocol does not require addressing because all communication is node-to-node [22].
(3) Location-Based Protocols. A source node sends a packet to a destination node in a location-based routing (LBR) protocol, and the destination node appends to each packet by the source node. Packets received by intermediate nodes along the path to the destination node use the location information in the packet and deliver it to the next one-hop neighbours. They are geographically closest to the destination. The operation is repeated until the data packets arrive at the destination node. Because of the locality, location-based routing necessitates the minor state in each node. Because advertisements of routing tables, as in traditional routing protocols, are not required, it has a low communication overhead. As a result, route creation and maintenance are no longer needed with location-based routing. Location-based routing is used in more extensive networks where node positions change and the destination node’s location is known to the source [33]. LBR makes use of node location information to improve efficiency and scalability. In LBR, each node in the network must be aware of its location information, obtained via GPS or other techniques. Also, each node must be informed of the position of its one-hop neighbour node, and the source must know where the destination node is located.

LBR generally requires accurate location information, which can be acquired through some sort of localization technique. Because location information is critical for many EMA WSNs, such as animal tracking and forest fire monitoring, it is expected that each wireless sensor node in the network will be equipped with some form of localization device. Location-based routing is categorised into GPS-based and non-GPS-based protocols. The sensor nodes may be deployed as mobile or static in each category. LBR employs greedy algorithms to forward packets from the source node to the destination node. It is critical in preserving the energy of the sensor nodes. Examples of location-based routing protocols are illustrated in Figure 3. Details of these protocols are geographic adaptive fidelity (GAF), geographical and energy-aware routing (GAER), minimum energy communication network (MECN), sensor protocols for information via negotiation (SPAN), SPEED (a real-time routing protocol for sensor networks), location-based energy-efficient intersection routing (EELIR), anonymous location-based efficient routing protocol (ALERT), energy-efficient geographic forwarding algorithm for wireless ad hoc and sensor network (DECA), improved hybrid location-based ad hoc routing protocol (IHLAR), location-based routing protocol (LBRP), selective bordercast in ZRP (SBZRP), and location-based selective bordercast in ZRP (LBZRP). In this paper, GAF and GEAR are described.

The geographic and energy-aware routing (GEAR) algorithm employs geographic information to route queries to the most relevant places. In many location-aware systems, notably sensor networks, disseminating information to a geographic region is valuable. GEAR uses an energy-aware and geographically informed neighbourhood selection algorithm to route a packet to the target region instead of flooding the query or packet across the whole network. On the contrary, interest is inundated throughout the entire network in directed diffusion. As a result, GEAR saves more energy than directed diffusion.

Geographical adaptive fidelity (GAF) is a location-based routing technology considering energy consumption. Sensor networks will find it informative and applicable. Algorithms control the network’s nodes, turning them on and off to save energy while maintaining high fidelity. For the covered space, GAF develops a virtual grid. Each node receives its current location through GPS, associated with a virtual grid point. Regarding packet routing costs, nodes belonging to the same grid are regarded as the same.

2.1.3. Protocol Operation Routing. Protocol operation is another way to categorise routing protocols in WSNs. This category can be divided into five major sections based on protocol processes. Some subcategories include multipath, query, negotiation, quality-of-service, and coherent-based routing protocols. Examples of these protocols are presented in Figure 8.

In WSNs, data processing is critical, and several strategies are applied to lower processing costs to save energy. In this case, the obtained data can be handled logically. In coherent data processing-based protocols, the sensor nodes perform the bare minimum of processing locally [34]. Data is sent to sink nodes after minimal data processing in coherent routing. Tasks like time-stamping and duplicate elimination are often included in the minimum processing. Coherent processing is frequently used to produce energy-efficient routing [35]. Examples of protocols include the multiple winner algorithm (MWA) and single winner algorithm (SWA).

The protocol may use various methods to transmit data from source to destination in multipath routing. Multiple routes improve network fault tolerance while significantly increasing energy consumption and protocol overhead. An extension of the method evaluates only the path with the highest energy nodes. When a better path is found, the protocol changes to it. The network’s reliability can be strengthened using the multipath routing protocol in severely unstable conditions. A large packet can be broken down into smaller chunks and sent via numerous channels. A message can still be produced even if one of the subpackets is lost owing to connection issues [16]. Some multipath routing protocols include energy-constrained multipath routing (ECMP) and multiconstrained quality-of-service multipath routing (MCMR).

A node initiates a query and propagates it across the network in query-based routing. The query is sent to each node; only the node with matching data receives responses. Rather than disseminating the queries throughout the network, the node could send them down a random path and wait for a response. If none of the other nodes responds, the node can broadcast it to the entire network [36]. Quality-of-service (QoS-based) routing ensures that a wireless network will deliver the expected results. Latency (delay), throughput, error rate, and energy consumption are a few quality-of-service parameters in WSNs, which differentiates traffic flows by treating packets differently based on their nature. The quality-of-service routing protocol is also in charge of
prioritising data flows to maintain a predefined performance level. When delivering data in applications where parameters such as delay, resources, and bandwidth are critical, the routing protocol must maintain the quality and specifications of the required parameter. The quality-of-service routing protocol balances energy consumption and other metrics [37]. Sequential assignment routing (SAR) is a typical QoS-based routing protocol. Flooding and gossiping in WSNs can cause the network to implode; thus, a single node may get several copies of data. Negotiation-based protocols are intended to prevent duplicate packets from propagating. In wireless sensor networks (WSNs), sensor nodes exchange negotiation messages to send redundant data to the next node. It reduces network congestion and conserves energy.

Routing protocol categories (route discovery protocols, network organization protocols, and protocol operation) are beneficial in specific application areas. These protocols provide myriad challenges and energy requirements when used for specialised purposes. Table 2 highlights most of the application areas, challenges, and energy requirements for the various forms of routing protocols.

3. Energy-Efficient Protocols

Data communication is a critical challenge in many WSN applications. As a result, it is advantageous to construct and develop easily accessed resources to give data in WSNs. The number and position of nodes in WSNs make recharging or replacing batteries impossible. As a result, energy consumption is a universal design concern for WSNs. Researchers have concentrated on reducing energy dissipation at all stages of system design, from hardware to protocols to algorithms. As a result, it is critical for the network to carefully define the parameters of the protocols in the network stack to achieve the required energy efficiency and meet the quality-of-service requirements. The following is a discussion of some energy-efficient protocols used in the WSN architecture at the physical, link, and network layers.

3.1. Energy-Efficient Physical Layer Protocols. The Zigbee protocol suite is the preferred physical layer protocol for environmental monitoring. It is widely considered due to its low duty cycle for energy-efficient implementations. The communication range of Zigbee is within 100 m, with a reduced communication range of 30 m for indoor applications [38]. Using precision agriculture and farming applications, Zigbee enabled supervised irrigation, water quality management, pesticide and fertiliser control, and total field surveillance [39]. Other implementations of Zigbee include investigating signal propagation and strength distribution characteristics of wireless sensor networks in date palm orchards with application-efficient specific parameters such as signal strength on the spacing between nodes, the leaf density, and antenna height of the base station. Cattle grazing-field implementation [40, 41], greenhouse [42, 43], livestock monitoring [44], and smart beehives [45] are some current implementations using Zigbee.

3.1.1. LoRa (Long Range Radio). LoRa is a digital wireless data communication technology spread-spectrum radio modulation (EP2763321 from 2013 and US7791415 from 2008) derived from chirp spread spectrum (CSS) technology. It uses the unlicensed free radio frequency bands 169 MHz, 433 MHz, and 868 MHz in Europe and 915 MHz in the US. LoRa is presented in two ways: the physical layer shown as LoRa on devices and the upper layers presented as the long range wide area network (LoRaWAN) [46]. LoRa provides a low-cost, secure bidirectional mobile communication for IoTs and other machine-to-machine (M2M) for high throughput systems. These systems typically run on 3G or Ethernet networks, WiFi, or cellular technologies. The LoRa has been implemented in smart bee monitoring farms to ensure communication of the colony activities [47]. Greenhouses measure air temperature, humidity, light intensity, and soil moisture [48]. LoRa’s advantage is its scalability to several nodes and adaptability to interference and noise. Another implementation involves real-time monitoring using a multisensor combination module (MSCM) and LoRa. In the implementation, wetland parameters include

![Figure 8: Protocol operation routing protocols.](image-url)
Table 2: Application areas, challenges, and energy requirements of routing protocols.

| Categories of routing protocols | Application areas                                                                 | Challenges                                                                 | Energy requirements                                    |
|---------------------------------|----------------------------------------------------------------------------------|----------------------------------------------------------------------------|--------------------------------------------------------|
| Reactive                         | Animal tracking, habitat monitoring                                              | Continuous energy source, size of sensor nodes, frequent change in node position, latency, security | Energy harvesting sources, rechargeable batteries       |
| Route discovery                  | Infrastructure systems, hospice care, weather forecasting, military surveillance | Significant overhead for storing routing tables in sensor nodes, not suitable for mobile applications | Fixed energy batteries, capacitors, rechargeable batteries, Mobile energy transmitters |
| Hybrid                           | Sewage and gully pot monitoring                                                  | Require more memory and power, mobility                                    | Mobile energy transmitters, energy harvesting nodes    |

Network organization

| Application areas                                                                 | Challenges                                                                 | Energy requirements                                    |
|----------------------------------------------------------------------------------|----------------------------------------------------------------------------|--------------------------------------------------------|
| Animal tracking, military surveillance, crop farming, forest fires, disasters.    | Size of sensor nodes, energy source, number of nodes, modulation schemes   | Fixed energy batteries, rechargeable batteries         |
| Habitat monitoring, disaster monitoring                                           |                                                                           |                                                        |

Protocol operations

| Application areas                                                                 | Challenges                                                                 | Energy requirements                                    |
|----------------------------------------------------------------------------------|----------------------------------------------------------------------------|--------------------------------------------------------|
| Smart farming, structural monitoring, earthquake monitoring, water quality        | Energy consuming, topology control, maintaining energy-neutral operation (ENO), mobility of nodes, antenna sensitivity | Super capacitors, rechargeable batteries, energy harvesting sources (primarily solar) |
| monitoring, air quality monitoring, climate change monitoring                     |                                                                           |                                                        |

water temperature, pH, conductivity, turbidity, dissolved oxygen, and water level [11]. A recent work by authors considers the inability of the elderly and disabled farmers to monitor and oversee agricultural tasks on farms. In their implementation, LoRa radios were used to run several software applications from speech processing software, voice recognition, and other assistive artificial intelligence (AI) features. However, LoRa may only transmit data not exceeding a few kbps (not suitable for video capturing) over longer distances (not exceeding 3 km). The work by the authors included smartphones and tablets intercepting voice commands generated to be transmitted to a remote agent’s device, usually at the farm’s end. Applications on the agent’s device are designed using raspberry pi and other programming facilities like the Arduino Uno unit with a WiFi radio module. Countries with existing implementations include smart gardens, vineyard crops in Spain, irrigation on kiwi and corn farms in Italy, and banana farming in Columbia.

3.1.2. Bluetooth. Bluetooth is another short-range communication protocol in environmental monitoring applications. It is usually implemented between movable portable devices such as laptops over 10 m distances. Due to its availability on most handheld devices, it can be used for multilevel agricultural applications. Agricultural implementations include weather information, soil moisture, temperature, and irrigation. Bluetooth is beneficial due to its low energy consumption, wide availability of devices, and ease of use. It has also been used in other monitoring environments, such as disaster prediction and monitoring [49], food storage systems [50], and environmental monitoring in small spaces [51].

3.1.3. Sigfox. Sigfox is the name of the company and the low power wireless area network (LPWAN) operator. It is one protocol gaining popularity in IoT and environmental monitoring applications in several countries, cooperating with various mobile network operators. Sigfox provides a software-based communication platform that allows the complexities of network computing to be carried out on the cloud instead of the devices. Their unique setup with mobile cellular networks provides an extensive network of global devices transmitting data without setting up or maintaining a connection [52]. Therefore, the Sigfox setup removes network bottlenecks such as signalling overheads, providing a robust and optimised network protocol. It uses the radio frequency channel on the 100 Hz band, with a data rate of 100 bps. It is based on the ultra narrow band (UNB). It uses a differential binary phase shift keying (DBPSK) modulation scheme, with scattered nodes accessing the network using random frequency time division multiple access (RFTDMA) [53].

Narrowband Internet of Things (NB-IoT) is developed by the 3rd Generation Partnership Project (3GPP) to scale up WSN applications and make them more dependable. NB-IoT uses an unlicensed frequency band in long-term evolution (LTE) and consumes more power than LoRaWAN due to its constant need for synchronisation. It implements orthogonal frequency-division multiplexing (OFDM) and frequency division multiple access (FDMA), increasing its power consumption. However, its applications require low latency and high data rates.

Other less implemented physical layer protocols in environmental monitoring include Bluetooth LE and mobile cellular technologies such as GPRS, 3G, and 4G. Due to their high energy consumption, mobile technologies are limited in IoTs and environmental monitoring applications. In contrast, the high data rate they provide may not be helpful in many applications [54–61]. Table 3 summarises the characteristics of energy-efficient physical layer protocols for environmental monitoring applications.

3.2. Energy-Efficient Routing Protocols. Energy-efficient routing is aimed at increasing the network lifetime by
considering the energy cost of the communication path. The routing protocols generally are categorised based on clustering, the mode of the protocol’s functionality, the node’s participation, and the network structure [20]. The general challenges for environmental monitoring include security, scalability, node deployment strategies, connectivity, and coverage. In mitigating these challenges, energy consumption is integral in implementing these solutions.

The challenges of WSN applications are diversified based on the application areas, which influences the routing protocols and quality-of-service parameters. For example, underwater communications in underwater wireless sensor networks (UWSN) use acoustic signals for propagation, unlike radio frequency (RF) signals that are used in terrestrial wireless sensor networks (TWSN). These acoustic signals are at lower magnitudes of 1500 m/s, five times lower than in TWSNs. Quality parameters such as delay are critical in acoustic mediums, which may be negligible for terrestrial environments. A centralised routing protocol, proposed by authors in [62], is based on a full-duplex communication that implements network management (gateway managers) and routing agents. These agents periodically probe the network for the statuses of the nodes to allow the gateways to determine a priori the optimum path between neighbouring nodes to avoid congestion for high traffic applications. Other protocols implemented in [63, 64] were based on water depth and temperature. Fire hazard monitoring applications require adaptive routing to ensure efficient real-time data delivery. The routing protocols for such emergency services include the real-time routing protocol with proposed load distribution [65] and improvement [66].

3.3. Energy-Efficient MAC Protocols. Using energy-efficient MAC protocols in WSN is aimed at meeting the challenges of general WSNs such as latency, throughput and fairness, channel utilisation, and scalability. Latency refers to the time it takes from a source node to reach the destination node. Its requirements in WSN are application dependent. The throughput is also a measure of successful data received by the destination node. Fairness here refers to the ability of the destination node to receive a fair amount of data from each sensor node in the network. Therefore, the MAC protocols must overcome the challenges of multiple transmissions in the networks, such as energy losses due to control overheads, idle listening, collisions, and overhearing.

Environmental monitoring applications require MAC protocols that adapt to mission-critical applications. These applications require a quick response time. The applications may be deployed in inaccessible human environments. Hence, efficient energy management systems are needed to prolong the network lifetime. Examples include volcanic eruption-prone areas, surveillance applications,

| Protocol | Standard | Power consumption | Security capability | Applications | Limitations | Range | Topology |
|----------|----------|-------------------|---------------------|--------------|-------------|-------|----------|
| Bluetooth | IEEE 802.15.1 (no more). The current standard is Bluetooth 5.3 | Low (100 mW) | 128-bit AES | Fire and disaster monitoring, food storage, greenhouse monitoring | Line of sight between communicating devices | 1-10 m | Point-to-point |
| Zigbee | IEEE 802.15.4 | Low (36.9 mW) | 128-bit AES | Temperature and fire monitoring in underground mines, agriculture, cattle grazing, bee hives, and greenhouse monitoring | Line of sight between communicating devices | 1-75 m and more | Mesh |
| LoRa | IEEE 802.15.4g | Low (100 mW) | AES CCm 128B | Greenhouse monitoring, voice detection techniques in farming, irrigation monitoring | Scalability, the maximum data rate of 250 kbps | 2-5 km (urban) and 15 km (rural) | Star of stars |
| WiFi | IEEE 802.11a,b,g,n | High (835 MW) | 128-bit AES | Air pollution, earthquake detection, temperature and humidity sensing, humiture and optical sensing | High power consumption, security, long access time (13.74 s) | 100 m | Star |
| Sigfox | Sigfox | Low | Key generation, message encryption sequence | Water quality prediction, air quality monitoring, and optimum farming parameters | Mobility of nodes can only be deployed in a few countries, and communication is limited from the base station to the nodes | 100 km | Star |
| NB-IoT | 3GPP | Medium | NSA/AES 256 | Water quality monitoring, air pollution, industrial environment | High power, high data rate | | Star |
environmental monitoring and control systems, and health care systems. The quality-of-service (QoS) parameters identified for MAC protocol implementation in any set of mission-critical system is similar and may be applied to other systems. ADMC-MAC is a mission-critical MAC protocol using regression techniques to decide the duty cycle of sensor nodes [67].

4. Energy Harvesting-Based Protocols

The slow development in battery technologies makes energy harvesting (EH) a viable solution to the energy challenge in environmental monitoring protocols. Using energy harvesting in environmental monitoring hampers the destruction of environmental pollution from the disposal of batteries. Energy harvesting is increasingly becoming important in IoT implementations due to the massive number of sensor nodes deployed for some applications, primarily working for long periods without human interferences.

Energy challenges like traditional WSN applications may not constrain energy harvesting due to energy availability. Some identified EH sources in environmental monitoring include sunlight, vibration, sound, wind, thermal, electromagnetic waves, and body heat and movement. Hence, some applications apply architectures such as mobile, stationary, or hybrid. They may also be classified as single-tier, multi-tier, or homogeneous [68]. Sources like solar energy, commonly used in many applications, use the photovoltaic energy harvesting approach. In photovoltaic energy harvesting, solar light energy is converted into electrical energy to recharge the batteries of WSN nodes. The highest energy conversion for outdoor solar energy harvesting was 15 mW/cm² and an efficiency of about 30%. It is the preferred renewable energy source. It is primarily available in the environment where sensor nodes are deployed and have the highest energy conversion efficiency. Solar energy harvesting does not pollute the environment but requires little preservation and may be stored for several years. Solar harvesters may be deployed in applications that include agriculture (farms), forest monitoring, greenhouse monitoring, and animal monitoring. Recently, commercial applications have been deployed by Crossbow Inc. USA, using Mote View 2.0 for measuring parameters such as temperature, humidity, pressure, acceleration, and light. The application uses the Zigbee protocol for communication with an expandable distance of 100 m to 1.5 km. An example of implementation was discussed in the survey by authors in [69] which reviewed the literature on solar energy harvesting WSN (SHE-WSN).

A smart agricultural application simulated by the authors in [70] is intended to extend the network lifetime using solar energy harvesting. Using similar tools described by Sharma et al., the lifetime of nodes deployed on a farm was extended from 5.75 days when energy harvesting was not implemented to 115.75 days. With an increase in throughput of 160 kbits/s from 100 kbits/s, the duty cycle of these sensor nodes could be adjusted upwards to more than 25% (which is a message transmitted every 4 s) since energy is no longer the main challenge of these networks.

The network setup consists of MICAz WSN nodes deployed at fixed locations in a mapped-out area on a smart farm. Sensor nodes are connected to a gateway/base station powered by the main supply. Sensor nodes transmit their data to relays through multihop transmits for forwarding to the gateway. The network supports bidirectional communication from the gateway directly with the deployed sensor nodes.

For a comprehensive review of up-to-date energy harvesting WSNs (EH-WSN), the reader may refer to [14] for references. An energy harvesting-based clustering protocol is proposed by authors in [71] to improve network stability and efficiency. Their approach includes the selection of the cluster head for each cluster based on the node’s energy level, the amount of energy harvested, and the number of its neighbours. The leach-based clustering protocol uses a lower threshold of 0.1 J and a higher threshold of 1 J to compete in the cluster head selection. Other protocols implementing prediction models that may be difficult in WSN are made possible due to energy harvesting. Weather forecasting-based applications include implementations in IproEnergy [72], autoregressive (AR) models [73], ARIMA models [74], and reinforcement learning applications using Q-learning [75].

Mechanical kinetic energy harvesting converts mechanical motions and vibration harnessed from the environment into electrical energy. This energy source is self-power sensing, convenient, energy-saving, sustainable, and eco-friendly. It is applied in aerospace, biomedical engineering, and military and environmental monitoring applications [76]. However, mechanical energy has few implementations in WSN due to low conversion efficiency, low power output, and conversion being time-dependent and may even cause damage to the device. It requires unique modulation of the energy source to harness the energy from the ambient environment. Applications depending on mechanical include structural condition monitoring, smart devices and cities, biomedical and wearable devices, and machine monitoring. Biomass, which converts organic materials from plants and animals, has seen applications in WSNs where devices deployed in unreachable locations harvest energy from organic ambient sources. Examples of sources include corn, soybeans, woody plants, paper, cotton, food, wood wastes, and animal and human sewage. Authors in [77] harvested energy from switchgrass, while authors in [78] mentioned the extraction of Xenopus oocytes from female frogs to power capacitors in their application.

5. Environmental Monitoring Application Design Requirements

Environmental monitoring applications are different in many ways. Some of the applications are dynamically deployed, and others are statically deployed. In dynamic deployments, the nodes are primarily mobile, and in static deployments, the nodes are positioned at various points in the environment. In each of these deployments, the design requirements may differ. Also, environmental monitoring applications are characterised by energy efficiency, network
5.1. Quality-of-Service Requirements. Quality of service (QoS) guarantees that the network provides the expected results. In WSNs for EMAs, there are essential parameters that the application may be designed to achieve. These QoS parameters include throughput, delay, packet delivery ratio, and energy consumption. For example, in forest fire monitoring, the nodes are deployed to access real-time data and remotely acquire data from forest zones for decision-makers to make decisions based on the data received from the sensor nodes. The sensor nodes report any unusual temperature, smoke, oxygen levels, and humidity that may be collected to mitigate forest fires. Collecting and studying event data from the forest employ sensors that may trigger alarms, calculate and track humidity levels and temperature variations, and detect smoke patterns. From such sensor networks, throughput and data reliability are essential. Also, measuring delay is crucial because the different sensors may collect the data in specified periods. This means that delays in sensor data reporting may cause forest fires. The sensor nodes’ energy efficiency will optimise network performance and uptime. For example, in forest fires, sensor nodes must operate in the forest for a long time. Therefore, efficient energy consumption or low energy consumption of the sensor nodes’ energy will make the node live longer. Energy-aware sensor network architecture (SNA) techniques are paramount in such networks [80]. Therefore, protocols designed at the various layers must be energy-aware to enhance the overall network lifetime.

5.2. Topology Requirements. WSN network topology is the physical or logical placement or arrangement of sensor nodes in an observed area of interest. It also includes how sensor nodes communicate within the network to collect data from the environment and transmit it to a base station via a sink node [81]. Topology requirements in WSN for EMAs vary depending on the environment and application. Network topologies are typically application-specific, and the structure serves as an essential foundation in EMAs [82]. Network topologies must be designed to balance the energy consumed by sensor nodes while the network lifetime is maximized. The topology of a network can directly impact its performance [83].

WSN topologies such as basic peer-to-peer, linear, star, tree, a cluster tree, or mesh are used in EMAs to monitor and set up the sensor network. Sensor nodes may be deployed remotely at an area of interest to acquire data wirelessly using one WSN topology to monitor agriculture, the environment, or water resources. Topologies can be built either statically or dynamically. Several sensor nodes can freely move in dynamic topologies in some application domains (for example, water quality monitoring and oceanography). The topology can self-organize when individual sensor nodes fail or deplete their energy. In dynamic topologies, when new nodes are added to the network after some nodes fail, the identity of the new node enters the network without changing the topology [81].

In WSNs for EMAs, the transmission power of the nodes determines the network topology, which directly impacts network performance [82]. The network topology in EMAs can be designed to accommodate mobile or static sensor nodes and a sink. Mobile nodes in a sensor network are typically designed to deal with the dynamic network topology required for node mobility. Because node mobility in WSNs makes the topology dynamic, the communication protocol becomes more complicated, necessitating more processing resources and energy. The network topology may generate minimal heavy traffic load depending on the network size and application domain (animal tracking, water quality, oceanography, fire monitoring). The sensor node in an EMA must be able to reconfigure itself for different network topologies (such as star and tree topology). All sensor nodes directly communicate with the sink node in the star topology. Most sensor nodes in a tree or mesh communicate with neighbours to maintain connectivity with the sink node [84].

EMAs’ network topology requirements should consider the number of nodes and the distance between neighbour nodes to determine node placement density, network diameter, and coverage. The minimum number of data relays between sensor nodes is used when packets are transmitted between nodes in the network [85]. Researchers developing applications to monitor the environment must consider network topology requirements because network functionality and stability are critical to meeting application objectives. To determine the type of topology, it is also necessary to consider the traffic load density. Network topologies should be well-designed to be fault-tolerant, reconfigurable, energy-efficient, and scalable [86].

6. WSN Security Approaches for EMAs

WSN application security is a complex problem to solve. It requires finding the best method to maximize network performance while dealing with complex restrictions. The goal is to find a reasonable balance between efficiency, energy efficiency, and routing protocol design. Wireless sensor networks (WSNs) are being utilised for various applications, including environmental monitoring applications (EMAs), like a new computer and network infrastructure platform, and operational security is a significant problem. Security issues in WSN for EMAs are more concerned with the reliability of the network, positioning of the nodes
(localization), and the topological characteristics that may affect data collection, data processing, and increased delay in the network [18, 87].

In WSNs, a security attack is defined as any attempt to expose, steal, manipulate, modify, or obtain unauthorised access to information in the sensor network [87]. A wireless sensor network is highly vulnerable to attacks because the sensor nodes are physically unprotected. In WSN, there are two types of attacks: active and passive. The attackers just monitor the communication channel in a passive attack, but they modify the data stream in an active attack. Passive attacks include eavesdropping, node dysfunction, node destruction, and traffic analysis. Active attacks occur when an adversary attempts to disrupt the operation of the network under attack. Active attacks include denial-of-service (DoS), sinkhole attacks, flooding, and Sybil. At various tiers of the network, many attacks exist. The attackers aim to exploit the nodes directly at the physical layer. Jamming is a denial-of-service attack in which the victim’s computer’s functions are disrupted. There are various attacks at various layers of the network. Table 4 presents security attacks at the layers on the OSI model. At the physical layer, attackers attempt to exploit the nodes physically. Physical layer threats put data availability, integrity, and confidentiality at risk. The data link layer is responsible for framing, addressing, error correction, and flow control. At this layer, a variety of attacks may occur. When two separate nodes send data on the same frequency, the packet’s data varies by a small amount. As a result, the packet becomes unusable, and the data is deleted. An attacker may cause these collisions [5, 87].

For communication, many networks employ a two-way handshake. An attacker can make a constant request to send the packet. The network link may be flooded as a result. Interrogation is the term used to describe this type of attack. The network layer handles packet routing from one node to another. Several attacks at this layer in wireless sensor networks take advantage of the routing mechanism. In WSNs, the transport layer ensures that the entire message is delivered in the exact sequence. At this level, some attacks can be made. New connection requests are produced repeatedly in floating till the resources reach their maximum capacity.

To develop secure WSNs, application designers must consider security objectives (integrity, availability, authorisation, authentication, and confidentiality). Data integrity ensures that data is not tampered with by unauthorised parties. Data availability ensures that authorised system stakeholders have immediate and unrestricted access to the system’s and network’s resources. The most critical aspect of security is availability. The authority to access the data is primarily concerned with maintaining the confidentiality of the information. Authentication requires genuine access to sensor nodes and the network by application designers throughout implementation. The sensor nodes must provide authorised data to stakeholders while operating the network [5]. Encryption techniques are used to protect the privacy of system resources and operations. As a result, data confidentiality is conditional on a certain level of information [88].

6.1. Types of Security Threats in EMAs. Security targets in WSNs for EMAs apply to the wireless medium between sensor nodes, and the sensor devices are susceptible to attacks and vulnerabilities. The environmental monitoring applications are designed to achieve specific objectives. Some applications such as water quality, air quality, animal tracking, and forest fire are life-threatening, endangering the lives of humans and animals. They require essential security measures to ensure that the nodes remain operational 100% of the time. Security attacks of the sensor nodes may cause the nodes to malfunction, disrupt the network, and

### Table 4: Security attacks at the layer(s) on the OSI model.

| Network layers   | Security attacks                                           | Effects of network/node                                                                 | Defense mechanism                                                                 |
|------------------|------------------------------------------------------------|----------------------------------------------------------------------------------------|----------------------------------------------------------------------------------|
| Application      | Message corruption, DoS, disrupt or intercept confidential data | Increases packet reception time, reduces data reliability, degradation of energy, fake packets are injected, data integrity, availability, and authenticity are affected | Firewalls and the use of antiviruses                                             |
| Transport        | Session hijacking, DoS                                      | Continuous request to send packets floods the network, generation of false messages, creation of routing loops, causes selective forwarding | Encryption, authorisation, probing, monitoring firewalls                         |
| Network          | Wormhole, blackhole, sinkhole, Sybil, selective forwarding, spoofing, altered or replayed routing information, internet smurf | Traffic analysis, HELLO flood, monitoring, channel exhaustion, 802.11 disruptions (MAC) | Error correction, use of virtual private networks, reprogramming sensor devices |
| Data link        | Jamming, node malfunctioning, node destruction, tampering (direct node attack), DoS, radio interference, interception | Retransmission of data, the decreased energy level of the sensor node, nodes may miss the transmission, degradation in network performance | Hiding, region mapping, spread-spectrum techniques such as DSSS and FHSS          |
| Physical         |                                                            | Corrupts or sends a large number of packets, sensor node physically tampered, addition of other sensor nodes, network services get stopped (data collection), network energy is exploited |                                                                                   |
attacks and the environmental monitoring application they energy, and die. Table 6 depicts some common types of
animals.
also send packets until they are exhausted, drain their
readings, which may endanger the lives of humans and
the attackers may reprogram the nodes to transmit false data
in multiple locations) to connect with a large number of nodes. This poses a risk to the network’s confidentiality.
Sinkhole
This exploits the network by adding a node that collects all data as though it were the base station.
This threatens the confidentiality of the system where applicable.
Sybil attack
In this case, the compromised node assumes several identities (creating the illusion of being present
in multiple locations) to connect with a large number of nodes. This poses a risk to the network’s confidentiality.

Table 5: Description of various security threats.

| Attack                              | Description                                                                                                                                                                                                 |
|-------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Denial of service (DoS)             | This attack overflows the network with traffic, utilises more bandwidth, and causes services or resources to become unavailable to the user. This type of attack is most common in all WSN applications. It is aimed at interrupting the system, making it unavailable or unusable, which attacks its availability and efficiency. |
| Selective forwarding                 | In this situation, the attacker installs a malicious node which masquerades as a genuine node, which may refuse to forward or simply discard specific messages. This jeopardises the availability and integrity of system data.             |
| Sinkhole                            | This exploits the network by adding a node that collects all data as though it were the base station. This threatens the confidentiality of the system where applicable.                                              |
| Sybil attack                        | This is a more direct attack whereby the attacker can wreak havoc on the network by sending falsified error messages or establishing routing loops. This compromises the network’s integrity and availability.           |
| Wormhole                            | The HELLO packet is transmitted to the nodes, and the attacked device may be misidentified as a neighbour seeking to communicate with it. Its objective is to use network resources. The availability of network resources is jeopardised as a result. |
| Spoofed, altered, or replayed routing information | This is a threat to data integrity. With this attack, the targeted node is forced to transmit the reply to the malicious node by providing fake route information. This disrupts availability. |
| Blackhole                           | With this attack, the targeted node is forced to transmit the reply to the malicious node by providing fake route information. This disrupts availability.                                                      |
| Node destruction                    | This attack seeks to either disable the node so that a compromised node with the same identifier may take its place or prohibit it from gathering data.                                                       |
| Monitor and eavesdropping           | The goal of this exploit is to obtain network information. This jeopardises confidentiality.                                                                                                           |
| Traffic analysis                    | The goal is to capture and analyse messages to derive information from communication patterns. Its threat stems from its capacity to function even when data are encrypted and compromised confidentiality.                                         |
| Node replication                    | This attack duplicates nodes and uses them to set up multiple attacks.                                                                                                                                 |
| Message corruption                  | This attack takes three significant steps: it accepts a message, alters it to make it incomprehensible, and finally sends it to its intended recipient—the integrity and availability of data are being compromised.                                       |
| Jamming                             | Jamming disrupts the sensor nodes’ RF signals, rendering them inoperable and compromising availability.                                                                                                   |
| Node malfunctioning                 | Node malfunctioning creates erroneous data that might jeopardise the integrity of the cluster heads’ data-aggregation process.                                                                          |

introduce delays in data communication, halting the moni-
toring process and degrading the overall quality of service. Table 5 illustrates the attacks and descriptions of the various security threats.

Also, when the sensor nodes and network are attacked, the attackers may reprogram the nodes to transmit false data readings, which may endanger the lives of humans and animals.

Attackers may also cause the sensor nodes to continuously send packets until they are exhausted, drain their energy, and die. Table 6 depicts some common types of attacks and the environmental monitoring application they affect, which an attacker may exploit to render the sensor network inefficient affecting its intended use.

6.2. Node and Network Security Approaches in Environmental Monitoring Applications. This paper has established that wireless sensor networks (WSNs) have minimal operational energy, limited memory capacity, and constrained computing abilities. These nodes can sense, record, and monitor environmental conditions. The sensor node and the sensor network have a lot of practical uses, but they are also challenged with several deployment problems of which security is paramount. The node is deployed in hostile environments, making them physically vulnerable to attacks (adversaries and natural disasters). When sensor nodes are deployed in hostile environments, the kind of topology formed because of the node depleting its energy or being damaged by animals is unclear. The section examines different security approaches suitable for specific operations in WSNs for EMAs. Some data gathered from sensor nodes in EMAs may be sensitive. Hence, there is a need to safeguard the node, network and sensed data to prevent any attack or tampering. The data obtained from the sensor nodes and transferred to a base station require levels of authorisation and authentication to access it. These security
levels will prevent unauthorised data from getting into the hands of the wrong users [89].

6.2.1. Secure Data Aggregation. The sensor nodes in EMAs collect enormous amounts of data. The sensed data must be aggregated to avoid overload at the base station. As illustrated in Figure 9, data aggregation is how sensed data is processed and combined en route by intermediary sensor nodes. In a typical WSN, many sensor nodes gather application-specific data from the environment and transfer it to a centralized base station for processing, analysing, and use by the application [90]. The basic strategy is to analyse data from multiple sensor nodes as transmitted collectively. The plain text sensed by the deployable environment’s nodes may be encrypted before being transferred to the base station. For example, water quality data such as pH or dissolved oxygen sensed by nodes deployed in a river is encrypted after sensing and transmitted to the base station. Before data aggregation operations can be performed on the data, the encrypted water quality data is decrypted at the base station [91, 92]. In real-time applications, data aggregation occurs to prevent false alarms. Data can be aggregated within a node, across a network, at the sink, or the base station. All of these data collection points require some level of security. Where sensitive data is being collected, as in military deployments, encryption may be needed to prevent data from being read and compromised by adversaries [93].

6.2.2. Access Control. Access control is a security strategy that governs who has access to and uses resources in a computing environment. It is a fundamental security concept used to mitigate risk. The two types of access control are physical and logical access control. Physical access control is used to restrict access to physical IT assets. Logical access control governs all communication systems, files, and data connections. Nodes are fixed or mounted on endangered species (for example, turtles) in animal tracking applications to track their movements. Physical access to the nodes is impossible while the animals are in motion. Still, logically, the algorithms or protocols are accessible to researchers who track the position of the animals and all data residing on the node. This could be applied to the battlefield, forest
fire, and water resource monitoring. Farmers can have physical and logical control over agricultural monitoring and use the necessary security at each level to provide the restrictions required for the device and the data [94].

6.2.3. Secure Routing. Nodes in WSNs for environmental monitoring communicate to transfer data from one node to another. Data exchange between nodes necessitates a secure pathway to avoid data compromise. Because nodes in a WSN route packets over multiple paths, secure routing techniques must be used to secure the route. Secure routing is a set of transport and network security controls that apply to routing protocols and individual nodes. However, to establish the network architecture (reactive, proactive, or hybrid), nodes must communicate with their peers to use one of the routing protocols. Safe routing and secure data forwarding are two approaches to routing security used in EMAs. Secure routing necessitates node collaboration to share accurate routing information and keep the network connected. Secure data forwarding requires the protection of data packets from corruption, dropping, and manipulation by an untrusted source.

6.2.4. Secure Localization. The positional information of nodes mounted on animals and floating in water sources is critical in mobile-based sensor deployments such as animal tracking and water quality monitoring. For example, in the case of animal tracking, the location of endangered species such as turtles, elephants, and others will provide information. Localization computes the location or position of sensor nodes in WSNs. Because of the dynamic nature of the applications, WSN deployment has shifted from static to dynamic (mobile). Because such networks are dynamic, node localization is also variable, making the process critical in WSNs. Knowledge of a network entity’s physical location is useful in various applications. The primary factor in location determination is a group of particular nodes known as anchor/beacon nodes, which are resource privileged and have more excellent storage and computing capacity. Other unknown nodes calculate their position in various ways based on the location of anchor/beacon nodes. As a result, malicious anchor/beacon nodes must be prevented from providing false location information, as unknown nodes rely entirely on them to compute their position [95].

6.2.5. Cryptographic Algorithms. The communication infrastructure (radios in the network) in WSNs for EMAs may also be compromised. If the radio is compromised, it will no longer be able to securely communicate the data obtained from the sensor nodes. Furthermore, the data obtained from the sensor nodes may necessitate additional security at the base station and backup systems if the base station is attacked. As a result, using cryptographic algorithms to provide the desired security is critical. Cryptographic algorithms are methods and procedures for securing a system linked with keys. The crypto security of an environmental monitoring application against attacks and malicious infiltration can be defined by two factors: (1) the strength of the keys and the efficiency of procedures and protocols associated with the keys and (2) the protection of the keys through key management (secure key generation, storage, distribution, use, and destruction). Poor algorithms embedded in a robust key management framework are just as likely as good algorithms embedded in a weak key management framework to fail. Data encryption, authentication, and digital signatures are tasks that require using cryptographic algorithms [96].

6.3. Challenges of WSNs for EMAs. Wireless sensor networks’ intense constraints and demanding application environments make computer security for such systems more complicated than traditional networks. Some challenges, like most systems, have a negative impact on the system’s operations and resources. WSNs are not immune to challenges, particularly in terms of security. Wireless communication is less secure due to its distributed nature, allowing easy interception. An adversary can easily intercept, change, or rerun any message. An attacker can easily intercept legal packets and inject malicious ones [97].

6.3.1. Constrained Resources. A constrained resource is one in which you have a finite supply. Sensor nodes in WSNs are subject to resource constraints such as limited power, restricted communication bandwidth, limited processing capability, and limited storage capacity due to their varying sizes and cost. Wireless channels in the network are typically unstable when sensor data is shared among nodes or transferred for data processing, resulting in unpredictable transmission delays and packet losses. Energy constraints, for example, require strategies to save energy to enable nodes to operate for a longer time since sensor nodes mainly rely on batteries. The deployment type also affects the communication and connectivity between nodes in the network. This challenge also requires optimal node deployment schemes to ensure effective communication among the nodes in the network in EMAs.

6.3.2. Node Failure. Sensor nodes are the main components of the wireless sensor network for environmental monitoring applications. They operate unattended and are capable of adapting to their deployable environment. Due to its size, it comes with stringent energy requirements because, on most occasions, the nodes are not accessible to humans. Hence, its battery and other hardware cannot fail to operate since monitoring will not be possible. Sensor nodes comprise sensing, energy, transceiver, and processing units. The node fails to operate if any of these components fail, affecting the overall network’s operation. In EMAs, node failure means no sensing can occur, and there will be an optimal communication medium [93].

6.3.3. Network Converge and Fault Tolerance. Typically, sensor nodes fail because of a lack of power, physical harm, or environmental interferences, and such failures should not impact the WSN’s intended mission. Fault tolerance refers to a WSN’s capacity to maintain sensor functionality in the face of node failures. Fault-tolerance protocols and algorithms must be designed to handle their specified performance levels. For example, tolerance can be minimal in a
house, but tolerance levels must be quite high for en-
vironmental monitoring to maintain operation [98].

6.3.4. Data Privacy. Data privacy is the ability to control when, how, and to what extent data or information is shared or divulged to others. WSNs in EMAs, like most data sys-
tems, collect sensitive information, necessitating the need to protect its privacy, which in turn protects its confidential-
ity. However, the data collected by the sensors can be obtained by an attacker using a powerful receiver, resulting in a privacy breach [99]. Furthermore, a hacker can quickly introduce harmful messages into the network by using wire-
less communication, allowing easy eavesdropping and potentially breaching data privacy.

6.3.5. Location and Positioning of Nodes. Localization tech-
niques are critical in applications such as animal tracking, where the location of the animals at a given time is required, particularly in the case of endangered species. Localization is a technique used in WSNs for EMAs to determine the location of sensor nodes. WSNs are thousands of tiny nodes, making GPS installation on each sensor node impractical. Furthermore, even when GPS is installed on sensor nodes, it does not provide ideal localization results. Establishing location references on each sensor node in a dense network is practically impossible [100]. It thus creates a problematic situation in which the sensor nodes must define their current position without the support of any special equipment such as a global positioning system.

6.3.6. Propagation Delay. The nodes in EMAs are strategi-
cally placed throughout the deployment area to achieve detection and identification probabilities close to 100% for specified parameters [101]. However, even when the nodes detect the required parameters, propagation delays affect their transmission during in-node or in-network communica-
tion and a node sink communication. The propagation delay is the time it takes packets to travel through the trans-
mision medium and is limited by the speed of light. For example, if the source and destination are both in the same deployment area or region but are 100 meters apart, the propagation delay can be estimated to be 1 microsecond. If they are separated by 500 meters in a different deployment environment, the delay can be estimated to be 0.1 seconds [102]. Factors influencing node propagation with underwa-
ter nodes differ from those influencing node propagation with tracking animals on land in environmental monitoring appli-
cations. As a result, the number of packets transmitted between the source and destination nodes may vary depend-
ing on the environment and channel conditions. Delays in packet transmission have serious consequences for WSNs used in environmental monitoring applications that require a response time of fewer than 200 milliseconds. When the propagation delay exceeds the threshold in such applications as forest fire monitoring, battlefield, and freshwater quality, it may affect stakeholders’ decisions to avoid the effects if no such delays occur.

7. Conclusion

The applications of WSN technology for environmental monitoring have been discussed in this paper. The paper reviewed vital protocols used in WSNs for EMAs, focusing on some protocols in the WSN protocol stack. Given the importance of security in environmental monitoring appli-
cations, this review discussed wireless sensor network rout-
ning protocols, security implementations, the types of security threats in environmental monitoring applications, node and network security practices, and some suggested WSN challenges for EMAs. Researchers interested in design-
ning protocols at the physical, data link, and network layers should consider the type of applications and the associated peculiarities. The paper also examines some essential proto-
cols researchers use to track animals, water quality, and forest health.
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