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Abstract: The sustainable development of mankind is a matter of concern to the whole world. Environmental pollution and haze diffusion have greatly affected the sustainable development of mankind. According to previous research, vehicle exhaust emissions are an important source of environmental pollution and haze diffusion. The sharp increase in the number of cars has also made the supply of energy increasingly tight. In this paper, we have explored the use of intelligent navigation technology based on data analysis to reduce the overall carbon emissions of vehicles on road networks. We have implemented a traffic flow prediction method using a genetic algorithm and particle-swarm-optimization-enhanced support vector regression, constructed a model for predicting vehicle exhaust emissions based on predicted road conditions and vehicle fuel consumption, and built our low-carbon-emission-oriented navigation algorithm based on a spatially optimized dynamic path planning algorithm. The results show that our method could help to significantly reduce the overall carbon emissions of vehicles on the road network, which means that our method could contribute to the construction of low-carbon-emission intelligent transportation systems and smart cities.
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1. Introduction

The sustainable development of mankind is a matter of concern to the whole world. Environmental pollution and haze diffusion have greatly affected the sustainable development of mankind. Environmental protection has become one of the most relevant topics in the world. More and more effort has been delivered for the construction of smart cities in order to improve people’s lives and to make the world an ever better place [1–4].

One of the most important research topics in the construction of a smart city is dealing with the traffic problems in modern cities [5]. For decades, the development of cities has led to a rapid increase in vehicles. When the rapid increase of vehicles meets the relatively imbalanced development of urban road traffic facilities, traffic congestion becomes a common thing. The huge traffic volume and frequent traffic congestions lead to more vehicle exhaust emissions, which means more environmental pollution [6–8].

The development of the Internet of Cars and Intelligent Traffic System (ITS) makes it possible to handle traffic issues in modern cities through big data technologies. Based on traffic forecasting technology and intelligent navigation technology, we could implement a sustainable ITS focused on preventing environmental pollution. In this paper, we propose a sustainable intelligent navigation...
algorithm that considers fuel consumption and vehicle exhaust emissions based on big data technologies and machine learning methods. The contributions of our work are: (1) a novel genetic algorithm and particle-swarm-optimization-enhanced support vector regression (SVR) method for traffic flow prediction; (2) a vehicle exhaust emission model based on predicted road conditions and vehicle fuel consumption; (3) an environmentally friendly and sustainable intelligent navigation algorithm that considers fuel consumption and vehicle exhaust emissions based on a spatially optimized dynamic path planning algorithm.

The following are organized as follows. Related works are discussed in Section 2; our motivation for designing a sustainable intelligent navigation algorithm is introduced in Section 3. The vehicle emission model is presented in Section 4. Details of our traffic flow prediction method are described in Section 5. The low-carbon-emission-oriented navigation method is discussed in Section 6. Section 7 gives the experimental framework and a discussion of the results. Finally, the conclusion is drawn in Section 8.

2. Related Works

The study of vehicle navigation technology has a long history. In the early days, navigation technology was mainly physics-based. A milestone was the Honda Electro Gyrocator, which was the first commercially available automotive navigation technology in the world. Without the support of GPS (Global Positioning System) satellites, it used gyroscope sensing to determine the vehicle’s travel direction, and different sophisticated map cards were used to show roads [9,10].

In recent years, with the popularization of GPS technology and the development of mobile computing devices, navigation technologies have become more and more data-driven. In 2012, James Bicego [11] proposed a navigation system based on notifying about traffic incidents. The system consists of a large number of sensors, base stations, and communication systems. It is claimed to be able to effectively provide drivers with navigation routes that avoid going through traffic accidents. Bicego’s idea is interesting, but to identify a route as negative or positive by simply considering whether there are any traffic incidents could not be comprehensive enough. Traffic incidents would affect roads’ status and, thus, affect the road priorities for navigation, but in order to fully evaluate the influence on road networks, the networks need to be reflected in the terms of real-time traffic flow.

The shortest path algorithm, which selects the optimal route simply based on the evaluation of the physical lengths of different routes in the static road network, had been widely used in many car navigation systems, such as Google Maps or Baidu Maps. In recent years, short-term traffic flow forecasting has become a hot topic in the field of intelligent traffic navigation. Plenty of applications based on short-term traffic flow forecasting have come up online. They are either implemented based on traditional mathematical methods or artificial intelligence methods.

Short-term traffic flow forecasting methods based on traditional mathematical methods are usually built based on a conjecture that there is a law of traffic flow trends [12,13]. Once the trend of traffic flow is depicted by statistical calculations based on a mathematical model (for example, the kinematic theory model), the short-term future traffic flow changes can be inferred. Those methods, such as the linear regression model, autoregressive moving average model, and Kalman filter algorithm, are commonly used. However, these methods can only predict the temporary changes in traffic flow under normal conditions, but cannot reflect the change of traffic flow parameters in real time, let alone predict large-scale data with high accuracy.

Therefore, plenty of researchers turned to more complex machine learning methods or neural network methods with the purpose of depicting the real-time traffic flow more precisely in order to implement better prediction methods [14,15]. E.S. Yu implemented a feedforward back-propagation neural network algorithm to analyze the linear and non-linear changes in traffic flow [16]. Yu’s experiments confirmed that the short-term traffic flow prediction method based on neural networks is more robust against noise data than traditional mathematical methods. N. Messai’s research [17] presented a feedforward neural network approach for short-term traffic flow prediction.
on freeways. The accuracy of the approach was verified by the results of their experiments [17]. Lopez-Garcia et al. presented a method of optimizing the elements of a hierarchy of fuzzy-rule-based systems (FRBSs), which was a hybridization of a genetic algorithm and the cross-entropy (CE) method. It was used to predict congestion in a 9-km-long stretch of the I5 freeway in California, with time horizons of 5, 15, and 30 min [18]. Feng et al. proposed a short-term traffic flow prediction algorithm based on an adaptive multi-kernel support vector machine (AMSVM) with spatial–temporal correlation [19]. Linchao Li et al. proposed a deep feature learning approach to predict short-term traffic flow [20]. They implemented a deep belief network with several Restricted Boltzmann Machines to extract complex features of traffic flow.

One possible solution that serves navigation systems is the optimal path algorithm. In addition to navigation, optimal path planning technology could be used in many other applications, such as planet exploration, landmine detection, etc. [21]. The goal of an optimal path planning algorithm is to find the optimal path from the source point to the destination point in a given road network, with the restriction that the cost function gets a minimum value. Dijkstra’s algorithm and the A* search algorithm are the most common and classical ones in optimal path planning. Plenty of navigation systems are developed based on them. Many other methods, such as genetic algorithms, ant colony algorithms, and other intelligent algorithms have also been involved to solve optimal path planning problems. Lorraine McGinty et al. were the first to put forward the notion of “route quality”. They presented the idea that the route quality should be considered when choosing the optimal path [22]. In addition, Nie Y. suggested that the chosen path should consist of “reliable routes”, which are routes that ensure that the vehicle can arrive on time [23].

An important point in the smart city paradigm is the possible use of traffic detectors. Matt Grote et al. [24] developed their road traffic emission model based on readily available data generated by inductive loop detectors installed as parts of urban traffic control systems. Silvio Nocera et al. [25] provided their method for handling imperfect information in order to obtain a more accurate quantification of CO₂ emissions. Zhiwen Yang et al. [26] demonstrated their work of evaluating the benefits of using a speed-guided ITS based on real-world measurements.

According to our investigation of the literature, currently, there is little reporting about designing an optimal path planning algorithm that directly targets minimum vehicle exhaust emissions. Environmental protection and sustainable development are the keys to future construction of smart cities, which demand the restriction of overall vehicle exhaust emissions [2, 4]. So, the designing of a sustainable intelligent navigation algorithm targeting the reduction of the overall carbon emissions of vehicles on road networks is necessary and important.

3. Motivation

The invention of vehicles has greatly facilitated people’s lives. However, the huge number of vehicles and the frequent traffic jams in modern cities have been deemed as the main cause of environmental pollution and haze diffusion. The sustainable development of humankind demands the protection of the environment. Thus, in this paper, we aim to build a sustainable intelligent navigation algorithm taking into account both the enhancement of the traveling efficiency of individual vehicles and the reduction of the carbon emissions of overall vehicles on the road network.

Traditionally, a navigation algorithm is used to find the shortest path or the path with the least traveling time. Either way, an evaluation constraint is defined to help make the decision [27, 28].

In order to build a sustainable intelligent navigation algorithm, we need to define an evaluation constraint. In this paper, we use the vehicle exhaust emissions associated with a path as the evaluation constraint of our navigation algorithm. The exhaust emission of a vehicle is correlated with a lot of factors, including the specific situation of that vehicle, the specific situation of the road network, the traffic condition of the road network, the running speed of that vehicle, the traveling time of that vehicle, the traveling distance of that vehicle, and so on [29]. More traveling distances or more traveling time would mean more fuel consumption of a vehicle, which would further lead to more
exhaust emissions. More traffic jams would suggest more traveling time of a vehicle, leading to more fuel consumption and, thus, more exhaust emissions.

Therefore, our sustainable intelligent navigation algorithm consists of three main modules: (1) the vehicle emission model, (2) traffic flow prediction method, and (3) low-carbon-emission-oriented navigation method. We will discuss them in detail in the following sections.

4. Vehicle Emission Model

There are many kinds of vehicle emission models in the literature. The most common models are the instantaneous fuel consumption model [30], four-mode elemental fuel consumption model [30], running speed fuel consumption model [30,31], comprehensive modal emission model [32,33], and so on. The comprehensive modal emission model is attractive by virtue of its key features: universality to all kinds of vehicles and observation of almost every factor affecting emissions [34]. Considering the scenario in this paper, we decided to deduce the required simplified vehicle emission model based on the comprehensive modal emission model. As a matter of fact, we designed it to calculate the second-by-second speed profile as the cent unit for forecasting, and the integral of emission during the overall period is used to measure the emission amount.

According to the comprehensive modal emission model, the instantaneous emission rate \( E \) (g/s) of greenhouse gases during engine start-up is directly related to the fuel consumption rate \( F \) (g/s). Here, \( E = \delta_1 F + \delta_2 \). \( F \) can be calculated as:

\[
F \approx \xi (KNV + \eta) / \kappa, \tag{1}
\]

where \( \xi \) is the fuel-to-air mass ratio, \( \kappa \) is the fuel calorific value, \( \eta \) is the efficiency parameter of the engine, \( K \) represents the engine friction factor, \( N \) represents the engine speed in RPM (revolutions per minute), and \( V \) represents the engine displacement. Generally, the engine friction factor is 0.2, and the engine displacement varies from 1.0 to 6.0 L. Here, \( P \) represents the total power of the vehicle when running:

\[
P = P_{\text{tract}} / \eta_{\text{tf}} + P_{\text{acc}}, \tag{2}
\]

where \( \eta_{\text{tf}} \) represents the efficiency of the mechanical transmission.

In this paper, it is assumed in the calculation that the additional energy consumption power \( P_{\text{acc}} \) of the engine is 0. Combining those two formulas, the energy consumption of a certain distance can be obtained as follows:

\[
F(V) \approx \xi KNVd / v + \xi P_{\text{tract}} \gamma d / v, \tag{3}
\]

where \( P_{\text{tract}} \) represents the power the vehicle wheels can finally get after all kinds of mechanical transmission. It can be calculated as:

\[
P_{\text{tract}} = (Ma + Mgsin\theta + 0.5Cd\rho Av^2 + MgCrcos\theta) v / 1000, \tag{4}
\]

where \( M \) is the total weight (kg), \( a \) is the instantaneous acceleration of the vehicle (m/s\(^2\)), \( v \) is the speed of the vehicle (m/s), and \( \theta \) is the road slope angle, while \( g \) represents the gravity acceleration (m/s\(^2\)), \( \rho \) represents the air density (kg/m\(^3\)), \( A \) represents the frontal surface area of the vehicle (m\(^2\)), \( C_d \) represents the coefficient of aerodynamic drag, and \( C_r \) represents the coefficient of rolling resistance of the vehicle.

Here, let \( a = gsin\theta + gCrcos\theta \), \( \beta = 0.5Cd\rho A \). Obviously, both \( a \) and \( \beta \) are correlated to road circumstance instead of the vehicle, so the \( P_{\text{tract}} \) can be concisely formulated as:

\[
P_{\text{tract}} = (Mva + \beta v^3) / 1000. \tag{5}
\]
Assume that, for each vehicle, all the parameters except the speed are stable when driving on a road \((i, j)\). Then, set \(d_{ij}\) as the length of the road, set \(\theta_{ij}\) as the road slope angle, and set \(v_{ij}\) as the average speed of the vehicle on this road. Next, split the total weight \(M\) into two parts, the vehicle’s net weight \(m\) and the load weight \(m_0\). Finally, the energy consumption on this road \((i, j)\) can be calculated as:

\[
F_{ij}(m + m_0, v_{ij}, d_{ij}) = \lambda(kNV + (m + m_0)\gamma a_{ij}v_{ij} + \beta\gamma v^3)d_{ij}/v_{ij},
\]

(6)

where \(\lambda\) and \(\gamma\) are constants, since \(\lambda = \xi/\kappa\psi\) and \(\gamma = 1/(1000\eta_{tf}\eta)\), and \(\psi\) is the energy conversion value from g/s to L/s.

During the calculation of Equation (6), the vehicle data will be loaded from the vehicle feature database. In addition, historical traffic data would continuously flow through the traffic flow prediction algorithm described in Section 5 to provide information needed about the road network.

In this work, we adopted the research data from [35], and the values of all concerned parameters are collated in Table 1. As for the vehicle model, we chose the Volkswagen Passat 280TSI, which is one of the most popular types of civilian vehicles nowadays. The related parameters are collated in Table 2. Is it was impractical to gather all the relevant data of the slope and friction of every road, we temporarily do not consider the impact of different road conditions on the calculation, but assume that all the roads have the same slopes with the same friction. For the same reason, in this work, we assume that the vehicles’ mechanical performance is stable and their situations only depend on traffic circumstances without any weather changes and without depending on the driver’s emotional interests. Then, the calculation can be divided into three parts depending on the vehicle’s situation: acceleration or deceleration, cruising, idling.

| Table 1. Reference parameter list. |
|-----------------------------------|
| Parameter | Interpretation | Value |
| \(\xi\) | fuel-to-air mass ratio | 1 |
| \(K\) | engine friction factor | 0.2 |
| \(g\) | gravity acceleration | 9.81 |
| \(C_d\) | coefficient of aerodynamic drag | 0.7 |
| \(\rho\) | air density | 1.2041 |
| \(C_r\) | coefficient of rolling resistance | 0.01 |
| \(\eta_{tf}\) | efficiency of mechanical transmission | 0.4 |
| \(\eta\) | efficiency of the engine | 0.9 |
| \(\theta\) | road slope angle | 0 |
| \(\psi\) | energy conversion value | 737 |

| Table 2. Related parameters of the Passat 280TSI. |
|-----------------------------------|
| Parameter | Interpretation | Value |
| \(m\) | vehicle net weight | 1495 kg |
| \(m_0\) | load weight | 300 kg |
| \(N\) | engine speed | 33 rpm |
| \(V\) | engine displacement | 1.395 L |
| \(A\) | the frontal surface area | 2.721 m² |
| \(\kappa\) | fuel calorific value | 43 |
4.1. Acceleration or Deceleration

Based on the above assumptions, traffic circumstances can lead vehicles to alternate between cruising and idling via short processes of uniform acceleration or uniform deceleration. The average speed is approximately equal to half of the vehicle’s cruise speed. Therefore, after loading data from Tables 1 and 2, the fuel consumption during this time can be calculated as:

\[ F(d_{ij}, v_{ij}) = 0.0000315d_{ij}(18.414/v_{ij} + 0.4892 + 0.0008v_{ij}^2). \] (7)

The additional time consumption is:

\[ t_b = 2 \times d_{ij}/v_{ij}. \] (8)

4.2. Cruising

When the vehicle is cruising, the fuel consumption can be estimated using:

\[ F(d_{ij}, v_{ij}) = 0.0000315d_{ij}(9.207/v_{ij} + 0.4892 + 0.0032v_{ij}^2). \] (9)

The time consumption is:

\[ t_a = d_{ij}/v. \] (10)

4.3. Idling

While the vehicle is idling or under the speed of 5 km/h, the following can be used to calculate the fuel consumption [35]:

\[ F_i = \alpha t_i. \] (11)

Combining the above data, the fuel consumption rate can be inferred to be approximately \( \alpha \approx 0.000278 \) L/s. Meanwhile, the time consumption depends on the congestion time.

5. Traffic Flow Prediction Method

The prediction of traffic flow is essential for improving navigation efficiency. Traffic flow is influenced by the complex and changeable behavior of traffic participants. Consequently, traffic flows have stochastic properties. Traffic flow prediction involves finding patterns in the historical data and, thus, predicting the traffic flow situation in the future.

There are basically two kinds of traffic flow prediction: long-term prediction and short-term prediction. Long-term prediction refers to a period of over 30 min, and short-term prediction refers to less than 5 min [20,36,37]. Short-term traffic flow prediction models need to meet the following requirements:

1. Accuracy: Accuracy is the most basic requirement. Accurate prediction of future traffic conditions is the basis for accurate navigation.
2. Real-time: Real-time is the precondition of the application. The process of training, solving, and prediction of the model needs to have high efficiency. As the traffic flow varies greatly in a short time, once the predicted result loses its timeliness, it loses its significance.
3. Adaptability: Adaptability is essential to guarantee the stability of the whole system. The traffic flow will be disturbed by many factors in a short time. The prediction model needs to be able to change flexibly and deal with different conditions through simple adjustment of parameters to ensure the stability of the system.

In this paper, we have implemented a short-term traffic flow prediction model using support vector regression (SVR). We have combined the genetic algorithm (GA) and particle swarm optimization (PSO) to choose parameters for SVR. The provided GA and PSO (GAPSO)-SVR achieves accurate prediction results of traffic flow as well as fast convergence speed.
5.1. Traffic Flow Prediction Based on Support Vector Regression

SVR is a regression prediction algorithm based on the support vector machine (SVM) theory. It is a supervised machine learning algorithm used to deal with classification problems. In dealing with small samples, high dimensions, and nonlinear problems, SVR has a strong ability. It has been widely used in the related fields of stock forecasting, wind forecasting, traffic flow forecasting, and so on.

The structure of an SVM can be divided into the input layer, intermediate node layer, and output layer. A general structure of an SVM is shown in Figure 1. By introducing an insensitive loss function and corresponding kernel functions, an SVM can be extended and applied to regression estimation problems, that is, SVR [38].

![Figure 1. General structure of a support vector machine (SVM) model.](image)

The most important thing for traffic flow prediction is to minimize the prediction error of the future traffic flow. In this paper, we chose the average of squared residuals (ASR) to be the objective function, considering that the ASR is preferable in massive data calculation. The smaller the ASR is, the fewer discrepancies there would be. Thus, the objective function is designed as:

$$\text{Error} = \frac{1}{N} \sum_{i=1}^{N} (y_i - m(\hat{y}_i))^2,$$  \hspace{1cm} (12)

where $N$ represents the number of samples, $y_i$ represents the actual traffic flow value, $m(\hat{y}_i)$ represents the predicted traffic flow value, and $\text{Error}$ represents the prediction error. The goal of traffic flow prediction is to minimize the $\text{Error}$.

The main steps of establishing the traffic flow prediction model based on SVR are as follows:

1. Data Preparation: Extract historical data from the database. Construct a road map, calibrate coordinates, and transform historical data into traffic flow data. Normalize the data and divide them into a training set and a test set.
2. Data Analysis: Analyze the characteristics of the data, choose parameters of SVR, and obtain the decision function.
3. Model Construction: Build the SVR model with the training set. Evaluate the forecasting results using the test set. Finally, apply the model to real-time traffic flow data for real-time forecasting.

There are three kinds of parameters that are important for the SVR prediction model:

1. Penalty coefficient $C$: It adjusts the proportion between empirical risk and expected risk so as to make the model get the best generalization ability.
2. Insensitivity coefficient $\epsilon$: It affects the number of support vectors, thus affecting the generalization ability of the model.
3. Kernel function parameters $\sigma$: It influences the distribution of input samples in the feature space and the correlation between support vectors.

Some existing studies set those coefficients by experience, $C = 0.01, \epsilon = 0.8, \sigma = \sqrt{2}$. However, this method is not adaptive because using the same parameters cannot guarantee to achieve the best training effect for different types of problems and different data characteristics.

5.2. GAPSO-Enhanced SVR

As we said before, the penalty coefficient, insensitivity coefficient, and kernel function parameters have a decisive impact on the prediction results. We need to find a way to optimize those parameters for SVR.

The PSO algorithm has the advantages of fast convergence speed, simple operation process, and easy implementation. However, the PSO algorithm cannot be guaranteed to get the optimal value. While the GA has strong global optimization ability, its implementation process is more complicated and the convergence speed is slow. Therefore, if the two can be combined, we can achieve a better model.

The decision variables of the PSO algorithm are inertia weight $\omega$ and learning factors $c_1, c_2$. The details of the setting of those parameters are discussed below.

1) Inertial weight: Inertial weight $\omega$ controls the effect of the previous state on the current state. $\omega$ can balance the global search ability and local search ability of the algorithm. The inertial weight $\omega$ affects the searching ability of the algorithm. The bigger the $\omega$ is, the stronger the global optimization ability is, but the convergence would be slower. The smaller the $\omega$ is, the faster the convergence process is, but this would also narrow the scope of the optimization. In this paper, the linear recursive method is used to update $\omega$ so that the algorithm has strong global searchability in the early stage. In the later period, a fine search can be carried out locally. The $\omega$ updating formula is as follows:

$$
\omega(k) = \omega_{\text{start}} - (\omega_{\text{start}} - \omega_{\text{end}}) \times \frac{k}{k_{\text{max}}}
$$

where $k_{\text{max}}$ represents the maximum number of iterations of the algorithm and $k$ represents the current iteration number. $\omega_{\text{start}} = 0.9$ represents the starting value, and $\omega_{\text{end}} = 0.4$ represents the ending value.

2) Learning factor: The learning factor is used to adjust the proportion of individual particle experience and group experience in its flight. Learning factors $c_1, c_2$ also affect the searchability of the algorithm. Smaller learning factors will let the particles wander in the range away from the target area, while larger learning factors will fly particles as soon as possible to the target area to converge [39]. In this paper, the non-linear symmetry method is used to update the learning factors $c_1, c_2$. The formula is as follows:

$$
c_1 = c_{1s} + (c_{1e} - c_{1s}) \times \frac{k}{k_{\text{max}}}
$$

$$
c_2 = c_{2s} + (c_{2e} - c_{2s}) \times \frac{k}{k_{\text{max}}}
$$

where $c_{1s}$ and $c_{1e}$ represent the starting and ending values of $c_1$, and $c_{2s}$ and $c_{2e}$ represent the starting and ending values of $c_2$. The range of variation of $c_1$ is [2.5, 1] and the range of $c_2$ is [2.75, 1.5].

The decision variables of the GA algorithm are crossover probability $p_c$ and mutation probability $p_m$. We apply the following steps to obtain the genetic evolution of particles. The genetic evolution of the particles mainly includes the selection, crossover, and mutation operations.

1) Selection: We use the best reservation and the worst elimination mechanism. First, the particles are sorted according to their fitness. The best particle enters the next generation directly with their genes. The worst particles are unconditionally mutated.
(2) Crossover: The probability of crossover is $p_c$. In an engineering implementation, the general range of crossover probability is $[0.45, 0.99]$. We assume that the particles to be crossed are $x_i$, $x_j$. The particles’ location updating formulas are:

$$x_{i}^{k+1} = \alpha_1 \ast x_i^k + (1 - \alpha_1)x_j^k$$ (16)

$$x_{j}^{k+1} = (1 - \alpha_1)x_i^k + \alpha_1 \ast x_j^k$$ (17)

The speed updating formulas are:

$$v_{i}^{k+1} = \alpha_2 \ast v_i^k + (1 - \alpha_2)v_j^k$$ (18)

$$v_{j}^{k+1} = (1 - \alpha_2)v_i^k + \alpha_2 \ast v_j^k$$ (19)

where $\alpha_1$, $\alpha_2$ are two random numbers with the range $[0, 1]$. We propose an adaptive crossover probability formula:

$$p_c = \begin{cases} (p_{c1} - p_{c2})(f_{max} - f')/f_{max} - f_{avg}, & \text{if } f' \geq f_{avg} \\ p_{c1}, & \text{if } f' < f_{avg} \end{cases}$$ (20)

where $p_{c1}$ and $p_{c2}$ are constant values, which are set to 0.9 and 0.6, respectively, according to our evaluation. $f'$ is the fitness value of the two individuals under the crossover operation. $f_{avg}$ is the fitness value of the whole particle group, and $f_{max}$ represents the optimal fitness in the current particle swarm.

(3) Mutation: In order to make the direction of mutation beneficial to the evolution of the particle swarm, we choose to mutate the position of the selected particle under probability $p_m$. In an engineering implementation, the general range of mutation probability is $[0.001, 0.5]$. Suppose that the $d_{th}$ dimension of $p_i$ is $p_i^d$. $p_i^d$ is applied by the strategy of random perturbation. The perturbation $\beta$ obeys the normal distribution, whose mean value is 0, and the variance is 1. The formula is as follows:

$$p_{i}^{d+1} = p_i^d \ast (1 + 0.5 \ast \beta).$$ (21)

The probability of mutation also has an important influence on the effect of the algorithm. If $p_m$ is too small, the ability to generate new individuals will become weak. If $p_m$ is too large, then the search algorithm is not conducive to convergence. Therefore, this paper presents an adaptive mutation probability formula as follows:

$$p_m = \begin{cases} (p_{m1} - p_{m2})(f_{max} - f)/f_{max} - f_{avg}, & \text{if } f \geq f_{avg} \\ p_{m1}, & \text{if } f < f_{avg} \end{cases}$$ (22)

where $p_{m1}$ and $p_{m2}$ are constant values, which are set to 0.1 and 0.001, respectively, according to our evaluation. $f$ is the fitness value of the particle under mutation. It can be seen from the formula that the probability of mutation will be dynamically adjusted with respect to the current particle and the particle swarm’s optimizing situation. Figure 2 illustrates the flow of the GAPSO algorithm. The termination condition of our algorithm is that the maximum iteration number is reached.

Finally, we apply GAPSO to optimize the parameters of SVR and obtain the SVR model for traffic flow prediction.
6. Low-Carbon-Emission-Oriented Navigation Method

There are two key factors that determine the effect of real-time navigation technology. One is the processing speed of real-time traffic flow, and the other one is the time complexity of path planning algorithms [40]. Details of our traffic flow prediction method can be found in Section 5. Following the specific models and formulas, for each road in the road network, the road congestion level as well as the estimated vehicle speed can be predicted [41]. So long as the vehicle speed is estimated, with the algorithms in Section 4, the potential vehicle carbon emissions become measurable. Then, we can get a map of roads, for which each road mapping has an estimated carbon emission amount.

In this paper, we chose to apply an optimized dynamic path planning algorithm based on the A* search algorithm to take care of the path planning jobs, which is a contribution from our previous research. The performance and other details of the algorithm are demonstrated in [42].

The A* search algorithm’s cost function is defined as:

$$f(n) = g(n) + h(n),$$

where $g(n)$ represents the exact cost (the actual fuel consumption) from the outset to the current point, and $h(n)$ represents the heuristic estimated cost from the current point to the destination. In order to reduce the time complexity, we optimized the algorithm in two ways:

1. Controlling the scale of the search space: Rather than directly using the A* algorithm to search in the whole road network, we decompose the road network into different sub-nets first, then select the appropriate one to be the search space. This can not only reduce the time consumption in A* searching, but also scale down the real-time data, which need to be updated from the whole road network to smaller sub-nets.

2. Restricting the search direction: We also take into consideration of the directions of roads to speed up the converging process. It has been experimentally proven that the closer the direction is to the destination, the more likely it has smaller costs. So, this can help to reduce the searching time consumption as well.
By virtue of the contributions of Mingbin Zeng and Xu Yang in [42], this paper is not intended for further discussion of the above two approaches. As a result, the following is used to calculate the heuristic estimated cost $h(n)$:

$$h(n) = \lambda (1 - \cos \alpha) / 2 \times F_e,$$

where $\alpha$ represents the angle between the road direction and the destination direction, and $F_e$ represents the estimated fuel consumption from the current point to the destination. The $\lambda$ is designed here to provide additional leverage to ensure the balance between road directions and fuel consumption. Generally, we set this constant to 1 so that it does not really matter in the calculation.

7. Experimental Results

7.1. Experimental Framework

The navigation system mainly consists of the following modules: data collection and preprocessing, road network topology construction and optimization, real-time traffic flow data analysis, road network weight calculation, and low-carbon navigation algorithm solution. The overall structure is depicted in Figure 3.

![Overall structure of the navigation system.](image)

As shown in the figure, three pivotal databases work for navigation: the geographic map database, the traffic flow database, and the real-time database. The geographic map database is the overall storage for coordinates of all roads and the intersections among them. The traffic flow database guarantees the supply of sufficient data for our GAPSO-SVR prediction model, which demands both speed and accuracy. The real-time database stores the data generated by the preprocess of subnetting road networks and building the spatial index. It is a high-speed database in which road networks and road weights are stored. There is another database that stores data of vehicle parameters, since different
types and models of vehicles have different features. For each navigation request, the system will set the outset and destination, and figures out the vehicle’s feature values, then loads real-time data from the real-time database, which consists of road networks and different weights on different road segments. The data of road weights would be generated by another process, which starts from the traffic flow data prediction. Traffic flow data prediction would be carried out to bring the essential messages of road congestion levels and estimated vehicle speed. Then, the fuel consumption could be successfully predicted with these data. Then, as discussed in Section 6, the system follows the procedure to figure out the heuristic estimated costs and to update the corresponding road weights in the real-time database. Finally, all conditions become ripe, and an optimized dynamic path planning algorithm based on the A* search algorithm is used to pick the optimal paths, as already discussed in Section 6. The process returns the optimal paths in response to the initial navigation request from users.

As for basic operation interfaces, we chose Simulation of Urban Mobility (SUMO) to simulate road networks, load real-world traffic data, simulate traffic situations, etc. SUMO is an open-source traffic simulation platform, which can simulate the process of moving vehicles with specified demands in a given road network. In this paper, some scripts were used to deliver the output data from algorithms to the XML dataset used for the SUMO simulation. Meanwhile, we also desired to develop an easier-to-use and better-looking mobile app that combines the visualization advantages of SUMO with the performance of our algorithms. That part of the work is already on the schedule, but is beyond the scope of this paper.

7.2. Evaluation of the Traffic Flow Prediction Model

We used real traffic flow data from Cologne, Germany as experimental data here; an example is shown in Table 3.

| Table 3. Cologne’s real traffic flow data sample. |
|-----------------------------------------------|
| Item                                          | Germany | Cologne |
| Longitude and latitude                        | 6.762104, 50.772113 | 7.223816, 51.127596 |
| SUMO boarders                                 | 0.00, 0.00 | 32765.27, 34478.96 |
| Traffic flow time line                        | 6:00–8:00am |
| Node number                                   | 30,354 |
| Road number                                   | 68,642 |
| Road connection number                        | 190,630 |

We used mean absolute error (MAE), mean absolute error percentage (MAPE), and root mean square error (RMSE) to measure the quality of traffic flow prediction. MAE stands for mean absolute error:

$$MAE = \frac{1}{T} \sum_{t=1}^{T} |\hat{X}(t) - X(t)|,$$

where $\hat{X}(t)$ is the predicted value, and $X(t)$ is real value. MAPE stands for mean absolute error percentage:

$$MAPE = \frac{1}{T} \sum_{t=1}^{T} \frac{|\hat{X}(t) - X(t)|}{X(t)} \times 100\%.$$

RMSE stands for root mean square error:

$$RMSE = \sqrt{\frac{1}{T} \sum_{t=1}^{T} |\hat{X}(t) - X(t)|^2}.$$

The baseline methods we chose to compare with our method were ARIMA (Auto Regressive Integrated Moving Average), BP (Back-Propagation) Neural Network (BP), PSO-optimized
SVR (PSO-SVR), and GA-optimized SVR (GA-SVR). Our method is denoted as GAPSO-SVR. The comparison results of different methods are shown in Figure 4. The comparison results of the convergence times for the three kinds of SVR-based methods are shown in Figure 5. According to those comparisons, we could conclude that, among all three SVR-based methods, the GAPSO-SVR could generate the best prediction results while maintaining the lowest necessary convergence time.

![Figure 4. Results of comparisons with other methods.](image)

![Figure 5. Convergence time comparison results.](image)

7.3. Evaluation of the Low-Carbon-Emission-Oriented Navigation Algorithm

We used SUMO to simulate road networks in Karamay, as demonstrated in Figure 6. We used SUMO to generate the traffic flow simulation of Karamay.
Figure 6. An illustration of road networks in Karamay.

Suppose that there is a car going from node 1942418153 to node 445359828, and assume that at the beginning, every road is clear without any traffic jams. Our program finally works out the path, as depicted in Figure 7. Table 4 demonstrates the road network weights and time consumptions on each road of the path.

Figure 7. The optimal path before congestion.
We picked the shortest path planning method and the minimum time consumption planning method to compare with our method. Under this scenario, the three methods would generate the same optimal path, as depicted in Figure 7. This is consistent with our life experience; if we choose the path with the shortest length while all roads are unimpeded, it would take the shortest time to reach the destination and achieve the best fuel efficiency.

### Table 4. Weights before congestion.

| Route ID       | Head          | Tail          | Weight  | Time Consumption |
|----------------|---------------|---------------|---------|------------------|
| 238549234#3    | 1942418153    | 1942483552    | 0.0201  | 37.98            |
| 238549234#4    | 1942483552    | 445359497     | 0.0254  | 49.10            |
| 238549234#5    | 445359497     | 1996182197    | 0.0413  | 61.41            |
| 238549234#6    | 1996182197    | 445359806     | 0.0165  | 32.43            |
| 188982766#1    | 445359806     | 445360200     | 0.0232  | 40.39            |
| 188982766#2    | 445360200     | 1942418274    | 0.0121  | 26.65            |
| 188982766#3    | 1942418274    | 1996182256    | 0.0098  | 24.87            |
| 188982766#4    | 1996182256    | 2613699165    | 0.0176  | 35.99            |
| 188982766#5    | 2613699165    | 445359828     | 0.0165  | 34.09            |

Now let us assume that, suddenly, a traffic accident occurs at node A, which almost chokes the traffic flow nearby. We used SUMO to simulate this situation. Our program automatically updates the data, as shown in Table 5.

### Table 5. Weights during congestion.

| Route ID       | Head          | Tail          | Weight  | Time Consumption |
|----------------|---------------|---------------|---------|------------------|
| ...the same as Table 4... | ...the same as Table 4... | ...the same as Table 4... | ...the same as Table 4... | ...the same as Table 4... |
| 238549234#6    | 1996182197    | 445359806     | 0.0451  | 142.73           |

Figure 8 shows the results of the three methods under this scenario. Our program flexibly responds to the changes in circumstances. The optimal path selected by our algorithm changes because of potential changes in fuel consumption. The new path is depicted with a red line in Figure 8, and the road weights are recorded in Table 6. Compared with the previous path, it is obvious that the new path bypassed the congested segments and turned towards segments with much lower carbon emissions.

The blue line represents the result of the shortest path planning method. If we insist on obeying the shortest path planning, the total fuel consumption would increase by 15% and the time consumption by 32.5%. This indicates that traffic congestion can greatly affect the operation of vehicles, resulting in unnecessary fuel consumption and more exhaust emissions.

The green line represents the result of the minimum time consumption path planning method. It would also adjust the picked path according to changes in the traffic conditions, benefiting from the output of the traffic flow prediction model. Compared with the red path case, if we choose the green path, the fuel consumption would be 1% more, while time consumption would be 1.6% less. In other words, we can take the cost of six seconds—in this case, 2.6 km travel—to save one percent of the fuel energy. This may not seem to have much impact, but once it is multiplied by the number of vehicles running on our mother Earth, it cannot be denied that this is a considerable reduction in carbon emissions and fuel consumption.
8. Conclusions

In this paper, we have implemented a sustainable intelligent navigation algorithm, which consists of three modules: a simplified vehicle emission model, a traffic flow prediction method, and a low-carbon-emission navigation method. Unlike traditional navigation systems, which are commonly based on static urban road networks without real-time analysis of changes in traffic networks or are focused on reducing the traveling time or traveling distance, our method put all our effort into enhancing the result by using big data technologies and focusing on the issue of reducing carbon emission. It especially deserves to be mentioned that we have optimized the cost function for better time complexity by controlling the scale of search spaces and restricting the search directions. The accuracy and reliability of our program have been validated in the road networks of Karamay.

In this paper, we have simulated a complete navigation process. Using our algorithm to navigate for traveling a distance of about 2.6 km, we could achieve less fuel consumption and fewer exhaust emissions than by using other currently popular algorithms. However, it is worth mentioning that in this case, our algorithm navigates to a route six seconds longer than the route with the optimal time consumption. If this is used for long-distance travel, the extra time consumption may be greater. So, we conclude that in some extreme situations, such as medical rescues, firefighting, or even catching flights, there is no doubt that we should give priority to time. However, in daily life, we may be able to weigh both time and fuel consumption and find a balance of both. This involves some further research work; we will continue the study this in the future.

On account of that, the program requires a large amount of work, such as on traffic flow prediction, carbon emission calculation, and path planning options—things can become extremely complicated in
actual daily use. Our research still needs to be further improved; we will also arrange tests and make improvements based on large-scale datasets in the future.

The history of vehicle transportation has been around for hundreds of years and will continue to grow with the development of human society. Internal combustion engine powered vehicles are still the mainstay of transportation; they not only consume large amounts of energy, but also bring air pollution. Smart cities demand sustainable development and environmental friendliness while improving transportation efficiency [43]. However, current research on how to reduce vehicle emissions always considers the vehicles themselves. This paper investigated the relationship between vehicle navigation and emissions and proposed a real-time navigation technology that directly targets the reduction of vehicle carbon emissions. The experiments showed that our work can help reduce vehicle emissions while providing upgrades for smarter transportation, which will be beneficial for constructing a low-carbon-emission intelligent transportation system and, thus, for further promoting the development of smart cities. Low-carbon navigation technology deserves in-depth study and should be strongly promoted. Once it is broadly adopted by vehicles all around the world, countless carbon emissions can be reduced. In the future, we will continue to conduct in-depth research to bring more specific and intelligent transportation solutions.
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