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Abstract: Based on the direct differentiation method, sensitivity analysis of transient responses with respect to local nonlinearity is developed in this paper. Solutions of nonlinear equations and time-domain integration are combined to compute the response sensitivities, which consist of three steps: firstly, the nonlinear differential equations of motion are solved using Newton–Raphson iteration to obtain the transient response; secondly, the algebraic equations of the sensitivity are obtained by differentiating the incremental equation of motion with respect to nonlinear coefficients; thirdly, the nonlinear transient response sensitivities are determined using the Newmark-β integration in the interested time range. Three validation studies, including a Duffing oscillator, a nonlinear multiple-degrees-of-freedom (MDOF) system, and a cantilever beam with local nonlinearity, are adopted to illustrate the application of the proposed method. The comparisons among the finite difference method (FDM), the Poincaré method (PCM), the Lindstedt–Poincaré method (LPM), and the proposed method are conducted. The key factors, such as the parameter perturbation step size, the secular term, and the time step, are discussed to verify the accuracy and efficiency. Results show that parameter perturbation selection in the FDM sensitivity analysis is related to the nonlinear features depending on the initial condition; the consistency of the transient response sensitivity can be improved based on the accurate nonlinear response when a small time step is adopted in the proposed method.
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1. Introduction

A mathematical model (for example, in biomedical science [1], environmental science [2], or engineering) can be highly complex in analyzing the behavior of the system and, as a result, its relationships between inputs and outputs may be difficult to understand. In models consisting of some parameters, sensitivity analysis is an essential component of model building and accuracy assurance [3]. Sensitivity analysis methods can be classified by determining whether they search the input space at a point or over a larger region of it, namely, global methods and local methods. The former ones take the sensitivities at multiple points, e.g., the Sobol method [4], that represent the influence of the inputs on the output uncertainty. The local methods generate the sensitivity of the model inputs at a specific input point. The simplicity of the local methods ensures their popularity to structural engineering application, e.g., structural optimization [5] and model updating [6]. However, without considering structural nonlinearity [7,8], the structural responses will be calculated with low accuracy; essential errors are even introduced into the response. In order to determine the rate of change of structural response caused by perturbation in parameters, sensitivity analysis considering localized nonlinearity should be paid more attention.
Sensitivity analysis of dynamic responses has been studied extensively. Lu and Law [9] discussed the features of the response sensitivities of the structure when under sinusoidal, impulsive, and random excitations. Weng et al. [10] proposed an efficient approach to calculate the linear dynamic response sensitivities using the dynamic condensation. For the nonlinear response sensitivity analysis, Park et al. [11] developed a procedure to obtain the sensitivity of the nonlinear transient response based on the time finite element method. Choi et al. [12,13] presented a continuum-based sizing design sensitivity analysis method for the transient dynamic response of nonlinear structure with elastic–plastic material and large deformation. Liu et al. [14] developed a sensitivity analysis method for nonlinear transient aeroelastic gust response. In addition, the parameter variations in nonlinear systems are also uncertain, e.g., model form error, initial and boundary conditions, and operation wear [15]. Global sensitivity analysis can be applied to identify the main sources of uncertainty in the model inputs, especially when the model under consideration is nonlinear and the uncertainty level of model inputs is large [16,17]. Therefore, the sensitivity analysis method has been developed to quantitatively analyze the influence between the inputs and outputs of the nonlinear systems.

In general, the sensitivity analysis methods can also be classified by computational algorithms [18]: the analytical method, the finite difference method (FDM), and the semi-analytical method; these methods can also be applied to nonlinear structures. The FDM is easy to be implemented for sensitivity analysis with respect to multiple parameters by performing repeated analyses [19], but the accuracy depends on the parameter perturbations. Another method based on a complex variable derivative can be applied to obtain the sensitivity with second-order accuracy. Wang and Apte [20] proposed the application of a complex variable method for eigenvalue and eigenvector sensitivity analysis. Kim et al. [21] presented a numerical procedure for generating accurate tangent stiffness matrices. Garza and Millwater [22] presented the multicomplex Newmark-$\beta$ time integration method for transient response sensitivity analysis. In our previous work [23], the linear–imaginary perturbations are computed using the real–imaginary perturbations. The imaginary-based sensitivity is feasible for a small imaginary perturbation and the real-based sensitivity is stable within a limited real perturbation range. However, the application of the above perturbation-based sensitivity analysis methods is limited to computational inefficiency caused by repeated analyses.

The derivatives are calculated by using analytical differentiation integrated with finite difference approximation, which is the so-called “semi-analytical” sensitivity method [24]. It might be attractive as it combines the computational efficiency of the analytical method with the ease to implementation. Cho and Kim [25] proposed a refined semi-analytical method to improve the convergence of the eigenvalue and eigenvector sensitivities for a wide range of perturbed size of design variables. Wang et al. [26] applied the secant stiffness matrix to semi-analytical sensitivity analysis for geometrical nonlinear problems. Fernandez and Tortorelli [27] presented a semi-analytical-based sensitivity analysis method for nonlinear transient problems. The wide application of the semi-analytical method to nonlinear transient response sensitivity analysis, however, is limited, owing to the inaccuracy and the computational inefficiency caused by the finite difference approximation.

The analytical differentiation is an accurate method to determine the sensitivity of the structural response. The adjoint variable method (AVM) is well known to perform analytical derivatives [28,29]. Zhu et al. [30] developed the adjoint sensitivity analysis method based on a penalty formulation. Lauss et al. [31] presented the discrete adjoint method to calculate the exact gradient for solving inverse problems. Yan and Cheng [32] applied the adjoint variable method to sensitivity analysis for residual vibrations subject to impact loads. Keulen et al. [24] reviewed and compared some methods for transient response sensitivity analysis. The calculation of the transient response using AVM is difficult to solve simultaneously with response analysis.
The nonlinear transient response sensitivity, on the other hand, can be efficiently calculated by the DDM [33], which is adopted in this study. Considering material nonlinearity, Conte et al. [34] and Gu et al. [35,36] distinguished the similar schemes by using the DDM, (1) differentiate then time discretize and (2) time discretize then differentiate, for transient response sensitivity analysis. The exact differentiation of the discretized equation of motion is employed in the first method. In the second method, the time discretization of the discretized equation of motion is implemented firstly. Then, differentiating with respect to the parameters, the time discrete–spatially discrete equations are determined as an algebraic sensitivity equation. These two approaches will obtain the same results when the same discretization and integration schemes are used to determine numerically both the response and its sensitivities. Ding et al. [37] proposed the design sensitivity analysis method of transient response for non-viscously damped systems based on the DDM. Wojtkiewicz and Johnson [38] presented an efficient method for response sensitivity analysis of a structure with local modification in time domain. In our previous work [39], the DDM-based response sensitivity is applied to update the local nonlinear parameters accurately and efficiently. However, the comparison between the DDM and the perturbation sensitivity analysis method is not investigated. The influencing factors of DDM method for nonlinear system response sensitivity analysis were also not discussed. The major novelty and contributions of this study are concluded as follows:

- The transient response sensitivities of a nonlinear structure are analyzed using the DDM method, in which the algebraic equations of the nonlinear transient response sensitivity are derived.
- The effect of parameter perturbation step size in FDM sensitivity, and the effect of the secular term and the time step are investigated using three different nonlinear systems.

This paper is organized as follows: the modeling method of local nonlinearity in structure and the general formulation of nonlinear dynamical response and direct differentiation-based sensitivity calculation are introduced in Section 2. Three numerical validations and discussions of transient response sensitivity analysis for a Duffing oscillator, a nonlinear MDOF system, and a cantilever beam with nonlinear spring are conducted in Section 3. Some discussions and conclusions on the DDM-based nonlinear transient response sensitivity analysis are given in Section 4.

2. Basic Theory

The equation of motion for assembled structures with local nonlinearity is introduced, and the formulation of dynamics analysis in time domain and sensitivity analysis with respect to nonlinear parameters are derived.

2.1. Equation of Motion of Localized Nonlinear Structure

Considering a dynamical structure connected with \( \beta \) nonlinear elements, the equation of motion (EOM) is written as follows:

\[
\mathbf{M} \ddot{\mathbf{x}} + \mathbf{C} \dot{\mathbf{x}} + \mathbf{K} \mathbf{x} + \mathbf{f}_{nl}(\mathbf{p}, \mathbf{x}, \dot{\mathbf{x}}) = \mathbf{q}(t)
\]

where \( \mathbf{M}, \mathbf{C}, \) and \( \mathbf{K} \in \mathbb{R}^{N \times N} \) are the mass, damping, and stiffness matrix, respectively. \( \mathbf{x} \in \mathbb{R}^N \), \( \mathbf{f}_{nl} \in \mathbb{R}^N \), and \( \mathbf{q}(t) \in \mathbb{R}^N \) represent the displacements, the nonlinear restoring forces, and the external excitation forces, respectively. \( \mathbf{p} \) is a vector and denotes the parameters of the local nonlinear elements.

The localized nonlinear restoring force vector \( \mathbf{f}_{nl}(\mathbf{p}, \mathbf{x}, \dot{\mathbf{x}}) \) is sparsely distributed and can be expressed as:

\[
\mathbf{f}_{nl}(\mathbf{p}, \mathbf{x}, \dot{\mathbf{x}}) = \sum_{\alpha=1}^{\beta} \mathbf{f}^{\alpha}
\]
where $f^\alpha$ is the internal force of the $\alpha$th nonlinear element, which can be obtained according to the relative displacement. The relative displacement across the $\alpha$th nonlinear element can be described as [40]:

$$f^\alpha_k = \begin{cases} x^\alpha_i - x^\alpha_j, & i_k \neq j_k \\ x^\alpha_i, & i_k = j_k \end{cases}, \quad k = 1, 2, \ldots, 6$$

in which, the $i_k$ and $j_k$ denote the $i$th and $j$th node of the $\alpha$th localized nonlinear element. If the $\alpha$th nonlinear element is fixed to the boundary, the relative displacement is $x^\alpha_i$; otherwise, it can be expressed as $x^\alpha_i - x^\alpha_j$. $k$ is the DOF of each node and indicates the direction of the relative displacement. The nonlinear restoring force corresponding to the relative response is then expressed as:

$$f^\alpha (p, r, \dot{r}) = \sum_{\alpha=1}^{\beta} f^\alpha (p^\alpha, r^\alpha, \dot{r}^\alpha)$$

where the relative displacement vector $r^\alpha$ is written as:

$$r^\alpha = t^\alpha x = \begin{bmatrix} t^\alpha_i \\ \vdots \end{bmatrix} x_i - \begin{bmatrix} t^\alpha_i \\ \vdots \end{bmatrix} x_j$$

where $t^\alpha$ means the $\alpha$th transforming matrix and the detailed expression is:

$$t^\alpha = \begin{bmatrix} 0 & \cdots & \alpha_i & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots & \vdots \\ 1 & \cdots & -1 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & \cdots & \alpha_j & \cdots & 0 \end{bmatrix}$$

2.2. Nonlinear Transient Response Sensitivity Analysis

2.2.1. Nonlinear Transient Dynamics

At time $t$, the nonlinear EOM Equation (1) is expressed as:

$$M \ddot{x} + C \dot{x} + K x + f_w = q$$

At time $t + \Delta t$, the nonlinear EOM is written as:

$$M^{t+\Delta t} \ddot{x} + C^{t+\Delta t} \dot{x} + K^{t+\Delta t} x + f_w^{t+\Delta t} = q^{t+\Delta t}$$

Subtracting Equation (7) from Equation (8), the incremental EOM [18] is obtained:
\[ M' \Delta \ddot{x} + C' \Delta \dot{x} + K' \Delta x + f'_{nl} = q' \Delta \]

in which:

\[ t' \Delta \ddot{x} = \frac{t}{t+\Delta} \Delta \ddot{x} - \frac{t}{t} \Delta \ddot{x} \]
\[ t' \Delta \dot{x} = \frac{t}{t+\Delta} \Delta \dot{x} - \frac{t}{t} \Delta \dot{x} \]
\[ t' \Delta x = \frac{t}{t+\Delta} \Delta x - \frac{t}{t} \Delta x \]

and:

\[ t' \Delta f_{nl} = \frac{t}{t+\Delta} f_{nl} - f_{nl} \]
\[ t' \Delta q = \frac{t}{t+\Delta} q - q \]

Using the first-order Taylor expansion, the nonlinear restoring force can be obtained:

\[ t' \Delta f_{nl} = \frac{t}{t+\Delta} f_{nl} - f_{nl} = \frac{t}{t} \Delta f_{nl} / \Delta x \]

The effective tangent nonlinear stiffness matrix at time \( t \) is given by:

\[ t' K_{nl} = \frac{t}{t} \Delta f_{nl} / \Delta x \]

Thus, the incremental nonlinear restoring force is written as:

\[ t' \Delta f_{nl} \equiv t' K_{nl} t' \Delta x \]

Substituting Equation (14) into Equation (9) and combining similar terms yields:

\[ M' \Delta \ddot{x} + C' \Delta \dot{x} + K' \Delta x + f'_{nl} = q' \Delta \]

where:

\[ t' K_{e} = K + t' K_{nl} \]

The incremental EOM Equation (15) can be solved iteratively by using the nonlinear equation solvers (Newton–Raphson algorithm [34] is a good option).

2.2.2. Direct Differentiation Method

By differentiating Equations (10) and (15) with respect to design parameters \( p \), the derivatives of the nonlinear dynamic response with respect to nonlinear parameters and the algebraic equations of the sensitivity [18] can be obtained:

\[ \frac{\partial t' \Delta \ddot{x}}{\partial p} = \frac{\partial t' \ddot{x}}{\partial p} + \frac{\partial t' \Delta \ddot{x}}{\partial p} \]
\[ \frac{\partial t' \Delta \dot{x}}{\partial p} = \frac{\partial t' \dot{x}}{\partial p} + \frac{\partial t' \Delta \dot{x}}{\partial p} \]
\[ \frac{\partial t' \Delta x}{\partial p} = \frac{\partial t' \dot{x}}{\partial p} + \frac{\partial t' \Delta \dot{x}}{\partial p} \]
\[
\frac{\partial' \Delta \dot{x}}{\partial p} + C \frac{\partial' \Delta \ddot{x}}{\partial p} + M \frac{\partial' \Delta \ddot{x}}{\partial p} + K_e \frac{\partial' \Delta \dddot{x}}{\partial p} = \frac{\partial' \Delta q}{\partial p} \\
-D_p M \otimes '\Delta \dot{x} - D_p C \otimes '\Delta \ddot{x} - D_p K_e \otimes '\Delta \dddot{x}
\]  
(20)

where the operator \(D_p\) is defined as the partial differential of the matrix with respect to row vector \(p\):

\[
D_p \overset{\text{def}}{=} \frac{\partial}{\partial p} = \begin{bmatrix} \frac{\partial}{\partial p_1} & \cdots & \frac{\partial}{\partial p_n} \end{bmatrix}
\]  
(21)

and the representations of \(D_p M \otimes '\Delta \dot{x}\), \(D_p C \otimes '\Delta \ddot{x}\), and \(D_p K_e \otimes '\Delta \dddot{x}\) are expressed as:

\[
D_p M \otimes '\Delta \dot{x} = \begin{bmatrix} \frac{\partial M}{\partial p_1} & \cdots & \frac{\partial M}{\partial p_q} \end{bmatrix} \otimes '\Delta \dot{x} = \begin{bmatrix} \frac{\partial M}{\partial p_1} & '\Delta \dot{x} & \cdots & \frac{\partial M}{\partial p_q} & '\Delta \dot{x} \end{bmatrix}
\]  
(22)

\[
D_p C \otimes '\Delta \ddot{x} = \begin{bmatrix} \frac{\partial C}{\partial p_1} & \cdots & \frac{\partial C}{\partial p_q} \end{bmatrix} \otimes '\Delta \ddot{x} = \begin{bmatrix} \frac{\partial C}{\partial p_1} & '\Delta \ddot{x} & \cdots & \frac{\partial C}{\partial p_q} & '\Delta \ddot{x} \end{bmatrix}
\]  
(23)

\[
D_p K_e \otimes '\Delta \dddot{x} = \begin{bmatrix} \frac{\partial K_e}{\partial p_1} & \cdots & \frac{\partial K_e}{\partial p_q} \end{bmatrix} \otimes '\Delta \dddot{x} = \begin{bmatrix} \frac{\partial K_e}{\partial p_1} & '\Delta \dddot{x} & \cdots & \frac{\partial K_e}{\partial p_q} & '\Delta \dddot{x} \end{bmatrix}
\]  
(24)

Substituting Equations (10) and (17)–(19) into Equation (20) and defining the displacement sensitivity \(S = \partial x / \partial p\), the velocity and the acceleration sensitivities are determined and expressed as:

\[
\frac{\partial \dot{x}}{\partial p} = \frac{\partial}{\partial p} \left( \frac{dx}{dt} \right) = \frac{d}{dt} \left( \frac{\partial x}{\partial p} \right) = 'S
\]

\[
\frac{\partial \ddot{x}}{\partial p} = \frac{\partial}{\partial p} \left( \frac{d^2 x}{dt^2} \right) = \frac{d^2}{dt^2} \left( \frac{\partial x}{\partial p} \right) = '\ddot{S}
\]  
(25)

The incremental sensitivity equation is given by:

\[
M \left( 'S - '\dddot{S} \right) + C \left( 'S - '\dddot{S} \right) + K_e \left( 'S - '\dddot{S} \right) = 'Q_e
\]  
(26)

Where the \('Q_e\) is the equivalent excitation at time \(t\):

\[
'Q_e = \frac{\partial' \Delta q}{\partial p} - D_p M \otimes \left( 'S - '\dddot{S} \right)
\]

\[
- D_p C \otimes \left( 'S - '\dddot{S} \right) - D_p K_e \otimes \left( 'S - '\dddot{S} \right)
\]  
(27)

For the DDM transient sensitivity analysis, the tangent matrix in nonlinear transient response analysis (see left-hand side in Equation (15)) can be reused for the sensitivity analysis (see left-hand side in Equation (26)). The accurate sensitivity can be achieved after
the nonlinear transient response analysis is converged when using the implicit method for response computation.

2.2.3. Implementation Procedure

Figure 1 shows the steps applied for nonlinear transient response sensitivity calculation.

![Flow chart of transient response sensitivity analysis.](image)

Figure 1. Flow chart of transient response sensitivity analysis.

(1) The nonlinear algebraic equations are solved using the Newton–Raphson iteration scheme, and the transient responses of the structure with local nonlinearity are solved by Newmark-β method in the time range \( t < t_{\text{final}} \);

(2) The derivatives of structural properties are determined with respect to the local nonlinear parameters in Equation (27), \( \partial \Delta q / \partial p, D_p M, D_p C, \) and \( D_p K_e \);

(3) For a given initial condition, the initial displacement and velocity sensitivities are zero: \( ^0 \mathbf{s} = ^0 \mathbf{s} = 0 \). By differentiating Equation (7) with respect to parameters under the initial condition:
\[
\begin{align*}
M \frac{\partial^2 \ddot{x}}{\partial p^2} + C \frac{\partial \dot{x}}{\partial p} + K \frac{\partial \dot{x}}{\partial p} &= \frac{\partial q}{\partial p} - \frac{\partial f_m}{\partial p} \\
&- D_p M \otimes \ddot{x} - D_p C \otimes \dot{x} - D_p K \otimes x
\end{align*}
\] (28)

Substituting these initial responses and initial sensitivities into Equation (28), the initial acceleration sensitivity can be calculated from the following equation:

\[
M^0 \ddot{S} = \frac{\partial^2 q}{\partial p} - \frac{\partial f_m}{\partial p} - D_p M \otimes \ddot{x} - D_p C \otimes \dot{x} - D_p K \otimes x
\] (29)

The pseudo-code for initial response sensitivity analysis is listed in algorithm 1.

Algorithm 1. Pseudo-code for initial transient response sensitivity analysis.

Procedure Initial Sensitivity \((\ddot{x}, \dddot{x}, \dddot{x}, M, C, K, q, p)\)

Input: initial transient responses, stiffness matrix, damping matrix, stiffness matrix, external force, and design parameters

1. Begin
2. \( ^{\ddot{\mathbf{S}}} = 0 \) // initial sensitivity of displacement
3. \( ^{\dddot{\mathbf{S}}} = 0 \) // initial sensitivity of velocity
4. for \( r = 1 \) to \( n \) // number of nonlinear elements
5. if grounded element then
6. \( t_i = 1 \) // element of transforming matrix \( t \)
7. \( K_{ij} = p_i \) // element of coefficient matrix \( K \)
8. else
9. \( t_{ij} = 1; t_{ij} = -1; t_{ij} = 1 \) // corresponded DOF of nonlinear element \( i, j \)
10. \( K_{ij} = p_i; \)
11. \( K_{ji} = p_i; \)
12. end if
13. \( K_{ad} \leftarrow \) user defined nonlinear stiffness matrix \( f(t_x, t_{\ddot{x}}, K) \)
14. \( dK_{ad} \leftarrow \) Jacobian matrix of nonlinear stiffness matrix \( K_{ad} \) with respect to design parameters \( g(t_x, t_{\ddot{x}}, K, t_S, t_{\dot{S}}) \)
15. end for
16. \( ^{\ddot{\mathbf{S}}} = M^{-1} \left\{ \frac{\partial^2 q}{\partial p} - dK_{ad} - D_p M \otimes \ddot{x} - D_p C \otimes \dot{x} - D_p K \otimes x \right\} \)
17. end

Using the Newmark-\( \beta \) method [34], the algebraic sensitivity equation could be integrated numerically in time domain:

\[
\begin{align*}
^{\ddot{\mathbf{S}}} &= \frac{1}{\gamma \Delta t_s} \left( ^{\ddot{\mathbf{S}}} - ^{\mathbf{S}} \right) - \frac{1}{\gamma \Delta t_s} \dot{\mathbf{S}} - \left( \frac{1}{2 \gamma} - 1 \right) \mathbf{S} \\
&= \frac{\beta}{\gamma \Delta t_s} \left( ^{\ddot{\mathbf{S}}} - ^{\mathbf{S}} \right) + \left( 1 - \frac{\beta}{\gamma} \right) \dot{\mathbf{S}} + \left( 1 - \frac{\beta}{2 \gamma} \right) \Delta t_s \dot{\mathbf{S}}
\end{align*}
\] (30)
where $\beta$ and $\gamma$ are the parameters controlling the accuracy and stability of the numerical integration algorithm. The special choice of the controlling parameters is $\beta = 1/2$ and $\gamma = 1/4$ (the unconditionally stable constant average acceleration method). Time step $\Delta t_s$ denotes the constant time increment for sensitivity analysis, which can provide exact results with enough of a small step. Substituting Equations (30) and (31) into sensitivity Equation (26), the incremental sensitivity formulation is rewritten as:

$$\left(\frac{1}{\gamma \Delta t_s^2} M + \frac{\beta}{\gamma \Delta t_s} C + \frac{\beta}{\gamma} K_r\right)_{t_{n+1}} S = \left(\frac{1}{\gamma \Delta t_s^2} M + \frac{1}{\gamma \Delta t_s} \dot{S} + \frac{1}{2\gamma} \ddot{S}\right)_{t_{n+1}} + C \left(\frac{\beta}{\gamma} S + \frac{\beta}{\gamma} \dot{S} - \left(1 - \frac{\beta}{2\gamma}\right) \Delta t_s \dddot{S}\right)_{t_n} + \frac{\beta}{\gamma} K_r \dot{S}$$

Equations (30)–(32) give the general formulation to compute the transient response sensitivities. Comparing Equations (15) and (32), the key point in the DDM sensitivity analysis is that the same coefficient matrices with the response analysis are applied to sensitivity analysis. Once the dynamic response of the structure is obtained, the sensitivity equation, Equation (32), has the same left-hand-side matrix consistent with Equation (15) for the response analysis. Hence, only the equivalent excitation $\dot{Q}$ needs to be recomputed. The computational procedure is more efficient to determine the transient response sensitivity in the interested time range compared to the finite-difference method. The pseudo-code for direct sensitivity analysis is listed in algorithm 2.

**Algorithm 2.** Pseudo-code for nonlinear transient response sensitivity analysis using direct differential method.

```
Procedure Transient Sensitivity (\$S, \dot{\$S}, \ddot{\$S}, M, C, K, x, \dot{x}, \ddot{x}, p)

Input: initial transient response sensitivities, mass matrix, damping matrix, stiffness matrix, transient responses, design parameters

1 Begin
2 for time = 1 to tf/final time
3   for r = 1 to n/number of nonlinear elements
4     if grounded element then
5       t_i=1//element of transforming matrix t
6       K_{ij}=p_i//element of coefficient matrix K
7     else
8       t_i=1; t_j=-1; t_{ij}=1//corresponded DOF of nonlinear element i, j
9       K_{ij}=p_i
10      K_{ij}=p_j
11     end if
12    K_n= user defined nonlinear stiffness matrix f(t\*x, t\*\dot{x}, K_n)
13    dK_n= Jacobian matrix of nonlinear stiffness matrix K_n with respect to design parameters g(t\*x, t\*\dot{x}, K, t\*S, t\*\dot{S})
14  end for
15
16 K ← \frac{1}{\gamma \Delta t_s^2} M + \frac{\beta}{\gamma \Delta t_s} C + K + K_n//equivalent stiffness matrix
```


3. Case Studies

Three case studies, a Duffing system, a nonlinear MDOF system, and a beam structure, are investigated in this section. The finite difference method (FDM) and asymptotical analysis method are applied to verify the performance, and the effects of parameter perturbation step size and secular term are discussed. The nonlinear MDOF and cantilever beam focus on the accuracy of the direct differentiation method for the application to an FE model, considering different integrating time steps.

3.1. Duffing Oscillator

An undamped Duffing oscillator with mass \( m = 1 \) kg, linear stiffness \( k = 1 \) N/m, and the cubic nonlinear stiffness \( k_{nl} = 0.01 \) N/m\(^3\) is applied to calculate the transient response sensitivities. The governing equation is:

\[
m\ddot{x} + kx = -k_{nl}x^3
\]

(33)

3.1.1. Finite Difference Sensitivity Analysis

The finite difference method is the general approach to an application on computers for sensitivity calculation. The main idea of the FDM is to approximate the first-order derivative \( s \) by a parameter perturbation. The forward difference formula for the nonlinear stiffness \( k_{nl} \) is:

\[s = x' \overset{\Delta k_{nl}}{\approx} -\frac{\dot{x}(k_{nl} + \Delta k_{nl}) - \dot{x}(k_{nl})}{\Delta k_{nl}} + \epsilon \]

(34)

where \( \epsilon \) is the truncation error, \( \epsilon = \Delta k_{nl}/2|x''(k_{nl} + \delta k_{nl})| \), and \( (\cdot)' \)" means the second-order sensitivity with respect to \( * \). The accuracy of the sensitivity approximated by the forward difference is dependent on the parameter step size, \( \Delta k_{nl} \). As shown in Equation (34), the reduction in the parameter step size could minimize the truncation error \( \epsilon \). However, a too small parameter step size, in turn, enlarges the condition errors, which is caused by the round-off errors in \( (\dot{x}(k_{nl} + \Delta k_{nl}) - \dot{x}(k_{nl}))/\Delta k_{nl} \). In Section 3.1.3, the effect of the parameter step size on the sensitivity accuracy will be discussed.
3.1.2. Asymptotical Sensitivity Analysis

Using the Poincaré method (PCM) and the Lindstedt–Poincaré method (LPM), with initial condition \( x_0 = 0 \) and \( \dot{x}_0 = 0 \), the asymptotically analytical solution of \( x \) could be obtained. The asymptotically analytical expression of the response sensitivity is given:

\[
P = u_0 \left( -\frac{3}{8\omega_0^3} \sin \omega_0 t + \frac{1}{32\omega_0^5} (\cos 3\omega_0 t - \cos \omega_0 t) \right)
\]

\[
s = -u_0 \omega' \sin \omega t + \frac{u_0^3}{32\omega_0^3} (\cos 3\omega_0 t - \cos \omega_0 t - 3k_{nl}\omega' \sin 3\omega_0 t + k_{nl}\omega' \sin \omega_0 t)
+ \frac{k_{nl}^2 u_0^5}{512\omega_0^5} (23\cos \omega_0 t - 24\cos 3\omega_0 t + \cos 5\omega_0 t)
+ \frac{k_{nl}^2 u_0^5}{1024\omega_0^4} (-23\omega' \sin \omega_0 t + 72\omega' \sin 3\omega_0 t - 5\omega' \sin 5\omega_0 t)
\]

in which \( \omega_0 \) is the natural frequencies of the underlying linear system; \( \omega_0 = \sqrt{k/m} \); (*)’ means the first derivative with respect to the local nonlinear parameters. In the Poincaré solution, Equation (35), the frequency is the same as the underlying linear structure and is independent to the nonlinear stiffness. The solution of the sensitivities calculated from the Poincaré method is concise compared with the Lindstedt–Poincaré solution. However, the accuracy for long time response calculated from Equation (35) will decrease because of the secular term \( t \sin \omega_0 t \). Moreover, the accuracy of these sensitivities will also decrease due to the existence of the secular term.

3.1.3. Results Comparison and Discussion

The influence of parameter perturbation and secular term were discussed as follows.

Case 1. Effect of the parameter perturbation step size

The initial displacement and velocity are \( x_0 = u_0 = 1 \) mm and \( \dot{x}_0 = \omega_0 = 0 \), respectively. The transient response, with a time range of \( 0 < t \leq 10 \) s, can be numerically obtained from Equation (33). Based on the exact transient solution, the DDM-based response sensitivities could be calculated by solving the incremental sensitivity equation. The time step used in the time integration of both schemes (response and sensitivity analysis) is \( \Delta t = 0.001 \) s. The two asymptotically analytical solutions (the PCM and the LPM) of displacement sensitivities could be calculated from Equations (35) and (36) directly. The sensitivities of the velocity and acceleration can also be determined analytically, respectively, taking the first and second derivative of Equations (35) and (36) with respect to time and, then, with respect to variables. Perturbing the sensitivity parameter \( k_{nl} \), the FDM-based sensitivity will be computed. In this case, the parameter step size \( \Delta k_{nl} \) is selected from \( 10^{-4} k_{nl} \) to \( 10^{-3} k_{nl} \).

Figure 2 shows the response (displacement, velocity, and acceleration) sensitivities calculated by the DDM, the FDM, the PCM, and the LPM. The effect of parameter perturbation step size \( \Delta k_{nl} \) on the response sensitivity is studied with three different situations. In Figure 2, the DDM sensitivity matches well with the analytical sensitivities computed by the LPM and the PCM. The inaccuracy between the FDM sensitivity and analytical sensitivity is shown obviously in the case of small parameter perturbation step size (\( \Delta k_{nl} = 10^{-3} k_{nl} \)). The inaccuracy of the transient response sensitivity is caused by the condition
error of the small parameter perturbation step size [24]. To further investigate the influence of the parameter perturbation step size, a large initial displacement is employed to the Duffing oscillator.

Figure 2. Sensitivities of (a) displacement, (b) velocity, and (c) acceleration with respect to the non-linear stiffness $k_{nl}$ in different perturbations ($\Delta u = 1$ mm).
Figure 3 illustrates the acceleration sensitivity with respect to the nonlinear stiffness using these four methods with the initial displacement $0 u = 1$ cm and the parameter perturbation step size $\Delta k_{nl} = 10^{-6} k_{nl}$. The nonlinear characteristic of this case is more obvious with an increase in the initial displacement, and the accuracy of the sensitivity calculated by the FDM has also been improved as compared with the results shown in Figure 2c. It is shown that the initial conditions of the nonlinear structural vibration affect the selection of parameter perturbation step size in the FDM method, and then affect the accuracy of the nonlinear transient response sensitivity analysis. This is because large initial conditions make the nonlinear behavior of the nonlinear structure more obvious.

Case 2. Effect of the secular term

The secular term $t \sin \omega_0 t$ in the PCM precludes its potential application in long-time dynamic response analysis as the low accuracy of the long-time response, which has a negative effect on the transient response sensitivity computation. The initial condition is set to $0 u = 0.2$ m and $0 v = 0$, and the computing time ranges are $0 < t \leq 20$ s, $0 < t \leq 200$ s, and $0 < t \leq 400$ s for sensitivity analyses, respectively. In the analytical results, the amplitude of the PCM response will be increasing for the long-time calculation. The improved LPM avoids the passive effect of the secular term on the response, and the solution computed by Equation (36) is accurate. Thus, sensitivities calculated by the LPM will be used as the reference in comparing the results obtained by the DDM, the FDM, and the PCM. For the DDM- and the FDM-sensitivity analysis, the time step $\Delta t$ and the parameter step size $\Delta k_{nl}$ are $0.001$ s and $10^{-3} k_{nl}$, respectively.

Figure 4 illustrates the relationship of nonlinear transient response sensitivities, such as displacement, velocity, and acceleration, among the four methods with time ranges, (a)–(c) for $0 < t \leq 20$ s, (d)–(f) for $0 < t \leq 200$ s, and (h)–(i) for $0 < t \leq 400$ s, respectively. For the short-time case, these sensitivities calculated by the DDM, the FDM, and the PCM match well with the sensitivities obtained by the LPM. With the increasing of the calculation time, the effect of the secular term for the PCM-based sensitivity analysis is more obvious, in which the relationship to the LPM vs. PCM is no longer a straight line as shown in Figure 4d–i. It can be concluded that the long-term nonlinear response sensitivity calculated by the LPM method is susceptible to the secular term. In addition, the sensitivities obtained by the DDM and the FDM have high accuracy for the short-time and long-time nonlinear response sensitivity analysis, once the transient response is accurate.
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3.2. MDOF Nonlinear System

The accuracy of the DDM depends on the numerical integration schemes used to determine transient response and response sensitivity. Once the dynamic response is determined, the primary factor affecting the accuracy of the DDM sensitivity is the integrating time step in the sensitivity equation, Equation (32). The computational accuracy generally increases with a decrease in the time step. The sensitivities calculated by the FDM are used as the reference in comparing the results obtained by the DDM with different time steps.

An MDOF system shown in Figure 5 is illustrated to investigate the computational accuracy of the DDM sensitivity. The properties of the MDOF are chosen as follows: the mass \( m_1 = m_2 = m_3 = 5 \text{ kg} \), the linear stiffness \( k_1 = k_2 = k_3 = 20 \text{ N/m} \), the damping coefficients \( c_1 = c_2 = 1 \text{ Ns/m} \), and the cubic nonlinear stiffness \( k_{nl1} = 5 \text{ N/m}^3 \) and \( k_{nl2} = 2 \text{ N/m}^3 \). The initial displacement is \( u_0 = [0.1 0 0]^T \) and velocity \( v_0 \) is zero. The calculating time interval is \( 0 \leq t \leq 50 \text{ s} \). The time step for dynamical response calculation is chosen as \( \Delta t = 1.0 \times 10^{-4} \text{s} \), which

Figure 4. Comparison of response sensitivities (a,d,g) displacement, (b,e,h) velocity, and (c,f,i) acceleration among the four methods (x: LPM, y: DDM, FDM, PCM) with different time intervals: LPM vs. DDM (black color), LPM vs. FDM (red color), LPM vs. PCM (blue color).
can ensure the high accuracy of the dynamic response computation. The parameter perturbation step sizes for the FDM sensitivities calculation are chosen as \( \Delta k_{nl1} = 10^{-3} k_{nl1} \) and \( \Delta k_{nl2} = 10^{-3} k_{nl2} \).

![Figure 5. Simplified MDOF model with a cubic nonlinear spring.](image)

The free response sensitivities of the third DOF with respect to the first nonlinear spring are shown in Figure 6. The results obtained from the DDM could match well with the referred FDM values at the long time interval. With the decrease in the time step in integration of sensitivity differential equation, the consistency is increasingly close to the referred values. To quantify the difference, the consistency of the sensitivity is verified by considering the relative error between the DDM and the FDM sensitivities. In this paper, the form of the relative error is:

\[
RE = \frac{\| S^{DDM} - S^{FDM} \|_2}{\| S^{FDM} \|_2} \times 100\%
\]

where \( \| \cdot \|_2 \) means the second norm of vector \( \cdot \).
### Table 1. The results of different time steps in DDM for the computational efficiency and relative error in MDOF system ($\Delta t = 1.0 \times 10^{-4}$ s).

| Cases | Time Step $\Delta t$/s | Computational Time/s | $\frac{\partial u_i}{\partial k_{nl}}$ | $\frac{\partial v_j}{\partial k_{nl}}$ | $\frac{\partial a_k}{\partial k_{nl}}$ | Relative Error/% |
|-------|------------------------|----------------------|---------------------------------|---------------------------------|---------------------------------|-----------------|
| Case 1 | $1.0 \times 10^{-1}$    | 199.06               | 60.64                           | 37.73                           | 29.14                           |                 |
| Case 2 | $1.0 \times 10^{-2}$    | 199.97               | 5.96                            | 4.10                            | 3.37                            |                 |
| Case 3 | $1.0 \times 10^{-3}$    | 208.95               | 0.63                            | 0.45                            | 0.39                            |                 |
| Case 4 | $1.0 \times 10^{-4}$    | 287.94               | 0.10                            | 0.09                            | 0.10                            |                 |
For the calculation of the free response sensitivity, the relative error for the DDM exists obviously when the time step is too large. At the time step $\Delta t_s = 100 \Delta t_d$, the maximum relative error of the response sensitivity is 5.96\% ($=\partial u_3/\partial k_{nl1}$) and the computational time is 199.97 s. When the time step becomes smaller, the relative errors are decreased but the computational time is increased extremely. A small relative error can be achieved using a large time step ($\Delta t_s < 100 \Delta t_d$) in the DDM transient response sensitivity analysis procedure.

![Figure 7. The accuracy and computational time of the sensitivities obtained from the DDM versus the different time steps.](image)

3.3. Cantilever Beam with Nonlinear Springs

Figure 8 shows the model of a cantilever beam with nonlinear springs, where the local nonlinearities are set at the end point B. The cantilever beam is discretized into 10 Euler–Bernoulli beam elements. The length of the beam is $l = 1$ m and the section is the circle with radius $r = 15$ mm. The elastic modulus is $E = 70$ GPa, Poisson’s ratio is $\mu = 0.3$, and density is $\rho = 2.7 \times 10^3 \text{kg/m}^3$. The cubic nonlinear stiffness coefficients are $k_{nl1} = 10,000 \text{ N/m}^3$ and $k_{nl2} = 200,000 \text{ N-m/rad}^3$, respectively. The proportional damping matrix is $C = a_1 M + a_2 K$, and the scalar coefficients are $a_1 = a_2 = 0.0001$ in this example, respectively.

![Figure 8. Cantilever beam with locally nonlinear springs.](image)

In order to compute the sensitivities of the nonlinear free vibration, the initial values are set to be: $u_y^0 = 0.01 \text{ m}$ and $\theta_z^0 = 0.01 \text{ rad}$ for initial displacements and zero for initial velocities. The dynamic responses are obtained by the Newmark-\(\beta\) numerical integration
A time step $\Delta t$ that corresponds to $N_t$ and steps per final time $t_f$ for calculating, is $\Delta t = t_f/N_t$, e.g., $t_f = 0.005$ s and $N_t = 5 \times 10^3$ in this case. The sensitivities of the responses (displacement, velocity, and acceleration) with respect to the nonlinear stiffness parameters are investigated. The analytical formulation of the sensitivities cannot be determined directly; the consistency of the DDM sensitivities is verified by comparing the FDM (0.1% parameter perturbation). The time step in the DDM algorithm for computing nonlinear response sensitivities in Equation (26) is $\Delta t_d = t_f/N_t$. The comparison curve of response sensitivities using the DDM and the FDM with two parameters, $k_{nl1}$ and $k_{nl2}$, are shown in Figure 9. The relationship curve reflects the consistency between the DDM and the FDM. When the curve can be approximated by the relationship $y = x$, the consistency error of the two methods trends to zero.
Figure 9. Comparison curve of response sensitivities of point B (translation and rotation displacement, velocity, and acceleration) with respect to nonlinear stiffness parameters $k_{nl1}$ (a-c, g-i) and $k_{nl2}$ (d-f, j-l) with FDM and DDM at $N_t=5000$.

Figure 9 illustrates the comparison curve of the response sensitivities (displacement, velocity, and acceleration response sensitivity) between the FDM and the DDM. Results show that the highest consistency exists in acceleration response sensitivities (see Figure 9c,f,i,l), for which the relationship curves almost satisfy the approximate function $y_{DDM} = x_{FDM}$. In contrast, the obvious non-consistencies on the displacement response sensitivities are shown in Figure 9a,d,g,j. The results show that the DDM can be applied to accurately compute the response sensitivity of a beam structure with local nonlinearities.

To illustrate that the consistency of the nonlinear response sensitivities of displacement and acceleration are different, the number of steps $N_t$ is set to 5,000, 10,000, 50,000, 100,000, and 200,000. The comparison of different $N_t$ for sensitivity calculation is shown in Figure 10. It is concluded that the consistency error of the displacement sensitivity decreases significantly with the increasing of $N_t$. By contrast, the consistency error of acceleration sensitivity remains at the smallest level and generally converges as the $N_t$ increases. The results show that the integration step in Newmark-$\beta$ procedure has a great effect on the consistency for the displacement, velocity, and acceleration sensitivity solutions. Compared with the nonlinear MDOF system and cantilever beam, the consistency of the DDM sensitivities, especially for the displacement sensitivity, is affected by the integration time step size. Furthermore, the DDM method could also be effective for the sensitivity analysis of a complex nonlinear structure with large DOFs [39]. Particularly to compute the sensitivity of a nonlinear structure with higher dimensions, some nonlinear model order reduction method [41] needs to be combined with the DDM method for further investigation.
4. Conclusion and Discussion

In this paper, a direct differentiation method for nonlinear transient response sensitivity analysis for a Duffing oscillator, a nonlinear multiple-degrees-of-freedom system, and a cantilever beam with local nonlinearity was investigated. The method was verified by comparing with the finite difference method and asymptotical analysis method for different numerical examples. Furthermore, the effects on the accuracy and efficiency of the perturbation step, the secular term and the time step were conducted. The conclusions were drawn as follows:

(1) The DDM-based transient response sensitivities match well with the analytical and numerical sensitivities computed by the PCM and FDM, respectively.

(2) The accurate DDM transient response sensitivity can be obtained based on the accurate nonlinear transient response; the computational efficiency of the response sensitivity is improved using a suitable time step, especially for a long-time dynamic response sensitivity analysis.

(3) The selection of the parameter perturbation step size in FDM sensitivity analysis is affected by the nonlinear behaviors caused by the initial conditions; a large perturbation step size can be selected to improve the accuracy of the transient response sensitivity for a weak nonlinear structure with small initial conditions.

The DDM sensitivity analysis method was demonstrated on three different examples and the accuracy was verified compared with the LPM, the PCM, and the FDM. However, the prerequisite of the DDM method is that the nonlinear function is continuously differentiable, which limits its application in sensitivity analysis of non-smooth nonlinear structures. An alternative scheme is to transform the non-smooth function by smoothing method to make it derivable, and then directly differentiate to obtain the corresponding sensitivity analysis equation. In addition, sensitivity analysis of a nonlinear structures is also affected by parameter uncertainty, and the global DDM method for nonlinear structure under consideration of parameter uncertainty is worthy of further study.
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Nomenclature

| Symbol | Definition |
|--------|------------|
| M      | Structural mass matrix |
| C      | Structural damping matrix |
| K      | Structural stiffness matrix |
| \( f_n \) | Nonlinear force vector |
| \( q(t) \) | External force vector |
| \( x, \dot{x}, \ddot{x} \) | Structural displacement, velocity, and acceleration vector |
| \( p \) | Design parameter vector |
| \( f^0 \) | Nonlinear restoring force of the \( \alpha \)th local nonlinear element |
| \( r^0 \) | Relative displacement vector of the \( \alpha \)th local nonlinear element |
| \( t^\alpha \) | Transforming matrix of the \( \alpha \)th local nonlinear element |
| \( K_{ld} \) | Nonlinear stiffness matrix at time \( t \) |
| \( K_e \) | Equivalent stiffness matrix at time \( t \) |
| \( S, \dot{S}, \ddot{S} \) | Defined displacement, velocity, and acceleration sensitivity matrix |
| \( Q(\cdot) \) | Equivalent excitation vector at time \( t \) |
| \( \beta, \gamma \) | Numerical integrating constants in Newmark-\( \beta \) method |
| \( k_{ld} \) | Nonlinear stiffness coefficient |
| \( c_{ld} \) | Nonlinear damping coefficient |
| \( \omega_0 \) | Natural frequency of linear system |
| \( w_0, v_0 \) | Initial displacement and velocity |
| \( m, c, k \) | Linear mass, damping, and stiffness coefficient |
| \( E \) | Elastic modulus |
| \( \rho \) | Density |
| \( \mu \) | Poisson’s ratio |
| \( a_1, a_2 \) | Coefficients of proportional damping |
| \( \otimes \) | Kronecker tensor produce |
| \( D_p(\cdot) \) | Partial differential of matrix \( \cdot \) with respect to design parameter \( p \) |
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