INTRODUCTION

Governments need to solve multiple issues at the same time, even when it comes to individual policy areas such as environmental or climate policy. Here, governments not only need to deal with air pollutant and greenhouse gas emissions from both stationary and nonstationary sources; they also need to curb water pollution, provide protection to endangered plants and animals, and attend to other relevant environmental concerns. To address these diverse targets, governments must develop new policies that specify concrete instruments for the different issues at stake. What sounds obvious in theory, however, is difficult in practice, as the choice of suitable instruments is far from self-evident. For instance, whether command-and-control measures, economic incentives, mere information provision, or a combination of these instruments will work more effectively in a certain context is often subject to intense political and academic debate. The fact that governments face many such decisions only reinforces the underlying challenges of designing effective public policies.

In political science, the study of policy design seeks to identify what makes public policies more or less effective and then, on the basis of these findings, to inform and improve policy-making efforts and outcomes. Crucial here are studies that focus on different types of policy instruments, their advantages and disadvantages, as well as on the processes involved in their selection and implementation (Peters 2018). Through these efforts, scholars have identified several abstract principles characterizing well-designed policies—in particular, the consistency, coherence, and congruence of policy targets and instruments (Howlett and Rayner 2013).

Yet, despite these insights, the study of policy design has remained largely focused on the analysis of only a few or even single cases. Which instruments or instrument combinations work more or less effectively in practice is typically analyzed against the background of issue-specific conditions, including peculiarities of the policy problem, as well as the broader governance context, which vary across countries and sectors. As a result, we lack general principles in order to capture policy design quality beyond merely case- or issue-based assessments. It thus comes as no surprise that comparative empirical studies that examine policy design quality across a wide range of different temporal and spatial contexts do not exist (Tosun and Treib 2018). Consequently, we know little about whether governments apply different basic principles when designing public policies and to what extent such general design features ultimately affect policy performance. Do some governments generally produce more effective policies than other governments and, if so, why is this the case? Do some political and institutional arrangements have a stronger influence on policy design than others?

In this article, we explore these questions through the following three steps. First, we propose a novel concept and measure of policy design. Our Average Instrument Diversity (AID) index captures whether governments tend to reuse the same policy instruments and instrument combinations or produce policies that are tailored to the problem at hand. Second, we examine to what...
extent the design of public policies matters for policy performance. In this way, we demonstrate that AID is not only a descriptive measure of policy design but also a measure that enables prescriptive statements about the extent to which the policies in a given sector are effective in achieving their objectives. This way, AID captures a central component of the quality of sectoral policy design. Third, we develop and test several theoretical expectations that account for variation in AID. We use the context of environmental policy to demonstrate our argument. Our analysis builds on a large dataset that covers the environmental policy portfolios of 21 OECD countries over 30 years (1976–2005).

Our empirical analysis shows that (1) countries systematically differ in policy design approaches in terms of AID and that (2) higher levels of AID are positively associated with countries’ environmental performance—even when controlling for other possible influences on the policy impact dimension. This essentially implies that the proposed AID index is a valid and reliable proxy for the policy design quality in a given sector, with a strong explanatory power for cross-sectoral variation in policy performance. Moreover, our examination of the determinants of AID reveals that (3) policy makers facing fewer institutional constraints tend to develop more diverse policy responses to the different environmental problems they must address. Fewer institutional restrictions seem to allow more opportunities to depart from previous policy decisions and to apply new approaches and regulatory ideas, as opposed to constantly relying on more or less standardized policy packages. In addition, we find that (4) countries with higher administrative capacity are better at coming up with such customized solutions for the policy problems in question.

Taken together, the findings of our study contribute to the literature on policy design in two ways: first, we provide a novel measure of policy design that allows for cross-country and cross-sectoral comparisons as well as for statements about the design quality of the sectoral policy portfolios under scrutiny; second, we provide a dynamic analysis of the factors that explain the variation in policy design in different settings, in terms of both administrations (countries) and time (years).

The remainder of the article is structured as follows: We begin with a short overview of the policy design literature and discuss the shortcomings of this research strand. Second, we introduce our concept and measurement of AID as a central policy design principle. Third, we examine the link between AID and policy performance. We show that the proposed assessment of policy design is not merely a “numbers game,” but can be systematically linked to varying levels of governmental performance—in other words, AID is a factor that affects the design quality of public policies in terms of goal attainment. This leads us to the question of which factors account for variation in policy design quality across different institutional and political setups. To answer this question, we provide an empirical test of several theoretical arguments derived from the policy change literature. The final section concludes and suggests avenues for further investigation.

PERSPECTIVES ON POLICY DESIGN

The study of policy design has long been an important strand of public policy research. Studies in this tradition are motivated by the goal not only to better understand why policies “look” the way they do but also to analyze the influence of different design features on the proper functioning of a policy and the achievement of policy objectives (see, e.g., Boushey 2016; Lascoumes and Le Gâles 2007; Lieberman, Ingram, and Schneider 1995; Linder and Peters 1984; Montpetit, Rothmayer, and Varone 2005; Schneider and Ingram 1993).

The findings from different policy sectors allude to different factors shaping what constitutes a good and effective policy design. First, existing works on policy mixes have highlighted design principles such as the consistency, coherence, and congruence of policies and policy mixes (Foxon and Pearson 2007; Rogge and Reichardt 2016). Although the respective terms are often defined quite ambiguously, they essentially imply that the governments’ multiple policy targets and instruments should be logically connected and mutually reinforce, rather than work against, one another (Gunninham and Sinclair 1999). Second, besides the principles related to the interactions between different instruments and targets, policy design should match with the dominant modes of governance in a country or sector (Howlett 1991). Both administrators and target groups become accustomed to a given policy or administrative “style” over time, so any deviation from the usual mode of state intervention can have unexpected consequences (Bianculli, Fernández-i-Marín, and Jordana 2012; Richardson 2013).

Despite the progress made so far, however, this strand of research comes with several shortcomings. First, it appears to be generally easier to identify failures rather than successes in policy design—that is, constellations in which policy makers have violated one or more of the above-mentioned policy design principles. In short, the literature offers an analytical “toolbox” to identify the extent to which policy makers deviate from the rationalistic ideal of developing consistent, coherent, and congruent policies. We still lack, however, a more neutral understanding and conceptualization of the design of public policy and its quality that allows us to systematically assess, compare, and rank different policy alternatives and mixes.

A second, related problem refers to the fact that the abstract design principles identified with effective policy were never converted into rigorous and testable criteria. As a result, empirical studies on policy design often focus on rather narrow topics and are only rarely pursued in a comparative perspective (for some valuable exceptions, see Schaffrin, Sewerin, and Seubert 2015; Schmidt and Sewerin 2019). These mostly qualitative studies typically offer a rich description of the design of governing rules and how their peculiarities matter—for better or worse—for the policy problem at hand (Lieu et al. 2018; Rogge and Reichardt 2016). Yet, it is difficult to draw generalizable conclusions or even causal explanations from these mostly idiosyncratic studies.
Third, existing studies on policy design suffer from the problem that any assessment of policy instruments or instrument combinations strongly depends on the specific context in which the policy is applied. All policy instruments have their own strengths and weaknesses (Strassheim 2019; Weaver 2014). Accordingly, there is hardly any policy instrument that is generally better than others. The same applies to instrument combinations. While the literature has been able to identify some tools that constitute inherently (in)compatible instrument combinations, there are others where it is not possible to state in the abstract whether the overall outcome will be either positive or negative (Gunningham and Grabosky 1998; Gunningham and Sinclair 1999; Yi and Feiock 2012). Moreover, the effectiveness of public policies is heavily determined by the contextual conditions under which they operate such as the exact characteristics of the target group, the nature of the problem at hand, or the specificities of the local circumstances. Steinbach (2019), for instance, shows that traditional forms of environmental regulation are only effective in reducing air pollutant emissions when governments put them into practice through well-equipped and well-designed implementation structures. In consequence, even the most ambitious instruments and instrument combinations might remain largely ineffective if the chosen policy instruments do not match with the administrative capacities available.

In sum, a major problem of the existing literature is a lack of concepts and measurements for assessing policy design differences that would allow a straightforward analysis and conclusion concerning the superiority (or not) of one policy design over another. As highlighted by Capano and Howlett (2020, 5), this eventually leads to “a mismatch between empiricism and conceptualization”, “an under-theorization of the causes of the variations between sectors and countries”, and “an undermin[ing of] efforts at effective policy design.”

POLICY DESIGN IN COMPARATIVE PERSPECTIVE: TOWARD A NOVEL CONCEPT

None of the concepts discussed in the literature is sufficiently developed to identify and compare national or sectoral principles of policy design, because these approaches inherently assume that policy designs vary from issue to issue and context to context, without any clear cross-cutting pattern. To overcome these analytical limitations, we rely on a more abstract concept that cuts across existing design principles and allows us to identify key policy design patterns at the sectoral level. This way, we are able to answer the question of whether there are systematic differences in national or sectoral approaches to policy design.

To capture these differences, we concentrate on the degree of “instrument customization” as a crucial design principle. With instrument customization, we identify the extent to which policy makers generally strive to develop tailor-made instruments and instrument combinations for each problem or rely instead on a standard repertoire of “one-size-fits-all” instruments. Put simply, public policies can be principally designed as “bespoke” or “off-the-rack” solutions. If governments typically adhere to the former approach, the diversity of policy problems will be reflected in correspondingly diverse policy portfolios, including a broad variety of instruments and instrument combinations. In the latter case, by contrast, diverse problems are tackled using a consistently unchanging set of instruments.

The degree of instrument customization therefore describes the general ambitions of policy makers in their search for effective policy solutions. As such, it captures a principle of policy design that can be expected to have strong implications for policy performance. By concentrating on customization, we do not seek to question the relevance of existing concepts. But we do claim that our approach not only captures performance-relevant design features—as do existing concepts—but also provides a systematic and relatively easily computable measure to assess and compare the degree of instrument customization across different countries and policy sectors. With this concept, we can engage in the systematic empirical study of the relationship between policy design and policy performance.

Average Instrument Diversity: A Measure of Policy Design

How can we capture conceptually whether governments tend to produce tailor-made solutions or apply a standard package of policy measures for all problems? First, we must recognize that governments need to manage broad policy portfolios (Adam, Knill, and Fernández-i-Marín 2017). These portfolios are composed of two dimensions: policy targets and policy instruments. Policy targets are all issues addressed by the government. In the area of environmental policy, for instance, these targets cover aspects such as air emissions from industrial plants and transport, the pollution of rivers and lakes, or the protection of endangered species and habitats. The second dimension, in turn, involves all policy instruments that governments have at their disposal to address the respective policy targets. Environmental policy instruments can range from hierarchical forms of governing, such as obligatory policy standards and technological prescriptions, to economic incentives through taxes, subsidies, and other forms of market intervention. Due to the widespread use of policy mixes, a given policy target is typically addressed by multiple instruments at the same time.

These instruments and instrument combinations can be either more or less the same across all policy targets or can vary from one policy target to the other. In the former case, governments tend to pick “off-the-rack” solutions. In the latter case, governments can be assumed to generally opt for more “tailor-made” interventions. We propose and apply the concept of
Average Instrument Diversity (AID) to assess the extent to which policy makers tend toward either of these options. Put another way, the AID index essentially indicates the probability that two policy instruments addressing various policy targets are of different kinds—with a higher index value indicating a more diversely composed policy portfolio and a lower index value indicating a more uniform one.

This can be best illustrated with an example calculation. Figure 1 presents two simplified (and thus fictional) policy portfolios as well as the corresponding diversity values as measured by the AID index. Both exemplary portfolios are composed of three policy targets and four instrument types applied to these targets. Yet, while both policy portfolios are of the same “size” (number of target-instrument combinations), one of them contains a more diverse set of instruments and instrument combinations.

In portfolio 1, Targets A and B are addressed by the exact same instrument type (IT 1). Target C, in turn, is addressed by two policy instruments. One of these instruments is of the same type as those instruments applied to Targets A and B (IT1), while the other one is different (IT2). In portfolio 2, both Targets A and B are addressed by different instrument types (IT1 and IT2). Target C is again addressed by two policy instruments (IT3 and IT4). Yet, and in contrast to the example above, these two instruments are different from both one another and all other instrument types used in the policy portfolio.

To calculate the AID index value for the first policy portfolio example, we start by picking the first target-instrument combination—that is, Target A and an instrument of Type 1—and calculate the probability that a randomly picked instrument from Target B is from a different instrument category. In the given example, this probability is 0. We now replicate the calculation for Target C. For Target C, the probability is 0.5, as the respective target is addressed by two instruments—of which one is of the same instrument type as the one applied to Target A. Thus, the average probability of drawing the same instrument type from either Target B or C for the given target-instrument combination is 0.25. To get the final AID index value, we need to perform this calculation for all other remaining target-instrument combinations in the portfolio (Target B-Instrument 1, Target C-Instrument 1, Target C-Instrument 2), sum up these values, and, finally, divide them by the total number of target-instrument combinations. For the presented portfolio, this is \((0.25 + 0.25 + 0 + 1) / 4\), leading to a value of 0.375 for the upper policy portfolio. The portfolio presented at the bottom of Figure 1, in turn, achieves the highest possible value of 1, given that each policy target is addressed by a (combination of) different instrument type(s). The calculation is thus \((1 + 1 + 1 + 1) / 4\). All in all, the formula underlying the AID index can be formalized as follows:

$$\forall t=1:T, \forall i=1:I, \frac{\sum_{c=1}^{C} c_{it} = c_{ix}}{C}$$

where

- \(T\) are the targets covered by at least one policy instrument,
- \(I\) are the instruments addressing at least one policy target, and
- \(C\) are the entirety of target-instrument constellations.

Our concept has some similarities with the Gini–Simpson index as used in ecology studies (or the Herfindahl–Hirschman index as used in economics). In ecology, the index is used to measure the biodiversity of an ecosystem (Hill 1973; Simpson 1949). A high biodiversity means that a given region supports a wide variety of different species that are close in number.
Low biodiversity, in turn, implies that there are only few dominant species that are able to survive in a given surrounding. The original Simpson index $\lambda$ equals the probability that two entities taken at random from a given population of interest (with replacement) represent the same type. Its $1 - \lambda$ transformation (the Gini–Simpson index) thus equals the probability that the two entities represent two different types.

The central difference between the AID and the Gini–Simpson index, however, is that in case of the AID we do not draw from the same but from different “populations.” Imagine, for instance, a policy portfolio in which the government uses the same policy instrument across all targets but adds different instruments to each target to fine-tune its policy response. In this case, the Gini–Simpson index would indicate a rather “nondiverse” or “imbalanced” policy portfolio as the government predominantly relies on a certain instrument type. Our concept, by contrast, acknowledges the fact that, despite the dominance of a distinct instrument type, all policy targets are addressed by different combinations of policy instruments.

In the online appendix (section 2), we model how the AID and other diversity indices relate to each other, using randomly created policy portfolios of varying size, and also show their behavior in the dataset employed in this paper. The illustration shows that the measurements converge for large policy portfolios but show pronounced differences for smaller portfolio sizes.

Putting Average Instrument Diversity into Practice

Until now, we have discussed the concept of AID in abstract terms only. But how can we put the measure of AID into practice? In the following, we operationalize AID into practice. Imagine, for instance, a policy portfolio in which the government uses the same policy instrument across all targets but adds different instruments to each target to fine-tune its policy response. In this case, the Gini–Simpson index would indicate a rather “nondiverse” or “imbalanced” policy portfolio as the government predominantly relies on a certain instrument type. Our concept, by contrast, acknowledges the fact that, despite the dominance of a distinct instrument type, all policy targets are addressed by different combinations of policy instruments.

In the online appendix (section 2), we model how the AID and other diversity indices relate to each other, using randomly created policy portfolios of varying size, and also show their behavior in the dataset employed in this paper. The illustration shows that the measurements converge for large policy portfolios but show pronounced differences for smaller portfolio sizes.

Putting Average Instrument Diversity into Practice

Until now, we have discussed the concept of AID in abstract terms only. But how can we put the measure of AID into practice? In the following, we operationalize AID for the case of environmental policy. Here, we rely on a large dataset that covers the environmental policy portfolios of 21 OECD countries over a period of 30 years (1976–2005). The sample includes a “diverse” set of industrialized democracies that differ in terms of their institutional environments, economic power, and government ideology.

We chose to focus on environmental policies for two reasons. First, although policy design has been studied in a range of different fields such as education (Capano 2018), energy (Schmidt and Sewerin 2019), and marine policy (Howlett and Rayner 2004), environmental policy has been most extensively covered in previous research on policy design. Given that our concept is already “novel,” we chose to apply and test it in an area that is well researched. Within the broader context of environmental policy, we concentrate on the three subfields of clean air, water protection, and nature conservation policy—which, taken together, cover major parts of environmental policy and thus give an encompassing overview of policy activity in this area. For each subfield, we identified the most commonly addressed policy targets and instruments applied.

We distinguish between 48 environmental policy targets that can potentially be regulated and 12 policy instrument types that can potentially be used to address these targets. The targets cover pollutants such ozone, carbon dioxide, or sulfur dioxide in the air; substances like lead content in gasoline, sulfur content in diesel, nitrates, and phosphates in continental surface water; and environmental objects like native forests, endangered plants, or endangered species. Moreover, the targets identified account for the fact that the different pollutants can be emitted from different sources such as industrial plants, passenger cars, or heavy-duty vehicles. The instrument types range from traditional “command-and-control” instruments, such as obligatory policy standards, bans, and technological prescriptions, to so-called “new” environmental policy instruments such as environmental taxes, subsidies, liability schemes, and information-based measures. In the online appendix (section 1) we provide a full list of all policy targets and instruments identified.

The empirical data needed for measuring policy portfolios and instrument diversity were collected in the CONSENSUS project (Knill, Schulze, and Tosun 2012). In the project, we coded information on environmental policies for a 30-year period from 1976 to 2005. Despite the fact that an even longer and more recent dataset would (as always) be even better, the available data in no way hampers or restricts the empirical examination of our theoretical arguments. Within the CONSENSUS project, information regarding policy targets and instruments was extracted from legislative output in the form of national legislation, regulations, decrees, and ordinances, as well as administrative circulars. Country experts for the respective fields were hired to help identify the relevant legal acts and to assist in the preparation of the coding of these documents. The coding was conducted by trained members of the project to ensure high levels of validity and reliability (see section 1 in the online appendix for a more detailed explanation).

A challenge for the study was how to process our data given that existing software for data management and statistical analysis do not include a predefined function to calculate the AID index value. We thus created our own R package named PolicyPortfolios that allows for the analysis of (national) policy portfolios and their characteristics. The package facilitates the management, analysis, and visualization of policy portfolio data and is published with this article.

For illustrative purposes, Figure 2 presents the composition of the environmental policy portfolios of France and the United States (US) based on our collected data. For France, it is easy to recognize that an increase in the size of the policy portfolio between the years 1976 and 2005 has come with the use of more diversified instrument mixes (AID increase from 0.464 to 0.855). In the US, by contrast, the AID index value has remained almost constant over the investigation period. This implies that the US policy portfolio has grown in size while the policy solutions have actually

---
1 https://publicpolicy-knill.de/?post-type=researchpost_id=2030.
FIGURE 2. The Policy Portfolios of the United States and France in Comparison

| Country        | Environment | Year   | AID   |
|---------------|-------------|-------|-------|
| France        | Environmental | 1976  | 0.464 |
| France        | Environmental | 2005  | 0.855 |
| United States | Environmental | 1976  | 0.839 |
| United States | Environmental | 2005  | 0.85  |
not become (much) more customized to the targets addressed (AID increase from 0.839 to 0.85).

These example portfolios highlight two important points. First, our AID index provides a measurement that it is different from the mere portfolio size. Second, there is considerable variation in how policy portfolios are designed across countries and change over time. Figure 3 ranks all countries under study with respect to their AID value, presenting the minimum, maximum, and median values. In essence, the box plots show that countries strongly differ with respect to the AID values of their environmental policy portfolios and their development over time.

**FROM POLICY DESIGN TO POLICY DESIGN QUALITY: HOW DESIGN DIVERSITY AFFECTS POLICY EFFECTIVENESS**

In the previous section, we introduced the concept of AID and showed that the proposed measure allows us to engage in both cross-sectional and cross-temporal comparisons of the design of sectoral policy portfolios. AID thus provides a novel descriptive measure that overcomes some of the analytical limitations of existing approaches in the literature. We further argue in this section that the measure of AID also allows for predictive statements about the actual quality of a country’s (sectoral) policy design in terms of policy effectiveness.

Our conception of policy design quality therefore captures the extent to which governments engage in systematic efforts to optimize policy instruments and instrument mixes in order to achieve stated policy objectives. We consider this aspect as a central component that characterizes policy design quality. Yet, next to policy effectiveness, there are a range of other aspects for evaluating the quality of policy design or the quality of policies more broadly, such as the efficiency or the legitimacy of the policy measures taken (McConnell 2010; Stone 2012). In the context of this paper, we focus on the aspect of policy effectiveness for several reasons: First, we deem policy effectiveness to be more relevant than efficiency: solving societal problems is more important than the secondary consideration of how to do so in the fastest or the most cost-efficient way. Second, while it is possible to make general statements about the effectiveness of different policy designs, this is far more difficult when it comes to their legitimacy. As Peters (1986) highlights, “legitimacy is largely psychological” and “depends on the majority’s acceptance of the rightness of government” (63). The “majority,” however, is not a single or monolithic actor so that any legitimacy achievement must be assessed across a wide range of groups and interests (Wallner 2008). Third, legitimacy can refer to a range of different aspects, including not only input legitimacy capturing societal participation and equality in policy formulation but also output legitimacy. In contrast to input legitimacy, output legitimacy describes to the extent to which the underlying policy goals and instrument are generally perceived as justified and fair. Yet, such assessments do strongly vary across context, rendering comparative assessments a highly difficult endeavor.

From a theoretical perspective, the link between AID and policy effectiveness seems straightforward: The more “diversified” the policy responses, the higher the chance that the policy design takes account of the nature of the underlying policy problems. This, in turn, makes it more likely that the chosen instruments and instrument mixes match with and, in consequence, solve the policy problems in question (Capano and Howlett 2019; Peters et al. 2018). Moreover, it is expected that only a “tailor-made” solution can fully leverage the synergies of combining different policy
Instruments. In their work on “regulatory pluralism,” Gunningham and Sinclair (1999) state that governments should not only use multiple policy instruments simultaneously but also make sure that these policy mixes are “tailored [emphasis added] to specific policy goals” (49). In a similar vein, Howlett and Mukherjee (2018) highlight that “customizing [emphasis added] policy responses to complex policy problems as a principle indicates a desirable type of [policy] formulation” and therefore “the ideal end of the design-non-design spectrum” (308). From these theoretical arguments, it essentially follows that it is less important which exact instruments and instrument combinations are employed by the government, as long as those tools are sufficiently diverse across the wide range of policy problems that need to be solved. The respective hypothesis therefore reads as follows:

**Hypothesis 1** The greater the AID, the higher the effectiveness of a given policy portfolio.

To assess the level of policy effectiveness, we examine whether the AID index values calculated in the previous section can be systematically linked to varying levels of governmental performance in the area of environmental policy. A policy design can be considered “effective” if the adopted measures have a positive influence on the environment (Ringquist and Kostadinova 2005).

There are several indicators to assess a country’s environmental performance (Fiorino 2011). For this study, we use two broad indicators proposed by Jahn (2016). The first indicator captures the general environmental performance with respect to key environmental pollutants such as $SO_2$, $NO_x$, $CO$, waste, etc. The second indicator refers to each site’s country-specific environmental performance (CSEP). This measure rests on the assumption that environmental performance is dependent on context-specific circumstances. In other words, what is considered a serious environmental issue in one country might be of less importance in another one. To allow for contextualized comparison, Jahn (2016) assesses—across a wide range of different potential policy issues (air and water pollution, waste, excessive fertilizer use, etc.)—where countries had particular problems throughout the early 1980s and how these problems have developed over time. For each country, Jahn (2016) uses the three pollutants with the worst national score (in the 1980–1982 period) to construct the CSEP index. The data on both indicators is readily available and can be downloaded online.

To control for potential confounders, we include a battery of covariates into the analysis. More precisely, we control for the absolute levels of economic development, short-term changes in a country’s economic productivity, demographic changes, and the structure of national economy. The majority of these variables can be derived from the OECD, the International Energy Agency, and the World Bank databases. Moreover, we control for the sectoral portfolio size (total number of target-instrument combinations) and EU membership. EU membership matters for a country’s environmental performance as oversight by the European Commission forces member states to implement and enforce their environmental policies more strictly (Börzel and Buzogány 2019).

We estimate the association between our AID index and the dependent variables using a linear model in which we control for unequal variances (heteroscedasticity, clustered errors) by country and portfolio size. To model time dynamics, we include an autoregressive component of order one (AR1). Standards errors are clustered by countries. All parameters are estimated using Bayesian inference (Fernández-i-Marín 2016; Plummer 2003). Based on this, the exact model description can be specified as

$$Y_{ct} \sim N(\mu_{ct}, \sigma_{ct})$$

$$\mu_{ct} = a_d + \beta X_{ct} + \rho (Y_{ct-1} - \mu_{ct-1})$$

$$\sigma_{ct} = \lambda H_{ct} + \gamma_c$$

$$a_d \sim U(0,1)$$

$$\beta \sim N(0,1)$$

$$\lambda \sim N(0,2)$$

$$\gamma_c \sim N(0,1)$$

$$\rho \sim N(-1,1)$$

where

- $c$ country,
- $t$ time,
- $d$ decade,
- $X$ matrix of covariates for the explanatory variables,
- $H$ matrix of covariates for the heteroskedasticity controls,
- $a$ priors for intercepts by decade,
- $\beta$ priors for explanatory variables,
- $\lambda$ priors for heteroskedasticity controls,
- $\gamma_c$ priors for clustered errors, and
- $\rho$ priors for auto-regressive component.

**Figure 4** presents the determinants of countries’ environmental performance for the two indicators under scrutiny. The analysis reveals that higher instrument diversity increases both a country’s general and specific environmental performance, whereas the mere size of the policy portfolios does not make a significant difference. In the online appendix (section 4), we check for the combined effect of instrument diversity and portfolio size. No significant interaction effects are found. Moreover, we run a full structural equation model to guard against potential endogeneity bias (see again section 4 in the online appendix). Again, our central findings hold.

Considering these findings, we can conclude that the AID index value is actually the only policy-related variable in our model that can be systematically related to higher levels of environmental performance. This finding is particularly remarkable as previous conceptions of environmental policy outputs could not be unconditionally linked to changes in the impact variable (Limberg et al. 2021; Steinebach 2019). As such, our AID index can be considered a valid and reliable measure of design quality of sectoral policy portfolios.
FIGURE 4. Determinants of Environmental Performance in 21 OECD Countries (1976–2005)

Note: Highest posterior densities (HPD) of the parameters that control the time series variation (95% credible interval).

that has a strong explanatory power for the outcome variables tested.

Obviously, this does not imply that more “customized” policy portfolios are always and inevitably better and more effective. It is easy to imagine a quite diverse instrument mix that is still of low “quality” (Howlett and Rayner 2004). Nonetheless, given our findings, it is reasonable to expect that policy effectiveness is on average higher if the governments tend to develop “tailored” policy solutions rather than following a “one-size-fits-all” approach.

EXPLAINING VARIATION IN POLICY DESIGN QUALITY

In the previous section, we demonstrated empirically that the AID not only provides a descriptive measure of the policy design but also allows for reliable statements on the actual design quality of the policy measures taken. More diverse policy designs come with higher policy effectiveness. But why do some governments tend to produce “better” designed policies than others?

Theoretical Determinants of Policy Design Quality

Given our novel research approach, we can hardly rely on established theoretical models when accounting for varying levels of AID—but this does not mean that our theoretical considerations have to start from scratch. There are some scholarly contributions on the determinants of policy design quality as well as a developed body of literature on the factors of policy change. We combine these strands of literature to derive theoretical expectations that account for variation in policy design quality in a cross-country comparison. More precisely, we expect that (1) a country’s institutional setup, (2) the administrative capacities available, and (3) the government’s policy preferences make a difference for design of public policies. In the following, we develop our theoretical expectations with reference to the area of environmental policies. The underlying arguments, however, should apply to any other policy sector.

Policy Design Quality and the Institutional Setup

Policy makers need some “elbow room” to design policies and policy mixes that provide the best fit for the problem at hand (Christensen, Lagreid, and Wise 2002). By and large, there are two aspects that can limit the policy makers’ leeway in making reasoned policy decisions. First, most policy portfolios are not designed from scratch but emerge from a gradual process of policy layering (Thelen 2004) and accumulation (Adam et al. 2019). As a consequence, policy makers are often bound by decisions made in the past and must adhere to preexisting policy targets and instruments—even when the chosen solutions are not the optimal ones (Pierson 2000). Second, policy makers may not have the power to unilaterally decide on policy but, rather, have to either convince other political actors to support their proposal or find compromises to move forward. In this context, (Scharpf 1988) has argued that when multiple actors from different ideological backgrounds must agree on a given policy, the tendency is to produce decisions that reflect the lowest common denominator. As a result, policy makers might need to drop policy instruments that are actually necessary in order to effectively address a given issue but do not find common support. Likewise, it might be necessary to integrate redundant or even “counterproductive” tools into the policy mix in order to ensure the support for the overall policy proposal.

While both prior policy decisions and the need for political compromise must be considered major challenges for producing tailor-made policies, the extent to which they reduce the policy makers’ design space is not always and everywhere the same but varies from
one context to the other. More precisely, domestic political institutions determine how difficult it is for policy makers to bring about policy change as they define how many actors have to agree on a given option so that a policy can be passed (Tsoukalas 2002). Does the government comprise only one party? Or are there multiple parties in government that must reach consensus? And does the government require the support of a second chamber when passing a policy? In the case of high institutional hurdles, policy makers will find it more difficult to reverse or dismantle established policy targets and instruments (Bauer et al. 2012; Gravey and Jordan 2016) and to push through their ideas without making concessions to other political parties and powerful interest groups (Angelova et al. 2018). Governments facing low requirements for consensus, in turn, should find it generally easier to engage in more encompassing planning and design processes and thus to produce more “customized” and comprehensive policy solutions. Based on these considerations, our hypothesis reads as follows:

**Hypothesis 2** The lower the institutional constraints policy makers face, the higher the policy design quality—that is, the more tailor-made policy solutions are adopted.

It is important to emphasize that the argument developed here refers primarily to democratic systems. In democratic systems, party competition constitutes a central driver of political responsiveness (Adam et al. 2019). It is only under such conditions that governments face multiple societal demands and must deal with the constant challenge of combining multiple instruments to effectively tackle a broad array of issues simultaneously. Such pressures emerging from political competition and responsiveness are much lower in autocratic systems (Genschel, Lierse, and Seelkopf 2016). Autocratic governments and the policy design challenges they face can therefore hardly be compared with those of democratic governments. Against this backdrop, the de facto absence of institutional constraints in autocratic systems should not be equated with overall better policy design processes.

**Policy Design Quality and Bureaucratic Capacities**

Another aspect that matters for the policy design quality is the capacity of the bureaucracy to come up with well-thought policy proposals. Our argument builds on the insight that bureaucracies not only are important when it comes to the effective implementation of public policies (Huber and McCarty 2004) but also matter for policy making and, in consequence, the design of policy outputs (Nicholson-Crotty and Miller 2012; Park and Sapotichne 2020; Picard 1980; Schnoze 2017). In this context, bureaucratic capacity essentially refers to two aspects. On one hand, there are bureaucracies, typically at the ministerial level, that are primarily responsible for the drafting of policies in response to new or unsolved policy problems. These bureaucracies must possess substantial analytical capabilities as they need to identify and select the best policy instruments and instrument combinations to solve a certain problem based on logic, cogitation, and the scientific evidence available (Bali, Capano, and Ramesh 2019; Mukherjee and Bali 2019). On the other hand, the administrative apparatus of the state also involves the implementing authorities that are responsible for translating policy outputs into practice. For a forceful policy design, it is necessary that these implementation bodies are able to inform the policy-making level about how certain instruments and instrument combinations function in practice and where further work is needed (Ozymy and Rey 2013). This, in turn, depends on their capacity to organize themselves as well as on the presence of institutionalized channels of intrabureaucratic coordination that stimulate and facilitate processes of policy learning from the “bottom up” (Knill, Steinbacher, and Steinebach 2020). In short, in the absence of both analytical capabilities and effective coordination structures, there is a higher risk that the policy design will be deficient. We should thus expect that policy makers being backed up by effective administrations are overall better in producing well-designed policies than those that cannot rely on (competent) preparatory work done by the bureaucracy.

**Hypothesis 3** The higher the bureaucratic capacity, the higher the policy design quality—that is, the more tailor-made policy solutions are adopted.

**Policy Design Quality and Political Preferences**

A third factor that can affect the quality of the policy design refers to the specific preferences of the political actors involved. Yet we still lack a clear picture of the role political actors and their preferences play when the focus is not on general policy goals (more social protection, less environmental degradation, etc.) but on how best to achieve these objectives (but see Voß and Simons 2014). In this context, Haëlgi, Sewerin, and Schmidt (2019) provide a valuable exception. The authors show that parties are willing to sacrifice their preferred instrument choices when this is how they can best pursue their broader policy goals. And yet, despite this occasional “decoupling” of policy ends and means, we can expect that political parties have a special interest to come up with potent policy designs in areas they consider particularly important. In other words, if a policy issue is genuinely salient for a given party, this party should also invest considerable efforts in developing adequate and innovative policy solutions to the problem at hand. This is either due to intrinsic motivations of the individuals joining a certain party (Sieberer and Hermann 2019) or because some parties and politicians are considered particularly competent in solving a given policy issue and thus, once in power, must deliver effective solutions so as not to disappoint their electorate (Walgrave, Lefevere, and Tresch 2020). In this paper, our empirical focus is on the design quality in the area of environmental policy. Accordingly, we should expect that parties putting a strong emphasis on their commitment to protect the
environment should strongly contribute to the policy design quality in the area of environmental policy.

**Hypothesis 4** The more salient a policy issue is for the government, the higher the policy design quality—that is, the more tailor-made policies are adopted.

**Empirical Analysis**

Our key dependent variable is the AID index of 21 OECD countries in the area of environmental portfolio we already introduced and used in the previous sections. For the explanatory variables, in turn, we have to rely on data provided and collected by other researchers. First, to assess the institutional hurdles for policy change in different national political systems, we rely on the degree of institutional constraints as provided by Henisz (2000). The indicator essentially captures the “number of independent veto points over policy outcomes and the distribution of preferences of the actors that inhabit them” (Henisz 2000, 7). The initial measurement of political constraint is based purely on the number of veto points derived from the constitutional setup in a given polity. The second aspect, in turn, captures whether the various actors possessing veto power have the same or different policy preferences. Higher values represent systems with higher institutional constraints.

Second, to capture the capacity of national bureaucracies, we use the World Bank’s Worldwide Governance Indicators (WGI). This indicator is based on expert interviews with respondents from general households and firms, commercial business information providers, nongovernmental organizations, and public-sector organizations (Kaufmann, Kraay, and Mastruzzi 2011; 2013). The WGI essentially captures “the perceptions of the quality of public services, the quality of the civil service and the degree of its independence from political pressures, (...) and the credibility of governments’ commitment to such policies” (Kaufmann, Kraay, and Mastruzzi 2011, 4). It therefore ideally reflects our considerations of bureaucratic capacity.

A weakness of the WGI is that the indicated values are yearly normalized with zero mean and unit standard deviation. This leads to a global mean of zero for government effectiveness for each period across all countries in the sample. In other words, the WGI is theoretically only able to capture relative differences between countries but does not allow for statements as to whether all counties (simultaneously) increased their bureaucratic capacity over time. To compensate for this problem, we depict these potential general capacity advances by a time trend variable—that is, a dummy variable for each decade of our investigation period. This way, we are able to capture both dynamics, a potential general upward (or downward) trend in capacities and changes in the relative differences/position of the countries to each other. In fact, in our concrete sample, we observe several cases of countries with clear tendencies to increase/decrease their effectiveness over time. For instance, Denmark, Finland, and Japan clearly and sustainably increase it, while Italy and Portugal decrease it. The overall standard deviation of the countries considered in our sample also increases from 0.44 in the first year recorded to 0.51 in the last, showing a de facto diversification of the countries’ values. Moreover, we provide a further robustness check for our measure of bureaucratic capacity in the online appendix (section 6). Here, we rely on a novel measure of policy feedback that specifically measures policy design capacities by focusing on the extent to which administrative bodies in charge of policy design actually rely upon and consider specific information and policy experience gathered by the administrative bodies in charge of implementation (Knill, Steinbacher, and Steinebach 2020).

Our third theoretical expectation is that the importance of the policy issue for the parties in power makes a difference for the effort they invest in coming up with thoughtful policy proposals. The information on the salience of environmental matters for parties is provided by the Comparative Manifesto Project (Volkens et al. 2017). Here, item “per501” represents all pro-environment statements. When there is more than one party in government, the overall issue salience is calculated by weighting the individual salience values by the share of cabinet seats of the respective parties.

In addition to these aspects, there are several other factors that can affect a country’s instrument diversity. First, it is well acknowledged in the existing literature that governments not only make their own independent decisions but also draw on the lessons made by other governments (Rose 1993; Stone 1999). Here, we expect that governments are more prone to “learn” from one another when they are geographically close or connected via trade ties (Holzinger and Knill 2005; Marsh and Sharman 2009). We control for these aspects by checking whether countries have a common border and by examining the share of goods being exported from one country to the other. Second, governments are constantly confronted with new societal demands and will respond to these demands by adopting new policy targets and instruments. At the same time, research on policy dismantling has shown that the adoption of new policies typically follows a pattern of addition rather than substitution—that is, existing policies are terminated only rarely (Bauer et al. 2012). The size of policy portfolio can therefore be expected to steadily increase over time. While we have shown above that increases in the portfolio size can but do not necessarily lead to more diverse instrument combinations, producing ever-more policies (still) increases the chance that, at some point, the instruments applied will differ from one another. For instance, once all targets in a given policy portfolio are addressed by a given instrument type, policy makers inevitably have to look for new solutions if the respective problems keep existing. In the area of environmental policy, the rise of so-called “new” environmental policy instruments reflects exactly this process (Jordan, Wurzel, and Zito 2013; Tews, Busch, and Jörgens 2003). In line with the discussion above, we take account of the environmental portfolio size by
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counting the total number of target-instrument combinations addressed.

In addition, we take account of macroeconomic factors such as the GDP per capita and the trade intensity (World Bank 2017). The functionalist view on public policy making posits that higher levels of economic prosperity and a greater exposure to global markets come with more complexity that needs to be addressed by a broader set of different policy instruments (Obinger 2015; Vogel 1995). Also, the membership in the European Union (EU) might make a difference. Given the strong influence of the EU in regulatory matters (Majone 1994), member states’ governments are often restricted to the use of alternative instruments, such as information campaigns and subsidies that are not in conflict with the provisions from the supranational level. EU membership is captured by a simple dummy variable. We standardize all our continuous variables to half a standard deviation so that we can compare their relative importance with binary ones (Gelman 2008).

We estimate the association between our AID index and the independent variables using a methodological approach similarly to how we examine the relationship between the AID and the countries’ environmental performance—that is, by a time-series cross-section linear model with an autoregressive (AR1) component. Figure 5 presents our key results. In total, we are able to explain about a third of the variation in instrument diversity in the 21 countries and the 30 years under analysis. The countries for which our predictions are least accurate are Greece (on average, we overestimate the level of instrument diversity by 12.6 points) and Canada (we underestimate it by 15.5 points).

Our empirical analysis reveals that more institutional constraints have a negative effect on policy design quality. The more difficult it is for governments to push through their ideas without making concessions to other political actors, the less they tend to develop different policy solutions to the various targets they address. This finding is perfectly in line with our first theoretical expectation regarding the determinants of the policy design (Hypothesis 2).

Likewise, the analysis shows that countries with higher bureaucratic capacities tend to produce better conceptualized policies. Instead of applying the same instrument mixes to different policy targets, effective bureaucracies are more creative in dealing with different environmental problems. This can be due either to the greater analytical capabilities of the bureaucracies responsible for the drafting of public policies, intrabureaucratic coordination structures linking policy formulators and implementers, or some combination of both. This confirms our second hypothesis regarding the determinants of the policy design (Hypothesis 3).

Regarding our preference-based argument, the empirical analysis gives no support to the hypothesis concerning the influence of governments’ ideological orientation (Hypothesis 4). Quite the contrary, it seems that pro-environmental parties in power produce slightly less diversified instrument mixes. A potential explanation is that pro-environmental parties do primarily push for new policy targets than for new policy instruments. As a result, Hypothesis 4 cannot be confirmed on the basis of the empirical analysis.

In Figure 6, we provide a more detailed assessment of the magnitude of the main effects that are of particular analytical interest. We model the expected change in AID when (a) portfolio size, (b) government effectiveness, or (c) political constraints move from the minimum to the maximum values observed in their natural scales. In all cases, the remaining variables are fixed at their means. As depicted in Figure 6, changes in government effectiveness have the strongest effect on the expected changes. Moving from the country with the lowest to the country with the highest level of government effectiveness triples the expected AID value from around 0.25 to 0.75. While increases in bureaucratic capacities have a very pronounced positive effect on AID, the size of the effect of political constraints is much lower. Moreover, the effect of the portfolio size is characterized by an asymptotic trend; the larger the size of a portfolio, the smaller are the effects on AID of further increases in the portfolio size.

**FIGURE 5.** Determinants of Average Instrument Diversity in 21 OECD Countries (1976–2005)

Note: Highest posterior densities (HPD) of the main parameters of interest (β). For the remaining parameters in the model (α for decade, λ and γ for the error, and ρ for the autoregressive component, see the online appendix section 3). Recall that all parameters are standardized to two standard deviations and, therefore, can be roughly interpreted as the effect of an increase in one interquartile range; binary and continuous variables are directly comparable.
A caveat of our analysis might be that we do “wrong” to pro-environmental parties as they might not have a direct but only an indirect (positive) effect on the diversity of the policy instruments applied. More precisely, it is well possible that green parties—due to their stronger commitment to environmental matters—are more prolific producers of environmental policies, thus affecting the instrument diversity through the portfolio size. As a result, the quite strong and positive effect of the portfolio size variable on the AID index could obfuscate the actual influence of green parties. To control for this aspect, we have incorporated an indirect component in our model to test for the mediated effects of our key explanatory variables through the portfolio size. As shown in Figure 11 in section 5 of the online appendix, none of these variables has an indirect and significant effect on our outcome variable.

Discussion

Our analysis reveals that policy design varies across the countries under study and that this variance is strongly associated with two factors. On the one hand, fewer institutional constraints provide governments with more leeway to deviate from established paths when designing new policies. Fewer institutional constraints seem to facilitate the development of innovative instruments in light of the underlying problem characteristics. On the other hand, policy makers tend to produce better policies when they can rely on effective bureaucracies that are capable of (pre-)selecting the best policy solutions available and, in this context, integrate the experience of the policy implementers at the ground level. Pro-environmental parties, in turn, were not found to make a significant contribution to the policy design quality in the area of environmental protection. Moreover, we also found that the instrument diversity does matter for policy effectiveness. Governments that rely on a more diverse set of instruments are generally better at addressing environmental problems. Analysis of instrument diversity as a crucial element of policy design quality is thus an important factor determining the effectiveness of governmental intervention.

Our findings partially challenge arguments that democracies with a strong emphasis on consensual elements generally perform better in addressing environmental problems than majoritarian systems (Lijphart 2012; Poloni-Staudinger 2008). We found that fewer institutional constraints—and thus less need to compromise with a wide range of actors—come along with a more diverse set of instruments applied. Higher diversity, in turn, is associated with higher policy effectiveness. The well-known benefits of consensual systems thus seem to primarily unfold via the second and much stronger driver of instrument diversity—namely, administrative capacities and, in particular, the institutionalized interaction of actors operating at different administrative levels. This aspect compensates for potential restrictions on policy design options that emerge from the consensual patterns of decision making.

So far, we have tested for different theoretical determinants of policy design quality with an empirical focus on the area of environmental policy. A remaining question is, however, whether the theoretical insights gained can be transferred to other policy areas. To provide a systematic answer to this question that goes beyond merely speculation, we replicated our analysis using data on social policy (unemployment, pension, and child care) provided by Steinebach, Knill, and Jordana (2019). This dataset is particularly suitable for our purpose because it systematically distinguishes between policy targets and policy instruments. The results are presented in the online appendix (section 7). The comparison across the two policy areas reveals three crucial insights. First, the findings impressively support our claim that both bureaucratic capacity and political constraints provide powerful explanations for variation in AID. Second, this claim also holds with respect to the differences in the magnitude of the effects observed.
Third, there are slight differences in the effect size that emerge from the fact that environmental and social policy reflect different policy types (regulatory versus redistributive). The negative effect of political constraints on AID is more pronounced for redistributive policies. This result seems to be straightforward, as political constraints are of higher relevance if policies center on the reallocation of costs and benefits among social groups rather than the design of regulatory issues. Equally plausible is the finding that bureaucratic capacities matter slightly more for the AID in environmental than in social policy. The resolution of societal distribution conflicts is more of a power game, in which administrative capacities for designing differentiated and tailor-made policies seem to be of relatively minor importance. For environmental policy, this pattern is somewhat reversed, with bureaucratic capacities playing a slightly more important role in order to design regulatory solutions for a range of technically and scientifically complex problems.

CONCLUSION

For a long time, students of public policy have been concerned with questions of policy design. Their main focus has been on analyzing the strengths and weaknesses of different policy instruments and the positive and negative interactions between different instrument types. Yet, notwithstanding the progress made, this literature has not been able to offer systematic and generalizable accounts of policy design and its quality beyond individual cases and specific conditions. In short, the current state of the art does not allow us to investigate whether and why some governments systematically produce “better” designed policy outputs than others and to what extent this variation matters for policy effectiveness.

To overcome this research gap, we developed a novel concept that overcomes the context-bound assessment of policy design quality. In so doing, we started from the assumption that it makes a crucial difference for the design of public policies whether governments are typically oriented toward the development of tailor-made policy solutions that respond to the specific characteristics of the policy target or whether they predominantly apply “old” and the ever-same policy tools to resolve the underlying policy problems. To capture these orientations, we proposed an index that measures the average instrument diversity (AID) across different policy portfolios. We applied this approach to compare the design of the environmental policy portfolios of 21 OECD countries. We found that higher levels of AID are positively associated with countries’ environmental performance and that policy makers that face fewer political constraints and that are backed by well-equipped bureaucracies tend to develop more diverse (and thus better) policy responses to the different environmental problems they confront. We also saw that the essential way through which government can improve their policy design quality is to increase their bureaucratic capacities. The latter are not only easier to change than may be the case for political constraints; they also exert a far a stronger effect on changes in the AID. In line with previous, more qualitative studies, these findings highlight that the division of labor between the bureaucracy and legislature in policy formulation is a critical source of state capacity in the provision of public goods, including environmental protection (Meckling and Nahm 2018).

An interesting avenue for future research is to check how the AID index performs with respect to other “quality aspects” of public policies such as their efficiency or legitimacy. For both aspects, the expected effects of AID are less straightforward than for policy effectiveness. With regard to the legitimacy aspect, carefully considered combinations of policy instruments might receive more support by both citizens and the target group (Fesenfeld 2020). At the same time, however, the societal acceptance of policies might be higher when governments rely on established policy instruments and thus on measures that the citizens already know. Lower levels of AID might thus result in a higher legitimacy of the policies adopted. A similarly ambiguous pattern can be expected for the link between AID and efficiency. On one hand, the implementation of more tailor-made solutions can be expected to be “costlier.” The more implementing authorities have to enforce highly diverse policy measures, the less they might be able to benefit from economies of scale and learning when performing their tasks. On the other hand, the higher effectiveness of tailor-made solutions has the advantage that governments need fewer policies to achieve given policy objectives. This implies that investing more efforts and resources during the formulation and implementation process might pay off on the long term. Whether the positive or the negative effects ultimately prevail in practice is ultimately an empirical rather than a theoretical question and requires further analysis.

In sum, we deem the proposed AID index a very promising concept and measure on which other researchers can build. More precisely, we expect that whenever scholars have information on the objectives and instruments of government policy in their area of expertise, they can use the AID index to assess the “tailoredness” of the respective policy mixes. The R package PolicyPortfolios that we developed and used in the context of the paper may help other researchers to readily analyze their data once organized in the required form (by policy targets and instruments) (Fernández-i-Marín 2020).
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