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Abstract

The problem of learning and forecasting underlying trends in time series data arises in a variety of applications, such as traffic management, energy optimization, etc. In literature, a trend in time series is characterized by the slope and duration, and its prediction is then to forecast the two values of the subsequent trend given historical data of the time series. For this problem, existing approaches mainly deal with the case in univariate time series. However, in many real-world applications, there are multiple variables at play, and handling all of them at the same time is crucial for an accurate prediction. A natural way is to employ multi-task learning (MTL) techniques in which the trend learning of each time series is treated as a task. The key point of MTL is to learn relatedness to achieve better parameter sharing, which however is challenging in trend prediction task. First, effectively modeling the complex temporal patterns in different tasks is hard as the temporal and spatial dimensions are entangled. Second, the relatedness among tasks may change over time. In this paper, we propose a neural network, DeepTrends, for multivariate time series trend prediction. The core module of DeepTrends is a tensorized LSTM with adaptive shared memory (TLASM). TLASM employs the tensorized LSTM to model the temporal patterns of long-term trend sequences in an MTL setting. With an adaptive shared memory, TLASM is able to learn the relatedness among tasks adaptively, based upon which it can dynamically vary degrees of parameter sharing among tasks. To further consider short-term patterns, DeepTrends utilizes a multi-task 1dCNN to learn the local time series features, and employs a task-specific sub-network to learn a mixture of long-term and short-term patterns for trend prediction. Extensive experiments on real datasets demonstrate the effectiveness of the proposed model.

Introduction

A large amount of time series data has been generated from various domains, such as traffic management (Lai et al. 2018), energy optimization (Rangapuram et al. 2018) and algorithmic trading (Wang et al. 2019a). Great efforts had previously been made for prediction on specific data points, which however could deliver very little information about the semantics and dynamics of the underlying process generating the time series (Lin, Guo, and Aberer 2017). In many applications, it is arguably even more crucial to learn and forecast the evolving trend which measures the intermediate behaviour, i.e., upward or downward pattern of time series. For example, the trend prediction has been popularly used in capacity planning, energy optimization, etc. Besides, in some applications, such as algorithmic trading, it is more achievable to predict the trend of stock price rather than forecast the market absolute values (Xu and Cohen 2018).

In literature, there have been few efforts to learn and predict trends in time series data. In (Lin, Guo, and Aberer 2017), Lin et al. proposed a hybrid neural network to predict trend in univariate time series. In their work, a trend in time series is characterized by the slope and duration of the up/down movement of time series. The task is then to predict the slope and duration of the next coming trend given the historical data of time series over a period of time. Note that the existing approaches on time series prediction cannot be directly applied to the trend prediction as the task needs to predict both the duration and the slope of the subsequent trend, that are entangled.

However, in many real-world applications, there are multiple variables at play, and handling all of them at the same time is crucial for an accurate prediction, because the trend pattern of one time series may influence others. For this
problem, a natural way is to take advantage of the multi-task learning (MTL) (Caruana 1997). In the MTL setting, the trend learning of each time series is considered as a task and different tasks are performed jointly. MTL can help improving the performance of tasks when they are related, and it also saves the computation cost by sharing model architectures (parameters) between related tasks. However, the MTL model may suffer significant degeneration in performance when tasks are less related to each other (Dong and De Melo 2018b; Ma, Li, and Hong 2019). Fig. 2a shows a basic MTL model for modeling the temporal pattern of two time series, where each time series has its own parameters to generate hidden representations and the hidden representations of different time series influence each other by additional shared parameters. Compared to models without parameter-sharing, it introduces inductive bias into the shared architecture (Liu, Qiu, and Huang 2016). When tasks are unrelated, the inductive biases in different tasks will have conflicts and hurt task performance. To alleviate this problem, Liu et al. proposed a memory enhanced model that decouples the hidden representations into the task specific patterns and the shared ones (Liu, Qiu, and Huang 2016). The architecture of it is shown in Fig. 2b, in which an external memory is designed to share information among different tasks. However, the shared memory can not model task relatedness for better parameter-sharing. Another challenge comes from the temporal dynamics in different tasks. In many cases, the relatedness among tasks may change over time.

To address the above challenges, we propose a deep architecture, DeepTrends, for learning trends in multivariate time series as shown in Fig. 1. DeepTrends jointly learns both local and global contextual features for predicting the trend of time series. Its core module is a tensorized LSTM with adaptive shared memory (TLASM) (Fig. 3) to learn the sequential dependency of historical trends, which carries the information about long-term trend evolving. To further consider short-term dependency, DeepTrends utilizes a multi-task 1dCNN to learn the features of local raw time series, which delivers the information about the abrupt changing behavior of the trend evolution.

Specifically, TLASM leverages the tensorized LSTM to model the complex temporal patterns in different tasks, based upon which, an adaptive shared memory is designed to learn the task relatedness and dynamically integrate the shared information from related tasks into the representation of each individual task. The adaptive shared memory consists of multiple layers of sub-networks. TLASM learns the sub-network connections between different layers for information routing. In this way, one learning task can share more parameters with more related ones by selecting a similar sub-network. Each task is associated with one task specific unit at each time step for dynamical information routing. The idea of sub-network routing has been used in recent work (Misra et al. 2016; Ma et al. 2018; Ma, Li, and Hong 2019). However, none of them is designed for the sequential model. Moreover, time series data often involves a mixture of long-term and short-term patterns (Lai et al. 2018). In DeepTrends, TLASM is employed to model the long-term dependency within the sequence of historical trends. Since CNN is good at extracting patterns of local salience by applying a local connectivity between neurons (Lai et al. 2018; Lan et al. 2019), DeepTrends further employs a multi-task 1dCNN to extract salient features from local raw time series data, so as to model the short-term dependency between local time series data and the subsequent trend. A task-specific sub-network is then designed to integrate the long- and short-term dependency. To summarize, the major contributions are as follows.

- We propose DeepTrends, a multi-task deep learning model for learning trends in multivariate time series, which considers both long- and short-term dependency.
- We design TLASM, which is the first neural network capable to jointly model the temporal patterns of multivariate time series and achieve flexible parameter sharing.
- We perform extensive experiments on real datasets and the results demonstrate the effectiveness of DeepTrends.

The Problem

We extend the problem setting in (Lin, Guo, and Aberer 2017) into a multivariate one. n time series is denoted by $X = (x_1, \ldots, x^n) = (x_1, \ldots, x_T) \in \mathbb{R}^{n \times T}$, where $x' = (x_1, \ldots, x_T) \in \mathbb{R}^T$ is the i-th time series and $x_t = (x_1^t, \ldots, x_T^t) \in \mathbb{R}^n$ represents the vector of n time series at time step t. $T$ is the number of time steps. The historical trend sequence of $X$ is the union of the trend sequence over each time series and denoted by $\mathcal{T} = \{\langle l_{k}^{i}, s_{k}^{i} \rangle \} \cup \cdots \cup \{\langle l_{k}^{i}, s_{k}^{i} \rangle \}$, where $\langle l_{k}^{i}, s_{k}^{i} \rangle$ is the trend sequence of the i-th time series. $\langle l_{k}^{i}, s_{k}^{i} \rangle$ is the k-th trend of the i-th time series and describes a function over a subsequence (or a segment)
of the $i$-th time series, $l^k_i$ and $s^k_i$ represent the duration and slope of the $k$-th trend in the $i$-th time series respectively. $l^k_i$ is measured in terms of the time range covered by the $k$-th trend of the $i$-th time series. Both $l^k_i$ and $s^k_i$ are continuous values. Trends of $X$ are time ordered and non-overlapping. The durations of all the trends in each time series address $\sum_k l^k_i = T$. Details of how to extract trends in raw time series are discussed in the experiment section.

The local time series data delivers the information about the abrupt changing behavior of the trend evolution. The local data $w.r.t.$ each historical trend is defined as the time series data with window size $w$. The local data of $X$ is denoted by $L = \{\langle x^1_{t_w}, \ldots, x^n_{t_w} \rangle \} \cup \cdots \cup \{\langle x^1_{t_n}, \ldots, x^n_{t_n} \rangle \}$, where $\langle x^1_{t_w}, \ldots, x^n_{t_w} \rangle$ is the local data of the $k$-th trend of the $i$-th time series and $t_k$ is the ending time of the $k$-th trend. Given $T$ and $L$, the goal is to learn the trends in multivariate time series for forecasting the subsequent trend of each time series, i.e., $\langle \hat{t}_1, \hat{s}_1 \rangle, \ldots, \langle \hat{t}_n, \hat{s}_n \rangle$.

Data instances are built by combining the historical trend sequence, local raw time series data and the subsequent trend. All data instances are split into training set (80%), validation set (10%) and test set (10%). To generate trends, we adopt the $l^k_i$ trend filtering for multivariate time series (Kim et al. 2009). The objective function is

$$\sum_{t=1}^{T} \|\hat{x}_t - x_t\|_2^2 + \mu \sum_{t=2}^{T-1} \|\hat{x}_{t-1} - 2\hat{x}_t + \hat{x}_{t+1}\|_2^2,$$  

(1)

where $x_t \in \mathbb{R}^n$ is the time series data at time step $t$ and $\hat{x}_t$ is the estimate. Using similar idea in the group Lasso, it couples together changes in the slopes of individual entries at the same time index, so that the trend component found tends to show simultaneous trend changes. Note that even the trends in multivariate time series are asynchronous, the trend will be split into smaller pieces and maintains the predictive power (Kim et al. 2009). In the objective function, $\mu$ is a parameter to control the number of generated trends. The smaller $\mu$ is, the more fine-grained the trends are. The specific value of $\mu$ depends on the user’s need.

**The TLASM Network**

We first introduce the basic LSTM, followed by how to extend it into the tensorized one with adaptive shared memory.

**The Basic LSTM Network**

The LSTM network is a powerful approach to learn the long-term dependency of sequential data (Xu et al. 2019b; 2019a). The calculation process of the LSTM unit (applied to each time step) is described in Eqs. (2)-(4). Given a sequence of input data $x_1, x_2, \ldots \in \mathbb{R}^n$, a memory cell $c_t \in \mathbb{R}^d$ and a hidden state $h_t \in \mathbb{R}^d$ are calculated for each input data by the following equations.

$$\begin{align*}
\hat{c}_t &= \tanh(W_c \circ x_t + U_c \circ h_{t-1} + B_c), \\
\hat{f}_t &= \sigma(W_f \circ x_t + U_f \circ h_{t-1} + B_f), \\
\hat{i}_t &= \sigma(W_i \circ x_t + U_i \circ h_{t-1} + B_i), \\
\hat{o}_t &= \sigma(W_o \circ x_t + U_o \circ h_{t-1} + B_o), \\
\tilde{h}_t &= \hat{f}_t \circ h_{t-1} + \hat{i}_t \circ \hat{c}_t, \\
h_t &= \hat{o}_t \circ \tanh(\tilde{h}_t), \\
\end{align*}$$

(2)-(4)

where $W \in \mathbb{R}^{d \times (n+d)}$ and $b \in \mathbb{R}^d$ are parameters. $f_t, i_t, o_t \in \mathbb{R}^d$ are called forget, input, output gates respectively and their values are in the range of [0,1]. These gates control how much information to keep/throw away. $\sigma(\cdot)$ and $\circ$ represent element-wise sigmoid function, concatenation operator and element-wise multiplication respectively. The LSTM unit can be rewritten as follows, where $\theta$ represents all the parameters.

$$(h_t, c_t) = LSTM(h_{t-1}, c_{t-1}, x_t, \theta)$$

Intuitively, we can take the concatenation of the duration $l^k_i$ and slope $s^k_i$ as the input data $x^i_t$, and feed this concatenate in each trend of all time series into LSTM to learn the long-term trend dependency. After feeding the trend sequence $T$ into LSTM, the hidden state $h_t$ at the last time step is used as the overall representation of the trend sequences.

Individual time series typically presents different dynamics. However, as the basic LSTM blindly blends the information from the input data and is defined by

$$C_t = \tanh(W_c \circ x_t + U_c \circ h_{t-1} + B_c),$$

(6)

where $\tilde{C}_t = (\tilde{c}^1_t, \ldots, \tilde{c}^N_t) \in \mathbb{R}^{d \times N}$ has the same shape of the hidden state matrix $H_{t-1}$. The element $\tilde{c}^i_t \in \mathbb{R}^d$ corresponds to the hidden state update of the $i$-th time series.

The intuition behind tensorizing hidden states is that we represent the hidden state as a matrix $H_t = (h^1_t, \ldots, h^n_t)^T$, where $h^i_t \in \mathbb{R}^{d_t}$ is the hidden state vector specific to the $i$-th time series. The data used to generate $h^i_t$ is exclusively related to the $i$-th time series.

Given the newly coming data $x_t \in \mathbb{R}^n$ and the previous state matrix $H_{t-1}$, the hidden state is updated as follows.

$$W_c \circ x_t = (w^1_c \circ x^1_t, \ldots, w^n_c \circ x^n_t)^T,$$

(7)

$$W_c \circ x_t = (w^1_c \circ x^1_t, \ldots, w^n_c \circ x^n_t)^T.$$
where $\alpha_{ij} \geq 0$ is the weight, $\sum_i \alpha_{ij} = 1$ and $I_{ij}$ is the identity matrix. $\alpha_{ij}$ represents the degree of connection between sub-networks and is learned by an attention module:

$$\alpha_{ij} = \frac{\exp\{w_i^\top \tanh(V_ih_t^{(ij)})\}}{\sum_k \exp(w_i^\top \tanh(V_ih_t^{(ik)})},$$

where $w_i \in \mathbb{R}^{d_u}$ and $V_i \in \mathbb{R}^{d_u \times d}$ are parameters. The number of attentions used between two layers equals to the number of sub-networks in the latter layer. Similarly, we design the sub-network routing between other layers. The attentions between different layers are different. As the number of sub-networks in the final layer equals to the number of tasks, i.e., the number of time series, we can get the output of the last layer as $R_t = (r_1^t, \ldots, r_m^t)$, where $r_i^t \in \mathbb{R}^{d_u}$ is the information read from the shared memory for the $i$-th time series.

With the tensorized hidden states mechanism and the adaptive shared memory, we propose TLASM. The intuition behind TLASM is that the hidden state of time series is influenced by both the information from that time series and the information from related ones. Specifically, each time series has its own memory $c_t^i \in \mathbb{R}^{d_u}$ storing the time series-specific information and the adaptive shared memory $r_t^i \in \mathbb{R}^{d_u}$ storing the information of related time series. When generating the hidden state of the $i$-th time series $h_t^i$, it needs to read information from both the two memories $r_t^i$ and $c_t^i$.

The calculation process of the TLASM unit is described in Eqs. (13)-(16). As a standard LSTM neural network, TLASM has the forget gate $F_t$, input gate $I_t$, output gate $O_t$ and the memory cell $C_t$ in the update process. Given the input data $x_1, x_2, \ldots \in \mathbb{R}^n$, the cell matrix $C_t$ and the state matrix $H_t$ are calculated as follows.

$$F_t = \sigma(W \odot x_t + U \odot h_{t-1} + B),$$

$$I_t = \sigma(W \odot x_t + U \odot h_{t-1} + B),$$

$$O_t = \sigma(W \odot x_t + U \odot h_{t-1} + B),$$

$$C_t = F_t \odot C_{t-1} + I_t \odot \tilde{C}_t,$$

$$G_t = \sigma(U_c \odot n C_t + U_e \odot n R_t),$$

$$H_t = O_t \odot \tanh(C_t + G_t \odot (U_g \odot n R_t)),$$

where $W \in \mathbb{R}^{3n \times d_u}, U \in \mathbb{R}^{d_u \times d_u}, B \in \mathbb{R}^{3n \times d_u}$, and $U_c, U_e, U_g \in \mathbb{R}^{n \times d_u \times d_u}$ are parameters. $C_t$ is the updated state matrix. $F_t, I_t, O_t \in \mathbb{R}^{n \times d_u}$ are the gates in the form of matrix. $G_t \in \mathbb{R}^{n \times d_u}$ is a fusion gate. It selects a part of the information read from the shared memory, which is merged with the time series-specific memory into a new one for each task (Eq. (16)). Similar idea of memory fusion strategy has been used in (Liu, Qiu, and Huang 2016).

Similar to the case of tensorizing hidden states (Eq. (6)), the tensor-dot operations ensure the data used to generate the gates (Eq. (13)) and the memory cell matrix (Eq. (14)) of each time series are exclusively from the corresponding time series. TLASM can also be considered as a set of parallel LSTMs, each of which processes one time series and then merges via the adaptive shared memory.
Deep Architecture with TLASM for Learning Trends in Multivariate Time Series

The overview of the proposed deep architecture is shown in Fig. 1. The sequences of historical trends of all time series are fed into TLASM to learn the long-term trend evolving. A multi-task 1dCNN is applied to the local raw data of each time series to extract local features. The outputs of TLASM and 1dCNN are further fed into a task-specific subnetwork to get the final trend prediction of that time series.

TLASM for Learning Long-Term Trend Evolving The trend sequences of all time series, i.e., \( T = \{ \langle l_k^1, s_k^1 \rangle \} \cup \cdots \cup \{ \langle l_k^s, s_k^s \rangle \} \), are fed into TLASM to learn long-term trend evolving. Specifically, we concatenate \( l \) and \( s \) of all time series as the input data \( x_i = (l_i^1, s_i^1, \cdots, l_i^s, s_i^s)^T \in \mathbb{R}^{2n} \). The output of TLASM, \( H \in \mathbb{R}^{2n \times d} \), is the transformed representation of all trend sequences. We denote \( L^i(T) \) as the part of \( H \) that corresponds to the \( i \)-th time series.

Multi-task 1dCNN for Learning Local Features To extract the features of local time series data, DeepTrends employs a multi-task 1dCNN module which enjoys the classic architecture of the shared-bottom MTL. In the module, a low-level subnetwork is shared by all time series and each time series has its own subnetwork built on top of the shared one. All these subnetworks consist of multiple stacked layers of 1d convolutional, activation and pooling operations. The elements of local data \( \mathcal{L} = \{ \langle x_{tn-w}^1, \cdots, x_{tn}^1 \rangle \} \cup \cdots \cup \{ \langle x_{tn-w}^m, \cdots, x_{tn}^m \rangle \} \) are fed into the multi-task 1dCNN module. The output that corresponds to the \( i \)-th time series is denoted by \( C^i(\mathcal{L}) \).

Task-Specific Sub-networks Motivated by the success of multi-task learning (Ma, Li, and Hong 2019; Liu, Johns, and Davison 2019), we design a task-specific sub-network for the trend learning of each time series. The outputs of TLASM and multi-task 1dCNN, i.e., \( L^i(T) \) and \( C^i(\mathcal{L}) \), are concatenated and fed into the task-specific sub-network. The output of the sub-network for the \( i \)-th time series is

\[
\hat{p}^i, \hat{s}^i = f^i(L^i(T) + C^i(\mathcal{L})),
\]

(17)

where \( f^i(\cdot) \) represents an MLP that consists of \( m \) layers of neurons. The output of the \( k \)-th layer can be expressed as \( y_k = \varphi(W_k^i(y_{k-1}^i) + b_k^i) \), where \( \varphi \) is the leaky ReLU activation function and \( W_k^i, b_k^i \) are parameters.

Objective Function Given the trend sequences \( T \) and the local data \( \mathcal{L} \), the objective function is

\[
J = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{z^i} \sum_{k=1}^{z^i} \left[ \left( l_k^i - \hat{l}_k^i \right)^2 + \left( s_k^i - \hat{s}_k^i \right)^2 \right] + \lambda P_{nn},
\]

(18)

where \( z^i \) is the number of trends in the \( i \)-th time series and \( P_{nn} \) is the penalization term for the parameters to prevent our model from over-fitting. \( \lambda \) is a hyper-parameter.

Experiment We use three datasets and seven baselines for experiments.

Datasets, Baselines and Experiment Setting

The three public datasets are summarized in Table 1.

- Traffic\(^1\): The collection of 48 months hourly data from the California Department of Transportation. The data describes the road occupancy rates (between 0 and 1) measured by different sensors on San Francisco Bay area freeways.
- Exchange-Rate: The collection of the daily exchange rates of Australia, British, Canada, Switzerland, Japan, New Zealand and Singapore ranging from 1990 to 2016.
- Solar-Power\(^2\): The production records of solar power in 2006. The records are sampled every 10 minutes from 137 PV plants in Alabama State. We take the records of nice plants of them.

To conduct a comprehensive comparison, we select three values of \( \mu \) for each dataset to generate the trend sequence with different granularities. The details of the generated trends are summarized in Table 1.

We compared our model with the seven baseline methods. The comparison between them is shown in Table 2. CNN, LSTM, CLSTM and TreNet are originally designed for univariate data. We apply them to each time series independently to predict trends. LSTM-m, TreNet-m and ME-LSTM adopt multi-task learning and predict the trends of different time series jointly.

- CNN: The model applies 1dCNN to the local raw data of each time series independently to predict trends.
- LSTM-u: The model applies LSTM to the trend sequence of each time series independently to predict trends.

\(^1\)http://pems.dot.ca.gov/
\(^2\)https://www.nrel.gov/grid/solar-power-data.html
• CLSTM: The model feeds the features learnt by CNN over the raw time series into LSTM to predict trends (Ballas et al. 2016).

• TreNet: The model is designed for univariate time series. It uses LSTM and 1dCNN to capture the dependency in the trend sequence and the local raw data respectively to predict trends (Lin, Guo, and Aberer 2017).

• LSTM-m: The model feeds the trend sequences of all time series into a LSTM to predict the trends jointly.

• TreNet-m: The model extends TreNet to model multivariate data. LSTM and 1dCNN are applied to the trend sequences and the local raw data of all time series respectively to predict the trends of different time series jointly.

• ME-LSTM: The model augments LSTM with an external memory to capture the long term dependency (Liu, Qiu, and Huang 2016) and employs multi-task 1dCNN to capture local features.

To evaluate the effectiveness of different components of DeepTrends, we do ablation study on its variants. DTrends-L is the variant that replaces TLASM with the basic LSTM. DTrends-C is the variant that replaces the multi-task 1dCNN with a basic 1dCNN to extract local features. We evaluate the performance in terms of root mean square error (RMSE) and root relative squared error (RRSE) (Lai et al. 2018). Lower RMSE/RRSE indicates higher performance.

In our experiments, all the models are trained by Adam algorithm (Kingma and Ba 2014). The adaptive shared memory consists of 4 layers of sub-networks. The 1st one consists of 4 LSTMs. The number of MLPs in the last layer equals to the number of time series. Other layers consist of 4 MLPs. All MLPs are 2-layer fully-connected networks. In multi-task 1dCNN, both the shared 1dCNN and the task-specific memory have two stacked convolutional layers, and they have 64 filters of size 2 and 4, 32 filters of size 2 and 4 respectively. The task-specific sub-networks are 2-layer fully-connected networks. The window size $T$, local data size $w$ and $\lambda$ are grid-searched from $\{8, 16, 32, 64\}$, $\{4, 8, 16, 32\}$ and $\{0, 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}\}$ respectively. $d_0$, $d_\theta$, $d_\lambda$, $d_p$, and the hidden size of MLP layers are grid-searched from $\{8, 16, 32, 64\}$. The learning rates of all models are randomly searched within $[0.00005, 0.1]$ in log-scale. The code of DeepTrends is publicly available.

**Prediction Results**

Table 3 shows the prediction performances. It is observed that DeepTrends achieves the best performance on both the duration and the slope predictions. Compared to CNN and LSTM, TreNet shows better performance. This is because TreNet can model both the long- and short-term dependencies in the trend of univariate time series. TreNet outperforms CLSTM, indicating the validity of feeding the extracted trends into LSTM to capture the sequential dependency of historical trends. LSTM-m outperforms LSTM on the Solar-Power dataset but not on the Traffic dataset. This is because different time series are related in Solar-Power, which benefits the MTL used in LSTM-m, and the low relatedness between time series in Traffic makes LSTM-m suffer degeneration in performance. DeepTrends adopts an adaptive shared memory that can model the relatedness flexibly, which helps DeepTrends outperform LSTM and LSTM-m on both datasets. Similar cases can be observed between TreNet and TreNet-m. ME-LSTM outperforms LSTM, indicating the advantage of enhanced memory when modeling the temporal patterns of multiple time series. DeepTrends outperforms ME-LSTM, which indicates the advantage of adaptive shared memory over enhanced memory. By comparing DeepTrends with DTrends-L and DTrends-C, we see the benefits of tensorizing hidden states and multi-task 1dCNN (compared to basic 1dCNN) to extract local features respectively.

![Figure 4: Visualization of the trend slope prediction by DeepTrends on the Traffic dataset.](image)

![Figure 5: Parameter sensitivity study of DeepTrends.](image)

**Visualization of Trend Slope Prediction**

To gain further insight about the long- and short-term dependencies in the trend learning, we visualize the trend slope prediction by DeepTrends on the Traffic dataset as shown in Fig. 4. It is observed that, for the T6 time series, the local data shows a downward trend overall. In the subsequent future time period, the time series value of T6 decreases as shown in Fig. 4b. This indicates the validity of local data used for trend prediction. DeepTrends predicts the trend direction of T6 successfully (Fig. 4c). For T7, its local data shows an upward trend, however, its future data shows a downward trend as shown in Fig. 4b. This is because the long-term dependency in trend sequence also influences the subsequent trend. As shown in Fig. 4c, DeepTrends predicts the trend slope of T7 accurately, which verifies the ability of the TLASM network to learn the long-term trend evolving.
For T3, there are two sub-trends (one downward and one upward) in its local data. For its future data, T3 shows a slightly downward trend. This is because the trend of T3 is influenced by both long- and short-term dependencies, which is also captured by DeepTrends (Fig. 4c).

### Parameter Sensitivity

We study the sensitivity of DeepTrends to the size of the data window and the hyperparameter $\lambda$. Figs. 5a-5c show the RMSE of duration prediction on Traffic ($\mu=50$), Exchange-rate ($\mu=6$), Solar-Power ($\mu=600$) by changing one parameter while fixing others. It is observed that as $T$ and $w$ increase, RMSE decreases in general until an optimal value. However, a large $\lambda$ may hurt the performance. $T \in [32,64], w \in [8,16,32]$ and $\lambda \in [10^{-5},10^{-4},10^{-3}]$ give the optimal results. Thus it is reasonable to set them to 32, 16 and $10^{-4}$ respectively. Moreover, the non-zero choices of $\lambda$ verify the importance of the penalization term in the objection function.

### Related Work

There have been intensive interests in developing prediction methods on specific data points for its practical importance (Rangapuram et al. 2018; Liang et al. 2019). A lot of work in time series forecasting is based on learning techniques because of the rapid development of deep neural networks (Dong and De Melo 2018a; 2019; Xu et al. 2019c; Wang et al. 2019b). For example, a dual-stage attention-based RNN was proposed to predict time series duration (Lin, Guo, and Aberer 2017), in which a trend is characterized by the slope and duration of the up/down movement of time series. There are few efforts to learn trends in time series data. A hybrid neural network was proposed to predict trend in univariate time series (Lin, Guo, and Aberer 2017), in which a trend is characterized by the slope and duration of the up/down movement of time series.

In many real-world applications, time series may influence others, handling all of them jointly is crucial for an accurate prediction. Multi-task learning (MTL) is a natural way to resolve this problem (Caruana 1997). MTL has been broadly used in image classification (Liu, Johns, and Davison 2019), natural language processing (Liu et al. 2019) and video classification (Ma, Li, and Hong 2019). The most commonly used architecture of MTL is the shared-bottom model, where several low-level sub-networks are shared by all tasks and each task has its own task-specific sub-network (Ruder et al. 2019). However, the MTL model may suffer significant degeneration in performance when tasks are less related to each other (Ma, Li, and Hong 2019). To resolve this problem, a memory enhanced model was proposed to decouple the hidden representations in the task specific patterns and the shared ones (Liu, Qiu, and Huang 2016). Some recent work utilized sub-network routing for a flexible parameter sharing to consider task relatedness (Misra et al. 2016; Ma et al. 2018; Ma, Li, and Hong 2019). However, none of them focuses on the recurrent neural networks for sequence modeling.
Conclusion

In this paper, we propose a deep architecture, DeepTrends, for learning trends in multivariate time series. The core module of DeepTrends is a TLASM network, which is used to capture the long-term dependency in the historical trend sequence. Particularly, TLASM tensorizes the hidden states to model the complex temporal patterns in different tasks. An adaptive shared memory is proposed to learn the task relatedness and dynamically integrates the shared information from related tasks into the learning process of individual task. To consider the short-term dependency between the local data and the subsequent trend, a multi-task 1dCNN is designed to extract the features of local raw time series. A task-specific sub-network is further designed to integrate the long- and short-term dependency. Extensive experimental results demonstrate the effectiveness of DeepTrends.
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