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Abstract. Let $X$ be an abelian scheme over a scheme $B$. The Fourier–Mukai transform gives an equivalence between the derived category of $X$ and the derived category of the dual abelian scheme. We partially extend this to certain schemes $X$ over $B$ (which we call degenerate abelian schemes) whose generic fiber is an abelian variety, while special fibers are singular.

Our main result provides a fully faithful functor from a twist of the derived category of $\text{Pic}^\tau(X/B)$ to the derived category of $X$. Here $\text{Pic}^\tau(X/B)$ is the algebraic space classifying fiberwise numerically trivial line bundles.

Next, we show that every algebraically integrable system gives rise to a degenerate abelian scheme and discuss applications to Hitchin systems.

1. Introduction

Let $X$ be an abelian variety and $\hat{X}$ be the dual abelian variety. The famous Fourier–Mukai transform $[\text{Muk}]$ is an equivalence of derived categories

\[ D(X) \xrightarrow{\sim} D(\hat{X}). \]

A similar equivalence of categories can be constructed for a family of abelian varieties, that is, for an abelian scheme. In this paper, we consider degenerate abelian schemes, that is, families whose generic fiber is a torsor over an abelian variety, while some special fibers are singular projective varieties (see Definition 2.1 below).

1.1. We would like to formulate our main result in a somewhat simplified situation. Let $k$ be a field of characteristic zero; let $\pi_X : X \to B$ be a flat projective morphism of smooth connected $k$-schemes. We assume that the geometric fibers of $\pi_X$ are integral. Denote by $A$ the locus where the morphism $\pi_X$ is smooth; set $\pi_A := \pi_X|_A$. We assume that $A$ is given a structure of a commutative group scheme over $B$ and the action of $A$ on itself by translations extends to an action of $A$ on $X$

\[ \mu : A \times_B X \to X. \]

Note that $\pi_X$ is smooth over an open subset $B_0$ of $B$, thus $A$ coincides with $X$ over $B_0$, and we see that $A$ is an abelian scheme over $B_0$.

Let $\text{Pic}^\tau(X/B)$ be the algebraic space classifying fiberwise numerically trivial line bundles over $\pi_X : X \to B$. We will see that it is separated and of finite type over $B$. Moreover, since the zero section of $A$ gives a section of $\pi_X$, $\text{Pic}^\tau(X/B)$ is a fine moduli space, that is, it admits a universal line bundle

\[ L \to \text{Pic}^\tau(X/B) \times_B X. \]

Denote the canonical zero section morphism by

\[ i' : B \to \text{Pic}^\tau(X/B). \]
Given a point \( b \in B \), the fiber \( A_b \) of \( A \) over \( b \) is an algebraic group. Let \( \delta(A_b) \) denote the dimension of the maximal connected affine subgroup in \( A_b \) (existing by the Chevalley Theorem). Our first main result is (cf. Theorem 1 and Corollary 2.4)

**Theorem.** Suppose that the group scheme \( \pi_A : A \to B \) satisfies the following condition for all \( k \geq 0 \)

\[
\text{codim} \{ b \in B : \delta(A_b) \geq k \} \geq k,
\]

where the bar denotes the Zariski closure. Then

- the morphism \( \text{Pic}^\tau(X/B) \to B \) is smooth;
- we have \( Rp_{1*}L \simeq \ell_*[−g] \), where \( \ell \) is a certain line bundle over \( B \), and \([−g]\) is the cohomological shift by the relative dimension \( g \) of \( \pi_X \);
- the Fourier–Mukai transform with kernel \( L \)

\[
D(\text{Pic}^\tau(X/B)) \to D(X) : F \mapsto Rp_{2*}(L \otimes p_1^*F)
\]

is fully faithful.

This theorem is a generalization of the Fourier–Mukai transform for abelian schemes.

Below we relax the hypotheses of the theorem. In particular, we assume that \( A \) is a \( B \)-group scheme acting on \( X \) but \( A \) is not necessarily a subscheme of \( X \). In this situation, the morphism \( \pi_X \) might not have a section, and we must work with a stack \( \text{Pic}^\tau(X/B) \) of fiberwise numerically trivial line bundles, instead of the corresponding moduli space \( \text{Pic}^\tau(X/B) \). Note that \( \text{Pic}^\tau(X/B) \) is a \( \mathbb{G}_m \)-gerbe over \( \text{Pic}^\tau(X/B) \).

Optimistically, one may hope that there exists a dual degenerate abelian scheme \( \check{X} \to B \) and a Fourier–Mukai functor giving an equivalence of categories

\[
FM : D(\check{X}) \xrightarrow{\sim} D(X),
\]

at least under some additional assumptions. If such \( \check{X} \) exists, it is natural to expect that there is an open embedding \( j : \text{Pic}^\tau(X/B) \hookrightarrow \check{X} \) such that the partial Fourier–Mukai transform from the above theorem is equal to \( FM \circ Rj_* \). Currently, we do not know how to construct \( \check{X} \), except in some special cases, see \[Ari2\] \[BM\].

1.2. **Integrable systems.** It turns out that the conditions of the above theorem are satisfied for any *algebraically integrable system*. As above, assume that \( k \) is a field of characteristic zero, let \( X \) and \( B \) be smooth connected \( k \)-schemes, and let \( \pi_X : X \to B \) be a flat projective morphism with integral geometric fibers. In addition, assume that \( X \) is symplectic and \( \pi_X \) is a Lagrangian fibration, that is, \( \dim X = 2 \dim B \) and the restriction of the symplectic form to the smooth locus of any fiber of \( \pi_X \) is zero. For the purpose of the introduction, we also assume that we are given a section of \( \pi_X \). We will see in Theorem 2 that in this case the smooth locus \( A \) of \( \pi_X \) is canonically a group scheme over \( B \), and that the action of \( A \) on itself by translations extends to an action of \( A \) on \( X \). This statement is a version of the Liouville theorem. We will also see that the group scheme satisfies the dimensional estimates 2 automatically; this goes back to \[Ngo1\]. Thus, the above theorem applies.
Important examples of algebraically integrable systems are the Hitchin integrable systems. In this case our results form a part of the Langlands duality for Hitchin systems, see Section 2.3. The Langlands duality for Hitchin systems is a limit of the categorical Langlands duality; this application is our primary motivation. While there are many results on the duality for Hitchin systems for $GL(n)$ (see below), very little is known for other reductive groups, beyond the case of smooth fibers settled in [DP]. This paper grew from our attempts to extend the results of [DP].

1.3. Compactified Jacobians. Assume that $C$ is a smooth projective curve, then $X := \text{Pic}^0(C)$ is an abelian variety. Its dual variety is isomorphic to $X$; so the equivalence of categories is not surprising. However, the Fourier–Mukai transform is still highly non-trivial; for example, it takes skyscraper sheaves to line bundles. There has been a lot of progress on extending the Fourier–Mukai transform to compactified Jacobians of singular curves; see [Ari1, Ari2, MRV1, MRV2] and references therein. The present paper extends the techniques of [Ari1], and may be viewed as its continuation.

From the point of view of the Hitchin systems, compactified Jacobians of curves with planar singularities are fibers of Hitchin integrable systems for $GL(n)$. The results of the present paper are applicable to the Hitchin systems for other reductive groups.

1.4. Conventions. For a scheme $B$ the notation $b \in B$ means that $b$ is a schematic point of $B$. We denote by $k(b)$ its residue field. For an integral scheme $Z$ we denote by $k(Z)$ its field of rational functions. If $Z$ is a scheme over $B$ and $b \in B$, we put $Z_b := Z \times_B \text{Spec} k(b)$. If $S$ is a $B$-scheme, we sometimes denote $Z \times_B S$ by $Z_S$. We usually denote the projections from a product of two schemes onto the two factors by $p_1$ and $p_2$.

In different publications, the term ‘projective morphism’ has slightly different meanings. When we say ‘$\pi_X : X \to B$ is a projective morphism’, we mean ‘locally in the Zariski topology of $B$, the morphism factorizes as a composition of the closed embedding $X \to \mathbb{P}^n \times B$ and the projection onto $B$’, where $n$ may vary.

If $\ell$ is a line bundle, $\ell^\vee$ denotes the dual line bundle.

The symbol ‘$\simeq$’ means that two objects are isomorphic; we use the equality ‘$=$’ to emphasize that the isomorphism is canonical.

We often work over a fixed field $k$, in which case the schemes are assumed to be locally of finite type over $k$. We do not assume that the field is algebraically closed, partly because we systematically work with generic points.

If $Z \to T$ is a smooth morphism of schemes, we denote by $\mathcal{T}(Z/T)$ the relative tangent sheaf; this is a locally free sheaf on $Z$. If we work over a fixed field $k$, we denote $\mathcal{T}(Z/\text{Spec} \ k)$ simply by $\mathcal{T}(Z)$.

If $\mathcal{F}_1$ and $\mathcal{F}_2$ are sheaves of $\mathcal{O}_Z$-modules on an algebraic space $Z$, we denote by $\mathcal{H}om(\mathcal{F}_1, \mathcal{F}_2)$ the sheaf of homomorphisms, while $\text{Hom}(\mathcal{F}_1, \mathcal{F}_2) := \Gamma(\mathcal{H}om(\mathcal{F}_1, \mathcal{F}_2))$ is the group of (global) homomorphisms.
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2. Main results

Fix a field \( k \) of characteristic zero and a smooth \( k \)-scheme \( B \) locally of finite type. Assume also that \( B \) has pure dimension. For an algebraic group \( G \) over a field of characteristic zero, let \( \delta(G) \) denote the dimension of the maximal connected affine subgroup in \( G \) (which exists by the Chevalley Theorem, see [Che, Mil, Con]).

2.1. Degenerate abelian schemes.

Definition 2.1. A degenerate abelian scheme over \( B \) is a triple \((\pi_X : X \to B, \pi_A : A \to B, \mu : A \times_B X \to X)\), where \( \pi_X : X \to B \) is a scheme over \( B \), \( \pi_A : A \to B \) is a group scheme over \( B \), and \( \mu : A \times_B X \to X \) is an action of \( A \) on \( X \) such that the following conditions are satisfied

(i) \( \pi_X \) is a flat Gorenstein projective morphism whose geometric fibers are non-empty, reduced, connected, and of pure dimension;
(ii) the relative dualizing line bundle \( \omega_{X/B} \) (which exists because \( \pi_X \) is Gorenstein) is isomorphic to the pullback of a line bundle over \( B \);
(iii) \( A \) is a smooth commutative \( B \)-group scheme of finite type;
(iv) \( A \) satisfies the dimensional estimates

\[
\text{codim} \left\{ b \in B : \delta(A_b) \geq k \right\} \geq k \quad (k \geq 0).
\]

(v) over an open dense subset of \( B \), \( X \) is an \( A \)-torsor;
(vi) for every schematic point \( b \in B \), there is a point \( x \in X_b \) such that the stabilizer of \( x \) in \( A \times_B x \) is finite.

Remarks 2.2. (a) Precisely, condition (v) means that there is an étale morphism \( B' \to B \) with a dense image such that \( A \times_B B' \) and \( X \times_B B' \) are isomorphic as \( B' \)-schemes with action of \( A \times_B B' \).

(b) Condition (vi) means that the fiber of the orbital morphism \( A \times_B x \to X \) over \( x \) is finite.

(c) Condition (v) implies that over a dense open subset \( B_0 \subset B \), the group scheme \( A \) is an abelian group scheme. Thus over \( B_0 \), the scheme \( X \) is a torsor over an abelian scheme, which implies that its relative dualizing line bundle is trivial. Hence by Propositions 3.6 and 3.5(ii), condition (ii) is equivalent to the following condition

\( \text{(ii')} \) The relative dualizing line bundle \( \omega_{X/B} \) is fiberwise numerically trivial (see Definition 3.3).

Also, one can show that (iii) is implied by the following condition

\( \text{(iii')} \) The locus of \( b \in B \) such that the fiber \( X_b \) is geometrically reducible has codimension at least two in \( B \).

(d) A somewhat non-intuitive part of the definition is dimensional estimates (3). These estimates play a crucial role in Ngô’s proof of Fundamental Lemma, see [Ngô2].
They also appear in the computation of cohomology groups of line bundles over compactified Jacobians, see [Ari1].

Note that by Proposition 6.5 the set
\[ \{ b \in B : \delta(A_b) \geq k \} \]
is closed. Thus, Zariski closure in (3) is not necessary. We can also re-write (3) as
\[ \forall b \in B : \delta(A_b) \leq \text{codim} b. \]

Let \( \mathcal{P}ic^\tau(X/B) \to B \) be the stack classifying fiberwise numerically trivial line bundles over \( X \to B \). As we will see in Section 3, it is an algebraic stack of finite type over \( k \). Moreover, it is a \( \mathbb{G}_m \)-gerbe over an algebraic space \( \mathcal{P}ic^\tau(X/B) \) (the coarse moduli space of fiberwise numerically trivial line bundles).

By Proposition 3.5, the zero section provides a natural Cartesian diagram
\[
\begin{array}{ccc}
B \times B(\mathbb{G}_m) & \rightarrow & \mathcal{P}ic^\tau(X/B) \\
\downarrow & & \downarrow \\
B & \rightarrow & \mathcal{P}ic^\tau(X/B),
\end{array}
\]
where \( B(\mathbb{G}_m) = pt/\mathbb{G}_m \) is the classifying stack of the group \( \mathbb{G}_m \). See Section 3 for details and precise definitions.

We may identify quasicoherent sheaves on \( B \times B(\mathbb{G}_m) \) with quasicoherent sheaves on \( B \) equipped with a linear action of \( \mathbb{G}_m \). If \( \mathcal{L} \) is a line bundle over \( B \times B(\mathbb{G}_m) \), we denote by \( \mathcal{L}^{[\lambda]} \) the line bundle over \( B \times B(\mathbb{G}_m) \) corresponding to \( \mathcal{L} \) with \( \mathbb{G}_m \) acting according to the character \( \lambda \mapsto \lambda^i \).

Our first main result is

**Theorem 1.** Assume that \( k \) is a field of characteristic zero, \( B \) is a smooth scheme of pure dimension locally of finite type over \( k \), and

\[ (\pi_X : X \to B, \pi_A : A \to B, \mu : A \times_B X \to X) \]
is a degenerate abelian scheme. Then

(i) the morphisms \( \mathcal{P}ic^\tau(X/B) \to B \) and \( \mathcal{P}ic^\tau(X/B) \to B \) are smooth;

(ii) let \( \mathcal{L} \) be the universal line bundle over \( \mathcal{P}ic^\tau(X/B) \times_B X \). Then there is a line bundle \( \ell \) over \( B \) such that

\[ R_{\pi_1, *} \mathcal{L} \simeq \pi_* \ell^{[1]}[-g], \]

where \( [-g] \) is the cohomological shift by the relative dimension \( g \) of \( \pi_X \).

This theorem will be proved in Section 7.

**Remarks 2.3.** (i) It follows from the proof that \( \ell \) is isomorphic to \( \wedge^g a \), where \( a \) is the Lie algebra of \( \pi_A : A \to B \).

(ii) In the proof of the theorem we will see that there is an open substack \( \mathcal{P}ic^0(X/B) \) of \( \mathcal{P}ic^\tau(X/B) \) classifying deformationally trivial line bundles. For an abelian scheme \( \pi_X : X \to B \) we have \( \mathcal{P}ic^0(X/B) = \mathcal{P}ic^\tau(X/B) \). We do not know if this equality remains valid for degenerate abelian schemes.

A standard argument interprets the second statement of Theorem 1 as full faithfulness of a Fourier–Mukai transform. Specifically, let \( D(\mathcal{P}ic^\tau(X/B)) \) be the quasi-coherent derived category of \( \mathcal{P}ic^\tau(X/B) \). Since \( \mathcal{P}ic^\tau(X/B) \) is a \( \mathbb{G}_m \)-gerbe, the category decomposes by characters of \( \mathbb{G}_m \). Denote by

\[ D^{(-1)}(\mathcal{P}ic^\tau(X/B)) \subset D(\mathcal{P}ic^\tau(X/B)) \]
the full subcategory of objects $\mathcal{F} \in D(\text{Pic}^\tau(X/B))$ such that $\mathbb{G}_m$ acts on the cohomology $H^\bullet(\mathcal{F})$ via the character $\lambda \mapsto \lambda^{-1}$.

**Corollary 2.4.** In the assumptions of Theorem 1, the Fourier–Mukai functor with kernel $L$

$$D^{-1}(\text{Pic}^\tau(X/B)) \to D(X): \mathcal{F} \mapsto R\rho_{2,*}(L \otimes p_1^*\mathcal{F})$$

is fully faithful.

**Remark 2.5.** Suppose that $\pi_X: X \to B$ admits a section $\zeta_X: B \to X$. Then $\text{Pic}^\tau(X/B)$ is a fine moduli space, that is, there is a universal line bundle $L$ over $\text{Pic}^\tau(X/B) \times_B X$; this line bundle $L$ gives a trivialization of the $\mathbb{G}_m$-gerbe $\text{Pic}^\tau(X/B) \to \text{Pic}^\tau(X/B)$, see Section 3. In this case Theorem 1(ii) can be stated simply as

$$R\rho_{1,*}L \simeq \iota'_*\ell[-g],$$

for a line bundle $\ell$ over $B$. (Here $\iota'$ is the bottom arrow in (4).) Similarly, the Fourier–Mukai functor $D(\text{Pic}^\tau(X/B)) \to D(X)$ given by $L$ is fully faithful.

**2.2. Example: integrable systems.** It turns out that any algebraically completely integrable system gives rise to a degenerate abelian scheme. Thus the above theorem and its corollary apply in this situation. Let us give the definitions. As before, let $k$ be a field of characteristic zero. Let $B$ be a smooth $k$-scheme of pure dimension $g$.

**Definition 2.6.** An algebraically completely integrable system (or just an integrable system for brevity) over $B$ is a pair $(\pi_X: X \to B, \omega)$, where $\pi_X: X \to B$ is a scheme over $B$, $\omega \in H^0(X, \wedge^2 \Omega_X)$ is a 2-form such that the following conditions are satisfied

(i) $X$ is smooth over $k$;
(ii) $\pi_X$ is a flat projective morphism whose geometric fibers are non-empty and integral of dimension $g$;
(iii) $\omega$ is a symplectic form on $X$;
(iv) the smooth loci of the fibers of $\pi_X$ are Lagrangian (that is, the restriction of $\omega$ to the smooth locus of any fiber is zero).

Denote by $X^{sm}$ the smooth locus of the projection $X \to B$. Our second main result is

**Theorem 2.** Let $(\pi_X: X \to B, \omega)$ be an integrable system. Then

(i) there is a canonically defined smooth commutative group scheme $\pi_A: A \to B$ and an action $\mu: A \times_B X \to X$ such that $X^{sm}$ is a torsor over $A$;
(ii) the triple $(\pi_X, \pi_A, \mu)$ is a degenerate abelian scheme in the sense of Definition 2.1.

This theorem will be proved in Section 8. The first statement is an algebraic version of the Liouville theorem. Surprisingly, we were unable to find it in the literature. The main part of the second statement is that $A$ satisfies the dimensional estimates [3]; this goes back to Ngô [Ngô1]. Combining this theorem with Theorem 1 and Corollary 2.4, we get

**Corollary 2.7.** Let $(\pi_X: X \to B, \omega)$ be an integrable system. Then

(i) the morphisms $\text{Pic}^\tau(X/B) \to B$ and $\text{Pic}^\tau(X/B) \to B$ are smooth;
(ii) let $L$ be the universal line bundle over $\text{Pic}^*(X/B) \times_B X$. Then there is a line bundle $\ell$ over $B$ such that 
\[ R\pi_1_* L \simeq \iota_* \ell^{(1)}[-g]; \]
(iii) the Fourier–Mukai functor with kernel $L$
\[ D^{(-1)}(\text{Pic}^*(X/B)) \to D(X) : \mathcal{F} \mapsto R\pi_2_* (L \otimes p_1^* \mathcal{F}) \]
is fully faithful.

2.3. Hitchin systems. Hitchin systems provide examples of integrable systems particularly important for the geometric Langlands Program. Below we sketch the applications of our results to Hitchin systems. We plan to return to this subject in detail in the future.

We assume for simplicity that $k$ is the field of complex numbers. Let $C$ be a smooth projective curve over $k$ of genus at least two; let $G$ be a simple $k$-group. For simplicity we assume that $G$ is simply-connected; denote by $Z(G)$ its center. Denote by $\Omega_C$ the invertible sheaf of differentials on $C$. Let $\text{Bun}_{G} = \text{Bun}_{G}(C)$ be the moduli stack of principal $G$-bundles over $C$. Consider its cotangent stack $T^* \text{Bun}_{G}$. It follows from deformation theory that $T^* \text{Bun}_{G}$ parameterizes Higgs pairs, that is, pairs $(E, \Phi)$, where $E$ is a principal $G$-bundle over $C$, $\Phi$ is a section of $\text{ad} E \otimes \Omega_C$ (where $\text{ad} E$ is the adjoint vector bundle).

Let $g$ be the Lie algebra of $G$. Consider the Hitchin fibration
\[ p : T^* \text{Bun}_{G} \to \text{Hitch}_G := \bigoplus_{i=1}^l H^0(C, \Omega_C^{\otimes d_i}), \]
where $l$ is the rank of $g$, and $d_1, \ldots, d_l$ are the exponents of $g$. Recall the definition of $p$. The algebra $\mathbb{C}[g]^G$ of $\text{Ad}$-invariant functions on $g$ is freely generated by certain homogeneous polynomials $P_1, \ldots, P_l$ such that $\text{deg} P_i = d_i$ (this can be taken as the definition of exponents $d_i$). Take $(E, \Phi) \in T^* \text{Bun}_{G}$. We can trivialize $E$ locally over $C$ (this can be done locally in the Zariski topology by Steinberg’s theorem; on the other hand, the étale topology would suffice for our purposes). Then $\Phi$ becomes a $g$-valued 1-form. Applying $P_i$ to this 1-form, we get a local section of $\Omega_C^{\otimes d_i}$. However, since $P_i$ is $\text{Ad}$-invariant, this section does not depend on the trivialization of $E$. We see that the local sections of $\Omega_C^{\otimes d_i}$ thus obtained patch into a well-defined global section of $\Omega_C^{\otimes d_i}$. Performing this procedure for $i = 1, \ldots, l$, we get the Hitchin map.

By [BD] Thm. 2.2.4 $p$ is flat and its fibers are Lagrangian (see also the references therein).

Let $g \in G$ be a semisimple element. The centralizer $Z_G(g)$ of $g$ in $G$ is a reductive subgroup. It is easy to show that, up to conjugation, we obtain only finitely many reductive subgroups in this way. For every semisimple $g$, we have a finite morphism $\text{Hitch}_{Z_G(g)} \to \text{Hitch}_G$. This morphism only depends on the conjugacy class of $Z_G(g)$ in $G$, thus there are only finitely many different morphisms. Define $B$ to be the (open) complement in $\text{Hitch}_G$ of images of $\text{Hitch}_{Z_G(g)}$, where $g$ ranges over non-central semisimple elements of $G$. Set
\[ X := T^* \text{Bun}_{G} \times_{\text{Hitch}_G} B. \]
One checks that $X$ is a $Z(G)$-gerbe over a smooth scheme $X$. Moreover, one can show that the morphism $\pi_X : X \to B$ is projective and has integral fibers. It is clear that $X$ carries a canonical symplectic form $\omega$ and the pair $(\pi_X : X \to B, \omega)$
is an integrable system. Thus we can apply Theorem 2 and Corollary 2.7. We see that there is a fully faithful embedding

$$D(-1)(\text{Pic}^0(X/B)) \hookrightarrow D(X).$$

The projection $X \to B$ admits a Kostant section, so (see Remark 2.5) we can re-write this embedding as

$$D(\text{Pic}^0(X/B)) \hookrightarrow D(X).$$

(5)

2.3.1. The relation to the Langlands duality for Hitchin systems. Let $\hat{G}$ be the group Langlands dual to $G$ (thus $\hat{G}$ is of adjoint type and its Dynkin diagram is obtained from that of $G$ by reversing the arrows). It is easy to identify $\text{Hitch}_G$ with $\text{Hitch}_{\hat{G}}$. Consider the ‘dual’ Hitchin system $\hat{p} : T^*\text{Bun}_G \to \text{Hitch}_G$.

The Langlands duality for Hitchin systems in its naive form predicts that there is a coherent sheaf $\tilde{L}$ on $T^*\text{Bun}_G \times_{\text{Hitch}_G} T^*\text{Bun}_G$ such that the corresponding integral transform

$$D(T^*\text{Bun}_G) \to D(T^*\text{Bun}_G) : F \mapsto Rp_{2,*}(\tilde{L} \otimes F)$$

is an equivalence of categories. We do not expect this to hold literally but we expect this to hold over a big open subspace of the Hitchin base $H$. We do not expect this to hold over a big open subspace of the Hitchin base $H$.

Since $\hat{G}$ is of adjoint type, the connected components of $\text{Bun}_G$ are indexed by

$$Z' := \pi_1(\hat{G}) = \text{Hom}(Z(G), \mathbb{G}_m),$$

so the same is true for $\hat{X} := \bigcoprod_{i \in Z'} \hat{X}^{(i)}$. Moreover, $\hat{X}$ is a scheme projective over $B$.

Restricting the equivalence (6) to $B$, we expect an equivalence of categories

$$\prod_{i \in Z'} D(\hat{X}^{(i)}) = D(\hat{X}) \to D(X) = \prod_{i \in Z'} D^{(i)}(X) \simeq \prod_{i \in Z'} D(X),$$

where $D^{(i)}(X)$ is the full subcategory of $D(X)$ of objects on which $Z(G)$ acts according to $i$. Denote by $Y$ the smooth locus of the projection $\hat{X}^{(0)} \to B$. Restricting the above equivalence of categories to the unity of $Z'$ and composing it with the natural inclusion $D(Y) \to D(\hat{X}^{(0)})$, we get a fully faithful functor

$$D(Y) \hookrightarrow D(X).$$

We expect this to coincide with [5].

2.4. Compactified Jacobians. In [AtII], the following situation is considered. Let $\mathcal{M}$ be the moduli stack of integral projective curves of fixed genus $g$ with planar singularities. Denote by $\mathcal{C} \to \mathcal{M}$ the universal curve over $\mathcal{M}$. We then have the universal Jacobian $\mathcal{J} := \text{Pic}^0(\mathcal{C}/\mathcal{M})$ and the universal compactified Jacobian $\overline{\mathcal{J}} := \text{Pic}^0(\mathcal{C}/\mathcal{M})$. This fits into our framework if we put $B = \mathcal{M}$, $A = \mathcal{J}$, and $X = \overline{\mathcal{J}}$. Then Theorem 1.1 becomes essentially Theorem 10 of [AtII], which implies the main results of [AtII].

3. The relative Picard stack

In this section, we summarize the properties of the relative Picard space. The key results go back to Grothendieck’s talks [Gro5, Gro6]. The theory of relative Picard scheme is developed in detail in [Kle], which we use as our primary reference.
3.1. Let $B$ be a locally Noetherian scheme, and let $\pi_X : X \to B$ be a flat projective morphism. In addition, suppose that the geometric fibers of $\pi_X : X \to B$ are reduced and connected.

**Lemma 3.1.** The natural morphism $\mathcal{O}_B \to \pi_{X,*}\mathcal{O}_X$ is an isomorphism.

**Proof.** See [Kle, Exercise 3.11] (the proof of exercise is given in [Kle, Appendix A]).

**Corollary 3.2.** $\mathcal{O}_B \simeq \pi_{X,*}\mathcal{O}_X$ holds universally. That is, for any morphism of locally Noetherian schemes $B' \to B$, the natural morphism $\mathcal{O}_{B'} \to \pi'_{X,*}\mathcal{O}_{X'}$ is an isomorphism. Here $X' := X \times_B B'$ and $\pi'_{X} : X' \to B'$ is the natural projection. □

**Remark.** In particular, $\pi_X$ is cohomologically flat in dimension zero (cf. [BLR, Sect. 8.1]).

Consider the relative Picard stack $\mathcal{Pic}(X/B)$ of $X$ over $B$. Precisely, for any $B$-scheme $S$, the groupoid of $B$-morphisms $S \to \mathcal{Pic}(X/B)$ is the groupoid of line bundles over $X \times_B S$. Applying the above lemma and [LMB, Thm 4.6.2.1], we see that $\mathcal{Pic}(X/B)$ is an algebraic stack locally of finite type over $B$.

Consider the functor associating to a $B$-scheme $S$ the set of isomorphism classes of line bundles over $X \times_B S$. Denote by $\text{Pic}(X/B)$ the fppf sheafification of this functor. By [Art, Thm. 7.3] (given as Theorem 4.18.6 in [Kle]), $\text{Pic}(X/B)$ is represented by an algebraic space locally of finite type.

Assume that we have a section $\zeta_X : B \to X$ of $\pi_X$. For any $B$-scheme $S$, we can then identify $\text{Pic}(X/B)(S)$ with the set of isomorphism classes of line bundles over $X \times_B S$ together with a $\zeta_X$-rigidification; see Definition 2.8, Theorem 2.5, and Lemmas 2.9, 2.10 in [Kle]. In particular, $\text{Pic}(X/B)$ is a fine moduli space (that is, there is a universal line bundle over $\text{Pic}(X/B) \times_B X$ and we have $\mathcal{Pic}(X/B) \simeq \text{Pic}(X/B) \times B(\mathbb{G}_m)$).

In general, $\pi_X$ has a section étale locally over $B$, because the fibers of $\pi_X$ are reduced. Therefore, $\text{Pic}(X/B)$ is a $\mathbb{G}_m$-gerbe over $\text{Pic}(X/B)$.

### 3.2. Numerically trivial line bundles.

Note that the formation of Pic commutes with base changes: if $S \to B$ is a locally Noetherian $B$-scheme, then

$$\text{Pic}(X \times_B S/S) = \text{Pic}(X/B) \times_B S.$$  

In particular, the fiber of $\text{Pic}(X/B)$ over a geometric point $s \to B$ is equal to $\text{Pic}(X_s) := \text{Pic}(X_s/\text{Spec } k(s))$, where $k(s)$ is the function field of $s$. In this case, $\text{Pic}(X_s)$ is known to be a scheme by [Gro6, Cor. 6.6] (cf. Corollary 4.18.3 in [Kle]).

Denote by $\text{Pic}^0(X_s)$ the neutral connected component of the group scheme $\text{Pic}(X_s)$. Set

$$\text{Pic}^\tau(X_s) := \bigcup_{d>0} \hat{d}^{-1}(\text{Pic}^0(X_s)),$$

where $\hat{d} : \text{Pic}(X_s) \to \text{Pic}(X_s)$ is the multiplication by $d$. The line bundles over $X_s$ corresponding to points of $\text{Pic}^\tau(X_s)$ are called **numerically trivial line bundles over $X_s$**.

**Definition 3.3.** A line bundle $\ell$ over $X$ is fiberwise **numerically trivial** (with respect to the morphism $\pi_X : X \to B$) if for all geometric points $s \to B$ the restriction of $\ell$ to $X_s$ is numerically trivial.
Define a subfunctor $\text{Pic}^\tau(X/B)$ of $\text{Pic}(X/B)$ as follows:

$$\text{Pic}^\tau(X/B)(S) = \{ f \in \text{Pic}(X/B)(S) : \text{for all geometric points } s \to S, f(s) \in \text{Pic}^\tau(X_s) \}.$$ 

It is easy to see that this definition coincides with one given in [GI, Exp. XIII, Sect. 4]. By [GI, Exp. XIII, Thm. 4.7(i)], $\text{Pic}^\tau(X/B)$ is an open subfunctor of $\text{Pic}(X/B)$. By [GI, Exp. XIII, Thm. 4.7(iii)], $\text{Pic}^\tau(X/B)$ is of finite type over $B$ (cf. also [Kle, Sect. 6]).

Denote by

$$\mathcal{P} \text{ic}^\tau(X/B) := \mathcal{P} \text{ic}(X/B) \times_{\text{Pic}(X/B)} \text{Pic}^\tau(X/B)$$

the stack classifying fiberwise numerically trivial line bundles; it is a $\mathbb{G}_m$-gerbe over $\text{Pic}^\tau(X/B)$. Thus $\mathcal{P} \text{ic}^\tau(X/B)$ is of finite type over $B$ as well. Clearly, the formation of $\text{Pic}^\tau(X/B)$ and $\mathcal{P} \text{ic}^\tau(X/B)$ commutes with base changes.

**Remark 3.4.** A line bundle $\ell \to X$ corresponds to a section of $\mathcal{P} \text{ic}^\tau(X/B)$ if and only if the following condition is satisfied: for every geometric fiber of $\pi_X : X \to B$ and for every closed curve $C$ in this geometric fiber, the degree of the pullback of $\ell$ to $C$ is zero. This follows from [Kle, Thm. 6.3] or [GI, Exp. XIII, Thm. 4.6].

### 3.3. Triviality locus.

Consider the zero section $B \to \text{Pic}(X/B)$ corresponding to the trivial line bundle. Clearly, it factorizes as

$$B \xrightarrow{i'} \text{Pic}^\tau(X/B) \to \text{Pic}(X/B).$$

**Proposition 3.5.** (i) The zero section $i'$ fits into a Cartesian diagram

$$
\begin{array}{ccc}
B \times B(\mathbb{G}_m) & \xrightarrow{i} & \mathcal{P} \text{ic}^\tau(X/B) \\
\downarrow & & \downarrow \\
B & \xrightarrow{i'} & \text{Pic}^\tau(X/B).
\end{array}
$$

(ii) A line bundle $\ell$ over $X \times_B S$ is isomorphic to the pullback of a line bundle over $S$ if and only if the corresponding morphism $s_\ell : S \to \text{Pic}(X/B)$ factors through $i'$.

**Proof.** The top arrow $i$ is defined as follows. Note that a $B$-morphism from a $B$-scheme $S$ to $B \times B(\mathbb{G}_m)$ is just a line bundle over $S$. The morphism $i$ sends such a line bundle $\ell$ to the line bundle $p_2^* \ell$ over $X \times_B S$. The fact that the diagram is Cartesian can be checked locally in étale topology over $B$, so we may assume that $\pi_X : X \to B$ has a section, in which case the statement is easy. The second part of the proposition follows easily from the first part. \hfill $\square$

Let us prove the following claim:

**Proposition 3.6.** The morphism $i' : B \to \text{Pic}^\tau(X/B)$ is a closed embedding.

**Remark 3.7.** Thus, (7) is a decomposition of the zero section as a closed embedding followed by an open embedding.

**Corollary 3.8.** The projection $\text{Pic}^\tau(X/B) \to B$ is a separated morphism of algebraic spaces.

**Proof.** The argument is well known, at least in case of group schemes: the diagonal morphism is a base change of the zero section. \hfill $\square$
We start the proof of Proposition 3.6 with the following simple observation.

**Lemma 3.9.** Let $Z$ be a connected projective reduced scheme over an algebraically closed field $k$, let $\ell$ be a numerically trivial line bundle over $Z$. If $H^0(Z, \ell) \neq 0$, then $\ell$ is a trivial line bundle.

**Proof.** Let $s$ be a non-zero section of $\ell$, let $Z'$ be an irreducible component of $Z$. If $s|_{Z'} \neq 0$, then $s|_{Z'}$ is an injection $\mathcal{O}_{Z'} \to \ell|_{Z'}$ because $Z'$ is reduced. Since for some $l > 0$ the line bundles $\mathcal{O}_{Z'}$ and $(\ell|_{Z'})^\otimes d$ are algebraically equivalent, they have the same Hilbert polynomial, and we see that $(s|_{Z'})^\otimes d$ is an isomorphism. It follows that $s|_{Z'}$ is an isomorphism.

Thus $\{z \in Z : s_z \neq 0\}$ is a union of components of $Z$. We see that this set is closed. Since it is also open, we see that it coincides with $Z$, so that $s$ is a nowhere vanishing section of $\ell$. \hfill $\Box$

Essentially, Lemma 3.9 implies Proposition 3.6 by semicontinuity. Let us analyze this situation carefully (we will need this analysis in the future).

Let $\ell$ be a fiberwise numerically trivial line bundle over $\pi : X \to B$. Consider the derived pushforward $R\pi_* \ell$, and put $F := \mathcal{H}om(R\pi_* \ell, \mathcal{O}_B) = H^0(R\mathcal{H}om(R\pi_* \ell, \mathcal{O}_B))$. Clearly, $F$ is a coherent sheaf on $B$. Note that its formation commutes with (not necessarily flat) base change because $R\mathcal{H}om(R\pi_* \ell, \mathcal{O}_B)$ is a perfect complex supported in non-positive degrees (see for example the second theorem and Lemma 1 in [Mum, Sect. 5]).

**Proposition 3.10 (cf. [Kle, Exercise 4.2]).** Consider the support $\text{supp}(F) \subset B$; it is a closed subscheme of $B$.

(i) $F$ is isomorphic to the pushforward of a line bundle over $\text{supp}(F)$;

(ii) For a morphism $\varphi : Z \to B$, the pullback of $\ell$ to $Z \times_B X$ is isomorphic to the pullback of a line bundle over $Z$ if and only if $\varphi$ factors through the closed embedding $\text{supp}(F) \hookrightarrow B$.

**Proof.** Part (i) is equivalent to the claim that the fiber of $F$ at any point $b \in B$ is at most one-dimensional. Since the construction of $F$ commutes with the base change, it amounts to checking that $$\dim H^0(X_b, \ell_b) \leq 1;$$ here $X_b := X \times_B b$ is the fiber of $\pi_X$ and $\ell_b$ is the pullback of $\ell$ to $X_b$. This claim follows from Lemma 3.9 and Corollary 3.2.

Let us now prove part (ii). By base change, we may assume without losing generality that $Z = B$ and $\varphi = \text{Id}_B$. Thus, we need to show that $\ell$ is isomorphic to the pullback of a line bundle over $B$ if and only if $\text{supp}(F) = B$. Clearly, $\ell$ is isomorphic to the pullback of a line bundle over $B$ if and only if there exists a line bundle $\ell_B$ over $B$ and a morphism $f : \pi_X^* \ell_B \to \ell$ that is non-zero on fibers over any point of $X$. By Lemma 3.9, this is equivalent to the condition that the morphism is not identically zero on the fiber of $\pi_X$ over
each point $b \in B$. We have

$$\text{Hom}(\pi^*X_\ell, \ell) \simeq \text{Hom}_{D(B)}(\ell_B, R\pi_*\ell) \simeq \text{Hom}_{D(B)}(R\text{Hom}(R\pi_*\ell, O_B), \ell_B') \simeq \text{Hom}(\mathcal{F}, \ell_B'),$$

where the last identification follows from the fact that $R\text{Hom}(R\pi_*\ell, O_B)$ is supported in non-positive degrees. Note also, that the above identifications are compatible with pullbacks, so $f$ is not identically zero on the fiber over any point $b \in B$ if and only if the corresponding morphism $h : \mathcal{F} \to \ell_B'$ is non-zero at every $b \in B$. Since we know that $\mathcal{F}$ is a line bundle over $\text{supp} \mathcal{F}$, the existence of such $h$ and $\ell_B'$ is equivalent to $\text{supp} \mathcal{F} = B$. This implies the statement. □

The following useful corollary is known as the see-saw principle.

**Corollary 3.11.** Let $B$ be reduced. A line bundle over $X$ is isomorphic to the pullback of a line bundle over $B$ if and only if its restrictions to the geometric fibers of $\pi_X$ are trivial.

**Proof.** Let $\ell$ be a line bundle over $X$ whose restrictions to the geometric fibers of $\pi_X$ are trivial. Let $\mathcal{F}$ be as in the proposition. It follows from part (ii) of the proposition that the support of $\mathcal{F}$ coincides with $B$ set-theoretically. Since $B$ is reduced, this support coincides with $B$ scheme-theoretically. Using part (ii) of the proposition again, we see that $\ell$ is isomorphic to a pullback from $B$.

The converse statement is obvious. □

**Proof of Proposition 3.6.** By definition, it suffices to check that for any scheme $S$ and any morphism $s : S \to \text{Pic}^\tau(X/B)$, the fiber product

$$S \times_{\text{Pic}^\tau(X/B)} B \to S$$

is a closed embedding. Since $\text{Pic}^\tau(X/B)$ is of finite type over the locally Noetherian scheme $B$, we can restrict ourselves to locally Noetherian schemes $S$. Recall that $\text{Pic}^\tau(X \times_B S/S) = \text{Pic}^\tau(X/B) \times_B S$. Thus replacing $B$ with $S$ (and $X$ with $X \times_B S$), we may assume that $S = B$ and the morphism $s : B \to \text{Pic}^\tau(X/B)$ is a section. Since our statement is local in étale topology on $B$, we may assume that $\pi_X : X \to B$ has a section, so $\text{Pic}^\tau(X/B)$ is a fine moduli space. Then the section $s$ comes from a fiberwise numerically trivial line bundle $\ell$ over $\pi_X : X \to B$. Let $\mathcal{F}$ be as in Proposition 3.10. This proposition together with Proposition 3.5(ii) gives a Cartesian diagram

$$\begin{array}{ccc}
\text{supp} \mathcal{F} & \longrightarrow & B \\
\downarrow & & \downarrow \ s \\
B & \longrightarrow & \text{Pic}^\tau(X/B)
\end{array}$$

and the claim follows. □

Recall that $\mathcal{L}$ is the universal line bundle over $\text{Pic}^\tau(X/B) \times_B X$; put $\mathcal{F}_{\text{univ}} := \text{Hom}(R\pi_1^*\mathcal{L}, O_{\text{Pic}^\tau(X/B)})$.

Proposition 3.10 is local over the base, so we can apply it to $\mathcal{L}$ and the projection $\text{Pic}^\tau(X/B) \times_B X \to \text{Pic}^\tau(X/B)$ obtaining the following

**Corollary 3.12.** The sheaf $\mathcal{F}_{\text{univ}}$ is a direct image of a line bundle over $B \times B(\mathbb{G}_m)$ under $\iota$. 

""
Remark 3.13. It is easy to see that Proposition 3.10 is equivalent to the above corollary. In fact, the line bundle in the corollary is easy to describe explicitly: it is the trivial line bundle $\mathcal{O}_B$ over $B$ on which $\mathbb{G}_m$ acts with weight $-1$. (We identify quasicoherent sheaves on $B \times B(\mathbb{G}_m)$ with quasicoherent sheaves on $B$ equipped with a linear action of $\mathbb{G}_m$.)

4. Quasi-constructible sets and quasi-subgroups

Conventions. All schemes are assumed to be locally Noetherian, and all morphisms of schemes are locally of finite type. When we work over a fixed field $k$, all schemes are assumed to be locally of finite type over $k$; for two such schemes $X$ and $Y$, we write simply $X \times Y$ for $X \times_k Y$.

Let $X$ be a scheme. Given a schematic point $x$ of $X$, we denote by $k(x)$ its residue field, and use $x$ as a shorthand for $\text{Spec} k(x)$.

Let $p : Y \to X$ be a morphism of finite type, and let $\ell$ be a line bundle over $Y$. We view $Y$ as a family of schemes over $X$, and $\ell$ as a family of line bundles over these schemes. (In our applications, $p$ is faithfully flat but we do not need the assumption at this point.) Consider the triviality locus of this family:

$$ (8) \quad K' := \{ x \in X : \ell|_{x \times_Y Y} \simeq \mathcal{O}_{x \times_Y Y} \} \subset X. $$

In particular, $K' \supset X - p(Y)$.

If $p$ is a flat projective morphism with reduced and connected geometric fibers, then $K' \subset X$ is a locally closed subset (combine openness of $\text{Pic}^r(Y/X)$ in $\text{Pic}(Y/X)$ with Proposition 3.10). In general, $K'$ is not locally closed, or even constructible. However, one can show that $K'$ is always a (possibly infinite) union of locally closed subsets of $X$; see Proposition 4.10 below. We call such subsets quasi-constructible.

We prefer to work with the finite order locus

$$ (9) \quad K := \{ x \in X : \exists \ d > 0 \text{ such that } \ell^{\otimes d}|_{x \times_Y Y} \simeq \mathcal{O}_{x \times_Y Y} \} $$

instead of $K'$. The advantage of $K$ is that it behaves better under base changes (Corollary 4.10).

We then apply this framework in the following situation. Let $A$ be a group scheme over a field $k$, and let $\Theta$ be a line bundle over $A$. We can then consider the shifts of $\Theta$ (by the action of $A$ on itself by translations); the shifts form an $A$-family of line bundles over $A$ (thus $X = A$ and $Y = A \times A$). The triviality locus $K$ of this family is preserved by the group operation on $A$; we use the term ‘quasi-subgroup’ in such situation. We give a precise definition of quasi-subgroups below and provide a classification (assuming $k$ is algebraically closed) in Proposition 4.12. The main result of this section is Corollary 4.16.

4.1. Quasi-constructible sets. We denote by $X^{\text{top}}$ the underlying topological space of a scheme $X$.

Definition 4.1. A subset $K \subset X^{\text{top}}$ is quasi-constructible if it is a possibly infinite union of locally closed subsets.

Obviously, a subset $K \subset X^{\text{top}}$ is quasi-constructible if and only if for every $x \in K$ there is a non-empty open subscheme $Z \subset \overline{\{x\}}$ such that $Z^{\text{top}} \subset K$. Note the following properties of quasi-constructible sets.

Proposition 4.2. (i) The class of quasi-constructible sets is invariant under finite intersections and arbitrary unions.
(ii) Let \( f : Y \to X \) be a morphism of schemes. If \( K \subset X^{\text{top}} \) is quasi-constructible, then so is \( f^{-1}(K) \subset Y^{\text{top}} \).

(iii) Let \( f : Y \to X \) be a morphism of schemes. If \( K \subset Y^{\text{top}} \) is quasi-constructible, then so is \( f(K) \subset X^{\text{top}} \).

(iv) Suppose we are given a Cartesian diagram

\[
\begin{array}{ccc}
Y_1 \times_X Y_2 & \to & Y_2 \\
\downarrow & & \downarrow \\
Y_1 & \to & X
\end{array}
\]

of schemes and quasi-constructible subsets \( K_i \subset Y_i^{\text{top}}, i = 1, 2 \). Let

\[(K_1 \times_X K_2)^{\text{qc}} \subset (Y_1 \times_X Y_2)^{\text{top}}\]

be the preimage of \( K_1 \times K_2 \) under the natural continuous map

\[(Y_1 \times_X Y_2)^{\text{top}} \to Y_1^{\text{top}} \times Y_2^{\text{top}}.\]

Then \( (K_1 \times_X K_2)^{\text{qc}} \) is quasi-constructible.

Proof. Parts (i), (ii), and (iv) are straightforward. Part (iii) follows from Chevalley’s Theorem: the image of a constructible set under a morphism of finite type is constructible, see [Gro2, Thm. IV.1.8.4]. (Recall that \( f \) is assumed to be locally of finite type.) □

Definition 4.3. Let \( X \) be a scheme, and let \( K \subset X^{\text{top}} \) be a quasi-constructible subset. A subset \( S \subset K \) is a component if it is maximal among subsets of \( K \) that are irreducible and locally closed in \( X^{\text{top}} \).

Proposition 4.4. Every quasi-constructible set \( K \) is a (possibly infinite) union of its components.

Proof. It is enough to notice that the union of a chain of irreducible and locally closed subsets of \( X \) is also irreducible and locally closed. □

The following lemma will be used in the proof of Proposition 4.12.

Lemma 4.5. Let \( K \subset X^{\text{top}} \) be quasi-constructible, let \( H \subset K \) be a component of maximal dimension, and let \( H' \subset X^{\text{top}} \) be constructible set with irreducible closure such that \( H \subset H' \subset K \). Then \( \overline{H} = \overline{H'} \).

Proof. Since \( H' \) is constructible with irreducible closure, there is a unique point \( \xi' \in H' \) such that \( \overline{\xi'} = \overline{H'} \). If \( \xi \) is the generic point of \( H \), then \( \dim \xi \geq \dim \overline{\xi'} \), thus \( \xi = \xi' \). □

4.2. Triviality locus. Let \( X \) be a (locally Noetherian) scheme, and let \( p : Y \to X \) be a morphism of finite type. Let \( \ell \) be a line bundle over \( Y \).

Proposition 4.6. The triviality locus \( K' \subset X^{\text{top}} \) of \( \ell \), given by (8), is quasi-constructible.

Proof. Follows from Lemma 4.7 □
Lemma 4.7. In the situation of Proposition 4.6, assume that $X$ is integral. Let $\xi = \text{Spec } k(X)$ be the generic point of $X$; here $k(X)$ is the field of rational functions on $X$. Suppose the pullback of $\ell$ to $\xi \times_X Y$ is trivial. Then there is an open subscheme $X' \subset X$ such that

$$\ell|_{p^{-1}(X')} \simeq \mathcal{O}_{p^{-1}(X')}.$$  

Proof. Without loss of generality, we may assume that the scheme $X$ is affine. Let $s \in H^0(\xi \times_X Y, \ell)$ be a trivialization, and let $Y = \cup_i Y_i$ be a finite cover of $Y$ by affine subschemes. For each $i$, there exists a non-empty open subset $U_i \subset X$ and a trivialization

$$s_i : \ell|_{U_i \times Y_i} \rightarrow \mathcal{O}_{U_i \times Y_i},$$

such that $s$ and $s_i$ agree on $\xi \times_X Y_i$. For every pair $i,j$, there exists a non-empty open subset $U_{ij} \subset U_i \cap U_j$ such that

$$s_i|_{U_{ij} \times (Y_i \cap Y_j)} = s_j|_{U_{ij} \times (Y_i \cap Y_j)}.$$ 

Put $X' = \bigcap U_{ij}$. The trivializations $s_i$ glue to a trivialization of $\ell|_{X' \times_Y Y}$. \hfill \square

Corollary 4.8. The finite order locus $K \subset X^{\text{top}}$ of $\ell$, given by (9), is quasi-constructible.

Proof. Follows from Proposition 4.6 and Proposition 4.2. \hfill \square

Note the following lemma.

Lemma 4.9. Suppose $k$ is a field, $Y$ is a $k$-scheme of finite type, and $\ell$ is a line bundle over $Y$. Let $k' \supset k$ be a field extension. Denote the pullback of $\ell$ to $Y_{k'} := \text{Spec } k' \times_{\text{Spec } k} Y$ by $\ell_{k'}$. Then $\ell$ has finite order (that is, $\ell \otimes_d \simeq \mathcal{O}_Y$ for some $d > 0$) if and only if $\ell_{k'}$ has finite order.

Proof. The ‘only if’ direction is obvious. Let us prove the ‘if’ direction. Without loss of generality, we may assume that $\ell_{k'}$ itself is trivial. Also note that the isomorphism $\ell_{k'} \simeq \mathcal{O}_{Y_{k'}}$ is defined over a finitely generated extension of $k$, so we may assume that $k'$ is finitely generated over $k$.

Let us choose an integral scheme $X$ of finite type over $k$ with the property that $k(X) \simeq k'$. The line bundle $\mathcal{O}_X \boxtimes \ell$ over $X \times Y = X \times_X Y$ satisfies the hypotheses of Lemma 4.7 with respect to the projection $p_1 : X \times Y \to X$. By this lemma, we may assume, after replacing $X$ by an open subscheme, that $\mathcal{O}_X \boxtimes \ell \simeq \mathcal{O}_{X \times Y}$. Let $x \in X$ be a closed point with residue field $k(x)$; since the pullback of $\ell$ to $x \times Y$ is trivial, we may replace $k'$ with $k(x)$ and assume that $k' \supset k$ is a finite extension.

Finally, let $p_2 : Y_{k'} \to Y$ be the projection. Put $d = [k' : k]$, and note that

$$\ell \otimes_d \simeq \det(p_{2,*}p_2^*\ell) \simeq \det(p_{2,*}\mathcal{O}_{Y_{k'}}) \simeq \det(k' \otimes_k \mathcal{O}_Y) \simeq \mathcal{O}_Y.$$ \hfill \square

Corollary 4.10. Let $K$ be as in Corollary 4.8. Let $X_1$ be a scheme and $f : X_1 \to X$ be a morphism. Put $Y_1 := X_1 \times_X Y$, and let the line bundle $\ell_1$ over $Y_1$ be the pullback of $\ell$. Then

$$\{x_1 \in X_1 : \exists d > 0 \text{ such that } \ell_1 \otimes_d \simeq \mathcal{O}_{x_1 \times X_1 Y_1} \} = f^{-1}(K).$$
That is, the finite order locus $K$ behaves well under base changes. \hfill \Box

4.3. **Quasi-subgroups.** Suppose now that $A$ is a group scheme of finite type over a field $k$. Let $\mu_A : A \times A \to A$ be the group law, let $1 \in A(k)$ be the identity, and let $\iota_A : A \to A$ be the inversion. Denote by $\nu_A : A \times A \to A$ the "division" morphism, that is, $\nu_A := \mu_A \circ (\id_A \times \iota_A)$.

**Definition 4.11.** A quasi-constructible set $K \subset A^{\text{top}}$ is a quasi-subgroup if $1 \in K$, $K$ is invariant under $\iota_A$, and the image of $(K \times K)^{\text{qc}} \subset (A \times A)^{\text{top}}$ under $\mu_A$ is contained in $K$. (Here $(K \times K)^{\text{qc}} = (K \times \Spec k K)^{\text{qc}}$ is as in Proposition 4.2.4.) Equivalently, the last condition means that for all $z \in A \times A$, if $p_1(z) \in K$ and $p_2(z) \in K$, then $\mu_A(z) \in K$.

**Proposition 4.12.** Suppose $k$ is algebraically closed. Let $K \subset A^{\text{top}}$ be a quasi-subgroup. Then there exists a closed connected reduced subgroup scheme $H \subset A$ such that $K$ is a (possibly infinite) union of cosets of $H$. More precisely, $K \subset N(H)^{\text{top}}$, where $N(H)$ is the normalizer of $H$, and $K$ is the preimage of a (possibly infinite) subgroup in $(N(H)/H)(k) \subset (N(H)/H)^{\text{top}}$.

**Proof.** We may assume that $A$ is reduced. Let $H \subset K$ be a component of $K$ of maximal dimension. Without loss of generality, we may assume that $1 \in H$; otherwise, we replace $H$ by $HH^{-1}$ for any $h \in H(k)$. In what follows, we do not distinguish between $H$ and the corresponding reduced locally closed subscheme of $A$.

Note that $H \times H \subset A \times A$ is irreducible because $k$ is algebraically closed. Let $H \cdot H^{-1}$ be the image of $H \times H$ under the map $\nu_A$. Then $H \cdot H^{-1} \subset K$ is constructible, and its closure is irreducible. Since $H \cdot H^{-1} \supset H$, Lemma 4.1.2 implies that $H \cdot H^{-1} \subset \overline{\mathfrak{P}}$. Therefore, $\overline{\mathfrak{P}} \subset A$ is a subgroup.

For any $h \in H(k)$, both $H$ and $Hh^{-1}$ are open subsets of $\overline{\mathfrak{P}}$. Therefore, their union $H \cup Hh^{-1}$ is open in $\overline{\mathfrak{P}}$ and hence locally closed in $A$. Since this union is contained in $K$, maximality of $H$ implies that $Hh^{-1} \subset H$. Therefore, $H \subset \overline{\mathfrak{P}}$ is a subgroup. Since it is a dense open subgroup of $\overline{\mathfrak{P}}$, we see that $\overline{\mathfrak{P}} = H$.

Finally, let $K_1 \subset K$ be another component. Pick $x \in K_1(k)$, and note that the subset $H \cdot K_1 \cdot x^{-1} \subset K$ is a constructible subset with irreducible closure. Since the subset contains $H$, by Lemma 4.1.3 it coincides with $H$. Hence $K_1 \subset H \cdot K_1 = Hx$. Since $K_1 \subset K$ is a component, $K_1 = Hx$. Similarly, $K_1 = xH$, so that $x \in N(H)$. The claim follows. \hfill \Box

Clearly, the subgroup scheme $H$ in the statement of Proposition 4.12 is uniquely determined by $K$. We call it the **neutral component** of $K$.

4.4. **Shifts of line bundles.** As before, $A$ is a group scheme of finite type over a field $k$. Fix a line bundle $\Theta$ over $A$.

Given a schematic point $x \in A$, put

$$A_{k(x)} := x \times A = \Spec k(x) \times A.$$ 

Define the shift $\mu_x : A_{k(x)} \to A$ as the composition of the canonical morphism $A_{k(x)} \to A \times A$ and the group law. Let $p_x : A_{k(x)} \to A$ be the projection. Put

$$K_\Theta := \{ x \in A^{\text{top}} : \exists \ d > 0 \text{ such that } \mu_x^* \Theta \otimes^d p_x^* \Theta \otimes^d \}.$$ 


By Corollary 4.8 applied to the first projection $p_1 : A \times A \to A$ and the line bundle $\ell := \mu_A^* \Theta \otimes p_2^* \Theta^{-1}$ over $A \times A$, we know that $K_\Theta$ is quasi-constructible.

**Proposition 4.13.** $K_\Theta$ is a quasi-subgroup.

**Proof.** It is obvious that $1 \in K_\Theta$. Let $z$ be a schematic point of $A \times A$ whose projection onto each factor lies in $K_\Theta$. We need to verify that its image under $\mu_A$ belongs to $K_\Theta$ as well. By Corollary 4.10 we can extend the ground field from $k$ to $k(z)$. Thus, we may assume that $z$ is defined over the ground field $k$, in which case the statement is obvious.

Now it is also obvious that $K_\Theta$ is invariant under $\iota_A$. $\square$

**Proposition 4.14.** Assume that $\Theta$ is an ample line bundle over $A$. If $K_\Theta = A^{top}$, then $A$ is affine.

**Proof.** Clearly, we may assume that $k$ is algebraically closed. We may also assume that $A$ is reduced (that is, smooth) and connected. By Lemma 4.13 below, it suffices to show that $A$ is quasi-affine. Let $\xi \in A^{top}$ be the generic point. Replacing $\Theta$ by $\Theta^d$ for a suitable $d$, we may assume that $p_\Theta^* \Theta \simeq p_\Theta^* \Theta$. Applying Lemma 4.7 to $p_1 : A \times A \to A$ and the line bundle $\ell := \mu_A^* \Theta \otimes p_2^* \Theta^{-1}$ over $A \times A$, we see that there exists a dense open subscheme $Z \subset A$ such that $\ell$ is a trivial line bundle over $Z \times A$. We claim that $\ell$ is of the form $p_1^* \ell'$, where $\ell'$ is a line bundle over $A$. Indeed, let $D_1, \ldots, D_n$ be all the codimension one irreducible components of $A - Z$. Since $k$ is algebraically closed, $D_1 \times A, \ldots, D_n \times A$ are all the codimension one irreducible components of $(A \times A) - (Z \times A)$. Since $A$ is smooth, the trivialization of $\ell$ over $Z \times A$ gives rise to a Weil divisor, and we see that this divisor is a combination of $D_i \times A$. The claim follows. Restricting $\ell = \mu_A^* \Theta \otimes p_2^* \Theta^{-1}$ to $A \times 1$, we see that $\ell' \simeq \Theta$. Therefore $\mu_A^* \Theta \simeq p_1^* \Theta \otimes p_2^* \Theta$. Let $\Delta_+ : A \to A \times A$ be the anti-diagonal given by $\Delta_+ := (\text{Id}_A \times \iota_A) \circ \Delta_A$, where $\Delta_A$ is the diagonal. Pulling back the above isomorphism via $\Delta_+$, we get $O_A \simeq \Theta \otimes p_\Theta^* \Theta$. The right hand side is an ample line bundle; therefore, $O_A$ is ample, and we see that $A$ is quasi-affine, as claimed. $\square$

**Lemma 4.15.** A quasi-affine algebraic group $A$ of finite type over $k$ is linear.

**Proof.** Identical to the proof in the affine case. In more detail, the regular representation of $A$ is faithful. As this representation is a union of finite dimensional subrepresentations, we can find a faithful finite dimensional representation of $A$ (cf. the proof of [10,11, Prop. 1.10]). $\square$

**Corollary 4.16.** Suppose that the ground field $k$ is algebraically closed and that $\Theta$ is an ample line bundle over $A$. Let $K_\Theta$ be as in (10); denote by $K_\Theta^0 \subset K_\Theta$ the neutral component of $K_\Theta$ (see Proposition 4.12). Then the group scheme $K_\Theta$ is affine.

**Proof.** Apply Proposition 4.14 to the restriction of the line bundle $\Theta$ to $K_\Theta^0$. $\square$
5. Squarish and cubish line bundles

Conventions. In this section, we work over a fixed field $k$. (The relative version of these results is discussed in the next section.) Let $X$ be a geometrically reduced and geometrically connected projective scheme over $k$. Let $A$ be a group scheme of finite type over $k$. Assume that we are given an action $\mu : A \times X \to X$.

If $A = X$ is an abelian variety acting on itself by translations, then it follows from the Theorem of the Cube that every line bundle over $X$ satisfies a certain property. For general $A$ and $X$, this property is not automatic and we formalize it in Definition 5.10 calling the corresponding line bundles cubish.

Numerically trivial line bundles over abelian varieties satisfy a stronger property; we call such line bundles squarish in general situation (Definition 5.1). In this section, we study squarish and cubish line bundles. The main result of this section is Proposition 5.18.

5.1. Squarish line bundles.

Definition 5.1. A line bundle $\ell$ over $X$ is said to be squarish if the line bundle $\mu^*\ell \otimes p_X^*\ell^{-1}$ over $A \times X$ is isomorphic to the pullback of a line bundle over $A$.

In other words, $\ell$ is squarish if and only if there exists a line bundle $\ell_A$ over $A$ such that $\mu^*\ell \otimes p_X^*\ell^{-1} \simeq p_A^*\ell_A$. From Lemma 5.1 we obtain an isomorphism
\[
\ell_A \simeq p_A^*(\mu^*\ell \otimes p_X^*\ell^{-1});
\]
thus, $\ell_A$ is determined by $\ell$.

Proposition 5.2. Assume that $k$ is algebraically closed and suppose $A = X$ is an abelian variety, acting on itself by translations. Then a line bundle $\ell$ is squarish if and only if it is numerically trivial.

Proof. By the first definition in [Mum Sect. 8] and the theorem in [Mum Sect. 13], a line bundle is squarish if and only if it corresponds to a point of the dual abelian variety $\tilde{X} = \text{Pic}^0(X)$. It remains to show that $\text{Pic}^0(X) = \text{Pic}^\tau(X)$. Let $\ell$ be a line bundle on $X$ such that for some $d > 0$ we have $[\ell^\otimes d] \in \text{Pic}^0(X)(k)$. By Proposition 2 of [Mum Sect. 2], the group $\text{Pic}^0(X)(k)$ is divisible, so there is $\ell_0 \in \text{Pic}^0(X)(k)$ such that $\ell^\otimes d \simeq \ell_0^\otimes d$. Thus $\ell \otimes \ell_0^{-1}$ has finite order in the group $\text{Pic}^0(X)(k)$, so applying Observation (v) of [Mum Sect. 8], we see that $[\ell \otimes \ell_0^{-1}] \in \text{Pic}^0(X)(k)$. The statement follows. $\square$

Example 5.3. Let $C$ be an integral projective curve. Let $\text{Pic}^0(C)$ be the Jacobian of $C$. If $C$ is singular, $\text{Pic}^0(C)$ is not compact, but it admits a natural compactification: the compactified Jacobian $\overline{\text{Pic}}^0(C)$, introduced by Altman, Iarrobino, and Kleiman in [AIK]. Points in $\overline{\text{Pic}}^0(C)$ parameterize torsion-free coherent sheaves $\mathcal{F}$ on $C$ such that the generic rank of $\mathcal{F}$ is 1 and $\chi(\mathcal{F}) = \chi(\mathcal{O}_C)$. The action of $\text{Pic}^0(C)$ on itself by translations extends to an action of $\overline{\text{Pic}}^0(C)$ on $\overline{\text{Pic}}^0(C)$ given by the tensor product
\[
(L, \mathcal{F}) \mapsto L \otimes \mathcal{F}, \quad (L \in \text{Pic}^0(C), \mathcal{F} \in \overline{\text{Pic}}^0(C)).
\]

Now fix $L_0 \in \text{Pic}^0(C)$. It defines a line bundle $\ell$ over $\overline{\text{Pic}}^0(C)$ whose fiber over a torsion-free sheaf $\mathcal{F} \in \overline{\text{Pic}}^0(C)$ is given by
\[
\ell_\mathcal{F} := \text{det}\Gamma(L_0 \otimes \mathcal{F}) \otimes \text{det}\Gamma(\mathcal{F})^{-1}.
\]
It is not hard to see that this line bundle is squarish. This claim appears implicitly in [Ari1, Prop. 1]. If \( C \) is smooth, this is a special case of Proposition 5.2.

The notion of a squarish line bundle can be reformulated as follows. A line bundle \( \ell \) over \( X \) gives rise to a point \( [\ell] \in \text{Pic}(X)(k) \). The action of \( A \) on \( X \) induces an action
\[
\mu_{\text{Pic}} : A \times \text{Pic}(X) \to \text{Pic}(X)
\]
of \( A \) on \( \text{Pic}(X) \).

**Proposition 5.4.** A line bundle \( \ell \) is squarish if and only if \([\ell] \in \text{Pic}(X)(k)\) is fixed by \( A \).

**Proof.** Consider the line bundle \( \mu^* \ell \otimes p_a^* \ell^{-1} \) over \( X \times A \). As an \( A \)-family of line bundles over \( X \), it gives a morphism \( s'_\ell : A \to \text{Pic}(X) \). Now both conditions are equivalent to \( s'_\ell \) being the zero morphism (use Proposition 3.5(ii)). \( \square \)

Let \( a \in A \) be a point. Similarly to Section 4.4, we denote by \( \mu_a : X_{k(a)} \to X \) and \( p_a : X_{k(a)} \to X \) the shift and the projection, respectively.

**Proposition 5.5.** Suppose \( A \) is reduced. Then a line bundle \( \ell \) over \( X \) is squarish if and only if for every point \( a \in A \), we have \( \mu_a^* \ell \simeq p_a^* \ell \).

**Proof.** The ‘if’ direction follows from Corollary 3.11 applied to \( \mu^* \ell \otimes p_a^* \ell^{-1} \). The ‘only if’ direction is obvious. \( \square \)

A line bundle \( \ell \) is squarish if and only if it is ‘projectively equivariant’ under the action of \( A \), in the following sense:

**Proposition 5.6 (cf. [Pol, Sect. 10.2]).** A line bundle \( \ell \) is squarish if and only if there exists a central extension of group schemes
\[
1 \to \mathbb{G}_m \to \tilde{A} \to A \to 1
\]
and a structure of an \( \tilde{A} \)-equivariant line bundle over \( \ell \) (here \( \tilde{A} \) acts on \( X \) through the quotient \( \tilde{A} \to A \)) such that the action of \( \mathbb{G}_m \subset \tilde{A} \) on \( \ell \) is the tautological action by fiberwise dilations.

Moreover, one can take \( \tilde{A} \) to be complement of the zero section in the total space of line bundle \( \ell_A \) over \( A \) (described after Definition 5.3).

**Proof.** For the ‘if’ direction, we see that \([\ell] \in \text{Pic}(X)(k)\) is fixed by the action of \( \tilde{A} \). Since \( A \) acts on \( X \), and therefore on \( \text{Pic}(X)(k) \), through the quotient \( \tilde{A} \to A \), the claim follows from Proposition 5.5.

For the ‘only if’ direction, we can construct \( \tilde{A} \) as the scheme of lifts of the action of \( A \) on \( X \) to \( \ell \). Explicitly, let \( \tilde{A} \) be complement of the zero section in the total space of line bundle \( \ell_A \). It is easy to see that \( \tilde{A} \) represents the functor that sends a test \( k \)-scheme \( Z \) to the set of pairs
\[
\text{Mor}(Z, \tilde{A}) = \{ (\varphi, \eta) | \varphi : Z \to A, \eta : \mu_{\varphi}^* \ell \cong p_\varphi^* \ell \}.
\]
Here \( \mu_{\varphi} \) is the composition \( Z \times X \xrightarrow{\varphi \times \text{Id}_X} A \times X \xrightarrow{\text{pr}_1} X \). It is easy to see that \( \tilde{A} \) is indeed a group scheme that is a central extension of \( A \) by \( \mathbb{G}_m \), and that \( \ell \) is equivariant under the action of \( \tilde{A} \). \( \square \)
Remarks 5.7. (i) One can check that the extension (11) and the \( \tilde{A} \)-equivariant structure on \( \ell \) satisfying the conditions of the proposition are unique up to a natural isomorphism.

(ii) Assume that \( k \) is a field of characteristic zero and \( A \) is a connected commutative group. Then \( \tilde{A} \) is automatically commutative. Indeed, the commutator map on \( \tilde{A} \) gives a bilinear pairing \( A \times A \to \mathbb{G}_m \), which is necessarily trivial.

5.2. Cohomology of line bundles. We keep the notation of the previous subsection. The following claim is a generalization of \([\text{Ari1}, \text{Prop. 1}]\) (cf. Observation (vii) in \([\text{Mum}, \text{Sect. 8}]\)). Recall that if \( x \) is a \( k \)-rational point of \( X \), then we have a morphism \( \mu_x : A \to X \).

**Proposition 5.8.** Suppose \( \ell \) is a squarish line bundle over \( X \), and \( H^*(X, \ell) \neq 0 \). Let \( x \in X \) be a \( k \)-rational point. Then for some \( d > 0 \)

\[
\mu_x^\ell \otimes d \cong O_A.
\]

**Proof.** The proof essentially repeats that of \([\text{Ari1}, \text{Prop. 1}]\). Let \( \tilde{A} \) be complement of the zero section in the total space of \( \ell_A \). Proposition 5.6 gives a structure of a group scheme on \( \tilde{A} \) and an action of \( \tilde{A} \) on \( \ell \) such that \( \mathbb{G}_m \subset A \) acts tautologically by dilations. It is easy to see that \( \ell_A \cong \mu_x^\ell \) (in particular, the isomorphism class of \( \mu_x^\ell \) is independent of the choice of \( x \)). Thus \( \tilde{A} \) is a \( \mathbb{G}_m \)-torsor over \( A \), and the corresponding line bundle

\[
\tilde{A} \times_{\mathbb{G}_m} \mathbb{G}_m^1
\]

is isomorphic to \( \mu_x^\ell \). The group scheme \( \tilde{A} \) acts on \( V := H^*(X, \ell) \). Note that \( V \) is finite dimensional because \( X \) is proper; put \( d = \dim V \). We obtain an action of \( \tilde{A} \) on \( \det(V) \) such that \( \mathbb{G}_m \) acts as

\[
a \mapsto a^d.
\]

The corresponding character splits the \( d \)-th multiple of the extension (11). This splitting gives a nowhere vanishing section of \( \mu_x^\ell \otimes d \). \( \square \)

**Remark 5.9.** Suppose the ground field \( k \) is algebraically closed and \( \tilde{A} \) is commutative. For instance, this holds if \( k \) is an algebraically closed field of characteristic zero and \( A \) is connected and commutative, see Remark 5.7(ii). We can then take \( V \) to be a one-dimensional subrepresentation \( V \subset H^*(X, \ell) \). Therefore, we can always guarantee that \( d = 1 \) in this case (cf. \([\text{Ari1}, \text{Prop. 1}]\)).

5.3. Cubish line bundles. Let, \( \mu_A : A \times A \to A \) be the group multiplication, let \( \nu_A : A \times A \to A \) be the division morphism as in Section 5.3. Let \( \Theta \) be a line bundle over \( X \). Consider the product \( A \times A \times X \), and the following four morphisms

\[
\mu \circ (\mu_A \times \text{Id}_X), \mu \circ p_{23}, \mu \circ p_{13}, p_3 : A \times A \times X \to X.
\]

**Definition 5.10.** The line bundle \( \Theta \) is cubish (with respect to the action of \( A \) on \( X \)) if the line bundle

\[
(12) \quad (\mu \circ (\mu_A \times \text{Id}_X))^\ast \Theta \otimes p_3^\ast \Theta \otimes (\mu \circ p_{23})^\ast \Theta^{-1} \otimes (\mu \circ p_{13})^\ast \Theta^{-1}
\]

over \( A \times A \times X \) is isomorphic to the pullback of a line bundle over \( A \times A \).

**Example 5.11.** Let \( X = A \) be an abelian variety acting on itself by translations. The Theorem of the Cube implies that any line bundle over \( X \) is cubish; see \([\text{Pol}, \text{Thm. 8.4}]\).
Proposition 5.12. A line bundle $\Theta$ is cubish if and only if the morphism $s'_{\Theta} : A \to \text{Pic}(X)$ corresponding to the line bundle $\mu^*\Theta \otimes p_2^*\Theta^{-1}$ over $A \times X$ is a group homomorphism.

Proof. The morphism $s'_{\Theta}$ is a group homomorphism if and only if the two induced morphisms $A \times A \to \text{Pic}(X)$ coincide. These morphisms correspond to two line bundles over $A \times A \times X$. One just needs to check that the quotient of these line bundles is equal to $\Omega$ and use Proposition 5.5(ii). $\square$

Proposition 5.13. Suppose $A$ is geometrically reduced. Then a line bundle $\Theta$ is cubish if and only if for any point $a \in A$, the line bundle $\mu_a^*\Theta \otimes p_a^*\Theta^{-1}$ over $X_{k(a)}$ is squarish with respect to the action of the $k(a)$-group scheme $A_{k(a)}$. Here $\mu_a$ and $p_a$ are as in Proposition 5.6.

Proof. Assume that for any point $a \in A$, the line bundle $\mu_a^*\Theta \otimes p_a^*\Theta^{-1}$ over $X_{k(a)}$ is squarish. Then the restriction of the line bundle (12) to a fiber of $p_1 : A \times A \times X \to A$ over any $a \in A$ is isomorphic to the pullback of a line bundle over $A_{k(a)}$. Thus the restriction of (12) to each fiber of the projection $A \times A \times X \to A \times A$ is trivial. Now it follows from Corollary 5.11 that $\Theta$ is cubish (note that $A \times A$ is reduced, since $A$ is geometrically reduced). The converse statement is left to the reader. $\square$

Fix a cubish line bundle $\Theta$ over $X$. We call the line bundle
\[ P_{\Theta} := \mu^*\Theta \otimes p_2^*\Theta^{-1} \]
over $A \times X$ the Poincaré line bundle (corresponding to $\Theta$ and the action of $A$ on $X$). More generally, we can fix a squarish line bundle $\theta$ over $X$ and consider the shifted Poincaré line bundle
\[ P_{\Theta, \theta} := P_{\Theta} \otimes p_2^*\theta. \]
Consider the pushforward
\[ R\mu_{1, *}P_{\Theta, \theta} \in D_{\text{coh}}^b(A). \]
Its support is a closed subset
\[ \text{supp}(R\mu_{1, *}P_{\Theta, \theta}) \subset A^{\text{top}}. \]
Our goal is to estimate its codimension from below.

Let us now fix a rational point $x \in X(k)$ (assumed to exist), and consider the morphism $\mu_x : A \to X$. The pullback $\mu_x^*\Theta$ is a line bundle over $A$. To it, we can associate a quasi-subgroup $K_{\mu_x^*\Theta} \subset A^{\text{top}}$ defined in (10). We claim that $\text{supp}(R\mu_{1, *}P_{\Theta, \theta})$ is contained in one coset of $K_{\mu_x^*\Theta}$, in the following sense:

Proposition 5.14. For any point $x \in X(k)$,
\[ \nu_A(\text{supp}(R\mu_{1, *}P_{\Theta, \theta})) \times \text{supp}(R\mu_{1, *}P_{\Theta, \theta})) \subset K_{\mu_x^*\Theta}, \]
where $\nu_A$ is the division morphism.

Proof. By Corollary 5.10 we may assume that $k$ is algebraically closed. Next, we may assume that $A$ is reduced, and thus geometrically reduced.

Consider the following line bundles over $A \times A$:
\[ P_{\Theta, x} = (\text{Id}_A \times \mu_x)^*P_{\Theta} \]
\[ P_{\Theta, \theta, x} = (\text{Id}_A \times \mu_x)^*P_{\Theta, \theta} \simeq P_{\Theta, x} \otimes (\mu_x \circ p_2)^*\theta, \]
and let
\[ K_{\Theta,x} = \{ a \in A : \exists d > 0 \text{ such that } P_{\Theta,x}^{\otimes d} |_{a \times A} \simeq O_{a \times A} \} \subset A^{\text{top}} \]
\[ K_{\Theta,\theta,x} = \{ a \in A : \exists d > 0 \text{ such that } P_{\Theta,\theta,x}^{\otimes d} |_{a \times A} \simeq O_{a \times A} \} \subset A^{\text{top}} \]
be their finite order loci (note that \( K_{\Theta,x} = K_{\mu^*_x,\Theta} \)). (One can check that if \( x \) changes, \( P_{\Theta,x} \) and \( P_{\Theta,\theta,x} \) get multiplied by the pullback of a line bundle under \( p_1 : A \times A \to A \), so in fact \( K_{\Theta,x} \) and \( K_{\Theta,\theta,x} \) do not depend on \( x \).

Next, it follows from Proposition 5.13 and the obvious fact that a product of squarish line bundles is squarish, that for all \( a \in A \) the line bundle \( P_{\Theta,\theta} |_{a \times X} \) is squarish. Now by Proposition 5.15 we see that if \( H^*(X, P_{\Theta,\theta} |_{a \times X}) \not= 0 \), then \( a \in K_{\Theta,\theta,x} \). Using the base change, we get
\[ \text{supp}(Rp_1, P_{\Theta,\theta}) \subset K_{\Theta,\theta,x}. \]
Finally, a direct calculation, using that \( \theta \) is squarish, shows that
\[ \nu((K_{\Theta,\theta,x} \times K_{\Theta,\theta,x})^{\text{qc}}) \subset K_{\Theta,x} = K_{\mu^*_x,\Theta}. \]

\[ \square \]

**Corollary 5.15.** Let \( y \) be a \( k \)-rational point of \( \text{supp}(Rp_1, P_{\Theta,\theta}) \) (assumed to exist). Then \( \text{supp}(Rp_1, P_{\Theta,\theta}) \) is a subset of the shift of \( K_{\mu^*_x,\Theta} \) by \( y \).

5.4. Let \( \delta(A) \) be the dimension of the maximal connected reduced affine subgroup scheme in \( \text{Spec} \, \bar{k} \times A \), where \( \bar{k} \) is an algebraic closure of \( k \). Note that in Section 2 we gave a slightly different definition of \( \delta(A) \) under the additional assumption that the characteristic of \( k \) is zero. According to the Chevalley theorem, the definitions agree.

If \( A \) is commutative, then under certain mild assumptions, we can equivalently compute \( \delta \) as the maximal dimension of stabilizers. For a schematic point \( x \in X \), we denote the stabilizer of \( x \) by \( \text{St}_x \subset A_x := x \times A \).

**Lemma 5.16.** Either \( \text{St}_x \) is affine for all points \( x \in X \) or it fails to be affine for all points \( x \in X \).

**Proof.** Using extensions of the ground field \( k \), we see that it suffices to verify the claim for points in \( X(k) \). Also, we may assume that \( \bar{k} = k \). Finally, we may assume that \( X \) is integral.

Denote by \( A' \subset A \) the kernel of the action of \( A \) on \( X \). Then \( \text{St}_x \subset A' \) for all \( x \in X(k) \). In particular, if \( A' \) is not affine, then \( \text{St}_x \) fails to be affine for all \( x \in X(k) \).

Suppose now that \( A' \) is affine. Let \( O_{X,x} \) be the local ring of \( x \in X \), and let \( m_{X,x} \subset O_{X,x} \) be the maximal ideal. The group \( \text{St}_x \) acts on \( O_{X,x} \). The kernel of the induced representation of \( \text{St}_x \) on \( O_{X,x}/m_{X,x}^N \) coincides with \( A' \) for \( N \gg 0 \). Hence \( \text{St}_x \) is affine, as claimed.

\[ \square \]

**Proposition 5.17.** Assume that \( A \) is commutative and there is a point \( x \in X \) such that the stabilizer \( \text{St}_x \) is affine. Then \( \delta(A) = \max\{ \dim(\text{St}_x) : x \in X \} \); moreover, it is enough to take the maximum over closed points.

**Proof.** By Lemma 5.16 the inequality \( \delta(A) \geq \max\{ \dim(\text{St}_x) : x \in X \} \) follows from definitions. Conversely, let
\[ A^{\text{aff}}_k \subset A_k = \text{Spec} \, \bar{k} \times A \]
be the maximal affine reduced connected group subscheme; its existence is guaranteed by the Chevalley Theorem. The affine scheme \( A^{aff}_{\bar{k}} \) acts on the projective scheme \( X_{\bar{k}} = \text{Spec} \bar{k} \times X \), and therefore by the Borel Theorem \([15] \text{ Thm. 8.4}\) the action has a fixed point \( \bar{x} \in X(\bar{k}) \). Let the closed point \( x \) be the image of \( \bar{x} : \text{Spec} \bar{k} \to X \), then

\[
\dim(\text{St}_x) = \dim(\text{St}_{\bar{x}}) \geq \dim A^{aff}_{\bar{k}} = \delta(A).
\]

\[\square\]

**Proposition 5.18.** Assume that there is a closed point \( x \in X \) whose stabilizer \( \text{St}_x \) is finite. Let \( \Theta \) be an ample cubish line bundle over \( X \); let \( \theta \) be a squarish line bundle over \( X \). Then

\[
\dim \text{supp} R_{p_1*} P_{\Theta, \theta} \leq \delta(A).
\]

**Proof.** We may assume that \( k \) is algebraically closed. Let \( x \in X(k) \) be a point with finite stabilizer. By Corollary \([16] \text{ Cor. 4.15}\) \( \text{supp} R_{p_1*} P_{\Theta, \theta} \) is contained in a coset of \( K_{\mu_x^*} \Theta \).

By Proposition \([17] \text{ Prop. 4.12}\) each component of \( K_{\mu_x^*} \Theta \) is a coset of an algebraic subgroup \( K_{\mu_x^*}^0 \), and we see that

\[
\dim \text{supp} R_{p_1*} P_{\Theta, \theta} \leq \dim K_{\mu_x^*}^0.
\]

Thus we only need to show that \( K_{\mu_x^*}^0 \) is affine. By Corollary \([18] \text{ Cor. 4.16}\) this will follow if we show that \( \mu_x^* \Theta \) is an ample line bundle over \( A \).

Now we prove that \( \mu_x^* \Theta \) is ample. Note that the image \( \mu_x(A) \subset X \) is the \( A \)-orbit of \( x \); therefore the image is locally closed. Moreover, when viewed as a morphism onto its image,

\[
\mu_x : A \to \mu_x(A)
\]

is quasi-finite, and therefore generically finite. Using the \( A \)-equivariance of this morphism, we see that it is in fact finite. Hence \( \mu_x^* \Theta \) is ample over \( A \), as the pullback of an ample line bundle under a finite morphism (see e.g. \([20] \text{ Prop. 5.1.12}\)). \(\square\)

### 6. Direct image of the Poincaré line bundle

In this section, we discuss families of squarish and cubish line bundles, and define shifted Poincaré line bundles for degenerate abelian schemes. Our main result is Proposition 6.6.

#### 6.1. Squarish line bundles in families.

Let us now consider a relative version of the framework from the previous section. Let \( k \) be a field, let \( B \) be a base scheme that we suppose to be locally of finite type over \( k \). Let \( \pi_X : X \to B \) be a flat projective morphism whose geometric fibers are reduced and connected. Let \( \pi_A : A \to B \) be a group scheme of finite type over \( B \). Finally, let \( \mu : A \times_B X \to X \) be an action of \( A \) on \( X \).

**Definition 6.1.** Let \( \ell \) be a line bundle over \( X \). We say that \( \ell \) is \((relatively)\ squarish\) if the line bundle

\[
\ell' := \mu^* \ell \otimes p_2^* \ell^{-1}
\]

over \( A \times_B X \) is isomorphic to the pullback of a line bundle over \( A \).

We say that \( \ell \) is \((relatively)\ cubish\) if the line bundle \( \ell' \) is squarish with respect to the action of the \( A \)-group scheme \( A \times_B A \) on \( A \times_B X \).
Unwinding the definition of the relatively cubish line bundle, we see that if $B$ is the spectrum of a field, it is equivalent to Definition 5.10.

**Remark 6.2.** The line bundle $\ell$ yields a section $s_\ell : B \rightarrow \text{Pic}(X/B)$ of the relative Picard space. The action of $A$ on $X$ induces an action

$$\mu_{\text{Pic}} : A \times_B \text{Pic}(X/B) \rightarrow \text{Pic}(X/B).$$

Similar to Proposition 5.4, $\ell$ is squarish if and only if $s_\ell$ is invariant under this action; that is, the morphism

$$\mu_{\text{Pic}} \circ (\text{Id}_A \times (s_\ell \circ \pi_A)) : A \rightarrow \text{Pic}(X/B)$$

is ‘fiberwise constant’. Similarly, $\ell$ is cubish if and only if the morphism is ‘fiberwise affine linear’.

**Proposition 6.3.** (i) Suppose $B$ is reduced. A line bundle $\ell$ is relatively squarish (resp. cubish) if and only if the restriction $\ell_b$ of $\ell$ to $X_b$ is squarish (resp. cubish) for every schematic point $b \in B$.

(ii) Suppose that $A$ is flat over $B$, and that one of the following two conditions is satisfied: either $\ell$ is fiberwise numerically trivial, or the fibers of $\pi_A$ are connected.

Under these assumptions, the set of points $b \in B$ such that $\ell_b$ is squarish (resp. cubish) is specialization-closed. Equivalently, the set is a possibly infinite union of closed sets.

**Proof.** Let us prove (i). By definition, $\ell$ is squarish if and only if the line bundle $\ell'$ over $A \times_B X$ is isomorphic to the pullback of a line bundle over $A$. Let $s'_\ell : A \rightarrow \text{Pic}(A \times_B X/A)$ be the corresponding section of the relative Picard space; by Proposition 5.6, $\ell$ is squarish if and only if $s'_\ell$ is the zero section. Since the zero section is a locally closed embedding by Proposition 3.7, this condition can be verified on fibers of the morphism $A \rightarrow B$, provided $B$ is reduced.

The argument for cubish line bundles is similar: $\ell$ is cubish if and only if the line bundle $\ell''$ over $A \times_B A \times_B X$ is isomorphic to the pullback of a line bundle over $A \times_B A$. This condition can be checked on fibers of the projection $A \times_B A \rightarrow B$.

Now let us prove (ii). Under our assumptions, the morphism $s'_\ell$ factors through $\text{Pic}^\circ(A \times_B X/A)$ (note that since $\pi_A : A \rightarrow B$ is a group scheme, its fibers are connected if and only if they are geometrically connected). By Proposition 5.9, the zero section is closed in $\text{Pic}^\circ(A \times_B X/A)$, so we see that the preimage $Z \subset A$ of the zero section under $s'_\ell$ is a closed subscheme in $A$. Given $b \in B$, we see that $\ell_b$ is squarish if and only if $\pi_A^{-1}(b)$ is contained in $Z$ (scheme theoretically). The set of such $b$ is specialization-closed because $\pi_A$ is flat.

The argument for cubish bundles is similar. \qed

**Remark 6.4.** In the situation of Proposition 6.3(ii), suppose that $\pi_A$ has geometrically reduced fibers. Then $\ell_b$ is squarish if and only if $b \in B - \pi_A(A - Z)$ (where $Z$ is defined in the proof of the proposition). Thus, the locus of $b \in B$ such that $\ell_b$ is squarish is closed, and not just specialization-closed: a similar argument works for cubish bundles.

Finally, note the behavior of the defect $\delta$ in families.

**Proposition 6.5.** Suppose that $A$ is commutative and that for every point $b \in B$, there is a point $x \in X_b$ in the fiber over $b$ whose stabilizer is affine. Then the function

$$b \mapsto \delta(A_b) : B \rightarrow \mathbb{Z}$$

is 'fiberwise constant'. Similarly, $\ell$ is cubish if and only if the morphism is 'fiberwise affine linear'.
is upper-semicontinuous.

Proof. Fix $k$, and let us show that the set
$$\{ b \in B : \delta(A_b) \geq k \} \subset B$$
is closed. Put
$$Y := \{ x \in X : \dim(\text{St}_x) \geq k \}. $$
Here $\text{St}_x$ is the stabilizer of $x \in X$ (cf. Section 5.4). Then $Y$ is closed by \cite[Thm. 13.1.3]{Gro3} applied to the natural morphism $A \times_B X \rightarrow X \times_B X$. Further,
$$\{ b \in B : \delta(A_b) \geq k \} = \pi_X(Y)$$
by Proposition 5.17. Since $\pi_X$ is proper, the proposition follows. $\square$

6.2. Line bundles over degenerate abelian schemes. Let us now impose additional restrictions on the collection $(\pi_X : X \rightarrow B, \pi_A : A \rightarrow B, \mu : A \times_B X \rightarrow X)$: we require it to be a degenerate abelian scheme in the sense of Definition 2.1. Replacing $B$ by a Zariski cover, we can find a relatively ample line bundle $\Theta$ over $\pi_X : X \rightarrow B$. Let $\theta$ be a fiberwise numerically trivial line bundle over $\pi_X : X \rightarrow B$.

Define the shifted Poincaré line bundle over $A \times_B X$ as
$$P_{\Theta,\theta} := \mu^* \Theta \otimes p_2^* \Theta^{-1} \otimes p_2^* \theta$$

Proposition 6.6. Assume that the fibers of $\pi_A$ are connected. Then $R_p_{1,*}P_{\Theta,\theta}$ is supported in cohomological degree $g$.

Proof. First of all, we claim that every line bundle over $X$ is relatively (and thus by Proposition 6.3(i) fiberwise) cubish. Indeed, every line bundle is cubish over the generic fiber because this fiber is a torsor over an abelian variety (this follows from the Theorem of the Cube, see Example 5.11). It remains to use Proposition 6.3(ii).

Thus $\Theta$ is relatively (and fiberwise) cubish.

Next, combining Proposition 5.2 and Lemma 4.9, we see that $\theta$ is squarish over the generic fiber. Thus it is relatively (and fiberwise) squarish. Consider the closed subset $B' := \text{supp} R_p_{1,*}P_{\Theta,\theta}$.

Next, by Definition 2.1(vi) every fiber $X_b$ of $\pi_X : X \rightarrow B$ has a point $x$ with finite stabilizer in $A \times_B x$. The set of such $x$ is open in $X_b$ (see the proof of Proposition 5.5), so we may assume that $x$ is a closed point. Thus we can apply Proposition 5.18 to the fiber. Combining this proposition and the estimates (3), we see that $\dim B' \leq \dim B$ so that $\text{codim} B' \geq g$. Since $P_{\Theta,\theta}$ is flat over $A$, we see that $R_p_{1,*}P_{\Theta,\theta} = 0$ for $i < g$. $\square$

Remark 6.7. It is easy to see from the proof that $B'$ is Cohen–Macaulay of pure codimension $g$.

7. Proof of Theorem 1

We keep the notation of Theorem 1. In particular, $k$ is a field of characteristic zero. Since the statement of Theorem 1 is local over the base $B$, we can assume that $B$ is connected and there exists a relatively ample line bundle over $\pi_X : X \rightarrow B$ without losing generality. Let us fix such a line bundle $\Theta$.

Also, by \cite[Exp. VI$_B$, Thm. 3.10]{DG}, the union of neutral connected components of the fibers of the group scheme $\pi_A : A \rightarrow B$ is an open subscheme of $A$. Replacing $A$ by this subscheme, we may assume that the fibers of $\pi_A$ are connected, and thus geometrically connected because $\pi_A : A \rightarrow B$ is a group scheme.
Let \( P_\Theta := \mu ^* \Theta \otimes p_2^* \Theta ^{-1} \) be the Poincaré line bundle over \( A \times _B X \) given by \( \Theta \). It gives rise to a morphism \( \varphi : A \to \text{Pic}(X/B) \).

7.1. The first step in the proof of Theorem 1 is the following

**Proposition 7.1.** The morphism \( \varphi : A \to \text{Pic}(X/B) \) is unramified.

Let us make some observations before proving Proposition 7.1.

Denote by \( \zeta _A : B \to A \) the zero section. Let \( a := \text{Lie}(A/B) = \zeta _A^* T(A/B) \) be the Lie vector bundle of the smooth group scheme \( \pi _A : A \to B \); it is a vector bundle over \( B \). We have \( T(A/B) = \pi _A^* a \). Let \( \omega _{A/B} \) be the relative dualizing line bundle of \( \pi _A \). We have \( \omega _{A/B} = \pi _A^* (\wedge ^a a)^{-1} \). Also, by Definition 2.1(ii), there is an open dense subset \( B_0 \subset B \) such that \( X_0 := \pi _X^{-1}(B_0) \) is a torsor over the abelian scheme \( A_0 := \pi _A^{-1}(X_0) \); set \( \pi _{X_0} := \pi _X|_{X_0} \). The infinitesimal action of \( \text{Lie}(A_0/B_0) \) on \( X_0 \) gives an isomorphism

\[
T(X_0/B_0) = \pi _{X_0}^* (\text{Lie}(A_0/B_0)) = \pi _X^* a|_{X_0}.
\]

On the other hand, by Definition 2.1(iii), the relative dualizing line bundle \( \omega _{X/B} \) of \( \pi _X : X \to B \) is of the form \( \pi _X^* \ell _1 \) for some line bundle \( \ell _1 \) over \( B \). Let us fix such \( \ell _1 \) and isomorphism. This provides an isomorphism

\[
(13) \quad \pi _X^* \ell _1|_{X_0} = \omega _{X_0/B_0} = \pi _X^* (\wedge ^a a)^{-1}|_{X_0}.
\]

Applying the pushforward \( \pi _{X_0,*} \) to this isomorphism and using Lemma 5.1 we obtain a canonical isomorphism

\[
(14) \quad \ell _1|_{B_0} = (\wedge ^a a)^{-1}|_{B_0}.
\]

**Lemma 7.2.** The isomorphism \( 14 \) extends to an isomorphism of line bundles \( \ell _1 = (\wedge ^a a)^{-1} \), so that \( \omega _{X/B} = \pi _X^* (\wedge ^a a)^{-1} \).

**Proof.** Let \( X' \subset X \) be the locus of points \( x \in X \) such that \( \pi _X \) is smooth at \( x \) and the stabilizer of \( x \) in \( A_{\pi _X(x)} \) is finite. Since the dimensions of the stabilizers are upper-semicontinuous (see the proof of Proposition 6.5), \( X' \) is open. Also, \( \pi _X(X') = B \). Indeed, for any closed point \( b \in B \), the smooth locus of the fiber \( X_b \) is open and dense, while the locus of points with finite stabilizers is open and non-empty. Denote the restriction of \( \pi _X \) to \( X' \) by \( \pi _X' \).

As above, over \( X' \) the action \( \mu \) gives an isomorphism

\[
\text{Lie}(\mu) : \pi _X^* a|_{X'} \to T(X'/B).
\]

It induces an isomorphism

\[
\pi _X^* (\wedge ^a a)|_{X'} = \omega _{X'/B} = \pi _X^* (\wedge ^a a)^{-1}
\]

whose restriction to \( X_0 \) coincides with \( 13 \). Since \( X' \to B \) is a smooth surjective morphism, this isomorphism descends to \( B \). In more detail, we need to check that two induced isomorphisms on \( X' \times _B X' \) coincide, which is enough to check on \( X' \times _B X' \), but over \( B_0 \) our isomorphism descends to \( 14 \). \( \square \)

We fix an isomorphism provided by the lemma.

**Proof of Proposition 7.1.** \( \varphi \) is unramified if and only if the codifferential

\[
(15) \quad \varphi ^* \Omega _{\text{Pic}(X/B)/B} \to \Omega _{A/B}
\]

is surjective (see [Gro4, Cor. 17.2.2]). Consider also the dual morphism

\[
d\varphi : \mathcal{H}om_A(\Omega _{A/B}, \mathcal{O}_A) \to \mathcal{H}om_A(\varphi ^* \Omega _{\text{Pic}(X/B)/B}, \mathcal{O}_A).
\]
Note that
\[ \text{Hom}_A(\Omega_{A/B}, \mathcal{O}_A) = \pi_A^* \text{Lie}(A/B) = \pi_A^* \mathfrak{a}. \]

It follows from the deformation theory (see for instance [BLR, Sect. 8.4, Thm. 1(a)]) that
\[ \text{Hom}_{\text{Pic}(X/B)}(\Omega_{\text{Pic}(X/B)/B}, \mathcal{O}_{\text{Pic}(X/B)}) = \pi_{\text{Pic}}^* R^1 \pi_{X,*} \mathcal{O}_X, \]
where \( \pi_{\text{Pic}} : \text{Pic}(X/B) \to B \) is the projection. Thus we have
\[ d\varphi : \pi_A^* \mathfrak{a} \to \pi_A^* R^1 \pi_{X,*} \mathcal{O}_X. \]

In general, injectivity of \( d\varphi \) does not imply surjectivity of \( (15) \). To circumvent this difficulty, consider a test scheme \( S \) and a morphism \( \psi : S \to B \). Consider the dual morphism to the corresponding base change of \( (15) \); denote it by \( d\varphi^S \). It is enough to check that \( d\varphi^S \) is injective for any \( \psi \) because surjectivity of \( (15) \) can be checked fiberwise. Clearly, we have
\[ d\varphi^S : \pi_{A_S}^* \mathfrak{a}_S \to \pi_{A_S}^* \psi^* R^1 \pi_{X_S,*} \mathcal{O}_{X_S}, \]
where \( \pi_{A_S} \) and \( \pi_{X_S} \) are the projections, and \( \mathfrak{a}_S \) is the pullback of \( \mathfrak{a} \) to \( A_S \).

Consider also the base changed morphism \( \varphi_S : A_S \to \text{Pic}(X_S/S) \) and the corresponding morphism of sheaves
\[ \varphi_S^* \Omega_{\text{Pic}(X_S/S)/S} \to \Omega_{A_S/S}. \]

Similarly to the above, its dual morphism is
\[ (16) \quad d\varphi_S : \pi_{A_S}^* \mathfrak{a}_S \to \pi_{A_S}^* R^1 \pi_{X,S,*} \mathcal{O}_{X_S}. \]

It is easy to see that \( d\varphi_S \) factors through \( d\varphi^S \). Thus it is enough to prove

**Lemma 7.3.** The morphism \( d\varphi_S \) is injective for all base changes \( \psi : S \to B \).

**Proof.** Lemma 7.2 provides a morphism
\[ R^g \pi_{X,*} \mathcal{O}_X = R^g \pi_{X,*} \omega_{X/B} \otimes \pi_X^*(\wedge^g \mathfrak{a})) = R^g \pi_{X,*} \omega_{X/B} \otimes \wedge^g \mathfrak{a} \xrightarrow{\text{tr} \otimes \text{Id}} \wedge^g \mathfrak{a}. \]

Consider the composition
\[ (17) \quad \pi_A^*(\wedge^g \mathfrak{a}) \xrightarrow{\wedge^g d\varphi} \pi_A^*(\wedge^g R^1 \pi_{X,*} \mathcal{O}_X) \xrightarrow{\cup^g} \pi_A^*(R^g \pi_{X,*} \mathcal{O}_X) \to \pi_A^*(\wedge^g \mathfrak{a}). \]

The composition \( (17) \) can be viewed as a function \( f \) on \( A \). Note that the formation of \( (17) \) commutes with base changes \( S \to B \). Thus to prove the lemma, it is enough to show that the composition is fiberwise injective, that is, that \( f \) has no zeros on \( A \).

It is enough to check that \( f \) is a non-zero constant on \( \pi_A^{-1}(B_0) \). To this end, since \( B \) is assumed to be connected, it is enough to check that \( f \) takes non-zero integer values on \( \pi_A^{-1}(B_0) \). But for \( b \in B_0 \), the fiber \( A_b \) of \( \pi_A \) is an abelian variety, and \( f \) is equal to the top cup-power of the first Chern class of \( \Theta_b \):
\[ \cup^g \text{ch}_1(\Theta_b) \in H^{2g}(A_b, \mathbb{Z}) = \mathbb{Z}. \]

This is well-known and follows, for example, from Consequence (i) of the first proposition in [Mum] Sect. 9]. Technically, in *ibid.* it is assumed that \( k \) is the field of complex numbers, but the statement is easily reduced to this special case (first reduce to the case when \( k \) is of finite transcendence degree over the field of rational numbers, and then embed \( k \) into the field of complex numbers). \( \square \)

This completes the proof of the proposition. \( \square \)
7.2. **Proof of smoothness of** $\text{Pic}^\tau(X/B)$. Recall that $P_\Theta$ is the Poincaré bundle over $A \times_B X$ constructed from a relatively ample line bundle $\Theta$ over $X$. Let $\tilde{B} \subset A$ be the support of $\mathcal{H}om(Rp_{1,*}P_\Theta^\vee, O_A)$. By Propositions 3.10(ii) and 3.5(ii) the following diagram is Cartesian

$$
\begin{array}{ccc}
\tilde{B} & \xrightarrow{\pi_{\tilde{B}}} & B \\
\downarrow{\iota_{\tilde{B}}} & & \downarrow{\iota'} \\
A & \xrightarrow{-\varphi} & \text{Pic}^\tau(X/B)
\end{array}
$$

Here $\pi_{\tilde{B}} = \pi_A|_{\tilde{B}}$, $\iota_{\tilde{B}}$ is the closed embedding, the right vertical arrow is the zero section, and $-\varphi$ is the composition of $\varphi$ and the group inversion.

**Lemma 7.4.** The morphism $\pi_{\tilde{B}} : \tilde{B} \to B$ is unramified.

**Proof.** By Proposition 7.1, $-\varphi$ is unramified, and the claim follows by base change. \hfill \Box

Clearly, $\zeta_A(B) \subset \tilde{B}$. Thus we have

**Corollary 7.5.** $\zeta_A(B)$ is a connected component of $\tilde{B}$.

**Proposition 7.6.** We have

$$R\pi_{X,*}O_X \simeq \bigoplus_{i=0}^g \wedge^i a[-i],$$

where $[-i]$ is the cohomological shift.

**Proof.** Recall that by Definition 2.1(ii), the relative dualizing line bundle $\omega_{X/B}$ of $\pi_X$ is of the form $\pi_X^*\ell_1$ for a line bundle $\ell_1$ over $B$. (By Lemma 7.2 $\ell_1 = (\wedge^g a)^{-1}$, but we do not need this fact here.) By the Serre duality

$$Rp_{1,*}P_\Theta[g] = R\mathcal{H}om(Rp_{1,*}P_\Theta^\vee, O_A) \otimes \pi_A^*\ell_1^\vee.$$

Now Proposition 6.6 and Proposition 3.10(i) show that

$$R\mathcal{H}om(Rp_{1,*}P_\Theta^\vee, O_A) \otimes \pi_A^*\ell_1^\vee = \mathcal{H}om(Rp_{1,*}P_\Theta^\vee, O_A) \otimes \pi_A^*\ell_1^\vee = \iota_{\tilde{B},*}\ell,$$

for some line bundle $\ell$ over $\tilde{B}$. Thus

$$Rp_{1,*}P_\Theta = \iota_{\tilde{B},*}\ell[-g].$$

By base change

$$R\pi_{X,*}O_X = L\zeta_A^*Rp_{1,*}P_\Theta = L\zeta_A^*(\iota_{\tilde{B},*}\ell)[-g].$$

Let $\ell_0 := \ell|_{\zeta_A(B)}$. Using Corollary 7.5 and the Koszul resolution of $\zeta_A(B) \subset A$, we get

$$R\pi_{X,*}O_X = \bigoplus_{i=0}^g \ell_0 \otimes \wedge^i a^* [i - g].$$

Taking zeroth cohomology and using Lemma 3.1 we see that $\ell_0 = \wedge^g a$, which implies the statement. \hfill \Box

**Corollary 7.7.** The morphism $\varphi : A \to \text{Pic}(X/B)$ is étale.
Proof. By Proposition 7.1, \( \varphi \) is unramified. It follows from Proposition 7.6 and deformation theory that for every geometric point \( \psi : s \to \text{Pic}(X/B) \) the relative tangent space

\[
\mathcal{T}_s(\text{Pic}(X/B)/B) := \{ \tilde{\psi} \in \text{Mor}_B(s \times \text{Spec} \mathbb{Z}[\epsilon]/\epsilon^2, \text{Pic}(X/B)) : \tilde{\psi}|s = \psi \}.
\]

is \( g \)-dimensional (cf. [BLR, Sect. 8.4, Thm. 1(a)]). It remains to use the following general statement.

Lemma 7.8. Let \( B \) be as before; let \( Z_1 \) and \( Z_2 \) be algebraic spaces locally of finite type over \( B \). Let \( \rho : Z_1 \to Z_2 \) be an unramified \( B \)-morphism. Further, assume that \( Z_1 \) is smooth of dimension \( g \) over \( B \) and for any geometric point \( s \to Z_2 \) the tangent space \( T_s(Z_2/B) \) is \( g \)-dimensional. Then \( \rho \) is étale.

Proof. The statement is étale local, so we can assume that \( Z_1 \) and \( Z_2 \) are schemes of finite type over \( B \). Since \( \rho \) is unramified, it can be written locally as a composition of a closed embedding and an étale morphism (see [Gro4, Cor. 18.4.7]). Thus we can assume that \( \rho \) is a closed embedding. For closed embeddings, the statement is easy to prove. \( \square \)

Corollary 7.9. There is an open subspace \( \text{Pic}^0(X/B) \subset \text{Pic}^\tau(X/B) \) representing the functor

\[
\text{Pic}^0(X/B)(S) = \{ f \in \text{Pic}(X/B)(S) : \text{for all geometric points } s \to S, \ f(s) \in \text{Pic}^0(X_s) \}.
\]

Moreover, \( \text{Pic}^0(X/B) \) is smooth over \( B \).

Proof. We claim that \( \varphi(A) = \text{Pic}^0(X/B) \). Indeed, over every geometric point \( s \to B \), \( \varphi \) induces a morphism of fibers \( \varphi_s : A_s \to \text{Pic}(X_s) \). Since \( \varphi_s \) is an étale morphism of group schemes (by Corollary 7.7), the image of a connected component is again a connected component. Thus \( \varphi(A_s) = \text{Pic}^0(X_s) \), and the statement follows.

Using Corollary 7.7 again, we see that \( \varphi(A) \) is open and smooth over \( B \). \( \square \)

Proof of Theorem 3.10. For a positive integer \( d \), consider the morphism

\[
d : \text{Pic}^\tau(X/B) \to \text{Pic}^\tau(X/B),
\]

sending a line bundle \( \ell \) to \( \ell^\otimes d \). Note that \( d \) is étale because its differential is the multiplication by \( d \). (See [Gro6, Thm. 2.5] in the case when \( \text{Pic}(X/B) \) exists as a scheme and note that the proof carries over to the case of algebraic spaces.) Hence \( \tilde{d}^{-1}(\text{Pic}^0(X/B)) \) is smooth over \( \text{Pic}^0(X/B) \) and thus over \( B \); also, It remains to notice that

\[
\text{Pic}^\tau(X/B) = \bigcup_{d>0} \tilde{d}^{-1}(\text{Pic}^0(X/B))
\]

is a union of open subspaces.

Finally, since \( \text{Pic}^\tau(X/B) \) is a \( \mathbb{G}_m \)-gerbe over \( \text{Pic}^\tau(X/B) \), \( \text{Pic}^\tau(X/B) \) is smooth over \( B \) as well. \( \square \)
7.3. End of proof of Theorem \[\square\]. Our first goal is to prove that $R\pi_1^\ast \mathcal{L}'$ is supported in cohomological degree $g$. This statement is local over $\mathcal{Pic}^\tau(X/B)$, so let us consider a closed point $x \in \mathcal{Pic}^\tau(X/B)$. Using the first part of the theorem and performing an étale base change, we may assume that there exists a section $\hat{x} : B \to \mathcal{Pic}^\tau(X/B)$ passing through $x$. This section corresponds to a line bundle $\theta$ over $X$. Consider the shifted Poincaré line bundle $P_{\theta,\theta} := P_{\theta} \otimes \rho_1^\tau \theta$. The dual line bundle $P_{\theta,\theta}^\vee$ gives rise to a morphism $\varphi' : A \to \mathcal{Pic}^\tau(X/B)$. Let $\varphi''$ be the composition of $\varphi'$ with the projection to $\mathcal{Pic}^\tau(X/B)$. Then $\varphi''$ is the composition of group scheme inversion, $\varphi'$, and the shift by $\theta$, so it is étale. It follows that $\varphi''$ is flat and open. Since $\mathcal{Pic}^\tau(X/B)$ is a $\mathbb{G}_m$-gerbe over $\mathcal{Pic}^\tau(X/B)$, we see that $\varphi'$ is flat and open; we denote its image by $U$ and note that $x \in U$.

We need to show that $R\pi_1^\ast \mathcal{L}'$ is supported in degree $g$, where $\mathcal{L}' := \mathcal{L}'|_{U \times_B X}$. Consider the Cartesian diagram

$$
\begin{array}{ccc}
A \times_B X & \xrightarrow{\varphi'' \times_B \text{Id}_X} & U \times_B X \\
\downarrow p_1 & & \downarrow p_1 \\
A & \xrightarrow{\varphi''} & U.
\end{array}
$$

By definition of $\varphi''$ we have $(\varphi'' \times_B \text{Id}_X)^* \mathcal{L}' \simeq P_{\theta,\theta} \otimes \rho_1^\tau \ell_0$ for some line bundle $\ell_0$ over $A$. By base change and Proposition 6.6, $R^1p_{11}^\ast (\varphi''^* (R\pi_1^\ast \mathcal{L}'))$ is supported in cohomological degree $g$. It remains to note that $\varphi''$ is flat and surjective.

We see that $R\pi_1^\ast \mathcal{L}'$ is supported in degree $g$. As before, write $\omega_{X/B} = \pi_X^\ast \ell_1$. By Serre duality

$$
R\text{Hom}(R\pi_1^\ast \mathcal{L}, \mathcal{O}_{\mathcal{Pic}^\tau(X/B)}) = (R\pi_1^\ast \mathcal{L}' \otimes \pi_X^\ast \ell_1)[g]
$$

is supported in cohomological degree zero. Recall from Corollary 5.12 the sheaf

$$
\mathcal{F}_{\text{univ}} = \mathcal{Hom}(R\pi_1^\ast \mathcal{L}, \mathcal{O}_{\mathcal{Pic}^\tau(X/B)}) = R\text{Hom}(R\pi_1^\ast \mathcal{L}, \mathcal{O}_{\mathcal{Pic}^\tau(X/B)}).
$$

We have

$$
R\pi_1^\ast \mathcal{L} = R\text{Hom}(\mathcal{F}_{\text{univ}}, \mathcal{O}_{\mathcal{Pic}^\tau(X/B)}).
$$

Combining Corollary 5.12 the fact that $B \times B(\mathbb{G}_m)$ is a complete intersection of codimension $g$ in $\mathcal{Pic}^\tau(X/B)$, and Koszul resolution, we see that $R\pi_1^\ast \mathcal{L}$ is of the form $i_* \ell'[\ldots -g]$, where $\ell'$ is a line bundle over $B \times B(\mathbb{G}_m)$. It is easy to see that $\mathbb{G}_m$ acts according to the character $\lambda \mapsto \lambda$, so $\ell' \simeq \ell^{(1)}$ for a line bundle $\ell$ over $B$.

The proof of Theorem \[\square\] is complete.

8. Integrable systems

In this Section we will prove Theorem \[\square\]. We will use the notation from the statement of the theorem.

8.1. Relative tangent sheaf on the big fpf site. Let us review the properties of the relative tangent sheaf; we follow \cite{DG} Exp. II. Let $T$ be a locally Noetherian scheme and let $\pi : Z \to T$ be a morphism locally of finite type (but not necessarily smooth).

The relative cotangent sheaf $\Omega_{Z/T}$ is a coherent sheaf on $Z$. Its dual is the relative tangent sheaf

$$
\mathcal{T}(Z/T) := \mathcal{Hom}(\Omega_{Z/T}, \mathcal{O}_Z)
$$
of $Z$ over $T$. Equivalently, $\mathcal{T}(Z/T)$ can be described as the sheaf of $\pi^{-1}(\mathcal{O}_T)$-linear derivations of $\mathcal{O}_Z$, or as the sheaf of automorphisms of the scheme $Z \times (\text{Spec } \mathbb{Z}[\epsilon]/\epsilon^2)$ over $T \times (\text{Spec } \mathbb{Z}[\epsilon]/\epsilon^2)$ that restrict to identity on $Z \subset Z \times (\text{Spec } \mathbb{Z}[\epsilon]/\epsilon^2)$. Clearly, $\mathcal{T}(Z/T)$ is a coherent sheaf on $Z$.

Since $\pi$ is not assumed to be smooth, it is important to upgrade the definition of the relative tangent sheaf and define its sections over arbitrary $Z$-schemes. Given a test scheme $\psi : S \to Z$ over $Z$,

$$T_{fppf}(Z/T) = \{ \tilde{\psi} \in \text{Mor}_T(S \times (\text{Spec } \mathbb{Z}[\epsilon]/\epsilon^2), Z) : \tilde{\psi}|_S = \psi \} = \text{Hom}_S(\psi^*\Omega_{Z/T}, \mathcal{O}_S).$$

As $\psi : S \to Z$ varies, we obtain a sheaf of $O$-modules $T_{fppf}(Z/T)$ on the big fppf site of schemes over $Z$.

Remark 8.1. The sheaf $T_{fppf}(Z/T)$ is representable by a $Z$-scheme: the total space of the relative tangent sheaf.

For a quasicoherent sheaf $\mathcal{F}$ on $Z$, we denote by $\mathcal{F}_{fppf}$ the corresponding sheaf on the big fppf site; thus,

$$\mathcal{F}_{fppf}(\psi) = \Gamma(S, \psi^*\mathcal{F})$$

for a morphism of schemes $\psi : S \to Z$. If $\pi$ is smooth, then $T_{fppf}(Z/T) = T(Z/T)_{fppf}$, and $T_{fppf}(Z/T)$ is a locally free $O$-module of finite rank. In general, we have a morphism

$$\mathcal{T}(Z/T)_{fppf} \to T_{fppf}(Z/T),$$

but $T_{fppf}(Z/T)$ cannot be reconstructed from $\mathcal{T}(Z/T)$.

Consider now the direct image $\pi_*T_{fppf}(Z/T)$. It is a sheaf on the big fppf site of schemes over $T$. Explicitly, given a morphism of schemes $\psi : V \to T$, put $S := Z \times_T V$, and consider the natural diagram

$$\begin{array}{ccc}
S & \xrightarrow{\psi_Z} & Z \\
\downarrow & & \downarrow \pi \\
V & \xrightarrow{\psi} & T,
\end{array}$$

The natural isomorphism $\Omega_{S/V} \simeq \psi^*_Z\Omega_{Z/T}$ induces a morphism

$$\psi^*_Z \mathcal{T}(Z/T) \to \mathcal{T}(S/V).$$

If $\psi$ is flat, the morphism $[18]$ is an isomorphism; in general it need not be the case. By definition, we have

$$\pi_*T_{fppf}(Z/T)(\psi) = T_{fppf}(Z/T)(\psi_Z) = \Gamma(S, \mathcal{T}(S/V)).$$

Note that $\pi_*T_{fppf}(Z/T)$ is a sheaf of $O_T$-Lie algebras.

Similar approach applies to the Lie algebra of a group scheme. Namely, given a group scheme $G \to T$ locally of finite type, we let $\text{Lie}(G/T)$ be the restriction of $T_{fppf}(G/T)$ to the unit section. Thus, for a morphism $\psi : S \to T$, we have

$$\text{Lie}(G/T)(\psi) = \{ \tilde{\psi} \in \text{Mor}_T(S \times (\text{Spec } \mathbb{Z}[\epsilon]/\epsilon^2), G) : \tilde{\psi}|_S = \zeta_G \circ \psi \}.$$

Here $\zeta_G : T \to G$ is the unit section. The sheaf $\text{Lie}(G/T)$ carries a natural structure of a sheaf of $O_T$-Lie algebras.

We need a general
Proposition 8.2. Let $T$ be a scheme of characteristic zero (that is, a scheme over $\mathbb{Q}$ not necessarily of finite type) and let $G \to T$ be a group scheme locally of finite type over $T$ such that $\text{Lie}(G/T) = F_{\text{fppf}}$ for a locally free coherent $O_T$-module $F$. Then $G \to T$ is smooth along the unit section.

Proof. Denote the unit section by $\zeta_G : T \to G$. By [DG, Exp. VI B, Prop. 1.6]), it is enough to check that the sheaf $\zeta_G^*\Omega_{G/T}$ is locally free. Let us prove that $\zeta_G^*\Omega_{G/T} \simeq F' := \text{Hom}(F, O_T)$.

By the definition of $\text{Lie}(G/T)$, for any $T$-scheme $\psi : S \to T$ there are functorial isomorphisms

$$\text{Hom}_S(\psi^*\zeta_G^*\Omega_{G/T}, O_S) \simeq \Gamma(S, \psi^*F) = \text{Hom}_S(\psi^*F', O_S).$$

It remains to use Lemma 8.3 below. □

Lemma 8.3. Let $F$ and $F'$ be coherent sheaves on $T$, and suppose that for all $\psi : S \to T$ we are given isomorphisms

$$\text{Hom}_S(\psi^*F, O_S) \simeq \text{Hom}_S(\psi^*F', O_S)$$

compatible with pullbacks. Then $F \simeq F'$.

Proof. For a coherent sheaf $M$ on $T$, consider the $O_T$-algebra $O_T \oplus M$ equipped with the product

$$(s, t)(s', t') = (ss', st' + s't).$$

Let $I(M)$ be the spectrum of this algebra. We have obvious morphisms

$$T \xrightarrow{\eta'} I(M) \xrightarrow{\eta} T.$$

Now use the identity

$$\text{Hom}_T(F, M) = \text{Ker}(\text{Hom}_{I(M)}(\eta^*F, O_{I(M)}) \xrightarrow{\text{et}} \text{Hom}_T(F, O_T))$$

and the Yoneda Lemma. □

8.2. Hamiltonian vector fields. Let us return to the proof of Theorem 2. Consider the composition

$$\pi_X^*\Omega_B \to \Omega_X \xrightarrow{\omega} \mathcal{T}(X),$$

where the first morphism is the pullback, and the second one is the isomorphism given by $\omega$. Its image is contained in the subsheaf $\mathcal{T}(X/B) \subset \mathcal{T}(X)$; this is checked by restricting to the smooth locus of $\pi_X$, where it follows because the fibers of $\pi_X$ are Lagrangian. By adjunction, we obtain a morphism of quasicoherent sheaves

$$h : \Omega_B \to \pi_{X,*}\mathcal{T}(X/B).$$

Note that $h$ is a morphism of $O_B$-Lie algebras, where $\Omega_B$ is viewed as an abelian Lie algebra (again, this can be verified on the smooth locus of $\pi_X$).

The morphism $h$ induces a morphism of sheaves of $O_B$-Lie algebras on the big fppf site of $B$:

$$(\Omega_B)_{\text{fppf}} \to (\pi_{X,*}\mathcal{T}(X/B))_{\text{fppf}} \to \pi_{X,*}\mathcal{T}_{\text{fppf}}(X/B).$$

We denote the composition by $h_{\text{fppf}}$.

Lemma 8.4. (i) The morphism $h_{\text{fppf}}$ is injective;

(ii) $h_{\text{fppf}}((\Omega_B)_{\text{fppf}}) \subset \pi_{X,*}\mathcal{T}_{\text{fppf}}(X/B)$ is equal to its sheaf of centralizers.
Proof. Let \( X^{\text{sm}} \subset X \) be the smooth locus of \( \pi_X \), and put \( \pi_{X^{\text{sm}}} = \pi_X|_{X^{\text{sm}}} \). Note that the Hamiltonian vector fields act formally freely transitively along the fibers of \( \pi_{X^{\text{sm}}} \); that is, the morphism
\[
\pi_{X^{\text{sm}}}^*\Omega B \to T(X^{\text{sm}}/B)
\]
is an isomorphism. Moreover, the fibers of \( \pi_{X^{\text{sm}}} \) are connected. Therefore, the composition of \( h_{\text{fppf}} \) and the restriction to the smooth locus
\[
(\Omega B)_{\text{fppf}} \to \pi_{X^{\text{sm}}}, T_{\text{fppf}}(X^{\text{sm}}/B)
\]
is injective, and its image is its own centralizer.

It remains to notice that the natural morphism
\[
\pi_{X^{\text{sm}}} T_{\text{fppf}}(X/B) \to \pi_{X^{\text{sm}}}, T_{\text{fppf}}(X^{\text{sm}}/B)
\]
is injective, because the smooth loci are dense in the fibers of \( \pi_X \).

8.3. The Liouville Theorem. Let us prove the first statement of Theorem 2.

Recall from [Gro71, Sect. 4c] that \( \text{Aut}_B(X) = \text{Iso}_B(X, X) \) is the scheme representing the functor sending a \( B \)-scheme \( S \) to the set of \( S \)-automorphisms of \( X_S = X \times_B S \). Clearly, \( \text{Aut}_B(X) \) is a \( B \)-group scheme. It follows from \textit{loc. cit.} that it is locally of finite type over \( k \). Consider its subgroup scheme \( A' \) of automorphisms commuting with the image of \( h_{\text{fppf}} \). Thus, \( A'(S) \) is the set of \( S \)-automorphisms of \( X_S \) commuting with the image of \( h_{\text{fppf}}(S) \). It is easy to check that \( A' \) is a closed subgroup scheme of \( \text{Aut}_B(X) \).

**Proposition 8.5.** The sheaf \( \text{Lie}(A'/B) \) is a sheaf of abelian Lie algebras and
\[
\text{Lie}(A'/B) \simeq (\Omega B)_{\text{fppf}}.
\]

**Proof.** It follows from definitions that
\[
\text{Lie}(\text{Aut}_B(X)/B)(S) = \{ \psi \in \text{Mor}_S(X_S \times \text{Spec} \, \mathbb{Z}[\epsilon]/\epsilon^2, X_S) : \psi|_{X_S} = \text{Id}_{X_S} \} = (T_{\text{fppf}}(X/B))(X_S) = (\pi_{X^{\text{sm}}} T_{\text{fppf}}(X/B))(S).
\]

Thus \( \text{Lie}(\text{Aut}_B(X)/B) = \pi_{X^{\text{sm}}} T_{\text{fppf}}(X/B) \).

It follows directly from definitions that \( \text{Lie}(A'/B) \subset \text{Lie}(\text{Aut}_B(X)/B) \) identifies with the sheaf of Lie centralizers of \( h_{\text{fppf}}((\Omega_B)_{\text{fppf}}) \) in \( \pi_{X^{\text{sm}}} T_{\text{fppf}}(X/B) \). Now the proposition follows from Lemma 5.4.

Let \( A \) be the functor sending a \( B \)-scheme \( S \) to the set of \( \psi \in A'(S) \) such that for all geometric points \( s \to S \) we have \( \psi(s) \in (A'_s)^0 \), where \( (A'_s)^0 \) is the neutral connected component of the \( k(s) \)-group \( A'_s \) (see [DG, Exp. VIIB, Def. 3.1]).

**Corollary 8.6.** The functor \( A \) is represented by an open subgroup scheme of \( A' \). Moreover, \( A \) is commutative and smooth over \( B \).

**Proof.** By Propositions 5.2 and 5.3, the group scheme \( A' \) is smooth along the unit section. Thus representability and smoothness of \( A \) follow from [DG, Exp. VIIB, Thm. 3.10]. Next, \( A \) is commutative because \( \text{Lie}(A/B) = \Omega_B \) is abelian by Proposition 5.3 and the fibers of the projection \( A \to B \) are connected.

We have a tautological action \( \mu : A \times_B X \to X \), which clearly preserves the smooth locus \( X^{\text{sm}} \) of \( \pi_X \).

**Proposition 8.7.** \( X^{\text{sm}} \) is an \( A \)-torsor.
Proof. Since the statement is étale local over $B$, we may assume that $\pi_X$ has a section $\zeta_X : B \rightarrow X^{sm}$. Set $\mu_\zeta := \mu \circ (\text{Id}_A \times \zeta_X) : A \rightarrow X$. We want to prove that $\mu_\zeta$ is an open embedding whose image is $X^{sm}$. Clearly, the image of $\mu_\zeta$ is contained in $X^{sm}$.

The tangent morphism of $\mu_\zeta$ along $\zeta(A)(B)$ is a morphism of sheaves $\text{Lie}(A/B) = \Omega_B \rightarrow T(X^{sm}/B)|_{\zeta_X(B)}$.

An inspection of the proof of Proposition 8.5 shows that this morphism is the isomorphism corresponding to the symplectic form $\omega$. It follows that the orbital morphism $\mu_\zeta$ is étale. In particular, $\mu_\zeta$ is open, and hence $\mu_\zeta(A) \subset X$ is dense.

Let $Z := \mu_\zeta^{-1}(\zeta_X(B))$ be the stabilizer of $\zeta_X$. Since $A$ is a commutative group scheme, we see that $Z$ acts trivially on $\mu_\zeta(A)$ and thus on $X$. Now it follows from the universal property of $\text{Aut}_B(X)$ that $Z = \zeta_A(B)$. Thus $\mu_\zeta$ is an open embedding.

It remains to prove that $\mu_\zeta(A) = X^{sm}$. Let $x \in X^{sm}$ be a point lying over $b \in B$. It follows from the above argument that the orbit of $x$ is open in $\pi_X^{-1}(B)$ (because we could choose the étale local section $\zeta_X$ so that $\zeta_X(b) = x$). Since $\pi_X^{-1}(B)$ is irreducible, it follows that it consists of a single orbit. This implies the statement. □

Corollary 8.8. The generic fiber of $\pi_X$ is a torsor over the generic fiber of $\pi_A$ and the latter is an abelian variety.

8.4. Completely integrable systems as degenerate abelian schemes. Let us prove the second statement of Theorem 2.

Denote the projection $A \rightarrow B$ by $\pi_A$ and let us prove that $(\pi_X, \pi_A, \mu)$ is a degenerate abelian scheme. Most of the conditions of Definition 2.4 have already been verified. Clearly, $\pi_X$ is a locally complete intersection, and in particular Gorenstein. The relative dualizing line bundle is the pullback of a line bundle over $B$, because $\omega_X/B \simeq \omega_X \otimes \pi_X^*(\omega_B^{-1})$, and $\omega_X \simeq \mathcal{O}_X$, since $X$ is symplectic.

It remains to verify the dimensional estimates (3). Consider the function $b \mapsto \delta(A_b) : B \rightarrow \mathbb{Z}$.

It is upper-semicontinuous by Proposition 6.5.

Proposition 8.9 (Ngô [Ngô]). For every $k$, we have

$$\text{codim}\{b \in B : \delta(A_b) \geq k\} \geq k.$$ 

Proof. As in the proof of Proposition 6.5, put

$$Y := \{x \in X : \dim(\text{St}_x) \geq k\},$$

where $\text{St}_x$ is the stabilizer of $x$, and recall that

$$\{b \in B : \delta(A_b) \geq k\} = \pi_X(Y)$$

by Proposition 5.17.

On the other hand, for every point $x \in X$, the infinitesimal action of $A$ at $x$ is a morphism

$$\text{Lie}(A/B)_{\pi_X(x)} \rightarrow T_xX,$$

whose adjoint is identified with

$$d\pi_X(x) : T_xX \rightarrow T_{\pi_X(x)}B$$
by the symplectic form. Therefore,
\[ Y = \{ x \in X : \text{rk} \, d\pi_X(x) \leq g - k \}. \]

In particular, the rank of the differential of the restriction
\[ \pi_X|_Y : Y \to B \]
never exceeds \( g - k \), and therefore \( \dim(\pi_X(Y)) \leq g - k \) because \( \pi_X|_Y \) must be smooth generically. □

This completes the proof of Theorem 2.

References

[AIK] Allen B. Altman, Anthony Iarrobino, and Steven L. Kleiman. Irreducibility of the compactified Jacobian. In Real and complex singularities (Proc. Ninth Nordic Summer School/NAVF Sympos. Math., Oslo, 1976), pages 1–12. Sijthoff and Noordhoff, Alphen aan den Rijn, 1977.

[Ari1] Dima Arinkin. Cohomology of line bundles on compactified Jacobians. Math. Res. Lett., 18(6):1215–1226, 2011.

[Ari2] Dima Arinkin. Autoduality of compactified Jacobians for curves with plane singularities. J. Algebraic Geom., 22(2):363–388, 2013.

[Art] Michael Artin. Algebraization of formal moduli. I. In Global Analysis (Papers in Honor of K. Kodaira), pages 21–71. Univ. Tokyo Press, Tokyo, 1969.

[BD] Alexander Beilinson and Vladimir Drinfeld. Quantization of Hitchin’s integrable system and Hecke eigensheaves. http://www.math.uchicago.edu/~mitya/langlands/hitchin/BD-hitchin.pdf, 1991.

[BLR] Siegfried Bosch, Werner Lütkebohmert, and Michel Raynaud. Néron models, volume 21 of Ergebnisse der Mathematik und ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas (3)]. Springer-Verlag, Berlin, 1990.

[BM] Tom Bridgeland and Antony Maciocia. Fourier-Mukai transforms for K3 and elliptic fibrations. J. Algebraic Geom., 11(4):629–657, 2002.

[Bor] Armand Borel. Linear algebraic groups, volume 126 of Graduate Texts in Mathematics. Springer-Verlag, New York, second edition, 1991.

[Che] Claude Chevalley. Une démonstration d’un théorème sur les groupes algébriques. J. Math. Pures Appl. (9), 39:307–317, 1960.

[Con] Brian Conrad. A modern proof of Chevalley’s theorem on algebraic groups. http://math.stanford.edu/~conrad/papers/chev.pdf.

[DG] Michel Demazure and Alexander Grothendieck. Schémas en groupes. I: Propriétés générales des schémas en groupes. Séminaire de Géométrie Algébrique du Bois Marie 1962/64 (SGA 3). Dirigé par M. Demazure et A. Grothendieck. Lecture Notes in Mathematics, Vol. 151. Springer-Verlag, Berlin, 1970.

[DP] Ron Donagi and Tony Pantev. Langlands duality for Hitchin systems. Invent. Math., 189(3):653–735, 2012.

[GI] Alexander Grothendieck and Luc Illusie. Théorie des intersections et théorème de Riemann-Roch: SGA 6, volume 225. Springer Berlin/Heidelberg, 1971.

[Gro1] Alexander Grothendieck. Éléments de géométrie algébrique. II. Étude globale élémentaire de quelques classes de morphismes. Inst. Hautes Études Sci. Publ. Math., (8):222, 1961.

[Gro2] Alexander Grothendieck. Éléments de géométrie algébrique. IV. Étude locale des schémas et des morphismes de schémas, Première Partie. Inst. Hautes Études Sci. Publ. Math., (20):259, 1964.

[Gro3] Alexander Grothendieck. Éléments de géométrie algébrique. IV. Étude locale des schémas et des morphismes des schémas, Troisième Partie. Inst. Hautes Études Sci. Publ. Math., (28):255, 1966.

[Gro4] Alexander Grothendieck. Éléments de géométrie algébrique. IV. Étude locale des schémas et des morphismes de schémas, Quatrième Partie. Inst. Hautes Études Sci. Publ. Math., (32):361, 1967.
Alexander Grothendieck. Technique de descente et théorèmes d’existence en géométrie algébrique. V. Les schémas de Picard: théorèmes d’existence. In Séminaire Bourbaki, Vol. 7, pages Exp. No. 232, 143–161. Soc. Math. France, Paris, 1995.

Alexander Grothendieck. Technique de descente et théorèmes d’existence en géométrie algébrique. VI. Les schémas de Picard: propriétés générales. In Séminaire Bourbaki, Vol. 7, pages Exp. No. 236, 221–243. Soc. Math. France, Paris, 1995.

Alexander Grothendieck. Techniques de descente et théorèmes d’existence en géométrie algébrique. IV. Les schémas de Hilbert. In Séminaire Bourbaki, Vol. 6, pages Exp. No. 221, 249–276. Soc. Math. France, Paris, 1995.

Steven L. Kleiman. The Picard scheme. In Fundamental algebraic geometry, volume 123 of Math. Surveys Monogr., Chapter 9, pages 235–321. Amer. Math. Soc., Providence, RI, 2005.

Gérard Laumon and Laurent Moret-Bailly. Champs algébriques, volume 39 of Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in Mathematics]. Springer-Verlag, Berlin, 2000.

James S. Milne. A Proof of the Barsotti-Chevalley Theorem on Algebraic Groups. ArXiv e-prints, Math 1311.6060, 2013.

Margarida Melo, Antonio Rapagnetta, and Filippo Viviani. Fourier-Mukai and autoduality for compactified Jacobians. I. ArXiv e-prints, 1207.7233, 2012.

Margarida Melo, Antonio Rapagnetta, and Filippo Viviani. Fourier-Mukai and autoduality for compactified Jacobians II. ArXiv e-prints, 1308.0564, 2013.

Shigeru Mukai. Duality between $\mathcal{D}(X)$ and $\mathcal{D}(\hat{X})$ with its application to Picard sheaves. Nagoya Math. J., 81:153–175, 1981.

David Mumford. Abelian varieties. Tata Institute of Fundamental Research Studies in Mathematics, No. 5. Published for the Tata Institute of Fundamental Research, Bombay, 1970.

Bao Châu Ngô. Decomposition theorem and abelian fibration. Talk given in Bonn in a conference in honor of M. Rapoport.

Bao Châu Ngô. Le lemme fondamental pour les algèbres de Lie. Publ. Math. Inst. Hautes Études Sci., (111):1–169, 2010.

Alexander Polishchuk. Abelian varieties, theta functions and the Fourier transform, volume 153 of Cambridge Tracts in Mathematics. Cambridge University Press, Cambridge, 2003.

E-mail address: arinkin@math.wisc.edu

Department of mathematics, University of Wisconsin, Madison, Wisconsin

E-mail address: federov@math.ksu.edu

Department of Mathematics, Kansas State University, Manhattan, Kansas

Max Planck Institute for Mathematics, Bonn, Germany