Random pinning limits the size of membrane adhesion domains
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Theoretical models describing specific adhesion of membranes predict (for certain parameters) a macroscopic phase separation of bonds into adhesion domains. We show that this behavior is fundamentally altered if the membrane is pinned randomly due to, e.g., proteins that anchor the membrane to the cytoskeleton. Perturbations which locally restrict membrane height fluctuations induce quenched disorder of the random-field type. This rigorously prevents the formation of macroscopic adhesion domains following the Imry-Ma argument [Y. Imry and S. K. Ma, Phys. Rev. Lett. 35, 1399 (1975)]. Our prediction of random-field disorder follows from analytical calculations, and is strikingly confirmed in large-scale Monte Carlo simulations. These simulations are based on an efficient composite Monte Carlo move, whereby membrane height and bond degrees of freedom are updated simultaneously in a single move. The application of this move should prove rewarding for other systems also.

PACS numbers: 87.16.A-,87.17.Rt,75.10.Hk

I. INTRODUCTION

The fate of living cells is regulated through interactions with other cells and with the extracellular matrix (ECM). Through receptor-ligand bonds formed by specific proteins the cell adheres to the ECM forming adhesion domains (clusters of closed bonds). Not all adhesion domains are focal adhesions but these are particularly well studied and relevant. Focal adhesions are involved in the transmission of signals and mechanical forces, and play key roles in cell anchorage and migration [1,2]. Consequently, understanding how adhesion domains form, and the factors that control their size, shape, and growth [3,4], is of profound practical importance. Extensive studies have been performed on theoretical models for single bond dynamics [5], collective dynamics of discrete bonds [6-10], and employing effective potentials [11-13]; as well as experimentally on cell-mimetic model systems [14,15] such as lipid bilayer vesicles with embedded ligands brought in the vicinity of receptors tethered to supported membranes [16-20].

While theoretical models predict a macroscopic phase separation, adhesion domains in cells are typically finite in size. It has been proposed that trapping in membrane corrals (or compartments) reduces the mobility of receptors [21], which becomes a limiting factor for the growth of adhesion domains. The purpose of this paper is to provide an alternative explanation based on the observation that, due to the interactions with the ECM, membrane height fluctuations are locally suppressed. These “pinning sites” induce quenched disorder of the random-field type which prevents macroscopic domain formation in $d = 2$ dimensions [22-23]. Hence, based on the fundamentals of statistical physics alone, adhesion domains of finite size are implied in a wide variety of contexts. The mere presence of random-field disorder provides a robust mechanism controlling the size of adhesion domains, irrespective of the details of the many and complex molecular processes between cell and ECM.

The generic situation that we envision is sketched in Fig. 1(a), which shows a fluctuating membrane adhering to a substrate via receptor-ligand bonds. The crucial ingredients are the pinning sites at which the membrane height is assumed to be fixed. In a biological cell, such pinning sites correspond, e.g., to the locations where the cytoskeleton anchors to the membrane. For an experimental verification of our predictions in vitro we propose a bilayer adhered to a substrate or supported membrane with a (small) fraction of the receptor-ligand bonds permanently closed and of high stiffness [Fig. 1(b)]. We will show that in situations resembling those of Fig. 1(a) adhesion domains remain finite in size for any finite concentration of pinning sites, provided the spatial distribution of pinning sites, provided the spatial distribution of pinning sites.
of pinning sites is random.

II. MODEL

To show how the random-field disorder in the specific adhesion of membranes comes about we consider a class of simple models as reviewed in Ref. 26. These coarse-grained models contain the minimal ingredients that we require to address the influence of membrane pinning on the statistics of adhesion domain formation. In particular, we assume the membrane to be a two-dimensional sheet characterized by a bending rigidity, and to be in thermal equilibrium with its surroundings. The ligand-receptor bonds and pinning sites are treated as point particles. We neglect all active processes and, in the case of focal adhesions, the influence that stresses applied to the particles. We neglect all active processes and, in the case of focal adhesions, the influence that stresses applied to the substrate may have on the development of adhesion domains [3].

In the Monge representation a membrane patch with projected area \( A = L^2 \) is described through its separation profile \( h(\mathbf{r}) \) describing the height of the membrane at position \( \mathbf{r} = (x, y) \), \( 0 \leq x, y < L \), measured with respect to some (arbitrarily chosen) reference height. The effective Hamiltonian reads

\[
\mathcal{H}_0[h(\mathbf{r})] = \int_A d^2 \mathbf{r} \left\{ \frac{\kappa}{2} \left( \nabla^2 h(\mathbf{r}) \right)^2 + \frac{\gamma}{2} |h(\mathbf{r})|^2 \right\}. 
\]  

(1)

The first term governs the bending energy, with \( \kappa \) the membrane bending rigidity, which we assume is the dominant contribution to the Helfrich energy \[27\]. The second term is the lowest-order expansion of the non-specific interactions between membrane and substrate whose strength is denoted \( \gamma \). In our treatment, the minimum of the non-specific potential is thus taken to be the reference height from which \( h(\mathbf{r}) \) is measured. These non-specific interactions arise due to volume exclusion, van der Waals forces, and the possible formation of an electrostatic double layer, as well as an effective pressure due to the restricted volume the membrane can move in.

The parameters \( \kappa \) and \( \gamma \) define a length, \( \xi_\perp \equiv (\kappa/\gamma)^{1/4} \), which sets the scale over which the membrane height fluctuations are correlated \[3\].

\[
m(|\mathbf{r} - \mathbf{r}'|) \equiv \langle h(\mathbf{r})h(\mathbf{r}') \rangle_0 \approx \xi_\perp^4 u(|\mathbf{r} - \mathbf{r}'|/\xi_\perp), 
\]  

(2)

see appendix A. The scaling function is defined in terms of the Kelvin function, \( u(x) = -(4/\pi) k_B T \exp(-x) \); it obeys \( u(0) = 1 \) and decays to zero exponentially fast. The amplitude of the correlations is set by the thermal roughness \( \xi_\perp \equiv \sqrt{\langle 8k_B T \rangle} \), \( \beta \equiv (k_B T)^{-1} \), with temperature \( T \) and Boltzmann constant \( k_B \). The brackets \( \langle \cdot \rangle_0 \) denote the thermal average with respect to the Hamiltonian Eq. (4), i.e., in the absence of ligand-receptor bonds and pinning sites.

Now imagine a set of \( N \) receptor-ligand pairs at positions \( R \equiv \{ \mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_N \} \) embedded in the membrane and substrate that can form bonds. The arguably simplest model is to assign a linear energy to closed bonds with stiffness \( \alpha \) \[6\]. The total Hamiltonian then reads

\[
\mathcal{H}_N = \mathcal{H}_0 + \sum_{i=1}^N b_i [\alpha h(\mathbf{r}_i) - \varepsilon_{b}^0], 
\]  

(3)

where \( b_i = 0 \) if the \( i \)th bond is open, and \( b_i = 1 \) if the bond is closed. The parameter \( \varepsilon_{b}^0 = \varepsilon_{b}^0 - \alpha d \) is the shifted binding energy the system gains through forming a bond, where \( \varepsilon_{b}^0 \) is the bare binding energy and \( d \) is the separation between substrate and the minimum of the non-specific potential. In addition to the receptor-ligand pairs, we assume the presence of \( n \) pinning sites at positions \( P \equiv \{ \mathbf{r}_{N+1}, \ldots, \mathbf{r}_M \} \) where the membrane height is fixed to \( h = h_P \). We take the two sets \( R \) and \( P \) to be disjoint with their union thus holding \( M = N + n \) distinct sites.

III. THEORETICAL MAPPING

We now calculate the free energy as a function of the bond variables \( \{ b_i \} \) by integrating out the height fluctuations under the constraints \( h(\mathbf{r}_i) = h_i \) for sites \( \mathbf{r}_i \in R \) and \( h(\mathbf{r}_i) = h_P \) for \( \mathbf{r}_i \in P \). We follow the standard procedure and implement these \( M \) constraints through \( \delta \)-functions \[28\]; for the detailed calculation see appendix B. For clarity of the presentation, in the following we consider the case \( h_P = 0 \). The free energy then reads

\[
G(\{ b_i \}; R \cup P) = -\beta^{-1} \ln \int dh_1 \cdots dh_N \times \exp \left\{ -\frac{1}{2} \sum_{i,j=1}^N \langle m^{-1} \rangle_{ij} h_i h_j - \beta \sum_{i=1}^N b_i [\alpha h_i - \varepsilon_{b}^0] \right\}. 
\]  

(4)

The dependence on the positions \( R \) and \( P \) is encoded in the matrix \( m \), whose components are given by \( m_{ij} \equiv m(|\mathbf{r}_i - \mathbf{r}_j|) \). Performing the final integrations we obtain

\[
G = -\sum_{i=1}^N \sum_{j=i+1}^N \varepsilon_{ij} b_i b_j - \sum_{i=1}^N \mu_i b_i, \quad \varepsilon_{ij} \equiv \beta \alpha^2 \bar{m}_{ij}, 
\]  

(5)

with \( \mu_i \equiv \varepsilon_{b}^0 + \beta \alpha^2 \bar{m}_{ii}/2 \), and where we have introduced a new matrix \( \bar{m} \). While Eq. (4) contains the full matrix \( m \), the sums run only over the first \( N \) sites corresponding to the bonds and excluding the pinning sites. The matrix \( m \) is obtained by inverting the submatrix formed by the first \( N \) rows and \( N \) columns of \( m^{-1} \). Note also that we have dropped an additional term in Eq. (4) which depends on the geometry of both the bonds and the pinning sites but not on the state \( \{ b_i \} \) of the bonds.

The key result here is that the free energy in Eq. (5) is isomorphic to the Ising lattice gas with couplings \( \varepsilon_{ij} \propto \alpha^2 \) and a site-dependent effective chemical potential \( \mu_i \) that
also depends on the stiffness $\alpha$. There are two effects due to membrane undulations: First, single bond formation is assisted ($\mu_i > \varepsilon_b$) since the system can access configurations with lower energy. Second, bonds couple in a manner that enhances clustering: a closed bond pulls down the membrane locally making it easier for nearby bonds to also close. In such bound patches (adhesion domains) membrane fluctuations are hindered and, therefore, the entropy is decreased. The phase behavior of the system is thus determined by the competition between this loss of entropy, the mixing entropy of bonds, and the gain in binding energy. For small $\xi_1$ only nearest neighbors interact directly; by increasing $\xi_1$ (i.e., for stiffer membranes) the thermal roughness $\xi_1$ determining the strength of the coupling is diminished but more and more bonds become coupled.

### A. Membrane without pinning

The result Eq. (5) holds for any geometry of bonds and pinning sites. In the absence of pinning sites ($n = 0$) clearly $\mathbf{m} = \mathbf{m}$ and the chemical potential becomes spatially uniform, $\mu_i = \varepsilon_b + \varepsilon_0/2 \equiv \mu_0$, where

$$\varepsilon_0 \equiv \beta (\alpha \xi_1)^2 = \alpha^2/(8\sqrt{\pi}\gamma)$$  \hspace{1cm} (6)

is the effective coupling energy due to the membrane undulations. We now specialize to the situation where the positions $R$ of receptor-ligand pairs form a regular square lattice with lattice spacing $a \sim \xi_1$. The phase behavior in this case is known [6-11]: For sufficiently high $\alpha > \alpha^*$ there is a first order phase transition from a bound state ($\phi \sim 1$) with a high density of closed bonds

$$\phi \equiv \frac{1}{N} \sum_{i=1}^{N} b_i$$  \hspace{1cm} (7)

to an unbound state with a low density of closed bonds ($\phi \sim 0$). Precisely at $\alpha = \alpha^*$ the system shows critical behavior which, by virtue of the mapping of Eq. (5), belongs to the universality class of the $d = 2$ Ising model.

### B. The pinned membrane

We now come to the main result of this paper, where the fate of the mapping of Eq. (4) in the presence of pinning sites ($n > 0$) is considered. In this case, we must distinguish between the set $R$ of sites where receptor-ligand bonds may form, and the set $P$ of sites at which the membrane is pinned. We furthermore restrict our calculation of $\mathbf{m}$ to nearest and next-nearest neighbor interactions. We first write $\mathbf{m} = \xi_1 [1 + \epsilon_b \mathbf{A} + \epsilon_0 \mathbf{B}]$, where the $M \times M$ matrices $\mathbf{A}$ and $\mathbf{B}$ correspond to nearest and next-nearest neighbor interactions, respectively. The components $A_{ij}$ ($B_{ij}$) equal one if the two sites $i$ and $j$ are nearest (next-nearest) neighbors, and zero otherwise. The coefficients are set by the value of the scaling function at the nearest and next-nearest neighbor distance, $\epsilon_A \equiv u(a/\xi_1)$ and $\epsilon_B \equiv u(\sqrt{2}a/\xi_1)$, respectively. We expand the inverse as

$$(m/\xi_1^-)^{-1} \approx 1 - \epsilon_A \mathbf{A} - \epsilon_B \mathbf{B} + \epsilon_A^2 \mathbf{A}^2,$$  \hspace{1cm} (8)

where all terms with coefficients $< \epsilon_A^2$ have been dropped. We now replace, in Eq. (8), the $M \times M$ matrices $\{1, \mathbf{A}, \mathbf{B}\}$ by the $N \times N$ sub-matrices $\{\mathbf{1}, \mathbf{A}, \mathbf{B}\}$ obtained by discarding the $n$ upper rows and columns corresponding to pinning sites; taking the inverse of the resulting matrix yields the desired matrix $\mathbf{m}$ that appears in the mapping of Eq. (5)

$$m/\xi_1^- \approx \mathbf{1} + \epsilon_A \mathbf{A} + \epsilon_B \mathbf{B} + \epsilon_A^2 (\mathbf{A}^2 - \mathbf{A}^2),$$  \hspace{1cm} (9)

where all higher order terms have again been dropped.

Due to the pinning sites, the last term in Eq. (9) does not vanish since the “hat” and “square” operations do not commute. First we evaluate $(\mathbf{A}^2)_{ij} = \sum_{k=1}^{M} A_{ik} A_{kj}$ where, in the summation, only two terms survive (Fig. 2). The first term corresponds to $i = j$: a non-zero contribution implies that $k$ needs to be a nearest neighbor of this site. On a square lattice there are four such sites labeled $k_1, \ldots, k_4$ in Fig. 2(a). The second term arises when $i$ and $j$ are distinct. The only combination with a non-zero contribution is when $i$ and $j$ are both nearest-neighbor of the same site $k$, which implies that $i$ and $j$ are next-nearest neighbors. Two such sites can be identified, labeled $k_5$ and $k_6$ in Fig. 2(b). Hence, 

$$(\mathbf{A}^2)_{ij} = 4 \delta_{ij} + 2 B_{ij},$$  \hspace{1cm} (10)

with $\delta_{ij}$ the Kronecker symbol. The components of the square of the reduced nearest-neighbor matrix are $(\hat{\mathbf{A}}^2)_{ij} = \sum_{k=1}^{N} A_{ik} A_{kj}$, where the sum over $k$ now excludes the pinning sites. We can identify the non-vanishing terms as in Fig. 2 provided we ignore the sites $k_i$ that are pinned. We thus obtain

$$(\hat{\mathbf{A}}^2)_{ij} = (4 - \eta_i) \delta_{ij} + \chi_{ij} B_{ij}$$  \hspace{1cm} (11)
with stochastic variables $\eta_i$ and $\chi_{ij}$ set by the local environment of pinning sites. In particular, $\eta_i$ is the number of nearest-neighbors of site $i$ that are pinned; the possible values of $\chi_{ij} = 0, 1, 2$ correspond to, respectively, the case where both $k_5$ and $k_6$ are pinned, only one of those sites is pinned, and neither one of them being pinned.

We now have all the ingredients needed to discuss the mapping of Eq. (5) in the presence of pinning sites. The first observation is that the nearest-neighbor coupling is not affected. For sites $i$ and $j$ that are nearest-neighbors, $\varepsilon_{ij} = \varepsilon_0 \rho \Lambda$ as before, by virtue of Eq. (9). In contrast, the chemical potential is affected, and now depends on the local environment via $\eta_i$.

$$\mu_i = \mu_0 - \eta_i \Delta, \quad \Delta \equiv \varepsilon_0 \rho \Lambda^2 / 2, \quad (12)$$

where $\mu_0$ is the effective chemical potential in the absence of pinning sites. Provided the pinning sites are immobile and randomly distributed, Eq. (12) corresponds to a quenched random-field. The effective chemical potential is thus reduced, implying that the closing of bonds has become more difficult. The physical picture is that, since the membrane is pinned to the minimum of the non-specific potential ($\hbar = 0$), closed bonds cannot “pull down” the membrane as easily as before. This impedes the above mentioned facilitation of bond formation due to undulations, and consequently the effective chemical potential is reduced. Choosing a sufficiently negative $\hbar < 0$, the opposite situation of an increased local chemical potential may also be realized.

We typically consider a low pinning density $\rho \equiv n/N \ll 1$, such that $\eta_i$ effectively becomes a binary random variable with values $\eta_i = 0, 1$. In this limit, the average chemical potential is $[\mu_i] = \mu_0 - \rho \Delta$, where $[\cdot]$ denotes a disorder average (i.e., an average over many different samples of pinning sites). The random-field strength is set by the disorder fluctuations $\sqrt{[\mu_i^2] - [\mu_i]^2} \approx \sqrt{\rho \Delta}$, which thus is weak compared to the nearest-neighbor coupling. Nevertheless, given that an infinitesimally weak random-field is sufficient to destroy macroscopic domain formation in two dimensions [22,25], we expect that even a low pinning density will drastically affect adhesion domain formation. Finally, note that in addition to the dominant random-field disorder, the pinning sites also induce a marginal perturbation. For next-nearest neighbors $i$ and $j$, the coupling $\varepsilon_{ij} = \varepsilon_0 [\rho + \varepsilon_0^2 (\chi_{ij} - 2)]$ also becomes a random variable corresponding to random-bond disorder, which does not destroy macroscopic domain formation. Possible interactions between receptor-ligand bonds, e.g., due to size mismatch, will change the couplings $\varepsilon_{ij}$ but not the fact that a random-field is induced.

IV. SIMULATIONS

A. Model and methods

1. Discretized membrane model with pinning sites

We now perform Monte Carlo (MC) simulations using a discretized version of our model Hamiltonian. We mostly simulate on periodic $N = L \times L$ lattices, and to each lattice site $i$ we assign a real number $h_i$ to denote the local membrane height, and a bond variable $b_i$ to denote whether the bond at the site is open ($b_i = 0$) or closed ($b_i = 1$). The Hamiltonian may then be written as

$$\mathcal{H}_N = \sum_i \left[ \frac{\kappa}{2} (\nabla^2 h_i)^2 + \frac{\gamma}{2} h_i^2 + b_i (\alpha h_i - \varepsilon_b) \right], \quad (13)$$

where the sum extents over all lattice sites. To compute the Laplacian, we use the finite-difference expression

$$\nabla^2 h_i \equiv \lambda_i = -4h_i + \sum_{j \in \text{nn}(i)} h_j, \quad (14)$$

where the sum in the last term is over the $(z = 4)$ nearest neighboring (nn) sites of site $i$. In this section the inverse temperature $\beta$ is absorbed into the coupling constants $\{\kappa, \gamma, \alpha, \varepsilon_b\}$ of Eq. (13), while the lattice constant will be the unit of length.

To incorporate pinning, a fraction $\rho$ of randomly selected sites is placed in the set $P$ of pinning sites. The sites $i \in P$ have their height variable set to $h_i = \hbar$, or $b_i = 0$ at the start of the simulation, and these heights are not permitted to change during the course of the simulation (i.e., MC moves that change the membrane height are not applied to the pinning sites). In contrast to the theoretical derivation we do allow for bonds to open and close at the pinning sites. In the simulations, the sets $R$ and $P$ therefore overlap. This does not affect the phase behavior of Eq. (13) but makes the data analysis easier since the available area for bonds then always equals $L^2$ as opposed to $(1 - \rho) L^2$.

2. Composite Monte Carlo move

The “standard approach” to simulate Eq. (13) is to use MC moves that either (i) propose a small random change to a randomly selected height variable, or (ii) change the state of a randomly selected bond variable, and to accept these changes with the Metropolis criterion [6]. This approach is not efficient because the height and bond degrees of freedom are correlated: at sites containing a closed bond, the membrane height will be lower, and vice versa. Hence, after a proposed change in $b_i$, the corresponding height $h_i$ is likely to be energetically unfavorable, and so move (ii) has a high chance of being rejected.
To circumvent this problem, we use a composite MC move whereby the bond and height degrees of freedom are changed simultaneously. The key observation is that Eq. (13) is quadratic in the height variables. For a given site $i$, imagine to replace the corresponding membrane height by $h_i \to h_i' = h_i + \delta$. The energy as function of $\delta$ is quadratic, $E(\delta) = \Lambda_2 \delta^2 + \Lambda_1 \delta + \text{constant}$, with coefficients given by

\[
\Lambda_2 = 10\kappa + \gamma/2, \quad \Lambda_1 = \gamma h_i + \alpha b_i - \kappa \left( 4\lambda_i - \sum_{j \in \text{nn}(i)} \lambda_j \right).
\]

Hence, there is an optimal deviation, $\delta_{\text{opt}} = -\Lambda_1/2\Lambda_2$, at which the energy becomes minimized. In our MC simulations, we exploit this property by selecting the membrane height deviations $\delta$ from a Gaussian distribution around the optimal value

\[
P(\delta|\delta_{\text{opt}}) \propto e^{-(\delta - \delta_{\text{opt}})^2/2\sigma^2},
\]

where standard deviation $\sigma^2 = 1/2\Lambda_2$ is used (other choices for $\sigma^2$ are valid also, but we believe this one is optimal as it closely matches the thermal fluctuations).

The composite MC move that we use to change the state of bond variables proceeds as follows:

1. Randomly select a lattice site $i$, and compute the optimal height deviation $\delta_{\text{opt}}$.
2. Change the state of the bond variable $b_i \to b_i'$, and compute the new optimal height deviation $\delta'_{\text{opt}}$. Propose a new height, $h_i \to h_i' = h_i + \delta$, with $\delta$ drawn from $P(\delta|\delta'_{\text{opt}})$ of Eq. (17).
3. Accept the proposed values $(b_i', h_i')$ with the Metropolis criterion

\[
P_{\text{acc}} = \min \left[ 1, \frac{P(0|\delta_{\text{opt}})}{P(0|\delta'_{\text{opt}})} e^{-(\mathcal{H}_N - \mathcal{H}_N')} \right],
\]

with $\mathcal{H}_N$ the energy of the configuration at the start of the MC move, and $\mathcal{H}_N'$ the energy of the proposed configuration (the ratio of Gaussian probabilities is needed to restore detailed balance).

Note that our composite move is ergodic, and thus by itself constitutes a valid MC algorithm. Nevertheless, we still found it useful to also implement the non-composite variant, whereby the membrane height is updated without changing the corresponding bond variable. In terms of the composite move above, this corresponds to $\delta'_{\text{opt}} = \delta_{\text{opt}}$, while in step (2) the bond variable $b_i$ is not changed. In what follows, composite to non-composite moves are attempted in a ratio 1:2, respectively.

In the MC moves above, we restrict the selection of the optimal height value $h_i$ to the single site $i$. An obvious generalization is to also optimally select the height values of nearby sites, i.e., on a $l \times l$ plaquette around site $i$.

The above moves correspond to $l = 1$, but we have used the version with $l = 3$ also; the latter is slightly more efficient in cases where bound and unbound membrane patches coexist. Obviously, the case $l > 1$ is more complex to implement, as it involves minimizing a quadratic form of $l^2$ variables. Furthermore, the accept criterion Eq. (18) needs to be modified (the prefactor now becomes the product of $l^2$ Gaussian probability ratios).

3. Order parameter distribution

A key output of our simulations is the order parameter distribution $P(\phi)$ (OPD), which is defined as the probability to observe a system with a fraction of closed bonds $\phi$, with $\phi$ given by Eq. (7). We emphasize that $P(\phi)$ depends on all the coupling constants that appear in Eq. (13), as well as on the system size $L$. To ensure that $P(\phi)$ is sampled over the entire range $0 \leq \phi \leq 1$, we combine our simulations with an umbrella sampling scheme [29]. We also use histogram reweighting [30] in the binding energy: having measured $P(\phi)$ for some value $\epsilon_b = \epsilon_b^0$, we extrapolate to different values $\epsilon_b = \epsilon_b^\lambda$ using the relation

\[
P(\phi|\epsilon_b = \epsilon_b^\lambda) \propto P(\phi|\epsilon_b = \epsilon_b^0) e^{L^2(\epsilon_b^\lambda - \epsilon_b^0)\phi}.
\]

In a similar way we also use histogram reweighting in the coupling constant $\alpha$, which is slightly more complex to implement as it requires separate storage of the fluctuations in $\sum_i b_i h_i$, i.e., the third term of Eq. (13).

We emphasize that, in the presence of pinning, $P(\phi)$ may also depend on the particular sample of pinning sites. For an accurate analysis, it then becomes necessary to average simulation results over many different random positions (samples) of the pinning sites.

B. Membrane without pinning

We first simulate a membrane without pinning ($\rho = 0$) using $\kappa = \gamma = 1$ in the Hamiltonian of Eq. (13). This case was considered extensively in Ref. [6] the main conclusion being that macroscopic adhesion domains are observed for $\alpha > \alpha^*$. We revisit this case to also determine the universality class, as well as the line tension between coexisting domains.

1. Critical behavior

We first determine the critical value $\alpha^*$ via finite-size scaling of the order parameter $m = \langle |\delta\phi| \rangle$, the susceptibility $\chi = L^2 (\langle \delta\phi^2 \rangle - \langle |\delta\phi| \rangle^2)$, and the Binder cumulant $U_4 = \langle \delta\phi^4 \rangle / \langle \delta\phi^2 \rangle^2$. Here, $\delta\phi \equiv \phi - \langle \phi \rangle$, with thermal averages $\langle \phi^m \rangle = \int d\phi P(\phi)\phi^m$, where it is assumed that $P(\phi)$ is normalized. We emphasize that $m, \chi, U_4$ are to be computed at the coexistence value of the binding energy
FIG. 3: (Color online) Finite-size scaling results for the membrane without pinning sites. The scaling plots of the order parameter \(\alpha\) and susceptibility \(\beta\) conform 2D Ising universality, as indicated by the collapse of the data from different system sizes. The intersection of the Binder cumulant curves for different system sizes \(c\) yields an estimate of \(\alpha^*\). The variation of \(\varepsilon_b^\alpha\) with \(\alpha\) (d) conforms to the theoretical prediction, where the dot marks the critical point.

\[ \varepsilon_b = \varepsilon_b^{\text{cx}}. \]

An accurate numerical criterion to determine the latter is to tune \(\varepsilon_b\) such that the fluctuations in \(\phi\) become maximized \[ \varepsilon_b^{\text{cx}} : \langle \phi^2 \rangle - \langle \phi \rangle^2 \rightarrow \text{max}, \tag{20} \]

which may conveniently be done using the histogram reweighting formula of Eq. (19).

In Fig. 3(a), we show the scaling plot of the order parameter \(\alpha\) and susceptibility \(\beta\) confirms 2D Ising universality, and our estimate of \(\alpha^*\) is in good agreement with Ref. \(n\). In Fig. 3(b), we show the corresponding scaling plot of the susceptibility, using the 2D Ising value \(\gamma = 7/4\), while for \(\alpha^*\) the above estimate was used. A data collapse is again observed, providing further confirmation of 2D Ising universality. In Fig. 3(c), we plot the Binder cumulant \(U_4\) versus \(\alpha\). In agreement with a critical point, the curves for different \(L\) intersect at \(\alpha^*\).

2. Symmetry line

In Fig. 3(d), the variation of \(\varepsilon_b^{\text{cx}}\) with \(\alpha\) as obtained in our simulations using Eq. (20) is shown. Coexistence of the bound and the unbound phases occurs along this symmetry line, \(\varepsilon_b = \varepsilon_b^{\text{cx}}(\alpha)\), which implies that the Hamiltonian is invariant under “swapping” the two coexisting phases. For the discrete Hamiltonian Eq. (13) this corresponds to the operation

\[ (\delta_i, b_i) \rightarrow (-\delta_i, 1 - b_i), \tag{21} \]

where \(\delta_i \equiv h_i - \langle h \rangle\) is the height deviation at lattice site \(i\) around the mean membrane height \(\langle h \rangle\). A straightforward calculation shows that, in order for \(H_N\) to be invariant, we are left with the condition

\[ (2\langle h \rangle + \alpha) \frac{1}{N} \sum_{i=1}^{N} \delta_i = (\alpha \langle h \rangle - \varepsilon_b^{\text{cx}})(1 - 2\phi). \tag{22} \]

Hence, the mean height along the symmetry line obeys \(\langle h \rangle = -\alpha/2\). Comparing this result with an alternative calculation in appendix \(x\) we find that \(\langle \phi \rangle = 1/2\) along the symmetry line, as expected. Moreover, from the second condition we obtain the symmetry line: \(\varepsilon_b^{\text{cx}} = -\alpha^2/2\). As Fig. 3(d) shows, the agreement with the simulation result is excellent.

In the effective model Eq. (5), spin-reversal symmetry corresponds to the operation \(b_i \rightarrow 1 - b_i\). The symmetry line is now determined through

\[ \mu_0^{\text{cx}} = \frac{1}{2} \sum_{j \neq i} \varepsilon_{ij} = \varepsilon_b^{\text{cx}} + \varepsilon_0/2, \tag{23} \]

where the sum runs over all sites \(j\) excluding \(i\). Plugging in the definition Eq. (6) for the coupling energy \(\varepsilon_0\), the binding energy at coexistence is \(\varepsilon_b^{\text{cx}} = -\alpha^2/2\) with \(c = (\xi_2^2/2)(1 + 4A + 4B + \ldots)\). The prefactor \(c\) apparently depends on the correlation length \(\xi_2\) determining the interaction range, but should nevertheless converge to \(c = 1/2\). We have checked for \(\xi_2 = 1\) that this is indeed the case [Fig. 3(d)].

At the coexistence binding energy, \(\varepsilon_b^{\text{cx}} = -\alpha^2/2\), the order parameter probability \(P(\phi)\) is symmetric about \(\phi = 1/2\) [Fig. 3(a)]. The latter reflects the spin-reversal symmetry of the Ising model, which persists in the membrane model as becomes evident from the theoretical mapping. We emphasize that this applies to the membrane without pinning sites: in the presence of pinning sites, spin-reversal symmetry is generally broken. Instead of using the density of closed bonds \(\phi\) as the order parameter, we could also have used the membrane height per site \(h = (1/L^2) \sum_i h_i\) since the latter is directly coupled to the density of closed bonds. This can also be seen in Fig. 3(c), where we show the same snapshot as in (b), but this time color-coded according to the membrane height. Furthermore, in a canonical (fixed \(\phi\)) simulation, and using the symmetry value \(\phi = 1/2\), the binding energy always assumes the coexistence value \(\varepsilon_b^{\text{cx}}\).
Ising model with conserved order parameter [32], the analogue of this condition is that, at zero magnetization, the external field is zero). In a grand-canonical simulation, i.e., where the field is allowed to fluctuate, and using the coexistence binding energy $c^\alpha_0$, the probability distribution of the membrane height $P(h)$ will thus be symmetric about $h = -\alpha/2$.

3. Line tension

Next, we consider $\alpha \gg \alpha^*$, where the transition is strongly first-order. In Fig. 4(a), we show $P(\phi)$ at coexistence for two values of $\alpha$ using a rectangular lattice of size $50 \times 100$ (note that $\ln P(\phi)$ may be regarded as minus the free energy of the system). We observe that $\ln P(\phi)$ is symmetrically bimodal, which indicates two-phase coexistence. The left peak corresponds to the unbound phase (low density of closed bonds), the right peak to the bound phase (high density of closed bonds), while in the region “between the peaks” both phases appear simultaneously. The latter follows strikingly from snapshots, see Fig. 4(b), which was taken at $\phi = 0.5$. For this value of $\phi$, the phases arrange in two slabs, with two interfaces perpendicular to the longest edge, as this minimizes the total length of the line interfaces (whose length then equals $L_{\text{tot}} = 2L_{\text{short}}$, with $L_{\text{short}} = 50$ the shortest edge of the simulation box). Provided the interfaces do not interact, there is a region over which $\phi$ can be varied without any free energy cost. This, apparently, is the case here, as the distributions $P(\phi)$ are essentially flat in their center regions. Following Binder [33], we may then relate the free energy barrier $\Delta F$, indicated in Fig. 4(a) for $\alpha = 3.0$, to the line tension $\sigma = \Delta F/L_{\text{tot}}$.

Applying this equation to the distributions of Fig. 4(a), we obtain $\sigma \approx 0.34 (4.58)$ for $\alpha = 2.9 (3.0)$, in units of $k_B T$ per lattice spacing. As expected, $\sigma$ decreases upon lowering $\alpha$.

4. Summary

For the membrane without pinning, our simulation results are thus fully consistent with the theoretical prediction that such a system should map onto the 2D Ising lattice gas. By means of finite-size scaling, 2D Ising critical exponents are confirmed, the quadratic variation of the coexistence binding energy with $\alpha$ is recovered, and we observe the analogue of spin-reversal symmetry. Furthermore, our estimate of $\alpha^*$ is in good agreement with Ref. 6, providing an important consistency check for the composite MC moves proposed in this work. Finally, for $\alpha \gg \alpha^*$, we observe a first-order phase transition between bound and unbound phases, with an associated coexistence region where macroscopic domain formation occurs.

C. The pinned membrane

We now consider a membrane with a finite concentration of pinning sites $\rho > 0$. We continue to use $\kappa = \gamma = 1$ in Eq. (13), for which the case without pinning was just described (Section IV B). In what follows, we restrict ourselves to $\rho > 1$, i.e., the limit of low pinning concentration. We believe this to be the biologically most relevant situation, as well as the physically most interesting one (in the opposite limit $\rho \to 1$, the pinning sites would completely freeze the membrane, thereby trivially preventing any membrane-mediated phenomena from taking place).

1. Numerical evidence for random-field disorder

The key prediction of the theoretical mapping, Eq. (5), is that, in the presence of pinning sites, the chemical potential becomes a quenched random variable (i.e., dependent on the spatial location in the sample, but without any time dependence). We thus expect “special regions” in the membrane where bonds prefer to close, which are those regions where the local chemical potential excess is positive. To test whether such regions can be found, we perform canonical MC simulations at a fixed fraction of closed bonds $\phi = 1/2$. For each lattice site $i$, we measure the thermally averaged bond occupation variable $\langle b_i \rangle$, and use these to compute the spatial fluctuation [31][34]

$$\chi^2 = \langle (b_i - \langle b \rangle)^2 \rangle \left[ \left( \frac{\langle b \rangle}{} \right)^2 \right] = 1 \sum_{i=1}^{N} \langle b_i \rangle^2,$$  \hspace{1cm} \text{(24)}$$

where the sum is over all lattice sites. In the absence of spatial preference, $\langle b_i \rangle = 1/2$ for all sites, implying that
\( \chi_S = 0 \). However, if sites in certain regions prefer closed bonds, then \( \langle b_i \rangle \) will be distinctly different from 1/2, and consequently \( \chi_S > 0 \).

In Fig. 5(a), we show “running averages” of \( \chi_S \) as a function of the number of MC moves \( \tau \). For the unpinned membrane, \( \chi_S \) decays to zero, since there is no spatial preference. In the absence of spatial preference, \( \chi_S \) reflects the statistical error of our simulation, and therefore decays \( \propto \tau^{-1/2} \). In contrast, for the membrane with pinning sites, \( \chi_S \) saturates to a finite plateau value. Note that this happens for all values of \( \alpha \) considered, including those values below the critical point \( \alpha^* \) of the unpinned membrane. By increasing \( \alpha \), the plateau value increases, which means that the spatial preference becomes stronger. When \( \alpha \) is small, thermal fluctuations still permit “excursions” of bonds into regions where the local chemical potential is unfavorable. In this case, \( \langle b_i \rangle \) does not deviate much from 1/2. As \( \alpha \) increases, these thermal fluctuations are “frozen out”. In the limit \( \alpha \to \infty \), the bond occupation variables are set by the groundstate of Eq. (13) (that is, for a given configuration of pinning sites, the variables \( b_i \) are determined by energy minimization). In this limit, \( \langle b_i \rangle \) is either 0 or 1, and the fluctuation \( \chi_S = 1/2 \). As can be seen in Fig. 5(a), this limiting value is indeed approached as \( \alpha \) increases.

However, already for \( \alpha \) much smaller, the groundstate reveals itself. To demonstrate this, we show “color-maps” of the thermally averaged values \( \langle b_i \rangle \) for \( \alpha = 2.0, 2.5, 3.0, 3.5, 4.0 \) (from bottom to top) where \( \alpha^* \) is the critical point of the unpinned membrane. As \( \alpha \) increases, \( \chi_S \to 1/2 \) (horizontal line). The dashed curve (red) shows \( \chi_S \) for the membrane without pinning at \( \alpha = 2.5 \), in which case \( \chi_S \) decays to zero. (b,c) “Color-maps” of the thermally averaged bond occupation variables \( \langle b_i \rangle \) for \( \alpha = 2.0 \) (b), and \( \alpha = 4.0 \) (c). In both cases, the same pinning configuration (red dots) is used. (All data in this figure refer to \( L = 100 \); results for the pinned membrane use \( \rho = 0.05 \) and \( h_P = 0 \)).

**Fig. 6**: (Color online) The (normalized) correlation function \( g(r) \) of the local chemical potential excess \( \Delta \mu_i \), for several values of \( \alpha \). The correlations quickly decay to zero, which confirms the prediction of the mapping that \( \Delta \mu_i \) is a spatially random variable (results refer to the pinned membrane with \( \rho = 0.05, h_P = 0, \) and \( L = 100 \)).
To confirm that $\Delta \mu_i$ truly is a spatially random variable, we have measured the (circularly averaged) correlation function $g(r) \propto [\Delta \mu_i \Delta \mu_j]^\perp$, where $[^\perp]$ denotes a spatial average over pairs of sites $(i,j)$ a distance $r$ apart. As can be seen in Fig. 5, $g(r)$ quickly decays to zero. For randomly distributed pinning sites, the spatial correlations in the local chemical potential excess are thus short-ranged. Note also that $g(r)$ depends only weakly on $\alpha$. This is consistent with the “color-maps” of Fig. 5(b,c), whose overall topology (i.e., the color of the regions) is also remarkably insensitive to $\alpha$. The insensitivity to $\alpha$ shows that the sign of the local chemical potential excess in Eq. (25) is determined exclusively by the properties of the membrane and the pinning sites (most notably the positions of the latter), and the pinning height $h_P$. The picture that one should have in mind, therefore, is that of ligand-receptor bonds “diffusing” through a chemical potential landscape, but the landscape itself is quenched, i.e., the bonds do not modify nor shape it. Incidentally, for $h_P = 0$, Fig. 5(b,c) shows that the local chemical potential excess is such that the pinning sites “repel” closed bonds. By using a sufficiently negative pinning height, the reverse situation can be realized also.

2. Adhesion domains are finite: Imry-Ma argument

For the pinned membrane, Figs. 5 and 6 clearly show that the local chemical potential excess is a quenched random variable, thereby confirming the theoretical prediction. This rigorously rules out the formation of large (macroscopic) adhesion domains, by virtue of the Imry-Ma argument [22,23]. To see this, consider a cluster of closed bonds of linear size $l$, thereby containing $\sim l^d$ bonds, and imagine to insert the cluster at some location in the sample. The average chemical potential excess (per site) over the cluster is zero, but with fluctuations that decay conform the central limit theorem

$$\frac{1}{l^d} \sum_{i \in \text{cluster}} \Delta \mu_i = 0 \pm C/l^{d/2}, \quad (26)$$

with $\Delta \mu_i$ given by Eq. (25), and $C$ a constant. Hence, there exist “preferred regions” where the cost of insertion is reduced by an amount $\propto l^{d/2}$. In $d = 2$ dimensions (but not in $d = 3$ [35, 36]), this is sufficient to compensate the line tension, which scales $\sim l^{d-1}$. In the presence of pinning sites, adhesion domains thus no longer strive to minimize the length of their line interface. Instead, they seek out those regions in the sample where the local chemical potential excess is most favorable, precisely what is observed in Fig. 5(b,c). We thus obtain a stable multi-domain structure. Note the sharp contrast to the case without pinning, where adhesion domains do minimize their interface, thereby growing macroscopically large [Fig. 6].

3. Domain size statistics

Having argued that adhesion domains in the presence of pinning sites remain finite, we now present a more quantitative analysis of their size. As the domain structure is essentially fixed by the pinning sites, and much less by thermal effects, we restrict ourselves to $\alpha = 3.5$, and vary only (i) the pinning concentration $\rho$, and (ii) the lateral correlation length $\xi_l$ of the membrane fluctuations. The simulations in this section are again performed in the canonical ensemble ($\beta = 1/2$), and pinning height $h_P = 0$ (pinning sites thus “repel” closed bonds). The remaining fixed parameters are $\gamma = 1$ for the non-specific potential, and system size $L = 100$.

For a given sample $i = 1, \ldots, K$ of pinning sites, we generate a series $t = 1, \ldots, T$ of equilibrated snapshots. For each snapshot, we compute the typical domain size $R_{t,i} = 2\pi \int S_{t,i}(k) dk/\int kS_{t,i}(k) dk$ [32], where $S_{t,i}(k)$ is the (circularly averaged) static structure factor; disorder $[^\perp]$ and thermal $\langle \cdot \rangle$ averages are then computed as

$$\langle R'^m \rangle = \frac{1}{K} \sum_{i=1}^K \frac{1}{T} \sum_{t=1}^T R'^m_{t,i} \quad (27)$$

We will primarily be concerned with the average domain size $\langle R \rangle$, the thermal fluctuations $\chi_T^R \equiv \langle R^2 \rangle - \langle R \rangle^2$, and the disorder fluctuations $\chi_D^R \equiv \langle \{R\} \rangle - \langle \langle R \rangle \rangle^2$.

In Fig. 7(a), we plot the average domain size $\langle \langle R \rangle \rangle$ as function of the pinning concentration $\rho$. As might be expected, the domain size decreases with increasing concentration. Following theoretical predictions for the random-field Ising model [37,39], we anticipate that

$$\ln \langle \langle R \rangle \rangle \propto \rho^{-p}, \quad (28)$$

with exponent $p > 0$, whereby we assume that $\langle \langle R \rangle \rangle$ is the analogue of the “break-up” length. For bimodal and Gaussian random-fields $p = 2$, but since it is a priori unclear how pinning sites compare to such fields, we leave $p$ as a free parameter. The curve in Fig. 7(a) shows the corresponding fit of Eq. (28) to our data, where $p \approx 0.25$ was used, and the agreement is quite reasonable.

Next, we consider the magnitude of the thermal $\chi_T$ and disorder fluctuations $\chi_D$ [Fig. 7(b)]. As $\rho$ increases, the fluctuations become smaller, but we always find that $\chi_D > \chi_T$. The disorder fluctuations thus dominate, as we had already announced previously. In Fig. 7(c), we plot the distribution $P(\langle R \rangle)$ of the thermally averaged domain size $\langle R \rangle$ between samples for $\rho = 0.05$ (the width of this distribution thus reflects the disorder fluctuation $\chi_D$). Experiments have indicated that the tail of the distribution is exponential [4]. The dashed line in Fig. 7(c) shows a fit to the tail of the simulated distribution using an exponential function of the form $P(x) \propto e^{-b x}$. The fit captures the data rather well, where $b \approx 2.1$ was used.

Last but not least, we show in Fig. 7(d) the variation of the average domain size $\langle \langle R \rangle \rangle$ with the lateral correlation length $\xi_l$. As $\xi_l$ increases, there is a mild decrease
of the domain size. However, on the scale of the (dominating) disorder fluctuations, the effect may be difficult to observe in experiments.

4. The case of “neutral” pinning sites

As can be seen in Fig. 5(b,c), for \( h_P = 0 \) the pinning sites “repel” closed bonds. When the pinning height is sufficiently negative, the reverse situation is obtained and pinning sites attract closed bonds (we have checked this case for \( h_P = -\alpha \)). Therefore, it is plausible that for some intermediate height \( h_P^* \) the pinning sites become neutral. This special height is given by the symmetry height of the unpinned membrane: \( h_P^* = -\alpha/2 \) (Section IV B 2). Consequently, when \( h_P = h_P^* \), we no longer expect the local chemical potential excess to be a quenched random variable, but rather \( \Delta \mu_i = 0 \) for all sites.

To test this assertion, we performed a canonical simulation (\( \phi = 1/2 \)) using pinning concentration \( \rho = 0.05 \), pinning height \( h_P = h_P^* \), and \( \alpha = 2.0 \). In Fig. 8(a), we plot the “running average” of the spatial fluctuation \( \chi_S \) in the thermally averaged bond occupation variables (Eq. (24)). The figure strikingly shows \( \chi_S \to 0 \), which confirms that the local chemical potential excess has indeed vanished. As for the unpinned membrane, \( \chi_S \) now reflects the statistical error of our MC simulation, and therefore decays \( \propto \tau^{-1/2} \), \( \tau \) being the number of MC moves. This result is to be contrasted with Fig. 8(b), where \( \chi_S \) for the pinned membrane converged to a finite value. Hence, even though the pinning concentration is the same in both cases, choosing \( h_P = h_P^* \) completely destroys the random-field effect. In Fig. 8(b), we show the “running average” of the chemical potential obtained via Widom insertion [40, 41]. Interestingly, \( \mu \) converges exactly onto \( \varepsilon_b^{\text{cs}} = -\alpha^2/2 \) of the unpinned membrane. Apparently, for neutral pinning sites, the symmetry line of the unpinned membrane is restored.

At \( h_P = h_P^* \), the Imry-Ma argument thus no longer applies. We therefore expect a critical point again, at \( \alpha = \alpha' \), and macroscopic adhesion domains for \( \alpha > \alpha' \). The value of \( \alpha' \) should increase with \( \rho \), and \( \lim_{\rho \to 0} \alpha' = \alpha^* \) of the unpinned membrane. The quenched disorder induced by neutral pinning sites is of the dilution type. The diluted Ising model is similar to the standard Ising model, but with a (small) fraction of randomly selected sites removed from the lattice [42]. Note that this type of quenched disorder does not break spin reversal symmetry, consistent with our observation that \( \mu \to \varepsilon_b^{\text{cs}} \) [Fig. 8(b)].

In realistic situations, we do not expect the pinning sites to be neutral, nor that the pinning height is the same for all pinning sites (as assumed in the present study). In all these cases, it is the random-field scenario that applies. Nevertheless, for our fundamental understanding we felt inclined to discuss the neutral case also.
V. SUMMARY AND CONCLUSIONS

We have studied a minimal model describing the specific adhesion of a cell (or biomimetic vesicle) to another cell, the extracellular matrix, or a substrate. The model incorporates the arguably most important mechanism: the coupling of thermal fluctuations of the cell membrane to the state of the receptor-ligand pairs responsible for the cell attachment. The latter are effectively described as either open or closed bonds. Integrating out the membrane fluctuations this model can be mapped exactly onto the two-dimensional lattice gas (or Ising model). This mapping confirms previous numerical evidence of a phase separation where the positions of ligand-receptor bonds are randomly pinned. The latter constitutes a marginal perturbation of the Ising model, induces a random field that prevents macroscopic domain formation in two dimensions. This mapping exactly determines the critical point, and we have demonstrated here that already in equilibrium finite sized adhesion domains are implied in a wide variety of contexts if one takes into account “pinning sites” that responsible for the cell attachment. The latter are effective to bond formation (order parameter $\phi$). Hence, the fundamentals of statistical physics can be used to explain adhesion domains of finite size in equilibrium.
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Appendix A: Height correlations

Using periodic boundaries the separation profile $h(r)$ is expanded into Fourier modes through

$$h(r) = \sum_{q} h_{q} e^{-i q \cdot r}, \quad h_{q} = \frac{1}{A} \int_{A} q^{2} r h(r) e^{i q \cdot r}$$

with $h_{q} = h'_{q} + i h''_{q}$. Since the separation field is real

$$h(r) = h_{0} + 2 \sum_{q \in \mathcal{Q}} [h'_{q} \cos(q \cdot r) + h''_{q} \sin(q \cdot r)],$$

where the set $\mathcal{Q}$ contains the independent wave vectors excluding $q = 0$.

For a free membrane in the absence of both bonds and pinning sites the Hamiltonian Eq. (I) in Fourier space reads

$$\beta H_{0} = \frac{1}{2} \gamma_{0} h_{q}^{2} + \frac{1}{2} \sum_{q \in \mathcal{Q}} \gamma(q^{2} + h''_{q}^{2})$$

with $\gamma_{0} \equiv \beta A \gamma$ and $\gamma(q) \equiv 2 \gamma_{0}[1 + (q \xi)^{4}]$. Hence, the mean height is $\langle h(r) \rangle_{0} = 0$ and the height correlations read

$$m(|r - r'|) \equiv \langle h(r) h(r') \rangle_{0} = \frac{1}{\gamma_{0}} + 4 \sum_{q \in \mathcal{Q}} \frac{\cos q \cdot (r - r')}{\gamma q}.$$

The height correlations between two points on the membrane decay on the length scale $\xi_{q}$. For large separations they reach $m(r \to \infty) = \langle h_{q}^{2} \rangle_{0} = 1/\gamma_{0}$ due to the zero mode fluctuations. For large $A$ we can neglect this contribution. Replacing the sum over discrete wave vectors by an integral we then obtain

$$m(r) \approx \frac{\xi_{q}^{4}}{2 \pi \beta \kappa} \int_{0}^{\infty} dq \frac{q J_{0}(q r)}{1 + (q \xi_{q})^{4}},$$

where $J_{0}$ is the zero-order Bessel function of the first kind. Performing the final integration leads to Eq. (2) for the height correlations of a free membrane.

Appendix B: Effective free energy

The full partition sum of the system reads

$$Z = \sum_{\{h_{q}\}}^{N} \int [d h(r)] \int dh_{1} \cdots dh_{N} e^{-\beta H_{N}}$$

$$\times \prod_{i=1}^{N} \delta(h(r_{i}) - h_{i}) \prod_{k=N+1}^{M} \delta(h(r_{k}) - h_{F}), \quad (B1)$$
where the Hamiltonian $H_N$ is given in Eq. [3]. The $M = N + n$ total constraints due to the $N$ bonds and the presence of $n$ pinning sites are represented through $\delta$-functions, where $\ell$ is a microscopic length. We normalize the functional measure such that $Z = 1$ for a free membrane.

As usual, we represent the $\delta$-functions as integrals

$$\delta(h(\mathbf{r}_i) - h_i) = \frac{1}{2\pi} \int d\lambda_i \, e^{i\lambda_i [h(\mathbf{r}_i) - h_i]},$$

where we complement $h_i = h_P$ for $i > N$. This allows us to write the partition sum Eq. [B1] involving a single exponential

$$Z = \sum_{\{h_i\}} \int [dh(\mathbf{r})] \frac{\ell^n}{(2\pi)^M} \int d\lambda_1 \cdots d\lambda_M \int dh_1 \cdots dh_N \exp \left\{ -\beta H_0 + c_0 h_0 + \sum_{q \in \mathbb{Q}} (c_q' h_q' + c_q'' h_q'') - i \sum_{i=1}^M \lambda_i h_i + \beta \varepsilon b \sum_{i=1}^N b_i \right\}$$

with coefficients

$$c_0 \equiv i \sum_{i=1}^M \lambda_i - \beta \alpha \sum_{i=1}^N b_i,$$

$$c_q' \equiv 2i \sum_{i=1}^M \lambda_i \cos q \cdot \mathbf{r}_i - 2\beta \alpha \sum_{i=1}^N b_i \cos q \cdot \mathbf{r}_i,$$

$$c_q'' \equiv 2i \sum_{i=1}^M \lambda_i \sin q \cdot \mathbf{r}_i - 2\beta \alpha \sum_{i=1}^N b_i \sin q \cdot \mathbf{r}_i,$$

Note that the first sum runs over all sites whereas the second sum only includes the sites where bonds are present. Performing the Gaussian integrations over the height modes $\{h_q\}$ and the auxiliary variables $\{\lambda_i\}$ we obtain

$$Z = \frac{\ell^n}{(2\pi)^M/2} \sqrt{\det m^{-1}} \sum_{\{b_i\}} \int dh_1 \cdots dh_N \times \exp \left\{ -\frac{1}{2} \sum_{ij} (m^{-1})_{ij} h_i h_j - \beta \sum_{i=1}^N b_i [\alpha h_i - \varepsilon b_i] \right\}.$$  

(B2)

The prefactor is independent of the state of the bonds.

While in principle it depends on the quenched disorder of the pinning sites it does not contribute to thermal averages. Setting $h_P = 0$ the terms with indices $i > N$ corresponding to the pinning sites drop out of the sum and we obtain Eq. [4].

**Appendix C: Mean height**

The derivation presented in the previous section is easily modified to calculate a generating function, from which arbitrary moments can be obtained. For example, replacing $c_0 \rightarrow c_0 + \lambda$ we obtain the generating function $Z(\lambda)$ from which the mean height follows as

$$\langle h_0 \rangle = \frac{\partial \ln Z(\lambda)}{\partial \lambda} \bigg|_{\lambda = 0}. \quad (C1)$$

Repeating the calculation for $n = 0$ we obtain

$$\langle h_0 \rangle = -\frac{\alpha N}{\gamma A} \langle \phi \rangle. \quad (C2)$$
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