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Abstract

We study the two circular Wilson loop correlator in which one is of anti-symmetric representation, while the other is of fundamental representation in 4-dimensional $\mathcal{N} = 4$ super Yang-Mills theory. This correlator has a good AdS dual, which is a system of a D5-brane and a fundamental string. We calculated the on-shell action of the string, and clarified the Gross-Ooguri transition in this correlator. Some limiting cases are also examined.
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The Wilson loop is one of the most interesting quantities which appeared in the AdS/CFT correspondence \([1]\). In the computation of the expectation value of the Wilson loop, the stringy effect (not just the supergravity) is essential. Actually, it is calculated on the AdS side as the on-shell action of a classical macroscopic string\([2, 3]\) in the limit of large \(N\) and large ’t Hooft coupling \(\lambda = 4\pi g_s N = g_{YM}^2 N\).

Recently, certain D-brane pictures of Wilson loops have drawn wide attention because they are powerful in evaluating the Wilson loop of higher rank representation. The D3-brane with electric flux, which has already been investigated in \([2]\), is found to describe Wilson loops of symmetric representations (or multiply wound Wilson loops) by Drukker and Fiol \([4]\). On the other hand, the Wilson loop of anti-symmetric representation is found to be described by a D5-brane with electric flux\([5, 6, 7]\). In both cases, the results show successful agreement with the gauge theory side calculations \([8, 9]\). Other further investigations along this line can be found in \([10, 11, 12, 13, 14, 15]\).

One of the interesting phenomena in the AdS picture of Wilson loops is the phase transition, which occurs in the two Wilson loop correlator. This is first anticipated by
Gross and Ooguri [16], and further explored in [17, 18, 19, 20, 21, 22, 23]. If the two loops are close enough, the classical string of annulus topology leads to the smallest action, which dominates the connected correlator. By contrast, when the two loops get far enough, two disk solution with massless propagating modes dominates the connected correlator. Between them, there exists a critical point.

In this paper, we study two concentric circular Wilson loop correlator of different representations, i.e. one is fundamental and the other is anti-symmetric. Because the circular anti-symmetric Wilson loop has a gravity dual as a D5-brane with electric flux, this correlator can thus be recognized as a system of a D5-brane and an F-string. More explicitly, it is realized as a string which propagates between the AdS boundary and the D5-brane.

Here let us summarize the results of this paper. We calculated the correlator by evaluating the on-shell action of the string worldsheet. This correlator also exhibits the phase transition. The phase structure is shown in figures 3, 4 and 5. The critical surface of the phase transition is represented by a solid line. There is also a critical surface represented by a dashed line where the annulus solution becomes unstable.

The parameter $\Theta$ (direction in $S^5$) dependence is quite nontrivial and interesting. As easily seen from the figures 3, 4 and 5, as well as from the expression in section 3, the correlator has the symmetry $\Theta \to 2\theta_k - \Theta$, where $\theta_k$ is a function of $k$ as in eq.(3.4). Especially, the point $\Theta = 2\theta_k - \pi$ looks similar to the point $\Theta = \pi$. At $\Theta = \pi$, it is always in the disk phase, since it is BPS even when two loops get on top of each other. On the other hand, $\Theta = 2\theta_k - \pi$ is not a priori related to the BPS configuration, but it is always in the disk phase. This fact implies that overlapped loops at $\Theta = 2\theta_k - \pi$ bear a similar nature to the BPS loops.

Another interesting feature related to $\Theta$ dependence is the maximum of the critical distance. The critical distance is maximal at $\Theta = \theta_k$. This is reasonable in the AdS picture since the D5-brane sits at $\theta = \theta_k$. However, it is rather mysterious because the origin of $\theta_k$ is quite different from $\Theta$ on the gauge theory side. It should be interesting and useful to consider the origin of $\theta_k$ more geometrically on the gauge theory side.

We also studied a couple of limiting cases. The solution of two fundamental Wilson loop correlator first examined by Zarembo[17] is recovered, meanwhile the Coulomb-like behavior is found when the separation is much smaller than the circle radii.

As a future work, the Yang-Mills side analysis like [24, 25] seems to be interesting. Correlators of Wilson loops of other representations by using the D3-brane [4] or supergravity solutions [26, 27] are as well worthy of study. Also, the extension to finite temperature cases is in progress.

The rest of this paper is organized as follows. In sec.2, the detailed setup is given. In sec.3, the AdS side calculation is performed through a series of elliptic integrals. Finally, in

\footnote{Anti-symmetric–anti-symmetric correlator has been studied in [23].}
sec. 4, we plotted the phase diagram, which visualizes clearly the Gross-Ooguri transition. Comments on these solutions are also provided, where known results appear as limiting cases. Some definitions and algebra involving elliptic integrals are added in the appendix A. The explicit forms of the Coulomb coefficients are shown in appendix B.

2 Setup

In $\mathcal{N} = 4$ Super Yang-Mills theory, the Wilson loop is defined as

$$W_R(C) := \text{Tr}\left[P \exp \oint_C d\tau (iA_\mu \dot{x}^\mu + \Phi_I n^I(\tau) |\dot{x}|)\right],$$

(2.1)

where $A_\mu$ is the gauge field, $\Phi_I$’s are six scalar fields, $C$ is a closed trajectory in 4-dimensional spacetime parameterized by $\tau$, $n_I$ is a 6-dimensional unit vector, and $R$ is a representation of $SU(N)$. In this paper, we consider the following type of correlation function

$$\langle W_{A_k}(C_1)W_{\Box}(C_2) \rangle. \quad (2.2)$$

We take the trajectories $C_1$ and $C_2$ as two circles. Both of them are embedded in a 3-dimensional hyperplane of 4-dimensional space. They are parallel and the centers of them are on the axis which is orthogonal to the circles. If we introduce the Cartesian coordinate $x_\mu$, $C_1$ is expressed via $\tau$ as

$$x_\mu = (0, R_1 \cos \tau, R_1 \sin \tau, 0), \quad n^I = (1, 0, 0, 0, 0), \quad (2.3)$$

while $C_2$ is

$$x_\mu = (L, R_2 \cos \tau, -R_2 \sin \tau, 0), \quad n^I = (\cos \Theta, \sin \Theta, 0, 0, 0, 0), \quad (0 < L, \ 0 \leq \Theta \leq \pi). \quad (2.4)$$

So parameters of this configuration are $R_1, R_2, L, \Theta$.

The correlator (2.2) factorizes in the leading term of the $1/N$ expansion. But this term does not depend on parameters $L, R_1, R_2, \Theta$. In order to see their dependence, the subleading terms become relevant. In other words, what we have to consider is the “connected correlator”

$$\langle W_{A_k}(C_1)W_{\Box}(C_2) \rangle_{\text{conn}} = \langle W_{A_k}(C_1)W_{\Box}(C_2) \rangle - \langle W_{A_k}(C_1) \rangle \langle W_{\Box}(C_2) \rangle. \quad (2.5)$$

As we will see later, it is convenient to define the function $V_k(R_1, R_2, L, \Theta)$ as

$$V_k(R_1, R_2, L, \Theta) := \frac{\langle W_{A_k}(C_1)W_{\Box}(C_2) \rangle - \langle W_{A_k}(C_1) \rangle \langle W_{\Box}(C_2) \rangle}{\langle W_{A_k}(C_1) \rangle}. \quad (2.6)$$

On the AdS side, this correlation function is described by a system of a D5-brane and a fundamental string subject to certain boundary conditions. The D5-brane is rigid because
Figure 1: The schematical picture of the disk solution with massless propagating modes. The disk solution is of order $1/g_s$, the massless propagator is of order $g_s^2$ and the coupling to the D5-brane is of order $1/g_s$. Totally, the contribution is of order $g_s^0$, which is the same order as the annulus contribution.

Figure 2: The schematical picture of the annulus. Since the D5-brane is much heavier than the fundamental string, the D5-brane is not deformed. The contribution from this annulus solution is as well of order $g_s^0$. It is much heavier than the fundamental string. By contrast, the string is flexible, so various kinds of contributions should be considered.

There are two possible leading contributions to $V_k$. One is a disk bounded by $C_2$ with massless propagating modes connecting the F-string and the D5-brane (see figure 1). The other is an annulus whose boundaries are attached to the D5-brane and $C_2$ (see figure 2). These two contributions are of the same order $\mathcal{O}(N^0)$ in $1/N$ expansion. Their magnitudes are estimated by the on-shell action of the annulus and the disk, respectively, in large $\lambda$ limit. In summary, in large $\lambda$ limit, $V_k$ is approximated as

$$V_k(R_1, R_2, L, \Theta) = \exp(-S_{\text{min}}),$$

where $S_{\text{min}}$ is the global minimum of the string action. The classical on-shell action of the disk, which corresponds to a single circular Wilson loop, has been calculated in [28]. The result is

$$S_{\text{disk,min}} = -\sqrt{\lambda}.$$  

2The massless propagator contributes a factor of order $\mathcal{O}(\lambda^n)$ to the amplitude. While is compared to $\exp(-\sqrt{\lambda})$, it is thus negligible in large $\lambda$ limit.
The question now is the competition of (2.8) and that of the annulus. We will investigate the classical annulus solution and compare it with (2.8) in this paper.

Before doing this, we can make some observation upon using the conformal symmetry. There are certain constraints on the correlation function. For example, we have a relation from the dilatation

\[ V_k(R_1, R_2, L, \Theta) = V_k(aR_1, aR_2, aL, \Theta), \quad (2.9) \]

where \( a \) is a real positive parameter of the dilatation. We can also use the special conformal transformation with a vector parameter \( b^\mu \)

\[ x'^\mu = \frac{x^\mu - b^\mu |x|^2}{1 - 2b^\mu x_\mu + |b|^2 |x|^2}. \quad (2.10) \]

This special conformal transformation (2.10) along \( x_1 \), i.e. \( b^\mu = (h, 0, 0, 0) \) makes

\[ V_k(R_1, R_2, L, \Theta) = V_k(R_1', R_2', L', \Theta), \]
\[ R_1' = \frac{R_1}{1 + h^2 R_1^2}, \quad R_2' = \frac{R_2}{1 - h^2 (L^2 + R_2^2)}, \quad (2.11) \]
\[ L' = \frac{L - h(L^2 + R_2^2)}{1 - 2hL + h^2 (L^2 + R_2^2)} + \frac{hR_1^2}{1 + h^2 R_1^2}. \]

Therefore, \( V_k \) is a function of the invariant combination \( \eta \) as\(^3\)

\[ V_k(R_1, R_2, L, \Theta) = \bar{V}_k(\eta, \Theta), \quad \eta = \frac{R_1^2 + R_2^2 + L^2}{2R_1R_2}. \quad (2.12) \]

On the AdS side, this simple dependence on \((\eta, \Theta)\) is not quite trivial. This is due to the introduction of the cutoff, which makes the conformal symmetry not manifest. In order to check this conformal symmetry, we keep the parameters \((R_1, R_2, L)\) generic in the calculation in the next section. We will find that the constraint (2.12) is actually satisfied.

### 3 Classical solution of the annulus

In this section, we will investigate the annulus solution. We use similar techniques employed by \[17\], \[18\], \[19\]. We write down the solution and the corresponding on-shell action. One can see the “phase structure” from the result.

\(^3\)This \( \eta \) plays the same role as the “cross ratio.”
3.1 Ansatz and equations of motion

In this paper, we use the following notation for $AdS_5 \times S^5$ with radius $\sqrt{\alpha' \lambda}^{1/4}$

$$ds^2 = \frac{\alpha' \sqrt{\lambda}}{y^2}(dy^2 + dr^2 + r^2 d\varphi^2 + dt^2 + dx^2) + \alpha' \sqrt{\lambda}(d\theta^2 + \sin^2 \theta d\Omega_4^2).$$

(3.1)

The boundary of $AdS_5$ is at $y = 0$. The coordinate $(r, \varphi, t, x)$ at the boundary is related to the Cartesian coordinate $x_\mu$ introduced in the previous section as

$$x_1 = x, \quad x_2 = r \cos \varphi, \quad x_3 = r \sin \varphi, \quad x_4 = t.$$  

(3.2)

The string dual of $W_{A_k}(C_1)$ is a D5-brane [6, 7]. Its explicit form [29, 30] is expressed as

$$r^2 + y^2 = R_1^2, \quad \theta = \theta_k,$$

(3.3)

where $R_1$ is the radius of $C_1$, and $\theta_k$ is related to $k$ as

$$\frac{k}{N} = \frac{1}{\pi} \left( \theta_k - \frac{1}{2} \sin 2\theta_k \right).$$

(3.4)

The gauge field excitation on the D5-brane worldvolume has the field strength

$$F_{y\varphi} = -i \cos \theta_k \frac{\alpha' \sqrt{\lambda} R_1}{y^2}, \quad F := 2\pi \alpha' dA.$$  

(3.5)

The worldsheet stretching between this D5-brane and $C_2$ is symmetric under the rotation $\varphi \to \varphi + \alpha$, $\alpha$: real constant parameter. Hence, we can assign this symmetry to our solution. The reparameterization degrees of freedom enable one to set the worldsheet coordinates as $(\sigma, \varphi)$, where $\varphi$ is the same as the spacetime $\varphi$. The ansatz used is written as

$$y = y(\sigma), \quad r = r(\sigma), \quad x = x(\sigma), \quad \theta = \theta(\sigma).$$

(3.6)

In this ansatz, we include $\sigma$ dependence of $\theta$ because the two boundaries are separated in $S^5$ in general, i.e. the D5-brane is wrapped on an $S^4$ at $\theta = \theta_k$, while $C_2$ sits at a point $\theta = \Theta$ in $S^5$. This kind of separation in $S^5$ is first considered extensively in [21]. Their method of solving the equation of motion is applicable to the problem here, if one uses the conformal symmetry and simplifies the configuration. Here, however, we do not use the conformal symmetry to simplify the configuration. This is because one purpose of this calculation is to check the conformal symmetry.

The bulk part comes from the Nambu-Goto action

$$S_{bulk} = \frac{1}{2\pi\alpha'} \int d\sigma d\varphi \sqrt{\det G},$$

(3.7)

where $G$ is the induced metric. Plugging (3.1) and integrating out $\varphi$, we obtain

$$S_{bulk} = \sqrt{\lambda} \int d\sigma \frac{r}{y^2} \sqrt{x'^2 + r'^2 + y'^2 + y^2 \theta'^2},$$

(3.8)
where prime \('\) denotes the \(\sigma\) derivative.

At both boundaries, we need to include proper boundary terms. Let \(\sigma = \sigma_1\) be the boundary on the D5-brane, whereas \(\sigma = \sigma_2\) be the boundary at \(C_2\) with \(\sigma_1 < \sigma_2\). At \(\sigma = \sigma_1\), the boundary is constrained on the rigid D5-brane in (3.3), and should satisfy at least the following conditions

\[
 r^2 + y^2 = R_1^2, \quad x = 0, \quad \theta = \theta_k. \tag{3.9}
\]

These are not all the conditions however. Due to the gauge field excitation in (3.5), we should add

\[
 S_{bdy,1} = i \int_{\sigma = \sigma_1} d\varphi A_\varphi \ + \text{(constant)} = \sqrt{\lambda} \cos \theta_k \left(1 - \frac{R_1}{y}\right), \quad A_\varphi = \frac{1}{2\pi\alpha'} i \cos \theta_k \frac{\alpha' \sqrt{\lambda} R_1}{y} \tag{3.10}
\]

The (constant) ensures that \(S_{bdy,1} = 0\) when \(y = R_1\), where the circle of \(\varphi\) shrinks to a point. The boundary condition is derived from the variational principle. The variation of the bulk action has boundary terms at \(\sigma = \sigma_1\) as

\[
 \delta S_{bulk}|_{bdy,1} = - p_r \delta r - p_y \delta y - p_x \delta x - p_\theta \delta \theta. \tag{3.11}
\]

The momenta \(p\) are written as

\[
 p_r = \sqrt{\lambda} \frac{r}{y^2} \frac{r'}{\sqrt{x'^2 + r'^2 + y'^2 + y'^2 \theta'^2}}, \tag{3.12}
\]

\[
 p_y = \sqrt{\lambda} \frac{r}{y^2} \frac{y'}{\sqrt{x'^2 + r'^2 + y'^2 + y'^2 \theta'^2}}, \tag{3.13}
\]

\[
 p_x = \sqrt{\lambda} \frac{r}{y^2} \frac{x'}{\sqrt{x'^2 + r'^2 + y'^2 + y'^2 \theta'^2}}, \tag{3.14}
\]

\[
 p_\theta = \sqrt{\lambda} \frac{r \theta'}{\sqrt{x'^2 + r'^2 + y'^2 + y'^2 \theta'^2}}. \tag{3.15}
\]

Due to \(r^2 + y^2 = R_1\), it is convenient to rewrite (3.11) as

\[
 \delta S_{bulk}|_{bdy,1} = - \frac{1}{2} \left( \frac{p_r}{r} + \frac{p_y}{y} \right) (r \delta r + y \delta y) - \frac{1}{2} \left( \frac{p_r}{r} - \frac{p_y}{y} \right) (r \delta r - y \delta y) - p_x \delta x - p_\theta \delta \theta. \tag{3.16}
\]

On the other hand, the variation of \(S_{bdy,1}\) is written as (using the condition \(r \delta r + y \delta y = 0\))

\[
 \delta S_{bdy,1} = - \frac{1}{2} \sqrt{\lambda} \cos \theta_k \frac{R_1}{y^3} (r \delta r - y \delta y). \tag{3.17}
\]
We obtain totally
\[
\delta S_{\text{bulk}}|_{\text{bdy},1} + \delta S_{\text{bdy},1} = -\frac{1}{2} \left( \frac{p_r}{r} + \frac{p_y}{y} \right) (r \delta r + y \delta y) - \frac{1}{2} \left( \frac{p_r}{r} - \frac{p_y}{y} + \sqrt{\lambda} \cos \theta_k \frac{R_1}{y^3} \right) (r \delta r - y \delta y) - p_x \delta x - p_\theta \delta \theta.
\] (3.18)

The first, third and fourth term vanish because of (3.9). From the second term, it can be seen that the additional boundary condition at \(\sigma = \sigma_1\) is
\[
\frac{p_r}{r} - \frac{p_y}{y} + \sqrt{\lambda} \cos \theta_k \frac{R_1}{y^3} = 0.
\] (3.19)

Next, let us turn to the other boundary at \(\sigma = \sigma_2\). Naively, the area of the minimal surface is infinite. It is necessary to introduce a cutoff at \(y = \epsilon\) in order to regularize the action. We follow [31] and perform the Legendre transformation. This gives a boundary term
\[
S_{\text{bdy},2} = -p_y y - p_\theta (\theta - \Theta), \quad \text{at } \sigma = \sigma_2.
\] (3.20)

Now we solve the equations of motion subject to the above boundary conditions. Each equation of motion of \(r, y, x, \theta\) respectively, derived from (3.8) can be listed as
\[
\frac{1}{y^2} \sqrt{x'^2 + r'^2 + y'^2 + y^2 \theta'^2} - \partial_\sigma \left( \frac{r}{y^2 \sqrt{x'^2 + r'^2 + y'^2 + y^2 \theta'^2}} \right) = 0,
\] (3.21)
\[
- \frac{2 r}{y^3} \sqrt{x'^2 + r'^2 + y'^2 + y^2 \theta'^2} + \frac{r}{y \sqrt{x'^2 + r'^2 + y'^2 + y^2 \theta'^2}} - \partial_\sigma \left( \frac{r}{y^2 \sqrt{x'^2 + r'^2 + y'^2 + y^2 \theta'^2}} \right) = 0,
\] (3.22)
\[
\partial_\sigma \left( \frac{x'}{y^2 \sqrt{x'^2 + r'^2 + y'^2 + y^2 \theta'^2}} \right) = 0,
\] (3.23)
\[
\partial_\sigma \left( \frac{r \theta'}{\sqrt{x'^2 + r'^2 + y'^2 + y^2 \theta'^2}} \right) = 0.
\] (3.24)

Following [17, 18], we integrate (3.23), (3.24) and fix the reparameterization of \(\sigma\) as \(x = \sigma\) to obtain
\[
\frac{r}{y^2 \sqrt{1 + r'^2 + y'^2 + y^2 \theta'^2}} = \ell,
\] (3.25)
\[
\frac{r \theta'}{\sqrt{1 + r'^2 + y'^2 + y^2 \theta'^2}} = m,
\] (3.26)
where \( \ell \) and \( m \) are integration constants. We can assume \( \ell > 0 \) without loss of generality. Plugging these into (3.21) and (3.22), we obtain

\[
\frac{r}{\ell^2 y^4} - r'' = 0, \tag{3.27}
\]

\[
-\frac{2r^2}{\ell^2 y^3} + \frac{m^2}{\ell^2 y^3} - y'' = 0, \tag{3.28}
\]

and they combine to be

\[
0 = 1 + r^2 + y^2 - \frac{r^2}{\ell^2 y^4} + \frac{m^2}{\ell^2 y^2}. \tag{3.29}
\]

Adding (3.27) multiplied by \( r \) to (3.28) multiplied by \( y \) leads to

\[
(r^2 + y^2)'' + 2 = 0. \tag{3.30}
\]

This equation is integrated to be

\[
r^2 + y^2 + (x + c)^2 = a^2, \tag{3.31}
\]

where \( a \) and \( c \) are integration constants. At \( x = 0 \) (D5-brane side), \( r^2 + y^2 = R_1^2 \) leads to

\[
a^2 - c^2 = R_1^2, \tag{3.32}
\]

while at \( x = L \) (AdS boundary,) \( r = R_2 \) and \( y = 0 \) lead to

\[
a^2 - (L + c)^2 = R_2^2. \tag{3.33}
\]

Based on these, \( a \) and \( c \) can be expressed in terms of \( R_1, R_2, L \) as

\[
c = \frac{R_1^2 - R_2^2 - L^2}{2L}, \quad a = \sqrt{(R_1^2 + R_2^2 + L^2)^2 - 4R_1^2 R_2^2}. \tag{3.34}
\]

By using the trigonometric parameterization

\[
r = \sqrt{a^2 - (x + c)^2} \cos \phi, \quad y = \sqrt{a^2 - (x + c)^2} \sin \phi, \quad 0 \leq \phi \leq \frac{\pi}{2}, \tag{3.35}
\]

(3.29) becomes

\[
\phi' = \pm \left( \frac{a}{a^2 - (x + c)^2} \right) \sqrt{\cos^2 \phi - m^2 \sin^2 \phi - (\ell^2 a^2 \sin^4 \phi)} \ell a \sin^2 \phi. \tag{3.36}
\]

Furthermore, the boundary condition (3.19) can be rewritten as a constraint on \( \phi_1 := \phi(0) \) and \( \phi'(0) \) as

\[
\phi'(0) = \cos \theta \frac{\sin \phi_1}{\ell R_1^2 \cos^2 \phi_1}. \tag{3.37}
\]
where we have used (3.33). Also, (3.37) and (3.36) lead to the expression of \( \phi_1 \) as

\[
\sin^2 \phi_1 = -\left( m^2 + \sin^2 \theta_k \right) + \sqrt{\left( m^2 + \sin^2 \theta_k \right)^2 + 4\ell^2 a^2 \sin^2 \theta_k} \over 2\ell^2 a^2 .
\]  (3.38)

Finally, (3.26) can be rewritten as

\[
\theta' = {m \over \ell (a^2 - (x + c)^2) \sin^2 \phi}
\]  (3.39)

by using (3.25) and (3.33). This and (3.36) together lead to

\[
{d\phi \over d\theta} = \frac{\phi'}{\theta'} = \pm {1 \over m} \sqrt{\cos^2 \phi - m^2 \sin^2 \phi - \ell^2 a^2 \sin^4 \phi}.
\]  (3.40)

Now, we have almost done. Note that (3.36) and (3.40) can be easily integrated. The remaining subtlety is to choose the right branch from them. At \( x = 0 \), we find that the sign of \( \phi'(0) \) is determined by the sign of \( \cos \theta_k \) from (3.37). We will examine two cases: \( \theta_k > \pi/2 \) and \( \theta_k < \pi/2 \) in turn. The case of \( \theta_k = \pi/2 \) is realized as the limit of either case.

### 3.2 \( \theta_k > \pi/2 \): monotonically decreasing \( \phi \)

When \( \theta_k > \pi/2 \), \( \phi'(0) \) is negative by virtue of (3.37), i.e. around \( x = 0 \), \( \phi \) decreases. Defining what inside the square root in (3.36) as a function of \( \phi \):

\[
\mathcal{H}(\phi) := \cos^2 \phi - m^2 \sin^2 \phi - \ell^2 a^2 \sin^4 \phi,
\]  (3.41)

we see that \( \mathcal{H}(\phi) \) is a monotonically decreasing function on \( 0 \leq \phi \leq \pi/2 \), and \( \mathcal{H}(\phi_1) > 0 \) according to (3.38). Hence as \( \phi \) decreases, \( \mathcal{H} \) becomes bigger and never reaches the branching point \( \mathcal{H} = 0 \). Therefore, \( \phi(x) \) is a monotonically decreasing function over \( 0 \leq x \leq L \). We thus take the minus sign in (3.36), (3.40), and then integrate them to obtain

\[
\int_{\phi_1}^{\phi} {\ell a \sin^2 \psi d\psi \over \sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}} = -{1 \over 2} \log {a + x + c \over a - x - c} + {1 \over 2} \log {a + c \over a - c},
\]  (3.42)

\[
\int_{\phi_1}^{\phi} {m d\psi \over \sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}} = -\theta + \theta_k.
\]  (3.43)

Note that \( \phi(x) \) and \( \theta(x) \) can be completely fixed by solving the above equations implemented with the boundary conditions:

\[
\phi(L) = 0, \quad \theta(L) = \Theta.
\]  (3.44)
which in turn determine $m$ and $\ell$. To see this more explicitly, it is convenient to introduce

$$f(m, \ell a) = \int_{0}^{\phi_1} \frac{\ell a \sin^2 \psi d\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}},$$  \hspace{1cm} (3.45)$$

$$g(m, \ell a) = \int_{0}^{\phi_1} \frac{m d\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}}.$$  \hspace{1cm} (3.46)$$

Rewriting the L.H.S. of (3.42) at $x = L$ via (3.34) into

$$-\frac{1}{2} \log \frac{a + L + c}{a - L - c} + \frac{1}{2} \log \frac{a + c}{a - c} = -\log \frac{R_1^2 + R_2^2 + L^2 + \sqrt{(R_1^2 - R_2^2)^2 + L^4 + 2L^2(R_1^2 + R_2^2)}}{2R_1R_2}$$

$$= -\log \left[ \eta + \sqrt{\eta^2 - 1} \right],$$  \hspace{1cm} (3.47)$$

where $\eta$ is defined in (2.12), we can re-express (3.44) as

$$\cosh[f(m, \ell a)] = \eta, \quad g(m, \ell a) = \Theta - \theta_k.$$  \hspace{1cm} (3.48)$$

Namely, $m$ and $\ell a$ are determined in terms of $\eta, \Theta$ if exist. Let us compute the on-shell action. The bulk action (3.8) now takes the form

$$S_{\text{bulk}} = \sqrt{\lambda} \int_{0}^{L} dx \frac{r y^2}{\sqrt{1 + r'^2 + y'^2 + y^2 \theta'^2}} = \sqrt{\lambda} \int_{\phi_2}^{\phi_1} d\phi \frac{\cot^2 \phi}{\sqrt{\cos^2 \phi - m^2 \sin^2 \phi - \ell^2 a^2 \sin^4 \phi}},$$  \hspace{1cm} (3.49)$$

where we have put a cutoff at $y = \epsilon$. We ignore terms which vanish when $\epsilon \to 0$. Also, there are two boundary terms

$$x = 0, \quad S_{\text{bdy},1} = \sqrt{\lambda} \cos \theta_k (1 - \csc \phi_1),$$  \hspace{1cm} (3.50)$$

$$x = L, \quad S_{\text{bdy},2} = -\sqrt{\lambda} \frac{R_2}{\epsilon},$$  \hspace{1cm} (3.51)$$

from (3.10) and (3.20), respectively. The total on-shell action is $S_{\text{tot}} = S_{\text{bulk}} + S_{\text{bdy},1} + S_{\text{bdy},2}$.

Here we summarize the result of this subsection. When $\theta_k > \pi/2$, the on-shell action can be written by using the formulas in appendix A.2 as

$$\frac{S_{\text{tot}}}{\sqrt{\lambda}} = [(m^2 + 1)^2 + 4\ell^2 a^2]^{1/4} \left[ -\cot \chi(\phi_1) \sqrt{1 - \kappa^2 \sin^2 \chi(\phi_1)} - E(\chi(\phi_1), \kappa) \right.$$

$$+ (1 - \kappa^2) F(\chi(\phi_1), \kappa) \left. + \cos \theta_k (1 - \csc \phi_1). \right]$$  \hspace{1cm} (3.52)$$
Note that $\phi_1$ is defined in (3.38), whereas $\chi(\phi), \kappa$ and $C$ are defined in (A.17). Here $F$ and $E$ are the elliptic integrals of the first and second kind, respectively. The integration constants $m, \ell a$ are determined by

$$\arccosh \eta = \frac{(m^2 + 1) + \sqrt{(m^2 + 1)^2 + 4\ell^2a^2}}{2\ell a [(m^2 + 1)^2 + 4\ell^2a^2]^{1/4}} [\Pi(\chi(\phi_1), C, \kappa) - F(\chi(\phi_1), \kappa)],$$

(3.53)

$$\Theta - \theta_k = m[(m^2 + 1)^2 + 4\ell^2a^2]^{-1/4}F(\chi(\phi_1), \kappa),$$

(3.54)

where $\Pi$ is the elliptic integral of the third kind. We found that this result satisfies the conformal symmetry condition indicated in (2.12).

### 3.3 $\theta_k < \pi/2$: increasing and decreasing $\phi$

When $\theta_k < \pi/2$, $\phi'(0)$ is positive by virtue of (3.37). Note that $\phi$ keeps increasing from $x = 0$ (during when $\mathcal{H}$ in (3.41) decreases) until the branching point ($\mathcal{H} = 0$) is reached at $x = x_0$. This causes a sign change in (3.36) and (3.40) such that $\phi$ starts to decrease all the way to zero at $x = L$. Consequently, we take the plus branch for $x \leq x_0$, and the minus branch for $x \geq x_0$ in (3.36) and (3.40).

It is convenient to define $\phi_0 := \phi(x_0)$, which satisfies $\mathcal{H}(\phi_0) = 0$ and can be solved as

$$\sin^2 \phi_0 = \frac{-(m^2 + 1) + \sqrt{(m^2 + 1)^2 + 4\ell^2a^2}}{2\ell^2a^2}.$$

(3.55)

When $x \leq x_0$, integrating (3.36) and (3.40) gives

$$\int_{\phi_1}^{\phi} \frac{\ell a \sin^2 \psi d\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2a^2 \sin^4 \psi}} = \frac{1}{2} \log \frac{a + x + c}{a - x - c} - \frac{1}{2} \log \frac{a + c}{a - c},$$

(3.56)

$$\int_{\phi_1}^{\phi} \frac{md\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2a^2 \sin^4 \psi}} = \theta - \theta_k.$$

(3.57)

On the other hand, when $x \geq x_0$,

$$\left( \int_{\phi_1}^{\phi_0} - \int_{\phi_1}^{\phi} \right) \frac{\ell a \sin^2 \psi d\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2a^2 \sin^4 \psi}} = \frac{1}{2} \log \frac{a + x + c}{a - x - c} - \frac{1}{2} \log \frac{a + c}{a - c},$$

(3.58)

$$\left( \int_{\phi_1}^{\phi_0} - \int_{\phi_1}^{\phi} \right) \frac{md\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2a^2 \sin^4 \psi}} = \theta - \theta_k.$$

(3.59)

We again define

$$\tilde{f}(m, \ell a) = \left( \int_{\phi_1}^{\phi_0} + \int_{\phi_1}^{\phi_0} \right) \frac{\ell a \sin^2 \psi d\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2a^2 \sin^4 \psi}},$$

(3.60)

$$\tilde{g}(m, \ell a) = \left( \int_{\phi_1}^{\phi_0} + \int_{\phi_1}^{\phi_0} \right) \frac{md\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2a^2 \sin^4 \psi}}$$

(3.61)
as before in order to incorporate the boundary condition (3.44). (3.58), (3.59) and (3.44) lead to

$$\eta = \cosh[\tilde{f}(m, \ell a)], \quad \tilde{g}(m, \ell a) = \Theta - \theta_k.$$  \hspace{1cm} (3.62)

Here, $m$ and $\ell a$ are determined in terms of $\eta$, $\Theta$ if exist. The on-shell action $S_{\text{tot}}$ contains the bulk part

$$S_{\text{bulk}} = \sqrt{\lambda} \left( \int_{\phi_0}^{\phi_1} + \int_{\phi_2}^{\phi_0} \right) \frac{d\phi \cot^2 \phi}{\sqrt{\cos^2 \phi - m^2 \sin^2 \phi - \ell^2 a^2 \sin^4 \phi}}$$ \hspace{1cm} (3.63)

as well as boundary terms which are the same as (3.50) and (3.51).

We summarize the result of this subsection. When $\theta_k < \pi/2$, the on-shell action can be written by using the formulas in appendix A.2 as

$$ \frac{S_{\text{tot}}}{\sqrt{\lambda}} = [(m^2 + 1)^2 + 4\ell^2 a^2]^{1/4} \left[ \cot \chi(\phi_1) \sqrt{1 - \kappa^2 \sin^2 \chi(\phi_1)} \right. $$

$$+ E(\chi(\phi_1), \kappa) - (1 - \kappa^2)F(\chi(\phi_1), \kappa) - 2E(\kappa) + 2(1 - \kappa^2)K(\kappa) \left. \right] + \cos \theta_k (1 - \csc \phi_1),$$ \hspace{1cm} (3.64)

where $\phi_1$ is defined in (3.38), while $\chi(\phi), \kappa$, and $C$ are defined in (A.17). The integration constants $m, \ell a$ are determined by

$$\text{arccosh} \eta = \frac{(m^2 + 1) + \sqrt{(m^2 + 1)^2 + 4\ell^2 a^2}}{2\ell a [(m^2 + 1)^2 + 4\ell^2 a^2]^{1/4}} \left[ 2\Pi(C, \kappa) - 2K(\kappa) - \Pi(\chi(\phi_1), C, \kappa) + F(\chi(\phi_1), \kappa) \right],$$ \hspace{1cm} (3.65)

$$\Theta - \theta_k = m[(m^2 + 1)^2 + 4\ell^2 a^2]^{-1/4}[2K(\kappa) - F(\chi(\phi_1), \kappa)].$$ \hspace{1cm} (3.66)

Again, the conformal symmetry condition in (2.12) is satisfied.

4 Comments on the solutions

4.1 Gross-Ooguri phase transition

Let us consider the Gross-Ooguri (GO) phase transition here. We compare (3.52)-(3.54) (or (3.64)-(3.66), when $\theta_k < \pi/2$) and (2.8). We are also interested in how far the annulus solution can stretch along $\eta$. For example, when $\theta_k > \pi/2$, the annulus solution exists, if and only if (3.53) and (3.54) can be solved by some $(m, \ell a)$ for a given $(\eta, \Theta)$ pair.

Figures 3, 4 and 5 present the phase diagrams plotted against the $\eta-\Theta$ plane at $\theta_k = \pi/2$, $2\pi/3$ and $\pi/3$, respectively. The black solid line indicates the critical line of the
GO phase transition. The red dashed line stands for the critical line where the annulus solution becomes unstable.

One finds that $\Theta = \pi$ is always in the disk phase. This observation has a good explanation. When $\Theta = \pi$, two loops get overlapped ($\eta = 1$) so that this configuration becomes BPS. Therefore, the annulus solution does not exist.

The solution obtained in the previous section has a "duality" for a fixed $k$, i.e. $(\Theta, \eta) \rightarrow (2\theta_k - \Theta, \eta)$. Consequently, for $k \geq N/2$ ($\theta_k \geq \pi/2$), $\Theta \leq 2\theta_k - \pi$ is always in the disk phase. In particular, the point $\Theta = 2\theta_k - \pi$, $\eta = 0$ bears a similar nature to the BPS point $\Theta = \pi$, $\eta = 0$ in the approximation used here.

In addition, $\Theta$ dependence of the phase diagram is interesting. The critical distance marks a maximum at $\Theta = \theta_k$ when $\theta_k$ is fixed. This fact is quite reasonable from the AdS point of view. However, it is rather mysterious from the gauge theory side, since $\Theta$ and $\theta_k$ have rather different origins; $\Theta$ is the direction of the scalar as in (2.4), while $\theta_k$ is determined by the rank of the anti-symmetric representation as in (3.4). To consider this fact from the gauge theory is an interesting future work.

![Figure 3: Phase diagram on $\eta$-$\Theta$ plane with $\theta_k = \pi/2$. The solid black line indicates the critical line of the GO transition. Inside (outside) the solid line, the annulus (disk) solution dominates the connected correlator. The red dashed line represents the critical line where the annulus solution becomes unstable. The annulus solution does not exist outside the red dashed line.](image)

4.2 $k = 1$

It is illuminating to check some limiting aspects of the above solutions. When $k = 1$, the $k$-th anti-symmetric representation reduces to the fundamental one. Assuming $k = 1$, one may expect (3.64)-(3.66) reproduce the correlator of two fundamental loops. We will
Figure 4: Phase diagram on $\eta-\Theta$ plane with $\theta_k = 2\pi/3$.

Figure 5: Phase diagram on $\eta-\Theta$ plane with $\theta_k = \pi/3$. 
see this is actually the case. It is nontrivial in the sense that the D5-brane picture of the
anti-symmetric loop is valid only when \( k \) is large and comparable to \( N \). From (3.4), it is
seen that \( \lim_{k \to 1} \theta_k \equiv \left( \frac{3\pi}{2N} \right)^{1/3} \ll 1 \). Due to \( \theta_k \ll 1 \), one finds \( \phi_1 \ll 1 \) by using (3.38). This means that the endpoint on the D5-brane is drawn closely to the AdS boundary.

Taking these facts into account, we can express the results (3.64)-(3.66) for \( k = 1 \) as

\[
S_{\text{tot}} = \sqrt{\lambda} + 2\sqrt{\lambda}[(m^2 + 1)^2 + 4\ell^2 a^2]^{1/4} \left[ -E(\kappa) + (1 - \kappa^2)K(\kappa) \right]
\]

\[
\text{arccosh} \eta = \frac{(m^2 + 1) + \sqrt{(m^2 + 1)^2 + 4\ell^2 a^2}}{\ell a [(m^2 + 1)^2 + 4\ell^2 a^2]^{1/4}} \left[ \Pi(C, \kappa) - K(\kappa) \right],
\]

\[
\Theta = 2m[(m^2 + 1)^2 + 4\ell^2 a^2]^{-1/4} K(\kappa).
\]

Recall that \( S_{\text{tot}} \) is identified with \( -\log V_k \) in (2.7). The first term in \( S_{\text{tot}} \) is interpreted
as the contribution from the denominator in (2.6). The second term in (4.1) is completely
the same as the one in the correlator of two fundamental Wilson loops, see [21]. If
one takes further the limit \( \Theta \to 0 \) in the above expression, it reproduces the results of
[17, 18, 19].

### 4.3 Limit to anti-parallel lines

When \( R_1 = R_2 \gg L \), the Wilson loop correlator reduces to the anti-parallel lines. In this
case, one expects that the correlator exhibits the Coulomb’s law as

\[
-\log V_k(R_1, R_2, L, \Theta) \approx 2\pi R_2 \frac{M}{L},
\]

where \( M \) is a constant determined by \( k \) and \( \Theta \). In terms of \( \ell \) and \( m \), this limit is realized
via \( \ell a \to \infty \) with \( \gamma = \frac{m^2}{2\ell a} \) fixed. The explicit form of the coefficient \( M \) is written down in
appendix B.
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A Elliptic integrals

A.1 Definitions and some formulas of the standard elliptic integrals

\[ F(\varphi, k) := \int_{0}^{\sin \varphi} \frac{dz}{\sqrt{(1 - z^2)(1 - k^2 z^2)}}, \quad (A.1) \]

\[ E(\varphi, k) := \int_{0}^{\sin \varphi} \frac{dz}{\sqrt{1 - k^2 z^2}}, \quad (A.2) \]

\[ \Pi(\varphi, C, k) := \int_{0}^{\sin \varphi} \frac{dz}{(1 - C z^2)\sqrt{(1 - z^2)(1 - k^2 z^2)}}, \quad (A.3) \]

Complete elliptic integrals are

\[ K(k) := F(\pi/2, k), \quad E(k) := E(\pi/2, k), \quad \Pi(C, k) := \Pi(\pi/2, C, k). \quad (A.4) \]

When \( C = k^2 \), the third elliptic integral is related to the second one as

\[ \Pi(\varphi, k^2, k) = \frac{1}{1 - k^2} E(\varphi, k) - \frac{k^2}{1 - k^2} \frac{\sin \varphi \cos \varphi}{\sqrt{1 - k^2 \sin^2 \varphi}}. \quad (A.5) \]

Let \( a, b, c, d \) be four real constants which satisfies \( a < b < c < d \). We assume the real variable \( u \) satisfies \( b \leq u \leq c \). If two variable \( u \) and \( z \) are related as

\[ z^2 := \frac{(c - a)(u - b)}{(c - b)(u - a)}, \quad \text{or} \quad u = \frac{(c - a)b - (c - b)az^2}{(c - a) - (c - b)z^2}, \quad (A.6) \]

there is a 1-form relation

\[ \frac{du}{\sqrt{(u - a)(u - b)(u - c)(u - d)}} = \frac{2}{\sqrt{(c - a)(d - b)}} \frac{dz}{\sqrt{(1 - z^2)(1 - k^2 z^2)}}, \quad (A.7) \]

\[ k^2 := \frac{(c - b)(d - a)}{(c - a)(d - b)}. \quad (A.8) \]

We obtain the following formula.

\[ \int_{b}^{u} \frac{du}{\sqrt{(u - a)(u - b)(u - c)(u - d)}} = \frac{2}{\sqrt{(c - a)(d - b)}} F(\varphi, k), \quad (A.9) \]

\[ \sin \varphi := \frac{(c - a)(v - b)}{(c - b)(v - a)}. \quad (A.10) \]
\[ \int_b^v \frac{d\psi}{\sqrt{(u-b)(u-c)(u-d)}} = \frac{2(b-a)}{\sqrt{(c-a)(d-b)}} [\Pi(\varphi, C, k) - F(\varphi, k)], \quad (A.11) \]

\[ C = \frac{c-b}{c-a}. \quad (A.12) \]

Let \( \delta \) be a small number.
\[ \int_{b+\delta}^v \frac{1}{(u-b)\sqrt{(u-a)(u-b)(u-c)(u-d)}} = \]
\[ \frac{2}{\sqrt{(c-a)(d-b)}} \left\{ \sqrt{\frac{c-a}{(c-b)(b-a)}} \frac{1}{\sqrt{\delta}} - \frac{(c-a)}{(c-b)(b-a)} \cot \varphi \sqrt{1 - k^2 \sin^2 \varphi} \right. \]
\[ - \frac{(c-a)}{(c-b)(b-a)} E(\varphi, k) + \frac{1}{c-b} F(\varphi, k) \} + \text{(terms vanishing when } \delta \to 0). \quad (A.13) \]

In order to derive this formula, the relation
\[ \frac{1}{z^2 \sqrt{(1-z^2)(1-k^2 z^2)}} = \frac{d}{dz} \left[ \frac{-1}{z} \sqrt{(1-z^2)(1-k^2 z^2)} \right] + \sqrt{\frac{1-k^2 z^2}{1-z^2}} + \sqrt{(1-z^2)(1-k^2 z^2)} \quad (A.14) \]

is useful.

### A.2 Expressions of some integrals in terms of the standard elliptic integrals

\[ u = \sin^2 \psi, \quad v = \sin^2 \phi, \quad \beta_\pm = \frac{-(m^2 + 1) \pm \sqrt{(m^2 + 1)^2 + 4 \ell^2 a^2}}{2 \ell^2 a^2}, \quad (A.15) \]

where \( \beta_- < 0 \leq v \leq \beta_+ < 1 \), and
\[ \sqrt{\frac{\ell a \sin^2 \psi d\psi}{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}} = \frac{du}{\sqrt{(u-\beta_-)(u-\beta_+)(u-1)}}. \quad (A.16) \]

\[ \kappa := \sqrt{\frac{\beta_+(1-\beta_-)}{\beta_+ - \beta_-}}, \quad C := \frac{\beta_+}{\beta_+ - \beta_-}, \quad \chi(\phi) := \sin^{-1} \frac{(\beta_+ - \beta_-) \sin^2 \phi}{\beta_+(\sin^2 \phi - \beta_-)}. \quad (A.17) \]

\[ \int_0^\phi \frac{\ell a \sin^2 \psi d\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}} = \frac{1}{2} \int_b^v \frac{u}{\sqrt{(u-\beta_-)(u-\beta_+)(u-1)}} \quad (A.18) \]

\[ = \frac{(m^2 + 1) + \sqrt{(m^2 + 1)^2 + 4 \ell^2 a^2}}{2 \ell a [(m^2 + 1)^2 + 4 \ell^2 a^2]^{1/4}} [\Pi(\chi(\phi), C, \kappa) - F(\chi(\phi), \kappa)]. \]
\[
\int_0^\phi d\psi \frac{m d\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}} = \frac{1}{2\ell a} \int_0^v du \frac{m}{\sqrt{(u - \beta_-)u(u - \beta_+)(u - 1)}} \\
= m[(m^2 + 1)^2 + 4\ell^2 a^2]^{-1/4} F(\chi(\phi), \kappa).
\]  
(A.19)

\[
\int_0^{\phi_0} d\psi \frac{\cot^2 \psi d\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}} = \frac{1}{2\ell a} \int_0^v du \frac{1 - u}{\sqrt{(u - \beta_-)u(u - \beta_+)(u - 1)}} \\
= \frac{R_2}{\epsilon} + [(m^2 + 1)^2 + 4\ell^2 a^2]^{1/4} \left[ -\cot \chi(\phi) \sqrt{1 - \kappa^2 \sin^2 \chi(\phi)} - E(\chi(\phi), \kappa) + (1 - \kappa^2) F(\chi(\phi), \kappa) \right].
\]  
(A.20)

When \( \phi = \phi_0 \), each integral becomes a complete elliptic integral, i.e.

\[
\int_0^{\phi_0} d\psi \frac{\ell a \sin^2 \psi d\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}} = \frac{(m^2 + 1) + \sqrt{(m^2 + 1)^2 + 4\ell^2 a^2}}{2\ell a [(m^2 + 1)^2 + 4\ell^2 a^2]^{1/4}} [\Pi(C, \kappa) - K(\kappa)],
\]  
(A.21)

\[
\int_0^{\phi_0} d\psi \frac{md\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}} = m[(m^2 + 1)^2 + 4\ell^2 a^2]^{-1/4} K(\kappa),
\]  
(A.22)

\[
\int_{\pi/2}^{\phi_0} d\psi \frac{\cot^2 \psi d\psi}{\sqrt{\cos^2 \psi - m^2 \sin^2 \psi - \ell^2 a^2 \sin^4 \psi}} = \frac{R_2}{\epsilon} + [(m^2 + 1)^2 + 4\ell^2 a^2]^{1/4} \left[ -E(\kappa) + (1 - \kappa^2) K(\kappa) \right].
\]  
(A.23)

**B  Explicit form of the coulomb coefficient**

Here we write the explicit form mentioned in section 4.3.

\[
\beta_\pm = \frac{-\gamma \pm \sqrt{\gamma^2 + 1}}{\ell a}, \quad \kappa^2 = C = \frac{-\gamma + \sqrt{\gamma^2 + 1}}{2\sqrt{\gamma^2 + 1}}, \quad \sin^2 \phi_1 = \frac{-\gamma + \sqrt{\gamma^2 + \sin^2 \theta_k}}{\ell a},
\]

\[
\chi(\phi_1) = \sin^{-1} \sqrt{\frac{2(-\gamma + \sqrt{\gamma^2 + \sin^2 \theta_k})\sqrt{\gamma^2 + 1}}{(-\gamma + \sqrt{\gamma^2 + 1})(\sqrt{\gamma^2 + \sin^2 \theta_k} + \sqrt{\gamma^2 + 1})}}, \quad \eta = 1 + \frac{1}{2} \left( \frac{L}{R_2} \right)^2.
\]  
(B.1)
\textbf{B.1} \quad \theta_k > \pi/2

\(\gamma\) is related to \(\Theta\) by

\[\Theta - \theta_k = \frac{\sqrt{\gamma}}{(\gamma^2 + 1)^{1/4}} F(\chi(\phi_1), \kappa). \tag{B.2}\]

The potential is

\[S_{\text{tot}} = 2\pi R_2 \frac{M}{L}, \tag{B.3}\]

where the coefficient can be written as

\[M = \frac{1}{2\pi} \frac{\gamma + \sqrt{\gamma^2 + 1}}{(\gamma^2 + 1)^{1/4}} \left[ \Pi(\chi(\phi_1), \kappa^2, \kappa) - F(\chi(\phi_1), \kappa) \right] \]

\[\times \sqrt{\lambda} \left[ - \frac{\cos \theta_k}{\sqrt{-\gamma + \sqrt{\gamma^2 + \sin^2 \theta_k}}} \right.\]

\[+ \frac{\sqrt{2}(\gamma^2 + 1)^{1/4}}{\left\{ - \cos \chi(\phi_1) \sqrt{1 - \kappa^2} \sin^2 \chi(\phi_1) - E(\chi(\phi_1), \kappa) + (1 - \kappa^2)F(\chi(\phi_1), \kappa) \right\} \right]. \tag{B.4}\]

\textbf{B.2} \quad \theta_k < \pi/2

\[\Theta - \theta_k = \frac{\sqrt{\gamma}}{(\gamma^2 + 1)^{1/4}} [2K(\kappa) - F(\chi(\phi_1), \kappa)]. \tag{B.5}\]

\[M = \frac{1}{2\pi} \frac{\gamma + \sqrt{\gamma^2 + 1}}{(\gamma^2 + 1)^{1/4}} \left[ 2\Pi(\kappa^2, \kappa) - \Pi(\chi(\phi_1), \kappa^2, \kappa) - 2K(\kappa) + F(\chi(\phi_1), \kappa) \right] \]

\[\times \sqrt{\lambda} \left[ - \frac{\cos \theta_k}{\sqrt{-\gamma + \sqrt{\gamma^2 + \sin^2 \theta_k}}} + \frac{\sqrt{2}(\gamma^2 + 1)^{1/4}}{\left\{ \cot \chi(\phi_1) \sqrt{1 - \kappa^2} \sin^2 \chi(\phi_1) \right.\]

\[\left. - 2E(\kappa) + E(\chi(\phi_1), \kappa) + 2(1 - \kappa^2)K(\kappa) - (1 - \kappa^2)F(\chi(\phi_1), \kappa) \right\} \right]. \tag{B.6}\]
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