Convolution theorems for the free metaplectic transformation and its application
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Abstract

The free metaplectic transformation (FMT) is widely used in many fields such as filter design, pattern recognition, image processing and optics. In order to obtain a more concise and intuitive convolution form, this paper studies two kinds of new convolution theorems in the FMT domain. First, based on the expression of the generalized translation, we derive the convolution theorem of the first kind in the FMT domain, which has elegance and simplicity comparable to the classical results of Fourier transform (FT). Second, we again give the convolution theorem of the second kind in the FMT domain to further study the diversity of convolution theory. It has the advantage that it can be represented by a simple integral and is easy to implement in multiplying filter designs. Finally, based on the simple form of the above convolution theorems, we discuss multiplicative filters in the MFT domain.

Keywords: Free metaplectic transformation, Convolution theorems, Filter design

1. Introduction

The free metaplectic transformation (FMT) plays an important role in many fields of optics and signal processing [1–4]. FMT was first proposed in [5], and it
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is a generalization of many widely used signal processing operations, including Fourier transform (FT), fractional Fourier transform (FRFT), linear canonical transform (LCT) and Fresnel transform (FRT). In spirit, FMT is similar to the well-known LCT, therefore, it is also called N-dimensional (N-D) nonseparable LCT. However, unlike conventional LCTs, FMTs are generated by a general $2N \times 2N$ free symplectic matrix $M$ with $N(2N + 1)$ degrees of freedom [6]. Due to these additional degrees of freedom, FMT is widely used in many fields such as filter design, pattern recognition, image processing, quantum mechanics, optics and electromagnetic wave propagation analysis [7–11].

It is well known that convolution theory plays a central role in signals, images and optics, especially in the design and implementation of multiplicative filters [12–18]. In recent years, many generalizations of the classical convolution theory have been made to extend it to a wider field, and a large number of convolution theorems on LCT have been obtained [19–25]. The above results are all dealing with one-dimensional (1-D) signal problems. Although some scholars are currently studying related theories in multi-dimensional signal space such as LCT convolution and sampling, their research results are still immature. In recent years, findings in the literature have been published aiming to exploit the advantages of LCT to analyze multi-dimensional signals [26, 27]. However, most of the existing multi-dimensional LCT studies are in the form of kernel, which are essentially the product of $N$ copies of a usually 1-D LCT kernel. These studies lack the inherent multi-dimensional nature of LCTs. Considering the pure and complex multi-dimensional structure of LCTs, we utilize a pure multi-dimensional kernel derived from a general $2N \times 2N$ real symplectic matrix $M$ to initiate a specialized study in the field of multi-dimensional signals, called for FMT. At present, the theories are still in the development stage in the FMT field, such as convolution, sampling, uncertainty principle, and so on. Therefore, it is of great theoretical significance to study the convolution theorem in the FMT field.

The convolutional theory of FMT is a very interesting topic and more scholars are needed to explore this issue. Obviously, the convolution theorem result
of classical FT states that the traditional convolution of two signals is equivalent to the product of signal FTs. [10] proposed a new convolution theorem in the FMT domain based on the definition of N-D FT, but in terms of the form of the convolution theorem, it is more complicated than the classical FT domain convolution theorem, and it is also difficult to apply. F. A. Shah [11] generalized the FT classical convolution to the FMT domain, and the derived convolution theorem also contains an additional chip multiplier terms. In order to obtain a more concise and intuitive convolution theory, we use the transform kernel of FMT to propose two kinds of convolution structures, and the results are as elegant and simple as possible compared to the FT. The advantage of this two kinds of convolution structures is that the result is simple, not affected by any chip multiplier terms, and easy to implement.

The contribution of this paper is mainly divided into four parts:

(1) The innovation of this study is that most of the existing multi-dimensional signal research adopts the form of transform kernel, which is essentially the product of \(N\) copies of the usual 1-D transform kernel. However, this paper specifically uses a pure multi-dimensional kernel derived from a real symplectic matrix \(M\) of general \(2N \times 2N\) to study convolution theory in the field of multi-dimensional signals.

(2) Based on the expression of generalized translation, we derive the convolution theorem of the first kind in the FMT domain. The advantage is that it has elegance and simplicity comparable to the classical results of FT, the disadvantage is that the generalized convolution expression is a triple integral form, and its transformation into a single integral form is very complicated.

(3) Due to the complexity of triple integrals, we again propose the convolution theorem of the second kind in the FMT domain. It has the advantage that it can be represented by a simple integral and is easy to implement in multiplying filter designs. However, it cannot fully maintain the elegance and simplicity comparable to the classical results of FT, with the addition of a contraction factor of \(\frac{1}{\sqrt{2}}\) in the FMT domain.
The proposed two kinds of convolution theorems in this paper are expressed in the form of a simple product of two FMTs in the FMT domain, and are not affected by any chip multiplier terms, although the result of convolution theorem of the second kind has a contraction factor of $\frac{1}{\sqrt{2}}$. Based on the simplicity of this result, we present the design process of the multiplicative filter.

The paper is organized as follows. Section 2 provides some basic knowledge of the FMT and convolution theory. In Section 3, two kinds of convolution theorems are given in the FMT domain. In Section 4, based on the above two kinds of convolution theorems, we give a multiplicative filter design in the FMT domain. Section 5 concludes the article.

2. Preliminaries

In this section, we mainly review some basic facts regarding FMT, generalized translation and general framework of convolution theory, which will be needed throughout the paper.

2.1. Free metaplectic transformation

Firstly, we give some necessary background and notation on the FMT.

The FMT of a signal $f(t)$ with a symplectic matrix $M = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$, where $\det(B) \neq 0$, is defined as [2, 9]

$$\mathcal{L}_M[f(t)](u) = \hat{f}_M(u) = \int_{\mathbb{R}^N} f(t) K_M(t, u) dt,$$  \hspace{1cm} (1)

where the kernel function $K_M(t, u)$ is given by

$$K_M(t, u) = \frac{1}{|\det(B)|^{\frac{1}{2}}} e^{\pi i (uDB^{-1}u^T + tB^{-1}At^T) - 2\pi itB^{-1}u^T},$$  \hspace{1cm} (2)

where $u = (u_1, u_2, \cdots, u_N)$, $t = (t_1, t_2, \cdots, t_N)$, and $A = (a_{kl})$, $B = (b_{kl})$, $C = (c_{kl})$, $D = (d_{kl})$ are all $N \times N$ real matrices satisfying the following constraints:

$$AB^T = BA^T, CD^T = DC^T, AD^T - BC^T = I_N,$$
Table 1: Some of the specific cases of the FMT

| Free metaplectic matrix $\mathbf{M} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$ | Free metaplectic transformation |
|-------------------------------------------------|--------------------------------|
| $A = D = \mathbf{0}, B = -C = \mathbf{I}_N$    | N-D FT                        |
| $A = \text{diag}(a_{11}, \cdots, a_{NN}), B = \text{diag}(b_{11}, \cdots, b_{NN})$ | N-D separable LCT            |
| $C = \text{diag}(c_{11}, \cdots, c_{NN}), D = \text{diag}(d_{11}, \cdots, d_{NN})$ |                                    |
| $A = D = \text{diag}(\cos \alpha_1, \cdots, \cos \alpha_N), B = -C = \text{diag}(\sin \alpha_1, \cdots, \sin \alpha_N)$ | N-D separable FRFT            |
| $A = D = I_N \cos \alpha, B = C = I_N \sin \alpha$ | N-D non-separable FRFT        |
| $A = D = I_N, B = \text{diag}(b_{11}, \cdots, b_{NN}), C = \mathbf{0}$ | N-D separable FRT            |
| $A = D = I_N, C = \mathbf{0}$                   | N-D non-separable FRT         |

and where $\mathbf{I}_N$ denotes an $N \times N$ identity matrix.

The corresponding inverse formula is given by

$$f(t) = \mathcal{L}_{\mathbf{M}^{-1}} \left[ \hat{\mathcal{L}}_{\mathbf{M}}(u) \right](t) = \frac{1}{|\det(B)|^{\frac{1}{2}}} \int_{\mathbb{R}^N} F_{\mathbf{M}}(u) e^{-\pi i (uB^{-T}D^T u^T + tA^T B^{-T} t^T + 2\pi i uB^T t^T)} du,$$

where $\mathbf{M}^{-1} = \begin{pmatrix} D^T & -B^T \\ -C^T & A^T \end{pmatrix}$.

The free metaplectic transformation has $N(2N + 1)$ degrees of freedom [6].

It can be reduced to some well-known integral transformations for specific combinations of blocks found in the symplectic matrix, such as the N-D FT, N-D LCT, N-D FRFT and N-D FRT, which are summarized in Table 1.

2.2. Generalized translation and general framework of convolution theory

In the general framework of convolution theory [28, 29], most of the existing convolution theories of integral transforms are not the most concise and intuitive compared with the convolution theory of classical FT, so the general convolution and related theory are proposed [20–24, 30]. Let’s review the related content.
If we consider a general signal transform and its Fourier-type inverse given by

\[ f(t) = \int_{\mathbb{R}^N} \rho(u) F(u) K(u, t) du, \quad (4) \]

\[ F(u) = \int_{\mathbb{R}^N} \rho(t) f(t) K^*(u, t) dt, \quad (5) \]

then the \( \tau \)-generalized translation of the \( f(t) \) denoted by \( f(t\theta\tau) \) is given by \[ 15 \]

\[ f(t\theta\tau) = \int_{\mathbb{R}^N} \rho(u) F(u) K(u, t) K^*(u, \tau) du, \quad (6) \]

where \( \theta \) in the argument of the function \( f(t\theta\tau) \) is the generalized delay operator for the generalized translation, \( K(u, t) \) is the kernel of the transform, \( K^*(u, \tau) \) stands for the complex conjugate of \( K(u, \tau) \), and \( \rho(u) \) is the weight function.

The shift property for N-D FT expressed below

\[ f(t - \tau) \xrightarrow{F\text{T}} F(u) e^{i\omega\tau}, \quad (7) \]

is consistent with the above definition of the generalized translation as can be easily verified.

Based on the expression of generalized translation, many generalized convolution theorems based on various transformation kernels have been proposed \[ 20, 24, 30 \]. However, the above contents are all discussed in the field of 1-D signals, and the generalized transformation of multi-dimensional signal space is not known yet.

3. Two kinds of convolution theorems for the FMT

In this section, we present two new classes of convolution theorems in the FMT domain. The expressions of the new convolution theorems in the FMT domain are all simple product forms of two FMTs, and are not affected by any chip multiplier terms. They have elegance and resemblance to classical FT results.
3.1. Convolution theorem of the first kind

For the special case of the FMT, let the weight function $\rho(u)$ taken as unity and the kernel taken equal to the kernel of the MFT given by (2), the generalized translation in (6) can be expressed as follows:

$$f(t\theta\tau) = \int_{\mathbb{R}^N} \rho(u) \hat{K}_M(t, u)[K_M^*(t, u)]du$$

$$= \frac{1}{|\text{det}(B)|} \int_{\mathbb{R}^N} \hat{f}_M(u)e^{\pi i(uDB^{-1}u^T+\tau B^{-1}A\tau^T)-2\pi i\tau B^{-1}u^T}$$

$$\times e^{-\pi i(uDB^{-1}u^T+tB^{-1}A\tau^T)+2\pi i\tau B^{-1}u^T}du$$

$$= \frac{1}{|\text{det}(B)|} \int_{\mathbb{R}^N} \hat{f}_M(u)e^{\pi i(\tau B^{-1}A\tau^T-tB^{-1}A\tau^T)+2\pi i(t-\tau)B^{-1}u^T}du.$$  (8)

The function defined by formula (8) is called the $\tau-$generalized translation $f(t\theta\tau)$ of the signal $f(t)$ based on FMT.

First, we introduce a new concept of a generalized convolution operator $\star_M$ related to a symplectic matrix $M$, the proposed new definition is a generalized version of [20].

**Definition 1.** Let $f(t\theta\tau)$ denote the $\tau-$generalized translation of $f(t)$ in the FMT domain, and the free metaplectic convolution is denoted by $\star_M$ and is defined as

$$(f \star_M g)(t) = \int_{\mathbb{R}^N} f(\tau)g(t\theta\tau)e^{\pi i[u(DB^{-1}B^{-T}D\tau^T)\tau]}$$

$$\times e^{\pi i[t(B^{-1}A^{-1}B^{-T}A\tau^T)-2\pi i(tB^{-1}u^T-uB^{-T}A\tau^T)]}d\tau.$$  (9)

Based on the generalized free metaplectic convolution operator $\star_M$, we derive the generalized convolution theorem associated with the FMT as follows.

**Theorem 1.** Let $z(t) = (f \star_M g)(t)$, $Z_M$, $F_M$ and $G_M$ denote the FMT of $z(t)$, $f(t)$ and $g(t)$, respectively. Then, we have

$$Z_M(u) = F_M(u) \cdot G_M(u),$$  (10)

and

$$z(t) = L_{M^{-1}}[F_M(u)G_M(u)](t).$$  (11)
Moreover

\[ \mathcal{L}_M [f(t) \cdot g(t)](u) = (F_M \ast^M G_M)(u). \] (12)

**Proof.** From (8), it follows that

\[ g(t \theta \tau) = \frac{1}{\det(B)} \int_{\mathbb{R}^N} G_M(u) e^{\pi i (\tau B^{-1} A^T - t B^{-1} A^T) + 2\pi i (t - \tau) B^{-1} u^T} du. \] (13)

Using (9) and (13), we can derive the following result

\[ (f \ast^M g)(t) = \int_{\mathbb{R}^N} f(\tau) \frac{1}{\det(B)} \int_{\mathbb{R}^N} G_M(u) e^{\pi i (\tau B^{-1} A^T - t B^{-1} A^T)} \times e^{2\pi i (t - \tau) B^{-1} u^T} du \times e^{\pi i [u(DB^{-1} - B^{-T} D^T)u^T]} \times e^{-\pi i [t(B^{-1} A - A^T B^{-T})t]} dt. \] (14)

According to the definition of the FMT, we get

\[ Z_M(u) = \frac{1}{\det(B)^{\frac{1}{2}}} \int_{\mathbb{R}^N} z(t) e^{\pi i (uDB^{-1}u^T + tB^{-1}A^T) - 2\pi itB^{-1}u^T} dt \]

\[ = \frac{1}{\det(B)^{\frac{1}{2}}} \int_{\mathbb{R}^N} f(\tau) \frac{1}{\det(B)} \int_{\mathbb{R}^N} G_M(u) e^{\pi i (\tau B^{-1} A^T + t B^{-1} A^T)} \times e^{2\pi i (t - \tau) B^{-1} u^T} du \times e^{\pi i [u(DB^{-1} - B^{-T} D^T)u^T + t(B^{-1} A - A^T B^{-T})t]} \times e^{-\pi i [tB^{-1}u^T - uB^{-T}t]} dt. \] (15)

From the FMT’s inverse formula, that is

\[ f(t) = \frac{1}{\det(B)^{\frac{1}{2}}} \int_{\mathbb{R}^N} F_M(u) e^{-\pi i (uB^{-T} D^T u^T + tA^T B^{-T} t)} + 2\pi i uB^{-T} t^T} du. \] (16)

Hence, by (15) and (16), we have

\[ Z_M(u) = \left\{ \frac{1}{\det(B)^{\frac{1}{2}}} \int_{\mathbb{R}^N} f(\tau) e^{\pi i (uDB^{-1}u^T + \tau B^{-1} A^T) - 2\pi i \tau B^{-1} u^T} d\tau \right\} \times \left\{ \frac{1}{\det(B)^{\frac{1}{2}}} \int_{\mathbb{R}^N} G_M(u) e^{-\pi i (uB^{-T} D^T u^T + tA^T B^{-T} t)} + 2\pi i uB^{-T} t^T} du \right\} \times \frac{1}{\det(B)^{\frac{1}{2}}} \int_{\mathbb{R}^N} e^{\pi i (uDB^{-1}u^T + tB^{-1}A^T) - 2\pi itB^{-1}u^T} dt \]

\[ = F_M(u) \left\{ \frac{1}{\det(B)^{\frac{1}{2}}} \int_{\mathbb{R}^N} g(t) e^{-\pi i (uDB^{-1}u^T + tB^{-1}A^T) - 2\pi itB^{-1}u^T} dt \right\} \]

\[ = F_M(u) \cdot G_M(u). \] (17)
In view of (17) and the reversible property of FMT, we get

\[ z(t) = \mathcal{L}_{M^{-1}} [F_M(u)G_M(u)](t). \]

The proof of (10) and (11) is completed. The proof of (12) is given below.

According to (5), we obtain

\[
\hat{f}_M(u\theta \tau) = \int_{\mathbb{R}^N} \rho(t)f(t)K_{M^{-1}}(t,u)K_{M^{-1}}^*(t,\tau)dt
\]

\[
= \frac{1}{|\det(B)|} \int_{\mathbb{R}^N} f(t)e^{-\pi i(\tau B^{-T} D^T \tau^T + tA^T B^{-T} t^T) + 2\pi i B^{-T} t^T} \\
\times e^{\pi i(uB^{-T} D^T u^T + tA^T B^{-T} t^T) - 2\pi i uB^{-T} t^T} dt
\]

\[
= \frac{1}{|\det(B)|} \int_{\mathbb{R}^N} f(t)e^{\pi i(\tau B^{-T} D^T \tau^T - \tau B^{-T} D^T \tau^T) + 2\pi i(\tau - u)B^{-T} t^T} dt.
\]

(18)

From (18), it follows that

\[
G_M(u\theta \tau) = \hat{g}_M(u\theta \tau)
\]

\[
= \frac{1}{|\det(B)|} \int_{\mathbb{R}^N} g(t)e^{\pi i(\tau B^{-T} D^T \tau^T - \tau B^{-T} D^T \tau^T) + 2\pi i(\tau - u)B^{-T} t^T} dt.
\]

(19)
Using (9) and (19), we can derive the following result

\[
(F_M \ast^M G_M)(u) = \int_{\mathbb{R}^N} F_M(\tau)G_M(u \theta \tau)e^{\pi i(u(DB^{-1}B^{-T}D^T)u^T + t(B^{-1}A^{-T}B^{-T})t^T)} \\
\times e^{-2\pi i(tB^{-1}u^T - uB^{-T}t^T)}d\tau
\]

\[
= \int_{\mathbb{R}^N} F_M(\tau) \frac{1}{|\det(B)|^{\frac{1}{2}}} \int_{\mathbb{R}^N} g(t)e^{\pi i(uB^{-T}D^T u^T - \tau B^{-T}D^T \tau^T)} \\
\times e^{2\pi i(\tau - u)B^{-T} \tau^T}dt \times e^{\pi i(u(DB^{-1}B^{-T}D^T)u^T + t(B^{-1}A^{-T}B^{-T})t^T)} \\
\times e^{-2\pi i(tB^{-1}u^T - uB^{-T}t^T)}d\tau
\]

\[
= \left\{ \frac{1}{|\det(B)|^{\frac{1}{2}}} \int_{\mathbb{R}^N} F_M(\tau)e^{-\pi i(\tau B^{-T}D^T \tau^T + tA^{-T}B^{-T} \tau^T) + 2\pi i\tau B^{-T} \tau^T}d\tau \right\} \\
\times \frac{1}{|\det(B)|^{\frac{1}{2}}} \int_{\mathbb{R}^N} g(t)e^{\pi i(uDB^{-1}u^T + tB^{-1}At^T) - 2\pi itB^{-1}u^T}dt
\]

\[
= \mathcal{L}_M [f(t) \cdot g(t)](u).
\]

\[\square\]

For the matrix \(M = (A, B; C, D)\), we can obtain different convolution theories by choosing appropriate matrix parameters, as well as the convolution theorems corresponding to all integral transformations shown in Table 1. The special cases of Theorem 1 in the FT, FRFT and LCT domains are given below.

**Corollary 1.** For \(A = D = 0\) and \(B = -C = I_N\), the (10) reduces to the ordinary convolution theorem for the classical N-D FT \(F(u)\),

\[
\int_{\mathbb{R}^N} f(\tau)g(t - \tau)d\tau \overset{FT}{\longleftrightarrow} F(u) G(u)
\]  

(21)

**Corollary 2.** For \(A = D = \text{diag}(\cos \alpha_1, \cdots, \cos \alpha_N)\) and \(B = -C = \text{diag}(\sin \alpha_1, \cdots, \sin \alpha_N)\), the (10) reduces to the convolution theorem for the N-D FRFT \(F_\alpha(u)\),

\[
\int_{\mathbb{R}^N} f(\tau)g(t \theta \tau)d\tau \overset{FRFT}{\longleftrightarrow} F_\alpha(u) G_\alpha(u)
\]  

(22)
Corollary 3. For $A = \text{diag}(a_{11}, \cdots, a_{NN})$, $B = \text{diag}(b_{11}, \cdots, b_{NN})$, $C = \text{diag}(c_{11}, \cdots, c_{NN})$ and $D = \text{diag}(d_{11}, \cdots, d_{NN})$, the \((10)\) reduces to the generalized convolution theorem for the N-D LCT $F_{(A,B,C,D)}(u)$,

$$\int_{\mathbb{R}^N} f(\tau)g(t\tau)d\tau \xrightarrow{\text{LCT}} F_{(A,B,C,D)}(u) G_{(A,B,C,D)}(u)$$  \quad (23)

Theorem 1 states that the generalized convolution of two signals in the spatial domain is equivalent to the simple multiplication of their FMTs in the FMT domain. The advantage of this convolution theorem is that it has elegance and simplicity comparable to the classical results of FT, and is easy to implement, especially in filter design. The disadvantage is that the generalized convolution expression proposed in the article is a triple integral form, and it is very complicated to convert it into a single integral form.

3.2. Convolution theorem of the second kind

Since the generalized convolution in Subsection 3.1 is a triple integral, it is complicated to reduce the expression to a single integral form. Therefore, we again introduce a new convolution structure in this subsection. The advantage of the new convolution structure is that it can be represented by a simple integral in the FMT domain and is easy to implement in multiplicative filter designs.

Below, we can also give a convolution operator $*_{M}$ associated with the FMT.

Definition 2. For any two signals $f(t)$ and $g(t)$, let us define the free metaplectic convolution $*_{M}$ by

$$(f *_{M} g)(t) = \frac{\sqrt{2}}{|\det(B)|^{\frac{1}{2}}} \int_{\mathbb{R}^N} f(\tau)g(\sqrt{2} t - \tau) e^{2\pi i \left(\frac{t}{\sqrt{2}} - \tau\right) B^{-1} A \left(\frac{t}{\sqrt{2}} - \tau\right)^{T}} d\tau.$$  \quad (24)

A kind of new convolution theorem for FMT is deduced as shown in the following theorem.

Theorem 2. Let $z(t) = (f *_{M} g)(t)$, $Z_{M}$, $F_{M}$ and $G_{M}$ denote the FMT of $z(t)$, $f(t)$ and $g(t)$, respectively. Hence

$$Z_{M}(u) = F_{M} \left( \frac{u}{\sqrt{2}} \right) \cdot G_{M} \left( \frac{u}{\sqrt{2}} \right),$$  \quad (25)
and

\[ z(t) = \mathcal{L}_{M^{-1}} \left[ F_M \left( \frac{u}{\sqrt{2}} \right) \cdot G_M \left( \frac{u}{\sqrt{2}} \right) \right](t). \] (26)

**Proof.** According to the definition of the FMT and (24), we obtain

\[
Z_M(u) = \frac{1}{|\text{det}(B)|^{1/4}} \int_{\mathbb{R}^N} z(t)e^{\pi i (uDB^{-1}u^T+tB^{-1}A^T) - 2\pi i tB^{-1}u^T} dt
\]

\[
= \frac{1}{|\text{det}(B)|^{1/4}} \int_{\mathbb{R}^N} \left\{ \frac{\sqrt{2}}{|\text{det}(B)|^{1/4}} \int_{\mathbb{R}^N} f(\tau)g(\sqrt{2}t - \tau)e^{2\pi i \left( \frac{\sqrt{2}}{B} \tau - \tau B^{-1}A \left( \frac{\sqrt{2}}{B} - \tau \right)^T \right) \tau} d\tau \right\}
\]

\[
\times e^{\pi i (uDB^{-1}u^T+tB^{-1}A^T) - 2\pi i tB^{-1}u^T}
\]

\[
= \frac{\sqrt{2}}{|\text{det}(B)|^{1/4}} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(\tau)g(\sqrt{2}t - \tau)e^{\pi i (uDB^{-1}u^T+tB^{-1}A^T) - 2\pi i tB^{-1}u^T}
\]

\[
\times e^{2\pi i \left[ \frac{\sqrt{2}}{B} B^{-1}A \left( \frac{\sqrt{2}}{B} \right)^T - \frac{\sqrt{2}}{B} B^{-1}A^T - \tau B^{-1}A \left( \frac{\sqrt{2}}{B} \right)^T + \tau B^{-1}A^T \right]} d\tau dt.
\] (27)

Let \( \lambda = \sqrt{2}t \), the (27) becomes

\[
Z_M(u) = \frac{1}{|\text{det}(B)|^{1/2}} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(\tau)e^{\pi i \left( uDB^{-1}u^T + \frac{\sqrt{2}}{B} B^{-1}A \left( \frac{\sqrt{2}}{B} \right)^T \right) - 2\pi i \frac{\sqrt{2}}{B} B^{-1}u^T}
\]

\[
\times e^{2\pi i \left[ \frac{\sqrt{2}}{B} B^{-1}A \left( \frac{\sqrt{2}}{B} \right)^T - \frac{\sqrt{2}}{B} B^{-1}A^T - \tau B^{-1}A \left( \frac{\sqrt{2}}{B} \right)^T + \tau B^{-1}A^T \right]} d\tau d\lambda
\]

\[
= \frac{1}{|\text{det}(B)|^{1/2}} \int_{\mathbb{R}^N} g(\lambda - \tau)e^{\pi i \left( uDB^{-1} \left( \frac{\sqrt{2}}{B} \right) + \frac{\sqrt{2}}{B} B^{-1}A (\lambda - \tau) \right)^T + 2\pi i (\lambda - \tau) B^{-1} \left( \frac{\sqrt{2}}{B} \right)^T}
\]

\[
\times d\lambda \frac{1}{|\text{det}(B)|^{1/2}} \int_{\mathbb{R}^N} f(\tau)e^{\pi i \left( uDB^{-1}u^T + \frac{\sqrt{2}}{B} B^{-1}A^T + \tau B^{-1}A^T \right) - 2\pi i \frac{\sqrt{2}}{B} B^{-1}u^T}
\]

\[
\times d\tau = G_M \left( \frac{u}{\sqrt{2}} \right) \int_{\mathbb{R}^N} f(\tau)e^{\pi i \left( uDB^{-1} \left( \frac{\sqrt{2}}{B} \right) + \frac{\sqrt{2}}{B} B^{-1}A^T + \tau B^{-1}A^T \right) - 2\pi i \tau B^{-1} \left( \frac{\sqrt{2}}{B} \right)^T} d\tau
\]

\[
= F_M \left( \frac{u}{\sqrt{2}} \right) G_M \left( \frac{u}{\sqrt{2}} \right).
\]

Similarly, some of well-known results about the convolution theorem of the second kind in the FT, FRFT and LCT domains are shown to be special cases of our achieved results.
Corollary 4. For $A = D = 0$ and $B = -C = I_N$, the (25) reduces to the ordinary convolution theorem for the classical N-D FT $F(u)$,
\[
\sqrt{2} \int_{\mathbb{R}^N} f(\tau)g(\sqrt{2}t - \tau)d\tau \xrightarrow{FT} \mathcal{F}(\frac{u}{\sqrt{2}}) G \left( \frac{u}{\sqrt{2}} \right)
\] (28)

Corollary 5. For $A = D = \text{diag}(\cos \alpha_1, \cdots, \cos \alpha_N)$ and $B = -C = \text{diag}(\sin \alpha_1, \cdots, \sin \alpha_N)$, the (25) reduces to the convolution theorem for the N-D FRFT $F_\alpha(u)$,
\[
(f *^M g)(t) \xrightarrow{FRFT} \mathcal{F}_\alpha \left( \frac{u}{\sqrt{2}} \right) G_\alpha \left( \frac{u}{\sqrt{2}} \right)
\] (29)

Corollary 6. For $A = \text{diag}(a_{11}, \cdots, a_{NN})$, $B = \text{diag}(b_{11}, \cdots, b_{NN})$, $C = \text{diag}(c_{11}, \cdots, c_{NN})$ and $D = \text{diag}(d_{11}, \cdots, d_{NN})$, the (25) reduces to the generalized convolution theorem for the N-D LCT $F_{(A,B,C,D)}(u)$,
\[
(f *^M g)(t) \xrightarrow{LCT} F_{(A,B,C,D)} \left( \frac{u}{\sqrt{2}} \right) G_{(A,B,C,D)} \left( \frac{u}{\sqrt{2}} \right)
\] (30)

The advantage of Theorem 2 is that it can be represented by a simple integral and is easy to implement in multiplying filter designs. But it does not fully maintain the elegance and simplicity comparable to the classical results of FT, with the addition of a contraction factor of $\frac{1}{\sqrt{2}}$ in the FMT domain.

The two kinds of convolution theorems in this paper are expressed in the FMT domain as simple product forms of two FMTs, which are not affected by any chirp multiplier terms. Based on this result maintaining the elegance and simplicity comparable to the classical results of FT, we present the design process of the multiplicative filter in the next section.

4. Filter design in the FMT domain

The filter design theory in the field of multi-dimensional signal analysis is still in its infancy, and it is one of the important research contents in the field of digital signal processing. This section mainly discusses multiplicative filters in the FMT domain, and shows that the new convolution structures are easy to implement in the designing of filters.
Figure 1: The multiplicative filter in the FMT domain

The multiplicative filter model in the FMT domain is shown in Figure 1. If $F_M(\cdot)$ is defined as the FMT spectrum of the received signal $r_{in}(t)$ and $H_M(\cdot)$ is defined as the frequency response of the filter, then the multiplicative effect in Figure 1 can be expressed as

$$r_{out}(t) = L_{M^{-1}}\left( F_M [r_{in}(t)] (\tilde{u}) \cdot H_M(\tilde{u}) \right)(t),$$

where $\tilde{u}$ stands for a generalized variable. From the above analysis, we find that the multiplicative filtering process in the FMT domain basically relies on two steps: first, choose a suitable filter impulse response, multiply it by the MFT spectrum of the input signal $r_{in}(t)$; second, apply the inverse FMT to the synthesized spectrum for obtaining the desired output signal $r_{out}(t)$.

As can be seen from Figure 1, by designing $H_M(\tilde{u})$, we can realize many models of multiplicative filters, such as low pass, high pass, band pass, band stop, etc. In this section, we will give an example to explain this. Suppose that the received signal $r_{in}(t)$ is composed of the desired signal $f(t)$ and the noise $\varepsilon(t)$, namely

$$r_{in}(t) = f(t) + \varepsilon(t).$$

Let $\Omega_1$ and $\Omega_2$ be our region of interest in the MFT domain satisfying $\Omega_1 \subseteq \Omega_2$. Assuming a reasonable assumption that the FMT spectra of the signals $r_{in}(t)$, $f(t)$ and $\varepsilon(t)$ have either no or minimal overlapping. We can use the two kinds of convolution theorems to design a multiplicative filter in the FMT domain to improve the Signal-to-Noise Ratio (SNR), retain the desired signal, and largely discard the noise.
The \([10, 11]\) give two different convolution theorems for FMT, however, their proposed convolution theorems are not as simple as our result. Hence, in Section 3, we show that the convolution of two signals in the spatial domain is equivalent to their simple multiplication in the FMT domain. Our method maintains the same elegance and simplicity as FT and is easier to implement, especially in filter design. According to the two kinds of convolution theorems in Section 3, we give the selection method of the multiplicative filter.

(1) By the convolution theorem of the first kind (10), it is assumed that the function \(G_M(u)\) in (10) is the transfer function \(H_M(u)\) of the multiplicative filter, the function \(H_M(u)\) can be selected as

\[ G_M(u) = H_M(u), \tag{33} \]

so that it is constant over the domain \(\Omega_1\) and is zero or decays rapidly outside \(\Omega_1\).

(2) According to the convolution theorem of the second kind (25), with the assumption that function \(G_M(\frac{u}{\sqrt{2}})\) in (25), acts as the transfer function of the multiplicative filter, \(H_M(\frac{u}{\sqrt{2}})\) is designed as

\[ G_M\left(\frac{u}{\sqrt{2}}\right) = H_M\left(\frac{u}{\sqrt{2}}\right), \tag{34} \]

so that it is constant over the domain \(\Omega_2\) and is zero or decays rapidly outside \(\Omega_2\).

It is evident from Figure 1 that the output produces only part of the \(f(t)\) spectrum, which lies approximately in region \(\Omega_1\) or \(\Omega_2\). Here, any complexity of domain \(\Omega_1\) or \(\Omega_2\) is not considered. Finally, we can exploit the invertibility of the FMT to recover the desired signal \(f(t)\). This is obviously easier to implement than the multiplicative filter designed by the convolution theorems proposed in [10, 11].
5. Conclusions

In this paper, two kinds of new convolution theorems in the FMT domain are studied in detail, and their applications are given. First, based on the generalized translation formulation, we give convolution theorem of the first kind in the FMT domain. It has elegance and simplicity comparable to the classical results of FT, however proposed convolution theorem in the paper is a triple integral form and is computationally complex. Second, to further investigate the diversity of convolution theories, we again give convolution theorem of the second kind in the FMT domain. It has the advantage that it can be represented by a simple 1-D integral and is easy to implement in multiplying filter designs. The two kinds of convolution theorems proposed in this paper are expressed in the FMT domain as simple product forms of two FMTs, and are not affected by any chip product terms. Finally, we discuss multiplicative filters in the FMT domain. In future work, we will consider the sampling theorem of MFT in optics and signal processing.
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