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Abstract
We show asymptotic completeness for the charged Klein–Gordon equation in the exterior De Sitter–Reissner–Nordström spacetime when the product of the charge of the black with the charge of the Klein-Gordon field is small enough. We then interpret scattering as asymptotic transports along principal null geodesics in a Kaluza–Klein extension of the original spacetime.
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1 Introduction
Time-dependent scattering theory describes large time scale interactions between a physical system (particles, waves) and its environment. The fundamental result that one may wish to establish is then the so-called asymptotic completeness which compares dynamics one is interested in to a simpler and well-known one, a “free” dynamics. Many works have considered the case when the Hamiltonian associated with the system is self-adjoint with respect to a Hilbert space structure. The spectrum then provides rich information on the dynamics at large times: absolutely continuous spectrum is associated with scattering properties whereas pure point spectrum describes confinement. On the other hand, the asymptotic behaviour of scattering data can help to understand the classical equation which in turn is a first step in understanding the quantization of the field. For example, the wave operator $\Box_g = |g|^{-1/2} \partial_{\mu} g^{\mu \nu} |g|^{1/2} \partial_{\nu}$ can be viewed (up to normalizations) as a quantization of the null geodesic flow i.e. the flow of the...
Hamilton vector field associated with the dual metric function \((x, \xi) \mapsto \xi \mu g^{\mu \nu}(x)\xi^\nu\)
where \((x, \xi)\) are local coordinates in the cotangent bundle; we talk about the first
quantization of the field. We can convince ourselves that both are intrinsically linked
together using Duistermaat–Hörmander theorem [9] which states that singularities of
solutions of \(\Box_g u = 0\) propagate along null geodesics. Other interesting non-classical
properties on the underlying spacetime can be obtained using scattering properties of
the field: we can mention the Hawking effect, rigorously studied by Bachelot in its
series of papers [1,2] and [3] for a spherically symmetric gravitational collapse, and
by Häfner [19] in the charged and rotating case. Scattering theory is thus an open door
to a possible quantum field theory in black hole spacetimes background. In this sight,
we will be interested in this document in the charged Klein–Gordon equation which
is a further step to a quantization for massive and charged fields.

In the case when the naturally conserved energy of solutions of the field equations is
not positive along the flow of the dynamics, it is not possible to realize the Hamiltonian
as self-adjoint operator on the underlying Hilbert space. The generator can have real
and complex eigenfrequencies and the energy \(\| \cdot \| \dot{E}\) can grow in time at a polynomial
or exponential rate: this is superradiance. This happens in the Euclidean case, when
the scalar field interacts with a strong electromagnetic potential. In this situation,
however, the Hamiltonian is self-adjoint on a Krein space, see e.g. [25] and [16]. In
a quite general setting, boundary value of the resolvent for self-adjoint operators on
Krein spaces as well as propagation estimates for the Klein–Gordon equation can be
obtained, see the works of Georgescu-Gérard-Häfner [13] and [14]. Another difficulty
can occur, however, when the coupling term has two different limits at different ends
of the considered manifold. If no positive energy is continuous with respect to the
energy \(\| \cdot \| \dot{E}\), then it is no longer possible to use a self-adjoint realization with respect
to a Krein structure, see e.g. [15]. This situation can already be encountered in the case
of the one-dimensional charged Klein–Gordon equation, when coupling the Klein–
Gordon field with a step-like electrostatic potential (see the work of Bachelot [4]). It
can also occur for Klein–Gordon equations on black hole type spacetimes. We can
mention here the Klein–Gordon equation on the (De Sitter-)Kerr metric where the
coupling between the field with the black hole occurs via the rotation. Asymptotic
completeness has been obtained in absence of cosmological constant and mass by
Dafermos–Rodnianski–Shlapentokh–Rothman [8] using geometric techniques, and
for positive cosmological constant and mass and bounded angular momenta of the
field by Georgescu-Gérard-Häfner [15] using spectral methods. It turns out that the
charged Klein–Gordon equation on the (De Sitter–)Reissner–Nordström spacetime is
also superradiant. This time the coupling comes from the equation itself and not from
the geometry.

In the present work, we study the charged Klein–Gordon equation on the exterior
De Sitter–Reissner–Nordström spacetime. We will assume a weak coupling, that is,
the product of the charge of the scalar field with the charge of the black hole will be
supposed small enough. Although some technical issues existing in the De Sitter–Kerr
spacetime vanish in our context, the loss of a natural geometric background prevents
us to use a rich variety of geometric tools. As a result, we are left with the task
to artificially encode the charge from the equation into the geometry if we wish to
give a geometric interpretation of the scattering as asymptotic transport along some
special null geodesics. The idea of encoding the electromagnetic interaction in an extra dimension was originally formulated by Kaluza in his paper [23] where he tried to unify gravitation and electromagnetism. He proposed that electromagnetism could be encoded in a fifth dimension and formulated his theory using the *cylinder condition*, stating that no component of the new five-dimensional metric depends on the fifth dimension (actually, this condition makes equations easier to handle and avoid extra degrees of freedom). With the then outbreaks of quantum mechanics, Klein interpreted the cylinder condition as a microscopic curling of the electromagnetic field along the extra dimension (see [24]).

Using the symbol of the charged Klein–Gordon operator, we build in this paper an extended metric with an extra dimension for which the original operator can be seen as a wave operator. This is what we have called the *neutralization procedure*. The extra dimension only needs to be a compact manifold, so that we can content ourselves with the unit circle. This choice of simplicity is actually very similar to the one Kaluza made one century ago. The extended manifold is then nothing but a Kaluza–Klein extension of the original one. This procedure works for a null charge product but fails without the mass term. An interesting fact is that the neutralization affects the original Maxwell tensor which becomes the sum of another Maxwell tensor with an effective charge (which takes into account the field’s charge and mass) and a perfect fluid tensor acting in the plane generated by the time coordinate and the added one. The original black hole is also modified and turns into a *black ring*. Black rings are similar to black holes as they prevent causal future-pointing curves to escape to infinity, the difference lying in the topology of the event horizon (which is $S^1 \times S^2$ for black rings). They are solutions of Einstein equations in dimension 5 or greater, the first example of such object having been discovered by Emparan-Reall (see [11]), see also a more recent review of black hole solutions of higher-dimensional vacuum gravity and higher-dimensional supergravity theories [12]. Using Hassan–Sen transformation, Elvang constructed in [10] from a neutral black ring a charged one minimizing an effective action with an electromagnetic tensor. Our neutralization procedure provides (with much less efforts) another example of a black ring solving the coupled Einstein–Maxwell equations, the rotation encoding the electromagnetic interaction.

We also mention here that this method has been employed in [31] where semiclassical mass asymptotics for Klein–Gordon fields are derived in an extended spacetime.

Having constructed the extended spacetime, we can use the scattering theory in [15] as well as the absence of real resonances proved in [6] to obtain asymptotic completeness at fixed non-zero angular momentum for the wave equation (which corresponds to the asymptotic completeness for the initial charge Klein–Gordon equation). Making use of the geometric tools in the Kaluza–Klein extension of the spacetime, we can reinterpret scattering as solving an abstract Goursat problem in energy spaces on the horizons by inverting trace operators. These energies are naturally related to the full dynamics associated with the charge Klein–Gordon operator as they use the limits of the electrostatic potential. However, this interpretation can not be “projected” onto the original spacetime due to the absence of appropriate geodesics; existence and unicity of the abstract Goursat problem are suspected to be false in $1 + 3$ dimensions.
Plan of the paper The paper is organized as follows:
- Section 2: The extended spacetime. We construct and present some important properties of the extended spacetime in which the charged Klein–Gordon equation becomes a wave equation.
- Section 3: Global geometry of the extended spacetime We build the Killing horizons with the principal null geodesics as well as the conformal boundary at infinity of the extension.
- Section 4: Analytic scattering theory It is devoted to the statement and the proof of the analytic scattering results.
- Section 5: Geometric interpretation In this last section, we interpret the wave operators as transports along the principal null geodesics. Asymptotic completeness is used to define traces on the horizons and solve an abstract Goursat problem.

Statement of the main scattering results We give here simplified versions of the main scattering results of this paper. In the exterior De Sitter–Reissner–Nordström spacetime \((\mathcal{M}, g)\) (introduced in Sect. 2), the charged Klein–Gordon equation reads (up to a multiplication by a smooth function)

\[
\left( \frac{\partial^2}{\partial t^2} - 2i k \frac{\partial}{\partial t} + h \right) u = 0.
\] (1)

Here \(t \in \mathbb{R}\) is the time coordinate, \(h\) is self-adjoint and \(k \equiv k(s)\) is a multiplication operator by a smooth real function which linearly depends on \(s\), the product of the charge of the black hole with the Klein–Gordon field charge, and \(h\) is a second-order partial differential operator such that \(h_0 := h + k^2 \geq 0\). The crucial point here is that \(h\) contains the mass term \(m > 0\). Putting \(m = 0\) would yield to the wilder charged wave operator for which many of the results presented in this paper are not true.

The Hamiltonian form of equation (1) is

\[
-\imath \partial_t v = \hat{H} v, \quad \hat{H} v = \begin{pmatrix} 0 & 1 \\ h & 2k \end{pmatrix}.
\] (2)

Let \(\hat{E}\) be the completion of smooth compactly supported functions with respect to the homogeneous norm

\[
\|(u_0, u_1)\|^2_{\hat{E}} = \langle h u_0, u_0 \rangle_{\mathcal{H}} + \|(u_1 - k u_0)\|^2_{\mathcal{H}} \quad (u_0, u_1) \in \hat{E}.
\] (3)

Here \(\mathcal{H}\) is a standard \(L^2\) space. Then \(\hat{H}\) generates a continuous one-parameter group on \(\hat{E}\), denoted by \((e^{\imath t \hat{H}})_{t \in \mathbb{R}}\). The operator \(e^{\imath t \hat{H}}\) is called propagator, evolution or dynamics (at the time \(t\)) of \(\hat{H}\). The norm (3) is not the natural energy \(\| \cdot \|\) associated with solutions of (2), which is:

\[
\|(u_0, u_1)\|^2 = \langle h u_0, u_0 \rangle_{\mathcal{H}} + \|u_1\|^2_{\mathcal{H}} \quad (u_0, u_1) \in \hat{E}.
\] (4)

It turns out that (4) is not in general positive because of negative contributions from \(k\) as the radial coordinate approaches horizons. Contrary to De Sitter–Kerr spacetime, there
is a lack of geometric tools to explain this phenomenon; Sect. 2 and more particularly Remark 2.1 provide them. The norm (3) is obviously positive but may grow with time. For this reason, we say that the charged Klein–Gordon equation is superradiant in this context.

The neutralization procedure of Sect. 2.2 turns the charged Klein–Gordon operator (1) into the wave operator of an abstract Lorentzian manifold \((\tilde{\mathcal{M}}, \tilde{g})\) of dimension \(1 + 4\). The extra dimension is labeled \(z\), and we get the original charged operator by restriction on \(\ker(i\partial_z + z)\) for \(z = 1\). We will, however, consider general \(z \in \mathbb{Z} \setminus \{0\}\) in the sequel and denote with the superscript \(z\) the restriction of operators and spaces to \(\ker(i\partial_z + z)\). The first important result is the uniform boundedness of the evolution (see Theorem 4.1):

**Theorem 1.1** Let \(z \in \mathbb{Z} \setminus \{0\}\). There exists \(s_0 \equiv s_0(z) > 0\) such that for all \(s \in [-s_0, s_0]\), there exists a constant \(C \equiv C(z, s_0) > 0\) such that

\[
\| e^{it\tilde{H}_z} u \|_{\tilde{E}_z} \leq C\| u \|_{\tilde{E}_z} \quad \forall t \in \mathbb{R}, \ \forall u \in \tilde{E}_z.
\]

Notice that the above result is not uniform in \(z\). In the extended spacetime, we construct incoming/outgoing principal null geodesics \(\gamma_{\text{in/out}}\) in a similar way as for (De Sitter–Kerr) spacetime. They generate Killing horizons in \((\tilde{\mathcal{M}}, \tilde{g})\) and are \(\tilde{g}\)-orthogonal to the extra dimension \(z\) (see Sect. 3). To these geodesics, we associate Hamiltonians \(\tilde{H}_{z, H/I}\) acting on some energy spaces \(\tilde{E}_{z, H/I}\). They are related to transports towards \(\mathcal{H}/I\). Let \(i_{\pm}\) be two smooth functions supported, respectively, near \(\mathcal{H}/I\). We can then show the existence and the completeness of wave operators (see Theorem 4.4):

**Theorem 1.2** Let \(z \in \mathbb{Z} \setminus \{0\}\). There exists \(s_0 > 0\) such that for all \(s \in [-s_0, s_0]\), the following holds:

1. There exists a dense subspace \(D_{\text{fin}, z, H/I} \subset \tilde{E}_{z, H/I}\) such that for all \(u \in D_{\text{fin}, z, H/I}\), the limits

\[
W^f_{\mathcal{H}/I} u = \lim_{t \to +\infty} e^{it\tilde{H}_z} i_{-/} e^{-it\tilde{H}_{z, H/I}} u,
\]

\[
W^p_{\mathcal{H}/I} u = \lim_{t \to -\infty} e^{it\tilde{H}_z} i_{-/} e^{-it\tilde{H}_{z, H/I}} u
\]

exist in \(\tilde{E}_z\). The operators \(W^{f/p}_{\mathcal{H}/I}\) extend to bounded operators \(W^{f/p}_{\mathcal{H}/I} \in \mathcal{B}(\tilde{E}_{z, H/I}, \tilde{E}_z)\).

2. The inverse future/past wave operators

\[
\Omega^f_{\mathcal{H}/I} = s - \lim_{t \to +\infty} e^{it\tilde{H}_{z, H/I}} i_{-/+} e^{-it\tilde{H}_z},
\]

\[
\Omega^p_{\mathcal{H}/I} = s - \lim_{t \to -\infty} e^{it\tilde{H}_{z, H/I}} i_{-/+} e^{-it\tilde{H}_z}
\]

exist in \(\mathcal{B}(\tilde{E}_z, \tilde{E}_z, H/I)\).
Consider eventually the following abstract Goursat problem. Let \( \dot{\mathcal{E}}^\pm \) be the energy spaces on \( \mathcal{H}^\pm \times \mathcal{J}^\pm \) obtained from \( \dot{\mathcal{E}}^\pm \) following the flow of the principal null geodesics. Given \( (\xi^\pm, \zeta^\pm) \in \dot{\mathcal{E}}^\pm \), the problem consists in finding a solution \( \phi \) to the wave equation in \( (\tilde{\mathcal{M}}, \tilde{g}) \) (and thus to (1) with mass \( mz \)) such that

\[
\phi|_{\mathcal{H}^\pm} = \xi^\pm, \quad \phi|_{\mathcal{J}^\pm} = \zeta^\pm.
\]

We then have the following result (see Theorem 5.3):

**Theorem 1.3** Let \( z \in \mathbb{Z} \setminus \{0\} \). There exists \( s_0 > 0 \) such that for all \( s \in ] - s_0, s_0[ \) the following property: there exist homeomorphisms

\[
T^\pm : \dot{\mathcal{E}}^z \rightarrow \dot{\mathcal{E}}^\pm
\]

solving the Goursat problem (5) in the energy spaces, that is, for all \( (\xi^\pm, \zeta^\pm) \in \dot{\mathcal{E}}^\pm \), there exists a unique \( \phi \in C^0(\mathbb{R}_t; \dot{\mathcal{E}}^z) \) solving the wave equation on \( (\tilde{\mathcal{M}}, \tilde{g}) \) with initial data \( \phi(0) = (\phi_0, \phi_1) \) such that

\[
(\xi^\pm, \zeta^\pm) = T^\pm(\phi_0, \phi_1).
\]

**The operators** \( T^\pm \) are the extensions to the energy spaces of traces on the horizons.

We emphasize here that the above geometric interpretation of the scattering only holds in the Kaluza–Kein extension as it uses transport along geodesics which do not project onto the original spacetime (because of the absence of the charge \( q \) and mass \( m \) in the original metric).

**Notations and conventions** The set \( \{ z \in \mathbb{C} | \Im z > 0 \} \) will be denoted by \( \mathbb{C}^+ \). For any complex number \( \lambda \in \mathbb{C} \), \( D(\lambda, R) \) will be the disc centered at \( \lambda \in \mathbb{C} \) of radius \( R > 0 \).

To emphasize some important dependencies, the symbol \( \equiv \) will be used: for example, \( a \equiv a(b) \) means “\( a \) depends on \( b \)”. We will write \( u \lesssim v \) to mean \( u \leq C v \) for some constant \( C > 0 \) independent of \( u \) and \( v \). The notation \( C^k_c \) will be used to denote the space of compactly supported \( C^k \) functions. All the scalar products \( (\cdot, \cdot) \) will be antilinear in the first component and linear in the second component. The identity operator (acting on some vector space of functions) will be written \( 1 \). For any function \( f \), the support of \( f \) will be denoted by \( \text{Supp } f \). For an operator \( A \), we will denote by \( \mathcal{D}(A) \) its domain.

When using the standard spherical coordinates \( (\theta, \varphi) \in ]0, \pi[ \times ]0, 2\pi[ \) on \( S^2 \), we will always ignore the singularities \( \{ \theta = 0 \}, \{ \theta = \pi \} \). We refer to [30, Lemma 2.2.2] to properly fix it.

### 2 The Extended Spacetime

This Section introduces the basic notions and objects used throughout this paper. We recall in Sect. 2.1 the De Sitter–Reissner–Nordström metric and the charged Klein–Gordon equation we are interested in. Section 2.2 presents the neutralization procedure.
which extends the original spacetime using the charged Klein–Gordon operator. We next show in Sect. 2.3 how the neutralization affects Einstein–Maxwell equations. We then deduce in Sect. 2.4 a dominant energy condition that fulfill the energy-momentum tensor associated with \((\widetilde{M}, \widetilde{g})\) under some assumption on the cosmological constant \(\Lambda\).

### 2.1 The Charged Klein–Gordon Equation in the Exterior De Sitter–Reissner–Nordström Spacetime

Let

\[
F(r) := 1 - \frac{2M}{r} + \frac{Q^2}{2r^2} - \frac{\Lambda r^2}{3}.
\]

with \(M > 0\) the mass of the black hole, \(Q \in \mathbb{R} \setminus \{0\}\) its electric charge and \(\Lambda > 0\) the cosmological constant. \(F\) is the horizon function. We assume that

\[
\Delta := 9M^2 - 4Q^2 > 0, \quad \max \left\{ 0, \frac{6(M - \sqrt{\Delta})}{(3M - \sqrt{\Delta})^3} \right\} < \Lambda < \frac{6(M + \sqrt{\Delta})}{(3M + \sqrt{\Delta})^3} \tag{6}
\]

so that \(F\) has four distinct zeros \(-\infty < r_n < 0 < r_c < r_- < r_+ < +\infty\) and is positive for all \(r \in ]r_-, r_+[, \) (see [21, Proposition 3.2] with \(Q^2\) replaced by \(Q^2/2\) for us). We also assume that \(9\Lambda M^2 < 1\) so that we can use the work of Bony-Häfner [7]. In Boyer–Lindquist local coordinates, the exterior De Sitter–Reissner–Nordström spacetime is the Lorentzian manifold \((\mathcal{M}, g)\) with

\[
\mathcal{M} = \mathbb{R} \times [r_-, r_+ \times \mathbb{S}^2_\omega], \quad g = F(r) \, dr^2 - F(r)^{-1} \, dr^2 - r^2 \, d\omega^2
\]

where \(d\omega^2\) is the standard metric on the unit sphere \(\mathbb{S}^2\).

Let \(A = (Q/r)dt\). Then \((g, A)\) solves the Einstein–Maxwell field equations

\[
\text{Ric}_{\mu\nu} - \frac{1}{2}Rg_{\mu\nu} - \Lambda g_{\mu\nu} = -T_{\mu\nu}, \quad T_{\mu\nu} = \mathfrak{g}_{\mu\sigma} \mathfrak{g}_{\nu}^{\sigma} - \frac{1}{4}g_{\mu\nu} \mathfrak{g}^{\rho\sigma} \mathfrak{g}_{\rho\sigma} \tag{7}
\]

where \(\text{Ric}\) is the Ricci tensor, \(R\) is the scalar curvature and \(\mathfrak{g} = dA\) the electromagnetic tensor. The charged wave operator on \((\mathcal{M}, g)\) is

\[
(\nabla_\mu - iA_\mu)(\nabla^\mu - iA^\mu) = \frac{1}{F} \left( \partial_t - i s V(r) \right)^2 - \frac{1}{r^2} \partial_r r^2 F \partial_r - \frac{1}{r^2} \Delta_{\mathbb{S}^2},
\]

where \(s := q Q\) is the charge product and \(V(r) = r^{-1}\). In the sequel, we will write

\[
V_\alpha := r_\alpha^{-1} = \lim_{r \to r_\alpha} V(r) \quad \forall \alpha \in \{c, -, +\}.
\]

The charged Klein–Gordon operator is then
\[
(\nabla_\mu - i A_\mu)(\nabla^\mu - i A^\mu) + m^2 = \frac{1}{F(r)} \left( \partial_t - i s V(r) \right)^2 - \frac{1}{r^2} \partial_r r^2 F(r) \partial_r - \frac{1}{r^2} \Delta S^2 + m^2.
\]

2.2 The Neutralization Procedure

We introduce a fifth dimension labeled \( z \in S^1 \) in order to reinterpret the charged Klein–Gordon operator in the De Sitter–Reissner–Nordström spacetime as a wave operator in a \( 1+4 \) spacetime. Define

\[
L := \frac{1}{F(r)} \left( \partial_t - s V(r) \partial_z \right)^2 - \frac{1}{r^2} \partial_r r^2 F(r) \partial_r - \frac{1}{r^2} \Delta S^2 - m^2 \partial_z^2.
\]

Diagonalizing \(-i \partial_z\) on the unit circle, we can recover \( P \) by restriction to the harmonic \(-i \partial_z = 1\). We construct a new metric \( \tilde{g} \) such that \( \Box \tilde{g} = L \): the extended metric in the extended Boyer–Lindquist coordinates \((t, z, r, \omega)\) with signature \((+,-,-,-,-)\) is defined as

\[
\tilde{g} := \left( F(r) - \frac{s^2 V(r)^2}{m^2} \right) dt^2 - \frac{s V(r)}{m^2} (dr dz + dz dr) - \frac{1}{m^2} dz^2 - \frac{1}{F(r)} dr^2 - r^2 d\omega^2.
\]

It is non-degenerate since the determinant is equal to \(-r^4 \sin^2 \theta / m^2 < 0\) (notice here the crucial hypothesis \( m \neq 0 \)). The inverse extended metric is given by

\[
\tilde{g}^{-1} = \frac{1}{F(r)} \partial_t \otimes \partial_t - \frac{s V(r)}{F(r)} \left( \partial_t \otimes \partial_z + \partial_z \otimes \partial_t \right) + \left( \frac{s^2 V(r)^2}{F(r)} - m^2 \right) \partial_z \otimes \partial_z
\]

\[
- F(r) \partial_r \otimes \partial_r - \frac{1}{r^2} \partial_\theta \otimes \partial_\theta - \frac{1}{r^2 \sin^2 \theta} \partial_\phi \otimes \partial_\phi.
\]

Let us define the four blocks

\[
\tilde{M}_1 := \mathbb{R}_t \times S_z^1 \times [0, r_c], \quad \tilde{M}_2 := \mathbb{R}_t \times S_z^1 \times [r_c, r_-], \quad \tilde{M}_3 := \mathbb{R}_t \times S_z^1 \times [r_-, r_+], \quad \tilde{M}_4 := \mathbb{R}_t \times S_z^1 \times [r_+, +\infty).
\]

The extended spacetime is then the \( (1+4) \)-dimensional manifold \((\tilde{M}_{\text{ext}}, \tilde{g})\) with

\[
\tilde{M}_{\text{ext}} := \bigcup_{j=1}^4 \tilde{M}_j.
\]

In the sequel, we will consider more carefully the outer space

\[
\tilde{M} := \mathbb{R}_t \times S_z^1 \times [r_-, r_+] \times S^2_\omega.
\]
which we will simply call the extended spacetime when no confusion can occur. In \( \tilde{\mathcal{M}} \), we will use the timelike vector field \( \nabla_t = F(r)^{-1} (\partial_t - s V(r) \partial_z) \) to define an orientation on \( \tilde{\mathcal{M}} \): any causal vector field \( X \in T \tilde{\mathcal{M}} \) will be said future-pointing if and only if

\[
\tilde{g}(\nabla_t, X) > 0.
\]

We can easily check that the outer space is a globally hyperbolic spacetime. Besides, we can check that \( X_\alpha := \partial_t - s V_\alpha \partial_z \) are timelike Killing vector fields for \( \alpha \in \{c, -, +\} \) (they will be useful in Sect. 3.2).

**Remark 2.1** (Dyadorings)

For \( s \) small enough, the shifted horizon function

\[
F(r) := F(r) - \frac{s^2 V^2}{m^2} = 1 - \frac{2M}{r} + \frac{Q^2}{2r^2} \left( 1 - \frac{2q^2}{m^2} \right) - \frac{\Lambda r^2 \Delta S_2}{3}
\]

has four roots with two inside \( ]r_-, r_+[ \); call them \( r_1, r_2 \) with \( r_- < r_1 < r_2 < r_+ \).

We can check that \( \partial_t \) becomes spacelike when \( r \in ]r_-, r_1[ \cup ]r_2, r_+[, \) and define the dyadorings

\[
D_- := \mathbb{R}_t \times \mathbb{S}_z^1 \times ]r_-, r_1[ \times \mathbb{S}_\omega^2, \quad D_+ := \mathbb{R}_t \times \mathbb{S}_z^1 \times ]r_1, r_2[ \times \mathbb{S}_\omega^2.
\]

We may observe that if \( s \) is too large, namely if

\[
|s| \geq m r F(r)^{1/2} \quad \forall r \in ]r_-, r_+[, \]

then the dyadorings cover the entire outer space \( \tilde{\mathcal{M}} \).

The wave equation on \( (\tilde{\mathcal{M}}, \tilde{g}) \) reads

\[
\Box_{\tilde{g}} u = \frac{1}{F(r)} \left( (\partial_t - s V(r) \partial_z)^2 - \frac{F(r)}{r^2} \partial_r r^2 F(r) \partial_r - \frac{F(r)}{r^2} \Delta_{\mathbb{S}_z^2} - m^2 F(r) \partial_z^2 \right) u = 0
\]

with \( u \in L^2(\mathbb{R}_t \times \mathbb{S}_z^1 \times ]r_-, r_1[ \times \mathbb{S}_\omega^2, r^2 F(r)^{-1} dr d\omega) \). It will be convenient for Sect. 4 to rewrite this equation as

\[
\left( \partial_t^2 - 2s V(r) \partial_z \partial_t + \hat{P} \right) u = 0 \quad (8)
\]

where

\[
\hat{P} = - \frac{F(r)}{r^2} \partial_r r^2 F(r) \partial_r - \frac{F(r)}{r^2} \Delta_{\mathbb{S}_z^2} - (m^2 F(r) - s^2 V(r)^2) \partial_z^2 \quad (9)
\]

\footnote{It is a simple consequence of the intermediate value theorem since \( F < F, F > 0 \) inside \( ]r_-, r_+[, \) and \( F \) cancels at \( r = r_\pm \).}
acts on $L^2(S^1_x \times [r_-, r_+ \times S^2, r^2 F(r)^{-1} dz \, dr \, d\omega)$. Restricting $u$ to ker$(i\partial_z + z)$, we get back the original charge Klein–Gordon operator with the modified mass $mz$ and charge $sz$.

### 2.3 Extended Einstein–Maxwell Equations

The neutralization procedure has modified the Einstein–Maxwell equations (7) as we will see in this Subsection. Denote with $\tilde{a}$ the quantities corresponding to the extended spacetime $(\tilde{M}_{\text{ext}}, \tilde{g})$ and set

$$W(r) = sV(r)$$

The Christoffel symbols are given in matrix notations by:

$$\tilde{\Gamma}^0_{\mu \nu} = \begin{pmatrix}
0 & 0 & \frac{m^2 F' - WW'}{2m^2 F} & 0 & 0 \\
0 & 0 & -\frac{W'}{2m^2 F} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix},$$

$$\tilde{\Gamma}^1_{\mu \nu} = \begin{pmatrix}
0 & 0 & \frac{m^2 (FW' - F'W) + W^2 W'}{2m^2 F} & 0 & 0 \\
0 & 0 & WW'/2m^2 F & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix},$$

$$\tilde{\Gamma}^2_{\mu \nu} = \begin{pmatrix}
\frac{F(m^2 F' - 2WW')}{2m^2} & -\frac{FW'}{2m^2} & 0 & 0 & 0 \\
0 & 0 & -\frac{FW'}{2m^2} & 0 & 0 \\
0 & 0 & 0 & -r F & 0 \\
0 & 0 & 0 & 0 & -r F \sin^2 \theta
\end{pmatrix},$$

$$\tilde{\Gamma}^3_{\mu \nu} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{r} & 0 & 0 \\
0 & 0 & \frac{1}{r} & 0 & 0 \\
0 & 0 & 0 & -\sin \theta \cos \theta & 0
\end{pmatrix}, \quad \tilde{\Gamma}^4_{\mu \nu} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{r} \\
0 & 0 & 0 & 0 & \cot \theta \\
0 & 0 & \frac{1}{r} & \cot \theta & 0
\end{pmatrix}.$$ 

The non-zero components of the extended Ricci tensor $\tilde{\text{Ric}}$ are given by

$$\tilde{\text{Ric}}_{00} = \frac{F(2F' + r F'')}{2r} - \left( \frac{2FWW' + FWW''}{m^2 r} + \frac{FW^2}{2m^2} + \frac{W^2 W'}{2m^4} \right),$$

$$\tilde{\text{Ric}}_{01} = \tilde{\text{Ric}}_{10} = -\left( \frac{FW'}{m^2 r} + \frac{FW''}{2m^2} + \frac{WW^2}{2m^4} \right),$$

$$\tilde{\text{Ric}}_{11} = -\frac{m^2}{2m^4},$$

2 We can use any $C^2$ potential $W \equiv W(r)$ instead of $sV(r)$ in $\tilde{g}$. 
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\[ \begin{align*}
\tilde{\text{Ric}}_{22} &= -\frac{2F' + r F''}{2r F} + \frac{W'^2}{2m^2 F}, \\
\tilde{\text{Ric}}_{33} &= 1 - F - r F', \\
\tilde{\text{Ric}}_{44} &= \left(1 - F - r F'\right) \sin^2 \theta
\end{align*} \]

and the scalar curvature is

\[ \tilde{R} := \sum_{i=0}^{4} \sum_{j=0}^{4} \tilde{g}^{\mu \nu} \tilde{\text{Ric}}_{\mu \nu} = R_{\text{DSRN}} - \frac{(W')^2}{2m^2} = -4\Lambda - \frac{q^2 Q^2}{2m^2 r^4} \]

where \( R_{\text{DSRN}} = -4\Lambda \) is the scalar curvature associated with the De Sitter-Reissner-Nordström metric \( \tilde{g} \). The singularity at \( r = 0 \) is therefore still present in the extended spacetime; notice, however, that the scalar curvature has become singular at this point after neutralization.

Let now \( \tilde{A} = \frac{Q}{r} \sqrt{1 - \frac{q^2}{2m^2}} \, dt \). Tedious but direct computations show that \( (\tilde{g}, \tilde{A}) \) solves the Einstein field equations

\[ \tilde{\text{Ric}} - \frac{1}{2} \tilde{\text{R}} \tilde{g} - \Lambda \tilde{g} = -\tilde{T}. \tag{10} \]

The extended stress-energy tensor \( \tilde{T} \) is given by \( \tilde{T} = \tilde{T}_{\text{Maxwell}} + \tilde{T}_{\text{fluid}} \) with in matrix notations

\[ \tilde{T}_{\text{Maxwell}} = \frac{Q^2}{2r^4} \left(1 - \frac{q^2}{2m^2}\right) \begin{pmatrix}
-F(r) & \frac{s^2 V(r)^2}{m^2} & 0 & 0 & 0 \\
\frac{s^2 V(r)^2}{m^2} & \frac{1}{m^2} & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & -r^2 & 0 \\
0 & 0 & 0 & 0 & -r^2 \sin^2 \theta
\end{pmatrix}, \]

\[ \tilde{T}_{\text{fluid}} = \left(\Lambda + \frac{Q^2}{2r^4} \left(1 + \frac{q^2}{m^2}\right)\right) \begin{pmatrix}
\frac{s^2 V(r)^2}{m^2} & \frac{s V(r)}{m} & 0 & 0 & 0 \\
\frac{s V(r)}{m} & \frac{1}{m^2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}. \]

\( \tilde{T}_{\text{Maxwell}} \) is nothing but the Maxwell electromagnetic tensor associated with \( \tilde{g} \) and \( \tilde{A} \); \( \tilde{T}_{\text{fluid}} \) describes as for itself a perfect fluid:

\[ \tilde{T}_{\text{fluid}} = \rho(r) u \otimes u \]

with \( \rho(r) = \Lambda + \frac{Q^2}{2r^4} \left(1 + \frac{q^2}{m^2}\right) \) the energy density in the fluid and \( u = \frac{1}{m} \left(s V(r)dt + dz\right) \) the dual vector field of the fluid’s velocity which is given by

\[ v^\mu = \tilde{\text{g}}^{\mu \nu} u_\nu = -m \partial_z = \frac{1}{m} (s V(r) \nabla t + \nabla z). \tag{11} \]
Observe that the energy density of the fluid as measured by an observer at rest is zero:

\[(\tilde{T}_{\text{fluid}})_{\mu\nu} \nabla^\mu \nabla^\nu t = 0.\]

Observe also that taking the divergence on both sides of (10) yields

\[
\text{div} (\rho(r) u \otimes u) = \frac{\rho(r) F(r) W(r) W'(r)}{2m^2} \partial_r =: -\nabla P
\]

with

\[
P(r) = -\frac{q^2 Q^2}{4m^2 r^2} \left( \Lambda + \frac{Q^2(1 + \frac{q^2}{m^2})}{6r^4} \right) \leq 0.
\]

Moreover, we can see that

\[
\text{div}(\rho u) = 0.
\]

Thus \(u\) obeys compressible Euler law for a static fluid with mass density \(\rho\), pressure \(P\) and no internal source term:

\[
\begin{cases}
\partial_t (\rho u) + \text{div}(\rho u \otimes u) = -\nabla P \\
\partial_t \rho + \text{div}(\rho u) = 0
\end{cases}
\]

The second equation above is the conservation of the mass.

### 2.4 Dominant Energy Condition

In all this Subsection, we will assume that \(|q| < 2m\). Let us rewrite

\[
-\tilde{T} = \Omega(r) \left( F(r) dr^2 - F(r)^{-1} dr^2 + r^2 d\omega^2 \right) - \mathcal{D}(r)(s V(r) dr + dz)^2
\]

where

\[
\Omega(r) = \frac{Q^2}{2r^4} \left( 1 - \frac{q^2}{2m^2} \right), \quad \mathcal{D}(r) = \left( \frac{\Lambda}{m^2} + \frac{3q^2 Q^2}{4m^4 r^4} \right).
\]

Consider then the following condition:

\[
m^2 \mathcal{D}(r) \leq \Omega(r)
\]

which is equivalent to \(\Lambda \leq \frac{Q^2}{2r^4} \left( 1 - \frac{2q^2}{m^2} \right).\)
Lemma 2.1 The condition (12) implies that for all timelike vector field \( X \), we have
\[
-\tilde{T}_{\mu\nu} X^\mu X^\nu \geq 0. \tag{13}
\]

If \( Q \neq 0 \), then both the above conditions are equivalent.

**Proof** Let \( X = X^t \partial_t + X^z \partial_z + X^r \partial_r + X^\theta \partial_\theta + X^\phi \partial_\phi \) be a timelike vector field:

\[
\left( F(r) - \frac{s^2 V(r)^2}{m^2} \right) (X')^2 - 2 sV(r) X' X^z - \frac{1}{m^2} (X^z)^2 - F(r) -1 (X')^2 - r^2 (X^\theta)^2 - r^2 \sin^2 \theta (X^\phi)^2 > 0.
\]

Assume first (12). Then

\[
-\tilde{T}_{\mu\nu} X^\mu X^\nu = \Omega(r) \left( \tilde{g}(X, X) + \left( \frac{1}{m^2} - \frac{\mathcal{D}(r)}{\Omega(r)} \right) (s^2 V(r)^2 (X')^2 + 2 sV(r) X' X^z + (X^z)^2) \right)
\]

\[
\quad \geq \Omega(r) \left( \frac{1}{m^2} - \frac{\mathcal{D}(r)}{\Omega(r)} \right) (s^2 V(r)^2 (X')^2 + 2 sV(r) X' X^z + (X^z)^2).
\]

Furthermore,

\[
\left( \frac{1}{m^2} - \frac{\mathcal{D}(r)}{\Omega(r)} \right) \begin{pmatrix} s^2 V(r)^2 & sV(r) \\ sV(r) & 1 \end{pmatrix} \geq 0
\]

as quadratic form since the spectrum of the matrix on the left-hand side is \( \{ 0, 1 + s^2 V(r)^2 \} \) (the eigenvalue 0 is associated with \( \nabla t \)). It follows that \(-\tilde{T}_{\mu\nu} X^\mu X^\nu \geq 0 \).

Assume now that (12) is not verified and \( Q \neq 0 \) (so that \( \Omega(r) \neq 0 \)). Put

\[
\alpha(r) := \frac{1}{m^2} - \frac{\mathcal{D}(r)}{\Omega(r)} < 0.
\]

Let \( \delta, \varepsilon \in C^\infty([-r_-, r_+], [0, +\infty]) \) with \( \varepsilon \) supported far away from the dyadorings and set \( X := \delta(r) \left( \partial_t - sV(r)(1 + \varepsilon(r)) \partial_z \right) \). Taking \( \varepsilon \) sufficiently small, we get

\[
\tilde{g}(X, X) = \delta(r) \left( F(r) - \frac{s^2 V(r)^2 \varepsilon(r)^2}{m^2} \right) > 0.
\]

Taking now \( \delta \) large enough, we find

\[
-\tilde{T}_{\mu\nu} X^\mu X^\nu = \Omega(r) \left( \tilde{g}(X, X) + \alpha(r) \varepsilon(r)^2 \delta(r)^2 s^2 V(r)^2 \right)
\]

\[
\quad = \Omega(r) \delta(r) \left( F(r) - \frac{s^2 V(r)^2 \varepsilon(r)^2}{m^2} + \alpha(r) \varepsilon(r)^2 \delta(r)^2 s^2 V(r)^2 \right) < 0
\]
for \( r \in \text{Supp } \varepsilon \). This completes the proof. \( \square \)

**Proposition 2.1** (Dominant energy condition) Assume \( Q \neq 0 \). Then the condition (12) is verified if and only if

\[
\begin{aligned}
-\tilde{T}_{\mu \nu} X^\mu X^\nu &\geq 0 \quad \text{for all timelike vector field } X, \\
\text{If } X \text{ is a future-pointing causal vector field, then so is for } &-\tilde{T}_{\nu} X^\nu \geq 0.
\end{aligned}
\]

(14)

**Proof** Lemma 2.1 shows that (12) is equivalent to the first condition in (14) provided that \( Q \neq 0 \). Next, a direct computation shows that

\[
-\tilde{T}^\mu = -\tilde{g}^{\mu \alpha} \tilde{T}_{\alpha \nu} = \Omega(r)\partial_t \otimes dt + (m^2 \mathcal{D}(r) - \Omega(r)) s V(r) \partial_z \otimes dt + m^2 \mathcal{D}(r) \partial_z \otimes dz
\]

\[
+ \Omega(r)\partial_r \otimes dr - \Omega(r)\partial_\theta \otimes d\theta - \Omega(r)\partial_\phi \otimes d\phi.
\]

Let \( X = X^t \partial_t + X^z \partial_z + X^r \partial_r + X^\theta \partial_\theta + X^\phi \partial_\phi \) be a future-pointing causal vector field:

\[
\tilde{g}(\nabla_t, X) = X^t > 0, \quad \tilde{g}(X, X) \geq 0.
\]

We compute:

\[
-\tilde{T}_v^\mu X^\mu = \Omega(r) X^t \partial_t + \left( (m^2 \mathcal{D}(r) - \Omega(r)) s V(r) X^t + m^2 \mathcal{D}(r) X^z \right) \partial_z
\]

\[
+ \Omega(r) X^r \partial_r - \Omega(r) X^\theta \partial_\theta - \Omega(r) X^\phi \partial_\phi.
\]

Then the vector field \(-\tilde{T}_v^\mu X^\mu\) is future-pointing if and only if

\[
\tilde{g}(\nabla_t, -\tilde{T}_v^\mu X^\mu) = -\tilde{T}_v^\mu X^\mu = \Omega(r) X^t > 0
\]

which is always true when \( Q \neq 0 \). Furthermore:

\[
\begin{aligned}
\Omega(r)^{-2} \tilde{g}(\tilde{T}_v^\mu X^\mu, \tilde{T}_v^\mu X^\mu) &= \left( F(r) - \frac{s^2 V(r)^2}{m^2} \left( \frac{m^2 \mathcal{D}(r)}{\Omega(r)} \right)^2 \right) (X^t)^2
\end{aligned}
\]

\[
- \frac{2s^2 V(r)}{m^2} \left( \frac{m^2 \mathcal{D}(r)}{\Omega(r)} \right)^2 X^t X^z
\]

\[
- \frac{1}{m^2} \left( \frac{m^2 \mathcal{D}(r)}{\Omega(r)} \right)^2 \left( X^z \right)^2 - F(r)^{-1} (X^r)^2
\]

\[
\tilde{g}(X, X)
\]

\[
+ \left( 1 - \left( \frac{m^2 \mathcal{D}(r)}{\Omega(r)} \right)^2 \right) \left( \frac{s^2 V(r)^2}{m^2} (X^t)^2
\end{aligned}
\]

\[
+ \frac{2s^2 V(r)}{m^2} X^t X^z + \frac{1}{m^2} (X^z)^2 \right).
\]

\[\copyright\] Springer
Using $\tilde{g}(X, X) \geq 0$, we get:

$$
\Omega(r)^{-2} \tilde{g}(\tilde{T}_\mu X^\mu, \tilde{T}_\nu X^\nu) \geq \left(1 - \left(\frac{m^2 \Omega(r)}{\Omega(r)}\right)^2\right) \left(\frac{s^2 V(r)^2}{m^2} (X^t)^2 + 2 \frac{s V(r)}{m^2} X^t X^z + \frac{1}{m^2} (X^z)^2\right)
$$

and this quantity is non-negative if and only if $m^2 \mathcal{D}(r) \leq \Omega(r)$ as in the proof of Lemma 2.1 (the same vector field as therein shows the necessity of the condition). This completes the proof.

\[\square\]

**Remark 2.2** The condition (12) is called the dominant energy condition. It will allow us to define constant surface gravities in Sect. 3.2. In the De Sitter–Reissner–Nordström case, Proposition 2.1 is always true. Indeed, denoting by $T$ the corresponding stress-energy tensor as well as $\Omega(r) = \frac{Q^2}{2r^4}$, we have

$$
T_{\mu\nu} X^\mu X^\nu = \Omega(r) \left( F(r)(X^t)^2 - F(r)^{-1}(X^r)^2 + r^2 (X^\theta)^2 + r^2 \sin^2 \theta (X^\phi)^2 \right),
$$

$$
\tilde{g}(\partial_t, T_{\nu} X^\nu) = \Omega(r) X^t,
$$

$$
\tilde{g}(T_{\mu} X^\mu, T_{\nu} X^\nu) = \Omega(r) X^t g(X, X)
$$

for any vector field $X$.

**Remark 2.3** We may notice that condition (6) implies a lower bound to $\Lambda$ if $|Q| \geq M$. In this situation and for a small charge $q$, the dominant energy condition (12) is not satisfied.

### 3 Global Geometry of the Extended Spacetime

This Section is devoted to the study of the geometry of the extended spacetime. The goal is twofold: first, the study of the geometric objects is interesting in its own right as it describes in details a new solution to Einstein–Maxwell equations in 5 dimensions. On the other hand, the construction of some geometric objects (such as principal null geodesics and horizons) is prerequisite to formulate the scattering theory developed in Sect. 4. We will henceforth assume the dominant energy condition (12).

Let us outline here the plan of this Section. Section 3.1 introduces first special null geodesics and local coordinates used to build horizons. In Sect. 3.2, we define surface gravities. In Sect. 3.3, we add crossing rings to complete the construction of the horizons. Finally, we define the conformal infinity in Sect. 3.4 and show that the extended spacetime contains black rings.

#### 3.1 Principal Null Geodesics

We introduce in this Subsection a family of null geodesics which send data from the blocks $\tilde{\mathcal{M}}_j$ to the horizons located at the roots of $F$. They will be used for the geometric
interpretation of the scattering in Sect. 5. We follow the standard procedure (see, for example, the construction in [30, Sect. 2.5] in the Kerr spacetime).

Let $\gamma : \mathbb{R} \ni \mu \mapsto (t(\mu), z(\mu), r(\mu), \omega(\mu)) \in \tilde{\mathcal{M}}$ be a null geodesic. Denoting by $\dot{}$ the derivative with respect to $\mu$, we have

$$\left( F(r) - \frac{s^2 V(r)^2}{m^2} \right) \dot{t}^2 - \frac{2s V(r)}{m^2} \dot{t} \dot{z} - \frac{1}{m^2} \dot{z}^2 - \frac{1}{F(r)} \dot{r}^2 = 0 \quad (15)$$

if $\dot{\omega} = r^2 \dot{\theta}^2 + r^2 \sin^2 \theta \dot{\phi} = 0$. Since $\partial_z$ is Killing, there exists a constant $\mathcal{Z} \in \mathbb{R}$ such that

$$\tilde{g}(\dot{\gamma}, \partial_z) = s V(r) \dot{t} + \dot{z} = -m^2 \mathcal{Z}. \quad (16)$$

Plugging $(16)$ into $(15)$ then yields

$$F(r) \dot{t}^2 - \frac{1}{F(r)} \dot{r}^2 = m^2 \mathcal{Z}^2. \quad (17)$$

We build our geodesics so that $\mathcal{Z} = 0$. This is not only a convenient choice that makes computations easier and explicit: the geometric interpretation is that

$$\tilde{g}(\dot{\gamma}, \partial_z) = 0$$

that is, the principal null geodesics will be $\tilde{g}$-orthogonal to the velocity vector field of the perfect fluid appearing in the stress-energy tensor after neutralization (see $(11)$). Solving $(16)$ and $(17)$ for $\mathcal{Z} = 0$, we get

$$\frac{dt}{dr} = \pm F(r)^{-1}, \quad \frac{dz}{dr} = \mp s V(r) F(r)^{-1}. \quad (18)$$

In particular, we can parametrize our geodesic by $\mu = \pm r$.

The incoming principal null geodesic $\gamma_{\text{in}}(\mu) = (t(\mu), z(\mu), r(\mu), \omega(\mu))$ is the null geodesic parametrized by $\mu = -r$ and defined by

$$\begin{cases}
  i(\mu) = F(r)^{-1} \\
  \dot{z}(\mu) = -s V(r) F(r)^{-1} \\
  \dot{t}(\mu) = -1 \\
  \dot{\omega}(\mu) = 0
\end{cases} \quad (19)$$

This is a reformulation of the cylinder condition in the Kaluza–Klein theory.
We then define the extended-star coordinates\(^4\) \((t^*, z^*, r, \omega)\) with
\[
t^* := t + T(r), \quad T(r) := \int_{\tau}^{r} \frac{d\rho}{F(\rho)} = \sum_{\alpha \in \{n, c, -, +\}} \frac{1}{2\kappa_\alpha} \ln \left| \frac{r - r_\alpha}{\tau - r_\alpha} \right|, \\
z^* := z + Z(r), \quad Z(r) := -\int_{\tau}^{r} sV(\rho)\frac{d\rho}{F(\rho)} = -\sum_{\alpha \in \{n, c, -, +\}} \frac{s}{2r_\alpha \kappa_\alpha} \ln \left| \frac{r - r_\alpha}{\tau - r_\alpha} \right|
\]
for some \(\tau \in \tilde{\mathcal{M}}_{\text{ext}}\). Here we have used the factorization
\[
F(r) = \frac{\Lambda}{3r^2}(r - r_n)(r - r_c)(r - r_-)(r_+ - r)
\]
as well as the surface gravities \(\kappa_n := F'(r_n)/2 > 0, \kappa_c := F'(r_c)/2 < 0, \kappa_- := F'(r_-)/2 > 0\) and \(\kappa_+ := F'(r_+)/2 < 0\) (we will give a more precise meaning of them in Sect. 3.2). The function \(T\) is the so-called Regge–Wheeler (or tortoise) coordinate and will be denoted by \(x\) in Sects. 4 and 5. The expression of the extended metric in these coordinates is given by
\[
\tilde{g}_* = \left( F(r) - \frac{s^2V(r)^2}{m^2} \right) (dt^*)^2 - \frac{sV(r)}{m^2} (dr^* + dz^* dr^*) - \frac{1}{m^2}(dz^*)^2 \\
- (dr^* dr + dr dr^*) - r^2 d\omega^2
\]
with inverse
\[
(\tilde{g}_*)^{-1} = -m^2 \partial_{z^*}^2 - (\partial_{z^*} \otimes \partial_r + \partial_r \otimes \partial_{z^*}) + sV(r) (\partial_{z^*} \otimes \partial_r + \partial_r \otimes \partial_{z^*}) \\
- F(r) \partial_r^2 - \frac{1}{r^2} \partial^2_{\theta} - \frac{1}{r^2 \sin^2 \theta} \partial^2_{\phi}.
\]
Observe that, by construction, we have \(\dot{t}^* = \dot{z}^* = 0\): this shows that \(t \to \pm \infty\) as \(r \to (r_\pm)^\mp\) (but \(t^*\) remains smooth because \(\dot{t}^* = 0\)). The same conclusion can be drawn for \(z\).

We similarly define the outgoing principal null geodesic \(\gamma_{\text{out}}(\mu) = (t(\mu), z(\mu), r(\mu), \omega(\mu))\) as the null geodesic parametrized by \(\mu = r\) and defined by
\[
\begin{align*}
\dot{t}(\mu) &= F(r)^{-1} \\
\dot{z}(\mu) &= -sV(r)F(r)^{-1} \\
\dot{r}(\mu) &= 1 \\
\dot{\omega}(\mu) &= 0
\end{align*}
\]
\(^4\) The map \((t, z, r, \omega) \to (t^*, z^*, r, \omega)\) is one-to-one in each block \(\tilde{\mathcal{M}}_2, \tilde{\mathcal{M}}_3\) and \(\tilde{\mathcal{M}}_4\) since \(T\) and \(Z\) are (their derivative are, respectively, \(F^{-1}\) and \(-(s VF)^{-1}\) which have constant signs) and its Jacobian determinant is 1; it therefore defines a coordinates chart.
We then define the star-extended coordinates \((\star t, \star z, r, \omega)\) with
\[
\star t := t - T(r), \quad \star z := z - Z(r)
\]
with \(T\) and \(Z\) as in (18) and (19). The expression of the extended metric in these coordinates is given by
\[
\star \tilde{g} = \left( F(r) - \frac{s^2 V(r)^2}{m^2} \right) (d\star t)^2 - \frac{s V(r)}{m^2} \left( d\star t d\star z + d\star z d\star t \right) - \frac{1}{m^2} (d\star z)^2 + (d\star t dr + dr d\star t) - r^2 d\omega^2
\]
with inverse
\[
(\star \tilde{g})^{-1} = -m^2 \partial_{\star z} \otimes \partial_{\star z} + (\partial_{\star t} \otimes \partial_r + \partial_r \otimes \partial_{\star t}) - s V(r) (\partial_{\star z} \otimes \partial_r + \partial_r \otimes \partial_{\star z}) - F(r) \partial_r \otimes \partial_r - \frac{1}{r^2} \partial_{\star \theta} \otimes \partial_{\star \theta} - \frac{1}{r^2 \sin^2 \theta} \partial_{\star \phi} \otimes \partial_{\star \phi}.
\]
We have \(\star \dot{t} = \star \dot{z} = 0\) which entails \(t \to \mp \infty\) and \(z \to \mp \infty\) as \(r \to (r_{\pm})^{-}\).

### 3.2 Surface Gravities and Killing Horizons

Surface gravities are accelerations felt in the incoming direction locally near a hyper-surface by an unit test mass due to the gravitational force (measured infinitely far away from the hypersurface). We compute in this Subsection the surface gravities \(\kappa_{\alpha}\) at \(r = r_{\alpha}\) for all \(\alpha \in \{c, -, +\}\).

Consider the following normalization of the velocity vector field \(\nabla t\) associated with a static observer:
\[
F(r) \nabla t = \partial_t - s V(r) \partial_z.
\]

For De Sitter Kerr black holes, \(\frac{\nabla t}{\sqrt{\nabla t \cdot \nabla t}}\) is the velocity vector field which follows the rotation of the black hole; it tends to \(\partial_t - \frac{a}{r_{\pm}^2 + a^2} \partial_\phi\) as \(r \to r_{\pm}\) which provides two Killing vector fields in the ergoregions near the horizons. The equivalent in our setting of the rotations at the horizons \(\frac{a}{r_{\pm}^2 + a^2}\) are the terms \(s V_\alpha, \alpha \in \{c, -, +\}\). We thus consider the Killing vector fields
\[
X_c := \partial_{\star t} - s V_c \partial_{\star z}, \quad X_- := \partial_{\star t} - s V_- \partial_{\star z}, \quad X_+ := \partial_{\star t} - s V_+ \partial_{\star z}
\]
which are null at \(r = r_{\alpha}, \alpha \in \{c, -, +\}\):}

\[
\tilde{g}_*(X_{\alpha}, X_{\alpha}) = F - \frac{s^2 (V_\alpha)^2}{m^2}.
\]
Remark 3.1 We used the extended-star coordinates to define surface gravities. It is perfectly fine doing it with the star-extended coordinates, the only difference being the opposite sign we have to put in formula (23) below.

The physical interpretation of the surface gravities leads to the following Newtonian forces equilibrium:

\[
(\nabla_{\alpha} X_{\alpha}) |_{r=r_{\alpha}} = -\kappa_{\alpha} X_{\alpha} |_{r=r_{\alpha}} \quad \kappa_{\alpha} \in \mathbb{R}.
\]

The constants \(\kappa_{\alpha}\) are well defined since the surface gravities are constant on \(\{r=r_{\alpha}\}\) by the dominant energy condition (12) (see e.g. \([32, \text{Eq. (12.5.31)})\]). It is easy to see that

\[
\nabla_{\mu} \left( (X_{\alpha})^{\nu} (X_{\alpha})_{\nu} \right) = -2 \kappa_{\alpha} (X_{\alpha})_{\mu} \quad \kappa_{\alpha} \in \mathbb{R}.
\]

Since \((\tilde{g}_{\alpha})^{\mu r} = -1\) and \((\tilde{g}_{\alpha})^{z r} = s V(r)\) are the only non-zero coefficients of the form \((\tilde{g}_{\alpha})^{\mu r}\), we get in all cases:

\[
\kappa_{\alpha} = \frac{F'(r_{\alpha})}{2} = \frac{3r_{\alpha} - 3M - 2\Lambda r_{\alpha}^2}{3r_{\alpha}^2}.
\]

Observe that \(\kappa_{\alpha}\) is nothing but the De Sitter–Reissner–Nordström surface gravity at the corresponding horizon (we show in the next Subsection that \(\{r=r_{\alpha}\}\) are still Killing horizons in the extended spacetime). Using the signs of \(F'\) at \(r=r_{\alpha}\), we get:

\[
\kappa_{c} < 0, \quad \kappa_{-} > 0, \quad \kappa_{+} < 0.
\]

The surface gravities \(\kappa_{\alpha}\) provide the rate of convergence of the Boyer–Lindquist coordinate \(r\) to \(r_{\alpha}\) in terms of the Regge–Wheeler coordinate \(T(r)\) introduced in equation (18): indeed, using the factorization (20), we find

\[
|r - r_{\alpha}| = |r - r_{\alpha}| \left( \prod_{\beta \in \{\alpha, c, -, +\} \setminus \{\alpha\}} \left| \frac{r - r_{\beta}}{r - r_{\beta}} \right| \right) e^{2\kappa_{\alpha} T(r)} = O_{r \rightarrow r_{\pm}} \left( e^{2\kappa_{\alpha} T(r)} \right).
\]

Let now \(r_{0} > 0\) and define the hypersurface \(\Sigma_{r_{0}} := \mathbb{R} \times S_{1} \times \{r = r_{0}\} \times S_{2}^{2}\). Using then the inverse metric expression in the extended-star coordinates, we compute

\[
n_{\Sigma_{r_{0}}} := \nabla r = -\partial_{r_{\alpha}} + s V(r) \partial_{z_{\alpha}} - F(r) \left( \frac{\partial}{\partial r} \right) E_{*}
\]
where \( \left( \frac{\partial}{\partial r} \right)_{E^*} \) is the vector field \( \partial_r \) in the extended-star coordinates. Since

\[
\tilde{g}^* \left( n_{\Sigma r_0}, - \left( \frac{\partial}{\partial r} \right)_{E^*} \right) = 1,
\]

\( n_{\Sigma r_0} \) is a incoming normal vector field to \( \Sigma_{r_0} \). Besides,

\[
\tilde{g}^* (n_{\Sigma r_0}, n_{\Sigma r_0}) = -F(r)
\]

so that the incoming normal \( n_{\Sigma r_\alpha} \) is also tangent to \( \Sigma_{r_\alpha} \) and this hypersurface is null (we could have also seen this by observing that \( \det(\tilde{g}^*|_{\Sigma_{r_\alpha}}) = 0 \)). As

\[
\det(\tilde{g}^*) = \frac{r^4 \sin^2 \theta}{m^2} = \det(g^*)
\]

does not vanish at \( r = r_\alpha \), \( \Sigma_{r_\alpha} \) is not degenerate. Since \( \nabla r \to X_\alpha \) as \( r \to r_\alpha \), \( \alpha \in \{c, -, +\} \), this hypersurface \( \{r = r_\alpha\} \) is a Killing horizon, that is a non-degenerate null hypersurface generated by a Killing vector field. We then define:

\[
\mathcal{H}^+_c := \mathbb{R}_t^* \times S^1_z \times \{r_c\}_r \times S^2_\omega \quad (\text{future Cauchy horizon}),
\]
\[
\mathcal{H}^-_c := \mathbb{R}_t^* \times S^1_z \times \{r_c\}_r \times S^2_\omega \quad (\text{past Cauchy horizon}),
\]
\[
\mathcal{H}^+_r := \mathbb{R}_t^* \times S^1_z \times \{r_+\}_r \times S^2_\omega \quad (\text{future event horizon}),
\]
\[
\mathcal{H}^-_r := \mathbb{R}_t^* \times S^1_z \times \{r_-\}_r \times S^2_\omega \quad (\text{past event horizon}),
\]
\[
\mathcal{I}^+_c := \mathbb{R}_t^* \times S^1_z \times \{r_+\}_r \times S^2_\omega \quad (\text{future cosmological horizon}),
\]
\[
\mathcal{I}^-_c := \mathbb{R}_t^* \times S^1_z \times \{r_-\}_r \times S^2_\omega \quad (\text{past cosmological horizon}).
\]

Observe that the construction of the horizons is not complete so far: we need to add two 3-surfaces where \( \mathcal{H}^+ \) and \( \mathcal{H}^- \) on the one hand, \( \mathcal{I}^+ \) and \( \mathcal{I}^- \) on the other hand, meet. This will be done in Sect. 3.3.

### 3.3 Crossing Rings

In the previous Subsections, we have constructed Killing horizons. We now build sets of codimension 2 which will complete the construction of the hypersurfaces \( \{r = r_\alpha\} \) for all \( \alpha \in \{c, -, +\} \). As only the event and cosmological horizons will be concerned in the next Sections, we will only detail computations related to them.

We start with the event horizon. Following (8.19) and (8.20) in [20], we define the Kruskal–Boyer–Lindquist coordinates

\[
u := e^{-\kappa^* t}, \quad v := e^{\kappa t^*}, \quad z^\# := z - \left( \frac{\dot{z}^*}{t^*} \right) \bigg|_{r=r_-} = z + s V_- t.
\]
The variable $\hat{z}$ must be understood as an element of $\mathbb{S}^1$ (i.e. it is defined modulo $2\pi$), the rotation direction on the circle being imposed by the sign of the charge product $s$.

It is introduced to follow the “rotation” of the event horizon (by analogy with the Kerr case); concretely, it cancels the “rotation” term $\frac{s^2 V(r^2)}{m^2}$ in front of $dr^2$ in the extended metric as $r \to r_-$. The extended metric $\tilde{g}$ now reads in these coordinates

$$\tilde{g} = \frac{s^2(V(r) - V_-)^2}{4m^2\kappa_- u^2v^2} \left( uv(dudv + dvdu) - u^2dv^2 - v^2du^2 \right) - \frac{s(V(r) - V_-)}{2m^2\kappa_- uv} \left( (udv - vdu)dz^2 + d\hat{z}^2(udv - vdu) \right) - \frac{1}{m^2}(d\hat{z}^2)^2 - r^2d\omega^2.$$

We have to ensure that the metric is well defined and non-degenerate at $r = r_-$ (that is when $u = v = 0$). Set

$$G_-(u, v, r) := \frac{r - r_-}{uv} = (r - r_-)e^{-2\kappa_- T(r)}.$$

The function $G_-$ is analytic and non-vanishing near $r = r_-$ because of (24). It follows that the extended metric

$$\tilde{g} = -\frac{s^2G_-(u, v, r)^2}{4m^2r^2r^2\kappa_-^2} \left( u^2dv^2 + v^2du^2 \right) - \frac{s^2G_-(u, v, r)(r - r_-)}{4m^2r^2r^2\kappa_-^2} (duv + dvu)
+ \frac{sG_-(u, v, r)}{2m^2rr_-\kappa_-} \left( (udv - vdu)dz^2 + d\hat{z}^2(udv - vdu) \right) - \frac{1}{m^2}(d\hat{z}^2)^2 - r^2d\omega^2$$

extends smoothly on a neighbourhood of $\{u = v = 0\}$. Call the set

$$\mathcal{R}_c^\mathcal{H} := \{u = 0\} \times \{v = 0\} \times \mathbb{S}^1_{\hat{z}} \times \mathbb{S}^2_\omega$$

the crossing ring at the event horizon (this is the equivalent of the crossing sphere in the usual case of Kerr–Newman black holes).

We now turn to the construction of the complete cosmological horizon. Computations are so similar that we will omit most of them. Define the new coordinates

$$\tilde{u} := e^{-\kappa_+ t}, \quad \tilde{v} := e^{\kappa_+ t}, \quad \tilde{z} := z - \left( \frac{\hat{z}}{\ast T} \right)_{r=r_+} t = z + sV_+ t.$$

Recall that $\kappa_+ < 0$. The extended metric $\tilde{g}$ reads in these coordinates

$$\tilde{g} = -\frac{s^2G_+(\tilde{u}, \tilde{v}, r)^2}{4m^2r^2r^2\kappa_+^2} \left( \tilde{u}^2d\tilde{v}^2 + \tilde{v}^2d\tilde{u}^2 \right) + \frac{s^2G_+(\tilde{u}, \tilde{v}, r)(r - r_+)}{4m^2r^2r^2\kappa_+^2} (d\tilde{u}d\tilde{v} + d\tilde{v}d\tilde{u})
- \frac{sG_+(\tilde{u}, \tilde{v}, r)^2}{2m^2rr_+\kappa_+} \left( (\tilde{u}d\tilde{v} - \tilde{v}d\tilde{u})d\tilde{z}^2 + d\hat{z}^2(\tilde{u}d\tilde{v} - \tilde{v}d\tilde{u}) \right) - \frac{1}{m^2}(d\hat{z}^2)^2 - r^2d\omega^2.$$
Fig. 1 The global outer space $\mathcal{M}$ (each point in the diagram is a copy of $S^1 \times S^2$). Only the points $i^+$ and $i^−$ are at infinity.

with

$$G_+\left(\tilde{u}, \tilde{v}, r\right) := \frac{r_+ - r}{\tilde{u}\tilde{v}} = (r_+ - r)e^{-2\chi T(r)}.$$  

which is analytic and non-vanishing near $r = r_+$ because of (24). Then $\tilde{g}$ extends smoothly on a neighbourhood of $\{\tilde{u} = \tilde{v} = 0\}$. Call the set

$$\mathcal{R}_c^\circ := \{\tilde{u} = 0\} \times \{\tilde{v} = 0\} \times S^1_{\tilde{z}} \times S^2_{\tilde{\omega}}$$

the crossing ring at the cosmological horizon.

Now the construction is complete. The event horizon is defined as

$$\mathcal{H} := \mathcal{H}^- \cup \mathcal{R}_c^\circ \cup \mathcal{H}^+ = \left(0, +\infty\right) \times \left(0, +\infty\right) \times S^1_{\tilde{z}} \times S^2_{\tilde{\omega}} \cup \left(\{0\} \times \left[0, +\infty\right]\right) \times S^1_{\tilde{z}} \times S^2_{\tilde{\omega}}$$

and the cosmological horizon is

$$\mathcal{I} := \mathcal{I}^- \cup \mathcal{R}_c^\circ \cup \mathcal{I}^+ = \left(0, +\infty\right) \times \left(0, +\infty\right) \times S^1_{\tilde{z}} \times S^2_{\tilde{\omega}} \cup \left(\{0\} \times \left[0, +\infty\right]\right) \times S^1_{\tilde{z}} \times S^2_{\tilde{\omega}}.$$

The outer space can be extended itself as the global outer space

$$\mathcal{M} := \mathcal{M} \cup \mathcal{H} \cup \mathcal{I}. $$

As discussed at the beginning of this Section, the compactification shown in Fig. 1 is not really complete as some points still lie at infinity whatever the coordinate system is. They are the future timelike infinity $i^+$ and the past timelike infinity $i^-$.  

\textcopyright Springer
3.4 Black Rings

This Subsection is devoted to the construction of a global structure of $\mathring{M}_{\text{ext}}$. The procedure is similar to the standard one for De Sitter–Reissner–Nordström spacetime and will reveal the black rings structure of $\mathring{M}_{\text{ext}}$.

**Conformal infinity** We start by including the infinity to the region $\{r \geq r_{+}\}$. Recall here that $V(r) = 1/r$. Let us set the conformal factor $\Omega := 1/r$. In the coordinates $(t^*, z^*, R, \omega)$ with $R := 1/r \in [0, 1/r_{+}]$, we define the conformal extended-star metric

$$\hat{g}_* := \Omega^2 \tilde{g}_*$$

$$= R^2 \left( F(1/R) - \frac{s^2 R^2}{m^2} \right) (dt^*)^2 - \frac{s R^3}{m^2} (dt^* dz^* + dz^* dt^*) - \frac{R^2}{m^2} (dz^*)^2 + (dt^* dR + dR dt^*) - d\omega^2$$

and similarly, in the coordinates $(t^*, z^*, R, \omega)$, the conformal star-extended metric is

$$\hat{\ast}g := \Omega^2 \ast \tilde{g}$$

$$= R^2 \left( F(1/R) - \frac{s^2 R^2}{m^2} \right) (dt)^2 - \frac{s R^3}{m^2} (dt^* dz + dz^* dt) - \frac{R^2}{m^2} (dz)^2 - (dt R + dR \ast t) - d\omega^2.$$  

We can check that $\det \hat{g}_* = \det \ast \hat{\ast}g = \frac{R^2}{m^2}$. Hence, the following hypersurfaces are null:

$$\mathcal{I}^+ := \mathbb{R}_{t} \times S^1_{z} \times \{0\}_R \times S^2_{\omega} \quad \text{(future null infinity)},$$

$$\mathcal{I}^- := \mathbb{R}_{t} \times S^1_{z} \times \{0\}_R \times S^2_{\omega} \quad \text{(past null infinity)},$$

$$\mathcal{I}^\infty := \mathcal{I}^+ \cup \mathcal{I}^- \quad \text{(null infinity)}.$$  

They are the sets of “end points” at infinity of the principal null geodesics; observe that they do not intersect (the spacelike infinity still lies at infinity as for the De Sitter–Kerr–Newman family). The conformal metrics then restrict to

$$\hat{g}_* |_{\mathcal{I}^\infty} = -\frac{\Lambda}{3} (dt^*)^2 - d\omega^2 = \ast \hat{\ast}g |_{\mathcal{I}^\infty}.$$  

**Time orientation** We now define a global time function in $\mathring{M}_{\text{ext}}$; recall that a *time function* $\tau$ is a $C^1$ function such that $\nabla \tau$ is timelike. The extended spacetime $\mathring{M}_{\text{ext}}$ is not connected as we remove the hypersurfaces $\Sigma_{r_{\alpha}}$ for $\alpha \in \{c, -, +\}$. As a result, there is no canonical way of defining a time orientation on it. Since

$$\nabla t = F(r)^{-1} (\partial_t - s V(r) \partial_z), \quad \tilde{g}(\nabla t, \nabla t) = F(r)^{-1} > 0 \quad \text{in } \mathring{M}_1 \text{ and } \mathring{M}_3,$$
\[ \nabla r = -F(r)\partial_r, \quad \widetilde{g}(\nabla r, \nabla r) = -F(r) > 0 \quad \text{in } \widetilde{M}_2 \text{ and } \widetilde{M}_4, \]

we see that \( \pm r \) is a time orientation in the blocks \( \widetilde{M}_1 \) and \( \widetilde{M}_3 \) whereas \( \pm t \) is a time orientation in the blocks \( \widetilde{M}_2 \) and \( \widetilde{M}_4 \). From now on, \( \widetilde{M}_j \) denotes the corresponding block endowed with the time orientation \( r \) if \( j \in \{1, 3\} \) or if \( j \in \{2, 4\} \), and \( \widetilde{M}'_j \) denotes the same block but with the time orientation \( -t \) if \( j \in \{1, 3\} \) or \( -r \) if \( j \in \{2, 4\} \). We still write \( \widetilde{M}_{\text{ext}} := \bigcup_{j=1}^4 \widetilde{M}_j \) and set \( \widetilde{M}'_{\text{ext}} := \bigcup_{j=1}^4 \widetilde{M}'_j \) (Fig. 2).

**Carter–Penrose diagram of the extended spacetime** We now construct a global structure \( \overline{M}_{\text{ext}} \) which respects the time orientation of each block \( \widetilde{M}_j \) and \( \widetilde{M}'_j \).

Let \( \overline{M}_{\text{DSRN}} \) be the maximal analytic extension of the De Sitter–Reissner–Nordström spacetime (see e.g. Sect. 1.2 and particularly the paragraph 1.2.5 in [28]). This extension essentially consists in defining appropriate coordinates near the positive\(^6\) roots of \( F \) in which the metric is analytic, so that all the work boils down to build it considering the quotient of the original spacetime by the action of the rotations group on \( S^2 \). \( \overline{M}_{\text{DSRN}} \) also satisfies a local inextendability property: there is no open non-empty subset whose closure is non-compact and can be embedded in an analytic manifold with a relatively compact image (see [28, Sect. 1.2]) (Fig. 3). We then define

\[ \overline{M}_{\text{ext}} := \overline{M}_{\text{DSRN}} \times S^1 \]

which is nothing but the orbit of \( \overline{M}_{\text{DSRN}} \) under the action of the rotation on \( S^1 \). It contains infinitely many isometric copies of \( \overline{M}_{\text{ext}} \sqcup \mathcal{H}_c \sqcup \mathcal{H} \sqcup \mathcal{I} \sqcup \mathcal{I}_\infty \) and \( \overline{M}'_{\text{ext}} \sqcup \mathcal{H}_c \sqcup \mathcal{H} \sqcup \mathcal{I} \sqcup \mathcal{I}_\infty \).

**Black rings, white rings and worm rings** The neutralization procedure presented in Sect. 2.2 has turned the original De Sitter–Reissner–Nordström black hole into a stranger object, a black ring. It is the equivalent of a black hole except that the topology of the horizon is \( S^1 \times S^2 \). As we will see, the maximal extension \( \overline{M}_{\text{ext}} \) contains infinitely many of them so we have to distinguish the different copies of \( \overline{M}_{\text{ext}} \) from each others.

A piece of universe \( \mathcal{P} \) is any copy of \( \overline{M}_{\text{ext}} \sqcup \mathcal{H}_c \sqcup \mathcal{H} \sqcup \mathcal{I} \sqcup \mathcal{I}_\infty \). We exclude in this definition the reverse time-oriented blocks \( \widetilde{M}'_j \) as the physical block (that containing

\(^6\) \( r = 0 \) being a genuine singularity at which the metric can not be \( C^2 \), we can not build an analytic extension near the negative root.
The global geometry of the extended spacetime. Time orientation goes from the bottom to the top of the figure.

The Earth) is any copy of the outer space $\tilde{M}_3$. Adapting the definition of Wald [32] (see Sect. 12.1 therein which deals with the Kerr case), we will say that:

- a non-empty closed subset $B \subset \overline{M}_{\text{ext}}$ is a black ring if $\partial B = \mathbb{R} \times S^1 \times S^2$ and if for all inextendible causal future-pointing geodesic $\gamma : \mathbb{R} \to \overline{M}_{\text{ext}}$ starting in $\tilde{M}_3$ and entering $B$ at some $\mu_0$, then

$$\bigcup_{\mu \geq \mu_0} \{\gamma(\mu)\} \cap \tilde{M}_4 \cap \mathcal{P} = \emptyset;$$

- a non-empty subset $W \subset \overline{M}_{\text{ext}}$ is a white ring if it is a black ring for the reverse time orientation;
- a non-empty subset $S \subset \overline{M}_{\text{ext}}$ is a worm ring $S$ if there exists a black ring $B$ and a white ring $W$ such that $S = B \cap W$.

A black ring thus prevents any inextendible causal future-pointing geodesic entering inside it to escape at infinity in the same piece of universe: it can escape only in another copy of the universe. Observe that $\partial B$ and $\partial W$ are necessarily null.

We can similarly define the more standard notions of black/white/worm holes by requiring the topology $\mathbb{R} \times S^3$ for the boundary. It turns that the extended spacetime contains only black/white/worm rings.

**Lemma 3.1** 1. All the copies of $\tilde{M}_1' \cup \mathcal{H}_c \cup \mathcal{H}$ are black rings.
2. All the copies of $\tilde{M}_2' \cup \mathcal{H}_c \cup \mathcal{H}$ are white rings.
3. All the copies of $\tilde{M}_1' \cup \mathcal{H}_c \cup \mathcal{H}$ and $\tilde{M}_1' \cup \mathcal{H}_c \cup \mathcal{H}$ are worm rings.
4. There is no other black/white/worm ring in \( \mathcal{M}_{\text{ext}} \). Furthermore, \( \mathcal{M}_{\text{ext}} \) contains no black/white/worm hole.

**Proof** 1. Let \( \gamma = (t, z, r, \omega) \) be an inextendible causal future-pointing geodesic which starts in \( [r_-, r_+] \) and such that \( r(\mu_0) \in ]r_c, r_-[ \) for some \( \mu_0 \in I \) (such a curve exists, take e.g. the incoming principal null geodesics \( \gamma_{\text{in}} \)). Since \( r(\mu) < r_- \) for some \( \mu < \mu_0 \), there exists a proper time \( \mu \in I, \mu \leq \mu_0 \), such that \( \dot{r}(\mu) < 0 \).

Using that \( -r \) is a time orientation in \( \tilde{\mathcal{M}}_2 \), we have

\[
\dot{r} = \nabla_{\dot{r}} r = \tilde{g}_{\mu\nu} \gamma^\mu \nabla^\nu r \leq 0.
\]

As a result, \( \dot{r} \leq 0 \) along the flow of \( \gamma \) with equality as long as \( \gamma \) lies on \( \{r = r_-\} \). Thus \( \gamma \) will stay in the block \( \tilde{\mathcal{M}}_2 \) or will cross \( \{r = r_c\} \), entailing that it can escape to \( r = +\infty \) only in another piece of universe.

2. and 3. follow from 1.

4. Removing all the black/white/worm rings from \( \mathcal{M}_{\text{ext}} \), it only remains copies of \( \tilde{\mathcal{M}}_3 \), \( \tilde{\mathcal{M}}_4 \) and \( \tilde{\mathcal{M}}'_4 \) (with the cosmological horizons at \( r = r_+ \)). Starting in any of these blocks, the outgoing principal null geodesics \( \gamma_{\text{out}} \) can escape to \( r = +\infty \), meaning that no black hole (and thus no white and worm hole) lies there.

\[ \square \]

**Remark 3.2** All the black and white rings contained in the global extended spacetime \( \mathcal{M}_{\text{ext}} \) are delimited by horizons. In particular, the timelike singularity \( \{r = 0\} \) lying in all the worm ring copies is always hidden by horizons. The weak Cosmic Censorship is therefore respected.

## 4 Analytic Scattering Theory

This section is devoted to the scattering theory associated with the extended wave equation (8). We will show existence and completeness of wave operators associated with several comparison dynamics for fixed momenta \( \text{i} \partial_z = z \in \mathbb{Z} \neq \{0\} \) of the scalar field. The case \( z = 1 \) corresponds to the charged Klein–Gordon equation. Most of the results below follows from the work of Georgescu-Gérard-Häfner [15].

In Sect. 4.1, we introduce the Hamiltonian formalism associated with equation (8). The different comparison dynamics used for the scattering are introduced in Sect. 4.2. The structure of the energy spaces for the comparison dynamics related to transport is analyzed in Sect. 4.3 in order to prepare the proof of the scattering results. The analytic scattering results are then presented in Sect. 4.4 and proved in Sect. 4.5.

### 4.1 Hamiltonian Formulation of the Extended Wave Equation

We introduce some notations following [15, Sect. 2.1].
4.1.1 The Full Dynamics

Let us introduce the full dynamics associated with (8). First of all, observe that if \( u \) solves (8) then \( v := e^{-isV_+ \partial_z} u \) satisfies

\[
\left( \partial^2_t - 2s \tilde{V}(r) \partial_z \partial_t + \tilde{P} \right) u = 0, \quad \tilde{V}(r) := V(r) - V_+.
\] (26)

We can therefore work with the potential\(^7\) \( \tilde{V} \) in this Section and use the results in [15]. In order not to overload notations, we will still denote \( \tilde{V} \) by \( V \); to keep track of the potential \( V \), we will often write \( V_+ \) in the sequel even though it is the constant 0. Note here that we can again compare \( sV_+ \) to the Kerr rotation \( \Omega_+ = \frac{a}{r_+^2 + a^2} \): the unitary transform performed above is the equivalent operation in our setting to the variable change \( \varphi \mapsto \varphi - \Omega_+ t \) at the very beginning of Sect. 13 in [15].

We introduce the Regge–Wheeler coordinate

\[
\frac{dx}{dr} := T'(r) = \frac{1}{F(r)}
\]

so that \( x \equiv x(r) \) is equal to the function \( T \) up to an additive constant; in particular, \( x \in \mathbb{R} \) and \( x \to \pm \infty \) if and only if \( r \to r_\pm \). In the sequel, we will denote by \( ' \) the derivative with respect to the variable \( r \).

Next, let us define \( \mathcal{H} := L^2 \left( S^1_z \times ]r_-, r_+[, r \times S^2_\omega, T'(r)d_\omega dr d_\omega \right) = L^2 \left( S^1_z \times \mathbb{R}_+ \times S^2_\omega, d_\omega dx d_\omega \right) \) and

\[
h := r \hat{P} r^{-1}
\]

\[
= -r^{-1} \partial_x r^2 \partial_x r^{-1} - \frac{F(r)}{r^2} \Delta_{S^2} - \left( \frac{m^2 F(r) - s^2 V(r)^2}{r^2} \right) \partial_z^2
\]

\[
= -\partial_x^2 + F(r) \left( -\frac{1}{r^2} \Delta_{S^2} + \frac{F'(r)}{r} - m^2 \partial_z^2 \right) + s^2 V(r)^2 \partial_z^2.
\]

with \( \hat{P} \) given by (9). Here the variable \( r \) has to be understood as a function \( r(x) \) of the Regge–Wheeler coordinate. The operator \( \partial_z \) plays a similar role as \( \partial_\varphi \) for the De Sitter–Kerr case (cf. [15, equation (13.3)]). Observe here that \( h \) is not positive in the dyadorings \( D_\pm \) (because \( sV - m^2 F < 0 \) near \( r = r_\pm \)). This problem is very similar to the failure of \( \partial_t \) to be timelike in the extended spacetime (or in Kerr spacetime). Considering the timelike (but not Killing) vector field \( \nabla t = F(r)^{-1} (\partial_t - sV(r) \partial_z) \) instead, we add the extra “rotating” term \( -sV(r) \partial_z \) which cancels the negative parts of \( \tilde{g}(\partial_t, \partial_z) \) near \( r = r_\pm \).

Introduce now cut-offs \( i_\pm, j_\pm \in C^\infty(]r_-, r_+[, \mathbb{R}) \) satisfying

\[
\text{Supp } i_- = ]-\infty, 1[, \quad \text{Supp } i_+ = [-1, +\infty[, \quad i_-^2 + i_+^2 = 1, \quad i_\pm j_\pm = j_\pm, \quad i_\pm j_\pm = 0.
\]

\(^7\) Working with this potential is actually equivalent to use the gauge \( A_\mu = \left( \frac{\partial}{\partial t} - \frac{\partial}{\partial r_+} \right) dt \).
They will be useful to separate incoming and outgoing parts of solutions for the scattering. We next introduce the following operators:

\[ k := -isV(r)\partial_z, \]

\[ k_\pm := -isV_\pm \partial_z, \]

\[ \tilde{k}_\pm := k \mp j^2k_-, \]

\[ h_0 := h + k^2 = -r^{-1}\partial_x r^2\partial_x r^{-1} - \frac{F(r)}{r^2} \Delta_{\mathbb{S}^2} - m^2 F(r)\partial_z^2 \]

\[ = -\partial_x^2 + F(r) \left( -\frac{1}{r^2} \Delta_{\mathbb{S}^2} + \frac{F'(r)}{r} - m^2 \partial_z^2 \right), \]

\[ \tilde{h}_\pm := h_0 - (\tilde{k} - k_\pm)^2. \]

Observe that \( h_0 \geq 0 \) which witnesses of the hyperbolic nature of the equation (8) (cf. [15, Remark 2.2]). Observe also that if \( s \) is sufficiently small (that we will always assume in the sequel), then \( \tilde{h}_\pm \geq 0 \) since \( \tilde{k} - k_\pm \) has the same exponential decay at infinity as \( F \), cf. (24).

Using the spherical symmetries of the problem, that is, using the diagonalizations \(-\Delta_{\mathbb{S}^2} = \ell(\ell + 1)\) and \(-i\partial_z = z\) with \((\ell, z) \in \mathbb{N} \times \mathbb{Z}\), we define

\[ h_0^{\ell, z} := -r^{-1}\partial_x r^2\partial_x r^{-1} - \frac{F(r)}{r^2} \ell(\ell + 1) + m^2 F(r)z^2 = -\partial_x^2 \]

\[ + F(r) \left( \frac{\ell(\ell + 1)}{r^2} + \frac{F'(r)}{r} + m^2 z^2 \right), \]

\[ \mathcal{D}(h_0^{\ell, z}) := \left\{ u \in \mathcal{H} \mid h_0^{\ell, z}u \in \mathcal{H} \right\}. \]

In their work [5], Bachelot and Motet–Bachelot show in Proposition II.1 that \(-\partial_x^2 + \mathcal{V}(x)\) has no 0 eigenvalue if the potential \( \mathcal{V}(x) \) has some polynomial decay at infinity; this is the case for \( h_0^{\ell, z} \) which is then an elliptic second-order differential operator, thus self-adjoint on \( \mathcal{H} \). We realize \( h_0 \) as the direct sum of the harmonic operators \( h_0^{\ell, z} \) i.e.

\[ \mathcal{D}(h_0) := \left\{ u = \sum_{\ell, z} u_{\ell, z} \mid u_{\ell, z} \in \mathcal{D}(h_0^{\ell, z}), \sum_{\ell, z} \| h_0^{\ell, z}u_{\ell, z} \|^2_{\mathcal{H}} < +\infty \right\} \]

which is in turn elliptic and self-adjoint. Finally, as \( k \in \mathcal{B}(\mathcal{H}) \), we can also realize \( h \) as a self-adjoint operator on the domain \( \mathcal{D}(h) = \mathcal{D}(h_0) \). In the sequel, we will use the elliptic self-adjoint realizations \((\tilde{h}_\pm, \mathcal{D}(\tilde{h}_\pm))\) defined as above for \( h_0 \).

### 4.1.2 Energy Spaces for the Full Dynamics

We now turn to the definition of the energy spaces associated with the Hamiltonian \( \dot{H} \) following [15] (see the paragraphs 3.4.1 and 3.4.2 therein).
We define the \textit{inhomogeneous energy spaces}
\[
\mathcal{E} := \langle h_0 \rangle^{-1/2} \mathcal{H} \times \mathcal{H}
\]
equipped with the norm\(^8\)
\[
\|(u_0, u_1)\|_{\mathcal{E}}^2 := \langle (1 + h_0)u_0, u_0 \rangle_{\mathcal{H}} + \|u_1 - ku_0\|_{\mathcal{H}}^2.
\]
Using that \(h_0 \geq 0\) has a trivial kernel in \(\mathcal{H}\), we can also define the \textit{homogeneous energy space} \(\dot{\mathcal{E}}\) as the completion of \(\mathcal{E}\) for the norm
\[
\|(u_0, u_1)\|_{\dot{\mathcal{E}}}^2 := \langle h_0u_0, u_0 \rangle_{\mathcal{H}} + \|u_1 - ku_0\|_{\mathcal{H}}^2.
\]
Observe that, as explained in paragraph 3.4.3 of [15], this energy is not conserved in general. The natural conserved energies \(\langle \cdot | \cdot \rangle_\ell\) defined for all \(\ell \in \mathbb{R}\) by
\[
\langle (u_0, u_1) | (u_0, u_1) \rangle_\ell := \langle (h_0 - (k - \ell)^2)u_0, u_0 \rangle_{\mathcal{H}} + \|u_1 - \ell u_0\|_{\mathcal{H}}^2
\]
are not in general positive (because of the existence of the dyadorings). In contrast, the (positive) energy \(\| \cdot \|_{\dot{\mathcal{E}}}\) is not conserved along the flow of \(\partial_t\) and may grow in time: this is \textit{superradiance}. From the geometric point of view, superradiance occurs because of the existence of the dyadorings and we are using the timelike vector field \(\nabla t\) of (21) instead of \(\partial_t\) to get a positive quantity near the dyadorings; the cost to pay for this is the non-conservation of the energy since \(\nabla t\) is not Killing.

Define next the \textit{asymptotic energy spaces}\(^9\)
\[
\tilde{\mathcal{E}}_\pm := \Phi(\tilde{k}_\pm) \left( \tilde{h}_\pm^{-1/2} \mathcal{H} \times \mathcal{H} \right)
\]
where
\[
\Phi(\tilde{k}_\pm) := \left( \begin{array}{cc} 1 & 0 \\ \tilde{k}_\pm & 1 \end{array} \right).
\]
The spaces \(\tilde{\mathcal{E}}_\pm\) are equipped with the norms
\[
\|(u_0, u_1)\|_{\tilde{\mathcal{E}}_\pm}^2 := \langle \tilde{h}_\pm u_0, u_0 \rangle_{\mathcal{H}} + \|u_1 - \tilde{k}_\pm u_0\|_{\mathcal{H}}^2.
\]
As discussed above Lemma 3.13 in [15], the operators \(\Phi(\tilde{k}_\pm): \tilde{h}_\pm^{-1/2} \mathcal{H} \times \mathcal{H} \to \tilde{\mathcal{E}}_\pm\) are isomorphisms with inverses \(\Phi(-\tilde{k}_\pm)\).

The Hamiltonian form of (26) is given by \(-i\partial_t u = \dot{H} u\) with
\[
\dot{H} = \begin{pmatrix} 0 & \mathbb{I} \\ h & 2k \end{pmatrix}, \mathcal{D}(\dot{H}) = \{ u \in \mathcal{E} | \dot{H} u \in \mathcal{E} \}
\]

\(^8\) We use here that \(h_0 \geq 0\).
\(^9\) Now we use that \(\tilde{h}_\pm > 0\).
is the energy Klein–Gordon operator. We will also need to use the asymptotic Hamiltonians

\[ \tilde{H} \pm = \begin{pmatrix} 0 & \mathbb{I} \\ \tilde{h} \pm & 2k \pm \end{pmatrix}, \quad \mathcal{D}(\tilde{H} \pm) := \Phi(k \pm) \left( \tilde{h} \pm^{-1/2} \mathcal{H} \cap \tilde{h} \pm^{-1} \mathcal{H} \times (\tilde{h} \pm)^{-1/2} \mathcal{H} \right). \]

Given now \( z \in \mathbb{Z} \), we define on \( \ker(i\partial_z + z) \) the restricted operators \( h^z, h^z_0, k^z, \hat{H}^z \), etc., as well as the spaces \( \mathcal{H}^z, \mathcal{E}^z, \hat{\mathcal{E}}^z \) in the obvious way. The operator \( h^z_0 \) is nothing but a Klein–Gordon operator (we are in the same situation as in [6] if \( z \neq 0 \)). Furthermore, if \( z \neq 0 \), then \( \langle h_0 \rangle^{-1/2} \mathcal{H}^z = h_0^{-1/2} \mathcal{H}^z = (h^z_0)^{-1/2} \mathcal{H}^z \).

[17, Lemma 2.2] shows\(^10\) that \( (\tilde{h} \pm, \mathcal{D}(\tilde{H} \pm)) \) are self-adjoint. The difference with \( (\hat{H}^z, \mathcal{D}(\hat{H}^z)) \) is that for the asymptotic operators, we have \( \|\tilde{k}_\pm u\|_{\mathcal{H}^z} \lesssim \langle \tilde{h}_\pm u, u \rangle_{\mathcal{H}^z} \) for all \( u \in \mathcal{D}(\tilde{h}_\pm^{1/2}) \) (as required by (2.22) in [17]); such an estimate is false with \( k^z \) and \( h^z \).

[15, Lemma 3.19] shows that \( \hat{H} \) is the generator of a continuous group \( (e^{it\hat{H}})_{t \in \mathbb{R}} \) on \( \hat{\mathcal{E}} \). If \( u = (u_0, u_1) \) solves \(-i\partial_t u = \hat{H} u\), then \( u_0 \) is a solution of (8) and conversely, if \( u \) solves (8) then \( v = (u, -i\partial_t u) \) satisfies \(-i\partial_t v = \hat{H} v\).

### 4.2 Comparison Dynamics

We present in this Subsection the comparison dynamics we will use for the scattering.

#### 4.2.1 Introduction of the Dynamics

**Separable comparison dynamics.** The first dynamics we will compare \( (e^{it\hat{H}^z})_{t \in \mathbb{R}} \) to are the following separable comparison dynamics. Define the operators

\[ h_{\pm\infty} := -\partial^2_{\pm} - \frac{F(r)}{r^2} \Delta_{S^2} - (m^2 F(r) - s^2 V^2_{\pm}) \partial^2_{\pm}, \quad k_{\pm\infty} := -is V_{\pm} \partial_z. \]

The associated second-order equation reads

\[ (\partial^2_t - 2ik_{\pm\infty} \partial_t + h_{\pm\infty}) u = 0. \]

The corresponding Hamiltonian is given by

\[ \hat{H}_{\pm\infty} = \begin{pmatrix} 0 & \mathbb{I} \\ h_{\pm\infty} & 2k_{\pm\infty} \end{pmatrix}, \quad \mathcal{D}(\hat{H}_{\pm\infty}) = \{ u \in \hat{\mathcal{E}}_{\pm\infty} \mid \hat{H}_{\pm\infty} u \in \hat{\mathcal{E}}_{\pm\infty} \} \]

where the spaces \( \hat{\mathcal{E}}_{\pm\infty}, \| \cdot \|_{\hat{\mathcal{E}}_{\pm\infty}} \) are defined in the canonical way i.e. \( \hat{\mathcal{E}}_{\pm\infty} \) is the completion of smooth compactly supported functions with respect to the norm

\[ \| (u_0, u_1) \|_{\hat{\mathcal{E}}_{\pm\infty}}^2 := \langle (h_{\pm\infty} + k_{\pm\infty}^2) u_0, u_0 \rangle_{\mathcal{H}}^2 + \| u_1 - k_{\pm\infty} u_0 \|_{\mathcal{H}}^2. \]

\(^{10}\) \( \mathcal{H}^2 \) must be replaced by its completion with respect to the homogeneous norm as pointed out by the author of this paper in [18], above Lemma 2.1.1.

\( \square \) Springer
Denote by $h_{\pm\infty}^z, k_{\pm\infty}^z, \hat{H}_{\pm\infty}^z$ and $\hat{E}_{\pm\infty}^z$ the restrictions on $\ker(i\partial_z + z)$ for $z \in \mathbb{Z}$ of the above operators and spaces. If $u \in \hat{E}^z$ solves (27), then

$$\frac{1}{2} \frac{d}{dt} \| (u, -i\partial_t u) \|_{\hat{E}^z}^2 = \Re \left( \left( (h_{\pm\infty}^z + (k_{\pm\infty}^z)^2) u, \partial_t u \right)_{\hat{H}^z} + \langle \partial_z^2 u - ik_{\pm\infty}^z \partial_t u, \partial_t u - ik_{\pm\infty}^z u \rangle_{\hat{H}^z} \right) = \Re \left( \left( (h_{\pm\infty}^z + (k_{\pm\infty}^z)^2) u, \partial_t u \right)_{\hat{H}^z} + \langle ik_{\pm\infty}^z \partial_t u - h_{\pm\infty}^z u, \partial_t u - ik_{\pm\infty}^z u \rangle_{\hat{H}^z} \right) = \Re \left( \left( ik_{\pm\infty}^z \partial_t u, \partial_t u \right)_{\hat{H}^z} + \langle h_{\pm\infty}^z u, ik_{\pm\infty}^z u \rangle_{\hat{H}^z} \right) = 0$$

because

$$\text{sign}(sz) \times \left( h_{\pm\infty}^z u, ik_{\pm\infty}^z u \right)_{\hat{H}^z} = i \left\| k_{\pm\infty}^z \frac{1}{2} \partial_x u \right\|_{\hat{H}^z}^2 + i \left\| r^{-1} F(r) \frac{1}{2} |k_{\pm\infty}^z|^{1/2} \nabla_{\mathbb{S}^2} u \right\|_{\hat{H}^z}^2 + i \left\| m F(r) \frac{1}{2} |k_{\pm\infty}^z|^{1/2} u \right\|_{\hat{H}^z}^2 - i \left\| |k_{\pm\infty}^z|^{3/2} \partial_x u \right\|_{\hat{H}^z}^2.$$

Notice here that the above conservation law strongly relies on the fact that $[\partial_x, k_{\pm\infty}] = 0$ (in comparison, $[\partial_x, k] \neq 0$). It results that the associated dynamics $(e^{it\hat{H}_{\pm\infty}^z})_{t \in \mathbb{R}}$ are unitary on $\mathcal{H}^z \times \mathcal{H}^z$ and the infinitesimal generators $(\hat{H}_{\pm\infty}^z, \mathcal{D}(\hat{H}_{\pm\infty}^z))$ are self-adjoint by Stone’s theorem.

Theorem 4.2 states that the operators $e^{-it\hat{H}_{\pm\infty}^z} i_{\pm\infty} e^{it\hat{H}_{\pm\infty}^z}$ and $e^{-it\hat{H}_{\pm\infty}^z} i_{\pm\infty} e^{it\hat{H}_{\pm\infty}^z}$ have strong limits in $\mathcal{B}(\hat{E}_{\pm\infty}^z, \mathcal{E}^z)$ and $\mathcal{B}(\mathcal{E}^z, \hat{E}_{\pm\infty}^z)$ as $|t| \to +\infty$.

**Asymptotic profiles** We next introduce the *asymptotic profiles*: they consist in the simplest possible asymptotic comparison dynamics obtained by formally taking the limit $x \to \pm \infty$ in $h$ and $k$. Set

$$h_{-/+} := -\partial_x^2 + s^2 V_{-/+}^2 \partial_z^2, \quad k_{-/+} := -is V_{-/+} \partial_z.$$

The associated second-order equation reads

$$(\partial_t^2 - 2ik_{-/+} \partial_t + h_{-/+}) u = 0. \quad \text{(28)}$$

Notice the following factorization:

$$\partial_t^2 - 2s V_{-/+} \partial_z \partial_t + h_{-/+} = (\partial_t - \partial_x - s V_{-/+} \partial_z)(\partial_t + \partial_x - s V_{-/+} \partial_z).$$

We call *incoming*, respectively, *outgoing* solutions of (28) are the solutions of $(\partial_t - \partial_x - s V_{-/+} \partial_z) u = 0$, respectively, $(\partial_t + \partial_x - s V_{-/+} \partial_z) u = 0$. Define the corresponding
Hamiltonians
\[
\hat{H}_{-/+} = \left( \begin{array}{cc} 0 & 1 \\ h_{-/+} & 2k_{-/+} \end{array} \right), \quad \mathcal{D}(\hat{H}_{-/+}) = \{ u \in \mathcal{E}_{-/+} \ | \ \hat{H}_{-/+} u \in \mathcal{E}_{-/+} \}
\]
with the canonical energy spaces \((\mathcal{E}_{-/+}, \| \cdot \|_{\mathcal{E}_{-/+}})\) and the homogeneous norms
\[
\| (u_0, u_1) \|_{\mathcal{E}_{-/+}}^2 := \langle (h_{-/+} + k_{-/+}^2)u_0, u_0 \rangle_{\mathcal{H}} + \| u_1 - k_{-/+}u_0 \|_{\mathcal{H}}^2.
\]

Put \(h_{-/+}^2, k_{-/+}^2, \hat{H}_{-/+}^2\) and \(\hat{E}_{-/+}^2\) for the restrictions of the above operators and spaces on \(\ker(i\partial_{\tau} + z)\). Then \((e^{i\tau\hat{H}_{-/+}^2})_{\tau \in \mathbb{R}}\) is unitary and \((\hat{H}_{-/+}^2, \mathcal{D}(\hat{H}_{-/+}^2))\) self-adjoint (the argument is the same as for the separable comparison dynamics above).

Theorem 4.3 below states that there exists a dense subspace \(\mathcal{D}_{-/+}^{\text{fin}} \subset \hat{E}_{-/+}^2\) such that \(e^{-i\tau \hat{H}_{-/+}^2} e^{i\tau \hat{H}_{-/+}^2}\) and \(e^{-i\tau \hat{H}_{-/+}^2} e^{i\tau \hat{H}_{-/+}^2}\) have strong limits in \(B(\mathcal{D}_{-/+}^{\text{fin}}, \hat{E}_{-/+}^2)\) and \(B(\hat{E}_{-/+}^2, \hat{E}_{-/+}^2)\) as \(|\tau| \to +\infty\).

Geometric profiles Finally, let us introduce two last profiles we will refer to later on as the geometric profiles. We want them to describe a transport along principal null geodesics \(\gamma_{\text{in/out}}\) introduced in Sect. 3.1.

The generators of time-parametrized principal null geodesics are given by
\[
\begin{align*}
\mathbf{v}_{\text{in}} &= \partial_{\tau} + L_{\mathcal{H}}, & L_{\mathcal{H}} := -\partial_{x} - sV(r)\partial_{z}, \\
\mathbf{v}_{\text{out}} &= \partial_{\tau} + L_{\mathcal{G}}, & L_{\mathcal{G}} := \partial_{x} - sV(r)\partial_{z}.
\end{align*}
\]

The natural equation one may want to consider to describe transport along \(\gamma_{\text{in/out}}\) would be
\[
\frac{1}{2}(\mathbf{v}_{\text{in}}\mathbf{v}_{\text{out}} + \mathbf{v}_{\text{out}}\mathbf{v}_{\text{in}}) = 0
\]
However, \([L_{\mathcal{H}}, L_{\mathcal{G}}] \neq 0\) (because \([\partial_{x}, V] \neq 0\)) and no conserved positive energy can be associated to this equation.

The idea is to use instead new dynamics with natural conserved energies whose incoming and outgoing parts are \(\mathbf{v}_{\text{in}}\) and \(\mathbf{v}_{\text{out}}\). Let us define
\[
L_{+} := -L_{\mathcal{H}} - 2sV_{-}\partial_{z} = \partial_{x} + s(V(r) - 2V_{-})\partial_{z},
\]
\[
L_{-} := -L_{\mathcal{G}} - 2sV_{+}\partial_{z} = -\partial_{x} + s(V(r) - 2V_{+})\partial_{z},
\]
and set
\[
\begin{align*}
h_{\mathcal{H}/\mathcal{G}} := -(L_{\mathcal{H}/\mathcal{G}} + sV_{-/+}\partial_{z})^2 &= -(\partial_{x} + s(V(r) - V_{-/+})\partial_{z})^2, \\
k_{\mathcal{H}/\mathcal{G}} := -isV_{-/+}\partial_{z}.
\end{align*}
\]

\[\text{We can parametrize the principal null geodesics by the time variable } \tau \text{ as } \frac{d\tau}{d\tau} = \pm F(r)^{-1}, \text{ cf. Sect. 3.1}.\]
The associated second-order equation reads

\[(\partial_t - ik_{\mathcal{H}\mid\mathcal{J}})^2 + h_{\mathcal{H}\mid\mathcal{J}})u = \partial_t^2 u - 2ik_{\mathcal{H}\mid\mathcal{J}}\partial_t u + L_{\mathcal{H}\mid\mathcal{J}}L_{\pm}u = 0 \tag{29}\]

so that we have the factorizations

\[(\partial_t - ik_{\mathcal{H}})^2 + h_{\mathcal{H}} = (\partial_t + L_{\mathcal{H}})(\partial_t + L_{\pm})\]

\[(\partial_t - ik_{\mathcal{J}})^2 + h_{\mathcal{J}} = (\partial_t + L_{\mathcal{J}})(\partial_t + L_{\pm})\]

with this time \([L_{\mathcal{H}}, L_{\pm}] = [L_{\mathcal{J}}, L_{\pm}] = 0\). The incoming part \((\partial_t + L_{\mathcal{H}})\) describes a transport towards \(\mathcal{H}\) along \(\gamma_{\text{in}}\) whereas the outgoing part \((\partial_t + L_{\mathcal{J}})\) describes a transport towards \(\mathcal{J}\) along \(\gamma_{\text{out}}\). The artificial parts \((\partial_t + L_{\pm})\) describe transports towards \(\mathcal{J}/\mathcal{H}\) along modified principal null geodesics; they will disappear when we send data on the horizons later on.

The corresponding Hamiltonians

\[\hat{H}_{\mathcal{H}\mid\mathcal{J}} = \left(\begin{array}{cc} 0 & 1 \\ h_{\mathcal{H}\mid\mathcal{J}} - k_{\mathcal{H}\mid\mathcal{J}}^2 & 2k_{\mathcal{H}\mid\mathcal{J}} \end{array}\right),\]

\[\mathcal{D}(\hat{H}_{\mathcal{H}\mid\mathcal{J}}) = \{u \in \dot{\mathcal{E}}_{\mathcal{H}\mid\mathcal{J}} \mid \hat{H}_{\mathcal{H}\mid\mathcal{J}}u \in \dot{\mathcal{E}}_{\mathcal{H}\mid\mathcal{J}}\}\]

act on their energy spaces \((\dot{\mathcal{E}}_{\mathcal{H}\mid\mathcal{J}}, \| \cdot \|_{\dot{\mathcal{H}}_{\mathcal{H}\mid\mathcal{J}}})\) with

\[\|(u_0, u_1)\|_{\dot{\mathcal{H}}_{\mathcal{H}\mid\mathcal{J}}}^2 := \{h_{\mathcal{H}\mid\mathcal{J}}u_0, u_0\}_{\mathcal{H}} + \|u_1 - k_{\mathcal{H}\mid\mathcal{J}}u_0\|_{\mathcal{H}}^2.\]

Notice here that \(h_{\mathcal{H}\mid\mathcal{J}}\) plays the role of \(h_0\) for the full dynamics, so that we have to subtract \(k_{\mathcal{H}\mid\mathcal{J}}^2\) in the Hamiltonians \(\hat{H}_{\mathcal{H}\mid\mathcal{J}}\); besides, we can check that \(h_{\mathcal{H}\mid\mathcal{J}} > 0\) since \(\ker_{\mathcal{H}}(h_{\mathcal{H}\mid\mathcal{J}}) = \{0\}\) for all \(z \in \mathbb{Z}\). By construction, the energies \(\| \cdot \|_{\dot{\mathcal{H}}_{\mathcal{H}\mid\mathcal{J}}}\) are conserved and the evolutions \((e^{it\hat{H}_{\mathcal{H}\mid\mathcal{J}}})_{t \in \mathbb{R}}\) are unitary on \(\mathcal{H} \times \mathcal{H}\).

Using as above the notation \(^4\) for the restriction on \(\ker((\partial_z + z)\)\), Theorem 4.4 below states that there exists a dense subspace \(\mathcal{D}_{\mathcal{H}\mid\mathcal{J}} \subset \dot{\mathcal{E}}_{\mathcal{H}\mid\mathcal{J}}\) such that \(e^{-it\hat{H}_{i-+}}e^{it\hat{H}_{\mathcal{H}\mid\mathcal{J}}}\) and \(e^{-it\hat{H}_{\mathcal{H}\mid\mathcal{J}}}e^{it\hat{H}_{\mathcal{H}\mid\mathcal{J}}}\) have strong limits in \(\mathcal{B}(\mathcal{D}_{\mathcal{H}\mid\mathcal{J}}, \dot{\mathcal{E}}_{\mathcal{H}\mid\mathcal{J}})\) and \(\mathcal{B}(\dot{\mathcal{E}}_{\mathcal{H}\mid\mathcal{J}}, \dot{\mathcal{E}}_{\mathcal{H}\mid\mathcal{J}})\). These limits will be given a geometric sense in Sect. 5.4.

**Remark 4.1**

1. We implicitly used [15, Lemma 3.19] to define all the above dynamics. We refer to Sect. 3 therein for a detailed discussion about the energy spaces and the Hamiltonian formalism associated with abstract Klein–Gordon equations.

2. The self-jointedness of the different Hamiltonians (and thus the unitarity of the associated dynamics) has different origins:

   (i) For the asymptotic Hamiltonians \(\hat{H}_{\pm}^\pm\), self-adjointness is due to the decay rate \(\tilde{k}_{\pm} = O_{x \to \pm \infty}(e^{2k_{\pm}x})\) which ensures that \(\tilde{k}_{\pm} \lesssim \hat{H}_{\pm}^\pm\).

   (ii) For the comparison Hamiltonians \(\hat{H}_{\pm \infty}, \hat{H}_{\pm}^\pm\) and \(\hat{H}_{\mathcal{H}\mid\mathcal{J}}\), self-adjointness is entailed by the conservation of the associated homogeneous energies, which relies on the commutation of \(\partial_x\) with \(k_{\pm \infty} = k_{\pm}^\pm = k_{\mathcal{H}\mid\mathcal{J}}\).
3. Let $\Sigma_t := \{ t = t' \} \times S^1_x \times \mathbb{R}_x \times S^2_\omega$. In all the above statements, we implicitly identify the slices $\Sigma_0$ and $\Sigma_t$ for all $t \in \mathbb{R}$ using the curves $t = \text{constant}$. All the energy spaces $\mathcal{H}, \mathcal{H}_{\pm \infty}$ and $\mathcal{H}_{-/+}$ use coordinates $(\zeta, x, \omega)$ in $\Sigma_0$.

### 4.2.2 Transport Along Principal Null Geodesics

The purpose of this paragraph is to explicit the action of the Hamiltonians $\hat{H}_{\mathcal{H}, \mathcal{J}}$. The same considerations hold for $\hat{H}_{-/+}$, but we omit details here as this case has been treated in [15], paragraph 13.3.

Let $\hat{H}_{\mathcal{H}, \mathcal{J}}$ be the completions of $\mathcal{C}_{c}^{\infty}(\Sigma_0)$ with respect to the norms

$$
\| u \|_{\hat{H}_{\mathcal{H}, \mathcal{J}}} := \| (L_{\mathcal{H}, \mathcal{J}} + ik_{\mathcal{H}, \mathcal{J}})u \|_{\mathcal{H}} = \| (\partial_x + s(V(r) - V_{-/+})\partial_x)u \|_{\mathcal{H}}.
$$

When $s = 0$, we have $h_{\mathcal{H}, \mathcal{J}} = -\partial_x^2$ and $\hat{H}_{\mathcal{H}, \mathcal{J}}$ are nothing but the standard homogeneous Sobolev space $\hat{H}^1(\mathbb{R}, dv)$ naturally associated with the one-dimensional wave equation. Consider the following canonical transformations:

$$
\begin{align*}
\Psi_{\mathcal{H}} := & \frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 \\ iL_+ \\ iL_+ \\ 1 \end{array} \right) : \hat{H}_{\mathcal{H}, \mathcal{J}} \times \hat{H}_{\mathcal{H}, \mathcal{J}} \rightarrow \mathcal{H}, \\
\Psi_{\mathcal{J}} := & \frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 \\ iL_- \\ iL_- \\ 1 \end{array} \right) : \hat{H}_{\mathcal{H}, \mathcal{J}} \times \hat{H}_{\mathcal{H}, \mathcal{J}} \rightarrow \mathcal{H}.
\end{align*}
$$

While the second column of $\Psi_{\mathcal{H}}$ is artificial, the first one is related to the principal null geodesics $\gamma_{in}$: for an incoming/outgoing solution $u_{in}$, that is $(\partial_t + L_{\mathcal{H}})u_{in} = 0$, we have $\Psi_{\mathcal{H}}(u_{in}, 0) = (u_{in}, -i\partial_t u_{in})$ so $\Psi_{\mathcal{H}}$ prepare initial data for evolution along $\gamma_{in}$. Similarly, the second column of $\Psi_{\mathcal{J}}$ is related to transport along $\gamma_{out}$.

**Lemma 4.1** The transformations $\Psi_{\mathcal{H}, \mathcal{J}}$ are invertible isometries with inverses

$$
\begin{align*}
\Psi_{\mathcal{H}}^{-1} = & \sqrt{2} \left( \begin{array}{c} L_+ \\ -L_+ \end{array} \right) (L_+ - L_{\mathcal{H}})^{-1}, \\
\Psi_{\mathcal{J}}^{-1} = & \sqrt{2} \left( \begin{array}{c} L_+ \\ -L_+ \end{array} \right) (L_+ - L_{\mathcal{J}})^{-1}.
\end{align*}
$$

**Proof** We only treat the $\mathcal{H}$ case. Let $(u_0, u_1) \in \hat{H}_{\mathcal{H}, \mathcal{J}} \times \hat{H}_{\mathcal{H}, \mathcal{J}}$. Using the parallelogram law $\|a + b\|^2 + \|a - b\|^2 = 2\|a\|^2 + 2\|b\|^2$, we compute:

$$
\begin{align*}
\| \Psi_{\mathcal{H}}(u_0, u_1) \|_{\mathcal{H}}^2 &= \frac{1}{2} \| (L_{\mathcal{H}} + ik_{\mathcal{H}})(u_0 + u_1) \|_{\mathcal{H}}^2 \\
&\quad + \frac{1}{2} \| i(L_{\mathcal{H}} + ik_{\mathcal{H}})u_0 + i(L_{\mathcal{H}} + ik_{\mathcal{H}})u_1 \|_{\mathcal{H}}^2 \\
&= \frac{1}{2} \| (L_{\mathcal{H}} + ik_{\mathcal{H}})(u_0 + u_1) \|_{\mathcal{H}}^2 \\
&\quad + \frac{1}{2} \| (L_{\mathcal{H}} + ik_{\mathcal{H}})(u_0 - u_1) \|_{\mathcal{H}}^2 \\
&= \| (u_0, u_1) \|_{\hat{H}_{\mathcal{H}, \mathcal{J}} \times \hat{H}_{\mathcal{H}, \mathcal{J}}}^2.
\end{align*}
$$
Next, the expression for $\Psi^{-1}_{\mathcal{H}}$ makes sense since $L_+ - L_\mathcal{H} = -2(L_\mathcal{H} + i k_\mathcal{H})$ have a trivial kernel in $\mathcal{H}$ and we have

\[
\left( (L_\mathcal{H} + i k_\mathcal{H})^{-1} \phi \right)(z, x, \omega) = - \int_0^X e^{-i\gamma f(x)}(V(y') - V)dy' \phi(z, y, \omega)dy \\
\forall \phi \in C^\infty_c(\Sigma_0) \cap \ker(i\partial_z + z).
\]

To check that $\Psi^{-1}_{\mathcal{H}}$ indeed inverts $\Psi_{\mathcal{H}}$, we use that $[L_\mathcal{H}, L_+] = 0$. \hfill \Box

**Lemma 4.2** The transformations $\Psi_{\mathcal{H}}$, $\Psi_{\mathcal{J}}$ diagonalize the Hamiltonians $\hat{H}_{\mathcal{H}}$, $\hat{H}_{\mathcal{J}}$:

\[
\Psi^{-1}_{\mathcal{H}} \hat{H}_{\mathcal{H}} \Psi_{\mathcal{H}} = \hat{\mathcal{H}}_{\mathcal{H}} := i \begin{pmatrix} L_\mathcal{H} & 0 \\ 0 & L_+ \end{pmatrix} : \Psi^{-1}_{\mathcal{H}} \mathcal{D}(\hat{H}_{\mathcal{H}}) \longrightarrow \hat{\mathcal{H}}^1_{\mathcal{H}} \times \hat{\mathcal{H}}^1_{\mathcal{H}},
\]

\[
\Psi^{-1}_{\mathcal{J}} \hat{H}_{\mathcal{J}} \Psi_{\mathcal{J}} = \hat{\mathcal{H}}_{\mathcal{J}} := i \begin{pmatrix} L_\mathcal{J} & 0 \\ 0 & L_- \end{pmatrix} : \Psi^{-1}_{\mathcal{J}} \mathcal{D}(\hat{H}_{\mathcal{J}}) \longrightarrow \hat{\mathcal{H}}^1_{\mathcal{J}} \times \hat{\mathcal{H}}^1_{\mathcal{J}}.
\]

The dynamics $(e^{it\hat{H}_{\mathcal{H}}})_{t \in \mathbb{R}}$ have therefore unitary extensions on $\hat{\mathcal{H}}^1_{\mathcal{H}} \times \hat{\mathcal{H}}^1_{\mathcal{J}}$.

**Proof** We only treat the $\mathcal{H}$ case. Recall that $L_+ = -L_\mathcal{H} - 2ik_\mathcal{H}$ and $h_\mathcal{H} - k^2_\mathcal{H} = L_\mathcal{H} L_+$. We compute:

\[
\begin{aligned}
\hat{H}_{\mathcal{H}} \Psi_{\mathcal{H}} &= \begin{pmatrix} 0 & 1 \\ L_\mathcal{H} L_+ & 2k_\mathcal{H} \end{pmatrix} \begin{pmatrix} 1 & 1 \\ iL_\mathcal{H} & iL_+ \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} iL_\mathcal{H} & iL_+ \\ -L_\mathcal{H}^2 - L_+^2 \end{pmatrix}, \\
\Psi_{\mathcal{H}} \hat{H}_{\mathcal{H}} &= \begin{pmatrix} 1 & 1 \\ iL_\mathcal{H} & iL_+ \end{pmatrix} \begin{pmatrix} 0 & 1 \\ iL_\mathcal{H} & iL_+ \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} iL_\mathcal{H} & iL_+ \\ -L_\mathcal{H}^2 - L_+^2 \end{pmatrix}.
\end{aligned}
\]

This gives the desired formula. \hfill \Box

We can now interpret the dynamics $(e^{it\hat{H}_{\mathcal{H}}})_{t \in \mathbb{R}}$ as mixed transports towards the horizons. Introduce the time-parametrized curves $\gamma_+$ and $\gamma_-$ defined in the $(z, r, \omega)$ coordinates by

\[
\begin{aligned}
\gamma_+(t) &:= (1, s(V(r(t)) - 2V_-, F(r(t)), 0), \\
\gamma_-(t) &:= (1, s(V(r(t)) - 2V_+), -F(r(t)), 0).
\end{aligned}
\tag{30}
\]

The curve $\gamma_+$ carries data to $\mathcal{J}^+$ whereas $\gamma_-$ carries data to $\mathcal{H}^+$. By Lemma 4.2, we have for all $(\phi_0, \phi_1) \in C^\infty_c(\Sigma_0) \times C^\infty_c(\Sigma_0)$ and all $t \in \mathbb{R}$:

\[
\begin{aligned}
e^{it\hat{H}_{\mathcal{H}} \mathcal{J}} \left( \begin{array}{c} \phi_0 \\ \phi_1 \end{array} \right) &= \left( \begin{array}{cc} e^{-tL_{\mathcal{H}} \mathcal{J}} & 0 \\ 0 & e^{-tL_{\mathcal{J}}} \end{array} \right) \left( \begin{array}{c} \phi_0 \\ \phi_1 \end{array} \right) = \left( \begin{array}{c} \phi_0 \circ \gamma_{in/out}(t) \\ \phi_1 \circ \gamma_{in/out}(t) \end{array} \right), \\
e^{it\hat{H}_{\mathcal{J}} \mathcal{H}} \left( \begin{array}{c} \phi_0 \\ \phi_1 \end{array} \right) &= \frac{1}{2} \left( \begin{array}{c} L_{\mathcal{H}} \mathcal{J} \tilde{\phi}_0 - i\tilde{\phi}_1 \\ iL_{\mathcal{J}} \mathcal{H} (-L_{\mathcal{H}} \mathcal{J} \tilde{\phi}_0 - i\tilde{\phi}_1) \end{array} \right) + \frac{1}{2} \left( \begin{array}{c} L_{\mathcal{H}} \mathcal{J} \tilde{\phi}_0 + i\tilde{\phi}_1 \\ iL_{\mathcal{J}} \mathcal{H} (-L_{\mathcal{H}} \mathcal{J} \tilde{\phi}_0 + i\tilde{\phi}_1) \end{array} \right) \circ \gamma_{in/out}(t) \\
&\circ \gamma_{+/-(t)}
\end{aligned}
\]
\[ \begin{align*}
&= \frac{1}{2} \left( \phi_0 - i(\tilde{\phi}_1 - k H_{\bar{z}} \tilde{\phi}_0) \right) \circ \gamma_{\text{in/out}}(t) \\
&+ \frac{1}{2} \left( \phi_0 + i(\tilde{\phi}_1 - k H_{\bar{z}} \tilde{\phi}_0) \right) \circ \gamma_{+/-(t)} 
\end{align*} \]

where \( \tilde{\phi}_j := (L_{H_{\bar{z}}^+} + ik_{H_{\bar{z}}^+})^{-1} \phi_j \). At \( t = 0 \), we get \((\phi_0, \phi_1) \) back on the right-hand side above.

### 4.3 Structure of the Energy Spaces for the Comparison Dynamics

We analyze in this Subsection the structure of the energy spaces associated with the asymptotic and geometric comparison dynamics introduced in Sect. 4.2. We will obtain explicit representation formulas on dense subspaces in smooth compactly supported functions. This will help us to show existence and completeness of the wave operators in Theorems 4.3 and 4.4. In all this Section, we will restrict ourselves to \( \ker (i\partial_z + z) \) with \( z \in \mathbb{Z} \).

#### 4.3.1 Structure of the Energy Spaces for the Asymptotic Profiles

The solutions of the initial value problem associated with (28)

\[
\begin{align*}
&\left\{ \begin{array}{l}
(\partial_t^2 - 2ik_{\bar{z}}^{\pm}\partial_t + h^{\pm}_{\bar{z}})u = 0 \\
u|_{\Sigma_0} = u_0 \in \mathcal{C}_c^\infty(\Sigma_0) \\
(-i\partial_t u)|_{\Sigma_0} = u_1 \in \mathcal{C}_c^\infty(\Sigma_0)
\end{array} \right.
\end{align*}
\]

are given by the Kirchhoff type formula:

\[
\begin{align*}
u(t, z, x, \omega) &= \frac{e^{isztV_{+/+}}}{2} \left( u_0(z, x + t, \omega) + i \int_{0}^{x+t} \left( u_1 - sV_{+/+}u_0 \right)(z, y, \omega) \right) \\
&+ \frac{e^{isztV_{+/-}}}{2} \left( u_0(z, x - t, \omega) + i \int_{x-t}^{0} \left( u_1 - sV_{+/-}u_0 \right)(z, y, \omega) \right).
\end{align*}
\]

They are a linear combination of incoming and outgoing solutions of (28).

The simplicity of the asymptotic profiles has a cost: all the angular information has been lost in the construction of \( H^{\pm}_{\bar{z}} \). As a result, as explained in [15], there is no chance that the limits

\[
W_{1/t}u = \lim_{|t| \to +\infty} e^{-it\hat{H}^{\pm}_{\bar{z}}} i_{+/+} e^{it\hat{H}^{\pm}_{\bar{z}}} u
\]

exist for all \( u \in \mathcal{E}^{\pm}_{\bar{z}} \) since \( \hat{H}^{\pm}_{\bar{z}} \) is built from \( h^{\pm}_{\bar{z}} \) which acts on the angular part of \( u \).

The strategy is to define the limits first on a suitable dense subspace then to extend the
corresponding operator by continuity on the whole space \( \hat{\mathcal{E}}_{-/+} \). We define the spaces

\[
\mathcal{E}_{l/r}^{\text{fin},z} := \left\{ u \in \mathcal{E}_{l/r} \, \mid \, \exists \ell_0 > 0 : u \in \left( L^2(S^1 \times \mathbb{R}, d\xi dx) \otimes \bigoplus_{\ell \leq \ell_0} Y_\ell \right) \right\}
\]

where \( Y_\ell \) is the eigenspace associated with the eigenvalue \( \ell (\ell + 1) \) of the self-adjoint realization \(-\Delta_{S^2}, H^2(S^2, d\omega)\). In order to exploit (32) and decompose elements of \( \mathcal{E}_{l/r}^{\text{fin},z} \) into incoming and outgoing solutions of (28), we will use the following spaces:

\[
\hat{\mathcal{E}}_{-/+}^{L,z} := \left\{ (u_0, u_1) \in \hat{\mathcal{E}}_{-/+} \, \mid \, u_1 - s V_{-/+} z u_0 \in L^1(\mathbb{R}, dx ; (S^1 \times S^2, d\xi d\omega)) \right\}
\]

\[
\int_{\mathbb{R}} (u_1 - s V_{-/+} z u_0)(z, x, \omega) dx = 0 \text{ a.e. in } z, \omega.
\]

[15, Lemma 13.3] shows that \(^{12} \)

\[
\hat{\mathcal{E}}_{-/+}^{L,z} = \mathcal{E}_{-/+}^{\text{in},z} \oplus \mathcal{E}_{-/+}^{\text{out},z}
\]

with the spaces of incoming and outgoing initial data

\[
\mathcal{E}_{-/+}^{\text{in},z} = \left\{ (u_0, u_1) \in \hat{\mathcal{E}}_{-/+}^{L,z} \, \mid \, u_1 = -i\partial_z u_0 - s V_{-/+} z u_0 \right\}
\]

\[
\mathcal{E}_{-/+}^{\text{out},z} = \left\{ (u_0, u_1) \in \hat{\mathcal{E}}_{-/+}^{L,z} \, \mid \, u_1 = i\partial_z u_0 - s V_{-/+} z u_0 \right\}
\]

Solutions in \( \hat{\mathcal{E}}_{-/+}^{L,z} \) verify a Huygens principle (cf. [15, Remark 13.4]). The cancellation of the integral in particular removes the resonance at 0 of the wave equation; the non-vanishing term as \( t \to \pm \infty \) is the projection of compactly supported data on the resonant state that is nothing but the constant solution \( 1 \not\in \mathcal{H} \) (see the De Sitter-Schwarzchild case for \( s = 0 \) in [7], Proposition 1.2 and Theorem 1.3; here the resonant state is \( r \otimes \omega_0 \) with \( \omega_0 \in Y_0 \) the fundamental spherical harmonic because we use the conjugated spatial operator \( r \tilde{P} r^{-1} \)).

Finally, set

\[
\mathcal{D}_{l/r}^{\text{fin},z} := \left( C_c^\infty(S^1 \times \mathbb{R} \times S^2) \times C_c^\infty(S^1 \times \mathbb{R} \times S^2) \right) \cap \mathcal{E}_{l/r}^{\text{fin},z} \cap \hat{\mathcal{E}}_{-/+}^{L,z}.
\]

Then [15, Lemma 13.5] shows that \( \mathcal{D}_{l/r}^{\text{fin},z} \) is dense in \( \left( \mathcal{E}_{l/r}^{\text{fin},z}, \| \cdot \|_{\mathcal{E}_{-/+}^{L,z}} \right) \) and thus in \( \left( \mathcal{E}_{-/+}^{L,z}, \| \cdot \|_{\mathcal{E}_{-/+}^{L,z}} \right) \). We will show similar results for the geometric profiles in the next paragraph.

\(^{12} \) Observe the different gauge used therein (the initial time-derivative is \( \partial_t u \)). To obtain the incoming/outgoing spaces of [15], we need to replace \( u_1 \) by \( i u_1 \) below; this of course does not modify the results.
4.3.2 Structure of the Energy Spaces for the Geometric Profiles

The solutions of the initial value problem associated with (29)

\[
\begin{aligned}
\left\{ \left( \partial_t^2 - 2i k_{\mathcal{H} | \mathcal{J} \gamma} \partial_t + L^2_{\mathcal{H} | \mathcal{J} \gamma} \right) u = 0 \\
u |_{\Sigma_0} = u_0 \in C^\infty_c (\Sigma_0) \\
(-i \partial_t u) |_{\Sigma_0} = u_1 \in C^\infty_c (\Sigma_0)
\end{aligned}
\]

are given by the Kirchhoff type formula (we drop the dependence in \((z, \omega) \in S^1 \times S^2\)):

\[
u_{\mathcal{H}} (t, x) = 1 \frac{1}{2} e^{iz \int_x^{x+t} V(x') dx'} (u_0(x + t))
+ i \int_0^{x+t} e^{-iz \int_x^{x+t} (V(y') - V_-) dy'} (u_1 - sz V_- u_0)(y) dy
+ \frac{1}{2} e^{iz \int_x^{x-t} (V(x') - 2V_-) dx'} (u_0(x - t))
- i \int_0^{x-t} e^{-iz \int_x^{x+t} (V(y') - V_-) dy'} (u_1 - sz V_- u_0)(y) dy,
\]

\[
u_{\mathcal{J}} (t, x) = 1 \frac{1}{2} e^{-iz \int_x^{x+t} (V(x') - 2V_+) dx'} (u_0(x + t))
+ i \int_0^{x+t} e^{iz \int_x^{x+t} (V(y') - V_+) dy'} (u_1 - sz V_+ u_0)(y) dy
+ \frac{1}{2} e^{-iz \int_x^{x-t} V(x') dx'} (u_0(x - t))
- i \int_0^{x-t} e^{iz \int_x^{x+t} (V(y') - V_+) dy'} (u_1 - sz V_+ u_0)(y) dy.
\]

The solution \(\nu_{\mathcal{H}}\) is a linear combination of an incoming solution transported along the principal null geodesic \(\gamma_{\text{in}}\) and outgoing solution transported along the artificial curve \(\gamma_+\); the solution \(\nu_{\mathcal{J}}\) is a linear combination of an incoming solution transported along the artificial curve \(\gamma_-\) and and outgoing solution transported along the principal null geodesic \(\gamma_{\text{out}}\). Formulas (34) and (35) display the first components of \(e^{i t \tilde{H}_{\mathcal{H} | \mathcal{J}} u}\); we can easily check them using (31) with (we omit the dependence in \((z, \omega) \in S^1 \times S^2\))
It will be useful below using the following simplified forms:

\[ u_H(t, x) = \frac{e^{iszV_-}}{2} \left( \sum_{\pm} e^{isz f^{\pm t}_x(V(x') - V_-)} dx' u_0(x \pm t) + i \int_{x-t}^{x+t} e^{isz f^t_x(V(x') - V_-)} dx' (u_1 - szV_-u_0)(y) dy \right), \tag{36} \]

\[ u_{\mathcal{G}}(t, x) = \frac{e^{iszV_+}}{2} \left( \sum_{\pm} e^{-isz f^{\pm t}_x(V(x') - V_+)} dx' u_0(x \pm t) + i \int_{x-t}^{x+t} e^{-isz f^t_x(V(x') - V_+)} dx' (u_1 - szV_+u_0)(y) dy \right). \tag{37} \]

As for the asymptotic profiles of the paragraph 4.3.1, we need to control the angular directions on \( \mathbb{S}^2 \) if we wish to compare the geometric dynamics with the full one. We thus define

\[ \mathcal{E}_{\mathcal{H}, \mathcal{G}}^{\text{fin}, z} := \left\{ u \in \mathcal{E}_{\mathcal{H}, \mathcal{G}}^z \left| \exists \ell_0 > 0 ; u \in \left( L^2(\mathbb{S}^1 \times \mathbb{R}, dz dx) \otimes \bigoplus_{\ell \leq \ell_0} Y_\ell \right) \times \left( L^2(\mathbb{S}^1 \times \mathbb{R}, dz dx) \otimes \bigoplus_{\ell \leq \ell_0} Y_\ell \right) \right. \right\}. \]

Formulas (34) and (35) make \textit{a priori} no sense in \( \mathcal{E}_{\mathcal{H}, \mathcal{G}}^{\text{fin}, z} \) and the integral terms are not controlled in \( \mathcal{H} \). We thus introduce the following spaces:

\[ \mathcal{E}_{\mathcal{H}, \mathcal{G}}^{Lz} := \left\{ (u_0, u_1) \in \mathcal{E}_{\mathcal{H}, \mathcal{G}}^z \mid u_1 - szV_{-/+}u_0 \in L^1(\mathbb{R}, dy ; (\mathbb{S}^1 \times \mathbb{S}^2, dz d\omega)) \right\}, \]

\[ \int_{\mathbb{R}} e^{+/-isz f^1_0(V(x') - V_{-/+})} dx' (u_1 - szV_{-/+}u_0)(z, y, \omega) dy = 0 \text{ a.e. in } z, \omega. \]

We now establish a result similar to [15, Lemma 13.3]: it gives a deeper meaning to incoming and outgoing data.

**Lemma 4.3** Let

\[ \mathcal{E}_{\mathcal{H}, \mathcal{G}}^{\text{in}, z} = \left\{ (u_0, u_1) \in \mathcal{E}_{\mathcal{H}, \mathcal{G}}^{Lz} \mid u_1 = iL_{\mathcal{H}}u_0 \right\}, \quad \mathcal{E}_{\mathcal{H}, \mathcal{G}}^{\text{out}, z} = \left\{ (u_0, u_1) \in \mathcal{E}_{\mathcal{H}, \mathcal{G}}^{Lz} \mid u_1 = iL_{\mathcal{G}}u_0 \right\}, \]

\[ \mathcal{E}_{\mathcal{H}}^{\text{in}, z} = \left\{ (u_0, u_1) \in \mathcal{E}_{\mathcal{H}}^{\text{in}, z} \mid u_1 = iL_{\mathcal{H}}u_0 \right\}, \quad \mathcal{E}_{\mathcal{G}}^{\text{out}, z} = \left\{ (u_0, u_1) \in \mathcal{E}_{\mathcal{G}}^{\text{out}, z} \mid u_1 = iL_{\mathcal{G}}u_0 \right\}. \]

The following decompositions into incoming and outgoing solutions of (29) hold:

\[ \mathcal{E}_{\mathcal{H}, \mathcal{G}}^{Lz} = \mathcal{E}_{\mathcal{H}}^{\text{in}, z} \mathcal{E}_{\mathcal{H}, \mathcal{G}}^{\text{out}, z}. \]
Furthermore, if \( u = u^\text{in} + u^\text{out} \in \hat{E}_{\mathcal{H}}^{L,z} \) is supported in \( S_1^1 \times [R_1, R_2] \times S_2^2 \) for some \( R_1, R_2 \in \mathbb{R} \), then

\[
\text{Supp } u^\text{in} \subset S_1^1 \times ]-\infty, R_2[ \times S_2^2, \quad \text{Supp } u^\text{out} \subset S_1^1 \times [R_1, +\infty[ \times S_2^2.
\]

**Proof** We only show the lemma for \( \hat{E}_{\mathcal{H}}^{L,z} \). Recall that

\[
iL_{\mathcal{H}}u_0 = -i\partial_x u_0 + sz V u_0, \quad iL_+u_0 = i\partial_x u_0 - sz(V - 2V_-)u_0.
\]

Let \( u = (u_0, u_1) \in \hat{E}_{\mathcal{H}}^{L,z} \) and put \( \tilde{u}(x) := e^{isz}\int_0^x (V(y) - V_-)dy u(x) \). Then \( u \in \hat{E}_{\mathcal{H}}^{\text{in},z} \) if and only if

\[
\tilde{u}_1 = -i\partial_x \tilde{u}_0 + sz V_- \tilde{u}_0
\]

whereas \( u \in \hat{E}_{\mathcal{H}}^{\text{out},z} \) if and only if

\[
\tilde{u}_1 = i\partial_x \tilde{u}_0 + sz V_- \tilde{u}_0.
\]

These conditions define incoming and outgoing states for the asymptotic profiles (see [15], above Lemma 13.3 with \( u_1 \) therein being \( iu_1 \) for us). We then define\(^{13}\) (omitting the dependence in \( (z, \omega) \in S_1^1 \times S_2^2 \)):

\[
\tilde{u}^\text{in}_0(x) = \frac{1}{2} \int_x^{+\infty} \left[ -\partial_y \tilde{u}_0 - i(\tilde{u}_1 - szV_-\tilde{u}_0) \right](y)dy,
\]

\[
\tilde{u}^\text{in}_1(x) = \frac{1}{2} \left[ -i\partial_x \tilde{u}_0 + (\tilde{u}_1 - szV_-\tilde{u}_0) \right](x)
\]

\[
+ \frac{szV_-}{2} \int_x^{+\infty} \left[ -\partial_y \tilde{u}_0 - i(\tilde{u}_1 - szV_-\tilde{u}_0) \right](y)dy.
\]

\[
\tilde{u}^\text{out}_0(x) = \frac{1}{2} \int_{-\infty}^x \left[ \partial_y \tilde{u}_0 - i(\tilde{u}_1 - szV_-\tilde{u}_0) \right](y)dy,
\]

\[
\tilde{u}^\text{out}_1(x) = \frac{1}{2} \left[ i\partial_x \tilde{u}_0 + (\tilde{u}_1 - szV_-\tilde{u}_0) \right](x) + \frac{szV_-}{2} \int_{-\infty}^x \left[ \partial_y \tilde{u}_0 - i(\tilde{u}_1 - szV_-\tilde{u}_0) \right](y)dy.
\]

Direct computations show that

\[
\tilde{u}^\text{in}_1 = -i\partial_x \tilde{u}^\text{in}_0 + szV_-\tilde{u}^\text{in}_0,
\]

\[
\tilde{u}^\text{out}_1 = i\partial_x \tilde{u}^\text{out}_0 + szV_-\tilde{u}^\text{out}_0,
\]

\[
(\tilde{u}_0, \tilde{u}_1) = (\tilde{u}^\text{in}_0 + \tilde{u}^\text{out}_0, \tilde{u}^\text{in}_1 + \tilde{u}^\text{out}_1).
\]

Here we use that

\[
\int_{-\infty}^{+\infty} (\tilde{u}_1 - szV_-\tilde{u}_0)(y)dy = \int_{-\infty}^{+\infty} e^{isz}\int_0^x (V(y') - V_-)dy' (u_1 - szV_-u_0)(y)dx = 0.
\]

\(^{13}\) We use formula (13.8) of [15, Lemma 13.3].
It follows that
\[ u^{\text{in/out}} \equiv e^{-isz} \int_0^y (V(y) - V_-) dy \left( \hat{u}_0^{\text{in/out}}, \hat{u}_1^{\text{in/out}} \right) \]
satisfy \( u^{\text{in/out}} \in \hat{E}_{\mathcal{H}}^{\text{in/out},z} \) and \( u = u^{\text{in}} + u^{\text{out}} \).

The support condition (38) for \( \hat{u}^{\text{in/out}} \) directly reads on the above expressions and is in turn verified for \( u^{\text{in/out}} \) as multiplication by \( e^{isz} \int_0^y (V(y) - V_-) dy \) does not modify supports.

It remains to show that \( \hat{E}_{\mathcal{H}}^{\text{in},z} \cap \hat{E}_{\mathcal{H}}^{\text{out},z} = \{ 0 \} \). If \( u \) lies in the intersection, then \( \hat{u} \) satisfies
\[
\begin{align*}
\hat{u}_1 &= -i \partial_x \hat{u}_0 + sz V_- \hat{u}_0 \\
\hat{u}_1 &= i \partial_x \hat{u}_0 + sz V_- \hat{u}_0
\end{align*}
\]
Adding and subtracting both the conditions, we see that \( \hat{u}_0 \) is constant and \( \hat{u}_1 = sz V_- \hat{u}_0 \) in \( \mathcal{H} \), whence \( \hat{u}_0 = \hat{u}_1 = 0 \). This entails \( u = 0 \) and we are done. \( \square \)

**Remark 4.2** Using the definitions of \( \Psi_{\mathcal{H}^1,\mathcal{J}} \) in the paragraph 4.2.2, we easily show that
\[
\hat{E}_{\mathcal{H}}^{\text{in},z} = \Psi_{\mathcal{H}^1} \left( \mathcal{H}^1_{\mathcal{H}} \times \{ 0 \} \right) \cap \hat{E}^{L^2, z}_{\mathcal{H}}, \quad \hat{E}_{\mathcal{J}}^{\text{out},z} = \Psi_{\mathcal{J}} \left( \{ 0 \} \times \mathcal{H}^1_{\mathcal{J}} \right) \cap \hat{E}^{L^2, z}_{\mathcal{J}}.
\]

We then have the following adaptation of [15, Lemma 13.5] to our framework:

**Lemma 4.4** Let
\[
\mathcal{D}^{\text{fin},z}_{\mathcal{H}^1,\mathcal{J}} := \left( C^\infty_c (S^1 \times \mathbb{R} \times S^2) \times C^\infty_c (S^1 \times \mathbb{R} \times S^2) \right) \cap \hat{E}^{\text{fin},z}_{\mathcal{H}^1,\mathcal{J}} \cap \hat{E}^{L^2, z}_{\mathcal{J}}.
\]

Then \( \mathcal{D}^{\text{fin},z}_{\mathcal{H}^1,\mathcal{J}} \) is dense in \( \left( \hat{E}_{\mathcal{H}^1,\mathcal{J}}^{\text{z}} \right) \).

**Proof** First of all, \( \mathcal{E}^{\text{fin},z}_{\mathcal{H}^{1/2},\mathcal{J}} \) is dense in \( \hat{E}^{\text{z}}_{\mathcal{H}^{1/2},\mathcal{J}} \) by definition of the homogeneous spaces and because the Hilbert direct sum of the eigenspaces \( Y_\ell \) is \( L^2(\mathbb{S}^2, d\omega) \).

Next, \( \left( C^\infty_c (S^1 \times \mathbb{R} \times S^2) \times C^\infty_c (S^1 \times \mathbb{R} \times S^2) \right) \cap \hat{E}^{\text{fin},z}_{\mathcal{H}^1,\mathcal{J}} \) is dense in \( \hat{E}^{\text{fin},z}_{\mathcal{J}} \) by standard regularization arguments.

Finally, let \( \psi \in \left( C^\infty_c (S^1 \times \mathbb{R} \times S^2) \times C^\infty_c (S^1 \times \mathbb{R} \times S^2) \right) \) such that \( \psi \geq 0 \), \( \| \psi \|_{L^1(S^1 \times \mathbb{R} \times S^2)} = 1 \) and put \( \psi_n(z, x, \omega) := \psi(z, n^{-1} x, \omega) \) for each \( n \in \mathbb{N} \setminus \{ 0 \} \).

Pick \( u \in \left( C^\infty_c (S^1 \times \mathbb{R} \times S^2) \times C^\infty_c (S^1 \times \mathbb{R} \times S^2) \right) \cap \hat{E}^{\text{fin},z}_{\mathcal{J}} \) and define
\[
\begin{align*}
u_0^n &:= u_0, \\
u_1^n &:= u_1 - n^{-1} \psi_n e^{-isz} \int_0^y (V(x') - V_-) dx' \\
\int_{\mathbb{R}}^y e^{-isz} \int_0^y (V(x') - V_-) dx' (u_1 - sz V_- u_0)(z, y, \omega) dy
\end{align*}
\]
Then $u^n := (u_0^n, u_1^n) \in \left( C_c^\infty(S^1_\omega \times \mathbb{R}_x \times S^2_\omega) \times C_c^\infty(S^1_\omega \times \mathbb{R}_x \times S^2_\omega) \right) \cap \mathcal{E}^{\text{fin},z}_\text{in} \cap \mathcal{E}^{L,z}_\text{in}$ and we have

$$
\|u_1^n - u_1\|_{\mathcal{H}} \leq n^{-1/2} \|u_1^n - u_1\|_{\mathcal{H}} \leq C n^{-1/2} \|u_1^n - suzV_{-}\|_{L^1(S^1 \times \mathbb{R}_x \times S^2)}
$$

for some constant $C > 0$ independent of $n$. It remains to let $n \to +\infty$ to conclude the proof. \qed

**Remark 4.3** (Minimal propagation speed) Let $u = u^{\text{in}} + u^{\text{out}} \in \mathcal{D}^{\text{fin},z}_{\mathcal{H}}$ and $v = v^{\text{in}} + v^{\text{out}} \in \mathcal{D}^{\text{fin},z}_{\mathcal{H}}$ such that Supp $u$, Supp $v \subset S^1_\omega \times [R_1, R_2]_x \times S^2_\omega$ for some $R_1, R_2 \in \mathbb{R}$. Using the relations

$$
u^{\text{in}}_1 = -i \partial_x u_0^{\text{in}} + szV u_0^{\text{in}}, \quad u_1^{\text{out}} = i \partial_x u_0^{\text{out}} - sz(V - 2V_-)u_0^{\text{out}},
$$

we can integrate by parts in the Kirchhoff formulas (36) and (37) to obtain

$$
\left( e^{it\hat{H}_z} u^{\text{in}} \right)_0(z, x, \omega) = e^{isz \int_{x_-}^{x_+} V(x')dx'} u_0^{\text{in}}(z, x + t, \omega),
$$

$$
\left( e^{it\hat{H}_z} u^{\text{out}} \right)_0(z, x, \omega) = e^{isz \int_{x_-}^{x_+} (V(x') - 2V_-)dx'} u_0^{\text{out}}(z, x - t, \omega),
$$

$$
\left( e^{it\hat{H}_z} v^{\text{in}} \right)_0(z, x, \omega) = e^{-isz \int_{x_-}^{x_+} (V(x') - 2V_+)dx'} v_0^{\text{in}}(z, x + t, \omega),
$$

$$
\left( e^{it\hat{H}_z} v^{\text{out}} \right)_0(z, x, \omega) = e^{-isz \int_{x_-}^{x_+} V(x')dx'} v_0^{\text{out}}(z, x - t, \omega).
$$

It follows:

$$
\text{Supp} \left( e^{it\hat{H}_z} u^{\text{in}} \right), \text{Supp} \left( e^{it\hat{H}_z} v^{\text{in}} \right) \subset S^1_\omega \times ] - \infty, R_2 - t]_x \times S^2_\omega,
$$

$$
\text{Supp} \left( e^{it\hat{H}_z} u^{\text{out}} \right), \text{Supp} \left( e^{it\hat{H}_z} v^{\text{out}} \right) \subset S^1_\omega \times [R_1 + t, +\infty]_x \times S^2_\omega.
$$

The dynamics $(e^{it\hat{H}_z})_{t \in \mathbb{R}}$ thus verifies the Huygens principle on $\mathcal{D}^{\text{fin},z}_{\mathcal{H}}$.  

### 4.4 Analytic Scattering Results

We state in this Subsection the scattering results we will prove in Sect. 4.5. For all of them, we need to first restrict to ker$(i\partial_z + x)$ with $z \in \mathbb{Z}$ in order to apply the abstract theory of [15] for Klein–Gordon equations with a non-zero mass term, then to $|s|$ sufficiently small to use [6, Theorem 3.8].

The first result concerns the uniform boundedness of the propagator $(e^{it\hat{H}_z})_{t \in \mathbb{R}}$. The proof is given in the paragraph 4.5.2.
Theorem 4.1 (Uniform boundedness of the evolution) Let $z \in \mathbb{Z} \setminus \{0\}$. There exists $s_0 > 0$ such that for all $s \in ] - s_0, s_0 [$, there exists a constant $C \equiv C(z, s_0) > 0$ such that

$$
\| e^{it\tilde{H}_z} u \|_{\tilde{E}_z} \leq C \| u \|_{\tilde{E}_z} \quad \forall t \in \mathbb{R}, \forall u \in \tilde{E}_z.
$$

The next result concerns the asymptotic completeness between the full dynamics and the separable comparison dynamics. The proof is given in the paragraph 4.5.3.

Theorem 4.2 (Asymptotic completeness, separable comparison dynamics) Let $z \in \mathbb{Z} \setminus \{0\}$. There exists $s_0 > 0$ such that for all $s \in ] - s_0, s_0 [$, the following strong limits

$$
W^f_\pm := s - \lim_{t \to +\infty} e^{-it\tilde{H}_z} i_\pm e^{it\tilde{H}_z},
$$

$$
W^p_\pm := s - \lim_{t \to -\infty} e^{-it\tilde{H}_z} i_\pm e^{it\tilde{H}_z},
$$

$$
\Omega^f_\pm := s - \lim_{t \to +\infty} e^{-it\tilde{H}_z} i_\pm e^{it\tilde{H}_z},
$$

$$
\Omega^p_\pm := s - \lim_{t \to -\infty} e^{-it\tilde{H}_z} i_\pm e^{it\tilde{H}_z}
$$

exist as bounded operators $W^{f/p}_\pm \in B(\tilde{E}_\pm, \tilde{E}_z)$ and $\Omega^{f/p}_\pm \in B(\tilde{E}_z, \tilde{E}_\pm)$. We now state an asymptotic completeness result with the asymptotic profiles. The proof is given in the paragraph 4.5.4.

Theorem 4.3 (Asymptotic completeness, asymptotic profiles) Let $z \in \mathbb{Z} \setminus \{0\}$. There exists $s_0 > 0$ such that for all $s \in ] - s_0, s_0 [$, the following holds:

1. For all $u \in D^{\text{fin.}}_{1/r}$, the limits

$$
W^f_{1/r} u = \lim_{t \to +\infty} e^{-it\tilde{H}_z} i_{-f/} e^{it\tilde{H}_z} u,
$$

$$
W^p_{1/r} u = \lim_{t \to -\infty} e^{-it\tilde{H}_z} i_{-f/} e^{it\tilde{H}_z} u
$$

exist in $\tilde{E}_z$. The operators $W^{f/p}_{1/r}$ extend to bounded operators $W^{f/p}_{1/r} \in B(\tilde{E}_z, \tilde{E}_z)$.  

2. The inverse wave operators

$$
\Omega^f_{1/r} = s - \lim_{t \to +\infty} e^{-it\tilde{H}_z} i_{-f/} e^{it\tilde{H}_z},
$$

$$
\Omega^p_{1/r} = s - \lim_{t \to -\infty} e^{-it\tilde{H}_z} i_{-f/} e^{it\tilde{H}_z}
$$

exist in $B(\tilde{E}_z, \tilde{E}_z)$.  

 Springer
Finally, we state a last asymptotic completeness result using the geometric profiles. We will prove the following theorem in the paragraph 4.5.5 and give a geometric interpretation in Sect. 5.4 (see Remark 5.3).

**Theorem 4.4** (Asymptotic completeness, geometric profiles) Let \( z \in \mathbb{Z} \setminus \{0\} \). There exists \( s_0 > 0 \) such that for all \( s \in ]-s_0, s_0[ \), the following holds:

1. For all \( u \in D_{\mathcal{H}|\mathcal{I}}^{\text{fin},z} \), the limits
   
   \[
   W_{\mathcal{H}|\mathcal{I}}^f u = \lim_{t \to +\infty} e^{-it\hat{H}^z_i} i_{-\mathcal{H}|\mathcal{I}} e^{it\hat{H}^z_i} u, \\
   W_{\mathcal{H}|\mathcal{I}}^p u = \lim_{t \to -\infty} e^{-it\hat{H}^z_i} i_{-\mathcal{H}|\mathcal{I}} e^{it\hat{H}^z_i} u
   \]

   exist in \( \dot{\mathcal{E}}^z \). The operators \( W_{\mathcal{H}|\mathcal{I}}^f \) extend to bounded operators \( W_{\mathcal{H}|\mathcal{I}}^f \in \mathcal{B}(\dot{\mathcal{E}}^z, \dot{\mathcal{E}}^z) \).

2. The inverse future/past wave operators

   \[
   \Omega_{\mathcal{H}|\mathcal{I}}^f = s - \lim_{t \to +\infty} e^{-it\hat{H}^z_i} i_{-\mathcal{H}|\mathcal{I}} e^{it\hat{H}^z_i}, \\
   \Omega_{\mathcal{H}|\mathcal{I}}^p = s - \lim_{t \to -\infty} e^{-it\hat{H}^z_i} i_{-\mathcal{H}|\mathcal{I}} e^{it\hat{H}^z_i}
   \]

   exist in \( \mathcal{B}(\dot{\mathcal{E}}^z, \dot{\mathcal{E}}^z) \).

**Remark 4.4** Because of the cut-offs \( i_{\pm} \), wave operators and inverse wave operators are not inverse. We will, however, justify this designation for the geometric profiles in Sect. 5.2.

The geometric wave and inverse wave operators satisfy the following properties (the proof is given in the paragraph 4.5.6):

**Proposition 4.1** *Under the hypotheses of Theorem 4.4, it holds:*

\[
\Omega_{\mathcal{H}|\mathcal{I}}^{f/p} \dot{\mathcal{E}}^z \subset \Psi_{\mathcal{H}}(\hat{\mathcal{H}}^{1,z}_{\mathcal{H}} \times \{0\}), \quad \Omega_{\mathcal{H}}^{f/p} W_{\mathcal{H}}^{f/p} = 1_{\Psi_{\mathcal{H}}(\hat{\mathcal{H}}^{1,z}_{\mathcal{H}} \times \{0\})},
\]

\[
\Omega_{\mathcal{I}}^{f/p} \dot{\mathcal{E}}^z \subset \Psi_{\mathcal{I}}(\{0\} \times \hat{\mathcal{H}}^{1,z}_{\mathcal{I}}), \quad \Omega_{\mathcal{I}}^{f/p} W_{\mathcal{I}}^{f/p} = 1_{\Psi_{\mathcal{I}}(\{0\} \times \hat{\mathcal{H}}^{1,z}_{\mathcal{I}})}.
\]

### 4.5 Proof of the Analytic Results

This Subsection is devoted to the proofs of the scattering results stated in Sect. 4.4. Theorems 4.1, 4.2 and 4.3 are direct consequences of the results obtained in [15] once some geometric hypotheses are checked. Theorem 4.4 follows from standard arguments as well as propagation estimates of the full dynamics showed in [15].
4.5.1 Geometric Hypotheses

In this paragraph, we check that the geometric hypotheses (G) of [15] are verified in our setting on \( \ker(i\partial_z + z), z \in \mathbb{Z} \setminus \{0\} \) (\( z \) must not be zero to conserve a mass term). We use the weight \( w(r) := \sqrt{(r - r_-)(r_+ - r)} \) defined for all \( r \in ]r_-, r_+[ \).

(G1) The operator \( P \) in [15] is \(^{14} -\Delta_{S^2} - m^2 r^2 \partial_z^2 \) for us, and satisfies of course \( [P, \partial_z] = 0 \).

(G2) Set

\[
h_{0,s}^2 := F(r)^{-1/2} h_0^2 F(r)^{1/2} = -r^{-1} F(r)^{1/2} \partial_r r^2 F(r) \partial_r r^{-1} F(r)^{1/2} - r^{-2} F(r) \Delta_{S^2} + m^2 F(r) z^2.
\]

Then \( \alpha_1(r) = \alpha_3(r) = r^{-1} F(r)^{1/2}, \alpha_2(r) = r F(r)^{1/2} \) and \( \alpha_4(r) = m F(r)^{1/2} z \). These coefficients are clearly smooth in \( r \). Furthermore, since we can write \( F(r) = g(r) w(r)^2 \) with \( g(r) = \frac{\Lambda}{3r} (r - r_n)(r - r_c) \geq 1 \) for all \( r \in ]r_-, r_+[ \), it comes for all \( j \in \{1, 2, 3, 4\} \)

\[
\alpha_j(r) - w(r) \left( i - (r) \alpha_j^- + i_+ (r) \alpha_j^+ \right) = w(r) \left( g(r)^{1/2} - \alpha_j^\pm \right) = O_{r \to r_\pm} (w(r)^2)
\]

for

\[
\alpha_1^\pm = \alpha_3^\pm = \frac{\alpha_2^\pm}{r^\pm} = \frac{r \pm \alpha_4^\pm}{mz} = \frac{1}{r^\pm} \sqrt{\Lambda (r_\pm - r_n)(r_\pm - r_c)} \frac{3}{2}.
\]

Also, we clearly have \( \alpha_j(r) \gtrsim w(r) \). Direct computations show that

\[
\partial_r^m \partial_\omega^n \left( \alpha_j - w \left( i - \alpha_j^- + i_+ \alpha_j^+ \right) \right)(r) = O_{r \to r_\pm} (w(r)^{2 - 2m})
\]

for all \( m, n \in \mathbb{N} \).

(G3) Set \( k_{s,v}^\pm := k_s^\pm \) and \( k_{s,r}^\pm := 0 \), and put \( k_{s,v}^{\pm -} := s V_- \) and \( k_{s,r}^{\pm +} := s V_+ \).

We have \( V(r) - V_\pm = O_{r \to r_\pm} (|r_+ - r_\pm|) = O_{r \to r_\pm} (w(r)^2) \) and \( \partial_r^m \partial_\omega^n V(r) \) is bounded for any \( m, n \in \mathbb{N} \).

(G4) & (G6) Our perturbed operator \( h_{0,s}^2 \) is the same as in [15] at the beginning of the paragraph 13.1 with \( \Delta_r = F \), but without the bounded term \( \lambda (r^2 + a^2) \).

We then copy the proof, details are omitted.

(G5) Because \( z \neq 0 \), we clearly have

\[
h_0^2 = -\alpha_1(r) \partial_r w(r)^2 g(r) \partial_r \alpha_1(r) - \alpha_1(r)^2 \Delta_{S^2} + \alpha_1(r)^2 m^2 r^2 z^2 = \alpha_1(r) \left( -\partial_r w(r)^2 g(r) \partial_r - \Delta_{S^2} + m^2 r^2 z^2 \right) \alpha_1(r)
\]

\[
\gtrsim \alpha_1(r) \left( -\partial_r w(r)^2 \partial_r - \Delta_{S^2} + 1 \right) \alpha_1(r).
\]

\(^{14} \) It is assumed in [15] that the coefficients of \( P \) are independent of \( r \); we can check, however, that this restriction can be relaxed to a broader class of operators including the one we use.
We check that \((h_0 - \tilde{k}_+^2, \tilde{k}_+)\) and \((h_0 - (\tilde{k}_- - k_-)^2, \tilde{k}_- - k_-)\) satisfy (G5). Since \(\alpha_1(r), k_\pm(r) - sV_\pm = O_{r \to r_\pm(|r_\pm - r|)}\), we can write for \(|s| < mr_-\):

\[\tilde{h}_\pm = -\alpha_1(r)\partial_r w(r)^2 r^2 g(r)\partial_r \alpha_1(r) - \alpha_1(r)^2 \Delta_{g^2} + \alpha_1(r)^2 m^2 r^2 z^2 - (k_\pm(r) - sV_\pm)^2\]

\[= \alpha_1(r) \left( -\partial_r w(r)^2 r^2 g(r)\partial_r - \Delta_{g^2} + m^2 r^2 z^2 - \frac{(k_\pm(r) - V_\pm)^2}{\alpha_1(r)^2}\right) \alpha_1(r)\]

\[\gtrsim \alpha_1(r) \left( -\partial_r w(r)^2 \partial_r - \Delta_{g^2} + 1\right) \alpha_1(r).\]

The geometric hypotheses are thus satisfied and we can apply the scattering results of Sect. 10 in [15].

### 4.5.2 Proof of Theorem 4.1

Let us show Theorem 4.1. This result is similar to [15, Theorem 12.1].

First, pick \(\delta > 0\) and set \(w(r) := \sqrt{(r - r_-)(r_+ - r)}\) defined for all \(r \in [r_-, r_+]\). In [6], Sects. 3.3 and 3.4, it is shown that for a positive mass \(m^2 > 0\) (which correspond to any \(z \neq 0\) here), there exists \(\varepsilon > 0\) such that for all \(s \in \mathbb{R}\) sufficiently small, the weighted resolvents

\[w_\delta(\tilde{H}_z^\pm - z)^{-1} w_\delta : \hat{E}_\pm \to \hat{E}_\pm, \quad w_\delta(\hat{H}^\pm - z)^{-1} w_\delta : \hat{E} \to \hat{E}\]

extend form \(\mathbb{C}^+\) into the strip \(\{\lambda \in \mathbb{C} \mid \Im \lambda > -\varepsilon\}\) as meromorphic operators. The poles are called resonances. Then Proposition 3.3 and Theorem 3.8 state that for both the above operators, there is no resonance in a tighter strip \(\{\lambda \in \mathbb{C} \mid \Im \lambda > -\varepsilon'\}\) for some \(\varepsilon' \in ]0, \varepsilon[\). Furthermore, [6, Corollary 3.9] shows that the spectrum of \(\hat{H}\) is real provided that \(s\) is small enough.

We can now follow the proof of [15, Theorem 12.1] in Sect. 13.2 therein. It follows from [15, Theorem 7.1] since \(\tilde{H}^z\) has no eigenvalue and both \(\tilde{H}_\pm^z\) and \(\hat{H}^z\) have no resonance on \(\mathbb{R}\).

### 4.5.3 Proof of Theorem 4.2

Let us show Theorem 4.2. It is similar to [15, Theorem 12.2 ] for \(n \neq 0\) which follows from Theorem 10.5 therein once we have shown the absence of complex pure point spectrum of \(\hat{H}\) and also the absence of real resonances of \(\hat{H}_\pm^\infty\). These conditions follow again from [15, Proposition 13.1] for \(s\) small enough and \(z \neq 0\).

### 4.5.4 Proof of Theorem 4.3

Theorem 4.3 is similar to [15, Theorem 12.3] and the proof therein applies to our setting. As we will show below the same result for the slightly more complicated geometric profiles (cf. Sect. 4.5.5), we omit the details here.
4.5.5 Proof of Theorem 4.4

The proof of Theorem 4.4 uses the following fact:

**Lemma 4.5** The operators $i_{-/+} : \hat{E}^z \rightarrow \hat{E}^z_{/-/+}$ are bounded.

**Proof** We only show the result for $i_-$. Let $u = (u_0, u_1) \in \hat{E}$ and write

$$
\|i_- u\|^2_{E^z} = \| (\partial_x - i k^z - k^z_{/\mathcal{C}}) i_- u_0 \|^2_{\mathcal{H}^z} + \| i_- (u_1 - i k^z u_0) \|^2_{\mathcal{H}^z} \\
\lesssim \| (\partial_x, i_-) u_0 \|^2_{\mathcal{H}^z} + \| \partial_x u_0 \|^2_{\mathcal{H}^z} \\
+ \| (k^z - k^z_{/\mathcal{C}}) i_- u_0 \|^2_{\mathcal{H}^z} + \| u_1 - i k^z u_0 \|^2_{\mathcal{H}^z} + \| i_- (k^z - k^z_{/\mathcal{C}}) u_0 \|^2_{\mathcal{H}^z} \\
\lesssim \| u \|^2_{E^z} + \| f u_0 \|^2_{\mathcal{H}^z}
$$

where $f \in C^\infty(\mathbb{R}_x, \mathbb{R})$ is exponentially decaying at infinity. Using Hardy type inequality (ii) of [15, Lemma 9.5], we get

$$
\| f u_0 \|_{\mathcal{H}^z} \lesssim \| h_0^{1/2} u_0 \|_{\mathcal{H}^z} \lesssim \| u \|_{E^z}
$$

and the lemma follows. $\square$

**Remark 4.5** We may notice that $i_{-/+} \hat{E}^z_{/-/+} \rightarrow \hat{E}^z$ are not bounded operators. However, the proof of the existence of the direct future wave operator $W_{/\mathcal{C}}^f$ below will show that

$$
i_{-/+} e^{i t \hat{H}^z_{/-/+}} : \hat{E}^z_{/-/+} \rightarrow \hat{E}^z
$$

are bounded at the limits $t \rightarrow \pm \infty$ as extensions of bounded operators defined on the dense subspaces $\mathcal{D}^{\text{fin},z}_{/\mathcal{C}}$.

**Proof of Theorem 4.4** We will only show the theorem for the future operators in the $\mathcal{H}$ case. We closely follow the proof of [15, Theorem 12.3].

**Existence of the future direct wave operator $W_{/\mathcal{C}}^f$** Let $u = u^{\text{in}} + u^{\text{out}} \in \mathcal{D}^{\text{fin},z}_{/\mathcal{C}}$. By Remark 4.3,

$$
(e^{i t \hat{H}^z_{/\mathcal{C}}} u^{\text{in}})_0(z, x, \omega) = e^{is z} f^{x+t} V(x') dx' u_0^{\text{in}}(z, x + t, \omega), \\
(e^{i t \hat{H}^z_{/\mathcal{C}}} u^{\text{out}})_0(z, x, \omega) = e^{is z} f^{x-t} (V(x') - 2V_-) dx' u_0^{\text{out}}(z, x - t, \omega)
$$

and then $W_{/\mathcal{C}}^f u^{\text{out}} = 0$ because of the support of $i_-$. From now on, we write $u = u^{\text{in}}$. We use Cook’s method: a sufficient condition for the limit to exist in $\hat{E}^z$ is

$$
\frac{d}{dt} \left( e^{-i t \hat{H}^z} i_{-} e^{i t \hat{H}^z_{/\mathcal{C}}} u \right) = ie^{-i t \hat{H}^z} (\hat{H}^z i_{-} - i_{-} \hat{H}^z_{/\mathcal{C}}) e^{i t \hat{H}^z_{/\mathcal{C}}} u \in L^1(\mathbb{R}_t^+, dt; \hat{E}^z).
$$
Put $v = (v_0, v_1) := e^{i\hat{H}_\mathcal{H} z} u$. The above expression makes sense since $v$ is smooth and compactly supported. Recalling the definition of the operators $h^z$ and $k^z$ in the paragraph 4.1.1 as well as $h^z_{\mathcal{H}}$ and $k^z_{\mathcal{H}}$ in the paragraph 4.2.1, we compute

\[
\dot{h} i - i \dot{h}_{\mathcal{H}} = \left( \begin{array}{cc} 0 & 0 \\
(\dot{h} i - i (h^z_{\mathcal{H}} - k^z_{\mathcal{H}})^2) & 2i - (k^z - k^z_{\mathcal{H}}) \end{array} \right)
= \left( \begin{array}{cc} 0 & 0 \\
-\{i, i\} + i (r_0 - i s x (z + \mathcal{W}(r) + \mathcal{W}(r) i, 0) - 2s^2 x^2 (r^2 x^2 W(r)) - 2i - i s x \mathcal{W}(r) \} \end{array} \right) .
\] (39)

where

\[
\mathcal{V}_\ell (r) := F(r) \left( r^{-1} F' (r) + r^{-2} \sum_{0 \leq \ell \leq \ell_0} \ell (\ell + 1) + m^2 z^2 \right), \quad \mathcal{W}(r) := V (r) - V_-
\]

Using the minimal speed of $v_0$ (cf. Remark 4.3), the uniform boundedness of $e^{i\hat{H} z}$ (cf. Theorem 4.1) as well as the exponential decay of $F$ and $V - V_-$ (cf. (24)), we get:

\[
\left\| \frac{d}{d\ell} \left( e^{-i\hat{H} z} i - e^{i\hat{H} z} u \right) \right\|_{\mathcal{E}_\ell} \lesssim (1 + \ell_0)^3 e^{-2\kappa_{\ell_0} - z} \left( \|v_0\|_{\mathcal{H}_\ell} + \|\partial_x v_0\|_{\mathcal{H}_\ell} + \|v_1\|_{\mathcal{H}_\ell} \right)
\lesssim (1 + \ell_0)^3 e^{-2\kappa_{\ell_0} - z} \left( \|v_0\|_{\mathcal{H}_\ell} + \|\partial_x - i s x (V - V_-) v_0\|_{\mathcal{H}_\ell}
+ \|v_1 - i s x V_- v_0\|_{\mathcal{H}_\ell} \right)
\lesssim (1 + \ell_0)^3 e^{-2\kappa_{\ell_0} - z} \left( \|v_0\|_{\mathcal{H}_\ell} + \|v\|_{\mathcal{E}_\ell} \right).
\] (40)

Here the symbol $\lesssim$ contains no dependence in $\ell_0$ (but depends on $z$). We have $\|v\|_{\mathcal{E}_\ell} = \|u\|_{\mathcal{E}_\ell}$ and $\|v_0(t)\|_{\mathcal{H}_\ell} = \|u_0^{n}(\cdot + t)\|_{\mathcal{H}_\ell} = \|u_0^{n}\|_{\mathcal{H}_\ell}$ as translations are unitary on $\mathcal{H}^z$. In particular, these norms are uniformly bounded in time. This provides a sufficient decay as $t \to +\infty$ in (40) and proves the existence of the limit $W_{\mathcal{H}}^f$ on $\mathcal{D}^\text{fin,z}_{\mathcal{H}}$.

To extend the existence of the future wave operator to $\hat{E}_{\mathcal{H}}$, we use a density argument: we show that there exists a constant $C > 0$ such that for all $u \in \mathcal{D}^\text{fin,z}_{\mathcal{H}}$,

\[
\|W_{\mathcal{H}}^f u\|_{\hat{E}_{\mathcal{H}}} \leq C \|u\|_{\hat{E}_{\mathcal{H}}}.
\]

Using again the uniform boundedness of $e^{i\hat{H} z}$, we can write:

\[
\|e^{-i\hat{H} z} i - e^{i\hat{H} z} u\|_{\hat{E}_{\mathcal{H}}}^2 \lesssim \|i - e^{i\hat{H} z} u\|_{\hat{E}_{\mathcal{H}}}^2
\lesssim \langle h^z_{\mathcal{H}} \rangle \langle i - v_0 \rangle \langle i - v_0 \rangle + \|i - (v_1 - k^z v_0)\|_{\mathcal{H}_\ell}^2
\lesssim \|i - h^z_{\mathcal{H}} \rangle \langle i - v_0 \rangle \langle i - v_0 \rangle + \|i - (v_1 - k^z v_0)\|_{\mathcal{H}_\ell}^2
\lesssim \|i - (h^z_{\mathcal{H}} - k^z v_0) \rangle \langle i - v_0 \rangle \langle i - v_0 \rangle + \|h^z_{\mathcal{H}} \rangle \langle v_0 \rangle \langle v_0 \rangle + \|i - (k^z_{\mathcal{H}} - k^z v_0) \|_{\mathcal{H}_\ell}^2 + \|v_1 - k^z v_0\|_{\mathcal{H}_\ell}^2
\]
where \( r(t) = O_{t \to +\infty} (e^{-4\kappa_1 t} \| v_0 \|_{\mathcal{H}^2}) \) is a rest similar to the right-hand side of (40). Letting \( t \to +\infty \) thus gives the desired result.

**Existence of the future inverse wave operator** \( \Omega_1^f \). The existence of \( \Omega_1^f \) necessarily relies on a propagation estimate for the full dynamics \( (e^{it\hat{H}^2})_{t \in \mathbb{R}} \). In [15, Proposition 6.8], it is shown that for all \( \delta > 0 \) and all \( u \in \dot{E}^2 \), we have

\[
\int_{\mathbb{R}} \| w^\delta e^{it\hat{H}^2} \chi(\hat{H}^2) u \|_{\dot{E}^2} dt \lesssim \| u \|_{\dot{E}^2} \tag{41}
\]

where \( w(r(x)) = \sqrt{(r(x) - r_\delta)(r_\delta - r(x))} \) and \( \chi \in \mathcal{C}_c^\infty (\mathbb{R}) \) (\( \chi \) must cancel in a neighbourhood of the real resonances of \( \hat{H} \) in [15], but [6, Theorem 3.8] shows that no resonance lies on \( \mathbb{R} \) for us). The operator \( \chi(\hat{H}^2) \) is defined with a Helffer-Sjöstrand type formula and is bounded on \( \dot{E}^2 \), see [15, Sect. 5.5].

To prove that \( \Omega_1^f \) exists, we show that the sequence \( (e^{-it\hat{H}^2} i e^{-it\hat{H}^2} u)_{t > 0} \) is Cauchy in \( \dot{E}^2 \). Let \( \varepsilon > 0 \) and \( u \in \dot{E}^2 \). First of all, the uniform boundedness of \( e^{it\hat{H}^2} \) and \( e^{it\hat{H}^2} \) as well as Lemma 4.5 implies that \( e^{-it\hat{H}^2} i e^{-it\hat{H}^2} \in B(\dot{E}^2, \dot{E}^2) \) for all \( t \in \mathbb{R} \). Let us write \( u = \sum_{\ell \in \mathbb{N}} u_\ell \) where \( \omega \mapsto u_\ell (z, x, \omega) \in H^2 (\mathbb{S}^2 \times \mathbb{R}) \) and \(-\Delta_\mathbb{S}^2 u_\ell = \ell (\ell + 1) u_\ell \) for almost every \( (z, x) \in \mathbb{S}^2_+ \times \mathbb{R} \) (we identify \( u_\ell \) to an element of \( \dot{E}^2 \)). Then we have by dominated convergence

\[
\left\| e^{-it\hat{H}^2} i e^{-it\hat{H}^2} u - e^{-it\hat{H}^2} i e^{-it\hat{H}^2} \sum_{0 \leq \ell \leq \ell_0} u_\ell \right\|_{\dot{E}^2} \leq \sum_{t > \ell_0} \left\| e^{-it\hat{H}^2} i e^{-it\hat{H}^2} u_\ell \right\|_{\dot{E}^2} \lesssim C \sum_{t > \ell_0} \| u_\ell \|_{\dot{E}^2} \lesssim C \varepsilon / 6
\]

for \( \ell_0 \) large enough as the remainder of a convergent series. Fix such a \( \ell_0 \) and call again \( u \) the truncated sum \( \sum_{0 \leq \ell \leq \ell_0} u_\ell \). Next,

\[
\left\| e^{-it\hat{H}^2} i e^{-it\hat{H}^2} u - e^{-it\hat{H}^2} i e^{-it\hat{H}^2} u \right\|_{\dot{E}^2} \leq \left\| e^{-it\hat{H}^2} i e^{-it\hat{H}^2} (1 - \chi(\hat{H}^2)) u \right\|_{\dot{E}^2} + \left\| e^{-it\hat{H}^2} i e^{-it\hat{H}^2} (1 - \chi(\hat{H}^2)) u \right\|_{\dot{E}^2} + \left\| e^{-it\hat{H}^2} i e^{-it\hat{H}^2} \chi(\hat{H}^2) u \right\|_{\dot{E}^2} + \left\| e^{-it\hat{H}^2} i e^{-it\hat{H}^2} \chi(\hat{H}^2) u \right\|_{\dot{E}^2}.
\]

We will show that the right-hand side above is lesser than \( 2\varepsilon / 3 \) for \( t, t' \) sufficiently large.
Using again the uniform boundedness of $e^{it\hat{H}^z}$ and $e^{it\hat{H}^t}$ as well as Lemma 4.5, we can write

$$
\|e^{-it\hat{H}^z} i e^{it\hat{H}^t} (1 - \chi(\hat{H}^z))u\|_{\dot{E}^s} + \|e^{-it'\hat{H}^z} i e^{it'\hat{H}^t} (1 - \chi(\hat{H}^z))u\|_{\dot{E}^s} \\
\leq 2C\|1 - \chi(\hat{H}^z))u\|_{\dot{E}^s}.
$$

By [15, Proposition 5.11] combined with the fact that $\hat{H}^z$ has no eigenvalue if $s$ is small enough (see the proof of Theorem 4.1 in the paragraph 4.5.2),

$$s = \lim_{L \to +\infty} \chi(\hat{H}^z/L) = 1. \quad (42)$$

Fix $\chi$ so that $\|1 - \chi(\hat{H}^z))u\|_{\dot{E}^s} < \varepsilon/6C$. Thus

$$
\|e^{-it\hat{H}^z} i e^{it\hat{H}^t} (1 - \chi(\hat{H}^z))u\|_{\dot{E}^s} + \|e^{-it'\hat{H}^z} i e^{it'\hat{H}^t} (1 - \chi(\hat{H}^z))u\|_{\dot{E}^s} < \frac{\varepsilon}{3}.
$$

It remains to show that

$$
\|e^{-it\hat{H}^z} i e^{it\hat{H}^t} \chi(\hat{H}^z)u - e^{-it'\hat{H}^z} i e^{it'\hat{H}^t} \chi(\hat{H}^z)u\|_{\dot{E}^s} < \frac{\varepsilon}{3}
$$

for $t, t'$ large enough.

Pick $\delta \in ]0, 2[$ and compute:

$$
\frac{d}{dt} (e^{-it\hat{H}^z} i e^{it\hat{H}^t} \chi(\hat{H}^z)u) = ie^{-it\hat{H}^z} (\hat{H}^z i - i \hat{H}^z) e^{-it\hat{H}^z} e^{it\hat{H}^t} \chi(\hat{H}^z)u
$$

Then (39) above shows that for all $v = (v_0, v_1) \in \dot{E}^s$,

$$
\| (\hat{H}^z i - i \hat{H}^z) e^{-it\hat{H}^z} e^{it\hat{H}^t} \chi(\hat{H}^z)u \|_{\dot{E}^s} \lesssim (1 + \ell_0)^3 (\|f v_0\|_{H^s} + \|g v_1\|_{H^s})
$$

for some smooth functions $f, g \in C_{\chi \to +\infty}(e^{(\delta - 2\kappa -)\chi})$. Using the Hardy type inequality (ii) of [15, Lemma 9.5], it follows

$$
\| (\hat{H}^z i - i \hat{H}^z) e^{-it\hat{H}^z} e^{it\hat{H}^t} \chi(\hat{H}^z)u \|_{\dot{E}^s} \lesssim (1 + \ell_0)^3 (\|h_{1/2}^{1/2} v_0\|_{H^s} + \|v_1 - k^2 v_0\|_{H^s}) \lesssim (1 + \ell_0)^3 \|v\|_{\dot{E}^s}.
$$

With Lemma 4.5, this gives

$$
e^{-it\hat{H}^z} (\hat{H}^z i - i \hat{H}^z) e^{-it\hat{H}^z} e^{it\hat{H}^t} \chi(\hat{H}^z)u \in B(\dot{E}^s, \dot{E}^s).
$$

The propagation estimate (41) then implies that...
\[
\frac{d}{dt}\left(e^{-it\hat{H}_z^\dagger}i_-e^{it\hat{H}_z^\dagger}\chi(\hat{H}^2)u\right) \in L^1(\mathbb{R}, dt)
\]
whence
\[
\left\|e^{-it\hat{H}_z^\dagger}i_-e^{it\hat{H}_z^\dagger}\chi(\hat{H}^2)u - e^{-it'\hat{H}_z^\dagger}i_-e^{it'\hat{H}_z^\dagger}\chi(\hat{H}^2)u\right\|_{\dot{\mathcal{E}}_z^H} < \varepsilon/3
\]
for \(t, t'\) large enough. The proof is complete. \qed

4.5.6 Proof of Proposition 4.1

We only show the \(f, \mathcal{H}\) case:

\[
\Omega^f_{\mathcal{H}} \dot{\mathcal{E}}^{\hat{z}} \subset \Psi_{\mathcal{H}}(\mathcal{H}_{\mathcal{H}}^{1,\hat{z}} \times \{0\}),
\]

\[
\Omega^f_{\mathcal{H}} W^f_{\mathcal{H}} = \mathbb{1}_{\Psi_{\mathcal{H}}(\mathcal{H}_{\mathcal{H}}^{1,\hat{z}} \times \{0\})}.
\]

**Proof of (43)** We follow the proof of [27, Proposition 6.3]. Let

\[
\gamma_{\mathcal{H}} : \dot{\mathcal{E}}^{\hat{z}} \ni u = (u_0, u_1) \mapsto u_1 - iL_{\mathcal{H}} u_0 \in \mathcal{H}^z.
\]

It defines a continuous operator as

\[
\|\gamma_{\mathcal{H}} u\|_{\mathcal{H}^z} = \|u_1 - iL_{\mathcal{H}} u_0\|_{\mathcal{H}^z} \leq \|(L_{\mathcal{H}} + ik_{\mathcal{H}})u_0\|_{\mathcal{H}^z} + \|u_1 - k_{\mathcal{H}} u_0\|_{\mathcal{H}^z} = \|u\|_{\dot{\mathcal{E}}^{\hat{z}}_{\mathcal{H}}}
\]

Clearly \(\text{ker} \gamma_{\mathcal{H}} = \Psi_{\mathcal{H}}(\mathcal{H}_{\mathcal{H}}^{1,\hat{z}} \times \{0\})\) so we will show that

\[
\gamma_{\mathcal{H}} \Omega^f_{\mathcal{H}} = 0.
\]

We claim that

\[
\|\gamma_{\mathcal{H}} e^{i\hat{H}_z^\dagger} u\|_{\mathcal{H}^z} = \sqrt{2} \|\gamma_{\mathcal{H}} u\|_{\mathcal{H}^z} \quad \forall u \in \dot{\mathcal{E}}^{\hat{z}}_{\mathcal{H}}.
\]

To see this, write \(\gamma_{\mathcal{H}} = \frac{i}{\sqrt{2}}(L_+ - L_{\mathcal{H}})\pi_1 \psi_{\mathcal{H}}^{-1}\) with \(\pi_1(u_0, u_1) := u_1\). Now (45) follows from \(\psi_{\mathcal{H}}^{-1} e^{i\hat{H}_z^\dagger} = e^{i\hat{H}_z^\dagger} \psi_{\mathcal{H}}^{-1}\) and the unitarity of \(e^{i\hat{H}_z^\dagger} \psi_{\mathcal{H}}^{-1} : \dot{\mathcal{E}}^{\hat{z}}_{\mathcal{H}} \to \mathcal{H}_{\mathcal{H}}^{1,\hat{z}} \times \mathcal{H}_{\mathcal{H}}^{1,\hat{z}}\) and \(L_{\mathcal{H}} + ik_{\mathcal{H}} = -\frac{1}{2}(L_+ - iL_{\mathcal{H}}) : \mathcal{H}_{\mathcal{H}}^{1,\hat{z}} \to \mathcal{H}^z\).

Let now \(u \in \dot{\mathcal{E}}^{\hat{z}}\). In view of (45), we are boiled to show that\(^{15}\)

\[
\lim_{t \to +\infty} \|\gamma_{\mathcal{H}} i_- e^{i\hat{H}_z^\dagger} u\|_{\mathcal{H}^z} = 0.
\]

\(^{15}\) Recall that \(i_- \in \mathcal{B}(\dot{\mathcal{E}}^{\hat{z}}, \dot{\mathcal{E}}^{\hat{z}})\), cf. Lemma 4.5.
Fix $\varepsilon > 0$ and pick $\ell_0 \in \mathbb{N}$ so that

$$\| \mathcal{H} i_+ e^{i^{\ell} H^z} u \|_{\mathcal{H}^L} \leq \left\| \mathcal{H} i_+ e^{i^{\ell} H^z} \left( \sum_{0 \leq \ell \leq \ell_0} u_\ell \right) \right\|_{\mathcal{H}^L} + \left\| \mathcal{H} i_+ e^{i^{\ell} H^z} \left( u - \sum_{0 \leq \ell \leq \ell_0} u_\ell \right) \right\|_{\mathcal{H}^L}$$

$$\leq \left\| \mathcal{H} i_+ e^{i^{\ell} H^z} \sum_{0 \leq \ell \leq \ell_0} u_\ell \right\|_{\mathcal{H}^L} + \varepsilon / 2$$  \hspace{1cm} (47)

where $-\Delta e^z u_\ell = \ell(\ell + 1) u_\ell$ as in the proof of Theorem 4.4 (we used the continuity of $\mathcal{H} i_+ e^{i^{\ell} H^z} : \mathcal{E}^z \to \mathcal{H}^L$ as well as dominated convergence). We will write again $u$ for $\sum_{0 \leq \ell \leq \ell_0} u_\ell$. Set $v(t) := e^{i^{\ell} H^z} u$ and compute:

$$i(\partial_t + L_+) \mathcal{H} i_+ e^{i^{\ell} H^z} u = (\partial_t + L_+) (\partial_t + L_+) i_+ v_0(t)$$

$$= \left( (\partial_t - ik_+)^2 + h_+ \right) i_+ v_0(t)$$

$$= \left( (h_+ - k_+^2 - k^2) + i_+ (h_+ - h) \right) v_0(t) + 2i_+ (h_+ - k) v_1(t)$$

$$=: \Xi(t).$$  \hspace{1cm} (48)

This expression makes sense in $\mathcal{H}^z$: we have

$$\| \Xi(t) \|_{\mathcal{H}^L} \lesssim \| f_1(x) v_0 \|_{\mathcal{H}^L} + \| f_2(x) \partial_x v_0 \|_{\mathcal{H}^L} + \| f_3(x) v_1 \|_{\mathcal{H}^L}$$

$$\lesssim \| g(x) v_0 \|_{\mathcal{H}^L} + \| \partial_x v_0 \|_{\mathcal{H}^L} + \| v_1 - k v_0 \|_{\mathcal{H}^L}$$

with $|f_j(x)|, |g(x)| \leq C_j \ell_0^3 e^{-2\kappa |x|}$, then Hardy type inequality [15, Lemma 9.5] as well as uniform boundedness of $e^{i^{\ell} H^z}$ yields

$$\| \Xi(t) \|_{\mathcal{H}^L} \lesssim \| \bar{g}(x) w^{\delta} v(t) \|_{\mathcal{E}^z} \lesssim \| \bar{g}(x) w^{\delta} u \|_{\mathcal{E}^z}$$

with $\delta \in ]0, 2\kappa[ \text{ and } |\bar{g}(x)| \leq \bar{C} \ell_0^3 e^{-2\kappa |x| - \delta}$. By [15, Proposition 6.8], we have $\Xi \in L^1(\mathbb{R}_t, \mathcal{H}^L)$. From (48) and the fact that $L_+$ generates a strongly continuous group on $\mathcal{H}^L$, we then deduce the following Kirchhoff type formula

$$\mathcal{H} i_+ e^{i^{\ell} H^z} u = i e^{-i L_+} \mathcal{H} i_+ u + i \int_0^t e^{-(t-t')} L_+ \Xi(t') \, dt'$$

which we can rewritten as

$$\mathcal{H} i_+ e^{i^{\ell} H^z} u = i e^{-i L_+} \left( \mathcal{H} i_+ u + i \int_0^{+\infty} e^{t'} L_+ \Xi(t') \, dt' \right) + o_{t \to +\infty}(1)$$  \hspace{1cm} (49)
in the $L^1(\mathbb{R}, \mathcal{H})$ sense. Finally, write $i_- = j_- i_-$ so that
\[ \gamma_{\mathcal{H}} i_- e^{it\hat{H}z} u = i'_- j_- (e^{it\hat{H}z} u)_0 + j_- \gamma_{\mathcal{H}} i_- e^{it\hat{H}z} u. \] (50)

Since $j'_-$ is supported near 0, [15, Proposition 6.5] shows that the first term above goes to 0 as $t \to +\infty$; the second term above also falls off at the limit using (49) since $j_- e^{-itL^z} \phi \to 0$ as $t \to +\infty$ for any $\phi \in \mathcal{H}$. This shows that the expression in (50) is smaller than $\varepsilon/2$ for $t \gg 0$; back into (47), this gives (46).

**Proof of (44)** Notice that we can define $\Omega_{\mathcal{H}}^f$ using $j_-$ instead of $i_-$ in part 2. of Theorem 4.4; this will immediately cancel mixed terms $j_- i_+$ below.\(^{16}\)

Let first $u \in \Psi_{\mathcal{H}}(\hat{\mathcal{H}}_{\mathcal{H}}^1 \times \{0\}) \cap D_{\mathcal{H}}^{\text{fin}, z}$ so that $W_{\mathcal{H}}^f u$ is the limit of $e^{-it\hat{H}z} i_- e^{it\hat{H}z} u$ as $t \to +\infty$. Since $u_1 = iL_{\mathcal{H}}$, we obtain as in Remark 4.3
\[ (e^{it\hat{H}z} u)_0(x) = e^{ixz} f^{++}_t V(x') dx' u_0(x + t) = e^{-itL_{\mathcal{H}}} u_0(x) \] (51)

where we omit the dependence in $(z, \omega) \in S^1 \times S^2$. Set then $u := e^{it\hat{H}z} u$; integrating by parts in Kirchhoff formula (36), we get:
\[ (e^{-it\hat{H}z} j_- u)_0(x) = e^{-izx} V_n \left( \sum \pm e^{izx} f^{-}_t (V(x') - V_n) dx' j_-(x + t) \tilde{u}_0(x + t) + i \int_{x+t}^{x-t} e^{izx} f^{-}_t (V(x') - V_n) dx' j_-(y) \tilde{u}_0(x + t) dy \right) = j_-(x - t) u_0(x) - e^{-izx} V_n \frac{1}{2} \int_{x+t}^{x-t} e^{izx} f^{-}_t (V(x') - V_n) dx' e^{izx} f^{++}_t (V(x')) dy' j_-(y) u_0(y + t) dy. \]

Since $j_-(x - t) \to 1$ as $t \to +\infty$, $j_-(x - t) u_0(x) = u_0(x)$ for $t \gg 0$. The integral term vanishes for large $t$ because $j'$ is supported near 0 whereas $\text{Supp } u_0(x + t)$ leaves any neighbourhood of 0. This means that $(e^{-it\hat{H}z} j_- e^{it\hat{H}z} u)_0 = u_0$ in finite time and then $(e^{-it\hat{H}z} j_- e^{it\hat{H}z} u)_0 = iL_{\mathcal{H}} u_0$ using (51).

By Theorem 4.4, $W_{\mathcal{H}}^f$ and $\Omega_{\mathcal{H}}^f$ are bounded operators so that
\[ s - \lim_{t \to +\infty} (e^{-it\hat{H}z} j_- e^{it\hat{H}z}) (e^{-it\hat{H}z} i_- e^{it\hat{H}z}) = \Omega_{\mathcal{H}}^f W_{\mathcal{H}}^f. \]

The above computations show that the left-hand side above is $\mathbb{1}_{\Psi_{\mathcal{H}}}(\hat{\mathcal{H}}_{\mathcal{H}}^1 \times \{0\})$ (first proved on a dense subspace then extended to $\Psi_{\mathcal{H}}(\hat{\mathcal{H}}_{\mathcal{H}}^1 \times \{0\}$ by continuity) which entails (44).\(\square\)

\(^{16}\) Otherwise, we have to involve a propagation estimate to make $i_- i_+ e^{it\hat{H}z}$ vanish at the limit $t \to +\infty$.\[\square\] Springer
5 Geometric Interpretation

We provide the geometric interpretation of the scattering associated with the dynamics $H_{\mathcal{H},\mathcal{I}}$ of Sect. 4.2. We will show how the inverse wave operators of Theorem 4.4 are related to traces onto the horizons $\mathcal{H}$ and $\mathcal{I}$. We adapt [20] which deals with Dirac equation in Kerr spacetime.

This section is organized as follows: in Sect. 5.1, we define energy spaces on horizons using the principal null geodesics; we construct in Sect. 5.2 full wave and inverse wave operators using Theorem 4.4; Sect. 5.3 then shows that they are indeed inverse; in Sect. 5.4, we extend the trace operators from smooth compactly supported data to energy spaces as bounded invertible operators; finally, we solve an abstract Goursat problem in Sect. 5.5.

5.1 Energy Spaces on the Horizons

We define in this Subsection the energy spaces on the horizons obtained by transport of the principal null geodesics. This will allow us to define traces in Sect. 5.4 and extend them as abstract operators acting on energy spaces.

First, we explicit the correspondence between horizons and the initial data slice $\Sigma_0$ using principal null geodesics. Recall from Sect. 3.1 the extended-star $(t^*, z^*, \omega^*)$ and star extended $(^*t, ^*z, ^*\omega)$ coordinates which describe the horizons:

$$t^* = t + T(r), \quad ^*t = t - T(r),$$
$$z^* = z + Z(r), \quad ^*z = z - Z(r),$$
$$\omega^* = ^*\omega = \omega$$

with $T = x$ and

$$T'(r) = F(r)^{-1}, \quad Z'(r) = -sV(r)F(r)^{-1}.$$

Then

$$\mathcal{H}^+ = \mathbb{R}^* \times S^1_{\omega^*} \times \{-r_-\} \times S^2_r, \quad \mathcal{I}^+ = \mathbb{R}^* \times S^1_{\omega^*} \times \{r_+\} \times S^2_r,$$
$$\mathcal{H}^- = \mathbb{R}^* \times S^1_{\omega^*} \times \{-r_+\} \times S^2_r, \quad \mathcal{I}^- = \mathbb{R}^* \times S^1_{\omega^*} \times \{r_+\} \times S^2_r.$$

Let $(t_0, z_0, r_0, \omega_0) \in \tilde{\mathcal{M}}$. Since $t^*$ and $z^*$ (respectively, $^*t$ and $^*z$) are constant along $\gamma_{in}$ (respectively, along $\gamma_{out}$), we find

$$\lim_{r \to r^-} \gamma_{in}(r) = (t_0 + T(r_0), z_0 + Z(r_0), -r_-, \omega_0) \in \mathcal{H}^+,$$
$$\lim_{r \to r^+} \gamma_{out}(r) = (t_0 - T(r_0), z - Z(r_0), r_+, \omega_0) \in \mathcal{I}^+,$$
\[
\begin{align*}
\lim_{r \to r_-} \gamma_{\text{out}}(r) &= (t_0 - T(r_0), z - Z(r_0), r_-, \omega_0) \in \mathcal{H}^-, \\
\lim_{r \to r_+} \gamma_{\text{in}}(r) &= (t_0 + T(r_0), z + Z(r_0), -r_+, \omega_0) \in \mathcal{I}^-
\end{align*}
\]
for the end points of the principal null geodesics intersecting \((t_0, z_0, r_0, \omega_0)\) at \(r = r_0\) (the explicit expressions of \(T(r) = x(r)\) and \(Z(r)\) are given in (18) and (19)). As \(T, Z : [r_-, r_+] \to \mathbb{R}\) are smooth diffeomorphisms, the applications \(\mathcal{F}^\pm_{\mathcal{H}} : \mathcal{H}^\pm \to \Sigma_0\) and \(\mathcal{F}^\pm_{\mathcal{I}} : \mathcal{I}^\pm \to \Sigma_0\) defined by
\[
\begin{align*}
\mathcal{F}^{-/}_{\mathcal{H}} \left( \lim_{r \to r_-} \gamma_{\text{out}}(r)(p_0) \right) &= p_0, \\
\mathcal{F}^{-/}_{\mathcal{I}} \left( \lim_{r \to r_+} \gamma_{\text{in}}(r)(p_0) \right) &= p_0
\end{align*}
\]
for all \(p_0 \in \Sigma_0\) are well-defined diffeomorphisms which identify end points on the future/past horizons to the initial point on \(\Sigma_0\).

Let us turn to the definition of the energy spaces on the horizons. We define the asymptotic future/past energy spaces \(\mathcal{E}_{\pm} := ((\mathcal{F}^\pm_{\mathcal{H}})^{-1})^* \mathcal{H}_{\mathcal{H}} \times ((\mathcal{F}^\pm_{\mathcal{I}})^{-1})^* \mathcal{H}_{\mathcal{I}}\) and their restrictions \(\mathcal{E}^\pm_{\mathcal{H}}\) to \((\partial r_+^\pm + z)\) endowed with the norms
\[
\| (\xi, \zeta) \|^2_{\mathcal{E}^\pm_{\mathcal{H}}} := \| (L \mathcal{H} + ik_{\mathcal{H}})((\mathcal{F}^\pm_{\mathcal{H}})^{-1})^* \xi \|^2_{\mathcal{H}} + \| (L_{\mathcal{I}} + ik_{\mathcal{I}})((\mathcal{F}^\pm_{\mathcal{I}})^{-1})^* \zeta \|^2_{\mathcal{I}}.
\]
Using the coordinates recalled in Sect. 5.1, we can write
\[
\begin{align*}
\partial_x &= \partial_{t^*} - sV(r)\partial_z^*, \\
\partial_z &= \partial_{z^*}, \\
\partial_x &= -\partial_t + sV(r)\partial_z^*, \\
\partial_z &= \partial_{t^*}.
\end{align*}
\]
Using \(L \mathcal{H} = -\partial_x - sV\partial_z\) and \(L_{\mathcal{I}} = \partial_x - sV\partial_{z^*}\), we explicitly get:
\[
\begin{align*}
\| (L \mathcal{H} + ik_{\mathcal{H}})((\mathcal{F}^\pm_{\mathcal{H}})^{-1})^* \xi \|^2_{\mathcal{H}} &= \int_{\mathbb{R}^+ \times S^2 \times S^2 \times S^2} \left( \partial_{t^*} \xi - sV\partial_z^* \xi \right)^2(t^*, z^*, \omega) dt^* dz^* d\omega, \\
\| (L_{\mathcal{I}} + ik_{\mathcal{I}})((\mathcal{F}^\pm_{\mathcal{I}})^{-1})^* \zeta \|^2_{\mathcal{I}} &= \int_{\mathbb{R}^+ \times S^2 \times S^2 \times S^2} \left( \partial_t \zeta - sV\partial_{z^*} \zeta \right)^2(t, z, \omega) dt dz d\omega.
\end{align*}
\]
Similar formulas hold on \(\mathcal{H}^-\) and \(\mathcal{I}^-\).

**Remark 5.1** The asymptotic energies on the horizons are nothing but the flux of the Killing generators \(X_\pm := \partial_{t^*} - sV\partial_{z^*}\), \(X_+ := \partial_t - sV\partial_{z^*}\) defined in (22) through the corresponding horizon.

### 5.2 The Full Wave Operators

The operators in Theorem 4.4 are not inverse despite their name because the cut-offs \(i_{\pm}\) cancel outgoing/incoming data. In this Subsection, we construct full wave and inverse wave operators which encode scattering in both the ends of the spacetime.

Let \(\Pi_0 : \mathcal{H}_{\mathcal{H}}^{1,2} \times \mathcal{H}_{\mathcal{I}}^{1,2} \ni (u_0, u_1) \mapsto (u_0, 0) \in \mathcal{H}_{\mathcal{H}}^{1,2}, \Pi_1 : \mathcal{H}_{\mathcal{H}}^{1,2} \times \mathcal{H}_{\mathcal{I}}^{1,2} \ni (u_0, u_1) \mapsto (0, u_1) \in \mathcal{H}_{\mathcal{I}}^{1,2}\) and \(\widehat{\Pi}_0 : \mathcal{E}^1_{\mathcal{H}} \ni (u_0, u_1) \mapsto (u_0, 0) \in \mathcal{H}_{\mathcal{H}}^{1,2} \times \{ 0 \}\).
\[ \hat{\Pi}_1 : \hat{\mathcal{E}}_{\mathcal{J}} \ni (u_0, u_1) \mapsto (0, u_0) \in [0] \times \mathcal{H}^{1, z}_{\mathcal{J}}. \] For all \( t \in \mathbb{R} \), we define the following operators:

\[
W(t) := \sqrt{2}e^{-it\hat{H}}_i - \Psi_{\mathcal{J}} e^{it\hat{\mathcal{H}}_{\mathcal{J}}} \Pi_0 + \sqrt{2}e^{-it\hat{H}}_i + \Psi_{\mathcal{J}} e^{it\hat{\mathcal{H}}_{\mathcal{J}}} \Pi_1, \tag{52}
\]

\[
\Omega(t) := e^{-it\hat{\mathcal{H}}_{\mathcal{J}}} \Pi_0 j - e^{-it\hat{H}}_z + e^{-it\hat{\mathcal{H}}_{\mathcal{J}}} \Pi_1 j e^{it\hat{H}}_z. \tag{53}
\]

Recall that \( j_{-/+} \in \mathcal{B}(\hat{\mathcal{E}}_{\mathcal{J}}, \hat{\mathcal{E}}_{\mathcal{J}}) \) by Lemma 4.5 so that (53) makes sense.

**Lemma 5.1** Let \( z \in \mathbb{Z} \setminus \{0\} \). There exists \( s_0 > 0 \) such that for all \( s \in ] - s_0, s_0[ \), the following holds:

1. For all \( u = (u_0, u_1) \) such that \((u_0, 0) \in \Psi^{-1}_1(\mathcal{D}^\text{fin}, z) \) and \((0, u_1) \in \Psi^{-1}_J(\mathcal{D}^\text{fin}, z) \), the limits

\[ \mathbb{W}^\pm u := \lim_{t \to \pm \infty} W(t)u = W_{\mathcal{J}} f/p \Psi_{\mathcal{J}} \Pi_0 u + W_{\mathcal{J}} f/p \Psi_{\mathcal{J}} \Pi_1 u \]

exist in \( \hat{\mathcal{E}}_{\mathcal{J}} \). The operators \( \mathbb{W}^\pm \) extend to bounded operators \( \mathbb{W} \in \mathcal{B}(\mathcal{H}^{1, z}_{\mathcal{J}} \times \mathcal{H}^{1, z}_{\mathcal{J}}) \).

We call \( \mathbb{W}^\pm \) the full future/past wave operators.

2. The following strong limits exist:

\[ \mathbb{I}^\pm := s - \lim_{t \to \pm \infty} \Omega(t) = \Psi^{-1}_1 \Omega f/p_{\mathcal{J}} + \Psi^{-1}_J \Omega f/p_{\mathcal{J}} \in \mathcal{B}(\hat{\mathcal{E}}_{\mathcal{J}}, \mathcal{H}^{1, z}_{\mathcal{J}} \times \mathcal{H}^{1, z}_{\mathcal{J}}). \]

The operators \( \mathbb{I}^\pm \) are the full future/past inverse wave operators.

**Proof** 1. Let \( \pi_j : (u_0, u_1) \mapsto u_j \) be the projection onto the \( j \)-th component, \( j \in \{0, 1\} \). The existence of the strong limits on \( \pi_0 \left( \Psi^{-1}_1(\mathcal{D}^\text{fin}, z) \right) \times \pi_1 \left( \Psi^{-1}_J(\mathcal{D}^\text{fin}, z) \right) \) follows from part 1. of Theorem 4.4 as \( \Psi_{\mathcal{J}} e^{it\hat{\mathcal{H}}_{\mathcal{J}}} \Psi_{\mathcal{J}} = e^{it\hat{H}}_{\mathcal{J}} \Psi_{\mathcal{J}} \). To define the operator on any \( u \in \mathcal{H}^{1, z}_{\mathcal{J}} \times \mathcal{H}^{1, z}_{\mathcal{J}} \), it suffices to observe that

\[
\mathcal{H}^{1, z}_{\mathcal{J}} \times \mathcal{H}^{1, z}_{\mathcal{J}} = \pi_0 \left( \Psi^{-1}_1(\mathcal{D}^\text{fin}, z) \right) \times \pi_1 \left( \Psi^{-1}_J(\mathcal{D}^\text{fin}, z) \right). \tag{54}
\]

This follows from the facts that \( \mathcal{D}^\text{fin}, z \) are dense in \( \hat{\mathcal{E}}_{\mathcal{J}} \) (cf. Lemma 4.4), that \( \Psi_{\mathcal{J}} \) are homeomorphisms (cf. Lemma 4.1) and that projections are continuous with respect to the product topology. We then conclude using that \( W_{\mathcal{J}} f/p \) and \( W_{\mathcal{J}} f/p \) have continuous extensions by part 1. of Theorem 4.4.

2. Let us write

\[ \Omega(t) = e^{-it\hat{\mathcal{H}}_{\mathcal{J}}} \Pi_0 e^{it\hat{H}}_{\mathcal{J}} \left( e^{-it\hat{H}}_{\mathcal{J}} j - e^{it\hat{H}}_{\mathcal{J}} \right) + e^{-it\hat{\mathcal{H}}_{\mathcal{J}}} \Pi_1 e^{it\hat{H}}_{\mathcal{J}} \left( e^{-it\hat{H}}_{\mathcal{J}} j + e^{it\hat{H}}_{\mathcal{J}} \right) \]
where
\[ e^{-i\hat{H} z} \Pi_0 e^{it\hat{H} z} \in \mathcal{B}(\hat{\mathcal{E}}^z, \hat{\mathcal{H}}^d_z \times \hat{\mathcal{H}}^d_z), \quad e^{-i\hat{\mathcal{E}}^z} \Pi_1 e^{it\hat{\mathcal{E}}^z} \in \mathcal{B}(\hat{\mathcal{E}}^z, \hat{\mathcal{H}}^d_z \times \hat{\mathcal{H}}^d_z) \]
uniformly in \( t \in \mathbb{R} \). Theorem 4.4 then implies that
\[ \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} = e^{-i\hat{\mathcal{E}}^z} \Pi_0 e^{it\hat{\mathcal{E}}^z} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} + e^{-i\hat{H} z} \Pi_1 e^{it\hat{H} z} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} + o_t \to +\infty(1). \]

Next, Proposition 4.1 shows that \( \Omega(t) \hat{\mathcal{E}}^z \subset \Psi(t) (\hat{\mathcal{H}}^d_z \times \{0\}) \) and \( \Omega(t) \hat{\mathcal{E}}^z \subset \Psi(t) (\{0\} \times \hat{\mathcal{H}}^d_z) \). Since \( \Psi(t) \Pi_0 \) projects onto states \( u \) satisfying \( u_1 = iL_h u_0 \), it comes:
\[
\begin{align*}
  e^{-i\hat{\mathcal{E}}^z} \Pi_0 e^{it\hat{\mathcal{E}}^z} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} &= e^{-i\hat{\mathcal{E}}^z} \Pi_0 e^{it\hat{\mathcal{E}}^z} \Psi \Pi_0 \Psi^{-1} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} \\
  &= e^{-i\hat{H} z} \Pi_0 \Psi \Pi_0 \Psi^{-1} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} \\
  &= \left( e^{iL_h} \begin{pmatrix} 0 & 0 \\ 0 & e^{iL_h} \end{pmatrix} \right) \Pi_0 \Psi \Pi_0 \Psi^{-1} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} \\
  &= \Pi_0 \Psi \Pi_0 \Psi^{-1} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} \\
  &= \Psi^{-1} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix}.
\end{align*}
\]

Similarly, we have
\[
\Psi(t) e^{-i\hat{H} z} \Psi(t) \Pi_1 e^{it\hat{H} z} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} = \Psi(t) \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix}
\]
whence finally:
\[
\Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} = \Psi^{-1} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} + \Psi^{-1} \Omega(t) \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} + o_t \to +\infty(1).
\]

\[ \square \]

**Remark 5.2** We have
\[ \ker \Omega^\pm = \ker \Omega^f \cap \ker \Omega^f. \]
Indeed, let \( u = (u_0, u_1) \in \hat{\mathcal{E}}^z \). Using that \( \Psi^{-1}_{\mathcal{H}^\ell, \mathcal{F}} \) are isometries by Lemma 4.1, we can write

\[
\| \hat{\mathcal{O}}^\pm u \|^2_{\mathcal{H}^1} = \| (\mathcal{O}^f_{\mathcal{H}^\ell, \mathcal{F}} u)_0 \|^2_{\mathcal{H}^1} + \| (\mathcal{O}^f_{\mathcal{F}^\ell, \mathcal{F}} u)_0 \|^2_{\mathcal{F}^1} \leq \| \mathcal{O}^f_{\mathcal{H}^\ell, \mathcal{F}} u \|^2_{\mathcal{E}_z^\ell} + \| \mathcal{O}^f_{\mathcal{F}^\ell, \mathcal{F}} u \|^2_{\mathcal{E}_z^\ell}
\]

(56)

so that \( \ker \hat{\mathcal{O}}^\pm \supset \ker \mathcal{O}^f_{\mathcal{H}^\ell, \mathcal{F}} \cap \ker \mathcal{O}^f_{\mathcal{F}^\ell, \mathcal{F}} \). Since \( \mathcal{O}^f_{\mathcal{H}^\ell, \mathcal{F}} \hat{\mathcal{E}}^z \subset \Psi_{\mathcal{H}}(\mathcal{H}^1 \times \{0\}) \) and \( \mathcal{O}^f_{\mathcal{F}^\ell, \mathcal{F}} \hat{\mathcal{E}}^z \subset \Psi_{\mathcal{F}}(\{0\} \times \mathcal{H}^1) \) by Proposition 4.1, \( (\mathcal{O}^f_{\mathcal{H}^\ell, \mathcal{F}} u)_0 = 0 \) entails \( (\mathcal{O}^f_{\mathcal{F}^\ell, \mathcal{F}} u)_0 = 0 \). This means that the left-hand side in (56) vanishes if and only if the right-hand side does, and (55) follows.

We will show in the proof of Theorem 5.1 that both the sets in (55) are actually trivial.

### 5.3 Inversion of the Full Wave Operators

In this Subsection, we show that the full wave operators and the full inverse wave operators are indeed inverses in the energy spaces.

**Lemma 5.2** Let \( z \in \mathbb{Z} \setminus \{0\} \) and pick\(^17\) \( \chi \in C_\infty_c(\mathbb{R}) \). For all \( u \in \hat{\mathcal{E}}^z \),

\[
\lim_{|t| \to +\infty} \left| \left\| i_{-f} e^{i t \hat{H}^t} \chi(\hat{H}^z) u \right\|_{\mathcal{E}^z} - \left\| i_{-f} e^{i t \hat{H}^t} \chi(\hat{H}^z) u \right\|_{\mathcal{E}^z} \right| = 0.
\]

**Proof** We only treat the \(-, \mathcal{H}^\ell \) case. As in the proof of the existence of the future inverse wave operator in Theorem 4.4 (cf. Sect. 4.5.5), we can assume that \(-\Delta \mathcal{E}^z = \sum_{0 \leq \ell \leq \ell_0} \ell(\ell + 1) u \). Set \( v := e^{i t \hat{H}^t} u \in \hat{\mathcal{E}}^z \). Then

\[\left| \left\| i_{-} v \right\|_{\mathcal{E}^z}^2 - \left\| i_{-} v \right\|_{\mathcal{E}^z}^2 \right| \leq \left| \left\| (h_{\mathcal{H}^\ell} - h_0)i_{-} v_0, i_{-} v_0 \right\|_{\mathcal{H}^t} \right| \]

\[+ \left| \left\| i_{-} (v_1 - i s V v_0), i_{-} (V - V) v_0 \right\|_{\mathcal{H}^t} \right| \]

\[+ \left| \left\| i_{-} (V - V) v_0, i_{-} (v_1 - i s V v_0) \right\|_{\mathcal{H}^t} \right| \]

\[\leq \left| \left\| (f(x) + (V - V) \nabla x) i_{-} v_0, i_{-} v_0 \right\|_{\mathcal{H}^t} \right| \]

\[+ \left| \left\| v_1 - i s V v_0 \right\|_{\mathcal{H}^t} \left\| i_{-} (V - V) v_0 \right\|_{\mathcal{H}^t} \right| \]

\[+ \left| \left\| (v_1 - i s V v_0) \nabla x \right\|_{\mathcal{H}^t} \left\| i_{-} (V - V) v_0 \right\|_{\mathcal{H}^t} \right| \]

\[\leq \left| \left\| (s(x) i_{-} v_0, i_{-} v_0) \right\|_{\mathcal{H}^t} \right| + \left| \left\| \nabla x v_0 \right\|_{\mathcal{H}^t} \left\| i_{-} (V - V) v_0 \right\|_{\mathcal{H}^t} \right| \]

\[+ \left| \left\| i_{-} (V - V) v_0 \right\|_{\mathcal{H}^t} \left\| v_1 - i s V v_0 \right\|_{\mathcal{H}^t} \right| \]

\(^{17}\) Recall as in the proof of Theorem 4.4 that there is no restriction on the support of \( \chi \) because we assume \( s \) small enough so that \([6, \text{Theorem 3.8}]\) implies that there is no resonance on \( \mathbb{R} \); in the general case, \( \chi \) must cancel in a neighbourhood of the real resonances.
with $|f(x)|, |g(x)| \lesssim (1 + \varepsilon_0^2) e^{-2|\varepsilon_0^2|}$ and $\kappa := \min\{\kappa_-, |\kappa_+|\}$ (as in (40), $\lesssim$ is $\varepsilon_0$-independent but depends on $z$). It follows

$$\left\| i_- v \right\|_{\mathcal{E}_z}^2 - \left\| i_+ v \right\|_{\mathcal{E}_z}^2 \lesssim \left\| \hat{h}_0^{1/2} w^{1/2} v_0 \right\|_{\mathcal{H}^{1/2}}^2 + \left\| v \right\|_{\mathcal{E}_z} \left\| \hat{h}_0^{1/2} w^{1/2} v_0 \right\|_{\mathcal{H}^{1/2}}$$

where $w(r(x)) = \sqrt{(r(x) - r_0(r_+ + r)(r_1 + r)(r_1 + r))} = \mathcal{O}_{|x| \to +\infty}(e^{-2|\varepsilon_0^2|})$. The $\mathcal{H}^z$ norms make sense thanks to Hardy type inequality [15, Lemma 9.5]:

$$\left\| i_- v \right\|_{\mathcal{E}_z}^2 - \left\| i_+ v \right\|_{\mathcal{E}_z}^2 \lesssim \left\| \hat{h}_0^{1/2} w^{1/2} v_0 \right\|_{\mathcal{H}^{1/2}}^2 + \left\| v \right\|_{\mathcal{E}_z} \left\| \hat{h}_0^{1/2} w^{1/2} v_0 \right\|_{\mathcal{H}^{1/2}}$$

Fix now $\varepsilon > 0$ arbitrarily small and pick $(\phi_n)_{n \in \mathbb{R}}$ a sequence of smooth compactly supported functions such that $\phi_n \to u$ in $\mathcal{E}_z$ as $n \to +\infty$. We have

$$\left\| \frac{1}{2} e^{it \hat{H}^z} u \right\|_{\mathcal{E}_z} \lesssim \left\| \frac{1}{2} e^{it \hat{H}^z} (\phi_n - u) \right\|_{\mathcal{E}_z} + \left\| \frac{1}{2} e^{it \hat{H}^z} \phi_n \right\|_{\mathcal{E}_z}.$$

Fix $N \gg 0$ so that

$$\left\| \frac{1}{2} e^{it \hat{H}^z} (\phi_N - u) \right\|_{\mathcal{E}_z} < \varepsilon / 2$$

then apply [15, Proposition 6.7] to get

$$\left\| \frac{1}{2} e^{it \hat{H}^z} \chi(\hat{H}^z) \phi_N \right\|_{\mathcal{E}_z} \leq \left\| \frac{1}{2} e^{it \hat{H}^z} \chi(\hat{H}^z) w^{1/2} \right\|_{\mathcal{B}(\mathcal{E}_z)} \left\| w^{-1/2} \phi_N \right\|_{\mathcal{E}_z} \leq C_N (t)^{-1}$$

with $C_N > 0$ depending on the support of $\phi_N$. Choose $t \gg 0$ (depending on $N$) so that $C_N (t)^{-1} < \varepsilon / 2$. Hence, for $t$ large enough, we have

$$\left\| i_- e^{it \hat{H}^z} \chi(\hat{H}^z) u \right\|_{\mathcal{E}_z} - \left\| i_- e^{it \hat{H}^z} \chi(\hat{H}^z) u \right\|_{\mathcal{E}_z} < C \varepsilon$$

for some $C > 0$ (independent of $\phi_N$). This completes the proof.

\[\square\]

**Theorem 5.1** (Inversion of the full wave operators)

*Let $z \in \mathbb{Z} \setminus \{0\}$. There exists $s_0 > 0$ such that for all $s \in [-s_0, s_0[$,

$$\mathcal{O}_z^\pm \mathcal{W}_z^\pm = 1_{\mathcal{H}_z^\pm} \times \mathcal{H}_z^\pm,$$

(57)

$$\mathcal{W}_z^\pm \mathcal{O}_z^\pm = 1_{\mathcal{E}_z}.$$

(58)
**Proof** Let us show (57). Since $\sqrt{2}\Psi_0\Pi_0$ (respectively, $\sqrt{2}\Psi_1\Pi_1$) is the projection onto $\Psi_0(\hat{H}^1_{\mathcal{H}} \times \{0\})$ (respectively, onto $\Psi_1(\{0\} \times \hat{H}^1_{\mathcal{H}})$), this identity directly follows from Proposition 4.1.

Let us show (58). It is sufficient to show that $\hat{\Omega}^\pm$ is one-to-one, since then the right-inverse is also a left-inverse\(^\text{18}\). By Remark 5.2, it is sufficient to show that

$$\ker \Omega^{f/p}_{\mathcal{H},\mathcal{G}} = \{0\}. \quad (59)$$

Let $u \in \hat{\mathcal{E}}^z$ such that

$$\Omega^{f/p}_{\mathcal{H}} u = \Omega^{f/p}_{\mathcal{G}} u = 0. \quad (60)$$

Pick $\varepsilon > 0$, $t \in \mathbb{R}$ and $\chi \in C_\infty^\infty(\mathbb{R})$ as in Lemma 5.2 then write:

$$\|u\|_{\hat{\mathcal{E}}^z} \lesssim \|\chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z} + \|(1 - \chi(\hat{H}z))u\|_{\hat{\mathcal{E}}^z}, \quad (61)$$

$$\|\chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z} \lesssim \|e^{it\hat{H}z} \chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z} \lesssim \| (i^2 + i_+^2) e^{it\hat{H}z} \chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z} \lesssim \| i_- e^{it\hat{H}z} \chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z} + \| i_+ e^{it\hat{H}z} \chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z}. \quad (62)$$

We have used above the boundedness on $\hat{\mathcal{E}}^z$ of $e^{it\hat{H}z}$ (cf. Theorem 4.1) and $i_\pm$ (cf. [15, Lemma 5.4]). Next, using Lemma 5.2 as well as the unitarity of $e^{it\hat{H}z}_{\mathcal{H},\mathcal{G}}$, we get for $|t| \gg 0$:

$$\|\chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z} \lesssim \| i_- e^{it\hat{H}z} \chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z} + \| i_+ e^{it\hat{H}z} \chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z} + \| e^{-it\hat{H}z} i_- e^{it\hat{H}z} \chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z} + \| e^{-it\hat{H}z} i_+ e^{it\hat{H}z} \chi(\hat{H}z)u\|_{\hat{\mathcal{E}}^z} + \| e^{-it\hat{H}z} i_- e^{it\hat{H}z} (1 - \chi(\hat{H}z))u\|_{\hat{\mathcal{E}}^z} + \| e^{-it\hat{H}z} i_+ e^{it\hat{H}z} (1 - \chi(\hat{H}z))u\|_{\hat{\mathcal{E}}^z} + \frac{\varepsilon}{6}. \quad (62)$$

By part 2. of Theorem 4.4, we have for $t$ sufficiently large:

$$\| e^{-it\hat{H}z} i_- e^{it\hat{H}z} u\|_{\hat{\mathcal{E}}^z} \leq \| \Omega^{f/p}_{\mathcal{H},\mathcal{G}} u\|_{\hat{\mathcal{E}}^z} + \frac{\varepsilon}{6}. \quad (63)$$

\(^{18}\) Indeed, assume that $AB = 1$ and $A$ has been shown to be one-to-one. Then $A = (AB)A$ and the injectivity allows us to simplify the equation on its left, that is $1 = BA$. 

\(\square\) Springer
\[
\| e^{-it\hat{H}_{\gamma}} i_+ e^{it\hat{H}_{\gamma}} u \|_{\mathcal{E}_{\gamma}} \leq \| \Omega_{\gamma} f / p u \|_{\mathcal{E}_{\gamma}} + \frac{\varepsilon}{6}.
\]

Furthermore,
\[
\| e^{-it\hat{H}_{\gamma}} i_- e^{it\hat{H}_{\gamma}} (1 - \chi(\hat{H}_{\gamma})) u \|_{\mathcal{E}_{\gamma}} \lesssim \| (1 - \chi(\hat{H}_{\gamma})) u \|_{\mathcal{E}_{\gamma}}
\]

by uniform boundedness of the evolutions as well as boundedness of \( i_- : \mathcal{E}_{\gamma} \rightarrow \mathcal{E}_{\gamma} \) (cf. Lemma 4.5). Back into (62), we obtain:
\[
\| u \|_{\mathcal{E}_{\gamma}} \lesssim \| \Omega_{\gamma} f / p u \|_{\mathcal{E}_{\gamma}} + \| \Omega_{\gamma} f / p u \|_{\mathcal{E}_{\gamma}} + 2 \| (1 - \chi(\hat{H}_{\gamma})) u \|_{\mathcal{E}_{\gamma}} + \frac{\varepsilon}{2}. \quad (63)
\]

Plugging (63) into (61) and letting the support of \( \chi \) widespread enough in order to use (42), we obtain:
\[
\| u \|_{\mathcal{E}_{\gamma}} \lesssim \| \Omega_{\gamma} f / p u \|_{\mathcal{E}_{\gamma}} + \| \Omega_{\gamma} f / p u \|_{\mathcal{E}_{\gamma}} + \varepsilon \lesssim \varepsilon.
\]

As \( \varepsilon \) was arbitrary, we have shown (59). This completes the proof. \( \Box \)

### 5.4 Traces on the Energy Spaces

Let \((\phi_0, \phi_1) \in C^\infty_c(\Sigma_0) \times C^\infty_c(\Sigma_0)\). By Leray’s theorem (cf. [26]), there exists an unique solution \( \phi \in C^\infty(\tilde{M}) \) of
\[
\begin{cases}
\square \phi = 0 \\
\phi|_{\Sigma_0} = \phi_0 \\
(-i\partial_t \phi)|_{\Sigma_0} = \phi_1
\end{cases}
\]
(64)

Moreover, \( \phi \) extends to a smooth function \( \hat{\phi} \in C^\infty(\tilde{M}) \). In particular, \( \hat{\phi} \) has traces \((\xi^\pm, \xi^\pm) \in C^\infty(\mathcal{H}^{\pm}) \times C^\infty(\mathcal{I}^{\pm})\). The future/past trace operators are then defined on smooth compactly supported data by
\[
\mathcal{F}^{\pm} : C^\infty_c(\Sigma_0) \times C^\infty_c(\Sigma_0) \ni (\phi_0, \phi_1) \mapsto (\xi^\pm, \xi^\pm) \in C^\infty(\mathcal{H}^{\pm}) \times C^\infty(\mathcal{I}^{\pm}).
\]

The purpose of this Subsection is to extend the traces on the asymptotic energy spaces \( \mathcal{E}_{\gamma}^{\pm} \). To do so, we will use completeness of wave operators.

Using the identification diffeomorphisms of Sect. 5.1, we first link traces on the horizons to the operators \( \Omega^{\pm} \):

**Lemma 5.3** (Pointwise traces)

Define the isometries
\[
U^{\pm} := \left( \begin{array}{cc} (\mathcal{F}^{\pm})^* & 0 \\ 0 & (\mathcal{F}^{\pm})^* \end{array} \right) \in B(\mathcal{H}^1_{\mathcal{H}} \times \mathcal{H}^1_{\gamma}, \mathcal{E}_{\gamma}^{\pm}).
\]
For all \( \phi = (\phi_0, \phi_1) \in C_c^\infty(\Sigma_0) \times C_c^\infty(\Sigma_0) \),

\[
\mathcal{T}^\pm (\phi_0 \ \phi_1) = U^\pm \tilde{\Omega}^\pm (\phi_0 \ \phi_1).
\]

**Proof** We only treat the \(+\) case. Let \( \phi = (\phi_0, \phi_1) \in C_c^\infty(\Sigma_0) \times C_c^\infty(\Sigma_0) \) and set \((v_0(t), v_1(t)) := e^{it\mathcal{H}} (\phi_0, \phi_1)\). The operators \((\mathcal{T}_{\mathcal{H}}^+) e^{-it\mathcal{H}}\) carry data onto the future horizons along principal null geodesics (Fig. 4), so we have

\[
\Omega(t) \left( \begin{array}{c} \phi_0 \\ \phi_1 \end{array} \right) = \left( \begin{array}{c} (\mathcal{T}_{\mathcal{H}}^+) (j_- v_0(t)) \circ \gamma_{in}(-t) \\ (\mathcal{T}_{\mathcal{H}}^+) (j_+ v_0(t)) \circ \gamma_{out}(-t) \end{array} \right) = \left( \begin{array}{c} (v_0)_{\mathcal{H}+} \\ (v_1)_{\mathcal{H}+} \end{array} \right) = \mathcal{T}^+ \left( \begin{array}{c} \phi_0 \\ \phi_1 \end{array} \right)
\]

for \( t \gg 0 \) since \( i_{-/+} \equiv 1 \) near \( \mathcal{H} \mid \mathcal{I} \).

Combining Lemma 5.3 with Theorem 5.1, we obtain:

**Theorem 5.2** (Extension of the traces)

Let \( z \in \mathbb{Z} \setminus \{0\} \). There exists \( s_0 > 0 \) such that for all \( s \in ]-s_0, s_0[ \), the traces extend to energy spaces as bounded invertible operators:

\[
\mathcal{T}^\pm = U^\pm \tilde{\Omega}^\pm \in \mathcal{B}(\hat{E}^z, \hat{E}_z^\pm),
\]

\[
(\mathcal{T}^\pm)^{-1} = \mathcal{W}^\pm (U^\pm)^{-1} \in \mathcal{B}(\hat{E}_z^\pm, \hat{E}^z).
\]

**Remark 5.3** The regularity of elements in the energy spaces does a priori not ensure the existence of the traces for general solutions of the extended wave equation. Theorem 5.2 shows that they exist thanks to the completeness of the wave operators.

Theorem 5.2 also provides the geometric interpretation of the full wave operators as inverses of the traces on horizons. Both are linked by the transformations \( U^\pm \) which identify points on horizons and \( \Sigma_0 \) via transport along principal null geodesics.
5.5 Solution of the Goursat Problem

The Goursat problem consists in an inverse problem on the global outer space \((\mathcal{M}, \tilde{g})\) constructed in Sect. 3.3. Given boundary data \((\xi^\pm, \zeta^\pm) \in C_c^\infty(\mathscr{H}^\pm) \times C_c^\infty(\mathscr{I}^\pm)\), we are asked to find \(\phi : \mathcal{M} \to \mathbb{C}^2\) solving the wave equation (8) and such that

\[
\phi|_{\mathscr{H}^\pm} = \xi^\pm, \quad \phi|_{\mathscr{I}^\pm} = \zeta^\pm.
\]

The Goursat problem is linked to the trace operators as being the inverse procedure of taking the trace of a solution of equation (8). The analytic scattering theory solves this problem by constructing the inverse wave operators using spectral theory from [6] and [15]. In general, the Goursat problem on a general spatially compact spacetime can be solved for weakly spacelike Cauchy problems associated with wave-type operators (i.e. whose principal symbol is the principal symbol of the wave operator) by means of energy estimates, cf. [22]. This method can be adapted for black hole type spacetimes, see the paper of Nicolas [29, Appendix B] for the wave equation on Schwarzschild spacetime. See also [29, Remark 1.1 & Sect. 4] for some discussions about the different points of view of the scattering.

Theorem 5.2 allows us to solve the following abstract Goursat problem:

**Theorem 5.3** Let \(z \in \mathbb{Z} \setminus \{0\}\). There exists \(s_0 > 0\) such that for all \(s \in ]-s_0, s_0[\) the following property: there exist homeomorphisms

\[
T^\pm : \hat{\mathcal{E}}^z \longrightarrow \hat{\mathcal{E}}^z_\pm
\]

solving the Goursat problem (66) in the energy spaces, that is, for all \((\xi^\pm, \zeta^\pm) \in \hat{\mathcal{E}}^z_\pm\), there exists an unique \(\phi \in C^0(\mathbb{R}_t; \hat{\mathcal{E}}^z)\) solving the wave equation on \((\mathcal{M}, \tilde{g})\) with initial data \(\phi(0) = (\phi_0, \phi_1)\) such that

\[(\xi^\pm, \zeta^\pm) = T^\pm(\phi_0, \phi_1)\).

**Remark 5.4** In the standard case of the wave equation on De Sitter-Schwarzschild spacetime [29], the traces extend as unitary operators between energy spaces defined on \(\Sigma_0\) and on the horizons. Here, we only have bounded extensions because of the superradiance. In particular, we have the following control of the energies:

\[
\frac{1}{C} \|\phi(0)\|_{\mathcal{E}}^2 \leq \|(\xi^\pm, \zeta^\pm)\|_{\mathcal{E}}^2 \leq C \|\phi(0)\|_{\mathcal{E}}^2
\]

for some constant \(C > 0\).
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