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Abstract—The multi-modal salient object detection model based on RGB-D information has better robustness in the real world. However, it remains nontrivial to better adaptively balance effective multi-modal information in the feature fusion phase. In this letter, we propose a novel gated recoding network (GRNet) to evaluate the information validity of the two modes, and balance their influence. Our framework is divided into three phases: perception phase, recoding mixing phase and feature integration phase. First, A perception encoder is adopted to extract multi-level single-modal features, which lays the foundation for multimodal semantic comparative analysis. Then, a modal-adaptive gate unit (MGU) is proposed to suppress the invalid information and transfer the effective modal features to the recoding mixer and the hybrid branch decoder. The recoding mixer is responsible for recoding and mixing the balanced multi-modal information. Finally, the hybrid branch decoder completes the multi-level feature integration under the guidance of the optional edge guidance stream (OEGS). Experiments and analysis on eight popular benchmarks verify that our framework performs favorably against 9 state-of-art methods.

Index Terms—Salient object detection, multi-modal, gated mechanism, edge guidance, feature fusion.

I. INTRODUCTION

Salient object detection (SOD) [1][2][3] aims to identify object-level regions with strong visual impact that attract the attention of the human visual system most in an image [4][5]. With the development of deep learning, deep features have replaced hand-crafted features [6][8][7] as a powerful tool for SOD, and promote it to better serve application-oriented tasks [8][9][10].

The existing RGB-D SOD methods have proposed a variety of multi-level feature and multi-modal feature fusion techniques. [11] uses Ostu algorithm [12] to design supervised gate modules to suppress invalid depth information. [13] adopts the gated mechanism to suppress different level features in different degrees. [11] proposes a three-stream structure and uses an attention mechanism to better fuse multi-modal features. However, there is still room for improvement. Different from the above methods, we provide more structure attempts for the gate unit and propose a four-stream structure with a dual recoding mixer. Besides, our gate unit does not need to specially design supervision labels like [11]. Let’s introduce our network in order of phases.

In this letter, from the perspective of multi-modal information balance, we propose a novel saliency detection method to suppress the invalid modal information and recode the balanced features. The whole network is a 4-stream structure and includes three phases: perception phase, recoding mixing phase, and feature integration phase. In the first phase, as shown in Fig.1 the perception encoder consists of two parts (Encoder-A and Encoder-B), which are only responsible for processing single-modal data and providing multi-level features for the two-phase recoding mixer. MGU is the bridge between perception encoder, recoding mixer, and hybrid branch decoder. It senses and analyzes the corresponding multi-level features of the two modes, suppresses the inaccurate features, and transfers the balanced features to the recoding mixer. In the second phase, the recoding mixer (Mixer-A and Mixer-B) recodes the balanced multi-level multi-modal features in the way of step-by-step insertion. In the third phase, the hybrid branch decoder uses three classical feature integration structures for reference to further fuse the multi-level features provided by the mixer. The accurate low-level detail features in the encoder are used for cross-phase multi-modal edge guidance under the regulation of OEGS.

Our contributions are summarized as follows:

- We propose MGU to compare and analyze the multi-level features obtained by two single-modal encoders to complete the feature validity evaluation. According to the evaluation results, MGU suppresses negative modal information to achieve multi-modal balance.
- We adopt a recoding mixer to recode the new features balanced by MGU to obtain more accurate multi-level features. The hybrid branch decoder integrates multi-level features under the guidance of OEGS.
- Sufficient experiments conducted on 8 RGB-D SOD datasets demonstrate that the proposed method outperforms 26 state-of-the-art methods.

II. THE PROPOSED METHOD

The motivation for the proposed network is two-fold. First, RGB images are vulnerable to the interference of light and clutter background, resulting in inaccurate segmentation. The depth maps are insensitive to the detail texture information in the plane region, and the semantic information provided by the depth maps is sometimes invalid. Therefore, we seek a solution (MGU) to perceive and suppress the inaccurate modal information and then fuse the balanced multi-modal features.

Second, the edge details of RGB and depth maps are effective to optimize the edge of segmentation results, but
some edge information may be misleading, so we design a decoder with optional edge guidance to better perform the multi-modal edge guidance.

The proposed method is illustrated in Fig.1 which consists of three parts: Perception Encoder, Recoding Mixer, and Hybrid Branch Decoder. MGU and OEGS connect them.

A. Perception Encoder and Modal-Adaptive Gate Unit

Perception Encoder is responsible for multi-level feature extraction of single-modal data and effectiveness evaluation of multi-level features. It consists of two parts: Encoder-A and Encoder-B. They are both made up of ResNet-50 and their output feature of each stage is processed by a convolution operation to unify the channel as 64. As shown in Fig.1 encoder, the final output features are \(D_2, D_3, D_4, D_5, R_2, R_3, R_4, R_5\).

Modal-adaptive gate unit (MGU) adopts multi-level features provided by Perception Encoder to evaluate the effectiveness of modal information level by level, as shown in Fig.1MGU1, MGU2, MGU3. Taking MGU1 as an example, its inputs are depth semantic feature \(D_s\), purple arrow), RGB semantic feature \(R_s\), purple arrow), current level depth feature \(D_2\), grey arrow), and current level RGB feature \(R_2\), blue arrow). Semantic features \(D_s, R_s\) are obtained by integrating the features of the deepest two stages \((4,5)\) through FPN structure [14]. The deeper the feature, the larger the receptive field and the richer the semantic information. Because the feature size of the 5th stage is too small \((11 \times 11)\), it will lose the spatial structure information, so we combine it with the 4th stage feature \((22 \times 22)\). The visualization in the dotted box on the left side of Fig.1 confirms the above statement.

Fig.2 shows the details of the MGU, the input features \((D_s, R_s, D_2, R_2)\) are sent to the weight analysis module (WAM). We analyze the details of the internal WAM of MGU in detail on the right. Here, we propose two kinds of weight analysis schemes with and without multi-layer perceptron (MLP) [15]. Taking the calculation of \(G_a\) as an example, the calculation process of the scheme without MLP is as follows:

\[
G_a = \text{Gap}(C^4_{s}(\text{Cat}(D_2, R_2, D_s, R_s))).
\]

The process of the scheme with MLP is as follows:

\[
G_a = MLP_{S}^{44-16} \cdot \text{Gap}(C^4_{s}(\text{Cat}(D_2, R_2, D_s, R_s))),
\]

where \(64 \in C^4_{s}\) means that the output feature is 64 channels, \(R\) and \(s\) mean that the activation function is ReLU and Sigmoid respectively, \(\text{Gap}\) and \(\text{Cat}\) are global average pooling and concatenation. \(MLP_{S}^{44-16-1}\) means that the hidden and output layers of multi-layer perceptron are 64 and 1. After getting the balance weights \((G_a, G_b)\) through WAM, we use them to suppress the invalid features to obtain the modal-adaptive fusion features \(A\) and \(B\). The process is as follows:

\[
A = \text{Cat}(C^4_{s}(D_2) + G_a \times (C^4_{s}(R_2))),
\]

\[
B = \text{Cat}(C^4_{s}(D_2) \times G_b + (C^4_{s}(R_2))),
\]

where \(\times\) and \(\cdot\) means element-wise multiplication.

B. Multi-Modal Recoding Mixer

The multi-modal recoding mixer is composed of two parts (Mixer-A, Mixer-B), and their backbones both are a part of ResNet-50 (without Stage1), as shown in the middle of Fig.1. The Mixer-A and Mixer-B re-encode the modal-adaptive fusion features \((A, B)\) in the way of step-by-step insertion. In Fig.2 we can find that the depth feature is regulated in feature \(B\), and the RGB feature is regulated in feature \(A\). Therefore, Mixe-B is mainly responsible for the situation that RGB features are effective and depth information is unreliable. Mixer-A is responsible for the situation that the depth information has reference value but the RGB data is not accurate. We take stage2 and stage3 of Mixer-B as an example to introduce the operation process of Recoding Mixer.

\[
R_{2'} = \text{Res}^{25}(C^4_{R}(B1)),
\]

\[
R_{3'} = \text{Res}^{25}(C^4_{R}(U(p(B2)) + R_{2'}),
\]

where \(U(p(\cdot))\) is upsampling 2 times. \(\text{Res}^{25}\) is the operation of ResNet-50 stage 2.

C. Hybrid Branch Decoder

The hybrid branch decoder first fuse the features \((D_2', R_2', ..., D_5', R_5')\) of the same level output from the Recoding Mixer by concatenation operation to get features \(C_2, C_3, C_4, C_5\). Then three classical fusion structures (parallel structure (a), progressive structure (b), and edge guidance (c)) are adopted for multi-level feature integration. We split the hybrid branch decoder in Fig.1 into three parts, as shown in Fig.5. Most existing methods either adopt parallel structure [16] [17] [13], or progressive structure [15] [19] [20] [21] [2]. Besides, we also design our multi-modal optional edge guidance stream (c) based on [22]. It is worth noting that the output features after convolution in the decoder are all 64 channels.

In progressive structure, high-level features contribute more contextual guidance, which is conducive to the prediction of the main body. However, as a residual structure, the parallel structure maximizes the value of low-level features to compensate for the details. The P2 branch of parallel structure receives multi-modal edge guidance from OEGS, which further enhances edge optimization. The visualization in the lower right corner of Fig.1 validates the above statement.

We can see that under the semantic guidance of P1/F1 (P1 is F1), the invalid edge information (the red circles of E1d, E2d, E1r, E2r in Fig.1) in multi-mode edge features (E1d, E1r) is well suppressed at the semantic level. The weight outputs \((G_r, G_d)\) by the WAM module in the encoder further filter the two kinds of edge features at the modal level to prevent the wrong guidance of useless modal edge information.

III. EXPERIMENTS

A. Experimental Setup

RGB-D Salient Object Detection Datasets: we follow [23] to design the experiment. For DUTRGBD [23], we utilize 800 pairs of data for training and the remaining 400 pairs for testing. For the other datasets, we follow [24] [25] [26] to adopt 700 pairs sampled from NLPR [27] and 1,485 pairs sampled from NJUD [28] for training. The remaining data are used as testing datasets: NLPR, NJUD, RGBD135 [29], SIP [30], SSD [31], STEREO [32], LSDF [33].

Implementation Details: Four ResNet-50s, pre-trained on ImageNet, are used in the main part of encoders and mixers respectively. We adopt warm-up and linear decay strategies in training. The maximum learning rates of the backbone
Fig. 1: The overall architecture of GRNet. The network contains three parts: single-modal Perception Encoder, multi-modal Recoding Mixer, and Hybrid Branch Decoder. The modal-adaptive gate unit is the bridge between encoder and mixer.

Fig. 2: The architecture details of the modal-adaptive gate unit (MGU). The input features of the MGU are from the Encoder and the output features are fed into the Mixer. Weight analysis modules (WAM) are shown in the right.

and other parts are set to 5e-3 and 5e-2 respectively. SGD (stochastic gradient descent) is the optimizer. Weight decay is 5e-4. Momentum is 0.9. The batch size is 16. The training maximum epoch is set to 30. We use a PC with RTX 2080Ti GPU and 16GB RAM for training and inference. The input image in the test phase is set to 352 × 352.

B. Evaluation Metrics

We used two widely used metrics to evaluate the performance of our model and the state-of-the-art methods. Mean absolute error (MAE) is adopted to estimate the pixel-level approximation degree between ground truth (GT) and the prediction. F-measure (Fβ) uses the PR information to make a comprehensive analysis. The parameter β is set to 0.3.

Weighted F-measure (Fβw), a weighted precision, is designed to improve F-measure. PR curve compares the prediction results and GT to calculate the precision (TP/(TP + FP)) and recall (TP/(TP + FN)). Due to space constraints, we don’t show Fmax, Favg, E-measure, and S-measure in Tab[1]
C. Comparison with State-of-the Arts

For a fair comparison, we use the saliency maps generated by the original codes or provided by the authors. We compare GRNet with other 9 methods, including CDCP[7], D3Net[35], S2MA[36], DPANet[11], CDNet[37], cmSalGAN[38], SCRN[39], etc.

Quantitative Evaluation: Some competitive methods are listed in Tab[I] for \( F_{\beta}^{w} \) and MAE. A complete comparison is given in the appendix, including the PR curve. Our method performs favorably against others.

Qualitative Evaluation: We show the visual comparison in Fig[2]. The proposed method makes full use of the advantages of modal complementarity, avoids the interference of invalid information, and produces overall better saliency maps.

D. Ablation Analysis

1) Analysis of the contribution of each component: Firstly, as shown in the 1st line of Tab[II] we use the ResNet-50 + FPN structure (Fig[3](b)) as the baseline model, where we only adopt the RGB data. Then, in the 2nd line, we use two ResNet-50s as multi-modal encoders, use concatenation operation to merge the same level outputs and use FPN as the decoder. We can find that multi-modal inputs can significantly improve network performance. In the 4th line, we add MGUs and Recoding Mixer based on the 2nd line setting. In the 3rd line, we remove the weights \((G_a, G_b)\) from MGU relative to the 4th line, which verifies the importance of weight adjustment. Lines 3 and 4 prove the importance of Recoding Mixer to improve network performance, in which MGU plays an important role. The 5th line uses not only progressive structure (FPN) but also parallel structure. The 7th adds EOGS (Fig[3](c)). The 6th line removes the weight regulation \((G_r, G_d)\) obtained by WAM in OEGS. In the 8th line, we add the well-known IoU loss [40] to binary cross entropy loss (BCE). Structure loss = IoU + BCE. The WAMs of the above experiments all adopt without MLP design scheme. In the 9th line, we use the scheme with MLP to enhance the perception ability of WAM. We can find that every component is essential. In the last line of Tab[II] we use the training strategy of horizontal flip and random crop to further enhance the model GRNet-MLP.

2) Gate weight analysis: In Fig[4] we analyze the role of weight regulation \((G_{a1}, G_{b1}, G_{a2}, G_{b2}, G_{a3}, G_{b3}, G_r, G_d)\) in MGU1, MGU2, MGU3, and WAM of OEGS in a statistical way. On the left side of the Tab[5] we show the average weight of each of the seven datasets and the average weight of the combined statistics (ALL). The blue part indicates that the weight of the depth feature is greater than the weight of the RGB feature \((G_d > G_r, G_b > G_a)\). We can notice that RGB data is more useful in most cases. The depth information of some datasets (SIP, LFSD, RGBD135) is of a great reference value. Besides, through the table and line chart in Fig[5] we can find that the semantic information (deeper features) of most depth data is relatively insufficient. While the shallow features of depth data are valuable for detail optimization.

| Model     | LFSD | NUJ2K | SIP | STEREO |
|-----------|------|-------|-----|--------|
| w/o depth | 0.79 | 3.25  | 0.83 | 0.85   |
| 2 En+FPN  | 0.71 | 3.04  | 0.78 | 0.83   |
| 3 En+Mix+FPN | 0.74 | 0.49  | 0.75 | 0.80   |
| 4 En+Mix+FPN | 0.74 | 0.46  | 0.80 | 0.58   |
| 5 En+Mix+FPN | 0.70 | 0.49  | 0.80 | 0.57   |
| 6 En+Mix+De | 0.75 | 0.45  | 0.80 | 0.56   |
| 7 En+Mix+De | 0.71 | 0.45  | 0.80 | 0.56   |
| 8 +structure loss | 0.80 | 0.75  | 0.82 | 0.55   |
| 9 GRNet+MLP | 0.92 | 0.79  | 0.86 | 0.56   |

IV. CONCLUSION

In this letter, we propose a modal-adaptive gated recoding network for RGB-D salient object detection. We use the filtering mechanism of the gate unit to reconstruct and recode the features provided by the single-mode encoder. The optional edge guide stream and hybrid branch decoder can effectively optimize and integrate multi-level multi-modal features. Extensive evaluation verifies the superiority of the proposed method. We can find that the depth data plays an auxiliary role from the weight analysis and its shallow features are more valuable, which is helpful for future research.
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