Demonstration of the Rodeo Algorithm on a Quantum Computer
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Abstract
The rodeo algorithm is an efficient algorithm for eigenstate preparation and eigenvalue estimation for any observable on a quantum computer. This makes it a promising tool for studying the spectrum and structure of atomic nuclei as well as other fields of quantum many-body physics. The only requirement is that the initial state has sufficient overlap probability with the desired eigenstate. While it is exponentially faster than well-known algorithms such as phase estimation and adiabatic evolution for eigenstate preparation, it has yet to be implemented on an actual quantum device. In this work, we apply the rodeo algorithm to determine the energy levels of a random one-qubit Hamiltonian, resulting in a relative error of 0.08% using mid-circuit measurements on the IBM Q device Casablanca. This surpasses the accuracy of directly-prepared eigenvector expectation values using the same quantum device. We take advantage of the high-accuracy energy determination and use the Hellmann-Feynman theorem to compute eigenvector expectation values for a different random one-qubit observable. For the Hellmann-Feynman calculations, we find a relative error of 0.7%. We conclude by discussing possible future applications of the rodeo algorithm for multi-qubit Hamiltonians.
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1 Introduction

Determining the eigenvalues and eigenvectors of a quantum Hamiltonian is one of the grand challenges of quantum many-body theory, where the dimensionality of the Hilbert space grows exponentially with the number of constituent particles. In nuclear physics, there is much interest in predicting the spectrum, structure, and properties of the low-lying energy states of atomic nuclei from \textit{ab initio} calculations [1–20]. Also of great interest are spectral response functions, which measure the overlap of energy states with a particular initial state such as the ground state struck by an external probe [21–24].

Quantum computing offers the potential for new and efficient methods for eigenvalue estimation, eigenstate preparation, and spectral response function calculations. There are several well-known algorithms that measure energy eigenvalues by means of time evolution controlled by an auxiliary register of qubits. Some examples include quantum phase estimation [25, 26] and iterative quantum phase estimation [27, 28]. The rodeo algorithm (RA) is another recently introduced method that uses time evolution controlled by an auxiliary register of qubits [29]. However, it is a stochastic algorithm that uses destructive interference to suppress eigenvectors with eigenvalues different from the desired target energy. It was shown to be exponentially faster than quantum phase estimation and adiabatic evolution [30, 31] for preparing eigenstates [29]. While several promising examples were considered, no implementation had been demonstrated on a quantum device.

In this letter we present the first application of the RA on a quantum device and demonstrate its performance in computing the eigenvalues of a random one-qubit Hamiltonian, using the cloud-based IBM quantum computer Casablanca. In addition to finding the energy spectrum of the Hamiltonian, we also use the Hellmann-Feynman theorem [32] to compute the eigenvector expectation values for a different random one-qubit observable. We note that a number of other algorithms have been recently proposed that also determine the spectrum of a Hamiltonian operator [22, 33–36]. There have been several reviews on quantum computing algorithms for quantum many-body systems [37, 38] as well as new applications and improvements to the rodeo algorithm [39, 40]. The Hellmann-Feynman theorem has also been discussed in the context of molecular forces and quantum chemistry [41, 42].

2 Applications to one-qubit Hamiltonians

We consider a quantum register composed of two qubits. The first qubit is our system under study, which we term the “object” system. The second qubit is the ancilla, or “arena” qubit.

Any Hamiltonian $H_{obj}$ on a single qubit has the form $c_I I + c_X X + c_Y Y + c_Z Z$. Here $I$ is the identity; $X, Y, Z$ are the Pauli operators; and $c_I, c_X, c_Y, c_Z$ are real coefficients. The object system is initialized in some state $|\psi_I\rangle$, while the ancilla is initialized in the state $|0\rangle$. We will apply $N$ successive cycles of the RA with target energy $E$, and the elements of the $k^{th}$ cycle are described as follows. The ancilla is first transformed by a Hadamard gate $H$. This is followed by the controlled time evolution of $H_{obj}$ for time duration $t_k$. We then perform a phase rotation $P(Et_k)$ on the ancilla qubit, apply another Hadamard gate $H$, and measure the ancilla. Mid-circuit measurements were recently enabled by IBM Q, and they allow us to reuse the same ancilla qubit for all cycles. The elements of the cycle are illustrated in Fig. 1.

The time $t_k$ for each cycle is a random number sampled from a Gaussian distribution centered at zero and specified root-mean-square value $\sigma$. We define a successful outcome
Operations dependent on $t_k$

Fig. 1 One cycle of the RA. A single cycle of the RA for a one-qubit object Hamiltonian. The object qubit is initialized to some general state $|\psi_0\rangle$, while the ancilla starts at $|0\rangle$. The boxed quantum gates depend on the random variables $t_k$, which are sampled from a Gaussian distribution of width $\sigma$. The parameter $E$ in the phase gate effectively shifts $H_{obj}$ by a constant, an important element of the algorithm.

to be the case where all $N$ successive measurements of the ancilla qubit are $|0\rangle$, which we denote compactly as the zero string $0^N$. Suppose now that our initial state $|\psi_I\rangle$ is an eigenstate of $H_{obj}$ with eigenvalue of $E_{obj}$. For target energy $E$ and $N$ rodeo cycle times $\{t_k\}$ with $k = 1, \cdots, N$, the probability of a successful outcome will be denoted as $P_{0^N}(E|\{t_k\})$. We find that

$$P_{0^N}(E|\{t_k\}) = \prod_{k=1}^{N} \cos^2 \left[ \frac{t_k}{2} (E_{obj} - E) \right]. \quad (1)$$

If we marginalize or average over all possible time values $\{t_k\}$, we find that

$$P_{0^N}(E) = \left[ \frac{1 + e^{-(E_{obj} - E)^2/\Gamma^2}}{2} \right]^N. \quad (2)$$

We see that the probability of success decays exponentially fast for $E_{obj}$ not equal to $E$, while there is no loss of probability when $E_{obj}$ equals $E$. Moreover, the width of this exponential is defined by $\Gamma \equiv 1/\sigma$, which has units of energy. Hence, we see that changing $\sigma$ effectively changes the magnification of our energy sensor.

In this work we are initializing the ancilla in the $|0\rangle$ state and successful measurements correspond to the ancilla in the $|0\rangle$ state. This is a change from Ref. [29] motivated by the empirical fact that the probability to flip from $|0\rangle$ to $|1\rangle$ due to noise is much smaller than the probability to flip from $|1\rangle$ to $|0\rangle$. With the new scheme, a flip from $|1\rangle$ to $|0\rangle$ produces a small increase in the background noise level when $E_{obj}$ is different from $E$. This is preferable to the original scheme, where a flip from $|1\rangle$ to $|0\rangle$ would instead produce a decrease in the success probability when $E_{obj}$ equals $E$.

3 Determining the energy spectrum

To determine the energy eigenvalues of $H_{obj}$, we implement the RA repeatedly with the target energy $E$ scanning over the energy domain from $E_{min}$ to $E_{max}$. We deduce reasonable values for $E_{min}$ and $E_{max}$ from an estimate of the operator norm of $H_{obj}$. The energy eigenvalues will appear as peaks in the success probability distribution, $P_{0^N}(E)$. We first locate the peaks at low resolution and then enhance the quality with finer resolution scans. The sharpness of the energy resolution is inversely proportional to the width parameter $\sigma$. This is illustrated in
Sequential scans of the energy. Each bin represents a distinct RA circuit for target energy $E$ and width parameter $\sigma$. The color and shading indicates the success probability $P_{0,N}(E)$. Centered around each of the peaks from the first scan, a second scan is performed using with a large value of $\sigma$ and better energy resolution. This is then repeated for the third scan.

For the calculations presented here, we will consider a one-parameter family of one-qubit Hamiltonians.

$$H_{obj}(\phi) = H^{(0)} + \phi H^{(1)},$$

where $H^{(0)}$ is

$$-0.08496I - 0.89134X + 0.26536Y + 0.57205Z,$$

and $H^{(1)}$ is

$$-0.84537I + 0.00673X - 0.29354Y + 0.18477Z.$$

Each of these eight coefficients were chosen as random numbers uniformly distributed from $-1$ to $1$. We also take $N = 3$ for all the quantum circuits in this work, where $N$ is the number of successive rodeo cycle measurements. Each cycle requires two CNOT gates, and so the total number of CNOT gates for the entire circuit is six.

The results for $H_{obj}(0)$ are shown in Fig. 3. The details of the circuits used are described in the Supplemental Materials. We take the initial object state to be $|0\rangle$, and perform three energy scans with $\sigma$ values 2, 7, and 12. We show the results obtained on the IBM Q device Casablanca, using the two connected qubits with low real-time error rate. The results shown correspond to raw data without error mitigation. The dashed lines indicate the expected results computed from classical calculations of the success probability. For the first scan, we also show the results obtained using a noiseless simulator of the quantum device. The difference
Fig. 3 Energy scans for $H_{\text{obj}}(0)$. We show the results obtained on the IBM Q device Casablanca. The dashed lines indicate the expected results computed from classical calculations of the success probability. For the first scan, we also show the results obtained using a noiseless simulator of the quantum device.

between the noiseless simulator results and expected results are due to statistical errors from the finite number of measurements. While the noise of the quantum device reduces the peak heights below the expected values, the locations of the peaks are very well reproduced. The peak positions are determined by fitting Gaussian functions to the success probability data near the peak. When $E$ is more than $1/\sigma$ away from any of the eigenvalues, the probability of measuring $|0\rangle$ is approximately $1/2$ for each cycle. With $N = 3$ cycles the success probability is $(1/2)^3 = 0.125$, and this explains the background value in Fig. 3.

4 Applying the Hellmann-Feynman Theorem

From the eigenvalues of $H_{\text{obj}}(\phi)$ for small $\phi$, we can use the Hellmann-Feynman theorem to compute the expectation value of $H^{(1)}$ for the eigenstates of $H^{(0)}$ [32]. The Hellmann-Feynman theorem is nothing more than first-order perturbation theory for the energy. If $E_n(\phi)$ are the energy eigenvalues of $H_{\text{obj}}(\phi)$ and $|\psi_n(\phi)\rangle$ the corresponding eigenstates, then we have

$$\frac{dE_n(\phi)}{d\phi} = \langle \psi_n(\phi)|H^{(1)}|\psi_n(\phi)\rangle.$$  \hspace{1cm} (6)

For $\phi = 0$, we get the expectation values of $H^{(1)}$ with respect to the eigenstates of $H_{\text{obj}}(0) = H^{(0)}$.

In Fig. 4, we plot the energy eigenvalues of $H_{\text{obj}}(\phi)$. The upper eigenvalue $E_1$ is shown in the top panel, and the lower eigenvalue $E_2$ is shown in the bottom panel. Because $\phi$ is changed gradually, we only need to perform the scan for $\sigma = 12$ for each additional value of $E$ after the first. For each such value, we perform 2500 measurements for 25 random sets of $t_k$ for $E_1$ and 5000 measurements for 50 random sets of $t_k$ for $E_2$. Each set has 3 values as $N = 3$. Plotted are the RA results (filled circles), a quadratic fit to the RA results (solid
line) with three-standard-deviation error bands (shaded band), exact results (filled squares), and a quadratic fit to the exact results (dashed line). The error bars on the individual RA data points indicate one-standard-deviation errors. The overlap of the initial state with the upper eigenstate is somewhat larger and is the reason for the smaller error bars.

From the quadratic fit to the RA data points, we can extract energy eigenvalues of $H^{(0)}$ and the expectation values of $H^{(1)}$ with respect to the eigenstates of $H^{(0)}$. The results are shown in Table 1. The error bars indicate the one-sigma uncertainties due to statistical noise and Gaussian peak fitting. For comparison, we also show exact results. From the averaged performance results for $|\psi_1\rangle$ and $|\psi_2\rangle$, the relative error in computing the energies of $H^{(0)}$ is 0.08%, fully consistent with our error estimates. We note that no error mitigation is applied to these results. In applying the Hellmann-Feynman theorem, we are measuring derivatives of the energy, and so the resulting errors are significantly larger. Nevertheless, the uncertainty for the expectation value of $H^{(1)}$ still remains small. From the averaged performance results for $|\psi_1\rangle$ and $|\psi_2\rangle$, the relative error for the energies of $H^{(1)}$ is 0.7%, again fully consistent with our error estimates.

| $H^{(0)}$ | $|\psi_1(0)\rangle$ exact | $|\psi_2(0)\rangle$ exact |
|-----------|--------------------------|--------------------------|
| $H^{(1)}$ | $1.00681(66)$ | $1.00690$ | $-1.1750(12)$ | $-1.1768$ |
| $H^{(1)}$ | $-0.83254(89)$ | $-0.8254$ | $-0.868(14)$ | $-0.8653$ |

Table 1 RA results for the energy eigenvalues of $H^{(0)}$ and the expectation values of $H^{(1)}$ with respect to the eigenstates of $H^{(0)}$. For comparison, we also show the exact results.

5 Prepared eigenvector expectation values

To obtain a comparative measure of quality of the RA results, we use the same IBM Q device Casablanca to directly prepare the eigenstates $|\psi_1(0)\rangle$ and $|\psi_2(0)\rangle$ and compute the expectation values of $H^{(0)}$ and $H^{(1)}$. When we say “directly preparing” the eigenstate, we mean that we apply a unitary operation that produces the desired eigenvector. This straightforward calculation can also be viewed as an upper bound on the accuracy of the variational quantum eigensolver method for the same problem [43].

In Table 2, the prepared eigenvector results without measurement error mitigation are presented. We show the expectation values of $X, Y, Z$ as well as $H^{(0)}$ and $H^{(1)}$. The error bars are statistical errors calculated from the distribution of results obtained from 10 independent trials of 5000 measurements for each of the Pauli operators with each eigenstate. From the averaged performance results for $|\psi_1\rangle$ and $|\psi_2\rangle$, the relative error for the expectation values of $H^{(0)}$ is 5%, and the relative error for the expectation values of $H^{(1)}$ is 0.6%. The deviation for the expectation value of $H^{(1)}$ is smaller due to the fact that the coefficients of the Pauli matrices are, by chance, smaller for $H^{(1)}$. But both deviations are much larger than the statistical error estimates, indicating significant systematic errors likely due to measurement bias.

We have therefore analyzed the same data using measurement error mitigation. Preceding the 10 independent trials, we collect data for the $2 \times 2$ “calibration matrix”, which gives the probability of measuring $|0\rangle$ or $|1\rangle$ when the state is prepared in a pure $|0\rangle$ or $|1\rangle$ state. We
Table 2
Prepared eigenvector results without measurement error mitigation.

|        | $|\psi_1(0)\rangle$ | exact      | $|\psi_2(0)\rangle$ | exact     |
|--------|---------------------|------------|---------------------|-----------|
| $\langle X \rangle$ | -0.7455(44)        | -0.8164    | 0.8055(22)         | 0.8164    |
| $\langle Y \rangle$ | 0.2750(36)         | 0.2430     | -0.2196(25)        | -0.2430   |
| $\langle Z \rangle$ | 0.5356(46)         | 0.5239     | -0.4632(21)        | -0.5239   |
| $\langle H^{(0)} \rangle$ | 0.9589(48)       | 1.0069     | -1.1262(24)        | -1.1768   |
| $\langle H^{(1)} \rangle$ | -0.8321(14)       | -0.8254    | -0.8610(84)        | -0.8653   |

Table 3
Prepared eigenvector results with measurement error mitigation.

|        | $|\psi_1(0)\rangle$ | exact      | $|\psi_2(0)\rangle$ | exact     |
|--------|---------------------|------------|---------------------|-----------|
| $\langle X \rangle$ | -0.8119(46)        | -0.8164    | 0.8152(27)         | 0.8164    |
| $\langle Y \rangle$ | 0.2569(83)         | 0.2430     | -0.2596(79)        | -0.2430   |
| $\langle Z \rangle$ | 0.5297(80)         | 0.5239     | -0.5151(89)        | -0.5239   |
| $\langle H^{(0)} \rangle$ | 1.0100(65)       | 1.0069     | -1.1751(60)        | -1.1768   |
| $\langle H^{(1)} \rangle$ | -0.8283(28)       | -0.8254    | -0.8589(29)        | -0.8653   |

6 Discussion and Outlook

We have found that the RA for the random one-qubit Hamiltonian $H^{(0)}$ achieves a relative error of 0.08% for the energy eigenvalues. This is better than the relative error obtained for the error-mitigated expectation values of $H^{(0)}$ using the directly-prepared eigenvectors. While the object Hamiltonian acts on only one qubit, the implementation described in this work involves six two-qubit CNOT gates. The resulting loss of fidelity due to gate errors, measurement errors, and qubit decoherence is far higher than 0.08%. The fact that the RA is delivering accurate results for the energy without any error mitigation can be attributed to its unusual and robust design. Even in the presence of significant noise, the RA succeeds in its strategy of reducing the spectral weight of eigenstates with the wrong energy. While the noise will result in some reduction of the spectral weight of the desired eigenstate, it is still possible, with sufficient statistics, to distinguish the signal above the random background. By sufficient statistics, we mean that the number of measurements must be large enough so that the statistical noise of the random background is smaller than the size of the signal.
For this one-qubit benchmark calculation, one could likely reach even lower relative errors using the RA, provided that the gates of the device are calibrated with sufficiently high accuracy. As noted in Ref. [29], for energy eigenvalue determination with relative error $\epsilon$, the computational effort scales as $O[(\log \epsilon)^2/(p\epsilon^2)]$, where $p$ is the squared overlap of the initial state with the target eigenvector. We contrast this with the $O(1/\epsilon^2)$ scaling of the computational effort, due to statistical errors, for directly-prepared eigenvector expectation values. The $O(1/\epsilon^2)$ estimate is also a lower bound for the computational scaling of variational quantum eigensolvers. We must also add the additional computational effort required for the variational search to prepare the eigenstate with the required error tolerance.

Hellmann-Feynman theorem calculations of the expectation value $H^{(1)}$ using the RA have a relative error of 0.7%, or about one order of magnitude larger. This larger error comes from the fact that we must compute numerical derivatives of $E_n(\phi)$. We nevertheless have established that the Hellmann-Feynman theorem can be used to compute expectation values of observables accurately on a quantum device. In order to compute operator expectation values with relative error $\epsilon$, we must compute the energies of $H_{\text{obj}}(\phi)$ with error tolerance $O(\epsilon^2)$ for values of $\phi$ of size $O(\epsilon)$. So the corresponding computational scaling is $O[(\log \epsilon)^2/(p\epsilon^2)]$.

In this work we have demonstrated the performance of the RA for a general one-qubit object Hamiltonian. Due to these promising results, we are now working with collaborators to test the performance of the RA on multi-qubit object Hamiltonians. For the multi-qubit Hamiltonian, we will have additional systematic errors arising from the need to perform a Suzuki-Trotter decomposition of the time evolution operator [44–46]. However, one can still define an effective Hamiltonian for the multi-qubit system that exactly reproduces the Trotterized time evolution. Based on the results presented here, there is reason to believe that the eigenvalues of the multi-qubit effective Hamiltonian can also be determined with good accuracy, provided that the signal is strong enough to distinguish above the random background. The RA may then be used in the future to study the spectrum and structure of nuclear states as well as spectral response functions. There is also potential for addressing quantum many-body problems in other fields such as condensed matter physics, quantum chemistry, and ultracold atoms and molecules. For large quantum systems, however, we are faced with the problem that the overlap of the initial state with the eigenstate of interest becomes very small. For this reason, we are currently investigating efficient preconditioning methods to increase the overlap of the initial state with the targeted eigenstate.
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Supplemental Material

In this section we provide further details of the quantum circuits used in the calculations. The one-qubit object Hamiltonian, $H_{\text{obj}}$, can be written as $c_I I + c_X \sigma_X + c_Y \sigma_Y + c_Z \sigma_Z$, where $\sigma_X, \sigma_Y, \sigma_Z$ are the Pauli matrices and $I$ is the identity matrix. The slight change in Pauli matrix notation is useful for the vector index contractions to follow. We can therefore write the time evolution operator as

$$U(t) = e^{-iH_{\text{obj}}t} = e^{-ic_I t} e^{-\frac{i}{2} \hat{n} \cdot \vec{\sigma}} \equiv e^{-ic_I t} R_{\hat{n}}(\theta),$$

where $R_{\hat{n}}(\theta)$ is a rotation matrix about the three-dimensional unit vector $\hat{n}$ by angle $\theta$ and parametrizes any matrix in the defining representation of the group $SU(2)$. We have

$$R_{\hat{n}}(\theta) = e^{-\frac{i}{2} \hat{n} \cdot \vec{\sigma}}$$

$$= \begin{bmatrix} \cos\left(\frac{\theta}{2}\right) - i \sin\left(\frac{\theta}{2}\right) n_Z & -i \sin\left(\frac{\theta}{2}\right) (n_X - i n_Y) \\ -i \sin\left(\frac{\theta}{2}\right) (n_X + i n_Y) & \cos\left(\frac{\theta}{2}\right) + i \sin\left(\frac{\theta}{2}\right) n_Z \end{bmatrix},$$

where

$$\theta = 2t \sqrt{c_X^2 + c_Y^2 + c_Z^2},$$

and

$$\hat{n} = \frac{1}{\sqrt{c_X^2 + c_Y^2 + c_Z^2}} \begin{bmatrix} c_X \\ c_Y \\ c_Z \end{bmatrix} = \begin{bmatrix} n_X \\ n_Y \\ n_Z \end{bmatrix}.\tag{10}$$

From the documentation of Qiskit, the open source software kit for IBM Q devices, a generic single-qubit quantum operation $U$ is parameterized with three Euler angles $\gamma, \beta, \delta$.

$$U(\gamma, \beta, \delta) = \begin{bmatrix} \cos\left(\frac{\delta}{2}\right) & -e^{i\beta} \sin\left(\frac{\delta}{2}\right) \\ e^{i\beta} \sin\left(\frac{\delta}{2}\right) & \cos\left(\frac{\delta}{2}\right) e^{i(\beta + \delta)} \end{bmatrix}.\tag{11}$$

Applying the $Z-Y$ decomposition for a single qubit [47], we can rewrite the parametrization as

$$U(\gamma, \beta, \delta) = e^{i\frac{\pi}{4} \hat{n} \cdot \vec{\sigma}} \begin{bmatrix} e^{-i\frac{\pi}{4} n_Z} \cos\left(\frac{\beta}{2}\right) & -e^{i\frac{\pi}{4} n_Z} \sin\left(\frac{\beta}{2}\right) \\ e^{i\frac{\pi}{4} n_Z} \sin\left(\frac{\beta}{2}\right) & e^{i\frac{\pi}{4} n_Z} \cos\left(\frac{\beta}{2}\right) \end{bmatrix}\equiv e^{i\frac{\pi}{4} \hat{n} \cdot \vec{\sigma}} R_{\hat{n}}(\theta).\tag{12}$$
We equate the upper-left and lower-left entries of the matrices $R_{\theta}(\theta)$ and $R_Z(\beta)R_Y(\gamma)R_Z(\delta)$ and obtain the following constraints:

\begin{align*}
\cos\left(\frac{\delta + \beta}{2}\right) \cos\left(\frac{\gamma}{2}\right) &= \cos\left(\frac{\theta}{2}\right), \\
- \sin\left(\frac{\delta + \beta}{2}\right) \cos\left(\frac{\gamma}{2}\right) &= -n_Z \sin\left(\frac{\theta}{2}\right), \\
\cos\left(\frac{\delta - \beta}{2}\right) \sin\left(\frac{\gamma}{2}\right) &= n_Y \sin\left(\frac{\theta}{2}\right), \\
- \sin\left(\frac{\delta - \beta}{2}\right) \sin\left(\frac{\gamma}{2}\right) &= -n_X \sin\left(\frac{\theta}{2}\right). 
\end{align*}

We remove the global phase from the definition of the $U$ gate and instead implement the overall phase controlled by the $c_I$ term. This generates two extra terms in the argument of the phase gate, $\xi$. The final results for the parameters are

\begin{align*}
\delta &= \tan^{-1}\left[n_Z \tan\left(\frac{\theta}{2}\right)\right] + \tan^{-1}\left(\frac{n_X}{n_Y}\right), \\
\beta &= \tan^{-1}\left[n_Z \tan\left(\frac{\theta}{2}\right)\right] - \tan^{-1}\left(\frac{n_X}{n_Y}\right), \\
\gamma &= 2 \cos^{-1}\left[\frac{\cos(\theta/2)}{\cos\left(\frac{\delta + \beta}{2}\right)}\right], \\
\xi &= -c_I t - \frac{\delta + \beta}{2}.
\end{align*}