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1 Introduction

This paper concerns developing second-order generalized differential theory of variational analysis and its applications to problems of nondifferentiable optimization as well as to several notions of stability in parametric optimization and associated variational systems. Professor Vladimir Demyanov made very significant contributions to these areas (see, e.g., [1] and the references therein) that have been well recognized by the optimization community.
In this paper we mainly address variational theory and applications of the class of convex piecewise linear (CPWL) extended-real-valued functions [2] playing an important role in many aspects of variational analysis and optimization. Having in hands recently obtained [3] explicit calculations of the second-order subdifferentials (or generalized Hessians) of such function in the sense of [4], we present here some of their applications to second-order variational analysis and parametric optimization. Proceeding in this direction requires us to deal not only with CPWL functions per se but mainly with fully amenable compositions involving such functions, which play an underlying role in many aspects of variational analysis, optimization, and stability.

The first issue studied in this paper is to clarify relationships between the exact (equality-type) second-order chain rules derived recently in [5] and [6] for fully amenable compositions under different qualification conditions. Using the second-order calculations from [3] allows us to show that these two conditions are equivalent in a certain precise sense in the case of convex piecewise linear outer functions. This leads us to a deeper understanding of second-order variational calculus and its applications.

The next topic we address in this paper is full stability (in the sense introduced by Levy, Poliquin and Rockafellar [7] in the general extended-real-valued framework of unconstrained optimization) of local minimizers for a rather broad class of composite optimization problems governed by fully amenable compositions with CPWL functions. Employing again the second-order calculations from [3] and the second-order subdifferential sum and chain rules leads us to deriving complete characterizations of fully stable local minimizers for such composite problems expressed entirely in terms of their initial data via the appropriate composite SSOSC (strong second-order sufficient condition) under a certain partial nondegeneracy. An effective implementation of this result is given for the case of constrained minimax problems.

The rest of the paper is organized as follows. In Section 2, we present some preliminaries and recall, for the reader’s convenience, basic definitions and results from [3] required in the sequel. It makes this paper to be fully self-contained, and the reader needs to consult the the related paper [3] only for the proofs of the underlying results used here for applications.

The major result of Section 3 establishes a certain equivalence between qualification conditions used in [5,6] for deriving by different approaches the aforementioned exact second-order chain rule for fully amenable compositions involving CPWL functions. Being important for its own sake, the key ingredient of this result (together with the explicit calculation of the second-order subdifferential of CPWL functions) is the proof of the so-called $C^\infty$-reducibility of CPWL functions via linear transformations that are used then in the formulation of partial nondegeneracy. As a by-product of the obtained equivalence, we completely clarify the essence of the powerful second-order chain rule that is largely employed in the subsequent material.

Section 4 presents the explicit composite SSOSC characterization of fully stable local minimizers in the partially nondegenerate composite framework of optimization involving CPWL functions. In Section 5, we effectively apply
the general composite result to characterizing full stability of local solutions minimax problems with polyhedral constraints.

Throughout the paper we use the standard notation of variational analysis; see [2,8]. For brevity, a number of acronyms is applied in the next. Besides those mention above, they include: SOCQ (second-order qualification condition), LICQ (linear independence constraint qualification), AICQ (affine independence constraint qualification), MPPCs (mathematical programs with polyhedral constraints), SOCPs (second-order cone programs), NLPs (nonlinear programs), and ENLPs (extended nonlinear programs).

2 Basic Definitions and Preliminaries

Recalling first the constructions of generalized differentiation used below, we begin with the basic definition of generalized normals to arbitrary sets, the only one normal cone construction employed in the paper. Given \( \Omega \subset \mathbb{R}^n \) with \( \bar{x} \in \Omega \), the normal cone to \( \Omega \) at \( \bar{x} \) (known also as the limiting, basic or Mordukhovich normal cone) is defined by

\[
N(\bar{x}; \Omega) := \left\{ v \in \mathbb{R}^n : \exists x_k \to \bar{x}, v_k \to v \text{ s.t. } x_k \in \Omega, \limsup_{x_k \to \bar{x}} \frac{\langle v_k, x-x_k \rangle}{\|x-x_k\|} \leq 0 \right\},
\]

where \( k \in \mathbb{N} := \{1, 2, \ldots \} \). It is well known that, despite the intrinsic nonconvexity of (1) for nonconvex sets, the normal cone—as well as the subdifferential and coderivative constructions for functions and mappings generated by it—possess comprehensive calculus rules; see [2,8].

Given a function \( \varphi: \mathbb{R}^n \to [-\infty, \infty] \), the (first-order) subdifferential and singular subdifferential of \( \varphi \) at \( \bar{x} \in \text{dom } \varphi := \{ x \in \mathbb{R}^n : \varphi(x) < \infty \} \) are defined geometrically via the limiting normal cone (1) to the epigraph \( \text{epi } \varphi := \{ (x, \alpha) \in \mathbb{R}^{n+1} : \alpha \geq \varphi(x) \} \) by

\[
\partial \varphi(\bar{x}) := \left\{ v \in \mathbb{R}^n : (v, -1) \in N((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi) \right\},
\]

\[
\partial^\infty \varphi(\bar{x}) := \left\{ v \in \mathbb{R}^n : (v, 0) \in N((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi) \right\},
\]

respectively; the reader can find in [2,8] useful equivalent analytic representations of (2) and (3). Note that, while the subdifferential (2) is a natural extension of the classical derivative and the convex subdifferential for smooth and convex functions, the singular subdifferential (3) contains nonzero elements if and only if \( \varphi \) is not locally Lipschitzian around \( \bar{x} \) provided that it is lower semicontinuous (l.s.c.), which we always assume in what follows.

For a set-valued mapping \( F: \mathbb{R}^n \rightrightarrows \mathbb{R}^m \) with its domain and graph

\[
\text{dom } F := \{ x \in \mathbb{R}^n : F(x) \neq \emptyset \}, \quad \text{gph } F := \{ (x, y) \in \mathbb{R}^n \times \mathbb{R}^m : x \in F(x) \},
\]

the coderivative of \( F \) at \((\bar{x}, \bar{y}) \in \text{gph } F\) is defined by

\[
D^*F(\bar{x}, \bar{y})(u) := \left\{ v \in \mathbb{R}^n : (v, -u) \in N((\bar{x}, \bar{y}); \text{gph } F) \right\}.
\]

(4)
It is an “adjoint derivative” of set-valued mappings, which reduces to the
adjoint/transposed Jacobian operator $D^* f(\bar{x})(u) = \{\nabla f(\bar{x})^* u\}$, $u \in \mathbb{R}^m$, for
single-valued smooth mappings $F = f: \mathbb{R}^n \to \mathbb{R}^m$ with $\bar{y} = f(\bar{x})$. Note that in the
general case of nonsmooth and/or set-valued mappings the coderivative
(4) cannot be dual/adjoint to any tangentially generated derivative, since its
values are nonconvex while the duality operation always generates convexity.

For a proper $(\text{dom } \varphi \neq \emptyset)$ extended-real-valued function $\varphi: \mathbb{R}^n \to \mathbb{R}$, recall
that the second-order subdifferential of $\varphi$ at $\bar{x} \in \text{dom } \varphi$ relative to $\bar{v} \in \partial \varphi(\bar{x})$
is defined while following the dual “derivative-of-derivative” approach [4] by

$$
\partial^2 \varphi(\bar{x}, \bar{v})(u) := (D^* \partial \varphi)(\bar{x}, \bar{v})(u), \quad u \in \mathbb{R}^n,
$$

which corresponds to the Hessian mapping $\partial^2 \varphi(\bar{x}, \nabla \varphi(\bar{x}))(u) = \{\nabla^2 \varphi(\bar{x})u\}$
if $\varphi$ is $C^2$-smooth around $\bar{x}$. Among numerous results on the second-order
construction (5) (see, e.g., [5,8] and the references therein) we mention the
explicit calculations of (5) in terms of the initial data for the class of CPWL
functions $\theta: \mathbb{R}^m \to \mathbb{R}$ (we use this notation for the further convenience) that can be equivalently described in one of the following ways [2]:

- The epigraphical set $\text{epi } \theta$ is a convex polyhedron in $\mathbb{R}^{m+1}$.

- There are $\alpha_i \in \mathbb{R}$, $l \in \mathbb{N}$, and $a_i \in \mathbb{R}^m$ for $i \in T_1 := \{1, \ldots, l\}$ such that
  $\theta$ is represented by

$$
\theta(z) = \max \left\{ \langle a_1, z \rangle - \alpha_1, \ldots, \langle a_l, z \rangle - \alpha_l \right\}, \quad \text{if } z \in \text{dom } \theta,
$$

$$
\text{otherwise,}
$$

where the domain set $\text{dom } \theta$ is a convex polyhedron given by

$$
\text{dom } \theta = \left\{ z \in \mathbb{R}^m: \langle d_i, z \rangle \leq \beta_i \; \text{for all } i \in T_2 := \{1, \ldots, p\} \right\}
$$

with some elements $d_i \in \mathbb{R}^m$, $\beta_i \in \mathbb{R}$, and $p \in \mathbb{N}$.

For simplicity we write $\theta \in \text{CPWL}$ if $\theta$ belongs to this class and deduce from (6) that each $\theta \in \text{CPWL}$ can be expressed as

$$
\theta(z) = \max \left\{ \langle a_1, z \rangle - \alpha_1, \ldots, \langle a_l, z \rangle - \alpha_l \right\} + \delta(z; \text{dom } \theta), \quad z \in \mathbb{R}^m,
$$

via the indicator function of the domain of $\theta$. Furthermore, it has been recently
observed in [3, Proposition 3.2] that, besides (7), the domain of $\theta$ admits the
union representation $\text{dom } \theta = \bigcup_{i=1}^l C_i$ with $l$ taken from (6) and with the sets
$C_i$, $i \in T_1$, defined by

$$
C_i := \left\{ z \in \text{dom } \theta: \langle a_j, z \rangle - \alpha_j \leq \langle a_i, z \rangle - \alpha_i, \; \text{for all } j \in T_1 \right\}.
$$

Consider next the corresponding active index subsets in (9) and (7) given by

$$
K(\tilde{z}) := \left\{ i \in T_1: \tilde{z} \in C_i \right\} \quad \text{and} \quad I(\tilde{z}) := \left\{ i \in T_2: \langle d_i, \tilde{z} \rangle = \beta_i \right\}
$$
and recall the formula for $\partial \theta(\bar{z})$ at $\bar{z} \in \text{dom} \theta$ obtained in [3, Proposition 3.3]:

$$
\partial \theta(\bar{z}) = \text{conv}\left\{ a_i : i \in K(\bar{z}) \right\} + N(\bar{z}; \text{dom} \theta) = \text{conv}\left\{ a_i : i \in K(\bar{z}) \right\} + \text{cone}\left\{ d_i : i \in I(\bar{z}) \right\}.
$$

(11)

Then for any $(\bar{z}, \bar{v}) \in \text{gph} \partial \theta$ we get from (11) that $\bar{v} = \bar{v}_1 + \bar{v}_2$, where

$$
\bar{v}_1 = \sum_{i \in K(\bar{z})} \bar{\lambda}_i a_i \quad \text{with} \quad \sum_{i \in K(\bar{z})} \bar{\lambda}_i = 1, \bar{\lambda}_i \geq 0, \quad \text{and}
$$

$$
\bar{v}_2 = \sum_{i \in I(\bar{z})} \bar{\mu}_i d_i \quad \text{with} \quad \bar{\mu}_i \geq 0.
$$

(12)

Corresponding to (12), define the index subsets of positive multipliers by

$$
J_+(\bar{z}, \bar{v}_1) := \left\{ i \in K(\bar{z}) : \bar{\lambda}_i > 0 \right\}, \quad J_+(\bar{z}, \bar{v}_2) := \left\{ i \in I(\bar{z}) : \bar{\mu}_i > 0 \right\}
$$

(13)

and then consider the following sets defined entirely via the parameters in (6) and (7) along arbitrary index subsets $P_1 \subset Q_1 \subset T_1$ and $P_2 \subset Q_2 \subset T_2$:

$$
\mathcal{F}_{\{P_1, Q_1\}, \{P_2, Q_2\}} := \text{span}\left\{ a_i - a_j : i, j \in P_1 \right\} + \text{cone}\left\{ a_i - a_j : (i, j) \in (Q_1 \setminus P_1) \times P_1 \right\} + \text{span}\left\{ d_i : i \in P_2 \right\} + \text{cone}\left\{ d_i : i \in Q_2 \setminus P_2 \right\},
$$

(14)

$$
\mathcal{G}_{\{P_1, Q_1\}, \{P_2, Q_2\}} := \left\{ u \in \mathbb{R}^m : \langle a_i - a_j, u \rangle = 0 \text{ if } i, j \in P_1, \langle a_i - a_j, u \rangle \leq 0 \text{ if } (i, j) \in (Q_1 \setminus P_1) \times P_1, \langle d_i, u \rangle = 0 \text{ if } i \in P_2, \text{ and } \langle d_i, u \rangle \leq 0 \text{ if } i \in Q_2 \setminus P_2 \right\}.
$$

(15)

Now we are ready to formulate the precise calculation formulas for the second-order subdifferential of CPWL functions. It follows from [3, Theorem 5.1] that

$$
\partial^2 \theta(\bar{z}, \bar{v})(u) = \left\{ w : (w, -u) \in \mathcal{F}_{\{P_1, Q_1\}, \{P_2, Q_2\}} \times \mathcal{G}_{\{P_1, Q_1\}, \{P_2, Q_2\}}, (P_1, Q_1, P_2, Q_2) \in \mathcal{A} \right\}
$$

(16)

for any $u \in \mathbb{R}^m$, where the set $\mathcal{A}$ of index quadruples is defined by

$$
\mathcal{A} := \left\{ (P_1, Q_1, P_2, Q_2) : P_1 \subset Q_1 \subset K, P_2 \subset Q_2 \subset I, (P_1, P_2) \in D(\bar{z}, \bar{v}), H_{\{Q_1, Q_2\}} \neq \emptyset \right\}
$$

(17)

with $K := K(\bar{z}), I := I(\bar{z}), H_{\{Q_1, Q_2\}} := \{ z \in \text{dom} \theta : K(z) = Q_1, I(z) = Q_2 \}$,

$$
D(\bar{z}, \bar{v}) := \left\{ (P_1, P_2) \subset K \times I : \bar{v} \in \text{conv}\{ a_i : i \in P_1 \} + \text{cone}\{ d_i : i \in P_2 \} \right\}.
$$
Furthermore, [3, Theorem 5.2] gives us the domain formula
\[
\text{dom} \partial^2 \theta(\bar{z}, \bar{v}) = \left\{ u : \langle a_i - a_j, u \rangle = 0 \text{ for } i, j \in \Gamma(J_1), \langle d_t, u \rangle = 0 \text{ for } t \in \Gamma(J_2) \right\},
\]
where the index sets $\Gamma(J_1)$ and $\Gamma(J_2)$ are defined by
\[
\Gamma(J_1) := \left\{ i \in K : \langle a_i - a_j, u \rangle = 0 \text{ for all } j \in J_1 \text{ and } u \in \mathcal{G}(J_1, K;\{J_2, I\}) \right\};
\]
\[
\Gamma(J_2) := \left\{ t \in I : \langle d_t, u \rangle = 0 \text{ for all } u \in \mathcal{G}(J_1, K;\{J_2, I\}) \right\}
\]
with the notation $J_1 := J_\ast(\bar{z}, \bar{v}_1)$ and $J_2 := J_\ast(\bar{z}, \bar{v}_2)$ from (12), (13).

In the subsequent sections of the paper, we will consider compositions $\theta \circ \Phi$ of CPWL outer functions $\theta : \mathbb{R}^m \to \overline{\mathbb{R}}$ and inner mappings $\Phi : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^m$ that are $C^2$-smooth around some $(\bar{x}, \bar{w})$ with $\bar{z} := \Phi(\bar{x}, \bar{w}) \in \text{dom } \theta$ under the first-order qualification condition
\[
\partial^\infty \theta(\bar{z}) \cap \ker \nabla_x \Phi(\bar{x}, \bar{w})^* = \{0\}.
\]
Such compositions form an important subclass of functions known as fully amenable in $x$ at $\bar{x}$ with compatible parametrization by $w$ at $\bar{w}$ (we will drop in what follows the latter parametrization expression for brevity), which are defined in this way with using more general convex piecewise linear-quadratic outer functions $\theta$; see [2] for more details.

3 Reducibility, Nondegeneracy and Second-Order Qualification

The main goal of this section is to establish relationships between the second-order qualification condition introduced in [2] in order to derive the exact second-order chain rule for fully amenable compositions with CPWL outer functions and the partial nondegeneracy condition of a completely different nature that was employed in [6] to get the same second-order chain rule. In this way we obtain below some auxiliary results of their independent interest.

Considering first a fully amenable composition $\psi = \theta \circ \Phi$ as defined at the end of Section 2, recall that the second-order qualification condition (SOCQ) holds for $\psi$ in $x$ at $(\bar{x}, \bar{w})$ if
\[
\partial^2 \theta(\bar{z}, v)(0) \cap \ker \nabla_x \Phi(\bar{x}, \bar{w})^* = \{0\} \text{ for all } v \in M(\bar{x}, \bar{w}, \bar{q}),
\]
where $\bar{q} \in \partial_x \psi(\bar{x}, \bar{w})$ is a fixed partial subgradient of $\psi$ in $x$ at $(\bar{x}, \bar{w})$ and
\[
M(\bar{x}, \bar{w}, \bar{q}) := \left\{ v \in \mathbb{R}^m : v \in \partial \theta(\bar{z}) \text{ with } \nabla_x \Phi(\bar{x}, \bar{w})^* v = \bar{q} \right\}.
\]
Note that the imposed qualification condition (20) ensures, by using the well-known first-order subdifferential chain rule [8, 2], that $M(\bar{x}, \bar{w}, \bar{q}) \neq \emptyset$.

For a given $\theta : \mathbb{R}^n \to \overline{\mathbb{R}}$, denote by $S(z)$ a subspace of $\mathbb{R}^m$ parallel to the affine hull $\text{aff } \partial \theta(z)$ of the subdifferential $\partial \theta(z)$, $z \in \mathbb{R}^n$. The next theorem provides a precise calculation of the second-order subdifferential for CPWL
functions at the origin $0 \in \mathbb{R}^m$ entirely via the initial data in (6) and (7), relates it to the subspace $S(\bar{z})$ defined above, and gives an effective representation of SOQC in (21) convenient for our further analysis and applications.

**Theorem 3.1 (second-order subdifferential of CPWL functions at the origin and SOQC representation).** Let $\psi = \theta \circ \Phi$ be a fully amenable composition of $\theta : \mathbb{R}^m \to \mathbb{R}$ and $\Phi : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^m$ with $\theta \in \text{CPWL}$, and let $S(\bar{z})$ be a subspace of $\mathbb{R}^m$ parallel to the affine hull $\text{aff} \partial \theta(\bar{z})$ with $\bar{z} = \Phi(\bar{x}, \bar{w})$. Then the following assertions hold:

(i) For all $\bar{v} \in \partial \theta(\bar{z})$ we have the representation

$$\partial^2 \theta(\bar{z}, \bar{v})(0) = \text{span} \left\{ a_i - a_j : i, j \in K(\bar{z}) \right\} + \text{span} \left\{ d_i : i \in I(\bar{z}) \right\}$$

via the data in (6), (7) with the active index sets $K(\bar{z})$, $I(\bar{z})$ defined in (10).

(ii) Furthermore, we have $\partial^2 \theta(\bar{z}, \bar{v})(0) = S(\bar{z})$ independently of $\bar{v} \in \partial \theta(\bar{z})$.

(iii) The SOQC property (21) can be equivalently written as

$$S(\bar{z}) \cap \ker \nabla_x \Phi(\bar{x}, \bar{w})^* = \{0\}. \tag{24}$$

independently of $\bar{v} \in \partial \theta(\bar{z})$ and $\bar{q} \in \partial_x \psi(\bar{x}, \bar{w})$ in (22).

**Proof** To verify first the inclusion “$\subseteq$” in (23), pick $y \in \partial^2 \theta(\bar{z}, \bar{v})(0)$ and find by (16) an index quadruple $(P_1, Q_1, P_2, Q_2) \in \mathcal{A}$ from (17) such that

$$(y, 0) \in \mathcal{F}_{\{P_1, Q_1\}, \{P_2, Q_2\}} \times \mathcal{G}_{\{P_1, Q_1\}, \{P_2, Q_2\}}.$$ We immediately deduce from representation (14) that

$$\mathcal{F}_{\{P_1, Q_1\}, \{P_2, Q_2\}} \subset \text{span} \left\{ a_i - a_j : i, j \in K(\bar{z}) \right\} + \text{span} \left\{ d_i : i \in I(\bar{z}) \right\},$$

which justifies the inclusion “$\subseteq$” in (23). To derive further the opposite inclusion “$\supseteq$” therein, take any vector $y$ with

$$y \in \text{span} \left\{ a_i - a_j : i, j \in K(\bar{z}) \right\} + \text{span} \left\{ d_i : i \in I(\bar{z}) \right\}$$

and then put $P_1 = Q_1 := K(\bar{z})$ and $P_2 = Q_2 := I(\bar{z})$. Since $\bar{z} \in H_{\{Q_1, Q_2\}}$ in (23), it follows that $(P_1, Q_1, P_2, Q_2) \in \mathcal{A}$. Employing again the second-order formula (16) tells us that $(y, 0) \in N((\bar{z}, \bar{v}); \text{gph} \partial \theta)$ and hence yields $y \in \partial^2 \theta(\bar{z}, \bar{v})(0)$, which thus verifies assertion (i).

To prove assertion (ii), observe that $S(\bar{z}) = \text{aff} \partial \theta(\bar{z}) - a_t$ for some $t \in K(\bar{z})$. Picking $y \in S(\bar{z})$ gives us $y + a_t = \sum_{i=1}^s \alpha_i c_i$ for some vectors $c_i \in \partial \theta(\bar{z})$ and some number $s > 0$ with $\sum_{i=1}^s \alpha_i = 1$. It follows from (11) that $c_i = c_{1i} + c_{2i}$ with $c_{1i} \in \text{co} \{ a_r : r \in K(\bar{z}) \}$ and $c_{2i} \in N(\bar{z}; \text{dom} \theta)$ for $i = 1, \ldots, s$. Therefore

$$y = \sum_{i=1}^s \alpha_i c_i - a_t = \sum_{i=1}^s \alpha_i (c_{1i} - a_t) + \sum_{i=1}^s \alpha_i c_{2i}. \tag{25}$$
It is clear that \(c_i - a_t \in \text{span}\{a_i - a_j : i, j \in K(\bar{z})\}\), and thus we have
\[
c_i - a_t \in \text{span}\{a_i - a_j : i, j \in K(\bar{z})\} + \text{span}\{d_i : i \in I(\bar{z})\}.
\]
Using this together with (25), (23) justifies \(S(\bar{z}) \subset \partial^2 \theta(\bar{z}, \bar{v})(0)\) in (ii).

To verify the opposite inclusion, take \(y \in \partial^2 \theta(\bar{z}, \bar{v})(0)\) and get by (23) that
\[
y = \sum_{(i,j) \in A_1 \times A_2} \alpha_{i,j}(a_i - a_j) + \sum_{t \in A_3} \beta_td_t
\]
with some index subsets \(A_1, A_2 \subset K(\bar{z})\) and \(A_3 \subset I(\bar{z})\). Select now the subsets \(B_1, B_2 \subset A_1 \times A_2\) and \(B_3, B_4 \subset A_3\) so that
\[
A_1 \times A_2 = B_1 \cup B_2 \quad \text{and} \quad A_3 = B_3 \cup B_4,
\]
\[
\alpha_{i,j} \geq 0 \quad \text{whenever} \quad (i,j) \in B_1 \quad \text{and} \quad \alpha_{i,j} < 0 \quad \text{whenever} \quad (i,j) \in B_2,
\]
\[
\beta_t \geq 0 \quad \text{whenever} \quad t \in B_3 \quad \text{and} \quad \beta_t < 0 \quad \text{whenever} \quad t \in B_4.
\]
In this way we represent the given vector \(y\) as \(y' - b\) with
\[
y' := \sum_{(i,j) \in B_1} \alpha_{i,j}a_i - \sum_{(i,j) \in B_2} \alpha_{i,j}a_j + \sum_{t \in B_3} \beta_td_t \quad \text{and}
\]
\[
b := \sum_{(i,j) \in B_1} \alpha_{i,j}a_j - \sum_{(i,j) \in B_2} \alpha_{i,j}a_i + \sum_{t \in B_4} (-\beta_t)d_t.
\]
Denoting \(\alpha := \sum_{(i,j) \in B_1} \alpha_{i,j} - \sum_{(i,j) \in B_2} \alpha_{i,j}\), deduce from (26) that \(\alpha \geq 0\).

For \(\alpha > 0\) we get the inclusions
\[
\frac{1}{\alpha} y' \in \text{aff} \partial \theta(\bar{z}) \quad \text{and} \quad \frac{1}{\alpha} b \in \text{aff} \partial \theta(\bar{z}).
\]
It follows from the construction of \(S(\bar{z})\) and the second inclusion in (27) that
\(S(\bar{z}) = \text{aff} \partial \theta(\bar{z}) - \frac{1}{\alpha} b\), and so the first one in (27) yields \(\frac{1}{\alpha} y \in S(\bar{z})\). This shows that \(y \in S(\bar{z})\) since \(S(\bar{z})\) is a subspace, and thus we get \(\partial^2 \theta(\bar{z}, \bar{v})(0) \subset S(\bar{z})\) in the case of \(\alpha > 0\). Considering now the remaining case of \(\alpha = 0\) gives us the expression \(y = \sum_{t \in A_3} \beta_td_t\), which implies by (26) that
\[
y = a_t + \sum_{t \in B_3} \beta_td_t - \left(\sum_{t \in B_4} (-\beta_t)d_t\right) \in S(\bar{z}) \quad \text{with} \quad t \in K(\bar{z})
\]
due to \(a_t + \sum_{t \in B_4} (-\beta_t)d_t \in \text{aff} \partial \theta(\bar{z})\) and hence verifies (ii). This immediately yields (24) in (iii) by comparison it with the SOCQ definition in (21).

Note that while the precise calculation of \(\partial^2 \theta(\bar{z}, \bar{v})(0)\) in Theorem 3.1(i) is new, assertion (ii) therein follows from the proof of Theorem 4.3 in [5] by using the representation of \(\partial^2 \theta(\bar{z}, \bar{v})(0)\) for piecewise linear-quadratic functions \(\theta : \mathbb{R}^m \to \mathbb{R}\) established in [5, Theorem 4.1]. The proof of the latter result in [5] is based on the tangential approach from [2] being significantly more involved in comparison with the one given above.

It is also worth mentioning as a by-product of the above calculations that the validity of SOQC for fully amenable compositions with CPWL outer functions yields the fulfillment of the first-order qualification condition (20) in the
definition of such compositions. To see this, recall that \( \partial^\infty \theta(z) = N(z; \text{dom} \theta) \) for convex functions and thus get \( \partial^\infty \theta(z) \subseteq \partial^2 \theta(z, \bar{v})(0) \) whenever \( \bar{v} \in \partial \theta(z) \) by comparing (23) with that of \( N(z; \text{dom} \theta) = \text{cone}\{d_i : i \in I(z)\} \).

Next we consider the concept of nondegeneracy. It was first initiated for sets in [9] as a polyhedral counterpart of the classical LICQ in nonlinear programming. Note that even for MPPCs this nondegeneracy condition may be strictly weaker than LICQ; see [10] for equivalent descriptions for MPPCs and particularly Example 6.7 therein. Nondegeneracy and associated reducibility notions for general sets were comprehensively studied in [11] based on the previous paper of these authors. For the case of extended-real-valued functions the notion of \( C^2 \)-reducibility and the corresponding notion of partial nondegeneracy was formulated in [6] in order to derive the aforementioned second-order subdifferential chain rule; see below.

Following this pattern, we say that a function \( \theta : \mathbb{R}^m \to \mathbb{R} \) is \( C^2 \)-reducible (resp. \( C^\infty \)-reducible) to a function \( \vartheta : \mathbb{R}^s \to \mathbb{R} \) at \( \bar{z} \) with \( s \leq m \) if there exists a \( C^2 \)-smooth (resp. \( C^\infty \)-smooth) mapping \( h : \mathbb{R}^m \to \mathbb{R}^s \) with the surjective derivative \( \nabla h(\bar{z}) \) such that \( \theta(z) = (\vartheta \circ h)(z) \) for all \( z \) around \( \bar{z} \).

Our next result shows that any function \( \vartheta \in \text{CPWL} \) on \( \mathbb{R}^s \) is \( C^\infty \)-reducible to some \( \vartheta \in \text{CPWL} \) on \( \mathbb{R}^s \) by using a linear surjective operator \( h : \mathbb{R}^m \to \mathbb{R}^s \). From now on we assume that \( 0 \in \text{aff} \partial \theta(\bar{z}) \) at \( \bar{z} \in \text{dom} \theta \), which implies that \( S(\bar{z}) = \text{aff} \partial \theta(\bar{z}) \). In fact this assumption does not restrict the generality in dealing with the second-order subdifferential. Indeed, we have \( S(\bar{z}) = \text{aff} \partial \theta(\bar{z}) - b_z \) for some \( b_z \in \text{aff} \partial \theta(\bar{z}) \). Defining then \( \bar{\theta}(z) := \theta(z) - \langle b_z, z \rangle \) shows that \( 0 \in \text{aff} \partial \bar{\theta}(\bar{z}) \) and \( \partial^2 \bar{\theta}(\bar{z}, \bar{y}) = \partial^2 \theta(\bar{z}, \bar{y} - b_z) \) for any \( \bar{v} \in \partial \theta(\bar{z}) \).

**Lemma 3.1 (\( C^\infty \)-reducibility of piecewise linear functions).** Let the function \( \theta : \mathbb{R}^m \to \mathbb{R} \) be \( \text{CPWL} \), let \( \bar{z} \in \text{dom} \theta \), and let \( s := \dim S(\bar{z}) \leq m \). Then \( \theta \) is \( C^\infty \)-reducible at \( \bar{z} \) to a \( \text{CPWL} \) function \( \vartheta : \mathbb{R}^s \to \mathbb{R} \) via a linear operator \( h(z) := Bz \) generated by some \( s \times m \) matrix \( B \).

**Proof.** It follows from [3, Proposition 3.3(i)] that \( \partial \theta(z) \subseteq \partial \theta(\bar{z}) \) for all \( z \in O \) in some neighborhood of \( \bar{z} \). Denote by \( A \) the matrix of a linear isometry from \( \mathbb{R}^m \) into \( \mathbb{R}^s \times \mathbb{R}^{m-s} \) under which \( A^*(S(\bar{z})) = \mathbb{R}^s \times \{0\} \). Define \( \xi : \mathbb{R}^m \to \mathbb{R} \) by

\[
\xi(y) := \theta(Ay) \quad \text{for all} \quad y \in \mathbb{R}^m
\]

and get by [2, Proposition 3.55(b)] that \( \xi \) is proper, convex, and piecewise linear on \( \mathbb{R}^m \). Applying the chain rule of convex analysis to (28) gives us

\[
\partial \xi(y) = A^* \partial \theta(z) \quad \text{with} \quad Ay = z. \tag{29}
\]

Denote \( U := A^{-1}(O) \) and deduce from the classical open mapping theorem that \( U \) is a neighborhood of \( \bar{y} := A^{-1} \bar{z} \). Suppose that \( \alpha > 0 \) is so small that \( B\alpha(\bar{y}) \subset U \) for the ball centered at \( \bar{y} \) with radius \( \alpha \). Letting \( O' := A(\text{int} B\alpha(\bar{y})) \), we deduce from the open mapping theorem that \( O' \) is a neighborhood of \( \bar{z} \). Then \( S(z) = \text{aff} \partial \theta(z) + b_z \) with some \( b_z \in \mathbb{R}^m \) for each
Let us do it by observing first that $y \in \text{int} \mathcal{B}_\alpha(\bar{y})$ whenever $y = A^{-1}z$ generated by $z \in O'$. It follows from (28), (31), and the definition of the matrix $B$ that $(\vartheta \circ B)(z) = \xi(y_s, \bar{y}_{m-s})$ in the notation above, where $(y_s, \bar{y}_{m-s}) \in \text{int} \mathcal{B}_\alpha(\bar{y})$. Thus (32) would be implied by the relationship

$$\xi(y_s, \bar{y}_{m-s}) = \xi(y_s, y_{m-s}) \text{ for all } y = (y_s, y_{m-s}) = A^{-1}z, \quad z \in O'. \quad (33)$$

Since (33) is trivial when both values $\xi(y_s, y_{m-s})$ and $\xi(y_s, \bar{y}_{m-s})$ are infinite, suppose without loss of generality that $\xi(y_s, y_{m-s})$ is a real number. The polyhedrality of $\text{epi} \xi$ ensures that the function $\xi$ is l.s.c., and hence we can apply to it the approximate mean value inequality from [8, Corollary 3.50]. This allows us to find $c \in \mathbb{R}^m$ on the segment connecting $(y_s, y_{m-s})$ and $(y_s, \bar{y}_{m-s})$ as well as a sequence $v_k \in \partial c(u_k)$ with $u_k \to c$ and $\xi(u_k) \to \xi(c)$ so that

$$\xi(y_s, \bar{y}_{m-s}) - \xi(y_s, y_{m-s}) \leq \liminf_{k \to \infty} (v_k, (0_s, \bar{y}_{m-s} - y_{m-s})). \quad (34)$$

It follows from (30) that $u_k \in \text{int} \mathcal{B}_\alpha(\bar{y}) \subset U$ and so $(v_k, (0_s, \bar{y}_{m-s} - y_{m-s})) = 0$ for all $k \in \mathbb{N}$ sufficiently large. In the same way we get the opposite inequality

$$\xi(y_s, y_{m-s}) - \xi(y_s, \bar{y}_{m-s}) \leq 0$$

and combining it with (34) arrive at (33), which completes the proof. \qed

Now we are ready to formulate, following [6], the notion of nondegeneracy of one mapping relative to another one used for deriving the second-order chain rule. Observe that, although this notion is formulated for two arbitrary mappings, its application to second-order analysis mainly concerns amenable compositions $\theta \circ \Phi$ of $\theta : \mathbb{R}^m \to \mathbb{R}$ and $\Phi : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^m$ while defining nondegenerate points of $\Phi : \mathbb{R}^n \times \mathbb{R}^d$ relative to the mapping $h : \mathbb{R}^m \to \mathbb{R}^d$ that furnishes the appropriate reducibility of the outer function $\theta$. Thus in our case
of \( \theta \in CPWL \) we deal with linear mapping \( h(z) = Bz \) that appears in the \( C^\infty \)-reducibility assertion of Lemma 3.1.

Having this in mind, it is said that \((\bar{x}, \bar{w}) \in \mathbb{R}^n \times \mathbb{R}^d\) is a partial nondegenerate point of \( \Phi: \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^m \) in \( x \) relative to \( h: \mathbb{R}^m \to \mathbb{R}^s \) if

\[
\nabla_x \Phi(\bar{x}, \bar{w}) \mathbb{R}^n + \ker h(\bar{z}) = \mathbb{R}^m \quad \text{with } \bar{z} = \Phi(\bar{x}, \bar{w}) \tag{35}
\]

under the corresponding differentiability assumptions on \( \Phi \) and \( h \). The next theorem based on the previous results of this section reveals that, in the case of fully amenable compositions with CPWL outer functions, the SOQC property (24) of \( \theta \circ \Phi \) is equivalent to the nondegeneracy condition (35) provided that the mapping \( h: \mathbb{R}^m \to \mathbb{R}^s \) with \( s = \dim S(\bar{z}) \) therein is the linear transformation \( h(z) = Bz \) constructed in Lemma 3.1 to realize the \( C^\infty \)-reducibility of \( \theta \).

It is worth mentioning that this line of equivalency between the corresponding SOQC and nondegeneracy properties is a continuation of the results previously established in [10] in connection with mathematical programs with polyhedral constraints and in [12] in connection with second-order cone programs (SOCPs), where (in both cases) the nondegeneracy condition of a mapping relative to the underlying set (polyhedron and second-order cone, respectively) was understood in the sense of [11] via the tangent cone to this set. The crucial difference of our case in this paper is that we implement the general nondegeneracy/reducibility notion [6] relative to a mapping and emphasize the linearity of this mapping in the CPWL setting under consideration.

**Theorem 3.2 (relationship between SOQC and nondegeneracy for fully amenable compositions with CPWL outer functions).** Consider a fully amenable composition \( \psi = \theta \circ \Phi \), which is finite at \((\bar{x}, \bar{w}) \in \mathbb{R}^n \times \mathbb{R}^d \). Let \( \theta: \mathbb{R}^m \to \mathbb{R} \) be CPWL and let \( B \) be an \( s \times m \) matrix constructed in Lemma 3.1. Then the SOQC property (24) holds at \((\bar{x}, \bar{w})\) if and only if this point is partially nondegenerate (35) for \( \Phi \) relative to \( h(z) = Bz \) with \( s = \dim S(\bar{z}) \).

**Proof** Since \( 0 \in \text{aff } \partial \theta(\bar{z}) \) as discussed before the formulation of Lemma 3.1, we have \( S(\bar{z}) = \text{aff } \partial \theta(\bar{z}) \). This lemma gives us a CPWL function \( \psi: \mathbb{R}^s \to \mathbb{R} \) and a mapping \( h(z) = Bz \) from \( \mathbb{R}^m \) to \( \mathbb{R}^s \) such that \( \theta(z) = (\psi \circ h)(z) \) for all \( z \in \mathbb{R}^m \) sufficiently close to \( \bar{z} \). Assuming that SOQC holds at \((\bar{x}, \bar{w})\) and taking the orthogonal complements of both sides in (24), we arrive at

\[
\nabla_x \Phi(\bar{x}, \bar{w}) \mathbb{R}^n + S(\bar{z})^\perp = \mathbb{R}^m. \tag{36}
\]

To deduce from (36) the partial nondegeneracy condition (35) with \( h(z) = Bz \), it suffices to show that \( \ker \nabla h(\bar{z}) = S(\bar{z})^\perp \), which reads as \( \ker B = S(\bar{z})^\perp \).

Indeed, picking \( u \in \ker B \) and taking into account that \( A^*(S(\bar{z})) = \mathbb{R}^s \times \{0\} \) in the proof of the lemma yield

\[
0 = \langle A^{-1}u, A^*p \rangle = \langle u, (A^{-1})^*A^*p \rangle = \langle u, p \rangle \quad \text{for any } p \in S(\bar{z}),
\]

which tells us that \( u \in S(\bar{z})^\perp \), and so \( \ker B \subset S(\bar{z})^\perp \). The opposite inclusion \( S(\bar{z})^\perp \subset \ker B \) can be checked similarly, which shows therefore that...
SOQC⇒ partial nondegeneracy. The same arguments allow us to verify via (36) that partial nondegeneracy⇒SOQC, which completes the proof.

The final result of this section presents the second-order chain rule for the partial second-order subdifferential (denoted below as $D^s \partial_x \psi$) of fully amenable compositions $\psi = \theta \circ \Phi$ with CPWL outer functions. This result was first obtained in [5, Theorem 4.3] for nonparametric compositions and then in [10, Theorem 4.1] in the general parametric case. Both proofs in [5,10] are involved being based on the difficult Theorem 4.1 from [5]. The new proof given below is much simpler based on the equivalency result of Theorem 3.2 and the second-order chain rule obtained in [6, Theorem 3.6] under nondegeneracy condition in the Banach setting.

**Corollary 3.1 (second-order chain rule for parametric compositions with CPWL outer functions).** Let $\psi = \theta \circ \Phi$ be a fully amenable composition with a CPWL function $\theta: \mathbb{R}^m \to \mathbb{R}$ and an inner mapping $\Phi: \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^m$ that is $C^2$-smooth around $(\bar{x}, \bar{w})$. Then the validity of SOQC in (24) ensures that for any $\bar{q} \in \partial \psi(\bar{x}, \bar{y})$ the set $M(\bar{x}, \bar{w}, \bar{q})$ from (22) is a singleton $\{\bar{v}\}$ and we have the following second-order chain rule whenever $u \in \mathbb{R}^n$:

$$
(D^s \partial_x \psi)(\bar{x}, \bar{w}, \bar{q})(u) = \left( \nabla^2 \bar{\psi}(\bar{v}, \bar{\Phi})(\bar{x}, \bar{w})u, \nabla^2 \bar{\psi}(\bar{v}, \bar{\Phi})(\bar{x}, \bar{w})u \right) + \left( \nabla_2 \bar{\psi}(\bar{x}, \bar{w}), \nabla_1 \bar{\psi}(\bar{x}, \bar{w}) \right) \partial^2 \theta(\bar{v}, \bar{q}) \nabla \Phi(\bar{x}, \bar{w})u.
$$

(37)

**Proof.** For any $\bar{v}_1, \bar{v}_2 \in M(\bar{x}, \bar{w}, \bar{q})$ we have $\bar{v}_1 - \bar{v}_2 \in \ker \nabla_2 \Phi(\bar{x}, \bar{w})^*$. Because $\bar{v}_1, \bar{v}_2 \in \partial \theta(\bar{z})$, it follows from (11) and Theorem 3.1(i) that $\bar{v}_1, \bar{v}_2 \in S(\bar{z})$. Applying now SOCQ (24) gives us $\bar{v}_1 = \bar{v}_2$, and so $M(\bar{x}, \bar{w}, \bar{q}) = \{\bar{v}\}$. Then we get from Lemma 3.1 that $\theta$ is $C^\infty$-reducible by the linear mapping $h(z) = Bz$, and hence $(\bar{x}, \bar{w})$ is a partial nondegenerate point (35) of $\Phi$ relative to this mapping $h: \mathbb{R}^m \to \mathbb{R}^s$ with $s = \dim S(\bar{z})$. To arrive finally at the chain rule (37), it remains to apply [6, Theorem 3.6] and thus complete the proof. □

Note that Corollary 3.1 clarifying the meaning of [5, Theorem 4.3] and [10, Theorem 4.3] can be viewed as a realization of the second-order chain rule from [6, Theorem 3.6] in the case of CPWL outer functions under the fulfillment of SOQC, which corresponds to a linear reduction mapping $h: \mathbb{R}^n \to \mathbb{R}^s$ in the nondegeneracy condition (35). The result of the latter theorem justifies the validity of (37) under (35) when $h$ is merely a $C^2$-smooth mapping that furnishes the required reducibility of $\theta$. In what follows we refer to the second-order chain rule (37) valid under the nondegeneracy condition (35) with some $C^2$-smooth reduction mapping $b$.

**4 Full Stability in Composite Optimization**

In this section, we proceed with applications of second-order generalized differentiation to problems of composite optimization given in the form:

$$
\text{minimize } \varphi_0(x) + \theta(\Phi(x)) \text{ s.t. } x \in \mathbb{R}^n \text{ with } \Phi(x) := (\varphi_1(x), \ldots, \varphi_m(x)), \quad (38)
$$
where $\theta: \mathbb{R}^m \to \mathbb{R}$ is a CPWL extended-real-valued function, and where all $\varphi_i: \mathbb{R}^n \to \mathbb{R}$, $i = 0, \ldots, m$, are $C^2$-smooth around the reference optimal solution. This class of problems encompasses conventional problems of nonlinear programming (NLPs), MPPCs mentioned in Section 3 as well as constrained and unconstrained minimax problems. It also includes the following major subclass of extended nonlinear programs (ENLPs) introduced in [13]:

$$\text{minimize } \varphi_0(x) + (\theta \circ \Phi)(x) \text{ with } \theta(z) := \sup_{p \in P} \langle p, z \rangle, \quad x \in \mathbb{R}^n,$$

(39)

where $P$ is a convex polyhedron, and so $\theta$ in (39) is piecewise linear; see [3].

Consider now the two-parametric version of (38) constructed by

$$\mathcal{P}(w, v) : \text{minimize } \varphi_0(x, w) + \theta(\Phi(x, w)) - \langle v, x \rangle \text{ subject to } x \in \mathbb{R}^n,$$

(40)

where the perturbed functions $\varphi_0(x, w)$ and $\Phi(x, w) = (\varphi_1(x, w), \ldots, \varphi_m(x, w))$ are $C^2$-smooth with respect to both variables. Denote

$$\varphi(x, w) := \varphi_0(x, w) + \theta(\Phi(x, w)) \quad \text{for } (x, w) \in \mathbb{R}^n \times \mathbb{R}^d$$

(41)

and then fix $\gamma > 0$ and $(\bar{x}, \bar{w}, \bar{v})$ with $\Phi(\bar{x}, \bar{w}) \in \text{dom } \theta$ and $\bar{v} \in \partial_x \varphi(\bar{x}, \bar{w})$.

Define the parameter-depended optimal value function for (40) by

$$m_\gamma(w, v) := \inf_{\|x - \bar{x}\| \leq \gamma} \left\{ \varphi(x, w) - \langle v, x \rangle \right\}$$

and the parameterized set of optimal solutions to (38) by

$$M_\gamma(w, v) := \text{argmin}_{\|x - \bar{x}\| \leq \gamma} \left\{ \varphi(x, w) - \langle v, x \rangle \right\}$$

(42)

with the convention that argmin:=\emptyset when the expression under minimization is $\infty$. Following [7], we say that a point $\bar{x}$ is a fully stable locally optimal solution to problem $\mathcal{P}(\bar{w}, \bar{v})$ in (40) if there exist a number $\gamma > 0$ and neighborhoods $W$ of $\bar{w}$ and $V$ of $\bar{v}$ such that the mapping $(w, v) \mapsto m_\gamma(w, v)$ is single-valued and Lipschitz continuous with $M_\gamma(\bar{w}, \bar{v}) = \{ \bar{x} \}$ and the function $(w, v) \mapsto m_\gamma(w, v)$ is likewise Lipschitz continuous on $W \times V$.

Full stability of local minimizers was initiated and characterized in [7] in the extended-real-valued format of unconstrained optimization in finite-dimensional spaces. Recent second-order characterizations of full stability have been obtained under various constraint qualifications for NLPs, ENLPs, and MPPCs [10], SOCPs [12] mentioned in Section 3, problems of polyhedral programming in Hilbert spaces with applications to optimal control of semilinear PDEs [14], general conic programs with applications to semidefinite programming [15], and unconstrained minimax problems [16]. Furthermore, this notion has been extended to parametric variational systems [17] with second-order characterizations and applications to variational inequalities in Hilbert spaces and variational conditions in finite dimensions.

In this section we establish new second-order characterizations of full stability for local optimal solutions to problems of composite optimization (40)
with CPWL outer functions therein. In particular, the results established below cover those in [10,16] while being independent from characterizations obtained in [12,14,15,17] for optimization and variational problems that cannot be represented in the composite form (38) with a CPWL outer function \( \theta \).

To proceed, denote \( \bar{z} := \Phi(\bar{x},\bar{w}) \in \text{dom } \theta \) and recall from Lemma 3.1 that \( \theta \) is reducible at \( \bar{z} \) to some CPWL function \( \vartheta: \mathbb{R}^s \to \mathbb{R} \) with \( s = \dim S(\bar{z}) \) by using a linear mapping \( h(z) = Bz \) with the \( s \times m \) matrix \( B \) constructed in that lemma. Thus we have \( \theta(z) = (\vartheta \circ B)(z) \) for all \( z \) near \( \bar{z} \) generating the mapping \( \Psi(x,w) := (B \circ \Phi)(x,w) \). This tells us that the problem \( \mathcal{P}(w,v) \) from (40) is locally equivalent around \( (\bar{x},\bar{w}) \) to the following reduced problem:

\[
\mathcal{P}_r(w,v) : \text{ minimize } \varphi_0(x,w) + \vartheta(\Psi(x,w)) - \langle v, x \rangle \text{ subject to } x \in \mathbb{R}^n.
\]

We will see below that the reduced problem (43) is instrumental in deriving the explicit second-order characterization of full stability of local minimizers in composite optimization obtained in this section as well as other important results established later on. The main assumption we need in what follows is the following nondegeneracy condition discussed in Section 3:

**ND:** A pair \((\bar{x},\bar{w})\) is a partial nondegenerate point \((35)\) of \( \Phi \) from (40) in \( x \) relative to the linear mapping \( h(z) = Bz \), where \( B \) is the \( s \times m \) matrix constructed in the proof of Lemma 3.1 with \( s = \dim S(\bar{z}) \), \( \bar{z} = \Phi(\bar{x},\bar{w}) \).

We know from Theorem 3.2 that condition ND is equivalent to the SOCQ property (24) in the framework of the composite optimization problem (40).

The next proposition is a composite optimization counterpart of [16, Proposition 3.5] obtained therein for constrained optimization problems with \( \theta = \delta_{\Theta} \), the indicator function of a \( C^2 \)-reducible closed and convex set \( \Theta \).

**Proposition 4.1 (full stability and nondegeneracy in the original and reduced problems).** Let \( \bar{x} \) be a feasible solution to \( \mathcal{P}(\bar{w},\bar{v}) \) from (40) for the parameter pair \((\bar{w},\bar{v})\) in \( \mathbb{R}^d \times \mathbb{R}^n \). Then \( \bar{x} \) is a fully stable locally optimal solution to \( \mathcal{P}(\bar{w},\bar{v}) \) if and only if it is a fully stable locally optimal solution to \( \mathcal{P}_r(\bar{w},\bar{v}) \). Furthermore, the validity of ND for \((\bar{x},\bar{w})\) implies the surjectivity (full rank) of the partial Jacobian matrix \( \nabla_x \Psi(\bar{x},\bar{w}) \), where \( \Psi = B \circ \Phi \).

**Proof** The claimed equivalence follows directly from the above observation that problems \( \mathcal{P}(w,v) \) and \( \mathcal{P}_r(w,v) \) are locally the same. Let us verify the part of the proposition concerning nondegeneracy. Supposing that ND holds gives us

\[
\nabla_x \Phi(\bar{x},\bar{w}) \mathbb{R}^n + \ker h(\bar{z}) = \nabla_x \Phi(\bar{x},\bar{w}) \mathbb{R}^n + \ker B = \mathbb{R}^m.
\]

It yields by applying the classical chain rule that

\[
\nabla_x \Psi(\bar{x},\bar{w}) \mathbb{R}^n = B \nabla_x \Phi(\bar{x},\bar{w}) \mathbb{R}^n = B(\nabla_x \Phi(\bar{x},\bar{w}) \mathbb{R}^n + \ker B) = B \mathbb{R}^m = \mathbb{R}^s,
\]

which justifies the surjectivity of \( \nabla_x \Psi(\bar{x},\bar{w}) \) and thus completes the proof. \( \square \)
Recall that the equivalence between ND and SOCQ implies that the first-order qualification condition (20) automatically holds under ND; see the discussion after the proof of Theorem 3.1. This ensures, by the well-known first-order subdifferential chain rule, that the stationary condition $\bar{v} \in \partial_x \varphi(\bar{x}, \bar{w})$ via $\varphi$ from (41) can be equivalently written as

$$\bar{v} \in \nabla_x \varphi_0(\bar{x}, \bar{w}) + \nabla_x \Phi(\bar{x}, \bar{w})^* \partial \theta(\Phi(\bar{x}, \bar{w})).$$  \tag{44}$$

This allows us to consider the KKT system $\mathcal{P}(w, v)$ given in the form

$$\begin{cases}
v = \nabla_x L(x, w, \lambda), & \lambda \in \partial \theta(\Phi(x, w)) \\
\text{with } L(x, w, \lambda) := \varphi_0(x, w) + \langle \lambda, \Phi(x, w) \rangle.
\end{cases}  \tag{45}$$

Similarly, the KKT system for $\mathcal{P}_r(w, v)$ from (43) is given by

$$\begin{cases}
v = \nabla_x L_r(x, w, \mu), & \mu \in \partial \theta(\Psi(x, w)) \\
\text{with } L_r(x, w, \mu) := \varphi_0(x, w) + \langle \mu, \Psi(x, w) \rangle.
\end{cases}  \tag{46}$$

It is easy to see from the reducibility $\theta(z) = (\partial \circ B)(z)$ around $\bar{z}$ together with the full rank of $B$ that Lagrange multipliers $\lambda$ of (45) and $\mu$ of (46) are related by $\lambda = B^* \mu$. The next proposition establishes the uniqueness of solutions to (45) under ND. It is a composite optimization counterpart of [11, Proposition 4.75] obtained for optimization problems with constraints $\Phi(x, z) \in \Theta$ under the corresponding reducibility and nondegeneracy conditions.

**Proposition 4.2 (uniqueness of Lagrange multipliers for composite problems under ND).** Let $\bar{x}$ be a feasible solution to $\mathcal{P}(\bar{w}, \bar{v})$ for the parameter pair $(\bar{w}, \bar{v})$ with $\bar{v}$ from (44) and $(\bar{z}, \bar{v}) \in \text{gph} \partial \theta$, let ND hold, and let $\theta \in \text{CPWL}$. Then the set of Lagrange multipliers

$$\left\{ \bar{\lambda} \in \partial \theta(\Phi(\bar{x}, \bar{w})) : \bar{v} = \nabla_x L(\bar{x}, \bar{w}, \bar{\lambda}) \right\}$$  \tag{47}$$

for the KKT system (45) is singleton.

**Proof** Pick $\lambda_1, \lambda_2$ from (47). It follows from (47) and the subdifferential description (11) for CPWL functions that $\lambda_1 - \lambda_2 \in \ker \nabla_x \Phi(\bar{x}, \bar{w})^*$ and

$$\lambda_s = \sum_{i \in K(\bar{z})} \eta_i a_i + \sum_{i \in I(\bar{z})} \tau_{si} d_i \quad \text{with} \quad \sum_{i \in K(\bar{z})} \eta_i = 1, \quad \eta_{si}, \tau_{si} \geq 0 \quad \text{for} \quad s = 1, 2.$$

Then employing assertions (i) and (ii) of Theorem 3.1, we get

$$\lambda_1 - \lambda_2 = \sum_{i \in K(\bar{z})} \eta_i a_i + \sum_{i \in I(\bar{z})} \tau_{1i} d_i - \sum_{i \in K(\bar{z})} \eta_{2i} a_i - \sum_{i \in I(\bar{z})} \tau_{2i} d_i$$

$$= \sum_{j \in K(\bar{z})} \eta_{2j} \sum_{i \in K(\bar{z})} \eta_i (a_i - a_j) + \sum_{i \in I(\bar{z})} \tau_{1i} d_i - \sum_{i \in I(\bar{z})} \tau_{2i} d_i \in S(\bar{z})$$

thus showing that $\lambda_1 = \lambda_2$ by SOCQ (24), which is equivalent to ND. \hfill $\square$
Now we introduce a new second-order condition formulated via the initial data of the composite optimization problem (40) and then show that it provides a complete characterization of full stability of local minimizers under ND. This condition is crucial in stability issues for composite optimization playing here the role similar to Robinson’s SSOSC [18] for classical NLPs; therefore, we keep this name in what follows with adding “composite.”

**Definition 4.1 (composite SSOSC).** We say that the composite SSOSC holds at \((\bar{x}, \bar{w}, \bar{v}, \bar{\lambda})\) \(\in \mathbb{R}^n \times \mathbb{R}^d \times \mathbb{R}^n \times \mathbb{R}^m\) with \(\bar{v}\) and \(\bar{\lambda}\) satisfying (44) and (45), respectively, if

\[
\langle u, \nabla^2_{\bar{x}} L(\bar{x}, \bar{w}, \bar{\lambda})u \rangle > 0 \quad \text{for all } u \in \mathcal{S},
\]

where \(L\) is the Lagrangian from (45) while the subspace \(\mathcal{S}\) is defined by

\[
\mathcal{S} := \left\{ u \in \mathbb{R}^n : \langle a_i - a_j, \nabla_x \Phi(\bar{x}, \bar{w})u \rangle = 0 \quad \text{for } i, j \in \Gamma(J_1), \langle d_t, \nabla_x \Phi(\bar{x}, \bar{w})u \rangle = 0 \quad \text{for } t \in \Gamma(J_2) \right\}
\]

via the index sets \(\Gamma(J_1)\) and \(\Gamma(J_2)\) taken from (19).

Observe the following description of the subspace (49) of the positive definiteness of the Lagrangian Hessian in the composite SSOSC:

\[
u \in \mathcal{S} \iff \nabla^2_x \Phi(\bar{x}, \bar{w})u \in \text{dom} \partial^2 \theta(\bar{x}, \bar{v}),
\]

which is implied by (18) and reveals the second-order nature of this subspace. The composite SSOSC reduces to Robinson’s SSOSC for NLPs by putting \(\Gamma(J_1) = \emptyset\) and \(\Gamma(J_2) = J_2\) in (48), (49). It also reduces to [10, Definition 6.4] and [10, Definition 7.2] in the corresponding settings of MPPCs and ENLPs.

The next lemma is important, together with the second-order subdifferential chain rule, for deriving the aforementioned characterization of full stability of local minimizers in (40).

**Lemma 4.1 (second-order subdifferential property of CPWL functions).** Take a pair \((\bar{z}, \bar{v})\) \(\in \text{gph} \theta\) for a CPWL function \(\theta\). Then we have \(0 \in \partial^2 \theta(\bar{z}, \bar{v})(u)\) whenever \(u \in \text{dom} \partial^2 \theta(\bar{z}, \bar{v})\).

Proof Pick \(u \in \text{dom} \partial^2 \theta(\bar{z}, \bar{v})\) and find \(w \in \partial^2 \theta(\bar{z}, \bar{v})(u)\), so we deduce from (4) and (5) that \((w, -u) \in N((\bar{z}, \bar{v}), \text{gph} \partial \theta)\). Applying (16) gives us a quadruple \((P_1, Q_1, P_2, Q_2) \in \mathcal{A}\) with

\[
w \in \mathcal{F}(P_1, Q_1) \cup P_2, Q_2) \quad \text{and} \quad -u \in \mathcal{G}(P_1, Q_1) \cup P_2, Q_2).
\]

Since we always have \(0 \in \mathcal{F}(P_1, Q_1) \cup P_2, Q_2)\), it follows that

\[
(0, -u) \in \mathcal{F}(P_1, Q_1) \cup P_2, Q_2) \times \mathcal{G}(P_1, Q_1) \cup P_2, Q_2),
\]

which implies by (16) the claimed inclusion \(0 \in \partial^2 \theta(\bar{z}, \bar{v})(u)\). \(\square\)

We now proceed with establishing the main result of this section, which provides a complete characterization of fully stable local minimizers of \(\mathcal{P}(\bar{w}, \bar{v})\) entirely via the initial data.
Theorem 4.1 (second-order characterization of full stability in composite optimization). Let \( \bar{x} \) be a feasible solution to \( P(\bar{w}, \bar{v}) \) from (40) for the parameter pair \((\bar{w}, \bar{v})\) with \( \bar{v} \) from (44), let \( \theta \in CPWL \), and let \((z, v) \in gph \partial \theta \) with \( z = \Phi(\bar{x}, \bar{v}) \). Under the validity of ND, let \( \lambda \) be a unique solution of the KKT system (45). Then \( \bar{x} \) is a fully stable local minimizer of \( P(\bar{w}, \bar{v}) \) if and only if the composite SSOSC from Definition 4.1 is satisfied.

Proof If \( \bar{x} \) is a fully stable local minimizer of \( P(\bar{w}, \bar{v}) \), then it is also a fully stable local minimizer of the reduced problem \( P_r(\bar{w}, \bar{v}) \) by Proposition 4.1. It follows from this proposition that the partial Jacobian matrix \( \nabla_x \Phi(\bar{x}, \bar{w}) \) of \( \Phi = B \circ \Phi \) has full rank. Employing [10, Theorem 5.1] tells us that full stability of \( \bar{x} \) for the reduced problem \( P_r(\bar{w}, \bar{v}) \) is equivalent to

\[
(p, q) \in \mathcal{T}_r(\bar{x}, \bar{w}, \bar{v})(u), \ u \neq 0 \implies \langle p, u \rangle > 0
\]  

(51)

via the set-valued mapping \( \mathcal{T}_r(\bar{x}, \bar{w}, \bar{v}) : \mathbb{R}^m \rightarrow \mathbb{R}^m \times \mathbb{R}^d \) defined by

\[
\mathcal{T}_r(\bar{x}, \bar{w}, \bar{v})(u) := \left( \nabla_{xx}^2 \varphi_0(\bar{x}, \bar{w})u, \nabla_{xw}^2 \varphi_0(\bar{x}, \bar{w})u \right) \\
+ \left( \nabla_{xu}^2 (\bar{\mu}, \bar{\Psi})(\bar{x}, \bar{w})u, \nabla_{zu}^2 (\bar{\mu}, \bar{\Psi})(\bar{x}, \bar{w})u \right) \\
+ \left( \bar{\nabla}_x \varphi(\bar{x}, \bar{w}), \varphi(\bar{x}, \bar{w}) \right)^* \partial^2 \varphi(\bar{z}, \bar{\mu})(\nabla_x \varphi(\bar{x}, \bar{w})u), \ u \in \mathbb{R}^m
\]

where \( \bar{\mu} \) is a unique solution to the reduced KKT system (46) associated with \((x, w, v) := (\bar{x}, \bar{w}, \bar{v})\). The full rank of \( \nabla_x \varphi(\bar{x}, \bar{w}) \) allows us to use the second-order chain rule from [5, Theorem 3.1] and get

\[
\mathcal{T}_r(\bar{x}, \bar{w}, \bar{v})(u) = \left( \nabla_{xx}^2 \varphi_0(\bar{x}, \bar{w})u, \nabla_{xw}^2 \varphi_0(\bar{x}, \bar{w})u \right) + D^* \partial_x (\theta \circ \Phi)(\bar{x}, \bar{w}, \bar{v})(u).
\]

By the representation \((\theta \circ \Phi)(x, w) = (\theta \circ \Phi)(x, w) \) around \((\bar{x}, \bar{w})\) we have

\[
\mathcal{T}_r(\bar{x}, \bar{w}, \bar{v})(u) = \left( \nabla_{xx}^2 \varphi_0(\bar{x}, \bar{w})u, \nabla_{xw}^2 \varphi_0(\bar{x}, \bar{w})u \right) + D^* \partial_x (\theta \circ \Phi)(\bar{x}, \bar{w}, \bar{v})(u).
\]  

(52)

Applying the second-order chain rule from Corollary 3.1 to \( \theta \circ \Phi \) in (52) together with (51) tells us that \( \bar{x} \) being a fully stable local minimizer of the reduced problem \( P_r(\bar{w}, \bar{v}) \) is equivalent to the validity of the inequality

\[
\langle u, \nabla_{xx}^2 L(\bar{x}, \bar{w}, \bar{\lambda})u \rangle + \langle q, \nabla_x \Phi(\bar{x}, \bar{w})u \rangle > 0 \text{ if } q \in \partial^2 \theta(\bar{z}, \bar{\lambda})(\nabla_x \Phi(\bar{x}, \bar{w})u), \ u \neq 0.
\]  

(53)

Pick \( 0 \neq u \in \mathcal{S} \) and get by (50) that \( \nabla_x \Phi(\bar{x}, \bar{w})u \in \text{dom} \partial^2 \theta(\bar{z}, \bar{v}) \). Thus it follows from Lemma 4.1 that \( 0 \in \partial^2 \theta(\bar{z}, \bar{\lambda})(\nabla_x \Phi(\bar{x}, \bar{w})u) \) implying by (53) that

\[
\langle u, \nabla_{xx}^2 L(\bar{x}, \bar{w}, \bar{\lambda})u \rangle = \langle u, \nabla_{xx}^2 L(\bar{x}, \bar{w}, \bar{\lambda})u \rangle + \langle 0, \nabla_x \Phi(\bar{x}, \bar{w})u \rangle > 0
\]

verifying therefore the "only if" statement.

To establish next the "if" part of the theorem, assume that \( u \neq 0 \) and that \( q \in \partial^2 \theta(\bar{z}, \bar{\lambda})(\nabla_x \Phi(\bar{x}, \bar{w})u) \), which yields \( u \in \mathcal{S} \). Then [19, Theorem 2.1]
together with the convexity of $\theta$ ensures that $\langle q, \nabla_x \Phi(\bar{x}, \bar{w})u \rangle \geq 0$, and hence we have

$$\langle u, \nabla_{xx}^2 L(\bar{x}, \bar{w}, \lambda)u \rangle + \langle q, \nabla_x \Phi(\bar{x}, \bar{w})u \rangle \geq \langle u, \nabla_{xx}^2 L(\bar{x}, \bar{w}, \lambda)u \rangle > 0$$

by the assumed composite SSOSC. This implies by (53) that $\bar{x}$ is a fully stable local minimizer of the reduced problem $P_r(\bar{w}, \bar{v})$. Appealing finally to Proposition 4.1 shows that $\bar{x}$ is a fully stable local minimizer of problem $P(\bar{w}, \bar{v})$ and thus completes the proof of the theorem.

The obtained characterization extends the results of [10, Theorem 6.6] for MPPCs, of [10, Theorem 7.3] for ENLPs, and of [16, Theorem 6.3] for unconstrained minimax problems. An important advantage of Theorem 4.1 is that it allows us to characterize full stability of local minimizers in (nonsmooth) minimax problems with polyhedral constraints, which is done in the next section while cannot be obtained by using the developments in [10,16].

5 Full Stability in Constrained Minimax Problems

This section deals with applications of Theorem 4.1 and second-order subdifferential calculations from [3] to characterizing fully stable local minimizers for the following class of minimax problems with polyhedral constraints:

$$\text{minimize } \max\{\varphi_1(x), \ldots, \varphi_l(x)\} \text{ over } Y(x) := (\zeta_1(x), \ldots, \zeta_r(x)) \in Z$$

with $r + l = m$, where the functions $\varphi_i: \mathbb{R}^n \to \mathbb{R}$ for $i = 1, \ldots, l$ and $\zeta_s: \mathbb{R}^n \to \mathbb{R}$ for $s = 1, \ldots, r$ are $C^2$-smooth around the reference points, and where the convex polyhedron $Z \subset \mathbb{R}^r$ is given by

$$Z := \left\{ y \in \mathbb{R}^r : (c_t, y) \leq \tau_t \text{ for all } t = 1, \ldots, p \right\}$$

with $(c_t, \tau_t) \in \mathbb{R}^r \times \mathbb{R}$ for $t = 1, \ldots, p$. The minimax counterpart of $P(w, v)$ from above is written as: minimize

$$\max\{\varphi_1(x, w), \ldots, \varphi_l(x, w)\} + \delta(Y(x, w); Z) - \langle v, x \rangle \text{ s.t. } x \in \mathbb{R}^n$$

with $(w, v) \in \mathbb{R}^d \times \mathbb{R}^n$. We say that $x \in \mathbb{R}^n$ is a feasible point to it (56) if $Y(x, w) \in Z$. Note that problem (56) differs from $P(w, v)$ in (40) due to nonsmoothness of all the summands in (56) but $\langle v, x \rangle$. Let us show that nevertheless (56) can be reduced to the composite form (40) as follows. Consider the mapping $\Phi: \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^{l+r} = \mathbb{R}^m$ given by

$$\Phi(x, w) := (\Xi(x, w), Y(x, w)) \text{ for all } (x, w) \in \mathbb{R}^n \times \mathbb{R}^d$$

with the mapping $Y$ taken from (54) and $\Xi(x, w) := (\varphi_1(x, w), \ldots, \varphi_l(x, w))$. Remembering that $r + l = m$, define $\theta: \mathbb{R}^{l+r} \to \mathbb{R}$ by

$$\begin{cases} 
\theta(x) := \max\{\langle a_1, x \rangle, \ldots, \langle a_l, x \rangle\} + \delta(x; Z) \text{ for } x \in \mathbb{R}^{l+r} = \mathbb{R}^m
\end{cases}$$

with $Z := \left\{ x \in \mathbb{R}^{l+r} : \langle d_t, x \rangle \leq \tau_t \text{ for } t = 1, \ldots, p \right\}$, (58)
where the generating vectors $a_i$ and $d_t$ are constructed from the unit vectors $e_i \in \mathbb{R}^l$ and the vectors $c_t \in \mathbb{R}^r$ from (55) by, respectively,

$$a_i := (e_i, 0) \quad \text{for} \quad i = 1, \ldots, l \quad \text{and} \quad d_t := (0, c_t) \quad \text{for} \quad t = 1, \ldots, p. \quad (59)$$

Observe the $\theta$ from (58) is a CPWL function in the summation form (8). Thus we can represent the constrained minimax problem (56) in the composite optimization form (40) written as

$$\begin{align*}
\text{minimize} & \quad (\theta \circ \Phi)(x, w) - \langle v, x \rangle \\
\text{subject to} & \quad x \in \mathbb{R}^n \quad (60)
\end{align*}$$

with $\theta$ taken from (58) with parameters (59) and the $C^2$-smooth mapping (57).

Now we can apply Theorem 4.1 to (60) and derive in this way a second-order characterization of full stability of local solutions to the minimax problem (56) via its initial data. Prior to that, let us specify the nondegeneracy condition ND for problem (60) and presents it in terms of the original minimax problem (56) without appealing to the matrix $B$ from the proof of Lemma 3.1.

Denote $\bar{z}_1 := \Xi(\bar{x}, \bar{w})$ and $\bar{z}_2 := \Upsilon(\bar{x}, \bar{w}) \in Z$ and construct the index sets

$$\begin{align*}
\mathcal{K}(\bar{z}_1) & := \left\{ i \in \{1, \ldots, l\} : \max_{\bar{w}} \left\{ \varphi_1(\bar{x}, \bar{w}), \ldots, \varphi_1(\bar{x}, \bar{w}) \right\} = \varphi_1(\bar{x}, \bar{w}) \right\}, \\
\mathcal{I}(\bar{z}_2) & := \left\{ t \in \{1, \ldots, p\} : \langle c_t, \bar{z}_2 \rangle = \tau_t \right\}
\end{align*}$$

via the data of (54) and (55). It is easy to observe that $\mathcal{K}(\bar{z}_1) = K(\bar{z})$ and $\mathcal{I}(\bar{z}_2) = I(\bar{z})$ for the index sets defined in (10) for the function $\theta$ from (58) with $\bar{z} := (\bar{z}_1, \bar{z}_2) \in \text{dom} \theta$.

**Proposition 5.1 (equivalent form of qualification condition ND for constrained minimax problems).** Let $\bar{x}$ be a feasible solution to (56) corresponding to $(\bar{w}, \bar{v})$, and let $\bar{z} = (\bar{z}_1, \bar{z}_2)$ with $\bar{z}_1 = \Xi(\bar{x}, \bar{w})$, $\bar{z}_2 = \Upsilon(\bar{x}, \bar{w})$, and $(\bar{z}, \bar{v}) \in \text{gph} \partial \theta$, where the mappings $\Xi$ and $\Upsilon$ and the CPWL function $\theta$ are defined by (57) and (58), respectively. Then the nondegeneracy condition ND in the framework of the minimax problem (56) can be equivalently written as

$$\mathcal{D} \cap \text{ker} \left( \nabla_x \Xi(\bar{x}, \bar{w})^*, \nabla_x \Upsilon(\bar{x}, \bar{w})^* \right) = \{0\} \quad (62)$$

with the set $\mathcal{D}$ given by

$$\mathcal{D} := \left\{ (y_1, y_2) \in \mathbb{R}^l \times \mathbb{R}^r : y_1 \in \text{span} \left\{ e_i - e_j : i, j \in \mathcal{K}(\bar{z}_1) \right\}, \text{ and} \right.$$\n
$$\left. y_2 \in \text{span} \left\{ c_t : t \in \mathcal{I}(\bar{z}_2) \right\} \right\},$$

where $e_i \in \mathbb{R}^l$ are the unit vectors, and where the index sets $\mathcal{K}(\bar{z}_1)$ and $\mathcal{I}(\bar{z}_2)$ are defined in (61).

**Proof** Applying the nondegeneracy condition ND to the composite optimization form (60) of the minimax problem (60) and using Theorem 3.2 on the equivalence of ND to SOCQ give us

$$\partial^2 \theta(\bar{z}, \bar{v})(0) \cap \text{ker} \Phi(\bar{x}, \bar{w})^* = \{0\}$$
with $\Phi$ and $\theta$ taken from (57) and (58), respectively. Then the second-order calculations of Theorem 3.1 together with the equalities $K(\bar{z}_1) = K(\bar{z})$ and $\mathcal{I}(\bar{z}_2) = I(\bar{z})$ reveal that

$$\partial^2 \theta(\bar{z}, \bar{v})(0) = \text{span} \left\{ a_i - a_j : i, j \in K(\bar{z}) \right\} + \text{span} \left\{ d_t : t \in I(\bar{z}) \right\}$$

$$= \left\{ (y_1, y_2) \in \mathbb{R}^l \times \mathbb{R}^n : y_1 \in \text{span} \left\{ e_i - e_j : i, j \in K(\bar{z}_1) \right\}, \quad y_2 \in \text{span} \left\{ e_t : t \in I(\bar{z}_2) \right\} \right\},$$

where the vectors $a_i$ and $d_t$ are taken from (59). Observing that

$$\nabla_x \Phi(\bar{x}, \bar{w}) = \begin{pmatrix} \nabla_x \Xi(\bar{x}, \bar{w}) \\ \nabla_x T(\bar{x}, \bar{w}) \end{pmatrix}$$

and combining this with representation (63) justify the equivalent form (62) of the ND condition in the minimax problem under consideration.

After these adjustments, we now derive a characterization of fully stable local minimizers of (56). The KKT system for (56) can be expressed as

$$\begin{aligned}
\bar{v} &= \sum_{i=1}^l \bar{\lambda}_i \nabla_x \varphi_i(\bar{x}, \bar{w}) + \sum_{s=1}^r \bar{\mu}_s \nabla_x \zeta_s(\bar{x}, \bar{w}) \\
\text{with} \quad \bar{\lambda}_i &\geq 0, \quad \sum_{i=1}^l \bar{\lambda}_i = 1, \quad (\bar{\mu}_1, \ldots, \bar{\mu}_r) \in N(\bar{z}_2; Z),
\end{aligned}$$

(64)

where $\bar{z}_2 = \mathcal{T}(\bar{x}, \bar{w})$, and where $Z$ is taken from (55). The following definition is an adaptation of the composite SSOSC for the minimax problem (56).

**Definition 5.1 (minimax SSOSC).** Given $\varpi := (\bar{\lambda}, \bar{\mu}) \in \mathbb{R}^l \times \mathbb{R}^r$ and $\bar{v}$ from (64), we say that the minimax SSOSC holds at $(\bar{x}, \bar{w}, \bar{v}, \varpi)$ if

$$\sum_{i=1}^l \bar{\lambda}_i \langle u, \nabla^2_{xx} \varphi_i(\bar{x}, \bar{w}) u \rangle + \sum_{s=1}^r \bar{\mu}_s \langle u, \nabla^2_{xx} \zeta_s(\bar{x}, \bar{w}) u \rangle > 0 \quad \text{for all} \quad 0 \neq u \in \mathcal{S},$$

(65)

where the subspace $\mathcal{S}$ is defined by

$$\mathcal{S} := \left\{ u \in \mathbb{R}^n : \langle \nabla_x \varphi_i(\bar{x}, \bar{w}), u \rangle = \gamma \quad \text{for} \quad i \in \Gamma(J_1) \quad \text{and} \quad \langle d_t, \nabla_x T(\bar{x}, \bar{w}) u \rangle = 0 \quad \text{for} \quad t \in \Gamma(J_2) \right\}.$$

via the index sets $\Gamma(J_1)$ and $\Gamma(J_2)$ taken from (19) and some constant $\gamma \in \mathbb{R}$.

Next we extend [5, Theorem 6.3] to constrained minimax problems.

**Theorem 5.1 (characterization of fully stable solutions to constrained minimax problems).** Let $\bar{x}$ be a feasible solution to the minimax problem (56) corresponding to $(\bar{w}, \bar{v})$ with $\bar{v} \in \partial_x (\theta \circ \Phi)(\bar{x}, \bar{w})$, where $\theta$ and $\Phi$ are taken from (58) and (57), respectively. Assume that the ND condition (62) holds, and let $\varpi = (\bar{\lambda}, \bar{\mu}) \in \mathbb{R}^l \times \mathbb{R}^r$ be a unique solution to (64). Then $\bar{x}$ is a fully stable local minimizer of (56) if and only if the minimax SSOSC from (65) holds.
Proof Following the lines above, we implement Theorem 4.1 in the constrained minimax setting by observing that the Lagrangian for (56) can be represented as $L(\bar{x}, \bar{w}, \varpi) = \langle \varpi, \Phi(\bar{x}, \bar{w}) \rangle$. This gives us
\[
\nabla^2_{xx} L(\bar{x}, \bar{w}, \varpi) = \sum_{i=1}^{l} \bar{\lambda}_i \nabla^2_{xx} \varphi_i(\bar{x}, \bar{w}) + \sum_{s=1}^{r} \bar{\mu}_s \nabla^2_{xx} \zeta_s(\bar{x}, \bar{w}).
\]
Furthermore, it is easy to see that the set $\mathcal{S}$ from Definition 5.1 is an adaptation of $\mathcal{S}$ from (49) to (56). Thus the claimed second-order characterization of full stability in (56) readily follows from the equivalence in Theorem 4.1. □

6 Conclusions

This paper provides various applications of the second-order subdifferential theory for CPWL functions recently developed in [3]. The obtained results prove the importance and power of such constructions in variational analysis. Following this way, we plan to proceed with further applications. In particular, our intention is establish the equivalence between the Lipschitz-like/Aubin property and Robinson’s strong regularity in the CPWL framework.
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