Excitonic Stark effect in MoS$_2$ monolayers
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We theoretically investigate excitons in MoS$_2$ monolayers in an applied in-plane electric field. Tight-binding and Bethe-Salpeter equation calculations predict a quadratic Stark shift, of the order of a few meV for fields of 10 V/µm, in the linear absorption spectra. The spectral weight of the main exciton peaks decreases by a few percent with an increasing electric field due to the exciton field ionization into free carriers as reflected in the exciton wave functions. Subpicosecond exciton decay lifetimes at fields of a few tens of V/µm could be utilized in solar energy harvesting and photodetection. We find simple scaling relations of the exciton binding, radius, and oscillator strength with the dielectric environment and an electric field, which provides a path to engineering the MoS$_2$ electro-optical response.
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I. INTRODUCTION

In the past decade, atomically thin two-dimensional (2D) layers have emerged as a class of very versatile materials with highly tunable electronic and optical properties. Among these materials, a finite direct band gap makes monolayers (MLs) of MoS$_2$ and other transition metal dichalcogenides (TMDs) attractive candidates for possible applications in nanoscale electronics, optoelectronics, and energy harvesting.

Due to inversion symmetry breaking, combined with strong spin-orbit coupling (SOC), these materials show several peculiar properties such as valley-dependent optical selection rules that allow for an efficient control of the spin- and valley-degrees of freedom by optical helicity, the valley Hall effects, as well as strong magneto- and photoluminescence effects, with a quantum yield that can exceed 95%. In the context of spintronics, based on the large difference between the spin relaxation times of electrons and holes in TMDs, MoS$_2$ has been predicted as a desirable active region for spin-lasers, while hybrid structures of graphene on TMDs have been proposed as a platform for optospintronics.

One of the most intriguing aspects of ML TMDs is that the interplay of their 2D character and Coulomb interactions leads to pronounced many-body effects that also dominate their optical properties. Strong excitonic effects with binding energies of several hundreds of meV, orders of magnitude larger than in conventional 3D semiconductors, are predicted in TMDs. Due to the peculiar 2D screening and band structure these excitons are, moreover, expected to deviate from a simple hydrogen model. These predictions, large binding energies and a nonhydrogenic Rydberg series, have recently been confirmed experimentally. Likewise, the binding energies of trions (charged excitons) are also much larger in TMDs than in conventional semiconductors, of the order of several tens of meV. Indirect excitons in TMD-based van der Waals heterostructures similarly possess large binding energies and can be controlled by an electrostatic gate voltage.

In the present work, we study ML MoS$_2$ as the prototype material for ML TMDs and how excitons and the optical absorption in this system are affected by a constant in-plane electric field. Almost 60 years ago, Franz and Keldysh predicted a modulation of the band-edge absorption due to the electric field in bulk semiconductors. If the effect of the Coulomb interaction between electrons and holes and, in consequence, excitons are taken into account, an excitonic Stark effect arises: Similar to the hydrogen atom, there is a quadratic energy shift of the non-degenerate lowest energy exciton in the applied electric field. Recently, much theoretical attention has been paid to this field...
effect\textsuperscript{60–62}, for example, by addressing the problem of a zero radius of convergence and applying complex-scaling techniques\textsuperscript{63} which also yield the imaginary part of the excitonic resonance.

However, this effect is not easily observed in bulk semiconductors due to the low exciton binding energies exhibited in these systems. In contrast, as a consequence of their large exciton binding energies, TMDs enable probing an excitonic Stark effect, similar to quantum well structures\textsuperscript{64} carbon nanotubes\textsuperscript{65} or black phosphorus\textsuperscript{66}.

In fact, the Stark effect due to an out-of-plane electric field has recently been observed in mono- and few-layer TMDs\textsuperscript{67,68} while an a.c. optical Stark effect has been demonstrated in WSe\textsubscript{2} and WS\textsubscript{2}, important for quantum information applications with TMDs\textsuperscript{69,70}.

We predict a quadratic Stark shift with the in-plane field, which depends sensitively on the dielectric environment and is of the order of several meV or even larger for fields of a few tens of V/µm. Moreover, we provide the corresponding scaling laws for experimentally observable quantities such as the Stark shift and the loss of oscillator strength, demonstrating a tunable electro-optical response in MoS\textsubscript{2}. While the focus of this work is on the linear absorption and on bright s-like excitons, we also predict a nonlinear Stark shift for the dark excitons.

II. THEORETICAL MODEL

We use an ab-initio-based tight-binding Hamiltonian that allows us to reproduce the single-particle band structure obtained by density functional theory (DFT). The linearized augmented plane wave code WIEN2k\textsuperscript{22} is used employing the exchange-correlation functional PBE\textsuperscript{24} to compute the DFT band structure of MoS\textsubscript{2} with a lattice constant of 3.14 Å\textsuperscript{2}. Then, the Wannierization is carried out with a 12 × 12 uniform sampling of the Brillouin zone using the WANNIER90 package.\textsuperscript{71} Depending on whether SOC is taken into account, a linear combination of S-centered p- and Mo-centered d-orbitals is chosen to project onto the separated manifold of either five (no SOC) or ten (SOC) bands in the low-energy region. The spreads of the maximally localized Wannier functions are smaller than 5 Å\textsuperscript{2}.

A given single-particle state |n, k\rangle with the 2D wave vector k in band n and energy ε\textsubscript{nk} can then be written as the Bloch sum

|n, k\rangle = \frac{1}{\sqrt{N}} \sum_{\nu} e^{i k \cdot R_\nu} a_{n\nu} |\nu, R_\nu\rangle, \tag{1}

where |\nu, R_\nu\rangle is the Wannier orbital \nu centered at the Bravais lattice point R_\nu and N is the total number of primitive unit cells considered. The coefficients a\textsubscript{n\nu} are determined from the tight-binding Hamiltonian \mathcal{H}_{\nu\nu'}(k) via \sum_{\nu'} \mathcal{H}_{\nu\nu'}(k) a_{n\nu} = ε_{n\nu} a_{n\nu}. Throughout this manuscript, we will label conduction and valence band indices by n = c and n = v.

In the absence of an electric field, we employ the procedure described in Ref. \textsuperscript{77} to compute excitons S with momentum \epsilon_\text{exc} = 0 and solve the Bethe-Salpeter equation (BSE),

\[ \Delta_{cck} A_{cck}^S + \sum_{\nu'\nu''} \mathcal{K}_{vcck, \nu'\nu'\nu''} A_{\nu'\nu''}^S A_{\nu'\nu''}^{\dagger} = \Omega_S A_{cck}^S. \tag{2} \]

Here, \Omega_S denotes the energy of the exciton state |Ψ_S\rangle = \sum_{cck} A_{cck}^S \hat{c}_c^\dagger \hat{c}_k |\text{GS}\rangle with the coefficients A_{cck}^S, the creation (annihilation) operator of an electron with momentum k in a conduction band c (valence band v) \hat{c}_k (\hat{c}_c), and the ground state |\text{GS}\rangle with fully occupied valence bands and unoccupied conduction bands. The BSE is governed by the energy difference \Delta_{cck} = ε_c - ε_k between the non-interacting\textsuperscript{78} states |c_k\rangle and |v_k\rangle and the interaction kernel

\[ \mathcal{K}_{vcck, \nu'\nu'\nu''} = \mathcal{K}_{vcck, \nu'\nu'\nu''}^d + \mathcal{K}_{vcck, \nu'\nu'\nu''}^x, \tag{3} \]

which consists of the direct and exchange terms, \mathcal{K}_{vcck, \nu'\nu'\nu''}^d and \mathcal{K}_{vcck, \nu'\nu'\nu''}^x\textsuperscript{79,80}.

We model the interaction in \mathcal{K}_{vcck, \nu'\nu'\nu''}^d by the screened Coulomb interaction in a 2D insulator\textsuperscript{33,80}

\[ W(|R_{ij}^{\nu'\nu'}\rangle) = \frac{\varepsilon^2}{8\varepsilon_0 r_0} \left[ H_0 \left( \frac{\varepsilon |R_{ij}^{\nu'\nu'}|}{r_0} \right) - Y_0 \left( \frac{\varepsilon |R_{ij}^{\nu'\nu'}|}{r_0} \right) \right], \tag{4} \]

where H_0 and Y_0 are the Struve function and the Bessel function of the second kind. Here, R_{ij}^{\nu'\nu'} = R_{ij} + τ_\nu - τ_{\nu'} where R_{ij} = R_i - R_j and τ_\nu and τ_{\nu'} denote the centers of the Wannier orbitals \nu and \nu' in the primitive unit cell as computed by WANNIER90. The length r_0 = 2π\chi_2D is related to the 2D polarizability \chi_2D\textsuperscript{33} e / |ε| is the absolute value of the electron charge, and ε_0 and ε are the vacuum permittivity and the background dielectric constant. The background dielectric constant is given by \varepsilon = (ε_1 + ε_2) / 2, where ε_1,2 denotes the dielectric constants of the materials above and below the MoS\textsubscript{2} layer. This potential has proven highly successful in capturing excitonic properties of TMDs\textsuperscript{22}.

Assuming point-like Wannier orbitals, the direct and exchange terms\textsuperscript{81,82,83}

\[ \mathcal{K}_{vcck, \nu'\nu'\nu''}^d = - \sum_{\nu'} a_{cck}^* a_{c'k'}^* a_{v'k''}^* a_{v'k''} \left( \frac{1}{N^2} \sum_{i,j} e^{-i(k-k') \cdot R_{ij}} W(|R_{ij}^{\nu'\nu'}\rangle) \right) \tag{5} \]

and

\[ \mathcal{K}_{vcck, \nu'\nu'\nu''}^x = \sum_{\nu'} a_{cck}^* a_{c'k'}^* a_{v'k''}^* a_{v'k''} \left( \frac{1}{N^2} \sum_{i,j} V(|R_{ij}^{\nu'\nu'}\rangle) \right) \tag{6} \]
are computed in real space with the screened interaction \( \varepsilon \) and the bare Coulomb interaction \( V(\mathbf{R}_{ij}^{\nu\nu'}) = e^2/(4\pi\varepsilon_0 \varepsilon |\mathbf{R}_{ij}^{\nu\nu'}|) \), respectively. An electric field \( \mathbf{F} \) along the (Bravais) unit direction \( e_1 \) is accounted for by including the potential

\[
U_F(\mathbf{R}_{ij}^{\nu\nu'}) = eF \mathbf{R}_{ij}^{\nu\nu'} \cdot e_1 
\times \tanh \left( k_0 \left[ \frac{1}{4} - \left( \frac{\mathbf{R}_{ij}^{\nu\nu'} \cdot e_1}{L} \right)^2 \right] \right),
\]

and adding it to \( W(|\mathbf{R}_{ij}^{\nu\nu'}|) \) in Eq. (3). To avoid numerical instabilities, the potential (7) contains a smoothing factor, where \( L \) is the length of the super cell along the \( e_1 \)-direction. The parameter \( k_0 \) controls how fast the electrostatic potential decays at the edge of the super cell. Implementation of the electrostatic potential using Eq. (7) is a mathematical convenience to produce a periodic saw-tooth-type potential, which gives a linear dependence at small \( |\mathbf{R}_{ij}^{\nu\nu'}| \) compared to the super cell size \( L \). The potential is zero at the super cell boundaries \( \mathbf{R}_{ij}^{\nu\nu'} \cdot e_1 = \pm L/2 \), which ensures its periodicity, with the sign of the potential depending on the sign of \( \mathbf{R}_{ij}^{\nu\nu'} \cdot e_1 \). A general in-plane field \( \mathbf{F} \) can be considered by decomposing the field as \( \mathbf{F} = F_1 e_1 + F_2 e_2 \) and adding Eq. (7) for each direction to \( W(|\mathbf{R}_{ij}^{\nu\nu'}|) \) in Eq. (5). Since in our calculations, we find that the Stark effect on the main exciton absorption peaks is not sensitive to the direction of the in-plane field, we restrict ourselves to a field along the \( e_1 \)-direction and Eq. (4).

The exciton states obtained from Eq. (2) can be used to compute the absorbance

\[
\alpha(\omega) = \frac{e^2 \pi}{\varepsilon_0 c \omega} \frac{1}{A} \sum_S \left| \sum_{\nu \nu'} A_{\nu \nu'}^{S} d_{\nu \nu'}(k) \right|^2 \delta(\omega - \Omega_\nu) \tag{8}
\]

of a 2D sheet with unit area \( A \). Here, we have introduced the photon energy \( \hbar \omega \), the single-particle/quasiparticle dipole-matrix element \( d_{\nu \nu'}(k) = \sum_{\mu \mu'} a_{\nu, \mu} a_{\nu', \mu'} \partial_{\mu'} H_{\nu \nu'}(k)/\hbar \) obtained from the tight-binding model for the transition between states |\( \nu \rangle \) and |\( \nu' \rangle \), and the velocity of light \( c \). Since the gap between the conduction and valence bands is much larger than the spin-orbit splitting, we compute the excitons using the single-particle band structure without SOC and following Ref. [22] employ first-order perturbation theory to include SOC near the \( K \) and \( K' \) points. Unless explicitly stated otherwise, our calculations are performed on a 144 × 144 k-grid/super cell with an upper energy cutoff of 2 eV above the band gap. This ensures that the exciton binding energies presented in this work are converged with a relative error of less than \( 10^{-5} \) when going from a 132 × 132 k-grid to a 144 × 144 k-grid. We have set the smoothing parameter \( k_0 = 10 \) throughout the manuscript and checked that the results are not affected for the fields presented in this work if larger values for \( k_0 \) are used (\( k_0 = 20, k_0 = 30 \), and \( k_0 = 50 \)).

FIG. 2. (Color online) Calculated absorption spectra of monolayer MoS\(_2\) for several different dielectric environments, (a) \( \varepsilon = 1 \), (b) \( \varepsilon = 2.45 \), and (c) \( \varepsilon = \infty \), measured from the absorption onset \( E_0 \) (d) Same as in panel (a), but without SOC. We use \( \chi_{2D} = 6.5 \) Å and a Gaussian broadening of \( \Gamma = 30 \) meV.

\( ^a \) In experiments, \( E_0 \approx 1.9 \) eV. Here, we apply a rigid shift to the band structure obtained from our DFT-based tight-binding model to describe the quasiparticle band gap as obtained by GW.

FIG. 3. (Color online) Band structure of monolayer MoS\(_2\) as obtained from DFT (orange lines) and as calculated using an ab-initio-based tight-binding model (blue circles) with SOC. The optical transitions involving the \( A \) and \( B \) excitons at the \( K \) (\( K' \)) point and the \( C \) exciton near the \( \Gamma \) point are also marked.

III. RESULTS

To illustrate the effect of an electric field, Fig. 2 displays the absorption spectra of ML MoS\(_2\) for several different dielectric environments. For clarity, we also show the behavior of the lowest exciton peaks for \( \varepsilon = 1 \) in the absence of SOC in Fig. 2 (d). At zero field and \( \varepsilon = 1 \), one can clearly see the \( A \) and \( B \) exciton peaks originating...
from transitions into the spin-orbit-split valence bands at the \( K \) and \( K' \) points, their respective Rydberg states, \( A' \) and \( B' \), as well as the so-called \( C \) exciton that arises due to transitions near the \( \Gamma \) point [see Fig. 2(a)]. The origin of these excitons is also depicted in Fig. 3 which shows the band structure of ML MoS\(_2\) obtained from our tight-binding description. Moreover, a comparison with the original DFT band structure illustrates an almost perfect agreement between the two band structures.

Due to the screened potential given by Eq. (4) we obtain a nonhydrogenic Rydberg series for the \( A \) and \( B \) excitons, a fact well established experimentally\(^{33,34,39}\) and theoretically\(^{33,34,39}\). Depending on the value of \( \chi_{2D} \) as given in the literature\(^{33}\) our model predicts binding energies \( E_b \) of around 500-600 meV for the \( A \) and \( B \) excitons at \( \varepsilon = 1 \) (see also Table I). As \( \varepsilon \) is increased, the binding energies of the \( A \), \( B \), and \( C \) excitons decrease, which can be seen in Fig. 2(b), where we have chosen \( \varepsilon = (1 + 3.9)/2 = 2.45 \) to model the dielectric environment of MoS\(_2\) on a SiO\(_2\) substrate.

If an electric field is applied, the binding energies of the \( A \), \( B \), and \( C \) excitons increase by \( \delta E_b(F) = E_b(F) - E_b(F = 0) \) due to the Stark effect. Their peaks, on the other hand, lose spectral weight, a part of which is transferred into the region between the \( A/B \) exciton peaks and the onset of the continuum. At high fields an additional absorption peak arises in this region, while the continuum absorption exhibits Franz-Keldysh oscillations [see Figs. 2(a), (b) and (d)]. The period of these oscillations is proportional to the electric field and their amplitude also grows with increasing field, which is corroborated in Fig. 2(c), where — in the absence of any electron-hole interaction, \( \varepsilon = \infty \), and consequently excitons — the electric field leads only to Franz-Keldysh modulations of the absorption\(^{20}\).

Table I. Binding energies \( E_b \), fitting parameters \( \kappa \) with corresponding electric polarizabilities \( \tilde{\alpha} \) in Eq. (1), and \( \lambda \) in Eq. (10) for different dielectric environments \( \varepsilon \) and \( \chi_{2D} \).

| \( \chi_{2D} \) [Å] | \( \varepsilon \) | \( E_b \) [meV] | \( \kappa \) [(eV\( \mu \)m/V\(^2\)] | \( \tilde{\alpha} \) [eV\( \mu \)m\(^2\)/V\(^2\)] | \( \lambda \) [(\mu \)m/V\(^2\)] |
|-----------------|-------|-------------|-----------------|----------------|----------------|
| 5.0             | 1     | 603         | 2.43 \times 10^{-6} | 8.06 \times 10^{-6} | 2.99 \times 10^{-2} |
| 6.5             | 1     | 508         | 2.75 \times 10^{-6} | 1.08 \times 10^{-5} | 5.37 \times 10^{-5} |
| 6.5             | 2.45  | 279         | 2.28 \times 10^{-6} | 1.63 \times 10^{-5} | 1.20 \times 10^{-4} |
| 6.5             | 3.35  | 214         | 2.40 \times 10^{-6} | 2.24 \times 10^{-5} | 1.87 \times 10^{-4} |
| 6.5             | 5     | 143         | 2.53 \times 10^{-6} | 3.54 \times 10^{-5} | 4.21 \times 10^{-4} |

The Stark shift \( \delta E_b \) of the lowest excitonic states depends on \( E_b \) at zero field as shown in Fig. 2(a). For fields up to 20 V/\( \mu \)m, we find Stark shifts of the order of several meV, similar to the optical Stark shifts observed recently in WSe\(_2\)\(^{21}\) while the shift is much larger for \( F = 50 \) V/\( \mu \)m [see Figs. 2(a), (b) and (d)], for example, \( \delta E_b \approx 10 \) meV for free standing MoS\(_2\) (\( \varepsilon = 1 \)), \( \delta E_b \approx 17 \) meV for MoS\(_2\) on SiO\(_2\) (\( \varepsilon = 2.45 \)), and \( \delta E_b \approx 18 \) meV for MoS\(_2\) on diamond (\( \varepsilon = (1 + 5.7)/2 = 3.35 \)). Figure 2(d) implies that for \( \varepsilon \approx 1 \) the exciton peak can still be observed at \( F = 100 \) V/\( \mu \)m with a Stark shift of \( \delta E_b \approx 32 \) meV. At low fields and high binding energies, \( \delta E_b \) can be fitted very well to a quadratic function

\[
\delta E_b = \tilde{\alpha} F^2/2 = \kappa F^2/E_b,
\]

where the fitting parameter \( \kappa \) is related to the electric polarizability \( \tilde{\alpha} = 2\kappa/E_b \) and found to be around \( \kappa \approx 2.5 \times 10^{-6} \) (eV\( \mu \)m/V\(^2\)), nearly independent of \( \varepsilon \) and \( \chi_{2D} \), with the actual values obtained for best fits given in Table I. Our results found for \( \tilde{\alpha} \) are of the same order as those recently computed in Ref. \(^{62}\). Equation (11) is motivated by the form of the second-order correction due to the Stark effect in the hydrogen atom and the small exciton radius. Since our calculations point to \( \kappa \) being only weakly dependent on the dielectric background and the polarizabilities, Eq. (11) implies that \( E_b \) in different dielectric setups can be obtained by fitting the quadratic field dependence of the Stark shift to a constant inversely proportional to \( E_b \). Figure 3(a) also illustrates that for high fields and low binding energies, such as for \( \varepsilon = 5 \), \( \delta E_b \) deviates from this quadratic behavior and higher order corrections in \( F \) become more important. This breakdown of the quadratic behavior of \( \delta E_b \) at higher fields has also been observed in Ref. \(^{61}\) and roughly estimated in Ref. \(^{62}\) to happen at fields well below \( F_b = 5.14 \times 10^{11} m^2/\varepsilon^3 V/\mu m \), where \( m_e \) is the reduced mass (in units of the electron mass) of the Wannier problem\(^{84}\).

Moreover, we study the loss of the spectral weight of the exciton peaks with increasing \( F \). Figure 4(b) displays the oscillator strengths \( I(F) \) normalized to the oscillator strength at \( F = 0 \), \( I(F = 0) \) of the lowest exciton peak, for which we find that its field dependence can be approximated by

\[
\frac{I(F)}{I(F = 0)} = 1 - \lambda F^2.
\]

Table I gives values of the parameter \( \lambda \), which varies widely for different combinations of \( \chi_{2D} \) and \( \varepsilon \) and cannot
be easily related to $E_b$. Here, we have computed the oscillator strength as the sum \((1/N) \sum_s |\sum_{eck} A_{seck} d_{eck}(k)|^2\) of each single exciton peak \(S\) contributing to the low energy peak, which is approximately proportional to the energy integral over the low energy peak.$^{85}$

An electric field is expected to decrease the exciton lifetime leading to a broadening of the exciton absorption peak due to the exciton dissociation. These effects can be related to the loss of spectral weight displayed in Fig. 2 (b). Since this loss is quite small for typical values of \(\varepsilon\), around 5\% for \(\varepsilon = 2.45\) and \(F = 20\) V/\(\mu\)m, Fig. 2(b) implies that the \(A\) and \(B\) exciton peaks require very large fields beyond which they fully dissociate. This in turn suggests that one should be able to observe an excitonic Stark effect in MoS\(_2\) MLs experimentally. The Rydberg states \(\alpha'\) and \(\beta'\), on the other hand, dissociate already at smaller fields due to their lower binding energy as shown in Fig. 2.

As we have shown in Fig. 4, the Stark shifts strongly depend on the binding energy at zero field. Hence, we study the dependence of \(E_b\) of the lowest exciton on the dielectric environment in Fig. 5 where we compare the results obtained for the screened potential with \(\chi_{2D} = 6.5\) \(\AA\) with those of the bare Coulomb potential (with \(\chi_{2D} = 0\)). Figure 6 (a) illustrates that the dependence of \(E_b\) on \(\varepsilon\) is reasonably well fitted to power laws, \(E_b \propto \varepsilon^{-1.4}\) for \(\chi_{2D} = 0\) and \(E_b \propto \varepsilon^{-1}\) for \(\chi_{2D} = 6.5\) \(\AA\), which differ from the hydrogen model for the range of \(\varepsilon\) in Fig. 6. This is due to two reasons: (i) The discreteness of the Bravais lattice results in deviations from the continuum model of the hydrogen atom, which predicts the binding energy to scale as \(E_b \propto \varepsilon^{-2}\). (ii) For finite \(\chi_{2D}\), the potential deviates from the bare Coulomb potential at short distances \(r \rightarrow 0\), which is particularly relevant for small exciton radii \(r_{\text{exc}}\) and, hence, small \(\varepsilon\). As we increase \(\varepsilon\), \(r_{\text{exc}}\) becomes larger compared to the lattice constant and exponents closer to the hydrogen model are found, \(E_b \propto \varepsilon^{-1.7}\) and \(E_b \propto \varepsilon^{-1.5}\) for the bare and screened potentials, respectively, using a range of \(\varepsilon\) from 10 to 20 (not shown).

The corresponding exciton radii \(r_{\text{exc}}\) of the lowest excitons are computed by fitting the exciton wave function (see below) to a 2D Gaussian with the standard deviation being used as an estimate for \(r_{\text{exc}}\) and are displayed in Fig. 6 (b). One can see that \(r_{\text{exc}}\), although increasing with \(\varepsilon\), does not change significantly for typical values of \(\varepsilon\), by at most 10\% for \(\varepsilon = 5\). Figure 6 (c) shows the oscillator strengths \(I(\varepsilon)\) of the exciton peak normalized to its value at \(\varepsilon = 1\). With increasing \(\varepsilon\), the spatial overlap of the electron and hole wave functions and, hence, \(I(\varepsilon)\) are diminished as expected. In both cases, \(\chi_{2D} = 0\) and \(\chi_{2D} = 6.5\) \(\AA\), its behavior [normalized to the oscillator strength \(I(\varepsilon = 1)\)] scales with the exciton radius \(r_{\text{exc}}\) as

\[
\frac{I(\varepsilon)}{I(\varepsilon = 1)} = \frac{[r_{\text{exc}}(1) - R_0]^2}{[r_{\text{exc}}(\varepsilon) - R_0]^2}
\]

with a length scale \(R_0 \approx |a_{1/2}| = 3.1\) \(\AA\) on the order of the lattice constant.

Figure 7 compares the amplitudes of the exciton wave function $|\chi(x, y)|^2$ of the central low-energy peak for \(\varepsilon = 5\) and \(\chi_{2D} = 6.5\) \(\AA\) at zero field [Fig. 7 (a)] and \(F = 10\) V/\(\mu\)m [Fig. 7 (b)]. Here, \(x = x_e - x_h\) and \(y = y_e - y_h\) denote the relative position of the electron-hole pair, and Figs. 7 (a)-(d) have been computed with a 240 \(\times\) 240 \(k\)-mesh (in the full Brillouin zone). By fitting $|\chi(x, y)|^2$ to a Gaussian, we find a Bohr radius of around 11 \(\AA\) for the exciton from Figs. 7 (a) [also shown in Fig. 7 (b)], comparable to the length scales reported in the literature.$^{38}$

FIG. 4. (Color online) Field dependence of (a) the Stark shifts $\delta E_b$ and (b) the relative oscillator strengths $I(F)/I(F = 0)$ of the lowest excitons for different dielectric environments. Symbols denote computed data points, whereas the solid lines denote best fits given by Eqs. (10) and (11) and Table I.

FIG. 5. (Color online) Dependence of (a) the binding energy $E_b$, (b) the exciton radius $r_{\text{exc}}$, and (c) the relative oscillator strengths $I(\varepsilon)/I(\varepsilon = 1)$ of the lowest excitons at $F = 0$. Symbols denote computed data points, whereas the solid lines denote best fits to a power law in panel (a), to a linear dependence in panel (b), and to Eq. (11) in panel (c).
we have used the parameters $\varepsilon$ solid black lines are fits according to Eq. (12). In all panels, the absorption onset $E_G$ of the (a) lower and (b) upper $2p, u$ exciton states, respectively. In contrast, excitons with finite orbital angular momentum are dipole-forbidden and do not contribute to the linear absorption, but can be probed by two-photon absorption measurements. Consistent with recent theoretical predictions, we find that at zero field the $2p$ states are more strongly bound than the $2s$ state. Moreover, the two $2p$ states (per valley) are not degenerate, but split by 22 meV for $\varepsilon = 1$. The upper $2p$ state, that is, the $2p$ state with lower binding energy, is in turn 56 meV below the $2s$ state. Moreover, the two $2p$ states (per valley) are not degenerate, but split by 22 meV for $\varepsilon = 1$. The upper $2p$ state, that is, the $2p$ state with lower binding energy, is in turn 56 meV below the $2s$ state. Moreover, the two $2p$ states (per valley) are not degenerate, but split by 22 meV for $\varepsilon = 1$.

Figure 7 displays the Stark shifts $E_{2p,l}^{2p,1}$ and $E_{2p,l}^{2p,u}$ of exciton into the free electron-hole continuum. For fields between $F = 6 \text{ V/µm}$ and $F = 20 \text{ V/µm}$, we can fit the tunneling probability $T(F)$ to an motivated by the hydrogen atom field ionization $\gamma$:

$$T(F) \propto \frac{F_0}{F} \exp \left(-\frac{F_0}{F}\right)$$  \hspace{1cm} (12)

with the fitting parameter $F_0 = 130 \text{ V/µm}$. Then, $T(F)$ can in turn be related to the exciton ionization decay rate (lifetime), which is proportional (inversely proportional) to $T(F)^{\frac{1}{2}}$.

For high electric fields and/or relatively small binding energies, the exciton ionization lifetime can also be determined as follows: While an exciton and its peak at zero field corresponds to one single solution of the BSE, this single solution splits into several eigenstates of the BSE at finite electric field. The distribution of these split peaks, an example of which is shown in Fig. 7(c), determines the intrinsic linewidth, which we find from a Gaussian fit. This procedure yields the spectrum in Fig. 7(c) using a Gaussian broadening of $\Gamma_e = 3 \text{ meV}$. The broadening $\Gamma$ from the fit in Fig. 7(c) is due to the convolution of the intrinsic ionization decay rate $\Gamma_1$ and an extrinsic broadening $\Gamma_e$, such that $\Gamma = \sqrt{\Gamma_1^2 + \Gamma_e^2}$. In this way, we obtain a lifetime broadening of $\Gamma_1 \approx 2.4 \text{ meV}$ or $2.7 \times 10^{-13} \text{ s}$ for $E_b = 143 \text{ meV}$.

By adjusting the constant proportionality factor between $\Gamma_1(F)$ and $T(F)$ to match the results at high fields, we can determine the ionization lifetimes also at lower fields. The calculated lifetimes are shown in Fig. 7(d) with the inset showing $T(F)$ and the fit according to Eq. (12). For lower fields, we find exciton ionization lifetimes in the ns/sub-ns range, while at higher fields the lifetimes are sub-ps. These short exciton decay lifetimes imply a rapid field-induced dissociation into free carriers that in turn can potentially contribute to photoconductivity and be used in photodetectors or solar cells. Until now, we have only considered bright excitons that appear in the linear optical absorption as displayed in Fig. 2. Labeling the excitons in analogy to the hydrogen series, the $A/B$ and $A'/B'$ excitons correspond to $1s$ and $2s$ states, respectively. In contrast, excitons with finite orbital angular momentum are dipole-forbidden and do not contribute to the linear absorption, but can be probed by two-photon absorption measurements. Consistent with recent theoretical predictions, we find that at zero field the $2p$ states are more strongly bound than the $2s$ state. Moreover, the two $2p$ states (per valley) are not degenerate, but split by 22 meV for $\varepsilon = 1$. The upper $2p$ state, that is, the $2p$ state with lower binding energy, is in turn 56 meV below the $2s$ state for $\varepsilon = 1$.

If an electric field is applied, the wave function leaks out of the central region [see Figs. 6 (b)]. This leakage can be used to calculate the tunneling probability of an transition times as computed from the leakage of the wave function with the tunneling probabilities $T(F)$ shown in the inset. The solid black lines are fits according to Eq. (12). In all panels, we have used the parameters $\varepsilon = 5$ and $\chi_{2D} = 6.5 \text{ Å}$.

Figure 6. (Color online) Density plots of the exciton wave function $|\chi(x,y)|^2$ at (a) $F = 0$ and (b) $F = 10 \text{ V/µm}$ in $z$-direction. (c) Optical transition intensities measured from the absorption onset $E_G$ at zero field (see also Fig. 6) and Gaussian fit of the line shape at $F = 20 \text{ V/µm}$. (d) Ionization times as computed from the leakage of the wave function with the tunneling probabilities $T(F)$ shown in the inset. The solid black lines are fits according to Eq. (12). In all panels, we have used the parameters $\varepsilon = 5$ and $\chi_{2D} = 6.5 \text{ Å}$.

FIG. 6. (Color online) Density plots of the exciton wave function $|\chi(x,y)|^2$ at (a) $F = 0$ and (b) $F = 10 \text{ V/µm}$ in $z$-direction. (c) Optical transition intensities measured from the absorption onset $E_G$ at zero field (see also Fig. 6) and Gaussian fit of the line shape at $F = 20 \text{ V/µm}$. (d) Ionization times as computed from the leakage of the wave function with the tunneling probabilities $T(F)$ shown in the inset. The solid black lines are fits according to Eq. (12). In all panels, we have used the parameters $\varepsilon = 5$ and $\chi_{2D} = 6.5 \text{ Å}$.

FIG. 7. (Color online) Field dependence of the Stark shifts of the (a) lower and (b) upper $2p$ exciton states, $\delta E_{2p,l}^{2p,1}$ and $\delta E_{2p,l}^{2p,u}$, for different dielectric environments. Symbols denote computed data points, whereas the solid lines denote fits to Eq. (12) and Table 1.

If an electric field is applied, the wave function leaks out of the central region [see Figs. 6 (b)]. This leakage can be used to calculate the tunneling probability of an
TABLE II. Binding energies $E_{2p, l}^{0}$ and $E_{2p, u}^{0}$ as well as fitting parameters $\kappa_{2p,l}$ and $\kappa_{2p,u}$ in Eq. (9) with corresponding electric polarizabilities $\tilde{\alpha}_{2p,l}$ and $\tilde{\alpha}_{2p,u}$ of the lower (l) and upper (u) 2p exciton states for the dielectric environments used in Fig. 7.

| $\chi_{2D}$ [Å] | $E_{2p,l}^{0}$ [meV] | $E_{2p,u}^{0}$ [meV] | $\kappa_{2p,l}$ [eVμm/V$^2$] | $\kappa_{2p,u}$ [eVμm/V$^2$] | $\tilde{\alpha}_{2p,l}$ [eVμm/V$^2$] | $\tilde{\alpha}_{2p,u}$ [eVμm/V$^2$] |
|-----------------|---------------------|---------------------|-------------------------|-------------------------|-------------------------|-------------------------|
| 6.5             | 334                 | 3.67 × 10^{-6}      | 3.69 × 10^{-5}          | 312                     | 1.14 × 10^{-5}          | 7.31 × 10^{-5}          |
| 6.5             | 138                 | 9.90 × 10^{-6}      | 1.43 × 10^{-4}          | 126                     | 1.33 × 10^{-5}          | 2.12 × 10^{-4}          |
| 6.5             | 97                  | 1.59 × 10^{-5}      | 3.27 × 10^{-4}          | 83                      | 1.61 × 10^{-5}          | 3.88 × 10^{-4}          |
| 6.5             | 49                  | 2.59 × 10^{-5}      | 1.07 × 10^{-3}          | 45                      | 2.00 × 10^{-5}          | 8.95 × 10^{-4}          |

for different dielectric environments. Similarly to the s-like $A/B$ and $A'/B'$ excitons, the Stark shift increases with $\varepsilon$, that is, with decreasing binding energy of the 2p states. Moreover, for both 2p states, we find $\delta E_{2p,l}/u$ to be of the order of tens of meV, and thus typically larger than $\delta E_{b}$ for the $A$ and $B$ peaks, due to their smaller binding energies [see Table II]. At small fields or large binding energies $E_{2p,l}/u$, we can fit $\delta E_{2p,l}/u$ to Eq. (9), where we substitute $E_{b}$ by $E_{2p,l}/u$ and summarize the fitting parameters in Table II. This nonlinear behavior of $\delta E_{2p,l}/u$ is a consequence of the broken degeneracy of the 2p states and provides another striking difference of the excitonic series in TMDs compared to the hydrogen series.

IV. CONCLUSIONS

We have theoretically investigated excitons and the absorption spectra of MoS$_2$ monolayers in the presence of an applied in-plane electric field using a tight-binding and Bethe-Salpeter-equation approach. Our calculations predict a quadratic Stark shift for the main exciton peaks in the linear absorption spectra, which is of the order of a few meV for fields of 10 V/μm and can exceed 30 meV for a larger electric field of 100 V/μm. Moreover, the loss of oscillator strength with the field and the scaling with the binding energy and the dielectric environment have been investigated. Our results imply that very large fields are required beyond which these excitons fully dissociate into free electron-hole pairs. Finally, we have investigated the Stark effect not only on bright excitons that appear in the linear absorption, but also on the dark 2p excitons. For those excitons, we predict a Stark shift of the order of tens of meV, and thus typically larger than the shift of the main absorption peaks. Remarkably, we predict the 2p excitons to also exhibit a nonlinear scaling, in contrast to the linear Stark effect of $p$ states in the hydrogen atom.

As the binding energies of the bright and dark excitons can be modified by placing MoS$_2$ on different substrates and thus in different dielectric environments, our results can provide theoretical guidance for a versatile substrate engineering of the electro-optical response. While we have focused on MoS$_2$, our findings suggest that such engineering should be possible in other transition metal dichalcogenide monolayers as well.
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