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ABSTRACT. In this article we prove that a connected and properly embedded translating soliton in $\mathbb{R}^3$ with uniformly bounded genus on compact sets which is $C^1$-asymptotic to two planes outside a cylinder, either is flat or coincides with the grim reaper cylinder.

1. Introduction

An oriented smooth surface $f : M^2 \to \mathbb{R}^3$ is called translating soliton of the mean curvature flow (translator for short) if its mean curvature vector field $H$ satisfies the differential equation

$$ H = v^\perp, $$

where $v \in \mathbb{R}^3$ is a fixed vector of unit length and $v^\perp$ stands for the orthogonal projection of $v$ to the normal bundle of the immersion $f$. If $\xi$ is the outer unit normal of $f$, then the translating property can be expressed in terms of scalar quantities as

$$ H := -\langle H, \xi \rangle = -\langle v, \xi \rangle, $$

where $H$ is the scalar mean curvature of $f$. Translators are important in the singularity theory of the mean curvature flow since they often occur as Type-II singularities. An interesting example of a translator is the canonical grim reaper cylinder $G$ which can be represented parametrically via the embedding $u : (-\pi/2, \pi/2) \times \mathbb{R} \to \mathbb{R}^3$ given by

$$ u(x_1, x_2) = (x_1, x_2, -\log \cos x_1). $$

Any translator in the direction of $v$ which is an euclidean product of a planar curve and $\mathbb{R}$ is either a plane containing $v$ or can be obtained
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by a suitable combination of a rotation and a dilation of the canonical grim reaper cylinder. The latter examples will be called grim reaper cylinders. Note that the canonical grim reaper cylinder $G$ is translating with respect to the direction $v = (0, 0, 1)$. For simplicity we will assume that all translators to be considered here are translating in the direction $v = (0, 0, 1)$.

Before stating the main theorem let us set up the notation and provide some definitions.

**Definition 1.1.** Let $H$ be an open half-plane in $\mathbb{R}^3$ and $w$ the unit inward pointing normal of $\partial H$. For a fixed positive number $\delta$, denote by $H_\delta$ the set given by

$$H_\delta := \{ p + tw : p \in \partial H \text{ and } t > \delta \}.$$  

(a) We say that a smooth surface $M$ is $C^k$-asymptotic to the open half-plane $H$ if $M$ can be represented as the graph of a $C^k$-function $\varphi : H \rightarrow \mathbb{R}$ such that for every $\varepsilon > 0$ there exists $\delta > 0$ so that for any $j \in \{1, 2, \ldots, k\}$ it holds

$$\sup_{H_\delta} |\varphi| < \varepsilon \quad \text{and} \quad \sup_{H_\delta} |D^j\varphi| < \varepsilon.$$  

(b) A smooth surface $M$ is called $C^k$-asymptotic outside a cylinder to two half-planes $H_1$ and $H_2$ if there exists a solid cylinder $C$ such that:

(b$_1$) the solid cylinder $C$ contains the boundaries of the half-planes $H_1$ and $H_2$,  

(b$_2$) the set $M - C$ consists of two connected components $M_1$ and $M_2$ that are $C^1$-asymptotic to $H_1$ and $H_2$, respectively.

For example the canonical grim reaper cylinder $G$ is asymptotic to the parallel half-planes

$$H_1 = \{ (x_1, x_2, x_3) \in \mathbb{R}^3 : x_3 > r_0 > 0, x_1 = -\pi/2 \}$$

and

$$H_2 = \{ (x_1, x_2, x_3) \in \mathbb{R}^3 : x_3 > r_0 > 0, x_1 = +\pi/2 \}$$

outside the solid cylinder

$$C = \{ (x_1, x_2, x_3) \in \mathbb{R}^3 : x_1^2 + x_3^2 \leq r_0^2 + \pi^2/4 \},$$

where here $r_0$ is a positive real constant.

Let us now state our main result.
Theorem. Let $f : M^2 \to \mathbb{R}^3$ be a connected, properly embedded\footnote{Here by embedded we only mean that $M$ has no self-intersections.} translating soliton with uniformly bounded genus on compact sets of $\mathbb{R}^3$ and $C$ be a solid cylinder whose axis is perpendicular to the direction of translation of $M := f(M^2)$. Assume that $M$ is $C^1$-asymptotic outside the cylinder $C$ to two half-planes whose boundaries belong on $\partial C$. Then either

(a) both half-planes are contained in the same vertical plane $\Pi$ and $M = \Pi$, or

(b) the half-planes are included in different parallel planes and $M$ coincides with a grim reaper cylinder.

Remark 1.2. Let us make here some remarks concerning our main theorem.

(a) Notice that in the above theorem infinite genus a priori could be possible. The assumption that $M$ has uniformly bounded genus on compact sets of $\mathbb{R}^3$ means that for any positive $r$ there exists $m(r)$ such that for any $p \in M$ it holds

$$\text{genus } \{M \cap B_r(p)\} \leq m(r),$$

where $B_r(p)$ is the ball of radius $r$ in $\mathbb{R}^3$ centered at the point $p$. Roughly speaking, the above condition says that as we approach infinity the “size of the holes” of $M$ is not becoming arbitrary small and furthermore they are not getting arbitrary close to each other.
(b) We would like to mention here that Nguyen [Ngu15, Ngu13, Ngu09] constructed examples of complete embedded translating solitons in the euclidean space $\mathbb{R}^3$ with infinite genus. Outside a cylinder, these examples look like a family of parallel half-planes. This means that the hypothesis about the number of half-planes is sharp. Very recently, Dávila, Del Pino & Nguyen [DdPN15] and, independently, Smith [Smi15] constructed examples of complete embedded translators with finite non-trivial topology. For an exposition of examples of translators see also [MSHS15, Subsection 2.2].

(c) Ilmanen constructed a one-parameter family of complete convex translators, defined on strips, connecting the grim reaper cylinder with the bowl soliton [Whi02]. Note that the level sets of these translators are closed curves. This means that our hypothesis of being asymptotic to two planes outside a cylinder is natural and cannot be removed.

Let us describe now the general idea and the steps of the proof. As already mentioned, we will assume that $v = (0,0,1)$. Without loss of generality we can choose the $x_2$-axis as the axis of rotation of $C$. First we show that the half-planes must be parallel to each other, they should be also parallel to the translating direction and that both wings of $M$ outside the cylinder must point in the direction of $v$. Then, after a translation in the direction of the $x_1$-axis, if necessary, we prove that the asymptotic half-planes $\mathcal{H}_1$ and $\mathcal{H}_2$ are subsets of the parallel planes

$$\Pi(-\pi/2) = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1 = -\pi/2\}$$

and

$$\Pi(+\pi/2) = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1 = +\pi/2\},$$

respectively, and that $M$ is contained in the slab between the planes $\Pi(-\pi/2)$ and $\Pi(+\pi/2)$. To prove this claim we study the $x_1$-coordinate function of $M$ in order to control its range. By the strong maximum principle we conclude that the $x_1$-coordinate function cannot attain local maxima or minima. To prove that $\sup_M x_1 = \pi/2 = -\inf_M x_1$ we perform a “blow-down” argument based on a compactness theorem of White [Whi15b] for sequences of properly embedded minimal surfaces in Riemannian 3-manifolds. The next step is to show that $M$ is a bi-graph over $\Pi(+\pi/2)$ and that the plane

$$\Pi(0) = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1 = 0\}$$

is a plane of symmetry for $M$. To prove this claim we use Alexandrov’s method of moving planes. In the sequel we show that $M$ must be a graph over a slab of the $x_1x_2$-plane. Thus, $M$ must have zero genus.
and it must be strictly mean convex. To achieve this goal we carefully investigate the set of the local maxima and minima of the profile curve

\[ \Gamma = M \cap \Pi(0) \subset \mathbb{C}. \]

Performing again a “blow-down” argument along the ends of the curve \( \Gamma \) we deduce that \( M \) looks like a grim reaper cylinder at infinity. To finish the proof, we consider the function \( \xi_2 \) which measures the \( x_2 \)-coordinate of the Gauß map \( \xi \) of \( M \). Then, by applying the strong maximum principle to \( \xi_2 H^{-1} \), we deduce that \( \xi_2 \) is identically zero. This implies that the Gauß curvature of \( M \) is zero and so \( M \) must coincide with a grim reaper cylinder (see [MSHS15, Theorem B]).

The structure of the paper is as follows. In Section 2 we introduce the tangency principle, the compactness and the strong barrier principle of White [Whi15a, Whi15b]. In Section 3 we present a lemma that will play a crucial role in the proof of our theorem. This lemma (Lemma 3.1) asserts that every complete, properly embedded translating soliton in \( \mathbb{R}^3 \) with the asymptotic behavior of two half-planes has a surprising amount of internal dynamical periodicity. The main theorem is proved in Section 4.

2. A COMPACTNESS THEOREM AND A STRONG BARRIER PRINCIPLE

We will introduce here the main tools that we will use in the proofs.

2.1. The tangency principle. According to this maximum principle (see [MSHS15, Theorem 2.1]), two different translators cannot “touch” each other at one interior or boundary point. More precisely:

**Theorem 2.1.** Let \( \Sigma_1 \) and \( \Sigma_2 \) be embedded connected translators in \( \mathbb{R}^3 \) with boundaries \( \partial \Sigma_1 \) and \( \partial \Sigma_2 \).

(a) **(Interior principle)** Suppose that there exists a common point \( x \) in the interior of \( \Sigma_1 \) and \( \Sigma_2 \) where the corresponding tangent planes coincide and such that \( \Sigma_1 \) lies at one side of \( \Sigma_2 \). Then \( \Sigma_1 \) coincides with \( \Sigma_2 \).

(b) **(Boundary principle)** Suppose that the boundaries \( \partial \Sigma_1 \) and \( \partial \Sigma_2 \) lie in the same plane \( \Pi \) and that the intersection of \( \Sigma_1 \), \( \Sigma_2 \) with \( \Pi \) is transversal. Assume that \( \Sigma_1 \) lies at one side of \( \Sigma_2 \) and that there exists a common point of \( \partial \Sigma_1 \) and \( \partial \Sigma_2 \) where the surfaces \( \Sigma_1 \) and \( \Sigma_2 \) have the same tangent plane. Then \( \Sigma_1 \) coincides with \( \Sigma_2 \).
2.2. A compactness theorem for minimal surfaces. Let \( \Sigma \) be a surface in a 3-manifold \((\Omega, g)\). Given \( p \in \Sigma \) and \( r > 0 \) we denote by

\[ D_r(p) := \{ w \in T_p \Sigma : |w| < r \} \]

the tangent disc of radius \( r \). Consider now \( T_p \Sigma \) as a vector subspace of \( T_p \Omega \) and let \( \nu \) be the unit normal vector of \( T_p \Sigma \) in \( T_p \Omega \). Fix a sufficiently small \( \varepsilon > 0 \) and denote by \( W_{r,\varepsilon}(p) \) the solid cylinder around \( p \), that is

\[ W_{r,\varepsilon}(p) := \{ \exp_p(q + tv_q) : q \in D_r(p) \text{ and } |t| \leq \varepsilon \}, \]

where \( \exp \) stands for the exponential map of the ambient Riemannian 3-manifold \((\Omega, g)\). Given a function \( u : D_r(p) \to \mathbb{R} \), the set

\[ \text{Graph}(u) := \{ \exp_p(q + u(q)v_q) : q \in D_r(p) \} \]

is called the graph of \( u \) over \( D_r(p) \).

**Definition 2.2 (Convergence in the \( C^\infty \)-topology).** Let \( (\Omega, g) \) be a Riemannian 3-manifold and \( \{ M_i \}_{i \in \mathbb{N}} \) a sequence of connected embedded surfaces. The sequence \( \{ M_i \}_{i \in \mathbb{N}} \) converges in the \( C^\infty \)-topology with finite multiplicity to a smooth embedded surface \( M_\infty \) if:

(a) \( M_\infty \) consists of accumulation points of \( \{ M_i \}_{i \in \mathbb{N}} \), that is for each \( p \in M_\infty \) there exists a sequence of points \( \{ p_i \}_{i \in \mathbb{N}} \) such that \( p_i \in M_i \), for each \( i \in \mathbb{N} \), and \( p = \lim_{i \to \infty} p_i \).

(b) For all \( p \in M_\infty \) there exist \( r, \varepsilon > 0 \) such that \( M_\infty \cap W_{r,\varepsilon}(p) \) can be represented as the graph of a function \( u \) over \( D_r(p) \).

(c) For all large \( i \in \mathbb{N} \), the set \( M_i \cap W_{r,\varepsilon}(p) \) consists of a finite number \( k_i \), independent of \( i \), of graphs of functions \( u_{i,1}, \ldots, u_{i,k_i} \) over \( D_r(p) \) which converge smoothly to \( u \).

The multiplicity of a given point \( p \in M_\infty \) is defined to be the number of graphs in \( M_i \cap W_{r,\varepsilon}(p) \), for \( i \) large enough.

**Remark 2.3.** Note that although each surface of the sequence \( \{ M_i \}_{i \in \mathbb{N}} \) is connected the limiting surface \( M_\infty \) is not necessarily connected. However, the multiplicity remains constant on each connected component \( \Sigma \) of \( M_\infty \). For more details we refer to \[PR02, CS85\].

**Definition 2.4.** Let \( \{ M_i \}_{i \in \mathbb{N}} \) be a sequence of embedded surfaces in a Riemannian 3-manifold \((\Omega, g)\).

(a) We say that \( \{ M_i \}_{i \in \mathbb{N}} \) has uniformly bounded area on compact subsets of \( \Omega \) if

\[ \limsup_{i \to \infty} \text{area}\{ M_i \cap K \} < \infty, \]

for any compact subset \( K \) of \( \Omega \).
(b) We say that \( \{M_i\}_{i \in \mathbb{N}} \) has uniformly bounded genus on compact subsets of \( \Omega \) if

\[
\limsup_{i \to \infty} \text{genus} \{M_i \cap K\} < \infty,
\]

for any compact subset \( K \) of \( \Omega \).

**Theorem 2.5 (White’s compactness theorem).** Let \((\Omega, g)\) be an arbitrary Riemannian 3-manifold. Suppose that \( \{M_i\}_{i \in \mathbb{N}} \) is a sequence of connected properly embedded minimal surfaces. Assume that the area and the genus of \( \{M_i\}_{i \in \mathbb{N}} \) are uniformly bounded on compact subsets of \( \Omega \). Then, after passing to a subsequence, \( \{M_i\}_{i \in \mathbb{N}} \) converges to a smooth properly embedded minimal surface \( M_\infty \subset \Omega \). The convergence is smooth away from a discrete set denoted by \( \text{Sing} \). Moreover, for each connected component \( \Sigma \) of \( M_\infty \), either

(a) the convergence to \( \Sigma \) is smooth everywhere with multiplicity \( 1 \), or

(b) the convergence is smooth, with some multiplicity greater than one, away from \( \Sigma \cap \text{Sing} \).

Now suppose that \( \Omega \) is an open subset of \( \mathbb{R}^3 \) while the metric \( g \) is not necessarily flat. If \( p_i = (p_{1i}, p_{2i}, p_{3i}) \in M_i, \ i \in \mathbb{N}, \) converges to \( p \in M_\infty \) then, after passing to a further subsequence, either \( T_p M_i \to T_p M \) or there exists a sequence of real number \( \{\lambda_i\}_{i \in \mathbb{N}} \) tending to \( \infty \) such that the sequence of surfaces \( \{\lambda_i(M_i - p_i)\}_{i \in \mathbb{N}} \), where

\[
\lambda_i(M_i - p_i) = \{\lambda_i(x_1 - p_{1i}, x_2 - p_{2i}, x_3 - p_{3i}) \in \mathbb{R}^3 : (x_1, x_2, x_3) \in M\},
\]

converge smoothly and with multiplicity \( 1 \) to a non-flat, complete and properly embedded minimal surface \( M_*^\infty \) of finite total curvature and with ends parallel to \( T_p M_\infty \).

A crucial assumption in the compactness theorem of White is that the sequence has uniformly bounded area on compact subsets of \( \Omega \). Let us denote by

\[
\mathcal{Z} := \{p \in \Omega : \limsup_{i \to \infty} \text{area}\{M_i \cap B_r(p)\} = \infty \text{ for every } r > 0\},
\]

the set where the area blows up. Clearly \( \mathcal{Z} \) is a closed set. It will be useful to have conditions that will imply that the set \( \mathcal{Z} \) is empty. In this direction, White [Whi15a, Theorem 2.6 and Theorem 7.4] shows that under some natural conditions the set \( \mathcal{Z} \) satisfies the same maximum principle as properly embedded minimal surfaces without boundary.
Theorem 2.6 (White’s strong barrier principle). Let \((\Omega, g)\) be a Riemannian 3-manifold and \(\{M_i\}_{i \in \mathbb{N}}\) a sequence of properly embedded minimal surfaces, with boundaries \(\{\partial M_i\}_{i \in \mathbb{N}}\) in \((\Omega, g)\). Suppose that:

(a) The lengths of \(\{\partial M_i\}_{i \in \mathbb{N}}\) are uniformly bounded on compact subsets of \(\Omega\), that is

\[
\limsup_{i \to \infty} \text{length}\{\partial M_i \cap K\} < \infty,
\]

for any relatively compact subset \(K\) of \(\Omega\).

(b) The set \(Z\) of \(\{M_i\}_{i \in \mathbb{N}}\) is contained in a closed region \(N\) of \(\Omega\) with smooth, connected boundary \(\partial N\) such that \(g(H_{\partial N}, \xi) \geq 0\), at every point of \(\partial N\), where \(H_{\partial N}(p)\) is the mean curvature vector of \(\partial N\) at \(p\) and \(\xi(p)\) is the unit normal at \(p\) to the surface \(\partial N\) that points into \(N\).

If the set \(Z\) contains any point of \(\partial N\), then it contains all of \(\partial N\).

Remark 2.7. The above theorem is a sub-case of a more general result of White. In fact the strong barrier principle of White holds for sequences of embedded hypersurfaces of \(n\)-dimensional Riemannian manifolds which are not necessarily minimal but they have uniformly bounded mean curvatures. For more details we refer to [Whi15a].

2.3. Distance in Ilmanen’s metric. Due to a result of Ilmanen [Ilm94] there is a duality between translators in the euclidean space \(\mathbb{R}^3\) and minimal surfaces in \((\mathbb{R}^3, g)\), where \(g\) is the conformally flat Riemannian metric

\[
g(\cdot, \cdot) := e^{x_3} \langle \cdot, \cdot \rangle,
\]

and \(\langle \cdot, \cdot \rangle\) stands for the euclidean inner product of \(\mathbb{R}^3\). The metric \(g\) will be called Ilmanen’s metric. In particular, every translator in the euclidean space \(\mathbb{R}^3\) is a minimal surface in \((\mathbb{R}^3, g)\) and vice-versa. The Levi-Civita connection \(D^g\) of \(g\) is related to the Levi-Civita connection \(D\) of the euclidean space via the relation

\[
D^g_X Y = D_X Y + \frac{1}{2} \{ \langle X, \partial_{x_3} \rangle Y + \langle Y, \partial_{x_3} \rangle X - \langle X, Y \rangle \partial_{x_3} \}.
\]

One can check that parallel transports and rotations with respect to the euclidean metric that preserve \(v\) preserve the geodesics of \((\mathbb{R}^3, g)\). Moreover, one can easily verify that vertical straight lines and “grim-reaper-type” curves, i.e., images of smooth curves \(\gamma : (-\pi, \pi) \to (\mathbb{R}^3, g)\) of the form

\[
\gamma(t) = (t, 0, -2 \log \cos \frac{t}{2}),
\]
are geodesics with respect to the Ilmanen’s metric. Using the above mentioned transformations we can construct all the geodesics of \((\mathbb{R}^3, g)\).

Let now \(\delta\) be a sufficiently small positive number and \(p = (p_1, p_2, p_3)\) a point in \(\mathbb{R}^3\) such that \(p_1 \in (-\delta, 0)\) and \(p_3 > 0\). Let us denote by \(\text{dist}_g(p, \Pi(0))\) the distance of \(p\) from the plane

\[
\Pi(0) = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1 = 0\}.
\]

with respect to the Ilmanen’s metric and by \(\text{dist}(p, \Pi(0)) = -p_1\) the euclidean distance of the point \(p\) from the plane \(\Pi(0)\). The distance \(\text{dist}_g(p, \Pi(0))\) is given as the length with respect to the Ilmanen’s metric of the smooth curve \(l : (p_1, 0) \to (\mathbb{R}^3, g)\) given by

\[
l(t) = (t, p_2, -2 \log \cos \frac{t}{2} + 2 \log \cos \frac{p_1}{2} + p_3)
\]

A direct computation shows that

\[
\text{dist}_g(p, \Pi(0)) = \int_0^{p_1} e^{\frac{p_1}{2}} \cdot \frac{\cos \frac{p_1}{2}}{\cos \frac{t}{2}} \cdot \sqrt{1 + (\tan \frac{t}{2})^2} \, dt = 2 e^{\frac{p_3}{2}} \cdot \sin \frac{\text{dist}(p, \Pi(0))}{2}.
\]

From the above formula we immediately obtain the following result which will be very useful in the last step of the proof of our theorem.

**Lemma 2.8.** Suppose that \(M\), regarded as a minimal surface in \((\mathbb{R}^3, g)\), is \(C^\infty\)-asymptotic to two parallel vertical half-planes \(H_1\) and \(H_2\) outside the cylinder \(C\). Then the translator \(M\) is also smoothly asymptotic to the above mentioned half-planes outside \(C\) with respect to the euclidean metric.

### 3. A compactness result and its first consequences

The translating property is preserved if we act on \(M\) via isometries of \(\mathbb{R}^3\) which preserves the translating direction. Therefore, if \((a, b, c)\) is a vector of \(\mathbb{R}^3\) then the surface

\[
M + (a, b, c) = \{(x_1 + a, x_2 + b, x_3 + c) \in \mathbb{R}^3 : (x_1, x_2, x_3) \in M\}
\]

is again a translator. Based on White’s compactness theorem, we can prove a convergence result for some special sequences of translating solitons. More precisely, we show the following:

**Lemma 3.1.** Let \(M\) be a surface as in our theorem. Suppose that \(\{b_i\}_{i \in \mathbb{N}}\) is a sequence of real numbers and let \(\{M_i\}_{i \in \mathbb{N}}\) be the sequence of surfaces given by \(\{M_i := M + (0, b_i, 0)\}_{i \in \mathbb{N}}\). Then, after passing to a subsequence, \(\{M_i\}_{i \in \mathbb{N}}\) converges smoothly with multiplicity one to a properly embedded connected translating soliton \(M_\infty\) which has the same asymptotic behavior as \(M\).
Proof. Recall that any translator $M \subset \mathbb{R}^3$ can be regarded as a minimal surface of $(\Omega = \mathbb{R}^3, g)$ where $g$ is the Ilmanen’s metric. Notice that each element of the sequence $\{M_i\}_{i \in \mathbb{N}}$ has the same asymptotic behavior as $M$. Without loss of generality, we can arrange the coordinate system such that

$$\mathcal{C} = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1^2 + x_3^2 \leq r_0^2\}.$$  

By assumption our surface $M$ is $C^1$-asymptotic outside $\mathcal{C}$ to two half-planes $\mathcal{H}_1, \mathcal{H}_2$ (see Fig. 2). Let now $w_1, w_2$ be the unit inward pointing vectors of $\partial\mathcal{H}_1, \partial\mathcal{H}_2$, respectively. For any $\delta > 0$ consider the closed half-planes

$$\mathcal{H}_k(\delta) = \{p + tw_k : p \in \partial\mathcal{H}_k \text{ and } t \geq \delta\},$$

for $k \in \{1, 2\}$ and denote by $Z^+_k, k \in \{1, 2\}$, the closed half-space of $\mathbb{R}^3$ containing $\mathcal{H}_k(\delta)$ and with boundary containing $\partial\mathcal{H}_k(\delta)$ and being perpendicular to $w_k$. Moreover, consider the closed half-spaces

$$Z^-_k = (\mathbb{R}^3 - Z^+_k) \cup \partial Z^+_k,$$

for any $k \in \{1, 2\}$.

In the case where the sequence $\{b_i\}_{i \in \mathbb{N}}$ is bounded, we can consider a subsequence such that $\lim b_i = b_\infty \in \mathbb{R}$. Then obviously $\{M_i\}_{i \in \mathbb{N}}$ converges smoothly with multiplicity one to the properly embedded translating soliton

$$M_\infty = M + (0, b_\infty, 0).$$

Clearly $M_\infty$ has the same asymptotic behavior with $M$.
Let us examine now the case where the sequence \( \{b_i\}_{i \in \mathbb{N}} \) is not bounded. Split each surface \( M_i \) of the surface into the parts
\[
M^-_i (\delta) := M_i \cap Z^-_{1,\delta}, \quad M^+_i (\delta) := M_i \cap Z^+_{2,\delta} \quad \text{and} \quad M^0_i (\delta) := M_i \cap Z^0_{1,\delta} \cap Z^-_{2,\delta}.
\]

**Claim 1.** The sequences \( \{M^+_i (\delta)\}_{i \in \mathbb{N}} \) and \( \{M^0_i (\delta)\}_{i \in \mathbb{N}} \) have uniformly bounded area on compact sets.

**Proof of the claim.** Let \( K \) be a compact subset of \( \Omega \) and \( \mathbb{B}_r(0) \) a ball of radius \( r \) centered at the origin of \( \mathbb{R}^3 \) containing \( K \). Denote by \( V_i \) the projection of the surface \( M_i (\delta) \cap K \) to the closed half-plane \( \mathcal{H}_i (\delta) \). Hence we can parametrize \( M^+_i (\delta) \) by a map \( \Phi_i : V_i \to \mathbb{R}^3 \) of the form
\[
\Phi_i(s, t) = (c_1, c_2, c_3) + se_2 + tw_1 + \varphi(s - b_i, t)e_2 \wedge w_1
\]
where \( i \in \mathbb{N} \), \( \{e_1, e_2, e_3\} \) is the standard basis of \( \mathbb{R}^3 \), \( \alpha \) is the angle between the vectors \( e_1 \) and \( w_1 \) and \( (c_1, c_2, c_3) \) is a fixed point on \( \partial \mathcal{H}_i (\delta) \). By taking \( \delta \) very large we can make sure that \( |\varphi| \) and \( |D\varphi| \) are bounded by a universal constant \( \varepsilon \). Hence, for any index \( i \in \mathbb{N} \) we have that
\[
\text{area}_g \{ M^+_i (\delta) \cap K \} = \int_{V_i} e^{c_3 + (\sin \alpha) t - \cos \alpha \varphi(s - b_i, t)} \sqrt{1 + |D \varphi|^2} \, ds \, dt
\]
\[
\leq \int_{V_i} e^{c_3 + c(r) + \varepsilon} \sqrt{1 + \varepsilon^2} \, ds \, dt
\]
\[
= e^{c_3 + c(r) + \varepsilon} \sqrt{1 + \varepsilon^2} \text{area}_{\text{euc}}(V_i),
\]
where \( c(r) \) is a constant depending on \( r \) and \( \text{area}_{\text{euc}}(V_i) \) is the euclidean area of \( V_i \). Note that \( \text{area}_{\text{euc}}(V_i) \) is less or equal than the euclidean area of the projection of \( K \) to the plane containing \( \mathcal{H}_i (\delta) \). Thus there exists a number \( m(K) \) depending only on \( K \) such that
\[
\text{area}_g \{ M^+_i (\delta) \cap K \} \leq m(K).
\]
Consequently, \( \{M^+_i (\delta)\}_{i \in \mathbb{N}} \) has uniformly bounded area. Similarly, we show that \( \{M^0_i (\delta)\}_{i \in \mathbb{N}} \) has uniformly bounded area and this concludes the proof of the claim.

**Claim 2.** The sequence of surfaces \( \{M^-_i (\delta)\}_{i \in \mathbb{N}} \) has uniformly bounded area on compact sets.

**Proof of the claim.** Let us show a first that the sequence \( \{\partial M^-_i (\delta)\}_{i \in \mathbb{N}} \) has uniformly bounded length on compact sets. Following the notation
introduced in the above claim, each connected component of \( \partial M_i^- (\delta) \) can be represented as the image of the curve \( \gamma_i : \mathbb{R} \rightarrow \mathbb{R}^3 \) given by

\[
\gamma_i(s) = \{ c_1 + (\cos \alpha) \delta + (\sin \alpha) \varphi(s - b_i, \delta) \} e_1 \\
+ \{ c_2 + s \} e_2 + \{ c_3 + (\sin \alpha) \delta - (\cos \alpha) \varphi(s - b_i, \delta) \} e_3,
\]
for any index \( i \in \mathbb{N} \). Let \( K \) be a compact set of \( \Omega, B_r(0) \) a ball of radius \( r \) centered at the origin and containing \( K \). Denote by \( I_i \) the projection of \( \partial M_i^- (\delta) \cap K \) to \( \partial \mathcal{H}_1 (\delta) \). Estimating as in Claim 1, we get that

\[
\text{length}_g \{ \partial M_i^- (\delta) \cap K \} \leq \int_{I_i} e^{-\frac{(c_3 + r) + \varepsilon}{2} - \varepsilon} \sqrt{1 + \varepsilon^2} \, ds,
\]

where \( c(r) \) is a constant depending on \( r \). Thus, there exists a constant \( n(K) \) depending only on the compact set \( K \) such that

\[
\text{length}_g \{ \partial M_i^- (\delta) \cap K \} \leq n(K).
\]

Hence, the sequence \( \{ \partial M_i^- (\delta) \}_{i \in \mathbb{N}} \) has uniformly bounded length on compact sets.

Recall now that the set \( \mathcal{Z} \) is closed. From Claim 1 it follows that \( \mathcal{Z} \) is contained inside a cylinder. Consider now a translating paraboloid and translate it in the direction of the \( x_3 \)-axis until it has no common point with \( \mathcal{Z} \). Then move back the translating paraboloid until it intersects for the first time the set \( \mathcal{Z} \) (see Fig. 3). From the strong barrier principle of White (Theorem 2.6), the translating paraboloid is contained in \( \mathcal{Z} \). But this leads to a contradiction, because now the area blow-up set \( \mathcal{Z} \) is not contained inside a cylinder. Thus, \( \mathcal{Z} \) must be empty and consequently \( \{ M_i^- (\delta) \}_{i \in \mathbb{N}} \) has uniformly bounded area.
Since the parts \( \{ M_i^+(\delta) \}_{i \in \mathbb{N}}, \{ M_i^-(\delta) \}_{i \in \mathbb{N}}, \{ M_i(\delta) \}_{i \in \mathbb{N}} \) have uniformly bounded area, we see that the whole sequence \( \{ M_i \}_{i \in \mathbb{N}} \) has uniformly bounded area. From our assumptions, also the genus of the sequence is uniformly bounded. The convergence to a smooth properly embedded translator \( M_\infty \) follows from Theorem 2.5 of White. Since each \( M_{k_i}^+(\delta) \), \( k \in \{1,2 \} \), is a graph and each \( M_i \) is connected, we deduce that the multiplicity is one everywhere. Thus, the convergence is smooth. Moreover, observe that each component of \( M_\infty \cap Z_{k_\delta}^+ \), \( k \in \{1,2 \} \), can be represented as the graph of a smooth function \( \varphi_\infty \) which is the limit of the sequence of graphs generated by the smooth functions

\[
\varphi_i(s,t) = \varphi(s - b_i, t)
\]

for any \( i \in \mathbb{N} \). Thus, the limiting surface \( M_\infty \) has the same asymptotic behavior as \( M \). The limiting surface \( M_\infty \) must be connected since otherwise there should exist a properly embedded connected component \( \Sigma \) of \( M \) lying inside \( C \). But then, the \( x_3 \)-coordinate function of \( \Sigma \) must be bounded from above, which is absurd. This concludes the proof. \( \square \)

As a first application of the above compactness result we show that the half-planes \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) must be parallel to each other.

**Lemma 3.2.** Let \( M \) be a translating soliton as in our theorem. Then, the half-planes \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) must be parallel to the translating direction. Moreover, if \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) are parts of the same plane \( \Pi \), then \( M \) should coincide with \( \Pi \).

**Proof.** We follow the notation introduced in the last lemma. Assume to the contrary that the half-plane

\[
\mathcal{H}_1 = \{ p + t w_1 : p \in \partial \mathcal{H}_1 \text{ and } t > 0 \}
\]

is not parallel to the translating direction \( v \). Let us suppose at first that the cosine of angle between the unit inward pointing normal \( w_1 \) of \( \partial \mathcal{H}_1 \) and \( e_1 \) is positive. Consider the strip \( S_{t_0} \) given by

\[
S_{t_0} := (t_0 - \pi/2, t_0 + \pi/2) \times \mathbb{R} \times \mathbb{R}.
\]

For sufficiently large \( t_0 \) this slab does not intersects the cylinder \( C \). For fixed real numbers \( t, l \) let \( \mathcal{G}^{t,l} \) be the grim reaper cylinder

\[
\mathcal{G}^{t,l} := \{ (x_1, x_2, l + \log \cos(x_1 - t)) : (x_1, x_2) \in \mathbb{R}^2 : |x_1 - t| < \pi/2, x_2 \in \mathbb{R} \}.
\]

By our assumptions, as \( \delta \) becomes larger the wing \( M_\delta := M \cap Z_{10}^+ \) of \( M \) is getting closer to \( \mathcal{H}_1 \). By the asymptotic behavior of \( M \) to two half-planes, there exists \( t_0, l_0 \in \mathbb{R} \) large enough such that \( \mathcal{G}^{t_0,l_0} \) does not intersect \( M_\delta \). Then translate this grim reaper cylinder in the direction
of $-v$. Since $\mathcal{H}_1$ is not parallel to $v$, after some finite time $l_1$ either there will be a first interior point of contact between the surface $M$ and $\mathcal{T}^{t_0, l_0 - l_1}$ or there will exist a sequence of points $\{p_i = (p_{1i}, p_{2i}, p_{3i})\}_{i \in \mathbb{N}}$ in the interior of $M$, with $\{p_{3i}\}_{i \in \mathbb{N}}$ bounded and $\{p_{2i}\}_{i \in \mathbb{N}}$ unbounded, such that
\[
\lim_{i \to \infty} \text{dist}(p_i, \mathcal{T}^{t_0, l_0 - l_1}) = 0.
\]

The first possibility contradicts the asymptotic behavior of $M$. So let us examine the second possibility. Consider the sequence of surfaces $\{M_i\}_{i \in \mathbb{N}}$ given by $M_i = M + (0, -p_{2i}, 0)$, for any $i \in \mathbb{N}$. By Lemma 3.1, after passing to a subsequence, $\{M_i\}_{i \in \mathbb{N}}$ converges smoothly to a connected and properly embedded translator $M_\infty$ which has the same asymptotic behavior as $M$. But now there exists an interior point of contact between $M_\infty$ and $\mathcal{T}^{t_0, l_0 - l_1}$, which is absurd. Similarly we treat the case where the cosine of the angle between $w_1$ and $e_1$ is negative.

Hence both half-planes must be parallel to the translating direction $v$.

Another application of the above compactness result is the following strong maximum principle.

**Lemma 3.3.** Let $M$ be a translating soliton as in our theorem and assume that the half-planes $\mathcal{H}_1$ and $\mathcal{H}_2$ are distinct. Consider a portion $\Sigma$ of $M$ (not necessarily compact) with non-empty boundary $\partial \Sigma$ such that the $x_3$-coordinate function of $\Sigma$ is bounded. Then the supremum and the infimum of the $x_1$-coordinate function of $\Sigma$ are achieved along the boundary of $\Sigma$ i.e., there exists no sequence $\{p_i\}_{i \in \mathbb{N}}$ in the interior of $\Sigma$ such that $\lim_{i \to \infty} \text{dist}(p_i, \partial \Sigma) > 0$ and $\lim_{i \to \infty} x_1(p_i) = \sup_{\Sigma} x_1$ or $\lim_{i \to \infty} x_1(p_i) = \inf_{\Sigma} x_1$.

**Proof.** Recall that from the above lemma the half-planes $\mathcal{H}_1$ and $\mathcal{H}_2$ must be parallel to each other and to the direction $v$ of translation. From our assumptions the $x_1$-coordinate function of the surface $M$ is bounded. Moreover, the extrema of $x_1$ cannot be attained at an interior...
point of $\Sigma$, since otherwise from the tangency principle $\Sigma$ should be a plane. This would imply that $M$ is a plane, something that contradicts the asymptotic assumptions. So, let us suppose that there exists a sequence of points $\{p_i = (p_1, p_2, p_3)\}_{i \in \mathbb{N}}$ in the interior of $\Sigma$ such that $\lim_{i \to \infty} \text{dist}(p_i, \partial \Sigma) > 0$ and $x_1(p_i)$ is tending to its supremum or infimum. Then, consider the sequence of surfaces $\{M_i\}_{i \in \mathbb{N}}$ given by $M_i = M + (0, -p_3, 0)$, for any $i \in \mathbb{N}$. By Lemma 3.1, after passing to a subsequence, $\{M_i\}_{i \in \mathbb{N}}$ converges smoothly to a connected and properly embedded translator $M_\infty$ which has the same asymptotic behavior as $M$. But now there exists a point in $M_\infty$ where its $x_1$-coordinate function reaches its local extremum, which is absurd. □

**Remark 3.4.** The $x_1$-coordinate function of $M$ satisfies the partial differential equation $\Delta x_1 + \langle \nabla x_1, \nabla x_3 \rangle = 0$. However, Lemma 3.3 is not a direct consequence of the strong maximum principle for elliptic PDE’s because in general $\Sigma$ is not bounded.

4. PROOF OF THE THEOREM

We have to deal only with the case where $\mathcal{H}_1$ and $\mathcal{H}_2$ are distinct and parallel to $v$. We can arrange the coordinates such that $v = (0, 0, 1)$ and such that the $x_2$-axis is the axis of rotation of our cylinder

$$\mathcal{C} = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1^2 + x_3^2 \leq r^2\}.$$  

Following the setting in [MSHS15] let us define the family of planes $\{\Pi(t)\}_{t \in \mathbb{R}}$, given by

$$\Pi(t) := \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1 = t\}.$$  

Moreover, given a subset $A$ of $\mathbb{R}^3$, for any $t \in \mathbb{R}$ we define the sets

$$A_+(t) := \{(x_1, x_2, x_3) \in A : x_1 \geq t\},$$

$$A_-(t) := \{(x_1, x_2, x_3) \in A : x_1 \leq t\},$$

$$A_+(t) := \{(x_1, x_2, x_3) \in A : x_3 \geq t\},$$

$$A_-(t) := \{(x_1, x_2, x_3) \in A : x_3 \leq t\},$$

$$A_+(t) := \{(2t - x_1, x_2, x_3) \in \mathbb{R}^3 : (x_1, x_2, x_3) \in A_+(t)\},$$

$$A_-^*(t) := \{(2t - x_1, x_2, x_3) \in \mathbb{R}^3 : (x_1, x_2, x_3) \in A_-^*(t)\}.$$  

Note that $A_+^*(t)$ and $A_-^*(t)$ are the image of $A_+(t)$ and $A_-(t)$ by the reflection respect to the plane $\Pi(t)$.
**STEP 1:** We claim that both parts of $M$ outside the cylinder point in the direction of $v$. We argue indirectly. Let us suppose that one part of $M - C$ is asymptotic to
\[ H_1 = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_3 > r_1 > 0, x_1 = -\delta\} \]
and the other part is asymptotic to
\[ H_2 = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_3 < r_2 < 0, x_1 = +\delta\}, \]
for some $\delta > 0$ (see Fig. 4). Fix real numbers $t, l$ and let $G^{t,l}$ be the grim reaper cylinder
\[ G^{t,l} := \{(x_1, x_2, l + \log \cos(x_1 - t)) \in \mathbb{R}^3 : |x_1 - t| < \pi/2, x_2 \in \mathbb{R}\}. \]

The idea is to obtain a contradiction by comparing the surface $M$ with an appropriate grim reaper cylinder $G^{t,l}$. Let us start with the grim reaper cylinder $G^{\pi/2+\delta,0}$. Note that $G^{\pi/2+\delta,0}$ lies outside the strip $(-\delta, \delta) \times \mathbb{R}^2$ and it is asymptotic to two half-planes contained in $\Pi(\delta)$ and $\Pi(\delta + \pi)$.

Fix $\varepsilon \in (0, 2\delta)$. Because outside a cylinder the grim reaper cylinder $G^{\pi/2+\delta,0}$ is asymptotic to two half-planes, there exists $\delta_1 > 0$, depending on $\varepsilon$, such that $G^{\pi/2+\delta,0} \cap Z_{\delta_1}^+$ is inside the region
\[ (\delta, \delta + \varepsilon/2) \times \mathbb{R} \times (\delta_1, +\infty). \]
Moreover, there exists $\delta_2 > 0$, depending on $\varepsilon$, such that $M \cap Z_{-\delta_2}^-$ is inside the region
\[ (\delta - \varepsilon/2, \delta + \varepsilon/2) \times \mathbb{R} \times (-\infty, -\delta_2). \]
Consider now the grim reaper cylinder $G^{\pi/2+\delta+t,-\delta_1-\delta_2-1}$ and choose $t$ large enough so that

$$G^{\pi/2+\delta+t,-\delta_1-\delta_2-1} \cap M = \emptyset.$$ 

Translate the above grim reaper cylinder in the direction of $(-1,0,0)$. Since $\varepsilon \in (0,2\delta)$, we see that after some finite time $t_0$ either there will be a first interior point of contact between $M$ and $G^{\pi/2+\delta+t_0,-\delta_1-\delta_2-1}$ or there will exist a sequence $\{p_i = (p_{1i},p_{2i},p_{3i})\}_{i \in \mathbb{N}}$ of points in $M$, with $\{p_{3i}\}_{i \in \mathbb{N}}$ bounded and $\{p_{2i}\}_{i \in \mathbb{N}}$ unbounded, such that

$$\lim_{i \to \infty} \text{dist}(p_i, G^{\pi/2+\delta+t_0,-\delta_1-\delta_2-1}) = 0.$$ 

As in Lemma 3.3, we deduce that both cases contradict the asymptotic behavior of $M$. Therefore, both parts of $M - C$ must point in the direction of $v$.

**STEP 2:** We claim now that $M$ lies in the slab $S := (-\delta,+\delta) \times \mathbb{R}^2$. Assume at first that $\lambda := \sup_M x_1 > \delta$. Consider now the surface (see Fig. 6)

$$\Sigma := \{(x_1,x_2,x_3) \in M : x_1 \geq \delta/2 + \lambda/2\}.$$ 

The asymptotic assumptions on $M$ imply that the $x_3$-coordinate of $\Sigma$ is bounded. Therefore, due to Lemma 3.3,

$$\sup_{\Sigma} x_1 = \sup_{\partial \Sigma} x_1.$$ 

But since

$$\partial \Sigma \subset \{(x_1,x_2,x_3) \in \mathbb{R}^3 : x_1 = \delta/2 + \lambda/2\},$$

we have that

$$x_1(p) = \delta/2 + \lambda/2 < \lambda = \sup_{\Sigma} x_1,$$
for any $p \in \partial \Sigma$, which is absurd. Thus $\sup_M x_1 \leq \delta$. Observe that if equality holds, then a contradiction is reached comparing $M$ and the plane $\Pi(\delta)$ using the tangency principle. Hence $\sup_M x_1 < \delta$. Similarly, we can prove that $\inf_M x_1 > -\delta$. Consequently, $M$ should lie inside the slab $S$.

**STEP 3:** Using the same arguments we will prove now that $2\delta = \pi$. Indeed, suppose at first that $2\delta > \pi$. We can then place a grim reaper cylinder $G^{0,l}$ inside the slab $S$, by taking $l$ sufficiently large, so that $G^{0,l} \cap M = \emptyset$ (see Fig. 7). Consider now the set

$$\mathcal{A} := \{l > 0 : M \cap G^{0,l} = \emptyset\}.$$
Let \( l_0 := \inf \mathcal{A} \). Assume at first that \( l_0 \notin \mathcal{A} \). Because \( M \cap \mathcal{G}^{0,l_0} \neq \emptyset \), it follows that there is an interior point of contact between \( M \) and \( \mathcal{G}^{0,l_0} \). But then \( M \equiv \mathcal{G}^{0,l_0} \) which leads to a contradiction with the asymptotic assumptions on \( M \). Let us treat now the case where \( l_0 \in \mathcal{A} \). In this case \( \text{dist}\{M, \mathcal{G}^{0,l_0}\} = 0 \). Therefore, there exists a sequence of points \( \{p_i = (p_{1i}, p_{2i}, p_{3i})\}_{i \in \mathbb{N}} \) in \( M \) such that
\[
\lim_{i \to \infty} p_{1i} = p_{1\infty} \in \mathbb{R}, \quad \lim_{i \to \infty} p_{2i} = \infty, \quad \lim_{i \to \infty} p_{3i} = p_{3\infty} \in \mathbb{R}
\]
and
\[
\lim_{i \to \infty} \text{dist}(p_i, \mathcal{G}^{0,l_0}) = 0.
\]
Consider the sequence
\[
\{M_i = M + (0, -p_{2i}, 0)\}_{i \in \mathbb{N}}.
\]
By Lemma 3.1 we know that after passing to a subsequence, \( \{M_i\}_{i \in \mathbb{N}} \) converges to a connected properly embedded translator \( M_\infty \) which has the same asymptotic behavior as \( M \). On the other hand \( M_\infty \) has an interior point of contact with \( \mathcal{G}^{0,l_0} \) and thus they must coincide. But this contradicts again the assumption on the asymptotic behavior of \( M \). Thus \( 2\delta \) must be less or equal than \( \pi \). We exclude also the case where \( 2\delta < \pi \) by comparing \( M \) with a grim reaper cylinder from outside (see Fig. 8). Consequently, \( 2\delta = \pi \).

**Figure 8.** Comparison with a grim reaper cylinder from outside

**STEP 4:** We will prove here two auxiliary results that will be very useful in the rest of the proof.
Claim 1. The inequality
\[-\pi/2 < \inf_{\partial M(t)} x_1 \leq \inf_{M(t)} x_1 \leq \sup_{M(t)} x_1 \leq \sup_{\partial M(t)} x_1 < \pi/2,\]
holds for any real number \( t \) such that \( M(t) \neq \emptyset \).

Proof of the claim. Recall that
\[ M(t) = \{(x_1, x_2, x_3) \in M : x_3 \leq t\} \].

Hence, from Lemma 3.2, we have that
\[ \text{dist}(M(t), \Pi(\pi/2)) = \text{dist}(\partial M(t), \Pi(\pi/2)). \]

Suppose now to the contrary that
\[ \text{dist}(\partial M(t), \Pi(\pi/2)) = 0. \]

Then, there exists a sequence \( \{p_i = (p_{1i}, p_{2i}, t)\}_{i \in \mathbb{N}} \) of points of \( \partial M(t) \) such that
\[ \lim_{i \to \infty} p_{1i} = \pi/2 \quad \text{and} \quad \lim_{i \to \infty} p_{2i} = \infty. \]

Consider the sequence of surfaces \( \{M_i := M + (0, -p_{2i}, 0)\}_{i \in \mathbb{N}} \). From Lemma 3.1 we know that \( \{M_i\}_{i \in \mathbb{N}} \) converges to a connected properly embedded translator \( M_\infty \) which has the same asymptotic behavior as \( M \). On the other hand, there is an interior point of contact between \( M_\infty \) and \( \Pi(\pi/2) \), which is a contradiction. Thus,
\[ \text{dist}(\partial M(t), \Pi(\pi/2)) > 0. \]

which implies that \( \sup_{M(t)} x_1 < \pi/2 \). In the same way, we can prove that \( \inf_{M(t)} x_1 > -\pi/2 \). This completes the proof of the claim.

Claim 2. There exists a sufficiently large number \( t \) such that the parts of \( M(t) \) are graphs over the \( x_1x_2 \)-plane, and there exists a sufficiently small \( \delta > 0 \) such that \( M_+(\pi/2 - \delta) \) is a graph over the \( x_1x_2 \)-plane.

Proof of the claim. From STEP 3 we know that \( M \) lies inside the slab
\[ S = (-\pi/2, \pi/2) \times \mathbb{R}^2. \]

Since \( \mathcal{G} \) and \( M - C \) are \( C^1 \)-asymptotic to \( \Pi(\pi/2) \), we can represent each wing of \( M - C \) as a graph over \( \mathcal{G} \). Fix a sufficiently small positive number \( \varepsilon \). Then, there exists \( \delta > 0 \) such that the interior of the right wing \( M_+(\pi/2 - \delta) \) of \( M - C \) can be parametrized by a smooth map \( f : T_\delta := (\pi/2 - \delta, \pi/2) \times \mathbb{R} \to \mathbb{R}^3 \) given by
\[ f = u + \varphi \xi_u, \]
where the map \( u(x_1, x_2) = (x_1, x_2, -\log \cos x_1) \) describes the position vector of \( \mathcal{G} \). \( \xi_u(x_1, x_2) = (\sin x_1, 0, -\cos x_1) \) is the outer unit normal of \( u \) and \( \varphi : (\pi/2 - \delta, \pi/2) \times \mathbb{R} \to \mathbb{R} \) is a smooth function such that

\[
\sup_{T_3} |\varphi| < \varepsilon \quad \text{and} \quad \sup_{T_3} |D\varphi| < \varepsilon.
\]

A straightforward computation shows that the outer unit normal \( \xi \) of \( f \) is given by the formula

\[
\xi = \frac{(1 + \varphi \cos x_1)\xi_u - (1 + \varphi \cos x_1)\varphi_{x_2} u_{x_2} - \varphi_{x_1} \cos^2 x_1 u_{x_1}}{\sqrt{(1 + \varphi \cos x_1)^2(1 + \varphi^2_{x_2}) + \varphi^2_{x_1} \cos^2 x_1}}. \tag{4.1}
\]

Because \( f \) is a translator, we deduce that its mean curvature is

\[
H = -\langle \xi, v \rangle = \frac{\cos x_1(1 + \varphi \cos x_1 + \varphi_{x_1} \sin x_1)}{\sqrt{(1 + \varphi \cos x_1)^2(1 + \varphi^2_{x_2}) + \varphi^2_{x_1} \cos^2 x_1}}. \tag{4.2}
\]

Consequently, \( \langle \xi, v \rangle < 0 \). Thus, each point of \( M_\pm(\pi/2 - \delta) \) has an open neighborhood that can be represented as a graph over the \( x_1x_2 \)-plane. Due to Lemma 3.3, the surface \( M_\pm(\pi/2 - \delta) \) must be connected. Indeed, assume to the contrary that \( M_\pm(\pi/2 - \delta) \) has more than one connected component. Let \( \Sigma \) be a connected component different from the one whose \( x_3 \)-coordinate function is not bounded (there is at least one by assumption). Then due to Lemma 3.3 the infimum and the supremum of the \( x_1 \)-coordinate function of \( \Sigma \) are reached along the boundary, that is, \( \Sigma \) is an open piece of the plane \( \Pi(\pi/2 - \delta) \), so the whole surface \( M \) must coincide with this plane, which is a contradiction. Moreover, its projection to the \( x_1x_2 \)-plane must be the simply connected set \( T_3 \). Thus, \( M_\pm(\pi/2 - \delta) \) must be a global graph over the subset \( T_3 \) of the \( x_1x_2 \)-plane. Similarly, we prove that also the left hand side wing of \( M - C \) is graphical. This completes the proof of the claim because by the hypothesis on the asymptotic behavior of \( M \), there exists a sufficiently large number \( t \) such that \( M^+(t) \subset M_-(\pi/2 + \delta) \cup M_+(\pi/2 - \delta) \).

**STEP 5:** We shall prove now that \( M \) is symmetric with respect to

\[
\Pi(0) = \{ (x_1, x_2, x_3) \in \mathbb{R}^3 : x_1 = 0 \}
\]

and that \( M \) is a bi-graph over this plane. The main tool used in the proof is the method of moving planes of Alexandrov (see \[Ale56\][Sch83]). Let us define

\[
\mathcal{A} := \{ t \in [0, \pi/2) : M_+(t) \text{ is a graph over } \Pi(0) \text{ and } M_+(t) \geq M_-(t) \}.
\]

Recall from \[MSHS15\] Definition 3.1] that the relation \( M_+(t) \geq M_-(t) \) means that \( M_+(t) \) is on the right hand side of \( M_-(t) \). We will prove that \( 0 \in \mathcal{A} \). In this case we have that \( M_+(0) \geq M_-(0) \). By a symmetric argument we can show that \( M_+(0) \geq M_-(0) \). Thus \( M_+(0) \equiv M_-(0) \).
and the proof of this step will be completed. The steps of the proof are the same as in [MSHS15, Proof of Theorem A] with the difference that here we have to control the behavior of the Gauß map in the direction of the \( x_2 \)-axis.

**Claim 3.** The minimum of the set \( \mathcal{A} \) is 0. In particular, \( \mathcal{A} = [0, \pi/2) \).

*Proof of the claim.* Due to Claim 2 it follows that given a sufficiently small number \( \varepsilon \), there exists a positive number \( t \) such that the surface \( M_+^t(s) \) can be represented as a graph over \( \Pi(0) \) as well as a graph over the \( x_1x_2 \)-plane. Hence one can easily show that \( \mathcal{A} \) is a non-empty set. Following the same arguments as in [MSHS15, Section 3, Proof of Theorem A], we can show that \( \mathcal{A} \) is a closed subset of \( [0, \pi/2) \). Moreover if \( s \in \mathcal{A} \), then \( [s, \pi/2) \subset \mathcal{A} \). Suppose now that \( s_0 := \min \mathcal{A} > 0 \). Then we will get at a contradiction, i.e., we will show that there exists a positive number \( \varepsilon \) such that \( s_0 - \varepsilon \in \mathcal{A} \).

**Condition 1:** We will show at first that there exists a positive constant \( \varepsilon_1 < s_0 \) such that \( M_+(s_0 - \varepsilon_1) \) is a graph over the plane \( \Pi(0) \). Take a positive number \( \alpha \) and consider the sets

\[
M_+^+(s) := \{(x_1, x_2, x_3) \in M_+(s) : x_3 > \alpha\},
\]

\[
M_-^+(s) := \{(x_1, x_2, x_3) \in M_-(s) : x_3 > \alpha\},
\]

and

\[
M_+^-(s) := \{(x_1, x_2, x_3) \in M_+(s) : x_3 \leq \alpha\},
\]

\[
M_-^-(s) := \{(x_1, x_2, x_3) \in M_-(s) : x_3 \leq \alpha\}.
\]

Since \( M_+(s_0) \) is a graph over \( \Pi(0) \), there exists \( \alpha \) large enough such that

\[
\text{dist} \left[ \xi \left( M_+^+(s_0) \right), \Pi(0) \right] > 0. \tag{4.3}
\]

We fix such an \( \alpha \). From (4.3) it follows that there exists \( \varepsilon_0 > 0 \) such that \( M_+^+(s_0 - \varepsilon_0) \) can be represented as a graph over the plane \( \Pi(0) \) and furthermore

\[
M_+^{\varepsilon_0}(s_0 - \varepsilon_0) \geq M_-^+(s_0 - \varepsilon_0). \tag{4.4}
\]

Let us now investigate the lower part of our surface \( M_-^+(s_0) \). Because \( s_0 \in \mathcal{A} \), we can represent \( M_-^+(s_0) \) as a graph over the plane \( \Pi(0) \). Note that there is no point in \( M_-^+(s_0) \) with normal vector included in the plane \( \Pi(0) \) since otherwise \( M_-^+(s_0) \) and its reflection with respect to \( \Pi(s_0) \) would have the same tangent plane at that point so by the tangency principle at the boundary \( M \) would have been symmetric to...
a plane parallel to \( \Pi(0) \). But this contradicts the asymptotic behavior of \( M \). Consequently,
\[
\xi \left( M^-_+(s_0) \right) \cap \Pi(0) = \emptyset. \tag{4.5}
\]

**Assertion.** There exists \( \varepsilon_1 \in (0, \varepsilon_0] \) such that, for all \( t \in [s_0 - \varepsilon_1, s_0] \),
\[
\xi \left( M^-_+(t) \right) \cap \Pi(0) = \emptyset. \tag{4.6}
\]

**Proof of the assertion.** Suppose to the contrary that such \( \varepsilon_1 \) does not exist. This implies that for all \( i \in \mathbb{N} \) there exists \( t_i \in [s_0 - 1/i, s_0] \) such that
\[
\xi \left( M^-_+(t_i) \right) \cap \Pi(0) \neq \emptyset.
\]
Then there exists a sequence \( \{ q_i \}_{i \in \mathbb{N}} \subset M^-_+(t_i) \) such that \( \xi(q_i) \in \Pi(0) \). Only two situations can occur, namely either the sequence \( \{ q_i \}_{i \in \mathbb{N}} \) is bounded or it is unbounded. We will show that both cases lead to a contradiction.

If \( \{ q_i \}_{i \in \mathbb{N}} \) is bounded, then it should have a convergent subsequence that we do not relabel for simplicity. Denote its limit by \( q_\infty \). Note that \( q_\infty \) belongs to the closure of \( M^-_+(s_0) \). Hence, by the continuity of the Gauß map
\[
\Pi(0) \supset S^1 \ni \xi(q_i) \to \xi(q_\infty) \in S^1 \subset \Pi(0).
\]
Then
\[
\xi \left( M^-_+(s_0) \right) \cap \Pi(0) \neq \emptyset,
\]
which contradicts the relation \( 4.5 \).

Let us now examine the case where the sequence \( \{ q_i \}_{i \in \mathbb{N}} \) is not bounded. The first coordinate \( \{ q_{1i} \}_{i \in \mathbb{N}} \) of \( \{ q_n \}_{n \in \mathbb{N}} \) is bounded. The last coordinate \( \{ q_{3i} \}_{i \in \mathbb{N}} \) of \( \{ q_n \}_{n \in \mathbb{N}} \) is also bounded. Therefore, the second coordinate \( \{ q_{2i} \}_{i \in \mathbb{N}} \) of the sequence must be unbounded. Consider now the sequence \( \{ M_i = M + (0, -q_{2i}, 0) \}_{i \in \mathbb{N}} \). Due to Lemma \( 3.1 \) we have that after passing to a subsequence, \( \{ M_i \}_{i \in \mathbb{N}} \) converges smoothly to a properly embedded connected translator \( M_\infty \) which has the same asymptotic behavior as \( M \). Furthermore, the limiting surface \( M_\infty \) has the following additional properties:

(a) The surface \( (M_\infty)_+(s_0) \) can be represented as a graph over the plane \( \Pi(0) \).

(b) The inequality \( (M_\infty)^*_+(s_0) \geq (M_\infty)^-_-(s_0) \) holds true.

(c) There exists a point in \( M_\infty \) in which the Gauß map belongs to the plane \( \Pi(0) \).
Applying the tangency principle at the boundary of \((M_\infty)_+^*(s_0)\) and \((M_\infty)_-(s_0)\) we deduce that \(\Pi(s_0)\) is a plane of symmetry for \(M_\infty\), something that contradicts the asymptotic behavior of \(M_\infty\). This completes the proof of our assertion.

The relation (4.6) implies that, for every \(t \in [s_0 - \varepsilon_1, s_0]\), the surface \(M_+^*(t)\) can be represented as a graph over \(\Pi(0)\). Consequently, \(M_+(t)\) is a graph over \(\Pi(0)\) for all \(t \geq s_0 - \varepsilon_1\). Hence the first condition in the definition of the set \(A\) is verified.

**Condition 2:** Reasoning again as in [MSHS15, Proof of Theorem A] and with the help of Lemma 3.1 we can prove the inequality \(M_+^*(s_0 - \varepsilon_1) \geq M_-^*(s_0 - \varepsilon_1)\).

Therefore, by Conditions 1 and 2, we have that \(s_0 - \varepsilon \in A\). This contradicts the fact that \(s_0\) is the infimum of \(A\). So, \(s_0 = 0\) and this concludes the proof of STEP 5.

**STEP 6:** Let us explore the asymptotic behavior of our translating soliton \(M\) as its \(x_2\)-coordinate function tends to infinity.

**Claim 4.** Consider the profile curve \(\Gamma = M \cap \Pi(0)\). If the coordinate function \(x_3|_\Gamma\) attains its global extremum on \(\Gamma\) (maximum or minimum), then \(M\) is a grim reaper cylinder.

**Proof of the claim.** We will distinguish two cases. The idea is to compare \(M\) with a “half-grim reaper cylinder” at the level where \(x_3\) attains its extremum.

**Case A:** Suppose at first that there exists a point \(p \in \Gamma\) (see Fig. 9) such that

\[
l := x_3(p) = \max_\Gamma x_3.
\]

Observe that

\[
\partial M_+(0) \subset \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_3 \leq l\}.
\]

For a fixed real number \(t\) consider the “half-grim reaper cylinder” (see Fig. 10) given by

\[
\mathcal{G}^{t,l}_+ = \{(x_1, x_2, l + \log \cos(x_1 - t)) \in \mathbb{R}^3 : x_1 \in [t, \pi/2 + t), x_2 \in \mathbb{R}\}.
\]

Define now the set

\[
\mathcal{Q} := \{t \in (-\infty, 0) : \mathcal{G}^{t,l}_+ \cap M_+(0) = \emptyset\}
\]
Figure 9. The profile curve $\Gamma$

Obviously, $\mathcal{Q}$ is a non-empty set. Moreover, if $t \in \mathcal{Q}$ then $(-\infty, t) \subset \mathcal{Q}$. Let $t_0 := \sup \mathcal{Q}$.

Figure 10. Comparing with a plane

We claim that $t_0 = 0$. Suppose this is not true. If $t_0 \notin \mathcal{Q}$, then there would be an interior point of contact (notice that the boundaries of both surfaces do not touch when $t < 0$). This implies that $M = \mathcal{G}^{t_0,l}$, which contradicts the assumption on the asymptotic behavior of $M$.

Let us consider now the case where $t_0 \in \mathcal{Q}$. In this case there exists a divergent sequence $\{p_i = (p_{1i}, p_{2i}, p_{3i})\}_{i \in \mathbb{N}} \subset M_+(0)$ such that

$$\lim_{i \to \infty} \text{dist}(p_i, \mathcal{G}_+^{t_0,l}) = 0.$$  

Because the asymptotic behavior of $\mathcal{G}_+^{t_0,l}$ and $M_+(0)$ is different and the distance between their boundaries is positive, then one can find
constants $a_0$ and $a_1$ such that $a_0 < x_3(p_i) < a_1$, for all $i \in \mathbb{N}$. So, \( \{p_{2i}\}_{i \in \mathbb{N}} \) tends to infinity. Now we can apply Lemma 3.1 in order to deduce that the limit of the sequence \( \{M_i\}_{i \in \mathbb{N}} \), given by
\[
M_i := M - (0, p_{2i}, 0),
\]
exists and has the same asymptotic behavior as $M$. Let us call this limit $M_\infty$. But now $M_\infty$ and $G_{+,0}^{t_0}$ do not have the same asymptotic behavior. Hence, $t_0 = 0$. Consequently, $G_{+,0}^{t_0}$ and $M_+(0)$ have a boundary contact at $p$. Observe that the tangent plane at $p$ of both surfaces is horizontal by STEP 5, and therefore by the boundary tangency principle they must coincide.

**Case B:** Suppose now that there exists $q \in \Gamma$ such that
\[
\mu = x_3(q) = \min_{\Gamma} x_3.
\]
In this case, we compare $M_+(0)$ with the family of “half-grim reaper cylinders” \( \{G_{+,\mu}^t\}_{t \geq 0} \) and we proceed exactly as in the proof of Case A.

**Claim 5.** The surface $M$ is a graph over the $x_1x_2$-plane.

**Proof of the claim:** Recall that the profile curve $\Gamma = \Pi(0) \cap M$ lies inside the cylinder $\mathcal{C}$. Let
\[
\alpha := \limsup_{x_2 \to +\infty} (x_3|_{\Gamma}) \quad \text{and} \quad \beta := \liminf_{x_2 \to -\infty} (x_3|_{\Gamma}).
\]
Take sequences $\{p_i = (0, p_{2i}, p_{3i})\}_{i \in \mathbb{N}}$ and $\{q_i = (0, q_{2i}, q_{3i})\}_{i \in \mathbb{N}}$ along the curve $\Gamma$ such that
\[
\lim_{i \to \infty} p_{2i} = +\infty, \quad \lim_{i \to \infty} q_{2i} = -\infty, \quad \lim_{i \to \infty} p_{3i} = \alpha \quad \text{and} \quad \lim_{i \to \infty} q_{3i} = \beta,
\]
and define the sequences of translators $\{M_i^\alpha\}_{i \in \mathbb{N}}$, $\{M_i^\beta\}_{i \in \mathbb{N}}$ given by
\[
M_i^\alpha := M - (0, p_{2i}, 0) \quad \text{and} \quad M_i^\beta := M - (0, q_{2i}, 0).
\]
From Lemma 3.1 we deduce that
\[
M_i^\alpha \to M_\infty^\alpha \quad \text{and} \quad M_i^\beta \to M_\infty^\beta,
\]
where $M_\infty^\alpha$ and $M_\infty^\beta$ are connected properly embedded translators with the same asymptotic behavior as our surface $M$.

Consider the points $(0, 0, \alpha) \in M_\infty^\alpha$ and $(0, 0, \beta) \in M_\infty^\beta$. Taking into account the way in which we have constructed our limits, we have that
\[
\alpha = \max_{M_\infty^\alpha \cap \Pi(0)} x_3 \quad \text{and} \quad \beta = \min_{M_\infty^\beta \cap \Pi(0)} x_3.
\]
At this point, we can use Claim 4 to conclude that the limits $M_{\infty}^{\alpha}$ and $M_{\infty}^{\beta}$ are grim reaper cylinders, possibly displayed at different heights. From the definition of the limit and the second part of Theorem 2.5, it follows that for large enough values $i \geq i_0$ there exist:

(a) strictly increasing sequences of positive numbers $\{m_{1i}\}_{i \in \mathbb{N}}, \{m_{2i}\}_{i \in \mathbb{N}}, \{n_{1i}\}_{i \in \mathbb{N}}$ and $\{n_{2i}\}_{i \in \mathbb{N}}$ satisfying

$$m_{1i} < m_{2i} \quad \text{and} \quad -n_{1i} < -n_{2i},$$

for every $i \geq i_0$,

(b) real smooth functions $\varphi_i : (-\pi/2, \pi/2) \times (m_{1i}, m_{2i}) \to \mathbb{R}$ and $\vartheta_i : (-\pi/2, \pi/2) \times (-n_{1i}, -n_{2i}) \to \mathbb{R}$ satisfying the conditions

$$|\varphi_i| < 1/i, \quad |\vartheta_i| < 1/i, \quad |D\varphi_i| < 1/i \quad \text{and} \quad |D\vartheta_i| < 1/i,$$

for any $i \geq i_0$,

such that the surfaces

$$R_i := \{(x_1, x_2, x_3) \in M : m_{1i} < x_2 < m_{2i}\}$$

and

$$L_i := \{(x_1, x_2, x_3) \in M : -n_{1i} < x_2 < -n_{2i}\}$$

can be represented as graphs over grim reaper cylinders that are generated by the functions $\varphi_i$ and $\vartheta_i$, respectively. From the formula (4.2), by taking larger $i_0$ if necessary, we deduce that the strips $\{R_i\}_{i \geq i_0}$ and $\{L_i\}_{i \geq i_0}$ are strictly mean convex and so their outer unit normals are nowhere perpendicular to $v = (0, 0, 1)$. Hence each point has a neighborhood that can be represented as a graph over the $x_1x_2$-plane. Because the strips $R_i, L_i$ under consideration are smoothly asymptotic to strips of the corresponding grim reaper cylinders and because for the grim reaper cylinders it holds $\langle \xi_u, (0, 1, 0) \rangle = 0$, we deduce that the projections of $R_i, L_i$ to the $x_1x_2$-plane are simply connected sets. Therefore, they can be represented globally as graphs over rectangles of the $x_1x_2$-plane.

Consider now the compact exhaustion $\{\Lambda_i\}_{i \geq i_0}$ (see Fig. 11) of the surface $M$ given by

$$\Lambda_i := \{(x_1, x_2, x_3) \in M : -a_i \leq x_2 \leq b_i, \quad x_3 \leq i\}$$

where

$$a_i = (n_{1i} + n_{2i})/2 \quad \text{and} \quad b_i = (m_{1i} + m_{2i})/2.$$
Figure 11. The exhaustion set $\Lambda_i$

(see again Fig. 11) the surface $\Lambda_i$ is a graph over the $x_1x_2$-plane. The proof will be concluded if we prove that there exists $i_1 \geq i_0$ such that each $\Lambda_i$ is a graph over the $x_1x_2$-plane, for any $i \geq i_1$. Indeed, at first fix a large height $t_0$ such that $M^+(t_0)$ is a graph over the $x_1x_2$-plane. From Claim 1 we know that $\text{dist}(M^-(t_0), \Pi(\pi/2)) = \text{dist}(\partial M^-(t_0), \Pi(\pi/2)) =: \delta$.

From the asymptotic behavior of $M$ we know that there exists a number $t_1 > t_0$ such that $\text{dist}(M^-(t_1), \Pi(\pi/2)) = \text{dist}(\partial M^-(t_1), \Pi(\pi/2)) = \delta/2$.

Now fix an integer $i_1 > \max\{i_0, t_1\}$, and suppose to the contrary that there is $i \geq i_1$ such that $\Lambda_i$ is not a graph over the $x_1x_2$-plane. We will derive a contradiction. Let $\Lambda_i(s) := \Lambda_i + (0, 0, s)$ be the translation of $\Lambda_i$ in direction of $v$. Take a number $s_0$ such that $\Lambda_i(s_0) \cap \Lambda_i = \emptyset$.

Start to move back $\Lambda_i(s_0)$ in the direction of $-v$. Then there exists $s_1 > 0$ where $\Lambda_i(s_1)$ intersects $\Lambda_i$. From the choice of $i_1$ we see that the intersection points must be interior points of contact. But then, from the tangency principle, it follows that $\Lambda_i(s_1) = \Lambda_i$, which is a contradiction. Therefore, for each $i > i_1$ the surface $\Lambda_i$ must be a graph over the $x_1x_2$-plane. Because $\{\Lambda_i\}_{i \in \mathbb{N}}$ is a compact exhaustion of $M$ we deduce that $M$ itself must be a graph over the $x_1x_2$-plane. In particular, $\text{genus}(M) = 0$.

**STEP 7:** From Claim 5 we see that our surface $M$ must be strictly mean convex. Consider now the $x_2$-coordinate of the Gauß map, i.e., the smooth function $\xi_2 : M \to \mathbb{R}$ given by $\xi_2 = \langle \xi, e_2 \rangle$, where here
e\_2 = (0, 1, 0). By a straightforward computation (see for example the paper [MSHS15, Lemma 2.1]) we deduce that \( \xi_2 \) and \( H \) satisfy the following partial differential equations

\[
\Delta \xi_2 + \langle \nabla \xi_2, \nabla x_3 \rangle + |A|^2 \xi_2 = 0 \tag{4.7}
\]
and

\[
\Delta H + \langle \nabla H, \nabla x_3 \rangle + |A|^2 H = 0, \tag{4.8}
\]

where \(|A|^2\) stands for the squared norm of the second fundamental form of \( M \). Define now the function \( h := \xi_2 H^{-1} \). Combining the equations (4.7) and (4.8) we deduce that \( h \) satisfies the following differential equation

\[
\Delta h + \langle \nabla h, \nabla (x_3 + 2 \log H) \rangle = 0. \tag{4.9}
\]

**Claim 6.** The surface \( M \) is smoothly asymptotic outside a cylinder to the grim reaper cylinder.

*Proof of the claim.* Consider the sequence \( \{M_i\}_{i \in \mathbb{N}} \) given by \( M_i := M + (0, 0, -i) \), for any \( i \in \mathbb{N} \). One can readily see that for any compact set \( K \) of \( \mathbb{R}^3 \), it holds

\[\limsup_{i \to \infty} \text{area} \{M_i \cap K\} < \infty \quad \text{and} \quad \limsup_{i \to \infty} \text{genus} \{M_i \cap K\} < \infty.\]

From the compactness theorem of White, the sequence of surfaces \( \{M_i\}_{i \in \mathbb{N}} \) converges smoothly (with respect to the Ilmanen’s metric) to the union \( \Pi(-\pi/2) \cup \Pi(\pi/2) \). Hence, due to Lemma 2.8 the wings of the translator \( M \) outside the cylinder must be smoothly asymptotic to the corresponding wings of the grim reaper cylinder. This completes the proof of the claim.

**Claim 7.** The function \( h \) tends to zero as we approach infinity of our surface \( M \).

*Proof of the claim.* Consider the compact exhaustion \( \{\Lambda_i\}_{i \geq i_1} \) defined in the STEP 6. The boundary of each \( \Lambda_i \) consists of four parts, namely:

\[
\Lambda_{i1} := \{(x_1, x_2, x_3) \in M : x_1 > 0, -a_i \leq x_2 \leq b_i, x_3 = i\},
\]

\[
\Lambda_{i2} := \{(x_1, x_2, x_3) \in M : x_1 < 0, -a_i \leq x_2 \leq b_i, x_3 = i\},
\]

\[
\Lambda_{i3} := \{(x_1, x_2, x_3) \in M : x_2 = -a_i, x_3 \leq i\},
\]

\[
\Lambda_{i4} := \{(x_1, x_2, x_3) \in M : x_2 = b_i, x_3 \leq i\}.
\]

Bearing in mind the asymptotic behavior of \( M \), we deduce that around each boundary curve line there exists a tubular neighborhood that can be represented as the graph of a smooth function over a slab of the
grim reaper cylinder. If \( \varphi \) is such a function then, from the equations (4.1) and (4.2), we can represent \( h \) in the form

\[
h = -\frac{\varphi x_2}{\cos x_1} \cdot \frac{1 + \varphi \cos x_1}{1 + \varphi \cos x_1 + \varphi x_1 \sin x_1}.
\]

(4.10)

Let us examine at first the behavior of \( h \) along \( \Lambda_{1i} \). Note that these curves belong to the wings of \( M \) outside the cylinder. Fix a sufficiently small \( \varepsilon > 0 \). Then, there exists \( \delta_2 > 0 \) and large enough index \( i_2 \) such that

\[
M \cap \{ (x_1, x_2, x_3) \in \mathbb{R}^3 : x_3 \geq i_2 \}
\]

can be written as the graph over the grim reaper cylinder of a smooth function \( \varphi \) defined in the domain

\[
T_{\delta_2} := \left( \pi/2 - \delta_2, \pi/2 \right) \times \mathbb{R}
\]
satisfying

\[
\sup_{T_{\delta_2}} |\varphi| < \varepsilon, \quad \sup_{T_{\delta_2}} |D\varphi| < \varepsilon \quad \text{and} \quad \sup_{T_{\delta_2}} |D^2\varphi| < \varepsilon.
\]

Because for any fixed \( x_2 \) we have

\[
\lim_{x_1 \to \pi/2} \varphi = \lim_{x_1 \to -\pi/2} |D\varphi| = 0,
\]

we get

\[
|\varphi_{x_2}(x_1, x_2)| = \left| -\int_{x_1}^{\pi/2} \varphi_{x_2x_1}(x_1, x_2)dx_1 \right| \leq \left( \pi/2 - x_1 \right) \sup_{T_{\delta_2}} |\varphi_{x_2x_1}| \leq \left( \pi/2 - x_1 \right) \varepsilon.
\]

Hence, for any \( i \geq i_2 \), from equation (4.10) we see \( \sup_{\Lambda_{1i}} |h| < \varepsilon \). Because of the symmetry we immediately get that \( \sup_{\Lambda_{2i}} |h| < \varepsilon \). On the other hand, recall that the strips \( R_i \) and \( L_i \) are getting \( C^1 \)-close to the corresponding grim reaper cylinders. Hence, there exists an index \( i_3 \geq i_2 \) such that for \( i \geq i_3 \) we can represent

\[
R_i \cap \{ (x_1, x_2, x_3) \in \mathbb{R}^3 : x_3 \leq i_3 \}
\]
as the graph over a grim reaper cylinder of a smooth function \( \varphi_i \) defined in a slab of the form

\[
G_{\delta_3i} := (-\pi/2 + \delta_3, \pi/2 - \delta_3) \times (m_{1i}, m_{2i}),
\]
where \( \delta_3 \) depends only on \( i_3 \), satisfying the properties

\[
\sup_{G_{\delta_3i}} |\varphi_i| < \varepsilon \quad \text{and} \quad \sup_{G_{\delta_3i}} |D\varphi_i| < \varepsilon.
\]

Exactly the same estimate can be obtained along the strips \( L_i \). Note that in this case the \( x_1 \)-coordinate is not tending to \( \pm \pi/2 \) and so \( \cos x_1 \) is bounded from below by a positive number. Going now back to equation (4.10) we obtain that for \( i \geq i_3 \) we have

\[
\sup_{\Lambda_{4i}} |h| < \varepsilon \quad \text{and} \quad \sup_{\Lambda_{3i}} |h| < \varepsilon.
\]

Therefore \( h|_{\partial \Lambda_{i}} \) becomes arbitrary small as \( i \) tends to infinity. This completes the proof of the claim.
From Claim [7], there exists an interior point where $h$ attains a local maximum or a local minimum. From the strong maximum principle of Hopf we deduce that $h$ must be identically zero. Consequently, $\xi_2 = 0$ and thus $e_2 = (0, 1, 0)$ is a tangent vector of $M$. Differentiating the equation $h = 0$, we deduce that $A(e_2) = 0$. Thus, $\det A = 0$ and so $|A|^2 = H^2$. But then, from [MSHS15, Theorem B], we deduce that $M$ should be a grim reaper cylinder.
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