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Recently, Sá, Ribeiro, and Prosen introduced complex spacing ratios to analyze eigenvalue correlations in non-Hermitian systems. At present there are no analytical results for the probability distribution of these ratios in the limit of large system size. We derive an approximation formula for the Ginibre universality class of random matrix theory which converges exponentially fast to the limit of infinite matrix size. We also give results for moments of the distribution in this limit.

I. INTRODUCTION

The theoretical description of a given physical system typically involves a certain operator. For example, in quantum systems this could be the Hamilton operator or the Dirac operator. The eigenvalues of this operator, collectively called its spectrum, carry important information on the properties of the system. Naturally, the eigenvalues depend on the details of the system. However, in sufficiently complex systems, spectral correlations on the scale of the mean level spacing turn out to be universal; i.e., they do not depend on the detailed dynamics of the system but only on global (antiunitary) symmetries [1, 2]. It is well known that random matrix theory (RMT) can be used to compute these universal correlations (see, e.g., [3–6]).

To compare results for a given physical system to RMT, the universal and nonuniversal features of the spectrum need to be separated. This is usually done by a so-called unfolding procedure, which attempts to fit the global spectral density. There is some ambiguity in the choice of this procedure. Fortunately, unfolding can be avoided by considering the ratio of consecutive eigenvalue spacings [7, 8], for which the local spectral density drops out. Recently, this idea has been generalized to the non-Hermitian case with complex eigenvalues. Specifically, Sá, Ribeiro, and Prosen [9] proposed to study the probability distribution \( P(z) \) of the quantity

\[
  z_k = \frac{\lambda_{k+1}^{NN} - \lambda_k}{\lambda_{k+1}^{NNN} - \lambda_k},
\]

where \( \lambda_k^{NN} \) and \( \lambda_k^{NNN} \) are the nearest and next-to-nearest neighbors of \( \lambda_k \) in the complex plane. This avoids unfolding in the complex plane, which is more difficult than for real spectra [10, 11].

The classification of RMT involves 10 symmetry classes in the Hermitian case [12, 13] and 38 symmetry classes in the non-Hermitian case [14, 15]. However, for the bulk spectral correlations there are only three universality classes in both cases: GOE, GUE, and GSE in the Hermitian case [2], and Ginibre, AI†, and AII† in the non-Hermitian case [16–18]. In the Hermitian case, Wigner-like surmises for the spacing ratios have been computed in [8] for all three universality classes. They are obtained from \( 3 \times 3 \) matrices and give very good approximations to the corresponding \( N \to \infty \) limits, where \( N \) is the matrix size. In the non-Hermitian case, a Wigner-like surmise obtained from \( 3 \times 3 \) matrices has been computed for the Ginibre unitary ensemble in [9], but it was found to differ significantly from the \( N \to \infty \) limit. This is largely due to boundary effects, which led the authors of [9] to consider random-matrix ensembles with smaller boundary effects but the same large-\( N \) distribution, such as the toric unitary ensemble. Indeed, the numerical results obtained in this ensemble for small \( N \) show much better agreement with the large-\( N \) limit, but the agreement is not as good as for the Hermitian Wigner-like surmises, and simple analytical results are not available either.

Our aim in this paper is to derive a simple finite-\( N \) approximation to \( P(z) \) that converges rapidly to the \( N \to \infty \) limit. We will show that our approximation converges to this limit exponentially fast in \( N \), while the exact finite-\( N \) result only converges like \( 1/\sqrt{N} \). We restrict ourselves to the Ginibre universality class, which is relevant for most non-Hermitian systems. (Note that the short-range bulk spectral correlations are identical in the Ginibre orthogonal, unitary, and symplectic ensembles [11].) The universality classes AI† and AII† are nonstandard but still have interesting applications [17–20]. To the best of our knowledge, no attempt to compute \( P(z) \) for these two universality classes has been made in the literature yet.

This paper is organized as follows. In Sec. II we derive our approximation formula for \( P(z) \). In Sec. III we compute the corresponding marginal distributions \( P(r) \) and \( P(\theta) \), where \( z = re^{i\theta} \). In Sec. IV we present numerical results, both for our approximation formula and for RMT at finite \( N \), to demonstrate the convergence behavior. We also give reference results for several moments of \( P(z) \) in the \( N \to \infty \) limit. We conclude in Sec. V. Our computer algebra code is publicly available [21].

II. DERIVATION OF THE APPROXIMATION

The groundwork for our approximation formula has already been laid in [9]. We start directly from Eq. (C6) of that reference, which gives the exact distribution \( P^{(N)}(z) \) for finite \( N \). Since we are interested in the large-\( N \) limit we neglect terms of order \( 1/N \) in the exponential terms and obtain the approximation
\[
\hat{P}^{(N)}(x, y) \propto \Theta(1 - (x^2 + y^2))(x^2 + y^2)(1 + x^2 + y^2 - 2x) \int ds \, dt \,(s^2 + t^2)^4 \exp \left\{ - (s^2 + t^2)(1 + x^2 + y^2) \right\} \\
\times I_{N-3}(x, y, s, t)
\]
with \(z = x + iy\) and
\[
I_N(x, y, s, t) = \int \prod_{j=1}^{N} da_j \, db_j \, \Theta((a_j^2 + b_j^2) - (s^2 + t^2))(a_j^2 + b_j^2) \left[ (a_j - s)^2 + (b_j - t)^2 \right] \\
\times \left[ (a_j - sx + ty)^2 + (b_j - tx - sy)^2 \right] \exp \left\{ - (a_j^2 + b_j^2) \right\} \prod_{j<k} \left[ (a_j - a_k)^2 + (b_j - b_k)^2 \right].
\]

All integrations in these formulas go from \(-\infty\) to \(+\infty\). We emphasize that \(\hat{P}^{(N)}(x, y)\) as given above is not the exact result for a given \(N\) but an approximation that improves as \(N\) becomes large. We see in Sec. IV that this approximation converges to the \(N \to \infty\) limit \(P(z)\) exponentially fast in \(N\), while the exact finite-\(N\) result \(P^{(N)}(z)\) converges to \(P(z)\) only like \(1/\sqrt{N}\).

The integrand of \(I_N\) factorizes except for the double product at the end. To factorize this term we introduce complex variables \(v_j = a_j + ib_j\) and employ standard methods (see, e.g., Sec. 8.8.1 of [22]) to rewrite it as
\[
\prod_{j<k} \left[ (a_j - a_k)^2 + (b_j - b_k)^2 \right] = \prod_{j<k} |v_j - v_k|^2
\]
\[
= \det \left( \sum_{j=1}^{N} \delta_{i,j-1} v_j^* v_j^{i-1} \right)_{i,k=1,...,N}
\]
\[
= \int \prod_{j=1}^{N} d\eta_j \, d\eta_j^* \prod_{j=1}^{N} \left( \sum_{i,k=1}^{N} \eta_j^i \eta_k \delta_{i,j-1} v_j^* v_j^{i-1} \right),
\]
where in the last term the integral is over anticommuting variables. Furthermore, we write another part of the integrand of \(I_N\) in the form
\[
(a_j^2 + b_j^2) \left[ (a_j - s)^2 + (b_j - t)^2 \right] \\
\times \left[ (a_j - sx + ty)^2 + (b_j - tx - sy)^2 \right]
\]
\[
= \sum_{m,n=1}^{3} M_{mn}(x, y, s, t) v_j^m v_j^{n*}
\]
with coefficient functions \(M_{mn}(x, y, s, t)\) that satisfy \(M_{mn} = M_{nm}^*\) and can easily be determined by inspection [see Eqs. (11) below]. This gives
\[
I_N(x, y, s, t) = \int \prod_{j=1}^{N} d\eta_j \, d\eta_j^* \sum_{i,k=1}^{N} \eta_j^i \eta_k \sum_{m,n=1}^{3} M_{mn}(x, y, s, t) J_{m+i,n+k}(s^2 + t^2)
\]
\[
\times K_{N-3}(x, y)
\]

with
\[
J_{p,q}(x) = \int_{|v|^2 > x} d^2v \, v^{p-1} v^* v^{q-1} e^{-|v|^2} = \pi \Gamma(p, x) \delta_{pq},
\]
where in the last step we observed that the integral over the complex variable \(v\) is nonzero only for \(p = q\) and used the definition of the incomplete \(\Gamma\) function,
\[
\Gamma(p, x) = \int_{x}^{\infty} du \, u^{p-1} e^{-u}.
\]
We now introduce the complex variable \(w = s + it\) and define the \(N\)-dimensional pentadiagonal matrix
\[
A_{ik} = \sum_{m,n=1}^{3} M_{mn}(x, y, s, t) \delta_{m+i,n+k},
\]
which depends on \(x, y, w\) and is Hermitian because of \(M_{mn} = M_{nm}^*\). This yields
\[
I_N = \pi^N \int \prod_{j=1}^{N} d\eta_j \, d\eta_j^* \left( \sum_{i} A_{ii} \right)^N = \pi^N N! \det A.
\]

At this point Eq. (2) has been reduced to a two-dimensional integral over \(w\). In terms of \(w\) the \(M_{mn}\) are given by
\[
M_{11} = |w|^4(x^2 + y^2), \quad M_{12} = -|w|^2(x^2 + y^2 + x + iy),
\]
\[
M_{13} = w^2(x + iy), \quad M_{22} = |w|^2((1 + x)^2 + y^2),
\]
\[
M_{23} = -w(1 + x + iy), \quad M_{33} = 1.
\]

Writing \(w = \sqrt{R} e^{i\varphi}\) and using the explicit expressions for the \(M_{mn}\) it is straightforward to show by induction that \(\det A\) depends only on \(R\) so that the integral over \(\varphi\) becomes trivial. We thus obtain
\[
\hat{P}^{(N)}(x, y) = \Theta(1 - (x^2 + y^2))(x^2 + y^2)((1 - x)^2 + y^2) \\
\times K_{N-3}(x, y)
\]
with
\[ K_N(x, y) = c_N \int_0^\infty dR R^4 e^{-R(1+x^2+y^2)} \det A, \]
where \( \det A \) depends on \( x, y, \) and \( R, \) and \( c_N \) is a normalization constant which ensures that \( P^{(N)}(x, y) \) integrates to 1. The computation of \( P^{(N)}(z) \) has now been reduced to the evaluation of the one-dimensional integral in Eq. (13). One can show from the structure of \( A \) that the integral converges. The integral is suitable for numerical evaluation. However, we can perform further analytical manipulations, which lead to manageable approximation formulas in terms of power series.

Using the definition of \( A \) and the fact that the first argument of the incomplete \( \Gamma \) function is an integer one can show that \( \det A = P(R) e^{-NR} \), where \( P(R) = \sum_{k=0}^{N(N+5)/2} c_k R^k \) is a polynomial in \( R \) with coefficients \( c_k \) that are polynomials in \( x \) and \( y \). The individual terms in \( P(R) \) can be integrated analytically to give
\[ K_N(x, y) = c_N \sum_{k=0}^{N(N+5)/2} \frac{c_k(x, y)(k+4)!}{(N+1+x^2+y^2)^{k+3}}. \]

In the following we write \( x + iy = z = re^{i\theta} \) with \( r \in [0, 1] \) and \( \theta \in [0, 2\pi] \). From the structure of the \( M_{mn} \) and the fact that \( \det A \) is real one can show that only even powers of \( y \) appear in \( c_k(x, y) \). Thus, the latter can be written as polynomials in \( r \) and \( \cos \theta \). Pulling out the leading factor in the denominator, we obtain
\[ K_N(r, \theta) = \frac{1}{[1 + r^2/(N + 1)]^{N(N+5)/2}} \times \sum_{m=0}^{N} \sum_{n=0}^{N} c_{mn} r^m \cos^n \theta, \]
where the coefficients \( c_{mn} \) are zero if \( m + n \) is odd, which can be seen by writing \( r^m \cos^n \theta = (x^2 + y^2)^{(m-n)/2} x^n \). It is straightforward to determine the \( c_{mn} \) by computer algebra, and we provide a SYMPy program for this purpose [21]. Our approximate result thus reads
\[ \tilde{P}^{(N)}(r, \theta) = \Theta(1-r) r^3 (r^2 - 2r \cos \theta + 1) K_{N-3}(r, \theta), \]
where the additional factor of \( r \) on the right-hand side is the Jacobian of the transformation from \((x, y)\) to \((r, \theta)\).

### III. MARGINAL DISTRIBUTIONS

For practical applications it is useful to consider the marginal distributions \( P(r) \) and \( P(\theta) \), which are obtained by integrating \( P(r, \theta) \) over \( \theta \) and \( r \), respectively. For the integration over \( \theta \) we use
\[ \int_0^{2\pi} d\theta \cos^n \theta = \begin{cases} 2\pi \frac{(n-1)!}{m!}, & n \text{ even}, \\ 0, & n \text{ odd}. \end{cases} \]

For the integration over \( r \) we encounter integrals of the type
\[ I_{n,p}(u) = \int_0^1 dr \frac{r^n}{(u + r^2)^p} \]
with \( u > 0 \) and nonnegative integers \( n \) and \( p \). These integrals can be done analytically for any \( n \) and \( p \), which can be accomplished using the recursion relations
\[ I_{n+1,p} = -\frac{1}{p} I_{n,p}, \]
\[ I_{n+2,p} = I_{n,p-1} - u I_{n,p} \]
with starting values
\[ I_{n,0} = \frac{1}{n+1}, \]
\[ I_{0,1} = \frac{1}{\sqrt{u}} \arctan \frac{1}{\sqrt{u}}, \quad I_{1,1} = \frac{1}{2} \ln \frac{u + 1}{u}. \]

We first use Eq. (19a) to compute \( I_{0,p} \) and \( I_{1,p} \), starting from Eq. (20a) and going up to the desired value of \( p \). Afterwards, we use Eq. (19b) to compute the desired \( I_{n,p} \), starting from Eq. (20b). Performing the integrations, we obtain
\[ \tilde{P}^{(N)}(r) = \int_0^{2\pi} d\theta \tilde{P}^{(N)}(r, \theta) = \frac{\Theta(1-r) r^3}{[1 + r^2/(N-2)]^{N(N-1)/2}} \sum_{n=0}^{N-2} a_n r^{2n}, \]
\[ \tilde{P}^{(N)}(\theta) = \int_0^1 dr \tilde{P}^{(N)}(r, \theta) = \sum_{n=0}^{N-2} b_n \cos^n \theta \]
with coefficients \( a_n \) and \( b_n \) that are again straightforward to determine by computer algebra [21]. From the results of Eqs. (16), (21), and (22) we can also compute various moments of these distributions, for example,
\[ \langle r \cos \theta \rangle = \int_0^\infty dr \int_0^{2\pi} d\theta \tilde{P}^{(N)}(r, \theta) r \cos \theta, \]
by simply using the integrals given above.

### IV. NUMERICAL RESULTS

#### A. Convergence of the approximation

A very interesting question is how rapidly our approximation converges to the \( N \to \infty \) limit. To answer this question we first compute various moments of \( \tilde{P}^{(N)}(z) \) and investigate their behavior as we increase \( N \). We have checked that we obtain identical results from integrating Eq. (13) numerically and from using Eqs. (15), (21), or (22), where “identical” refers to the relative precision of
10^{-13}$ we used in the numerical integration. In Fig. 1 we show our results. We observe a very rapid convergence to the $N \to \infty$ limit, which appears to be exponentially fast. Already at $N = 20$ the results agree with the $N \to \infty$ limit within nine significant digits. This is quite different from the behavior of large random matrices, where the convergence to the $N \to \infty$ limit goes like $1/\sqrt{N}$ (see Fig. 3 in Sec. IV B below). The results for the $N \to \infty$ limit of the moments are given in Table I.
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**FIG. 1.** Convergence of our approximation (red circles) towards the $N \to \infty$ limit (horizontal lines) for several moments of $\tilde{P}^{(N)}(z)$. The insets show the differences relative to the $N \to \infty$ limit. The curves in the insets are fits to an exponential in the range $N \in [10, 30]$. For $N \geq 30$ we observe numerical noise since our numerical precision was set to $10^{-13}$.

| Moment | $N \to \infty$ limit |
|--------|------------------|
| $\langle r \rangle$ | 0.73866010 |
| $\langle r^2 \rangle$ | 0.58084906 |
| $\langle \cos \theta \rangle$ | -0.24683082 |
| $\langle \cos^2 \theta \rangle$ | 0.44991388 |
| $\langle r \cos \theta \rangle$ | -0.18882912 |

**TABLE I.** $N \to \infty$ limit of several moments of $\tilde{P}^{(N)}(z)$.

Given that the moments converge rapidly, we expect the distributions to do so as well. We do not show two-dimensional plots of $\tilde{P}^{(N)}(z)$ since it is difficult to extract information on the $N$ dependence from them. Instead, we show the marginal distributions in Fig. 2. They confirm our expectations and approximate the $N \to \infty$ limit very well already for $N \sim 10$. The coefficients $a_n$ and $b_n$ in Eqs. (21) and (22) are tabulated for $N = 10$ in Table II. We refer the interested reader to our computer algebra program [21] for the case of general $N$.

**TABLE II.** Coefficients of the marginal distributions for $N = 10$.

| $n$ | $a_n$ | $a_{n+10}$ | $b_n$ |
|-----|-------|------------|-------|
| 0   | 1.1343071e+01 | 5.084897e+00 | -1.869290e+01 |
| 1   | 4.2370622e+01 | 1.8756273e+00 | -4.8290099e+02 |
| 2   | 8.3036308e+01 | 6.0958562e-01 | -3.5195979e-02 |
| 3   | 1.1290599e+02 | 1.7528443e-01 | -2.6644115e-02 |
| 4   | 1.1877675e+02 | 4.4800124e-02 | -1.7668758e-02 |
| 5   | 1.0217790e+02 | 1.0233169e-02 | -6.3894405e-03 |
| 6   | 7.4201384e+01 | 2.0971650e-03 | -5.9691982e-03 |
| 7   | 4.6398521e+01 | 3.8722534e-04 | -1.1634604e-02 |
| 8   | 2.5315302e+01 | 6.4636142e-05 | -6.1396515e-03 |
| 9   | 1.2110800e+01 | 9.7808814e-06 | |

B. Convergence of RMT results

We now investigate how the moments computed for $N$-dimensional random matrices from the Ginibre unitary ensemble behave as a function of $N$. The results are
shown in Fig. 3. We observe that the convergence to the $N \to \infty$ limit is much slower than for our approximation formula and asymptotically goes like $1/\sqrt{N}$. As already observed in [9] and confirmed in [20], this is largely due to boundary effects. Indeed, if the $N$ eigenvalues occupy a certain area in the complex plane, the ratio of boundary to area generically scales like $1/\sqrt{N}$.

The convergence of the marginal distributions (not shown) to the $N \to \infty$ limit is also slow. Thus, when studying a particular physical system with complex eigenvalues, it is advisable to compare the results for the spacing ratios to our approximation formula rather than to data obtained from diagonalizing random matrices.

### V. SUMMARY

As pointed out in [9], complex spacing ratios are an important tool in the analysis of non-Hermitian systems because they eliminate the need for unfolding and can unambiguously discriminate between regular and chaotic dynamics. We have derived an approximation formula for the distribution $P(z)$ of complex spacing ratios in the Ginibre universality class that converges exponentially fast to the $N \to \infty$ limit. In contrast, the exact finite-$N$ results converge to this limit only like $1/\sqrt{N}$. Therefore, our result appears to be more suitable for comparison with empirical data from large systems.

Our approximations to $P(z)$ and the corresponding marginal distributions $P(r)$ and $P(\theta)$ are given in terms of simple power series. The coefficients of the power series and the moments of the distributions can be obtained from our computer algebra code [21]. In future work it would be interesting to perform similar calculations for the other two universality classes, AI and AII. This is a more complicated problem since, to the best of our knowledge, the joint probability distribution of the eigenvalues is not known yet for these ensembles.
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