Limitations of the asymptotic approach to dynamics
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Standard dynamical systems theory is centred around the coordinate-invariant asymptotic-time properties of autonomous systems. We identify three limitations of this approach. Firstly, we discuss how the traditional approach cannot take into account the time-varying nature of dynamics of open systems. Secondly, we show that models with explicit dependence on time exhibit stark dynamic phenomena, even when they cannot be defined for infinite time. We see a bifurcation occurring in nonautonomous finite-time systems that cannot be identified by classical methods for infinite-time autonomous systems. Thirdly, even when a time-varying model can be extended to infinite time, the classical infinite-time approach is likely to miss dynamical phenomena that are more readily understood within the framework of finite-time dynamics. We conclude the potentially crucial importance of a nonautonomous finite-time approach to real-world, open systems.
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Dynamics, as introduced by Newton to describe celestial motion, and later extended by Lyapunov [1] and Poincaré [2] to include stability analysis, has been fruitfully applied to various fields such as control and communication, and many inverse approach methods have been developed to extract features of dynamical systems from measured data. Two popular branches of dynamical systems theory are deterministic chaotic dynamics [3] and synchronization of interacting dynamical processes [4]. Still, all of this has mostly, to date, been based on two main assumptions, that the dynamics of the systems is time-homogeneous, and that the physical behaviour exhibited can be described by coordinate-invariant time-asymptotic dynamics.

However, many real-world systems are open and thus too prone to time-variable influences to be reasonably modelled by a time-independent evolution law [5, 6]. Examples where this can be the case include the firing of neurons [7], the cardiovascular system [8], the climate [9–11], metabolic oscillations [12, 13], circadian rhythms [14], and quantum mechanics [15].

Finite-time nonautonomous dynamics has recently been gaining attention [16–21]. In [22], which analysed multi-species population dynamics on the basis of real data, the findings relied on a quantitative measure of time-evolving dynamical stability which would have not been possible within the framework of time-asymptotic dynamics. Many diverse contexts involving fluid flows have been investigated analytically, numerically and from data [23–31], in order to study coherent structures within the body of fluid, such as the Red Spot on Jupiter [32]. These structures are typically identified in terms of finite-time Lyapunov exponents (FTLE), and exist completely independently of whether temporal variations follow an infinitely extendible pattern over time – which, typically, they do not.

In this Letter, we demonstrate the limitations of the above-mentioned two assumptions by uncovering a dynamical phenomenon that cannot be described by the standard approach based on these assumption. Specifically, we show that for very general slowly varying one-dimensional phase-oscillator systems, sufficiently broad variation inherently induces stability in the system.

Consider a differential equation

$$\dot{\theta}(t) = F(\theta(t), \frac{t}{T})$$ (1)

on $S^1 = \mathbb{R}/(2\pi \mathbb{Z})$, defined on time-interval $[0, T]$, where $F: S^1 \times [0, 1] \rightarrow \mathbb{R}$ is a smooth function. Eq. (1) is a time-varying differential equation, where $F$ specifies the shape of the variation, while $T$ specifies the slowness at which this shape of variation is realised. Eq. (1) can describe various physical situations, due to existence of phase reduction methods for slowly varying systems [33–35]. At any time $t \in [0, T]$, an instantaneous stable equilibrium of (1) means a point $y_+ \in S^1$ such that $F(y_+, \frac{t}{T}) = 0$ and $\frac{\partial F}{\partial \theta}(y_+, \frac{t}{T}) < 0$.

We consider two cases:

- Case I: either $F(\theta, \tau) > 0$ for all $\theta$ and $\tau$, or $F(\theta, \tau) < 0$ for all $\theta$ and $\tau$.
- Case II: there exist times $t \in [0, T]$ at which (1) has a unique instantaneous stable equilibrium.

For generic $F$, if the function $F(\cdot, 0)$ or $F(\cdot, 1)$ has no zeros then the system is either in Case I or Case II. Our results, generalising results of [36, 37], can be summarised as follows. Assuming slow variation of $F$: in Case I, (1) exhibits neutrally stable dynamics; in Case II, typically, (1) exhibits global-scale stable dynamics. The neutral stability in Case I means that there is no significant attractivity or repulsivity of the solutions. The global-scale stability in Case II means that all solutions starting outside
some very small “repulsive” arc will cluster together over time into a very small arc. The transition from Case I to Case II resembles a classical saddle-node bifurcation.

The result can be explained as follows: While the instantaneous vector field $F(\cdot, \mathcal{J})$ has no zeros, slow variation implies that trajectories move approximately periodically round the circle, exhibiting no significant mutual synchronisation or repulsion. While $F(\cdot, \mathcal{J})$ has an instantaneous stable equilibrium, slow variation implies that trajectories have time to reach it and follow its slow motion, clustering into an increasingly tight cluster around it.

Throughout the following, an arc $J \subset \mathbb{S}^1$ is assumed to be a closed connected proper subset of $\mathbb{S}^1$ with non-empty interior. Given an arc $J_0 \subset \mathbb{S}^1$ of initial conditions $\theta(0)$, we write $J_t$ for the arc of subsequent positions $\theta(t)$ at time $t$. The result for Case I can be mathematically formalised \cite{38} as follows.

**Proposition 1.** Fix any $F$ within Case I. There exists a constant $c_F \geq 1$ independent of $T$, such that for every arc $J_0$, for all $t \in [0, T]$, $\frac{1}{c_F} \leq \frac{\text{length}(J_t)}{\text{length}(J_0)} \leq c_F$.

An explicit formula for $c_F$ is given in the Supplementary Material \cite{39}. Proposition 1 implies in particular that the FTLE associated to all trajectories over $[0, T]$ are bounded in absolute value by $\frac{1}{T} \log c_F$, and thus these FTLE tend to 0 as $T \to \infty$.

In Case II, if there is only one time-interval during which an instantaneous stable equilibrium exists, the stability can be mathematically formalised and quantified \cite{40} as follows.

**Proposition 2.** Fix $F$ such that there exist $0 \leq \tau_1 < \tau_2 \leq 1$ satisfying:

- for all $\tau \in [0, \tau_1) \cup (\tau_2, 1]$ and $\theta \in \mathbb{S}^1$, we have $F(\theta, \tau) \neq 0$;
- there is a continuous map $\tau \mapsto y_\tau$ from $[\tau_1, \tau_2]$ to $\mathbb{S}^1$ such that for each $\tau \in (\tau_1, \tau_2)$, we have $F(y_\tau, \tau) = 0$ and $\partial F(y_\tau, \tau) < 0$;
- there exists $0 < \delta < \tau_2 - \tau_1$ and a continuous map $\tau \mapsto z_\tau$ from $[\tau_1, \tau_1 + \delta]$ to $\mathbb{S}^1$ such that for each $\tau \in (\tau_1, \tau_1 + \delta)$, we have $F(z_\tau, \tau) = 0$ and $F(\theta, \tau) \neq 0$ for all $\theta \in \mathbb{S}^1 \setminus \{y_\tau, z_\tau\}$.

Let $A := \int_{\tau_1}^{\tau_2} \partial_1 F(y_\tau, \tau) \, d\tau < 0$. \label{eq:1}

Fix any $\varepsilon > 0$. Then, provided $T$ is sufficiently large, there exists an arc $P$ with $\text{length}(P) < \varepsilon$ such that for every arc $J_0$ not intersecting $P$, $\left| \frac{1}{T} \log \left( \frac{\text{length}(J_T)}{\text{length}(J_0)} \right) - A \right| < \varepsilon$.

The quantity $A$ defined in \eqref{eq:1} is an approximation of the FTLE over $[0, T]$ associated to all trajectories except those starting in a small arc $P$.

If there is more than one time-interval during which an instantaneous stable equilibrium exists, then generally we will just further reinforce the mutual synchrony of trajectories. However, it is also theoretically possible that the cluster of trajectories formed over one or more of these time-intervals will happen to land in the small repulsive arc associated to the next of these time-intervals, causing the cluster to be re-dispersed. Generally (apart from some degenerate classes of examples), this behaviour will be very rare and will require extremely fine tuning of parameters.

We now consider two simple examples, both of the particular form considered in \cite{36, 37} where $\theta$ models the phase difference in a unidirectionally coupled pair of oscillators, with the frequency of the driving oscillator slowly varied. Firstly, we consider on the time-interval $[0, T]$ with $T = 2\pi \times 10^5$ s the differential equation $\dot{\theta}(t) = -a \sin(\theta(t)) + k + Ag(t)$ \label{eq:3} for fixed $k > a > 0$, where $g: [0, T] \to \mathbb{R}$ is the output of passing a sample realisation of a Brownian bridge through a lowpass filter. As in \cite{37}, the value $A > 0$, which we leave free, quantifies the “breadth” of variation. Since $g(t)$ is constructed from a Brownian bridge defined on a finite time-interval, there is no meaningfully natural way to extend the definition of $g(t)$ to infinite time. Thus, asymptotic-dynamics concepts and methods are inapplicable.

Provided the range of $g(t)$ includes negative values, we define the critical $A$-value $A^*$ to be largest $A$-value such that $-a \sin(\theta) + k + Ag(t) \geq 0$ for all $\theta$ and $t$, namely $A^* = \frac{a - k}{\min_{0 \leq t \leq T} g(t)}$. \label{eq:4}

For $A < A^*$, the system is in Case I and Proposition 1 applies: we should expect no significant mutual synchronisation of trajectories; the FTLE $\lambda_T$ associated to each trajectory $(\theta(t))_{0 \leq t \leq T}$, defined by $\lambda_T = \frac{1}{T} \int_0^T -a \cos(\theta(t)) \, dt$, \label{eq:5} should be approximately zero. For $A > A^*$, the system is in Case II. We should expect the trajectories of virtually all initial conditions to be clustered together around one point at time $T$, being repelled away from the small vicinity of a repulsive point; the FTLE as defined by \eqref{eq:5} should be negative for all trajectories starting outside the small repulsive region.

Numerical results are shown in Fig. 1: a detailed description of these numerics, as well as some further numerics, are given in the Supplementary Material. For
each $A < A^*$, we see trajectories spread throughout the circle (plot (b)), all with zero FTLE (plot (a)). For each $A > A^*$, we see trajectories clustered around one point at time $T$ (plot (b)), all with a shared negative FTLE (plot (a)), and repelled away from the vicinity of one point (plot (c)). This picture strongly resembles the classical saddle-node bifurcation for autonomous dynamical systems, but cannot be obtained by traditional asymptotic dynamics analysis.

So then, physically, increasing the breadth of variation $A$ of the nonautonomous influence makes the system stable, when it was merely neutrally stable. This stabilisation phenomenon, which did not depend on a specific form of $g$, highlights a surprising and potentially very important connection between time-variability and stability. Since all open systems are subject to the effects of time-variability, temporal variation may play a key role in the mechanisms by which some systems maintain stable functioning [8, 41].

As a second example, we consider the differential equation

$$
\dot{\theta}(t) = -a \sin(\theta(t)) + k + A \cos(\omega t)
$$

with $a, \omega > 0$ and $k, A \geq 0$. This is essentially the same as used for the numerics in [37]. It has also been studied in [42–45] and references therein: as well as the phase difference of unidirectionally coupled oscillators, Eq. (6) also models a resistively shunted Josephson junction driven by biased alternating current.

Slow variation here means that $A \omega$ is small. If we fix $k > a$, and consider Eq. (6) over a time-interval $[0, T]$ with $T > \frac{\pi}{\omega}$, then the critical $A$-value is $A^* = k - a$: for $A < A^*$ we have neutrally stable dynamics, and for $A > A^*$ we have stable dynamics, all exactly as with (3). As in [36] and Eq. (2) above, one can derive an approximation $\tilde{\Lambda}$ for FTLE as defined by (5) over time-intervals of integer period lengths $T = \frac{2\pi}{\omega}$, by adiabatically following the slowly moving attracting point when it exists, i.e.

$$
\tilde{\Lambda} = \frac{1}{\pi} \int_{0 \leq s \leq \pi : |k + A \cos(s)| < a} -a \cos(y_\tau) \, d\tau
$$

where $y_\tau = \arcsin\left(\frac{k + A \cos(\tau)}{a}\right)$. For $A < k - a$, we have $\tilde{\Lambda} = 0$, and for $A > k - a$, we have $\tilde{\Lambda} < 0$. Extensive numerics in the Supplementary Material show the same bifurcation scenario as for (3), with FTLE being approximated well by $\tilde{\Lambda}$ (as also in Fig. 2 below).

But unlike in (3), the nonautonomous term $A \cos(\omega t)$ in Eq. (6) happens to be periodic; therefore, it is possible to treat (6) as an infinite-time system and analyse Eq. (6) within the traditional framework of coordinate-invariant asymptotic dynamics, just as most studies of Eq. (6) have done. The notions of “stable dynamics” and “neutrally stable dynamics” can be formalised within the traditional asymptotic framework. From this point of view, one obtains the following basic fact [46].

**Proposition 3.** Fix $k > a > 0$. For any $A > 0$, there are intervals of $\omega$-values arbitrarily close to 0 for which Eq. (6) exhibits neutrally stable dynamics, with all trajectories having an asymptotic Lyapunov exponent of exactly zero.

So, the asymptotic approach gives that for any $A > 0$, one can find arbitrarily small $\omega$-values for which the system is neutrally stable. This stands in contrast to our above adiabatic approach where, provided $A \omega$ is small, $A > k - a$ implies stable dynamics. This discrepancy between the two approaches is shown in Fig. 2. The reason for the discrepancy is the re-dispersion effect described further above; as indicated in the Supplementary Material, it requires extreme fine-tuning and is not observed in our numerical simulations. Therefore, the existence of these $\omega$-intervals of zero asymptotic Lyapunov exponent is of far less physical relevance, if any, than the general stabilisation that we have described for when $A$ rises above $k - a$. But the mathematical tools needed to obtain...
FIG. 2. Discrepancy between finite-time analysis and asymptotic analysis, in system (6), as \( \omega \) is varied. Other parameters are \( a = \frac{1}{2} \) rad/s and \( A = k = 1 \) rad/s. (a) For each \( \omega \)-value, the FTLE \( \lambda_T \) as defined by (5) are shown for the trajectories of 50 equally spaced initial conditions \( \theta(0) = \frac{2\pi i}{50} \), \( i = 0, \ldots, 49 \), with \( T = \frac{200\omega}{\dot{\omega}} \) (i.e. 100 periods). The predicted approximate FTLE \( \tilde{\Lambda} < 0 \) defined in (7) is marked in grey. The FTLE are indeed approximately equal to \( \tilde{\Lambda} \) over the whole \( \omega \)-range, especially for smaller \( \omega \). (b) Zoomed-in version of (a): the red points indicate the location of the small intervals of \( \omega \)-values for which all initial conditions have zero asymptotic Lyapunov exponent. (c) Forward (hollow circle) and backward (solid circle) evolution of 50 equally spaced points \( \frac{2\pi i}{50} \), \( i = 0, \ldots, 49 \), over the time-interval \([0, \frac{2\pi i}{\dot{\omega}}]\). In both forward and backward time, the 50 trajectories cluster around one point; the values of \( \omega \) where the two curves of clustered points cross correspond to where the red points are marked in (b); see the Supplementary Material for further explanation.

Proposition 3 do not reveal any of this information. This highlights the danger that one seeking help from traditional dynamical systems and bifurcation theory in order to understand real-world, open systems could be misled.

Thus, in this paper, we have seen that restricting the analysis of dynamics to the traditional framework has the potential to impede progress in diverse fields of scientific inquiry, such as all those mentioned further above. The time-variable and finite-time nature of open systems needs to be incorporated in the development and application of dynamical systems theory. A severe misconception is that standard autonomous dynamical systems theory automatically covers the need to understand nonautonomous dynamics, since the introduction of time into the phase space [3] as a variable \( \tau \) with \( \dot{\tau} = 1 \) makes the nonautonomous system autonomous. However, the qualitative behaviour of this autonomised version of a nonautonomous system is trivial from the point of view of standard autonomous theory: all solutions simply move towards \( \infty \). Autonomous theory generally focuses on bounded objects such as fixed points, periodic orbits, invariant measures and associated Lyapunov exponents, etc.; but none of these exist for a system involving a component \( \dot{\tau} = 1 \) [5, Remark 2.5]. Moreover, the flows of this autonomised version of any two nonautonomous systems on \( \mathbb{R}^N \) can be conjugated to each other by a \( \tau \)-preserving diffeomorphism of the extended space; so all coordinate-invariant dynamics is destroyed by this autonomisation approach.

In conclusion, a nonautonomous finite-time approach to real-world, open systems is potentially of crucial importance. The reality of unignorable time-variability also has implications for inverse problem methodologies; time-localised analysis and inference methods [47, 48], which do not treat all temporal variations as noise, will not only reveal more information than their time-independent counterparts but also allow for much more reliable conclusions about systems that may be time-varying.
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In this Supplementary Material, we will:

• give a proof of Proposition 1 of the main text, including an explicit formula for the bound $c_F$;

• explain Proposition 3 and how it is proved;

• describe carefully how the numerics in Fig. 1 of the main text were obtained;

• further support the stabilisation phenomenon described in the main text, by carrying out the same numerics on (3) but ending at an earlier time, and seeing the same bifurcation at the corresponding predicted critical $A$-value;

• describe carefully how the numerics in Fig. 2 of the main text were obtained, and explain why the red points marked in Fig. 2(b) correspond to small intervals where the asymptotic Lyapunov exponent (ALE) is zero;

• further support the stabilisation phenomenon for the system (6) as described in the main text, by numerics showing the predicted behaviour for varying $A$, varying $k$, growing $t$, and different $\omega$.

PROOF OF PROPOSITION 1

Define

$$e(x) = \sum_{i=0}^{\infty} \frac{x^i}{(i+3)!} = e^x - (1 + x + \frac{1}{2}x^2) \text{ if } x \neq 0$$

and let

$$M_F = \max_{\tau \in [0,1]} \int_{S^1} \frac{1}{|F(\theta, \tau)|} d\theta.$$ 

Given a continuous function $G: S^1 \times [0,1] \to \mathbb{R}$, we write $\|G\| := \max_{\theta, \tau} |G(\theta, \tau)|$. We prove Proposition 1 with the bound

$$c_F = \exp \left( M_F e(M_F \| \frac{\partial F}{\partial \theta} \| \| \frac{\partial^2 F}{\partial \theta^2} \| \| \frac{\partial^2 F}{\partial \theta \partial \tau} \| + \frac{1}{2} M_F \| \frac{\partial^2 F}{\partial \theta \partial \tau} \| + M_F \| \frac{\partial F}{\partial \tau} \| \right).$$

Assume without loss of generality that $F(\theta, \tau) > 0$ for all $\theta$ and $\tau$, and that $F(\theta, \tau)$ is not independent of $\theta$. For each $0 \leq s \leq t \leq T$, write $f_{s,t}: S^1 \to S^1$ for the map sending $\theta(s)$ to $\theta(t)$ for all solutions $\theta(\cdot)$ of Eq. (1) in the main text. Let $0 = t_0 < t_1 < \ldots < t_N$ be such that for each $i < N$,

$$t_{i+1} - t_i = \int_{S^1} \frac{1}{F(\theta, \frac{t_i}{T})} d\theta,$$

with $N$ being the largest possible integer such that $t_N \leq T$. Note that $t_{i+1} - t_i \leq M_F$ for each $i < N$, and $T - t_N < M_F$.

For each $i < N$, write $f_{i,i+1}: S^1 \to S^1$ for the map sending $\psi(s)$ to $\psi(t)$ for all solutions $\psi(\cdot)$ of the differential equation

$$\dot{\psi}(t) = F(\psi(t), \frac{t_i}{T}).$$

(*)
Take any $i < N$, let $\hat{\theta} : [0, T] \to \mathbb{R}$ be a lift of any solution $\theta(\cdot)$ of (1) and let $\hat{\psi} : \mathbb{R} \to \mathbb{R}$ be the lift of a solution $\psi(\cdot)$ of (*) such that $\hat{\psi}(t_i) = \hat{\theta}(t_i)$. Then for all $t \in [t_i, t_{i+1}]$, 
\[
|\dot{\theta}(t) - \dot{\psi}(t)| \leq \int_{t_i}^{t} |F(\theta(s), \frac{\dot{\theta}(s)}{\|\theta(\cdot)\|}) - F(\psi(s), \frac{\dot{\psi}(s)}{\|\theta(\cdot)\|})| ds \\
\leq \int_{t_i}^{t} \frac{1}{T} \|\frac{\partial F}{\partial \theta}\|(s - t_i) + \|\frac{\partial F}{\partial \theta}\| |\dot{\theta}(s) - \dot{\psi}(s)| ds
\]
and so a suitable version of Grönwall’s Inequality [49, Corollary 2] gives that 
\[
|\dot{\theta}(t) - \dot{\psi}(t)| \leq \int_{t_i}^{t} \frac{1}{T} \|\frac{\partial F}{\partial \theta}\|(s - t_i)e^{\|\frac{\partial F}{\partial \theta}\|/(t-t_i)} ds \\
= \frac{1}{T} \|\frac{\partial F}{\partial \theta}\| \|\frac{\partial F}{\partial \psi}\|^{-2} \left(e^{\|\frac{\partial F}{\partial \theta}\|/(t-t_i)} - (1 + \|\frac{\partial F}{\partial \theta}\|/(t-t_i))\right)
\]
provided $F(\cdot, \tau)$ is not a constant function for all $\tau$. Consequently, using the fact that all solutions of (*) are $(t_{i+1} - t_i)$-periodic, we have that 
\[
|\log f_{t_i, t_{i+1}}'(\theta(t_i))| = |\log f_{t_{i+1}, t_i}'(\theta(t_i)) - \log f_{t_i, t_{i+1}}'(\theta(t_i))| \\
= \left| \int_{t_i}^{t_{i+1}} \frac{\partial^2 F}{\partial \theta^2} \left(\theta(t), \frac{\dot{\theta}(t)}{\|\theta(\cdot)\|}\right) dt \right| \\
\leq \frac{1}{T} \int_{t_i}^{t_{i+1}} \|\frac{\partial^2 F}{\partial \theta^2}\| \|\frac{\partial F}{\partial \theta}\| \|\frac{\partial F}{\partial \theta}\|^{-2} \left(e^{\|\frac{\partial F}{\partial \theta}\|/(t-t_i)} - (1 + \|\frac{\partial F}{\partial \theta}\|/(t-t_i))\right) + \|\frac{\partial^2 F}{\partial \theta^2}\|/(t-t_i) dt \\
= \frac{1}{T} \|\frac{\partial^2 F}{\partial \theta^2}\| \|\frac{\partial F}{\partial \theta}\| \|\frac{\partial F}{\partial \theta}\| \|\frac{\partial F}{\partial \theta}\|^{-2} \left(e^{\|\frac{\partial F}{\partial \theta}\|/(t-t_i)} - (1 + \|\frac{\partial F}{\partial \theta}\|/(t-t_i))\right) + \|\frac{\partial^2 F}{\partial \theta^2}\|/(t-t_i) dt \\
\leq \frac{t_{i+1} - t_i}{T} \left(\|\frac{\partial^2 F}{\partial \theta^2}\| \|\frac{\partial F}{\partial \theta}\| \|\frac{\partial F}{\partial \theta}\| \|\frac{\partial F}{\partial \theta}\|^{-2} \left(e^{\|\frac{\partial F}{\partial \theta}\|/(t-t_i)} - (1 + \|\frac{\partial F}{\partial \theta}\|/(t-t_i))\right) + \|\frac{\partial^2 F}{\partial \theta^2}\|/(t-t_i) dt \right).
\]
This is true for any solution $\theta(\cdot)$ of (1). Combining this with the fact that 
\[
|\log f_{t_{i+1}, T}'(\theta(t_N))| = \left| \int_{t_{i+1}}^{T} \frac{\partial^2 F}{\partial \theta^2} \left(\theta(t), \frac{\dot{\theta}(t)}{\|\theta(\cdot)\|}\right) dt \right| \leq M_F \|\frac{\partial F}{\partial \theta}\|,
\]
we obtain that 
\[
|\log f_{0, T}'(\theta(0))| \leq M_F^2 \|\frac{\partial F}{\partial \theta}\| \|\frac{\partial F}{\partial \theta}\| \|\frac{\partial F}{\partial \theta}\|^{-2} \left(e^{\|\frac{\partial F}{\partial \theta}\|/(t-t_i)} - (1 + \|\frac{\partial F}{\partial \theta}\|/(t-t_i))\right) + \|\frac{\partial^2 F}{\partial \theta^2}\|/(t-t_i) dt \leq M_F \|\frac{\partial F}{\partial \theta}\|= \log c_F.
\]
Since this is true for every solution $\theta(\cdot)$, it follows that for every arc $J_0 \subset S^1$, 
\[
\frac{1}{c_F} \leq \frac{\text{length}(J_T)}{\text{length}(J_0)} \leq c_F.
\]
Now for any $t \in (0, T)$, we can define the “restricted” function $F[\frac{t}{T}] : S^1 \times [0, 1] \to \mathbb{R}$ by 
\[
F[\frac{t}{T}](\theta, \tau) = F(\theta, \frac{\tau}{T}).
\]
Observe that $c_{F[\frac{t}{T}]} \leq c_F$, and therefore 
\[
\frac{1}{c_F} \leq \frac{\text{length}(J_t)}{\text{length}(J_0)} \leq c_F
\]
for all $t \in [0, T]$.

**PROPOSITION 3**

As a slight generalisation of Eq. (6), we can consider 
\[
\dot{\theta}(t) = -a \sin(\theta(t)) + k + Ap(\omega t) \tag{**}
\]
where \( p(\cdot) \) is any smooth \( 2\pi \)-periodic function satisfying \( \int_0^{2\pi} p(s) \, ds = 0 \).

Once again, an arc is a closed connected proper subset of \( S^1 \) with non-empty interior. Given an arc \( J_0 \subset S^1 \) of initial conditions, we write \( J_t \) for the arc of positions of the subsequent trajectories of (**) at time \( t \). By [43, Theorems 1 and 4], from the point of view of coordinate-invariant asymptotic dynamics, Eq. (**) may exhibit neutrally stable dynamics or global-scale stable dynamics, otherwise it must exhibit dynamics lying at the “boundary” between these two. More precisely, the three possible scenarios are as follows:

- **Neutrally Stable Scenario**: There exists \( c \geq 1 \) such that for every arc \( J_0, \) for all \( t \in [0, \infty) \),

\[
\frac{1}{c} \leq \frac{\text{length}(J_t)}{\text{length}(J_0)} \leq c.
\]

In this case, the ALE associated to all trajectories is 0.

- **Stable Scenario**: There exists \( \lambda < 0 \) and \( p \in S^1 \) such that for every arc \( J_0 \) with \( p \notin J_0 \),

\[
\frac{1}{t} \log \left( \frac{\text{length}(J_t)}{\text{length}(J_0)} \right) \rightarrow \lambda \quad \text{as} \quad t \rightarrow \infty.
\]

In this case, the ALE associated to every trajectory except the trajectory starting at \( p \) is \( \lambda \). The trajectory starting at \( p \) is an unstable \( \frac{2\pi}{\omega} \)-periodic trajectory, and all other trajectories are attracted to a stable \( \frac{2\pi}{\omega} \)-periodic trajectory.

- **Boundary Scenario**: There is a \( \frac{2\pi}{\omega} \)-periodic solution which asymptotically attracts all trajectories from one direction but is unstable due to being locally repulsive in the other direction. In this case, the ALE associated to every trajectory is 0.

The first two scenarios are asymptotic-dynamical analogues of the dynamics described in Propositions 1 and 2 respectively. Proposition 3 asserts that if \( k > a \) then for any \( A > 0 \) there are intervals of \( \omega \)-values arbitrarily close to 0 for which the dynamics is described by the neutrally stable scenario. The reason for this is as follows:

If there does not exist a \( \frac{2\pi}{\omega} \)-periodic solution, the system must be in the neutrally stable scenario. By classical Poincaré-Denjoy theory, the existence or non-existence of \( \frac{2\pi}{\omega} \)-periodic solutions can be determined by the asymptotic rotation number

\[
\Omega := \lim_{t \to \infty} \frac{\dot{\theta}(t)}{t}
\]

where \( \dot{\theta} : \mathbb{R} \to \mathbb{R} \) is any lift of any solution of (**): the value of \( \dot{\theta}(0) \) does not affect the value of \( \Omega \). There exists a \( \frac{2\pi}{\omega} \)-periodic trajectory if and only if \( \Omega \) is an integer multiple of \( \omega \). Now it is well-known that \( \Omega \) depends continuously on parameters—in this case, if we fix \( k \) and \( a \), then \( \Omega \) depends continuously on \( A \) and \( \omega \). But also, observe that \( \Omega \in [k - a, k + a] \). Therefore, if \( k > a \), then \( \Omega \) must tend continuously towards \( \infty \) as \( \omega \to 0 \) regardless of the value of \( A \) (even if \( A \) is not actually a fixed value but varies as a continuous function of \( \omega \)). Hence in particular, there must be intervals of \( \omega \)-values arbitrarily close to 0 for which \( \frac{2\pi}{\omega} \) is not an integer and so (***) is in the neutrally stable scenario.

**Numerics for Fig. 1**

The forcing term \( g(t) \) is constructed from a Brownian bridge. A Brownian bridge effectively describes the result of conditioning a finite-time zero-drift Brownian motion on the event that the start and end values are the same. For the construction of \( g(t) \), we start by simulating a realisation of Brownian motion \( (W_t)_{0 \leq t \leq T} \), \( T = 2\pi \times 10^5 \) s, with \( W_t \sim \mathcal{N}(0, \frac{t}{4}) \). We then construct the Brownian bridge realisation \( (B_t)_{0 \leq t \leq T} \) by \( B_t := W_t - \frac{t}{4} W_T \). We pass the signal \( (B_t)_{0 \leq t \leq T} \) through a 5th order Butterworth lowpass filter with cut-off frequency \( 1/(2\pi \times 10^3) \) Hz. The output is \( g(t) \).

Numerically, we used a time step of 0.01 s to construct the Brownian bridge, and the Butterworth filter was performed via cascaded second-order sections (in Python, with the function “scipy.signal.sosfilt”). Finally, we linearly interpolated the output of the filter to get \( g(t) \).

The resulting function \( g(t) \) is shown in Fig. S1.

The results shown in Fig. 1(a,b) in the main text were obtained by numerically integrating Eq. (3) using a 4th order Runge-Kutta scheme, with a time step of 0.01 s. The finite-time Lyapunov exponents (FTLE) shown in (a)
FIG. S1. The forcing term \( g(t) \) in Eq. (3).

were calculated according to Eq. (5). The results in Fig. 1(c) were obtained by evolving the 50 points \( \frac{2\pi i}{50} \) under the time-reversed version of (3), namely the differential equation

\[
\dot{\theta}(t) = a \sin(\theta) - k - Ag(T - t).
\]

This was integrated using the same scheme and time step as for (a,b).

**FURTHER NUMERICS OF (3)**

FIG. S2. Stabilisation of (3) on time \([0, T']\) with \( T' = \pi \times 10^4 \) s. Other parameters are \( a = \frac{\pi}{2} \) rad/s and \( k = 1 \) rad/s, as in the main text. In (a) and (b), for each \( A \)-value, results for the evolution \( \theta(t) \) of 50 equally spaced initial conditions \( \theta(0) = \frac{2\pi i}{50} \), \( i = 0, \ldots, 49 \), are shown: (a) shows the FTLE \( \lambda_{T'} \), as defined by Eq. (5), for these trajectories; (b) shows the positions \( \theta(T') \) of these trajectories at time \( T' \). In (c), for each \( A \)-value, the positions of \( \theta(0) \) for the 50 trajectories of (3) with \( \theta(T') = \frac{2\pi i}{50} \), \( i = 0, \ldots, 49 \), are shown. The value \( A^* \) as defined in (***), is marked by the black dashed line.

We now show the same stabilisation phenomenon occurring when we consider (3) not on the whole time-interval \([0, T]\) but just on a subinterval \([0, T']\), where \( T' = \pi \times 10^4 \) s. We use the same function \( g(t) \), only going up to time \( T' \). This function still attains negative values on the subinterval \([0, T']\), and so the critical \( A \)-value is now given by

\[
A^* = \frac{a - k}{\min_{0 \leq t \leq T'} g(t)}.
\] (***)

Results are shown in Fig. S2, with \( a \) and \( k \) as in Fig. 1 of the main text. Plots (a) and (b) are obtained exactly as for Fig. 1 in the main text, and likewise plot (c) by evolving the 50 points under the differential equation

\[
\dot{\theta}(t) = a \sin(\theta) - k - Ag(T' - t).
\]
NUMERICS FOR FIG. 2

For both the main text and the numerics below, Eq. (6) was integrated using the 4th order Runge-Kutta scheme with time step 0.01 s (just as for (3)), and FTLE were computed according to Eq. (5). The value of $\tilde{\Lambda}$ marked in grey in Fig. 2(a,b), as defined by Eq. (7), is given by $\tilde{\Lambda} = -\frac{1}{\pi} \int_{\arccos(-\frac{a}{\omega})}^{\pi} \sqrt{\omega^2 - (k + A \cos(t))^2} dt$.

In Fig. 2(b) of the main text, the $\omega$-values at which the red points are marked were numerically obtained as follows: For the unwrapped phase $x(t)$ as governed by the differential equation

$$\dot{x}(t) = -a \sin(x(t)) + k + A \cos(\omega t)$$

on the real line, setting $x(0) = 0$, it was observed that $x(\frac{2\pi}{\omega})$ increased approximately linearly with $1/\omega$, with increments across consecutive values in the (1/$\omega$)-discretisation being strictly positive and very small compared to $2\pi$. Hence it is possible to carry out linear interpolation of the wrapped phase $\theta(\frac{2\pi}{\omega})$ as a function of $1/\omega$ (with $\theta(0) = 0$). Where this linearly interpolated function of $1/\omega$ crosses $\frac{\pi}{2}$ and $\frac{3\pi}{2}$ is where the red points are marked; as in Fig. 2(c), the locations of $\theta(\frac{2\pi}{\omega})$ are the same for the other 49 initial conditions $\theta(0) = \frac{2\pi n}{50}$ as for $\theta(0) = 0$.

Let us now explain the reasoning behind why these points indicate the location of Neutrally Stable Scenario intervals:

Let $f_{0,\omega} : S^1 \to S^1$ be the map sending an initial condition $\theta(0)$ to its position $\theta(\frac{2\pi}{\omega})$ at time $\frac{2\pi}{\omega}$. It is not hard to show that the reflection $\theta \mapsto \pi - \theta$, i.e. the reflection preserving the points $\frac{\pi}{2}$ and $\frac{3\pi}{2}$, is a conjugacy between $f_{0,\omega}$ and its inverse $f_{0,\omega}^{-1}$.

By [43, Theorems 1 and 4], $f_{0,\omega}$ either has: (i) no fixed points, corresponding to the Neutrally Stable Scenario; (ii) two fixed points $s_\omega$ and $p_\omega = \pi - s_\omega$, with $s_\omega$ attracting and $p_\omega$ repelling, corresponding to the Stable Scenario; or (iii) exactly one fixed point $p_\omega \in \{\frac{\pi}{2}, \frac{3\pi}{2}\}$, corresponding to the Boundary Scenario. Since $A$ lies in the interval $(k-a, k+a)$, Eq. (6) defined on the time-interval $[0, \frac{2\pi}{\omega}]$ fulfills all the assumptions of Proposition 2 (with $F(\theta, \tau) := -a \sin(\theta) + k + A \cos(\pi \tau)$). Hence, for small enough $\omega$, it is guaranteed that the map $f_{0,\omega}$ has nearly zero gradient throughout the circle minus a tiny arc $P_\omega$, and maps $S^1 \setminus P_\omega$ onto some tiny arc $S_\omega$. Note that the reflection $\pi - S_\omega$ of $S_\omega$ is contained in $P_\omega$, and that if the arcs $S_\omega$ and $P_\omega$ do not overlap then (6) is in the Stable Scenario with $s_\omega \in S_\omega$ and $p_\omega \in P_\omega$. Conversely, whenever (6) is in the Stable Scenario, we have that $p_\omega \in P_\omega$, and therefore $s_\omega \in \pi - P_\omega$.

The locations of $S_\omega$ and $P_\omega$ are represented in Fig. 2(c) of the main text by a hollow circle and a solid circle. Conversely, whenever (6) is in the Stable Scenario, we have that $p_\omega \in P_\omega$, and therefore $s_\omega \in \pi - P_\omega$.

The further numerics of (6)

In all that follows, Eq. (6) is integrated using the 4th order Runge-Kutta scheme with time step 0.01 s; computation of initial positions $\theta(0)$ given final positions $\theta(T)$ (where $T$ is a multiple of $\frac{2\pi}{\omega}$) is achieved by evolving the given values of $\theta(T)$ under the time-reversed system

$$\dot{\theta}(t) = a \sin(\theta) - k - A \cos(\omega t)$$

using the same scheme and time step. FTLE are computed according to Eq. (5). The value of $\tilde{\Lambda}$ in (7) is computed by the explicit formula

$$\tilde{\Lambda} = \begin{cases} 0 & k > a \text{ and } A \leq k - a \\ -\frac{1}{\pi} \int_{0}^{\pi} \sqrt{a^2 - (k + A \cos(t))^2} dt & k < a \text{ and } A < k - a \\ -\frac{1}{\pi} \int_{\arccos\left(\frac{a-k}{\omega}\right)}^{\pi} \sqrt{a^2 - (k + A \cos(t))^2} dt & \text{either } k \geq a \text{ and } k - a < A < k + a, \\ & \text{or } k < a \text{ and } a - k \leq A < a + k \\ -\frac{1}{\pi} \int_{\arccos\left(\frac{a+k}{\omega}\right)}^{\pi} \sqrt{a^2 - (k + A \cos(t))^2} dt & A \geq k + a \end{cases}$$

where $a, k$ and $A$ are all assumed to be nonnegative.
Figs. S3 and S4 show the dynamics of (6) for varying $A$ and for varying $k$, respectively. In both cases, $\omega = 10^{-3}$ rad/s (corresponding to the same frequency as the cut-off frequency in the filter used for constructing $g(t)$), and $T = \frac{200\pi}{\omega} = 2\pi \times 10^3$ s (the same duration as for (3) in Fig. 1).

In Fig. S3, we see neutrally stable behaviour when $A < k - a$ and stable behaviour when $A > k - a$. Exactly the same holds in Fig. S4, where we see neutrally stable behaviour when $k > A + a$ and stable behaviour when $k < A + a$. In both cases, the FTLE are approximated well by $\Lambda$.

FIG. S3. Dynamics of (6) with varying $A$. Other parameters are $\omega = 10^{-3}$ rad/s, $a = \frac{1}{2}$ rad/s and $k = 1$ rad/s, and (6) is integrated over $[0, T]$ with $T = 2\pi \times 10^5$ s. In (a) and (b), for $A$-value, results for the evolution $\theta(t)$ of 50 equally spaced initial conditions $\theta(0) = \frac{2\pi i}{49}$, $i = 0, \ldots, 49$, are shown: (a) shows the FTLE $\lambda_T$, as defined by Eq. (5), for these trajectories, and also shows $\Lambda$ in grey; (b) shows the positions $\theta(T)$ of these trajectories at time $T$. In (c), for each $A$-value, the positions of $\theta(0)$ for the 50 trajectories of (6) with $\theta(T) = \frac{2\pi i}{49}$, $i = 0, \ldots, 49$, are shown. The value $k - a = \frac{2}{5}$ rad/s is marked by the black dashed line.

FIG. S4. Dynamics of (6) with varying $k$. Other parameters are $\omega = 10^{-3}$ rad/s and $A = a = \frac{1}{2}$ rad/s, and (6) is integrated over $[0, T]$ with $T = 2\pi \times 10^5$ s. In (a) and (b), for each $k$-value, results for the evolution $\theta(t)$ of 50 equally spaced initial conditions $\theta(0) = \frac{2\pi i}{49}$, $i = 0, \ldots, 49$, are shown: (a) shows the FTLE $\lambda_T$, as defined by Eq. (5), for these trajectories, and also shows $\Lambda$ in grey; (b) shows the positions $\theta(T)$ of these trajectories at time $T$. In (c), for each $k$-value, the positions of $\theta(0)$ for the 50 trajectories of (6) with $\theta(T) = \frac{2\pi i}{49}$, $i = 0, \ldots, 49$, are shown. The value $A + a = \frac{2}{5}$ rad/s is marked by the black dashed line.

One interesting feature in Fig. S4(a) is that the left-sided derivative of $\Lambda$ as a function of $k$ as a function of $k$ is finite at the critical value $k = A + a$ between stable and neutrally stable behaviour. This stands in contrast with classical saddle-node bifurcation at $k = a$ for the autonomous system where $A = 0$: in the autonomous case, for each $k < a$ the stable fixed point has Lyapunov exponent $\lambda(k) = -\sqrt{a^2 - k^2}$, whose gradient as a function of $k$ grows to infinity as $k \searrow a$.

Now, let us illustrate the synchronising dynamics developing over time, for $k = A = 1$ rad/s and $a = \frac{1}{2}$ rad/s, again with $\omega = 10^{-3}$ rad/s. Fig. S5 shows behaviour over the first 5 periods of $\cos(\omega t)$: above each $t$-value are shown the values of $\log f_{0,1}^t(\theta_0)$ for 50 equally spaced points $\theta_0 = \frac{2\pi i}{49}$, $i = 0, \ldots, 49$, where $f_{0,1}^t : S^1 \to S^1$ is the map sending an initial condition to its position at time $t$. These values are computed by

$$\log f_{0,1}^t(\theta_0) = t \lambda_t$$

where, for each $t$, $\lambda_t$ is the FTLE as in Eq. (5) with $\theta(0) = \theta_0$. In agreement with the description given in the main text, all the trajectories exhibit neutrally stable evolution until some time when they start to synchronise,
corresponding to when the instantaneous vector field has a fixed point; the achieved synchrony is maintained during the next time-interval corresponding to when there is no fixed point for the instantaneous vector field; this synchrony is then strengthened further during the next time-interval corresponding to when there is a fixed point again; and so on. Again, we see $\tilde{\Lambda}$ being a good prediction for the FTLE over integer time-periods.

![Graph](image)

**FIG. S5.** Evolution of synchrony of solutions of (6), over the time-interval $[0, \frac{10\pi}{\omega}]$, i.e. 5 time-periods. Parameters are $\omega = 10^{-3}$ rad/s, $k = A = 1$ rad/s and $a = \frac{1}{3}$ rad/s. For each $t$-value, the values of $\log f_{0,t}(\theta_0)$ for 50 equally spaced points $\theta_0 = \frac{2\pi i}{50}$, $i = 0, \ldots, 49$, are shown in black, where $f_{0,t} : S^1 \to S^1$ is the map sending an initial condition to its position at time $t$. Also, for each $t$-value, the value of $t\tilde{\Lambda}$ is shown in blue.

Now Fig. 2(b) of the main text showed FTLE as a function of $\omega$. We now zoom in on Fig. 2(b), near one of the $\omega$-values that was marked by a red point to indicate the presence of a small interval of $\omega$-values for which the asymptotic dynamics is described by the Neutrally Stable Scenario. Results are shown in Fig. S6. The location of this small interval is indicated by the red dashed line; the location on this zoomed in plot was computed by the same method as described above for Fig. 2(b).

In Fig. S6, even with the much higher $(1/\omega)$-resolution than in Fig. 2(b), only stable dynamics is observed for both $T = \frac{200\pi}{\omega}$ (as in Fig. 2(b)) and $T = \frac{2000\pi}{\omega}$; moreover, the values of $\lambda_T$ remain essentially the same as $T$ is changed from $\frac{200\pi}{\omega}$ to $\frac{2000\pi}{\omega}$.

![Graph](image)

**FIG. S6.** FTLE for (6) near a red-marked point in Fig. 2(b) of the main text. Parameters are $k = A = 1$ rad/s and $a = \frac{1}{3}$ rad/s. For each $\omega$-value, in blue are shown the FTLE $\lambda_T$ associated to the trajectories of 10 initial conditions $\theta(0) = \frac{2\pi i}{10}$ with $T = \frac{200\pi}{\omega}$ (i.e. 100 periods), and in orange are shown the FTLE $\lambda_T$ associated to the trajectories of 2 initial conditions $\theta(0) = 0, \pi$ with $T = \frac{2000\pi}{\omega}$ (i.e. 1000 periods). The red dashed line indicates the location of a small interval of $\omega$-values for which the asymptotic Lyapunov exponent is 0. The value of $\tilde{\Lambda}$ is shown in grey.
Finally: Most of the numerics so far have assumed very slow variation—which, for (6), means that $A\omega$ is very small—and assumed very long times. We now illustrate that the stabilisation phenomenon described in the main text can be observed when the slowness of variation is not so extreme, and the time is not so long. Fig. S7 shows the dynamics of (6) for varying $A$, with $\omega = 0.03 \text{ rad/s}$ and $T = \frac{10\pi}{\omega} \approx 10^3 \text{ s}$ (i.e. 5 time-periods), again with $a = \frac{1}{3} \text{ rad/s}$ and $k = 1 \text{ rad/s}$. We clearly see neutral stability for $A < k - a = \frac{2}{3} \text{ rad/s}$. At the point that $A$ rises above $k - a$, we clearly see stabilisation occurring; this stability persists for $A$-values up to about $3.4 \text{ rad/s}$.

![Fig. S7. Dynamics of (6) with varying $A$. Other parameters are $\omega = 0.03 \text{ rad/s}$, $a = \frac{1}{3} \text{ rad/s}$ and $k = 1 \text{ rad/s}$, and (6) is integrated over $[0,T]$ with $T = \frac{10\pi}{\omega}$. In (a) and (b), for each $A$-value, results for the evolution $\theta(t)$ of 50 equally spaced initial conditions $\theta(0) = \frac{2\pi i}{50}$, $i = 0,\ldots,49$, are shown: (a) shows the FTLE $\lambda_T$, as defined by Eq. (5), for these trajectories, and also shows $\tilde{\Lambda}$ in grey; (b) shows the positions $\theta(T)$ of these trajectories at time $T$. In (c), for each $A$-value, the positions of $\theta(0)$ for the 50 trajectories of (6) with $\theta(T) = \frac{2\pi i}{50}$, $i = 0,\ldots,49$, are shown. The value $k - a = \frac{2}{3} \text{ rad/s}$ is marked by the black dashed line.](image-url)