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Abstract

We develop a primordial black hole (PBH) production mechanism, deriving non-Gaussian tails from interacting quantum fields during early universe inflation. The multi-field potential landscape may contain relatively flat directions, as a result of energetically favorable adjustments of fields coupled to the inflaton. Such additional fields do not contribute to CMB fluctuations given a sufficient large-scale decay, related to a gap in the critical exponents computed using stochastic methods. Along such directions transverse to the inflaton, the field makes rare jumps to large values. Mixing with the inflaton leads to a substantial tail in the resulting probability distribution for the primordial perturbations. Incorporating a large number of flavors of fields ensures theoretical control of radiative corrections and a substantial abundance. This generates significant PBH production for a reasonable window of parameters, with the mass range determined by the time period of mixing and the inflationary Hubble scale. We analyze a particular model in detail, and then comment on a broader family of models in this class which suggests a mechanism for primordial seeds for early super-massive black holes in the universe. Along the way, we encounter an analytically tractable example of stochastic dynamics and provide some representative calculations of its correlations and probability distributions.
1 Introduction

The possibility that some black holes in the universe might originate from primordial fluctuations [1] remains of significant interest (see e.g. [2] for other early studies and [3] for recent reviews). The production of primordial black holes (PBH) requires large initial perturbations $\zeta \gtrsim 1$, yielding sufficient overdensities to collapse when they re-enter the horizon after inflation.\footnote{There are more precise calculations such as [4] of the conditions on $\zeta$ and related variables, with interesting subtleties discussed recently in [5][6] and references therein.} The large-$\zeta$ tail of the probability distribution for $\zeta$ determines the abundance of black holes, with their mass determined by its physical scale of correlation.

In another line of development, the study of primordial non-Gaussianity yields concrete constraints on interacting quantum fields in the early universe [7]. Although much of the effort there has focused on the size and shape of low point correlation functions of $\zeta$ [8], the full probability distribution plays an important role in some scenarios [9][10][11][12][13]. We...
lack a systematic understanding of non-Gaussianity since the probability distribution for the fields in the early universe can take many forms.

In this work, we develop a PBH formation mechanism arising from multifield dynamics in the early universe, with additional field sectors mixing with the inflaton fluctuations in a simple and theoretically natural way. This leads to a strongly non-Gaussian tail for $\zeta$, with black holes generated at a mass scale which is determined by the inflationary Hubble scale and the time period of mixing. The work [14] derived the probability distribution for field fluctuations in separate patches of the universe, whose size is given by a correlation scale determined in terms of model parameters. This in particular allows us to derive the decay of the additional fluctuations on CMB scales. We apply this to a range of models, including those with relatively flat potentials for additional light fields. This can come for example from the adjustment of heavy fields [15], or other effects such as nontrivial kinetic terms [16]. As an offshoot of our analysis, we encounter a model whose stochastic dynamics is analytically tractable, which we analyze in some detail in the main text and appendices.

Prescribing a simple mixing interaction with the inflaton fluctuations yields strong non-Gaussian tails in the resulting distribution for the scalar perturbation $\zeta$. As we will see, simple examples with potential drift toward the origin in the additional field space yields a non-Gaussian distribution of the form $e^{-\zeta/\bar{\sigma}}$. This non-Gaussian tail in turn generates a sizable PBH density, for a reasonable window of couplings given a sufficiently large number of field flavors $N_f$ (which we introduce also for control of radiative corrections). A similar distribution was obtained in the interesting scenarios [17], whose radiative stability would be interesting to investigate further. We argue that certain well-motivated generalizations, which do not require a large number of fields, will produce even stronger non-Gaussian tails, and we comment on this as a candidate for super-massive black hole seeds.

We will present additional theoretical background and results on high N point correlation functions in another work [18], and we leave a more detailed study of the phenomenology for future work.

2 Probability distribution and correlation length

Let us consider a second light field $\chi$, beyond the inflaton field $\phi$ with action

$$S_\chi = \int d^4x \sqrt{g} \left\{ \frac{1}{2} g^{\mu\nu} \partial_\mu \chi \partial_\nu \chi - V(\chi) \right\}$$

(1)

during inflation, where $g_{\mu\nu}$ is the inflationary metric, approximately $-dt^2 + e^{2H_0}d\mathbf{x}^2$. For simplicity, we take $V(\chi)$ to be subdominant to the inflationary potential in driving inflation. Although we will set up the problem with two light fields, the scenario generalizes readily to larger numbers of fields as we will see below.

On the approximate de Sitter solution that pertains during inflation, it was shown in [14] that the field evolves toward an equilibrium configuration with a correlation length depending on $V(\chi)$. We will draw from this work, and refer the reader to [14] for detailed
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derivations. The field may be separated into long and short modes, with the former evolving like Brownian motion in a potential, with noise arising from the quantum fluctuations of the field. On independent patches of size given by a correlation length $R_c$, the field is drawn from a distribution

$$\rho_{eq} \sim N_{eq} e^{-8\pi^2 V(\chi)/3H^4}$$

(2)

with $N_{eq}$ the normalization constant. The correlation length is given roughly by

$$R_c \sim H^{-1} e^{H/\Lambda_1}.$$  

(3)

where $\Lambda_1$ governs the rate of approach to equilibrium, with the leading non-equilibrium contribution to the full distribution $\rho(t)$ scaling like $e^{-\Lambda_1 t}$. This rate $\Lambda_1$ is in turn determined by the function $V(\chi)$. For the study of primordial black holes, we will be interested in the regime where this correlation length fits well within the observed universe:

$$R_c \ll e^{N_e H^{-1}} \Rightarrow \frac{\Lambda_1}{H} > \frac{1}{N_e}$$

(4)

where $N_e$ is the number of e-foldings in our observed patch. In particular, we will be concerned with the falloff of the contributions of $\chi$ to the curvature perturbations on CMB scales.

In more detail, these statements follow from the analysis [14] of a Fokker-Planck equation for the one-point pdf of sufficiently long modes of $\chi$, which takes the form

$$\frac{\partial \rho_1}{\partial t} = \frac{H^3}{8\pi^2} \frac{\partial^2 \rho_1}{\partial \chi^2} + \frac{1}{3H} \frac{\partial}{\partial \chi} \left( V'(\chi) \rho_1 \right)$$

(5)

The equilibrium solution (2) satisfies $\partial \rho_1/\partial t = 0$. To study more general solutions, it is useful to work with a basis of energy eigenstates of an analogue Schrodinger problem [14]

$$\left( -\frac{\partial^2}{\partial \chi^2} + \left[ v'(\chi) \right]^2 - v''(\chi) \right) \Phi_n(\chi) = \left( -\frac{\partial}{\partial \chi} + v'(\chi) \right) \left( \frac{\partial}{\partial \chi} + v'(\chi) \right) \Phi_n(\chi) = \frac{8\pi^2 \Lambda_n}{H^3} \Phi_n(\chi)$$

(6)

with

$$v(\chi) = 4\pi^2 V(\chi)/3H^4.$$  

(7)

The effective potential $w(\chi) \equiv v'(\chi)^2 - v''(\chi)$ in this problem leads to a vanishing lowest eigenvalue, $\Lambda_0 = 0$; this corresponds to the equilibrium solution $\propto e^{-v(\chi)}$ (2) as can be seen immediately from the middle form of (6). The solutions $\Phi_{n>0}$ with nonzero eigenvalues $\Lambda_n > 0$ of (6) lead to exponentially decaying contributions to $\rho$, with $\rho_n$ depending on time as $e^{-\Lambda_n t}$.

The authors [14] also generalized their analysis to compute the joint distribution two point function $\langle \chi(x, t) \chi(x', t') \rangle$, using the Fokker-Planck equation for the joint probability distribution of the field at two separate points. This leads to a two point function of the field...
in this equilibrium distribution which we briefly review in the appendix. Roughly speaking, it behaves at equal times \( t \) and large proper spatial separation \( R = a(t)|\Delta x| \) as

\[
G(R) \equiv \langle \chi(x_0, t)\chi(x_0 + \Delta x, t) \rangle \sim \frac{H^2}{(RH)^{2\Lambda_1/H}} \tag{8}
\]

plus contributions of higher modes that are suppressed by larger exponents \( \Lambda_n \). In some cases, such as the \( \lambda \chi^4 \) theory studied in detail in [14], these additional terms can be neglected to good approximation. We work out an example analytically in the appendix, including these additional contributions, finding that the estimate (8) remains a reasonable approximation parametrically. At zero separation, on the other hand, we have a two point function

\[
G(0) = \int d\chi \rho_{eq}(\chi) \chi^2 \tag{9}
\]

Defining a correlation length \( R_c \) by the scale at which \( G(R)/G(0) \) is suppressed by a constant factor \( e^2 \) yields (3).

For us, this will be important in estimating the two point correlation function at CMB scales:

\[
G(R_{CMB}) \sim H^2 \left( \frac{1}{R_{CMB}H} \right)^{2\Lambda_1/H} \tag{10}
\]

For \( k/a \ll 1/R_c \) the power spectrum is

\[
P(k) \sim \frac{H^2(-k/aH)^{2\Lambda_1/H}}{k^3} \tag{11}
\]

Hence, at the end of inflation when \( R_{CMB} = a/k_{CMB} \gg R_c \), it is suppressed by \( (R_{CMB}H)^{-2\Lambda_1/H} \).

For values of \( \Lambda_1/H \) of interest to us for PBH formation, the ratio \( R_{CMB}/R_c \) will be very large, which goes in the direction of suppressing its effect on CMB scales. Still, once we incorporate mixing interactions with the inflaton fluctuations, we must check that the contributions of our \( \chi \) sector to the CMB correlations will be negligible. The \( \chi \) sector contributes blue perturbations, with spectral index \( \sim \Lambda_1/H \).

All of this can be studied in great generality, and we can consider a wide variety of models. To formulate one family of models, we will take into account a particular property \( V(\chi) \) can have in a multifield landscape, articulated in [15]. Generically in field theory, and its ultraviolet completions, we may expect interacting fields of various masses. Couplings between our light field \( \chi \) and heavier ones leads to energetically favorable adjustments of the heavy fields as the system builds up potential energy in the \( \chi \) direction. This is a simple, classical effect which typically leads to potentials \( V(\chi) \) which are flatter than quadratic. Let us consider potentials (7) which take the form

\[
v(\chi) \rightarrow \lambda_p \left| \frac{\chi}{H} \right|^p \tag{12}
\]

for \( \chi \) greater than some scale \( M \). For the physical reason just reviewed, we will consider more generic \( p \) than integers. Powers \( p < 2 \) appeared earlier in axion monodromy models, a
feature which can be understood via this flattening effect of heavy fields [15], but it is a more general feature of multifield potential landscapes which can be understood in simple field theory models. For \( p < 1 \), the Schrödinger problem (6) exhibits no gap to the first excited state \( \Lambda_1 \); instead there is a continuum above zero, starting from scattering states at \( \chi \to \infty \). We defer this case to future work; see [18] for more comments. Here we restrict ourselves to \( p \geq 1 \). The theory with \( p = 2 \) is free in the \( \chi \) sector. We will see that the nontrivial example \( p = 1 \) is calculable in the stochastic framework, something that might be of more general interest. We will analyze \( p = 1 \) and \( p = 2 \) in detail, but as we will explain below the main results readily apply more generally for potentials with an inward drift in the \( \chi \) direction. After deriving the results for that case, we will comment on the generalization to potentials with a richer shape with both signs of drift.

In this family of models (12), \( G(0) \) in (9) becomes

\[
G_p(0) = \frac{H^2 \lambda_p^{-2/p}}{3 \Gamma(1 + \frac{2}{p})} \Gamma\left(\frac{3+p}{p}\right) (13)
\]

For example for \( p = 1 \), this reduces to \( G_1(0) = 2H^2\lambda_1^{-2} \). Computing \( \Lambda_1 \) using the Schrödinger problem above yields

\[
\frac{\Lambda_1}{H} = \frac{\lambda_1^2}{8\pi^2}, \quad p = 1.
\]

(14)

There is a continuum of functions \( \Phi_{\pi \chi} = \exp(i\pi \chi) \) solving (6) with eigenvalues above this gap:

\[
\frac{\Lambda}{H} = \frac{H^2}{8\pi^2} \left( \pi^2 + \frac{\lambda_1^2}{H^2} \right), \quad p = 1.
\]

(15)

This model is analytically solvable. We work out its two point function (along with its joint probability distribution on two patches) for this model in the appendix, finding that it essentially behaves as in the simple estimate (8). For the trivial \( p = 2 \) theory, the corresponding spectrum is

\[
\Lambda_n = \frac{\lambda_2}{2\pi^2} n, \quad p = 2
\]

(16)

So far, we have focused on the \( \chi \) sector evolving independently in the inflationary near-de Sitter solution. The state of \( \chi \) and \( \delta \phi \) before the exit from inflation takes the product form \( \Psi_G(\delta \phi)\Psi_{\perp}(\chi) \), where \( \Psi_G \) is the Gaussian wavefunction for the leading inflaton fluctuations, and \( \Psi_{\perp}(\chi) \) is the wavefunction for \( \chi \) in the equilibrium distribution just described. In general, this and the corresponding probability \( \rho(\chi(x)) = |\Psi(\chi(x))|^2 \) are complicated functionals of the field. The probability reduces to the equilibrium distribution (2) described above on roughly independent patches of size \( R_c \). The one-point pdf \( \rho_1 \) (2), i.e. the histogram of \( \chi \) excursions in a volume, is in general strongly non-Gaussian, as are the higher-point joint probability distributions.

However, for our present purposes these distributions are not directly relevant and the problem simplifies for potentials \( V(\chi) \) which have an inward drift (including all quantum
corrections). The nonlinearities in $\rho_N$ arise via sufficiently long time-evolution of modes outside the horizon, up to a timescale of $N_e$ for the longest modes which exit the horizon first. The shortest modes which exit the horizon near the end of inflation remain Gaussian. For primordial black hole production, we will be interested in large values of the curvature perturbation $\nabla^2 \zeta$, and this will correspond to rare large excursions of $\chi$. A long mode with extensive time evolution would roll down a potential with inward drift, reducing the value of $\chi$. Long modes also have smaller gradients, contributing less to the curvature, and they have a smaller variance in field space. Shorter modes remain very close to their initial excursion, aside from doubly-rare events in which a shorter mode kicks it to the other side of the potential. As a result, the modes relevant for black holes are determined by a nearly Gaussian distribution for $\chi$. This holds in particular for the family of models (12).

We will comment further below on potentials containing regions with outward drift. This includes symmetry-breaking potentials as well as potentials with oscillatory features.

Over a range of possible time periods during inflation or afterwards, new interactions can develop among the fields, including couplings between $\chi$ and $\phi$. This could happen during the exit from inflation and reheating, or at other times. We will analyze a specific, calculable class of models of this kind shortly. Before specializing to that, let us consider the generic case to gain some additional perspective. Consider a system that is suddenly coupled locally to another system at a time $t_{mix}$, without tuning any couplings to be small. Suppose we start in the ground state, a product of Bunch-Davies Gaussian states $\psi_G(\delta \phi, \chi)$ as we will do in our model. In the sudden approximation of quantum mechanics, this is the state just after $t_{mix}$, and then it evolves by the full (mixed) Hamiltonian:

$$\Psi(t) = \sum_n c_n e^{-iE_n(t-t_{mix})}\langle \psi_n \rangle, \quad c_n = \langle \psi_G(\delta \phi) \otimes \psi_G(\chi) | \psi_n \rangle$$

where $|\psi_n\rangle$ are the energy eigenstates of the in general strongly mixed Hamiltonian, with eigenvalues $E_n$. Now

$$|\Psi(\delta \phi_0, \chi_0, t_0)\rangle\langle \Psi(\delta \phi_0, \chi_0, t_0) | = \sum_{n,n'} c_n c_{n'}^* e^{i(E_{n'} - E_n)\Delta t} |\psi_n\rangle\langle \psi_n' |$$

and for $\Delta t \gg 1/\Delta E$ this will collapse onto the diagonal, giving a probability distribution for $\delta \phi$ of the form

$$\rho(\delta \phi_0) \approx \int \chi \sum_n |c_n|^2 |\psi_n(\delta \phi_0, \chi)|^2$$

These energy eigenstates $\psi_n$ of the new system will be highly mixed states, far from the initial product of Gaussians, with strong entanglement. This may also lead to a non-Gaussian tail in the distribution (19). Of course, it is difficult to calculate this in the general case, and in this paper we will analyze a more specific scenario.

Let us consider a mixing interaction of the form

$$S_{mix} = \int dt \int dx a(t)^3 F_{mix}(\chi) \dot{\phi}^2$$

(20)
pertaining over a timescale
\[ \Delta t \ll N_e H^{-1} \] (21)
starting at some time \( t_{mix} \) which may be during or after inflation. We imagine this arises from rolling scalar fields, some of which behave like time-dependent effective couplings; it would be interesting to model this in more detail.

Similarly to our discussion of the potential, one could consider a variety of possibilities for \( F(\chi) \), but we will focus on the simple case
\[ F_{mix}(\chi) = \left( \frac{\chi}{M_*} \right)^m \] (22)
We can consider, for example, \( m = 1 \) or \( 2 \), depending on the symmetry structure of the theory, or potentially other values analogously to the discussion of \( p \) above. We will focus on the case \( m = 2 \), respecting a reflection symmetry in \( \chi \) field space. Here \( M_* \) is an energy scale, one of the parameters which will enter into the phenomenology of the model. In the appendix, we derive a window of parameters for which the leading radiative correction to the effective action of the \( m = 2 \) model is computable (as in (64)) and subdominant to the contributions we will focus on in the main text. This involves a large flavor expansion, so for the \( m = 2 \) model we will introduce a number \( N_f \gg 1 \) of flavors of \( \chi \) fields respecting an \( O(N_f) \) global symmetry, denoting them collectively by \( \vec{\chi} \). Finally, after working out the dynamics, radiative stability, and predictions of the \( m = 2 \) model and its multifield generalization, we will discuss an interesting generalization with \( F(\chi) \propto \exp(2\chi/M_*) \).\(^2\)

We will be able to understand the strength and effect of this mixing interaction in a simple way after a few more steps. First, we note that during inflation, \( \dot{\phi} = \dot{\phi}(t) + \delta\phi(x, t) \), with the leading, homogenous piece related to the amplitude of the power spectrum as \( \dot{\phi}/H^2 \sim 10^5 \). During the exit and reheating phase, as well as for sufficiently brief periods during inflation, \( \dot{\phi} \) may exceed this. The leading contribution to the mixing is given by replacing one of the \( \dot{\phi} \) factors in (20) with \( \dot{\bar{\phi}} \), giving
\[ S_{mix} \sim \int dt \int d\chi \hat{\dot{\phi}}[a(t)^3 \delta\phi] F(\bar{\chi}) \] (23)

The quantity in square brackets is the conjugate momentum to the inflaton fluctuation \( \delta\phi \), \( \Pi_{\delta\phi} = a(t)^3 \delta\dot{\phi} \), so in canonical variables we have a mixing interaction \( \mathcal{H}_{mix} = \int d\chi \hat{\dot{\phi}} \Pi_{\delta\phi} F(\bar{\chi}) \). The evolution of the state of system under the mixing interaction in the time \( \Delta t \) can be usefully written (as in ordinary quantum mechanics) as Hamiltonian evolution of the state
\[ |\Psi(t_{exit} + \Delta t)\rangle \sim e^{-i\Delta t H} |\Psi\rangle \sim e^{-i\Delta t \hat{\dot{\phi}}} \int d\chi \Pi_{\delta\phi} F_{mix}(\chi) |\Psi\rangle \] (24)
\(^2\)This is motivated in part by the exponential relation between the dynamical couplings and length scales in string theory and the corresponding canonically normalized scalar fields: the string coupling takes the form \( g_s \sim \exp(\sigma_c/M_P) \) in terms of the canonically normalized field \( \sigma_c \).
We are neglecting the free evolution of the state, which is indeed highly subdominant for superhorizon modes, since
\[ H_{\text{free}} \sim \int d^3x \frac{\Pi_{\delta \phi}^2 + \Pi_\chi^2}{a(t)^3} \]  
(25)
is exponentially suppressed at late times compared to the mixing interaction.

In this form, we can recognize the evolution operator as the generator of translations in field space:
\[ \Psi(\vec{\chi}, \delta \phi, t_{\text{exit}} + \Delta t) = \Psi(\vec{\chi}, \delta \phi + \phi \Delta t F_{\text{mix}}(\vec{\chi}), t_{\text{exit}}) \]  
(26)
Let us now restrict attention to the example (22) with \( m = 2 \) and define
\[ \kappa = \frac{\Delta t \phi}{M_*^2} \equiv \Delta t \lambda_{\text{mix}} \]  
(27)
In the appendix we will discuss further the theoretically consistent range of values of \( \lambda_{\text{mix}} \), finding viable windows of parameters consistent with radiative stability of the model.

The state of \( \vec{\chi} \) and \( \delta \phi \) following the mixing takes the form
\[ \Psi(\vec{\chi}, \delta \phi) = \Psi_G(\delta \phi + \kappa \vec{\chi}^2) \Psi_G(\vec{\chi}) \]  
(28)
Finally, the probability distribution for \( \delta \phi(x) \) is given by squaring the wavefunction and tracing over \( \vec{\chi}, \int D\vec{\chi} |\Psi(\vec{\chi}, \delta \phi)|^2 \). At the level of the pdf for individual patches of size \( \sim H^{-1} \), this translates to
\[ \rho(\delta \phi) = \frac{1}{\sqrt{2\pi} \sigma} \int d\vec{\chi} \rho_G(\vec{\chi}) e^{-[(\delta \phi - \kappa \vec{\chi}^2)^2/2\sigma^2]} \]  
(29)
with \( \sigma^2 \sim H^2/4\pi^2 \). In the next section, we will integrate over the appropriate region of the tail of the distribution (29) to estimate the PBH abundance. For now, let us simply note that the tail behaves like \( \exp(-\delta \phi/\kappa) \), as can be seen by a simple saddle point estimate. This is a non-Gaussian tail in \( \delta \phi \).

Converting to \( \zeta \sim \delta \phi H/\dot{\phi} \), this takes the form
\[ \rho(\zeta) \sim e^{-C\zeta}, \quad C = \frac{M_*^2}{H \Delta t} \]  
(30)
For more general \( m \), this would take the form \( \rho \sim \exp(-C\zeta^{2/m}) \). We note here the similarity between this distribution and the one considered in the recent work [22], which argued that a viable mechanism for supermassive black hole seeds would require \( 2/m \leq 1/2 \). In this class of models that would require \( m = 4 \), which does not appear natural. However, again we note that more general behaviors might arise from richer forms of the potential \( V(\chi) \).

Moreover, we will also consider an exponential form for \( F(\chi) \), which will introduce a much heavier tail consistent with the condition in [22].
3 Primordial Black Holes

We are now in a position to analyze the PBH production in our theory. We will focus on the simplest estimates of mass scale and abundance, although it would be interesting to pursue more detailed studies in the future. In this section, we lay out the formulas for PBH abundance and constraints from the CMB, for simplicity starting with a single $\chi$ sector. We will then generalize to multiple $\chi$ fields, and exhibit substantial PBH production.

3.1 Mass scale of the black holes

In our scenario, we mix $\chi$ into $\delta \phi \sim \zeta \dot{\phi}/H$ at some time $t_{\text{mix}}$ around the exit from inflation, as discussed above. At that point, the one-patch pdf of the $\zeta$ probability distribution is given by (29) which can be traded for the curvature perturbation via $\delta \phi \sim \zeta \dot{\phi}/H$. Afterwards, every comoving mode of $\zeta$ remains conserved until the horizon re-entry.

Let us consider black holes formed from $\chi$ excursions of some size $R^*_a/a(t_{\text{mix}})$, i.e. the field smoothed on scale $R^*_a$ has an excursion corresponding to an order one curvature fluctuation. Although we argued above that at least for inward-drifting potentials, this size will be $H^{-1}$, we will first write the general formula. We expect black holes of Schwarzschild radius $r_s = 2G_N M$ to form when this scale crosses the horizon at the time $t_h$, i.e.

$$r_s \sim H^{-1}(t_h) \sim R_* \frac{a(t_h)}{a(t_{\text{mix}})} \quad (31)$$

This allows a wide range of mass scales

$$M \sim R_* M_P^2 \frac{a(t_h)}{a(t_{\text{mix}})} \sim \frac{M_P^2}{H} \frac{a(t_h)}{a(t_{\text{mix}})} \quad (32)$$

obtained by varying the mixing time. In the last relation here, we assumed an inward drifting potential with $R_* \sim H^{-1}$; this is conservative as other cases will have a larger non-Gaussian contribution from the $\chi$ sector.

In the special case that (i) there is an instantaneous transition from inflation to radiation epoch, where $a \propto t^{1/2}$, and (ii) mixing happens soon after reheating such that

$$H(t_{\text{mix}}) = \frac{1}{2t_{\text{mix}}} \sim H, \quad (33)$$

where $H$ is the expansion rate during inflation, and (iii) horizon crossing occurs during radiation domination, we get

$$M \sim R^2 H M_P^2 \rightarrow \frac{M_P^2}{H}, \quad R_* \rightarrow H^{-1} \quad (for \; t_{\text{mix}} \sim t_{\text{reheating}}) \quad (34)$$

In this special case, one key mass scale is $M \sim 10^{15} g$, the threshold between evaporating and non-evaporating black holes. This corresponds to an inflationary Hubble scale of order
10^{-20} M_P$, or equivalently an energy scale of $V_{\text{inflation}}^{1/4} \sim 10^{-10} M_P$. As noted above, earlier mixing leads to a wide range of heavier PBH masses (32) for a fixed value of the inflationary Hubble scale.

### 3.2 Abundance of black holes

The initial abundance $\beta$ of primordial black holes is given by the tail of the distribution. We will express this in terms of a critical value of $\zeta \sim \frac{H}{\dot{\phi}} \delta \phi > \zeta_c$ as in [4]. We note that interesting recent work has analyzed non-Gaussian effects arising from a conversion to a different variable used to assess black hole formation [6], in the case of a purely Gaussian distribution of $\zeta$, finding that these suppress the abundance for a given fluctuation amplitude. On the other hand, the variable $\zeta$ (related to the proper size of the excursion) gives a clearer description of the range of perturbations and can be used to assess black hole formation [5].

We will not delve into these interesting issues here, since our interest is in the primordial non-Gaussian tails which in themselves enhance the effect. Even if some adjustment of $\zeta_c$ is needed, our mechanism will apply. In the model developed explicitly in the main text, a viable (or larger) abundance arises in any case for an appropriate range of the number $N_f$ of flavors of $\chi$ fields.

\[
\beta \approx \int_{\zeta_c}^{\infty} d\delta \phi \rho(\delta \phi) \tag{35}
\]

In our scenario, this will essentially be given by integrating the distribution $\rho(\zeta)$ given above in (30) from $\zeta = \zeta_c$ to $\infty$, but we will analyze it in this section starting from (29).

This is immediately constrained by the basic requirement that it not exceed the dark matter abundance. As reviewed in [20], this condition takes the form

\[
\Omega_{PBH} < \Omega_{CDM} \Rightarrow \beta(M) < 10^{-28} \sqrt{\frac{M}{M_P}}, \quad M > 10^{15} gr \tag{36}
\]

up to various order one ratios that are detailed in the references (see e.g. eqn (2.6) of [20]). Here the inequality $M > 10^{15} gr$ ensures that the black holes have not yet evaporated. This is a general requirement; we will consider the window studied in [22] of $10^5 M_\odot < M < 10^{11} M_\odot$ as a special case below. For smaller masses, interesting bounds also exist, e.g. from fig 3 of [20] we see that big bang nucleosynthesis restricts $\beta$ (again up to order one coefficients) as roughly

\[
\beta < 10^{-20}, \quad M \sim 10^9 - 10^{15} gr \tag{37}
\]

There are also stronger constraints in various other mass ranges.\(^3\) In this paper we wish to determine whether the non-Gaussian tails generated above can produce detectable levels of PBHs, for natural ranges of parameters.

\(^3\)For a recent treatment of constraints involving extended mass functions, see e.g. [23].
In our analysis below, will take $\zeta_c = .1$ as estimated in [4]. The abundance (35) is then explicitly

$$
\beta(M) = \int d\vec{\chi} \rho_G(\vec{\chi}) \int_{\zeta_c \phi / H}^{\infty} d\delta\phi \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(\delta\phi - \kappa \vec{\chi}^2)^2}{2\sigma^2}} = \int d\vec{\chi} \rho_G(\vec{\chi}) \frac{1}{2} \text{erfc} \left( \frac{\zeta_c \frac{\dot{\phi}}{H} - \kappa \vec{\chi}^2}{\sqrt{2}\sigma} \right) \quad (38)
$$

The complementary error function is supported (taking the constant value 2) for negative argument, which corresponds to the tail

$$
\kappa \vec{\chi}^2 \gtrsim \zeta_c \frac{\dot{\phi}}{H} \quad (39)
$$

or equivalently, using (27) $|\vec{\chi}| \geq \chi_t$, with

$$
\chi_t = \frac{M_*}{(10H\Delta t)^{1/2}} \quad (40)
$$

As discussed in the appendix, we will work in the regime $\chi_t < M_*$.

### 3.3 Effect on CMB scales

Before calculating the black hole abundance in the next section, we must also check the effect of the $\chi$ sector on the scalar perturbation on CMB scales. We have

$$
\langle \delta\phi(t, x_1)\delta\phi(t, x_2) \rangle = \langle \delta\phi(t, x_1)\delta\phi(t, x_2) \rangle_G + \kappa^2 \int D\vec{\chi} |\Psi_\perp(\vec{\chi})|^2 |\vec{\chi}|^m(t, x_1)|\vec{\chi}|^m(t, x_2) \quad (41)
$$

where $\kappa$ was given above in (27). For $m = 1$, the second term here, coming from the $\vec{\chi}$ sector, is given by (10). Since this is blue, its contribution to the tilt must not dominate on CMB scales. For more general $m$, it is determined similarly using the 2-patch pdf derived in [14], as discussed in the appendix and in [19]. This will be an important but easily satisfied constraint for our models.

Using the formalism [14] reviewed above, let us lay out the condition (41) that the $\chi$ contribution to the two point function on CMB scales not dominate over the standard one $\langle \delta\phi^2 \rangle \sim H^2$ coming from the inflaton sector. Considering $m = 2$, the shift in the two point function on these scales becomes

$$
\frac{\kappa^2}{H^4} G(R_{CMB}) \sim \frac{N_f}{(R_{CMB}H)^{2\Lambda_2/H}} \sim \kappa^2 e^{-2N_e \Lambda_2/H} \sim \kappa^2 N_f e^{-N_e \Lambda_2^2/4p^2} \quad p = 1, m = 2 \quad (42)
$$

This formula is explained in the appendix, where its precise coefficient is also derived. We note that for a wide range of theories, including $p > 1$, one would have $\Lambda_2$ gapped above $\Lambda_1$,.
and hence greater suppression on CMB scales for \( m = 2 \). In the \( p = 1 \) case, as described in the appendix there is a continuum above \( \Lambda_1 \), so in the last expression here we used the fact that \( \Lambda_2 \simeq \Lambda_1 \) in that special case.

We will impose that this contribution on CMB scales be suppressed by \( 1/\sqrt{N_{\text{pix}}} \sim 10^{-3} \), where \( N_{\text{pix}} \) is the number of CMB pixels.\(^4\) Our condition is then that

\[
\kappa^2 G(R_{\text{CMB}}) < 10^{-3} H^2,
\]

with \( G(R_{\text{CMB}}) \) computed explicitly in the appendix.

### 4 Multifield mixing scenario and copious PBH production

Now we will come to our estimates for PBH abundance. For simplicity, in order to obtain analytic results we will start with a very symmetric theory of \( N_f \) fields, with potential \( v(\vec{\chi}) = \lambda_2 \vec{\chi}^2 \) (i.e. \( p = 2 \)) and an \( m = 2 \) mixing interaction. The normalized one-point distribution for (29) becomes

\[
\rho(\delta \phi) = \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{2\pi \sigma^2}} \left( \frac{\chi}{\sqrt{2\pi \sigma^2}} \right)^N f \int d^Nf \frac{\chi e^{-\frac{\chi^2}{2\sigma^2}}}{e^{-(\delta \phi - \kappa \chi^2)/2\sigma^2}}
\]

where

\[
\sigma \simeq \frac{H}{2\pi}
\]

and \( \gamma \) is a parameter that depends on the \( \chi \) mass squared \( m_\chi^2 = \frac{3}{2\pi^2} H^2 \lambda_2 \) (where we used (7). Specifically, this depends on \( \lambda_2 \) as follows. The massive mode solutions decay during the time period \( \Delta t \) by an amount

\[
\frac{\chi_{tm+\Delta t}}{\chi_{tm}} = e^{-H\Delta t/2} \left( 1 - \sqrt{1 - \frac{4m_\chi^2}{9\sigma^2}} \right) = e^{-H\Delta t/2} \left( 1 - \sqrt{1 - \frac{2\lambda_2}{3\pi^2}} \right) \simeq \frac{\chi_{tm+\Delta t}}{\chi_{tm}} = e^{-H\Delta t/2} \simeq \sqrt{\gamma}
\]

where we used that the first term in the expansion of the square root is good approximation in the regime we will consider below. In the last step, we can identify this ratio with the factor \( \sqrt{\gamma} \), since \( \gamma \) is the suppression in the variance of \( \chi \) compared to a massless field with variance \( \sigma^2 \).

Let us change variables to \( r^2 = \chi^2/\sigma^2 \). Then, doing the angular integral (using that the area of a unit sphere embedded in \( d \) dimensions is \( \int \Omega_d = 2\pi^{d/2}/\Gamma(d/2) \)):

\[
\rho(\delta \phi) = \frac{2\pi^{N_f/2}}{\Gamma(N_f/2)} \sqrt{1/2\pi} \frac{1}{\sigma^2 \gamma^{N_f/2}} \int dr r^{N_f-1} e^{-r^2/2\gamma} e^{-(\delta \phi - \kappa^2 \sigma^2)/2\sigma^2}
\]

\(^4\)In fact, this criterion can be relaxed to \( 10^{-2} \), corresponding to the Planck constraints on the tilt, running, and local non-Gaussianity parameter \( f_{NL} \).
We see here that for large $N_f$, the measure factor $r^{N_f}$ suppresses the origin in favor of the tails.

Computing the abundance from this as above (cf (38)) by integrating over $\delta \phi$ from $\phi_c \equiv \zeta_c \dot{\phi}/H$ to $\infty$ yields, after changing variables to $y = r^2$:

$$\beta = \frac{(2\gamma)^{-N_f/2}}{\Gamma(N_f/2)} \int_{\phi_c/\kappa \sigma^2}^{\infty} dy y^{N_f/2-1} e^{-y/2\gamma} = \frac{\Gamma(N_f, \frac{\phi_c}{2\kappa \sigma^2 \gamma})}{\Gamma(N_f/2)} \quad (48)$$

There is a saddle point for this integral at $y_s \simeq \gamma N_f$. This saddle point is only on the contour of integration if

$$y_s \simeq \gamma N_f > \frac{\phi_c}{\kappa \sigma^2} \quad (49)$$

Let us consider this regime first, taking $N_f$ sufficiently large for it to hold. (We will check below that this is consistent with the CMB constraint.) In this case, the abundance $\beta$ is extremely large, since the integral is well approximated by sending its lower limit of integration to zero, including all $\phi$ (since the measure suppresses small $\phi$ anyway). In that limit, $\beta \to 1$. So the result so far is a gigantic PBH abundance

$$\beta \lesssim 1, \quad \text{assuming } N_f > \frac{\phi_c}{\kappa \sigma^2 \gamma} \quad (50)$$

of course, this is so sensitive it would be immediately ruled out (by producing too many PBHs), but we can then decrease $N_f$ to obtain a viable window. To see if this copious production and hence very strong sensitivity indeed arises, we next analyze the CMB constraint.

Since we are working with $p = 2$, we have an easily calculable spectrum of $\Lambda_n$ from (6).

The result is

$$\Lambda_n = \frac{\lambda_2}{2\pi^2} n, \quad p = 2 \quad (51)$$

In general, the PBH mass (32) is independent of the other parameters in our model, since it depends strongly on the time $t_{\text{mix}}$ at which we introduce the mixing interaction. In particular, it is independent of $\lambda_2$. The latter enters into the CMB constraint, suppressing the effects of $\chi$ on that scale as follows.  

The two point function (subtracting the disconnected piece) is proportional to $N_f$, so the CMB constraint becomes

$$\frac{\kappa^2}{H^4} G(R_{\text{CMB}}) \sim N_f \kappa^2 \frac{1}{(R_{\text{CMB}} H)^{2\lambda_2/H^2}} \sim N_f \kappa^2 e^{-2 N_c \lambda_2/\pi^2} < \frac{10^{-3}}{H^2} \quad (54)$$

\[5\] In the case that the mixing is around reheating, then

$$M = \frac{M_P}{H}, \quad t_{\text{mix}} \sim t_{\text{reheating}} \quad (52)$$

For this to be between $10^{15} \text{gr}$ and the mass of the universe, we have a corresponding window of $H/M_P$:

$$20 \log(10) < \log(M_P/H) < 55 \log(10) \quad t_{\text{mix}} \sim t_{\text{reheating}} \quad (53)$$
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In this example, from an exact calculation of the $\langle \chi^2 \chi^2 \rangle$ two point function, we find an order one coefficient which we will not keep track of here.

So for $\beta \simeq 1$ we have two constraints on $N_f$, at fixed values of the other parameters:

$$\frac{\phi_c}{\kappa \sigma^2 \gamma} < N_f < \frac{10^{-3}}{\kappa^2 H^2} e^{2N_e \lambda_2/\pi^2}$$

This is straightforward to satisfy on both ends.

To spell this out, let us use the relations $\kappa = \Delta t \lambda_{mix} = \Delta t \dot{\phi}/M_*^2$, $\sigma = H/2\pi$, $\phi_c/\sigma \sim \zeta_c/\zeta_G$, $\zeta_c \sim 1/10$ along with the observed power spectrum amplitude $\zeta_G \sim 5.4 \times 10^{-5}$ to write the lower bound on $N_f$ (for $\beta \simeq 1$) as

$$\frac{\phi_c}{\kappa \sigma^2 \gamma} = \frac{\zeta_c}{\zeta_G} \frac{2\pi}{(H \Delta t) \lambda_{mix} \gamma} \approx \frac{10^{-1}}{5.4 \times 10^{-5} (H \Delta t) \lambda_{mix} \gamma} \gtrsim \frac{10^4}{\epsilon_{mix} (H \Delta t)(4\pi/N_f^{1/4}) \gamma}$$

where in the last inequality we used the requirement (63) for radiative stability, and defined $\epsilon_\lambda = \lambda_{mix} N_f^{1/4}/4\pi$. This implies a lower bound on $N_f$ (for $\beta \simeq 1$) of

$$N_f > \left( \frac{10^4}{\epsilon_{mix} (4\pi \gamma (H \Delta t))} \right)^{4/3}$$

Similarly (again using (63) we can write the upper bound on $N_f$ from (55) as

$$N_f < \left( \frac{10^{-3}}{\epsilon_{mix}^2 (4\pi)^2 (H \Delta t)^2} e^{2N_e \lambda_2/\pi^2} \right)^2$$

Let us illustrate this with some numbers, involving a rather large $N_f$, and then comment on this regime as well as on the possibility of reducing $N_f$. Plugging in $H \Delta t = 4$, $N_e = 60$, $\lambda_2 = 3/2$, $\epsilon_{mix} \sim 1/5$ yields a condition $2 \times 10^4 < N_f < 7 \times 10^5$. So far in this section, we have focused on the regime with an enormous abundance of PBHs, $\beta \simeq 1$, way above the basic requirement (36). This illustrates that a multifield landscape with a sufficiently large number of fields can be immediately constrained by PBH production. In string theory, for example, there are numerous fields (including $2^D$ Ramond-Ramond fields which descend to axions), and it would be interesting to constrain string-theoretic models using this effect. We could reduce $N_f$ and obtain a viable level of PBH production, although this is a rather sharp transition. If, however, we had considered potentials with an outward drift in the $\chi$ sector, the non-Gaussian tail would be stronger, likely reducing $N_f$. Finally, in the next section we will comment on an exponential form of the function $F(\chi)$ that enters into the mixing interaction, motivated by the structure of fields and couplings in string theory including hyperbolic field space geometries. Regardless, even with a large $N_f$, the calculable non-Gaussian structure of the tails of our distribution is novel.
5 Case of an exponential mixing interaction and super-massive black hole seeds

It is interesting to consider more general forms of $F(\chi)$ in (20) and more general Lagrangians during the mixing period. One interesting possibility is a hyperbolic field space coupled to the inflaton during a mixing interval $\Delta t$, with action

$$\int \left\{ (\partial \chi)^2 + e^{2\chi/M_*} (\partial \phi)^2 - V(\phi) \right\}$$

This involves an exponential of one of the fields (e.g. $\chi$ in our scenario); for recent work on inflation in this field space geometry see e.g. [24][25]. As we discuss in the appendix the isometries of the space strongly limit the corrections in the limit $V' \to 0$ [25]. Moreover, the exponential dependence on $\chi$ leads to a stronger tail. In the appendix, we explore this example, finding a tail which behaves like

$$\rho(\delta \phi_0) \sim e^{-(\log \delta \phi_0^2)^2 M_*^2 / H^2}$$

as a function of the dimensionful parameter $M_*$ in the model. The shape of this tail also satisfies the criterion for super-massive black hole seed formation presented in [22]. It would be interesting to derive the predictions and constraints on this model in detail, something we leave for future work.
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A Radiative stability of the result

Here we analyze the path integral for the probability $\rho(\delta\phi_0)$ during the time interval $\Delta t$ between the mixing time $t_m$ and $t_0 = t_m + \Delta t$, for a quadratic mixing interaction $F(\tilde{\chi}) = \tilde{\chi}^2/M^2$. We will analyze it in two ways in the following two subsections. In the first analysis, which will be our main check of radiative stability, we will integrate the short modes of a large number of $\chi$ flavors out first to obtain the effective action for the $\delta\phi$ field. In combination with the analysis in the main text, we will exhibit radiative stability of our results. Then in the second analysis, we will explore the possibility of integrating first over $\delta\phi$, which gives an interesting structure worthy of further study.

Schematically, in our model the path integral which computes the probability for $\delta\phi_0$ is:

$$\rho(\delta\phi_0) = \int D\chi_0 \Psi^\dagger(\chi_0, \delta\phi_0) \Psi(\chi_0, \delta\phi_0)$$

$$= \int D\chi_0 \int D\chi_m D\tilde{\chi}_m d\delta\phi_m d\delta\tilde{\phi}_m \int D\chi|_{b.c.} D\bar{\chi}|_{b.c.} D\delta\phi|_{b.c.} D\tilde{\delta}\phi|_{b.c.}$$

$$e^{i(S - \tilde{S})} \Psi_G(\delta\phi_m) \Psi_G(\chi_m) \Psi_G^\dagger(\tilde{\chi}_m) \Psi_G^\dagger(\delta\tilde{\phi}_m)$$

(61)

with boundary conditions $\chi(t_m) = \chi_m$, $\chi(t_0) = \chi_0 = \bar{\chi}(t_0)$, $\bar{\chi}(t_m) = \bar{\chi}_m$ and similarly for $\delta\bar{\phi}$. The action is

$$S = \int_{t_m}^{t_m + \Delta t} dt d^3x \sqrt{-g} \left\{ (\partial \chi)^2 + (\partial \delta\phi)^2 + \lambda_m \chi^2 \delta\dot{\phi} + \ldots \right\}, \quad \lambda_{mix} = \frac{\dot{\phi}}{M^2} \equiv \lambda$$

(62)

where the $\ldots$ refers to other interactions that may arise during $\Delta t$; specific examples are given in the following section. Here we note that $\lambda$ is not to be confused with the $\lambda_p$ in the main text, this is the mixing interaction. and similarly for the tilded variables. This path integral is completely Gaussian in $\chi$ and $\bar{\chi}$. We will derive the 1PI effective action as an analogue of the Coleman-Weinberg potential, although in our model $\chi^2$ couples to the derivative $\delta\dot{\phi}$ rather than $\delta\phi$ itself.

A.1 Integrating over the $\chi$’s

In this subsection we will work with the interaction $\dot{\phi}^2 \frac{\chi^2}{M^2}$, whose large cross term yields the mixing interaction in (62). We will also consider $N_f \gg 1$ flavors because that ensures that the 1-loop contribution to the effective action for $\delta\phi$ dominates, provided

$$\lambda \equiv \frac{\epsilon_{mix} 4\pi}{N_f^{1/4}} < \frac{4\pi}{N_f^{1/4}}$$

(63)

This inequality will hold in our model, consistently with the large excursion on the tail scaling like $\lambda \chi_{tail}^2 \Delta t \sim \delta\phi_c$. The 1-loop 1PI effective action obtained by integrating out the
\( N_f \chi \) fields (inside the horizon) is given by

\[
\Gamma_{PI} = \int a^3 \left\{ \frac{1}{2} \dot{\phi}^2 \left( 1 - \frac{\chi^2}{M_*^2} \right) + \frac{1}{2} (\partial \chi)^2 - V(\phi) - \Delta V_{\text{eff}}(\chi) \right\} - \frac{N_f}{2} \int_H^{M_{UV}} d^4 k_E \frac{d^4 k}{(2\pi)^4} \log \left( 1 + \frac{\phi^2 / M_*^2}{k_E^2 - i\epsilon} \right) \]

\[
(64)
\]

This is the standard trace log from the determinant from integrating out the Gaussian \( \chi \) field. By writing the \( \Delta V_{\text{eff}}(\chi) \) we have allowed for new contributions to the \( \chi \) effective action during the interval \( \Delta t \). Here we dropped \( \phi \) gradients for simplicity because they are long modes; the large \( N_f \) expansion ensures that their contributions to loops is suppressed. Below we will ensure that our tail falls in the regime

\[
\frac{\chi_t^2}{M_*^2} < 1 \quad (65)
\]

so that the action (64) makes sense.

The first question is whether the background solution is affected by the log term. This is an interesting possibility in itself, in this regime where we have an expression with a resummed dependence on \( \dot{\phi} \). In this respect, our model is similar to DBI inflation and we leave an analysis of its dynamics for future work. For now we will impose a condition on our parameters to avoid a dominant effect of the log term on the background solution. By varying this effective action, we find that this is achieved in the regime

\[
N_f M_*^4 < \phi^2 \quad (66)
\]

and we will satisfy this for simplicity. Note that here, the \( \dot{\phi} \) is the evolution during the \( \Delta t \) mixing period (not necessarily the same as the overall inflationary slow roll value related to \( \zeta \) and \( \delta \phi_c \)).

Let us now expand the log term about the background solution:

\[
N_f \int_k \log(\ldots) = \text{const} + N_f \int_k \log \left( 1 + \frac{\dot{\phi}^2 / M_*^2}{k_E^2 + \dot{\phi}^2 / M_*^2} \right) = \text{const} + N_f \int_k \log \left( 1 + \frac{\lambda \delta \phi}{k^2 + \lambda \dot{\phi}} \right) \quad (67)
\]

where the constant term here (which does not matter for the dynamics) is \( N_f \int_k \log(1 + (\dot{\phi} / (M_*^2 k_E^2))) \), and we used that \( \delta \phi \ll \dot{\phi} \).

The second term inside the log is \( \ll 1 \) since \( \delta \phi \ll \dot{\phi} \). The coefficient of the log term is large, so let us expand it to see if its leading terms compete with the existing ones. After integrating by parts, the linear term is of order

\[
- \delta \phi \lambda N_f \int_H^{M_{UV}} d^4 k \frac{1}{(2\pi)^3 a(t)^3} \frac{d}{dt} \left( \frac{a(t)^3}{k^2 + \lambda \dot{\phi}} \right) \quad (68)
\]
As mentioned above, this is subdominant in its contribution to the equation of motion compared to the leading terms of order $3H\dot{\phi}\delta\phi$ for the background evolution, provided we satisfy (66).

Next consider the radiative correction to the quadratic term:

$$\delta\dot{\phi}^2 N_f \lambda^2 \int_H^{M_{UV}} \frac{d^4k}{(2\pi)^4} \frac{1}{(k^2 + \lambda \dot{\phi})^2}$$

(69)

In the denominator here, we see the effective mass squared of $\chi$ from the background. This effective mass term can suppress the radiative effect, but there is a trade-off: it also causes the $\chi$ modes to find themselves on an effective potential hill, with $m_{\text{eff}}^2 \sim \lambda \dot{\phi}$, pushing them to smaller values. One could restrict $\Delta t$ to a small enough timescale to avoid a significant decrease of $|\vec{\chi}|$ during this period. Instead, we will accompany the mixing with a linear term in $\Delta V(\chi)$ which pushes outward on $\chi$ to compensate this. This can be done with reasonable scales in the potential: near our tail excursion of $\vec{\chi}$ we need

$$\Delta V + \lambda \dot{\phi} \chi^2 \sim -\mu^3 |\chi| + \frac{1}{2} \lambda \dot{\phi} \chi^2$$

(70)

with

$$\mu^3 \sim \lambda \dot{\phi} |\chi_{\text{tail}}| \sim \dot{\phi} \sqrt{\frac{\lambda \delta \phi_c}{\Delta t}} \sim \dot{\phi} H \sqrt{\frac{4\pi \epsilon_{\text{mix}} \phi_c}{N_f^{1/4} \Delta t H^2}}$$

(71)

We find a mild lower bound on $\Delta t$ from the requirement that $\chi^2_{\text{tail}} \sim \delta \phi_c / M^2_{UV}$; this corresponds to $\Delta t > \delta \phi_c / \dot{\phi}$. Given that $\dot{\phi} \geq 10^5 H^2$ (taking it to be at least as large as the overall inflationary $\dot{\phi}$), this requirement is satisfied in our regime, e.g. for the value $H\Delta t = 4$ used as an example in the main text.

We have other inequalities as follows. In order for the radiative effect to be suppressed we want $\lambda \dot{\phi} > M^2_{UV}$, along with the above condition (66). We also want $M_{UV} \gg H$ so that we are not tuning the effective UV cutoff of the $\chi$ loops. So we want

$$H^2 \ll M^2_{UV} \ll \lambda \dot{\phi} \quad \text{and} \quad H^2 \ll M^2_{UV} \ll \frac{\dot{\phi}}{\sqrt{N_f}}$$

(72)

which just requires $\lambda \gg H^2/\dot{\phi}, N_f \ll \dot{\phi}^2 / H^4$, which are both easily satisfied. With $\lambda \sim 1/N_f^{1/4}$, the first of these inequalities is the stronger one.

With these windows in place, which are straightforward to satisfy, let us go back to the radiative correction (69). This is of order

$$\delta\dot{\phi}^2 N_f \lambda^2 \frac{M_{UV}^4}{(\lambda \dot{\phi})^2} = \frac{N_f M_{UV}^4}{\dot{\phi}^2} \ll 1$$

(73)

and can be neglected compared to the classical term.
A.2 Comment on another order of integration

We can also work with the path integral in another order of integration, starting with $\delta \phi$. In this subsection, we comment briefly on this approach, which leads to an interesting structure. However, it is unconventional in the sense that the long modes of $\delta \phi$ are integrated out before the short modes of $\chi$, leading to a non-local expression. However, as we will see, this expression is very intuitive from the perspective of our mechanism for strong non-Gaussian tails.

\[
\Psi(\chi_0, \delta \phi_0) = \int D\chi_m D\phi_m \int D\chi|_{b.c.} D\delta \phi|_{b.c.} e^{iS} \Psi_G(\delta \phi_m) \Psi_G(\chi_m) \tag{74}
\]

We can make the following shift in $\delta \phi$:

\[
\delta \phi_k \rightarrow \delta \phi_k - \frac{1}{2} \lambda \int_{t_m}^{t} dt' (\chi^2)_k(t') \tag{75}
\]

Then the action becomes:

\[
S = \int_{t_m}^{t_m + \Delta t} dt a(t)^3 d^3k \left\{ \delta \dot{\phi}_k \delta \dot{\phi}_{-k} - \frac{k^2}{a(t)^2} \delta \phi_k \delta \phi_{-k} \right. \\
+ \chi_k \dot{\chi}_{-k} - \frac{1}{4} \lambda^2 (\chi^2)_k(\chi^2)_{-k} + \lambda^2 k^2 \left( \int_{t_m}^{t} dt' \chi(t')_k \right) \left( \int_{t_m}^{t} dt' \chi(t')_{-k} \right) \right\} \tag{76}
\]

while the boundary conditions are $\delta \phi_m \rightarrow \delta \phi_m$ and for each $k$ mode

\[
\delta \phi_0 \rightarrow \delta \phi'_0 = \delta \phi_0 - \frac{1}{2} \lambda \int_{t_m}^{t_m + \Delta t} dt \chi^2 \tag{77}
\]

In the action, we have neglected the term:

\[
2 \lambda \partial \dot{\phi} \int_{t_m}^{t} dt' \chi(t') \partial_t \chi(t') \tag{78}
\]

This term is suppressed by a factor of the field gradients as well as a factor of $\lambda$ and $\Delta t$.

The idea behind this shift is to decouple $\delta \phi$ and $\chi$ in the action (they are still coupled via the boundary condition $\delta \phi'_0$). Now, the $\dot{\phi}$ integrals of (74) are just the evolution of a Gaussian state in DS and give another Gaussian state $\Psi_{\text{G, evolved}}(\delta \phi'_0)$. Then,

\[
\Psi(\chi_0, \delta \phi_0) = \int D\chi_m D\chi|_{b.c.} e^{iS} \Psi_G(\chi_m) \Psi_{\text{G, evolved}} \left( \delta \phi_0 - \frac{1}{2} \lambda \int_{t_m}^{t_m + \Delta t} dt \chi^2 \right) \tag{79}
\]

where $S_\chi$ is the action (76) without the first term. This resembles (28). The next step would be to find a saddle solution for $\rho(\delta \phi_0)$.

Within the expression for $\rho(\delta \phi_0)$ (61), there is a saddle point satisfying $\chi_s = \tilde{\chi}_s$. In this expression, the contribution from the inside-horizon modes of $\chi$ are helpful in cancelling the tail in $\delta \phi$. It appsears from this expression $\chi$ trajectories can evolve from $\chi_m$ to $\chi_0$ with the integral in (79) cancelling the tail. It would be interesting to pursue this analysis further. However, the integration performed in the other order in the previous subsection suffices to establish radiative stability.
B Hyperbolic field space case as a candidate for a large tail with radiative stability

Consider the theory during our mixing interval $\Delta t$ with action

$$\int \left\{ (\partial \chi)^2 + e^{2\chi/M_*} (\partial \phi)^2 - V(\phi) \right\}$$

(80)

The metric part of this has the continuous isometries of hyperbolic space (as in certain supergravity models [24] and in the recent inflationary mechanism [25]). The isometry group includes a continuous shift in $\chi$ combined with a rescaling of $\phi$. Up to effects suppressed by $V'$, the only correction to the two derivative kinetic term that is possible is to change $M_*'$; let us denote by $M_*$ the final value of it. In fact, as argued in [25], a small value of $M_*$ is well-motivated analogously to small axion decay constants. Higher derivative terms may arise, but these must respect the isometries. For example, powers of $(\partial \phi)^2$ must arise in the combination $e^{2\chi/M_*} (\partial \phi)^2$, and below we will see that $e^{2\chi/M_*}$ will be small in our regime of interest. Also, both for these corrections and higher powers of $(\partial \chi)^2$, we have suppression by powers of $1/a(t)$. The other radiative corrections vanish in the limit that $V' \to 0$. A value of $V'$ which is exponentially suppressed as a function of inverse coupling constants may be obtained in a Wilsonian natural way via dimensional transmutation. In what follows, we assume that $V'$ is small enough for the leading effects in the mixing period $\Delta t$ to come from the first two terms in (80).

Let us define $f(\chi) = e^{2\chi/M_*}$ (note that this is not the same as $F(\chi)$ in the main text). During our small interval of time $\Delta t$ for mixing, we get a relatively simple evolution operator $U$:

$$\Psi(t_0) \simeq U \Psi(t_0 - \Delta t) \sim e^{-i\Delta t \int_{a(t_0)/f(\chi)}^{a(t_0)} \Psi_G(\phi) \Psi_G(\chi)}$$

(81)

We note that in our book-keeping here, we will include the whole field $\phi$ (the approximately frozen background and the perturbations). The exponent is not just a shift of $\phi$, but as we will see below it includes that and it is still very tractable since it is Gaussian in the $\phi$ sector. (The ultimate distribution will be highly non-Gaussian from the $\chi$ integral.) In writing just the $\tilde{\Pi}_\phi^2$ term in the Hamiltonian, we used the fact that the other terms acting on our state will be small in the small-$F$ regime we will be interested in. Note that here unlike before we are not dropping the $\delta \phi^2$ term from the start, instead we keep the full interaction between $\chi$ and $\phi$.

Let us write it in a field momentum basis in order to compute the effect of this step of evolution. We use a matrix notation for the position space integrals.

$$\psi_G(\phi) = e^{-\frac{i}{2}(\phi - \bar{\phi}) \Sigma^{-1}(\phi - \bar{\phi})} e^{i\Pi_\phi \phi} = \int D\Pi_\phi e^{-\frac{i}{2}(\Pi_\phi - \bar{\Pi}_\phi) \Sigma(\Pi_\phi - \bar{\Pi}_\phi)} e^{i\Pi_\phi (\phi - \bar{\phi})}$$

(82)

with

$$\bar{\Pi}_\phi = a_0^3 \bar{f} \phi$$

(83)
This yields
\[
\Psi(t_0) \approx \psi_G(\chi_0) \int d\Pi e^{i\Pi(\phi - \bar{\phi})} e^{-\frac{1}{2}\Sigma(\Pi - \bar{\Pi})} e^{-i\Delta t\Pi^2/a_0^2 f(\chi)}
\]
\[
= \text{phase} \times \psi_G(\chi_0)
\]
\[
\exp \left( -\frac{1}{2} \bar{\Pi} \Sigma \bar{\Pi} - \frac{1}{2} \left[ \phi - \bar{\phi} - i\bar{\Pi} \Sigma \right] \left[ \Sigma + i \frac{\Delta t}{a_0^2 f(\chi)} \right]^{-1} \left[ \phi - \bar{\phi} - i\bar{\Pi} \Sigma \right] \right)
\]
(84)

There are two effects here: a shift in field space and a wider width. We will unpack the formula to exhibit each of these next.

First, consider expanding in the \( \Delta t \) term. Let us simplify the notation by writing the matrix
\[
\Delta T_{x,x'} \equiv \Delta t \frac{\delta x,x'}{a_0^2 f(\chi_0(x))}
\]
(85)
This is diagonal (but not proportional to the identity). We have
\[
(\Sigma + i \Delta T)^{-1} = \Sigma^{-1} - i\Sigma^{-1} \Delta T \Sigma^{-1} + \mathcal{O}(\Delta_T^2)
\]
(86)
This gives for (84)
\[
\text{phase} \times \exp \left( -\frac{1}{2} \left[ \phi - \bar{\phi} \right] \Sigma^{-1} \left[ \phi - \bar{\phi} \right] + \bar{\Pi}\Sigma^{-1} \left[ \phi - \bar{\phi} \right] + \mathcal{O}(\Delta_T^2) \right)
\]
(87)
So at this order in the exponent, we see the shift
\[
\phi - \bar{\phi} \to \phi - \bar{\phi} - \Delta T \bar{\Pi} \phi = \phi - \bar{\phi} - \Delta t \bar{\phi} - \Delta t \left( \frac{\bar{\phi}}{f} - \bar{\phi} \right) = \delta \phi - \Delta t \left( \frac{\bar{\phi}}{f} - \bar{\phi} \right)
\]
(88)
If we write \( f = 1 + F \) and perturb in \( F \) this is
\[
\delta \phi - \Delta t (\bar{F} \bar{\phi} - F \bar{\phi}) \quad F \equiv 1 - f \to 0
\]
(89)
which is similar to the examples in the main text.

We also see a different regime where \( f(\chi) = e^{2\chi/M_*} \ll 1 \), the \( \Delta t \) term dominates, and the width for \( \phi - \bar{\phi} \) is enormous. We pay a small price for this in \( \psi_G(\chi) \) because \( \chi \sim M_* \log f \).

The calculation of the probability distribution for \( \delta \phi \) proceeds as before, \( \rho(\delta \phi) = \int D\chi_0 |\Psi|^2 \).

A toy one-dimensional analogue of the \( \chi_0 \) integral behaves as
\[
\int dx e^{-x^2/2} e^{-\langle \delta \phi_c \rangle^2/(1+e^{-4x})}
\]
(90)
In other words, even ignoring the field space shift, the saddle is at \( 4x \approx -\log \delta \phi_c^2 \), and the suppression is only by \( e^{-\langle \log \delta \phi_c \rangle^2 M_*^2/H^2} \), giving us a highly non-Gaussian tail. Recall that \( M_* \) here can naturally be small, corresponding to a highly curved hypebolic metric.
C Analytic results for correlations and distributions in the $p = 1$ example

In this appendix we would like to collect some formulas from [14] for the equilibrium two point function, and then evaluate it for the $p = 1$ model in the $\chi$ sector. We will then generalize to the two point function of $\chi^2$ as in [19]. Finally, we will analyze the joint probability distribution. In this appendix, we will for simplicity work with a single $\chi$ field; the generalization to $N_f > 1$ is straightforward and is incorporated in the main text.

Following the notation in [14], but for simplicity setting $H = 1$ in this subsection, we have an equal-time two point correlation function (cf [14] eqn (84)):

$$G(R) = N \sum_n |A_n|^2 e^{-2 \log(R) \Lambda_n}$$

(91)

where

$$A_n = N^{-1} \int d\chi e^{-\lambda_p |\chi|^p} \Phi_n(\chi)$$

(92)

with

$$N = \int_{-\infty}^{\infty} d\chi e^{-2 \lambda_p |\chi|^p} = \frac{2^{-1-1/p}}{\lambda_p^{1/p}} \Gamma \left( 1 + \frac{1}{p} \right)$$

(93)

We would like to evaluate this for $p = 1$, where the spectrum of (6) has a continuum above a gap, with simple eigenfunctions

$$\Phi_{\pi \chi} \sim e^{i \pi \chi},$$

(94)

and corresponding eigenvalues

$$\frac{\Lambda}{\tilde{H}} = \frac{H^2}{8 \pi^2} \left( \frac{\pi^2}{\tilde{\chi}^2} + \frac{\lambda_1^2}{H^2} \right).$$

(95)

To be precise, we should include the correct boundary conditions at the origin. We find two wavefunctions (one odd and one even):

$$\Phi_{\text{odd}}(\chi) = \frac{1}{\sqrt{\pi}} \sin(\pi \chi)$$

(96)

and

$$\Phi_{\text{even}}(\chi) = \frac{1}{\sqrt{\pi}} \sin(\pi \chi |\chi| - \arctan(\pi \chi H/\lambda_1))$$

(97)

The normalization constant is chosen so that:

$$\int d\chi \Phi_{\pi_1}(\chi) \Phi_{\pi_2}(\chi) = \delta(\pi_1 - \pi_2)$$

If we include the full infinite $\chi$ field space, the sum over $n$ in (91) becomes a continuum integral over the field momentum $\pi_\chi \simeq \sqrt{\Lambda}$, which we will take into account in our calculations here. Of course, physically only a finite range of $\chi$ is involved (for which the potential
V(\chi) remains below the inflationary scale. In fact, the coefficients $A_n$ suppress the $\chi \to \infty$ regime, so it will self-consistently not contribute.

In this case, we find (again in $H = 1$ units)

$$N_{\mu=1} = \frac{1}{\lambda_1},$$

$$A_{\pi x} = \frac{4\pi_\chi/\lambda_1^2}{\sqrt{\pi(\pi_\chi/\lambda_1)^2 + 1)^2}}$$

which leads to

$$G(R)_{\mu=1} = \frac{1}{\lambda_1} \int d\pi_x |A_{\pi x}|^2$$

$$= \frac{1}{2\pi} \frac{16}{\lambda_1^4} \frac{1}{R_{\chi}^4/4\pi^2} \int_{-\infty}^{\infty} dw \frac{w^2}{(1 + w^2)^4} \exp \left( -\frac{\lambda_1^2}{4\pi^2} w^2 \log(R) \right)$$

where to get the second expression we changed variables to $w = \pi_\chi/\lambda_1$. Here the factor of two downstairs is because we should only count $\pi_\chi > 0$ since the others are redundant, and we define the integral over $w$ from $-\infty$ to $+\infty$. We note that the solutions $\Phi(\chi)$ which contribute are the odd ones $\sim \sin(\pi_\chi \chi)$. The $R$-dependent prefactor is precisely (8), but as discussed below that equation in the main text, we in general have contributions of subleading non-equilibrium modes. Here in (99) this is reflected in the $R$-dependence in the integrand. However, this has a mild effect: a saddle point estimate gives $w_{saddle}^2 \sim \frac{4\pi^2}{\lambda_1^4 \log(R)}$, indicating a log rescaling. As a result, our parametric estimate for the correlation length is not substantially affected, and we may use (8) as a reasonable estimate also for the $p = 1$ example.

As described in the main text, for our $m = 2$ model we are also interested in the two point function $\langle \chi^2(x_1)\chi^2(x_2) \rangle$ on CMB scales, to understand $G(R_{CMB})$ and apply the constraint that the second term in (41) not dominate. This calculation is very similar to the calculation of $G(R)$ reviewed above, but now instead of $A_n$ defined above in (92), we have an extra power of $\chi$ in the integrand. Defining

$$A_n^{(2)} \equiv N^{-1} \int d\chi \chi^2 e^{-\lambda_n|\chi|^p} \Phi_n(\chi),$$

the two point function of $\chi^2$ is given by

$$G^{(2)}(R) = N \sum_n |A_n^{(2)}|^2 e^{-2\log(R)\Lambda_n}$$

Now for an even potential $v(\chi)$ as we are considering, the eigenfunction $\Phi_1$ will be odd, and hence the leading contribution to $G^{(2)}$ will be $\Phi_2$. This leads to the expression (42) in the main text. For $p = 1$, as we consider there, the spectrum of $\Phi_n$’s consists of a continuum above the gap at $\Lambda_1$. So in that example, $\Lambda_2 \simeq \Lambda_1 = \lambda_1^2/8\pi^2$, as in the last expression in (42).
With the even wavefunctions given above, we find
\[ A_{\pi\chi}^{(2)} = \frac{8\pi\chi^2}{(\pi^2 + \lambda_1^2)^{5/2}}. \]
Then (101) becomes
\[ G^{(2)}(R)_{p=1} = \frac{32}{\pi\lambda_1^4 R^{3/4} \pi^2} \int_{-\infty}^{\infty} dw \frac{w^2}{(1 + w^2)^5} \exp\left(-\frac{\lambda_1^2}{4\pi^2} w^2 \log(R)\right). \]
Once again, this includes a factor of 1/2 from the redundancy of considering both \( \pm\pi\chi \) for our even wavefunctions. In our analysis developed in the main text, we apply this at CMB scales, so \( \log(R) = \log(R_{CMB}) = N_e \).

It is interesting to note that the analysis of the probability distributions \( \rho_N(\chi_1, \ldots, \chi_N) \) along the lines of [14] is particularly tractable in our \( p = 1 \) model. For example, the joint distribution \( \rho_2 \) is explicitly calculable as we will see in the following subsection.

C.1 Joint probability

In this section, we analyze the joint probability distribution for the field \( \chi \) on two different patches. We can use this, for example, to determine the spatial scale on which \( \chi \) varies from a large value \( \chi_t \) on its tail down to \( \chi = 0 \). Consider the joint probability \( \rho_2(\chi_1(x_1, t), \chi_2(x_2, t)) \), and define \( a(t)|x_1 - x_2| = R \). We will be interested in how this behaves for \( \chi_1(x_1, t) = \chi_t, \chi(x_2, t) = 0 \).

This is easy to obtain (starting from [14] eqns (79-80)). Doing the \( \chi_r \) integral gives
\[ \rho_2(\chi_1(x_1, t), \chi_2(x_2, t)) = e^{-v(\chi_1)}e^{-v(\chi_2)} \frac{1}{N} \sum_{n=0}^{\infty} \Phi_n(\chi_1)\Phi_n(\chi_2)e^{-2\Lambda_n \Delta t} \]
where
\[ \Delta t = t - t_r = \log(RH\epsilon) \]
in the notation of [14]. We will keep \( \epsilon \) explicit; the field is smoothed on a scale \( H^{-1}/\epsilon \). We note that for \( \Delta t = 0 \), the joint distribution reduces to
\[ \rho_2 \rightarrow \rho_1(\chi_1)\delta(\chi_1 + \chi_2), \quad \Delta t \rightarrow 0 \]

obeying the boundary condition noted in [14].

By separating out the \( \Phi_0 = \frac{1}{\sqrt{N}}e^{-v} \) contribution, we can write this in general as
\[ \rho_2(\chi_1(x_1, t), \chi_2(x_2, t)) = \rho_1(\chi_1)\rho_2(\chi_2) + e^{-v(\chi_1)}e^{-v(\chi_2)} \frac{1}{N} \sum_{n=1}^{\infty} \Phi_n(\chi_1)\Phi_n(\chi_2)e^{-2\Lambda_n \Delta t} \equiv \rho_1 \rho_1 + \Delta \rho_2 \]
(106)
When the first term dominates, the distribution decomposes into a product of the 1 point pdf’s on each patch. We can check when this happens as a function of χ₁, χ₂ and RHε. In particular, we wish to understand the R dependence when χ₁ = χ₉, χ₂ = 0 for some appropriate smoothing of the field determined by ε.

For our p = 1 model, we can work the correction term out explicitly using the precise eigenvalues (95) and eigenfunctions (96-97) above. This is given by (setting H = 1 to simplify the formulas)

\[
\Delta \rho_2 = e^{-v(\chi_1)} e^{-v(\chi_2)} \frac{1}{N} e^{-\lambda_1^2 \Delta t/4 \pi^2} \frac{1}{2} \int_{-\infty}^{\infty} d\pi \chi e^{-\pi^2 \Delta t/4 \pi^2} (\Phi_{\text{odd}}(\chi_1) \Phi_{\text{odd}}(\chi_2) + \Phi_{\text{even}}(\chi_1) \Phi_{\text{even}}(\chi_2))
\]  

(107)

For our question as discussed above, we set \(\chi_2 = 0\), and this simplifies the calculation since \(\Phi_{\text{odd}}(0) = 0\). So it becomes

\[
\Delta \rho_2 = e^{-v(\chi_1)} e^{-v(0)} \frac{1}{2 \pi N} e^{-\lambda_1^2 \Delta t/4 \pi^2} \int_{-\infty}^{\infty} d\pi \chi e^{-\pi^2 \Delta t/4 \pi^2} \sin(\pi \chi |\chi|) - \arctan(\pi \chi / \lambda_1)) \sin(- \arctan(\pi \chi / \lambda_1)) \]  

(108)

Next we simplify the integrand: defining \(w = \pi \chi / \lambda_1\)

\[
\sin(\pi \chi |\chi| - \arctan(\pi \chi / \lambda_1)) \sin(- \arctan(\pi \chi / \lambda_1)) = \frac{w^2 \cos(w \lambda_1 |\chi|) - w \sin(w \lambda_1 |\chi|)}{w^2 + 1}
\]

(109)

So we have

\[
\Delta \rho_2 = e^{-v(\chi_1)} e^{-v(0)} \frac{\lambda_1}{2 \pi N} e^{-\lambda_1^2 \Delta t/4 \pi^2} \int_{-\infty}^{\infty} dw e^{-w^2 \lambda_1^2 \Delta t/4 \pi^2} \frac{w^2 \cos(w \lambda_1 |\chi|) - w \sin(w \lambda_1 |\chi|)}{w^2 + 1}
\]

(110)

We can further use symmetry to write this in terms of phases as

\[
\Delta \rho_2 = e^{-v(\chi_1)} e^{-v(0)} \frac{\lambda_1}{2 \pi N} e^{-\lambda_1^2 \Delta t/4 \pi^2} \int_{-\infty}^{\infty} dw e^{-w^2 \lambda_1^2 \Delta t/4 \pi^2} \frac{w^2 e^{i w \lambda_1 |\chi|} - (w/i)e^{i w \lambda_1 |\chi|}}{w^2 + 1}
\]

\[
= e^{-v(\chi_1)} \frac{\lambda_1}{2 \pi N} e^{-\lambda_1^2 \Delta t/4 \pi^2} \int_{-\infty}^{\infty} dw e^{-w^2 \lambda_1^2 \Delta t/4 \pi^2} e^{i w \lambda_1 |\chi|} (1 + \frac{i}{w - i})
\]

(111)

Before working with this result, let us first check how it reduces to (105) for \(\Delta t = 0\). The first term in parentheses gives a delta function, saturating the boundary condition (105). The second term can be done by residues, with the integral over \(w\) being simply \(-2\pi e^{-\lambda_1 |\chi|}\). At \(\Delta t = 0\), this second term in \(\Delta \rho_2\) precisely cancels the \(\rho_1 \rho_1\) term in \(\rho_2 = \rho_1 \rho_1 + \Delta \rho_2\), when we take into account the relation \(N = 1/\lambda_1\). Altogether our result indeed satisfies the boundary condition (105) at \(\Delta t = 0\).

Now, for sufficiently large \(\Delta t\) and \(\chi_1\), we can make a reliable saddle point estimate:

\[
w_s = \frac{2 \pi^2 i |\chi|}{\lambda_1 \Delta t}, \quad \Delta w_s = \frac{\pi}{\lambda_1} \sqrt{\frac{2}{\Delta t}}
\]

(112)
For the first term in parentheses above, the term that reduced to the delta function at $\Delta t = 0$, this saddle point is exact (that term is just exactly a Gaussian integral). This saddle point contribution, including both terms in parentheses above, gives

$$\Delta \rho_{2,\text{saddle}} = \frac{\lambda_1}{2\pi N} e^{-\lambda_2^2 \Delta t / 4\pi^2} \frac{\pi}{\lambda_1} \sqrt{\frac{2}{\Delta t}} \frac{2\pi^2 |\chi_t|}{2\pi^2 |\chi_t| - \lambda_1 \Delta t} e^{-v(\chi_t)} e^{-\pi^2 \chi_t^2 / \Delta t}$$ \hspace{1cm} (113)

In fact, we can derive a closed form expression for our result as follows. We want to do the integral:

$$I = \int_{-\infty}^{\infty} dwe^{-aw^2 + 2iabw} \left( 1 + \frac{i}{w - i} \right) = \int_{-\infty}^{\infty} dwe^{-b^2a-a(w-ib)^2} \left( 1 + \frac{i}{w - i} \right)$$ \hspace{1cm} (114)

In order to turn the $(w - ib)^2$ factor in the exponent into $w^2$ we can draw a rectangle in the complex plane with sides the real axis and the line $z = bi$. Assume for now that $b < 1$ so that the pole is outside the rectangle. Then the two integrals along the two lines are equal:

$$I = \int_{-\infty}^{\infty} dwe^{-b^2a-w^2} \left( 1 + \frac{i}{w - (1-b)i} \right)$$ \hspace{1cm} (115)

We need the result:

$$\int_{-\infty}^{\infty} dw \frac{e^{-aw^2}}{w - bi} = bi \int_{-\infty}^{\infty} dw \frac{e^{-aw^2}}{w^2 + b^2} = \text{sign}(b) i e^{ab^2} \pi \text{erfc}(\sqrt{a}|b|)$$ \hspace{1cm} (116)

Then,

$$I = e^{-b^2a} \left[ \sqrt{\frac{\pi}{a}} - \pi e^{a(1-b)^2} \text{erfc}(\sqrt{a}(1-b)) \right]$$ \hspace{1cm} (117)

For $b > 1$, we have to also include the residue of the pole $(= ie^{a-2ab})$, as well as take into account that $1 - b$ is negative:

$$e^{-b^2a} \left[ \sqrt{\frac{\pi}{a}} + \pi e^{a(1-b)^2} \text{erfc}(-\sqrt{a}(1-b)) \right] - 2\pi e^{a-2ab}$$ \hspace{1cm} (118)

The two expressions are in fact equal because $\text{erfc}(-x) = 2 - \text{erfc}(x)$.

In our case, $a = \frac{\lambda_2^2 \Delta t}{4\pi^2}$ and $b = \frac{2\pi^2 |\chi_t|}{\Delta \lambda_1}$, so we find

$$\Delta \rho_2 = e^{-v(\chi_t)} \frac{\lambda_1}{2\pi N} e^{-\lambda_2^2 \Delta t / 4\pi^2} e^{-\pi^2 \chi_t^2 / 2\Delta t} \left[ \sqrt{\frac{4\pi^4}{\lambda_2^2 \Delta t}} - \pi e^{-\frac{(\lambda_1 \Delta t - 2\pi^2 |\chi_t|)^2}{4\pi^2 \Delta t}} \text{erfc} \left( \frac{\lambda_1 \Delta t - 2\pi^2 |\chi_t|}{2\pi \sqrt{\Delta t}} \right) \right]$$ \hspace{1cm} (119)
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