Exploring the evolution of color-luminosity parameter $\beta$ and its effects on parameter estimation
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In Phys. Rev. D 88, 043511 (2013), using the Supernova Legacy Survey Three Year (SNLS3) data, Wang & Wang found that there is a strong evidence for the redshift-evolution of color-luminosity parameter $\beta$. In this paper, using three simplest dark energy models ($\Lambda$CDM, $w$CDM, and CPL), we further explore the evolution of $\beta$ and its effects on parameter estimation. In addition to the SNLS3 data, we also take into account the Planck distance priors data, as well as the latest galaxy clustering (GC) data extracted from SDSS DR7 and BOSS. We find that, for all the models, $\beta$ deviates from a constant at 5$\sigma$ confidence levels. Moreover, adding a parameter of $\beta$ can reduce the best-fit values of $\chi^2$ by $\sim 35$, showing the importance of considering the evolution of $\beta$ in the cosmology-fits. We find that, using the SNLS3 data alone, varying $\beta$ yields a larger $\Omega_m$ for the $\Lambda$CDM model; using the SNLS3+CMB+GC data, varying $\beta$ yields a larger $\Omega_m$ and a smaller $h$ for all the models. Moreover, we find that these results are much closer to those given by the CMB+GC data, compared to the cases of treating $\beta$ as a constant. This indicates that considering the evolution of $\beta$ is very helpful for reducing the tension between supernova and other cosmological observations.
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I. INTRODUCTION

Various astronomical observations [1–7] all indicate that the Universe is undergoing an accelerated expansion. So far, we are still in the dark about the nature of this extremely counterintuitive phenomenon; it may be due to an unknown energy component (i.e., dark energy (DE) [8–19]), or a modification of general relativity (i.e., modified gravity (MG) [20–27]). For recent reviews, see [28–37].

One of the most powerful probes of DE is the use of type Ia supernovae (SNe Ia), which can be used as cosmological standard candles to measure the expansion history of the Universe. In recent years, several supernova (SN) datasets with hundreds of SNe Ia were released, such as “Union” [38], “Constitution” [39], “SDSS” [40], “Union2” [41] and “Union2.1” [42].

In 2010, a high quality SN dataset from the first three years of the Supernova Legacy Survey (SNLS3) was released [43]. Soon after, Conley et al. (2011; hereafter C11) presented SNe-only cosmological results by combining the SNLS3 SNe with various low- to mid-z samples [44], and Sullivan et al. presented the joint cosmological constraints by combining the SNLS3 dataset with other cosmological data sets [45]. C11 presented three SNe data sets, depending on different light-curve fitters: “SALT2”, which consists of 473 SNe Ia; “SiFTO”, which consists of 468 SNe Ia; and “combined”, which consists of 472 SNe Ia. It should be stressed that, the SNLS team treated two important quantities, stretch-luminosity parameter $\alpha$ and color-luminosity parameter $\beta$ of SNe Ia, as free model parameters on the same footing as the cosmological parameters, all to be estimated during the Hubble diagram fitting process using the covariance matrix that includes both statistical and systematic errors.

A critical challenge is the control of the systematic uncertainties of SNe Ia. One of the most important factors is the effect of potential SN evolution, i.e., the possibility of the evolution of $\alpha$ and $\beta$ with redshift $z$. So far, $\alpha$ is still consistent with a constant, but the evolution of $\beta$ has been found for both the SDSS [40] and the Union2.1 [44] SN samples. In [47], Wang & Wang studied this issue by using the SNLS3 data. They found no evidence for the evolution of $\alpha$, but $\beta$ increases significantly with $z$ when systematic uncertainties are taken into account. It should be stressed that, this conclusion is insensitive to the lightcurve fitter used to derive the SNLS3 sample, or the functional form of $\beta(z)$ assumed [47].

It is clear that a time-varying $\beta$ has significant impact on parameter estimation. In [47], using the cubic spline interpolation for a scaled comoving distance $r_p(z)$, Wang & Wang briefly discussed the effects of varying $\beta$ on the distance-redshift relation. It is also very interesting to study the impact of varying $\beta$ on various cosmological models. So in this paper, we study this issue by considering three simplest DE models: $\Lambda$CDM, $w$CDM, and CPL [48]. For comparison, we also take into account the Planck distance priors data [49], as well as the latest galaxy clustering (GC) data extracted from SDSS DR7 [50] and BOSS [51].

We describe our method in Sec. II, present our results in Sec. III, and conclude in Sec. IV.
II. METHOD

The comoving distance to an object at redshift $z$ is given by:
\[
    r(z) = cH_0^{-1} [\Omega_k]^{-1/2} \sinh[|\Omega_k|^{1/2} \Gamma(z)],
\]
(1)
\[
    \Gamma(z) = \int_0^z \frac{dz'}{E(z')},
\]
where $\sinh(x) = \sin(x)$, $x$, $\sinh(x)$ for $\Omega_k < 0$, $\Omega_k = 0$, and $\Omega_k > 0$ respectively. The expansion rate of the universe $H(z)$ (i.e., the Hubble parameter) is given by
\[
    H^2(z) = H_0^2 [\Omega_m(1+z)^3 + \Omega_k(1+z)^2 + \Omega_X X(z)],
\]
(2)
where $\Omega_m + \Omega_k + \Omega_X = 1$. $\Omega_m$ also includes the contribution from massive neutrinos besides the contributions from baryons and dark matter; the dark energy density function $X(z)$ is defined as
\[
    X(z) \equiv \frac{\rho_X(z)}{\rho_X(0)}.
\]
(3)
Note that $\Omega_{\text{rad}} = \Omega_m/(1+z_{eq}) \ll \Omega_m$ (with $z_{eq}$ denoting the redshift at matter-radiation equality), thus the $\Omega_{\text{rad}}$ term is usually omitted in dark energy studies at $z \ll 1000$, since dark energy should only be important at late times.

A. SNe Ia Data

SNe Ia data give measurements of the luminosity distance $d_L(z)$ through that of the distance modulus of each SN:
\[
    \mu_0 = m - M = 5 \log \left[ \frac{d_L(z)}{\text{Mpc}} \right] + 25,
\]
(4)
where $m$ and $M$ represent the apparent and absolute magnitude of an SN. The luminosity distance $d_L(z) = (1+z)r(z)$, with the comoving distance $r(z)$ given by Eq. (1).

Here we use the SNLS3 data set. As mentioned above, based on different light-curve fitters, three SNe sets of SNLS3 are given, including “SALT2”, “SiFTO”, and “combined”. As shown in [47], the conclusion of evolution of $\beta$ is insensitive to the lightcurve fitter used to derive the SNLS3 sample. So in this paper we just use the “combined” set.

In [42], by considering three functional forms (linear case, quadratic case, and step function case), Wang & Wang explored the possible evolution of $\alpha$ and $\beta$. It is found that $\alpha$ is still consistent with a constant, but $\beta$ increases significantly with $z$. It should be stressed that this conclusion is insensitive to functional form of $\alpha$ and $\beta$ assumed [47]. So in this paper, we just adopt a constant $\alpha$ and a linear $\beta(z) = \beta_0 + \beta_1 z$. Now, the predicted magnitude of an SN becomes,
\[
    m_{\text{mod}} = 5 \log_{10} D_L(z|\mathbf{p}) - \alpha(s-1) + \beta(z)C + M,
\]
where $D_L(z|\mathbf{p})$ is the luminosity distance multiplied by $H_0$ for a given set of cosmological parameters $\{\mathbf{p}\}$, $s$ is the stretch measure of the SN light curve shape, and $C$ is the color measure for the SN. $M$ is a nuisance parameter representing some combination of the absolute magnitude of a fiducial SN, $M$, and the Hubble constant, $H_0$. Since the time dilation part of the observed luminosity distance depends on the total redshift $z_{\text{hel}}$ (special relativistic plus cosmological), we have
\[
    D_L(z|\mathbf{s}) = c^{-1} H_0 (1 + z_{\text{hel}}) r(z|\mathbf{s}),
\]
(6)
where $z$ and $z_{\text{hel}}$ are the CMB restframe and heliocentric redshifts of the SN.

For a set of $N$ SNe with correlated errors, we have [41]
\[
    \chi^2 = \Delta m^T \cdot C^{-1} \cdot \Delta m
\]
(7)
with the diagonal part of the statistical uncertainty given by [41]
\[
    D_{\text{stat},ii} = \sigma_{m_B,i}^2 + \sigma_{\text{int}}^2 + \sigma_{\text{lensing}}^2 + \sigma_{\text{host correction}}^2 + \left[ \frac{5(1+z_i)}{z_i(1+z_i/2) \ln 10} \right]^2 \sigma_{z,i}^2 + \alpha^2 \sigma_{s,i}^2 + \beta(z_i)^2 \sigma_C^2 + 2 \alpha C_{m_B,s,i} + 2 \beta(z_i) C_{m_B,C,i} - 2 \alpha \beta(z_i) C_{s,C,i},
\]
(10)
where $C_{m_B,s,i}$, $C_{m_B,C,i}$, and $C_{s,C,i}$ are the covariances between $m_B$, $s$, and $C$ for the $i$-th SN, $\beta_i = \beta(z_i)$ are the values of $\beta$ for the $i$-th SN. Note also that $\sigma_{z,i}^2$, includes a peculiar velocity residual of 0.0005 (i.e., 150 km/s) added in quadrature [44]. Per C11, here we fix the intrinsic scatter $\sigma_{\text{int}}$ to ensure that $\chi^2/dof = 1$. Varying $\sigma_{\text{int}}$ could have a significant impact on parameter estimation, see [52] for details.

We define $\mathbf{V} \equiv \mathbf{C}_{\text{stat}} + \mathbf{C}_{\text{sys}}$, where $\mathbf{C}_{\text{stat}}$ and $\mathbf{C}_{\text{sys}}$ are the statistical and systematic covariance matrices, respectively. After treating $\beta$ as functions of $z$, $\mathbf{V}$ is given in the form:
\[
    \mathbf{V}_{ij} = V_{0,i} + \alpha^2 V_{a,i} + \beta_i \beta_j V_{b,ij} + \alpha \nu_{0a,i} + \alpha \nu_{0a,ji} + \beta_j \nu_{0b,ij} - \beta_i \nu_{0b,ji} - \alpha \beta_j V_{ab,ij} - \alpha \beta_i V_{ab,ji}.
\]
(11)
It must be stressed that, while $V_0$, $V_a$, $V_b$, $V_{0a}$, are the same as the “normal” covariance matrices given by the
SNLS3 data archive, $V_{ob}$, and $V_{ab}$ are not the same as the ones given there. This is because the original matrices of SNLS3 are produced by assuming that $\beta$ is a constant. We have used the $V_{ob}$ and $V_{ab}$ matrices for the “combined” set that are applicable when varying $\beta(z)$ (A. Conley, private communication, 2013).

In [47], it is found that the flux-averaging of SNe [53–56] may be helpful to reduce the impact of varying $\beta$. It should be mentioned that, the results of flux-averaging depend on the choices of redshift cut-off $z_{cut}$: $\beta$ still increases with $z$ when all the SNe are flux-averaged, and $\beta$ is consistent when only SNe at $z \geq 0.04$ are flux-averaged [47]. Since the unknown systematic biases originate mostly from low z SNe, flux-averaging all SNe should lead to the least biased results. Therefore, after applying the flux-averaging method, the problem of varying $\beta$ is not completely solved. For simplicity, we do not use the flux-averaging method in this paper, and we will discuss the issue of flux-averaging in future work.

### B. CMB and GC data

For CMB data, we use the latest distance priors data extracted from Planck first data release [49].

CMB give us the comoving distance to the photon-decoupling surface $r(z_s)$, and the comoving sound horizon at photon-decoupling epoch $r_s(z_s)$. Wang & Mukherjee [57] showed that the CMB shift parameters

$$ R \equiv \sqrt{\Omega_m H_0^2} r(z_s)/c, $$

$$ l_a = \pi r(z_s)/r_s(z_s), $$

(12)

together with $\omega_b \equiv \Omega_b h^2$, provide an efficient summary of CMB data as far as dark energy constraints go. Replacing $\omega_b$ with $z_s$ gives identical constraints when the CMB distance priors are combined with other data [58]. Using $\omega_b$, instead of $z_s$, is more appropriate in a Markov Chain Monte Carlo (MCMC) analysis in which $\omega_b$ is a base parameter.

The comoving sound horizon at redshift $z$ is given by

$$ r_s(z) = \int_0^z c_s \frac{dt'}{a} = (c H^{-1} \int_0^z \frac{dz'}{E(z')} + c s z) \frac{dz}{\sqrt{3(1 + \frac{\omega_b}{a}) a^4 E^2(z')}}; $$

(13)

where $a$ is the cosmic scale factor, $a = 1/(1 + z)$, and $a^4 E^2(z) = \Omega_m a^4 + \Omega_k a^2 + \Omega_X X(z) a^4$, with $a_{eq} = \Omega_m a_{eq} + \Omega_k a_{eq}^2 + \Omega_X X(z) a_{eq}^4$.

The sound speed is

$$ c_s = 1/\sqrt{3(1 + \frac{\omega_b}{a})}, $$

(14)

where $a_{eq} = 3\rho_h/(4\pi g_r)$, $\omega_b = 31500 h^2(T_{cmb}/2.7 K)^{-4}$. We take $T_{cmb} = 2.7255 K$. Therefore, after applying the flux-averaging method, the problem of varying $\beta$ is not completely solved. For simplicity, we do not use the flux-averaging method in this paper, and we will discuss the issue of flux-averaging in future work.

The redshift of the drag epoch $z_d$ is well approximated by

$$ z_d = \frac{1291 (\Omega_m h^2)^{0.251}}{1 + 0.659 (\Omega_m h^2)^{0.828}} \left[ 1 + b_1 (\Omega_b h^2)^{0.238} \right], $$

(17)

where

$$ b_1 = 0.313 - 0.419 \left( 1 + 0.607 (\Omega_m h^2)^{0.674} \right), $$

$$ b_2 = 0.238 (\Omega_m h^2)^{0.223}. $$

Using the Planck+lensing+WP data, the mean values and covariance matrix of $(R, l_a, \omega_b)$ are obtained [49],

$$ \langle l_a \rangle = 3.0157, \sigma(l_a) = 0.18, $$

$$ \langle R \rangle = 1.7407, \sigma(R) = 0.0094, $$

$$ \langle \omega_b \rangle = 0.02228, \sigma(\omega_b) = 0.00030. $$

(20)

The normalized covariance matrix of $(l_a, R, \omega_b)$ is

$$ \begin{pmatrix}
1.0000 & 0.5250 & -0.4235 \\
0.5250 & 1.0000 & -0.6925 \\
-0.4235 & -0.6925 & 1.0000
\end{pmatrix}. $$

(21)

Then, the covariance matrix for $(l_a, R, \omega_b)$ is given by

$$ Cov_{CMB}(p_i, p_j) = \sigma(p_i) \sigma(p_j) \text{NormCov}_{CMB}(p_i, p_j), $$

(22)

where $i, j = 1, 2, 3$. The rms variance $\sigma(p_i)$ and the normalized covariance matrix $\text{NormCov}_{CMB}$ are given by Eqs. [20] and [21].

CMB data are included in our analysis by adding the following term to the $\chi^2$ of a given model with $p_1 = l_a(z_s)$, $p_2 = R(z_s)$, and $p_3 = \omega_b$:

$$ \chi^2_{CMB} = \Delta p_i \left[ \text{Cov}^{-1}_{CMB}(p_i, p_j) \right] \Delta p_j, $$

where $p_i$ are the mean from Eq. [20], and $\text{Cov}^{-1}_{CMB}$ is the inverse of the covariance matrix of $(l_a(z_s), R(z_s), \omega_b)$ from Eq. [22].

For GC data, we use the measurements of $H(z) r_s(z_d)/c$ and $D_A(z)/r_s(z_d)$ (where $H(z)$ is the Hubble parameter, $D_A(z)$ is the angular diameter distance, and $r_s(z_d)$ is the sound horizon at the drag epoch) from the two-dimensional two-point correlation function measured at $z = 0.35$ [50] and $z = 0.57$ [51]. The $z = 0.35$ measurement was made by Chuang & Wang [50] using a sample of the SDSS DR7 Luminous Red Galaxies (LRGs). The
z = 0.57 measurement was made by Chuang et al. 51 using the CMASS galaxy sample from BOSS.

Using the two-dimensional two-point correlation function of SDSS DR7 in the scale range of 40–120 Mpc/h, Chuang & Wang 50 found that

\[ H(z = 0.35) r_s(z_d)/c = 0.0434 \pm 0.0018, \]
\[ D_A(z = 0.35)/r_s(z_d) = 6.60 \pm 0.26, \]
\[ r = 0.0604. \]  

(24)

where \( r \) is the normalized correlation coefficient between \( H(z = 0.35) r_s(z_d)/c \) and \( D_A(z = 0.35)/r_s(z_d) \), and \( r_s(z_d) \) is the sound horizon at the drag epoch given by Eqs. (13) and (17).

In a similar analysis using the CMASS galaxy sample from BOSS, Chuang et al. 51 found that

\[ H(z = 0.57) r_s(z_d)/c = 0.0454 \pm 0.0031, \]
\[ D_A(z = 0.57)/r_s(z_d) = 8.95 \pm 0.27, \]
\[ r = 0.4874. \]  

(25)

We marginalize over the growth rate measurement made by Chuang et al. 51 for a conservative approach.

GC data are included in our analysis by adding \( \chi^2_{GC} = \chi^2_{GC1} + \chi^2_{GC2} \), with \( \chi^2_{GC1} = 0.35 \) and \( \chi^2_{GC2} = 0.57 \), to \( \chi^2 \) of a given model. Note that

\[ \chi^2_{GC1} = \Delta p_1 \left[ C^{-1}_{GC}\right] \Delta p_1, \quad \Delta p_1 = p_1 - p_1^{data}, \]

(26)

where \( p_1 = H(z_{GC1}) r_s(z_d)/c \) and \( p_2 = D_A(z_{GC1}) / r_s(z_d) \), with \( i = 1, 2 \).

III. RESULTS

As mentioned above, in this paper we consider three simplest models: \( \Lambda \)CDM, \( w \)CDM, and CPL. To explore the evolution of color-luminosity parameter \( \beta \), we study the case of constant \( \alpha \) and linear \( \beta(z) = \beta_0 + \beta_1 z \); for comparison, the case of constant \( \alpha \) and constant \( \beta \) is also taken into account.

We perform an MCMC likelihood analysis 61 to obtain \( O(10^6) \) samples for each set of results presented in this paper. We assume flat priors for all the parameters, and allow ranges of the parameters wide enough such that further increasing the allowed ranges has no impact on the results. The chains typically have worst e-values (the variance(mean)/mean(variance) of 1/2 chains) much smaller than 0.01, indicating convergence.

In the following, we will discuss the results given by the SNe-only and the SNe+CMB+GC data, respectively.

A. SNe-only cases

In this subsection, we discuss the results given by the SNe-only data. Notice that the Hubble constant \( h \) has been marginalized during the \( \chi^2 \) fitting process of SNe Ia, so we only need to consider six free parameters, including \( \alpha, \beta_0, \beta_1, \Omega_m, w_0, \) and \( w_1 \) (two parameters for the equation of state \( w(z) \)). In Table 4 we list the fitting results for various constant \( \beta \) and linear \( \beta(z) \) cases, where only SNe data are used. The most obvious feature of this table is that varying \( \beta \) can significantly improve the fitting results. Moreover, this conclusion is insensitive to the DE models: for all the models considered here, adding a parameter of \( \beta \) can reduce the best-fit values of \( \chi^2 \) by \( \sim 35 \). In contrast, adding \( w \) as a parameter or considering the evolution of \( w \) can only reduce the values of \( \chi^2 \) by 1 or 2. This shows the importance of considering \( \beta \)'s evolution in the cosmology-fits.

Firstly, we discuss the results of the \( \Lambda \)CDM model. In Fig. 1 using SNe-only data, we plot the joint 68% and 95% confidence contours for \( \{\beta_0, \beta_1\} \) (top panel), and the 68%, 95%, and 97% confidence constraints for \( \beta(z) \) (bottom panel), for the linear \( \beta(z) \) case. For comparison, we also show the best-fit result of constant \( \beta \) case on the bottom panel. The top panel shows that \( \beta_1 > 0 \) at a high confidence level (CL), while the bottom panel shows that \( \beta(z) \) rapidly increases with \( z \). Moreover, based on this figure, we find the deviation of \( \beta \) from a constant at 5\( \sigma \) CL. This result is similar to Figure 2 of 47, where a fixed cosmology background (a \( \Lambda \)CDM model with \( \Omega_m = 0.26 \)) was used in that paper.

Now, we study the effects of varying \( \beta \) on the parameter estimation of \( \Lambda \)CDM model. In Fig. 2 using SNe-only data, we plot the 1D marginalized probability distribution of \( \Omega_m \) for both the constant \( \beta \) and linear \( \beta(z) \) cases. We find that varying \( \beta \) yields a larger \( \Omega_m \): the best-fit result for the constant \( \beta \) case is \( \Omega_m = 0.226 \), while best-fit result for the linear \( \beta(z) \) case is \( \Omega_m = 0.280 \). To make a direct comparison, we also plot the 1D distributions of \( \Omega_m \) given by the CMB+GC data, and find that the best-fit result for this case is \( \Omega_m = 0.287 \). Therefore, the result of linear \( \beta(z) \) case is much closer to that given by the CMB+GC data, compared to the case of treating \( \beta \) as a constant. This means that varying \( \beta \) is very helpful to reduce the tension between SNe and other cosmological observations.

Next, we discuss the results of the \( w \)CDM model and the CPL model. In Fig. 3 using SNe-only data, we plot the 68%, 95%, and 97% confidence constraints for \( \beta(z) \), for the \( w \)CDM model (top panel) and the CPL model (bottom panel). Again, we find that for both the \( w \)CDM model and the CPL model, \( \beta \) deviates from a constant at 5\( \sigma \) CL. Therefore, the evolution of \( \beta \) is insensitive to the models considered. Based on Table 4 one can see that, for both the \( w \)CDM model and the CPL model, varying \( \beta \) yields a smaller \( \Omega_m \), compared to the cases of assuming a constant \( \beta \). This result is different from that of the \( \Lambda \)CDM model, and is also different from the results given by the SNe+CMB+GC data (see next subsection). This may be due to using SNe data alone still has difficulty to break the degeneracy between \( \Omega_m \) and \( w \).
The joint 68% and 95% confidence contours for \( \beta \) (top panel), and the joint 68%, 95%, and 97% confidence constraints for \( h \beta \) (bottom panel), given by the SNe-only data, for the \( \Lambda \text{CDM} \) model. Both the results of constant \( \beta \) and linear \( \beta(z) \) cases are presented. The corresponding results given by the CMB+GC data are also shown for comparison.

In this subsection, we discuss the results given by the SNe+CMB+GC data. It should be mentioned that, in order to use the Planck distance priors data, three new model parameters, including \( h \), \( \omega_b \), and \( \Omega_k \), must be added. In Table I, we list the fitting results for various constant \( \beta \) and linear \( \beta(z) \) cases, where the SNe+CMB+GC data are used. Again, we find that varying \( \beta \) can significantly improve the fitting results. For all the DE models, adding a parameter of \( \beta \) can reduce the best-fit values of \( \chi^2 \) by \( \sim 35 \), showing this conclusion is insensitive to the DE models. In contrast, adding \( w \) as a parameter or considering the evolution of \( w \) does not have significant impact on the fitting results. Therefore, it is very necessary and important to consider the evolution of \( \beta \) in the cosmology-fits.

Let us discuss the effects of varying \( \beta \) on various DE models in detail. In Fig. 1 using the SNe+CMB+GC data, we plot the 1D marginalized probability distribution of \( \Omega_m \) (top panel), and the joint 68% and 95% confidence contours for \( \{ \Omega_m, h \} \) (bottom panel), for the \( \Lambda \text{CDM} \) model. From the top panel, we see that varying \( \beta \) yields a larger \( \Omega_m \); the best-fit value of \( \Omega_m \) for the constant \( \beta \) case is 0.281, while best-fit value of \( \Omega_m \) for the linear \( \beta(z) \) case is 0.287. To make a direct comparison, we also plot the 1D distributions of \( \Omega_m \) given by the CMB+GC data. It is clear that the 1D distribution of \( \Omega_m \) for the linear \( \beta(z) \) case is closer to that given by the CMB+GC data. So we can conclude that varying \( \beta \) is very helpful to reduce the tension between SNe and other cosmological observations. This conclusion is consistent

### Table I: Fitting results for various constant \( \beta \) and linear \( \beta(z) \) cases, where only SNe data are used.

| Parameters | \( \Lambda \text{CDM} \) | \( w \text{CDM} \) | CPL |
|------------|-----------------|-----------------|-------|
| Const \( \beta \) | Linear \( \beta(z) \) | Const \( \beta \) | Linear \( \beta(z) \) | Const \( \beta \) | Linear \( \beta(z) \) |
| \( \alpha \) | \( 1.425 \pm 1.109 \) | \( 1.410 \pm 1.086 \) | \( 1.427 \pm 0.108 \) | \( 1.410 \pm 0.103 \) | \( 1.427 \pm 0.106 \) | \( 1.410 \pm 0.099 \) |
| \( \beta_0 \) | \( 3.259 \pm 0.110 \) | \( 1.457 \pm 0.370 \) | \( 3.256 \pm 0.114 \) | \( 1.435 \pm 0.398 \) | \( 3.265 \pm 0.104 \) | \( 1.495 \pm 0.300 \) |
| \( \beta_1 \) | N/A | \( 5.006 \pm 1.064 \) | N/A | \( 5.112 \pm 0.970 \) | N/A | \( 4.935 \pm 1.256 \) |
| \( \Omega_m \) | \( 0.226 \pm 0.040 \) | \( 0.280 \pm 0.052 \) | \( 0.163 \pm 0.040 \) | \( 0.135 \pm 0.015 \) | \( 0.320 \pm 0.055 \) | \( 0.253 \pm 0.137 \) |
| \( w_0 \) | N/A | N/A | \( -0.856 \pm 0.219 \) | \( -0.630 \pm 0.058 \) | \( -0.776 \pm 0.236 \) | \( -0.607 \pm 0.240 \) |
| \( w_1 \) | N/A | N/A | \( -0.224 \) | \( -0.268 \) | \( -3.619 \pm 3.796 \) | \( -2.260 \pm 2.609 \) |

\( \chi^2_{\text{min}} \) | 420.075 | 385.203 | 419.658 | 383.591 | 419.054 | 383.144

FIG. 2: The 1D marginalized probability distribution of \( \Omega_m \), given by the SNe-only data, for the \( \Lambda \text{CDM} \) model.
TABLE II: Fitting results for various constant $\beta$ and linear $\beta(z)$ cases, where the SNe+CMB+GC data are used.

| Parameters | $\Lambda$CDM | $w$CDM | CPL |
|-----------|--------------|--------|-----|
| $\alpha$  | $1.429^{+0.099}_{-0.111}$ | $1.421^{+0.093}_{-0.100}$ | $1.433^{+0.095}_{-0.108}$ |
| $\beta_0$ | $3.249^{+0.199}_{-0.106}$ | $1.400^{+0.394}_{-0.326}$ | $3.253^{+0.199}_{-0.099}$ |
| $\beta_1$ | N/A          | $5.208^{+1.890}_{-1.074}$ | N/A |
| $\Omega_m$| $0.281^{+0.013}_{-0.010}$ | $0.287^{+0.011}_{-0.013}$ | $0.270^{+0.014}_{-0.013}$ |
| $h$       | $0.704^{+0.014}_{-0.011}$ | $0.698^{+0.015}_{-0.012}$ | $0.719^{+0.016}_{-0.013}$ |
| $\omega_b$| $0.022^{+0.00022}_{-0.00003}$ | $0.0222^{+0.00022}_{-0.00003}$ | $0.0222^{+0.00022}_{-0.00003}$ |
| $\Omega_k$| $0.003^{+0.00003}_{-0.00003}$ | $0.0000^{+0.00003}_{-0.00003}$ | $0.0000^{+0.00003}_{-0.00003}$ |
| $w_0$     | N/A          | N/A    | $-1.002^{+0.078}_{-0.075}$ |
| $w_1$     | N/A          | N/A    | $-1.002^{+0.078}_{-0.075}$ |

$\chi^2_{min}$: $423.922, 387.077, 422.206, 387.041, 420.022, 383.826$

FIG. 3: The 68%, 95%, and 97% confidence constraints for $\beta(z)$, given by the SNe-only data, for the $\Lambda$CDM model (top panel) and the CPL model (bottom panel). For comparison, the best-fit results of constant $\beta$ cases are also shown.

with that of Fig. 2. From the bottom panel, we see that varying $\beta$ will also yield a smaller $h$: the best-fit value of $h$ for the constant $\beta$ case is 0.704, while best-fit value of $h$ for the linear $\beta(z)$ case is 0.698. In addition, it is clear that $\Omega_m$ and $h$ are anti-correlated.

Then, we turn to the $w$CDM model. In Fig. 5 using the SNe+CMB+GC data, we plot the joint 68% and 95% confidence contours for $\{\Omega_m, h\}$ (top panel) and $\{\Omega_m, w_0\}$ (bottom panel), for the $w$CDM model. From the top panel, we see that varying $\beta$ yields a larger $\Omega_m$ and a smaller $h$: the best-fit results for the constant $\beta$ case are $\Omega_m = 0.270$ and $h = 0.719$, while best-fit results

FIG. 4: The 1D marginalized probability distribution of $\Omega_m$ (top panel), and the joint 68% and 95% confidence contours for $\{\Omega_m, h\}$ (bottom panel), given by the SNe+CMB+GC data, for the $\Lambda$CDM model. Both the results of constant $\beta$ and linear $\beta(z)$ cases are also shown. The corresponding results given by the CMB+GC data are also shown for comparison.
for the linear $\beta(z)$ case are $\Omega_m = 0.286$ and $h = 0.698$. In addition, $\Omega_m$ and $h$ are anti-correlated. This is consistent with the case of the $\Lambda$CDM model. The bottom panel shows that varying $\beta$ will also yield a large $w_0$: the best-fit value of $w_0$ for the constant $\beta$ case is $-1.091$, while best-fit value of $w_0$ for the linear $\beta(z)$ case is $-1.002$. Notice that after considering the evolution of $\beta$, the results of the $w$CDM model are closer to that of the $\Lambda$CDM model. In addition, $\Omega_m$ and $w_0$ are also in positive correlation.

Next, we discuss the CPL model. In Fig. 6 using the SNe+CMB+GC data, we plot the joint 68% and 95% confidence contours for $\{\Omega_m, h\}$ (top panel) and $\{\Omega_m, w_0\}$ (bottom panel), for the CPL model. Again, we see from the top panel that varying $\beta$ yields a larger $\Omega_m$ and a smaller $h$: the best-fit results for the constant $\beta$ case are $\Omega_m = 0.257$ and $h = 0.714$, while best-fit results for the linear $\beta(z)$ case are $\Omega_m = 0.280$ and $h = 0.706$. In addition, $\Omega_m$ and $h$ are also anti-correlated. The bottom panel shows that varying $\beta$ will also yield a larger $w_0$: the best-fit value of $w_0$ for the constant $\beta$ case is $-0.783$, while best-fit value of $w_0$ for the linear $\beta(z)$ case is $-0.619$. These results are consistent with the cases of the $\Lambda$CDM model and the $w$CDM model. To make a direct comparison, we also study the CPL model using the CMB+GC data, and find that the best-fit results for this case are $\Omega_m = 0.282$, $h = 0.709$ and $w_0 = -0.712$. It is clear that the fitting results for the linear $\beta(z)$ case are much closer to that given by the CMB+GC data, compared to the case of treating $\beta$ as a constant. This indicates that the conclusion of Figs. 2 and 4 is insensitive to the DE models considered.

Finally, we discuss the effects of varying $\beta$ on equation of state (EOS) $w(z)$ of the CPL model. In Fig. 7 using the SNe+CMB+GC data, we plot the joint 68% and 95% confidence contours for $\{w_0, w_1\}$ (top panel), and the 68% and 95% confidence constraints for $w(z)$ (bottom panel), for the CPL model. The top panel shows that varying $\beta$ yields a larger $w_0$ and a smaller $w_1$, while $w_0$ and $w_1$ are anti-correlated. The bottom panel shows that after considering the evolution of $\beta$, EOS $w(z)$ of the CPL model will decrease faster with redshift $z$. 

FIG. 5: The joint 68% and 95% confidence contours for $\{\Omega_m, h\}$ (top panel) and $\{\Omega_m, w_0\}$ (bottom panel), given by the SNe+CMB+GC data, for the $w$CDM model. Both the results of constant $\beta$ and linear $\beta(z)$ cases are shown for comparison.

FIG. 6: The joint 68% and 95% confidence contours for $\{\Omega_m, h\}$ (top panel) and $\{\Omega_m, w_0\}$ (bottom panel), given by the SNe+CMB+GC data, for the CPL model. Both the results of constant $\beta$ and linear $\beta(z)$ cases are shown for comparison.
One of the most important systematic uncertainties for SNe Ia is the potential SNe evolution, i.e., the possibility of the evolution of $\alpha$ and $\beta$ with redshift $z$. This issue had been studied for both the SDSS [40] and the Union2.1 [46] SNe samples. In [47], Wang & Wang studied this issue by using the SNLS3 data and MCMC technique. They found that $\alpha$ is still consistent with a constant, but there is a strong evidence for the evolution of $\beta$. It should be stressed that this conclusion is insensitive to the lightcurve fitters used to derive the SNLS3 sample, or the functional form of $\beta(z)$ assumed [17]. It is clear that a time-varying $\beta$ will have significant impact on parameter estimation, which had not been discussed in detail in [47].

In this paper, by adopting a constant $\alpha$ and a linear $\beta(z) = \beta_0 + \beta_1 z$, we have further explored the evolution of $\beta$ and its effects on parameter estimation. To perform the cosmology-fits, we have considered three simplest DE models: $\Lambda$CDM, $\omega$CDM, and CPL. For comparison, we have also taken into account the Planck distance priors, as well as the latest GC data extracted from SDSS DR7 [50] and BOSS [51].

We find that, for all the models, $\beta$ deviates from a constant at $5\sigma$ confidence levels (see Figs. 1 and 3). Moreover, we find that varying $\beta$ can significantly improve the fitting results: adding a parameter of $\beta$ can reduce the best-fit values of $\chi^2$ by $\sim 35$ (see Tables I and II). This indicates that the evolution of $\beta$ is insensitive to the DE models considered, and should be taken into account seriously in the cosmology-fits.

We find that, using the SNLS3 data alone, varying $\beta$ yields a larger $\Omega_m$ for the $\Lambda$CDM model (see Fig. 2); using the combined SNLS3+CMB+GC data, varying $\beta$ yields a larger $\Omega_m$ and a smaller $h$ for all the model (see Figs. 1, 5 and 6). For the $\omega$CDM model, varying $\beta$ will also yield a larger $w_0$ (see Fig. 5); for the CPL model, varying $\beta$ yields a larger $w_0$ and a smaller $w_1$ (see Fig. 7). Moreover, these results are closer to those given by the CMB+GC data, compared to the cases of treating $\beta$ as a constant. This shows that considering the evolution of $\beta$ can reduce the tension between supernova and other cosmological observations.

In this paper, only three simplest DE models are considered. It will be interesting to study the effects of varying $\beta$ on parameter estimation of other DE models. In addition, some other factors, such as the evolution of $\sigma_{int}$ [52], may also cause the systematic uncertainties of SNe Ia. These issues will be studied in future works.

Our understanding of the systematic uncertainties of SNe Ia will improve as larger and more uniform sets of SNe become available from future surveys [62-64].
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