COHOMOLOGY IN SINGULAR BLOCKS FOR A QUANTUM GROUP AT A ROOT OF UNITY
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ABSTRACT. Let $U_\zeta$ be a Lusztig quantum enveloping algebra associated to a complex semisimple Lie algebra $g$ and a root of unity $\zeta$. When $L, L'$ are irreducible $U_\zeta$-modules having regular highest weights, the dimension of $\text{Ext}^n_{U_\zeta}(L, L')$ can be calculated in terms of the coefficients of appropriate Kazhdan-Lusztig polynomials associated to the affine Weyl group of $U_\zeta$. This paper shows for $L, L'$ irreducible modules in a singular block that $\text{dim} \text{Ext}^n_{U_\zeta}(L, L')$ is explicitly determined using the coefficients of parabolic Kazhdan-Lusztig polynomials. This also computes the corresponding cohomology for $q$-Schur algebras and many generalized $q$-Schur algebras. The result depends on a certain parity vanishing property which we obtain from the Kazhdan-Lusztig correspondence and a Koszul grading of Shan-Varagnolo-Vasserot for the corresponding affine Lie algebra.

1. Introduction

Let $g$ be a complex semisimple Lie algebra with root system $R$. Let $\zeta \in \mathbb{C}$ be a primitive $l$-th root of unity for some positive integer $l$, and $U_\zeta = U_\zeta(g)$ be the Lusztig quantum enveloping algebra (or “quantum group”) associated to $g$ over $\mathbb{C}$. Consider the category $U_\zeta$-mod consisting of integrable finite dimensional $U_\zeta$-modules of type 1. This is a highest weight category in the sense of [4] with standard modules $\Delta(\lambda')$, costandard modules $\nabla(\lambda')$, irreducible modules $L(\lambda')$ indexed by their highest weights $\lambda' \in X^+$ for $X^+$ the set of dominant weights. The affine Weyl group $W_l$ acts on the weight lattice $X$. We can write any weight as $w.\lambda$ for $w \in W_l$ and $\lambda \in C^-$ where $C^-$ is the standard antidominant $l$-alcove. We view $W_l$ as the Coxeter group $(W_I, S_l)$ where the set of simple reflections $S_l$ consists of the reflections through the walls of $C^-$. Let $I$ be the subset of $S_l$ consisting of the simple reflections that fix $\lambda$. Let $W_I := \text{Stab}_{W_l}(\lambda)$ the subgroup of $W_l$ generated by $I$. Each left coset of $W_I$ has a unique minimal element. The set of these minimal coset representatives is denoted by $W_I$. Then $\lambda' = w.\lambda$ for a unique $w \in W_I$.

By the linkage principle $U_\zeta$-mod decomposes into blocks consisting of the $U_\zeta$-modules whose composition factors have highest weight in the same $W_I$-orbit.

The characters $\text{ch} \Delta(w.\lambda) = \text{ch} \nabla(w.\lambda)$ are given by Weyl’s character formula. If $\lambda$ is regular, it is known for most $l$ (the condition explained in §2.2) that the characters of irreducibles are given by (an evaluation of) the Kazhdan-Lusztig polynomials, namely,

$$(1.0.1) \quad \text{ch} L(w.\lambda) = \sum \limits_y (-1)^{l(w) - l(y)} P_{y,w}(-1) \text{ch} \Delta(y.\lambda)$$

where the sum is taken over $W_I^+ = \{ y \in W_I \mid y.\lambda \in X^+ \}$ (the definition does not depend on $\lambda$ as long as it is regular). See [2] for this and more notation.
In case the formula (1.0.1) is valid, we further have

\[ \sum_{n=0}^{\infty} \dim \text{Ext}^n_{U_\zeta}(\Delta(y,\lambda), L(w,\lambda)) t^n = t^{l(w)-l(y)} P_{y,w} \]

for all \( y, w \in W_1^+ \). The bar on the polynomial is the automorphism on \( \mathbb{Z}[t, t^{-1}] \) that maps \( t \) to \( t^{-1} \).

For singular weights, one can use the translation functor from a regular orbit to a singular orbit. Applying the translation functor to (1.0.1), it is immediate that the irreducible character formula for a general dominant weight \( w.\lambda \) (\( \lambda \in \mathcal{C}^-, w \in W_1^+ \cap W^I \)) is the alternating sum of the regular character formula:

\[
\text{ch} L(w,\lambda) = \sum_y \sum_{x \in W_I} (-1)^{l(w)-l(yx)} P_{yx,w} (-1) \text{ch} \Delta(y,\lambda)
\]

where the \( y \) runs through \( W_1^+ \cap W^I \).

However, to have an extension formula in singular blocks, the translation is not enough because we cannot determine how to “sum” the formula (1.0.2). We need a certain parity vanishing property to make it work. This property follows from standard Koszul grading of [24].

Then the result (Theorem 4.10) is that

\[ \sum_{n=0}^{\infty} \dim \text{Ext}^n_{U_\zeta}(\Delta(y,\lambda), L(w,\lambda)) t^n = t^{l(w)-l(y)} \sum_{x \in W_I} (-1)^{l(x)} P_{yx,w}, \]

for \( y, w \in W_1^+ \cap W^I \). A similar formula in the finite case was obtained by Soergel [25], and the formula in our case was conjectured in [22, Conjecture III]. To prove it, we translate the problem into the affine case using the Kazhdan-Lusztig correspondence (§2.2) and use the result of Shan-Varagnolo-Vasserot on affine Lie algebras to get the parity vanishing (§4.1). Then (1.0.3) is obtained in §4.2. Before that, we introduce the notion of parity, review some generalities and check necessary properties of translation functors (§2). Most of the earlier sections does more than what we need for the proof of our main theorem, tries to depend less on Koszulity, and is developed under an intention of applying them to modular representation theory.
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2. Representations for quantum groups at a root of unity

Let \( U_\zeta \) be a Lusztig quantum group over \( \mathbb{C} \) at a primitive \( l \)-th root of unity [10, II.H]. Let \( \mathcal{C}^v = U_\zeta \text{-mod} \) be the category of type 1 integrable finite dimensional \( U_\zeta \)-modules. A general theory for the quantum case is developed in [3]. Though [3] has restrictions on \( l \), it will not be necessary using some later results [11]. So the order \( l \) of \( \zeta \) can be any positive integer.

We mostly follow the notation of [10]. Let \( R \) be the root system for \( U_\zeta \), \( R^+ \) be a fixed choice of positive roots, \( X \) be the set of (integral) weights, \( X^+ \) the set of dominant weights, \( C \) the bottom dominant \( l \)-alcove, and \( C^- \) the top antidominant \( l \)-alcove. Then \( \mathcal{C}^v \text{-mod} \) is a highest weight category with the poset \( X^+ = (X^+, \uparrow) \). We denote its standard modules by \( \Delta(\lambda) \), costandard modules by \( \nabla(\lambda) \), irreducible modules by \( L(\lambda) \), and indecomposable tilting modules by \( X(\lambda) \).
when their highest weight is \( \lambda \in X^+ \). The projective cover (which is also the injective envelope) of \( L(\lambda) \) is denoted by \( P(\lambda) \).

Letting \( W \) be the finite Weyl group of \( R \), the affine Weyl group \( W_I \) is defined as \( l\mathbb{Z}R \rtimes W \) and acts on the set \( X \) of weights. Let \( \rho \) be the sum of all fundamental weights. Equivalently, \( \rho \) is the half sum of all positive roots. The action we use is the dot action, that is, \( w.\lambda = w(\lambda + \rho) - \rho \) for \( w \in W_I, \lambda \in X \). The \( W_I \) orbits partition the weights, hence also partition \( X^+ \). This, by the linkage principle, gives a decomposition of the representation category into orbits. See [10, II.6] for a much more detailed discussion.

Any weight \( \lambda' \) (i.e., an element of \( X \)) is written as \( w.\lambda \) for some \( w \in W_I \) and a unique \( \lambda \) in \( \mathbb{C}_Z^- = \overline{C^-} \cap X \). We call a weight \( \lambda' \) regular if \( \lambda \in C^- \). We call \( \lambda' \) singular if it is not regular. If \( \lambda' \) is dominant, the orbit containing \( \lambda' \) is represented by this \( \lambda \in C^- \). (\( \lambda \) is not in the poset, but it does not matter.) The choice of \( w \in W_I \) is unique if and only if \( \lambda \) is regular. If \( \lambda \) is regular, this identifies \( X^+ \cap W_I.\lambda \) with the subset

\[
W^+_I := \{ w \in W_I \mid w.\lambda \in X^+ \}
\]

of \( W_I \). For a general weight \( \lambda \), we have preferred representatives. Recall that \( W_I \) is generated by the subset \( S_I \), which we choose to correspond to the simple reflections through the walls of \( C^- \). Let \( I := \{ s \in S_I \mid s.\lambda = \lambda \} \), \( W_I := \{ w \in W_I \mid w.\lambda = \lambda \} \), and let \( W^I \) be the set of shortest coset representatives in \( W_I/W_I \). Then for \( w \in W^I \), we have \( w \in W_I \) if and only if \( w.\lambda \) is in the upper closure of the alcove \( w.C^- \). Now define

\[
W^+(\lambda) := W^I \cap W^+_I.
\]

We identify \( W^+(\lambda) \) with the set of dominant weights in the orbit of \( \lambda \). The uparrow ordering of \( X^+ \) restricted to \( W^+(\lambda).\lambda \) agrees with the Coxeter ordering of \( W_I \) restricted to \( W^+(\lambda) \) [10, II.8.22].

We call \( \lambda' \) subregular if \( \lambda \) is in a codimension one facet in \( \mathbb{C}_Z^- \). Existence of a regular weight is equivalent to \( l \geq h \), the Coxeter number. For existence of subregular weights, we have the following elementary fact.

**Proposition 2.1.** [10, II.6.3] Suppose a regular weight exists, and \( l \) is not 30 if the type is \( E_8 \); not 12 if \( F_4 \); not 6 if \( G_2 \). (These are the Coxeter numbers.) Then any wall of \( C^- \) contains a weight, that is, for any \( s \in S_I \) there exists \( \nu \in X \) with \( \text{Stab}_{W_I}(\nu) = \{ e, s \} \). This is the case, in particular, if \( l > h \).

Note that \((W_I,S_I)\) is a Coxeter system which has a natural length function \( l : W_I \rightarrow \mathbb{Z} \). By definition the length of the weight \( w.\lambda \) is the integer \( l(\bar{w}) \) where \( \{ \bar{w} \} = W^J \cap wW_J \). We call \( w.\lambda \) even if \( l(\bar{w}) \) is even, odd if \( l(\bar{w}) \) is odd. Also, we say a highest weight module is even if its highest weight is even, odd if its highest weight is odd.

### 2.1. Translation functors

Fix two weights \( \lambda, \mu \in \mathbb{C}_Z^- \) and consider the summand \( C^\mu_\lambda \) (respectively, \( C^\mu_\lambda \)) of \( C' = U^- \text{-mod} \) generated by the irreducible modules \( L(w.\lambda) \) for \( w \in W^+_I \). Denote the translation functor from \( C^\mu_\lambda \) to \( C^\mu_\lambda \) by \( T^\mu_\lambda \). (See, for example, [10] for the algebraic group case. The translation functors in the quantum case are similar and defined in [3]. Though [3] assumes that \( l \) is an odd prime power, the restriction is unnecessary since we have the linkage principle for all \( l \) [1]. See also [9, §2.5].) Then \( T^\mu_\lambda \) and \( T^\mu_\lambda \) are biadjoint and both exact. If \( \lambda \) and \( \mu \) are in the same facet, then \( T^\mu_\lambda \) is an equivalence.
Proposition 2.2. Let \( y \in W_I^+(\mu) \). In particular, \( y.\mu \) is in the upper closure of the facet containing \( y.\lambda \).

1. \( T^\mu_\lambda \Delta(xy.\lambda) = \Delta(xy.\mu) = \Delta(\mu, y) \), for any \( x \in W_J \).
2. \( T^\mu_\lambda \Delta(y.\mu) \) has a \( \Delta \)-filtration whose sections are exactly \( \Delta(xy.\lambda) \) where each \( x \in W_J/W_I \) occurs with multiplicity one, and we have
   \[ \text{hd}(T^\mu_\lambda \Delta(y.\mu)) \cong L(y.\lambda). \]
3. \( T^\mu_\lambda L(y.\lambda) = L(y.\mu) \), and \( T^\mu_\lambda L(xy.\lambda) = 0 \) for any nontrivial element \( x \in W_J/W_I \).
4. \( [T^\mu_\lambda L(y.\mu) : L(y.\lambda)] = |W_J/W_I| \), and we have
   \[ \text{hd}(T^\mu_\lambda L(y.\mu)) \cong L(y.\lambda), \quad \text{soc}(T^\mu_\lambda L(y.\mu)) \cong L(y.\lambda). \]
5. \( T^\mu_\lambda X(yw_J.\lambda) = X(y.\mu)^{\oplus|W_J/W_I|} \), where \( w_J \) is the longest element in \( W_J \).
6. \( T^\mu_\lambda X(y.\mu) = X(yw_J.\lambda) \), where \( w_J \) is the longest element in \( W_J \).

\( \text{Proof.} \) See [10] II.7.11, 7.13, 7.15, 7.20 for (1)-(4) and [10] II.E.11 for (5),(6). They are for algebraic groups and some of them are less general, but all of them are proved in the same way for our setting. \( \Box \)

Proposition 2.3. Let \( \lambda, \nu, \mu \in \overline{C^\mu_\lambda} \) be such that \( \nu \) is contained in the closure of the facet containing \( \lambda \), and \( \mu \) is contained in the closure of the facet containing \( \nu \). Then for any \( y \in W^+ \)

\[ T^\mu_\nu \Delta(y.\mu) \cong T^\nu_\mu T^\mu_\nu \Delta(y.\mu). \]

\( \text{Proof.} \) Let \( I, J \) as in (2.1.1). We may assume that \( y \in W^J \).

Consider the tilting module \( X(yw_J.\lambda) \). We check that both \( T^\mu_\nu \Delta(y.\mu) \) and \( T^\nu_\mu T^\mu_\nu \Delta(y.\mu) \) are submodules of \( X(yw_J.\lambda) \). Since \( \Delta(y.\mu) \) is a submodule of the tilting module \( X(yw_J.\lambda) \), by exactness of translation \( T^\mu_\nu \Delta(y.\mu) \) is a submodule of \( T^\nu_\mu X(yw_J.\lambda) \). But \( T^\nu_\mu X(yw_J.\lambda) \) is isomorphic to \( X(yw_J.\lambda) \) by Proposition 2.3. For the same reason \( T^\nu_\mu T^\mu_\nu X(yw_J.\lambda) \) is a submodule of \( T^\nu_\mu T^\mu_\nu X(yw_J.\lambda) \). The latter is isomorphic to \( X(yw_J.\lambda) \), applying Proposition 2.3 twice.

Now note that \( T^\mu_\nu \Delta(y.\mu) \) and \( T^\nu_\mu T^\mu_\nu \Delta(y.\mu) \) have \( \Delta \)-filtrations with the same set of sections, i.e., for each \( x \in W^J = W^I \cap W_J \) the section \( \Delta(xy.\lambda) \) appears exactly once. It remains to show that there is only one submodule in \( X(yw_J.\lambda) \) which has such a \( \Delta \)-filtration.

We first determine which standard modules appear in a \( \Delta \)-filtration of \( X(yw_J.\lambda) \). The module \( X(yw_J.\lambda) \) has a \( \Delta \)-filtration exactly one of whose sections is isomorphic to \( \Delta(y.\mu) \). Any other \( \Delta(z.\mu) \) appearing in the filtration satisfies \( z < y \). Translating to the \( \lambda \) block gives the multiplicities of all \( \Delta(y') \) in a \( \Delta \)-filtration of \( T^\mu_\nu X(yw_J.\lambda) \) in terms of the \( \Delta \)-multiplicities of \( X(y.\mu) \). By Proposition 2.3(2), the multiplicity of \( \Delta(zx'.\lambda) \), for each \( x' \in W_J \cap W^I \), in a \( \Delta \)-filtration of \( X(yw_J.\lambda) \) is the same as the multiplicity of \( \Delta(z.\mu) \) in a \( \Delta \)-filtration of \( X(yw_J.\lambda) \).

Since \( \Delta(y.\mu) \nsubseteq \Delta(z.\mu) \) implies \( zW_J \cap yW_J = \emptyset \), we have in that case \( \Delta(yx'.\lambda) \nsubseteq \Delta(zz'.\lambda) \) for all \( zz' \in zW_J \neq yW_J \ni zz'' \). Therefore, each \( \Delta(yx'.\lambda) \) for \( x' \in W_J \cap W^I \) appears exactly once in the \( \Delta \)-filtration of \( X(yw_J.\lambda) \).
Suppose $M, M'$ are two submodules of $X(yw_J, \lambda)$ which have $\Delta$-filtrations with the same set of sections $\{\Delta(yx, \lambda)\}_{x \in W_J}$. The proposition is proved if we show $M = M'$.

The weight $yw_J, \lambda$ is maximal in $M, M'$ and $X(yw_J, \lambda)$. Also, $yw_J, \lambda$ appears with multiplicity one in all three modules. Hence $M$ and $M'$ contains the unique submodule of $X(yw_J, \lambda)$ isomorphic to $\Delta(yw_J, \lambda)$. Then $M/\Delta(yw_J, \lambda)$ and $M'/\Delta(yw_J, \lambda)$ are submodules of $X(yw_J, \lambda)/\Delta(yw_J, \lambda)$. Here, each $yw_Js, \lambda$ for $s \in J$ is maximal with multiplicity one. In this way, we can show that $M \cap M'$ has a $\Delta$-filtration with sections $\{\Delta(yx, \lambda)\}_{x \in W_J}$. So $M = M'$. □

Composing two opposite translation functors, we get an endofunctor $T_\mu^\lambda$ on $C^-_\lambda$. In a special case where $\lambda$ is regular and $\mu$ is subregular, the functor $T_\mu^\lambda$ is commonly called the $s$-wall crossing functor and denoted by $\Theta_s$, where $s$ is the unique nontrivial stabilizer of $\mu$.

Let $\lambda$ be regular, and consider the module $T_\mu^\lambda\Delta(y, \lambda)$. By Proposition 2.2(2), there is a filtration

$$T_\mu^\lambda\Delta(y, \lambda) = V_0 \supset V_1 \supset \cdots \supset V_n = 0$$

such that $V_i/V_{i+1} = \Delta(yx_i, \lambda)$. Then $\{x_0 = e, \cdots, x_n\} = W_J/W_I$. Since

(2.1.2) $\operatorname{Ext}^1_{U_I}((\Delta(\nu), \Delta(\nu'))) = 0$ for $\nu \neq \nu'$,

we can arrange the filtration in a way that $l(x_i) \leq l(x_{i+1})$ holds. Now consider the subfiltration

$$T_\mu^\lambda\Delta(y, \lambda) = U_0 \supset U_1 \supset \cdots \supset U_N = 0$$

of $\{V_i\}$ where the $i$-th section contains all $\Delta(yx, \lambda)$ with $l(x) = i$. Using (2.1.2) again, we have

$$U_i/U_{i+1} \cong \bigoplus_{l(x) = i, x \in W_J/W_I} \Delta(yx, \lambda).$$

The filtration $\{U_i\}$ is maximal, in some sense, among the filtrations of $T_\mu^\lambda\Delta(y, \lambda)$ whose sections are direct sums of standard modules. To say in what sense it is so, we prove the following lemma.

**Lemma 2.4.** Let $\lambda \in C^-_\lambda = C^- \cap X$, $\mu \in \overline{C^-_\lambda}$, and $J$ be as in (2.1.1). Then $\Theta_s\Delta(y, \lambda)$, whenever defined, is a subquotient of $T_\mu^\lambda\Delta(y, \lambda)$ for any $y \in W^+, x \in W_J$, $s \in J$.

We actually state and prove the lemma more generally. The only difficulty it adds is notational. We generalize the $s$-wall crossing functors to define the facet crossing functor $\Theta^I_{J,I} := T_\mu^\lambda T_\lambda^\mu$ with $I, J$ as in (2.1.1). This is compatible with the wall crossing functor notation as $\Theta_s = \Theta^{s}_{\{s\}}$. This notation is useful here because there are many different facets in play. In the other sections we will go back to using $T_\mu^\lambda T_\lambda^\mu$. Note that the functor $\Theta^I_{J,I}$ is defined for $J' \subset J \setminus I$ if and only if there exists a weight $\nu$ such that $\{s \in S_I \mid s.C = \nu\} = I \cup J'$. For the special case $\Theta_s$ in Lemma 2.4 this is always the case for $l > h$ by Proposition 2.4.

**Lemma 2.5.** Let $\lambda, \mu$, $I \subset J$ as in (2.1.1). For any $J' \subset J \setminus I$, $y \in W^+$, the $J'$-facet crossing module $\Theta^I_{J,J'}\Delta(y, \lambda)$, whenever defined, is a subquotient of $\Theta^I_{J,J'}\Delta(y, \lambda) = T_\mu^\lambda T_\lambda^\mu\Delta(y, \lambda)$.

**Remark 2.6.** (1) A less formal but more illustrative way to state the lemma is that the facet crossings of a standard module are realized in a deeper facet crossing (of the same standard module).
Proposition 2.9. For each $\Theta$, let $\Delta(y,\mu)$ denote the submodule of $\rad T^\mu_\lambda \Delta(y,\lambda)$ defined on $\mathbb{C}^s$. Then there exists a filtration each of whose subquotients is isomorphic to $\Theta_s \Delta(y,\lambda)$ for some $s \in J$, $x \in W_J$. 

Proof of Lemma 2.4. Suppose $\Theta_s$ is defined, that is, there is a weight $\nu$ such that $\{s \in S_l \mid s \cdot \nu = \nu\} = I \cup J$. Since $\Delta(y,\mu)$ is a subquotient of $T^\nu_T \Delta(y,\mu)$, $\Theta_T \Delta(y,\lambda)$ is a subquotient of $T^\nu_T \Delta(y,\mu)$. But by Proposition 2.3, $T^\nu_T \Delta(y,\mu)$ is isomorphic to $T^\nu_T \Delta(y,\mu) = \Theta_T \Delta(y,\lambda)$. 

For the rest of the subsection we assume $l > h$ and let $\lambda, \mu, J$ as in Proposition 2.1 with $\lambda$ regular (that is, $I = \emptyset$).

Corollary 2.7. Let $y \in W^+(\mu)$. Then $\Theta_T \Delta(y,\lambda) = T^\mu_\lambda T^\nu_T \Delta(y,\lambda)$ has a filtration each of whose sections is isomorphic to $\Theta_s \Delta(y,\lambda)$ for some $s \in J, x \in W_J$. 

Proof. By Proposition 2.1 for any $s \in J$ the functor $\Theta_s$ is defined on $\mathbb{C}^s$. We can construct a desired filtration using Lemma 2.4. 

The following corollary explains the “maximality” of the filtration $U_i$.

Corollary 2.8. We have for all $i$

$$\text{hd } U_i = \bigoplus_{l(x) = i, x \in W_J} L(yx,\lambda).$$

Proof. By construction, the head of $U_i$ contains all $L(yx,\lambda)$ for $l(x) = i, x \in W_J$. This shows the “$\supset$” part. Since the head of any $\Theta_s \Delta(\lambda)$ is irreducible, Lemma 2.4 shows that it does not contain anything other than those irreducibles. This shows that the inclusion “$\supset$” is an equality.

We know a little more than (2.1.3) about $\{U_i\}$.

Proposition 2.9. For each $i$, we have

1. $U_i \subset \rad^i T^\mu_\lambda T^\nu_T \Delta(y,\lambda)$
2. $\rad U_i = \rad^{i+1} T^\mu_\lambda T^\nu_T \Delta(y,\lambda) \cap U_i$.

In other words, the submodule $U_i$ of $U_0 = T^\mu_\lambda T^\nu_T \Delta(y,\lambda)$ has its head in the $i$-th radical layer $\rad^i T^\mu_\lambda T^\nu_T \Delta(y,\lambda) / \rad^{i+1} T^\mu_\lambda T^\nu_T \Delta(y,\lambda)$ of $T^\mu_\lambda T^\nu_T \Delta(y,\lambda)$.

Proof. This is clear by Corollary 2.8 and the fact that the $\Delta$-sections in $T^\mu_\lambda T^\nu_T \Delta(y,\lambda)$ extends at their heads, that is,

$$\text{Ext}^1_{U_i}(\Delta(y,\lambda), \Delta(yx,\lambda)) \xrightarrow{\sim} \text{Ext}^1_{U_i}(L(yx,\lambda), \Delta(yx,\lambda)) \xrightarrow{\sim} \text{Ext}^1_{U_i}(L(yx,\lambda), L(y,\lambda)),$$

where $s \in J, xs < x \in W_J$. Here the first isomorphism is induced by the nonzero map $\Delta(yx,\lambda) \rightarrow L(yx,\lambda)$ and is a consequence of the Lusztig character formula. See [5, Theorem 4.3]. The second isomorphism is induced by the nonzero map $\Delta(yx,\lambda) \rightarrow L(yx,\lambda)$ and is a
general fact, which also tells us that the Ext are one dimensional. See for example [10, II.7.19 (d)]. Jantzen’s proof for $G$-modules works the same for $U_{\zeta}$-modules.

We provide, nevertheless, a more formal proof. We prove (1), (2) together by induction on $i$. So suppose we have (1), (2) for $i - 1$. By Corollary [2.8] we have $U_i \subset \text{rad} U_{i-1}$. And induction hypothesis $U_{i-1} \subset \text{rad} T^\mu T_\lambda \Delta(y,\lambda)$ implies $\text{rad} U_{i-1} \subset \text{rad} T^\mu T_\lambda \Delta(y,\lambda)$. Thus (1) holds for $U_i$. The inclusion $\text{rad} U_i \subset \text{rad} T^\mu T_\lambda \Delta(y,\lambda) \cap U_i$ in (2) now follows from $U_i \subset \text{rad} T^\mu T_\lambda \Delta(y,\lambda)$.

For the other inclusion in (2), suppose for contradiction that $\text{rad} U_i \nsubseteq \text{rad} T^\mu T_\lambda \Delta(y,\lambda) \cap U_i$. This means that there is a surjective map $f : U_i \to \Delta(y,\lambda)$ for some $x \in W_J$ whose restriction to $U_i \cap \text{rad} T^\mu T_\lambda \Delta(y,\lambda)$ is still surjective. We call the restriction $f'$. Now recall the $\Delta$-filtration $\{V_j\}$ of $T^\mu T_\lambda \Delta(y,\lambda)$. Take $j$ to be such that $V_j = U_i$. Pick $s \in J$ with $xs < x$. We may assume that (switching the order of the filtration if necessary) there is a short exact sequence

$$0 \to U_i = V_j \to V_{j-1} \to \Delta(yxs,\lambda) \to 0,$$

and by Lemma [2.3] there is a surjective map $g : V_{j-1} \to \Theta_s \Delta(yx,\lambda)$ whose restriction to $U_i$ is the map $f$. By [2.1.4], there is a map $h : \Theta_s \Delta(yx,\lambda) \to N$, where $N$ represents a nontrivial element in $\text{Ext}_{U_{\zeta}}(L(yxs,\lambda), L(yx,\lambda))$, and the restriction of $h$ to the submodule $\Delta(yx,\lambda)$ has image (isomorphic to) $L(yx,\lambda)$. Thus $h \circ g$ is surjective and $h \circ f, h \circ f'$ have image $L(yx,\lambda) \subset N$. But this implies that the map $h \circ g$ induces the following two surjective maps

$$V_{j-1} \cap \text{rad} T^\mu T_\lambda \Delta(y,\lambda) \to N/L(yx,\lambda)$$

and

$$V_{j-1} \cap \text{rad} T^\mu T_\lambda \Delta(y,\lambda) \to N/L(yx,\lambda),$$

which is a contradiction. This proves (2) for $U_i$ and completes the induction step. \qed

### 2.2. Affine Kac–Moody Lie algebras and the Kazhdan–Lusztig correspondence

We quote Tanisaki’s summary in [26] of Kazhdan–Lusztig’s work and refer the reader to the references therein. Let $\hat{\mathfrak{g}}$ be the affine Kac–Moody algebra associated to $R$. And let $\hat{\mathfrak{g}} = [\mathfrak{g}, \mathfrak{g}]$. Consider $\mathcal{O}_k$, the category $\mathcal{O}$ for $\hat{\mathfrak{g}}$ at the level $k$. Let $D$ be 1 for type $A_n$, $D_n, E_n$; 2 for type $B_n, C_n, F_4$; 3 for type $G_2$. Let $g$ be the dual Coxeter number, i.e., $g - 1$ is the sum of all coefficients of the highest short root. The KL functor

$$\mathcal{F}_l : \mathcal{O}_{-l/2, D - g} \to U_{\zeta}-\text{mod}$$

was defined by Kazhdan and Lusztig in [16] [17] [18]. It is often an equivalence of categories. In that case, $\mathcal{F}_l$ maps standard, costandard, irreducible modules to the standard, costandard, irreducible modules of the same index [26, Theorem 7.1]. (It is explained in [26, §6] how the modules in $\mathcal{O}_k$ are indexed by the same highest weights as in $U_{\zeta}$-mod. The weight $\lambda'$ for $U_{\zeta}$ is identified with the weight $\lambda' + k\chi$, where $\chi$ is the dual of the central element in $\hat{\mathfrak{g}}$. See also [20].

The affine Weyl groups are also different though isomorphic [20, footnote 11].)

The rest of the paper usually assumes $\mathcal{F}_l$ to be an equivalence. The following terminology will be useful.

**Definition 2.10.** A positive integer $l$ is KL-good, for a fixed root system $R$, if the KL functor $\mathcal{F}_l$ is an equivalence of categories.

Some known conditions for $l$ to be KL-good are found in [20]. For type $A_n$, there is no restriction. For other simply laced cases, $l$ is KL-good if it is greater than or equal to $3$ for $D_n$,....
14 for $E_6$, 20 for $E_7$, and 32 for $E_8$. In non-simply laced cases, also $l$ is KL-good above a bound depending on the type, but they are not known.

2.3. **Kazhdan-Lusztig theory in regular blocks.** Let $l$ be KL-good for the root system $R$. A consequence of §2.2 is the dimension formula for certain cohomology in a regular block.

Let $P_{x,y} \in \mathbb{Z}[t, t^{-1}]$ be the Kazhdan-Lusztig polynomial defined for each $x, y \in W_l$. They are in fact in $\mathbb{Z}[t^2]$. Take $\lambda \in C_\infty$. Then we have

$$\sum_{n=0}^{\infty} \dim \text{Ext}^n_{U_{\xi}}(\Delta(y, \lambda), L(w, \lambda)) t^n = t^{l(w)-l(y)} P_{y,w}$$

for all $y, w \in W^+(\lambda) = W_l^+$, since $\lambda$ is regular). The bar on the polynomial is the automorphism on $\mathbb{Z}[t, t^{-1}]$ that maps $t$ to $t^{-1}$.

The formula (2.3.1) follows from the Lusztig character formula by a chain of equivalent conditions [10, II.C], independently to the KL-good assumption. Recall that the Lusztig character formula says

$$\text{ch} L(w, \lambda) = \sum (-1)^{l(w)-l(y)} P_{y,w} (-1) \text{ch} \Delta(y, \lambda),$$

where the sum is over $y \in W^+(\lambda)$. Since the character of $\Delta(y, \lambda)$ is given by the Weyl character formula, this really gives the character of the irreducible. The Lusztig character formula is proved by Kazhdan-Lusztig [15] and Kashiwara-Tanisaki [11, 12] on the affine Lie algebra side (which carries over to the quantum groups by KL correspondence), and is extended to all $l > h$ by Andersen-Jantzen-Soergel [2] on the quantum side. See [10, II.H.12] for details and more references.

### 3. Grading and parity vanishing

This section is devoted to proving some lemmas in a more general settings of graded and ungraded highest weight categories and their derived categories.

#### 3.1. **Parity vanishing.** Let $\mathcal{D}$ be a triangulated category.

**Definition 3.1.** Let $\mathcal{A}, \mathcal{B}$ be classes of objects in $\mathcal{D}$.

1. We say $\mathcal{A}$ is (left) $\mathcal{B}$-even (respectively, $\mathcal{B}$-odd) if $\text{Hom}^n_{\mathcal{D}}(X, Y) = 0$ for all odd (resp., even) $n$ and all $X \in \mathcal{A}, Y \in \mathcal{B}$. Then $\mathcal{A}$ is said to have (left) $\mathcal{B}$-parity if it is either (left) $\mathcal{B}$-even or $\mathcal{B}$-odd.

2. We say $\mathcal{A}$ is right $\mathcal{B}$-even (resp., $\mathcal{B}$-odd) if $\text{Hom}^n_{\mathcal{D}}(Y, X) = 0$ for all odd (resp., even) $n$ and all $X \in \mathcal{A}, Y \in \mathcal{B}$. Then $\mathcal{A}$ is said to have right $\mathcal{B}$-parity if it is either right $\mathcal{B}$-even or right $\mathcal{B}$-odd.

Note that $\mathcal{A}$ is $\mathcal{B}$-even if and only if $\mathcal{B}$ is right $\mathcal{A}$-even. In case $\mathcal{A} = \{X\}, \mathcal{B} = \{Y\}$, we simply say that $X$ is $Y$-even if $\text{Hom}^n_{\mathcal{D}}(X, Y) = 0$ for all odd $n$.

**Proposition 3.2.** Let

$$X' \to X \to X'' \to$$

be a distinguished triangle in $\mathcal{D}$. If $X'$ and $X''$ are $Y$-even, then $X$ is $Y$-even. If $X'$ and $X''$ are $Y$-odd, then $X$ is $Y$-odd. The same is true for right $Y$-parity.

**Proof.** This is obvious applying $\text{Hom}(-, Y)$ and $\text{Hom}(Y, -)$ to the distinguished triangle. \[\square\]
Definition 3.3. Let $\mathcal{A}$ be a class of objects in $\mathcal{D}$. We define the even closure of $\mathcal{A}$ as

$$\mathcal{E} \mathcal{A} := \{ X \in \mathcal{D} | X \text{ is } \mathcal{A}\text{-even} \}. $$

Similarly we define the right even closure as

$$\mathcal{A}^{E} := \{ X \in \mathcal{D} | \mathcal{A} \text{ is } X\text{-even} \}. $$

For an object $Y \in \mathcal{D}$, we set $\mathcal{E} Y := \mathcal{E} \{ Y \}$ and $Y^E := \{ Y \}^E$.

Remark 3.4. We identify a class $\mathcal{A}$ with the full subcategory of $\mathcal{D}$ with objects in $\mathcal{A}$. Though $\mathcal{E}^-, -\mathcal{E}$ are not functors, their images are to be seen as full subcategories. By definition the closures are strict subcategories (i.e., a subcategory such that all objects isomorphic to one of its object belong to it) that contains 0. By Proposition 3.2, they are also closed under extension.

Proposition 3.5. Let $A \subseteq B$ be classes of objects in $\mathcal{D}$. We have

1. $A^E \supseteq B^E$.
2. $\mathcal{D}^E = 0$, $0^E = \mathcal{D}$.
3. $(\mathcal{E}A)^E \supseteq \mathcal{A}$.
4. $\mathcal{E}(\mathcal{E}(\mathcal{A})) = \mathcal{E} A$.

The same relations hold for the right closure.

Proof. (1), (2), (3) are immediate from the definition, and (4) follows from (3). \qed

It is not true in general $\mathcal{E}(\mathcal{A}) = (\mathcal{E}\mathcal{A})^E$. An easy example is found when $\mathcal{D}$ a derived category of a highest weight category: Take $\mathcal{A}$ to consist of a single standard object.

The proof of the following proposition is left to the reader.

Proposition 3.6. Let $\mathcal{D}, \mathcal{D}'$ be triangulated categories and $A$ be a class of objects in $\mathcal{D}$, $B$ be a class of objects in $\mathcal{D}'$. Let $L : \mathcal{D} \to \mathcal{D}'$ be a functor and $R : \mathcal{D}' \to \mathcal{D}$ be its right adjoint. Then

1. $(LA)^E = R^{-1}(A^E)$.
2. $\mathcal{E}(RB) = L^{-1}(\mathcal{E}B)$.

Example 3.7. Consider $\mathcal{C}^\zeta = U_{\zeta}\text{-mod}$. Let $F$ be a facet in $\mathcal{C}^\zeta$ and $\lambda \in F \cap X$. Suppose $\mu$ is a weight in $\mathcal{C}^\zeta \setminus F$. Let $M \in \mathcal{C}_{\mu}^\zeta$. If $T^\lambda_\mu M \in \mathcal{E}^R$ (defined in §3.2), then $M = 0$.

This is proved as follows. By Proposition 3.6 and Proposition 3.10 below, we have

$$(T^\lambda_\mu \mathcal{E}^L_0)^E = (T^\lambda_\mu)^{-1}(\mathcal{E}^L_0)^E = (T^\lambda_\mu)^{-1}\mathcal{E}^R. $$

But since

$$T^\lambda_\mu \Delta(y, \lambda)[l(y) + 2m] = \Delta(y, \mu)[l(y) + 2m], $$

$$T^\mu_\lambda \Delta(y, \lambda)[l(y) + 1 + 2m] = \Delta(y, \mu)[l(y) + 1 + 2m] $$

for $y \in W^J, s \in J \setminus I, m \in \mathbb{Z}$, all shifts of $\Delta(y, \mu)$ for all (dominant) $y, \mu$ belong to $T^\mu_\lambda \mathcal{E}^L_0$. So if $T^\lambda_\mu M \in \mathcal{E}^R$, then $\text{Hom}^n(\Delta(y, \mu), M) = 0$ for all $n$, hence $M = 0$. 


3.2. Parity vanishing in a highest weight category. Let $\mathcal{C}$ be a highest weight category with a finite poset $\Lambda$ of weights. It has standard objects $\Delta(\lambda)$, costandard objects $\nabla(\lambda)$, irreducible objects $L(\lambda)$ for $\lambda \in \Lambda$. We sometimes call the objects in $\mathcal{C}$ modules. Let us also assume that $\mathcal{C}$ is over an algebraically closed field so that $\text{End}(L(\lambda))$ is one dimensional for all $\lambda \in \Lambda$. Take the bounded derived category $D^b(\mathcal{C})$. An object in $\mathcal{C}$ is identified via the obvious inclusion $\mathcal{C} \to D^b(\mathcal{C})$ with an object in $D^b(\mathcal{C})$ concentrated in degree 0. Note that for $X, Y \in \mathcal{C}$, we have $\text{Ext}^n_b(X, Y) = \text{Hom}_{D^b(\mathcal{C})}(X, Y[n])$. We omit the subscripts and use the notation $\text{Hom}^n(-, -) = \text{Hom}_{D^b(\mathcal{C})}(-, -[n])$.

We further assume that the set $\Lambda$ is equipped with a length function $l : \Lambda \to \mathbb{Z}$. Set $\mathcal{E}_0$ to be the full subcategory of $D^b(\mathcal{C})$ whose objects are the direct sums of $\nabla(\lambda)[l(\lambda) + 2m]$ for $\lambda \in \Lambda$, $m \in \mathbb{Z}$. Then $\mathcal{E}_i$ is defined inductively as the full subcategory of $D^b(\mathcal{C})$ such that $X \in \mathcal{E}_i \iff$ there is a distinguished triangle $X' \to X \to X'' \to$ with $X', X'' \in \mathcal{E}_{i-1}$, $X'' \in \mathcal{E}_0$.

Set $\mathcal{E}$ to be the union $\bigcup_i \mathcal{E}_i$. This is by construction a subcategory of $\mathcal{E}^R$ defined in [5], whose defining condition is

$$X \in \mathcal{E}_i \iff \text{there is a distinguished triangle } X' \to X \to X'' \to \text{ with } X', X'' \in \mathcal{E}_{i-1},$$

with $\mathcal{E}_0 = \mathcal{E}_0^R$. In fact, it is implicit in (the proof of) the recognition theorem [5, (2.4) Theorem] that $\mathcal{E}^R = \mathcal{E}$. We make it explicit.

**Proposition 3.8.** Let $A$ be a class of objects in $D^b(\mathcal{C})$. Then the following conditions are equivalent.

1. $A \subseteq \mathcal{E}^R$.
2. $A \subseteq \mathcal{E}$.
3. For each $X \in A$, we have $\text{Hom}^n(\Delta(\lambda), X) = 0$ for all $\lambda \in \Lambda$ and all integers $n \not\equiv l(\lambda) \mod 2$.

**Proof.** It is enough to consider the case in which $A$ consists of a single object $X$. The implications $(2) \Rightarrow (1) \Rightarrow (3)$ are clear. $(3) \Rightarrow (2)$ is the only nontrivial step. Although it is proved in the proof of [5 (2.4) Theorem], we provide a full proof because it contains an important construction.

Suppose $\text{Hom}^n(\Delta(\lambda), X) = 0$ for $n \not\equiv l(\lambda) \mod 2$. Let $Y_0 = X$. We show that we can construct $Y_0, \ldots, Y_i \in D^b(\mathcal{C})$ inductively. It is enough to show that we can find a distinguished triangle $Y_{i+1} \to Y_i \to \nabla(\lambda_i)[n_i] \to$ such that (i) $n_i \equiv l(\lambda_i) \mod 2$; (ii) the cohomology $H^\bullet(Y_{i+1})$ has composition factors with lower highest weights compared to the composition factors in $H^\bullet(Y_i)$ (the meaning of this condition will become clearer in the course of the proof); (iii) $\text{Hom}^n(\Delta(\lambda), Y_{i+1}) = 0$ for $n \equiv l(\lambda) + 1 \mod 2$. Pick a maximal weight $\lambda_i$ among the highest weights of the composition factors in $H^\bullet(Y_i)$. Say it is in $H^m(Y_i)$. Since $\lambda_i$ is maximal, by universal property of $\nabla(\lambda_i)$, there is a nonzero map from $H^m(Y_i)$ to $\nabla(\lambda_i)$. This map lifts to a morphism from $Y_i$ to $\nabla(\lambda_i)[n_i]$ in the derived category $D^b(\mathcal{C})$. So we get a distinguished triangle $Y_{i+1} \to Y_i \to \nabla(\lambda_i)[n_i] \to$. Since we took a map to $\nabla(\lambda_i)$ whose preimage contains a composition factor of $H^\bullet(Y_i)$ isomorphic to $L(\lambda_i)$, we have

$$[H^\bullet(Y_{i+1}) : L(\lambda_i)] < [H^\bullet(Y_i) : L(\lambda_i)],$$

and all the other differences between $H^\bullet(Y_i)$ and $H^\bullet(Y_{i+1})$ involve only the composition factors in $\nabla(\lambda_i)[n_i]$ which only has weights lower than $\lambda_i$. Thus we have the condition (ii). Since $\text{Hom}^n(\Delta(\lambda), Y_i) = 0$ for $n \equiv l(\lambda_i) + 1 \mod 2$, the $n_i$ should satisfy the condition (i). Finally (i) and the right $\Delta(\lambda)$-parity of $Y_i$ implies (iii).
Remark 3.9.

(1) In fact, the construction of the distinguished triangle in the proof does not use the right $\Delta(\lambda)$-parity of $X$. The same induction in the proof works removing the conditions (i), (iii). This shows that all complexes are filtered by shifts of costandard modules. A complex belongs to the category $\mathcal{E}$ when there appear the “correct shifts” only. For example, let $\mathcal{C}$ be (a truncation of) $U_{\zeta}\text{-mod}$ with $l \geq h$. So $0$ is a regular weight, and $L(0) = \Delta(0) = \nabla(0)$. Denoting by $s$ the reflection through the upper wall of $\mathcal{C}$, we have short exact sequences $0 \rightarrow L(0) \rightarrow \Delta(s.0) \rightarrow L(s.0) \rightarrow 0$ and $0 \rightarrow L(s.0) \rightarrow \nabla(s.0) \rightarrow L(0) \rightarrow 0$ of $U_{\zeta}$-modules in the orbit of the weight $0$. Then $\Delta(s.0)$ is not in $\mathcal{E}^R$, even up to shifts, because both $\nabla(0)$ and $\nabla(0)[-1]$ appear when one applies the above construction of distinguished triangles:

$$\nabla(0) \oplus \nabla(0)[-1] = L(0) \oplus L(0)[-1] \cong Y_1 \rightarrow Y_0 = \Delta(s.0) \rightarrow \nabla(s.0) \rightarrow,$$

$$\nabla(0)[-1] \cong Y_2 \rightarrow Y_1 \rightarrow \nabla(0) \rightarrow,$$

$$0 = Y_3 \rightarrow Y_2 \rightarrow \nabla(0)[-1] \rightarrow .$$

(2) If the $Y_i, \lambda_i, n_i$ are as in the proof, the character of $X$ is given by $\Sigma_i (-1)^{n_i}[\nabla(\lambda_i)]$. By (1) this is true for any $X \in \mathcal{D}^b(\mathcal{C})$. Then $X$ is in $\mathcal{E}^R$ if and only if there is no cancellation in the character formula. In the example above, $\nabla(0)$ and $\nabla(0)[-1]$ cancel each other in characters, hence are invisible in the character formula.

We are mostly interested in the case in which $\mathcal{A}$ in Proposition 3.8 is the set $\{L(\lambda)[l(\lambda)] \mid \lambda \in \Lambda\}$. We say that $M \in \mathcal{C}$ has parity if it has $L$-parity for any irreducible $L \in \mathcal{C}$. This is equivalent to $M$ having a parity projective resolution, i.e., a projective resolution $P_\bullet$ such that

$$P(\lambda)$$

is a direct summand of $P_i \Rightarrow i \equiv l(\lambda) + \epsilon \mod 2$,

where $\epsilon$ is either $0$ or $1$ (uniformly). Then $\{L(\lambda)[l(\lambda)] \mid \lambda \in \Lambda\} \subset \mathcal{E}^L \cap \mathcal{E}^R$ if and only if all standard modules have parity. (The $\epsilon$ in a parity projective resolution of $\Delta(\lambda)$ is determined by the equality $\epsilon \equiv l(\lambda) \mod 2$.) Following [5], we say $\mathcal{C}$ has a Kazhdan-Lusztig theory if the set $\{L(\lambda)[l(\lambda)] \mid \lambda \in \Lambda\}$ is contained in $\mathcal{E}^R$ (and $\mathcal{E}^L$, but the two conditions are the same under duality).

In the case of $U_{\zeta}$-modules, each $L(w.\lambda)[l(w)]$ for $\lambda \in C_{\zeta}^-$ does belong to $\mathcal{E}^L \cap \mathcal{E}^R$. (The length function we use in defining $\mathcal{E}^L$ and $\mathcal{E}^R$ is, of course, the usual length function on $W_\zeta$.) This follows from Proposition 3.8 and (3.3.1) (and its dual), since $P_{x,y}$ is a polynomial on $t^2$.

Letting $\mathcal{D} = \mathcal{D}^b(\mathcal{C})$, the recognition theorem can be formulated in our notation from §3.1 as follows.

**Proposition 3.10.** We have

$$(\mathcal{E}^L)^e = \mathcal{E}^R \text{ and } e(\mathcal{E}^R)_0 = \mathcal{E}^L.$$  

An immediate consequence of this (and Proposition 3.5) is that $\mathcal{E}^R, \mathcal{E}^L$ are closed in the sense that $e(\mathcal{E}^R)^e = \mathcal{E}^R$ and $e((\mathcal{E}^L)^e) = \mathcal{E}^L$.

3.3. Linearity and parity. In this section, we consider positively graded highest weight categories. Let $\mathcal{C}$ be a highest weight category as in §3.2. Identify $\mathcal{C}$ with the category of (finite dimensional) $A$-modules for some (finite dimensional quasi-hereditary) algebra $A$. What we assume now is that $A$ is a positively graded algebra and $A_0$ is semisimple. We let $\tilde{\mathcal{C}}$ be the category of graded $A$-modules. So we have the “forget the grading” functor $F : \tilde{\mathcal{C}} \rightarrow \mathcal{C}$ with
$F(1) \cong F$. Here $(1)$ is the grade shift defined by $(M(1))^i = M^{i-1}$ where $M^i$ denotes the grade $i$ component of $M \in \mathcal{C}$.

We call a graded module $\tilde{M} \in \tilde{\mathcal{C}}$ a (graded) lift of $M \in \mathcal{C}$ if $F(\tilde{M}) \cong M$. For any irreducible $L(\lambda) \in \mathcal{C}$, let $\tilde{L}(\lambda) \in \tilde{\mathcal{C}}$ be the irreducible of highest weight $\lambda$ concentrated in grade 0, let $\tilde{\Delta}(\lambda)$ be the lift of $\Delta(\lambda)$ whose head is $\tilde{L}(\lambda)$, let $\tilde{\nabla}(\lambda)$ be the lift of $\nabla(\lambda)$ whose socle is $\tilde{L}(\lambda)$, let $\tilde{P}(\lambda)$ be the projective cover of $\tilde{L}(\lambda)$ in $\tilde{\mathcal{C}}$, and let $\tilde{I}(\lambda)$ be the injective envelope of $\tilde{L}(\lambda)$ in $\tilde{\mathcal{C}}$. Of course, $\tilde{P}(\lambda)$ lifts $P(\lambda)$ and $\tilde{I}(\lambda)$ lifts $I(\lambda)$.

Recall that $M \in \mathcal{C}$ is called linear if it has a projective resolution $P = P_\bullet$ such that the head of $P_{-i}$ is homogeneous of grade $i$, in other words, $\text{ext}^n(M, \tilde{L}(\lambda)(i)) = 0$ unless $i = n$ for any $\lambda \in \Lambda$. We call such a projective resolution a linear projective resolution. By definition, $\tilde{\mathcal{C}}$ is Koszul if each irreducible $\tilde{L}(\lambda)$ is linear for any $\lambda \in \Lambda$. It is standard Koszul if each standard module $\tilde{\Delta}(\lambda)$ for $\lambda \in \Lambda$ is linear and each costandard module is colinear, i.e., has an injective resolution $\tilde{I}_\bullet$ such that the socle of $I_i$ is homogeneous of grade $-i$. If $\mathcal{C}$ has a duality, then the condition on costandard modules follows from the one on standard modules.

Compare the following with Proposition 3.2.

**Proposition 3.11.** Suppose there is a short exact sequence

$$0 \rightarrow M \rightarrow M' \rightarrow M'' \rightarrow 0$$

in $\tilde{\mathcal{C}}$. Suppose $M', M''$ are linear. If $M$ is concentrated in grades $\geq 1$, then $M(-1)$ is linear.

**Proof.** Let $P, P', P'' \in \mathcal{D}^b(\tilde{\mathcal{C}})$ be minimal projective resolutions of $M, M', M''$ respectively. Automatically, $P', P''$ are linear. There is a distinguished triangle

$$P \rightarrow P' \rightarrow P'' \rightarrow P[1] \rightarrow.$$ 

Positivity of grading and the assumption on $M$ implies that the degree $n$ term of $P_n$ of $P$ is generated by grade $n + 1$ or greater. By linearity, the kernel of $P' \rightarrow P''$ in degree $n$ should be generated by grade $n$, but the image of $P \rightarrow P'$ is in grades $n + 1$ or greater. This shows that the map $P \rightarrow P'$ is zero (in each degree). So we have a short exact sequence

$$0 \rightarrow P' \rightarrow P'' \rightarrow P[1] \rightarrow 0.$$ 

It follows that $P[1]$ is linear, and so is $P(-1) = P[1][-1][-1]$. Hence $M(-1)$ is linear.

**Corollary 3.12.** Suppose there is a short exact sequence

$$0 \rightarrow M \rightarrow M' \rightarrow M'' \rightarrow 0$$

in $\tilde{\mathcal{C}}$, and $M', M''$ linear. If $M$ is concentrated in grades $\geq 2$, then $M$ is zero.

**Proof.** By Proposition 3.11 there is a surjective map $P_0 \rightarrow M$ where $P_0 \in \tilde{\mathcal{C}}$ is generated by its components in grade 1. Since $M$ is concentrated in grades $\geq 2$, the image of the map $P_0 \rightarrow M$ is zero, and hence $M = 0$.

There are analogues of the categories $\mathcal{E}^R, \mathcal{E}^L$ for $\mathcal{D}^b(\tilde{\mathcal{C}})$. The category $\tilde{\mathcal{E}}^R$ (denoted by $\mathcal{E}^R$ in [22]) is defined as the union of $\tilde{\mathcal{E}}^R_i$ where $\tilde{\mathcal{E}}^R_i$ is defined inductively as follows. Set $\tilde{\mathcal{E}}^R_0$ to be the full subcategory of $\mathcal{D}^b(\tilde{\mathcal{C}})$ whose objects are the direct sums of $\tilde{\nabla}(\lambda)\{m\}$ for $\lambda \in \Lambda, m \in \mathbb{Z}$. Here $\{-\}$ is the shift defined as $\{1\} = \langle 1 \rangle[1]$. Then we define $\tilde{\mathcal{E}}^R_i$ to be the full subcategory of $\mathcal{D}^b(\tilde{\mathcal{C}})$ such that

$$X \in \tilde{\mathcal{E}}^R_i \iff \text{there is a distinguished triangle } X' \rightarrow X \rightarrow X'' \rightarrow \text{ with } X' \in \tilde{\mathcal{E}}^R_{i-1}, X'' \in \tilde{\mathcal{E}}^R_0.$$
The dual category $\tilde{\mathcal{E}}^L$ is defined dually. There is also a version of the recognition theorem (Proposition 3.3), which is proved in a similar way.

**Proposition 3.13.** [22] Theorem 3.3] Let $X \in \mathcal{D}^b(\tilde{\mathcal{C}})$. Then

$$X \in \tilde{\mathcal{E}}^R \iff \text{Hom}_{\mathcal{D}^b(\tilde{\mathcal{C}})}^n(\tilde{\Delta}(\lambda), X(m)) \neq 0 \text{ implies } m = n \text{ (for all } \lambda \in \Lambda).$$

Thus, standard Koszulity (and its dual) is equivalent to that $\tilde{\mathcal{E}}^R$ (and $\tilde{\mathcal{E}}^L$) contains all irreducibles in $\mathcal{D}^b(\tilde{\mathcal{C}})$. We can combine $\tilde{\mathcal{E}}^R$ and $\mathcal{E}^R$ to define a category studied in [6]. We will call it $\mathcal{E}^R_{gr}$, following [6] §1.3. Let $\mathcal{E}^R_{gr,0} := \tilde{\mathcal{E}}^R_0 \cap \mathcal{E}^R_0$, where we view $\mathcal{E}^R_0$ a subcategory of $\mathcal{D}^b(\tilde{\mathcal{C}})$, pulling back via the forgetful functor. Thus $\mathcal{E}^R_{gr,0}$ consists of direct sums of $\tilde{\nabla}(\lambda)\{l(\lambda) + 2m\}$, $m \in \mathbb{Z}$, $\lambda \in \Lambda$. The category $\mathcal{E}^R_{gr}$ is the union of all $\mathcal{E}^R_{gr,i}$, where $\mathcal{E}^R_{gr,i}$ is inductively defined as

$$X \in \mathcal{E}^R_{gr,i} \iff \text{there is a distinguished triangle } X' \to X \to X'' \to \text{ with } X' \in \mathcal{E}^R_{gr,i-1}, X'' \in \mathcal{E}^R_{gr,0}.$$  

Using this, the notion of a graded Kazhdan-Lusztig theory is introduced in [6]: $\mathcal{C}$ is said to have a graded Kazhdan-Lusztig theory if $\mathcal{E}^R_{gr}$ contains $\{L(\lambda)\{l(\lambda) + 2m\} \mid \lambda \in \Lambda, m \in \mathbb{Z}\}$.

We have the third recognition theorem.

**Proposition 3.14.** [6] Theorem 1.3.1] Let $X \in \mathcal{D}^b(\tilde{\mathcal{C}})$. Then

$$X \in \mathcal{E}^R_{gr} \iff \text{Hom}_{\mathcal{D}^b(\tilde{\mathcal{C}})}^n(\tilde{\Delta}(\lambda), X(m)) \neq 0 \text{ implies } m = n \text{ and } n \equiv l(\lambda) \text{ (for all } \lambda \in \Lambda).$$

This shows that $\mathcal{E}^R_{gr} = F^{-1}\mathcal{E}^R \cap \tilde{\mathcal{E}}^R$, where $F$ is the forgetful functor from $\mathcal{D}^b(\tilde{\mathcal{C}})$ to $\mathcal{D}^b(\mathcal{C})$ induced by the forgetful functor from $\tilde{\mathcal{C}}$ to $\mathcal{C}$. Therefore, $\mathcal{C}$ has a graded Kazhdan-Lusztig theory if and only if $\mathcal{C}$ has a Kazhdan-Lusztig theory and is standard Koszul.

We conclude the section by presenting a relation between linearity and parity. It will apply to our case.

**Proposition 3.15.** Suppose we have $\text{Ext}^1_{\mathcal{C}}(L(\lambda_1), L(\lambda_2)) = 0$ whenever $l(\lambda_1) \equiv l(\lambda_2) \mod 2$. If $M \in \mathcal{C}$ has a linear lift $M \in \tilde{\mathcal{C}}$, then $M$ has parity. In particular, standard Koszulity implies a Kazhdan-Lusztig theory.

**Proof.** Let $P_i$ be a linear projective resolution of $\tilde{\mathcal{M}}$. Then $P_i \to P_{i+1}$ maps the head of $P_i$, which is in grade $-i$, to the second radical layer of $P_{i+1}$. Then by Lemma 4.7 below, $P_i$ and $P_{i+1}$ have opposite parity. In other word, $P_i$ is a parity resolution of $\tilde{\mathcal{M}}$. Let $L$ be any irreducible object in $\mathcal{C}$. Then $\text{Ext}^2_{\mathcal{C}}(M, L) = \text{Hom}_{\mathcal{C}}(P_{-n}, L)$ can be nonzero only when $P_{-n}$ and $L$ have the same parity, thus $M$ has $L$-parity. The claim follows. The last sentence of the Proposition is obtained by taking $M$ to be a standard module. \[\square\]

4. Koszulity and singular Kazhdan-Lusztig theory

Let for $J \subset S_i$ and $y, w \in W^J$

$$P_{y,w}^J := \sum_{x \in W^J} (-1)^j(x) P_{yx,w}.$$  

This is called a parabolic Kazhdan-Lusztig polynomial [7,14].
Our goal is to show that

\[ \sum_{n=0}^{\infty} \dim \text{Ext}^n_{\Omega}(\Delta(y,\mu), L(w,\mu)) t^n = t^{l(w)-l(y)} \tilde{P}_{y,w}^J \]  

holds for all \( \mu \in C^{-}_{\mathbb{Z}} \), \( y, w \in W^+(\mu) \), where \( J = \{ s \in S_l \mid s, \mu = \mu \} \). Assuming that \( l \) is KL-good, it is enough to prove the formula (4.0.1) in \( \mathcal{O} \) at the negative level \( k = -l/2D - g \). We use the same notation for standard, costandard, irreducible objects in \( \mathcal{O}_k \) as in \( U_{\zeta}-\text{mod} \). Any \( \mu \in C^{-}_{\mathbb{Z}} \), which is a weight for \( U_{\zeta} \), determines \( \tilde{\mu} = \mu + k\chi \), a weight for \( \mathcal{O}_k \). So the KL correspondence maps \( \Delta(w,\mu) \) to \( \Delta(w,\mu) \), \( L(w,\mu) \) to \( L(w,\mu) \), etc. We have \( w,\tilde{\mu} = \tilde{w},\mu \) if we identify the affine Weyl group for \( U_{\zeta} \) with the one for \( \tilde{g} \) as in (2.2).

To apply [24] more easily, we further identify the extension spaces to the ones in \( \mathcal{O} \), the category \( \mathcal{O} \) for \( \tilde{\mathfrak{g}} \). Given a weight \( \tilde{\mu} = \mu + k\chi \) for \( \tilde{\mathfrak{g}} \), we fix a weight

\[ \mu := \mu + k\chi + b\delta \]

for \( \tilde{\mathfrak{g}} \), where \( \delta \) is the imaginary part and \( b \) is some number we don’t care as long as it makes \( \tilde{\mu} \) lie out of the critical hyperplanes. By [20, Corollary 3.2] and the preceding footnote, the orbit of \( \tilde{\mu} \) in \( \mathcal{O} \) is isomorphic to the orbit of \( \mu \) in \( \mathcal{O}^+ \). Here \( \mathcal{O}^+ \) is the full subcategory of \( \mathcal{O} \) consisting of the modules whose composition factors are of integral dominant highest weight (dominant for the subalgebra \( \mathfrak{g} \)). Recall that the integral Weyl group of \( \tilde{\mu} \) is defined to be generated by the simple reflections corresponding to the simple roots \( \alpha \) such that \( (\alpha, \alpha) \) divides \( 2(\tilde{\mu} + \rho, \alpha) \), where \((-,-)\) is the usual non-degenerate bilinear form on \( \tilde{\mathfrak{h}}^* \). It is isomorphic to \( W_l \) as a Coxeter group, since \( \tilde{\mu} \) lies out of the critical hyperplanes. We denote this integral Weyl group by \( W_l \) for convenience and keep the notation in [2]. We can also keep the Coxeter ordering on \( W^+(\mu) \) as the poset ordering [20, Appendix I]. In this setting, the formula (4.0.1) is equivalent to

\[ \sum_{n=0}^{\infty} \dim \text{Ext}^n_{\mathcal{O}^+}(\Delta(y,\tilde{\mu}), L(w,\tilde{\mu})) t^n = t^{l(w)-l(y)} \tilde{P}_{y,w}^J \]

for \( \mu \in C^{-}_{\mathbb{Z}} \), \( y, w \in W^+(\mu) \).

Given a highest weight category \( \mathcal{C}' \) with poset \( \Lambda \), a truncation \( \mathcal{C} = \mathcal{C}'[\Gamma] \) by a poset ideal \( \Gamma \subseteq \Lambda \) is defined to be the Serre subcategory of \( \mathcal{C}' \) generated by \( \{ L(\gamma) \mid \gamma \in \Gamma \} \). Its objects are those with composition factors of the form \( L(\gamma), \gamma \in \Gamma \). The category \( \mathcal{C} \) satisfies

\[ \text{Ext}^n_{\mathcal{C}}(X,Y) = \text{Ext}^n_{\mathcal{C}'}(X,Y) \]

for \( X, Y \in \mathcal{C} \) by the general theory of highest weight categories [4, Theorem 3.9]. Applying this to the case \( \mathcal{C}' = \mathcal{O}^+, \) it is enough to prove (4.0.2) in \( \mathcal{C} = \mathcal{O}^+/\Gamma \) for a finite ideal \( \Gamma \) containing \( y,\tilde{\mu}, w,\tilde{\mu} \).

4.1. Koszul grading and parity vanishing. We assume in this subsection that the level \( k \) is an integer. This is in order to use the result of [24]. We also assume that \( l > h \). We will see later that these restrictions are not necessary for our result.

Let \( \mathcal{C}_{\tilde{\lambda}}, \mathcal{C}_{\tilde{\mu}} \) be truncations of \( \tilde{\lambda} \) and \( \tilde{\mu} \) orbits as in [21, §3.4]. That is, there is some \( v \in W_l \), which we do not keep track of, such that \( \mathcal{C}_{\tilde{\lambda}} = \mathcal{O}^+|\Lambda \) where \( \Lambda = \{ w,\tilde{\lambda} \in W^+,\tilde{\lambda} \mid w \leq v \} \). And
$C_\tilde{\lambda}$ is similarly defined. (In the notation of [24], $C_\lambda = {}^\circ \text{O}_{I,-}^0$ and $C_\tilde{\mu} = {}^\circ \text{O}_{J,-}^0$.) We assume that $\tilde{\lambda}$ is regular. \footnote{We need neither fix the level $k$ nor assume $l > h$, as the translation functors can move the level. But we make this assumption anyway, because it is easy to take care of the restriction on $k$ altogether when we treat the case of non-integer $k$. See the proof of Theorem 4.10.} Then we have the following.

**Theorem 4.1.** [24, Theorem 3.12, Lemma 5.10] The categories $C_\lambda$, $C_\mu$ are standard Koszul. Letting $\tilde{C}_\lambda$, $\tilde{C}_\mu$ be the corresponding categories of graded modules, there is a graded translation functor $T_\lambda^\mu : \tilde{C}_\lambda \to \tilde{C}_\mu$ which lifts the (ungraded) translation functor $T_\lambda^\mu : C_\lambda \to C_\mu$. (See [24, Proposition 4.36] and the remark below.) That is, $F \circ T_\lambda^\mu \cong T_\lambda^\mu \circ F$ where $F$ is the functor (on both $\tilde{C}_\lambda$ and $\tilde{C}_\mu$) that forgets the grading. The functor $T_\lambda^\mu$ satisfies $\tilde{T}_\lambda^\mu \tilde{L}(w, \tilde{\lambda}) = \tilde{L}(w, \tilde{\mu})$ for $w \in W^J$.

**Remark 4.2.** The condition “$d + N > f$” in [24, Lemma 5.10] or a similar condition in [24, Proposition 4.36] says that the difference between the level of $\tilde{\mu}$ and the level of $\tilde{\lambda}$ is less than the dual Coxeter number $g$. (The dual Coxeter number is denoted by $\tilde{N}$ in [24]. The numbers $d, f$ in [24] are such that $-d-N$ and $-f-N$ are the levels of the weights.) But to use the translation in [13], as the beginning of the proof of [24, Proposition 4.36] does, a different assumption on the weights is required: Given two integral affine weights $\nu, \xi$ of (not necessarily the same) negative levels, the translation $T_\xi^\nu$ from the orbit of $\nu$ in $\tilde{O}$ to the orbit of $\xi$ in $\tilde{O}$ as in [13, §3] exists if $\xi - \nu \in W_a P^+$ where $P^+$ is the set of integral dominant (affine) weights for $\tilde{g}$ and $W_a$ is the (affine) Weyl group of $\tilde{g}$ (See also [13, §2]). This assumption is different from and not implied by the condition $d + N > f$.

We can instead construct the desired translation in two steps as follow. As in [24], it is enough to define a translation $T_\xi^\nu$ where $\nu$ is a regular (antidominant integral) weight. Then $T_\xi^\nu$ can be defined to be its left adjoint. Let $\tilde{\rho} := \rho + g\chi$ be the “affine $\rho$”. Then, given any integral weight $\xi$ in the closure of the antidominant alcove, the weights $\xi + n\tilde{\rho}$, $\nu + n\tilde{\rho}$ are integral for each $n \in \mathbb{Z}$. They are dominant if $n$ is sufficiently large. Take such an $n$. Now $\xi - (-n\tilde{\rho}), \nu - (-n\tilde{\rho}) \in P^+ \subset W_a P^+$ defines the translations $T_{-n\tilde{\rho}}^{\xi}$ and $T_{-n\tilde{\rho}}^{\nu}$. Note that $\nu$ and $n\tilde{\rho}$ are in the same facet, the antidominant alcove. This implies the translation functor $T_{-n\tilde{\rho}}^{\nu}$ is an equivalence (See for example [13, Propositions 3.6, 3.8] and the comparison theorem [19, Theorem 5.8], or see [20, §6]). We fix an inverse and call it $T_{-n\tilde{\rho}}^{\nu}$. Since $T_{-n\tilde{\rho}}^{\nu}$ is an inverse of a translation functor, it behaves just like a classical translation functor. Finally, let $T_\xi^\nu := T_{-n\tilde{\rho}}^{\xi} \circ T_{-n\tilde{\rho}}^{\nu}$. The functor $T_\xi^\nu$ has all the properties that the classical translations have. Therefore, the rest of [24, Proposition 4.36, Lemma 5.10] works.

Let

$$\tilde{T}_\mu^\lambda : \tilde{C}_\mu \to \tilde{C}_\lambda$$

be a left adjoint of $T_\lambda^\mu$. Its existence follows from the adjoint functor theorem because we are dealing with finite number of irreducible objects and $\text{End}(L) = \mathbb{C}$ for each irreducible $L$.

We want the translation functors in Theorem 1.1 for $\tilde{g}$ (restricted to $\tilde{O}_k$) to agree with the translation functors for $U_\zeta$-mod via the KL correspondence. To avoid discussing this problem, we redefine the translation $T_\lambda^\mu : C_\lambda \to C_\mu$ to be $\mathcal{F}_I(T_\lambda^\mu)$ and $T_\mu^\lambda : C_\mu \to C_\lambda$ to be $\mathcal{F}_I(T_\mu^\lambda)$. Then
everything we need from [2.1] is still true by the same proof using the basic properties in [24] Proposition 4.36]. We denote \( \text{Ext}^n_C(-, -) \) by \( \text{ext}^n_C(-, -) \) and \( \text{Hom}_C(-, -) \) by \( \text{hom}_C(-, -) \).

**Corollary 4.3.** The module \( \widehat{T}^\lambda_\mu \Delta(y, \hat{\lambda}) \) is linear for any \( y \in W^J \).

**Proof.** Adjunction gives for all \( n, i \)

\[
\text{ext}^n_C(T^\lambda_\mu \Delta(y, \hat{\lambda}), \hat{L}(w.\hat{\lambda})(i)) \cong \text{ext}^n_C(T^\mu_\lambda \Delta(y, \hat{\lambda}), \hat{L}(w.\hat{\lambda})(i)) \cong \text{ext}^n_C(\Delta(y, \hat{\mu}), \hat{L}(w.\hat{\mu})(i)),
\]

which is 0 unless \( n = i \) by standard Koszulity of \( \hat{C}_{\hat{\mu}} \). Thus \( T^\lambda_\mu \Delta(y, \hat{\lambda}) \) is linear. \( \square \)

**Remark 4.4.** In fact, a linear projective resolution of \( \widehat{T}^\lambda_\mu \Delta(y, \hat{\lambda}) = T^\lambda_\mu \Delta(y, \hat{\mu}) \) is obtained by applying the translation to a linear projective resolution of \( \Delta(y, \hat{\mu}) \). Let \( \hat{P}_\bullet \) be one. It is obvious that \( T^\lambda_\mu \hat{P}_\bullet \) is a projective resolution of \( T^\lambda_\mu \Delta(y, \hat{\mu}) \). For linearity, we check

\[
\text{hom}_C(\hat{P}(w.\hat{\mu}), \hat{L}(z.\hat{\lambda})(i)) \cong \text{hom}_C(\hat{P}(w.\hat{\mu}), \hat{L}(z.\hat{\mu})(i)),
\]

is zero unless \( i = 0 \).

Fix \( y, w \in W^J \) where \( J \) is associated to \( \mu \in \hat{C}_{\hat{\mu}} \). Recall the filtration \( U_i \) from [2.1]. We still denote by \( U_i \) the \( \hat{g} \)-module \( \mathcal{F}^{-1}_i U_i \) embedded in \( \hat{\Omega} \). Our new definition of the quantum translation gives \( U_0 = T^\lambda_\mu \Delta(y, \hat{\lambda}) \). Lemma [2.4] [2.5] and Corollary [2.8] are still valid. Using the graded translations, we construct a graded lift of \( U_i \) starting from \( \hat{U}_0 = T^\lambda_\mu \Delta(y, \hat{\lambda}) \). We have

\[
0 \to \hat{U}_{i+1} \to \hat{U}_i \to \bigoplus_{x \in W_J, \ i(x) = i} \Delta(yx.\hat{\lambda})(n_x) \to 0,
\]

for some \( n_x \in \mathbb{Z} \) depending on \( x \). In fact, we know what the shifts \( n_x \) are:

**Proposition 4.5.** The filtration \( \{ \hat{U}_i \} \) of \( T^\lambda_\mu \Delta(y, \hat{\lambda}) \) satisfies the short exact sequences

\[
0 \to \hat{U}_{i+1} \to \hat{U}_i \to \bigoplus_{x \in W_J, \ i(x) = i} \Delta(yx.\hat{\lambda})(i) \to 0
\]

for all \( i \).

**Proof.** Since \( \hat{U}_0 \) has an irreducible head, its radical filtration agrees with its grading filtration by Koszulity. So this follows from Proposition [2.9] \( \square \)

**Corollary 4.6.** For all \( i, \) \( \hat{U}_i(-i) \in \hat{C}_{\hat{\xi}} \) is linear.

**Proof.** It follows by induction on \( i \). The base case is proven in Corollary [4.3] and Propositions [4.5] [3.11] does the induction step. \( \square \)

We need the following in order to apply Proposition [3.15]
Lemma 4.7. For $\mu \in \mathbb{C}^{-}$ and $y, z \in W^{\pm}(\mu)$ with $l(y) \equiv l(z) \mod 2$, we have

$$\text{Ext}_{C_{\mu}}^{1}(L(y, \hat{\mu}), L(z, \hat{\mu})) = 0.$$ 

Proof. First note that the statement is true for a regular weight $\lambda$. (For example, it follows from [2.3.1], its dual, and [5] Corollary (3.6).) Also, Koszulity implies that the radical filtration and the grade filtration of a standard module $\Delta(y, \hat{\lambda})$ are the same. So the grade filtration of $\Delta(y, \hat{\lambda})$ has alternating parity. Since $\tilde{T}_{\nu}^{\mu} \Delta(y, \hat{\lambda}) = \Delta(y, \hat{\mu})$ also has a grade filtration with alternating parity. Hence $\Delta(y, \hat{\mu})$ has a radical filtration with alternating parity. Now suppose

$$0 \to L(z, \hat{\mu}) \to M \to L(y, \hat{\mu}) \to 0$$

represents a non-trivial element in $\text{Ext}_{C_{\mu}}^{1}(L(y, \hat{\lambda}), L(z, \hat{\lambda}))$. The linkage principle rules out any possibilities other than the cases $z > y$ or $y > z$. We may assume $y > z$ by duality. Then there is a surjective map from $\Delta(y, \hat{\lambda})$ to $M$. This contradicts the assumption that $z$ and $y$ are of the same parity and that $\Delta(y, \hat{\mu})$ has a radical filtration with alternating parity. \hfill \Box

We now obtain a key property of the modules $U_{i} \in C_{\lambda}$. Recall that (for a general highest weight category $\mathcal{C}$) an object $M \in \mathcal{C}$ is said to have $N$-parity if $\text{Ext}_{\mathcal{C}}^{2n+1}(M, N) = 0$ for all $n \in \mathbb{Z}$ and is said to have parity if it has $L$-parity for all irreducible $L \in \mathcal{C}$.

Corollary 4.8. For each $i$, $U_{i}$ has parity.

Proof. This is an immediate corollary of Corollary 4.6 Lemma 4.7, and Proposition 3.15. \hfill \Box

Example 4.9. Consider the quotient $\tilde{U}_{i}^{1} := \tilde{U}_{0}/\tilde{U}_{i}$ of $\tilde{U}_{0}$. We have

$$\tilde{T}_{\mu}^{\nu} \tilde{T}_{\lambda}^{\mu} \Delta(y, \hat{\lambda}) = \tilde{U}_{N}^{i} \to \tilde{U}_{N-1}^{i} \to \cdots \to \tilde{U}_{1}^{i} \to \tilde{U}_{0}^{i} = 0,$$

where $N = l(w_{j})$. By Corollary 3.12 $\tilde{U}_{i}^{1}$ is not linear, even up to shift, for $1 < i < N$, while $U_{0}^{i} = F(\tilde{U}_{i}^{1})$ has parity if $i$ is odd. (If $i$ is odd, then $U_{i}$ has $L$-parity opposite of $U_{0}$ with respect to any irreducible $L$. Lemma 3.2 shows that $U_{i}^{1}$ has $L$-parity.)

4.2. Cohomology in singular blocks. We are ready to prove our main theorem using that $U_{i}$ has parity. Note that the statement of Corollary 4.8 does not involve any grading. We now forget the grading and prove our main theorem. Recall the definition

$$P_{y, w}^{J} = \sum_{x \in W_{J}} (-1)^{l(x)} P_{g_{x}, w}.$$

Theorem 4.10. [22] Conjecture III] Suppose $l$ is KL-good for the root system $R$. Let $\mu \in \mathbb{C}^{-}$ and $J = \{s \in S_{l} \mid s \mu = \mu\}$. We have

$$\sum_{n=0}^{\infty} \text{dim Ext}_{U_{C_{\mu}}}^{n}(\Delta(y, \mu), L(w, \mu)) t^{n} = t^{l(w)-l(y)} P_{y, w}^{J}$$

for $y, w \in W^{J}$.

Proof. As we discussed in the beginning of 4.11 this follows if we show

$$\sum_{n=0}^{\infty} \text{dim Ext}_{g}^{n}(\Delta(y, \hat{\mu}), L(w, \hat{\mu})) t^{n} = t^{l(w)-l(y)} P_{y, w}^{J}$$
for \( y, w \in W^J \).

We first reduce the statement to the case where the assumptions in 4.1 are satisfied. If we pick a large integer \( l' \geq h \) that is divisible by \( 2D \), there is a regular weight \( \lambda \) and a weight \( \hat{\nu} \) of level \( k' \) with \( k' = -l'/2D - g \in \mathbb{Z} \) such that the integral Weyl group of \( \lambda , \hat{\nu} \) are both isomorphic to \( W_{l'} \) and \( \text{Stab}_{W_{l'}}(\hat{\nu}) \) is isomorphic to \( \text{Stab}_{W_{l'}}(\hat{\mu}) \) under the Coxeter group isomorphism \( (W_{l'}, S_l) \to (W_{l'}, S_{l'}) \).

By Fiebig’s combinatorial description [8, Theorem 11], it is enough to prove the theorem for \( \hat{\nu} \) instead of \( \hat{\mu} \). The problem of the full category \( \mho \) in [8] and the categories of [24] being different is treated in [23]. So we may assume that we are in the situation in 4.1.

Let \( \hat{\lambda} \) be a regular weight. We translate from \( \hat{\lambda} \) to \( \hat{\mu} \) as in 4.1. Corollary 4.6 and Proposition 3.15 show that each \( U_i \) has parity. In particular it has \( L = L(w, \hat{\lambda}) \)-parity, that is, \( \text{Ext}^{n}_{\hat{\mu}}(U_i, L) \) is zero in every other degree. To be more precise, \( U_i \) is \( L \)-even (resp., odd), if and only if \( \bigoplus_{l(x) = i, x \in W_J} \Delta(yx, \hat{\lambda}) \) is \( L \)-even (resp., odd), if and only if \( U_{i+1} \) is \( L \)-odd (resp., even). Therefore, half the terms in the long exact sequence induced by applying \( \text{Hom}_{\hat{\mu}}(-, L) \) to each short exact sequence

\[
0 \to U_{i+1} \to U_i \to \bigoplus_{l(x) = i, x \in W_J} \Delta(yx, \hat{\lambda}) \to 0
\]

vanish, and the sequence splits into the short exact sequences

\[
0 \to \text{Ext}^{n-1}_{\hat{\mu}}(U_{i+1}, L) \to \text{Ext}^{n}_{\hat{\mu}}(\bigoplus_{l(x) = i} \Delta(yx, \hat{\lambda}), L) \to \text{Ext}^{n}_{\hat{\mu}}(U_i, L) \to 0.
\]

They give

\[
\sum_{n=0}^{\infty} \dim \text{Ext}^{n}_{\hat{\mu}}(U_i, L)t^n = \sum_{n=0}^{\infty} \dim \text{Ext}^{n}_{\hat{\mu}}(\bigoplus_{l(x) = i} \Delta(yx, \hat{\lambda}), L)t^n
\]

\[
- t \sum_{n=0}^{\infty} \dim \text{Ext}^{n}_{\hat{\mu}}(U_{i+1}, L)t^n
\]

for all \( n \).

Putting them together, we get

\[
\sum_{n=0}^{\infty} \dim \text{Ext}^{n}_{\hat{\mu}}(\Delta(y, \hat{\mu}), L(w, \hat{\mu}))t^n = \sum_{n=0}^{\infty} \dim \text{Ext}^{n}_{\hat{\mu}}(T^\lambda_T^\mu \Delta(y, \hat{\lambda}), L(w, \hat{\lambda}))t^n
\]

\[
= \sum_i (-t)^i \sum_{n=0}^{\infty} \dim \text{Ext}^{n}_{\hat{\mu}}(\bigoplus_{l(x) = i} \Delta(yx, \hat{\lambda}), L(w, \hat{\lambda}))t^n
\]

\[
= \sum_i (-t)^i \sum_{l(x) = i} \sum_{n=0}^{\infty} \dim \text{Ext}^{n}_{\hat{\mu}}(\Delta(yx, \hat{\lambda}), L(w, \hat{\lambda}))t^n
\]

\[
= \sum_{x \in W_J} (-t)^{l(x)} \sum_{n=0}^{\infty} \dim \text{Ext}^{n}_{\hat{\mu}}(\Delta(yx, \hat{\lambda}), L(w, \hat{\lambda}))t^n
\]

\[2\text{In [24], it is similarly shown that } U_{\ell-\mod} \text{ is Koszul. Using that we could have worked entirely in the quantum case to prove the theorem. But then, if } l < h, \text{ there is no regular weight we can translate from, and we will anyway have to use the affine category } \mho \text{ to obtain our result for small (KL-good) } l.\]
We are still in the setting of §4.3. Graded enriched Grothendieck groups.  

Corollary 4.12. If obtain the graded complexes

Recall the construction in the proof of Proposition 3.8. Replacing functor dimensions of Ext

Proof. In particular, this polynomial has non-negative coefficients.

Fix an integer i. We have for y ∈ W+ (µ) and w ∈ W⁺, 

\[ \sum_{n=0}^{\infty} \dim \text{Ext}^n_{U_{\zeta}}(U_i, L(w,\lambda)) t^n = t^{l(w) - i} \sum_{x \in W_J, l(x) \geq i} (-1)^{l(x) - i} p_{yx,w}. \]

In particular, this polynomial has non-negative coefficients.

Proof. Since all U_j have L(w,\lambda)-parity, we obtain the formula as in the proof of Theorem 4.10.

If w ∉ W^J, then T_µ^λ L(w,\mu) is 0 and Ext^0_{U_{\zeta}}(U_0, L(w,\lambda)) is 0. This shows an identity in Kazhdan-Lusztig polynomials (which might have been known for any y ∈ W_I and w ∉ W^J).

Corollary 4.11. Fix an integer i. We have for y ∈ W^+ (µ) and w ∈ W⁺,

\[ \sum_{n=0}^{\infty} \dim \text{Ext}^n_{U_{\zeta}}(U_i, L(w,\lambda)) t^n = t^{l(w) - i} \sum_{x \in W_J, l(x) \geq i} (-1)^{l(x) - i} p_{yx,w}. \]

And we are done.

For the next corollary, we make statements in U_\zeta-mod rather than in O or in O in order to simplify the notation. In particular, U_i is in U_\zeta-mod again. In Theorem 4.10 we computed the dimensions of Ext^n_{U_{\zeta}}(U_i, L(w,\lambda)), for w ∈ W^+ (µ). But we don’t need w to be in W^+ (µ):

Corollary 4.12. If w ∈ W⁺ \ W^+ (µ) and y ∈ W^+ (µ), then

\[ \sum_{x \in W_J} (-1)^{l(x)} p_{yx,w} = 0. \]

4.3. Graded enriched Grothendieck groups. We present another proof of Theorem 4.10. We are still in the setting of §4.1. In particular, w ∈ W^J. Our plan is to apply the translation functor T_\lambda^\mu : \tilde{C}_{\lambda} \to \tilde{C}_{\mu} to a sequence of distinguished triangles that realizes L(w,\lambda) in \tilde{E}^R(\tilde{C}_{\lambda}).

Recall the construction in the proof of Proposition 3.8. Replacing \nabla(\lambda_i){n_i} by \tilde{\nabla}(\lambda_i){n_i}, we obtain the graded complexes \tilde{L}(w,\lambda) = Y_0, \cdots, Y_N = 0 in \tilde{E}^R. Writing \lambda_i = w_i,\tilde{\lambda}, there is a distinguished triangle

\[ Y_{i+1} \to Y_i \to \tilde{\nabla}(w_i,\tilde{\lambda}){n_i} \to \]

for each 0 ≤ i ≤ N. We know by Lemma 4.17 and Proposition 3.10 that n_i ≡ l(w) − l(w_i) mod 2. Since the translation functors are exact, applying T_\lambda^\mu to the sequence produce the sequence

\[ \tilde{L}(w,\mu) = T_\lambda^\mu Y_0, \cdots, T_\lambda^\mu Y_N = 0 \text{ of objects in } D^b(\tilde{C}_{\mu}) \]

and distinguished triangles

\[ T_\lambda^\mu Y_{i+1} \to T_\lambda^\mu Y_i \to T_\lambda^\mu \tilde{\nabla}(w_i,\tilde{\lambda}){n_i} \to \]

in \text{D}^b(\tilde{C}_{\mu}).

Proposition 4.13. We have

\[ T_\lambda^\mu \tilde{\nabla}(yx,\tilde{\lambda}) \cong \tilde{\nabla}(y,\tilde{\mu})(-l(x)), \quad T_\lambda^\mu \tilde{\Delta}(yx,\tilde{\lambda}) \cong \tilde{\Delta}(y,\tilde{\mu})(l(x)) \]

for y ∈ W^J, x ∈ W_J.
Proof. We show only the assertion for \( \tilde{\Delta}(y, \lambda) \). Let \( l(x) = i \). Recall that
\[
\tilde{T}_\lambda^u L(y, \lambda) \cong \delta_{yx, y} \tilde{L}(y, \lambda).
\]
Since \( T_\lambda^u \Delta(y, \lambda) \cong \Delta(y, \mu) \) and \( \Delta(y, \mu) \) has only one composition factor isomorphic to \( L(y, \mu) \), it is enough to show that \( \Delta(y, \lambda) \) has \( \tilde{L}(y, \lambda) \langle i \rangle \) as its composition factor. By the Humphreys-Verma reciprocity, this is equivalent to \( \Delta(y, \lambda) \langle i \rangle \) appearing in a \( \Delta \)-filtration of \( \tilde{P}(y, \lambda) \). But we saw in Proposition \[2.9\] that this is true for \( \tilde{U}_0 \) instead of \( \tilde{P}(y, \lambda) \), because Koszulity implies that the radical filtration of \( \tilde{U}_0 \) agrees with the grading filtration. Since \( \tilde{P}(y, \lambda) \to \tilde{U}_0 \), and since the kernel of this map has a \( \Delta \)-filtration, this is enough. \( \square \)

Writing \( w_i = y_i x_i \) with \( y_i \in \cal{W}^J, x_i \in \cal{W}_J \) uniquely, Proposition \[4.10\] tells us that the distinguished triangles are
\[
\tilde{T}_\lambda^u Y_{i+1} \to \tilde{T}_\lambda^u Y_i \to \tilde{\nabla}(y_i, \mu \{n_i\}) \langle -l(x_i) \rangle = \tilde{\nabla}(y_i, \mu \{l(x_i)\}) \langle n_i - l(x_i) \rangle \to .
\]
These are not distinguished triangles in \( \tilde{E}^R \). But we know by Theorem \[4.1\] that there exists a sequence \( \tilde{L}(w, \mu) = X_0, \cdots, X_{N'} = 0 \) in \( \tilde{E}^R \) with distinguished triangles
\[
X_{j+1} \to X_j \to \tilde{\nabla}(z_j, \mu \{m_j\}) \to .
\]
Let us compare these two sequence to determine the (unordered) multiset \( \{(z_j, m_j)\} \).

Consider the enriched Grothendieck group \( K^R = K_0^c(\cal{C}_\mu) \) and the graded enriched Grothendieck group \( \tilde{K}^R = K_0^c(\tilde{\cal{C}}_\mu) \) defined in \[5\]. The two sequences provide two expressions of \( [L(w, \mu)] \in \tilde{K}^R \) with respect to the \( \mathbb{Z}[t, t^{-1}] \)-basis \( \{[\tilde{\nabla}(y, \mu)]\}_{y \in \cal{W}^J} \). The sequence \( \tilde{T}_\lambda^u Y_i \) provides
\[
\sum_{0 \leq i \leq N'} (-1)^l(x_i) t^{n_i - l(x_i)} [\tilde{\nabla}(y_i, \mu)],
\]
and the sequence \( X_j \) provides
\[
\sum_{0 \leq j \leq N'} t^{m_j} [\tilde{\nabla}(z_j, \mu)].
\]
Let \( c_{y, n} \) be the \( \mathbb{Z} \)-coefficient of \( t^{-n} [\tilde{\nabla}(y, \mu)] \) in the expression, thus
\[
c_{y, n} = |\{j \in [0, N'] \mid z_j = y, -m_j = n\}|.
\]
(Recall that \( m_j \) are negative integers.) This is the dimension of \( \text{ext}^n_{\cal{C}_\mu}(\tilde{\Delta}(y, \mu)(-n), \tilde{L}(w, \mu)) \) which is the same as \( \text{Ext}^n_{\cal{C}_\mu}(\Delta(y, \mu), L(w, \mu)) \) by standard Koszulity.

The expression \[(4.3.1)\] determines \( c_{y, n} \). It remains to write down the relation explicitly. We have
\[
c_{y, n} = |\{i \in [0, N] \mid y_i = y, n_i - l(x_i) = -n, l(x_i) \text{ even}\}|
\]
\[
- |\{i \in [0, N] \mid y_i = y, n_i - l(x_i) = -n, l(x_i) \text{ odd}\}|.
\]
Letting \( c_{y, n}^x := |\{i \in [0, N] \mid y_i = y, x_i = x, -n_i = n\}| \), we can write
\[
c_{y, n} = \sum_{x \in \cal{W}_J} (-1)^l(x) c_{y, n-l(x)}^x.
\]
Note also that
\[
c_{y, n}^x = |\{i \in [0, N] \mid w_i = yx, -n_i = n\}|.
\]
Since we started from the realization $Y_\gamma$ of $\tilde{L}(w.\tilde{\lambda})$, the number $c_{y,n}^\mu$ is the dimension of
\[
\text{ext}_C^n(\Delta(y.\lambda)(-n), \tilde{L}(w.\tilde{\lambda})) \cong \text{Ext}_C^n(\Delta(y.\lambda), L(w.\lambda)).
\]
Combining all this, we obtain the identity
\[
\dim \text{Ext}_C^n(\Delta(y.\mu), L(w.\mu)) = \sum_{x \in W_J} \dim \text{Ext}_C^{n-l(x)}(\Delta(y.\lambda), L(w.\lambda)).
\]
This is equivalent to the formula (4.10) by the formula (2.3.1). Finally, we transfer this to the quantum case as in the first proof.

4.4. Ext-groups between irreducibles. Dualizing Theorem 4.10 we obtain
\[
\sum_{n=0}^{\infty} \dim \text{Ext}_{U_\zeta}^n(L(w.\mu), \nabla(y.\mu)) t^n = t^{l(w)-l(y)} P^J_{y,w}
\]
for $y, w \in W^J$. Then [5, Corollary (3.6)] combined with the fact that $P^J_{y,w}$ is a polynomial on $t^2$ shows that the dimension for $\text{Ext}_{U_\zeta}^*(L(w.\mu), L(z.\mu))$ is given as
\[
\dim \text{Ext}_{U_\zeta}^n(L(w.\mu), L(z.\mu)) = \sum_{i+j=n, y \in W^+(\mu)} \dim \text{Ext}_{U_\zeta}^i(L(w.\mu), \nabla(y.\mu)) \dim \text{Ext}_{U_\zeta}^j(\Delta(y.\mu), L(z.\mu)).
\]
This is a finite sum as the right hand side is 0 unless $y \leq w, z$. We have proved the following,

**Theorem 4.14.** Suppose $l$ is KL-good. Let $\mu \in \overline{C}_{\mu}$, $J = \{ s \in S_\gamma \mid s.\mu = \mu \}$, and $w, z \in W^+(\mu)$. Then we have
\[
\sum_{n=0}^{\infty} \dim \text{Ext}_{U_\zeta}^n(L(w.\mu), L(z.\mu)) t^n = \sum_{y \in W^+(\mu)} t^{l(w)+l(z)-2l(y)} P^J_{y,w} P^J_{y,z}.
\]

4.5. Cohomology for $q$-Schur algebras. The above results provide calculations of Ext-groups between irreducible modules for important families of finite dimensional algebras associated to quantum enveloping algebras.

Consider first the type A quantum groups $U_\zeta(sl_n)$. Any positive integer $l$ is KL-good in this case. As explained in [21, §9], a classical $q$-Schur algebra over $\mathbb{C}$ with $q = \zeta^2$ arises as a truncation of $U_\zeta(sl_n)$-mod by a certain ideal $\Gamma$ of dominant weights. Thus, Theorem 4.10 and Theorem 4.14 compute the corresponding cohomology for $q$-Schur algebras.

A generalized $q$-Schur algebra arises in a similar way. Let $X$ be the union of a (finite) collection of $W_\gamma$ linkage classes in $X^+$, regarded as a poset using the dominance order $\supset$ on $X^+$. Let $\Gamma$ be a finite ideal in $X$, and let $C^\zeta[\Gamma]$ be the Serre subcategory of $C^\zeta = U^-_\zeta$-mod generated by the irreducible modules $L(\gamma)$, $\gamma \in \Gamma$. Then $C^\zeta[\Gamma]$ is equivalent to the category $A_\Gamma$-mod of finite dimensional modules for some finite dimensional algebra $A_\Gamma$. The algebra $A_\Gamma$ is only determined up to Morita equivalence. But, by abuse of language, it is often called “the generalized $q$-Schur algebra” associated to $\Gamma$. This defines the generalized $q$-Schur algebras for all other types as well. Now, in any type (assuming $l$ KL-good), Theorem 4.10 and Theorem 4.14 provide the corresponding cohomology dimension for the generalized $q$-Schur algebras.
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