Generalized Ablowitz–Ladik hierarchy in topological string theory
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Abstract
This paper addresses the issue of integrable structures in topological string theory on generalized conifolds. Open string amplitudes of this theory can be expressed as the matrix elements of an operator on the Fock space of 2D charged free fermion fields. The generating function of these amplitudes with respect to the product of two independent Schur functions becomes a tau function of the 2D Toda hierarchy. The associated Lax operators turn out to have a particular factorized form. This factorized form of the Lax operators characterizes a generalization of the Ablowitz–Ladik hierarchy embedded in the 2D Toda hierarchy. The generalized Ablowitz–Ladik hierarchy is thus identified as a fundamental integrable structure of topological string theory on the generalized conifolds.

Keywords: topological string, generalized conifold, Toda hierarchy, Ablowitz–Ladik hierarchy
PACS numbers: 02.30.Ik, 11.25.Hf
Mathematics Subject Classification: 17B80, 35Q55, 81T30

1. Introduction

This paper presents an extension of our previous work [1] on the integrable structure of a modified 'melting crystal model'. The partition function of the previous model is a generating function of (equivariant) local Gromov–Witten invariants of the resolved conifold [2]. The relevance of the Ablowitz–Ladik hierarchy [3, 4] (equivalently, the relativistic Toda hierarchy [5–7]) to this model was conjectured by Brini from an order-by-order analysis of the genus expansion of the partition function [8]. We deformed the modified melting crystal model by two sets of external potentials with coupling constants $t = (t_1, t_2, \ldots)$ and $\bar{t} = (\bar{t}_1, \bar{t}_2, \ldots)$, and employed the method [9, 10] developed for the genuine melting crystal model [11, 12] to show that the deformed partition function is essentially a tau function $\tau(s, t, \bar{t})$ of the 2D Toda
hierarchy [13, 14]. We further found that the associated Lax operators of the Toda hierarchy have a particular factorized form, which coincides with the condition that characterizes the Ablowitz–Ladik hierarchy as a reduction of the Toda hierarchy [15]. Thus the solution of the Toda hierarchy in question turns out to be a solution of the Ablowitz–Ladik hierarchy.

In the perspective of topological string theory, the tau function of the modified melting crystal model is a generating function of open string amplitudes on the resolved conifold. One can generalize it to toric Calabi–Yau threefolds whose toric diagrams are obtained by ‘triangulation of a strip’. For such manifolds, the method of topological vertex [16] for calculating open string amplitudes simplifies drastically [17]. Namely, the amplitudes can be expressed as the matrix elements $\langle \lambda | g | \mu \rangle$ of an operator $g$ on the Fock space of 2D charged free fermion fields, where $\lambda$ and $\mu$ are partitions assigned to the leftmost and rightmost external edges of the web diagram, and $|\lambda\rangle$ and $|\mu\rangle$ are normalized excited states labelled by these partitions [18–20]. The generating function of the matrix elements $\langle \lambda, s | g | \mu, s \rangle$ (extended to the charge-$s$ sectors of the Fock space) with respect to the product $s_\lambda(x)s_\mu(y)$ of Schur functions of two independent sets of variables $x, y$ becomes a tau function $\tau(s, t, \bar{t})$ of the Toda hierarchy by a well known transformation of variables from $x, y$ to $t, \bar{t}$ [21].

Among these generalizations to toric Calabi–Yau threefolds, we now consider the case where the web diagram consists of a zig-zag spine of $2N - 1$ internal edges and $2N + 2$ external edges emanating from the spine (see figure 1). The resolved conifold amounts to the case of $N = 1$. For this ‘generalized conifold’, we shall show that the associated Lax operators of the Toda hierarchy have the factorized form

$$L = B e^{(1-N)\bar{t}} C^{-1}, \quad \bar{L}^{-1} = D C e^{(N-1)t} B^{-1},$$  \hspace{1cm} (1)

where $e^\delta (\partial_s = \partial/\partial s)$ denotes the shift operator that acts on functions $\psi(s)$ of $s \in \mathbb{Z}$ as $e^\delta \psi(s) = \psi(s+1)$, $B$ and $C$ are finite order difference operators of the form

$$B = e^{N\delta} + b_1(s)e^{(N-1)\delta} + \cdots + b_N(s),$$

$$C = 1 + c_1(s)e^{-\delta} + \cdots + c_N(s)e^{-N\delta},$$  \hspace{1cm} (2)

and $D$ is a constant. The factorized form (1) is preserved by the flows of the Toda hierarchy, hence defines a generalization of the Ablowitz–Ladik hierarchy as a subsystem of the Toda hierarchy.
hierarchy. It is this generalized Ablowitz–Ladik hierarchy that we identify as a fundamental integrable structure of topological string theory on the Nth generalized conifold.

To derive this result, we adopt the same strategy as in the previous work [1]. Namely, we translate the fermionic construction of the tau function to the language of $\mathbb{Z} \times \mathbb{Z}$ matrices. The operator $g$ thus corresponds to an infinite matrix $U$. The associated solution of the Toda hierarchy can be captured by a factorization problem of infinite matrices [22–24]. Actually, infinite matrices arising therein are avatars of difference operators in the Lax formalism of the Toda hierarchy. The factors in the factorization problem amount to the dressing operators $W, \bar{W}$, which in turn determine the Lax operators $L, \bar{L}$. We can find an explicit form of these matrices at least at the initial time $t = t = 0$. The initial values of $L$ and $\bar{L}^{-1}$ thus turns out to have the factorized form (1). This is enough to conclude that $L$ and $\bar{L}^{-1}$ are similarly factorized at all times, because the factorized form (1) is preserved by the flows of the Toda hierarchy.

This paper is organized as follows. Section 2 reviews the fermionic expression of open string amplitudes and the associated tau function. The operator $g$ shows up here as a product of several building blocks. Section 3 shows a dictionary that translates the fermionic setting to the language of infinite matrices. The matrix $U$ is derived from $g$ by this dictionary. Section 4 introduces the matrix factorization problem that determines the dressing operators. The initial values of the dressing operators are explicitly calculated here. This result is used in section 5 to calculate the initial values of the Lax operators. The initial values are shown to have the factorized form (1). Section 6 is devoted to the generalized Ablowitz–Ladik hierarchy. Fundamental properties, such as the consistency of this system, are proved here. As a corollary, the solution of the Toda hierarchy obtained from $U$ turns out to be a solution of the generalized Ablowitz–Ladik hierarchy. Section 7 presents our conclusion.

2. Tau function in fermionic language

Let $\psi_n$ and $\psi_n^*$, $n \in \mathbb{Z}$, be the Fourier modes of 2D charged free fermion fields [25]

$$\psi(z) = \sum_{n \in \mathbb{Z}} \psi_n z^{-n-1}, \quad \psi^*(z) = \sum_{n \in \mathbb{Z}} \psi_n^* z^{-n}.$$

They satisfy the anti-commutation relations

$$\psi_m \psi_n^* + \psi_n \psi_m^* = \delta_{m+n,0}, \quad \psi_m \psi_n + \psi_n \psi_m = 0, \quad \psi_m^* \psi_n^* + \psi_n^* \psi_m^* = 0.$$

The Fock and dual Fock space can be decomposed into the eigenspaces of the $U(1)$-charge operator

$$J_0 = \sum_{n \in \mathbb{Z}} \psi_{-n} \psi_n^*.$$

Let $|s\rangle$ and $|s\rangle$, $s \in \mathbb{Z}$, denote the ground states in the charge-$s$ sector:

$$|s\rangle = (-\infty| \cdots | \psi_{s-1}^* \rangle, \quad |s\rangle = | \psi_{-s-1} \cdots | \rangle \infty).$$

Normalized excited states are labelled by partitions $\lambda = (\lambda_1, \lambda_2, \ldots)$, $\lambda_1 \geq \lambda_2 \geq \cdots \geq 0$, as $|\lambda, s\rangle$ and $|\lambda, s\rangle$:

$$|\lambda, s\rangle = (-\infty| \cdots | \psi_{\lambda_{s+1}}^* \rangle, \quad |\lambda, s\rangle = | \psi_{-\lambda_{s+1}} \cdots | \rangle \infty).$$

Building blocks of the fermionic expression of open string amplitudes are the special fermion bilinears

$$J_k = \sum_{n \in \mathbb{Z}} \psi_{-n} \psi_{n+k}^*, \quad k \in \mathbb{Z},$$

$$L_0 = \sum_{n \in \mathbb{Z}} n \psi_{-n} \psi_n^*, \quad W_0 = \sum_{n \in \mathbb{Z}} n^2 \psi_{-n} \psi_n^*.$$
and the vertex operators [26, 27]

\[ \Gamma_{\pm}(z) = \exp \left( \sum_{k=1}^{\infty} \frac{z}{k} J_{\pm k} \right), \quad \Gamma_{\pm}'(z) = \exp \left( -\sum_{k=1}^{\infty} \frac{(-z)^k}{k} J_{\pm k} \right). \]

It is convenient to define the multi-variate vertex operators \( \Gamma_{\pm}(x) \) and \( \Gamma_{\pm}'(x) \), \( x = (x_1, x_2, \ldots) \), as well:

\[ \Gamma_{\pm}(x) = \prod_{i=1}^{\infty} \Gamma_{\pm}(x_i), \quad \Gamma_{\pm}'(x) = \prod_{i=1}^{\infty} \Gamma_{\pm}'(x_i). \]

These operators are ‘neutral’ or ‘charge-preserving’, i.e., do not mix different charge sectors. \( L_0 \) and \( W_0 \) are ‘diagonal’ and have the \( s \)-dependent matrix elements

\[ \langle \lambda, s|L_0|\mu, s \rangle = \delta_{|\lambda|,|\mu|} \left( |\lambda| + \frac{s(s+1)}{2} \right), \tag{3} \]

\[ \langle \lambda, s|W_0|\mu, s \rangle = \delta_{|\lambda|,|\mu|} \left( \kappa(\lambda) + (2s+1)|\lambda| + \frac{s(s+1)(2s+1)}{6} \right), \tag{4} \]

where \( \kappa(\lambda) \) denotes the quadratic Casimir invariant

\[ \kappa(\lambda) = \sum_{i \geq 1} \lambda_i(\lambda_i - 2i + 1) = \sum_{i \geq 1} ((\lambda_i - i + 1/2)^2 - (-i + 1/2)^2) \]

of the partition \( \lambda = (\lambda_1, \lambda_2, \ldots) \). The matrix elements of \( \Gamma_{\pm}(x) \) and \( \Gamma_{\pm}'(x) \) are independent of the charge sector, and become skew Schur functions [25, 28]:

\[ \langle \lambda, s|\Gamma_{\pm}(x)|\mu, s \rangle = \langle \mu, s|\Gamma_{\pm}(x)|\lambda, s \rangle = s_{\lambda/\mu}(x), \tag{5} \]

\[ \langle \lambda, s|\Gamma_{\pm}'(x)|\mu, s \rangle = \langle \mu, s|\Gamma_{\pm}'(x)|\lambda, s \rangle = s_{\lambda/\mu}(x), \tag{6} \]

where \( \lambda^\dagger \) and \( \mu^\dagger \) denote the conjugate (or transposed) partitions of \( \lambda \) and \( \mu \).

\( J_k \)'s play a fundamental role in the fermionic expression of tau functions of the Toda hierarchy as well [29]. General tau functions can be expressed as

\[ \tau(s, t, i) = \langle s | \exp \left( \sum_{k=1}^{\infty} t_k J_k \right) g \exp \left( -\sum_{k=1}^{\infty} \tilde{t}_k J_{-k} \right) | s \rangle, \tag{7} \]

where \( g \) is an element of the Clifford group \( \hat{\mathbf{GL}}(\infty) \) [25] generated by the exponentials \( e^{\tilde{X}} \) of neutral fermion bilinears

\[ \tilde{X} = \sum_{m,n \in \mathbb{Z}} x_{mn} W_m Y_n \]

The tau function of the modified melting crystal model [1] is obtained from the special operator

\[ g = q^{W_0/2} \Gamma_-(q^{-\rho}) \Gamma_+(q^{\rho}) \mathcal{Q}^{l_0} \Gamma'_-(q^{-\rho}) \Gamma'_+(q^{\rho}) q^{-W_0/2}, \tag{8} \]

where \( q \) and \( \mathcal{Q} \) are positive constants, \( q \) is restricted to the range \( 0 < q < 1 \), and \( \Gamma_{\pm}(q^{-\rho}) \) and \( \Gamma_{\pm}'(q^{\rho}) \) are the specialization of \( \Gamma_{\pm}(x) \) and \( \Gamma_{\pm}'(x) \) to \( q^{-\rho} = (q^{1/2}, q^{3/2}, \ldots, q^{k+1/2}, \ldots) \).

Topological string theory on the \( N \)th generalized conifold is related to the following generalization of (8) [19, 20]:

\[ g = q^{W_0/2} \Gamma_-(q^{-\rho}) \Gamma_+(q^{\rho}) \mathcal{Q}^{l_0} \Gamma'_-(q^{-\rho}) \Gamma'_+(q^{\rho}) \mathcal{Q}^{l_0'} \]

\[ \times \Gamma_-(q^{-\rho}) \Gamma_+(q^{\rho}) \mathcal{Q}^{l_0} \Gamma'_-(q^{-\rho}) \Gamma'_+(q^{\rho}) \mathcal{Q}^{l_0'} \]

\[ \times \cdots \times \Gamma_-(q^{-\rho}) \Gamma_+(q^{\rho}) \mathcal{Q}^{l_0} \Gamma'_-(q^{-\rho}) \Gamma'_+(q^{\rho}) q^{-W_0/2}. \tag{9} \]
As we show in appendix, the matrix elements $\langle \lambda | g | \mu \rangle$ of $g$ in the Fock space give a compact expression of the open string amplitudes $Z_{\lambda, \emptyset} | g | \mu, \emptyset$ in the setting where the leftmost and rightmost external edges are assigned with the non-trivial partitions $^1 \lambda, \mu$ whereas the other external edges are given the zero partition $\emptyset$.

The logarithm of $Z_{\lambda, \emptyset} | g | \mu, \emptyset$ is a generating functions of all genus local Gromov–Witten invariants with respect to the parameters $q, Q_1, \ldots, Q_{2N-1}$. The partitions specify the topological type (i.e., winding numbers) of boundaries of the string world sheet. One can assign non-trivial partitions $\beta_1, \ldots, \beta_{2N}$ to the intermediate external edges to define more general amplitudes $Z_{\lambda, \beta_1, \ldots, \beta_{2N}, \mu}$ as well. We refer a precise definition of these notions to Mariño’s book [30]. The fermionic expression of these amplitudes can be derived from a combinatorial expression obtained by the method of topological vertex (see appendix).

The matrix elements $\langle \lambda | g | \mu \rangle$ and their extensions $\langle \lambda, s | g | \mu, s \rangle$ to the charge-$s$ sectors can be assembled to the generating functions

$$
\sum_{\lambda, \mu \in \mathcal{P}} s_\lambda(x) \langle \lambda, s | g | \mu, s \rangle s_\mu(y),
$$

where $\mathcal{P}$ is the set of all partitions, and $s_\lambda(x)$ and $s_\mu(y)$ are the Schur functions of multi-variables $x = (x_1, x_2, \ldots)$ and $y = (y_1, y_2, \ldots)$. These generating functions become the tau function (7) by changing variables from $(x, y)$ to $(\mathbf{t}, \mathbf{\bar{t}})$ as

$$
\mathbf{t}_k = \frac{1}{k} \sum_{i \geq 1} x^k_i, \quad \mathbf{\bar{t}}_k = -\frac{1}{k} \sum_{i \geq 1} y_i^k.
$$

3. Translation to infinite matrices

The foregoing fermionic setting can be translated to the language of infinite matrices. In particular, we obtain a matrix that represents the element (9) of $GL(\infty)$. We shall use this matrix to characterize the associated solution of the Toda hierarchy in the Lax formalism.

It is well known that neutral fermion bilinears are in one-to-one correspondence with $\mathbb{Z} \times \mathbb{Z}$ matrices [25]:

$$
\hat{X} \leftrightarrow X = \sum_{m, n \in \mathbb{Z}} x_{mn} E_{mn}, \quad E_{mn} = (\delta_{mn} \delta_{ij})_{i,j \in \mathbb{Z}}.
$$

Apart from c-number corrections, they have the same Lie algebraic structure, namely,

$$
[\hat{X}, \hat{Y}] = \{X, Y\} + c(X, Y),
$$

where $c(X, Y)$ is a c-number cocycle of $gl(\infty)$. Thus fermion bilinears form a central extension $\hat{gl}(\infty)$ of $gl(\infty)$.

Actually, the matrix representation gives us more freedom, because the set of infinite matrices is equipped with multiplication as well as Lie brackets. For example, matrix representation of $L_0, M_0, J_k$ (let us use the same notations as fermion bilinears) can be written as

$$
L_0 = \Delta, \quad W_0 = \Delta^2, \quad J_k = \Lambda^k,
$$

where

$$
\Delta = \sum_{n \in \mathbb{Z}} n E_{nn}, \quad \Lambda = \sum_{n \in \mathbb{Z}} E_{n,n+1}.
$$

1 As we show in appendix, the matrix elements $\langle \lambda | g | \mu \rangle$ are slightly different from the true amplitudes $Z_{\lambda, \emptyset} | g | \mu, \emptyset$. The difference, however, is rather immaterial and does not affect our consideration on the integrable structure.
Note that $\Lambda$ and $\Delta$ amount to the shift operator $e^{ih}$ and the multiplication operator $s$ on the 1D lattice $\mathbb{Z}$:

$$\Lambda \longleftrightarrow e^{ih}, \quad \Delta \longleftrightarrow s.\]

The matrix representation of fermion bilinears can be lifted up to $GL(\infty)$ [25]. By definition, the matrix representation $A = (a_{ij})$ of $g \in GL(\infty)$ is determined by the Bogoliubov transformation on the linear span of $\psi_n$’s:

$$g\psi_n g^{-1} = \sum_{m\in \mathbb{Z}} \psi_m a_{mn}.$$  

If $g$ is the exponential $e^X$ of a neutral fermion bilinear $X$, $A$ is the exponential $e^Y$ of the matrix $Y$. We can thereby find, from (12), an explicit form of the matrix representation of building blocks in (9).

(i) The matrix representation of $\Gamma_{\pm}(z)$ and $\Gamma_{\pm}'(z)$, denoted by the same notations, reads

$$\Gamma_{\pm}(z) = \exp \left( \sum_{k=1}^{\infty} \frac{z^k}{k} \Lambda^{\pm k} \right) = (1 - z \Lambda^{\pm 1})^{-1},$$

$$\Gamma_{\pm}'(z) = \exp \left( -\sum_{k=1}^{\infty} \frac{(-z)^k}{k} \Lambda^{\pm k} \right) = 1 + z \Lambda^{\pm k}. \quad (13)$$

Consequently, $\Gamma_{\pm}(q^{-\rho})$ and $\Gamma_{\pm}'(q^{-\rho})$ become infinite products of matrices:

$$\Gamma_{\pm}(q^{-\rho}) = \prod_{i=1}^{\infty} (1 - q^{-1/2} \Lambda^{\pm 1})^{-1},$$

$$\Gamma_{\pm}'(q^{-\rho}) = \prod_{i=1}^{\infty} (1 + q^{-1/2} \Lambda^{\pm 1}). \quad (14)$$

These infinite products may be thought of as matrix-valued ‘quantum dilogarithm’ [31, 32].

(ii) $q^{\frac{\rho}{2}}$ and $Q^{\rho}$ become the diagonal matrices

$$q^{\frac{\rho^2}{2}} = \sum_{n\in \mathbb{Z}} q^{\frac{\rho^2}{2}} E_{nm}, \quad Q^\Lambda = \sum_{n\in \mathbb{Z}} Q^n E_{nm}. \quad (15)$$

Thus the following matrix representation of (9) is obtained:

$$U = q^{\frac{\rho^2}{2}} \Psi \Psi + (q^{-\rho}) \Gamma_{\pm}(q^{-\rho}) Q_{\Lambda}^\Lambda \Gamma_{\pm}'(q^{-\rho}) Q_{\Lambda}^{\Lambda'} \times \Gamma_{\pm}(q^{-\rho}) \Gamma_{\pm}'(q^{-\rho}) Q_{\Lambda}^\Lambda \Gamma_{\pm}'(q^{-\rho}) Q_{\Lambda}^{\Lambda'} \times \cdots \times \Gamma_{\pm}(q^{-\rho}) \Gamma_{\pm}'(q^{-\rho}) Q_{\Lambda}^\Lambda \Gamma_{\pm}'(q^{-\rho}) Q_{\Lambda}^{\Lambda'} q^{-\Lambda^2/2}. \quad (16)$$

Let us make several technical remarks.

**Remark 1.** $Q^\Lambda$ and $\Lambda^k$’s satisfy the commutation relation

$$\Lambda^k Q^\Lambda = Q^\Lambda \Lambda^k. \quad (17)$$

The order of $\Gamma_{\pm}$, $\Gamma_{\pm}'$ and $Q^{\rho}$’s in (16) can be thereby exchanged as

$$\Gamma_{\pm}(q^{-\rho}) Q^\Lambda = Q^\Lambda \Gamma_{\pm}(Q^{\pm 1} q^{-\rho}),$$

$$\Gamma_{\pm}'(q^{-\rho}) Q^\Lambda = Q^\Lambda \Gamma_{\pm}'(Q^{\pm 1} q^{-\rho}). \quad (18)$$
Remark 2. (14) can be slightly generalized as
\[ \Gamma_{\pm}(Qq^{-\rho}) = \prod_{i=1}^{\infty} \left( 1 - Qq^{-i/2} \Lambda_{\pm}^{-1} \right)^{-1}, \]
\[ \Gamma'_{\pm}(Qq^{-\rho}) = \prod_{i=1}^{\infty} \left( 1 + Qq^{-i/2} \Lambda_{\pm}^{-1} \right). \] (19)

Remark 3. \( q^{k/2} \) transforms \( \Lambda_{k} \) by conjugation as
\[ q^{k/2}\Lambda_{k}q^{-k/2} = \Lambda_{k}. \] (20)

This is a special case of ‘the third shift symmetry’ in the terminology of our previous work [1]. \( \Lambda_{k} \) and \( q^{k/2}\Lambda_{k}q^{-k/2} \) are elements of the quantum torus algebra spanned by
\[ v^{(k)} = q^{km/2} \Lambda_{m} = q^{-km/2} \Lambda_{m}^{*}, \quad k, m \in \mathbb{Z}. \] (21)

4. Initial values of dressing operators

Given the infinite matrix \( U \) representing an element \( g \) of \( \hat{GL}(\infty) \), the associated solution of the Toda hierarchy can be characterized by the factorization problem [22–24]
\[ \exp \left( \sum_{k=1}^{\infty} t_{k} \Lambda_{k} \right) U \exp \left( -\sum_{k=1}^{\infty} \bar{t}_{k} \Lambda_{k}^{-1} \right) = W^{-1} \bar{W}, \] (22)
where \( W \) is a lower triangular matrix with all diagonal elements being equal to 1, and \( \bar{W} \) is an upper triangular matrix with all diagonal elements being non-zero.

\( W \) and \( \bar{W} \) play the role of dressing operators. As matrix-valued functions of \( t \) and \( \bar{t} \), they satisfy the Sato equations
\[ \frac{\partial W}{\partial t_{k}} = -(W \Lambda_{k} W^{-1})_{<0} W, \quad \frac{\partial W}{\partial \bar{t}_{k}} = (\bar{W} \Lambda_{k}^{-1} \bar{W})_{<0} W, \]
\[ \frac{\partial \bar{W}}{\partial t_{k}} = (W \Lambda_{k} W^{-1})_{>0} \bar{W}, \quad \frac{\partial \bar{W}}{\partial \bar{t}_{k}} = -(\bar{W} \Lambda_{k}^{-1} \bar{W})_{>0} \bar{W}, \] (23)

where \( (\quad)_{>0} \) and \( (\quad)_{<0} \) denote the projection to the upper and strictly lower triangular parts, i.e.,
\[ \left( \sum_{m,n} a_{mn} E_{mn} \right)_{>0} = \sum_{m \leq n} a_{mn} E_{mn}, \quad \left( \sum_{m,n} a_{mn} E_{mn} \right)_{<0} = \sum_{m > n} a_{mn} E_{mn}. \]
The Lax operators are obtained by ‘dressing’ the shift matrix \( \Lambda \) as
\[ L = W \Lambda W^{-1}, \quad \bar{L} = \bar{W} \Lambda \bar{W}, \]
and satisfy the Lax equations
\[ \frac{\partial L}{\partial t_{k}} = [(L_{k})_{>0}, L], \quad \frac{\partial L}{\partial \bar{t}_{k}} = [(\bar{L}^{-1})_{<0}, L] \]
\[ \frac{\partial \bar{L}}{\partial t_{k}} = [(L_{k})_{>0}, \bar{L}], \quad \frac{\partial \bar{L}}{\partial \bar{t}_{k}} = [(\bar{L}^{-1})_{<0}, \bar{L}]. \] (24)

2 To give a solution of the Toda hierarchy, \( g \) has to satisfy a set of genericity conditions, e.g., \( \langle s | g | s \rangle \neq 0 \) for all \( s \in \mathbb{Z} \) [29].
Note that the inverse matrix $\bar{L}^{-1}$, too, satisfies Lax equations of the same form
\[ \frac{\partial \bar{L}^{-1}}{\partial t_k} = [(L^1)_{\geq 0}, \bar{L}^{-1}], \quad \frac{\partial \bar{L}^{-1}}{\partial t_k} = [(\bar{L}^{-k})_{< 0}, \bar{L}^{-1}] \]
Actually, it is $\bar{L}^{-1}$ rather than $\bar{L}$ that plays a fundamental role in our consideration on the solution obtained from (16).
In a general case, solving the factorization problem (22) directly is extremely difficult. In the case of (16), however, we can find an explicit form of the solution at the initial time $t = \bar{t} = 0$ as follows.

**Proposition 1.** The matrix (16) can be factorized as
\[ U = W_{(0)}^{-1}\bar{W}_{(0)}, \quad (25) \]
where
\[ W_{(0)} = q^{\Delta_1/2} \cdot N \prod_{n=1}^{N} \Gamma_-(Q^{(2n-1)}q^{-\rho})^{-1} \Gamma'_-(Q^{(2n)}q^{-\rho})^{-1} \cdot q^{-\Delta_1/2}, \quad (26) \]
\[ \bar{W}_{(0)} = q^{-\Delta_1/2} \cdot N \prod_{n=1}^{N} \Gamma_+(Q^{(2n-1)}q^{-\rho}) \Gamma'_+(Q^{(2n)}q^{-\rho}) (Q_1 \cdots Q_{2N-1})^\Delta q^{-\Delta_1/2}, \quad (27) \]
and
\[ Q^{(n)} = Q_1 \cdots Q_{n-1}, \quad Q^{(1)} = 1. \]
The factors $W_{(0)}$, $\bar{W}_{(0)}$ are the initial values $W|_{t = \bar{t} = 0}$, $\bar{W}|_{t = \bar{t} = 0}$ of the dressing matrices for the solution of the Toda hierarchy obtained from (16).

**Proof.** Use the commutation relation (18) repeatedly to move $Q^3, \ldots, Q^{2N-1}$ in (16) to the front of $q^{-\Delta_1/2}$ as
\[ U = q^{\Delta_1/2} \Gamma_-(q^{-\rho}) \Gamma'_+(q^{-\rho}) \Gamma'_+(Qq^{-\rho}) \Gamma_1^{-1} q^{-\rho} \times \Gamma_-(Q^3 q^{-\rho}) \Gamma_+(Q^{(3-1)}q^{-\rho}) \Gamma'_+(Q^{(4)}q^{-\rho}) \Gamma_1^{-1} q^{-\rho} \times \cdots \times \Gamma_-(Q^{(2N-1)}q^{-\rho}) \Gamma_+(Q^{(2N-1)}q^{-\rho}) \Gamma'_+(Q^{(2N)}q^{-\rho}) \Gamma_1^{-1} q^{-\rho} \times (Q_1 \cdots Q_{2N-1})^\Delta q^{-\Delta_1/2}. \]
Since the vertex operators in the matrix representation (13) commute with each other, $\Gamma_-$’s and $\Gamma'_+$’s can be moved to the left side of $\Gamma_+$’s and $\Gamma'_+$’s. Thus $U$ can be converted to the factorized form with factors (26) and (27). Since (26) is a lower triangular matrix with unit diagonal elements and (27) is an upper triangular matrix with non-zero diagonal elements, these matrices are indeed the initial values of the dressing operators.

5. **Initial values of Lax operators**

Let us calculate the initial values
\[ L_{(0)} = W_{(0)} \Lambda W_{(0)}^{-1}, \quad \bar{L}_{(0)}^{-1} = \bar{W}_{(0)} \bar{\Lambda}^{-1} \bar{W}_{(0)}^{-1} \quad (28) \]
of the Lax operators at $t = \bar{t} = 0$ from the explicit expressions (26) and (27) of the initial values of the dressing operators. As it turns out, they are non-commutative rational functions of $q^\Delta$ and $\Lambda$. 


Plugging the explicit form of $W_0$ and $\tilde{W}_0$ into (28) yields the following somewhat complicated expressions of $L_0$ and $\tilde{L}_0$:

\[ L_0 = q^{N/2} \prod_{n=1}^{N} \Gamma_-(Q^{2n-1} q^{-\rho})^{-1} \Gamma_-(Q^{2n-1} q^{-\rho})^{-1} q^{-\Delta_{1/2}} \Lambda q^{\Delta_1/2} \]

\[ \times \prod_{n=1}^{N} \Gamma_- \left( Q^{2n} q^{-\rho} \right) \Gamma_- \left( Q^{2n-1} q^{-\rho} \right) \cdot q^{-\Delta_1/2}, \]

\[ \tilde{L}_0 = q^{N/2} \prod_{n=1}^{N} \Gamma_+ \left( Q^{2n-1} q^{-\rho} \right) \Gamma_+ \left( Q^{2n-1} q^{-\rho} \right) \]

\[ \times (Q_1 \cdots Q_{2N-1})^\Delta q^{-\Delta_{1/2}} \Lambda^{-1} q^{\Delta_1/2} (Q_1 \cdots Q_{2N-1})^{-\Delta} \]

\[ \times \prod_{n=1}^{N} \Gamma_+ \left( Q^{2n-1} q^{-\rho} \right) \Gamma_+ \left( Q^{2n-1} q^{-\rho} \right) \cdot q^{-\Delta_1/2}. \]

We can use (20) and (17) to rewrite the products in the middle of the right hand side as

\[ q^{-\Delta_{1/2}} \Lambda q^{-\Delta_1/2} = q^{\Delta_1/2} \Lambda, \]

\[ (Q_1 \cdots Q_{2N-1})^\Delta q^{-\Delta_{1/2}} (Q_1 \cdots Q_{2N-1})^{-\Delta} = Q_1 \cdots Q_{2N-1} q^{-\Delta_{1/2}} \Lambda^{-1}. \]

Since the last factors $\Lambda^\pm$ in the right hand side commute with $\Gamma$'s and $\Gamma'$'s, let us move them to the front of $q^{-\Delta_1/2}$ as

\[ L_0 = q^{N/2} \prod_{n=1}^{N} \Gamma_-(Q^{2n-1} q^{-\rho})^{-1} \Gamma_-(Q^{2n-1} q^{-\rho})^{-1} q^{\Delta_1/2} \]

\[ \times \prod_{n=1}^{N} \Gamma_- \left( Q^{2n} q^{-\rho} \right) \Gamma_- \left( Q^{2n-1} q^{-\rho} \right) \cdot \Lambda q^{-\Delta_1/2} \]

(29)

and

\[ \tilde{L}_0 = Q_1 \cdots Q_{2N-1} q^{\Delta_1/2} \prod_{n=1}^{N} \Gamma_+ \left( Q^{2n-1} q^{-\rho} \right) \Gamma_+ \left( Q^{2n-1} q^{-\rho} \right) \cdot q^{\Delta_1/2} \]

\[ \times \prod_{n=1}^{N} \Gamma_+ \left( Q^{2n-1} q^{-\rho} \right) \Gamma_+ \left( Q^{2n-1} q^{-\rho} \right) \cdot \Lambda q^{-\Delta_1/2}. \]

(30)

To simplify these expressions, we use the following identities that underlie the 'shift symmetries' of the quantum torus algebra [1, 9, 10].

Lemma 1.

\[ \Gamma_- (Q q^{-\rho})^{-1} q^\Delta \Gamma_- (Q q^{-\rho}) = q^\Delta (1 - Q q^{-1/2} \Lambda^{-1}), \]

\[ \Gamma_- \left( Q q^{-\rho} \right)^{-1} q^\Delta \Gamma_- \left( Q q^{-\rho} \right) = q^\Delta (1 + Q q^{-1/2} \Lambda^{-1}), \]

\[ \Gamma_+ (Q^{-1} q^{-\rho}) q^{-\Delta} \Gamma_+ (Q^{-1} q^{-\rho})^{-1} = q^{-\Delta} (1 - Q^{-1} q^{-1/2} \Lambda^{-1}), \]

\[ \Gamma_+ \left( Q^{-1} q^{-\rho} \right) q^{-\Delta} \Gamma_+ \left( Q^{-1} q^{-\rho} \right)^{-1} = q^{-\Delta} (1 + Q^{-1} q^{-1/2} \Lambda). \]

(31)

Proof. Use the commutation relations

\[ \Lambda^k q^\Delta = q^k q^\Delta \Lambda^k \]

(32)
(which is part of the structure of the quantum torus algebra) to exchange the order of \( \Gamma_-(Qq^{-\rho}) \) and \( q^\Delta \) as

\[
\Gamma_-(Qq^{-\rho})^{-1} q^\Delta \Gamma_-(Qq^{-\rho}) = q^\Delta \Gamma_-(Qq^{-1} \rho) \Gamma_-(Qq^{-\rho})^{-1},
\]

and plug the infinite product expression (19) therein. The outcome is

\[
q^\Delta \prod_{i=1}^\infty (1 - Qq^{3/2} \Lambda^{-1}) \cdot \prod_{i=1}^\infty (1 - Qq^{-1/2} \Lambda^{-1})^{-1} = q^\Delta (1 - Qq^{-1/2} \Lambda^{-1}).
\]

Thus the first identity of (31) is obtained. The other identities can be derived in the same way. □

The foregoing expressions (29)–(30) of \( L_{(0)} \) and \( \bar{L}_{(0)}^{-1} \) can be simplified by the identities (31) as

\[
L_{(0)} = q^{\Delta^2/2} q^{\Delta+1/2} \prod_{n=1}^N (1 - Q^{(2n-1)} q^{\Delta-1} \Lambda^{-1})(1 + Q^{(2n)} q^{\Delta-1} \Lambda^{-1})^{-1} \cdot \Lambda q^{-\Delta^2/2}
\]

and

\[
\bar{L}_{(0)}^{-1} = Q_1 \cdots Q_{2N-1} q^{\Delta^2/2} q^{-\Delta+1/2}
\]

\[
\times \prod_{n=1}^N (1 - Q^{(2n-1)} q^{-1/2} \Lambda)(1 + Q^{(2n)} q^{-1/2} \Lambda) \cdot \Lambda^{-1} q^{-\Delta^2/2}.
\]

Lastly, we use (20) and (32) to convert (33) and (34) to rational functions of \( q^\Delta \) and \( \Lambda \) as

\[
L_{(0)} = q^{\Delta^2/2} \prod_{n=1}^N (1 - Q^{(2n-1)} q^{\Delta-1} \Lambda^{-1})(1 + Q^{(2n)} q^{\Delta-1} \Lambda^{-1})^{-1} \cdot q^{-\Delta+1/2} \Lambda
\]

and

\[
\bar{L}_{(0)}^{-1} = Q_1 \cdots Q_{2N-1} q^{-\Delta+1/2}
\]

\[
\times \prod_{n=1}^N (1 - Q^{(2n-1)} q^{-1/2} \Lambda)(1 + Q^{(2n)} q^{-1/2} \Lambda) \cdot q^{\Delta+1/2} \Lambda^{-1}
\]

\[
= Q_1 \cdots Q_{2N-1} \prod_{n=1}^N (1 - Q^{(2n-1)} q^{-\Delta} \Lambda^{-1})(1 + Q^{(2n)} q^{-\Delta} \Lambda) \cdot \Lambda^{-1}.
\]

Although this is an almost final form, it will be suggestive to rewrite these expressions to the following 'symmetric' form with the aid of (32).

**Proposition 2.** The initial values (28) of the Lax operators have the factorized form

\[
L_{(0)} = \prod_{n=1}^N (1 - Q^{(2n-1)} q^{\Delta} \Lambda^{-1}) \cdot \Lambda \cdot \prod_{n=1}^N (1 + Q^{(2n)} \Lambda^{-1} q^\Delta)^{-1},
\]

(37)

\[
\bar{L}_{(0)}^{-1} = Q_1 \cdots Q_{2N-1} \prod_{n=1}^N (1 + Q^{(2n)} q^{-\Delta} \Lambda) \cdot \Lambda^{-1} \cdot \prod_{n=1}^N (1 - Q^{(2n-1)} q^{-\Delta} \Lambda)^{-1}.
\]

(38)
To make contact with a generalization of the Ablowitz–Ladik hierarchy, let us restate this result in a slightly different form. The fully factorized form (37) of $L_{(0)}$ can be reassembled as

$$L_{(0)} = B_{(0)} \Lambda^{1-N} C_{(0)}^{-1},$$

where

$$B_{(0)} = \prod_{n=1}^{N} (1 - Q^{(2n-1)} q^{\Lambda} \Lambda^{-1}) \cdot \Lambda^N,$$

$$C_{(0)} = \prod_{n=1}^{N} (1 + Q^{(2n)} \Lambda^{-1} q^{\Lambda}).$$

Moreover, since

$$\prod_{n=1}^{N} (1 + Q^{(2n)} q^{\Lambda} \Lambda^{-1}) = Q^{(2)} \cdot Q^{(4)} \cdots Q^{(2N-1)} C(q^{-\Delta})^N,$$

the fully factorized form (38) of $\bar{L}_{(0)}^{-1}$, too, can be cast into the similar expression

$$\bar{L}_{(0)}^{-1} = DC_{(0)} \Lambda^{N-1} B_{(0)}^{-1},$$

where

$$D = (-1)^N Q_1 \cdots Q_{2N-1} \frac{Q^{(1)} Q^{(3)} \cdots Q^{(2N-1)}}{Q^{(2)} Q^{(4)} \cdots Q^{(2N)}} = (-1)^N Q_2 Q_4 \cdots Q_{2N-2}.$$ (42)

$B_{(0)}$ and $C_{(0)}$ are polynomials in $\Lambda$ and $\Lambda^{-1}$, respectively, of the form

$$B_{(0)} = \Lambda^N + b_1 \Lambda^{N-1} + \cdots + b_N,$$

$$C_{(0)} = 1 + c_1 \Lambda^{-1} + \cdots + c_N \Lambda^{-N},$$

where $b_1, \ldots, b_N$ and $c_1, \ldots, c_N$ are diagonal matrices. These matrices correspond to finite order difference operators of the form (2). As we show in the next section, the partially factorized forms (39) and (41)—equivalently (1) as difference operators—of $L$ and $\bar{L}_{(0)}^{-1}$ yield a reduction of the Toda hierarchy to the generalized Ablowitz–Ladik hierarchy. In this sense, (40) are initial conditions for a special solution of the generalized Ablowitz–Ladik hierarchy.

**Remark 4.** The inverse matrices $B_{(0)}^{-1}$ and $C_{(0)}^{-1}$ are understood to be power series of $\Lambda$ and $\Lambda^{-1}$, respectively:

$$B_{(0)}^{-1} = b_N^{-1} - b_{N-1}^{-1} \Lambda b_{N-1}^{-1} + \cdots,$$

$$C_{(0)}^{-1} = 1 - c_1 \Lambda^{-1} + \cdots.$$

Since $B_{(0)}^{-1}$ and $C_{(0)}^{-1}$ are thus interpreted, the inverse of the right hand side of (41) is NOT equal to $D^{-1} B_{(0)} \Lambda^{1-N} C_{(0)}^{-1} = D^{-1} L_{(0)}$. Thus (39) and (41) do not imply the trivial situation where $\bar{L}_{(0)}$ is proportional to $L_{(0)}$. 


6. Generalized Ablowitz–Ladik hierarchy

The generalized Ablowitz–Ladik hierarchy is defined by the modified Lax equations

\[
\begin{align*}
\frac{\partial B}{\partial t_k} &= P_k B - B Q_k, & \frac{\partial B}{\partial \bar{t}_k} &= \bar{P}_k B - \bar{B} Q_k, \\
\frac{\partial C}{\partial t_k} &= P_k C - C R_k, & \frac{\partial C}{\partial \bar{t}_k} &= \bar{P}_k C - \bar{C} R_k
\end{align*}
\]

for general matrices \( B, C \) of the form

\[
\begin{align*}
B &= \Lambda_1^N + b_1 \Lambda_1^{N-1} + \cdots + b_N, \\
C &= 1 + c_1 \Lambda_1^{-1} + \cdots + c_N \Lambda_1^{-N}
\end{align*}
\]

where \( b_1, \ldots, b_N \) and \( c_1, \ldots, c_N \) are diagonal matrices. \( P_k, Q_k, R_k \) and \( \bar{P}_k, \bar{Q}_k, \bar{R}_k \) are defined as

\[
\begin{align*}
P_k &= (B \Lambda_1^{1-N} C^{-1})_{\geq 0}, & \bar{P}_k &= ((D \Lambda_1^{N-1} B^{-1} C)^{-1})_{< 0}, \\
Q_k &= ((\Lambda_1^{1-N} C^{-1} B^{-1})_{\geq 0}, & \bar{Q}_k &= ((DB^{-1} C \Lambda_1^{N-1})_{< 0}, \\
R_k &= ((C^{-1} B \Lambda_1^{1-N})_{\geq 0}, & \bar{R}_k &= ((D \Lambda_1^{N-1} B^{-1} C^{-1})_{< 0},
\end{align*}
\]

and \( D \) is an arbitrary constant. The case of \( N = 1 \) amounts to the ordinary Ablowitz–Ladik hierarchy [15].

Remark 5. \( D \) may be absorbed into rescaling of the time variables \( \bar{t}_k \to D^{-1} \bar{t}_k \).

Remark 6. \( Q_k, R_k, \bar{Q}_k, \bar{R}_k \) satisfy the algebraic relations

\[
\begin{align*}
Q_k \Lambda_1^{1-N} - \Lambda_1^{1-N} R_k &= 0, & \Lambda_1^{N-1} \bar{Q}_k - \bar{R}_k \Lambda_1^{N-1} &= 0.
\end{align*}
\]

These relations may be thought of as part of the following ‘cyclic’ reformulation of (43):

\[
\begin{align*}
\frac{\partial B}{\partial t_k} &= P_k B - B Q_k, & \frac{\partial B}{\partial \bar{t}_k} &= \bar{P}_k B - \bar{B} Q_k, \\
\frac{\partial \Lambda_1^{1-N}}{\partial t_k} &= Q_k \Lambda_1^{1-N} - \Lambda_1^{1-N} R_k, & \frac{\partial \Lambda_1^{N-1}}{\partial t_k} &= \bar{R}_k \Lambda_1^{N-1} - \Lambda_1^{N-1} \bar{Q}_k, \\
\frac{\partial C^{-1}}{\partial t_k} &= R_k C^{-1} - C^{-1} P_k, & \frac{\partial B^{-1}}{\partial \bar{t}_k} &= \bar{Q}_k B^{-1} - B^{-1} \bar{P}_k.
\end{align*}
\]

Our goal is to verify that (43) is a consistent reduction of the Toda hierarchy. To avoid unnecessary complications of notations, we consider the case where \( D = 1 \). As remarked above, the general case can be reduced to this case by rescaling \( \bar{t}_k \)’s.

Let us first confirm that the modified Lax equations (43) imply the Lax equations (24) of the Toda hierarchy for matrices \( L \) and \( L^{-1} \) defined as (39) and (41) suggest.

**Lemma 2.** If \( B \) and \( C \) satisfy (43), then

\[
L = BA^{1-N} C^{-1}, \quad \bar{L}^{-1} = C \Lambda_1^{N-1} B^{-1}
\]

satisfy the Lax equations (24) of the Toda hierarchy.

**Proof.** By straightforward calculations, one can derive from (43) and (45)—or, equivalently, from (46)—the Lax equations.
\[ \frac{\partial}{\partial t_k} (BA^{1-N}C^{-1}) = [P_k, BA^{1-N}C^{-1}], \]
\[ \frac{\partial}{\partial t_k} (BA^{1-N}C^{-1}) = [\tilde{P}_k, BA^{1-N}C^{-1}], \]
\[ \frac{\partial}{\partial t_k} (CA^{N-1}B^{-1}) = [P_k, CA^{N-1}B^{-1}], \]
\[ \frac{\partial}{\partial t_k} (CA^{N-1}B^{-1}) = [\tilde{P}_k, CA^{N-1}B^{-1}]. \]

Since
\[ P_k = (L^k)_{\geq 0}, \quad \tilde{P}_k = (\tilde{L}^k)_{< 0}, \]
these equations coincide with the Lax equations of the Toda hierarchy. \(\square\)

We can further prove that (43) can be converted to a system of evolution equations for the diagonal matrices \(b_n, c_n\) or, equivalently, the functions \(b_n(s), c_n(s)\) in (2).

**Lemma 3.** (43) can be reduced to a system of evolution equations for \(b_n, c_n, n = 1, \ldots, N\).

**Proof.** The modified Lax equations (43) have the equivalent (dual) form
\[ \frac{\partial B}{\partial t_k} = -P_k^e B + BQ_k^e, \quad \frac{\partial B}{\partial t_k} = -\tilde{P}_k^e B + B\tilde{Q}_k^e, \]
\[ \frac{\partial C}{\partial t_k} = -P_k^e C + CR_k^e, \quad \frac{\partial C}{\partial t_k} = -\tilde{P}_k^e C + C\tilde{R}_k^e, \]
where
\[ P_k^e = ((BA^{1-N}C^{-1})^k)_{> 0}, \quad \tilde{P}_k^e = ((CA^{N-1}B^{-1})^k)_{> 0}, \]
\[ Q_k^e = ((A^{1-N}C^{-1}B)^k)_{> 0}, \quad \tilde{Q}_k^e = ((B^{-1}CA^{N-1})^k)_{> 0}, \]
\[ R_k^e = ((C^{-1}BA^{1-N})^k)_{> 0}, \quad \tilde{R}_k^e = ((A^{N-1}B^{-1}C)^k)_{> 0}. \]

These two expressions show that each equation of (43) has such a form as
\[ \frac{\partial B}{\partial t_k} = f_{1,k} A^{N-1} + \cdots + f_{N,k}, \quad \frac{\partial B}{\partial t_k} = \tilde{f}_{1,k} A^{N-1} + \cdots + \tilde{f}_{N,k}, \]
\[ \frac{\partial C}{\partial t_k} = g_{1,k} A^{-1} + \cdots + g_{N,k} A^{-N}, \quad \frac{\partial C}{\partial t_k} = \tilde{g}_{1,k} A^{-1} + \cdots + \tilde{g}_{N,k} A^{-N}, \]
hence can be reduced to the evolution equations
\[ \frac{\partial b_n}{\partial t_k} = f_{n,k}, \quad \frac{\partial c_n}{\partial t_k} = g_{n,k}, \quad \frac{\partial b_n}{\partial t_k} = \tilde{f}_{n,k}, \quad \frac{\partial c_n}{\partial t_k} = \tilde{g}_{n,k} \]
(47)
for \(b_n\)’s and \(c_n\)’s. \(\square\)

These two lemmas appear to be enough to conclude that (43) defines a reduction of the Toda hierarchy. This is, however, a hasty judgement. We have to confirm the consistency of (43), namely, the commutativity
\[ \frac{\partial}{\partial t_k} \frac{\partial B}{\partial t_l} = \frac{\partial}{\partial t_l} \frac{\partial B}{\partial t_k}, \quad \frac{\partial}{\partial t_k} \frac{\partial B}{\partial t_l} = \frac{\partial}{\partial t_l} \frac{\partial B}{\partial t_k}, \quad \frac{\partial}{\partial t_k} \frac{\partial B}{\partial t_l} = \frac{\partial}{\partial t_l} \frac{\partial B}{\partial t_k}, \]
\[ \frac{\partial}{\partial t_k} \frac{\partial C}{\partial t_l} = \frac{\partial}{\partial t_l} \frac{\partial C}{\partial t_k}, \quad \frac{\partial}{\partial t_k} \frac{\partial C}{\partial t_l} = \frac{\partial}{\partial t_l} \frac{\partial C}{\partial t_k}, \quad \frac{\partial}{\partial t_k} \frac{\partial C}{\partial t_l} = \frac{\partial}{\partial t_l} \frac{\partial C}{\partial t_k}, \]
(48)
of flows; otherwise, (43) is not ensured to have non-trivial solutions. This issue can be reduced to deriving a set of zero-curvature equations as shown below.
Lemma 4. The three sets
\[
\frac{\partial P_l}{\partial t_k} - \frac{\partial P_k}{\partial t_l} + [P_l, P_k] = 0, \quad \frac{\partial \tilde{P}_l}{\partial t_k} - \frac{\partial \tilde{P}_k}{\partial t_l} + [\tilde{P}_l, \tilde{P}_k] = 0, \quad \frac{\partial Q_l}{\partial t_k} - \frac{\partial Q_k}{\partial t_l} + [Q_l, Q_k] = 0,
\]
(49)
\[
\frac{\partial Q_l}{\partial t_k} - \frac{\partial Q_k}{\partial t_l} + [Q_l, Q_k] = 0, \quad \frac{\partial \tilde{Q}_l}{\partial t_k} - \frac{\partial \tilde{Q}_k}{\partial t_l} + [\tilde{Q}_l, \tilde{Q}_k] = 0, \quad \frac{\partial \tilde{Q}_l}{\partial t_k} - \frac{\partial \tilde{Q}_k}{\partial t_l} + [\tilde{Q}_l, \tilde{Q}_k] = 0,
\]
(50)
\[
\frac{\partial R_l}{\partial t_k} - \frac{\partial R_k}{\partial t_l} + [R_l, R_k] = 0, \quad \frac{\partial \tilde{R}_l}{\partial t_k} - \frac{\partial \tilde{R}_k}{\partial t_l} + [\tilde{R}_l, \tilde{R}_k] = 0, \quad \frac{\partial \tilde{R}_l}{\partial t_k} - \frac{\partial \tilde{R}_k}{\partial t_l} + [\tilde{R}_l, \tilde{R}_k] = 0
\]
(51)
of zero-curvature equations imply the commutativity (48) of flows.

Proof. The difference of both hand sides of the first equation in (48) can be rewritten as
\[
\text{LHS} - \text{RHS} = \frac{\partial}{\partial t_l} (P_l B - B Q_l) - \frac{\partial}{\partial t_k} (P_k B - B Q_k) = \frac{\partial P_l}{\partial t_k} B + P_l (P_k B - B Q_k) - (P_l B - B Q_k) Q_l - B \frac{\partial Q_l}{\partial t_k}
\]
\[
= \frac{\partial P_k}{\partial t_l} B - P_k (P_l B - B Q_l) + (P_l B - B Q_k) Q_l + B \frac{\partial Q_k}{\partial t_l}
\]
\[
= \left( \frac{\partial P_l}{\partial t_k} - \frac{\partial P_k}{\partial t_l} + [P_l, P_k] \right) B - B \left( \frac{\partial Q_l}{\partial t_k} - \frac{\partial Q_k}{\partial t_l} + [Q_l, Q_k] \right).
\]
This vanishes if the first equations of (49) and (50) are satisfied. The other equations of (48) can be derived in the same way.

The zero-curvature equations (49)–(51) are indeed satisfied as we prove below.

Lemma 5. (43) implies the zero-curvature equations (49)–(51).

Proof. According to lemma 2,
\[
L = B A^{1-N} C^{-1}, \quad \tilde{L}^{-1} = C A^{N-1} B^{-1}
\]
satisfy the Lax equations of the Toda hierarchy. On the other hand, it is well known in the theory of the Toda hierarchy [13] that the Lax equations imply the zero-curvature equations
\[
\frac{\partial (L^k)_{>0}}{\partial t_k} - \frac{\partial (L^k)_{>0}}{\partial t_l} + [(L^k)_{>0}, (L^k)_{>0}] = 0,
\]
\[
\frac{\partial (\tilde{L}^{-k})_{<0}}{\partial t_k} - \frac{\partial (\tilde{L}^{-k})_{<0}}{\partial t_l} + [(\tilde{L}^{-k})_{<0}, (\tilde{L}^{-k})_{<0}] = 0,
\]
\[
\frac{\partial (\tilde{L}^{-k})_{<0}}{\partial t_k} - \frac{\partial (\tilde{L}^{-k})_{<0}}{\partial t_l} + [(\tilde{L}^{-k})_{<0}, (\tilde{L}^{-k})_{<0}] = 0.
\]
(52) Since \((L^k)_{>0}\) and \((\tilde{L}^{-k})_{<0}\) for \(L\) and \(\tilde{L}\) of the foregoing form coincide with \(P_k\) and \(\tilde{P}_k\), these zero-curvature equations are nothing but (49). In the same sense, both
\[
L = A^{1-N} C^{-1} B, \quad \tilde{L}^{-1} = B^{-1} C A^{N-1}
\]
and
\[ L = C^{-1} B \Lambda^{1-N}, \quad \bar{L}^{-1} = \Lambda^{N-1} B^{-1} C \]
satisfy the Lax equations of the Toda hierarchy, and the associated zero-curvature equations are exactly (50) and (51).

We have thus confirmed the following fact. Note that the constant $D$ is restored in the statement.

**Proposition 3.** (43) defines a consistent system (generalized Ablowitz–Ladik hierarchy) of evolution equations for $b_n, c_n, n = 1, \ldots, N$. This system can be identified with a subsystem of the Toda hierarchy for which the Lax operators $L, \bar{L}^{-1}$ have the factorized form
\[ L = B \Lambda^{1-N} C^{-1}, \quad \bar{L}^{-1} = D C \Lambda^{N-1} B^{-1}. \]  

This result ensures the existence of a solution of (43) with the initial values (40) at $t = \bar{t} = 0$. The associated Lax operators of the Toda hierarchy have the initial values (37)–(38) at $t = \bar{t} = 0$. This leads to the following conclusion.

**Proposition 4.** The generalized Ablowitz–Ladik hierarchy (43) has a solution with the initial values (40) at $t = \bar{t} = 0$. This solution corresponds to the solution of the Toda hierarchy obtained from (16) by the factorization problem (22).

7. Conclusion

We have thus proved that the generalized Ablowitz–Ladik hierarchy (43) underlies open string amplitudes of topological string theory on the generalized conifolds. These amplitudes are assembled to the tau function $\tau(s, t, \bar{t})$ that is primarily formulated in the fermionic language.

To identify it as a solution of the generalized Ablowitz–Ladik hierarchy, we use the dictionary that translates the fermionic setting to the language of $\mathbb{Z} \times \mathbb{Z}$ matrices. The generating operator $g$ of the tau function is thereby converted to the matrix $U$ along with the building blocks such as the fermion bilinears $L_0, W_0$ and the vertex operators $\Gamma_\pm(z), \Gamma'_\pm(z)$. The subsequent consideration is based on these matrices, and can be summarized as follows.

**Theorem 1.** The matrix $U$ determines a solution of the Toda hierarchy via the factorization problem (22). The associated Lax operators $L, \bar{L}^{-1}$ have the factorized form (53). The factors $B, C$ in (53) are polynomials of the form (44) in the shift matrices $\Lambda, \Lambda^{-1}$ respectively, and satisfy the modified Lax equations (43). Their initial values at $t = \bar{t} = 0$ and the constant $D$ are determined by the Kähler parameters as shown in (40) and (42).

A technical clue of the proof is the fact that the initial values (28) of the Lax operators at $t = \bar{t} = 0$ can be calculated in a very explicit form as shown in (29)–(38). It is ultimately the quantum torus algebra (21) and the matrix-valued quantum dilogarithm (14) that enable us these calculations.

Let us conclude this paper with several remarks.

(1) The calculation of initial values can be extended to the Orlov–Schulman operators
\[ M = W \Delta W^{-1} + \sum_{k=1}^{\infty} k t_k L^k, \quad \bar{M} = \bar{W} \Delta \bar{W}^{-1} - \sum_{k=1}^{\infty} k \bar{t}_k \bar{L}^{-k}. \]

In the context of the quantum torus algebra, it is more natural to consider the exponentials $q^M, q^{-M}$ rather than $M, \bar{M}$ themselves. Their initial values $q^{M(0)}, q^{-M(0)}$ are determined by the initial values (26)–(27) of the dressing operators as
\[ q^{M(0)} = W(0) q^s W^{-1}(0), \quad q^{-M(0)} = \bar{W}(0) q^{-s} \bar{W}^{-1}(0). \]  

(54)
One can calculate the right hand side in much the same way as the derivation of (35) and (36):

\[ q^{M(0)} = \prod_{n=1}^{N} (1 - Q(2n-1)q^{\Delta} \Lambda^{-1}) (1 + Q(2n)q^{\Delta} \Lambda^{-1})^{-1} \cdot q^{\Delta}. \]  

(55)

\[ q^{-\bar{M}(0)} = \prod_{n=1}^{N} (1 - Q(2n-1)q^{-\Delta} \Lambda^{-1}) (1 + Q(2n-1)q^{-\Delta} \Lambda) \cdot q^{-\Delta}. \]  

(56)

These expressions of the initial values may be thought of as yet another realization of ‘quantum mirror curves’ of the generalized conifolds [33, 21]. This issue will be addressed elsewhere.

(2) There are some other possible approaches to integrable structures of the type studied in this paper. An approach will be based on unitary matrix models of open string amplitudes [34–36]. As the ordinary unitary matrix model is linked with the Ablowitz–Ladik hierarchy [6], these matrix models with elliptic weight functions can lead to generalized Ablowitz–Ladik hierarchies. Another way is the line of approach initiated by Brini et al [8, 15]. In the latest paper [37], they proposed a new scheme of reductions of the Toda hierarchy, which is apparently different from ours, and applied the reduced hierarchy to local Gromov–Witten invariants of a class of orbifolds of the resolved conifold. It is an extremely intriguing problem to compare their results with ours in detail. Since their toric Calabi–Yau threefolds, too, have web diagrams ‘on a strip’, one can construct a Toda tau function from open string amplitudes in exactly the same manner as our case (see appendix).

(3) It seems extremely difficult to go ‘beyond the strip’. When the web diagram is not on a strip, the open string amplitudes obtained by the topological vertex construction cease to take the simple form \( \langle \lambda | g | \mu \rangle \). A way out will be the B-model perspective [38–40], but the study of integrable structures on the B-model side require quite different techniques. A promising strategy on the A-model side will be the method of ‘gluing strips’ proposed by Eynard et al [41].
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Appendix. Combinatorial and fermionic expressions of open string amplitudes

The method of topological vertex [16] provides a combinatorial expression of open string amplitudes for toric Calabi–Yau threefolds. Fundamental building blocks of the construction are the vertex weights

\[ C_{\alpha\beta\gamma} = s_{\beta}(q^{-\rho})q^{-\kappa(y)/2} \sum_{v \in P} s_{u/v}(q^{-1}q^{\beta-\rho})s_{v/y}(q^{-1}q^{\beta-\rho}) \]

to be attached to the vertices of the web diagram. These vertex weights are ‘glued together’ along with the weights \((-Q_{a})^{\alpha_{a}}\) of the internal edges by summing over the partitions \(\alpha_{a}\) assigned to the internal edges. We refer details of the gluing procedure (in which extra ‘framing factors’ \((-1)^{\kappa}q_{a}(\alpha_{a})^{1/2}\) are also inserted to adjust the canonical framing of the vertex weights) to Mariño’s book [30].

3 The parameter \(q\) in the early literature [16] is replaced by \(q^{-1}\) in order to fit the crystal model interpretation [11].
To apply this method to the generalized conifolds, let α₀, β₁, ⋯, β₂ᴺ, α₂ᴺ denote the partitions assigned to the external edges of the web diagram (see figure 1). α₀ and α₂ᴺ are on the leftmost and rightmost external edges; β₁, ⋯, β₂ᴺ are on the intermediate ones. The amplitude \( Z_{α₀β₁⋯β₂ᴺα₂ᴺ} \) in this setting becomes the following sum over all partitions α₁, ⋯, α₂ᴺ on the internal edges:

\[
Z_{α₀β₁⋯β₂ᴺα₂ᴺ} = \sum_{α₁,⋯,α₂ᴺ∈P} C_{α₁β₀α₀}(-Q₁)^{|α₀|} C_{α₁β₁α₀}(-Q₂)^{|α₂|} \times C_{α₃β₁α₂}(-Q₃)^{|α₃|} C_{α₃β₂α₃}(-Q₄)^{|α₃|} \times \cdots \times C_{α_{2ᴺ−1}β_{2ᴺ−2}α_{2ᴺ−1}}(-Q_{2ᴺ−1})^{α_{2ᴺ−1}} C_{α_{2ᴺ−1}β_{2ᴺ}α_{2ᴺ}}.
\]  

(A.1)

This combinatorial expression can be translated to the language of fermions as follows. The vertex weights have two equivalent fermionic expressions

\[
C_{αβ} = s_p(q^{−β})q^{−β_0}/Γ_1(q^{−β_0})G_+(q^{−β_0})|α⟩, \quad \text{as (5) and (6) imply.}
\]

\[
C_{αβ} = s_p(q^{−β})q^{−β_0}/Γ_2(q^{−β_0})G_+(q^{−β_0})|α⟩,
\]

(A.2)

as (5) and (6) imply. One can choose either (A.2) or (A.3) appropriately in calculations. The edge weights, too, can be expressed as the matrix elements

\[
(−Q_n)^{|α|} = ⟨α_α|−Q_n⟩|α_α⟩
\]

of the ‘diagonal’ operator \((−Q_n)^{|α|}\) by (3). When these expressions are plugged into (A.1), the somewhat troublesome factors \(q^{κ(α₀)/2}\) on the internal edges turn out to cancel out. (Actually, this is also the case for all web diagrams on a ‘strip’ [17].) Summation over α₁, ⋯, α₂ᴺ−₁ ∈ \(P\) can be interpreted as defining a multiple product of operators in the charge-0 sector of the fermion Fock space. Thus the amplitude becomes, apart from several prefactors, the matrix element of a single operator:

\[
Z_{α₀β₁⋯β₂ᴺα₂ᴺ} = s_p(q^{−β_0})⋯s_p(q^{−β_₀})q^{−κ(α₀)+κ(α₂ᴺ)/2}⟨α₀|g_{β₁⋯β₂ᴺ}α₂ᴺ⟩.
\]  

(A.4)

where

\[
g_{β₁⋯β₂ᴺ} = Γ_+(q^{−β_0})G_+(q^{−β_0})|−Q_1⟩^L_α Γ_−(q^{−β_0})G_−(q^{−β_0})|−Q_2⟩^{L_α} \times Γ_+(q^{−β_0})G_+(q^{−β_0})|−Q_3⟩^L_α Γ_−(q^{−β_0})G_−(q^{−β_0})|−Q_4⟩^{L_α} \times \cdots \times Γ_+(q^{−β_0})G_+(q^{−β_0})|−Q_{2ᴺ−1})^{L_α} Γ_−(q^{−β_0})G_−(q^{−β_0})|−Q_{2ᴺ})^{L_α}.
\]  

(A.5)

The operator \( g \) of (9) emerges by letting

\[
α₀ = λ, \quad β₁ = ⋯ = β₂ᴺ = θ, \quad α₂ᴺ = μ
\]

and flipping the sign \( Q_n \rightarrow −Q_n \) of all \( Q_n \)'s. More precisely, \( g \) is related to the operator \( g_{θBTN} \) as

\[
g = q^{−W_0/2}g_{θBTN}q^{−W_0/2}.
\]  

(A.6)

Note here that \( q^{±W_0/2} \) are ‘diagonal’ operators with the matrix elements

\[
⟨λ|q^{±W_0/2}|μ⟩ = δ_{λμ}q^{κ(⟨λ|)+κ(|μ⟩)/2}
\]

as one can see from (3) and (4). Also recall the anti-symmetric property

\[
κ(⟨λ|) = −κ(|λ⟩)
\]
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of the quadratic Casimir invariant. Consequently, the matrix elements of \( g \) in the charge-0 sector and the open string amplitudes \( Z_{\lambda}^{t} = \langle \lambda | g | \mu \rangle \) are related as
\[
\langle \lambda | g | \mu \rangle = q^{\frac{|\lambda| - |\mu|}{2}} Z_{\lambda}^{t} = -Z_{\lambda}^{t}.
\]
(A.7)

Thus the essential features of the open string amplitudes are fully captured by the matrix elements of \( g \). The prefactor \( q^{\frac{|\lambda| - |\mu|}{2}} \) is harmless—it can be absorbed into rescaling of the variables \( x, y \) of the Schur functions in the generating function (10).

The fermionic expression (A.4) of open string amplitudes can be generalized to other web diagrams on a strip \([18–20]\). It will be obvious that those amplitudes, too, yield a tau function of the Toda hierarchy.
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