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Abstract

General log-linear models specified by non-negative integer design matrices have a potentially wide range of applications, although using models without the genuine overall effect, that is, ones which cannot be reparameterized to include a normalizing constant, is still rare. The log-linear models without the overall effect arise naturally in practice, and can be handled in a similar manner to models with the overall effect. A novel iterative scaling procedure for the MLE computation under such models is proposed, and its convergence is proved. The results are illustrated using data from a recent clinical study.
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1 Introduction

The general log-linear models for contingency tables are generated by design matrices with non-negative integer entries and are a generalization of the hierarchical log-linear models.
Let $\mathcal{I}$ be a complete or incomplete contingency table, and $\mathbf{A}$ be a design matrix. A general log-linear model is the set of distributions on $\mathcal{I}$ which satisfy:

$$\log \delta = \mathbf{A}'\beta,$$

where $\delta$ is a vector of parameters associated with cells in $\mathcal{I}$, and $\beta$ are log-linear parameters. Among special cases of (1) are conventional log-linear models (Bishop, Fienberg, & Holland, 1975) and relational models (Klimova, Rudas, & Dobra, 2012). In the first case, $\mathbf{A}$ comprises the indicators of cylinder sets of marginal distributions of $\mathcal{I}$, and the components of $\beta$ are associated to these sets. In the second, the rows of $\mathbf{A}$ are indicators of arbitrary subsets of $\mathcal{I}$, and $\beta$ are the subset parameters.

The structure of a hierarchical log-linear model presumes that the row space of the design matrix contains a vector of 1’s, and, therefore, implies the existence of a genuine common effect present in all cells. This effect is conventionally included in many statistical models in the form of intercept, and plays the role of a normalizing constant, to ensure that the probability distributions sum to 1. The presence of the overall effect is not compulsory though in the framework of relational models proposed in Klimova et al. (2012). In certain cases, the overall effect assumption may conflict with the model structure, by partially destroying it after the overall effect is added to the model (Klimova & Rudas, 2018). Because the overall effect assumption, explicit or hidden, is almost automatic, no systematic treatment of general log-linear models without the overall effect, with the exception of relational models, has been given so far. A more careful look at their properties is necessary, because, as already was established for relational models, the properties of models with and without the overall effect are intrinsically different, far beyond the proofs being more laborious.

The MLE computation under general log-linear models can, of course, be performed using the Newton-Raphson’s or algorithms for convex optimization (cf. Bertsekas, 1999; Aitchison & Silvey, 1960; Evans & Forcina, 2013). Although these algorithms are usually fast, they become unstable on the boundary of a parameter space (Agresti, 2002). Another, more stable, option is to employ a log-linear model-class specific algorithms, such as the iterative proportional fitting (IPF) or its generalizations, although some of them are only applicable where the design matrix consists of only 0-1 entries and the overall-effect assumption is met (cf. Bishop, Fienberg, & Holland, 1975; Agresti, 2002; Huang, Hsieh, Chang, & Lin, 2010). Generalized Iterative Scaling (GIS) of Darroch & Ratcliff (1972) was originally proposed for the MLE computation under log-linear models with non-negative, but not necessarily 0-1, model matrices, although the presence of the overall effect was critical in the proof of convergence. Improved Iterative Scaling (IIS) was developed by Della Pietra, Della Pietra, & Lafferty (1997) as a generalization of GIS in the context of feature selection. Although,
formally, IIS did not rely on the assumption of constant sum of features, it does not converge to the MLE in the no-overall effect case (Klimova & Rudas, 2015). Generalized iterative proportional fitting (G-IPF) of Klimova & Rudas (2015) was specifically designed to handle relational models without the overall effect, but its convergence relies on the model matrix having exclusively 0-1 entries. In this paper, we aim to develop an algorithm which would combine the merits of GIS and G-IPF and can be used to compute the MLEs for general log-linear models without the overall effect.

In Section 2, the relevant background on the ML estimation is summarized, with the emphasis on the differences between the models with and without the genuine overall effect. Section 3 turns to the MLE computation via the iterative proportional fitting approach and presents the main contribution of this paper: a proof of convergence of the generalized iterative scaling of Darroch & Ratcliff (1972) for general log-linear models without the overall effect, either for probability or intensity distributions. A two-step procedure for fitting the MLE is then described and illustrated using a number of examples. Finally, the framework is applied to the data collected in a clinical study.

2 Background and notation

Let $Y_1, \ldots, Y_K$ be random variables taking values in finite sets $\mathcal{Y}_1, \ldots, \mathcal{Y}_K$, respectively. A non-empty set $\mathcal{I} \subseteq \mathcal{Y}_1 \times \cdots \times \mathcal{Y}_K$ will be referred to as a table, and each element of $\mathcal{I}$ will be called a cell. The order of cells in $\mathcal{I}$ is fixed, and each cell is indexed with $i$, for $i \in \mathcal{I}$. Assume that the population distribution is parameterized by a strictly positive $\mathbf{\delta} = (\delta_i)_{i=1}^I$, where $I = |\mathcal{I}|$ is the total number of cells. In this paper, $\mathbf{\delta}$ is either a probability vector, that is, $\delta_i \equiv p_i \in (0, 1)$, with $\sum_{i=1}^I p_i = 1$, or a vector of intensities, $\delta_i \equiv \lambda_i > 0$, for all $i \in \mathcal{I}$. The set of all strictly positive distributions on $\mathcal{I}$ will be denoted by $\mathcal{P}$.

Let $\mathbf{A} = (a_{ji}) \in \mathbb{Z}_{\geq 0}^{J \times I}$ be a $J \times I$ matrix of rank $J$ with no zero columns. The general log-linear model generated by $\mathbf{A}$, denoted $\mathcal{G}(\mathbf{A})$, is the subset of $\mathcal{P}$ which satisfies:

$$\mathcal{G}(\mathbf{A}) = \{ \mathbf{\delta} \in \mathcal{P} : \log \mathbf{\delta} = \mathbf{A}' \mathbf{\beta}, \text{ for some } \mathbf{\beta} \in \mathbb{R}^J \}.$$  \hspace{1cm} (2)

Here, the components of $\mathbf{\beta}$ are the log-linear parameters of the model. In the conventional set-up, $\mathcal{G}(\mathbf{A})$ has a parameter, called the overall effect, or the normalization constant, which is common to all cells in $\mathcal{I}$. In such case, the model can be reparametrized to have $1'$ in the row span of the model matrix. This manuscript will mainly focus on models without the overall effect, that is, when $1' \notin \text{rowspan}(\mathbf{A})$. A dual representation of log-linear model (2) can be obtained from an integer matrix, $\mathbf{D}$, whose rows are a basis of $\text{Ker}(\mathbf{A})$:

$$\mathcal{G}(\mathbf{A}) = \{ \mathbf{\delta} \in \mathcal{P} : \mathbf{D} \log \mathbf{\delta} = 0 \}.$$ \hspace{1cm} (3)
A general log-linear model, whether with or without the overall effect, is also an exponential (multiplicative) family of distributions:

\[ G(A) = \{ \delta \in \mathcal{P} : \delta_i = \exp \left( \sum_{j=1}^{J} a_{ji} \beta_j \right) = \prod_{j=1}^{J} \theta_j^{a_{ji}}, \ i \in I, \ \text{for some } \theta \in \mathbb{R}_+^{J} \}, \tag{4} \]

where \( \theta_j = \exp(\beta_j) \), and \( \theta = (\theta_1, \ldots, \theta_J) \in \mathbb{R}_+^{J} \) denotes the vector of (multiplicative) parameters associated to columns of \( A \). In the case of intensities, whether or not \( 1' \in \text{rowspan}(A) \), (4) is a regular exponential family of order \( J \). In the case of probabilities, the additional normalization constraint, \( 1' \delta = 1 \) is imposed, so (4) is an exponential family of order \( J - 1 \). When \( 1' \in \text{rowspan}(A) \), the family for probabilities is regular, and, otherwise, it is curved (see e.g. [Rudin, 1976; Kass & Vos, 1997, p.229]). As shown in the next section, the properties of maximum likelihood estimators under \( G(A) \) depend very strongly of whether the model is a regular or curved exponential family.

Let \( Y = (Y_1, \ldots, Y_K) \) be a random variable that has either a multivariate Poisson distribution \( \text{Pois}(\lambda) \) or a multinomial distribution \( \text{Mult}(N, p) \), and \( y \) be a realization of \( Y \). In the Poisson case, set \( q = y \), and, in the multinomial case, denote \( q = y/N \). Assume that the MLE of the cell parameters under the model \( G(A) \) exists. Then, the MLE \( \hat{\delta}_q \) is the unique solution to the system of equations (cf. [Klimova et al., 2012]):

\[ A\delta = \gamma Aq, \quad D \log \delta = 0, \quad \text{and only for } \delta \equiv p : 1'\delta = 1. \tag{5} \]

If \( G(A) \) is a regular exponential family, the Birch theorem holds, namely, the sufficient statistics, \( Aq \), are preserved by the MLE, implying \( \gamma \equiv 1 \) (cf. [Birch, 1963; Andersen, 1974; Haberman, 1974]). When \( G(A) \) is a curved exponential family (in our setting, it would be a model for probabilities without the overall effect), \( \gamma = \gamma(q) \), depends on the data. In this case, a more general version of Birch theorem holds, and \( \gamma \) is referred to as the adjustment factor of the MLE ([Klimova et al., 2012; Forcina, 2019]). An illustration is given next.

Example 2.1. Consider the model under which the cell probabilities \( p = (p_1, p_2, p_3, p_4)' \) are parameterized according to the tree in Figure 1, where \( \theta_0, \theta_1 \in (0,1), \theta_1 = 1 - \theta_0 \):

\[ p_1 = \theta_0^3, \quad p_2 = \theta_0^2 \theta_1, \quad p_3 = \theta_0 \theta_1, \quad p_4 = \theta_1. \]

Equivalently, the model is can be expressed in the log-linear form (2), with the model matrx

\[ A = \begin{pmatrix} 3 & 2 & 1 & 0 \\ 0 & 1 & 1 & 1 \end{pmatrix}. \]

Because \( 1' \notin \text{rowspan}(A) \), the model does not have the genuine overall effect. Let \( y = (y_1, y_2, y_3, y_4)' \) be a realization of \( \text{Mult}(N, p) \), where \( N = \sum_{i=1}^{4} y_i \). The kernel of the log-likelihood function is equal to \( L(\theta | y) = (3y_1 + 2y_2 + y_3)\log \theta_0 + (y_2 + y_3 + y_4)\log \theta_1. \)
Figure 1: Tree representation for the model in Example 2.1.

One can show that it is maximized by \( \hat{\theta}_0 = z_1/z_3, \hat{\theta}_1 = z_2/z_3 \), where \( z_1 = 3y_1 + 2y_2 + y_3 \), \( z_2 = y_2 + y_3 + y_4 \), and \( z_3 = z_1 + z_2 = 3y_1 + 3y_2 + 2y_3 + y_4 \). Accordingly, the MLE \( \hat{\theta} \) is equal to
\[
\hat{\theta} = \left( \frac{z_1^2}{z_3 z_4}, \frac{z_2^2}{z_3 z_4}, \frac{z_1 z_2}{z_3^2}, \frac{z_2}{z_3} \right)'.
\]

One can check that \( A\hat{\theta} = \gamma y A(y/N) \), so the adjustment factor \( \gamma_y = N \cdot (z_1^2 + z_1 z_3 + z_3^2)/z_3^3 \).

Log-linear models for which no closed-form MLE exists occur in practice very often. For such models, the MLE is approximated using a numeric procedure. In the next section, an iterative scaling algorithm for MLE computation is presented and its convergence is proved.

3 Generalized Iterative Scaling for the MLE computation

Let the data \( y \) come from either \( \text{Pois}(\lambda) \) or \( \text{Mult}(N, p) \), and \( G(A) \) be a general log-linear model. Assume that the MLE, \( \hat{\lambda} \) or \( \hat{p} \), respectively, under \( G(A) \), given \( y \), exists. In this paper, we take the log-linear model-specific approach to the MLE calculation and focus on the generalized iterative scaling (GIS) algorithm proposed by [Darroch & Ratcliff (1972)]

Let \( A = (a_{ji}) \) be a non-negative real \( J \times I \) matrix such that the sum of its row vectors is the vector of all 1’s:
\[
\left( \sum_{j=1}^{J} a_{j1}, \ldots, \sum_{j=1}^{J} a_{jI} \right) = 1.
\]

Equivalently, all column sums of \( A \) are equal to 1. For a given \( k \in \mathbb{R}_+^J \) and \( \pi \geq 0, 1'\pi \leq 1 \), GIS aims to find a probability distribution \( p \in P \) which satisfies
\[
p_i = \pi_i \mu \prod_{j=1}^{J} \theta_j^{a_{ji}}, \quad Ap = k.
\]

By Lemma 4 in [Darroch & Ratcliff (1972)], the constraints in (7) and can be transformed into
\[
p_i = \pi_i \prod_{j=1}^{J} \eta_j^{a_{ji}}, \quad Ap = h,
\]
where $\sum_{j=1}^{J} a_{ji} = 1$, for each $i \in 1, \ldots, I$, and $1'h = 1$. In their Theorem 1, (Darroch & Ratcliff 1972) showed that the solution to (8), if exists, is unique and can be found as the limit, as $n \to \infty$, of the sequence

$$p_i^{(n+1)} = p_i^{(n)} \prod_{j=1}^{J} \left( \frac{h_j}{h_j^{(n)}} \right)^{a_{ji}}, \text{ for all } i \in \mathcal{I},$$

(9)

where $p_i^{(0)} = \pi_i$ and $h_j^{(n)} = A_j p^{(n)}$.

The proof of convergence is built upon the properties of the Kullback-Leibler information divergence between two probability distributions, namely,

$$\mathcal{K}(p, q) = \sum_{i \in \mathcal{I}} p_i \log \left( \frac{p_i}{q_i} \right),$$

(10)

where $p, q \in \bar{P}$; by convention, $0/0 = 1$ and $0 \log 0 = 1$. Assuming that the constraints (8) are consistent, Darroch & Ratcliff (1972) first show that for any distribution $q$ satisfying (8),

$$\mathcal{K}(q, p^{(n+1)}) = \mathcal{K}(q, p^{(n)}) - \mathcal{K}(h, h^{(n)}),$$

and, therefore, because $\mathcal{K}(p, q) \geq 0$, the sequence $\mathcal{K}(q, p^{(n)})$ is monotone decreasing, as $n \to \infty$, and $\mathcal{K}(h, h^{(n)}) \to 0$, finally concluding that $h^{(n)} \to h$. See also Csizar (1975).

Two points in this proof deserve attention. Firstly, the condition (6) is equivalent to $A$ having the overall effect, and, secondly, when this condition is not met, it may happen that $1'p^{(n)} > 1$ and $\mathcal{K}(q, p^{(n)}) < 0$. It is illustrated in forthcoming Figure 3 of this paper.

These issues were taken into account in Klimova & Rudas (2015), who developed an iterative scaling procedure, IPF($\gamma$), as an instantiation of the algorithm proposed by Bregman (1967) to find a common point of convex sets (Klimova & Rudas 2015), and, consequently, proved its convergence with respect to the Bregman divergence associated with the function $F(x) = \sum_{i \in \mathcal{I}} x_i \log x_i$. Let $t, u \in \mathbb{R}_{>0}^{|\mathcal{I}|}$ and $\mathcal{D}(t, u)$ denote

$$\mathcal{D}(t, u) = \sum_{i \in \mathcal{I}} t_i \log \left( \frac{t_i}{u_i} \right) - \left( \sum_{i \in \mathcal{I}} t_i - \sum_{i \in \mathcal{I}} u_i \right).$$

(11)

A similar approach will be implemented in this paper for the general log-linear model (2). It will be shown next that the procedure of Darroch and Ratcliff, after a certain modification, can indeed be used for the MLE computation under in the no-overall-effect case, not only for probabilities but also for intensities.

Let $A$ be a non-negative integer matrix of full row rank, and $A_1 = A / \|A\|_1$, where $\|A\|_1$ stands for the $L_1$ norm of $A$ (its maximal column sum): $\|A\|_1 = \max_{1 \leq j \leq I} \sum_{j=1}^{J} |a_{ji}|$. Let $q \in \mathbb{R}_{>0}^I$, such that $A_1 q, \ldots, A_J q > 0$, where $A_1, \ldots, A_J$ denote the rows of $A$. For the sake of brevity, it is assumed that $A$ coincides with with its normalized version: $A \equiv A / \|A\|_1$. 6
For a fixed $\gamma > 0$, consider a sequence of vectors $\delta^{(n)}_\gamma$ obtained during the following procedure, referred to in the sequel as GIS($\gamma$) Algorithm. Set $\delta^{(0)}_{\gamma,i} = 1$ for all $i \in I$. Then iterate

$$\delta^{(n+1)}_i = \delta^{(n)}_i \prod_{j=1}^J \left[ \frac{A_j q}{A_j \delta^{(n)}_\gamma} \right]^{a_{ji}}$$

for all $i \in I$; (12)

until $\gamma A_j q = A_j \delta^{(n+1)}_\gamma$ for all $j$, set $n = n + 1$ up to a desired precision. After convergence, set $\delta^*_\gamma = \delta^{(n)}_\gamma$, and finish.

Theorem 3.1. The sequence $\delta^{(n)}_\gamma$, obtained from GIS($\gamma$), converges, as $n \to \infty$, and the limit $\delta^*_\gamma$ satisfies: (i) $A \delta^*_\gamma = \gamma A q$, (ii) $D \log \delta^*_\gamma = 0$.

The proof of the theorem will be constructed from a series of lemmas, presented next.

Lemma 3.2. Let $A$ be the matrix defined in Theorem 3.1, $\delta^{(n)}_\gamma$ is the sequence in (12), with $\gamma = 1$. Then,

$$\sum_{i=1}^I \delta^{(n+1)}_i \leq \sum_{i=1}^I \delta^{(n)}_i + \sum_{j=1}^J (A_j q - A_j \delta^{(n)}_\gamma).$$

Proof. In the proof, the weighted arithmetic mean - geometric mean inequality:

$$\frac{w_1 x_1 + \ldots + w_n x_n}{w} \geq \left( x_1^{w_1} \cdots x_n^{w_n} \right)^{1/w},$$

will be used. Here $x_1, \ldots, x_n > 0$, and $w_i \geq 0$, such that $w_1 + \ldots + w_n = w$.

Notice that

$$\delta^{(n+1)}_i = \delta^{(n)}_i \prod_{j=1}^J \left[ \frac{A_j q}{A_j \delta^{(n)}_\gamma} \right]^{a_{ji}} \cdot 1^{1-\sum_{j=1}^J a_{ij}},$$

and apply the inequality (13):

$$\delta^{(n+1)}_i \leq \delta^{(n)}_i \left( \sum_{j=1}^J a_{ji} \frac{A_j q}{A_j \delta^{(n)}_\gamma} + 1 - \sum_{j=1}^J a_{ij} \right) = \sum_{j=1}^J a_{ji} \delta^{(n)}_i \frac{A_j q}{A_j \delta^{(n)}_\gamma} + \delta^{(n)}_i - \sum_{j=1}^J a_{ji} \delta^{(n)}_i.$$

Therefore,

$$\sum_{i=1}^I \delta^{(n+1)}_i \leq \sum_{i=1}^I \sum_{j=1}^J a_{ji} \delta^{(n)}_i \frac{A_j q}{A_j \delta^{(n)}_\gamma} + \sum_{i=1}^I \delta^{(n)}_i - \sum_{i=1}^I \sum_{j=1}^J a_{ji} \delta^{(n)}_i$$

$$= \sum_{i=1}^I \delta^{(n)}_i + \sum_{j=1}^J \frac{A_j q}{A_j \delta^{(n)}_\gamma} A_j \delta^{(n)} - \sum_{j=1}^J A_j \delta^{(n)} = \sum_{i=1}^I \delta^{(n)}_i + \sum_{j=1}^J (A_j q - A_j \delta^{(n)}_\gamma).$$
In the next lemma, whose proof is deferred to the Appendix, it will be shown that the sequence \( \delta^{(n)} \), in fact, converges to a projection of \( q \) on the cone \( A \delta = Aq \).

**Lemma 3.3.** Let \( A \) be the matrix defined in Theorem 3.1, \( \delta^{(n)}_\gamma \) is the sequence in \( \{12\} \), with \( \gamma = 1 \). Then, for any \( z \in \mathbb{R}_{>0}^I \), \( D(z, \delta^{(n+1)}_\gamma) \leq D(z, \delta^{(n)}_\gamma) - D(Aq, A\delta^{(n)}_\gamma) \).

A proof of Theorem 3.1 is given now.

**Proof.** Because the sequence \( D(q, \delta^{(n)}_\gamma) \) is bounded by zero from below and, by Lemma 3.3, monotone decreasing, \( D(Aq, A\delta^{(n)}_\gamma) \to 0 \) as \( n \to \infty \), which implies that \( A\delta^{(n)}_\gamma \to Aq \).

(i) In more generality, when \( 0 < \gamma \neq 1 \), after replacing \( q \) with \( \gamma q \), and, respectively, \( \delta^{(d)}_\gamma \) with \( \delta^{(d)}_\gamma \), one has

\[
D(z, \delta^{(n)}_\gamma) \leq D(z, \delta^{(n)}_\gamma) - \sum_{j=1}^J A_j z \cdot \log \left[ \frac{\gamma A_j q}{A_j \delta^{(n)}_\gamma} \right] + \sum_{j=1}^J \gamma A_j q - \sum_{j=1}^J A_j \delta^{(n)}_\gamma,
\]

and for a \( z \in \mathbb{R}_{>0}^I \), that \( Az = \gamma Aq \):

\[
D(z, \delta^{(n)}_\gamma) \leq D(q, \delta^{(n)}_\gamma) - D(Aq, A\delta^{(n)}_\gamma).
\]

Analogous to the above, \( A\delta^{(n)}_\gamma \to \gamma Aq \), so one concludes that the sequence \( \delta^{(d)}_\gamma \) converges and its limit, \( \delta^*_\gamma \), satisfies \( A\delta^*_\gamma = \gamma Aq \). (ii) It can be proven by induction that during the coordinate transformation, the values of the generalized odds ratios do not change. Since \( \delta^{(0)}_\gamma = 0 \), for all \( i \in \mathcal{I} \), \( D\log \delta^{(0)}_\gamma = 0 \), the statement holds for \( d = 0 \). Assume that \( D\log \delta^{(d)}_\gamma = 0 \) for a positive integer \( d \). Set \( C_j = \frac{\gamma A_j q}{A_j \delta^{(d)}_\gamma} \). Then,

\[
D\log \delta^{(d+1)}_\gamma = D\log \delta^{(d)}_\gamma + \sum_{j=1}^J \log C_j D A_j' = 0,
\]

because \( D \) is a kernel basis matrix and thus \( DA_j' = 0 \). Therefore, \( D\log \delta^{(d)}_\gamma = 0 \) for all \( d = 0, 1, 2, \ldots \), and, by continuity of matrix multiplication and logarithm, \( D\log \delta^*_\gamma = 0 \). \( \square \)

**Corollary 3.4.** Let \( \mathcal{G}(B) \) be a log-linear model for intensities, \( y \) be a realization of \( Y \sim \text{Pois}(\lambda) \), and assume that the MLE \( \hat{\lambda} \) exists. Then, the sequence \( \delta^{(n)}_1 \) obtained from GIS(1) with \( A = B/\|B\|_1 \) and \( q \equiv y \) converges to the MLE \( \hat{\lambda} \) under the model \( \mathcal{G}(B) \).

Because the MLE \( \hat{\lambda} \) is the unique solution to (5), the statement immediately follows.

Clearly, GIS(\( \gamma \)) does not guarantee that the normalization condition holds, that is, the limit vector does not necessarily sum to 1, and, therefore, is not sufficient for models for probabilities without the overall effect. However, the algorithm can be employed as a “core step” of the MLE computation, similarly to how it is performed for relational models for
probabilities without the overall effect (Klimova & Rudas, 2015). The overall idea is to construct an algorithm with two steps: Core and Adjustment. A core step, consisting of running GIS\((\gamma)\) for a fixed \(\gamma\), is alternated with an “adjustment step”, during which the current value of \(\gamma\) is updated, to ensure that the resulting total converges to 1. For example, the adjustment step can be implemented using the Newton’s step of Forcina (2019). The algorithm is terminated after the total is close to 1 up to a desired precision. The MLE computation via the two-step procedure is summarized in the next theorem:

**Theorem 3.5.** Let \(\mathcal{G}(B)\) be a log-linear model for probabilities, \(y\) be a realization of \(\text{Mult}(N,p)\), and assume that the MLE \(\hat{p}\), given \(y\), exists. Take \(A = B/\|B\|_1\) and \(q \equiv y/(1'y)\). Initiating from \(\gamma(0) = 1\) and \(\delta(0) = 1\), and alternating the core step, GIS\((\gamma(d))\), and \(\gamma\)-adjustment step:

\[
\gamma(d+1) = \gamma(d) - \frac{1\delta(d)}{\gamma(d)(Aq)'(A \text{diag}(\delta(d)) A')^{-1}(Aq)},
\]

obtain the sequence \(\tilde{\delta}_{\gamma(d)}\), where, for each \(d \geq 0\), \(\tilde{\delta}_{\gamma(d)}\) is the limit of GIS\((\gamma(d))\). Then, as \(d \to \infty\), the sequence \(\tilde{\delta}_{\gamma(d)}\) converges, and its limit is equal to the MLE \(\hat{p}\) under the model \(\mathcal{G}(B)\).

The statement directly follows from Theorem 3.1. In the following example, the MLE computation using GIS\((\gamma)\) is illustrated in both cases (intensities and probabilities).

**Example 3.1.** Consider a general log-linear model specified by the model matrix

\[
A = \begin{pmatrix}
1 & 0 & 3 & 2 \\
1 & 3 & 0 & 2
\end{pmatrix}.
\]

Because the row of 1’s is not in the row span of \(A\), the model \(\mathcal{G}(A)\) does not have the overall effect. Therefore, previously proposed iterative scaling algorithms, even those which allow for non 0-1 entries in model matrix, cannot be used to find the MLE.

For illustration purposes, two models are of interest: \(\mathcal{G}(A)\) as a model for intensities and as a model for probabilities. Both are models without the overall effect, since \(1' \notin \text{rowspan}(A)\). Let the observed frequency distribution be \(y = (1,2,3,4)'\).

In the context of intensities, GIS\((1)\), applied directly to the data \(y\), converges to the vector \(\tilde{\lambda} = (1.8575, 2.0805, 3.0806, 3.4504)'\), such that, up to a precision, \(A\tilde{\lambda} = Ay\) and \(D\log\tilde{\lambda} = 0\). By uniqueness, \(\tilde{\lambda} = \hat{\lambda}\) is the MLE. Notice that the estimated total is not equal to the observed one, \(1'\hat{\lambda} = 10.4690 \neq 10\). Until convergence, 41 iterations were required.

In order to find the MLE in the probabilities case, the iterative scaling has to be applied to normalized data, \(q = y/1'y\). To initiate, choose, for example, \(\gamma = 1\) and apply GIS\((1)\). For \(q = (0.1,0.2,0.3,0.4)'\), GIS\((1)\) converges to the vector \(\tilde{\delta}_1 = (0.4284,0.2348,0.3348,0.1835)'\),
for which $A\delta_1 = Aq$ and $D\log \delta_1 = 0$. However, because the total $1'\delta_1 = 1.1815 \neq 1$, $\delta_1$ is not the MLE, so the value of $\gamma$ has to be adjusted. The subsequent application of GIS($\gamma$) and $\gamma$-adjustment step is performed until the total is as close to 1 as desired. In this example, 10 adjustment steps were needed to achieve the convergence to the total of 1 within four decimal places. Within each adjustment step, the convergence in $L_2$ norm in sufficient statistics was achieved in 37 iterations. At the convergence, the MLE for probabilities was found to be $\hat{p} = (0.3799, 0.1960, 0.2798, 0.1443)'$, with $\hat{\gamma} = 0.8377$. In Figure 3, the initial step ($\gamma = 1$) and the last adjustment step ($\gamma = 0.8377$) are depicted. Notice that the KL divergence can take negative values, so the proof of Darroch & Ratcliff (1972) does not apply.

Figure 2: Values of Bregman and Kullback-Leibler divergence until the convergence of GIS($\gamma$) was achieved for the model for intensities in Example 3.1.

Figure 3: Values of Bregman and Kullback-Leibler divergence until the convergence of GIS($\gamma$), with adjustment, was reached under the model for probabilities in Example 3.1.

The GIS ($\gamma$) algorithm can also be applied to compute the MLE under an affine general log-linear model which is defined as,

$$G(A) = \{\delta \in \mathcal{P} : \log \delta = A'\beta + \xi, \text{ for some } \beta, \xi \in \mathbb{R}^J\}. \quad (14)$$

Its dual representation is also derived from a matrix, $D$, whose rows are a basis of $\text{Ker}(A)$, except for that, in the affine case, the log-odds ratios are allowed to take non-zero values:

$$G(A) = \{\delta \in \mathcal{P} : D\log \delta = \psi\}. \quad (15)$$

To illustrate, Example 3.1 is revisited next.

Example 3.2. Consider the log-linear model generated by the matrix $A$ equal to:

$$A = \begin{pmatrix} 1 & 0 & 3 & 2 \\ 1 & 3 & 0 & 2 \end{pmatrix}.$$
and with a kernel basis matrix:

\[ D = \begin{pmatrix} 2 & 0 & 0 & -1 \\ 1 & -1 & -1 & 1 \end{pmatrix}. \]

Suppose that the data \( y \) come from \( Mult(N, \mathbf{p}) \) and that the MLE under the model for probabilities \( D \log \mathbf{p} = D \log(1/12, 9/8)' \) is of interest. So, one has to compute a vector, say \( \mathbf{r} > 0 \), such as:

\[ \mathbf{Ar} = \gamma_q \mathbf{A}(y/N), \quad D \log \mathbf{r} = \log(1/12, 9/8)', \quad 1' \mathbf{r} = 1. \]

Then, by uniqueness of the MLE, \( \mathbf{r} = \hat{\mathbf{p}}. \)

In fact, for this particular choice of the affine model, the MLE has closed form (cf. \cite{Duarte et al. 2021}). Set \( z_1 = y_1 + y_2 + 2y_3 + 2y_4, \ z_2 = y_1 + 3y_3 + 2y_4, \ z_3 = y_1 + 3y_2 + 2y_4, \ z_4 = y_1 + 2y_2 + y_3 + 2y_4, \) and take

\[ \mathbf{r} = \left( \frac{2z_2 z_3}{3z_1 z_4}, \frac{4z_3^3}{27 z_1 z_4^2}, \frac{4z_2^3}{27 z_1 z_4^2}, \frac{z_2^2 z_3^2}{27 z_1 z_4^2} \right)'. \]

(16)

It is straightforward to check that \( 1' \mathbf{r} = 1 \) and, because \( 8r_1 r_4 = 9r_2 r_3, \ r_1^2 = 12r_4, \) that is, \( D \log \mathbf{r} = \log(1/12, 9/8)' \), so \( \mathbf{r} \) is a probability distribution in the model of interest. It remains to show that \( \mathbf{Ar} = \gamma_q \mathbf{A}(y/N) \). Indeed,

\[ r_1 + 3r_3 + 2r_4 = \frac{2z_2 z_3}{3z_1 z_4} + 3 \frac{4z_3^3}{27 z_1 z_4^2} + 2 \frac{z_2^2 z_3^2}{27 z_1 z_4^2} = \left( \frac{2z_3}{3z_1 z_4} + \frac{4z_3^3}{27 z_1 z_4^2} + 2 \frac{z_2 z_3^2}{27 z_1 z_4^2} \right) \approx \gamma_1 \frac{z_3}{N}, \]

\[ r_1 + 3r_2 + 2r_4 = \frac{2z_2 z_3}{3z_1 z_4} + 3 \frac{4z_3^3}{27 z_1 z_4^2} + 2 \frac{z_2^2 z_3^2}{27 z_1 z_4^2} = \left( \frac{2z_2}{3z_1 z_4} + \frac{4z_3^3}{27 z_1 z_4^2} + 2 \frac{z_2^2 z_3}{27 z_1 z_4^2} \right) \approx \gamma_2 \frac{z_3}{N}, \]

where

\[ \gamma_1 = \gamma_2 = \frac{N}{27 z_1^2 z_4^2} (32 z_1^3 + 144 z_1 z_2 + 144 z_1 z_3 + 192 z_1^2 z_4 + 216 z_1 z_2 z_3 + 432 z_1 z_2 z_4 + 216 z_2 z_3 z_4 + 576 z_2 z_3 z_4)
\]

\[ + 216 z_2^2 z_3 + 576 z_2 z_3 z_4 + 384 z_3^2 z_4 + 108 z_3^3 + 324 z_2^2 z_3 + 432 z_2^2 z_4 + 324 z_2 z_3^2
\]

\[ + 864 z_2 z_3 z_4 + 576 z_2 z_3 z_4 + 108 z_3^3 + 432 z_3^2 z_4 + 576 z_3 z_4^2 + 256 z_4^3), \]

implying that \( \mathbf{Ar} = \gamma_q \mathbf{A}(y/N) \), and thus, \( \mathbf{r} = \hat{\mathbf{p}}. \)

Let the observed data be \( y = (1, 2, 3, 4)' \). In order to commence GIS(\( \gamma \)) for an affine model, one can start with any vector with integer entries which satisfy the desired multiplicative structure. Here, one can, for example, use \( \mathbf{r} = (6, 4, 4, 3)' \).

After rounding to four decimal places either the closed-form solution or the its approximation obtained from GIS(\( \gamma \)), \( \mathbf{p} \approx (0.6618, 0.1149, 0.1869, 0.0365)' \) and \( \gamma \approx 0.7196. \) During the numerical fitting, the adjustment step was performed 133 times, the convergence of each core step was reached in 53 iterations. \( \square \)
The proposed framework will now be used to analyze the data obtained from an ongoing clinical study ([Stumpf et al., 2021](#)). The participants were vaccinated against the COVID-19 disease using an mRNA vaccine and have been monitored since then, with the primary focus on specific immune response rates to vaccination. The study participants who did not respond to the primary vaccination, were revaccinated, *boostered*, after six months, and those who did not respond to the first booster, were revaccinated one more time. Therefore, the (re-)vaccination design can be described using the tree in Figure 1. Denoted by $Y_1$, $Y_2$, and $Y_3$ are the random variables corresponding to the responses to primary vaccination, and the first and second revaccinations, respectively. Of special interest is the data of kidney transplant recipients whose rate of positive response to the initial vaccination was the lowest among the study groups. The possibility of delayed response in these patients seems plausible, and, therefore, in this paper, we will test the hypothesis of independence of immune response in the course of repeated vaccination, which can be expressed using the model in Example 2.1:

$$
p_1 = \theta_0^3, \quad p_2 = \theta_1^2, \quad p_3 = \theta_0 \theta_1, \quad p_4 = \theta_1,
$$

where $\theta_1$ denotes the probability of positive immune response, and $\theta_0 = 1 - \theta_1$ is the probability of non-response. Since the number of participants was fixed at the beginning of the study, the multinomial sampling scheme can be assumed, and, for this case, the MLE under this model has a closed form and was computed in Example 2.1. Given the observed frequency distribution $y = (80, 12, 44, 64)'$, the MLE is equal to $
\hat{p} = \left((308/428)^3, \ 308^2 \cdot 120/428^3, \ 308 \cdot 120/428^2, \ 120/428\right)'$. In this case, Pearson statistic $X^2 = 11.85$ and deviance $G^2 = 14.65$ on two degrees of freedom, which indicates a medium-strength evidence against the independence of immune response due to repeated vaccination. The MLE computation was also performed using the GIS($\gamma$) algorithm. Three adjustment steps with 59 iterations each were needed to achieve the convergence within four decimal places. Upon convergence, $
\hat{p} \approx (0.3727, 0.1452, 0.2018, 0.2804)', \quad \text{and} \quad \hat{\gamma} \approx 1.0455,
$
both being sufficiently close to their values derived from the closed form.

The dual representation of this model can be obtained by setting two odds ratios to unity, namely, $p_1 p_3 p_4 / p_2^2 = 1$ and $p_2 p_4 = p_2^2$ ([Klimova et al., 2012](#)). For the purpose of statistical power analysis, one may wish to investigate a probability distribution at least one of whose odds ratios slightly deviate from 1, for example, a probability distribution $\tilde{p} \in P$ which satisfies $\log \tilde{p} = A \beta + \beta_0$, that is $p_1 p_3 p_4 / p_2^2 = 1$ and $p_2 p_4 = \phi p_2^2$, for some $\phi > 0$. Because the investigation of whether or not there is a closed-form solution for $\tilde{p}$ is not trivial, one can simply carry out the computation using GIS($\gamma$), initiating it from a $\delta$ which meets the given odds ratio constraints. For instance, after setting $\phi = 2$ one obtains $
\tilde{p} = (0.3847, 0.1376, 0.1501, 0.3277)\text{ which satisfies, up to a precision, the aforementioned...}
odds ratio constraints and has \( A\tilde{p} = \tilde{\gamma}A(y/1'y) \), where \( \tilde{\gamma} = 1.0255 \). This distribution can be used further to estimate the test power to reject the hypothesis of independence.

4 Conclusion

The paper reviews several aspects of the maximum likelihood estimation under general log-linear models that are specified using a non-negative integer design matrix, mainly focusing on the models which do not have the genuine overall effect. In such models, the sampling scheme has a profound effect on the MLE properties, and, in particular, on how the MLE is calculated. Although the Generalized Iterative Scaling (GIS) of Darroch & Ratcliff (1972) would be a natural choice for the MLE computation for non-negative design matrices with integer entries, the original proof of convergence of this algorithm was given only for models with the overall effect. In this paper we prove that, in fact, the algorithm does converge in the no-overall-effect case, and is sufficient for the Poisson context. An extended version of GIS which can be used to compute the MLE in the multinomial case is proposed as well. Several examples are provided to illustrate the main points and results. Computations were performed using the R Environment for statistical computing (R Core Team 2021).
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Appendix

Proof of Lemma 3.3

Proof.

\[
D(z, \delta^{(n+1)}) = \sum_i z_i \log z_i - \sum_i z_i \log \delta_i^{(n+1)} - \left( \sum_i z_i - \sum \delta_i^{(n+1)} \right)
\]

\[
\leq \sum_i z_i \log z_i - \sum_i z_i \log \delta_i^{(n+1)} - \sum_i z_i + \sum_i \delta_i^{(n)} + \sum_j A_j q - \sum_j A_j \delta^{(n)}
\]

\[
= \sum_i z_i \log z_i - \sum_i z_i \log \delta_i^{(n)} \prod_{j=1}^J \left[ \frac{A_j q}{A_j \delta^{(n)}} \right]^{a_{ji}}
\]

\[
- \sum_i z_i + \sum_{i=1}^I \delta_i^{(n)} + \sum_j A_j q - \sum_j A_j \delta^{(n)}
\]

\[
= \sum_i z_i \log(z_i/\delta_i^{(n)}) - \left( \sum_i z_i - \sum_{i=1}^I \delta_i^{(n)} \right) - \sum_i z_i \sum_{j=1}^J a_{ji} \log \left[ \frac{A_j q}{A_j \delta^{(n)}} \right]
\]

\[
+ \sum_{j=1}^J A_j q - \sum_{j=1}^J A_j \delta^{(n)}
\]

\[
= D(z, \delta^{(n)}) - \sum_{j=1}^J \log \left[ \frac{A_j q}{A_j \delta^{(n)}} \right] \sum_i z_i a_{ji} + \sum_{j=1}^J A_j q - \sum_{j=1}^J A_j \delta^{(n)}
\]

\[
= D(z, \delta^{(n)}) - \sum_{j=1}^J A_j z \cdot \log \left[ \frac{A_j q}{A_j \delta^{(n)}} \right] + \sum_{j=1}^J A_j q - \sum_{j=1}^J A_j \delta^{(n)}.
\]

Therefore, after taking \( z \equiv q \),

\[
D(q, \delta^{(n+1)}) \leq D(q, \delta^{(n)}) - D(Aq, A\delta^{(n)}).
\]

\[
\square
\]
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