Non-adiabatic time-optimal edge mode transfer on mechanical topological chain
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We show that it is possible to successfully transfer topologically protected edge modes across a mechanical chain, with non-adiabatic optimal control schemes, in a time even shorter than their own period. The proposed protocols vastly outperform the adiabatic ones, both in time-scales and in robustness against disorder. Our control schemes possess non-adiabatic time intervals during which driving frequencies exceed characteristic frequencies of the system, shift the value of adiabatic invariant, and exchange a great amount of energy. As a bonus feature and in contrast with quantum chains, ultrafast pumping in classical chains is accompanied with amplification of the edge mode. Introducing non-adiabatic pumping of topologically protected states aims to challenge common approaches in this emerging field.

Introduction.— Thouless adiabatic quantized pumping [1] is a central concept of theoretical and experimental research in topological physics. It is based on an adiabatic cyclic modulation of the one-dimensional (1D) potential parameters, such that a flowing mode or state of the system transfers from one end to the other, carrying with it an amount of charge, spin or energy. The key feature of this transfer protocol is robustness against disorder attributed to the intrinsic topological protection of the 1D system [2, 3]. It has been realized in several experimental platforms such as semiconductor quantum dots [4, 5], cold atoms [6–9], photons [10–12], artificial spin systems [13, 14]. Very recently, the emerging field of mechanical metamaterials [15], where substantial progress has been achieved in realizing classical mechanical analogs of topological systems, see for example [16] and references in [17, 18], has also reported Thouless pumping both theoretically [19] and experimentally [20]. In the former case [19], elastic lattices simulated the Aubry-André-Haper model, and in the latter [20] magneto-mechanical resonators were arranged such that they map the benchmark 1D topological model of the Rice-Mele and Su-Schrieffer-Heeger (SSH) dimer chain [2]. Recent experiments on phononic spatiotemporal structures [21] pave the way for further experimental investigations of topological pumping in mechanics.

Both experimental and theoretical works consider adiabatic variation of the parameters, to apply the original Thouless concept [2, 20, 22, 23]. This is expressed as keeping a time scale for the parameter variation far from the relevant dynamical time scale of the system [20, 23]. Even in alternative protocols that have been proposed to speed up the transfer like coherent tunneling adiabatic process [24] or Landau-Zener type of transition [25], the parametric variation is quasi-adiabatic. For even-sized finite systems, the localized edge states are a superposition of symmetric and antisymmetric eigenstates with a finite overlap. Therefore one can consider Rabi tunneling mode [26] and wait for the relevant time or even carefully speed up this process [27]. Although succeeding in transferring the state quite robustly, the very slow time scales of those processes are subject to decay or decoherence rates of the mode as well as other lossy factors. This points at the need for time-optimal transfer protocols.

The scope of this work is to demonstrate that pumping of edge states in a mechanical SSH model [with an alternating spring constant, see Fig. 1(a),(b)] can be successfully and robustly done (with fidelity over 99%) with ultrafast optimal protocols possessing non adiabatic features. We employ optimal control schemes, which stem out from quantum control algorithms [28, 29], as shortcuts to adiabaticity [30]. The time-scale of the optimal driving -if we set the initial phases of the same order of magnitude, or, even faster than the characteristic period of the edge mode, indicating a strongly non-adiabatic process. Furthermore, as a consequence of large energy exchange, we illustrate that these control schemes result in magnifying the amplitudes of the mode. This feature could help overcome the inherent losses in classical systems or even be used to design phononic amplifiers. This amplification is a unique effect for the optimally driven mechanical system, since it is allowed due to its classical properties -in contrast to the quantum case where amplification is prohibited by unitarity. Finally, we show that, although our control schemes operate fast and with substantial modulation of the potential parameters and energy, they are even more robust against disorder compared to slow-variation and low energy exchange schemes.
SSH classical chain.— SSH chain was initially conceptualized as a diatomic linear quantum system, with next-neighbour interaction, exhibiting topological properties [2]. An equivalent classical system that we study here is shown in Fig. 1(a). It is a relevant model for various types of classical mechanical metamaterials, as for instance granular systems [31], phononic lattices [19] and magneto-mechanical structures [20]. It consists of an odd number of $N$ identical masses $m$, connected with springs with alternating stiffness $\kappa_1$ and $\kappa_2$, fixed at the two ends of the chain. With these boundary conditions, the system allows for the appearance of an edge state, localized on one side of the linear chain when $\kappa_1 \neq \kappa_2$. We set out from the edge state localized on the left part of the chain, when $\kappa_1 > \kappa_2$, as shown in Fig. 1(b). Our target for the optimal control is to transfer this state to the corresponding one on the right part, when $\kappa_1 < \kappa_2$ shown also in Fig. 1(b), by time-dependently modulating the spring constants which exchange values between initial and final time, namely $\kappa_1(0) = \kappa_2(T)$ and $\kappa_2(0) = \kappa_1(T)$. In Fig. 1(c) we show the eigenenergy of each eigenmode, where the single point in the middle of the spectrum, with eigenfrequency $\tilde{\omega} = \sqrt{\frac{\omega_1 + \omega_2}{m}}$, corresponds to the edge mode while the others compose the so-called bulk modes. Hereafter, every variable or parameter with a tilde (like $\tilde{\omega}$ above) corresponds to the edge mode.

The equations of motion for a spring-mass system with $N$ masses, as depicted in Fig. 1(a), read:

\[
\begin{align*}
\frac{d^2 q_{2n}}{dt^2} &= \kappa_1(t)(q_{2n+1} - q_{2n}) - \kappa_2(t)(q_{2n} - q_{2n-1}) \\
\frac{d^2 q_{2n+1}}{dt^2} &= \kappa_2(t)(q_{2n+2} - q_{2n+1}) - \kappa_1(t)(q_{2n+1} - q_{2n-2}),
\end{align*}
\]

with $n = 0, 1, ..., (N - 1)/2$ and fixed boundary conditions $q_0 = q_{N+1} = 0$. Stiffnesses $\kappa_1$ and $\kappa_2$ scale with $\kappa_0$ (with $\kappa_2(t = 0) = \kappa_0$), time $t$ scales as $\sqrt{m/\kappa_0}$, and amplitudes $q$ with normalization length $L$ of the edge state amplitude vector $L = ||\tilde{q}||$. The amplitude vector $\tilde{q}$ is derived from $-\tilde{\omega}^2 \tilde{q} = K \tilde{q}$ with $K = \begin{bmatrix} -\pi & \kappa_1 & 0 & \ldots \\ \kappa_1 & -\pi & \kappa_2 & 0 & \ldots \\ 0 & \kappa_2 & -\pi & \kappa_1 & \ldots \\ \ldots & \ldots & \ldots & \ldots & \ldots \\ \kappa_1 & -\pi & \kappa_2 & \ldots & 0 \\ \ldots & 0 & \kappa_2 & -\pi \end{bmatrix}$, where $\pi = \kappa_1 + \kappa_2$.

Without loss of generality we consider here a system of $N = 21$ masses and $\kappa_1(0) = 3$, $\kappa_2(0) = 1$. These values result in a well localized edge mode. We checked that systems with different odd number of masses $N$ and initial stiffness values give qualitatively similar results. In addition, we note that by considering odd-sized systems we avoid the slow-mode Rabi oscillations.

Fidelity.— At every time instant $t$ of the process, one can project the instantaneous state of the system (see Supplemental material [32]), defined by the generalized coordinates $\mathbf{q}(t)$ and momenta $\mathbf{p}(t)$, to the instantaneous normal variables $\mathbf{Q}(t)$ and $\mathbf{P}(t)$, through the relations $\mathbf{Q}(t) = A(t)^{-1}\mathbf{q}(t)$ and $\mathbf{P}(t) = A(t)^{-1}\mathbf{p}(t)$. $A(t)$ is the instantaneous modal matrix composed of the instantaneous eigenmodes $\mathbf{q}_i(t)$ ($i = 1, ..., N$ numbering the eigenmode vectors) obtained by $-\omega_i^2(t)\mathbf{q}_i(t) = \mathbf{K} \mathbf{q}_i(t)$. Knowing this projection at every moment of time, the instantaneous energy distribution into the eigenmodes can be calculated by the relation $E_i(t) = \frac{1}{2} (\mathbf{P}_i^2(t) + \omega_i^2(t)\mathbf{Q}_i^2(t))$. As both, total instantaneous energy $E(t) = \sum_i E_i(t)$ as well as instantaneous energy of each mode $E_i(t)$ vary with time, and, most importantly, the initial and final energy need not to be the same [33] we define fidelity as $\mathcal{F} = \frac{\tilde{E}(T)}{\tilde{E}}$, where $\tilde{E}$ refers to the energy of the edge mode at the final time $T$. We additionally note that, since the initial edge state is an oscillating eigenmode, the fidelity in general depends on the initial phase. For all the cases we present (the one exception will be referred explicitly), we consider the initial phase as a free parameter ranging from $[0, 2\pi]$ and we present the minimum fidelity. Finally, we emphasize that in our case, there is an unavoidable crossing point of the two propagating bands of the dispersion relation when, at some time moment, $\kappa_1 = \kappa_2$. At the vicinity of this point, which may be referred as ‘closed gap’ configuration, (although in fact there is always a finite separation of the modes in our finite system) the edge mode becomes also delocalized and almost indistinguishable from the bulk modes. The crossing of the ‘closed gap’ results in general to unavoidable bulk excitation. Therefore, from here on, it is more reasonable to consider nearly perfect (and not perfect) state transfer with fidelity $\mathcal{F} > 99\%$.

From adiabatically slow to time optimal.— The first question we opt to answer here is what is the minimum total time $T$ needed to obtain this targeted fidelity for the successfully transfer of the edge mode, and what are the optimal control functions for the stiffness constants i.e. how should $\kappa_1(t)$, $\kappa_2(t)$ change in time to achieve this task. Let us first consider the case of keeping constant the frequency of the edge mode $\tilde{\omega} = 2$ throughout the transfer operation by applying the symmetry condition $\kappa_1(t) + \kappa_2(t) = 4$. First, we consider the protocol which is defined in [23] as a single frequency trigonometric control function $\kappa_1(t) = 2 + \cos(\pi t/T)$ [see Fig. 2(a)]. The resulting necessary time for the target fidelity is $T_{\text{trig}} = 297$, which is two orders of magnitudes longer than the period of oscillation of the edge mode $\left(T_{\text{trig}} \gg \tilde{T} = \pi\right)$. Then, we consider other analytic control functions, such as a linear ramp $[\kappa_1(t) = 3 - 2t/T]$ which results already to a shorter $T_{\text{lin}} = 192$. Our best guess shown in Fig. 2(a) is a tangential $\kappa_1(t) = c + \tan((t - a)/b)$ (see Supplemental Material [32]) which gives $T_{\text{tan}} = 144$. The advantage of the tangential control function over the other two (linear and trigonometric) is that it allows initially a rapid transition to the ‘closed gap’ configuration and at the same time a very slow crossing of this configuration during which $\kappa_1 \approx \kappa_2$. In contrary, far from the ‘closed gap’ configuration, faster parameter variation should be in principle possible since the edge modes are protected. To reduce further the transfer time, we search
for the optimal $\kappa_1(t)$ (see Supplemental Material [32]) which results to a shape shown in Fig. 2(a) and to $T_{sym} = 40$ almost an order of magnitude faster than the trigonometric scheme of [23]. This is the control protocol with the fastest transfer time we found under the constraint of the symmetric condition.

In order to shed more light into the underlying physics of the control schemes, we show three more quantities: (i) the total energy [Fig. 2(b)] (ii) the adiabatic invariant [34], which for our system is given by $I(t) = \sum \rho_i$ [Fig. 2(c)] and (iii) the ‘adiabatic ratio’ [Fig. 2(d)] $\alpha = \omega_s/\omega_r$ where $\omega_r = \max(\omega_1, \omega_2)$ with $\omega_{1,2} = \frac{1}{\kappa_{1,2}(t)} \frac{d\kappa_{1,2}(t)}{dt}$ and $\omega_s$ the difference of the edge mode frequency to the closest bulk mode frequency [35]. The adiabatic ratio compares the driving frequency $\omega_r$ with the characteristic transition frequency of the system $\omega_s$ therefore, the larger it is, the fastest is the variation.

When $\alpha > 1$, the process enters into the non-adiabatic regime.

For the symmetric non-optimal processes, for all the cases we obtain an adiabatic ratio $\alpha < 0.05$, which shows the adiabaticity of these processes. For the optimal symmetric case the driving frequency $\omega_r$ is of the same order with $\omega_s$ and this signals a step towards non-adiabaticity (still $\alpha < 0.25$). This is further confirmed by a careful investigation of $E(t)$ in Fig. 2(b), and $I(t)$ in Fig. 2(c), where one can see that the shorter the time transfer is, the more the energy oscillates to larger amplitudes and the more the adiabatic invariant oscillates around its initial value. Things become more interesting by looking Fig. 3(a-b) and the corresponding bulk mode excitation during the time process. For the ‘tan’ function, Fig. 3(a), almost only one eigenmode, the instantaneous edge mode, is excited during the process. However, for the optimal symmetric pulse, Fig. 3(b), a significant amount of bulk excitations is observed in the middle of the process. Eventually though, the energy is returned to the edge mode leading to an almost perfect state transfer. In other words, the symmetric optimal control does not avoid instantaneous bulk excitation and big exchange of energy, but uses genuinely the bulk states to transfer faster the edge mode to the other side. Also, if we interpret adiabaticity quantum mechanically, i.e. remaining throughout the process on the corresponding instantaneous eigenstate, then the optimal symmetric case is clearly the most non-adiabatic one. However, we will see that this comes with a drawback for the robustness against disorder.

Apparently, although optimal control speeds up the transfer by driving faster and less adiabatically to the ‘closed gap’, the adiabatic ratio $\alpha$ remains below unity during the process and also the final total energy and the invariant is almost equal to the initial one. The question is what happens if one relaxes the ‘symmetric condition’. The optimal control schemes presented in Fig. 2(e), with both $\kappa_1(t)$ and $\kappa_2(t)$ increasing and decreasing asymmetrically, results to an optimal time of $T_{asym} = 12 = 30\%T_{sym} < 3T$. Furthermore, setting the initial phase, say to maximum displacement-zero velocities [see Fig. 1(a)], the optimal time becomes subperiodic $T_{opt} = 1 < \tilde{T}$. Such ultrafast time-optimal schemes exchange a great amount of energy [Fig. 2(f)], shift the adiabatic invariant which largely deviates from the initial value [Fig. 2(g)] and break the adiabatic condition by having $\alpha > 1$ [Fig. 2(h)], especially in the beginning and end of the process. Although it is still unavoidable to cross the ‘closed gap’, this happens at larger values of $\kappa_1(t) = \kappa_2(t)$ where the modes differ significantly in frequency, due to the finite size of the chain, and thus the excitation of the bulk modes is significantly suppressed. Fig. 3(c) verifies this behaviour, showing that the instantaneous bulk excitation is very limited. Therefore, although the optimal asymmetric schemes are clearly non-adiabatic in terms of the adiabatic invariant and the adiabatic ratio $\alpha$, they
needs not to coincide with the energy of the initial state [see target state for the driven mechanical chain considered here, fact that, in contrary to the quantum case, the energy of the initial stiffness values to disorder. Indeed, if we apply a random disorder on the bulk states (optimal symmetric) will be more sensitive to disorder. Apart from confirming both desired results, the edge mode has been transferred but also if it remains at the other edge. Apart from confirming both desired results, we observe here one more feature for the (asymmetric) optimal control schemes in Fig. 3(e,f) namely the amplification appearing as darker spots after $t = T$. This is due to the fact that, in contrary to the quantum case, the energy of the target state for the driven mechanical chain considered here, needs not to coincide with the energy of the initial state [see Fig. 2(f)].

**Robustness against disorder.**— An important property of topological materials that has given such a strong boost to the related research recently, is the protection against disorder. One would naively expect that our proposed optimal schemes, being non-adiabatic (optimal asymmetric) or exciting bulk states (optimal symmetric) will be more sensitive to disorder. Indeed, if we apply a random disorder on the initial stiffness values $\kappa_{1,2} = \kappa_{1,2} (1 + \epsilon \ast w_{1,2})$ ($\epsilon = 0.2, w \in [-1, 1]$), and compare the distribution of fidelity for the tangential [Fig. 4(a)] and the symmetric optimal [Fig. 4(b)] driving, we see that the slower variation scheme is more robust. This is due to the fact that, within the symmetric condition, as we have mentioned, the instantaneous bulk excitation for shorter processes becomes larger [compare Fig. 3(a) and (b)]. Then, the addition of disorder breaks the genuine use of the bulk modes and a significant amount of energy get lost in the bulk excitations. The surprising result though is that the time-optimal asymmetric case in Fig. 4(c), is not only better than the symmetric, but also better from the slow varying tangential driving.

There are two reasons for this robust behavior of (asymmetric) time-optimal schemes. First, the fact that the main mechanism for the optimal pulses is the large exchange of energy keeping the excitation to the instantaneous bulk modes at the same level as in the slow-variation ones [compare Fig. 3(a) and (c)] and thus, more robust than the symmetric optimal case. In other words the non-adiabatic schemes decrease the necessary time by keeping restricted excitation to the instantaneous bulk modes like the adiabatics do, because they apply the non-adiabatic driving when it is safe (away from the ‘closed gap’ configuration), while when approaching the regime $\kappa_1 \approx \kappa_2$ they become very adiabatic [see again Fig. 2(b)]. The second reason is the fact that the stiffness values become much larger and the operation happens in shorter time so the effective (average in time) degree of disorder strength is lower.

**Conclusions and Perspectives.**— We have shown that in a classical SSH chain it is possible to pump the edge mode of the system non-adiabatically, in a time shorter than its period, by varying the two stiffness parameters of the chain independently. These ultrafast processes, obtained via optimal control schemes, are robust against disorder and amplify the edge mode at the same time. Further application of optimal control in edge state transfer may include other mechanical or quantum systems. A very interesting question concerns the speed limit for information transfer in driven mechanical chains, in analogy with Lieb-Robinson bound [27, 37] of the quantum systems. Preliminary results for our system indicate that the optimal times for sym-
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**Figure 3.** (Upper panel) Time evolution of the mode distribution $E_i$ for three cases: (a) tangential (b) symmetric optimal (c) asymmetric optimal. The symmetric optimal has the largest instantaneous bulk mode excitation. (Lower panel) Time evolution of the absolute value of the particle displacements of the chain for three cases: (d) symmetric optimal (e) asymmetric optimal independent of phase (f) sub-periodic asymmetric optimal (amplitude in log scale) for initial phase with maximum displacement [Fig.1 (b)]. The final state in (e) and (f) is an amplified edge mode.
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**Figure 4.** Robustness against disorder. Shown is the statistical distribution out of $10^4$ random realizations of the disorder on the initial stiffness values $\kappa_{1,2} = \kappa_{1,2} (1 + \epsilon \ast w_{1,2})$ for disorder strength $\epsilon = 0.2$ ($w \in [-1, 1]$) for 3 cases of control functions: (a) tangential (b) symmetric optimal (c) asymmetric optimal.

Transfer and Amplification.— In Fig. 3(d-f), we show the spatio-temporal evolution of the absolute value of the particle displacements for three cases: (d) symmetric optimal, (e) asymmetric optimal independent of phase, and (f) sub-periodic asymmetric optimal with fixed initial phase, zero velocities, maximum displacement [Fig. 1(b)]. Note that we evolve the system for a total time of $2T$, where $\kappa_1 (T < t < 2T) = \kappa_1 (T)$ and $\kappa_2 (T < t < 2T) = \kappa_2 (T)$, to check if the edge mode has been transferred but also if it remains at the other edge. Apart from confirming both desired results, we observe here one more feature for the (asymmetric) optimal control schemes in Fig. 3(e,f) namely the amplification appearing as darker spots after $t = T$. This is due to the fact that, in contrary to the quantum case, the energy of the target state for the driven mechanical chain considered here, needs not to coincide with the energy of the initial state [see Fig. 2(f)].
metric schemes have linear dependence with the system length (number of masses), as predicted by Lieb-Robinson while for non-optimal schemes the behaviour is quadratic.

Our work also shows that with optimal control schemes, it is possible to overcome adiabatic restrictions without loss in efficiency and this can be applied, among others, in the transfer of topological state in experiments, which flourish in the field [10–14, 20], or in adiabatic passage processes [24].
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