Electron Induced Nanoscale Nuclear Spin Relaxation Probed by Hyperpolarization Injection

William Beaterz,
Arjun Pillai,
Otto Janes,
Dieter Suter,
Ashok Ajoy

1Department of Chemistry, University of California, Berkeley, Berkeley, California 94720, USA
2Fakultät Physik, Technische Universität Dortmund, D-44221 Dortmund, Germany
3Lawrence Berkeley National Laboratory, Chemical Sciences Division, Berkeley, California 94720, USA
4CIFAR Azrieli Global Scholars Program, 661 University Ave, Toronto, ON MSG 1M1, Canada

(Received 14 July 2022; accepted 7 June 2023; published 7 July 2023)

We report on experiments that quantify the role of a central electronic spin as a relaxation source for nuclear spins in its nanoscale environment. Our strategy exploits hyperpolarization injection from the electron as a means to controllably probe an increasing number of nuclear spins in the bath and subsequently interrogate them with high fidelity. Our experiments are focused on a model system of a nitrogen vacancy center electronic spin surrounded by several hundred $^{13}$C nuclear spins. We observe that the $^{13}$C transverse spin relaxation times vary significantly with the extent of hyperpolarization injection, allowing the ability to measure the influence of electron-mediated relaxation extending over several nanometers. These results suggest interesting new means to spatially discriminate nuclear spins in a nanoscale environment and have direct relevance to dynamic nuclear polarization and quantum sensors and memories constructed from hyperpolarized nuclei.

Introduction.—Coupled electron-nuclear spin systems are highly relevant in quantum information science [1–3] and dynamic nuclear polarization (DNP) [4]. Consider an electronic spin centrally located (position $r = 0$) in a bath of nuclear spins within a magnetic field $B_0$ [see Figs. 1(a) and 1(b)]. The electrons are fast relaxing (short $T_{1e}$) and can serve as a relaxation source for the nuclear spins [5–7] [schematically shown in Fig. 1(c)]. Such electron induced nuclear relaxation is an important consideration for applications in quantum registers, memories, and sensors constructed out of nuclear spins [8–10]. It also plays a key role in determining rates of polarization transfer in DNP [11–13]. However, probing such relaxation influences, particularly in a spatially defined manner, is challenging. This is because experiments typically have very restricted access to spins in the bath, limiting the possibility of spatially distinguishing them [7,14–17]. Previous nanoscale quantum sensing experiments have, for instance, been limited to proximal central spin relaxation effects in small ($< 20$) spin networks [18,19].

In this Letter, we report on experiments that study the effects of an electronic spin on nuclei over wider length scales, spanning several nanometers, and involving several hundred nuclei. Our strategy [Fig. 1(d)] exploits controllable hyperpolarized spin injection from the electron to the nuclear bath. The hyperpolarization time $\tau$ is employed as a knob to tune length scales in the bath being probed; the polarization is carried over longer distances with increasing $\tau$. Simultaneously, the nuclei are subject to a rf driving protocol that permits continuously tracking their magnetization over minute long periods with high signal-to-noise ratio (SNR) [23]. The measurements reveal, surprisingly, that ensemble-averaged nuclear lifetimes $T_2'$ in the rotating frame increase dramatically with increasing polarization time $\tau$. This constitutes a direct experimental signature of electron induced nuclear spin relaxation, allowing us to quantify its influence over several nanometers.

System and protocol.—Experiments are carried out in diamond, with central nitrogen vacancy (NV) [24,25] electronic spins surrounded by $^{13}$C nuclei [Figs. 1(a) and 1(b)]. NV centers ($\approx 1$ ppm) are separated by $\approx 12$ nm and $^{13}$C nuclei appear with lattice density $\approx 0.92$ spins/nm$^3$, yielding a relative NV:$^{13}$C ratio $\sim 1:10^3$ [26,27]. In addition, the lattice hosts randomly positioned paramagnetic impurities (P1 centers) at a concentration $> 20$ ppm, which can also serve as relaxation sources.

Experiments are conducted in three regimes [indicated in Fig. 1(d)]: (I) optically induced NV $\rightarrow ^{13}$C spin injection for period $\tau$ at low field ($B_{pol} = 36$ mT), (II) rapid transport to high field, and (III) $^{13}$C interrogation for time $t$ at $B_0 = 7$ T. For hyperpolarization [Fig. 1(e)], we exploit a mechanism previously described in Refs. [20,21,28]. Distant spins are polarized by spin diffusion driven by the internuclear dipolar Hamiltonian [17,29,30], $\mathcal{H}_{dd} = \sum_{i<k} d_{jk}^{CC}(3I_j \cdot I_k - I_j \cdot \bar{I}_k)$, where $I_j$ refer to $j$th spin-1/2 operators and $^{13}$C-$^{13}$C (CC) coupling strengths $d_{jk}^{CC} \propto \gamma_n^2/r^3$, with magnetogyric ratio $\gamma_n = 10.7$ MHz/T, and $r$ being the internuclear distance. Bulk averaged $^{13}$C hyperpolarization under maximal conditions is $\varepsilon \approx 0.3\%$. 
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transverse axis \( \frac{1}{2} \). Since \( I_{13C} \) adiabatic with respect to the instantaneous \( ^{13}\text{C} \) Larmor frequency, thereby preserving hyperpolarization \([31]\). Conversely, since \( I_{13C} \) rapidly loses hyperpolarization and ultimately returns to thermal levels (\( \approx 3\% \)) in regime III \([1\text{f}\text{]}\). Subsequently, the NV center predominantly serves as a point relaxation source for the nuclear bath \([1\text{c}\text{]}\).

Ensemble \( ^{13}\text{C} \) readout (regime III) employs a protocol described in Refs.\([22,34]\). \( ^{13}\text{C} \) spins are prepared along the transverse axis \( \hat{\mathbf{x}} \) (\( \rho_{\mathbf{x}} = e^{i \sum_{j} I_{jx}} \)) on the Bloch sphere, and a train of spin-locking \( \theta \) pulses are applied \([35,36]\). \( ^{13}\text{C} \) nuclei are interrogated between pulses, allowing continuous tracking with high SNR (see Supplemental Material \([37]\)). Signal obtained corresponds to measuring the survival probability in the \( \hat{\mathbf{x}} \)-\( \hat{\mathbf{y}} \) plane. The sequence operation can be described by the unitary \( U(t) \). For sufficiently rapid pulsing duty cycle, \( U(t) \approx \exp(i \mathcal{H}^{(0)}_F t) \), such that the inter-
nuclear Hamiltonian is engineered to leading order in the Magnus expansion to \( \mathcal{H}^{(0)}_F \approx \sum_{j < k} \alpha C_{jk}^{CC} (3 \mathcal{H}_{H}^2 - \vec{I}_j \cdot \vec{I}_k) \), where \( \mathcal{H}_{H} = I_{jz}I_{kz} + I_{jy}I_{ky} \) is a flip-flop Hamiltonian \([22]\). Since \( [\rho_{\mathbf{x}}, \mathcal{H}^{(0)}_F] = 0 \) commutes with the initial state, dipolar evolution is suppressed to leading order. As a result, \( ^{13}\text{C} \) free induction decay lifetimes \( T_2^* \approx 1.5 \text{ ms} \) are significantly extended, here to \( T_2^* \gtrsim 65.5 \text{ s} \) \([see Fig. 2(a)\text{]}\).

Results.——Figure 2(a) describes our primary experimental result (see video \([38]\)), showing \( ^{13}\text{C} \) NMR signal measured employing differing hyperpolarization periods \( \tau \) (varied every 1 s from \( \tau = 1 \) to \( \tau = 120 \) s). Each 36 s trace consists of \( \approx 369,000 \) pulses (see Fig. 3 for full data), and the \( ^{13}\text{C} \) nuclei are interrogated after every pulse \([Fig. 1(f)\text{]}\). Surprisingly, we observe that the signals decay more slowly with increasing \( \tau \). Normalization of the signal profiles allows the ability to unravel the relative changes in the decay time constant \( T_2^* \), estimated from the \( 1/e \) intercept [horizontal dashed line in Fig. 2(a)]. For example, comparing \( \tau = 2 \) and \( \tau = 120 \) s in Fig. 2(a), we observe a \( \approx 6.42\)-fold increase in \( T_2^* \) (from 10.2 to 65.5 s).

The \( 1/e \) intercept is blind to the instantaneous change of the decay profile and therefore provides only limited information. To more clearly observe the decay dynamics, we divide the curves in Fig. 2(a) into 36 segments of width \( \Delta t = 1 \text{ s} \), with one such segment shown in the gray window in Fig. 2(a). We fit the decay in each segment to a monoexponential [as in inset (i)] and extract the instantaneous time constants \( T_2^* (t) \), which are plotted in Fig. 2(b). The notation \( T_2^* \) (as opposed to \( T_2 \)) emphasizes that these are monoexponential constants. For each trace, the signals decay markedly slower with increasing time \( t \) (see also Fig. 3). Ultimately, the \( T_2^* \) times are remarkably long (\( T_2^* \approx 100 \text{ s} \)) at large \( r \). Increasing polarization time \( \tau \) makes the overall decay slower for any selected segment. Indeed, for the segment ending at \( t = 16 \text{ s} \) [vertical dashed line in Fig. 2(b)], the \( T_2^* \) value is increased by \( 1.66\)-fold. To now emphasize the relative change in the \( T_2^* \) values for different segments, Fig. 2(c) shows the \( T_2^* \) lifetimes plotted against \( \tau \), where data corresponding to each segment in
FIG. 2. Effect of increasing hyperpolarization time \( \tau \). (a) Spin-lock decays for different hyperpolarization times \( \tau \) corresponding to color bar [regime I in Fig. 1(d)]. Single-shot data [obtained with \( t_{\text{acq}} = 32 \mu s \) and \( \theta \approx \pi/2 \) in Fig. 1(f)] is boxcar averaged over 97 ms and normalized after truncation at \( t = 9.7 \) ms. Dashed line represents \( 1/e \) intercept. Inset (i): Enlarged representative 1 s segment [gray window in (a)]. Dashed line is a fitted piecewise monoeXponential. (b) Instantaneous lifetime \( T_2 \) measured along decay curve, extracted from slopes as in the inset of (a). Color bar [see (a)] represents \( \tau \). Dashed line shows exemplary segment ending at 16 s [gray window in (a)]. (c) Instantaneous \( T_2 \) plotted against \( \tau \). Points show \( T_2 \) lifetimes from (b) for exemplary 1 s segments ending at labeled \( t \) values. Lines are spline fits.

Figs. 2(a) and 2(b) form the lines. Figure 2(c) makes clear that the instantaneous \( T_2 \) increases for each segment with increasing \( t \) and within each segment with increasing \( \tau \). The maximum relative change occurs for short \( \tau \) and at early \( t \).

A clearer view of data in Fig. 2 can be obtained by noting that the decays approximately follow a stretched exponential of the form \( \exp\left[-(t/T_2)\alpha\right] \) with \( \alpha \approx 1/2 \) (see Fig. 3 and videos [39,40]). While similar behavior has been alluded to before [41–43], high SNR and rapid data collection here allows an unprecedentedly clear view. Figure 3(a) shows data from Fig. 2 plotted on a logarithmetic scale with respect to \( \sqrt{t} \). The signals then manifest as approximately straight lines, demonstrating stretched exponential character. \( T_2 \) lifetimes can now be extracted conveniently from the instantaneous slopes \( s \), as \( T_2 = 1/s_\text{av} \). High SNR and rapid data collection rates allow the unique ability to continuously observe the stretched exponential dynamics. We now focus attention on six segments along the decay curves [labeled (i)–(vi) in Fig. 3(a)]. Data reveal that the decay in segment (i) deviates from the stretched exponential behavior (especially for low hyperpolarization time \( \tau \)), as evidenced by the nonlinear traces in the log vs \( \sqrt{t} \) representation. In contrast, the traces at long time \( t \) are observed to be independent of \( \tau \) [evident from the approximately parallel profiles in segment (vi)]. To elucidate this further, segment (i) is enlarged in Fig. 3(b) on the same log scale for representative values of \( \tau \). The panel makes clear the apparent change in \( T_2^\text{app} \) with \( \tau \) (due to deviation from stretched exponential decay at short \( t \) and \( \tau \)).

Figure 3(c) shows extracted \( T_2^\text{app} \) values for six segments (i)–(vi). \( T_2^\text{app} \) apparently grows significantly with increasing time \( \tau \), while \( T_2^\text{app} \) is flat and almost independent of \( \tau \). Additionally, the extracted \( T_2^\text{app} \) values for the different segments cross over at \( \tau \approx 32 \) s. Finally, Fig. 3(d) offers insight into variation from exact \( \alpha = 1/2 \) stretched exponential behavior with changing \( \tau \). At long times \( t \), the behavior follows a universal \( \alpha = 1/2 \) dependence (dashed lines). However, in the short time region (\( t \lesssim 36 \) s), there is a transition from convex to concave behavior around \( \alpha = 1/2 \). Crossover occurs at \( \tau \approx 32 \) s, similar to Fig. 3(c).

Theory.—To describe the experimental observations, we construct a semiquantitative model for nuclear polarization \( p(r,t) \) at coordinate \( r \) and time \( t \). We assume centrosymmetry, a good approximation given the ensemble average in our experiments. We then model the dynamics using the differential equation,

\[
\frac{\partial}{\partial t} p(r,t) = \frac{P_0}{r^6} - \frac{\kappa_0}{r^2} p(r,t) - \frac{1}{T_1} p(r,t) + D \nabla^2 p(r,t), \tag{1}
\]

following the Bloembergen model in nonconducting solids [44]. Here \( P_0 \) denotes the rate of hyperpolarization injection and \( \kappa_0 \) is the strength of spatially dependent relaxation due to the central NV center. The \( 1/r^6 \) scaling of the \( P_0 \) term in Eq. (1) does not yield qualitatively different behavior compared to a \( 1/r^3 \) scaling but makes the equation better conditioned near \( r = 0 \). In any case, the \( r \rightarrow 0 \) region and associated frozen core is not observable due to the relatively small \( ^{13}\text{C} \) detection bandwidth (\( \approx 32 \) kHz) employed. In contrast to the NV center (at \( r = 0 \)), we assume that the relatively dense P1 centers serve as contributors to background relaxation of the \(^{13}\text{C} \) nuclei independent of their position; this is captured by the \( T_1 \) term in Eq. (1). Finally, the last term denotes spin diffusion, which we assume to be Fickian and Gaussian with a single constant \( D \) at all locations. This is a good approximation given the large number of \(^{13}\text{C} \) nuclei around every NV center [17]; e.g., a sphere of radius 4 nm contains \( \approx 247 \) nuclear spins.

We solve Eq. (1) separately in the three regimes of the experiment [Fig. 1(d)], with the solution for one regime setting the initial conditions for the next. Obtaining a precise estimate of the parameters in Eq. (1) is challenging and outside the scope of this Letter. We therefore make some simplifying assumptions. In regime I, we assume...
$P_0/\kappa_0 = 1$. In regimes I and III are assumed to differ by a factor of 2. We employ $T_1 = q^{-1}T_{1,LF}$ and $T_1 = q^{-1}T_{1,HF}$ in regime I and III, respectively, where $T_{1,LF} = 283$ s and $T_{1,HF} = 1520$ s are measured low and high field bulk $^{13}$C lifetimes at $\tau = 60$ s (see Supplemental Material [37]), and $q$ is a scaling factor employed as a free parameter in the fits. For Fig. 4, we find good agreement with $q = 6.75$. The latter assumption can be rationalized by the fact that (1) contributions from P1 centers to $T_1$ relaxation are hard to separate in the bulk $T_1$ measurements; (2) we measure longitudinal $T_{1,HF}$, which only approximates transverse $T_1$ in Eq. (1); and (3) $T_{1,LF}$ is measured under dark conditions, but the corresponding $T_1$ in regime I is measured under optical illumination.

With these assumptions, Figs. 4(a) and 4(b) show the simulated system dynamics, where we plot the polarization contained in a shell at radius $r$, $P = 4\pi r^2 p$. Figure 4(a) first shows $P(r, \tau)$ with increasing hyperpolarization time $\tau$ in regime I, assuming a 1 s shutting period in regime II. Simulation parameters are set to obtain good qualitative agreement with experiment (here $D = 0.0135$ mm$^2$/s and $P_0 = 6.75$ s$^{-1}$). With increasing $\tau$, spin diffusion leads to a spread of polarization; this is evidenced by the movement of the “centroid” of $P(r, \tau)$ with increasing $\tau$ toward greater $r$ in Fig. 4(a). Notably, however, replenishment of polarization from the NV in regime I makes $P(r, \tau)$ skew toward the left. In a complementary manner, Fig. 4(b) elucidates $P(r, \tau)$ during regime III, starting with the $\tau = 120$ s distribution in Fig. 4(a). The strong relaxing effect of the NV center yields the polarization “hole” close to $r = 0$ and manifests as the steep wall of growing polarization in Fig. 4(b). Additionally, the centroid of $P(r, \tau)$ moves toward larger $r$ and homogenizes as $\tau$ increases; the shift with $r$ is greater here because there is no polarization replenishment and relaxation is slower for larger $r$.

Figure 4(c) displays the net polarization $\int P(r, \tau) \, dr$ during the readout period [from trajectories as in Fig. 4(b)], but for varying $\tau$. Normalizing the traces shows that relaxation is slower with increasing $\tau$, matching experiments in Fig. 2(a). This arises because the shifting centroid of $P$ makes electron-mediated relaxation less effective. Interestingly, we find that the decays in Fig. 4(c) also follow an $\alpha = 1/2$ stretched exponential. This is shown by again plotting the data on a log vs $\sqrt{t}$ scale in Fig. 4(d), where we observe a behavior similar to experiments in Fig. 3(a). We hypothesize that the stretched exponential decay at long times $t$ results from the relatively flat distribution of polarization across shells. However, we again see a deviation from stretched exponential decay at short times $t$ and $\tau$ (also observed experimentally).
We attribute this early time behavior to relaxation from NV centers: the deviation is larger at low \(t\) and \(\tau\) when the polarization is localized near the NV centers than at long \(t\) and \(\tau\) when the centroid of \(P\) is further from the NVs [verified by distributions in Figs. 4(a) and 4(b)]. The emergence of a stretched exponential distribution from a large sum of individually monoexponential decays is verified numerically.

As shown in experiments in Fig. 3, the relaxation profile is independent of \(\tau\) at long readout periods \(t\) [evidenced by distributions in Figs. 4(a) and 4(b)]. The emergence of a stretched exponential distribution from a large sum of individually monoexponential decays is verified numerically.

As shown in experiments in Fig. 3, the relaxation profile is independent of \(\tau\) at long readout periods \(t\) [evidenced by the approximately parallel traces in segment (vi) of Fig. 4(d)]. Figure 4(b) allows us to verify that this is indeed because the polarization has spread far from the NV center and the decay is instead predominantly due to background \(1/T_1\) relaxation. Indeed, as shown in Fig. 4(e), upon taking segments (i)–(vi) along the decay curves in Fig. 4(d) and extracting their \(T_2^*\) values, we observe a progressive flattening of the \(T_2^*\) values with increasing \(\tau\), agreeing with experimental data in Fig. 3(c) (overlapped here).

**Outlook.**—Figure 4 suggests that spin-lock control enables the ability to peer into nuclear polarization localized at different positions \(r\) with respect to the central electron. Moving through time \(t\) in the decay curve corresponds to shifting the sensitive region in the lattice being probed. This suggests a (nonlinear) means to map from \(t\) to an effective \(r\) coordinate, suggesting a method of discriminating nuclei in the electronic environment. Furthermore, Fig. 3 indicates that nuclear spins can probe electronic relaxation processes, potentially offering a view into the phonon density of states that dominate these relaxation mechanisms [33,45–47]. This is relevant to molecular systems [48–51] and in DNP, wherein the concentration and identity of electron spins can vastly affect nuclear polarization levels [52,53].
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