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Abstract—Correspondence-based rotation search and point cloud registration are two fundamental problems in robotics and computer vision. However, the presence of outliers, sometimes even occupying the great majority of the putative correspondences, can make many existing algorithms either fail or have very high computational cost. In this paper, we present RANSIC (RANdom Sampling with Invariant Compatibility), a fast and highly robust method applicable to both problems based on a new paradigm combining random sampling with invariance and compatibility. Generally, RANSIC starts with randomly selecting small subsets from the correspondence set, then seeks potential inliers as graph vertices from the random subsets through the compatibility tests of invariants established in each problem, and eventually returns the eligible inliers when there exists at least one K-degree vertex (K is automatically updated depending on the problem) and the residual errors satisfy a certain termination condition at the same time. In multiple synthetic and real experiments, we demonstrate that RANSIC is fast for use, robust against over 95% outliers, and also able to recall approximately 100% inliers, outperforming other state-of-the-art solvers for both the rotation search and the point cloud registration problems.

I. INTRODUCTION

Rotation search and point cloud registration, broadly applied in 3D reconstruction [8], [12], [22], object recognition and localization [15], [19], [32], SLAM systems [45] and attitude estimation [40], are two fundamental building blocks in robotics, computer vision and aerospace engineering.

Assume that we have two sets of vectors \( A = \{a_i\}_{i=1}^N \) and \( B = \{b_i\}_{i=1}^N \) both of size \( N \), where \( a_i, b_i \in \mathbb{R}^3 \) constitute a putative vector correspondence. The goal of the rotation search problem is to estimate the best rotation \( R \in SO(3) \) aligning the vector sets \( A \) and \( B \). In the presence of isotropic zero-mean Gaussian noise, rotation search is equivalent to the following minimization problem:

\[
\min_{R \in SO(3)} \sum_{i=1}^N \|RA_i - b_i\|,
\]

where \( RA_i + \epsilon_i = b_i \) (\( i = 1, 2, \ldots, N \) and \( \epsilon_i \) denotes the noise measurement). Problem (1) can be solved by different closed-form methods [3], [23], [24], [29].

For the point cloud registration problem, given two point sets \( P = \{p_i\}_{i=1}^N \) and \( Q = \{q_i\}_{i=1}^N \) where \( p_i, q_i \in \mathbb{R}^3 \) make up a point correspondence, we aim to solve the scale \( s > 0 \), rotation \( R \in SO(3) \) and translation \( t \in \mathbb{R}^3 \) between

\[
\min_{R \in SO(3)} \sum_{i=1}^N \|sRp_i + t - q_i\|,
\]

where \( sRp_i + t + \epsilon_i = q_i \) (\( i = 1, 2, \ldots, N \) and \( \epsilon_i \) is the noise measurement).

However, in many real-world applications, the great majority of the putative correspondences could be corrupted or substituted by the outliers (false correspondences), which are usually generated by mismatched 2D or 3D keypoints using feature detecting and matching approaches (e.g. SIFT [28] and SURF [7] for 2D, and FPFH [36] for 3D).

To deal with outliers, RANSAC [18] and BnB (Branch-and-Bound [21], [31], [33]) are two popular consensus maximization robust solutions [11]. Unfortunately, RANSAC only works with minimal solvers and is too time-consuming once the outliers are in large numbers, while BnB usually requires significantly higher time cost with increasing correspondences. Moreover, though the more recent Graduated Non-Convexity (GNC) methods (e.g. [2], [41], [46]) can cooperate with non-minimal solvers to reject outliers without any initial guess, they become fragile when the outlier ratio is extreme (e.g. \( \geq 90\% \)), which is common in real scenes [10].
Our contribution in this paper is to propose a novel robust estimation paradigm that incorporates the compatibility of invariants and graph theory into random sampling, leading to an invariant-based, fast and highly robust solver, named RANSIC (RANdom Sampling with Invariant Compatibility), for the correspondence-based rotation search and (unknown-scale or known-scale) point cloud registration problems.

Specifically, we construct a series of invariant functions customized for the two problems and explore the mutual compatibility between them to establish a sequence of stratified ‘filters’ that can swiftly eliminate outliers layer by layer and preserve inliers simultaneously from the random sample flow. Through this framework, nearly all the inliers can be extracted from the putative correspondences, when the two conditions are both satisfied: (i) we have at least one \( K \)-vertex in the undirected graph built upon the compatibility tests, and (ii) the distribution of the residual errors reaches a certain regularity. The resulting solver RANSIC is more time-efficient than other tested state-of-the-art solvers in most cases, can tolerate at least 95% outliers, and also has the highest estimation accuracy since it can recall almost 100% inliers. We show the distinguished performance of RANSIC in various experiments over rotation search and point cloud registration as well as their typical real-data applications.

Our solver RANSIC is partially inspired by the invariant-based outlier pruner ROBIN [37], but they are rather different in the following ways: (i) ROBIN is mainly designed to boost the robustness of existing solvers (e.g. GNC), but not as an independent solver, whereas RANSIC itself can solve the two problems efficiently, (ii) ROBIN relies on the maximal clique or k-core solvers adopted, while RANSIC does not require any external algorithm, (iii) ROBIN cannot address rotation search and unknown-scale registration, while RANSIC can, and (iv) the methodologies are quite disparate: ROBIN uses invariant compatibility to prune outliers, while RANSIC uses it to seek inliers. This paper is also an improved, extended and generalized work of our previous preprint [38].

II. RELATED WORK

Consensus Maximization Methods. A traditional way to tackle outliers is to maximize the correspondence set whose errors are below a certain bound. The hypothesis-and-test framework RANSAC [18] is a popular robust heuristic [1], but its runtime increases exponentially with the outlier ratio. BnB [21], [31], [33] is another robust heuristic that searches in the \( SO(3) \) group of the rotation or the \( SE(3) \) group of the rigid transformation to solve the optimization problem globally, but its runtime grows exponentially with the correspondence number. Therefore, both of them have serious limitations in practical applications.

M-estimation Methods. M-estimation methods seek to decrease the effect (weights) of the outliers by using robust cost functions. However, local M-estimation methods (e.g. [25], [39]) highly depend on a promising initial guess, thus prone to fail in scenes lacking the initialization information. Graduated Non-Convexity (GNC) is a special M-estimation method that does not require any initial guess and optimizes surrogate functions instead. The GNC framework is found effective in multiple robotics problems [41], including point cloud registration, pose graph optimization, shape alignment, etc, but its downside lies in its limited robustness (\( \leq 85\% \)).

Graph-theoretic Methods. Graph theory has found wide applications in diverse robotics and computer vision problems, including human pose estimation [9], feature matching [4], motion segmentation [34], 3D-2D/3D registration [16], etc. It can also be used for improving the traditional heuristics (e.g. RANSAC [5]). Currently, graph theory and invariants have been applied to prune outliers (e.g. TEASER(++) [42], [44] and ROBIN [37]) with the maximal clique [17] or k-core [14] solvers.

III. DEFINITION AND NOTATION

To define the invariant functions in the two problems, we adopt the notation and definition in [37].

Definition 1 (Invariant Function): Assume that in one geometric problem, we have \( N \) putative correspondences with indices in set \( N = \{1, 2, \ldots, N\} \). Let \( S \subset N \) be a size-\( k \) subset of \( N \) and \( x \) be the variable vector in this problem. Then let \( y_{S} \) represent the measurements w.r.t. set \( S \), \( \eta_{S} \) represent the corresponding noise measurements (independent of \( x \)), and \( h_{S}(x, \eta_{S}) \) represent the corresponding model that relates \( x \) to the measurements \( y_{S} \) such that \( y_{S} = h_{S}(x, \eta_{S}) \).

For a function \( f(y_{S}) \) where \( f(y_{S}) = f(h_{S}(x, \eta_{S})) \) is always satisfied and independent of the variables \( x \) no matter which \( S \subset N \) is chosen, we consider function \( f \) as a function invariant to \( x \), also called as a \( k \)-invariant function.

IV. OUR METHOD: RANSIC

A. Graph-Theoretic Overview of RANSIC

We first provide a graph-theoretic overview on the general mechanism of our solver RANSIC, as displayed in Fig. 2.

At the beginning, subsets of the universal correspondence set are randomly selected and subsequently examined by a series of compatibility tests (built upon the mathematical constraints of the problem). If a sample (subset) passes these tests (green circle group), we can take it as a potential inlier subset. We then collect a minimum number of such subsets and consider them as the ‘vertices’ in an undirected graph (yellow circles). Since then, during the sampling process, whenever we obtain a new potential inlier subset (as a new
we generate a new undirected graph by checking the mutual compatibility between this vertex and every other existing vertex using another series of compatibility tests. If a pair of vertices are compatible with each other, we put an ‘edge’ between them (green line); if not, no edge is placed (red dot line). In this way, if a new vertex has degree over \( K \) (\( K \) is a known number), the sampling is halted and this vertex and its compatible vertices are very likely to be inliers.

Before RANSIC breaks from random sampling, we need to check the reliability of the estimated solution, say \( x^* \).

**Proposition 1 (Termination Condition):** Let \( \nabla = \{ r_i \}_{i=1}^{N} \) be the set of residual errors computed from the estimated \( x^* \). If \( x^* \) is globally optimal and the inlier set candidate contains no outlier, the following inequalities should be satisfied:

\[
\nabla^* \leq \upsilon \cdot \sigma, \quad |\nabla^*| \geq \tau, \quad s.t. \quad \nabla^* = \{ r_i | r_i \in \nabla, r_i \leq 5.2\sigma \},
\]

(3)

where \( \nabla^* \) denotes the mean value of all elements in \( \nabla^* \), \( \upsilon \) and \( \tau \) are two preset number, and \( \sigma \) is the standard deviation of Gaussian noise. Intuitively, this condition has two key points: (i) the mean of residual errors is below a certain level depending on noise, and (ii) a least possible number of inlier correspondences have been obtained. The explicit realization of RANSIC is rendered in the following subsections.

**B. Invariant Functions forRotation Search**

Following Problem [1], our first step is to construct the invariant functions for the rotation search problem. Here we propose the length-based invariants:

**Proposition 2 (Length-based Invariant Function):** If we randomly select two pairs of the vector correspondences \((a_1, b_1, a_2, b_2)\) from set \(A\) and \(B\), and then normalize them to unit length such that

\[
a_1^* = \frac{a_1}{||a_1||}, \quad b_1^* = \frac{b_1}{||b_1||}, \quad a_2^* = \frac{a_2}{||a_2||}, \quad b_2^* = \frac{b_2}{||b_2||},
\]

(4)

we can define a length-based 2-invariant function as:

\[
f(a_1, b_1, a_2, b_2) = ||b_1^* - b_2^*|| - ||a_1^* - a_2^*||,
\]

(5)

which is invariant to rotation \( R \). In addition, we can derive a compatibility condition on function \( f(a_1, b_1, a_2, b_2) \) as:

\[
f(a_1, b_1, a_2, b_2) \leq X,
\]

(6)

where \( X \) is a finite constant independent of \( R \).

**Proof 1:** Based on triangular inequality and the properties of \( R \), we can always have:

\[
f(a_1, b_1, a_2, b_2) = ||b_1^* - b_2^*|| - ||a_1^* - a_2^*|| \\
= ||R|| \cdot \left| \frac{a_1 + R^\top \varepsilon_1}{||b_1||} - \frac{a_2 + R^\top \varepsilon_2}{||b_2||} \right| - \left| \frac{a_1 - a_2}{||a_1||} - \frac{a_2}{||a_2||} \right|, \\
\leq X^* + ||R^\top|| \cdot \left| \frac{\varepsilon_1}{||b_1||} - \frac{\varepsilon_2}{||b_2||} \right| \leq X^* + \zeta = X,
\]

(7)

where scalar \( X^* = \left| \frac{a_1 - a_2}{||a_1||} - \frac{a_2}{||a_2||} \right| + \left| \frac{a_1 - a_2}{||a_1||} + \frac{a_2}{||a_2||} \right| \) and \( \zeta \) is a constant satisfying: \( \left| \frac{\varepsilon_1}{||b_1||} - \frac{\varepsilon_2}{||b_2||} \right| \leq \left| \frac{\varepsilon_1}{||b_1||} \right| + \left| \frac{\varepsilon_2}{||b_2||} \right| \leq \zeta \).

**Proposition 3** is the first compatibility test that serves to filter out the outliers and preserve the vector pairs that are likely to be inliers, called potential vector pairs. Then we compute the raw rotation matrix for each potential vector pair, where we adopt the fast non-minimal SVD (Singular Value Decomposition) rotation estimator in [3].

As for any two potential vector pairs and their estimated rotations, say \( R_1^* \) and \( R_2^* \), we employ another compatibility test to determine if they are likely to be both true inliers.

Assume that now we have \( H \) potential vector pairs \( \mathcal{H} = \{ (a_i, b_i) \}_{i=1}^{2H} \) in total. We are able to define a new rotation-invariant function.

**Proposition 3 (Rotation-based Invariant Function):** If we select two rotations \( R_1^* \) and \( R_2^* \) w.r.t. any two potential vector pairs, we can define a 4-invariant function \( E(R_1^*, R_2^*) \) with its compatibility condition such that

\[
E(R_1^*, R_2^*) = \angle(R_1^*, R_2^*) \\
= \angle(Exp(\pi R_1^*), Exp(\pi R_2^*)) \leq \theta,
\]

(8)

where \( E(R_1^*, R_2^*) \) is invariant to \( R \), \( \angle \) denotes the geodesic distance (error) between the two rotations [20], and \( Exp \) denotes the exponential map [6] that describes the noise perturbance \( \pi R^* \) on the rotation.

**Proof 2:** According to the properties of the geodesic distance in [20], and similar to [37], we can derive that

\[
\angle(R_1^*, R_2^*) = \angle\left( RExp(\pi R_1^*), RExp(\pi R_2^*) \right) \\
= \arccos\left( \frac{tr(Exp(\pi R_1^*)^\top R^\top RExp(\pi R_2^*)) - 1}{2} \right) \\
= \angle(Exp(\pi R_1^*), Exp(\pi R_2^*)) \\
\leq \angle(Exp(\pi R_1^*), I_3) + \angle(Exp(\pi R_2^*), I_3) \leq 2\theta^* = \theta,
\]

(9)

where \( I_3 \in \mathbb{R}^{3x3} \) is the identity matrix. As the noise measurements \( \pi R_1^* \) and \( \pi R_2^* \) here are always bounded (say \( \angle(Exp(\pi R^*), I_3) \leq \theta^* \)), the inequality regarding the geodesic distance \( \angle(R_1^*, R_2^*) \) can be always satisfied.

**C. RANSIC for Rotation Search**

In Algorithm [1] we provide the pseudocode of RANSIC for the rotation search problem.

**Description of Algorithm [1]** We set an empty set \( \mathcal{X} \) to contain potential inliers and \( K = 1 \) (line 1). We take random samples and check their invariant compatibility [6], and if a sample (vector pair) \( S \) passes, we add it to set \( \mathcal{X} \) (lines 3-5). Then we consider all the vector pairs in \( \mathcal{X} \) as the vertices of an undirected graph, and put all the vertices that are in the compatibility [5] with the new vertex \( V_2 \) into set \( \mathcal{Y} \) (a subset of \( \mathcal{X} \)), including \( V_2 \) itself (lines 5-6). If the degree of the new vertex is no smaller than \( K \), we solve the rotation with \( \mathcal{Y} \) and compute the residual errors for all correspondences in \( C \) (lines 7-9). If the residual errors satisfy condition [3], we stop sampling and consider \( \mathcal{Y} \) as the true inliers; if not, we increase \( K \) by 1 (lines 10-13). Finally, we can find all the inliers by checking the residual errors (only keeping correspondences with residual error no larger than \( 5.2\sigma \)) to form the ultimate inlier set \( C^* \), and then solve the optimal rotation \( R^* \) with the inliers in \( C^* \) (lines 17-18).
Algorithm 1: RANSIC for Rotation Search

**Input**: correspondences $C = \{(p_i, q_i)\}_{i=1}^{N}$; initial degree $K$ to break sampling;

**Output**: optimal rotation $R^*$; inlier set $C^*$;

1. Set empty sets $X = \emptyset$, $C^* = \emptyset$, and $K = 1$;
2. while `true`
   3. Select a random subset $S = \{(p_j, q_j)\}_{j=1}^{3} \subset C$;
   4. if set $S$ can pass test \[15\] then
      5. $X = X \cup \{S\}$ as the vertices;
      6. Use test \[8\] to find all the vertices $Y \subset X$ that have edges meeting vertex $V_S$;
      7. if vertex $V_S$ has degree at least $K$ then
         8. Solve $R$ with the correspondences in $Y$;
         9. Compute the residuals $\nabla = \{r_i\}_{i=1}^{N}$ with $R$ for all the correspondences in $C$;
         10. if $\nabla$ fulfills condition \[3\] then
            11. break
            12. $K = K + 1$;
   end
end

16. Add all correspondences whose $r_i \leq 5.2\sigma$ to set $C^*$;
17. Solve $R^*$ with the inlier set $C^*$;
18. return $R^*$ and $C^*$;

D. Invariant Functions for Point Cloud Registration

In terms of Problem \[2\] we adopt both 3-invariant and 6-invariant functions over different types of variables. Assume that we have 3 random non-colinear point correspondences \{$(p_i, q_i)\}_{i=1}^{3}$ $i=1, 2, 3$}, here defined as a 3-point set. The centroids w.r.t. \{${p_i}^{3}_{i=1}$ and \{${q_i}^{3}_{i=1}$ can be computed as

$$\bar{p} = \frac{1}{3} \sum_{i=1}^{3} p_i, \quad \bar{q} = \frac{1}{3} \sum_{i=1}^{3} q_i.$$  \hspace{1cm} (10)

Then we define two sets of vectors directed from the centroid to the 3D points, which can be written as

$$\tilde{p}_i = p_i - \bar{p}, \quad \tilde{q}_i = q_i - \bar{q}.$$  \hspace{1cm} (11)

Here, we introduce a translation-free technique (first appeared in \[3\]) based on the centroids \[(10)\] such that

$$t = \tilde{q} - sR\tilde{p}.$$  \hspace{1cm} (12)

where $s$ is the noise error describing the difference between the computed scale $s_i$ and the ground-truth scale $s$. Moreover, functions \{$(p_i, q_i)\} \{i=1\}$ have the following compatibility condition:

$$s_i(p_i, q_i) = \|q_i\|_{\|p_i\|} - s + \epsilon_i^s,$$ \hspace{1cm} (13)

where $s_i(p_i, q_i)$ is invariant to $R$ and $t$, and $\epsilon_i^s$ is the noise error describing the difference between the computed scale $s_i$ and the ground-truth scale $s$. Furthermore, functions \{$(p_i, q_i)\} \{i=1\}$ have the following compatibility condition:

$$|s_i(p_i, q_i) - s_j(p_j, q_j)| \leq \alpha \left( \frac{1}{\|p_i\|} + \frac{1}{\|p_j\|} \right),$$ \hspace{1cm} (14)

where $(i, j) \in \{(1, 2), (1, 3), (2, 3)\}$ and noise $\|e\| \leq \alpha$. For known $s = 1$, we add the condition: $|s_i(p_i, q_i) - 1| \leq \alpha^s$.

**Proof 3**: According to Problem \[2\] and \[12\], we can obtain

$$sR\tilde{p}_i + \epsilon_i = \tilde{q}_i \Rightarrow \|sR\tilde{p}_i\| = \|\tilde{q}_i - \epsilon_i\|.$$  \hspace{1cm} (15)

Using the triangle inequality, we can derive that

$$\|\tilde{q}_i\| - \|\epsilon_i\| \leq \|sR\tilde{p}_i\| = s\|\tilde{p}_i\| \leq \|\tilde{q}_i\| + \|\epsilon_i\|.$$  \hspace{1cm} (16)

and if we let $\alpha$ be the noise bound ($\|\epsilon_i\| \leq \alpha$), we have

$$\|\tilde{q}_i\| - \epsilon_i \leq s \leq \|\tilde{q}_i\| + \epsilon_i,$$ \hspace{1cm} (17)

which leads to the compatibility condition in \[14\].

**Proposition 4** indicates that as long as the correspondences in the 3-point set are inliers, they should satisfy inequalities \[14\], which makes up our first compatibility condition.

Then we roughly compute the raw scale and rotation with the 3-point set. We use the least-squares solver \[42\] for scale:

$$s^* = \frac{1}{\sum_{i=1}^{3} w_i} \sum_{i=1}^{3} w_i s_i(p_i, q_i),$$ \hspace{1cm} (18)

where $w_i = \|\tilde{p}_i\|^2$. To compute rotation, we will use SVD \[3\] as in rotation search. With the computed $R^*$ and $s^*$, we can derive our second compatibility condition as follows.

**Proposition 5** (Translation-based Invariant Function): We then define a set of functions \{$(t_i(p_i, q_i))\} \{i=1\}$ satisfying

$$t_i(p_i, q_i) = q_i - s^* R^* p_i = t + \epsilon_i^t,$$ \hspace{1cm} (19)

where $t_i(p_i, q_i)$ is invariant to $s$ and $R$, and $\epsilon_i^t$ denotes the noise measurement. Any two $t_i(p_i, q_i)$ should satisfy the compatibility condition:

$$\|t_i(p_i, q_i) - t_j(p_j, q_j))\| \leq 2\beta,$$ \hspace{1cm} (20)

where $(i, j) \in \{(1, 2), (1, 3), (2, 3)\}$ and $\|\epsilon_i^t\| \leq \beta$.

Similar to Section IV-B, if there exist $M$ 3-point sets $M = \{(p_i, q_i)\}_{i=1}^{M}$ that pass the first two compatibility conditions, called the potential 3-point sets, we can now define a new set of rotation-based invariant functions.

**Proposition 6** (Final 6-Invariant Function): We define a set of 6-invariant functions \{$(r_d(p_i, q_i))\} \{d=1\}$ satisfying

$$r_d(p_i, q_i) = R^*_d = R \cdot Exp(\rho_d^R)$$ \hspace{1cm} (21)

where $r_d(p_i, q_i)$ is invariant to $s$ and $t$, and $\rho_d^R$ is the noise measurement of rotations. For any two potential 3-point sets \{$(p_i, q_i)\} \{i=1\}$, in the presence of noise, we have the following compatibility conditions:

(i) functions \{$(r_d(p_i, q_i))\} \{d=1\}$ should satisfy that

$$\angle(r_1(p_i, q_i), r_2(p_j, q_j)) \leq \gamma,$$ \hspace{1cm} (22)

where $\gamma$ represents the bound of noise (The proof here is analogous to that of Proposition \[5\]).

(ii) merging the two 3-point sets as a single 6-point set: \{(p_i, q_i)\} \{i=1\}, we can also have

$$\|s_\alpha(p_\alpha, q_\alpha) - s_b(p_b, q_b)\| \leq \alpha \left( \frac{1}{\|p_\alpha\|} + \frac{1}{\|p_b\|} \right),$$ \hspace{1cm} (23)

$$\|t_\alpha(p_\alpha, q_\alpha) - t_b(p_b, q_b)\| \leq 2\beta,$$ \hspace{1cm} (24)
where \( a, b \in \{1, 2, \ldots, 6\} \) \((a \neq b)\).

Proposition \(6\) forms our last compatibility condition for extracting the qualified inliers from the potential 3-point sets.

E. RANSIC for Point Cloud Registration

The pseudocode of RANSIC for point cloud registration with unknown scale is given in Algorithm \(2\).

**Description of Algorithm 2** The procedures of RANSIC in \( \text{lines} \ 4-15 \) are similar to Algorithm \(1\). What is different is that here we design a second iteration to handle very extreme outlier ratios (e.g. 99%). (Usually, iteration 2 is not required for 0-98% outlier ratios because \( \text{label} = 1 \) \( \text{lines} \ 12-15 \) can be already attained in iteration 1.) Once a 3-degree vertex or set \( X \) of size 500 is obtained \( \text{lines} \ 16-19 \) but condition \(3\) is still unsatisfied, RANSIC just breaks from iteration 1 and enters iteration 2, in which the compatibility tests become stricter, in order to enhance time-efficiency.

V. EXPERIMENTS

In this section, we validate the proposed solver RANSIC in a variety of experiments and also compare it with the existing state-of-the-art solvers. All the experiments are implemented in Matlab on a standard laptop with a Core i7-7700HQ CPU and 16GB RAM. And NO parallelism programming is used.

A. Synthetic Experiments on Rotation Search

We first evaluate RANSIC on rotation search in a synthetic environment. We generate \( N = \{100, 500, 1000\} \) random unit-norm vectors \( A = \{a_i\}_{i=1}^N \), and rotate set \( A \) with a random rotation \( R \in SO(3) \) to achieve its corresponding vector set \( B = \{b_i\}_{i=1}^N \). We add random zero-mean Gaussian noise with standard deviation \( \sigma \) = 0.01 to the vectors in \( B \). To create outliers, a portion of the vectors in \( B \) (0-99%) are substituted by randomly-generated unit-norm vectors instead. All the results are computed over 50 Monte Carlo runs.

We benchmark RANSIC against FGR [46] (rotation only), GORE [14], RANSAC (with 0.995 confidence)+closed-form solver [3] set with two maximum iteration numbers: 100 for RANSAC(100) and 1000 for RANSAC(1000), and BnB [33] for \( N = 1000 \), we exclude BnB as it takes tens of minutes per run. QUASAR [43] is also not used due to its long runtime. Fig.3 shows the results on accuracy and runtime. To represent the errors of \( R \), we adopt the geodesic errors [9].

We can observe that (i) both FGR and RANSAC(100) fail at 90% and RANSAC(1000) breaks at 98%. (ii) RANSIC has the highest robustness: it is robust against 95-96% with \( N = 100 \), 98% with \( N = 500 \), and 99% with \( N = 1000 \), (iii) RANSIC is accurate: it has the lowest rotation errors generally, and (iv) RANSIC is time-efficient: it is the fastest solver when the outlier ratio is within 0-96% with \( N = \{500, 1000\} \) correspondences and is almost as fast as GORE when the outlier ratio is within 0-80% with \( N = 100 \).

B. Standard Experiments on Point Cloud Registration

We evaluate RANSIC on point cloud registration, where we use the Stanford ‘bunny’ [13] as the point cloud. We downsample the bunny to 1000 points and resize it to fit in a \([-0.5, 0.5]^3\) box as our first point set \( P = \{p_i\}_{i=1}^{1000} \). Then we transform \( P \) with a random transformation \( s, R, t \), where \( s \in (1, 5) \), \( R \in SO(3) \) and \(|t| \leq 3\). We add random zero-mean Gaussian noise with \( \sigma = 0.01 \) to the transformed point set and take it as our second point set \( Q = \{q_i\}_{i=1}^{1000} \). To create outliers in a cluttered pattern, a portion of the points in \( Q \) (0-99%) are replaced by random points inside a 3D sphere of diameter \( s \sqrt{3} \), as exemplified in Fig.4. All the results are obtained over 50 Monte Carlo runs.

For the benchmark on known-scale registration, we adopt FGR, GORE [10], RANSAC(1000) and RANSAC(10000), and TEASER [42], [44] (also as ROBIN’s framework). TEASER is implemented as follows: (i) we solve the robust SDP with the GNC heuristic as in TEASER++, (ii) we do not use parallelism programming to accelerate the maximal clique solver in order to guarantee fairness for the comparison of all solvers, and (iii) it is implemented in Matlab, not C++, with the fast maximal clique solver [17]. For

**Algorithm 2: RANSIC for Point Cloud Registration**

- **Input** : correspondences \( C = \{(p_i, q_i)\}_{i=1}^N \);
- **Output** : optimal \((s^*, R^*, t^*)\); inlier set \( C^* \);
- **Set** \( X = \emptyset \), \( C^* = \emptyset \), \( K = 1 \) and \( label = 0 \);
- **for** \( itr = 1 : 2 \) **do**
  - Set noise-bound \( \alpha, \beta, \gamma \) for the compatibility tests (noise-bounds are stricter when \( itr = 2 \));
  - **while** true **do**
    - Randomly select \( S = \{(p_j, q_j)\}_{j=1}^3 \subset C \);
    - **if** \( S \) can pass tests \(14\) and \(20\) **then**
      - \( X = X \cup \{S\} \) as the vertices,
      - Find all vertices \( Y \subset X \) having edges meeting vertex \( V_S \) with tests \(21\) and \(24\);
      - **if** \( V_S \) has degree at least \( K \) **then**
        - Solve \( s, R \) and \( t \) with \( Y \);
        - Compute residuals \( \nabla = \{r_i\}_{i=1}^N \);
        - **if** \( \nabla \) fulfills condition \(3\) **then**
          - \( label = 1 \);
          - **break**
      - **if** \( itr = 1 \) **then**
        - **if** \( K \geq 3 \) or \(|G| \geq 500 \) **then**
          - **break**
      - **end**
      - \( K = K + 1 \);
    - **end**
    - **end**
  - **end**
  - **if** \( label = 1 \) **then**
    - **break**
  - **end**
- **Add** all correspondences whose \( r_i \leq 5.2\sigma \) to set \( C^* \);
- **Solve** \( s^*, R^* \) and \( t^* \) with the inlier set \( C^* \);
- **return** \((s^*, R^*, t^*) \) and \( C^* \).
Fig. 3. Experimental results on rotation search over synthetic data. (a) Results with $N=100$. Parameter setup: $\zeta = 0.012$, $\upsilon = 2.6$, and for 0-95%, $\theta = 5^\circ$ and $\tau = 5$, while for 96% (RANSIC may fail), $\theta = 6^\circ$ and $\tau = 4$. (b) Results with $N=500$. Parameter setup: $\zeta = 0.008$, $\theta = 5^\circ$, $\upsilon = 2.6$, and for 0-98%, $\tau = 10$, while for 99% (RANSIC fails), $\tau = 5$. (c) Results with $N=1000$. Parameter setup: $\zeta = 0.008$, $\theta = 5^\circ$, $\upsilon = 2.6$, $\tau = 10$.

(a) $N=1000$, Known Scale: $s=1$

(b) $N=1000$, Unknown Scale: $s \in (1, 5)$

Fig. 4. Experimental results on point cloud registration over the ‘bunny’ point cloud. Examples of a known-scale and an unknown-scale point cloud registration problem with 95% outliers are shown in the top-left images. Parameter setup: $\gamma = 10^5$, $\upsilon = 3.2$, $\tau = 9$, and for $\text{itr} = 1$, $\alpha = 3.6\sigma$, $\beta = 5.4\sigma$, while for $\text{itr} = 2$, $\alpha = 3.2\sigma$, $\beta = 4.8\sigma$. (a) Registration results with known scale. (b) Registration results with unknown scale.
unknown-scale registration, only the two RANSAC solvers are adopted since (i) FGR and GORE are not designed for scale estimation, and (ii) scale estimator Adaptive Voting (AV) in TEASER runs in hours with \( N = 1000 \) correspondences and fails to tolerate 90% outliers, shown in Fig. 3(a). The errors of \( s \) and \( t \) are computed as: \( |s^* - s| \) and \( |t^* - t| \).

From Fig. 4 we find that: (i) in known-scale registration, RANSAC(1000) yields wrong results at over 90% and both RANSAC(10000) and FGR break at around 95%, while both RANSIC and TEASER are robust against 99%, (ii) in unknown-scale registration, RANSIC can still tolerate 99% outliers, and (iii) RANSIC is the fastest when the outlier ratio is within 0-96% and most often has the highest accuracy.

C. Additional Experiments

We supplement three additional experiments. In Fig. 3(a), we test RANSIC as a scale estimator alone in comparison with AV in TEASER and 1-point RANSAC (1-pt RSC) [27] with \( N = 100 \). Both AV and 1-pt RSC break at 90% and are slower than RANSIC, whereas, in fact, RANSIC can tolerate 99% (Fig. 4). Besides, we test RANSIC for rotation search and scale estimation with high noise \( \sigma = 0.1 \) and \( N = 100 \) in Fig. 5(b). (Based on RANSIC’s mechanism, as long as the scale is correctly estimated, meaning that the true inliers are found, optimal rotation and translation can be solved properly too.) RANSIC can tolerate 80% outliers even with such high noise while most other solvers fail. Also, we evaluate the inlier recall ratio of RANSIC over three problems (\( \sigma = 0.01 \)) in Fig. 5(c). RANSIC can recall approximately 100% inliers.

D. Real Application: Image Stitching

To test RANSIC in real applications of rotation search, we use RANSIC to address the image stitching problem over the *Lunch Room* of the PASSSTA dataset [30]. We first use SURF [7] to detect and match the 2D keypoints across overlapped image pairs. Then we use \( K^{-1} \) (\( K \) is the known camera intrinsic matrix) to construct vector correspondences \( A = \{a_i\}_{i=1}^N \) and \( B = \{b_i\}_{i=1}^N \) w.r.t. the two camera views. We use Algorithm 1 to solve the rotation \( \mathbf{R}' \) between the two views and compute the homography matrix using \( H = \mathbf{K} \mathbf{R}' \mathbf{K}^{-1} \), which is then used to stitch the images. The raw correspondences matched by SURF, the inliers found by RANSIC and the stitching results are shown in Fig. 6(a-b).

E. Real Application: Object Localization

We test RANSIC for 3D object localization over the RGB-D scenes datasets [26]. We first extract the point cloud of the target object (cereal box, table) from the scene using the labels and transform it with a random transformation. We then apply the FPFH feature descriptor [35] to construct correspondences between the scene and the transformed object (outlier ratio always >75%). We use Algorithm 2 to estimate the transformation (in both unknown-scale and known-scale cases), and display the qualitative results in Fig. 6(c-d). The errors of \( (s, \mathbf{R}, t) \) are all lower than \((0.001, 0.02^\circ, 0.004)\).

VI. Conclusion

We present a novel approach, named RANSIC, for the correspondence-based rotation search and point cloud registration problems by applying the compatibility of invariants to seek inliers from random samples. RANSIC has a well-designed mechanism that can automatically break from random sampling when a sufficient number of possible inliers are collected and the termination condition on residual errors is fulfilled. In the experiments, RANSIC is efficient in speed, robust against more than 95% outliers (up to 99% in some cases), accurate under noise disturbance, and also capable of recalling almost 100% of the inliers, manifesting the most, or at least one of the most, state-of-the-art performance. Future efforts may focus on applying RANSIC to more problems.
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