Security control heterogeneous big data cloud storage system based on adaptive cache
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Abstract. In order to improve enterprise information security and the performance of storage system in data processing process, the application of adaptive memory cache mechanism in remote sensing data storage is studied. Firstly, alluxio is used to build a unified virtual file system, and the caching mechanism based on spatial relationship and historical data access inference is studied. Secondly, Presto based on memory computation is introduced as the storage component of remote sensing data meta-data, providing real-time read-write support for massive remote sensing data meta-data and advanced semantic information. Through experiments, the process of adaptive memory buffer remote sensing data storage system takes less time than the traditional storage method.

1. Introduction
In a modern society with developed technology and information circulation, people's exchanges are getting closer and closer, and life is becoming more and more convenient. Big data is the product of this high-tech era. Nowadays, network information technology has a very wide application rate in the society, and the level of information science and technology has also been significantly improved. It has promoted the rapid development of enterprises in all walks of life in our society. Of course, in its development. There are also some hidden dangers of security. Moreover, because network security problems may cause great economic losses, resulting in adverse effects of enterprises, there are two main reasons for these effects. One is information technology, the second is the reason for enterprise network management. This shows that in addition to the information technology to solve the problem of enterprise network security, enterprise information management needs to pay attention to network management issues. For this reason, it is important to pay attention to the information security of enterprises, continuously research modern information security technology management, and establish a sound information security management framework, which is of great significance to enterprise development. With the development of remote sensing technology and the use of high-resolution series satellites, the data received show the characteristics of multisource heterogeneity and mass. The large remote sensing data storage research mainly divided into the following several ways:

1) Distributed storage, such as the way of HDFS is one centralized way. In order to improve the ability of fault tolerance of the system and expansion, such as publicity design of remote sensing image based on hadoop business management system. According to the data heat using tertiary storage mode, which can improve the reading and writing speed of HDFS in remote sensing image storage.

2) Mainly study the storage and organization mode of massive remote sensing data to improve the access efficiency of remote sensing images in practical applications. Nie pei proposed a distributed storage method for remote sensing images, designed an image storage model for distributed
environment [6]. It provided better aggregation of data, and designed a configurable data partitioning strategy.

In the design and application of remote sensing big data system, the efficiency of storage system has a very important influence on the operation efficiency of the whole application system. Especially in distributed remote sensing data processing workflow, since the input of the latter process is the result of the forward process. It leads to frequent storage system access, increases the running time of the process, and increases the load of the storage system.

In this paper, alluxio is introduced as a tool to establish a virtual unified file system structure and to accelerate distributed memory cache. alluxio can carry out distributed adaptive cache of remote sensing image data across nodes, which can avoid the frequent data being written and read consuming extra time and resources. In addition, many spatially adjacent remote sensing images have a high probability of being processed together, so multisource heterogeneous remote sensing data is constructed based on meta-information and high-level semantic multidimensional index structure, and in the storage system. Recording the access history of the data, adaptively buffering the required data according to the existing information, can effectively improve the hit rate of the cache system.

2. Composition structure of the system
By establishing the unified file system UFS, the storage layer can automatically adapt and integrate existing disk arrays. Meanwhile, a distributed file system based on HDFS is established. The structure of the system is shown in figure 1:
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Due to the continuous reduction of unit memory price, alluxio virtual storage system based on the concept of using memory as hard disk is gradually welcomed by the industry. alluxio can unify various storage systems into one file system, provide storage services for top applications such as Spark, and use distributed memory caches based on file system access. The use of UFS to establish a virtual unified file system can ensure that the existing data storage system can be seamlessly upgraded to the new storage system, also can use the data source of the newly established distributed storage system.

HDFS is a distributed file system, which is characterized by the need to build a reliable and stable file system with good scalability on ordinary hardware. HDFS has a highly fault-tolerant mechanism to ensure the reliability of file system data deployed on cheap machines. Presto is an interactive SQL query engine developed by Facebook that is completely based on memory and distributed parallel computing. Presto is a kind of MPP architecture (Massively Parallel Processing). It can reduce the difficulty of remote sensing data retrieval and making the system more user-friendly.

3. Reading and writing process analysis of remote sensing data
The use of the remote sensing image storage system supports data exchange with the storage system using traditional methods such as NFS and FUSE, and also supports the use of HDFS and Alluxio APIs, regardless of the method used, because the data is in the adaptive cache. Storage management system's unified name-space, so you can get higher comprehensive performance than traditional storage methods Data can be organized in the traditional way of folder organization, and SPATS [9] (spatial-temporal-spectral) data structure with integrated organization management of 4 dimensions of time-space-spectrum. This way can increase the cache hit ratio under specific application scenarios.
3.1 Data Writing
When the remote sensing image data is written, different caching methods can be used for different levels of data as needed to improve the data writing speed or the reliability of the data as needed. For the key meta-data and important production results, the data must not be lost. For the writing of intermediate data, the data writing speed should be increased as much as possible. In the case of node failure, the fail-over mechanism should be automatically enabled to ensure a high success rate of data writing.

The caching methods of data writing are mainly divided into the following ways:

1) CACHE_THROUGH mode. Remote sensing image data is written synchronously to the cache system and the underlying storage system to ensure that the data will not be lost.

2) MUST_CACHE mode. Remote sensing image data is only written to the cache system, but it will not be written to the underlying storage system. In this case, the writing speed of data is only slightly slower than the memory writing speed, which has high performance and can be used as a temporary file writing method.

3) THROUGH mode. Remote sensing image data is written synchronously to the underlying storage system, but it is not cached when written. This situation is suitable for writing archival images because archival images are not used temporarily after inhalation.

Before the data is written, the corresponding basic meta information, such as coordinate system, longitude and latitude information can be automatically extracted, but some other descriptions of remote sensing images, such as data sources, may be lost, which requires manual input when warehousing or after warehousing.

For advanced semantic features of the image, such as NDVI and main ground object types, online extraction is carried out according to the load of the system when the image is stored in storage. Figure 2 shows the flow of data warehousing, which is cached to the node where the broker is.

3.2 Data Reading
Due to the application of the memory-based distributed database system Presto and the rich description of remote sensing images when data is written, traditional query methods based on coordinate ranges and data source types can be used. It can also use advanced semantic information such as vegetation index to query, which can provide users with more targeted data from the mass remote sensing image. After the image retrieval is completed, it will enter the file reading stage. Due to the existence of cache system, when reading remote sensing image data, the client does not need to care about the specific storage location of the data. It only needs to read from the virtual unified file system in the traditional way. The following situations may occur during reading.
1) The data is already in the cache of this node, so the reading speed is equal to the reading speed of memory.

2) If the data is in the cache of other nodes, it is directly read from the cache of other nodes. And the reading speed is limited by the maximum speed of the network.

3) If the data is not in cache, the data will be read from the underlying file system. And the reasoning will be carried out according to the conditions at random airport to decide whether to cache the data, and further decide whether to asynchronously read other related data in advance to improve the hit ratio of subsequent cache system.

When reading a specific remote sensing image file, it may also occur that part of the data of the file has been cached and the other part needs to be read from the underlying storage. In general, the adaptive remote sensing image cache system improves the reading performance obviously.

4. Image caching strategy

With the advent of the era of big data, the rapid increase in the amount of image data has brought great pressure to the storage and transmission bandwidth, so the application field of image collection and storage has become very extensive. Although image acquisition is a kind of data acquisition, it has its particularity:

1) High speed. In order to satisfy the real-time and full time video, the data collection frequency rate of the data to be obtained should be up to several MHz.

2) Frame image storage. In the image, the frame is a single bit, and only the completed frame has complete information, so the whole frame data needs to be saved every time.

3) Strict timing. The general image sensor is fixed timing output. The corresponding image data is input at the corresponding time, otherwise the data is lost. This feature creates a lot of pain for image collection.

The following are some common methods for comparison:

1) Cache with SRAM. The advantage is that the interface is easily accessible and addressable. However, it is unable to access at the same time, with high power consumption, limited capacity of a single chip, and the current 512KB single SRAM is close to the maximum. Power consumption, volume, and cost become higher when multiple chips are used.

2) Cache the rows using FIFO. The advantage of it is that the speed is fast, the interface pin is few, and can save at the same time. However, the volume is small. It is often seen below 1.6kB, and the current 64KB single piece SRAM is nearly the largest.

3) Cache BUFFER, which is very similar to FIFO, and can be stored quickly. However, the capacity and price reach the level of SRAM, and the power consumption, volume and cost become higher when the capacity is larger.

It can be seen from the above analysis that these methods are not suitable for high resolution image acquisition, because of the large amount of high resolution image data. So the required cache capacity will be large and it also hopes to connect with the line bus CPU. Here is an effective approach to conditional random field. CRF is a probabilistic graphical model (PGM), in which CRF is discriminant and optimizes the posterior probability distribution of data labels directly on the basis of available observations. In this paper, the condition random field framework combined with spatial neighborhood information is used to cache remote sensing images. FCM is used to construct the first order potential of CRF, so as to achieve the independent assumption condition to avoid massive heterogeneous remote sensing data and reduce invalid pre-read cache. The spectral information and timing information of multi-source data are used as the second order potential of conditional random field, which can better use heterogeneous multi-source metadata to cache the image data needed by users in time. Gibbs energy function model of conditional random field is:

\[
E(Y | X) = - \sum_{i \in E} \phi_i (y_i; x_i) - \sum_{j \in E, i \in E} \phi_{ij} (y_i, y_j; x)
\]  

(1)
Where \( \phi_i(y_i; \chi_i) \) is the unitary potential, which uses the spatial information between data; \( \phi_j(y_j; y_j; X) \) represent binary potential, spectra of all data in the same and adjacent regions and other high-level semantic information are introduced.

As can be seen from figure 3, the whole process of image caching is to retrieve the original information according to semantics. Then it can locate the appropriate file, apply for access agent, write metadata and judge the cache state. After reading, the cache process is completed by recording the reading process in combination with CRF reasoning.

Maximum posterior probability maximum a posteriori is solved in the condition random field. MAP is equivalent to the Gibbs energy function minimization, as shown in equation 2.

\[
y^* = \arg \max_y p(y|x; \theta) = \arg \min_y E(y|x; \theta)
\]  

(2)

In case of diverse data sources and complex high-level semantics, it is difficult to solve, loopy belief propagation algorithm can be adopted to infer the optimal configuration by LBP.

5. Experiment analysis

The remote sensing data storage system using adaptive memory cache was tested in this paper, and the access experiment was carried out in the network environment with multi-source heterogeneous data sets. At the same time, an experimental comparison is conducted. Firstly, the performance of the storage system proposed in this paper is tested. Secondly, the read-write performance of the storage system that stores image files directly in HDFS and metadata in MySQL is tested.

5.1 Experimental environment and experimental data

The experimental hardware environment is listed in table 1:

| The server and software number | Parameters/version |
|--------------------------------|--------------------|
| The server                     | 8 DELL PowerEdge R730 |
| SATA hard disk                 | 1TB memory          |
| Network detector               | 2 Ac90-264v, 48-62hz input power supply |
| Switches                       | 1 Huawei S1700-24 gr |
| CentOS                         | 7.1                 |
| HDFS                           | 2.7.4               |
| PRESTO                         | 0.208               |
| ALLUXIO                        | 1.6.1               |
| SQL                            | 7.0                 |
| ORACLE SOLARIS                 | 32bit               |

The experimental data contains high score series data, among which the four types of security control data successively reach 2.3Gbyte, 10.2Gbyte, 20.6Gbyte and 40.5Gbyte.

5.2 Experimental results and analysis

Benchmark file system performance index and actual remote sensing data processing process time were compared in the experiment. The benchmark file test system USES IOZone with FUSE mounting mode and ASYNC_THROUGH storage system writing mode in this paper. From the test of the benchmark file system, it can be seen that the writing speed of the cache system is greatly improved compared with HDFS due to the presence of the cache system when writing small files. However, due to the introduction of additional cache layer during reading, the performance is sometimes slightly worse than HDFS. If considering the multi-user and multi-task situation in practical applications, the overall throughput rate is higher than HDFS. The test results are shown in figure 4.
For the writing of large remote sensing image files, the performance of the system in this paper is higher due to asynchronous cache when writing, but the data is not cached when reading, so the first reading needs to be performed from the underlying storage. However, due to the cache read-ahead strategy, the performance is higher than HDFS.

If there are many concurrent production tasks running in the system and the correlation between data is large, it is also proved in the test of the actual generation process. Therefore, the benchmark file test is of reference significance, but it cannot prove that the remote sensing image storage system based on adaptive cache is less effective than the traditional storage mode.

When the remote sensing image storage system proposed in this paper is applied in the actual production process, the larger the data correlation between the steps before and after the process, the higher the hit ratio of cache, and the more obvious the acceleration of the whole processing process by the storage system, which has more significant practical significance. At the same time, the storage system adopts distributed redundancy, so the security of data storage is guaranteed, and there is no data loss or inconsistency caused by node failure or network fault in practical application.

In actual production process of remote sensing data, though HDFS can be configured with a certain amount of hot data cache, it cannot be flexibly configured according to needs. Meanwhile, the single-task throughput of HDFS is relatively low due to the low performance of the hardware that builds HDFS. The remote sensing data storage system based on adaptive cache proposed in this paper can reasonably use the memory of each node to cache the intermediate data, without affecting the memory usage requirements of the processing module and accelerating the whole production process.

6. Conclusion
In this paper, the main contribution is to introduce a distributed adaptive cache policy as a remote sensing image of the store, through the use of the unity of the virtual file system, is compatible with the traditional way to store. Retain the existing data, and on the remote sensing data storage system based on HDFS significantly accelerated, actual production in the process of remote sensing data, relative to use the disk array production process, using storage system proposed in this paper the process of consumption time reduced by 18% to 35%. The experimental results show that the remote sensing data storage system using adaptive caching strategy proposed in this paper is effective in practical remote sensing data production, and the selection of Presto for metadata storage is reasonable.

The storage system has the characteristics of low construction cost, high reliability, and good performance. At the same time, the storage system also has some shortcomings. If the required data is not strongly correlated and the system does not record the historical data used by the user, the distribution is also distributed. When the cache is used, the system data transmission depends on the
speed of the network. If the infini band network is introduced, it is expected to greatly improve the overall performance of the system.
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