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1. Introduction

This article focuses on the following weakly regular Volterra equations of the first kind

\[ \int_0^t K(t, s)x(s)ds = g(t), \quad 0 \leq s \leq t \leq T, \quad g(0) = 0, \quad (1.1) \]

where jump discontinuous kernels are defined as follows

\[ K(t, s) = \begin{cases} 
K_1(t, s), & t, s \in m_1, \\
\ldots & \ldots \\
K_n(t, s), & t, s \in m_n,
\end{cases} \quad (1.2) \]

where \( m_i = \{t, s \mid \alpha_{i-1}(t) < s < \alpha_i(t)\}, \) \( \alpha_0(t) = 0, \) \( \alpha_n(t) = t, \) \( i = 1, n, \) \( \alpha_i(t), g(t) \in C^1[0,T], \) functions \( K_i(t, s) \) have continuous derivatives with respect to \( t \) for \( (t, s) \in cl(m_i), \) \( K_n(t, t) \neq 0, \) \( \alpha_i(0) = 0, \) \( 0 < \alpha_1(t) < \alpha_2(t) < \ldots < \alpha_{n-1}(t) < t, \) functions \( \alpha_1(t), \ldots, \alpha_{n-1}(t) \) increase in a small neighborhood \( 0 \leq t \leq \tau, \) \( 0 < \alpha'_1(0) \leq \ldots \leq \alpha'_{n-1}(0) < 1, \) \( cl(m_i) \) denotes closure of set \( m_i. \)

Such weakly regular Volterra equations of the first kind with piecewise continuous kernels were first classified and generalised by Sidorov [1] and Lorenzi [2] and extensively studied by many authors during the last decade. Here readers may refer to monograph [7] and references therein. Volterra operator equations of the first kind were studied by Sidorov and Sidorov [8], sufficient conditions for existence of unique solution are obtained. Tynda et al [9] employed direct quadrature methods for solution of equations (1.1) both in linear and nonlinear cases. Muftahov and Sidorov [10] considered the numerical solution of nonlinear systems of such equations. Aghaei et al [11] applied Legendre polynomials approximation method for solution of solution of linear Volterra integral equations with piecewise continuous kernels. The numerical solution of the first kind Volterra convolution integral equations of the first kind with broad class of piecewise smooth kernels was considered by Davies and Duncan [12]. They employed the cubic convolution spline method and proved a stability bound. Such Volterra models enjoys applications in modeling various dynamical processes including storage systems [13; 14]. Generalized quadratures were employed by Sizikov and Sidorov [15] for solving singular Volterra integral equations of Abel type in application to infrared tomography. The numerical solution of the second-kind Volterra integral equation with weakly singular kernel is considered in the piecewise polynomial collocation space by Linag and Brunner [3]. For conventional review of Volterra integral equations theory readers may refer e.g. to monographs by Brunner [4] and by Apartsyn [5]. Some studies of the Volterra integral equations of the first kind have led to the paradoxes as noted by Tynda in zbMATH [6].
We are implementing the CESTAC method and apply the CADNA library to find the numerical validation of the spline-collocation method to solve the problem (1.1). The priority of this strategy is to find the optimal step, accuracy and error of the numerical method. The paper is organised as following. In Section 2, the spline-collocation method is presented. Also the convergence of the method and smoothness of the solutions are studied. The use of Floating Point Arithmetic (FPA) is discussed in Section 3. The CESTAC method and its principle theorem can be found in Section 4. Using the this theorem we will show, how can we replace the conditions (3.1) with (3.2). The numerical results are illustrated in Section 5. Also in this section the comparative study between the results of the stochastic arithmetic (SA) and the FPA can be found.

2. Polynomial spline-collocation method

In this section, we construct a numerical method for solving problem (1.1) - (1.2), based on the approximation of the exact solution by continuous local splines. First of all, within the framework of conditions (1.2), we replace the original equation (1.1) of the first kind with an equivalent equation of the second kind. To do this, we apply the standard technique of differentiating the equation:

\[
\begin{align*}
  x(t) - \int_0^t h(t,s)x(s)ds &= f(t), \\
  h(t,s) &= -\frac{K'(t,s)}{K(t,t)}, \\
  f(t) &= \frac{g'(t)}{K(t,t)}.
\end{align*}
\]

Let us rewrite this equation in operator form

\[
(I - H)x = f, \quad \text{where } (I - H)x = x(t) - \int_0^t h(t,s)x(s)ds.
\]

2.1. Numerical scheme

Let us introduce the partition of the interval \([0,T]\) with grid points \(t_k, k = 0, 1, \ldots, N\). The introduced grid of nodes is not necessarily uniform and depends on the smoothness properties of the exact solution. Denote by \(\Delta_k\) the segments \(\Delta_k = [t_k, t_{k+1}], k = 0, 1, \ldots, N - 1\). Let then

\[
\begin{align*}
  \xi_k^j &\in \Delta_k, \quad j = 0, 1, \ldots, r - 1; \\
  \xi_k^0 &= t_k, \\
  \xi_k^{r-1} &= t_{k+1}; \\
  k &= 0, 1, \ldots, N - 1,
\end{align*}
\]

be additional nodes distributed in a certain way over the segment \(\Delta_k\). We denote by \(P_r(x, \Delta_k)\) an operator, putting to the function \(x(t), t \in \Delta_k\), in correspondence an interpolation polynomial of degree \(r - 1\) for \(k = 0, N - 1\) constructed on knots \(\xi_k^j\). Let then \(x_N(t)\) be a local spline, defined on \([0,T]\) and composed of polynomials \(P_r(x, \Delta_k), k = 0, 1, \ldots, N - 1\).
We look for an approximate solution of (2.2) as a spline \( x_N(t) \) with unknown values \( x_N(\xi_k^j), k = 0, 1, \ldots, N - 1, \ j = 0, 1, \ldots, r - 1 \), at the knots of the grid.

The grid (2.3) depends on the considered class of functions to which the exact solutions belong and will be specified below.

The values \( x_N(\xi_k^j) \) in each segment \( \Delta_k \), \( k = 0, 1, \ldots, N - 1 \), are determined step-by-step by the spline-collocation technique from the systems of linear equations

\[
(I - H)P_N[x(t), \Delta_k] = P_N[f_k(t), \Delta_k].
\]

(2.4)

Here \( P_N \) is an operator of projection on the set of the local splines of the form \( x_N(t) \); \( f_k(t) \) is a new right part of equation (2.1) including the integrals over segments \( \Delta_j \), \( j = 0, 1, \ldots, k - 1 \), processed at the previous steps (in these domains, the spline parameters are already known):

\[
f_k(t) = f(t) + \sum_{l=0}^{k-1} \int_{t_l}^{t_{l+1}} h(t, s)x_N(s)ds.
\]

2.2. Convergence substantiation

Let us rewrite equation (2.1) and projective method (2.4) in the operator form:

\[
x - Hx = f, \ H : X \to X, \ X \subset C(\Omega), \ \Omega = [0, T],
\]

(2.5)

\[
x_N - P_NHx_N = P_Nf, \ P_N : X \to X_N, \ X_N \subset C(\Omega),
\]

(2.6)

where \( X \) is a dense set in \( C(\Omega) \) and \( X_N \) are the sets of corresponding local splines.

Since the homogenous Volterra integral equation \( x - Hx = 0 \) has only the trivial solution, the operator \( I - H \) is injective. Hence, the operator \( I - H \) has the bounded inverse operator \( (I - H)^{-1} : X \to X \). For all sufficiently large \( N \) we have the estimates

\[
\|(I - P_NH)^{-1}\|_{C(\Omega)} = \|(I - H) + (H - P_NH)\) ^{-1}\|_{C(\Omega)} \leq \frac{\|(I - H)^{-1}\|_{C(\Omega)} - \|(I - H)^{-1}\|_{C(\Omega)}|H - P_NH|_{C(\Omega)} }{1 - \|(I - H)^{-1}\|_{C(\Omega)} |H - P_NH|_{C(\Omega)} } \leq 2\|(I - H)^{-1}\|_{C(\Omega)} = A (const)
\]
if
\[ \|H - P_NH\|_{C(\Omega)} \leq \frac{1}{2\| (I - H)^{-1} \|_{C(\Omega)}}. \]

Let us show that the last estimate holds for all sufficiently large \( N \). Since
\[ y(t) \equiv (Hx)(t) \in X \text{ and } X \text{ is a dense set in } C(\Omega), \]
we have
\[ \|H - P_NH\|_{C(\Omega)} = \sup_{x \in X, \|x\| \leq 1} \max_{t \in \Omega} |x(t) - P_Nx(t)| \leq e_N, \]
where \( e_N \to 0 \) as \( N \to \infty \). Therefore, \( \|H - P_NH\|_{C(\Omega)} \leq \frac{1}{2\| (I - H)^{-1} \|_{C(\Omega)}} \) starting with sufficiently large \( N \).

Thus, the operators \( (I - P_NH)^{-1} \) are exist and uniformly bounded and equation \((2.6)\) has a unique solution for all sufficiently large \( N \) \([16]\). Taking into account that \( P_Nx \to x \) as \( N \to \infty \) for all \( x \in X \), we apply the projection operator \( P_N \) both to the left and the right parts of equation \((2.5)\):
\[ x - P_NHx = P_Nf + x - P_Nx. \]
Subtracting this equation from \((2.6)\), we obtain
\[ (I - P_NH)(x_N - x) = P_Nx - x, \]
and \( (x_N - x) = (I - P_NH)^{-1}(P_Nx - x) \).
This implies
\[ \|x_N - x\|_{C} \leq A\|P_Nx - x\|_{C} \leq e_N(X). \quad (2.7) \]

Thus, the accuracy of the approximate solution obtained via projective method \((2.3)\) is determined by the accuracy \( e_N(X) \) of the approximation of functions from \( X \) by the local splines.

2.3. Smooth solutions

In this chapter, we describe in more detail the projection method \((2.4)\) for the case of smooth input functions. Namely, let the functions \( K_i(t, s), i = 1, 2, \ldots, n \) and \( g(t) \) in \((1.1)\) satisfy additional smoothness conditions.

Let \( g(t) \in C^{r+1}[0, T] \), \( K_i(t, s) \in C^{r+1, r}[0, T]^2 \) (continuously differentiable on each variable). The exact solution \( x(t) \) of the equation \((1.1)\) in this case belongs to \( X = C^r[0, T] \) \([17]\).

We introduce the uniform partition of the interval \([0, T]\) with grid points \( t_k = \frac{kT}{N}, k = 0, 1, \ldots, N \). Denote by \( \Delta_k \) the segments \( \Delta_k = [t_k, t_{k+1}], k = 0, 1, \ldots, N - 1 \). Let \( \xi^j_k = \frac{t_{k+1} + t_k}{2} + \frac{t_{k+1} - t_k}{2} y_j, j = 1, 2, \ldots, r - 2; \xi^0_k = t_k, \xi^r_{r-1} = t_{k+1}; k = 0, 2, \ldots, N - 1 \). where \( y_j \) are the roots of the Legendre polynomials of degree \( r - 2 \).

We denote by \( P_r(x, \Delta_k) \) an operator, putting to the function \( x(t), t \in \Delta_k \) in correspondence an interpolation polynomial of degree \( r - 1 \) for \( k = 0, N - 1 \) constructed on knots \( \xi^j_k \). Let then \( x_N(t) \) be a local spline, defined on \([0, T]\) and composed of polynomials \( P_r(x, \Delta_k), k = 0, 1, \ldots, N - 1 \). We look for an approximate solution of the equation \((1.1)\) as a spline \( x_N(t), 0 \leq t \leq T, \) with unknown coefficients \( x^k_1, k = 0, N - 1 \). Let us describe the
process of definition $x^j_k$. At first we find the coefficients $x^j_0$, $j = 0, 1, \ldots, r - 1$, from the system of equations

$$P_r(x, \Delta_0)(\xi^j_0) - P_r \left[ \int_0^{\xi^j_0} h(\xi^j_0, \tau)P_r(x, \Delta_0)(\tau)\,d\tau, \Delta_0 \right] = P_r(f, \Delta_0)(\xi^j_0), \quad (2.8)$$

Here for integrals calculation in (2.8) we employ compound Gaussian quadrature rule with $r - 2$ points constructed on the auxiliary mesh linked to the lines $\alpha_i(t)$, $i = 1, n$, of the kernel discontinuities for each specific value of $N$. Note also that all values of the unknown function in intermediate points are computed with help of interpolation. The resulting system of linear algebraic equations is then solved by the Jordan-Gauss method.

In order to determine the coefficients $x^j_1$, $j = 0, 1, \ldots, r - 1$, of the local spline $x_N(t)$ on the segment $\Delta_1$ we represent (2.1) in the following form

$$x(t) - \int_{\xi^0_1}^t h(t, \tau)x(\tau)d\tau = f_1(t), \quad f_1(t) = f(t) + \int_0^{\xi^r_0} h(t, \tau)P_r(x(\tau), \Delta_0)d\tau. \quad (2.9)$$

The equation (2.9) is then solved by analogy, using the scheme (2.8). Repeating this process $N$ times we obtain the approximate solution $x_N(t)$ of the equation (2.1) over all interval $[0, T]$.

The error of approximation of the exact solution by the polynomials constructed in this way at each step of the process can be estimated by the following inequality (here readers may refer to [17])

$$\|x(t) - x_N(t)\|_{C[\Delta_k]} \leq L_r \left( \frac{T}{r!} \right)^r, \quad k = 0, 1, \ldots, N - 1, \quad L_r = \max_{t \in \Delta_k} |x^r(t)|. \quad (2.10)$$

Taking into account the general estimate (2.7) of the error of the method, we obtain the error estimate in this case ($X = C^r[0, T]$)

$$\|x(t) - x_N(t)\|_{C[0, T]} \asymp N^{-r}. \quad (2.11)$$

Boikov and Tynda [18, 19] established that such type numerical methods for Volterra integral equations are also optimal with respect to complexity and accuracy order. Thus, an effective projective method for solving equations of the form (1.1) is proposed.
3. Using the Floating Point Arithmetic

In general form when floating point arithmetic (FPA) is employed it is necessary to have the exact and approximate solutions $x(t)$ and $x_N(t)$ and also small value $\epsilon$ to use the following conditions

$$|x(t) - x_N(t)| \leq \epsilon,$$

or

$$|x_N(t) - x_{N-1}(t)| \leq \epsilon.$$  \hspace{1cm} (3.1)

But the main problem is that the exact solution and optimal $\epsilon$ are unknowns. Thus by putting small values instead of $\epsilon$, the approximate solution will not be accurate and for large values we will have many extra iterations. In order to avoid these problems, the CESTAC method and the CADNA library will be utilized \[34\]. In this novel method, the accuracy will be obtained using successive iterations $x_N(t)$ and $x_{N-1}(t)$ and the following condition

$$|x_N(t) - x_{N-1}(t)| = \underline{0.0}.$$  \hspace{1cm} (3.2)

We apply this condition to control the accuracy of the method and avoid extra iterations by using number of common significant digits (NCSDs) between $x_N(t)$ and $x_{N-1}(t)$. $\underline{0.0}$ in Eq. (3.2) displays the informatical zero which can be produced only in the CESTAC method by the CADNA library. It shows that the NCSDs of two successive approximations and approximate and exact solutions are almost equal to zero. Vignes and La Porte \[33\] have presented the method for the first time in 1974. In \[34\] Vignes has described the CESTAC method to evaluate the numerical results of some computational methods. Some conditions of the CESTAC method, applying different tools to write the CADNA codes \[35\] and also some properties of the SA have been studied by Chesneaux. All the CESTAC evaluations should be accomplished using the CADNA library. Handling this scheme, the optimal results, step and error of the method can be recognized. Lamotte et al. has implemented the CESTAC method using C and C++ codes. Jézéquel et al have discussed the new version of the CADNA library using Fortran programs. Recently applying this method to control the accuracy of the Taylor expansion method to solve the generalized Abel’s integral equation \[20\], mathematical model of Malaria infection \[21\] \[23\], nonlinear fractional order model of COVID-19 \[22\], solving nonlinear shallow water wave equation \[24\], Adomian decomposition method, homotopy perturbation method and Taylor-collocation method for solving Volterra integral equation \[25\] \[28\] \[29\] \[30\], dynamical control of the reverse osmosis system \[26\] \[27\], solving integrals using the numerical methods have been done. Moreover the CESTAC method has been used to find the optimal convergence control parameter of the homotopy analysis method in both fuzzy and crisp forms \[31\] \[32\].
4. CESTAC Method

The CESTAC method is a powerful and applicable tool to validate the numerical results of numerical procedures. It should be applied based on the SA. Let $B$ be a set of reproduced values by computer. For real value $g^*$, we can find a member of set $B$ such as $G^*$ with $\alpha$ mantissa bits of the binary FPA as $G^* = g^* - \rho 2^{E-\alpha} \phi$, where the sign showed by $\rho$, the missing segment of the mantissa presented by $2^{-\alpha} \phi$ and the binary exponent of the result displayed by $E$. Replaying 24 and 53 instead of $\alpha$, the results can be found by single and double accuracies. Assuming $\phi$ as a stochastic variable and having uniformly distribution on $[-1, 1]$, we will be able to make perturbation on the last mantissa bit of $g^*$. Thus for the obtained results of $G^*$, the mean and standard deviation values ($\mu$) and ($\sigma$) can be found. Doing the mentioned scheme $p$-times $p$ samples of $G^*$ can be produced as $\Phi = \{G^*_1, G^*_2, \ldots, G^*_p\}$. Thus the mean and standard deviation can be found as follows $\tilde{G}^* = \frac{1}{p} \sum_{k=1}^{p} G^*_k$, $\sigma^2 = \frac{\sum_{k=1}^{p} (G^*_k - \tilde{G}^*)^2}{p-1}$.

Using the mentioned computations the NCSDs of $G^*$ and $\tilde{G}^*$ can be generated using the following relation $C_{\tilde{G}^*,G^*} = \log_{10} \frac{\sqrt[p]{|\hat{G}^*|}}{\tau_{\delta/2} \sigma}$, where $\tau_{\delta}$ is the value of $T$ distribution as the confidence interval is $1 - \delta$, with $p - 1$ freedom degree. Showing $G^* = @.0$, the process stopped if we have $\tilde{G}^* = 0$, or $C_{\tilde{G}^*,G^*} \leq 0$.

In this method, the mathematical softwares Mathematica, Maple or MATLAB must be replaced by the CADNA library. This library should be implemented on the LINUX operating system and we all codes should be compiled by C, C++, FORTRAN or ADA. The main benefit of the method is to find the optimal results, step size and error of the method.

Definition 1. For $\ell_1, \ell_2 \in \mathbb{R}$ the NCSDs can be defined as

$$C_{\ell_1, \ell_2} = \begin{cases} \log_{10} \left| \frac{\ell_1 + \ell_2}{2(\ell_1 - \ell_2)} \right| = \log_{10} \left| \frac{\ell_1}{\ell_1 - \ell_2} - \frac{1}{2} \right|, & \ell_1 \neq \ell_2, \\ \infty, & \text{otherwise}. \end{cases} \quad (4.1)$$

Theorem 1. Assume that $x(t)$ and $x_N(t)$ are the exact and approximate solutions of Eq. (1.1). The NCSDs of two successive approximations are almost equal to the NCSDs of exact and approximate solutions and we have

$$C_{x_N(t), x_{N+1}(t)} \simeq C_{x_N(t), x(t)}. \quad (4.2)$$
Proof: Applying Definition 1 and Eq. (2.11) for to iterations $x_N(t)$ and $x_{N+1}(t)$ we can write

$$C_{x_N(t),x_{N+1}(t)} = \log_{10} \left| \frac{x_N(t) + x_{N+1}(t)}{2(x_N(t) - x_{N+1}(t))} \right| = \log_{10} \left| \frac{x_N(t)}{x_N(t) - x_{N+1}(t)} - \frac{1}{2} \right|$$

$$= \log_{10} \left| \frac{x_N(t)}{x_N(t) - x_{N+1}(t)} \right| + \log_{10} \left| 1 - \frac{1}{2x_N(t)}(x_N(t) - x_{N+1}(t)) \right|$$

$$= \log_{10} \left| \frac{x_N(t)}{x_N(t) - x_{N+1}(t)} \right| + O \left( x_N(t) - x_{N+1}(t) \right).$$

We know $x_N(t) - x_{N+1}(t) = x_N(t) - x(t) - (x_{N+1}(t) - x(t)) = E_n(t) - E_{n+1}(t)$, therefore we get $O \left( x_N(t) - x_{N+1}(t) \right) = O \left( N^{-r} \right) + O \left( (N+1)^{-r} \right) = O \left( N^{-r} \right)$. And finally we have

$$C_{x_N(t),x_{N+1}(t)} = \log_{10} \left| \frac{x_N(t)}{x_N(t) - x_{N+1}(t)} \right| + O \left( N^{-r} \right). \quad (4.3)$$

Repeating the process for exact and approximate solutions, the following relation can be obtained

$$C_{x_N(t),x(t)} = \log_{10} \left| \frac{x_N(t) + x(t)}{2(x_N(t) - x(t))} \right| = \log_{10} \left| \frac{x_N(t)}{x_N(t) - x(t)} - \frac{1}{2} \right|$$

$$= \log_{10} \left| \frac{x_N(t)}{x_N(t) - x(t)} \right| + O \left( x_N(t) - x(t) \right) \quad (4.4)$$

$$= \log_{10} \left| \frac{x_N(t)}{x_N(t) - x(t)} \right| + O \left( N^{-r} \right).$$

Based on Eqs. (4.3) and (4.4) we can write

$$C_{x_N(t),x(t)} - C_{x_N(t),x_{N+1}(t)} = \log_{10} \left| \frac{x_N(t)}{x_N(t) - x(t)} \right| - \log_{10} \left| \frac{x_N(t)}{x_N(t) - x_{N+1}(t)} \right|$$

$$+ O \left( N^{-r} \right) = \log_{10} \left| \frac{x_N(t) - x(t)}{x_N(t) - x_{N+1}(t)} \right| + O \left( N^{-r} \right)$$

$$= \log_{10} \left| \frac{O \left( N^{-r} \right)}{O \left( N^{-r} \right)} \right| + O \left( N^{-r} \right) = O \left( N^{-r} \right)$$

and $C_{x_N(t),x(t)} - C_{x_N(t),x_{N+1}(t)} = O \left( N^{-r} \right)$. Clearly by approaching $N$ to infinity, $O \left( N^{-r} \right)$ tends zero and we obtain $C_{x_N(t),x(t)} = C_{x_N(t),x_{N+1}(t)}$. 
5. Numerical results

To illustrate the effectiveness of the suggested polynomial spline-collocation method, we present the results for two test equations.

**Example 1.** Consider the following integral equation

\[
\int_0^t (t + s)x(s)ds + \int_t^2 tsx(s)ds + \int_{2/3}^t e^s x(s)ds = f(t), \quad t \in [0; 1], \tag{5.1}
\]

where the right side of the equation was chosen so that the exact solution was \(x^* = t \sin t\). The following designations are used in the tables below: \(N\) is the number of segments of the main partition, \(r\) is the parameter responsible for the order of the spline, \(e = ||x_N(t) - x^*(t)||_{C[0,T]}\).

### Table 1

| \(N\) | \(1\)  | \(5\)  | \(10\) | \(20\) | \(50\) | \(100\) | \(500\) |
|-------|-------|-------|-------|-------|-------|-------|-------|
| \(e\) | 6.57 \times 10^{-4} | 2.38 \times 10^{-7} | 7.55 \times 10^{-9} | 2.38 \times 10^{-10} | 2.45 \times 10^{-12} | 7.65 \times 10^{-14} | 2.46 \times 10^{-17} |

### Table 2

| \(N\) | \(1\)  | \(5\)  | \(10\) | \(20\) | \(50\) | \(100\) | \(500\) |
|-------|-------|-------|-------|-------|-------|-------|-------|
| \(e\) | 2.95 \times 10^{-7} | 4.71 \times 10^{-12} | 3.73 \times 10^{-14} | 2.94 \times 10^{-16} | 4.82 \times 10^{-18} | 7.77 \times 10^{-20} | 1.39 \times 10^{-25} |

**Figure 1.** The exact and approximate solution of (5.1) with \(N = 5, r = 8\).

Clearly, Tables 1 and 2 depend on the exact solution. For Table 3 we apply the CESTAC method and the results are obtained \(r = 5\) and the optimal results are \(N_{opt} = 6, x_6(0.05) = 0.2498959, error_{opt} = 0.2328306E - 009\).
Table 4 is obtained using the spline-collocation method and the FPA for the same value of \( r \). It is obvious that for \( \epsilon = 10^{-2} \) the algorithm will be stopped at \( N = 4 \) and for \( \epsilon = 10^{-10} \) we have \( N = 2 \). For small values of \( \epsilon \) we will need to provide many extra iterations without improving the accuracy. Tables 5 and 6 present the results for \( r = 10 \) using the CESTAC method and we have \( N_{opt} = 2, x_0(0.05) = 0.2498958 \). It means that we do not need to produce a smaller partition and we can stop at the specified value of \( N \). Thus according to the obtained results, \( N = 2 \) is enough and we do not need to find more results.

Table 3

| \( N \) | \( x_{N+1}(t) \) | \( x_{N+1}(0) - x_N(t) \) | \( x_N(t) - x_N^*(t) \) |
|-------|----------------|------------------|------------------|
| 1     | 0.2498958      | 0.00002122747329852544938416 | 0.00002122747329852544938416 |
| 2     | 0.2498958      | 0.00002122747329852544938416 | 0.00002122747329852544938416 |
| 3     | 0.2498958      | 0.00002122747329852544938416 | 0.00002122747329852544938416 |
| 4     | 0.2498958      | 0.00002122747329852544938416 | 0.00002122747329852544938416 |
| 5     | 0.2498958      | 0.00002122747329852544938416 | 0.00002122747329852544938416 |
| 6     | 0.2498958      | 0.00002122747329852544938416 | 0.00002122747329852544938416 |

The spline-collocation using the FPA for solving Example 1 with \( r = 5 \).

Table 4

| \( N \) | \( x_{N+1}(t) \) |
|-------|----------------|
| 1     | 0.2498958      |
| 2     | 0.2498958      |
| 3     | 0.2498958      |
| 4     | 0.2498958      |
| 5     | 0.2498958      |
| 6     | 0.2498958      |

Table 5

| \( N \) | \( x_{N+1}(t) \) | \( x_{N+1}(0) - x_N(t) \) | \( x_N(t) - x_N^*(t) \) |
|-------|----------------|------------------|------------------|
| 1     | 0.2498958      | 0.00002122747329852544938416 | 0.00002122747329852544938416 |
| 2     | 0.2498958      | 0.00002122747329852544938416 | 0.00002122747329852544938416 |

Example 2. Consider the following integral equation

\[
\begin{align*}
\int_0^t (t-s)^2 x(s)ds + \int_0^t \cos(s)x(s)ds + \int_0^t (1+\sin(2s))x(s)ds &= f(t), \quad t \in [0; 2],
\end{align*}
\]

(5.2)
The spline-collocation using the FPA for solving Example 1 with $r = 10$.

| N  | $x_{N+1}(t)$ | $|x_{N+1}(t) - x^*(t)|$ |
|----|--------------|--------------------------|
| 1  | 0.002498958463532412451926490040959 | 1.50398781468418786e-15 |
| 2  | 0.002498958463532412451926490040959 | 2.7623813190073727e-17 |
| 3  | 0.002498958463532412451926490040959 | 1.331364028817121e-19 |
| 4  | 0.002498958463532412451926490040959 | 2.01673106919575e-20 |
| 5  | 0.002498958463532412451926490040959 | 8.9866310553098e-21 |
| 6  | 0.002498958463532412451926490040959 | 1.7936147899886e-21 |
| 7  | 0.002498958463532412451926490040959 | 1.995218074701e-22 |
| 8  | 0.002498958463532412451926490040959 | 1.229687221874e-22 |
| 9  | 0.002498958463532412451926490040959 | 3.70803049808e-23 |

where the right side of the equation was chosen so that the exact solution was $x^* = e^{2-t}t^2$.

The error for (5.2) at the value $r = 5$.

| N  | 1  | 5  | 10 | 20 | 50  | 100 | 500 |
|----|----|----|----|----|-----|-----|-----|
| $e$ | 1.61 | 4.89 | 1.70 | 1.61 | 5.96 | 1.26 | 6.89 |

The error for (5.2) at the value $r = 10$.

| N  | 1  | 5  | 10 | 20 | 50  | 100 | 500 |
|----|----|----|----|----|-----|-----|-----|
| $e$ | 8.61 | 1.41 | 1.46 | 1.47 | 1.49 | 1.43 | 7.47 |

All calculations were performed in the Maple system with parameter `Digits:=30;` (the number of digits that Maple uses when making calculations with software floating-point numbers). As we can see from Tables 7 and 8, the practical error of the method corresponds to the theoretical estimate (2.11). All the results of Tables 7 and 8 are obtained using the CESTAC method. For $r = 6$ we get $N_{opt} = 6$, $x_6(0.05) = 0.1757171$, $error_{opt} = 0.9313225E' - 008$, and for $r = 12$ we have $N_{opt} = 2$, $x_6(0.05) = 0.1757171$. According to the results for large values of $r$ the results are more accurate. Tables 11 and 12 are obtained for the spline-collocation method using the FPA. Comparing the results of the FPA and the SA, we can introduce the CESTAC method as a good tool to control the accuracy and the step size of the spline-collocation method for solving the mentioned problem.
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Figure 2. The exact and approximate solution of (5.2) with \( N = 5 \), \( r = 8 \).

Table 9
Results of the CESTAC method for \( r = 6 \).

| \( N \) | \( x_{N+1}(t) \) | \( |x_{N+1}(t) - x_N(t)| \) | \( |x_N(t) - x^*(t)| \) |
|------|-----------------|------------------|------------------|
| 1    | 0.1762535       | 0.1762535E-001   | 0.5363E-000      |
| 2    | 0.1757219       | 0.5316E-004      | 0.47E-006        |
| 3    | 0.1757169       | 0.49E-006        | 0.2E-007         |
| 4    | 0.1757170       | 0.1E-007         | 0.93132E-008     |
| 5    | 0.1757171       | 0.74505E-008     | 0.0              |
| 6    | 0.1757171       | 0.0              | 0.0              |

Table 10
Results of the CESTAC method for \( r = 12 \).

| \( N \) | \( x_{N+1}(t) \) | \( |x_{N+1}(t) - x_N(t)| \) | \( |x_N(t) - x^*(t)| \) |
|------|-----------------|------------------|------------------|
| 1    | 0.1757171       | 0.1757171E-001   | 0.0              |
| 2    | 0.1757171       | 0.0              | 0.0              |

Table 11
The spline-collocation using the FPA for solving Example 2 with \( r = 6 \).

| \( N \) | \( x_{N+1}(t) \) | \( |x_{N+1}(t) - x^*(t)| \) |
|------|-----------------|------------------|
| 1    | 0.017625351770976336470583965414699 | 0.00005363906209113903485678058178 |
| 2    | 0.0175721917550802976499203719191 | 4.7281731851074435168199999999999999 |
| 3    | 0.017571692853117754162628892791815 | 2.608855694302782827066200000000000 |
| 4    | 0.017571859859810767043455874276 | 1.033302560261855645959635688 |
| 5    | 0.0175718708765922974101967871963 | 1.8787793370539787836961948989 |
| 6    | 0.017571894049178523417429162097 | 5.158403293774716823849868 |
| 7    | 0.01757189318290507578797329557224 | 3.7541323747224600000000000000000000 |
| 8    | 0.0175718935803895978828851563 | 2.3369516526125563802652000000 |
| 9    | 0.0175718947073232619276193789278 | 8.930000285703474995367611 |
| 10   | 0.017571895416436107014229639717 | 2.69112277188702489582612 |

5.1. Stability experiments

To illustrate the stability of suggested numerical method, we introduced a random error in calculating the values of free term \( f(t) \) of the equations (5.1) and (5.2). The range of introduced random errors is \((-\delta, \delta)\).

Depending on the \( \delta \), the following results are obtained.
The spline-collocation using the FPA for solving Example 2 with $r = 12$.

| N  | $x_{N+1}(t)$ | $|x_{N+1}(t) - x^*(t)|$ |
|----|--------------|--------------------------|
| 1  | 0.0175171895156650943716075361262 | 1.3657678684552751e-14 |
| 2  | 0.0175171895156650943716075361262 | 1.4540534437369776e-17 |
| 3  | 0.0175171895156650943716075361262 | 1.30442737068633e-19 |
| 4  | 0.0175171895156650943716075361262 | 1.8776706615e-21 |
| 5  | 0.0175171895156650943716075361262 | 2.4600182027e-22 |
| 6  | 0.0175171895156650943716075361262 | 1.539858453e-23 |
| 7  | 0.0175171895156650943716075361262 | 1.279024346e-24 |
| 8  | 0.0175171895156650943716075361262 | 2.73455534e-25 |
| 9  | 0.0175171895156650943716075361262 | 1.3241033e-26 |
| 10 | 0.0175171895156650943716075361262 | 2.2641280e-26 |

The error for (5.1) with $N = 5$, $r = 5$.

| δ  | 0  | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ | $10^{-6}$ |
|----|----|-----------|-----------|-----------|-----------|-----------|
| ε  | 7.17 $10^{-7}$ | 2.74 $10^{-6}$ | 2.75 $10^{-5}$ | 0.00275 | 0.0275 | 0.2746 |

The error for (5.2) with $N = 5$, $r = 5$.

| δ  | 0  | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ | $10^{-6}$ |
|----|----|-----------|-----------|-----------|-----------|-----------|
| ε  | 4.89 $10^{-6}$ | 5.71 $10^{-5}$ | 5.28 $10^{-4}$ | 0.00524 | 0.05235 | 0.52351 |

From the results proposed in the tables 13 and 14 it is possible to judge the continuous dependence of the solution on the initial data and conclude about the stability of the numerical method. This result is not surprising: despite the fact that the initial equation is an equation of the first kind, it is solved in such spaces in which the problem is well-posed. The case of an ill-posedness (when noisy initial data may lead to instability and regularization will be required) will be studied in future works.

6. Conclusion

We have applied the spline-collocation method for solving the Volterra integral equations of the first kind with discontinuous kernel. The convergence of the method and the smoothness of the solution have been discussed. Using the CESTAC method we have tried to control the accuracy and step size of the method. The principle theorem of the CESTAC method will help us to apply the condition (5.2) instead of (5.1). Thus we will be able to find the optimal results, optimal error and optimal step of the method.
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Аннотация. Предложен метод полиномиальной сплайн-коллокации для решения интегральных уравнений Вольтерра первого рода с кусочно-непрерывными ядрами. Для аппроксимации интегралов при дискретизации в предлагаемом проекционном методе используется квадратурная формула типа Гаусса. Получена оценка точности приближенного решения. Также используется стохастическая арифметика (СА) на основе метода Controle et Estimation Stochastique des Arrondis de Calculs (CESTAC) и библиотеки Control of Accuracy and Debugging for Numerical Applications (CADNA). Применяя этот подход, можно найти оптимальные параметры проекционного метода. Приведены численные примеры, иллюстрирующие эффективность предложенного нового метода коллокации.
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