A new four-dimensional, hyperchaotic dynamic system, based on Lorenz dynamics, is presented. Besides, the most representative dynamics which may be found in this new system are located in the phase space and are analyzed here. The new system is especially designed to improve the complexity of Lorenz dynamics, which, despite being a paradigm to understand the chaotic dissipative flows, is a very simple example and shows great vulnerability when used in secure communications. Here, we demonstrate the vulnerability of the Lorenz system in a general way. The proposed 4D system increases the complexity of the Lorenz dynamics. The trajectories of the novel system include structures going from chaos to hyperchaos and chaotic-transient solutions. The symmetry and the stability of the proposed system are also studied. First return maps, Poincaré sections, and bifurcation diagrams allow characterizing the global system behavior and locating some coexisting structures. Numerical results about the first return maps, Poincaré cross sections, Lyapunov spectrum, and Kaplan-Yorke dimension demonstrate the complexity of the proposed equations.

1. Introduction

A chaotic system is a highly sensitive nonlinear system. The main characteristic of chaos is the sensitivity to the initial conditions. This sensitivity is sometimes known as “butterfly effect” in honor of Lorenz [1] who described in 1963 the first natural phenomenon showing a chaotic behavior (in this case, the atmospheric evolution) being represented by a differential system (1) which generates a trajectory in the phase space similar to a butterfly (see Figure 1):

\[
\begin{align*}
\dot{x} &= \sigma(y - x), \\
\dot{y} &= \rho x - y - xz, \\
\dot{z} &= xy - \beta z.
\end{align*}
\] (1)

The Lorenz system has been extensively employed: ciphers [2, 3], circuits [4], engineered systems [5], and so forth have been based on this dynamics. However, despite being the first described chaotic system and, probably, the most used and the most popular one, it presents a complexity degree pretty low. For example, as we will see in Section 2, some encryptions based on Lorenz system may be broken by synchronizing the cypher with an external system (although its parameters were unknown). The underlying cause of this weakness is the great amount of redundant information present in the components of their dynamics that it is precisely associated with the low degree of complexity of the system. Even more, some works have shown that it is possible to recover the three systems’ components from only one of them [6].

In order to increase its degree of complexity, several works have tried to modify the Lorenz dynamics. Some of them try to increase the number of fixed points in the system [7]. Others are focused on including commutated terms which modify the number of wings in Lorenz’s attractor [8]. Some articles including new nonlinearities in the Lorenz system to improve its complexity can be also found [9]. As an extreme case, techniques to build \(m \times n\) Lorenz-like attractors have been also reported [10].

Among all these previous works, a very important group of articles are those focused on the creation of Lorenz-like “hyperchaotic systems.” Traditionally, hyperchaos was defined [11] as a chaotic behavior characterized for more than one positive Lyapunov exponent; that is, the dynamics expand in more than one direction (therefore, hyperchaos can only be found in high order systems). However, in recent proposals, hyperchaos has been also applied to high-order
systems which present only one positive Lyapunov exponent [12], besides the zero exponent, but whose value is much higher than the common values (e.g., for Lorenz system, the maximum value of the positive Lyapunov exponent is around higher than the common values (e.g., for Lorenz system, the maximum value of the positive Lyapunov exponent is around 5.2 when \( \sigma = 25, \rho = 420, \) and \( \beta = 8/3 \) and exhibits a Kaplan-Yorke dimension of \( D_{\text{KY}} = 2.17 \)). There have been proposed many hyperchaotic systems, with some designed to facilitate the electronic implementation [13] and others designed to create certain topologies in the phase space [14] and, even, new hyperchaotic dynamics have been described to be employed in different encryption schemes [15], with most of them being based on Lorenz equations [16–18]. Nevertheless, these proposals do not cover the objective of increasing the complexity at all. While these new dynamics are more complex, that increased complexity is further supported by the fact of having at least one additional equation instead of the appearance of trajectories whose entropy is higher. Actually, the value of the maximum Lyapunov exponent in these cases is around \( \lambda_{\text{max}} = 2.4 \) and the rate of contraction is high, obtaining, thus, weak hyperchaos.

Therefore, the aim of this article is to describe a new hyperchaotic system, being able to generate highly complex and novel structures. For that, we seek to strengthen at least one direction of expansion and reduce the rate of contraction (but they should remain dominant in order to preserve the system as dissipative).

The rest of the paper is organized as follows. In the next section, a study about the redundant data in the components of Lorenz's dynamics is presented. In Section 3, the new hyperchaotic system is introduced and its basic topological properties are studied. In Section 4, the regular structures are located and analyzed. In Section 5, chaotic attractors are described. In Section 6, complex chaotic and hyperchaotic trajectories are analyzed, describing the special case of the chaotic-transient solutions. Section 7 concludes the paper.

2. Insecurity in Lorenz-Based Cyphers

It has been proven in many articles that Lorenz system can be self-synchronized [4]. In particular, some of the components of the dynamics contain so much information about the flow (values of the parameters, topology being generated, etc.) in which the most weak synchronization schemes are useful when applied to the Lorenz dynamics. For example, even active-passive decomposition schemes [19], where only one of the terms in one of the equations is modified (in contrast to other schemes [20], where one or various equations are totally removed), allow fast synchronization.

Theorem 1. Consider two Lorenz systems (2), coupled using an active-passive decomposition scheme. If enough amount of time is elapsed, then both systems get completely synchronized (in amplitude and phase):

\[
\begin{align*}
x_1' &= \sigma_0 (y_1 - x_1), \\
y_1' &= \rho x_1 - y_1 - x_1 z_1, \\
z_1' &= x_1 y_1 - \beta_0 z_1. \
\end{align*}
\]

Proof. A new function, called error function, is defined as follows:

\[
\bar{e} = (e_1, e_2, e_3) = (x_1, y_1, z_1) - (x_0, y_1, z_1).
\]

Thus, both coupled Lorenz systems get synchronized in amplitude and phase if \( \bar{e} \to 0 \) when \( t \to \infty \). The error function satisfies the following differential system:

\[
\begin{align*}
e_1' &= -\sigma_0 e_1, \\
e_2' &= \rho e_1 - e_2 - x_1 z_1 + x_0 z_1, \\
e_3' &= x_1 y_1 - x_0 y_1 - \beta_0 e_3.
\end{align*}
\]

The first differential equation is decoupled, so it may be solved directly (5). Considering \( \sigma_0 > 0 \) (due to its physical meaning), \( e_1 \) tends to zero (6) and the limit condition \( x_1 \to x_0 \) is satisfied:

\[
\begin{align*}
e_1(t) &= Ke^{-\sigma_0 t}, \\
\lim_{t \to \infty} e_1 &= \lim_{t \to \infty} Ke^{-\sigma_0 t} = 0.
\end{align*}
\]

Then, the resulting differential system (7) at \( t \to \infty \) may be used to prove the stability of the rest of the components:

\[
\begin{align*}
e_2' &= -e_2 - x_1 e_3, \\
e_3' &= x_1 e_2 - \beta_0 e_3.
\end{align*}
\]
A Lyapunov function satisfying two conditions is proposed as follows:

\[ L(\bar{e}) = \frac{1}{2} \bar{e} \cdot \bar{e}. \]  

(8)

(1) \( L(\bar{e}) \) presents a strict minimum at the origin, so that \( L(\bar{0}) = 0 \) and \( L(\bar{e}) > 0 \) \( \forall \bar{e} \neq \bar{0} \).

(2) \( dL(\bar{e})/dt < 0 \) in any reduced neighborhood of the origin. In fact, \( dL(\bar{e})/dt = \hat{\bar{e}} \cdot \hat{\bar{e}} = e_x e_x + e_y e_y + e_z e_z \).

If \( \beta_0 > 0 \), then Lyapunov’s theorem about the asymptotic stability guarantees that \( \lim_{t \to \infty} \bar{e} = \bar{0} \) and then \((x_r, y_r, z_r) \to (x_r, y_r, z_r)\) when \( t \to \infty \).

Theorem 1, in fact, enables the creation of cryptographic systems based on self-synchronized Lorenz system containing encrypted information. However, Theorem 1 might be understood in another way. If so much information is carried in each one of Lorenz’s system components, are Lorenz-based cryptosystems safe?

\[ \frac{dx}{dt} = \sigma (y - x), \]
\[ \frac{dy}{dt} = (\rho - 1)x - y - xz, \]
\[ \frac{dz}{dt} = xy - \beta z. \]

Proof. Two first differential equations (10) determining the evolution laws of \( \rho(t) \) and \( \beta(t) \) are defined:

\[ \dot{\rho}(t) = -e_x x, \]
\[ \dot{\beta}(t) = e_x z. \]

Besides, both error functions for the temporal evolution of the systems and for the parameters values are also defined as follows:

\[ \bar{\dot{e}} = (x_r, y_r, z_r) - (x_e, y_e, z_e), \]
\[ \bar{\dot{d}} = (\rho(t), \beta(t)) - (\rho_0, \beta_0). \]

If it is satisfied that \( \bar{\dot{e}} \to \bar{0} \) and \( \bar{\dot{d}} \to \bar{0} \) when \( t \to \infty \), then Theorem 2 is verified. For that, the expressions of the differential systems for the error functions are deduced:

\[ \bar{\dot{e}} = \left( \begin{array}{c} -\sigma_0 e_1 \\ \rho(t)x - \rho_0 x - e_x - x_e z_x + x_e y_e \\ x_e - \beta(t) z_r - x_e y_e + \beta_0 z_e \end{array} \right), \]
\[ \bar{\dot{d}} = \left( \begin{array}{c} -e_x x_r \\ e_x z_r \end{array} \right). \]

As it is said previously, the first equation is decoupled and it can be proven that \( e_1 \) tends to zero when \( t \to \infty \). Then, when \( t \to \infty \), the differential system for the error functions may be simplified:

\[ \bar{\dot{e}} = \left( \begin{array}{c} -\sigma_0 e_1 \\ d_1 x_e - e_x - x_e z_x + e_x y_e \\ -\beta(t) z_r + x_e e_2 + \beta_0 z_e \end{array} \right), \]
\[ \bar{\dot{d}} = \left( \begin{array}{c} -e_x x_r \\ e_x z_r \end{array} \right). \]

A Lyapunov function is proposed (14), satisfying two conditions:

\[ L(\bar{e}, \bar{d}) = \frac{1}{2} (\bar{e} \cdot \bar{e} + \bar{d} \cdot \bar{d}). \]

(14)

(1) \( L(\bar{e}, \bar{d}) \) presents a strict minimum at the origin, so that \( L(\bar{0}, \bar{0}) = 0 \) and \( L(\bar{e}, \bar{d}) > 0 \) \( \forall \bar{e}, \bar{d} \neq \bar{0} \).

(2) \( dL(\bar{e}, \bar{d})/dt < 0 \) in any neighborhood of the origin. In fact, \( dL(\bar{e}, \bar{d})/dt = \bar{\dot{e}} \cdot \bar{\dot{e}} + \bar{\dot{d}} \cdot \bar{\dot{d}} = e_x e_x + e_y e_y + e_z e_z + \rho(t)z_r + x_e e_2 + \beta_0 z_e + (\beta(t)z_r + x_e e_2 + \beta_0 z_e) + e_x e_2 + e_x e_2 + \beta_0 z_e + (\beta(t)z_r + x_e e_2 + \beta_0 z_e) < 0 \) \( \forall \beta_0 > 0 \).

Then, Lyapunov’s theorem about the asymptotic stability guarantees that \( \lim_{t \to \infty} \bar{\dot{d}} = \bar{0} \) and \( \lim_{t \to \infty} \bar{\dot{e}} = \bar{0} \); then \((x_r, y_r, z_r) \to (x_e, y_e, z_e)\) and \((\rho(t), \beta(t)) \to (\rho_0, \beta_0)\) if \( t \to \infty \).

Thus, any intruder system may synchronize the temporal evolution of the transmitter, deduct the values of the parameters and, in conclusion, break the cryptosystem. For that, the same synchronization signal employed in the receiver is enough.

In conclusion, Lorenz-based cryptosystems may be broken in a pretty easy way due to the low degree of complexity of that dynamics. Moreover, Orúe et al. [2] could prove how the Lorenz system is easily deciphered. Therefore, new more complex dynamics are necessary in order to build secure cryptosystems.

\[ \dot{x} = d( y - x ) + 2w, \]
\[ \dot{y} = 5x + cy - 4xz, \]

3. A New Hyperchaotic Lorenz-Based System

In order to get complex hyperchaos, we have considered the Lorenz system (1) and we have added a nonlinear controller \( w \) to the first dynamical equation, including a differential nonlinear evolution law for \( w \) as a new fourth component. We have sought to strengthen the rate of expansion and to reduce the rate of contraction of this dissipative system as explained below. From this procedure, we obtain the following new system:
\[ \begin{align*}
\dot{z} &= xy - 3z, \\
\dot{w} &= -bw - a(x - y),
\end{align*} \tag{15} \]

where \(b, c, \) and \(d\) are real positive parameters.

First of all, it must be noted that the proposed system still preserves the symmetry about \(Z\)-axis of the Lorenz dynamics. Nevertheless, as can be seen in Figure 2, this symmetry is not preserved in the first return map. One of the main discoveries of Lorenz in the system he investigated was the similarity of the first return map for chaotic trajectories to the tent map \[21\]. The tent map is the most basic paradigm of discrete chaos, being mainly characterized for its symmetry. As can be seen in Figure 2(b), in the proposed system (for chaotic trajectories), the first return map preserves some aspects of the Lorenz dynamics, but the resulting structure is not symmetric, as the cusp is split. This fact shows a first sign of the degree of complexity reached.

On the other hand, the proposed system presents three different fixed points \[16\] that maintain the symmetry about \(Z\)-axis, inherited from the Lorenz system:

\[
P_0(0, 0, 0, 0),
\]

\[
P_1\left(\frac{3}{4}(5 + c), \frac{3}{4}(5 + c), \frac{5 + c}{4}, 0\right),
\]

\[
P_2\left(-\frac{3}{4}(5 + c), -\frac{3}{4}(5 + c), \frac{5 + c}{4}, 0\right).
\tag{16}\]

As can be seen, \(P_0\) (the coordinate origin) does not depend on any parameter, and \(P_1\) and \(P_2\) depend only on the parameter \(c\). Then, as parameter \(c\) is always positive, the coordinates of \(P_0, P_1,\) and \(P_2\) are always real and different. The three points, which lie on the hyperplane \(w = 0\), are getting closer as parameter \(c\) decreases (without ever colliding). Therefore, the system exhibits no bifurcations involving collisions or splits of the fixed points such as the pitchfork bifurcation.

Other important requirements for the novel system are as follows. (i) We maintain the two nonlinear terms of the Lorenz system but we introduce one new divergence in the second equation of system \[15\] with the aid of the parameter \(c\). (ii) The system has dissipative structure and therefore the four dynamics parameters cannot be fixed at any particular value independently \[17\]. This is a necessary condition for dissipative chaos that has to be fulfilled. The volume occupied by the system in the phase space should decrease as time goes on. In dynamical systems theory, this is verified by checking that the rate of the occupied volume per volume unit is negative (i.e., the rate of volume contraction):

\[
\frac{1}{V} \left(\frac{dV(t)}{dt}\right) < 0. \tag{17}\]

Expressing the dynamics as a matrix, we obtain the following:

\[
\begin{pmatrix}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\dot{w}
\end{pmatrix} = \vec{F} =
\begin{pmatrix}
d(y - x) + 2w \\
5x + cy - 4xz \\
x(y - 3z) \\
-bw - a(x - y)
\end{pmatrix},
\]

\[
\frac{1}{V} \left(\frac{dV(t)}{dt}\right) = \text{div}(\vec{F}) = \frac{\partial \dot{x}}{\partial x} + \frac{\partial \dot{y}}{\partial y} + \frac{\partial \dot{z}}{\partial z} + \frac{\partial \dot{w}}{\partial w}
\]

\[= c - (d + 3 + b). \tag{18}\]

So, the dynamics parameters must verify the following condition:

\[d > c - (b + 3). \tag{19}\]

As can be seen, the described dynamics depends on four parameters. However, in order to analyze the new system, it...
is important to choose a parameter configuration which not only maintains the system's complexity but also simplifies its analysis. Therefore, we are taking fixed values for some system parameters. We fix the degree of divergence which controls the parameter $c$ to $c = 3$ and finally the parameter $b$, which controls the convergence, is set to $b = 2$. If parameters $b$ and $c$ are fixed, the parameter $d$ obeys $> -2$.

For $d < -2$, the divergence is positive and the system tends to be not steady and diverges. When $d$ is near zero, the system tends to converge slowly and generates hyperchaotic structures. In particular, when $d = 2$ and $a = 38$, we obtain a high value of the maximum Lyapunov exponent of approximately $\lambda_{\text{max}} = 12$ and a Kaplan-Yorke dimension close to $D_{\text{KY}} = 4$. In contrast, when $d > 0$, if $d$ becomes larger, system (15) shrinks strongly and will tend to be steady towards one of its equilibrium points. Thus, the parameter $a$ can be varied independently without change in the general behavior, which is determined essentially by the parameter $d$. Then, by the introduction of $a$ and, especially, $d$ as control parameters, we allow exploring the regular, chaotic, and hyperchaotic topologies of the system.

According to these arguments and in order to study the maximum number of different representative structures and topologies, three different analyses are going to be performed:

1. System evolution when varying the parameter $a$ for $d = 10$
2. System evolution when varying the parameter $a$ for $d = 2$
3. System evolution when varying the parameter $d$ for $a = 20$

For all the three analyses described above, the eigenvalues associated with the matrix of the linearized system around the equilibrium points have no analytical expression depending on the dynamics parameters. Thus, to obtain their values and study the stability of the fixed points, possible bifurcations, and so forth, we made a numerical calculation. We take advantage in considering the symmetry of the system and we know, in general, that the linearized systems around the points $P1$ and $P2$ have the same eigenvalues, so their stability and behavior are identical. Table 1 studies the behavior of the fixed points for the three situations identified above.

From the analysis of the results shown in Table 1, two conclusions about the global behavior of the system may be deduced:

1. Taking $d = 10$, the evolution of the system is analyzed when varying the parameter $a$. Then a Hopf bifurcation appears at $a = 25$. At this point, the exterior fixed points change their behavior from instable to asymptotically stable. For values lower than but close to $a = 25$, the system admits (as we see in Section 4) two coexisting limit cycles which tend to be smaller when getting closer to $a = 25$ until they collapse over the fixed points. Therefore, at $\{a = 25, b = 2, c = 3, d = 10\}$ the system presents a supercritical Hopf bifurcation.

2. On the other hand, with $a = 20$, the evolution of the system is analyzed when varying the parameter $d$. Then another supercritical Hopf bifurcation appears at $d = 11$. The system behavior is identical to what was described previously for the value $a = 25$.

Various methods to determine the supercritical character of Hopf bifurcations have been described in the research literature. In particular, a Hopf bifurcation is considered subcritical if the maximum Lyapunov exponent in the bifurcation point is positive and supercritical in the opposite case.

| Analysis | Parameters | Eigenvalues $P0$ | Interpretation | Eigenvalues $P1, P2$ | Interpretation |
|----------|------------|-----------------|---------------|---------------------|---------------|
| System evolution when varying the parameter $a$ for $d = 10$ | $0 < a < 3$ | $r_1^*, r_2^*, r_3^*, r_4^*$ | Saddle point order 1 | $c_1^*, c_2^*, r_3^*, r_4^*$ | Saddle spiral order 2 |
| System evolution when varying the parameter $a$ for $d = 10$ | $3 < a < 15$ | $r_1^*, r_2^*, r_3^*, r_4^*$ | Saddle point order 1 | $c_1^*, c_2^*, c_3^*, c_4^*$ | Saddle spiral order 2 |
| System evolution when varying the parameter $a$ for $d = 2$ | $15 < a < 25$ | $r_1^*, r_2^*, r_3^*, r_4^*$ | Saddle spiral order 1 | $c_1^*, c_2^*, c_3^*, c_4^*$ | Saddle spiral order 2 |
| System evolution when varying the parameter $a$ for $d = 2$ | $a = 25$ | $r_1^*, r_2^*, r_3^*, r_4^*$ | Saddle spiral order 1 | $c_1^*, c_2^*, c_3^*, c_4^*$ | Saddle spiral order 2 |
| System evolution when varying the parameter $a$ for $d = 2$ | $a > 25$ | $r_1^*, r_2^*, c_3^*, c_4^*$ | Saddle spiral order 1 | $c_1^*, c_2^*, c_3^*, c_4^*$ | Saddle spiral order 2 |
| System evolution when varying the parameter $d$ for $a = 20$ | $0 < d < 11$ | $r_1^*, r_2^*, c_3^*, c_4^*$ | Saddle spiral order 1 | $c_1^*, c_2^*, c_3^*, c_4^*$ | Saddle spiral order 2 |
| System evolution when varying the parameter $d$ for $a = 20$ | $d = 11$ | | | | |
| System evolution when varying the parameter $d$ for $a = 20$ | $11 < d < 12$ | $r_1^*, r_2^*, c_3^*, c_4^*$ | Saddle spiral order 1 | $c_1^*, c_2^*, c_3^*, c_4^*$ | Saddle spiral order 2 |
| System evolution when varying the parameter $d$ for $a = 20$ | $d > 12$ | $r_1^*, r_2^*, r_3^*, r_4^*$ | Saddle point order 1 | $r_1^*, r_2^*, c_3^*, c_4^*$ | Spiral node |

$r_1^*$, real positive eigenvalue; $r_1^*$, real negative eigenvalue; $c_1^*$, complex eigenvalue with positive real part; $c_1^*$, complex eigenvalue with negative real part.
### Table 2: Lyapunov spectrum at the bifurcation points.

| Case | Lyapunov spectrum |
|------|-------------------|
| \{a = 25, b = 2, c = 3, and d = 10\} | \((-0.0419, -0.0503, -5.9441, -5.9613)\) |
| \{a = 20, b = 2, c = 3, and d = 11\} | \((-0.0282, -0.0341, -6.4436, -6.4914)\) |

Numerical algorithms allow determining the Lyapunov spectrum of the two cases of interest. Results are shown in Table 2. As can be seen, in both cases, the maximum Lyapunov exponent is negative, so, in fact, bifurcations are supercritical.

In the proposed system, the complexity of the trajectories tends to increase for small values of parameter \(d\), since the system is increasingly less convergent, as we will show later. Thus, hyperchaotic and more complex structures are located when analyzing the system evolution along the parameter \(a\) for \(d = 2\). In this range of low values of the parameter \(d\), strong exponential growing (accompanied by strong contractions, since the system is dissipative) and instabilities appear, so we will do a careful study about the obtained results.

### 4. Regular Structures

Regular structures may be found in any of the three studies proposed. In particular, two different regular types of trajectories are generated by the proposed system. On one hand, common limit cycles are generated in the neighborhoods of the Hopf bifurcations identified in the previous section. On the other hand, more complex cycles are generated for different values of the parameter \(a\) when considering the value \(d = 10\).

In the next subsections, both cases are studied.

#### 4.1. Limit Cycles and Hopf Bifurcation

Limit cycles (Figure 3) are mainly located in two ranges (both in the neighborhoods of the Hopf bifurcations): \(a \in (22.5, 25)\) for \(d = 10\) and \(d \in (10.5, 11)\) for \(a = 20\).

In both cases, two different limit cycles coexist at the same time (as can be seen in Figure 4), with each one developing around of one of the exterior fixed points \(P1\) and \(P2\).

This coexistence is maintained while the system remains in the regular region and disappears when chaotic trajectories appear (as these trajectories are developed around both fixed points). This fact is clearly shown in Figure 5, where a bifurcation diagram for two different initial conditions is represented. As can be seen, in the regular region, both diagrams (one represented in red color and the other in green color) evolve in parallel and independently. Nevertheless, when chaotic structures appear, both diagrams overlap.

Finally, the existence of a Hopf bifurcation must be proven. In Figure 6, a composition of the evolution of the limit cycles when varying the control parameters is provided. As can be seen, limit cycles reduce their size when getting closer to the bifurcation point, until they collapse over the fixed points. This behavior is, in fact, corresponding to a supercritical Hopf bifurcation.

#### 4.2. Other Regular Attractors and the Corresponding Bifurcation Diagram

If the system flow evolution when varying the parameter \(a\) for \(d = 2\) is considered, more complex structures are found (see Figure 7). A rich structure of regular trajectories appears within certain windows and miniature windows within the larger windows of parameter \(a\). In this figure (Figure 7), two bifurcation diagrams are shown, representing...
Figure 5: Bifurcation diagram using $a$ as control parameter for two different initial conditions. In red color $(1,1,1,1)$ and in green color $(-2,-2,-2,-2)$. Parameters: $\{b=2, c=3, and d=10\}$.

Figure 6: The evolution of the limit cycles with the parameter $a$ in the neighborhood of Hopf bifurcation. Initial conditions: $(1,1,1,1)$. Parameters: $\{b=2, c=3, and d=10\}$.

Figure 7: Bifurcation diagram using $a$ as control parameter. Parameters: $\{b=2, c=3, and d=2\}$. 
different regular and chaotic regions in various ranges of the parameter $a$ for $d = 2$.

Several and interesting bifurcations may be identified in these diagrams. For example, at $a = 70$, a period doubling bifurcation is exhibited. Additionally, around $a = 50$, another period doubling cascade gets stopped and reversed. Moreover, in the range $a \in (39.1, 39.7)$, a period doubling cascade, a chaotic window, and a period doubling again end at $a = 39.7$ in chaos. As can be seen, at $a = 39.7$, the chaos appears abruptly by means of a tangent bifurcation. At this bifurcation parameter value, an underlying saddle point and an underlying stable node collide and annihilate one another. As a result, an orbit that has periods of chaos interspersed with periods of regular oscillation is generated [22]. The same ideas shown before allow identifying another tangent bifurcation at $a = 43$.

In some of the shown areas, limit cycles appear (e.g., in the range $a \in (70, 100)$; see Figure 8(a)). However, other interesting regular structures are also generated, as can be seen in Figure 8(b).

On the other hand, although the couple $\{a = 40$ and $d = 7\}$ does not belong to any of the proposed analyses, the observed structures deserve to be commented on. In fact, in this range, the complexity of the system is enormous, while up to four different hidden limit cycles [23] can be generated by the dynamics for $\{a = 40$ and $d = 7\}$ modifying the initial conditions (see Figure 9). Some of these cycles are regular limit cycles, but others exhibit a great complexity.
5. Chaotic Structures

In the proposed system, the weakly chaotic structures maintain certain similarity with the classic Lorenz attractor (see Figure 10). In this figure, a pretty similar attractor to Lorenz’s butterfly is shown and, as it was seen in Figure 2(b), the first return map associated with this topology is also similar to that obtained in the Lorenz dynamics (apart from the changes in the symmetry). This chaotic region is well appreciated in the diagram of Figure 11, where parameter $a$ is fixed to $a = 20$ and the parameter $d$ is variable. We can appreciate that in the region $d \in (3.8, 10.4)$ the dynamics is chaotic, and when $d > 10.4$ it starts the regular regime that finally converges to $P0$ fixed point by means of a Hopf bifurcation.

Other interesting structures in the phase space, together with the associated first return map, can be seen in Figure 12. The topology generated for $[a = 20 \text{ and } d = 10]$ maintains a great similarity to Lorenz’s butterfly, but in the first return map there is a double cusp more complex than the Lorenz return map for $Z$-component. The beginning of the symmetry breaking can also be seen. Similar topologies may be found using the bifurcation diagram provided in Figure 11. For $[a = 32 \text{ and } d = 5]$, the variations are really evident. The first return map still contains some information about the Lorenz dynamics but has only a slight influence. At this point, complexity has started growing up.

As we have said previously and as can be seen in the bifurcation diagram of Figure 7, the most complex structures are located in the system evolution when varying the parameter $a$ for $d = 2$. In these ranges, highly complex chaotic structures and hyperchaotic trajectories may be located. In particular, for the couple of parameters $[a = 40 \text{ and } d = 2]$ a high complexity chaotic solution is generated. As can be seen, the trajectory in the phase space is much more complex than that obtained for the Lorenz dynamics. Moreover, the first return map is an almost-random cloud of points which does not maintain any symmetry or regular structure as in the previous cases.

Table 3 provides a study about the Lyapunov exponents and the Kaplan-Yorke dimension of the structures shown in Figure 12, which proves the increase of the complexity as the simpler Lorenz dynamics disappears.

In particular, Figure 12(c) shows a high complex chaotic structure, which presents a Kaplan-Yorke dimension, $D_{KY} = 2.47$. In the range $a \in (38, 40)$, various additional complex trajectories may be found, including hyperchaotic solutions coexisting with high complexity chaotic trajectories. However, in the range $a \in (40, 43)$, the proposed system behaves chaotically and various strange attractors with a low similarity to Lorenz butterfly are found (see Figure 13).

As can be seen and as was said in Section 3, the increase of the complexity is due to the explicit control of rates of convergence and divergence by means of the system parameters. As a final result and with varying the parameters $a$ and $d$, the hyperchaotic behavior appears. Next section is dedicated to these trajectories.

### Table 3: Lyapunov exponents study.

| Topology | Lyapunov exponents | Kaplan-Yorke dimension |
|----------|--------------------|------------------------|
| $a = 20, d = 7$ | $(0.62, 0, -4.7, -4.91)$ | 2.12 |
| $a = 32, d = 5$ | $(0.43, 0, -3.2, -4.1)$ | 2.13 |
| $a = 40, d = 2$ | $(1.11, 0, -2.3, -2.7)$ | 2.47 |

6. Hyperchaotic and Other Complex Structures

In this section, different complex chaotic structures are located and analyzed. As we will see below, in the proposed system, the strengthening of the expansion dimensions has motivated the appearance of highly complex chaotic trajectories, sometimes coexisting with hyperchaotic ones. Other complex structures (such as the chaotic-transient solutions) and unbounded solutions, when the parameter $d$ is small (in absolute value), also appear.

These structures are reviewed in the following subsections.
Figure 12: Chaotic attractors of the XZ components generated by the proposed system and first return maps obtained from Z-component. Initial conditions: (0.1, 0.1, 0.1, 0.1). Parameters: (a) \(a = 20\) and \(d = 7\), (b) \(a = 32\) and \(d = 5\), and (c) \(a = 40\) and \(d = 2\).
6.1. Chaotic-Transient Solutions. As we have commented in the previous subsection, hyperchaotic and unbounded solutions coexist in most of the cases. However, another type of solutions which may be confused with hyperchaotic structures can exist. In some cases, the proposed system generates trajectories which seem to be hyperchaotic at first. However, as time elapses, the components enter in a coherent state which does not correspond with hyperchaos. This situation, for example, appears for the couple of parameters \( a = 10 \) and \( d = 2 \).

Figure 14 shows a projection of the cited trajectory over the subspace \( XYZ \). As can be seen, a cylindrical topology appears, indicating an almost-regular behavior in some of the components. At the first moments, this structure generates a Kaplan-Yorke dimension around \( D_{KY} = 3.4 \), but, as time elapses, the system components reach a coherent state and complexity goes down rapidly.

In fact, \( Z \)-component and \( Y \)-component (as well as \( X \)-component and \( W \)-component) evolve together with regular oscillations from \( t > 30 \) dimensionless units (see Figure 15). In conclusion, these topologies present a chaotic structure in a transitory way, but, as time elapses, they become more regular and lose complexity.

Figure 16 shows first two return maps, where the chaotic behavior can be seen on one hand and, on the other hand, the regular behavior can be seen. As can be seen, the regular regime is clearly distinguished by the cloud of points over \( y = x \) straight line which is especially dominant in the return map of \( Y \)-component (Figure 16(b)). On the other hand, the behavior of the chaos is characterized, in both figures, from a dense cloud of points outside of the straight line. In addition to these arguments, in Figure 15, it can be seen that the regular trajectory evolution at about \( t > 40 \) is dominant, indicating that, at the end, this regular trajectory is the cause of the loss of complexity.

6.2. Hyperchaotic Solutions. Although, probably, different hyperchaotic structures could be generated by the proposed system using different values of the control parameters, in this section, we will focus the study on the behavior in the range \( a \in (38, 38.5) \) taking the value \( d = 2 \).

The first hyperchaotic structure may be found at \( a = 38 \), although in the range \( a \in (38, 38.5) \) similar result could be obtained. Figure 17 shows the four different three-dimensional projections of the four-dimensional specified attractor.

Table 4: Lyapunov exponents study for the hyperchaotic structure.

| Exponent | Value  | Kaplan-Yorke dimension |
|----------|--------|------------------------|
| \( \lambda_1 \) | 12.37  | 3.83                   |
| \( \lambda_2 \) | 0      |                        |
| \( \lambda_3 \) | -0.036 |                        |
| \( \lambda_4 \) | -14.71 |                        |

The presence of hyperchaos is obtained by means of the Lyapunov spectrum. Table 4 shows its values. As can be seen, in this system, like the generalized Chen system [11], only one exponent is positive and shows a high value. However, the third exponent is really close to zero (although it is negative).

Using the ordered Lyapunov spectrum (\( \lambda_1 > \lambda_2 > \lambda_3 > \lambda_4 \)) we can observe a great divergence in the direction of the first exponent together with a low contraction in the direction of the third exponent. This is the reason for the great complexity of the hyperchaotic solution being analyzed. The Kaplan-Yorke dimension \( D_{KY} \) clearly shows this high complexity.
complexity. It presents a value greater than three and close to four ($D_{KY} = 3.83$).

Also, we can observe that $\lambda_1$ and $\lambda_4$, with opposite signs, compete with each other. Baier and Thomsen [24] performed an analysis of the complexity of the chaotic attractors in four dimensions and established the following:

(a) For $\lambda_1 > 0$ and $(\lambda_1 + \lambda_3) < 0$, there are ordinary chaos with $2 < D_{KY} < 3$.

(b) For $(\lambda_1 + \lambda_2) > 0$ and $(\lambda_1 + \lambda_3) > 0$, there appears more complex chaos (hyperchaos) with $3 < D_{KY} < 4$.

Our case belongs to the more complex chaotic behavior indicated in (b).

One of the problems when working with dynamical systems with a high level of complexity is the flow instability depending on the control parameters in the region of hyperchaos and transient chaos. This high level of complexity appears for low values of $d$ parameter ($d \leq 2$) and with $a < 37$, and it is very sensitive on integration errors. In fact, precise integration algorithms and Lyapunov spectrum calculation routines are necessary in order to obtain accurate data.

In the case of the result shown in Table 4, both routines, the integration one (with a Runge-Kutta four-order method and a fifth-order error control) and the Lyapunov spectrum one, have been implemented with a relative error between $10^{-7}$ and $10^{-8}$ and with a very long time propagation, so the convergence is reached, as can be seen in Figure 18. To obtain the Lyapunov spectrum, we use Wolf et al.'s algorithm [25] with a temporal step size between $10^{-3}$ and $10^{-4}$.

Finally, since the four-dimensional attractors cannot be represented in only one graphic, Poincaré sections are a traditional way of proving the complexity level and the presence of chaos. Although the Lyapunov exponents and the previous results prove the hyperchaotic behavior of the analyzed structure, Poincaré sections in Figure 19 demonstrate the existence of the hyperchaos in the system. These
sections generate a hyperplane defined by the normal vector \( \mathbf{n} = (0, 0, 0, 1) \) and the point \( p(0, 0, 2) \) (see Figure 19).

As can be seen in Figure 17 and as is shown more clearly in Figure 20, the hyperchaotic structures surround the origin, creating a hollow cavity. In this empty space, at \( a = 38 \), a second chaotic attractor coexists with the hyperchaotic one previously described which remains for that value of parameter \( a \).

In particular, this new topology exhibits chaotic behavior, with a great complexity, and develops an attractor (see Figure 21) very similar to that shown in Figure 13(a), although with a higher Kaplan-Yorke dimension, with a value of \( D_{KY} = 2.52 \). This dimension is high but does not exceed the value of three. In Table 5, the obtained Lyapunov spectrum for this chaotic attractor is shown. The coexistence of two complex structures in certain areas of the phase space reinforces the arguments about the complexity of this new system. To our knowledge, no other chaotic system with this property has been reported.

7. Discussion and Conclusions

In this article, a new hyperchaotic four-dimensional Lorenz-based system, especially designed to improve the complexity of traditional Lorenz dynamics, is numerically analyzed.
Figure 19: Poincaré sections of the system for different \(a\) and \(d\) values. Red color indicates that the flow crosses the cut plane in the sense of the normal vector. Blue color indicates that the flow crosses in the opposite sense. (a) Weak chaos with initial conditions: \((0.1, 0.1, 0.1, 0.1) (a = 20\text{ and } d = 10)\); (b) Chaos with initial conditions: \((0.1, 0.1, 0.1, 0.1) (a = 38\text{ and } d = 2)\); (c) Hyperchaos with initial conditions: \((-3203, -26967, 32052, -5434) (a = 38.4\text{ and } d = 2)\).

Figure 20: Bidimensional \(XW\) projection of the hyperchaotic attractor for \((a = 38\text{ and } d = 2)\). Initial conditions: \((-3203, -26967, 32052, -5434)\).

Table 5: Lyapunov exponents study.

| Exponent | Value  | Kaplan-Yorke dimension |
|----------|--------|------------------------|
| \(\lambda_1\) | 1.2092 |                        |
| \(\lambda_2\) | 0      |                        |
| \(\lambda_3\) | -2.3517| 2.52                   |
| \(\lambda_4\) | -2.8622|                        |

First, a proof about the weakness of the Lorenz system, due to the amount of redundant information present in its components, is provided. Regular, chaotic, and hyperchaotic structures are located and analyzed by varying two parameters of the system. Analyses about the symmetry, stability, and bifurcation are also provided. Two Hopf bifurcations and other typical bifurcations such as period doubling bifurcations and a tangent bifurcation were observed when \(a\) and \(d\) control parameters were varied. Moreover, the Lyapunov exponents proved the increase in the trajectories complexity,
doubling in some cases the values obtained for the Lorenz dynamics. For small positive values of \( d \), the third Lyapunov exponent is negative but small. This leads to a very weak contraction in this direction. On the other hand, the first exponent, which is responsible for the divergence direction, is very high. Both results lead to a Kaplan-Yorke dimension of \( D_{KY} = 3.83 \). A significant characteristic of this system is the coexistence of chaos and hyperchaos attractors as described in this paper. In addition to the chaos and hyperchaos obtained, complex chaotic-transient solutions occur in this novel system. Future work is addressed to study the coherence of this high complex system and also its application to chaos control, synchronization, and secure communications.
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