Electromotive Force Generated by Spin Accumulation in FM/n-GaAs Heterostructures
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Abstract

We report on a method of quantifying spin accumulation in Co$_2$MnSi/n-GaAs and Fe/n-GaAs heterostructures using a non-magnetic probe. In the presence of a large non-equilibrium spin polarization, the combination of a non-constant density of states and energy-dependent conductivity generates an electromotive force (EMF). We demonstrate that this signal dephases in the presence of applied and hyperfine fields, scales quadratically with the polarization, and is comparable in magnitude to the spin-splitting. Since this spin-generated EMF depends only on experimentally accessible parameters of the bulk material, its magnitude may be used to quantify the injected spin polarization in absolute terms.

PACS numbers: 72.25.Dc, 72.25.Hg, 85.75.-d
Despite recent progress in demonstrating electrical spin injection and detection in a wide variety of semiconducting materials systems\cite{1-15}, quantitative comparison among these experimental efforts is hindered primarily by difficulties in distinguishing between bulk and interfacial effects. All-electrical spintronic devices typically utilize ferromagnetic (FM) elements for both the generation and detection of spin accumulation in a non-magnetic channel. The resulting spin-dependent signal is thus a convolution of several processes: spin-injection (interface), spin-transport (bulk), and spin-detection (interface). Isolating the channel or either interface for characterization requires assumptions about the behavior of the other elements, which are not independently measurable. One possible resolution is to detect the spin accumulation via non-magnetic means, such as the inverse spin-Hall effect\cite{16, 17}. However, to serve as the basis for comparison across several materials systems, the parameters for any such spin-to-charge conversion must also be well-known functions of temperature and composition.

In this letter, we report on a different method of detecting the injected spin polarization in $\text{Co}_2\text{MnSi}/n-$GaAs and $\text{Fe}/n-$GaAs heterostructures. In complete analogy with thermoelectric effects, the local increase in free energy density required to establish a non-equilibrium spin accumulation profile also generates an accompanying electromotive force (EMF). This is the inverse of the ability of drift currents to elongate or contract the effective spin diffusion length\cite{18}. Under open circuit conditions, this EMF may be detected as an electrostatic potential shift by ferromagnetic and non-magnetic contacts alike. The possibility of observing such an effect was first demonstrated by Vera-Marun et al.\cite{19, 20} in graphene nanostructures. We show that for degenerately doped $n-$GaAs, this effect is greatly enhanced in the regime of large spin polarization and may exceed the magnitude of the signals observed by traditional ferromagnetic detection techniques. One key advantage of this spin-to-charge conversion is that it may be characterized by independently accessible parameters of the channel material, allowing the polarization to be determined in absolute terms.

Epitaxial (001) $\text{Co}_2\text{MnSi}/n-$GaAs and $\text{Fe}/n-$GaAs heterostructures were grown by molecular beam epitaxy and consist of a 2.5 $\mu$m thick Si-doped channel ($n = 3 - 5 \times 10^{16}$ cm$^{-3}$), highly doped Schottky barrier, (15 $-$ 18 nm, $n^+ = 5 \times 10^{18}$ cm$^{-3}$), and 5 nm ferromagnetic layer\cite{1}. Standard lithographic and etching techniques were used to subtractively process lateral spin-valve devices with the pattern shown in Fig. 1(a). Two ferromagnetic contacts, labeled B and D, were positioned on either side of a central Hall cross for the purposes of
electrical spin injection and ferromagnetic detection. Fig. (b) shows typical non-local spin valve and Hanle effect curves observed at contact D for both the parallel and antiparallel configurations with a forward current bias of 760 A/cm² applied to contact B. Low-order polynomials ($N \leq 4$) were subtracted from all curves displayed in Fig. (b) using points outside the regions of interest to eliminate ordinary magnetoresistive contributions. At 75 K, the $d = 19 \, \mu m$ center-to-center separation between the contacts corresponds to approximately four spin diffusion lengths ($\lambda_s = 4.9 \, \mu m$) as determined from standard charge and spin transport measurements on companion devices[1]. The current and voltage counter-electrodes, labeled A and H respectively, are located 240 $\mu m$ away (not shown). These data establish the presence of a net spin current flowing into the channel and that contact D functions properly as a polarized detector of only one component of the non-equilibrium spin accumulation.

This spin accumulation was also detected as a common voltage shift in the central Hall arms, labeled C. These arms, each of length 170 $\mu m$, were shorted together into a single contact to eliminate any contributions from charge- or inverse spin-Hall effects. Fig. (c)
shows a large spin-dependent signal at contact C obtained under identical conditions as the Hanle curves in Fig. 1(b). In contrast to the signal observed at ferromagnetic detector D, the spin-dependent signal at contact C does not reverse sign upon reversal of the magnetization state of the injector (contact B). A Hanle effect of the same sign (not shown) was also observed when contact D was used as the injector for both magnetization states. These observations indicate that unlike the case of detection with a ferromagnet, which is only sensitive to a particular component of the polarization, the potential shift at contact C is sensitive to the total magnitude of the spin accumulation in the channel. This is supported by the observation that the width of the resulting line-shape in Fig. 1(c) matches the envelope of the Hanle curve shown in Fig. 1(a).

To further demonstrate that the observed potential shift depends on the total magnitude of the spin accumulation in the channel (although not its overall sign), two separate 380 A/cm² forward current biases were applied simultaneously to contacts B and D with contact A serving as the counter-electrode for both current sources. With both ferromagnetic contacts functioning as spin injectors, the total magnitude of the spin accumulation in the channel was increased (decreased) by aligning the magnetization of the two contacts parallel (anti-parallel) to each other [20]. As shown in Fig. 1(d), this allows observation of a spin valve effect at non-magnetic probe C when a magnetic field is swept along the in-plane ferromagnetic easy axis [110]. The switching events occurring at ≈ 300 Oe are the same as those observed in Fig. 1(b).

Fig. 1(d) shows the corresponding Hanle curves obtained by sweeping the magnetic field normal to the plane of the device. The difference between the parallel and anti-parallel Hanle curves at 0 Oe equals that of the spin valve signal, demonstrating that the signal at contact C is sensitive to the superposition of the spin accumulation arising from both ferromagnetic injectors B and D. The Hanle line-shape broadens at higher temperatures as expected due to an increased spin relaxation rate, with both Hanle curves trending to zero at higher applied field.

The additional low-field features in Fig. 1(d) at low temperatures are caused by hyperfine interactions with dynamically polarized nuclei, which exert large effective Overhauser fields on the electron spin dynamics [21, 22]. This necessitates a more complex interpretation of Hanle line-shapes [23], yet also makes possible a robust test of whether a particular signal originates from spin-dependent processes. In the oblique Hanle geometry shown in Fig. 2...
the magnetic field is applied at an intermediate angle between the device normal and the ferromagnetic easy axis. In this configuration, two additional satellite peaks appear at field values where the Overhauser field partially or wholly cancels the applied field. This cancellation reduces the Hanle dephasing effect and allows the electron spin ensemble to re-polarize. Fig. 2(a), (b) and (c) show the voltage measured on a second Co$_2$MnSi device at contacts B (three-terminal), C (spin-generated EMF), and D (non-local) respectively as the field is swept at a constant $10^°$ orientation from the device normal. The appearance of satellite peaks at comparable positions in all three measurements provides conclusive evidence that the voltage shift observed at contact C is a direct measure of the spin accumulation in the channel. Since the sign of the Overhauser field in bulk GaAs is known [24], the position of the satellite peaks at positive field indicates majority spin accumulation in the channel. Note that the sign of the Hanle curve in Fig. 2(a) is opposite that of Fig. 2(c) due to the inverted sign of the ferromagnetic detection efficiency at high forward bias [25].

The current density for spin-up (spin-down) electrons is given by the gradient of the total
\[ \sigma = \nabla \left( \mu \uparrow + \mu \downarrow \right) - p \nabla \left( \mu \uparrow - \mu \downarrow \right) - \nabla \Phi, \]

Figure 3. (color online). (a) Diagram of chemical potentials in the presence (left) and absence (right) of spin accumulation. (b) Current density as a function of non-local position for each spin band (\( \uparrow \) red, \( \downarrow \) blue) and their total (black). Dotted (solid) curves exclude (include) the contribution from the steady-state potential \( \Phi \). (c) Magnitude of \( \Phi \) and average chemical potential shift \( \Delta \mu_{\text{avg}} \) vs. non-local position. (d) Log-log plot of the spin-generated EMF observed at contact C vs. (ferromagnetic) non-local spin-valve magnitude at contact D showing a quadratic dependence at low biases. Solid lines have a slope of 2.

The electrochemical potential as \( e j_{(\uparrow, \downarrow)} = \sigma_{(\uparrow, \downarrow)} \nabla \left( \mu_{(\uparrow, \downarrow)} - e \Phi \right) \). \( \mu_{(\uparrow, \downarrow)} \) denotes the number density-dependent chemical potentials and \( \Phi \) is the electrostatic potential common to both spin-bands. Following the approach in Ref. [18], we make the assumption that the conductivity of each band \( \sigma_{(\uparrow, \downarrow)} = n_{(\uparrow, \downarrow)} e \nu \) is proportional to the number density \( n_{(\uparrow, \downarrow)} \) with a spin-independent mobility \( \nu \). This allows the net charge current density \( \mathbf{j} = \mathbf{j}_{\uparrow} + \mathbf{j}_{\downarrow} \) to be written as

\[ \frac{\mathbf{j}}{\sigma} = \nabla \left( \frac{\mu_{\uparrow} + \mu_{\downarrow}}{2e} \right) + p \nabla \left( \frac{\mu_{\uparrow} - \mu_{\downarrow}}{2e} \right) - \nabla \Phi, \]

where \( p = (n_{\uparrow} - n_{\downarrow})/n \) is the fractional number polarization, \( n \) is the total carrier concentration, and \( \sigma = ne \nu \) is the channel conductivity. Due to the presence of the first two
terms, a ‘pure’ non-local spin current \( j_\uparrow = -j_\downarrow \) cannot be achieved without establishing a non-zero electrostatic potential gradient \( \nabla \Phi \neq 0 \). In the presence of a spin accumulation, the first term of Eq. 1 is non-zero due to the asymmetric shift of \( \mu_\uparrow \) and \( \mu_\downarrow \) relative to the unpolarized state. This is shown schematically in Fig. 3(a), where the decrease in \( \Delta \mu_{\text{avg}} = (\mu_\uparrow + \mu_\downarrow) / 2 - \mu_0 \) is due to the non-constant density of states. The second term in Eq. 1 originates from the energy dependence of the conductivity, which for the Drude form above may be expressed in terms of the population imbalance of the two spin sub-bands. The dashed lines in Fig. 3(b) show the asymmetric nature of \( j_\uparrow \) and \( j_\downarrow \) for a typical polarization profile \( p = p(0)e^{-x/\lambda_s} \) at 30 K \( (p(0) = 0.6, \lambda_s = 5.6 \text{ nm}) \) in the absence of an electrostatic potential gradient \( (\nabla \Phi = 0) \). Here \( x \) denotes the (non-local) position to the right of the injector contact. The solid lines indicate the steady-state condition after taking into account the spin-generated EMF.

For small polarizations \( (p \ll 1) \), we can Taylor expand \( \mu_\uparrow = \mu(2n_\uparrow) \) and \( \mu_\downarrow = \mu(2n_\downarrow) \) about the background concentration \( n \):

\[
\mu_{\uparrow(\downarrow)} \approx \mu_0 + (-) \frac{\partial \mu}{\partial n} np + \frac{1}{2} \frac{\partial^2 \mu}{\partial n^2} n^2 p^2,
\]

where \( 2n_{\uparrow(\downarrow)} = [1 + (-) p] n \). This allows Eq. 1 to be simplified as

\[
\mathbf{j} = \sigma \nabla \left( kp^2 - \Phi \right),
\]

with

\[
k = \frac{1}{2e} \left( \frac{\partial^2 \mu}{\partial n^2} n^2 + \frac{\partial \mu}{\partial n} n \right) = \frac{n}{2} \frac{\partial}{\partial n} \left( \frac{D}{\nu} \right),
\]

where the diffusion constant is defined via the Einstein relation \( eD = n\nu (\partial \mu / \partial n) \) [26]. The first term in Eq. 4 is analogous to the first order term in the Sommerfeld expansion used to analyze the Seebeck effect[26, 27]. The second term, absent in the usual Seebeck analysis, appears as a consequence of the imbalance in the number of carriers in the two spin sub-bands and is formally equivalent to the contribution discussed in Ref. [19]. For a parabolic density of states with effective mass \( m^* \), the function \( \mu(n) \) may be obtained by numerically inverting the usual relation \( n = n_Q F_{1/2} [\mu / k_B T] \), where \( n_Q = 2 (m^* k_B T / 2\hbar^2 \pi)^{3/2} \) is the quantum concentration and \( F_{1/2}(\xi) = (2 / \sqrt{\pi}) \int_{0}^{\infty} x^{1/2} [e^{x-\xi} + 1]^{-1} dx \) is the Fermi-Dirac integral[28]. The pre-factor \( k \) takes on a value of \( \frac{2}{9} e \varepsilon_F / e \) in the degenerate case \( (n \gg n_Q) \) and vanishes in the non-degenerate limit \( (n \ll n_Q) \). Typical values for \( \Phi \) and \( \Delta \mu_{\text{avg}} \) are
Figure 4. (color online). (a) Polarization vs. temperature at injector contact B determined from the magnitude of the ES shift (Co$_2$MnSi: black squares, Fe: blue circles). (b) Temperature dependence of experimental three-terminal signal (Co$_2$MnSi: black squares). The green shaded region shows the average electrochemical shift at the injector determined from the Co$_2$MnSi polarization values in panel (a).

shown in Fig. 3(c) for a concentration of $n = 3 \times 10^{16}$ cm$^{-3}$ (Fermi energy, $\varepsilon_F = 5.3$ meV) at 30 K.

In the non-local region where $j = 0$, Eq. 3 gives the electrostatic potential as $\Phi = kp^2$. This may be regarded as a source of EMF which scales \textit{quadratically} with the spin accumulation. This is in contrast to the non-local spin valve signal which scales \textit{linearly}: $e\Delta V_{DH} = \eta_0 (\mu_\uparrow - \mu_\downarrow) \approx 2\eta_0 \frac{\partial \mu}{\partial n}$, where $\eta_0$ is the FM spin detection efficiency. Fig. 3(d) shows the Hanle and spin valve magnitudes observed at contacts C and D plotted against each other on a log-log plot while varying the current bias applied to injector contact B. The data at low bias confirm the predicted slope of two. The departure from quadratic behavior at high bias is caused by drift currents which redistribute more of the polarization toward the interfacial region which, as discussed below, sets the boundary condition for observing the spin-generated EMF at contact C. The onset of this drift effect occurs when the effective spin diffusion length becomes smaller than the channel thickness $t$, i.e. drift velocity $v_d = j/ne \approx D/t$ as indicated by the vertical dashed lines in Fig. 3(d).

To extract an absolute polarization from the magnitude of the voltage shift observed at contact C, we note that the electric field within the metallic interfacial regions is zero.
\( \hat{n} \times \nabla \Phi = 0 \). Here \( \hat{n} \) is a unit vector normal to the surfaces of the contact regions B and D. The importance of the this condition is two-fold. First, it allows the shift in \( \Phi \) to be non-zero even in regions where \( p = 0 \). The \( n^+ \) layers beneath contacts B and D effectively short out any transverse potential drop across the width of the channel, allowing observation of a signal at contact C. Second, because the shorting effect causes the shift in \( \Phi \) to differ from \( kp^2 \), Eq. 3 implies the existence of divergenceless eddy currents sustained by the non-equilibrium spin polarization. These eddy currents circulate through the \( n^+ \) region into the bulk without significantly disturbing the spin accumulation profile since \( kp^2 \ll D/\nu \).

We determine the spin accumulation profile in the channel by discretizing the standard spin drift-diffusion relations \( (v_d \cdot \nabla p + D \nabla^2 p + Dp/\lambda_s^2 = 0) \) in three dimensions and solving for the average injector polarization \( p_{inj} \) which upon Laplace relaxation yields the experimentally observed EMF \([30]\). Fig. 4(a) shows \( p_{inj} \) as a function of temperature for both a Co$_2$MnSi device (\( 3 \times 10^{16} \text{ cm}^{-3} \)) and an Fe device (\( 5 \times 10^{16} \text{ cm}^{-3} \)). Notably, these values were obtained solely from bulk semiconductor parameters and are independent of any assumptions about the efficiency of spin-dependent tunneling at the heterojunctions.

The experimental temperature dependence of the three-terminal signal is shown in Fig. 4(b), where injector contact B also functions as a polarized detector. The magnitude of the three-terminal Hanle signal may be decomposed as \( \Delta V_{BH} \approx \left( \frac{D}{\nu} \right) \left( \eta p_{inj} + p_{inj}^2/2 \right) \). The first term originates from the usual spin-dependence of the interfacial tunneling conductance. The second term represents a hitherto unconsidered contribution from the spin-generated EMF as a shift of the average electrochemical potential. The green shaded region in Fig. 4(b) indicates the magnitude of this contribution as determined from the polarization values in Fig. 4(a). The spin-generated EMF constitutes a significant fraction of the three-terminal signal across the entire temperature range. This contribution must therefore be taken into account when interpreting ferromagnetic detection signals in the regime of large spin polarization.

In conclusion, we have experimentally demonstrated the presence of an EMF which must accompany a spin accumulation in steady-state due to a non-constant density of states and population imbalance of the two spin sub-bands. The close analogy with thermoelectric physics suggests the possibility of observing a class of related effects in which the source of the deviation from equilibrium in free energy density is spin rather than heat. Since the behavior of this phenomenon may be parameterized by independent measurements, the spin accumulation in the channel may be identified unambiguously and quantified in absolute
terms. This represents an attractive detection alternative in situations where traditional ferromagnetic techniques are either unfeasible or unreliable.
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