Improvement to NEM SP3 Modelling and Simulation

Yuchao Xu, Jason Hou, and Kostadin N. Ivanov
North Carolina State University
yxu40@ncsu.edu, jason.hou@ncsu.edu, knivanov@ncsu.edu

ABSTRACT
Accurate reactor core steady state safety analysis requires coupling between thermal-hydraulics and three dimensional multigroup pin by pin neutronics. Concerning the neutronics modeling, the Nodal Expansion Method (NEM) code is developed at North Carolina State University in the framework of high fidelity multiphysics coupling with CTF. NEM includes a simplified third-order Spherical Harmonic (SP3) solver. In this work, the solver has been improved by incorporating higher order scattering matrix library. The boundary conditions were corrected with one dimensional $P_3$ theory and a consistent coupling coupling between zeroth- and second-order flux moments was established. Two methods for generating second order discontinuity factors (DFs) has been developed, one based on the Generalized Equivalence Theory (GET) and one based on Partial Current Equivalence Theory (PCET). DFs were generated with three lattice sizes: single pin, 2 pins and assembly level. These developments were tested using the C5G7 benchmark. The results of the SP3 solver improvement, by using $P_2$ and $P_3$ scattering cross sections, show a 50% decrease in the eigenvalue ($k_{eff}$) prediction error compared to the reference transport solution. The GET DFs are applied in the C5G7 core pin by pin calculation and are compared with PCET DFs. The results show that PCET have a better performance in global results (eigenvalue). Concerning the different lattice sizes studies, the results show that DFs generated in small colorsets can improve local solutions. However, in order to reveal strong global trends, DFs should be generated in a larger colorset representative of the whole core. For the core calculations, DFs generated with the three colorsets together with an additional mixed type DFs were tested. For the mixed type, DFs generated from assembly size lattice were used for the internal interfaces and DFs generated from 2 pins size lattice were used for the assemblies boundary interfaces. These mixed DFs outperformed all the other configurations indicating that they manage to accomplish a satisfying compromise between global and local trends.
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1. INTRODUCTION
Accurate reactor core steady state safety analysis requires coupling between thermal-hydraulics and three dimensional multigroup pin by pin neutronics [1,2]. Monte Carlo Methods are considered for high fidelity coupling safety analysis [3,4] but compared to lower order determinsitic (Diffusion) methods they are computationally expensive. Simplified P3 theory is believed to be more compatible than diffusion theory in advanced reactors, mini cores, and other complicated whole core three dimensional transport calculations at pin level resolutions [5]. At locations in the core with high flux gradient, such as material boundaries, the SP3 has high precision due to the
use of the higher order Pn scattering library. Diffusion, on the other hand, can only describe linear scattering, something that limits its applicability in modern reactor designs.

The NEM (Nodal Expansion Method) code has been developed for three-dimensional whole-core steady-state and transient analysis with cartesian, hexagonal, and cylindrical geometries. It is used in the high fidelity multiphysics CTF-NEM coupling framework. NEM has a diffusion based neutronic solver. This solver was recently extended to solve SP3 equations in order to achieve a pin cell resolution of highly heterogeneous reactor cores [6]. However, the SP3 solver does not outperform the diffusion solver by a large margin, in terms of the solution accuracy, without using discontinuity factors (DFs). The current method for generating DFs is based on the assembly lattice calculations. However, the lattice size could be reduced to few pins model and still preserve the accuracy of the solver.

This paper summarizes some recent developments for the NEM SP3 solver enhancement. In Section 2 we briefly discuss the SP3 equations of the solver. The advantages of such higher order solver requires corresponding scattering cross sections. Hence, in Section 3 we present the development of an extension in NEM to take into account higher moments of scattering cross sections and corrections regarding the boundary conditions. This creates an improved solver modeling (NEM Version 2) that we test and verify in the C5G7 benchmark core. The eigenvalue ($k_{eff}$) of the core is calculated and compared with the previous SP3 version of the solver (NEM Version 1) and the Diffusion solver. The correct calculation of local quantities of a reactor core such as the flux and power in the different pin cells requires a consistent calculation of Discontinuities Factors (DFs) in order to account for the various heterogeneities. Reproducing whole core transport solutions with DFs generated from corresponding transport calculations is impractical. To this purpose a new DFs method was implemented in NEM and described in Section 4.1. The method generates DFs based on both Partial Current Equivalence Theory (PCET) and Generalized Equivalence Theory (GET) to eliminate the error introduced by pin-wise homogenization. In this approach, side-dependent zeroth and second order DFs are generated for each type of pin cell neighbored by other types of pin cells within different lattice size (colorset) calculations. There are three types of lattice size being studied. In the single pin model, lattice calculations are performed in $1 \times 1$ pin cell geometries with reflective boundary conditions. In 2 pins model, lattice calculations are performed in $1 \times 2$ pin cells geometries with reflective boundary conditions. DFs are generated at 2 pins’ interface and applied between corresponding different pin cells in the whole core calculations. In the assembly model, lattice calculations are performed in single assembly geometries with reflective boundary conditions. In section 4.2, the generated DFs are verified with comparison to the reference transport solution in both assembly and core calculations. In Section 4.3, GET DFs and PCET DFs generated from different colorsets are compared in the whole C5G7 benchmark core. Finally, conclusions and future prospects are provided in Section 5.

2. NODAL EXPANSION METHOD FOR Multigroup SP3

Simplified Spherical Harmonic method is approximated from Spherical Harmonic method, in which one dimensional behavior of flux is assumed [5]. The SP3 equations used in NEM are shown in the Eq.(1), where $\Phi_0 = \phi_0 + 2\phi_2$:

\[
\begin{align*}
- D_{0,g} \nabla^2 \Phi_{0,g}(r) + \Sigma_{rem,0,g} \Phi_{0,g}(r) - 2 \Sigma_{rem,0,g} \phi_{2,g}(r) &= S_{0,g} \\
- D_{2,g} \nabla^2 \phi_{2,g}(r) + \left[ \Sigma_{rem,2,g} + \frac{4}{5} \Sigma_{rem,0,g} \right] \phi_{2,g}(r) - \frac{2}{5} \Sigma_{rem,0,g} \Phi_{0,g}(r) &= -\frac{2}{5} S_{0,g},
\end{align*}
\]

(1)
with
\[ S_{0,g} = \sum_{g' \neq g}^{G} \Sigma_{s,0,g' \rightarrow g} \phi_{0,g'} + \frac{X_{g}}{k_{\text{eff}}} \sum_{g' = 1}^{G} \Sigma_{f,0,g'} \phi_{0,g'}, \] (2)

where
\[ D_{0} = \frac{1}{3\Sigma_{\text{rem},tr,g}} \quad \text{and} \quad D_{2} = \frac{9}{35\Sigma_{\text{rem},2,g}}. \] (3)

In the NEM solver, the same equations are used in each direction and they are coupled through transverse leakage terms illustrated for the X direction by the following equations:
\[- D_{0,g} \frac{\partial^{2}}{\partial x^{2}} \Phi_{0,g}(x) + \Sigma_{\text{rem},0,g} \Phi_{0,g}(x) - 2 \Sigma_{\text{rem},0,g} \phi_{2,g}(x) = S_{0,g} + L_{y,1,g} + L_{z,1,g} \]
\[- D_{2,g} \frac{\partial^{2}}{\partial x^{2}} \phi_{2,g}(x) + \left[ \Sigma_{\text{rem},2,g} + \frac{4}{5} \Sigma_{\text{rem},0,g} \right] \phi_{2,g}(x) - \frac{2}{5} \Sigma_{\text{rem},0,g} \Phi_{0,g}(x) \]
\[= -\frac{2}{5} S_{0,g} + L_{y,3,g} + L_{z,3,g}, \] (4)

with
\[ L_{i,1,g} = \frac{D_{0}}{\Delta i} \frac{\partial^{2}}{\partial i^{2}} \Phi_{0,g}(i) \quad L_{i,3,g} = \frac{D_{2}}{\Delta i} \frac{\partial^{2}}{\partial i^{2}} \phi_{2,g}(i) \quad i = x, y, z. \] (5)

The \( \Delta i \) is the node cell length in the corresponding directions.

### 3. IMPROVEMENTS TO NEM SP3 SOLVER

#### 3.1. Modification To NEM SP3 Solver

Simplified P3 theory is believed to be more compatible than diffusion theory in advanced reactors, mini cores, and other highly heterogeneous whole core three dimensional transport calculations. Compared to practical diffusion application, SP3 is able to make most of higher order Pn scattering matrix library up to \( P_{3} \), which shows significant precision even at high flux gradient locations such as materials boundaries. The Version 2 NEM SP3 solver was developed in this work to include the high order cross sections using the outgoing approximation presented in Eq.(6).

\[ \Sigma_{\text{rem},i,g} = \Sigma_{i,g} - \sum_{g' = 1}^{G} \Sigma_{s,i,g \rightarrow g'}, i = 1, 2, 3 \] (6)

The tightly coupling between \( \Phi_{0} \) and \( \phi_{2} \) is essential to demonstrate the improvements from higher order cross sections. All flux terms, for instance \( \Phi_{0} \) and \( \phi_{2} \), in Eq.(1) are solved simultaneously through source iterations.

The Marshak boundary condition from one dimension P3 theory replaces the original one used in NEM SP3 solver. Between neighboring nodes the correct boundary conditions of Eq.(7) are implemented.

\[ \Phi_{0} = \frac{56}{25} (j_{1}^{+} + j_{1}^{-}) + \frac{24}{25} (j_{3}^{+} + j_{3}^{-}) \quad \phi_{2} = \frac{8}{25} (j_{1}^{+} + j_{1}^{-}) + \frac{32}{25} (j_{3}^{+} + j_{3}^{-}). \] (7)

#### 3.2. Verification of Improved NEM SP3 Solver

The steady-state two-dimension mini core C5G7 benchmark [7] was used to verify the Version 2 of SP3 solver. This benchmark is widely used for code verification purpose and is the one used
to test the whole CTF-NEM multiphysics coupling framework. The core consists of four different fuel assemblies as illustrated in Fig.(1). The original C5G7 benchmark provides a scattering matrix only up to P1. For this work, where we want to test the higher order scattering up to P3, this is not enough. To this purpose, a modified version of the benchmark is considered, where Serpent2 [8] was used to generate the scattering cross sections. The pin-wise homogeneous cross sections feeding NEM were calculated by Dragon5 [9], using the method of characteristic solver with anisotropic source.

| Table 1: C5G7 benchmark $k_{\text{eff}}$ error in pcm by different solvers |
|-----------------|----|----|----|----|
| Solver          | $P_0$| $P_1$| $P_2$| $P_3$ |
| NEM(Diff.)      | 3914| -245|    |    |
| NEM(SP3-Version 1) | 3908| -248| -249| -249 |
| NEM(SP3-Version 2) | 3963| -120| -112| -105 |
| Ref. $k_{\text{eff}} = 1.20582$ |

The steady state calculation of the C5G7 was performed with the different versions of the NEM solver (Diffusion, Version 1 SP3 and Version 2 SP3). The comparative results concerning the $k_{\text{eff}}$ are gathered in Table 1. Version 2 SP3 solver solutions demonstrate increasing accuracy at higher order cross sections. The same cross sections are used by the Version 1 SP3 solver, however no benefits are observed. The implementation of higher order cross sections in Version 1 and Version 2 solver are the same, but the effect of them are neglected because the higher moment fluxes are not fully coupled with low moment fluxes. Without at least $P_1$ cross sections, the SP3 method does not show any advantage compared to the diffusion method.

4. IMPROVEMENTS TO SP3 PRACTICAL SIMULATION WITH DFS

The SP3 solver does not outperform the diffusion solver by a large margin in terms of the solution accuracy without discontinuity factor technology. High order DFs were recently developed in the NEM SP3 solver to preserve node interface scalar flux and net currents. The high order DFs were applied to preserve cell interface flux $\phi_2$ and showed expected improvements in whole core calculations [10]. The second order flux $\phi_2$ can be very small and introduce numerical errors that will be amplified depending on the DFs definitions. To avoid this problem, a new DFs function was implemented in NEM. Different types of DFs were implemented in SP3 solver with different characteristics. Generalized Equivalence Theory (GET) DFs, defined as Eq. (8), preserve interface scalar flux and net currents.

$$DF_0 = \frac{\phi_{0h}}{\phi_{0h}^{\text{het}}} \quad DF_2 = \frac{\phi_{2h}}{\phi_{2h}^{\text{het}}} + 2\frac{\phi_{2h}}{\phi_{2h}^{\text{het}}},$$

Partial Current Equivalence Theory (PCET) DFs as Eq.(9) preserve interface partial currents and net currents.
\[ DF_0 = \frac{8}{5} (j_{1,het}^+ + j_{1,het}^-) - \frac{8}{5} (j_{1,het}^+ + j_{1,het}^-) \phi_0^{hom} \]
\[ DF_2 = \frac{56}{25} (j_{3,het}^+ + j_{3,het}^-) + \frac{24}{25} (j_{3,het}^+ + j_{3,het}^-) \phi_0^{hom} + 2 \phi_2^{hom} \]

The performance of the two types of DFs in different colorsets is studied as well and discussed in the following subsection. Three different types of colorsets are considered.

4.1. Generation of DFs in Colorsets

The previous DFs generation method is based on assembly lattice calculations, in which side-dependent \( DF_0 \) and \( DF_2 \) are generated for each pin cell. For practical purposes, few pins colorsets could be used to generate DFs with reasonable precision. In this section single pin model, 2 pins model, and assembly model are proposed. The different studied DFs are tested using the C5G7 benchmark [10] as in section 3.2, in which there are: one type of UO\(_2\) pin, three types of MOX pins, one type of guide tube, and one type of fission chamber. The three MOX fuels pins are 4.3\%, 7.0\%, and 8.7\% Plutonium weight enriched. In this section, both single assembly problems and the whole problem are tested.

In this section, all the transport calculations are performed using the OpenMOC code [11]. The different materials cross sections are computed by Serpent as in Section 3.2. Because OpenMOC does not do higher order scattering calculation, only \( P_0 \) isotropic cross sections are used. Transport corrections to the cross sections are not performed, as it will result in negative in-group scattering cross sections.

For this work a dedicated program was developed to process the output of OpenMOC code. Different pin cell information are extracted: interfaces angular fluxes, cell averaged scalar flux and eigenvalue. Using these data the interface DFs are computed for each pin cell. Although Dr Chao [12] proposed two new methods describing the boundary conditions in a better way, to keep consistence of boundary conditions between reference solutions and NEM, one dimension P3 theory is used in this method. Verification of GET DFs is made by equivalence calculations based on assembly and whole core colorsets with the following process:

1. Run reference colorsets calculations with OpenMOC and generate \( k_{eff} \), cell-homogenized cross-sections and side-depndent heterogeneous surface fluxes/currents.
2. For each cell apply data processing program using the information including \( k_{eff} \) from step 1 to generate homogeneous surface fluxes and currents. Compute the DFs using these fluxes and currents.
3. Run pin-by-pin homogeneous calculations using the homogenized cross-sections from 1 and DFs from 2.
4. Compare results from 3 to reference results from 1.

Performance of different DFs generated from different colorsets are tested in the C5G7 whole core problem. Reference solution is calculated by OpenMOC with options: 32 azimuthal angles, 3 polar angles, ray trace width of 0.03 cm and \( k_{eff} \) criterion of 1E-7. Comparisons between GET and PCET DFs are performed together with comparisons between three different colorsets sizes. The three different colorset sizes are:

1. Single pin with all reflective boundary conditions. The unity DFs are calculated for each side of the different type of pins: UO\(_2\), MOX and Fission champers. Non-fissionable guide tubes and water cells are surrounded by UO\(_2\) fuel pins in \( 3 \times 3 \) colorsets.
2. Eight sets of $2 \times 1$ pin colorsets with reflective boundary conditions were defined to perturb the partial current and generate neighbor corrected interface DFs. These DFs will be used in the whole core on the interface between neighboring different cells.

3. Single UO$_2$ and MOX assembly transport calculations with reflective boundary conditions. DFs are generated for the four different interfaces.

The two different DFs types and the three different colorset creates a total of 6 different DFs configurations. Additionally, a mixed type of DFs is considered. For this type, DFs generated from the assembly colorset are used for the assemblies internal interfaces while DFs generated from 2 pins colorset are used for the boundary interfaces between assemblies. This creates a total of 8 different DFs configurations.

4.2. Equivalence Calculations

Before analyzing the performance of DFs, verification is required for the whole procedure including reference calculation, generating DFs and implementing DFs in NEM. Cell interface GET DFs are generated for each pin cell of the UO$_2$ assembly, MOX assembly and the quarter core of C5G7 benchmark. For all the calculations reflective boundary conditions are used. GET DFs reproduce the OpenMOC solutions including $k_{\text{eff}}$, power distribution and flux distribution. The equivalence calculation results regarding the eigenvalue ($k_{\text{eff}}$) are presented in Table 2 and show a 0 pcm discrepancy for both assemblies and the core. The power distribution error in the whole core is presented in Fig. 2. Power distribution and total flux distribution have been normalized to average value 1. The maximum power and flux error are 0.13% and 0.15% respectively and occur in the MOX assembly. The comparative results in both assemblies and the core verify that GET DFs can reproduce the OpenMOC reference solution with very high precision.

| Problem      | C5G7 Whole Core | MOX-Assembly | UO$_2$-Assembly |
|--------------|-----------------|--------------|-----------------|
| Solver       | $k_{\text{eff}}$ | $k_{\text{eff}}$ | $k_{\text{eff}}$ |
| OpenMOC      | - 1.23735       | - 1.22431    | - 1.34114       |
| NEM (Diff.)  | GET 0 pcm       | GET 0 pcm    | GET 0 pcm       |
| NEM (SP3)    | GET 0 pcm       | GET 0 pcm    | GET 0 pcm       |

**Figure 2: Relative Error of Predicated Power in C5G7 Core Using SP3 Solver**

4.3. Comparison of DFs and colorsets in C5G7

C5G7 benchmark is used to test the GET and PCET DFs generated in single pin and two pins colorsets as described in Section 4.1. The DFs in single pin cell will be used in the whole core for each pin cell. Two pins based DFs will be applied at the interface where one of eight types of interface occurs. No DFs is applied between same pin cells. All NEM calculations with the 8 different DFs configuration described in the last section are performed with convergence criterion 1E-6 for $k_{\text{eff}}$. In Table 3 we present the results using only the P0 cross sections while in Table 4 we present the results using the transport corrected P0 cross sections.
The results of Table 3 show that PCET DFs offer a small improvement on the eigenvalues and power distribution compared to GET. Neighbor corrected DFs in larger colorsets have better precision at power distributions and peak power for both GET and PCET DFs.

By interpolating the DFs generated in whole core problem in Section 4.2, most of DFs increase leakage rate from center region to outside boundary. This is because the $P_0$ cross section have a smaller diffusion coefficients $D_0$ and $D_2$, hence DFs play the key role of global transportation behaviors. PCET DFs could offer a better solution because they preserve partial currents that have a global effect. However, both of PCET and GET DFs are generated in colorsets with reflective boundary conditions and thus it is difficult to allow DFs to represent global trends.

The improvements to local solutions by DFs is demonstrated by applying transport corrected $P_0$ cross sections. They have relative larger diffusion coefficients which could match better with reference solutions in the sense of global leakage rate and therefore decrease the global trend information carried by the DFs. In the results of Table 4 for the corrected transport cross sections we see that the performance of GET and PCET are very similar. Single pin DFs without neighbor correction worsen the power distribution with both $P_0$ and transport corrected $P_0$ cross sections. In transport corrected cross sections calculations, DFs generated using larger colorsets increase the precision of power distribution. Finally, the assembly mixed with 2 pins model based DFs show improvements in the both eigenvalues and power distribution. This means that the mixed type DFs manage to find a good compromise between local and global trends.

| Solver       | DF             | $k_{eff}$ | Error | RMS of Power | Relative Error in Highest Power Cell |
|--------------|----------------|-----------|-------|--------------|--------------------------------------|
| OpenMOC     | -              | 1.23735   | Reference | Reference | Reference |
| GET 1-pin    | 1.24682        | 947       | 0.081 | 0.094        |
| GET 2-pin    | 1.24617        | 882       | 0.052 | 0.071        |
| GET Assembly | 1.24505        | 770       | 0.082 | 0.082        |
| NEM (SP3)    | GET Assembly/2-pin | 1.24462 | 727 | 0.076 | 0.076 |
| PCET 1-pin   | 1.24543        | 808       | 0.103 | 0.128        |
| PCET 2-pin   | 1.24733        | 998       | 0.061 | 0.079        |
| PCET Assembly | 1.24406       | 761       | 0.074 | 0.074        |
| PCET Assembly/2-pin | 1.24453 | 718 | 0.068 | 0.069 |

Table 3: Comparison of Different DFs in C5G7 Benchmark with P0 XS

| Solver       | DF             | $k_{eff}$ | Error | RMS of Power | Relative Error in Highest Power Cell |
|--------------|----------------|-----------|-------|--------------|--------------------------------------|
| OpenMOC     | -              | 1.18402   | Reference | Reference | Reference |
| GET 1-pin    | 1.18726        | 324       | 0.060 | 0.074        |
| GET 2-pin    | 1.18815        | 413       | 0.046 | 0.066        |
| GET Assembly | 1.18638        | 236       | 0.048 | 0.049        |
| PCET 1-pin   | 1.18715        | 313       | 0.039 | 0.034        |
| PCET 2-pin   | 1.18699        | 297       | 0.058 | 0.074        |
| PCET Assembly | 1.18815       | 413       | 0.046 | 0.066        |
| PCET Assembly/2-pin | 1.18788 | 386 | 0.046 | 0.041 |
| NEM (SP3)    | PCET Assembly/2-pin | 1.18715 | 313 | 0.039 | 0.034 |

Table 4: Comparison of Different DFs in C5G7 Benchmark with Transport Corrected XS

5. CONCLUSIONS

An improved nodal SP3 solver that includes high order scattering cross sections has been presented and implemented in NEM. C5G7 benchmark is used to verify the improved solver. The results
show a 50% decrease in the eigenvalue error compared to the previous versions of the NEM code. This significant improvement is related to the higher than P1 cross sections and to some boundary conditions corrections.

A new high order DFs implementation method is developed in NEM for SP3 solver. The whole procedure of generating and utilizing high order DFs for SP3 solver has been verified in one assembly, and the whole core problem. Promising results for $k_{\text{eff}}$, power distribution, and flux distribution are obtained. Reference transport solutions were reproduced by applying DFs.

Few pins colorsets are developed to correct pin cell interface discontinuity factors. GET and PCET theories are considered in this simplified method. PCET DFs show better performance in global results eigenvalue, with P0 cross sections. With transport corrected P0 cross sections GET and PCET DFs show similar behavior. DFs generated in small colorsets can offer improvements to local solutions. To reveal strong global trends, DFs should be generated in a larger colorset. The DFs were studied with three different colorsets: 1 pin, 2 pins and single assembly. An additional mixed DFs type was considered: the DFs from the assembly colorset were used in the internal interface while the DFs from the pins colorset were used for the assembly boundary interfaces. The mixed DFs type outperform all other configurations in terms of both eigenvalue and power distribution. This result indicates that the mixed DFs manage to find a good compromise between local and global trends. Dr. Chao proposed rigorous boundary conditions of SP3 theory. In the future work, rigorous SP3 theory will be implemented in the NEM as one additional solver. Corresponding rigorous DFs will be generated for this new solver.
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