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Abstract
In this paper, we apply an accelerated version of the Adomian decomposition method for solving a class of nonlinear partial differential equations. This version is a smart recursive technique in which no differentiation for computing the Adomian polynomials is needed. Convergence analysis of this version is discussed, and the error of the series solution is estimated. Some numerical examples were solved, and the numerical results illustrate the effectiveness of this version.
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Background
Many physics and engineering problems are modeled by partial differential equations (PDEs). In many instances, these equations are nonlinear and the exact solutions are difficult to be obtained. Several methods were developed over some time to find approximate solutions to these nonlinear equations, such as homotopy analysis method (HAM) [1–4], homotopy perturbation method (HPM) [1, 5, 6], and Adomian decomposition method (ADM) [7–15]. In this paper, we introduce an accelerated version of the ADM for solving some classes of NPDEs. In ADM, the nonlinear term is replaced by a series of what are called Adomian polynomials which were introduced by Adomian and his colleagues have so far. Some other authors have suggested different formulas for computing Adomian polynomials [16–23]. This work aims to apply the accelerated formula proposed by El-Kalla in [21] for solving some classes of nonlinear partial differential equations. The main advantages of this accelerated version of Adomian polynomials can be summarized in the following main three points:

1. It is recursive and does not have derivative terms so, it is easy in programming, and, on the same processor, it saves time compared with the traditional formula;
2. Solution using it converges faster than the traditional Adomian polynomials;
3. It is used in convergence analysis and consequently in estimating the maximum absolute truncated error of the series solution.
The paper is organized as follows. In “The method” section, the standard ADM and the accelerated version of ADM are introduced. In “Convergence analysis” section, the convergence analysis of the accelerated version is introduced, while in “Numerical examples” section, some examples are solved to illustrate the effectiveness of this version.

**The method**

Consider the nonlinear partial differential equation given in the operator form:

\[ L_t u(x,t) + R(u(x,t)) + N(u(x,t)) = g(x,t), \]  

(1)

where \( L_t(\cdot) = \frac{\partial^k \cdot}{\partial t^k}, \) \( R \) is the linear remainder operator that could include partial derivatives with respect to \( x, \) \( N \) is the nonlinear operator, and \( g \) is the nonhomogeneous term.

Put (1) in the following form

\[ L_t u(x,t) = g(x,t) - R(u(x,t)) - N(u(x,t)). \]  

(2)

Applying \( L_t^{-1} \) to both sides of (2), we obtain

\[ u(x,t) = \Phi(x,t) + L_t^{-1} g(x,t) - L_t^{-1} R(u(x,t)) - L_t^{-1} N(u(x,t)), \]  

(3)

where \( \Phi(x,t) \) is the solution of \( L_t u(x,t) = 0 \) satisfied by the given initial conditions and

\[ L_t^{-1}(\cdot) = \int_0^t \cdots k\text{-fold} \cdots \int_0^t (\cdot) dt \cdots dt. \]

ADM assumes that the solution \( u \) can be decomposed into infinite series

\[ u(x,t) = \sum_{n=0}^{\infty} u_n(x,t), \]  

(4)

and the nonlinear term \( Nu \) by:

\[ Nu = \sum_{n=0}^{\infty} A_n. \]  

(5)

The components \( u_n, \ n \geq 0 \) of the solution \( u \) can be determined by using the recursive relation:

\[ u_0 = \Phi(x,t) + L_t^{-1} g(x,t), \]

\[ u_{n+1} = -L_t^{-1} (R u_n) - L_t^{-1} (A_n), \quad n \geq 0, \]  

(6)

where \( A_n = A_n(u_0,u_1,\ldots,u_n) \) is Adomian polynomials that can be determined by the traditional polynomials formula,
\[
A_n = \frac{1}{n!} \frac{d^n}{dx^n} \left[ N \left( \sum_{i=0}^{\infty} \lambda^i u_i \right) \right], \quad n = 0, 1, 2, \ldots, \quad (7)
\]
or by El-Kalla formula [21],
\[
\tilde{A}_n = N(S_n) - \sum_{i=0}^{n-1} \tilde{A}_i, \quad n = 0, 1, 2, \ldots, \label{8}
\]
where the partial sum \(S_n = \sum_{i=0}^{n} u_i(x, t)\).

For example, Table 1 shows the first four polynomials of the nonlinear term \(u^2\) generated by both the traditional polynomials formula (7) and El-Kalla polynomials formula (8).

Clearly, the first four polynomials generated by El-Kalla formula (8) include the first four polynomials generated by the traditional formula (7) in addition to other terms that should appear in \(A_4, A_5, \ldots\) using formula (7). Thus, the solution obtained using El-Kalla polynomials converges faster than the solution obtained using the traditional polynomials.

### Convergence analysis

**Theorem 1** (Uniqueness theorem) Assume that \(R\) and \(N\) are Lipschitzian with respect to \(u\) such that \(|R(u) - R(v)| \leq L_1|u - v|\) and \(|N(u) - N(v)| \leq L_2|u - v|\). Let \(E = (C[\Omega], \|\cdot\|)\) denote the Banach space of all continuous functions on the domain of \(x\) and \(t; \Omega = [0, x] \times [0, T]\) with the norm \(\|u(x,t)\| = \max_{\Omega} |u(x,t)|\). Then, problem (1) has a unique solution whenever \(0 < \alpha < 1, \alpha = \frac{(l_1 + l_2)T^k}{k!}\).

**Proof** Define a mapping \(F : E \rightarrow E\) such that \(F(u) = \Phi(x,t) + L_t^{-1}g(x,t) - L_t^{-1}R(u(x,t)) - L_t^{-1}N(u(x,t))\) and let \(u, u^* \in E\). Then,

| Table 1 | The first four Adomian polynomials and the first four El-Kalla polynomials of the nonlinear term \(u^2\) |
|---------|---------------------------------------------------------------|
| Adomian polynomials of \(u^2\) | El-Kalla polynomials of \(u^2\) |
| \(A_0 = u_0^2\) | \(\tilde{A}_0 = u_0^2\) |
| \(A_1 = 2u_0u_1\) | \(\tilde{A}_1 = 2u_0u_1 + u_1^2\) |
| \(A_2 = u_1^2 + 2u_0u_2\) | \(\tilde{A}_2 = 2u_0u_2 + 2u_1u_2 + u_2^2\) |
| \(A_3 = 2u_1u_2 + 2u_0u_3\) | \(\tilde{A}_3 = 2u_0u_3 + 2u_1u_3 + 2u_2u_3 + u_3^2\) |
Under the condition $0 < \alpha < 1$, the mapping $F$ is contraction; therefore, by the Banach fixed-point theorem for contraction, there exists a unique solution to problem (1).

**Theorem 2** (Convergence theorem) The series solution (4) of problem (1) using ADM converges whenever $0 < \alpha < 1$ and $|u(x,t)| < \infty$ on $\Omega$.

**Proof** Let, $S_n$ and $S_m$ be arbitrary partial sums with $n > m$. We are going to prove that \{5\} is a Cauchy sequence in Banach space $E$. From Theorem 1, we write

$$
\|S_{n+1} - S_n\| \leq \alpha \|S_n - S_{n-1}\| \leq \alpha^2 \|S_{n-1} - S_{n-2}\| \leq \cdots \leq \alpha^m \|S_1 - S_0\|.
$$

Using the triangle inequality, we have

$$
\|S_n - S_m\| \leq \|S_{n+1} - S_m\| + \|S_{m+2} - S_{m+1}\| + \cdots + \|S_n - S_{n-1}\|
\leq \left[\alpha^m + \alpha^{m+1} + \cdots + \alpha^{n-1}\right] \|S_1 - S_0\|
\leq \alpha^m \left[1 + \alpha + \alpha^2 + \cdots + \alpha^{n-m-1}\right] \|S_1 - S_0\|
\leq \alpha^m \frac{1 - \alpha^{n-m}}{1 - \alpha} \|u_1(x,t)\|.
$$

Since $0 < \alpha < 1$ so, $1 - \alpha^{n-m} < 1$, then

$$
\|S_n - S_m\| \leq \frac{\alpha^m}{1 - \alpha} \max_{\Omega} |u_1(x,t)|, \quad (9)
$$

but $\max_{\Omega} |u_1(x,t)| < \infty$ then $\|S_n - S_m\| \to \infty$ as $m \to \infty$, then we conclude that \{5\} is a Cauchy sequence in $E$ and the series $\sum_{i=0}^{\infty} u_i(x,t)$ converges to the unique solution $u(x,t)$.

**Theorem 3** (Error estimate) An estimate for the truncation error of the series solution (4) to problem (1) is given by:

$$
\max_{\Omega} |u(x,t) - \sum_{i=0}^{m} u_i(x,t)| \leq \frac{\alpha^m}{1 - \alpha} \max_{\Omega} |u_1(x,t)|.
$$

**Proof** From (9) in Theorem 2, we have

$$
\|S_n - S_m\| \leq \frac{\alpha^m}{1 - \alpha} \max_{\Omega} |u_1(x,t)|.
$$
as $n \to \infty$ then $S_n \to u(x, t)$ so, we have

$$||u(x, t) - S_m|| \leq \frac{\alpha^m}{1 - \alpha} \max_\Omega |u_1(x, t)|.$$  

Finally, the truncation error in the region $\Omega$ is estimated to be

$$\max_\Omega \left| u(x, t) - \sum_{i=0}^{m} u_i(x, t) \right| \leq \frac{\alpha^m}{1 - \alpha} \max_\Omega |u_1(x, t)|.$$  

**Numerical examples**

In this section, we present some numerical examples to illustrate the effectiveness of the proposed version of ADM. All the results are calculated using Mathematica 11.

**Example 1** Consider the following nonlinear partial differential equation:

$$\frac{\partial u}{\partial t} + uu_x = x + xt^2,$$  \hspace{1cm} (10)

with initial condition

$$u(x, 0) = 0,$$  \hspace{1cm} (11)

which has exact solution $u(x, t) = xt$.

**Solution** Equation (10) is rewritten in the form:

$$L_t u = x + xt^2 - uu_x,$$  \hspace{1cm} (12)

where $Nu = uu_x$ and $L_t = \frac{\partial}{\partial t}$.

Applying $L_t^{-1}(.) = \int \limits_0^t (.) \, dt$ to (12), we get

$$u = u(x, 0) + L_t^{-1}(x + xt^2) - L_t^{-1}(Nu).$$  \hspace{1cm} (13)

Based on the recurrence relation (6) and substituting the initial value, we get

$$u_0 = xt + \frac{1}{3}xt^3,$$

$$u_{n+1} = -L_t^{-1}(A_n), n \geq 0,$$  \hspace{1cm} (14)

using the traditional polynomials formula (7),

$$A_0 = u_0u_0x,$$

$$A_1 = u_0u_1x + u_1u_0x,$$

$$A_2 = u_0u_2x + u_1u_1x + u_2u_0x.$$  \hspace{1cm} (15)

Then, from (14) and (15) we get
and using El-Kalla polynomials formula (8),

\begin{align*}
\bar{A}_0 &= u_0 u_{0x}, \\
\bar{A}_1 &= u_0 u_{1x} + u_1 u_{0x} + u_1 u_{1x}, \\
\bar{A}_2 &= u_0 u_{2x} + u_1 u_{2x} + u_2 u_{0x} + u_2 u_{1x} + u_2 u_{2x}.
\end{align*}

Then, from (14) and (17) we get

\begin{align*}
\bar{A}_0 &= xt + \frac{1}{3} x t^3, \\
\bar{A}_1 &= -\frac{t^3 x}{3} - \frac{2t^5 x}{15} - \frac{t^7 x}{63}, \\
\bar{A}_2 &= \frac{17t^6 x}{45} + \frac{20t^8 x}{63} + \frac{206t^{10} x}{2025} + \frac{1412t^{12} x}{93555} + \frac{13t^{14} x}{14553}.
\end{align*}

Table 2 shows the absolute relative error (ARE) for the sixth-order approximate solution using the proposed version of ADM and the seventh-order approximate solution using the standard ADM at \( t = 1 \) for some values of \( x \) in Example 1.

**Example 2** Consider a nonlinear partial differential equation:

\[
\frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x^2} + \frac{\pi^2}{4} u + u^2 = x^2 \sin^2 \frac{\pi t}{2},
\]

\[ (19) \]

| \( x \) | \( t = 1 \) (ARE) of solution using the standard ADM | \( t = 1 \) (ARE) of solution using the proposed version of ADM |
|---|---|---|
| 0.1 | 1.3965 \times 10^{-4} | 3.27534 \times 10^{-6} |
| 0.2 | 2.79299 \times 10^{-4} | 6.55068 \times 10^{-6} |
| 0.3 | 4.18949 \times 10^{-4} | 9.82602 \times 10^{-6} |
| 0.4 | 5.58599 \times 10^{-4} | 1.31014 \times 10^{-5} |
| 0.5 | 6.98249 \times 10^{-4} | 1.63767 \times 10^{-5} |
| 0.6 | 8.37898 \times 10^{-4} | 1.9652 \times 10^{-5} |
| 0.7 | 9.77548 \times 10^{-4} | 2.29274 \times 10^{-5} |
| 0.8 | 1.1172 \times 10^{-3} | 2.62027 \times 10^{-5} |
| 0.9 | 1.25685 \times 10^{-3} | 2.94781 \times 10^{-5} |
| 1 | 1.3965 \times 10^{-3} | 3.27534 \times 10^{-5} |

The time elapsed of the program that calculates the solution is 5.3183 s and 3.6548 s.
with initial condition

\[ u(x, 0) = 0, \ u_t(x, 0) = \frac{\pi x}{2}. \] (20)

This problem was solved in [24] by using the standard Adomian decomposition method. Now, we will apply the proposed accelerated version of ADM and compare the results in Table 3.

**Solution** Equation (19) is rewritten in the form:

\[ L_t u = x^2 \sin^2 \frac{\pi t}{2} + \frac{\partial^2 u}{\partial x^2} - \frac{\pi^2}{4} u - u^2, \] (21)

where \( Nu = u^2 \) and \( L_t = \frac{\partial^2}{\partial t^2} \).

Applying \( L_t^{-1}(\cdot) = \int_0^t \int_0^t (\cdot) \, dt \, ds \) to (21), we get

\[ u = u(x, 0) + t u_t(x, 0) + L_t^{-1} \left( x^2 \sin^2 \frac{\pi t}{2} \right) + L_t^{-1} \left( \frac{\partial^2 u}{\partial x^2} \right) - L_t^{-1} \left( \frac{\pi^2}{4} u \right) - L_t^{-1}(Nu). \] (22)

Based on the recurrence relation (6) and substituting the initial value, we get

\[ u_0 = \frac{\pi x t}{2} - x^2 \frac{2}{2\pi^2} + \frac{x^2}{4} \left( t^2 + \frac{2}{\pi^2} \cos (\pi t) \right), \]
\[ u_{n+1} = L_t^{-1} \left( \frac{\partial^2 u_n}{\partial x^2} \right) - L_t^{-1} \left( \frac{\pi^2}{4} u_n \right) - L_t^{-1} A_n, \ n \geq 0, \] (23)

using El-Kalla polynomials formula (8),

**Table 3** The absolute relative error for Example 2

| x  | \( t = 0.2 \) | \( 0.1 \) | \( 2.08449 \times 10^{-11} \) | \( 3.71362 \times 10^{-11} \) |
|----|---------------|--------|----------------------------|-----------------------------|
|    | \( 0.2 \)     | \( 2.48603 \times 10^{-11} \) | \( 1.21807 \times 10^{-11} \) |
|    | \( 0.3 \)     | \( 8.57263 \times 10^{-12} \) | \( 2.654 \times 10^{-12} \) |
|    | \( 0.4 \)     | \( 1.19764 \times 10^{-11} \) | \( 7.7757 \times 10^{-12} \) |
|    | \( 0.5 \)     | \( 3.70427 \times 10^{-11} \) | \( 1.91576 \times 10^{-11} \) |
|    | \( 0.6 \)     | \( 6.68882 \times 10^{-11} \) | \( 3.15307 \times 10^{-11} \) |
|    | \( 0.7 \)     | \( 1.01782 \times 10^{-10} \) | \( 4.49427 \times 10^{-11} \) |
|    | \( 0.8 \)     | \( 1.41997 \times 10^{-10} \) | \( 5.94405 \times 10^{-11} \) |
|    | \( 0.9 \)     | \( 1.87817 \times 10^{-10} \) | \( 7.50722 \times 10^{-11} \) |
|    | \( 1 \)       | \( 2.3953 \times 10^{-10} \)  | \( 9.18868 \times 10^{-11} \) |

The time elapsed of the program that calculates the solution

\[ y/(\mu a) \ s \quad 4.5263 \ s \]
\[ A_0 = u_0^2, \]
\[ A_1 = 2u_0u_1 + u_1^2, \]
\[ A_2 = 2u_0u_2 + 2u_1u_2 + u_2^2. \]

Then, from (23) and (24) we get
\[ u_0 = \frac{\pi}{2} - \frac{x^2}{2\pi^2} + x^2 \left( t^2 + \frac{1}{2\pi} \cos(\pi t) \right), \]
\[ u_1 = \frac{t^2}{2\pi^2} + \frac{t^4}{24} + \frac{1 - \cos(\pi t)}{\pi^4} - \frac{x(4\pi^2t^3 + 24x - 12\pi^2t^2x + \pi^4t^4x - 24x \cos(\pi t))}{192\pi^2} \]
\[ - \frac{1}{480\pi^5} x^2 (10\pi^8 t^4 - 240\pi^3 t x - 40\pi^5 t^3 x + 6\pi^7 t^5 x - 945x^2 + 90\pi^2 t^2 x^2) \]
\[ - 10\pi^4 t^4 x^2 + \pi^6 t^6 x^2 - 120x (2\pi^3 t - 8x + \pi^2 t^2 x) \cos(\pi t) \]
\[ - 15x^2 \cos(2\pi t) + 480\pi^8 x^4 \sin(\pi t) + 480\pi t x^2 \sin(\pi t)). \]
Table 3 shows the absolute relative error (ARE) for the third-order approximate solution using the proposed version of ADM and the third-order approximate solution using the standard ADM at $t = 0.2$ for some values of $x$ in Example 2. The exact solution of the partial differential Eq. (19) is given in [24] by $u(x, t) = x \sin \left(\frac{\pi t}{2}\right)$.

**Conclusion**

An accelerated technique based on ADM is proposed. In this proposed technique, there is no need for differentiation in calculations of the Adomian polynomials. Consequently, it makes programming easier and saves much time on the same processor compared with the calculations using traditional Adomian polynomials. Convergence analysis of this version is discussed, and the error analysis of the series solution is estimated. Results of numerical examples show the effectiveness of the proposed technique. Accordingly, in the future, this accelerated version is recommended for solving nonlinear equations with different complicated piece-wise differentiable nonlinearity terms.
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ADM: Adomian decomposition method; PDEs: Partial differential equations; NPDEs: Nonlinear partial differential equations; HAM: Homotopy analysis method; HPM: Homotopy perturbation method; ARE: Absolute relative error.
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