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ABSTRACT

After a short review of the historical milestones on normal numbers, we introduce
the Borel numbers as the reals admitting a probability function on their different
bases representations. In this setting, we provide two probabilistic characterizations
of normality based on the stochastic independence of their digits. Finally, we define
the pseudonormality condition, which is satisfied by normal numbers and may be
evaluated in a finite number of steps.
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1 INTRODUCTION

A real number is called normal if every finite sequence of digits is uniformly distributed
in its base-\(b\) representation, for all positive integers \(b\). This concept was first introduced in
1909 by Émile Borel [3], who proved that almost all real numbers are normal. He actually
proved that the set of non-normal numbers has Lebesgue measure zero by means of the
Borel–Cantelli lemma, but such a non-constructive approach led many mathematicians
to better explore the nature of these numbers.

Despite more than a century has passed since the first definition of these numbers,
there are still many open questions and conjectures to be addressed, among which verifying
the normality condition of renowned candidates and constructing concrete examples
of normal numbers seem to be, quite surprisingly, the most compelling. In 1916, Waclaw
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Sierpiński constructed a famous example of a number that can be proved to be normal \cite{11}. In the following years, other normal numbers were introduced \cite{4,6} and many of their properties were discovered \cite{10}. One of the most interesting and useful tools to deal with these objects is the so-called Weyl criterion \cite{13}, which has led to several results (see, e.g., \cite{12}) and seems promising also for future research. However, we are still far from a comprehensive knowledge of these objects.

The present work aims at providing a different approach to the study of normal numbers by using alternative techniques. First, we rigorously formalize the probabilistic concept underlying the definition of normality. Initially, we restrict our attention to the numbers that admit a probability function on all their bases representations, which we call Borel numbers as they were originally considered in \cite{3}. Among those, normal numbers are then characterized as the real numbers whose base representations constitute strings of mutually independent digits. However, both this probabilistic approach and the classical ones share a common limitation: for a given base $b$ and a given precision Borel number $\omega \in \mathbb{R}$, the number of tests that should be performed for verifying the base-$b$ normality of $\omega$ is unbounded.

The paper is organized as follows. In Section 2 we recall the definition of normal number and the most known and relevant results in this field. In Section 3 we define the Borel numbers and then we propose two probabilistic characterizations of normality. Section 4 is devoted to the study of the class of pseudonormal numbers. Finally, in Section 5 we take the stock of our work, proposing some possible future developments.

## 2 Basic definitions and known results

This section is devoted to recall the classic notation about normal numbers and review some of their key properties. Throughout this work, we will always denote the set of positive integers by $\mathbb{N}^* = \mathbb{N} \setminus \{0\}$, and by $\mathbb{N}_{>k}$ the set of integers greater than a given value $k$. For a more exhaustive collection of known results and properties about normal numbers, we refer to \cite{8}.

### 2.1 Definitions and examples

We begin with the basic definitions of normality proposed in the first work by Borel \cite{3}.

**Definition 2.1.** A real number $\omega$ is said to be *simply normal* in an integer base $b$ if its infinite sequence of digits is *uniformly distributed*, i.e., every base-$b$ digit has natural density $1/b$ in $\omega_b$. We let $\mathcal{S}_b$ denote the set of simply normal numbers in the given base $b$. 
Definition 2.2. A real number $\omega$ is said to be normal in base $b$ (or $b$-normal) if, for every positive integer $n$, all possible $n$-digits strings have density $b^{-n}$ in the base-$b$ representation of $\omega$. The set of all $b$-normal numbers will be indicated by $\mathcal{N}_b$.

Definition 2.3. A real number $\omega$ is called an (absolutely) normal number if it is normal in base $b$ for every $b \in \mathbb{N}^*$.

Remark 2.4. We say that an $n$-digits string $L$ has natural density $\epsilon \in \mathbb{R}$ in the $b$-representation of $\omega$ if the limit
\[
\lim_{m \to \infty} \frac{|\{\text{substrings equal to } L \text{ in the first } m \text{ digits of } \omega\}|}{m}
\]
exists, and it is equal to $\epsilon$.

We just remark that the existence of such limit is not guaranteed. As an example, the number
\[
\omega = \sum_{i=0}^{\infty} \left( \sum_{j=0}^{2^i-1} b^{-j} \right) b^{-2^i}
\]
has the following base-$b$ representation
\[
w_b = 0, 10 \underbrace{00000000}_{1} \underbrace{1111111111111111}_{8} \ldots
\]
It is easy to verify that the above limit for the null sequence $L = [00 \ldots 0]$ of any length does not exist.

Example 2.5. There are many classical examples of $b$-normal numbers. One of the most famous is the so-called Champernowne constant:
\[
C_{10} = 0, 12345678910111213141 \ldots
\]
which was proved to be a 10-normal number [4]. Nakai and Shiokawa proved [6] that $C_b$ is normal for any base $b$, hence for instance
\[
C_2 = 0, 1101110010111011100 \ldots
\]
\[
C_3 = 0, 12101112202122100101 \ldots
\]
are 2-normal and 3-normal numbers, respectively.

Remark 2.6. In 1917 Sierpinski performed a labored construction to define an absolutely normal number, however it was a priori unclear whether his number was computable [11]. In fact, in 2002, Becher and Figueira proved that Sierpinski’s number is computably enumerable, alongside providing a recursive reformulation of its construction, which produces an actual computable absolutely normal number [1].
It is clear that a rational number cannot be normal, as its sequences of digits are eventually periodic in any base. Moreover, Martin proved in 2001 the existence of an absolutely abnormal irrational number [5], namely a number that is not simply normal in any base.

**Example 2.7.** The absolutely abnormal number $\mu$ due to Martin can be computed as follows. Let

$$f(n) = \begin{cases} 4 & \text{if } n = 2, \\ \frac{f(n-1)}{n-1} & \text{if } n \geq 3, \end{cases}$$

then we define Martin’s number as

$$\mu = \prod_{m=2}^{\infty} \left( 1 - \frac{1}{f(m)} \right),$$

which turns out to be irrational and absolutely abnormal.

### 2.2 Classical results

The importance of normal numbers is witnessed by the following fundamental theorem proved by Borel [3].

**Theorem 2.8.** *Almost all real numbers are normal.*

We recall that two given integers $r, s \in \mathbb{N}^*$ are called *multiplicatively dependent* if there exist integers $n, m \in \mathbb{Z}$ such that $r^n = s^m$. In such case, we let $r \sim s$ denote this relation. Multiplicatively dependent bases have been proved to be normal-equivalent by Schmidt in [10], who obtained the following result.

**Theorem 2.9.** Let $r, s \in \mathbb{N}^*$.

- If $r \sim s$, then any number normal to base $r$ is also normal to base $s$.

- If $r \not\sim s$, the set of numbers that are normal to base $r$ but not even simply normal to base $s$ has the power of the continuum.

It seems now appropriate to point out the connection between normal numbers and uniformly distributed modulo 1 sequences (see, e.g. [7, Thm. 8.15]), which has been constituting one of the most practical results in this field.

**Theorem 2.10.** Let $b \in \mathbb{N}^*$. A real number $\omega$ is $b$-normal if and only if the sequence $\{b^n \omega\}_{n \in \mathbb{N}} = \{\omega, b\omega, b^2 \omega, \ldots\}$ is uniformly distributed modulo 1.
One of the most powerful tools to exploit this result is the following criterion proved by H. Weyl [13].

**Theorem 2.11.** Let \(\{a_n\}_{n \in \mathbb{N}}\) be a sequence of real numbers. The following are equivalent.

- \(\{a_n\}_{n \in \mathbb{N}}\) is uniformly distributed modulo 1.
- For each non-zero integer \(k\), we have
  \[
  \lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^{N} e^{2\pi i ka_j} = 0.
  \]

**Corollary 2.12.** The sequence \(\{n\omega\}_{n \in \mathbb{N}^*} = \{\omega, 2\omega, 3\omega, \ldots\}\) is equidistributed modulo 1 if and only if \(\omega\) is irrational.

**Remark 2.13.** In literature, there are many results concerning the equidistribution modulo 1, such as [2, 7, 9].

### 3 Probabilistic characterization of normality

First and foremost, we fix the notation that will be employed in the following. For any \(b \in \mathbb{N}^*\), we denote the base-\(b\) digits by \(\mathfrak{B}_b = \{0, \ldots, b-1\}\), or simply by \(\mathfrak{B}\) when the base is clear from the context. Given a real number \(\omega \in \mathbb{R}\), we denote the string of digits in its \(b\)-expansion by \(\omega_b\), indexed by the inverse of correspondent exponent of \(b\) in its \(b\)-representation, namely
\[
\left( \sum_{i=k}^{\infty} s_i b^{-i} \right)_{b} = [s_k, s_{k+1}, \ldots].
\]

We are primarily interested in numbers whose \(b\)-expansions admit the limits discussed in Remark 2.4.

**Definition 3.1.** We say that \(\omega \in \mathbb{R}\) is a Borel number if for every \(b, n \in \mathbb{N}^*\) and every string \([s_1, \ldots, s_n] \in \mathfrak{B}^n_b\), the following limit
\[
\lim_{m \to \infty} \frac{1}{m} \left| \left\{ [b_k, \ldots, b_{k+n-1}] \subset \omega_b : [b_k, \ldots, b_{k+n-1}] = [s_1, \ldots, s_n] \right\} \right| \frac{1}{m} = \frac{2^n}{b^n}
\]
exists. When existent, we denote it by \(P_{\omega,b}(s_1, \ldots, s_n)\), or in a more concise form by \(P([s_1, \ldots, s_n])\), when the number and the base are clear from the context. We denote the set of all Borel numbers by \(\mathcal{B}\).
Dealing with Borel numbers, we will simply let \([s_1, \ldots, s_n]\) denote the event that a generic \(n\)-substring of digits in the \(b\)-representation of \(\omega\) is equal to \([s_1, \ldots, s_n]\). In the same spirit, we denote the probability of finding the digit \(s_n\) right after an occurrence of the string \([s_1, \ldots, s_{n-1}]\) in the \(b\)-representation of \(\omega\) by \(\mathbb{P}([s_n] \mid [s_1, \ldots, s_{n-1}])\). Finally, we let \(\mathbb{P}([s_n] \mid [s_1])\) denote the probability of finding in the \(b\)-representation of \(\omega\) a string of length \(n\) starting with \(s_1\) and ending with \(s_n\).

**Remark 3.2.** Since every normal number is a Borel number by definition, Theorem 2.8 ensures that almost all real numbers are Borel.

The idea of normality is closely connected to the stochastic independence of the digits and this section shall formalize this link.

**Definition 3.3.** Let \(b \in \mathbb{N}^*\). A Borel number \(\omega \in \mathbb{R}\) is said \(b\)-casually constructed if for every \(n \in \mathbb{N}^\ast\) and every \([s_1, \ldots, s_n] \in \mathcal{B}^n\) the following conditions hold.

\[
\begin{align*}
\mathbb{P}([s_1]) &= \frac{1}{b}, \\
\mathbb{P}([s_n] \mid [s_1, \ldots, s_{n-1}]) &= \frac{1}{b}. \\
\end{align*}
\]

If the condition (1) holds for every base \(b \in \mathbb{N}^\ast\), we shall say that \(\omega\) is casually constructed.

**Remark 3.4.** Definition 3.3 means that any digit is independent of the preceding. In fact, two events \(A\) and \(B\) are stochastically independent if

\[
\mathbb{P}(A \mid B) = \mathbb{P}(A).
\]

The equivalence between \(b\)-casually constructed numbers and \(b\)-normal numbers is given by the following proposition.

**Proposition 3.5.** Let \(b \in \mathbb{N}^\ast\). A Borel number \(\omega \in \mathbb{R}\) is \(b\)-normal if and only if it is \(b\)-casually constructed.

**Proof.** Let us first assume that \(\omega\) is \(b\)-normal. Since \(\omega\) is simply \(b\)-normal, then for every \(s_1 \in \mathcal{B}\) we have \(\mathbb{P}([s_1]) = \frac{1}{b}\). Furthermore, by definitions of conditional probability and normality, we have

\[
\mathbb{P}([s_n] \mid [s_1, \ldots, s_{n-1}]) = \frac{\mathbb{P}([s_n] \land [s_1, \ldots, s_{n-1}])}{\mathbb{P}([s_1, \ldots, s_{n-1}])} = \frac{\mathbb{P}([s_1, \ldots, s_n])}{\mathbb{P}([s_1, \ldots, s_{n-1}])} = \frac{b^{-n}}{b^{-(n-1)}} = \frac{1}{b}.
\]

hence both the conditions (1) are satisfied.
Let us now suppose that $\omega$ is $b$-casually constructed. We inductively prove that $\omega$ is $b$-normal, i.e., we show by induction on $n \in \mathbb{N}^*$ that any string of size $n$ has the same probability $b^{-n}$ to occur. The base step is the first condition of (1). As for the inductive step, we have

$$\mathbb{P}([s_1, \ldots, s_{n+1}]) = \mathbb{P}([s_1, \ldots, s_n]) \cdot \mathbb{P}([s_{n+1}] \mid [s_1, \ldots, s_n]) = \frac{1}{b^n} \cdot \frac{1}{b} = \frac{1}{b^{n+1}}.$$

Thus, $\omega$ is $b$-normal.

The next result provides a further characterization from a probabilistic point of view, which turns out to be very useful in the following.

**Theorem 3.6.** Let $b \in \mathbb{N}^*$ and let $\omega$ be a Borel number. Then, $\omega$ is $b$-normal if and only if for every $n \in \mathbb{N}^*$ and every pair $s_1, s_n \in \mathcal{B}$, we have

$$\mathbb{P}([s_n] \mid [s_1]) = \frac{1}{b}.$$  \hfill (2)

**Proof.** First, we assume that $\omega$ is $b$-normal. Thus, all the strings of length $n$ are equiprobable, and $1/b^2$ of them start with $s_1$ and end with $s_n$. Therefore

$$\frac{1}{b^2} = \mathbb{P}([s_1] \land [s_n]) = \mathbb{P}([s_n] \mid [s_1])\mathbb{P}([s_1]),$$

which proves condition (2) as $\mathbb{P}([s_1]) = \frac{1}{b}$.

Now let us suppose that hypothesis (2) holds. We notice that

$$\mathbb{P}([s_n]) = \sum_{s_1 \in \mathcal{B}} \mathbb{P}([s_n] \mid [s_1])\mathbb{P}([s_1]) = \frac{1}{b} \sum_{s_1 \in \mathcal{B}} \mathbb{P}([s_1]) = \frac{1}{b}.$$

Therefore, by hypothesis (2) we get for every $1 \leq i, j \leq n$:

$$\mathbb{P}([s_i] \mid [s_j]) = \mathbb{P}([s_i]).$$

Thus, the $[s_i]$ are mutually independent, which implies

$$\mathbb{P}([s_1, \ldots, s_n]) = \mathbb{P}([s_1]) \cdots \mathbb{P}([s_n]) = \frac{1}{b^n},$$

hence $\omega$ is normal. \hfill \square

**Remark 3.7.** In other words, Theorem 3.6 states that a Borel number is normal if and only if its digits are mutually independent.
4 The $\Delta_b$-scheme and Pseudonormal Numbers

Given a base $b \in \mathbb{N}^*$ and a real number $\omega = \sum_{i=k}^{\infty} s_i b^{-i} \in \mathbb{R}$, we let

$$D_h = \{ i \in \mathbb{Z}_{\geq k} : s_i = h \}$$

(3)
denote the positions of the digits $h$ in the base-$b$ representation of $\omega$. Thus, we have a convenient representation of $\omega$ as

$$w = \sum_{h \in \mathbb{B}} \sum_{t \in D_h} h \cdot b^{-t}.$$  

(4)

Definition 4.1. Let $b \in \mathbb{N}^*$ and $i, j \in \mathbb{B}_b$. We define the swap map

$$\sigma_{i,j}^{(b)} : \mathbb{R} \to \mathbb{R},$$

(Swap map)

which swaps the digits $i$ and $j$ in the base-$b$ representation of the input number, i.e., in the above notation it swaps $D_i$ and $D_j$. We will simply refer to it as $\sigma_{i,j}$ when the base is clear from the context.

Example 4.2. By considering the first twenty 10-digits of $\pi$, we have

$$\pi = 3.14159265358979323846 \ldots$$

$$\sigma_{1,5}^{(10)}(\pi) = 3.5419261318979323846 \ldots$$

Definition 4.3. For every $b \in \mathbb{N}^*$ and $i, j \in \mathbb{B}_b$ we define

$$\Delta_{i,j}^{(b)}(\omega) = \omega_{(b)} - \sigma_{i,j}^{(b)}(\omega).$$

Again, we will omit the base when it is clear from the context.

We observe that, regardless from $b$, there are at most six different digits in the base-$b$ representation of $\Delta_{i,j}^{(b)}(\omega)$, and they only depend on $|i - j|$.

Lemma 4.4. Let $b \in \mathbb{N}^*$ and $\omega \in \mathbb{R}$. For every $i, j \in \mathbb{B}$ let $\delta = |i - j|$. The digits appearing in $\Delta_{i,j}^{(b)}(\omega)$ are contained in the set

$$\mathcal{D} = \{ \delta, b - \delta, \delta - 1, b - \delta - 1, b - 1, 0 \},$$

where all the quantities in $\mathcal{D}$ has to be intended modulo $b$. 
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Proof. First, we notice that the \( D_h \)'s defined in (3) are disjoint sets and, by making use of the notation (4), we have

\[
\Delta_{i,j}^b(\omega) = \sum_{t \in D_i} (i - j) \cdot b^{-t} + \sum_{t \in D_j} (j - i) \cdot b^{-t}.
\]

As considering the opposite of a number does not change its digits in any base, we may assume without loss of generality that \( i \geq j \), so that \( \delta = i - j \). We now write

\[
-\delta \cdot b^{-t} = -b^{-t+1} + (b - \delta) \cdot b^t,
\]

so that

\[
\Delta_{i,j}^b(\omega) = \sum_{t \in D_i} \delta \cdot b^{-t} + \sum_{t \in D_j} (b - \delta) \cdot b^{-t} - \sum_{t \in D_j} b^{-t+1}.
\]

Since \( D_i \) and \( D_j \) are disjoint, the base-\( b \) digits that may appear in the above term \( \sum_{t \in D_i} \delta \cdot b^{-t} + \sum_{t \in D_j} (b - \delta) \cdot b^{-t} \) are only \( \delta, b - \delta \) and 0. By subtracting \( \sum_{t \in D_j} b^{-t+1} \) to it, we may only reduce some of these digits by 1 modulo \( b \), i.e., we may also find \( \delta - 1, b - \delta - 1 \) and \( b - 1 \).

**Definition 4.5.** We define the \( \Delta_b \)-scheme of a Borel number \( \omega \) as the table listing, for every \( i, j \in B_b \), the probability of the \( b \)-digits in \( \Delta_{i,j}^b(\omega) \).

**Remark 4.6.** When \( \sigma_{i,j}^b(\omega) = \omega \), namely when \( i = j \) or when neither \( i \) nor \( j \) appear in \( \omega \), clearly correspond to lines of zeros in the \( \Delta_b \)-scheme, and may be omitted. Analogously, since \( \sigma_{i,j}^b(\omega) = \sigma_{j,i}^b(\omega) \), we can compute it only once.

**Example 4.7.** Let us consider the 5-representation of \( \omega = 19/62 \), which is given by \( \omega_5 = 0.123 \). Its \( \Delta_5 \)-scheme is the following table.

| \( i \) | \( j \) | \( P([0]) \) | \( P([1]) \) | \( P([2]) \) | \( P([3]) \) | \( P([4]) \) |
|---|---|---|---|---|---|---|
| 0 | 1 | 0.6 | 0.3 | 0 | 0 | 0 |
| 0 | 2 | 0.6 | 0 | 0.3 | 0 | 0 |
| 0 | 3 | 0.6 | 0 | 0 | 0.3 | 0 |
| 1 | 2 | 0.6 | 0 | 0 | 0 | 0.3 |
| 1 | 3 | 0 | 0.3 | 0 | 0.3 | 0.3 |
| 1 | 4 | 0.6 | 0 | 0 | 0.3 | 0 |
| 2 | 3 | 0.6 | 0 | 0 | 0 | 0.3 |
| 2 | 4 | 0.6 | 0 | 0.3 | 0 | 0 |
| 3 | 4 | 0.6 | 0.3 | 0 | 0 | 0 |
Some numbers have a $\Delta_b$-scheme with a particularly simple description, as in the following definition.

**Definition 4.8.** Let $b \in \mathbb{N}^\ast$. A Borel number $\omega \in \mathbb{R}$ is $b$-pseudonormal if the probability of the $b$-digits appearing in $\Delta_b^{ij}(\omega)$ only depends on $\delta = |i - j|$ and are given by

\[
\begin{array}{cccccc}
\mathbb{P}([\delta]) & \mathbb{P}([b - \delta]) & \mathbb{P}([\delta - 1]) & \mathbb{P}([b - \delta - 1]) & \mathbb{P}([b - 1]) & \mathbb{P}([0]) \\
\frac{1}{2b} & \frac{1}{2b} & \frac{1}{2b} & \frac{1}{2b} & \frac{b - 2}{2b} & \frac{b - 2}{2b}
\end{array}
\]

where the probability of the same digits are intended to be summed. The set of all $b$-pseudonormal numbers is denoted by $\mathcal{D}_b$.

**Example 4.9.** Let $b = 5$ and $\delta = 1$, which give $\mathcal{D} = \{0, 1, 3, 4\}$. We have

\[
b - \delta = b - 1 = 4 \implies \mathbb{P}([b - \delta]) + \mathbb{P}([b - 1]) = \frac{b - 1}{2b} = \frac{2}{5},
\]

and similarly

\[
\delta - 1 = 0 \implies \mathbb{P}([0]) + \mathbb{P}([\delta - 1]) = \frac{b - 1}{2b} = \frac{2}{5}.
\]

Thus, we obtain the first line of the $\Delta_5$-scheme:

\[
\begin{array}{cccccc}
\delta & \mathbb{P}([0]) & \mathbb{P}([1]) & \mathbb{P}([2]) & \mathbb{P}([3]) & \mathbb{P}([4]) \\
1 & 0.40 & 0.10 & 0.10 & 0.10 & 0.40 \\
2 & 0.30 & 0.10 & 0.20 & 0.10 & 0.30 \\
3 & 0.30 & 0.10 & 0.20 & 0.10 & 0.30 \\
4 & 0.40 & 0.10 & 0.10 & 0.10 & 0.40
\end{array}
\]

**Remark 4.10.** From Definition 4.8, we notice that it is sufficient to consider the $\Delta_b$-scheme of any $b$-pseudonormal number $\omega$ by only evaluating $\Delta_b^{0,\delta}(\omega)$ for $\delta$ ranging into $\{0, \ldots, \lfloor \frac{b}{2} \rfloor \}$. In fact, modulo $b$, we have:

\[|\delta| = | - \delta| = |b - \delta|.
\]

The following proposition motivates the name pseudonormal, by showing that those numbers have the same $\Delta_b$-scheme of any $b$-normal number.

**Proposition 4.11.** Let $b \in \mathbb{N}^\ast$ and let $\omega \in \mathbb{R}$ be a Borel number. If $\omega$ is $b$-normal then it is $b$-pseudonormal.
Proof. Let us represent \( \omega \) as in (4). As for the proof of Lemma 4.4, for every \( i \neq j \) and \( \delta = |i - j| \), we have

\[
\Delta^{i,j}_b(\omega) = \sum_{t \in D_i} \delta \cdot b^{-t} + \sum_{t \in D_j} (b - \delta) \cdot b^{-t} - \sum_{t \in D_j} b^{-t+1}.
\]

Let \( d \in D_i \cup D_j \) be a position index and \( s(d) \) be the corresponding digit, i.e.,

\[
s(d) = \begin{cases} 
\delta & \text{if } d \in D_i, \\
(b - \delta) & \text{if } d \in D_j,
\end{cases}
\]

and let us also call \( n_d \) its following index in \( D_i \cup D_j \), namely

\[
n_d = \inf_{n \in D_i \cup D_j} \{n > d\}.
\]

We may re-write \( \Delta^{i,j}_b(\omega) \) as

\[
\Delta^{i,j}_b(\omega) = \sum_{d \in D_i \cup D_j \atop n_d \notin D_j} \left( s(d) \cdot b^{n_d-d-1} - 1 \right) \cdot b^{-n_d+1} + \sum_{d \in D_i \cup D_j \atop n_d \in D_j} s(d) \cdot b^{-d}.
\]

The convenience of the above expression lies in the fact that every digit of \( \Delta^{i,j}_b(\omega) \) is determined by either the first or the second series above, and they do not overlap. Let \( \omega \) be \( b \)-normal, by Theorem 3.6 we have

\[
P(n_d \in D_i \mid d \in D_i \cup D_j) = \frac{1}{b}.
\]

Similarly, the same theorem combined with the Bayes theorem provides

\[
P(s(d) = \delta \mid n_d \in D_i) = P(s(d) = \delta \mid n_d \in D_j) = \frac{1}{2}.
\]

Therefore, the probabilities of the digits \( \delta, b - \delta, \delta - 1 \) and \( b - \delta - 1 \) are all equal to \( \frac{1}{2} \). Finally, since the average length of \( n_d - d \) is \( \frac{b}{2} \) regardless of \( n_d \), then the probabilities of the digits 0 and \( b - 1 \) are equal, therefore they are both equal to

\[
\frac{1}{2} \left( 1 - 4 \left( \frac{1}{2b} \right) \right) = \frac{b - 2}{2b}.
\]

Thus, the probability of the digits of \( \Delta^{i,j}_b(\omega) \) is that of Definition 4.8 \( \blacksquare \)
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Example 4.12. Let us consider the number $\omega \in \mathbb{R}$ defined by its base-4 representation

$$\omega_4 = 0.33323102322120131211003020100.$$  

The $\Delta_4$-scheme of $\omega$ is given by the table below.

| $i$ | $j$ | $P([0])$ | $P([1])$ | $P([2])$ | $P([3])$ |
|-----|-----|----------|----------|----------|----------|
| 0   | 1   | 0.50000  | 0.12500  | 0.12500  | 0.25000  |
| 0   | 2   | 0.25000  | 0.25000  | 0.25000  | 0.25000  |
| 0   | 3   | 0.25000  | 0.12500  | 0.12500  | 0.50000  |
| 1   | 2   | 0.53125  | 0.09375  | 0.09375  | 0.28125  |
| 1   | 3   | 0.21875  | 0.25000  | 0.25000  | 0.28125  |
| 2   | 3   | 0.53125  | 0.09375  | 0.09375  | 0.28125  |

In particular, we notice that the scheme does not depend only on $\delta$ as the lines indexed by $(i, j) = (0, 1)$ and $(i, j) = (1, 2)$ are different. As consequence, $\omega$ does not satisfy Definition 4.8 so it is not 4-pseudonormal. Thus, by Proposition 4.11 $\omega$ is not 4-normal as well, which is not surprising since it is rational.

We highlight that Proposition 4.11 does not provide a characterization of normality, as shown by the following example.

Example 4.13. Let us consider the following real number $\omega$ in its base-4 representation:

$$\omega_4 = 1320201331020231$$

It may be checked that $\omega_4$ is 4-pseudonormal, but it is rational so it cannot clearly be normal.

The following theorem summarizes, together with Theorem 3.6, the main results of our work.

Theorem 4.14. Let $b \in \mathbb{N}^*$ and let $\omega \in \mathbb{R}$ be a Borel number. The following chain of implications holds:

$$w \text{ is } b\text{-causally constructed} \iff \omega \text{ is } b\text{-normal} \iff \omega \text{ is } b\text{-normal} \iff \omega \text{ is pseudonormal } \Delta_b\text{-scheme} \iff \omega \text{ is simply } b\text{-normal}.$$
Remark 4.15. Testing $b$-normality for a number of a given precision should require a countably infinite number of tests, both by using the original definition (every length should be checked) and by joint use of Theorem 2.10 and Theorem 2.11 (every parameter $k \in \mathbb{Z}^*$ should be checked). Conversely, testing $b$-pseudonormality is a task that may be performed in a finite number of steps, i.e., those needed to construct the corresponding $\Delta_b$-scheme. As pseudonormality is a necessary condition for normality, it is easily envisioned as a preliminary, computationally feasible, test on the candidate numbers.

Example 4.16. By considering the first $10^8$ digits of $\pi$, we computationally check that the digits of $\Delta_{10}^{\pi}$ have the following (approximated) distribution scheme.

| $\delta$ | $P(0)$ | $P(1)$ | $P(2)$ | $P(3)$ | $P(4)$ | $P(5)$ | $P(6)$ | $P(7)$ | $P(8)$ | $P(9)$ |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1     | 0.45  | 0.05  | 0     | 0     | 0     | 0     | 0     | 0     | 0.05  | 0.45  |
| 2     | 0.40  | 0.05  | 0.05  | 0     | 0     | 0     | 0     | 0.05  | 0.05  | 0.40  |
| 3     | 0.40  | 0     | 0.05  | 0.05  | 0     | 0     | 0.05  | 0.05  | 0     | 0.40  |
| 4     | 0.40  | 0     | 0     | 0.05  | 0.05  | 0.05  | 0     | 0     | 0     | 0.40  |
| 5     | 0.40  | 0     | 0     | 0.10  | 0.10  | 0     | 0     | 0     | 0     | 0.40  |

This scheme hints at the fact that $\pi$ might well be $10$-normal, as it is widely believed. The very same distribution holds for $\log(2)$, $\sqrt{2}$ and the gold ratio $\varphi$, approximated with the same precision. Quite surprisingly, it holds also for the Fibonacci constant

$$F_{10} = 0.1123581321345589144233 \ldots$$

5 Conclusions

The history of mathematics is littered with many unsolved problems and open questions and it is certain that, even today, issues around normal numbers are among the most curious and interesting. This work aims at giving a new boost to the study of this topic, by combining different points of view. The final recap provided by Theorem 4.14 is portrayed by the following chain of inclusions.
The above inclusions are all strict, as it follows from the examples shown by Remark 2.4, Example 4.12 and Example 4.13.

Although this probabilistic approach is intuitively clear and easy to handle, there are still many directions that demand to be better explored.

First, even though almost all numbers are proved to be Borel, no efficient criteria are known to decide if it is the case. However, even negative results in this direction might be advantageous for constructing examples of provably non-normal irrational numbers.

Moreover, a similar criterion for normality or pseudonormality may be envisioned, possibly with better performance or scope than the one that is presented in the current work.

Finally, pseudonormal non-normal numbers such as those of Example 4.13 are rare and practically difficult to construct. This suggests that there may be some other light conditions that, paired with pseudonormality, are actually equivalent to normality.
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