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ABSTRACT
There is a substantial and ever-growing corpus of evidence and literature exploring the impacts of Artificial intelligence (AI) technologies on society, politics, and humanity as a whole. A separate, parallel body of work has explored existential risks to humanity, including but not limited to that stemming from unaligned Artificial General Intelligence (AGI). In this paper, we problematise the notion that current and near-term artificial intelligence technologies have the potential to contribute to existential risk by acting as intermediate risk factors, and that this potential is not limited to the unaligned AGI scenario. We propose the hypothesis that certain already-documented effects of AI can act as existential risk factors, magnifying the likelihood of previously identified sources of existential risk. Moreover, future developments in the coming decade hold the potential to significantly exacerbate these risk factors, even in the absence of artificial general intelligence. Our main contribution is a (non-exhaustive) exposition of potential AI risk factors and the causal relationships between them, focusing on how AI can affect power dynamics and information security. This exposition demonstrates that there exist causal pathways from AI systems to existential risks that do not presuppose hypothetical future AI capabilities.

1 INTRODUCTION
As early as the 1950’s, leading academics of the time, including Albert Einstein and Bertrand Russell, were warning of risks of human extinction due to the use of nuclear weapons [9]. More recently, the study of risks that may threaten the very existence of our species has grown as an academic discipline following Nick Bostrom’s introduction of the topic of existential risks [10]. Various processes have since been proposed through which our species could go extinct, along with potential approaches to reduce this risk. Crucially, one does not need to estimate any of the existential risk scenarios as highly probable in order to determine that working to prevent them is an extremely valuable prospect; an extremely large negative value with a very low probability, still leads to an incredibly high expected value for even the smallest degree of reduction in risk [10]. Within the existential risk research community, one of the most discussed risks is that of misaligned artificial intelligence (AI), of which many proposed scenarios rely on the assumption of at least ‘human-level’ artificial general intelligence (AGI), if not outright superintelligence. While we do not deny that some such risks are valid and deserve attention, we feel that less powerful AI systems, including those that are present at the time of writing, ought to also be included in the discussion of existential risks.

In parallel, much concern and attention is being paid to the shorter-term harms of contemporary AI systems, including in digital humanities [see, e.g., 22, 26] and in computer science by the Fairness, Accountability, Transparency and Ethics (FATE) community [see, e.g., 16]. We find these contributions to be long overdue and highly merited. At the same time, these conversations and studies rarely, if ever, discuss how contemporary AI systems could pose existential threats. This position paper aims to highlight a possible extension to current digital humanities research into the domain of existential risk research, and bridge the gap between the two fields by suggesting plausible pathways through which current and near-term AI systems could impact the existential risk stemming from previously identified sources.

It is important to note that, despite much of the following discussion primarily addressing how AI could increase existential risk, there is also potential for AI to act as a significant positive factor in how we are able to address existential risks. If utilised responsibly, AI is an incredibly powerful tool which would doubtless have many potential applications to devising, coordinating, and implementing responses to the dangers that we face. However, identifying both positive and negative impacts of AI with regards to existential risk, and assessing the net affect of these impacts are not the aims of the present paper, and so discussion of the benefits of AI will be minimal.

This paper will take the following structure. We will begin by briefly summarising relevant prior work on existential risk as well
as introducing a number of key pre-existing concepts in the AI and existential risk literatures to which we will refer throughout the paper. The following two sections will each discuss a broad trend of AI, those of AI’s impacts on power dynamics and information security respectively, going into detail as to how these trends are currently, and could potentially manifest. We then discuss how each of the commonly discussed sources of existential risk is impacted by the trends discussed in the preceding sections. Following this, a graphical representation of the interacting AI impacts, sources of risks, and risk factors is given and discussed before the final section concludes.

2 PRIOR WORK ON EXISTENTIAL RISK

We begin by briefly reviewing the relevant background of existential risk research with a focus on existential risk from AI. As mentioned in the introduction, the study of existential risks to humanity as an academic discipline is said to have begun with Bostrom’s influential article ‘Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards’ in 2002 [10], though some discussion was taking place before this [9, 53]. In his article, Bostrom offers a definition of existential risk to be ‘[o]ne where an adverse outcome would either annihilate Earth-originating intelligent life or permanently and drastically curtail its potential.’ He also uses a two-dimensional classification of risks based on both who is affected by a risk as well as how severe the impact is on each individual that is affected. In terms of these two dimensions, Bostrom takes existential risks to be those that are both pan-generational, in that they affect all or almost all living people as well as future generations, and crushing, which is the greatest severity that Bostrom considers. Following Bostrom, attention paid to existential risk increased noticeably with several books being published on the subject including Martin Rees’ ‘Our Final Century?’ [69], Richard Posner’s ‘Catastrophe’ [67], and Nick Bostrom and Milan Ćirković’s ‘Global Catastrophic Risks’ [12]. More recently, in his 2020 book ‘The Precipice: Existential Risk and the Future of Humanity’, Toby Ord summarises much of the work on existential risks carried out since Bostrom’s seminal paper [64]. In it he specifies a classification of identified risk source consisting of: natural risks, such as those from asteroids or supervolcanoes; risks from use of nuclear weapons; biological risks, including pandemics and biotechnology; environmental risks, including those from runaway climate change and biodiversity loss; risks from unaligned artificial intelligence; and unknown future risks. It is Ord’s definition of an existential risk as ‘a risk that threatens the destruction of humanity’s longterm potential’ [64] that we will use in this paper. Note that this definition, in a similar fashion to Bostrom’s, includes not only extinction of the human species, but also scenarios of technological or social stagnation, unrecoverable collapses of society or dystopias, all of which would result in the non-fulfilment of our species’ potential [6]. Furthermore, we will make use of another definition that Ord highlights, that of an existential risk factor (or simply risk factor), being a situation, state of affairs, or event that, while may not directly constitute an existential risk, can increase the probability of an existential catastrophe occurring, or reduce our abilities to respond to one [64]. A commonly cited illustrative example is that of a great power war, that is, a war between technologically advanced and powerful nations. While the war itself might not be a source of existential risk, it is certainly plausible that it would contribute to overall risk during, and perhaps after, the war if, for example, it pushes involved nations towards use or development of nuclear, chemical, or biological weapons of mass destruction, or incentivises greater funding towards developing novel, more dangerous weapons technologies.

One of the sources of risk that is estimated to contribute the most to the total amount of risk currently faced by humanity is that of unaligned artificial intelligence, which Ord estimates to pose a one-in-ten chance of existential catastrophe in the coming century. Several books including Bostrom’s ‘Superintelligence’ [11], Stuart Russell’s ‘Human Compatible’ [72], and Brian Christian’s ‘The Alignment Problem’ [20], as well as numerous articles [see, e.g., 2, 32, 41] have addressed the alignment problem of how to ensure that the values of any advanced AI systems developed in the coming years, decades, or centuries are aligned with those of our species.

Much of this literature has started from the assumption of currently hypothetical levels of AI capability, introducing terms such as superintelligence, artificial general intelligence, or human-level machine intelligence, and proceeding to explore the inherent difficulties in controlling such systems and presenting potential strategies for doing so. In recent years however, more focus has been payed to the impacts of AI that are not assumed to have such strong capabilities, and the ways in which such systems could still pose an existential risk. For example, K. Eric Drexler [50] considers risks from pluralities of interacting AI services, shedding light on a new trajectory to existential catastrophe from AI. Furthermore, researchers such as Paul Christiano [21] and Joseph Carlsmith [18] are now considering risks from ‘power-seeking AI’, that is, systems that despite not being assumed to be at some specific level of generality or intelligence, nonetheless could seek to increase their level of influence for their own strategic advantage. Finally, scholars within the field of AI governance are considering ways in which even weaker conceptions of future AI can have dramatic impacts [see, e.g., 39, 88]. For example, Zwetsloot and Dafaoe introduce the concept of structural risks, complementing the notions of accident and misuse risks from AI [28, 91]. Whereas misuse risks are those caused by the deliberate use of AI in a harmful manner, and accident risks occur due to some glitch, fault, or oversight that causes an AI system to exhibit unexpected harmful behaviour, structural risks of AI are those caused by how a system ‘shapes the broader environment in ways that could be disruptive or harmful’. Dafaoe also defines a set of perspectives through which to view the challenges of governing AI. These are the ecology and general purpose technology (GPT) perspectives, which consider a potential global ecosystem of interacting AI systems, and view AI as a broad GPT comparable to the combustion engine, or electricity, respectively, as well as the more familiar superintelligence perspective, which focuses on the challenges of governing AI with cognitive abilities far greater than our own. Compared to the superintelligence perspective, the ecology and GPT perspectives lend themselves to a broader outlook of AI and thus lend themselves to studying potential structural risks from AI.

This shift towards less dramatic and speculative failure scenarios due to advanced AI is accompanied by a similarly growing body that moves away from characterising other existential risks solely as singular events and towards descriptions of risks as the result of
the complex interactions between multiple, more mundane vulnerabilities in our social and political systems [see, e.g., 3, 24, 55]. For example, in their in-depth exploration of hazards, vulnerabilities and exposures to existential risk, Liu et al. emphasise the need for expanding our understanding of the variety of paths that might lead to existential risk [55]. Among their arguments, they provide examples of how narrow AI could be sufficient to pose existential risk. This work aims to contribute further to this perspective by focusing on the potential indirect pathways from narrow AI to existential risk, without assuming AGI.

2.1 A note on terminology
Throughout this paper we make use of Baum’s definitions of near-term, mid-term, and long-term AI [5]. As defined by Baum, near-term AI is ‘AI that already exists or is actively under development with a clear path to being built and deployed’, while long-term AI is ‘AI that has at least human-level general intelligence.’ Mid-term is then loosely defined as AI that falls in between these two categories, with potential for overlap. While some researchers have criticised such distinctions [68], we believe that these terms can be of instrumental use if defined precisely. Finally, this paper will take a holistic view of AI which considers systems as being situated in, and inseparable from, their wider physical and digital environment. This may include (but is not limited to) political, corporate, and social structures, and the technological systems (software and hardware) through which users interact with AI.

3 AI CAN SHIFT OR STRENGTHEN EXISTING POWER DYNAMICS
In this section we consider the ways that AI, as a general purpose technology, can affect the power dynamics between different pairs of actors from nation states, multinational corporations, and the public. These actors were selected as particularly prominent in relation to AI based on current trends: large, multinational technology companies develop AI for use in their services to be used by the public; the public clearly has an important relationship with nation states; and states interact with multinational technology companies through, for example, regulation. States are also involved in AI research and development through their military and intelligence agencies, and governmental funding of research.

3.1 State-State Power Relationships
AI has the potential to disturb the relationship between a pair of nation states. Some examples of such disturbance already exist, with voices in the USA and the West more generally expressing ‘America’s technology - the backbone of its economic and military power - is under threat’ and that ‘AI is deepening the threat posed by cyber attacks and disinformation campaigns that Russia, China, and others are using to infiltrate our society, steal our data, and interfere in our democracy’ [76].

In particular, China has undergone staggering development and economic growth since 1979, with its economy doubling in size on every eight years [60]. Furthermore, the publication in 2017 of the ‘New Generation Artificial Intelligence Development Plan’ (AIDP), China’s central document outlining its targets for future AI development, marks a considerable step towards its desired position as a global technology superpower [86]. This dramatic rise in technological capabilities of China and other Asian nations has been interpreted as a broader movement of ‘Easternisation’, that is, a shift of global power towards the East. For example, it has been claimed that ‘[i]n the 19th century, the world was Europeanized. In the 20th century, it was Americanized. Now, in the 21st century, the world is being irreversibly Asianized’ [51].

If one takes the view that such a shift in global power is a primary cause for concern based on moral, political, or social reasoning, then it is clear that this could constitute a risk factor. For example, the AI Now Institute has observed that ‘[t]he urgency of “beating” China [in terms of the development of AI] is commonly justified based on the nationalist assumption that the US would imbue its AI technologies... with better values than China would. China’s authoritarian government is presumed to promote a more dystopian technological future than Western liberal democracies’ [27]. If one ascribes to this (admittedly Euro- and US-centric) view, it could be argued that there are possible realisations of such a ‘dystopian technological future’ that would constitute an existential catastrophe, regardless of how likely they are.

Nevertheless, it is possible for this global shift to constitute a risk factor even if ‘Easternisation’ is not viewed as a primary risk. The mere existence of such views could itself be a risk if it contributes to a growing sense of an AI arms race between technological superpowers. The emergence of such a competitive dynamic may go on to inhibit international coordination within and without the field of AI, incentivise against AI safety precautions, or apply pressure for investment in intentionally harmful AI technologies such as lethal autonomous weapons (LAWs); some of these trends are already emerging. It is conceivable that the coming decades might witness an ‘AI cold war dynamic’, increasing the chances of physical conflict between involved states, and diverting resources away from other pressing issues including existential risks.

3.2 State-Corporation Power Relationships
We now consider the evolving nature of relationships between nation states and multinational corporations with significant interests in AI technology.

The past two decades have seen a monumental rise of private corporations in the technology sector, including Facebook/Meta, Google/Alphabet, Amazon, Microsoft, Netflix, and Twitter, to the extent that, as an example, in the fiscal year ending April 2021, Alphabet had a revenue of $183bn, which would make it the 54th wealthiest country in terms of GDP. [1] In addition to their wealth, these corporations interact with the general public to extents unprecedented for private bodies, with a large proportion of our social, professional, and commercial activities being facilitated by services provided by these companies. Technology giants are increasingly coming under scrutiny for the negative externalities they are imposing on their users, such as disinformation, extreme polarization and mental health risks, to name a few [see, e.g., 56]. However, the

[1]This is a conservative comparison. If market capitalisation is used rather than revenue, the argument is even stronger.
massive scale and disproportionate influence of these corporations can put nation-states in a difficult position when it comes to interacting with them. For example, a proposal made by the Australian government in February 2021 for a new law that would require platforms such as Facebook and Google to pay for the media content that they distribute led to a high-profile dispute. Eventually an agreement was reached, but not before Facebook restricted the actions of Australian news outlets on the site and Google threatened to withdraw its web search service from the country [7].

Another difficulty faced by states results from the global reach of these corporations. This is exemplified in the practice of legal tax-avoidance amongst such multinationals, and the resulting attempts of the OECD to adjust international corporation tax prices to better distribute the taxes of multinationals amongst the nations in which they operate. This will be achieved through a plan that will ensure a fairer distribution of profits and taxing rights among countries with respect to the largest [multinational enterprises], including digital companies as well as put a floor on competition over corporate income tax, through the introduction of a global minimum corporate tax rate [62].

Inevitably, many of the goals and decisions of such corporations are profit-driven, and as such can often be misaligned with those of wider society. It is thus important for states to devise and enact sufficient regulatory processes in order to ensure that the well-being of the public is prioritised, the functionality of political processes is maintained, and the power of wealthy multinational corporations is used for the benefit of society as a whole; however, this is easier said than done in a rapidly changing technological environment.

Finally, it is worth noting that, much like the international ‘AI arms race’ discussed above, it is conceivable that a similar situation could occur between a state and a multinational with significant spending in AI research. As in the case of state-state arms races, this could lead to corner-cutting with regards to AI safety, though in contrast to international conflict, at this date it seems unlikely that an arms race involving a private corporation could directly lead to armed conflict.

### 3.3 State-Citizen Relationships

Next, we consider the changing dynamic between states and their citizens as a result of adopting AI surveillance systems. This can take the form of a number of technologies and purposes, including both automatic facial and voice recognition, smart/predictive policing, or the nascent practice of affect recognition, which aims to automatically ‘read’ an individuals emotions from facial micro-expressions. The rapid increase in the ubiquity of such AI systems has been well documented and represents a major increase in the ability that nation-states have to gain knowledge of, and power over, individuals within their borders. The 2018 annual report by the AI Now Institute at New York University claimed that ‘the role of AI in widespread surveillance has expanded immensely in the U.S., China, and many other countries worldwide’ [87]. They further backed this up a year later in their 2019 report, claiming that ‘...despite growing public concern and regulatory action, the rollout of facial recognition and other risky AI technologies has barely slowed down’ [27]. These findings are also supported by Steven Feldstein at the Carnegie Endowment for International Peace who found that ‘AI surveillance technology is spreading at a faster rate to a wider range of countries than experts have commonly understood’ [34]. Feldstein further emphasises that uptake of such systems is not limited to a particular class of state having found example countries in every major world region, and with ‘political systems [that] range from closed autocracies to advanced democracies.’ Many of these systems are already highly criticised in the academic community [see, e.g., 22, 26] and are in extensive use also by corporations, who have in turn served to normalise this formerly palpable level of surveillance [26, 90].

Worryingly, the rise in uptake of AI surveillance technologies is not accompanied by a similarly-paced development in the ethical and legal frameworks that such technologies are embedded in. The AI Now Institute argue there is a growing divide between the theory and practice of ethics in this area [27]. While there has recently been an increase in the awareness of these issues among governments, corporations, and many societal groups, little concrete progress is being made in addressing them. Furthermore, while Feldstein reiterates that some applications of AI surveillance technology are legal, he also states: ‘Even democracies with strong rule of law traditions and robust oversight institutions frequently fail to protect individual rights in their surveillance programs’ [34]. This sets a troubling precedent. If even the most stable and traditionally well-functioning democracies are failing to meet their own regulatory standards for current systems, how will they deal with the more-powerful technologies on the horizon - and furthermore, what hope do we have that less democratic countries will abide by international treaties aiming to enforce ethical use of AI in surveillance?

This rapid development of AI surveillance technology, and the lagging ethical and legal frameworks, almost certainly raises the possibility of a 1984-style, Orwellian repressive autocracy (regardless of the actual probability of such a scenario playing out in practice). Under Or’s definition of existential risk the emergence and stabilisation of such a regime would constitute an existential catastrophe.

Finally, it is worth mentioning an interesting connection between the above discussion and the previous subsection addressing state-corporation relations. Many of the hardware and software components of AI surveillance systems are developed by private companies that sell the technology to governments and police departments; privatization also legitimises surveillance that would be considered extra-legal if run by the state [26]. The AI Now Institute draws a connection between smart city projects and the consolidation of further power in the hands of corporations [27]. A concerning example is the ongoing partnerships between Amazon’s ‘Ring’ doorbell and more than 2,000 U.S. police departments [26, 57]. Emails released by VICE News show Ring employees encouraging police departments to share social media posts advertising Ring and its partner app Neighbor, as well as advising them on how to best persuade hesitant residents to share footage from their Ring doorbells [40]. The implications to, and extent of, citizen privacy}

---

2 A comparable arms race could also occur between two or more multinational corporations, and may arguably be occurring already.

3 Other AI systems may change the state-citizen dynamic in other ways; we focus here on surveillance which is especially salient for many at the time of writing.

4 At least in the West, if not globally.
infringements due to public-private surveillance partnerships are only beginning to be understood.

4 AI AFFECTS INFORMATION TRANSFER AND ACCESS

In this section we look at the ways that current AI systems, as situated in their wider environments, can affect individuals’ and states’ access to information and the effect that this could have on social and political systems.

4.1 Information Ecosystem Threats

The advertising-based revenue model that underlies most of the internet today is driven and propelled by incredibly advanced AI systems, leading to well-documented and troubling phenomena such as disinformation,5 extreme polarization, hate speech, and self-radicalization [42, 90]. Much has been written about how web search and social media, two of the predominant modes of interaction with online information, both rely on AI for their technological and financial success. Underlying the explosive growth of search engine and social media are state-of-the-art AI approaches, including chiefly search and recommender systems, trained on unprecedented amounts of user data and optimised to maximise revenue.

The connections between the ad-tech, AI-powered giants such as Alphabet (Google) and Meta (Facebook) and the meteoric rise of information campaigns, bots, and weaponised controversy have been well documented [e.g., 42, 61]. As the first entry in their ‘Ledger of Harms’, the Center for Humane Technology has listed ‘Making Sense of the World: Misinformation, conspiracy theories, and fake news’ [35]. ‘Filter bubbles’ refer to the feedback loops formed whereby a user is shown search or social media results that align with their existing preferences, leading to ever-increasing levels of confirmation bias [66, 81], which significantly exacerbate the pre-internet phenomenon of echo chambers [23]. During their 2016 information campaigns, for example, the Internet Research Agency (IRA) utilised certain features of the Facebook feed algorithm in order to create large-scale groups of like-minded users which were then gradually primed to be more vulnerable to disinformation [61].

Optimization of metrics such as ‘time spent’ and ‘engagement’ leads to the prioritization and artificial amplification of emotionally-charged, evocative content, often focused on negative emotions such as anger [29] and habits such as ‘doomscrolling’ [79], serving as a form of ‘reward hacking’ for the human mind, whereby the users are dehumanised and converted into mere inputs to the AI’s profit machine [26]. Such optimizations may additionally lead the AI to shift the preferences of its users [49, 52], whether to make them more easily predictable [73] or simply to better serve the company’s profit motive [29]. The extreme radicalization that results contributes significantly to the spread of disinformation [85], and is actively exploited by states and other players sowing disinformation [61], leading to a vicious cycle [4, 29]. This process has led to a breakdown of intersubjectivity in the US and other countries, arguably driven by social media and its underlying AI systems. The plot thickens when these challenges coincide and intersect with other, related issues of hate speech, self-radicalization online, incentives for brevity [38, 44], and trolling behaviors [45], making nuanced conversations all but impossible [29]. Indeed, a recent and prominent paper published in the Proceedings of the National Academy of Sciences has argued that ‘seemingly minor algorithmic decisions’ may be reshaping our long-evolved information-foraging and decision-making processes in as of yet undetermined but potentially harmful ways [4].

On top of all these, AI-powered synthetic media – including, but not limited to, deep fakes – pose an entirely new level of challenge that society has yet to fully reckon with [19], simultaneously allowing the creation of incredibly convincing false narratives, while providing cover frequently referred to as the ‘liar’s dividend’ - whereby true and damaging evidence can be waved off as deep fakes [75]. Given the extraordinary success of contemporary disinformation campaigns relying chiefly on so-called ‘cheap fakes,’ an overactive imagination is not required in order to see the feasibility of wide-scale AI-powered manipulation in the near future.

Taken together, these are significant and growing threats to the information ecosystem, and by extension, to the collective decision making capacity of humanity. These threats have the potential to act as a mediating risk factor, particularly regarding those sources of existential risk for which collective action of the public can directly affect the severity of outcomes, such as pandemics, nuclear war and climate change, as we will discuss in further detail below.

Finally, some scholars have argued that, over and above whatever multiplier effect they may have to other existential risks, information ecosystem threats constitute an existential risk of their own right, painting a dire image of a dystopian, 1984-esque world where truth ceases to carry meaning [54].

4.2 Cybersecurity and International Cyber Warfare

One of the more natural applications of current and near-term AI is in cybersecurity, as reflected by its dramatic current and projected growth as an industry worth $1 billion in 2016 to $34.8 billion in 2025 [59]. However, there are many open questions regarding the large-scale effects of this trend, not least regarding how the current balance between offence and defence in cybersecurity will be affected by the increased use of AI. Though this is still a disputed topic, though there are persuasive reasons to believe that cybersecurity (including its AI developments) leans towards offense [15, 36, 46, 77].

There are many ways in which the use of AI in cybersecurity may make it easier to successfully carry out attacks. Matteo et al. note that the use of machine learning methods in the creation of defense systems creates a further vulnerability in the system itself, if attackers are able to influence the training of the system in use [82]. They point to studies showing that carefully constructed changes to training data, imperceptible to human overseers, can result in unexpected behaviour of the trained system;6 a recent survey details many techniques to train machine learning to be robust to such challenges [31]. Furthermore, Johnson points out

---

5Disinformation campaigns refer to coordinated attempts to spread false information; misinformation is the unintentional sharing of false information [see, e.g., 29, 63].

6Matteo et al. give the example of how adding 8% of faulty data during training of an AI system intended to recommend drug dosages can result in over a 75% change in the doses for 56% of patients.
that AI can be used by adversaries to design and implement complex and customised cyber-attacks with unprecedented accuracy and efficiency [46].

On the other hand, AI also provides advanced methods for detecting and responding to cyber-attacks. Wirkuttis and Klein observe that the abilities of AI systems to handle large data sets make them prime candidates for the automation of cybersecurity related tasks, network monitoring, and malicious intrusion identification [89].

Cybersecurity between nation-states is now being referred to as ‘cyberwarfare’ [see, e.g., 31] and actively discussed as ‘the new cold war’ [1, 70]. To summarise, AI is now a major part of cybersecurity, and an arms race has the potential to lead to potential catastrophes and heightened tensions between nations.

5 HOW THESE TRENDS CONSTITUTE RISK FACTORS

Having discussed some of the potential impacts that current and near-term AI can have, and is already having, we now move on to see how these impacts can act as risk factors. We will begin by discussing general factors that can affect total existential risk from any source, before briefly considering each of the commonly studied sources of risk separately.7

5.1 General Risk Factors

Many of the AI trends and impacts discussed above have direct implications on the functioning of social and political structures. For example, the use of recommender systems and incentives for brevity on social media may lead to an increase in political polarisation and a less informed public respectively. In democratic societies this may have a knock-on effect in terms of the political process. An increase in political polarisation in the general public, for example, may be reflected within political institutions, whereby elected representatives are unwilling to compromise due to a rise in political partisanship. This would lead to an increase in difficulty of passing key legislature aimed at addressing pressing problems, including existential risks, thereby acting as a risk factor. Furthermore, a less informed public may be more susceptible to coordinated mis- and dis-information campaigns, such as the Russian state interference with the 2016 U.S. presidential election [61]. Such effects act as risk factors by eroding trust in traditional democratic political structures and processes, thus inhibiting their ability to respond to existential risks. Political processes may also be hindered by changes to state-corporation relations that result in corporations having greater political lobbying power, or political division over government regulation of multinational corporations.

Secondly, increased state-state competition, in the form of an arms race, AI or otherwise, can also seriously impede responses to existential and catastrophic risks by diverting attention and resources towards the addressing the competition dynamic. While not relating to state-state competition, we can see an example in how more immediately pressing issues can divert attention away from longer-term concerns in countries’ reactions to the COVID-19 pandemic. Some writers have observed and pointed out the dangers of tunnel vision towards such scenarios at the expense of other, less immediate but no less serious issues such as climate change and nuclear proliferation, among others [37]. It is reasonable to expect that the emergence of an AI arms race, or other cold war scenario, could have similar impacts on our responses to other dangers. Finally, as mentioned above, the development and deployment of AI-powered surveillance systems increases the probability of Orwellian dystopias of global, sustainable, repressive autocracy.

5.2 Nuclear Weaponry

We now consider near-term AI’s impacts on specific sources of risk, starting with that from nuclear weaponry. This is most likely the source of risk that would be most affected by heightened state-state tensions. If competitive dynamics resulting from an AI arms race between two nuclear states grow uncontrolled and become military in nature, this would increase the probability of a first-strike nuclear attack. The evolving international cybersecurity landscape could also play a role in making such an event more likely, if a state is better able to protect its intelligence, or gain greater access to its adversary’s. Use of nuclear weapons has been widely discussed as a possible source of existential risk due to the possibility of ‘nuclear winter’ [25], which has the potential to lead to widespread famine, and potential human extinction [64]. Further in-depth discussion of AI’s impact on nuclear security can be found in the Stockholm International Peace Research Institute’s three-volume report ‘The Impact of Artificial Intelligence on Strategic Stability and Nuclear Risk’ [13, 74, 83], as well as in [58] and [33].

5.3 Pandemics and Biotechnology

The emergence of a deadly infectious virus, be it naturally occurring or engineered, has been predicted to be a major sources of existential risk [43, 64]. There are a number of ways in which near-term AI trends can act as a risk factor with regards to pandemics. First, as we have seen from the ongoing COVID-19 pandemic, an adequate and coordinated response to such a scenario requires not only political bodies capable of dealing with the threat, but also a public that will play their part to protect themselves and other individuals from the disease. In this regard, it is likely that our ability to collectively respond to a global pandemic depends on public trust in the relevant political systems, in order to maximise the effectiveness of measures such as quarantining, mask-wearing, and mass vaccination. We have seen waves of COVID misinformation and anti-vaccination conspiracy theories throughout the course of the pandemic, with much of the discourse taking place on social media. If we are to have any hope of responding well to another, potentially more dangerous pandemic in the future, it is crucial that mis- and disinformation and conspiracy theories do not disseminate successfully at anywhere near the scale they have for COVID-19.

Additionally, and specifically to engineered pandemics, the availability of powerful AI systems may make it easier for malevolent actors to get hold of the technologies and techniques required to design and produce dangerous pathogens to cause a pandemic. While this is admittedly speculative, recent developments demonstrate AI’s powerful role in solving problems in molecular biology, namely protein folding [17]. Similarly powerful neural architectures, in malicious hands, may cause untold damage [84].

7These sources are: nuclear weapons, biotechnology and pandemics, climate change, natural risks, and unaligned artificial general intelligence.
Finally, heightened international political tensions and state-state rivalry could spur some states to develop and potentially deploy advanced bioweaponry. Indeed, despite the foreseeable widespread condemnation that such an act would provoke, frameworks for regulating such practices is severely under-resourced and under-funded with Ord giving the example that the UN’s Biological Weapons Convention operates on an annual budget of only $1.4 million – less than the average McDonald’s restaurant [64].

5.4 Climate Change

Similarly to pandemics, the cumulative impact of individuals’ actions are able to impact existential climate change risk either positively [71] or negatively. Also like pandemics, climate change has a history of being clouded in mis- and disinformation, often perpetuated by those considered to be doing the most damage [50, 65]. If we are to be able to address the ongoing climate crisis, the public and political spheres must be able to agree on the dangers that we are facing and the strategies that we can employ to alleviate them. In a society where much of the public’s information gathering takes place on social media and where AI algorithms actively promote misleading and hazardous information, AI can increase the likelihood of climate catastrophe.

Additionally, the practice of developing and training AI systems has a drastic first-hand climate impact, due to the large amounts of energy needed to run the hardware system on which the AI is running [80], as well as possible secondary effects through, for example, applications to the exploration and extraction of oil and natural gas [48]. It has been estimated that the technology industry as a whole contributed between 3% and 3.6% of global greenhouse gas emissions in 2020 [8]. Furthermore, it has been reported that training a single natural language processing (NLP) AI model produces 300,000 kilograms of carbon dioxide emissions [80]. According to the AI Now Institute’s 2019 report, this amounts to 125 New York to Beijing round-trip flights [27]. This is an often-overlooked aspect of the growth of AI that must also be addressed if we are to sustain technological development whilst avoiding a climate catastrophe [47].

5.5 Natural Risks

Natural extinction risks are those which humans are not responsible for causing or exacerbating, such as asteroid impacts or supervolcano eruptions. Thus we do not foresee AI to have any significant magnifying impact on such risks aside from the general impacts discussed above.\(^8\)

5.6 Unaligned AGI

Finally, we note that developments in near-term AI will have impacts on how the field will proceed far into the future. Thus, both successes and failures of current AI systems may affect the architecture of a potential artificial general intelligence, the society in which it is developed, or our ability to align it with humanity. For example, if an AI arms race dynamic emerges between states or technology companies, there may be incentives for corner-cutting when it comes to implementing safety practices in order to maximise the capabilities of the system under construction. If such practices continue until the stage at which an AGI is being developed, this could have catastrophic outcomes at the time of deployment of the AGI system.

6 DISCUSSION

Figure 1 shows a diagrammatic representation of the effects of near-term AI, established sources of existential risk, and the potential risk factors identified in this paper that constitute the causal relations between them.

| Table 1: Key for edge colours used in Figure 1 |
|-----------------------------------------------|
| Edge Colour | Description | References |
| Cyan         | AI arms-race scenario | Section 3.1 |
| Orange       | Great power war | Sections 5.2 & 5.3 |
| Red          | Deliberate malicious use of current AI systems | Section 5.3 [14] |
| Green        | Carbon emissions of training large ML models | Section 5.4 [8, 27, 47, 48, 80] |
| Yellow       | AI-enabled surveillance | Section 3.3 |
| Magenta      | Corporate lobbying and government regulation | Section 5.1 [22, 26, 27, 34, 87, 90] |
| Blue         | Modified collective behaviour due to effects on the information ecosystem | Section 4.1 [4, 29, 78] |

In this graph we can see explicit causal pathways from current and near-term AI on the left; through its effects on various power relationships, cybersecurity, and the information ecosystem – represented as blue nodes; to identified sources of existential risk – given as red nodes. The central yellow box represents general risk factors as given in Section 5.1. Edge colours correspond to specific causal relations between nodes, as detailed in Table 1.

We summarise each of these causal relations in turn, starting with cyan edges, representing an AI arms-race scenario (Section 3.1). Such a scenario could result from heightened state-state tensions and could increase the risk posed by unaligned AGI if the resulting development lacks adequate safety considerations. Furthermore, an arms race could act as a general risk factor through the diversion of resources away from existential risk as states increasingly focus on AI research and development. Accordingly, cyan edges connect state-state relations to the risk from unaligned AGI as well as the general risk factor of diverted resources.

Secondly, orange edges represent a great power war scenario. Such a scenario could also result from heightened geopolitical tensions, and could provide incentive for the development or use of nuclear or biological weapons. Hence, orange edges connect state-state relations to both nuclear and biological risk.

Red edges show the potential malicious use of AI. As noted in Section 5.3, AI systems could be applied to the engineering of dangerous novel pathogens, and thus a red edge directly connects current and near-term AI to biological risks. Furthermore, AI could be maliciously applied to aid in targeted disinformation campaigns.
on social media, with the aim of sowing division or confusion in public discourse. Thus, a red edge also connects AI directly to social media. This is alongside a black edge representing effects of AI within social media that are not the result of malicious intent, such as the occurrence of filter bubbles or the spread of misinformation.

There are three causal pathways that only appear as a single edge in Figure 1. Firstly, the green edge represents the direct carbon emissions that result from the training of large ML systems, as discussed in Section 5.4. This edge thus connects current and near-term AI directly to environmental risks. Secondly, the yellow edge denotes the use of AI in surveillance technologies, which, as discussed in Section 3.3, raises the possibility of stable repressive regimes. Thus it connects the node representing state-citizen relations to the node representing such regimes. Lastly, the magenta edge shows the practices of corporate lobbying and government regulation of corporations, as mentioned in Section 5.1. This edge connects state-corporation relations to the general risk factor of compromised political decision-making.

Finally, the blue edges represent effects on collective behaviour as a result of AI’s impact on the information ecosystem. We have discussed how these changes, largely occurring through AI applications in social media, could act as a general risk factor through compromising political decision-making, and can also have effects on the spread of pandemics and the severity of the ongoing climate crisis. Accordingly, blue edges connect social media to general risk factors, as well as biological and environmental risks.

With the complex structure of the interactions between AI effects, risk sources, and risk factors somewhat elucidated by the figure, a few features worthy of discussion are brought to the fore. Firstly, the position of cybersecurity considerations is fairly unique when compared to the other AI impacts addressed, in that we do not deem it to be a primary risk factor for any of the risks considered. Instead, we consider it to act solely through its impacts on state-state relations through actions noted above such as shifting the offense-defence balance. In this respect, AI’s impact on cybersecurity could be considered purely as a constituent component of its impact on state-state relations. While effects on cybersecurity may also impact other parts of the diagram, such as state-citizen relations, we do not deem these to be of the scale of constituting an existential risk factor and so are not explicitly included.

Furthermore, Figure 1 allows us to crudely compare the relative potential magnitudes that each AI impact contributes to total existential risk. If an AI impact acts as multiple risk factors (corresponding to multiple colours of edges), or acts upon multiple risk sources, this could indicate that this impact affects the magnitude of total existential risk that we face more than those impacts only acting as a single factor, or that only affect a single source. This clearly depends on the magnitudes of each risk factor, as well as the estimated contribution of each risk source to total existential risk, and so any such deductions from this graph are speculative at best. Future work aiming to make this diagram more quantitative by including numerical estimates of risk could be of value, though making such an extension would clearly be both challenging and speculative. That being said, preliminary judgement would deem the effects of AI on state-state relationships to be particularly important for future research as a result of state-state tensions acting on five of the six identified sources of risk through the potential scenarios of an AI arms-race and use of either nuclear or biological weaponry. On the other hand, AI’s impact on state-citizen relations seems to be of less concern due to its affecting only the risk of a stable repressive regime through the use of AI in surveillance technologies. We reiterate that such conclusions are highly uncertain and could benefit from quantitative extensions to this framework.

7 CONCLUSIONS AND FUTURE WORK

In this paper we have argued that societal and political issues surrounding contemporary AI systems can have far-reaching impacts

---

Figure 1: A graphical representation of the causal pathways from current and near-term AI to existential risk identified in this paper. Blue nodes represent effects of current and near-term AI, whereas red nodes represent identified existential risks [64]. The yellow box represents the general risk factors discussed in Section 5.1. Coloured edges represent causal connections as given in Table 1.

---

[64]We thank an anonymous review for this observation.
on humanity through their potential acting as existential risk factors, rather than solely through the development of unaligned AGI. We argued that short-term harms from extant AI systems may magnify, complicate, or exacerbate other existential risks, over and above the harms they are inflicting on present society. In this manner, we have offered a bridge connecting two seemingly distinct areas of study: AI’s present harms to society and AI-driven existential risk. By proposing concrete mechanisms for current and near-term AI to act as an intermediate factor to existential risk, we have taken the first step in demonstrating the connection between its primary impacts and existential risk. We believe that more research with the purpose of shedding light on these connections would be incredibly valuable. In particular, we see opportunities to extend the framework presented in Figure 1 either through quantitative estimates of relative likelihoods, or qualitative extensions to other AI impacts or sources of existential risk. The current position paper serves only as a first step in identifying and addressing risks of this nature.
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