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Abstract
We compute $\mathcal{N} = 4$ super Yang–Mills planar amplitudes at strong coupling by considering minimal surfaces in AdS$_3$ space. The surfaces end on a null polygonal contour at the boundary of AdS. We show how to compute the area of the surfaces as a function of the conformal cross ratios characterizing the polygon at the boundary. We reduce the problem to a simple set of functional equations for the cross ratios as functions of the spectral parameter. These equations have the form of thermodynamic Bethe ansatz (TBA) equations. The area is the free energy of the TBA system. We consider any number of gluons and in any kinematic configuration.

PACS number: 11.25.Tq

(Some figures in this article are in colour only in the electronic version)
1. Introduction

In this paper we consider minimal area surfaces in AdS space that end on a null polygonal contour at the boundary of AdS. Our goal is to compute the area of the surfaces as a function of the shape of the contour. Our solution to the problem consists of a system of integral equations of the thermodynamic Bethe ansatz (TBA) form [1]. The area is given by the TBA free energy of the system.

Our motivation for this investigation is the study of scattering amplitudes in $\mathcal{N} = 4$ super Yang–Mills. Planar $\mathcal{N} = 4$ super Yang–Mills is an integrable theory [2]. This means that if one finds the appropriate trick, one can perform computations for all values of the 't Hooft coupling $\lambda$ [3, 4]. Finding the appropriate trick is usually difficult. Via the AdS/CFT correspondence, this problem amounts to solving the quantum sigma model describing strings in AdS$_5 \times S^5$. The classical limit of this theory is simpler to analyze. This is what we do in this paper. We consider classical solutions for strings moving in AdS$_5$. In the classical limit we can forget about the worldsheet fermions and the five-sphere and study strings that are in AdS$_5$. We think that the knowledge of these classical solutions will be useful for solving the full quantum problem. Classical solutions that were useful for the problem of operator dimensions were considered, e.g., in [5, 6]. Here we consider classical solutions relevant for scattering amplitudes or Wilson loops.
Figure 1. The polygon is specified at the AdS boundary by the positions of the cusps \( x_i \). These positions are related to an ordered sequence of momenta \( k_i \) by \( k_i = x_i - x_{i-1} \). The two-dimensional minimal surface stretches in the AdS bulk and ends on the polygonal contour at the boundary.

A scattering amplitude at strong coupling corresponds to a surface that ends on the AdS boundary on a very peculiar polygonal contour [7]. When we consider a color ordered amplitude involving \( n \) particles with null momenta \( k_1, \ldots, k_n \) we get the following contour. The contour is specified by its ordered vertices \( x_1, \ldots, x_n \), with \( x_i^\mu - x_{i-1}^\mu = k_i^\mu \), see figure 1. The problem becomes identical to the problem of computing a Wilson loop with this contour. In fact, we have a ‘dual conformal symmetry’ which acts as the ordinary conformal symmetry on the positions \( x_i \) [8]. The amplitude has a divergent part and a finite part; the divergent part has a structure that is well understood [9] and a piece of the finite part is also known [9, 10]. There is an interesting finite piece which has not yet been computed in general. Two-loop perturbative computations of this piece include e.g. [11–14]. The interesting part of the amplitude is a function of conformal cross ratios of the \( x_i \). If we have \( n \) points we have \( 3(n - 5) \) independent cross ratios. At strong 't Hooft coupling we can compute this in terms of the area of the minimal surface that ends on the polygonal contour [7].

Our method will use integrability of the sigma model in the following way. First we define a family of flat connections with a spectral parameter \( \theta \); sections of this flat connection can be used to define solutions which depend on the spectral parameter \( \theta \). With these, we define a set cross ratios \( Y_k(\theta) \) and find a functional \( Y \)-system that constrains the \( \theta \) dependence of these functions \( Y_k \). This system has \( 3(n - 5) \) ‘integration constants’ which come in when we specify the boundary conditions for \( \theta \to \pm \infty \). We can restate these functional equations in terms of integral equations, where the \( 3(n - 5) \) parameters appear explicitly. These integral equations have a TBA form. Schematically they are

\[
\log Y_k(\theta) = -m_k \cosh \theta + c_k + K_{r,s} \ast \log(1 + Y_s),
\]

where the \( m_k \) and \( c_k \) are the \( 3(n - 5) \) parameters we mentioned above and \( K_{r,s} \) are some kernels. Moreover, the area has an expression in terms of the TBA free energy of the system:

\[
\text{Area} = \int \frac{d\theta}{2\pi} m_k \cosh \theta \log(1 + Y_k(\theta)).
\]

3 There are \( 2n - 10 \) complex ‘masses’ \( m_k \) and \( n - 5 \) ‘chemical potentials’ \( c_k \) with a precise reality.
Evaluating $Y_k$ at $\theta = 0$ we get the physical values of the cross ratios. However, we can view other values of $\theta$ as a one-parameter family of cross ratios which give the same value for the area. Thus, changing $\theta$ generates a symmetry of the problem.

The case involving a six-sided polygon was treated in [15] and the octagon, in a particular kinematic subspace, was considered in [16, 17]. Using this method, the area is computed without finding the explicit shape of the minimal surface.

Our paper is organized as follows. In section 2 we recall the connection between sigma models which obey the Virasoro constraints and Hitchin equations. In section 3 we discuss the case where the minimal surfaces are embedded in AdS$_3$. This is a warm-up problem, which is simpler than the general problem. In section 4 we solve the full AdS$_5$ problem. We derive the $Y$-system, the integral equations and the area and perform some checks. We also compute the exact answer for a one-parameter family of regular polygons. Finally, we present some conclusions. We also have several appendices with useful details.

2. The classical sigma model and Hitchin equations

The classical AdS$_5$ sigma model is integrable. This can be shown by exhibiting a one-parameter family of flat connections. For our problem, it will be convenient to choose this one-parameter family in a special way which will simplify its asymptotic behavior on the worldsheet. In fact, to make this choice, we will make use of the Virasoro constraints of the theory. This has been explained in detail in previous papers [18–22, 24]. Instead of repeating the whole discussion, we will present a slightly more abstract and algebraic version here.

2.1. General integrable theories and Hitchin equations

Let us assume that we have a coset space $G/H$. Let us assume that the Lie algebra $G$ has a $\mathbb{Z}_2$ symmetry that ensures integrability. In other words, imagine that the Lie algebra has the decomposition $G = H + K$ so that $H$ is left invariant under the action of the $\mathbb{Z}_2$ generator while elements in $K$ are sent to minus themselves. We then write the $G$ invariant currents $J = g^{-1}dg$. This is a flat current $dJ + J \wedge J = 0$. We can decompose $J$ in terms of its components along $H$ and $K$ as

$$ J = g^{-1}dg = H + K. \quad (1) $$

When we gauge the sigma model we add a gauge field along $H$, and we can do local $H$ gauge transformations. The equations of motion of the system can be written in terms of the $H$-gauge invariant currents $k = gKg^{-1}$ as $d*k = 0$. Note that $k$ are the Noether currents of the problem. These equations of motion together with the flatness condition for $J$ lead to

$$ D_zK_\bar{z} = 0 = D_{\bar{z}}K_z, \quad [D_z, D_{\bar{z}}] + [K_z, K_{\bar{z}}] = 0, \quad (2) $$

where $D_zX \equiv \partial_zX + [H_z, X]$. \quad (3)

We can view these as equations for the connection. Once we solve these, we can find a coset representative by solving the flatness condition

$$ (d + J)g^{-1} = (d + H + K)g^{-1} = 0. \quad (4) $$

More precisely, we start with a set of independent vector solutions to the equation $(d+\psi_\psi = 0$, orthonormalize them and assemble them into $g^{-1}$. These vector solutions are called flat sections. The global $G$-symmetry acts by left multiplication of $g$ and equations (2) are $G$ invariant. Equations (2) are identical to Hitchin’s equations after the identification $\Phi_z = K_z$. \quad (4)
φ1 = K1, A = H. These equations are equivalent to the flatness of the one-parameter family of connections
\[ d + \hat{A}(\xi), \quad \text{with} \quad \hat{A}(\xi) = \frac{K_{\xi}}{\zeta^2} + H + \zeta^2 K_{\bar{z}} \]  (5)
Flat sections of this connection, at ζ = 1, give back the group element g⁻¹. This connection differs from the connection that is often written (e.g. in [5]) by a gauge transformation by the group element g. Though we will not need it here, let us quote the more usual form of the flat connection
\[ d + a, \quad \text{with} \quad a = g \hat{A} g^{-1} - d g g^{-1} = k_{\xi} d\xi \left( \frac{1}{\zeta^2} - 1 \right) + k_{\bar{z}} d\bar{z}(\zeta^2 - 1). \]
We did not find this form of the flat connection particularly useful for our purposes.

Equations (2) imply that Tr(ζ) = Tr[K3] is holomorphic. This is the usual holomorphicity of the stress tensor. For the SO(n + 1)/SO(n)-type cosets that we are interested in, higher traces of Kζ vanish, so we do not obtain any other interesting holomorphic quantities. In particular, if we consider a theory obeying the Virasoro constraints, T = 0, then we might not get any interesting holomorphic quantities in this fashion.

2.2. Integrable theories with Virasoro constraints and Hitchin equations

As we mentioned above, in the case that T = 0, we must work a bit harder in order to obtain interesting holomorphic quantities. In fact, it is possible to choose a slightly different form (or different gauge) for the connection so that we obtain a more interesting Hitchin system. This is a small variant of the Pohlmeyer-type reduction. For the case with non-zero stress tensor, this was described in [18, 21, 22]. In the particular case that is going to be of interest to us (the SO(2,4)/SO(1,5) or AdS5 sigma model), this was done in [15, 19, 24]. Since we do not want to repeat those derivations here, we give a more abstract perspective on it.

We consider cosets of the form G/H = SO(n+1)/SO(n) or SO(2, n)/SO(1, n). Similar considerations are probably true for other cosets but we have not checked the details. We now have the Virasoro constraints Tr[K3] = 0 and Tr[K2] = 0, and assume that Tr[KζK\bar{z}] is generically non-zero. This quantity is the action density or the area element, so it will be non-zero for our solutions. We can then think of Kζ and K\bar{z} as spanning a two-dimensional subspace of K. We consider a generator q in Η such that Kζ has charge +1 and K\bar{z} has charge −1 under q. In other words, we view Kζ and K\bar{z} as two lightcone directions in the Lie algebra, and q is the ‘boost’ generator. We can further split the Lie algebra Η according to the charges under q. In our case, we have Η(0), Η(1) and Η(−1), where the superscript indicates the charge under q. We then take (5) and make a global gauge transformation by ξq. We obtain
\[ A = \xi q \hat{A} \xi^{-q} = \frac{1}{\xi} (K_{\xi} + H_{\xi}^{(-1)}) d\xi + H_0 + \xi (K_{\bar{z}} + H_{\bar{z}}^{(1)}) d\bar{z} \equiv \frac{\Phi_{\xi} d\xi}{\xi} + A + \xi \Phi_{\bar{z}} d\bar{z}. \]  (6)
This is the final form of the flat connection that we will use. We saw that it is a simple transformation of the previous one. Moreover, when ζ = 1 the gauge transformation is trivial and the flat sections of this connection are still giving us the solution g⁻¹, as in (4). One nice aspect is that now P(ζ) = 1/2 Tr[Φ2] is a non-vanishing holomorphic current. One can wonder why we have a spin-4 holomorphic current. In general, the integrable theory has higher spin

4 Actually, to be a bit more precise, we have a Z2 projection of the Hitchin problem based on G by the Z2 symmetry we considered above. Namely, we project on to Φ = −s(Φ), and A = s(A) where s is the Z2 transformation that multiplies the elements of K by −1.

5 In this derivation we have used that H_{\bar{z}}^{(-1)} = 0 = H_{\xi}^{(1)}. This follows from (2) plus the condition that Kζ is non-vanishing (and the q-charges of H and K).
conserved currents. These higher spin currents are usually not holomorphic. When the stress tensor vanishes, the spin-4 current becomes holomorphic. In terms of embedding coordinates with $X^2 = -1$, we have $P \propto \delta^2 X \cdot \delta^2 X$. We also have that $\text{Tr}[\Phi_i^2] = 0$ for $r < 4$. Finally, note that if we start from a general $SO(n)$ Hitchin equation, we can specialize into (6) by performing a $Z_4$ projection generated by the product of the $Z_2$ transformation we had above times a conjugation by $(i)^q$, where $q$ is the $U(1)$ generator we discussed above. This combined generator, let us call it $r$, should then give $r(\Phi_4) = -i\Phi_4$, $r(\Phi_{r*}) = i\Phi_4$, $r(A) = A$. In section 4.1 we give a more explicit form for this generator.

In our case, we will further use the relation between $SO(2, 4)$ and $SU(2, 2)$ in order to write an $SU(2, 2)$-flat connection. If we denote by $\psi$ the flat sections of the $SU(2, 2)$ connection, then anti-symmetric products of two different sections $\psi$ and $\psi'$ will give a flat section in the vector representation of $SO(2, 4)$. Schematically $qA = (\Gamma^A)j^q \psi_{(\alpha} \psi'_{\beta)}$, where $\psi$ and $\psi'$ are two solutions of the problem in the spinor (or fundamental of $SU(2, 2)$) and $q^4$ is a solution in the vector representation of $SO(2, 4)$.

Note that the action for the problem, which is equal to the area, is given by

$$A = \int d^2z \text{Tr}_{SO(2, 4)}[K_2 K_2] = 2 \int d^2z \text{Tr}_{SU(2, 2)}[K_2 K_2] + \text{total derivative}. \quad (7)$$

The total derivative term is a constant proportional to the degree of the polynomial $P$ (and independent of the kinematics). In order to show the last equality in (7) we can take the trace of the generator $q$ times the second equation in (2) and use the Jacobi identity. (Alternatively, one can show it via an explicit parameterization as in [15].)

Once we compute this geometric area we can compute the amplitude, or the Wilson loop expectation value, as

$$\text{Amplitude} \sim \langle W \rangle \sim e^{-\frac{A}{8\pi \alpha}} = e^{-\frac{A}{8\pi A}}.$$

Here $A$ is the geometrical area of the surface in units where the radius of AdS has been set to 1. This area is infinite, but it can be regularized in a well-understood fashion. The central object of this paper is a certain regularized area, defined by

$$A_{\text{reg}} = \int d^2z (\text{Tr}[\Phi_2 \Phi_2]) - 4(P P)^{1/4} \quad (8)$$

namely, we subtract the behavior of $\text{Tr}[\Phi_2 \Phi_2]$ far away. Since (8) is invariant under conformal transformations, it is a function of the cross ratios. When using a physical regulator, the area will have additional terms. These additional terms are well understood and described in appendix G.

### 2.3. Flat sections, Stokes sectors and cross ratios

In this subsection we recall some facts, which were discussed in more detail in [15]. For the amplitude problem the worldsheet is the whole complex plane and $P(z)$ is a polynomial. We then study the problem $(d + A(z)) \psi = 0$. As we go to large $z$ some flat sections $\psi$ will diverge and some will go to zero. The fact that some diverge means that the worldsheet goes to the boundary of AdS space. For large $z$, the boundary conditions are such that we can simultaneously diagonalize $\Phi(z) \sim P(z)^{1/4} \text{diag}(1, -i, -1, i)$ and $\Phi_2 \sim P^{1/4}(z) \text{diag}(1, 1, -1, -i)$. The particular relation between eigenvalues is determined by the $Z_4$ symmetry of the problem. This determines the large $z$ asymptotics of the four
solutions\footnote{A(z) in (6) decays as 1/z for large z and therefore can be dropped when considering the leading asymptotics that determines the Stokes sectors \cite{15}. We will have to keep A when we approximate the cross ratios.}

\[
\psi_a \sim \exp\left\{-i\alpha \int \frac{P^{1/4}(z)}{\zeta} dz - i^a \zeta \int \frac{P^{1/4}(\zeta)}{d\zeta}\right\}, \quad a = 0, 1, 2, 3.
\]

The problem displays the Stokes phenomenon at large \(z\). This means that the previous behavior of solutions is only valid within a given Stokes sector. The number of Stokes sectors is determined by the degree of the polynomial. Namely, for large \(z\) we have \(\int dz' P(z')^{1/4} \sim z^{n/4} + \ldots\), for a polynomial of degree \(n - 4\). In order to characterize the problem it is convenient to choose the smallest solution \(\psi_i\) in each of the Stokes sectors. This smallest solution is well defined up to an overall rescaling. Given any four flat sections, it is possible to construct a gauge invariant inner product

\[
\langle \psi_1, \psi_2, \psi_3, \psi_4 \rangle \equiv \epsilon^{\alpha\beta\gamma\delta} \psi_1^\alpha \psi_2^\beta \psi_3^\gamma \psi_4^\delta.
\]

This inner product is independent of the position where we compute it. A full solution of the problem is given by choosing four arbitrary flat sections \(\psi_1, \ldots, \psi_4\) where the subindex runs over the four solutions, but each of them is a four-component spinor. We will use Greek letters for spinor components and Latin letters for labeling different solutions. The target space conformal group \(SU(2, 2)\) acts on the Latin indices, but not on the Greek indices where the flat connection acts. The spacetime embedding coordinates \(X_I\) are given in terms of these solutions at \(\zeta = 1\). More explicitly,

\[
X_I/\Gamma_{I}^{ab} = M_{\alpha\beta} \psi_a^\alpha \psi_b^\beta,
\]

where \(M\) is a fixed matrix and \(a, b\) are spacetime indices. As we go to large \(z\), some of the solutions diverge. The particular combination of solutions that form the two solutions that diverge most rapidly determines any \(X_I\). This maps to a point on the boundary of AdS5 space. We can find this point in a convenient way by picking the two smallest solutions which will be \(\psi_i\) and \(\psi_{i+1}\), \(i\) are between Stokes sectors \(i\) and \(i + 1\). Then, the spacetime direction is obtained by taking

\[
\Xi^{i}_{ab} \propto \langle \psi_a, \psi_b, \psi_i, \psi_{i+1} \rangle.
\]

This determines the direction in which \(X^{i}_{ab}\) is diverging. Recall that we can think of the boundary of AdS as a projective space, given by six coordinates \(\hat{X}_I\), with \(\hat{X}^2 = 0\) and \(\hat{X}^i \sim \lambda \hat{X}^i\). Thus, the diverging solution determines a point \(\hat{X}\) in projective space, which is the same as saying that it determines a point on the boundary of AdS.

The index \(i\) labels the cusp number. We can form quantities of the form \(X^{i} \cdot X^{j} \propto \langle \psi_i, \psi_{i+1}, \psi_j, \psi_{j+1} \rangle\). Finally, cross ratios are given by quantities of the form

\[
Y_{ijkl} = \frac{X^{i} \cdot X^{j} X^{k} \cdot X^{l}}{X^{i} \cdot X^{j} X^{k} \cdot X^{l}} = \frac{\langle \psi_i, \psi_{i+1}, \psi_j, \psi_{j+1} \rangle \langle \psi_k, \psi_{k+1}, \psi_l, \psi_{l+1} \rangle}{\langle \psi_i, \psi_{i+1}, \psi_k, \psi_{k+1} \rangle \langle \psi_l, \psi_{l+1}, \psi_j, \psi_{j+1} \rangle}.
\]

They do not depend on the normalization of each of the \(\psi_i\).

These cross ratios are functions of the spectral parameter \(\zeta\). In what follows, we will choose a convenient basis of cross ratios and study their \(\zeta\) dependence. We write an integral equation determining the values of the cross ratios as a function of \(\zeta\) and express the area in terms of certain integrals of the cross ratios over \(\zeta\).

3. Minimal surfaces in AdS3

We first consider minimal surfaces that can be embedded in an AdS3 subspace of AdS5. This is a simpler problem that illustrates the method that we will use in the AdS5 case. The reader interested only in the AdS3 case can jump directly to the next section.
3.1. AdS\(_3\) preliminaries

When the surface can be embedded in AdS\(_3\), the problem simplifies and it reduces to a Z\(_2\) projection of an SU(2) Hitchin problem. The derivation of this fact is rather similar to what we discussed above and was treated in detail in \[17\]. We will not repeat the derivation, but state the final results. We have a polynomial \(p = \frac{1}{2} \text{Tr}(\Phi_1^2)\) whose degree determines the number of cusps\(^7\). We now have SU(2) quantities \(\Phi_1, \Lambda, \Phi_2\) which are in the adjoint of SU(2) and we have the Z\(_2\) projection condition \(\Phi_2 = -U\Phi_2U^{-1}, \Phi_1 = -U\Phi_1U^{-1}\) and \(\Lambda = U\Lambda U^{-1}\) where \(U = \sigma_3\) is the usual Pauli matrix. This restricts the components of \(\Lambda\) and \(\Phi\) that are non-zero. General SU(2) Hitchin problems were studied in \[25\] and we now consider a special case of their discussion, though we will rederive some of their formulas in a different way. We study sections of the flat connection which obey

\[
\left( d + \frac{\Phi_2}{\zeta} + \Lambda + \Phi_1 d\zeta \right) \psi(\zeta) = 0.
\]

The Z\(_2\) symmetry relates solutions \(\psi(\zeta)\) with different values of the spectral parameter. Namely, if \(\psi(\zeta)\) is a flat section with the spectral parameter \(\zeta\), then \(\eta(\zeta) \equiv U\psi(e^{i\pi/2} \zeta)\) is a solution of the problem with the spectral parameter \(\zeta\). We can track how the small solutions change as we change \(\zeta\) by looking at them in the large \(z\) region. In a given Stokes sector the small solution contains a factor behaving as \(e^{-i\pi zn/2} \sim e^{-i\pi s_1/2}\), where \(n\) is determined by the degree of the polynomial and is equal to the number of cusps of the polygon. \(n\) is even. There are \(n/2\) Stokes sectors and thus \(n/2\) small solutions \(s_i\). As we change the phase of \(\zeta\), the ray in the \(z\) plane where this solution is the smallest rotates accordingly. In particular, if we start with the solution \(s_i(\zeta)\), which is the small in the \(i\)th Stokes sector, we find that \(s_i(e^{2\pi i/2} \zeta) \propto s_{i+2}(\zeta)\) and \(U s_i(e^{i\pi} \zeta) \propto s_{i+1}(\zeta)\). Note that the solutions do not come back to themselves after a shift by \(e^{2\pi i/2}\). We can choose a solution \(s_1\) in the first Stokes sector and define all others as \(s_j = U^{−i−1}s_1(e^{j\pi/2} \zeta)\). Then, as we go around we have that \(s_{2−1} = A(\zeta)s_1\). \(A(\zeta)\) can be set to \(1\) when \(n/2\) is odd. When \(n/2\) is even it has a simple form that we will discuss later.

The full connection with the spectral parameter is an SL(2) connection and thus we can form an SL(2) invariant product \(\langle \psi | \psi' \rangle\) with two solutions. Now we have that

\[
\langle s_i, s_j(\zeta) \rangle(e^{i\pi/2} \zeta) = \langle s_{i+1}, s_{j+1}(\zeta) \rangle(\zeta).
\]

We can normalize \(s_1\) so that \(\langle s_1, s_2 \rangle = 1\). Then \(11\) also implies that \(\langle s_i, s_{i+1} \rangle = 1\).

We can form cross ratios by forming quantities like

\[
\chi_{ijkl}(\zeta) = \frac{\langle s_i, s_j \rangle(s_k, s_l)}{\langle s_i, s_k \rangle(s_j, s_l)}.
\]

These quantities do not depend on the arbitrary normalization of the \(s_i\). By construction they are also invariant under the conformal symmetries of AdS\(_3\). They can be related to the conformal invariant cross ratios formed from the positions of the cusps of the polygon. Recall that a polygon in AdS\(_3\) is given by \(n/2\) positions \(x_i^+\) and \(n/2\) positions \(x_i^-\), see figure \(2\). We can form spacetime cross ratios from the positions of the points \(x_i^+\). These spacetime cross ratios can be expressed in terms of the cross ratios in \(12\) as

\[
\chi_{ijkl}(\zeta = 1) = \frac{x_{ij}^+ x_{kl}^+}{x_{ik}^+ x_{jl}^+}
\]

\[
\chi_{ijkl}(\zeta = i) = \frac{x_{ij}^- x_{kl}^-}{x_{ik}^- x_{jl}^-}.
\]

\(^7\) Note that \(P \propto P^2\), where \(P = \frac{1}{2} \text{Tr}(\Phi_2^2)\) in the AdS\(_3\) polynomial discussed in the previous section.
3.2. The AdS3 functional Y-system

We will now derive a set of functional equations for the inner products, or Wronskians, \( \langle s_i, s_j \rangle(x) \) made out of two small solutions of the linear problem. The starting point is the Schouten identity, 
\[
\langle s_i, s_j \rangle \langle s_k, s_l \rangle + \langle s_i, s_l \rangle \langle s_j, s_k \rangle + \langle s_i, s_k \rangle \langle s_l, s_j \rangle = 0,
\]
(15) applied to a particular choice of small solutions:
\[
\langle s_{k+1}, s_{-k} \rangle \langle s_k, s_{-k-1} \rangle = \langle s_{k+1}, s_{-k-1} \rangle \langle s_k, s_{-k} \rangle + \langle s_k, s_{k+1} \rangle \langle s_{-k-1}, s_{-k} \rangle.
\]
(15)

In our normalization the last two brackets are equal to 1. Using (11) we see that this identity becomes the SU(2) Hirota equation
\[
T_s^+ T_s^- = T_{s+1}^+ T_{s-1}^- + 1,
\]
(16)
or more uniformly
\[
T_s = \langle s_0, s_{s+1} \rangle e^{i(s+1)\pi/2} \xi.
\]
(17)
The superscripts \( \pm \) indicate a shift in the spectral parameter, \( f \pm = f(e^{\pm i \pi/2} \xi) \). Actually, from (15) we get (16) for \( s = 2k \). For \( s \) odd we need to start from a slightly different choice of indices in (15). \( T_s \) is non-zero for \( s = 0, \ldots, n/2 - 2 \). Finally, we introduce the \( Y \)-functions \( Y_s = T_{s-1}^+ T_{s+1}^- \). Being a product of two next-to-nearest-neighbor \( T \)-functions, the \( Y \)-functions are non-zero in a slightly smaller lattice parameterized by \( s = 1, \ldots, n/2 - 3 \). The number of \( Y \)-functions coincides with the number of independent cross ratios.

The Hirota equation (16) implies the \( Y \)-system for these new quantities:
\[
Y_s^+ Y_s^- = (1 + Y_{s+1})(1 + Y_{s-1}).
\]
(18)
These equations are of course not enough to fix the \( Y \)-functions. After all they came from a trivial determinant identity without any information on the dynamics! To render them more restrictive we need to supplement them with the analytic properties of the \( Y \)-functions. This will then pick the appropriate solutions to these equations. Furthermore, to make these solutions useful we must relate them to the actual expression for the area. Before considering these points let us comment on some general properties of Hirota equations and their corresponding \( Y \)-systems.
3.3. Hirota equation, gauge invariance and normalization of small solutions

The general form of the Hirota system of equations—which generalizes the $SU(2)$ case derived above—is a set of functional equations for functions $T_a,s(\zeta)$. The indices $a, s$ take integer values and can be thought of as parameterizing a two-dimensional lattice. At each point of this lattice we have a function $T_a,s(\zeta)$ of the spectral parameter $\zeta$. Then, for each site $o = (a, s)$ we have a Hirota equation

$$T_o^+ T_o^- = T_o^+T_o^- + T_o^\uparrow T_o^\downarrow \tag{19}$$

involving the function at that site and the four $T$-functions at the four nearest-neighbor sites, $T_o = T_{o,s+1}, T_0 = T_{o+1,s}$, etc. Recall that $T_0^\pm = T_o(e^{\pm i\pi/2})$. This equation has a huge gauge redundancy

$$T_{a,s} \rightarrow \prod_{a,b=\pm} g_{a,b}(e^{i(\alpha a + \beta b)/2}) T_{a,s}(\zeta),$$

where $g_{a,b}(\zeta)$ are four arbitrary functions. It is therefore instructive to construct a set of gauge invariant quantities

$$Y_o = \frac{T_o^- T_o^+}{T_o^\uparrow T_o^\downarrow} \quad \text{or} \quad Y_{a,s} = \frac{T_{a,s-1} T_{a,s+1}}{T_{a+1,s} T_{a-1,s}} \tag{20}$$

It is instructive to think of the gauge invariant quantity $Y_o$ as a field strength made of the gauge-dependent gauge field $T_o$. Suppose the $T$-functions are non-zero in some rectangular domain in the $(a, s)$ lattice. At the edges of the rectangle either the first or the second term on the right-hand side of (19) is zero. We are left with a discrete Laplace equation for the $Y$-functions which are trivial (either zero or infinity) as expected from the analogy. The $Y$-functions are non-trivial in a smaller rectangle obtained by removing the first and last columns and rows of the original domain.

The Hirota equation (19) then translates into the $Y$-system

$$\frac{Y_o^+ Y_o^-}{Y_o^\uparrow Y_o^\downarrow} = \frac{(1 + Y_o^-)(1 + Y_o^+)}{(1 + Y_o^\uparrow)(1 + Y_o^\downarrow)} \tag{21}$$

for these gauge invariant quantities. Different domains in $a, s$ where $Y$’s are nontrivial together with different boundary conditions and analytic properties describe different integrable models.

In the treatment of the previous section we considered the case where the $T$-functions live in a finite strip with three rows and $n/2 - 1$ columns, where $n$ is the number of gluons, see figure 3. The functions denoted by $T_o$ in that section are the $T$-functions in the non-trivial middle row, $T_o = T_{1,s}$. Similarly $Y_o = Y_{1,s}$. The $T$-functions introduced in that section are inner products of small solutions and are therefore sensitive to their normalization. This arbitrariness is a manifestation of the gauge freedom in the Hirota equation. The normalization $\langle s_k, s_{k+1} \rangle = 1$ corresponds to the gauge choice where

$$T_{0,2k} \equiv \langle s_{-k-1}, s_{-k} \rangle, \quad T_{0,2k+1} \equiv \langle s_{-k-2}, s_{-k-1} \rangle, \quad T_{2,2k} \equiv \langle s_{k}, s_{k+1} \rangle, \quad T_{2,2k+1} \equiv \langle s_{k+1}, s_{k+1} \rangle \tag{8}$$

Typically these relations arise in the study of quantum integrable models and describe the fusion relations for the eigenvalues $T_a,s$ of transfer matrices in rectangular representations parameterized by Young tableaux with $a$ rows and $s$ columns [23].

Strictly speaking the $T$-functions cannot be non-zero only inside a finite rectangle: by analyzing Hirota at the upper-right corner $(a^*, s^*)$ of the rectangle we would conclude that $T_{a^*,s^*} = 0$. This would then imply that the neighbors of this point, $T_{a^*,s^* - 1} = T_{a^*,s^* - 2} = 0$ which will then imply that $T_{a^* - 2,s^*} = T_{a^* - 2,s^* - 2} = 0$, etc, at the end we would be left with $T_{a,s} = 0$ everywhere. What we can have, for example, is $T_{a,s} \neq 0$ in a rectangle and on the two infinite lines containing the upper and lower edges of the rectangle, see figure 3. At these lines $T_{a,s}$ are trivial (pure gauge) but they are non-zero. This is what we mean in the text.
are gauge fixed to one. We could of course opt not to fix a normalization for the \( T \)-functions but then we should use the gauge invariant combination \( (20) \) when defining the \( Y \)-functions:

\[
Y_{2k} = \frac{T_{1,2k-1}T_{1,2k+1}}{T_{0,2k}T_{2,2k}} = \frac{\langle s_{-k}, s_k \rangle \langle s_{-k+1}, s_{k+1} \rangle}{\langle s_{-k+1}, s_{-k} \rangle \langle s_k, s_{k+1} \rangle},
\]
\[
Y_{2k+1} = \frac{T_{1,2k}T_{1,2k+2}}{T_{0,2k+1}T_{2,2k+1}} = \frac{\langle s_{-k+1}, s_k \rangle \langle s_{-k-2}, s_{k+1} \rangle}{\langle s_{-k-2}, s_{-k-1} \rangle \langle s_k, s_{k+1} \rangle}.
\]

(22)

We see that they are now manifestly independent of the choice of the normalization of the small solutions. At the spectral parameter \( \zeta = 1 \) or \( \zeta = e^{i \pi/2} \), they yield physical spacetime cross ratios as in (13) and (14).

A particularly interesting quantity is

\[
B(\xi) = \frac{Y_{n/2-3} Y_{n/2-5} Y_{n/2-11}}{Y_{n/2-7} Y_{n/2-9} Y_{n/2-13}} \ldots.
\]

(23)

It follows from the \( Y \)-system equations (18) that \( B^*B = 1 \). \( B(\xi) \) is constructed from the \( Y \)-functions and is therefore gauge invariant. Using the definition of the \( Y \)-functions we see that \( B(\xi) \) is given by a bunch of boundary \( T \)-functions. In our normalization all these functions except for the rightmost one are gauged to 1. We find therefore

\[
B = T_{1,n/2-2} = \langle s_1, s_{n/2} \rangle (e^{-i \pi (n/2+1)/2} \xi).
\]

This means that \( B(\xi) \) is the function that governs the monodromy \( s_{n/2} = -B(\xi e^{i \pi (n/2+1)/2}) x_0 \) of the small solutions.

3.4. Analytic properties of the \( Y \)-functions

For finite values of \( \zeta \) it is clear from (17) that the \( T \), are analytic functions of \( \zeta \), for \( \zeta \neq 0, \infty \). Generically, they will not be periodic under \( \zeta \rightarrow \xi e^{i \pi} \). In general, the \( Y \)'s will be meromorphic functions. However, in our case, since we can choose to set the denominators to 1, we see that the \( Y \)'s have no poles and are thus analytic away from \( \zeta = 0, \infty \). For \( \zeta \rightarrow 0 \) and \( \zeta \rightarrow \infty \) they will have essential singularities. In this section we analyze the behavior in these two regions.

When \( \zeta \rightarrow 0 \) we can solve the equations for the flat sections by making a Wentzel–Kramers–Brillouin (WKB) approximation, where \( \zeta \) plays the role of \( h \). This is explained in great detail in [25]; here we summarize that discussion and apply it to our case. The final result is that, for an appropriate choice of the polynomial \( p \), we have the standard boundary conditions in TBA equations. We will discuss later what happens for more general polynomials.
We are considering the equation
\[ d + \frac{\Phi_{\zeta} d\zeta}{\zeta} + A + \Phi_{\zeta} \bar{d}\bar{\zeta} = 0. \]
When \( \zeta \to 0 \), it is convenient to make a similarity transformation that diagonalizes \( \Phi_{\zeta} \to \sqrt{p} \text{diag}(1, -1) \). The solutions in this approximation are like \( \exp \left( \pm \frac{1}{2} \int \sqrt{p} d\zeta \right) \times \text{constant vectors} \). The WKB is a good approximation if we are following the solution along a line of steepest descent. This is a line where the variation of the exponent is real, \( \text{Im} \left( \sqrt{p(z)\zeta/\zeta} \right) = 0 \). This condition is an equation which determines the WKB lines. Through each point in the \( \z \) plane we have one such line going through. At the single zeros of \( p \) we have three lines coming in. The WKB approximation fails at the zeros of \( p \) (which are the turning points). From each Stokes sector we have WKB lines that emanate from it. These lines can end in other Stokes sectors or, for very special lines, on the zeros of \( p \). If a line connects two Stokes sectors, say \( i \) and \( j \), then we can use it to approximate reliably the inner product \( \langle s_i, s_j \rangle \). This estimate is good in a sector of width \( \pi \) in the phase of \( \zeta \), centered on the value of \( \zeta \) where the line exists. As we change the phase of \( \zeta \) the pattern of flow lines changes. It also changes when we change the polynomial \( p \). We first select a polynomial with all zeros along the real axis and such that \( p(z) > 0 \) for large enough values of \( z \) along the real line.

With this choice the pattern flows for WKB lines is shown in figure 4, for some values of the phase of \( \zeta \). The WKB lines ending on zeros separate regions where lines flow between different Stokes sectors. In our problem we have some inner products evaluated at \( \z \) and some at \( i\z \). The flows for \( \z = 1 \) and \( \z = i \) are displayed at the top of figure 4, and they can be used to evaluate the various inner products. Alternatively, we can set \( \z = e^{\pi/4} \), evaluate them all and then continue them from this region. The resulting flow pattern is sketched in the bottom of figure 4.

Using those flow patterns it is a simple matter to evaluate various inner products. It turns out that the inner products in the definitions of the \( Y \)-functions (22) combine to give a contour integral around a certain cycle. See figure 5. Thus, each \( Y_s \) is estimated by the integral of \( \sqrt{p} \) along a cycle \( \gamma_s \). We can call
\[ Z_s = -\oint_{\gamma_s} \sqrt{p} d\zeta \]
and the corresponding \( Y \)-functions have the small \( \zeta \) behavior
\[ \log Y_{2k} \sim \frac{Z_{2k}}{\zeta} + \cdots, \quad \log Y_{2k+1} \sim \frac{Z_{2k+1}}{i\zeta} + \cdots. \]

In figure 5 we display the cycles corresponding to each of the \( Y_s \). It is convenient to define the parameters \( m_s \) via
\[ m_{2k} = -2Z_{2k}, \quad m_{2k-1} = -2Z_{2k+1}/i. \] (24)
For our choice of polynomial the \( m_s \) are all real and positive. In order to check the positivity of the \( m_s \) we need to be careful with the choice of branch when we evaluate the cross ratios. The two branches correspond to the two eigenvalues of \( \Phi_{\zeta} \), and differ by an overall sign. Taking the same cycles but on different branches is equivalent to changing the sign of \( Z \). The correct branch is determined by the behavior of the various small solutions, each of which is like \( e^{\pm \int \sqrt{p} d\zeta} \). After taking this into account we can check that the \( m_s \) are indeed positive for the polynomial we chose.

A similar computation at large \( \z \) gives a similar result, with \( \log Y_{2k} \sim \z \bar{Z}_{2k} \). Thus, we have shown that all the \( Y \)-functions have the asymptotic behavior
\[ \log Y_s \sim -m_s \cosh \theta + \cdots \]
for large \( \theta \), \( \z = e^{\theta} \).
Figure 4. Sketch of the pattern of WKB lines for various phases of $\zeta$. The crosses denote the various zeros of $p(z)$. The numbers indicate the various Stokes sectors. The black thin lines end on the zeros and separate different classes of WKB lines. The thick colored lines are the WKB lines that we use to evaluate cross ratios. Here we have indicated only the ones used to evaluate $Y_2$ and $Y_3$. Finally, note that by setting the phase of $\zeta$ to $e^{i\pi/4}$ we have WKB lines that enable us to evaluate all the $Y_s$.

Figure 5. Cycles along which we need to integrate $\sqrt{p}\,dz$ in order to determine the asymptotic form of $Y_s$. By being careful about the sheet selected by the various small solutions one can determine the cycle orientations shown here.
Furthermore, this behavior is good over a range of \((-\pi, \pi)\) in the imaginary part of \(\theta\).\(^{10}\) The reason is the following. For each \(Y_s\), the region of \(\text{Im}(\theta) = 0\) corresponds to the center of the region where the WKB line exists. Furthermore, the corresponding WKB lines exist for a sector of angular size \(\pi\) around this line. In addition, we have mentioned that the WKB approximation continues to be good for a further sector of \(\pi/2\) on each side. In fact, this is more than enough for deriving the integral equations.

3.5. Integral form of the equations

The analytic properties derived above together with the functional equations (18) uniquely determine the \(Y\)-functions. However, for practical purposes—especially for numerics—it is useful to have an equivalent formulation of these \(Y\)-system equations in terms of TBA-like integral equations.

To derive them we follow the usual procedure which we briefly review for completeness. We note that \(I_s \equiv \log(Y_s/e^{-m_s \cosh \theta})\) is analytic in the strip \(|\text{Im}(\theta)| \leq \pi/2\), vanishes as \(\theta\) approaches infinity in this strip and obeys

\[
I_s^+ + I_s^- = \log(1 + Y_{s+1})(1 + Y_{s-1})
\]

which is nothing but the logarithm of the \(Y\)-system equations. Now we convolute this equation with the kernel

\[
K(\theta) = \frac{1}{2\pi \cosh \theta}
\]

to get

\[
K \ast (I_s^+ + I_s^-) = \int_{-\infty}^{+\infty} \frac{dy}{2\pi} \frac{l_s(y + i\pi/2)}{\cosh(x - y)} = \oint_{\gamma} \frac{dy}{2\pi i} \frac{l_s(y)}{\sinh(x - y)} = l_s(x),
\]

where \(\gamma\) is the rectangle made out of the boundaries of the physical strip together with two vertical segments at \(\text{Re}(\theta) \to \pm \infty\). In order to be able to add these extra segments to the integral, it is important to use the \(l_s\) instead of \(\log Y_s\). This is why this quantity was introduced in the first place. Furthermore, in the last step we used the fact that \(l_s\) has no singularities inside the physical strip; this is an important input on the analytic properties of the \(Y\)-functions. Rewriting \(l_s\) in terms of \(Y_s\) leads therefore to the desired form of the integral equations:

\[
\log Y_s = -m_s \cosh \theta + K \ast \log(1 + Y_{s+1})(1 + Y_{s-1}).
\]

For a given choice of masses \(m_s\), the solution to these integral equations is unique and a basis of cross ratios can be read from evaluating the \(Y_s(\theta)\)'s at \(\theta = 0\). These equations are of the form of those appearing in the study of the TBA [1] for quantum integrable models in finite volume. Furthermore, as explained in the next section, the (regularized) area of the minimal surfaces turns out to be given in terms of the \(Y\)-functions as the free energy of the corresponding integrable model.

Up to now we have discussed the case where the zeros of the polynomial are along the real axis. Let us briefly discuss what happens as we start moving the zeros of the polynomial away from the real axis. Note that the functional \(Y\)-system equations (18) do not depend on the polynomial. Thus, these equations continue to be true, regardless of its form. What changes are the asymptotic boundary conditions.

Let us first consider the case were we start from the above polynomial and we move the zeros around a little bit. Then the above derivation of the asymptotic form of the \(Y\)-functions

\(^{10}\) Recall that the functions are not periodic in \(\text{Im}(\theta)\).
goes through with only one change. Namely the quantities $Z_s$ and $m_s$ are now more general complex numbers and the asymptotic behavior is

$$\log Y_s \sim -\frac{m_s}{2\zeta} \quad \text{for} \quad \zeta \to 0$$

$$\log Y_s \sim -\frac{\bar{m}_s}{2\zeta} \quad \text{for} \quad \zeta \to \infty.$$ 

In this case, when we derive the integral equation, it is convenient to shift the line where the $Y$-functions are integrated to be along the direction where $m_s/\zeta \equiv |m_s|e^{i\psi_s}/\zeta$ is real and positive, which also makes $m_s\zeta$ real and positive. Then, defining $\tilde{Y}_s(\theta) = Y_s(\theta + i\psi_s)$ we find that the integral equations have the form

$$\log \tilde{Y}_s = -|m_s| \cosh \theta + K_{s,s+1} \star \log(1 + \tilde{Y}_{s+1}) + K_{s,s-1} \star \log(1 + \tilde{Y}_{s-1}), \quad (26)$$

where now $K_{s,s'} = 1/\cosh(\theta - \theta' + i\psi_s - i\psi_{s'})$.

As long as $|\psi_s - \psi_{s+1}| < \pi/2$, the integral equations conserve the form that we have derived. If we deform the phases beyond that regime we will have to change the form of the integral equations by picking the appropriate pole contributions from the kernels (which become singular for $|\psi_s - \psi_{s+1}| = \pi/2, 3\pi/2, \ldots$). Of course, the integral equation changes but the $Y$s, and therefore the area, are continuous. The pattern under which the integral equation changes is explained in appendix B11. This is the wall-crossing phenomenon discussed in [25, 26].

These integral equations are a special case of the general case discussed in [26]. In fact, the equations in [26] are true for an arbitrary $N = 2$ theory, and a Hitchin problem is just a special case. Due to the $Z_2$ projection we have that the $X_\gamma$ quantities in [26] obey the additional property $X_{-\gamma}(\zeta) = X_\gamma(-\zeta)$. Using this, we can easily map the kernel in [26] to the $1/\cosh$ found here.

### 3.6. Area and free energy

As we mentioned above, the interesting part of the area is given by the integral

$$A = 2 \int d^2z \text{Tr} [\Phi_+ \Phi_-]. \quad (27)$$

By definition, the area is independent of $\zeta$.

It is convenient to think again about the small $\zeta$ regime and the WKB approximation that we did for small $\zeta$. In fact, we can improve on the WKB approximation and find the next couple of terms by systematically expanding the expressions for the inner products. We take complex masses but with small enough phases so that the WKB approximations that we did before continue to be valid, with the same cycles12. Finally at this point it is convenient to use slightly different functions defined by

$$\tilde{Y}_{2k}(\zeta) = Y_{2k}(\zeta), \quad \tilde{Y}_{2k+1} = Y_{2k+1}(\zeta e^{-i\pi/2}) \quad (28)$$

in order to undo the shifts in (22). With these definitions we find that

$$\log \tilde{Y}_k \sim \left[ \int_{\gamma_k} \frac{\lambda}{\zeta} + \int_{\bar{\gamma}_k} \alpha + \zeta \int_{\gamma_k} u + \cdots \right]$$

$$\lambda = x \, d\zeta, \quad x^2 = p(z), \quad \lambda \quad (29)$$

11 A very similar kind of manipulation is outlined in section 4.7 when we explain in detail how to compute the $Y$-functions in the AdS$_5$ case for large values of the imaginary part of $\theta$.

12 In general, the cross ratios that have a simple WKB approximation will change as we change the phase of the masses beyond a certain point, see [25]. For us, it is enough to do the derivation for some range of masses. Then we can analytically continue the final formula, as explained in appendix B.
where \( u \) is an exact one-form. Here \( \alpha \) is given by the diagonal components of the connection \( A \). In our case \( \alpha = 0 \) due to the \( \mathbb{Z}_2 \) projection. (But even if \( \alpha \) were non-zero, it would not affect what we say below.) We know that \( u \) is exact because we can deform the contour and \( \log Y_s \) should not change. It has a \( u_z \) and a \( u_{\bar{z}} \) component. For our purposes, it will only be important to compute the \( u_{\bar{z}} \) component which is

\[
u_i^{\bar{z}} = \tilde{\Phi}_i^{\bar{z}} ,
\]

where the index \( i \) is not summed over. In other words, we get the diagonal components of \( \Phi_z \) and we get the first or the second diagonal component depending on whether we are on the first or second sheet of the Riemann surface. That is, \( u \) is a one-form on the Riemann surface, not on the \( z \) plane. In the basis where \( \tilde{\Phi}_z \) is diagonal, we can thus rewrite (27), using (30), as

\[
A = i \int \lambda \wedge u = -i \sum_{r,s} w_{rs} \oint_{\gamma r} \lambda \oint_{\gamma s} u ,
\]

where \( \gamma r \) are a basis of cycles\(^{13}. \) We will take this basis to be the basis of cycles that gives the WKB approximation to the \( Y_s \), see figure 5, and \( w_{rs} \) is the inverse of the intersection form of the cycles. The matrix of cycle intersections can be read off from figure 5 and it is summarized in figure 6.

We can also compute the small \( \zeta \) behavior of \( \hat{Y}_r \) by expanding the integral equations (25). We get

\[
\log \hat{Y}_r = Z'/\zeta + \zeta \left[ \tilde{Z}' + \sum_{s} \theta'^{rs} \frac{1}{\pi i} \int \frac{dt'}{t'} \frac{1}{t'} \log(1 + \hat{Y}_s) \right] .
\]

It turns out that \( \theta'^{rs} \) is given by the intersection form of the cycles involved. This follows from the general theory in [26], but it can be easily checked in this case by examining the integral equations (25) and remembering that the \( \hat{Y}_r \) differ by simple shifts in the argument from the \( Y_r \).

Thus, we obtain that

\[
A = A_{\text{periods}} + A_{\text{free}}
\]

with

\[
A_{\text{periods}} = -i w_{rs} Z^r Z^s
\]

\[
A_{\text{free}} = -\frac{1}{\pi} \sum_{s} \int \frac{dz}{\zeta} Z_s \log(1 + \hat{Y}_s)
\]

\[
A_{\text{free}} = \sum_{s} \int \frac{d\theta}{2\pi} |m_s| \cosh \theta \log(1 + \hat{Y}_s)
\]

with

\[
\hat{Y}_s(\theta) = Y_s(\theta + i\phi_s), \quad m_s = |m_s|e^{in\phi_s} .
\]

In order to obtain (33) we have averaged the result from (32) with the result we obtain from the large \( \zeta \) expansion. The fact that large \( \zeta \) and small \( \zeta \) should give the same answer translates

\(^{13}\) This formula looks suspicious because the left-hand side is infinite while the right-hand side is finite. Here we have implicitly used a regularization which puts a cutoff in the \( w \) plane for large values of \( |w| \), where \( dw = \sqrt{\mathcal{P}} \, dc \). We have then subtracted the same integral but with a polynomial whose zeros are all at the origin. This procedure works well when \( n/2 \) is odd.
into the statement that the total momentum of the TBA system should be zero. The explicit form of \( A_{\text{periods}} \) in terms of the masses is given in (G.4).

This derivation has assumed that \( n/2 \) is odd, because we said that \( \theta_{e^z} \) was invertible. If \( n/2 \) is even, then we start from \( n/2 + 1 \) and we take away one zero of the polynomial. Then the result contains two pieces, one piece has the form of \( A_{\text{free}} \) discussed above and the other contains an extra term that was discussed in detail in [17].

Also, in this derivation, we have assumed that the intersection form of the cycles associated with the \( Y_\gamma \) that appear in the integral equation is invertible. While this is true in our case, it would cease to be true once we cross walls and we get extra cycles [26]. One can slightly modify the above derivation and the final answer continues to be (33), see appendix B.

Note that, in the end, we do not need to know the polynomial, Riemann surface, or cycles. That is only needed for the derivation. Ultimately, everything is expressed in terms of the (complex) masses \( m_s \) appearing in the integral equations, see (33), (G.4).

3.7. The octagon or \( n = 8 \)

Here we rederive some of the results in [17] from this point of view. In this case there is only one \( Y \)-function and the functional equation is \( Y^+ Y^- = 1 \), whose solution is just \( Y = e^{Z/\zeta + \bar{Z}\zeta} \). The free energy is

\[
A_{\text{free}} = \frac{1}{2\pi} \int d\theta |Z| \cosh \theta \log(1 + e^{-2|Z| \cosh \theta})
\]

which agrees with what was called \( A_{\text{sinh}} \) in [17].

The full result in [17] contains an extra piece \( A_{\text{extra}} \) which is related to an extra complication that arises in the case that \( n/2 \) is even. In this case we will also need the Hirota variable \( T_1 \).

4. Minimal surfaces in AdS_5

4.1. AdS_5 preliminaries

As we mentioned in section 2, the worldsheet theory describing strings in AdS_5 can be reduced to a \( Z_4 \) projection of an \( SU(4) \), or \( SU(2, 2) \), Hitchin system.

After some gauge choices we can represent the action of the \( Z_4 \) in the following way:

\[
r(X) = -CXC^{-1}, \quad C^{-1} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & 0 & 0 \end{pmatrix}, \quad (34)
\]

where \( X \) is \( \Phi \) or \( A \). Recall that we will be imposing the projection conditions \( r(\Phi_z) = -i\Phi_z \), \( r(A) = A \) and \( r(\Phi_c) = i\Phi_z \).

This \( Z_4 \) symmetry relates solutions to the problem at \( i\zeta \) with solutions to a related problem at \( \zeta \). More precisely, they relate solutions to the ‘inverse’ problem at \( \zeta \). Explicitly, we have

\[
\hat{\psi}(\zeta) = C^{-1} \psi(i\zeta),
\]

where \( \hat{\psi}(\zeta) \) is a flat section of \( (d - \mathcal{A})\hat{\psi} = 0 \). Note that the bar does not denote complex conjugation. Given a solution \( \psi(\zeta) \) of the straight problem and a solution \( \hat{\psi}(\zeta) \) of the inverse problem, one can form an inner product of the form \( \langle \hat{\psi}(\zeta) \psi(\zeta) \rangle \). This inner product can be computed at any point on the worldsheet, and it will be independent of the point where it is computed.
Another property that we will use is the following. Imagine we start with three different solutions of the linear problem $\psi_1$, $\psi_2$, $\psi_3$. Then, the following combination is a solution of the inverse problem:

$$\tilde{\psi}_{123} = \epsilon^{a\beta_1 \beta_2 \beta_3} \psi_{1\beta_1} \psi_{2\beta_2} \psi_{3\beta_3} \equiv \psi_1 \wedge \psi_2 \wedge \psi_3,$$

where the last equality is simply the definition of the wedge product. This gives something interesting when it is applied to small solutions $s_i$ for three consecutive Stokes sectors

$$s_{i-1} \wedge s_i \wedge s_{i+1} \propto \bar{s}_i.$$

In other words, this product of three solutions gives us a solution to the inverse problem that is small in Stokes sector $i$. This follows from the asymptotic behavior of the solutions in Stokes sector $i$.

We show in appendix C that we can choose normalizations for all solutions, $s_i, \bar{s}_i$, so that the following equalities are true:

$$1 = \langle s_i, s_{i+1}, s_{i+2}, s_{i+3} \rangle$$

$$\bar{s}_i = s_{i-1} \wedge s_i \wedge s_{i+1}$$

$$\bar{s}_{i+1}(\zeta) = C^{-1}s_i(\epsilon^{i/2} \zeta)$$

$$s_{i+1}(\zeta) = C^2 \bar{s}_i(\epsilon^{i/2} \zeta).$$

Using these formulas, plus identities involving $\epsilon$ symbols, it is possible to show that

$$\langle s_k, s_{k+1}, s_j, s_{j+1} \rangle(\zeta) = \langle s_{k-1}, s_k, s_{j-1}, s_j \rangle(\epsilon^{i/2} \zeta)$$

$$\langle s_j, s_k, s_{k+1}, s_{k+2} \rangle(\zeta) = \langle s_j, s_{j-1}, s_{j-2}, s_k \rangle(\epsilon^{i/2} \zeta)$$

$$\langle s_j, \bar{s}_{k+1} \rangle(\zeta) = \langle \bar{s}_{j-1}, s_k \rangle(\epsilon^{i/2} \zeta),$$

where the last two lines state the same result in two alternative notations.

Finally, if the problem involves $n$ Stokes sectors, we expect that $s_{s_{n}} \propto s_j$, where $s_{s_{n}}$ has been obtained by going around the $z$ plane and normalizing the solutions via (35). We will not need the proportionality constant to derive the $Y$-system. In fact, one can calculate it from the $Y$-system. However, it is possible to compute it just from the behavior of the solutions at infinity, see appendix C. The result is that for $n$ odd we can normalize the solutions so that $s_n = s_0$. When $n$ is even this is not possible. When $n = 4k$ one has

$$s_n = \mu e^{\frac{\pi \iota}{4} \epsilon_{0} \zeta} s_0, \quad s_{n-1} = \frac{1}{\mu} e^{\frac{\pi \iota}{4} \epsilon_{0} \zeta} s_{-1}, \quad s_{n-2} = \mu e^{-\frac{\pi \iota}{4} \epsilon_{0} \zeta} s_{-2},$$

where $u_0$ is a constant. For $n = 4k + 2, u_0 = 0$ and only $\mu$ is allowed.

4.2. The AdS$_5$ Y-system

The basic identity which we will use to derive the $Y$- and $T$-system functional equations for the spectral parameter-dependent products, or Wronskians, is a particular case of Plücker relations. Let $(x_1, \ldots, x_N)$ be the determinant of the $N \times N$ matrix whose columns are $N$-vectors $x_i$. Then, for $N + 2$ generic vectors $x_1, \ldots, x_N, y_1, y_N$ we have the following identity:

$$(x_1, \star, x_N)(y_1, \star, y_N) = (y_1, \star, x_N)(x_1, \star, y_N) - (y_N, \star, x_N)(x_1, \star, y_1),$$

where $\star = x_2, \ldots, x_{N-1}$.

For us, $N = 4$ and $(x_1, \star, x_4) = (s_i, s_j, s_k, s_l)$ are determinants of $4 \times 4$ matrices composed from four sections of the linear problem. Using the small solutions $\{s_m, s_{m+1}, s_{m+2},$
\( s_{m+3}, s_{-1}, s_0, \{s_{-2}, s_{m+1}, s_{-1}, s_m, s_0, s_{m+2}\} \) and \( \{s_{-2}, s_{-1}, s_0, s_1, s_{m+1}, s_{m+2}\} \) for \( \{x_1, x_2, x_3, x_4, y_1, y_2\} \) we obtain three Hirota relations

\[
T_{1,m}^+ T_{3,-m}^- = T_{1,m-1} T_{3,m+1} + T_{0,m} T_{2,m},
\]

\[
T_{2,m}^+ T_{2,-m}^- = T_{2,m+1} T_{2,m-1} + T_{1,m} T_{3,m},
\]

\[
T_{3,m}^+ T_{1,-m}^- = T_{1,m+1} T_{3,m+1} + T_{4,m} T_{2,m}.
\]

In a more compact notation these read

\[
T_{a,m}^+ T_{4-a,-m}^- = T_{4-a,m+1} T_{a,m-1} + T_{a+1,m} T_{a-1,m},
\]

where \( a = 1, 2, 3 \) correspondingly. The \( T \)-functions are given by

\[
T_{0,m}(\xi) = \langle s_{m}, s_{m+1}, s_{m+2}, \xi \rangle^{[-m-1]} = 1, \quad T_{4,m}(\xi) = \langle s_{-2}, s_{-1}, s_0, s_1 \rangle^{[-m-1]} = 1,
\]

and most importantly

\[
T_{1,m}(\xi) = \langle s_{-2}, s_{-1}, s_0, s_{m+1} \rangle^{[-m]}, \quad T_{2,m}(\xi) = \langle s_{-1}, s_0, s_{m+1}, s_{m+2} \rangle^{[-m-1]}, \quad T_{3,m}(\xi) = \langle s_{-1}, s_m, s_{m+1}, s_{m+2} \rangle^{[-m]}.
\]

Here the superscripts \( \pm \) and \( [m] \) indicate shifts in the spectral parameter, \( f^{\pm} = f(e^{i\frac{\pi}{2}} \xi) \) and \( f^{[m]} = f(e^{i\frac{\pi}{2}} \xi) \). Note that these shifts are half the ones appearing in the AdS\(_5\) case\(^{14}\). When deriving the Hirota equations from the Plucker identity we use relations (36).

Equation (39) is an exotic form of the Hirota equation (19). It is exotic because of the appearance of \( T_{4-a,a} \) instead of the usual \( T_{a,a} \).

For \( s = -1 \) and \( s = n-3 \) we see that \( T_{a,a} = 0 \). This follows simply from the definition of the \( T \)-functions together with \( s_k x_n \propto s_k \). Thus, the functions \( T_{a,a} \) live in a strip of five rows \( (a = 0, 1, 2, 3, 4) \) and \( n-3 \) columns \( (s = 0, 1, \ldots, n-4) \), see figure 7. As explained in section 3.3, the Hirota equation has a huge gauge symmetry. The same is also true for the more exotic form considered here\(^{15}\). Our choice of normalization \( \langle s_1 s_{i+1} s_{i+2} s_{i+3} \rangle = 1 \), corresponds to the gauge choice where the \( T \)-functions at the left, top and bottom boundaries of the strip are set to 1,

\[
T_{a,0} = T_{0,a} = T_{4,a} = 1.
\]

At the right boundary of the strip, in our normalization (35), the \( T \)-functions are related to the formal monodromy which arise when comparing \( s_i \) with \( s_{i+1} \) (37),

\[
T_{1,n-4} = \mu^{-1} \left( e^{\frac{2\pi}{\sqrt{3}} + \phi_0(\xi)} \right)^{[-n+2]}, \quad T_{2,n-4} = \left( e^{\frac{\pi}{\sqrt{3}} + \phi_0(\xi)} \right)^{[-n+2]}, \quad T_{3,n-4} = \mu e^{\frac{2\pi}{\sqrt{3}} + \phi_0(\xi)}\left( e^{\frac{\pi}{\sqrt{3}} + \phi_0(\xi)} \right)^{[-n+2]}.
\]

Next, we introduce the \( Y \)-functions

\[
Y_{a,m} = \frac{T_{a,m+1} T_{4-a,-m-1}}{T_{a+1,m} T_{a-1,m}}.
\]

Being composed of next-to-nearest-neighbor \( T \)-functions, the \( Y \)-functions \( Y_{a,a} \) are finite in a slightly smaller lattice parameterized by \( a = 1, 2, 3 \) and \( s = 1, \ldots, n-5 \). The number of

\(^{14}\) Whether we are discussing the AdS\(_5\) or the AdS\(_3\) case will be clear from the text. We hope that the difference between the shifts in the two cases will not cause a confusion.

\(^{15}\) For example, if \( g(a, x, \theta) \) is a gauge symmetry transformation of Hirota (19), then \( \bar{g}(4-a, x, \theta) \) is a gauge symmetry of the more exotic form (39).
Figure 7. Strip where the \( T \)- and \( Y \)-functions live in the AdS5 case. Small solid black dots represent \( T \)-functions. At the boundary the \( T \)-functions are equal to 1 except at the three nodes in the right boundary; there they take the values indicated in the figure. In all the points of the boundary the \( Y \)-functions are either zero or infinity. They are non-trivial in the smaller domain indicated by the fat shaded gray circles.

\( Y \)-functions coincide with the number of independent cross ratios. The Hirota equation then implies the following \( Y \)-system for these quantities\(^{16}\):

\[
\begin{align*}
\frac{Y_{2,m}^{-1} Y_{3,m}^{-1}}{Y_{1,m} Y_{3,m}^{-1}} &= \frac{(1 + Y_{2,m+1})(1 + Y_{2,m-1})}{(1 + Y_{1,m})(1 + Y_{3,m})} \\
\frac{Y_{3,m} Y_{1,m}^{+}}{Y_{2,m}} &= \frac{(1 + Y_{3,m+1})(1 + Y_{1,m-1})}{1 + Y_{2,m}} \\
\frac{Y_{1,m}^{-1} Y_{3,m}^{+}}{Y_{2,m}} &= \frac{(1 + Y_{1,m+1})(1 + Y_{3,m-1})}{1 + Y_{2,m}}
\end{align*}
\]

or in a more compact notation

\[
\frac{Y_{a,m}^{-1} Y_{4-a,m}^{+}}{Y_{a+1,m} Y_{a-1,m}} = \frac{(1 + Y_{a,m+1})(1 + Y_{4-a,m-1})}{(1 + Y_{a+1,m})(1 + Y_{a-1,m})}, \quad a = 1, 2, 3, \quad s = 1, \ldots, n - 5.
\]

To recover (44) we need to use that \( Y_{0,s} = Y_{4,s} = \infty \).

4.3. Analytic properties of the \( Y \)-functions

To derive the integral form of the \( Y \)-system equations it is important to identify the large \( \theta \) asymptotics. They are fixed by a WKB analysis. The method is very similar to the one used for the AdS3 case, but a bit more involved. We leave the details for appendix E and state here the final results.

We choose the polynomial \( P \) to be such that all zeros are on the real axis and \( P(z) > 0 \) for sufficiently large \( z \). Then the large \( \theta \) behavior of the \( Y \)-functions is

\[
\begin{align*}
\log Y_{1,s} &\to -m_s \cosh \theta - C_s \pm D_s, \quad \theta \to \pm \infty \\
\log Y_{3,s} &\to -m_s \cosh \theta + C_s \mp D_s, \quad \theta \to \pm \infty \\
\log Y_{2,s} &\to -\sqrt{2}m_s \cosh \theta, \quad \theta \to \pm \infty
\end{align*}
\]

\(^{16}\) Similar exotic \( Y \)-systems recently appeared in a very different context [27].
where $\theta = \log(\xi)$. The constants $C_i$ and $D_i$ arise from the components of the connection $A$ that survive the $Z_4$ projection. For loops in signature (1, 3) or (3, 1) the $D_i$’s are real while the $C_i$’s are purely imaginary, see appendix F. In fact, we have the general reality condition

\[(Y_{a,s}(\xi))^\ast = Y_{a-s,3}(1/\xi^\ast)\].

In particular, for large $\theta = \log \xi$, we see that

\[\log(Y_{a,s}(1/\xi) (+\infty))^\ast = -\log(Y_{a,s}(1/\xi) (-\infty))\]

which indeed implies what we said above regarding $D_i$ and $C_i$. It turns out that the $m_i$ can be promoted to complex constants by changing the position of the zeros of the polynomial\footnote{In the (2,2) signature the reality condition is $(Y_{a,s}(\xi))^\ast = Y_{a-s,1}(1/\xi^\ast)$.}. These $n - 3$ complex constants, together with the purely imaginary $C_i$, constitute the $3(n - 5)$ parameters of the problem.

### 4.4. TBA equations in AdS$_5$}

To derive a set of integral equations from the functional Y-system we follow again the same route as in the AdS$_3$ case. As explained in the AdS$_3$ case, a big advantage of the integral form of the Y-system equations is the straightforward numerical implementation of these equations. We first consider the case where all masses are real and positive. We then introduce a set of functions $I_{a,s} = \log(Y_{a,s}) + m_{a,s} \cosh \theta$ which are meromorphic in the strip $-\pi/4 < \Im(\theta) < \pi/4$ and bounded as we approach infinity inside this strip. Let us first assume that these functions are actually holomorphic in the strip and then we will mention what happens when there are poles. Equally important they obey

\[I_{a,s}^+ + I_{a-s,3}^- - I_{a+1,s}^- - I_{a-1,s}^- = \log Y_{a,s}^+ + \log Y_{a-s,3}^- - \log Y_{a+1,s}^- - \log Y_{a-1,s}^-\]

The right-hand side of this equality is the logarithm of the left-hand side of the Y-system functional equations (44) derived above. Now we go to Fourier space where we have

\[\mathcal{F}(I_{a,s})(\omega) = e^{\pi i /2} \mathcal{F}(Y_{a,s})(\omega),\]

where $\mathcal{F}$ denotes the Fourier transform. When writing this relation we are making use of the analytic properties of $I_{a,s}$ mentioned above. The Y-system equations can then be cast as

\[A_{a|w}(\omega) \mathcal{F}(I_{a,s})(\omega) = \mathcal{F}
\left(\log \frac{(1 + Y_{a,s+1})(1 + Y_{a-s-1})}{(1 + Y_{a+1,s})(1 + Y_{a-1,s})}\right)(\omega).\]

For $w \neq 0$, the $3 \times 3$ matrix $A_{a|w}(\omega)$ is invertible and we can multiply this relation by $A^{-1}(w)$ to extract $\mathcal{F}(I_{a,s})$. For $w = 0$ the matrix is not invertible and therefore when doing this operation we should allow for the constant zero modes in the final result. Finally, we rewrite the corresponding expression for $\mathcal{F}(I_{a,s})$ in position space. We obtain in this way the final set of integral equations

\[
\begin{align*}
\log Y_{2,s} &= -m_s \sqrt{2} \cosh \theta - K_2^\ast \alpha_s - K_1^\ast \beta_s, \\
\log Y_{3,s} &= -m_s \cosh \theta - C_s - \frac{1}{2} K_2 \beta_s - K_1 \alpha_s - \frac{1}{2} K_3 \gamma_s, \\
\log Y_{1,s} &= -m_s \cosh \theta - C_s - \frac{1}{2} K_2 \beta_s - K_1 \alpha_s - \frac{1}{2} K_3 \gamma_s,
\end{align*}
\]

where $\alpha, \beta, \gamma$ are shorthand for

\[
\begin{align*}
\alpha_s &\equiv \log \frac{(1 + Y_{1,s})(1 + Y_{3,s})}{(1 + Y_{2,s})(1 + Y_{2,s+1})}, \\
\beta_s &\equiv \log \frac{(1 + Y_{1,s})(1 + Y_{1,s+1})(1 + Y_{3,s+1})(1 + Y_{3,s})}{(1 + Y_{2,s})(1 + Y_{2,s+1})(1 + Y_{3,s+1})(1 + Y_{3,s})}, \\
\gamma_s &\equiv \log \frac{(1 + Y_{1,s})(1 + Y_{3,s+1})}{(1 + Y_{1,s+1})(1 + Y_{3,s})}.
\end{align*}
\]

\footnote{In this case conditions (46) get modified to $\log Y_{1,s} \sim -\frac{m_s}{\sqrt{2}} e^{\theta} - C_s - D_s$ for $\theta \to -\infty$ and $\log Y_{1,s} \sim -\frac{m_s}{\sqrt{2}} e^{\theta} - C_s + D_s$ for $\theta \to +\infty$, and similarly for the other Y-functions.}
and the kernels read

\[ K_1 \equiv \frac{1}{2\pi \cosh \theta}, \quad K_2 = \frac{\sqrt{2} \cosh \theta}{\pi \cosh 2\theta}, \quad K_3 = \frac{i}{\pi} \tanh 2\theta. \]

The unusual appearance of a kernel which does not decay at infinity \((K_3)\) is a direct consequence of the singular behavior of \(A(w)\) at \(w = 0\).

Comparing the large \(\theta\) asymptotics following from these equations with those predicted from the WKB analysis we see that the zero modes \(C_i\) correspond precisely to the constants \(C_i\) in (46) while the \(D_i\) in the WKB asymptotics are given by \(D_i = \frac{1}{\pi} \int d\theta \gamma_i(\theta)\).

A more straightforward exercise, compared with deriving the integral equations, is to check that they indeed yield the functional relations. To do so we simply compute the left-hand side of the functional equations using the integral equations. When doing this we should use

\[ f^\pm = f(\theta \pm i\pi/4 \mp i0) \]

in order not to touch the lines where the kernels \(K_2\) and \(K_3\) become singular. Then, simple identities such as \(K_1^2 + K_2^2 - K_3^2 = 0\) and \(K_1^2 + K_2^2 - 2K_1 = \delta(\theta)\) eliminate all the kernels on the right-hand side of the integral equations and the functional equations are indeed reproduced.

Up to now we have discussed the case where all masses are real and positive. To consider the case of complex masses \(m_j = |m_j|e^{i\phi_j}\), we proceed in exactly the same way as described in section 3.5 for the AdS3 TBA. That is, for small phases \(\varphi_s\), the integral equations take the same form as in (47) with \(m_s \to |m_s|, \quad Y_{a,s}(\theta) \to Y_{a,s}(\theta + i\varphi_s), \quad K_{a,i}^{\pm,\pm}(\theta - \theta') \to K_{a,i}^{\pm,\pm}(\theta - \theta' + i\varphi_s - i\varphi_s),\)

where \(K\) stands for the three different kernels. At \(|\varphi_s - \varphi_{s+1}| = \pi/4, \pi/2, 3\pi/4, \ldots\) we pick the poles from the appropriate kernels (see section 4.7 and appendix B for illustration). All in all, the \(Y\)'s and therefore the area are continuous whereas the apparent jumps in the integral equations are just an issue of the choice of contour.

### 4.5. Simple combinations of \(Y\)-functions and \(s_{n+1} \to s_1\) monodromies

When we normalize the solutions as in (35) it can happen that \(s_{n+1}\) is not equal to \(s_1\). Of course, they have to be proportional to each other. The proportionality constant is called a ‘formal monodrom’. For \(n\) odd, this constant can be removed, by rescaling the solutions appropriately. For \(n\) even, there is some non-trivial gauge invariant information in this constant. In fact, this non-trivial information is a particular combination of \(Y\)-functions which is particularly simple.

This is most interesting for \(n = 4k\) so let us consider that case first. We introduce three combinations of \(Y\)-functions

\[ B_1 = (Y_{1,n-5}Y_{2,n-9}Y_{1,n-7})(Y_{3,n-9}Y_{2,n-10}Y_{3,n-11})^{-1}(Y_{1,n-13}Y_{2,n-14}Y_{1,n-15}) \cdots \]
\[ B_2 = (Y_{2,n-5}Y_{1,n-9}Y_{3,n-8}Y_{2,n-7})(Y_{2,n-9}Y_{1,n-10}Y_{3,n-10}Y_{2,n-11})^{-1} \cdots \]
\[ B_3 = (Y_{3,n-5}Y_{2,n-9}Y_{3,n-7}Y_{1,n-10}Y_{3,n-10}Y_{1,n-11})^{-1}(Y_{3,n-13}Y_{2,n-14}Y_{3,n-15}) \cdots .\]

They are the analogs of \(B(\xi)\), equation (23), in the AdS3 case. The \(Y\)-system alone, without recurring to the definition of the \(Y\)-functions, implies the following equations for \(B_{a,i}\):

\[ \frac{B_1^2 B_2^2}{B_1 B_3} = \frac{B_1^2 B_3^2}{B_2} = \frac{B_3^2 B_1^2}{B_2} = 1. \]

They have the form of a discrete Laplace equation for \(\log(B_{a,i})\) with a non-diagonal metric. Given the expected analytic properties of this function the solution to these equations is

\[ B_1 = \mu^{-1}(e^{-\frac{i}{\pi} \Theta - \frac{i}{\pi} \Theta})^{-[n+2]}, \quad B_2 = (e^{-\sqrt{2} \frac{i}{\pi} \Theta + \frac{i}{\pi} \Theta})^{-[n+2]}, \quad B_3 = \mu (e^{-\frac{i}{\pi} \Theta - \frac{i}{\pi} \Theta})^{-[n+2]}. \]
The value of $w_0$ can be found by computing the large $\theta$ asymptotics in the definition of the $B_j$'s. We find that

$$w_0 = (m_{n-5} + \sqrt{2}m_{n-6} + m_{n-7}) - (m_{n-9} + \sqrt{2}m_{n-10} + m_{n-11}) + \cdots$$

is the cycle around infinity and $\bar{w}_0$ its complex conjugate. In our normalization these quantities turn out to be equal to $B_0 = T_{n,n-4}$; hence, we have not only derived the form (42) but we also computed $w_0$ from the $Y$-system equations.

For $n = 4k + 2$ we only have one simple combination which is

$$\prod_{k=1}^{4k} \frac{Y_{3,2k-1}}{Y_{1,2k-1}} = \mu^2. \quad (49)$$

This relation should be thought of as a gauge invariant definition of $\mu$. The fact that $\mu$ is constant also follows directly from the integral equations.

These relations imply some identities on the constants appearing in the WKB asymptotics. By considering the small and large $\zeta$ limit of (49) we find the expression for $\mu$ in terms of the $C_j$:

$$\log \mu^2 \sim \sum_{k=1}^{4k} C_{2k-1}. \quad (50)$$

In addition, we find a relation on the $D_j$ of the form

$$0 = \sum_{k=1}^{4k} D_{2k-1}. \quad (50)$$

Note that we are viewing the $C_j$ as arbitrary constants, while the $D_j$ are determined by solving the integral equation. The results in this subsection can also be obtained by a direct analysis of the solutions at infinity, as is explained in appendix C.

### 4.6. Area and free energy

In this subsection we show that the area is related to the free energy of the TBA system. The final result is (58). The reader not interested in this derivation can jump to the final result.

Note that the area is independent of $\zeta$. However, our objective is to relate the cross ratios to the area. For this purpose, it is convenient to consider the small $\zeta$ expansion of the $Y$-functions. We have already encountered the small $\zeta$ expansion when we looked at the asymptotic conditions. This expansion can be viewed as a WKB expansion where $\zeta$ is playing the role of $\hbar$. We take complex masses but with small enough phases so that the WKB approximations that we did before continue to be valid, with the same choice of cycles. For our purpose, we need to expand these functions to first order in $\zeta$. For small $\zeta$ we diagonalize $\Phi_\zeta = \text{diag}(x_j)$, where $x_j$ are roots of $\det(\Phi_\zeta - x) = 0$. In our case, we have $x^4 - P_1(z) = 0$. The $x_j$ are different sheets of a Riemann surface over the $z$ plane. Hitchin’s equations imply that $A_{\bar{z}}$ is also diagonal in the same basis. By a diagonal gauge transformation we can set $A_{\bar{z}} \rightarrow 0$. In general, $A_z$ is not diagonal in this basis. To order $\zeta^n$, only the diagonal components are relevant. Let us call these diagonal components by $A^i_z$. Again we can think of $A_z$ as a one-form on the Riemann surface. This is a closed form $dA = 0$ due to Hitchin’s equations.

When we evaluate the cross ratios we will be evaluating integrals of the form

$$\langle i | U | j \rangle = \langle i | \mathcal{P} e^{\int \frac{d^2z}{2\pi i} A_z} e^{\zeta \Phi \cdot d\zeta} | j \rangle. \quad (51)$$
Here $U$ is the ‘evolution operator’ taking us between two points in the $z$ plane. The states $|i\rangle$ indicate that we follow a given branch, since changing branches is suppressed by an exponential amount. In other words, in the WKB approximation, we are following the ‘ground state’ and the excited states are integrated out and change the evolution (at order $\zeta$ and higher) of the ground state. Expanding to order $\zeta$ we find that (51) has the form

$$\log\langle i|U|i\rangle = -\left[ \int \frac{x_i \, dz}{\zeta} + \alpha_i \, dz + \zeta \left( u_i' \, dz + u_i \, dz\right) + o(\zeta^2) \right],$$

(52)

where $u'$ is a certain one-form. This one-form is closed because the connection is flat. The $u_z$ components of this one-form are simple; they only come from the diagonal components of $\Phi_z$, $u_i' = \Phi_i'/\zeta$. The $u_\alpha$ component comes from a term that involves the off-diagonal components of $A_z$, but we will not need the explicit expression here\(^{19}\).

Once we form cross ratios, we find integrals over closed cycles on the Riemann surface of certain closed one-forms. Thus we obtain

$$\log \tilde{Y}_\gamma = -\left[ \frac{\int_x \, dz}{\zeta} + \alpha \, dz + \zeta \, \int_u + o(\zeta^2) \right],$$

(53)

where $\alpha$ and $u$ are viewed now as forms on the Riemann surface (in the $i$th sheet they are $\alpha^i$ or $u^i$, respectively). Since they were constructed from a flat connection, we see that the quantities in (53) do not depend on the precise choice of contour within its cohomology class. Thus, we can view them as conserved quantities of the Hitchin equation. In fact, we could expand to higher powers in $\zeta$ and find extra conserved quantities, though (53) is sufficient for our purposes.

In the gauge where we diagonalize $\Phi_z$, we can rewrite the expression for the area as

$$A = \int d^2z \text{Tr}[\Phi_z \Phi_z] = \int d^2z \sum_i x_i \Phi_i' = \frac{i}{2} \int \sum_i x_i' \, dz \wedge u_z' \, dz$$

$$A = \frac{i}{2} \int x \, dz \wedge u = -\frac{i}{2} w_{\gamma',\gamma} \int_x \, dz \oint u.$$

(54)

In the second line we expressed the integral over the Riemann surface. We then used a complete basis of cycles indexed by $\gamma$, and we used a formula that is valid when we integrate products of closed forms. Here $w_{\gamma',\gamma}$ is the inverse of the intersection form for the cycles $\langle \gamma', \gamma \rangle$. This step is valid when the number of cycles is even (odd number of gluons), otherwise we will not find an inverse. In our particular problem, we will choose the basis of cycles to consist of all the WKB cycles associated with the $Y_{\alpha,s}$-functions. It is convenient to undo the shifts that define the $Y$-functions and define $\tilde{Y}_{\alpha,s}$-functions which consist of various cross ratios evaluated at the same value of $\zeta$, see appendix D.2. We then do the WKB expansion for a $\zeta$ with phase $e^{i\pi/8}$, so that all the $\tilde{Y}_{\alpha,s}$ are associated with a corresponding cycle.

It is useful to compute the small $\zeta$ expansion of the $\tilde{Y}_{\alpha,s}$-functions from the integral equations. We obtain

$$\log \tilde{Y}_{\alpha,s} = \frac{Z_{\alpha,s}}{\zeta} + a_{\alpha,s} + \zeta \left[ \tilde{Z}_{\alpha,s} + M^{a,s;\alpha,s'} \int \frac{d\theta'}{2\pi} e^{-i\theta'} \log(1 + \tilde{Y}_{\alpha,s}(\theta')) \right],$$

(55)

where $M^{a,s;\alpha,s'}$ or $M^{\gamma';\gamma}$, is a certain matrix that results from the small $\zeta$ expansion of the integral equation for $Y_{\alpha,s}$. By comparing (55) with (53) we can read off the values of $\int_x \, dz \oint u$.

\(^{19}\) If you are curious, the expression is $u_i' = \sum_k \frac{M_{i,k\alpha}^j}{\zeta + i \alpha_k}$. This is a familiar formula from second-order perturbation theory (the $x_i$ are the energy levels). From Hitchin’s equations one can directly check that $du = 0$. 
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We obtain
\[ -\oint_{\gamma_{a,s}} x \, dz = Z_{a,s} \]
\[ -\oint_{\gamma_{a,s}} u = \bar{Z}_{a,s} + M_{a,s,a,s'} \frac{1}{2\pi} e^{-\theta'} \log(1 + \tilde{Y}_{a,s}(\theta')). \]

When we insert these expressions in (54) we get two terms \( A = A_{\text{periods}} + A_{\text{free}} \) which are equal to
\[ A_{\text{periods}} = -\frac{i}{2} w_{\gamma,\gamma'} Z_{\gamma} \bar{Z}_{\gamma'} \]
\[ A_{\text{free}} = -\frac{1}{2} Z_{\gamma} w_{\gamma,\gamma'} M_{\gamma',\gamma} \frac{1}{2\pi} e^{-\theta'} \log(1 + \tilde{Y}_{a,s}(\theta')) \]
\[ A_{\text{free}} = -2 \sum_{a,s} \int \frac{d\theta}{2\pi} Z_{a,s} e^{-\theta} \log[1 + \tilde{Y}_{a,s}(\theta)]. \] (56)

Here we have used that \( Z_{\gamma} w_{\gamma,\gamma'} M_{\gamma',\gamma} = -4i Z_{\gamma'} \) for our case, due to the relation between the \( Z_{\gamma} \) (or \( m_{a,s} \)) with various values of \( a \) implicit in (46). The matrix of cycle intersections is given in appendix E, figure E7. We can take the average of (56) with a similar expression which we obtain if we did the large \( \zeta \) expansion to obtain
\[ A_{\text{free}} = -\sum_{a,s} \int \frac{d\theta}{2\pi} [Z_{a,s} e^{-\theta} + \bar{Z}_{a,s} e^{\theta}] \log[1 + \tilde{Y}_{a,s}(\theta)] \] (57)
\[ A_{\text{free}} = \sum_{s} \int \frac{d\theta}{2\pi} [m_s] \cosh \theta \log[(1 + Y_{1,s})(1 + Y_{2,s})(1 + Y_{3,s})] \theta + i\alpha_s], \] (58)
where \( e^{i\alpha_s} \) is the phase of \( m_s \). In the last equation we have written the final answer in terms of the \( Y \)-functions (as opposed to the \( \tilde{Y} \)-functions). We have also used the relation between \( m_s \) and \( Z_{a,s} \), implicit in (46) and explicit in appendix G.1, equation (G 2). The explicit value of \( A_{\text{periods}} \) in terms of the masses \( m_s \) is given in appendix G.1.

One can give an alternative derivation of this formula in the spirit of the one given in [15] for the \( n = 6 \) case. This alternative derivation starts with the observation that the area \( A \) can be viewed as the generating function of transformations that change \( \zeta \). This is the generating function when we define a Poisson bracket for the Hitchin system that makes \( \phi_1, \phi_2 \) conjugate variables and similarly for \( A_1, A_2 \). Then one uses that the \( \tilde{Y} \) are variables whose Poisson brackets are computable and related to the cycle intersections. Finally one uses the integral equations as above to expand the \( \tilde{Y} \)-functions for small \( \zeta \) to find the Poisson brackets of the quantities involved in this expansion. In this way one can check that the final expression for the area does indeed generate the desired transformation.

Note that if we view the Hitchin system as arising from an \( \mathcal{N} = 2 \) supersymmetric theory, then the \( Z_2 \) projection that we had would break \( \mathcal{N} = 2 \) to \( \mathcal{N} = 1 \) supersymmetry. This \( \mathcal{N} = 1 \) theory has a global symmetry for rotations of \( \phi_1, \phi_2 \) in opposite directions. The area is then the \( D \) term potential (or momentum map) for this symmetry. This connection between a four-dimensional supersymmetric theory and two-dimensional quantum integrable models is in the spirit of [28]. It would be interesting to find the precise relation. Note, however, that in our AdS\(_5\) problem we do not have supersymmetry, we have integrability.

4.7. The geometrical meaning of the \( Y \)-functions

In the previous sections we saw how to determine the area of the minimal surfaces for a given choice of masses and chemical potentials in the \( Y \)-system equations. To identify which
polygons correspond to a given choice of masses and chemical potentials we must compute the spacetime cross ratios (10) for these solutions. This can be done by evaluating the $Y$-functions at special values of the spectral parameter as we explain in this section. In fact, the $Y$-functions themselves are cross ratios, but written in terms of somewhat exotic variables, introduced in [29], as we explain in the next subsection, 4.7.1. In subsection 4.7.2 we explain how to obtain the more conventional cross ratios defined in terms of distances between cusps.

4.7.1. Relation between the $Y$-functions and twistor cross ratios. As outlined in the introduction, we can recover the form of the coset representative $g^{-1}$ by picking a set of independent solutions of the linear problem, see (4). In our case, this is a set of four solutions $\psi_a$ of the linear problem. Each of these solutions is a spinor and $a = 1, 2, 3, 4$ labels the solution number. We can orthonormalize them so that $g^{-1}$ is a proper group element. These solutions then determine the shape of the string worldsheet in spacetime. Rotations of the $a$ indices by a group element $g_0$ correspond to the $SO(2, 4)$ AdS isometries, $g \to g_0 g$. A given solution, say $\psi_a$, can be expanded in terms of four other solutions as

$$\psi_a = \lambda_a^1 s_{i+2} + \eta_a^i s_{i+1} + \bar{\eta}_a^i s_{i-1} + \bar{\lambda}_a^i s_i,$$

where $s_{i+2}$ is the big solution in the Stokes sector $i$, and $s_{i\pm 1}$ are the intermediate solutions in the Stokes sector $i$. As we go to infinity within this Stokes sector $s_{i+2} \to \infty$. Thus, this is the dominant solution and it determines the behavior of $g^{-1}$ and eventually, also for the spacetime solution. We can calculate $\lambda^i_a$ as

$$\lambda^i_a = (s_{i-1}, s_i, s_{i+1}, \psi_a) = (\tilde{s}_i, \psi_a).$$

Here $\lambda^i$ is a spinor of the spacetime conformal group, which acts on the index $a$.

Now imagine that we want to evaluate inner products of the $\lambda^i$ in terms of four spinors with an $\epsilon$ symbol. Note that these are indices transforming under global conformal transformations. We obtain

$$\langle \lambda^i, \lambda^j, \lambda^k, \lambda^l \rangle = \epsilon_{a, b, c, d} \lambda^i_a \lambda^j_b \lambda^k_c \lambda^l_d = \langle \tilde{s}_i, \tilde{s}_j, \tilde{s}_k, \tilde{s}_l \rangle.$$

Here we have used that by performing a local gauge transformation and a global transformation, we can set the $\psi_{a, a} = \delta_{a, a}$ at some point on the worldsheet.

Using this formula plus the identities (C.5), (C.6) we can show that

$$\langle s_i, s_{i+1}, s_j, s_{j+1} \rangle = \langle \lambda^i, \lambda^{i+1}, \lambda^j, \lambda^{j+1} \rangle$$

$$\langle \tilde{s}_i, \tilde{s}_j \rangle = (s_{i-1}, s_i, s_{i+1}, s_j) = (\lambda^i, \lambda^{i+1}, \lambda^j, \lambda^{j+1}) \equiv (\lambda^i, \tilde{\lambda}^j),$$

where $\tilde{\lambda}^i = \lambda^{i-1} \wedge \lambda^i \wedge \lambda^{i+1}$. Using these relations we can express the $Y$-functions in terms of the $\lambda^i$, which are spacetime quantities. These ‘momentum twistors’ can be introduced just from the knowledge of the position of the cusps [29]. In order to introduce them, we only need to know that we have a null-sided polygon. When we introduce the $\lambda^i$ from this latter point of view, the $\lambda^i$ are defined up to an overall rescaling. In (60) we have picked a particular normalization. However, in the final expressions for the $Y$-functions in terms of $\lambda^i$, the overall normalization of each $\lambda^i$ drops out, for the same reason that the overall normalization of the $s_i$ drops out. Each $\lambda^i$ is associated with a null side of the polygon, and a pair of consecutive $\lambda$’s determine the position of the cusp $X^a_{i:0} = \lambda^i \lambda^{i+1}$, where $X^a_{i:0}$ are six coordinates defined up to a rescaling obeying $X^2 = 0$. Thus, they define a point on the boundary of AdS space.

Note that the $Y_{i,s}$ and $Y_{s,s}$ only differ by $s \leftrightarrow \tilde{s}$ or $\lambda \leftrightarrow \tilde{\lambda}$, see appendix D. This operation is simply target space parity.

---

20 It turns out that $\bar{\eta} = -\eta^{i+1}$. This follows by continuing this formula to the $i + 1$ Stokes sector and re-expressing $s_{i-1}$ in terms of the $s_i$ appearing in (59) for that Stokes sector.
4.7.2. Traditional cross ratios from the $Y$-functions. In this subsection, we explain how to obtain traditional cross ratios from the $Y$-function. By a ‘traditional’ cross ratio we mean the one constructed from physical distances as in (10). These can be introduced via
determined by the definition of the $Y$-function in terms of the $T$-functions with the Hirota equation (39). This ratio has been constructed so that it only involves the functions $T_{2,i}$. These are determinants of four small solutions of the form $\langle s_i s_{i+1} s_j s_{j+1} \rangle$. We recall that the physical cross ratios are ratios of four such quantities (10). For example,
where we combined the definition of the $Y$-function and the $T$-functions evaluated in the real axis by $\theta = i \pi / 4$. These cross ratios are ratios of four such quantities (10). For example,
where $x_{i,j} \equiv x_i - x_j$, see figure 8. If we consider $U_{2k-2}^{[2p]}$ then we will shift the position of the small solutions by $p$ sectors, i.e. we will get a cross ratio involving the cusps $\{x_{-k+p}, x_{-k-p}\}$ and $\{x_{k-1+p}, x_{k+1+p}\}$ of the polygon. We see that the index $2k-2$ is the number of cusps between $x_{-k+p}$ and $x_{k+p-1}$ (counted from the side of the cusp $x_0$). Similarly, the cross ratio involving sides $\{x_{-k-1+p}, x_{-k+p}\}$ and $\{x_{k+p}, x_{k+1+p}\}$, which are separated by an odd number of cusps, are given by $U_{2k-1}^{[2p+1]}$.
A generic cross ratio involving four non-consecutive cusps of the polygon can easily be constructed by multiplying appropriate factors of $U_{2}^{[m]}$, e.g.
We see that once we solved the integral equations it suffices to evaluate the $Y$-functions $Y_{2,s}$ at some specific values of $\theta$ to read off the corresponding cross ratios.
A subtlety of pragmatic nature is as follows. When solving the integral equation we usually do it numerically by iterating the integral equations. At the end of the iteration cycle we are left with the functions $Y_{2,s}(\theta)$ in the real axis which is precisely what we need to compute the free energy (58). On the other hand, to get the physical cross ratios we will generically need to evaluate $Y_{2,s}$ at some imaginary values. Using the integral equations, these cross ratios can be written in terms of (integrals of) the $Y$-functions evaluated in the real axis. When continuing the integral equations (47) out of the physical strip we will have to pick some extra pole contributions from the several kernels as we cross the lines $\text{Im}(\theta) = \pm i \pi / 4, \pm i \pi / 2$, etc.
To make this procedure clear let us illustrate how to compute \( Y_{2,s}(i\pi/2) \). First we note that \( Y_{a,j} (i\pi/4) \) can still be expressed in terms of integrals of the \( Y \)-functions over the real axis using the original undeformed equations \((47)\). The only thing we must be careful about is that the kernels \( K_{2} \) and \( K_{3} \) have a pole singularity for \( \theta = i\pi/4 \) so that we should either interpret the integration contour to go slightly above the real axis or equivalently we should plug \( \theta = i\pi/4 - i0 \) on the right-hand side of these equations. To reach values of \( \theta \) with an even larger imaginary part (such at \( \theta = i\pi/2 \)) we can simply pick the pole singularities of these to kernels. For example

\[
\log (Y_{2,s}) (\theta) = -m_s \sqrt{2} \cosh(\theta) - K_{2} \ast \alpha_s - K_{1} \ast \beta_s + \alpha_s(\theta - i\pi/4), \quad \pi/4 < \text{Im}(\theta) < \pi/2.
\]

We can now evaluate the right-hand side of this equation at \( i\pi/2 - i0 \) to compute \( Y_{2,s}(i\pi/2) \). The last term becomes \( \alpha_s(i\pi/4) \) and contains a bunch of \( Y \)-functions evaluated at \( \theta = i\pi/4 \). We already explained how to get those in terms of integrals of the \( Y \)-functions in the real axis using the original equations. Hence, we are done.

There is an even more efficient way of computing these cross ratios which goes as follows. Suppose we need some \( Y \)-function \( Y_{a,s}(\theta) \) where \( \theta \) is outside the physical strip, i.e. \( |\text{Im}(\theta)| > \pi/4 \). For concreteness let us suppose \( \text{Im}(\theta) < -\pi/4 \). Then, by repeatedly using the functional equations \((45)\) as

\[
Y_{a,m} = \frac{(1 + Y_{a,m+1}^{[2]})(1 + Y_{d,a,m-1}^{[1]})}{Y_{d,a,m}^{[2]}(1 + 1/Y_{a,m+1}^{[1]})(1 + 1/Y_{a,m-1}^{[1]})},
\]

we can express \( Y_{a,s}(\theta) \) purely in terms of \( Y \)-functions inside the physical strip. For those we can use the original integral equations \((47)\) as explained above.

4.7.3. \( \zeta \) symmetry. We explained how to get the physical cross ratios by evaluating the \( Y \)-functions at \( \theta = 0, \pm i\pi/4, \pm i\pi/2, \) etc. Actually we can construct a family of polygons parameterized by a complex number \( \theta_0 \) which will all have the same area. These polygons are obtained by evaluating the \( Y \)-functions at \( \theta = \theta_0, \theta_0 \pm i\pi/4, \theta_0 \pm i\pi/2, \) etc. The reason we can evaluate the \( Y \)-functions around any \( \theta_0 \) is that flat sections of the linear problem can be assembled into a physical solution for general \( \zeta = \e^{i\theta} \) at not only for \( \zeta = i \).\(^{21}\) For purely imaginary \( \theta_0 \) the new polygons are real, and for generic \( \theta_0 \) they are complexified. Thus, we can view changes of \( \zeta \) as a symmetry of the problem. Namely, we have a one-parameter family of polygons labeled by \( \zeta \) which have the same area. It would be very interesting to understand this symmetry in greater detail and specially to see if/how it manifests itself at the quantum level.

Note that this is intimately related to the fact that changes in \( \zeta \) are generated by the area when one defines a certain Poisson bracket that is natural in the theory of Hitchin systems \([15]\). This Poisson bracket is different from the one obtained from the sigma model \([35]\).

4.8. High-temperature limit

In this section we will focus on a particular kinematical regime. From the \( Y \)-system point of view we want to consider the limit when the \( Y \)-functions are approximately constant (in some large region of \( \theta \)). To find the constant values of the \( Y \)-functions we solve the \( Y \)-system equations \((45)\) and \((49)\) dropping the \( \zeta \) dependence, \( Y_{a,s}^{\pm} \rightarrow Y_{a,s} \),

\[
\frac{Y_{a,m}Y_{a-m,a}}{Y_{a+1,m}Y_{a-1,m}} = \frac{(1 + Y_{a,m+1})(1 + Y_{d-a,m-1})}{(1 + Y_{a+1,m})(1 + Y_{a-1,m})}.
\]

\(^{21}\) Because \( \zeta \neq 1 \) can be absorbed into a redefinition of \( P(z) \rightarrow \zeta^4 P(z) \) together with a \( \zeta \)-dependent global gauge transformation.
For this approximation to be valid, the sources in the integral equations must become independent of the spectral parameter which means $m_s \to 0$. In the TBA context this arises in the high-temperature limit, so we will adopt that terminology here. Of course, in the AdS problem there is no temperature since we are just solving classical equations. The $m_s \to 0$ condition is however not sufficient. Namely we do not have the freedom to chose the values of the constants $C_i$ if we want the solution to the Y-system to be given by constant $Y$-functions. Instead these constants are found from the Y-system\textsuperscript{22}. To derive this, note that the ratio of equations (62) for $a = 1$ and $a = 3$ implies that $\gamma_s = 0$ where $\gamma_s$ is defined in (48). Thus, from equations (47), we see that
\[
e^{2c_i} = \frac{Y_{3,s}}{Y_{1,s}}.
\]
We first consider the richer case of an even number of gluons. The $n$ odd case is discussed afterward. Equations (62) admit a one-parameter family of solutions. We can parameterize this family in terms of
\[
\prod_{k=1}^{n/2} \frac{Y_{1,2k-1}}{Y_{3,2k-1}} = \frac{1}{\mu^2}.
\]
For a fixed value of $\mu$, (62) admits a discrete set of solutions. At $\mu = 1$ there is a unique solution such that $Y_{a,s} > 0$ for any $a = 1, 2, 3$ and $s = 1, \ldots, n - 5$. We will consider a solution valid for arbitrary $\mu$ and continuously connected to that unique solution. This one-parameter family describes a family of regular polygons with a $Z_n$ symmetry. This is shown in more detail in appendix I.

The polygon can be described in terms of the $n$ twistors
\[
\hat{\lambda}_k = \{(1 + a_k)(1 + b_k) e^{\frac{n \pi i}{n}}, (1 + a_k) e^{\frac{n \pi i}{n}}, (1 + b_k) e^{-\frac{n \pi i}{n}}, e^{-\frac{n \pi i}{n}}\},
\]
where $\mu = e^{\phi}$ and
\[
a_k = (-1)^k \tan \frac{2\pi}{n} \tan \frac{1}{n} \phi, \quad b_k = (-1)^k \tan \frac{\pi}{n} \tan \frac{1}{n} \phi.
\]
Then the constant solution to the Y-system is simply obtained by plugging the twistor $\hat{\lambda}_k$ in place of $s_i$ in relations (D.1) in appendix D.

When $\phi = 0$ we have $a_k = b_k = 0$ and the solution simplifies to
\[
Y_{a,s} + 1 = \frac{\sin \left(\frac{\pi}{n} (4 - a + s)\right) \sin \left(\frac{\pi}{n} (a + s)\right)}{\sin \left(\frac{\pi}{n} (4 - a)\right) \sin \left(\frac{\pi}{n} a\right)}.
\]
Actually, in this case we have $Y_{a,s} = Y_{a,-s}$ and hence the Y-system reduces to the standard Y-system and the solution (65) can be found in the literature \cite{30}. In fact, this is a regular polygon that can be embedded in AdS\textsubscript{2}. Another limit where we find significant simplification is the limit where $\phi \to \pi (n - 4)/2$. In this limit we find $Y_{1,2k+1} = Y_{3,2k+1} = -1$, $Y_{1,2k} = Y_{3,2k} = 0$, $Y_{2,2k+2} \to \infty$ and
\[
Y_{2,2k} \to \sin \left(\frac{\pi}{n} \frac{k + 2}{n}\right) \sin \left(\frac{\pi}{n} \frac{k}{n}\right) \left/ \sin^2 \left(\frac{\pi}{n}\right)\right., \quad \hat{n} \equiv \frac{n}{2}.
\]
This corresponds to a regular polygon that can be embedded in AdS\textsubscript{3}. In fact, the curious pattern of zeros and infinities for the $Y$-functions is a generic feature of the AdS\textsubscript{3} limit. In section 4.9, this is precisely how the Y-system in the AdS\textsubscript{3} strip reduces to the Y-system in the

\textsuperscript{22} In this sense the nomenclature high temperature is slightly abusive. The genuine high-temperature limit would correspond to $m_s \to 0$, with the chemical potentials $C_i$ arbitrary.
AdS$_3$ line. As we move $\phi$ between $\phi = 0$ and $\phi = \frac{n-4}{2}\pi$ we interpolate between these two cases.

It turns out that the free energy can be computed exactly in this limit, as shown for instance in [31], and reads

$$F_n = -\frac{1}{2\pi} \sum_{a,s} \left[ \log(e^{2(a-s)}C_{Y_{a,s}}) \log(1 + Y_{a,s}) + 2Li_2(-Y_{a,s}) \right]. \quad (67)$$

Plugging the analytic expressions above into this expression we find the remarkably simple result

$$F_n = \frac{\pi}{2n} \left( (n-4)(n-5) - \frac{4\phi^2}{\pi^2} \right). \quad (68)$$

As already mentioned, for $\phi = 0$ we recover the regular polygons of second class that can be embedded into AdS$_4$. One can actually see that the free energy for $\phi = 0$ exactly reproduces the numerical prediction (H.2). Similarly, for $\phi = \frac{n-4}{2}\pi$ we can see that (68) exactly reproduces the AdS$_3$ result (H.3).

In addition to the solutions described above, there can be discrete families of solutions. For instance, let us focus on the $n$-odd case. In appendix I we have constructed a set of solutions parameterized by the number of sides $n$ and an extra integer $r$, with $r = 2, \ldots, (n-1)/2$. The spinors characterizing such solutions are

$$\lambda^k = \left( e^{i\pi(r+1)\frac{k}{n}}, e^{i\pi(r-1)\frac{k}{n}}, e^{-i\pi(r-1)\frac{k}{n}}, e^{-i\pi(r+1)\frac{k}{n}} \right),$$

where we have reorganized the expression appearing in the appendix. From these spinors, one can easily compute the cross-ratios $Y_{a,s}$. As these polygons can be embedded into AdS$_4$, we expect $\mu^2 = 1$ and indeed we find $\frac{\mu}{\sqrt{\lambda}} = 1$. In addition, one can explicitly check that these cross ratios give a solution of the $Y$-system equations. This constitutes a non-trivial check of the $Y$-system for the case in which $n$ is odd.

Let us comment on an interesting feature of (68). Note that $\lambda$ in (64) is a periodic function of $\phi$ with the period $n\pi$. This means that the cross-ratios describing the polygon are periodic functions of $\phi$. On the other hand we see that (68) is not periodic. We thus have a family of solutions all ending on the same polygon. If the right prescription is to sum over all these surfaces, then the full result will have no monodromy. In that sum, one solution will dominate while the others are non-perturbative corrections (in $1/\sqrt{\lambda}$). On the other hand, in terms of amplitudes we expect non-trivial analytic continuation properties. For example, it is well known that amplitudes have interesting monodromies as we analytically continue the external parameters. This is an essential tool in weak coupling computations, see [32, 33] for example. If the right prescription is then not to sum over all these surfaces, then it would be interesting to study this particular kinematic configuration and understand in a better way the physical meaning of the monodromy in (68).

Such non-trivial monodromies for the free energy are a common occurrence in TBA systems. After an analytic continuation in the parameters we do not end up with the ground state, but in an excited state [34]. In fact, the high temperature TBA typically corresponds to a CFT. Then the chemical potential simply translates into a winding condition for the scalar that bosonizes the corresponding $U(1)$ current, thus giving the $\phi^2$ contribution to the energy, see e.g. [36, 37]. This, in particular, shows that in our problem some excited states will typically appear as we analytically continue the parameter [36]. These are related to poles in the physical region and need to be taken into account according to a well understood procedure [34]. Namely, we need to deform the contours and pick up the corresponding poles, etc.
4.8.1. High-temperature limit of the AdS3 Y-system. We can consider the high-temperature limit of the TBA equations corresponding to scattering amplitudes on AdS3 for $n = 2\hat{n}$ gluons. In this case the $Y$-system equations (18) become simply

$$Y_s = \sin \left( \frac{\pi (s + 2)}{\hat{n}} \right) \sin \left( \frac{\pi s}{\hat{n}} \right) / \sin^2 \left( \frac{\pi}{\hat{n}} \right).$$

These are precisely the $Y$-functions found in the previous section in equation (66). This is not surprising since we had already anticipated that for $\phi \to (n - 4)\pi / 2$ the polygons described by the previous solution become AdS3 solutions. The AdS3 free energy can be then evaluated, exactly as in (67), and we obtain

$$F_n = -\frac{1}{2\pi} \sum_s \left[ \log(Y_s) \log(1 + Y_s) + 2Li_2(-Y_s) \right] = \frac{\pi}{12n} \left( n^2 - 6n - 4 \right),$$

where we have reinstated $n = 2\hat{n}$. This result is however not the same as (68) for $\phi = (n - 4)\pi / 2$ even though we are describing the same solution. This is actually not a contradiction: as explained in appendix H the regularization of the area in the high-temperature limit amounts to subtracting the area of $n - 4$ regular pentagons in the AdS5 case and the area of $n/2 - 2$ regular hexagons in the AdS3 case. Taking this into account, the difference between two free energies is precisely as expected.

4.9. AdS4 and AdS3 reductions

Minimal surfaces that can be embedded in an AdS4 or AdS3 subspaces of AdS5 are more restricted and as a result, the problem simplifies. The reduction of the AdS5 flat connection was done in [15]. In this section, we will consider the implications of this simplification to the $Y$-system.

The worldsheet theory describing strings moving in an AdS4 subspace is obtained from the parent AdS5 by an additional projection. This projection relates $A$ to $A'$ via a gauge transformation $F$. That gauge transformation therefore relates solutions to the problem with solutions to the inverse problem. More precisely we have $\bar{s}_i(\zeta) = F s_i(\zeta)$, where in our normalization $\det(F) = 1$. As a result, $Y_{1,s} = Y_{3,s}$ (and hence $\mu^2 = 1$). The $Y$-system equations can then be written in the form

$$Y_{1,m}^{-1} Y_{2,m}^* = \frac{(1 + Y_{2,m+1})(1 + Y_{2,m-1})}{(1 + Y_{1,m})^2}, \quad Y_{1,m}^+ Y_{2,m}^{-1} = \frac{(1 + Y_{1,m+1})(1 + Y_{1,m-1})}{1 + Y_{2,m}}.$$

A solution in AdS4 that can be embedded in AdS3 must have even number of gluons. The linear problem splits into two decoupled problem denoted by left and right problems in [17]. In an appropriate gauge we can write

$$s_{2k} = \begin{pmatrix} s_{R,k} \\ 0 \end{pmatrix}, \quad s_{2k+1} = \begin{pmatrix} 0 \\ s_{L,k+1} \end{pmatrix},$$

where $s_L$ and $s_R$ are the small solution of the left and right AdS3 problems, respectively. Because of this factorization the $T$-functions can be dramatically simplified. We choose a normalization where the AdS3 solutions obey $\langle s_i, s_i+1, s_i+2, s_i+3 \rangle = 1$, and the same for the right.$^{23}$ The left and the right problems are related by a rotation in the spectral parameter $(s_{R,a}, s_{R,b}) = (s_{L,a}, s_{L,b})^{[2]}$. We can use this relation to translate all inner products into inner products of the left problem.

$^{23}$ Note that with this choice, the AdS3 solutions obey $\langle s_i, s_i+1, s_i+2, s_i+3 \rangle = -1.$
problem in section 3.2. We then find that the Hirota variables $T_{a,s}$ of the AdS$_5$ problem have the form

$$
T_{1,2k+1}(\zeta) = 0, \quad T_{0,s} = T_{4,s} = -1,
$$

$$
T_{1,2k}(\zeta) = -(s_{L,0}, s_{L,k+1})^{[-2k]} = -T_k^{[2]},
$$

$$
T_{2,2k}(\zeta) = -(s_{R,0}, s_{R,k+1})^{[-2k-1]}(s_{L,0}, s_{L,k+1})^{[-2k-1]} = -T_k^{[3]}T_k^{[1]},
$$

$$
T_{2,2k+1}(\zeta) = (s_{R,0}, s_{R,k+1})^{[-2k-2]}(s_{L,0}, s_{L,k+2})^{[-2k-2]} = T_k^{[2]}T_k^{[2]},
$$

and of course $T_{3,s}(\zeta) = T_{1,s}(\zeta)$.

The AdS$_5$ Hirota equations (39) become identically satisfied in all nodes except $s = 2k$ and $a = 2$. For these, it becomes24

$$(T_k)^2(T_k^{[2]}T_k^{[-2]} - T_{k-1}T_{k+1} - 1) = 0.$$  

Inside the parentheses we recognize Hirota equation (16) in AdS$_3$. Recall that in the AdS$_3$ treatment superscripts denoted shifts in the spectral parameter which were twice as large compared to the ones we are using now, e.g.

$$(f^{[2]})_{\text{AdS}_3} = (f^+)_{\text{AdS}_S}.$$  

The $3n - 15$ nodes in the AdS$_5$ strip reduces to the $n/2 - 3$ nodes in the AdS$_3$ line in a very odd way which we represent in figure 9. Basically the only non-trivial functions become $Y_2 = T_{k+1}T_{k-1} = Y_k$ and these obey the AdS$_3$ Y-system equation (18).

5. Conclusions

In this paper we have presented a way to compute the area of minimal surfaces that end on a null polygon at the boundary of AdS$_5$. The method uses the integrability$^{25}$ of the classical equations in an essential fashion.

We have used the map between the integrable sigma model and a Hitchin system. The Hitchin system is an $SU(4)$, $SU(2,2)$ or $SL(4)$ system depending on the signature. More precisely, it is a certain $Z_4$ projection of this system. Alternatively, we can simply say that we

$^{24}$ We actually obtain this expression at $e^{i\pi/2}\zeta$.

$^{25}$ The Yangian charges—responsible for integrability—are also visible at weak coupling [39]. It is still not clear how to exploit integrability efficiently in that regime. At strong coupling, the connection between conformal and dual conformal symmetry and integrability was worked out in [40].
have chosen a specific form for the one-parameter family of flat connections. This family is parameterized by a spectral parameter \( \zeta = e^{\theta} \).

For this problem the worldsheet is the complex plane and we have an irregular singularity at infinity. This means that there are Stokes sectors as we approach infinity. Each of these Stokes sectors has an associated small solution \( s_i \) and a large solution. The large solution determines a four-spinor \( \lambda_i \), which specifies the direction in which the large solution is pointing. These spinors are associated with the sides of the polygon and are the same as the momentum twistors introduced by Hodges [29]. Alternatively, we can say that consecutive Stokes sectors determine a cusp or a vertex of the polygon. Using this cusp position, or the momentum twistors \( \lambda \), we can construct cross ratios. We can introduce a family of cross ratios depending on the spectral parameter \( \zeta \). If \( \zeta = 1 \) we recover the physical cross ratios of the original problem.

A particular set of cross ratios, denoted by the \( Y \)-functions \( Y_{a,s} \), obeys a set of functional equations, or \( Y \)-system equations (45). The number of \( Y \)-functions is \( 3(n - 5) \), which is the same as the number of independent cross ratios of the problem. These functional equations, together with some input regarding their asymptotic properties, imply a set of integral equations for the \( Y_{a,s} \)-functions (47). These integral equations involve \( 3(n - 5) \) real parameters. These parameters were not present in the \( Y \)-system function equations but they appeared in the specification of the boundary conditions for the \( Y \)-functions. The solution to these equations relates these parameters to the physical cross ratios. Roughly speaking these parameters are related to the values of \( Y \) at \( \theta = \pm \infty \), while the physical cross ratios are \( Y(\theta = 1) \). These functional equations have the form of TBA equations for a certain quantum system which is not associated in any obvious way with our initial problem, which was a classical problem. Similar relations were observed in [38]. Moreover, the area is given by the free energy of the TBA system. In practice, the TBA equations can be solved numerically. As in [15], we have been able to solve the equations in a specific ‘high-temperature’ regime. This gives a one-parameter family of solutions (for \( n \) even). These describe a family of regular polygonal contours at the AdS boundary. This is a one-dimensional line in the \( 3(n - 5) \)-dimensional space of cross ratios. The answer for the area is surprisingly simple, it is just \( A \propto \phi^2 \), where \( \phi \) parameterizes the family and it appears as a chemical potential of the TBA system. The cross ratios are periodic functions of \( \phi \). This simple form is expected from the TBA perspective, since it is describing the UV limit of the 2D quantum integrable theory which is a CFT, and \( \phi \) appears as a chemical potential [37]. One interesting aspect of this family of solutions is that, since we know it analytically, we can analytically continue in the space of parameters and find interesting monodromies. Namely, the cross ratios come back to themselves while the area does not. It would be interesting to study them further. One thing we can say is that this shows that we will get TBA equations for excited states as we do analytic continuations. By now, this is a familiar phenomenon [34]. Thus, the full problem involves not only the TBA ground state but also some excited states.

There are several interesting problems for the future. One of them is to take the large \( n \) limit in order to obtain arbitrary (spacelike or timelike) contours. This would effectively solve the strong coupling form of the loop equations.

Of course, the most interesting open problem is the extension of this to the full quantum theory. This will probably require, as a first step, the knowledge of the classical solutions for the full \( \text{AdS}_5 \times S^5 \) sigma model.

We have emphasized that we get the physical values of the cross ratios by evaluating the \( Y \)-functions at \( \zeta = 1 \). However, we also get equally nice, but different, physical values by taking \( \zeta = e^{i\varphi} \). By varying \( \varphi \) we move in the space of cross ratios. All these values of the cross ratios have the same area. Thus, changing \( \zeta \) corresponds to a symmetry of the problem.
Namely, by changing $\zeta$ we change the cross ratios in a way that does not change the area. Other values of $\zeta$, with $|\zeta| \neq 1$, correspond to generically complex values of the cross ratios and represent an analytic continuation of the problem, which keeps the area fixed. Also recall that, with a certain definition of Poisson brackets, the area is precisely the generating function for this symmetry [15].

One curious observation is the following. We have the formula for the amplitude as $\text{Amplitude} = e^{-\sqrt{\lambda}/(\text{Area})}$. Since the area is the free energy, this formula looks like we are computing the partition function of the system on a torus, where one of the sides has length proportional to $\sqrt{\lambda}$. For large $\sqrt{\lambda}$ only the ground state contributes, which is what we computed. The overall sign is not quite right for this interpretation. It is nevertheless suggestive.
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Appendix A. Numerics

In this section we explain how to implement equation (25) numerically in Mathematica in a very simple way (the code is quite similar to the one used in [41]). The algorithm is trivial, we simply iterate the integral equation plugging the $Y$-functions at iteration $k-1$ on the right-hand side of (25) and reading from the left-hand side their values at the $k$th iteration. We start by defining the kernel appearing in the integral equations

$$K[x] = 1/(2 \pi \cosh(x))$$

and specify how many gluons we want to consider. We do that by introducing a list of masses which appear in the integral equations. For example, we set the following numerical values of the masses:

$$m=1.,2.; M=\text{Length}[m]\;$$

which would correspond to $M = 2$ nodes, i.e. to a polygon with $2M + 6 = 10$ sides. We also introduce a cutoff for the several integrals and set the number of iterations

$$\text{cut} = \text{ArcCosh}[8 \log[10]/\text{Min}[m]]; \; \text{ni} = 8;$$

At each iteration step we compute the new values of the $Y$-functions at a discrete set of points and construct the new $Y$-function as the function which interpolates through these points. For that we need an interpolating function and a function to perform the several integrals

$$\text{F}[S_] := \text{FunctionInterpolation}[S, x, \text{-cut, cut, InterpolationPoints -> 100}]$$

$$\text{int}[S_] := \text{NIntegrate}[S, y, \text{-cut, cut}]; \text{NumberQ}[S/.y->.1]$$

26 This cutoff is chosen so that for the smallest mass we have $e^{-m \cosh(\text{Cut})} = 10^{-8}$. We could do something fancier (and more efficient of course) and introduce a cutoff which would be different for different integrals.

27 The last command in the integration function ensures that we are really integrating something which is numerical once the integration variable $y$ takes some random numerical value. We chose 0.1 but anything would work.
This is all the machinery we need. The iterations are simply implemented by

\[
Y[a_\times k_\times] := \begin{cases} 
0 & \text{if } a = 0 \\
\exp[-m[i]\cosh[#]] & \text{else}
\end{cases} \\
Y[i_\times k_\times] := Y[i_\times k] = F[\exp[-m[i]\cosh[x]] + \int[K[x-y]\log[(1+Y[i-1,k-1][y])(1+Y[i+1,k-1][y])]]]
\]

In the first line we set \( Y_0 = Y_{M+1} = 0 \); in the second line we set the seed values for the iteration procedure to simply be the asymptotic expressions for the \( Y \)-functions and in the last command we compute the \( Y \)-functions at the iteration step \( k \) using the right-hand side of the integral equations with the \( Y \)-functions at step \( k - 1 \). We can now compute the free energy from (33) and see how it converges to a particular value as we iterate:

\[
\text{energy} = \text{Table}[\int[\sum[Cosh[y]m[[i]]][y]/\Pi/2, i, M]], s, n_i] \\
\text{ListPlot}[\text{energy}]
\]

For the masses chosen above we see that the free energy converges to 0.27. Finally, if we want to read the cross-ratios of the polygon whose area we have just computed, we simply need to evaluate the \( Y \)-functions at \( \theta = 0 \):

\[
\text{Table}[ Y[i, ni][0], i, M]
\]

To compute the the free energy again for a different choice of masses we should first run \text{Clear}[Y].

The results of the numerics are shown for several values of \( m_1 \) and \( m_2 \) in figure B1. Here we have considered real values of \( m_1, m_2 \). One can similarly do computations for complex values of \( m_1, m_2 \), using the kernels after (26), and the discussion in appendix B, if necessary.

**Appendix B. Wall crossing and TBA**

In this appendix we describe the pattern under which the AdS3 integral equation (26) changes as the phases of the masses \( \phi_i = \text{arg}(m_i) \) are deformed beyond the region where \( |\phi_i - \phi_{i+1}| < \pi/2 \). The AdS5 integral equations (47) follow an analogous pattern. In the context of the works [25, 26] this corresponds to the wall-crossing phenomenon.

As explained in section 3.5, as long as \( |\phi_i - \phi_{i+1}| < \pi/2 \), the integral equation reads

\[
\log \tilde{Y}_i(\theta) = -|m_i| \cosh \theta + K_{s,s+1} \ast \log(1 + \tilde{Y}_{s+1}) + K_{s,s-1} \ast \log(1 + \tilde{Y}_{s-1}),
\]

where \( \tilde{Y}_s(\theta) = Y_s(\theta + i\phi_s) \) and

\[
K_{s,s} \ast \log(1 + \tilde{Y}_s) = \int \frac{\log(1 + \tilde{Y}_s(\theta'))}{2\pi \cosh(\theta - \theta' + i\phi_{s,s})} d\theta'
\]

and \( \phi_{s,s+1} \equiv \phi_i - \phi_{i+1} \). Let us consider the simplest possible situation where \( \phi_{1,2} \) crosses the value \( +\pi/2 \) (and hence \( \phi_{2,1} \) crosses \(-\pi/2 \) while all other \( |\phi_{s,s+1}| < \pi/2 \). Any other possibility can be treated similarly.

When \( \phi_{1,2} \) crosses the value \( +\pi/2 \) we pick the pole contribution from the kernel and the TBA equation for \( s = 1 \) becomes

\[
\log \tilde{Y}_1(\theta) = -|m_1| \cosh \theta + K_{1,2} \ast \log(1 + \tilde{Y}_2) + \log(1 + \tilde{Y}_2(\theta)),
\]

where

\[
\tilde{Y}_2(\theta) = \tilde{Y}_2(\theta + i\phi_{1,2} - i\pi/2)
\]
is a ‘new’ \( Y \)-function which arose in this process. Such \( Y \)-functions arise in pairs. Indeed, at the same time \( \varphi_{2,1} \) crosses the point \( -\pi/2 \), so that the equation for \( \tilde{Y}_2 \) becomes

\[
\log \tilde{Y}_2(\theta) = -|m_2| \cosh \theta + \sum_{s=1,3} K_{2,s} \star \log (1 + \tilde{Y}_s) + \log (1 + \tilde{Y}_1(\theta)),
\]

where

\[
\tilde{Y}_1(\theta) = \tilde{Y}_1(\theta + i\varphi_{2,1} + i\pi/2).
\]

These equations are correct for \( \pi/2 < \varphi_{1,2} < \pi \). We evaluate (B.2) and (B.3) at \( \theta \mp i(\varphi_{1,2} - \pi/2) \pm i0 \) to get

\[
\log \tilde{Y}_1(\theta) = -|m_1| \cosh(\theta - i\varphi_{1,2} + i\pi/2) + \tilde{K}_{1,2} \star \log (1 + \tilde{Y}_2) + \log (1 + \tilde{Y}_2(\theta))
\]

\[
\log \tilde{Y}_2(\theta) = -|m_2| \cosh(\theta + i\varphi_{1,2} - i\pi/2) + \sum_{s=1,3} \tilde{K}_{2,s} \star \log (1 + \tilde{Y}_s) + \log (1 + \tilde{Y}_1(\theta)),
\]

where \( \tilde{K} \)'s are the kernels shifted accordingly.\(^{28}\)

These equations, together with (B.2), (B.3) and (B.1) for \( s > 2 \), constitute a closed set of \( \hat{n} - 1 \) equations for the functions \( \tilde{Y}_1, \tilde{Y}_2, \ldots, \tilde{Y}_{n-3}, \tilde{Y}_1, \tilde{Y}_2 \). If more phases become large we get in a similar way more extra functions \( \tilde{Y}_s \).

As usual in integrable models, nothing singular happens when the phases cross the values of \( \pm \pi/2 \) and new singularities hit the integration contour. After all the mechanism of picking the poles is precisely designed to keep everything smooth. In particular there is no reason to change the expression of the area (33) which therefore keeps its form. Note in particular that the tilded \( Y \)-functions are designed to be always exponentially suppressed as \( \theta \to \pm \infty \).

Wall crossing in the \( \text{AdS}_5 \) system can be treated exactly in the same way.

\(^{28}\) We can absorb the \( \log (1 + \tilde{Y}_s) \)'s on the right-hand side of these equations by flipping the sign of \( i0 \) in \( \tilde{K}_{1,2} \) and \( \tilde{K}_{2,1} \). This \( i0 \) prescription is necessary to define these shifted kernels precisely. Otherwise there is singularity along the integration contour.
B.1. Relation to wall crossing in [26]

In this same circumstance, the authors of [26] obtained only one extra function rather than two functions as we obtained above. This single extra function is associated with a new cycle on the Riemann surface (in the WKB approximation) which corresponds to \( \gamma_{1+2} = \gamma_1 + \gamma_2 \). Thus, \( Z_{1+2} = Z_1 + Z_2 \) or \( m_{1+2} = m_1 + \text{im}_2 = |m_{1+2}| e^{\psi_{1+2}} \), where the \( m_i \) are the complex \( m' \)s.

In the language of [26] a new hypermultiplet has appeared.

In fact, we can define a new set of functions

\[
\tilde{Y}_n^a(\theta) = \frac{\tilde{Y}_1^a}{1 + \tilde{Y}_2^a}, \quad \tilde{Y}_2^a = \frac{\tilde{Y}_2^a}{1 + \tilde{Y}_1^a}, \quad \tilde{Y}_{1+2}^a(\theta) = \frac{\tilde{Y}_1^a(\theta + i\psi_{1+2} - i\psi_1)(\theta + i\psi_{1+2} - i\psi_2 - i\pi/2)}{1 + \tilde{Y}_1^a(\theta + i\psi_{1+2} - i\psi_1) + \tilde{Y}_2^a(\theta + i\psi_{1+2} - i\psi_2 - i\pi/2)},
\]

(B.5)

The first two variables are obviously designed to absorb the \( \log(1 + \tilde{Y}) \) terms on the right-hand side of (B.2) and (B.3). These relations look simpler when expressed in terms of the \( Y \)-functions (without the tildes)\(^{30}\):

\[
Y_1^a = \frac{Y_1}{1 + Y_2}, \quad Y_2^a = \frac{Y_2}{1 + Y_1}, \quad Y_{1+2}^a = \frac{Y_1 Y_2}{1 + Y_1 + Y_2},
\]

where the \( \pm \) index is the usual shift by \( \pm i\pi/2 \). The function \( Y_{1+2}^a \) was defined so that

\[
(1 + Y_1) = (1 + Y_1^a)(1 + Y_{1+2}^a), \quad (1 + Y_2) = (1 + Y_2^a)(1 + Y_{1+2}^a)
\]

(B.6)

which transforms (B.2) and (B.3) into equations that look more like the equations in [26]:

\[
\log \tilde{V}_1^a = -|m_1| \cosh \theta + K_{1,2} \cdot \log (1 + \tilde{V}_1^a) + K_{1+2}^a \cdot \log (1 + \tilde{Y}_{1+2}^a)
\]

\[
\log \tilde{V}_2^a = -|m_1| \cosh \theta + \sum_{s=1,3} K_{2,s} \cdot \log (1 + \tilde{V}_s^a) + K_{2,1+2} \cdot \log (1 + \tilde{Y}_{1+2}^a)
\]

\[
\log \tilde{Y}_3 = -|m_3| \cosh \theta + \sum_{s=2,4} K_{3,s} \cdot \log (1 + \tilde{V}_s^a) + K_{3,1+2} \cdot \log (1 + \tilde{Y}_{1+2}^a)
\]

where \( Y_s^a = Y_s \) for \( s > 2 \). The rest of the equations remains the same. Finally, the new equation for \( \tilde{Y}_{1+2}^a \) follows from considering the sum of (B.2) and (B.3) evaluated at the appropriate values, which are the ones in the numerator of (B.5). One of the kernels gives a delta function and produces a factor of \( \log (1 + \tilde{Y}_{1+2}^a) \). This combines with other terms to give

\[
\log \tilde{Y}_{1+2}^a(\theta) = -|m_1 + \text{im}_2| \cosh \theta + K_{1+2,1+2} \cdot \log (1 + \tilde{V}_{1+2}^a) + K_{1+2,2+2} \cdot \log (1 + \tilde{V}_{2+2}^a)
\]

\[
+ K_{1+2,3+2} \cdot \log (1 + \tilde{Y}_3).
\]

(B.7)

In the previous subsection, the equation for the free energy did not change; it was still given by \( \tilde{Y}_1 \) and \( \tilde{Y}_2 \), with no appearance of two extra functions \( \tilde{Y}_1^a, \tilde{Y}_2^a \). Here, however, due to (B.6), we have a change in the expression of the free energy to

\[
F \rightarrow F^a = \int \frac{d\theta}{2\pi} \cosh \theta \left[ |m_1| \log (1 + \tilde{V}_1^a) + |m_2| \log (1 + \tilde{V}_2^a) + |m_1 + \text{im}_2| \log (1 + \tilde{Y}_{1+2}^a) \right]
\]

plus the usual terms for \( s > 2 \). From our point of view, it is not clear whether this way of writing the integral equation has any advantage with respect to the one we wrote above.

\(^{29}\) Here we will use \( 1 + 2 \) as an index; hopefully, this will not cause confusion.

\(^{30}\) Of course, they are even simpler in terms of the \( \tilde{Y} \)-functions defined in (28), since the shifts disappear [26].
Appendix C. Asymptotic behavior of the solutions at large $z$

In this appendix we prove some formulas that are necessary to derive the AdS$_5$ $Y$-system equations.

We will start by defining the small solutions $s_i$ and $\bar{s}_i$ in a certain normalization which simplifies some of the formulas. Of course, the final $Y$-system involves cross ratios and is independent of such normalization details. Up to a normalization, $s_i$ is a solution of $(d + A(\zeta))s = 0$ that is small in Stokes sector $i$. Similarly, $\bar{s}_i$ is a solution of $(d - A(\zeta))\bar{s} = 0$ which is small in the Stokes sector $i$. Our first goal is to set a normalization of all these solutions so that (35) are valid.

It is convenient to introduce the $w$ 'plane' via $dw = P^{1/4} dz$. For large $z$, or large $w$, we cover the $w$ plane $n/4$ times as we go around the $z$ plane, since for large $z$ we have $w \propto z^{n/4}$, where $n$ is the number of gluons.

Our boundary conditions for the connection are such that for large $w$ the connection is

$$d + A(\zeta) \sim d + \text{diag}(1, -i, -1, i) \frac{dw}{\zeta} + \text{diag}(1, i, -1, -i) \zeta \frac{d\bar{w}}{\zeta};$$

We can now choose a basis of approximate solutions of the form

$$\psi_1 = e^{-(w/\zeta + \phi)}(1, 0, 0, 0)^t$$
$$\psi_2 = e^{-(i w/\zeta + \phi)}(0, 1, 0, 0)^t$$
$$\psi_3 = e^{-(w/\zeta - \phi)}(0, 0, 1, 0)^t$$
$$\psi_4 = e^{-(i w/\zeta - \phi)}(0, 0, 0, 1)^t.$$  \hspace{1cm} (C.2)

For zero phase of $\phi$, the above solutions are the small solutions in consecutive sectors starting from the one centered on the positive real axis, followed by the one centered on the positive imaginary axis and so on.

We normalize the small solutions $s_i$ by saying that $s_i = \psi_a$ with $a = i \mod(4)$ in the corresponding Stokes sector $i$. Similarly, we choose a basis for the bar solutions

$$\tilde{\psi}_1 = e^{(w/\zeta + \phi)}(1, 0, 0, 0)^t$$
$$\tilde{\psi}_2 = e^{(i w/\zeta + \phi)}(0, 1, 0, 0)^t$$
$$\tilde{\psi}_3 = e^{(w/\zeta - \phi)}(0, 0, 1, 0)^t$$
$$\tilde{\psi}_4 = e^{(i w/\zeta - \phi)}(0, 0, 0, 1)^t.$$

The normalization of $\bar{s}_i$ is fixed by setting

$$\bar{s}_i = \tilde{\psi}_{a+2}, \quad i = a + 2 \mod(4)$$

in the corresponding Stokes sector.

We can now check that

$$\langle s_i, s_{i+1}, s_{i+2}, s_{i+3} \rangle = (-1)^{i+1}$$

by evaluating this expression at infinity in sectors $i + 1$ or $i + 2$ where the asymptotics (C.2) of all these small solutions are still reliable. Similarly,

$$s_{i+1}(\zeta) = (\hat{C})^T \bar{s}_i(i\zeta)$$
$$s_{i+1}(\zeta) = (\hat{C})^{-1} \bar{s}_i(i\zeta); \quad \hat{C}^{-1} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix}.$$
This is not exactly as in the main text, so we perform a further redefinition of the small solutions

\[ s_{4k+a} \to (-1)^k s_{4k+a}, \quad \tilde{s}_{4k+a} \to (-1)^k \tilde{s}_{4k+a}, \quad a = 1, 2, 3, 4. \]  

(C.4)

This transforms relations (C.3) into the ones in the main text (35). It also transforms the matrix \( \hat{C} \) into the matrix \( C \) in the main text, see (34), with \( \det C = 1 \).

Using epsilon symbol identities one can check (easily with Mathematica) that

\[
\langle \tilde{s}_k, \tilde{s}_{k+1}, \tilde{s}_j, \tilde{s}_{j+1} \rangle = \langle s_k, s_{k+1}, s_j, s_{j+1} \rangle \quad (C.5)
\]

\[
\langle \tilde{s}_k, \tilde{s}_{k+1}, \tilde{s}_{k+2}, \tilde{s}_m \rangle = \langle s_{k+1}, s_{m-1}, s_m, s_{m+1} \rangle. \quad (C.6)
\]

This identities, together with (35), imply that

\[
\langle s_k, s_{k+1}, s_j, s_{j+1} \rangle(\xi) = \langle s_{k-1}, s_k, s_{j-1}, s_j \rangle(\xi) e^{i\pi/2} \xi \quad (C.7)
\]

\[
\langle s_j, s_{j+1} \rangle(\xi) = \langle s_j, s_k, s_{k+1}, s_{k+2} \rangle(\xi) = \langle s_j, s_{j-1}, s_{j-2}, s_k \rangle(\xi) e^{i\pi/2} \xi = \langle \tilde{s}_{j-1}, s_k \rangle(\xi) e^{i\pi/2} \xi.
\]

These two relations are the important identities which we use in the main text. In deriving this relation one needs to use that if \( U \) is any matrix with unit determinant, then the product of four solutions \( \{U_{ij}\} \) is the same as the product of the four solutions \( \{s_i\} \).

Let us conclude with some remarks about the monodromy when \( i \to i+n \). Note that if \( n \neq 4k \), then the solutions (C.2) appear to be misaligned after \( i \to i+n \). This is not a problem because they are on different sheets which are connected by suitable powers of the matrix \( C \). When \( n = 4k \) we can compare \( s_{n+1} \) with \( s_1 \). In general, the \( w \) variables are related by \( w_{n+1} = w_1 + w_0 \). This expresses the fact that there is a logarithmic branch cut. This implies that there is a \( \xi \)-dependent monodromy when we relate \( s_{4k+a} \sim s_a e^{-i\pi a / \xi} e^{-i\pi a / \xi} \). If \( n \neq 4k \), then we can choose the origin of the \( w \) plane so that there is no \( \xi \)-dependent monodromy. Let us now worry about constant parts. These could arise as follows. In the \( z \) plane we can have a gauge connection whose integral at large \( z \) is non-zero (and proportional to the diagonal matrix \( \text{diag}(1, -1, 1, -1) \)). In writing (C.1) we have made a gauge transformation that sets it to zero. However, this gauge transformation is not globally well defined and it appears as an extra gauge transformation that we need to do when we relate \( s_{n+1} \) with \( s_1 \). When \( n \) is odd no such transformation is possible. In fact, it is easy to check that a change in normalization of the solutions of the form \( s_j \to \gamma^{(-1)^n} s_j \) and \( \tilde{s}_j \to \gamma^{(-1)^n} \tilde{s}_j \) can remove any constant from the relation between \( s_{n+1} \) and \( s_1 \). In the case that \( n \) is even, there can be a constant piece in the formal monodromy. We can take it to have the form \( s_{n+1} = \mu^{(-1)^n} s_1 \). This is present both for \( n = 4k \) and \( n = 4k + 2 \). In section 4.5, these properties were derived directly from the \( Y \)-system and the analytic properties.

**Appendix D. Explicit form of \( T \)- and \( Y \)-functions**

In this appendix we summarize all \( T \)- and \( Y \)-functions of the AdS5 problem. We use the shift identities (36) to bring the various inner products to the expressions below. In this appendix we use the notation \( \langle s_a \tilde{s}_b \rangle = \langle s_a s_b \rangle = \langle s_{b-1}s_b s_{b+1}s_b \rangle \) and \( \langle \tilde{s}_a \tilde{s}_b \rangle = \langle s_{b-1}s_b s_{b+1}s_b \rangle \) and drop commas inside angle brackets.
Appendix E. Asymptotic form of the Y-functions for the AdS$_5$ case

In this appendix, we explain how to obtain the asymptotic form of the Y-functions for small $\zeta$. For small $\zeta$ we again diagonalize $\Phi_{\zeta} \sim P^{1/4} \text{diag}(1, -i, -1, i)$. We can then use a WKB approximation for the study of the solutions. At leading order the solutions are simply given by $\psi_{\theta} = \exp[-i^{-\frac{1}{4}} \int P(\zeta)^{1/4} d\zeta]$. We will follow WKB lines where the change of phase is real $\text{Im}(i^{-\frac{1}{4}} P(\zeta)^{1/4} \frac{d}{d\zeta}) = 0$. This defines a family of lines. Here it is useful to think about...
Figure E1. WKB lines for the AdS5 case. We have four sheets. (a) The conventions for naming the WKB lines for each of the four sheets. (b) Through a generic point we have four WKB lines passing. The red lines and the blue lines are orthogonal to each other. The lines for the first sheet and the third sheet have opposite orientations and are on top of each other; here we have separated them for ease in visualization. (c) We evaluate an inner product of four solutions by bringing together four of the lines. The order of the lines indicates the sign, but we will not keep track of it. (d) When various WKB lines pass through a cut they change sheets according to the pattern here, and the orientation of the line is preserved. If we have several zeros, the effects of this cut add up.

this family of lines as lines on the Riemann surface, rather than lines on the z plane. Of course, the Riemann surface is simply \( x^4 = P(z) \), and we have the differential \( x \, dz = P(z)^{1/4} \, \frac{dz}{z} \). Different sheets of the Riemann surface are associated with different solutions of the linear problem. We label these sheets as \( x_a, a = 0, 1, 2, 3 \), in a cyclic way. We also have that \( x_a = i^{-a} x_0 \). The WKB lines have \( \text{Im}(x_a \dot{z}/\zeta) = 0 \). They are oriented pointing toward the direction in which the solution increases. We label the WKB lines for different sheets by different types of lines in the \( z \) plane, see figure \( E1(a) \). Of course, lines for the first and the third sheet coincide and are oriented in the opposite way. Similarly for lines 0 and 2. Note that we also want to keep a track of the \( \zeta \) independent part which comes from the connection \( A \). The \( A_\bar{z} \) component of the connection can be diagonalized and set to zero. Only the diagonal components of \( A \) are relevant for the small \( \zeta \) WKB approximation. These diagonal components are constrained by the \( \mathbb{Z}_4 \) projection condition to be of the form

\[
A_z = \alpha_z \text{diag}(1, -1, 1, -1) + \text{off diagonal terms.} \tag{E.1}
\]

The off-diagonal components are not relevant for us, since we are neglecting higher order terms in the small \( \zeta \) expansion. Again we can think of \( \alpha_z \) as a one-form on the Riemann surface. The Hitchin equations imply that \( \text{d} \alpha = 0 \). When we go around a zero of the polynomial \( P \sim (z - z_0) \) we change sheets \( x_i \to x_{i-1} \), see figure \( E1(d) \). Moreover, going around a zero, also \( \alpha_z \) has a \( \mathbb{Z}_2 \) branch cut, so that \( \alpha_z \to -\alpha_z \). In other words, we should really think in terms of a U(1) gauge field on the Riemann surface. The Riemann surface has a \( \mathbb{Z}_4 \) symmetry \( x \to ix \) and \( \alpha \) is constrained to be odd under this symmetry.

The small solutions \( s_i \) correspond to solutions that are associated with one of the sheets of the Riemann surface. In the large \( z \) region the sheet of the Riemann surface associated with the solution \( s_k \) is simply \( k \mod(4) \).

We will draw WKB lines associated with an inner product \( \langle s_i, s_j, s_k, s_l \rangle \) as four lines that are incoming if the product is in the numerator of the expression we want to evaluate. Each of the lines meeting at the inner produce lives on one of the four sheets, see figure \( E1(c) \). The lines start from each of the asymptotic regions associated with the corresponding Stokes sector and they end on the common point where the product is evaluated. We do this with WKB lines. Once we identify these lines we can move the point around on the Riemann surface in order to simplify the final expression. If the inner product is in the denominator, then we reverse the orientation of all the lines, without changing the sheet numbers.

We take a real polynomial with all its zeros on the real axis and with \( P(z) > 0 \) for sufficiently large real \( z \). We find it convenient to run all the cuts toward the left of the zero...
of the polynomial $P$. The solution $s_k$ lives in sheet $k$ (modulo 4). It is represented as a line coming in from infinity in the corresponding Stokes sector. These lines represent integration contours on the Riemann surface where we integrate both $P^{1/4} \, dz = x \, dz$ and $\alpha$.

With all these preliminaries we are ready to start evaluating some cross ratios. We will evaluate some cross ratios when the phase of $\zeta$ is 1 and some where the phase of $\zeta = e^{i\pi/4}$. The patterns of WKB lines for our choice of polynomial for these two cases are given in figure E2. We could also alternatively evaluate them all at $\zeta = e^{i\pi/8}$ where the pattern of WKB lines is something intermediate between the patterns in figure E2.

It is convenient to redefine the $Y$-functions so that they all correspond to some cross ratios evaluated at the same value of $\zeta$. In other words, we define $\tilde{Y}_{a,b}$ which are given precisely by the expressions on the right-hand side of formulas (D.1), but with no shifts of the $\zeta$ argument on the left-hand side. For instance, $\tilde{Y}_{2,2k}(\zeta) = Y_{2,2k}(\zeta)$ and $\tilde{Y}_{2,2k+1}(\zeta) = Y_{2,2k+1}$.

Let us start with

$$\tilde{Y}_{2,2} = Y_{2,2} = \frac{(-3, -2, 2, 3)(-2, -1, 1, 2)}{(-3, -2, -1, 2)(-2, 1, 2, 3)}. \quad (E.2)$$
Figure E3. (a) We show the WKB lines that we use to evaluate the cross ratio $Y_{2,2}$. Each black dot corresponds to each inner product appearing in the cross ratio $Y_{2,2}$, see (E.2). The inner products that are in the numerator have incoming lines and the ones in the denominator have outgoing lines. We have set some dots right on the cuts; we could move them slightly up or down, and then we would indeed have four different types of lines ending on them. In (b) we have recombined the lines that we had in (a). In (c) we have moved the black dots around and we have ‘annihilated’ them. We see the final cycle, $y_{2,2}$ corresponding to $Y_{2,2}$. Note that the lines going between the two zeros are on the same sheet and have opposite orientations. Note also that $\alpha$ would be continuous through the cut going between the second and third zero. Thus, there is no contribution from $\alpha$ to $Y_{2,2}$. For that reason, there is no constant term in (E.3).

Here we are using a shorthand notation $\langle k, l, m, n \rangle \equiv \langle s_k, s_l, s_m, s_n \rangle$. The WKB lines necessary to evaluate this quantity are displayed in figure E3(a). By reconnecting each pair of lines going in and out of an asymptotic region, we arrive at figure E3(b). Then, by bringing the four dots together and reconnecting lines on the same sheet and in the same orientation, we arrive to the closed contour drawn in figure E3(c).

The procedure necessary to evaluate any of the $Y_{2,s}$ is basically the same and we get the contours displayed in figure E4. To evaluate $Y_{2,2k+1}$ we need to evaluate $Y_{2,2k+1}$ at $i\zeta$. The manipulations are identical, up to a relabeling of the solutions. For $\zeta$ real we can use the WKB lines that are associated with the pattern in figure E2(b). When we draw the contours in figure E4 we also note on which sheet they start. It is enough to label the sheet on which any point on the contour is, which determines the rest. It turns out that there is no contribution from the gauge connection $\alpha$ for this contour. We can see this by shrinking the little loops around the two zeros and then noticing that the two lines that go between the two zeros in figure E4(c) are on the same sheet but have opposite orientation. In addition, we see that $\alpha$ is continuous across the cut joining the second and third zero in figure E4(c). This implies that the $\alpha$-dependent contribution vanishes.

In summary, this means that the $Y_{2,s}$ have the following behavior for small $s$:

$$\log \hat{Y}_{2,s} = \frac{Z_{2,s}}{\zeta} + o(\zeta) \quad Z_{2,s} = -\oint_{y_{2,s}} x \, dz,$$  

(E.3)

where $y_{2,s}$ are the cycles denoted in figure E4. Note that the contours all look the same, except for the sheet they start on. (As a first approximation the reader can ignore the subtlety about the sheet number where the contour starts.) The sheets change in such a way that $\log Y_{2,s}(\zeta = e^{i\phi}) \sim -\frac{m_{2,s}}{2}$ with $m_{2,s}$ real for our choice of the polynomial. Here $m_{2,s}$ are basically the $Z_{2,s}$ up to possible factors of $e^{i\pi/4}$ (for $s$ odd), (see (G.2)). In other words, if we consider one of the contours in figure E4, then the four different choices of the sheet it starts on would give four possible cycles on the Riemann surface. These would yield $Z_{2,s}, iZ_{2,s}, -Z_{2,s}, -iZ_{2,s}$. The asymptotic behavior of $Y_{2,s}$ for $\zeta$ small and positive is governed by the cycle that renders $Y_{2,s}$ exponentially suppressed.
Figure E4. (a) and (b) show the cycles $\gamma_{2,s}$ that correspond to the various $Y_{2,s}$-functions. We have indicated the sheet where the point with the dot is. Of course there are cuts emanating from the zeros, etc.

We can now evaluate one of the $Y_{1,s}$. Let us evaluate

$$Y_{1,1} = \frac{(-2, \bar{2})(-1, \bar{1})}{(-2, -1, 1, 2)(0, 1, 2, 3)} = \frac{(-2, 1, 2, 3)(-1, 0, 1, 2)}{(-2, -1, 1, 2)(0, 1, 2, 3)}.$$  

The corresponding lines are drawn in figure E5(a). They can be reconnected as in figure E5(b), and finally lead to the figure 8 contour in figure E5(c). It can be seen that there is an $\alpha$-dependent contribution to this contour. We can deform the contour to the one in figure E5(e). We see that the upper and lower parts of the contours really add, due to the properties of $\alpha$ as we cross a cut. Namely, $\alpha$ changes sign across the cut going between the first and second zero. This means that the upper and lower contributions of the contour add up and give a (generically) non-zero answer for $a_{a,s}$. Finally, in figure E6 we draw the cycles $\gamma_{1,s}$ for $s = 1, \ldots, 5$. They all have the same eight shape and differ by the sheet, orientation and zeros they encircle.

We can similarly evaluate

$$Y_{3,1} = \frac{(-2, \bar{2})(-1, \bar{1})}{(-2, -1, 1, 2)(0, 1, 2, 3)} = \frac{(-3, -2, -1, 2)(-2, -1, 0, 1)}{(-2, -1, 1, 2)(0, 1, 2, 3)}.$$  

Note that this differs from $Y_{1,1}$ by an overall bar. This exchanges the top of the diagram in figure E6(a) with the bottom. The final contour is shown in figure E5(e). This differs from the one for $Y_{1,1}$ in figure E5(c) by the orientation and a change of sheets by two units. This combined operation does not change the integral of $x\,dz$, which contributes to the $1/\zeta$ term. However, it does reverse the sign of the contribution due to the gauge field $\alpha$.

Let us make a comment on the result for $Y_{a,s}$ as we vary $a$ for a given $s$. Note that $Y_{1,s}$ is given by a figure 8 contour, and so is $Y_{3,s}$, but with a different figure 8 contour, e.g. see figures E5(c) and (d). In principle, the Riemann surface has four figure 8 contours which start on different sheets. Our course, the sum is zero. In addition, we can have the sum of two consecutive figure 8 contours. This sum can be deformed into the figure ‘double eight’ contour that gives the result for $Y_{2,s}$. This implies the pattern of masses that we get for $Y_{a,s}$ for a given $s$.\(^{32}\)

In summary, we get

$$\log \hat{Y}_{a,s} = \frac{Z_{g,s}}{\zeta} + (a - 2)c_s + o(\zeta); \quad c_s = -\oint_{\gamma_{g,s}} \alpha. \quad (E.4)$$

\(^{32}\) This is a result of the $Z_4$ symmetry of the Riemann surface. If we were to break that symmetry we would no longer have this pattern.
We also have that

$$Z_{\gamma_1,s} = Z_{\gamma_2,s}, \quad Z_{\gamma_2,s} = (1 - (-1)^i)Z_{\gamma_1,s}. \quad \text{(E.5)}$$

The last equality follows from the fact that the contours for $\hat{Y}_{2,s}$ are a sum of two figure 8 contours on neighboring sheets. Once we take into account the shifts in $\zeta$ in the definitions of $\hat{Y}_{a,s}$ we see that (E.5) give the relations between the masses that we found in the $Y$-system.

It is interesting to compute the intersection form of all the cycles associated with the various $Y$ functions. We get the result in figure E7. This result is used in section 3.6.

The analysis of the large $\zeta$ behavior is very similar to that above. We now diagonalize $\Phi_2 \rightarrow \hat{P}(\zeta)^{1/4}(1, i, -1, i)$. We have the same pattern of WKB lines and the same cycles associated with the $\hat{Y}_{a,s}$, but now we will be integrating $\hat{x} dz$ to obtain $Z_{\gamma_s}$. In addition, there is a contribution from the gauge connection $A$. In this case we can set $A_z = 0$ and we focus on the diagonal part of the $A_z$ connection, which is given in terms of a one-form $\bar{\alpha}_z$ on the
Figure E7. This figure shows the intersection form for all the cycles associated with the $Y$-functions. If an arrow points from $Y_A$ to $Y_B$ we have $\langle \gamma_A, \gamma_B \rangle = 1$ otherwise the intersection vanishes.

Riemann surface. We have then an expansion of the form

$$\log \hat{Z}_{\gamma_A,s} = \sum_{\gamma_{B,s}} Z_{\gamma_{A,s}} \zeta + \frac{(a - 2) \zeta_s + o(\zeta)}{2}\zeta.$$ 

The constant parts $c_s$ in (E.4) and $\bar{c}_s$ are, in principle, different. They are constrained by the $Y$-system equation and we expect that, in the end, we have only one constant per value of $s$ which is actually a free parameter. This is most clear for low temperatures (or large values of the polynomial $P$). In this case, we can approximately simultaneously diagonalize $\Phi_1$ and $\Phi_2$. As a result, $\alpha$ and $\bar{\alpha}$ coincide and $c_s = \bar{c}_s$ (see the next appendix). As explained in the main text, in the general case, the average of these constants is a free parameter while the difference is determined by the equations.

Let us make a comment on the validity of the derivation of the WKB analysis. In this case, a given WKB curve gives a good approximation to the cross ratio in a region of size $\pi/2i\zeta$ around the value of $\zeta$ for which the WKB curve exists. This is good enough for us to derive the $Y$-system, since we need displacements only of $\pi/4$. Note that the WKB curves exist for a range of $\zeta$ of total angle $\pi/2$ centered around the values where we did the computation. Thus, the total validity of the WKB analysis is a range of $\zeta$ of angle $\pi$ centered on real $\zeta$, for which we conducted the analysis. These remarks are valid as long as the polynomial has its zeros along the real axis.

When we move the zeros away from the real axis, the quantities $Z_{\alpha,s}$ become more general complex numbers, though still constrained as in (E.5). Thus we have $2(n - 5)$ complex parameters which correspond to the motion of the zeros of the polynomial. (There are other $(n - 5)$ parameters in the constants $c_s + \bar{c}_s$). Now, as we move the zeros of the polynomial we will find that at some point some of the WKB lines will cease to exist. However, having derived the integral equation in one region in parameter space (i.e. for real masses), we can move to other regions by analytic continuation. In doing so, we have to change the integral equation according to an easily derived pattern, as explained in appendix B.

Appendix F. Reality conditions for the $Y$-functions

The reality conditions for the $Y$-functions depend on the signature in which the solutions are embedded. More precisely, for $SO(p, 6 - p)$, they depend on the parity of $p$. For $p$ even, which corresponds to a boundary of AdS with $(3, 1)$ or $(1, 3)$ signature, the reality conditions in a suitable choice of gauge have the form

$$A^\dagger = -BA_2B^{-1}, \quad \Phi^\dagger = B\Phi_2B^{-1}, \quad (A(\zeta))^\dagger = -B_A\left(\frac{1}{\zeta^*}\right)B^{-1}.$$  

(F.1)
For a suitable $B$ for each case. For $p$ odd, which for instance corresponds to the case of $(2, 2)$ signature, the reality conditions have instead the form
\[
A_+^* = BA_+B^{-1}, \quad \Phi_+^* = B\Phi_+B^{-1}, \quad (A(\zeta))^* = B\left(\frac{1}{\zeta^*}\right)B^{-1}.
\] (F.2)

For a suitable $B$ for each case. The difference between different parities of $p$ comes from the fact that conjugation interchanges the spinorial and anti-spinorial representations for $p$ even, but it does not for $p$ odd. In addition, we also have the $\mathbb{Z}_4$ projection condition
\[
A(\zeta) = -C A(\zeta) C^{-1}, \quad A(-\zeta) = U^{-1} A(\zeta) U, \quad U = C^4 C^{-1}
\] (F.3)
where the second equality arises by applying the first one twice.

Let us first focus on the case in which $p$ is even. If $\psi(\zeta)$ is a solution to $(d + A(\zeta))\psi = 0$, then by complex conjugating the above equation and using (F.1) and (F.3) we obtain
\[
(d - A^t(1/\zeta^*))D(\psi(\zeta))^* = 0, \quad D = C^{-1} C^t B^t.
\]
This implies that $D(\psi(\zeta))^* \propto \bar{\psi}(1/\zeta^*)$. If we take $\psi$ to be a small solution $s_0$, then we see that $(s_{0}(\zeta))^* \propto D^{-1}s_{0}(1/\zeta^*)$. Note that $D$ will drop out when we compute inner products, and any constant of proportionality drops out when we compute cross ratios. Thus, the effect of performing a conjugation is to replace $s_{0}$ by $\bar{s}_{0}$ in all formulas. This implies that
\[
(Y_{a,s}(\zeta))^* = Y_{a,s}(1/\zeta^*).
\]
In particular, for large $\theta = \log \zeta$ we see that
\[
[\log(Y_{1,s}/Y_{3,s})(+\infty)]^* = - \log(Y_{1,s}/Y_{3,s})(-\infty)
\]
which implies that $c_s = -(\bar{c}_s)^*$ or $C_s$ purely imaginary and $D_s$ purely real.

For $p$ odd the situation is different. By complex conjugating $(d + A(\zeta))\psi(\zeta) = 0$, and using (F.2), we simply obtain $(\psi(\zeta))^* \propto \psi(1/\zeta^*)$. This implies $(s_{0}(\zeta))^* \propto s_{0}(1/\zeta^*)$ and hence
\[
(Y_{a,s}(\zeta))^* = Y_{a,s}(1/\zeta^*)
\]
implying the $Y$’s are real when $\zeta$ is a phase. In this case $c_s^* = \bar{c}_s$, and $C_s$ is real and $D_s$ is purely imaginary.

Appendix G. Components of the full area

As seen in the body of the paper, in order to compute scattering amplitudes at strong couplings, we need to compute the area of minimal surfaces in AdS, given by
\[
A = \int d^2z \text{Tr} [\Phi_+\Phi_+].
\]
Since for solutions relevant to scattering amplitudes, $\text{Tr} [\Phi_+\Phi_+] \sim (P \bar{P})^{1/4}$, this area diverges and needs to be regularized. This can be conveniently done by dividing the area into different contributions (we refer the reader to [15, 17] for the details). Below we give the results for the case in which $n \neq 4k$, where the treatment is simpler:
\[
A = A_{\text{reg}} + A_{\text{periods}} + A_{\text{cutoff}}
\]
\[
A_{\text{reg}} = \int d^2z (\text{Tr} [\Phi_+\Phi_+] - 4(P \bar{P})^{1/4})
\]
33 The case $n = 4k$ is subtle, since the $w$-plane possesses a monodromy at infinity. This was explicitly treated in [17] for AdS$_3$ kinematics. We expect similar results for the AdS$_5$ case, but we have not worked out the details. It would be interesting to work them out for $n = 4k$ in AdS$_5$. 
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\[ A_{\text{periods}} = 4 \int d^2z (P \bar{P})^{1/4} - 4 \int_{\Sigma_0} d^2w = 4 \int_{\Sigma} d^2w - 4 \int_{\Sigma_0} d^2w \]
\[ A_{\text{cutoff}} = 4 \int_{\Sigma_{0, z}, AdS > \epsilon} d^2w, \]

where we have defined the \(w\)-plane by
\[ d\bar{w} = P(z)^{1/4} dz. \]

\( A_{\text{reg}} \) is the non-trivial function that is computed by the free energy of the TBA equations and is the central quantity of this paper.

In \( A_{\text{periods}} \), \( \Sigma \) denotes the surface defined by the polynomial \( P(z) \), while \( \Sigma_0 \) is a reference surface with a single branch point at the origin and the same structure at infinity. When computing it, it is important to use a cutoff in the \(w\)-plane, such as \( |w| \leq \Lambda \), with \( \Lambda \gg 1 \). It can be evaluated in terms of the periods of the Riemann surface \( x^4 = P(z) \) and we give its explicit expression below.

When computing \( A_{\text{cutoff}} \) we impose a physical cutoff, namely that the radial AdS coordinate should be larger than certain small \( \epsilon \). It can be conveniently written as the sum of two contributions

\[ A_{\text{cutoff}} = \frac{1}{8} \sum_i \log^2 \left( e^x_{i,i+2} \right) + A_{\text{BDS-like}}, \]

where the first term is the standard divergent term, expected for lightlike Wilson loops/amplitudes [9, 42]. The second term is

\[ A_{\text{BDS-like}} = -\frac{1}{8} \sum_{i=1}^{n} \left( \log^2 x_{i,i+2}^2 + \sum_{k=0}^{2K} (-1)^k \log x_{i,i+2}^2 \log x_{i+2k+1,i+2k+3}^2 \right), \quad n = 4K + 2 \]
\[ = -\frac{1}{4} \sum_{i=1}^{n} \left( \log^2 x_{i,i+2}^2 + \sum_{k=0}^{2K} (-1)^k \log x_{i,i+2}^2 \log x_{i+2k+1,i+2k+3}^2 \right), \quad n = 4K + 2 \pm 1. \]

\( A_{\text{BDS-like}} \) is a finite term which obeys the conformal Ward identities of broken conformal invariance [10]. Actually, it is the unique solution of the anomalous Ward identities that can be written only in terms of next-to-nearest distances \( x^2_{i,i+2} \).

It is customary to subtract the one-loop result \( A_{\text{BDS}} \) written down in [9], with the appropriate overall factor. As both \( A_{\text{BDS-like}} \) and \( A_{\text{BDS}} \) satisfy the Ward identities, their difference is a function of the cross ratios. In practice, in order to express \( A_{\text{BDS}} - A_{\text{BDS-like}} \) in terms of cross ratios, one simply starts with any non-next-to-nearest distance \( x^2_{i,j} \) appearing in \( A_{\text{BDS}} \) and write it in terms of the unique cross ratio \( c_{i,j} \) which involves \( x^2_{i,j} \) and next-to-next-to-nearest distances \( x^2_{i,i+2} \). The strong coupling answer, however, organizes more naturally as described above.

\[ \text{G.1. Expression for } A_{\text{periods}} \]

As already mentioned, \( A_{\text{periods}} \) can be evaluated in terms of the periods of the Riemann surface \( x^4 = P(z) \). More precisely, it is given by

\[ A_{\text{periods}} = -\frac{i}{2} w_{y'\gamma} Z_{\gamma} \bar{Z}_{\gamma'}, \quad (G.1) \]

where \( \gamma \) denotes the collective pair \((a, s)\) and \( w_{y'\gamma} \) is the inverse of the intersection form of the cycles. Such inverse exists for the case in which \( n \) is odd. Using the relation between the different periods and the relation between these and the masses

\[ Z_{1,i} = Z_{3,i} \equiv Z_s, \quad Z_{2,i} = (1 - (-1)^i) Z_s \]
\[ m_{2s+1} = -2 Z_{2s+1}, \quad m_{2s} = -2 e^{-\frac{i}{2} \pi} Z_{2s}, \quad (G.2) \]
we can write $A_{\text{periods}}$ in terms of the masses of the TBA equations (47). We obtain

$$A_{\text{periods}} = K_{ij} m_i \tilde{m}_j.$$ 

The form of $K$ depends on the parity of $(n-1)/2$. For instance, for the case $n = 4k + 5$, $K$ is a matrix of $4k$ by $4k$ and is equal to

$$K = I_k \otimes K_1 + K_2 \otimes K_3 + K_4^2 \otimes K_5^2,$$

$$(K_2)_{i,j} = \theta(j-i)(-1)^{i+j+1}, \quad \theta(0) = 0$$  \hspace{1cm} \text{(G.3)}$$

The case $n = 4k + 3$ has very similar expressions if we write $K$ in terms of a $4k$ by $4k$ matrix whose last two rows and columns have to be chopped off. The expression coincides with that in (G.3), with different matrices $K_1$ and $K_3$

$$K_1 = -\frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{2} & 1 & 0 & -1 \\ 1 & \sqrt{2} & 0 & -\sqrt{2} \\ 0 & 0 & 0 & -1 \\ -1 & -\sqrt{2} & -1 & 0 \end{pmatrix}, \quad K_3 = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{2} & 1 & 0 & -1 \\ 2 & \sqrt{2} & 0 & -\sqrt{2} \\ \sqrt{2} & 1 & 0 & -1 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$ 

The case $n = 4k + 2$ can be regarded as a limit of the case $n = 4k + 3$, in which we take one of the zeros of the polynomial very far away. The correct prescription is to start with $A_{\text{periods}}^{4k+3}$, subtract $\frac{1}{2}(m_{4k-2} - \kappa)(m_{4k-2} - \bar{k})$ and then take $|m_{4k-2}|$ very large. $\kappa$ is then uniquely fixed by the requirement that linear divergences cancel. Again the result can be written in exactly the form (G.3), with different matrices $K_{1,3}$ and then chopping away the last three rows and columns

$$K_1 = -\frac{1}{4} \begin{pmatrix} -1 & 0 & 1 & \sqrt{2} \\ 0 & \sqrt{2} & \sqrt{2} & 0 \\ 1 & \sqrt{2} & 1 & \sqrt{2} \\ \sqrt{2} & 2 & \sqrt{2} & 0 \end{pmatrix}, \quad K_3 = -\frac{1}{4} \begin{pmatrix} 1 & 0 & -1 & -\sqrt{2} \\ \sqrt{2} & 0 & -\sqrt{2} & -2 \\ 1 & 0 & -1 & -\sqrt{2} \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$ 

In particular, it can be checked that we reproduce the correct answer for the hexagon case [15].

The result for $A_{\text{periods}}$ is particularly simple in the case of AdS$_3$. It can be computed by using $A_{\text{periods}}^{\text{AdS}_3} = -iuv_{r,s}Z^r Z^s$, but in this case the inverse matrix $w_{r,s}$ is much simpler. For $n = 2\tilde{h}$, gluons, with $\tilde{h}$ odd, and defining $\tilde{m}_{2k} = m_{2k}, \tilde{m}_1 = m_1$ and $\tilde{m}_{2k+1} = m_{2k-1} + m_{2k+1}$ for $k = 1, \ldots$, we obtain

$$A_{\text{periods}}^{\text{AdS}_3} = -\frac{1}{4} \sum_{k=1}^{\tilde{h}+1} (\tilde{m}_{2k-1} \tilde{m}_{2k} + \tilde{m}_{2k} \tilde{m}_{2k-1}),$$  \hspace{1cm} \text{(G.4)}$$

where we have used the relation between the periods $Z'$ and the masses $m_\ell$ from section 3.

**Appendix H. Direct computation of the regularized area**

In this appendix we consider the regularized area $A_{\text{reg}}$ for a particular class of regular polygons which can be embedded either in AdS$_3$ or AdS$_4$ and correspond to special radially symmetric solutions (in a sense which will be clear momentarily). We will then compare such results with the answer for the free energy of the Y-system in the high-temperature limit.
Figure H1. Two classes of regular polygons which live in (2, 2) signature and can be embedded in AdS$_3$ (a) and AdS$_4$ (b). Both possess a $Z_n$ symmetry.

We will be interested in the case of (2, 2) signature, since in this case we can embed both kind of solutions. Strings on AdS$_4$ can be described in terms of the usual holomorphic function $P(z)$ and two fields $\alpha$ and $\beta$. We can choose a gauge in which the connection becomes

$$A_z = \frac{1}{4} \begin{pmatrix} -\partial \alpha - \beta \sigma_3 & 0 \\ 0 & \partial \alpha - \beta \sigma_3 \end{pmatrix},$$

$$\Phi_z = -\begin{pmatrix} 0 & e^{-1/2\alpha} \sqrt{2} P(z)^{1/2} \\ e^{1/2\alpha} \sqrt{2} & 0 \end{pmatrix},$$

and $A_{\bar{z}} = -A_z^\dagger$, $\Phi_{\bar{z}} = \Phi_z^\dagger$. We have written the connection in terms of two by two blocks. We will consider a symmetric configuration in which all the zeros of $P(z)$ are together, namely the holomorphic function is a homogeneous polynomial $P(z) \sim z^{n-4}$. In this limit, all its periods, and hence the masses entering the TBA equations vanish. On the other hand, for this particular case, it is consistent with the equations of motion and boundary conditions to set $\alpha$ and $\beta$ to be functions of the radial coordinate only, $|z|$ or $|w|$ $\equiv \rho$. It is convenient to write the equations they satisfy in the $w$-plane, defined by $dw = P(z)^{1/4} d\zeta$:

$$\tilde{\alpha}''(\rho) + \frac{\tilde{\alpha}'(\rho)}{\rho} - 8 e^{\tilde{\alpha}} + 8 e^{-\tilde{\alpha}} \cosh \beta = 0$$

$$\beta''(\rho) + \frac{\beta'(\rho)}{\rho} - 8 e^{-\tilde{\beta}} \sinh \beta = 0,$$

where we have defined the shifted field $\tilde{\alpha} = \alpha - \frac{1}{2} \log |P(z)| - \log 2$. For the scattering of $n$ gluons we will consider two different configurations. The first configuration, which exists only for $n$ even, corresponds to regular polygons that can be embedded into AdS$_3$ and hence $\beta = 0$ for these. Geometrically, they span a regular polygon of $n$ sides in the $(x_1, x_2)$ plane and a segment in the $(t_1, t_2)$ plane, see figure H1(a). They have been considered [17] and their area has already been computed there.

The second configuration corresponds to regular polygons that can be embedded into AdS$_4$. Geometrically, they have the shape of a regular polygon of $n$ sides in the $(x_1, x_2)$ plane and a regular polygon in the $(t_1, t_2)$ plane, of $n/2$ sides if $n$ is even or $n$ sides if $n$ is odd, see figure H1(b). As already mentioned, we expect $\tilde{\alpha}$ and $\beta$ to be radially symmetric. Furthermore,
following the discussion in appendix B of [15], we expect the following boundary conditions at the origin:

\[ \hat{\alpha} = 2 \frac{n - 4}{n} \log \rho + c_\alpha + \cdots \]

\[ \beta = 4 \frac{n - 4}{n} \log \rho + c_\beta + \cdots \]

and an exponential decay at infinity. Finally, we are interested in the regularized area:

\[ A_{\text{reg}} = 2\pi n \int_0^\infty \rho \, d\rho (e^{\hat{\alpha}} - 1). \]

It is at present unknown how to compute analytically the above area. Based on our experience with the first class of regular polygons, we expect a factor of \( \pi \), times a simple rational function of \( n \). Furthermore, this expression should vanish for \( n = 4 \) and, in addition, we also know the correct value for \( n = 6 \) from the results of [15].

We have solved the above equations numerically. The constants \( c_\alpha \) and \( c_\beta \) are unknown and are fixed by the constraint that the solutions decay at infinity. One should solve a shooting problem, trying several values for these constants approaching the correct ones by requiring that the solutions decay exponentially at infinity. We performed such procedure for \( n = 7, 8, 10 \) and obtained the following numerical results:

\[ A_{\text{reg}}^{n=7} \approx 4.882, \quad A_{\text{reg}}^{n=8} \approx 7.067, \quad A_{\text{reg}}^{n=10} \approx 11.85. \]

Note that these expressions are well approximated by \( \frac{87}{32} \pi, \frac{9}{4} \pi \) and \( \frac{15}{4} \pi \). Once the regularized area is computed, in order to compare it to the free energy, we need to subtract an \( n \)-dependent constant, ensuring that the free energy vanishes for the situation in which all the zeros are well separated. In this case, the regularized area approaches the quantity of zeros, i.e. \( n - 4 \), times the contribution of the regular pentagon, which corresponds to a single zero.

Extracting from [15] the value of the regularized area for the regular pentagon, \( A_{\text{penta}} = \frac{3}{8} \pi \), we can give the final formula for the direct computation of the free energy

\[ A_{\text{free}}^{(1)} = A_{\text{reg}} - (n - 4) \frac{3}{8} \pi. \]  

From the numerical computations we can guess a very simple final formula for the regular polygons of the second class:

\[ A_{\text{free}}^{(2)} = \frac{1}{2} \frac{(n - 4)(n - 5)}{n} \pi. \]  

This vanishes for \( n = 4 \), as expected, gives the correct result for \( n = 6 \) and agrees very well with the numerics for \( n = 7, 8, 10 \).

Let us now plug in (H.1) the results for the regular polygons that can be embedded into AdS3, read off from [17]. Subtracting the appropriate contribution we obtain the appropriate quantity to be compared with the free energy for regular polygons of the first class:

\[ A_{\text{free}}^{(1)} = A_{\text{Sinh}} - (n - 4)A_{\text{pentagon}} = -\pi n - 4 \frac{n - 4}{2n}, \]  

where \( A_{\text{Sinh}} \) is the result in [17]. We see that (H.3) vanishes for \( n = 4 \), as expected, and also agrees with the answer of [15] for \( n = 6 \).

H.1. AdS3 limit

In the AdS3 limit the expression for the regularized area of regular polygons is of course the same as for the polygons we were discussing above (which could be embedded AdS3).
However, in order to make a direct comparison with the free energy we need to subtract a different contribution. Considering \( n = 2 \) gluons, the holomorphic polynomial has \( \hat{n} - 2 \) zeros, each of which gives a contribution equal to that of the regular hexagon, we obtain

\[
A^\text{AdS}_3 = A_{\sinh} - (\hat{n} - 2) \frac{7}{12} \pi = \pi \frac{(n - 6)(n - 4)}{12\pi}.
\]

Note that (H.4) is different from what we would obtain from the free energy in the AdS\(_3\) case \((H.3)\), due to the fact that we subtract different contributions.

### Appendix I. Regular polygons

In the body of the paper we have solved the TBA equations in the high-temperature limit, in which constant solutions of the \( Y \)-system are relevant. In this limit, and for an even number of sides, there is a family of solutions parameterized by a single parameter \( \mu \). The solution interpolates between the two kinds of regular polygons described in appendix H. In the following we describe the geometrical picture of such polygons. As we will see, this allows us to compute analytic expressions for the various cross ratios. These expressions can then be compared to the results obtained from the \( Y \)-system equations testing both the geometrical picture and the \( Y \)-system equations.

In addition, when the number of sides is odd, there is a discrete family of regular polygons that can be embedded into the boundary of AdS\(_4\). We present them in the second subsection of this appendix, and compare their cross-ratios with the respective solutions from the \( Y \)-system, again finding agreement.

#### I.1. Regular polygons with an even number of sides

In appendix H we have seen that there are two families of regular polygons with an even number of sides, which can be embedded into the boundary of AdS\(_3\) and the boundary of AdS\(_4\), respectively. It is possible to construct a family of polygons that interpolates between these two in the boundary of AdS\(_5\). For that it is convenient to describe the boundary of AdS\(_5\) in terms of projective coordinates with \((2, 4)\) signature\(^{34}\):

\[
-Z_1 \bar{Z}_1 - Z_2 \bar{Z}_2 + Z_3 \bar{Z}_3 = 0.
\]

We propose that the location of the cusps of the polygons under consideration is

\[
Z_1^p = (-1)^p \ell_1 + i, \quad Z_2^p = \ell_2 e^{\frac{4\pi i}{n}}, \quad Z_3^p = \ell_3 e^{\frac{2\pi i}{n}},
\]

where \( \ell_1,2,3 \) have to be chosen in such a way that (I.1) is obeyed and the distance between two consecutive points is lightlike, namely

\[
1 + \ell_1^2 - \ell_2^2 + \ell_3^2 = 0, \quad -\ell_1^2 + \sin^2\left(\frac{2\pi}{n}\right) \ell_2^2 - \sin^2\left(\frac{\pi}{n}\right) \ell_3^2 = 0.
\]

This leaves us with one free parameter which we can parameterize in terms of an angle \( \phi \) as

\[
\ell_1 = \tan\left(\frac{\pi}{n}\right) \tan\left(\frac{2\pi}{n}\right) \tan\left(\frac{\phi}{n}\right),
\]

where \( \phi \) runs from zero to \( \frac{n-2}{2}\pi \). This parameterization is engineered in order to ease the comparison with the results in the main text. As explained below the formal monodromy \( \mu \) appearing in the main text is given by \( \mu = e^{i\phi} \).

\(^{34}\) These polygons live in a boundary with \((1, 3)\) signature.
We can interpret the solution as in \((1,3)\) signature, with the points living on a spatial \(S^1\) times a temporal \(S^3\). When \(\phi = 0\), \(\ell_2\) takes its maximal value and \(\ell_1 = 0\). All the points on the \(S^2 \subset S^3\) are located on its equator, forming a regular polygon of \(n/2\) sides, and we recover the regular polygons embedded into the boundary of \(\text{AdS}_4\). When \(\phi = \frac{n-4}{2}\pi\), \(\ell_2\) vanishes and \(\ell_1\) takes its maximal value, so the points in the \(S^2 \subset S^3\) alternate between the south and north poles and the solution reduces to the usual regular polygon that can be embedded into the boundary of \(\text{AdS}_3\). For intermediate values of \(\phi\), we interpolate between the two solutions and the corresponding minimal surface spans the full \(\text{AdS}_5\).35 Furthermore, note that the solution possesses a \(Z_n\) symmetry36.

In order to compute the cross ratios corresponding to this solution, and the relation between \(\mu\) used in the body of the paper and the parameterization used here, it is convenient to compute the spinors \(\lambda_i\) corresponding to this solution. In other words, we need to give a description of the solution in terms of twistors. The spacetime coordinates can be parameterised in the spinorial representation as follows:

\[
X_{\alpha\beta} = \begin{pmatrix}
0 & Z_1 & Z_2 & Z_3 \\
-Z_1 & 0 & \bar{Z}_3 & \bar{Z}_2 \\
-Z_2 & -Z_3 & 0 & -Z_1 \\
-Z_3 & -Z_2 & Z_1 & 0
\end{pmatrix},
\]

where we will denote by \(\alpha, \beta = 1,\ldots,4\) the spinorial indices. The points \(X^i\) satisfy the following conditions:

\[
\epsilon^{\alpha\beta\gamma\delta} X^i_{\alpha\beta} X^i_{\gamma\delta} = 0, \quad \epsilon^{\alpha\beta\gamma\delta} X^i_{\alpha\beta} X^{i+1}_{\gamma\delta} = 0.
\]

As a consequence, they can be written in terms of spinors \(\lambda_i\), such that

\[
X_{\alpha\beta} = \lambda_i^{-1} \lambda_{\alpha} \lambda_{\beta} - \lambda_i \lambda_{\alpha} \lambda_{\beta}^{-1}.
\]

See figure I1. There is a simple recipe to determine the spinor \(\lambda_i^j\); since we know it has to satisfy the following equations:

\[
\epsilon^{\alpha\beta\gamma\delta} X^j_{\alpha\beta} \lambda_i^\gamma \lambda_3^\delta = 0, \quad \epsilon^{\alpha\beta\gamma\delta} X^{j+1}_{\alpha\beta} \lambda_i^\gamma \lambda_3^\delta = 0,
\]

given the points \(X^i\) and \(X^{i+1}\), each of the equations above specifies a two-dimensional plane and the intersection of these planes gives us \(\lambda_i^j\). Hence \(\lambda_i^j\) will be completely specified by the above equations up to an overall normalization factor. Of course, these factors are inessential, as they will drop out from the computation of any cross ratio. We obtain the relatively simple result

\[
\lambda_i^j \propto \left\{ \kappa_1 (1 - a_k) (1 - b_k) e^{\frac{\pi i}{2n}}, \kappa_2 e^{\frac{\pi i}{2n}}, \kappa_3 (1 - a_k) e^{-\frac{\pi i}{2n}}, (1 - b_k) e^{-\frac{\pi i}{2n}} \right\}.
\]

where

\[
a_k = (-1)^k \tan \frac{2\pi}{n} \tan \phi, \quad b_k = (-1)^k \tan \frac{\pi}{n} \tan \phi,
\]

and \(\kappa_i\) are some \(k\)-independent constants. The spinors posses a \(Z_{n/2}\) symmetry \(\lambda_i^{j+2} \propto U \lambda_i^j\) with \(U = \text{diag}(e^{\frac{\pi i}{2n}}, e^{\frac{\pi i}{2n}}, e^{\frac{\pi i}{2n}}, e^{-\frac{\pi i}{2n}})\). Having the spinors we can compute the invariants

\[
\langle i, j, k, l \rangle = \epsilon^{\alpha\beta\gamma\delta} \lambda_i^\alpha \lambda_j^\beta \lambda_k^\gamma \lambda_l^\delta.
\]

35 The full \(\text{AdS}_5\) is spanned since the radius of the temporal \(S^2\) changes as we go between the two endpoints of the interpolation.
36 More precisely, two consecutive points are related by an \(O(6)\) (but not \(SO(6)\)) rotation \(X^{i+1} = RX^i\), where \(R\) does not depend on \(i\).
In order to compute the invariants entering in the cross ratios $Y_{s,m}$, it is sometimes convenient to have $\lambda^k_\alpha = e^{i \theta / 4} \lambda^k_\beta \lambda^k_\alpha \lambda^{k+1}$. We obtain

$$\lambda^k \propto \left\{ \bar{\kappa}_1 e^{-i \pi n} , \bar{\kappa}_2 (1 + a_k) (1 + b_k) e^{i \pi n} , \bar{\kappa}_3 (1 + b_k) e^{-i \pi n} , (1 + a_k) e^{i \pi n} \right\}$$

for some constants $\bar{\kappa}_i$. Finally, using the explicit expressions for the cross ratios $Y_{s,m}$ in terms of invariants, we can obtain analytic expressions for them. These are ratios of four such terms such that any $\lambda_i$ (or $\bar{\lambda}_i$) will appear as many times in the denominator as in the numerator. In particular, such cross ratios do not depend on the $k$-independent constants $\kappa_i, \bar{\kappa}_i$. In other words, these constants can be set to 1 by a conformal transformation. Reshuffling the elements of the resulting spinors $\bar{\lambda}_i$, we see that they precisely agree with the ones used to write the solution in the high-temperature limit of the AdS$_5$ $Y$-system, equation (64).

In general the expressions for the $Y$-functions are not particularly illuminating. In some cases there is significant simplification. For instance, for the case $n = 12$, it greatly simplifies and we obtain

$$Y_{1,3}^{n=12} = \frac{1}{\sqrt{3}} + \frac{2}{3} (3 + \sqrt{3}) e^{-i \phi} \cos \frac{\phi}{3}. $$

Before proceeding, let us note the following fact. Taking $\phi \to -\phi$ effectively interchanges $\lambda \leftrightarrow \bar{\lambda}$. From the geometrical point of view, this simply amounts to take $Z_1 \to -Z_1$ (keeping $Z_{2,3}$ fixed ) and is a symmetry of our configuration. From the point of view of the $Y$-system, it interchanges $Y_{1,3} \leftrightarrow Y_{3,4}$ and takes $\mu \to \mu^{-1}$, which is also a symmetry of the equations.

1.2. Regular polygons with an odd number of sides

For an odd number of sides there exist discrete families of regular polygons that can be embedded into the boundary of AdS$_4$. These polygons are parameterized by the number of sides $n$ and an extra parameter $r = 2, \ldots, (n - 1)/2$. The cusps are located at

$$Z_1^p = i, \quad Z_2^p = \ell_2 e^{i \pi r}, \quad Z_3^p = \ell_3 e^{i \pi r}$$

where $\ell_2$ and $\ell_3$ have to be fixed in such a way that the distance between consecutive cusps is lightlike, and to obey (I.1).
One can proceed along the lines of the previous subsection, going to projective coordinates and computing the spinors. The expression for the spinors are not particularly illuminating; however, they satisfy the following relation:

\[ \lambda^i + 1 = \text{diag}(e^{\frac{2\pi i}{n}}, e^{\frac{-2\pi i}{n}}, e^{\frac{2\pi i(r-1)}{n}}, 1) \lambda^i \]

up to arbitrary constants. This relation allows us to write all the spinors in terms of \( \lambda_0 \), which can be set to \( \lambda_0 = (1, 1, 1, 1) \) by conformal transformations (this is analogous to setting \( \kappa_i = 1 \) in the previous subsection). In addition, we multiply each spinor by an overall phase \( e^{-i\pi(r-1)\xi} \). We arrive to the very simple result

\[ \lambda^k = (e^{i\pi(r+1)\xi}, e^{-i\pi(r+1)\xi}, e^{i\pi(r-1)\xi}, e^{-i\pi(r-1)\xi}) \].

Furthermore, one finds that \( \lambda \) and \( \bar{\lambda} \) agree (up to a multiplication by a constant matrix). The computation of cross ratios is now straightforward and one can check that these are indeed solutions of the \( Y \)-system equations.
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