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1 Introduction

A decade after its modern renaissance [1], the conformal bootstrap program continues to undergo rapid development. The numerical bootstrap (see [2] for a recent review) has achieved extraordinary sophistication, surpassing in precision all other theoretical methods to determine critical exponents.\footnote{See, e.g., [3] for upcoming work on the world’s most precise calculation of critical exponents in the three-dimensional $O(2)$ model.} Our analytic understanding of the bootstrap equations is also rapidly improving. Many recent developments concern properties of CFTs in the Lorentzian regime [4–13]. The central new tool here is Caron-Huot’s [9] Lorentzian inversion formula (LIF). The LIF expresses the “coefficient function” $c(\Delta, J)$ of the conformal partial wave expansion of the four-point function $G$ in a certain OPE channel in terms of the “double-discontinuities” of $G$ around the singularities of the other two channels. One of the most important consequences of the formula is the fact that the CFT data are analytic in the spin variable $J$.\footnote{Another recent development on the analytic bootstrap front involves application of Tauberian theorems to constrain spectral and OPE asymptotics [14–18].}

A parallel analytic development has been the construction of exact bootstrap functionals [19–24]. The highlight of this approach has been the derivation of exact bootstrap bounds for CFTs in one dimension [19–21]. Remarkably, one can also reinterpret the analytic results of [19–21] in the context of the modular bootstrap and of the sphere packing problem in Euclidean geometry [25], leading for example to a CFT rederivation of the famous result of Viazovska [26] that the $E_8$ lattice gives the optimal sphere packing in eight dimensions. Work on analytic functionals has so far been limited to situations where a single cross-ratio is involved, i.e. four-point functions one-dimensional CFT and two-point functions in boundary CFT in any dimension [23, 24].\footnote{See however the very recent paper [27]. We briefly comment on its relation with our approach in the Discussion section.}

In this paper, we develop analytic functionals for four-point functions in a CFT in general dimension $d > 1$. While this is a priori a more complicated setup, the presence of two independent cross-ratios will allow for more flexible complex-analytic manipulations, and lead to somewhat simpler functionals than in the one-dimensional case. Despite these simplifications, our analysis will be quite technical. In the rest of this introduction we summarize the main logic of the paper.

We focus for simplicity on four-point functions of non-necessarily identical scalar operators of equal conformal dimension $\Delta_\phi$. We write it as

$$\langle \phi_1(x_1)\phi_2(x_2)\phi_3(x_3)\phi_4(x_4) \rangle = (|x_{13}| |x_{24}|)^{-2\Delta_\phi} G(z, \bar{z}),$$

with $z$ and $\bar{z}$ the usual cross ratios. The CFT data are constrained by crossing equations, which is another name for equality of independent OPEs in their common region of overlap. In this paper, we will focus on understanding the crossing equation relating the s- and t-channel OPE of (1.1)

$$G(z, \bar{z}) = \sum_O f_{12O} f_{34O} G_{\Delta_\phi, J_\phi}(z, \bar{z}) = \sum_P f_{25P} f_{41P} G^t_{\Delta_P, J_P}(z, \bar{z}).$$

---
In a unitary CFT, this equation holds as a function of independent complex variables $z$ and $\bar{z}$ in a certain domain in $\mathbb{C}^2$. $G(z, \bar{z})$ can be analytically continued to a symmetric function of $z$ and $\bar{z}$ which is complex analytic in both variables in this domain. Unitarity further implies that $G(z, \bar{z})$ is bounded by a constant away from $z, \bar{z} = 0, 1$. Our result is most easily stated for a more restricted class of four-point functions, which satisfy a stronger boundedness condition as $z, \bar{z} \to \infty$, namely $|G(z, \bar{z})| \lesssim |z|^{-\frac{d}{2} - \epsilon}|\bar{z}|^{-\frac{d}{2} - \epsilon}$. In this paper, we will collect evidence that such a “superbounded” four-point function\(^4\) can be expanded as

$$
G(z, \bar{z}) = \sum_{n, \ell} \left\{ \alpha_{n, \ell}^s [G] G_{\Delta, n, \ell}^s (z, \bar{z}) + \beta_{n, \ell}^s [G] \partial_\Delta G_{\Delta, n, \ell}^s (z, \bar{z}) \right\} + \\
+ \sum_{n, \ell} \left\{ \alpha_{n, \ell}^t [G] G_{\Delta, n, \ell}^t (z, \bar{z}) + \beta_{n, \ell}^t [G] \partial_\Delta G_{\Delta, n, \ell}^t (z, \bar{z}) \right\}.
$$

(1.3)

The sums run over all non-negative integers $n$ and $\ell$. $G_{\Delta, \ell}^s$ and $G_{\Delta, \ell}^t$ are the $s$- and $t$-channel conformal blocks for exchanged operator of dimension $\Delta$ and spin $\ell$, and $\Delta_{n, \ell}$ denotes the “double-trace” dimension $\Delta_{n, \ell} = 2\Delta_\phi + 2n + \ell$. In other terms, we claim that $s$- and $t$-channel double-trace blocks and their derivatives with respect to $\Delta$ form a basis for superbounded four-point functions.\(^5\)

We have written the coefficients of the expansion in terms of the action of the dual basis on the four-point function $G$. The dual basis consists of the linear functionals $\{\alpha_{n, \ell}^s, \beta_{n, \ell}^s, \alpha_{n, \ell}^t, \beta_{n, \ell}^t\}$, see (4.9), (4.10) for their defining properties. The reason to be interested in these functionals is that they imply powerful sum rules on the OPE data. Indeed, if $\omega$ is any of the dual basis functionals, we can apply it to the crossing equation\(^6\) (1.2) and find

$$
\sum_{\partial} f_{12\partial} f_{34\partial} \omega \left[ G_{\Delta, \partial}^s \right] = \sum_P f_{23P} f_{41P} \omega \left[ G_{\Delta, \partial}^s \right].
$$

(1.4)

Such sum rules are particularly powerful in holographic CFTs because the dual basis functionals automatically suppress the contribution of double-trace operators, meaning that the sum rules directly constrain the single-trace data. However, we do not explore this idea in the present paper. Indeed, our main purpose here is to develop the formalism while leaving most interesting physical applications for future study.\(^7\)

Our main technical achievement is a general algorithm for the explicit construction of the dual basis functionals, which we illustrate in detail in many low-lying examples. In

---

\(^4\)In the terminology that we introduce below, symmetric functions $f(z, \bar{z})$ with suitable analyticity properties belong to the function space $V$ if they are just bounded, and to the space $U \subset V$ if they are superbounded.

\(^5\)While we do not provide a rigorous proof in this work, this claim has since been demonstrated in the more recent work [28] using the conformal dispersion relation of reference [29] along the lines sketched in section 7 of the present paper. We refer the reader to [28] for a pedagogical treatment. In particular, appendix B therein shows how the decomposition (1.3) works for certain simple correlation functions.

\(^6\)Here we are assuming $G(z, \bar{z})$ is super-bounded. More generally, when $G(z, \bar{z})$ is merely bounded, a little more work is needed to obtain valid sum rules from the dual basis functionals.

\(^7\)Since the original publication of the present work on the arXiv, the functionals constructed here have been further explored in several articles. In particular, [28] studies the formal properties of these functionals in detail, while [30] discusses their applications in holographic CFTs.
fact, we describe two independent methods to obtain the functionals. In the first method, we represent the functionals as double contour integrals in $w$ and $\bar{w}$, of the schematic form

$$
\omega[G] = \int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \mathcal{H}(w, \bar{w}) G(w, \bar{w}).
$$

(1.5)

For a given choice of dual basis element, the kernel $\mathcal{H}(w, \bar{w})$ is fixed by imposing the correct structure of zeros on the double-trace conformal blocks. Consider for example $\beta^s_{N,L}$. For each integer $\ell$, we regard $\beta^s_{N,L}[G^s_{\Delta,\ell}]$ as a function of real $\Delta$, and impose that it has double zeros at $\Delta = 2\Delta_o + 2n + \ell$, except for $n = N$ and $\ell = L$, where it must have a simple zero. We also impose that $\beta^s_{N,L}[G^s_{\Delta,\ell}]$ has double zeros for all $\Delta = 2\Delta_o + 2n + \ell$. These conditions ensure that $\beta^s_{N,L}$ is the functional dual to the primal basis vector $\partial_\Delta G^s_{N,L,L}$. It turns out that an ansatz for $\mathcal{H}(w, \bar{w})$ as a meromorphic function does the job. The algorithm is general. We work out explicitly the whole infinite family of $\beta$ functionals with $N = 0$ and general $L$, and several other low-lying examples of both $\alpha$ and $\beta$. The expressions for the kernels turn out to be surprisingly simple.

The second method for obtaining the functionals extends to higher-dimensional CFTs the logic of the “Polyakov bootstrap”, which has already been applied to the description of analytic functionals in the CFT$_1$ and BCFT cases. A physical four-point function admits the usual convergent OPE expansion in either the s- or the t-channel of (1.2). We will explain that a superbounded $G$ admits an alternative expansion, where we sum over both the s- and t-channel spectra, and with OPE coefficients as in (1.2),

$$
G = \sum_O f_{12O} f_{34O} P^s_{\Delta_o,J_o}(z, \bar{z}) + \sum_P f_{23P} f_{41P} P^t_{\Delta_p,J_p}(z, \bar{z}).
$$

(1.6)

Here $P^s_{\Delta,J}$ and $P^t_{\Delta,J}$ are what we call the s- and t-channel “Polyakov-Regge” blocks, respectively.\footnote{We use the novel terminology “Polyakov-Regge” blocks to distinguish our functions from the “Polyakov blocks” discussed in recent literature, e.g., [31–33], which are supposed to be completely crossing symmetric (invariant under crossing of all three channels, $s \leftrightarrow t \leftrightarrow u$). As explained in [22], Polyakov blocks with spin $J > 0$ simply do not exist in higher-dimensional CFTs, if one insists on good Regge behavior. The Polyakov-Regge blocks introduced here circumvent this no-go theorem by violating full crossing symmetry while maintaining good Regge behaviour.} $P^s_{\Delta,J}$ is defined as the unique superbounded function with the same s-channel double-discontinuity as the conformal block $G^s_{\Delta,J}$, and vanishing t-channel double-discontinuity,

$$
d\text{Disc}_s P^s_{\Delta,J} = d\text{Disc}_s G^s_{\Delta,J}, \quad d\text{Disc}_t P^s_{\Delta,J} = 0.
$$

(1.7)

The t-channel Polyakov-Regge block $P^t_{\Delta,J}$ is defined in the obvious way, with $s \leftrightarrow t$. Compatibility of (1.2) and (1.6) implies the following s- and t-channel expansions for $P^s_{\Delta,J}(z, \bar{z})$,

$$
P^s_{\Delta,J}(z, \bar{z}) = G^s_{\Delta}(z, \bar{z}) - \sum_{n,\ell} \left\{ \alpha^s_{n,\ell}[G^s_{\Delta,J}] G^s_{\Delta_n,\ell}(z, \bar{z}) + \beta^s_{n,\ell}[G^s_{\Delta,J}] \partial_\Delta G^s_{\Delta_n,\ell}(z, \bar{z}) \right\}
$$

$$
= \sum_{n,\ell} \left\{ \alpha^t_{n,\ell}[G^s_{\Delta,J}] G^t_{\Delta_n,\ell}(z, \bar{z}) + \beta^t_{n,\ell}[G^s_{\Delta,J}] \partial_\Delta G^t_{\Delta_n,\ell}(z, \bar{z}) \right\}.
$$

(1.8)

In other terms, the Polyakov-Regge blocks encode the action of our functionals on general s- and t-channel conformal block. These definitions may appear at first rather convoluted.
What makes them useful is the fact that we can essentially identify Polyakov-Regge blocks with exchange Witten diagrams. More precisely,

$$P_{\Delta,J}^s(z,\bar{z}) = A^{-1}W_{\Delta,J}^s(z,\bar{z}) + C(z,\bar{z}).$$

(1.9)

Here $W_{\Delta,J}^s$ is the s- or t-channel Witten diagram in $AdS_{d+1}$ with bulk-to-bulk propagator of quantum numbers $(\Delta, J)$, $A$ a normalization factor and $C$ a “Regge improvement” term which consists of a finite sum of contact diagrams. The improvement term is uniquely fixed by requiring superboundedness of $P_{\Delta,J}^s$. As there are well-developed techniques to compute and expand Witten diagrams, this logic gives an efficient way to determine the explicit action of the functionals on conformal blocks.

We have so far restricted to the space $\mathcal{U}$ of superbounded functions. Physical four-point functions typically belong to the larger space $\mathcal{V} \supset \mathcal{U}$ of just bounded functions, and so we are ultimately interested in constructing well-defined functionals on $\mathcal{V}$. Clearly $\mathcal{V}^* \subset \mathcal{U}^*$. It is easy to see that the set (1.3) of double-trace blocks and their derivatives, which we claim is a basis for $\mathcal{U}$, is overcomplete in $\mathcal{V}$. There are linear relations arising from the existence of bounded contact Witten diagrams, which can be separately expanded in either s- or the t-channel double-trace blocks and their derivatives. A functional in $\mathcal{V}^*$ must annihilate such all such contact Witten diagrams. As it turns out, it is possible to obtain well-defined functionals in $\mathcal{V}^*$ by taking finite linear combinations of the basis $\{\alpha_{n,k}^s,\beta_{n,k}^s\}$ of $\mathcal{U}^*$.

We must admit that some aspects of our story are still somewhat heuristic. In particular, we do not have a proof of completeness of the primal basis (1.3) of double-trace blocks and their derivatives in the space $\mathcal{U}$ of superbounded functions. In fact we lack a precise understanding of the topology that we should impose on $\mathcal{U}$ to give full mathematical justification to this statement. Nevertheless, we emphasize that while our derivation may be heuristic, the end product is a set of fully valid functionals. Indeed, we can directly check that their action commutes with the conformal block expansion of the four-point function in the sense emphasized in [39]. Acting with our functionals on the crossing equation yields rigorous, non-perturbative sum rules. Making sense of the notion of completeness of the resulting set of sum rules is an interesting, but secondary question.

Finally, there appears to be a rather close connection between our logic and the conformal dispersion relation recently discovered by Carmi and Caron-Huot [29]. Their dispersion relation provides a natural decomposition of a four-point function $G$ into $G^s + G^t$ such that $d\text{Disc}_s[G^t] = d\text{Disc}_t[G^s] = 0$. This is the same as our decomposition (1.3), where the two terms correspond to the two curly brackets. From the practical point of view, the relationship yields another systematic way of obtaining all dual basis functionals, from the expansion of the inversion kernel of Carmi and Caron-Huot.

The rest of the paper is organized as follows. In section 2, we use CFT$_1$ as a warm-up example to illustrate the main ideas of this paper. We present a double-trace basis for the single-cross ratio four-point function, and construct its dual basis. We emphasize the role of the dispersion relation and its connection to the analytic functionals. We begin the discussion of the higher-dimensional case in section 3, where we delineate the space of correlation functions. We propose a basis of the function space and its dual basis in section 4, and we also define and discuss the properties of the Polyakov-Regge...
blocks. In section 5, we give the first method to explicitly construct the functionals by using integration kernels. In section 6, we present the second method which obtains the functionals from the conformal block decomposition of the Polyakov-Regge blocks. We discuss the connection of our results to the dispersion relation of Carmi and Caron-Huot in section 7. Finally, we conclude in section 8 by outlining a few future directions.

2 Warm-up: single variable

2.1 The space of functions

We will start by illustrating the basic logic of our paper on a simpler example. Consider the correlation function

$$\langle \phi_1(x_1)\phi_2(x_2)\phi_3(x_3)\phi_4(x_4) \rangle = (|x_{13}| |x_{24}|)^{-2\Delta}\mathcal{G}(z).$$  

(2.1)

Here $x_i$ are coordinates on a line and the cross-ratio $z$ is defined as follows

$$z = \frac{x_{12}x_{34}}{x_{13}x_{24}},$$  

(2.2)

where $x_{ij} = x_i - x_j$. For simplicity, we will take all four external operators $\phi_i(x)$ to have the same scaling dimension $\Delta$, but we do not in general assume that they are identical operators. The configurations with ordering $x_1 < x_2 < x_3 < x_4$ map to $z \in (0, 1)$. In unitary theories, the correlation function $\mathcal{G}(z)$ can be analytically continued from $z \in (0, 1)$ to the complex plane and this continuation is holomorphic away from branch points at $z = 0$ and $z = 1$. From now on, $\mathcal{G}(z)$ will refer to this holomorphic function, with branch cuts lying at $(-\infty, 0]$ and $[1, \infty)$. $\mathcal{G}(z)$ can be expanded using the s-channel and t-channel OPEs

$$\mathcal{G}(z) = \sum_{O} f_{12O} f_{34O} G^s_{\Delta_O}(z) = \sum_{P} f_{23P} f_{41P} G^t_{\Delta_P}(z),$$  

(2.3)

where $G^s_{\Delta}(z)$ and $G^t_{\Delta}(z)$ are the s-channel and t-channel $sl(2)$ blocks

$$G^s_{\Delta}(z) = z^{\Delta - 2\Delta} F_1(\Delta, \Delta; 2\Delta; z)$$

$$G^t_{\Delta}(z) = (1 - z)^{\Delta - 2\Delta} F_1(\Delta, 3\Delta; 2\Delta; 1 - z).$$  

(2.4)

A standard argument shows that in unitary theories $\mathcal{G}(z)$ is bounded as $|z| \to \infty$. The argument goes as follows. For all $z \in \mathcal{R} = \mathbb{C}\setminus((-\infty, 0] \cup [1, \infty))$, we have

$$|\mathcal{G}(z)| \leq \sum_{O} |f_{12O}| |f_{34O}| |G^s_{\Delta_O}(z)| \leq \sqrt{\sum_{O} |f_{12O}|^2 |G^s_{\Delta_O}(z)|^2} \sqrt{\sum_{O} |f_{34O}|^2 |G^s_{\Delta_O}(z)|^2},$$  

(2.5)

where the first inequality is a consequence of the convergent OPE and the second inequality is Cauchy-Schwarz. So it is enough to show that the arguments of the square roots are both bounded as $|z| \to \infty$. For $z \in (0, 1)$, the arguments are equal to physical four-point functions corresponding to $\langle \phi_1 \phi_3 \phi_2 \phi_4 \rangle$. As $z \to 1$, these correlators are
bounded by the contribution of identity in the t-channel, i.e. by \((1 - z)^{-2\Delta}\). We can relate the limit \(|z| \to \infty\) to \(z \to 1\) by switching to the \(\rho\) variable [34]

\[
\rho(z) = \frac{z}{(1 + \sqrt{1 - z})^2},
\]

which maps \(\mathbb{C} \setminus [1, \infty)\) to the open unit disk. \(z \to 1\) maps to \(\rho(z) \to 1\) and \(z \to \pm i\infty\) to \(\rho(z) \to -1\). The s-channel conformal blocks \(z^{2\Delta}G^s_{\Delta}(z)\) have an expansion into powers of \(\rho\) with positive coefficients. It follows that we can use the bound as \(z \to 1\) to bound the behaviour as \(|z| \to \infty\). The result is that both square roots in the above inequality are bounded by a constant in this limit, which completes the argument.

This leads us to define a vector space \(V_1\) consisting of all complex functions which are holomorphic in \(\mathcal{R}\) and which are bounded by a constant at infinity. We have explained that all four-point functions in unitary theories are inside \(V_1\). Our goal is to find a useful basis for \(V_1\).

2.2 Dispersion relation and a function basis

The first step in doing so is to write a dispersion relation for \(\mathcal{G}(z)\). We start from Cauchy’s integral formula

\[
\mathcal{G}(z) = \oint_{\mathcal{C}} \frac{dw \mathcal{G}(w)}{2\pi i w - z},
\]

where the contour encircles the point \(w = z\). The dispersion relation is obtained by deforming the contour so that it wraps the two branch cuts. In order to be able to drop the contribution from infinity, we need to assume that \(\mathcal{G}(z)\) decays at infinity. Thus let us define \(U_1\) to be the space consisting of functions \(\mathcal{G}(z) \in V_1\) which additionally satisfy \(\mathcal{G}(z) = O(|z|^{-\epsilon})\) as \(|z| \to \infty\), for some \(\epsilon > 0\). Note that there is generally no reason for physical four-point functions to satisfy this more stringent condition.\(^9\) Assuming \(\mathcal{G}(z) \in U_1\), we find the dispersion relation

\[
\mathcal{G}(z) = \mathcal{G}^t(z) + \mathcal{G}^s(z),
\]

where

\[
\begin{align*}
\mathcal{G}^t(z) &= \int_{C_+} \frac{dw \mathcal{G}(w)}{2\pi i w - z}, \\
\mathcal{G}^s(z) &= -\int_{C_-} \frac{dw \mathcal{G}(w)}{2\pi i w - z}.
\end{align*}
\]

Here \(C_+\) and \(C_-\) are contours wrapping the two branch cuts as shown in figure 1. \(C_+\) passes in between \(z\) and the right branch cut and \(C_-\) between \(z\) and the left branch cut. We can rewrite the contour integrals as integrals over the discontinuities of \(\mathcal{G}(z)\)

\[
\begin{align*}
\mathcal{G}^t(z) &= \int_{1}^{\infty} \frac{dw \text{Disc}_t[\mathcal{G}(w)]}{2\pi i w - z}, \\
\mathcal{G}^s(z) &= \int_{-\infty}^{0} \frac{dw \text{Disc}_s[\mathcal{G}(w)]}{2\pi i w - z}.
\end{align*}
\]

where

\[
\begin{align*}
\text{Disc}_s[\mathcal{G}(w)] &= \mathcal{G}(w + i0^+) - \mathcal{G}(w - i0^+) \quad \text{for } w \in (-\infty, 0) \\
\text{Disc}_t[\mathcal{G}(w)] &= \mathcal{G}(w + i0^+) - \mathcal{G}(w - i0^+) \quad \text{for } w \in (1, \infty).
\end{align*}
\]

\(^9\)See [28] for examples where the condition is satisfied, as well as for a discussion of subtractions, which are needed to proceed when the condition is not satisfied.
The subscript $s$ or $t$ merely emphasizes around which OPE singularity is the discontinuity taken. In the cases where the integrals (2.10) do not converge (such as when $G(z)$ has a strong enough singularity at $z = 0$ or $z = 1$), we need to use (2.9).

We can see from (2.9) that $G^t(z)$ is holomorphic away from $z \in [1, \infty)$ and $G^s(z)$ is holomorphic away from $z \in (-\infty, 0]$. Equivalently, we can express this as

$$\text{Disc}_s[G^t(z)] = 0, \quad \text{Disc}_t[G^s(z)] = 0.$$  

This suggests that $G^t(z)$ can be expanded in $s$-channel conformal blocks with double-trace scaling dimensions $\Delta_n = 2\Delta_\phi + n$, where $n = 0, 1, \ldots$. Indeed, it is precisely for these values of $\Delta$ that $G^s_\Delta(z)$ is holomorphic at $z = 0$. To see the expansion more explicitly, let us first expand the integrand of $G^t(z)$ in (2.9) around $z = 0$ in the double-trace blocks

$$\frac{1}{w - z} = \sum_{n=0}^{\infty} H_n(w) G^s_{\Delta_n}(z).$$  

To determine $H_n(w)$, we use the following duality relation for conformal blocks

$$\oint_{|z| = \epsilon} \frac{dz}{2\pi i} z^{-2} k_{x+n}(z) k_{1-x-m}(z) = \delta_{nm},$$  

where $n, m \in \mathbb{N}$ and

$$k_h(z) = z^h {}_2F_1(h, h; 2h; z).$$  

Hence

$$H_n(w) = \oint_{|z| = \epsilon} \frac{dz}{2\pi i} \frac{z^{2\Delta_\phi - 2}}{w - z} k_{1-2\Delta_\phi-n}(z).$$  

From here, it is not hard to determine

$$H_n(w) = \frac{(-1)^n (2\Delta_\phi)^2}{n!(4\Delta_\phi + n - 1)_n} w^{-1} {}_3F_2 \left(1, -n, 4\Delta_\phi + n - 1; 2\Delta_\phi, 2\Delta_\phi; w^{-1}\right).$$
When does the expansion (2.13) converge? One can check that at large $n$, the terms in the series go as a constant times

$$\left[ \frac{\rho(z)}{\rho(w)} \right]^n,$$

(2.18)

where $\rho(z)$ is defined in (2.6). Therefore, for any $z \in \mathbb{C} \setminus [1, \infty)$, we can place the contour $C_+$ in a region where $|\rho(w)| > |\rho(z)|$ so that the sum (2.13) converges uniformly in $w$ and we can interchange it with the integral. We find

$$G^t(z) = \sum_{n=0}^{\infty} a_n^s G_{\Delta_n}^s(z),$$

(2.19)

where

$$a_n^s = \int_{C_+} \frac{dw}{2\pi i} H_n(w) G(w).$$

(2.20)

This shows that $G^t(z)$ can be expanded in the s-channel double-trace conformal blocks. Similarly, we can write

$$\frac{1}{z-w} = -\frac{1}{(1-z) - (1-w)} = -\sum_{n=0}^{\infty} H_n(1-w) G_{\Delta_n}^t(z)$$

(2.21)

to get the expansion

$$G^s(z) = \sum_{n=0}^{\infty} a_n^t G_{\Delta_n}^t(z),$$

(2.22)

where

$$a_n^t = -\int_{C_-} \frac{dw}{2\pi i} H_n(1-w) G(w).$$

(2.23)

Note that it follows from (2.9) that if $G(z) \in \mathcal{U}_1$, then also $G^t(z), G^s(z) \in \mathcal{U}_1$.

We have explained that any function $G(z) \in \mathcal{U}_1$ can be written as a sum of two infinite sums as follows

$$G(z) = \sum_{n=0}^{\infty} a_n^s G_{\Delta_n}^s(z) + \sum_{n=0}^{\infty} a_n^t G_{\Delta_n}^t(z)$$

(2.24)

for an appropriate choice of coefficients $a_n^s$ and $a_n^t$, where each sum is in $\mathcal{U}_1$. Clearly, the procedure fixes the coefficients uniquely. It is instructive to prove the uniqueness of $a_n^s$ and $a_n^t$ in a different way. Suppose

$$\sum_{n=0}^{\infty} a_n^s G_{\Delta_n}^s(z) + \sum_{n=0}^{\infty} b_n^s G_{\Delta_n}^s(z) = \sum_{n=0}^{\infty} b_n^t G_{\Delta_n}^t(z) + \sum_{n=0}^{\infty} b_n^t G_{\Delta_n}^t(z).$$

(2.25)

Moving all the s-channel blocks to the l.h.s. and all t-channel blocks to the r.h.s., we get

$$\sum_{n=0}^{\infty} a_n^s G_{\Delta_n}^s(z) - \sum_{n=0}^{\infty} b_n^s G_{\Delta_n}^s(z) = \sum_{n=0}^{\infty} b_n^t G_{\Delta_n}^t(z) - \sum_{n=0}^{\infty} a_n^t G_{\Delta_n}^t(z).$$

(2.26)
The l.h.s. is holomorphic away from \([1, \infty)\) and the r.h.s. is holomorphic away from \((-\infty, 0]\). Therefore, either side is an entire function. Since this function is bounded by \(|z|^{-\epsilon}\) as \(|z| \to \infty\), it must vanish identically. In other words

\[ a_n^s = b_n^s, \quad a_n^t = b_n^t. \quad (2.27) \]

In summary, the set \(G_{\Delta_n}^s(z), G_{\Delta_n}^t(z)\) with \(n = 0, 1, \ldots\) forms a basis for the function space \(U_1\).

When working with infinite-dimensional vector spaces such as \(U_1\), we need to be careful with defining the notion of a basis. The most direct analogue of a basis of finite-dimensional vector space is the so-called Hamel basis. This is a linearly-independent set of vectors such that every element of the vector space can be written as a finite linear combination of the basis vectors. The set of all \(G_{\Delta_n}^s(z), G_{\Delta_n}^t(z)\) do not form a Hamel basis for \(U_1\) because there are elements of \(U_1\) which can only be written as infinite sums of \(G_{\Delta_n}^s(z)\) and \(G_{\Delta_n}^t(z)\). An example is \(G(z) = 1/z^2\Delta^s\), which is an infinite sum over all \(G_{\Delta_n}^s(z)\). It is clearly useful to define another notion of a basis, where we are allowed to take infinite linear combinations of the basis vectors. However, in order to make sense of infinite sums of vectors, we first need to equip the vector space with a topology, since without a topology there is no sense in which an infinite sequence of vectors converges. Given a topology, we define a Schauder basis as a linearly independent set such that every vector is a convergent sum of vectors in the basis. What we have shown in this subsection is that \(G_{\Delta_n}^s(z), G_{\Delta_n}^t(z)\) form a Schauder basis for \(U_1\), where we take the topology on \(U_1\) to be such that the notion of convergence coincides with uniform convergence on compact subsets of the doubly-cut complex plane of figure 1.

### 2.3 The dual basis: the functionals

We will be interested in the dual basis. The dual basis consists of linear functionals \(\omega_n^s, \omega_n^t\) belonging to the continuous dual space \(U_1^*\) and satisfying

\[
\begin{align*}
\omega_n^s[G_{\Delta_m}^s] &= \delta_{nm} & \omega_n^t[G_{\Delta_m}^t] &= 0 \\
\omega_n^t[G_{\Delta_m}^s] &= 0 & \omega_n^s[G_{\Delta_m}^t] &= \delta_{nm}.
\end{align*}
\quad (2.28)
\]

This means we can use \(\omega_n^s\) and \(\omega_n^t\) to extract the coefficients \(a_n^s\) and \(a_n^t\) in (2.24) and write

\[
G(z) = \sum_{n=0}^{\infty} \omega_n^s[G(z)]G_{\Delta_n}^s(z) + \sum_{n=0}^{\infty} \omega_n^t[G(z)]G_{\Delta_n}^t(z). \quad (2.29)
\]

Looking at (2.20) and (2.23), we find the following explicit formulas for the action of \(\omega_n^s\) and \(\omega_n^t\)

\[
\begin{align*}
\omega_n^s[G(z)] &= \frac{1}{2} + i\infty \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{dz}{2\pi i} H_n(z) G(z) \\
\omega_n^t[G(z)] &= \frac{1}{2} + i\infty \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{dz}{2\pi i} H_n(1 - z) G(z) = \omega_n^s[G(1 - z)],
\end{align*}
\quad (2.30)
\]
with \( H_n(z) \) given by (2.17), where we deformed the contours to a more symmetric configuration. Since \( H_n(z) \) is meromorphic with a pole only at \( z = 0 \), it is obvious that \( \omega^*_n \) indeed annihilates all \( \mathcal{G}^t_{\Delta_n}(z) \) and \( \omega^s_n \) annihilates all \( \mathcal{G}^s_{\Delta_m}(z) \). Indeed, in these cases one can always deform the entire contour away to infinity.

Let us consider a very simple application of these functionals. We would like to find all four-point functions \( \mathcal{G}(z) \in \mathcal{V}_1 \) which satisfy crossing symmetry

\[
\mathcal{G}(z) = \mathcal{G}(1 - z)
\]

and whose OPE contains only the identity and double-trace conformal blocks

\[
\mathcal{G}(z) = \mathcal{G}^s_0(z) + \sum_{n=0}^{\infty} a_n \mathcal{G}^s_{\Delta_n}(z) = \mathcal{G}^t_0(z) + \sum_{n=0}^{\infty} a_n \mathcal{G}^t_{\Delta_n}(z). \tag{2.31}
\]

For simplicity, let us first assume that \( \mathcal{G}(z) \in \mathcal{U}_1 \). Then we can apply \( \omega^s_n \) to (2.31) to learn

\[
a_n = \omega^s_n [\mathcal{G}^t_0(z) - \mathcal{G}^s_0(z)]. \tag{2.32}
\]

In other words, the solution in \( \mathcal{U}_1 \) is unique. It is not hard to evaluate \( a_n \) explicitly starting from (2.17)

\[
a_n = \frac{(2\Delta_\phi)^2}{n!(4\Delta_\phi + n - 1)} \tag{2.33}
\]

This corresponds to

\[
\mathcal{G}(z) = z^{-2\Delta_\phi} + (1 - z)^{-2\Delta_\phi} , \tag{2.34}
\]

which is just the four-point function \( \langle \phi \bar{\phi} \phi \bar{\phi} \rangle \) in the mean field theory of a complex field \( \phi \). We see that for \( \Delta_\phi > 0 \), we have indeed \( \mathcal{G}(z) \in \mathcal{U}_1 \). To solve the same problem in \( \mathcal{V}_1 \), we need to face the fact that the basis functionals \( \omega^s_n \) do not belong to \( \mathcal{V}_1^* \). The reason is that the kernel \( H_n(z) \) goes as \( z^{-1} \) at large \( z \). The integral in (2.20) therefore does not converge when acting on general functions in \( \mathcal{V}_1 \) and furthermore \( \omega^s_n \) may not always be exchanged with infinite sums of functions converging to a function in \( \mathcal{V}_1 \). To construct functionals in \( \mathcal{V}_1^* \), we need to take linear combinations of basis functionals \( \omega^s_n \) such that their kernel is \( O(z^{-2}) \) as \( z \to \infty \). Looking at (2.17), it is easy to see the following functionals do the job

\[
\tilde{\omega}^s_n = \omega^s_n - \frac{(-1)^n (2\Delta_\phi)^2}{n!(4\Delta_\phi + n - 1)} \omega^s_0 . \tag{2.35}
\]

Applying \( \tilde{\omega}^s_n \) to (2.31), we learn the most general solution in \( \mathcal{V}_1 \) satisfies

\[
a_n - \frac{(-1)^n (2\Delta_\phi)^2}{n!(4\Delta_\phi + n - 1)} a_0 = [1 + (-1)^n] \frac{(2\Delta_\phi)^2}{n!(4\Delta_\phi + n - 1)} . \tag{2.36}
\]

This equation has a one-parameter family of solutions

\[
a_n = [1 + (-1)^n \lambda] \frac{(2\Delta_\phi)^2}{n!(4\Delta_\phi + n - 1)} , \tag{2.37}
\]

which corresponds to the one-parameter family of four-point functions

\[
\mathcal{G}(z) = z^{-2\Delta_\phi} + (1 - z)^{-2\Delta_\phi} + \lambda . \tag{2.38}
\]
For \( \lambda = 1 \), we find the four-point function \( \langle \phi \phi \phi \phi \rangle \) in the mean field theory of a real field \( \phi \). Note that we could use any \( \omega_k^s \) with \( k \neq n \) instead of \( \omega_0^s \) to perform the subtraction in (2.35). This would lead to an identical conclusion about the space of solutions.

Readers who are familiar with the construction of 1D functionals in [21] may notice that the above story is slightly different. The basis of [21] contains the conformal blocks as well as their derivatives, but with the conformal dimensions \( \Delta_n \) restricted to \( n \) even or odd. By contrast, the basis in this section does not involve the derivative of conformal blocks, and \( n \) takes all values of \( \mathbb{N} \) for \( \Delta_n \). The cardinality of the two basis is the same, as the derivative conformal blocks are traded for conformal blocks whose dimensions have the opposite parity. This comment however can be safely ignored for readers who have not been exposed to the previous 1D work.

3 The function space of four-point correlators

3.1 Preliminaries

We will now move on to the actual goal of this paper, which is the construction of a double-trace primal and dual basis for conformal four-point functions in \( d \geq 2 \). Let us consider the four-point function of scalar primary operators \( \phi_i \) (with \( i = 1, \ldots, 4 \)) in a \( d \)-dimensional unitary CFT. As in the previous section, we will assume the four-point function of scalar primary operators \( \phi_i \), for simplicity. Later, we will specialize further to the case when all \( \phi_i \) are identical. The four-point function takes the form

\[
\langle \phi_1(x_1)\phi_2(x_2)\phi_3(x_3)\phi_4(x_4) \rangle = (|x_{13}| |x_{24}|)^{-2\Delta_\phi} \mathcal{G}(z, \bar{z}),
\]

where \( x_i \in \mathbb{R}^d \) and \( z, \bar{z} \) are the cross-ratios

\[
z\bar{z} = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2} \quad (1 - z)(1 - \bar{z}) = \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2},
\]

where \( x_{ij} = x_i - x_j \). In the Euclidean signature, \( z \) and \( \bar{z} \) are complex conjugate. We will assume \( \mathcal{G}(z, \bar{z}) = \mathcal{G}(\bar{z}, z) \), which is automatic in \( d \geq 3 \) and requires symmetry under parity in \( d = 2 \). \( \mathcal{G}(z, \bar{z}) \) can be expanded in the s- and t-channel OPE as follows

\[
\mathcal{G}(z, \bar{z}) = \sum_{\mathcal{O}} f_{12\mathcal{O}} f_{34\mathcal{O}} G_{\Delta, J, \mathcal{O}}^s(z, \bar{z}) = \sum_{\mathcal{P}} f_{23\mathcal{P}} f_{41\mathcal{P}} G_{\Delta, J, \mathcal{P}}^t(z, \bar{z}),
\]

where \( \mathcal{O} \) and \( \mathcal{P} \) are conformal primaries appearing respectively in the s- and t-channel OPE. \( G_{\Delta, J}^s(z, \bar{z}) \) and \( G_{\Delta, J}^t(z, \bar{z}) \) are the s- and t-channel conformal block for a primary of dimension \( \Delta \) and spin \( J \). The two are related by crossing

\[
G_{\Delta, J}^t(z, \bar{z}) = G_{\Delta, J}^s(1 - z, 1 - \bar{z}).
\]

Note that as a result of the convention (3.1), our s-channel conformal blocks include the slightly unconventional prefactor \( (z\bar{z})^{-\Delta_\phi} \). The conformal blocks are normalized as follows

\[
G_{\Delta, J}^s(z, \bar{z}) \sim z^{\Delta_\phi/2 - J} (-\Delta_\phi/2 - J) \quad \text{for} \quad 0 < z \ll \bar{z} \ll 1.
\]
If $\phi_1 = \phi_2$ or $\phi_3 = \phi_4$, then only primaries with $J$ even appear in the $s$-channel OPE and the four-point function satisfies
\begin{equation}
G(z, \bar{z}) = [(1 - z)(1 - \bar{z})]^{-\Delta_\rho} G \left( \frac{z}{z-1}, \frac{\bar{z}}{\bar{z}-1} \right).
\end{equation}
(3.6)
Similarly, if $\phi_1 = \phi_4$ or $\phi_2 = \phi_3$, then only even spin appears in the $t$-channel and we have
\begin{equation}
G(z, \bar{z}) = (z\bar{z})^{-\Delta_\rho} G \left( \frac{1}{z}, \frac{1}{\bar{z}} \right).
\end{equation}
(3.7)
Finally, if $\phi_1 = \phi_3$ or $\phi_2 = \phi_4$, then only even spin appears in the $u$-channel and we have
\begin{equation}
G(z, \bar{z}) = G \left( 1 - z, 1 - \bar{z} \right).
\end{equation}
(3.8)

Next, let us discuss the analytic continuation of $G(z, \bar{z})$ to independent complex $z$ and $\bar{z}$. A standard argument involving positivity of expansion of $G_{\Delta, J}(z, \bar{z})$ in powers of the $\rho$ coordinate (2.6) shows [35] that in unitary theories $G(z, \bar{z})$ can be analytically continued to a function holomorphic for $z, \bar{z} \in \mathcal{R} = \mathbb{C}\setminus((-\infty, 0] \cup [1, \infty))$.\footnote{A function of two complex variables is holomorphic if it is holomorphic as a function of each variable with the other variable fixed.} Note that this is the domain where both the $s$- and $t$-channel OPEs converge — our analysis singles out these two channels. The same argument also shows that this function is bounded by a constant as $z, \bar{z} \to \pm i\infty$. To see this in another way, note that the limit $z \to i\infty, \bar{z} \to -i\infty$ is controlled by the $u$-channel OPE and thus by the dimension of the lightest primary in the $u$-channel OPE. In the worst-case scenario, this primary is the identity operator, which leads to $G(z, \bar{z}) \sim 1$ as $z \to i\infty, \bar{z} \to -i\infty$. The same asymptotics holds whenever the $u$-channel OPE converges, e.g. when $z \to i\infty$ and $\bar{z}$ is fixed in the lower half-plane. When $z, \bar{z}$ both lie in the upper (or lower) half-plane, the $u$-channel OPE does not converge and unitarity is needed to show that $G(z, \bar{z})$ stays bounded. Note that the limit $z, \bar{z} \to i\infty$ with $z/\bar{z}$ fixed is the $u$-channel Regge limit. Boundedness in this limit is just the statement that the $u$-channel Regge intercept $J_0^{(u)}$ is less than or equal to one. More generally, if $z = re^{i\theta_1}$ and $\bar{z} = re^{i\theta_2}$ with $\theta_{1, 2} \in (0, \pi)$, then $G(z, \bar{z}) \sim f (\theta_1 - \theta_2) r^{J_0^{(u)} - 1}$ as $r \to \infty$ with $\theta_{1, 2}$ fixed. See section 2.1 of reference [21] for a more detailed discussion of the various kinematical limits occuring for $(z, \bar{z}) \in \mathcal{R} \times \mathcal{R}$.

### 3.2 Spaces $\mathcal{U}$ and $\mathcal{V}$

These observations lead us to the following definition. Let $\mathcal{V}$ be the space of holomorphic functions $\mathcal{R} \times \mathcal{R} \to \mathbb{C}$ which are symmetric in the two variables and bounded by a constant away from $z, \bar{z} = 0, 1$. More precisely $\mathcal{G}(z, \bar{z}) \in \mathcal{V}$ if $\mathcal{G}(z, \bar{z}) = \mathcal{G}(\bar{z}, z)$ and for every $\epsilon > 0$ there exists $A > 0$ such that for all $(z, \bar{z}) \in \mathcal{R} \times \mathcal{R}$ satisfying $|z| > \epsilon, |\bar{z}| > \epsilon, |1 - z| > \epsilon$ and $|1 - \bar{z}| > \epsilon$, we have $|\mathcal{G}(z, \bar{z})| < A$. We have explained that if $\mathcal{G}(z, \bar{z})$ is a four-point function of the form (3.1) in a unitary theory, then $\mathcal{G}(z, \bar{z}) \in \mathcal{V}$. $\mathcal{V}$ is analogous to the space $\mathcal{V}_1$ from the previous section.

Note that physical four-point functions are single-valued in the Euclidean signature. This is an additional constraint on the monodromy of the function $\mathcal{G}(z, \bar{z})$ around
(z,¯z) = (0,0) and (z, ¯z) = (1, 1). Specifically, \( G(z ∩ 0, ¯z ∩ 0) = G(z, ¯z) \) and \( G(z ∩ 1, ¯z ∩ 1) = G(z, ¯z) \), where \( G(z ∩ w, ¯z ∩ ¯w) \) denotes \( G(z, ¯z) \) after an analytic continuation around \((w, ¯w)\) by angles \(2\pi\) in the directions shown. However, we do not impose these monodromy constraints on functions in \( V \). This ensures, among other things, that individual s- and t-channel conformal blocks belong to \( V \). Indeed \( G_{\Delta, J}^s(z, ¯z) \) and \( G_{\Delta, J}^t(z, ¯z) \) are holomorphic in \( R × R \) and are bounded as \( z, ¯z → ∞ \) as long as \( \Delta_φ > \frac{d−2}{4} \), which is true for all \( \Delta_φ \) at or above the scalar unitarity bound.

We would like to find a generalization of the construction from the previous section to the present two-variable context. In other words, we want to find a Schauder basis for \( V \) consisting of double-trace conformal blocks in the s- and t-channel. It will turn out that this is indeed possible with the same caveat that we encountered in section 2: in order to ensure uniqueness of the expansion coefficients, we need to work in a smaller function space \( U ⊂ V \). The space \( U \) consists of functions in \( V \) which satisfy a certain stronger boundedness condition as \( z, ¯z → ∞ \). More precisely \( G(z, ¯z) ∈ U \) if and only if \( G(z, ¯z) ∈ V \) and there exist some constants \( R > 0, \epsilon > 0 \) and \( A > 0 \) such that for all \((z, ¯z) ∈ R × R \) satisfying \(|z| > R, | ¯z| > R \) we have \(|G(z, ¯z)| ≤ A|z|^{−\frac{d−2}{2}−\epsilon}| ¯z|^{−\frac{d−2}{2}−\epsilon} \). In particular, \( G(z, ¯z) ∈ U \) implies that the u-channel Regge intercept of \( G(z, ¯z) \) is negative. If this definition seems slightly ad hoc at the moment, we offer the following comment. If \( G(z, ¯z) \) is a physical correlator with u-channel Regge intercept \( J_0^{(u)} \), we can try using the Lorentzian inversion formula to extract its u-channel OPE coefficient function \( c_u(\Delta, J) \). The formula can be trusted only for \( J > J_0^{(u)} \). Thus if \( G(z, ¯z) ∈ V \), we can trust the formula only for \( J > 1 \) and \( G(z, ¯z) \) is not uniquely determined by it. On the other hand, if \( G(z, ¯z) ∈ U \), we can trust if for all \( J ≥ 0 \) and thus \( G(z, ¯z) \) is uniquely determined.

3.3 A first attempt at a double-trace expansion

The double-trace blocks are labelled by a pair of non-negative integers \( n, ℓ ∈ N \), with \( ℓ \) being the spin. Their scaling dimension is

\[
Δ_{n, ℓ} = 2Δ_φ + 2n + ℓ. \tag{3.9}
\]

The s-channel double-trace blocks are holomorphic at \((z, ¯z) = (0,0)\):

\[
G_{Δ_{n, ℓ}}^s(z, ¯z) ∼ z^n ¯z^{n+ℓ} \text{ for } 0 < z ≪ ¯z ≪ 1. \tag{3.10}
\]

We see that the s-channel double-trace blocks provide a basis for functions symmetric under \( z ↔ ¯z \) and holomorphic in a neighbourhood of \((z, ¯z) = (0,0)\). Similarly, the t-channel double-trace blocks form a basis for symmetric functions holomorphic in the neighbourhood of \((z, ¯z) = (1, 1)\). How should we find the expansion of a general \( G(z, ¯z) ∈ U \) into a double-trace basis? We could try to generalize the argument of section 2 and write down a two-variable dispersion relation, starting from the Cauchy’s integral formula applied to both variables

\[
G(z, ¯z) = \frac{1}{2πi} \oint_{|w−z|=ε} \frac{d w}{2πi} \oint_{| ¯w− ¯z|=ε} \frac{d ¯w}{2πi} \frac{G(w, ¯w)}{(w−z)( ¯w− ¯z)} . \tag{3.11}
\]
After we deform both $w$ and $\bar{w}$ contours to wrap the branch cuts, we find four terms

$$
\mathcal{G}(z, \bar{z}) = \oint_{C_+} \frac{dw}{2\pi i} \oint_{C_+} \frac{d\bar{w}}{2\pi i} \frac{\mathcal{G}(w, \bar{w})}{(w - z)(\bar{w} - \bar{z})} - \oint_{C_-} \frac{dw}{2\pi i} \oint_{C_-} \frac{d\bar{w}}{2\pi i} \frac{\mathcal{G}(w, \bar{w})}{(w - z)(\bar{w} - \bar{z})}
- \oint_{C_+} \frac{dw}{2\pi i} \oint_{C_-} \frac{d\bar{w}}{2\pi i} \frac{\mathcal{G}(w, \bar{w})}{(w - z)(\bar{w} - \bar{z})} + \oint_{C_-} \frac{dw}{2\pi i} \oint_{C_+} \frac{d\bar{w}}{2\pi i} \frac{\mathcal{G}(w, \bar{w})}{(w - z)(\bar{w} - \bar{z})},
$$

(3.12)

where $C_+$ wraps the branch cut $[1, \infty)$ while $C_-$ wraps the branch cut $(-\infty, 0]$ as in figure 1. The first term on the r.h.s. of (3.12) is holomorphic at $(z, \bar{z}) = (0, 0)$ and thus can be expanded in the s-channel double-trace blocks. Similarly, the second term can be expanded in the t-channel double-trace blocks. However, the third and fourth term on the r.h.s. of (3.12) generally do not admit either expansion. In other words, the idea of starting from (3.11) fails to produce the kind of expansion we are interested in.

### 3.4 A new look at the double discontinuity

Although the naive dispersion relation did not lead to a desired double-trace expansion, it is nevertheless worth taking a closer look at the first two terms on the r.h.s. of (3.12). These terms turn out to be closely related to the double discontinuity which plays an important role in the Lorentzian inversion formula (LIF), and will provide us with useful insight to find the correct answer in the next section.

Just like we did in section 2, we can wrap the contours tightly around the branch cuts to find

$$
\oint_{C_+} \frac{dw}{2\pi i} \oint_{C_+} \frac{d\bar{w}}{2\pi i} \frac{\mathcal{G}(w, \bar{w})}{(w - z)(\bar{w} - \bar{z})} = \int_1^\infty \frac{dw}{2\pi i} \int_1^\infty \frac{d\bar{w}}{2\pi i} \text{Disc}_t \text{Disc}_t [\mathcal{G}(w, \bar{w})]
$$

(3.13)

$$
\oint_{C_-} \frac{dw}{2\pi i} \oint_{C_-} \frac{d\bar{w}}{2\pi i} \frac{\mathcal{G}(w, \bar{w})}{(w - z)(\bar{w} - \bar{z})} = \int_{-\infty}^0 \frac{dw}{2\pi i} \int_{-\infty}^0 \frac{d\bar{w}}{2\pi i} \text{Disc}_s \text{Disc}_s [\mathcal{G}(w, \bar{w})].
$$

We see the appearance of the “squared discontinuity”, which is just an ordinary discontinuity in $\bar{w}$ followed by a discontinuity in $w$ (or equivalently vice versa)

$$
\text{Disc}_s t \text{Disc}_s t [\mathcal{G}(w, \bar{w})] = \mathcal{G}(w + i0^+, \bar{w} + i0^+) - \mathcal{G}(w - i0^+, \bar{w} + i0^+) - \mathcal{G}(w + i0^+, \bar{w} - i0^+) + \mathcal{G}(w - i0^+, \bar{w} - i0^+).
$$

(3.14)

It turns out that the squared discontinuity is very closely related to the double discontinuity, which features prominently in the Lorentzian inversion formula (LIF) [9]. Recall that the LIF is a formula for the OPE coefficient function $c(\Delta, J)$ in one channel in terms of the double discontinuities around the OPE singularities of the other two channels. The case relevant to us is the formula giving the u-channel coefficient function $c_u(\Delta, J)$ in terms of
the double discontinuities around the s- and t-channel singularity

\[
c_u(\Delta, J) = \int_{-\infty}^{0} \int_{-\infty}^{0} dw d\bar{w} \, g_{\Delta, f}^I(w, \bar{w}) d\text{Disc}_s[G(w, \bar{w})] + \\
+ (-1)^J \int_{1}^{\infty} \int_{1}^{\infty} dw d\bar{w} \, g_{\Delta, f}^I(w, \bar{w}) d\text{Disc}_t[G(w, \bar{w})],
\]

(3.15)

where \( g_{\Delta, f}^I(w, \bar{w}) \) and \( g_{\Delta, f}^I(w, \bar{w}) \) are certain kernels related to conformal blocks, whose precise form will not be important. The double discontinuities are defined as follows

\[
d\text{Disc}_s[G(w, \bar{w})] = \mathcal{G}_E(w, \bar{w}) - \frac{1}{2} \mathcal{G}_E(w, \bar{w} \uparrow 0) - \frac{1}{2} \mathcal{G}_E(w, \bar{w} \downarrow 0) \quad w, \bar{w} \in (-\infty, 0)
\]
\[
d\text{Disc}_t[G(w, \bar{w})] = \mathcal{G}_E(w, \bar{w}) - \frac{1}{2} \mathcal{G}_E(w, \bar{w} \uparrow 1) - \frac{1}{2} \mathcal{G}_E(w, \bar{w} \downarrow 1) \quad w, \bar{w} \in (1, \infty).
\]

(3.16)

The first term on the r.h.s. is the Euclidean correlator \( \mathcal{G}(w + i0^+, \bar{w} - i0^+) \). The second and third term are its analytic continuation in \( \bar{w} \). It is important to note that the LIF only applies to correlators which are single-valued in the Euclidean signature because it describes an expansion of \( \mathcal{G}(w, \bar{w}) \) into Euclidean conformal partial waves, which are Euclidean single-valued themselves. If \( \mathcal{G}(w, \bar{w}) \) is Euclidean single-valued, we can relate the terms on the r.h.s. of (3.14) to those on the r.h.s. of (3.16) as follows:

\[
\begin{align*}
\mathcal{G}(w + i0^+, \bar{w} + i0^+) &= \mathcal{G}_E(w, \bar{w} \uparrow 0) \\
\mathcal{G}(w - i0^+, \bar{w} + i0^+) &= \mathcal{G}_E(w, \bar{w}) \\
\mathcal{G}(w + i0^+, \bar{w} - i0^+) &= \mathcal{G}_E(w, \bar{w}) \\
\mathcal{G}(w - i0^+, \bar{w} - i0^+) &= \mathcal{G}_E(w, \bar{w} \downarrow 0)
\end{align*}
\]

(3.17)

for \( w, \bar{w} \in (-\infty, 0) \) and with the r.h.s. of the first and fourth line exchanged when \( w, \bar{w} \in (1, \infty) \). In other words

\[
\begin{align*}
d\text{Disc}_s[\bar{\text{Disc}}_s[G(w, \bar{w})]] &= -2d\text{Disc}_s[G(w, \bar{w})] \\
d\text{Disc}_t[\bar{\text{Disc}}_t[G(w, \bar{w})]] &= -2d\text{Disc}_t[G(w, \bar{w})].
\end{align*}
\]

(3.18)

We found that for Euclidean single-valued functions, the squared discontinuity is the same as the double discontinuity (up to a \(-2\) factor).

## 4 The primal and dual basis

### 4.1 Our proposal

We can now correct our attempt at a double-trace expansion of functions in \( \mathcal{U} \) by combining the intuition from sections 2 and 3.4. In section 2, we found that \( \mathcal{G}(z) \in \mathcal{U}_1 \) can be written as a sum of two terms \( \mathcal{G}^I(z) + \mathcal{G}^s(z) \) such that \( \text{Disc}_s[\mathcal{G}^I(z)] = 0 \) and \( \text{Disc}_t[\mathcal{G}^s(z)] = 0 \). Furthermore, \( \mathcal{G}^I(z) \) was uniquely determined by \( \text{Disc}_t[\mathcal{G}(z)] \) and \( \mathcal{G}^s(z) \) was uniquely determined by \( \text{Disc}_s[\mathcal{G}(z)] \). \( \mathcal{G}^I(z) \) was then expanded in the set of s-channel conformal
blocks which satisfy \( \text{Disc}_s[G^s_\Delta(z)] = 0 \) and similarly \( \mathcal{G}^s(z) \) in the t-channel blocks satisfying \( \text{Disc}_t[G^s_\Delta(z)] = 0 \).

Observations of section 3.4 suggest that in the present two-variable context the double discontinuity plays an analogous role to the one played by the single discontinuity in the single-variable case. Specifically, we conjecture that for any \( \mathcal{G}(z, \bar{z}) \in \mathcal{U} \), we can write

\[
\mathcal{G}(z, \bar{z}) = \mathcal{G}^t(z, \bar{z}) + \mathcal{G}^s(z, \bar{z}),
\]

where

1. \( \mathcal{G}^t(z, \bar{z}), \mathcal{G}^s(z, \bar{z}) \in \mathcal{U} \).
2. \( \mathcal{G}^t(z, \bar{z}) \) is Euclidean single-valued around \( (z, \bar{z}) = (0, 0) \) and \( \mathcal{G}^s(z, \bar{z}) \) is Euclidean single-valued around \( (z, \bar{z}) = (1, 1) \).
3. \( \text{dDisc}_s[\mathcal{G}^t(z, \bar{z})] = 0 \) and \( \text{dDisc}_t[\mathcal{G}^s(z, \bar{z})] = 0 \).

Furthermore, this decomposition of \( \mathcal{G}(z, \bar{z}) \) is unique. One of the main goals of the rest of this paper will be to accumulate evidence for this conjecture. This proposal is partly inspired by the u-channel LIF (3.15). Indeed, suppose that \( \mathcal{G}(z, \bar{z}) \) is Euclidean single-valued around both \( z = \bar{z} = 0 \) and \( z = \bar{z} = 1 \). Then the LIF applies to it and gives a natural decomposition of \( \mathcal{G}(z, \bar{z}) \) into two parts, corresponding to the two terms on the r.h.s. of (3.15). The first term on the r.h.s. of (3.15) depends only on \( \text{dDisc}_s[\mathcal{G}(z, \bar{z})] \) and gives rise to our \( \mathcal{G}^t(z, \bar{z}) \), while the second term depends only on \( \text{dDisc}_t[\mathcal{G}(z, \bar{z})] \) and gives rise to our \( \mathcal{G}^s(z, \bar{z}) \). Properties 1, 2 and 3 of \( \mathcal{G}^t(z, \bar{z}) \) and \( \mathcal{G}^s(z, \bar{z}) \) are not immediate consequences of the LIF but presumably can be shown using the dispersion relation of Carmi and Caron-Huot [29]. In any case, if \( \mathcal{G}(z, \bar{z}) \) is a general element of \( \mathcal{U} \) which is not Euclidean single-valued, we are not allowed to use the LIF and thus a different idea is required to prove our conjectured proposal rigorously.

Assuming the conjecture is correct, we get a Schauder basis for \( \mathcal{U} \) in a similar manner to what we saw in section 2. We need to expand \( \mathcal{G}^t(z, \bar{z}) \) in a complete set of functions which are Euclidean single-valued around \( (z, \bar{z}) = (0, 0) \) and whose s-channel double discontinuity vanishes. It is natural to use s-channel conformal blocks. The s-channel blocks \( G^s_{\Delta, \ell}(z, \bar{z}) \) are Euclidean single-valued around \( (z, \bar{z}) = (0, 0) \) for \( \ell \in \mathbb{N} \). They satisfy

\[
\text{dDisc}_s[G^s_{\Delta, \ell}(z, \bar{z})] = 2\sin^2 \left[ \frac{\pi}{2} (\Delta - \ell - 2\Delta_\phi) \right] G^s_{\Delta, \ell}(z, \bar{z}).
\]

The crucial point is that since \( \text{dDisc}_s[G^s_{\Delta, \ell}(z, \bar{z})] \) has double zeros as a function of \( \Delta \) at the double-trace dimensions \( \Delta = \Delta_{n, \ell} = 2\Delta_\phi + 2n + \ell \), the basis consists of both the double-trace conformal blocks and their derivatives with respect to \( \Delta \), i.e.

\[
\text{dDisc}_s[G^s_{\Delta_{n, \ell}, \ell}(z, \bar{z})] = \text{dDisc}_s[\partial_\Delta G^s_{\Delta_{n, \ell}, \ell}(z, \bar{z})] = 0
\]

for all \( n, \ell \in \mathbb{N} \). Indeed, we have

\[
G^s_{n, \ell}(z, \bar{z}) \sim z^n z^{n+\ell}
\]

\[
\partial_\Delta[G^s_{n, \ell}(z, \bar{z})] \sim \frac{\log(z) + \log(\bar{z})}{2} z^n z^{n+\ell}
\]
as \( \bar{z}, z/\bar{z} \to 0 \) and thus all \( G_{\Delta,\ell}^s(z, \bar{z}) \) and \( \partial_\Delta G_{\Delta,\ell}^s(z, \bar{z}) \) are linearly independent. Conversely, it is not hard to show that any \( G(z, \bar{z}) \) satisfying conditions 2 and 3 can be written as \( G^s(z, \bar{z}) = f(z, \bar{z}) + [\log(z) + \log(\bar{z})]g(z, \bar{z}) \) for some \( f(z, \bar{z}), g(z, \bar{z}) \) which are holomorphic at \( (z, \bar{z}) = (0, 0) \). Thus \( G^s(z, \bar{z}) \) can be expanded in the s-channel double-trace blocks and their \( \Delta \)-derivatives.

Since identical arguments apply in the t-channel, we conclude that

\[
G_{\Delta,\ell}^s(z, \bar{z}), \quad \partial_\Delta G_{\Delta,\ell}^s(z, \bar{z}), \quad G_{\Delta,\ell}^t(z, \bar{z}), \quad \partial_\Delta G_{\Delta,\ell}^t(z, \bar{z})
\]

(4.5)

with \( n, \ell \in \mathbb{N} \) is a Schauder basis for \( \mathcal{U} \) in the sense that any \( G(z, \bar{z}) \in \mathcal{U} \) can be written as (4.1) with \( G^t(z, \bar{z}), G^s(z, \bar{z}) \in \mathcal{U} \) and

\[
G^t(z, \bar{z}) = \sum_{n, \ell} \left[ a_{n,\ell}^s G_{\Delta,\ell}^s(z, \bar{z}) + b_{n,\ell}^s \partial_\Delta G_{\Delta,\ell}^s(z, \bar{z}) \right] \\
G^s(z, \bar{z}) = \sum_{n, \ell} \left[ a_{n,\ell}^t G_{\Delta,\ell}^t(z, \bar{z}) + b_{n,\ell}^t \partial_\Delta G_{\Delta,\ell}^t(z, \bar{z}) \right],
\]

(4.6)

where here and in the following the sums over \( n \) and \( \ell \) range over all nonnegative integers. Furthermore, given \( G(z, \bar{z}) \) the coefficients \( a_{n,\ell}^s, b_{n,\ell}^s, a_{n,\ell}^t \) and \( b_{n,\ell}^t \) are uniquely fixed.

Before we start collecting evidence for the central conjecture of this paper, let us introduce the dual basis. The dual basis is a basis for \( \mathcal{U}^* \), i.e. for the space of continuous linear functionals on \( \mathcal{U} \). It consists of functionals denoted

\[
\alpha_{n,\ell}^s, \quad \beta_{n,\ell}^s, \quad \alpha_{n,\ell}^t, \quad \beta_{n,\ell}^t,
\]

(4.7)

where \( n, \ell \in \mathbb{N} \). These functionals are dual to elements of the primal basis (4.5) according to

\[
\alpha_{n,\ell}^s \quad G_{\Delta,\ell}^s \quad \delta_{n,\ell}\]

\[
\beta_{n,\ell}^s \quad \partial_\Delta G_{\Delta,\ell}^s \quad \delta_{n,\ell}
\]

\[
\alpha_{n,\ell}^t \quad G_{\Delta,\ell}^t \quad \delta_{n,\ell}\]

\[
\beta_{n,\ell}^t \quad \partial_\Delta G_{\Delta,\ell}^t \quad \delta_{n,\ell}
\]

(4.8)

This means the dual basis acts on the primal basis as follows

\[
\alpha_{n,\ell}^s [G_{\Delta,\ell'}^s] = \delta_{nn'}\delta_{\ell\ell'} \quad \alpha_{n,\ell}^s [\partial_\Delta G_{\Delta,\ell'}^s] = 0
\]

\[
\beta_{n,\ell}^s [G_{\Delta,\ell'}^s] = 0 \quad \beta_{n,\ell}^s [\partial_\Delta G_{\Delta,\ell'}^s] = \delta_{nn'}\delta_{\ell\ell'}
\]

\[
\alpha_{n,\ell}^t [G_{\Delta,\ell'}^t] = 0 \quad \alpha_{n,\ell}^t [\partial_\Delta G_{\Delta,\ell'}^t] = 0
\]

\[
\beta_{n,\ell}^t [G_{\Delta,\ell'}^t] = 0 \quad \beta_{n,\ell}^t [\partial_\Delta G_{\Delta,\ell'}^t] = 0
\]

and

\[
\alpha_{n,\ell}^s [G_{\Delta,\ell'}^s] = 0 \quad \alpha_{n,\ell}^s [\partial_\Delta G_{\Delta,\ell'}^s] = 0
\]

\[
\beta_{n,\ell}^s [G_{\Delta,\ell'}^s] = 0 \quad \beta_{n,\ell}^s [\partial_\Delta G_{\Delta,\ell'}^s] = 0
\]

\[
\alpha_{n,\ell}^t [G_{\Delta,\ell'}^t] = \delta_{nn'}\delta_{\ell\ell'} \quad \alpha_{n,\ell}^t [\partial_\Delta G_{\Delta,\ell'}^t] = 0
\]

\[
\beta_{n,\ell}^t [G_{\Delta,\ell'}^t] = 0 \quad \beta_{n,\ell}^t [\partial_\Delta G_{\Delta,\ell'}^t] = 0
\]

(4.9)
for all \( n, n', \ell, \ell' \in \mathbb{N} \). The dual basis functionals can be used to extract the coefficients \( a_{n, \ell}^s \), \( b_{n, \ell}^s \), \( a_{n, \ell}^t \), and \( b_{n, \ell}^t \) in the expansions (4.6). This means that for any \( G(z, \bar{z}) \in \mathcal{U} \), we can write

\[
G(z, \bar{z}) = \sum_{n, \ell} \left\{ \alpha_{n, \ell}^s [G] G_{s, n, \ell}(z, \bar{z}) + \beta_{n, \ell}^s [G] \partial_{\Delta} G_{s, n, \ell}(z, \bar{z}) \right\} + \\
+ \sum_{n, \ell} \left\{ \alpha_{n, \ell}^t [G] G_{t, n, \ell}(z, \bar{z}) + \beta_{n, \ell}^t [G] \partial_{\Delta} G_{t, n, \ell}(z, \bar{z}) \right\}.
\]  

(4.11)

The duality conditions (4.9), (4.10) imply that the action of s-channel functionals \( \alpha_{n, \ell}^s \) and \( \beta_{n, \ell}^s \) on t-channel conformal blocks \( G_{s, n, \ell}(z, \bar{z}) \) has double zeros on all double-trace operators. One of the main technical achievements of this paper is an explicit construction of linear functionals (4.7). By the virtue of their double-zero structure, these functionals imply interesting new sum rules on the CFT data in general CFTs.

### 4.2 Linear independence of the primal basis

Let us prove that our proposed basis (4.5) is indeed linearly independent. Suppose that

\[
G^l(z, \bar{z}) + G^s(z, \bar{z}) = 0,
\]

(4.12)

where \( G^l(z, \bar{z}) \), \( G^s(z, \bar{z}) \in \mathcal{U} \) and

\[
G^l(z, \bar{z}) = \sum_{n, \ell} \left[ a_{n, \ell}^s G_{s, n, \ell}(z, \bar{z}) + b_{n, \ell}^s \partial_{\Delta} G_{s, n, \ell}(z, \bar{z}) \right],
\]

\[
G^s(z, \bar{z}) = \sum_{n, \ell} \left[ a_{n, \ell}^t G_{t, n, \ell}(z, \bar{z}) + b_{n, \ell}^t \partial_{\Delta} G_{t, n, \ell}(z, \bar{z}) \right].
\]

(4.13)

We want to show that necessarily \( a_{n, \ell}^s = b_{n, \ell}^s = a_{n, \ell}^t = b_{n, \ell}^t = 0 \). The idea will be to use the Lorentzian inversion formula (LIF) in the u-channel to show \( G^l(z, \bar{z}) = G^s(z, \bar{z}) = 0 \). We will apply the LIF to \( G^l(z, \bar{z}) \). Since the LIF only applies to functions which are Euclidean single-valued, we first need to show \( G^l(z, \bar{z}) \) has this property. By assumption, \( G^l(z, \bar{z}) \) is single-valued around \((z, \bar{z}) = (0, 0)\) and \( G^s(z, \bar{z}) \) is single-valued around \((z, \bar{z}) = (1, 1)\). Furthermore, from (4.12), we know \( G^l(z, \bar{z}) = -G^s(z, \bar{z}) \), so both sides are single-valued around both \((z, \bar{z}) = (0, 0)\) and \((z, \bar{z}) = (1, 1)\) and thus in the entire Euclidean plane. Since \( G^l(z, \bar{z}) \in \mathcal{U} \), its u-channel Regge intercept is negative and thus the LIF produces \( c_u(\Delta, J) \) valid for all spins. Since \( d\text{Disc}_a[G^l(z, \bar{z})] = 0 \) and \( d\text{Disc}_t[G^l(z, \bar{z})] = -d\text{Disc}_t[G^s(z, \bar{z})] = 0 \), so the LIF implies \( c(\Delta, J) \) vanishes identically. The last statement immediately implies \( G^l(z, \bar{z}) = G^s(z, \bar{z}) = 0 \), which we wanted to show. Thus the proposed basis is indeed linearly independent.

For most physical applications, we are interested in working in the bigger space \( \mathcal{V} \), rather than its subspace \( \mathcal{U} \). In that light, it is important to understand what happens to linear independence of the set of vectors (4.5) when we move to the space \( \mathcal{V} \). The short answer is that they are no longer linearly independent and that their linear relations can be parametrized in terms of certain contact Witten diagrams. Assume \( G^l(z, \bar{z}) + G^s(z, \bar{z}) = 0 \) with \( G^l(z, \bar{z}), G^s(z, \bar{z}) \in \mathcal{V} \). We can still apply the LIF to \( G^l(z, \bar{z}) \). However, this time the
u-channel Regge intercept of $G^i(z, \bar{z})$ can be as high as one, so we can only trust the LIF for spin two and higher. This means $c_u(\Delta, J)$ is supported on $J = 0, 1$. In other words, the u-channel OPE of $G^i(z, \bar{z})$ only contains scalar and spin-one conformal blocks. The possible choices for $G^i(z, \bar{z})$ are best understood in Mellin space [36, 37]. The Mellin amplitude $\mathcal{M}(s, t)$ is a function of Mellin variables $s, t$. It is also useful to introduce $u$ satisfying $s + t + u = 4\Delta_\phi$. We focus on polynomial Mellin amplitudes since these automatically lead to a correlator with vanishing double discontinuity in both $s$- and $t$-channel. Such amplitudes are equal to contact Witten diagrams in $\text{AdS}_{d+1}$. The u-channel Regge limit corresponds to $s, t \to \infty$ with $u = 4\Delta_\phi - s - t$ fixed. For polynomial amplitudes, the Regge intercept in a given channel agrees with the maximal spin present in the OPE of that channel. Thus there are two infinite classes of contact Witten diagrams which give relations between the vectors (4.5)

$$\mathcal{M}^{(0)}_j(s, t) = u^j, \quad \mathcal{M}^{(1)}_j(s, t) = (s - t)u^j$$

for $j = 0, 1, \ldots$. The first one only contains scalars in the u-channel and double-traces up to spin $j$ in the s- and t-channel, while the second one has only spin-one double-traces in the u-channel and up to spin $j + 1$ in s- and t-channel. As we have explained, each of these contact diagrams gives rise to a linear relation among (4.5) of the form

$$\sum_{n, \ell} \left[ a^n_{n, \ell} G_{\Delta_n, \ell, \ell}(z, \bar{z}) + b^n_{n, \ell} \partial_\Delta G_{\Delta_n, \ell, \ell}(z, \bar{z}) \right] = -\sum_{n, \ell} \left[ a^t_{n, \ell} G^t_{\Delta_n, \ell, \ell}(z, \bar{z}) + b^t_{n, \ell} \partial_\Delta G^t_{\Delta_n, \ell, \ell}(z, \bar{z}) \right],$$

where both sides of the equality are inside the space $\mathcal{V}$.

### 4.3 Polyakov-Regge blocks

In order to establish the central claim of section 4.1, it remains to be shown that the set of functions (4.5) indeed generates all of $\mathcal{U}$ in the sense detailed above. We do not have a general proof of this fact, but in this section we will demonstrate that it holds for a large set of functions — namely all s- and t-channel conformal blocks of arbitrary dimension $\Delta$ and integer spin $J$. This will naturally lead to a relation between our formalism and the Polyakov-Mellin approach to the conformal bootstrap [31–33].

Without loss of generality, let us restrict to s-channel conformal blocks $G^s_{\Delta, J}(z, \bar{z})$. We assume that $\Delta_\phi > d/4$ so that $G^s_{\Delta, J}(z, \bar{z}) \in \mathcal{U}$. We would like to show that it is possible to write

$$G^s_{\Delta, J}(z, \bar{z}) = \sum_{n, \ell} \left\{ a^n_{n, \ell} [G^s_{\Delta, J}G^s_{\Delta_n, \ell, \ell}(z, \bar{z}) + \beta^n_{n, \ell} \partial_\Delta G^s_{\Delta_n, \ell, \ell}(z, \bar{z})] + \right\} +$$

$$\sum_{n, \ell} \left\{ a^t_{n, \ell} [G^t_{\Delta, J}G^t_{\Delta_n, \ell, \ell}(z, \bar{z}) + \beta^t_{n, \ell} \partial_\Delta G^t_{\Delta_n, \ell, \ell}(z, \bar{z})] \right\},$$

where both curly brackets on the r.h.s. are inside $\mathcal{U}$. We wrote the coefficients in the expansion as the dual basis functionals acting on the l.h.s. This expansion becomes more
familiar if we move all the s-channel blocks to the l.h.s. and leave the t-channel blocks on
the r.h.s. Thus, let us define the following function
\[ P_{\Delta,J}(z, \bar{z}) = G_{\Delta,J}(z, \bar{z}) - \sum_{n,\ell} \left\{ \alpha_{n,\ell}^s [G_{\Delta,J}^s G_{\Delta_{n,\ell}}^s(z, \bar{z})] + \beta_{n,\ell}^s [G_{\Delta,J}^s] \partial_\Delta G_{\Delta_{n,\ell}}^s(z, \bar{z}) \right\}. \] (4.17)

We will call \( P_{\Delta,J}(z, \bar{z}) \) the s-channel Polyakov-Regge block. The expansion (4.16) is equivalent to saying that \( P_{\Delta,J}(z, \bar{z}) \) also admits the following t-channel expansion
\[ P_{\Delta,J}^t(z, \bar{z}) = \sum_{n,\ell} \left\{ \alpha_{n,\ell}^t [G_{\Delta,J}^t G_{\Delta_{n,\ell}}^t(z, \bar{z})] + \beta_{n,\ell}^t [G_{\Delta,J}^t] \partial_\Delta G_{\Delta_{n,\ell}}^t(z, \bar{z}) \right\}. \] (4.18)

Recall that \( G_{\Delta,J}^s \) and the two curly brackets in (4.16) are all required to be in \( U \). It follows that also \( P_{\Delta,J}^t(z, \bar{z}) \in U \). Therefore, showing that the expansion (4.16) exists is equivalent to showing that there is \( P_{\Delta,J}^s(z, \bar{z}) \in U \) whose s- and t-channel OPEs have the form (4.17) and (4.18).

This OPE structure is characteristic of exchange Witten diagrams. Consider the tree-level s-channel exchange Witten diagram \( W_{\Delta,J}^s(z, \bar{z}) \) of a bulk field of dimension \( \Delta \) and spin \( J \) in AdS\(_{d+1} \). The s-channel OPE of \( W_{\Delta,J}^s(z, \bar{z}) \) contains the single-trace conformal block \( G_{\Delta,J}^s(z, \bar{z}) \) dressed by an infinite set of double-trace conformal blocks \( G_{\Delta_{n,\ell}}^s(z, \bar{z}) \) and \( \partial_\Delta G_{\Delta_{n,\ell}}^s(z, \bar{z}) \) with spins \( \ell \leq J \). The t-channel OPE of \( W_{\Delta,J}^s(z, \bar{z}) \) contains only double-trace conformal blocks \( G_{\Delta_{n,\ell}}^t(z, \bar{z}) \) and \( \partial_\Delta G_{\Delta_{n,\ell}}^t(z, \bar{z}) \). The physical interpretation of the double-traces contributions is as the tree-level corrections to the mean-field OPE coefficients and scaling dimensions induces by the exchange. Let us normalize \( W_{\Delta,J}^s(z, \bar{z}) \) so that \( G_{\Delta,J}^s(z, \bar{z}) \) appears in the s-channel with unit coefficient.

Equations (4.17) and (4.18) show that \( P_{\Delta,J}^s(z, \bar{z}) \) has the right OPE structure to be the s-channel exchange Witten diagram. More precisely, we should have
\[ P_{\Delta,J}^s(z, \bar{z}) = A^{-1} W_{\Delta,J}^s(z, \bar{z}) + C(z, \bar{z}), \] (4.19)
where \( A^{-1} \) is an overall normalization and \( C(z, \bar{z}) \) is a finite linear combination of four-point contact diagrams. Each contact diagram contains only double-trace conformal blocks (and their \( \Delta \)-derivatives) in each channel, and therefore preserving the OPE structure.\(^{11}\) By adding such contact diagrams we can correct the u-channel Regge behavior of \( W_{\Delta,J}^s(z, \bar{z}) \) (which is generically outside of \( U \)), such that \( P_{\Delta,J}(z, \bar{z}) = A^{-1} W_{\Delta,J}^s(z, \bar{z}) + C(z, \bar{z}) \) is inside \( U \). Therefore, showing that the expansion (4.16) exists is equivalent to showing that for every exchange diagram \( W_{\Delta,J}^s(z, \bar{z}) \), one can find such a finite linear combination of contact diagrams \( C(z, \bar{z}) \).

A particularly transparent way to see that this is indeed always possible is to work in Mellin space, as we will show in detail in section 6. Alternatively, we can construct \( P_{\Delta,J}^s(z, \bar{z}) \) by using the Lorentzian inversion formula as follows. Let us denote the u-channel

\(^{11}\)In fact, \( W_{\Delta,J}^s(z, \bar{z}) \) is itself ambiguous since the three-point coupling between two scalars and a massive spinning field is ambiguous. In the context of tree level exchange diagrams, this ambiguity becomes a contact term and therefore can be absorbed in \( C(z, \bar{z}) \).
OPE coefficient function $c_n(\Delta, J)$ of $P^s_{\Delta', J'}(z, \bar{z})$ by $\mathcal{T}_u^s(\Delta, J; \Delta', J'|\Delta_\phi)$. The LIF (3.15) states that

$$
\mathcal{T}_u^s(\Delta, J; \Delta', J'|\Delta_\phi) = \int_0^0 \int_{-\infty}^{\infty} dw d\bar{w} g^s_{\Delta, J}(w, \bar{w}) d\text{Disc}_s[P^s_{\Delta', J'}(w, \bar{w})] + (-1)^J \int_1^1 \int_{-\infty}^{\infty} dw d\bar{w} g^t_{\Delta, J}(w, \bar{w}) d\text{Disc}_t[P^s_{\Delta', J'}(w, \bar{w})].
$$

From (4.17), (4.18), we get

$$
d\text{Disc}_s[P^s_{\Delta', J'}(w, \bar{w})] = d\text{Disc}_s[G^s_{\Delta', J'}(w, \bar{w})]
$$

Thus

$$
\mathcal{T}_u^s(\Delta, J; \Delta', J'|\Delta_\phi) = \int_0^0 \int_{-\infty}^{\infty} dw d\bar{w} g^s_{\Delta, J}(w, \bar{w}) d\text{Disc}_s[G^s_{\Delta', J'}(w, \bar{w})].
$$

Since $P^s_{\Delta', J'}(z, \bar{z}) \in \mathcal{U}$, this formula is valid for all $J \geq 0$ and therefore it uniquely fixes $P^s_{\Delta', J'}(z, \bar{z})$. Note that the formula is analytic in $J$ for Re[$J$] $\geq 0$. This leads to an equivalent characterization of $P^s_{\Delta', J'}(z, \bar{z})$: it is a sum of the s-channel exchange and contact diagrams, where the contact diagrams are uniquely fixed by requiring that the u-channel OPE data are analytic in spin all the way down to (and including) spin zero.

The expansion of t-channel conformal blocks in the primal basis (4.5) is exactly equivalent to the expansion of s-channel blocks. We write

$$
G^t_{\Delta, J}(z, \bar{z}) = \sum_{n, \ell} \left\{ \alpha^t_{n, \ell}[G^t_{\Delta, J}]G^{s*}_{\Delta_n, \ell}(z, \bar{z}) + \beta^t_{n, \ell}[G^t_{\Delta, J}]\partial_\Delta G^{s*}_{\Delta_n, \ell}(z, \bar{z}) \right\} + \sum_{n, \ell} \left\{ \alpha^t_{n, \ell}[G^t_{\Delta, J}]G^{t*}_{\Delta_n, \ell}(z, \bar{z}) + \beta^t_{n, \ell}[G^t_{\Delta, J}]\partial_\Delta G^{t*}_{\Delta_n, \ell}(z, \bar{z}) \right\},
$$

and define the t-channel Polyakov-Regge blocks as

$$
P^t_{\Delta, J}(z, \bar{z}) = G^t_{\Delta, J}(z, \bar{z}) - \sum_{n, \ell} \left\{ \alpha^t_{n, \ell}[G^t_{\Delta, J}]G^{t*}_{\Delta_n, \ell}(z, \bar{z}) + \beta^t_{n, \ell}[G^t_{\Delta, J}]\partial_\Delta G^{t*}_{\Delta_n, \ell}(z, \bar{z}) \right\} = \sum_{n, \ell} \left\{ \alpha^t_{n, \ell}[G^t_{\Delta, J}]G^{t*}_{\Delta_n, \ell}(z, \bar{z}) + \beta^t_{n, \ell}[G^t_{\Delta, J}]\partial_\Delta G^{s*}_{\Delta_n, \ell}(z, \bar{z}) \right\}.
$$

Note that thanks to the symmetry between the s- and t-channel, we must have

$$
\alpha^t_{n, \ell}[G(z, \bar{z})] = \alpha^s_{n, \ell}[G(1-z, 1-\bar{z})] \quad \beta^t_{n, \ell}[G(z, \bar{z})] = \beta^s_{n, \ell}[G(1-z, 1-\bar{z})].
$$

Note that $\mathcal{T}_u^s(\Delta, J; \Delta', J'|\Delta_\phi)$ is closely related to the 6j-symbol of the conformal group [38].

Strictly speaking, the argument does not show $P^s_{\Delta', J'}(z, \bar{z})$ with the right properties exists but only that if it does, it is unique. In section 6, we will give a Mellin-space formula for $P^s_{\Delta', J'}(z, \bar{z})$ which should dispel any lingering doubts about its existence.
Since we also have $G^t_{\Delta,j}(z, \bar{z}) = G^s_{\Delta,j}(1 - z, 1 - \bar{z})$, it follows that
\begin{equation}
P^t_{\Delta,j}(z, \bar{z}) = P^s_{\Delta,j}(1 - z, 1 - \bar{z}). \tag{4.26}
\end{equation}

For practical applications of our formalism, we would like to know the functional actions on general conformal blocks, i.e. find formulas for the functions
\begin{equation}
\alpha^s_{n,\ell}[G^s_{\Delta,j}], \quad \beta^s_{n,\ell}[G^s_{\Delta,j}], \quad \alpha^t_{n,\ell}[G^s_{\Delta,j}], \quad \beta^t_{n,\ell}[G^s_{\Delta,j}] \tag{4.27}
\end{equation}

While the LIF (4.22) fixes these functions uniquely, it does so in a rather non-explicit manner. Indeed, in order to go from (4.22) to (4.27), we would first need to resum the entire u-channel OPE corresponding to $I^s_\phi(\Delta, J; \Delta', J'; \Delta_\phi)$, and then re-expand the result in s- and t-channel. While this may be possible with enough hard work, we can circumvent it in two different ways. The first is an explicit construction of the dual basis functionals in terms of contour integrals in $z$ and $\bar{z}$, and the second one is a construction of the Polyakov-Regge blocks in Mellin space. We will explain both methods in section 5 and section 6.

To conclude this subsection, let us explain how the Polyakov-Regge blocks give rise to an alternative way to expand the four-point correlator. Instead of writing the four-point function as a sum of conformal blocks in either the s- or t-channel
\begin{equation}
\mathcal{G} = \sum_\mathcal{O} f_{12O} f_{34O} G^s_{\Delta_O,J_O} = \sum_\mathcal{P} f_{23P} f_{41P} G^t_{\Delta_P,J_P}, \tag{4.28}
\end{equation}

we can write it as a sum over both the s- and t-channel Polyakov-Regge blocks with the same OPE coefficients
\begin{equation}
\mathcal{G} = \sum_\mathcal{O} f_{12O} f_{34O} P^s_{\Delta_O,J_O} + \sum_\mathcal{P} f_{23P} f_{41P} P^t_{\Delta_P,J_P}. \tag{4.29}
\end{equation}

To show that (4.29) is equivalent to (4.28), let us use the definitions (4.17), (4.18) for the Polyakov-Regge blocks and expand both $P^s_{\Delta_O,J_O}$ and $P^t_{\Delta_P,J_P}$ into s-channel conformal blocks
\begin{equation}
\mathcal{G} = \sum_\mathcal{O} f_{12O} f_{34O} \left[ G^s_{\Delta_O,J_O} - \sum_{n,\ell} \left\{ \alpha^s_{n,\ell}[G^s_{\Delta_O,J_O}] G^s_{\Delta_{n,\ell},\ell} + \beta^s_{n,\ell}[G^s_{\Delta_O,J_O}] \partial_\Delta G^s_{\Delta_{n,\ell},\ell} \right\} \right]
\end{equation}
\begin{equation}
+ \sum_\mathcal{P} f_{23P} f_{41P} \left[ \sum_{n,\ell} \left\{ \alpha^t_{n,\ell}[G^t_{\Delta_P,J_P}] G^s_{\Delta_{n,\ell},\ell} + \beta^t_{n,\ell}[G^t_{\Delta_P,J_P}] \partial_\Delta G^s_{\Delta_{n,\ell},\ell} \right\} \right]. \tag{4.30}
\end{equation}

The sum over the single-trace conformal blocks reproduces (4.28) in the s-channel, and all we need to do is to show the rest vanish in the sum. This follows simply from the crossing equation. Under the assumption that we can exchange the order of functional action and summation (this holds, e.g., when $\mathcal{G} \in \mathcal{U}$), we find the extra terms can be written as
\begin{equation}
\sum_{n,\ell} G^s_{n,\ell} \left[ \sum_\mathcal{O} f_{12O} f_{34O} G^s_{\Delta_O,J_O} - \sum_\mathcal{P} f_{23P} f_{41P} G^t_{\Delta_P,J_P} \right] G^s_{\Delta_{n,\ell},\ell}
\end{equation}
\begin{equation}
+ \sum_{n,\ell} \beta^s_{n,\ell} \left[ \sum_\mathcal{O} f_{12O} f_{34O} G^s_{\Delta_O,J_O} - \sum_\mathcal{P} f_{23P} f_{41P} G^t_{\Delta_P,J_P} \right] \partial_\Delta G^s_{\Delta_{n,\ell},\ell} \tag{4.31}
\end{equation}
which is zero thanks to the crossing equation. Similarly, if we use the t-channel expansion of the Polyakov-Regge blocks, we reproduce the t-channel conformal block decomposition. We could also reverse the logic and start from the Polyakov-Regge block decomposition (4.29). The condition that no double-trace conformal blocks and their derivatives appear in the s- or t-channel conformal block decomposition gives rise to the following sum rules

$$\sum_{\mathcal{O}} f_{12\mathcal{O}} f_{34\mathcal{O}} \mathcal{O}_{n,\ell}^{(s,\ell)} [G_{\mathcal{O},\mathcal{O}}^s] - \sum_{\mathcal{P}} f_{23\mathcal{P}} f_{41\mathcal{P}} \mathcal{O}_{n,\ell}^{(s,\ell)} [G_{\mathcal{P},\mathcal{P}}^t] = 0,$$

$$\sum_{\mathcal{O}} f_{12\mathcal{O}} f_{34\mathcal{O}} \mathcal{O}_{n,\ell}^{(s,\ell)} [G_{\mathcal{O},\mathcal{O}}^t] - \sum_{\mathcal{P}} f_{23\mathcal{P}} f_{41\mathcal{P}} \mathcal{O}_{n,\ell}^{(s,\ell)} [G_{\mathcal{P},\mathcal{P}}^s] = 0,$$

(4.32)

for the CFT data. These conditions are reminiscent of the sum rules arising from the Polyakov-Mellin bootstrap [31–33].

### 4.4 General external dimensions

Let us briefly comment on how the discussion so far should be modified when the external operators $\phi_1, \phi_2, \phi_3, \phi_4$ in (3.1) have general scaling dimensions $\Delta_1, \Delta_2, \Delta_3, \Delta_4$. A physical four-point function in a unitary theory is then still holomorphic in $R \times R$ and satisfies a boundedness condition at infinity. Consequently, the vector spaces $\mathcal{U}$ and $\mathcal{V}$ generalize naturally. The main novelty is that for each channel, there are now two independent sets of double-trace conformal blocks. The s-channel double-traces are $G_{\Delta_1+\Delta_2+2n+\ell,\ell}^s$ and $G_{\Delta_3+\Delta_4+2n+\ell,\ell}^s$, while the t-channel double-traces are $G_{\Delta_2+\Delta_3+2n+\ell,\ell}^t$ and $G_{\Delta_4+\Delta_1+2n+\ell,\ell}^t$.

We expect that the set of all s- and t-channel double-trace blocks

$$G_{\Delta_1+\Delta_2+2n+\ell,\ell}^s, \quad G_{\Delta_1+\Delta_4+2n+\ell,\ell}^s, \quad G_{\Delta_2+\Delta_3+2n+\ell,\ell}^t, \quad G_{\Delta_4+\Delta_1+2n+\ell,\ell}^t$$

(4.33)

forms a Schauder basis for $\mathcal{U}$. Indeed, the correct generalization of the double discontinuity to non-equal external dimensions has simple zeros at these double-traces [9]

$$\text{dDisc}_s [G_{\Delta_3,\ell}^s (z, \bar{z})] = 2 \sin \left[ \frac{\pi}{2} (\Delta - J - \Delta_1 - \Delta_2) \right] \sin \left[ \frac{\pi}{2} (\Delta - J - \Delta_3 - \Delta_4) \right] G_{\Delta_3,\ell}^s (z, \bar{z})$$

$$\text{dDisc}_t [G_{\Delta_3,\ell}^t (z, \bar{z})] = 2 \sin \left[ \frac{\pi}{2} (\Delta - J - \Delta_1 - \Delta_2) \right] \sin \left[ \frac{\pi}{2} (\Delta - J - \Delta_3 - \Delta_4) \right] G_{\Delta_3,\ell}^t (z, \bar{z}).$$

(4.34)

Relatedly, exchange and contact Witten diagrams contain precisely this set of double-trace conformal blocks in the s- and t-channel OPEs. Much of the preceding arguments thus can be repeated without change. When $\Delta_1 + \Delta_2 = \Delta_3 + \Delta_4$, the s-channel double-trace dimensions become degenerate\footnote{Or more generally when $\Delta_1 + \Delta_2 - \Delta_3 - \Delta_4 \in 2\mathbb{Z}$.} and we need to include the derivatives $\partial_{\Delta} G_{\Delta_1+\Delta_2+2n+\ell,\ell}^s$. Similarly, when $\Delta_2 + \Delta_3 = \Delta_1 + \Delta_4$, we should include $\partial_{\Delta} G_{\Delta_2+\Delta_3+2n+\ell,\ell}^t$. In the rest of this paper, we will focus on the case of equal external dimensions and leave further generalization to non-equal dimensions for future work.

\footnote{It can also be understood from general $1/N$ analysis that the degenerate double-trace operators now acquire anomalous dimensions.}

---

""
5 An explicit construction of the dual basis

5.1 Functionals with double zeros on double-trace dimensions

The aim of this section is to construct elements of the dual basis

$$\alpha^s_{n,\ell}, \quad \beta^s_{n,\ell}, \quad \alpha^t_{n,\ell}, \quad \beta^t_{n,\ell} \quad \text{where} \quad n, \ell \in \mathbb{N}$$

(5.1)
as explicit linear functionals acting on functions of two complex variables $w, \bar{w}$. This is important in particular for finding the action of the dual basis functionals on general $s$- and $t$-channel conformal blocks. These actions are themselves needed to derive sum rules on OPE data following from the existence of the dual basis functionals. An alternative method to extract the functional actions on general conformal blocks involves decomposing exchange Witten diagrams in double-trace operators. Later in the next section, we will explain this second method in detail and show that it agrees with the explicit construction of the basis functionals.

Each element of the dual basis (5.1) is uniquely fixed by imposing that it acts as required on the primal basis, i.e. by equations (4.9), (4.10). In addition, we need to impose that each basis functional is inside $\mathcal{U}^*$, i.e. that it is continuous as a map from the topological vector space $\mathcal{U}$ to $\mathbb{C}$. Continuity guarantees that the functional can be swapped with infinite sums of functions in $\mathcal{U}$ which converge in $\mathcal{U}$. We will see that in practice, this property says that the action of the functionals in $\mathcal{U}$ must be “suppressed near infinity” in the $w, \bar{w}$ space. Note that symmetry under $s \leftrightarrow t$, i.e. equation (4.25), implies that $\alpha^t_{n,\ell}$ and $\beta^t_{n,\ell}$ come for free once $\alpha^s_{n,\ell}$ and $\beta^s_{n,\ell}$ have been constructed. We will thus focus on finding $\alpha^s_{n,\ell}$ and $\beta^s_{n,\ell}$ in what follows.

The third and the fourth line of (4.9) are equivalent to saying that when acting on $G^t_{\Delta,j}(w, \bar{w})$, all $\alpha^s_{n,\ell}$ and $\beta^s_{n,\ell}$ have double-zeros as a function of $\Delta$ on the double-trace dimensions. Similarly, the first and second line of (4.9) imply that when any $\alpha^s_{n,\ell}$ or $\beta^s_{n,\ell}$ acts on $G^s_{\Delta,j}(w, \bar{w})$, it has double zeros on all the double-traces except for the one of spin $\ell$ and dimension $\Delta_{n,\ell}$. Thus in order to make progress, we need to learn how to construct linear functionals which have double zeros on almost all $s$- and $t$-channel double-trace conformal blocks. There is a very simple generalization of the single-variable functionals we saw in section 2 which does exactly that. The functionals of section 2 were defined as contour integrals against a suitable holomorphic kernel, where the contour starts at $-i\infty$, ends at $i\infty$ and passes in between the branch points at $w = 0$ and $w = 1$, see (2.30). This guarantees that the functional has simple zeros at most double-trace conformal blocks in both channels. In order to get double zeros in the two-variable case, we simply consider a double contour integral in $w$ and $\bar{w}$, where each contour is the same as in the single-variable case. As a toy example, consider arguably the simplest such functional

$$\omega[G(w, \bar{w})] = \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{dw}{2\pi i} \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{d\bar{w}}{2\pi i} G(w, \bar{w}).$$

(5.2)

We will soon see that $\omega$ is not inside $\mathcal{U}^*$ so it will not quite do for our purposes, but it illustrates how we will obtain functionals with the right structure of double zeros. We
claim that \( \omega \) has double zeros on all double-trace conformal blocks in both channels. The change of variables \((w, \bar{w}) \mapsto (1 - w, 1 - \bar{w})\) shows that \( \omega[G(w, \bar{w})] = \omega[G(1 - w, 1 - \bar{w})] \) so it is sufficient to exhibit the double zeros on the s-channel double traces. It is useful to manifest the analytic structure of conformal blocks at \( w = \bar{w} = 0 \) by writing

\[
G^s_{\Delta,j}(w, \bar{w}) = (w\bar{w})^{\frac{\Delta - j - 2\Delta_\phi}{2}} \tilde{G}_{\Delta,j}(w, \bar{w}), \tag{5.3}
\]

where \( \tilde{G}_{\Delta,j}(w, \bar{w}) \) is holomorphic at \( w = \bar{w} = 0 \) when \( J \in \mathbb{N} \). The action of \( \omega \) looks as follows

\[
\omega[G^s_{\Delta,j}] = \int_{\frac{i}{2} - i\infty}^{\frac{i}{2} + i\infty} \int_{\frac{i}{2} - i\infty}^{\frac{i}{2} + i\infty} dw \, d\bar{w} \, \frac{1}{2\pi i} \frac{1}{2\pi i} (\frac{\Delta - j - 2\Delta_\phi}{2})^{\Delta - j - 2\Delta_\phi} \tilde{G}_{\Delta,j}(w, \bar{w}). \tag{5.4}
\]

To exhibit the double zeros, let us wrap both \( w \) and \( \bar{w} \) contour onto the power-law branch cut on the left.\(^{16}\) We pick up the squared discontinuity \( \text{Disc}_N \text{Disc}_s \) of the conformal blocks. Each discontinuity contributes a factor \( \sin \left[ \frac{\pi}{2} (\Delta - J - 2\Delta_\phi) \right] \) and find

\[
\omega[G^s_{\Delta,j}] = \frac{1}{\pi^2} \sin^2 \left[ \frac{\pi}{2} (\Delta - J - 2\Delta_\phi) \right] \int_{-\infty}^{0} dw \, d\bar{w} \, \frac{(w^2 - 1)}{2\pi i} \frac{(\bar{w}^2 - 1)}{2\pi i} \tilde{G}_{\Delta,j}(w, \bar{w}). \tag{5.5}
\]

The integral converges for all \( \Delta > J + 2\Delta_\phi - 2 \). This manifests the promised double zeros on all the double-trace conformal blocks. More generally, we could consider functionals of the form

\[
\omega[G(w, \bar{w})] = \int_{\frac{i}{2} - i\infty}^{\frac{i}{2} + i\infty} \int_{\frac{i}{2} - i\infty}^{\frac{i}{2} + i\infty} dw \, d\bar{w} \, \frac{1}{2\pi i} \frac{1}{2\pi i} \mathcal{H}(w, \bar{w}) \, G(w, \bar{w}), \tag{5.6}
\]

where \( \mathcal{H}(w, \bar{w}) \) is an arbitrary polynomial. The contour deformation still works (for sufficiently large \( \Delta_\phi \)), showing that all of these functionals have double zeros on all double-trace blocks in both channels.

While they have a promising structure of double zeros, none of the functionals constructed so far belong to the dual space \( \mathcal{U}^* \). Indeed, it is easy to find functions \( \mathcal{G}(w, \bar{w}) \in \mathcal{U} \) such that \( \omega[\mathcal{G}(w, \bar{w})] \) is not well-defined as a result of the \( w \) and \( \bar{w} \) integrals not being convergent at infinity. Recall that for \( \mathcal{G}(w, \bar{w}) \) to belong to \( \mathcal{U} \), it should be bounded by a constant multiple of \( |w|^{-1/2 - \epsilon} |\bar{w}|^{-1/2 - \epsilon} \) (with \( \epsilon > 0 \)) away from \( w, \bar{w} = 0, 1 \), and in particular near infinity. So for example \( \mathcal{G}(w, \bar{w}) = [w\bar{w}(1 - w)(1 - \bar{w})]^{t} \) belongs to \( \mathcal{U} \) for \( \text{Re}(t) < -1/4 \), but the integral in (5.6) certainly diverges for \( \text{Re}(t) \geq -1/2 \), as long as \( \mathcal{H}(w, \bar{w}) \) is any nonzero polynomial. Furthermore, assuming correctness of our proposal that

\[
G^s_{\Delta_n,\ell}(w, \bar{w}), \quad \partial_\Delta G^s_{\Delta_n,\ell}(w, \bar{w}), \quad G^d_{\Delta_n,\ell}(w, \bar{w}), \quad \partial_\Delta G^d_{\Delta_n,\ell}(w, \bar{w}) \quad \tag{5.7}
\]

form a Schauder basis for \( \mathcal{U} \), there can clearly be no non-trivial functional in \( \mathcal{U}^* \) with double-zeros on all double-trace conformal blocks in both channels since any functional with this property would then necessarily vanish on all functions in \( \mathcal{U} \).

\(^{16}\) The contribution from infinity vanishes for sufficiently large \( \Delta_\phi \).
A natural adjustment we can make to construct functionals which do belong to \( \mathcal{U}^* \) is to consider functionals of the form (5.6), where \( \mathcal{H}(w, \bar{w}) \) decays sufficiently fast at infinity. The precise condition which ensures that the action of such \( \omega \) on arbitrary elements of \( \mathcal{U} \) is well-defined is

\[
|\mathcal{H}(w, \bar{w})| \leq A|w|^{-\frac{1}{2}}|\bar{w}|^{-\frac{1}{2}}
\]

for some \( A > 0 \) everywhere along the contour of integration.\(^{17}\) Evidently, there is no nonvanishing \( \mathcal{H}(w, \bar{w}) \) which satisfies (5.8) and is holomorphic everywhere in \( \mathbb{C}^2 \). That is good news because if \( \mathcal{H}(w, \bar{w}) \) was holomorphic everywhere, we could use the same contour deformation as above to show the functional kills the entire double-trace basis, a contradiction.

Nevertheless, to construct \( \alpha_{n,\ell}^{\ast} \) and \( \beta_{n,\ell}^{\ast} \), we would still like to keep \( \mathcal{H}(w, \bar{w}) \) holomorphic almost everywhere so that the contour-deformation argument almost works and \( \omega \) thus kills almost all functions in the primal basis. A simple idea is to try \( \mathcal{H}(w, \bar{w}) = 1/(w\bar{w}) \). When acting on the t-channel blocks, we still find double zeros on all the double-traces since we can deform both \( w \) and \( \bar{w} \) contour to the right and encounter no new singularity. When acting on the s-channel conformal blocks, the contour deformation gives

\[
\omega[G_{\Delta, J}^{\ast}] = \frac{1}{\pi^2} \sin^2 \left[ \frac{\pi}{2}(\Delta - J - 2\Delta_\phi) \right] \int_{-\infty}^{0} dw \int_{-\infty}^{0} d\bar{w}((-w)(-\bar{w}))^{\Delta - J - 2\Delta_\phi - 2} \bar{G}_{\Delta, J}(w, \bar{w}).
\]

(5.9)

Thanks to the enhanced singularity at \( w = \bar{w} = 0 \), the integral develops a simple pole in \( \Delta \) at \( 2\Delta_\phi + J \) for \( J > 0 \) and a double pole at \( 2\Delta_\phi \) for \( J = 0 \). This pole cancels with the double zero of the \( \sin^2 \left[ \frac{\pi}{2}(\Delta - J - 2\Delta_\phi) \right] \) prefactor to leave a simple zero at \( \Delta = 2\Delta_\phi + J \) for \( J > 0 \) and a non-zero value at \( \Delta = 2\Delta_\phi \) for \( J = 0 \). In other words, this functional looks like a linear combination of \( \alpha_{0,0}^\ast \) and \( \beta_{0,\ell}^\ast \) for all \( \ell \in \mathbb{N} \).

This is progress but still not quite what we want since we would like to construct individual \( \alpha_{n,\ell}^\ast \) and \( \beta_{n,\ell}^\ast \). It is crucial that in order to do that, we will have to use \( \mathcal{H}(w, \bar{w}) \) which do not factorize into a function of \( w \) and \( \bar{w} \). This is because if \( \mathcal{H}(w, \bar{w}) \) factorizes, we would always find that the functional is a linear combination of infinitely many dual basis functional, just like we saw in the simple example \( \mathcal{H}(w, \bar{w}) = 1/(w\bar{w}) \). We will see momentarily that essentially the simplest choice of \( \mathcal{H}(w, \bar{w}) \) which does not factorize gives us exactly what we want.

5.2 The functional \( \beta_{0,0}^\ast \)

A natural class of \( \mathcal{H}(w, \bar{w}) \) which do not factorize is meromorphic functions whose only pole is at \( w = \bar{w} \). We will soon see that all \( \beta_{n,\ell}^\ast \) arise from such \( \mathcal{H}(w, \bar{w}) \). The presence of the pole at \( w = \bar{w} \) means that we need to be more careful in defining the functionals since (5.6) would have a singularity when the \( w \) and \( \bar{w} \) integrations collide. The correct

\(^{17}\)The same condition also ensures that \( \omega \) defined by (5.6) commutes with infinite sums of functions which converge in \( \mathcal{U} \). To show that, we need to swap the integrals in (5.6) with the sum. If the contour of integration were localized in a bounded subset of \( \mathbb{R} \times \mathbb{R} \), we could swap the integral and sum thanks to uniform convergence. Condition (5.8) ensures that the part of the contour near infinity can be neglected and the argument using a bounded set still holds. See [39] for more details.
Figure 2. Contour prescription for the general functional (5.10). The $w$ variable is integrated over contour $C_-$ and $\bar{w}$ over $C_+$. All the dual basis functionals $\alpha_{n,\ell}^s$, $\beta_{n,\ell}^s$, $\alpha_{n,\ell}^t$ and $\beta_{n,\ell}^t$ take this form for suitable integral kernel $\mathcal{H}(w, \bar{w})$.

A way to make sure the integral is well-defined is to choose the $w$ and $\bar{w}$ contour so that they do not intersect. Thus, let us consider the following class of functionals

$$\omega[G(w, \bar{w})] = \int_{C_-} dw \frac{2\pi i}{2\pi i} \int_{C_+} d\bar{w} \frac{2\pi i}{2\pi i} \mathcal{H}(w, \bar{w}) G(w, \bar{w}),$$

(5.10)

where $C_-$ and $C_+$ start at complex infinity in the lower half-plane, end at complex infinity in the upper half-plane and pass in between 0 and 1. Furthermore, $C_-$ always stays to the left of $C_+$ so that they never intersect. It is convenient to choose $C_-$ to wrap the branch cut $(-\infty, 0]$ and $C_+$ to wrap the right branch cut $[1, \infty)$, as in figure 2. If $\mathcal{H}(w, \bar{w})$ has no singularities the interior of $\mathcal{R} \times \mathcal{R}$, then (5.6) and (5.10) are clearly equivalent. All the dual basis functionals will take the form (5.10) for suitable $\mathcal{H}(w, \bar{w})$.

We claim that $\beta_{0,0}^s$ is given by (5.10) with

$$\mathcal{H}(w, \bar{w}) = \frac{\sigma_0 + \sigma_1 (w + \bar{w})}{(w - \bar{w})^2}$$

(5.11)

for suitable real constants $\sigma_0$, $\sigma_1$ to be determined shortly. This $\mathcal{H}(w, \bar{w})$ is the most general meromorphic function of $w$ and $\bar{w}$ which satisfies $\mathcal{H}(w, \bar{w}) = \mathcal{H}(\bar{w}, w)$, the growth condition (5.8) and whose only singularity is a pole at $w = \bar{w}$ of degree at most two. Let us check that the resulting functional has the correct structure of zeros on the double-traces, which will also fix the constants $\sigma_0$, $\sigma_1$. Consider the action of $\beta_{0,0}^s$ on the s-channel conformal blocks

$$\beta_{0,0}^s [G^s_{\Delta, J}] = \int_{C_-} dw \frac{2\pi i}{2\pi i} \int_{C_+} d\bar{w} \frac{2\pi i}{2\pi i} \frac{\sigma_0 + \sigma_1 (w + \bar{w})}{(w - \bar{w})^2} (w\bar{w})^{\Delta - J - 2\Delta_0} \tilde{G}^{s}_{\Delta, J}(w, \bar{w}).$$

(5.12)

To simplify the integral, we will wrap the $C_-$ contour in $w$ variable onto the left branch cut, picking up the discontinuity of the integrand. Since $\mathcal{H}(w, \bar{w})$ has no discontinuity there,
the entire discontinuity comes from the conformal block. We find
\[
\beta_{0,0}^s[G_{\Delta,J}^s] = -\sin\left[\frac{\pi}{2}(\Delta - J - 2\Delta_\phi)\right] \times \\
\int_{-\infty}^{0} dw \frac{\sigma_0 + \sigma_1(w + \bar{w})}{2\pi i} \frac{((-w)(\bar{w}))^{\Delta-J-2\Delta_\phi}}{(w - \bar{w})^2} \bar{G}_{\Delta,J}(w, \bar{w}) .
\] (5.13)

Thanks to the sine prefactor, we can immediately conclude that \(\beta_{0,0}^s[G_{\Delta,J}^s]\) vanishes on all s-channel double-traces
\[
\beta_{0,0}^s[G_{\Delta_n,\ell}^s] = 0.
\] (5.14)

We would like to show that these zeros are in fact double zeros, with the exception of \(n = \ell = 0\), i.e. we want to show \(\beta_{0,0}^s[\partial_\Delta G_{\Delta_n,\ell}^s] = \delta_{n0}\delta_{\ell,0}\). To evaluate \(\beta_{0,0}^s[\partial_\Delta G_{\Delta_n,\ell}^s]\), we take the derivative with respect to \(\Delta\) of the r.h.s. of (5.13) and set \(\Delta = 2\Delta_\phi + 2n + \ell\) and \(J = \ell\). Only the term where the derivative acts on the sine survives, and we find
\[
\beta_{0,0}^s[\partial_\Delta G_{\Delta_n,\ell}^s] = -\frac{1}{2} \int_{-\infty}^{0} dw \frac{\sigma_0 + \sigma_1(w + \bar{w})}{2\pi i} G_{\Delta_n,\ell}^s(w, \bar{w}) .
\] (5.15)

We can now deform the \(C_+\) contour in variable \(\bar{w}\) to the left. The s-channel double-trace blocks \(G_{\Delta_n,\ell}^s(w, \bar{w})\) are holomorphic for all \(w, \bar{w} \notin [1, \infty)\), so the only singularity we encounter is the double pole at \(\bar{w} = w\). In other words, the \(\bar{w}\) integral localizes to a derivative \(\partial_{\bar{w}}\) evaluated at \(\bar{w} = w\)
\[
\beta_{0,0}^s[\partial_\Delta G_{\Delta_n,\ell}^s] = -\frac{1}{2} \int_{-\infty}^{0} dw \partial_{\bar{w}}|_{\bar{w}=w} \left( (\sigma_0 + \sigma_1(w + \bar{w})) G_{\Delta_n,\ell}^s(w, \bar{w}) \right) .
\] (5.16)

Now, notice that any function satifying \(f(w, \bar{w}) = f(\bar{w}, w)\) satisfies the identity
\[
\partial_{\bar{w}}|_{\bar{w}=w} f(w, \bar{w}) = \frac{1}{2} \partial_w f(w, w) .
\] (5.17)

Since the square bracket on the r.h.s. of (5.16) is symmetric under \(w \leftrightarrow \bar{w}\), we can use this identity to get
\[
\beta_{0,0}^s[\partial_\Delta G_{\Delta_n,\ell}^s] = -\frac{1}{4} \int_{-\infty}^{0} dw \partial_w \left( (\sigma_0 + 2\sigma_1 w) G_{\Delta_n,\ell}^s(w, w) \right) .
\] (5.18)

We found the integrand is a total derivative of a function which vanishes at the lower end-point of integration (due to \(G_{\Delta_n,\ell}^s(w, w)\) being suppressed). This means the entire integral localizes to \(w = \bar{w} = 0\)
\[
\beta_{0,0}^s[\partial_\Delta G_{\Delta_n,\ell}^s] = -\frac{\sigma_0}{4} G_{\Delta_n,\ell}^s(0, 0) .
\] (5.19)

Recall that \(G_{\Delta_n,\ell}^s(w, \bar{w}) \sim w^n \bar{w}^{n+\ell}\) in the limit \(|w| \ll |\bar{w}| \ll 1\). It follows that the r.h.s. of (5.19) is indeed nonvanishing only for \(n = \ell = 0\), i.e.
\[
\beta_{0,0}^s[\partial_\Delta G_{\Delta_n,\ell}^s] = -\frac{\sigma_0}{4} \delta_{n0}\delta_{\ell0}
\] (5.20)
and we should take \(\sigma_0 = -4\).
Similarly, we need to study $\beta_{0,0}^s[G_{\Delta,j}^t]$ and make sure $\beta_{0,0}^s[G_{\Delta_n,t}^t] = \beta_{0,0}^s[\partial_\Delta G_{\Delta_n,t}^t] = 0$ for all $n, \ell \in \mathbb{N}$. We have

$$
\int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \mathcal{H}(w, \bar{w}) G(1 - w, 1 - \bar{w}) = \int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \mathcal{H}(1 - w, 1 - \bar{w}) G(w, \bar{w}) = \int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \mathcal{H}(1 - w, 1 - \bar{w}) G(w, \bar{w}),
$$

(5.21)

where we used $G(w, \bar{w}) = G(\bar{w}, w)$ and $\mathcal{H}(w, \bar{w}) = \mathcal{H}(\bar{w}, w)$. Therefore

$$
\beta_{0,0}^s[G_{\Delta,j}^t] = \int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \frac{\sigma_0 + 2\sigma_1 - \sigma_1(w + \bar{w})}{(w - \bar{w})^2} G_{\Delta,j}^s(w, \bar{w}).
$$

(5.22)

The same manipulations as above apply and guarantee that $\beta_{0,0}^s[G_{\Delta_n,t}^t] = \beta_{0,0}^s[\partial_\Delta G_{\Delta_n,t}^t] = 0$ provided $\sigma_0 + 2\sigma_1 = 0$, from which we find

$$
\mathcal{H}(w, \bar{w}) = \frac{2(w + \bar{w} - 2)}{(w - \bar{w})^2}.
$$

(5.23)

In particular, $\beta_{0,0}^s$ is independent of $\Delta_\phi$ and spacetime dimension! This is because it relies only on the leading behaviour of the conformal blocks in the $w, \bar{w} \to 0$ limit, which is universal.

### 5.3 General elements of the dual basis

We will now generalize the construction of $\beta_{0,0}^s$ to all the other elements of the dual basis. They all take the form

$$
\alpha_{n,\ell}^s[G(w, \bar{w})] = \int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \mathcal{A}_{n,\ell}^s(w, \bar{w}) G(w, \bar{w}),
$$

$$
\beta_{n,\ell}^s[G(w, \bar{w})] = \int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \mathcal{B}_{n,\ell}^s(w, \bar{w}) G(w, \bar{w}),
$$

(5.24)

$$
\alpha_{n,\ell}^t[G(w, \bar{w})] = \int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \mathcal{A}_{n,\ell}^t(w, \bar{w}) G(w, \bar{w}),
$$

$$
\beta_{n,\ell}^t[G(w, \bar{w})] = \int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \mathcal{B}_{n,\ell}^t(w, \bar{w}) G(w, \bar{w}),
$$

where the contours are shown in figure 2 and $\mathcal{A}_{n,\ell}^s(w, \bar{w})$, $\mathcal{B}_{n,\ell}^s(w, \bar{w})$, $\mathcal{A}_{n,\ell}^t(w, \bar{w})$ and $\mathcal{B}_{n,\ell}^t(w, \bar{w})$ are suitable integral kernels to be determined. All the kernels are symmetric under $w \leftrightarrow \bar{w}$. The t-channel kernels are obtained from the s-channel kernels by the crossing transformation

$$
\mathcal{A}_{n,\ell}^t(w, \bar{w}) = \mathcal{A}_{n,\ell}^s(1 - w, 1 - \bar{w})
$$

$$
\mathcal{B}_{n,\ell}^t(w, \bar{w}) = \mathcal{B}_{n,\ell}^s(1 - w, 1 - \bar{w}),
$$

(5.25)

so we will focus on finding the s-channel kernels.
A fixed dual basis functional generally depends on $\Delta_\phi$ and the dimension of spacetime $d$. This is because the primal basis functions also depend on $\Delta_\phi$ and $d$. For example, for $\ell = 0$ we have the following series expansions around $z = \bar{z} = 0$

$$G^n_{\Delta_n,0,0}(z,\bar{z}) = z^n\bar{z}^n \left[ 1 + \frac{\Delta_\phi + n}{2}(z + \bar{z}) + \frac{(\Delta_\phi + n)(\Delta_\phi + n + 1)}{4(2\Delta_\phi + 2n + 1)}(z^2 + \bar{z}^2) + \right.$$  

$$+ \frac{(\Delta_\phi + n)^3}{2(2\Delta_\phi + 2n + 1)(4\Delta_\phi + 4n + 4 - d)}z\bar{z} + \ldots \right] \right] (5.26)$$

$$\partial_\Delta G^n_{\Delta_n,0,0}(z,\bar{z}) = \frac{\log(z\bar{z})}{2}G^n_{\Delta_n,0,0}(z,\bar{z}) + z^n\bar{z}^n \left[ \frac{1}{4}(z + \bar{z}) + \ldots \right],$$

where the coefficients of higher-order terms are rational functions of $\Delta_\phi$ and $d$ of increasing complexity. It will be useful to deal with this detailed structure of conformal blocks once and for all by defining the generating functional

$$\Omega_{z,\bar{z}} = \sum_{n,\ell} \left[ G^n_{\Delta_n,\ell,\ell}(z,\bar{z})\alpha^s_{n,\ell} + \partial_\Delta G^n_{\Delta_n,\ell,\ell}(z,\bar{z})\beta^s_{n,\ell} \right]. \quad (5.27)$$

$\Omega_{z,\bar{z}}$ is a family of functionals parametrized by $z$ and $\bar{z}$. It can be thought of as a series in $z$ and $\bar{z}$ around $z = \bar{z} = 0$ whose coefficients are functionals in $U^s$. The terms in the series are of the form $z^i\bar{z}^j$ and $\log(z\bar{z})z^i\bar{z}^j$ with $i, j \in \mathbb{N}$. We can re-expand $\Omega_{z,\bar{z}}$ in pure-power terms

$$\Omega_{z,\bar{z}} = \sum_{i,j=0}^{\infty} \left[ \hat{\alpha}^s_{i,j} + \hat{\beta}^s_{i,j} \frac{\log(z\bar{z})}{2} \right] z^i\bar{z}^j, \quad (5.28)$$

where $\hat{\alpha}^s_{i,j}$ and $\hat{\beta}^s_{i,j}$ are functionals in $U^s$. We have $\hat{\alpha}^s_{i,j} = \hat{\alpha}^s_{j,i}$ and $\hat{\beta}^s_{i,j} = \hat{\beta}^s_{j,i}$ thanks to the symmetry $\Omega_{z,\bar{z}} = \Omega_{\bar{z},z}$. Note that thanks to the power-series structure of conformal blocks, $\hat{\beta}^s_{i,j}$ is a finite linear combination of $\beta^s_{n,\ell}$ functionals and $\hat{\alpha}^s_{i,j}$ is a finite linear combination of $\alpha^s_{n,\ell}$ and $\beta^s_{n,\ell}$. This map is clearly a bijection so we can also write $\alpha^s_{n,\ell}$ (or $\beta^s_{n,\ell}$) as a finite linear combinations of $\hat{\alpha}^s_{i,j}$ and $\hat{\beta}^s_{i,j}$ (or only $\hat{\beta}^s_{i,j}$), with $i \in \{0, \ldots, n\}$ and $j \in \{i, \ldots, 2n + \ell - i\}$. The precise linear combinations can be easily found from the series expansion of general conformal blocks.

The point of this definition is that $\Omega_{z,\bar{z}}$ and hence also $\hat{\alpha}^s_{i,j}$ and $\hat{\beta}^s_{i,j}$ are completely universal, i.e. independent of $\Delta_\phi$ and $d$. In other words, the entire $\Delta_\phi$ and $d$ dependence of $\alpha^s_{n,\ell}$ and $\beta^s_{n,\ell}$ is in the coefficients of their expansion using $\hat{\alpha}^s_{i,j}$ and $\hat{\beta}^s_{i,j}$. We can see that $\hat{\alpha}^s_{i,j}$ and $\hat{\beta}^s_{i,j}$ are universal by the following argument. Consider $G(z,\bar{z}) \in U$ which is Euclidean single-valued around $z = \bar{z} = 0$ and satisfies $d\text{Disc}_s[G(z,\bar{z})] = 0$. We can then expand

$$G(z,\bar{z}) = \sum_{i,j=0}^{\infty} \left[ \hat{a}_{i,j} + \hat{b}_{i,j} \frac{\log(z\bar{z})}{2} \right] z^i\bar{z}^j \quad (5.29)$$

for some coefficients $\hat{a}_{i,j}, \hat{b}_{i,j} \in \mathbb{C}$. $\hat{\alpha}^s_{i,j}$ and $\hat{\beta}^s_{i,j}$ are precisely the linear functionals which extract these coefficients, i.e.

$$\hat{a}_{i,j} = \hat{\alpha}^s_{i,j}[G(z,\bar{z})], \quad \hat{b}_{i,j} = \hat{\beta}^s_{i,j}[G(z,\bar{z})]. \quad (5.30)$$
We will start by finding $\beta$. Constructing the $\hat{A}$ algorithm for finding closed formulas for these kernels in the next subsection. The kernels $\hat{A}$ are independent of $\Delta_\phi$ and $d$ and so also the corresponding functionals have to be. An equivalent way of viewing this is the following. We start from the completeness relation for any $G(z, \bar{z}) \in \mathcal{U}$ in the form

$$
G(z, \bar{z}) = \sum_{n, l} \left\{ G_{n, l}^*(z, \bar{z}) \alpha_{n, l}^*[G(w, \bar{w})] + \partial_\Delta G_{n, l}^*(z, \bar{z}) \beta_{n, l}^[G(w, \bar{w})] \right\} + 
+ \sum_{n, l} \left\{ G_{n, l}^{\beta}(z, \bar{z}) \alpha_{n, l}^\beta[G(w, \bar{w})] + \partial_\Delta G_{n, l}^{\beta}(z, \bar{z}) \beta_{n, l}^\beta[G(w, \bar{w})] \right\}.
$$

(5.31)

This can be rewritten using the generating functional as

$$
G(z, \bar{z}) = \Omega_{z, \bar{z}}[G(w, \bar{w})] + \Omega_{1-z, 1-\bar{z}}[G(1 - w, 1 - \bar{w})].
$$

(5.32)

Since $\Omega_{z, \bar{z}}$ is independent of $\Delta_\phi$ and $d$, this is a universal identity between functions in $\mathcal{U}$.

Since the basis functionals are defined by contour integrals (5.24), we should define the generating kernel

$$
K(z, \bar{z}; w, \bar{w}) = \sum_{n, l} \left[ G_{n, l}^{\hat{A}}(z, \bar{z}) \hat{A}_{n, l}(w, \bar{w}) + \partial_\Delta G_{n, l}^{\hat{A}}(z, \bar{z}) \hat{B}_{n, l}(w, \bar{w}) \right],
$$

(5.33)

so that the basis kernels, which are functions of $w$ and $\bar{w}$, can be extracted by expanding $K(z, \bar{z}; w, \bar{w})$ in $z$ and $\bar{z}$ in s-channel double-trace conformal blocks. We will give a conjectural closed formula for $K(z, \bar{z}; w, \bar{w})$ in section 7, building on the work of Carmi and Caron-Huot [29]. It follows from the above that $K(z, \bar{z}; w, \bar{w})$ is completely universal, i.e. independent of $\Delta_\phi$ and $d$. We can expand it in $z, \bar{z}$ as

$$
K(z, \bar{z}; w, \bar{w}) = \sum_{i, j} \left[ \hat{A}_{i, j}(w, \bar{w}) + \hat{B}_{i, j}(w, \bar{w}) \log(z\bar{z}) \right] z^i \bar{z}^j,
$$

(5.34)

where $\hat{A}_{i, j}(w, \bar{w})$ and $\hat{B}_{i, j}(w, \bar{w})$ are kernels defining the functionals $\hat{\alpha}_{i, j}$ and $\hat{\beta}_{i, j}$ via

$$
\hat{\alpha}_{i, j}[G(w, \bar{w})] = \int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \hat{A}_{i, j}(w, \bar{w}) G(w, \bar{w})
$$

$$
\hat{\beta}_{i, j}[G(w, \bar{w})] = \int_{C_-} \frac{dw}{2\pi i} \int_{C_+} \frac{d\bar{w}}{2\pi i} \hat{B}_{i, j}(w, \bar{w}) G(w, \bar{w}).
$$

(5.35)

The kernels $\hat{A}_{i, j}(w, \bar{w})$ and $\hat{B}_{i, j}(w, \bar{w})$ are independent of $\Delta_\phi$ and $d$. We will present an algorithm for finding closed formulas for these kernels in the next subsection. The kernels $\hat{A}_{i, j}(w, \bar{w})$ and $\hat{B}_{i, j}(w, \bar{w})$ can then be obtained as finite linear combinations of $\hat{A}_{i, j}(w, \bar{w})$ and $\hat{B}_{i, j}(w, \bar{w})$ as explained above.

### 5.4 Constructing the $\beta$ kernels

We will start by finding $\hat{B}_{i, j}(w, \bar{w})$. Recall that

$$
\hat{B}_{0,0}(w, \bar{w}) = B_{0,0}(w, \bar{w}) = \frac{2(w + \bar{w} - 2)}{(w - \bar{w})^2}.
$$

(5.36)
The general kernel \( \tilde{B}_{i,j}^s(w, \bar{w}) \) looks as follows

\[
\tilde{B}_{i,j}^s(w, \bar{w}) = \frac{p_{i,j}(w, \bar{w})}{(w - \bar{w})^{2(i+j+1)}}, \tag{5.37}
\]

where \( p_{i,j}(w, \bar{w}) \) is a symmetric polynomial of total degree \( 2i + 2j + 1 \), i.e. containing only terms \( w^m \bar{w}^n \) with \( m + n \leq 2i + 2j + 1 \). The upper bound on the degree ensures \( \tilde{B}_{i,j}^s(w, \bar{w}) \) is suppressed at infinity so that the resulting functional is inside \( \mathcal{U}^* \). Let us explain how the polynomial \( p_{i,j}(w, \bar{w}) \) is fixed by requiring that \( \hat{\beta}_{i,j}^s \) has the correct action. Let \( \mathcal{G}(w, \bar{w}) \in \mathcal{U} \) be Euclidean single-valued satisfying \( \text{dDisc}_B[\mathcal{G}] = 0 \) so that

\[
\mathcal{G}(w, \bar{w}) = \mathcal{G}_0(w, \bar{w}) + \mathcal{G}_1(w, \bar{w}) \log(w \bar{w}) \frac{1}{2}, \tag{5.38}
\]

where \( \mathcal{G}_0(w, \bar{w}) = \mathcal{G}_0(\bar{w}, w) \) and \( \mathcal{G}_1(w, \bar{w}) = \mathcal{G}_1(\bar{w}, w) \) are holomorphic at \( w = \bar{w} = 0 \). \( \hat{\beta}_{i,j}^s \) is defined by the following actions

\[
\hat{\beta}_{i,j}^s[\mathcal{G}(w, \bar{w})] = \frac{1}{i!j!} \left[ \partial_w \partial_{\bar{w}} \mathcal{G}_1(w, \bar{w}) \right]_{w=\bar{w}=0} \tag{5.39}
\]

\[
\hat{\beta}_{i,j}^s[\mathcal{G}(1 - w, 1 - \bar{w})] = 0.
\]

Let us take the ansatz (5.37) and impose these equations, starting from the first line. The following steps are a generalization of the manipulations familiar from section 5.2. We have

\[
\hat{\beta}_{i,j}^s[\mathcal{G}(w, \bar{w})] = \int_{C_-} \int_{C_+} \frac{dw}{2\pi i} \frac{d\bar{w}}{2\pi i} \frac{p_{i,j}(w, \bar{w})}{(w - \bar{w})^{2(i+j+1)}} \left[ \mathcal{G}_0(w, \bar{w}) + \mathcal{G}_1(w, \bar{w}) \log(w \bar{w}) \frac{1}{2} \right]. \tag{5.40}
\]

Let us wrap the \( w \) contour onto the left branch cut, picking up the discontinuity, which comes only from the \( \log(w) \) factor inside the square bracket.

\[
\hat{\beta}_{i,j}^s[\mathcal{G}(w, \bar{w})] = -\frac{1}{2} \int_{-\infty}^{0} dw \int_{C_+} \frac{d\bar{w}}{2\pi i} \frac{p_{i,j}(w, \bar{w})}{(w - \bar{w})^{2(i+j+1)}} \mathcal{G}_1(w, \bar{w}). \tag{5.41}
\]

Now, let us deform the \( \bar{w} \) contour to the left, where the only singularity we encounter is the pole at \( \bar{w} = w \). We pick up the residue and find

\[
\hat{\beta}_{i,j}^s[\mathcal{G}(w, \bar{w})] = -\frac{1}{2(2i + 2j + 1)!} \int_{-\infty}^{0} d\bar{w} \partial_w^{2i+2j+1} \bigg|_{\bar{w}=w} [p_{i,j}(w, \bar{w}) \mathcal{G}_1(w, \bar{w})]. \tag{5.42}
\]

We would like to write the integrand as a total derivative with respect to \( w \) of a function of \( w \), so that the integral localizes to a boundary term at \( w = \bar{w} = 0 \). This is possible since any holomorphic function \( f(w, \bar{w}) \) which satisfies \( f(w, \bar{w}) = f(\bar{w}, w) \) satisfies the following identity for any \( n \in \mathbb{N} \)

\[
\partial_w^{n+1} \bigg|_{\bar{w}=w} f(w, \bar{w}) = \partial_w \left[ \sum_{m=0}^{n} \frac{(-1)^m}{1 + \delta_{m,n}} f(m, 2n-m)(w, w) \right], \tag{5.43}
\]
where \( f^{(i,j)}(w, \bar{w}) = \partial_w^i \partial_{\bar{w}}^j f(w, \bar{w}) \). After using this identity in (5.42), we get
\[
\hat{\beta}_{i,j}^s[G(w, \bar{w})] = -\frac{1}{2(2i + 2j + 1)!} \sum_{m=0}^{i+j} \frac{(-1)^m}{1 + \delta_{m,i+j}} \partial_w^m \partial_{\bar{w}}^{2i+2j-m} [p_{i,j}(w, \bar{w}) G_1(w, \bar{w})]_{w=\bar{w}=0}.
\] (5.44)

When we evaluate the derivatives acting on the square bracket and set \( w = \bar{w} = 0 \), we find a linear combination of derivatives \( \partial_w^m \partial_{\bar{w}}^n G_1(w, \bar{w}) \big|_{w=\bar{w}=0} \). Which linear combination we get depends on the polynomial \( p_{i,j}(w, \bar{w}) \). Therefore, the first line of (5.39) constrains the coefficients in \( p_{i,j}(w, \bar{w}) \)
\[
\frac{-1}{2 (2i + 2j + 1)!} \sum_{m=0}^{i+j} \frac{(-1)^m}{1 + \delta_{m,i+j}} \partial_w^m \partial_{\bar{w}}^{2i+2j-m} [p_{i,j}(w, \bar{w}) G_1(w, \bar{w})]_{w=\bar{w}=0} = \frac{1}{i! j!} [\partial_w^i \partial_{\bar{w}}^j G_1(w, \bar{w})]_{w=\bar{w}=0}.
\] (5.45)

We can impose the second line of (5.39) by identical manipulations, with replacement \( p_{i,j}(w, \bar{w}) \mapsto p_{i,j}(1 - w, 1 - \bar{w}) \)
\[
\sum_{m=0}^{i+j} \frac{(-1)^m}{1 + \delta_{m,i+j}} \partial_w^m \partial_{\bar{w}}^{2i+2j-m} [p_{i,j}(1 - w, 1 - \bar{w}) G_1(w, \bar{w})]_{w=\bar{w}=0} = 0,
\] (5.46)

which is another constraint on the polynomial \( p_{i,j}(w, \bar{w}) \). Just like we saw in the simplest example \( i = j = 0 \) in section 5.2, these two constraints fix the polynomial and thus the kernel \( \hat{B}^s_{i,j}(w, \bar{w}) \) uniquely. For several low-lying example, we found
\[
\hat{B}^s_{0,0}(w, \bar{w}) = \frac{2(w + \bar{w} - 2)}{(w - \bar{w})^2},
\]
\[
\hat{B}^s_{0,1}(w, \bar{w}) = -\frac{4(3w^2 - 2w^2 + 3w^2 \bar{w} - 8w\bar{w} + 3w - 2w^2 + 3\bar{w})}{(w - \bar{w})^4},
\]
\[
\hat{B}^s_{1,1}(w, \bar{w}) = 12(w - \bar{w})^{-6} \left( 2w^4 \bar{w} - w^4 + 18w^3 \bar{w}^2 - 26w^3 \bar{w} + 6w^3 + 18w^2 \bar{w}^3 - 66w^2 \bar{w}^2 + 54w^2 \bar{w} - 6w^2 + 2w^3 \bar{w}^2 - 26w^3 \bar{w}^2 + 34w^2 \bar{w}^2 - 28w^2 \bar{w} - 6w^2 - 6w^2 \right).
\] (5.47)

Experimentally, we also found a general formula for \( i = 0 \) and arbitrary \( j \in \mathbb{N} \)
\[
\hat{B}^s_{0,j}(w, \bar{w}) = (w - \bar{w})^{-2j-2} \times \sum_{m,n=0}^{j+1} \frac{2(-1)^{m+n-j} (j+1)(m+n-2-2j)(j+1)! (m+n)!}{m! n! (j+1-m)! (j+1-n)! (m+n-j)!} w^m \bar{w}^n,
\] (5.48)

where as usual, the factorial \( (m+n-j)! \) in the denominator is assumed infinite whenever \( m + n - j < 0 \). This means we can now also write a closed formula for the \( B^s_{n,\ell}(w, \bar{w}) \) kernels on the leading Regge trajectory
\[
B^s_{n,\ell}(w, \bar{w}) = \sum_{j=0}^\ell \frac{(-1)^{\ell-j} (\Delta_\phi + j)^2}{(\ell-j)! (2\Delta_\phi + j + \ell - 1)^{\ell-j}} \hat{B}^s_{0,j}(w, \bar{w}).
\] (5.49)

Note that there is no \( d \) dependence since the \( z \to 0 \), fixed \( \bar{z} \) limit of conformal blocks is independent of \( d \).
5.5 Constructing the $\alpha$ kernels

To have a complete picture, it remains to construct the kernels $\hat{\mathcal{A}}^s_{i,j}(w, \bar{w})$ of the universal $\hat{\alpha}^s_{i,j}$ functionals. We claim that they take the following form

$$\hat{\mathcal{A}}^s_{i,j}(w, \bar{w}) = \frac{1}{2} \log \left[ \frac{w(1 - w)\bar{w}(1 - \bar{w})}{(w - \bar{w})^4} \right] \hat{\mathcal{B}}^s_{i,j}(w, \bar{w}) + \hat{\mathcal{C}}^s_{i,j}(w, \bar{w}),$$  \hspace{1cm} (5.50)

where $\hat{\mathcal{C}}^s_{i,j}(w, \bar{w})$ is meromorphic. In fact, $\hat{\mathcal{C}}^s_{i,j}(w, \bar{w})$ can be decomposed into $\hat{\mathcal{B}}^s_{m,n}(w, \bar{w})$ and $\hat{\mathcal{B}}^0_{m,n}(w, \bar{w})$ kernels\(^{18}\) with $m + n \leq i + j$. For example,

$$\hat{\mathcal{A}}^s_{0,0}(w, \bar{w}) = \frac{(w + \bar{w} - 2)}{(w - \bar{w})^2} \left\{ \log \left[ \frac{w(1 - w)\bar{w}(1 - \bar{w})}{(w - \bar{w})^4} \right] + 4 \right\} = \frac{1}{2} \log \left[ \frac{w(1 - w)\bar{w}(1 - \bar{w})}{(w - \bar{w})^4} \right] \hat{\mathcal{B}}^0_{0,0}(w, \bar{w}) + 2 \hat{\mathcal{B}}^0_{0,0}(w, \bar{w}).$$  \hspace{1cm} (5.51)

The most notable new ingredient is the appearance of the logarithm. Note that when $w \in C_-$ and $\bar{w} \in C_+$, then

$$\text{Re} \left[ \frac{w(1 - w)\bar{w}(1 - \bar{w})}{(w - \bar{w})^4} \right] > 0,$$  \hspace{1cm} (5.52)

so the logarithm is well-defined. To understand better where the structure of the kernels comes from, let us first spell out the defining properties of the $\hat{\alpha}^s_{i,j}$ functionals. Let $\mathcal{G}(w, \bar{w}) \in \mathcal{U}$ be Euclidean single-valued satisfying $d\text{Disc}_s[\mathcal{G}] = 0$ so that

$$\mathcal{G}(w, \bar{w}) = \mathcal{G}_0(w, \bar{w}) + \mathcal{G}_1(w, \bar{w}) \frac{\log(w\bar{w})}{2},$$  \hspace{1cm} (5.53)

where $\mathcal{G}_0(w, \bar{w}) = \mathcal{G}_0(w, \bar{w})$ and $\mathcal{G}_1(w, \bar{w}) = \mathcal{G}_1(w, \bar{w})$ are holomorphic at $w = \bar{w} = 0$. $\hat{\alpha}^s_{i,j}$ is required to have the actions

$$\hat{\alpha}^s_{i,j}[\mathcal{G}(w, \bar{w})] = \frac{1}{i! j!} \left[ \partial^i_w \partial^j_{\bar{w}} \mathcal{G}_0(w, \bar{w}) \right] \bigg|_{w=\bar{w}=0},$$  \hspace{1cm} \begin{equation}  \hat{\alpha}^s_{i,j}[\mathcal{G}(1 - w, 1 - \bar{w})] = 0, \end{equation} \hspace{1cm} (5.54)

which should be compared with (5.39). We can proceed using a similar contour-deformation argument as in section 5.4. The first difference is that when we wrap the $w$ contour onto the left branch cut, we now also pick the discontinuity of $\hat{\mathcal{A}}^s_{i,j}(w, w)$ due to $\log(w)$. Since $\log(w)$ is multiplied by $\hat{\mathcal{B}}^s_{i,j}(w, \bar{w})$, we can conclude that

$$\hat{\alpha}^s_{i,j}[\mathcal{G}(w, \bar{w})] = \frac{1}{i! j!} \left[ \partial^i_w \partial^j_{\bar{w}} \mathcal{G}_0(w, \bar{w}) \right] \bigg|_{w=\bar{w}=0} + \omega^s_{i,j}[\mathcal{G}_1(w, \bar{w})]$$  \hspace{1cm} (5.55)

$$\hat{\alpha}^s_{i,j}[\mathcal{G}(1 - w, 1 - \bar{w})] = \omega^s_{i,j}[\mathcal{G}_1(1 - w, 1 - \bar{w})],$$

where $\omega^s_{i,j}$ is some linear functional. The remainder term $\hat{\mathcal{C}}^s_{i,j}(w, \bar{w})$ is present in (5.50) to guarantee that in fact $\omega^s_{i,j}$ vanishes identically and thus $\hat{\alpha}^s_{i,j}$ acts as required.\(^{19}\)

\(^{18}\) Recall that $\hat{\mathcal{B}}^s_{m,n}(w, \bar{w}) = \hat{\mathcal{B}}^s_{m,n}(1 - w, 1 - \bar{w})$.

\(^{19}\) We currently do not have a full explanation for why the argument of the logarithm must be $\frac{w(1 - w)\bar{w}(1 - \bar{w})}{(w - \bar{w})^4}$. We originally found these functionals in a very different way, similar to the method used in [19], which automatically produced a factor of $\log \left[ \frac{w(1 - w)\bar{w}(1 - \bar{w})}{(w - \bar{w})^4} \right]$. It would be interesting to understand it more directly using a contour deformation.
Let us conclude with several explicit examples. We introduce the shorthand notation
\[
\mathcal{L}(w, \bar{w}) = \log \left[ \frac{w(1-w)\bar{w}(1-\bar{w})}{(\bar{w} - w)^4} \right].
\] (5.56)
We found the following closed formulas
\[
\begin{align*}
\hat{A}^0_{0,0}(w, \bar{w}) &= \frac{\mathcal{L}(w, \bar{w})}{2} \hat{B}^0_{0,0}(w, \bar{w}) + 2 \hat{B}^0_{0,0}(w, \bar{w}) \\
\hat{A}^0_{1,1}(w, \bar{w}) &= \frac{\mathcal{L}(w, \bar{w})}{2} \hat{B}^0_{1,1}(w, \bar{w}) - \frac{11}{6} \hat{B}^0_{0,0}(w, \bar{w}) + \frac{8}{3} \hat{B}^0_{0,1}(w, \bar{w}) + \frac{1}{3} \hat{B}^0_{1,0}(w, \bar{w}) \\
\hat{A}^0_{1,2}(w, \bar{w}) &= \frac{\mathcal{L}(w, \bar{w})}{2} \hat{B}^0_{1,2}(w, \bar{w}) - \frac{1}{20} \hat{B}^0_{0,0}(w, \bar{w}) - \frac{2}{3} \hat{B}^0_{0,1}(w, \bar{w}) + \frac{52}{15} \hat{B}^0_{1,0}(w, \bar{w}) - \\
&\quad - \frac{1}{10} \hat{B}^0_{1,1}(w, \bar{w}) + \frac{1}{5} \hat{B}^0_{0,0}(w, \bar{w}) + \frac{3}{10} \hat{B}^0_{0,1}(w, \bar{w}) \\
\hat{A}^1_{1,1}(w, \bar{w}) &= \frac{\mathcal{L}(w, \bar{w})}{2} \hat{B}^1_{1,1}(w, \bar{w}) - \frac{1}{5} \hat{B}^1_{1,0}(w, \bar{w}) - \frac{13}{5} \hat{B}^1_{0,1}(w, \bar{w}) + \frac{26}{5} \hat{B}^1_{0,2}(w, \bar{w}) + \\
&\quad + \frac{19}{15} \hat{B}^1_{1,1}(w, \bar{w}) - \frac{1}{5} \hat{B}^1_{0,0}(w, \bar{w}) + \frac{6}{5} \hat{B}^1_{0,1}(w, \bar{w}).
\end{align*}
\] (5.57)

6 Functional actions from Witten diagrams

6.1 Regge-improved Witten diagrams and Polyakov-Regge blocks

The actions of functionals appear in the definition (4.17), (4.18) of Polyakov-Regge blocks as the decomposition coefficients of double-trace conformal blocks. On the other hand, as we briefly commented on in section 4.3 Polyakov-Regge blocks can be identified as appropriate combinations of exchange and contact Witten diagrams in AdS space. In this section we make this connection more precise. This gives us an independently method to obtain the actions of the functionals in $\mathcal{U}^*$, by relating them to the conformal block decomposition coefficients of Witten diagrams.

Let us begin by recalling that the conformal block decomposition of the s- and t-channel Polyakov-Regge blocks with conformal dimension $\Delta$ and spin $J$ have the same structure as the exchange Witten diagrams for a field with the same quantum numbers. Unlike the Polyakov-Regge blocks, however, the exchange Witten diagrams generically do not live in the space of functions $\mathcal{U}$ as they have worse behavior in the u-channel Regge limit. Nevertheless, as we will show below, it is always possible to improve the Regge behavior of the exchange Witten diagrams by adding a finite number of contact Witten diagrams with up to $2(J - 1)$ derivatives in the quartic vertices. The existence of such Regge-improved exchange Witten diagrams is particularly evident in Mellin space [36, 37].

In Mellin space, we write the correlator as
\[
\mathcal{G}(U, V) = \int_{-i\infty}^{i\infty} \frac{ds dt}{(4\pi i)^2} U^{\frac{s}{2} - \Delta_{\phi}} V^{\frac{t}{2} - \Delta_{\phi}} \mathcal{M}(s, t) \Gamma^2 \left( \frac{2\Delta_{\phi} - s}{2} \right) \Gamma^2 \left( \frac{2\Delta_{\phi} - t}{2} \right) \Gamma^2 \left( \frac{s + t - 2\Delta_{\phi}}{2} \right).
\] (6.1)

The requirement that $\mathcal{G} \in \mathcal{U}$ translates into the u-channel Regge behavior of the Mellin amplitude [40] that
\[
\mathcal{M}(s, t) \sim s^{-\epsilon}, \quad s \to \infty, \ u \ \text{fixed}
\] (6.2)
where \( u = 4\Delta_\phi - s - t \). Generally, the \( s \), \( t \)-channel exchange Mellin amplitudes have the following structure

\[
\mathcal{M}^s_{\Delta,J}(s,t) = \sum_{m=0}^{\infty} \frac{P_{J,m}(t,u)}{s - (\Delta - J) - 2m} + Q_{J-1}(t,u),
\]

\[
\mathcal{M}^t_{\Delta,J}(s,t) = \sum_{m=0}^{\infty} \frac{P_{J,m}(s,u)}{t - (\Delta - J) - 2m} + Q_{J-1}(s,u).
\]

Here \( P_{J,m}(t,u) \) are degree-\( J \) polynomials in \( t \) and \( u \), and is symmetric or anti-symmetry depending on whether \( J \) is even or odd. Similarly, \( Q_{J-1}(t,u) \) is a degree-(\( J - 1 \)) polynomial, and has the same symmetric properties as \( P_{J,m}(t,u) \). We should note that the above exchange Mellin amplitudes are computed with respect to a specific choice of the cubic vertices. Different choices of the cubic vertices amount to the ambiguities of adding contact Witten diagrams with up to \( 2(J - 1) \) derivatives [41]. In Mellin space, these ambiguities correspond to the possibility of adding to the exchange Mellin amplitude a polynomial of degree \( J - 1 \). Let us now focus on the \( u \)-channel Regge limit. Both \( \mathcal{M}^s_{\Delta,J} \) and \( \mathcal{M}^t_{\Delta,J} \) have growth \( s^{J-1} \) for generically chosen cubic vertices. In the scalar \( J = 0 \) case, the Mellin amplitudes already exhibit super-bounded behavior, and therefore the corresponding exchange diagrams in position space live in \( \mathcal{U} \). For spin \( J \geq 1 \), it is clearly possible to add a finite collection of contact Witten diagrams with up to \( 2(J - 1) \) derivatives such that the improved Mellin amplitude behaves as \( s^{-1} \) in the \( u \)-channel Regge limit. The improved exchange Witten diagrams are then identified with the Polyakov-Regge blocks, after normalizing the single-trace conformal block to have unit coefficient.

This gives a concrete prescription for constructing Polyakov-Regge blocks from Witten diagrams. By further computing the conformal block decomposition coefficients, we can extract the action of the functionals. Below we will demonstrate this procedure for two explicit examples with \( J = 0 \) and \( J = 1 \), and obtain functional actions on conformal blocks with spins 0 and 1.

### 6.2 Spin \( J = 0 \)

Let us first consider the scalar case where the exchanged field has \( J = 0 \). In position space, the exchange Witten diagrams are defined as

\[
W^s_{\Delta,J=0} = \int \frac{d^{d+1}z}{z^0} \frac{d^{d+1}w}{w^0} G^\Delta_{\phi}(x_1,z)G^\Delta_{\phi}(x_2,z)G^\Delta_{\phi}(z,w)G^\Delta_{\phi}(x_3,w)G^\Delta_{\phi}(x_4,w), \tag{6.5}
\]

\[
W^t_{\Delta,J=0} = \int \frac{d^{d+1}z}{z^0} \frac{d^{d+1}w}{w^0} G^\Delta_{\phi}(x_1,z)G^\Delta_{\phi}(x_2,z)G^\Delta_{\phi}(z,w)G^\Delta_{\phi}(x_3,w)G^\Delta_{\phi}(x_4,w) \tag{6.6}
\]

where \( G^\Delta_{\phi}(x_i,z) \) are the bulk-to-boundary propagators

\[
G^\Delta_{\phi}(x_i,z) = \frac{z^0}{\left(z^0 + (\bar{z} - \bar{x})^2\right)^\Delta}, \tag{6.7}
\]

and \( G^\Delta_{\phi}(z,w) \) is the bulk-to-bulk propagator which satisfies the equation of motion

\[
(\Box - \Delta(\Delta - d))G^\Delta_{\phi}(z,w) = \delta^{d+1}(z - w). \tag{6.8}
\]
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The Mellin amplitudes of the scalar exchange Witten diagrams read

\[ M_s^{\Delta,J=0} = \sum_{m=0}^{\infty} \frac{a_m}{s - \Delta - 2m}, \]  
\[ M_t^{\Delta,J=0} = \sum_{m=0}^{\infty} \frac{a_m}{t - \Delta - 2m}, \]  

where

\[ a_m = -\frac{\pi^{d/2} \Gamma\left(\frac{\Delta-d}{2} + \Delta_{\phi}\right)^2 \Gamma\left(m + \frac{\Delta}{2} - \Delta_{\phi} + 1\right)^2}{8\Gamma(\Delta_{\phi})^4 \Gamma(m+1) \Gamma\left(-\frac{d}{2} + m + \Delta + 1\right)} . \]  

In the u-channel Regge limit,

\[ M_s^{\Delta,J=0}, M_t^{\Delta,J=0} \sim s^{-1}, \]  

therefore we have

\[ W_s^{\Delta,J=0} \in U, \quad W_t^{\Delta,J=0} \in U \]  

where we defined

\[ W_s^{\Delta,J=0} = \frac{1}{(x_1^2 x_2^3)^{\Delta_{\phi}}} W_s^{\Delta,J=0} . \]  

The scalar exchange Witten diagrams admit the following conformal block decomposition

\[ W_s^{\Delta,J=0} = A G_s^{\Delta,0} + \sum_{n=0}^{\infty} A_{n,0} G_s^{\Delta,n,0} + \sum_{n=0}^{\infty} D_{n,0} \partial G_s^{\Delta,n,0}, \]  
\[ W_t^{\Delta,J=0} = A G_t^{\Delta,0} + \sum_{n=0}^{\infty} A_{n,0} G_t^{\Delta,n,0} + \sum_{n=0}^{\infty} D_{n,0} \partial G_t^{\Delta,n,0}, \]  

We can identify the \( J = 0 \) Polyakov-Regge blocks as

\[ P_s^{\Delta,J=0} = \frac{1}{A} W_s^{\Delta,J=0}, \quad P_t^{\Delta,J=0} = \frac{1}{A} W_t^{\Delta,J=0}, \]  

which gives

\[ \alpha_{n,\ell}[G_s^{\Delta,0}] = -\frac{A_{n,0}}{A} \delta_{\ell,0}, \quad \beta_{n,\ell}[G_s^{\Delta,0}] = -\frac{D_{n,0}}{A} \delta_{\ell,0}, \]  
\[ \alpha_{n,\ell}[G_t^{\Delta,0}] = \frac{B_{n,\ell}}{A}, \quad \beta_{n,\ell}[G_t^{\Delta,0}] = \frac{C_{n,\ell}}{A}, \]  

and similarly the action of functionals on the t-channel conformal block \( G_t^{\Delta,0} \). Here and below, we will focus on the action of \( \beta \) functionals which admit simpler expressions. These
functional actions are related to the anomalous dimensions. From the decomposition coefficients in the direct channel, we find

\[
\beta_{n,t}^t[G_{\Delta,0}^s] = \frac{4\Gamma(\Delta)\Gamma\left(-\frac{d}{2}+\Delta+1\right)}{(n!)^2\Gamma\left(\frac{\Delta}{2}\right)^4 \Gamma\left(\Delta_{\phi}-\frac{\Delta}{2}\right)^2 \left(-\Delta+2\Delta_{\phi}+2n\right)\Gamma\left(\frac{\Delta-d}{2}+\Delta_{\phi}\right)^2 \left(-d+\Delta+2\Delta_{\phi}+2n\right)} \Gamma(n+\Delta_{\phi})^4 \Gamma\left(-\frac{d}{2}+n+2\Delta_{\phi}\right)^2 \times \Gamma(2(n+\Delta_{\phi})) \Gamma\left(2(n+\Delta_{\phi})-\frac{d}{2}\right) \delta_{t,0}.
\]

(6.19)

In the crossed channel, from the anomalous dimensions of the leading double-trace operators \((n=0)\), we have

\[
\beta_{0,t}^t[G_{\Delta,0}^s] = -\frac{\Gamma(\Delta)\Gamma(\Delta_{\phi})^2 ((\Delta_{\phi})_t)^2 \Gamma(\ell+\Delta_{\phi})^2 \Gamma\left(-\frac{d}{2}+\ell+\Delta+2\Delta_{\phi}\right) \Gamma\left(-\frac{d}{2}+\ell+\Delta+2\Delta_{\phi}\right) \Gamma(\ell+2\Delta_{\phi}-1) \Gamma\left(\frac{\ell}{2}+\Delta_{\phi}\right)^2 \Gamma\left(-\frac{d}{2}+\ell+\frac{\Delta}{2}+2\Delta_{\phi}\right)^2}{\ell\Gamma\left(\frac{\Delta}{2}\right)^2 \Gamma\left(\Delta_{\phi}-\frac{\Delta}{2}\right)^2 (\ell+2\Delta_{\phi}-1) \Gamma\left(\frac{\ell}{2}+\Delta_{\phi}\right)^2 \Gamma\left(-\frac{d}{2}+\ell+\frac{\Delta}{2}+2\Delta_{\phi}\right)^2} \times \tau F_6 \left(\frac{\Delta}{2}, \frac{\Delta}{2}, -d+\Delta+2\Delta_{\phi}, -d+\Delta+2\Delta_{\phi}, -d+\Delta+4\Delta_{\phi}+2\ell+2, 2\Delta_{\phi}+\ell-1, -d+\Delta+2\Delta_{\phi}+2\ell-2, -d+\Delta+2\Delta_{\phi}+2\ell-2, \Delta+2\Delta_{\phi}+2\ell, \Delta+2\Delta_{\phi}+2\ell, -d+\Delta+4\Delta_{\phi}+2\ell, -d+\Delta+4\Delta_{\phi}+2\ell+1\right).
\]

(6.20)

Here we have used the result of [42] (see also [43]) for \(D_{0,t}\) which holds down to \(t = 0\) when \(J = 1\). To obtain \(\beta_{n,t}^t[G_{\Delta,0}^s]\) for \(n > 0\), we need the decomposition coefficients \(D_{n,t}\) for the sub-leading double-trace operators. These coefficients uniquely determined by the recursion relations discovered in [44], and therefore all \(\beta_{n,t}^t[G_{\Delta,0}^s]\) functional actions are recursively fixed.

Let us consider the special case with \(d = 2\), \(\Delta_{\phi} = 1\). We have

\[
\beta_{0,0}^t[G_{\Delta,0}^s] = \frac{\sin^2 \left(\frac{\Delta}{2}\right) \Gamma(\Delta)^2 \psi(2) \left(\Delta\right)}{\pi^2 \Gamma\left(\frac{\Delta}{2}\right)^4},
\]

(6.21)

which reproduces the result obtained by using kernels.

### 6.3 Spin \(J = 1\)

We now look at the case with \(J = 1\). The vector exchange Witten diagrams are defined as

\[
W_{\Delta,J=1}^s = \int_{V} d^{d+1}x d^{d+1}y d^{d+1}z \frac{d^{d+1}J_{\mu}(x_1, x_2; z) G_B^\mu \Delta (z, w) J_{\nu}(x_3, x_4, w)}{w^{d+1}},
\]

(6.22)

\[
W_{\Delta,J=1}^t = \int_{V} d^{d+1}x d^{d+1}y d^{d+1}z \frac{d^{d+1}J_{\mu}(x_1, x_4; z) G_B^\mu \Delta (z, w) J_{\nu}(x_2, x_3, w)}{w^{d+1}},
\]

(6.23)

where we have coupled the vector field minimally to the conserved current

\[
J_{\mu}(x_i, x_j; z) = \frac{1}{2} \left(\partial_{\mu} G_B^{\Delta\phi}(x_i, z) G_B^{\Delta\phi}(x_j, z) - G_B^{\Delta\phi}(x_i, z) \partial_{\mu} G_B^{\Delta\phi}(x_j, z)\right),
\]

(6.24)

Note that the particular \(\tau F_6\) appearing in (6.20) can be written as a combination of two \(4F_3\) hypergeometrics, see equation (2.28) of reference [42].
and $G_{BB}^{\mu\nu,\Delta}(z,w)$ is the bulk-to-bulk propagator for spin-1 particle. The Mellin amplitudes have the following form

$$M_{\Delta,J=1}^s(s,t) = \sum_{m=0}^{\infty} \frac{b_m(t-u)}{s-(\Delta-1)-2m},$$

(6.25)

$$M_{\Delta,J=1}^t(s,t) = \sum_{m=0}^{\infty} \frac{b_m(s-u)}{t-(\Delta-1)-2m},$$

(6.26)

where

$$b_m = \frac{\pi^{d/2} \Gamma \left( \frac{1}{2}(-d+\Delta+1)+\Delta_\phi \right)^2 \Gamma \left( m + \frac{\Delta}{2} - \Delta_\phi + \frac{1}{2} \right)^2}{16\Gamma(\Delta_\phi)^4 \Gamma(m+1) \Gamma \left( \frac{1}{2}(\Delta-2\Delta_\phi+1) \right)^2 \Gamma \left( -\frac{d}{2} + m + \Delta + 1 \right)}.$$  

(6.27)

In the u-channel Regge limit,

$$M_{\Delta,J=1}^s \sim s^0, \quad M_{\Delta,J=1}^t \sim s^0.$$  

(6.28)

We can add a zero-derivative contact term to cancel the leading $O(s^0)$ contributions, such that both Mellin amplitudes have improved Regge behavior $O(s^{-1})$

$$W_{\Delta,J=1}^{s,\text{imp}} = W_{\Delta,J=1}^s - \frac{1}{4} D_{\Delta_\phi,\Delta_\phi,\Delta_\phi,\Delta_\phi},$$  

(6.29)

$$W_{\Delta,J=1}^{t,\text{imp}} = W_{\Delta,J=1}^t + \frac{1}{4} D_{\Delta_\phi,\Delta_\phi,\Delta_\phi,\Delta_\phi}.$$  

(6.30)

The improved exchange Witten diagrams can then be identified with the Polyakov-Regge blocks after a rescaling

$$P_{\Delta,J=1}^s = \frac{1}{\tilde{A}} W_{\Delta,J=1}^{s,\text{imp}}, \quad P_{\Delta,J=1}^t = \frac{1}{\tilde{A}} W_{\Delta,J=1}^{t,\text{imp}}$$  

(6.31)

where

$$W_{\Delta,J=1}^{s,t} = \frac{1}{(x_{12}^2 x_{34}^2)^{\Delta_\phi}} W_{\Delta,J=1}^{s,t},$$  

(6.32)

and $\tilde{A}$ is the coefficient of the single-trace conformal block in the direct channel.

From the conformal block decomposition coefficients of $W_{\Delta,J=1}^{s,\text{imp}}$ and $W_{\Delta,J=1}^{t,\text{imp}}$, we can extract the action of functionals on conformal blocks with $J = 1$. In the direct channel, the improved vector exchange Witten diagrams contain double-trace operators with only spin $\ell = 0, 1$. Therefore $\alpha_{n,\ell}^s[G_{\Delta,1}^s], \beta_{n,\ell}^s[G_{\Delta,1}^s], \alpha_{n,\ell}^t[G_{\Delta,1}^t], \beta_{n,\ell}^t[G_{\Delta,1}^t]$ are only nonzero when
\[ \ell = 0, 1. \] For the \( \beta \) functions, the explicit results read

\[
\beta_{n,0}^*_{G_{\Delta,1}} = \frac{2\Delta \Gamma \left( \frac{\Delta+2}{2} \right) \Gamma \left( -\frac{d}{2} + \Delta + 1 \right) \cos^2 \left( \frac{\pi(\Delta - 2\Delta\phi)}{2} \right) \Gamma \left( \frac{\Delta-2\Delta\phi+1}{2} \right)^2}{\pi^{5/2}(n!)^2 \Gamma \left( \frac{\Delta+1}{2} \right) \Gamma \left( \frac{\Delta+1}{2} \right)^2 \Gamma \left( 2(n+\Delta\phi) \right)}
\times \Gamma(n+\Delta\phi)^4 \Gamma \left( -\frac{d}{2} + n + 2\Delta\phi \right)^2 \Gamma \left( 2(n+\Delta\phi) - \frac{d}{2} \right),
\] (6.33)

\[
\beta_{n,1}^*_{G_{\Delta,1}} = \frac{(-1)^{n+2} \Delta - 2\Delta\phi - 2n + 1 \Gamma \left( \frac{\Delta+2}{2} \right) \Gamma \left( -\frac{d}{2} + n + 2\Delta\phi + 1 \right) \Gamma \left( \frac{d-4(n+\Delta\phi)}{2} \right)}{\Gamma \left( \frac{\Delta-1}{2} \right) \Gamma \left( \frac{\Delta+1}{2} \right)^2 \Gamma \left( n + \Delta\phi + \frac{1}{2} \right) \Gamma \left( \frac{d-2n-4\Delta\phi}{2} \right) \Gamma \left( \frac{1+2\Delta\phi - \Delta}{2} \right)^2 \Gamma \left( \frac{d+\Delta+1+2\Delta\phi}{2} \right)^2}
\times \Gamma \left( -\frac{d}{2} + \Delta + 1 \right) \Gamma(\Delta + \Delta\phi + 1)^3
\times (\Delta + n) \Gamma(\Delta - 2\Delta\phi - 2n - 1) (-d + \Delta + 2\Delta\phi + 2n + 1).
\] (6.34)

To obtain the \( \beta \) functionals on the crossed channel conformal blocks, we need to use the crossed channel decomposition of the exchange Witten diagrams. These coefficients are related to the anomalous dimensions computed in [42], and their result is valid down to \( \ell = 1 \). We find for \( \ell \geq 1 \)

\[
\beta_{0,\ell}^*_{G_{\Delta,1}} = n_{\Delta,1} \sum_{j=0}^{2} \beta_{\ell,j} \phi_{\ell-j} \left( \frac{d+2}{4}, \frac{d+2}{4}, \Delta\phi - \frac{d-2}{4}, \Delta\phi - \frac{d-2}{4}, \frac{2\Delta-d}{4}, \frac{2\Delta-d}{4} \right)
\] (6.35)

where

\[
n_{\Delta,1} = \frac{\pi^{-\frac{d}{2}-1} 4\Delta \Gamma \left( \frac{\Delta+2}{2} \right)^2 \Gamma \left( -\frac{d}{2} + \Delta + 1 \right)}{(d - \Delta - 1) \Gamma(\Delta) \Gamma \left( \frac{\Delta+1}{2} \right)^2 \Gamma \left( \frac{\Delta+1}{2} + \Delta\phi \right)^2 \Gamma \left( \frac{\Delta+1}{2} \right)^2},
\] (6.36)

\[
\beta_{\ell,0} = -\frac{\pi^{d/2}(d + 2\ell)(\Delta\phi + \ell)(2\Delta\phi + \ell - 1)(2\Delta\phi + \ell)}{4\Delta\phi \Gamma \left( \frac{d}{2} + 1 \right) (2\Delta\phi + 2\ell - 1)},
\] (6.37)

\[
\beta_{\ell,1} = \frac{\pi^{d/2}(\ell)(d + 2\Delta\phi + 2)(2\Delta\phi + \ell - 1)}{4\Delta\phi \Gamma \left( \frac{d}{2} + 1 \right)},
\] (6.38)

\[
\beta_{\ell,2} = \frac{\pi^{d/2}(\ell - 1)(\ell)(\Delta\phi + \ell - 1)(-d + 4\Delta\phi + 2\ell - 2)}{4\Delta\phi \Gamma \left( \frac{d}{2} + 1 \right)(2\Delta\phi + 2\ell - 1)},
\] (6.39)

and

\[
\phi_{\ell}(a_i) = \Gamma(a_1 + a_2) \Gamma(a_1 + a_3) \Gamma(a_1 + a_4) \Gamma(a_2 + a_5) \Gamma(a_3 + a_5) \Gamma(a_4 + a_5)
\times \frac{\Gamma(a_2 + a_3 + \ell) \Gamma(a_2 + a_4 + \ell) \Gamma(a_3 + a_4 + \ell) \Gamma(a_6 - a_5 + \ell + 1)}{\Gamma(1 - a_5 + a_6) \psi(a; b, c, d, e, f)},
\] (6.40)
is defined in terms of
\[
\psi(a; b, c, d, e, f) = \frac{\Gamma(a+1)}{\Gamma(1+a-b)\Gamma(1+a-c)\Gamma(1+a-d)\Gamma(1+a-e)\Gamma(2+2a-b-c-d-e-f)} \\
\times \frac{1}{\Gamma(1+a-f)} \frac{\Gamma\left( \frac{a+2}{2}, b, c, d, e, f \right)}{\Gamma\left( \frac{a+2}{2}, 1+a-b, 1+a-c, 1+a-d, 1+a-e, 1+a-f \right)^{a+1}}.
\] (6.41)

To further obtain the \( \ell = 0 \) functional \( \beta^0_{0,0}[G^a_{\Delta,1}] \), we can use the recursion relations of [44].

More specifically, the functional action can be written as
\[
\beta^0_{0,0}[G^a_{\Delta,1}] = Y + Z
\] (6.42)
where \( Z \) comes from the improvement term
\[
Z = \frac{2\Delta - 2\Delta \phi \Gamma\left( \frac{\Delta+1}{2} \right) \Gamma(2\Delta - \phi) (\cos(\pi(\Delta - 2\Delta \phi)) + 1) \Gamma\left( \frac{-2\Delta\phi + 1}{2} \right)}{\pi^2 \Gamma\left( \frac{\Delta+1}{2} \right)^3 \Gamma\left( \Delta_\phi + \frac{1}{2} \right)}
\] (6.43)

and \( Y \) comes from \( W^a_{\Delta,1} \) and satisfy the recursion relation\(^{21}\)
\[
(d(-\Delta + \Delta \phi + 1) + \Delta^2 - 1)Y + (-2d)\beta^0_{0,1}[G^a_{\Delta,1}]
\]  
\[
= - \frac{(\Delta - 1)\Delta \phi (\Delta - 2\Delta \phi) \Gamma\left( \frac{\Delta+2}{2} \right) \Gamma(\Delta_\phi) \Gamma\left( \frac{2\Delta + d - \phi}{2} \right) \Gamma\left( \frac{-2\Delta \phi + d - \phi}{2} \right)}{\pi^2 \Gamma\left( \frac{\Delta+1}{2} \right)^3 \Gamma\left( \Delta_\phi + \frac{1}{2} \right)}
\]  
\[
\times \frac{(\cos(\pi(\Delta - 2\Delta \phi)) + 1) \Gamma\left( \frac{-2\Delta \phi + 1}{2} \right)}{\Gamma\left( \frac{-d + \Delta + 2\Delta \phi + 1}{2} \right)^2}.
\] (6.44)

In obtaining the above \( n = 0 \) functionals, we have used the anomalous dimensions for double-trace operators with the leading twist. By inputing these anomalous dimensions into the recursion relations of [44], we can efficiently generate the anomalous dimensions of all the double-trace operators with sub-leading twists. We can then assemble them to obtain the functional actions \( \beta^0_{n,\ell}[G^a_{\Delta,1}] \) for \( n > 0 \).

As a special example, let us consider the special case with \( d = 2 \) and \( \Delta \phi = 1 \). We have
\[
\beta^0_{0,0}[G^a_{\Delta,1}] = \frac{-\Delta (\cos(\pi \Delta) + 1) \Gamma(\Delta - 1) \Gamma(\Delta)}{\pi^2 \Gamma\left( \frac{\Delta+1}{2} \right)^4},
\] (6.45)
\[
\beta^0_{0,0}[G^a_{\Delta,1}] = \frac{2^{\Delta - 2} \Delta \Gamma(\Delta - 1) \Gamma\left( \frac{\Delta+1}{2} \right)^3 \left( 2(3\Delta - 1) \cos(\pi \Delta) + 1 \right)}{\pi^{5/2} \Gamma(\Delta - 1) \Gamma\left( \frac{\Delta+1}{2} \right)^3 \left( \frac{\Delta-1}{2} \right)^2 \psi^{(2)}\left( \frac{\Delta-1}{2} \right)}.
\] (6.46)

This agrees perfectly with the functionals constructed using kernels.

\(^{21}\)This recursion relation follows from the equation of motion identity
\[
\text{EOM}^{a}[W^a_{\Delta,1}] = D_{\Delta_\phi} D_{\Delta_\phi} D_{\Delta_\phi} W^a_{\Delta,1},
\]
and the recursive properties of conformal blocks under the equation of motion operator in the crossed channel. See section 2.2 and section 4 of [44] for more details.
While in principle the above procedure can be repeated to obtain the actions of functionals on conformal blocks with any spin $J$, we notice that it is quite cumbersome in practice. The major challenge is to obtain the crossed channel decomposition coefficients for the leading double-trace operators $(n = 0)$ with $\ell < J$. The closed form expressions of [42, 43] do not apply to these coefficients, which are sensitive to the details of the contact terms. It is worth studying these low-spin operators in greater detail, and streamlining the calculation. Once the OPE coefficients of the leading double-trace operators are determined, it is straightforward to apply the recursion relations of [44] to obtain the coefficients of all the sub-leading double-trace operators. This will provide enough information to write down the basis of functional actions with arbitrary $n$ and $\ell$.

7 The dispersion relation of Carmi and Caron-Huot

7.1 Review of the dispersion relation

The purpose of this section is to point out a close connection between our approach and the conformal dispersion relation derived recently by Carmi and Caron-Huot [29]. From the practical point of view, the connection will provide a closed formula for the generating kernel $K(z, \bar{z}; w, \bar{w})$, defined in (5.33), and thus an independent method to obtain the kernels $A_{n,\ell}^{s,t}(w, \bar{w}), B_{n,\ell}^{s,t}(w, \bar{w})$. As in most of the paper, in this section we will assume the external operators have identical dimensions.

The dispersion relation of [29] reconstructs a physical four-point function $G(z, \bar{z})$ from its double discontinuities. More precisely, there are three independent dispersion relations for any $G(z, \bar{z})$, each corresponding to one choice of an OPE channel (s, t or u). The language of the rest of our paper directly corresponds to the u-channel dispersion relation, but we will stick to explaining the s-channel dispersion relation for now. The s-channel dispersion relation expresses $G(z, \bar{z})$ as an integral of its double discontinuities around the t- and u-channel OPE limits. The relation takes the simplest form if we additionally assume $G(z, \bar{z})$ is super-bounded in the s-channel Regge limit, meaning the s-channel Regge intercept $J_0^{(s)}$ is negative. The dispersion relation states that

$$G(z, \bar{z}) = G^t|_{s}(z, \bar{z}) + G^u|_{s}(z, \bar{z}),$$

where

$$(z\bar{z})^{\Delta}G^t|_{s}(z, \bar{z}) = \int_{0}^{1} \frac{dw}{w^2} \int_{0}^{1} \frac{d\bar{w}}{\bar{w}^2} K^t|_{s}(z, \bar{z}; w, \bar{w}) \, d\text{Disc}_t[(w\bar{w})^{\Delta}G(w, \bar{w})]$$

$$(z\bar{z})^{\Delta}G^u|_{s}(z, \bar{z}) = \int_{-\infty}^{0} \frac{dw}{w^2} \int_{-\infty}^{0} \frac{d\bar{w}}{\bar{w}^2} K^u|_{s}(z, \bar{z}; w, \bar{w}) \, d\text{Disc}_u[(w\bar{w})^{\Delta}G(w, \bar{w})].$$

The notation stresses that $G^t|_{s}(z, \bar{z})$ and $G^u|_{s}(z, \bar{z})$ are respectively the contribution of the t- and u-channel double discontinuity to the s-channel dispersion relation. Some factors

---

22 We would like to thank the authors of [29] for sharing with us the expression of their dispersion kernel prior to publication.
where one introduces the combination

\[
\rho_w \rho_{wz} (1 - \rho_{wz}) (1 - \rho_{w}^2) (1 - \rho_{w}^2) (1 - \rho_{z}^2) 
\]

\[
\left( \frac{1}{2}; \frac{3}{2}; 2; 1 - x(z, \bar{z}; w, \bar{w}) \right),
\]

where one introduces the combination

\[
x(z, \bar{z}; w, \bar{w}) = \frac{\rho_w \rho_{wz} \rho_{z} (1 - \rho_{wz}) (1 - \rho_{w}^2) (1 - \rho_{w}^2) (1 - \rho_{z}^2)}{(\rho_{wz} - \rho_{w} \rho_{z}) (\rho_{w} \rho_{z} - \rho_{w} \rho_{z}) (\rho_{z} - \rho_{w} \rho_{z}) (1 - \rho_{w} \rho_{z} \rho_{z})}.
\]

### 7.2 Relation to our work

Having described the s-channel dispersion relation of Carmi and Caron-Huot, let us start making the connection to our results. We start by converting (7.1) + (7.2) to a u-channel dispersion relation. Suppose that \( \mathcal{G}(z, \bar{z}) \) is Euclidean single-valued and \( \mathcal{G}(z, \bar{z}) \in \mathcal{U} \), thus in particular super-bounded in the u-channel Regge limit. The cyclic permutation between channels \( s \rightarrow u \rightarrow t \rightarrow s \) is implemented by \( z \mapsto (z - 1)/z \) with inverse \( z \mapsto 1/(1 - z) \). It follows the u-channel dispersion relation takes the form

\[
\mathcal{G}(z, \bar{z}) = \mathcal{G}^{iu}(z, \bar{z}) + \mathcal{G}^{su}(z, \bar{z}),
\]

where

\[
\mathcal{G}^{iu}(z, \bar{z}) = \int_{-\infty}^{\infty} dw \int_{-\infty}^{\infty} d\bar{w} \mathcal{K}^{iu}(z, \bar{z}; w, \bar{w}) \text{Disc}_{t}[\mathcal{G}(w, \bar{w})]
\]

\[
\mathcal{G}^{su}(z, \bar{z}) = \int_{-\infty}^{\infty} dw \int_{-\infty}^{\infty} d\bar{w} \mathcal{K}^{su}(1 - z, 1 - \bar{z}; 1 - w, 1 - \bar{w}) \text{Disc}_{t}[\mathcal{G}(w, \bar{w})].
\]
The kernel is

\[ K_{\ell}^{u\bar{u}}(z, \bar{z}; w, \bar{w}) = K_{\ell}^{s\bar{s}} \left( \frac{1}{z}, \frac{1}{\bar{z}}, \frac{1}{w}, \frac{1}{\bar{w}} \right). \]  

Equations (7.7) and (7.8) are reminiscent of our logic. Indeed, we expect that for Euclidean single-valued functions, the decomposition (7.7) is the same as (4.1). However, we expect that (4.1) should hold also for functions in \( \mathcal{U} \) which fail to be Euclidean single-valued.

To make the connection more obvious, recall the definitions of the generating functional \( \Omega_{z,\bar{z}} \) (5.27) and its generating kernel \( \mathcal{K}(z, \bar{z}; w, \bar{w}) \) (5.33). Suppose that the sum over \( n, \ell \) in (5.33) converges for some \( z, \bar{z} \in \mathbb{C} \), and all \( w \in \mathcal{C}_-, \bar{w} \in \mathcal{C}_+ \). Then we can write the decomposition (4.1) as

\[ \mathcal{G}(z, \bar{z}) = \mathcal{G}^t(z, \bar{z}) + \mathcal{G}^s(z, \bar{z}) \]  

with

\[ \mathcal{G}^t(z, \bar{z}) = \int_{C_-} dw \int_{C_+} d\bar{w} K(z, \bar{z}; w, \bar{w}) \mathcal{G}(w, \bar{w}) \]

\[ \mathcal{G}^s(z, \bar{z}) = \int_{C_-} dw \int_{C_+} d\bar{w} K(1-z, 1-\bar{z}; 1-w, 1-\bar{w}) \mathcal{G}(w, \bar{w}). \]  

In order to relate the first line of (7.11) to the first line of the u-channel dispersion relation (7.8), we should deform both \( C_- \) and \( C_+ \) contours to the right and wrap the right branch cut with both. Assuming we encounter no singularities of \( \mathcal{K}(z, \bar{z}; w, \bar{w}) \) in the process, we find the squared discontinuity \( \text{Disc}_t \mathcal{D} \mathcal{K}_{t\bar{t}}[\mathcal{G}(w, \bar{w})] \), which equals \(-2 \, \text{Disc}_t[\mathcal{G}(w, \bar{w})]\) if \( \mathcal{G}(w, \bar{w}) \) is Euclidean single-valued (see section 3.4). Thus, heuristically

\[ \mathcal{G}^t(z, \bar{z}) \neq \frac{1}{2\pi^2} \int_{-\infty}^{0} dw \int_{-\infty}^{0} d\bar{w} K(z, \bar{z}; w, \bar{w}) \, \text{Disc}_t[\mathcal{G}(w, \bar{w})]. \]  

So \( \mathcal{K}(z, \bar{z}; w, \bar{w}) \) should be related to \( K_{\ell}^{u\bar{u}}(z, \bar{z}; w, \bar{w}) \) from (7.8). To test the relation, recall that we can expand \( \mathcal{K}(z, \bar{z}; w, \bar{w}) \) at small \( z, \bar{z} \) and the coefficients will be functional kernels, many of which were computed in sections 5.4, 5.5. Let us then expand \( K_{\ell}^{u\bar{u}}(z, \bar{z}; w, \bar{w}) \), which is given by (7.4) and (7.9), at small \( z, \bar{z} \). We will ignore the contact term in (7.4) proportional to the delta function and focus on the “bulk” term proportional to \( \theta \left( \rho_{\frac{1}{w}} \rho_{\frac{1}{\bar{w}}} - \rho_{\frac{1}{z}} \right) \). In the limit of small \( z, \bar{z} \), the step function becomes

\[ \theta \left( \rho_{\frac{1}{w}} - \rho_{\frac{1}{\bar{w}}} \right) = \theta(w - \bar{w}). \]  

In other words, the integration on the first line of (7.8) runs over half of the domain of integration in (7.12). This means we should identify

\[ \mathcal{K}(z, \bar{z}; w, \bar{w}) = \pi^2 Q_{\ell}^{s\bar{s}} \left( \frac{1}{z}, \frac{1}{\bar{z}}, \frac{1}{w}, \frac{1}{\bar{w}} \right) \]  

with \( Q_{\ell}^{s\bar{s}}(z, \bar{z}; w, \bar{w}) \) given in (7.5). This relation can be tested very precisely. Let us set \( z = re^{i\theta}, \bar{z} = re^{-i\theta} \) and expand the r.h.s. as \( r \to 0 \). We will focus on the leading terms. Note that

\[ x \left( \frac{1}{re^{i\pi}}, \frac{1}{re^{-i\pi}}; \frac{1}{w}, \frac{1}{\bar{w}} \right) = 16 \sqrt{\frac{w(1-w)\bar{w}(1-\bar{w})}{(w-w)^4}} r + O(r^2) \]  

(7.15)
as \( r \to 0 \) and

\[
2F_1 \left( \frac{1}{2}, \frac{3}{2}; 2; 1 - y \right) = -\frac{2}{\pi} \left[ \log \left( \frac{y}{16} \right) + 2 \right] + O(y \log y)
\]  

(7.16)

as \( y \to 0 \). Therefore, if we pick the correct branch of the square root, we find

\[
\pi^2 Q^{t|s} \left( \frac{1}{\tilde{r} e^{i\tilde{\phi}}}, \frac{1}{\tilde{r} e^{-i\tilde{\phi}}}; \frac{1}{\tilde{w}}, \frac{1}{\tilde{\bar{w}}} \right) = \frac{2(w + \bar{w} - 2)}{(w - \bar{w})^2} \log(r) + \frac{(w + \bar{w} - 2)}{(w - \bar{w})^2} \left\{ \log \left[ \frac{w(1-w)\bar{w}(1-\bar{w})}{(w-\bar{w})^4} \right] + 4 \right\} + O(r \log r).
\]  

(7.17)

This agrees precisely with the formula

\[
\pi^2 Q^{t|s} \left( \frac{1}{\tilde{r} e^{i\tilde{\phi}}}, \frac{1}{\tilde{r} e^{-i\tilde{\phi}}}; \frac{1}{\tilde{w}}, \frac{1}{\tilde{\bar{w}}} \right) = \hat{B}_{0,0}^t(w, \bar{w}) \log(r) + \hat{A}_{0,0}^t(w, \bar{w}) + O(r \log r)
\]  

(7.18)

coming from the identification (7.14). We used (5.36) and (5.51) for the functional kernels.

We have expanded (7.14) up to \( O(r^5) \) in Mathematica and checked that it agrees perfectly with the functional kernels \( \hat{B}_{ij}^t(w, \bar{w}) \) that can be constructed using the algorithm of section 5.4. Conversely, taking the relation (7.14) for granted yields a very efficient method of finding the functional kernels.

We provided ample evidence that there is a close connection between [29] and our work. However, our arguments were quite heuristic and it will be important to make them precise. Our logic suggests the validity of a dispersion relation with a non-standard contour (7.11) which should apply to all functions in \( \mathcal{U} \). It will be important to establish (7.11) directly using a contour manipulation and relate it rigorously to the dispersion relation of [29].

## 8 Discussion

In this work we have developed a new analytic approach to the conformal bootstrap, valid for general spacetime dimension. We have proposed a new basis for CFT four-point functions, and given algorithms to construct the dual basis of analytic functionals. These functionals are intimately related to the Polyakov-Regge blocks, which are exchange Witten diagrams with improved Regge behavior. We have also explained the relation between our analytic functionals and the recent discovered CFT dispersion formula [29]. Our work opens up a number of natural research avenues:

- Applying the functionals to four-point correlators leads to sum rules which place strong constraints on CFT data. It will be very interesting to study these constraints in concrete models. A first class of applications will be to perturbative expansions around mean field theory, such as the Wilson-Fisher fixed point in \( 4 - \epsilon \) dimensions [31–33, 45–54] or \( N = 4 \) super Yang-Mills theory in the \( 1/N \) expansion [55–68]. These cases can already be efficiently handled with the LIF, but our functionals may provide a more systematic way to proceed to higher orders. A second and more interesting class of applications will be to derive fully non-perturbative sum rules. In this context it will be important to achieve a detailed understanding of the positivity properties of our functionals. As an example, we can envision addressing the
long-standing question of whether unitary CFTs exist above six dimensions. Superconformal field theories offer another prime target for non-perturbative studies, as they enjoy improved Regge behavior.

- As we pointed out, the sum rules can alternatively be obtained by expanding the four-point function in terms of the s- and t-channel Polyakov-Regge blocks, and demanding that double-trace conformal blocks should vanish. This is reminiscent of the Polyakov-Mellin bootstrap. Note however that the Regge behavior played a central role in our construction, and each Polyakov-Regge block is bounded in the u-channel Regge limit. This ensures the Regge boundedness of the correlator, but at the cost of losing manifest crossing symmetry. This should be contrasted with the Polyakov-Mellin bootstrap [31–33] where crossing is automatic but Regge boundedness is not. It would be interesting to further investigate the relation between the two approaches.

- We presented two complementary methods to obtain the analytic functionals. However, writing the entire basis in a closed form still presents a great technical challenge for both methods. It would be extremely rewarding to streamline the computations and obtain the functionals more efficiently. Among other things, this would allow to use our basis of analytic functionals in the numerical bootstrap, as has been done in the $d = 1$ case [69] with promising results.

- In this work, we mainly focused on four-point functions with equal conformal dimensions. The same logic applies to the case of unequal dimensions, as we have briefly discussed in section 4.4. The details of the general case should be fleshed out in the future, and it will allow us to consider the bootstrap problem of mixed correlators. A natural next step of our endeavor is to include operators with spins. This will further extend the applicability of our analytic method.

- A different functional approach to higher dimensional CFT was explored in a very recent paper [27]. An interesting class of functionals was introduced for $d = 2$ by tensoring holomorphic and anti-holomorphic copies of $d = 1$ functionals. These $d = 2$ functionals were used to prove optimality of the energy correlator in the two-dimensional Ising model. Unfortunately this construction does not generalize to $d > 2$. A different class of functionals in any $d$ was introduced: it acts on the crossing antisymmetric vectors and has simple action on generalized free fields. However, such functionals do not satisfy the orthonormality condition (4.9), (4.10). It appears that our results are largely orthogonal to the results of [27], but it would be interesting to understand the connection in more detail.
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