Linear Accuracy of Full-Arch Digital Models Using Four Different Scanning Methods: An In Vitro Study Using a Coordinate Measuring Machine
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Abstract: Improving the accuracy of the digital model is essential for the digitalization of the dental field. This study introduced a novel method of objective accuracy evaluation of digitized full dental arch model using coordinate measuring machine (CMM). To obtain a true linear measurement value using the CMM, 17 reference balls were attached to the typodont, and 12 measurements between balls on the X-(width), Y-(length), and Z-axes (height) were performed automatically. A rubber impression and a plaster cast replica of the typodont with balls were fabricated, and they were digitized with following methods: (a) true model intraoral scans; (b) impression cone-beam computed tomography (CBCT) scans; (c) cast CBCT scans; and (d) cast extraoral scans. Each scanning method was performed 20 times. Twelve linear measurements on the digitized models were automatically made using software. The one-sample t-test and one-way analysis of variance were used for measurement accuracy analysis. The cast extraoral scan was most accurate on X- and Y-axes, while impression CBCT was the most accurate on Z-axis. Over all axes, the intraoral scan resulted in the most deviation from the true model, and the reproducibility of each scan was also low. Extraoral scan shows high precision on width and length, and impression CBCT is advantageous for dental work where height factor is of importance.
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1. Introduction

Digitalization is a recent trend in dentistry, characterized by the development of digital models to replace plaster casts. Many researchers have attempted to minimize the need for conventional laboratory work by enhancing the accuracy of digital models. Thus, numerous previous studies attempted to assess the accuracy of digital models produced in various ways. However, the accuracy evaluation of digital models is challenging when compared to the actual dental arch. In previous studies, researchers set the dental cast model or the extraoral optical-scanner-generated digital model as a gold standard to which they compare digital models obtained with different methods to evaluate the accuracy [1–4]. This is because there is no proper landmark for measuring true values in the oral cavity, and there is no suitable method to specify the same landmark point on a replicated digital model [5].

For the full dental arch, extraoral desktop scanning of plaster models is a clinically applicable method with acceptable stability and accuracy [6]. An intraoral scanner is advantageous in that it directly scans a patient’s dental arch with no lab work involved, yet the problem of distortion in scans of the full dental arch has not been solved [7]. Moreover, for both extraoral and intraoral optical
scanners, light sources have difficulty reaching areas such as proximal undercuts or complex-angled surfaces, meaning that some areas can lack information [8]. These methods generate a digital model through additional data processing steps, and the errors encountered during this process affect the accuracy of the final stereolithography (STL) data [9].

Another emerging method is the use of cone-beam computed tomography (CBCT) to obtain a digitized model by scanning an impression or plaster model in a special image acquisition mode [10]. This method is advantageous in that an additional machine is not required for digital model generation, the scanning time is relatively short, the patient experiences no discomfort, and the characteristics of the X-ray penetrance prevent information loss regardless of the shape of objects such as undercut, in contrast to direct optical scans of the patient’s mouth [11–13]. Digital Imaging and Communications in Medicine (DICOM) data that are obtained from CBCT devices can also be converted into STL data using various software [14–16]. Thus, the performance of the conversion software also affects the accuracy of the digital models.

As various methods of obtaining digitized models have been developed, many researchers have investigated whether various scanning methods are sufficiently accurate. As stated above, there are several obstacles in assessing the accuracy. First, acquiring precise and reproducible measurements of reference models and digitized models is a challenging process. The common reference points for the measurements are cusp or fossa of the crown, which could be differently pointed on each experiment with low intra- and interobserver reliability [5,17–19]. Setting the appropriate reference points is the first step in obtaining reliable data for comparison of accuracy. Second, most studies have primarily involved comparative analyses of digitized data and conventional plaster models or data obtained with optical scanners [1,2,8,20]. Since the digital model generation procedure is based on an impression or plaster model, which already involves distortion, the accuracy of the overall digital model should be evaluated based on the gold standard value obtained from the patient’s actual dental arch.

To obtain this gold standard value with high accuracy, coordinate measuring machines (CMMs) have been introduced in dentistry [21]. CMMs are widely used in industrial applications and are known to be precise and able to be used in the dental field, which requires micro-unit accuracy. This machine contacts the desired point with a probe and records its coordinates. They recognize the shape of the object and measure dimensional length with high accuracy [6]. When a CMM is used with a reliable reference point, the gold standard value can be obtained for accuracy assessment of a digitized model with various scanning modalities.

Therefore, in this study, a novel accuracy evaluation method was introduced using CMM and reference balls, eliminating manual error for both the gold standard measurements and the digital models. With this method, the accuracy of digital models obtained with all current scanning methods was analyzed based on the true values of dental arch width, length, and height.

2. Materials and Methods

The overall schematic workflow of this study is presented in Figure 1.
2.1. Fabrication of the True Model

An acrylic typodont, maxilla (D51DP-500A; Nissin Dental, Inc., Kyoto, Japan) was used to simulate a patient’s dental arch and prepared to establish the true model (Figure 2). As reference points for the distance measurements, nine zirconia balls (Zirconia ball; MS TECH, Gyeonggi-Do, Korea) with a diameter of 3 mm were attached on the center edge of the first incisor and the occlusal surface of the premolars and molars, and eight balls (Zirconia ball; MS TECH, Gyeonggi-Do, Korea) with a diameter of 2 mm were attached on the buccal surface of the first incisors and first molars. Dental resin cement (Multilink N; Ivoclar Vivadent AG, Schaan, Liechtenstein) was used to attach the balls.

2.2. Digitization of the Model

2.2.1. Intraoral Scans

The true model was directly scanned under standard resolution mode with an intraoral scanner (TRIOS 3; 3Shape, Copenhagen, Denmark), and this procedure was repeated 20 times. To ensure stable scanning performance, the operator was trained for a week before the actual scanning procedure. The
data digitized with the TRIOS 3 were directly exported in the STL format, and the results were referred to as the intraoral scans.

2.2.2. Impression CBCT Scans

An impression of the true model was made with silicone putty (Aquasil; Dentsply DeTrey GmbH, Germany) and light-body material (Aquasil Ultra XLV; Dentsply Caulk, Milford, MA, USA) by an experienced dental technician following the user’s manual provided by the manufacturer. The impression was then scanned with a RAYSCAN α + CBCT apparatus (Ray Co., Ltd., Hwaseong, Korea) in the object scanning mode (voxel size 100 μm, 14.0 s, 70 kVp, 16 mA). The obtained DICOM data were converted into the STL format via the RayDent converter (i.e., the software provided by the CBCT machine manufacturer). The software was equipped with special algorithms for converting DICOM data from the object scanning mode into a precise digital model. The scanning procedure was repeated 20 times at 3-min intervals, and the resulting 20 digital models were analyzed as the impression CBCT scan models.

2.2.3. Cast CBCT Scans and Cast Extraoral Scans

A plaster model, using type II dental stone (DK Mungyo, Gimhea, Korea), was fabricated by a skilled dental technician from the impression made in the previous step. This procedure was done within 24 h from impression-taking to minimize distortions. The plaster model was scanned with CBCT and an extraoral scanner 20 times at 3-min intervals. For the CBCT scans, the object scanning mode used in the previous impression scan step was applied, and for the extraoral scans, an Identica Hybrid (Medit, Seoul, Korea) with 0.065 mm point space was used. The same software was used to convert the DICOM data from the CBCT-scanned files into STL data. A total of 40 digital models were generated from the CBCT and extraoral optical scans, and they were denoted as the cast CBCT scans and the extraoral scans, respectively.

2.3. Linear Measurements on the X-, Y-, and Z-Axes

Linear measurements were obtained in all directions along the X- (width), Y- (length), and Z-axes (height). Four linear distances on each axis, resulting in a total of 12 measurements, were measured between the centers of the selected reference balls (Figure 3).

Figure 3. Linear measurements according to X-, Y-, and Z-axes. (a) Linear measurements on X-axis: \(X_{PM1}\), between right and left first premolars; \(X_{PM2}\), between right and left second premolars; \(X_{M1}\), between right and left first molars; and \(X_{M2}\), between right and left second molars. (b) Measurements on Y-axis: \(Y_{PM1}\), from the incisor center to the virtual line between right and left first premolars; \(Y_{PM2}\), from the incisor center to the virtual line between right and left second premolars; \(Y_{M1}\), from the incisor center to the virtual line between right and left first molars; and \(Y_{M2}\), from the incisor center to the virtual line between right and left second molars. (c) Measurements on Z-axis: \(Z_{MR}\), between the balls on right first molar; \(Z_{IR}\), between the balls on right incisor; \(Z_{IL}\), between the balls on left incisors; and \(Z_{ML}\), between the balls on left first molars. Note that the center of reference ball is marked with cross sign and the measurements are marked with double-headed arrows.
On the X-axis, the distances between the balls on the first premolars (X<sub>PM1</sub>), second premolars (X<sub>PM2</sub>), first molars (X<sub>M1</sub>), and second molars (X<sub>M2</sub>) were measured. On the Y-axis (length), the straight linear distances from the ball on the incisor edge to the line connecting the balls on the premolars (Y<sub>PM1</sub>, Y<sub>PM2</sub>) and molars (Y<sub>M1</sub>, Y<sub>M2</sub>) were measured. On the Z-axis (height), linear measurements were made between the balls on the occlusal and cervical sides of the right and left incisors (Z<sub>IR</sub>, Z<sub>IL</sub>) and the first molars (Z<sub>MR</sub>, Z<sub>ML</sub>).

The measurement procedures were performed in a way designed to eliminate experimenter-dependent error. For the true model, a CMM (Victor 101208; Dukin Co., Ltd., Daejeon, Seoul) with 0.1 μm resolution and 2.0 + L/300 maximum permissible error per ISO 10360-2 (μm, L:mm) was used, and the resulting values were considered the gold standard values. For the digital models, 3-dimensional analysis software (Geomagic Control X; 3D systems, Braunschweig, Germany) was used to automatically detect the centers of the reference balls and to automatically measure the shortest distance between the centers of the balls (Figure 3). This measurement process was repeatedly done for all 80 digital models obtained via the four different scanning methods (intraoral scans, impression CBCT scans, extraoral scans, and cast CBCT scans).

2.4. Statistical Analysis

For each set of digital model measurements, the mean value was obtained. For each type of digital model obtained from the different scanning methods, four mean values on each axis were compared with the gold standard values. The two-tailed one-sample t-test was used to determine the agreement between them.

The deviation of the mean values on each axis compared to the gold standard was also measured in absolute terms. The deviation was compared among the digital models obtained by different scanning methods on each axis. Analysis of variance was conducted to identify significant differences among the scanning methods using the Turkey post hoc test. The level of significance was set at p < 0.05. IBM SPSS statistics version 23.0 (IBM Corp., Armonk, NY, USA) was used for statistical analysis.

3. Results

Most measurements of the digitized models were statistically significantly different from to the corresponding gold standard measurements, regardless of the scanning method, although the percent deviations of all measurements were less than 4%. Most deviations on the X-axis showed negative values in comparison to the true values, while most deviations on the Z-axis were positive (Table 1).

The extraoral scan model, followed by the cast CBCT model, showed the least deviation from the gold standard model on the X- and Y-axes, although the deviation of the extraoral scan model was statistically significant. On the Z-axis, the cast CBCT scans showed a significantly greater deviation from the gold standard than the other models. The intraoral scans, impression CBCT scans, and the extraoral scans showed small and comparable deviations on the Z-axis (Table 2).

The extraoral scan model showed stable measurements, with a small range of the distribution of measured values, whereas the intraoral scans showed a wide range of distribution of the measured values. Both CBCT scan models showed a moderately scattered level of distribution of the measured values (Figure 4).
Table 1. Linear measurement values and the percent deviation from the true value according to the individual measurements of respective scanning method (units: mm).

| Value | True Values | Intraoral Scan | Impression CBCT Scan | Cast CBCT Scan | Extraoral Scan |
|-------|-------------|----------------|----------------------|----------------|----------------|
|       | Mean ± SD   | Dev (%)        | Mean ± SD             | Dev (%)        | Mean ± SD       | Dev (%)        |
| X_{PM1}| 38.69       | 38.63 ± 0.047 *| −0.149              | 38.71 ± 0.012 *| 0.053           | 38.64 ± 0.002 *| −0.119         |
| X_{PM2}| 44.29       | 44.24 ± 0.067 *| −0.132              | 44.26 ± 0.020 *| −0.079          | 44.23 ± 0.002 *| −0.153         |
| X_{M1} | 49.60       | 49.54 ± 0.094 *| −0.110              | 49.55 ± 0.036 *| −0.095          | 49.54 ± 0.002 *| −0.117         |
| X_{M2} | 52.80       | 52.77 ± 0.131 *| −0.047              | 52.68 ± 0.017 *| −0.226          | 52.76 ± 0.002 *| −0.068         |
| Y_{PM1}| 16.92       | 16.89 ± 0.034 *| −0.149              | 16.96 ± 0.008 *| 0.242           | 16.91 ± 0.006  | −0.005         |
| Y_{PM2}| 23.90       | 23.84 ± 0.034 *| −0.231              | 23.92 ± 0.016 *| 0.107           | 23.87 ± 0.008  | −0.099         |
| Y_{M1} | 32.65       | 32.60 ± 0.042 *| −0.150              | 32.70 ± 0.020 *| 0.132           | 32.64 ± 0.006  | −0.051         |
| Y_{M2} | 43.23       | 43.19 ± 0.043 *| −0.100              | 43.23 ± 0.018 | 0.000           | 43.22 ± 0.006  | −0.038         |
| Z_{IR} | 4.83        | 4.86 ± 0.015 *| 0.578               | 4.93 ± 0.009 *| 2.091           | 4.93 ± 0.019  | 1.987          |
| Z_{IL} | 4.63        | 4.76 ± 0.016 *| 2.750               | 4.81 ± 0.012 *| 3.770           | 4.78 ± 0.008  | 3.261          |
| Z_{MR} | 3.61        | 3.69 ± 0.009 *| 2.036               | 3.73 ± 0.007 *| 3.338           | 3.70 ± 0.004  | 2.410          |
| Z_{ML} | 4.31        | 4.17 ± 0.037 *| −3.315              | 4.22 ± 0.011 *| −2.199          | 4.28 ± 0.013  | −0.632         |

* The results of the one-sample t-test (p < 0.05). Dev, Deviation (%) = (true value−measured value)/true value × 100. Intraoral scan, digitized model of true model via intraoral scanner; impression cone-beam computed tomography (CBCT) scan, digitized model from impression of true model via CBCT scan; cast CBCT scan, digitized model from cast replica of true model via CBCT scan; extraoral scan, digitized model from cast replica of true model via extraoral scanner.
Table 2. Mean value of the deviation in each scanning method according to the axis.

| Axis | Scanning Method     | Mean ± SD (µm) | F     | p-Value |
|------|---------------------|----------------|-------|---------|
| X    | Intraoral scan      | 85.67 ± 56.01^a |       |         |
|      | Impression CBCT scan| 72.41 ± 40.67^ab| 11.051| 0.000   |
|      | Cast CBCT scan      | 57.10 ± 42.63^bc|       |         |
|      | Extraoral scan      | 52.00 ± 12.36^c |       |         |
|      | Intraoral scan      | 51.32 ± 28.56^a |       |         |
| Y    | Impression CBCT scan| 40.97 ± 16.72^b |       |         |
|      | Cast CBCT scan      | 31.04 ± 18.61^c | 48.490| 0.000   |
|      | Extraoral scan      | 15.60 ± 9.17^d  |       |         |
|      | Intraoral scan      | 93.13 ± 50.63^a |       |         |
| Z    | Impression CBCT scan| 86.41 ± 41.97^a |       |         |
|      | Cast CBCT scan      | 122.9 ± 33.25^b | 11.808| 0.000   |
|      | Extraoral scan      | 90.45 ± 45.93^a |       |         |
|      | Intraoral scan      | 76.71 ± 49.50^a |       |         |
| All  | Impression CBCT scan| 66.59 ± 39.80^a |       |         |
|      | Cast CBCT scan      | 70.35 ± 50.80^a | 11.855| 0.000   |
|      | Extraoral scan      | 52.68 ± 41.39^b |       |         |

The results of the one-way analysis of variance (ANOVA) test. The a, b, c, and d refer to the groups resulted from the Turkey’s post hoc test. Intraoral scan, digitized model of true model via intraoral scanner; impression CBCT scan, digitized model from impression of true model via CBCT scan; cast CBCT scan, digitized model from cast replica of true model via CBCT scan; extraoral scan, digitized model from cast replica of true model via extraoral scanner.

Figure 4. The accuracy of digitized model is described in a target figure, and the center of the target is determined as the true model value. The digitized model is more accurate when the mean deviation value is close to the target center. The model is also more consistent in linear dimension when the marked range is narrow. Each section of the target represents a different axis. The upper left section represents the X-axis, the upper right represents Y-axis, the lower left represents the Z-axis and lower right represents the total. The mean deviation value is marked with a circle, and the standard deviation is marked as a range.
4. Discussion

In recent years, digitized dental arch models have become a major trend in dentistry. More and more imaging devices enabling digital data acquisition from impressions and plaster models have become available [7]. Accordingly, the accuracy of digital models has been assessed in many previous studies [2,10,14,15,20]. Studies have generally evaluated the accuracy of the digital models obtained by scanning plaster models with various devices or compared linear measurements of digital models with the corresponding values of plaster casts [1–4]. Those previous studies primarily focused on assessing the accuracy of the scanning devices, whereas we concentrated on analyzing the consequent digital products to see if they were truly accurate compared to the actual patient’s dental arch.

Extraoral optical scanning is currently considered an acceptable method for obtaining a digital model of the full dental arch [6,14,22]. Unfortunately, in this method, a plaster cast of the patient’s dental arch must be made, and the errors that arise from impression-taking and plaster model pouring cannot be disregarded [7,23]. In addition, scanning errors in the hardware and in the postprocessing algorithm increase the overall inaccuracy of the digitized data. Therefore, analyzing the accuracy of digitized models of the full dental arch compared to the patient’s dental arch, rather than a plaster replica, is essential.

Linear measurements were compared across the models in this study as a means of accuracy evaluation. Several previous studies have chosen to analyze measurements of surface precision [1,6–8,24]. In our opinion, assessments of surface precision have a high risk of distorted results. Digital model production is susceptible to minor surface flaws, such as bubbles and pearls created during impression-taking or plaster model pouring [25]. The model distortion may increase during scanning if irregularities are present on the surface. The postprocessing of STL data, known as smoothing, also overestimates errors due to surface irregularities.

Kamegawa et al. [21] suggested using CMMs to obtain gold standard values of linear measurements to evaluate the accuracy of digital models. They stated that CMM measurements are highly reliable, although localizing the same landmark on digital models as on the dental cast by CMM is an error-prone process that must be overcome. Rossini et al. [5] also reported that the greatest proportion of errors in linear measurements occurred during the landmark-locating step. In addition, when using a small number of reference points to minimize that source of error, an insufficient number of measurements may be made to detect deviation in three dimensions, due to problems such as torsion or tilting [24]. To overcome these errors, 17 reference balls, which can be automatically detected by any measurement method, were used in the present study. The CMM probe contacted eight points on each ball and automatically found the coordinates of the centers of the reference balls. The measurement software used for the digitized models also automatically recognized the shapes of the balls and detected their centers. Overall, for both the true model and the digital models, manual errors were completely eliminated.

According to Christensen [26], operator technique is closely related to the accuracy of impressions and plaster models. Additionally, even if a skilled dental technologist makes a plaster model according to the manual provided by the manufacturer, errors may occur due to problems during impression-taking, deformation of the material, and the model fabricating environment, such as variation in the mixing ratio, waiting time, and position of the impression body after pouring the plaster [7,26,27]. Since a trained technician in a well-designed laboratory fabricated the plaster model used in this study, the deviation in the size measurements of the digital model produced from the plaster model might be even greater in the normal clinical environment. Further technical innovations should be developed to eliminate conventional dental laboratory procedures as much as possible to reduce errors in digital models.

This study found that none of the methods led to a digital model that was a significantly accurate reproduction of the true dental arch. However, the digital model produced using the extraoral scans showed less deviation than the other digital models produced with an intraoral scanner and CBCT scans. Currently, intraoral optical scanner, the only method to scan a patient’s mouth directly, is
recommended for scanning area within a single quarter of the arch to obtain accurate scan data [3,7]. However, in this study the intraoral scanner continuously stitched captured images to scan the full dental arch, and this process might increase the systematic error resulting in the greatest deviation of intraoral scanner model.

Meanwhile, the deviation on the Z-axis was greater than that on the X- and Y-axes in all the digital models. This is consistent with a previous report that showed large deviations in crown length measurements [18]. It can be assumed that the Z-axis expansion of the plaster model was greater than the expansion on the X- and Y-axes, probably because the impression material or rigid tray we used for impression was prevented from expanding on the X- and Y-axes. Moreover, due to the limited vertical height of the tooth crown, smaller reference balls were attached to the Z-axis than to the X- and Y-axes. This possible source of experimental error may explain these results. Additionally, due to relatively low CBCT scanning resolution, along with material-induced causes such as impression distortion or plaster expansion [28,29], errors are accumulated throughout the process of digital model acquisition, resulting in the reduced accuracy of cast CBCT scanning data.

As reported in previous studies, the digital models mostly showed smaller measurement values than the true measurements [14,30]. Researchers have suggested that this tendency of “downsizing” in digital models might be due to the partial volume effect during scanning or algorithms used in the conversion software [30–32]. Clinicians should be aware of the possibility of downsized models when using digital models generated using object scanning devices.

Notably, the current study found that the CBCT-generated data were more accurate than the intraoral data, contrary to a previous study [33]. The CBCT scanning protocol conducted in this study includes software that converts image data (DICOM) into digital model data (STL). The software analyzes the impression material and plaster density in the CBCT image data and used a specific algorithm to convert them into more accurate STL data, in order to minimize conversion errors and artifacts. This innovation in the conversion software might have contributed to the enhanced accuracy of the CBCT-produced models.

Impression-scanned models were only produced using CBCT in this study due to inadequacies of the extraoral optical scanner. This unit could not produce a digital surface when scanning the impression material because the light source could not reach the undercut area and therefore did not reflect back to the detector [8]. However, CBCT uses an X-ray beam, which penetrates materials and then reaches the detector, so this scanner functioned well for undercut areas. A further study comparing the accuracy of CBCT and extraoral scanners for dental impressions is needed, as well as the development of a desktop extraoral scanner feasible for impression scans.

In conclusion, digital model accuracy should be assessed based on true dental arch measurements consisting of width, length, and height variables, considering the complex steps involved in digitization. Additionally, the use of a CMM and software-based measurements using reference balls is suggested for minimizing measurement errors. The enhanced accuracy of the CBCT-produced digitized models compared to previous studies suggests the feasibility of further development of CBCT-based models.
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