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Abstract
Let $G$ be a discrete group, let $p \geq 1$, and let $\omega$ be a weight on $G$. Using the approach from Gröchenig and Klotz (J Lond Math Soc (2) 88:49–64, 2013), we provide sufficient conditions on a weight $\omega$ for $\ell^p(G, \omega)$ to be a Banach algebra admitting a norm-controlled inversion in $C^*_r(G)$. We show that our results can be applied to various cases including locally finite groups as well as finitely generated groups of polynomial or intermediate growth and a natural class of weights on them. These weights are of the form of polynomial or certain subexponential functions. We also consider the non-discrete case and study the existence of norm-controlled inversion in $B(L^2(G))$ for some related convolution algebras.
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1 Introduction

The study of the phenomenon of norm-controlled inversion was initiated by Nikolski in [26]. Suppose that \( \mathcal{A} \) is a commutative unital Banach algebra continuously embedded into the space \( C(X) \) of continuous functions on a Hausdorff topological space \( X \). For \( 0 < \delta \leq 1 \) he defines the majorant \( c_1(\delta, \mathcal{A}, X) \) by

\[
c_1(\delta, \mathcal{A}, X) = \sup \{ \| f^{-1} \|_\mathcal{A} : f \in \mathcal{A}, \delta \leq |f(x)| \leq \| f \|_\mathcal{A} \leq 1, \ x \in X \},
\]

where \( \| f^{-1} \|_\mathcal{A} \) is assumed to be \( \infty \) if \( f \) is not invertible in \( \mathcal{A} \). Nikolski says that \( \delta \) allows the norm control of the inverse in \( \mathcal{A} \) (with respect to \( X \)) if \( c_1(\delta, \mathcal{A}, X) < \infty \).

He further defines a critical constant \( \delta_1(\mathcal{A}, X) \) by

\[
\delta_1(\mathcal{A}, X) = \inf \{ 0 < \delta \leq 1 : c_1(\delta, \mathcal{A}, X) < \infty \}.
\]

Then the equality \( \delta_1(\mathcal{A}, X) = 0 \) is, obviously, equivalent to the existence of a norm-controlled inversion in \( \mathcal{A} \) for every \( \delta \). One of the main results in [26] provides the estimates for \( \delta_1(\mathcal{A}, X) \) and \( c_1(\delta, \mathcal{A}, X) \) in case when \( \mathcal{A} \) is \( \ell^1(G) \) for a discrete abelian group \( G \) or is the unitization \( L^1(G) + \mathbb{C} \cdot e \) of the group algebra of a locally compact abelian non-discrete group \( G \), and \( X \) is the dual group \( \hat{G} \). In particular, it is shown that in these cases \( \delta_1(\mathcal{A}, \hat{G}) \geq 1/2 \) if \( G \) is infinite implying the lack of universal, i.e. independent of \( \delta \), norm-controlled inversion. On the other hand, as was shown in [8], there will be a universal norm-controlled inversion for certain weighted group algebras \( \ell^p(\mathbb{Z}, \omega) \).

In [15], Gröchenig and Klotz considered a phenomenon of norm-controlled inversion in more general settings. Let \( \mathcal{A} \subseteq \mathcal{B} \) be two Banach algebras with a common unit. Recall that \( \mathcal{A} \) is said to be inverse-closed in \( \mathcal{B} \) if for every \( a \in \mathcal{A} \) the existence of \( a^{-1} \) in \( \mathcal{B} \) implies that \( a^{-1} \in \mathcal{A} \). (For more information about inverse-closed subalgebras one can check survey papers [13,20,36].) If, further, there is a function \( h : \mathbb{R}^+ \times \mathbb{R}^+ \to \mathbb{R}^+ \) such that

\[
\| a^{-1} \|_{\mathcal{A}} \leq h(\| a \|_{\mathcal{A}}, \| a^{-1} \|_{\mathcal{B}}),
\]

we say that \( \mathcal{A} \) admits norm-controlled inversion in \( \mathcal{B} \). Because of the nature of the algebra \( C(X) \), for \( f \in C(X) \) the relation \( |f(x)| \geq \delta \) is equivalent to \( \| f^{-1} \|_{C(X)} \leq 1/\delta \). Hence, we can rewrite the definition of Nikolski’s majorant \( c_1(\delta, \mathcal{A}, X) \) as

\[
c_1(\delta, \mathcal{A}, X) = \sup \{ \| f^{-1} \|_{\mathcal{A}} : f \in \mathcal{A}, \| f \|_{\mathcal{A}} \leq 1, \| f^{-1} \|_{C(X)} \leq 1/\delta \}.
\]

It is then easy to see that \( \mathcal{A} \) admits norm-controlled inversion in \( C(X) \) in the sense of [15] if and only if \( \delta_1(\mathcal{A}, X) = 0 \), i.e. \( \mathcal{A} \) admits universal norm-controlled inversion in the sense of Nikolski.
Let $B$ be a Banach algebra and $\mathcal{A}$ be its subalgebra. Following [38], we call $\mathcal{A}$ a differential subalgebra of $B$ of order $\theta$, $0 < \theta \leq 1$, if

$$\|ab\|_\mathcal{A} \leq C\|a\|_\mathcal{A}\|b\|_\mathcal{A}\left(\left(\frac{\|a\|_B}{\|a\|_\mathcal{A}}\right)^\theta + \left(\frac{\|b\|_B}{\|b\|_\mathcal{A}}\right)^\theta\right), \quad a, b \in \mathcal{A}.$$  

Differential subalgebras of order 1 are usually just called differential subalgebras and were introduced in [3,23], whereas differential subalgebras of order $\theta$ for $\theta \in (0, 1)$ were studied in [7,11,14,15,24,30–32,34,35,37,39]. Gröchenig and Klotz proved that if $B$ is a $C^*$-algebra and $\mathcal{A}$ is a differential $^*$-subalgebra of $B$, then $\mathcal{A}$ admits norm-controlled inversion in $B$.

The study of a general norm-controlled inversion was inspired by results in applied mathematics and non-commutative geometry where inversion preserves the smoothness of elements in certain Banach algebras and the desire to control the smoothness norm of the inverses. For example, it is known that if an infinite matrix possesses certain off-diagonal decay and is invertible as an operator on $\ell^2(\mathbb{Z}^d)$, then the inverse matrix has the same kind of off-diagonal decay (see [1,17,19]). Refining Jaffard’s theorem from [19], Gröchenig and Klotz prove in [16] that the subalgebra of $B(\ell^2(\mathbb{Z}^d))$ of infinite matrices with off-diagonal decay of order $r > 1$ admits norm-controlled inversion in $B(\ell^2(\mathbb{Z}^d))$. (In this paper, $B(H)$ always stands for the Banach $C^*$-algebra of bounded linear operators on a Hilbert space $H$.)

We use the approach from [15] to continue the exploration of Nikolski and study the phenomenon of norm-controlled inversion for non-commutative weighted group algebras. This is done by establishing modified differential norm relations in weighted $L^p$-algebras and adopting the arguments from [15] for this kind of subalgebras. We study both the cases when the underlying group is discrete and when it is not. The weighted convolution algebra on a non-discrete group is similar to the algebra of integral operators with kernels having certain off-diagonal decay. Note that the weighted algebras considered in this paper are of convolution type, while in [33,36] non-convolution type localized integral operators with certain smoothness in the algebra are studied.

The paper is organized as follows. In Sect. 2, we present the proof of the existence of norm-controlled inversion in a subalgebra with a modified differential norm inside a $C^*$-algebra. Section 3 is devoted to building a technical base for proving that the algebras of interest are modified differential subalgebras in the corresponding $C^*$-algebras. In Sect. 4 we focus on the discrete case. Here we provide sufficient conditions on a weight $\omega$ for $\ell^p(G, \omega)$ to admit a norm-controlled inversion in the reduced $C^*$-algebra $C^*_r(G)$ which is the $C^*$-algebra generated by the image of the left regular representation on $\ell^2(G)$. We apply these results to finitely generated groups of polynomial growth or intermediate growth and a natural class of weights on them, including polynomial and certain subexponential weights. In Sect. 5, we show that in the non-discrete case the same conditions are sufficient for the unitization of an algebra $L^p(G, \omega) \cap L^2(G)$ to admit a norm-controlled inversion in $B(L^2(G))$. Finally, in the Appendix we present the proof of a technical result from Sect. 2 providing an asymptotic form of the norm-controlling function.
We finish this section by highlighting a delicate matter on inverse-closed algebras vs norm-control inversions. There are several papers (e.g. [2,9], or [29]) where the differential norm relations between $\ell^p(G, \omega)$ and $\ell^1(G)$ were used to conclude that many weighted $\ell^p$-spaces become Banach $*$-algebras or, even better, symmetric Banach $*$-algebras under convolution, making them inverse-closed in the group algebra $\ell^1(G)$ (e.g. [22, Theorem 3.9] or [27, Theorem 4.5]). However, here we focus on a stronger property of having a norm-controlled inversion and it is not clear whether the differential norm relations between $\ell^p(G, \omega)$ and $\ell^1(G)$ guarantees that. The methods presented in [15] and its modified version in Proposition 2.2 rely on the fact that the larger algebra is a C*-algebra. Thus a significant part of the paper is devoted to finding differential norm relations between $\ell^p(G, \omega)$ and $C^*_r(G)$. We also point out that the fundamental example of an inverse-closed algebra lacking the norm-control inversion is the algebra $A(\mathbb{T}) \cong \ell^1(\mathbb{Z})$ of absolutely convergent Fourier series as a subalgebra of $C(\mathbb{T}) \cong C^*_r(\mathbb{Z})$ (see [26]), which can be generalized to show that whenever a group $G$ contains an element of an infinite order there is no norm-controlled inversion for $\ell^1(G)$ in $C^*_r(G)$ (see [26, 1.2.3] or [15, p. 63]).

2 Norm-Controlled Inversion for Subalgebras with a Modified Differential Norm in C*-Algebras

As was already mentioned in Sect. 1, one of the main results in [15] asserts the existence of norm-controlled inversion in a differential $*$-subalgebra of a C*-algebra.

**Theorem 2.1** ([15, Theorem 1.1(i)]) Let $\mathcal{B}$ be a C*-algebra and $\mathcal{A} \subset \mathcal{B}$ be a Banach $*$-algebra with the same unit. Assume that $\mathcal{A}$ is a differential $*$-subalgebra of $\mathcal{B}$, i.e. there is $C > 0$ such that

$$\|ab\|_{\mathcal{A}} \leq C(\|a\|_{\mathcal{A}}\|b\|_{\mathcal{B}} + \|b\|_{\mathcal{A}}\|a\|_{\mathcal{B}}), \quad a, b \in \mathcal{A}. \quad (2.1)$$

Then $\mathcal{A}$ admits norm-controlled inversion in $\mathcal{B}$.

The precise formula for the controlling function $h$ is given in [15, Theorem 3.3]. It was also mentioned in [15, Sect.5] that the method presented can be adopted to prove an analogue of Theorem 2.1 for subalgebras with a modified differential norm satisfying

$$\|a^2\|_{\mathcal{A}} \leq C\|a\|_{\mathcal{A}}^{1+\theta}\|a\|_{\mathcal{B}}^{1-\theta}, \quad a \in \mathcal{A}, \quad (2.2)$$

where constant $C > 0$ and exponent $0 < \theta < 1$ are fixed. (Note that the definition of a subalgebra with a modified differential norm is similar but still a bit different from the definition of a differential subagebra of order $\theta$ mentioned in the Introduction.) In fact, it was proved in [31, Theorem 1.1] that a subalgebra $\mathcal{A} = Q_{p,\alpha}$ of matrices with polynomial off-diagonal decay that has a modified differential norm with respect to $B(\ell^2(\mathbb{Z}^d))$ admits a norm-controlled inversion in $B(\ell^2(\mathbb{Z}^d))$, and the proof of [15, Theorem 3.3] is itself a modification of this one.
For the sake of completeness and for the purpose of a further modification in Sect. 5, we present a proof of the analogue of [15, Theorem 3.3] for modified differential norm which is an adaptation of the corresponding proof from [15]. Note that a similar estimate was also established in [32, Proposition 2.4].

**Proposition 2.2** Let $\mathcal{B}$ be a $C^*$-algebra and $\mathcal{A} \subset \mathcal{B}$ be a Banach $*$-algebra with the same unit satisfying (2.2) for some $C > 0$ and $0 < \theta < 1$. Then $\mathcal{A}$ is inverse-closed in $\mathcal{B}$ and whenever $a \in \mathcal{A}$ is invertible, we have

$$\|a^{-1}\|_A \leq \frac{\|a\|_A}{\|a\|_B^2} \prod_{k=0}^{\infty} \left( 1 + \left( \frac{2 \|a\|_B^2}{\|a\|_B^{2k\theta}} \right)^{(1+\theta)k} C^{(1+\theta)k-1} \left( 1 - \frac{1}{\|a\|_B^2\|a^{-1}\|_B^{2k}} \right)^{2^k - (1+\theta)^k} \right).$$

(2.3)

**Proof** Let $c \in \mathcal{A}$ and $n \in \mathbb{N}$. Substituting $a = c^n$ into (2.2) we obtain

$$\|c^{2n}\|_A \leq C \|c^n\|_A^{1+\theta} \|c^n\|_B^{1-\theta}. \quad (2.4)$$

We now apply what is often referred to as the Brandenburg’s trick [2]. Taking the $n$th root and $\lim_{n \to \infty}$ of both sides in (2.4), we get the following inequality of the spectral radii $\rho_A(c)$ and $\rho_B(c)$

$$(\rho_A(c))^2 \leq (\rho_A(c))^{1+\theta} (\rho_B(c))^{1-\theta},$$

which implies that $\rho_A(c) \leq \rho_B(c)$. Since the reverse inequality follows from the inclusion $\mathcal{A} \subset \mathcal{B}$, we have that $\rho_A(c) = \rho_B(c)$ for every $c \in \mathcal{A}$. It follows from [10, Lemma 3.1] that $\mathcal{A}$ is inverse-closed in $\mathcal{B}$.

We now prove the norm estimate (2.3). Applying (2.2) to $a = c^{2k-1}$, $c \in \mathcal{A}$, $k \in \mathbb{N}$, we get

$$\|c^{2k}\|_A \leq C \|c^{2k-1}\|_A^{1+\theta} \|c^{2k-1}\|_B^{1-\theta} \leq C \|c^{2k-1}\|_A^{1+\theta} \left( \|c\|_B^{2k-1} \right)^{1-\theta}. \quad (2.5)$$

If we let $\beta_n = \frac{\|c^n\|_A}{\|c^n\|_B^2}, n \in \mathbb{N}$, then (2.5) implies that

$$\beta_{2k} \leq C \beta_{2k-1}^{1+\theta}, \quad k \in \mathbb{N}.$$

Using induction in $k$, we obtain

$$\beta_{2k} \leq C \frac{(1+\theta)^{k-1}}{(1+\theta)^{k}} \beta_1^{(1+\theta)^k},$$

and, going back to $c$, we get

$$\|c^{2k}\|_A \leq \left( \frac{\|c\|_A}{\|c\|_B} \right)^{(1+\theta)k} C^{(1+\theta)k-1} \frac{\|c\|_B^{2k}}{\|c\|_B^{2k}}, \quad k \in \mathbb{N}. \quad (2.6)$$
Now take \( n \in \mathbb{N} \cup \{0\} \) and consider its dyadic expansion \( n = \sum_{k=0}^{\infty} \epsilon_k 2^k \). Then
\[
\|c^n\|_A \leq \prod_{k=0}^{\infty} \|c\|_A^{\epsilon_k} \leq \prod_{k=0}^{\infty} \left( \left( \|c\|_A / \|c\|_B \right)^{(1+\theta)k} C \frac{(1+\theta)^{k-1}}{\theta} \|c\|_B^{2k} \right)^{\epsilon_k}.
\]
Hence, if \( F \) denotes the set of all sequences \( \epsilon = \{\epsilon_k\} \in \{0,1\}^\mathbb{N} \) that contain finitely many 1-s, then
\[
\sum_{n=0}^{\infty} \|c^n\|_A \leq \sum_{\epsilon \in \mathcal{F}} \prod_{k=0}^{\infty} \left( \left( \|c\|_A / \|c\|_B \right)^{(1+\theta)k} C \frac{(1+\theta)^{k-1}}{\theta} \|c\|_B^{2k} \right)^{\epsilon_k}
\]
\[
= \prod_{k=0}^{\infty} \left( 1 + \left( \|c\|_A / \|c\|_B \right)^{(1+\theta)k} C \frac{(1+\theta)^{k-1}}{\theta} \|c\|_B^{2k} \right).
\]
(2.7)
The last infinite product is convergent if and only if
\[
\sum_{k=0}^{\infty} \left( \|c\|_A / \|c\|_B \right)^{(1+\theta)k} C \frac{(1+\theta)^{k-1}}{\theta} \|c\|_B^{2k} < \infty,
\]
and since \( \theta < 1 \), it is easy to see that this happens exactly when \( \|c\|_B < 1 \).
Now assume that \( a \in \mathcal{A} \) is invertible in \( \mathcal{B} \) and set \( b = a^*a / \|a^*a\|_B \). Then \( b \) is hermitian, invertible, \( \|b\|_B = 1 \), and the spectrum \( \sigma_B(b) \) is contained in \((0, 1]\). Hence, for the spectrum of an element \( c = e - b \) we have \( \sigma_B(c) \subseteq (0, 1 - \epsilon) \subseteq (0, 1) \), and, in particular, \( \|c\|_B = 1 - \epsilon < 1 \). This implies that
\[
b^{-1} = \sum_{n=0}^{\infty} (e - b)^n = \sum_{n=0}^{\infty} c^n,
\]
with convergence in \( \mathcal{B} \). Then since
\[
a^{-1} = \frac{b^{-1}a^*}{\|a^*a\|_B},
\]
we can use the above representation of \( b^{-1} \) together with (2.7) to obtain the following.
\[
\|a^{-1}\|_A \leq \frac{\|a^*a\|_A}{\|a^*a\|_B} \left( \sum_{n=0}^{\infty} \|c^n\|_A \right)
\]
\[
\leq \frac{\|a^*a\|_A}{\|a^*a\|_B} \prod_{k=0}^{\infty} \left( 1 + \left( \|c\|_A / \|c\|_B \right)^{(1+\theta)k} \left( 2C \left( \frac{(1+\theta)^{k-1}}{\theta} \|c\|_B^{2k} \right) \right) \right).
\]
(2.8)
Finally, we estimate the norms of \( c = e - a^*a / \|a^*a\|_B \) in \( \mathcal{A} \) and \( \mathcal{B} \) directly by the norms of \( a \) and \( a^{-1} \). First,
\[ \|c\|_A \leq 1 + \frac{\|a^*a\|_A}{\|a\|_B} \leq 2 \frac{\|a\|_A^2}{\|a\|_B^2}. \]  

(2.9)

On the other hand, since \( B \) is a \( C^* \)-algebra and \( a^*a \) is positive, we have

\[ \|(a^*a)^{-1}\|_B^{-1} = \min\{\lambda : \lambda \in \sigma(a^*a)\} = \lambda_{\min}, \]

and so

\[ \|c\|_B = 1 - \frac{\lambda_{\min}}{\|a^*a\|_B} = 1 - \frac{1}{\|(a^*a)^{-1}\|_B \|a^*a\|_B} = 1 - \frac{1}{\|a^{-1}\|_B^2 \|a\|_B^2}. \]  

(2.10)

Combining (2.9) and (2.10) with (2.8), we precisely obtain (2.3).

As in [15], we can further work with (2.3) to obtain a simpler norm-controlling function and study its asymptotic behavior.

**Proposition 2.3** Let \( B \) be a \( C^* \)-algebra and \( A \subset B \) be a Banach \(*\)-algebra with the same unit satisfying (2.2) for some \( C > 0 \) and \( 0 < \theta < 1 \). For every invertible \( a \in A \), denote

\[ \nu(a) = \|a\|_A \|a^{-1}\|_B, \]

and let \( \gamma = \log_2(1 + \theta) \). Then there exist constants \( C_1 \) and \( C_2 \) (depending on \( \theta \)) such that whenever \( \nu(a) \geq 2 \), we have that

\[ \|a^{-1}\|_A \leq C_1 \|a\|_A \|a^{-1}\|_B^2 e^{C_2 \nu(a)^{\frac{2\gamma}{1+\gamma}} (\ln \nu(a))^{\frac{2-\gamma}{1+\gamma}}}. \]

Because the proof is rather technical and is far from the main subject of the present paper, we present it in the Appendix.

### 3 Modified Differential Norm for a Certain Subspace of \( L^p(G, \omega) \) in \( C^*_r(G) \)

Let \( G \) be a locally compact group. A measurable function \( \omega : G \to [0, \infty) \) is called a weight on \( G \), if \( \omega(e) = 1 \), \( \omega(x) = \omega(x^{-1}) \) for all \( x \in G \), and \( \omega \) is submultiplicative, i.e.

\[ \omega(xy) \leq \omega(x)\omega(y), \quad x, y \in G. \]

Let \( 1 \leq p < \infty \). As usual, the weighted Banach space \( L^p(G, \omega) \) is defined by

\[ L^p(G, \omega) = \{ f : f \omega \in L^p(G) \text{ and } \|f\|_{p,\omega} = \|f\omega\|_p \}. \]
It is known that $L^p(G, \omega)$ becomes a Banach algebra with respect to the convolution under certain assumptions on the weight $\omega$, see [21,27]. We are going to use the following weighted modification of a particular case of [27, Theorem 3.3].

**Theorem 3.1** Let $G$ be a locally compact group, let $1 \leq p < \infty$, and let $\omega$ be a weight on $G$. Furthermore, let $1 < q \leq \infty$ be the index conjugate to $p$, i.e. $1/p + 1/q = 1$, and suppose that there exists a function $u \in L^q(G)$ such that

$$\frac{\omega(xy)}{\omega(x)\omega(y)} \leq u(x) + u(y), \quad x, y \in G.$$  

Then $L^p(G, \omega)$ is a Banach algebra with respect to the convolution product. Moreover, if we let $\sigma = \omega u$, then $L^p(G, \omega) \subseteq L^1(G, \sigma)$ and

$$\|f \ast g\|_{p, \omega} \leq \|f\|_{1, \sigma} \|g\|_{p, \omega} + \|f\|_{p, \omega} \|g\|_{1, \sigma}, \quad f, g \in L^p(G, \omega). \quad (3.1)$$

In the case when the conditions of Theorem 3.1 are satisfied and $\sigma$ is bounded away from zero, we will have the following inclusions

$$L^p(G, \omega) \subseteq L^1(G, \sigma) \subseteq L^1(G) \subset C^*_r(G).$$

This enables us to raise the question about the existence of norm-controlled inversion of $L^p(G, \omega)$ in $C^*_r(G)$. Keeping in mind the result of Proposition 2.2, we seek to find conditions under which a modified differential norm relation (2.2) holds for $A = L^p(G, \omega)$ and $B = C^*_r(G)$. The following theorem provides us with such conditions and in Sect. 4 we will demonstrate how it can be applied to various cases to obtain norm-controlled inversion of $\ell^p(G, \omega)$ in $C^*_r(G)$.

**Theorem 3.2** Let $G$ be a locally compact group, let $\omega$ be a weight on $G$, and let $1 \leq p < \infty$ and $q$ the index conjugate to $p$. Suppose that there exists a bounded measurable function $u : G \to \mathbb{R}^+$, $s < q$, and $r > 0$ such that $\sigma = \omega u$ is bounded away from zero,

$$\frac{\omega(xy)}{\omega(x)\omega(y)} \leq u(x) + u(y), \quad x, y \in G, \quad \text{and} \quad (3.2)$$

$$\int_G u(x)^s \omega(x)^r \, dx < \infty. \quad (3.3)$$

Then there exist $0 < \theta < 1$ and $C > 0$ such that for every $f \in L^p(G, \omega) \cap L^2(G)$

$$\|f \ast f\|_{p, \omega} \leq C \|f\|^{1+\theta}_{p, \omega} \|f\|^{1-\theta}_2. \quad (3.4)$$

**Proof** From (3.1) it follows that

$$\|f \ast f\|_{p, \omega} \leq 2\|f\|_{p, \omega} \|f\|_{1, \sigma}, \quad f \in L^p(G, \omega). \quad (3.5)$$
Hence it suffices to show that there exist $0 < \theta < 1$ and $C > 0$ such that
\[
\| f \|_{1, \sigma} \leq C \| f \|_2^{1-\theta} \| f \|_{p, \omega}^\theta, \quad f \in L^p(G, \omega) \cap L^2(G). \tag{3.6}
\]
For a fixed $f \in L^p(G, \omega) \cap L^2(G)$ and $0 < \theta < 1$ we have
\[
\| f \|_{1, \sigma} = \int_G f(x) \sigma(x) \, dx = \int_G f(x) \omega(x) u(x) \, dx = \int_G f(x)^{1-\theta} \left( f(x) \omega(x) \right)^\theta (\omega(x)^{1-\theta} u(x)) \, dx.
\]
We now want to apply the generalized Hölder’s inequality with exponents $\frac{2}{1-\theta}$, $\frac{p}{\theta}$, and $\alpha > 1$, determined from the relation
\[
\frac{1 - \theta}{2} + \frac{\theta}{p} + \frac{1}{\alpha} = 1,
\]
to the functions $f(x)^{1-\theta}$, $(f(x)\omega(x))^\theta$, and $\omega(x)^{1-\theta} u(x)$. Simple calculations show that
\[
\alpha = \frac{2p}{p + p\theta - 2\theta} \to \frac{p}{p - 1} = q \quad \text{as} \quad \theta \to 1,
\]
and we obtain
\[
\| f \|_{1, \sigma} \leq \left( \int_G f(x)^2 \, dx \right)^{\frac{1-\theta}{2}} \left( \int_G \left( f(x)\omega(x) \right)^p \, dx \right)^{\frac{\theta}{p}} \left( \int_G (\omega(x)^{1-\theta} u(x))^\alpha \, dx \right)^{\frac{1}{\alpha}}.
\]
Hence, to prove (3.6), it would be enough to choose $\theta$ so that
\[
\left( \int_G (\omega(x)^{1-\theta} u(x))^\alpha \, dx \right)^{\frac{1}{\alpha}} = \left( \int_G u(x)^\alpha \omega(x)^{(1-\theta)\alpha} \, dx \right)^{\frac{1}{\alpha}} = C < \infty.
\]
Since $\alpha \to q$ as $\theta \to 1$ and $s < q$, we can choose $\theta$ so that $s < \alpha$ and $(1-\theta)\alpha < r$. Then the convergence of the above integral will follow directly from (3.3) since $\omega \geq 1$ and $u$ is bounded. \hfill \Box
In the rest of this section, we will discuss several situations when Theorem 3.2 can be applied. The first one is when the weight \( \omega \) is weakly subadditive, i.e. there exists \( D > 0 \) such that
\[
\omega(xy) \leq D(\omega(x) + \omega(y)), \quad x, y \in G.
\] (3.7)
In this case,
\[
\frac{\omega(xy)}{\omega(x)\omega(y)} \leq \frac{D}{\omega(x)} + \frac{D}{\omega(y)}, \quad x, y \in G,
\]
and so we can take \( u = D/\omega \). Condition (3.3) then becomes
\[
\int_G \frac{D^s}{\omega(x)^{s-r}}dx < \infty
\]
for some \( s < q \) and \( r > 0 \), which is equivalent to \( \omega^{-1} \in L^{\tilde{s}}(G) \) for some \( \tilde{s} < q \). Hence we obtain the following corollary of Theorem 3.2. Note that for the case when \( p = 1 \), the result was obtained in [29, Lemmas 1 and 2] but the method used there is different from ours.

**Corollary 3.3** Let \( G \) be a locally compact group, let \( \omega \) be a weakly subadditive weight on \( G \), and let \( 1 \leq p < \infty \) and \( q \) the index conjugate to \( p \). Suppose that \( \omega^{-1} \in L^{s}(G) \) for some \( s < q \). Then there are \( 0 < \theta < 1 \) and \( C > 0 \) such that for every \( f \in L^p(G, \omega) \cap L^2(G) \), the relation (3.4) holds.

**Example 3.4** Let \( G \) be a locally compact group for which there is an increasing sequence \( \{G_i\}_{i \in \mathbb{N}} \) of compact subgroups of \( G \) such that \( G := \bigcup_{i \in \mathbb{N}} G_i \). Take an increasing sequence \( \{n_i\}_{i \in \mathbb{N}} \in [1, \infty) \). Define \( \omega : G \to [1, \infty) \) by
\[
\omega = 1 + \sum_{i=1}^{\infty} n_i 1_{G_{i+1}\setminus G_i}
\] (3.8)
It is easy to see that
\[
\omega(st) = \max\{\omega(s), \omega(t)\}, \quad s, t \in G.
\]
This, in particular, implies that \( \omega \) is a weakly subadditive weight on \( G \). Moreover, for any \( s > 0 \), we can pick \( \{n_i\} \) in such a way that \( \omega^{-1} \in L^{s}(G) \). Thus Corollary 3.3 can be applied to these classes of weights.

Now we turn to the case of a compactly generated group \( G \). Let \( U \) be a compact symmetric generating neighborhood of the identity in \( G \). We define the length function \( \tau_U : G \to [0, \infty) \) by
\[
\tau_U(x) = \inf\{n \in \mathbb{N} : x \in U^n\} \quad \text{for} \ x \neq e, \quad \tau_U(e) = 0.
\]
When there is no fear of ambiguity, we write $\tau$ instead of $\tau_U$. This function can be used to construct many classes of weights on $G$. In fact, if $\rho : \mathbb{N} \cup \{0\} \to \mathbb{R}^+$ is an increasing concave function with $\rho(0) = 0$ and $\rho(n) \to \infty$ as $n \to \infty$, then

$$\omega(x) = e^{\rho(\tau(x))}, \quad x \in G,$$

is a weight on $G$. For instance, for every $0 < \alpha < 1$, $\beta > 0$, $\gamma > 0$, and $C > 0$, we can define the polynomial weight $\omega_\beta$ on $G$ of order $\beta$ by

$$\omega_\beta(x) = (1 + \tau(x))^\beta, \quad x \in G,$$

and the subexponential weights $\sigma_{\alpha,C}$ and $\nu_{\beta,C}$ on $G$ by

$$
\sigma_{\alpha,C}(x) = e^{C\tau(x)^\alpha}, \quad x \in G, \tag{3.11}
$$

$$
\nu_{\gamma,C}(x) = e^{\frac{C\tau(x)}{(\ln(1 + \tau(x)))^\gamma}}, \quad x \in G. \tag{3.12}
$$

We are particularly interested in compactly generated groups of polynomial or intermediate (subexponential) growths. Recall that $G$ has polynomial growth if there exist $C > 0$ and $d \in \mathbb{N}$ such that for every $n \in \mathbb{N}$

$$\lambda(U^n) \leq Cn^d, \quad n \in \mathbb{N},$$

where $\lambda$ is the Haar measure on $G$ and

$$U^n = \{u_1 \cdots u_n : u_i \in U, \ i = 1, \ldots, n\}.$$ 

The smallest such $d$ is called the order of growth of $G$ and is denoted by $d(G)$. It can be shown that the order of growth of $G$ does not depend on the choice of symmetric generating set $U$, i.e. it is a universal constant for $G$. It can happen that a group does not have polynomial growth but $\lambda(U^n)$ grows slower than any exponential function of $n$. In this case, we say that $G$ has an intermediate growth. We refer the interested reader to [5,6,12,25], and [10] for more details on these classes of groups. Typical examples of groups of polynomial growth are finitely generated abelian groups, e.g. $\mathbb{Z}^d$, or even finitely generated nilpotent groups, e.g. discrete Heisenberg group $H_3$. The existence of groups of intermediate growth was an open question for several decades until Grigorchuk provided the first example in 1984, known as the Grigorchuk group, that laid the foundation to a new far-reaching direction in the area.

In the following theorem, we present assumptions on the function $\rho$ under which all conditions of Theorem 3.2 will hold for the weight $\omega$ defined in (3.9).

**Theorem 3.5** Let $G$ be a compactly generated group, let $\tau$ be a length function on $G$, and let $\omega$ be a weight of the form $\omega(x) = e^{\rho(\tau(x))}$, where $\rho : \mathbb{N} \cup \{0\} \to \mathbb{R}^+$ is an
increasing concave function with \( \rho(0) = 0 \) and \( \rho(n) \to \infty \) as \( n \to \infty \). Furthermore, let \( u : G \to \mathbb{R}^+ \) be defined by

\[
u(x) = e^{\left[\rho(2\tau(x)) - 2\rho(\tau(x))\right]}, \quad x \in G. \tag{3.13}\]

Suppose that

\[
\limsup_{n \to \infty} \left\{ \frac{\rho(2n)}{\rho(n)} \right\} < 2 \quad \text{and} \quad u \in L^s(G) \tag{3.14}
\]

for some \( 0 < s < q \). Then there are \( 0 < \theta < 1 \) and \( C > 0 \) such that for every \( f \in L^p(G, \omega) \cap L^2(G) \), the relation (3.4) holds.

**Proof** Since \( \rho \) is concave and \( \rho(0) = 0 \), we have that \( \rho(2n) \leq 2\rho(n), n \in \mathbb{N} \cup \{0\} \), and hence \( u(x) = e^{\left[\rho(2\tau(x)) - 2\rho(\tau(x))\right]} \leq 1 \) for every \( x \in G \). Also, because \( \rho \) is increasing, we have that

\[
\sigma(x) = \omega(x)u(x) = e^{\rho(\tau(x))} e^{\left[\rho(2\tau(x)) - 2\rho(\tau(x))\right]} = e^{\rho(2\tau(x)) - \rho(\tau(x))} \geq 1, \quad x \in G.
\]

Moreover, the very same proof given in [28, Theorem 2.2] shows that \( u \) satisfied (3.2). Hence it is only left to verify that (3.3) holds. Since \( u \in L^s(G) \), it suffices to show that there exist \( \tilde{s} < q, r > 0 \), and \( N \in \mathbb{N} \) such that

\[
u(x)^{\tilde{s}} \omega(x)^r \leq u(x)^s, \quad x \in G \setminus U^N.
\]

Rewriting the above inequality in terms of \( \rho \) (using (3.13)) and taking natural logarithm of both sides, we get

\[
\tilde{s}(\rho(2\tau(x)) - 2\rho(\tau(x))) + r\rho(\tau(x)) \leq s(\rho(2\tau(x)) - 2\rho(\tau(x))), \quad x \in G \setminus U^N.
\]

Replacing \( \tau(x) \) with \( n \) for simplicity and rearranging the terms we obtain

\[
(\tilde{s} - s)\rho(2n) \leq (2\tilde{s} - 2s - r)\rho(n), \quad n \in \mathbb{N}, \quad n > N.
\]

Since \( s < q \), we can pick \( s < \tilde{s} < q \), in which case it would be enough to show the existence of \( r > 0 \) and \( N \in \mathbb{N} \) such that

\[
\frac{\rho(2n)}{\rho(n)} \leq \frac{2\tilde{s} - 2s - r}{\tilde{s} - s} = 2 - \frac{r}{\tilde{s} - s}, \quad n \in \mathbb{N}, \quad n > N.
\]

But this follows directly from the assumption (3.14) so that the lemma is proved. \( \square \)

**Remark 3.6** (i) As it was already mentioned in the proof of Theorem 3.5, since \( \rho \) is concave and \( \rho(0) = 0 \), we always have that \( \frac{\rho(2n)}{\rho(n)} \leq 2, n \in \mathbb{N} \). However we need a stronger assumption to obtain the differential norm relation.
(ii) It follows from [27, Corollary 5.2] and [28, Theorem 2.3] that the conditions (3.14) hold for polynomial weights (3.10) with $\beta > d/q$ and all subexponential weights (3.11) so that Theorem 3.5 can be applied to these classes of weights. However, it does not work for subexponential weights (3.12) since they do not satisfy the condition (3.14) regarding the growth of $\rho$.

(iii) The condition (3.14) is not only sufficient to use the approach of Theorem 3.2 but in most natural cases it is also necessary for the inequality

$$\| f * f \|_{p, \omega} \leq C \| f \|_{p, \omega} \| f \|_2^{1-\theta}, \quad f \in \ell^p(G, \omega),$$

to be satisfied. For example, if we take $G = \mathbb{Z}$, $\tau(n) = |n|$, and substitute $f = \delta_n$, $n \in \mathbb{N}$, in the preceding inequality, then we get

$$\omega(2n) \leq C(\omega(n))^{1+\theta}, \quad n \in \mathbb{N}.$$

In terms of $\rho$, the last inequality is equivalent to

$$\frac{\rho(2n)}{\rho(n)} \leq 1 + \theta + \frac{\ln C}{\rho(n)}, \quad n \in \mathbb{N},$$

which implies (3.14) since $\theta < 1$ and $\rho(n) \to \infty$ as $n \to \infty$.

4 Norm-Controlled Inversion of $\ell^p(G, \omega)$ in $C_r^*(G)$

We are now ready to present our main results which provide sufficient conditions under which many weighted $\ell^p$-spaces on discrete groups admit norm-controlled inversion in $C_r^*(G)$. These conditions appear to be stronger that what is given in Theorem 3.1 (see also (e.g. [2,9], or [29])) which ensures that these weighted spaces are algebras; see Remark 4.2 for more details.

**Theorem 4.1** Let $G$ be a discrete group, let $\omega$ be a weight on $G$, and let $1 \leq p < \infty$ and $q$ be the index conjugate to $p$. Suppose that there exists a bounded function $u : G \to \mathbb{R}^+$, $s < q$, and $r > 0$ such that $\sigma = ou$ is bounded away from zero,

$$\frac{\omega(xy)}{\omega(x)\omega(y)} \leq u(x) + u(y), \quad x, y \in G, \quad \text{and} \quad \sum_{x \in G} u(x)^s \omega(x)^r dx < \infty.$$

Then $\ell^p(G, \omega)$ is a Banach $*$-algebra with respect to the convolution product which is inverse closed in $C_r^*(G)$ and $\ell^p(G, \omega)$ admits a norm-controlled inversion in $C_r^*(G)$. This, in particular, holds if $\omega$ is weakly subadditive (i.e. satisfying (3.7)) and $\omega^{-1} \in \ell^q(G)$ for some $0 < s < q$.

**Proof** We first note that our hypotheses together with Theorem 3.1 imply that $\ell^p(G, \omega)$ is a Banach algebra with respect to convolution and $\ell^p(G, \omega) \subseteq C_r^*(G)$. Moreover, by Theorem 3.2, there exist $0 < \theta < 1$ and $C > 0$ such that
\[ \| f \ast f \|_{p,\omega} \leq C \| f \|_{p,\omega}^{1+\theta} \| f \|_{2}^{1-\theta}, \quad f \in \ell^{p}(G, \omega). \]  

(4.1)

Finally, since \( G \) is discrete, we have that \( C_{r}^{\ast}(G) \subset \ell^{2}(G) \) so that

\[ \| f \|_{2} \leq \| f \|_{C_{r}^{\ast}}, \quad f \in C_{r}^{\ast}(G). \]  

(4.2)

Hence, if we combine inequalities (4.1) and (4.2), the result will follow from Proposition 2.2.

\[ \square \]

**Remark 4.2** Suppose that \( G \) is finitely generated and \( \omega \) is a weakly subadditive weight on \( G \) satisfying \( \omega^{-1} \in \ell^{q}(G) \). Then it follows from [29, Proposition 2] that \( G \) has polynomial growth. Furthermore, since the differential relation (3.1) holds for \( \ell^{p}(G, \omega) \) and \( \ell^{1}(G) \), by [22, Theorem 3.9] and [15, Lemma 3.2], \( \ell^{p}(G, \omega) \) is inverse closed in both \( \ell^{1}(G) \) and \( C_{r}^{\ast}(G) \). However it is not known whether this would guarantee the norm-controlled inversion of \( \ell^{p}(G, \omega) \) inside either \( \ell^{1}(G) \) or \( C_{r}^{\ast}(G) \) as it was explained in the introduction. Thus, in Theorem 4.1, we seek a differential norm relation between \( \ell^{p}(G, \omega) \) and \( C_{r}^{\ast}(G) \) so that Proposition 2.2 could be applied to obtain the desired result. Hence, in Theorem 4.1, we need to make a somewhat stronger assumption that \( \omega^{-1} \in \ell^{s}(G) \) for some \( 0 < s < q \).

In the following corollary, we summarize various cases that our methods can be applied to obtain the norm-control inversion for weighted \( \ell^{p} \) spaces.

**Corollary 4.3** Let \( G \) be a discrete group, let \( \omega \) be a weight on \( G \), and let \( 1 \leq p < \infty \) and \( q \) be the index conjugate to \( p \). Then \( \ell^{p}(G, \omega) \) admits a norm-controlled inversion in \( C_{r}^{\ast}(G) \) in either of the following cases:

(i) \( G \) is locally finite and \( \omega \) is the weight (3.8) with \( \omega^{-1} \in \ell^{s}(G) \) for some \( 0 < s < q \);

(ii) \( G \) is a finitely generated group of polynomial growth and \( \omega := \omega_{\beta} \) is the weight (3.10) with \( \beta > d(G)/q \);

(iii) \( G \) is a finitely generated group of polynomial growth and \( \omega := \omega_{\alpha,C} \) is the weight (3.11);

(iv) \( G \) is a finitely generated group of intermediate growth whose growth is bounded by \( e^{\alpha_{0}} \) and \( \omega := \omega_{\alpha,C} \) is the weight (3.11) with \( 0 < \alpha_{0} < \alpha < 1 \).

**Proof** As was mentioned in Example 3.4, the weight (3.8) is weakly subadditive and hence (i) follows from Theorem 3.5. Statements (ii) and (iii) also follow from Theorem 3.5 and Remark 3.6(ii). So we just need to prove (iv). Again, according to Theorem 3.5, it suffices to verify that

\[ u(x) = e^{C(2\tau(x)^{\alpha}-2C\tau(x)^{\alpha})} = e^{-C(2-2^{\alpha})\tau(x)^{\alpha}} \in \ell^{s}(G) \]

for some \( 0 < s < q \). However this is true for any \( s > 0 \). Indeed,

\[ \sum_{x \in G} u(x)^{s} = 1 + \sum_{n=1}^{\infty} |U^{n} \setminus U^{n-1}| \cdot e^{-sC(2-2^{\alpha})n^{\alpha}} \leq 1 + \sum_{n=1}^{\infty} e^{\alpha_{0}n-SC(2-2^{\alpha})n^{\alpha}} < \infty, \]

since \( 0 < \alpha_{0} < \alpha < 1 \), and the corollary is proved.

\[ \square \]
We would like to point out that intermediate groups satisfying conditions of Corollary 4.3 (iv) are shown to exist, see for example [5,6].

5 Some Generalizations for Algebras on a Non-discrete Group $G$

The main difference between the cases when the group $G$ is discrete and when it is not discrete is in the existence of the unit in the algebra $L^p(G, \omega)$. There are two approaches that allow us to consider inverse closedness or norm controlled inversion for an algebra without unit: switching to quasi-inverses or adjoining the unit to our algebra. We first consider the quasi-inverse closedness of the algebra $L^p(G, \omega) \cap L^2(G)$ in $B(L^2(G))$. Let us start by reminding the corresponding definitions which can be found, for example, in [4].

**Definition 5.1** Let $\mathcal{A}$ be a Banach algebra and $a, b \in \mathcal{A}$. The quasi-product $a \circ b$ of $a$ and $b$ in $\mathcal{A}$ is then defined by

$$a \circ b = a + b - ab.$$  \hfill (5.1)

The operation of quasi-product is associative and satisfies

$$a \circ 0 = 0 \circ a = a, \quad a \in \mathcal{A},$$

which means that the zero element plays a role of quasi-unit in $\mathcal{A}$. If $\mathcal{A}$ is a $*$-algebra, then we also naturally have that

$$(a \circ b)^* = b^* \circ a^*, \quad a, b \in \mathcal{A}.$$  

However, the distributive and constant multiple rules for quasi-products are different from the usual ones. But since we are not going to use them, we do not state the precise formulations here.

**Definition 5.2** Let $\mathcal{A}$ be a Banach algebra and $a \in \mathcal{A}$. An element $a^0 \in \mathcal{A}$ is called a quasi-inverse for $a$ if

$$a \circ a^0 = a^0 \circ a = 0.$$  

If an element $a \in \mathcal{A}$ has a quasi-inverse, then it is called quasi-invertible or quasi-regular and otherwise it is called quasi-singular. The sets of all quasi-invertible and quasi-singular elements of $\mathcal{A}$ are denoted by $q^{-\text{Inv}}(\mathcal{A})$ and $q^{-\text{Sing}}(\mathcal{A})$ respectively.

The motivation for defining quasi-products and quasi-inverses comes from the desire to define the spectrum of an element of a non-unital algebra $\mathcal{A}$, and the definition (5.1) follows from the relation

$$e - a \circ b = (e - a)(e - b), \quad a, b \in \mathcal{A},$$  \hfill (5.2)
that holds in the case when $\mathcal{A}$ has a unit element $e$. In particular, we see that $a \in \mathcal{A}$ is quasi-invertible if and only if $e - a$ is invertible and $a^0 = e - (e - a)^{-1}$. The relation (5.2) also justifies the following definition of the spectrum in a non-unital Banach algebra.

**Definition 5.3** Let $\mathcal{A}$ be a Banach algebra without a unit and $a \in \mathcal{A}$. We define the spectrum $Sp_{\mathcal{A}}(a)$ of $a$ in $\mathcal{A}$ by

$$\sigma_{\mathcal{A}}(a) = \{0\} \cup \left\{ \lambda \in \mathbb{C} \setminus \{0\} : \frac{1}{\lambda} a \in q - \text{Sing}(\mathcal{A}) \right\}.$$ 

The notion of spectrum is closely related to (quasi-)inverse closedness. More precisely, if an algebra $\mathcal{A}$ is contained in an algebra $\mathcal{B}$ then $\mathcal{A}$ is (quasi-)inverse closed in $\mathcal{B}$ if and only if $\sigma_{\mathcal{A}}(a) = \sigma_{\mathcal{B}}(a)$, $a \in \mathcal{A}$. (Of course, here we mean that $\mathcal{A}$ is quasi-inverse closed in $\mathcal{B}$ if for every $a \in \mathcal{A}$ the existence of $a^0 \in \mathcal{B}$ implies that $a^0 \in \mathcal{A}$.) Thanks to the generalization of a result of Hulanicki ([18, Proposition 2.5]) given in [10, Lemma 3.1], when $\mathcal{A}$ and $\mathcal{B}$ have common involution and $\mathcal{B}$ is symmetric, the equality of the spectra $\sigma_{\mathcal{A}}(a) = \sigma_{\mathcal{B}}(a)$ is equivalent to the equality of the spectral radii $\rho_{\mathcal{A}}(a) = \rho_{\mathcal{B}}(a)$, $a \in \mathcal{A}$. This allows us to prove the quasi-inverse closedness of the algebra $\mathcal{A} = L^p(G, \omega) \cap L^2(G)$ in $B(L^2(G))$ under similar assumptions as in Theorem 4.1 for a non-necessarily discrete group $G$.

**Proposition 5.4** Let $G$ be a locally compact group, let $\omega \geq 1$ be a weight on $G$, and let $1 \leq p < \infty$ and $q$ the index conjugate to $p$. Suppose that there exists a bounded function $u : G \to \mathbb{R}^+$, $s < q$, and $r > 0$ such that $\sigma(x) = \omega(x)u(x)$, $x \in G$, is bounded away from zero,

$$\frac{\omega(xy)}{\omega(x)\omega(y)} \leq u(x) + u(y), \quad x, y \in G, \quad \text{and}$$

$$\int_G u(x)^r \omega(x)^r dx < \infty.$$

Then $\mathcal{A} = L^p(G, \omega) \cap L^2(G)$ with the norm

$$\|f\|_{\mathcal{A}} = \max\{\|f\|_{p, \omega}, \|f\|_2\}, \quad f \in \mathcal{A},$$

is a Banach $*$-algebra under convolution and it is quasi-inverse closed in $B(L^2(G))$.

**Proof** We first show that $\mathcal{A}$ is a Banach algebra under convolution. Since by Theorem 3.1 under our assumptions $L^p(G, \omega)$ is a Banach algebra, we have that for some $C_1 > 0$

$$\|f \ast g\|_{p, \omega} \leq C_1 \|f\|_{p, \omega} \|g\|_{p, \omega}, \quad f, g \in L^p(G, \omega).$$
Our assumptions also imply that $L^p(G, \omega) \subset L^1(G)$ so that it follows that for some $C_2 > 0$ we have
\[
\|f \ast g\|_2 \leq \|f\|_1 \|g\|_2 \leq C_2 \|f\|_{p,\omega} \|g\|_2, \quad f \in L^p(G, \omega), \quad g \in L^2(G).
\] (5.3)

Therefore, for $f, g \in A = L^p(G, \omega) \cap L^2(G)$ we have that
\[
\|f \ast g\|_A = \max\{\|f \ast g\|_{p,\omega}, \|f \ast g\|_2\} \leq \max\{C_1, C_2\} \|f\|_{p,\omega} \max\{\|g\|_{p,\omega}, \|g\|_2\} \leq \max\{C_1, C_2\} \|f\|_A \|g\|_A,
\]
which means that $A$ is indeed a Banach algebra under convolution. It also follows from (5.3) that $A$ continuously embeds in $B(L^2(G))$.

As was discussed above, to prove that $A$ is quasi-inverse closed in $B(L^2(G))$ it is enough to show that $\rho_A(f) = \rho_B(L^2(G)) (f), \ f \in A$. By (3.4), there is $C > 0$ and $0 < \theta < 1$ such that
\[
\|f \ast f\|_{p,\omega} \leq C \|f\|_1^{1+\theta} \|f\|_{2}^{1-\theta}, \quad f \in A.
\]

Since for any $f \in A$ we have that $\|f\|_A \geq \|f\|_2$, $\|f\|_A \geq \|f\|_{p,\omega}$ and $\theta > 0$, we can combine the above inequality with (5.3) for $g = f$ to obtain
\[
\|f \ast f\|_A = \max\{\|f \ast f\|_{p,\omega}, \|f \ast f\|_2\} \\
\leq \max\{C \|f\|_1^{1+\theta} \|f\|_{2}^{1-\theta}, C_2 (\|f\|_{p,\omega} \|f\|_{2}^{\theta}) \|f\|_{2}^{1-\theta}\} \\
\leq \max\{C, C_2\} \|f\|_A^{1+\theta} \|f\|_{2}^{1-\theta}, \quad f \in A. \quad (5.4)
\]

For $n \in \mathbb{N}$, we denote the $n$-th convolution power of a function $g$ by $g^{(n)}$. We then apply (5.4) to $f = g^{(n)}, g \in A, n \in \mathbb{N}$, to get
\[
\|g^{(2n)}\|_A \leq \max\{C, C_2\} \|g^{(n)}\|_A^{1+\theta} \|g^{(n)}\|_{2}^{1-\theta} \\
\leq \max\{C, C_2\} \|g^{(n)}\|_A^{1+\theta} \|g^{(n-1)}\|_{B(L^2(G))}^{1-\theta} \|g\|_{2}^{1-\theta}.
\]

As in the proof of Proposition 2.2, we can now take the $n$th root and $\lim_{n \to \infty}$ of both sides of the above inequality to obtain that $(\rho_A(g))^{2} \leq (\rho_A(g))^{1+\theta} (\rho_B(L^2(G)) (g))^{1-\theta}$, which implies that $\rho_A(g) \leq \rho_B(L^2(G)) (g), \ g \in A$. Because the reverse inequality follows immediately from the embedding $A \subseteq B(L^2(G))$, we get the desired equality of spectral radii $\rho_A(g) = \rho_B(L^2(G)) (g), \ g \in A$, and the theorem is proved. \hfill \Box

We now turn to the second approach of unitization of a non-unital Banach algebra which will allow us not only to talk about inverse closedness but also consider the norm controlled inversion.

**Definition 5.5** Let $A$ be a Banach algebra without unit. The unitization $\tilde{A}$ of $A$ is the set $A \times \mathbb{C}$ with the following operations of addition, scalar multiplication, and product $(a, b \in A, \ t, s \in \mathbb{C})$.
\[(a, t) + (b, s) = (a + b, t + s),
\quad s(a, t) = (sa, st),
\quad (a, t)(b, s) = (ab + sa + tb, ts),\]

and with the norm
\[\|(a, t)\| = \|a\| + |t|.\]

In the case when \(\mathcal{A}\) is a \(*\)-algebra, the involution can be extended from \(\mathcal{A}\) to \(\tilde{\mathcal{A}}\) by
\[(a, t)^* = (a^*, \bar{t}).\]

It is easy to see that \(\tilde{\mathcal{A}}\) is a Banach algebra with the unit \((0, 1)\) and that the mapping \(a \mapsto (a, 0)\) establishes an isometric \((\ast\text{-})\)isomorphism of \(\mathcal{A}\) into \(\tilde{\mathcal{A}}\). Moreover, by \([4, \text{Lemma 5.2}]\), the following relation between the spectra in \(\mathcal{A}\) and \(\tilde{\mathcal{A}}\) holds.

**Proposition 5.6** Let \(\mathcal{A}\) be a non-unital Banach algebra, and let \(\tilde{\mathcal{A}}\) be its unitization. Then
\[\sigma_\mathcal{A}(a) = \sigma_{\tilde{\mathcal{A}}}(\,(a, 0)\,), \quad a \in \mathcal{A}.\]  

(5.5)

From this we can obtain the following corollary of Theorem 5.4.

**Corollary 5.7** Let \(G\) be a non-discrete locally compact group, let \(\omega\) be a weight on \(G\), and let \(1 \leq p < \infty\) satisfy the conditions of Proposition 5.4. Let \(\mathcal{A} = L^p(G, \omega) \cap L^2(G)\) and \(\tilde{\mathcal{A}}\) be its unitization with the convolution product extended as in Definition 5.5. Then \(\tilde{\mathcal{A}}\) is continuously embedded into \(B(L^2(G))\) and it is inverse closed in \(B(L^2(G))\).

**Proof** We map \(\tilde{\mathcal{A}}\) into \(B(L^2(G))\) in a natural way by letting
\[(f, t)(g) = f * g + tg, \quad f \in \tilde{\mathcal{A}}, \quad g \in L^2(G),\]
which comes from the multiplication of \((f, t)\) and \((g, 0)\) in \(\tilde{\mathcal{A}}\). It is clear that since \(G\) is non-discrete, this map is injective. Also the continuity of this embedding follows immediately from the continuity of the embedding of \(\mathcal{A}\) into \(B(L^2(G))\) and the definition of norm on \(\tilde{\mathcal{A}}\):
\[
\|(f, t)(g)\|_2 = \|f * g + tg\|_2 \leq \|f * g\|_2 + |t||g\|_2 \\
\leq \|f\|_A \|g\|_2 + |t||g\|_2 = \|(f, t)\|_{\tilde{\mathcal{A}}} \|g\|_2.
\]

In order to prove the inverse closedness, it is enough to show that \(\sigma_{\tilde{\mathcal{A}}}(\tilde{f}) = \sigma_{B(L^2(G))}(\tilde{f})\), \(\tilde{f} \in \tilde{\mathcal{A}}\). Let \(\tilde{f} = (f, t) = (f, 0) + t(0, 1)\) for some \(f \in \mathcal{A}, t \in \mathbb{C}\). Then since we already know from the proof of Theorem 5.4 that \(\sigma_{\mathcal{A}}(f) = \sigma_{B(L^2(G))}(f)\)
and $(0, 1)$ is the unit in $\tilde{A}$, we can apply Proposition 5.6 to obtain the desired equality of the spectra:

\[
\sigma_{\tilde{A}}(\tilde{f}) = t + \sigma_{\tilde{A}}((f, 0)) = t + \sigma_A(f) = t + \sigma_{B(L^2(G))}(f) = \sigma_{B(L^2(G))}(\tilde{f}).
\]

(5.6)

To deal with the norm controlled inversion we will need the following technical generalization of the inequality (5.4).

**Lemma 5.8** Let $G$, $\omega$, $p$, $A$, and $\tilde{A}$ be as in Corollary 5.7. Then there is a constant $D > 0$ and $0 < \theta < 1$ such that

\[
\|\tilde{f} * \tilde{f}\|_{\tilde{A}} \leq D \|\tilde{f}\|_{\tilde{A}}^{1+\theta} \|\tilde{f}\|_{\tilde{A}}^{1-\theta}, \quad \tilde{f} \in \tilde{A},
\]

where $\|\tilde{f}\|_2 = \|(f, t)\|_2 = \sqrt{\|f\|_2^2 + |t|^2}$, $f \in A$, $t \in \mathbb{C}$.

**Proof** Let $\tilde{f} = (f, t)$, $f \in A$, $t \in \mathbb{C}$. Using (5.4) and denoting $\tilde{C} = \max\{C, C_2, 1\}$, we have

\[
\|\tilde{f} * \tilde{f}\|_{\tilde{A}} = \|(f, t) * (f, t)\|_{\tilde{A}} = \|f * f + 2tf\|_A + |t|^2 \leq \|f * f\|_A + 2|t| \|f\|_A + |t|^2.
\]

Then since $\|(f, t)\|_2 \geq \frac{1}{\sqrt{2}}(\|f\|_2 + |t|)$, to prove (5.7) it is enough to show that

\[
\|f\|_A^{1+\theta} \|f\|_2^{1-\theta} + 2|t| \|f\|_A + |t|^2 \leq \frac{2}{1 + \theta} (\|f\|_A + |t|)^{1+\theta} (\|f\|_2 + |t|)^{1-\theta},
\]

$f \in A$, $t \in \mathbb{C}$.

If we let $\alpha = \|f\|_A$, $\beta = \|f\|_2$, and $x = |t|$, then $\beta \leq \max\{\|f\|_{p, \omega}, \|f\|_2\} = \|f\|_A = \alpha$ and what we want to prove is that

\[
F(\alpha) = (\alpha^{1+\theta} \beta^{1-\theta} + 2x\alpha + x^2) - \frac{2}{1 + \theta} (\alpha + x)^{1+\theta} (\beta + x)^{1-\theta} \\
\leq 0, \quad x \geq 0, \quad 0 \leq \beta \leq \alpha, \quad 0 < \theta < 1.
\]

We have

\[
F(\beta) = \beta^2 + 2x\beta + x^2 - \frac{2}{1 + \theta} (\beta + x)^2 = \frac{\theta - 1}{\theta + 1} (\beta + x)^2 \leq 0,
\]

so it would be enough to show that $F$ is decreasing on $[\beta, \infty]$, for which it suffices to verify that $F'(\alpha) \leq 0$ for $\alpha \geq \beta$.

\[
F'(\alpha) = (1 + \theta)\alpha^\theta \beta^{1-\theta} + 2x - 2(\alpha + x)^{\theta} (\beta + x)^{1-\theta}.
\]
Then
\[ F'(\beta) = (1 + \theta)\beta + 2x - 2(\beta + x) = (\theta - 1)\beta \leq 0. \]

Taking the second derivative, we see that
\[ F''(\alpha) = \theta(1 + \theta) \left( \frac{\beta}{\alpha} \right)^{1-\theta} - 2\theta \left( \frac{\beta + x}{\alpha + x} \right)^{1-\theta} \leq \theta(\theta - 1) \left( \frac{\beta + x}{\alpha + x} \right)^{1-\theta} \leq 0, \]

since \( \beta \leq \alpha \). Therefore, \( F'(\alpha) \leq F'(\beta) \leq 0 \) for \( \alpha \geq \beta \), as desired, and the proof is complete.

We will also need the following estimate on the norm of convolution powers of elements of \( \tilde{A} \).

**Lemma 5.9** Let \( G \) be a non-discrete locally compact group. Then for every \( n \in \mathbb{N} \) we have
\[
\| \tilde{f}^{(n)} \|_2 \leq n \| \tilde{f} \|_{B(L^2(G))}^{n-1} \| \tilde{f} \|_2, \quad \tilde{f} \in \tilde{A}, \quad A = L^p(G, \omega) \cap L^2(G). \tag{5.8}
\]

**Proof** We first show that if \( \tilde{f} = (f, t) \), then \( \| \tilde{f} \|_{B(L^2(G))} \geq |t| \). Suppose that \( \{ g_U = \frac{x}{\lambda(U)} \} \) is the standard bounded approximate identity in \( L^1(G) \) (\( \lambda \) is the Haar measure of \( G \)). Then, as \( U \to \{e\} \), \( \| f * g_U \|_2 \leq \| f \|_2 \| g_U \|_1 \to \| f \|_2 \) and \( \| g_U \|_2 \to \infty \) since \( G \) is not discrete. It follows that
\[
\| \tilde{f} \|_{B(L^2(G))} \geq \sup_U \frac{\| f * g_U + t g_U \|_2}{\| g_U \|_2} \geq \lim_{N \to \infty} \frac{N|t| - 2\| f \|_2}{N} = |t|,
\]
and our claim is verified.

We now fix \( \tilde{f} = (f, t) \in \tilde{A} \) and prove (5.8) by induction on \( n \). The base for \( n = 1 \) is obvious. Now let the inequality hold for \( n = m \). We show that then it also holds for \( n = m + 1 \).
\[
\| \tilde{f}^{(m+1)} \|_2 = \| \tilde{f}^{(m)} * (f, 0) + t \tilde{f}^{(m)} \|_2 \\
\leq \| \tilde{f}^{(m)} \|_{B(L^2(G))} \| f \|_2 + m|t|\| \tilde{f}^{(m-1)} \|_{B(L^2(G))} \| \tilde{f} \|_2 \\
\leq \| \tilde{f} \|_{B(L^2(G))} \| \tilde{f} \|_2 + m \| \tilde{f} \|_{B(L^2(G))} \cdot \| \tilde{f}^{(m-1)} \|_{B(L^2(G))} \\
\| \tilde{f} \|_2 = (m + 1) \| \tilde{f} \|_{B(L^2(G))} \| \tilde{f} \|_2.
\]

\[ \square \]

We are now ready to prove the main result of this section.

**Theorem 5.10** Let \( G \) be a non-discrete locally compact group, \( \omega \geq 1 \) be a weight on \( G \), \( 1 \leq p < \infty \), and \( q \) be the index conjugate to \( p \). Suppose that there exists a bounded
function $u : G \to \mathbb{R}^+$, $s < q$, and $r > 0$ such that $\sigma(x) = \omega(x)u(x)$, $x \in G$, is bounded away from zero,

$$\frac{\omega(xy)}{\omega(x)\omega(y)} \leq u(x) + u(y), \quad x, y \in G, \text{ and}$$

$$\int_G u(x)^r \omega(x)^r \, dx < \infty.$$

Further, let $A = L^p(G, \omega) \cap L^2(G)$ and $\tilde{A}$ be its unitization. Then $\tilde{A}$ is inverse closed in $B(L^2(G))$ and $\tilde{A}$ admits a norm-controlled inversion in $B(L^2(G))$.

**Proof** We already know that $\tilde{A}$ is inverse closed in $B(L^2(G))$ as a result of Corollary 5.7, so it only remains to prove the existence of a norm control in the inversion. We are going to do that by following the lines of the proof of Proposition 2.2 and making technical adjustments where it is necessary. Let $\tilde{\tilde{g}} \in \tilde{A}$ and $k \in \mathbb{N}$. Combining Lemma 5.8 for $\tilde{\tilde{f}} = \tilde{\tilde{g}}^{(2^k-1)}$ with Lemma 5.9 for $n = 2^k - 1$, we obtain

$$\|\tilde{\tilde{g}}^{(2^k)}\|_{\tilde{A}} \leq 2^{(k-1)(1-\theta)} D \|\tilde{\tilde{g}}^{(2^k-1)}\|_{\tilde{A}} \|\tilde{\tilde{g}}\|_{B(L^2(G))}^{(2^k-1)-1}(1-\theta) \|\tilde{\tilde{g}}\|_{B(L^2(G))}^{1-\theta}. \tag{5.9}$$

We now use (5.9) instead of (2.5) to proceed. Let $\beta_n = \frac{\|\tilde{\tilde{g}}^{(n)}\|_{\tilde{A}}}{\|\tilde{\tilde{g}}\|_{B(L^2(G))}}$. Then (5.9) implies that

$$\beta^{2^k} \leq \frac{D\|\tilde{\tilde{g}}\|_{B(L^2(G))}^{1-\theta} 2^{(k-1)(1-\theta) \beta^{1+\theta}}}{\|\tilde{\tilde{g}}\|_{B(L^2(G))}^{1-\theta}} \beta^{2^k-1}, \quad k \in \mathbb{N}.$$

Using induction in $k$, it can be easily shown that

$$\beta^{2^k} \leq \left(\frac{D\|\tilde{\tilde{g}}\|_{B(L^2(G))}^{1-\theta}}{\|\tilde{\tilde{g}}\|_{B(L^2(G))}^{1-\theta}}\right)^{(1+\theta)^{k-1}} 2^{(1-\theta)S_k(1+\theta) \beta^{1+\theta}^k}, \quad k \in \mathbb{N}, \tag{5.10}$$

where

$$S_m(x) = m - 1 + xS_{m-1}(x), \quad m \in \mathbb{N}, \quad S_1(x) = 0.$$

It follows that $S_k(x) = \sum_{j=0}^{k-2} (k-1-j)x^j$, and a standard computation yields that

$$S_k(x) = \frac{x^k - kx + (k-1)}{(x-1)^2}, \quad k \in \mathbb{N}.$$
Hence, (5.10) becomes

\[ \beta_{2k} \leq \left( \frac{D \| \tilde{g} \|_{B(L^2(G))}^{1-\theta}}{\| \tilde{g} \|_{B(L^2(G))}^{1-\theta}} \right)^{(1+\theta)^{k-1}} \frac{1}{\theta^2} \frac{(1+\theta)^{k-1}}{(1+\theta)^{k-1}} \beta_1 (1+\theta)^k, \quad k \in \mathbb{N}. \]

Using the definition of \( \beta_n \) and the fact that \( \| \tilde{g} \|_2 \leq \| \tilde{g} \|_A \), we obtain

\[ \| g^{(2^k)} \|_A \leq \| g \|_{B(L^2(G))}^{2k} \left( \frac{D \| \tilde{g} \|_{B(L^2(G))}^{1-\theta}}{\| \tilde{g} \|_{B(L^2(G))}^{1-\theta}} \right)^{(1+\theta)^{k-1}} \frac{2}{\theta^2} \frac{(1+\theta)^{k-1}}{(1+\theta)^{k-1}} \left( \frac{\| \tilde{g} \|_A}{\| \tilde{g} \|_{B(L^2(G))}} \right)^{(1+\theta)^k}, \quad k \in \mathbb{N}. \] (5.11)

Repeating the argument with the dyadic expansion of \( n \) given in the proof of Proposition 2.2, we will have that

\[ \sum_{n=0}^{\infty} \| g^{(n)} \|_A \leq \prod_{k=0}^{\infty} \left( 1 + D \frac{(1+\theta)^{k-1}}{\theta^2} \frac{(1+\theta)^{k-1}}{(1+\theta)^{k-1}} \| g \|_{B(L^2(G))}^{1-\theta} \| \tilde{g} \|_A \| \tilde{g} \|_{B(L^2(G))}^{2-\theta} \right). \]

This infinite product is convergent if and only if

\[ \sum_{k=0}^{\infty} D \frac{(1+\theta)^{k-1}}{\theta^2} \frac{(1+\theta)^{k-1}}{(1+\theta)^{k-1}} \| g \|_{B(L^2(G))}^{1-\theta} \| \tilde{g} \|_A \| \tilde{g} \|_{B(L^2(G))}^{2-\theta} < \infty, \]

and since \( \theta < 1 \), this happens exactly when \( \| \tilde{g} \|_{B(L^2(G))} < 1 \).

Now the rest of the proof including the calculation of the norm controlling function follows from the corresponding part of the proof of Proposition 2.2 since \( B(L^2(G)) \) is a \( C^* \)-algebra. \( \square \)

We finish this section with the following corollary which provides many cases when norm-controlled inversion happens for non-discrete groups. We omit the proof as it is very similar to the one presented in Corollary 4.3.

**Corollary 5.11** Let \( G \) be a non-discrete locally compact group, \( \omega \geq 1 \) be a weight on \( G \), \( 1 \leq p < \infty \), and \( q \) be the index conjugate to \( p \). Let \( A = L^p(G, \omega) \cap L^2(G) \) and \( \tilde{A} \) be its unitization. Then \( \tilde{A} \) admits a norm-controlled inversion in \( B(L^2(G)) \) in either of the following cases:

(i) \( G \) and \( \omega \) are as in Example 3.4 with \( \omega^{-1} \in L^s(G) \) for some \( 0 < s < q \);
(ii) \( G \) is a compactly generated group of polynomial growth and \( \omega := \omega_\beta \) is the weight (3.10) with \( \beta > d(G)/q \);
(iii) \( G \) is a compactly generated group of polynomial growth and \( \omega := \omega_{\alpha,C} \) is the weight (3.11);
(iv) \( G \) is a compactly generated group of intermediate growth whose growth is bounded by \( e^{a_0} \) and \( \omega := \omega_{a, c} \) is the weight \((3.11)\) with \( 0 < a_0 < a < 1 \).
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Appendix

Here we present the proof of Proposition 2.3. As it was shown in Proposition 2.2,

\[
\|a^{-1}\|_A \leq \frac{\|a\|_A}{\|a\|_B^2} \prod_{k=0}^{\infty} \left( 1 + \left( \frac{\|a\|_A^2}{\|a\|_B^2} \right)^{(1+\theta)k} C^{(1+\theta)k-1} \left( 1 - \frac{1}{\|a\|_B^2\|a^{-1}\|_B^2} \right)^{2^k-(1+\theta)^k} \right).
\]

As in [15], we note that because \( A \subset B \) and \( B \) is a \( C^* \)-algebra, we have that \( \|a\|_B \leq \|a\|_A \) and \( \|a^{-1}\|_B \leq \|a^{-1}\|_A \). Therefore, \( \|a\|_B\|a^{-1}\|_B = \nu(a) \) and \( \|a\|_A\|a^{-1}\|_B \leq \nu(a) \), implying that

\[
\|a^{-1}\|_A \leq \frac{\|a\|_A}{\|a\|_B^2} \prod_{k=0}^{\infty} \left( 1 + (2\nu^2(a))^{(1+\theta)k} C^{(1+\theta)k-1} \left( 1 - \frac{1}{\nu^2(a)} \right)^{2^k-(1+\theta)^k} \right). \tag{5.12}
\]

The infinite product on the right can be rewritten as

\[
\prod_{k=0}^{\infty} \left( 1 + C^{-1/\theta} u^{(1+\theta)k} v^{2^k} \right) \tag{5.13}
\]

where \( u = 1 - \frac{1}{\nu^2(a)} \), \( v = 2C^{1/\theta}v^{-1}(1-v)^{-1} \), and our goal will be to estimate it. Since \( \nu(a) \geq 1 \) and \( C \geq 1 \), we have that \( 0 < v < 1 \) and \( u \geq \frac{2}{v(1-v)} \geq 8 > 1 \). Let

\[
f(k) = \ln \left( u^{(1+\theta)k} v^{2^k} \right) = (1 + \theta)^k \ln u + 2^k \ln v, \quad k \in \mathbb{R}^+.
\]

Using differentiation, we find that \( f \) attains its maximum at \( k_m = \log_2/(1+\theta) \)

\[
\left( \ln(1+\theta), \ln u \right) \frac{\ln(1+\theta) \ln u}{\ln 2 \ln(\nu^{-1})}. \]

Hence, any term in the infinite product \((5.13)\) does not exceed

\[
1 + C^{-1/\theta} u^{(1+\theta)k_m} v^{2k_m} = 1 + C^{-1/\theta} u \left( \frac{\ln(1+\theta) \ln u}{\ln 2 \ln(\nu^{-1})} \right)^{\log_2/(1+\theta)(1+\theta)} v \left( \frac{\ln(1+\theta) \ln u}{\ln 2 \ln(\nu^{-1})} \right)^{\log_2/(1+\theta) 2}. \tag{5.14}
\]

Let

\[
\gamma = \frac{\ln(1+\theta)}{\ln 2} = \log_2(1+\theta).
\]
Then since $0 < \theta < 1$, we have that $0 < \gamma < 1$. It is also easy to see that $\log_{2/(1+\theta)}(1+\theta) = \frac{\theta}{1-\theta}$. This allows us to rewrite the expression in (5.14) as follows:

$$1 + C^{-1/\theta} e^{\ln u \left( \gamma - \frac{\ln u}{\ln(\gamma)} \right) \frac{\theta}{1-\theta} - \ln(\gamma - 1)} \left( \gamma - \frac{\ln u}{\ln(\gamma)} \right) \frac{1}{\gamma}$$

$$= 1 + C^{-1/\theta} e^{(1-\gamma)\gamma \frac{\theta}{1-\theta} \left( \ln u \right) \frac{\theta}{1-\theta} \left( \ln(\gamma - 1) \right) \frac{\theta}{1-\theta}} = 1 + C^{-1/\theta} e^{\hat{C}(\ln u) \frac{\theta}{1-\theta} \left( \ln(\gamma - 1) \right) \frac{\theta}{1-\theta}}. \quad (5.15)$$

To estimate the infinite product in (5.13), we split it into two parts: a finite part from $0$ to some $N$ and an infinite part from $N+1$ to infinity. To choose $N$, we first find $k_0 \in \mathbb{R}^+$ such that $u^{(1+\theta)k_0} v^{2k_0} = 1$, i.e. such that $f(k_0) = 0$:

$$k_0 = \log_{2/(1+\theta)} \left( \frac{\ln u}{\ln(\gamma - 1)} \right),$$

and then take $N = \lfloor k_0 \rfloor$, where $\lfloor \cdot \rfloor$ is a floor function. We now estimate the infinite part of (5.13). Since $C \geq 1$, we have that

$$\prod_{k=N+1}^{\infty} \left( 1 + C^{-1/\theta} u^{(1+\theta)k} v^{2k} \right) \leq \prod_{k=N+1}^{\infty} \left( 1 + u^{(1+\theta)k} v^{2k} \right) \leq e \sum_{k=N+1}^{\infty} u^{(1+\theta)k} v^{2k}. \quad (5.16)$$

Let $a_k = u^{(1+\theta)k} v^{2k}$ and $\alpha_k = \frac{a_{k+1}}{a_k} = u^{(1+\theta)k} v^{2k}$. Then by the choice of $k_0$ and $N$ we have that $a_k < 1$, $k \geq N+1$. Also, since $u > 1$ and $0 < \theta < 1$,

$$\frac{\alpha_{k+1}}{\alpha_k} = u^{(1+\theta)k} v^{2k} < u^{(1+\theta)k} v^{2k} = a_k < 1, \quad k \geq N+1,$$

which implies that $a_{N+1+m} \leq \alpha_{N+1}^m$, $m \in \mathbb{N} \cup \{0\}$. It follows that

$$\sum_{k=N+1}^{\infty} u^{(1+\theta)k} v^{2k} = \sum_{m=0}^{\infty} a_{N+1+m} \leq \frac{1}{1 - \alpha_{N+1}}. \quad (5.17)$$

By the choice of $k_0$ and $N$ and using that $u \geq 8$, we obtain

$$\alpha_{N+1} \leq \alpha_{k_0} = u^{(1+\theta)k_0} v^{2k_0} = u^{-(1-\theta)k_0} v^{-2k_0} \leq u^{-(1-\theta)} \leq 8^{-(1-\theta)}.$$
For the finite part of (5.13) we have an obvious estimate that follows from (5.14) and (5.15):

\[ \prod_{k=0}^{N} \left( 1 + C^{-1/\theta} u^{(1+\theta)k} v^{2k} \right) \leq \left( 1 + C^{-1/\theta} e^\tilde{C} \left( \frac{1}{\ln(u)^{1/2}} \left( \frac{\ln(v)}{\ln(v-1)} \right) \right)^{N+1} \right). \]

Since \( u \geq 8, u = 2C^{1/\theta} v^{-1} (1 - v)^{-1} \geq v^{-1} \), and \( N \leq k_0 \), there exists a constant \( C_1 \) such that

\[ \prod_{k=0}^{\infty} \left( 1 + C^{-1/\theta} u^{(1+\theta)k} v^{2k} \right) \leq C_1 e^{\hat{C} \left( \frac{\ln(u)}{\ln(v-1)} \right)^{1/2} \left( \frac{\ln(v-1)^{1/2}}{\ln(v-1)} \right)^{1/2} + 1} \]

(5.18)

Recalling that \( v = 1 - \frac{1}{v^2(a)} \), we obtain

\[ \ln(v^{-1}) = \ln \left( 1 + \frac{1}{v^2(a) - 1} \right) \leq \frac{1}{v^2(a) - 1} \leq \frac{4}{3v^2(a)}, \quad \text{if } v(a) \geq 2. \]

We also have that

\[ \frac{\ln u}{\ln(v^{-1})} = \frac{\ln(2C^{1/\theta} v^{-1} (1 - v)^{-1})}{\ln(v^{-1})} = 1 + \frac{\ln(2C^{1/\theta} v^2(a))}{\ln \left( 1 + \frac{1}{v^2(a)-1} \right)} \]

\[ \leq \hat{C} \ln(v(a)) v^2(a), \quad \text{if } v(a) \geq 2, \]

for some constant \( \hat{C} > 0 \). Combining the above estimates with (5.18), we see that there exists a constant \( C_2 > 0 \) such that

\[ \prod_{k=0}^{\infty} \left( 1 + C^{-1/\theta} u^{(1+\theta)k} v^{2k} \right) \leq C_1 e^{C_2(v(a))^{2/\gamma} \left( \ln(v(a))^{2-\gamma} \right)^2}, \quad \text{if } v(a) \geq 2. \]

Finally, we combine this with (5.12), and the proof of Proposition 2.3 is complete.
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