Interesting Properties of Profile Data Analysis in the Understanding and Utilization of the Effects of Drugs
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Profile data is defined as data which describes the properties of an object. Omics data of a specimen is profile data because its comprehensiveness supports the idea that omics data is numeric information which reflects biological information of the specimen. In general, omics data analysis utilizes an existing body of biological knowledge, while some profile data analysis methods are independent of existing knowledge, which is suitable for uncovering unidentified aspects of a specimen of interest. The effects of a small compound, such as drugs, are multiple, and include unrecognized effects, even by the developers. To uncover such unrecognized effects, it is useful to employ profile data analysis independent of existing knowledge. In this review, we summarize what profile data is, properties of profile data analysis, and current applications of profile data in order to understand and utilize the effects of small compounds, in particular, in a recently developed method to decompose multiple effects of a drug.
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1. INTRODUCTION

One of the main advantages of macromolecular drugs is their high specificity for targets, which reduces the frequency of adverse events even their developers do not expect. In this regard, small molecular drugs are inferior to macromolecular ones, since small molecular drugs can interact with multiple cellular proteins, and such interactions have the potential to induce multiple effects and to cause adverse events. The burdens of adverse events have negative effects not only on patients, but on a wide range of related fields, such as the pharmaceutical industry—one driver of changing trends in drug discovery.1)

However, such unrecognized features of small molecular drugs may turn into an advantage: drug repurposing. For instance, memantine, an anti-influenza agent, has been revealed to act as an antagonist of the N-methyl-D-aspartate receptor, and as such could become a medication to treat dementia.2) Sodium phenylbutyrate, a drug for treating urea cycle disorder, was recently reported to improve the symptoms of benign recurrent intrahepatic cholestasis type 2.3) Such expansion of medication roles utilizes the unrecognized aspects of small molecular drugs, a feature nearly impossible with macromolecular drugs.

In the last two decades, the research environment surrounding the life sciences has greatly changed. A data-driven approach was born, providing a counterpart to the more conventional hypothesis-driven approach based on the existing body of knowledge, and is rapidly growing in parallel with technological innovations in data acquisition methods and computer power. Moreover, recent developments in the machine learning field are astonishing. Combined with digitalization (not just digitization, which means the process of converting something into digits), we are in the midst of the fourth industrial revolution.4,5)

A data-driven approach is suitable for the investigation of unknown things because it is neither biased nor restricted by existing knowledge. Among a host of analysis concepts and methods, we have recently devised a novel profile data analysis method, orthogonal linear separation analysis (OLSA), and have developed a new conceptual decomposition framework for understanding multiple effects of a drug in order to deepen our understanding of drugs.6) Here, we intentionally employed terminology profile data analysis instead of omics data analysis, although our methodology deals mainly with transcriptome data. In many cases, word profile data is regarded as a synonym of omics data, and the analysis methods dealing with omics data are regarded as omics data analysis. However, we consider that the concept behind the analysis methods employed in some newer studies, such as the OLSA and connectivity map (CMap), slightly differ from those of other well-used methods in omics analysis, such as pathway analysis and gene ontology (GO) analysis, which generate ambiguity in the word profile data analysis.7) In order to achieve high performance and specificity using these data analysis methods, it is indispensable to precisely understand the concept of the methodology of interest, and to design appropriate experiments for it.

Thus, our motivation in writing this review article is as follows: (1) to clarify any ambiguity in word profile data analysis by verbalization of the concepts behind the analysis method, and (2) to introduce profile data analysis in order to understand small compounds. This review begins with consideration of the meaning of the word profile data, followed by explanations of the framework of profile data analysis. The fourth and fifth sections introduce examples of profile data analysis methods employed in the understanding and utilization of the effects of drugs. In the sixth section, we discuss the methods for generating biological profile data, and finally, summarize the topics.
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2. CLARIFICATION OF AMBIGUITY IN WORDS: PROFILE DATA ANALYSIS

First, we clarify what profile data is: profile data is multivariate data that describes an object. The definition of a word profile seems to be ambiguous, not only in the life sciences but also in general. Oxford Learner's Dictionaries, for instance, tells us the meaning of ‘profile’ is a description of somebody/something that gives useful information (https://www.oxfordlearnersdictionaries.com/); this does not give us clear understanding of the word. By contrast, the definition of ‘profiling’ offers relatively abundant information: the act of collecting useful information about somebody/something so that you can give a description of them or it. Based on these, we can understand that a profile is a description of an object composed of multiple data points, and profile data is this multivariate data. For example, gathered information about a criminal, such as height, sex, and hair color, and transcriptome data of liver dissected from a gene X knockout mouse, are multivariate data that describe the criminal and the mouse liver, respectively. It is an important property of profile data that it has not only values of each variate but also the relationship between them (intra-sample relationship); one variate alone is often of less meaning. It is not likely that tips about the height of a criminal alone greatly aids a criminal investigation, or the expression level of a gene deepens the understanding of the molecular mechanism working in the specimen, although it depends on the situation.

Considering the definition and the properties of profile data, profile data analysis is a method that deals with a data set composed of several profile data, employs both the intra- and inter-sample relationship (data structure, in other words,) and obtains knowledge about the specimen of interest (Fig. 1). Imagine that an existing drug A causes an increase of
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genes $a$ and $b$, and a decrease of gene $c$, while another drug B increases genes $a$ and $c$, but decreases $b$. In this situation, when a new drug X causes an increase in genes $a$ and $b$, and a decrease of gene $c$, in this case, we intuitively estimate $X$ is of similar effect to that of $A$. Notably, this estimation does not depend on what $a$, $b$, and $c$ are. Instead, it employs the intra-sample relationship between the variates $a$, $b$, and $c$ of each profile data, and the inter-sample relationship of the intra-sample relationship across the specimens. Therefore, one of the advantages of profile data analysis is its robustness against variate variation or absence. Although it is difficult to imagine the advantage in the above example, it turns out to be relatively easy to estimate the effects of drug X by using microarray data (approx. 10000 genes, in general cases) of cells treated with 30 drugs. In this situation, missing the data of 1000 genes would not affect the conclusion of which drug was similar to X, because the data structure would not be affected by those missing.

3. FRAMEWORK OF PROFILE DATA ANALYSIS

Profile data analysis is composed of three sequential processes: (1) data acquisition, (2) data analysis, and (3) interpretation of the output (Fig. 2). Extracting the biological information of a specimen without any bias would enable us to obtain profile data that could handle whole information, including unidentified relationships. The approach which employs omics data as profile data is one solution to this difficult request with regard to bias derived from an existing body of knowledge in biological knowledge, which restricts the scopes of analysis. For now, the outcomes of these methods are restricted to what we know so far, although they are incredibly powerful methods in understanding what happens in the specimen of interest. We have skipped detailed explanations of each method here because it is beyond the focus of this review, and excellent articles addressing these exist elsewhere.8–10)

On the other hand, there are profile data analysis methods that handle omics data but do not depend on existing bodies of biological knowledge. This type of profile data analysis is similar to that of the above well-known omics data analyses. The sole difference, with regard to existing knowledge independence, generates relatively large differences in profile properties. Due to the existing knowledge independence of this data analysis process, such profile data analysis has the advantage of potentially discovering novel findings. For instance, because it utilizes whole information, rather than existing knowledge only, these analysis outcomes could include unidentified biological phenomena, and even uncharacterized biological phenomena in the analysis process, both of which are suitable properties for novel findings. After analysis, interpretation of these analysis outcomes can be achieved by further biological knowledge, and unexplained outcomes are expected to produce novel findings.

How do profile data analyses, independent from biological knowledge, achieve these favorable properties? There are mainly two approaches. One utilizes mathematical hypotheses to interpret data structure. One such method is OLSA, which assumes that biological responses to small compounds can be explained by a linear combination of more basic responses to some extent.6) Network analysis used in many transcriptome data analyses employs mathematical hypotheses based on complex networks as well.11–14) Another approach employs
different data sets derived from different sources of a specimen of interest, including unidentified biological phenomena. One of the best examples of the former type is CMap, which employs the transcriptome data of cells treated with more than 1000 small compounds and compares them with profile data of interest.\footnote{7} However, to conduct this kind of profile data analysis, it is indispensable to prepare a profile data set that is appropriately acquired and processed, and satisfies the prerequisite of the analysis. Particularly, omics data is influenced by many undesirable variable factors such as differences in study centers, handlers, and instruments. These potential variants in batch effects should be taken into consideration, because they greatly affect the data structure of a profile data set.\footnote{15} To address this variability, there exist many normalization methods, such as quantile normalization, robust z normalization, and ranking conversion, combat, and Surrogate Variable Analysis (SVA).\footnote{16–18}

4. DECOMPOSITION OF MULTIPLE EFFECTS OF A DRUG: ORTHOGONAL LINEAR SEPARATION ANALYSIS

Profile data analysis can be a powerful tool in understanding a specimen of interest. We introduce one of the popular fields for these applications: the understanding and utilization of small compounds, including drugs, focusing on profile data analysis independent of biological knowledge. The basic concept of this application is that the biological responses of cells treated with a small compound reflect the profile of the chemical. Thus, the profile data of a chemical is the omics data of cells treated with the chemical. In this section, we introduce OLSA as one example of such applications for the understanding and utilization of drug effects (Fig. 3).

Recent success in drug repositioning indicates that small compounds, such as drugs, have unrecognized effects, even by the developers, and these effects are not single but multiple. However, we usually recognize only the main strong effect; the weak minor effects are often missed. Understanding such minor effects is expected to contribute to drug discovery, for example, avoiding toxicity and expanding the chemical space of a drug based on structure development, with a focus on effects. To this end, we invented a simple approach to decompose and understand the multiple effects of a chemical by applying unsupervised matrix decomposition to a profile data set, composed of the values reflecting chemical effects, assuming that the obtained mathematical structure preserves the original biological meanings.\footnote{6} OLSA does not require biological knowledge, since it is unsupervised. Here, unsupervised means analysis that does not utilize any pre-defined labels, whereas a supervised method requires such labels.

There are many kinds of unsupervised matrix decomposition methods.\footnote{19,20} Among these, we have selected the factor analysis principal component method because the outcomes of its analysis are relatively easy to interpret, due to its linear property approach. Because most biological phenomena are considered to be non-linear processes, in general, it is difficult to grasp where the outcomes of machine learning would be derived, which thus reduces the chance to utilize existing bodies of biological knowledge and human wisdom.\footnote{21} The efficiency of confirmation studies decreases without clear annotation by biological knowledge, even though the multiple effects of a target compound are decomposed. We have simplified conventional factor analysis by adding the mirror data set of the examined data set. Here, a mirror data set is a set of data

Fig. 3. Flow of Orthogonal Linear Separation Analysis

Graphic explanation of flow of OLSA. Profile data of a target compound is generated by omics analysis of cells treated with the compound of interest. Then, the data is decomposed with OLSA. Each decomposed effect is represented as a vector composed of multiple variates, such as genes in the case of transcriptome profile data. Coefficients of vectors in linear combination correspond to the strength of the decomposed effects. (Color figure can be accessed in the online version.)
points symmetrical to the original data set with regard to the origin. One concern in utilizing factor analysis is that the centroid in the novel coordinate space has no biological meaning, and varies among data sets, which means that the obtained factors in such a situation may not correspond to consistent biological meanings. However, mirror data enables us to mathematically approximate the novel coordinate space centroid to the origin of the original data space; this procedure assumes that antagonism exists when a biological response occurs, which biologically agrees with a situation in handling and developing drugs. Utilization of normalized data also gives the equivalent result mathematically, but the biological meaning of the procedure is difficult to determine. Note that OLSA does not employ outlier samples with regard to total strength of variates in preparation of the mirror data set, because biological reversibility cannot be assumed in such samples.

OLSA outcomes are a linear combination of the decomposed effects, each of which is a column vector of variables, such as genes. Coefficients of the vectors reflect the strength of each decomposed effect. For instance, in applying OLSA to a profile data set obtained from CMap, we were able to detect biologically consistent outcomes, such as a decomposed effect, which exhibits high positive scores in estrogens and high negative (opposite) scores in anti-estrogens. Based on outcomes, the autophagy inducibility of some small compounds was experimentally confirmed. These results indicate that OLSA has the potential to uncover unidentified aspects of small compounds. We are currently working on the detection of latent toxicity of drugs, and understanding multiple effects of a natural product (data not shown).

5. OTHER APPLICATIONS OF PROFILE DATA ANALYSIS IN THE UNDERSTANDING AND UTILIZATION OF DRUG EFFECTS

In this section, we introduce other applications for the understanding and utilization of drug effects. The first useful application is understanding a target compound with unknown effects simply by comparing its profile data with compounds with known effects. This is the simplest application, but powerful nevertheless. Imagine we have a profile data set composed of well-characterized compounds A, B, and C, and unknown compound X, which shows a similar profile to that of A. Compound X is estimated to have similar effects to those annotated with compound A. Because there are several available similarity measures, such as cosine distance, Euclidian distance, and Mahalanobis’ distance, relatively similar outcomes can be obtained in many cases, and calculation itself is easy.

This approach works particularly well in uncovering the effects of natural compounds because it can estimate the effects without speculating a possible effect, after which we can establish an evaluation system, and then run experiments, one by one.

The second application takes a more data-driven approach, employing the reversed data of the profile data of a specimen of interest, which assumes that a compound which reverses the profile data has an antagonizing effect against the specimen’s phenotype. In fact, using CMap, the profile data of estrogens has been shown to be similar to the reversed profile data of estrogen antagonists. One of the sophisticated examples of reversed data profiling is the reprogramming of docetaxel-resistant prostate cancer. Kosaka et al. acquired transcriptome data of both docetaxel-resistant prostate cancer model cells and normal prostate cancer cells, and searched for drugs that could reverse the difference between them. Amazingly, the combined treatment of docetaxel and one of the hit drugs, Rivabirin, actually decreased the tumor volume of mice injected with docetaxel-resistant cells. Notably, this reprogramming treatment has worked well in clinical trials.

The above work implies that a chemical which reverses the profile data of a disease has potential to become a medication to treat the disease. The important thing, in the words of Dr. Horimoto (the corresponding author of the reprogramming study above), is connecting drugs and diseases with data using the 1:many:1 relationship (Fig. 4). Data is thus employed as a common language between a compound and a disease, which are two completely different things. This kind of application is a very data-driven, innovative approach. To the best of our knowledge, Kosaka’s study is the only one to have entered clinical trials, though many studies have reported success in vivo. There are many reasons for difficulties in in vivo extrapolation, such as pharmacokinetics. Combined with progress in these areas, the reversing profile data approach will become an increasingly powerful one.

6. METHODS FOR COMPREHENSIVE DIGITIZATION OF A BIOLOGICAL SPECIMEN

Profile data subjected to the analysis methods described above should be acquired without usage of the existing body of biological knowledge. To achieve this, the important thing
is comprehensiveness, because such profile data analysis assumes that comprehensively acquired data of a specimen is numeric information that reflects the biological information of the specimen. Here, we introduce such comprehensive digitization of a biological specimen, from the point of view of profile data analysis.

Today, transcriptome data is the best choice for converting profile data of a small compound into data which can be used in research. First, in cases of the most employed transcriptome profiles, such as RNA-sequence and microarray, approximately 10000 variates, or about half of all human genes, can be obtained from any specimen; this number overwhelms those of other methods, such as metabolome and proteome analysis. Moreover, it is possible to utilize biological knowledge of the variables in the interpretation process of analyzing outcomes, since they clearly correspond to genes. It is also noteworthy that databases of transcriptomes are well established: they store amazing amounts of data (https://www.ncbi.nlm.nih.gov/gds, https://www.ebi.ac.uk/arrayexpress/). CMap, the pioneering process of profile data analysis of small compounds, employs transcriptome data obtained via a microarray platform. Recently, the next generation project of CMap was launched, termed the Library of Integrated Network-based Cellular Signatures (LINCS).30,31 LINCS employs transcriptome profile data, although with added ingenuity to achieve high-throughput data acquisition. LINCS narrows target genes by data-driven analysis of 12063 transcriptome profile data points, so that the genes ultimately selected explain sufficient biological information about a specimen. Currently, LINCS stores more than 1 million profile data of small compounds (http://www.ilincs.org/ilincs/).

On the other hand, to best of our knowledge, other well-known omics data, such as proteome and metabolome data, have not yet employed profile data describing small compounds. Some reasons for this are that the number of variates these can handle is relatively small; therefore these databases remain to be comprehensively established compared with those of transcriptome. However, the potential use for proteome and metabolome data as profile data is likely high. Differences between the layers are expected to extract different profiles of a specimen, and to increase the accuracy of its description. Considering central dogma, proteome and metabolome profile data may describe phenotypes of a specimen more sharply than transcriptome profiles do. Notably, the SWATH-MS method (sequential window acquisition of all theoretical fragment ion spectra mass spectrometry), a novel LC-MS/MS method, greatly improves the accuracy and number of observable variates, compared with those of a data-dependent acquisition method, which has been mainly employed by omics analysis using LC-MS/MS.32,33) This potential improvement in comprehensive data collection is good news for profile data analysis using proteome and metabolome data.

There exist other acquisition methods of profile data of small compounds. In 2007, Young et al. reported a profile data acquisition method based on morphological changes in cells treated with small compounds.34) Recently, Carpenter and colleagues, who belong to the Broad Institute, have invented a novel method using a similar concept, by employing cell-image-based changes detected with a high content analyzer.35,36) In another interesting example, Muroi et al. established a 2-dimensional electrophoresis (2DE)-based platform for obtaining proteome profile data of small compounds, and succeeded in determining the mode of action of a natural product.24) Recently, we have also established a 2DE-based platform that overcomes some of the classic weaknesses of 2DE, such as low handling due to a large size gel, and manual handling of image analysis.37) Although 2DE-based proteome profile data has a clear weak point, in that the annotation of each variable is difficult to determine, the attractive point is that it can detect proteome profile data composed of intact proteins without any processing such as trypsinization. Thus, with 2DE-based proteome profiling, the concept of describing a specimen with comprehensive data is not restricted to so-called omics analysis data. It may be interesting to expand the applications of this concept to clinical big data, such as spontaneous reporting system data of adverse events and receipt data.

7. CONCLUDING REMARKS

Hypothesis construction and validation creates research. However, in terms of drug discovery, these classic methods are expensive in terms of both time and cost.39) It is obvious that the existing body of biological knowledge is useful and invaluable human wisdom. Yet, what we currently know about biological phenomena is probably the tip of the iceberg. Therefore, hypotheses dependent on our existing body of biological knowledge may explain only part of the whole realm of biological phenomena. Drug discovery would remain quite arduous if we tackled it with only a hypothesis-driven approach. In drug discovery, we need to understand both the target (a disease) and its perturbation (a drug). There are currently approaches independent of our current body of biological knowledge that allow us to acquire information from both sides, disease and drug, such as omics analysis of clinical specimens, and high-throughput screenings using a chemical library, for the former and the latter, respectively.39,40) However, in current research practice, after data acquisition, each side is connected using separate biological knowledge, then the two sides are bridged, in many cases, by this biological knowledge. Compared with this, profile data analysis, such as CMap, directly connects the disease side and the drug side by utilizing data as a common language, and is thus extremely powerful. This capability may be especially effective for drug discovery to treat diseases whose mechanisms are complicated, such as atherosclerosis and diabetes. With regard to the above, low molecular weight drugs are still attractive, since they have multiple effects, although the modality tends to shift to high and medium molecular weight drugs.31) Unrecognized aspects of small compounds, even by developers, are expected to explain the characters of diseases that currently cannot be discerned by the existing body of biological knowledge, and as such, have promise as attractive tools in the life sciences field. Profile data analysis, such as OLSA, could support these kinds of applications. The important point is that each method has strengths and weaknesses. Therefore, appropriate data acquisition, data analysis, and interpretation must be done, which calls for a clear recognition of the differences among the concepts behind these analysis methods.

Along with the fourth industrial revolution, the style of life science research is changing. We expect that a combination of the conventional hypothesis-driven approach and the data-driven approach, such as profile data analysis, will synergisti-
cally promote drug discovery and the life sciences in general.
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