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Abstract

The natural gradient method has been used effectively in conjugate Gaussian process models, but the non-conjugate case has been largely unexplored. We examine how natural gradients can be used in non-conjugate stochastic settings, together with hyperparameter learning. We conclude that the natural gradient can significantly improve performance in terms of wall-clock time. For ill-conditioned posteriors the benefit of the natural gradient method is especially pronounced, and we demonstrate a practical setting where ordinary gradients are unusable. We show how natural gradients can be computed efficiently and automatically in any parameterization, using automatic differentiation. Our code is integrated into the GPflow package.

1 Introduction

Minimizing the Kullback-Leibler (KL) divergence between an unknown and a tractable parametric distribution is the central task of variational inference. In the non-conjugate case, the prevalent approach is to optimize the objective using (stochastic) gradient descent or variants. Gradient descent based methods require careful tuning to work effectively and are prone to poor convergence when the Hessian at the solution is ill-conditioned (Boyd and Vandenberghe [2004]). Ill-conditioning is a problem especially encountered in kernel methods (Ma and Belkin [2017]). A further problem is that the step size is not dimensionless but its units are in the square of the parameters. The appropriate step size is tightly coupled with the parameterization, and no best step size can exist for all problems.

The ordinary gradient turns out to be an unnatural direction to follow for variational inference since we are optimizing a distribution, rather than a set of parameters directly. One way to define the gradient is the direction that achieves maximum change subject to a perturbation within a small Euclidean ball. To see why the Euclidean distance is an unnatural metric for probability distributions, consider the two Gaussians \( \mathcal{N}(0,0.1) \) and \( \mathcal{N}(0,0.2) \), compared to \( \mathcal{N}(0,1000.1) \) and \( \mathcal{N}(0,1000.2) \). The former pair are different and the latter similar, yet in Euclidean distance they are equally far apart in the mean and variance. Using the precision in place of the variance gives the opposite result, yet the distributions are unchanged. There is a fundamental mismatch between the ordinary gradient and the objective function: the gradient is dependent on...
parameterization whereas the objective function is not.

Fortunately there is a way to solve the disparity: the natural gradient. The natural gradient can be defined as the direction that achieves maximum change in KL divergence. It is well known that paths following the natural gradient are invariant to reparameterization (see e.g., Martens, 2014), and that the natural gradient direction is the ordinary gradient rescaled by the inverse Fisher information matrix (Amari, 1998). Fig. 1 shows a two parameter example comparing the natural gradient to the ordinary gradient. In this case we see that the natural gradient points in a better direction than the ordinary gradient, and also has an appropriate scale.

To investigate whether the advantages suggested by Fig. 1 hold in practice, we consider several aspects in turn. We begin by comparing the different gradients across several different parameterizations (§5.1). To achieve this we first demonstrate how natural gradients can be calculated efficiently and without any cumbersome derivations. Through empirical investigation we show that the natural gradient is indeed a more effective direction to follow in all parameterizations, and also that there is an appropriate step size to use after an initial phase. Using these insights we propose a gradient descent algorithm for the common situation where the data, leading to stochastic gradients (§ 5.2). We then extend the approach to hyperparameter optimization using a double loop algorithm that outperforms optimisation approaches. We then define natural gradients and show how they take a simple form for the exponential family.

Below we summarise our contributions:

- We compare natural gradients to other state-of-the-art techniques in non-conjugate problems, explicitly comparing the influence of different parameterizations and step size on performance.
- We show how natural gradients in the exponential family can be computed efficiently and automatically in any parameterization, using automatic differentiation.
- We show that natural gradients can be used in conjunction with hyperparameter learning in the stochastic setting.
- We highlight a situation where the current approaches fail due to ill-conditioning, and show that natural gradients can solve this problem.
- We provide an implementation of our methods within the GPflow (Matthews et al., 2017) package.

## 2 Background

In this section we introduce the relevant background on the exponential family, variational inference, and optimisation approaches. We then define natural gradients and show how they take a simple form for the exponential family.

### 2.1 Preliminaries

We consider the problem of performing inference in a model of the form

$$ p(y, u) = \prod_{n=1}^{N} p(y_n|u) p(u), \quad (1) $$

where \( y_n \) are observed and \( u \) unobserved. Both the prior and likelihood may additionally depend on hyperparameters, but we have omitted these from the notation to reduce clutter. We assume that exact inference in (1) is intractable and make use of an approximate posterior \( q(u; \theta) \) in the exponential family. The exponential family is defined as

$$ \log q(u; \theta) = \log h(u) + \theta^\top t(u) - A(\theta), \quad (2) $$

where \( t(u) \) is the sufficient statistics vector, \( A(\theta) \) is the log normalizing constant and \( h(\cdot) \) is a base measure. The parameterization used in (2) is known as the natural parameterization and \( \theta \) are the natural parameters. We can instead use an alternative smooth invertible parameterization \( \xi \equiv \xi(\theta) \). We denote transformation between parameterizations through overloading notation, e.g., the inverse mapping back to the natural parameterization is \( \theta(\xi) \), and we also abbreviate \( q(u; \theta(\xi)) \) as \( q(u; \xi) \). A parameterization of particular interest, known as the expectation parameterization, is defined as \( \eta \equiv E_q(u|\theta)t(u) \). An important property of the exponential family is that the gradient of the log normalizer is equal to the expectation parameter: \( \nabla_\theta A(\theta) = \eta^\top \). This can be readily identified from differentiating (2) with respect to \( \theta \) and taking expectations.

Differentiating (2) again, it follows that the Hessian of the log density is a Jacobian:

$$ \nabla_\theta^2 \log q(u; \theta) = -\frac{\partial \eta}{\partial \theta}. \quad (3) $$

Variational inference proceeds by minimizing the KL divergence from \( q(u; \xi) \) to the intractable posterior \( p(u|y) \), or equivalently maximizing the evidence lower bound (ELBO):

$$ \mathcal{L}(\xi) = \mathbb{E}_{q(u;\xi)} \sum_{n=1}^{N} \log p(y_n|u) - \text{KL}[q(u; \xi)||p(u)]. \quad (4) $$

1 Differentiating (2): \( \nabla_\theta \log q(u; \theta) = t(u)^\top - \nabla_\theta A(\theta) \). Taking expectations: \( \mathbb{E}_{q(u;\xi)} \nabla_\theta \log q(u; \theta) = \eta^\top - \nabla_\theta A(\theta) \). The score has expectation zero, so the result follows.
Our fundamental problem is to minimize \(-\mathcal{L}(\xi)\). All the approaches we consider find a sequence of parameters \(\{\xi_t\}_{t=0}^T\) using the iterative update

\[
\xi_{t+1} = \xi_t - \gamma_t \mathbf{P}_t^{-1} \mathbf{g}_t, \quad \mathbf{g}_t = \nabla_{\xi} \mathcal{L}(\xi_t; \xi). \tag{5}
\]

where \(\gamma_t\) denotes the step size and \(\mathbf{P}_t^{-1} \mathbf{g}_t\) the direction.

2.2 Optimization approaches

Gradient descent (GD). The simplest approach, known as gradient descent, is to set \(\mathbf{P}\) to the identity matrix. The step size can be fixed, decayed, or found by a line search on each iteration.

Adam. A more sophisticated approach is to use a diagonal matrix for \(\mathbf{P}\), with diagonal elements given by \((\sqrt{v_i} + \epsilon)^{-1} m_i\), where \(m_i\) and \(v_i\) are the bias corrected exponential moving averages of \(|\mathbf{g}_i|\) and \((|\mathbf{g}_i|)^2\). This approach is called Adam (Kingma and Ba, 2015).

LBFGS. One way of interpreting the update (5) is to identify the term \(\mathbf{P}_t^{-1} \mathbf{g}_t\) as a minimizer of the local quadratic approximation \(\mathcal{L}(\xi_t + \delta) \approx \mathcal{L}(\xi_t) + \mathbf{g}_t^\top \delta + \frac{1}{2} \delta^\top \mathbf{P}_t \delta\). Under this interpretation, a natural choice for \(\mathbf{P}\) is the Hessian so that the quadratic approximation coincides with the second order Taylor expansion. This is known as Newton’s method. Due to the large computational expense of calculating and inverting the Hessian, low rank approximations are used. LBFGS (Byrd et al., 1995) is a popular choice. This algorithm cannot be used in the stochastic setting as finite difference calculations are not robust to noise.

Natural gradient descent (NGD). Another way of interpreting the update (5) is to use the fact that the direction of steepest descent with respect to a norm \(|\delta|_A = \delta^\top A \delta\) is given by \(A^{-1} \nabla_{\xi} \mathcal{L}(\xi)\). Identifying \(\mathbf{P}\) with \(A\), the update (5) corresponds to the steepest descent with respect to the norm induced by the matrix \(\mathbf{P}\). Gradient descent (where \(\mathbf{P}\) is the identity and the induced metric is Euclidean) can therefore be seen as moving in the direction that maximizes the change in objective with respect to the euclidean norm of the parameters. The Euclidean norm is an unnatural way to compare two parameter vectors if the parameters correspond to distributions, however. If instead we consider the KL divergence between two distributions and take the small perturbation limit, we obtain \(\text{KL}(q(\mathbf{u}; \xi), q(\mathbf{u}; \xi + \delta)) = \frac{1}{2} \delta^\top \left[ \mathbb{E}_{q(\mathbf{u}; \xi)} \nabla_{\xi} \log q(\mathbf{u}; \xi) \right] \delta + O(||\delta||^3)\). Therefore, in a sufficiently small neighbourhood the KL divergence induces a quadratic norm with curvature given by the expected Hessian of the log density. This matrix is known as the Fisher information \(\mathbf{F}_\xi\),

\[
\mathbf{F}_\xi = -\mathbb{E}_{q(\mathbf{u}; \xi)} \nabla_{\xi}^2 \log q(\mathbf{u}; \xi). \tag{6}
\]

The direction of steepest descent with respect to this norm is called the natural gradient \(\nabla_\xi \mathcal{L}\), given by the gradient scaled by the inverse Fisher information: \(\nabla_\xi \mathcal{L} = (\nabla_\xi \mathcal{L}) \mathbf{F}_\xi^{-1}\) (Amari, 1998).

For the exponential family the Fisher information takes a particularly simple form in the natural parameters. Using (3) we have that \(\mathbf{F}_\theta = \frac{\eta}{\eta^2}\). Using the chain rule, we see that the natural gradient in the natural parameters is given by \(\nabla_\theta \mathcal{L} = \frac{\partial \mathcal{L}}{\partial \eta} \frac{\partial \eta}{\partial \theta}\). This expression was used by Hensman et al. (2013) to compute natural gradients in the conjugate case.

To find the natural gradients in some other parameterization we can use the chain rule to obtain

\[
\mathbf{F}_\xi = \left( \frac{\partial \theta}{\partial \xi} \right)^\top \frac{\partial \eta}{\partial \theta} \frac{\partial \eta}{\partial \xi} \frac{\partial \mathcal{L}}{\partial \eta}. \tag{7}
\]

This expression was used directly in Malagò and Pistone (2015) and (Sim et al., 2009) in a certain parameterization of the Gaussian. The calculation is extremely cumbersome and requires a careful recursive implementation. In the next section we show how to compute the natural gradient efficiently and automatically.

3 Efficient computation

Since all the parameterizations are invertible (and the inverse of the Jacobian is the Jacobian of the inverse), we have

\[
\nabla_\xi \mathcal{L} = \frac{\partial \mathcal{L}}{\partial \xi} = \left( \frac{\partial \xi}{\partial \eta} \frac{\partial \eta}{\partial \mathcal{L}} \right)^{-1} \frac{\partial \mathcal{L}}{\partial \xi}. \tag{8}
\]

Applying the chain rule and transposing, we obtain

\[
\nabla_\xi^\top \mathcal{L} = \frac{\partial \xi}{\partial \theta} \frac{\partial \mathcal{L}}{\partial \theta}. \tag{9}
\]

We recognise (10) as a Jacobian-vector product, which is exactly what is computed in forward-mode differentiation. Forward-mode automatic differentiation libraries are perhaps less common than reverse-mode, but fortunately there is an elegant way to achieve forward-mode automatic differentiation using reverse-mode differentiation twice (Townsend et al., 2017). See the supplementary material for details on this trick. Importantly, this
indirect computation only costs negligibly more than the forward pass \( \xi(\theta) \). The extra computation comes from the parameter conversion between \( \theta \) and \( \xi \), which is \( O(M^3) \) for the (full rank) Gaussian for the six parameterizations we consider in the next section, where \( M \) is the dimension of \( u \). Note that direct inversion of the Fisher information for the Gaussian would be cubic in the number of parameters, i.e., \( O((M + M^2)^3) \). In practice, we find this increases the computation relative to the ordinary gradient by a factor of about 1.5. We emphasize that this approach requires no more code than the parameter transformation, so new parameterizations can be easily investigated.

4 Specific application: Sparse Gaussian processes

What we have described so far applies to any model and any exponential family variational posterior. We now present a specific example: a sparse Gaussian process (GP) model with a Gaussian variational posterior. For a comprehensive overview see [Matthews et al., 2016].

The model takes the form of \( \mathbf{y} \). Each \( y_i \) is associated with a \( D \)-dimensional input \( x_i \in \mathbb{R}^D \). We place a GP prior on the unobserved variables \( f(x_i) \),

\[
  f(\cdot) \sim \mathcal{GP}(\mu, k),
\]

where \( \mu \) and \( k \) are mean and covariance functions. That is, any collection of function values \( f(x_1), \ldots, f(x_N) \) are jointly Gaussian with mean \( \mu(x_i) \) and covariance \( k(x_i, x_j) \), for \( i, j = 1, \ldots, N \). Inference in this model scales cubically in \( N \), and is intractable when the likelihood is not Gaussian, so we proceed with variational inference. We choose a Gaussian process for the posterior with the special property that it matches the prior conditioned on a number of inducing points \( u = [f(x_i)]_{i=1}^M \). We use a directly parameterized Gaussian for \( q(u) \). The posterior leads to the bound,

\[
  \mathcal{L} = \mathbb{E}_{q(u)} \sum_{i=1}^N \log \tilde{p}(y_i | u) - KL[q(u) || p(u)],
\]

where \( \log \tilde{p}(y_i | u) = \mathbb{E}_{q(f_i | u)} \log p(y_i | f_i) \). Since both expectations are over Gaussians they combine to a single expectation with mean and variance available in closed form. The univariate expectation of the likelihood can be found with Gauss-Hermite quadrature, or exactly in some cases. The bound (12) can be evaluated stochastically by evaluating a random subset of terms in the sum and scaling the KL term appropriately.

Parameterizations of the Gaussian. We now present the different parameterizations we will use of the Gaussian variational distribution \( q(u) \). The Gaussian is a member of the exponential family with the sufficient statistic vector given by \( t(u) = [u, \text{vec}(uu^\top)] \), so that \( \theta^\top t(u) = u^\top \theta_1 + u^\top \Theta_2 u \), where \( \theta_1 \) is the first \( D \) elements of \( \theta \), and \( \Theta_2 \) are remaining elements reshaped to a square matrix. We refer to this as the *unpacked form*. A common parameterization of the Gaussian is in terms of the mean (\( \mathbf{m} \)) and variance (\( \mathbf{S} \)). The unpacked natural parameters are given by \( \mathbf{S}^{-1} \mathbf{m}, -\frac{1}{2} \mathbf{S}^{-1} \) and the expectation parameters by \( \mathbf{m}, \mathbf{S} + \mathbf{m} \mathbf{m}^\top \). Converting between these parameterizations is straightforward and has complexity \( O(M^3) \).

We consider six parameterizations of the Gaussian. Perhaps the most commonly used in variational inference (e.g., [Dai et al., 2015] [Challis and Barber, 2011]) is the mean and square root of the covariance: \( \mathbf{m}, \mathbf{L} \), with \( \mathbf{L} = \mathbf{S} \). We refer to this as the *mean/var-sqrt* parameterization. Another way to constrain the covariance to be positive definite is to use the matrix log of the covariance (e.g., [Glashachers et al., 2010] \( \mathbf{m}, \mathbf{L} \), with \( \exp(\mathbf{L}) = \mathbf{S} \), where \( \exp \) here is the matrix exponential (the *mean/var-log* parameterization). We use additionally the unconstrained mean and variance parameters \( \mathbf{m}, \mathbf{S} \) (the *mean/var* parameterization) and the unconstrained natural parameters \( \theta_1, \Theta_2 \) (the *natural* parameterization). For completeness we also constrain the natural parameters via the square root and log transformations. Since \( \Theta_2 \) is negative definite we use \( \theta_1, \mathbf{L} \) with \( \mathbf{L} = -\Theta_2 \) (the *natural-sqrt* parameterization), and, finally, \( \theta_1, \mathbf{L} \) with \( \exp(\mathbf{L}) = -\Theta_2 \) (the *natural-log* parameterization).

5 Natural gradients in practice

In this section we investigate NGD for large step sizes. We aim to provide evidence to answer the following:

1. Is the natural gradient a good direction, irrespective of step size?
2. Can we easily choose an effective step size?
3. Are natural gradients useful when combined with hyperparameter optimization?

We use a running example of three common datasets with different likelihoods: energy efficiency (ENERGY, \( N = 784, D = 8 \)) with a Gaussian likelihood, boston housing (BOSTON, \( N = 506, D = 14 \)) with a student-t likelihood, and pima Indians diabetes (PIMA, \( N = 784, D = 8 \)) with a Bernoulli likelihood. We use 100 inducing points initialized with k-means and the Matern \((\nu = 3/2) \) kernel. Details of hyperparameters and data preprocessing are in the supplementary material.

5.1 Deterministic case

To investigate the quality of direction, we apply NGD, GD and Adam each with a line search to find the \( \gamma \)
that achieves maximum value of the objective at each step. We run an exhaustive search for $\gamma$ using the Brent (Brent, 1971) method until convergence. We compare also to LBFGS which includes a line search. Plots are shown in the supplementary material for experiments using five splits of 90% for each of the six parameterizations defined in §4. Fig. 2 shows a representative split with the mean/var-sqrt and natural parameterizations. For the case of the Gaussian likelihood we observe the optimal solution is found in a single step of $\gamma = 1$, as shown in Hensman et al. (2013). For the other parameterizations the initial natural gradient step size is a small value that is parameterization and likelihood dependent, but then increases to $\gamma = 1$. Once the step size has increased to near $\gamma = 1$ we observe extremely rapid convergence.

The natural gradient direction achieves faster convergence for all likelihoods and parameterizations (see supplementary material for the other 4 parameterizations). For all different parameterizations and likelihoods we see that the best step size for the natural gradient increases to $\gamma = 1$. This is in contrast to the ordinary gradient where the step size differs between likelihoods and generally needs to decrease as optimization progresses. For Adam the direction is elementwise rescaled and a value close to 0.1 seems appropriate for the constrained parameterizations, but for the unconstrained parameterizations Adam cannot make good progress.

In summary we have provided evidence that the natural gradient is indeed a better direction, and increasing the step size to $\gamma = 1$ is appropriate for fast convergence. We see also that the best combination of optimization method and parameterization is natural for NGD and mean/var-sqrt for GD and Adam. We will use these combinations for all subsequent experiments.

5.2 Stochastic natural gradients

We next consider the stochastic case where a line search is not possible. We introduce stochasticity by subsampling the data into minibatches of size 256. To find a reasonable $\gamma$ for the Adam and GD methods we performed a search over $(10^{-k})_{k=0}^{6}$. We used the largest rate that remained stable.

We now consider a strategy for $\gamma$. Our line search experiments suggest that $\gamma$ should be gradually increased to some fixed value $\gamma \approx 1$. We therefore propose a simple schedule for NGD: (i) log-linearly increase $\gamma$ from $\gamma_{\text{initial}}$ to $\gamma_{\text{final}}$ over $K$ iterations; (ii) set $\gamma = \gamma_{\text{final}}$ for the remaining iterations. For the ENERGY, BOSTON and PIMA datasets we found that $\gamma_{\text{initial}} = 10^{-4}$, $\gamma_{\text{final}} = 10^{-1}$ and $K = 5$ were suitable values.

Fig. 3 shows the optimization of the ENERGY, BOSTON and PIMA datasets against wall-clock time with GD, Adam and NGD. We observe that NGD improves on Adam and GD after about $3 \times 10^{-4}$ seconds (about 3
Figure 3: Stochastic optimization of the lower bound for fixed hyperparameters. The batch size is 256 and 5000 iterations are shown for five splits.

Figure 4: Joint optimization of the hyperparameters and the variational distribution. For natural gradients, a step of NGD on the variational parameters is alternated with a step of Adam on the hyperparameters. For Adam and GD the variational and hyperparameters are optimized together in a single objective. The batch size is 256 and 5000 iterations are shown for five splits.

Figure 5: Optimization of the NAVAL dataset ($N = 11K, D = 16$), with three different likelihoods. The ill-conditioning of the variational distributions renders the optimization using ordinary gradients extremely difficult, even given a large number of iterations and different values for the Adam learning rate. The batch size is 256 and 5000 iterations are shown for a single split.
iterations). The advantages we see in the deterministic case appear to be realised in the stochastic setting.

5.3 Hyperparameters

An advantage of variational inference is that the ELBO can be optimized with respect to hyperparameters (we include also the inducing point inputs \( \{ z_i \}_{i=1}^M \)) as a proxy for the true marginal likelihood. Note that this is biased as the slack in the bound may depend on hyperparameter settings (Turner and Sahani [2011]). Nevertheless, it has been found to work well in practice, so a prevalent approach is to optimize the hyperparameters and variational parameters together in a single objective. We cannot use natural gradients directly for the hyperparameters as we do not have a probability distribution for them. Instead, we use an alternating scheme where we perform a step of Adam on the hyperparameters (with step size \( \gamma_{\text{Adam}} \)), followed by a step of NGD on the variational parameters (with step size \( \gamma \)). We refer to this hybrid method as NGD+Adam and apply this approach to the same three datasets, using the same schedule for \( \gamma \) as before. We compare to optimizing the variational distribution and hyperparameters in a single objective using Adam and GD.

Fig. 1 shows the results of stochastic optimization of the variational distribution together with hyperparameters. We see that NGD+Adam outperforms the other three methods in terms of wall-clock time.

5.4 When natural gradients are essential

In this section we present a practical situation where natural gradients are essential. The previous experiments demonstrated settings where all approaches could find the same solution in a reasonable time. This is not always the case, however, and we present a setting where the natural gradient approach can find a better solution than any method using ordinary gradient.

In ill-conditioned settings ordinary gradients suffer from instability (Sun et al., 2009) and slow convergence. As the natural gradient is invariant to parameterization, NGD is not adversely affected by issues of conditioning. We consider the commonly used naval dataset, which has target values uniformly distributed in 51 increments between 0.95 and 1. We use this dataset with three different likelihoods: a Gaussian likelihood (rescaling the values to zero mean and unit variance), a single-parameter Beta likelihood (rescaling to \([0, 1]\)) and an ordinal likelihood (rescaling to \(0, 1, \ldots, 50\)) (Chu and Ghahramani, 2005), with bins uniformly spaced between -2 and 2. For NGD+Adam use a schedule with \(\gamma_{\text{initial}} = 10^{-4}, \gamma_{\text{final}} = 10^{-1}\) and \(K = 40\). We compare to the optimization of the lower bound with respect to hyperparameters and variational parameters using NGD+Adam and Adam.

Fig. 3 shows the optimization progress in terms of test log-likelihood after a large number of iterations. Note that ordinary gradient with Adam cannot achieve the optimal value, even after many iterations and with different step sizes.

5.5 Further Results

In this section we apply NGD+Adam to 4 larger datasets from UCI corpus, using a student-t likelihood, and also the MNIST for multiclass classification. In both settings we find that natural gradients either find the optimal solution more quickly, or enable a solution to be found that cannot be obtained using ordinary gradients alone.

Fig. 6 shows the optimization in the UCI datasets with student-t likelihood, using a minibatch size of 256 and with the same schedule for \( \gamma \) as in the NAVAL experiment. For the KIN8NM, POWER and YEAR datasets we observe significant improvement over Adam.

Fig. 7 shows the result of MNIST multiclass classification using the standard train/test split and a batch size of 1024. The schedule for \( \gamma \) increases log-linearly from \(10^{-6}\) to 0.02 over 2000 iterations. We see that the natural gradient approach outperforms Adam in terms of test loglikelihood.

6 Related work

The first use of natural gradients for variational inference goes back to Sato [2001], where it was shown that for an exponential family conditionally conjugate model (i.e., a model where classical fixed point variational updates can be derived in closed form), the NGD corresponds exactly to the fixed point variational update if \( \gamma = 1 \). This observation leads to an online version of the fixed point algorithm. This idea was made more explicit in (Hoffman et al., 2013), where it was termed stochastic variational inference and applied to a range of problems. The first example of natural gradients used in the non-conjugate case with Gaussian variational distribution can be found in (Honkela et al., 2010). In this work, natural gradients are used for the variational mean. The inverse Fisher information for the mean has a particularly simple form (it is the precision), but the expression for the covariance is much more complicated and cumbersome to derive directly.

Natural evolution strategies (NES) (Sun et al., 2009) is closely related to variational inference. In NES a fitness function is optimized in expectation under a

---

\(^3\)The usual \( \alpha, \beta \) parameters are related by \( \alpha = sm, \beta = s(1 - m) \), with \( m = \sigma(f) \) and \( s > 0 \) a hyperparameter.
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Figure 6: Optimization of hyperparameters and variational distributions for larger UCI datasets with a student-t likelihood.

Figure 7: Optimization of the hyperparameters and variational distribution for the MNIST data, with a Robust-max multiclass likelihood. We see that after the first few initial iterations NGD+Adam outperforms Adam alone.

Gaussian. This converges to a zero entropy solution, so ordinary gradients cannot feasibly be used due to the problem of ill-conditioning. Natural gradients are therefore essential for a practical algorithm. In Sun et al. [2009] the Fisher information for the mean/var-sqrt is calculated and inverted directly, which is inefficient. A similar result for the mean/var parameterization was presented in Malagò and Pistone [2015].

Recently, there have been several works employing natural gradients to approximations of non-conjugate components of a model. In the context of GPs, Khan et al. [2015, 2016] used a linearization of the non-conjugate terms and achieved impressive results. Johnson et al. [2016] use an auxiliary model to learn the approximate natural parameters with neural network likelihood, and then perform analytic updates on the conjugate approximation. Knowles and Minka [2011] use model-specific bounds to take approximate natural gradient steps in a variational message passing setting.

7 Discussion and conclusion

In all cases that we have investigated, we found that natural gradients accelerate convergence relative to methods using the ordinary gradient. In some cases the contrast is so severe that the ordinary gradient can require an unfeasibly large number of iterations to achieve the same results as the natural gradient. In practice, natural gradients are essential for finding a good solution in these situations. The drawbacks of the approach are that a schedule for $\gamma$ must be specified. The success of the method relies on $\gamma$ increasing to a reasonably large value ($\approx 0.1$) sufficiently quickly ($< 1000$ iterations). If $\gamma$ needed to be kept small for much longer, then the advantage of the natural gradient method might be lost. Using a probabilistic line search (Mahsereci and Hennig [2015]) for NGD is a promising area for future research.

We have shown that natural gradients are useful for variational inference in non-conjugate sparse Gaussian process models. Natural gradients are particularly advantageous in problems where the ordinary gradient is crippled by the parameterization-dependent ill-conditioning. Such situations exist in practice. We have shown that natural gradients can be computed efficiently and with minimal effort using modern automatic differentiation techniques, and can be combined with modern optimizers such as Adam for hyperparameter learning. We compared six likelihoods and nine benchmark datasets, and found the natural gradient provided improvement in all cases.
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