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Abstract

This study delves into semi-supervised object detection (SSOD) to improve detector performance with additional unlabeled data. State-of-the-art SSOD performance has been achieved recently by self-training, in which training supervision consists of ground truths and pseudo-labels. In current studies, we observe that class imbalance in SSOD severely impedes the effectiveness of self-training. To address the class imbalance, we propose adaptive class-rebalancing self-training (ACRST) with a novel memory module called CropBank. ACRST adaptively rebalances the training data with foreground instances extracted from the CropBank, thereby alleviating the class imbalance. Owing to the high complexity of detection tasks, we observe that both self-training and data-rebalancing suffer from noisy pseudo-labels in SSOD. Therefore, we propose a novel two-stage filtering algorithm to generate accurate pseudo-labels. Our method achieves satisfactory improvements on MS-COCO and VOC benchmarks. When using only 1% labeled data in MS-COCO, our method achieves 17.02 mAP improvement over supervised baselines, and 5.32 mAP improvement compared with state-of-the-art methods.

Introduction

Object detection to classify and localize objects in the image is one of the most important research topics in computer vision. In recent years, significant progress has been witnessed in deep-learning-based object detection. The majority of the existing studies follow a fully supervised setting and heavily rely on large datasets with bounding-box annotations. However, creating fully annotated detection datasets costs thousands of hours (Russakovsky, Li, and Fei-Fei 2015; Dollar et al. 2012), thereby hindering the practicability of current studies. Therefore, a surge of attention has been dedicated to semi-supervised object detection (SSOD). Although SSOD has made immense progress, the current SSOD methods and their fully supervised counterparts continue to have a significant performance gap.

State-of-the-art SSOD performance has been achieved recently by the self-training paradigm, in which pseudo-labels of unlabeled data are generated to train detectors. However, the majority of advanced self-training algorithms (Tarvainen and Valpola 2017; Xie et al. 2020b; Laine and Aila 2017) are designed specifically for classification. In the experiments, we observe that using them directly is suboptimal when class imbalance in SSOD considerably hinders the use of self-training.

Class imbalance is a longstanding challenge in object detection that mainly includes foreground-background imbalance (Lin et al. 2017; Ren et al. 2015; Chen et al. 2019; Cao et al. 2020) and foreground-foreground imbalance (Pang et al. 2019; Ouyang et al. 2016; Ren et al. 2015). As presented in Figure 1(a), background instances are predominant in the training targets (background instances account for 90% of all training instances) when the foreground-background imbalance exists in detection data. This problem is compounded in pseudo-labels (foreground instances only account for 5% of all training instances).

Apart from foreground-background imbalance, we find a severe foreground-foreground imbalance problem in SSOD. As shown in Figure 1(b), there are some neglected classes in pseudo-labels in 1% COCO-standard. The cause of this balance is two folds. First, pseudo-labels in SSOD are inaccurate due to the high complexity of the detection task. Moreover, the model trained on foreground-background imbalanced labeled data is prone to generate biased predictions.

The above two-type imbalance yields biased pseudo-labels in self-training-based SSOD. Subsequent training on biased pseudo-labels further intensifies the class imbalance, thereby aggravating the performance of the final model.

To address the preceding issues, an intuitive idea is to utilize data-rebalancing algorithms in classification tasks (Pang et al. 2019; Ouyang et al. 2016; Ren et al. 2015). However, this idea is impeded by entanglements of foreground-background and foreground-foreground instances in detection data. To decouple these entanglements, we introduce a novel memory module called CropBank to store ground truths/pseudo labels of foreground instances in labeled/unlabeled data. With the CropBank, we propose two detection-specific data-rebalancing algorithms: foreground-background rebalancing (FBR) and adaptive foreground-foreground rebalancing (AFFR). We extend the original self-training paradigm to adaptive class-rebalancing self-training (ACRST) based on FBR and AFFR.

We first propose FBR to address the foreground-background imbalance in SSOD. FBR first extracts foreground instances from entire datasets according to ground truths/pseudo labels stored in the CropBank. Thereafter, foreground instances are augmented and pasted to random...
Figure 1: Class imbalance in pseudo-labels in 1% COCO-standard. (a) Foreground-background imbalance. In Faster-RCNN, background instances are predominant in the training targets of pseudo-labels. (b) Foreground-foreground imbalance is compounded in pseudo-labels.

locations in training images. With synthetic data, FBR can increase the proportion of foreground instances in training targets and alleviate the foreground-background imbalance.

For foreground-foreground imbalance, we propose adaptive foreground-foreground rebalancing (AFFR) based on FBR. In particular, we design a novel criterion called pseudo recall to judge whether a class is neglected or over-focused in SSOD. Thereafter, pseudo-labels of the neglected classes are sampled more frequently because of higher negative confidence. Consequently, the entire dataset is foreground-foreground rebalanced, thereby leading to a minimally biased detector for online pseudo-labeling in the subsequent self-training.

However, as presented in Figure 2, the accuracy of pseudo-labels is undesirable. We observe that FBR and AFFR suffer from noisy pseudo-labels in the mutual-training stage. Therefore, we exploit additional high-level semantics to filter noisy pseudo-labels. In particular, we propose a semi-supervised multi-label classification module to generate image-level pseudo-labels for unlabeled data. Thereafter, we design a two-stage filter mechanism to filter out pseudo-labels that activates negative in classification confidences or image-level pseudo-labels.

Our method outperforms previous state-of-the-art methods on MS-COCO and VOC benchmarks by significant margins. When using only 1% labeled COCO-standard (Lin et al. 2014), our method obtains 5.32 mAP improvement over state-of-the-arts. When using VOC07 (Everingham et al. 2010) as labeled data, our method outperforms state-of-the-arts by 1.43 mAP improvement.

We summarize our contributions as follows:

- We design a novel memory module called CropBank to disentangle fore/background and fore/foreground instances in detection data. With the CropBank, we further propose adaptive class-rebalancing self-training (ACRST) to address the foreground-background and foreground-foreground imbalance in SSOD.

- We propose a semi-supervised multi-label classification module to mine high-level semantics from unlabeled data. Thereafter, we propose a two-stage pseudo-label filtering mechanism with classification confidence and high-level semantics. This mechanism is effective in pseudo-label denoising, thereby further facilitating FBR and AFFR.

- The proposed data-rebalancing and pseudo-label filtering algorithms are plug-and-play for any self-training-based SSOD framework. Moreover, the CropBank provides an effective detection-specific data augmentation algorithm.

Figure 2: Accuracy and Recall of pseudo-labels for each class in 1% COCO-standard.

Related work

Semi-supervised Learning

Semi-supervised learning (SSL) utilizes unlabeled data to facilitate model training when large-scale annotated datasets are unavailable. The majority of the SSL methods typically consist of two types: consistency regularization and pseudo-labeling. Consistency regularization (Berthelot et al. 2019b; Xie et al. 2020a; Takeru et al. 2018; Sajjadi, Javanmardi, and Tasdizen 2016) enforces the prediction consistency of different augmented views of the same image. Pseudo-labeling (Tarvainen and Valpola 2017; Bachman, Alsharif, and Precup 2014; Arazo et al. 2019; Iscen et al. 2019) exploits high-quality pseudo-labels of unlabeled data to refine the model pre-trained on few labeled data. SSL has made remarkable success in image classification. However, foreground-background imbalance and foreground-foreground in SSOD heavily impede the effectiveness of the current SSL approaches. To address these limitations, we propose a pseudo-labeling-based method to alleviate the class imbalance.
Semi-supervised Object Detection

Object detection is a fundamental task in computer vision. Existing object detection frameworks include two- and one-stage detectors. Two-stage detectors (Ren et al. 2015; He et al. 2017) first generate regions of interest (RoIs) and perform refinement on RoIs thereafter for the final bounding-boxes classification and regression. For one-stage detectors (Redmon et al. 2016; Lin et al. 2017; Law and Deng 2018; Duan et al. 2019), their predictions are performed on dense grids directly. Although existing studies have made remarkable progress in the past years, they have primarily focused on detectors in a fully supervised setting. SSOD algorithms, which train detectors with a combination of labeled and unlabeled data following standard SSL settings, have increasing attention recently. CSD (Jeong et al. 2019) utilizes a consistency-based mechanism, which enforces the model predictions consistency of different flipped versions of the same image for generalized feature learning. Similar to CSD, ISD (Jeong et al. 2020) imposes consistency-regularization on input images and their mixed versions. STAC (Sohn et al. 2020) introduces a pseudo-labeling-based method, which first pre-trains a detector on available labeled data and generates pseudo-labels on unlabeled data thereafter to re-train the detector. Instant Teaching (Zhou et al. 2021) develops an SSOD framework with MixUp (Zhang et al. 2018) and Mosaic (Bochkovskiy, Wang, and Liao 2020). Although these studies have improved the performance against the model in a supervised setting, they lack considerations into data imbalance issues in SSOD. Recently, Unbiased-Teacher (Liu et al. 2021) has been proposed recently to utilize focal loss (Lin et al. 2017) to alleviate class imbalance. However, the effectiveness of focal loss on unlabeled data is impeded by noisy pseudo-labels. Moreover, Unbiased-Teacher does not facilitate an increase in data diversity. To address the preceding issues and enhance the performance of SSOD, we propose FBR and AFFR to alleviate foreground-background and foreground-foreground imbalance simultaneously. We also devise a two-stage pseudo-label filtering algorithm with classification confidence and high-level semantics.

Method

This section describes our solutions in detail. Section defines the problem, where Section introduces the baseline framework Mean Teacher. Section defines the CropBank, and Section introduces the proposed adaptive class self-training rebalancing (ACRST) algorithm. Section illustrates the two-stage pseudo-label filtering method. Lastly, Section introduces the selective supervision mechanism. The overview of the entire training process is shown in Figure 3.

Problem Definition

Semi-supervised object detection aims to train detectors in a semi-supervised setting, where a small labeled dataset \( D_s \) = \( \{(x_i^s, y_i^s)\}_{i=1}^{N_s} \) and a large unlabeled dataset \( D_u \) = \( \{(x_i)\}_{i=1}^{N_u} \) are available. \( N_s/N_u \) presents the number of labeled/unlabeled data. \( y_i^s \) contains bounding-box annotations including object locations, sizes, and categories in \( i \)th labeled image \( x_i^s \).

Mean Teacher for Semi-supervised Object Detection

This study takes the Mean Teacher (Tarvainen and Valpola 2017) as the SSOD baseline. Mean Teacher consists of a teacher and a student model, in which the entire framework is optimized via a mutual learning mechanism. The training pipeline of Mean Teacher consists of two stages.

Pre-training. The student model is pre-trained with a small amount of labeled data \( D_s \) via gradient back-propagation in a supervised manner. Thereafter, we initialize the teacher model with pre-trained model weights of the student model, which produce noisy-less pseudo-labels, thereby facilitating the subsequent training.

Teacher-Student Mutual Learning. In the mutual learning stage, we train the student model with supervision signals consisting of ground truths and pseudo-labels. Once the student model is updated via the gradient back-propagation, the learned knowledge is feedback to the teacher model in an exponential moving average (EMA) mechanism,

\[
\theta_s \leftarrow \theta_s + \frac{\partial \mathcal{L}}{\partial \theta_s}, \quad \text{(1)}
\]

\[
\theta_t \leftarrow \alpha \theta_t + (1 - \alpha) \theta_s, \quad \text{(2)}
\]

where \( \theta_s/\theta_t \) represents the model parameters of the student/teacher model, and \( \mathcal{L} \) represents the total SSOD losses.

By using Faster-RCNN (Ren et al. 2015) as the detection module, the loss function of SSOD can be summarized as a combination of losses on labeled data \( \mathcal{L}_{sup} \) and unlabeled data \( \mathcal{L}_{unsup} \).

\[
\mathcal{L} = \mathcal{L}_{sup} + \lambda_{unsup} \mathcal{L}_{unsup}, \quad \text{(3)}
\]

\[
\mathcal{L}_{sup} = \sum_i \mathcal{L}_{rpn}^{cls}(x_i^s, y_i^s) + \mathcal{L}_{reg}^{cls}(x_i^s, y_i^s,
\]

\[
\text{+} \mathcal{L}_{rpn}^{roi}(x_i^s, y_i^s) + \mathcal{L}_{reg}^{roi}(x_i^u, y_i^u), \quad \text{(4)}
\]

\[
\mathcal{L}_{unsup} = \sum_i \mathcal{L}_{rpn}^{cls}(x_i^u, \tilde{y}_i^u) + \mathcal{L}_{reg}^{cls}(x_i^u, \tilde{y}_i^u), \quad \text{(5)}
\]

where \( \mathcal{L}_{rpn}^{cls} \) is the RPN classification loss, \( \mathcal{L}_{rpn}^{roi} \) is the RPN regression loss, \( \mathcal{L}_{reg}^{cls} \) is the ROI classification loss, \( \mathcal{L}_{reg}^{roi} \) is the ROI regression loss. \( y_i^s \) represents the annotation of the labeled image \( x_i^s \), \( \tilde{y}_i^u \) represents the pseudo-labels of unlabeled image \( x_i^u \), and \( \lambda_{unsup} \) is used to balance the supervised and unsupervised losses. Note that regression losses are removed in \( \mathcal{L}_{unsup} \) in previous SSOD studies for denoising.

To succeed in SSOD, the teacher model must generate accurate pseudo-labels and maintain a reliable performance margin over the student model throughout the training. However, we observe that class imbalance in SSOD significantly hinders the performance of the teacher model.

CropBank

Data-rebalancing algorithms have been proved to be the most simple and effective data-rebalancing method in classification tasks. However, their effectiveness is heavily
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Figure 3: Overview of our methods. We take Mean Teacher as our SSOD baseline. In Mean Teacher, the teacher model generates pseudo labels from weakly augmented unlabeled data, and the student model is trained with a combination of ground-truths and pseudo labels. To alleviate the class imbalance in SSOD, we first design a memory module called CropBank which absorbs instance-level annotations including ground truths and pseudo labels. Thereafter, we utilize the CropBank to perform foreground-background rebalancing (FBR) and adaptive foreground-foreground rebalancing (AFFR) on strong augmented unlabeled data for adaptive class-rebalancing self-training (ACRST). To further improve ACRST, we introduce a two-stage pseudo-label filtering algorithm with classification confidence and high-level semantics.

Adaptive Class-Rebalancing Self-Training

The self-training paradigm is an ideal solution to alleviate the lack of labeled data. However, its effectiveness is impeded by the inherent class imbalance in object detection tasks. Therefore, we propose ACRST to alleviate the class imbalance in SSOD. ACRST consists of foreground-background rebalancing (FBR) and adaptive foreground-foreground rebalancing (AFFR).

Foreground-Background Rebalancing

Models trained on foreground-background imbalanced data tend to overfit excessive background instances. Foreground-background imbalance in object detection has been widely explored. Various solutions have been proposed to alleviate such an imbalance, including loss-reweighting (Lin et al. 2017) and region refinement (Ren et al. 2015). Unfortunately, these methods rely on ground truths unavailable in SSOD to guide the rebalancing procedure. Hence, we utilize abundant instance-level annotations including ground truths and pseudo-labels in the CropBank to perform foreground-background rebalancing.

Given a training mini-batch \( B = \{x_i, y_i\}_{i=1}^{N_T} \), we fetch a set of foreground instances \( F = \{c_j, y_j\}_{j=1}^{N_F} \) from the CropBank \( \Phi_L \) and \( \Phi_U \) for each image \( x_i \) following a sampling distribution \( P \), where \( c_j \) is a foreground instance cropped from original images with annotation \( y_j \). Thereafter, a new training mini-batch \( B_{mix} = \{x_{mix}^i, y_{mix}^i\}_{i=1}^{N_T} \) is generated as follows:

\[
x_{mix}^i = \alpha x_i + (1 - \alpha)c_j, \quad (6)
\]

\[
y_{mix}^i = \text{merge}(y_i, y_j). \quad (7)
\]

Where \( \alpha \) denotes a binary mask of pasted objects and \( y_{mix}^i \) denotes mixed annotations, in which fully occluded instances are removed from mixed image \( x_{mix}^i \). In detail, \( c_j \)
is a rectangular region cropped from the image based on instance-level annotations in the CropBank. During training, $c_j$ is augmented and pasted thereafter to random locations of $x_i$. This combined procedure increases the ratio of foreground instances in the training data for foreground-background rebalancing and also explores essential context semantics from a holistic perspective.

Once mixed images are ready, we take them to train the detector as the pipeline of Mean Teacher. The rebalancing process is shown in Figure 3. As discussed in Section 3, such a crop-and-paste operation enables higher model performance with selective supervision.

**Adaptive Foreground-Foreground Rebalancing**

FBR adequately alleviates the foreground-background imbalance with considerable attention on foreground instances. However, a random sampling distribution $P$, such as uniform distribution, fails to correct the foreground-foreground imbalance. Hence, we propose an adaptive sampling probability distribution $P$ for foreground-foreground rebalancing. In particular, samples in neglected classes are selected more frequently during the training.

To measure the neglected degree of a class, we propose a novel criterion *pseudo recall* ($PR$), which quantifies the proportion of pseudo-labels to ground truths. In detail, we estimate the class distribution of unlabeled data from labeled data on account of distribution similarity between labeled and unlabeled data. Suppose there are $K$ classes $\{1, 2, \ldots, K\}$ in datasets. We calculate pseudo recall for class $k$ as

$$PR_k = \frac{N_k^u}{rN_k^l},$$

where $N_k^u$ and $N_k^l$ denote the number of pseudo-labels and ground truths of class $k$, and $r$ is the ratio of the unlabeled to labeled data.

*Pseudo recall* defines how neglected one class is under the SSOD setting. High $PR_k$ indicates that the detector is certain even overconfident on class $k$. Consequently, lower sampling probabilities should be allocated to samples in class $k$ for overfitting alleviation. By contrast, low $PR_k$ implies that the detector lacks confidence for detecting instances of class $k$. Therefore, we should select these instances frequently. As a solution, we sort the classes in descending order according to *pseudo recall* and design the following adaptively sampling strategy:

$$\mu_k = \left( \frac{PR_k \cdot \sum_{i=1}^{k+1} PR_i}{\sum_{i=1}^{K} PR_i} \right)^\beta,$$

where $\mu_k$ is the probability of selecting instances of class $k$, and $\beta$ is used to tune the sampling probability. This mechanism adaptively allocate higher/lower sampling rates to neglected/over-focused instances. Note that AFFR performs FBR simultaneously. There are numerous ways to rebalance class distribution, and we introduce an effective example. A potential problem with this mechanism is that the noise of pseudo-labels in the neglected classes is amplified. Therefore, we propose a two-stage pseudo-label filtering mechanism in Section 4.

**Two-stage Pseudo-label Filtering**

The proposed ACRST considerably alleviates the class imbalance in SSOD. However, its effectiveness is heavily affected by the quality of pseudo-labels. Once noise in the CropBank is selected improperly, it will be undesirably amplified in self-training. Consequently, we should filter noisy pseudo-labels from the teacher model predictions and store noisy-less pseudo-labels in the CropBank. In SSOD, the general filtering algorithm sets a threshold $\tau_{cls}$ to filter predictions with low classification confidence out. However, such single-stage filtering without additional semantics constraints is prone to produce noisy pseudo-labels. As a solution, we propose a semi-supervised multi-label classification module to learn high-level semantics (i.e., image-level pseudo-labels). Thereafter, we design a two-stage filtering algorithm with classification confidences and high-level semantics to generate accurate pseudo-labels.

**Semi-supervised Multi-label Classification.**

The proposed semi-supervised multi-label classification module is devised based on Mean Teacher for the classification task. For each image $x_i$, we particularly aim to predict its image-level pseudo-labels $v_i = \{l_k\}_{k=1}^K$, where $K$ is the total category number and $l_k$ determines whether there are instances of class $k$ in the image. In the training stage, predictions of the teacher model are converted to image-level pseudo-labels which supervise the student model. We utilize a focal-binary-cross-entropy loss to optimize the student model.

**Two-stage Pseudo-label Filtering.**

For bounding-box prediction $i$ with classification score $s_i$ of image $x_j$ with image-level pseudo-label $y_j$, we perform a two-stage filtering to get bounding-box pseudo-labels with low-noise. In the first stage, we filter predictions out with scores $s < \tau_{cls}$ to remove predictions with low objectness or wrong class labels. In the second stage, predictions whose classes activate negative in $y_j$ (i.e., activation values are smaller than $\tau_{ml}$) are removed. The second filtering stage utilizes high-level semantics to filter noisy predictions inconsistent with image-level pseudo-labels. With the two-stage filtering, the consistency of low- and high-level semantics are achieved.

**Selective Supervision**

In previous SSOD research, bounding-box regression losses are removed during training to alleviate noise. By contrast, utilizing regression losses in our framework is beneficial to achieve high SSOD performance, which is attributed to the CropBank module.

The contribution is two-fold. First, the CropBank alleviates noise from partially detected instances, which take a large proportion in bias predictions. Learning blindly with these noisy pseudo-labels will heavily aggravate the model performance. However, when the partially detected bounding-boxes from the CropBank are cropped and pasted to training batches, they become independent and complete in the new background, thereby providing additional clean training supervisions. Second, the CropBank provides
a detection-specific data augmentation method. The additional augmented data continuously improves the regression accuracy of pseudo-labels.

With selective supervision, loss function $L_{unsup}$ in Equation 5 can be represented as follows:

$$L_{unsup} = \sum_i L_{cls}^{unsup}(x_i^u, \tilde{y}_i^u) + L_{reg}^{unsup}(x_i^u, \tilde{y}_i^u) + L_{cls}^{unsup}(\tilde{x}_i^u, \tilde{y}_i^u) + L_{reg}^{unsup}(\tilde{x}_i^u, \tilde{y}_i^u),$$ (10)

where $\tilde{y}_i^u$ denotes instances from the CropBank in $x_i^u$.

## Experiments

### Datasets

We evaluate our method on three SSOD benchmarks from MS-COCO (Lin et al., 2014) and PASCAL VOC (Everingham et al., 2010).

1. **COCO-standard**: We sample 0.5/1/2/5/10% of the COCO2017-train set as the labeled dataset and take the remaining data as the unlabeled dataset.

2. **COCO-additional**: We use the COCO2017-train set as the labeled dataset and the additional COCO2017-unlabeled set as the unlabeled dataset.

3. **VOC07&12**: We use the VOC07-trainval set as the labeled dataset and the VOC12-trainval set as the unlabeled dataset.

We evaluate the model performance on the COCO2017-val set for (1)(2) and VOC07-test set for (3).

### Implementation Details

We use FPN-Faster-RCNN with ResNet-50 backbone as the detection module. ResNet-50 is initialized with ImageNet pre-trained weights. We set the hyper-parameters $\lambda_{unsup} = 2$, $\beta = 2$. For two-stage pseudo-label filtering, we use classification confidence threshold $\tau_{cls} = 0.7$ and multi-label confidence threshold $\tau_{ml} = 0.2$. We use $AP_{50:95}$, i.e., mAP as the evaluation metric. We construct each training batch with 32 labeled and 32 unlabeled images for all the training settings. For the **COCO-standard**, the pre-training stage takes 25000/50000/100000/200000/400000 steps for 0.5/1/2/5/10% COCO-standard and 180000 steps for the whole training stage of COCO-standard. For **COCO-additional**, the pre-training stage takes 90000 steps in total 270000 training steps. For **VOC07&12**, the pre-training stage takes 12000 steps and 36000 steps for the entire training stage. Strong augmentations in our research consist of random jittering, Gaussian noise, and random crop. Weak augmentations in our study consist of random resize and flip. Moreover, we set the above hyper-parameters without aggressively searching. Consequently, high model performance may be achieved with improved choices.

### Results and Comparisons

#### COCO-standard

We first evaluate the efficacy of our method on COCO-standard. As shown in Table 1 when only 0.5% to 10% of the entire dataset are labeled, our model consistently performs better against all previous studies in CSD, STAC, Instant Teaching, and Unbiased Teacher. When trained on the 1% COCO-standard, our method achieves 5.32 mAP improvement compared Unbiased-Teacher. The mAP is even higher than CSD trained on 10% COCO-standard. When trained on 10% COCO-standard, our method achieves 10.42 mAP improvement compared with supervised baselines. We attribute the success of model performance to two factors.

#### Class rebalanced data

Our method alleviates the class imbalance in SSOD with two rebalancing algorithms (i.e., FBR and AFFR). Foreground-background rebalanced data prevents the model from overfitting on background instances and helps mine beneficial information from enormous unlabeled data. Foreground-foreground rebalanced data benefits the model predictions with information from neglected classes and avoids biased predictions on over-focused classes.

#### Noise-less pseudo-labels

When using the self-training paradigm for SSOD, accurate and reliable pseudo-labels from pre-trained models should be generated. We propose a teacher–student mutual learning mechanism for progressive pseudo-labels refinement. In addition, we introduce a two-stage pseudo-label filtering algorithm to remove noisy predictions with classification confidence and high-level semantics. With accurate pseudo-labels, the student model is well optimized and gives beneficial feedback to the teacher model. We present an ablation study on two-stage pseudo-label filtering in Section .

### COCO-additional

In this section, we verify whether our method can further improve the model trained on a large-scale labeled dataset with additional unlabeled data. Table 2 shows that our model has a 0.41 mAP improvement compared with those of previous methods, and 1.51 mAP improvement compared with the supervised baseline. This result indicates that our method achieves satisfying improvement even on the well-trained model.

#### VOC07&12

We evaluate models on a less imbalanced dataset VOC07&12 to demonstrate the generalization of our method. Table 3 provides the mAP results of CSD, STAC, Unbiased Teacher, and our method. Our method achieves 7.99 mAP improvement compared with the supervised setting, and 1.43 mAP improvement against previous state-of-the-art methods, even though Unbiased Teacher has witnessed performance saturation in VOC07&12. We owe the success of our approach to the generalization ability of ACRST. Even if training data is foreground-foreground balanced, FBR can substantially alleviate the inevitable foreground-background imbalance in SSOD. Furthermore, the two-stage pseudo-label filtering mechanism benefits the model trained on VOC07&12.

### Ablation Study

**Foreground–Background Rebalancing (FBR)**

We first verify the effect of FBR. Table 4 shows that applying FBR improves mAP in 1% labeled COCO from
Table 1: Experimental results on COCO-standard comparing with CSD, STAC and Unbiased Teacher.

| Method                  | 0.5%      | 1%        | 2%        | 5%        | 10%       |
|-------------------------|-----------|-----------|-----------|-----------|-----------|
| Supervised              | 6.83 ± 0.15 | 9.05 ± 0.16 | 12.70 ± 0.15 | 18.47 ± 0.22 | 23.86 ± 0.81 |
| CSD (Jeong et al. 2019)| 7.41 ± 0.21 | 10.51 ± 0.06 | 13.93 ± 0.12 | 18.63 ± 0.07 | 22.46 ± 0.08 |
| STAC (Sohn et al. 2020)| 9.78 ± 0.53 | 13.97 ± 0.35 | 18.25 ± 0.25 | 24.38 ± 0.12 | 28.64 ± 0.21 |
| Instant Teaching (Zhou et al. 2021) | -  | 18.05 ± 0.15 | 22.45 ± 0.15 | 26.75 ± 0.05 | 30.40 ± 0.05 |
| Unbiased Teacher (Liu et al. 2021) | 16.94 ± 0.23 | 20.75 ± 0.12 | 24.30 ± 0.07 | 28.27 ± 0.11 | 31.5 ± 0.10 |
| Ours                    | 19.62 ± 0.37 | 26.07 ± 0.46 | 28.69 ± 0.17 | 31.35 ± 0.13 | 34.92 ± 0.22 |

Table 2: Experimental results on COCO-additional with CSD, STAC, and Unbiased Teacher. Note that N×represents N×90K training iterations.

| Method                  | Supervised(3x) | CSD(3x) | STAC(6x) | Unbiased Teacher(3x) | Ours(3x) |
|-------------------------|-----------------|---------|---------|-----------------------|----------|
| AP50:95                 | 40.20           | 38.82   | 39.21   | 41.30                 | 42.79    |

Table 3: Experimental results on VOC07&12 comparing with CSD, STAC and Unbiased Teacher.

| Method                  | Labeled VOC07 | Unlabeled VOC07 | AP50 | AP50:95 |
|-------------------------|--------------|-----------------|------|---------|
| Supervised              | VO07         | None            | 72.63| 42.13   |
| CSD (Jeong et al. 2019) | VO07         | VOC12           | 74.70| -       |
| STAC (Sohn et al. 2020) | VO07         | VOC12           | 77.45| 44.64   |
| Unbiased Teacher (Liu et al. 2021) | VO07 | VOC12 | 77.37 | 48.69 |
| Ours                    | VO07         | VOC12           | 78.16| 50.12   |

Figure 5: Ablation study on the FBR (a) and AFFR (b). (a) FBR alleviates foreground-background imbalance in pseudo-labels in 1% COCO-standard. (b) AFFR reduces the KL-Divergence (KLD) between the pseudo-labels distribution and the ground truths distribution from 0.0982 to 0.084 in 1% COCO-standard.

Figure 6: Pseudo-labels improvement on Box Accuracy and Box mIoU in 1% COCO-standard. (a) Box accuracy of pseudo-labels with/without two-stage pseudo-label filtering. (b) Box mIoU between pseudo-labels and ground truths with/without selective supervision (SS).
Table 4: Ablation study in 1% COCO-standard.

| FBR | AFFR | Two-Stage SS | AP$_{50:95}$ |
|-----|------|--------------|-------------|
|     | ✓    | ✓            | 20.75       |
| ✓   | ✓    | ✓            | 23.48       |
| ✓   | ✓    | ✓ ✓          | 23.32       |
| ✓   | ✓    | ✓ ✓ ✓ ✓ ✓ ✓  | 24.17       |
| ✓   | ✓    | ✓ ✓ ✓ ✓ ✓ ✓  | 25.56       |
| ✓   | ✓    | ✓ ✓ ✓ ✓ ✓ ✓ ✓| 26.12       |

20.75 to 23.32. To analyze the divergent results, we visualize the foreground-background distribution of the rebalanced pseudo-labels. Figure 5(a) shows that after rebalancing, the distribution of the foreground and background instances is rebalanced. The ratio of foreground instances in rebalanced pseudo-labels is even higher than that of ground truths. Therefore, training detectors with rebalanced training data alleviates data bias and produces high mAP.

Adaptive Foreground–Foreground Rebalancing (AFFR)

Table 4 shows that AFFR improves mAP from 23.32 to 24.17 based on FBR. We verify the effectiveness of AFFR by analyzing the foreground class distribution. Figure 5(b) presents that AFFR alleviates foreground–foreground imbalance and reduces KL-divergence from 0.0982 to 0.084. This result confirms the effectiveness of AFFR in handling foreground–foreground imbalance issues in pseudo-labels. Using AFFR can generate an unbiased training data distribution and results in a higher mAP.

Two-stage Pseudo-label Filtering

We also verify the effectiveness of the two-stage pseudo-label filtering with classification confidences and high-level semantics. As presented in Table 4, the model that filters pseudo-labels with high-level semantics can favorably improve model performance against the model with only classification confidence. The two-stage filtering mechanism utilizes an uncertainty mechanism where only predictions with high objectness and follow image-level constraints are regarded as accurate pseudo-labels. Figure 6(a) shows that after applying the mechanism further improves the mAP of the model trained with ACRST from 24.17 to 25.56. This result confirms that the two-stage filtering mechanism is effective in handling the noisy pseudo labels.

Selective Supervision (SS)

Lastly, we examine the effectiveness of selective supervision in SSOD. As presented in Table 4 the selective supervision improves the mAP from 25.56 to 26.12 in 1% COCO-standard. We owe the improvement to the crop-and-paste operation in ACRST, in which incomplete instances are pasted to a new background in the training data. As a result, utilizing these instances as targets of regression optimization produces less noise compared to regress them directly in originating images. We further analyze the distribution of regression accuracy of pseudo-labels. Figure 6(b) shows that selective supervision improves the mIoU of pseudo-labels. Accordingly, transferring these incomplete predictions to complete objects in a new background alleviates noise in the regression targets and improves the model performance. Selective supervision is still under exploration. For example, the current strategy fails to handle noise in which objects are overlapped with each other.

Discussions

CropBank

Data augmentations that generate different views of the same image are necessary to pseudo-labeling-based and consistency-regularization-based semi-supervised learning. Conventional data augmentations consist of color jittering (Berthelot et al. 2019a), rotation (Jeong et al. 2019), and Gaussian Noise (Chen et al. 2020). Although these methods are effective in vision tasks, they fail to change the image semantics. MixUp (Zhang et al. 2018) and Mosaic (Bochkovskiy, Wang, and Liao 2020) are proposed to change the image semantics by mixing images. However, they fail to decouple instances semantics in detection data.

The CropBank provides a detection-specific data augmentation that effectively decouples entangled semantics in images. The idea of the CropBank is inspired by the CutMix (Yun et al. 2019).

The difference between the CropBank and the CutMix is two-fold. First, the CropBank decouples instances in detection data and creates training new detection datasets with complex disentangled semantics, while the CutMix is classification-specific and unable to decouple semantics. Second, the CropBank adaptively injects semantics from the entire dataset to training images, but the CutMix only exchanges image-to-image semantics. Table 5 provides the model performance with different data augmentations in SSOD. The CropBank improves AP$_{50:95}$ from 16.00 to 16.85 compared to MixUp and Mosaic in (Zhou et al. 2021).

Moreover, the CropBank can be easily embedded in semantic and instance segmentation with few modifications. We will release related researches in future studies.

Table 5: STAC (Sohn et al. 2020) performance in 1% COCO-standard under different data augmentations.

| Augmentations               | AP$_{50:95}$ |
|----------------------------|-------------|
| MixUp and Mosaic (Zhou et al. 2021) | 16.00       |
| CropBank                   | 16.85       |

Image-level Pseudo-labels

There is an unexplored question in our study: Why we utilize high-level semantics (i.e., image-level pseudo-labels) to fil-
Table 6: Model Performance, Accuracy and Recall of pseudo-labels in 1% COCO-standard in three settings.

| Setting            | Accuracy | Recall | AP_{50:95} |
|--------------------|----------|--------|------------|
| One-stage          | 0.735    | 0.299  | 20.75      |
| Two-stage Filtering| 0.792    | 0.292  | 23.48      |
| Two-stage Mining   | 0.722    | 0.376  | 21.56      |

ter noisy pseudo-labels instead of mining neglected predictions? To answer this question, we first evaluate the model trained in three different settings. (1) **One-stage**: Predictions with low classification confidence are filtered. (2) **Two-stage filtering**: Predictions with low classification confidence or low activation in image-level pseudo-labels are filtered. (3) **Two-stage Mining**: Predictions with high classification confidence or high activation in image-level pseudo-labels are retained. Thereafter, we calculate the \(AP_{50:95}\), accuracy, and recall of pseudo-labels.

Table 6 indicates that the two-stage mining mechanism improves recall from 0.299 to 0.376 and reduces accuracy from 0.735 to 0.722, compared to the one-stage strategy. The two-stage filtering mechanism improves the accuracy from 0.735 to 0.792 and reduces the recall from 0.299 to 0.292 compared to the one-stage filtering. Although the recall improvement of the two-stage mining is higher than the accuracy improvement of the two-stage filtering, the \(AF_{50:95}\) improvement of the latter is 2.73, which is higher compared to the former.

This result indicates that a higher accuracy of pseudo-labels is considerably more important than a higher recall. Hence, future studies should carefully consider the balance between accuracy and recall. We will further analyze this problem in future studies.

**Conclusion**

This study proposes ACRST based on a novel memory module called CropBank to address the class imbalance in SSOD. ACRST considerably alleviates foreground-background and foreground-foreground imbalance with proposed FBR and AFFR. To further improve FBR and AFFR, we design a two-stage pseudo-label filtering algorithm with classification confidence and high-level semantics. Over iterations on rebalanced training data, SSOD detectors become unbiased and ameliorate the model performance progressively. Extensive experiments on benchmarks demonstrate the effectiveness of our method.
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