A FUNCTIONAL IDENTITY FOR MAHLER MEASURES OF NON-TEMPERED POLYNOMIALS
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ABSTRACT. We establish a functional identity for Mahler measures of the two-parametric family $P_{a,c}(x, y) = a(x + 1/x) + y + 1/y + c$. Our result extends an identity proven in a paper of Lalín, Zudilin and Samart. As a by-product, we obtain evaluations of $m(P_{a,c})$ for some algebraic values of $a$ and $c$ in terms of special values of $L$-functions and logarithms. We also give a sufficient condition for validity of a certain identity between the elliptic integrals of the first and the third kind, which implies several identities for $m(P_{a,c})$.

1. BACKGROUND AND MOTIVATION

The (logarithmic) Mahler measure of a nonzero Laurent polynomial $P \in \mathbb{C}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$ is defined by

$$m(P) = \frac{1}{(2\pi i)^n} \int_{\mathbb{C}^n} \log |P(x_1, \ldots, x_n)| \frac{dx_1}{x_1} \cdots \frac{dx_n}{x_n} = \int_0^1 \cdots \int_0^1 \log |P(e^{2\pi i \theta_1}, \ldots, e^{2\pi i \theta_n})| d\theta_1 \cdots d\theta_n.$$ 

In recent work [9], Lalín, Zudilin and the present author investigated Mahler measures of the family

$$P_{a,c} := P_{a,c}(x, y) = a \left( x + \frac{1}{x} \right) + y + \frac{1}{y} + c,$$

where $a$ and $c$ are complex parameters with $a \neq 0$. The one-parametric family

$$P_{1,k}(x, y) = x + \frac{1}{x} + y + \frac{1}{y} + k$$

has long been studied and, for certain values of $k$, the Mahler measure of $P_{1,k}$ is known (at least numerically) to be a rational multiple of an $L$-value of the elliptic curve defined by the zero locus of $P_{1,k}$. More precisely, Boyd [3, Tab. 1] and Rodriguez Villegas [16, Tab. 4] discovered from their numerical computations that for several values of $k$ such that $k^2 \in \mathbb{Z}$

(1.1) $m(P_{1,k}) \overset{?}{=} r_k L'(E_k, 0),$

where $r_k \in \mathbb{Q}^\times$, $E_k$ is the minimal model of the curve

$$A_k : y^2 = x^3 + \frac{k^2}{8} \left( \frac{k^2}{8} - 1 \right) x^2 + \frac{k^4}{256} x,$$

and $A \overset{?}{=} B$ means the real numbers $A$ and $B$ agree to at least 25 decimal places. In addition, they hypothesized that $1/r_k \in \mathbb{Z}$ for all sufficiently large $k$. Although a great amount of effort has been put in by many researchers to rigorously verify (1.1), only a small
number of cases are known to be true. We give a comprehensive list of proven identities together with the values of $r_k$ in Table 1 below. (Note that $[A] + [B]$ in the last column means that the formula(s) in the same row is a direct consequence of results in $[A]$ and $[B]$, while their proofs may not have been given explicitly.)

| $k$ | Conductor of $E_k$ | $r_k$ | Reference(s) |
|-----|--------------------|-------|--------------|
| 1   | 15                 | 1     | [15], [17]   |
| $3i, 5, 16$ | 15 | 5, 6, 11 | $[10] + [15]$ |
| $i$  | 17                 | 2     | [17]         |
| 3   | 21                 | 2     | [4], [9]     |
| 2   | 24                 | 1     | [11], [14], [17] |
| $3\sqrt{2}$ | 24 | $\frac{3}{2}$ | [16] |
| 8   | 24                 | 4     | [11], [14]   |
| $\sqrt{2}i$ | 24 | $\frac{3}{2}$ | $[16] + [11]$ |
| $4i, 2\sqrt{2}$ | 32 | 2, 1 | [16] |
| $2i$ | 40                 | 1     | [13], [17]   |
| 12  | 48                 | 2     | [4]          |
| $\sqrt{2}$ | 56 | $\frac{1}{2}$ | [17] |
| $4\sqrt{2}$ | 64 | 1     | [16]         |

**Table 1.** Proven formulas for $m(P_{1,k})$

Let $P \in \mathbb{C}[x^{\pm 1}, y^{\pm 1}]$ for which there exist $a, b \in \mathbb{Z}$ such that $x^a y^b P$ is a monic quadratic polynomial in variable $y$ with coefficients in $\mathbb{C}[x, 1/x]$. Then we can write $x^a y^b P$ as

$$x^a y^b P = y^2 + B(x)y + C(x) = (y - y_+(x))(y - y_-(x)),$$

where $y_\pm(x) = (-B(x) \pm \sqrt{B(x)^2 - 4C(x)})/2$. Using the above factorization, the notion of half-Mahler measures was introduced in [9]. They arise naturally as two quantities $m^\pm(P)$ which make up the Mahler measure $m(P)$, namely

$$m^\pm(P) = \frac{1}{2\pi i} \int_{|x|=1} \log^+ |y_\pm(x)| \frac{dx}{x} = \int_0^1 \log^+ |y_\pm(e^{2\pi i \theta})| d\theta,$$

where $\log^+(r) = \max\{0, \log r\}$. The fact that $m(P) = m^+(P) + m^-(P)$ follows directly from Jensen’s formula. It was proven in [9 Thm. 2] that for $0 < k < 4$

$$(1.2) \quad m(P_{1,k}) = m^-(P_{a,c}) - 3m^+(P_{a,c}),$$

$$(1.3) \quad m(P_{a,c}) = \log a,$$

where

$$a = \sqrt{(4 + k)/(4 - k)}, \quad c = k/\sqrt{4 - k}.$$  

The authors of [9] also apply a special case of (1.2) and (1.3) to obtain a rigorous proof of (1.1) for $k = 3$, with the aid of Ramanujan’s modular equation in level 21 and a formula for regulators of modular units due to Brunault, Mellit, and Zudilin [17]. The main objective of this paper is to extend (1.2) for $k > 4$. For the rest of this section, we shall assume that $a$ and $c$ are given in terms of $k$ as above.
Theorem 1. Let \( k \in (4, \infty) \). Then we have

\[
m(P_{1,k}) = 2(m^+(P_{a,c}) - m^-(P_{a,c})) + \frac{1}{2} \log \left( \frac{k - 4}{k + 4} \right).
\]

We prove Theorem 1 in Section 2. In addition, we show that \( m^-(P_{a,c}) = 0 \) for \( k > 2(1 + \sqrt{5}) \), so the following result follows easily.

Corollary 2. If \( k > 2(1 + \sqrt{5}) \), then the following identity is true:

\[
m(P_{1,k}) = 2m(P_{a,c}) + \frac{1}{2} \log \left( \frac{k - 4}{k + 4} \right).
\]

Note that, after desingularization, the curve \( P_{a,c} = 0 \) is 2-isogenous to the curve \( P_{1,k} = 0 \) \cite[Sect. 5]{9}, so their \( L \)-functions coincide. Applying Corollary 2 together with the known results in Table 1 we immediately obtain the following interesting evaluation of \( m(P_{a,c}) \) for some (complex) algebraic values of \( a \) and \( c \).

Corollary 3. For \( k \in \{4\sqrt{2}, 8, 12, 16\} \), the following formula holds:

\[
m(P_{a,c}) = \frac{r_k}{2} L'(E_k, 0) - \frac{1}{4} \log \left( \frac{k - 4}{k + 4} \right),
\]

where \( r_k \) is as given in Table 7.

Remark 4. By (1.4), one can also write \( m^+(P_{a,c}) - m^-(P_{a,c}) \) as a rational linear combination of \( L'(E_k, 0) \) and \( \log((k - 4)/(k + 4)) \) for \( k = 3\sqrt{2} \) and \( k = 5 \). However, it is nonobvious to us whether each of \( m^\pm(P_{a,c}) \) is expressible in terms of the \( L \)-value and other meaningful quantities, even from a numerical point of view. Indeed, we are unable to relate \( m(P_{a,c}) \) to \( L \)-values in these cases.

The family \( P_{1,k} \) is tempered in the sense that the Mahler measure of the polynomial associated to each side of its Newton polygon vanishes \cite{16}. On the other hand, if \( |a| \neq 1 \), then \( P_{a,c} \) is non-tempered. Temperedness implies triviality of the tame symbols of elements in the second \( K \)-group of the corresponding elliptic curve, which gives rise to a formula like (1.1). It is usually harder to prove a formula like (1.6) directly, compared to (1.1), as more delicate analysis is required when computing the regulator integral corresponding to a non-tempered polynomial \cite{9 13 12}.

2. Proof of the main result

In the proof of our main result, we employ a method initially used by Bertin and Zudilin \cite{2}. This method relies crucially on the fact that the derivatives of the Mahler (and half-Mahler) measures in (1.4) with respect to the real parameter \( k \) can be written in terms of elliptic integrals, which happen to satisfy a special identity. The details of the proof are summarized in Lemma 5 and Lemma 6 below and a generalization of the identity between elliptic integrals is discussed in Appendix A.

Let us first introduce the following notation for the sake of brevity:

\[
f(k) = m(P_{1,k}),
\]

\[
h(k) = m^+(P_{a,c}) - m^-(P_{a,c}),
\]
where \( a = \sqrt{(4 + k)/(4 - k)} \) and \( c = k/\sqrt{4 - k} \). We also adopt the following notation for the complete elliptic integrals of the first, second, and third kind:

\[
K(z) = \int_0^1 \frac{dx}{\sqrt{(1 - x^2)(1 - z^2x^2)}}, \quad E(z) = \int_0^1 \frac{\sqrt{1 - z^2x^2}}{\sqrt{1 - x^2}} \, dx,
\]

\[
\Pi(n, z) = \int_0^1 \frac{dx}{(1 - nx^2)\sqrt{(1 - x^2)(1 - z^2x^2)}}.
\]

**Lemma 5.** Let \( k \in (4, \infty) \). Then

\[
\frac{df(k)}{dk} = \frac{2}{k\pi} K \left( \frac{4}{k} \right).
\]

**Proof.** The derivative of \( m(P_{1,k}) \) with respect to the parameter \( k \) is known to be expressible in terms of a \( _2F_1 \)-hypergeometric function \([16]\), which can then be easily translated into the complete elliptic integral of the first kind. However, we give a direct proof of this identity below.

Consider

\[
y P_{1,k} = y^2 + \left( x + \frac{1}{x} + k \right) y + 1 = (y - y_+(x))(y - y_-(x)),
\]

where \( y_\pm(x) = \frac{-B(x) \pm \sqrt{B(x)^2 - 4}}{2} \) and \( B(x) := B_k(x) = x + 1/x + k \). Since \( k > 4 \), we have that, for \( \theta \in \mathbb{R} \), \( B(e^{i\theta}) = 2 \cos \theta + k > 2 \), so \( B(e^{i\theta})^2 - 4 > 0 \). Also, since \( y_+(x)y_-(x) = 1 \), we have \( |y_+(x)| < 1 < |y_-(x)| \) for \( |x| = 1 \). Using the symmetry \( y_-(x) = y_-(x^{-1}) \), we deduce that

\[
f(k) = m^-(P_{1,k}) = \frac{1}{\pi} \Re \int_0^\pi \log \left( \frac{B(e^{i\theta}) + \sqrt{B(e^{i\theta})^2 - 4}}{2} \right) \, d\theta.
\]

It follows that

\[
\frac{df(k)}{dk} = \frac{1}{\pi} \Re \int_0^\pi \frac{1}{(2 \cos \theta + k)^2 - 4} \, d\theta
\]

\[
= \frac{1}{\pi} \Re \int_{-1}^1 \frac{1}{\sqrt{(2t + k - 2)(2t + k + 2)} \sqrt{1 - t^2}} \, dt
\]

where the change of variables \( t = \cos \theta \) is used in the second equality. Finally, we apply the change of variables \( t = \frac{(4 - 2k)x^2 + k}{4x^2} \) in the last integral above to obtain

\[
\frac{df(k)}{dk} = \frac{2}{k\pi} \int_0^1 \frac{dx}{\sqrt{(1 - x^2)(1 - \frac{16}{k^2}x^2)}} = \frac{2}{k\pi} K \left( \frac{4}{k} \right).
\]

\[\square\]

**Lemma 6.** Let \( k \in (4, \infty) \). Then the following identity is true:

\[(2.1) \quad \frac{df(k)}{dk} = 2 \frac{dh(k)}{dk} + \frac{4}{k^2 - 16}.\]

**Proof.** Let

\[
\tilde{P}_k := \tilde{P}_k(x, y) = -i P_{a,c}(x, iy) = \sqrt{\frac{k + 4}{k - 4}} \left( x + \frac{1}{x} \right) + y - \frac{1}{y} - \frac{k}{\sqrt{k - 4}}.
\]
Then we have
\[ y \tilde{P}_k = y^2 + B(x)y - 1 = (y - y_+(x))(y - y_-(x)), \]
where
\[ B(x) := B_k(x) = \sqrt{\frac{k + 4}{k - 4}} \left( x + \frac{1}{x} \right) - \frac{k}{\sqrt{k - 4}}, \]
\[ y_\pm(x) = -\frac{B(x) \pm \sqrt{B(x)^2 + 4}}{2}. \]

It can be seen from the definition of half-Mahler measures that for any real \( k > 4 \)
\[ m^\pm(P_{a,c}) = m^\pm(\tilde{P}_k), \]
so \( h(k) = m^+(\tilde{P}_k) - m^-(\tilde{P}_k) \). Note that for \( \theta \in \mathbb{R} \)
\[ |y_\pm(e^{i\theta})| = \frac{1}{2\sqrt{k - 4}} \left| (2\sqrt{k + 4} \cos \theta - k) \mp \sqrt{(2\sqrt{k + 4} \cos \theta - k)^2 + 4(k - 4)} \right|. \]

If \( \cos \theta > \frac{k}{2\sqrt{k + 4}} \), then \( |y_+(e^{i\theta})| < 1 < |y_-(e^{i\theta})| \) and if \( \cos \theta < \frac{k}{2\sqrt{k + 4}} \), then \( |y_-(e^{i\theta})| < 1 < |y_+(e^{i\theta})| \). Therefore, by the change of variable \( t = \cos \theta \), we have
\[ m^+(\tilde{P}_k) = -\frac{1}{\pi} \Re \int_{\frac{-2\sqrt{k+4}}{k^2-16}}^{\frac{2\sqrt{k+4}}{k^2-16}} \log(\bar{B} + \sqrt{\bar{B}^2 + 1}) \frac{dt}{\sqrt{1 - t^2}}, \]
\[ m^-(\tilde{P}_k) = -\frac{1}{\pi} \Re \int_{\frac{-2\sqrt{k+4}}{k^2-16}}^{\frac{2\sqrt{k+4}}{k^2-16}} \log(\bar{B} - \sqrt{\bar{B}^2 + 1}) \frac{dt}{\sqrt{1 - t^2}}, \]
where \( \bar{B} = \frac{2t\sqrt{k+4} - k}{2\sqrt{k-4}} \). Simple calculations yield
\[ \frac{\partial}{\partial k} \log(\bar{B} + \sqrt{\bar{B}^2 + 1}) = \frac{1}{\sqrt{\bar{B}^2 + 1}} \frac{\partial \bar{B}}{\partial k} = -\frac{4}{k^2 - 16} \frac{t + \frac{(k-8)\sqrt{k+4}}{16}}{\sqrt{t^2 - \frac{k}{\sqrt{k+4}} t + \frac{k^2+4k-16}{4(k+4)}}}, \]
\[ \frac{\partial}{\partial k} \log(\bar{B} - \sqrt{\bar{B}^2 + 1}) = \frac{1}{\sqrt{\bar{B}^2 + 1}} \frac{\partial \bar{B}}{\partial k} = \frac{4}{k^2 - 16} \frac{t + \frac{(k-8)\sqrt{k+4}}{16}}{\sqrt{t^2 - \frac{k}{\sqrt{k+4}} t + \frac{k^2+4k-16}{4(k+4)}}}. \]

Then we apply Leibniz’s rule and the substitution \( t \mapsto -t \) to obtain
\[ \frac{d}{dk} m^+(\tilde{P}_k) = -\frac{4}{k^2 - 16} \Re \int_{\frac{-2\sqrt{k+4}}{k^2-16}}^{\frac{2\sqrt{k+4}}{k^2-16}} \sqrt{t^2 + \frac{k}{\sqrt{k+4}} t + \frac{k^2+4k-16}{4(k+4)}} \frac{dt}{\sqrt{1 - t^2}}, \]
\[ \frac{d}{dk} m^-(\tilde{P}_k) = \frac{4}{k^2 - 16} \Re \int_{\frac{-2\sqrt{k+4}}{k^2-16}}^{\frac{2\sqrt{k+4}}{k^2-16}} \sqrt{t^2 + \frac{k}{\sqrt{k+4}} t + \frac{k^2+4k-16}{4(k+4)}} \frac{dt}{\sqrt{1 - t^2}}. \]

Hence it follows that
\[ \frac{dh(k)}{dk} = \frac{d}{dk} \left( m^+(\tilde{P}_k) - m^-(\tilde{P}_k) \right) = -\frac{4}{k^2 - 16} \Re \int_{\frac{-2\sqrt{k+4}}{k^2-16}}^{\frac{2\sqrt{k+4}}{k^2-16}} \sqrt{t^2 + \frac{k}{\sqrt{k+4}} t + \frac{k^2+4k-16}{4(k+4)}} \frac{dt}{\sqrt{1 - t^2}}. \]
Next, we transform the above integral into complete elliptic integrals using a standard procedure (see, for example, [7, Ch. 3]). In summary, we let
\[
\alpha = -\frac{\sqrt{k+4}}{2}, \quad \beta = -\frac{2}{\sqrt{k+4}}, \quad t = \frac{\alpha x - \beta}{x-1}.
\]
Then we have
\[
\begin{align*}
(2.2) \quad \int_{-1}^{1} & \frac{t - \frac{(k-8)\sqrt{k+4}}{16}}{\sqrt{t^2 + \frac{k}{\sqrt{k+4}} t + \frac{k^2 + 4k - 16}{4(k+4)}}} \sqrt{1-t^2} \\
& = \int_{-\sqrt{k+4}}^{\sqrt{k+4}} \left( -\frac{k+4}{8} + \frac{1}{1-x^2} + \frac{x}{1-x^2} \right) \frac{dx}{\sqrt{(B_1 x^2 + A_1)(B_2 x^2 + A_2)}},
\end{align*}
\]
where \(A_1 = B_2 = 4/k, A_2 = (k-4)/k\), and \(B_1 = -(k+4)/k\). Applying the change of variables \(u = x^2\) results in
\[
(2.3) \quad \int_{-\sqrt{k+4}}^{\sqrt{k+4}} \frac{x}{1-x^2} \sqrt{(B_1 x^2 + A_1)(B_2 x^2 + A_2)} = 0.
\]
Next, we use the substitution \(x \mapsto \sqrt{-A_1/B_1} x\) to deduce
\[
\begin{align*}
\int_{0}^{\sqrt{k+4}} \frac{dx}{\sqrt{(B_1 x^2 + A_1)(B_2 x^2 + A_2)}} &= \sqrt{-A_1/B_1} \int_{0}^{1} \frac{dx}{\sqrt{(-A_1 x^2 + A_1) \left( -\frac{A_1 B_2}{B_1} x^2 + A_2 \right)}} \\
& = \sqrt{-\frac{1}{A_2 B_1}} \int_{0}^{1} \frac{dx}{\sqrt{(1-x^2) \left( 1 - \frac{A_1 B_2}{A_2 B_1} x^2 \right)}} \\
& = \frac{k}{\sqrt{k^2 - 16}} K \left( \sqrt{-\frac{16}{k^2 - 16}} \right).
\end{align*}
\]
Therefore, we have
\[
(2.4) \quad \int_{-\sqrt{k+4}}^{\sqrt{k+4}} \frac{dx}{\sqrt{(B_1 x^2 + A_1)(B_2 x^2 + A_2)}} = \frac{2k}{\sqrt{k^2 - 16}} K \left( \sqrt{-\frac{16}{k^2 - 16}} \right).
\]
With the same substitution, it can be shown that
\[
(2.5) \quad \int_{-\sqrt{k+4}}^{\sqrt{k+4}} \frac{1}{1-x^2} \sqrt{(B_1 x^2 + A_1)(B_2 x^2 + A_2)} = \frac{2k}{\sqrt{k^2 - 16}} \Pi \left( \frac{4}{k+4}, \sqrt{-\frac{16}{k^2 - 16}} \right).
\]
Then we substitute (2.3)-(2.5) into (2.2) and apply the identities [5, Eq. 15.8.1, 16.16.8]
\[
K(\sqrt{z}) = \frac{1}{\sqrt{1-z}} K \left( \sqrt{-\frac{z}{z-1}} \right), \quad \Pi(n, \sqrt{z}) = \frac{1}{(1-n)\sqrt{1-z}} \Pi \left( \frac{n}{n-1}, \sqrt{\frac{z}{z-1}} \right)
\]
to obtain
\[
\frac{dh(k)}{dk} = \frac{1}{(k-4)\pi} \left( K \left( \frac{4}{k} \right) - \frac{8}{k} \Pi \left( \frac{4}{k}, \frac{4}{k} \right) \right).
\]
By Lemma 5, one sees that (2.1) is equivalent to
\begin{equation}
\Pi \left(\frac{-1}{k}, \frac{1}{k}\right) = \frac{k\pi}{4(k+4)} \text{ for } k > 4,
\end{equation}
which is merely a special case of Example 1 in Appendix A.

We finish this section by proving our main result.

**Proof of Theorem 1 and Corollary 2.** Let \( \tilde{P}_k \), \( B(x) \), and \( y_\pm(x) \) be as defined in the proof of Lemma 6. If \( k > 2(1 + \sqrt{5}) \) and \( \theta \in \mathbb{R} \), then
\begin{equation}
B(e^{i\theta}) = 2\cos \theta \sqrt{k+4} - k \leq 2\sqrt{k+4} - k < 0.
\end{equation}
Since \( y_+(x) y_-(x) = -1 \), it follows that \(|y_-(x)| < 1 < |y_+(x)|\) for \( x \) lying on the unit circle, implying \( m^-(P_{a,c}) = m^-(\tilde{P}_k) = 0 \) and \( h(k) = m^+((P_{a,c}) = m(P_{a,c}) \). Hence Corollary 2 is an immediate consequence of Theorem 1.

To prove Theorem 1, we simply integrate both sides of (2.1). The result is as follows: for \( k > 4 \)
\begin{equation}
f(k) = 2h(k) + \frac{1}{2} \log \left(\frac{k-4}{k+4}\right) + C,
\end{equation}
where \( C \) is a constant. By the above argument, for \( k > 2(1 + \sqrt{5}) \), we have
\begin{align*}
f(k) &= m \left( x + \frac{1}{k} + y + \frac{1}{y} + k \right) = m \left( 1 + \frac{1}{k} \left( x + \frac{1}{k} + y + \frac{1}{y} \right) \right) + \log k, \\
h(k) &= \frac{m(\tilde{P}_k)}{m} = m \left( \sqrt{\frac{k+4}{k-4}} \left( x + \frac{1}{x} \right) + \frac{1}{y} - \frac{k}{\sqrt{k-4}} \right) \\
&= m \left( \sqrt{\frac{k+4}{k^2(k-4)}} \left( x + \frac{1}{x} \right) + \sqrt{\frac{k-4}{k^2(k+4)}} \left( y - \frac{1}{y} \right) - \sqrt{\frac{k^2}{k^2 - 16}} \right) + \log \left( \frac{4}{\sqrt{k^2(k+4)}} \right).
\end{align*}
Taking \( k \to \infty \) leads to
\begin{equation}
C = f(k) - 2h(k) - \frac{1}{2} \log \left(\frac{k-4}{k+4}\right) \to 0.
\end{equation}
Hence we conclude that for \( k > 4 \)
\begin{equation}
f(k) = 2h(k) + \frac{1}{2} \log \left(\frac{k-4}{k+4}\right),
\end{equation}
as desired.

3. Final remarks

For \( k \in \mathbb{R} \), we can relate \( m(P_{1,k}) \) to half-Mahler measures of \( P_{a,c} \), where \( a \) and \( c \) are suitable algebraic functions of \( k \), thanks to Theorem 1 and [9, Thm. 2]. As explained in the introduction, we are interested in finding this type of identity since it could be useful in verifying some conjectures of Boyd [9, 12]. These results rely on the existence of modular unit parametrizations of some elliptic curves in the non-tempered family \( P_{a,c} \). We expected to obtain similar results for \( m(P_{1,k}) \) with \( k > 4 \). For example, choosing \( k = 5 \), we find that
the curve \( P_{1,5} = 0 \) relates to \( P_{3i,-5i} = 0 \) via Theorem 1 and the latter can obviously be transformed into

\[
\tilde{P}_5 := 3 \left( x + \frac{1}{x} \right) + y - \frac{1}{y} - 5 = 0.
\]

By a classical result of Ramanujan [1, Entry 62, p. 221], this curve can parametrized by the level 15 modular functions

\[
x(\tau) = -3 \frac{\eta^2(3\tau)\eta^2(15\tau)}{\eta^2(5\tau)},
\]

\[
y(\tau) = -\frac{\eta^3(\tau)\eta^3(15\tau)}{\eta^3(3\tau)\eta^3(5\tau)},
\]

where \( \eta(\tau) \) is the usual Dedekind eta function. In other words, \( \tilde{P}_5 = 0 \) admits a modular unit parametrization, although no such parametrization exists for its cousin \( P_{1,5} = 0 \). Using this fact together with a formula of Brunault, Mellit, and Zudilin [17], one should be able to give a direct proof of the following formula:

\[
m^+_{\tilde{P}_5} - m^-_{\tilde{P}_5} = 3L'(E_5,0) + \frac{1}{2} \log 3,
\]

which is equivalent to one of Boyd’s (proven) conjectures

\[
m_{P_{1,5}} = 6L'(E_5,0).
\]

However, we do not attempt to reprove this formula in this paper.

It is also natural to ask whether there is an identity analogous to (1.4) for \( k \not\in \mathbb{R} \). The case when \( k \) is purely imaginary is of particular interest since there are several known (conjectural) formulas relating \( m(P_{1,r}) \), with \( r \in \mathbb{Z} \), to \( L \)-values of elliptic curves. Despite an extensive search for such identity, we still have no positive answer to this question. It might be possible to detect new Mahler measure identities from a general elliptic integral identity which we examine in the appendix.

**APPENDIX A. A SPECIAL ELLIPTIC INTEGRAL IDENTITY**

Motivated by computational problems in particle physics, Jia [8] discovered and proved the following intriguing identity

\[
(A.1) \quad \Pi \left( \frac{(1 + x)(1 - 3x)}{(1 - x)(1 + 3x)} \sqrt{\frac{(1 + x)^3(1 - 3x)}{(1 - x)^3(1 + 3x)}} \right) - \frac{1 + 3x}{6x} K \left( \sqrt{\frac{(1 + x)^3(1 - 3x)}{(1 - x)^3(1 + 3x)}} \right)
\]

\[
= -\frac{\pi}{12} \sqrt{\frac{(1 + 3x)(x - 1)^3}{x}} \quad \text{for } x \in (-\infty, 0) \cup (1, \infty).
\]

What makes this identity interesting is that, unlike most of the known identities, it involves only complete elliptic integrals of the first and the third kind and a simple algebraic function. Thus it can be used to replace the complicated \( \Pi \) function with simpler functions in a favorable situation. It turns out that there are many other identities which look similar to (A.1). In spite of their seemingly unrelated origins, some of them are equivalent to identities between Mahler measures in the family \( P_{a,c} \), including the one we prove in this paper. We propose a generalization of this identity below.
Theorem 7. Let \( p(x) \) and \( q(x) \) be differentiable functions on an open set \( A \subseteq \mathbb{R} \) and let

\[
\begin{align*}
r(x) &= \frac{p'(x)q(x)(1 - q(x)^2) + 2q'(x)q(x)^2(p(x) - 1)}{2q'(x)(1 - p(x))(q(x)^2 - p(x))}, \\
f(x) &= \frac{p'(x)(p(x)^2 - q(x)^2) - 2q'(x)q(x)p(x)(p(x) - 1)}{2p(x)(p(x) - 1)(q(x)^2 - p(x))}.
\end{align*}
\]

If \( r(x) \) is differentiable on \( A \) and satisfies the following first-order nonhomogeneous differential equation

\[
r'(x) - \left( f(x) + \frac{q'(x)}{q(x)} \right) r(x) = -\frac{p'(x)}{2p(x)(p(x) - 1)},
\]

and \( \Pi(p(x), q(x)) \) and \( K(q(x)) \) are differentiable on \( A \), then the following identity is valid for all \( x \in A \)

\[
\Pi(p(x), q(x)) + r(x)K(q(x)) = s(x),
\]

where \( s(x) = e^{\int f(x)dx} \).

Proof. Let \( w(x) = \Pi(p(x), q(x)) + r(x)K(q(x)) \). Using the differentiation formulas for the elliptic integrals of the first and the third kind \([5, \text{Ch. 19}]\), we find that

\[
w'(x) = \left( \frac{p'(x)}{2p(x) - 1}(q(x)^2 - p(x)) + \frac{p'(x)}{2p(x) - 1} \right) E(q(x))
\]

\[
+ \left( \frac{p'(x)}{2p(x) - 1} - \frac{r(x)q'(x)}{q(x)} + r'(x) \right) K(q(x))
\]

\[
+ \left( \frac{p'(x)(p(x)^2 - q(x)^2)}{2p(x)(p(x) - 1)(q(x)^2 - p(x))} - \frac{q'(x)q(x)}{q(x)^2 - p(x)} \right) \Pi(p(x), q(x)).
\]

By (A.2), (A.3), and simple manipulations, one sees that the coefficients of \( E(q(x)) \) and \( \Pi(p(x), q(x)) \) are 0 and \( f(x) \), respectively, whence

\[
w'(x) = f(x) \left( \Pi(p(x), q(x)) + \frac{1}{f(x)} \left( \frac{p'(x)}{2p(x)(p(x) - 1)} - \frac{r(x)q'(x)}{q(x)} + r'(x) \right) K(q(x)) \right)
\]

\[
= f(x)w(x),
\]

where the latter equality follows from (A.4). Finally, we deduce (A.3) by solving the above differential equation.

Remark 8. It seems plausible to simplify the assumption in Theorem 7 further to make it become more practical. For instance, using the integrating factor method, we can write a general solution to (A.4) as

\[
r(x) = -\frac{1}{u(x)} \int \frac{u(x)p'(x)}{2p(x)(p(x) - 1)} dx,
\]

where \( u(x) = \sqrt{\frac{(p(x)-1)(q(x)^2-p(x))}{p(x)q(x)^2}} \). However, it is unclear to us whether there is a ‘hidden’ general relationship between \( p(x) \) and \( q(x) \) which enables us to obtain a closed-form of \( r(x) \) from the above integral and is compatible with (A.2). For any fixed function \( q(x) \) with nice properties, one can try to find \( p(x) \) which gives (A.5) by using a generic series expansion of \( p(x) \) and solving for its coefficients via the differential equation (A.4). Although symbolic computation might be helpful in the process of finding suitable \( p(x) \) and \( q(x) \), we find...
Theorem 7 useful for verifying, rather than finding, a new identity. As one can see from the examples below, once $p(x)$ and $q(x)$ are properly chosen, the condition (A.4) can be easily checked in a standard computer algebra system. It would also be desirable to find a larger domain in the complex plane for which (A.5) is valid. Numerical evidence for (A.1) with $x \in \mathbb{C}$ is given at the end of [8].

Example 1. Let $p(x) = -x$ and $q(x) = x$. Then
\[
    r(x) = -\frac{1}{2}, \quad f(x) = -\frac{1}{x+1}, \quad \int f(x)dx = \frac{1}{x+1},
\]
and $r(x)$ obviously satisfies (A.4). Hence for $x \in (-1, 1)$ we have
\[
    \Pi(-x, x) - \frac{1}{2}K(x) = \frac{C}{x+1},
\]
for some constant $C$. Since $\Pi(0, 0) = K(0) = \pi/2$, one sees immediately that $C = \pi/4$. This identity implies (2.6), which is a crucial step in the proof of the main result of this paper.

Example 2. Let $p(x) = \frac{(1+x)(1-3x)}{(1-x)(1+3x)}$ and $q(x) = \sqrt{\frac{(1+x)(1-3x)}{(1-x)(1+3x)}}$. Then
\[
    r(x) = -\frac{1+3x}{6x}, \quad f(x) = \frac{3}{2} \left( \frac{1}{x-1} + \frac{1}{1+3x} \right) - \frac{1}{x}, \quad \int f(x)dx = \frac{\sqrt{(1+3x)(x-1)^3}}{x},
\]
and $r(x)$ satisfies (A.4). Hence for $x \in (-\infty, -1/3)$ we have Jia’s identity
\[
    \Pi(p(x), q(x)) - \frac{1+3x}{6x}K(q(x)) = -\frac{\pi}{12} \frac{\sqrt{(1+3x)(x-1)^3}}{x},
\]
where the constant $-\frac{\pi}{12}$ is obtained by choosing $x = -1$. The domain for $x$ can be extended to $(-\infty, 0) \cup (1, \infty)$ using careful examination on the (complex) values of $\Pi(p(x), q(x))$ and $K(q(x))$. This identity is invoked in the proof of [12] Lem. 3].

Example 3. Let $p(x) = -\frac{x^2}{1+2x}$ and $q(x) = \sqrt{\frac{x^3(2+x)}{1+2x}}$. Then
\[
    r(x) = -\frac{(2+x)(1+2x)}{3(1+x)^2}, \quad f(x) = \frac{1}{1+2x} - \frac{2}{1+x}, \quad \int f(x)dx = \frac{\sqrt{1+2x}}{(1+x)^2},
\]
and $r(x)$ satisfies (A.4). Hence for $x \in (0, 1)$ we have
\[
    \Pi(p(x), q(x)) - \frac{1+3x}{6x}K(q(x)) = \frac{\pi}{6} \frac{\sqrt{1+2x}}{(1+x)^2},
\]
which is used in the proof of [12] Lem. 6].

Example 4. Let $p(x) = x(\sqrt{x^2+1}+1)(\sqrt{x^2+1}-x)$ and $q(x) = x^2$. Then
\[
    r(x) = \frac{1-x-2\sqrt{1+x^2}}{4\sqrt{1+x^2}}, \quad f(x) = \frac{1}{1-x} - \frac{x}{1+x^2}, \quad \int f(x)dx = \frac{1}{(1-x)\sqrt{1+x^2}},
\]
and $r(x)$ satisfies (A.4). Hence for $x \in (0, 1)$ we have
\[
    \Pi(p(x), q(x)) + \frac{1-x-2\sqrt{1+x^2}}{4\sqrt{1+x^2}}K(q(x)) = \frac{3\pi}{8(1-x)\sqrt{1+x^2}},
\]
which appears in the proof of [9] Lem. 6].
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