DYNAMICS OF A STOCHASTIC POPULATION MODEL WITH ALLEE EFFECT AND JUMPS
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Abstract. This paper is concerned with a stochastic population model with Allee effect and jumps. First, we show the global existence of almost surely positive solution to the model. Next, exponential extinction and persistence in mean are discussed. Then, we investigated the global attractivity and stability in distribution. At last, some numerical results are given. The results show that if attack rate $a$ is in the intermediate range or very large, the population will go extinct. Under the premise that attack rate $a$ is less than growth rate $r$, if the noise intensity or jump is relatively large, the population will become extinct; on the contrary, the population will be persistent in mean. The results in this paper generalize and improve the previous related results.
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INTRODUCTION

The Allee effect represents the relationship between population growth and population density. That is, for a population with Allee effect, if its population density is too sparse, it is so difficult to find a mate that reproduction does not compensate for mortality, then its population number will be reduced (see [1, 10, 34]). Allee effects mainly classified into two broad categories: strong Allee effect and weak Allee effect (see [4]). There is a threshold population level for the strong Allee effect such that the species become extinct below this threshold population density. On the other hand, the weak Allee effect occurs when the growth rate reduces but remains positive at low population density (see [4]). Recently, many literatures have studied the population dynamics with Allee effects (see [5–7, 14]). In [7], the author used Poincaré-Bendixson theory to study the following single population model with Allee effect

\[ x'(t) = x(t) \left[ r - cx(t) - \frac{a}{1 + hax(t)} \right] \quad (1) \]
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with \( x(0) = x_0 \). Here, \( r \) represents the intrinsic growth rate, \( c \) stands for the strength of intra-competition of the population. Under predation satiation circumstance, \( h \) and \( a \) represent the handling time and the attack rate of predator, respectively. Here, \( \frac{ax}{1 + hax} \) is the Allee effect (see [10] for more details).

In addition, populations are actually subject to the environmental noise. From [21], the extra noise can be divided into white noise and color noise. The white noise is uncorrelated, that is, each and every randomly drawn noise value is totally independent on previous value. However, the colored noise is temporally autocorrelated, that is, the values of random numbers used in the noise process will depend on the previous ones. Thus, it is more objective to modeling stochastic population models with white noise in mathematical biology (to name a few, see [8,9,11,22,25,30]). In these papers the authors revealed how noise affects the population dynamics. Especially, [8,9,11,22,25,30] investigated the dynamics of stochastic population models with Allee effect. There are many different ways to introduce environmental noise into the model. For example, due to the environment’s continuous fluctuation, the intrinsic growth rate \( r \) always fluctuates around some average value. In this sense \( r \rightarrow r + \sigma \dot{B}(t) \). Here \( \sigma^2 \) represents the intensity of white noise \( \dot{B}(t) \). Thus, one can get the following stochastic population model with Allee effect

\[
\begin{align*}
dx(t) &= x(t) \left[ r - cx(t) - \frac{a}{1 + hax(t)} \right] dt + \sigma x(t) dB(t)
\end{align*}
\]

with \( x(0) = x_0 > 0 \).

As we all know, Brownian motion is a stochastic process whose paths are continuous. However, natural populations are actually subject to sudden environmental shocks (earthquakes, hurricanes, epidemics, etc.), which have to be taken into account when the population dynamics model is established. Here, a sudden environmental shock will cause a sudden shift on the size of biological population, and the mathematical explanation is that sample paths are not continuous almost surely. It is recognized that stochastic differential equations with Lévy process are quite suitable to describe such discontinuous system. From [32], Lévy processes are stochastic processes with stationary and independent increments, in which they can form some special classes of both semi-martingales and Markov processes. Moreover, Lévy processes are not continuous, but their sample paths are right-continuous and have a number of random jump discontinuities occurring at random times, on each finite time interval. Thus, in order to depict these sudden changes in the environment, as in [17,18,27-29], we propose to introduce Lévy process into the stochastic model (2) and obtain the following stochastic population model with Lévy noise and Allee effect

\[
\begin{align*}
dx(t) &= x(t-) \left[ r - cx(t-) - \frac{a}{1 + hax(t-)} \right] dt + \sigma x(t-) dB(t) + \int_{\Gamma} x(t-) \gamma(z) \tilde{N}(dt, dz)
\end{align*}
\]

with \( x(0) = x_0 > 0 \). Here \( x(t-) \) means the left limit of \( x(t) \), the parameters \( r, c, a, h \) are defined as in model (1). \( B(t) \) is a standard Brownian motion defined on a filtered compete probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) satisfying usual hypotheses. \( N(\cdot, \cdot) \) is a Poisson process with parameter \( \lambda \) on the measurable subset \( \Gamma \subset [0, \infty) \) with \( \lambda(\Gamma) < \infty \). The compensated Poisson random measure \( \tilde{N}(dt, dz) = N(dt, dz) - \lambda(dz) dt \) is a martingale, which is independent of \( B(t) \). \( \sigma^2 \) represents the intensity of \( \dot{B}(t) \). \( \gamma \) is the effect of jumps on the population.

The remainder of this paper is organized as follows. In Section 1, we show that the model has a unique global positive solution by the comparison theorem of stochastic differential equations. In Section 2, the asymptotic pathwise behavior and stochastically ultimate boundedness of the model are investigated. In Section 3, We discuss the effect of Allee effect and stochastic perturbation on population dynamic behavior. Further, in Section 4, we first show that the solution of the model is globally attractive in mean. Then, the stability in distribution of the model is investigated. Section 5 contains numerical results, which are used to demonstrate the effectiveness of the theoretical results in this paper. The paper ends with a conclusion. The results in this paper generalize and improve the previous related results.
Throughout this paper, set \( \mathbb{R}_+ = (0, \infty) \), \( \mathbb{R}_0 = [0, \infty) \) and assume that \( \gamma(z) > -1 \) is a bounded function. From the boundedness of \( \gamma(z) \), there is \( K > 0 \) satisfying
\[
\int_0^\infty [\ln(1 + \gamma(z))]^2 \lambda(dz) < K.
\] (4)

For simplicity, let \( M(t) = \int_0^t \int_\Gamma \ln(1 + \gamma(z)) \tilde{N}(ds, dz) \) and \( \beta = \int_\Gamma [\ln(1 + \gamma(z)) - \gamma(z)] \lambda(dz) - \frac{\sigma^2}{2} \). Note that \( 1 - s + \ln s \leq 0 \) for \( s > 0 \), from which it follows that \( \beta = \int_\Gamma [\ln(1 + \gamma(z)) - (1 + \gamma(z)) + 1] \lambda(dz) - \frac{\sigma^2}{2} \leq -\frac{\sigma^2}{2} < 0 \).

1. Existence and uniqueness of the positive solution

Note that \( x(t) \) is the size of the population. Thus, we should consider positive global solutions of \( (3) \).

**Theorem 1.1.** For any initial value \( x_0 \in \mathbb{R}_+ \), model \( (3) \) has a unique global positive solution \( x(t) \) for all \( t \geq 0 \) with probability one, namely,
\[
\mathbb{P}\{x(t) > 0 : \text{ for any } t \geq 0\} = 1.
\]

**Démonstration.** Consider the following stochastic differential equation
\[
dv(t) = \left[ r - ce^v(t) - \frac{a}{1 + hae^v(t)} + \beta \right] dt + \sigma dB(t) + \int_\Gamma \ln(1 + \gamma(z)) \tilde{N}(dt, dz)
\] (5)

with \( v(0) = \ln x_0 \). Note that the coefficients of \( (5) \) satisfy the local Lipschitz condition. Hence, \( (5) \) has a unique maximal local solution \( v(t) \) on \([0, \tau_v]\), where \( \tau_v \) is the explosion time. Let \( x(t) = e^{v(t)} \). From the generalized Itô formula, model \( (3) \) has a unique positive local solution \( x(t) = e^{v(t)} \) on \([0, \tau_v]\) satisfying \( x(0) = x_0 \).

Next, we show that \( v(t) \) is a global solution to equation \( (5) \), i.e. \( \tau_v = \infty \). Consider the following two stochastic auxiliary systems
\[
\begin{align*}
d\phi(t) &= \phi(t-)\left[ r - c\phi(t-)\right] dt + \sigma\phi(t-)dB(t) + \int_\Gamma \phi(t-)\gamma(z) \tilde{N}(dt, dz), \\
\phi(0) &= x_0
\end{align*}
\] (6)
\[
\begin{align*}
d\psi(t) &= \psi(t-)\left[ (r-a) - c\psi(t-)\right] dt + \sigma\psi(t-)dB(t) + \int_\Gamma \psi(t-)\gamma(z) \tilde{N}(dt, dz), \\
\psi(0) &= x_0.
\end{align*}
\] (7)

From Lemma 4.2 in [2], for any \( \phi(0) = x_0 \), equation \( (6) \) has a unique solution \( \phi(t) > 0 \) on \( \mathbb{R}_+ \) and can be explicitly solved as follow
\[
\phi(t) = \frac{\exp \left\{ (r + \beta)t + \sigma B(t) + M(t) \right\}}{x_0 + c \int_0^t \exp \left\{ (r + \beta)s + \sigma B(s) + M(s) \right\} ds}.
\]

Similarly, for any \( \psi(0) = x_0 \), equation \( (7) \) has a unique solution \( \psi(t) > 0 \) on \( \mathbb{R}_+ \) and
\[
\psi(t) = \frac{\exp \left\{ (r-a + \beta)t + \sigma B(t) + M(t) \right\}}{x_0 + c \int_0^t \exp \left\{ (r-a + \beta)s + \sigma B(s) + M(s) \right\} ds}.
\]

From stochastic comparison theorem (Theorem 3.1, [20]), it follows that
\[
0 < \psi(t) \leq x(t) \leq \phi(t), \text{ a.s., for } t \in [0, \tau_v).
\]
Further, we have

$$\ln \psi(t) \leq v(t) \leq \ln \phi(t), \text{ a.s., for } t \in [0, \tau_c).$$

Since \( \ln \phi(t) \) and \( \ln \psi(t) \) exist on \([0, \infty)\), it follows that \( \tau_c = \infty \). Thus, for any initial value \( v(0) = \ln x_0 \), equation (5) has a unique solution \( v(t) \) on \( \mathbb{R}_+ \), a.s. Therefore, for any initial value \( x_0 \in \mathbb{R}_+ \), model (3) has a unique solution \( x(t) > 0 \) on \( \mathbb{R}_+ \) a.s. The proof is therefore complete. \( \square \)

2. Asymptotic Properties of the Solution

In this section, by using the generalized exponential martingale inequality and Borel-Cantelli lemma, we investigate the asymptotic pathwise behavior of the model. Then, we continue to examine the stochastically ultimate boundedness of the model.

**Lemma 2.1** (see [16, 24]). Let \( f : [0, \infty) \to \mathbb{R} \) and \( h : [0, \infty) \times \Gamma \to \mathbb{R} \) be both predictable \( \{\mathcal{F}_t\} \)-adapted processes such that for any \( T > 0 \),

$$\int_0^T |f(t)|^2 dt < \infty \text{ a.s. and } \int_0^T \int_\Gamma |h(t, z)|^2 \lambda(dz) dt < \infty \text{ a.s.}$$

Then, for any positive constants \( \vartheta, \varrho \),

$$\mathbb{P} \left\{ \sup_{0 \leq t \leq T} [A(t) - \Phi(t)] > \varrho \right\} \leq e^{-\varrho T}.$$  

Here \( A(t) = \int_0^t f(s) dB(s) + \int_0^t \int_\Gamma h(s, z) \tilde{N}(ds, dz) \), \( \Phi(t) = \frac{\vartheta}{2} \int_0^t |f(s)|^2 ds + \frac{1}{\varrho} \int_0^t \int_\Gamma \left[ e^{\varrho h(s, z)} - 1 - \varrho h(s, z) \right] \lambda(dz) ds \).

**Théorème 2.2.** For any \( x_0 \in \mathbb{R}_+ \), let \( x(t) \) be the solution of model (3) with initial value \( x(0) = x_0 \). Then

$$\limsup_{t \to \infty} \frac{\ln x(t)}{\ln t} \leq 1 \text{ a.s.}$$

**Démonstration.** Applying Itô’s formula to \( e^t \ln x \) and using inequality \( \ln x \leq x - 1 \) for \( x > 0 \), we have

\[
\begin{align*}
e^t \ln x(t) = & \ln x_0 + \int_0^t e^s \left[ \ln x(s) + r - cx(s) - \frac{a}{1 + hax(s)} \right] ds - \frac{1}{2} \int_0^t \sigma^2 e^s ds \\
& + \int_0^t e^s \left[ \ln(1 + \gamma(z)) - \gamma(z) \right] \lambda(dz) ds - \int_0^t e^s dB(s) \\
& + \int_0^t e^s \ln(1 + \gamma(z)) \tilde{N}(ds, dz) \\
\leq & \ln x_0 + \int_0^t e^s \left[ \ln x(s) + r - cx(s) - \frac{a}{1 + hax(s)} \right] ds - \frac{1}{2} \int_0^t \sigma^2 e^s ds \\
& + \int_0^t -\sigma e^s dB(s) + \int_0^t e^s \ln(1 + \gamma(z)) \tilde{N}(ds, dz). \\
\end{align*}
\]

Note that \( \int_0^T \sigma^2 e^{2s} ds = \frac{a^2}{2} (e^{2T} - 1) < \infty \) for any \( T > 0 \). Moreover, from (4), it follows that for any \( T > 0 \)

$$\int_0^T \int_\Gamma e^{2s} \left[ \ln(1 + \gamma(z)) \right]^2 \lambda(dz) ds \leq K \int_0^T e^{2s} ds = \frac{K}{2} (e^{2T} - 1) < \infty.$$
By virtue of Lemma 2.1, for any $\vartheta, \rho, T > 0$, we have
\[
\mathbb{P}\left\{ \sup_{0 \leq t \leq T} \int_0^t -\sigma e^s dB(s) - \frac{\vartheta}{2} \int_0^t \sigma^2 e^{2s} ds + \int_0^t \int_\Gamma e^{s} \ln(1 + \gamma(z)) \tilde{N}(ds, dz) - \frac{1}{\vartheta} \int_0^t \int_\Gamma [(1 + \gamma(z))^{\vartheta e^s} - 1 - \vartheta e^s \ln(1 + \gamma(z))] \lambda(dz) ds > \rho \right\} \leq e^{-\vartheta \rho}.
\]

Choose $T = n\gamma, \vartheta = \varepsilon e^{-n\gamma}$ and $\rho = (\vartheta e^{n\gamma} \ln n)/\varepsilon$, where $n \in \mathbb{N}, \gamma > 0, \theta > 1$ and $0 < \varepsilon < 1$ in above equation. Since $\sum_{n=0}^{\infty} \frac{1}{n^{2\gamma}} < \infty$ for $\theta > 1$, the Borel-Cantelli lemma (see Lemma 1.2.4 in [19]) implies that there exists a set $\Omega_0 \in \mathcal{F}$ with $\mathbb{P}(\Omega_0) = 1$ and an integer-valued random variable $n_0 = n_0(\omega)$ such that for every $\omega \in \Omega_0$,
\[
\int_0^t -\sigma e^s dB(s) + \int_0^t \int_\Gamma e^{s} \ln(1 + \gamma(z)) \tilde{N}(ds, dz) \leq \frac{\theta e^{n\gamma} \ln n}{\varepsilon} + \frac{\varepsilon e^{-n\gamma}}{2} \int_0^t \sigma^2 e^{2s} ds
\]
\[
+ \frac{e^{n\gamma}}{\varepsilon} \int_0^t \int_\Gamma [(1 + \gamma(z))^{\varepsilon e^{-n\gamma}} - 1 - \varepsilon e^{\gamma \gamma} \ln(1 + \gamma(z))] \lambda(dz) ds
\]
holds for all $0 \leq t \leq n\gamma, n \geq n_0$. Substituting the above inequality into (8), we see that
\[
e^t \ln x(t) \leq \int_0^t e^{\varepsilon [\ln x(s) + r - cx(s)] ds} + \frac{\theta e^{n\gamma} \ln n}{\varepsilon} - \frac{1}{2} \int_0^t \sigma^2 e^{2s} ds + \frac{\varepsilon e^{-n\gamma}}{2} \int_0^t \sigma^2 e^{2s} ds
\]
\[
+ \frac{e^{n\gamma}}{\varepsilon} \int_0^t \int_\Gamma [(1 + \gamma(z))^{\varepsilon e^{-n\gamma}} - 1 - \varepsilon e^{\gamma \gamma} \ln(1 + \gamma(z))] \lambda(dz) ds + \ln x_0
\]
holds for all $0 \leq t \leq n\gamma, n \geq n_0$. For $0 \leq s \leq t \leq n\gamma$, we have $\frac{1}{2} \varepsilon e^{-n\gamma} \sigma^2 e^{2s} - \frac{1}{2} \sigma^2 e^{s} - \frac{1}{2} \sigma^2 e^{s} (\varepsilon - 1) < 0$ and
\[
(1 + \gamma(z))^{\varepsilon e^{-n\gamma}} - 1 - \varepsilon e^{\gamma \gamma} \ln(1 + \gamma(z)) \leq 1 + \varepsilon e^{\gamma \gamma} \ln(1 + \gamma(z)) - 1 - \varepsilon e^{\gamma \gamma} \ln(1 + \gamma(z))
\]
\[
= \varepsilon e^{\gamma \gamma} [\gamma(z) - \ln(1 + \gamma(z))],
\]
where in the second inequality, we use the inequality $\varepsilon^t \leq 1 + r(x-1), x \geq 0, 1 \geq r \geq 0$. Therefore, for all $0 \leq t \leq n\gamma, n \geq n_0$, it follows from (9) that
\[
e^t \ln x(t) \leq \ln x_0 + \int_0^t e^{\varepsilon [\ln x(s) - cx(s)] + r + \int_\Gamma [\gamma(z) - \ln(1 + \gamma(z))] \lambda(dz)] ds + \frac{\theta e^{n\gamma} \ln n}{\varepsilon}.
\]
Let us consider function $q(x) = \ln x - cx + r + \int_\Gamma [\gamma(z) - \ln(1 + \gamma(z))] \lambda(dz)$ on $(0, \infty)$. It is easy to show that $q$ has maximum value for $x = \frac{1}{c} > 0$ and maximum value of $q$ is $q_{max} = \ln \frac{1}{c} + r + \int_\Gamma [\gamma(z) + \ln(1 + \gamma(z))] \lambda(dz)$. Denote $H_1 = \{(\ln \frac{1}{c} + r + \int_\Gamma [\gamma(z) + \ln(1 + \gamma(z))] \lambda(dz)) \wedge 1\}$. Then $e^t \ln x(t) \leq \ln x_0 + H_1 e^t + \frac{\theta e^{n\gamma} \ln n}{\varepsilon}$ holds for all $0 \leq t \leq n\gamma, n \geq n_0$. Therefore, for all $0 \leq n \leq n\gamma, n \geq n_0$, we have
\[
\frac{\ln x(t)}{e^t} \leq \frac{\ln x_0}{e^t} + H_1 + \frac{\theta e^{n\gamma} \ln n}{\varepsilon}. \]
Letting $n \to \infty$ (and so $t \to \infty$), we obtain $\limsup_{t \to \infty} \frac{\ln x(t)}{e^t} \leq \frac{\theta e^{n\gamma}}{\varepsilon}$. Moreover, letting $\theta \downarrow 1, \gamma \downarrow 0$ and $\varepsilon \uparrow 1,
\]
\[
\limsup_{t \to \infty} \frac{\ln x(t)}{e^t} \leq 1 \text{ a.s.}
\]
The proof is complete. \qed
Now, we show that model (3) is stochastically ultimate bounded.

**Définition 2.3** (see [12, 13]). Model (3) is called stochastically ultimate bounded, if for any \( \varepsilon \in (0, 1) \), there exist a positive constant \( H_2 = H_2(\varepsilon) \) such that the solution \( x(t) \) of model (3) with any initial value \( x_0 \in \mathbb{R}_+ \) has the property that

\[
\limsup_{t \to \infty} \mathbb{P}\{x(t) > H_2\} < \varepsilon.
\]

**Théorème 2.4.** For any \( x_0 \in \mathbb{R}_+ \), let \( x(t) \) be the solution of model (3) with initial value \( x_0 \). Then, for any \( p \geq 1 \), there is a constant \( K(p) > 0 \) such that

\[
\mathbb{E}[x^p(t)] \leq K(p).
\]

Further, model (3) is stochastically ultimate bounded.

**Démonstration.** For \( p > 1 \), applying Itô’s formula to \( e^t x^p \) and taking expectations, we obtain

\[
\mathbb{E}[e^t x^p(t)] = x_0^p + p \mathbb{E}\int_0^t e^s x^p \left[ \frac{1}{p} r + \frac{p-1}{2} \sigma^2 + \frac{1}{p} \int_\tau^t [(1 + \gamma(z))^{p-1} - 1 - \gamma(z)]\lambda(dz) - cx - \frac{a}{1 + \alpha x(s)} \right] ds
\]

\[
\leq x_0^p + p \mathbb{E}\int_0^t e^s x^p \left[ \frac{1}{p} r + \frac{p-1}{2} \sigma^2 + \frac{1}{p} \int_\tau^t [(1 + \gamma(z))^{p-1} - 1 - \gamma(z)]\lambda(dz) - cx \right] ds.
\]

Denote \( \kappa = \frac{1}{p} r + \frac{p-1}{2} \sigma^2 + \frac{1}{p} \int_\tau^t [(1 + \gamma(z))^{p-1} - 1 - \gamma(z)]\lambda(dz) \). For \( p > 1 \), we consider the function \( f(s) = (1 + s)^p - 1 - ps \) on \((1, \infty)\). Note that \( f \) reaches its minimum value at \( s = 0 \). Thus, we have \( f(s) \geq 0 \). This means that \( \kappa > 0 \) for \( p > 1 \). Clearly, if \( p = 1 \), then \( \kappa = 1 + r > 0 \). Therefore, for \( p \geq 1 \), we have

\[
\mathbb{E}[e^t x^p(t)] \leq x_0^p + p \int_0^t e^s \mathbb{E}\left\{ x^p(s) \left[ \kappa - cx(s) \right] \right\} ds,
\]

where \( \kappa > 0 \) is a constant. Note that \( g(x) = x^p(\kappa - cx) \) reaches its maximum value at \( x = \frac{pk}{c(p+1)} \geq 0 \). Thus, \( g_{\text{max}} = (\frac{p}{p+1})^{p+1} \kappa^p \) and \( \mathbb{E}[e^t x^p(t)] \leq x_0^p + pk^* \int_0^t e^s ds = x_0^p + pk^*(e^t - 1) \), which implies

\[
\mathbb{E}[x^p(t)] \leq x_0^p e^{-t} - pk^* e^{-t} + pk^* \leq x_0^p + pk^* \leq K(p).
\]

Further, there is a positive constant \( K(1) \) such that \( \limsup_{t \to \infty} \mathbb{E}[x(t)] \leq K(1) \). Now, for any \( \varepsilon \in (0, 1) \), let \( H_2 = \frac{K(1)}{\varepsilon} + 1 \). Then by Markov’s inequality,

\[
\mathbb{P}\{x(t) > H_2\} \leq \frac{\mathbb{E}[x(t)]}{H_2}.
\]

Hence,

\[
\limsup_{t \to \infty} \mathbb{P}\{x(t) > H_2\} \leq \limsup_{t \to \infty} \frac{\mathbb{E}[x(t)]}{H_2} < \varepsilon.
\]

The proof is complete. \( \Box \)

3. Extinction and Persistence

In this part, we will investigate how Allee effect and stochastic perturbation affect the population dynamics behavior. For simplicity, denote \( u(t) = \frac{1}{t} \int_0^t u(s) ds \).
3.1. Extinction

**Théorème 3.1.** For any initial value $x_0 \in \mathbb{R}_+$, let $x(t)$ be the solution of model (3) with $x(0) = x_0$. If one of the following two conditions holds:

(i) $r + \beta < a \leq \sqrt{r}$ (the attack rate $a$ is in the intermediate range);

(ii) $a > \sqrt{r}$ and $a > \frac{c}{2} \sqrt{\frac{1}{r} + a^{2}r - \beta} > 0$ (the attack rate $a$ is large),
then the population becomes extinct exponentially with probability one.

**Démonstration.** Applying the generalized Itô formula, we obtain

$$
\ln x(t) = \ln x_0 + \int_0^t \left[ r - cx(s) - \frac{a}{hax(s) + 1} + \beta \right] ds + \sigma B(t) + M(t). \tag{11}
$$

Using the strong law of large numbers (see [19]), we have

$$
\lim_{t \to \infty} \frac{B(t)}{t} = 0 \quad \text{a.s.} \tag{12}
$$

In addition, $M(t)$ is a local martingale with $M(0) = 0$ and the quadratic variation of $M(t)$ is $\langle M \rangle(t) = \int_0^t \int_0^s [\ln(1 + \gamma(z))]^2 \lambda(dz) ds$. It follows from (4) that

$$
\rho_M(t) = \int_0^t \frac{d\langle M \rangle(s)}{(1+s)^2} = \int_0^t \frac{\frac{\ln(1 + \gamma(z))^2 \lambda(dz)}{(1+s)^2}}{1+t} \leq \frac{Kt}{1+t}.
$$

Thus, $\lim_{t \to \infty} \rho_M(t) \leq K < \infty$. From the strong law of large numbers for local martingales (see [15]),

$$
\lim_{t \to \infty} \frac{M(t)}{t} = 0 \quad \text{a.s.} \tag{13}
$$

Therefore, from (12) and (13), it follows that

$$
\lim_{t \to \infty} \frac{1}{t} \left[ \ln x_0 + \sigma B(t) + M(t) \right] = 0 \quad \text{a.s.} \tag{14}
$$

Consider $f(x) = r + \beta - cx - \frac{a}{hax(s) + 1}$ on $[0, +\infty)$. Obviously, $f'(x) = -g(x) = -ch^2ax^2 - 2cha + ha^2 - c$. By a simple calculation, we can obtain solutions of quadratic equation $g(x) = 0$ are

$$
x_1 = \frac{c + \sqrt{cha^2}}{-cha}, \quad x_2 = \frac{c - \sqrt{cha^2}}{-cha}.
$$

Now, we differ two cases:

**Case 1.** (i) holds. From $a \leq \sqrt{r}$, it follows that $x_1 < 0$ and $x_2 \leq 0$. Then, $g(x) < 0$ for each $x \in (0, +\infty)$. This implies $f'(x) < 0$ on $(0, \infty)$. Thus, $f(x) < f(0) = r + \beta - a$ for all $x \in (0, +\infty)$. Now, from (11), it follows that

$$
\frac{1}{t} \ln x(t) \leq (r + \beta - a) + \frac{1}{t} \left[ \ln x_0 + \sigma B(t) + M(t) \right],
$$

which, together with (14), yields

$$
\lim_{t \to \infty} \sup \left[ \frac{1}{t} \ln x(t) \right] \leq r + \beta - a < 0 \quad \text{a.s.}
$$
Case 2. (ii) holds. If \( a > \sqrt{\frac{r}{r-a}} \), then \( x_1 < 0 \) and \( x_2 > 0 \). Thus, function \( f(x) \) has maximum value at \( x = x_2 \), and \( f_{\text{max}} = r + \beta + \frac{c}{m} - 2\sqrt{\frac{r}{r-a}} \). Thus, from (11), it follows that
\[
\frac{1}{t} \ln(x(t)) \leq \left( r + \beta + \frac{c}{ma} - 2\sqrt{\frac{c}{m}} \right) + \frac{1}{t} \ln x_0 + \sigma B(t) + M(t)
\]
which, together with (14), yields
\[
\limsup_{t \to \infty} \left[ \frac{1}{t} \ln(x(t)) \right] \leq r + \beta + \frac{c}{ma} - 2\sqrt{\frac{c}{m}} \quad \text{a.s.}
\]
From a \( \geq \frac{c}{m} \), we know \( r + \beta + \frac{c}{ma} - 2\sqrt{\frac{c}{m}} < 0 \). The proof is complete.

From Theorem 3.1, one can get the following corollary.

Corollaire 3.2. For any \( x_0 \in \mathbb{R}^+ \), let \( x(t) \) be the solution of model (3) corresponding to \( x(0) = x_0 \). If \( r + \beta < 0 \), then \( \lim_{t \to \infty} x(t) = 0 \). This means that the high intensity noise and jump can lead to the extinction of the population.

Démonstration. From \( r + \beta < 0 \), it follows that \( \frac{c}{m} \sqrt{\frac{1}{r-a}} = \frac{c}{m} \sqrt{\frac{1}{r-a}} \leq \frac{c}{m} \sqrt{\frac{1}{r-a}} = \frac{c}{m} \sqrt{\frac{1}{r-a}} < \frac{c}{m} \sqrt{\frac{1}{r-a}} \). Thus, the condition (ii) in Theorem 3.1 equals to \( a > \sqrt{\frac{r}{r-a}} \). Note that \( r + \beta < 0 < a \). This, together with the condition (i) in Theorem 3.1, yields that if \( r + \beta < 0 \), then \( \limsup_{t \to \infty} \frac{\ln(x(t))}{t} < 0 \). Hence, one can get the conclusion.

Moreover, for models (1) and (2), from the proof of Theorem 3.1, one can get the following two corollaries.

Corollaire 3.3. For any \( x_0 \in \mathbb{R}^+ \), let \( x(t) \) be the solution of model (1) corresponding to \( x(0) = x_0 \). If one of the following conditions holds:

(A1) \( r < a \leq \sqrt{\frac{r}{r-a}} \);

(A2) \( a > \sqrt{\frac{r}{r-a}} \) and \( a > \frac{c}{m} \sqrt{\frac{1}{r-a}} > 0 \)

then \( \limsup_{t \to \infty} \frac{\ln(x(t))}{t} < 0 \). That is, \( \lim_{t \to \infty} x(t) = 0 \).

Corollaire 3.4. For any \( x_0 \in \mathbb{R}^+ \), let \( x(t) \) be the solution of model (2) corresponding to \( x(0) = x_0 \). If one of the following conditions holds:

(B1) \( r - \frac{a^2}{2} < a \leq \sqrt{\frac{r}{r-a}} \);

(B2) \( a > \sqrt{\frac{r}{r-a}} \) and \( a > \frac{c}{m} \sqrt{\frac{1}{r-a}} + \frac{a^2}{2} > 0 \)

then \( \limsup_{t \to \infty} \frac{\ln(x(t))}{t} < 0 \) a.s. That is, \( \lim_{t \to \infty} x(t) = 0 \) a.s.

Remarque 3.5. Kang and Udiani [10] investigated the following single species model with Allee effects
\[
x'(t) = x(t) \left[ r \left( 1 - \frac{x(t)}{K} \right) - \frac{a}{1 + hax(t)} \right],
\]
with \( x(0) = x_0 \). Let \( x^K = \frac{(haK-1)+\sqrt{(haK+1)^2-4haK}}{2ha} \) and \( x^0 = \frac{(haK-1)-\sqrt{(haK+1)^2-4haK}}{2ha} \). For model (15), from Lemma 2.1 in [10], we know that

(1) If \( a < r \), then model (15) has the following two equilibria: \( x^0 = 0 \) and \( x^K \), where \( x^0 = 0 \) is unstable while \( x^K \) is locally asymptotically stable.

(2) If \( r < a < \frac{1}{hK} \) or \( \max \left\{ \frac{1}{hK}, \sqrt{\frac{a^2}{4hK}} \frac{1}{(hK+1)^2} \right\} < a \) and \( rhK < 4 \), then model (15) has only the extinction equilibrium \( x^K = 0 \) which is globally stable.

(3) If \( 4hK < r < a \) hold or \( \max \left\{ r, \frac{1}{hK} \right\} < a < \sqrt{\frac{1}{hK}} \left( \frac{a^2}{4hK} \right) \) and \( r < \frac{1}{hK} \) hold, then (15) has three equilibria: \( x^0, x^K \) and \( x^0 \), where both \( x^0 \) and \( x^K \) are locally asymptotically stable while \( x^0 \) is unstable.
If we take \( c = \frac{\sqrt{a}}{\sqrt{r}} \), then model (15) can be reduced to model (1). From Lemma 2.1 (2) in [10], for any initial value \( x_0 \in \mathbb{R}_+ \), if one of the following conditions holds:

(A3) \( r < a < \frac{\sqrt{a}}{r} \)

(A4) \( 4c > r^2h \) and \( \max \left\{ r, \frac{1}{\sqrt{r}}, \frac{1}{2\sqrt{r} - r} \right\} < a \)

then the solution \( x(t) \) of model (1) corresponding to \( x(0) = x_0 \) satisfies \( \lim_{t \to \infty} x(t) = 0 \).

Obviously, if condition (A3) or (A4) holds, then condition (A1) or (A2) in Corollary 3.3 holds. Furthermore, from (A3) and (A4), it follows that \( a \neq \frac{\sqrt{a}}{r} \). However, if \( a = \frac{\sqrt{a}}{r} \) and \( a > \sqrt{r} \), then \( \frac{1}{\sqrt{r}} > \sqrt{r} \). This means that \( r < \sqrt{r} \). Therefore, we have \( 2\sqrt{r} > r > r \). This implies that \( 0 < \frac{\sqrt{a}}{2\sqrt{r} - r} < \frac{\sqrt{a}}{r} = a \). Thus, condition (A2) holds.

Therefore, Corollary 3.3 generalizes and improves Lemma 2.1 in [10].

**Remark 3.6.** In [26], the authors discussed the persistence and ergodicity of the following stochastic model under regime switching

\[
dx(t) = x(t) \left[ r(\xi(t)) \left( 1 - \frac{x(t)}{K(\xi(t))} \right) - \frac{a(\xi(t))}{1 + h(\xi(t))a(\xi(t))x(t)} \right] dt + \sigma(\xi(t)) dB(t),
\]

where \( r(i), K(i), a(i) \) and \( h(i) \) are all positive for any \( i \in \mathcal{M} = \{1, 2, \cdots, N\} \), and \( \xi(t) \) is \( \mathcal{F}_t \) adapted but independent of the Brownian motion \( B(t) \). Let \( h(\xi(t)) = r(\xi(t)) - \frac{1}{2} \sigma^2(\xi(t)) \), \( h = -\sum_{i=1}^{N} \pi_i a(i) \), \( b = -\sum_{i=1}^{N} \pi_i b(i) \) and \( \bar{r} = \sum_{i=1}^{N} \pi_i \sqrt{\frac{r(\xi)}{b(\xi)}(\xi)} \). Then, for model (16), from Theorem 3.1 in [26], we know that

(a) If \( \min_{i \in \mathcal{M}} \left\{ \frac{r(i)}{\pi(i)} - h(i) a^2(i) \right\} > 0 \), we have

- (a1) \( \lim_{t \to \infty} x(t) = 0 \), i.e., the population is extinct when \( \bar{b} < \bar{a} \);
- (a2) \( \lim_{t \to \infty} \frac{1}{t} \int_0^t x(s) \, ds = 0 \), i.e., the population is nonpersistent in mean when \( \bar{b} = \bar{a} \);
- (a3) \( \liminf_{t \to \infty} \frac{1}{t} \int_0^t x(s) \, ds > 0 \), i.e., the population is persistent in mean when \( \bar{b} > \bar{a} \).

(b) If \( \min_{i \in \mathcal{M}} \left\{ \frac{r(i)}{\pi(i)} - h(i) a^2(i) \right\} \leq 0 \), we have

- (b1) \( \lim_{t \to \infty} x(t) = 0 \), i.e., the population is extinct when \( \bar{b} < \bar{r} \);
- (b2) \( \liminf_{t \to \infty} \frac{1}{t} \int_0^t x(s) \, ds > 0 \), i.e., the population is persistent in mean when \( \bar{b} > \bar{a} \).

If there is only one state in the state space \( \mathcal{M} \) and \( c = \frac{\sqrt{a}}{r} \), then model (16) can be reduced to model (2). From Theorem 3.1 in [26], for any initial value \( x_0 \in \mathbb{R}_+ \), if one of the following conditions holds:

- (B3) \( r - \frac{\sqrt{a}}{2} < a \leq \sqrt{r} \);
- (B4) \( a > \sqrt{r} \) and \( r - \frac{\sqrt{a}}{2} < \sqrt{r} \)

then the solution \( x(t) \) of model (2) with \( x(0) = x_0 \) satisfies \( \lim_{t \to \infty} x(t) = 0 \) a.s.

Obviously, if condition (B3) or (B4) holds, then condition (B1) or (B2) in Corollary 3.4 holds. However, from (B2) of Corollary 3.4, it follows that \( r - \frac{\sqrt{a}}{2} < 2\sqrt{r} - \frac{a}{2} \) and \( a > \sqrt{r} \). Note that \( 2\sqrt{r} = \frac{\sqrt{a}}{2} > \sqrt{r} \) when \( a > \sqrt{r} \). Therefore, if there is only one state in the state space \( \mathcal{M} \) and \( c = \frac{\sqrt{a}}{r} \) for the model in [26], then Corollary 3.4 is more general than Theorem 3.1 in [26].

**Remark 3.7.** Note that \( \beta \leq -\frac{\sqrt{a}}{2} \). Thus, under the condition of Corollary 3.3, the solutions of models (1), (2) and (3) all tend to 0 exponentially. Meanwhile, under the condition of Corollary 3.4, the solutions of models (2) and (3) both tend to 0 exponentially. Moreover, from Corollary 3.3, it follows that no matter how loud or small the noise, if the attack rate \( a \) is in the intermediate range or very large, i.e., \( r < a \leq \sqrt{r} \) or \( a > \sqrt{r} \) and \( a > \frac{\sqrt{a}}{\sqrt{r} - \frac{\sqrt{a}}{2}} \), then the populations in models (1), (2) and (3) will go extinct (see Figs. 1 and 2). Comparison Theorem 3.1, Corollary 3.3 and Corollary 3.4 show that if attack rate \( a \) is less than growth rate \( r \) and the noise intensity or jump is relatively large, the populations in models (2) and (3) will become extinct (see Fig.3).
3.2. Persistence

**Lemma 3.8** (see [26]). Assume \( u(t) \in C(\Omega \times \mathbb{R}_+, \mathbb{R}_+), G(t) \in C(\Omega \times \mathbb{R}_+, (-\infty, +\infty)) \), \( \lim_{t \to \infty} \frac{G(t)}{t} = 0 \) a.s.

(I) If there are \( \varrho > 0 \), \( \varrho_0 > 0 \) and \( T > 0 \) satisfying

\[
\ln u(t) \leq \varrho t - \varrho_0 \int_0^t u(s)ds + G(t), \text{ a.s., } t \geq T,
\]

then \( \limsup_{t \to \infty} \langle u(t) \rangle \leq \frac{\varrho}{\varrho_0} \) a.s.

(II) If there exist \( \varrho > 0 \), \( \varrho_0 > 0 \) and \( T > 0 \) satisfying

\[
\ln u(t) \geq \varrho t - \varrho_0 \int_0^t u(s)ds + G(t), \text{ a.s., } t \geq T,
\]

then \( \liminf_{t \to \infty} \langle u(t) \rangle \geq \frac{\varrho}{\varrho_0} \) a.s.

**Theorem 3.9.** For any \( x_0 \in \mathbb{R}_+ \), let \( x(t) \) be the solution of model (3) with \( x(0) = x_0 \). If \( r + \beta - a > 0 \), then

\[
\limsup_{t \to \infty} \langle x(t) \rangle \leq \frac{r + \beta}{c}, \quad \liminf_{t \to \infty} \langle x(t) \rangle \geq \frac{r + \beta - a}{c} \text{ a.s.}
\]

That is, population \( x(t) \) in model (3) is persistent in mean.

**Démonstration.** It follows from (11) that

\[
\ln x(t) = \ln x_0 + \int_0^t \left[ r - cx(s) - \frac{a}{hax(s) + 1} + \beta \right] ds + \sigma B(t) + M(t).
\]

Thus, we have

\[
\ln x(t) \leq (r + \beta)t - c \int_0^t x(s)ds + \ln x_0 + \sigma B(t) + M(t),
\]

\[
\ln x(t) \geq (r + \beta - a)t - c \int_0^t x(s)ds + \ln x_0 + \sigma B(t) + M(t).
\]

From (14), \( r + \beta - a > 0 \) and Lemma 3.8, we have

\[
\limsup_{t \to \infty} \langle x(t) \rangle \leq \frac{r + \beta}{c}, \quad \liminf_{t \to \infty} \langle x(t) \rangle \geq \frac{r + \beta - a}{c} \text{ a.s.}
\]

The proof is complete. 

From Theorem 3.9, one can get the following result.

**Corollary 3.10.** For any \( x_0 \in \mathbb{R}_+ \), let \( x(t) \) be the solution of model (2) with \( x(0) = x_0 \). If \( r - \frac{\sigma^2}{2} - a > 0 \), then

\[
\limsup_{t \to \infty} \langle x(t) \rangle \leq \frac{r - \frac{\sigma^2}{2}}{c}, \quad \liminf_{t \to \infty} \langle x(t) \rangle \geq \frac{r - \frac{\sigma^2}{2} - a}{c} \text{ a.s.}
\]

**Remarque 3.11.** From Theorem 3.9, if attack rate \( a \) is less than growth rate \( r \) and the noise intensity or jump is relatively small such that \( a < r + \beta \), the population in model (3) will be persistent in mean (see Fig. 4).
Remarque 3.12. If there is no Allee effect, then stochastic model (3) can be reduced to
\[
dx(t) = x(t) \left[ r - cx(t) \right] dt + \sigma x(t) dB(t) + \int_{\Gamma} x(t) \gamma(z) \tilde{N}(dt, dz).
\] (17)

For stochastic model (17), from Theorems 3.1 and 3.9, one can get the following results
(i) if \( r + \beta < 0 \), then \( \lim_{t \to \infty} x(t) = 0 \) a.s.;
(ii) if \( r + \beta > 0 \), then \( \lim_{t \to \infty} |x(t)| = \frac{r - \beta}{c} \) a.s.

Wu and Wang [24] discussed non-autonomous model corresponding to model (17). From [24], we know that
the jump noise and the general noise can make the population extinct. [31] discussed the dynamics of a stochastic
predator-prey model with habitat complexity and prey aggregation. The results show that environmental noise
is disadvantage for the survival of biological population.

4. GLOBAL ATTRACTIVITY AND STABILITY IN DISTRIBUTION

In this section, we first show that the solution of model (3) is globally attractive in mean. Then we consider
the stability in distribution of model (3).

Définition 4.1. For any \( x_{i0} \in \mathbb{R}_+ \), let \( x_i(t) \) be the solution of model (3) with \( x_i(0) = x_{i0} \) \( i = 1, 2 \). If
\( \lim_{t \to \infty} \mathbb{E}[x_1(t) - x_2(t)] = 0 \), then the solution of model (3) is globally attractive in mean.

Let \( x(t; x_0) \) be the solution of model (3) corresponding to \( x(0) = x_0 \in \mathbb{R}_+ \) and \( p(t, x_0, \cdot) \) be the transition probability of \( x(t; x_0) \). Then, for any \( A \in \mathcal{B}(\mathbb{R}_+) \), we have
\[
P(t, x_0, A) = \mathbb{P}\{x(t; x_0) \in A\} = \int_A p(t, x_0, d\eta).
\]

Let \( \mathcal{P}(\mathbb{R}_+) \) be the family of probability measures on the measurable space \( (\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+)) \). For any \( P_1, P_2 \in \mathcal{P}(\mathbb{R}_+) \),
define the metric
\[
d_S(P_1, P_2) = \sup_{f \in \mathcal{S}} \left| \int_{\mathbb{R}_+} f(s) P_1(ds) - \int_{\mathbb{R}_+} f(s) P_2(ds) \right|,
\]
where \( \mathcal{S} = \{ f : \mathbb{R}_+ \to \mathbb{R} \mid |f(s_1) - f(s_2)| \leq |s_1 - s_2| \text{ and } |f(\cdot)| \leq 1 \text{ for } s_1, s_2 \in \mathbb{R}_+ \} \). Thus, \( (\mathcal{P}(\mathbb{R}_+), d_S) \) is a
complete metric space.

Définition 4.2 (see [23]). If there is \( \nu(\cdot) \in \mathcal{P}(\mathbb{R}_+) \) such that for each \( x_0 \in \mathbb{R}_+ \), \( p(t, x_0, \cdot) \) converges weakly to
\( \nu(\cdot) \) as \( t \to \infty \), that is \( \lim_{t \to \infty} d_S(p(t, x_0, \cdot), \nu(\cdot)) = 0 \), then model (3) is stable in distribution.

Lemme 4.3 (see [3]). If \( f : \mathbb{R}_+ \to \mathbb{R}_+ \) is uniformly continuous and integrable, then \( \lim_{t \to \infty} f(t) = 0 \).

Lemme 4.4. For any \( x_{i0} \in \mathbb{R}_+ \), let \( x_i(t) \) be the solution of model (3) with \( x_i(0) = x_{i0} \) \( i = 1, 2 \). Then,
\( \mathbb{E}[x_1(t) - x_2(t)] \) is uniformly continuous on \( [0, \infty) \).

Démonstration. From (3), it follows that
\[
\mathbb{E}[x_i(t)] = x_{i0} + \int_0^t r\mathbb{E}[x_i(s)] - c\mathbb{E}[x_i^2(s)] - \mathbb{E}\left[ \frac{ax_i(s)}{hax_i(s) + 1} \right] ds,
\]
which, together with Theorem 2.4, yields
\[
\frac{d\mathbb{E}[x_1(t)]}{dt} = r\mathbb{E}[x_1(t)] - c\mathbb{E}[x_1^2(t)] - \mathbb{E}\left[ \frac{ax_1(t)}{hax_1(t) + 1} \right] \leq r\mathbb{E}[x_1(t)] \leq rK(1),
\]
\[
\frac{d\mathbb{E}[x_2(t)]}{dt} = r\mathbb{E}[x_2(t)] - c\mathbb{E}[x_2^2(t)] - \mathbb{E}\left[ \frac{ax_2(t)}{hax_2(t) + 1} \right] \geq -c\mathbb{E}[x_2^2(t)] - a \geq -cK(2) - a.
\]
Thus, we have \( \left| \frac{dE[x_i(t)]}{dt} \right| \leq M \), where \( M = \max \{|rK(1)|, |cK(2)| - a| \} \). This implies that \( E[x_1(t)] \) is uniformly continuous. Similarly, \( E[x_2(t)] \) is also uniformly continuous. Therefore, for arbitrary \( \varepsilon > 0 \), there is \( \delta = \delta(\varepsilon) > 0 \) such that for each \( 0 \leq s, t < \infty \) with \(|t - s| < \delta\),

\[
|E[x_i(t)] - E[x_i(s)]| < \frac{\varepsilon}{2}, \quad i = 1, 2.
\]

Now, we show that \( E|x_1(t) - x_2(t)| \) is uniformly continuous. Without a loss of generality, set \( \xi_1 \geq \xi_2 \). From the stochastic comparison theorem (Theorem 3.1, [20]), it follows that \( x_1(t) \geq x_2(t) \) a.s. for \( t \in [0, \infty) \). Therefore,

\[
E[x_1(t) - x_2(t)] = E\left[x_1(t) - x_2(t)\right].
\]

Furthermore, for each \( 0 \leq s, t < \infty \) with \(|t - s| < \delta\), we have

\[
|E[x_1(t) - x_2(t)] - E|x_1(s) - x_2(s)|| = |E[x_1(t) - x_2(t)] - E[x_1(s) - x_2(s)]|
\]

\[
= |E[x_1(t) - x_1(s)] - E[x_2(t) - x_2(s)]|
\]

\[
\leq |E[x_1(t) - x_1(s)]| + |E[x_2(t) - x_2(s)]|
\]

\[
< \varepsilon,
\]

which implies the conclusion of the lemma.

**Théorème 4.5.** If \( a < \sqrt{\frac{2}{a}} \), then the solution of model (3) is globally attractive in mean.

**Démonstration.** For any \( x_{i0} \in \mathbb{R}_+ \), let \( x_i(t) \) be the solution of model (3) corresponding to \( x_i(0) = x_{i0} \) \( (i = 1, 2) \). From the generalized Itô formula, it follows that

\[
d \ln x_i(t) = \left[r - cx_i(t) - \frac{a}{1 + hax_i(t)} + \beta\right] dt + \sigma dB(t) + \int_{\Gamma} \ln(1 + \gamma(z)) \tilde{N}(dt, dz), \quad i = 1, 2.
\]

Set \( V_2(t) = |\ln x_1(t) - \ln x_2(t)| \). Thus,

\[
d^+ V_2(t) = -c|x_1(t) - x_2(t)| dt + \frac{ha^2|x_1(t) - x_2(t)|}{(1 + hax_1(t))(1 + hax_2(t))} dt.
\]

Consequently,

\[
0 \leq E V_2(t) \leq V_2(0) - (c - ha^2) \int_0^t E|x_1(s) - x_2(s)| ds.
\]

That is \( (c - ha^2) \int_0^t E|x_1(s) - x_2(s)| ds \leq V_2(0) < \infty \). It follows from \( a < \sqrt{\frac{2}{a}} \) that \( E|x_1(t) - x_2(t)| \) is integrable on \([0, \infty)\). From Definition 4.1 and Lemmas 4.3 and 4.4, we know that Theorem 4.5 holds.

**Corollaire 4.6.** If \( a < \sqrt{\frac{2}{a}} \), then the solution of model (2) is globally attractive in mean.

**Remarque 4.7.** From Theorem 4.5 and Corollary 4.6, if attack rate \( a \) relatively small, i.e., \( a < \sqrt{\frac{2}{a}} \), then the solution of model (2) is globally attractive in mean. For model (3), one can obtain the same result (see Fig. 5).

**Théorème 4.8.** If \( a < \sqrt{\frac{2}{a}} \), then model (3) is stable in distribution.

**Démonstration.** For arbitrary \( x_0 \in \mathbb{R}_+, f \in \mathcal{S} \) and \( t, s > 0 \), we have

\[
|E[f(x(t + s; x_0))] - E[f(x(t; x_0))]| \leq \int_{B_0} |E[f(x(t; x_0))] - E[f(x(t; y_0))]| p(s, x_0, dy_0) + 2P(s, x_0, B_0),
\]

(18)
where \( \theta > 0 \), \( x_0 \in B_\theta = [\frac{1}{\theta}, \theta] \) and \( \tilde{B}_\theta = (0, \frac{1}{\theta}) \cup (\theta, \infty) \). According to Chebyshev’s inequality and Theorem 2.4, \( \{p(t, x_0, d\eta) : t \geq 0\} \) is tight. Thus, there is a sufficiently large \( \theta \) such that

\[
P(s, x_0, B_\theta) \leq \frac{\varepsilon}{4}, \quad s > 0, \tag{19}\]

From Theorem 4.5, for any \( y_0 \in B_\theta \), there is \( T > 0 \) such that \( E|x(t; x_0) - x(t; y_0)| \leq \frac{\varepsilon}{4} \) for \( t > T \). Thus, for any \( f \in \mathcal{S} \) and \( t > T \), from the inequality \( |E_x| \leq E|x| \), it follows that

\[
\int_{B_\theta} |E_f(x(t; x_0)) - E_f(x(t; y_0))| p(s, x_0, d\eta) \leq \int_{B_\theta} E|f(x(t; x_0)) - f(x(t; y_0))|p(s, x_0, d\eta) \\
\leq \int_{B_\theta} E|x(t; x_0) - x(t; y_0)| p(s, x_0, d\eta) \\
\leq \frac{\varepsilon}{2} \int_{B_\theta} p(s, x_0, d\eta) \leq \frac{\varepsilon}{2}. \tag{20}\]

From (18)–(20) and the arbitrariness of \( f \), it follows that \( d_{\mathcal{S}}(p(t + s, x_0, \cdot), p(t, x_0, \cdot)) \leq \varepsilon \) for any \( t > T, \ s > 0 \). Hence, for any \( x_0 \in \mathbb{R}_+ \), \( \{p(t, x_0, \cdot) : t \geq 0\} \) is a Cauchy sequence in \( \mathcal{P}(\mathbb{R}_+, d_{\mathcal{S}}) \). Thus, there is a unique \( \nu(\cdot) \in \mathcal{P}(\mathbb{R}_+) \), such that

\[
\lim_{t \to \infty} d_{\mathcal{S}}(p(t, 0.01, \cdot), \nu(\cdot)) = 0. \tag{21}\]

For any \( x_0 \in \mathbb{R}_+ \), a similar discussion, we have \( \lim_{t \to \infty} d_{\mathcal{S}}(p(t, x_0, \cdot), p(t, 0.01, \cdot)) = 0 \). This, together with (21) and triangle inequality, yields

\[
\limsup_{t \to \infty} d_{\mathcal{S}}(p(t, x_0, \cdot), \nu(\cdot)) \leq \lim_{t \to \infty} d_{\mathcal{S}}(p(t, x_0, \cdot), p(t, 0.01, \cdot)) + \lim_{t \to \infty} d_{\mathcal{S}}(p(t, 0.01, \cdot), \nu(\cdot)) = 0.
\]

Hence, \( \lim_{t \to \infty} d_{\mathcal{S}}(p(t, x_0, \cdot), \nu(\cdot)) = 0 \). By Definition 4.2 we complete the proof. \( \square \)

**Corollaire 4.9.** If \( a < \sqrt{\frac{1}{\theta}} \), then model (2) is stable in distribution.

**Remarque 4.10.** From Theorem 4.8 and Corollary 4.9, if the attack rate \( a \) relatively small, i.e., \( a < \sqrt{\frac{1}{\theta}} \), then model (2) is stable in distribution. For model (3), one can get the same result (see Fig. 6).

5. **Numerical simulations**

In this part, using the theory and method (stationary Poisson point processes) mentioned in [33], we give some numerical simulations. Numerical experiments are made by using \( \Gamma = (0, +\infty) \) and \( \Lambda(\Gamma) = 1 \). Denote \( A = \frac{c}{\theta^2}, \ B = \frac{c}{\theta^2(1-\beta)^2}, \ C = \frac{c}{\theta^2(1-\alpha)^2} \) and \( D = \frac{c}{\theta^2(1-\beta)^2} \).

**Exemple 5.1.** From Theorem 3.1, it follows that no matter how large the noise intensity or jump is, as long as \( r < a \leq \sqrt{\frac{1}{\theta}}, \text{ or } a > \sqrt{\frac{1}{\theta}} \text{ and } a > \theta > 0 \), the population will be extinct with probability 1. Here we choose \( x_0 = 2 \), \( r = 0.6, \ c = 0.2, \ a = 0.8 \). In Fig. 1, we choose \( h = 0.02 \). By computing, we obtain \( r < a \leq \sqrt{\frac{1}{\theta}} = \sqrt{10} \). In Fig. 2, we choose \( h = 0.5 \). By computing, we obtain \( \sqrt{\frac{1}{\theta}} = \sqrt{0.4} \approx 0.6325 < a \) and \( 0 < A = \frac{0.4}{2\sqrt{0.4-0.6}} \approx 0.602 < a \). Therefore, from Theorem 3.1, the population will go to extinct.

From Figs. 1 and 2, we can see that the solutions of models (1), (2) and (3) will tend to 0. This is consistent with Corollaries 3.3–3.4 and Theorem 3.1. The results show that if the attack rate \( a \) is in the intermediate range or very large, then the populations in models (1), (2) and (3) will go extinct.
Exemple 5.2. Let $x_0 = 2$, $r = 0.8$ and $c = 0.1$. In Fig. 3(a), we choose $a = 1$, $h = 0.2$, $\sigma = 0.2$ and $\gamma(z) = 0.2$. By computing, $a > \sqrt{\frac{c}{h}} \approx 0.707$ and $a > A \approx 0.814 > 0$. Thus, by Theorem 3.1, populations in models (1)–(3) are extinct with probability 1. In Fig. 3(b), we choose $a = 0.6$, $h = 0.4$, $\sigma = 1$ and $\gamma(z) = 0.5$. Note that $a < r$. Then from Lemma 2.1 in [10], model (1) has equilibrium $x^* = 5.38125$. Then $a > \sqrt{\frac{c}{h}} \approx 0.5$, $a < A = 1.25$, and $a > B \approx 0.357$. Thus, by Theorem 3.1, the solutions of (2) and (3) will tend to 0. In Fig. 3(c), set $a = 0.51$, $h = 0.2$, $\sigma = 0.1$ and $\gamma(z) = 1$. Note that $a < r$. Then from Lemma 2.1 in [10], model (1) has equilibrium $x^* = 5.625$. Then $\beta \approx -0.312$, $a > \sqrt{\frac{c}{h}} \approx 0.5$, $a < A = 1.25$, $a < B \approx 1.22$ and $a > C \approx 0.488$. Thus, by Theorem 3.1, the solution of (3) will tend to 0.

Fig. 3 shows that white noise and jump may affect the survival of the population. Moreover, the results show that if the attack rate $a$ is less than the growth rate $r$ and the noise intensity or jump is relatively large, the populations in models (2) and (3) will become extinct.

Exemple 5.3. In Fig. 4, we choose $x_0 = 2$, $r = 0.8$, $c = 0.2$, $a = 0.4$, $h = 0.2$, $\sigma = 0.2$ and $\gamma(z) = 0.2$. Note that $a < r$. Then from Lemma 2.1 in [10], model (1) has equilibrium $x^* = 2.312$. Thus, we have $\beta \approx -0.038$. Moreover, $r + \beta - a = 0.8 - 0.038 - 0.4 > 0$. Then, by Theorem 3.9, the populations described by (1), (2) and
(3) will be persistent in mean. Moreover, from Corollary 3.10 and Theorem 3.9, it follows that
\[ 1.9 \leq \liminf_{t \to \infty} \langle x(t) \rangle \leq \limsup_{t \to \infty} \langle x(t) \rangle \leq 3.9 \text{ for model (2),} \]
\[ 1.81 \leq \liminf_{t \to \infty} \langle x(t) \rangle \leq \limsup_{t \to \infty} \langle x(t) \rangle \leq 3.81 \text{ for model (3).} \]

As can be seen from Figs. 4(a)–4(c), populations described by models (1), (2) and (3) will be persistent in mean. The results show that if the attack rate \( a \) is less than the average growth rate \( r \) and the noise intensity or jump is relatively small, populations in models (1), (2) and (3) will be persistent in mean. Moreover, from Fig. 4(d), one can see that Allee effect would have an adverse effect on the survival of the population.

**Example 5.4.** In Figure 5, choose \( r = 0.8, c = 0.12, a = 0.5, h = 0.4, \sigma = 0.1 \) and \( \gamma(z) = 0.2 \). Thus, \( 0.1 = ha^2 < c = 0.12 \). Then by Theorem 4.5, the solution of model (3) is globally attractive in mean.

It can be seen from Fig. 5(a) that the solutions of model (2) with initial values \( x_{10} = 4 \) and \( x_{20} = 2 \) eventually converge to the same solution. The same result for model (3) can be obtained from Fig. 5(b).

**Example 5.5.** In Fig. 6, choose \( r = 0.8, c = 0.1, a = 0.5, h = 0.04, \sigma = 0.1 \) and \( \gamma(z) = 0.1 \). Thus, \( 0.01 = ha^2 < c = 0.1 \). From Theorem 4.8, it follows that model (3) is stable in distribution. Note that \( a < r \). Then from Lemma 2.1 in [10], model (1) has equilibrium \( x^* = 3.3105 \).

From Figures 6(b) and 6(d), when the time is large enough, the PDFs of (3) at the different times have almost no change, and PDFs of (3) with different initial values also have almost no change.
Figure 4. (a) trajectories of model (1), (b) trajectories of model (2), (c) trajectories of model (3), (d) trajectories of model (3) with Allee effect and without Allee effect. (Color figure online)

Figure 5. (a) trajectories of model (2) with initial values $x_{10} = 4$ and $x_{20} = 2$, (b) trajectories of model (3) with initial values $x_{10} = 4$ and $x_{20} = 2$, respectively. (Color figure online)

Exemple 5.6. Choose $x_0 = 2$, $r = 0.8$, $c = 0.2$, $a = 0.4$, $h = 0.2$. (i) Take $\gamma(z) = 0.2$, if we choose $\sigma = 0.4$, then $r + \beta - a > 0$. Moreover, if we choose $\sigma = 0.1$ $(0.2, 0.3)$, then $r + \beta - a > 0$. This means that in the case of $\gamma(z) = 0.2$, the population described by (3) will be persistent in mean for different noise intensities (see Figure 7(a)). (ii) Take $\sigma = 0.2$, if we choose $\gamma(z) = 0.4$, then $r + \beta - a > 0$. Moreover, if we choose $\gamma(z) = 0.1$ $(0.2, 0.3)$,
then $r + \beta - \alpha > 0$. This means that in the case of $\sigma = 0.2$, the population described by (3) will be persistent in mean for different jumps (see Figure 7(b)).

**Figure 6.** Stochastic trajectories of (3) and the probability density functions (PDFs) of $x(t)$ of (3). (a) trajectories of (3) with $x_0 = 2$, (b) the PDFs of $x(t)$ at time 18000, 19000 and 20000 with $x_0 = 2$, (c) trajectories of (3) with $x_0 = 3, 4, 5$, (d) the PDFs of $x(t)$ at $t = 20000$ with $x_0 = 3, 4, 5$. (Color figure online)

**Figure 7.** (a) trajectories of model (3) with different noise intensities, (b) trajectories of model (3) with different jumps. (Color figure online)
It can be seen from Fig. 7 that on the premise of the population is persistent in mean, the population size decreases with the increase of white noise intensity; with the increase of jump range, the population size also decreased. This means that white noise and jump are disadvantage for the survival of biological population.

6. Concluding remarks

This paper investigates the dynamics of a stochastic single population model with Allee effect and jumps. First, by the comparison theorem of stochastic differential equations, we show the global existence of almost surely positive solution to the model. Then, the asymptotic pathwise behavior of the model is given via the generalized exponential martingale inequality and Borel-Cantelli lemma. Meanwhile, we show that the model is stochastically ultimately bounded under some conditions by using the Itô formula and Chebyshev’s inequality. Next, exponential extinction and persistence in mean are discussed. Results show that White noise, Lévy jumps and Allee effect are unfavorable for the persistence of the population. The conditions for exponential extinction in this paper generalize and improve the previous related results. Further, we show that the solution of the model is globally attractive in mean via the stochastic comparison theorem and Itô formula. At the same time, we show that the model is stable in distribution. At last, we give some numerical results to justify the analytical results.

Note that $\beta \leq -\frac{\sigma^2}{2} < 0$. Thus, $r + \beta < r - \frac{\sigma^2}{2} < r$. This means that $C < B < A$. Therefore, if $r < a \leq \sqrt{\frac{c}{h}}$, then $r - \frac{\sigma^2}{2} < a \leq \sqrt{\frac{c}{h}}$ and $r + \beta < a \leq \sqrt{\frac{c}{h}}$. This means that if the attack rate $\alpha$ is in intermediate range (i.e. $r < a < \sqrt{\frac{c}{h}}$), the populations in models (2) and (3) will go extinct regardless of the noise intensity or the jump size. Moreover, under the conditions $a > \sqrt{\frac{c}{h}}$ and $a > A > 0$, if the noise intensity or jump is relatively large such that $C > 0$, then the populations in models (2) and (3) will go to extinction. Further, under the condition $a < r$, if noise intensity $\sigma^2$ is large (i.e. $r < a + \frac{\sigma^2}{2}$), the populations in models (2) and (3) will become extinct; on the contrary, the population in model (2) will be persistent in mean. Further, under the condition of $a + \frac{\sigma^2}{2} < r$, if the jumps is large (i.e. $r < a - \frac{\sigma^2}{2}$), the population in model (3) will become extinct; otherwise, the population in model (3) will be persistent in mean. Therefore, the dynamic behavior of model (2) and model (3) can be summarized as the following Table 1.

| Conditions $a$ | $x(t)$ in model (2) | $x(t)$ in model (3) |
|---------------|---------------------|---------------------|
| $r < a$       | $\lim_{t \to \infty} x(t) = 0$ a.s. | $\lim_{t \to \infty} x(t) = 0$ a.s. |
| $a < r < a + \frac{\sigma^2}{2}$ | $\lim_{t \to \infty} x(t) = 0$ a.s. | $\lim_{t \to \infty} x(t) = 0$ a.s. |
| $a + \frac{\sigma^2}{2} < r < a - \beta$ | $\liminf_{t \to \infty} x(t) \geq \frac{r - \frac{\sigma^2}{2} - a}{c} a.s.$ | $\lim_{t \to \infty} x(t) = 0$ a.s. |
| $r > a - \beta$ | $\liminf_{t \to \infty} x(t) \geq \frac{r - \frac{\sigma^2}{2} - a}{c} a.s.$ | $\liminf_{t \to \infty} x(t) \geq \frac{r + \beta - a}{c} a.s.$ |
| $0 < a < C$   | Not sure            | Not sure            |
| $0 < C < a < B$ | Not sure       | $\lim_{t \to \infty} x(t) = 0$ a.s. |
| $0 < B < a < A$ | $\lim_{t \to \infty} x(t) = 0$ a.s. | $\lim_{t \to \infty} x(t) = 0$ a.s. |
| $0 < A < a$   | $\lim_{t \to \infty} x(t) = 0$ a.s. | $\lim_{t \to \infty} x(t) = 0$ a.s. |

If $a > \sqrt{\frac{c}{h}}$, then $-a < \frac{c}{h a} - 2\sqrt{\frac{c}{h}} < -\sqrt{\frac{c}{h}}$. Thus, we have

$$r - \frac{\sigma^2}{2} - a < r - \frac{\sigma^2}{2} + \frac{c}{h a} = 2\sqrt{\frac{c}{h}}$$

and

$$r + \beta - a < r + \beta + \frac{c}{h a} - 2\sqrt{\frac{c}{h}}.$$ 

From Theorems 3.1 and 3.9, we have the following results. For (2), if noise intensity is large such that $r - \frac{\sigma^2}{2} + \frac{c}{h a} - 2\sqrt{\frac{c}{h}} < 0$, then the population in (2) will become extinct. However, if noise intensity is relatively small
such that \( r - \frac{x^2}{T} - a > 0 \), then the population in (2) will be persistent in mean. For model (3), if noise intensity or jump is large such that \( r + \beta + \frac{c}{\alpha} - 2\sqrt{r} < 0 \), then the population in (3) will become extinct. However, if noise intensity or jump is relatively small such that \( r + \beta - a > 0 \), then the population in (3) will be persistent in mean. According to the above analysis, if the population \( x(t) \) in (2) is extinct, the population \( x(t) \) in (3) will become extinct. Conversely, if the population \( x(t) \) in (3) is persistent in mean, the population \( x(t) \) will be persistent in mean. Based on this, the dynamic behavior of models (2) and (3) can be summarized as the following Table 2.

| Conditions | \( x(t) \) in model (2) | \( x(t) \) in model (3) |
|------------|-------------------------|-------------------------|
| \( 0 < r - \frac{x^2}{T} - a \) | \( \liminf_{t \to \infty} x(t) \geq \frac{r - \frac{x^2}{T} - a}{c} \) a.s. | Not sure |
| \( r - \frac{x^2}{T} - a < 0 < r - \frac{c}{T} + \frac{c}{\alpha} - 2\sqrt{r} \) | Not sure | Not sure |
| \( r - \frac{x^2}{T} + \frac{c}{\alpha} - 2\sqrt{r} < 0 \) | \( \lim_{t \to \infty} x(t) = 0 \) a.s. | \( \lim_{t \to \infty} x(t) = 0 \) a.s. |
| \( 0 < r + \beta - a \) | \( \liminf_{t \to \infty} (x(t)) \geq \frac{r - \frac{x^2}{T} - a}{c} \) a.s. | \( \liminf_{t \to \infty} (x(t)) \geq \frac{r + \beta - a}{c} \) a.s. |
| \( r + \beta - a < 0 < r + \beta + \frac{c}{\alpha} - 2\sqrt{r} \) | Not sure | Not sure |
| \( r + \beta + \frac{c}{\alpha} - 2\sqrt{r} < 0 \) | Not sure | \( \lim_{t \to \infty} x(t) = 0 \) a.s. |

Moreover, according to Corollary 3.2 and Theorem 3.9, no matter how large or small the attack rate \( a \) is, the dynamic behavior of models (2) and (3) can be seen in the following Table 3.

| Conditions | \( x(t) \) in model (2) | \( x(t) \) in model (3) |
|------------|-------------------------|-------------------------|
| \( r - \frac{x^2}{T} < 0 \) | \( \lim_{t \to \infty} x(t) = 0 \) a.s. | Not sure |
| \( r - \frac{x^2}{T} > a \) | Not sure | \( \liminf_{t \to \infty} (x(t)) \geq \frac{r - \frac{x^2}{T} - a}{c} \) a.s. |
| \( r + \beta < 0 \) | \( \lim_{t \to \infty} x(t) = 0 \) a.s. | Not sure |
| \( r + \beta > a \) | Not sure | \( \liminf_{t \to \infty} (x(t)) \geq \frac{r - \frac{x^2}{T} - a}{c} \) a.s. |

The results in this paper show that

- if attack rate \( a \) is in the intermediate range \( (r < a < \sqrt{r}) \) or very large \( (a > \sqrt{r} \text{ and } a > \frac{c}{\alpha} \sqrt{\frac{1}{\alpha} - r} > 0) \), the population will go extinct;
- if the attack rate \( a \) is relatively small \( (a < \sqrt{r}) \), the solution of the model is globally attractive in mean and the model is stable in distribution;
- under some conditions, if the noise intensity or jump is relatively large, the population will become extinct; on the contrary, the population will be persistent in mean;
- if the attack rate \( a \) is relatively small \( (a \leq \sqrt{r}) \), then conditions in Theorems 3.1 and 3.9 provide a threshold condition for the development of the population in model (3), which depends on

\[
R_a = \frac{1}{a} [r + \beta]
\]

Roughly speaking, if \( R_a < 1 \), then the population in model (3) becomes extinct exponentially with probability one; otherwise, the population in model (3) is persistent in mean;
• if the population in model (2) is extinct, the population in model (3) must go to extinction. If the population in model (3) is persistent in mean, the population in model (3) must also be persistent in mean;
• the Allee effect, white noise and jump may have great influence on the survival of the population. As a result, it is more nature and realistic to use the stochastic model especially with Allee effect and jump to describing the population dynamics.

From Remark 3.5, we know that Theorem 3.1 generalizes and improves Lemma 2.1 in [10]. Moreover, from Remark 3.6, if there is only one state in the state space \( M \) and \( c = \frac{r}{K} \) for model in [26], then extinction conditions in Theorem 3.1 are more general than those in [26].

Note that the population’s environment may be randomly switched between two or more environmental regimes. As done in [26], one can introduce the Markovian switching into the stochastic population model (3). This is a significant problem. We leave it to future consideration.
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