An integrated path for spatial capture-recapture and animal movement modeling
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Abstract. Ecologists and conservation biologists increasingly rely on spatial capture-recapture (SCR) and movement modeling to study animal populations. Historically, SCR has focused on population-level processes (e.g., vital rates, abundance, density, and distribution), whereas animal movement modeling has focused on the behavior of individuals (e.g., activity budgets, resource selection, migration). Even though animal movement is clearly a driver of population-level patterns and dynamics, technical and conceptual developments to date have not forged a firm link between the two fields. Instead, movement modeling has typically focused on the individual level without providing a coherent scaling from individual- to population-level processes, whereas SCR has typically focused on the population level while greatly simplifying the movement processes that give rise to the observations underlying these models. In our view, the integration of SCR and animal movement modeling has tremendous potential for allowing ecologists to scale up from individuals to populations and advancing the types of inferences that can be made at the intersection of population, movement, and landscape ecology. Properly accounting for complex animal movement processes can also potentially reduce bias in estimators of population-level parameters, thereby improving inferences that are critical for species conservation and management. This introductory article to the Special Feature reviews recent advances in SCR and animal movement modeling, establishes a common notation, highlights potential advantages of linking individual-level (Lagrangian) movements to population-level (Eulerian) processes, and outlines a general conceptual framework for the integration of movement and SCR models. We then identify important avenues for future research, including key challenges and potential pitfalls in the developments and applications that lie ahead.
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INTRODUCTION

Understanding the processes that influence species abundance, density, demographic rates, spatial distribution, and habitat selection are central goals in ecology and fundamental to biodiversity conservation (Williams et al. 2002, Manly et al. 2007, MacKenzie et al. 2018). Driven by a need to quantify these processes, both spatial capture-recapture (SCR; Royle et al. 2013b) and animal movement modeling (Hooten et al. 2017) have independently seen widespread adoption and advancement in recent decades. Unifying movement modeling—which has traditionally focused at the level of the individual to understand animal movement and space use—and SCR modeling—which has primarily been concerned with population-level processes such as abundance and demographic rates—offers incredible...
potential to provide new insights at the intersection of population, movement, and landscape ecology (Morales et al. 2010, Matthiopoulos et al. 2015, Ovaskainen et al. 2016, Royle et al. 2018).

SCR and the burgeoning field of movement ecology (Nathan et al. 2008) offer complementary toolkits. Royle et al. (2013b:426–429,534–535) recognized this unrealized potential and identified the integration of animal movement and SCR models as “one of the most exciting areas” of future methodological advancement in these fields. By integrating movement models that can more realistically portray how animals use space, inference from SCR models can be improved (Ovaskainen 2004, Tufto et al. 2012, Royle et al. 2013a, c, 2016, Borchers et al. 2014). For example, properly accounting for complex animal movement processes can potentially reduce bias of population parameters estimated from SCR (Borchers et al. 2014, Royle et al. 2016). Given the

---

**Fig. 1.** A framework for developing hypotheses that could be empirically tested with integrated animal movement and spatial capture–recapture models. Intrinsic and extrinsic factors have direct effects on individual movements and performance, which in turn impact population-level and higher-order processes. Orange and purple coloring indicates processes that are typically investigated using capture–recapture or movement modeling, respectively.
reliance on accurate population parameters for species conservation and management, developing methods to improve these estimators is critical.

More interesting still, the integration of movement modeling and SCR methods offers new opportunities to link individual animal movement behavior (e.g., dispersal, migration, habitat selection) to population dynamics, density, and distribution (Dunning et al. 1995, Nathan et al. 2008, Morales et al. 2010, Royle et al. 2013; Chapter 16, Matthiopoulos et al. 2015, Spiegel et al. 2017). For example, the way an individual animal chooses to move and behave in response to extrinsic factors (e.g., predation risk) affects its survival and recruitment; when this process is aggregated over many individuals, population-level parameters such as density and distribution emerge, which in turn affect higher-order processes such as community assemblage and ecosystem function (Fig. 1). Yet despite the clear and important connections between individual-level processes and the dynamics of populations, communities, and ecosystems, establishing these linkages quantitatively remains a key challenge for ecologists. Integrating animal movement modeling and SCR could provide a much-needed analytical framework for empirically testing such hypotheses.

This introductory article to the Special Feature briefly reviews SCR and animal movement modeling (see Looking Back: How Did We Get Here?) and establishes a common notation to facilitate integration of these approaches (Table 1). We then provide motivation for their integration and outline a general conceptual framework for incorporating explicit animal movement processes into SCR models (see Integrating Movement and Spatial Capture–Recapture). Central to this framework is conditioning the detection process in SCR models on the dynamic location of animals instead of a static “home range” (or “activity”) center. We conclude by identifying key challenges, highlighting future directions, and positioning the contributions of the Special Feature relative to the exciting research and development that lies ahead (see Looking Forward: Where Are We Going?).

### Table 1. Statistical notation for integrated movement and spatial capture–recapture (SCR) modeling.

| Notation | Definition |
|----------|------------|
| **General** | | |
| $N$ | Number of individuals in the population (i.e., abundance), with index $i = 1, \ldots, N$ |
| $T$ | Number of time points in the detection or movement process, with index $t = 1, \ldots, T$ (in units of interest). |
| $\theta$ | Vector of all unknown parameters to be estimated. This includes observation and movement process parameters, as well as any other demographic parameters commonly included in capture–recapture models (e.g., survival) |
| [ ] | Bracket notation for probability density or mass function. For example, $\mathcal{y}[\theta]$ denotes the conditional probability of the data $(\mathcal{y})$, given the parameters $(\theta)$ |
| **Movement** | | |
| $\mu$ | True individual location (i.e., position), typically a $2 \times 1$ vector for true position in two-dimensional continuous space |
| $\mu^*$ | Spatial support for the true position process (i.e., $\mu \in \mathcal{M}$), typically $\mathcal{M} \subseteq \mathbb{R}^2$ in two-dimensional continuous space |
| $\varepsilon$ | Error term describing the stochastic component of the true position process $(\mu)$, for example, $\varepsilon \sim \mathcal{N}(0, \Sigma)$ |
| $\sigma^2$ | Variance component associated with the true position process $(\mu)$ |
| $\Sigma$ | Covariance matrix associated with the true position process $(\mu)$ |
| $s$ | Expected value for the true position process $(\mu)$ over a fixed interval of time $(s \in \mathcal{M})$. This corresponds to the activity center in standard SCR models |
| $u$ | Observed individual location (e.g., from telemetry or opportunistic data), typically a $2 \times 1$ vector for observations in two-dimensional continuous space. If a location is observed without measurement error, then $u = \mu$ |
| $\sigma^2_u$ | Measurement error variance component associated with observed locations $(u)$ |
| $\Sigma_u$ | Measurement error covariance matrix associated with observed locations $(u)$ |
| **SCR** | | |
| $J$ | Number of detectors (e.g., camera traps, acoustic receivers), with index $j = 1, \ldots, J$ |
| $x$ | Location of detector, typically a $2 \times 1$ vector in two-dimensional space |
| $y$ | Spatial detection (or encounter) history |
| $\sigma_{det}^2$ | Variance component associated with the detection process. The detection process is assumed to be a function of $x$ and $\mu$ (or $s$) |

**Notes:** Data and latent variables are indicated by Roman letters, and parameters are indicated by Greek letters (with the exception of $N$ and $\mu$ for historical reasons). Bold lowercase letters indicate vectors, and bold uppercase letters indicate matrices. For simplicity, possible subscripts for individual $(i)$, time $(t)$, or detector $(j)$ are omitted.
and related demographic parameters (but see, e.g., Brownie et al. [1993], Schwarz et al. [1993], Ovaskainen [2004], Lagrange et al. [2014], Bishop and Bernard [2021]). This has many disadvantages, including a poorly defined effective sampling area for inference about population density, potential bias induced by unmodeled heterogeneity in detection probability attributable to individual space use, and an inability to link movement, space use, or resource selection to population dynamics (Royle et al. 2013b). Efford (2004) recognized this as a missed opportunity and proposed spatially explicit models to capitalize on the spatial information contained in capture-recapture data. Spatial capture–recapture was soon expanded upon by Borchers and Efford (2008), Royle and Young (2008), Gardner et al. (2009), and many others towards the development of an inferential framework that has revolutionized the field of capture-recapture over the past decade. We assume the reader already has some basic understanding of (spatial) capture-recapture and only highlight elements of particular relevance to the integration of SCR and movement modeling. Royle et al. (2013b) provide a thorough introduction to the basic SCR model and its early extensions, and Borchers and Fewster (2016) and Royle et al. (2018) review more recent SCR developments.

**SCR models.**—The basic SCR model for population abundance (or density) assumes a closed population where the “activity” (or “home range”) center of each individual resides within a prescribed area called the state space \( \mathcal{A} \) during the period of sampling. The activity center can be interpreted as the expected location about which an individual uses space during the study period. Individuals can either be naturally (e.g., distinct pelage patterns) or artificially marked at first capture. For ease of exposition, we will assume detections of marked individuals occur in discrete time over \( T \) sampling intervals (or occasions) across a fixed array of \( J \) traps, but SCR models can accommodate other types of study designs (e.g., search–encounter data; Efford [2011], Royle et al. [2011]) or be formulated in continuous time (Ovaskainen 2004, Borchers et al. 2014, Dorazio and Karanth 2017).

Central to SCR is relating the spatial encounter history for each individual \((y_i)\) to its activity center \(s_i\), where the density and distribution of activity centers are assumed to arise from a spatial point process (Borchers and Efford 2008, Royle et al. 2013b: Chapter 11). Heuristically, we have

\[
[y|s, N, \theta] = [y|s, \theta, \theta] \left[ [s, N|\theta] \right],
\]

where \([y|s, \theta]\) is the observation model for the spatial encounter history data, \([s, N|\theta]\) is the spatial point process model for the activity centers, \(N\) is the size of the population within \(\mathcal{A}\), and \(\theta\) is a vector of the observation and point process parameters embedded in these two model components. Note that the activity centers are not observed, and these latent variables must therefore be marginalized out of the conditional likelihood by integrating over the support of the state space \((s \in \mathcal{A})\) when fitting models with likelihood-based methods (see Model fitting).

Standard SCR models often assume encounter history data are the outcomes of independent Bernoulli trials \((y_{ij} \in \{0, 1\})\), where detection probability \(p_{ij} = Pr(y_{ij} = 1)\) for individual \(i\) at trap \(j\) is a function of the location of the activity center \(s_i\) and the location of the trap \(x_j\) (Borchers and Efford 2008, Royle et al. 2009). For example,

\[
p_{ij} = p_0 \exp\left(-\frac{||x_j - s_i||^2}{2\sigma_{det}^2}\right)
\]

is based on the kernel of a Gaussian probability density, where \(||x_j - s_i||\) is Euclidean distance and \(p_0\) is the baseline detection probability at distance zero. Typically denoted as \(\sigma\) in the SCR literature, the scale parameter \(\sigma_{det}\) can be proportional to home range size when activity centers are static, home ranges are symmetric, and space within home ranges is used independently. The implicit assumption is that animals use space according to a bivariate normal distribution centered at \(s_i\), and, regardless of their location in space or local habitat conditions, space use for all individuals is therefore symmetric with circular contours of usage intensity. Binomial, Poisson, or other observation distributions can also be used for modeling the detection process (Royle et al. 2013b: Chapters 2 and 9), but these implicit assumptions about animal movement and space use remain unchanged.

For the spatial point process model describing the density and distribution of activity centers, the most common formulations are homogeneous Poisson or binomial point processes (Borchers and Efford 2008, Royle et al. 2013b: Chapter 5), typically partitioned as \([s|N, \theta] = [s|N, \theta][N|\theta]\), where \([s|N, \theta] = \prod_{r=1}^{N} [s|\theta]\). Under the homogeneous Poisson model, the number of activity centers in the state space (i.e., \(N\) is modeled as \(N|\lambda \sim \text{Poisson}(\lambda \| \mathcal{A} \|)\)), where the intensity parameter \(\lambda\) is the density of activity centers, \(E(N) = \lambda \| \mathcal{A} \| \) is the expected abundance, and \(\| \mathcal{A} \| \) is the area of the state space. Another parameterization is \(N|\psi \sim \text{Binomial}(M, \psi)\), where \(E(N) = \psi M, M \gg N\) is a known index—typically established using an approach known as parameter-expanded data augmentation (Royle et al. 2007, Royle and Dorazio 2012)—for the maximum number of possible activity centers in the state space, and \(\psi\) is the probability that any given one of these \(M\) possible activity centers belongs to one of the \(N\) individuals that are members of the population. In either case, the \(N\) activity centers are assumed to be distributed uniformly within the state space, \(s_i \sim \text{Uniform}(\mathcal{A})\) for \(i = 1, \ldots, N\).
regardless of habitat conditions or behaviors such as territoriality. These uniformity assumptions can be relaxed by using inhomogeneous point process models (see Fig. 2) based on suitable habitat masks or other habitat covariates (e.g., habitat type, elevation) to facilitate inferences about factors driving population density and distribution.

FIG. 2. The standard spatial capture-recapture (SCR) point process model (a) describes the abundance and distribution of animal activity centers (purple circles). The standard SCR observation model (b) describes how detection probability decreases with distance between activity centers and traps (black crosses). When integrating movement and SCR models, the process model (c) describes the abundance and location of individuals through time (purple lines), and the observation model (d) describes how detection probability decreases with distance between individual locations and traps. In this example, the movement trajectories follow a biased random walk with a static center of attraction for each individual. Abundance and distribution of activity centers in (a) and initial locations (or centers of attraction) in (c) are governed by an intensity function (represented here by the density surface, where darker shades indicate higher density), which can depend on covariates and spatial random effects. In this simulation, individuals with filled circles (b) or solid lines (d) were detected at the traps indicated by the orange line segments.
(Borchers and Efford 2008, Royle et al. 2013b: Chapter 11). For example, under the Poisson model, we could instead have

$$N|\beta \sim \text{Poisson} \left( \lambda_0 \int_d \lambda(s) ds \right)$$

and

$$[s|\beta] = \frac{\lambda(s)}{\int d \lambda(z) dz},$$

where

$$\lambda(s) = \exp \left( \sum_{k=1}^{K} \beta_k c_k(s) \right)$$

is the intensity function at location s, $\lambda_0 = \exp(\beta_0)$ is the baseline intensity rate, $c_k(s)$ is the value of the kth habitat covariate at location s, and $\beta_k$ the corresponding coefficient.

Extensions.—There has been a methodological explosion of SCR models over the past decade (Royle et al. 2013b, Borchers and Fewster 2016, Royle et al. 2018). Extensions have been developed for open populations (Gardner et al. 2010, Schaub and Royle 2014, Glennie et al. 2019, Efford and Schofield 2020), resource selection (Royle et al. 2013c), landscape connectivity (Royle et al. 2013a), territorial species (Reich and Gardner 2014), attractions between individuals (McLaughlin and Bar 2020), integrated population models (Chandler and Clark 2014), passive acoustics (Efford et al. 2009, Kidney et al. 2016, Measey et al. 2017), and detections of unmarked or telemetered individuals (Chandler and Royle 2013, Sollmann et al. 2013, Efford and Hunter 2018). Instead of directly modeling the animal movement process, existing SCR models integrating resource selection, landscape connectivity, or spatial interactions rely on Eulerian formulations of space usage based on inclusion of habitat covariates or cost functions in the detection function (see Eq. 2) or an inhomogeneous point process model for static activity centers (Royle et al. 2018). Although there has already been some pioneering work towards integrating movement processes into SCR, these have largely focused on dynamic activity centers that change locations as simple random walks between primary sampling occasions in open population models (Ergon and Gardner 2014, Schaub and Royle 2014, Glennie et al. 2019, Efford and Schofield 2020) or to address transience in closed population models (Royle et al. 2016). The potential advantages of SCR models incorporating explicit and more realistic movement processes have been repeatedly noted (Royle et al. 2013b, Borchers et al. 2014, Borchers and Fewster 2016, Royle et al. 2018, Distiller et al. 2020), but progress has nevertheless been limited. In the sections that follow, we highlight how recent developments in animal movement modeling can provide the basic building blocks from which more realistic movement processes can be incorporated into SCR models.

Movement modeling

The field of movement ecology holds great potential for exciting new inferences about space use, resource selection, landscape connectivity, dispersal, population dynamics, behavior, fitness, gene flow, and physiology (Nathan et al. 2008, Morales et al. 2010, Mueller et al. 2011, Matthiopoulos et al. 2015, Dickson et al. 2019). Largely owing to technological advances in animal-borne telemetry (Cooke et al. 2004, Cagnacci et al. 2010, Hussey et al. 2015, Kays et al. 2015), remote sensing (Gao 2002), and computing power, animal movement modeling has experienced an explosion of development and application in recent years (e.g., see reviews by Thurfjell et al. [2014], Hooten et al. [2017], Patterson et al. [2017]). Like SCR, most animal movement models rely heavily on concepts from spatial statistics (e.g., point process models; Hooten et al. 2017: Chapter 4) and time series analysis (e.g., random walk models; Hooten et al. 2017: Chapter 3). These models are typically informed by animal-borne telemetry data, but they have been developed for other types of data including capture-recapture (Ovaskainen 2004, Ovaskainen et al. 2008) and passive acoustics (Pedersen and Weng 2013, Winton et al. 2018).

In Spatial capture-recapture, we noted that SCR models typically use Poisson or binomial point processes for describing the number and spatial distribution of activity centers (Borchers and Efford 2008, Royle et al. 2013b: Chapter 11). In the animal movement literature, resource selection functions (RSFs) are popular spatial point process models for investigating space use based on habitat composition and inferring (steady-state) utilization distributions from telemetry data (Manly et al. 2007). However, as telemetry data have continued to increase in temporal resolution, there has been a need to extend RSFs to account for autocorrelation in the time series, including step selection functions (Fortin et al. 2005, Forester et al. 2009, Thurfjell et al. 2014, Avgar et al. 2016, Wang et al. 2019), Brownian bridges (Horne et al. 2007, Kranstauber et al. 2012, Byrne et al. 2014), and, more generally, spatio-temporal point process models (Johnson et al. 2013, Brost et al. 2015, Hooten et al. 2017: Chapter 4) that distinguish resource availability from selection using an explicit model for animal movement. There has also been some interesting recent work attempting to formulate (Lagrangian) movement models—describing the microscopic rules of individual animal movement—that, when scaled up in time and space, give rise to the expected (Eulerian) utilization distribution—describing the macroscopic distribution of a population—in a coherent framework (Potts et al. 2014, Ovaskainen et al. 2016: Chapter 2, Michelot et al. 2019a, b, Potts and Schlägel 2020).
Lagrangian movement models are typically based on variations of random walk time series models formulated in either discrete or continuous time. As with SCR, applications of animal movement models have historically been dominated by discrete-time formulations (Hooten et al. 2017: Chapter 5). While continuous-time models can bring key advantages (see Looking Forward: Where Are We Going?) and are arguably a more natural way to think about animal movement, discrete-time models have generally been considered more accessible to practitioners (McClintock et al. 2014). The prevalence of discrete-time models in both SCR and animal movement applications may be due in part to them being more intuitive to ecologists less familiar with stochastic differential equations and instantaneous rate parameters. For ease of exposition, we therefore primarily focus on discrete-time formulations to demonstrate some fundamental building blocks of animal movement models, but there are continuous-time analogues for each component described in Random walks (Dunn and Gipson 1977, Blackwell 2003, Johnson et al. 2008, Ovaskainen and Crone 2009, Calabrese et al. 2016, Gurrarie et al. 2017, Hooten et al. 2017: Chapter 6). An intuitive way to think about continuous time movement is to imagine a discrete-time model with infinitesimally small increments (\(\Delta t\)) between times \(t - 1\) and \(t\) (i.e., \(\Delta t \to 0\)).

Random walks.—Most discrete-time formulations are extensions of the simple random walk model (Fig. 3a):

\[
\mu_t = \mu_{t-1} + \epsilon_t,
\]

for \(t = 1, \ldots, T\), where \(\mu_t\) is the animal location at time \(t\) (typically measured in continuous two-dimensional space) and the errors \(\epsilon_t \sim N(0, \Sigma)\) describe the dispersion process (see Table 1). Equivalently, we have \(\mu_t \sim N(\mu_{t-1}, \Sigma)\). It is common to assume the errors are symmetric, that is, \(\Sigma = \sigma^2 I\), where \(I\) is the identity matrix. It is straightforward to extend the simple random walk to a correlated random walk with short-term directional persistence (Fig. 3b):

\[
\mu_t = \mu_{t-1} + R(\mu_{t-1} - \mu_{t-2}) + \epsilon_t,
\]

where the rotational component

\[
R = \gamma \begin{bmatrix} \cos(\beta) & -\sin(\beta) \\ \sin(\beta) & \cos(\beta) \end{bmatrix}
\]

controls the degree of correlation in the movement path with mean turn angle \(\beta \in [-\pi, \pi]\) and damping parameter \(\gamma \in [0, 1]\) (Jonsen et al. 2005). A turn angle of zero indicates no change in direction between successive time steps, and \(\gamma = 0\) reduces Eq. 4 to a simple random walk (Eq. 3). A central tendency can be incorporated using a biased random walk with attraction towards a particular location (Fig. 3c):

\[
\mu_t = \mu_{t-1} + B(a - \mu_{t-1}) + \epsilon_t,
\]

where \(B = \rho I, \rho \in [0, 1]\) controls the strength of attraction towards location \(a\), and \(\rho = 0\) reverts Eq. 6 back to a simple random walk (Eq. 3). With \(\rho > 0\), the individual’s path is ensured to be stationary over time (i.e., the animal must move toward \(a\) eventually). Combining Eqs. 4 and 6 yields a biased correlated random walk (Fig. 3d):

\[
\mu_t = \mu_{t-1} + B(a - \mu_{t-1}) + R(\mu_{t-1} - \mu_{t-2}) + \epsilon_t.
\]

Animal movement behavior is of course more complicated than these relatively basic random walks, and there have been many recent extensions to incorporate more realism. A popular approach is to incorporate multiple modes (or “states”) of movement that reflect different behaviors, such as “encamped” or “exploratory” movement (Franke et al. 2004, Morales et al. 2004), multiple centers of attraction (McClintock et al. 2012, Pirotta et al. 2018), or group-dynamic movement (Langrock et al. 2014). For example, behavioral state-switching can be incorporated by conditionally specifying the mode of movement at each time step based on the underlying state \((m_t)\) of the animal at time \(t\) (Fig. 3e):

\[
\mu_t = \begin{cases} 
\mu_{t-1} + \epsilon_t & \text{if } m_t = 1 \\
\mu_{t-1} + R(\mu_{t-1} - \mu_{t-2}) + \epsilon_t & \text{if } m_t = 2
\end{cases}
\]

where \(m_t = 1\) indicates the animal is in an “encamped” state (i.e., smaller displacement with no directional persistence), \(m_t = 2\) indicates an “exploratory” state (i.e., larger displacement with directional persistence), \(\epsilon_t \sim N(0, \sigma^2_{m_t} I)\), \(\sigma_{m_0}\) is the (state-dependent) dispersion parameter, and \(\sigma_1 < \sigma_2\). Individual or temporal heterogeneity can also be incorporated into movement parameters using explanatory covariates (e.g., age, sex, reproductive status; Grecian et al. 2018, Carter et al. 2020) as is commonly done for survival and other demographic parameters in capture–recapture analyses (White and Burnham 1999).

Habitat also plays an important role in animal movement. Potential functions provide a straightforward mathematical framework for movement along environmental gradients (Preisler et al. 2004, Brillinger et al. 2012, Hooten et al. 2017: Chapter 6). As an illustration, suppose the movement of an animal is constrained to be within a particular habitat type (e.g., island, body of water, valley within mountainous terrain). Much like a marble rolling along a hilly surface, potential functions can steer movements towards (or away from) particular habitat features based on their gradients:

\[
\mu_t = \mu_{t-1} + D \nabla c(\mu_{t-1}) + \epsilon_t,
\]

where \(c(\mu_{t-1})\) is the habitat covariate evaluated at location \(\mu_{t-1}\), \(\nabla\) is the gradient operator, \(D = \delta I\), and \(\delta\) controls the movement response to this habitat gradient. The gradient is a vector field of partial derivatives pointing in the direction of the greatest rate of increase in the
Fig. 3. Discrete-time random walks (RW) initiated at the origin with $T = 1,500$ and $\sigma^2 = 1$. Examples include (a) simple RW, (b) correlated RW with $\gamma = 0.7$ and $\beta = 0$, (c) biased RW with central tendency where $a = (0,0)$ and $\rho = 0.1$, (d) biased correlated...
habit of increase in that direction (Dawber 1987: Chapter 4). Thus δ < 0 indicates the animal generally moves to areas with lower values of the covariate, δ > 0 indicates movement to areas with higher values, and δ = 0 indicates no movement response. For example, to constrain a marine mammal’s movements so that it generally remains off land, the habitat covariate could be the shortest distance to water and δ a relatively large negative number (Fig. 3f). Similar to Eq. 6, centers of attraction can also be modeled using potential functions (with distance to the covariate and δ < 0). Other examples of habitat features that could be incorporated into potential functions include elevation, wind velocity, ocean currents, sea surface temperature, sea ice concentration, snow cover, fenced wildlife enclosures, and stream, trail, or road networks (Brillinger 2003, Hanks et al. 2011, Hooten et al. 2019b). The potential surface could also be based on the standard parametric form for RSFs (Manly et al. 2007) using an approximate Langevin diffusion movement model (Michelot et al. 2019b):

\[ \mathbf{y}_t = \mathbf{y}_{t-1} + \frac{\sigma^2}{2} \sum_{k=1}^{K} \mathbf{D}_k \nabla c_k(\mathbf{y}_{t-1}) + \mathbf{e}_t, \quad (10) \]

where K is the number of habitat covariates included in the RSF, \( c_k(\mathbf{y}_{t-1}) \) is the kth covariate evaluated at \( \mathbf{y}_{t-1} \), \( \mathbf{D}_k = \delta_k \mathbf{I} \), and \( \mathbf{e}_t \sim \mathcal{N}(0, \sigma^2 \mathbf{I}) \). Potential functions have also been utilized in state-switching models that account for physiological processes associated with decision making and movement in heterogeneous environments (Hooten et al. 2019b).

We can thus capture various features of animal movement through combinations of these basic building blocks using the general formula \( \mathbf{y}_t = E(\mathbf{y}_0, \mathbf{y}_1, \ldots, \mathbf{y}_t, \Sigma) \), where \( \mathbf{y}_t = E(\mathbf{y}_0, \mathbf{y}_1, \ldots, \mathbf{y}_t, \Sigma) \) is the expected value for \( \mathbf{y}_t \) and \( \Sigma \) is the vector of parameters embedded in \( \mathbf{y}_t \) and \( \Sigma \). For example, \( \mathbf{y}_t = \mathbf{y}_{t-1} + \mathbf{e}_t \) for Eq. 3, \( \mathbf{y}_t = \mathbf{y}_{t-1} + \mathbf{B}(\mathbf{y}_{t-1} - \mathbf{y}_{t-2}) \) and \( \mathbf{e}_t \sim \mathcal{N}(0, \Sigma) \) for Eq. 4, \( \mathbf{y}_t = \mathbf{y}_{t-1} + \mathbf{B}(\mathbf{y}_{t-1} - \mathbf{y}_{t-2}) \) and \( \mathbf{e}_t \sim \mathcal{N}(0, \Sigma) \) for Eq. 6, and so forth. Although we have demonstrated these basic building blocks using positions in continuous space (\( \mathbf{y}_t \)), alternative space can be discretized (Hooten et al. 2010, Hanks et al. 2015, Wilson et al. 2018) and/or other movement metrics such as velocity (Jonsen et al. 2005, Johnson et al. 2008, Hanks et al. 2011, Gura et al. 2017) or steps and turns (Franke et al. 2004, Morales et al. 2004, Langrock et al. 2012, McClintock et al. 2012, Parton and Blackwell 2017) can be used.

Limiting distributions.—One movement model concept that is useful when transitioning from Lagrangian to Eulerian inference is the limiting distribution of the time series process (Norris 1998). The limiting distribution is defined as

\[ \pi(\mathbf{y}) = \lim_{h \to \infty} \pi(\mathbf{y}_t | \mathbf{y}_0), \]

That is, as we consider greater time gaps, the distribution of the location “forgets” the past and is not dependent on the location at time t. This allows Eulerian inference from individual movement models because if we assume that all N animals in \( \mathcal{N} \) have been moving for a long time according to the same process model, then the limiting distribution can be interpreted as an animal density surface (Brillinger et al. 2012, Wilson et al. 2018).

Unfortunately, not all movement models have limiting distributions. Fewer still have closed form limiting distributions. The biased random walk (Eq. 6) is one that does:

\[ \pi_{BRW}(\mathbf{y}) \equiv \mathcal{N}(\mathbf{a}, (1 - (1 - \rho)^2)^{-1} \Sigma) \quad (11) \]

(Lütkepohl 2013). The standard SCR observation model can be thought of as a nonuniform thinning of this limiting distribution. In other words, the probability that an animal is captured depends on both the probability that it occurs at a location (described by the limiting distribution) and the probability that a trap occurs at (or near) that location. This implies that the limiting distribution is operational at small time gaps, which is unrealistic because it implies that an individual can be “everywhere at once” within its home range. Nonetheless, using the limiting distribution of a movement model as the basis of the SCR observation model can be a reasonable simplification of reality when sampling occasions are sufficiently long for an animal to move throughout its home range during an occasion, thereby diminishing temporal autocorrelation in the detection histories (Borchers et al. 2014). Note that the variance in Eq. 11 grows infinite as \( \rho \to 0 \) (i.e., as the model reverts to a simple random walk), hence the simple random walk has no limiting distribution.

Another movement model where an approximate limiting distribution can be provided is the Langevin diffusion RSF model (Eq. 10). As \( \Delta t \to 0 \), this model approaches a continuous-time Langevin diffusion, which has a closed-form limiting distribution (Roberts and Tweedie 1996, Michelot et al. 2019b):

\[ \pi_{LD}(\mathbf{y}) = \frac{\exp \left( \sum_{k=1}^{K} \delta_k c_k(\mathbf{y}) \right)}{\int_{\mathcal{D}} \exp \left( \sum_{k=1}^{K} \delta_k c_k(\mathbf{z}) \right) d\mathbf{z}}. \]
This is the standard form of a RSF (Manly et al.
2007). Thus, if the movements are small enough relative to the
timescale of the locations (|Δt|), δi can be interpreted as a
resource selection coefficient. Michelot et al. (2019b)
provide a method for determining if |Δt| is sufficiently fine
for this approximation to be acceptable.

Measurement error.—An important complication with
observations of animal locations is that they can be subject
to measurement errors, such as those arising from
GPS or Argos satellite telemetry data (Costa et al.
2010). Observed locations (u_i) that are subject to mea-
surement error are typically modeled hierarchically by
conditioning on the true but unknown location (μ_i). For
example,

\[ u_i | μ_i, θ \equiv ν(μ_i, Σ_u), \quad μ_i | θ \equiv ν′(μ_i, Σ_i), \quad θ \text{ is the vector of all observation and movement process parameters, and the measurement error covariance matrix } Σ_u \text{ is either informed by auxiliary data or estimated from the observations (Jonsen et al. 2005, Brost et al. 2015, McClintock et al. 2015). This represents just one of many ways these probability density functions, } u_i | μ_i, θ \text{ and } μ_i | θ \text{, could be specified for joint modeling of the observation and movement processes. Another complication is that observations do not always occur at regular time intervals as assumed in the discrete-time models described above. Although there are methods for accounting for temporally irregular observations in discrete-time models (Jonsen et al. 2005, McClintock 2017), this, of course, is not an issue for continuous-time formulations.}

INTEGRATING MOVEMENT AND SPATIAL CAPTURE—
RECAPTURE

Motivation

SCR has provided a new avenue for making inferences
about population abundance and density, home range
size, survival, recruitment, landscape connectivity, age
structure, disease prevalence, species co-occurrence, resource selection, and responses to disturbance or envi-
ronmental change (Royle et al. 2013b). However, its
implicit assumptions about animal movement and space
use come at a cost. In standard SCR, the scale parameter (σ_{0,1}) is only relevant to home range size when activity
centers are static, the home range is symmetric, and
when animal locations are statistically independent
(Royle et al. 2016). In reality, this is clearly a crude and
unrealistic description of space use by complex organ-
isms responding to internal and external drivers (Fig. 1).
These assumptions have also limited the use of SCR for
nomadic populations, such as polar bears, with applica-
tions instead tending to focus on range resident (e.g.,
territorial) species. Although abundance (or density) point
estimators have generally been shown to exhibit little bias with noncircular home ranges (Efford 2019) or
dynamic activity centers (Royle et al. 2016), uncertainty is
often underestimated (resulting in less than nominal confidence or credible interval coverage) and consider-
able bias is induced in the scale parameter as a measure of
home range size (Royle et al. 2016). When space use
within the home range is not random (e.g., resource selection), this can induce severe bias in abundance (or
density) because of unmodeled heterogeneity in the
detection process (Royle et al. 2013c). In open popula-
tion models, movement can bias estimates of survival,
density, and detection function parameters, as well as
induce sensitivity to the specification of the state space
(Gardner et al. 2018, Glennie et al. 2019). In addition,
SCR models do not account for spatio-temporal correla-
tion in detections that can be induced by movement pro-
cesses, which can result in overly precise estimates
(Borchers et al. 2014). Thus although standard SCR can
provide novel insights into spatial population dynamics,
the existing framework does not properly account for
complex animal movements and space use. Articles in the
Special Feature investigate the consequences of ignoring
complex movement in terms of statistical inference and,
perhaps more importantly, in terms of the missed oppor-
tunity to empirically test ecological hypotheses relating
movement processes to population structure and dynam-
cics (Dunning et al. 1995, Morales et al. 2010, Royle et al.
2018), and offer analytical solutions.

Animal movement models can address questions
related to behavior, activity budgets, physiology, home
range size, resource selection, landscape connectivity,
 intra- and interspecific interactions, drivers of movement
(e.g., environmental gradients, memory), individual-level
variation, community or ecosystem function (e.g., dis-
ease or nutrient transfer), and responses to disturbance
or environmental change (Nathan et al. 2008, Cagnacci
et al. 2010, Bauer and Hoye 2014, Hooten et al. 2017,
Abrahms et al. 2019). However, although many sophisti-
cated models of animal movement and space use exist,
few of them are embedded within a framework that
allows for the estimation of population density or other
demographic parameters. Indeed, much like conven-
tional (nonspatial) capture–recapture, applications of
animal movement models typically lack a clearly defined
population in both space and time. Furthermore, popula-
tion-level inferences about animal movement and
space use are typically based on a relatively small (and
nonrandom) sample of telemetered individuals (Hebble-
white and Haydon 2010, Hays et al. 2020), with no
attempt to account for the process by which individuals
were tagged or other potential sampling biases. For
example, telemetry data are often produced through
sampling efforts that focus on the most accessible loca-
tions (e.g., near roads or ports) where animals are
thought to be present (i.e., convenience sampling; Anderson 2001). Similar in spirit to the detection process in capture-recapture, the process by which individuals are encountered, captured, and deployed with telemetry devices can often be a complex combination of population distribution, animal behavior (e.g., naïve vs. experienced individuals), study design (e.g., effort), logistical constraints, and practical considerations. A well-defined population in space and time could not only help link movement to population dynamics, but could also account for potential sampling biases in telemetry or other types of location observation networks (Pedersen and Weng 2013). The integration of movement and SCR models can help solve these deficiencies and establish a new framework for scaling individual-level data to population-level processes. Although we focus on the first step of connecting the individual to the population, our framework would allow potential links between intrinsic and extrinsic factors, individual movement and performance, population and community dynamics, and ecosystem function to be empirically tested (Fig. 1). For example, integrated models could be used to investigate the role of different movement behaviors (e.g., transience, dispersal, territoriality, group-dynamic movements) in population dynamics (or vice versa), explain the mechanisms underlying spatial variation in abundance or density, connect resource selection with species distribution to test optimal foraging theory, or link individual activity budgets to survival and reproduction. In addition to this potential for new ecological insights, integrated models can reduce bias and properly account for uncertainty when standard SCR assumptions about animal movement are violated. By formally disentangling movement and detection parameters, integrated models could also provide a coherent framework for combining SCR and auxiliary location data (Tenan et al. 2017). However, although the potential benefits of integrated movement and SCR models should by now be readily apparent, they are likely to come at the cost of additional data and model complexity. There remain many conceptual, technical, and practical hurdles that must be overcome for their full potential to be realized.

**General framework**

The integration of movement and SCR models is a natural extension when viewed from the perspective that animal location and SCR encounter history data arise from the same underlying movement process (Royle et al. 2013c). For example, SCR data can be viewed as a type of location data that is thinned via imperfect detection at spatially discrete detectors \(x_j\). Put another way, location data produce direct observations of space usage, and SCR data result from a non-uniform thinning of such data. Heuristically, a general conceptual framework for integrating animal movement processes into SCR models can be described as

\[
[y|\mu, N, \theta] = [y|\mu, 0] [\mu|0] [\mu_1, N|0] .
\]  

where the SCR and movement model components are linked by the underlying position process \(\mu\), which, as a latent variable, must be integrated over the support of the state space \(\mu \in \mathcal{M}\) during model fitting (see Model fitting). So instead of modeling static activity centers as in standard SCR (Eq. 1), we are now modeling individual movement trajectories through time (Fig. 2). Incorporation of an explicit movement process model therefore changes the standard SCR model in two key respects: (1) detection probability in the SCR component \([y|\mu, 0]\) is now modeled as a function of the location of a detector \(x_j\) and the location of an animal at time \(t\) \(\mu\); and (2) instead of activity centers, the spatial point process model component \([\mu_1, N|0]\) now describes the density and distribution of initial locations for the animals at time \(t=1\) \(\mu_1\). For movement models that include a central tendency towards a static center of attraction (Eq. 6), then a point process model for spatial variation in the density of centers of attraction could be specified for \(a\):

\[
[y|\mu, a, N, \theta] =
\]

For inhomogeneously distributed centers of attraction, this would allow simultaneously testing of hypotheses that distinguish second-order resource selection (i.e., individual home range selection within \(\mathcal{M}\)) from third-order selection (i.e., resource selection within a home range; for example, Johnson [1980], Royle et al. [2018]). This would also allow for the case where animals have a center of attraction, but the sampling period is shorter than the time it would take for an individual to explore its entire home range. In what follows, we for simplicity focus on standard SCR observations where the spatial encounter history data \(y\) are the outcomes of Bernoulli trials across a fixed array of \(J\) traps (Borchers and Efford 2008, Royle et al. 2009). However, the framework could be easily modified to accommodate other observation distributions (binomial or Poisson; Royle et al. 2013b: Chapter 9) or search-encounter data (Royle et al. 2013b: Chapter 15).

Although conceptually straightforward, several challenges arise when actually trying to formulate such models. First and foremost is the treatment of time. Continuous-time formulations arguably provide the most natural framework for integrating instantaneous detection (e.g., camera trap) and movement process models, but most SCR and movement models are formulated in discrete time where each of the \(T\) sampling occasions corresponds to an interval (e.g., hourly, daily,
weekly) from time \( t - 1 \) to time \( t \). Clearly, an animal does not instantaneously move at time \( t \) from location \( \mathbf{u}_{t-1} \) to \( \mathbf{u}_t \); nor is it detected exactly at time \( t - 1 \) or \( t \). A continuous-time movement model (or a discrete-time approximation) could be combined with a discrete-time SCR model, whereby the detection probability over the interval is handled similarly to search-encounter SCR models (Efford 2011, Royle et al. 2011) but in “reverse” (i.e., the animal movement path is the search path and the detector is the animal location):

\[
p_{ij} = 1 - \exp\left(-\int_{t-1}^{t} h(x_j, \mathbf{u}_{\tau})d\tau\right),
\]

where \( p_{ij} \) is the detection probability for individual \( i \) at trap \( j \) from time \( t - 1 \) to time \( t \), \( \mathbf{u}_{\tau} \) is the location of individual \( i \) at time \( \tau \), and \( h(x_j, \mathbf{u}_{\tau}) \) is the hazard to detection at time \( \tau \) for trap \( j \). The hazard would typically be a function of the distance from trap \( j \) to the location of the animal at time \( \tau \), for example, \( \log(h(x_j, \mathbf{u}_{\tau})) = \beta_0 + \beta_1 \| x_j - \mathbf{u}_{\tau} \| \), where \( \beta_0 \) is the (log-scale) baseline instantaneous detection rate at zero distance, \( \| x_j - \mathbf{u}_{\tau} \| \) is some distance metric, and \( \beta_1 \) the corresponding coefficient. Although Eq. 15 shares conceptual similarities with search-encounter SCR detection functions, it poses a more challenging problem because the animal movement path is typically unknown (see Challenges).

For a SCR movement model formulated entirely in discrete time, both the instantaneous time of detection and the instantaneous location of the animal are ignored. We must therefore account for the fact that an animal can both move and be detected at any time between times \( t - 1 \) and \( t \). One way to accomplish this is to model the SCR detection process as a function of the distance from the detector to the expected location of an animal \((s_k)\) from time \( t - 1 \) to time \( t \). We can then specify a movement model for \( s_k \) and formulate the detection process at trap \( j \) and time \( t \) as a function of the distance between \( s_k \) and \( x_j \):

\[
[y\mid s, N, \theta] = [y\mid s, 0] [s\mid 0] [s\mid N\mid 0],
\]

(16)

where, for example,

\[
p_{ij} = p_0 \exp\left(-\frac{\| x_j - s_i \|^2}{2\sigma_{det}^2}\right)
\]

(17)

is based on the kernel of a Gaussian probability density, \( p_0 \) is the baseline detection probability at distance zero, and \( \| x_j - s_i \| \) is the Euclidean distance between the expected location for individual \( i \) from time \( t - 1 \) to \( t \) (\( s_i \)) and \( x_j \). Royle et al. (2016) investigated precisely this model using a simple random walk (Eq. 3) for \( [s\mid 0] \) and a homogeneous binomial point process model for \( [s\mid N\mid 0] \) to account for transients with nonstationary home ranges, but more realistic movement and point process models could be used.

As a more concrete example, suppose we have a population composed of resident and transient individuals, where residents utilize space according to the Langevin diffusion RSF approximation (Eq. 10) and transients follow a correlated random walk (Eq. 4):

\[
[s_i\mid m_i, \theta] \equiv \mathcal{N}(s^*_i, \sigma_{det}^2 \mathbf{I}),
\]

(18)

and we might expect transients to exhibit greater degrees of dispersion than residents (i.e., \( \sigma_2 > \sigma_1 \)). If the movements are small relative to the timescale of locations, the expected population-level utilization distribution for residents could be approximated by the standard RSF point process model:

\[
\pi(s) = \frac{\exp\left(\sum_{k=1}^{K} 0 c_k(s)\right)}{\int \exp\left(\sum_{k=1}^{K} 0 c_k(z)\right)dz},
\]

(19)

where \( c_k(s) \) is the value of the \( k \)th habitat covariate at location \( s \). We could then have different point process models describing the distribution of initial locations based on whether an individual is a resident or a transient:

\[
[s_1\mid m_i, \theta] = \begin{cases} \pi(s_1) & \text{if } m_i = 1 \text{ (resident)} \end{cases},
\]

(20)

This formulation has some useful properties in that it can account for nonstationary and nonrandom space use while ensuring that the resident movement model scales to the population-level utilization distribution that is used for the point process model of the initial locations. As illustrated by the basic building blocks in Movement modeling, alternative or additional movement processes could be incorporated into these components based on the life history of the specific species under consideration (e.g., territorial or group-dynamic behavior). For example, the Langevin diffusion RSF model (Eq. 18) could be extended to range resident movement behavior, where each individual has a center of attraction as in Eq. 14 (see Appendix S1). However, although we believe these illustrative integrated SCR movement models are promising, we note that they have yet to be implemented and in practice may pose significant challenges (see Challenges).

We have focused on demonstrating how more realistic movement models can be integrated with SCR models, but the SCR component does not need to be limited to standard closed population models (Borchers and
Efford 2008, Royle et al. 2009). SCR models can describe open populations, such as those that utilize the robust design (Ergon and Gardner 2014) or Jolly-Seber formulations (Glennie et al. 2019, Efford and Schofield 2020), to distinguish the roles of mortality, space use, temporary emigration, transience, and dispersal in population dynamics. Multistate SCR models could also be used to investigate other drivers of population structure and dynamics, such as sex or age composition, disease status, or reproductive trade-offs (Nichols and Kendall 1995, Lebreton et al. 2009).

An obvious challenge to the integration of movement and SCR models is the amount of movement information contained in SCR data. SCR data sets are often sparse, which may make drawing inferences about movement difficult. Auxiliary location information (e.g., from animal-borne telemetry or opportunistic data) can provide more detail about movement and space use as the extent of these data is not necessarily limited by a fixed trapping array and many more locations can potentially be accumulated than through capture alone. If auxiliary location information \( \mathbf{u} \) is available, we can include an additional component to account for any location measurement error:

\[
\begin{align*}
[y, u|\mu, N, 0] &= \\
&= \begin{array}{c}
\text{measurement model} \\
\text{SCR model}
\end{array}
\quad \\
&= \begin{array}{c}
\text{point process model} \\
\text{movement model}
\end{array}
\end{align*}
\] (21)

However, combining SCR detection and auxiliary location data in a coherent fashion will likely pose some additional technical challenges (Royle et al. 2013b, Tenan et al. 2017; see Looking Forward: Where Are We Going’), and this is an area where continuous-time formulations may be particularly appealing (Borchers et al. 2014). By again conditioning the SCR component on \( s \) instead of \( \mu \), one of the simplest ways this could be accomplished in discrete time (Eq. 16) follows Sollmann et al. (2013), where some segment of the population has been deployed with telemetry tags. Assuming any telemetry locations observed between times \( t - 1 \) and \( t \) (i.e., \( u_{it} \) for \( t - 1 \leq \tau \leq t \)) are subject to measurement error, these could be modeled as \( u_{it} \sim \mu_{\tau} \cdot \epsilon \) and, using an additional model component, the auxiliary true locations as \( \mu_{\tau} \sim s_{\tau} \cdot \epsilon \). However, this highlights a key disadvantage of formulating these models in discrete time using a movement model for \( s \) instead of \( \mu \), ignoring the instantaneous times of detection and the instantaneous locations of individuals introduces ambiguity in the interpretation of \( \sigma_{\text{det}} \) and the movement parameters as they relate to the underlying (true) movement process \( \mu \). Although integrated SCR movement models in discrete time are an important and accessible first step, we anticipate that continuous-time formulations that condition on the true position process will begin to materialize in the near future.

**Looking Forward: Where Are We Going?**

**Challenges**

The integration of movement and SCR models has been identified as a promising research area for years, but progress has thus far been limited. This is likely attributable to the considerable challenges these extensions will pose. Formulating SCR models with explicit movement processes will likely require expertise from both fields, but provides an exciting opportunity for increased collaboration between ecologists studying animal movement and those studying population processes. As integrated models become more complex, they have the potential to push the limits of spatial detection history data and may require the integration of multiple data sources to inform the underlying movement and population processes. Even with sufficient data and/or prior information, the models are also likely to be very challenging to fit and may require additional statistical expertise to develop suitable model-fitting algorithms. Below we detail some of the key challenges that lie ahead.

**Data requirements.**—Little is currently known about optimal study design and data requirements for integrated SCR movement models. In standard SCR, precision of density estimates depends on the number of individuals captured \( n \) and the number of spatial recaptures. A trade-off exists in efforts to maximize both quantities with a fixed number of traps. The number of individuals captured can be maximized by distributing traps over a large area, but sparse trap configurations will decrease the frequency of spatial recaptures. Conversely, dense clusters of traps can improve the spatial recapture rate, but at the expense of \( n \). Effective SCR study designs therefore achieve a balance between these two design objectives. For specific applications with associated logistical constraints, an optimal design can be found using either simulation studies (Efford 2011, Marques et al. 2011, Sollmann et al. 2012, Sun et al. 2014) or by optimizing design criteria (Royle et al. 2013b, Williams et al. 2018, Efford and Boulanger 2019, Durbach et al. 2020, Dupont et al. 2021). Many of these studies have indicated that traps should be spaced by approximately 1–2 \( \sigma \) units. However, it is unknown if these general recommendations will hold in the context of integrated SCR movement models. It seems likely that the spatial recapture rate would need to be higher to estimate the parameters of the movement model, and thus clustered designs may be more useful than in standard SCR, but similar simulation studies and optimization methods will be required to understand what constitutes an optimal design when using integrated SCR movement models.

Relatively simple movement models will require few additional parameters, and Royle et al. (2013c), Royle et al. (2013a), and Royle et al. (2016) have already
demonstrated that SCR data alone can be sufficient for inferences about animal movement, space use, and resource selection. However, these have only considered models with constant density throughout the survey region, and sparse SCR data may not support complex animal movement and density processes without additional information (Gardner et al. 2018). Telemetry and opportunistic location data have been widely used in conjunction with capture–recapture data (White and Shenk 2001, Royle et al. 2013c, Sollmann et al. 2013, Tenan et al. 2017, Linden et al. 2018) and could be integrated as additional likelihood components (as described in Integrating Movement and Spatial Capture–Recapture) or as the basis for informative prior distributions in Bayesian analyses. But integrating different data sources will present additional challenges, such as lining up the temporal resolution of concurrently collected SCR and telemetry data (see Spatio-temporal formulation) or telemetered individuals not always being identified as such when detected by a trap (see Future directions). Concurrent SCR and telemetry projects will often be expensive, and many wildlife studies simply cannot allocate adequate resources to both. Although opportunistic (e.g., citizen science) data can often be less expensive, use of such records will often necessitate additional modeling to account and correct for sampling biases.

The last point about sampling biases applies more broadly; when integrating different sources of data, there is a larger issue of data consistency (Tenan et al. 2017). Uncorrected sampling biases in any data collection protocol or an incoherent linkage of shared model parameters could result in unreliable inferences. Although standard SCR models account for detection bias in spatial encounter history data, sampling biases in the telemetry tagging process are typically ignored in animal movement studies. Integrating these different data sources in a SCR movement model will be problematic if they are not representative samples from the same underlying population of interest. Fortunately, there are ways in which such inconsistencies can be detected. For instance, if utilization distributions from telemetry studies do not match up with spatial density surfaces produced from simple SCR models, this would strongly indicate that the telemetry sample is not representative of the population.

Much like in capture–mark–resight studies (Matechou et al. 2013, Efford and Hunter 2018) or search-encounter SCR models (Royle et al. 2013b; Chapter 15), there may be ways to account for the telemetry tagging process (e.g., search–encounter live trapping) when it differs from the SCR detection process (e.g., camera trapping). However, this may require changes in standard tag deployment protocols to account for tagging probability and thereby correct for any such sampling biases. For example, it may be necessary to record the entire search path, all individual encounters (whether pursued for capture or not), and any unsuccessful capture attempts for inclusion in an observation model describing the tagging process. We also note that SCR models incorporating auxiliary location data typically assume independence of these data sources (Royle et al. 2013c), but, by coherently linking these data to the same underlying position process, integrated SCR movement models provide a natural framework to account for spatio-temporal dependencies in the data.

Spatio-temporal formulation.—Although we have largely focused on discrete-time, continuous-space models for ease of exposition and because these are most common in the literature, under certain study designs alternative spatio-temporal formulations may have distinct advantages for integrated SCR movement modeling. In particular, we have only described models for one quadrant of the possible state space (Fig. 4). In practice, we imagine that choices of spatial and temporal support will be guided by characteristics of the sampling process, as well as the relative simplicity of modeling.

The feasibility of continuous-time formulations for the SCR component (bottom right quadrant of Fig. 4) is largely driven by the study design and whether or not it results in instantaneous detection times of individuals. For example, camera-trap or search-encounter data can both provide instantaneous detection times that are amenable to continuous-time formulations (Borchers et al. 2014), whereas traditional live traps that hold an animal until release, such as commonly used for small mammals, typically do not provide instantaneous detection times and therefore necessitate discrete-time formulations. When instantaneous detection times are available, Borchers et al. (2014) identified several important advantages of continuous-time models that can utilize this additional information, including the potential for continuous-time SCR models to be combined with telemetry-based movement models.

For the movement model component, the choice of discrete or continuous time usually represents a trade-off (McClintock et al. 2014). Animals clearly move in continuous time, but their movement is typically observed in discrete intervals. Discrete time has likely been more popular in animal movement modeling because it can often be more intuitive and easier to implement than continuous time. For example, some of the most popular discrete-time models for animal movement behavior or resource selection (Franke et al. 2004, Morales et al. 2004, Fortin et al. 2005) are relatively easy to implement with user-friendly software (Michelot et al. 2016, McClintock and Michelot 2018, Signer et al. 2019), whereas their continuous-time analogues require custom model-fitting algorithms that are very computationally demanding (Parton and Blackwell 2017, Michelot and Blackwell 2019, Wang et al. 2019). However, continuous-time formulations have desirable qualities in that they do not require regular time steps over discrete intervals and the movement parameters are scale-invariant to the time step. Thus, although continuous-time models can sometimes be less intuitive and come at greater computational cost, they may be better suited for
SCR data collected in continuous time (e.g., camera traps), especially when combined with irregularly observed telemetry or opportunistic data. Unlike the discrete-time formulation in Eq. 16 that models the movement of the *expected* location of an animal over an interval of time \( s \), a continuous-time formulation would naturally link instantaneous detection (and any auxiliary location) data to the true underlying position process \( \mu \) as in Eq. 13. However, although continuous time is conceptually pleasing and mathematically elegant, the practical trade-offs between discrete and continuous time are little understood in this context and warrant further investigation.

Both SCR and movement models tend to be formulated in continuous space, but they do not necessarily need to be. It can often be convenient to use a discretization of space for incorporating suitable habitat masks or other covariates in raster form (Hijmans 2020). Indeed, frequentist SCR models (and Bayesian models based on a semicomplete data likelihood) that are formulated in continuous space typically rely on a discretization of space to approximate the integral over the activity

---

| Space | Discrete | Continuous |
|-------|----------|------------|
| Time  |          |            |
|       | • **Multi-state capture-recapture** (Brownie et al. 1993, Schwarz et al. 1993, Lagrange et al. 2014, Bishop and Bernard 2021) |
|       | • **Spatial capture-recapture** (Mollet et al. 2015) |
|       | • **Multi-state capture-recapture** (Miller and Andersen 2008, Mews et al. 2020) |
|       | • **Random walks** (Hooten et al. 2010, Hanks et al. 2015) |
|       | • **Spatial capture-recapture** (Ovaskainen 2004, Borchers et al. 2014, Dorazio and Karanth 2017) |
|       | • **Random walks** (Dunn and Gipson 1977, Blackwell 2003, Johnson et al. 2008, Brillinger et al. 2012, Gurarie et al. 2017, Michelot and Blackwell 2019) |
|       | • **Resource selection** (Johnson et al. 2013, Michelot et al. 2019b, Wang et al. 2019) |
|       | • **Spatial capture-recapture** (Efford 2004, Borchers and Efford 2008, Royle et al. 2009, 2013b, 2018, Borchers and Fewster 2016) |
|       | • **Random walks** (Morales et al. 2004, Jonsen et al. 2005, Langrock et al. 2012, McClintock et al. 2012) |
|       | • **Resource selection** (Fortin et al. 2005, Forester et al. 2009, Thurfjell et al. 2014, Aygar et al. 2016, Michelot et al. 2019a) |

---

*Fig. 4.* Examples of different formulations of capture–recapture models for spatially referenced encounter history data (orange) and animal movement models typically used for telemetry data (purple), organized by spatial and temporal support (discrete or continuous).
centers (Borchers and Efford 2008, King et al. 2016, Glennie et al. 2019; see Model fitting). As the pixel size of the discretization approaches zero, the approximation becomes equivalent to continuous space. Movement models can also be formulated in discrete space as a means for making inferences about space use and resource selection more computationally tractable (Hanks et al. 2015). Instead of focusing on the microscopic rules of movement in continuous space (e.g., steps and turns) these models concentrate on the directional drivers of movement between adjacent pixels. Little is currently known about the potential advantages and disadvantages of formulating integrated SCR movement models in continuous or discrete space, but these will likely depend on study objectives and computational convenience.

State space.—Whether formulated in continuous or discrete space, an important complication of incorporating explicit movement processes into SCR models is that animals could potentially leave the state space (\( \mathcal{M} \)). For example, a (nonstationary) simple or correlated random walk movement model would result in an unreasonable decrease in density over time (Royle et al. 2013b: Chapter 16). Even a (stationary) movement model that includes a center of attraction (\( a \)) would allow an individual to leave the state space if \( a \) is near the boundary. There are several obvious approaches to dealing with this issue, but the practical utility of each remains poorly understood. The simplest option is to simply forbid movements outside of an arbitrary state space using a boundary mask (in discrete space) or truncation (in continuous space), but this could induce undesirable edge effects on the movement properties of individuals that use space near the boundary of the state space. An alternative would be to use a potential function (Eq. 9) to pull animals away from the boundary, which could provide a more elegant and coherent means for handling edge effects, but could still result in unrealistic movement near an arbitrary boundary. Another option that will be essential for animals that move long distances (e.g., polar bears) is expanding the state space to a very large area such that individuals using space outside this area have a negligible chance of being detected, but very large state spaces will likely come at significant computational cost (see Model fitting). A more ecologically driven approach would be to define and enforce state space boundaries based on a suitable habitat mask that reflects the underlying “true” boundaries of movement, but this could again result in extremely large state spaces and additional parameters to be estimated. No matter which approach is used, integrated SCR movement models may require larger state spaces and additional parameters to keep animals within the state space, and, when compared to standard SCR, this will likely come at the cost of increased computational complexity when fitting these models.

Model fitting.—Despite their additional complexity, formulating integrated SCR movement model likelihoods is arguably the “easy” part. Actually fitting such models to data will likely present many technical and computational challenges. As with standard SCR, the root of these model-fitting challenges is removing the latent locations from the conditional likelihood (Eq. 13) by integrating over the support of the state space. However, the latent locations now pertain to entire movement paths instead of static activity centers. This means that for a discrete-time model consisting of \( T \) occasions, there are now \( NT \) latent variables that must be accounted for. This multidimensional integral will typically not have a closed-form solution and must be approximated using numerical methods, such as quadrature (Borchers and Efford 2008) or Monte Carlo integration (Royle et al. 2009, 2016). Discrete approximations using hidden Markov model (HMM) algorithms are likely to be useful for this purpose (Glennie et al. 2019, Efford and Schofield 2020). In essence, this approach treats each discrete pixel in \( \mathcal{M} \) as a “state” and the state transitions correspond to the probability of moving from pixel \( i \) at time \( t = 1 \) to pixel \( j \) at time \( t \). Given an initial pixel location at time \( t = 1 \), the forward algorithm (also known as filtering) can then be used to marginalize over all possible trajectories within the state space, with each trajectory weighted by its likelihood given the spatial detection history (and any auxiliary location) data. For the large state spaces that integrated SCR movement models are likely to require, HMMs in conjunction with sparse matrix methods are particularly promising when animal movements are limited to neighboring pixels (Thygesen et al. 2009, Pedersen et al. 2011, Glennie et al. 2019). This is a biologically reasonable assumption for many species, and an appropriate pixel neighborhood could be derived from the underlying movement model, the expected rate of dispersion, habitat features, cost functions, or other factors.

Depending on the approach used for model fitting, in practice the dimension of the integral over space will likely be (much) less than \( NT \) (Borchers and Efford 2008) or (much) greater than \( NT \) (Royle et al. 2009). Bayesian Markov chain Monte Carlo (MCMC) approaches using data-augmented complete data likelihoods and a binomial model for \( N \) (Royle et al. 2007, 2013b: Chapter 5) will require an integral of dimension \( MT (M \gg N) \), and, for sparse data, slow mixing chains, and/or very large populations, large \( M \) may be computationally prohibitive (King et al. 2016). The dimension of the integral can be reduced substantially to \( nT \) using a semi-complete data likelihood approach in either a frequentist (Borchers and Efford 2008) or Bayesian (King et al. 2016) setting, where \( n \) is the number of animals that were detected over the course of the study. When using this approach to condition the SCR model component on the observed individuals, abundance (or density) estimation requires an overall probability of detection \( \hat{p}^* \) for the \( N-n \) unobserved individuals:

\[
\hat{p}^* = 1 - \int_{\mathcal{M}} |y = 0| \mu ||x| \mu |d\mu.
\]
where $y = 0$ indicates spatial encounter history data consisting entirely of zeros (i.e., individuals that were never detected). Although this is relatively straightforward in standard SCR models with static activity centers (Borchers and Efford 2008, King et al. 2016), it will be more computationally expensive for integrated SCR movement models, and perhaps prohibitively so for very large state spaces. Whether used for frequentist or Bayesian inference, this is another area where HMMs and sparse matrix methods may be able to provide substantial gains in computational feasibility and efficiency. Other strategies that can be useful for large data sets and/or complex hierarchical structures include multisite model fitting techniques such as multiple imputation (McClintock 2017, Scharf et al. 2017) and recursive Bayesian computing (Hooten et al. 2019a, 2020, McCaslin et al. 2020).

Movement models formulated in continuous time also involve integrals, but, instead of being over space, the integration is with respect to time. Thus integrated SCR movement models formulated in continuous time will likely require multidimensional integrals over both space and time. As demonstrated in Eq. 15, when a discrete-time SCR model (e.g., for live trapping data) is combined with a continuous-time movement model, integration over time would be required not only to evaluate the movement model but also to calculate the (discrete-time) detection probability from time $t-1$ to time $t$. Evaluating the integral over time will also typically require numerical methods, such as discrete-time approximations (Euler-Maruyama method; Kloeden and Platen 1992, Hooten et al. 2019b, Michelot et al. 2019b) or filtering (Kalman filter; Johnson et al. 2008). Continuous-time formulations may provide many nice properties, but they will also bring an additional level of computational complexity to model fitting.

Future directions

There remains much work to be done, but the integration of movement and SCR modeling will be worth the effort. There are many other areas of potential development, and integrated SCR movement models could be expanded to include any of the many recent extensions from either field (Royle et al. 2013b, Borchers and Fewster 2016, Hooten et al. 2017, Patterson et al. 2017), including open population models (Gardner et al. 2010, Schaub and Royle 2014, Glennie et al. 2019, Efford and Schofield 2020), multistate models (Morales et al. 2004, Lebreton et al. 2009), physiological processes (Hooten et al. 2019b), group-dynamic movements (Langrock et al. 2014), landscape connectivity (Royle et al. 2018), and misclassification or partial identity models (Link et al. 2010, Bonner and Holmberg 2013, McClintock et al. 2013, Augustine et al. 2018, Maronde et al. 2020).

Much like standard SCR, we expect initial developments and applications will focus on closed population models, such as those in the Special Feature. However, populations of course have more structure than their overall abundance and distribution. Age, sex, breeding status, fitness, and behavioral or genetic heterogeneity all have an impact on the composition and development of a population (Seber and Schofield 2019). Combining these individual-level attributes in multi-state open population SCR models that explicitly model survival, recruitment, and patterns of movement or dispersal as a function of state (e.g., sex or age class) could provide a very rich framework for investigating how decision making and movement in heterogeneous environments affect population vital rates, dynamics, and distribution. These models are likely to be more data hungry, and when combining spatial encounter history data, auxiliary location data (e.g., telemetry), and other sources of data that can be informative about population dynamics (e.g., unmarked counts), integrated movement and open population SCR models can be viewed as an extension of the broader class of integrated population dynamics models (Schaub and Abadi 2011, Chandler and Clark 2014, Zhao 2020) to accommodate more realistic animal movement and space use.

Continued technological advancements will help make these models more feasible. Improvements in remote sensing and biotelemetry technology are likely to make data collection easier and less expensive, while faster and more powerful computers will make the fitting of complicated models more computationally tractable. Newer, faster, and more efficient algorithms may also be needed to handle more complex models, big data sets, or very large state spaces. In the meantime, we hope our review and synthesis of SCR movement models will motivate additional research beyond the Special Feature. In particular, we hope it will inspire novel empirical testing of ecological theory, provide ideas for quantitative ecologists and graduate students seeking research projects, and promote collaboration among ecologists, statisticians, and computer scientists in tackling the challenging and exciting opportunities that lie ahead.
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