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Abstract—Increasing traffic demands, higher levels of automation, and communication enhancements provide novel design opportunities for future air traffic controllers (ATCs). This article presents a novel deep reinforcement learning (DRL) controller to aid conflict resolution for autonomous free flight. Although DRL has achieved important advancements in this field, the existing works pay little attention to the explainability and safety issues related to DRL controllers, particularly the safety under adversarial attacks. To address those two issues, we design a fully explainable DRL framework wherein we: i) decompose the coupled Q value learning model into a safety-awareness and efficiency (reach the target) one; and ii) use information from surrounding intruders as inputs, eliminating the needs of central controllers. In our simulated experiments, we show that by decoupling the safety-awareness and efficiency, we can exceed performance on free flight control tasks while dramatically improving explainability on practical. In addition, the safety Q learning module provides rich information about the safety situation of environments. To study the safety under adversarial attacks, we additionally propose an adversarial attack strategy that can impose both safety-oriented and efficiency-oriented attacks. The adversarial aims to minimize safety/efficiency by only attacking the agent at a few times steps. In the experiments, our attack strategy increases as many collisions as the uniform attack (i.e., attacking at every time step) by only attacking the agent four times less often, which provide insight into the capabilities and restrictions of the DRL in future ATC designs. The source code is publicly available at https://github.com/WLeiiiii/Gym-ATC-Attack-Project.
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I. INTRODUCTION

The global air movement has grown enormously in recent years, e.g., it is predicted that the number of aircraft handled by en-route centers will be increased at an average rate of 1.5% per year from 2020 to 2040 [1]. Especially low-altitude airspace contained with relatively small aircraft like drones and helicopters is mostly uncontrolled, while predictions are that the aircraft volume in this airspace will constantly increase [2]. The strong growth of air traffic volume poses an incredible challenge for the safety and the en–route sector capacity. Since air traffic controllers’ human cognition will not match the high traffic complexity and density, implementing free flight and autonomous air traffic controllers (ATCs) are seen as crucial tools for solving those issues.

Free flight is a developing ATC system without centralized control and ATC operators. With the aid of communication systems and artificial intelligence, the individual pilot can make more flight path decisions freely. As in most complex systems, distributed and cooperative decision-making is believed to be more efficient than centralized control. Several theoretical studies have shown that free flight can improve safety [3], reduce fuel consumption [4] and bring time efficiency [5]. Communication, navigation, and surveillance (CNS), along with autonomous ATC, are the areas that need to be addressed to make the free flight a reality. Accordingly, autonomous conflict detection and resolution tools are the primary factors that will provide the means of achieving free flight [6].

The development of autonomous conflict detection and resolution tools for free flights is a challenging subject. The critical challenge here is to design a system to provide real-time advisories to aircraft to ensure safe separation and handle uncertainty in real-time. The conflict resolution (CR) problem can be naturally represented as an optimization problem. Thus several optimization frameworks have been developed. The optimization algorithms for CR can be briefly divided into three categories: The first category is the swarm intelligence optimization algorithms (such as genetic algorithms [7]–[10], or ant colony algorithms [11]). These algorithms usually divide the CR process into discrete segments with equal times or distance lengths and optimize them separately. The algorithms of the second category [12], [13] are primarily used to design the conflict avoidance path of aircraft with optimal control theory on a single or multidimensional level. The third category is hybrid system models, which delegate the CR function of the controllers to each aircraft [14], [15]. The core concept is to propose decentralized management schemes that will switch the hybrid control system to different optimal control solutions according to the change in the information structure between agents. Optimization-based approaches can theoretically provide the optimal solution for CR problems. However, the optimization-based approaches are often computationally expensive or require prior knowledge, limiting their applications to reality.

The impressive ability of deep reinforcement learning (DRL) to handle challenging uncertain control problems [16], along with the advancement in other concomitant technologies (such as wireless communications), provides a potential solution for autonomous CR tools. In DRL framework, the expensive operation of modeling the complex interactions between aircraft is learned in an offline training step, whereas the learned policy can be queried quickly online. There are several studies in the literature associated with DRL based ATCs. Impressive results are reported in several tasks, including CR [17], [18] and preventing loss of separation [19], [20]. It is
assumed that DRL will have a predominant role in building the control system of future ATCs.

Although DRL technology has shown excellent performance in many ATC tasks, two challenges linger while we use DRL for real-world applications. The first challenge is the safety of the ATC systems. Despite the development of different configurations of ATC controllers, they are still vulnerable to various security issues, and various attack solutions can be exploited [21]. Seriously, the threat is getting worse with the deployment of DRL agents. Modern DRL models use deep neural networks (DNNs) as function approximators. However, DNNs have been discovered to be vulnerable to adversarial examples [22], carefully crafted, quasi-imperceptible perturbations, which fool a DNN when added to its inputs. Moreover, adversarial examples also appear in the real world without any attacker or maliciously selected noise involved [23]. For example, a few small stickers on the ground could cause a self-driving car to move into the opposite traffic lane [24]. Suppose adversarial attacks could be successfully applied to real-world ATC systems. In that case, attackers could easily cause accidents and jeopardize personal safety. Therefore, it is necessary to study adversarial attack and defense mechanisms for DRL agents in ATCs.

Another issue is the explainability. The decision-making process of DRL technology is opaque, and the lack of transparency makes it impossible for pilots and controllers to understand the internal working mode of them. The “black box” nature of the DRL model may hinder users from believing in the predicted results, especially when the model is used to make key decisions [25, 26] because the predicted consequences may be disastrous if they act according to blind beliefs. An explainable DRL model can provide explanations for the specific action made by DRL model and help users understand its internal mechanism.

This work aims to introduce a safe and explainable DRL solution for free flight control. Our work is grounded in three observations: 1) Several ATC tasks can be naturally represented as an optimization problem with safety limits. Combining optimization cost and safety limits in one reward signal for the DRL system ignores the rich situational information of airspace, thereby limiting the learning capacity of the DRL model. Thus, we decompose the coupled learning model into two separate models: goal learning and safety learning. 2) Various real-world group behaviors are the aggregate result of the actions of individual animals, each acting according to its local perception of the dynamic environment. To imitate this behavioral "control structure", we use a local state representation scheme, in which the free flight only requires the information of its nearest neighbors. We eliminate the need for a centralized sensing module. 3) Since the coupled learning task can be decomposed, the adversarial attacks on our target can also be decomposed into goal-oriented and safety-oriented attacks. Therefore, we further propose an efficient adversarial attack scheme, which can impose specialized adversarial attack.

Contributions. In summary, the main contributions of this work are as follows:

- We introduce a simple yet powerful DRL framework named safety-aware deep Q networks (SafeDQN), in which two separate DQNs cooperatively learn the safety limits and optimization costs.
- We design a local state representation scheme for the DRL agent controlling the free flight and show that local perception is better than global perception on the free flight control task.
- Our work is the first to study the adversarial vulnerability of DRL-based ATC controllers, and we design a time-efficient attack framework that can achieve both safety-oriented and goal-oriented attacks.
- We conduct extensive experiments to evaluate our SafeDQN model. The experimental results show that our model is safe and highly explainable.

The rest of this paper is organized as follows. First, we review some related works of DRL for ATCs and adversarial attacks on DRL in Section II. Some preliminaries are provided in Section III. We then introduce the proposed SafeDQN in Section IV. Extensive experiments and discussions are conducted in Section V. Finally, we conclude this paper in Section VI.

II. RELATED WORKS

A. Deep Reinforcement Learning based Air Traffic Controllers

Deep neural networks have been prevailing in reinforcement learning in recent years. We have witnessed major breakthroughs like AlphaGo [27] defeating Lee Sedol and OpenAI Five’s outstanding performance against professional dota2 team OG [28]. Inspired by those breakthroughs, the idea of applying DRL to another form of a game is generated to plan and control the aircraft’s flight route in the airspace, that is, air traffic control.

There have been several attempts to apply DRL to ATC tasks. DRL for ATC and CR was first introduced in [17], where an AI agent was designed to mitigate conflicts and minimize the delay of aircraft reaching their metering fixes. Later, Pham et al. [18] demonstrated that an AI agent can effectively resolve randomly generated conflict scenarios between a pair of aircraft through vectoring maneuvers. Tran et al. [29] developed an interactive conflict solver using reinforcement learning that leveraged human resolution maneuvers. This resulted in AI-recommended maneuvers that closely aligned with human ATC behavior. Ribeiro et al. [30] recently proposed a hybrid geometric-reinforcement learning algorithm for resolving conflicts in low-altitude airspace. While these approaches are effective for low-density airspace environments, their centralized architectures fail to handle high-density airspace as the number of intruder aircraft increases.

Several multi-agent frameworks were recently proposed for handling high-density airspace environments. Zhao et al. [31] proposed a physics-informed deep reinforcement learning algorithm for resolving conflicts with coordination rules in traditional airspace. In [32], a message-passing-based decentralized computational guidance algorithm using multi-agent Monte Carlo Tree Search (MCTS) was proposed to prevent loss of separation (LOS) for UAS in an urban air mobility
(UAM) setting. A computationally efficient MDP-based decentralized algorithm was proposed in [19], capable of preventing LOS for UAS in unstructured airspace. Mollinga et al. [33] proposed a graph neural network approach to CR in free airspace by representing each aircraft as a node in a graph to handle scalability. In [34], [20], [35], it is shown how a decentralized separation assurance framework can prevent LOS in high-density stochastic sectors by leveraging long short-term memory networks (LSTM) and attention, but this formulation only holds when all agents are homogeneous, or optimizing the same reward function.

So far, most work on DRL-based ATCs has studied their effect on the efficiencies of specific tasks. However, those works pay little attention to the explainability and safety of DRL algorithms. Our work is the first to study the explainability and adversarial vulnerability of a DRL agent exposed to adversarial examples.

B. Adversarial Attacks against Deep Reinforcement Learning

Adversarial examples [22] are inputting to machine learning models that an attacker has intentionally designed to cause the model to make a mistake; they are like optical illusions for machines. Adversarial examples can also manipulate DRL agents. Huang et al. [50] firstly attempted to attack DRL models by adding perturbations at every timestamp. Behzadan et al. [57] showed that widely-used RL algorithms, such as DQN [38], TRPO [39], and A3C [40], are vulnerable to adversarial inputs. The adversarial inputs can lead to degraded performance even in the presence of perturbations too subtle to be perceived by a human. Pattanaik et al. [41] generated adversarial perturbations to mislead agents to take the worst action. Another critical facet of attacking DRL models is how to select appropriate attacking moments [42]. Instead of attacking at every step, Kos et al. [43] proposed to inject perturbations in every frame. Further, Lin et al. [44] proposed to compute the preference of an agent taking the optimal action for better deploying perturbations. To better select the attack timing, several algorithms including Evolutionary Strategies [45], Self-learning [46], and Markov Decision Process [47] have been developed. Apart from these, the transferability of adversarial perturbations across different DRL models is studied in [47]. Benzadanz et al. [48] investigated the robustness and resilience of DRL models against adversarial attacks, and suggested that analysis of attack probability can facilitate secure design practices.

III. PRELIMINARIES

A. Problem Description

There are two primary choices for air traffic control systems: centralized management and free flight. In the centralized system, the human controller is responsible for aircraft safety through tactical control actions. To keep safety, the aircraft of the system is always in a mixture of organized tracks and fixed airways. However, the continuous growth of air traffic demand has made centralized systems inefficient and more vulnerable to errors, and the free flight concept is a potential solution to those problems. Free flight means that the aircraft can freely plan its route between the defined entry point and exit point without referring to the fixed airway, and the required separation between aircraft is ensured by computer communication.

In this work, we conduct a proof-of-concept study on the safety of DRL-based free flight control systems. To keep our problem as simple as possible, we use a DRL agent to control one free flight, and it is surrounded by several en-route flights controlled by the centralized system. Those en-route flights are moving on different airways. The task of the free flight is to reach the destination as soon as possible and keep the required separation between aircraft. We illustrate our control problem in Fig 1.

Fig. 1. The optimal control problem in this paper. A free flight is required to reach the destination as soon as possible. The yellow line is the fastest, but it will lead to potential conflicts. The purple line is safe and time-consuming. Our task is to find the optimal route marked as red color.

Our task can be mathematically represented as an optimal control problem as follows:

\[
\min_{u(t)} \sum_{t=0}^{T} C(x_t, u_t) \\
\text{s.t. } x_t = F(x_t, u_t, t), \\
g_t(x_t, u_t) \leq 0, \quad i = 1, 2, \ldots, I.
\]

where \(C\) is the cost function (the time cost of the free flight), \(g_t(x_t, u_t) \leq 0, i = 1, 2, \ldots, I\) are the constraints (minimum distance between the free flight and other controlled en-route flights) over state variables \(x\) (observations of the free flight) and action variables \(u\) (direction and acceleration).

B. Classic Deep Q Networks

To solve sequential decision problems in Equation (1), we can learn estimates for the optimal value of each action, defined as the expected sum of future rewards when taking that action and following the optimal policy thereafter. Under a given policy \(\pi\), the true value of an action \(u\) in a state \(x\) is

\[
Q^\pi(x, u) = \mathbb{E}_{x_{t+1} \sim E, u_{t+1} \sim \pi} \left[ \sum_{t=0}^{\infty} \gamma^t r_t \mid x_0 = x, u_0 = u \right]
\]

where \(\gamma \in [0, 1]\) is a discount factor, \(r_t\) is the reward at time point \(t\). The optimal policy is then argmax\(_x Q^\pi(x, u)\). In DRL framework, the optimal policy \(Q^\pi(x, u)\) is parameterized by deep neural networks.
A deep Q network (DQN) is a deep neural network (DNN) that for a given state $x$ outputs a vector of action values $Q(x; \theta)$, where $\theta$ are the parameters of the network. There are two key components of DQN. First, it uses a separate target network that is copied every $\tau$ steps from the regular network so that the target Q-values are more stable. Second, the agent adds all of its experiences to a replay buffer, which is then sampled uniformly to perform updates on the network. The learning objective for updating policy parameters $\theta^Q$ is to minimize the Bellman error:

$$L(\theta^Q) = \mathbb{E}_{x \sim p^d, u \sim \beta, r_t \sim \mathcal{E}} \left[ (Q(x_t, u_t; \theta) - y_t)^2 \right],$$

$$y_t = r(x_t, u_t) + \gamma Q^\text{target}(x_{t+1}, u_{t+1}; \theta),$$

where $\beta$ is the arbitrary exploration policy, $\theta^Q$ parametrize the Q function, and replace $\theta$ every $\tau$ steps.

C. Adversarial Attacking on DRL

DNNs are known to be vulnerable to adversarial example attacks. Furthermore, recent works show that adversarial attacks are effective when targeting DNN policies in the RL system. There are several ways to attack an RL agent: including adversarial perturbations on agents’ observations and actions, misspecification of the environment, adversarial disruptions on the agents and other adversarial agents. This paper focuses on $l_\infty$-norm adversarial perturbations on agents’ observations $x$, since this threat model is the most common approach to investigate the adversarial robustness of DRL.

FGSM is one of the one-time attacks and is famous for its low time complexity. It is also the most common adversarial crafting algorithm in DRL. For an observation $x$, $J(x, u; \theta)$ denotes the cross-entropy loss between all actions $u$ and the distribution that places all weight on the action with the highest Q value. $\nabla_x J(x, u; \theta)$ denotes the gradient of the loss function with respect to observation $x$. For $l_\infty$-norm adversarial perturbations, the state $x$ with optimal perturbation is calculated by

$$x^{\text{adv}} = x + \varepsilon \text{sign} \left( \nabla_x J(x, u; \theta) \right),$$

where $x^{\text{adv}}$ is the adversarial observation, and $\varepsilon$ is the constraint on the $l_\infty$-norm of perturbation.

Except for the magnitude of the perturbation, another important attack dimension for the DRL system is the injection time. Since the spirit of adversarial attack is to apply a minimal perturbation to the observation to avoid detection. If the adversary perturbs the observation at every time during the control sequence, it is more likely to be detected. Therefore there have been numerous intends to reduce the number of times an adversarial example is crafted and used. Specifically, the adversary tries to minimize the expected cumulative reward $\mathbb{E}_{r_t} \left[ \sum_{t=0}^{T-1} r_t \mid x_0 = x, u_0 = u \right]$, where the attack strategy $k_t$ denotes whether at time step $t$ the perturbation should be applied ($k_t = 1$) or not ($k_t = 0$). Then the problem is: how can the adversary find an efficient attack strategy $[k_0, k_1, \cdots, k_{T-1}]$ that can minimize the expected cumulative reward and satisfy $\sum_{t=0}^{T-1} k_t \leq N$.

IV. METHODOLOGIES

A. Safety-aware Deep Q Networks

The time-variant constraints $g_i(x_t, u_t) \leq 0$ on the action and the state in Equation (1) are very important in real-world systems. In many cases like ATCs, those constraints impose safety-critical refinements on control systems. The conventional DRL focuses on finding a policy that maximizes a long-term reward, which can be considered the negative value of the cost function $C$ in Equation (1). Therefore, DRL will likely violate the constraints during the learning process since it focuses on maximizing the long-term reward. This characteristic is problematic for any RL algorithm deployed in the real ATC system, as violating the constraints can lead to unsafe behaviors. The common way to handle this problem is to redefine the reward function by adding a penalty term to the cost function:

$$r(x_t, u_t) = w_1 C(x_t, u_t) + w_2 G(x_t, u_t),$$

where $w_1 < 0$ and $w_2 > 0$ are reward weights. $G(x_t, u_t)$ is a reward function inferred from the constraints $g_i(x_t, u_t) \leq 0$ in Equation (1). The process for finding desirable $w_1$, $w_2$, and $G(x_t, u_t)$ is handled by the so-called “reward engineering” process, which is usually very tedious and requires expert knowledge.

Even after the “reward engineering” process, DRL agents pursuing efficiency and optimality of the cumulative engineered reward may also execute unsafe actions. The reason is that they are agnostic with respect to safety measure $G(x_t, u_t)$ in Equation (3). Equation (3) is unidentifiable in the sense that given $r$ we cannot recover $C$ and $G$ uniquely. In some cases, an action with a large reward return $\sum_{t=0}^{\infty} \gamma^t R(x_{t+k+1}, u_{t+k+1})$ may lead to states with very small safety measure $G(x_t, u_t)$, and agents that are agnostic with respect to $G(x_t, u_t)$ may execute unsafe actions without deliberateness.

We adopt a safety-aware deep Q-learning (SafeDQN) model to overcome the difficulties mentioned above. We simply assume that the observed reward is generated from a weighted sum with true cost $C$ and constrained function $G$. The idea of our model is to decompose the overall Q values estimation into the sum of primary Q values and a safety Q values. We have

$$Q^\pi(x, u) = \mathbb{E}_{x \sim \mathcal{E}, u \sim \pi} \left[ \sum_{t=0}^{\infty} \gamma^t r_t \mid x_0 = x, u_0 = u \right] = \mathbb{E}_{x \sim \mathcal{E}, u \sim \pi} \left[ \sum_{t=0}^{\infty} \gamma^t (w_1 C_t + w_2 G_t) \mid x_0 = x, u_0 = u \right].$$

Without loss of generality, let $r^\pi_t = w_1 C_t$, $Q^\pi = \mathbb{E}_{x \sim \mathcal{E}, u \sim \pi} \left[ \sum_{t=0}^{\infty} \gamma^t r_t \mid x_0 = x, u_0 = u \right]$, $r^\pi_t = w_2 G_t$, and $Q^\pi_{G} = \mathbb{E}_{x \sim \mathcal{E}, u \sim \pi} \left[ \sum_{t=0}^{\infty} \gamma^t r^\pi_{G_t} \mid x_0 = x, u_0 = u \right]$. Given $E(X + Y) = E(X) + E(Y)$ and $E(wX) = wE(X)$, we have

$$Q^\pi = Q^\pi + Q^\pi_{G}.$$ (7)

Drawing insights from Equation (2), we use two deep neural networks to estimate primary (goal) Q-value $Q^\pi$ and safety Q-value $Q^\pi_{G}$, respectively. By estimating the safety Q-value in the
proposed framework, we can learn about and verify safety by evaluating the safety value $Q_{g}^{s}$ of the current state. In conventional DQN, the action is selected by $u_{t} = \arg\max_{a} Q^{g}(x_{t}, u)$. For our safety-aware DQN, we can select action by $u_{t} = \arg\max_{a} \left( Q^{s}(x_{t}, u) + Q^{g}(x_{t}, u) \right)$ if the safety value $Q^{s}(x_{t}, u)$ is higher than a threshold. Otherwise, the agent will choose another safer action even if the overall Q value of the action is the highest. The model illustration is in Figure 2.

For example, we can generate state perturbations according to the formulation more amenable to safety or goal-oriented attacks. We pick up safety reward $r(t)$ to estimate the safety Q values $Q^{s}$. We pick up the actions with safety Q values larger than a threshold, and the one with the highest overall Q value is executed.

Another positive outcome of the formulation is that the original coupled Q-value learning problem is decomposed into two separate Q-value learning problems, making our formulation more amenable to safety or goal-oriented attacks. For example, we can generate state perturbations according to the safety Q-value $Q^{s} (x_{t}, u_{t})$:

$$x^{adv} = x + \epsilon \text{sign} \left( \nabla_{x} J^{g}(x, u; \theta^{g}) \right),$$  \hspace{1cm} (8)

where $J^{g}(x, u; \theta)$ denotes the cross-entropy loss between all actions $u$ and the distribution that places all weight on the action with highest $Q^{s}(x_{t}, u)$ value, $\theta^{g}$ are the parameters of the safety Q networks. In our experiments, we find that this safety-oriented attack can easily lead to aircraft conflicts.

B. State Representation for Free Flight

In DRL framework, the state, at any given time, captures the information needed by the policy in order to understand the current condition of the environment and decide what action to take. Despite learning in an end-to-end manner, the choice of state representation can still affect the problem difficulty and contribute to the brittle nature of DRL performances [49].

In this work, we are designing state observation of the DRL agent for the free flight. Traditionally, centralized ATC systems monitor the location, speed, and direction of all aircraft in their assigned airspace by radar and issue instructions that pilots are required to obey. The restricted nature of the centralized ATC system aids controllers in projecting potential conflicts. Aircraft usually follow established routes. These restrictions do not work for the free flight. We argue that monitoring all aircraft information for free flight is unnecessary. To make a decision for free flight, the agent only needs to consider the information of surrounding aircraft having the potential to generate conflicts. Moreover, we also find that the redundant information brought by aircraft far away from the controlled free flight makes that the DRL agent hard to learn a desirable policy. In particular, the state for the free flight is represented as

$$x = \{ \{ s_{i} : i \in N(o) \} , s_{o}, t \},$$  \hspace{1cm} (9)

where $N(o)$ denotes the set of $k$ free flight’s nearest neighbors with $||N(o)|| = k$, $s_{i}$ is the state of its surrounding aircraft, $s_{o}$ is the state of the controlled free flight, and $t$ is the location of the target. By this means, the free flight only needs to monitor its $k$ nearest neighbors at each time point, eliminating the information redundancy brought by aircraft without conflict threats. The state representation is illustrated in Figure 3. Another benefit is that this state representation is invariant to the aircraft density and volume of the airspace, making the trained DRL agent can adapt to environments with variable densities and surrounding aircraft. We will show those benefits in our experiments.

Given the safety-awareness and state representation designs, we conclude the training algorithm for SafeDQN in Algorithm 1. We train SafeDQN on environments with random $X$ air routes, thus we name the SafeDQN trained by Algorithm 1 as SafeDQN-X. In Algorithm 1, the safety threshold value $\delta$ controls how our agent chooses the safe action. However, finding a proper $\delta$ value is not easy. In particular, the safety awareness of our agent changes (the value of $Q_{s}$) during the training process. Therefore, to ensure that our agent can output an action, we set $\delta$ as the mean value of $Q_{s}(x_{t}, u)$. During training, the action is selected by an $\varepsilon$-greedy policy that follows the greedy and safety policy with probability $1 - \eta$ and selects a random action with probability $\eta$. $\eta$ decays during training process.

C. Attack Timing

It has been shown that analysis of adversarial attack probability can facilitate safe design practices for real-world control systems. Given that safety is the priority for ATCs, we also
Algorithm 1: Training algorithm for the proposed SafeDQN-X

Input: Training episodes \( I \), Nearest intruder number \( k \), learning rate decay \( d \), Update every \( \tau \) step

Initialize: \( Q_e, Q_e^{\text{target}}, Q_g, Q_g^{\text{target}}, \) Environment, Replay Buffer \( D \)

1. for \( i = 1 \) to \( I \) do
2. Initialize the free flight environment with \( X \) air routes, and \( X \) is a random number
3. while episode not done do
4. Obtain the \( k \) nearest aircraft, get current state \( x_t \) according to Equation (9)
5. Calculate Q values, \( Q(x_t, u) = Q_e(x_t, u) + Q_g(x_t, u) \)
6. Get the undetermined optimal action, \( u_t^* = \arg\max_u Q(x_t, u) \)
7. while \( Q_e(x_t, u_t^*) < \delta \) do
8. \( u = u \setminus u_t^* \)
9. \( u_t^* = \arg\max_u Q(x_t, u) \)
10. end while
11. With probability \( \eta \) select a random action \( u_t^* \)
12. Perform \( u_t^* \) and receive \( r_{g,t}, r_{e,t} \) and \( x_{t+1} \)
13. Store transitions \( (x_t, x_{t+1}, u_t^*, r_{g,t}, r_{e,t}, \text{done}) \) in \( D \)
14. Sample random minibatch of transitions \( (x_j, x_{j+1}, u_j^*, r_{g,j}, r_{e,j}, \text{done}) \) from \( D \)
15. Update the weights of \( Q_e \) and \( Q_g \) based on the gradients of Equation (10)
16. if \( t \mod \tau = = 0 \) then
17. \( Q_e^{\text{target}} = Q_e, Q_g^{\text{target}} = Q_g \)
18. end if
19. end while
20. end for

study the performance of our SafeDQN under adversarial attacks. Specifically, we select Strategically-Timed (ST) Attack method [44] to attack our model because it is highly efficient and explainable. The method defines a relative action preference value \( p \) to choose attack timing. The value \( p \) computes the preference of the agent in taking the most preferred action over the least preferred action at the current state \( x_t \). The degree of preference to action depends on the trained DQN policy. A large \( p \) value implies that the agent strongly prefers one action over the other. We briefly describe the relative action preference function \( p(\cdot) \) for attacking the agents trained by the DQN algorithms below.

When an agent strongly prefers a specific action (The action has a relatively high probability), in words, it is critical to perform the action; otherwise, the accumulated reward will be reduced. Based on this intuition, the preference \( p \) is computed by:

\[
p(x_t) = \max_u e^{(Q_e(x_t,u) - \min_u e^{Q_e(x_t,u)}) / T} - \min_u e^{Q_e(x_t,u)} / T, \tag{10}
\]

where the value of temperature \( T \) is set to 1 in our experiments. Equation (10) converts the computed Q-values of actions into a probability distribution over actions using the softmax function with the temperature constant \( T \). In the ST attack, the adversary attacks the DQN agent at time step \( t \) when the relative action preference \( p \) has a value greater than a threshold parameter \( \beta \).

Furthermore, rather than attacking the overall Q values, we conduct goal and safety-oriented attacks on the proposed SafeDQN. Our SafeDQN produces goal Q values \( Q_g \) and safe Q values \( Q_s \). If we want to conduct the safety-oriented attack, we first compute the preference \( p_g(x_t) \) using \( Q_g \) based on Equation (10). If \( p_g(x_t) > \beta \), the state perturbation \( x_t^\text{adv} \) is then produced by Equation (9). \( x_t^\text{adv} \) is then fed into the agent to mislead its action. The goal-oriented attack is vice versa. We summarize the ST framework for safety-oriented and goal-oriented attacks in Figure 4.

![ST Framework](image)

Fig. 4. The ST framework for safety-oriented and goal-oriented attacks. For each state, we compute the safety and goal preferences. If one of them is greater than a threshold \( \beta \), the adversarial will impose a perturbation on the state. The perturbation is calculated by the corresponding Q networks.

V. Experiments

In this section, we evaluate the performance of our proposed model, SafeDQN-X, for free flight control with extensive experiments and compare the results with conventional DRL methods using several metrics. First, we modified the simulation environment developed by Yang et al. [50] for training all DRL models. The primary goal of the modified environment is to control a free flight through a series of actions so that the aircraft can quickly arrive at the destination while avoiding potential conflict with other intruder aircraft. Then, after training all DRL agents in our environment, we present a quantitative and qualitative evaluation of the adversarial attack on the trained agent. Finally, we explain the behavior of SafeDQN-X on free flight control.

A. Experiments Setup

1) Environment: The experimental environment is set as shown in Figure 5. There are random numbers (3 ~ 25) of
fixed routes. Each route has an en-route aircraft (red) with a fixed heading and speed. We assume that central controllers control all aircraft on those routes. An aircraft (the yellow one) controlled by the DRL agent (DQN) randomly appears from four corners of the environment with an initial fixed heading angle. It acts a free flight, whose task is to reach the random target (green star) as soon as possible, as shown in figure 5(b) and avoid disturbing others. Since this is a proof-of-concept study, we keep the environment as simple as possible. All planes are operated in a 2D environment, and our agent only needs to control the free flight’s speed and direction.

![Initial state](image1) ![Reach goal](image2)

Fig. 5. Experimental environment. (a) Initialize a random goal point and random numbers of fixed routes, with one plane on each route. The free flight appears from one of the four corners of the environment. (b) The optimal terminal state: the free flight successfully reaches the final goal.

**State:** As stated in Section [IV-B] Each state observed by the agent includes the position and speed of its $k$ nearest neighbors, its own position, speed and heading direction information, and the position information of the target point, which can be concluded as

$$x = \{x_i, y_i, v_{x_i}, v_{y_i} : i \in N(o)\}, x_o, y_o, v_{x_o}, v_{y_o}, s, h, x_g, y_g \}$$

(11)

where $N(o)$ denotes the set of $k$ free flight’s nearest neighbor with $\|N(o)\| = k$, $\{x_i, y_i, v_{x_i}, v_{y_i}\}$ represents the position and speed of each intruder, $s$ and $h$ represent speed and heading direction of the free flight, respectively, $(x_g, y_g)$ denotes the target position. Thus we have a state vector $x \in \mathbb{R}^{4k+8}$.

**Action:** The action space of the agent is limited to both heading direction and speed changes, and the agent can either accelerate/decelerate, turn to the left/right, or maintain the current track and speed. Thus, the action space $u$ is modeled as a set of 9 discrete actions, which can be divided into two parts:

$$u = A_s \times A_h$$

$$A_s = \{acc, keep, dec\},$$

$$A_h = \{left, keep, right\}.$$

(12)

where $A_s$ controls the speed, and $A_h$ controls the heading direction.

**Reward:** The reward function needed to be designed to reflect the goal of this task:

- Choosing the optimal route.

The reward is set as follows:

$$r = \begin{cases} 1 & \text{if the controlled aircraft reaches the target}, \\ -1 & \text{if a collision is happened}, \\ -0.5 & \text{if a conflict is happened}, \\ -0.0001 & \text{otherwise (step penalty)}. \end{cases}$$

(13)

As stated before, we decompose the reward into a primary reward and a safety reward. Here, the primary reward $r^p$ is

$$r^p = \begin{cases} 1 & \text{if the controlled aircraft reaches the target}, \\ -0.0001 & \text{otherwise (step penalty)}. \end{cases}$$

(14)

and safety reward $r^s$ is

$$r^s = \begin{cases} -1 & \text{if a collision is happened}, \\ -0.5 & \text{if a conflict is happened}. \end{cases}$$

(15)

**Terminal State:** Termination in the episode could be achieved in three different ways:

- Goal reached (optimal): The controlled aircraft reached its final target position, maintained safe separation, and avoided the collision.
- Max step reached (feasible): The aircraft did not arrive at their final metered position in 1000 steps.
- Collision: The controlled flight collided with another flight.

2) **DQN Structure:** With respect to our model architecture, we adopt two Dueling DQN structures [51] to estimate the primary Q values $Q^p(x)$ and the safety ones $Q^s(x)$, respectively. The output layer is split into two streams: one for estimating the state-value $V(x)$ and the other for estimating state-dependent action advantages. After the two streams, the last module of the network combines the state-value and advantage output $A(x,u)$. Then those two values are aggregated by

$$Q(x,u) = V(x) + A(x,u) - \max_{a' \in [A]} A(x,u),$$

(16)

where $V(x)$ is possible to show which states are valuable. This is also beneficial for explaining the behaviors of our agent. For example, the safety value $V^s(x)$ can be considered as the situational safety awareness of the current state. A state $x$ with an extremely low safety value would be considered dangerous. For the hyperparameters, our agent receives 3 nearest aircraft’s states, thus the goal and safe DQNs have an input layer with dimension $3 \times 4 + 8 = 20$, three hidden residual layers with dimension 128, 64 and 32, respectively, an output value with dimension 1, and an output advantage with dimension 9. We use Relu function as the activation for all the hidden layers. We train for 20000 episodes using Adam optimizer with learning rate 0.0001, and learning rate dacay 0.9999.

3) **Baselines:** To show the benefits of safe-awareness design and $k$-nearest neighbor state representation, we compare SafeDQN-X with the following models:

- **DQN:** The traditional DQN model with a coupled Q value is trained on environments with a fixed number of routes (using all surrounding intruders’ state as inputs).
- SafeDQN: The safety-aware DQN model is trained on environments with a fixed number of routes.
- DQN-X: The DQN model with $k$-nearest neighbor state representation is trained on environments with a random number of routes.

The evaluation metrics we choose include safety-oriented metrics, goal-oriented metrics and the average score (average total reward). Specifically, the safety-oriented metrics include the collision rate (Near Mid Air Collision, NMAC) and conflict rate (loss of separation). The goal-oriented metrics include the max-step reached (the free-flight intruder fail to reach the target in 1000 steps) and the average step to reach the target.

**B. Performance without adversarial attack**

This section describes the experimental results of SafeDQN-X under normal cases in which no adversarial attack is imposed. We randomly generate 500 cases with five fixed airways and 500 cases with ten fixed airways and evaluate the metrics of all DQNs using the same scenarios. The aim of the experiments is to answer the following two questions:

- **Q1**: Is the safety-aware design really aware of the collision risks?
- **Q2**: Can local state representation improve our model?

Table I summarizes the results of all DQN models under 5 and 10 routes scenarios. The results produced by our SafeDQN-X are clearly promising. For example, SafeDQN-X achieved 2.0% collision rate under ten route scenarios. However, the density is relatively high in this case, making this scenario very challenging. All other counterparts’ collision rates are above 10% under this scenario, suggesting that DRL models without local state representation and safe-awareness design could not make a safe decision under high-density airspace. Furthermore, we can find that regardless of the fixed route training or random route training, the collision rate and conflict rate of the agents controlled by SafeDQN are much lower than those controlled by traditional DQN. However, their probability of reaching the maximum steps and the average steps to reach the goal is higher, indicating that safety-awareness design makes our model more conservative to potential risks, resulting in relatively lower efficiency. Based on the above results, SafeDQN can easily get a higher average score, as we give high weights on collision in reward design. The sacrifice of efficiency is worthy, as collision and conflict would cause incredible damage to air mobility. In addition, we compare the performance of DQN-X and SafeDQN-X on cases with route numbers ranging from 3 to 25 in Figure 6 and the same conclusion can be reached. Therefore, we can get the answer to Q1: SafeDQN is indeed more risk conscious. An interesting finding in Figure 6 is that the advantage of SafeDQN over DQN in terms of conflict rate decreased when the route numbers were above 20. The airspace is overcrowded under those cases with more than 20 routes, making the CR tasks challenging to any agents.

As for Q2, we can also conclude from Table I that SafeDQN-X achieves better performance under the same scenarios compared with SafeDQN. In addition, DQN-X is also better than DQN. The local state representation makes our model adapt to scalable environments with variable numbers of surrounding intruders. It also requires less information, which in turn, reduces the parameters of DQN models. We mark here that the answer for Q2 is quite interesting. The primary aim of local-state representation is to filter out redundant information. The results resonate with swarm intelligence in real-world, e.g., the real birds’ information about the world is limited to their nearby flockmates. At the same time, their synchronized group behaviors are both beautiful to watch and intriguing to contemplate. Therefore the local sensing design has been incorporated in most multi-agent systems since the earliest “boids” system [52]. Our results suggest that making the free flight agent omniscient is unnecessary. Even worse, the redundant information brought by intruders without conflict potential is harmful to our DQN agent. In addition to numerical metrics, we also report the learning curves.

![Fig. 6](image_url) Performance comparison of DQN-X and SafeDQN-X with respect to number of surrounding routes. The collision rate and conflict rate of SafeDQN-X are much lower than that of DQN-X. However, the average steps to reach the goal of SafeDQN-X are higher, illustrating that SafeDQN-X’s decision-making is more conservative.

![Fig. 7](image_url) Training curve of different SafeDQN-X models with different number of nearest neighbors (Evaluated on 10-route scenarios).
of SafeDQN-X models with different numbers of nearest neighbors in Figure 7. We find that the models using three neighbors converge faster than those with more neighbors.

Fig. 8. Safety-oriented and goal-oriented Uniform attacks with frequency equal to 1 on SafeDQN and SafeDQN-X. Goal and Safety are for SafeDQN, and X-Goal and X-Safety are for SafeDQN-X.

C. Performance with adversarial attack

Here, we show the results of our proposed algorithm under 10 routes scenarios with adversarial attacks. We use safety-oriented and goal-oriented adversarial attack methods proposed in Section IV-C to attack our agents. The aim of this experiment is twofold: First, we aim to explore the performance of DRL-based ATC agents under adversarial attacks. Second, we want to verify whether the proposed attack scheme can act on the chosen specific target. Since we separate the reward signal into a safe and goal one, the experiment also provides further evidence about the proposed reward separation design.

We first analyze how safety and goal-oriented metrics vary with the magnitude of attack perturbation. Figure 8 shows the trend of collision rate, conflict rate, average step and max-step reached for different values of magnitude ($\varepsilon$ in Equation (8)). Here we impose adversarial attacks at every time step (Uniform attack) on SafeDQN and SafeDQN-X, without using the proposed attack timing strategy given in Equation (10). We notice that the magnitude of the goal-oriented attack can significantly increase average step and max-step reached. In contrast, the safety-oriented attack almost does not affect those two metrics. Such an outcome was expected. However, it is particularly interesting that goal-oriented attacks can also significantly increase both collision rate and conflict rate. This should not come as a surprise since the goal-oriented attack can significantly increase the flying time of the controlled intruder. The increased conflicts and collisions are a by-product of the increased flying time. Combining this with the experimental results, we conclude that the proposed attack scheme can solely act on the chosen target.

We further analyze how different metrics vary with the attack frequency ($\frac{\text{AttackTime}}{\text{OverallTime}}$). We fix perturbation magnitude $\varepsilon$ to 0.03 and randomly choose the attack time. In Figure 9, we

| Attack | Collision Rate | Conflict Rate | Max-step Reached | Average Steps | Average Score |
|-------|---------------|---------------|-----------------|---------------|---------------|
| DQN-5 | 5.2%          | 1.69%         | 0.6%            | 207           | 0.43          |
| SafeDQN-5 | 3.0%   | 0.56%         | 2.8%            | 316           | 0.65          |
| DQN-X5 | 7.0%          | 1.98%         | 0.2%            | 214           | 0.32          |
| SafeDQN-X5 | 0.6%  | 0.29%         | 2.6%            | 321           | 0.82          |
| DQN-10 | 15.0%         | 5.52%         | 0.0%            | 203           | −0.63         |
| SafeDQN-10 | 11.8% | 1.71%         | 3.8%            | 325           | −0.02         |
| DQN-X10 | 11.8%         | 3.69%         | 0.0%            | 217           | −0.23         |
| SafeDQN-X10 | 2.0%  | 1.02%         | 1.8%            | 316           | 0.50          |
immediately see that the **average step** and **max-step reached** significantly increased when goal-oriented attack frequency is higher than 0.5. In contrast, the frequency of safety-oriented attacks has no impact on the goal-related metrics. The frequencies of safety-oriented and goal-oriented attacks can both increase conflicts and collisions. Those observations are concordant with the behavior of Figure 8. We also find that the random attack time strategy is ineffective in time dimension, e.g., attacking 50% steps is required to increase the average step.

Next, we examine the efficiencies of the proposed Strategically-Timed (ST) attack method in Section IV-C. It should be noted that the value of $\beta$ mainly controls the attack frequency of ST attacks. When $\beta$ decreased to a certain value, the attack frequencies stopped increasing. We compare the proposed ST attack with the Uniform random attack under different frequencies in Figure 10. The magnitude of the perturbation is set to 0.03. As shown in the Figure, the proposed ST attack method can reach the same effect as the 100% uniform attack timing at desirable attacked timing rates (25% for collision rate, 10% for the other three metrics). The results verify the effectiveness of the proposed attack approach.

We further compare the effects of ST attack on different models, and the experimental results are shown in Figure 11. An interesting finding is that only the metrics of SafeDQN-X (the purple curves) significantly changed with respect to the increased attack frequencies. For DQN and DQN-X, it is reasonable since the goal and safety attacks are not decoupled. At the same time, the ST attack is also inefficient for SafeDQN. Recall that the attack timing of the ST attack is determined by the output Q-values of DQN models. The SafeDQN model did not give satisfactory metrics in Table I when there is no attack, indicating that it fails to estimate the accurate safety Q-values. In this case, a more powerful model is more vulnerable under adversarial attacks. The smartest agent has done the dumbest thing, which provides an accurate Q-values for achieving highly efficient attacks. We suggest that training a powerful learning-based controller for real-world applications like ATCs is not the end of the research. The controller’s security under adversarial attacks also requires intensive attention.

**D. SafeDQN-X behavior visualization**

In order to test whether the proposed SafeDQN-X can let human users understand the learned behavior, we visualize the safety values and Q values of a set of environments. Two examples are shown in Figure 12. In Figure 12(a), the free flight is relatively far away from other aircraft, and there is
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−0.0013. Clearly, the safety value of this action is very low. Therefore, Safe DQN prefers to turn right, making the free flight far away from the target. After combining the two components, the final action is acceleration and keeping the head angle.

Those examples verify the explainability of our model.

VI. CONCLUSION AND DISCUSSION

We have proposed SafeDQN-X, a prototype for conflict resolution to free flight controllers. We decomposed the traditional DQN models into two parts, a Safe DQN, perceiving the safety situation of the environments, and a goal DQN, solely aiming to improve efficiency. In addition, SafeDQN-X works by the local nearest neighbors’ information, eliminating abundant information from intruders without collision potential. The success of SafeDQN-X comes from a fully explainable design. We showed that, by safe and goal value deconstruction, SafeDQN-X could outperform traditional DQNs in terms of airspace safety. The behavior of SafeDQN-X is also transparent for the explanation, and especially the safety value function provides a direct safety measure of the environment. We also highlighted issues with adversarial attacks on which a strategically-timed attack method is developed. The proposed attack method relies on the deconstruction design of SafeDQN-X and can impose safety-oriented and goal-oriented attacks. A severe issue reported in the experiments is that SafeDQN-X is vulnerable to the specifically designed adversarial. The experiments indicated that the leakage of structure design could lead to severe safety issues. Thus we suggest a principle on “AI-based Controller” that can play an important role in developing intelligent and smart systems in various real-world applications. The AI algorithm should be transparent to explanation but encapsulated to usage.

It should be noted that the model presented in this paper is for proof-of-concept studies. The possibilities for future research from this paper are extensive. From the perspective of air traffic control for free flight, ongoing work involves evaluations of more realistic simulation environments. For the
neural network structure, the safety and goal value decomposition of more advanced multi-agent reinforcement learning schemes would be desirable for more complex applications. The adversarial attack issues also require further explorations.
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