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Abstract. In this paper, we consider an inference problem for the first order autoregressive process with non-zero mean driven by a long memory stationary Gaussian process. Suppose that the covariance function of the noise can be expressed as \(|k|^{2H-2}\) times a positive constant when \(k\) tends to infinity, and the fractional Gaussian noise and the fractional ARIMA model are special examples that satisfy this assumption. We propose moment estimators and prove the strong consistency, the asymptotic normality and joint asymptotic normality.
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1. Introduction

For the first order autoregressive model \((X_t, t \in \mathbb{N})\) driven by a given noise sequence \(\xi = (\xi_t, t \in \mathbb{Z})\):

\[
X_t = \alpha + \theta X_{t-1} + \xi_t, \quad t \in \mathbb{N}
\]

with \(X_0 = 0\), the inference problem regarding the parameter \(\theta\) has been extensively studied in probability and statistics literatures. For when \(\xi\) is independent identical distribution or a martingale difference sequence, this problem has been widely studied over the past decades (see [1], [2] and the references therein). Parameter estimation of AR(1) model driven by i.i.d. sequence with non-zero mean was considered in [3].

The maximum likelihood estimator of AR(p) was investigated in [5] for regular stationary Gaussian noise, in which they transform the observation model into an "equivalent" model with Gaussian white noise. In [5], it is pointed out that for the strongly dependent noises the least square estimator is generally not consistent. In case of long-memory noise, the detection of a change of the above parameter \(\theta\) is studied by means of the likelihood ratio test [6]. [7] consider second moment estimator of \(\theta\) in AR(1) model with zero mean driven by a long memory Gaussian noise.

In this paper, we will discuss the long-range dependence Gaussian noise case and propose moment estimators of \(\theta\) and \(\alpha\). First, we find that it is very convenient to construct moment estimators when we restrict the domain of the parameter \(\theta\) in

\[
\Theta = \{\theta \in \mathbb{R} \mid 0 < \theta < 1\}.
\]

It seems that this restriction is very reasonable for real-world context sometimes. In fact, \(|\theta| < 1\) is an assumption to ensure the model (1.1) to have a stationary solution. We rule out the case
of $-1 < \theta < 0$ in which the series tends to oscillate rapidly. We also rule out the case of $\theta = 0$ in which $X_t$ is not an autoregressive model any more.

Next, we assume that the stationary Gaussian noise $\xi$ satisfies the following Hypothesis 1.1:

**HYPOTHESIS 1.1.** The covariance function $R_\xi(k) = E(\xi_0 \xi_k)$ for any $k \in \mathbb{Z}$ satisfies

$$R_\xi(k) \to C|k|^{2H-2}, \quad \text{as } k \to \infty, \quad (1.2)$$

where $H \in (\frac{1}{2}, 1)$ and $C$ is a position constant.

We mentioned that in order to simplify the calculation in this paper, we decided to omit the slowly varying function $L$; in fact, while this function is sometimes tedious to deal with from a mathematical point of view, it is of less importance from a philosophical point of view.

It is well-known that Eq. (1.2) is equivalent to the spectral density of $\xi$ satisfying

$$h_\xi(\lambda) \sim C_H|\lambda|^{1-2H}, \quad \text{as } \lambda \to 0,$$

with $C_H = \frac{\pi^{-1}\Gamma(2H-1)\sin(\pi-\pi H)}{2\pi}$. Please refer to [8] or Lemma 2.2 below.

We will see that the fractional Gaussian noise and the fractional ARIMA model driven by Gaussian white noise are special examples satisfying Hypothesis 1.1.

We will replace $X_t$ in an AR(1) model with zero mean to $X_t - \mu$, then

$$X_t - \mu = \theta(X_{t-1} - \mu) + \xi_t, \quad t \in \mathbb{N}.$$

Here, $\mu = \frac{\alpha}{1-\theta}$.

Denote

$$Y_t := \sum_{j=0}^{\infty} \theta^j \xi_{t-j}, \quad (1.3)$$

When $|\theta| < 1$, the solution to the model (1.1) with initial value $X_0 = 0$ can be represented as:

$$X_t = \mu + Y_t + \theta^t \zeta, \quad (1.4)$$

where $\mu + Y_t$ is the stationary solution and $\zeta$ is a normal random variable with zero mean.

It is clear that the second moment of $Y_t$ is:

$$f(\theta) := E(Y_t^2) = \sum_{i,j=0}^{\infty} \theta^{i+j} R_\xi(i-j).$$

When $0 < \theta < 1$, $f(\theta)$ is positive and strictly increasing (see [7] (5)). Denote $\bar{X} := \frac{1}{n} \sum_{t=1}^{n} X_t$ and $f^{-1}(\cdot)$ is the inverse function of $f(\cdot)$.

We propose the second moment estimator of $\theta$ as:

$$\hat{\theta}_n = f^{-1} \left( \frac{1}{n} \sum_{t=1}^{n} (X_t - \bar{X})^2 \right) \quad (1.5)$$

and the moment estimator of $\alpha$ as

$$\hat{\alpha}_n = (1 - \hat{\theta}_n) \bar{X}. \quad (1.6)$$
In this paper, we will show the strong consistency and give the asymptotic distribution for $\hat{\alpha}_n$ and $\hat{\theta}_n$. Moreover, we also give the joint asymptotic normality. These results are stated in the following theorems:

**Theorem 1.2.** Under Hypothesis 1.1, the estimator $\hat{\theta}_n$ and $\hat{\alpha}_n$ is strongly consistent, i.e.,

$$\lim_{n \to \infty} \hat{\theta}_n = \theta \quad \text{a.s.;} \quad \lim_{n \to \infty} \hat{\alpha}_n = \alpha \quad \text{a.s..}$$

**Theorem 1.3.** Under Hypothesis 1.1 and suppose that $H \in (\frac{1}{2}, \frac{3}{4})$. Then, we have the following asymptotic distribution as $n \to \infty$:

1. Asymptotic normality of $\hat{\theta}_n$

$$\sqrt{n}(\hat{\theta}_n - \theta) \xrightarrow{law} \mathcal{N}\left(0, \frac{\sigma_H^2}{|f'(\theta)|^2}\right),$$

where $\sigma_H^2 = 2 \sum_{k \in \mathbb{Z}} R_{\xi}(k)$, $R_{\xi}(k) = E(Y_tY_{t+k})$ and $f'(\theta)$ is the derivative of $f(\theta)$;

2. Asymptotic normality of $\hat{\alpha}_n$

$$n^{1-H}(\hat{\alpha}_n - \alpha) \xrightarrow{law} \mathcal{N}(0, \sigma_1^2),$$

where $\sigma_1^2 = [H(2H-1)]^{-1} - B(2H-1, 2-2H)\sin(2\pi H - \pi)$ and $B$ is the Beta function;

3. Denote $G_{n,1} := \sqrt{n}(\hat{\theta}_n - \theta)$ and $G_{n,2} := n^{1-H}(\hat{\alpha}_n - \alpha)$, then we have the joint asymptotic normality

$$(G_{n,1}, G_{n,2}) \xrightarrow{law} \mathcal{N}(0, \Sigma),$$

where

$$\Sigma = \begin{pmatrix} \frac{\sigma_H^2}{|f'(\theta)|^2} & 0 \\ 0 & \sigma_1^2 \end{pmatrix}.$$
Figure 1. The figures of the function $y = f(\theta)$ and the inverse function $\theta = f^{-1}(\theta)$ for fGn with Hurst parameter $H = 0.58$ ((a) and (b), respectively) and ARFIMA(0, d, 0) with $d = 0.08$ ((c) and (d), respectively) respectively.

2. Preliminary

In this section, we list the main definitions and theorems that is used to show our results. The following definition is cited from Definition 1.2 of [8] respectively.

**Definition 2.1.** Let $\{\xi_t\}$ be a second-order stationary process with autocovariance function $R_\xi(k)(k \in \mathbb{Z})$ and spectral density

$$h_\xi(\lambda) = (2\pi)^{-1} \sum_{k=-\infty}^{\infty} R_\xi(k) \exp(-ik\lambda), \quad \lambda \in [-\pi, \pi].$$

Then $\{\xi_t\}$ is said to exhibit linear long-range dependence if

$$h_\xi(\lambda) = C_H |\lambda|^{1-2H},$$

where $H \in (\frac{1}{2}, 1)$.

The following theorem is well-known and is cited from Theorem 1.3 of [8]:

**Theorem 2.2.** Let $R_\xi(k)(k \in \mathbb{Z})$ and $h(\lambda)(\lambda \in [-\pi, \pi])$ be the autocovariance function and spectral density respectively of a second-order stationary process $\{\xi_t\}$. Then the following holds:

1. If

$$R_\xi(k) = C|k|^{2H-2}, \quad k \in \mathbb{Z},$$
where $H \in (\frac{1}{2}, 1)$, then
\[ h(\lambda) \sim C_H |\lambda|^{1-2H}, \quad \lambda \to 0, \]

where
\[ C_H = \pi^{-1} \Gamma(2H - 1) \sin(\pi - \pi H). \]

(2) If
\[ h(\lambda) = C'_H |\lambda|^{1-2H}, \quad 0 < \lambda < \pi, \]

where $H \in (\frac{1}{2}, 1)$, then
\[ R_{\xi}(k) \sim C'_H |k|^{2H-2}, \quad k \to \infty, \]

where
\[ C'_H = 2\Gamma(2 - 2H) \sin(\pi H - \frac{1}{2}). \]

The following theorem is well-known Wick formula (see [12] p.202 (A.2.13) and [13] Theorem 1.28).

**Theorem 2.3.** Given a finite set $b$. Denote by $\mathcal{P}(b)$ the class of all partitions of $b$. Assume that $(Y_1, \ldots, Y_n)$ is a zero mean jointly normal random vector, then
\[ E[Y_1 \cdots Y_n] = \begin{cases} \sum_{\pi \in \mathcal{P}(n)} \prod_i E[Y_i Y_{\pi_i}], & n \text{ is even} \; ; \\ 0, & n \text{ is odd}. \end{cases} \]

Observe that, on the right-hand side, the sum is taken over all partitions $\pi$ of $n$ such that each block of $\pi$ contains exactly two elements.

We denote by $\mathcal{M}_d(\mathbb{R})$ the collection of all real $d \times d$ matrices and $\mathcal{N}_d(0, C)$ the law of an $\mathbb{R}^d$-valued Gaussian vector with zero mean and covariance matrix $C$.

Denote $\mathcal{S}^{\otimes p}$ and $\mathcal{S}^{\otimes p}$ as the $p$th tensor product and the $p$th symmetric tensor product of the Hilbert space $\mathcal{S}$. Let $\mathcal{H}_p$ be $p$th Wiener chaos with respect to $G$. It is defined as the closed linear subspace of $L^2(\Omega)$ generated by the random variables $\{H_p(G(h)) : h \in \mathcal{S}, \|h\|_{\mathcal{S}} = 1\}$, where $H_p$ is the $p$th Hermite polynomial defined by
\[ H_p(x) = \frac{(-1)^p}{p!} e^{-\frac{x^2}{2}} \frac{d^p}{dx^p} e^{-\frac{x^2}{2}}, \quad p \geq 1, \]
and $H_0(x) = 1$. We have the identity $I_p(h^{\otimes p}) = H_p(G(h))$ for any $h \in \mathcal{S}$, where $I_p(\cdot)$ is the generalized Wiener-Itô stochastic integral. Then the map $I_p$ provides a linear isometry between $\mathcal{S}^{\otimes p}$ (equipped with norm $\frac{1}{\sqrt{p!}} \| \cdot \|_{\mathcal{S}^{\otimes p}}$) and $\mathcal{H}_p$. Here $\mathcal{H}_0 = \mathbb{R}$ and $I_0(x) = x$, by convention.

The following theorem is multivariate fourth-moment theorem, see [14] Theorem 6.5 or [12] Theorem 6.2.3.

**Theorem 2.4.** Let $d \geq 2$ and $q_1, \ldots, q_l \geq 1$ be some fixed integers. Consider vectors
\[ F_n = (F_{1,n}, \ldots, F_{d,n}) = (I_{q_l}(f_{i,n}), \ldots, I_{q_l}(f_{d,n})), \quad n \geq 1, \]
where $f_{i,n} \in L^2(\mathbb{R}^d)$ is symmetric function. Let $C \in \mathcal{M}_d(\mathbb{R})$ be a symmetric matrix. Assume that
\[ \lim_{n \to \infty} E[F_{i,n} F_{j,n}] = C_{i,j}, \quad 1 \leq i, j \leq d. \]
as \( n \to \infty \), the following two conditions are equivalent:

1. \( F_n \) converges in law to \( \mathcal{N}_d(0, C) \);
2. For every \( 1 \leq i \leq d \), we have \( F_{i,n} \) converges in law to \( \mathcal{N}(0, C_{i,i}) \).

3. Proofs of The Strong Consistency

Proof of Theorem 1.2 First, we consider the strong consistency of \( \overline{X} \). From Theorem 1.2 in [7], then \((Y_t, t \in \mathbb{N})\) is a stationary and ergodic Gaussian process with zero mean. The ergodicity theorem implies

\[
\frac{1}{n} \sum_{t=1}^{n} Y_t \longrightarrow E(Y_t) = 0 \quad \text{a.s.,} \quad n \to \infty.
\]

Since

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} \theta^t = 0
\]

and (1.4), we have

\[
\overline{X} \longrightarrow \mu \quad \text{a.s.,} \quad n \to \infty. \tag{3.1}
\]

To show the strong consistency of \( \hat{\theta}_n \), we will consider \( \frac{1}{n} \sum_{t=1}^{n} (X_t - \overline{X})^2 \). It is clear that

\[
\frac{1}{n} \sum_{t=1}^{n} (X_t - \overline{X})^2 = \frac{1}{n} \sum_{t=1}^{n} (X_t - \mu)^2 - (\overline{X} - \mu)^2 = \frac{1}{n} \sum_{t=1}^{n} (Y_t + \zeta \theta^t)^2 - (\overline{X} - \mu)^2. \tag{3.2}
\]

By Theorem 1.2 in [7], we have

\[
\frac{1}{n} \sum_{t=1}^{n} (X_t - \mu)^2 \longrightarrow f(\theta) \quad \text{a.s.,} \quad n \to \infty.
\]

Substituting last formula and (3.1) into (3.2), we obtain

\[
\frac{1}{n} \sum_{t=1}^{n} (X_t - \overline{X})^2 \longrightarrow f(\theta) \quad \text{a.s.,} \quad n \to \infty.
\]

By the second moment estimator of \( \theta \) (see (1.5))

\[
\hat{\theta}_n = f^{-1} \left( \frac{1}{n} \sum_{t=1}^{n} (X_t - \overline{X})^2 \right),
\]

we deduce that \( f^{-1}(\cdot) \) is a continue function. The continuous mapping theorem implies

\[
\lim_{n \to \infty} \hat{\theta}_n = \theta \quad \text{a.s.} \tag{3.3}
\]

Finally, (3.1) and (3.3) imply

\[
(\overline{X}, \hat{\theta}_n) \longrightarrow (\mu, \theta) \quad \text{a.s.,} \quad n \to \infty.
\]

Let

\[
g(\mu, \theta) = (1 - \theta) \mu,
\]

Again by the continuous mapping theorem, we conclude that \( \hat{\alpha}_n \) is strongly consistent.
4. The Asymptotic Normality

Define
\[ V_n := \frac{1}{\sqrt{n}} \sum_{k=1}^{n} [Y_k^2 - E(Y_k^2)], \quad n \geq 1. \] (4.1)

See Lemma 3.3-3.4 in [7].

**Proposition 4.1.** Under Hypothesis 1.1, \( Y_t \) given in (1.3) exhibits linear long-range dependence. Namely,
\[ h_Y(\lambda) \sim C_{\theta,H} |\lambda|^{1-2H}, \quad \text{as } \lambda \to 0, \] (4.2)
where \( C_{\theta,H} = \frac{\Gamma(2H-1) \sin(\pi - \pi H)}{(1-\theta)^2 \pi} \). If \( \frac{1}{2} < H < 1 \), then the covariation of \( Y_t \) satisfies
\[ R_Y(k) \sim C_{\theta,H} |k|^{2H-2}, \quad \text{as } k \to \infty, \] (4.3)
where \( C_{\theta,H} = \frac{B(2H-1,2-2H) \sin(2\pi H - \pi)}{(1-\theta)^2 \pi} \) and \( B \) is Beta function.

**Proposition 4.2.** Let \( \bar{X} \) and \( \sigma_1^2 \) be given in (1.6) and Theorem 1.3(2) respectively. If \( H > \frac{1}{2} \), then as \( n \to \infty \),
\[ n^{1-H} (\bar{X} - \mu) \xrightarrow{law} \mathcal{N} \left( 0, \frac{\sigma_1^2}{(1-\theta)^2} \right). \]

See [14] Theorem 7.3(1) and [15].

**Proof.** Define
\[ Z_n := n^{-H} \sum_{i=1}^{n} Y_i. \] (4.4)

Thanks to (1.4), we have
\[ n^{1-H} (\bar{X} - \mu) = Z_n + n^{-H} \zeta \sum_{t=1}^{n} \theta^t. \]
It is clear that
\[ n^{-H} \zeta \sum_{t=1}^{n} \theta^t \to 0, \quad n \to \infty. \] (4.5)

Hence, we need only show that
\[ Z_n \xrightarrow{law} \mathcal{N} \left( 0, \frac{\sigma_1^2}{(1-\theta)^2} \right) \quad n \to \infty. \] (4.6)

We claim that as \( n \to \infty \)
\[ E(Z_n^2) = \frac{1}{n^{2H}} \sum_{k,j=1}^{n} R_Y(k-j) \to \frac{\sigma_1^2}{(1-\theta)^2}. \] (4.7)

Indeed, decompose the left-hand side as
\[ \frac{1}{n^{2H}} \sum_{k,j=1}^{n} R_Y(k-j) + \frac{1}{n^{2H}} \sum_{k,j=1}^{n} R_Y(k-j). \]
Using $|R_Y(k)| \leq f(\theta)$, we obtain the first term is bounded by $C \frac{1}{n^{2H-1}}$ and therefore tends to zero as $n \to \infty$ (recall that $\frac{1}{2} < H < 1$). Concerning the second term, one has, (4.3) implies

$$R_Y(k) \sim C_{\theta,H} |k|^{2H-2}, \quad \text{as } k \to \infty,$$

where

$$C_{\theta,H} = \frac{B(2H - 1, 2 - 2H) \sin(\pi H - \pi)}{(1 - \theta)^2 \pi} = \frac{H(2H - 1)\sigma_1^2}{(1 - \theta)^2}.$$

Then

$$\frac{1}{n^{2H}} \sum_{k,j=1,\ldots,n \atop |k-j| \geq 3} R_Y(k-j) \sim \frac{H(2H - 1)\sigma_1^2}{(1 - \theta)^2} l_n,$$

where

$$l_n = \sum_{k,j=1,\ldots,n \atop |k-j| \geq 3} \left| \frac{k-j}{n} \right|^{2H-2} \frac{1}{n^2}.$$

Therefore, there exists $l_n \to l_\infty$ for all $x \in (0,1)$, where

$$l_\infty = 2 \int_0^1 (1-x)x^{2H-2} dx.$$

If $g(x) = (1-x)x^{2H-2}$ with $H \in (\frac{1}{2}, 1)$, it is obvious that it is decreasing monotonically at $(0,1)$. Let us show that $l_n$ is dominated by an integral function and the convergence rate is obtained

$$|l_n - l_\infty| = 2 \left| \sum_{j=1}^n \left( 1 - \frac{j}{n} \right)^{2H-2} \frac{1}{n} - \int_0^1 g(x) dx \right|$$

$$= 2 \left| \sum_{j=3}^n \int_{j-2}^{j-1} g \left( \frac{j}{n} \right) dx - \sum_{j=1}^{n-1} \int_{j-1}^{j} g(x) dx \right|$$

$$\leq 2 \int_0^{\frac{2}{n}} f(x) dx + \sum_{j=3}^n \int_{j-1}^{j} \left[ g \left( \frac{j-1}{n} \right) - g \left( \frac{j}{n} \right) \right] dx$$

$$= C \frac{1}{n^{2H-1}}.$$

Therefore, $l_n \to l_\infty$, as $n \to \infty$. And this concludes the proof of (4.7).

Characteristic function of $Z_n$

$$E(e^{ivZ_n}) = \exp \left( -\frac{1}{2} v^2 E[Z_n^2] \right) \overset{n \to \infty}{\longrightarrow} \exp \left( -\frac{1}{2} v^2 \frac{\sigma_1^2}{(1 - \theta)^2} \right),$$

which implies the desired (4.6).

Proof of Theorem 1.3 The limiting distribution of $\hat{\theta}_n$ is similar to AR(1) model with zero mean. Consider

$$\frac{1}{\sqrt{n}} \sum_{n=1}^n ((X_t - \bar{X})^2 - f(\theta)) = \frac{1}{\sqrt{n}} \sum_{n=1}^n ((X_t - \mu)^2 - f(\theta)) - \sqrt{n}(\bar{X} - \mu)^2.$$

(4.8)
By Theorem 1.3 in [7], we have
\[ \frac{1}{\sqrt{n}} \sum_{t=1}^{n} ((X_t - \mu)^2 - f(\theta)) \overset{\text{law}}{\longrightarrow} N(0, \sigma^2_H), \quad n \to \infty. \] (4.9)

For \( H \in (\frac{1}{2}, \frac{3}{4}) \), Proposition 4.2 implies
\[ \sqrt{n}(\bar{X} - \mu)^2 = n^{2H - \frac{3}{2}} (n^{1-H}(\bar{X} - \mu))^2 \overset{n \to \infty}{\longrightarrow} 0. \] (4.10)

Substituting (4.9) and (4.10) into (4.8), Slutsky’s theorem implies
\[ \frac{1}{\sqrt{n}} \sum_{t=1}^{n} ((X_t - \bar{X})^2 - f(\theta)) \overset{\text{law}}{\longrightarrow} N(0, \sigma^2_H), \quad n \to \infty. \] (4.11)

Delta method and (3.3) imply
\[ \left[ f^{-1} \left( \frac{1}{n} \sum_{t=1}^{n} (X_t - \bar{X})^2 \right) \right]' = \frac{1}{f'(\hat{\theta}_n)} \overset{n \to \infty}{\longrightarrow} \frac{1}{f'(\theta)} \quad \text{a.s.} \]

Thus,
\[ \sqrt{n} (\hat{\theta}_n - \theta) \overset{\text{law}}{\longrightarrow} N\left(0, \frac{\sigma^2_H}{f'(\theta)^2} \right). \]

Second, consider the asymptotic normality of \( \hat{\alpha}_n \). The difference of \( \hat{\alpha}_n \) and \( \alpha \) are represented as the follow:
\[ \hat{\alpha}_n - \alpha = (1 - \hat{\theta}_n)(\bar{X} - (1 - \theta)\mu) = (1 - \hat{\theta}_n)(\bar{X} - (1 - \theta)\hat{X}) + (1 - \theta)(\bar{X} - \mu). \]

If \( H > \frac{1}{2} \), then
\[ \lim_{n \to \infty} n^{1-H} (\hat{\theta}_n - \theta) \bar{X} = \lim_{n \to \infty} \sqrt{n} \frac{\hat{\theta}_n - \theta}{n^{H-\frac{3}{2}}} \bar{X} = \mu \lim_{n \to \infty} \sqrt{n} (\hat{\theta}_n - \theta) = 0. \]

Therefore,
\[ \lim_{n \to \infty} n^{1-H} (\hat{\alpha}_n - \alpha) = (1 - \theta) \lim_{n \to \infty} n^{1-H}(\bar{X} - \mu). \] (4.12)

Proposition 4.2 and Slutsky’s theorem imply
\[ n^{1-H}(\hat{\alpha}_n - \alpha) \overset{\text{law}}{\longrightarrow} N(0, \sigma^2_H), \quad n \to \infty. \]

Now, consider the jointly asymptotic normality of \( \hat{\theta}_n \) and \( \hat{\alpha}_n \). \( Z_n \) and \( V_n \) are given by (4.4) and (4.1) respectively. Theorem 2.3 implies
\[ E(Z_n V_n) = n^{-\frac{1}{2}-H} \sum_{i=1}^{n} \left[ \sum_{j=1}^{n} E(Y_i Y_j^2) - n f(\theta) E(Y_i) \right] = 0. \]

Then, \( Z_n \) and \( V_n \) are independent. Combining Theorem 2.4 with proof of Theorem 1.3 in [7], (4.6), we obtain
\[ (V_n, Z_n) \overset{\text{law}}{\longrightarrow} N_2(0, \Sigma_1), \quad n \to \infty, \]
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where

$$\Sigma = \begin{pmatrix} \sigma_H^2 & 0 \\ 0 & \sigma_1^2 \end{pmatrix}. $$

Denote

$$G_{n,3} := \frac{1}{\sqrt{n}} \sum_{t=1}^{n} ((X_t - \bar{X})^2 - f(\theta))$$

and

$$G_{n,4} := n^{1-H}(\bar{X} - \mu).$$

(4.13)

Slutsky’s theorem together with (3.11)-(3.12) in [7], (4.5), (4.10) implies

$$(G_{n,3}, G_{n,4}) \xrightarrow{\text{law}} N_2(0, \Sigma_1), \; n \to \infty.$$ 

Next, since the derivability of $f(\theta)$ at $\theta$, we have

$$f'(\theta)(\hat{\theta}_n - \theta) + (\hat{\theta}_n - \theta) = \frac{1}{n} \sum_{t=1}^{n} (X_t - \bar{X})^2 - f(\theta),$$

$$f'(\theta)\sqrt{n}(\hat{\theta}_n - \theta) + \sqrt{n}(\hat{\theta}_n - \theta) \frac{o(\hat{\theta}_n - \theta)}{\theta_n - \theta} = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} ((X_t - \bar{X})^2 - f(\theta)).$$

Theorem 1.3(1) implies that $\sqrt{n}(\hat{\theta}_n - \theta)$ converges in law. Thanks to (3.3), we have

$$\frac{o(\hat{\theta}_n - \theta)}{\theta_n - \theta} \to 0 \; \text{a.s.}$$

Then

$$\sqrt{n}(\hat{\theta}_n - \theta) \frac{o(\hat{\theta}_n - \theta)}{\theta_n - \theta} \xrightarrow{\text{law}} 0.$$ 

Therefore,

$$\lim_{n \to \infty} \sqrt{n}(\hat{\theta}_n - \theta) = \lim_{n \to \infty} \frac{1}{f'(\theta)} \frac{1}{\sqrt{n}} \sum_{t=1}^{n} ((X_t - \bar{X})^2 - f(\theta)).$$

Using Cramér-Wold Device ([16] Theorem 3.9.5) together with (4.12), we conclude

$$\lim_{n \to \infty} E \left( e^{i(v_1 G_{n,1} + v_2 G_{n,2})} \right) = \lim_{n \to \infty} E \left( e^{i(v_1 G_{n,3} + v_2 (1-\theta) G_{n,4})} \right)$$

$$= \lim_{n \to \infty} \exp \left[ -\frac{1}{2} \left( v_1^2 \frac{1}{[f'(\theta)]^2} E[G_{n,3}^2] + v_2^2 (1-\theta)^2 E[G_{n,4}^2] \right) \right]$$

$$= \exp \left[ -\frac{1}{2} \left( v_1^2 \frac{\sigma_H^2}{[f'(\theta)]^2} + v_2^2 \sigma_1^2 \right) \right].$$

Then

$$(G_{n,1}, G_{n,2}) \xrightarrow{\text{law}} N_2(0, \Sigma), \; n \to \infty.$$
5. Simulation

In this section, we will test the performance of estimators $\hat{\theta}_n$ and $\hat{\alpha}_n$ under limited samples, and test their joint distribution performance. By the delta method, we know that the asymptotic normal of the moment estimator $\hat{\theta}_n$ is equivalent to that of the random variable

$$\frac{1}{\sqrt{n}} \sum_{t=1}^{n} ((X_t - \bar{X})^2 - f(\theta)),$$

please refer to (4.11). Since the inverse function $\theta = f^{-1}(\cdot)$ does not have an analytic expression, it is convenient to plot the figure of the above random variable to show the asymptotic normality.

The fGn noise and the ARFIMA(0,d,0) noise data used in this section are all generated by the R package "longmemo" in [4].

In this experiment, the data generated with $\theta = 0.6$, $n = 3000$, and each group of data will be copied $M = 10000$ times by Monte Carlo method. In order to better test the estimator, we simulate fGn noise with $H = 0.58$ (see subscript (a) of all the following figures) and the ARFIMA(0,d,0) noise with $d = 0.08$ (see subscript (b) of all the following figures) by Monte Carlo method. We have the asymptotic normality for that random variable, as shown in Figure 2.

And we have the asymptotic normality for that the estimator $\hat{\alpha}_n$, as shown in Figure 3. Thus the joint asymptotic normality of the two moment estimators $\hat{\theta}_n$ and $\hat{\alpha}_n$, as shown in Figure 4.

![Figure 2](image1.png)

**Figure 2.** The asymptotic normality of $\frac{1}{n} \sum_{t=1}^{n} (X_t - \bar{X})^2$.

![Figure 3](image2.png)

**Figure 3.** The asymptotic normality of $\hat{\alpha}_n$. 
Figure 4. The joint asymptotic distributions of $\frac{1}{n} \sum_{t=1}^{n} (X_t - \bar{X})^2$ and $\hat{\alpha}_n$.
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