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The COVID-19 pandemic has occurred alongside a worldwide infodemic where unprecedented levels of misinformation have contributed to widespread misconceptions about the novel coronavirus. Conspiracy theories, poorly sourced medical advice, and information trivializing the virus have ignored national borders and spread quickly. This information spread has occurred despite generally strong preferences for domestic national media and social media networks that tend to be geographically bounded. How, then, is (mis)information crossing borders so rapidly? Using social media and survey data, we evaluate the extent to which consumption and propagation patterns of domestic and international traditional news and social media can help inform theorizing about cross-national information spread. In a detailed case study of Canada, we employ a large multi-wave survey and a massive data set of Canadian Twitter users. We show that the majority of misinformation circulating on Twitter that is shared by Canadian accounts is retweeted from U.S.-based accounts. Moreover, exposure to U.S.-based media outlets is associated with COVID-19 misperceptions and increased exposure to U.S.-based information on Twitter is associated with an increased likelihood to post misinformation. We thus theorize and empirically identify a key globalizing infodemic pathway: disregard for national origin of social media posting.
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1. INTRODUCTION

The COVID-19 pandemic has been accompanied by a worldwide infodemic. Unprecedented levels of misinformation have contributed to widespread misconceptions about the novel coronavirus. Conspiracy theories, poorly sourced medical advice, and information trivializing the virus have ignored national borders, spreading rapidly and globally. This infodemic has the capacity to change important attitudes and behaviors that in turn can impact transmission patterns (Larson, 2018; Kim et al., 2019). Ultimately, it can change the scale and lethality of a pandemic. Infodemic information can come from a range of sources, but there is reason to be particularly concerned about the role played by social media, such as Facebook and Twitter. These platforms have been found to be a key pathway by which medically misleading information has entered into more mainstream discourse (Jang et al., 2019).
There are some indications that this has been particularly true in the Canadian context during the COVID-19 pandemic. Canadians have been exposed to consistent messaging from traditional media and elected political elites emphasizing the importance of significant action to combat the pandemic (Merkley et al., 2020). Despite these elite cues, misperceptions seem to have rooted themselves in a sizable portion of the Canadian population (Pennycook et al., 2020). Given the importance of elite cues to attitude formation (Zaller, 1992; Lenz, 2013), how can these misperceptions be best explained? We employ survey and social media data to argue that these attitudes are partially the result of massive Canadian consumption of U.S.-based information, with those on social media being particularly exposed.

We have two principal objectives: (1) we characterize following and sharing patterns in the Canadian social media space, comparing Twitter followership and engagement of U.S.-based vs. Canada-based accounts; (2) identify associations between U.S. account followership and the spread of misinformation on Twitter, as well as between U.S. news exposure and COVID-19 misperceptions in the mass public. In doing so, we identify an important infodemic pathway and highlight how studying a single country's information ecosystem requires an empirical strategy that properly accounts for the porousness of national boundaries.

### 1.1. Infodemic Pathways

An infodemic can spread through a variety of information channels. It can be shared through traditional media where journalists, politicians, or thought leaders adopt inaccurate and misleading positions (e.g., Jamison et al., 2020). It can also be spread via peer-to-peer transmission, with rumors and unfounded conspiracies often accompanying pandemics (e.g., for HIV and AIDS see Smith et al., 1999) and issues of health more generally (e.g., on vaccines Larson, 2020). However, increased visibility into peer-to-peer interactions on social media has led to an explosion of research on how misinformation is generated and spreads on these platforms. Health information appears uniquely vulnerable to broader trends in misinformation (Krishna and Thompson, 2019), with medical information-seeking from non-official sources very common (e.g., Guess et al., 2020). Moreover, misleading medical information has been extensively documented on social media platforms, notably related to vaccines (Radzikowski et al., 2016), Ebola (Fung et al., 2016), Zika (Sharma et al., 2017), and COVID-19 (Bridgman et al., 2020). There is also evidence that false news generally spreads faster than factual news, in part due to its novelty and its capacity to generate emotive responses (Vosoughi et al., 2018).

While disinformation campaigns intended to sow confusion and uncertainty regarding COVID-19 have been documented (Swan, 2020), the infodemic appears to be sustained by a broader set of online political participants who propagate misinformation inadvertently. This “paradox of participation” is well-documented; those who are politically active online share information and can produce peer-to-peer misinformation transmission, with enthusiastic political participants being the most likely to share misinformation (Valenzuela et al., 2019).

This tendency is compounded by users often adding misleading commentary and/or misrepresenting the facts as reported in the news (Anspach and Carlson, 2020). This fuels a second dynamic wherein social media users are more likely to propagate information from those that they trust (Buchanan and Benson, 2019), more likely to believe in its veracity (Sterrett et al., 2019), more likely attribute importance to the issue (Feezell, 2018), and more likely to later trust the source (i.e., external website) of the information (Turcotte et al., 2015). Content that is widely endorsed (i.e., through likes, retweets, or shares) is more likely to be trusted still (Luo et al., 2020) through a “bandwagon heuristic” (Sundar, 2008). These effects are further compounded by an “illusory truth effect” wherein individuals have greater confidence in the truthfulness of a claim given past exposure—a dynamic observed even in evaluations of fake news (Pennycook et al., 2018). Together, these psychological and behavioral phenomena can produce trust in websites and information where more caution is warranted. Ultimately, these dynamics can contribute to an infodemic and widespread misperceptions.

### 1.2. U.S. Information Influence Over Canada

The Canada-U.S. relationship has been described by former Prime Minister Pierre Trudeau as “sleeping with an elephant—one is affected by every twitch and grunt.” This continues to ring true more than 50 years after it was first uttered, with Canadian culture and media being heavily influenced by the elephantine United States media market. There is a long history of theorizing this relationship and speculating on its importance (e.g., Grant, 1965; Beattie, 1967; Barnett and McPhail, 1980; Collins, 1990; Nguyen-Duy, 1995). And indeed, fear of U.S. cultural influence has been a linchpin of a wide variety of public policies in Canada designed to protect Canadian media and culture, such as: 1) the creation of the National Film Board and the Canadian Radio Broadcasting Corporation (later the CBC); and 2) Canadian content regulation by the Canadian Radio-television and Telecommunications Commission that requires radio and television broadcasters to air a certain share of content that is partly written, produced or contributed to by Canadians (Salter and Odartey-Wellington, 2008).

In part due to this range of government interventions, there continues to be high levels of consumption of domestic news sources for print, radio, and television media (Owen et al., 2020). Many Canadians, however, consume U.S.-based entertainment media and read, watch, or listen to U.S. news media. Unfortunately, empirical research identifying effects of U.S. information streams on the Canadian mass public has been limited (but see Trussler, 2018).

Canadians are heavy users of social media platforms, with approximately 5 in 6 having a Facebook account, 1 in 2 having an Instagram account, 2 in 5 having a Twitter account, and high usage of YouTube, LinkedIn, Pinterest, Snapchat, messaging apps, etc. (Gruzd and Mai, 2020). Borders between countries likely mean less on these platforms, with peer-to-peer networks quickly traversing national boundaries as people find
like-minded individuals around the world. Given the shared language, special cultural relationship, and significant population imbalance, we expect Canadians to follow more U.S.-based accounts and engage more with the content produced by these accounts than Canada-based accounts.

We are interested in descriptively measuring U.S. influence on Canadian social media space and how this may vary depending on the content in question. The potential influence of U.S.-based information presents a unique Canadian vulnerability during a pandemic, where Canadian elites, medical professionals, scientists, and journalists may be comparatively less able to reach and inform Canadian residents given the noise generated by U.S.-based information. Equally importantly, any information circulating in the U.S. will also impact Canadians through social media channels.

We do not have strong expectations about whether domestic Canadian COVID-19 information is more or less likely to be propagated by Canadians. On one hand, the pandemic in the United States has been more severe than in Canada which, given strong preferences for negative news consumption and sharing (Bachleda et al., 2020), may mean that Canadians have spent even more time sharing information from the U.S. On the other hand, Canadians may be more likely to focus on how COVID-19 is spreading in their communities and thus prefer local information (something that has been documented more generally on social media, e.g., Al-Rawi, 2017). Legitimate information about COVID-19 also shares space with misinformation in social media spaces, and has been often promoted by right-wing news outlets in the U.S. (Motta et al., 2020). Social media can serve as a gateway to access this information. This discussion leads us to two research questions:

RQ1: Do Canadians engage with U.S.-based information more than Canadian-based information?

RQ2: How do these patterns vary by content type (i.e., all content, COVID-19 information, and COVID-19 misinformation)?

1.3. The U.S. as a Super-Spreader of COVID-19 Misinformation

The second objective of this paper is to identify a possible relationship between U.S. information exposure and COVID-19 misinformation or misperceptions. As noted, it is difficult for Canadians to escape the influence of U.S. media. We have reason to expect that the heavy influence of U.S.-based information has resulted in the cross-border spread of COVID-19 misinformation, particularly in social media spaces.

Canada has seen a remarkable degree of elite consensus on the severity of the COVID-19 pandemic and Canadian political elites have not been important sources of COVID-19-related misinformation (Merkley et al., 2020). The political climate in the U.S. is vastly different. We see a high degree of elite polarization on the severity of COVID-19 (Green et al., 2020); this has trickled down into public opinion, with important partisan gaps emerging between Democrats and Republicans in COVID-19 risk perceptions, social distancing practice, and mask usage (Allcott et al., 2020; Clinton et al., 2020; Kushner Gadarian et al., 2020).

Further, COVID-19 misinformation has spread well-beyond the confines of social media and alternative news websites. It is being reinforced by American media and political figures. Right-wing news outlets are propagators of COVID-19 misinformation (Motta et al., 2020), as are Republican political elites (Uscinski et al., 2020). Misinformation communicated by elite sources has the potential to reverberate throughout the entire information ecosystem; it is not just consumers of partisan media who will encounter these messages. Many Americans will be incidentally exposed to misinformation from partisan media (Lelkes et al., 2017), while mainstream sources may carry elite-sponsored misinformation to the mass public in their normal coverage of elite debate. It is not as easy for journalists to ignore communication from the President and his allies as compared to random, often times anonymous, profiles on Twitter.

Moreover, journalists may face incentives to give elite voices considerable air time. They may elevate messages featuring misinformation in a misguided attempt to maintain “balance” (Merkley, 2020). And perhaps most importantly, mainstream news outlets have increasingly found themselves in competition with partisan news outlets for viewers and readers in the U.S. This creates heightened incentives to carry polarizing messages from extreme sources (Wagner and Gruszczynski, 2018; Padgett et al., 2019). In short, American political discourse is saturated with COVID-19 misinformation to a far greater extent than peer countries, and we anticipate that this will spill over into the Canadian social media space. Consequently, U.S.-based information exposure is likely to be associated with more engagement with misinformation on social media and misperceptions related to COVID-19 in the mass public, which motivates our first hypothesis:

H1: Exposure to U.S. based information is associated with more engagement with COVID-19 misinformation on social media (A) and with COVID-19 misperceptions in the mass public (B).

It is also possible that U.S. news exposure conditions the relationship between social media usage and misperceptions. Social media usage has been linked to COVID-19 misperceptions because of the proliferation of related misinformation on these networks (Bridgman et al., 2020). Social media also facilitates access to U.S. information streams by breaking down national boundaries in peer-to-peer transmission. Given that these U.S. information streams are comparatively more saturated with elite-sponsored misinformation, social media users with a preference for U.S. news content are more likely to be exposed to COVID-19 misinformation than those without such a preference. We anticipate important downstream implications for their (mis)perceptions related to COVID-19.

H2: The association between social media usage and misperceptions is stronger among those with a preference for U.S. news.
2. MATERIALS AND METHODS

To assess potential infodemic pathways into Canada, we examine exposure to, and preferences for, non-Canadian information in traditional and social media among survey respondents alongside descriptive statistics of a massive dataset of Canadian Twitter users. These two methodological approaches provide visibility into infodemic dynamics that a single method could not. They also address common concerns with self-reported information consumption (e.g., Guess, 2015) as well as differing dynamics across social media platforms (e.g., Yarchi et al., 2020).

2.1. Social Media Data

We use a massive multi-faceted Twitter dataset that captures actual behavior: tweets, retweets, and follow behavior of approximately 200,000 Canadian Twitter users active in 2020.1,2

We began with a labeled set of Canadian politician, journalists, and media organizations from across the media landscape in Canada.3 We collected their follower network (both those they followed and those that followed them) which yielded 6,569,634 distinct users. We pulled the location and biography information for all these users. Every character sequence that appeared 10 or more times in the location fields was put through the GoogleMaps API with country data extracted to identify Canadian locations (e.g., University of Toronto is correctly placed in Toronto, Ontario). This 2-step process yielded 747,158 self-identified Canadian-based accounts. We began collecting the tweets from this population in January 2020. In September 2020, we computed the most active 200,000 accounts as measured by tweeting volume for the period from January 1 to July 31, 2020. We then collected every account that these Canadian users followed yielding 9,118,496 unique users who were followed by at least one of the Canadian accounts. We collected the location of those users and ran the same location-identifying process described above. This allows us to construct an intra-country follower and retweet network across a massive set of active self-identifying Canadian Twitter accounts. Figure 1 shows the Twitter data collection process.

We examine descriptive statistics on follow and tweeting behavior for the large Canadian Twitter population. Following someone on Twitter means that a user is more likely to see their content and is taken to be a signal of interests and preferences (Barberà, 2015); it is also a commonly-used measure of exposure to information (e.g., Bail et al., 2018). Retweets are the re-sharing of information from another user to your followers and have been found to generally indicate interest, trust, and agreement with the contents of the original tweet (Metaxas et al., 2015). Tweets themselves are the precise words of the user and thus give the best indication of their attitudes and beliefs.

To identify tweets and retweets for both all COVID-19 content and COVID-19 misinformation retweets we draw upon an English-language dictionary developed by Evanega et al. (2020).5,6 COVID-19 tweets are identified by strings “covid,” “coronavirus,” and “pandemic,” while misinformation-associated tweets are identified by strings like: “plandemic,” and “bioweapon.” A dictionary approach does not allow us to identify whether a particular tweet is propagating or debunking misinformation, however it does allow us to detect tweets concerning the misinformation conversation more broadly with reasonable accuracy. We run the dictionary over the corpus of 70,996,766 geolocated retweets, yielding a total of 5,911,452 COVID-19 related retweets, of which 239,422 retweets contain terms associated with misinformation. We also run the COVID-19 and misinformation dictionaries over all 146,631,572 tweets posted from the Canadian sample and identify 154,179 that contain terms associated with misinformation.

2.2. Survey Data

In addition to our social media data, we use surveys to characterize the relationship between U.S. news exposure and COVID-19 misperceptions. Our survey data come from the Media Ecosystem Observatory, which has been surveying Canadians on their COVID-19 attitudes and behaviors continuously since March 2020. In waves 9 through 15 of the survey, fielded from June 15 to August 9, 2020 (N = 17,331), a question was asked related to U.S. news media consumption. Each survey wave has an approximate sample size of 2,500 with quotas set on gender, age, Canadian region (i.e., Atlantic, Quebec, Ontario, West) and language (i.e., French, English) to match population benchmarks from the 2016 Canadian census. We further weight our data within region by age and gender using an iterative proportional fitting algorithm. More details on sample characteristics can be found in Supplementary Table 1.

2.3. Survey Variables

We ask our respondents “Over the past week, which of the following news media outlets did you watch, read, or listen to for news about politics? Please select all that apply.” Sources

---

1Twitter is the only social media platform where location information at the account level is readily available and where networks can be mapped. Whether the patterns identified here exist on other social media platforms is an important and unaddressed research question that cannot be effectively answered with current data access granted to academic researchers.

2All data was collected using the Twitter Standard API v1.1 as documented at: https://developer.twitter.com/en/docs/twitter-api/v1 (accessed February 16, 2021).

3Specifically, this included every Member of Parliament and every Senator with a Twitter account alongside a list of 799 journalist and media Twitter accounts manually compiled by research assistants to be as comprehensive and representative as possible.

4The follow relationships for the users were collected in October 2020 and 5,641 accounts were no longer active.

5The Canadian Twitter conversation occurs in both English and French. We expect French-language users to be less likely to follow and propagate U.S.-based information, so have excluded them from the analysis. Survey results include both English and French-speaking Canadians.

6Dictionary-based approaches are comprehensible and straightforward methods by which text can be classified. Classifying text using a dictionary-based approach is more efficient than manual annotation and can be used for large volumes of text, but the creation of the keyword list remains a subjective step in the process (Guo et al., 2016). We have amended the dictionary developed by Evanega et al. (2020) based on human annotation of a sample of tweets to ensure the list is representative of our dataset. We validated this amended dictionary through manual coding of a random selection of 500 tweets that the dictionary classified as being about misinformation, with 44% being explicitly misinformation, 39% being about misinformation (including debunking it), and only 17% not concerning misinformation at all. See Supplementary Material for the full dictionary and additional dictionary-related analyses.
include the New York Times, Washington Post, Wall Street Journal, ABC, NBC, CBS, Fox News, CNN, MSNBC, Brietbart News, Daily Kos, NPR, Politico, The Atlantic, Bloomberg, and respondents were given the option to select none of the above. We ask a similar question for Canadian news outlets. As Table 1 shows, American news outlets command respectable audiences from the Canadian public, though domestic sources are still preferred. We construct indices of U.S. and domestic news consumption by summing the outlets selected and taking the log to account for extreme values. Results of the following analysis are robust to constructing a 4-category binned ordinal measure of U.S. news exposure, the results of which are displayed in Supplementary Table 3.

We evaluate social media usage by asking respondents the following question: “Over the past week, which of the follow social media applications did you use to watch, read, or listen to news about politics? Please select all that apply.” Respondents could indicate their usage of Facebook, Twitter, Instagram, YouTube, Reddit, LinkedIn, Tumblr, Whatsapp, Snapchat, WeChat, other, or none of the above. We construct an index of social media exposure by summing the applications selected and taking the log to account for extreme values. Our media items are rescaled to 0–1 from the minimum to the maximum. Results of the following analysis are robust to constructing a 4-category binned ordinal measure of social media exposure as well as an item asking respondents how frequently they used social media over the past week (response categories: several times a day, every day, almost every day, a few times, once, never). The results of these robustness tests are displayed in Supplementary Tables 3, 4.

We measure COVID-19 misperceptions by asking respondents to rate the following claims as definitely false, probably false, uncertain, probably true, or definitely true:

1. The coronavirus is no worse than the seasonal flu;
2. Drinking water every 15 min will help prevent the coronavirus;
3. The Chinese government developed the coronavirus as a bioweapon;
4. Homeopathy and home remedies can help manage and prevent the coronavirus;
5. The coronavirus was caused by the consumption of bats in China;
TABLE 1 | U.S. and Domestic News Sources, with percentage of English Canadian respondents shown.

| U.S. sources   | Domestic Canadian sources |
|----------------|---------------------------|
| CNN            | CBC                       | 52.2 |
| New York Times | CTV                       | 52.0 |
| CBS            | Global News               | 42.3 |
| NBC            | City News                 | 20.2 |
| Washington Post| Globe and Mail            | 14.6 |
| Fox News       | Toronto Star              | 12.4 |
| ABC            | National Post             | 11.7 |
| MSNBC          | Toronto Sun               | 6.2  |
| Bloomberg      | Rebel Media               | 2.5  |
| Wall Street Journal | True North News       | 1.7  |
| Atlantic       | APTN                      | 1.6  |
| Politico       | The Tyee                  | 1.2  |
| NPR            | Post-Millennial           | 1.1  |
| Breitbart      | Press Progress            | 1.0  |
| Daily Kos      | National Observer         | 1.0  |
|                | Other                     | 10.1 |
| None of the above | None of the above   | 13.3 |

6. Vitamin C can ward off the coronavirus;  
7. There is a vaccine for the coronavirus that national governments and pharmaceutical companies won’t release;  
8. High temperatures, such as from saunas and hair dryers, can kill the coronavirus.

These items are then used to construct a 0–1 index of misperceptions.

2.4. Survey Models

Our first expectation is that U.S. news exposure is associated with COVID-19 misperceptions because of the proliferation of elite-led misinformation in that national context. We test this expectation by estimating a model using Ordinary Least Squares (OLS) regression where we regress our COVID-19 misperception index on U.S. news exposure and controls (X) for domestic news exposure, political discussion, political knowledge, political interest, education, age, gender, and region. More details on our controls can be found in Supplementary Table 2:

\[ \text{misperceptions} = \alpha + \beta_1 \text{U.S. news} + X + \epsilon \]  
(1)

Our second expectation is that an association between social media exposure and COVID-19 misperceptions should be strongest among those who consume a lot of U.S. news since, as we will show, misinformation is coming primarily from U.S. sources on social media. We estimate the following model with OLS controlling for demographics, domestic news exposure and other indicators of democratic engagement and political sophistication:

\[ \text{misperceptions} = \alpha + \beta_1 \text{social media} + \beta_2 \text{U.S. news} + \beta_3 \text{social media} \times \text{U.S. news} + X + \epsilon \]  
(2)

3. RESULTS

We begin by descriptively characterizing following and sharing patterns cross-nationally. We find that Canadians follow far more accounts based outside of Canada than inside of Canada. Across the 187,088 English-language Canadian accounts examined here, Canadians follow a median of 36 Canadian accounts, 88 accounts from the United States, and 25 accounts from other countries. While only approximately 20% of follows that can be geolocated were identified as Canadian, 55% were based in the United States. Looking at the distribution of the ratio between U.S.-Canadian follows shows an even more dramatic pattern. As shown in Figure 2, 71% of Canadians follow more Americans than Canadians on Twitter and approximately 18% of Canadians follow more than 10 times as many Americans as Canadians. Canadians are exposed to more U.S.-based information on social media as compared to domestic content.

Given this follow behavior, Canadians on Twitter are likely to be receiving a lot more U.S.-based information than Canadian information. However, do they consider this information more important or does it interest them more than Canadian content, as measured by retweet volume? Figure 3 shows, from left-to-right, the proportions of Canadian follows, retweets, COVID-19 retweets, and tweets containing misinformation keywords.

In addition to Canadians following far more non-Canadian accounts, they also retweet a large volume of material from the United States. Across all geolocated retweets from Canadian accounts, a full 45% are cascading U.S.-based content (only 6.8% are Canadian-Canadian retweets). For COVID-19 related information, Canadians are more likely to retweet Canadian accounts (9.1% of overall volume) but also more likely to do so for U.S.-based content (47% of overall volume). Thus, while there is some relative preference for local health information as compared to all information (a result largely driven by retweeting of political and health leadership across the country), Canadians are also deeply interested in COVID-19 information coming from the United States and are still far more likely to retweet that information. Canadians are also far more likely to retweet U.S.-based misinformation. When Canadians retweet a tweet containing misinformation or about the misinformation debate, it is from a U.S.-based account 53% of the time (Canada-based accounts represent only 7.5% of volume)—a percentage far higher than both all information and COVID-19 specific information and all content regardless of topic.

We thus answer our research questions: Canadians are far more likely to follow and engage with U.S.-accounts than those from other countries, including Canada. This is particularly true for COVID-19 misinformation, though it is slightly less apparent for COVID-19 information more generally.

7We also find that social media usage is associated with U.S. news exposure among our survey respondents. We estimate model regressing U.S. news exposure on social media usage and our controls. The estimates are provided in Supplementary Table 4. Social media provides a gateway for Canadians to access U.S. news media.
3.1. Hypothesis Testing

To evaluate the relationship between exposure to U.S.-based information and direct propagation of COVID-19 misinformation \((H1A)\), we examine actual user-produced content. We calculated the percent of COVID-related tweets from each individual in the Canadian sample that contained misinformation and correlated that with the percentage of their geo-located follows that are based in the United States. We find that a 1 standard deviation increase in U.S. follows is associated with 0.061 \((p < 0.001)\) standard deviation increase in misinformation tweeting. We find evidence for \(H1A\): exposure to U.S. based information is associated with more direct engagement with COVID-19 misinformation on social media.

We find that exposure to U.S. Twitter accounts is associated with posting tweets containing COVID-19 misinformation. There may be downstream effects of U.S. information exposure on misperceptions related to COVID-19 \((H1B)\). The results of Equation (1) are presented in column 1 of Table 2. An individual with maximum level of U.S. news exposure is expected to score 0.05 points higher on the 0–1 COVID-19 misperceptions index, which amounts to 0.27 standard deviations on this measure \((p < 0.001)\). \(HIB\) is supported. U.S. news exposure is associated with more COVID-19 misperceptions after controlling for domestic news exposure and other indicators of political engagement.

The link between social media and misperceptions observed elsewhere (Bridgman et al., 2020) may be strongest among those with preference for U.S. news \((H2)\). We provide the model estimates for Equation (2) in column 3 of Table 2 and present the marginal effects in Figure 4. U.S. news exposure conditions the effect of social media on COVID-19 misperceptions. For those with no U.S. news exposure, the consumption of social media only increases COVID-19 misperceptions by 0.12 points on a 0–1 scale. But among those with the highest level of U.S. news exposure, the observed effect of social media consumption increases more than 3-fold. In short, social media exposure is related to COVID-19 misperceptions in large part because of its capacity to amplify the impact of content coming from the U.S. information environment.

4. DISCUSSION

Misinformation about COVID-19 has quickly traversed the globe, undermining efforts to contain the pandemic. For
the Canadian case, we have shown: (1) Canadians who use social media are relatively more exposed to U.S.-based (mis)information than domestic sources of (mis)information; (2) this exposure can be linked to increased propagation of misinformation and embrace of misperceptions related to COVID-19. We have provided evidence that social media is a key conduit by which misinformation can spread cross-nationally.

These findings come with some limitations. First, we have evaluated follow and propagation patterns on Twitter as it is the only social media platform where the geographic data of users can be reasonably relied upon. We expect cross-national information transfer to be stronger on platforms with looser geographic networks (e.g., Reddit, Parler, Instagram), and weaker on platforms where geographic networks are more prominent (e.g., Facebook, Nextdoor). Existing limitations on data access make such cross-platform research difficult and more direct access to these platforms' data would be required.

Second, we have utilized a dictionary-based approach to process the enormous and diverse corpus of tweets and retweets examined here. Manual coding of the dictionary-classified content indicates that misinformation was identified alongside more general discussions of misinformation and content explicitly combating misinformation. We thus focus broadly on the misinformation conversation in this paper, but more research
is needed to both better identify misinformation and understand the impacts of ambiguous or anti-misinformation messages (see also Li, 2020).

Third, our data is observational and drawn from a single country case study. As such, we cannot and do not make a causal or universal argument here. However, given the enormous sample sizes and similar dynamics observed across self-reported and actual behavior, we are confident that we have accurately identified a key mechanism behind the COVID-19 infodemic in Canada. The degree to which our findings travel to other countries is likely bound by the cultural affinity, proximity, and similarity between country pairs. Canada has a uniquely close cultural relationship with the United States, with the majority of consumed popular and high culture in Canada having American origins. The degree to which such similarity and proximity is necessary to generate the information pathways described in this paper is worthy of future research.

Fourth, it must be noted that Canadians are opting into this content on social media platforms, with news consumption, follows, and retweets being active choices. However, social media platforms are likely playing a key role in deepening this exposure by saturating information streams with U.S.-based news. Granting that Canadians choose to have a high interest in U.S.-based information, the content actually shown to users is algorithmically determined by social media platforms themselves. These algorithmic systems remain hidden from view, making it nearly impossible for researchers to incorporate the effects of this filtering in analyses of information exposure.

This is a broad limitation to both this study and to fully understanding and providing democratic oversight over the information ecosystem. As a result, we can’t know whether the observed exposure to U.S.-based misinformation is because Canadians care deeply about all news coming from the United States or because the platform itself elevates the importance of this conversation. The latter is at least partially true and governments wishing to limit infodemic spread might consider the algorithmic ways in which social media platforms incidentally push out-of-country information to the top of news feeds.

Previous work on the information ecosystem during the Canadian election found little evidence of mis- and disinformation flowing north from the U.S. (e.g., Owen et al., 2020). We speculate that this is simply because there was not much content on the Canadian election produced in the United States. By contrast, an international event like the COVID-19 pandemic is of shared importance, with information produced in the United States of interest to news consumers in Canada. Additional research needs to be done to evaluate whether other international issues, such as immigration, refugee crises, climate change, or international relations are subject to similar dynamics. We can speculate, however, that Canadian discourse in these areas of shared interest is similarly saturated with U.S.-based (mis)information.

Our work thus has important implications for policy makers who wish to confront the deleterious effects of misinformation. Around the world, democratic governments are exploring
legislative and regulatory solutions to limit the spread of misinformation. However, their reach does not easily extend to producers of content and users of social media platforms who exist outside of their borders. Our research shows that these out-of-country sources can be a key source and conduit of misinformation. Thus, if policy makers are looking to limit future waves of misinformation or encourage greater nationally-bounded deliberation on social media, a focus on the information pathways for topics that easily transfer between countries is warranted.
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