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Abstract—Due to spectrum scarcity and increasing wireless capacity demands, terahertz (THz) communications at 0.1-10THz and the corresponding spectrum characterization have emerged to meet diverse service requirements in future 5G and 6G wireless systems. However, conventional compressed sensing techniques to reconstruct the original wideband spectrum with under-sampled measurements become inefficient as local spectral correlation is deliberately omitted. Recent works extend communication methods with deep learning-based algorithms but lack strong ties to THz channel properties. This paper introduces novel THz channel-aware spectrum learning solutions that fully disclose the uniqueness of THz channels when performing such ultra-broadband sensing in vehicular environments. Specifically, a joint design of spectrum compression and reconstruction is proposed through a structured sensing matrix and two-phase reconstruction based on high spreading loss and molecular absorption at THz frequencies. An end-to-end learning framework, namely compression and reconstruction network (CRNet), is further developed with the mean-square-error loss function to improve sensing accuracy while significantly reducing computational complexity. Numerical results show that the CRNet solutions outperform the latest generative adversarial network (GAN) realization with a much higher cosine and structure similarity measures, smaller learning errors, and 56% less required training overheads. This THz Ultra-broadband Learning Vehicular Channel-Aware Networking (TULVCAN) work successfully achieves effective THz spectrum learning and hence allows frequency-agile access.

I. INTRODUCTION

Next-generation communication systems, such as 5G and 6G, are expected to fulfill various requirements in different application scenarios in terms of data rate, latency, and power consumption, among other factors [1]. As a result, next-generation communication systems will likely have a requirement of 100+ Gigabits per second (Gbps) data rate requirement. Thanks to the efforts of researchers [2], [3], a state-of-the-art communications system can already offer up to several Gbps of data rate [4]. However, the Gbps rate is still an order of magnitude below that which is needed to serve popular streaming use-cases. To satisfy the urgent need of multimedia applications, there are two obvious ways of further improving the data rate: increasing the bandwidth used for communication, and improving spectral efficiency at which frequency bands are used [5], [6]. In light of data rate improvements, researchers have started to focus on the utilization of terahertz (THz)-bands for next-generation communications [7]. Although abundant bandwidth is offered, due to the special properties of THz channel such as ultra-wide bands and distance-dependent path loss, existing physical layer algorithms must be redesigned or enhanced to fully account for the unique properties of THz spectrum communications [7].

Meanwhile, several research papers [8], [9] reveal that the spectrum under-utilization problem, which is caused by the existence of the idle channels, occurs in current communication systems, reducing the overall spectral efficiency. To address this issue, spectrum management [8], [9] has been developed by detecting idle spectrum and temporarily assigning that spectrum to the demanding user, thus improving the overall spectral efficiency. Among all the research topics in spectrum management, spectrum sensing is the most widely discussed in literature [8]–[11] since it is a prerequisite for mitigating error propagation. Recently, a vehicle-to-everything (V2X) data-coordination scenario [12] is a practical usage to employ spectrum sensing algorithms in THz communications. Typically, vehicle-to-infrastructure (V2I) connections will be assigned specific bands for the high bandwidth entertainment applications transmission (e.g., video streaming). On the other hand, vehicle-to-vehicle (V2V) connections may wish to occasionally perform safety message (e.g., vehicle position, speed and heading) transmission using idle bands assigned to the V2I connections. By employing THz Spectrum Sensing (TSS) algorithms in V2X communications, the underutilized spectrum can be reused and consequently leads to a better overall spectrum efficiency [12]. Moreover, TSS also has its potential for frequency resources allocation, heterogeneous communication system, and military usage [11], [13].

Although TSS algorithms in THz communications have potential to better utilize the frequency resources, few existing works contribute to the development of TSS algorithms for THz communications. Most existing SS methods [8], [10] only focus on SS in the narrow band case. While some works [8], [9] concentrate on the development of wide band SS algorithms, there are almost no prior works considering physical channel effect in SS algorithm design, not even saying the unique features of THz communications. When it comes to the ultra-wide band case like THz communications, sub-Nyquist sampling [8], [9] must be introduced to avoid costly...
and limiting hardware requirements. As a result, compressed sensing (CS) algorithms have been introduced to support spectrum reconstruction from measurements of sub-Nyquist sampling [10] in the past decade. However, they also suffer from high computational complexity to reconstruct the undersampled signal. Recent research suggests that learning-based compression and reconstruction outperforms traditional CS algorithms since the local correlation is considered to reconstruct the desired output. Although there is a impressive work [14] employing generative adversarial network (GAN) to aid the SS algorithms design, it still employs randomly generated sensing matrix to conduct the compression, failing to perform joint optimization of the compression and reconstruction to get the best reconstruction. Also, the consequently heavy overhead of the training process of GAN-based SS algorithm creates an implementation challenge to be employed in real scenario. In conclusion, the development of a practical SS algorithm, which can be employed in real ultra-wideband communications, is an unsolved problem.

In this paper, we develop a deep learning (DL)-based spectrum reconstruction algorithm, named compression and reconstruction network (CRNet), to offer an efficient SS solution for THz communications. The contributions of this work are listed as:

1) Inspired by CS-based sub-Nyquist SS algorithms [10], we employ DL-based algorithm to perform efficient compression and reconstruction, offering lower computational complexity and decreasing latency for THz communications by considering local correlation of the spectrum in the optimization process.

2) As an addition to existing DL-based algorithms [14], CRNet introduces joint compression and reconstruction mechanism by designing a structured sensing matrix and a corresponding reconstruction algorithm in a end-to-end learning manner, further improving reconstruction quality. By doing so, the training overhead can be significantly decreased to achieve when superior performance in terms of reconstruction quality.

3) To the best of our knowledge, no existing works consider channel effect in the development of TSS algorithm. Simulation results demonstrate that the achieved performance of existing DL-based TSS algorithm degenerates severely in THz communication scenarios. As an alternative, the proposed algorithm can provide robust reconstruction results even in different compression rate scenarios.

II. SYSTEM MODEL AND PROBLEM DESCRIPTION

A. System Setup and Signal Model

As shown in Fig. 1, consider a small cell including a base station (BS) with \( N_r \) receiver antennas and several user equipments (UEs), each with \( N_t \) transmitter antennas for vehicular communications. In the downlink phase of the considered THz-band scenario, the BS may occupy frequency bands from \( f_a \) to \( f_b \) by using some of the \( N_s \) subcarriers to perform V2I connections. Considering a transmission pair between the BS and \( i \) th UE, the complex baseband signal can be expressed as

\[
y_i = H_i x_i + n_i,
\]

where \( y_i \in \mathbb{C}^{N_t} \) is the received signal, \( H_i \in \mathbb{C}^{N_r \times N_t} \) is the channel matrix, and \( x_i \in \mathbb{C}^{N_r} \) is the transmitted signal, respectively. Assuming a perfect sampling process with a Nyquist sampling rate of \( T = 1/2f_b \) discrete-time signals can be obtained from Eq (1). It is assumed that the transmission between the BS-UE pair is with subcarrier \( f_i \) and the distance between the BS and UE is \( d_i \) in this case, thus THz channel effect \( H_i \) can be further expressed as

\[
H_i(f_i, d_i) = H_i^{\text{LOS}}(f_i, d_i) + H_i^{\text{NLOS}}(f_i, d_i)
\]

\[
= \sqrt{N_i N_r} \alpha_L(f_i, d_i) G_t G_r a_r(\theta^r, \phi^r) a_t(\theta^t, \phi^t)
+ \sqrt{N_i N_r} \sum_{i} \alpha_L(f_i, d_i) G_t G_r a_r(\theta^r, \phi^r) a_t(\theta^t, \phi^t),
\]

In (2), \( n_{NL} \) represents the number of non-line-of-sight (NLOS) rays. \( \alpha_L(f_i, d_i) \) and \( \alpha_t(f_i, d_i) \) stands for the complex channel gain of each ray. In each ray, \( \theta/\phi \) refers to the azimuth/elevation angles of departure and arrival (AoD/AoA) and \( a_r(\theta^r, \phi^r) \) and \( a_t(\theta^t, \phi^t) \) are the associated array steering vectors at the transmitter and receiver sides. Finally, \( G_t \) and \( G_r \) is the transmit and receive antenna gains. Furthermore, the path gain of the LOS ray can be expressed as \( |\alpha_L(f_i, d_i)|^2 = L_{\text{spread}}(f_i, d_i) L_{\text{abs}}(f_i, d_i) \), where \( L_{\text{spread}}(f_i, d_i) \) represents the spreading loss effect and \( L_{\text{abs}}(f_i, d_i) \) represents the molecular loss effect, respectively. Given the fact that water vapor molecules cause the majority molecular absorption loss in the THz-band, \( L_{\text{abs}}(f_i, d_i) \) takes the temperature, atmospheric pressure, and air density into consideration to represent the realistic THz channel behavior. As for the path gain of the NLOS ray, we model it as \( |\alpha_L(f_i, d_i)|^2 = \Gamma L_{\text{spread}}(f_i, d_i) L_{\text{abs}}(f_i, d_i) \), where \( \Gamma \) is the reflection coefficient. Assuming that there are \( L_1 \) first-order reflected paths and \( L_2 \) second-order reflected paths so that \( n_{NL} = L_1 + L_2 \). We set the attenuated power of the first-order and second-order reflected paths as 10dB and 20dB, respectively.
B. Problem Description

When a UE aims to create V2V connections with surrounding UEs to share safety messages, a TSS should be performed to detect the idle bands from existing V2V and V2I connections. Yet, in a wideband scenario, to emulate the needed hardware burden, CS must be introduced to aid the reconstruction of the compressed measurements obtained from sub-Nyquist sampling. Considering the aforementioned wideband THz communication scenario, a combining operation can be conducted at the UE to get the time domain measurements \( r_i \), shown as

\[
    r_i = w_i^{*}y_i = w_i^{*}H_i x_i + w_i^{*}n_i, \tag{3}
\]

where \( w_i \in \mathbb{C}^{N_r} \) is the combining weighting. Then the time domain signals of the considered wideband system can be expressed as \( r = s + \xi = [r_1, \ldots, r_i, \ldots, r_N] \in \mathbb{C}^{N_r} \), where \( s = [w_1^{*}H_1 x_1, \ldots, w_i^{*}H_i x_i, \ldots, w_N^{*}H_N x_N] \) and \( \xi = [w_1^{*}n_1, \ldots, w_i^{*}n_i, \ldots, w_N^{*}n_N] \). Let \( F \) denote a \( N_s \)-point discrete Fourier transform (DFT), if the signal is sampled at a sub-Nyquist rate, then the relationship between the clean spectrum \( s \in \mathbb{C}^{N_r} \) and under-sampled measurements \( z \in \mathbb{C}^{N_m} \) can be expressed as

\[
    z = \Phi F r = \Phi F (s + \xi), \tag{4}
\]

where \( \Phi_{N_m \times N_r} \) is the complex-valued sensing matrix. From Eq. (4), the goal is to design the sensing matrix and the corresponding reconstruction algorithm so that the clean spectrum \( F s \) can be recovered from the under-sampled measurements \( z \) by the reconstructed spectrum \( F \hat{s} \). It is noteworthy that once a high quality reconstructed spectrum is available, a simple energy detector can be employed to trivially identify the unused frequency bands. Moreover, the reconstructed spectrum with high quality can enable more complex spectrum sharing design in different coexistence models of heterogeneous communication systems [8], [9]. Hence, the motivation is to develop spectrum reconstruction methods.

III. THE DEVELOPMENT OF CRNet

We propose a compression and reconstruction network (CRNet) for efficient spectrum sensing application in THz communications. There are two features of the CRNet. First, conventional SS algorithms, including existing DL-based SS solutions, essentially employ randomly selected (i.e., unstructured) sensing matrix to perform compression to get under-sampled measurements, implying there is no special design of the sensing matrix. As an alternative, CRNet firstly introduces the joint design of compression and reconstruction by developing a structured sensing matrix and corresponding reconstruction algorithm in an end-to-end learning manner, offering a superior performance compared to existing SS algorithms. Secondly, compared to GAN-based SS algorithms, the training overhead of CRNet is reduced significantly. To be more specific, the under-sampled measurements obtained from the structured sensing matrix are more informative compared to that from unstructured sensing matrix, and the reconstruction can be finished by a low complexity convolutional neural network (CNN) based-model to get a promising reconstruction result. The next section details the CRNet in terms of model architecture, loss function, and training specifics.

A. Model Architecture

As shown in Fig. 2 there are three modules in CRNet, compression, coarse reconstruction, and fine reconstruction modules. The compression module is a specially-designed one-layer CNN to produce under-sampled measurements by making the trainable weights in the compression module act as the content of sensing matrix, being expressed as:

\[
    z_{DL} = \Phi_{DL} F r, \tag{5}
\]

where \( F r \in \mathbb{C}^{N_r} \) is the original spectrum, \( \Phi_{DL} \in \mathbb{C}^{N_m \times N_r} \) is the sensing matrix designed by the compression module, and \( z_{DL} \in \mathbb{C}^{N_m} \) is the under-sampled measurements from the designed sensing matrix. Given an original spectrum \( F r \), in order to feed it into DL-based model, the input of the compression module \( F r \) is presented as a real vector with the size of \( N_s \times 2 \), containing the real part and imaginary part of the original complex vector. After the operation of the compression module, the output \( z_{DL} \) is a real vector with the size of \( N_m \times 2 \), standing for the real part and the imaginary part of the under-sampled measurements. To be more specific, a 1-dimension (1D) CNN layer is constructed with \( N_m \) filters in the compression module. In each filter, the trainable weight will be created as a vector with the size of \( N_s \times 2 \), and then inner product operation between the input and the trainable weight will be conducted on the real part and imaginary part separately to obtain the computed result with the size of \( 1 \times 2 \) representing the real part and imaginary part. This operation reflects the matrix operation between each row of the sensing matrix \( \Phi_{DL} \) and the input \( F r \). As there are \( N_m \) filters in this CNN layer, where the size of the output matches Eq. (5) to get the compressed measurements \( z_{DL} \) for the following reconstructions. It is noteworthy that although in the compression module, the computation is performed on the real part and imaginary part separately, the operation is exactly equivalent to the inner product on complex vector as shown in Eq. (5). Moreover, note that there is no activation function in this 1D CNN layer to ensure the whole compression module as a linear operation. Finally, once the training of the compression module is finished, the trainable weights in each filter (i.e., each row of the sensing matrix) can be represented as a pseudo-random (PN) sequence as shown in [14]. By mixing the received signal with \( N_m \) PN sequences (as there are \( N_m \) rows in the sensing matrix \( \Phi_{DL} \)) and passing through a low-pass filter, the compressed measurements \( z_{DL} \) can be obtained. For a real scenario, there are no implementation issues to employ the practical CRNet DL-based spectrum reconstruction algorithm.

After CRNet obtains the compressed measurements \( z_{DL} \), the coarse reconstruction module aims to provide an initial reconstruction for the following refinements. To do so, another
1D CNN layer is employed, which has \( N_s \) filters with the size of \( N_m \times 2 \). After the CNN layer, batch normalization (BN) and parameter-Relu (PReLU) are employed to accelerate convergence and provide non-linearity, respectively. By doing so, an initial reconstruction with the size of \( N_s \times 2 \), which is the same as the original spectrum, is obtained for the following fine reconstruction module. As for the architecture of the fine reconstruction module, the ResNet-structure gradually refines the initial reconstruction result. To be more specific, the spectrum reconstruction problem is treated as a special image reconstruction problem and employs computer vision techniques to perform meticulous reconstruction. There are two main advantages to introduce ResNet-structure into the proposed spectrum reconstruction algorithm. To explain, a typical DL model with ResNet-structure usually contains several residual blocks, which is built by several CNN layers. Instead of asking a DL model to provide a reconstruction result with high quality from scratch, the ResNet-structure lets a residual block refine the current reconstruction result based on the knowledge from previous residual blocks. As a result, all the residual blocks can coordinate with each other to synergistically produce a final reconstruction result. Another advantage of ResNet-structure is that a DL model with ResNet-structure is more unlikely to suffer from the over-fitting as the special skip-connection mechanism lets the DL model control the number of efficient weightings. For the exact architecture of the fine reconstruction module, in each residual block, three 1D CNN layers with number of filters 64, 32, and 2, respectively, are built to refine the initial spectrum reconstruction. Behind each layer, BN and PReLU are also employed as the setting in the initial reconstruction module. In this paper, the CRNet comprises six residual blocks to perform fine-scale reconstruction as experiments with higher numbers confirm that the CRNet model outperforms existing DL models with significantly lower trainable parameters. Secondly, the CRNet fine reconstruction module aims to capture the occupied spectrum to perform fine-scale reconstruction. As the domain knowledge suggests that the occupied spectrum may appear everywhere of the whole spectrum, the convolution operation introduced by CNN can be used to captured the pattern of occupied spectrum regardless the location and number of the occupied spectrum to perform fine-scale reconstruction.

### B. Loss function

An end-to-end learning is employed to jointly update all the trainable parameters in CRNet. As a result, the whole compression and reconstruction process can be designed simultaneously to achieve better performance. Let \( \Theta_{CR} \) stand for the trainable weight in the coarse estimator and \( \Theta_{FR} \) represent the trainable weight in the fine estimator and \( f(x; \Theta_{CR}, \Theta_{FR}) \) is the nonlinear transformation with \( \Theta_{CR} \) and \( \Theta_{FR} \). The Mean-square-error (MSE) loss function is set for the model updating, that is

\[
\text{Loss} = || \Phi_{DL} \Phi_{FR} ( \Phi_{DL} \Phi_{FR} ( \Phi_{DL} \Phi_{FR} ( x; \Theta_{CR}, \Theta_{FR} ))) ||^2. \quad (6)
\]

Note that during each training cycle, \( \Phi_{DL}, \Theta_{CR}, \) and \( \Theta_{FR} \) will be updated jointly via the back-propagation process to gradually minimize the training loss until convergence, generating optimal structured sensing matrix and trainable weights. Finally, as for the training specifics of the scenario in this paper, the Adam optimizer minimizes the aforementioned loss function. The initial learning rate is set as 0.0005 and the number of epochs is set as 20. The mini-batch mechanism is employed with batch size as 128 to facilitate fast convergence.

### IV. Simulation results

#### A. Data set preparation

We follow the system model to generate spectrum samples in THz communications for DL-based algorithms training. To be more specific, we set \( f_s \) and \( f_b \) as 0.1THz and 0.64THz to employ the commonly used transmission window in THz communications. \( N_s = 256 \) subcarriers are equally spaced within the transmission window. Moreover, we assume that...
there are 8 existing users, who all chose a random, non-overlapping group of 5 subcarriers to transmit on, with at least 1 subcarrier of guard on either side. Each user ranges 1 − 10 meters from the BS. As for the configuration of the considered communication system, \( N_t = N_r = 1 \) and \( G_t = G_r = 30 \) dBi for comparable analysis in [16]. To implement the GAN-based algorithm, we generated the sensing matrix by randomly selecting rows from the inverse DFT matrix to generate under-sampled measurements. As for the CRNet, the original spectrum is considered as input and the under-sampled measurements can be obtained after compression module. Note that all the inputs and labels of the CRNet and GAN-based algorithm are normalized as \([1,0]\) to prevent computational issues. The number of training, validation, and testing sets are 50000, 10000, and 10000 respectively. All the results reported in this paper are the average result over the testing set.

**B. Performance metrics**

Three performance metrics: mean-square-error (MSE), cosine similarity, and structure similarity (SSIM), are provided to report the achieved performance of the different algorithms. To explain, although MSE can be used to evaluate the reconstruction quality, it cannot reflect the structure similarity between the original spectrum and the reconstructed one. As a result, two additional similarity metrics, cosine similarity and SSIM, evaluate the different algorithms in terms of reconstruction quality. Given a reconstructed spectrum \( \hat{F}_s \in \mathbb{C}^{N_s} \) and the corresponding original spectrum \( F_s \in \mathbb{C}^{N_s} \), the MSE performance metric can be expressed as

\[
MSE = ||F_s - \hat{F}_s||^2,
\]

the cosine similarity \( \rho \) can be evaluated as

\[
\rho = \frac{< F_s, \hat{F}_s >}{||F_s|| ||\hat{F}_s||},
\]

and the SSIM \( \eta \) can be computed as

\[
\eta = \left( \frac{2\mu_{F_s}\mu_{\hat{F}_s} + c_1}{\mu^2_{F_s} + \mu^2_{\hat{F}_s} + c_1} \right) \left( \frac{2\sigma_{F_s}\sigma_{\hat{F}_s} + c_2}{\sigma^2_{F_s} + \sigma^2_{\hat{F}_s} + c_2} \right),
\]

where \( \mu \) is the mean value, \( \sigma \) represents the variance, and \( c \) is the default constant to stabilize the division. Note that as for the SSIM metric, we compute the SSIM value of real part and imaginary part of spectrum separately and present the average value among those two channels as SSIM only supports the computation of single-channel real vectors.

**C. Performance of CRNet in different SNR**

Table I presents the achieved performance of the different algorithms for various signal-to-noise ratios (SNR). As shown in Table I, although considering THz channel effect increases the difficulty of performing successful spectrum reconstruction, the CRNet significantly outperforms the GAN-based algorithm. The results demonstrate the advantage of the joint optimization between compression and reconstruction from the CRNet towards the DL model architecture design. The gap between the achieved performance of two algorithms becomes more compelling with higher SNR.

**D. Performance of CRNet in different compression rate**

Table II presents the achieved performance of different algorithms in different compression rates. One can notice that the reconstruction quality of GAN-based algorithm degenerates with the smaller compression rate. As an alternative, CRNet shows robustness in different compression rates as the credit of the structured sensing matrix design utilizing fewer under-sampled measurements to perform successful spectrum reconstruction.

**E. Illustration of spectrum reconstruction quality of different algorithms**

Finally, Fig. 3 illustrates some CRNet and GAN-based reconstruction results from testing samples. Obviously, even in the lower compression rate scenario, CRNet can still offer reconstruction result with high quality due to the joint optimization of compression and reconstruction. On the other hand, the GAN-based algorithm fails to perform valid reconstruction as it struggles to learn the pattern of signal with THz channel effect. It is also noteworthy that the number of trainable weights of GAN-based algorithm is 559,587 (the sum of generator and discriminator) and that is 246,499 in the proposed CRNet DL-based algorithm. In other words, the training overhead is reduced by about 56% when the superior performances in the above simulations are reported.

**V. CONCLUSION**

This paper proposes the CRNet for enhanced spectrum management for THz communications. From the literature review, this work is the first to consider the channel effect, especially THz channel properties, to truly evaluate the achieved performance.
performance of different spectral sensing algorithms. CRNet efficiently and effectively performs joint design of compression and reconstruction in an end-to-end learning manner. Simulation results reveal that CRNet outperforms existing algorithms and can provide a realistic reconstruction result as the structured sensing matrix design and corresponding reconstruction module design. To be more specific, CRNet can offer superior performance with only 44% training overhead as compared to existing DL-based solutions. It is noteworthy that CRNet assumes that blind spectrum reconstruction is performed in this paper, which means we can only obtain information from the under-sampled measurements. In our future work, we aim to future consider the case when some of the additional information (e.g., user locations, channel statistics) are provided to further improve the spectrum reconstruction.
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