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Abstract

In this paper, we consider stochastic Runge-Kutta methods for stochastic Hamiltonian partial differential equations and present some sufficient conditions for multi-symplecticity of stochastic Runge-Kutta methods of stochastic Hamiltonian partial differential equations. Particularly, we apply these ideas to stochastic Maxwell equations with multiplicative noise, possessing the stochastic multi-symplectic conservation law and energy conservation law. Theoretical analysis shows that the methods can preserve both the discrete stochastic multi-symplectic conservation law and discrete energy conservation law almost surely.
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1. Introduction

Consider the following stochastic partial differential equations (SPDEs) in the sense of Stratonovich

\[ Kdz + Ldz \, dt = \nabla_z S_1(z) \, dt + \nabla_z S_2(z) \circ dW(t), \quad z \in \mathbb{R}^n, \quad n \geq 2, \quad (1.1) \]

where \( K, L \) are skew-symmetric matrices, and \( S_1, S_2 \) are smooth functions of state variable \( z \). Let \( H = L^2(\mathbb{R}, \mathbb{R}) \) and let \((\Omega, \mathcal{F}, P)\) be a probability space with a normal filtration \( \{\mathcal{F}_t\}_{0 \leq t \leq T} \). Moreover, let \( W : [0, T] \times \Omega \to H \) be a standard \( Q \)-Wiener process with respect to \( \{\mathcal{F}_t\}_{0 \leq t \leq T} \), with a trace class operator \( Q : H \to H \).

The SPDEs are called the stochastic Hamiltonian PDEs (see [16]). Moreover, the stochastic Hamiltonian PDEs (1.1) possess the stochastic multi-symplectic conservation law (Theorem 2.2 in [16]) as follows

\[ d_t \omega(t, x) + \partial_x \kappa(t, x) \, dt = 0, \quad a.s., \quad (1.2) \]

where \( \omega(t, x) = \frac{1}{2} dz \wedge Kdz, \quad \kappa(t, x) = \frac{1}{2} dz \wedge Ldz \) are differential 2-forms associated with the two skew-symmetric matrices \( K \) and \( L \), respectively.

Many physical and engineering phenomena are modeled by stochastic Hamiltonian PDEs. The advantage of modeling using these so-called stochastic Hamiltonian PDEs is that stochastic Hamiltonian PDEs possess stochastic multi-symplectic geometric structure (1.2) and then are able to more fully capture the behavior of interesting phenomena. Therefore, it requires the corresponding numerical schemes could exactly preserve the discrete stochastic multi-symplectic structure, which are known as stochastic multi-symplectic schemes. In recent years, many researchers have studied different stochastic Hamiltonian PDEs and various stochastic multi-symplectic numerical schemes have been developed, analyzed
and tested, see, stochastic Maxwell equations \[6, 11, 13\]; stochastic nonlinear Schrödinger equation \[8, 9, 14, 16\]; stochastic Korteweg-de Vries equation \[15\].

In the well developed numerical analysis of deterministic ODEs, derivative free approximation methods are of particular interest. Especially Runge-Kutta (RK) methods are widely used. In the last decade, it has been widely recognized that the stochastic RK methods play an important role in numerically solving stochastic ODEs and popularly employed, see, e.g., \[1, 2, 12, 17, 19, 20, 22, 23, 24\] and the references therein. The symplectic condition of stochastic RK methods for stochastic Hamiltonian ODEs was obtained firstly in \[19\]. Furthermore, \[20\] derived the symplectic conditions of stochastic partitioned Runge-Kutta (PRK) methods. Recently, based on variational principle, \[7\] proposed a general class of stochastic symplectic RK methods in the temporal direction to the stochastic Schrödinger equation in the Stratonovich sense and showed that the methods preserve the charge conservation law. In particular, the authors present the mean-square convergence order of the semidiscrete scheme is 1 under appropriate assumptions.

For deterministic Hamiltonian PDEs, the multi-symplecticity of RK methods has been studied in \[10\]. To the best of our knowledge, there has been no work in the literature which studies the multi-symplectic RK methods for stochastic Hamiltonian PDEs (1.1). Motivated by \[7, 19, 20\], we consider the general case of stochastic Hamiltonian PDEs, investigate the multi-symplecticity of stochastic RK methods, and present some sufficient conditions for stochastic multi-symplectic RK methods in this paper. To this end, we main utilize the corresponding variation form of stochastic Hamiltonian PDEs and the chain rule of Stratonovich integral, then derive the multi-symplectic conditions by a tedious computation.
The rest of this paper is organized as follows. In Section 2, we apply stochastic RK methods to solve (1.1) and then present conditions for multi-symplecticity of stochastic RK methods. In particular, an one-stage stochastic multi-symplectic RK method is given. In Section 3, the multi-symplecticity of stochastic RK methods for the three-dimensional stochastic Maxwell equations with multiplicative noise is discussed. Concluding remarks are presented in Section 4.

2. Stochastic multi-symplectic RK methods

2.1. Stochastic multi-symplectic conditions

In this section, we give the conditions of multi-symplecticity of stochastic RK discretization for general stochastic Hamiltonian PDEs. In the sequel, we denote 

\[ Z_k^m \approx z(c_m h, d_k \tau), \quad Z_m^1 \approx z(c_m h, \tau), \quad Z_k^1 \approx z(h, d_k \tau), \quad c_m = \sum_{n=1}^{s} \tilde{a}_{mn}, \quad d_k = \sum_{j=1}^{r} a_{kj}. \]

To solve (1.1), we present a class of stochastic RK methods with \( r \)-stage in temporal direction and \( s \)-stage in spatial direction, respectively, namely

\[
Z_k^m = z_p^m + \tau \sum_{j=1}^{r} a_{kj} \delta_j^m Z_i^j, \quad \forall \ p = 0, 1, \ldots , P \tag{2.1a}
\]

\[
z_{m+1}^p = z_m^p + \tau \sum_{k=1}^{r} b_k \delta^s k Z_k^m, \quad \forall \ p = 0, 1, \ldots , P \tag{2.1b}
\]

\[
Z_m^k = z_i^k + h \sum_{n=1}^{s} \tilde{a}_{mn} \delta_x^n Z_n^k, \quad \forall \ i = 0, 1, \cdots , I \tag{2.1c}
\]

\[
z_{i+1}^k = z_i^k + h \sum_{m=1}^{s} \tilde{b}_m \delta_x^m Z_m^k, \quad \forall \ i = 0, 1, \cdots , I \tag{2.1d}
\]

\[
\tau K \delta_i^{m,k} Z_m^k + \tau L \delta_x^{n,k} Z_m^k = \tau \nabla_z S_1(Z_m^k) + \nabla_z S_2(Z_m^k) \Delta W_m^k, \tag{2.1e}
\]

where \( \tau, h \) are the stepsizes in time and spatial directions, respectively. \( \delta_i^{m,k} \) and \( \delta_x^{m,k} \) the discretizations of the partial derivatives \( \partial_t \) and \( \partial_x \), respectively. The in-
crement $\Delta W^k_m := W(t_{k+1}, x_m, \omega) - W(t_k, x_m, \omega)$ is given by

$$
\Delta W^k_m(\omega) := \sum_{j=1}^{\infty} \sqrt{\eta} e_j(x_m) \left( \beta_j(t_{k+1}, \omega) - \beta_j(t_k, \omega) \right)
$$

(2.2)

for all $\omega \in \Omega$. Here $e_j, j \in \mathbb{N}$ is an orthonormal basis of $H$ consisting of eigenfunctions of $Q$ such that $Q e_j = \eta_j e_j, j \in \mathbb{N}$ and $\beta_j, j \in \mathbb{N}$ are independent real-valued Brownian motions on the probability space $(\Omega, \mathscr{F}, P, \{\mathscr{F}_t\}_{0 \leq t \leq T})$.

In order not to complicate the notation, and for sake of brevity, we shall use the abbreviations, $\delta_t$ denotes $\delta_m^k, \delta_x$ denotes $\delta_m^k, \delta_x$ denotes $\delta_m^k$ and so on.

**Definition 2.1.** A numerical method with the approximating solution $z_m^k$ for (1.1) is said to be stochastic multi-symplectic if it satisfies

$$
\tau \delta_t \omega^k_m + h \delta_x \kappa^k_m = 0, \text{ a.s.,}
$$

(2.3)

where $\omega^k_m = \frac{1}{2} d_m^k \wedge K d_m^k, \kappa^k_m = \frac{1}{2} d_m^k \wedge L d_m^k$.

As follows we state the main theorem of this paper.

**Theorem 2.1.** Assume that the coefficients $a_{kj}, \tilde{a}_{mn}, b_k, \tilde{b}_m$ of (2.1) satisfy the relations

$$
b_k b_j - b_k a_{kj} - b_j a_{jk} = 0 \quad \text{and} \quad \tilde{b}_m \tilde{b}_n - \tilde{b}_m \tilde{a}_{mn} - \tilde{b}_n \tilde{a}_{nm} = 0,
$$

(2.4)

for all $k, j = 1, \ldots, r$ and $n, m = 1, \ldots, s$, then the stochastic RK methods (2.1) is stochastic multi-symplectic with the discrete stochastic multi-symplectic conservation law almost surely

$$
\frac{\omega^{p+1} - \omega^p}{\tau} + \frac{\kappa_{i+1} - \kappa_i}{h} = 0, \quad \forall \ p = 0, 1, \ldots, P; \ i = 0, 1, \ldots, I,
$$

(2.5)

where

$$
\omega^p = \frac{1}{2} \sum_{m=1}^{s} \tilde{b}_m d_m^p \wedge K d_m^p, \quad \kappa_i = \frac{1}{2} \sum_{k=1}^{r} b_k d_i^k \wedge L d_i^k.
$$
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PROOF. Differentiating (2.1a) and (2.1b), it holds

\[ dZ_m^k = dz_m^p + \tau \sum_{j=1}^{r} a_{kj} d(\delta Z_m^j), \]  

(2.6a)

\[ dz_m^{p+1} = dz_m^p + \tau \sum_{k=1}^{r} b_k d(\delta Z_m^k). \]  

(2.6b)

Then we have

\[
\begin{align*}
\text{Then we have}
\quad dZ_m^k = & \quad dz_m^p + \tau \sum_{k=1}^{r} b_k d(\delta Z_m^k)
\quad & \quad \text{and}
\quad dZ_m^j = & \quad dz_m^p + \tau \sum_{j=1}^{r} a_{kj} d(\delta Z_m^j).
\end{align*}
\]

\[ dz_m^{p+1} \wedge K dz_m^{p+1} = \left( dz_m^p + \tau \sum_{k=1}^{r} b_k d(\delta Z_m^k) \right) \wedge K \left( dz_m^p + \tau \sum_{k=1}^{r} b_k d(\delta Z_m^k) \right) \]

\[ = dz_m^p \wedge K dz_m^p + \tau \sum_{k=1}^{r} b_k \left( dz_m^p \wedge K d(\delta Z_m^k) + d(\delta Z_m^k) \wedge K dz_m^p \right) \]

\[ + \tau^2 \sum_{k=1}^{r} \sum_{j=1}^{r} b_k b_j \left( d(\delta Z_m^k) \wedge K d(\delta Z_m^j) \right). \]

(2.7)

Substituting (2.6a) into the second term of the right-side of the equation (2.7), it yields

\[
\begin{align*}
\text{Substituting (2.6a) into the second term of the right-side of the equation (2.7), it yields}
\quad dZ_m^k = & \quad dz_m^p + \tau \sum_{k=1}^{r} b_k d(\delta Z_m^k)
\quad & \quad \text{and}
\quad dZ_m^j = & \quad dz_m^p + \tau \sum_{j=1}^{r} a_{kj} d(\delta Z_m^j).
\end{align*}
\]

\[ dz_m^{p+1} \wedge K dz_m^{p+1} = dz_m^p \wedge K dz_m^p + \tau \sum_{k=1}^{r} b_k \left( dz_m^p \wedge K d(\delta Z_m^k) + d(\delta Z_m^k) \wedge K dz_m^p \right) \]

\[ + \tau^2 \sum_{k=1}^{r} \sum_{j=1}^{r} b_k b_j \left( d(\delta Z_m^k) \wedge K d(\delta Z_m^j) \right). \]

(2.8)

Using (2.4) and the skew-symmetry of matrix \( K \), we have

\[
\begin{align*}
\text{Using (2.4) and the skew-symmetry of matrix \( K \), we have}
\quad dZ_m^k = & \quad dz_m^p + \tau \sum_{k=1}^{r} b_k \left( dz_m^p \wedge K d(\delta Z_m^k) + d(\delta Z_m^k) \wedge K dz_m^p \right) \]
\[ + \tau \sum_{k=1}^{r} b_k dZ_m^k \wedge K d(\delta Z_m^k). \]
\]

(2.8)
Similarly, it can obtain

\begin{align}
\text{d}z_i^{k+1} \wedge L \text{d}z_i^k &= \text{d}z_i^k \wedge L \text{d}z_i^k \\
&+ h \sum_{m=1}^s \bar{b}_m \left( \text{d}Z_m^k \wedge L \delta_t Z_m^k + \text{d}(\delta_x Z_m^k) \wedge L \text{d}Z_m^k \right) \\
&= \text{d}z_i^k \wedge L \text{d}z_i^k + 2h \sum_{m=1}^s \bar{b}_m \text{d}Z_m^k \wedge L \delta_x Z_m^k.
\end{align}

(2.9)

Multiplying both sides of (2.8) and (2.9) with \( \frac{1}{2} h \bar{b}_m, \frac{1}{2} \tau \bar{b}_k \), summing over all spatial grid points \( m \) and temporal grid points \( k \), respectively, and adding them together, we have

\begin{align}
\frac{h}{2} \sum_{m=1}^s \bar{b}_m \text{d}z_m^{p+1} \wedge K \text{d}z_m^p + \frac{\tau}{2} \sum_{k=1}^r \bar{b}_k \text{d}z_i^k \wedge L \text{d}z_i^k \\
= \frac{h}{2} \sum_{m=1}^s \bar{b}_m \text{d}z_m^{p+1} \wedge K \text{d}z_m^p + \frac{\tau}{2} \sum_{k=1}^r \bar{b}_k \text{d}z_i^k \wedge L \text{d}z_i^k \\
+ \tau h \sum_{m=1}^s \sum_{k=1}^r \bar{b}_k \bar{b}_m \left( \text{d}Z_m^k \wedge K \delta_t Z_m^k + \text{d}Z_m^k \wedge L \delta_x Z_m^k \right).
\end{align}

(2.10)

Noticing that, if we take the differential in the phase space on both sides of (2.1e), we can deduce that

\[ K \text{d}(\delta_t Z_m^k) + L \text{d}(\delta_x Z_m^k) = D_{zz} S_1 (Z_m^k) \text{d}Z_m^k + D_{zz} S_2 (Z_m^k) \text{d}Z_m^k \frac{\Delta W_m^k}{\tau} \]

then we use \( \text{d}Z_m^k \) to perform wedge product with the above equation, it yields

\begin{align}
\text{d}Z_m^k \wedge K \delta_t Z_m^k + \text{d}Z_m^k \wedge L \delta_x Z_m^k = 0,
\end{align}

(2.11)

where the equality is due to the symmetry of \( D_{zz} S_1 (Z_m^k) \) and \( D_{zz} S_2 (Z_m^k) \). Combining (2.10) and (2.11), we get the stochastic multi-symplectic conservation law (2.5).
2.2. One-stage stochastic multi-symplectic RK method

In this subsection, we use the stochastic multi-symplectic conditions (2.4) to construct an one-stage stochastic multi-symplectic RK method. Consider one-stage stochastic multi-symplectic RK methods in the following form

\[
\begin{array}{c|c}
 a & \tilde{a} \\
 b & \tilde{b} \\
\end{array}
\]

Using the stochastic multi-symplectic conditions (2.4), the following results hold:

\[
b = 2a, \quad \tilde{b} = 2\tilde{a}.
\]

(2.12)

In particular, choosing \( b = \tilde{b} = 1 \), we get the scheme as

\[
\begin{array}{c|c}
 1/2 & 1/2 \\
 1 & 1 \\
\end{array}
\]

more precisely,

\[
\begin{align*}
K \left( \frac{z_{i+\frac{1}{2}}^{p+1} - z_{i+\frac{1}{2}}^p}{\frac{\tau}{2}} \right) + L \left( \frac{z_{i+\frac{1}{2}}^{p+\frac{1}{2}} - z_i^{p+\frac{1}{2}}}{h} \right) &= \nabla_z S_1 (z_{i+\frac{1}{2}}^{p+\frac{1}{2}}) + \nabla_z S_2 (z_{i+\frac{1}{2}}^{p+\frac{1}{2}}) \frac{\Delta W_{i+\frac{1}{2}}^{p+\frac{1}{2}}}{\tau},
\end{align*}
\]

(2.13)

which is equivalent to implicit midpoint scheme in [16].

3. Application of stochastic multi-symplectic RK methods

In this section, we apply the stochastic RK methods (2.1) to the stochastic Maxwell equations with multiplicative noise in statistical radiophysics [21]. We obtain the sufficient conditions for multi-symplecticity of stochastic RK methods. Moreover, we derive the discrete energy conservation law under stochastic multi-symplectic RK methods.
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Considering the following stochastic Maxwell equations with multiplicative noise in Stratonovich sense \([13, 18, 21]\)

\[
dE(x,t) = A_M E(x,t) dt + B(E)(x,t) \circ dW(t), \quad x \in D, \ t > 0
\]

\[
\mathcal{E}_0(x) = \xi, \ x \in D
\]

in \(L^2(D)^6 = L^2(D)^3 \times L^2(D)^3\), \(D \subset \mathbb{R}^3\) driven by a standard \(Q\)-Wiener process \(W(t)\) and the perfect conductor boundary condition \(n \times E = 0\) on \(\partial D\). Let \(E = (H^T, E^T)^T, H = (H_1, H_2, H_3)\) and \(E = (E_1, E_2, E_3)\), then the Maxwell operator is given by

\[
A_M \begin{pmatrix} H \\ E \end{pmatrix} = \begin{pmatrix} 0 & -\nabla \times \\ \nabla \times & 0 \end{pmatrix} \begin{pmatrix} H \\ E \end{pmatrix},
\]

and

\[
B(E) = \begin{pmatrix} 0 & \lambda \\ -\lambda & 0 \end{pmatrix} \begin{pmatrix} H \\ E \end{pmatrix}.
\]

In \([13]\), the authors show that stochastic Maxwell equations can be written

\[
K d\mathcal{E} + L_1 \mathcal{E}_x dt + L_2 \mathcal{E}_y dt + L_3 \mathcal{E}_z dt = \nabla S(\mathcal{E}) \circ dW(t), \quad (3.2)
\]

with

\[
S(\mathcal{E}) = \frac{\lambda}{2} (|E_1|^2 + |E_2|^2 + |E_3|^2 + |H_1|^2 + |H_2|^2 + |H_3|^2)
\]

(3.3)

and

\[
K = \begin{pmatrix} 0 & -I_{3 \times 3} \\ I_{3 \times 3} & 0 \end{pmatrix}, \quad L_i = \begin{pmatrix} \mathcal{D}_i & 0 \\ 0 & \mathcal{D}_i \end{pmatrix}, \quad i = 1, 2, 3.
\]
The sub-matrix $I_{3 \times 3}$ is a $3 \times 3$ identity matrix and

$$
\mathcal{D}_1 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix}, \quad \mathcal{D}_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}, \quad \mathcal{D}_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
$$

Now we investigate the stochastic multi-symplecticity of RK methods for the equations (3.1). The stochastic RK method (2.1) applied to the equation (3.1) is

$$
\Upsilon_{mplk} = \mathcal{E}_{mpl}^\rho + \tau \sum_{j=1}^{r} a_{kj} \delta_i \Upsilon_{mplj}, \quad \forall \rho = 0, 1, \cdots, N \tag{3.4a}
$$

$$
\mathcal{E}_{mpl}^{\rho + 1} = \mathcal{E}_{mpl}^\rho + \tau \sum_{k=1}^{r} b_k \delta_i \Upsilon_{mplk}, \quad \forall \rho = 0, 1, \cdots, N \tag{3.4b}
$$

$$
\Upsilon_{mplk} = \mathcal{E}_{i_1 pl}^k + \Delta x \sum_{n=1}^{s} \tilde{a}_{mn} \delta_i \Upsilon_{nplk}, \quad \forall i_1 = 0, 1, \cdots, I_1 \tag{3.4c}
$$

$$
\mathcal{E}_{i(i+1)pl}^k = \mathcal{E}_{i_1 pl}^k + \Delta x \sum_{n=1}^{s} \tilde{b}_{m} \delta_i \Upsilon_{mplk}, \quad \forall i_1 = 0, 1, \cdots, I_1 \tag{3.4d}
$$

$$
\Upsilon_{mplk} = \mathcal{E}_{m_{i2} l}^k + \Delta y \sum_{q=1}^{1} \tilde{a}_{pq} \delta_y \Upsilon_{mplk}, \quad \forall i_2 = 0, 1, \cdots, I_2 \tag{3.4e}
$$

$$
\mathcal{E}_{m(i_2+1)l}^k = \mathcal{E}_{m_{i2} l}^k + \Delta y \sum_{p=1}^{1} \tilde{b}_{p} \delta_y \Upsilon_{mplk}, \quad \forall i_2 = 0, 1, \cdots, I_2 \tag{3.4f}
$$

$$
\Upsilon_{mplk} = \mathcal{E}_{m_{i3} v}^k + \Delta z \sum_{v=1}^{1} \tilde{a}_{lv} \delta_z \Upsilon_{mplk}, \quad \forall i_3 = 0, 1, \cdots, I_3 \tag{3.4g}
$$

$$
\mathcal{E}_{mp(i_3+1)}^k = \mathcal{E}_{m_{i3} v}^k + \Delta z \sum_{u=1}^{1} \tilde{b}_{u} \delta_z \Upsilon_{mplk}, \quad \forall i_3 = 0, 1, \cdots, I_3 \tag{3.4h}
$$

$$
\tau K \delta_i \Upsilon_{mplk} + \tau \sum_{i=1}^{3} L_i \delta_i \Upsilon_{mplk} = \nabla S(\Upsilon_{mplk}) W_m^k. \tag{3.4i}
$$

**Theorem 3.1.** Assume that the coefficients $a_{kj}, \tilde{a}_{mn}, \tilde{a}_{pq}, \tilde{a}_{lv}, b_k, \tilde{b}_m, \tilde{b}_p, \tilde{b}_u$ of (3.4)
satisfy the relations

\[ b_k b_j - b_k a_{kj} - b_j a_{jk} = 0, \quad \overline{\overline{b}}_p \overline{\overline{b}}_q - \overline{\overline{b}}_p \overline{a}_{pq} - \overline{\overline{b}}_q \overline{a}_{qp} = 0 \]

(3.5)

for all \( k, j = 1, \ldots, r, n, m = 1, \ldots, s, p, q = 1, \ldots, t \) and \( l, v = 1, \ldots, \sigma \), then the stochastic RK methods (3.4) are stochastic multi-symplectic with the discrete stochastic multi-symplectic conservation law

\[
\frac{\omega^{\rho+1} - \omega^{\rho}}{\tau} + \frac{\kappa_{i+1}^{(1)} - \kappa_{i}^{(1)}}{\Delta x} + \frac{\kappa_{j+1}^{(2)} - \kappa_{j}^{(2)}}{\Delta y} + \frac{\kappa_{k+1}^{(3)} - \kappa_{k}^{(3)}}{\Delta z} = 0, \ a.s., \tag{3.6}
\]

where

\[
\omega^{\rho} = \frac{1}{2} \sum_{m=1}^{s} \sum_{p=1}^{i} \sum_{q=1}^{1} \overline{\overline{b}}_m \overline{\overline{b}}_p \overline{\overline{b}}_q \overline{d}_{mpl}^\rho \wedge K d_{mpl}^\rho, \quad \rho = 0, 1, \ldots, N,
\]

\[
\kappa_{i_1}^{(1)} = \frac{1}{2} \sum_{k=1}^{r} \sum_{p=1}^{1} \sum_{q=1}^{1} b_k \overline{\overline{b}}_p \overline{\overline{b}}_q \overline{d}_{i_1 pl}^k \wedge L_1 d_{i_1 pl}^k, \quad i_1 = 0, 1, \ldots, I_1,
\]

\[
\kappa_{i_2}^{(2)} = \frac{1}{2} \sum_{k=1}^{r} \sum_{m=1}^{s} \sum_{l=1}^{1} b_k \overline{\overline{b}}_m \overline{\overline{b}}_l \overline{d}_{mi_2 l}^k \wedge L_2 d_{mi_2 l}^k, \quad i_2 = 0, 1, \ldots, I_2,
\]

\[
\kappa_{i_3}^{(3)} = \frac{1}{2} \sum_{k=1}^{r} \sum_{m=1}^{s} \sum_{p=1}^{i} b_k \overline{\overline{b}}_m \overline{\overline{b}}_p \overline{d}_{mpi_3}^k \wedge L_3 d_{mpi_3}^k, \quad i_3 = 0, 1, \ldots, I_3.
\]

**PROOF.** The proof is analogous to that of the Theorem 2.4, so we ignore it here.

For stochastic Maxwell equations (3.1), [13] presents that the energy is invariant, i.e.,

\[ I(t) := \int_D (|E(x,y,z,t)|^2 + |H(x,y,z,t)|^2) dxdydz = \text{Constant}, \ a.s. \]

In the context of our methods, it is interesting to see whether this energy functional \( I(t) \) remain invariant, thus describing the persistence of integrability of the fully discrete scheme. The result is stated in the following theorem.
Theorem 3.2. Under the periodic boundary condition and the conditions (3.5), the stochastic Runge-Kutta methods (3.4) have the following discrete energy conservation law, that is, for all $\rho = 0, 1, \ldots, N$

$$
\sum_{i_1} \sum_{i_2} \sum_{i_3} \sum_{m=1}^{s} \sum_{p=0}^{1} \sum_{l=1}^{s} \hat{\sum}_{b_{m} \hat{b}_{p} \hat{b}_{l}} \left( |E_{mpl,i_1,i_2,i_3}^\rho + H_{mpl,i_1,i_2,i_3}^\rho|^2 \right) \\
= \sum_{i_1} \sum_{i_2} \sum_{i_3} \sum_{m=1}^{s} \sum_{p=0}^{1} \sum_{l=1}^{s} \hat{\sum}_{b_{m} \hat{b}_{p} \hat{b}_{l}} \left( |E_{mpl,i_1,i_2,i_3}^\rho| + |H_{mpl,i_1,i_2,i_3}^\rho|^2 \right), \text{ a.s.}
$$

(3.7)

PROOF. Define energy functional $\zeta(\mathcal{E}) = \mathcal{E}^T \mathcal{E}$, we have

$$
\zeta(\mathcal{E}_{mpl}^{\rho+1}) - \zeta(\mathcal{E}_{mpl}^\rho) = \left( \mathcal{E}_{mpl}^{\rho+1} \right)^T \mathcal{E}_{mpl}^{\rho+1} - \left( \mathcal{E}_{mpl}^\rho \right)^T \mathcal{E}_{mpl}^\rho \\
= \left( \mathcal{E}_{mpl}^\rho \right)^T \left( \mathcal{E}_{mpl}^{\rho+1} - \mathcal{E}_{mpl}^\rho \right) + \left( \mathcal{E}_{mpl}^{\rho+1} - \mathcal{E}_{mpl}^\rho \right)^T \mathcal{E}_{mpl}^\rho.
$$

It follows from (3.4a) and (3.4b) that

$$
\zeta(\mathcal{E}_{mpl}^{\rho+1}) - \zeta(\mathcal{E}_{mpl}^\rho) = \tau \left( \mathcal{E}_{mpl}^{\rho+1} \right)^T \sum_{k=1}^{r} b_k \delta Y_{mplk}^\rho + \tau \sum_{k=1}^{r} b_k \left( \delta Y_{mplk}^\rho \right)^T \mathcal{E}_{mpl}^{\rho} \\
= \tau \left( \mathcal{E}_{mpl}^\rho + \tau \sum_{k=1}^{r} b_k \delta Y_{mplk}^\rho \right)^T \sum_{k=1}^{r} b_k \delta Y_{mplk}^\rho + \tau \sum_{k=1}^{r} b_k \left( \delta Y_{mplk}^\rho \right)^T \mathcal{E}_{mpl}^{\rho} \\
= \tau \sum_{k=1}^{r} b_k \left( \left( \mathcal{E}_{mpl}^{\rho+1} \right)^T \delta Y_{mplk}^\rho + \left( \delta Y_{mplk}^\rho \right)^T \mathcal{E}_{mpl}^{\rho} \right) + \tau^2 \sum_{k=1}^{r} \sum_{j=1}^{r} b_k b_j \left( \delta Y_{mplk}^\rho \right)^T \left( \delta Y_{mplj}^\rho \right) \\
= \tau \sum_{k=1}^{r} b_k \left( \left( Y_{mplk} - \tau \sum_{j=1}^{r} a_{k_j} \delta Y_{mplj}^\rho \right)^T \delta Y_{mplk}^\rho + \left( \delta Y_{mplk}^\rho \right)^T \left( Y_{mplk} - \tau \sum_{j=1}^{r} a_{k_j} \delta Y_{mplj}^\rho \right) \right) \\
+ \tau^2 \sum_{k=1}^{r} \sum_{j=1}^{r} b_k b_j \left( \delta Y_{mplk}^\rho \right)^T \left( \delta Y_{mplj}^\rho \right) \\
= 2 \tau \sum_{k=1}^{r} b_k \left( Y_{mplk}^T \delta Y_{mplk}^\rho \right) + \tau^2 \sum_{k=1}^{r} \sum_{j=1}^{r} \left( b_k b_j - b_k a_{k_j} - b_j a_{j_k} \right) \left( \delta Y_{mplk}^\rho \right)^T \left( \delta Y_{mplj}^\rho \right) \\
= 2 \tau \sum_{k=1}^{r} b_k \left( Y_{mplk}^T \delta Y_{mplk}^\rho \right),
$$
where the last equality is due to (3.5).

Denote $\Lambda_i := K^{-1}L_i$, $i = 1, 2, 3$ and define $\alpha_i(\xi) = \xi^T \Lambda_i \xi$, we can obtain

$$\alpha_1(\xi^p_{(i+1)pl}) - \alpha_1(\xi^p_{ipl}) = (\xi^p_{(i+1)pl})^T \Lambda_1 (\xi^p_{(i+1)pl}) - (\xi^p_{ipl})^T \Lambda_1 (\xi^p_{ipl}) = (\xi^p_{(i+1)pl})^T \Lambda_1 (\xi^p_{(i+1)pl} - \xi^p_{ipl}) + (\xi^p_{(i+1)pl} - \xi^p_{ipl})^T \Lambda_1 (\xi^p_{ipl})$$

It follows from (3.4c) and (3.4d) that

$$\alpha_1(\xi^p_{(i+1)pl}) - \alpha_1(\xi^p_{ipl}) = \Delta x \left( \xi^p_{(i+1)pl} \right)^T \Lambda_1 \sum_{m=1}^{s} \tilde{b}_m \delta_x \gamma_{mplk} + \Delta x \sum_{m=1}^{s} \tilde{b}_m \left( \delta_x \gamma_{mplk} \right)^T \Lambda_1 \xi^p_{ipl}$$

$$= \Delta x \left( \xi^p_{ipl} + \Delta x \sum_{m=1}^{s} \tilde{b}_m \delta_x \gamma_{mplk} \right)^T \Lambda_1 \sum_{m=1}^{s} \tilde{b}_m \delta_x \gamma_{mplk} + \Delta x \sum_{m=1}^{s} \tilde{b}_m \left( \delta_x \gamma_{mplk} \right)^T \Lambda_1 \xi^p_{ipl}$$

$$= \Delta x \sum_{m=1}^{s} \tilde{b}_m \left( \left( \left( \xi^p_{ipl} \right)^T \Lambda_1 \delta_x \gamma_{mplk} + \left( \delta_x \gamma_{mplk} \right)^T \Lambda_1 \xi^p_{ipl} \right) + \Delta x^2 \sum_{m=1}^{s} \sum_{n=1}^{s} \tilde{b}_m \tilde{b}_n \left( \delta_x \gamma_{mplk} \right)^T \Lambda_1 \delta_x \gamma_{mplk} \right)$$

$$= \Delta x \sum_{m=1}^{s} \tilde{b}_m \left( \gamma_{mplk} - \Delta x \sum_{n=1}^{s} a_{kj} \delta_x \gamma_{mplk} \right)^T \Lambda_1 \delta_x \gamma_{mplk}$$

$$+ \left( \delta_x \gamma_{mplk} \right)^T \Lambda_1 \left( \gamma_{mplk} - \Delta x \sum_{n=1}^{s} a_{kj} \delta_x \gamma_{mplk} \right) + \Delta x^2 \sum_{m=1}^{s} \sum_{n=1}^{s} \tilde{b}_m \tilde{b}_n \left( \delta_x \gamma_{mplk} \right)^T \Lambda_1 \left( \delta_x \gamma_{mplk} \right)$$

$$= 2\Delta x \sum_{m=1}^{s} \tilde{b}_m \gamma_{mplk}^T \Lambda_1 \delta_x \gamma_{mplk} + \Delta x^2 \sum_{m=1}^{s} \sum_{n=1}^{s} \left( \tilde{b}_m \tilde{b}_n - \tilde{b}_m \tilde{\alpha}_{mn} - \tilde{b}_n \tilde{\alpha}_{nm} \right) \left( \delta_x \gamma_{mplk} \right)^T \Lambda_1 \left( \delta_x \gamma_{mplk} \right)$$

$$= 2\Delta x \sum_{m=1}^{s} \tilde{b}_m \gamma_{mplk}^T \Lambda_1 \delta_x \gamma_{mplk},$$

where the last two equalities are due to the symmetry of matrix $\Lambda_1$ and the multisymplectic conditions (3.5), respectively.
Similarly, we can prove that

\[
\alpha_2(\mathcal{E}^{\rho}_{m(i_2+1)l}) - \alpha_2(\mathcal{E}^{\rho}_{misl}) = 2\Delta y \sum_{p=1}^{l} \bar{b} \Gamma^T_{mplk} A_2 \delta_y \chi_{mplk},
\]

(3.10)

\[
\alpha_3(\mathcal{E}^{\rho}_{mpl(i_3+1)}) - \alpha_3(\mathcal{E}^{\rho}_{mpl3}) = 2\Delta z \sum_{l=1}^{\sigma} \bar{b} \Gamma^T_{mplk} A_3 \delta_z \chi_{mplk}.
\]

(3.11)

Next, by using the non-singularity of matrix \( K \) and the equality (3.3), multiplying both sides of (3.4i) with \( \chi^T_{mplk} K^{-1} \), it yields

\[
\chi^T_{mplk} \chi_{mplk} + \chi^T_{mplk} \sum_{i=1}^{3} A_i \delta_x_i \chi_{mplk} = \lambda \chi^T_{mplk} K^{-1} \chi_{mplk} \frac{\Delta W^k_m}{\tau}.
\]

(3.12)

Due to the skew-symmetry of matrix \( K \), summing up for \( m, p, l, k \), we have

\[
\sum_{k=1}^{r} \sum_{m=1}^{s} \sum_{p=1}^{l} \sum_{l=1}^{\sigma} b_k \bar{b}_m \bar{b}_p \bar{b}_l \left( \chi^T_{mplk} \chi_{mplk} + \chi^T_{mplk} \sum_{i=1}^{3} A_i \delta_x_i \chi_{mplk} \right) = 0,
\]

then, multiplying the above equation by \( 2\tau \Delta x \Delta y \Delta z \) and substituting (3.8), (3.9), (3.10) and (3.11) into the above equation, it holds

\[
\left( \Delta x \Delta y \Delta z \sum_{m=1}^{r} \sum_{p=1}^{l} \sum_{l=1}^{\sigma} b_k \bar{b}_m \bar{b}_p \bar{b}_l \left( \chi^T_{mplk} \chi_{mplk} + \chi^T_{mplk} \sum_{i=1}^{3} A_i \delta_x_i \chi_{mplk} \right) \right)
\]

\[
+ \tau \Delta y \Delta z \sum_{k=1}^{r} \sum_{m=1}^{s} \sum_{l=1}^{\sigma} b_k \bar{b}_m \bar{b}_l \left( \alpha_1(\mathcal{E}^{\rho}_{(i_1+1)pl}) - \alpha_1(\mathcal{E}^{\rho}_{i_1pl}) \right)
\]

\[
+ \tau \Delta x \Delta z \sum_{k=1}^{r} \sum_{m=1}^{s} \sum_{l=1}^{\sigma} b_k \bar{b}_m \bar{b}_l \left( \alpha_2(\mathcal{E}^{\rho}_{m(i_2+1)l}) - \alpha_2(\mathcal{E}^{\rho}_{mpl2}) \right)
\]

\[
+ \tau \Delta x \Delta y \sum_{k=1}^{r} \sum_{m=1}^{s} \sum_{l=1}^{\sigma} b_k \bar{b}_m \bar{b}_l \left( \alpha_3(\mathcal{E}^{\rho}_{mpl(i_3+1)}) - \alpha_3(\mathcal{E}^{\rho}_{mpl3}) \right) = 0.
\]

Summing up for \( i_1, i_2, i_3 \) over the spatial domain and utilizing the periodic boundary condition, we can get the result (3.7).
Remark 3.1. The results of these two theorems are evidently consistent with the stochastic multi-symplectic conservation law and discrete energy conservation law in [13], respectively, which means that the stochastic multi-symplectic conservation law and energy conservation law can be exactly preserved by the proposed stochastic multi-symplectic RK methods (3.4)-(3.5).

For the general stochastic Hamiltonian PDEs in the sense of the Stratonovich

\[ Kd_zz + \sum_{m=1}^{M} L_m z_{xm} dt = \nabla_z S_1(z) dt + \nabla_z S_2(z) \circ dW(t), \quad z \in \mathbb{R}^n, \tag{3.13} \]

where \( K \) and \( L_m, m = 1, 2, \cdots, M \) are skew-symmetric matrices, we can obtain the following corollary.

Corollary 3.1. Let the matrix \( K \) be nonsingular and the Hamiltonian functions \( S_1 = \frac{1}{2} z^T A z, \ S_2 = \frac{1}{2} z^T B z \), where \( A, B \) are symmetric matrices. If \( K^{-1} A \) and \( K^{-1} B \) are skew-symmetric matrices, then for all \( \rho = 0, 1, \cdots, N \), it holds

\[
\sum_{i_1} \cdots \sum_{i_M} \sum_{j_1=1}^{s_1} \cdots \sum_{j_M=1}^{s_M} b_{j_1}^{(1)} \cdots b_{j_M}^{(M)} |z_{j_1 \cdots j_M i_1 \cdots i_M}|^2 \\
= \sum_{i_1} \cdots \sum_{i_M} \sum_{j_1=1}^{s_1} \cdots \sum_{j_M=1}^{s_M} b_{j_1}^{(1)} \cdots b_{j_M}^{(M)} |z_{j_1 \cdots j_M i_1 \cdots i_M}|^2, \quad a.s., \tag{3.14}
\]

where \( i_1, \cdots, i_M \) denote the spatial grids, \( s_1, \cdots, s_M \) denote the stage of stochastic RK methods applied to the directions of space, \( |z|^2 \) denotes the sum of components, \( i.e., |z|^2 := |z_1|^2 + \cdots + |z_d|^2. \)

4. Conclusions

In this paper, we construct a class of stochastic RK methods to stochastic Hamiltonian PDEs and give some sufficient conditions for stochastic multi-symplecticity
of the constructed stochastic RK methods. Finally, we apply these techniques to three-dimensional stochastic Maxwell equations with multiplicative noise in sense of Stratonovich. We show that the proposed stochastic RK methods can preserve the discrete stochastic multi-symplectic conservation law and the discrete energy conservation law almost surely. However, the theoretical analysis of the convergence of stochastic multi-symplectic RK methods is difficult, we will devote to study it rigorously in the future work.
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