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Abstract—In this paper, we introduce FreSaDa, a French Satire Data Set, which is composed of 11,570 articles from the news domain. In order to avoid reporting unreasonably high accuracy rates due to the learning of characteristics specific to publication sources, we divided our samples into training, validation and test, such that the training publication sources are distinct from the validation and test publication sources. This gives rise to a cross-domain (cross-source) satire detection task. We employ two classification methods as baselines for our new data set, one based on low-level features (character n-grams) and one based on high-level features (average of CamemBERT word embeddings). As an additional contribution, we present an unsupervised domain adaptation method based on regarding the pairwise similarities (given by the dot product) between the training samples and the validation samples as features. By including these domain-specific features, we attain significant improvements for both character n-grams and CamemBERT embeddings.

Index Terms—satire detection, cross-domain evaluation, unsupervised domain adaptation, text classification.

I. INTRODUCTION

Satirical (or ironic) text detection is a preliminary step towards building conversational systems and robots that are capable of understanding and producing satirical text, during their interaction with humans. Indeed, inaccurate detection of satire (or irony) might lead to wrong actions taken by such conversational systems or robots when these AI-based systems literally interpret satirical comments of humans as commands. Therefore, satire detection is an important topic in computational linguistics. Up until now, satire detection has been studied in various languages such as English [1], German [2] and Spanish [3]. Even more languages were subject to irony or sarcasm detection research, including Arabic [4], Dutch [5], Chinese [6], Italian [7], to name only a few.

In this paper, we focus on satire detection in French, proposing FreSaDa, a French Satire Data Set of news articles collected from regular and satirical publication sources. An important aspect of our study is to underline that there is a clear difference between satire and fake news detection [8], [9], [10]. One difference is that fake news is not necessarily written in a satirical style. The most dangerous fake news articles are those written to seem as realistic as possible, their main purpose being that of misinforming people. Satirical news can be easily identified by humans as fake, their purpose being to cause laughter among readers. Hence, fake news detection and satirical news detection have completely different goals. We therefore consider studies on fake news detection as being outside the scope of this work.

Along with our new data set, FreSaDa, we propose two baseline methods to be used as reference in future work. The first baseline is a shallow approach based on low-level features, namely character n-grams. The second baseline is a deep method based on CamemBERT word embeddings [11]. We compare the two methods in two binary classification settings: full news article classification into regular versus satire, and headline (title) classification into regular versus satire. The model based on CamemBERT embeddings attains better results on full news articles, while the model based on character n-grams attains superior performance on the more challenging headline classification task.

In summary, our contribution is twofold:

• We introduce a novel data set of French news articles collected from regular and satirical publication sources, which allows us to perform cross-source satire detection in various settings.
• We propose a novel, effective and generic unsupervised domain adaptation method, which brings significant improvements for both character n-grams and CamemBERT embeddings.

The rest of this paper is organized as follows. The related work is presented in Section II. Our data set is described in Section III. The baselines as well as our unsupervised domain adaptation method are presented in Section IV. We present experiments and results on full news articles and headlines in Sections V and VI respectively. We also discuss the most discriminative features of the two baselines in Section VII. Finally, we draw our conclusions in Section VIII.

II. RELATED WORK

A. Satire Detection in English

In [12], the authors tackle the task of discriminating between satirical and regular news, proposing the first English corpus...
for satire detection with 4,000 regular news articles and 233 satirical news articles.

Frain and Wubben [13] have created a balanced multi-domain (politics, entertainment and technology) English data set for the same task (1,706 satirical articles and 1,705 regular articles). The regular news articles are collected from websites such as Reuters, CNET, CBS News, while the satirical articles come from websites such as Daily Currant, DandyGoat, EmpireNews, NewsBiscuit, NewsThump, SatireWire and The Spoof. The authors have designed three experiments, based on the type of the employed features: (1) unigram and bigram BOW-based features, (2) manually crafted features such as profanity, punctuation, sentiment polarity and human-centeredness and (3) the combination of the two aforementioned features.

In [14], the authors introduce ComSense, a latent variable model for satire detection. They argue that this task is inherently a common-sense reasoning task, rather than a traditional text classification task. The employed data set is the one proposed in [12].

Li et al. [15] have proposed a multi-modal (text and image) approach based on the ViLBERT model [16], for the task of satire detection. They also propose a data set of thumbnail images and headlines of regular (6,000 samples) and satirical (4,000 samples) news articles, in English. They fine-tune ViLBERT on the data set and train a CNN that uses an image forensics technique.

Ravi and Ravi [17] have proposed an ensemble feature selection method followed by a framework with several classifiers to automatically detect satire, sarcasm and irony found in news and customer reviews. They have used three data sets, two for satire and one for irony. The first satiric data set is the one from [12], while the second has been built by the authors themselves (1,272 regular and 393 satiric news articles).

Yang et al. [18] have considered paragraph-level linguistic features to unveil the satire through a neural network classifier with attention. They have investigated the difference between paragraph-level features and document-level features, and have analyzed them on a large satirical news data set, in English. The 16,249 satirical news articles have been collected from 14 websites and the 168,780 regular news articles have been collected from several major news outlets, such as CNN, DailyMail, The Guardian, among others.

Yang et al. [19] have aimed to identify the linguistic properties of Arabic fake news with satirical content through a series of exploratory analyses. They have concluded that Arabic satirical news has distinguishing features on the lexicogrammatical level, with respect to the regular news. In order to conduct their study, the authors have built an Arabic data set containing 3,185 satirical articles from two websites and 3,710 regular articles from three websites.

In [20], the authors have presented an approach based on machine learning to detect satire in Turkish news articles. They have employed three kinds of features to model lexical information: unigrams, bigrams and trigrams. Term-frequency, term-presence and TF-IDF based schemes have also been considered. As classifiers, Naive Bayes, SVM, logistic regression and C4.5 algorithms have been studied. The data set consists of 500 satirical and 500 regular Turkish news articles.

The authors of [21] have proposed an LSTM with attention model for satire detection, with an adversarial component to control for the confounding variable, namely the publication source. They have built a German data set containing 320,219 regular articles 9,643 satirical articles, collected from 11 websites. This is a highly unbalanced data set.

### C. Satire Detection in French

To our knowledge, there are only a few studies on French satire detection [21], [22]. Guibon et al. [21] compared several automatic approaches for fake news detection, based on statistical text analysis on the vaccination fake news data set provided by the Storyzy company. The data set was split into three parts: English, French and YouTube, with the French part being formed of 705 samples for training and 236 samples for testing. Their CNN architecture worked better for the discrimination of broader classes (fake versus trusted), while the gradient boosting decision tree based on feature stacking obtained better results for satire detection. They showed that efficient satire detection can be achieved using merged embeddings and a specific model, at the cost of lower performance on broader classes. They also merged redundant information, in order to better distinguish satirical news from fake news and trusted news. With respect to the work of Guibon et al. [21], we mention that our data set is larger by an order of magnitude.

Liu et al. [22] tackled the issue of automatically detecting satirical and false news in French. They provided a French satire data set containing 5,682 French-language articles from six different sources (four satirical and two regular). They have also introduced some baseline methods that discriminate between satirical and regular news, based on Logistic Regression, neural networks, Support Vector Machines, Random Forest and Naive Bayes. Their research is the closest to ours, but the data set we propose is larger and the baseline methods are more advanced.

Unlike Guibon et al. [21] and Liu et al. [22], in our approach, the examples in training and testing are issued from different publication sources. This enables us to perform a more realistic evaluation, preventing machine learning models from taking decisions based on features specific to the publication source, e.g. the style of writers from certain publication sources. The task that we propose can be viewed as cross-source or cross-domain satire detection. We note that cross-source satire detection has also been studied in German [2]. In their study, McHardy et al. [2] showed that the adversarial component can help the neural model in learning to pay attention to the linguistic properties of satire. Instead
of adversarial training, we propose an unsupervised domain adaptation method based on regarding the pairwise similarities (given by the dot product) between the training samples and the validation samples as features. By including these domain-specific features, we attain significant improvements for the proposed baseline methods.

III. DATA SET

To build the data set, we collected publicly available text samples from four French news websites, two of them being focused on satirical news. From the beginning, we decided to separate the publication sources between training, validation and test. Without being able to find three publication sources of French satire with enough data samples, we decided to use the same publication source for validation and testing. After we collected the data samples from the satire publication sources, we proceeded by collecting a matching number of regular news articles. The samples were collected from the same time period. We used two publication sources of regular news, in order to keep the separation of sources between training versus validation and test. In the end, we gathered 5,648 regular news samples and 5,922 satirical news samples. We used stratified sampling to divide the collected news articles into training, validation and test. In Table I we present the number of satirical and regular news articles inside each subset (train, validation and test), along with the number of tokens. The training set contains 8,716 samples, while the validation and the test sets contain 1,427 samples each. With a total of 11,570 news articles and over five million tokens, FreSaDa is the largest corpus of its kind. We notice that our data set is well-balanced with respect to the sample distribution per news type (satirical versus regular). We also note that, in order to obtain the final text samples, we removed all HTML tags and kept only the article’s title (headline) and textual content. We concatenated each title with the body of the corresponding article, leading to an average length of 435 tokens per text sample. We also create a more challenging benchmark based entirely on headlines. Hence, we consider two possible tasks on FreSaDa:

- Cross-domain binary classification of full news articles into regular versus satirical examples.
- Cross-domain binary classification of headlines into regular versus satirical examples.

It is perhaps important to underline that our data set is intended for nonprofit educational purposes and not for commercial use. Since the collected news are in the public web domain, the noncommercial licensing follows the guidelines of the EU Copyright Directive 790/19

IV. METHODS

A. String Kernels

A simple language-independent and linguistic-theory-neutral approach consists in interpreting text samples as sequences of characters (strings) and using character n-grams as features. As the number of character n-grams is usually much higher than the number of samples, representing the text samples as feature vectors may require lots of space. String kernels [23], [24], [25], [26], [27], [28] provide an efficient way to avoid storing and using the feature vectors (primal form), by representing the data though a kernel matrix (dual form). Each component $K_{ij}$ in a kernel matrix represents the similarity between data samples $x_i$ and $x_j$. As similarity (kernel) function, in our experiments, we consider either the presence bits string kernel (PBSK) [29] or the histogram intersection string kernel (HISK) [26]. For two strings $x_i$ and $x_j$ over a set of characters $S$, HISK is defined as follows:

$$k_S(x_i, x_j) = \sum_{g \in S^n} \min\{#(x_i, g), #(x_j, g)\},$$

where $#(x, g)$ is a function that returns the number of occurrences of n-gram $g$ in $x$, and $n$ is the length of n-grams. PBSK is defined in a similar way, just by changing the function $#(x, g)$ to return 1 whenever the number of occurrences of n-gram $g$ in $x$ is greater than 1.

B. Average of CamemBERT Embeddings

In order to build a stronger baseline based on high-level features, we consider CamemBERT [11], a state-of-the-art language model for French. Following the success of BERT [30] and RoBERTa [31], Martin et al. [11] trained CamemBERT on the French version of the OSCAR corpus [32], using the same neural architecture as RoBERTa, i.e. CamemBERT is a multi-layer bidirectional transformer [33]. CamemBERT produces 768-dimensional embeddings of words. We pass the news articles through CamemBERT, obtaining 768-dimensional vectors for every token. To obtain the final document-level representations, we simply average the word embeddings for each document in detriment of more complex frameworks [34], [35], [36], as suggested by Shen et al. [37].

It is important to note that we did not have the computational resources to fine-tune CamemBERT, which would likely produce better results. However, since we are presenting a new data set, our main goal is not to saturate FreSaDa by reporting outstanding performance levels, but only to provide some strong baselines for future comparison.

### Table I

| Set          | Regular | Satirical |
|--------------|---------|-----------|
|              | #samples | #tokens   | #samples | #tokens   |
| Training     | 4,221    | 2,247,102 | 4,495    | 1,518,917 |
| Validation   | 713      | 289,934   | 714      | 355,813   |
| Test         | 714      | 283,768   | 713      | 344,159   |
| Total        | 5,648    | 2,820,804 | 5,922    | 2,216,889 |

https://eur-lex.europa.eu/eli/dir/2019/790/oj
C. Unsupervised Domain Adaptation

We propose a novel, simple and generic domain adaptation method based on using unlabeled samples from the target domain, e.g. samples taken from the validation set. Our unsupervised domain adaption method is based on two simple steps. Let $X = \{x_i \in \mathbb{R}^p \mid i = 1, m\}$ be a training set from the source domain and $Z = \{z_i \in \mathbb{R}^p \mid i = 1, r\}$ be an unlabeled validation set from the target domain. In the first step, we compute the dot product between each training feature vector $x_i$ and each validation feature vector $z_j$, as follows:

$$v_{ij} = \langle x_i, z_j \rangle, \forall j = 1, r. \quad (2)$$

In the second step, each training feature vector $x_i$ is concatenated with the vector $v_j$ of dot products between $x_i$ and every validation vector $z_j$. Naturally, the dimension of each vector of dot products is equal to the size of $Z$. With the notations defined above, the new training feature vectors have $p + r$ components. With these new features, a classifier can now assign weights that reflect how similar a training example is with the validation examples. In this way, the classifier is given the chance to rely on training samples that are more similar to samples from the target domain, thus adapting itself to the target domain.

D. Learning Models

In the learning stage, we employ a linear classifier that allows us $(i)$ to input either feature vectors or pre-computed kernel matrices and $(ii)$ to easily determine discriminative features in order to explain the predicted labels. Our first choice is to employ Support Vector Machines (SVM) [38], a model that finds a hyperplane which separates the training samples by maximizing the margin. The margin is optimized with respect to the data points that are closest to the hyperplane, which are known as support vectors. A similar approach that relies on all data points to find the separating hyperplane is Ridge Regression (RR) [39], also known as linear regression with $l_2$ regularization. For PBSK and HISK, we employ the dual version, known as Kernel Ridge Regression (KRR) [40], which enables us to use pre-computed kernels. For CamemBERT embeddings, it is not necessary to use the kernel version of RR. Regardless of the data representation, in order to apply RR and KRR on our classification task, we need to apply the sign function on the predicted scores, transforming them into class labels from the set $\{-1, 1\}$.

V. EXPERIMENTS ON FULL NEWS ARTICLES

A. Hyperparameter Tuning

In a set of preliminary experiments with string kernels, we compared SVM and KRR, obtaining consistently better results with the latter model. The fact that KRR attains superior results to SVM has also been observed in a previous work [28] on text classification. Hence, we decided to employ KRR in the following experiments.

For PBSK and HISK, we considered character n-grams of length $n \in \{4, 5, 6, 7, 8\}$ as features. In Figure 1 we show the validation accuracy rates for each n-gram length, using both string kernel methods. We observe that the peak accuracy rates on full news articles are obtained when the n-gram length is 7. It is important to note that we also tried PBSK based on 9-grams and 10-grams, confirming that the performance continues to drop. Based on the reported results, we opted for PBSK based on 7-grams in the subsequent experiments. For CamemBERT, we did not have to tune any parameters. In the learning stage, we employed the Ridge Regression classifier, irrespective of the data representation (PBSK, HISK or CamemBERT). However, the regularization parameter $\lambda$ of (Kernel) Ridge Regression was tuned on the validation set, using values in the set $\{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}, 10^{-7}\}$, for each data representation (PBSK and CamemBERT). In Figure 2 we show the validation accuracy rates for each value of $\lambda$ using either PBSK with 7-grams or the average of CamemBERT word embeddings. Considering the models with optimal regularization, for KRR based on PBSK, we opted for $\lambda = 10^{-2}$, while for RR based on CamemBERT, we opted for $\lambda = 10^{-6}$.
TABLE II

| Representation | Validation | Test |
|---------------|------------|------|
| PBSK          | 91.60%     | 91.17%|
| CamemBERT     | 96.85%     | 96.50%|
| PBSK + DA     | 92.86%†    | 93.34%†|
| CamemBERT + DA | 97.06%     | 97.48%†|

Each time we integrated our unsupervised domain adaptation method into a classification model, we repeated the tuning of \( \lambda \) for optimal results.

B. Results

In Table II, we present the validation and the test results on full news articles from FreSaDa, using the proposed baselines. Considering the results without domain adaptation, we notice that the average of CamemBERT word embeddings attains much better results than the representation given by character n-grams (PBSK). This probably indicates that accurate satire detection requires high-level semantic features. Nonetheless, given that both methods yield accuracy rates above 90%, we conclude that satire detection in full news articles is not a very difficult task. Indeed, it seems that both models find enough discriminative clues in the full-length news articles.

Considering the results with domain adaptation, we notice significant performance gains on the test set for both PBSK and CamemBERT. These results confirm two important hypotheses: (i) it is easier to detect satire if the training and the test samples are gathered from the same publication sources, and (ii) our simple unsupervised domain adaptation method is effective for both data representations. If either hypothesis would have been false, we should not have observed any accuracy improvements for the domain adapted methods. We therefore notice that it is important to split the training and test data by publication source, as we did for FreSaDa, in order to report fair results.

VI. EXPERIMENTS ON NEWS HEADLINES

Although the reported accuracy rates on full news articles are very high (all of them being over 90%), FreSaDa allows us to consider more challenging setups, e.g. performing satire detection only on the titles. We next present results in this challenging setting.

A. Hyperparameter Tuning

As on the full news articles, we observed that (K)RR outperforms SVM. Therefore, all the following experiments are conducted using (K)RR. In order to find the optimal n-gram length for PBSK and HISK, we started with the same range of n-grams (2-8) as in Section V. Observing that we obtain superior results with the shortest n-gram length in the range 4-8, we extended the range down to trigrams and bigrams. Hence, the final range of character n-grams for news headlines is \( \{2, 3, 4, 5, 6, 7, 8\} \). In Figure 3, we present the validation accuracy rates for each n-gram length, using both string kernel methods. We observe that the optimal n-gram length for news headlines is 3. Since the examples are now significantly shorter in length (compared to the full news articles), the probability of finding a certain n-gram in both training and testing is much lower. Furthermore, the probability drops as the n-gram length gets higher. This explains why results with longer n-grams are worse when the examples are shorter. In the subsequent experiments, we opted for PBSK based on 3-grams. As in Section V, we next proceed by tuning the regularization parameter \( \lambda \) of (K)RR, considering values in the range \( \{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}, 10^{-7}\} \). In Figure 4, we provide the validation accuracy rates for each value of \( \lambda \) using either PBSK with 3-grams or the average of CamemBERT word embeddings. For PBSK, we opted for \( \lambda = 10^{-5} \), while for CamemBERT, we opted for \( \lambda = 10^{-3} \).
TABLE III

Validation and test accuracy rates of Ridge Regression using PBSK or CamemBERT representations. Results are reported with and without unsupervised domain adaptation (DA). Results of domain adapted methods marked with † are significantly better than the corresponding baseline, according to a paired McNemar’s test [41] performed at the significance level 0.05.

| Representation | Validation | Test   |
|----------------|------------|--------|
| PBSK           | 73.79%     | 72.86% |
| CamemBERT      | 67.06%     | 67.13% |
| PBSK + DA      | 74.14%†    | 74.07%†|
| CamemBERT + DA | 73.09%†    | 72.74%†|

When we had to integrate our unsupervised domain adaptation method into a classification model, we repeated the tuning of \( \lambda \) for optimal results.

B. Results

Table III contains the validation and the test results of the two baselines (KRR based on PBSK and RR based on CamemBERT embeddings) on news headlines from FreSaDa. Considering the results without domain adaptation, we observe that PSBK significantly outperforms the average of CamemBERT word embeddings. This is likely due to the reduced feature overlap between training and testing, considering the shorter examples and the disjoint publication sources among the two sets of examples. Since PBSK is based on trigrams, which are more likely to appear in both training and testing than words, the model based on character n-grams is able to better cope with the domain gap and the scarce data.

Considering the results with domain adaptation, we notice significant performance improvements for the RR based on CamemBERT embeddings. Domain adaptation seems to bring only minor improvements to PBSK, likely because the accuracy of the model is already saturated. Even though domain adaption has a larger impact for the average of CamemBERT embeddings, PBSK maintains its superiority on news headlines.

Provisioned that both methods yield accuracy rates under 75%, we conclude that satire detection from news headlines is not an easy task, remaining a difficult challenge to be addressed in future research.

VII. Discriminative Feature Analysis

We next look at the discriminative features learned by PBSK and CamemBERT. We choose the models without domain adaption in order to analyze the rather more generic features.

For PBSK, the most discriminative features for satirical news are related to “rédaction” (“editorial office”) – features ranked on 5-10, “expliquer” (“to explain”) – features ranked on 14-16, and “plusieurs” (“several”) – features ranked on 26-30. For regular news, the relevant features are “juillet” (“July”) – features ranked on 8-9, and “aujourd’hui” (“today”) – features ranked on 27-30. Some other features with their corresponding meaning are listed in Table IV. We notice that the features from satirical news are quite opposite in meaning, in comparison with the regular news. For instance, satirical news tend to be vaguer (features meaning “several”, and so on), while regular news tend to be more precise (features meaning “million”, and so on). For regular news, PBSK seems to focus on precise temporal aspects, e.g. “Tuesday”, “July”, “2018”. We also observe that many regular news seem to cover international events, while satirical news are more focused on national aspects. Interestingly, we notice one possible bias towards the male/female distinction, since features that mean “woman” are weighted higher in the satirical features list, while features that mean “man” appear more often in the regular news.

Since, to the best of our knowledge, there is no agreed standard on identifying the discriminative features for the average of word embeddings, we adopted a simple and straightforward solution. Starting from the assumption that words with higher correlation to the learned weights are more likely to represent the decisions of Ridge Regression based on CamemBERT embeddings than less correlated words, we compute the cosine similarity between each word embedding and the weights learned by Ridge Regression, summing up the results across the entire data set. We employ the same approach for word bigrams, considering that the cosine similarities of every two consecutive words can be multiplied to obtain a representative measure of importance for the corresponding
bigrams. We limit ourselves to the analysis of discriminative words and word bigrams, noting that our discriminative feature identification process can be extended to word trigrams and so on. We acknowledge that our discriminative feature extraction approach is far from being perfect, considering that the most important features of CamemBERT seem to be noisier than those of PBSK. This is most likely because the news articles are represented as an average of CamemBERT word embeddings, generating difficulties in determining the discriminative features.

In Table [V] we present a selection of words relevant for RR based on CamemBERT embeddings. We notice that satirical news are more familiar than regular news in terms of language (“mamie”, meaning “grandma”, for instance). In satirical news, we observe words with funny connotations, such as “baiser”, which means “kiss” as a noun, but also “sexual intercourse”, as a verb, in vulgar language. Unlike the regular news, satirical news tend to contain words directly imported from English, such as “fabulous”. In regular news, one may notice features related to nationalities, e.g. “Armenian”, “Mexican”, “Swedish”.

In Table [VI] we provide a selection of relevant word bigrams. We notice that the bigrams for satirical news still have a vaguer meaning (as for the PBSK features). For instance, the term “particularly” appears recurrently. Another recurring term is “en”, which has several meanings (“in”, “with”, or a reference to something mentioned before). Another particularity for satirical news is the importance of the feature “en rendit” (“gave or surrender something”), for which the verbal time is unusual for this type of writing. This form of past is mostly encountered in novel writing or storytelling. Metaphors are also common in novel writing or poetry. We encountered here a metaphor for “oil”, namely “or noir”, meaning “black gold”. Regarding the regular news, we noticed that some nationality references are still captured by the word bigrams (see Table [V]), e.g. “Carlos the Mexican” or “North Americans”. Another recurrent pattern is the use of the indefinite article “un” (“a”). References to concrete places (“Provence travel”, “Bienvenue Place”) or times (“Spring of 2018”) can also be noticed in the French word bigrams relevant for regular news.

VIII. Conclusion

In this paper, we presented a novel and large corpus of French satirical and regular news. On this corpus, we proposed two cross-domain (cross-source) satire detection tasks, one considering full news articles and another considering only news headlines. As baselines, we employed two classification methods, one based on low-level features (PBSK) and one based on high-level features (CamemBERT). Another contribution introduced in our work is an unsupervised domain adaptation method based on regarding the pairwise similarities between the training samples and the validation samples as features. By including domain-specific features, we attained statistically significant improvements for both PBSK and CamemBERT. In our work, we also discussed the most important features of both machine learning models.

After experimenting on the test set of full news articles, we achieved the top accuracy rate of 97.48%. We observed that satire detection on news headlines is significantly more challenging, the top accuracy rate being 74.07%. We therefore conclude that the latter task is quite challenging, being an open problem to be addressed in future research.

In future work, we plan to enlarge the corpus and to diversify the tasks, perhaps by considering the collection of the associated images for each news article, which would give rise to a multi-modal satire detection task.
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