Abstract—One of the key topics in network security research is the autonomous COA (Course-of-Action) attack search method. Traditional COA attack search methods that passively search for attacks can be difficult, especially as the network gets bigger. To address these issues, new autonomous COA techniques are being developed, and among them, an intelligent spatial algorithm is designed in this paper for efficient operations in scalable networks. On top of the spatial search, a Monte-Carlo (MC)-based temporal approach is additionally considered for taking care of time-varying network behaviors. Therefore, we propose a spatio-temporal attack COA search algorithm for scalable and time-varying networks.

I. INTRODUCTION

As the network becomes more complex and expanded, the importance of security for the network has increased [1], [2]. Especially, security accidents in the network have become more frequent, and its importance has become obviously higher.

In this situation, it is meaningful to identify the attackers’ behaviors; and the corresponding research have been widely and actively conducted in the security and privacy literature with the name of attack course-of-action (COA).

In order to design the attack COA search algorithms, many modern artificial intelligent methods can be utilized such as time-varying dynamic optimization and heuristic search [3]–[12], deep and distributed learning [13]–[17], and reinforcement learning with and without multi-agent cooperation [18]–[21]. Among these algorithms, deep learning-based approaches are widely and actively used in modern research trends, however, these approaches are not considered in this paper because it works very well if the attack patterns are similar to the training data patterns. Therefore, the training-based algorithms cannot be scalable. In order to design and implement the scalable attack COA algorithms, a novel spatial algorithm inspired by heuristic search is proposed in this paper. By defining appropriate heuristic functions for attack COA search and path planning, our proposed spatial attack COA search algorithm can work for any kinds of networks. Furthermore, we additionally consider Monte Carlo (MC)-based tree search in order to consider time-varying network behaviors. Therefore, the final form of our proposed attack COA search algorithm is spatio-temporal.

The rest of this paper is organized as follows. Sec. II introduces our proposed spatio-temporal attack COA search algorithm in scalable and time-varying networks. Sec. III presents algorithm execution results over two-types of networks. Sec. IV concludes this paper and presents future research directions.

II. SPATIO-TEMPORAL ATTACK COA OPTIMIZATION

Our proposed spatio-temporal attack COA optimization algorithm consists of two parts, i.e., (i) spatial intelligent attack COA heuristic for scalable networks (refer to Sec. II-A) and (ii) MC-based tree search for time-varying networks (refer to Sec. II-B), respectively.

A. Spatial Intelligent Attack COA Heuristic for Scalable Networks

Our proposed spatial intelligent attack COA heuristic is for computing optimal attack COA routes. Our proposed algorithm walks through the intermediate network nodes from the attack source node to attack target node which can maximize the impacts of attacks. For this purpose, the value of attack should be numerically defined.

For the purpose, our learning heuristic function can be defined as follows,

\[ f(n) = g(n) + h(n) \]  

where \( f(n) \) is defined as the value of attack at current intermediate network node \( n \). In addition, \( g(n) \) stands for the summation of values of attacks from the attack source node to current intermediate network node \( n \). Lastly, \( h(n) \) stands for the approximated value of attack from current intermediate network node \( n \) to our attack target node.

Here, \( g(n) \) is a calculated value which is the sum of the passed edges to arrive at current node, while \( h(n) \) is the approximated value for the valuation of target node which can regarded as a heuristic function. To find the optimal path, the heuristic function \( h(n) \) needs to be well-defined. In this
paper, we used vulnerability information for all nodes using the Common Vulnerability Scoring System (CVSS) [22].

This CVSS is a framework used to rank the characteristics and severity of vulnerabilities and a exploitable weaknesses. In CVSS, base score reflects the harmfulness of the vulnerability itself, and the exploitability score reflects the feasibility of exploiting that particular vulnerability which has a maximum value of 10. To define the vulnerability score we used exploitability score to weight the significance of the base score considering how feasible it is to use a certain vulnerability [23].

We first assign the values of source node and target node as 0.01 and 100, respectively. Assuming that if any node with higher vulnerability score will lead to higher probability to reach the target node, we assigned individual vulnerability score to the nodes that exploits a vulnerability using $Score_{vul}$ (2) to the node with higher vulnerability score, as follows,

$$Score_{vul} = baseScore \times \frac{exploitabilityScore}{10}.$$  \hspace{1cm} (2)

In addition, for the nodes that access a files or execute a code, we assign the value of 1.5 since such actions are critical. For others, we assign 0.

Here, $g(n)$ evaluates the attack value along the path from source node to current node, which is the sum of the edge weights between the visited nodes. We also use CVSS information for every connected edge weights considering the vulnerability of adjacent nodes and assigned -1 if not connected.

Based on this defined learning heuristic function $f(n)$ over given networks, adaptive tree search should be conducted in terms of highest $f(n)$ value consideration [24] to select the optimal path which makes more effective and damaging attack.

B. MC-based Tree Search for Time-Varying Networks

After computing the optimal attack COA paths, our proposed spatio-temporal algorithm additionally conducts MC-based tree search for taking care of time-varying situations over networks [25]. By using the MC-based tree search, the proposed algorithm can identify whether the nearby solutions can be more valuable in terms of attack COA in the scalable and time-varying networks.

III. RESULTS WITH TWO EXAMPLE NETWORKS

In this paper, two types of networks are considered for evaluating the proposed spatio-temporal attack COA search optimization learning algorithm where the network topology illustrations are in Fig. 1 and Fig. 2.

In this paper, a multi-host multi-stage vulnerability analysis tool (MULVAL) which is one of logic-based security analyzers is used [26]. Note that this is one of widely utilized extendable attack graph analysis tools. This MULVAL generates attack graphs depending on network topology such as Fig. 1 and Fig. 2. As a result, an attack graph is generated. Attack graph is a structured representation of the vulnerabilities present in the system and their interactions with each other. The attack graph is a graph created by the technique of predicting the path for an attacker to break into the system. The attack graph expresses all connections within the network in the form of a graph. It also expresses all possible attack paths based on the Shodan data used in Mulval, vulnerability information such as CVSS Score, and environmental information on the network such as IDS(Intrusion detection system) rules and firewalls.

Fig. 3 and Fig. 4 are the attack graphs generated from the network topology of Fig. 1 and Fig. 2, respectively. In the Tables of Fig. 3 and Fig. 4, various vulnerability information is described, e.g., network connection information, ids rule, and etc. In addition, it can be confirmed that the attack graph is created using the information in the Tables. There are various attack paths in the attack graphs, and it is not known which of these paths is the most optimal attack paths. Therefore, finding the optimal attack paths in the attack graphs is critical.

As a result, we confirm that the optimal attack paths can be found using our proposed spatio-temporal attack COA optimization in scalable and time-varying networks those are abstracted as attack graphs. As shown in the red arrows in Fig. 3, the optimal attack path is $18 \rightarrow 16 \rightarrow 15 \rightarrow 14 \rightarrow 13 \rightarrow 11 \rightarrow 10 \rightarrow 9 \rightarrow 8 \rightarrow 6 \rightarrow 5 \rightarrow 4 \rightarrow 3 \rightarrow 2 \rightarrow 1$. Likewise, we can also confirm that the optimal attack COA path in Fig. 4 is as follows: $23 \rightarrow 21 \rightarrow 20 \rightarrow 19 \rightarrow 18 \rightarrow 16 \rightarrow 15 \rightarrow 14 \rightarrow 13 \rightarrow 11 \rightarrow 10 \rightarrow 9 \rightarrow 8 \rightarrow 6 \rightarrow 5 \rightarrow 4 \rightarrow 3 \rightarrow 2 \rightarrow 1$, using our proposed spatio-temporal algorithm.
In this paper, a novel spatio-temporal attack COA learning algorithm is proposed and evaluated in scalable and time-varying networks. In order to deal with scalable networks, intelligent and adaptive search-based techniques are utilized for designing and implementing our proposed spatial algorithm with appropriate heuristic function definition. In addition, in order to deal with time-varying network behaviors, Monte-Carlo (MC) tree search based adaptation is also additionally considered. Therefore, our proposed spatio-temporal attack COA learning algorithm is designed. Furthermore, we confirm that our proposed algorithm works well in two different types of networks.

As future research directions, our proposed spatio-temporal attack COA learning algorithm should be compared with the other well-known attack COA search methods. Furthermore, considering partially observable networks is also required for more practical applications.
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