Supercloseness of the NIPG method for a singularly perturbed convection diffusion problem on Shishkin mesh*
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Abstract

In this paper, we analyze the supercloseness result of nonsymmetric interior penalty Galerkin (NIPG) method on Shishkin mesh for a singularly perturbed convection diffusion problem. According to the characteristics of the solution and the scheme, a new analysis is proposed. More specifically, Gauss Lobatto interpolation and Gauss Radau interpolation are introduced inside and outside the layer, respectively. By selecting special penalty parameters at different mesh points, we further establish supercloseness of almost $k+1$ order under the energy norm. Here $k$ is the order of piecewise polynomials. Then, a simple post-processing operator is constructed. In particular, a new analysis is proposed for the stability analysis of this operator. On the basis of that, we prove that the corresponding post-processing can make the numerical solution achieve higher accuracy. Finally, superconvergence can be derived under the discrete energy norm. These theoretical conclusions can be verified numerically.
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1. Introduction

We consider the following singularly perturbed convection diffusion problem:
\[
Lu := -\varepsilon u''(x) + a(x)u'(x) + b(x)u(x) = f(x) \quad x \in \Omega := (0, 1),
\]
\[u(0) = u(1) = 0,
\]
where the perturbation parameter \(\varepsilon\) satisfies \(0 < \varepsilon \ll 1\), and the convection coefficient \(a(x) \geq \beta > 0\). Without loss of generality, for all \(x \in \Omega\), we make an assumption that
\[b(x) - \frac{1}{2} a'(x) \geq \gamma > 0\]
with some fixed constant \(\gamma\). Here \(a(x), b(x)\) and \(f(x)\) are sufficiently smooth functions. Because of the presence of the parameter \(\varepsilon\), the solution of (1) usually produces a boundary layer of width \(O(\varepsilon \ln(1/\varepsilon))\) at \(x = 1\). In other words, the exact solution to this problem varies dramatically in the vicinity of \(x = 1\).

Hence, classical numerical methods may no longer be suitable. To deal with this difficulty, researchers have designed an efficient method—layer-adapted mesh, which selects finer meshes inside the layer while general meshes outside the layer. The specific details can be found in [3, 4, 6, 7, 12]. It is worth noting that in [5], Linß and Stynes pointed out that the standard Galerkin method may be unstable even on the layer adapted mesh. This requires us to consider the corresponding stabilization technology in combination with the layer-adapted mesh.

With the in-depth study of singularly perturbed convection diffusion problems, there appear many stabilization methods, one of which is the nonsymmetric interior penalty Galerkin (NIPG) method. It was first introduced \[10\] in 1978, that employs penalty parameters to solve the discontinuity of finite element functions across the element interface, and allows the construction of high-order schemes in a natural way to approximate the exact solution. Therefore, it is more flexible than the conforming finite element method. Furthermore, compared with other variants of DG method, such as the symmetric interior penalty Galerkin (SIPG) method and incomplete interior penalty
Galerkin (IIPG) method, this method is stable and convergent for any non-negative penalty parameters. In short, no matter how the non-negative penalty parameters are selected, the NIPG method satisfies coercivity on any mesh. In view of its own advantages, the NIPG method has attracted more and more researchers’ attention. Firstly, Roos and Zarin studied the NIPG method for two-dimensional singularly perturbed problems with different boundary layers on a Shishkin mesh with bilinear elements in [8] and [11] respectively, and proved the uniform error estimate with respect to the singular perturbation parameter under an associated norm of this method. Then for a two-dimensional singularly perturbed problem, Roos and Zarin discussed the supercloseness of a combination of the NIPG and the finite element method on Shishkin mesh with bilinear elements [9]. In their work, the region is divided into coarse and fine parts, and then the finite element method is employed in the fine part of the mesh, while the NIPG method with bilinear elements is used in the coarse part. Through using the local $L^2$-projection operator and the nodal bilinear interpolating function in the coarse and fine parts separately, the supercloseness result of almost $3/2$ order is obtained. In addition, for a singularly perturbed convection diffusion problem, a high-order NIPG method based on Shishkin-type meshes was analyzed in [13]. It turns out that the method has a uniform convergence of almost $k$ order under the associated norm. In particular, numerical experiments there show that the NIPG method has the supercloseness of $k + 1$ order in the energy norm when $k$ is odd. However, the corresponding theoretical analysis is unavailable. This is because it is difficult to analyze it with conventional methods. Therefore, so far, the theoretical system of supercloseness and superconvergence of NIPG method for singularly perturbed problems has not been completely established.

This paper is the first one, which determines the main analysis difficulties of the NIPG method for a singularly perturbed convection diffusion problem—the convergence analysis of the convection term outside the layer and diffusion term in the layer. On this basis, the idea of applying a special interpolation to discuss the supercloseness of NIPG method on Shishkin mesh is proposed. Briefly
speaking, for convergence analysis of convection term, outside the layer, the interpolation is defined as Gauss Radau interpolation; while for the diffusion term, in the layer, we use Gauss Lobatto interpolation. Then the uniform supercloseness of almost $k + 1$ order is obtained under the NIPG norm. In this process, the specific values of penalty parameters at different mesh points can be derived. Furthermore, combined with this supercloseness, we show how to improve the accuracy of the numerical solution by constructing the post-processing operator $R$. Especially, a new method is introduced for the stability analysis of the operator. Finally, we prove the uniform superconvergence under the discrete energy norm.

The basic framework of this paper is organized as follows: In Section 2, we present a priori information of the solution. In addition, the Shishkin mesh suitable for the problem is described, and on the basis of that, the NIPG method for the singularly perturbed problem is introduced. Then by defining a special interpolation, we obtain the supercloseness under the relevant energy norm in Section 3. In Section 4, a post-processing operator is constructed, the related properties of this operator are analyzed, and it is proved that the corresponding post-processing can be used to improve the accuracy of the numerical solution. In Section 5, we prove the uniform superconvergence under the discrete energy norm. At last, theoretical conclusion can be verified numerically in Section 6.

Throughout the paper, $k \geq 1$ is some fixed integer and $C$ denotes a generic positive constant that is independent of $\varepsilon$ and the mesh parameter $N$.

2. Regularity, Shishkin mesh and the NIPG method

2.1. Regularity

Now, we will present some prior information about the solution, which plays a critical role in the following analysis.

**Theorem 1.** The exact solution $u$ of problem (1) can be decomposed as $u = S + E$, in which the smooth part $S$ and the layer part $E$ satisfy $LS = f$ and
Let \( E = 0 \), respectively. Then for any positive integer \( p \), one has
\[
|S^{(m)}(x)| \leq C, \quad |E^{(m)}(x)| \leq C \varepsilon^{-m} e^{-\beta(1-x)/\varepsilon}, \quad 0 \leq m \leq p,
\]
where \( p \) depends on the regularity of the coefficients. In particular, (3) holds for any \( p \in \mathbb{N} \) if \( b, c, f \in C^\infty(\Omega) \).

Proof. We can draw this conclusion by directly referring to [7].

2.2. Shishkin mesh

As mentioned above, the solution of problem (1) exists a boundary layer at \( x = 1 \), where the solution changes rapidly. In order to resolve this layer, we adopt a piecewise uniform mesh—Shishkin mesh. Furthermore, the set of mesh points \( \Omega_N = \{ x_i \in \Omega : i = 0, 1, \cdots, N \} \) is constructed. Then suppose that
\[
T_N = \{ I_i = [x_{i-1}, x_i] : i = 1, \cdots, N \},
\]
is a partition of the domain \( \Omega \). Here \( h_i = x_i - x_{i-1} \) represents the length of the interval \( I_i \) and the general interval is denoted as \( I \).

For convenience, the domain \( \bar{\Omega} \) is subdivided into two subdomains as \( \bar{\Omega} = [0, 1] \cup [1, 1] \). Here the transition point \( 1-\tau \) is defined by \( 1-\tau = 1 - \frac{2\sigma}{\ln N} \), which satisfies \( \tau \leq 1/2 \). Let \( N \in \mathbb{N} \), \( N \geq 4 \), be divisible by 2 and \( \sigma \geq k+1 \). Each subdomain is divided into \( N/2 \) equidistant mesh intervals. Therefore, Shishkin mesh points can be represented as
\[
 x_i = \begin{cases} 
 \frac{2(1-\tau)}{N} i & \text{for } i = 0, 1, \cdots, N/2, \\
 1 - \tau + \frac{2\tau}{N} (i - \frac{N}{2}) & \text{for } i = N/2 + 1, \cdots, N.
\end{cases}
\]
Clearly \( x_{N/2} = 1 - \tau \). Specially, this mesh becomes a uniform mesh when \( 1-\tau = 1/2 \).

Assumption 1. We shall assume throughout the paper that
\[
\varepsilon \leq CN^{-1},
\]
and in practice, it is not a restriction.
2.3. The NIPG method

Below we provide some basic concepts. For each element $I_i, i = 1, 2, \cdots, N$, the broken Sobolev space of order $s$, where $s$ is a nonnegative integer, is denoted as

$$H^s(\Omega, T_N) = \{ v \in L^2(\Omega) : v|_{I_i} \in H^s(I_i), \forall i = 1, 2, \cdots, N \}.$$ 

At the same time, we present the corresponding norm and seminorm,

$$||v||^2_{s, I_i} = \sum_{i=1}^{N} ||v||^2_{s, I_i}, \quad |v|^2_{s, T_N} = \sum_{i=1}^{N} |v|^2_{s, I_i},$$

where $\| \cdot \|_{s, I_i}$ and $| \cdot |_{s, I_i}$ are the usual Sobolev norm and semi-norm in $H^s(I_i)$, respectively. It is worth noting that $\| \cdot \|_I$ and $(\cdot, \cdot)_I$ are usually used to stand for the $L^2(I)$-norm and the $L^2(I)$-inner product, respectively. Then on Shishkin mesh, the finite element space can be written as

$$V^k_N = \{ w \in L^2(\Omega) : w|_{I_i} \in \mathcal{P}_k(I_i), \quad \forall i = 1, 2, \cdots, N \},$$

where $\mathcal{P}_k(I_i)$ represents the space of polynomials of degree at most $k$ on $I_i$. The functions in $V^k_N$ are completely discontinuous at the boundaries between two adjacent cells.

Since discontinuities are allowed, the function $w \in V^k_N$ is multivalued at the node. For a function $u \in H^1(\Omega, T_N)$, the jump and average at the interior node $x_i$ are defined by

$$[u(x_i)] = u(x^-_i) - u(x^+_i), \quad \{u(x_i)\} = \frac{1}{2} \left( u(x^+_i) + u(x^-_i) \right), \quad \forall i = 1, \cdots, N - 1,$$

with $u(x^+_i) = \lim_{x \to x^-_i} u(x)$ and $u(x^-_i) = \lim_{x \to x^+_i} u(x)$. By convention, we extend the definition of jump and average at the boundary nodes $x_0$ and $x_N$ as

$$[u(x_0)] = -u(x^+_0), \quad \{u(x_0)\} = u(x^-_0), \quad [u(x_N)] = u(x^-_N), \quad \{u(x_N)\} = u(x^+_N).$$

Now the weak formulation of (1) reads as: Find $u_N \in V^k_N$ to satisfy

$$B(u_N, v_N) = L(v_N) \quad \forall v_N \in V^k_N,$$
where

\[ B(u, v) = B_1(u, v) + B_2(u, v) + B_3(u, v), \]

\[ B_1(u, v) = \sum_{i=1}^N \int_{I_i} \varepsilon u'v'dx - \varepsilon \sum_{i=0}^N \{u'(x_i)\}[v(x_i)] + \varepsilon \sum_{i=0}^N \{v'(x_i)\}[u(x_i)] + \sum_{i=0}^N \rho(x_i)[u(x_i)][v(x_i)], \]

\[ B_2(u, v) = \sum_{i=1}^N \int_{I_i} a(x)u'vdx - \sum_{i=0}^{N-1} a(x_i)[u(x_i)]v(x_i^+), \]

\[ B_3(u, v) = \sum_{i=1}^N \int_{I_i} b(x)uvdx, \]

\[ L(v) = \sum_{i=1}^N \int_{I_i} fvdx. \]

It is worth noting that the penalty parameters \( \rho(x_i)(i = 0, \cdots, N) \) are nonnegative constants associated with the node \( x_i \). In the following, we will provide the exact values of \( \rho(x_i) \) as

\[ \rho(x_i) = \begin{cases} 1, & 0 \leq i \leq N/2 - 1, \\ N^2, & N/2 \leq i \leq N. \end{cases} \]...

**Lemma 1.** Suppose that \( u \) is the solution of problem (1), then the bilinear form \( B(\cdot, \cdot) \) defined in (5) has the Galerkin orthogonality property

\[ B(u - u_N, v) = 0, \quad \forall v \in V_k^N. \]

**Proof.** From [15], the proof of this lemma can be obtained directly.

Then we define the energy norm associated with \( B(\cdot, \cdot) \) by

\[ \|v\|_{NIPG}^2 := \varepsilon \sum_{i=1}^N \|v'_i\|_{I_i}^2 + \gamma \sum_{i=1}^N \|v_i\|_{I_i}^2 + \sum_{i=0}^N \rho(x_i)[v(x_i)]^2 \quad \forall v \in V_k^N. \]

From (2), some direct calculations show that

\[ B(v_N, v_N) \geq \|v_N\|_{NIPG}^2 \quad \text{for all } v_N \in V_k^N, \]

which follows that \( u_N \) is well defined by (5).
3. Interpolation and supercloseness

3.1. Interpolation

In this section, a special interpolation $\Pi u$ of the exact solution $u$ is introduced, to be brief,

$$
(\Pi u)|_I = \begin{cases} 
(I_k u)|_I, & \text{if } I \subset [x_{N/2}, 1], \\
(P_h^- u)|_I, & \text{if } I \subset [0, x_{N/2}],
\end{cases}
$$

where $P_h^- u$ is the Gauss Radau interpolation of $u$ in the finite element space, while $I_k u$ represents the Lagrange interpolation of order $k$ to $u$ at Gauss Lobatto points. In the subsequent, we will present the definitions and corresponding properties of both interpolations.

On the one hand, on $I_i = [x_{i-1}, x_i]$, we suppose that $x_{i-1} = t_0 < t_1 < \cdots < t_k = x_i$ is the Gauss Lobatto points, where $t_1, t_2, \cdots, t_{k-1}$ are zeros of the derivative of the Legendre polynomial of degree $k$ on $I_i$. For $v \in C(\overline{\Omega})$, $(I_k v)|_{I_i}$ for $i = 1, \ldots, N$ is the $k$-degree Lagrange interpolation polynomial with the Gauss Lobatto points $\{t_s\}_{s=0}^k$ as the interpolation points. Then from the Bramble-Hilbert Lemma [2, Chapter 4] and a scaling argument, we derive

$$
|\langle z' - I_k z', v' \rangle_{I_i} | \leq Ch^{k+1} |z|_{k+2, I_i} |v|_{1, I_i}, \quad \forall v \in \mathcal{P}_k,
$$

with $z(x) \in H^{k+2}(I_i)$; see [13] for details.

On the other hand, when $k \geq 1$, Gauss Radau interpolation $P_h^- u \in V_h^k$ is defined by (see [1]): For $i = 1, 2, \cdots, N$,

$$
\int_{I_i} (P_h^- u)v_h dx = \int_{I_i} u v_h dx, \quad \forall v_h \in \mathcal{P}_{k-1},
$$

$$
(P_h^- u)(x_i^-) = u(x_i^-).
$$

Remark 1. Let’s analyze the case at the point $x_{N/2}$. For one thing, at the left side of $x_{N/2}$, we use Gauss Radau interpolation. From [12],

$$
(u - P_h^- u)(x^-_{N/2}) = 0
$$
can be obtained. For another, at the right side of \( x_{N/2} \), from the property of Gauß Lobatto interpolation, one has

\[
(u - I_k u)(x_{N/2}^+) = 0. 
\] (14)

Then, combined with (9), (13) and (14), at the point of \( x_{N/2} \), there is

\[
[(u - \Pi u)(x_{N/2})] = 0.
\]

### 3.2. Supercloseness

Recall that \( I_k \) is the Lagrange interpolation operator with Gauß Lobatto points as the interpolation nodes. According to the interpolation theories in Sobolev spaces [2, Theorem 3.1.4], there is

\[
\| \omega - I_k \omega \|_{W^{1,q}(I_i)} \leq C h_i^{k+1-l+1/q-1/p} |\omega|_{W^{k+1,p}(I_i)},
\] (15)

for all \( \omega \in W^{k+1,p}(I_i) \), where \( l = 0, 1 \) and \( 1 \leq p, q \leq \infty \). Recall that \( P_h^- \omega \) is Gauß Radau interpolation to \( \omega \). Then from the projection results [2], we have

\[
\| \omega - P_h^- \omega \|_{L^\infty(I_i)} \leq C h_i^{k+1} |\omega|_{k+1,I_i}, \quad i = 1, 2, \cdots, N
\] (16)

for all \( \omega \in H^{k+1}(I_i) \). And on that basis, we have the following lemma.

**Lemma 2.** Let Assumption 1 hold and \( \sigma \geq k + 1 \). Recall \( \rho(x_i), i = 0, 1, \cdots, N \) have been presented in [4]. Then on Shishkin mesh [4], one has

\[
\| S - P_h^- S \|_{[0,x_{N/2}]} + \| u - \Pi u \|_{[0,x_{N/2}]} \leq C N^{-(k+1)};
\] (17)

\[
\| E - I_k E \|_{[x_{N/2},1]} + \| u - \Pi u \|_{[x_{N/2},1]} \leq C \varepsilon^{\frac{k}{2}} (N^{-1} \ln N)^{k+1};
\] (18)

\[
\| (u - \Pi u)' \|_{[0,x_{N/2}]} \leq C N^{-k} + C \varepsilon^{-\frac{3}{2}} N^{-\sigma} + C N^{1-\sigma};
\] (19)

\[
\| u - \Pi u \|_{L^\infty(I_i)} \leq C N^{-(k+1)}, \quad i = 1, 2, \cdots, N/2
\] (20)

\[
\| u - \Pi u \|_{L^\infty(I_i)} \leq C (N^{-1} \ln N)^{k+1}, \quad i = N/2 + 1, \cdots, N;
\] (21)

\[
\| I_k u - u \|_{NIPG,[0,x_{N/2}]} \leq C \varepsilon^{\frac{k}{2}} N^{-k} + C N^{-(k+1)} + C \varepsilon^{\frac{k}{2}} N^{1-\sigma};
\] (22)

\[
\| u - P_h^- u \|_{NIPG,[0,x_{N/2}]} \leq C N^{-(k+\frac{1}{2})}.
\] (23)
Proof. Using (15) and (16), we can obtain (17-21) simply. In the following, we just analyze (22) and (23).

From the definition of the NIPG norm (7), properties of Gauß Lobatto interpolation and Remark 1, \( \|(I_k u - u)(x_i)\| = 0, i = 0, 1, \cdots, N/2 \). Further, we have

\[
\|I_k u - u\|^2_{NIPG, [0, x_{N/2}]} = \varepsilon \sum_{i=1}^{N/2} \|(I_k u - u)'\|_{I_i}^2 + \sum_{i=1}^{N/2} \gamma \|I_k u - u\|_{I_i}^2,
\]

where the triangle inequality, the inverse inequality and (15) yield

\[
|\varepsilon \sum_{i=1}^{N/2} \|(I_k u - u)'\|_{I_i}^2 | \leq C\varepsilon \sum_{i=1}^{N/2} \|(I_k S - S)'\|_{I_i}^2 + C\varepsilon \sum_{i=1}^{N/2} \|(I_k E - E)'\|_{I_i}^2,
\]

\[
\leq C\varepsilon \sum_{i=1}^{N/2} h_i^{2k} \|S^{(k+1)}\|_{I_i}^2 + C\varepsilon \sum_{i=1}^{N/2} \left( \|(I_k E)'\|_{I_i}^2 + \|E'\|_{I_i}^2 \right),
\]

\[
\leq C\varepsilon \sum_{i=1}^{N/2} h_i^{2k+1} \|S^{(k+1)}\|_{L^\infty(I_i)}^2 + C\varepsilon \sum_{i=1}^{N/2} \|E\|_{L^\infty(I_i)}^2 + CN^{-2\sigma},
\]

\[
\leq C\varepsilon N^{-2k} + C\varepsilon N^{2-2\sigma} + CN^{-2\sigma}.
\]

In addition, by using (15) and the triangle inequality, one has

\[
|\varepsilon \sum_{i=1}^{N/2} \|I_k u - u\|_{I_i}^2 | \leq C\varepsilon \sum_{i=1}^{N/2} \|I_k S - S\|_{I_i}^2 + C\varepsilon \sum_{i=1}^{N/2} \|I_k E - E\|_{I_i}^2 \leq CN^{-(k+1)}.
\]

Thus we complete the derivation of (22).

Then, according to (7) and Remark 1, we have

\[
\|u - P_h^{-1} u\|^2_{NIPG, [0, x_{N/2}]} = \varepsilon \sum_{i=1}^{N/2} \|(u - P_h^{-1} u)'\|_{I_i}^2 + \sum_{i=1}^{N/2} \gamma \|u - P_h^{-1} u\|_{I_i}^2
\]

\[
+ \sum_{i=0}^{N/2-1} \rho(x_i) [(u - P_h^{-1} u)(x_i)]^2
\]

\[
= P_1 + P_2 + P_3.
\]

Therefore, we need to analyze \( P_1, P_2, P_3 \) in turn.

For \( P_1 \), through (15) and (7), there is

\[
|\varepsilon \sum_{i=1}^{N/2} \|(S - P_h^{-1} S)'\|_{I_i}^2 | \leq C\varepsilon \sum_{i=1}^{N/2} h_i^{2k} \|S^{(k+1)}\|_{I_i}^2 \leq C\varepsilon N^{-2k},
\]
\[
|\varepsilon \sum_{i=1}^{N/2} \| (E - P^h_E)'/I_i \|_2^2 | \leq C\varepsilon \sum_{i=1}^{N/2} \left( \| E'/I_i \|_2^2 + \| (P^h_E)'/I_i \|_2^2 \right) \\
\leq C\varepsilon \sum_{i=1}^{N/2} \int_{I_i} \varepsilon^{-1} e^{-2\beta(1-x)/\varepsilon} \, dx + C\varepsilon \sum_{i=1}^{N/2} \| P^h_E/I_i \|_{L^\infty(I_i)} \\
\leq C\varepsilon^{-1} \int_0^{x_{N/2}} e^{-2\beta(1-x)/\varepsilon} \, dx + C\varepsilon N^{2}N^{-2\sigma} \\
\leq CN^{-2\sigma} + C\varepsilon N^{2}N^{-2\sigma}.
\]

For \( P_2 \), the triangle inequality and (16) yield
\[
\left| \sum_{i=1}^{N/2} \gamma \| S - P^h_E S \|_I_i^2 \right| \leq C \sum_{i=1}^{N/2} \left( h_i^{-1} \| S \|_I_i^2 + \| P^h_E \|_I_i^2 \right) \leq CN^{-2(2k+1)}.
\]

Finally, using the similar method, one derives
\[
\left| \sum_{i=1}^{N/2} \gamma \| E - P^h_E E \|_I_i^2 \right| \leq C \sum_{i=1}^{N/2} \left( \| E \|_I_i^2 + \| P^h_E \|_I_i^2 \right) \leq CN^{-2\sigma}.
\]

directly. At this time, (28) can be obtained through some simple calculations.

In the following, we shall prove some error estimates for the interpolation on the element boundaries. For this purpose, the following multiplicative trace inequality is introduced.

**Lemma 3.** Assume that \( w \in H^1(I_i), \ i = 1, 2, \ldots, N \), then
\[
|w(x_s)|^2 \leq 2 \left( h_i^{-1} \| w \|_{I_i}^2 + \| w \|_{I_i} \| w' \|_{I_i} \right) , \ s \in \{i-1, i\}.
\]

**Proof.** The relevant proof has been presented in [14, Lemma 4].

For the convenience of analysis, \((\Pi u - u)(x)\) is simplified as \( \eta(x) \).
Lemma 4. Let Assumption \[4\] hold true and \(\sigma \geq k + 1\). Then on Shishkin mesh \[4\], one has

\[
\{\eta'(x_i)\}^2 \leq \begin{cases} 
CN^{-2k} + CN^{-(k+\frac{1}{2})}\varepsilon^{-\frac{3}{2}}N^{-\sigma} + C\varepsilon^{-2}N^{-2\sigma}, & 0 \leq i \leq N/2 - 1, \\
C\varepsilon^{-2}(N^{-1}\ln N)^{2k}, & N/2 \leq i \leq N.
\end{cases}
\]

(24)

Proof. This conclusion can be obtained by means of \[15\]. From the definition of average and Lemma \[3\]

\[
\{\eta'(x_i)\}^2 = \frac{1}{4} \left( (\eta'(x_i^+))^2 + (\eta'(x_i^-))^2 \right) \leq \frac{1}{2} \left( (\eta'(x_i^+))^2 + (\eta'(x_i^-))^2 \right)
\]

\[
\leq h_i^{-1}\|\eta''\|_I^2 + \|\eta''\|_I + h_i^{-1}\|\eta''\|_{I_{i+1}}^2 + \|\eta''\|_{I_{i+1}}\|\eta''\|_{I_{i+1}}.
\]

Now we will estimate \(\|\eta''\|_I\) and \(\|\eta''\|_{I_i}\) respectively.

For \(i = 0, 1, \cdots, N/2 - 1, N/2\), recalling \(h_i^{-1} = N\), then we have

\[
\|\eta''\|_I^2 \leq \|(S - P_h^- S)''\|_I^2 + \|(E - P_h^- E)''\|_I^2
\]

\[
\leq Ch_i^{2k}\|S^{(k+1)}\|_I^2 + \|E''\|_I^2 + \|(P_h^- E)''\|_I^2
\]

\[
\leq Ch_i^{2k+1}\|S^{(k+1)}\|_{L^\infty(I_i)}^2 + C\varepsilon^{-2}\int_{I_i} e^{-2\beta(1-x)/\varepsilon} \, dx + Ch_i^{-2}\|P_h^- E\|_I^2
\]

\[
\leq CN^{-(2k+1)} + C\varepsilon^{-1}N^{-2\sigma} + Ch_i^{-1}\|E\|_{L^\infty(I_i)}^2
\]

\[
\leq CN^{-(2k+1)} + C\varepsilon^{-1}N^{-2\sigma} + CNN^{-2\sigma}
\]

\[
\leq CN^{-(2k+1)} + C\varepsilon^{-1}N^{-2\sigma},
\]

(25)

where the general interpolation theory \[10\] and the inverse inequality \[2\] (Theorem 3.2.6) have been used. Similarly, we have

\[
\|\eta''\|_{I_i}^2 \leq \|(S - P_h^- S)''\|_{I_i}^2 + \|(E - P_h^- E)''\|_{I_i}^2 \leq CN^{-(2k-1)} + C\varepsilon^{-3}N^{-2\sigma}.
\]

(26)

Therefore, for \(i = 0, 1, \cdots, N/2 - 1\), the following estimate can be derived though some simple calculations.

\[
\{\eta'(x_i)\}^2 \leq h_i^{-1}\|\eta''\|_I^2 + \|\eta''\|_{I_i}^2 + h_i^{-1}\|\eta''\|_{I_{i+1}}^2 + \|\eta''\|_{I_{i+1}}\|\eta''\|_{I_{i+1}}
\]

\[
\leq CN^{-2k} + CN^{-(k+\frac{1}{2})}\varepsilon^{-\frac{3}{2}}N^{-\sigma} + C\varepsilon^{-2}N^{-2\sigma}.
\]
Furthermore, when \( i = N/2 + 1, \cdots, N \), on the one hand, through (15) and (3),

\[
\| \eta' \|^2_{I_i} \leq \| (S - I_k S)' \|^2_{I_i} + \| (E - I_k E)' \|^2_{I_i} \leq C \varepsilon^{-1} (N^{-1} \ln N)^{2k+1}.
\]

On the other hand, one derives

\[
\| \eta'' \|^2_{I_i} \leq \| (S - I_k S)'' \|^2_{I_i} + \| (E - I_k E)'' \|^2_{I_i} \leq C \varepsilon^{-3} (N^{-1} \ln N)^{2k-1},
\]

where (3) and (15) have been applied. Combined with the above derivation, we have

\[
\{ \eta'(x_i) \}^2 \leq C \varepsilon^{-2} (N^{-1} \ln N)^{2k}. \tag{27}
\]

In particular, when \( i = N/2 \), one has

\[
\{ \eta'(x_{N/2}) \}^2 \leq h_{N/2}^{-1} \| \eta' \|^2_{I_{N/2}} + \| \eta' \|_{I_{N/2}} \| \eta'' \|_{I_{N/2}} + h_{N/2+1}^{-1} \| \eta'' \|^2_{I_{N/2+1}} + \| \eta'' \|_{I_{N/2+1}} \| \eta'' \|_{I_{N/2+1}}.
\]

Here applying (25), (26) and (27), it is obvious to derive

\[
\{ \eta(x_{N/2}) \}^2 \leq C \varepsilon^{-2} (N^{-1} \ln N)^{2k}.
\]

So far, we have proved this conclusion. \( \square \)

Next introduce \( \chi := \Pi u - u_N \) and recall \( \eta := \Pi u - u \). From (8) and the
Galerkin orthogonality, we have

\[ \| \chi \|^2_{NIPG} \leq B(\chi, \chi) = B(\Pi u - u + u_N, \chi) = B(\eta, \chi) \]

\[ = \sum_{i=1}^{N} \int_{I_i} \varepsilon \eta' \chi' dx - \varepsilon \sum_{i=0}^{N} \{ \eta'(x_i) \} [\chi(x_i)] + \varepsilon \sum_{i=0}^{N} \{ \chi'(x_i) \} [\eta(x_i)] \]

\[ + \sum_{i=0}^{N} \rho(x_i) [\eta(x_i)] [\chi(x_i)] + \sum_{i=1}^{N} \int_{I_i} a(x) \eta' \chi dx = \sum_{i=0}^{N-1} a(x_i) [\eta(x)] [\chi(x_i)] \]

\[ + \varepsilon \sum_{i=1}^{N} \int_{I_i} b(x) \eta dx \]

(28)

\[ = \sum_{i=1}^{N} \int_{I_i} \varepsilon \eta' \chi' dx - \varepsilon \sum_{i=0}^{N} \{ \eta'(x_i) \} [\chi(x_i)] + \varepsilon \sum_{i=0}^{N} \{ \chi'(x_i) \} [\eta(x_i)] \]

\[ + \sum_{i=0}^{N} \rho(x_i) [\eta(x_i)] [\chi(x_i)] - \sum_{i=1}^{N} \int_{I_i} a(x) \eta \chi dx + \sum_{i=1}^{N} a(x_i) [\chi(x)] [\eta(x_i)] \]

\[ - \sum_{i=1}^{N} \int_{I_i} a'(x) \eta dx + \sum_{i=1}^{N} \int_{I_i} b(x) \eta dx \]

\[ =: I + II + III + IV + V + VI + VII + VIII. \]

Now we will analyze the terms on the right-hand side of (28). First, we may decompose I as

\[ I = \sum_{i=1}^{N/2} \int_{I_i} \varepsilon \eta' \chi' dx + \sum_{i=N/2+1}^{N} \int_{I_i} \varepsilon \eta' \chi' dx. \]

For \( i = 1, \cdots, N/2 \), from Hölder inequalities and (19), we obtain

\[ |\sum_{i=1}^{N/2} \int_{I_i} \varepsilon \eta' \chi' dx| \leq C \left( \sum_{i=1}^{N/2} \varepsilon ||\eta'||_{L_1}^2 \right)^{1/2} \left( \sum_{i=1}^{N/2} \varepsilon ||\chi'||_{L_1}^2 \right)^{1/2} \]

(29)

\[ \leq C \left( \varepsilon^{1/2} N^{-k} + \varepsilon^{1/2} N^{-\sigma} + \varepsilon^{1/2} N^{1-\sigma} \right) ||\chi||_{NIPG}. \]

Furthermore, for \( i = N/2+1, \cdots, N \), using Hölder inequalities and (15), a direct calculation shows that

\[ |\sum_{i=N/2+1}^{N} \int_{I_i} \varepsilon (S - I_k) S' \chi' dx| \leq C \varepsilon^{k+1} N^{-k} (\ln N)^{k+1/2} ||\chi||_{NIPG}. \]

(30)
Specially, through (10), the following estimate can be derived.

\[
\left| \sum_{i=N/2+1}^{N} \int_{I_i} \varepsilon (E - I_k E)^{\prime} \chi \, dx \right| \\
\leq C \sum_{i=N/2+1}^{N} \varepsilon h_i^{k+1} \| E^{(k+2)} \|_{I_i} \| \chi \|_{I_i}
\]

\[
\leq C \left( \sum_{i=N/2+1}^{N} \varepsilon \| E^{(k+2)} \|_{I_i} \right)^{\frac{1}{2}} \left( \sum_{i=N/2+1}^{N} \varepsilon \| \chi \|_{I_i}^{2} \right)^{\frac{1}{2}}
\]

\[
\leq C \varepsilon^{-1} (N^{-1} \ln N)^{2(k+1)} \int_{1-\tau}^{1} e^{-2\beta(1-x)/\varepsilon} \, dx \| \chi \|_{NIPG}
\]

\[
\leq C N^{-\sigma} (\ln N)^{k+1} \| \chi \|_{NIPG}.
\]

Combining (29), (30) and (31), one derives

\[
I \leq \left( C \varepsilon^{\frac{1}{2}} N^{-k} + C N^{-\sigma} + C \varepsilon^{\frac{1}{2}} N N^{-\sigma} + C N^{-\sigma} (\ln N)^{k+1} \right) \| \chi \|_{NIPG}. \quad (32)
\]

For II, according to (24) and recalling \( \sigma \geq k + 1 \) and \( \varepsilon \leq C N^{-1} \), we have

\[
|II| = \left| \varepsilon \sum_{i=0}^{N} \left\{ \eta'(x_i) \right\} [\chi(x_i)] \right|
\]

\[
\leq \left( \sum_{i=0}^{N} \frac{\varepsilon^2}{\rho(x_i)} \{ \eta'(x_i) \}^2 \right)^{\frac{1}{2}} \left( \sum_{i=0}^{N} \rho(x_i) [\chi(x_i)]^2 \right)^{\frac{1}{2}}
\]

\[
\leq \left( \sum_{i=0}^{N/2-1} \frac{\varepsilon^2}{\rho(x_i)} \{ \eta'(x_i) \}^2 + \sum_{i=N/2}^{N} \frac{\varepsilon^2}{\rho(x_i)} \{ \eta'(x_i) \}^2 \right)^{\frac{1}{2}} \| \chi \|_{NIPG}
\]

\[
\leq \left( C N^{-(2k+1)} + C N^{-1} (N^{-1} \ln N)^{2k} \right) \| \chi \|_{NIPG}
\]

\[
\leq C N^{-(k+\frac{1}{2})} (\ln N)^{k+1} \| \chi \|_{NIPG},
\]

where \( \rho(x_i) \) is defined as (10).

Next divide III into two parts

\[
III = -\varepsilon \sum_{i=0}^{N/2-1} \{ \chi'(x_i) \} [\eta(x_i)] - \varepsilon \sum_{i=N/2}^{N} \{ \chi'(x_i) \} [\eta(x_i)].
\]

According to (9), Remark 4 and the properties of Gauß Lobatto interpolation,
we just analyze $-\varepsilon \sum_{i=0}^{N/2-1} \{ \chi'(x_i) \} \eta(x_i)$.

\[ | - \varepsilon \sum_{i=0}^{N/2-1} \{ \chi'(x_i) \} \eta(x_i) | \leq | \varepsilon \{ \chi(x_0) \} \eta(x_0) | + | \varepsilon \sum_{i=1}^{N/2-1} \{ \chi'(x_i) \} \eta(x_i) | \]

\[ \leq C \varepsilon \| \eta \|_{L^\infty(I_1)} \| \chi' \|_{L^\infty(I_1)} + C \varepsilon \sum_{i=1}^{N/2-1} \| \eta \|_{L^\infty(I_1 \cup I_{i+1})} \| \chi' \|_{L^\infty(I_1 \cup I_{i+1})} \]

\[ \leq C \varepsilon \| \eta \|_{L^\infty(I_1)} N^{1/2} \| \chi' \|_{I_1} + C \varepsilon \| \eta \|_{L^\infty(I_1 \cup I_{i+1})} N^{1/2} \sum_{i=1}^{N/2-1} \| \chi' \|_{I_1 \cup I_{i+1}} \]

\[ \leq C \varepsilon^{1/2} N^{1/4} N^{-(k+1)} \| \chi \|_{NIPG} + C \varepsilon^{1/2} N^{-(k+1)} N^{1/4} \| \chi \|_{NIPG} \]

\[ \leq C \left( \varepsilon^{1/2} N^{-(k+1)} + \varepsilon^{1/2} N^{-(k+1)} \right) \| \chi \|_{NIPG} \]

\[ \leq C \varepsilon^{1/2} N^{-k} \| \chi \|_{NIPG}, \]

where the inverse inequality and (20) have been employed.

For IV, first, let’s divide it into the following two parts:

\[ \sum_{i=0}^{N} \rho(x_i) \eta(x_i) [ \chi(x_i) ] = \sum_{i=0}^{N/2-1} \rho(x_i) \eta(x_i) [ \chi(x_i) ] + \sum_{i=N/2}^{N} \rho(x_i) \eta(x_i) [ \chi(x_i) ]. \]

Here we just analyze the first term. That is because using the nature of Gauß Lobatto interpolation on $[x_{N/2}, 1]$, combined with Remark 11 we have $[\eta(x_i)] = 0, i = N/2, N/2 + 1, \ldots, N$. Then from (30) and (20),

\[ \sum_{i=0}^{N/2-1} \rho(x_i) [ \eta(x_i) ] [ \chi(x_i) ] \]

\[ \leq \left( \sum_{i=0}^{N/2-1} \rho(x_i) [ \eta(x_i) ]^2 \right)^{1/2} \left( \sum_{i=0}^{N/2-1} \rho(x_i) [ \chi(x_i) ]^2 \right)^{1/2} \]

\[ \leq C \left( \rho(x_0) \| \eta \|_{L^\infty(I_1)} + \sum_{i=1}^{N/2-1} \rho(x_i) \| \eta \|_{L^\infty(I_1 \cup I_{i+1})} \right) \| \chi \|_{NIPG} \]

\[ \leq C \left( N^{-2(k+1)} + N N^{-2(k+1)} \right) \frac{1}{2} \| \chi \|_{NIPG} \]

\[ \leq C N^{-(k+1)} \| \chi \|_{NIPG}. \]
Now we consider V and VI, which are also divided into two parts $1 \leq i \leq N/2$ and $N/2 \leq i \leq N$ for analysis. For $1 \leq i \leq N/2$, applying Remark (1), (11) and (12), we have

\[- \frac{N}{2} \sum_{i=1}^{N/2} a(x_i) \eta \chi' dx - \frac{N}{2} \sum_{i=1}^{N/2} a(x_i) [\chi(x_i)] \eta(x_i^-)\]

\[= - \frac{N}{2} \sum_{i=1}^{N/2} \int_{I_i} \left( a(x) - a(x_{i-1}) \right) \eta \chi' dx - \frac{N}{2} \sum_{i=1}^{N/2} \int_{I_i} a(x_{i-1}) \eta \chi' dx - \sum_{i=1}^{N/2} a(x_i) [\chi(x_i)] \eta(x_i^-)\]

\[= - \frac{N}{2} \sum_{i=1}^{N/2} \int_{I_i} \left( a(x) - a(x_{i-1}) \right) \eta \chi' dx\]

where $a(x_{i-1})$ is the value of $a(x)$ at the midpoint $x_{i-1}$ in the interval $[x_{i-1}, x_i]$. Then from the Lagrange mean value theorem, there exists $\xi$ between $x$ and $x_{i-1}$, such that

\[a(x) - a(x_{i-1}) = a'(\xi)(x - x_{i-1}).\]

Note that $a(x)$ in this paper is a smooth function. Therefore, we have

\[| - \frac{N}{2} \sum_{i=1}^{N/2} \int_{I_i} \left( a(x) - a(x_{i-1}) \right) \eta \chi' dx| = |- \sum_{i=1}^{N/2} \int_{I_i} a'(\xi)(x - x_{i-1}) \eta \chi' dx|\]

\[\leq C \sum_{i=1}^{N/2} h_i \|\eta\|_{L^\infty(I_i)} \|\chi'\|_{L^1(I_i)} \leq C \sum_{i=1}^{N/2} h_i \|\eta\|_{L^\infty(I_i)} N^{\frac{1}{2}} \|\chi\|_{I_i}\]

\[\leq C \sum_{i=1}^{N/2} N^{-\frac{k}{2}} \|\eta\|_{L^\infty(I_i)} \|\chi\|_{I_i}\]

\[\leq CN^{-(k+\frac{1}{2})} \left( \sum_{i=1}^{N/2} 1^2 \right)^{\frac{1}{2}} \left( \sum_{i=1}^{N/2} \|\chi\|^2_{I_i} \right)^{\frac{1}{2}}\]

\[\leq CN^{-(k+1)} \|\chi\|_{NIPG},\]

where the inverse inequality and (20) have been used.

For $N/2 + 1 \leq i \leq N$, remembering $[\eta(x_i)] = 0$ and $\eta(x_i) = 0$, therefore, we need to analyze the following two estimates

\[- \sum_{i=N/2+1}^{N} \int_{I_i} a(x) \eta \chi' dx - \sum_{i=N/2+1}^{N} a(x_i) [\chi(x_i)] \eta(x_i^-).\]
Adopting the inverse inequality, (21) and Hölder inequalities, there is

\[ | - \sum_{i=N/2+1}^N a(x) \eta \chi' \, dx | \leq C \sum_{i=N/2+1}^N \| \eta \|_{L^\infty(I_i)} \| \chi' \|_{L^1(I_i)} \]

\[ \leq C \| \eta \|_{L^\infty(L)} \sum_{i=N/2+1}^N \varepsilon^\frac{1}{2} (N^{-1} \ln N)^{\frac{1}{2}} \| \chi' \|_{I_i} \]

\[ \leq C (N^{-1} \ln N)^{k+\frac{1}{2}} \left( \sum_{i=N/2+1}^N \varepsilon \right)^{\frac{1}{2}} \left( \sum_{i=N/2+1}^N \varepsilon \| \chi' \|_{I_i}^2 \right)^{\frac{1}{2}} \]

\[ \leq CN^{-(k+1)} (\ln N)^{k+\frac{1}{2}} \| \chi \|_{NIPG}. \]

Besides, from (21) and (6) we can obtain

\[ | - \sum_{i=N/2+1}^N a(x_i) [\chi(x_i)] \eta(x_i^-) | \]

\[ \leq C \left( \sum_{i=N/2+1}^N \rho^{-1}(x_i) \eta(x_i^-)^2 \right)^{\frac{1}{2}} \left( \sum_{i=N/2+1}^N \rho(x_i) [\chi(x_i)]^2 \right)^{\frac{1}{2}} \]

\[ \leq C \left( \sum_{i=N/2+1}^N \rho^{-1}(x_i) \| \eta \|_{L^\infty(I_i)}^2 \| \chi \|_{NIPG} \right)^{\frac{1}{2}} \]

\[ \leq CN^{-(k+\frac{1}{2})} (\ln N)^{k+\frac{1}{2}} \| \chi \|_{NIPG}. \]

Summing up, we can derive the following estimate directly.

\[ V + VI \leq CN^{-(k+1)} (\ln N)^{k+\frac{1}{2}} \| \chi \|_{NIPG}. \]  \hspace{1cm} (36)

For VII and VIII, by means of Hölder inequalities, (17) and (15), one obtains

\[ VII + VIII \leq C \| \eta \|_{[0,1]} \| \chi \|_{NIPG} \leq C \left( \varepsilon^\frac{1}{2} (N^{-1} \ln N)^{k+1} + N^{-(k+1)} \right) \| \chi \|_{NIPG} \]

\[ \leq CN^{-(k+\frac{1}{2})} (\ln N)^k + CN^{-(k+1)} (\ln N)^{k+\frac{1}{2}} \| \chi \|_{NIPG}, \]  \hspace{1cm} (37)

Last but not least, by (32), (33), (34), (35), (36) and (37), there is

\[ \| \chi \|_{NIPG}^2 \leq I + II + III + IV + V + VI + VII + VIII \]

\[ \leq \left( CN^{-(k+\frac{1}{2})} (\ln N)^k + CN^{-(k+1)} (\ln N)^{k+\frac{1}{2}} \right) \| \chi \|_{NIPG}, \]

which implies

\[ \| IIu - u_N \|_{NIPG} \leq CN^{-(k+\frac{1}{2})} (\ln N)^k + CN^{-(k+1)} (\ln N)^{k+\frac{1}{2}} \]  \hspace{1cm} (38)
Now we show the main conclusion of supercloseness.

**Theorem 2.** Let Assumption [7] hold. Let the mesh \( \{x_i\} \) be Shishkin mesh defined in [4] with \( \sigma \geq k+1 \). \( \rho(x_i) \) is defined as [6] and the definition of Gauß Lobatto interpolation \( I_ku \) is presented in Section 3.1. Then we derive

\[
\|I_ku - u_N\|_{NIPG} + \|\Pi u - u_N\|_{NIPG} \leq CN^{-(k+\frac{1}{2})}(\ln N)^k + CN^{-(k+1)}(\ln N)^{k+\frac{3}{2}},
\]

where \( \Pi u \) is the interpolation of the exact solution of [1], while \( u_N \) is the solution of [5].

**Proof.** First, from the triangle inequality, there is

\[
\|I_ku - u_N\|_{NIPG} \leq \|I_ku - \Pi u\|_{NIPG} + \|\Pi u - u_N\|_{NIPG}.
\]

From [38], the estimate of \( \|\Pi u - u_N\|_{NIPG} \) has been known, therefore, we just analyze the bound of \( \|I_ku - \Pi u\|_{NIPG} \) in the following.

According to the definition of interpolation \( \Pi u \) and the triangle inequality, we have

\[
\|I_ku - \Pi u\|_{NIPG} = \|I_ku - I_ku\|_{NIPG,[x_{N/2}]} + \|I_ku - P_h^- u\|_{NIPG,[0,x_{N/2}]}
\]

\[
= \|I_ku - P_h^- u\|_{NIPG,[0,x_{N/2}]}
\]

\[
\leq \|I_ku - u\|_{NIPG,[0,x_{N/2}]} + \|u - P_h^- u\|_{NIPG,[0,x_{N/2}]}.
\]

Then applying (22) and (23), one derives

\[
\|I_ku - P_h^- u\|_{NIPG,[0,x_{N/2}]} \leq CN^{-(k+1)}.
\]

Thus the proof of this theorem has been completed.

**Remark 2.** Below we explain why Gauß Radau interpolation is selected outside the layer. The main reason is that the convection term outside the layer

\[
-\sum_{i=1}^{N/2} \int_{I_i} a(x) \mu \chi' \, dx
\]

cannot reach \( k+1 \) order by standard arguments, where \( \mu = u - u_I \). Note that \( u \) is the exact solution of the problem, while \( u_I \in C(\bar{\Omega}) \) is the usual Lagrange interpolation polynomial of order \( k \) on \( I_i, i = 1, 2, \ldots, N \). Specifically, for \( \|\chi'\|_{L^1(I_i)} \),
if the inverse estimate is used, we have

\[
- \sum_{i=1}^{N/2} \int_{I_i} a(x) \mu \chi' \, dx \leq C \|\mu\|_{L^\infty([0,1-\tau])} \|\chi\|_{L^1([0,1-\tau])} \leq CN^{-(k+1)}N \|\chi\|_{[0,1-\tau]} \\
\leq CN^{-k}\|\chi\|_{NIPG}.
\]

Moreover, if directly converted to \(\|\chi'\|_{I_i}\), there will be no the factor \(\varepsilon^{\frac{1}{2}}\) outside the layer, which matches with \(\|\chi'\|_{I_i}\) to become \(\|\chi\|_{NIPG}\).

\[
- \sum_{i=1}^{N/2} \int_{I_i} a(x) \mu \chi' \, dx \leq C \|\mu\|_{L^\infty([0,1-\tau])} \|\chi'\|_{L^1([0,1-\tau])} \leq C\varepsilon^{-\frac{1}{2}}N^{-(k+1)}\varepsilon^{\frac{1}{2}}\|\chi'\|_{[0,1-\tau]} \\
\leq C\varepsilon^{-\frac{1}{2}}N^{-(k+1)}\|\chi\|_{NIPG}.
\]

Therefore, here we introduce a special projection—Gauß Radau interpolation to solve this difficulty.

**Theorem 3.** Let the mesh \(\{x_i\}\) be Shishkin mesh defined in (4) with \(\sigma \geq k + \frac{5}{2}\). Assume that \(\rho(x_i)\) is defined as

\[
\rho(x_i) = \begin{cases} 
N^{-1}, & 0 \leq i \leq N/2 - 1, \\
N^3, & N/2 \leq i \leq N 
\end{cases}
\]

and \(\varepsilon \leq CN^{-2}\). Then we derive

\[
\|I_ku - u_N\|_{NIPG} + \|\Pi u - u_N\|_{NIPG} \leq CN^{-(k+1)}(\ln N)^{k+\frac{3}{2}},
\]

where \(\Pi u\) is the interpolation of the exact solution of (1), while \(u_N\) is the solution of (2).

**Proof.** According to the proof process of Theorem 2 it is obvious that when the above conditions are met, the estimates of II, IV and V + VI can be improved to order \(k + 1\). Furthermore, under the above assumptions, it is straightforward to obtain that

\[
\|I_ku - \Pi u\|_{NIPG} \leq CN^{-(k+1)}.
\]

Hence, we can draw this conclusion directly. \(\square\)
4. Post-processing technology

Combined with the supercloseness results obtained in Section 3.2, we show how to improve the accuracy of the numerical solution by constructing a post-processing operator $R$. More specifically, $\|u - Ru_N\|_{NIPG} \ll \|u - u_N\|_{NIPG}$.

Suppose $N$ is a positive integer that can be divided by 4. Then we can construct a coarser mesh $T_{N/2}$ composed of disjoint macro elements $M$, in which each macro cell $M$ is composed of two adjacent cells on the original mesh $T_N$. Note that each $M$ belongs to only one of the two subdomains $[0, 1 - \tau]$ and $[1 - \tau, 1]$ of $\Omega$. For the mesh points $\Omega_{N/2} = \{x_{2j}, j = 1, 2, \cdots, N/2\}$ on $T_{N/2}$, we define $M_j = [x_{2j-1}, x_{2j}]$, whose length is $H_j = x_{2j} - x_{2(j-1)}$.

According to the $k + 1$ Gauß Lobatto points $\{t_s\}_{s=0}^k$ defined on $I \in T_N$ in Section 3.1, it is straightforward to derive that there are $2k + 1$ Gauß Lobatto points $\{t_{jm}\}_{m=0}^{2k}$ on each cell $M_j, j = 1, 2, \cdots, N/2$ on $T_{N/2}$.

Next, select $k + 2$ points in each macro cell $M_j, j = 1, 2, \cdots, N/2$ to define an interpolation operator $R_{M_j} : C(M_j \setminus \{x_{2j-1}\}) \to P_{k+1}(M_j)$, which satisfies

\[ R_{M_j} v(t_{jm}) = v(t_{jm}), \quad \text{for } m \in G, \text{ if } k \text{ is even,} \]

\[ \begin{cases} R_{M_j} v(t_{jm}) = v(t_{jm}), & m \in G \setminus \{k\}, \\ R_{M_j} v(t_{jk}) = \frac{v(t_{jk}^+) + v(t_{jk}^-)}{2} & \text{if } k \text{ is odd.} \end{cases} \tag{39} \]

with $G = \{0, 1, 3, 5, \cdots, 2k-1, 2k\}$. Generally, $R_{M_j}$ can be extended to a global operator by setting

\[ (Rv)(x) = R_{M_j} v(x), \quad \forall x \in M_j, j = 1, 2, \cdots, N/2. \]

**Lemma 5.** Assume that $\rho(x_j) \geq C \max\{\varepsilon N, N^{-1}\}, j = 0, 1, \cdots, N/2 - 1$, while $\rho(x_j) \geq CN(\ln N)^{-1}, j = N/2, \cdots, N$. Then for the post-processing operator $R$ and Gauß Lobatto interpolation operator $I_k$, we have the following properties

\[ Rv = RI_k v, \quad \forall v \in C(\bar{\Omega}), \tag{40} \]

\[ \|Rv\|_{NIPG} \leq C\|v\|_{NIPG}, \quad \forall v \in V^N. \tag{41} \]
Proof. Applying the definition of $R$ and considering $v \in C(\bar{\Omega})$, there is
\[ RI_k v(t_{jm}) = I_k v(t_{jm}) = v(t_{jm}), \quad \forall m \in G. \]
\[ (40) \] can be obtained easily.

From the definition of NIPG norm, one has
\[
||Rv||_{NIPG}^2 = \frac{N/2}{\sum_{j=1}^{N/2} \| (Rv)^j \|_{M_j}^2} + \sum_{j=1}^{N/2} \gamma \|Rv\|_{M_j}^2 + \sum_{j=0}^{N/2} \rho(x_{2j})||Rv(x_{2j})||^2
\]
\[ = (1) + (2) + (3). \]

Here for (3), the following formula can be derived directly by the definition of $R$.
\[
\sum_{j=0}^{N/2} \rho(x_{2j})||Rv(x_{2j})||^2 = \sum_{j=0}^{N/2} \rho(x_{2j})||v(x_{2j})||^2.
\]

For (1), we first analyze $\varepsilon ||(Rv)^j||_{M_j}^2$. Before that, we present the following equality for all $v \in V^N$.
\[
v(t_{jm}) = \int_{x}^{t_{jm}} v'(s)ds + A[v(x_{2j-1})] + v(x), \quad x \in M_j. \quad (42)
\]

Since $v(x)$ may be discontinuous at $x_{2j-1}$, $A$ may take $0, 1, -1$ for any fixed $x \in M_j$. On the basis of that, Hölder inequality and (42) yield
\[
\varepsilon ||(Rv)^j||_{M_j}^2 = \varepsilon \int_{M_j} [(Rv)^j]_j^2 dx = \varepsilon \int_{M_j} (\sum_{m \in G} Rv(t_{jm}) \phi'_{m,k+1}(x))^2 dx
\]
\[ = \varepsilon \int_{M_j} (\sum_{m \in G} v(t_{jm}) \phi'_{m,k+1}(x))^2 dx
\]
\[ = \varepsilon \int_{M_j} \left( \sum_{m \in G} \left( \int_{x}^{t_{jm}} v'(s)ds + A[v(x_{2j-1})] \right) \phi'_{m,k+1}(x) + v(x) \sum_{m \in G} \phi'_{m,k+1}(x) \right)^2 dx
\]
\[ = \varepsilon \int_{M_j} \left( \sum_{m \in G} \int_{x}^{t_{jm}} v'(s)ds \phi'_{m,k+1}(x) + \sum_{m \in G} A[v(x_{2j-1})] \phi'_{m,k+1}(x) \right)^2 dx
\]
\[ \leq 2\varepsilon \int_{M_j} \left\{ \left( \sum_{m \in G} \int_{x}^{t_{jm}} v'(s)ds \phi'_{m,k+1}(x) \right)^2 + \left( \sum_{m \in G} A[v(x_{2j-1})] \phi'_{m,k+1}(x) \right)^2 \right\} dx,
\]
where $\sum_{m \in G} \phi_{m,k+1}(x) \equiv 1$ for $x \in M_j$ has been known. Note that $x_{2j-1}$ represents the midpoint of each macro cell $M_j, j = 1, 2, \cdots, N/2$ and $\phi_{m,k+1}(x)$ is the
interpolation basis function at Gauss-Lobatto points \( \{t_{jm}\}_{m \in G} \) of interval \( M_j \).

Then by means of Cauchy Schwartz inequality and the value range of \( \rho(x_{2j-1}) \), we have

\[
\varepsilon \|(Ru)\|_{M_j}^2 \leq 2\varepsilon \int_{M_j} \left\{ \sum_{m \in G} \left( \int_{x}^{t_{jm}} v'(s)\,ds \right)^2 + \sum_{m \in G} [v(x_{2j-1})]^2 \right\} \sum_{m \in G} (\phi'_{m,k+1}(x))^2 \,dx
\]

\[
\leq 2\varepsilon \left\{ \sum_{m \in G} H_j \|v'\|_{M_j}^2 + \sum_{m \in G} [v(x_{2j-1})]^2 \right\} \sum_{m \in G} \int_{M_j} (\phi'_{m,k+1}(x))^2 \,dx \quad \text{(by using variable substitution)}
\]

\[
\leq C\varepsilon \left\{ \sum_{m \in G} H_j \|v'\|_{M_j}^2 + \sum_{m \in G} [v(x_{2j-1})]^2 \right\} \sum_{m \in G} H_j^{-1} \int_{-1}^1 (\phi'_{m,k+1}(x))^2 \,dx
\]

\[
\leq C\varepsilon \|v'\|_{M_j}^2 + C\varepsilon H_j^{-1} \sum_{m \in G} [v(x_{2j-1})]^2
\]

\[
\leq C\varepsilon \|v'\|_{M_j}^2 + C\rho(x_{2j-1})[v(x_{2j-1})]^2.
\]

Applying the same method as above, for (2), we have

\[
\|Ru\|_{NIPG}^2 \leq C\varepsilon \|v\|_{M_j}^2 + C\rho(x_{2j-1})[v(x_{2j-1})]^2,
\]

where Hölder inequality, (12) and the inverse inequality had used.

In summary, we can easily arrive at the conclusion of this lemma. \( \square \)

**Lemma 6.** Let Assumption 7 hold true and \( \sigma \geq k + 1 \). Then there is

\[
\|u - Ru\|_{NIPG} \leq C\varepsilon \|u\|_{M_j}^2 + C\rho(x_{2j-1})[v(x_{2j-1})]^2,
\]

where \( R \) is the post-processing operator defined at the beginning of this Section, and \( \rho(x) \) meets the condition in Lemma 7.

**Proof.** In the light of the definition of the NIPG norm (7), one derives

\[
\|u - Ru\|_{NIPG}^2 = \varepsilon \sum_{j=1}^{N/2} \|u - Ru\|_{M_j}^2 + \sum_{j=1}^{N/2} \|u - Ru\|_{M_j}^2 + \sum_{j=0}^{N/2} \rho(x_{2j})[(u - Ru)(x_{2j})]^2
\]

\[
= \Theta_1 + \Theta_2 + \Theta_3.
\]

For \( \Theta_3 \), from (39), it is clearly \( \Theta_3 = 0 \).
For $\Theta_1$, employ the decomposition of the solution, we divide it into two parts. More specifically,

$$\Theta_1 \leq 2\varepsilon \sum_{j=1}^{N/2} \|(S - RS)'\|_{M_j}^2 + 2\varepsilon \sum_{j=1}^{N/2} \|(E - RE)'\|_{M_j}^2,$$

where there is

$$|\varepsilon \sum_{j=1}^{N/2} \|(S - RS)'\|_{M_j}^2| \leq C\varepsilon N^{-2(k+1)}.$$

This is because $Ru \in \mathcal{P}_{k+1}$ is a polynomial of $k + 1$, so it can be derived directly in a general way. In addition, from the general interpolation theory (15) and the triangle inequality, one has

$$|\varepsilon \sum_{j=1}^{N/2} \|(E - RE)'\|_{M_j}^2| \leq C\varepsilon N^{-2} \sum_{j=N/4+1}^{N/2} H_j^{2(k+1)} \|E^{(k+1)}\|_{M_j}^2.$$

So far, we have completed the derivation of this lemma.

**Theorem 4.** Assume that Assumption 1 holds true, $\sigma \geq k + 1$ and $\rho(x_i), i = 0, 1, \cdots, N$ are defined in (6), then

$$\|u - Ru_N\|_{\mathcal{NIPG}} \leq CN^{-(k+\frac{3}{2})} (\ln N)^{k} + CN^{-(k+1)} (\ln N)^{k+\frac{3}{2}},$$

where $u$ is the exact solution of the problem (1), and $Ru_N$ represents the post processed numerical solution.
Proof. According to the triangle inequality, (40) and (41), we have

\[ \| u - Ru_N \|_{NIPG} \leq \| u - Ru \|_{NIPG} + \| Ru - RI_ku \|_{NIPG} + \| RI_ku - Ru_N \|_{NIPG} \]

\[ \leq \| u - Ru \|_{NIPG} + C\| I_ku - u_N \|_{NIPG}. \]

Through Lemma 3 and Theorem 2, the proof of this theorem has been completed.

Remark 3. Specially, if \( \varepsilon \leq N^{-2} \), \( \sigma \geq k + \frac{5}{2} \) and

\[ \rho(x_i) = \begin{cases} 
N^{-1}, & 0 \leq i \leq N/2 - 1, \\
N^3, & N/2 \leq i \leq N,
\end{cases} \]

the following estimate hold true,

\[ \| u - Ru \|_{NIPG} \leq CN^{-(k+1)}(\ln N)^{k+1}. \]

Furthermore, from Theorem 3, there is

\[ \| I_ku - u_N \|_{NIPG} + \| \Pi u - u_N \|_{NIPG} \leq CN^{-(k+1)}(\ln N)^{k+\frac{3}{2}}. \]

Therefore, it is straightforward to derive

\[ \| u - Ru_N \|_{NIPG} \leq CN^{-(k+1)}(\ln N)^{k+\frac{3}{2}}. \]

5. Superconvergence

In particular, in order to obtain the uniform superconvergence, according to the bilinear form \( B(\cdot, \cdot) \), the discrete NIPG norm [13] is denoted as

\[ \| v \|_{z,NIPG}^2 := \varepsilon \sum_{i=1}^{N} h_i \sum_{j=1}^{k} w_j v'(x_{ij})^2 + \sum_{i=1}^{N} \gamma \| v \|_{I_i}^2 + \sum_{i=0}^{N} \rho(x_i) |v(x_i)|^2 \quad \forall v \in V_N^k, \]

where \( \{x_{ij}\}_{j=1}^{k} \) are the set of the Gaussian points in \( I_i = (x_{i-1}, x_i) \), \( w_j > 0 \) are weights for the \( k \)-point Gaussian quadrature rule and \( \rho(x_i) \) are the penalty parameters defined in [6].
Remark 4. Since the $k$-point Gaussian quadrature rule is exact for any algebraic polynomial no more than $2k - 1$ degree, therefore, for all $v \in V^k_N$ we have

$$\|v\|_{NIPG} = \|v\|_{e,NIPG}.$$ 

Furthermore, by employing (2), the following coercivity holds

$$B(v_N, v_N) \geq \|v_N\|_{\varepsilon,NIPG}^2$$

for all $v_N \in V^k_N$.

It implies that (3) has a unique solution $u_N$. On the basis of that, according to Theorem 3 there is

$$\|I_k u - u_N\|_{\varepsilon,NIPG} + \|\Pi u - u_N\|_{\varepsilon,NIPG} \leq C N^{-\frac{k+\frac{1}{2}}{k+1}} (\ln N)^k + C N^{-\frac{k+\frac{1}{2}}{k+1}} (\ln N)^{k+\frac{1}{2}}.$$ 

In a similar way, when the conditions of Theorem 3 are satisfied, one has

$$\|I_k u - u_N\|_{e,NIPG} + \|\Pi u - u_N\|_{e,NIPG} \leq C N^{-(k+1)} (\ln N)^{k+\frac{1}{2}}.$$ 

In order to obtain the relevant superconvergence result, we present the following lemma.

Lemma 7. If $\omega \in H^{k+2}(I)$ and $I_k \omega \in P_k$ are defined in Section 3.1, then outside the layer we have

$$\left| \sum_{i=\lfloor N/2+1 \rfloor}^{N} h_i \sum_{j=1}^{k} w_j (\omega - I_k \omega)'(x_{ij})^2 \right| \leq C \sum_{i=\lfloor N/2+1 \rfloor}^{N} \varepsilon h_i h_i^{2k+2} \|\omega^{(k+2)}\|_{L^\infty(I_i)}.$$ 

Proof. Applying the arguments in [13, Lemma 3.3], we obtain this conclusion obviously.

From Lemma 7 and (15), the following interpolation error estimates can be derived directly.

Lemma 8. Let Assumption 4 hold and $\sigma \geq k + 1$. For Shishkin mesh 4, there is

$$\|u - I_k u\|_{e,NIPG,[1-\tau,1]} \leq C (N^{-\frac{1}{2}} \ln N)^{k+1},$$

$$\|u - I_k u\|_{e,NIPG,[0,1-\tau]} \leq C \varepsilon^{\frac{1}{2}} N^{-k} + C N^{-(k+1)}.$$
Proof. Applying the similar arguments in [13], we can obtain this lemma easily. □

**Corollary 1.** Let Assumption 1 and $\sigma \geq k + 1$ hold. For Shishkin mesh (4), one has

$$
\|u - I_k u\|_{\varepsilon,NIPG} \leq C\varepsilon^{\frac{k}{2}} N^{-k} + C N^{-(k+1)} (\ln N)^{k+1}.
$$

If $\varepsilon \leq CN^{-2}$, there is

$$
\|u - I_k u\|_{\varepsilon,NIPG} \leq CN^{-(k+1)} (\ln N)^{k+1}.
$$

Proof. Collecting (43) and (44), this corollary can be obtained. □

Now we provide the main conclusion of superconvergence.

**Theorem 5.** Suppose that Assumption 1 hold. Let the mesh $\{x_i\}$ be Shishkin mesh defined in (4) with $\sigma \geq k + 1$ and $\rho(x_i), i = 1, 2, \cdots, N$ are defined in (6). Then we derive

$$
\|u - u_N\|_{\varepsilon,NIPG} \leq C N^{-(k+\frac{3}{2})} (\ln N)^{k+1} + C N^{-(k+1)} (\ln N)^{k+\frac{3}{2}},
$$

Moreover, when $\varepsilon \leq CN^{-2}, \sigma \geq k + \frac{5}{2}$ and $\rho(x_i)$ is defined as

$$
\rho(x_i) = \begin{cases} 
N^{-1}, & 0 \leq i \leq N/2 - 1, \\
N^3, & N/2 \leq i \leq N,
\end{cases}
$$

the following estimate holds true.

$$
\|u - u_N\|_{\varepsilon,NIPG} \leq CN^{-(k+1)} (\ln N)^{k+\frac{3}{2}},
$$

where $u$ is the exact solution of (1), while $u_N$ is the solution of (5).

Proof. From a triangle inequality, Remark 4 and Corollary 1 one has

$$
\|u - u_N\|_{\varepsilon,NIPG} \leq \|u - I_k u\|_{\varepsilon,NIPG} + \|I_k u - u_N\|_{\varepsilon,NIPG}.
$$

Thus it is straightforward to obtain the conclusion of this theorem. □
6. Numerical experiment

In this section, we verify the previous theoretical conclusions about super-closeness by considering a singularly perturbed convection diffusion problem.

\[
\begin{cases}
-\varepsilon u''(x) + (3 - x)u'(x) + u(x) = f(x), & x \in \Omega := (0, 1), \\
u(0) = u(1) = 0.
\end{cases}
\]  

(45)

where \( f(x) \) is chosen such that

\[ u(x) = x(1 - e^{2(1-x)/\varepsilon}), \]

is the exact solution of the (45).

For our numerical experiment we consider \( \varepsilon = 10^{-8}, 10^{-9}, 10^{-10}, 10^{-11}, k = 1, 2, 3, 4, 5 \) and \( N = 8, 16, 32, 64 \). Besides, for Shishkin mesh (4) we take \( \beta = 2, \sigma = k + \frac{\beta}{2} \) and

\[ \rho(x_i) = \begin{cases} 
N^{-1}, & 0 \leq i \leq N/2 - 1, \\
N^3, & N/2 \leq i \leq N.
\end{cases} \]

Then, the corresponding convergence rate is defined by

\[ P^N_I = \frac{\ln e^N_I - \ln e^2_I}{\ln 2}, \]

where \( e^N_I = ||I_k u - u_N||_{NIPG} \) is the computation error with \( N \) number of interval for a particular \( \varepsilon \). Below, we provide the numerical results in the following figures, which show the correctness of Theorem 3.
\[ \| \mathbf{I}_k \mathbf{u}_k - \mathbf{u}_N \|_{NIPG} \text{ in the case of } \varepsilon = 10^{-9} \text{ on Shishkin mesh} \]
Furthermore, we observe that the numerical results are unstable when the degree of polynomial $k$ or the number of interval $N$ is large. One possible reason is that the linear system becomes ill conditioned as $\varepsilon \to 0$ or $k$ and $N$ become large. The details are shown in the figures above.
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