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1. Introduction

Nowadays navigation systems provide real-time global information about congestion and the state of roads in the network to every driver, using users’ data. Yet, even if information is publicly and completely broadcast (all drivers have perfect information about traffic), the amount of gathered information might not be socially efficient. This opens up the following question: ‘in a dynamic routing game with incomplete information, is it possible that social learning emerges from short-lived agents’ equilibrium behavior?’ Routing games model the behavior of selfish agents who choose one path on a network from their origin to their destination, with the goal to minimize their cost, identified with the traveling time. This traveling time depends on the choice of all players, since the cost of an edge increases with the number of agents who use it. Routing games with many agents are often approximated by nonatomic games, which are more tractable and represent the limit case where each agent is negligible. In most of the existing literature, costs are assumed to be known, but in reality they are affected by unpredictable circumstances. Uncertainty relative to these cost functions may strongly impact the equilibrium behavior, attracting agents away from potentially optimal actions. Thus the analysis of routing games of incomplete information is an important object of study.

If a game where cost functions are not known is repeated over time and beliefs of players are updated taking into account observations of previous players, will the costs functions be eventually learned? Two opposite effects naturally arise: on one hand, agents aim at minimizing the costs they incur immediately. On the other hand, socially efficient behavior requires agents to explore the routing network in order to learn the actual costs. We consider generations of short-lived players who play the game only once and are being replaced every period by a new set of players. Some amount of social learning may be achieved as players of one generation update their beliefs based on the behavior of the previous generations. Thus, selfish behavior may provide public information for the next generations of players. One challenge is to analyze the amount of such public information provision. If the game parameters are stationary, given that each generation has no incentive to be forward looking, potentially informative behavior may be off equilibrium path and thus social learning may fail. Yet, when there is variability in the circumstances in which the game is played, current equilibrium behavior may provide useful information to the subsequent generations of players.

1.1. Our contribution. We consider a repeated symmetric nonatomic routing game where each edge has a capacity and the cost functions of each edge depend on the load of the edge and on an unknown state parameter that is invariant over time. The set of states is finite and endowed with a common prior. At each period of time, a short-lived generation of users with a given total demand plays the game and realizes a Wardrop equilibrium with respect to the expected costs on edges: each path that receives positive load has the least expected cost. For every used edge, its load and the corresponding realized cost become public information for the following generations. There is perfect recall, so each generation knows the entire past history of the game and updates its beliefs in a Bayesian way. The sequence of different generations’ demands is assumed to be random, independent and identically distributed (i.i.d.).
We consider two concepts of social learning: under strong learning, players eventually learn the true state of the world; under weak learning they learn to play the game as if the true state of the world were known. We show that weak learning is a strictly weaker concept than strong learning and that the conditions to achieve either of them depend on the topology of the network and on the support of the random demand. Our main theorem proves that weak learning occurs if the routing network is series-parallel, the cost functions are unbounded, and the demand can potentially reach the network capacity. Further, we show that strong learning is achieved under the same prerequisites and the additional condition that the demand has full support. The intuition behind this result is the following: when the demand is stochastic, equilibrium flows vary. This generates observations of the cost functions for different values of loads. Based on results from Cominetti et al. (2021) on the variation of equilibrium flows with respect to the demand, we prove that in a series-parallel network, as the demand tends to congest the network, all edges are used in equilibrium and equilibrium loads can get arbitrarily close to capacity. This implies that, with probability one, the cost functions will be observed at levels which allow distinguishing between the cost-relevant states. An important subtlety in the learning result is that traveling an edge does not automatic reveal its cost function, since two different cost functions may be equal on an entire load interval. To distinguish the cost functions we need an equilibrium load where they are not the same. Finally, we prove that the condition on the network topology is necessary: for networks that do not satisfy it, it is possible to construct a game where even weak learning fails. The intuition is that a network which is not series-parallel contains a Wheatstone sub-network, and the topology of Wheatstone network is such that some edges are not used in equilibrium when the demand is high.

1.2. Literature review. Banerjee (1992), Bikhchandani et al. (1992) considered models where agents enter a market sequentially, update their beliefs by taking into consideration their private signals and the actions chosen by the previous agents, and make their optimal decisions accordingly. They show that social learning may fail, that is, it is possible that in equilibrium all agents choose a suboptimal action. Smith and Sørensen (2000) showed that this is due to the hypothesis that the private signals are bounded, so, from some point on, no private signal can overcome the observations’ strength. When signals are unbounded, social learning occurs. A very general version of this model was recently studied by Arieli and Mueller-Frank (2021).

In this paper we aim at lifting the concept of social learning to strategic models of traffic congestion. In the nonatomic setting that we adopt, the role of agents is taken by a sequence of traffic demands. At every period a nonatomic routing game is played with a different demand generation. Although an example of traffic congestion game can be found in Pigou (1920), the standard solution concept for nonatomic routing games is due to Wardrop (1952). Some interesting properties of this concept were then studied by Beckmann et al. (1956). Every nonatomic routing game is a congestion games, which in turn is potential games. Atomic congestion games were introduced by Rosenthal (1973), who proved that any congestion game admits a potential function, whose local minimizers are the pure Nash equilibria of the game. Monderer and Shapley (1996) studied potential games and some of their generalizations and proved that for any potential game there exists a congestion game with the same potential function. Congestion games with a continuum of players and their relation to potential games were studied by Sandholm (2001). The details of
the asymptotic relation between atomic and nonatomic congestion games have been examined by Cominetti et al. (2020). Scarsini and Tomala (2012) studied repeated versions of routing games.

Informational issues in routing games have been considered by several authors. Some of them deal with atomic games. For instance, Gairing et al. (2008) considered atomic routing games with incomplete information where the type of a player is her traffic, which is private information. They proved existence of Bayesian pure equilibria and they studied their complexity. They then studied properties of completely mixed Nash equilibria and finally they provided bounds for the price of anarchy. Gairing (2009) studied atomic congestion games where each player can be of two types, rational or malicious. He proved that pure Bayesian equilibria may fail to exist and studied the price of malice. Ashlagi et al. (2009) studied symmetric congestion games where the number of active players is unknown and there is no known prior distribution over the number of active players. Berenbrink and Schulte (2010) considered evolutionary stable strategies for Bayesian routing games with parallel links. Fotakis et al. (2012) studied how the inefficiency of equilibria in congestion games is affected by what they call social ignorance, that is, the lack of information about the presence of other players. Syrgkanis (2012) and Roughgarden (2015) proved that known bounds for the price of anarchy in smooth games extend to their incomplete information version when players’ private preferences are drawn independently. Roughgarden (2015) showed that the extension does not hold for correlated preferences. Cominetti et al. (2019) studied the behavior of the price of anarchy in atomic congestion games where each player $i$ takes part in the game with some probability $p_i$ and the participations are independent. Gaitonde and Tardos (2020, 2021) examined discrete-time queueing models where routers compete for servers and learn using strategies that satisfy a no-regret condition. The key element of their model is the explicit consideration of carryover effect from one period to the other.

Other papers deal with nonatomic routing games. Some of them deal with uncertainty in the traffic demand. Wang et al. (2014) examined nonatomic routing games with random demand and studied the dependence of the price of anarchy on the variability of the demand and on the network structure. Correa et al. (2019) studied a class of nonatomic routing games where different sets of players take part in the game with some probability; they considered the Bayes Nash equilibrium of these games and showed that the bounds for price of anarchy do not deteriorate with respect to the complete information version of the game. Bhaskar et al. (2019) studied nonatomic routing games where cost functions are unknown. Their goal was to determine edge tolls in order to achieve specific equilibria. They showed that this can be done under mild conditions through the use of an oracle computing equilibrium flows given a set of tolls. In particular, they computed tight complexity bounds for series-parallel routing networks.

Acemoglu et al. (2018) dealt with nonatomic routing games where different types of agents have different information sets and each agent can only use paths in her own information set. They considered non-oriented routing networks and defined the concepts of information-constrained Wardrop equilibrium and of informational Braess’ paradox, that is, a situation where, if agents get more information, they experience a higher cost in equilibrium. They showed that a necessary and sufficient condition for the paradox not to happen is to have a network in the series of linearly independent class. Wu et al. (2017) studied a routing game where agents subscribe to
one of two traffic information systems and characterized equilibria under two information structures whose difference is the assumption of the common prior in one and not in the other. In the routing game studied by Wu et al. (2021) the population of users is divided into groups and each group subscribes to specific traffic information system. The cost functions on each edge are state dependent and each traffic information system sends a noisy signal only to its subscribers. The solution concept that they adopted is the Bayesian Wardrop equilibrium. They studied the sensitivity of the equilibria with respect to changes in the size of the groups. The paper by Wu and Amin (2019) is the closest in spirit to our own. They analyzed nonatomic routing games with unknown costs where Bayesian public beliefs are updated over time and only the used edges provide some information about the realized costs. The difference between their model and ours is that they consider constant demand and noisy costs with Gaussian noise, possibly correlated across different edges. While close in flavor, the two different sets of assumptions produce different learning outcomes. In our model, costs are deterministic functions of a random state of the world which is fixed ex-ante. This implies that learning revolves around sampling the cost functions at sufficiently many load levels in order to accurately distinguish the different possible states. This allows us to find conditions on distribution of demand and network topology that ensure learning. The differences between the two models are detailed in Section 6 where we provide instances of routing games where noisy costs cannot induce learning whereas a random demand does.

There is an important body of literature on various forms of opinion merging, partial learning, and the interaction between equilibrium and beliefs dynamics. Kalai and Lehrer (1994) defined and characterized weak and strong merging of opinions. Closer to the problem examined here, Kalai and Lehrer (1993) defined rational learning for an infinitely repeated game where Bayesian players with heterogeneous beliefs maximize their expected utilities. They showed that, if agents’ prior belief and the truth satisfy an “absolute continuity” condition, then the sequence of plays converges to an outcome arbitrarily close to a Nash equilibrium. Yet, in general, even if agents perfectly observe action profiles, errors in prior beliefs may persist over the course of the game. Fudenberg and Levine (1993) introduced the concept of self-confirming equilibrium, where players’ beliefs about other players’ actions are required to be correct only on the equilibrium path. As agents play best responses to their beliefs, these may differ substantially from the truth, as long as nothing contradicts the beliefs. Hence, self-confirming equilibria and Nash equilibria of a game need not be the same. Given the sequential nature of the repeated game, self-confirming equilibria may allow players to hold beliefs on other agents that may be inconsistent with rational behavior. Battigalli and Guaitoli (1997) refined self-confirming equilibrium by proposing the concept of conjectural equilibrium for extensive form games of incomplete information without a common prior. At a conjectural equilibrium, players are assumed to behave rationally given the information they have about the game parameters. Rubinstein and Wolinsky (1994) pushed this idea further through the concept of rationalizable conjectural equilibrium, which requires that agents’ rationality be common knowledge. In this paper, we adopt a similar point of view. Namely, we study the steady states of social learning dynamics where players myopically best-respond to the information obtained by previous generations. We show that this information is correct for the edges of the network that have been explored along the equilibrium path, but may remain incorrect for other edges. Thus, some paths that would be used under full information may remain unused forever.
1.3. **Outline of the paper.** Section 2 introduces nonatomic routing game with unknown network states. Section 3 deals with dynamic nonatomic routing game with unknown network states. Section 4 studies conditions for learning to occur. All the proofs can be found in Section 5. Section 6 provides a comparison with other instances of learning in routing games.

2. **Routing games with unknown network state**

We first describe the baseline model of nonatomic routing game. A network is an oriented multigraph \( \mathcal{N} = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} \) is the vertex set and \( \mathcal{E} \) is the edge set, endowed with an origin/destination pair \( O, D \in \mathcal{V} \). Given \( v, u \in \mathcal{V} \), a path from \( v \) to \( u \) is an ordered set of edges \( e_1, \ldots, e_k \) such that the tail of \( e_1 \) is \( v \), the head of \( e_k \) is \( u \), and, for each \( i \in \{1, \ldots, k-1\} \), the head of \( e_i \) is the tail of \( e_{i+1} \). The set \( \mathcal{R} \) indicates the set of paths from \( O \) to \( D \). To avoid trivialities, we assume that each edge is part of a path in \( \mathcal{R} \). Each \( e \in \mathcal{E} \) is endowed with a capacity \( \gamma_e \in (0, +\infty) \) and with a continuous strictly increasing function \( c_e : [0, \gamma_e) \to \mathbb{R}_+ \) that represents the cost of using edge \( e \) as a function of its load. The traffic demand is denoted by \( d \). The tuple \( G := (d, \mathcal{N}, \{\gamma_e\}_{e \in \mathcal{E}}, \{c_e\}_{e \in \mathcal{E}}) \) defines a nonatomic routing game.

A cut \( \mathcal{C} \) of the network is a subset of \( \mathcal{E} \) such that there does not exist a path from \( O \) to \( D \) the uses only edges in \( \mathcal{E} \setminus \mathcal{C} \). The capacity \( \gamma \) of the network \( \mathcal{N} \) is the smallest capacity among all possible cuts; it corresponds to the maximum traffic that can flow from origin to destination (see Ford and Fulkerson, 1962). Throughout the paper, we assume \( d \in [0, \gamma) \), that is the demand satisfies the capacity constraints. If \( \gamma = \infty \), then any positive demand can be satisfied.

For each path \( r \in \mathcal{R} \), \( y_r \in \mathbb{R}_+ \) denotes the flow over path \( r \). For each edge \( e \in \mathcal{E} \), the load \( x_e \) of \( e \) is defined as

\[
x_e := \sum_{r \ni e} y_r. \tag{2.1}
\]

The symbols \( \mathbf{x} = \{x_e\}_{e \in \mathcal{E}} \) and \( \mathbf{y} = \{y_r\}_{r \in \mathcal{R}} \) denote the load vector and the flow vector, respectively. A flow vector \( \mathbf{y} \) is feasible if it satisfies the demand and obeys the capacity constraints, i.e.,

\[
\sum_{r \in \mathcal{R}} y_r = d, \tag{2.2}
\]

\[
x_e < \gamma_e, \quad \text{for all } e \in \mathcal{E}. \tag{2.3}
\]

The set of feasible flows is denoted by \( \mathcal{Y} \). Notice that \( \mathbf{x} \) is uniquely determined by \( \mathbf{y} \), but not vice versa.

The cost of using edge \( e \) is \( c_e(x_e) \), with an abuse of notation the cost of using path \( r \) is denoted by

\[
c_r(\mathbf{y}) := \sum_{e \in r} c_e(x_e). \tag{2.4}
\]

The cost vector \((c_e(x_e))_{e \in \mathcal{E}}\) induced by the load vector \( \mathbf{x} \) is denoted by \( \mathbf{c}(\mathbf{x}) \).
This model encompasses the classical case where there is no limit of capacity: \( y_e = +\infty \) for each \( e \). It also covers M/M/1 queuing models where the cost (or waiting time) tends to infinity as the demand approaches the capacity. An alternative approach would be to extend the cost functions to the whole \( \mathbb{R}_+ \) and allow values in \([0, +\infty]\); this would have no impact on our results.

**Definition 1.** A flow \( y^* \in \mathcal{Y} \) is a Wardrop equilibrium (WE) of \( G \) if, for all \( r, r' \in \mathcal{R} \) with \( y^*_r > 0 \), we have
\[
c_r(y^*) \leq c_{r'}(y^*).
\]

Equation (2.5)

Since cost functions are strictly increasing, there exists a unique load \( x^* \) associated to any equilibrium flow \( y^* \) (this unique load is the minimizer of a strictly convex potential function).

We now introduce uncertainty, represented by a finite probability space \((\mathcal{T}, 2^\mathcal{T}, \mu)\) called the state space. A nonatomic routing game with unknown network state is a tuple \( G_\mu := (G, (\mathcal{T}, 2^\mathcal{T}, \mu)) \), where \( G \) is a nonatomic routing game as before and, for each \( e \in \mathcal{E} \) and each \( \theta \in \mathcal{T} \), the cost function \( x \mapsto c_e(x, \theta) \) is continuous and strictly increasing on \( x \in [0, y_e) \). To guarantee identifiability of the states, we assume that for every pair \( \theta, \theta' \in \mathcal{T} \), there exists an edge \( e \in \mathcal{E} \) such that \( c_e(\cdot, \theta) \neq c_e(\cdot, \theta') \).

Given a prior distribution \( \mu \in \Delta(\mathcal{T}) \), with a common abuse of notation, the expected costs are denoted by
\[
c_e(x, \mu) : = \int_\mathcal{T} c_e(x, \theta) \, d\mu(\theta) \quad \text{and} \quad c_r(y, \mu) : = \int_\mathcal{T} c_r(y, \theta) \, d\mu(\theta).
\]

Equation (2.6)

**Definition 2.** A flow \( y^* \in \mathcal{Y} \) is a Wardrop equilibrium (WE) of \( G_\mu \) if, for all \( r, r' \in \mathcal{R} \) with \( y^*_r > 0 \), we have
\[
c_r(y^*, \mu) \leq c_{r'}(y^*, \mu).
\]

Equation (2.7)

In Definition 2 the Wardrop equilibrium of the game is defined in terms of the expected cost functions. Note that strict monotonicity of the cost functions implies uniqueness of the equilibrium load. The WE load of the game \( G_\mu \) with demand \( d \) is denoted by \( x^*(d, \mu) \).

### 3. Dynamic routing games with unknown state

We now consider a discrete-time model of social learning where a routing game with unknown network state is played over time and with a population that changes at every period. The goal is to find conditions under which social learning is achieved, that is, each generation learns from the behavior of the previous generations and the public beliefs about the state of nature converge to the true value.

If the traffic demand were constant over time, then the same WE would end up being played every period. As a consequence, learning does not occur whenever some equilibrium paths of the complete-information games are not used along the sequence of equilibria. Therefore, to achieve learning, we will assume that demands are given by a sequence \((D^t)_{t \in \mathbb{N}}\) of i.i.d. nonnegative random variables with common marginal distribution, denoted by \( F \). The symbol \( D \) denotes
a generic element of the sequence and \( \text{supp}(D) \) denotes its support. We assume independence between the demands and the state of nature. Therefore \( F \) and \( \mu \) induce a unique product measure \( \mathbb{P} \) on the measurable product space \( ([0, \gamma) \times \mathcal{T}, \mathcal{B}([0, \gamma)) \otimes 2^{\mathcal{T}}) \).

At every period \( t \), a demand \( D^t \) is realized and observed, the WE is played, the equilibrium load profile \( x^*_t \) and the equilibrium costs \( c(x^*, \theta) = (c_e(x^*_t, \theta))_{e \in E} \) are observed. Therefore, for every \( t = 1, 2, \ldots \), the history at period \( t \) is
\[
    h^t := (D^1, x^+(D^1), c\left(x^+(D^1), \Theta^1\right), \ldots, D^{t-1}, x^+(D^{t-1}), c\left(x^+(D^{t-1}), \Theta^t\right), D^t) = (\tilde{h}^{t-1}, D^t),
\]
where \( \Theta \) is the random state.

The distribution \( \mu \) on the state space is updated according to Bayes rule and \( \mu^t \) denotes the posterior distribution \( \mu(\cdot \mid h^t) \), that is,
\[
    \mu^t(\theta) := \mathbb{P}(\Theta = \theta \mid h^t).
\]
The pair \((G, \mathbb{P})\) defines a **dynamic nonatomic routing game with unknown network state**, which will be denoted by \( \Gamma \).

The sequence of posterior beliefs is a bounded martingale. Thus, by the martingale convergence theorem, there exists a random variable \( \mu^\infty \) such that \( \mu^t \to \mu^\infty \) almost surely. Moreover, since the set of states is finite and costs are deterministic functions of states and loads, there exists a random time \( \tau \) such that almost surely, \( \mu^t = \mu^\infty \), \( \forall t \geq \tau \). Indeed in every period, either \( \mu^t = \mu^{t+1} \) or the support of \( \mu^{t+1} \) is a strict subset of the support of \( \mu^t \).

As mentioned before, we will find conditions under which social learning is achieved. We now define two concepts of learning. To this end, the Dirac measure on \( \Theta \) will be denoted by \( \delta_\Theta \).

**Definition 3.** Consider a dynamic nonatomic routing game with unknown network state \( \Gamma \). We say that:

(a) **strong learning** is achieved if
\[
    \mu^\infty = \delta_\Theta \quad \mathbb{P}\text{ -a.s.} \quad (3.3)
\]

(b) **weak learning** is achieved if
\[
    x^*(\cdot, \mu^\infty) = x^*(\cdot, \delta_\Theta) \quad \mathbb{P}\text{ -a.s.} \quad (3.4)
\]

The idea of **Definition 3** is the following. If strong learning is achieved, asymptotically the true state of the world is discovered. Actually, given the fact that the state space \( \mathcal{T} \) is finite, strong learning implies that there exists a random time \( \tau \) such that \( \mu^t = \delta_\Theta \) for all \( t \geq \tau \). Under weak learning the true state is not necessarily discovered, but, asymptotically, in equilibrium, traffic is routed as if the state were known. This distinction follows Kalai and Lehrer (1993), who studied the convergence of beliefs in repeated games and showed that players may learn to predict their opponents’ actions even though they do not learn their payoff matrices. Similarly, in our model, players may not identify the true state of the world, yet they may learn to play optimally.
conditional on this state. It is not difficult to see that strong learning implies weak learning, but the converse implication is false. We will show this with the following example.

![Wheatstone network](image)

**Figure 1.** Wheatstone network.

**Example 4.** Consider the network in Fig. 1 where each edge has infinite capacity and

\[
c_1(x, \theta) = c_5(x, \theta) = x, \quad c_2(x, \theta) = c_4(x, \theta) = 1 + \varepsilon x, \quad c_3(x, \theta) = \begin{cases} 
\varepsilon x & \text{for } \theta = \theta_G, \\
10 + \varepsilon x & \text{for } \theta = \theta_B
\end{cases}
\]

with \(\mu(\theta_B) = \mu(\theta_G) = 1/2\) and \(\varepsilon < 1\). Let the demand \(D^t\) have a distribution with support \([20, \infty)\).

In this setup, for every value of the demand in the support, edge \(e_3\) is not used. To see this, consider the paths

\[
r_1 = (e_1, e_4), \quad r_2 = (e_2, e_5), \quad r_3 = (e_1, e_3, e_5),
\]

and let \(y_1, y_2\) and \(y_3\) be their respective equilibrium flows under \(\mu\). Observe that for any value of \(D^t\), \(y_1 = y_2\) by symmetry. Then, given a realization \(d\) of \(D^1\), there is a positive flow on \(r_3\) if and only if \(c_{r_3}(0, \mu) \leq c_{r_1}(d/2, \theta)\), that is,

\[
d + 5 \leq \frac{d}{2}(1 + \varepsilon) + 1, \quad \text{i.e.,} \quad \frac{d/2 + 4}{d/2} \leq \varepsilon,
\]

which is impossible. Thus, no demand is routed on \(r_3\), edge \(e_3\) remains unexplored, and the state is not identified at time 1. At time 2 the situations is the same, so, by induction, \(\mu^t = \mu\) for every \(t \in \mathbb{N}\). On the other hand, observe that even under full information, \(e_3\) would not be used given that \(D^t \geq 20\). This shows that weak learning is trivially achieved, but strong learning is not.

### 4. Learning in the Dynamic Game

Our convergence result requires assumptions on the cost functions, on the sequence of demands, and on the structure of the network. As is shown later, these assumptions are necessary.

**Definition 5.** A network \(\mathcal{N}\) is called *series-parallel* (SP) if it can be defined sequentially as follows:

(a) Either \(\mathcal{N}\) has a single edge.
(b) Or \(\mathcal{N}\) consists of two SP networks connected in series, by merging the destination of the first with the origin of the second.
Figure 2. Network (A) is SP. Network (B) is not SP, due to the edge from node $c$ to node $b$.

(c) Or $\mathcal{N}$ consists of two SP networks connected in parallel, by merging the origin of the first with the origin of the second and the destination of the first with the destination of the second.

We refer the reader to Riordan and Shannon (1942), Duffin (1965), Holzman and Law-yone (2003), Milchtaich (2006) for the definition and properties of SP networks. Fig. 2 provides examples of SP and non-SP networks.

The next theorem provides conditions for weak and strong learning.

**Theorem 6.** Let $\Gamma$ be a dynamic nonatomic routing game with unknown network state such that, the network $\mathcal{N}$ is SP and, for each edge $e \in \mathcal{E}$ and each $\theta \in \mathcal{T}$, we have $\lim_{x \to \gamma_e} c_e(x, \theta) = +\infty$.

(a) If $\text{supp}(D) = [0, \gamma)$, then strong learning occurs.$^1$

(b) If for every $\varepsilon > 0$, there exists $d \in (\gamma - \varepsilon, \gamma)$ such that $d \in \text{supp}(D)$, then weak learning occurs.

The following theorem shows that the assumption that the network is SP is necessary in the sense that, if it does not hold, it is possible to construct an assignment of cost functions and capacities that satisfies the other hypotheses of Theorem 6 and for which weak learning fails for any distribution of the demand.

**Theorem 7.** If the network $\mathcal{N}$ is not SP, then there exist capacities and uncertain unbounded cost functions such that weak learning fails for every distribution of the demand.

4.1. **Learning failure.** Learning may fail if any of the assumptions of Theorem 6 does not hold. We present below a series of examples that show why learning may fail in those cases.

---

$^1$By definition, the support of a random variable is a closed set. Here it is closed relative to the space of feasible demands $[0, \gamma)$. 

Example 8 (Bounded costs). Consider the network in Fig. 3 with infinite capacity on each edge and

\[ c_1(x, \theta) = 1 - e^{-x}, \quad c_2(x, \theta) = \begin{cases} x & \text{for } \theta = \theta_G, \\ x + 10 & \text{for } \theta = \theta_B, \end{cases} \] (4.1)

with \( \mu(\theta_B) = \mu(\theta_G) = 1/2 \).

In the unique equilibrium of the game all the demand uses edge \( e_1 \) at any period \( t \), for any possible value of \( D^t \). This is due to the fact that the cost \( c_1(\cdot, \theta) \) is bounded above by 1 and \( c_2(x, \mu) = x + 5 \). The lower path is dominated in expectation for every possible value of \( D^t \); hence, no positive mass ever uses it at any equilibrium and the public belief remains equal to the prior. As a consequence, weak learning does not occur.

Example 9 (Bounded demand). Consider the network in Fig. 3 with infinite capacity on each edge and

\[ c_1(x, \theta) = x, \quad c_2(x, \theta) = \begin{cases} x & \text{for } \theta = \theta_G, \\ x + a & \text{for } \theta = \theta_B, \end{cases} \] (4.2)

with \( a > 0 \) and \( \mu(\theta_B) = \mu(\theta_G) = 1/2 \).

The expected cost of edge \( e_2 \) is

\[ c_2(x, \mu) = x + \frac{1}{2} a. \] (4.3)

Therefore, if \( D^t < a/2 \) with probability 1, then edge \( e_2 \) is never used and even weak learning fails. In this example, learning fails because the lower path is dominated in expectation for low values of \( D^t \). Under complete information, edge \( e_2 \) is used in equilibrium when the state is \( \theta_G \). When states are unknown, the presence of a fixed cost \( a \) in state \( \theta_B \) deters the use of edge \( e_2 \) for low values of the demand. Hence in equilibrium the public belief remains equal to the prior.

Example 10 (Non-SP network). Consider the costs and network of Example 4 with infinite capacity on each edge. The expected cost of edge \( e_3 \) is

\[ c_3(x, \mu) = cx + 5. \] (4.4)

If the demand \( D^t \) has an exponential distribution with parameter 1, then edge \( e_3 \) is never used, no matter the realization of \( D^t \). Yet, it would be used for small values of the demand under \( \theta_G \). This shows that weak learning fails.
Since the network of this example is not series-parallel, we were able to find costs such that edge $e_3$ is used only under complete knowledge of state $\theta_0$ and for low values of the demand. Due to the fixed cost in state $\theta_B$, no demand will use this edge, hence no learning occurs.

5. Proofs

In this section we provide the proofs of our main results.

Proof of Theorem 6. Given a prior $\mu^t$, we define $L(\mu^t)$ the set of possible demands $d$ such that, under the equilibrium load profile $x^*$, we have

$$\mu^t \neq \mu^{t+1}$$

if $D^t = d$. Notice that if $\mu^t \neq \mu^\infty$, the set $L(\mu^t)$ is nonempty.

Whenever $\mu^t \neq \delta_\Theta$, there exist $\theta_1, \theta_2$ such that

$$0 < \mu^t(\theta_1) < 1 \quad \text{and} \quad 0 < \mu^t(\theta_2) < 1.$$  

Eq. (5.2) implies that there exists an edge $e \in \mathcal{E}$ such that, for the above states $\theta_1, \theta_2$,

$$c_e(\cdot, \theta_1) \neq c_e(\cdot, \theta_2).$$

Let $\bar{x}_e$ be such that

$$c_e(\bar{x}_e, \theta_1) \neq c_e(\bar{x}_e, \theta_2).$$

We want to prove that there exists a value $d$ of the demand for which the equilibrium load on edge $e$ is $\bar{x}_e$. To do this we use the following lemmata:

Lemma 11 (Cominetti et al. (2021, Proposition 3.12)). Let $\mathcal{N}$ be a finite SP network. Then there exists an equilibrium load profile function $d \mapsto x^*(d)$ whose components $x^*_e(d)$ are nondecreasing functions of the demand $d$.

The equilibrium edge costs are continuous in the demand (see, e.g., Cominetti et al., 2021, Proposition 3.1). Unboundedness, continuity and monotonicity of the equilibrium edge costs imply the following lemma.

Lemma 12. In a nonatomic routing game played on a SP network, for every $e \in \mathcal{E}$, the equilibrium load map $x^*_e$ is unbounded.

Proof of Lemma 12. By Lemma 11 and strict monotonicity of the cost functions, the equilibrium load profile $x^*_e$ is weakly increasing. Since cost functions are unbounded, continuous and monotonic, equilibrium costs are unbounded as the demand tends to infinity. Therefore, for large enough demand, all routes are used and have the same equilibrium cost, which is also unbounded. It follows that equilibrium flows on routes are unbounded. Therefore equilibrium loads on edges are unbounded as well.  

□
Continuity of $c_e(\cdot, \theta)$ for every $\theta \in \mathcal{T}$ and Eq. (5.4) imply that $c_e(x_e, \theta_1) \neq c_e(x_e, \theta_2)$ for every $x_e$ in some neighborhood $\mathcal{I}$ of $\hat{x}_e$. Moreover, there exists a demand interval $\mathcal{D}$ such that, for every $d^t \in \mathcal{D}$, the expected equilibrium cost of edge $e$ is $c_e(x_e^*, \mu^t)$, with $x_e^* \in \mathcal{I}$. Therefore, when a demand $d^t \in \mathcal{D}$ occurs, learning is achieved because one of the two costs $c_e(x_e^*, \theta_1)$ or $c_e(x_e^*, \theta_2)$ is realized, so that either
\[ \mu^t(\theta_1) = 0, \quad \text{or} \quad \mu^t(\theta_2) = 0. \] (5.5)

(a) The assumption that $\text{supp}(D) = [0, \gamma)$ implies that the event $D^t \in \mathcal{D}$ has positive probability. Therefore,
\[ \mathbb{P}(D^t \in \mathcal{D}, \text{ for some } t \in \mathbb{N}) = 1, \] (5.6)
which concludes the proof.

(b) If $\mu^\infty = \delta_{\Theta}$, then strong learning is achieved. This implies that weak learning is achieved. If $\mu^\infty \neq \delta_{\Theta}$, then there exist $\theta_1, \theta_2 \in \mathcal{T}$ and $t$ such that
\[ 0 < \mu^t(\theta_1) < 1 \quad \text{and} \quad 0 < \mu^t(\theta_2) < 1, \quad \text{for all } t \geq t. \] (5.7)
From the previous arguments, for any such $\theta_1, \theta_2$, if a value $d$ of the demand is such that, for $h^t = \left(\hat{h}^{t-1}, d\right)$, either
\[ \mu^t(\theta_1) = 0 \quad \text{or} \quad \mu^t(\theta_2) = 0, \] (5.8)
then $d \notin \text{supp}(D)$. This shows that there is no value in the support of $D$ such that an edge with unknown cost is used. Therefore the split of the flow is the same as it would be under perfect information. ☐

The following lemma will be used in the proof of Theorem 7.

**Lemma 13** (Chen et al. (2016, Theorem 3.5)). *If a network $\mathcal{N}$ is not SP, then it contains an O-D paradox, i.e., a subgraph $\mathcal{G} = r_1 \cup \overline{r}_2 \cup \overline{r}_3$ such that*

(i) $r_1$ is a path from O to D that meets in this order the vertices O, a, u, v, b, D,
(ii) $\overline{r}_2$ is a path from a to v whose only vertices in common with $r_1$ are a and v,
(iii) $\overline{r}_3$ is a path from u to b whose only vertices in common with $r_1$ are u and b,
(iv) $\overline{r}_2$ and $\overline{r}_3$ have no common vertices.

**Proof of Theorem 7.** Let $\mathcal{N}$ be a network that is not SP. Then, by Lemma 13, it contains an O-D paradox $\mathcal{N}'$ as in Fig. 4. The idea of the construction is to assign capacities and cost functions to edges in such a way that, the cost function $c_5$ is never learned, whatever the feasible demand.

Call $r_2$ the path that coincides with $r_1$ from O to a, with $\overline{r}_2$ from a to v, and with $r_1$ from v to D. Call $r_3$ the path that coincides with $r_1$ from O to u, with $\overline{r}_3$ from u to b, and with $r_1$ from b to D.
Figure 4. O-D paradox. The yellow squares represent finite sequences of nodes connected in series.

Let

\[ k_{Oa} = \text{number of edges on } r_1 \text{ between } O \text{ and } a, \]
\[ k_{au} = \text{number of edges on } r_1 \text{ between } a \text{ and } u, \]
\[ k_{uw} = \text{number of edges on } r_1 \text{ between } u \text{ and } v, \]
\[ k_{vb} = \text{number of edges on } r_1 \text{ between } v \text{ and } b, \]
\[ k_{bD} = \text{number of edges on } r_1 \text{ between } b \text{ and } D, \]
\[ k_2 = \text{number of edges on } \bar{r}_2, \]
\[ k_3 = \text{number of edges on } \bar{r}_3. \]

Let \( A \) and \( \varepsilon \) be two positive real numbers such that

\[ \varepsilon < \frac{1}{3} \quad \text{and} \quad 3 < A. \tag{5.9} \]

All the edges that appear in Fig. 4 have infinite capacity. Let \( \mathcal{T} = \{\theta_G, \theta_B\} \) with \( \mu(\theta_G) = \mu(\theta_B) = 1/2 \) and let the costs on the edges of the network be as follows:

\[ c_2(x, \theta) = \left( A + \frac{\varepsilon}{k_{vb}} \right) x, \quad \text{for all } \theta \in \mathcal{T} \tag{5.10} \]
\[ c_3(x, \theta) = \left( A + \frac{\varepsilon}{k_{au}} \right) x, \quad \text{for all } \theta \in \mathcal{T} \tag{5.11} \]
\[ c_1(x, \theta) = \begin{cases} 
  \left( A + \frac{\varepsilon}{k_{uw}} \right) x & \text{for } x \leq 1, \quad \text{for all } \theta \in \mathcal{T} \\
  \left( A + \frac{\varepsilon}{k_{uw}} \right) + \varepsilon^2 (x - 1) & \text{for } x > 1 \text{ and } \theta = \theta_G, \\
  \left( A + \frac{\varepsilon}{k_{uw}} \right) + \left( 2A + \frac{2\varepsilon}{k_{uw}} - \varepsilon^2 \right) (x - 1) & \text{for } x > 1 \text{ and } \theta = \theta_B. 
\end{cases} \tag{5.12} \]
For every other edge $e$ appearing in Fig. 4 the cost functions are as follows:

$$c_e(x, \theta) = \frac{\varepsilon}{k_{Oa}} x, \quad \text{for all } \theta \in \mathcal{T}, \quad \text{if } e \text{ is between } O \text{ and } a,$$

$$c_e(x, \theta) = \frac{\varepsilon}{k_{aa}} x, \quad \text{for all } \theta \in \mathcal{T}, \quad \text{if } e \text{ is between } a \text{ and } u,$$

$$c_e(x, \theta) = \frac{\varepsilon}{k_{uv}} x, \quad \text{for all } \theta \in \mathcal{T}, \quad \text{if } e \text{ is between } u \text{ and } v,$$

$$c_e(x, \theta) = \frac{\varepsilon}{k_{vb}} x, \quad \text{for all } \theta \in \mathcal{T}, \quad \text{if } e \text{ is between } v \text{ and } b,$$

$$c_e(x, \theta) = \frac{\varepsilon}{k_{bD}} x, \quad \text{for all } \theta \in \mathcal{T}, \quad \text{if } e \text{ is between } b \text{ and } D,$$

$$c_e(x, \theta) = \frac{\varepsilon}{k_{2}} x, \quad \text{for all } \theta \in \mathcal{T}, \quad \text{if } e \text{ is on } r_2,$$

$$c_e(x, \theta) = \frac{\varepsilon}{k_{3}} x, \quad \text{for all } \theta \in \mathcal{T}, \quad \text{if } e \text{ is on } r_3. \quad (5.13)$$

All the edges $e$ that do not appear in Fig. 4 have a capacity

$$Y_e = \frac{\kappa}{|\mathcal{R}|}, \quad (5.14)$$

where $|\mathcal{R}|$ is the cardinality of $\mathcal{R}$ and

$$\kappa < \frac{1}{2}. \quad (5.15)$$

Moreover, for these edges

$$c_e(x_e) = \frac{1}{Y_e - x_e}, \quad \text{for } x_e \in [0, Y_e). \quad (5.16)$$

Eq. (5.14) implies that the load on edge $e_1$ coming from flows of paths different from $r_1$ is smaller than 1.

We prove now that, in equilibrium, the total load on edge $e_1$ is smaller than 1. Let $\mathbf{y}$ be a feasible flow vector and let $y_1, y_2, y_3$ be the corresponding flows on $r_1, r_2, r_3$, respectively. The expected costs given $\mu$ satisfy the following inequalities

$$c_{r_1}(\mathbf{y}, \mu) \geq \varepsilon(y_1 + y_2 + y_3) + (\varepsilon + A)(y_1 + y_3) + (\varepsilon + A)(y_1 + y_2)$$

$$c_{r_2}(\mathbf{y}, \mu) \leq \varepsilon(y_1 + y_2 + y_3 + \kappa) + \varepsilon(y_2 + 1) + (\varepsilon + A)(y_1 + y_2 + \kappa) \quad (5.17)$$

$$c_{r_3}(\mathbf{y}, \mu) \leq \varepsilon(y_1 + y_2 + y_3 + \kappa) + (\varepsilon + A)(y_1 + y_3 + \kappa) + \varepsilon(y_3 + \kappa)$$

The path $r_1$ has a positive flow in equilibrium if and only if

$$c_{r_1}(\mathbf{y}, \mu) \leq c_{r_2}(\mathbf{y}, \mu) \quad (5.18)$$

and

$$c_{r_1}(\mathbf{y}, \mu) \leq c_{r_3}(\mathbf{y}, \mu). \quad (5.19)$$

The inequalities in Eqs. (5.17) and (5.18) imply

$$(\varepsilon + A)(2y_1 + y_3) \leq \varepsilon(y_2 + \kappa) + (2\varepsilon + A)\kappa. \quad (5.20)$$
Similarly, from Eqs. (5.17) and (5.19), we obtain

\[(\varepsilon + A)(2y_1 + y_2) \leq \varepsilon(y_3 + \kappa) + (2\varepsilon + A)\kappa.\] (5.21)

Summing Eqs. (5.20) and (5.21), we obtain

\[(\varepsilon + A)(4y_1 + y_3 + y_2) \leq (2A + 6\varepsilon)\kappa + \varepsilon(y_2 + y_3),\] (5.22)

that is,

\[y_1 \leq \frac{(2A + 6\varepsilon)\kappa - A(y_3 + y_2)}{4(\varepsilon + A)} \leq \frac{(A + 3\varepsilon)\kappa}{2(\varepsilon + A)} \leq \frac{(A + 3\varepsilon)\kappa}{2A} \leq \kappa.\] (5.23)

Therefore, because of Eq. (5.15), the load on \(e_1\) is at most \(\kappa + \kappa \leq 1\). This implies that the cost function \(c_1\) is not learned, for any value of the demand. On the other hand, if the true state were known to be \(\theta_G\), the equilibrium flow would be different than the one under uncertainty. This shows that weak learning is not achieved.

\[\square\]

6. Concluding remarks

6.1. Random demand vs noisy costs. In our model, the demand is random and realized costs are observed with certainty. Wu and Amin (2019) also considered dynamic nonatomic routing games with unknown states where realized costs are observed. Unlike what we do in our paper, they assumed constant demand and noisy costs, that is, in their model realized costs depend on the unknown state and on multivariate normally distributed noises. The following example shows that these different sources of randomness lead to different learning outcomes.

Consider the network in Fig. 3 with infinite capacities and

\[c_1(x, \theta) = x, \quad c_2(x, \theta) = \begin{cases} x & \text{for } \theta = \theta_G, \\ x + a & \text{for } \theta = \theta_B, \end{cases}\] (6.1)

with \(a > 0\) and \(\mu(\theta_B) = \mu(\theta_G) = 1/2\). As shown before, the expected cost of edge 2 is

\[c_2(x, \mu) = x + \frac{1}{2}a.\] (6.2)

Assume that \(D^t\) has an exponential distribution with mean \(a/4\). As \(\text{supp}(D^t) = \mathbb{R}_+\), we have

\[\mathbb{P}(D^t > a/2, \text{ for some } t \geq 1) = 1,\] (6.3)

which implies that, almost surely, edge 2 is used at some point and, in our model, strong learning occurs.

Consider now the same network game with the information model of Wu and Amin (2019) with the demand \(d^t = a/4\), i.e., equal to the expected demand of our model. Let the observed costs at period \(t\) be realizations of the random variables

\[\tilde{c}_e^t(x) := c_e(x) + \varepsilon^t,\] (6.4)

for \(e = 1, 2\), with \(\varepsilon^t\) normally distributed with mean 0 and variance \(\sigma^2\). No matter the realization of the random cost, at any period \(t\), the expected cost of edge 1 is lower than the expected cost of edge 2, so edge 2 is never used and weak learning fails. In this example, there is learning only when high demand forces exploration of the edge with unknown cost. This shows that, despite
their similarities, from the perspective of learning, the model with random demand and the one with noisy costs are different.

6.2. **Future work.** Although the previous example shows that models with noisy observation of realized costs and models with variable demand yield different properties, an interesting open question is how these two sources of randomness interact when combined. One particular case of interest is a model where the variance of the noise on a given edge is proportional to either its equilibrium load or the total demand.

Another direction of extension is to provide bounds on the speed of learning for specific classes of cost functions. Little can be said on convergence speed without restrictions on cost functions. Indeed, two functions may differ by an arbitrarily small margin, or on a set of arbitrarily small probability. In line with the literature, restricting to a specific class of costs may yield computable bounds.

### 7. List of symbols

- \( a \) vertex
- \( b \) vertex
- \( B \) Borel \( \sigma \)-field
- \( c_e \) cost of edge \( e \)
- \( c_e(x, \mu) \) expected cost of edge \( e \) when the prior is \( \mu \), defined in Eq. (2.6)
- \( c_r \) cost of path \( r \)
- \( c_r(y, \mu) \) expected cost of path \( r \) when the prior is \( \mu \), defined in Eq. (2.6)
- \( c(x) \) cost vector induced by the load vector \( x \)
- \( C \) cut
- \( d \) traffic demand
- \( D_t \) random traffic demand at period \( t \)
- \( D \) destination
- \( e \) edge
- \( E \) set of edges
- \( F \) demand distribution
- \( G \) nonatomic routing game
- \( G_\mu \) nonatomic routing game with unknown states
- \( h_t \) history at period \( t \)
- \( N \) oriented multigraph
- \( O \) origin
- \( \mathcal{P} \) product measure \( \mu \otimes F^\infty \)
- \( r \) feasible path
- \( \mathcal{R} \) set of feasible paths from \( O \) to \( D \)
- \( \text{supp} \) support of a random variable
- \( \mathcal{T} \) state space
- \( u \) vertex
- \( v \) vertex
\[ V \] set of vertices
\[ x_e \] load of edge \( e \)
\[ x \] load vector
\[ x^* \] equilibrium load vector
\[ y_r \] flow of path \( r \)
\[ y \] flow vector
\[ y^* \] equilibrium flow vector
\[ \mathcal{Y} \] set of feasible flows
\[ \alpha \] scalar in \([0, 1]\)
\[ y_e \] capacity of edge \( e \)
\[ \gamma_C \] capacity of cut \( C \)
\[ \gamma \] capacity of the network
\[ \Gamma \] dynamic nonatomic routing game with unknown states
\[ \delta_\theta \] Dirac measure on \( \theta \)
\[ \Delta(\mathcal{T}) \] simplex of probability measures on \( \mathcal{T} \)
\[ \Theta \] random state of nature
\[ \theta \] possible value of state of nature
\[ \mu \] prior distribution on \( \mathcal{T} \)
\[ \mu^t \] posterior distribution
\[ \mu^\infty \] almost sure limit of \( \mu^t \)
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