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Abstract We study the phase transition of random radii Poisson Boolean percolation: Around each point of a planar Poisson point process, we draw a disc of random radius, independently for each point. The behavior of this process is well understood when the radii are uniformly bounded from above. In this article, we investigate this process for unbounded (and possibly heavy tailed) radii distributions. Under mild assumptions on the radius distribution, we show that both the vacant and occupied sets undergo a phase transition at the same critical parameter $\lambda_c$. Moreover,

- For $\lambda < \lambda_c$, the vacant set has a unique unbounded connected component and we give precise bounds on the one-arm probability for the occupied set, depending on the radius distribution.
- At criticality, we establish the box-crossing property, implying that no unbounded component can be found, neither in the occupied nor the vacant sets. We provide a polynomial decay for the probability of the one-arm events, under sharp conditions on the distribution of the radius.
- For $\lambda > \lambda_c$, the occupied set has a unique unbounded component and we prove that the one-arm probability for the vacant decays exponentially fast.

The techniques we develop in this article can be applied to other models such as the Poisson Voronoi and confetti percolation.
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1 Introduction

Percolation is the branch of probability theory focusing on the geometric properties of random media via the study of long-range connections. Since its foundation in the 1950s, with the work of Broadbent and Hammersley [8], many strong contributions, by mathematicians and physicists alike, have led to a very precise understanding for phase transitions and critical phenomena. The simplest of these models, Bernoulli percolation on a planar lattice, has seen a particularly strong development: During the 1980s following Kesten’s determination of the critical threshold [23], and at the turn of the century with Schramm’s introduction of Schramm–Loewner evolution [37] and Smirnov’s proof of Cardy’s formula [38]. This progress has been documented in a range of books on the subject; see for instance [10,18,19,24].

In parallel to the development of Bernoulli percolation, a wide range of works have been dedicated to continuum models of percolation. This development dates back to the early 1960s with the work of Gilbert [15], and includes processes like Poisson Boolean and Voronoi percolation. In two dimensions, these models provides a partition of $\mathbb{R}^2$ into an ‘occupied’ and a ‘vacant’ region induced by a Poisson point process. The study of percolation processes in the continuum poses additional challenges due to the random nature of the objects under study and the spatial dependence that induces. While several authors have contributed to the understanding for phase transitions in these contexts (see [10,27]), there are still various missing pieces before we obtain a robust toolbox for the study of planar percolation models in a general context.

In this paper we shall develop a general framework for the understanding of critical phenomena in planar percolation processes, and illustrate these techniques in the setting of Poisson Boolean percolation. Important contributions in this direction have come in work of Bollobás and Riordan [9] and Tassion [42] on Poisson Voronoi percolation. These works illustrate how to overcome the presence of long-range dependencies, but they rely on the symmetry between the vacant and occupied regions, which is absent in many continuum percolation models. Poisson Boolean percolation is a fundamental example where the symmetry between vacant and occupied is broken, which is expressed in the very distinct properties that these sets present. Apart from being asymmetric, this model can exhibit arbitrarily slowly decaying spatial dependencies,
and our techniques are devised to handle both of these issues at the same time. Indeed, a particular strength of the present paper lies its generality, and its structure has been oriented with this in mind. Although our results are presented for Poisson Boolean percolation, they extend to many other percolation processes in \( \mathbb{R}^2 \), such as Poisson Voronoi and confetti percolation, as we described below. Together with an accompanying paper [6], our results give a precise description of the phase transition for Poisson Boolean percolation. There, very specific properties of Poisson Boolean percolation will be exploited, as opposed to the robust methods developed here.

1.1 Sharpness of the phase transition for Bernoulli percolation

We shall start with a brief overview of Bernoulli percolation on a planar lattice, e.g. on the square or triangular lattices. In the site-percolation version of this model, each vertex of the lattice is independently declared ‘open’ with probability \( p \) and ‘closed’ with probability \( 1 - p \). A random graph is obtained from the initial lattice by removing the closed vertices and the connected components of this graph are called clusters. As the parameter increases the model undergoes a sharp phase transition. More precisely, in this planar case, it is well-known that there exists a critical parameter \( p_c \), strictly in between zero and one, such that

(i) for \( p < p_c \), the probability of observing an open path from 0 to distance \( n \) decays exponentially fast in \( n \);
(ii) at \( p = p_c \), there is no infinite open connected component, and the probability of an open path from 0 to distance \( n \) decays polynomially fast in \( n \); and
(iii) for \( p > p_c \), there exists a unique infinite open cluster.

The phase transition is said to be ‘sharp’ because of the abrupt change in the decay of the connection probabilities, from exponentially small in the subcritical regime to uniformly bounded in supercritical. Proofs of the above properties can be found in [18] and [10].

An important ingredient in establishing properties (i)–(iii) for Bernoulli percolation is what we call the dual process. It can be defined by looking at the closed vertices on a modified graph, called the matching or dual graph. This dual graph has a critical parameter \( p^* \) which was proved to satisfy the duality relation

\[
p_c + p^*_c = 1. \tag{1.1}
\]

This relation is especially useful in the study of self-similar processes, for which the dual process at \( p \) coincides with the primal process at \( 1 - p \). In this case it can be linked with the equality \( p_c = p^*_c \), yielding \( p_c = 1/2 \), see more examples in Sect. 8.

Kesten’s [23] original proof of the sharpness of the phase transition for Bernoulli percolation is based on the analysis of the crossing probabilities for rectangles; a rectangle is said to be crossed if there is a path from left to right, made out of open vertices. The proof involves three essential ingredients:

*Finite-size criterion* if for some \( n \), the probability to cross a \( n \) by \( 3n \) rectangle in the short direction is smaller than some small constant \( \theta > 0 \), then the two-point
connection probability decays exponentially fast. On the other side, if for some \( n \), the probability to cross a \( 3n \times n \) rectangle in the long direction is larger than \( 1 - \theta \), then there exists an infinite cluster almost surely, see [2,24,35].

**Russo-Seymour-Welsh theory** relates crossing probabilities for rectangle with different aspect ratios, see [34] and [39].

**Threshold phenomenon** given a positive constant \( c > 0 \) and a large rectangle \( K \), there is only a small interval of parameters \( p \) for which the crossing probability of \( K \) remains between \( c \) and \( 1 - c \) this interval is called the **critical window**. The first proof of the sharp threshold is due to Kesten in [23] and is based on a geometric interpretation of the derivative of the crossing probability for a rectangle. A better understanding for threshold phenomena has since been obtained in work like [25,36,41] and elsewhere.

The strategy described above is inherently two-dimensional. As such, the finite-size criterion extends well beyond the product structure of the Bernoulli percolation measure, and require only a minimal assumption on the decay of long-range dependencies. The original Russo-Seymour-Welsh techniques and sharp threshold results rely in a much stronger sense on the product structure of the Bernoulli measure, and do not extend easily to more general percolation models. These will thus be the two foremost challenges in for the present study, in which we study the sharpness of the phase transition for continuum percolation in \( \mathbb{R}^2 \), which may present arbitrarily slow decay of dependencies.

### 1.2 The phase transition for Poisson Boolean percolation

Poisson Boolean percolation was introduced by Gilbert in [15]. In this model we start with a Poisson point process on \( \mathbb{R}^2 \) with intensity parameter \( \lambda > 0 \). We then independently associate to each of these points a disc of a randomly chosen radius, according to a fixed probability measure \( \mu \) on \( \mathbb{R}_+ \). The set \( \mathcal{O} \subseteq \mathbb{R}^2 \) of points which are covered by at least one of the above discs is called the **occupied set**, while its complement \( \mathcal{V} := \mathbb{R}^2 \setminus \mathcal{O} \) is referred to as the **vacant set**. We denote by \( \mathbb{P}_\lambda \) the measure associated with this construction, and defer a more formal definition to Sect. 2.

Denote by \([0 \xrightarrow{\mathcal{O}} \partial B_r]\) the event that there exists an occupied path from 0 to distance \( r \) (occupied meaning that it is constructed on top of the discs). We write \([0 \xrightarrow{\mathcal{O}} \infty]\) if \([0 \xrightarrow{\mathcal{O}} \partial B_r]\) holds for every \( r \geq 1 \). Analogously we define \([0 \xleftarrow{\mathcal{V}} \partial B_r]\) and \([0 \xleftarrow{\mathcal{V}} \infty]\) for the corresponding events for the vacant set. Finally, define the critical parameters

\[
\lambda_c := \sup \left\{ \lambda \geq 0 : \mathbb{P}_\lambda [0 \xrightarrow{\mathcal{O}} \infty] = 0 \right\},
\lambda_c^* := \inf \left\{ \lambda \geq 0 : \mathbb{P}_\lambda [0 \xleftarrow{\mathcal{V}} \infty] = 0 \right\}.
\]

We aim to describe the percolative properties of the model at and around these critical values.
That $\lambda_c$ and $\lambda^*_c$ are finite may be obtained via a comparison with Bernoulli percolation on $\mathbb{Z}^2$, where a standard Peierls argument may be used. To show, on the other hand, that $\lambda_c$ and $\lambda^*_c$ are strictly positive is a different matter, and requires a condition on the radii distribution in order to be true. The most fundamental condition in the study of Poisson Boolean percolation in $\mathbb{R}^2$ is that of finite second moment on the radius distribution:

$$\int_0^\infty x^2 \mu(dx) < \infty. \quad (1.3)$$

It was observed by Hall [20] that (1.3) is necessary in order to avoid the entire plane to be almost surely covered, regardless of the intensity (as long as positive) of the Poisson point process. Gouéré [16] further showed that this condition is also sufficient for $\lambda_c$ to be strictly positive. Lower bounds on $\lambda^*_c$ may be obtained from their comparison with $\lambda_c$. Under the assumption of bounded support on $\mu$ it is known that $\lambda^*_c = \lambda_c$; see [32]. At the critical point $\lambda_c$ it is further known that there is almost surely no unbounded occupied component in the case of $\mu$ having bounded support [32], whereas the analogous statement for an unbounded vacant component is only known to hold in the case of unit radii, see [4].

Our goal with the present and forthcoming paper [6] is to extend these results to hold under the condition (1.3). We will in this paper make no further assumption of the above results, as they will be easy consequences of the techniques we develop. We merely acknowledge the observation that (1.3) is necessary in order for the model to present non-trivial behavior.

Following Kesten’s lead, we shall in this paper focus on the study of crossings of rectangles and build a theory around them. Quantitative estimates on the rate of decay of connection probabilities, in the different regimes, will be obtained as consequences of this. The first result we state will thus relate crossing probabilities to the critical parameter $\lambda_c$.

Let us first define, for every $r, h \geq 1$, the event $\text{Cross}(r, h)$ that there exists an occupied path inside the rectangle $[0, r] \times [0, h]$ from the left side to the right side. That is,

$$\text{Cross}(r, h) = \begin{array}{c}
\hline
\hline
\hline
\hline
r & h
\end{array}. \quad (1.4)$$

We also write $\text{Cross}^*(r, h)$ for the existence of a vacant crossing of the same box.

The results of this paper are based on the following theorem.

**Theorem 1.1** Assume the second moment condition (1.3). Then $\lambda_c$ is strictly between zero and infinity, and

(i) for all $\lambda > \lambda_c$ and all $\kappa > 0$, we have

$$\lim_{r \to \infty} \mathbb{P}_\lambda \left[ \text{Cross}(\kappa r, r) \right] = 1. \quad (1.5)$$
(ii) for $\lambda = \lambda_c$ and all $\kappa > 0$, there exists a constant $c_0 = c_0(\kappa) > 0$ such that
\[ c_0 < \mathbb{P}_{\lambda_c} \left[ \text{Cross}(\kappa r, r) \right] < 1 - c_0, \text{ for every } r \geq 1. \tag{1.6} \]

(iii) for all $\lambda < \lambda_c$ and all $\kappa > 0$,
\[ \lim_{r \to \infty} \mathbb{P}_{\lambda} \left[ \text{Cross}(r, \kappa r) \right] = 0. \tag{1.7} \]

Moreover, at $\lambda_c$ there is almost surely no unbounded cluster of either kind.

Remark 1 Our proof gives quantitative bounds for the rate of convergence in parts (i) and (iii).

The next two theorems are intended to illustrate what can be obtained using the techniques of the present work. They give an overview of the percolative behavior of the vacant and occupied sets in Poisson Boolean percolation. Several of these characteristics resemble the known features of Bernoulli percolation, and these two theorems are general: Similar theorems can be proved also for other percolation processes using the methods of this paper (see Sect. 8). However, their general nature calls for slightly stronger moment condition than the one in (1.3). These two alternative hypotheses are
\[ \int_0^{\infty} x^2 \log x \, \mu(dx) < \infty, \quad \text{and} \tag{1.8} \]
\[ \int_0^{\infty} x^{2+\alpha} \, \mu(dx) < \infty. \tag{1.9} \]

The three hypotheses (1.3), (1.8) and (1.9) will be useful because they imply some decorrelation inequalities discussed in Sect. 2.1. The natural second moment assumption (1.3) implies spatial decorrelation, and the hypotheses (1.8) and (1.9) provide quantitative bounds on the spatial decorrelation. The hypothesis (1.3) will be sufficient for most of the paper, but the hypotheses (1.8) and (1.9) will be useful to apply renormalization arguments presented in Sect. 3.

For the vacant set we have the following.

**Theorem 1.2** Assume the $2 + \log$ moment condition (1.8). Then $\lambda^*_c = \lambda_c$ and is thus strictly between zero and infinity. Moreover,

(i) for $\lambda = \lambda^*_c$ there exists a constant $c_1 > 0$ such that
\[ \mathbb{P}_{\lambda^*_c} \left[ 0 \leftarrow \mathcal{V} \partial B_r \right] \leq \frac{1}{c_1 r^{-c_1}}. \tag{1.10} \]

(ii) for all $\lambda > \lambda^*_c$ there exists a constant $c_2 = c_2(\lambda) > 0$ such that
\[ \mathbb{P}_{\lambda} \left[ 0 \leftarrow \mathcal{V} \partial B_r \right] \leq \frac{1}{c_2} \exp\{-c_2 r\}. \tag{1.11} \]
Remark 2 Condition (1.8) in Theorem 1.2 is not sharp. In the forthcoming paper [6], we show that the second moment condition suffices to prove all of the above. The fact that $\lambda^*_c = \lambda_c$ is analogous to $p_c + p^*_c = 1$ for Bernoulli percolation.

There are important distinctions between the vacant and the occupied sets in regard to their percolation properties. An important difference comes from the fact that parts (i) and (ii) of Theorem 1.2 do not hold in general for the occupied set, since the existence of long occupied connections can be triggered by a single disk of large radius. For example, if one chooses the radius distribution $\mu$ such that $\mu[x, \infty) = x^{-2}(\log x)^{-2}$ for $x$ large enough, then the hypothesis (1.3) is satisfied but there exists a small enough $c > 0$ such that for every $\lambda > 0$ and every $r$ large enough

$$P_\lambda[0 \leftrightarrow \partial B_r] \geq c \cdot \lambda \int_r^\infty x \mu(x, \infty) dx \geq c \cdot \lambda / \log r. \quad (1.12)$$

Therefore, in this case the one-arm probability $P_\lambda[0 \leftrightarrow \partial B_r]$ cannot decay polynomially fast at criticality, just because this choice of $\mu$ implies that the probability that 0 is contained in a ball of radius larger than $r$ does not decay polynomially. Nevertheless, under the stronger moment assumption (1.9), one can prove the polynomial decay of the arm exponent as shown in the next result.

**Theorem 1.3** Assume that the $2 + \alpha$ moment condition (1.9) holds for some $\alpha > 0$. Then,

(i) for $\lambda = \lambda_c$, there exists a constant $c_3 = c_3(\alpha) > 0$ such that

$$P_{\lambda_c}[0 \leftrightarrow \partial B_r] \leq \frac{1}{c_3} r^{-c_3}. \quad (1.13)$$

(ii) for all $\lambda < \lambda_c$, there exists a constant $c_1 = c_1(\lambda) > 0$ such that

$$P_\lambda[0 \leftrightarrow \partial B_r] \leq c_1 r^{-\alpha}. \quad (1.14)$$

**Remark 3** The exponent in part (ii) of Theorem 1.3 cannot be improved in general. To see this, consider the radii distribution for which $\mu[x, \infty) = x^{-(2+\alpha)}(\log x)^{-2}$ for large $x$. This distribution satisfies (1.9), but

$$P_\lambda[0 \leftrightarrow \partial B_r] \geq \lambda r^2 \mu(r, \infty) = \lambda (r)^{-\alpha} (\log r)^{-2}$$

for large $r$.

We will now describe the main steps in the proof of the above results, which roughly speaking correspond to the three steps described for the case of Bernoulli percolation above. These are the finite-size criterion, Russo-Seymour-Welsh theory and a threshold phenomenon. We describe each of these steps below and emphasize that their corresponding proofs can be read independently of one another.
1.3 Finite-size criterion

In Sect. 3 we prove that the crossing probabilities converge to 1 as soon as they become close enough to 1. Roughly speaking we prove that there exists $\theta > 0$ and $r_0(\lambda)$, which may depend on the radius distribution, and such that the following are equivalent

\[
\mathbb{P}_\lambda\left[ \text{Cross}(3r, r) \right] > 1 - \theta \text{ for some } r \geq r_0, \quad (1.15)
\]
\[
\lim_{r \to \infty} \mathbb{P}_\lambda\left[ \text{Cross}(3r, r) \right] = 1, \quad (1.16)
\]

and analogously for vacant crossings, see Proposition 3.1. This motivates us to introduce

\[
\lambda_0 := \sup \{ \lambda \geq 0 : \lim_{r \to \infty} \mathbb{P}_\lambda\left[ \text{Cross}(r, 3r) \right] = 0 \}, \quad (1.17)
\]
\[
\lambda_1 := \inf \{ \lambda \geq 0 : \lim_{r \to \infty} \mathbb{P}_\lambda\left[ \text{Cross}(3r, r) \right] = 1 \}. \quad (1.18)
\]

The first important consequence of the finite-size criterion is that

\[
0 < \lambda_0 \leq \lambda_c \leq \lambda_1 < \infty.
\]

These results are proved in Sect. 3.

At this point, it is not clear whether $\lambda_0$ is equal to $\lambda_1$ or not. We call $[\lambda_0, \lambda_1]$ the critical regime and we can see that, for every $\lambda \in [\lambda_0, \lambda_1]$,

\[
\inf_{r \geq 1} \mathbb{P}_\lambda\left[ \text{Cross}(r, 3r) \right] > 0 \quad \text{and} \quad \inf_{r \geq 1} \mathbb{P}_\lambda\left[ \text{Cross}^*(r, 3r) \right] > 0. \quad (1.19)
\]

These statements say that in the critical regime, rectangles have non-degenerate probabilities of being crossed by both the vacant and the occupied set. However, one should notice that these crossings happen in the ‘short’ direction of the rectangles. In order to obtain a more precise description of the behavior in the critical regime we require similar statements regarding crossing probabilities in the ‘long’ direction. This is precisely the purpose of Russo-Seymour-Welsh theory, as we describe next.

1.4 Russo-Seymour-Welsh theory

In this step we show that (1.19) implies that

\[
\inf_{r \geq 1} \mathbb{P}_\lambda\left[ \text{Cross}(3r, r) \right] > 0 \quad \text{and} \quad \inf_{r \geq 1} \mathbb{P}_\lambda\left[ \text{Cross}^*(3r, r) \right] > 0. \quad (1.20)
\]

Note that the only difference between the above and (1.19) is that now the rectangles are crossed in the long direction. This ‘box-crossing’ property for the critical regime rules out the existence of unbounded clusters and provides bounds on arm probabilities. These results are proved in Sect. 4.
Remark 4  RSW bounds were obtained separately for the occupied and vacant regimes during the 1990s by Roy [32] and Alexander [4]. However, these proofs are technical, and pose heavy restrictions on the radii distribution. Recently, Tassion [42] found an argument allowing for greater generality. His argument, presented in the setting of Voronoi percolation but extends verbatim, shows that

\[
\liminf_{r \to \infty} \mathbb{P}_\lambda[ \text{Cross}(r, r)] > 0 \Rightarrow \liminf_{r \to \infty} \mathbb{P}_\lambda[ \text{Cross}(3r, r)] > 0. \tag{1.21}
\]

While this is all that is needed in ‘symmetric’ percolation models, such as Poisson Voronoi percolation, it is indispensable for ‘non-symmetric’ models, which we consider here, that crossings of rectangles the easy way imply crossings also the hard way. This extension is not straightforward.

1.5 Sharp thresholds

The final step of the proof is to show that \( \lambda_0 = \lambda_1 \). The main strategy here is to show that the occupied crossing probabilities grow very fast from zero to one as we increase the density \( \lambda \) of the system.

There is a solid theory that predicts the occurrence of threshold phenomena in the setting of Boolean function on the discrete cube \( \{0, 1\}^n \) equipped with a product structure. Poisson point processes is the natural continuum analogue to the discrete Bernoulli measure. It is therefore natural to believe that these techniques should carry over also to the Poissonian continuum setting. This is indeed the case, although doing so is not a straightforward task.

This part of our argument will follow an approach introduced in [1], that will allow us to lean on the analysis of Boolean functions. It is the least general part of our argument, since it involves representing the crossing probabilities in our Poisson point process as a certain function of discrete Bernoulli random variables.

This construction and the proof that \( \lambda_0 = \lambda_1 \) can be found in Sect. 5.

1.6 Other examples

We have chosen Poisson Boolean percolation as the main example to illustrate the techniques of this work. However, the techniques that we develop apply in greater generality. We emphasize this fact in Sect. 8, where we apply these techniques to Poisson Voronoi and confetti percolation. We direct the reader to that section for a statement of the results we obtain for these models, and give here just a short description of the scope of our techniques.

- The finite-size criterion described above only uses the fact that the law of our percolation process is invariant under translations and right-angle rotations, see (2.3), and that it satisfies a mixing condition, see (2.10).
- The Russo-Seymour-Welsh part of our argument, we solely use the invariance of \( \mathcal{O} \) and \( \mathcal{V} \) under translations, right-angle rotations and reflections in coordinate
axes, see (2.3), the mixing property (2.10), the FKG inequality (2.4) and a certain
continuity property of the crossing probabilities stated in Lemma 2.7.
• The threshold argument is the least general and uses, in addition to the assumptions
made above, the fact that process is based on a Poisson point process.

1.7 Some previous works on the model

The reference book [27] provides a general exposition of continuum percolation.
The case of uniformly bounded radius distribution has been extensively studied in
[4,28,29,32,44,45]. These works have already established much of our results in this
restricted setting.

In Lemma A.2 of [17], it is proved that for sufficiently small $\lambda > 0$, $P_{\lambda} [B_r \leftrightarrow B_{2r}]$
go to zero with $r$ under the second moment condition (1.3). This implies that $\lambda_0 > 0$
der the second moment condition. In [33], Roy studied a Poisson soup of bounded
sticks in the plane, proving a Russo-Seymour-Welsh theorem and establishing that
$\lambda^*_c = \lambda_c$. Uniqueness of the unbounded components (for both vacant and occupied
regions) has been established in [26].

1.8 Organization of the paper

In Sect. 2 we provide some notation and preliminary results that are needed throughout
the text. Sects. 3, 4 and 5 present the three steps of the proof that were described in
the introduction, namely: the finite-size criterion, Russo-Seymour-Welsh result and
the sharp threshold step. These sections can be read independently of one another.
Section 6 proves the continuity of the critical parameter with respect to the law $\mu$
of the radius distribution. The main results of the paper are then proved in Sect. 7. We
treat other models and provide some open questions in Sects. 8 and 9.

2 Notation and preliminary results

Throughout the text we let $c$ denote positive constants which may depend on the
radius distribution and may change from line to line. However, numbered constants
such as $c_0, c_1, \ldots$ refer to their first appearance in the text. We will further write
$B^\infty (r) = [-r, r]^2$ for the ball centered at the origin in the supremum norm and let
$B(x, r)$, on the other hand, denote the closed Euclidean ball with center $x$ and radius
$r$. When $x$ is the origin we omit it from the above notation.

Rather informally, a realization of Poisson Boolean percolation is obtained by deco-
rating the points in a Poisson point process in $\mathbb{R}^2$ by Euclidean discs with independent
radii sampled from some distribution. There are various (equivalent) ways of making
this description formal. We will start this section by describing one way which will be
suitable for our purposes.
2.1 Definition of the process

To define our process, let us first introduce a Poisson point process on the following space of point measures

\[ \Omega = \left\{ \omega = \sum_i \delta_{(x_i, z_i)} : (x_i, z_i) \in \mathbb{R}^2 \times \mathbb{R}_+ \text{ and } \omega(K \times \mathbb{R}_+) < \infty \text{ for all } K \text{ compact} \right\}. \]

(2.1)

We endow this space with the \( \sigma \)-algebra \( \mathcal{M} \) generated by the evaluation maps \( A \mapsto \omega(A), \) for \( A \in B(\mathbb{R}^2 \times \mathbb{R}_+) \), the Borel sets on \( \mathbb{R}^2 \times \mathbb{R}_+ \).

We next fix an intensity parameter \( \lambda \geq 0 \) and some probability measure \( \mu \) on \( \mathbb{R}_+ \) which will give the radius distribution of our discs. We can now define on \((\Omega, \mathcal{M})\) a Poisson point process with intensity \( \lambda \cdot dx \mu(dz) \), i.e., Lebesgue measure on \( \mathbb{R}^2 \) product with \( \mu \) and multiplied by \( \lambda \geq 0 \). The law of this process is denoted by \( \mathbb{P}_\lambda \) throughout the text and we complete the \( \sigma \)-algebra \( \mathcal{M} \) with respect to \( \mathbb{P}_\lambda \).

For each point \((x, z) \in \mathbb{R}^2 \times \mathbb{R}_+ \) in the support of the measure \( \omega \in \Omega \), we associate the disc \( B(x, z) \) and the occupied region of the plane is consequently given by

\[ \mathcal{O} := \bigcup_{(x, z) \in \text{supp}(\omega)} B(x, z), \quad (2.2) \]

while the vacant set is given by its complement \( \mathcal{V} := \mathbb{R}^2 \setminus \mathcal{O} \). (Below, we will often identify \( \omega \) with its support in order to ease the notation.)

From the definition of the model, it is trivial to conclude that

the law of \( \mathcal{O} \) is invariant under translations, right-angle rotations, and reflection in coordinate axes. (2.3)

Although the law is invariant under arbitrary rotations, and reflections in axes with other orientation, we will only use the above statement throughout the text.

There is a natural partial ordering of elements in \( \Omega \), namely, \( \omega \leq \omega' \) if \( \omega(A) \leq \omega'(A) \) for all \( A \in B(\mathbb{R}^2 \times \mathbb{R}_+) \). An event \( A \in \mathcal{M} \) is said to be increasing if \( \omega \in A \) implies that \( \omega' \in A \) for all \( \omega \leq \omega' \). It is decreasing if its complement \( A^c \) is increasing.

A useful property of increasing events is that they are positively correlated. The following proposition, known as the FKG inequality, was proved by Roy in his doctorate thesis; see also [27, Theorem 2.2]: If \( A_1 \) and \( A_2 \) are increasing events, then

\[ \mathbb{P}_\lambda(A_1 \cap A_2) \geq \mathbb{P}_\lambda(A_1) \mathbb{P}_\lambda(A_2). \]

(2.4)

The above also holds when \( A_1 \) and \( A_2 \) are decreasing events.

We will also use the following standard consequence of the FKG inequality, referred to as the square-root trick. Let \( A_1, \ldots, A_k \) be \( k \) increasing events (or \( k \) decreasing events), then

\[ \max_{1 \leq i \leq k} \mathbb{P}_\lambda(A_i) \geq 1 - \left[ 1 - \mathbb{P}_\lambda(A_1 \cup \ldots \cup A_k) \right]^{1/k}. \]

(2.5)
2.2 Crossing events

Throughout the text we will often deal with crossing events of various types. In particular, we will be interested in the following general definition. Given subsets $A_1, A_2$ and $C$ of $\mathbb{R}^2$ let

$$A_1 \leftarrow C \rightarrow A_2 := \text{there is a path in } C \text{ connecting } A_1 \text{ to } A_2. \quad (2.6)$$

We are now in position to give a formal definition of the crossing event $\text{Cross}(r, h)$, for $r, h > 0$, as

$$\text{Cross}(r, h) := [A_1 \cap \mathcal{O} \leftarrow \mathcal{O} \cap K \rightarrow A_2], \quad (2.7)$$

where $K$ denotes the box $[0, r] \times [0, h]$ and $A_1 = \{0\} \times [0, h], A_2 = \{r\} \times [0, h]$ stand for its left and right sides. We also define the event corresponding to a vacant crossing as $\text{Cross}^*(r, h) := [A_1 \cap \mathcal{O} \leftarrow \mathcal{O} \cap K \rightarrow A_2]$. It is rather straightforward to verify that events of this type are measurable. Notice that occupied crossing events are increasing, and vacant crossing events are decreasing.

2.3 Decay of spatial correlations

The second moment condition given in (1.3) is sufficient to imply a spatial decorrelation, in the sense of the function $\rho_\lambda$ introduced in Definition 2.1 below. First set $Y_v = 1_{\{v \in \mathcal{V}\}}$ for $v \in \mathbb{R}^2$.

**Definition 2.1** Given $0 < r, s < \infty$, let

$$\rho_\lambda(r, s) := \sup_{f_1, f_2} \text{Cov}(f_1(\mathcal{O}), f_2(\mathcal{O})), \quad (2.8)$$

where the above supremum is taken over all functions $f_1, f_2 : \mathcal{P}(\mathbb{R}^2) \to [-1, 1]$ such that $f_1(\mathcal{O}) \in \sigma(Y_v; v \in B^\infty(r))$ and $f_2(\mathcal{O}) \in \sigma(Y_v; v \notin B^\infty(r + s))$.

The function $\rho_\lambda$ has a nice geometric interpretation. Namely, one can observe that $\rho_\lambda(r, s)$ is directly related to the probability that there exists one big occupied disk crossing the annulus $B^\infty(r + s) \setminus B^\infty(r)$. By making this observation rigorous, and computing this crossing probability (see Lemma 2.3), we prove the following upper bound.

**Proposition 2.2** For any $\lambda > 0$ and $r, s \geq 1$, we have

$$\rho_\lambda(r, s) \leq c_4 \lambda \left(1 + \frac{r}{s}\right)^2 \int_{s/2}^{\infty} x^2 \mu(dx). \quad (2.9)$$

In particular, the second moment condition (1.3) implies that

$$\text{for any } \kappa > 0, \lim_{r \to \infty} \rho_\lambda(r, \kappa r) = 0. \quad (2.10)$$
and the $2 + \alpha$ moment condition in (1.9) implies that for every $\lambda > 0$ and $\epsilon > 0$

$$\sup_{r \geq 1, \kappa \geq \epsilon} r^{\alpha} \rho_\lambda(r, \kappa r) < \infty.$$  \hspace{1cm} (2.11)

For $K \subseteq \mathbb{R}^2$, we write

$$\mathcal{O}_K = \bigcup_{(x, z) \in \omega: x \in K} B(x, z).$$  \hspace{1cm} (2.12)

The next lemma says that deleting balls from $\mathcal{O}$ which are far from a given box do not alter the configuration of $\mathcal{O}$ inside that box (Fig. 1).

**Lemma 2.3** For all $r, s > 0$, writing $K_1 = B^\infty(r)$ and $K_2 = B^\infty(r + s)$, we have

$$\mathbb{P}_\lambda(\mathcal{O}_{K_2^c} \cap K_1 \neq \emptyset) \leq 4\lambda \left(1 + \frac{r + 1}{s}\right)^2 \int_s^\infty x^2 \mu(dx).$$  \hspace{1cm} (2.13)

Also,

$$\mathbb{P}_\lambda(\mathcal{O}_{K_1} \cap K_2^c \neq \emptyset) \leq 4\lambda \left(\frac{r}{s}\right)^2 \int_s^\infty x^2 \mu(dx).$$  \hspace{1cm} (2.14)

**Remark 5** The above lemma implies in particular that, whenever $\int_0^\infty x^2 \mu(dx) < \infty$,

if $K \subseteq \mathbb{R}^2$ is compact, then $\mathbb{P}_\lambda$-almost surely there are only finitely many balls in $\mathcal{O}$ that intersect $K$.

\hspace{1cm} (2.15)

**Proof** We first derive the second bound. Since $K_1$ has area $4r^2$, an immediate estimate of the expected number of points in $K_1$ with radius at least $s$ gives that
\[ P_\lambda \left( O_{K_1} \cap K_2^c \neq \emptyset \right) \leq 4r_2 \lambda \int_s^\infty \mu(dx) \leq 4\lambda \left( \frac{r}{s} \right)^2 \int_s^\infty x^2 \mu(dx), \]

hence establishing (2.14).

For the first bound, we split the complement of \( K_2 = B^\infty(r + s) \) into the disjoint annuli \( A_i = B^\infty(r + s + i + 1) \setminus B^\infty(r + s + i) \) and write \( K_2^c = \bigcup_{i \geq 0} A_i \). Using the fact that the area of \( A_i \) is bounded by \( 4(r + s + i + 1) \), we can now estimate

\[ P_\lambda \left( O_{K_2^c} \cap K_1 \neq \emptyset \right) \leq \sum_{i \geq 0} P_\lambda \left( O_{A_i} \cap K_1 \neq \emptyset \right) \]

\[ \leq 4\lambda \sum_{i \geq 0} (r + s + i + 1) \int_{s+i}^\infty \mu(dx). \]

Exchanging the order of summation yields the bound

\[ 4\lambda \int_s^\infty \sum_{i=0}^{x-s-i} (r + s + i + 1) \mu(dx) \leq 4\lambda \int_s^\infty (r + x + 1)^2 \mu(dx), \]

from which (2.13) follows.

Let us now prove Proposition 2.2.

**Proof of Proposition 2.2** Recall that \( \|f_1\|_\infty, \|f_2\|_\infty \leq 1 \). Let \( K = B^\infty(r + s/2) \). By the Poissonian character of the law \( P_\lambda \), the two random variables \( f_1(O_K) \) and \( f_2(O_{K^c}) \) are independent. Therefore,

\[ \text{Cov} \left( f_1(O), f_2(O) \right) \leq \text{Cov}(f_1(O), f_2(O) - f_2(O_{K^c})) + \text{Cov}(f_1(O), f_2(O_{K^c})) \]

\[ \leq 2P_\lambda \left( f_2(O) \neq f_2(O_{K^c}) \right) + \text{Cov}(f_1(O) - f_1(O_K), f_2(O_{K^c})) \]

\[ + \text{Cov}(f_1(O_K), f_2(O_{K^c})) \]

\[ \leq 2P_\lambda \left( f_2(O) \neq f_2(O_{K^c}) \right) + \text{Cov}(f_1(O) - f_1(O_K), f_2(O_{K^c})) \]

\[ \leq 2P_\lambda \left( f_1(O) \neq f_1(O_K) \right) + 0 \]

\[ \leq 2P_\lambda \left( O_{K^c} \cap B^\infty(r) \neq \emptyset \right) + 2P_\lambda \left( O_K \cap B^\infty(r + s)^c \neq \emptyset \right), \]

and the proof then follows from Lemma 2.3. For the last conclusion (2.11), one may use Markov’s inequality.

\[ \square \]

2.4 An alternative notion of decoupling

Note that Definition 2.1 is symmetric for \( O \) and \( V \), in the sense that the roles of the occupied and vacant sets are interchangeable. In what follows, we will introduce another notion of decoupling (or approximate independence). This notion will be similar to that of Proposition 2.2, but it will not be symmetric with respect to \( O \) and \( V \) as before. This distinction will be very relevant to explain the different behavior of these sets, see Remark 9, and explains why we obtain Theorem 1.1 under (1.3) but require (1.8) for Theorem 1.2 with the techniques used here.

\[ \square \] Springer
To motivate this new notion, observe from Definition 2.1 that
\[
\mathbb{E}_\lambda(f_1(\mathcal{O})f_2(\mathcal{O})) \leq \mathbb{E}_\lambda(f_1(\mathcal{O}))\mathbb{E}_\lambda(f_2(\mathcal{O})) + \rho(r, s),
\tag{2.17}
\]
for every pair of functions \(f_1, f_2 : \mathcal{P}(\mathbb{R}^2) \to [0, 1]\) such that \(f_1(\mathcal{O}) \in \sigma(Y_v; v \in B^\infty(r))\) and \(f_2(\mathcal{O}) \in \sigma(Y_v; v \notin B^\infty(r + s))\). This will be used in several parts of the text.

However, some results will be stronger using the following modified version of the above.

**Definition 2.4** Let \(\bar{\rho}_\lambda : \mathbb{R}^2_+ \to \mathbb{R}_+\) be defined as the smallest value such that
\[
\mathbb{E}_\lambda(f_1(\mathcal{O})f_2(\mathcal{O})) \leq \mathbb{E}_\lambda(f_1(\mathcal{O}))\left(\mathbb{E}_\lambda(f_2(\mathcal{O})) + \bar{\rho}_\lambda(r, s)\right),
\tag{2.18}
\]
for all decreasing functions \(f_1, f_2 : \mathcal{P}(\mathbb{R}^2) \to [0, 1]\) satisfying \(f_1(\mathcal{O}) \in \sigma(Y_v; v \in B^\infty(r)), f_2(\mathcal{O}) \in \sigma(Y_v; v \notin B^\infty(r + s))\). (A function \(f : \mathcal{P}(\mathbb{R}^2) \to [0, 1]\) is said to be decreasing if \(f(A) \geq f(B)\) whenever \(A \subset B\).)

**Remark 6** Note that the error \(\bar{\rho}_\lambda\) in the above definition is being multiplied by \(\mathbb{E}_\lambda(f_1)\). This represents an important improvement in some cases, as will become clear later for instance when we compare (4.12) with (4.17). Although the error term in Definition 2.4 is smaller than the one in (2.17), the bound (2.18) can only be used when \(f_1\) and \(f_2\) are decreasing functions. This restriction was intentionally introduced in the definition of \(\bar{\rho}_\lambda\) and it is necessary in our proof that \(\bar{\rho}_\lambda\) vanishes, see Proposition 2.5 below. This restriction reflects the distinct behavior that the vacant and occupied sets display at criticality, see Remark 9.

We now prove an analogue of Proposition 2.2.

**Proposition 2.5** For any \(\lambda > 0\) and \(r, s \geq 1\) we have
\[
\bar{\rho}_\lambda(r, s) \leq c_4\lambda \left(1 + \frac{r}{s}\right)^2 \int_{s/2}^{\infty} x^2 \mu(dx).
\tag{2.19}
\]
In particular, if \(\int_0^{\infty} x^2 \mu(dx) < \infty\), then
\[
\text{for any } \kappa > 0, \lim_{r \to \infty} \bar{\rho}_\lambda(r, \kappa r) = 0.
\tag{2.20}
\]

**Proof** We write \(K_1 = B^\infty(r)\) and \(K_2 = B^\infty(r + s)^c\) and define
\[
\hat{\mathcal{O}} = \bigcup_{(x, z) \in \text{supp}(\omega); \ B(x, z) \cap K_1 = \emptyset} B(x, z).
\tag{2.21}
\]
Note that this set is contained in \(\mathcal{O}\) and independent of \(f_1(\mathcal{O})\).
Using the fact that \( f_2 \) is decreasing, we can write
\[
E_\lambda(f_1(O) f_2(O)) \leq E_\lambda(f_1(O)) E_\lambda(f_2(\tilde{O})) \\
\leq E_\lambda(f_1(O)) \left( E_\lambda(f_2(O)) + \mathbb{P}_\lambda(\tilde{O} \cap K_2 \neq O \cap K_2) \right),
\]
where we have used the fact that \( f_1, f_2 \in [0, 1] \). In view of the definition of \( \tilde{\rho}_\lambda \), all we need to do is to bound the probability above,
\[
\mathbb{P}_\lambda(\tilde{O} \cap K_2 \neq O \cap K_2) \leq \mathbb{P}_\lambda\left( \text{there is } (x, z) \in \text{supp}(\omega) \text{ such that } B_\infty(x, z) \text{ touches } K_1 \text{ and } K_2 \right) + \mathbb{P}_\lambda(\tilde{O}_{B_\infty(r+s/2)} \cap K_2 \neq \emptyset). \tag{2.22}
\]

The proof now ends in the same way as the proof of Proposition 2.2. \( \square \)

### 2.5 Local continuity

Another rather straightforward consequence of the Poissonian nature of the model is the following ‘local continuity’ property. In essence this property says that locally the topological properties of the set \( O \) are unlikely to be affected by slight change in the radii of the discs.

Given a set \( A \subseteq \mathbb{R}^2 \) we define its \( \varepsilon \)-interior and \( \varepsilon \)-closure, for \( \varepsilon > 0 \), as follows:
\[
\text{int}(A, \varepsilon) := \{ x \in \mathbb{R}^2 : B(x, \varepsilon) \subseteq A \}, \\
\text{cl}(A, \varepsilon) := \{ x \in \mathbb{R}^2 : B(x, \varepsilon) \cap A \neq \emptyset \}.
\]

**Proposition 2.6** Let \( K \subseteq \mathbb{R}^2 \) be compact and convex and \( A_1, A_2 \subseteq K \) closed. For every \( \lambda > 0 \)
\[
\lim_{\varepsilon \to 0} \mathbb{P}_\lambda\left( A_1^{\text{cl}(O, \varepsilon) \cap K} \leftrightarrow A_2 \text{ occurs but not } A_1^{\text{int}(O, \varepsilon) \cap K} \leftrightarrow A_2 \right) = 0. \tag{2.23}
\]

We omit the full proof of the above proposition, but let us give a brief sketch of why it is true. Let us consider the intersection of the above events and note that this intersection is contained in three types of events:

- either we have a disc which is tangent to \( A_i, i = 1, 2 \),
- or we can find two discs that are tangent to each other,
- or we have a point in the boundary of \( K \) that is at the same time in the boundary of two discs.

Recall that our discs come from a Poisson process and in order to show that the first event has zero probability, we can simply use the fact that conditioned on the disc’s radius, its center corresponds to a surface of measure zero and then apply Fubini’s theorem. The proof for the other two cases is analogous, first conditioning on the radius and the center of the second disc.
A consequence of the above proposition that will be used later is the following lemma. Consider a variation of the standard crossing event defined as

$$\begin{align*}
\begin{array}{c}
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\end{array}
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h\hline
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\hline
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\end{align*}
\end{equation*}
:= [A_1 \leftrightarrow A_2],
$$
(2.24)

where \(K\) is again the box \([0, r] \times [0, h]\), while \(A_1 = \{0\} \times [0, h]\) and \(A_2 = \{r\} \times [y, h]\).

Lemma 2.7 Given \(r, h\) and \(\lambda > 0\), the function \(F : [0, h] \to [0, 1]\) given by

$$F(y) = P_\lambda \left[ \begin{array}{c}
\hline
\hline
\end{array}
\begin{array}{c}
\hline
r
\hline
\end{array}
\begin{array}{c}
\hline
h\hline
\end{array}
\begin{array}{c}
\hline
y
\hline
\end{array}\right]$$

is continuous.

The proof of the above follows very similar arguments as that of Proposition 2.6.

3 Finite size criterion for percolation

The first tool in our study of the phase transition for Poisson Boolean percolation in \(\mathbb{R}^2\) will be the following result that bootstraps the probability of crossing a rectangle: from close to one to converging fast to one. This will be fundamental in this paper; as a first indication of its importance we show how it relates to the existence of an unbounded component, and the non-triviality of the threshold parameters \(\lambda_0\) and \(\lambda_1\).

Proposition 3.1 Assume the second moment condition (1.3). Then, there exists a constant \(\theta > 0\) and an increasing function \(r_0 : [0, \infty) \to [0, \infty)\) \((r_0\) may depend on \(\mu)\) such that the following are equivalent:

(i) There exists \(r \geq r_0(\lambda)\) such that \(P_\lambda(\text{Cross}(3r, r)) > 1 - \theta\).

(ii) \(\lim_{r \to \infty} P_\lambda(\text{Cross}(3r, r)) = 1\).

Under the stronger condition (1.8), if either of (i) or (ii) holds, then

(iii) \(\sum_{k \geq 0} \left[ 1 - P_\lambda(\text{Cross}(3^{k+1}, 3^k)) \right] < \infty\).

These statements remain valid for \(\text{Cross}\) replaced by \(\text{Cross}^\ast\).

Proof Fix \(\theta = 1/100\) and let \(C\) be a sufficiently large constant so that, for all \(r \geq 1\),

$$\rho_\lambda(5r, r) \leq g(r) := C\lambda \int_{r/2}^{\infty} x^2 \mu(dx).$$

The existence of the constant follows from Proposition 2.2. Set \(r_0 := \min\{r \geq 1 : g(r) \leq \theta/2\}\). Since \(g(r)\) increases with \(\lambda\) it is clear that \(r_0\) does too. Since (ii) trivially implies (i), it will suffice to prove that (i) implies (ii) and, under the stronger assumption (1.8), that (ii) implies (iii).

Let \(p(r) := 1 - P_\lambda(\text{Cross}(3r, r))\) and let \(B_k := \text{Cross}(9r, r)\). Note that a \(9r \times r\)-rectangle may be tiled with seven \(3r \times r\)-rectangles, four positioned horizontally and
three vertically, in such a way that if each is crossed in the ‘hard’ direction, then the \(9r \times r\)-rectangle is crossed horizontally. Consequently, using the union bound, we obtain that

\[
P_\lambda(B_r) \geq 1 - 7P_\lambda(\neg \text{Cross}(3r, r)) = 1 - 7p(r).
\]

Let \(B'_r\) denote the translate of \(B_r\) along the vector \((0, 2r)\). Since the occurrence of either of \(B_r\) or \(B'_r\) implies the occurrence of \(\text{Cross}(9r, 3r)\), he have

\[
p(3r) \leq P_\lambda(\neg B_r \cap \neg B'_r) \leq P_\lambda(\neg B_r)^2 + \rho_\lambda(5r, r).
\]

Hence, by definition of \(g\), we obtain for every \(r \geq 1\) the bound

\[
p(3r) \leq 49p(r)^2 + g(r). \tag{3.1}
\]

Now, assume there exists \(r \geq r_0\) so that \(p(r) < \theta\). Then, let us show that \(p(3^k r) < \theta\) via iterated use of (3.1). Assuming this to be valid for \(k \geq 0\), we find that

\[
p(3^k r) < 49p(3^{k-1} r)^2 + g(3^{k-1} r) \leq \frac{49}{100} \theta + \frac{\theta}{2} < \theta,
\]

for all \(k \geq 0\). If instead of bounding both occurrences of \(p(3^{k-1})\) by \(\theta\), we bound only one, further use of (3.1) gives, for \(\ell = 1, 2, \ldots, k\)

\[
p(3^k r) \leq \frac{1}{2\ell} p(3^{k-\ell} r) + \sum_{j=1}^{\ell} \frac{1}{2j-1} g(3^{k-j} r) \leq \frac{1}{2\ell} + 2g(3^{k-\ell} r). \tag{3.2}
\]

Hence, sending \(\ell\) to infinity with \(k\) shows that \(\lim_{k \to \infty} p(3^k r) = 0\). Since for every \(r' \in [3r, 3r]\) we have \(p(r') \leq P_\lambda(\neg B_r) \leq 7p(r)\), it follows that \(\lim_{r \to \infty} p(r) = 0\), so (ii) holds.

Finally, we assume that (ii) holds and pick \(k_0\) so that \(3^{k_0} \geq r_0\) and \(p(3^{k_0}) < \theta\). Summing over \(k\) in (3.2), with \(r = 3^{k_0}\) and \(\ell = \lfloor k/2 \rfloor\), leads to

\[
\sum_{k \geq 1} p(3^{k+k_0}) \leq \sum_{k \geq 1} \frac{1}{2^{(k-1)/2}} + 2 \sum_{k \geq 1} g(3^{k/2+k_0}) \leq 4 + 2 \int_0^\infty g(3^{y/2}) dy.
\]

Since \(g\) is itself an integral we may use Fubini’s theorem to reverse the order of integration, and obtain

\[
\sum_{k \geq 1} p(3^{k+k_0}) \leq 4 + C_\lambda \int_0^\infty x^2 \log x \mu(dx),
\]

for a possibly larger constant \(C\). Moreover, the constant \(C\) is finite under the assumption (1.8), and (iii) follows.

\(\Box\)
Remark 7 Note that the proof of Proposition 3.1 assumes very little about the underlying percolation model. Indeed, the argument applies to any percolation model on $\mathbb{R}^2$ satisfying the invariance assumption (2.3) and decay of correlations corresponding to conditions (2.9) or (2.19).

The following more quantitative statement sheds some light on the role of spatial correlations on the rate of convergence in Proposition 3.1. Given a function $f : [1, \infty) \to (0, \infty)$ we say that it is regularly varying if for any $a \in (0, \infty)$

$$\frac{f(ar)}{f(r)} \text{ converges to a non-zero limit.}$$

The following proposition says, in particular, that if the spatial dependence decays polynomially fast, then the convergence in Proposition 3.1 occurs (at least) at the same polynomial rate.

**Proposition 3.2** Assume the finite moment condition (1.3) and let $f : [1, \infty) \to (0, \infty)$ be a regularly varying function satisfying $\lim_{r \to \infty} f(r) = 0$ and $\rho_\lambda(5r, r) \leq f(r)$ for all $r \geq 1$. Then, if $\lim_{r \to \infty} \mathbb{P}_\lambda(\text{Cross}(3r, r)) = 1$, then there exists $c < \infty$ such that

$$\mathbb{P}_\lambda(\text{Cross}(3r, r)) \geq 1 - cf(r) \text{ for all } r \geq 1.$$ 

The statement remains true if $\text{Cross}$ is replaced by $\text{Cross}^\ast$.

**Proof** With $p(r) := 1 - \mathbb{P}_\lambda(\text{Cross}^\ast(3r, r))$, we may repeat the proof of Proposition 3.1 to obtain

$$p(3r) \leq 49p(r)^2 + f(r).$$

Since $f$ is regularly varying there exists a constant $c' \in (0, 50)$ such that $f(3r)/f(r) \geq c'$ for all $r \geq 1$. Let $\theta' = c'/100$ and pick $r'$ such that $p(r) \leq \theta'$ and $f(r) \leq \theta'/2$ for all $r \geq r'$. Let $c = \max\{2/c', 1/f(r')\}$. We claim that

$$p(3^kr') \leq cf(3^kr') \text{ for all } k \geq 0.$$ 

The case $k = 0$ is immediate, and the remaining cases follows from (3.4) via an induction step. This proves the statement of the proposition along exponentially growing sub-sequences from which one can easily derive the full statement. \qed

Propositions 3.1 and 3.2 show how an observation in a finite region can be sufficient to draw conclusions regarding crossing probabilities over arbitrarily large regions. The next well-known result connects the finite observation to the existence of unbounded components.

**Proposition 3.3** The condition $\sum_{k \geq 0} [1 - \mathbb{P}_\lambda(\text{Cross}(3^{k+1}, 3^k))] < \infty$ implies that the probability, at $\lambda$, that the origin is contained in an unbounded occupied component is positive. The same holds when $\text{Cross}$ and ‘occupied’ are replaced by $\text{Cross}^\ast$ and ‘vacant’, respectively.
Proof The proof of the above is standard, but for the sake of completeness we give it here. Denote by $R_k$ the rectangle $[0, 3^{k+1}] \times [0, 3^k]$, and by $R'_k$ the rectangle $[0, 3^k] \times [0, 3^{k+1}]$, resulting from a right-angle rotation of $R_k$. Consider the sequence, indexed by $k \geq 0$, alternating between $R_k$ or $R'_k$, depending on whether $k$ is odd or even. The above condition implies that the expected number of these rectangles that fail to be crossed in the ‘hard’ direction is finite. Hence, by Borel–Cantelli, it follows that all but finitely many contain a crossing in the ‘hard’ direction almost surely. However, all but finitely many of these crossings must intersect as a consequence of how the rectangles are placed. Thus, with probability one, there is an unbounded occupied component. Due to invariance with respect to translations it follows that the origin has positive probability to be contained in this component. \qed

We close this section by showing that the (finite-size) phase transition is non-trivial.

**Corollary 3.4** Assume the second moment condition (1.3). Then,

$$0 < \lambda_0 \leq \lambda_c \leq \lambda_1 < \infty.$$  

Under the stronger assumption (1.8) we also have $\lambda_0 \leq \lambda^*_c \leq \lambda_1$.

**Proof** Assume that (1.3) holds. We first show that $\lambda_0 > 0$. Let $\theta > 0$ and $r_0 : [0, \infty) \to [0, \infty)$ be as in Proposition 3.1. Clearly $\mathbb{P}_0(\text{Cross}(r, 3r)) = 0$ for all $r \geq 1$, in particular for $r = r_0(1)$. That the crossing probability varies continuously with respect to the intensity parameter is an easy consequence of (2.13) of Lemma 2.3 and the fact that it is unlikely to add any point at all to a bounded region for small enough changes in the parameter. Hence, we may pick $\varepsilon \in (0, 1)$ such that $\mathbb{P}_\varepsilon(\text{Cross}(r, 3r)) < \theta$, implying that

$$\lim_{r \to \infty} \mathbb{P}_\varepsilon(\text{Cross}(r, 3r)) = 0,$$

and thus that $\lambda_0 \geq \varepsilon > 0$.

The fact that $\lambda_1 < \infty$ follows from the fact that this holds for the model with constant radius, together with a stochastic domination argument.

We next show that $\lambda_c \geq \lambda_0$ and $\lambda^*_c \leq \lambda_1$. First, consider $\lambda < \lambda_0$. Then, since a path connecting the origin to $\partial B(r)$ has to cross one of four rectangles of dimension $r/3 \times r$ in the easy direction, the union bound and the definition of $\lambda_0$ gives that

$$\lim_{r \to \infty} \mathbb{P}_\lambda(0 \leftrightarrow \partial B(r)) \leq \lim_{r \to \infty} 4\mathbb{P}_\lambda(\text{Cross}(r/3, r)) = 0.$$

Thus, $\lambda \leq \lambda_c$, which shows that $\lambda_0 \leq \lambda_c$. An analogous argument shows that $\lambda^*_c \leq \lambda_1$.

To prove that $\lambda^*_c \geq \lambda_0$, we make the stronger assumption that (1.8) holds and fix $\lambda < \lambda_0$, in which case we have $\lim_{r \to \infty} \mathbb{P}_\lambda(\text{Cross}(3r, r)) = 1$. Then, Proposition 3.1 shows that

$$\sum_{k \geq 0} \left[ 1 - \mathbb{P}_\lambda(\text{Cross}^*(3^{k+1}, 3^k)) \right] < \infty, \quad (3.5)$$
which by Proposition 3.3 implies the almost sure existence of an unbounded vacant component, and thus that \( \lambda \leq \lambda^*_c \). Hence \( \lambda^*_c \geq \lambda_0 \).

An analogous argument shows, under the additional condition (1.8), that \( \lambda_c \leq \lambda_1 \). However, we claim that this additional assumption is unnecessary. Our goal will therefore be to show that (3.5) holds, with Cross* replaced by Cross, also under the weaker second moment condition (1.3). As before, let \( p(r) = 1 - \mathbb{P}_\lambda(\text{Cross}(3r, r)) \). Repeating the first steps of the proof of Proposition 3.1, observing that the complements of occupied crossing events are decreasing, we obtain the following analogue to (3.1)

\[
p(3r) \leq 7p(r)\left(7p(r) + \tilde{\rho}_\lambda(5r, r)\right).
\]

Since both \( p(r) \) and \( \tilde{\rho}_\lambda(5r, r) \) tend to zero as \( r \to \infty \), we may find \( r_0 \) such that \( 7p(r) + \tilde{\rho}_\lambda(5r, r) \) is bounded by \( \frac{1}{14} \) for all \( r \geq r_0 \). So, for some \( k_0 \geq 1 \), we obtain that

\[
p(3^{k+k_0}) \leq \frac{1}{2}p(3^{k-1+k_0}r_0) \leq \frac{1}{2^k}p(3^{k_0}),
\]

which is summable. Hence (3.5) holds for Cross also under the weaker condition (1.3), and \( \lambda_c \leq \lambda_1 \) follows.

4 Russo-Seymour-Welsh theory

In the study of planar percolation, Russo-Seymour-Welsh (RSW) techniques play a central role and have numerous consequences. The original proof for Bernoulli percolation ([34,39]) is strongly based on planarity and the independence structure of the Bernoulli percolation measure, and does not extend easily to other contexts. Considerable technicalities had to be overcome even in the extension to Poisson Boolean percolation in \( \mathbb{R}^2 \) with fixed radii, see [4,32], and in the case of (unbounded) random radii such a result has until this point not been obtained. In the last few years some new arguments have been developed to prove RSW-results for dependent percolation models, e.g. Voronoi percolation [3,9,42] and the random-cluster model [7,13].

In this section we develop an RSW-theory applicable for Poisson Boolean percolation. Our method of proof will be greatly inspired by that of [42]. However, due to the asymmetry between the vacant and occupied regions, we need a stronger version of the result proved in [42]. In that paper, the RSW statement bounds the crossing probabilities for rectangles in the long direction, assuming a bound on the crossing probabilities for squares, see (1.21). Here we assume only that rectangles are crossed in the easier direction. Our proof will be rather general and applies in settings far beyond Poisson Boolean percolation; see Remark 8 below.

**Theorem 4.1 (RSW-Theorem)** Assume the finite second moment condition stated in (1.3). Then, for any \( \lambda > 0 \), if for some \( \kappa > 0 \) we have

\[
\inf_{r \geq 1} \mathbb{P}_\lambda(\text{Cross}(\kappa r, r)) > 0,
\]

\[
\inf_{r \geq 1} \mathbb{P}_\lambda(\text{Cross}(\kappa r, r)) > 0,
\]

\[\square\]
then the same is true for all \( \kappa > 0 \). The same holds for \( \text{Cross} \) replaced by \( \text{Cross}^* \).

**Remark 8** Throughout this section, we are going to establish the above result and some of its consequences for Poisson Boolean percolation with finite second moments. However, let us emphasize that the same proof works for several different types of percolation measures on the plane. More precisely, the only properties of the random set \( O \) that we use in this section are:

\[
\begin{align*}
\text{the translation, reflection and rotational symmetries in (2.3),} \\
\text{the FKG inequality (2.4),} \\
\text{the decay of correlations stated in (2.10) and} \\
\text{the continuity of the crossing probabilities stated in Lemma 2.7.}
\end{align*}
\]

### 4.1 Consequences of Theorem 4.1

The Russo-Seymour-Welsh Theorem stated above, which will be proved in Sect. 4.5, has several important consequences that we develop next. These consequences concern ‘box-crossing’ and ‘one-arm’ probabilities in the critical regime \([\lambda_0, \lambda_1]\). However, we first state a ‘high-probability’ version of Theorem 4.1. All proofs of the consequences listed here will be given in Sect. 4.4 below.

**Corollary 4.2** Assume the finite second moment condition (1.3). Given \( \lambda > 0 \), if for some \( \kappa > 0 \) we have

\[
\lim_{r \to \infty} \mathbb{P}_\lambda \left( \text{Cross}(\kappa r, r) \right) = 1,
\]

then it is true for all \( \kappa > 0 \). The same holds for \( \text{Cross} \) replaced by \( \text{Cross}^* \).

Recall the definition of \( \lambda_0 \) and \( \lambda_1 \) in (1.17) and (1.18). Outside of the interval \([\lambda_0, \lambda_1]\) the probability of crossing a fixed-ratio rectangle will converge rather rapidly to either zero or one as the side length of the rectangle increases. This is merely a matter of definition and the FKG-inequality. One of the main consequences of the RSW Theorem is that within the interval \([\lambda_0, \lambda_1]\) the probability of crossing a fixed-ratio rectangle remains rather balanced. This is sometimes referred to as the ‘box-crossing’ property, which will also be used to provide bounds on the one-arm probabilities.

For \( 0 < r < r' \), we define

\[
\text{Arm}(r, r') := \left[ B^{\infty}(r) \overset{\mathcal{O}}{\longleftrightarrow} \partial B^{\infty}(r') \right].
\]

As before we write \( \text{Arm}^* \) for the above event, where \( \mathcal{O} \) is replaced by \( \mathcal{V} \). Given \( r' > r \geq 1 \) we also introduce

\[
\text{Circ}(r, r') := 2r' \begin{array}{c} 2r \end{array} [2r := \text{Arm}^*(r, r')^c] \quad (4.4)
\]

Finally we let \( \text{Circ}^*(r, r') := \text{Arm}(r, r')^c \).
Corollary 4.3 Assume the second moment condition in (1.3). Then, for every $\kappa > 0$, there exists $c_6 = c_6(\kappa) > 0$ such that for every $\lambda \in [\lambda_0, \lambda_1]$ we have

$$\mathbb{P}_\lambda(\text{Cross}(\kappa r, r)) \in (c_6, 1 - c_6) \text{ for every } r \geq 1,$$

and also

$$\mathbb{P}_\lambda(\text{Arm}(r, 2r)) \in (c', 1 - c') \text{ for every } r \geq 1,$$

where $c' = c_6(4)^4$. As before, the above result also holds for the vacant set, i.e. with Cross and Arm replaced by Cross$^*$ and Arm$^*$ respectively.

Another consequence of Theorem 4.1 concerns the decay of arm probabilities at criticality. Unlike previous results of this section, the bounds on the arm events distinguish between vacant and occupied sets. The one-arm probability always decays polynomially fast for the vacant set. For the occupied set, we can prove polynomial decay of the one-arm probability only under the stronger assumption (1.9) and we explain why this restriction is necessary in Remark 9.

Corollary 4.4 (Bounds on the arm-events) Assume the second moment conditions in (1.3).

(i) There exists a function $f : (0, 1) \to (0, 1)$ such that $\lim_{x \to 0} f(x) = 0$ and for every $\lambda \in [\lambda_0, \lambda_1]$ we have

$$\mathbb{P}_\lambda(\text{Arm}(r, r')) \leq f\left(\frac{r}{r'}\right).$$

(ii) If Arm is replaced by Arm$^*$, then a stronger conclusion holds: there exists $c > 0$ such that

$$\mathbb{P}_\lambda(\text{Arm}^*(r, r')) \leq \frac{1}{c} \left(\frac{r}{r'}\right)^c.$$  

(iii) Under the stronger assumption (1.9) the conclusion of (4.8) holds also for Arm.

Remark 9 In Corollary 4.4, under the $2 + \alpha$-moment condition (1.9), we can choose $f(x) = \frac{1}{c} x^c$ for some constant $c > 0$. However, as we have mentioned, if $\mu([x, \infty))$ is $1/(x^2 \log^2(x))$, then the second moment condition holds but the arm event does not decay polynomially. To see this, consider the event that the origin is covered by a occupied disk of radius at least $r$, and observe that the probability of this event does not decay polynomially fast in $r$.

An immediate consequence of Corollary 4.4 is the following observation.

Corollary 4.5 Assume the second moment conditions in (1.3). For every $\lambda \in [\lambda_0, \lambda_1]$ there is almost surely no unbounded occupied nor vacant cluster. Consequently,

$$\lambda^*_c \leq \lambda_0 \leq \lambda_1 \leq \lambda_c.$$
4.2 Standard inequalities

Before starting the proof of the RSW Theorem and its consequences, let us recall some standard inequalities on crossing probabilities.

**Lemma 4.6** For every $\lambda > 0$, $r > 0$, $\kappa > 0$ and integer $j \geq 1$ we have:

\begin{enumerate}[(i)]
    \item $\mathbb{P}_\lambda[\text{Cross}(1 + j\kappa)r, r)] \geq \mathbb{P}_\lambda[\text{Cross}((1 + \kappa)r, r)]^{2^{j-1}}$,
    \item $\mathbb{P}_\lambda[\text{Cross}(r, (1 + \kappa)r)] \geq 1 - (1 - \mathbb{P}_\lambda[\text{Cross}(r, (1 + j\kappa)r)])^{1/(2j-1)}$,
    \item $\mathbb{P}_\lambda[\text{Circ}(r, 2r)] \geq \mathbb{P}_\lambda[\text{Cross}(4r, r)]^4$,
    \item $\mathbb{P}_\lambda[\text{Cross}(2r, r)] \geq \mathbb{P}_\lambda[\text{Circ}(r, 2r)]$.
\end{enumerate}

The same holds if we replace Cross and Circ by $\text{Cross}^*$ and $\text{Circ}^*$, respectively.

**Proof** Part (i) is a straightforward consequence of the FKG-inequality (2.4): A horizontal crossing of an $(1 + j\kappa)r \times r$-rectangle can be enforced by $j$ horizontal crossings of $(1 + \kappa)r \times r$-rectangles and $j - 1$ vertical crossings of $r \times (1 + \kappa)r$-rectangles overlapping one another. Similarly, part (iii) is the consequence of a circuit being possible to construct out of four overlapping rectangle crossings.

Part (ii) is a direct consequence of (i) since it may be rewritten as

$$
\mathbb{P}_\lambda[\text{Cross}^*((1 + \kappa)r, r)] \leq \mathbb{P}_\lambda[\text{Cross}^*((1 + j\kappa)r, r)]^{1/(2j-1)}.
$$

Inequality (iv) follows from the observation that any circuit in the annulus $B^\infty(2r) \setminus B^\infty(r)$ must cross the rectangle $[-r, r] \times [r, 2r]$ horizontally. \hfill $\square$

4.3 A useful circuit Lemma

For Bernoulli percolation, the bounds on crossing probabilities provide some bounds on the arm events. This is based on a circuit argument, that uses independence. In our case, the argument need to be adapted because of spatial dependencies.

**Lemma 4.7** (Circuit Lemma) Assume the second moment conditions in (1.3). Let $\lambda \in [0, \infty)$.

\begin{enumerate}[(i)]
    \item For every $c > 0$, there exists a function $f = f_{c, \lambda} : (0, 1) \to (0, 1)$ such that $\lim_{x \to 0} f(x) = 0$ and for all $r' \geq 2r \geq 2$,
    \begin{equation}
    \text{if } \inf_{r \leq s \leq r/2} \mathbb{P}_\lambda[\text{Circ}^*(s, 2s)] \geq c, \text{ then } \mathbb{P}_\lambda[\text{Circ}^*(r, r')] \geq 1 - f\left(\frac{r}{r'}\right). \tag{4.9}
    \end{equation}
    \item For every $c > 0$, there exists a constant $c' = c'(c, \lambda) > 0$ such that for all $r' \geq 2r \geq 2$,
    \begin{equation}
    \text{if } \inf_{r \leq s \leq r/2} \mathbb{P}_\lambda[\text{Circ}(s, 2s)] \geq c, \text{ then } \mathbb{P}_\lambda[\text{Circ}(r, r')] \geq 1 - \frac{1}{c'} \left(\frac{r}{r'}\right)^{c'}. \tag{4.10}
    \end{equation}
    \item Under the $2 + \alpha$ moment condition (1.9), Item (ii) holds also for Circ replaced by Circ$^*$.
\end{enumerate}
Proof We begin with the proof of Item (i). It suffices to prove the statement for \( r' \geq 16r \). Let \( r \geq 1 \) and \( r' \geq 16r \) be given, and assume that

\[
\inf_{r \leq s \leq r'/2} \mathbb{P}_\lambda[\text{Circ}^*(s, 2s)] \geq c > 0. \tag{4.11}
\]

Let \( g(s) := \sup_{s' \geq s} \rho_\lambda(s', 2s') \). By Proposition 2.2, we have \( \lim_{s \to \infty} g(s) = 0 \).

Set \( t = \sqrt{rr'} \) and \( \ell_i = 4't \). Note that if \( \text{Circ}^*(r, r') \) fails to occur, then \( A_i = \text{Circ}^*(\ell_i, 2\ell_i) \) cannot occur for no \( i = 0, 1, \ldots, k-1 \) where \( k = \left\lfloor \frac{1}{2} \log_4(r'/r) \right\rfloor \) (\( k \geq 1 \) since we assumed \( r' \geq 16r \)). The hypothesis (4.11) implies that \( \mathbb{P}_\lambda(A_i^c) \leq 1 - c < 1 \). Therefore,

\[
\mathbb{P}_\lambda\left(\bigcap_{i=0}^{k-1} A_i^c\right) \leq \mathbb{P}_\lambda[A_{k-1}] \mathbb{P}_\lambda\left(\bigcap_{i=0}^{k-2} A_i^c\right) + \rho_\lambda(2\ell_{k-2}, \ell_{k-2}) \tag{4.12}
\]

\[
\leq (1 - c) \mathbb{P}_\lambda\left(\bigcap_{i=0}^{k-2} A_i^c\right) + g(t), \quad \tag{4.13}
\]

which by induction gives that

\[
\mathbb{P}_\lambda\left(\bigcap_{i=0}^{k-1} A_i^c\right) \leq (1 - c)^k + \frac{1}{c} g(t). \tag{4.14}
\]

By the choice of \( k \), and the fact that \( g(t) \leq g(t/r) = g(\sqrt{r'/r}) \), we finally obtain

\[
\mathbb{P}_\lambda[\text{Circ}^*(r, r')^c] \leq \mathbb{P}_\lambda\left(\bigcap_{i=0}^{k-1} A_i^c\right) \leq \frac{1}{1-c} \left(\frac{r'}{r}\right)^{\frac{1}{2} \log_4(1-c)} + \frac{1}{c} g\left(\sqrt{\frac{r'}{r}}\right). \tag{4.15}
\]

Hence, (4.7) holds with \( f(x) = \frac{1}{1-c} x^\varepsilon + \frac{1}{c} g(x^{-1/2}) \) for any sufficiently small constant \( \varepsilon > 0 \). The stronger moment condition (1.9) implies (2.11), which readily gives that \( f \) may be chosen of the form \( \frac{1}{c'} x^{c'} \) for some constant \( c' = c'(c, \lambda) > 0 \), which also proves Item (iii).

We now turn to the proof of Item (ii) and reuse the above notation. Set \( B_i = \text{Circ}(\ell_i, 2\ell_i) \). As above, by (4.6) it follows that \( \mathbb{P}_\lambda(B_i^c) \leq 1 - c \) for every \( i = 0, 1, \ldots, k-1 \). By Proposition 2.5 we may fix \( r_0 \) large enough so that

\[
\tilde{\rho}_\lambda(2r_r) \leq c/2 \quad \text{for every } r \geq r_0. \tag{4.16}
\]

Observe that the events \( B_i \) are decreasing. Hence, for \( r \geq r_0, r' \geq 16r \) and \( t = \sqrt{rr'} \), we obtain

\[
\mathbb{P}_\lambda\left(\text{Circ}(r, r')^c\right) \leq \mathbb{P}_\lambda\left(\bigcap_{i=0}^{k-1} B_i^c\right) \tag{4.17}
\]

\[
\leq \mathbb{P}_\lambda\left(\bigcap_{i=1}^{k-1} B_i^c\right) \left(\mathbb{P}_\lambda(B_0^c) + \tilde{\rho}_\lambda(2\ell_0, \ell_0)\right) \]

\[
\leq \prod_{i=0}^{k-1} \left(\mathbb{P}_\lambda(B_i^c) + \tilde{\rho}_\lambda(2\ell_i, \ell_i)\right) \]

\[
\leq (1 - c/2)^{\frac{1}{2} \log_4(r'/r) - 1}. \]
By allowing for a larger constant on the right-hand side we may replace the assumption \( r \geq r_0 \) with \( r \geq 1 \). This concludes the proof of (4.9).

\[ \square \]

4.4 Proof of the consequences of Theorem 4.1

We now assume the validity of Theorem 4.1 and prove Corollaries 4.2–4.5.

**Proof of Corollary 4.2** We will show that if \( \lim_{r \to \infty} P(\text{Cross}(\kappa r, r)) = 1 \) for some \( \kappa > 0 \), then \( \lim_{r \to \infty} P(\text{Cross}(2\kappa r, r)) = 1 \), from which the statement follows via iteration.

Partition the right-hand side of the rectangle \( R = [0, \kappa r] \times [0, r] \) into \( n \) equal intervals (of length \( r/n \)), and denote the event that there is a horizontal crossing of \( R \) into the \( k \)-th of these intervals by \( A_k \). Using the square-root trick (2.5), we find that

\[
\max_{1 \leq k \leq n} P_\lambda(A_k) \geq 1 - [1 - P_\lambda(\text{Cross}(\kappa r, r))]^{1/n},
\]

which by assumption tends to 1 as \( r \to \infty \).

By assumption, Theorem 4.1 shows that \( \inf_{r \geq 1} P_\lambda(\text{Cross}(4r, r)) > 0 \). Hence, the standard inequalities of Lemma 4.6 show that \( \inf_{r \geq 1} P_\lambda(\text{Circ}(r, 2r)) > 0 \). Hence, by Lemma 4.7 we conclude that for large enough \( r \),

\[
P_\lambda(\text{Circ}(r/n, \kappa r/2)) \geq 1 - f(\kappa n/2),
\]

for some function \( f \) such that \( f(x) \to 0 \) as \( x \to \infty \).

Finally, we combine the above estimates to obtain that for every \( \varepsilon > 0 \)

\[
P_\lambda(\text{Cross}(2\kappa r, r)) \geq P_\lambda\left[ \sum_{k=1}^{2\kappa r} I_{A_k} \right] \geq P_\lambda(2\kappa r/n)^2 P_\lambda(\text{Circ}(r/n, \kappa r/2)) > 1 - \varepsilon,
\]

for some choice of \( k \) and \( n \), and all large \( r \), as required.

\[ \square \]

**Proof of Corollary 4.3** Take \( \theta > 0 \) and \( r_0 = r_0(\lambda_1) \) so that Proposition 3.1 is in force. Then,

\[
P_{\lambda_1}(\text{Cross}(3r, r)) \leq 1 - \theta \quad \text{for all } r \geq r_0.
\]

(4.18)

Otherwise, by continuity, we could find \( \varepsilon > 0 \) and \( r \geq r_0 \) such that \( P_{\lambda_1-\varepsilon}(\text{Cross}(3r, r)) > 1 - \theta \), which by Proposition 3.1 would imply that the probability indeed converges to 1; a contradiction to the definition of \( \lambda_1 \). Analogously, we have \( P_{\lambda_0}(\text{Circ}(r, 3r)) \geq \theta \) for all large \( r \). Using Theorem 4.1 and its dual version this establishes (4.5).

Equation (4.6) follows from the fact that the complement of Arm \( (r, 3r) \) is Circ* \( (r, 3r) \) and the standard inequalities of Lemma 4.6.

\[ \square \]
Proof of Corollary 4.4  This is an immediate consequence of Corollary 4.3 and Lemma 4.7, as $\mathbb{P}_\lambda(\text{Arm}(r, r')) = 1 - \mathbb{P}_\lambda(\text{Circ}^*(r, r'))$. $\square$

Proof of Corollary 4.5  The bounds $\lambda_c \geq \lambda_1$ and $\lambda_c^* \leq \lambda_0$ follow respectively from Item (i) and Item (ii) of Corollary 4.4. $\square$

4.5 Proof of Theorem 4.1

In this section we prove Theorem 4.1. We assume throughout the proof the second moment condition (1.3) and that $\lambda > 0$ is fixed. By assumption there exists $\kappa \in (0, \frac{1}{3})$ such that $\inf_{r \geq 1} \mathbb{P}_\lambda(\text{Cross}(\kappa r, r)) > 0$. Clearly, we can assume without loss of generality that $\kappa \leq 1/3$. Hence, we note that either also $\inf_{r \geq 1} \mathbb{P}_\lambda(\text{Cross}^*(\kappa r, r)) > 0$, or we have

$$\sup_{r \geq 1} \mathbb{P}_\lambda(\text{Cross}(3r, r)) = 1.$$  

The latter implies, via Proposition 3.1, that $\lim_{r \to \infty} \mathbb{P}_\lambda(\text{Cross}(3r, r)) = 1$, in which case there is nothing left to prove. So, we may without loss of generality assume that for some $\kappa > 0$

$$\inf_{r \geq 1} \mathbb{P}_\lambda(\text{Cross}(\kappa r, r)) > 0 \quad \text{and} \quad \inf_{r \geq 1} \mathbb{P}_\lambda(\text{Cross}^*(\kappa r, r)) > 0.$$  

Moreover, by the standard inequalities of Lemma 4.6 (part (ii) and its dual version) this is equivalent to assuming the existence of a constant $c_7 > 0$ such that

$$\inf_{r \geq 1} \mathbb{P}_\lambda(\text{Cross}(r, \frac{5}{4}r)) \geq c_7 \quad \text{and} \quad \inf_{r \geq 1} \mathbb{P}_\lambda(\text{Cross}^*(r, \frac{5}{4}r)) \geq c_7. \tag{4.19}$$  

In what follows we will explore several consequences of the above assumption. This will be done in a series of lemmas that will culminate in the proof of Theorem 4.1.

Throughout this section we will need to introduce a range of events that are closely related to the crossing event defined in (2.7). We will typically depict these events graphically, since we believe the proof is better explained this way. However, we emphasize that it is always possible to give a formal definition. For instance, recall the definition of $[A \leftrightarrow B]$ in (2.6). We start with the definition of the event of having a vacant crossing above an occupied crossing, both reaching the right-hand side on the upper half:

$$h \quad \begin{array}{c} \rightarrow \end{array} \quad 0 \quad \begin{array}{c} \leftarrow \end{array} \quad r \quad \begin{array}{c} \cup \end{array} \quad q \in \{0, h\} \cap Q : \quad (\{0\} \times [0, q] \leftrightarrow A) \cap (\{0\} \times [q, h] \leftrightarrow A), \tag{4.20}$$  

where $K = [0, r] \times [0, h]$ and $A = \{r\} \times [h/2, h]$.  

\[ \square \] Springer
Lemma 4.8 There exist \( r_0 \geq 1, 0 < c_8 < 1/8 \) and \( c_9 \geq 23 \) such that

\[
\inf_{r \geq r_0} \mathbb{P}_\lambda \left[ \begin{array}{c} \frac{r}{3} \\ r/c_9 \end{array} \right] \geq c_8 \tag{4.21}
\]

and

\[
\sup_{r \geq r_0} \mathbb{P}_\lambda \left( \text{Cross} \left( \frac{r}{3}, \frac{r}{c_9} \right) \right) \leq \frac{1}{16} \quad \text{and} \quad \sup_{r \geq r_0} \mathbb{P}_\lambda \left( \text{Cross}^\ast \left( \frac{r}{3}, \frac{r}{c_9} \right) \right) \leq \frac{1}{16}. \tag{4.22}
\]

The upper bound on \( c_8 \) will be used later in (4.38).

Proof We first argue for the existence of \( r_0 \geq 1 \) and \( c_9 > 18 \) for which (4.22) holds. Given \( s \geq 1 \), set \( A_0 := \text{Cross} \left( \frac{5}{4}s, s \right) \) and let \( A_i \) denote the translate of \( A_i \) along the vector \((2is, 0)\). Translation invariance, duality and (4.19) imply that for every \( i \),

\[
\mathbb{P}_\lambda (A_i) = 1 - \mathbb{P}_\lambda \left( \text{Cross}^\ast \left( s, \frac{5}{4}s \right) \right) \leq 1 - c_7. \tag{4.23}
\]

If for some \( k \geq 1 \) \( \text{Cross} (2ks, s) \) occurs, then \( A_i \) occur for all \( i = 0, 1, \ldots, k - 1 \). Therefore,

\[
\mathbb{P}_\lambda \left( \text{Cross} (2ks, s) \right) \leq \mathbb{P}_\lambda \left( \bigcap_{i=0}^{k-1} A_i \right) \leq \mathbb{P}_\lambda \left( \bigcap_{i=0}^{k-2} A_i \right) (1 - c_7) + \rho_\lambda (s, \frac{3}{4}s). \tag{4.24}
\]

Via induction in \( k \) we obtain that

\[
\mathbb{P}_\lambda \left( \text{Cross} (2ks, s) \right) \leq (1 - c_7)^k + \frac{1}{c_7} \rho_\lambda (s, \frac{3}{4}s). \tag{4.25}
\]

For \( k \geq 4 \) and \( s_0 \geq 1 \) large enough this expression is bounded by \( 1/16 \) for all large \( s \geq s_0 \). Hence, the choice \( r_0 = 6ks_0 \) and \( c_9 = 6k \geq 23 \) guarantees that

\[
\mathbb{P}_\lambda \left( \text{Cross} \left( \frac{r}{3}, \frac{r}{c_9} \right) \right) \leq \frac{1}{16}, \tag{4.26}
\]

for every \( r \geq r_0 \). With exactly the same proof, we can show that (4.26) also holds with \( \text{Cross} \) replaced by \( \text{Cross}^\ast \). Hence (4.22) holds for this choice of \( r_0 \) and \( c_9 \).

To conclude the proof, we will show that any choice of \( c_9 \geq 23 \) implies

\[
\inf_{r \geq r_0} \mathbb{P}_\lambda \left[ \begin{array}{c} \frac{r}{3} \\ r/c_9 \end{array} \right] > 0. \tag{4.27}
\]
To prove this, observe that
\[
\mathbb{P}_\lambda \left[ \begin{array}{c}
\begin{array}{c}
\bullet
\
\bullet
\end{array}
\end{array} \right] \geq \mathbb{P}_\lambda \left( \text{Cross}(\frac{r}{c_9}, \frac{r}{18}) \right) \mathbb{P}_\lambda \left( \text{Cross}^*(\frac{r}{c_9}, \frac{r}{18}) \right) - \rho_\lambda \left( \frac{r}{18}, \frac{r}{18} \right)
\geq c_7^2 - \rho_\lambda \left( \frac{r}{18}, \frac{r}{18} \right).
\]
(4.28)

By (2.10), this shows that the probability on the left hand side of (4.27) is larger than $c_7^2/2$ for $r$ large enough, as required. $\square$

The next event we will be interested in is
\[
\begin{array}{c}
\begin{array}{c}
\bullet
\
\bullet
\end{array}
\end{array} := \bigcup_{q \in [0, h] \cap \square} \left[ \begin{array}{c}
\begin{array}{c}
\bullet
\
\bullet
\end{array}
\end{array} \right] \cap \left( \begin{array}{c}
\begin{array}{c}
\bullet
\
\bullet
\end{array}
\end{array} \right]
\]
(4.29)

where $K = [0, r] \times [0, h]$ and $A = \{r\} \times [h/2, h/2 + a]$.

**Definition 4.9** For every $r \geq r_0$, let $0 \leq \alpha_r \leq r/2$ be such that
\[
\mathbb{P}_\lambda \left[ \begin{array}{c}
\begin{array}{c}
\bullet
\
\bullet
\end{array}
\end{array} \right] = \frac{c_8}{2}.
\]
(4.30)

Let us briefly show that
\[
\alpha_r \leq \frac{r}{6}.
\]
(4.31)

By Lemma 2.7, the quantity
\[
f(a) = \mathbb{P}_\lambda \left[ \begin{array}{c}
\begin{array}{c}
\bullet
\
\bullet
\end{array}
\end{array} \right]
\]
(4.32)
is continuous in $a$, and by Lemma 4.8, it satisfies $f(0) = 0$ and $f(\frac{r}{6}) \geq c_8$. Hence, there exists $0 \leq \alpha_r \leq r/6$ such that $f(\alpha_r) = \frac{c_8}{2}$.

The next event is what we call the *fork* and it is crucial in what follows
\[
\begin{array}{c}
\begin{array}{c}
\bullet
\
\bullet
\end{array}
\end{array} := \left( \begin{array}{c}
\begin{array}{c}
\bullet
\
\bullet
\end{array}
\end{array} \right) \cap \left( \begin{array}{c}
\begin{array}{c}
\bullet
\
\bullet
\end{array}
\end{array} \right)
\]
(4.33)
and analogously for the dual (where the picture is traced using dashed curves).

**Lemma 4.10** Assuming (4.19), for every $r \geq r_0$, one of the following holds

$$P_{\lambda}\left[\begin{array}{c} r \\ \text{Cross}(r, r) \end{array}\right] \geq 2^{-13} \text{ or } P_{\lambda}\left[\begin{array}{c} r \\ \text{Cross}^*(r, r) \end{array}\right] \geq 2^{-13}.$$ (4.34)

**Proof** By duality and invariance under right-angle’s rotations, see (2.3),

$$P_{\lambda}(\text{Cross}(r, r)) + P_{\lambda}(\text{Cross}^*(r, r)) = 1$$ (4.35)

The two cases in the statement of the lemma will correspond to which of the above probabilities is at least one half. Therefore, we assume without loss of generality that

$$P_{\lambda}(\text{Cross}(r, r)) \geq \frac{1}{2}.$$ (4.36)

Using symmetry and then a simple union bound, we get

$$\frac{1}{4} \leq P_{\lambda}\left[\begin{array}{c} r \\ \text{Cross}(r, r) \end{array}\right] \leq P_{\lambda}\left[\begin{array}{c} r \\ \text{Cross}(r, r) \end{array}\right] + P_{\lambda}\left[\begin{array}{c} r \\ \text{Cross}^*(r, r) \end{array}\right],$$ (4.37)

where the event appearing in the last term of the above sum can be rigorously defined as

$$\left(0 \times [0, q] \cap K\right) \cap A_2 \cap \left(0 \times [0, q] \cap K\right) \cap A_2,$$

with $K = [0, r]^2$, $A_1(q) = [0] \times [q, r] \cup [0, r] \times [r]$, and $A_2 = [r] \times [r/2, r/2 + \alpha_r]$. Recalling that $c_9 > 1$ and (4.31), we bound the second term in the above sum by a sum of two terms. They respectively correspond to whether the dual path depicted above stays confined in an $(r/c_9)$-wide rectangle or not. More precisely, recalling (4.31),

$$P_{\lambda}\left[\begin{array}{c} r \\ \text{Cross}(r, r) \end{array}\right] \leq P_{\lambda}\left[\begin{array}{c} r \\ \text{Cross}(r, r) \end{array}\right] + P_{\lambda}\left[\begin{array}{c} r \\ \text{Cross}^*(r, r) \end{array}\right]$$

$$\leq \frac{1}{16} + \frac{c_8}{2} \leq \frac{1}{8}.$$ (4.38)
where we also have used (4.22), (4.30) and that $c_8 < 1/8$. Therefore

$$
\mathbb{P}_\lambda \left[ \begin{array}{c}
{r} \quad \alpha_{cr} \\
{r}
\end{array} \right] \geq \frac{1}{8}.
$$

(4.39)

To finish the bound in (4.34), we are going to apply the FKG inequality, see (2.4) above. We start by defining the events $A_1, A_2, A_3, A_4$ obtained by reflecting the above square along the vertical and horizontal axis. Of course the above bound will remain valid by the assumed symmetry of the system. Also, using the fact that the law is invariant with respect to rotations by right angles, the probability of observing a vertical crossing of the above box is at least one half, by (4.36). It is not difficult to see that the fork event occurs as soon as there is a vertical crossing of the box, together with the four events $A_1, A_2, A_3, A_4$. Plugging the above together with the FKG-inequality leads to the bound in (4.34). $\square$

Lemma 4.11 Let $\tilde{\alpha}_{c r} := \alpha_{c r} \wedge \left( \frac{2}{3} r \right)$. Then, for some $c_{10} \in (0, c_7)$, we have

$$
\inf_{r \geq r_0} \mathbb{P}_\lambda \left[ \begin{array}{c}
\frac{4}{3} r \quad \tilde{\alpha}_{c r} \\
{r}
\end{array} \right] \geq c_{10} \quad \text{and} \quad \inf_{r \geq r_0} \mathbb{P}_\lambda \left[ \begin{array}{c}
\frac{4}{3} r \quad \tilde{\alpha}_{c r} \\
{r}
\end{array} \right] \geq c_{10}.
$$

(4.40)

where the above event is defined as $\{0\} \times [0, 4r/3] \leftrightarrow A$, with $K = [0, r] \times [0, 4r/3]$ and $A = \{r\} \times [2r/3, 2r/3 + \tilde{\alpha}_{c r}]$ (and analogously for the dual).

Proof We only show the first inequality above, since the dual case is completely analogous. For this we split the proof in two cases. Either $\tilde{\alpha}_{c r} \geq \frac{2}{3} r$, in which case $\tilde{\alpha}_{c r} = 2r/3$ and the result follows from (4.19), together with the vertical reflection symmetry of the system and a union bound.

We now treat the case $\tilde{\alpha}_{c r} = \alpha_{c r} < \frac{2}{3} r$. We first recall that (4.30) gives

$$
\mathbb{P}_\lambda \left[ \begin{array}{c}
cr \quad \alpha_{c r} \\
r
\end{array} \right] \geq \frac{c_8}{2}.
$$

(4.41)

We now split the interval $\{r\} \times [c_r/2, c_r/2 + \alpha_{c r}]$ into eight equal parts. Then, using the union bound, there must exist some $h_r \in \{c_r/2 + i\alpha_{c r}/8; i = 0, \ldots, 7\}$, such that

$$
\mathbb{P}_\lambda \left[ \begin{array}{c}
cr \quad I_r \\
r
\end{array} \right] \geq \frac{c_8}{16},
$$

(4.42)

where $I_r = \{r\} \times [h_r, h_r + \alpha_{c r}/8]$.
Since we are assuming $\alpha_{c_9r} < 2r/3$, the length of $I_r$ is no larger than $r/12$. Thus

$$
P_{\lambda}\left[\left(\frac{4}{3}r, \frac{2}{3}r + \tilde{\alpha}_{c_9r}\right]\right] \geq P_{\lambda}\left[\left(\frac{5}{4}r, \frac{5}{4}r \cap \frac{5}{4}r + c_9r\right) \cap I_r\right].$$  

(4.43)

FKG,(4.19),(4.42)  

$$\geq \left(\frac{c_7}{2}\right) 2^c_8 := c_{10}$$

Where above we have made a slight abuse of notation in the second term above: The first two events in the triple intersection need to be translated vertically. This concludes the proof.  

We now define

$$p_r := P_{\lambda}\left[\left(\frac{4}{3}r, \frac{r}{2}\right]\right] \quad \text{and} \quad p^*_r := P_{\lambda}\left[\left(\frac{4}{3}r, \frac{r}{2}\right]\right].$$  

(4.44)

**Lemma 4.12** If $\alpha_{r/2} \geq \frac{2}{5c_9} \alpha_{c_9r}$ for some $r \geq 2r_0$, then $\max\{p_r, p^*_r\} \geq c_{13} = c_{13}(c_9, c_{10})$.

**Proof** Using Lemma 4.10 we can assume without loss of generality that

$$P_{\lambda}\left[\left(\frac{r}{2}, \frac{r}{2}\right)\right] \geq 2^{-13}$$  

(4.45)

and then prove that $p_r \geq c_{13}$. If on the other hand the above bound holds for the dual, an identical proof shows that $p^*_r \geq c_{13}$.

Recall that we are assuming $\alpha_{r/2} \geq \frac{2}{5c_9} \alpha_{c_9r} \geq \frac{2}{5c_9} \tilde{\alpha}_{c_9r}$. With this, we define the intervals $I_j = (r) \times [(2/3)r + (j - 1)\alpha_{r/2}, (2/3)r + j\alpha_{r/2}]$, for $j = 1, \ldots, \lceil 2c_9/5 \rceil$, which cover the interval $A$ defined below (4.40). Therefore, the union bound yields

$$\max_{j \leq \lceil 2c_9/5 \rceil} P_{\lambda}\left[\left(\frac{4}{3}r, \frac{4}{3}r \cap \frac{4}{3}r + \tilde{\alpha}_{c_9r}\right) \cap I_j\right] \geq \sum_{j \leq \lceil 2c_9/5 \rceil} P_{\lambda}\left[\left(\frac{4}{3}r, \frac{4}{3}r \cap \frac{4}{3}r + \tilde{\alpha}_{c_9r}\right) \cap I_j\right] \geq \frac{1}{\lceil 2c_9/5 \rceil} P_{\lambda}\left[\left(\frac{4}{3}r, \frac{4}{3}r \cap \frac{4}{3}r + \tilde{\alpha}_{c_9r}\right) \cap I_j\right] \geq \frac{c_{10}}{\lceil 2c_9/5 \rceil} =: c_{12}.$$  

(4.46)

Let $j_o$ be the index attaining the maximum in the left hand side of the above equation. Since the interval $I_{j_o}$ has length $\alpha_{r/2}$, it can be covered by the small interval appearing in (4.45), such as illustrated in the picture below.
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\[ p_r \geq \mathbb{P}_\lambda \left[ \frac{4}{3} r \right] \]

\[ \text{FKG} \geq 2^{-13} c_{12}^2 =: c_{13}, \quad (4.47) \]

finishing the proof of the lemma. \( \Box \)

Remark 10 It is important to observe that \( c_{13} \) is strictly smaller than \( c_{10}^2 \), as one can clearly see from the definitions of \( c_{12} \) and \( c_{13} \). This will be used in Lemma 4.14 below.

Lemma 4.13 There exists a constant \( c_{14} > 0 \) such that the following holds. Suppose that for some \( r \geq r_0 \), \( p_r \geq c_{13} \) (respectively \( p_r^* \geq c_{13} \)) and that for some \( r' \geq 30r \) we have \( \alpha_{c_9 r'} \leq r \). Then \( p_{r'} \geq c_{14} \) (respectively \( p_{r'}^* \geq c_{14} \)).

Proof Using the fact that \( p_r \geq c_{13} \) and Inequalities (i) and (iii) in Lemma 4.6, we can conclude that

\[ \mathbb{P}(\text{Circ}(2r, 4r)) \geq c_{13}^{12}, \quad (4.48) \]

We now recall (4.40) and our assumption that \( \alpha_{c_9 r'} \leq r \). Using symmetry and the FKG-inequality, we obtain

\[ p_{r'} = \mathbb{P}_\lambda(\text{Cross}(3r'/2, 4r'/3)) \geq \mathbb{P}_\lambda \left[ \frac{4}{3} r' \right] \geq c_{10}^2 c_{13}^{12} =: c_{14}, \quad (4.49) \]

finishing the proof of the lemma. \( \Box \)

We have obtained in the previous lemma a condition for \( p_{r'} \geq c_{14} \). However, the constant is smaller than the original \( c_{13} \) that lower bounded \( p_r \) in the hypothesis of Lemma 4.13. The purpose of the next lemma is to use the above in order to bootstrap the lower bound of \( p_{r'} \) back to \( c_{13} \).

Lemma 4.14 There exists a constant \( c_{15} > 300 \) such that the following holds. Suppose that for some \( r \geq r_0 \), \( p_r \geq c_{13} \) (respectively \( p_r^* \geq c_{13} \)) and that for every \( r' \in [30r, c_{15}r] \) we have \( \alpha_{c_9 r'} \leq r \). Then \( p_{2c_1 r'} \geq c_{13} \) (respectively \( p_{2c_1 r'}^* \geq c_{13} \)).

Proof We wish to apply the circuit argument of Lemma 4.7. For this purpose let us fix a function \( f = f_{\lambda, c} \) as in Item (i) of Lemma 4.7, corresponding to the constant \( c := c_{12}^{14} \). Recall from Remark 10 that \( c_{13} < c_{10}^2 \), so that we can choose \( c_{15} > 300 \) so that

\[ 1 - f \left( \frac{300}{c_{15}} \right) \geq \frac{c_{13}}{c_{10}^2}. \quad (4.50) \]
We only prove the statement for the dual quantities, the same proof also works for
the primal ones (except that the function $f$ need to be chosen according to Item (ii) in
Lemma 4.7).

Assume that $p^*_r \geq c_{13}$ and that for every $r' \in [30r, c_{15}r]$ we have $\alpha_{c_{9}r'} \leq r$. Using
Lemma 4.13, we know that for every $r'' \in [30r, c_{15}r]$, we have $p_{r''} \geq c_{14}$. By the
standard inequalities of Lemma 4.6, this implies in particular

$$\inf_{60r \leq r'' \leq c_{15}r/10} \mathbb{P}_\lambda(\text{Circ}^*(r'', 2r'')) \geq c_{124}. \quad (4.51)$$

Therefore, using the circuit argument (i) of Lemma 4.7, we obtain

$$\mathbb{P}_\lambda(\text{Circ}^*(60r, c_{15}r)) \geq 1 - f\left(\frac{300}{c_{15}}\right) \geq \frac{c_{13}}{c_{10}^2}. \quad (4.52)$$

We can finally proceed as in the end of the proof of Lemma 4.13, observing that

$p^*_{2c_{15}r} \geq \mathbb{P}_\lambda(\text{Cross}^*(3c_{15}r, c_{15}r))$, which can be lower bounded by

$$\mathbb{P}_\lambda\left[\frac{c_{15}r}{c_{15}r/5}\right] \geq \frac{c_{13}}{c_{10}^2} = c_{13}, \quad (4.53)$$

as required. \qed

**Lemma 4.15** Fix $r \geq r_0$ and suppose that for some $r' \in [30r, c_{15}r]$ we have $\alpha_{c_{9}r'} \geq r$, then
max{$p_{r''}, p^*_{r''}$} $\geq c_{13}$ for some $r'' \in [r', c_{16}r']$.

**Proof** Let us choose an integer $K = K(c_{9}, r'/r) \geq 1$ such that

$$\left(\frac{5c_{9}}{2}\right)^K r \geq c_{9}(2c_{9})^K r'$$

and then set $c_{16} := 2(2c_{9})^K$.

Observe now that if for some $k = 0, \ldots, K - 1$ we have

$$\alpha_{c_{9}(2c_{9})^k r'} \geq \left(\frac{2}{5c_{9}}\right)^K \alpha_{c_{9}(2c_{9})^{k+1} r'}, \quad (4.55)$$

we can apply Lemma 4.12, replacing $r$ with $(2c_{9})^{k+1} r'$. This will yield the bound

$$\max\{p_{(2c_{9})^{k+1} r'}, p^*_{(2c_{9})^{k+1} r'}\} \geq c_{13}. \quad (4.56)$$

By our choice of $c_{16}$, we conclude that $r'' := (2c_{9})^{k+1} r' \leq (2c_{9})^K r' \leq c_{16}r'$, as desired.
On the other hand if (4.55) does not hold for any \( k = 0, \ldots, K - 1 \), then
\[
r \leq \alpha_{c_{9}r'} \leq \left( \frac{2}{5c_{9}} \right)^{k} \alpha_{c_{9}(2c_{9})^{k}r},
\]
so that by our choice of \( K \) we would have \( \alpha_{c_{9}(2c_{9})^{k}r} \geq (5c_{9}/2)^{K} r \geq c_{9}(2c_{9})^{K} r' \), which is a contradiction with (4.31).

\[\square\]

**Lemma 4.16** There exists \( c_{17} > 0 \) such that
\[
\inf_{r \geq 1} \left( \max\{p_{r}, p^{*}_{r}\} \right) \geq c_{17}.
\]

**Proof** We first claim that there exists an increasing sequence \( r_{1} \leq r_{2} \leq \cdots \) such that
(a) \( 3 \leq \frac{r_{i+1}}{r_{i}} \leq \max\{2c_{15}, c_{16}\} \) for every \( i \geq 1 \) and
(b) \( \max\{p_{r_{i}}, p^{*}_{r_{i}}\} \geq c_{13}, \) for every \( i \geq 1 \).

We first construct \( r_{1} \). Since \( \alpha_{r} \leq r / 6 \) for every \( r \geq 1 \) [see (4.31)], there must exist \( k \geq 1 \) such that
\[
\alpha_{c_{0}(2c_{9})^{k}} \geq \left( \frac{2}{5c_{9}} \right)^{k} \alpha_{c_{0}(2c_{9})^{k+1}},
\]
Applying Lemma 4.12 to \( r_{1} := 2r_{0}(2c_{9})^{k} \) yields the bound
\[
\max\{p_{r_{1}}, p^{*}_{r_{1}}\} \geq c_{13}
\]
as desired.

To finish the construction of the \((r_{i})\)'s, it is enough to show that
\[
\text{for any } r \geq 1 \text{ such that } p_{r} \geq c_{13}, \text{ there exists } r'' \in [3r, \max\{2c_{15}, c_{16}\}r] \text{ for which } \max\{p_{r''}, p^{*}_{r''}\} \geq c_{13}.
\]

We then split the proof of this claim into two cases, depending on whether or not
\[
\text{there exists } r' \in [3r, c_{15}r] \text{ such that } \alpha_{c_{0}r'} \geq r.
\]

In this case, Lemma 4.15 shows that the existence of \( r'' \leq c_{16}r \) as in (4.60). On the other hand, if (4.61) does not hold, than we can use \( r'' = 2c_{15} \), according to Lemma 4.14. In any case we have proved (4.60), which shows the existence of \( r_{1}, r_{2}, \ldots \) as above.

To end the proof we use the standard inequalities of Lemma 4.6 to interpolate between the values \( r_{i} \).

We now have obtained a statement similar to the RSW result stated in Theorem 4.1. However, we only know that the crossing probability is bounded below for the primal or the dual and not both at the same time. It could be still the case that only the dual crossings have a bounded probability. The purpose of the following lemma is to show that this cannot be the case.
Lemma 4.17 There exist constants $c_{18} \geq 10$ and $c_{19} > 0$ such that the following holds. Given $r \geq r_0$, if $p_{r'} \geq c_{17}$ for every $r' \in [r, c_{18}r]$, then $p_{c_{19}r} \geq c_{19}$. Moreover, the same holds true if we swap the roles of $p^*$ and $p$ above.

Proof We wish to apply the circuit argument of Lemma 4.7. To this end, let us fix a function $f = f_{\lambda,c}$ as in Item (i) of Lemma 4.7, corresponding to the constant $c := c_{17}^{124}$. We first choose $c_18 = c_18(c_7, c_{17}) \geq 30$ large enough such that

$$f\left(\frac{10}{c_{18}}\right) \leq \frac{c_7}{3} \quad (4.62)$$

and $c_{19} > 0$ small enough that

$$\left(1 - c_{19}^{1/(2c_{18})}\right)\left(1 - \frac{c_7}{3}\right) \geq 1 - \frac{c_7}{2}. \quad (4.63)$$

Suppose now, for a contradiction, that $p_{c_{19}r} \leq c_{19}$, therefore

$$\mathbb{P}_\lambda\left[\text{Cross}^*\left(\frac{4}{3}c_{18}r, \frac{3}{2}c_{18}r\right)\right] = 1 - p_{c_{19}r} \geq 1 - c_{19}. \quad (4.64)$$

Cover the interval $[0, \frac{3}{2}c_{18}r]$ by at most $H = \left\lceil \frac{3}{2}c_{18} \right\rceil \leq 2c_{18}$ intervals of length $r$. The square-root trick (2.5) implies that there exists $h \in \{0, 1, \ldots, H - 1\}$, such that

$$\mathbb{P}_\lambda\left[\frac{3}{2}c_{18}r \leq I_h \leq (4/3)c_{18}r\right] \geq 1 - c_{19}^{1/H}, \quad (4.65)$$

where $I_h = \left\{\frac{4}{3}c_{18}r \right\} \times [hr, (h + 1)r]$. We now recall that $p_{r'}^* \geq c_{17}$ for every $r' \in [r, c_{18}r]$. Therefore, by the standard inequalities of Lemma 4.6, we obtain in particular

$$\inf_{2r \leq r' \leq c_{19}r/10} \mathbb{P}_\lambda\left(\text{Circ}^*(r', 2r')\right) \geq c_{124}^{17}. \quad (4.66)$$

Therefore, by the circuit argument (i) in Lemma 4.7,

$$\mathbb{P}\left(\text{Circ}^*(2r, c_{18}r/5)\right) \geq 1 - f\left(\frac{10}{c_{18}}\right) \geq 1 - \frac{c_7}{3}. \quad (4.62)$$

As in (4.53), we obtain

$$\mathbb{P}_\lambda\left(\text{Cross}^*\left(\frac{4}{3}c_{18}r, \frac{3}{2}c_{18}r\right)\right) \geq \mathbb{P}_\lambda\left[\frac{3}{2}c_{18}r \leq I_h \leq (4/3)c_{18}r\right] \geq (1 - c_{19}^{1/H})^2\left(1 - \frac{c_7}{3}\right) \geq 1 - \frac{c_7}{2} \quad (4.63)$$

which is a contradiction with (4.19). $$\square$$
Remark 11 In the proof of Lemmas 4.14 and 4.17 we have focused on the dual paths instead of primal to emphasize that we only needed the weak decoupling inequality (2.10) that has been derived from (1.3).

Proof of Theorem 4.1 We first claim that it is enough to prove that for any \( r \geq r_0 \) there exists some \( r' \in [r, c_{18} r] \) such that \( p^*_r \geq \min\{c_{17}, c_{19}\} \). Indeed, if this is the case, we can use the standard inequalities in Lemma 4.6 to show that \( \inf_{r \geq 1} p^*_r > 0 \). (The case \( p_r \) is completely analogous.) So, let us fix some \( r \geq r_0 \) and assume that \( p^*_r < c_{17} \) for every \( r' \in [r, c_{18} r] \), then by Lemma 4.16, we would have \( p_{r'} \geq c_{17} \) for every \( r' \in [r, c_{18} r] \). But then Lemma 4.17 implies that \( p^*_{c_{18} r} \geq c_{19} \) as desired. \( \square \)

5 Sharpness of the phase transition

We have so far showed that decay of correlations is sufficient for the two thresholds \( \lambda_0 \) and \( \lambda_1 \) to be non-trivial; see Sect. 3. Moreover, we have shown that a distinctive critical behavior, namely the box-crossing property, occurs throughout the interval \([\lambda_0, \lambda_1]\); see Sect. 4. Our goal for this section is to prove that these two thresholds \( \lambda_0 \) and \( \lambda_1 \) are in fact the same.

Theorem 5.1 For Poisson Boolean percolation satisfying (1.3), we have \( \lambda_0 = \lambda_1 \).

In order to establish an equality between the two thresholds \( \lambda_0 \) and \( \lambda_1 \), our aim will be to show that the crossing probabilities grow very fast from close to zero to close to one. More precisely, we have seen that the probability of crossing a fixed-ratio rectangle is bounded away from zero and one for \( \lambda \in [\lambda_0, \lambda_1] \). In this section, we show that this implies that the derivative of the crossing probability is large throughout the same interval.

The phenomenon of sharp thresholds is well understood in the context of Boolean functions on the discrete cube \( \{0, 1\}^n \) equipped with product measure. In order to apply the tools from this theory in our context we will following an approach introduced in [1]. Thus, the first step of our proof will be to enhance the probability space in which we work to suit this setting, see Sect. 5.2.

After having defined this alternative construction, we will employ Margulis-Russo’s formula to relate the derivative of crossing probabilities to influences of these auxiliary random variables. At this point, an inequality of Talagrand will become handy in order to bound the total influence from below. This is done in two steps, where we bound the conditional variance of the crossing probabilities from below and the individual influences from above, see Sects. 5.4 and 5.5 respectively. Sect. 5.6 combines the above bounds to prove Theorem 5.1.

Remark 12 Of the three main theoretical components of this paper, the one presented in this section is the least general one. Although what we will present below does apply to some other models, it strongly uses the Poissonian nature of the process, see Sect. 8.
5.1 Sharp thresholds for Boolean functions

It has been known for some time that monotone events involving a large number of independent Bernoulli variables typically exhibit sharp thresholds, in the sense that the probability of the event increases sharply as the parameter of the Bernoulli variables passes a certain value. The first evidence thereof dates back to the study of random graphs by Erdős and Rényi [14], and the proof that the critical probability for bond percolation on \( \mathbb{Z}^2 \) equals 1/2 by Kesten [23]. A more general understanding of these phenomena has been pursued since in work of Russo [36], Bollobás and Thomason [12], and Kahn et al. [25] as well as elsewhere. See e.g. [31] or [19].

For \( p \in [0, 1] \) let \( P_p \) denote product measure of intensity \( p \) on \( \{0, 1\}^n \). A Boolean function \( f : \{0, 1\}^n \to \{0, 1\} \) is said to be monotone when \( f(\eta) \leq f(\eta') \) whenever \( \eta \leq \eta' \) coordinate wise. For monotone Boolean functions, the map \( p \mapsto P_p(f = 1) \) is also monotone as a function of \( p \). Moreover, the rate of change of \( P_p(f = 1) \) is related to the concept of influences of the individual variables, as made explicit by the Margulis-Russo formula (see [34]),

\[
\frac{d}{dp} P_p(f = 1) = \sum_{i=1}^{n} \text{Inf}_p^i(f),
\]

where \( \text{Inf}_p^i(f) := P_p(f(\eta) \neq f(\sigma_i \eta)) \) and \( \sigma_i \) is the operator that flips the value of \( \eta \) at position \( i \). In case \( f(\eta) \neq f(\sigma_i \eta) \), we say that the bit \( i \) is pivotal for \( f(\eta) \).

Against one’s initial intuition, Russo [36] further showed that a uniform upper bound on the individual influences implies a lower bound of their sum, thus assuring a rapid increase of \( P_p(f = 1) \). This mystique has since become better understood with the work of Kahn et al. [25] and its extensions, which shows that not all influences may be too small. The following inequality, due to Talagrand [41], illustrates this fact well and gives a precise formulation of Russo’s initial observation: There exists a constant \( c_{20} > 0 \) such that for every Boolean function \( f : \{0, 1\}^n \to \{0, 1\} \) we have

\[
\sum_{i=1}^{n} \text{Inf}_p^i(f) \geq \frac{c_{20}}{\log \left( \frac{2}{p(1-p)} \right)} \cdot \text{Var}_p(f) \log \left( \frac{1}{\max\{\text{Inf}_p^i(f)\}} \right).
\]

Talagrand stated this inequality for monotone functions, but this restriction is not necessary.

From (5.1) and (5.2), the strategy of the proof becomes intuitive: We first give an alternative construction of the process involving independent Bernoulli random variables, then we bound the variance of the crossing probabilities from below and the influence of individual bits from above. These are the contents of the next subsections.

5.2 A two-stage construction

We will for the rest of this section work on an enlarged probability space \( (\tilde{\Omega}, \tilde{\mathcal{M}}, \tilde{P}_\lambda) \) in order to construct our process in two stages, where the second step employs inde-
dependent coin flips in order to define the final configuration. In this way we will be able to condition on the outcome of the first step in order to arrive at a situation where tools from the discrete setting applies.

Recall that $\Omega$ denotes the space of locally finite point measures on $\mathbb{R}^2 \times \mathbb{R}_+$. We will by $\Omega$ denote the space of locally finite point measures on $\mathbb{R}^2 \times \mathbb{R}_+ \times [0, 1] \times [0, 1]$, by $\mathcal{M}$ we denote the corresponding Borel sigma algebra, and we let $\mathbb{P}_\lambda$ denote the law of a Poisson point process defined on $(\Omega, \mathcal{M})$ with intensity $\lambda \, dx \, \mu(\,dz) \, du \, dv$. In this section we will use a very dense set of points and the last two coordinates $u$ and $v$ in the above construction will be used to perform a thinning of the Poisson process.

Throughout this section we will suppose that $m \geq 1$ is a large integer and that $\lambda = 2m\lambda_1$ is fixed. Given $\omega \in \Omega$ we denote by $\omega$ the projection of $\omega$ onto $\Omega$. For $p \in [0, 1]$ and $m \geq 1$ we define

$$\omega_p := \sum_{(x, z, u, v) \in \omega \atop u \leq p, v \leq 1/m} \delta_{(x, z)} \quad \text{and} \quad \mathcal{O}_p := \bigcup_{(x, z) \in \omega_p} B(x, z).$$

The usual properties of a Poisson point process imply that $\omega$ and $\omega_p$ are Poisson point processes on $\Omega$ distributed according to $\mathbb{P}_\lambda$ and $\mathbb{P}_{p\lambda/m}$, respectively. Notice that $\omega_p$ is a $(p/m)$-thinning of $\omega$, and therefore it can be seen as a percolation process on $\{0, 1\}^\omega$ with density $p/m$. Since $\lambda = 2m\lambda_1$, the above construction comes with two parameters, $p$ and $m$, of which we think of $m$ as large and fixed while $p$ will be varying. We have for this reason suppressed $m$ in the above notation, and apply a subscript $p$ to indicate that the events Cross$_p$, Circ$_p$ and Arm$_p$ refer to crossings in $\mathcal{O}_p$.

We will study the conditional probability

$$Z_p := \mathbb{P}_\lambda(\text{Cross}_p(4r, r) \mid \omega).$$

The product structure of the above conditional measure implies that for $\mathbb{P}_\lambda$-almost every $\omega \in \Omega$ the variable $Z_p$ can be viewed as the expectation of some Boolean function $f_\omega : \{0, 1\}^\omega \to \{0, 1\}$.

While $\omega$ has infinite support, it follows from (2.15) that $\mathbb{P}_\lambda$-almost surely, only finitely many balls touch the box $[-4r, 4r]^2$. Therefore the function $f_\omega$ can be viewed as having only finitely many variables that we index by $i \in \{1, \ldots, i_0\}$ ($i_0$ is the number of balls touching $[-4r, 4r]^2$). The choice of these indices can be arbitrarily made.

In this conditional setting, the tools from the discrete analysis will apply, in particular the Margulis-Russo formula and Talagrand’s inequality. With the use of these we will be able to bound the gap between $\lambda_0$ and $\lambda_1$ by controlling the conditional variance of $f_\omega$ and its influences, defined, for $\mathbb{P}_\lambda$-almost every $\omega \in \Omega$, as

$$\text{Inf}_i^p (f_\omega) := \mathbb{P}_\lambda(f_\omega(\omega_p) \neq f_\omega(\sigma_i \omega_p) \mid \omega),$$

where $\sigma_i \omega_p = \omega_p + (1 - 2 I_{[u_i \leq p, v_i \leq 1/m]} \delta_{(x_i, z_i)}).$
5.3 Quenched decoupling

In order to handle dependencies in the quenched setting we will need an alternative to the decoupling inequality proved in Proposition 2.2. Given $\omega \in \Omega$, this can be done via an estimate on the influence region of each point in the support of $\omega$. Since we will only consider events defined in terms of $\mathcal{O}_p$ on $[-4r, 4r]^2$ it will suffice to consider points intersecting this region. For $r \geq 3n \geq 3$, let $G = G(r, n)$ denote the event

$$G := \left[ \max \{z : (x, z) \in \text{supp}(\omega) \text{ and } B(x, z) \cap [-4r, 4r]^2 \neq \emptyset\} \leq r/3n \right].$$  (5.4)

**Lemma 5.2** Assume the second moment condition (1.3). For every $n \geq 1$, $\lim_{r \to \infty} \mathbb{P}_\lambda(G) = 1$.

**Proof** The proof follows the same steps as that of Lemma 2.3. \qed

A first consequence of the above observation concerns quenched decouplings of events defined in well separated regions. To state this precisely, fix integers $n, J \geq 1$ and let $D_1, \ldots, D_J \subseteq [-4r, 4r]^2$ be measurable sets such that

$$d(D_i, D_j) \geq \frac{r}{n}, \text{ for every } i \neq j.$$  (5.5)

Having these well separated sets, our aim is to decouple what happens inside each of them. For this, fix some events $A_1, \ldots, A_J$ that only look inside the sets $D_j$, that is $A_j \in \sigma(Y_x, x \in D_j)$. Observe that on the event $G = G(r, n)$ the events $A_j$ depend on disjoint subsets of $\omega$ under the conditional measure $\mathbb{P}_\lambda(\cdot | \omega)$. This implies that

$$\mathbb{P}_\lambda(A_1 \cap \cdots \cap A_J | \omega) \leq 1_{G^c}(\omega) + \prod_{j \leq J} \mathbb{P}_\lambda(A_j | \omega).$$  (5.6)

For us it is important to observe that not only the events $A_j$ decouple on $G(r, n)$, but also their conditional probabilities $\mathbb{P}_\lambda(A_j | \omega)$. To see why this is true, let us first decompose the point measure $\omega$ as $\omega_1 + \cdots + \omega_J + \tilde{\omega}$, where $\omega_j = \sum_i \delta_{(x_i, z_i)}$ with the sum ranging over $i \geq 0$ such that $d(x_i, D_j) \leq r/(3n)$ and $\tilde{\omega}$ stands for the remainder.

Observe that on $G$, the conditional probabilities $\mathbb{P}_\lambda(A_j | \omega)$ depend on $\omega$ through $\omega_j$ only. In particular, we may exhibit a function $g_j$ such that $[1_G \cdot \mathbb{P}_\lambda(A_j | \omega)](\omega) = 1_G \cdot g_j(\omega_j)$, and by the Poissonian nature of $\omega$, all the $\omega_j$’s are independent. As a consequence, for any $\delta > 0$,

$$\mathbb{P}_\lambda \left( G \cap \bigcap_{j \leq J} \left[ \mathbb{P}_\lambda(A_j | \omega) \leq \delta \right] \right) \leq \prod_{j \leq J} \mathbb{P}_\lambda \left[ g_j(\omega_j) \leq \delta \right] \leq \prod_{j \leq J} \left[ \mathbb{P}_\lambda(\mathbb{P}_\lambda(A_j | \omega) \leq \delta) + \mathbb{P}(G^c) \right].$$  (5.7)

Equations (5.6) and (5.7) give a more precise version of the decoupling of Sect. 2 and will be important in bounding the conditional variance and influences in the next two sections.
5.4 Controlling the variance

In Sect. 4 we showed that the probability of crossing a rectangle is non-degenerate throughout the critical regime $[\lambda_0, \lambda_1]$. In the notation used in this section, that is to say that $\mathbb{P}_\lambda[Z_p] \in (c, 1-c)$ for some $c > 0$ and all $r \geq 1$ and $p \lambda / m \in [\lambda_0, \lambda_1]$. Recall that $\lambda = 2m \lambda_1$. Our goal for this section is to show that this holds with probability close to one also for $Z_p$.

Proposition 5.3 Assume the second moment condition (1.3). Then, for every $\varepsilon > 0$ there exists $\delta > 0$ and $c_{21} = c_{21}(\varepsilon) > 0$ such that for every $m \geq c_{21}$ we have

$$\mathbb{P}_\lambda[Z_p \in (\delta, 1-\delta) \text{ for all } p \in [\lambda_0, \lambda_1]] \geq 1 - \varepsilon \text{ for all } r \geq 1.$$ 

The same holds with $\text{Cross}_p(4r, r)$ replaced by either $\text{Cross}_p^*(4r, r)$, $\text{Circ}_p(r, 2r)$ or $\text{Circ}_p^*(r, 2r)$.

An immediate consequence of the above proposition is that for some $\delta' > 0$

$$\mathbb{P}_\lambda[\text{Var}_\lambda(\mathbb{E}_\lambda[A] | \omega) \in (\delta', 1-\delta') \text{ for all } p \in [\lambda_0, \lambda_1]] \geq 1/2 \text{ for all } r \geq 1.$$ 

The first step in the proof of Proposition 5.3 is the following estimate on the effect of observing $\omega$ in determining whether there is a crossing of $[0, 4r] \times [0, r]$ in $O_p$.

Lemma 5.4 For every $m \geq 1$ and $p \in [0, 1]$, and every measurable event $A$, we have

$$\text{Var}_\lambda \left( \mathbb{P}_\lambda(A | \omega) \right) \leq 1/m.$$ 

Proof Recall that $\omega_p$ is obtained as a subset of $\omega$ based on the value of the third and fourth coordinates of each point in $\omega$. Alternatively, we could obtain $\omega_p$ in two stages: First, partition $\omega$ into $\omega_1^p, \omega_2^p, \ldots, \omega_m^p$ and some remainder $\tilde{\omega}$, where $\omega_j^p$ contains all points with third coordinate at most $p$ and fourth coordinate in $[j-1/m, j/m)$. Second, use auxiliary randomness, independent from everything else, to determine which of the $\omega_j^p$’s to choose as the set $\omega_p$. Since each of the $\omega_j^p$’s have the same distribution, the result would be the same.

Let us assume that this construction has been made, and that $J$ is the auxiliary random variable, uniformly distributed on $\{1, 2, \ldots, m\}$, that determines which of the $\omega_j^p$’s that is chosen in the second step. Let $\mathcal{F}$ denote the sigma algebra generated by $\omega_1^p, \ldots, \omega_m^p$ and $\tilde{\omega}$. Since $\omega$ is $\mathcal{F}$-measurable and a more strict conditioning can only decrease the variance, we have

$$\text{Var}_\lambda \left( \mathbb{P}_\lambda(A | \omega) \right) \leq \text{Var}_\lambda \left( \mathbb{P}_\lambda(A | \mathcal{F}) \right).$$
Moreover, by conditioning on the outcome of $J$, 
\[
\mathbb{P}_\lambda(A|F) = \frac{1}{m} \sum_{j=1}^{m} 1_{\{\omega^j_p \in A\}}.
\]
Since the configurations $\omega^1_p, \omega^2_p, \ldots, \omega^m_p$ are independent, we find that \[
\text{Var}_\lambda(\mathbb{P}_\lambda(A|\omega)) \leq \text{Var}_\lambda\left(\frac{1}{m} \sum_{j=1}^{m} 1_{\{\omega^j_p \in A\}}\right) \leq \frac{1}{m},
\] as required.

\section*{Proof of Proposition 5.3}

Note that $Z_p$ is monotone in $p$, so it will suffice to consider the extremes of the interval $[\frac{\lambda_0}{2\lambda_1}, \frac{\lambda_1}{2\lambda_1}]$. Due to Corollary 4.3 there exists a constant $c_6 = c_6(4) > 0$ such that $\mathbb{E}[Z_p] \in (c_6, 1 - c_6)$ for all $p \in \left[\frac{\lambda_0}{2\lambda_1}, \frac{\lambda_1}{2\lambda_1}\right]$. So, by Chebyshev’s inequality and Lemma 5.4, for $b = 0, 1$, 
\[
\mathbb{P}_\lambda\left(Z_{2b/(2\lambda_1)} \notin (c_6/2, 1 - c_6/2)\right) \leq \frac{\text{Var}_\lambda(Z_p)}{(c_6/2)^2} \leq \frac{4}{mc_6^2},
\] which is at most $\varepsilon/2$ for $m \geq 8/(\varepsilon c_6^2)$. Now, the result follows via a union bound.

\section*{5.5 Controlling the influences}

The next step is to obtain an upper bound on the individual conditional influences, defined as in (5.3), allowing for Talagrand’s inequality to give a lower bound on the total conditional influence. The result proved here is the following.

\begin{proposition}
Assume the second moment condition (1.3). There exists a constant $c_{22}$ such that for every $m \geq c_{22}$ and $\eta > 0$ we have 
\[
\mathbb{P}_\lambda\left(\max_{i \geq 1} \left(\inf_p^i(f_\omega)\right) > \eta\right) \text{ for some } p \in \left[\frac{\lambda_0}{2\lambda_1}, \frac{\lambda_1}{2\lambda_1}\right] \leq \eta,
\] (5.8)
for all $r$ large enough depending only on $\eta$.
\end{proposition}

This will be done in two steps. First we relate the influence of a point to arm probabilities. Then we bound the probability of the latter. Before stating the first lemma, consider a partitioning of the rectangle $[0, 4r] \times [0, r]$ into $36n^2$ smaller squares of side length $r/3n$. We write $\text{Arm}_p^\ell\left(\frac{r}{n}, r\right)$, with $\ell = 1, \ldots, 36n^2$, for the arm event defined as in (4.3), but centered around each of these boxes.

These arm events help us to bound the influences $\inf_p^i(f_\omega)$ as follows. Assume that $i$ is pivotal, and the corresponding ball has radius smaller or equal to $r/3n$. Then there must exist some $\ell$ for which the event $\text{Arm}_p^\ell\left(\frac{r}{n}, r\right)$ must occur. Therefore,
\[
\text{Inf}_i^p (f_\omega) \leq 1_G^c (\omega) + \mathbb{P}_\lambda (\text{Arm}_p (\frac{\ell}{n}, r) | \omega) \quad \text{for some } \ell = 1, 2, \ldots, 36n^2, \tag{5.9}
\]

for \( \mathbb{P}_\lambda \)-almost every \( \omega \).

Estimating influences will now boil down to estimating conditional arm probabilities.

**Lemma 5.6** Assume the second moment condition (1.3). There exist \( \gamma > 0 \) and \( c_{22} > 0 \) such that for every \( m > c_{22} \) and \( n \geq 16 \) we have

\[
\mathbb{P}_\lambda \left[ \mathbb{P}_\lambda (\text{Arm}_p (\frac{\ell}{n}, r) | \omega) > n^{-\gamma} \text{ for some } p \in \left[ \frac{\lambda_0}{2x_1}, \frac{\lambda_1}{2x_1} \right] \right] < n^{-100}, \tag{5.10}
\]

for all sufficiently large \( r \) depending only on \( n \).

**Proof** The proof follows the same structure of that of Lemma 4.7. For \( r \geq n \geq 16 \) let \( \ell_i = 4^i \frac{\ell}{n} \). Note that if \( \text{Circ}^*_p (\frac{\ell}{n}, r) \) fails to occur, then \( A_i = \text{Circ}^*_p (\ell_i, 2\ell_i) \) must also fail for every \( i = 0, 1, \ldots, k - 1 \), where \( k = \lfloor \frac{1}{2} \log_4 n \rfloor \) (\( k \geq 1 \) as we assume \( n \geq 16 \)). By (5.6) we therefore have

\[
\mathbb{P}_\lambda (\text{Arm}_p (\frac{\ell}{n}, r) | \omega) \leq 1_G^c (\omega) + \prod_{i=0}^{k-1} \mathbb{P}_\lambda (A_i^c | \omega). \tag{5.11}
\]

Fix \( \varepsilon > 0 \) so that \( 2^k \varepsilon^{k/2} \leq \frac{1}{2} n^{-100} \). By Proposition 5.3 there exists \( \delta > 0 \) and \( c_{21}(\varepsilon) > 0 \) large enough so that for every \( r \geq 1 \) and \( m \geq c_{21} \) we have

\[
\mathbb{P}_\lambda \left( \mathbb{P}_\lambda (\text{Circ}^*_p (r, 2r) | \omega) > \delta \text{ for every } p \in \left[ \frac{\lambda_0}{2x_1}, \frac{\lambda_1}{2x_1} \right] \right) > 1 - \varepsilon. \tag{5.12}
\]

Fix \( \gamma > 0 \) (independent of \( n \)) so that \( n^{-\gamma} \geq (1 - \delta)^{k/2} \). By (5.11) we have, on \( G \), that if \( \mathbb{P}_\lambda (A_i | \omega) > \delta \) for at least half of the indices \( i = 0, 1, \ldots, k - 1 \), then

\[
\mathbb{P}_\lambda (\text{Arm}_p (\frac{\ell}{n}, r) | \omega) \leq (1 - \delta)^{k/2} \leq n^{-\gamma}.
\]

In particular, via a union bound,

\[
\mathbb{P}_\lambda \left( G \cap \left[ \mathbb{P}_\lambda (\text{Arm}_p (\frac{\ell}{n}, r) | \omega) > n^{-\gamma} \right] \right) \leq 2^k \sup_I \mathbb{P}_\lambda \left( G \cap \bigcap_{i \in I} \left[ \mathbb{P}_\lambda (A_i | \omega) \leq \delta \right] \right), \tag{5.13}
\]

where the supremum is taken over all \( I \subseteq \{0, 1, \ldots, k - 1\} \) of size at least \( k/2 \), of which there are at most \( 2^k \). By (5.7) and (5.12), this is bounded by

\[
2^k \sup_I \prod_{i \in I} \left[ \mathbb{P}_\lambda (\mathbb{P}_\lambda (A_i | \omega) \leq \delta) + \mathbb{P}_\lambda (G^c) \right] \leq 2^k (\varepsilon + \mathbb{P}_\lambda (G^c))^{k/2}.
\]

For large values of \( r \), depending on \( n \), this probability is at most \( n^{-100} \) by the choice of \( \varepsilon > 0 \). \( \square \)
We have now gathered all the pieces necessary to prove the main result of this subsection.

Proof of Proposition 5.5  We start by choosing $n$ large enough so that $36n^{-98} \leq \eta/2$. Then,

$$\overline{\mathbb{P}}_\lambda \left( \max_{i \geq 1} \left( \text{Inf}_i^p(f_\omega) \right) > n^{-\gamma} \right. \text{ for some } p \in \left[ \frac{\lambda_0}{2\lambda_1}, \frac{\lambda_1}{2\lambda_1} \right]$$

may via (5.9) be bounded from above by

$$\overline{\mathbb{P}}_\lambda (G^c) + \overline{\mathbb{P}}_\lambda \left( \text{Arm}_p^\ell \left( \frac{r}{n}, r \right) | \omega \right) > n^{-\gamma} \text{ for some } p \in \left[ \frac{\lambda_0}{2\lambda_1}, \frac{\lambda_1}{2\lambda_1} \right] \text{ and } \ell \leq 36n^2.$$  

By Lemmas 5.2 and 5.6, this is smaller than $\eta$ by our choice of $n$, once $r$ is taken large enough. \hfill \Box

5.6 Proof of Theorem 5.1

Roughly speaking, in order to prove Theorem 5.1, we are going to show that for every $\varepsilon > 0$

$$Z_{\lambda_1/(2\lambda_1)} - Z_{\lambda_0/(2\lambda_1)} \geq \frac{\lambda_1 - \lambda_0}{\varepsilon},$$

with positive probability. Since $Z_p(\omega) \in [0, 1]$ almost surely, we must have that $\lambda_0 = \lambda_1$.

Proof of Theorem 5.1 We first give estimates on the derivatives of $Z_p$. Recall that, for $\overline{\mathbb{P}}_\lambda$ almost every $\overline{\omega} \in \overline{\Omega}$, $Z_p$ coincides with the expectation, with respect to the conditional measure $\overline{\mathbb{P}}_\lambda(\cdot | \omega)$, of some function $f_\omega : \{0, 1\}^\omega \rightarrow \{0, 1\}$. Moreover, with probability one, only finitely many points in $\omega$ will affect the outcome of events defined on $[-4r, 4r]^2$. Hence, the domain of $f_\omega$ is for $\overline{\mathbb{P}}_\lambda$-almost every $\overline{\omega}$ finite dimensional, and the Margulis-Russo formula gives that

$$\frac{dZ_p}{dp} = \frac{dZ_p(\omega)}{dp} = \frac{1}{m} \sum_{i \geq 0} \text{Inf}_i^p(f_\omega),$$

where $\text{Inf}_i^p(f_\omega)$ is as defined in (5.3), and the additional factor $1/m$ comes from the chain rule.

Let us now assume that $\lambda_0 < \lambda_1$ and fix $m \geq c_{21}(1/2) \lor c_{22}$. Combining (5.15) with the mean-value theorem and Talagrand’s inequality (5.2) we obtain, for some $q \in \left[ \frac{\lambda_0}{2\lambda_1}, \frac{\lambda_1}{2\lambda_1} \right]$,
\[
\frac{Z_{\lambda_1/(2\lambda_1)} - Z_{\lambda_0/(2\lambda_1)}}{\lambda_1 - \lambda_0} = \frac{1}{2\lambda_1} \frac{dZ_p(\omega)}{dp}(q) \geq \frac{c}{2\lambda_1 m \log (m)} \text{Var}_\lambda (f_\omega | \omega) \log \left( \frac{c}{\max_i (\text{Inf}_i^r (f_\omega))} \right).
\]

From Propositions 5.3 and 5.5, we conclude that for \( r \) large enough (depending only on \( \lambda_1 - \lambda_0 \)) the right hand side of the above equation is larger than \( 2/(\lambda_1 - \lambda_0) \) with positive probability. This contradicts the fact that \( Z_p \in [0, 1] \), thus finishing the proof of the theorem.

6 Continuity of the critical parameter

We have in the previous section seen that \( \lambda_0 = \lambda_1 \), and thus coincides with \( \lambda_c \), under the assumption of finite second moment of the radii distribution. In this section we will investigate the dependence of this critical parameter with respect to the radii distribution \( \mu \), and write \( \lambda_c = \lambda_c(\mu) \) throughout this section in order to emphasize this dependence.

Theorem 6.1 Let \( (\mu_m)_{m \geq 1} \) be a sequence of radii distributions, all dominated by some distribution \( \nu \) with finite second moment. If \( \mu_m \to \mu \) weakly, then \( \lambda_c(\mu_m) \to \lambda_c(\mu) \).

Remark 13 A weaker version of Theorem 6.1, proved under the stronger assumption of uniformly bounded support, has been known since long (see [27, Theorem 3.7]). The argument given here is significantly simpler and shorter, but is in contrast to the aforementioned proof distinctively two-dimensional.

The convergence may fail when the assumption of uniformly bounded tails is relaxed. For a first example of this, let \( (\mu_m)_{m \geq 1} \) be a sequence with infinite second moments converging weakly to a point mass at 1. The critical parameter for each \( \mu_m \) is degenerate (meaning that \( \lambda_0 = \lambda_1 = 0 \)), and cannot converge to the critical value of the point mass, which is strictly positive.

In the above example the convergence fails for rather obvious reasons. A second example, which gives further insight to what can go wrong, may be obtained from a cumulative distribution function \( F \) of some distribution with finite second moment, when \( F_m \) is given by

\[
F_m(x) := \left(1 - \frac{1}{m}\right) F(x) + \frac{1}{m} F \left( \frac{x}{m} \right).
\]

Each \( F_m \) has finite second moment, but there is no uniform upper bound on its value. The dilation of \( F \) by a factor \( \frac{1}{m} \) corresponds to a scaling of the radii by \( m \), and thus has an inverse quadratic effect on the critical parameter in that \( \lambda_c(F(\frac{x}{m})) = \frac{1}{m^2} \lambda_c(F(x)) \).

So, although \( \lambda_c(\mu) > 0 \), we have

\[
\lambda_c(F_m) \leq \lambda_c \left( (1 - \frac{1}{m}) 1_{\{x \geq 0\}} + \frac{1}{m} F(\frac{x}{m}) \right) = m \lambda_c(F(\frac{x}{m})) = \frac{1}{m} \lambda_c(F).
\]

Although \( F_m \to F \) weakly, the critical parameters diverge.
Proof of Theorem 6.1 For the proof, we will write \( F, F_m \) and \( H \) for the cumulative distribution functions of \( \mu, \mu_m \) and \( \nu \). We first observe that if \( F_m \geq H \) for all \( m \geq 1 \) and \( F_m \to F \), then also \( F \geq H \) and \( F \) has finite second moment too. To see this assume the contrary, in which case \( F(x) < H(x) \) for some \( x \geq 0 \). Either \( x \) is a continuity point of \( F \), or right continuity of \( F \) and \( H \) allows us to find a continuity point \( x' \) of \( F \) for which \( F(x') < H(x') \) remains. But, in that case \( \liminf_{m \to \infty} F_m(x') \geq H(x') > F(x') \), contradicting the assumed convergence. That \( F \) has finite second moment in particular implies that \( \lambda_c(F) \in (0, \infty) \).

We will base the proof on Propositions 2.6 and 3.1. We therefore fix \( \epsilon \) so that for \( m \) large enough

\[
\mathbb{P}^{F_{m}}_{\lambda_{c}(F) - \epsilon}(\text{Cross}(r, 3r)) < \theta \quad \text{and} \quad \mathbb{P}^{F_{m}}_{\lambda_{c}(F) + \epsilon}(\text{Cross}(3r, r)) > 1 - \theta. \tag{6.1}
\]

Proposition 3.1 then implies that \( \lambda_{c}(F_{m}) \in [\lambda_{c}(F) - \epsilon, \lambda_{c}(F) + \epsilon] \) for all \( m \geq m_0 \).

Fix \( \epsilon > 0 \). By Corollary 3.4 and Theorem 5.1, we may choose \( r \) large so that

\[
\mathbb{P}^{F}_{\lambda_{c}(F) - \epsilon}(\text{Cross}(r, 3r)) < \theta/4 \quad \text{and} \quad \mathbb{P}^{F}_{\lambda_{c}(F) + \epsilon}(\text{Cross}(3r, r)) > 1 - \theta/4.
\]

Next, based on (2.13) of Lemma 2.3, fix \( K \subseteq \mathbb{R}^2 \) such that

\[
\mathbb{P}^{H}_{\lambda_{c}(F) + \epsilon}(\mathcal{O}_{K} \cap [0, r]^2 = \emptyset) > 1 - \theta/4.
\]

And, choose \( \delta > 0 \) such that the event in Proposition 2.6 has \( \mathbb{P}^{F}_{\lambda_{c}(F) + \epsilon} \)-probability at most \( \theta/4 \) to occur.

By weak convergence of \( F_m \) to \( F \) it follows that \( F_{m}^{-1}(U) \to F^{-1}(U) \) almost surely, as \( m \to \infty \), if \( U \) is uniformly distributed on \([0, 1]\) and \( F^{-1} \) denotes the generalized inverse of \( F \). Consequently, as the projection of \( \omega \) onto \( K \), denoted by \( \omega(K) \), is almost surely finite, we will have \( F_{m}^{-1}(z) \in (F^{-1}(z) - \epsilon, F^{-1}(z) + \epsilon) \) for all \((x, z) \in \omega(K)\) for large enough \( m \). We may, in particular, choose \( m_0 \) so that for all \( m \geq m_0 \)

\[
\mathbb{P}^{F}_{\lambda_{c}(F) + \epsilon}(\text{int}(\mathcal{O}_{K}, \delta) \subset \mathcal{O}_{K}^{F_{m}} \subset \text{cl}(\mathcal{O}_{K}, \delta)) > 1 - \theta/4.
\]

Combining the above estimates we conclude that (6.1) holds, as required. \( \square \)

7 Proof of main results

In this section we complete the proofs of the three main theorems stated in the introduction. We first prove Theorem 1.1, and then deduce Theorems 1.2 and 1.3. Before starting we recall the content of Corollary 3.4. Assuming (1.3), we have

\[
0 < \lambda_{0} \leq \lambda_{c} \leq \lambda_{1} < \infty,
\]
and the analogous relation holds for $\lambda_c$ replaced by $\lambda_c^*$ under the stronger condition (1.8).

7.1 Proof of Theorem 1.1

For any $\lambda > \lambda_1$ we have, by definition, that $\lim_{r \to \infty} P_\lambda(\text{Cross}(3r, r)) = 1$. The standard inequalities of Lemma 4.6 and monotonicity imply that for any $\lambda > \lambda_1$ and $\kappa > 0$,

$$\lim_{r \to \infty} P_\lambda(\text{Cross}(\kappa r, r)) = 1.$$  \hspace{1cm} (7.1)

Similarly, for any $\lambda < \lambda_0$ and $\kappa > 0$ the limit in (7.1) equals 0. Since $\lambda_c \in [\lambda_0, \lambda_1]$, then Corollary 4.3 shows that for any $\kappa > 0$ there exists a constant $c = c(\kappa) > 0$ such that

$$c < P_{\lambda_c}(\text{Cross}(\kappa r, r)) < 1 - c$$  \hspace{1cm} for all $r \geq 1$.

Moreover, by Corollary 4.5, there is at $\lambda_c$ almost surely no unbounded component of either kind. Finally, the proof is completed by Theorem 5.1, which shows that indeed $\lambda_c = \lambda_0 = \lambda_1$.

7.2 Proof of Theorem 1.2

Assume (1.8), in which case we by now know that $\lambda_c^* = \lambda_0 = \lambda_1 = \lambda_c$. Part (i) is then a consequence of Corollary 4.4. The proof of part (ii) will involve a truncation of the radii distribution, allowing for a comparison with a highly supercritical 1-dependent percolation process on $\mathbb{Z}^2$, for which a standard Peierls argument gives the required exponential decay.

Fix $\lambda > \lambda_c^*$. For $m \geq 1$, let $\mu_m$ denote the truncation of $\mu$ at $m$, meaning that $\mu_m$ coincides with $\mu$ on $[0, m)$ but that $\mu_m([0, m]) = 1$. We shall write $\lambda_c^*(\mu)$ for the critical parameter associated with radii distribution $\mu$. By continuity of the critical parameter, Theorem 6.1, we have for large $m$ that

$$\lambda_c^*(\mu_m) \in [\lambda_c^*(\mu), \lambda_c^*],$$

and assume for the rest of this proof that $m$ is chosen accordingly. Given $\gamma > 0$, we also assume that $r > 2m$ is fixed so that

$$P_{\mu_m}^\lambda(\text{Cross}(3r, r)) > 1 - \gamma.$$

Now, tile the plane with overlapping $3r \times r$ and $r \times 3r$ rectangles as follows: For each $z \in \mathbb{Z}^2$ consider both a $3r \times r$ and a $r \times 3r$ rectangle positioned so their lower left corners coincide with $2rz$. We want to register which of these rectangles that are crossed in the hard direction by an occupied path. Define thus, for each $z \in \mathbb{Z}^2$, $\eta(z, z + (1, 0))$ to be the indicator of the event $\text{Cross}(3r, r)$ translated by the vector $2rz$, and $\eta(z, z + (0, 1))$ as the indicator of $\text{Cross}(r, 3r)$ translated by the same vector.
By the choice of \( m \) and \( r \), the process \( \eta \) is a \( 1 \)-dependent bond percolation process on \( \mathbb{Z}^2 \) with marginal edge probability exceeding \( 1 - \gamma \). Therefore, by a standard Peierls argument, there is a constant \( c_2 > 0 \) such that the event that \( \eta \) contains an open circuit which is contained in \( B_\infty(n) \) and surrounds the origin has probability at least \( 1 - c_2 \exp\{n/c_2\} \). However, by construction, an open path in \( \eta \) corresponds to an occupied crossing in \( O \), and thus that for all \( n \geq 1 \)

\[
\mathbb{P}_\lambda^{d_{im}}[0 \xleftarrow{\mathcal{V}} \partial B_\infty(rn)] \leq c_2 \exp\{-n/c_2\},
\]

from which part (ii) of the theorem follows.

### 7.3 Proof of Theorem 1.3

Under assumption (1.9) Item (i) is a consequence of part (iii) of Corollary 4.4 (see also Remark 9). So, it remains to argue for Item (ii). However, if (1.9) holds, then by Proposition 2.2 there exists \( c > 0 \) such that for all \( \lambda \leq \lambda_c \) and \( r \geq 1 \)

\[
\rho_\lambda(5r, r) \leq cr^{-\alpha}.
\]

Now, fix \( \lambda < \lambda_c \), so that \( \lim_{r \to \infty} \mathbb{P}_\lambda(\text{Cross}^*(3r, r)) = 1 \). Proposition 3.2 then gives that

\[
\mathbb{P}_\lambda(\text{Cross}^*(3r, r)) \geq 1 - c'r^{-\alpha}
\]

for all \( r \geq 1 \) and some constant \( c' \), possibly depending on \( \lambda \). Consequently, for all \( r \geq 1 \),

\[
\mathbb{P}_\lambda[0 \xleftarrow{\mathcal{O}} \partial B(r)] \leq 4 \mathbb{P}_\lambda(\text{Cross}(r, 3r)) \leq 4c'r^{-\alpha},
\]

as required. This ends the proof of Theorem 1.3.

### 8 Other models

We have in Sects. 3, 4 and 5 provided a framework to prove the existence of a sharp phase transition and some interesting properties of the critical behavior for Poisson Boolean percolation. In this section we will show how our techniques can be used to obtain alternative proofs for the facts that the critical probability equals \( 1/2 \) for Poisson Voronoi percolation, earlier proved by Bollobás and Riordan [9], and Poisson confetti percolation, first proved by Hirsch [21] (for unit squares) and later Müller [30] (for a general class of shapes that include unit discs but have to be the same for black and white). Our results will in fact apply to some generalized versions of these models that are not self-dual. See Fig. 2 for a simulation of these processes.

The finite-size criterion of Sect. 3 and the RSW techniques of Sect. 4 solely rely on three basic facts: That the probability measure in question is invariant (with respect
Fig. 2  Simulations of Poisson confetti (left) and Voronoi (right) percolation. In the left picture, black confetti have random radii, while the radii of white ones are fixed. The Voronoi picture to the right uses $G_0 = 1$, $G_1 = 2$ and $q = 0.8$. Note that the Voronoi cells above are determined by segments of ellipses to translations, right angle rotations and reflections in coordinate axis), positively associated, and features a decay of spatial correlations. However, the argument used to prove the sharp threshold behavior in Sect. 5 used the further assumption of a Poissonian structure. All of these properties are satisfied by Poisson Voronoi and confetti percolation. We shall below illustrate what our techniques give for these models, but emphasize that we make no attempt to sharpen the hypothesises in the results we present.

8.1 Poisson Voronoi percolation

The study of random Voronoi tessellations goes back several decades in time, yet it was only about a decade ago that Bollobás and Riordan [9] gave the first proof for the fact that the critical probability in Poisson Voronoi percolation in the plane equals 1/2; see also [3]. One of the main difficulties faced in studying the phase transition is to derive RSW techniques that apply in this setting. In [9] a weak RSW result was provided, whereas a strong version of RSW was established later by Tassion [42], and was used to prove polynomial decay of the one-arm probability at criticality.

The RSW techniques developed here allows us to consider more general variants of the standard Voronoi model, where black and white cells do not necessarily follow the same law. Informally speaking, to each point we associate a random ‘gravitational pull’, which gives a bias to the size of the associated tile. The symmetry between black and white points may be broken by considering different laws for the gravitational pull associated to them.

Consider a Poisson point process of unit density on the space of locally finite counting measures on $\mathbb{R}^2 \times [0, 1] \times [0, 1]$, endowed with Lebesgue measure. The first two coordinates of a point in the support of a realization $\omega$ will mark the location of the seed in the plane, the third and fourth coordinates will determine the gravitational pull of a given point and its color, respectively.

More precisely, given a parameter $q \in [0, 1]$, we say that the seed $(x, z, s) \in \text{supp}(\omega)$ is black if $s \leq q$ and white otherwise. We also fix two non-decreasing functions $G_0, G_1 : [0, 1] \to (0, \infty)$, which will be applied to the $z$ coordinate of...
\[(x, z, s)\) to determine the gravitational pull of a given seed \((G_0\) will be used for black seeds and \(G_1\) for white). Given \(q \in [0, 1]\), define the occupied (black) set as

\[
O_q := \bigcup_{(x, z, s) \in \omega; \ s \leq q} \left\{ y \in \mathbb{R}^2 : \frac{|y - x|}{G_0(z)} \leq \frac{|y - x'|}{G_1(z')} \right\}
\]

for all \((x', z', s') \in \omega\) with \(s' > q\).

(8.1)

As before, let \(V_q := \mathbb{R}^2 \setminus O_q\) denote the corresponding vacant set. Notice that the cell corresponding to a given seed may be disconnected. Finally, we define the critical values of the parameter \(q\) as

\[
q_c := \sup \{ q \in [0, 1] : \mathbb{P}[0 \leftrightarrow \infty] = 0 \},
\]

\[
q_c^* := \inf \{ q \in [0, 1] : \mathbb{P}[0 \leftarrow \infty] = 0 \}.
\]

(8.2)

We will here only consider the case when \(G_0\) and \(G_1\) take values in some interval \([a, b] \subset (0, \infty)\). It would be interesting to attempt to relax these assumptions. When \(G_0 = G_1\), then the gravitational pull of all black and white seeds are equally distributed. In this case the model is self-dual, and we recover the equation \(q_c + q_c^* = 1\); see Sect. 8.3 below. The techniques developed in this paper may easily be adapted to prove the following result for Poisson Voronoi percolation.

**Theorem 8.1** Assume that \(G_0\) and \(G_1\) take values in some interval \([a, b] \subset (0, \infty)\). Then, \(q_c = q_c^*\) and their common value is strictly between zero and one. Moreover,

(i) for all \(q < q_c\), there exists \(c = c(q) > 0\) such that

\[
\mathbb{P}[0 \leftrightarrow \partial B(r)] \leq \exp\{-cr\}.
\]

(ii) for \(q = q_c\) and all \(\kappa > 0\), there exist \(c = c(\kappa) > 0\) and \(\alpha > 0\) such that for every \(r \geq 1\)

\[
c < \mathbb{P}(\text{Cross}(\kappa r, r)) < 1 - c \quad \text{and} \quad \mathbb{P}[0 \leftrightarrow \partial B(r)] \leq r^{-\alpha}.
\]

(iii) for all \(q > q_c\), there exists \(c = c(q) > 0\) such that

\[
\mathbb{P}[0 \leftarrow \partial B(r)] \leq \exp\{-cr\}.
\]

Moreover, at \(q_c\) there is almost surely no unbounded cluster of either kind.

We will for the remainder of this subsection outline the proof of this result, based on the techniques developed over the previous sections. First of all, we note that the law of the above model is invariant with respect to translations, rotations and reflections. The measure is further positively associated, meaning that it satisfies an FKG inequality.
similar to (2.4), for events that are increasing in the addition of black points and removal of white points. This can be seen by adapting the proof of [10, Lemma 8.14] for the case when \( G_0 = G_1 \) are constant. What remains in order for the techniques of Sects. 3 and 4 to apply is an estimate on the spatial correlations.

**Lemma 8.2** Fix a bounded measurable set \( D \subseteq \mathbb{R}^2 \) and an arbitrary function \( f(O_q) \) satisfying \( f \in \sigma(Y_v; v \in D) \). Then, defining the event

\[
G_{D,r} = \left\{ \text{for every } y \in D, \text{ there is a point } (x, z, s) \text{ in } \omega \text{ with } d(y, x) \leq \frac{a}{b}r \right\},
\]

we have that \( 1_{G_{D,r}} \cdot f \) only depends on the restriction of \( \omega \) to \( B(D, r) \times [0, 1] \times [0, 1] \). Moreover, for every \( \varepsilon > 0 \) there exists a constant \( c = c(\varepsilon) > 0 \) such that for any \( D \subseteq B^\infty(r) \) we have \( \mathbb{P}(G_{D,\varepsilon r}) \geq 1 - \exp\{-cr^2\} \).

**Proof** The proof of the first claim follows the same steps as those of Lemma 1.1 in [42]. Roughly speaking, the argument goes like this. Given \( (x, b/\alpha \ell) \in \mathbb{R}^2 \), if a seed in \( \omega \) is located within distance \( \ell \) from \( x \), then no other seed outside \( B(x, (b/a) \ell) \) can influence the state of \( x \). The second claim follows from a simple large deviations bound for Poisson random variables. \( \square \)

As a first consequence of this fact we obtain an estimate on the decay of spatial correlations. As in Definition 2.1, let \( f_1, f_2 : \mathcal{P}(\mathbb{R}^2) \to [-1, 1] \) be two functions satisfying \( f_1(O_q) \in \sigma \left( Y_v; v \in B^\infty(r) \right) \) and \( f_2 \in \sigma \left( Y_v; v \in B^\infty(r+t) \setminus B^\infty(r+s) \right) \), for some \( t > s \). Then, if \( G = G_{B^\infty(r),s/2} \cap G_{B^\infty(r+t) \setminus B^\infty(r+s),s/2} \), we obtain

\[
\mathbb{E}[f_1 f_2] \leq \mathbb{P}(G^c) + \mathbb{E}[1_{G} \cdot f_1 f_2] \\
\leq 2\mathbb{P}(G^c) + \mathbb{E}[f_1^2] \mathbb{E}[f_2^2] \\
\leq 6\mathbb{P}(G^c) + \mathbb{E}[f_1^2] \mathbb{E}[f_2^2],
\]

where \( f_1' \) and \( f_2' \) denote \( f_1 \) and \( f_2 \) evaluated at the restriction of \( \omega \) to \( B^\infty(r+s/2) \) and \( B^\infty(r+t) \setminus B^\infty(r+s/2) \) and are hence independent. In particular, when \( s = \varepsilon r \) and \( t = \frac{1}{\varepsilon}r \), which has been the case throughout this paper, the correlation between \( f_1 \) and \( f_2 \) decays as \( \exp\{-cr^2\} \) as in Lemma 8.2. Consequently, the techniques of Sects. 3 and 4 apply, and we obtain the existence of \( q_0 \) and \( q_1 \), defined analogously as \( \lambda_0 \) and \( \lambda_1 \), satisfying

\[
0 < q_0 \leq q^*_c, \quad q_c \leq q_1 < 1,
\]

and such that part (i) of Theorem 8.1 holds for \( q < q_0 \), part (ii) for \( q \in [q_0, q_1] \), and part (iii) for \( q > q_1 \). To complete the proof of Theorem 8.1, it remains to prove that \( q_0 = q_1 \).

In order to show that \( q_0 = q_1 \) we again enlarge our probability space as in Sect. 5.2, to enable a two-stage construction of our process. We thus assume that \( \overline{\omega} \) is a Poisson point process on the space of locally finite counting measures on \((\mathbb{R}^2 \times [0, 1]) \times [0, 1]) \times
The law of $\omega$ (denoted $\mathbb{P}_\lambda$) is chosen with a large density $\lambda = m \geq 1$ and the fifth coordinate will be used to thin the process down to density one, which we then use to define $\mathcal{O}_q$ as in (8.1).

We denote by $\omega$ the projection of $\omega$ onto $\mathbb{R}^2 \times [0, 1] \times [0, 1]$ (the first four coordinates) and by $\omega$ the further projection onto $\mathbb{R}^2 \times [0, 1]$. Define

$$W_q := \mathbb{P}_\lambda(\text{Cross}(4r, r)|\omega).$$

As in Sect. 5.2, we note that $W_q$ for $\mathbb{P}_\lambda$-almost every $\omega$ coincides with the expectation of some Boolean function $f_\omega : [0, 1]^\infty \times [0, 1]^\infty \to \{0, 1\}$ evaluated with respect to product measure with density $q$ and $1/m$ for choosing ‘color’ and ‘presence’, respectively, of each point in $\omega$. This function is increasing in the choice of color, so we obtain via the Margulis-Russo formula that

$$\frac{dW_q}{dq} = \sum_i \mathbb{P}_\lambda(\text{point } i \text{ is present and its color is pivotal for } f_\omega | \omega).$$

Note that the concept of pivotality arising here is with respect to color and not presence as in Sect. 5. The crucial observation is that is that switching the color of a point has a larger potential change than switching its presence. That is, for the existence of a black crossing, a black point is better than no point, and no point is better than a white point. Hence, from (8.5), we obtain that

$$\frac{dW_q}{dq} = \mathbb{E}_\lambda \left[ \sum_i \mathbb{P}_\lambda(\text{point } i \text{ is present and its color is pivotal } | \omega) | \omega \right]$$

$$\geq \mathbb{E}_\lambda \left[ \sum_i \mathbb{P}_\lambda(\text{point } i \text{ is present and its presence is pivotal } | \omega) | \omega \right]$$

$$= \frac{1}{m} \mathbb{E}_\lambda \left[ \sum_i \inf_i^q(f_\omega) | \omega \right]$$

$$\geq \frac{1}{m} \mathbb{E}_\lambda \left[ \frac{c}{\log(m)} \text{Var}_\lambda(f_\omega | \omega) \log \frac{1}{\max_i \left( \inf_i^q(f_\omega) \right) | \omega} \right],$$

where in the last step we applied (5.2), and $\inf_i^q(f_\omega)$ denotes the conditional probability, given $\omega$, that changing point $i$ from present to absent changes the outcome of $f_\omega$. Controlling the variance $\text{Var}_\lambda(f_\omega | \omega)$ can now be done exactly as in Sect. 5.4. Also the influences $\inf_i^q(f_\omega)$ with respect to presence of a point can be estimated similarly as it was done in Sect. 5.5, but requires a slight modification of the decoupling inequalities (5.6) and (5.7).

Let $D_1, D_2, \ldots, D_J$ be well separated sets as in (5.5), and let $A_1, A_2, \ldots, A_J$ be events where $A_j$ is determined by the restriction of $\mathcal{O}_q$ to $D_j$. On the event $G = \bigcap_{j \leq J} G_{D_j, r/(2n)}$ the events $A_1, A_2, \ldots, A_J$ are, by Lemma 8.2, determined by restrictions of $\omega$ to disjoint subsets of the plane, and are hence independent. We obtain, therefore, the following variant of (5.6) for the Voronoi model.
\[ \mathbb{P}_\lambda(A_1 \cap \cdots \cap A_J | \omega) \leq \mathbb{P}_\lambda(G^c | \omega) + \prod_{j \leq J} \left[ \mathbb{P}_\lambda(A_j | \omega) + \mathbb{P}_\lambda(G^c | \omega) \right]. \quad (8.6) \]

Since \( \mathbb{P}_\lambda(G^c) \to 0 \) fast, also \( \mathbb{P}_\lambda(G^c | \omega) \to 0 \) fast with probability tending to one. This suffices for the application of (5.6) in the proof of Lemma 5.6.

In order to obtain a variant for (5.7) we observe that the difference between \( \mathbb{P}_\lambda(A_j | \omega) \) and the conditional probability (given \( \omega \)) that \( A_j \) occurs with respect to the restriction of \( \omega \) restricted to the set \( B(D_j, r/(2n)) \) is bounded by \( \mathbb{P}_\lambda(G^c | \omega) \). Let \( H = \{ \mathbb{P}_\lambda(G^c | \omega) \leq \delta \} \). Hence, arguing similarly as for (5.7), we obtain that

\[ \mathbb{P}_\lambda \left( H \cap \bigcap_{j \leq J} \left[ \mathbb{P}_\lambda(A_j | \omega) \leq \delta \right] \right) \leq \prod_{j \leq J} \left[ \mathbb{P}_\lambda(\mathbb{P}_\lambda(A_j | \omega) \leq 3\delta) + \mathbb{P}_\lambda(H^c) \right]. \quad (8.7) \]

Since \( \mathbb{P}_\lambda(H^c) \to 0 \) fast, as a consequence of Lemma 8.2, the two expressions (8.6) and (8.7) replace (5.6) and (5.7) in the proof of Proposition 5.5. The proof that \( q_0 = q_1 \) is now a straightforward adaptation of the arguments presented in Sect. 5, and this ends the outline of the proof of Theorem 8.1.

### 8.2 Poisson confetti percolation

Confetti percolation, or the ‘dead leaves’ model, was introduced by Jeulin in [22]. In this model, black and white confetti ‘rain down’ on the plane according to a Poisson point process, and each point in the plane is colored according to the color of the first confetti to cover it. In the case of circular confetti with fixed diameter, Benjamini and Schramm [11] conjectured that the critical probability for this model equals 1/2. This was later confirmed by Hirsch [21] for square shaped confetti and by Müller [30] for other shapes. Just as in the settings of Poisson Boolean and Voronoi percolation, our techniques allow us to handle confetti of random radii, whose laws may differ between black and white.

Consider a Poisson point process on the space of locally finite counting measures on \( \mathbb{R}^2 \times \mathbb{R}_+ \times [0,1]^2 \). Here again the first two coordinates will assign a location in \( \mathbb{R}^2 \) to each confetti, while the third coordinate will denote the fall-time of a confetti and will be used to order overlapping confetti. Finally, the fourth and fifth coordinates will help us determine the radius and color of the confetti, respectively.

As before, we fix \( q \in [0,1] \) and, given a realization \( \omega \) with density one, declare a point \((x,t,z,s) \in \omega\) black if \( s \leq q \) and white otherwise. We also fix non-decreasing functions \( G_0, G_1 : [0,1] \to (0,\infty) \) that will be applied to the \( z \) coordinate, in order to determine the radius of the confetti to be placed at \( x \in \mathbb{R}^2 \) (\( G_0 \) for black points and \( G_1 \) for white). More precisely, given a realization \( \omega \) of the Poisson point process, let
Finally, let $V_q := \mathbb{R}^2 \setminus O_q$ and define the critical parameters $q_c$ and $q_c^*$ as in (8.2).

For the sake of simplicity, we assume here rather light tails for distribution of the radii induced by $G_0$ and $G_1$. If these two functions are the same, then black and white confetti have the same radii distributions, which yields $q_c + q_c^* = 1$ by self-duality, and together with the following theorem that $q_c = 1/2$; see Sect. 8.3 below.

**Theorem 8.3** Assume that $G_0$ and $G_1$ satisfy $\mathbb{P}[G_i(Z) \geq r] \leq r^{-100}$, for $i = 0, 1$ and large $r$, where $Z$ is uniformly distributed on $[0, 1]$. Then, $q_c = q_c^*$ are strictly between zero and one, and

(i) for all $q < q_c$, there exists $c = c(q) > 0$ such that

$$\mathbb{P}\left[0 \xleftrightarrow{O_q} \partial B(r)\right] \leq \frac{1}{c} r^{-10}.$$

(ii) for $q = q_c$ and all $\kappa > 0$, there exist $c = c(\kappa) > 0$ and $\alpha > 0$ such that, for every $r \geq 1$

$$c < \mathbb{P}(\text{Cross}(\kappa r, r)) < 1 - c \quad \text{and} \quad \mathbb{P}\left[0 \xleftrightarrow{O_q} \partial B(r)\right] \leq r^{-\alpha}.$$

(iii) for all $q > q_c$, there exists $c = c(q) > 0$ such that

$$\mathbb{P}\left[0 \xleftrightarrow{V_q} \partial B(r)\right] \leq \frac{1}{c} r^{-10}.$$

Moreover, at $q_c$ there is almost surely no unbounded cluster of either kind.

The proof of this theorem is analogous to that of Theorem 8.1 above. The only distinction lies in the treatment of the spatial dependence. The following lemma will replace Lemma 8.2.

**Lemma 8.4** Fix a bounded measurable set $D \subseteq \mathbb{R}^2$ and $r \geq 1$, $M \geq 1$ and define

$$G_{D,r,M} = \left\{ \begin{array}{ll}
\text{for every } (x, t, z, s) \in \omega \cap B(D, Mr) \text{ with } t \leq r, & G_0(z) \lor G_1(z) \leq r/M \\
\text{for every } (x, t, z, s) \in \omega \cap B(D, Mr)^c \text{ with } t \leq r, & G_0(z) \lor G_1(z) \leq d(x, D) \\
\text{for every } y \in D, \text{ there is } (x, t, z, s) \in \omega \text{ with } t \leq r, & G_0(z) \land G_1(z) \geq |y - z| 
\end{array} \right\}.$$

Then, $\lim_{r \to \infty} r^{10} \mathbb{P}(G_{D,r,M}) = 1$ and for an arbitrary function $f(O_q) \in \sigma(Y_x; x \in D)$, we have that $1_G \cdot f$ is measurable with respect to $\omega$ restricted to $B(D, r/M) \times [0, r] \times [0, 1] \times [0, 1]$.

The proof of this lemma follows from a simple large deviations bound and is omitted. As a consequence of the lemma, spatial correlations will decay as $r^{-10}$. This rate of decay is more than enough to follow the outlined proof of Theorem 8.1 and obtain a proof also for Theorem 8.3.
8.3 The consequence of self-duality

For the two models considered in this section, the case when the two functions $G_0$ and $G_1$ are equal stands out due to the self-duality retained in the model. Self-duality refers to the property that the occupied set at parameter $q$ has the same law as the vacant set has at parameter $1 - q$. In particular, there is no unbounded occupied component at parameter $q$ if and only if there is no unbounded vacant component at parameter $1 - q$ (almost surely). As the critical parameters are defined as the supremum for which this holds it follows that $q_c + q^*_c = 1$, in analogy to the Bernoulli case in (1.1). Together with the equality $q_c = q^*_c$ of the two parameters, obtained in Theorems 8.1 and 8.3, it follows that $q_c = q^*_c = 1/2$, and we recover the results of [9, 21] and [30].

Remark 14 There are other Poisson percolation processes that could in principle be studied with the techniques we have employed. These include for instance Brownian interlacements (see [40]) in $\mathbb{R}^d$ intersected with a plane, and Poissonian cylinders (see [43]) in $\mathbb{R}^d$ intersected with a plane. A rather general setting for Poisson Boolean percolation but with dependence between the radii assigned to different points has been considered by Ahlberg and Tykesson [5], however that study does not address the sharpness of the threshold. It would be interesting to investigate to what extent the techniques developed here applies in that setting.

9 Open problems

We have in this paper developed techniques for the study of the sharpness of the threshold for a wide range of models. The weakest link in this scheme is the Poissonian assumption necessary to deduce that the critical regime is indeed a single point and not an interval. It would be interesting to develop an alternative argument for the existence of a sharp threshold beyond the Poissonian setting considered here.

It would further be interesting to pursue optimal conditions to study Poisson Voronoi and confetti percolation. Here we only aimed at illustrating how our techniques may be applied to other settings, but we have not pursued to make these applications optimal. Note also that the techniques we have used do not apply to Poisson Boolean percolation models where the discs are replaced by some other deterministic shape which is not sufficiently symmetric.

Besides extending the current techniques to other models, one could be interested in answering several questions that are known for Bernoulli percolation. Examples of such problems would be to define the incipient infinite cluster, study noise sensitivity for $\text{Cross}(r, r)$ and investigate scaling relations, just to name a few.
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