We present a numerical study of detonation propagation in unconfined explosive charges shaped as an annular arc (rib). Steady detonation in a straight charge propagates at constant speed but when it enters an annular section, it goes through a transition phase and eventually reaches a new steady state of constant angular velocity. This study examines the speed of the detonation wave along the annular charge during the transition phase and at steady state, as well as its dependence on the dimensions of the annulus. The system is modeled using a recently proposed diffuse-interface formulation which allows for the representation of a two-phase explosive and of an additional inert material. The explosive considered is the polymer-bonded TATB-based LX-17 and is modeled using two JWL equations of state and the Ignition and Growth reaction rate law. Results show that steady state speeds are in good agreement with experiment. In the transition phase, the evolution of outer detonation speed deviates from the exponential bounded growth function suggested by previous studies. We propose a new description of the transition phase which consists of two regimes. The first is caused by local effects at the outer edge of the annulus and leads to a dependence of outer detonation speed on angular position along the arc. The second regime is induced by effects originating from the inner edge of the annular charge and leads to the deceleration of the outer detonation until steady state is reached. The study concludes with a parametric study where the dependence of the steady state and the transition phase on the dimensions of the annulus is investigated.
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I. INTRODUCTION

Arbitrarily-shaped explosive charges are used in a variety of modern applications, particularly in the mining industry. The propagation of detonations in such charges is influenced by the geometry of the charge and exhibits different behavior from the case of straight charges. This study uses numerical simulations to investigate detonation propagation in unconfined annular explosive charges in air. The aim is to identify the characteristic features of detonation in such geometries and to determine its dependence on the dimensions of the annular charge.

This work is guided by two experimental studies on annular charges. The first was performed by Lyle and Hayes at the Lawrence Livermore National Laboratory (LLNL) in the 1980s and is presented in a study by Souers et al. These used unconfined charges of various compositions of LX-17 shaped as a 90° annular arc with a square cross section. The detonation was initiated in a straight charge and was left to reach steady state before entering the annular section, as illustrated in figure 1. A series of electrical pins were used at the edges of the charge to measure arrival times of the detonation wave, in addition to a streak camera used to capture the shape of the detonation front. The second experiment was
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FIG. 1. Illustration of the annular charge configuration. The annulus is of width $D$ and inner radius $R$. The angular position is defined by angle $\theta$. The detonation is initiated by a booster shown as the dark region and the solid thick lines represent the detonation front. The square and circular points represent the electrical pins used to measure detonation arrival times in the Lyle experiment.

FIG. 2. Experimental measurements of detonation speeds along the outer and inner boundaries of the explosive annulus adopted from the Lyle experiment. The black curves correspond to the exponential model suggested by Souers et al. to describe the evolution of the detonation speed along the annulus.

performed by Lubyatinsky et al. who presented results of arrival times and front break-out traces of detonation waves propagating in $180^\circ$ annular arcs of an unspecified high explosive. This experiment involved explosive annuli of various widths and radii confined by two types of material, namely steel and PMMA.

Experiments on annular charges were also performed for the purpose of calibrating and validating mathematical models for detonation propagation such as Detonation Shock Dynamics (DSD). Tonghu et al. studied 60°, 90° and 125° annular arcs of a TATB-based explosive. They obtained detonation arrival times and front shapes using arrays of electrical pins and high speed photography and compared them against numerical results from a DSD computational code. Similarly, Bdzil et al. measured the speed and front shape for a detonation exiting a 135° unconfined annular arc of PBX-9502. This was used for the validation of time-dependent and steady DSD calculations and were found to be in good agreement with the experimental results.

Similar experiments have been performed for gaseous explosives motivated by the development of rotating detonation engines. Nakayama et al. studied annular configurations of different inner radii and same width for a range of characteristic detonation cell width. They classified detonation propagation in different modes namely unstable, critical and stable depending on the magnitude of the variation of inner normal detonation velocity. A condition for stable propagation was determined based on the ratio of inner radius to characteristic cell width. In addition it was found that a scaled $D_n(k)$ relation exists which is almost independent of the configuration parameters, inner radius and characteristic cell width.

A common outcome of the aforementioned studies is that detonation propagation in annular charges settles to a steady state. This is characterized by constant angular velocity of the detonation wave as opposed to constant linear velocity observed in straight charges.
Furthermore, there is a dependence of the steady angular velocity on the charge dimensions, similar to the diameter effect seen in straight charges. In particular, the reciprocal steady angular velocity has an affine dependence on the inner radius of the annular arc.

The shape of the detonation front in annular charges is asymmetric, in contrast to straight charges which is symmetric about the center line. Its leading peak is close to the inner edge as seen in figure 1. Its position depends on the confining material which also affects the speed of the leading peak. Materials with high impedance induce higher leading peak speeds and smaller distances between the leading peak and the inner edge.

The condition of constant angular velocity results in notably different detonation speeds at each edge of the front. Denoting the steady detonation speed measured along the inner edge as $V_S$ and along the outer edge as $W_S$, the constant angular velocity condition translates to

$$W_S = \left(1 + \frac{D}{R}\right)V_S,$$

where $R$ and $D$ are the inner radius and width of the arc respectively, as depicted in figure 1. It is evident that depending on the ratio of width to radius, steady state velocity measured along the outer edge of the charge can have a significantly larger magnitude than at the inner edge.

There is a fundamental difference in the nature of speeds measured along the inner and outer edge of the annulus. At the inner edge, the detonation front velocity is tangent to the boundary of the annular charge and the measured speed is the actual speed at which the detonation propagates along that edge. However, the detonation velocity at the outer edge is not tangent to the boundary of the annulus and does not propagate along the outer boundary. Instead, the outer edge of the detonation at any moment has originated from a previously interior part of the detonation front. Thus, the measured speed is an apparent speed that the detonation front exhibits along the curve defined by the outer boundary as if it is moving across it. This explains why the speed measured at the outer boundary can be significantly higher than the ideal CJ velocity, which would otherwise be considered nonphysical for self-propagating detonations.

The transition phase is defined as the period beginning when the detonation enters the annular section until steady state is reached. The inner part of the detonation reaches steady state earlier than the outer part which has a longer transition phase, as can be seen from the results of the Lyle experiment in figure 2.

Although the dynamics of the detonation wave during the transition phase have not been thoroughly explained, it is suggested to involve a process where equilibrium is achieved through an energy flow across the detonation front. Souers et al. suggest that the evolution of the inner and outer speeds during the transition to steady state follows an exponential function of time given by

$$u(t) = U_S + (u_S - U_S) \left(1 - \exp\left(-\frac{t}{\tau}\right)\right),$$

where $u$ is the wave speed at either edge, $u_S$ is the corresponding steady speed, $U_S$ is the steady speed in the straight section and $\tau$ is a time constant. The time constant is different for the inner and outer edge and it determines the extent of the transition period. It is derived by approximating the speed of sound as three quarters of the steady detonation speed in the straight section and is given by

$$\tau = \frac{4\Delta D}{3U_S},$$

where $\Delta D$ is the distance of the corresponding edge from the leading peak of the detonation front. Plots of the exponential functions that are suggested to describe the detonation front speed at the inner and outer edge of the explosive charge are shown in figure 2.

Detonations in annular charges have also been investigated by a number of numerical studies. Short et al. studied steady solutions of the DSD model for a 2D annular charge...
using both numerical methods and asymptotic analysis. The results showed a multi-layer structure of the detonation and determined the dependence of angular speed and front structure on the size of the annulus and on different degrees of confinement. The analysis distinguishes between thin and thick arcs where different approximations are made for the ratio of width to inner radius. For thick arcs, the steady angular speed corresponds to the Huygens limit with correction terms which depend only on the inner confinement.

Souers et al. compared results from the Lyle and Hayes experiments against numerical simulations using the LLNL production code VHEMP with program burn and the LASL-DYNA2D hydrodynamic code with the Ignition and Growth reaction rate model. The simulations were performed with a resolution of $\Delta x = 500\mu m$ at most and show good agreement with the experimentally measured times to steady state. However, detonation speed is overestimated by VHEMP and underestimated by DYNA2D and detonation fronts have larger curvatures compared to the experimental results.

Similarly, Vágenknecht and Adamík performed three-dimensional numerical simulations of the same experiments using LS-DYNA and the beta burn model. They used a resolution of $\Delta x = 500\mu m$ and reported good agreement with the experimental detonation front curvature parameters but they also underpredicted the steady speed values compared to the experiment. Tarver and Chidester used the Ignition and Growth model and a resolution of $\Delta x = 50\mu m$ to simulate several of the aforementioned experiments on detonations in annular charges. The focus was on the steady state speeds of the detonation front for which they showed good agreement with experimental data.

The work presented here extents on the outcomes of previous studies on detonations in annular charges. It uses direct numerical simulations to present a complete description of the propagation of detonation along the annular arc. Particular focus is given to the transition phase and the identification of the effects that govern the evolution of the detonation wave during this phase.

The numerical solution is used to calculate the detonation speed along the inner and outer edge of the annular charge with respect to angular position and to time. The steady state speeds show good agreement with experimental results. However, the evolution of outer detonation speed during the transition phase deviates from the suggested exponential model. We propose a new description of the transition phase and show that it can be divided into two regimes. In the first regime, the outer detonation speed is governed by local effects at the outer boundary which lead to a dependence of detonation speed on angular position. In the second regime, effects originating from the inner boundary reach the outer edge and bring the detonation to steady state.

This work concludes with a parametric study where the inner radius and width of the annular charge are varied. This reveals the dependence of the transition phase and the steady state on the dimensions of the annular arc. We show that the reciprocal steady angular velocity has an affine relation with inner radius of the arc which was also observed by Lubyatinsky et al. The dependence of the extent of the transition phase on the dimensions of the annular charge is studied in terms of angle and time to steady state. Both increase with width, whereas larger radii lead to a decrease of the angle at which steady state is reached. In terms of time, there is opposing behavior between configurations of small and large widths. The transition duration increases with radius for large widths but decreases for smaller widths.

The system is modeled using the recently proposed diffuse-interface method of Michael and Nikiforakis. The explosive considered is LX-17 (92.5% TATB, 7.5% Kel-F) which makes the results directly comparable to the Lyle and Hayes experiments. It is modeled using two JWL equations of state and the Ignition and Growth reaction rate law. This choice was facilitated by the existence of widely used sets of parameters for the particular explosive, as well as by the availability of accessible experimental data that can be used to validate the mathematical model and implementation of the numerical methods.

The phenomenology of the Ignition and Growth model depends on the resolution of the computations. Thus, particular care was given in ensuring that the numerical simulations are adequately resolved. This is facilitated by the use of a parallel, hierarchical, block-
structured adaptive mesh refinement framework.

This article continues with the presentation of the mathematical model in section II. The governing equations as well as the equations of state and reaction rate used to represent the explosive are described. The employed numerical methods are discussed in section III and the implementation is validated in section IV. The study of annular charges is presented in section V and a summary of the outcomes and conclusions are discussed in section VI.

II. MATHEMATICAL MODEL

Numerical simulations involving explosives under confinement require a mathematical formulation that can model the physical properties of multiple materials and capture their interactions. Modeling heterogeneous explosives, such as LX-17, poses a particular challenge because their granular aggregate micro-structure is not possible to be explicitly resolved in a mesoscale numerical simulation. Instead, it is common to use a homogenized treatment which averages the fine scale features of the explosive and accounts for the heterogeneous effects by a phenomenological reaction rate law.

The mathematical model employed in this work was proposed by Michael and Niforakis and follows the approach described above. It is a hybrid formulation for interfaces between immiscible homogeneous fluids, where one of the materials is further divided into two phases following the augmented Euler approach for modeling two phase explosives. It assumes a continuum hydrodynamic representation of the materials and allows for the modeling of an explosive with distinct equations of state for the reactants and the products, and also for an additional inert material.

This formulation is particularly suitable for modeling explosives under compliant confinement because it can handle high density gradients across interfaces, without the generation of spurious oscillations in the solution. In addition, it allows for the use of most types of equations of state and can be used for both ignition and detonation propagation studies.

The mathematical model is defined by the following system of equations:

\[
\begin{align*}
\frac{\partial z}{\partial t} + \nabla \cdot (z\rho_1 \mathbf{u}) &= 0, \\
\frac{\partial (1-z)}{\partial t} + \nabla \cdot (1-z) \rho_2 \mathbf{u} &= 0, \\
\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u} + p \mathbf{I}) &= 0, \\
\frac{\partial \rho E}{\partial t} + \nabla \cdot (\rho E + p) \mathbf{u} &= 0, \\
\frac{\partial z}{\partial t} + \mathbf{u} \nabla z &= 0, \\
\frac{\partial z \rho_1 \lambda}{\partial t} + \nabla \cdot z \rho_1 \lambda \mathbf{u} &= z \rho_1 \mathcal{R}.
\end{align*}
\]

It features two continuity equations which represent the discrete conservation of mass for each material as well as conservation laws for the momentum and energy of the mixture. Quantities \( \rho_1 \) and \( \rho_2 \) correspond to the density of the explosive and the inert material respectively. Quantities \( \rho, \mathbf{u}, p \) and \( E \) are the mixture density, velocity, pressure and total specific energy defined as

\[ E = e + \frac{\| \mathbf{u} \|^2}{2}, \]

where \( e \) is the specific internal energy of the mixture.

The composition of the mixture is determined by the quantity \( z \in [0, 1] \) which represents the volume fraction of the explosive and is governed by an advection equation. Equivalently, quantity \( 1-z \) is the volume fraction of the inert material. The explosive material is further
divided into two phases, which represent the reactants and the products. We define \( \lambda \in [0, 1] \) as the mass fraction of the reactants. This is also governed by an advection equation with a source term \( \mathcal{R} \) describing the chemical reactions that turn reactants into products. However, it is combined with the continuity equation of the explosive material and put into a conservative form which represents the conservation of mass of the reactants. The equations do not include any terms for viscous friction or heat conduction as it is assumed that their effect is negligible in this case study.

The formulation allows for the interface to diffuse on a small number of computational cells over which a set of mixture rules has to be defined. These rules relate the thermodynamic variables of the mixture to those of the individual constituents. Considering mass and energy as additive quantities, the mixture variables are given by

\[
\rho = z\rho_1 + (1 - z)\rho_2, \quad (5a)
\]
\[
\rho e = z\rho_1 e_1 + (1 - z)\rho_2 e_2, \quad (5b)
\]

where quantities with subscript 1 and 2 correspond to the explosive and the inert material respectively. Subsequently, the density and the specific internal energy of the two-phase explosive are given by

\[
\frac{1}{\rho_1} = \lambda \frac{1}{\rho_a} + (1 - \lambda) \frac{1}{\rho_b}, \quad (6a)
\]
\[
\frac{e_1}{c_v} = \lambda e_a + (1 - \lambda)e_b, \quad (6b)
\]

where subscripts \( a \) and \( b \) denote quantities of the reactants and the products that comprise the explosive.

In addition to the mixture rules, the system requires closure conditions to be fully determined. Between the explosive and the inert material only one closure condition is necessary, as the density of each material is readily available from the state variables of the equations. Between the reactants and the products, two mixture rules are required as only the total explosive density is known and root finding procedures need to be followed to determine the individual reactants and products densities. Here, the closure conditions chosen are isobaric between the explosive and inert material as it has been proven to give better stability at the interfaces\(^{13} \), and isobaric and isothermal between the reactants and products as in similar studies\(^ {14-17} \). For more details on aspects of the mathematical model the reader is referred to the work by Michael and Nikiforakis\(^ {11} \).

### A. Equations of state

The definition of an equation of state (EOS) for each material is required to close the system of equations of the mathematical formulation. In this work, the LX-17 reactants and products are modelled by two distinct Jones-Wilkins-Lee (JWL) equations of state and the air is modeled as a perfect gas.

The JWL equation of state can be written in the Mie-Grüneisen form

\[
e - e_{\text{ref}}(\rho) = \frac{p - p_{\text{ref}}(\rho)}{\rho \Gamma(\rho)}, \quad (7)
\]
\[
T = \frac{e - e_{\text{ref}}(\rho)}{c_v}, \quad (8)
\]

with a constant Grüneisen coefficient \( \Gamma(\rho) = \Gamma_0 \) and the following reference curves

\[
p_{\text{ref}}(\rho) = A \exp \left( -R_1 \frac{\rho_0}{\rho} \right) + B \exp \left( -R_2 \frac{\rho_0}{\rho} \right), \quad (9)
\]
\[
e_{\text{ref}}(\rho) = \frac{A}{\rho_0 R_1} \exp \left( -R_1 \frac{\rho_0}{\rho} \right) + \frac{B}{\rho_0 R_2} \exp \left( -R_2 \frac{\rho_0}{\rho} \right) - Q, \quad (10)
\]
where $A$, $B$, $R_1$ and $R_2$ are parameters calibrated for the particular explosive.

For the explosive products, the pressure reference curve of the JWL EOS represents the isentrope through the Chapman-Jouguet (CJ) point and is fitted to experimental data, usually from cylinder tests\textsuperscript{15}. The energy reference curve is determined by integrating the pressure reference curve, since $de = -pdv$ for an isentropic process. For the reactants, the parameters are fitted to measurements of the Hugoniot locus through an initial state.

Air is modeled by the perfect gas equation of state. This can also be expressed in the Mie-Grüneisen form through the trivial reference curves

$$\rho_{\text{ref}} = 0, \quad (11)$$
$$e_{\text{ref}} = 0, \quad (12)$$

and Grüneisen coefficient $\Gamma = \gamma - 1$.

\section*{B. Reaction rate law}

The reaction rate law used in this study is Ignition and Growth (I&G)\textsuperscript{12} and plays an important role in capturing the reactive properties of the granular explosive within the homogeneous representation of the material. The heterogeneity of the explosive material is accounted for through this multi-stage, pressure-based reaction rate, which provides a phenomenological description of the effects of the micro-structure of the explosive using macroscopic material parameters.

The I&G reaction rate model is given by

$$R = R_I + R_{G1} + R_{G2}, \quad (13)$$

and the three terms are defined as,

$$R_I = I(1 - \phi)^b (\rho - 1 - \alpha)^c H(\rho/\rho_0 - 1 - \alpha) H(\phi_{IG} - \phi), \quad (14)$$
$$R_{G1} = G_1 (1 - \phi)^c \phi^d p^e H(\phi_{G1} - \phi), \quad (15)$$
$$R_{G2} = G_2 (1 - \phi)^c \phi^g p^h H(\phi - \phi_{G2}), \quad (16)$$

where $H(x)$ is the Heaviside step function, $\phi = 1 - \lambda$ is the mass fraction of the products and $\rho$ and $p$ are the density and pressure of the explosive respectively. The rest of the parameters are constants that are calibrated for each particular explosive.

The I&G model captures the complex ignition and burning processes in heterogeneous explosives by using three terms to represent the processes occurring in the initiation and propagation of detonations in a heterogeneous explosive\textsuperscript{15}. In the shock-to-detonation transition process, ignition occurs due to shock-induced heating and friction as well as hot-spot formation through cavity collapse in porous explosives. These initiation mechanisms are represented in the ignition term (14) which is activated when density increases above a threshold $\alpha$ and is used only in the initial stages of the reaction.

The remaining two terms are called growth terms and have different interpretations depending on whether the application involves initiation or propagation of detonation. In the latter case, which applies to this study, the growth terms represent the formation of the products. In particular, term (15) models the rapid formation of gas products and term (16) the slow diffusion-controlled formation of solid carbon.

The JWL and I&G parameters are selected and adjusted jointly to accurately represent a specific explosive and application. For example the parameters can be different between applications that involve either ignition or propagation of detonation, even for the same explosive.

\section*{C. Data set and non-dimensionalization}

The parameter sets found in the literature for the equation of state and reaction rate of a particular explosive can often vary. The variation is attributed to the different experiments
to which the parameters were fitted but also to the particular process that the parameter set intends to model. The parameter data set for the explosive LX-17 used in this study is taken from the work of Tarver\textsuperscript{16} and has been used in similar studies\textsuperscript{15,17}. The parameters for the JWL EOS are shown in table I and the reaction rate parameters are shown in table II. This set is suggested to be more suitable for detonation propagation rather than initiation\textsuperscript{16}.

The equation of state and reaction rate parameter sets are often given in a non-dimensional form, where particular parameters related to the application were used as reference values in the non-dimensionalization process. Following the example of Kapila et al.\textsuperscript{15} we use the CJ detonation speed of the explosive as one of the reference values. This is calculated analytically using the CJ theory\textsuperscript{19}. The reference values used for non-dimensionalization are

\begin{align}
\rho_0 &= \rho_{\text{ref}} = 1905 \text{ kg m}^{-3} \\
D_{\text{CJ}} &= u_{\text{ref}} = 7.6799 \text{ mm} \mu \text{s}^{-1} \\
&t_{\text{ref}} = 1 \mu \text{s}.
\end{align}

(17)

From the above, the reference values for the rest of the flow variables can be calculated as

\begin{align}
\rho_0 D_{\text{CJ}}^2 &= p_{\text{ref}} = 112.359 \text{ GPa} \\
D_{\text{CJ}}^2 &= e_{\text{ref}} = 58.98 \text{ mm}^2 \mu \text{s}^{-2} \\
D_{\text{CJ}} t_{\text{ref}} &= l_{\text{ref}} = 7.6799 \text{ mm}.
\end{align}

(18)
III. NUMERICAL SOLUTION

The mathematical formulation presented in the previous section constitutes a non-linear hyperbolic system with source terms. Starting from the initial conditions, the numerical solution is advanced in time through the process of operator splitting. This allows for separate solving of the homogeneous part using an appropriate hyperbolic solver and the independent use of an ODE solver to compute the effect of the source terms.

The hyperbolic part is solved using the finite volume method MUSCL-Hancock\textsuperscript{20}. It is a high-resolution, shock capturing, Godunov-type reconstruction scheme which is second order accurate in time and space. To avoid the spurious oscillations near steep gradients in the flow that would otherwise occur in high order schemes, we use the van Leer slope limiters\textsuperscript{21} on the primitive variables. The scheme requires a Riemann solver for calculating fluxes at cell interfaces for which we use HLLC\textsuperscript{22}. The non-conservative equation of the volume fraction is solved with the Godunov method for advection equations\textsuperscript{23}. The reaction rate source term, as well as geometric source terms arising from axisymmetric problems in cylindrical coordinates are solved using a 4th order Runge-Kutta method.

The model and numerical solvers are implemented within a parallel, hierarchical, block-structured adaptive mesh refinement (AMR) computational framework\textsuperscript{24} which provides increased resolution at regions of interest. This allows for the computations to be performed on a highly refined grid without a high computational expense.

A. Detonation front detection

The work in this paper focuses on the analysis of the speed of a detonation wave and therefore, it requires accurate detection of the wave front and calculation of its speed. The position of the detonation front in a simulation output can only be accurate to within one grid cell at best. In addition, the use of a shock capturing numerical method means that discontinuities are smeared over a few grid cells which introduces additional uncertainty in the position of the shock.

The algorithm used in this study for detecting shock position from the numerical solution relies on the large pressure gradients across shock waves compared to the rest of the domain. After every time-step, the normalized gradient of pressure is calculated for every cell. The position and state of cells that are above a predefined threshold

\[
\frac{\|\nabla p\|}{p} > 10, \tag{19}
\]

are output along with the simulation time. The extracted cells are then grouped into cells that are at the same distance from the center of the annulus within a range of the cell size $\Delta r$. The positions of all cells in a group are then averaged and the calculated points mark the detonation front position. The obtained data will unavoidably have an error variance of a few computational cells but the above method provides a consistent way of detecting front location which does not depend on how the discontinuity is smeared over the cells.

The values of position over time are then used to calculate the instantaneous speed of the detonation using a central differences scheme. The calculation of derivatives from experimental or simulation data greatly increases the noise levels in them. Thus, the stencil used in this scheme is chosen to be wide, using up to ten data points in each direction in order to provide a smooth representation of the detonation front speed.

IV. VALIDATION AND GRID CONVERGENCE

The mathematical model and implementation of the numerical methods are assessed through a series of test problems to ensure their validity and suitability for the considered application. These include the study of the one-dimensional steady detonation and of the
FIG. 3. The numerical solution of the one-dimensional steady detonation in LX-17. The results are plotted at constant time intervals of $t = 0.5$. The horizontal lines represent the analytically calculated values at the CJ and von Neumann points.

diameter effect in cylindrical charges. In addition, a grid convergence study is performed to establish the resolution for which the solution has sufficiently converged.

A. One-dimensional steady state detonation

We consider the numerical solution of a one-dimensional steady detonation. The structure of the detonation wave is described by the ZND detonation model. Characteristic quantities, such as the states at the von Neumann and CJ points are calculated analytically and are used to verify the implementation of the model.

The setup is one-dimensional and contains the explosive only. The initial conditions consist of a small region of high pressure, equivalent to a booster, placed at the left end of the domain and the rest of the explosive is at ambient conditions. The pressure in the booster region is set to 0.24 (27 GPa) which is close to the expected CJ pressure of the explosive. This causes the rapid expansion of the explosive in this region, which compresses and ignites the explosive ahead, leading to the quick formation of a steady detonation wave.

The numerical solution of the one-dimensional detonation wave is shown in figure 3 for a resolution of $\Delta x = 6.25 \times 10^{-3}$. The solution is presented in a series of density and pressure plots, for times after the detonation has settled to steady state. The von Neumann and CJ points of the numerical solution match the values calculated analytically.

B. Steady detonation in cylindrical charges

The two-dimensional implementation is validated using an unconfined rate stick configuration. The setup is three-dimensional axisymmetric and is solved in a two-dimensional domain with the addition of geometric source terms. Each rate stick is defined by its radius $R$ and has a length of $L \approx 10R$ which was found to be sufficient for the detonation to settle to steady state before it reaches the end of the charge. The detonation is initiated through a booster region of high pressure, similar to the case of the 1D steady detonation.

A base grid resolution of $\Delta x = 0.1$ is used, with two levels of refinement, each with a refinement factor of 4, yielding an effective resolution of $\Delta x = 6.25 \times 10^{-3}$. It was ensured that the solution has converged by performing a convergence study, as presented in section IV C for the case of annularly shaped charges.

The numerical solutions of steady state detonation in rate sticks of radius 10 mm and
20 mm are shown in figure 4. As the detonation wave propagates, the explosive products expand against the surrounding material which results in a diverging flow as evidenced by the position of the explosive-air interface. Also depicted is the reaction zone end (RZE) locus, defined as the contour $\lambda = 0.001$ and the sonic locus, defined as the curve which satisfies

$$M \equiv \frac{\|v\|}{c} = 1,$$

where $v$ is the flow velocity in the frame of the detonation and $c$ is the local speed of sound.

The sonic locus outlines the region behind the shock in which the flow is subsonic and does not influence the propagation of the detonation. In the steady detonations of figure 4, the sonic locus intersects the detonation front and not the explosive-air interface. This means that the detonation wave is completely decoupled from the surrounding material because the flow along the explosive-air interface is supersonic. This classifies the configuration as unconfined, since the surrounding material has no effect on the propagation of the detonation.

The position of the sonic locus inside the reaction zone is characteristic of the diverging flow in charges of finite radius. This results in some of the chemical energy released in the reaction zone not being supplied to the detonation front. In charges of smaller radius, the curvature of the detonation front increases and the sonic locus moves further away from the RZE which results in the DDZ covering less of the reaction zone region. This translates to even less energy being used to drive the detonation wave and gives rise to the diameter effect in which the detonation slows down as the radius of the charge decreases and eventually leads to detonation failure. The difference in the position of the sonic locus with respect to the RZE for rate sticks of different radii can be seen in figure 4.

To assess the suitability of the mathematical model in capturing the dependence of detonation speed on charge radius, we compare the numerical results of detonation speeds against experimental results. The experiments were performed at the Lawrence Livermore National Lab and used LX-17 charges confined by thin shells of either copper or PMMA, as well as bare charges. They measured the average detonation speed over the last third of the charge in which the detonation is assumed to be in steady state. The PMMA shells had thickness between 1 mm – 3.25 mm which is at most 25% of the charge radius. These configurations are considered unconfined and are used to compare against the results of the numerical simulations.
FIG. 5. Numerical and experimental steady detonation speeds over reciprocal radius for unconstrained cylindrical LX-17 charges.

The experimental and numerical detonation speeds can be seen in figure 5. The diameter effect curve obtained from the numerical solution is concave downwards which is typical of heterogeneous condensed phase explosives. The numerical detonation speeds are within the range of values of the experiment. The calculated failure radius is between 5.5 mm – 6 mm which agrees with the numerical results from Tarver and McGuire and with their reported experimental value of 6 mm. The large error margins of the experimental values do not allow for assessing the accuracy of the numerical results. However, this test establishes the ability of the model to capture the diameter effect for condensed phase high explosives.

C. Convergence study

The use of sufficient resolution for the computations is essential in capturing the phenomenology of the Ignition and Growth model. If the reaction zone is not adequately resolved, it does not exhibit the intended phenomenological description of the reaction processes in the explosive and leads to critical loss of accuracy in the solution. Bdzil et al. studied a simplified pressure-based reaction rate law and determined that predicting the detonation speed of a straight cylindrical charge within 10 m s\(^{-1}\) of the actual value requires 50 or more cells in the reaction zone.

The convergence of the numerical solution is assessed by examining the detonation speed over time for a series of simulations of increasing resolution. We use the annular charge configuration and the detonation speed is calculated along the inner and outer parts of the charge. The domain boundary conditions are set to transmissive to allow for waves to exit the domain without any effect on the flow inside. This condition is not perfectly satisfied in multi-dimensional problems and partial reflections occur which influence the flow inside the domain. Thus, we ensured that the domain boundaries are sufficiently far as to not influence the reaction zone and interfere with detonation propagation.

The initial resolution is set to \(\Delta x = 0.05\) which corresponds to 384 \(\mu\)m and is halved for every subsequent simulation. In addition, we ensure sufficient coverage of the important regions by the adaptive mesh refinement (AMR) process. This is done by comparing the
V. DETONATION PROPAGATION IN ANNULAR ARC CHARGES

Having validated the mathematical model and the numerical algorithms we now turn to the study of the propagation of detonations in annularly shaped explosive charges. The configuration is as shown in figure 1 and consists of an unconfined explosive charge of rectangular cross section with a straight and an annular section. The annular arc extends to 90° and is defined by the inner radius $R$ and width $D$. We assume that the explosive charge is sufficiently long in the direction of the axis of curvature to allow modeling the system as two-dimensional.

The explosive is ignited by the rapid expansion of a high pressure region placed at the low end of the straight charge. This leads to the quick formation of the detonation wave, which reaches steady state in the straight section and subsequently enters the annular section of the explosive charge. The detonation speed is measured along the edges of the annulus and angular position is given by angle $\theta$, also shown in figure 1.
FIG. 7. Density gradient plots of the propagation of a detonation wave in an annularly shaped explosive. The dark lines represent the interface between explosive and air as well as the detonation wave front. The shock developed in the air is shown with a lighter shade. The charge is of radius $R = 11.578$ and width $D = 3.308$, which corresponds to the Lyle experiment.

A. The Lyle and Hayes experiments

We initially study the configurations used in the Lyle and Hayes experiments, for which experimental results are available. These used unconfined LX-17 charges of different dimensions. The Lyle experiment had an annular charge of inner radius $R = 88.9$ mm and width $D = 25.4$ mm, while the Hayes configuration had $R = 63.5$ mm and $D = 38.1$ mm. The straight section was of length $L = 116$ mm, which allowed enough travel distance for the detonation to reach steady state before entering the annular section.

Figure 7 shows density gradient plots of the detonation wave propagating in the annular section of the explosive for the case of the Lyle configuration. These plots accentuate the interface between the explosive and air as well as the detonation wave front. The shock wave in air is shown with a lighter shade. The results show the development of an apex in the explosive-air interface. This is an effect of the different geometry between the straight and annular sections. A steady detonation wave exerts a constant force on the interface in the direction normal to the interface. In the straight section this keeps the interface straight, whereas in the annular section each point of the interface is pushed at different direction and the resulting interface is curved. Thus, an apex develops at the point where the charge geometry changes.

The detonation wave is initiated and propagates steadily in the straight section at a constant speed. As it enters the annular arc every part of the front has the same linear speed and hence the outer segments have lower angular velocity compared to the inner parts. Thus, the inner parts propagate faster along the arc. This results in the deformation of the shape of the front with its peak shifted towards the inner wall. Figure 8 shows the evolution of the detonation front for the configuration of the Hayes experiment. The curvature of the detonation front shape increases during the transition period until steady state is reached, in which the front moves at constant angular velocity and maintains its shape.

Figure 9 shows the numerical results for the speed of the detonation wave along the inner and outer boundaries of the annular charge against the experimental values and the exponential time-dependent model suggested by Souers et al. The inner part of the detonation moves to steady state quicker than the outer part, which has a larger transition period, consistent with the experimental results. The steady state values of the speeds are also matched well. However, the numerical results do not follow the exponential description of the transition phase. The speed at the inner edge follows a slower exponential decay than predicted by the model. At the outer edge, the detonation speed exhibits multiple stages of distinct behavior. There is a short initial period where the speed increase appears to be linear. Then the detonation exhibits increasing acceleration and eventually, the acceleration decreases until zero where the detonation has reached constant steady state speed. This behavior is notably different to the exponential model and is also within the scatter of the
FIG. 8. Evolution of the detonation front for the Hayes configuration. The fronts are shown at constant time intervals starting when the detonation enters the annular section (black) and move from dark to light color as time progresses. The curvature of the detonation front increases until it reaches steady state and maintains its shape. Radial distance is measured from the inner edge of the charge and angular distance from the leading peak of the front.

FIG. 9. Detonation speeds at the inner and outer edge of the annular charge calculated in this numerical study along with experimental results and the exponential model suggested by Souers et al. The speeds are plotted against angular position $\theta$ defined in figure 1.

B. The effect of the boundaries of the annular charge

The study of the Lyle configuration indicated that the evolution of the detonation speed deviates from the suggested exponential model. To investigate this outcome further and understand the processes involved during the transition phase, we examine the effect of each of the two boundaries of the annular charge separately.

We consider two test cases where one of the two boundaries of the two-dimensional annular charge is removed and the remaining space is filled with the explosive. This results in a semi-infinite explosive charge with a single edge, as shown in the illustrations of figure 10. The configurations also include a straight section where the detonation is initiated and left to reach steady state. In both test cases, we calculate the speed of the detonation wave along the curve defined by the outer boundary of the original arc configuration. These curves are illustrated in figure 10 and the resulting detonation speeds for each test case are shown in figure 11.

In the case of inner-only boundary, the detonation along the outer curve initially accelerates at an increasing rate. It then reaches an inflection point and the acceleration decreases until it becomes zero and the detonation travels at constant speed. The evolution of the detonation speed in this case can be divided into two regimes based on the physical processes involved. The change of geometry at the inner edge alters the detonation dynamics and its effects travel along the front at a finite speed. The first regime corresponds to the period before the effects from the inner boundary reach the outer part of the detonation front. An inflection point signals the start of the second regime where the inner boundary effects have reached the outer part and progressively move the detonation to steady state.

During the first regime, the outer part of the detonation is yet to be affected by the changes in the geometry of the explosive charge and the change in detonation speed is a result of local effects at the curve representing the outer boundary of the original configuration.
A mathematical description of the first regime can be deduced by considering that the detonation wave during this period is simply a plane wave propagating in the direction normal to the front. Assuming a constant straight section speed $U_S$, the speed measured along the curve defined by the outer boundary $W$ will follow

$$W = U_S \sec \theta,$$

where $\theta$ is the angular position along the arc. Hence, the measured speed is not the actual speed at which each part of the detonation front propagates in the explosive, but rather the rate at which the detonation front reaches the curve as it travels across it.

In the second regime, the effects from the inner boundary reach the outer part causing a change in the curvature of the detonation front and in the direction of propagation. This results in the observed decrease in the acceleration of the detonation which eventually
reaches steady state.

In the case of outer-only boundary, the speed exhibits an initial stage where it appears to increase linearly. This is followed by a stage of increasing acceleration of the detonation leading to very high speeds. The detonation front is flat and travels at the same direction as in the straight section.

We expect the propagation of the detonation wave in the outer-only case to be similar to the first regime of the inner-only boundary configuration because in both cases the front propagates at a constant velocity and measurements are taken along a 90° arc. Hence, the detonation speed will follow equation (20). This is indeed seen in the second stage, but with an offset, because of the observed linear increase in detonation speed during the initial stage.

The existence of the initial stage is attributed to the curvature of a small segment of the detonation front next to the outer boundary of the straight section. As discussed in section IVB, the front of a steady detonation in charges of finite size is curved and its curvature depends on the diameter of the charge. In the case of outer-only boundary, the explosive charge is semi-infinite and the detonation front has a small curved segment only at the edge of the charge while the rest is flat. Due to this convex curvature, the front reaches the outer boundary faster than if it were flat, resulting in the observed linear increase. The fact that this curvature is limited to a small segment of the front next to the boundary means that only a short initial stage is influenced by it.

The detonation speed along the outer boundary for the original annular configuration is also shown in figure 11. Based on the test case of inner-only boundary, we again distinguish between two regimes in which the change in detonation speed is caused by different effects. The first regime is caused by local effects at the outer boundary of the annular charge. This leads to the behavior seen in the case of outer-only boundary, where the outer detonation speed depends on angular position; it increases linearly at first and then as sec $\theta$. The second regime is induced by the effects of the inner edge. When these reach the outer edge of the annulus, the outer speed goes through an inflection point and the acceleration of the detonation decreases until it reaches constant steady state speed in a way that exactly follows the second regime of the inner-only test case. This shows that steady state is caused solely by the effects originating from the inner edge. Similar findings have been reported by the asymptotic analysis of a DSD model. In the thick arcs approximation $D/R \sim \mathcal{O}(1)$, the dependence of steady angular velocity on inner radius and degree of inner confinement is caused by a small boundary layer region along the inner arc surface. Also, the outer radius and degree of confinement do not enter in any terms that determine the steady angular velocity.

C. The effect of the dimensions of the annular charge

The dependence of detonation propagation on the dimensions of the annular charge is investigated through a parametric study in which the width and inner radius of the annulus are varied. A set of values for the radius and width are selected as multiples of the greatest common factor of the radius and width used in the Lyle and Hayes experiments. The set of values used is shown in table III.

Simulations were performed for all twenty combinations of the values above. The obtained inner and outer speeds against angular position along the annular section are presented in

| Radius  | 6.616 | 8.27  | 9.924 | 11.578 | 13.232 |
|---------|-------|-------|-------|--------|--------|
| Width   | 1.654 | 3.308 | 4.962 | 6.616  |        |

TABLE III. The values for inner radius and width used in the parametric study to study the effect of the dimensions of the annulus.
FIG. 12. Detonation speeds over angular position along the inner and outer edge of the annular arc. The plots correspond to configurations of different radii in which the width varies from small (lighter color) to large (darker color).

two sets of figures. Figure [12] arranges the results in configurations of the same radius whereas the graphs of figure [13] correspond to configurations of the same width.

We note that stable detonation was observed in all configurations. Experiments with gaseous explosives performed on similar configurations showed unsteady propagation for certain configurations. However, the minimum width employed in this study is double the failure radius of the considered explosive and any unsteady or failing detonation was not observed.

1. Steady state

We initially consider the steady state of detonation in annular arcs and investigate its dependence on the dimensions of the explosive charge. The plots of figure [12] show a clear increase of outer steady state speed \( W_S \) with width. The values are consistent with the condition of constant angular velocity given by

\[
W_S = \kappa(R, D) V_S,
\]

where \( V_S \) is inner steady state speed and \( \kappa \) is defined as the magnification coefficient which depends on the dimensions of the arc

\[
\kappa(R, D) = 1 + \frac{D}{R}.
\]

In contrast, inner steady speeds do not differ for explosive charges of different width and same radius. Despite the fact that steady detonation speed in the straight section increases with width due to the diameter effect, once the detonation reaches steady state in the annular section, the inner speed is the same for all configurations of the same radius. This
implies that the steady state angular velocity, $\omega_S$, is also independent of width since it can be expressed as

$$
\omega_S \equiv \frac{V_S}{R}.
$$

The independence of steady angular velocity on the outer radius is also seen in the asymptotic analysis of the DSD model performed by Short et al.\textsuperscript{6} for arcs where $D/R \sim O(1)$ as in this study.

The dependence of steady angular velocity on the dimensions of the annulus is seen in figure 14. Due to the independence of the angular velocity on width, configurations of the same width fall on the same point in the plot. Furthermore, we observe an affine dependence of the reciprocal angular velocity on inner radius which agrees with the results by Lubyatinsky et al.\textsuperscript{2}. We perform a linear fit on the data using the model function

$$
\omega_S^{-1} = \frac{R + \Delta_0}{D_\infty},
$$

and obtain the values

$$
D_\infty = 0.9707(11),
\Delta_0 = 0.537(12),
$$
FIG. 14. The reciprocal steady state angular velocity over inner radius for all studied configurations. These show an affine dependence of the reciprocal angular velocity on the inner radius of the annulus but no dependence on the width of the annulus.

which are characteristic of the combination of explosive and confining material considered here. Parameter $D\infty$ represents the upper limit of detonation speed at the inner edge as $R \to \infty$. Parameter $\Delta_0$ resembles the behavior of failure thickness of a straight explosive slab because it decreases with increasing impedance of the confining material as reported by Lubyatinsky et al.

Expression (24) allows for the relations between inner or outer steady state speeds and the dimensions of the annulus to be determined analytically. From figure 13 we can deduce that the inner steady state speed increases with arc radius,

$$\frac{dV_s}{dR} > 0.$$  \hfill (25)

Utilizing equation (24), we see that the above expression holds when $\Delta_0 / D\infty > 0$, which has to be satisfied to ensure positive angular velocity as $R \to 0$.

The dependence of the outer steady state speed on the annulus dimensions is also seen in the plots of figures 12 and 13. It increases with width

$$\frac{\partial W_s(R, D)}{\partial D} > 0,$$  \hfill (26)

and decreases with radius

$$\frac{\partial W_s(R, D)}{\partial R} < 0,$$  \hfill (27)

in contrast to the increase of steady inner speed (25). Combining relation (24) with the condition for constant angular velocity (21) shows that expression (27) holds when width is larger than a threshold,

$$D > \Delta_0.$$  \hfill (28)

For the explosive and confining material considered here this value is $\Delta_0 = 4.12$ mm and the condition holds for all configurations used in this study.
As expressed by (21), outer speed depends on the magnification coefficient and inner speed. These two quantities change with radius in opposite ways. The magnification coefficient decreases while the inner speed increases. Expression (28) means that when the width of the annulus is larger than a threshold, the magnification part of equation (21) is dominant and decreases more with radius than the inner speed increases, whereas the opposite applies for widths smaller than the threshold.

2. Transition phase

The transition phase is the period during which the detonation shifts from a steady state of constant linear speed in the straight section to a steady state of constant angular speed in the annular section. The inner part of the detonation front reaches steady state earlier than the outer edge of the front, which is the last segment to reach steady state speed and determines the extent of the transition phase.

The dimensions of the annulus influence the inner and outer speeds of the detonation front during the transition phase in different ways. Figure 12 indicates that configurations of different inner radius have qualitatively similar evolution of speeds whereas figure 13 shows distinct acceleration profiles of the outer detonation front for configurations of different width. In particular, configurations of larger widths demonstrate more pronounced local effects at the outer boundary and more extensive transition phases. The inner radius of the annulus only influences the last stage of the transition phase and leads to reaching steady state at smaller angles with increasing radius.

The extent of the transition phase is a function of the acceleration profile during the transition phase and of the difference between the steady speeds in the annular and straight section. Thus, its dependence on the dimensions of the annulus can be deduced from knowing the respective dependence of these two quantities. The dependence of steady speeds on the dimensions of the annulus is well understood and is presented in section V.C.1 but the acceleration of the outer front is only known qualitatively, as discussed in section V.B and no exact function that describes the whole process is known.

We consider the extent of the transition phase in terms of angle and time. We define the equilibration angle and time as the points at which steady state is reached and thus they mark the transition phase extent. Angle is measured as shown in figure 1 and time is set to zero when the detonation wave enters the annular region. The criterion used to determine when steady state is reached is

\[ W \geq 0.99 W_s, \]

where \( W \) is the speed at the outer edge. The value of steady outer speed \( W_s \), is defined in equation (21) and requires knowledge of the inner steady state speed \( V_s \). This value is obtained from the numerical solution by averaging the speed values measured at the inner edge well after it has reached steady state.

Figure 15 presents equilibration angles and times for the studied configurations. The results indicate that both the equilibration angle and time increase with the width of the explosive annulus. Charges of larger width require more time for the effects of the inner edge to reach the outer parts which results in a more extensive transition phase in terms of both angle and time. In addition, the first regime is also more extensive and the distinctive \( \sec \theta \) evolution is more prominent. In contrast, configurations of small width have a less extensive first regime and transition phase in general. In fact, for the configurations of the smallest width considered (figure 13b), steady state is reached early enough that the local effects of the outer edge do not develop significantly and the transition to steady state can be described solely by a bounded growth function.

The influence of the inner radius on the transition phase is more complex. Equilibration angle decreases with radius for all configurations but in the case of equilibration time we see opposing behavior between configurations of different width. The exponential time dependent model predicts that the transition phase duration increases with steady outer
FIG. 15. Equilibration angle and time for annular arcs of different inner radius and width. Time is zero when the detonation enters the annular arc. Configurations of different width are represented as seen in the legend of figure 14.

speed. If this was a valid description of the transition phase and using expression (27), the transition phase duration should decrease with inner radius. Instead, the equilibration time increases with radius, with the exception of small widths.

The increase of the transition duration despite the reduction of steady speed indicates that the acceleration of the wave front decreases with inner radius. As seen in section VI B, the outer speed during the first regime of the transition phase depends on angular position which translates to a dependence on the dimensions of the annulus since,

\[ \frac{dW(\theta)}{dt} = \frac{dW(\theta)}{d\theta} \frac{d\theta}{dt} = \frac{dW(\theta)}{d\theta} \frac{W}{R + D} \] (29)

The acceleration is inversely proportional to the inner radius of the annulus and hence, large radii have slower acceleration which results in reaching steady state at later times but not at larger angles. This can also be seen in figure 16, which shows detonation speeds over time during the propagation of detonation in the annular section.

The discrepancy between equilibration angles and times is a result of the local effects at the outer boundary. Thus, it is observed in configurations of sufficiently large width, where the effects of the outer edge are pronounced. If outer speed followed the suggested time-dependent exponential function during the transition phase, the transition phase duration would decrease with inner radius. This is indeed seen in small width configurations in which the local effects at the outer boundary are not developed and for which both equilibrium angle and time decrease with radius.

VI. CONCLUSIONS

This study is concerned with detonation propagation in condensed phase explosive charges consisting of a straight and an annular section. When a steady detonation in a straight charge enters the annular section, it goes through a transition phase and eventually reaches a new steady state of constant angular velocity. The characteristic features of both phases of detonation propagation in annular charges are identified and examined, as well as their dependence on the dimensions of the annular arc.

A diffuse-interface formulation is employed for the calculations herein, which allows the modeling of a two-phase explosive with distinct equations of state for the reactant and...
The computations in this study were performed within a parallel adaptive mesh refinement framework which allows the use of high resolution with small computational cost. Convergence studies were performed for all configurations studied to ensure that the solution is independent of the grid resolution.

The mathematical model and numerical methods were validated through several tests. These included the study of steady detonation in one-dimensional and cylindrical charges. The structure of the steady detonation obtained from the numerical solution was consistent with theory and was compared against analytic solutions in the one-dimensional case. In addition, a study of detonation speed over radius in cylindrical charges was performed. This showed good agreement with experimental values and demonstrated the capability of the model to capture the diameter effect curve of the explosive.

The study of annular charges follows the configurations used in the Lyle and Hayes experiments. The steady state detonation speeds show good agreement with the experimental values but the transition phase deviates from the suggested exponential model. The numerical solution of the transition phase indicates that the outer speed increases linearly at the beginning, then at an increasing rate and in the final stage the acceleration decreases.
to zero and the detonation reaches steady state.

The effects that govern the evolution of detonation speed during the transition phase are investigated through configurations with only one of the boundaries that make up the annular arc. These indicate that steady state is induced by effects originating from the inner edge and travel along the front at a finite speed. Thus, the transition phase of the outer speed can be divided into two regimes. In the first regime, the effects of the inner edge have not yet reached the outer part of the detonation and the outer speed is governed by local effects at the outer edge. These lead to a dependence of the detonation speed on the angular position along the arc. The second regime begins when the effects from the inner edge reach the outer part of the detonation. These change the curvature of the detonation front and lead the detonation speed towards the steady state value in a bounded growth manner.

The dependence of detonation propagation on the dimensions of the annular charge was investigated through a parametric study. We varied the inner radius and width of the charge and obtained the corresponding detonation speeds along the annulus. Results show that steady angular velocity depends only on the inner radius. In particular we observed an affine dependence of steady state angular velocity on the inner radius which has also been reported by Lubyatinsky et al.\textsuperscript{2}. The width of the annulus does not influence the steady angular velocity but it affects the outer steady speed which increases with width due to the condition of constant angular velocity.

The dimensions of the annulus influence the transition phase as well. The width of the charge determines the extent of the first regime of the transition phase with larger widths leading to more pronounced local effects at the outer boundary. The inner radius influences only the second regime of the transition phase. Increasing radius brings the shape of the charge closer to a straight charge and results in less difference between inner and outer steady detonation speeds, as well as reduced angles at which steady state is reached.

The extent of the transition phase was studied in terms of the angle and time at which steady state is reached. Both equilibration time and angle increase with width for configurations of the same inner radius. For annuli of the same width, increasing inner radius leads to a decrease in equilibration angle. However, the equilibration time shows different behavior depending on the width of the configuration. It increases with radius for large widths and decreases for the configuration of the smallest width.

This discrepancy is attributed to the first regime of the transition phase. The dependence of detonation outer speed on angular position during this regime leads to an inversely proportional relation between the acceleration of the outer part of the detonation and the inner radius of the annulus. This results in longer transition duration as the inner radius is increased in contrast to the decrease in equilibration angle. In the configurations of the smallest width, the equilibration time decreases with inner radius because the first regime is small and does not develop sufficiently to influence the transition duration.
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