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Abstract

This paper demonstrates a novel method for separately estimating aleatoric risk and epistemic uncertainty in deep reinforcement learning. Aleatoric risk, which arises from inherently stochastic environments or agents, must be accounted for in the design of risk-sensitive algorithms. Epistemic uncertainty, which stems from limited data, is important both for risk-sensitivity and to efficiently explore an environment. We first present a Bayesian framework for learning the return distribution in reinforcement learning, which provides theoretical foundations for quantifying both types of uncertainty. Based on this framework, we show that the disagreement between only two neural networks is sufficient to produce a low-variance estimate of the epistemic uncertainty on the return distribution, thus providing a simple and computationally cheap uncertainty metric. We demonstrate experiments that illustrate our method and some applications.

1 Introduction

Reinforcement learning algorithms [1] are faced with two types of uncertainty: aleatoric uncertainty and epistemic uncertainty. Aleatoric uncertainty, also known as aleatoric risk [2], is uncertainty that stems from inherent randomness of the environment or of an agent’s actions, but which may be characterized. For example, given an unbiased coin, we may not know what the outcome of the next flip will be, but we may be able to assign a probability to each outcome. Epistemic uncertainty, or parametric uncertainty, is uncertainty stemming from imperfect knowledge of the environment, which may be decreased with more information. For instance, if we are given a biased coin that either always yields heads or always yields tails, the uncertainty on the outcome of the first coin flip is epistemic. However, the uncertainty vanishes after observing the outcome of the first flip.

Distinguishing between both types of uncertainties is important in reinforcement learning [3]. With the epistemic uncertainty, exploring a new environment can be done more efficiently, since actions can be taken to identify and better explore poorly known states. However, aleatoric risk can be irrelevant for exploration. Conversely, when designing risk-aware policies, the aleatoric risk can be more informative than the epistemic uncertainty, since a full description of the environmental uncertainty can allow planning for all possible outcomes. Conflating both types of uncertainty can lead to inadequate exploration or risk-awareness.

We propose a neural network method for separately estimating aleatoric risk and epistemic uncertainty in reinforcement learning, in both stochastic and deterministic environments. We use the well established distributional reinforcement learning framework, which aims to learn the entire return distribution instead of only its expected value [4], to describe the aleatoric risk. Our main contributions are to show that 1) distributional reinforcement learning can be framed as a Bayesian inference framework.
problem, which allows us to introduce the notion of epistemic uncertainty in this setting, 2) the
disagreement between an ensemble consisting of only two estimators of the return distribution
provides a low-variance estimate of the epistemic uncertainty, and 3) this uncertainty metric can
successfully be used in complex reinforcement learning domains to achieve better exploration and
design uncertainty-aware agents. Our work allows both types of uncertainty to be estimated in a
theoretically grounded and computationally cheap way.

This paper is structured as follows. In sections 2 and 3, we provide an introduction to uncertainty
estimation and learning the return distribution in reinforcement learning. Section 4 presents our
Bayesian framework for distributional reinforcement learning, and shows how epistemic uncertainties
can be estimated in this framework. Section 5 then experimentally illustrates our method and some of
its applications.

2 Background and related work

There has been increasing interest in developing practical methods for uncertainty estimation in rein-
fforcement learning, with prior work mostly focusing either on aleatoric risk or epistemic uncertainty.
For the estimation of epistemic uncertainty in complex environments, several methods have been
proposed. Pseudo-counts [5, 6] that approximate the number of visits of states or state-action pairs
by an agent can be interpreted as an uncertainty measure. Bayesian inference techniques over the
parameters that define the value function have been demonstrated [7, 9]. The disagreement between
the predictions of an ensemble of neural networks has also been proposed as a way of estimating
uncertainty [10–16]. Dropout in neural networks has also been used [17, 3]. Our work builds on
epistemic uncertainty estimation using dropout [17] and anchored neural networks [13] and proposes
an expansion to the distributional setting, thus allowing us to consider both aleatoric and epistemic
uncertainty in a single framework.

Prior work on aleatoric risk in reinforcement learning has focused on the stochastic nature of the
returns, which can be caused either by randomness inherent to the environment or randomness in
the agent’s actions. Several approaches have been developed to estimate higher-order terms of the
return distribution [18–20]. More recently, distributional reinforcement learning algorithms have
been developed that aim to learn the entire distribution of the returns [21, 4]. Our work builds on this
distributional approach by proposing a method for estimating epistemic uncertainty as well in this
setting.

Accounting for both aleatoric risk and epistemic uncertainty has been used in model-based rein-
fforcement learning to mitigate model bias [22, 24]. However, uncertainties on the model cannot
straightforwardly be used to estimate the agent’s own uncertainty about its actions in a real environ-
ment. Both types of uncertainty on the agent were accounted for in model-free reinforcement learning
in [3], and more recently in [25]. In [3], the return distribution is used in a deterministic environment
to simultaneously propagate both types of uncertainty, but they cannot be separately estimated. In
[25], separate estimates of both types of uncertainty are used to drive better exploration with
information-directed sampling. Uncertainty estimates are provided by both an ensemble to estimate
epistemic uncertainty and another network to estimate the return distribution; this is significantly
more computationally expensive than our proposed method.

3 Preliminaries

3.1 Reinforcement learning with the return distribution

We frame the reinforcement learning problem as follows. We consider a discounted Markov Decision
Process (MDP) defined by \((\chi, A, R, P, \gamma)\), in which \(\chi\) and \(A\) represent the state and action spaces, \(R\)
is the distribution of rewards associated with performing actions given the states, \(P\) is the probability
of transitioning between states given the actions, and \(\gamma\) is the reward discount factor. At each time
step \(t\), an agent observes state \(s_t\), performs an action \(a_t\) chosen according to a policy \(\pi\) that maps
states to actions, and receives reward \(R(s_t, a_t)\) and a new state observation \(s_{t+1}\). The agent’s objective
is to find a policy that maximizes the expected discounted return \(\mathbb{E}[\sum_{t=0}^{\infty} \gamma^t R(s_t, a_t)]\).
The distribution of rewards $Z^\pi(s, a)$ associated with taking action $a$ in state $s$ and then following a policy $\pi$ can be learned using dynamic programming with the Bellman operator $T$ \cite{bellman1957marksman}

$$T Z^\pi(s, a) \overset{D}{=} R(s_t, a_t) + \gamma Z^\pi(s', a')$$

where $\overset{D}{=}$ denotes that both distributions have equal probability laws, $s'$ is distributed according to $P(\cdot, s, a)$, and $a'$ is chosen according to $\pi$. A Bellman optimality operator for the return distribution can also be defined as

$$T Z(s, a) \overset{D}{=} R(s_t, a_t) + \gamma Z(s', a'), \quad \text{where} \quad a' \sim \operatorname{argmax}_{a'} \mathbb{E}[Z(s', a')]$$

where $s'$ is distributed according to $P(\cdot, s, a)$. The Bellman optimality operator can be used to learn an optimal policy over an MDP, which then consists of always picking the action with the highest expected return.

Distributional reinforcement learning has several advantages compared to related reinforcement learning methods such as \cite{10.5555/2533307.2533885} that aim to learn only the expectation value of the returns. By learning the return distribution, distributional reinforcement learning can be used to account for risk \cite{21, 27, 28}. Moreover, learning the return distribution instead of only its expectation value has been shown to lead on its own to improved performance on reinforcement learning benchmarks \cite{4, 29}, and can lead to greater robustness to hyperparameter choices \cite{30}.

Distributional reinforcement learning algorithms can parameterize the return distribution in different ways. \cite{4} use a categorical parameterization using a fixed number of atoms, which requires knowing the support of the return distribution in advance. \cite{29} propose using a quantile parameterization using a fixed number of quantiles.

### 3.2 Quantile distributional reinforcement learning

Of particular relevance to our work is the quantile parameterization of \cite{29}. In this framework, a probability distribution $Z(s, a)$ is parameterized by $N$ quantiles, and for each quantile $\tau_i = i/(N+1)$ of $Z(s, a)$ we aim to learn the corresponding quantile value $q_i(s, a)$. We denote as $q$ the vector of these quantile estimates. Learning the quantile values proceeds by minimizing the quantile regression loss \cite{31},

$$\mathcal{L}(q) = \mathbb{E}_{z \sim Z(s, a)} \sum_{i=1}^{N} \rho_{\tau_i}(z - q_i(s, a)), \quad \text{where} \quad \rho_{\tau_i}(u) = u \times (\tau_i - 1_{u<0})$$

Intuitively, this loss penalizes overestimations with weight $1 - \tau$ and underestimations with weight $\tau$. This loss can be minimized stochastically for each new value $z$ sampled from $Z(s, a)$.

For temporal difference learning, $Z(s, a)$ is replaced with the Bellman target $R(s, a) + \gamma Z(s', a')$ as per equation \cite{1} for the evaluation setting, or equation \cite{2} for the control setting. The loss is thus

$$\mathcal{L}_{TD}(q) = \mathbb{E}_{R(s, a)} \left[ \sum_{i=1}^{N} \sum_{j=1}^{N} \rho_{\tau_i}^c(\delta_{i,j}) \right], \quad \text{where} \quad \rho_{\tau_i}^c(\delta_{i,j}) = \delta_{i,j} \times (\tau - 1_{\delta_{i,j}<0})$$

which minimizes the average temporal difference error $\delta_{i,j}$ between all pairs of quantiles. In \cite{29}, quantile regression DQN (QR-DQN) reinforcement learning algorithms use both the strict quantile loss of equation \cite{4} and a modified quantile Huber loss that is smooth at 0. In the following, we focus on the strict quantile loss since the quantile Huber loss produces biased quantile estimates.

### 4 Epistemic uncertainty and the return distribution

Here, we present a practical and theoretically grounded method for estimating the epistemic uncertainty in the distributional setting, thus allowing us to separately quantify aleatoric and epistemic uncertainty. We choose to use a quantile parameterization of the return distribution based on \cite{29}, since such a parameterization does not assume a specific support for the returns and has empirically been shown to outperform a categorical parameterization on several benchmarks.
4.1 Bayesian inference for the return distribution

We first formulate learning the return distribution as a Bayesian inference problem. We use a likelihood that is based on the asymmetric Laplace distribution \[^3\]. This formulation is justified even when the actual distribution of the data is different from that assumed by this choice of likelihood \[^33\]. Specifically, a random variable \(x\) is said to follow an asymmetric Laplace distribution if its probability density function is

\[
f_p(x) = p(1 - p) \exp(-\rho_p(x))
\]

where \(0 < p < 1\) and \(\rho_p\) is the same as in equation\[^3\]. For each quantile estimate \(q_i\), we use \(\tau_i\) as the corresponding likelihood. With data \(D\) consisting of \(K\) samples \((z_1, ..., z_k)\) drawn from distribution \(Z(s, a)\) and \(N\) quantiles, the likelihood is then

\[
P(D|q) = C \exp \left( -\frac{1}{K} \sum_{j=1}^{K} \sum_{i=1}^{N} \rho_{\tau_i}(z_j - q_i(s, a)) \right), \quad \text{where} \quad C = \prod_{i=1}^{N} \tau_i (1 - \tau_i)
\]

We note that this expression for the likelihood assumes that the quantile estimates are independent. Specifically, we do not enforce the condition that the estimates be in a specific order, so that the resulting distributions may be ill-defined. In practice, as more data is collected, likely quantile estimates converge towards a well-defined distribution.

If we replace the expectation over the distribution in the expression for the quantile loss in equation\[^3\] by the average over the observed samples, we then have

\[
P(D|q) = C \exp (-\mathcal{L}(q))
\]

The loss \(\mathcal{L}(q)\) can now be interpreted as the negative log-likelihood of the data given the quantile estimates. Minimizing the quantile loss is thus equivalent to finding maximum likelihood estimates of the quantiles.

Estimating uncertainties in the Bayesian setting involves defining a suitable prior \(P(q)\) over the quantiles. The posterior distribution over the quantiles, from which the notion of uncertainty is derived, will then be proportional to \(P(D|q)P(q)\). In practice, the quantile estimates are parameterized by a set of parameters \(\theta\), such as neural network weights and biases, that are optimized during the learning process. A common choice for prior distributions over these parameters is a normal distribution centered at the origin. With a normal prior with standard deviation \(\sigma_\theta\), and assuming a scale parameter \(\sigma_q\) relating the magnitude of the quantiles to that of the parameters, the posterior distribution is

\[
P(q|\theta|D) \propto \exp (-\mathcal{L}(q) - \sigma^2 ||\theta||^2)
\]

where \(\sigma = \sigma_q/\sigma_\theta\). Minimizing the regularized quantile loss,

\[
\mathcal{L}_{reg}(q(\theta)) = \mathcal{L}(q(\theta)) + \sigma^2 ||\theta||^2
\]

is now equivalent to finding maximum a posteriori (MAP) estimates of the parameters \(\theta\) given the observed data \[^34\]. The use of this framework allows us to frame learning the return distribution as a Bayesian inference problem, thus giving us the tools to separately quantify aleatoric risk and epistemic uncertainty. Specifically, the variance of the return distribution quantifies the aleatoric uncertainty, and the variance of the Bayesian posterior distribution can be used to estimate the epistemic uncertainty.

4.2 Bayesian ensembles of return distributions

When using non-linear function approximators such as neural networks, the posterior distribution is difficult to estimate. Variational approaches can be used to approximate the posterior \[^35\][^36\], but require tracking uncertainties for all parameters.

Instead, we consider two methods for drawing samples from this posterior. First, dropout \[^17\] used during both training and inference can be used to sample from an approximate posterior distribution. Second, \[^13\] have recently proposed an "anchored neural networks’ scheme, in which each network in an ensemble is regularized around coordinates randomly drawn from the prior. Then, with some assumptions, when the networks are trained on the same data the parameter values towards which
they converge are drawn from the posterior distribution. Specifically, for each network \( i \) we draw coordinates \( \theta_i \) by sampling from the prior distribution, and train the network to minimize

\[
    L_{\text{anchored,reg}}(q) = L(q) + \sigma^2||\theta - \theta_i||^2
\]

(10)

Using either sampling method, we can obtain useful epistemic uncertainty estimates. First, for any given quantile we can obtain an ensemble of estimates drawn from the posterior distribution of that quantile. This ensemble can then be used to estimate the uncertainty on that quantile, using the variance of the ensemble for example, or other parameters of interest. The per-quantile uncertainty is helpful for identifying which parts of an estimated distribution are uncertain (see appendix). Second, since the quantile loss is separable, the posterior distribution for each quantile depends only on the data and the prior and not on the other quantiles. The uncertainties on each quantile are thus independent of each other, and therefore can be aggregated to produce low-variance uncertainty measures for some statistical properties of the data. We expand on this property in the following.

4.3 A two network ensemble is sufficient

The use of large ensembles of neural networks is cumbersome in practice; we show that using our framework an ensemble of only two networks is sufficient to estimate the epistemic uncertainty on the mean of the distribution. This is one of the main results of our work, and implies that the epistemic uncertainty can be cheaply estimated in the distributional setting. Informally, this result can be understood as arising from the fact that the disagreement between the two networks provides \( N \) independent error measures (one for each quantile). Although the error for each quantile is noisy, the average error provides a low variance uncertainty measure for the mean of the distribution. We formalize this intuition in the following.

Given an estimator \( q = (q_1...q_N) \) of the \( N \) quantiles, we approximate the mean of the return distribution using estimator \( \mu_Z \),

\[
    \mu_Z = \frac{1}{N} \sum_i q_i
\]

(11)

It can easily be shown that if the first and second order moments of the estimators \( q_i \) are bounded for all \( i \) and \( N \), then the mean of the quantile estimates indeed converges to the mean of the distribution. Since for each quantile the posterior distribution is estimated using the same data, we approximate the epistemic uncertainty of the mean of the return distribution using the following upper bound, which we denote \( \sigma^2_Z \),

\[
    \sigma^2_Z = \frac{1}{N} \sum_i \text{var}(q_i)
\]

(12)

\( \sigma^2_Z \) being an upper bound on the true variance of \( \mu_Z \), this expression allows for some margin of error in the estimate of the uncertainty.

Since we don’t have direct access to the posterior distribution, we propose to use the difference between two networks A and B to obtain an estimate \( \sigma_{Z,N} \) of \( \sigma_Z \).

\[
    \sigma_{Z,N} = \left[ \frac{1}{2N} \sum_i (q_i^{(A)} - q_i^{(B)})^2 \right]^\frac{1}{2}
\]

(13)

where \( q_i^{(A)} \) and \( q_i^{(B)} \) are the estimates of the value of quantile \( i \) produced by networks A and B. We make use of the fact that the uncertainties on the quantiles are independent to show that, with increasing \( N \), \( \sigma_{Z,N} \) is with some reasonable assumptions a good estimate of \( \sigma_Z \).

**Proposition 1:** We assume that the expectation value of \( q_i \), the variance of \( q_i \) and the variance of \( q_i^2 \) are all bounded for all \( i \) and large enough \( N \). Then \( \lim_{N \to \infty} \sigma_{Z,N} - \sigma_Z = 0 \).

**Proof:** See appendix

We consider an illustrative example in which an analytic expression for the variance on \( \sigma_{Z,N} \) is available. We assume that the posterior distribution of the quantile estimates is given by a homoskedastic normal distribution with standard deviation \( \sigma \). For each \( i \) both \( q_i^{(A)} \) and \( q_i^{(B)} \) are now
normally distributed with standard deviation \( \sigma \) and the same mean. Their difference is thus normally distributed with standard deviation \( \sqrt{2}\sigma \) and mean 0, so that \( \frac{\sigma_{\hat{Z},N}}{\sigma} \) follows a Chi-squared distribution with \( N \) degrees of freedom. The relative error between \( \sigma_{\hat{Z},N} \) and \( \sigma_Z \) thus decreases with increasing \( N \). For example with \( N = 32 \) and \( N = 200 \), as was used in the QRTD and QR-DQN algorithms demonstrated by [29], \( \sigma_{\hat{Z},N} \) is with 95% confidence within 21% and 8%, respectively, of \( \sigma_Z \).

### 4.4 Distributional Q-learning with uncertainty

Until now, we have been mainly concerned with learning the return distribution given an ensemble of samples of this distribution. Here, we discuss how our uncertainty estimate can be adapted to temporal difference learning of the return distribution. First, we replace the empirical return distribution with the Bellman target \( \{ T \hat{Z}(s,a) \} \) defined in equation 1 for the estimation setting, and in equation 2 for the control setting. By interpreting each quantile value of the target distribution as a sample drawn from the target distribution, we can now write the likelihood associated with the quantile estimates,

\[
P(D|q) = C \exp \left( -L_{TD}(q) \right)
\]

where \( D \) now refers to the targets, \( L_{TD} \) is as defined in equation 4, and we use \( \kappa = 0 \) (corresponding to a strict quantile loss). The framework developed in the previous sections can thus be adapted to temporal difference learning. One further modification is required to adapt our uncertainty metric to temporal difference learning. Our theoretical framework requires that both networks be trained on the same target distributions. Since we now have access to two estimates of the return distribution, we propose to use their averages as the common target distribution for both networks.

### 5 Experiments

We perform several experiments. We first empirically verify that our uncertainty estimates perform as expected on the simple problem of learning a static distribution, and compare them to alternative metrics using a stochastic contextual bandit problem. We then illustrate applications of these estimates in two reinforcement learning environments: Cartpole and the Atari suite. The code to reproduce these experiments is available at [https://github.com/uncharted-technologies/risk-and-uncertainty](https://github.com/uncharted-technologies/risk-and-uncertainty).

#### 5.1 Variance and number of quantiles

Figure 1: Left: Comparison of our epistemic uncertainty measure to that given by an ensemble. Blue: uncertainty given by the empirical standard deviation of an ensemble of 20 anchored networks. Red: our uncertainty metric, calculated for all pairs of networks in the ensemble. The uncertainty estimates given by our method converge to that measured by the ensemble as the number of quantiles increases. Right: Regret accumulated by different agents on a contextual bandit problem: an \( \epsilon \)-greedy agent (red), and two agents that select actions with Thompson sampling and different epistemic uncertainty metrics. Yellow: our metric with two anchored networks, Purple: Bayes by Backprop [36].

First, we empirically verify that two networks are sufficient to provide a low variance estimate of the epistemic uncertainty, and that low variance can be achieved with a reasonable number of quantiles. We train 20 anchored neural networks on a fixed set of samples from a standard normal distribution for different numbers of quantiles. We then use this ensemble to measure epistemic uncertainty...
in two different ways. The first uncertainty measure is the ensemble uncertainty, corresponding to the average standard deviation of the quantile estimates over the ensemble. The second uncertainty measure is ours using two networks, which we calculate for all 190 pairs in this ensemble. Our results are shown in Fig. 1. We see that both uncertainty measures give the same result on average. Our uncertainty metric is noisier, but as the number of quantiles increases the noise decreases.

5.2 Experimental comparison of epistemic uncertainty measures

Next, we use a stochastic contextual bandit problem to compare our epistemic uncertainty measure to other uncertainty measures in neural networks. We use a contextual bandit problem used for example in [37,36], in which at each step an agent is shown a mushroom, characterized by a set of features, and must decide to eat it or not. The agent is penalized for eating a toxic mushroom and rewarded for eating an edible mushroom, and must learn to distinguish good from bad mushrooms from its features. We make this problem stochastic by drawing the rewards for eating mushrooms from normal probability distributions centered around 1 (for a good mushroom) and -3 (for a bad mushroom). Figure 1 shows the performance achieved by several agents. Two agents use two different epistemic uncertainty measures, yielded by our method and by Bayes-by-Backprop [36], and pick actions via Thompson sampling (see appendix). One baseline agent uses an $\epsilon$-greedy policy. We see that the agent that uses our uncertainty metric performs as well as the agent using Bayes-by-Backprop, which shows that both methods produce similar uncertainty estimates. However, the agent that uses our method also successfully learns the stochastic rewards associated with eating the mushrooms.

5.3 Applications in reinforcement learning

5.3.1 Better generalization through exploration

![Figure 2: Experimental results for Cartpole. Blue: agent using an $\epsilon$-greedy policy. Yellow: agent using Thompson sampling with our epistemic uncertainty measure. Left: training curves. Right: score achieved as a function of starting position on the generalization task. The agent that uses our uncertainty metric spends more time exploring, thus learning more slowly but generalizing better.](image)

We first show that our epistemic uncertainty estimate allows us to design agents that efficiently explore their environment, allowing them to better generalize to a wide variety of initial conditions different from what they were trained on. We use the OpenAI Gym domain Cartpole [38], in which the agents must keep a pole upright as long as possible on a cart that the agent can either move left or right. The episode terminates either after 200 time steps, if the cart leaves the track, or if the pole falls over. We measure generalization ability by training agents on the standard Cartpole domain in which the cart is initialized as the center of the track, and test them on modified domains in which the cart is initialized at different locations along the track.

In Fig 2 we compare the performance of two variants of distributional QR-DQN agents on this generalization task. The first agent uses an $\epsilon$-greedy policy, and the second agent uses Thompson sampling with our epistemic uncertainty measure. We see that the agent that explores using our uncertainty metric learns slower but achieves significantly improved generalization abilities. This result is consistent with our agent spending more time exploring its environment compared to the
ε-greedy agent; whereas the ε-greedy agent quickly finds and exploits one successful policy, thus incompletely exploring the MDP, the second agent discovers a larger variety of states and policies that help it generalize to different starting conditions. We note that this link between enhanced exploration and generalization has been observed before for example in [39, 40].

5.3.2 Tracking the epistemic uncertainty in distributional RL

Finally, we show that our uncertainty metric can be used in more complex environments such as the Atari game Breakout [41] to keep track of the epistemic uncertainty in a distributional agent over the course of an episode. For this experiment, we train an agent with the QR-DQN algorithm as in [29] with an ε-greedy exploration policy, except that we use a network architecture that allows us to implement the anchored network scheme to measure the epistemic uncertainty (see appendix). Since the trained agent consistently achieves very high scores, we study the agent’s epistemic uncertainty over an episode in which it follows a 5% ε-greedy policy, which forces it to sometimes make mistakes.

The trained agent’s epistemic uncertainty over the course of an episode is shown in Fig. 3. The uncertainty behaves in the way we would expect it to; in addition to the specific spikes in uncertainty pointed out in the figure that we can easily interpret, we also observe that the agent’s uncertainty generally increases during an episode. This is because the agent encounters a wider variety of possible states at the end of an episode than at its start. Monitoring an agent’s uncertainty in this way in complex domains would be valuable for real-life reinforcement learning agents, for example to detect and prevent potential accidents.

6 Conclusion

Estimating both aleatoric and epistemic uncertainty is crucial for building real-world learning strategies that can both explore efficiently and account for risk in their actions. We propose a method for estimating both types of uncertainty in reinforcement learning. Our method uses the distributional approach to estimate aleatoric risk, and a Bayesian framework to estimate epistemic uncertainty. Consisting of the disagreement between an ensemble of only two networks, our epistemic uncertainty
metric is practical and computationally cheap. Our experimental results in the Cartpole and Atari domains illustrate applications of our method.
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A Thompson sampling using our epistemic uncertainty metric

Here we provide our method for selecting an action with Thompson sampling using our epistemic uncertainty estimate, which we use for both our bandit experiment and our experiment on Cartpole. Thompson sampling in these contexts should be used with the epistemic uncertainty and not the aleatoric uncertainty; our method allows us to separate both contributions. Since we do not have access to the exact shape of the epistemic posterior distribution for the mean of the returns, we approximate it with a normal distribution.

Algorithm 1 Action selection with Thompson sampling and our epistemic uncertainty estimate

Input: A set of possible actions $\mathcal{A}$ and a method for drawing samples from the posterior distribution of the quantiles (such as dropout or anchored networks).

for $a$ in $\mathcal{A}$ do
  Obtain two sets of quantile estimates $q^{(A)}_a$ and $q^{(B)}_a$
  Calculate uncertainty $\sigma_{Z,N,a}$ using equation 14 from the main text
  Calculate mean of quantiles $\mu_{Z,a}$
  Draw a sample $\hat{Q}_a$ from $\mathcal{N}(\mu_{Z,a}, \sigma_{Z,N,a}^2)$
end for

Output: $\arg\max_a [\hat{Q}_a]$

B Proof of Proposition 1

Let $\mu_i$ and $\sigma_i$ be the mean and standard deviation for quantile $q_i$ according to the posterior distribution. Since both $q^{(A)}_i$ and $q^{(B)}_i$ are random variables drawn according to the posterior distribution for $q_i$, we can write $(q^{(A)}_i - q^{(B)}_i)^2/2 = \sigma_i^2 + \epsilon_i$, where $\epsilon_i$ is a random variable with mean 0. We thus have that:

$$\sigma_{Z,N}^2 - \sigma_Z^2 = \frac{1}{N} \sum_{i=1}^{N} \epsilon_i$$  \hspace{1cm} (15)

Moreover, the $\epsilon_i$ satisfy:

$$\text{var}(\epsilon_i) \leq \frac{1}{4} \left( \text{var}(q^{(A)}_i)^2 + \text{var}(q^{(B)}_i)^2 + 2\text{var}(q^{(A)}_i q^{(B)}_i) \right)$$

$$\leq \frac{1}{4} \left( 2\text{var}(q_i^2) + 2\sigma_i^4 + 4\mu_i^2 \sigma_i^2 \right)$$  \hspace{1cm} (16)

With our assumption that $\mu_i$, $\sigma_i$, and the variance of $q_i^2$ are bounded for all $i$ and large enough $N$, the variance of $\epsilon_i$ is also bounded by some constant $C$ for large enough $N$. Since the estimates of $q^{(A)}_i$ and $q^{(B)}_i$ are independent, the $\epsilon_i$ are independent random variables, so that:

$$\text{var}(\sigma_{Z,N}^2 - \sigma_Z^2) = \frac{1}{N^2} \sum_{i=1}^{N} \text{var}(\epsilon_i) \leq \frac{C}{N}$$  \hspace{1cm} (17)

where the inequality holds for large enough $N$. Since $\sigma_{Z,N}^2 - \sigma_Z^2$ is 0 in expectation and its variance converges to 0, $\sigma_{Z,N}^2 - \sigma_Z^2$ converges to 0.

C What type of epistemic uncertainty are we measuring?

It is important in reinforcement learning to distinguish between local and global uncertainties. Global uncertainty estimates propagate uncertainties through multiple time steps, whereas local uncertainties consider only the uncertainty at the current step. Since we consider fixed Bellman targets during training, our uncertainty estimate measures the local uncertainty. The global uncertainty is usually a more useful quantity in the reinforcement learning problem; however, estimates of the local uncertainty can be converted into an estimate of the global uncertainty using an uncertainty Bellman equation [42]. Our metric provides a simple estimate of the local uncertainty, which can thus if necessary be used to quantify the global uncertainty.
Further information and results on the contextual bandit problem

Here, we provide more information and results on the contextual bandit experiment.

D.1 Experiment setup

We use the UCI mushroom data set [43], where each entry contains features about different mushrooms and whether they are edible or not. We convert this dataset into a contextual bandit problem in which at each step an agent must choose between eating a given mushroom or not eating it. The agent receives stochastic rewards drawn from normal distributions with standard deviation 1, and means -3 and 1 for respectively eating a toxic mushroom and eating an edible mushroom. The agent receives a deterministic reward of 0 for not eating the mushroom.

Our agents all use neural networks to predict the reward or distribution of rewards corresponding to each action (eating or not eating), as a function of the mushroom’s features. Each neural network uses two hidden layers of 100 neurons each. The distributional agents each have 50 outputs, each corresponding to one quantile. Each time an agent acts, its action as well as the corresponding reward is stored in memory. Every ten actions, the neural network is updated using 100 batches of 32 action-reward pairs randomly drawn from memory. For the methods that select actions using Thompson sampling (see section 1 of the appendix), the weight of the prior is annealed linearly with the number of mushrooms in the replay buffer. For each agent, the hyperparameters corresponding to either the prior or the dropout rate were optimized to achieve the best performance. Each experiment was repeated over 10 random seeds, and the plots show both the median cumulative regrets (in bold) and quantiles 0.1 and 0.9, such that 80% of our results lie in the shaded area.

D.2 Results

First, in figure 4 we compare two agents that both pick actions according to Thompson sampling with our epistemic uncertainty metric, but that sample from the posterior distribution in two different ways. One agent uses two anchored networks [13], and the second agent draws two samples from the dropout distribution [17] with dropout probability 20%. We find that both agents obtain much better scores than the epsilon-greedy agent. However, the dropout agent seems to achieve slightly worse longer-term performance.

Next, we examine the reward distributions learned by our agents, and use a larger ensemble of networks to also study the per-quantile uncertainty. Specifically, in figure 4 we plot the reward distribution predicted by our agent for an edible mushroom. We see that the agent has correctly learned the distribution. We also plot the per-quantile uncertainty on this distribution, obtained from

\[\text{We tested dropout probabilities 5, 10, 20, and 50 and found best performance at 20.}\]
multiple samples from the approximated posterior for each quantile. We observe that the per-quantile uncertainty provides important information: the agent is a lot less certain about the lower quantiles than the rest of the distribution. This is because the possibility of receiving a very negative reward if the model is wrong affects the lower quantiles much more than the upper quantiles.

E Locating the epistemic uncertainty in the distribution

Figure 5: Locating the uncertainty on a probability distribution that produced ten 1 values and ten -1 values. Left: epistemic uncertainty on the values of the quantiles of this distribution. As expected, the uncertainty is larger on the middle quantiles. Right: probability point functions for these distributions, predicted by the 20 neural networks in the ensemble used to determine per-quantile uncertainties.

We further demonstrate that our Bayesian formulation of learning a distribution allows us to locate the uncertainty in the estimated distribution. We produce 20 samples of a fixed distribution to be learned by our network, ten of which have a value of 1 and ten of which have a value of -1. With these samples, the epistemic uncertainty on the middle quantiles of the estimated distribution that produced these samples should be higher than that on the lower quantiles. For example, there are not enough data points to decide whether the median value should be 1 or -1. We train an ensemble of 20 anchored neural networks on these samples, and measure the per-quantile epistemic uncertainty using the observed standard deviation in the predictions.

Our experimental results are shown in figure 5. The epistemic uncertainty is indeed higher on the middle quantiles than on the other quantiles. This is reflected in more noise in the predictions of the ensemble for those quantile values.

F Further results on Cartpole

Figure 6: Left: state of the agent. Right: network predictions for the return distribution corresponding to the left action (red) and the right action (green). The mean of the distributions for each action give the expectation value corresponding to performing that action, and the standard deviation between the two network’s predictions averaged over the quantiles yields the uncertainty. In this case, the best action indeed corresponds to going left. The stochastic nature of the distribution comes from the fact that the agent does not know what the current time step is, so does not know precisely when the episode terminates.
We provide a visual representation of the predictions given by our two networks in the Cartpole domain in figure 6. The anchoring scheme causes each network’s predictions to be noisy, and the noise can be interpreted as an indication of the agent’s uncertainty. As we can expect, the uncertainty on the sub-optimal action is higher than for the better action, since that action is selected less often in that state.

We note that for our Cartpole experiment, we use a smooth quantile loss with $\kappa = 10$ (see [29]) instead of a strict quantile loss as in the rest of our paper. This is because of the density of positive rewards in this environment; if the loss function is not made sensitive to outliers then the value estimates tend to increase exponentially, so learning is often unstable. Such an effect can also be observed with the DQN algorithm [26] in this domain.

We also note that we do not decrease the importance of the prior with the amount of experience that we collect in this experiment. This causes the agent to always maintain a minimum amount of uncertainty, so that it tends to continue exploring even when it has found good solutions to the problem. On the one hand, this causes slower learning; however it also leads to more exploration at every stage in the learning process as the agent discovers new parts of the MDP.

### G Further results on the Atari suite

#### G.1 Tracking the epistemic uncertainty: experimental setup

Our experiment reproduces the training procedure of [29], except that we use a network architecture allowing us to measure the epistemic uncertainty using our method and we train our agent for 50 million steps instead of 200 million. Our network architecture includes the following modifications. Following [11], instead of having two separate networks, we have both networks share common parameters within a "body" consisting of convolutional layers, on top of which lie two "heads" with separate parameters, consisting of a single linear layer, that each correspond to one of the networks. As in [44] we only define a prior on the two heads. The outputs from both heads are averaged to produced the value estimates used by the policy.

#### G.2 Exploration via Thompson sampling

We also performed an experiment in which we trained agents that select actions using Thompson sampling (in the same way as we did in the Cartpole environment) on the following Atari games: Alien, Amidar, Assault, Asterix, and Breakout. These agents used the same network architecture as described above, and were trained over 50 million game frames. Every 1M frames, these agents were evaluated on 500k frames, as in [26, 29]. Table G.2 shows the best evaluation results achieved during training for both our implementation of QR-DQN with an $\epsilon$-greedy policy (as in [29]), and QR-DQN with a Thompson sampling policy. Fig. 7 shows the evaluation scores as a function of game frames for all 5 games.

We observe that agents that use Thompson sampling with our uncertainty metric all learn successful policies on these games. However, on some games agents that use Thompson sampling to select actions learn more slowly than agents that use an $\epsilon$-greedy policy. This result is in line with what we observe on Cartpole: the agents that use Thompson sampling spend more time exploring less rewarding parts of the MDP, and at the end of training lag behind the $\epsilon$-greedy agents that have spent more time exploiting.

We hypothesize that, similarly to Cartpole, agents trained using the more exploratory policy experience a wider variety of states and thus generalize better. However, there is no straightforward and computationally cheap way of comparing generalization performance on Atari and thus leave such an analysis for future work.
Figure 7: Evaluation scores of agents during training. Blue: QR-DQN agents that use $\epsilon$-greedy policies. Orange: QR-DQN agents that use our epistemic uncertainty measure and Thompson sampling to select actions.

We note that our findings would seem to contrast with the results reported in [9], in which an agent with a more exploratory policy learns faster than a baseline DDQN agent with an $\epsilon$-greedy policy. However, the implementation of the agent in [9] requires significant design changes compared to their baseline agent, such as a different network architecture, learning rate, and a larger set of hyperparameters. We thus cannot directly compare our results to theirs.