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Abstract

Multi-configurational approaches yield universal wave function parameterizations that can qualitatively well describe electronic structures along reaction pathways. For quantitative results, multi-reference perturbation theory is required to capture dynamic electron correlation from the otherwise neglected virtual orbitals. Still, the overall accuracy suffers from the finite size and choice of the active orbital space and peculiarities of the perturbation theory. Fortunately, the electronic wave functions at equilibrium structures of reactants and products can often be well described by single-reference methods and hence are accessible to accurate coupled cluster calculations. Here, we calculate the heterolytic double dissociation energy of four 3d-metalloccenes with the complete active space self-consistent field method and compare to highly accurate coupled cluster data. Our coupled cluster data are well within the experimental error bars. This accuracy can also be approached by complete active space calculations with an orbital selection based on information entropy measures. The entropy based active space selection is discussed in detail. We find a very subtle balance between static and dynamic electron correlation effects that emphasizes the need for algorithmic active space selection and that differs significantly from restricted active space results for identical active spaces reported in the literature.
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1 Introduction

Virtually all wave function based quantum chemical methods construct many-particle basis functions from a single-particle (orbital) basis. The exponential ansatz of excitation operators in coupled cluster theory leads to the most efficient parameterization of the electronic wave function. This property constitutes the success of single-reference coupled cluster methods such as coupled cluster with singles, doubles, and perturbatively treated triples excitations (CCSD(T)) in single-configurational cases. Apart from disconnected excitations introduced by the exponential ansatz, the quantitative accuracy of these methods is rooted in the inherent inclusion of (up to all) virtual orbitals.

For general multi-configurational cases, generalizations to multi-reference coupled cluster are still under development (see, for instance, Refs. 1, 2, 3, 4, 5) and have not reached the widespread application of their single-reference counterparts. As a consequence, complete active space (CAS) approaches with subsequent multi-reference perturbation theory are the method of choice. All these multi-reference methods introduce a separation of the electron correlation problem, mainly into static and dynamic correlation. Whereas the orbital selection for the active space from which the multi-reference wave function is constructed considers near-degeneracy of one-particle basis states and hence static correlation effects, the dynamic correlation encoded in the neglected virtual space must be captured in a second step.

A standard approach is to calculate a multi-configurational reference wave function with the complete active space self-consistent field (CASSCF) method6, 7, 8, 9 and treat the dynamic correlation by multi-reference perturbation theory (e.g. CASPT2).10 In CASSCF, the orbital space is divided into three subspaces: An inactive space where all orbitals are doubly occupied, a virtual space where all orbitals are unoccupied, and an active orbital space within which all possible occupations are considered. The selection of orbitals to be included in the active space can be based on empirical rules,11, 12, 13, 14 natural orbital occupation numbers,15, 16, 17, 18, 19 or orbital entanglement measures20, 21, 22 as described in our recently proposed automatic selection protocol.23

Other approaches further subdivide the active space and restrict the number of excitations between the subspaces to allow for larger active spaces than those that can be handled in traditional CASSCF. Examples are the restricted active space SCF (RASSCF)24, 25 or generalized active space SCF (GASSCF) methods26, 27.

In this work, we investigate how well multi-configurational methods (and in particular the combination CASSCF/CASPT2) are suited to reproduce
the energy for complete heterolytic dissociation, called double dissociation in
the following, of four metallocenes,

\[ M(Cp)_2 \rightarrow M^{2+} + 2 Cp^- \].

Here, \( M = V, Mn, Fe, \) and \( Ni \) and \( Cp = \) cyclopentadiene. For this double
recombination energy, theoretical results were published with both single-
configuration\(^{28,29}\) and multi-configuration methods\(^{30,31,32}\) and also experimental data are available\(^{33}\). We assess the quality of the multi-configuration methods by comparison to experimental results and to highly accurate, ex-
plcitly correlated single-reference coupled cluster data. We further analyze
the requirements on the reference wave function that ensures the right bal-
ance between static and dynamic correlation and emphasize the role of the
active orbital space selection.

\section{Computational Details}

All structures were optimized with Kohn-Sham density functional theory
\( (\text{DFT}) \) employing the PBE0 density functional\(^{34,35,36}\) in \textsc{Turbomole} (v.6.5)\(^{37}\). The def2-QZVPP\(^{38}\) and def2-TZVP\(^{39}\) basis sets were chosen for the metal and
light atoms, respectively. Structures obtained with this computational setup
were shown to be close to the experimental structures and allow us to com-
pare our calculations with those of Phung \textit{et al.} who employed the same
density functional and basis sets\(^{32}\). The (heterolytic) double dissociation en-
thalpy \( \Delta H_{298}^{\circ} \) was obtained in a composite approach based on either multi-
configuration calculations or single-configuration coupled cluster calculations. In the multi-configuration approach, the composite scheme consists
of four terms:

\[ \Delta H_{298}^{\circ,\text{CASPT2}} = \Delta E_{\text{el}}^{\text{CASPT2}} + \Delta E_{\text{CP}} + \Delta E_{ZPE} + \Delta E_{\text{thermal}} , \]  

where

\[ \Delta E_{\text{el}}^{\text{CASPT2}} = E_{M^{2+}}^{\text{CASPT2}} + 2E_{Cp^-}^{\text{CASPT2}} - E_{M(Cp)_2}^{\text{CASPT2}} \]

is the electronic double dissociation energy obtained by CASPT2. \( \Delta E_{\text{CP}} \) denotes the counterpoise correction according to Boys and Bernardi\(^{40}\). \( \Delta E_{ZPE} \) is the zero-point vibrational energy correction and \( \Delta E_{\text{thermal}} \) is the thermal

correction calculated for a temperature of 298 K.

We calculated \( \Delta E_{\text{el}}^{\text{CASPT2}} \) with the IPEA shift set to the recommended
value of 0.25 a.u\(^{41}\) unless otherwise noted and an imaginary shift\(^{42}\) of 0.1 a.u.
was applied to avoid the occurrence of intruder states. One-electron in-
tegrals were calculated for the scalar-relativistic Douglas-Kroll-Hess (DKH)
Hamiltonian of second-order in the electron-nucleus potential (DKH2). Two-electron integrals were calculated exploiting Cholesky decomposition. The ANO-RCC basis set with the \([10s9p8d6f4g2h]\) contraction for the metal atoms, \([8s7p4d3f1g]\) for carbon (note that we employed the recently corrected carbon basis as implemented in MOLCAS 8.2) and \([6s4p3d1f]\) for hydrogen was applied. Corresponding active spaces were either selected by our recently proposed automatic selection scheme or were adopted from the RASSCF/RASPT2 calculations of Phung et al. The active spaces of the CASSCF calculations are specified by the notation \(\text{CAS}(N,L)\) with \(N\) being the number of electrons and \(L\) the number of spatial orbitals in the active space.

All CASSCF and CASPT2 calculations were calculated with a developers’ version of MOLCAS 8. The last two contributions in Eq. (1) were calculated with the SNF module from the MoViPac package and the necessary single-point calculations were performed with the same DFT setup as for the structure optimization. The thermal contribution \(\Delta E_{\text{thermal}}\) to the heterolytic dissociation enthalpy was calculated from standard statistical mechanics relations:

\[
\Delta E_{\text{thermal}} = \frac{13}{2} RT + \Delta E_{\text{vib}},
\]

with the ideal gas constant \(R\), temperature \(T=298\) K, and the difference in vibrational energies between products and reactants \(\Delta E_{\text{vib}}\). The factor \(13/2\) results from considering 1/2 \(RT\) per translational and rotational degree of freedom (taking into account that the atomic ion can translate, but not rotate) and the relation of enthalpy \(H\) and internal energy \(U\), \(H = U + RT\), for each reactant.

We calculated benchmark data for the heterolytic double dissociation energy of this set of metallocenes based on explicitly correlated coupled cluster theory following a recently proposed protocol for thermochemical calculations for transition metal containing molecules. The corresponding composite scheme is the same as for the multi-reference calculations in Eq. (1)

\[
\Delta H_{298K}^{\text{CC}} = \Delta E_{\text{el}}^{\text{CC}} + \Delta E_{\text{CP}} + \Delta E_{\text{ZPE}} + \Delta E_{\text{thermal}} + \Delta E_{\text{DKH}} + \Delta E_{\text{SC}},
\]

augmented by additional terms that take into account an explicit relativistic correction (\(\Delta E_{\text{DKH}}\)) (in our CASPT2 calculations this is incorporated implicitly) and the semi-core correlation (\(\Delta E_{\text{SC}}\)). Both \(\Delta E_{\text{ZPE}}\) and \(\Delta E_{\text{thermal}}\) were taken to be the same as for the multi-configurational calculations. Restricted open-shell explicitly correlated coupled cluster with singles, doubles, and perturbatively treated triples (CCSD(T)-F12b) was applied for
the calculation of the basic contribution $\Delta E_{\text{el}}^{\text{CC}}$. The ‘b’ denotes an efficient CCSD(T)-F12 approximation.

For the coupled cluster calculations, we chose the aug-cc-pVTZ basis set as atomic orbital basis and a geminal exponent of $\beta = 1.0 \text{ a.u.}^{-1}$. For the density fitting of the Fock and exchange matrices the def2-QZVPP/JKFIT and cc-pVTZ/JKFIT basis sets for the metal and non-metal atoms, respectively, were chosen. The aug-cc-pVTZ/MP2FIT basis set served for the density fitting of the remaining two-electron integrals for all atoms and as complimentary auxiliary basis set for the resolution of the identity for the metal atoms. For the non-metal atoms the aug-cc-pVTZ/OPTRI basis set was applied for the resolution of the identity. $\Delta E_{\text{DKH}}$ and $\Delta E_{\text{SC}}$ were calculated with conventional CCSD(T). The former correction was calculated as the difference between calculations with the DKH2 Hamiltonian and the recontracted basis set aug-cc-pVTZ-DK and a calculation without the DKH2 Hamiltonian and the corresponding standard basis set. The effect $\Delta E_{\text{SC}}$ of the semi-core correlation from the 3s- and 3p-orbitals of the metal atom was calculated as the difference between results for which these orbitals were correlated and those where their occupation was enforced to be doubly occupied in a aug-cc-pwCVTZ basis set. All coupled cluster calculations were performed with Molpro 2010.

Density matrix renormalization group (DMRG) calculations were carried out with QCMaquis. We adopt the notation 'DMRG[$m$]$[N,L]$-#orbital\_basis', where $m$ is the number of renormalized subsystem states, $N$ and $L$ are the number of active electrons and orbitals, respectively, as before, and the string after '#' denotes the orbital basis of the calculation. We kept 500 renormalized states and applied 20 sweeps in all calculations unless otherwise noted because preliminary calculations showed that the entanglement information is converged with these settings. A random number guess was applied for the environment in the warm-up sweep because for this no knowledge about the Hartree-Fock determinant is required and convergence to the correct ground state was still observed. The single-orbital entropy $s_i(1)$,

$$s_i(1) = -\sum_{\alpha=1}^{4} \omega_{\alpha,i} \ln \omega_{\alpha,i},$$  \hspace{1cm} (5)

and the mutual information $I_{ij}$ of two orbitals $i$ and $j$ were evaluated from these calculations.

$$I_{ij} = \frac{1}{2} [s_i(1) + s_j(1) - s_{ij}(2)] (1 - \delta_{ij}),$$ \hspace{1cm} (6)

In Eq. (5), $\alpha$ runs over the four possible occupations in a spatial orbital basis (doubly occupied, spin up, spin down, unoccupied) and $\omega_{\alpha,i}$ are the
eigenvalues of the one-orbital reduced density matrix for the $i$-th orbital. The mutual information requires the two-orbital entropy $s_{ij}(2)$,

$$s_{ij}(2) = - \sum_{\alpha=1}^{16} \omega_{\alpha,ij} \ln \omega_{\alpha,ij},$$  

(7)

calculated from the eigenvalues of the two-orbital reduced density matrix $\omega_{\alpha,ij}$. The prefactor of $1/2$ in Eq. (6) is in accord with the earlier literature, although it has been omitted in most recent work by Legeza and co-workers. We keep this prefactor in order to be consistent with our recent work. Note that our implementation of these entropy measures in QC-Maquis is not affected by typos that appeared in Table 3 of Ref. 72 (see Ref. 74 for further details).

3 Results and Discussion

3.1 Experimental data and single-configurational calculations

The experimental heterolytic double dissociation enthalpy $\Delta H_{298}^{\circ,\text{exp.}}$ in Table 1 is calculated from the standard heats of formation $\Delta H_f^\circ$ of the fragments according to

$$\Delta H_{298}^{\circ,\text{exp.}} = 2\Delta H_f^\circ(Cp^-,g) + \Delta H_f^\circ(M^{2+},g) - \Delta H_f^\circ(M(Cp)_2,g),$$  

(8)

where 'g' denotes gas-phase measurements. For the experimental value, the so-called ion convention was chosen meaning that the integrated heat capacity of the electron was assumed to be zero. Furthermore, the adiabatic ionization energy was assumed to be equal to the enthalpy of ionization at 298 K. We follow Refs. 33, 29, 32 and assign experimental error bars of $\pm 6$ kcal/mol in Table 1 and Fig. 1 although the error bars from the individual contributions would sum to a larger error mostly due to the large uncertainty for $\Delta H_f^\circ(Cp^-,g)$.

The largest weight, i.e., the largest squared expansion coefficient of a configuration state function ($\approx 0.9$) in the CASSCF calculations and the T1-diagnostic of the coupled cluster calculation (lower than 0.02) classify the metallocenes investigated here as single-reference cases. We therefore exploit high-level coupled cluster data for two main reasons: (i) to analyze the deviations from experimental data observed for previous theoretical results and (ii) to generate theoretical benchmark data for the multi-configurational calculations.
Table 1: Symmetry of electronic states for all complexes and fragments along with their standard heats of formation $\Delta H^\circ_f$ (in kcal/mol) taken from Refs. 76, 75 and resulting heterolytic double dissociation enthalpies $\Delta H^\circ_{298K}$ in kcal/mol for the reaction $M(Cp)_2 \rightarrow M^{2+} + 2 Cp^-$ with $M = V, Mn, Fe$ and $Ni, Cp = cyclopentadiene$. Error bars are given as in Ref. 33. $\Delta H^\circ_f(Cp^-)$ amounts to 19.6 ± 4 kcal/mol.

|        | V     | Mn    | Fe    | Ni    |
|--------|-------|-------|-------|-------|
| $M^{2+}$ | 4F (Ref. 77) | 6S (Ref. 78) | 5D (Ref. 79) | 3F (Ref. 80) |
| $\Delta H^\circ_f$ | 616 ± 2 | 599 | 655 | 698 |
| $M(Cp)_2$ | 4$^1_A_2$ | 6$^1_A_1$ | 1$^1_A_1$ | 3$^3_A_2$ |
| $\Delta H^\circ_{298K}$ | 49 ± 2 | 66 | 58 ± 1 | 85 ± 1 |
| $\Delta H^\circ_{298K,exp.}$ | 606 ± 6 | 572 ± 6 | 636 ± 6 | 652 ± 6 |

The results in the upper part of Table 2 and Fig. 1 show that excellent agreement with experiment can be achieved. For all metallocenes, the calculated dissociation energies are well within the experimental error bars. Smaller contributions, however, have to be included because they amount to a total of up to 11 kcal/mol in the case of vanadocene. The semi-core correlation $\Delta E_{SC}$ is approximately proportional to the number of determinants that can be generated with excitations of the semi-core electrons to the valence orbitals and the effect is therefore largest for vanadocene with its $d^3$-configuration. The counterpoise correction $\Delta E_{CPC}$ is necessarily negative for dissociation reactions. In a dissociation process also the contribution of the zero-point energy $\Delta E_{ZPE}$ is negative (the only reported exception being the highly anharmonic ClHCl$^-$ molecule 82) and clearly non-negligible in this case.

Previous coupled cluster calculations yielded a double dissociation energy that is almost 20 kcal/mol higher than the experimental value 28, 29. Their smaller corrections agree well with our results so that the deviation can be attributed to either the electronic double dissociation energy $\Delta E_{el}^{CC}$ or an overestimation of the semi-core correlation. The latter option is supported by the fact that the authors of Ref. 29 estimate the semi-core correlation to amount to 30 kcal/mol based on second-order Møller-Plesset perturbation theory which is exactly 20 kcal/mol larger than in our calculations. We assume our explicitly correlated results to be close to the basis set limit, which is supported by the rather small counterpoise corrections.
Figure 1: Errors of the calculated heterolytic double dissociation energies of metallocenes with respect to experimental data collected in Table 1. The 'RASPT2 (18 orb.)' results were taken from Ref. 32, whereas the 'CASPT2 (18 orb.)' results were obtained for the full active space from the RASPT2 calculation but in a CASSCF/CASPT2 approach. The 'CASPT2 (auto)' results were obtained for an active space automatically selected based on single-orbital entropies (see text for further details). Dashed horizontal lines indicate the experimental error bars.

3.2 Multi-configurational calculations: the fragments

The calculation of CASPT2 energies for the cyclopentadiene ion included six electrons in five $\pi$-orbitals in the active space. That is one bonding orbital more compared to the calculation of Phung et al.\textsuperscript{32} but the effect on the energy turned out to be less than 0.5 kcal/mol.

Considering that small transition metal compounds with free valences are particularly challenging for electronic structure calculations, the metal cations in this study are worst cases as all valences are unsaturated. We investigated several compositions of active spaces for the bare metal cations and found an increasing spread of the CASPT2 energy obtained for different active-space selections with increasing total electron number (see Table 3). The smallest active space consisted of the 3$d$-orbitals only and is our reference for Table 3. A second set of $d$-orbitals (3$d^\prime$) is included in the first row of that table to account for the double-shell effect.\textsuperscript{83} This active space was chosen for all cations but V$^{2+}$ in the study by Phung et al.\textsuperscript{32} where the 3$d^\prime$-orbitals...
Table 2: Heterolytic double dissociation energies $\Delta H_{298}^o$ (in kcal/mol) for the reaction $\text{M(Cp)}_2 \rightarrow 2 \text{Cp}^- + \text{M}^{2+}$ ($\text{M} = \text{V, Mn, Fe, and Ni}$) from CCSD(T)-F12b and CASPT2 calculations including correction terms.

| contribution | V(Cp)$_2$ | Mn(Cp)$_2$ | Fe(Cp)$_2$ | Ni(Cp)$_2$ |
|--------------|-----------|------------|------------|------------|
| $\Delta E_{\text{CCSD(T)}}$ | 597.1 | 564.9 | 629.8 | 653.2 |
| $\Delta E_{\text{SC}}$ | 15.5 | 7.9 | 10.7 | 3.5 |
| $\Delta E_{\text{DKH}}$ | 3.1 | 2.8 | 6.6 | 5.0 |
| $\Delta E_{\text{CPC}}$ | -1.4 | -1.1 | -1.8 | -1.4 |
| $\Delta E_{\text{ZPE}}$ | -7.3 | -5.5 | -8.7 | -6.6 |
| $\Delta E_{\text{thermal}}$ | 1.4 | 0.5 | 1.9 | 1.0 |
| $\Delta H_{298}^o$ (CC) | 608.3 | 569.4 | 638.6 | 654.8 |
| $\Delta E_{\text{CASPT2}}$ | 622.6 | 578.6 | 650.6 | 663.9 |
| $\Delta E_{\text{CPC}}$ | -5.3 | -1.8 | -2.7 | -5.0 |
| $\Delta E_{\text{ZPE}}$ | -7.3 | -5.5 | -8.7 | -6.6 |
| $\Delta E_{\text{thermal}}$ | 1.4 | 0.5 | 1.9 | 1.0 |
| $\Delta H_{298}^o$ (CASPT2) | 611.4 | 571.8 | 641.2 | 653.3 |

exp. | 606 ± 6 | 572 ± 6 | 635 ± 6 | 652 ± 6 |

formed the RAS3 space in their RASSCF calculations. The inclusion of the second $d$-shell has a dramatic effect on the energy, especially in the case of Ni$^{2+}$. An increasing change of the energy due to the double-shell effect is expected with increasing number of $d$-electrons$^{12}$ and observed here as well.

Table 3: CASPT2 energy differences (in kcal/mol) for different CAS sizes relative to a CAS including only the 3$d$-orbitals (5 orb.) for the atomic dications. The last row lists CASPT2 energy differences obtained for a CAS that was automatically selected based on single-orbital entropies and the number of selected orbitals for each atomic dication is given in parentheses.

| active orbitals | V$^{2+}$ | Mn$^{2+}$ | Fe$^{2+}$ | Ni$^{2+}$ |
|----------------|---------|---------|---------|---------|
| 3$d$, 3$d'$ (10 orb.) | 1.31 | 8.95 | 14.30 | 28.38 |
| 3$d$, 4$s$, 4$p$ (9 orb.) | -0.52 | -0.27 | 3.44 | -0.82 |
| 3$d$, 3$d'$, 4$s$, 4$p$ (14 orb.) | 1.29 | 9.73 | 15.30 | 26.53 |
| automated selection | -2.69 (11 orb.) | 2.47 (8 orb.) | 2.40 (8. orb) | 29.77 (15 orb.) |
A full-valence active space including the unoccupied 4s- and 4p-orbitals in addition to the 3d-orbitals introduces only minor changes to the energy amounting to at most 3.44 kcal/mol in the case of ferrocene. Consequently, an active space consisting of all the valence orbitals and the 3d'-orbitals (third row in Table 3) yields energies very close to those obtained when only the double-shell orbitals are included.

Finally, we applied our recently proposed automated active space selection\textsuperscript{23} to identify a suitable active space. Starting from CASSCF orbitals with an active space including only the 3d-orbitals, we examined the single-orbital entropy of all valence orbitals and of the 3s- and 3p-orbitals.

Our automated selection procedure included the 3d and the 3p semicore orbitals in the active space for all cations. In the case of V\textsuperscript{2+}, three additional 3d'-orbitals were selected, but for this cation the energy was the least sensitive to the choice of the CAS. Ni\textsuperscript{2+} required the largest active space consisting of the 3p, 3d, 4s, 4p, and three 3d'-orbitals. Although only a part of the second d-shell is included in this calculation, a comparison with the energy from calculations including all 3d'-orbitals reveals that the double-shell effect is fully accounted for. Hence, the selection of a proper active space for these cations is a very delicate task and can introduce an error to the double dissociation energy of up to 30 kcal/mol.

While we found that our automated selection procedure\textsuperscript{23} works well for these atomic dications, we note that for Ni\textsuperscript{2+} the partially converged DMRG calculation required a number of renormalized states \( m \) as high as 2000 (instead of typically 500) in order to obtain qualitatively correct single-orbital entropies. This, however, is easily detected because the preliminary and the converged single-orbital entropies deviate for smaller \( m \) values. In the case of Ni\textsuperscript{2+}, partially converged DMRG calculations were carried out for \( m=500, 1000, \) and 1500, until the entropies were detected unchanged for \( m=2000 \).

### 3.3 Multi-configurational calculations: ferrocene

We choose ferrocene as a first example for the analysis of a suitable active space and of the effect of the choice of the CAS on the final CASPT2 energies. In Fig. 2, an entanglement diagram including all active orbitals picked by Phung \textit{et al.}\textsuperscript{32} for the RAS1 to RAS3 spaces is presented along with orbital pictures and their natural occupation numbers. Both, occupation numbers and entanglement information, are obtained from a DMRG\textsuperscript{[500]((66,73)}#CAS(6,5)SCF calculation, where the orbitals were selected such that they span a certain energy range around the Fermi level which includes all double-shell orbitals. The orbital pictures correspond to optimized orbitals from a CAS(14,18)SCF calculation including all orbitals shown in the diagram.
Figure 2: Reduced entanglement diagram for ferrocene from a DMRG[500](66,73)#CAS(6,5)SCF calculation. Out of the 73 spatial orbitals, the diagram shows the 18 orbital active space selected by Phung et al. along with the orbital number in the DMRG calculation ordered according to the four irreducible representations $A_1$, $A_2$, $B_1$, and $B_2$ in $C_{2v}$ symmetry. The area of the red circles is proportional to an orbital’s single-orbital entropy, while the thickness of the connecting lines is proportional to their mutual information (green dashed lines indicate a value $> 0.001$, gray dashed lines correspond to a value $> 0.01$, and values $> 0.1$ are indicated by a solid black line). DMRG natural occupation numbers are given in bold face. The orbital pictures were obtained from the converged CAS(14,18)-SCF calculation including the whole set of orbitals shown here. The active spaces are indicated by the colored bars surrounding the orbital numbers as defined on the left-hand side and the large active spaces include all orbitals of the small active spaces.

To evaluate whether the CASPT2 energies are converged with respect to the active space size, we performed CASPT2 calculations with several active orbital subsets shown in Fig. 2 (left). The subsets were chosen such that groups of orbitals with similar single-orbital entropy were subsequently added.
to a minimal CAS consisting of eight orbitals. Fig. 3 shows the electronic double dissociation energy differences $\Delta \Delta E_{\text{CASPT2}}^{el}$ obtained from CASPT2 calculations with varying active space size. The CAS(12,12) results were chosen as the reference because this CAS was automatically selected based on entropy selection criteria as will be discussed below. The minimal CAS(8,8) active space consists of $3d_{xy}$- and $3d_{x^2-y^2}$-orbitals and corresponding double-shell orbitals and a set of degenerate pairs of $\pi$- and $\pi^*$-orbitals. Two additional non-bonding orbitals are added to form a CAS(8,10) but the effect on $\Delta E_{\text{el}}^{\text{CASPT2}}$ is only about 1 kcal/mol. The addition of two bonding $\text{Cp}^-$ $\pi$-orbitals, however, leads to a significant energy decrease of almost 7 kcal/mol. Inclusion of more orbitals leaves the double dissociation energy $\Delta E_{\text{el}}^{\text{CASPT2}}$ almost unchanged so that we conclude that the same accuracy as for the large CAS(14,18) can be obtained with the CAS(12,12). This CAS(12,12) gives rise to a plateau in the orbital discarding threshold diagrams (cf. Fig. 4, panels A and C) and will therefore be the active space picked by the automated selection algorithm as discussed below. The energy decrease from the CAS(8,8) to the CAS(8,10) calculation is small compared to the inclusion of two additional orbitals in CAS(12,12). A calculation with orbitals 10 and 32 in Fig. 2 added to the CAS(8,8) shows that the two initially added orbitals (no. 21 and 39 in Fig. 2) are essential. The corresponding energy difference $\Delta \Delta E_{\text{el}}^{\text{CASPT2}}$ is included as a gray diamond in Fig. 3. The raise in energy indicates an imbalanced CAS and shows that the selection based on single-orbital entropies (and in this case also the natural occupation numbers) lead to a monotonically convergent behavior of the energies upon inclusion of more active orbitals.

As can be seen from Fig. 2, an occupation number based orbital selection will yield a CAS(8,10) if orbitals with occupation numbers between 0.02 and 1.98 are included. The two additional orbitals in the CAS(12,12) would not be selected and an error of 6 kcal/mol would remain. Certainly, this can in principle be overcome by extending the range of occupation numbers for orbitals to be included in the active space. However, many orbitals may have similar occupation numbers especially for large molecules. A slight extension of the occupation number range will therefore result in the inclusion of many more orbitals and a clear-cut enlarged interval will be difficult to define unambiguously. By contrast, our scaling of the selection threshold to the maximum element of the single-orbital entropy in our automated approach induces a large spread of the quantity on which the selection is based. In this way, our selection criterion adapts to the static correlation present in the molecule under study. Furthermore, our selection threshold is not a fixed fraction of the maximum single-orbital entropy but is flexibly adapted to identify groups of orbitals with similar single-orbital entropy that
can be identified as plateaus in the threshold diagrams. This further adapts the orbital selection procedure to the molecule under study and allows an automated selection even for large molecules.

A peculiarity of CASPT2, the IPEA shift is an empirical parameter with a recommended value of 0.25 a.u. derived from a limited test set of mostly diatomic molecules with rather small active spaces. Naturally, it was suggested to either increase the IPEA shift to a value of 0.5-0.7 a.u. or to neglect it completely because no effect was observed for the systems studied. Fig. 3 also includes the dissociation energies for the various CAS sizes from calculations employing an IPEA shift of 0.0 and 0.5 a.u. for both reactants and products. Importantly, we find that the energy range generated by varying this empirical parameter is larger than the energy difference between the CAS(12,12) and CAS(14,16) calculations. It therefore defines a lower limit to the accuracy that can be obtained. For future applications, it might be of advantageous to re-evaluate the IPEA shift with an extended test set (although this would render the sophisticated CASPT2 approach somewhat semi-empirical) or apply parameter-free definitions of the zeroth-order Hamiltonian as in n-electron valence state perturbation theory (NEVPT2).

The automated selection of the active orbital space requires an orbital basis for the initial DMRG calculation. In Ref. 23, we recommended CASSCF orbitals with a minimal active space as a suitable orbital basis. The choice of this active space, however, is not unique as it is determined by the desired accuracy achieved for a specific electronic structure model (CASSCF in Ref. 23). We study here the automated selection for several choices of CASSCF orbital bases in CASPT2 calculations.

Fig. 4 collects threshold diagrams from partially converged DMRG calculations for four different orbital bases. The threshold diagrams show the number of orbitals whose single-orbital entropy (or largest mutual-information element) lies above a threshold defined as a fraction of the largest single-orbital entropy (or mutual information element) of a given calculation. Plateaus in these diagrams indicate groups of orbitals with similar entropy.

We find that the first plateau (with the largest number of orbitals) of a given threshold diagram defines a set of orbitals that forms a suitable active space for a CASPT2 calculation. In panel A, the two degenerate highest occupied molecular orbitals (HOMOs) and the two lowest unoccupied molecular orbitals (LUMOs) form a CAS(4,4) orbital basis for a DMRG[500](66,73)#CAS(4,4)SCF calculation. Four additional orbitals (HOMO-1 and LUMO+1) are included in panel B. The metal 3d-orbitals form the CAS(6,5)SCF orbital basis in panel C and the result of a calculation based on a randomly chosen CAS(6,5) is shown in panel D. As previously
Figure 3: CASPT2 electronic double dissociation energy differences $\Delta \Delta E_{\text{el}}^{\text{CASPT2}}$ (in kcal/mol) for different active spaces and IPEA shifts relative to the CAS(12,12) active space with the recommended IPEA shift of 0.25 a.u. The solid black horizontal lines highlight the energy range covered by the variation of the active space size for the set of calculations with the recommended IPEA shift of 0.25 a.u. Red numbers denote the energy range covered by the variation of the IPEA shift for a given active space size. The gray diamond indicates the result of a CASPT2 calculation with a CAS(12,10) selected as described in the text.

observed, we cannot extract additional information for the orbital selection from the mutual information but as it might be useful in a different context, we also report these data. In panels A and C, a plateau is found that defines a CAS(12,12) and a more pronounced plateau corresponding to a CAS(8,10).

As discussed above, the CAS(12,12) gives a double dissociation energy close to the converged energy while the CAS(8,10) results in an error of about 6 kcal/mol. However, our previous definition of a plateau as a threshold range of at least ten percent has then to be revised to a lower value of 3 to 5 % for CASPT2 calculations. Hence, we understand that it is beneficial for the automated active-orbital selection to automatically analyze the effect of the addition of an orbital (or a pair of degenerate orbitals) to the active space that is ranked next but not included in the set of orbitals creating a plateau in the threshold diagram.

The CAS(12,12) does not give rise to a plateau in panel B of Fig. 4. We conclude that a minimalistic approach of including either only the HOMO
Figure 4: Threshold diagrams for the single-orbital entropy (red) and the mutual information (black). The selection threshold is the fraction of the maximum value of the single-orbital entropy or mutual information for each calculation given on the abscissa. The ordinate shows the number of selected orbitals. The four panels correspond to DMRG[500](66,73) calculations with different orbital bases: panel A) CAS(4,4)SCF where the orbitals were selected from around the Fermi level, panel B) CAS(8,8)SCF also with orbitals around the Fermi level, panel C) CAS(6,5)SCF including all 3d-orbitals and panel D) CAS(6,5)SCF with randomly chosen, spatial-symmetry breaking orbitals.

and LUMO orbitals or the d-orbitals for transition metal systems in an initial CASSCF calculation enables the selection of a suitable active space. The random selection of initial active orbitals in panel D necessarily fails because the resulting CASSCF orbitals are symmetry broken. This minimalistic approach for the selection of the initial active space in the preparatory CASSCF calculation therefore requires only information about degenerate orbitals to avoid symmetry breaking. It can further be assumed that the statically
correlated orbitals are close to the Fermi level so that the orbitals for the partially converged DMRG calculation can be chosen automatically from a given energy range around the Fermi level.

3.4 Multi-configurational calculations: vanadocene, manganocene, nickelocene

Threshold diagrams for the remaining metallocenes are shown in Fig. 5 and the active spaces for several plateaus are specified in red. The inlays show the energy differences with respect to the largest active space considered for the given molecule. In case of vanadocene (upper panel in Fig. 5), the CAS(21,21) was too large for conventional CASSCF and could not be considered in this study because of the unfeasibility of subsequent standard CASPT2 calculations. However, the inlay shows that the energy is not converged with respect to the active space yet. In fact, the addition of the three orbitals in the large CAS(21,21) might then even reduce the error of about 5 kcal/mol in comparison with experiment.

In certain cases, the entanglement information from partially converged DMRG calculations might not result in the same single-orbital entropy for a pair of degenerate orbitals. We observed this in the calculations on manganocene and enforced the addition of energetically degenerate orbitals when one orbital of a pair was selected. The CASPT2 energy was constant upon enlarging the active space from a CAS(15,14) to a CAS(17,16) but decreased by about 4 kcal/mol for the large CAS(17,18). This CAS was therefore selected although the energy convergence is not as good as for ferrocene.

For nickelocene, the large CAS(22,18)SCF calculation introduced a slight spatial-symmetry breaking of degenerate orbitals which ultimately led to a decrease in the CASPT2 energy compared to the CAS(18,16) of almost 70 kcal/mol. This is an artifact that might be avoided by tighter convergence thresholds which, however, would make the calculation too costly. Although the inlay indicates that convergence with the active space is not achieved, we chose the CAS(18,16) result noting that the correct energy is likely to be lower.

We conclude that quantitative results for the heterolytic dissociation energies of all metallocenes can be obtained if the active space is selected based on orbital entanglement criteria. Despite the excellent agreement, we do not expect our results to be more accurate than the coupled cluster data. The accuracy that can be obtained by Møller-Plesset perturbation theory of second order (the single-reference counterpart of CASPT2) is expected to be lower than CCSD(T) and we therefore do not expect CASPT2 to be signif-
icantly more accurate for single-reference cases. Therefore, we are aware of
the fact that the CASPT2 double dissociation energies might benefit from
error compensation. The size of the CAS is certainly the main limitation in
the case of vanadocene and nickelocene but it can be overcome by DMRG
calculations with a perturbation theory approach for the dynamic correla-
tion.\textsuperscript{91,92,90,93,94,95}

3.5 Comparison of restricted and complete active space
approaches

Phung \textit{et al}.\textsuperscript{32} reported accurate data for the heterolytic double dissocia-
tion energies from RASSCF/RASPT2 calculations. Since the active spaces
chosen in their study involve at most 18 orbitals, we were able to calculate
CASPT2 dissociation energies with the same active spaces to quantify the
error introduced by the restrictions in the excitation patterns in the RAS1
and RAS3 subspaces.

The two sets of calculations are compared on the left-hand side of Fig.
\textbf{[1]}. While the discrepancy is small for V(Cp)$_2$ and Mn(Cp)$_2$, it is signif-
icant for the two other metalloccenes amounting to almost 20 kcal/mol in
the case of Ni(Cp)$_2$. The reason is rooted in the implementation of the
RASSCF/RASPT2 in \textit{Molcas} as has been discussed in detail in Ref. \textsuperscript{31}
Since orbital rotations between different RAS subspaces are not allowed, the
diagonalization of the active part of the Fock matrix is not complete and
nonzero elements remain in the parts that couple different RAS subspaces.
These nonzero elements are then simply neglected so that the coupling is ig-
ored in the perturbation treatment. Consequently, strongly coupled orbitals
need to be in the same RAS subspace.

Such strongly coupled orbitals can be identified by their mutual informa-
tion as displayed in Fig. \textbf{[2]}. A comparison with the definition of the RAS
subspaces in Ref. \textsuperscript{32} reveals that the $3d'$ double-shell orbitals 26 and 42 are
strongly entangled with their corresponding $3d$ counterparts. However, the
former are in RAS3 while the latter are in RAS2 and the corresponding cou-
pling elements are presumably large. This also explains why the effect is
less severe for vanadocene and manganocene because we do not observe the
strong entanglement to double-shell orbitals in the metalloccenes with less
$3d$-electrons. Hence, the mutual information guides the proper selection of
orbitals for the different RAS subspaces whenever a RASSCF/RASPT2 ap-
proach is applied. The good agreement of the RASPT2 dissociation energies
with experiment is therefore most likely due to a fortuitous error compensa-
tion with the calculation for the metal ions.
Figure 5: Threshold diagrams for vanadocene, manganocene, and nickelocene. Relative double dissociation energies $\Delta \Delta E_{\text{CASPT2}}$ for the different CAS sizes with respect to double dissociation energy obtained for the largest active space are given as an inlay. A superscript ‘a’ to the CAS($N,L$) notation denotes active spaces that include only one out of two degenerate orbitals in the partially converged calculation and the degenerate orbital was added so that no symmetry-broken solution was obtained. A superscript ‘b’ denotes the active space selected for the double dissociation energy.
4 Conclusions

In this work, we calculated the heterolytic double dissociation energy of four 3\(d\)-metallocenes with a highly accurate composite coupled cluster approach and a multi-configurational approach with perturbation theory. Although the accuracy of the coupled cluster approach is unrivaled, our multi-configurational calculations give excellent results with a proper selection of the active orbital space. Both sets of data lie well within the experimental error bars. This shows that multi-configurational approaches will yield accurate results in the limit of single-reference cases if the balance between static and dynamic correlation is adequately described.

In order to achieve this for CASPT2 calculations, we had to slightly adapt in our automated orbital selection algorithm the definition of a plateau from 10\% to 3\% in threshold diagrams. We emphasize that this adjustment does not affect the results or conclusions drawn in Ref. 23. The metallocenes we studied here are typical single-configurational cases while all molecules in Ref. 23 were selected because they were known to be strongly statically correlated. For single-reference cases, the spread of the single-orbital entropies is certainly smaller than for strongly statically correlated molecules and groups of orbitals with a similar single-orbital entropy are more difficult to identify which is then manifested in less pronounced plateaus in the threshold diagrams. Minor changes or generalizations of the selection protocol, however, are to be expected when the scope of application of the automated orbital selection is widened. An analysis of several CASSCF orbital bases for the preparatory DMRG calculation revealed that a minimal approach including only HOMO and LUMO or the metal \(d\)-orbitals was best suited for the automated selection.

We considered in detail the uncertainty introduced by the semi-empirical IPEA shift in the CASPT2 Hamiltonian. Future work will reveal whether alternative and parameter-free formulations of a multi-reference perturbation theory such as NEVPT2\textsuperscript{[88,89,90]} can overcome this problem. The RASPT2 data of Ref. 32 was reviewed from the point of view of CASPT2 results calculated for the same active spaces. Significant differences were observed for the 3\(d\)-electron rich metallocenes. This was rationalized by a combination of the increasingly important double-shell effect and the neglect of coupling elements between different RAS spaces in the Fock matrix of the RASPT2 implementation in MOLCAS. The strong correlation between certain metal 3\(d\)-orbitals and their double-shell counterparts results in large coupling elements whose neglect introduces a significant error. This can be overcome by exploiting entanglement measures when defining the RAS subspaces or abandon the excitation restrictions in the RAS concept by methods such as
DMRG or full configuration interaction quantum Monte Carlo. We showed that quantitative results can be obtained from CAS wave functions with active orbital spaces selected with our entanglement based selection protocol. In future work, we will further validate the suitability of our automated orbital selection algorithm for excited states and reaction pathways.
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