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Abstract
In Natural Language Generation (NLG), End-to-End (E2E) systems trained through deep learning have recently gained a strong interest. Such deep models need a large amount of carefully annotated data to reach satisfactory performance. However, acquiring such datasets for every new NLG application is a tedious and time-consuming task. In this paper, we propose a semi-supervised deep learning scheme that can learn from non-annotated data and annotated data when available. It uses an NLG and a Natural Language Understanding (NLU) sequence-to-sequence models which are learned jointly to compensate for the lack of annotation. Experiments on two benchmark datasets show that, with limited amount of annotated data, the method can achieve very competitive results while not using any pre-processing or re-scoring tricks. These findings open the way to the exploitation of non-annotated datasets which is the current bottleneck for the E2E NLG system development to new applications.

1 Introduction
Natural Language Generation (NLG) is an NLP task that consists in generating a sequence of natural language sentences from non-linguistic data. Traditional approaches of NLG consist in creating specific algorithms in the consensual NLG pipeline (Gatt and Krahmer, 2018), but there has been recently a strong interest in End-to-End (E2E) NLG systems which are able to jointly learn sentence planning and surface realization (Dušek and Jurčícek, 2016; Agarwal et al., 2018; Juraska et al., 2018; Gehrmann et al., 2018). Probably the most well known effort of this trend is the E2E NLG challenge (Novikova et al., 2017b) whose task was to perform sentence planning and realization from dialogue act-based Meaning Representation (MR) on unaligned data. For instance, Figure 1 presents, on the upper part, a meaning representation and on the lower part, one possible textual realization to convey this meaning. Although the challenge was a great success, the data used in the challenge contained a lot of redundancy of structure and a limited amount of concepts and several reference texts per MR input (8.1 in average). This is an ideal case for machine learning but is it the one that is encountered in all E2E NLG real-world applications?

In this work, we are interested in learning E2E models for real world applications in which there is a low amount of annotated data. Indeed, it is well known that neural approaches need a large amount of carefully annotated data to be able to induce NLP models. For the NLG task, that means that MR and (possibly many) reference texts must be paired together so that supervised learning is made possible. In NLG, such paired datasets are rare and remains tedious to acquire (Novikova et al., 2017b; Gardent et al., 2017; Qader et al., 2018). On the contrary, large amount of unpaired meaning representations and texts can be available but cannot be exploited for supervised learning.

In order to tackle this problem, we propose a semi-supervised learning approach which is able to benefit from unpaired (non-annotated) dataset which are much easier to acquire in real life appli-
ngations. In an unpaired dataset, only the input data is assumed to be representative of the task. In such case, autoencoders can be used to learn an (often more compact) internal representation of the data. Monolingual word embeddings learning also benefit from unpaired data. However, none of these techniques are fit for the task of generating from a constrained MR representation. Hence, we extend the idea of autoencoder which is to regenerate the input sequence by using an NLG and an NLU models. To learn the NLG model, the input text is fed to the NLU model which in turn feeds the NLG model. The output of the NLG model is compared to the input and a loss can be computed. A similar strategy is applied for NLU. This approach brings several advantages: 1) the learning is performed from a large unpaired (non-annotated) dataset and a small amount of paired data to constrain the inner representation of the models to respect the format of the task (here MR and abstract text); 2) the architecture is completely differentiable which enables a fully joint learning; and 3) the two NLG and NLU models remain independent and can thus be applied to different tasks separately.

The remaining of this paper gives some background about seq2seq models (Sec 2) before introducing the joint learning approach (Sec 3). Two benchmarks, described in Sec 4, have been used to evaluate the method and whose results are presented in Sec 5. The method is then positioned with respect to the state-of-the-art in Sec 6 before providing some concluding remarks in Sec 7.

2 Background: E2E systems

E2E Natural Language Generation systems are typically based on the Recurrent Neural Network (RNN) architecture consisting of an encoder and a decoder also known as seq2seq (Sutskever et al., 2014). The encoder takes a sequence of source words \( x = \{x_1, x_2, ..., x_T_s\} \) and encodes it to a fixed length vector. The decoder then decodes this vector into a sequence of target words \( y = \{y_1, y_2, ..., y_T_t\} \). Seq2seq models are able to treat variable sized source and target sequences making them a great choice for NLG and NLU tasks.

More formally, in a seq2seq model, the recurrent unit of the encoder, at each time step \( t \) receives an input word \( x_t \) (in practice the embedding vector of the word) and a previous hidden state \( h_{t-1} \) then generates a new hidden state \( h_t \) using:

\[
h_t = f(h_{t-1}, x_t),
\]

where the function \( f \) is an RNN unit such as Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) or Gated Recurrent Unit (GRU) (Cho et al., 2014). Once the encoder has treated the entire source sequence, the last hidden state \( h_{T_s} \) is passed to the decoder. To generate the sequence of target words, the decoder also uses an RNN and computes, at each time step, a new hidden state \( s_t \) from its previous hidden state \( s_{t-1} \) and the previously generated word \( y_{t-1} \). At training time, \( y_{t-1} \) is the previous word in the target sequence (teacher-forcing). Lastly, the conditional probability of each target word \( y_t \) is computed as follows:

\[
P(y_t | y < t, x) = softmax(W[s_t, c_t] + b),
\]

where \( W \) and \( b \) are trainable parameters used to map the output to the same size as the target vocabulary and \( c_t \) is the context vector obtained using the sum of hidden states in the encoder, weighted by its attention (Bahdanau et al., 2014; Luong et al., 2015). The context is computed as follow:

\[
c_t = \sum_{i=1}^{T_s} \alpha^t_i h_i
\]

Attention weights \( \alpha^t_i \) are computed by applying a softmax function over a score calculated using the encoder and decoder hidden states:

\[
\alpha^t_i = softmax(e^t_i)
\]

\[
e^t_i = score(s_t, h_i)
\]

The choice of the score adopted in this papers is based on the dot attention mechanism introduced in (Luong et al., 2015). The attention mechanism helps the decoder to find relevant information on the encoder side based on the current decoder hidden state.

3 Joint NLG/NLU learning scheme

The joint NLG/NLU learning scheme is shown in Figure 2. It consists of two seq2seq models for NLG and NLU tasks. Both models can be trained separately on paired data. In that case, the NLG
task is to predict the text $\hat{y}$ from the input MR $x$ while the NLU task is to predict the MR $\hat{x}$ from the input text $y$. On unpaired data, the two models are connected through two different loops. In the first case, when the unpaired input source is text, $y$ is provided to the NLU models which feeds the NLG model to produce $\hat{y}$. A loss is computed between $y$ and $\hat{y}$ (but not between $\hat{x}$ and $x$ since $x$ is unknown). In the second case, when the input is only MR, $x$ is provided to the NLG model which then feeds the NLU model and finally predicts $\hat{x}$. Similarly, a loss is computed between $x$ and $\hat{x}$ (but not between $\hat{y}$ and $y$ since $y$ is unknown). This section details these four steps and how the loss is backpropagated through the loops.

### Learning with Paired Data:

The NLG model is a seq2seq model with attention as described in section 2. It takes as input a MR and generates a natural language text. The objective is to find the model parameters $\theta^nlg$ such that they minimize the loss which is defined as follows:

$$L_{nlg}^p = -\frac{1}{T_y} \sum_{t=1}^{T_y} \log P(y_t|x; \theta^{nlg})$$  \hfill (6)

The NLU model is based on the same architecture but takes a natural language text and outputs a MR and its loss can be formulated as:

$$L_{nlu}^p = -\frac{1}{T_x} \sum_{t=1}^{T_x} \log P(x_t|y; \theta^{nlu})$$  \hfill (7)

### Learning with Unpaired Data:

When data are unpaired, there is also a loop connection between the two seq2seq models. This is achieved by feeding MR to the NLG model in order to generate a sequence of natural language text $\hat{y}$ by applying an argmax over the probability distribution at each time step ($\hat{y}_t = \text{argmax}P(y_t|x; \theta^{nlg})$). This text is then fed back into the NLU model which in turn generates an MR. Finally, we compute the loss between the original MR and the reconstructed MR:

$$L_{nlu}^{nlu} = -\frac{1}{T_x} \sum_{t=1}^{T_x} \log P(x_t|x; \theta^{nlg}, \theta^{nlu})$$  \hfill (8)

The same can be applied in the opposite direction where we feed text to the NLU model and then the NLG model reconstructs back the text. This loss is given by:

$$L_{nlg}^{nlu} = -\frac{1}{T_y} \sum_{t=1}^{T_y} \log P(y_t|y; \theta^{nlg}, \theta^{nlu})$$  \hfill (9)

To perform joint learning, all four losses are summed together to provide the uniq loss $L$ as follows:

$$L = \alpha L_{p}^{nlg} + \beta L_{p}^{nlu} + \gamma L_{u}^{nlg} + \delta L_{u}^{nlu}$$  \hfill (10)

The weights $\alpha, \beta, \delta$ and $\gamma \in [0, 1]$ are defined to fine tune the contribution of each task and data to the learning or to bias the learning towards one specific task. We show in the experiment section the impact of different settings.

Since the loss functions in Equation 6 and 7 force the model to generate a sequence of words based on the target and the losses in Equation 9 and 8 force the model to reconstruct back the input sequence, this way the model is encouraged to generate text that is supported by the facts found in the input sequence. It is important to note that the gradients based on $L_{p}^{nlg}$ and $L_{p}^{nlu}$ can only backpropagate through their respective model (i.e., NLG and NLU), while $L_{u}^{nlg}$ and $L_{u}^{nlu}$ gradients should backpropagate through both models.

### Straight-Through Gumbel-Softmax:

A major problem with the proposed joint learning architecture in the unpaired case is that the model is not fully differentiable. Indeed, given the input $x$ and the intermediate output $\hat{y}$, the $L_{u}^{nlu}$ and the NLG parameter $\theta_{nlg}$, the gradient is computed as:

$$\frac{\partial L_{u}^{nlu}}{\partial \theta_{nlg}} = \sum_{t} \left( \frac{\partial L_{u}^{nlu}}{\partial \hat{y}_t} + \frac{\partial \hat{y}_t}{\partial \theta_{nlg}} + \frac{\partial \theta_{nlg}}{\partial \theta_{nlg}} \right)$$  \hfill (11)
At each time step \( t \), the output probability \( p_{yw} \) is computed through the softmax layer and \( \hat{y}_t \) is obtained using \( \hat{y}_t = \text{onehot} ( \text{argmax}_w p_{yw}[w] ) \) that is the word index \( w \) with maximum probability at time step \( t \). To address this problem, one solution is to replace this operation by the identity matrix \( \frac{\partial p_{yw}}{\partial y} \approx 1 \). This approach is called the Straight-Through (ST) Gumbel-Softmax, which simply consists of backpropagating through the argmax function as if it had been the identity function (Bengio et al., 2013; Yin et al., 2019).

A more principled way of dealing with the non-differential nature of argmax, is to use the Gumbel-Softmax which proposes a continuous approximation to sampling from a categorical distribution (Jang et al., 2017). Hence, the discontinuous argmax is replaced by a differentiable and smooth function. More formally, consider a \( k \)-dimensional categorical distribution \( u \) with probabilities \( \pi_1, \pi_2, \ldots, \pi_k \). Samples from \( u \) can be approximated using:

\[
y_i = \frac{\exp((\log(\pi_i) + g_i)/\tau)}{\sum_{j=1}^k \exp((\log(\pi_j) + g_j)/\tau)} \tag{12}
\]

\[
g_i = -\log(-\log(u_i)) \tag{13}
\]

\[
u_i \sim \text{Uniform}(0, 1), \tag{14}
\]

where \( g_i \) is the Gumbel noise drawn from a uniform distribution and \( \tau \) is a temperature parameter. The sample distribution from the Gumbel-Softmax resembles the argmax operation as \( \tau \to 0 \), and it becomes uniform when \( \tau \to \infty \).

Although Gumbel-Softmax is differentiable, the samples drawn from it are not adequate input to the subsequent models which expect a discrete values in order to retrieve the embedding matrix of the input words. So, instead, we use the Straight-Through (ST) Gumbel-Softmax which is basically the discrete version of the Gumbel-Softmax. During the forward phase, ST Gumbel-Softmax discretizes \( y \) in Equation 12 but it uses the continuous approximation in the backward pass. Although the Gumbel-Softmax estimator is biased due to the sample mismatch between the backward and forward phases, many studies have shown that ST Gumbel-Softmax can lead to significant improvements in several tasks (Choi et al., 2018; Gu et al., 2018; Tjandra et al., 2018).

## 4 Dataset

The models developed were evaluated on two datasets. The first one is the E2E NLG challenge dataset (Novikova et al., 2017b) which contains 51k of annotated samples. The second one is the Wikipedia Company Dataset (Qader et al., 2018) which consists of around 51K of noisy MR-abstract pairs of company descriptions.

### 4.1 E2E NLG challenge Dataset

The E2E NLG challenge Dataset has become one of the benchmarks of reference for end-to-end sentence-planning NLG systems. It is still one of the largest dataset available for this task. The dataset was collected via crowd-sourcing using pictorial representations in the domain of restaurant recommendation.

Although the E2E challenge dataset contains more than 50k samples, each MR is associated on average with 8.1 different reference utterances leading to around 6K unique MRs. Each MR consists of 3 to 8 slots, such as name, food or area, and their values and slot types are fairly equally distributed. The majority of MRs consist of 5 or 6 slots while human utterances consist mainly of one or two sentences only. The vocabulary size of the dataset is of 2780 distinct tokens.

### 4.2 The Wikipedia Company Dataset

The wikipedia company dataset (Qader et al., 2018), is composed of a set of company data from English Wikipedia. The dataset contains 51k samples where each sample is composed of up to 3 components: the Wikipedia article abstract, the Wikipedia article body, and the infobox which is a set of attribute–value pairs containing primary information about the company (founder, creation date etc.). The infobox part was taken as MR where each attribute–value pair was represented as a sequence of string attribute [value]. The MR representation is composed of 41 attributes with 4.5 attributes per article and 2 words per value in average. The abstract length is between 1 to 5 sentences. The vocabulary size is of 158464 words.

The Wikipedia company dataset contains much more lexical variation and semantic information than the E2E challenge dataset. Furthermore, company texts have been written by humans within the Wikipedia ecosystem and not during a controlled experiment whose human en-
gagement was unknown. Hence, the Wikipedia dataset seems an ecological target for research in NLG. However, as pointed out by the authors, the Wikipedia dataset is not ideal for machine learning. First, the data is not controlled and each article contains only one reference (vs. 8.1 for the E2E challenge dataset). Second, the abstract, the body and the infobox are only loosely correlated. Indeed, the meaning representation coverage is poor since, for some MR, none of the information is found in the text and vice-versa. To give a rough estimate of this coverage, we performed an analysis of 100 articles randomly selected in the test set. Over 868 total slot instances, 28% of the slots in the infobox cannot be found in their respective abstract text, while 13% are missing in the infobox.

Despite these problems, we believe the E2E and the Wikipedia company datasets can provide contrasted evaluation, the first being well controlled and lexically focused, the latter representing the kind of data that can be found in real situations and that E2E systems must deal with in order to percolate in the society.

5 Experiments

The performance of the joint learning architecture was evaluated on the two datasets described in the previous section. The joint learning model requires a paired and an unpaired dataset, so each of the two datasets was split into several parts.

**E2E NLG challenge Dataset:** The training set of the E2E challenge dataset which consists of 42K samples was partitioned into a 10K paired and 32K unpaired datasets by a random process. The unpaired database was composed of two sets, one containing MRs only and the other containing natural texts only. This process resulted in 3 training sets: paired set, unpaired text set and unpaired MR set. The original development set (4.7K) and test set (4.7K) of the E2E dataset have been kept.

**The Wikipedia Company Dataset:** The Wikipedia company dataset presented in Section 4.2 was filtered to contain only companies having abstracts of at least 7 words and at most 105 words. As a result of this process, 43K companies were retained. The dataset was then divided into: a training set (35K), a development set (4.3K) and a test set (4.3K). Of course, there was no intersection between these sets.

The training set was also partitioned in order to obtain the paired and unpaired datasets. Because of the loose correlation between the MRs and their corresponding text, the paired dataset was selected such that it contained the infobox values with the highest similarity with its reference text. The similarity was computed using “difflib” library¹, which is an extension of the Ratcliff and Obershelp algorithm (Ratcliff and Metzener, 1988). The paired set was selected in this way (rather than randomly) to get samples as close as possible to a carefully annotated set. At the end of partitioning, the following training sets were obtained: paired set (10.5K), unpaired text set (24.5K) and unpaired MR set (24.5K).

The way the datasets are split into paired and unpaired sets is artificial and might be biased particularly for the E2E dataset as it is a rather easy dataset. This is why we included the Wikipedia dataset in our study since the possibility of having such bias is low because 1) each company summary/infobox was written by different authors at different time within the wikipedia eco-system making this data far more natural than in the E2E challenge case, 2) there is a large amount of variation in the dataset, and 3) the dataset was split in such a way that the paired set contains perfect matches between the MR and the text, while reserving the least matching samples for the the unpaired set (i.e., the more representative of real-life Wikipedia articles). As a result, the paired and unpaired sets of the Wikipedia dataset are different from each other and the text and MR unpaired samples are only loosely correlated.

5.1 Evaluation with Automatic Metrics

For the experiments, each seq2seq model was composed of 2 layers of Bi-LSTM in the encoder and two layers of LSTM in the decoder with 256 hidden units and *dot attention* trained using Adam optimization with learning rate of 0.001. The embeddings had 500 dimensions and the vocabulary was limited to 50K words. The Gumbel-Softmax temperature \( \tau \) was set to 1. Hyper-parameters tuning was performed on the development set and models were trained until the loss on the development set stops decreasing for several consecutive iterations. All models were implemented with PyTorch library.

Results of the experiment on the E2E challenge

¹[https://docs.python.org/2/library/difflib.html](https://docs.python.org/2/library/difflib.html)
data are summarized Table 1 for both the NLG and the NLU tasks. BLEU, Rouge-L and Meteor were computed using the E2E challenge metrics script\(^2\) with default settings. NLU performances were computed at the slot level. The model learned using paired+unpaired methods shows significant superior performances than the paired version. Among the paired+unpaired methods, the one of last row exhibits the highest balanced score between NLG and NLU. This is achieved when the weights \(\alpha\) and \(\gamma\) favor the NLG task against NLU (\(\beta = \delta = 0.1\)). This setting has been chosen since the NLU task converged much quicker than the NLG task. Hence lower weight for NLU during the learning avoided over-fitting. This best system exhibits similar performances than the E2E challenge winner for ROUGE-L and METEOR whereas it did not use any pre-processing (delexicalisation, slot alignment, data augmentation) or re-scoring and was trained on far less annotated data.

Results of the experiment on Wikipedia company dataset are summarized Table 2 for both the NLG and the NLU tasks. Due to noise in the dataset and the fact that only one reference is available for each sample, the automatic metrics show very low scores. This is in line with (Qader et al., 2018) for which the best system obtained BLEU= 0.0413, ROUGE-L= 0.266 and METEOR= 0.1076. Contrary to the previous results, the paired method brings one of the best performance. However, the best performing system is the one of the last row which again put more emphasis on the NLG task than on the NLU one. Once again, this system obtained performances comparable to the best system of (Qader et al., 2018) but without using any pointer generator or coverage mechanisms.

In order to further analyze the results, in Table 3 we show samples of the generated text by different models alongside the reference texts. The first two examples are from the model trained on the E2E NLG dataset and the last two are from the Wikipedia dataset. Although on the E2E dataset the outputs of paired and paired+unpaired models seem very similar, the latter resembles the reference slightly more and because of this it achieves a higher score in the automatic metrics. This resemblance to the reference could be attributed to the fact that we use a reconstruction loss which forces the model to generate text that is only supported by facts found in the input. As for the Wikipedia dataset examples, we can see that the model with paired+unpaired data is less noisy and the outputs are generally shorter. The model with only paired data generates unnecessarily longer text with lots of unsupported facts and repetitions. Needless to say that both models are doing lots of mistakes and this is because of all the noise contained in the training data.

\[^2\]https://github.com/tuetschek/e2e-metrics
Table 3: Sample of generated text from the E2E and Wikipedia test sets using our systems along with the reference text.

|                     | cover. | non-red. | semant. | gramm. |
|---------------------|--------|----------|---------|--------|
| reference           | 3.42   | 4.25     | 4.19    | 4.13   |
| paired              | 2.26†  | 3.67     | 3.28    | 4.11   |
| unpaired            | 2.87†  | 3.63     | 3.67    | 3.96   |

Table 4: Results of the human evaluation per system on the Wikipedia corpus using the best unpaired system. † indicates wilcoxon $p < 0.05$ against the paired results.

### 5.2 Human Evaluation

It is well known that automatic metrics in NLG are poorly predictive of human ratings although they are useful for system analysis and development (Novikova et al., 2017a; Gatt and Krahmer, 2018). Hence, to gain more insight about the generation properties of each model, a human evaluation with 16 human subjects was performed on the Wikipedia dataset models. We set up a web-based experiment and used the same 4 questions as in (Qader et al., 2018) which were asked on a 5-point Lickert scale: How do you judge the Information Coverage of the company summary? How do you judge the Non-Redundancy of Information in the company summary? How do you judge the Semantic Adequacy of the company summary? How do you judge the Grammatical Correctness of the company summary?

For this experiment, 40 company summaries were selected randomly from the test set. Each participant had to treat 10 summaries by first reading the summary and the infobox, then answering the aforementioned four questions.
Results of the human experiment are reported in Table 4. The first line reports the results of the reference (i.e., the Wikipedia abstract) for comparison, while the second line is the model with paired data, and the last line is the model trained on paired+unpaired data with parameters reported in the last row of Table 2, i.e., $\alpha = \gamma = 1$ and $\beta = \delta = 0.1$. It is clear from the coverage metric that no system nor the reference was seen as doing a good job at conveying the information present in the infobox. This is in line with the corpus analysis of section 4. However, between the automatic methods, the unpaired models exhibit a clear superiority in coverage and in semantic adequacy, two measures that are linked. On the other side, the model learned with paired data is slightly more performing in term of non-redundancy and grammaticality. The results of the unpaired model with coverage and grammaticality are equivalent to best models of Qader et al. (2018) but for non-redundancy and semantic adequacy the result are slightly below. This is probably because the authors have used a pointer generator mechanism (See et al., 2017), a trick we avoided and which is subject of further work.

These results express the difference between the learning methods: on the one hand, the unpaired learning relaxes the intermediate labels which are noisy so that the model learns to express what is really in the input (this explain the higher result for coverage) while, on the other hand, the paired learning is only constrained by the output text (not also with the NLU loss as in the unpaired case) which results in slightly more grammatical sentence to the expense of semantic coverage.

```
| $\alpha$ | $\beta$ | $\gamma$ | $\delta$ | BLEU   | Rouge-L | Meteor |
|----------|---------|----------|----------|--------|---------|--------|
| 1        | 0.1     | 1        | 0.1      | 0.64   | 0.67    | 0.45   |
| 0        | 0.1     | 1        | 0.1      | 0.62   | 0.66    | 0.42   |
| 1        | 0       | 1        | 0.1      | 0.63   | 0.67    | 0.42   |
| 1        | 0.1     | 0        | 0.1      | 0.50   | 0.58    | 0.36   |
| 1        | 0.1     | 1        | 0        | 0.63   | 0.66    | 0.44   |
```

Table 5: Effect of loss weights on the performance of the NLG model on the E2E dataset.

```
| $\alpha$ | $\beta$ | $\gamma$ | $\delta$ | Precision | Recall | F-score |
|----------|---------|----------|----------|-----------|--------|---------|
| 1        | 0.1     | 1        | 0.1      | 0.77      | 0.83   | 0.80    |
| 0        | 0.1     | 1        | 0.1      | 0.74      | 0.79   | 0.76    |
| 1        | 0       | 1        | 0.1      | 0.74      | 0.71   | 0.73    |
| 1        | 0.1     | 0        | 0.1      | 0.68      | 0.73   | 0.70    |
| 1        | 0.1     | 1        | 0        | 0.75      | 0.73   | 0.74    |
```

Table 6: Effect of loss weights on the performance of the NLU model on the E2E dataset.

5.3 Ablation Study

In this section, we further discuss different aspects of the proposed joint learning approach. In particular we are interested in studying the impact of: 1) having different amounts of paired data and 2) the weight of each loss function on the overall performance. Since only the E2E dataset is non-noisy and hence provide meaningful automatic metrics, the ablation study was performed only on this dataset.

To evaluate the dependence on the amount of paired data, the best model was re-trained by changing the size of the paired data ranging from 3% of the training data (i.e., 1K) up to 24% (i.e., 10K). The results are shown in Figure 3. The figure reveals that regardless of the amount of paired data, the joint learning approach: 1) always improves over the model with only paired data and 2) is always able to benefit from supplementary paired data. This is particularly true when the amount of paired data is very small and the difference seems to get smaller as the percentage of the paired data increases.

Next, to evaluate which of the four losses contribute most to the overall performance, the best model was re-trained in different settings. In short, in each setting, one of the weights was set to zero while the others three weights were kept similar as in the best case. The results are presented in Table 5 and Table 6 for NLG and NLU tasks respectively. In these table the first line if the best model
as reported in Table 1. It can be seen that all the four losses are important since setting any of the weights to zero leads to a decrease in performance. However, the results of both tables show that the most important loss is the NLG unpaired loss $L_{\text{unlg}}$ since setting $\gamma$ to zeros leads to a significant reduction in the performance for both NLU and NLG.

6 Related Work

The approach of joint learning has been tested in the literature in other domains than NLG/NLU for tasks such as machine translation (Cheng et al., 2016; He et al., 2016; Tu et al., 2017) and speech processing (Tjandra et al., 2017, 2018; Liu et al., 2018). In (Tu et al., 2017) an encoder-decoder-reconstructor for MT is proposed. The reconstructor, integrated to the NMT model, rebuilds the source sentence from the hidden layer of the output target sentence, to ensure that the information in the source side is transformed to the target side as much as possible. In (Tjandra et al., 2018), a joint learning architecture of Automatic Speech Recognition (ASR) and Text-To-Speech (TTS) is proposed which leverages unannotated data. In the unannotated case, during the learning, ASR output is fed to the TTS and the TTS output is compared with the original ASR signal input to compute a loss which is back-propagated through both modules. Regarding NLU, joint learning of NLU with other tasks remain scarce. In (Yang et al., 2017), an NLU model is jointly learned with a system action prediction (SAP) model on supervised dialogue data. The NLU model is integrated into the sequence-to-sequence SAP model so that three losses (intent prediction, slot prediction and action prediction) are used to backpropagate through both models. The paper shows that this approach is competitive against the baselines.

To the best of our knowledge, the idea of joint NLG/NLU learning has not been tested in unannotated NLG. In NLG E2E models (Dušek and Jurcícek, 2016; Juraska et al., 2018), some approaches have learned a concept extractor (which is close to but simpler than an NLU model), but this was not integrated in the NLG learning scheme and only used for output re-scoring. Probably the closest work to our is (Chisholm et al., 2017) in which a seq2seq auto-encoder was used to generate biographies from MR. In this work, the generated text of the ‘forward’ seq2seq model was constrained by a ‘backward’ seq2seq model, which shared parameters. However, this works differs from ours since their model was not completely differentiable. Furthermore, their NLU backward model was only used as a support for the forward NLG. Finally, the shared parameters, although in line with the definition of an auto-encoder, make each model impossible to specialize.

7 Conclusion and Further Work

In this paper, we describe a learning scheme which provides the ability to jointly learn two models for NLG and for NLU using large amount of unannotated data and small amount of annotated data. The results obtained with this method on the E2E challenge benchmark, show that the method can achieve a similar score of the winner of the challenge (Juraska et al., 2018) but with far less annotated data and without using any pre-processing (delexicalisation, data augmentation) or re-scoring tricks. Results on the challenging Wikipedia company dataset shows that highest score can be achieve by mixing paired and unpaired datasets. These results are at the state-of-the-art level (Qader et al., 2018) but without using any pointer generator or coverage mechanisms. These findings open the way to the exploitation of unannotated data since the lack of large annotated data source is the current bottleneck of E2E NLG systems development for new applications.

Next steps of the research include, replacing the ST Gumbel-Softmax with reinforcement learning techniques such as policy gradient. This is particularly interesting as with policy gradient we will be able to design reward functions that better suit the problem we are trying to solve. Furthermore, it would be interesting to evaluate how pointer generator mechanism (See et al., 2017) and coverage mechanism (Tu et al., 2016) can be integrated in the learning scheme to increase the non-redundancy and coverage performance of the generation.
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