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Abstract. This paper addresses the following question: “Suppose that a state-feedback controller stabilizes an infinite-dimensional linear continuous-time system. If we choose the parameters of an event/self-triggering mechanism appropriately, is the event/self-triggered control system stable under all sufficiently small nonlinear Lipschitz perturbations?” We assume that the stabilizing feedback operator is compact. This assumption is used to guarantee the strict positiveness of inter-event times and the existence of the mild solution of evolution equations with unbounded control operators. First, for the case where the control operator is bounded, we show that the answer to the above question is positive, giving a sufficient condition for exponential stability, which can be employed for the design of event/self-triggering mechanisms. Next, we investigate the case where the control operator is unbounded and prove that the answer is still positive for periodic event-triggering mechanisms.

1. Introduction. In this paper, we study event/self-triggered control for infinite-dimensional systems. As the time-discretization of control systems, periodic sampling and control-updating are widely used. Various problems on periodic sampled-data control have been studied for infinite-dimensional systems; for example, stabilization [14, 15, 21, 22, 24, 29, 34, 38], robustness analysis of continuous-time stabilization with respect to periodic sampling [23, 30, 31], and output regulation [17–19, 25, 37]. Event/self-triggering mechanisms are other time-discretization methods, which send measurements and update control inputs when they are needed. In event-triggered control systems, a sensor monitors the plant output and determines when it sends the data to a controller (Figure 1). On the other hand, in self-triggered control systems, the controller computes times at which the sensor transmits the data to the controller (Figure 2). The major difference is that the current output can be used to determine transmission times in event-triggered
control systems but not in self-triggered control systems. Therefore, in the state-
feedback case where we denote by $x(t)$ the state at time $t \geq 0$, the transmission
times $\{t_k\}_{k \in \mathbb{N}_0}$ of event-triggered control systems are typically computed in the
form $t_{k+1} = \inf \{t > t_k : F_e(x(t), x(t_k)) > 0\}$ and those of self-triggered control
systems are in the form $t_{k+1} = t_k + F_s(x(t_k))$ for some functions $F_e$ and $F_s$.

Event/self-triggered control has been an area of intense research, starting from
the seminal works of Tabuada [33], Wang and Lemmon [39], and Anta and Tabuada
[1] for finite-dimensional systems. Adaptation of sampling periods in sampled-data
systems is a topic close to event/self-triggered control, which has been also explored
in [12] for finite-dimensional systems. Event-triggered control methods have been
extended to some classes of infinite-dimensional systems, e.g., systems with output
delays and packet losses [20], first-order hyperbolic systems [6, 7], second-order hy-
perbolic systems [3], second-order parabolic systems [13, 16, 32], and abstract linear
evolution equations [36]. However, relatively little work has been done on self-
triggered control for infinite-dimensional systems, compared with event-triggered
control.

We consider the following system with state space $X$ and input space $U$ (both
Hilbert spaces):

$$
\dot{x}(t) = Ax(t) + Bu(t) + \phi(x(t)), \quad t \geq 0; \quad x(0) = x^0 \in X,
$$

(1)

where $A$ is the generator of a strongly continuous semigroup $T(t)$ on $X$, the control
operator $B$ is a bounded linear operator from $U$ to the extrapolation space $X^{-1}$
associated with $T(t)$ (see the notation section for the definition of the extrapolation
space $X^{-1}$), and the perturbation $\phi$ is a nonlinear operator on $X$ satisfying $\phi(0) = 0$
and the Lipschitz condition

$$
\|\phi(\xi_1) - \phi(\xi_2)\| \leq L\|\xi_1 - \xi_2\| \quad \forall \xi_1, \xi_2 \in X
$$

for some Lipschitz constant $L \geq 0$. We call the control operator $B$ in (1) bounded
if $B$ maps boundedly from $U$ into $X$. Otherwise, we call $B$ unbounded.
Choose a bounded linear operator $F$ from $X$ to $U$ such that the state-feedback controller $u(t) = Fx(t)$ exponentially stabilizes the linear system $\dot{x}(t) = Ax(t) + Bu(t)$, that is, the strongly continuous semigroup generated by $A + BF$ is exponentially stable. For the infinite-dimensional system (1), we here implement an event/self-triggering controller, which is given by

$$u(t) = Fx(t), \quad t_k \leq t < t_{k+1}, \ k \in \mathbb{N}_0,$$

where $\{t_k\}_{k \in \mathbb{N}_0}$ is determined by a certain event/self-triggering mechanism. If we appropriately choose the parameters of the event/self-triggering mechanism, then the inter-event times $t_{k+1} - t_k$ can be small. Therefore, we would expect intuitively that the event/self-triggered controller (2) exponentially stabilizes the system (1) for all perturbations with sufficiently small Lipschitz constants $L$. The main objective of this paper is to show that this intuition is correct.

In addition to stabilization, the minimum inter-event time, $\inf_{k \in \mathbb{N}_0} (t_{k+1} - t_k)$, needs to be strictly positive. Otherwise, data transmissions might occur infinitely fast, which cannot be executed in practical implementation. This is an example of Zeno behavior studied in the context of hybrid systems; see, e.g., [9]. In the infinite-dimensional case, a careful treatment of the minimum inter-event time is required even for state-feedback control. In fact, for finite-dimensional linear systems, if we use the following standard event-triggering mechanism proposed in [33]:

$$t_{k+1} = \min \{t > t_k : \|x(t) - x(t_k)\| > \varepsilon \|x(t_k)\|\}, \ k \in \mathbb{N}_0, \ \varepsilon > 0,$$

then for every threshold $\varepsilon > 0$, there exists $\theta > 0$ such that $\inf_{k \in \mathbb{N}_0} (t_{k+1} - t_k) \geq \theta$ for all $x^0 \in X$; see Corollary IV.1 of [33]. However, for infinite-dimensional linear systems, the same mechanism may not guarantee that the minimum inter-event time is bounded from below by a positive constant as shown in Examples 3.1 and 3.2 in [36].

The important assumption of this paper is that the feedback operator $F$ is compact, which is used for two purposes. First, we guarantee the strict positiveness of inter-event times, using the compactness of the feedback operator. Second, this assumption is employed to prove the existence of the mild solution of the evolution equation (1) and (2) in the unbounded control case.

We start with the case in which $B$ is bounded. In the previous work [36], the following event-triggering mechanism has been considered for the system (1) in the unperturbed case $\phi \equiv 0$:

$$t_{k+1} = \min \{t_k + \tau_{\text{max}}, \ \inf \{t > t_k : \|Fx(t_k) - Fx(t)\|_U > \varepsilon \|x(t_k)\|\}\}, \ k \in \mathbb{N}_0, \ \varepsilon > 0,$$

for $k \in \mathbb{N}_0$, where $\tau_{\text{max}} > 0$ is an upper bound of inter-event times. The self-triggering mechanism we propose in this paper is based on (4). Before describing it, we briefly explain two different points of the event-triggering mechanism (4) from the standard one (3).

First, the mechanism (4) has the upper bound $\tau_{\text{max}}$ of inter-event times. Since $\|x(t_k)\|$ is used for the estimation of the implementation-induced error $\|Fx(t_k) - Fx(t)\|_U$ in the mechanism (4), exponential convergence is not guaranteed unless we set an upper bound of inter-event times. The exponential stability of the unperturbed event-triggered control system is achieved for every $\tau_{\text{max}} > 0$ under some condition on the threshold $\varepsilon$, although the decay rate becomes small as $\tau_{\text{max}}$ increases; see Theorem 4.1 in [36].
Second, the implementation-induced error of the input, \( \|Fx(t_k) - Fx(t)\|_U \), is used in (4). As in the case of the mechanism (3), there exists an infinite-dimensional systems such that an event-triggering mechanism using the condition \( \|x(t_k) - x(t)\| > \varepsilon \|x(t_k)\| \) does not guarantees that the minimum inter-event time is bounded from below by positive constant; see Example 3.1 in [36]. However, it has been shown in Theorem 3.6 of [36] that the minimum inter-event time of the mechanism (4) is strictly positive if the feedback operator \( F \) is compact.

Event-triggering mechanisms using the feedback operator \( F \) are not practical in some situations. This is the main motivation of the extension of (4) to a self-triggering mechanism. It is reasonable that the controller uses the mechanism (4) for the computation of transmission times at which the controller sends the control input to the actuator. However, it makes little sense that the sensor uses the mechanism (4) in the situation where the sensor and the controller are separated. Indeed, since the control input is computed in the mechanism (4), the sensor may directly transmit the control input to the actuator without going through the controller; see also the discussion in Section VII-B of [33].

For the bounded control case, we propose the following self-triggering mechanism:

\[
t_{k+1} = t_k + \min \left\{ \tau_{\max}, \inf \{ \tau > 0 : \alpha_{L,\varepsilon}(x(t_k), \tau) \geq \varepsilon \|x(t_k)\| \} \right\}
\]  (5)

for \( k \in \mathbb{N}_0 \), where \( \alpha_{L,\varepsilon} : X \times \mathbb{R}_+ \to \mathbb{R}_+ \) is a certain function depending on \( L \) and \( \varepsilon \); see Section 2.2 for details. Instead of monitoring the state \( x(t) \) continuously, the self-triggering mechanism (5) predicts it to estimate \( \|Fx(t_k) - Fx(t)\|_U \), by using the nominal linear model \( (T(t), B, F) \), the Lipschitz constant \( L \), and the latest transmitted state \( x(t_k) \). Consequently, the self-triggering mechanism (5) can be implemented in the controller. The function \( \alpha_{L,\varepsilon} \) is defined so that

\[
\|Fx(t_k) - Fx(t)\|_U \leq \alpha_{L,\varepsilon}(x(t_k), t - t_k)
\]

holds for every \( t \in [t_k, t_{k+1}) \) and \( k \in \mathbb{N}_0 \). Therefore, under the self-triggering mechanism (5), we obtain

\[
\|Fx(t_k) - Fx(t)\|_U \leq \varepsilon \|x(t_k)\|
\]

for every \( t \in [t_k, t_{k+1}) \) and \( k \in \mathbb{N}_0 \) as under the event-triggering mechanism (4). We show the strict positiveness of inter-event times and provide a sufficient condition for the exponential stability of the self-triggered control system.

Another solution to avoid the use of the feedback operator \( F \) in the sensor is the following event-triggering mechanisms:

\[
t_{k+1} = \min \left\{ t_k + \tau_{\max}, \inf \{ t > t_k + \tau_{\min} : \|x(t_k) - x(t)\| > \varepsilon \|x(t_k)\| \} \right\}
\]  (6)

for \( k \in \mathbb{N}_0 \), where \( \tau_{\min} \in (0, \tau_{\max}) \) is a prespecified lower bound of inter-event times. The event-triggering mechanism (6) is based on the one studied in [11] for finite-dimensional systems. The difficulty here is that the event-triggering mechanism (6) does not guarantee that the error \( \|x(t_k) - x(t_k + \tau)\| \) is small for \( 0 < \tau < \tau_{\min} \). However, we show that if the lower bound \( \tau_{\min} \) is chosen appropriately, then exponential stability is preserved under the event-triggering mechanism (6) for all sufficiently small Lipschitz constants \( L > 0 \) and thresholds \( \varepsilon \geq 0 \). For the unperturbed case \( \phi \equiv 0 \), we also provide a simple sufficient condition for exponential stability, in which the upper bound \( \tau_{\max} \) of inter-event times does not appear as in the case of the event-triggering mechanism (4). It is worthwhile noticing that the stability analysis under the event-triggering mechanism (4) is new even without Lipschitz perturbations.
Next we investigate the case in which $B$ is unbounded. As in the unperturbed case $\phi \equiv 0$ in Section 5.2 of [36], we apply the following periodic event-triggering mechanism:

$$t_{k+1} := \min \left\{ t_k + \ell_{\text{max}} h, \min \{ \ell h > t_k : \| x(t_k) - x(\ell h) \| > \varepsilon \| x(t_k) \|, \ell \in \mathbb{N} \} \right\}, \quad (7)$$

where $h > 0$ is a sampling period and $\ell_{\text{max}} \in \mathbb{N}$ determines an upper bound of inter-event times. The periodic event-triggering mechanism has been studied for finite-dimensional linear systems in [10] and then has been extended to finite-dimensional nonlinear Lipschitz systems in [8]. Compared with the above mechanisms (3), (4), and (6), the periodic event-triggering mechanism (7) behaves in a more time-triggering fashion, because the condition is verified only periodically. This periodic aspect leads to several benefits. First, the minimum inter-event time is bounded from below by $h$. Second, the sensor needs to monitor the state and check the condition only at sampling times, and hence the periodic event-triggering mechanism (7) is more suitable for practical implementations.

In the unbounded control case, we begin by showing that a mild solution of the evolution equation (1) and (2) uniquely exists in $C(\mathbb{R}_+, \mathcal{X})$. The difficulty arises from the combination of the unboundedness of the control operator $B$ and the nonlinearity of the perturbation $\phi$. To solve the difficulty, we use the fact that if $F$ is compact, then $S_h Fx^0$ is continuous with respect to $h$ in the norm of $\mathcal{X}$ for every $x^0 \in \mathcal{X}$, where

$$S_h := \int_0^h T(s) B ds.$$

Next, assuming that the operator $\Delta_h := T(h) + S_h F$, which governs the state evolution of the discretized system, is power stable, we extend the stability analysis developed in Section 5.2 of [36] to the perturbed case and show that the exponential stability of the periodic event-triggered control system is achieved for all sufficiently small Lipschitz constants $L > 0$ and thresholds $\varepsilon \geq 0$. This is only an existence result, because it is generally difficult in the unbounded control case to estimate how small the sampling period $h$ has to be in order to achieve the exponential stability of the periodic sampled-data system. However, returning to the bounded control case, we develop a simple sufficient condition for exponential stability. Similarly to the mechanisms (4) and (6), the upper bound $\ell_{\text{max}} h$ of inter-event times does not appear in this sufficient condition, and the decay rate of the closed-loop system becomes small as $\ell_{\text{max}} h$ increases.

This paper is organized as follows. In Section 2, we consider the case in which the control operator $B$ is bounded. First we analyze the minimum inter-event time and the exponential stability of the self-triggered control system with the mechanism (5). Next, exponential stability under the event-triggering mechanism (6) is studied. Before proceeding to the unbounded control case, we provide a numerical example in Section 3 to illustrate the proposed event/self-triggering mechanisms for bounded control case, where a heat equation in cascade with an ordinary differential equation (ODE) is considered. In Section 4, we study the case in which the control operator $B$ is unbounded. After proving that a mild solution of the evolution equation uniquely exists, we apply the periodic event-triggering mechanism (7) to infinite-dimensional systems with Lipschitz perturbations.

**Notation.** We denote by $\mathbb{Z}$ and $\mathbb{N}$ the set of integers and the set of positive integers, respectively. Define $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$ and $\mathbb{R}_+ := [0, \infty)$. Let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces. Let us denote the space of all bounded linear operators from $\mathcal{X}$ to $\mathcal{Y}$ by $\mathcal{B}(\mathcal{X}, \mathcal{Y})$, and
set $\mathcal{B}(X) := \mathcal{B}(X, X)$. Denote by $\mathcal{K}(X, Y)$ the closed subspace of $\mathcal{B}(X, Y)$ consisting of all compact operators. Let $A$ be a linear operator from $X$ to $Y$. The domain of $A$ is denoted by $\text{dom}(A)$. The resolvent set of a linear operator $A : \text{dom}(A) \subset X \to X$ is denoted by $\rho(A)$. For an interval $I \subset \mathbb{R}$, we denote by $C(I, X)$ the space of all continuous functions $f : I \to X$ and by $C^1(I, X)$ the space of all continuously differentiable functions $f : I \to X$. For $p \geq 1$, we denote by $L^p(I, X)$ the space of all measurable functions $f : I \to X$ such that $\int_I \| f(t) \|^p dt < \infty$.

Let $X$ be a Banach space. An operator $\Delta \in \mathcal{B}(X)$ is said to be power stable if there exist $\Omega \geq 1$ and $\omega \in (0, 1)$ such that $\| \Delta^k \|_{\mathcal{B}(X)} \leq \Omega \omega^k$ for every $k \in \mathbb{N}_0$. Let $T(t)$ be a strongly continuous semigroup on $X$. We say that $T(t)$ is exponentially stable if there exist $\Gamma \geq 1$ and $\gamma > 0$ satisfy $\| T(t) \|_{\mathcal{B}(X)} \leq \Gamma e^{-\gamma t}$ for all $t \geq 0$. Let $A$ be the generator of $T(t)$. For $\lambda \in \rho(A)$, the extrapolation space $X_{-1}$ associated with $T(t)$ is the completion of $X$ with respect to the norm $\| x \|_{-1} := \| (\lambda I - A)^{-1} x \|$. Different choices of $\lambda$ lead to equivalent norms on $X_{-1}$. The semigroup $T(t)$ can be extended to a strongly continuous semigroup on $X_{-1}$, and its generator on $X_{-1}$ is an extension of $A$ to $X$. We shall use the same symbols $T(t)$ and $A$ for the original extensions. We refer the reader to Section II.5 in [5] and Section 2.10 in [35] for more details on the extrapolation space $X_{-1}$.

### 2. Event/self-triggering mechanisms for bounded control

In this section, we study event/self-triggered control systems with bounded control operators, i.e, $B \in \mathcal{B}(U, X)$. First, we introduce the infinite-dimensional system considered here. Next, we propose a self-triggering mechanism employing the input error and then analyze the minimum inter-event time and the exponential stability of the self-triggered control system. Finally, we study the exponential stability of event-triggered control systems with mechanisms in which a lower bound of the minimum inter-event time is prespecified.

#### 2.1. Plant dynamics and preliminaries

Let us denote by $X$ and $U$ the state space and the input space, and both of them are Hilbert spaces. We denote by $\| \cdot \|$ the norm of $X$. Take $\tau_{\text{min}} > 0$, and let an increasing sequence $\{ t_k \}_{k \in \mathbb{N}_0}$ satisfy $t_0 = 0$ and $t_{k+1} - t_k \geq \tau_{\text{min}}$ for every $k \in \mathbb{N}_0$. Consider the following infinite-dimensional system:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + \phi(x(t)), \quad t \geq 0; \quad x(0) = x^0 \in X \quad (8a) \\
u(t) &= Fx(t_k), \quad t_k \leq t < t_{k+1}, \quad k \in \mathbb{N}_0, \quad (8b)
\end{align*}
\]

where $x(t) \in X$ is the state and $u(t) \in U$ is the input for $t \geq 0$. We assume that $A$ is the generator of a strongly continuous semigroup $T(t)$ on $X$. The control operator $B$ and the feedback operator $F$ satisfy $B \in \mathcal{B}(U, X)$ and $F \in \mathcal{B}(X, U)$, respectively. The perturbation $\phi : X \to X$ is a nonlinear operator satisfying the Lipschitz condition

\[
\phi(0) = 0, \quad \| \phi(\xi_1) - \phi(\xi_2) \| \leq L \| \xi_1 - \xi_2 \| \quad \forall \xi_1, \xi_2 \in X \quad (9)
\]

for some Lipschitz constant $L \geq 0$.

To study the solution of the evolution equation (8), we consider the following integral equation:

\[
\begin{align*}
x(0) &= x^0 \in X \quad (10a) \\
x(t_k + \tau) &= T(\tau)x(t_k) + \int_0^\tau T(\tau - s) \left( BFx(t_k) + \phi(x(t_k + s)) \right) ds \quad (10b)
\end{align*}
\]
for all $\tau \in (0, t_{k+1} - t_k]$ and all $k \in \mathbb{N}_0$. The integral equation (10) has a unique solution in $C(\mathbb{R}^+, X)$ by Theorem 1.2 on p. 184 of [27]. Moreover, this solution satisfies the evolution equation (8) in a certain sense; see, e.g., Theorem 4.2 in the unbounded control case for details. We say that the continuous solution of the integral equation (10) is a (mild) solution of the evolution equation (8).

We define the exponential stability of the closed-loop system (8).

**Definition 2.1 (Exponential stability).** The closed-loop system (8) is **exponentially stable** if there exist $\Gamma \geq 1$ and $\gamma > 0$ such that the solution $x$ of the integral equation (10) satisfies

$$\|x(t)\| \leq \Gamma e^{-\gamma t}\|x^0\| \quad \forall x^0 \in X, \forall t \geq 0.$$

Define the operators $S_\tau \in \mathcal{B}(U, X)$ and $\Delta_\tau \in \mathcal{B}(X)$ by

$$S_\tau := \int_0^\tau T(s)Bds, \quad \Delta_\tau := T(\tau) + S_\tau F. \quad \text{(11)}$$

Using this operator $\Delta_\tau$, we can rewrite (10b) as

$$x(t_k + \tau) = \Delta_\tau x(t_k) + \int_0^\tau T(\tau - s)\phi(x(t_k + s))ds. \quad \text{(12)}$$

for all $\tau \in (0, t_{k+1} - t_k]$ and all $k \in \mathbb{N}_0$.

A simple calculation (see, e.g., Exercise 3.3 on p. 129 in [4]) yields the following equivalence of solutions:

**Lemma 2.2.** Let $\tau > 0$. Assume that $A$ generates a strongly continuous semigroup $T(t)$ on $X$, $B \in \mathcal{B}(U, X)$, $F \in \mathcal{B}(X, U)$, and $u \in L^1([0, \tau), U)$. Then the mild solution of

$$\dot{x}(t) = Ax(t) + Bu(t), \quad 0 \leq t < \tau; \quad x(0) = x^0 \in X$$

equals the mild solution of

$$\dot{x}(t) = (A + BF)x(t) + B[u(t) - Fx(t)], \quad 0 \leq t < \tau; \quad x(0) = x^0 \in X.$$

Let $T_{BF}(t)$ denote the strongly continuous semigroup generated by $A + BF$. Since the evolution equation (8) is rewritten as

$$\dot{x}(t) = (A + BF)x(t) + \phi(x(t)) + BF[x(t_k) - x(t)], \quad t_k \leq t < t_{k+1}, \quad k \in \mathbb{N}_0,$$

Lemma 2.2 yields another representation of the solution $x$ given in (10b):

$$x(t_k + \tau) = T_{BF}(\tau)x(t_k) + \int_0^\tau T_{BF}(\tau - s)\phi(x(t_k + s))ds$$

$$+ \int_0^\tau T_{BF}(\tau - s)BF[x(t_k + s) - x(t_k + s)]ds \quad \text{(13)}$$

for every $\tau \in (0, t_{k+1} - t_k]$ and every $k \in \mathbb{N}_0$.

The following lemma provides an upper bound of the state norm between transmission times.

**Lemma 2.3.** Assume that the semigroup $T_{BF}(t)$ generated by $A + BF$ is exponentially stable, i.e.,

$$\|T_{BF}(t)\|_{\mathcal{B}(X)} \leq \Gamma e^{-\gamma t} \quad \forall t \geq 0. \quad \text{(14)}$$

holds for some $\Gamma \geq 1$ and $\gamma > 0$. If the solution $x$ of the integral equation (10) satisfies

$$\|Fx(t_k) - Fx(t_k + \tau)\|_U \leq \varepsilon\|x(t_k)\| \quad \forall \tau \in (0, t_{k+1} - t_k), \forall k \in \mathbb{N}_0 \quad \text{(15)}$$
for some $\varepsilon > 0$, then
\[
\|x(t_k + \tau)\| \leq \Gamma e^{\Gamma \tau t}[(1 - b_1 \varepsilon)e^{-\gamma \tau} + b_1 \varepsilon]\|x(t_k)\| \quad \forall \tau \in [0, t_{k+1} - t_k), \forall k \in \mathbb{N}_0,
\]
where $b_1 := \|B\|_{\mathcal{B}(U,X)}/\gamma$.

**Proof.** Let $k \in \mathbb{N}_0$ and $\tau \in [0, t_{k+1} - t_k)$. Using (13) and (15), we obtain
\[
\|x(t_k + \tau)\| \leq e^{-\gamma \tau}\|x(t_k)\| + \Gamma \int_0^\tau e^{-\gamma(s-\tau)}\|\phi(x(t_k + s))\|ds
\]
\[+ \Gamma \|B\|_{\mathcal{B}(U,X)} \int_0^\tau e^{-\gamma(s-\tau)}\|Fx(t_k) - Fx(t_k + s)\|ds,
\]
where $b_1 := \|B\|_{\mathcal{B}(U,X)}/\gamma$. Define $y(t_k + \tau) := e^{\gamma \tau}\|x(t_k + \tau)\|$. Then
\[
y(t_k + \tau) \leq \Gamma[(1 - b_1 \varepsilon) + b_1 \varepsilon e^{\gamma \tau}]y(t_k) + \Gamma L \int_0^\tau y(t_k + s)ds.
\]
Gronwall’s inequality yields
\[
y(t_k + \tau) \leq \Gamma e^{\Gamma \tau t}[(1 - b_1 \varepsilon) + b_1 \varepsilon e^{\gamma \tau}]y(t_k).
\]
Thus, we obtain the desired estimate (16).

We write the coefficient of $\|x(t_k)\|$ in (16) as $\eta_{L,\varepsilon}(\tau)$:
\[
\eta_{L,\varepsilon}(\tau) := \Gamma e^{\Gamma \tau t}[(1 - \varepsilon)\|B\|_{\mathcal{B}(U,X)}/\gamma)e^{-\gamma \tau} + \varepsilon\|B\|_{\mathcal{B}(U,X)}/\gamma], \quad \tau \geq 0.
\]
Suppose that the semigroup $T_{BF}(t)$ is exponentially stable, i.e., (14) holds for some $\Gamma \geq 1$ and $\gamma > 0$. Then we define a new norm $|\cdot|$ on $X$ by
\[
|x| := \sup_{t \geq 0} \|e^{\gamma t}T_{BF}(t)x\|, \quad x \in X
\]
as in the proof of Theorem 3.1 in [23]. It has been shown there that this norm satisfies
\[
\|x\| \leq |x| \leq \Gamma \|x\|, \quad |T_{BF}(t)x| \leq e^{-\gamma t}|x| \quad \forall x \in X, \forall t \geq 0.
\]

**2.2. Self-triggering mechanism employing input errors.** Throughout this and next subsections, we place the following assumption.

**Assumption 2.4.** Assume that $A$ generates a strongly continuous semigroup $T(t)$ on $X$, $B \in \mathcal{B}(U,X)$, $F \in \mathcal{K}(X,U)$, and a nonlinear operator $\phi : X \to X$ satisfies the Lipschitz condition (9). Moreover, assume that the semigroup $T_{BF}(t)$ generated by $A + BF$ is exponentially stable, i.e, (14) holds for some $\Gamma \geq 1$ and $\gamma > 0$.

We propose a self-triggering mechanism that constructs $\{t_k\}_{k \in \mathbb{N}_0}$ only from the data on the nominal linear model $(T(t), B, F)$, the Lipschitz constant $L$, and the latest transmitted state $x(t_k)$. For $\xi \in X$ and $\tau \geq 0$, define
\[
\alpha_{L,\varepsilon}(\xi, \tau) := \|F(I - \Delta_{\tau})\xi\|_U + L \int_0^\tau \|FT(\tau - s)\|_{\mathcal{B}(X,U)}\eta_{L,\varepsilon}(s)ds\|\xi\|,
\]
where $\eta_{L,\varepsilon}$ is defined by (17). We consider the following self-triggering mechanism:

\[
t_{k+1} := t_k + \min\{\tau_{\text{max}}, \tau_k\}; \quad t_0 := 0 \quad (20a)
\]
\[
\tau_k := \inf \{\tau > 0 : \alpha_{L,\varepsilon}(x(t_k), \tau) \geq \varepsilon\|x(t_k)\|\}, \quad k \in \mathbb{N}_0, \quad (20b)
\]
where $\varepsilon > 0$ is a threshold parameter and $\tau_{\max} > 0$ is an upper bound of inter-event times, i.e., $t_{k+1} - t_k \leq \tau_{\max}$ for every $k \in \mathbb{N}_0$. The important feature of this mechanism is to determine the transmission times $\{t_k\}_{k \in \mathbb{N}_0}$ without using the present state $x(t)$. Therefore, it can be implemented at the controller.

**Remark 2.5** (Role of $\tau_{\max}$). By (16), we only have $\limsup_{t \to \infty} \|x(t_k + \tau)\| \leq \Gamma_0 \varepsilon \|x(t_k)\|$ even in the unperturbed case $\phi \equiv 0$. To achieve exponential stability, we set an upper bound $\tau_{\max}$ of the inter-event times when we use triggering mechanisms that compare the last-released data $\|x(t_k)\|$, not the present data $\|x(t)\|$, with an implementation-induced error such as $Fx(t_k) - Fx(t_k + \tau)$. In Theorem 4.2 of [36], an event-triggering mechanism that compares the present data $\|x(t)\|$ with the implementation-induced error was investigated for infinite-dimensional systems, and a sufficient condition for exponential stability was obtained with the help of the classical Lyapunov equation. In this theorem, however, the rather restrictive assumption that a lower bound on the decay of $T(t)$ is strictly positive is placed.

The recent developments of Lyapunov functions for input-to-state stability (see, e.g., [26]) may yield interesting results on event/self-triggered control for infinite-dimensional systems, but we leave it for future work.

To investigate the minimum inter-event time, we use the following result, in which the compactness of the feedback operator $F$ plays an important role.

**Lemma 2.6** (Lemma 3.5 in [36]). Let $T(t)$ be a strongly continuous semigroup on $X$, $B \in \mathcal{B}(U, X)$, and $F \in \mathcal{K}(X, U)$. Then the operator $\Delta_r \in \mathcal{B}(X)$ defined by (11) satisfies
\[
\lim_{\tau \downarrow 0} \|F(I - \Delta_r)\|_{\mathcal{B}(X, U)} = 0.
\]

Using this lemma, we now show that the minimum inter-event time of the self-triggered control system is bounded from below by a positive constant. Moreover, we provides a sufficient condition for exponential stability.

**Theorem 2.7.** Under Assumption 2.4, the following two statements hold:

a) For every $L \geq 0$ and $\varepsilon, \tau_{\max} > 0$, there exists $\theta > 0$ such that for every $x^0 \in X$, the increasing sequence $\{t_k\}_{k \in \mathbb{N}_0}$ defined by the self-triggering mechanism (20) satisfies $\inf_{k \in \mathbb{N}_0} (t_{k+1} - t_k) \geq \theta$.

b) The system (8) with the self-triggering mechanism (20) is exponentially stable if $L \geq 0$ and $\varepsilon, \tau_{\max} > 0$ satisfy
\[
\max \left\{ \frac{\Gamma L}{\gamma}, \varpi(L, \varepsilon, \tau_{\max}) \right\} + \frac{\Gamma \|B\|_{\mathcal{B}(U, X)}}{\gamma} \varepsilon < 1,
\]
(21)

where
\[
\varpi(L, \varepsilon, \tau) := \frac{1}{e^{\varepsilon \tau} - 1} \left( \left( 1 - \frac{\varepsilon \Gamma \|B\|_{\mathcal{B}(U, X)}}{\gamma} \right) (e^{\gamma L \tau} - 1) + \frac{\varepsilon \Gamma \|B\|_{\mathcal{B}(U, X)}}{\gamma} \Gamma L (e^{(\Gamma L + \gamma) \tau}) \right).
\]
(22)

**Proof.** a) Let $L \geq 0$, and $\varepsilon, \tau_{\max} > 0$ be given. For the first term of $\alpha_{L, \varepsilon}$, we obtain
\[
\|F(I - \Delta_r)\|_U \leq \|F(I - \Delta_r)\|_{\mathcal{B}(X, U)} \|\xi\| \quad \forall \xi \in X,
\]
and $\lim_{\tau \downarrow 0} \|F(I - \Delta_r)\|_{\mathcal{B}(X, U)} = 0$ by Lemma 2.6. Moreover, the integral term of $\alpha_{L, \varepsilon}$.
\[
\int_0^\tau \|FT(s)\|_{\mathcal{B}(X, U)} \eta_{L, \varepsilon}(s) \, ds,
\]
is continuous with respect to \( \tau \) (see, e.g., Proposition 1.3.2 on p. 22 of \[2\] for the continuity property of convolutions) and goes to 0 as \( \tau \to 0 \). Hence \( t_1 - t_0 \geq \theta \) for some \( \theta > 0 \), and \( \theta \) does not depend on the initial state \( x^0 \). Since \( x(t_k) \in X \) for every \( k \in \mathbb{N} \), we obtain \( \inf_{k \in \mathbb{N}_0} (t_{k+1} - t_k) \geq \theta \) by induction.

b) We first show that

\[
\|F x(t_k) - F x(t_k + \tau)\|_U \leq \varepsilon \|x(t_k)\| \quad \forall \tau \in [0, t_{k+1} - t_k), \forall k \in \mathbb{N}_0.
\]

(23)

Assume, to get a contradiction, that there exists \( k \in \mathbb{N}_0 \) such that

\[
\tau_1 := \inf \{ \tau \geq 0 : \|F x(t_k) - F x(t_k + \tau)\|_U > \varepsilon \|x(t_k)\| \} \in [0, t_{k+1} - t_k).
\]

By the continuity of \( x \),

\[
\|F x(t_k) - F x(t_k + \tau_1)\|_U = \varepsilon \|x(t_k)\|.
\]

(24)

Moreover,

\[
\|F x(t_k) - F x(t_k + \tau)\|_U \leq \varepsilon \|x(t_k)\| \quad \forall \tau \in [0, \tau_1],
\]

and hence (12) and Lemma 2.3 yield

\[
\|F x(t_k) - F x(t_k + \tau)\|_U \leq \alpha_{L,\varepsilon}(x(t_k), \tau) \quad \forall \tau \in [0, \tau_1].
\]

Since \( \tau_1 < t_{k+1} - t_k \), it follows from the self-triggering mechanism (20) that

\[
\alpha_{L,\varepsilon}(x(t_k), \tau) < \varepsilon \|x(t_k)\| \quad \forall \tau \in [0, \tau_1].
\]

This implies that

\[
\|F x(t_k) - F x(t_k + \tau_1)\|_U < \varepsilon \|x(t_k)\|,
\]

which contradicts (24).

Using the same argument as in the proof of Lemma 2.3, we have from (19) and (23) that

\[
|x(t_k + \tau)| \leq e^{\Gamma L \tau}[(1 - b_\varepsilon)e^{-\gamma \tau} + b_\varepsilon] |x(t_k)|
\]

for every \( \tau \in (0, t_{k+1} - t_k) \) and every \( k \in \mathbb{N}_0 \), where \( b_\varepsilon := \Gamma \|B\| \|U, X\|/\gamma \). Therefore,

\[
\left| \int_0^\tau T_{BF}(\tau - s) \phi(x(t_k + s))ds \right| \leq \Gamma L \int_0^\tau e^{-\gamma (\tau - s)} |x(t_k + s)|ds
\]

\[
\leq \Gamma L \int_0^\tau e^{-\gamma (\tau - s)} e^{\Gamma L s} [(1 - b_\varepsilon)e^{-\gamma s} + b_\varepsilon] |x(t_k)|ds
\]

for every \( \tau \in (0, t_{k+1} - t_k) \) and every \( k \in \mathbb{N}_0 \). Note that \( \varpi(L, \varepsilon, \tau) \) defined by (22) satisfies

\[
\varpi(L, \varepsilon, \tau) = \frac{\Gamma L}{1 - e^{-\gamma \tau}} \int_0^\tau e^{-\gamma (\tau - s)} e^{\Gamma L s} [(1 - b_\varepsilon)e^{-\gamma s} + b_\varepsilon]ds.
\]

Moreover, a routine calculation shows that

\[
\sup_{0 < \tau \leq \tau_{\max}} \varpi(L, \varepsilon, \tau) = \max \left\{ \lim_{\tau \uparrow 0} \varpi(L, \varepsilon, \tau), \varpi(L, \varepsilon, \tau_{\max}) \right\}
\]

\[
= \max \left\{ \frac{\Gamma L}{\gamma}, \varpi(L, \varepsilon, \tau_{\max}) \right\} =: \varpi_s(L, \varepsilon, \tau_{\max}).
\]

It follows that

\[
\int_0^\tau T_{BF}(\tau - s) \phi(x(t_k + s))ds \leq \varpi_s(L, \varepsilon, \tau_{\max})(1 - e^{-\gamma \tau}) |x(t_k)|
\]

(25)

for every \( \tau \in (0, t_{k+1} - t_k) \) and every \( k \in \mathbb{N}_0 \).
Using (19) and (23) again, we obtain
\[
\left| \int_0^\tau T_{BF}(\tau - s)BF[x(t_k) - x(t_k + s)]ds \right| \leq b_k \varepsilon (1 - e^{-\gamma \tau})|x(t_k)|
\] (26)
for every \( \tau \in (0, t_{k+1} - t_k) \) and every \( k \in \mathbb{N}_0 \). Applying these estimates (25) and (26) to (13), we have
\[
|x(t_k + \tau)| \leq e^{-\gamma \tau}|x(t_k)| + (\varpi(L, \varepsilon, \tau_{\max}) + b_k \varepsilon)(1 - e^{-\gamma \tau})|x(t_k)|
\]
for every \( \tau \in (0, t_{k+1} - t_k) \) and every \( k \in \mathbb{N}_0 \). By the condition (21), \( \beta_s(L, \varepsilon, \tau_{\max}) := \varpi(L, \varepsilon, \tau_{\max}) + b_k \varepsilon < 1 \). Define
\[
f_s(\tau) := -\log \left( \frac{e^{-\gamma \tau} + \beta_s(L, \varepsilon, \tau_{\max})(1 - e^{-\gamma \tau})}{\tau} \right).
\]
Since
\[e^{-\gamma \tau} + \beta_s(L, \varepsilon, \tau_{\max})(1 - e^{-\gamma \tau}) = [1 - \beta_s(L, \varepsilon, \tau_{\max})]e^{-\gamma \tau} + \beta_s(L, \varepsilon, \tau_{\max}) < 1\]
for all \( \tau > 0 \), it follows that \( f_s(\tau) > 0 \) for every \( \tau > 0 \). Moreover, a straightforward calculation shows that \( f_s \) is monotonically decreasing on \((0, \infty)\). Hence
\[
|x(t_k + \tau)| \leq e^{-\gamma_0 \tau}|x(t_k)| \quad \forall \tau \in (0, t_{k+1} - t_k), \forall k \in \mathbb{N}_0,
\]
where \( \gamma_0 := f_s(\tau_{\max}) > 0 \). By induction on \( k \in \mathbb{N}_0 \), we obtain
\[
\|x(t_k + \tau)\| \leq |x(t_k + \tau)| \leq e^{-\gamma_0 \tau}|x(t_k)| \leq \Gamma e^{-\gamma_0 (t_k + \tau)}\|x^0\|
\]
for every \( x^0 \in X, \tau \in (0, t_{k+1} - t_k) \), and \( k \in \mathbb{N}_0 \). Thus, the system (8) with the self-triggering mechanism (20) is exponentially stable. \( \square \)

**Remark 2.8** (Dependence on \( \tau_{\max} \)). The upper bound \( \tau_{\max} \) of inter-event times affects the performance of the closed-loop system in the following two ways. First, \( L \) and \( \varepsilon \) depend on \( \tau_{\max} \) in (21) if \( \varpi(L, \varepsilon, \tau_{\max}) \geq \Gamma L / \gamma \), which occurs, e.g., for large \( \tau_{\max} \) and \( L \). Second, the lower bound \( \gamma_0 \) of the decay rate of the self-triggered control system becomes smaller as \( \tau_{\max} \) increases.

### 2.3. Event-triggering mechanism enforcing minimal inter-event time

We define the increasing sequence \( \{t_k\}_{k \in \mathbb{N}_0} \) by
\[
t_{k+1} := \min\{t_k + \tau_{\max}, t_{k+1}\}; \quad t_0 := 0 \quad (27a)
\]
\[
\tilde{t}_{k+1} := \inf \{ t > t_k + \tau_{\min} : \|x(t_k) - x(t)\| > \varepsilon \|x(t_k)\| \}, \quad k \in \mathbb{N}_0, \quad (27b)
\]
where \( \varepsilon \geq 0 \) is a threshold parameter and \( \tau_{\max} > \tau_{\min} > 0 \) are upper and lower bounds on inter-event times, respectively, i.e., \( \tau_{\min} \leq t_{k+1} - t_k \leq \tau_{\max} \) for every \( k \in \mathbb{N}_0 \). Here we consider the situation where high-performance sensors are used for the continuous measurement of the state but the capacity of communication channels and the actuator capability are limited, i.e., we cannot transmit data or update control inputs so frequently. Practically, \( \tau_{\min} \) is first determined, and then we choose the threshold \( \varepsilon \) so that the event-triggered control system is exponentially stable.

If the threshold \( \varepsilon = 0 \), then the event-triggered control system with the mechanism (27) can be regarded as a periodic sampled-data system with sampling period \( \tau_{\min} \). Unlike the case of periodic sampling, the sensor needs to measure the state \( x(t) \) continuously after \( t > t_{\min} \) in the event-triggering mechanism (27). Therefore, the processing load of the sensor is high in the event-triggered control system. However, the event-triggering mechanism (27) has a potential to reduce the number
of data transmissions, because it determines transmission times depending on the state $x(t)$. We see it from numerical simulations in Section 3.

We first show that a suitable choice of the threshold $\varepsilon$ and the lower bound $\tau_{\text{min}}$ of inter-event times makes the event-triggered control system exponentially stable under all sufficiently small Lipschitz perturbations.

**Theorem 2.9.** Suppose that Assumption 2.4 holds. For every $\tau_{\text{max}} > 0$, there exist constants $L^*, \varepsilon^* > 0$ and $\tau_{\text{min}}^* \in (0, \tau_{\text{max}})$ such that the system (8) with the event-triggering mechanism (27) is exponentially stable for every $L \in [0, L^*]$, $\varepsilon \in [0, \varepsilon^*]$, and $\tau_{\text{min}} \in (0, \tau_{\text{min}}^*)$.

**Proof.** In the proof, we first investigate the integral terms in the mild solution (13) and obtain upper bounds of their norms $| \cdot |$ defined by (18). Using these upper bounds, we next prove that

$$|x(t_k + \tau)| \leq e^{-\gamma \tau} |x(t_k)| \quad \forall \tau \in [\tau_{\text{min}}, t_{k+1} - t_k], \quad \forall k \in \mathbb{N}_0$$  \hspace{1cm} (28)

for some $\gamma_0 > 0$. Finally, we show that the event-triggered control system is exponentially stable, by using the above estimate (28) and the properties (19) of the norm $| \cdot |$.

1. Under the event-triggering mechanism (27), the solution $x$ of the integral equation (10) satisfies

$$|x(t_k) - x(t_k + s)| \leq \varepsilon |x(t_k)| \quad \forall s \in [\tau_{\text{min}}, t_{k+1} - t_k], \quad \forall k \in \mathbb{N}_0.$$  

Note that the above inequality may not hold for $s \in (0, \tau_{\text{min}})$. Therefore, compared with the case of the event-triggering mechanism (4) studied in the previous study [36], the careful estimate of the term in the mild solution (13),

$$\int_{0}^{\tau} T_{BF}(\tau - s)BF[x(t_k) - x(t_k + s)]ds,$$  

is required.

From the properties (19) of the norm $| \cdot |$, it follows that for every $\tau \in [\tau_{\text{min}}, t_{k+1} - t_k],$

$$\left| \int_{\tau_{\text{min}}}^{\tau} T_{BF}(\tau - s)BF[x(t_k) - x(t_k + s)]ds \right|$$

$$\leq \Gamma \|BF\|_{\mathcal{B}(X)} \int_{\tau_{\text{min}}}^{\tau} e^{-\gamma (\tau - s)} \|x(t_k) - x(t_k + s)\|ds$$

$$\leq b_\varepsilon \varepsilon (1 - e^{-\gamma (\tau - \tau_{\text{min}})}) |x(t_k)|,$$  \hspace{1cm} (29)

where $b_\varepsilon := \Gamma \|BF\|_{\mathcal{B}(X)}/\gamma$. To estimate

$$\left| \int_{0}^{\tau_{\text{min}}} T_{BF}(\tau - s)BF[x(t_k) - x(t_k + s)]ds \right|,$$  

we define

$$c_1 := c_1(\tau_{\text{min}}) = \sup_{0 \leq \tau \leq \tau_{\text{min}}} \|\Delta_\tau\|, \quad c_2 := c_2(\tau_{\text{min}}) = \sup_{0 \leq \tau \leq \tau_{\text{min}}} \|T(\tau)\|.$$  \hspace{1cm} (30)

By (12) and Gronwall’s inequality,

$$\|x(t_k + \tau)\| \leq c_1 \|x(t_k)\| + c_2 L \int_{0}^{\tau} \|x(t_k + s)\|ds \leq c_1 e^{c_2 L \tau} \|x(t_k)\|$$  \hspace{1cm} (31)

for every $\tau \in [0, \tau_{\text{min}}]$ and every $k \in \mathbb{N}_0$. Therefore, using (12) again, we obtain

$$\|BF[x(t_k) - x(t_k + \tau)]\| \leq (\|BF(I - \Delta_\tau)\|_{\mathcal{B}(X)} + c_1 \|BF\|_{\mathcal{B}(X)}(e^{c_2 L \tau} - 1)) \|x(t_k)\|.$$
Define 
\[ g(L, \tau_{\min}) := \Gamma \sup_{0 \leq \tau \leq \tau_{\min}} (\|BF(I - \Delta \tau)\|g(x) + c_1\|BF\|g(x)(e^{c_2L\tau} - 1)) \].

The properties (19) of the norm \( |\cdot| \) yield
\[
\left| \int_0^{\tau_{\min}} T_{BF}(\tau - s)BF[x(t_k) - x(t_k + s)]ds \right| \leq \tau_{\min}g(L, \tau_{\min})|x(t_k)| \tag{32}
\]
for every \( \tau \in [\tau_{\min}, t_{k+1} - t_k] \).

To estimate the other integral term in the mild solution (13),
\[
\int_0^{\tau} T_{BF}(\tau - s)\phi(x(t_k + s))ds,
\]
first note that, in the same way as in the proof of Lemma 2.3, one can obtain
\[
\|x(t_k + \tau)\| \leq \Gamma e^{(L-\gamma)(\tau-\tau_{\min})}\|x(t_k + \tau_{\min})\| + \eta_{L, \varepsilon}(\tau - \tau_{\min})\|x(t_k)\|
\]
for every \( \tau \in [\tau_{\min}, t_{k+1} - t_k] \), where
\[
\eta_{L, \varepsilon}(\tau) := \frac{\varepsilon\|BF\|g(x)}{\gamma}(e^{\Gamma L\tau} - e^{(\Gamma L-\gamma)\tau}).
\]
Combining this with (31), we obtain
\[
\|x(t_k + \tau)\| \leq \Upsilon_{L, \varepsilon, \tau_{\min}}(\tau)|x(t_k)| \quad \forall \tau \in [0, t_{k+1} - t_k),
\]
where
\[
\Upsilon_{L, \varepsilon, \tau_{\min}}(\tau) := \begin{cases} 
c_1e^{c_2L\tau}, & 0 \leq \tau \leq \tau_{\min}, 
\Gamma c_1e^{c_2L\tau_{\min}}e^{(\Gamma L-\gamma)(\tau-\tau_{\min})} + \eta_{L, \varepsilon}(\tau - \tau_{\min}), & \tau \geq \tau_{\min}.
\end{cases}
\]
Then
\[
\left| \int_0^{\tau} T_{BF}(\tau - s)\phi(x(t_k + s))ds \right| \leq \Gamma L \int_0^{\tau} e^{-\gamma(\tau-s)}\Upsilon_{L, \varepsilon, \tau_{\min}}(s)ds|x(t_k)|
\]
for every \( \tau \in [\tau_{\min}, t_{k+1} - t_k] \) and every \( k \in \mathbb{N}_0 \), where
\[
\beta_{c}(L, \varepsilon, \tau_{\min}, \tau_{\max}) := \sup_{\tau_{\min} \leq \tau \leq \tau_{\max}} \frac{\Gamma L}{1 - e^{-\gamma\tau}} \int_0^{\tau} e^{-\gamma(\tau-s)}\Upsilon_{L, \varepsilon, \tau_{\min}}(s)ds.
\tag{34}
\]

2. Combining (13) with the estimates (29), (32), and (33), we obtain
\[
|x(t_k + \tau)| \leq \nu(\tau)|x(t_k)| \quad \forall \tau \in [\tau_{\min}, t_{k+1} - t_k], \forall k \in \mathbb{N}_0,
\tag{35}
\]
where
\[
\nu(\tau) := e^{-\gamma\tau} + \tau_{\min}g(L, \tau_{\min}) + \beta_{c}(L, \varepsilon, \tau_{\min}, \tau_{\max})(1 - e^{-\gamma\tau}) + b_\varepsilon(1 - e^{-\gamma(\tau-\tau_{\min})}).
\]
We will prove \( \sup_{\tau \geq \tau_{\min}} \nu(\tau) < 1 \). To this end, define
\[
\kappa_1(\tau) := e^{-\gamma\tau} + \tau g(L, \tau)
\]
\[
\kappa_2(\tau) := e^{-\gamma\tau} - e^{-\gamma\tau_{\min}} + \beta_{c}(L, \varepsilon, \tau_{\min}, \tau_{\max})(1 - e^{-\gamma\tau}) + b_\varepsilon(1 - e^{-\gamma(\tau-\tau_{\min})}).
\]
Then \( \nu(\tau) = \kappa_1(\tau_{\min}) + \kappa_2(\tau) \).

First we investigate \( \kappa_1(\tau_{\min}) \). Since \( e^{-\gamma\tau} < 1 - \gamma\tau e^{-\gamma\tau} \) for every \( \tau > 0 \), it follows that
\[
\kappa_1(\tau) < 1 - \gamma\tau + [\gamma(1 - e^{-\gamma\tau}) + g(L, \tau)]\tau \quad \forall \tau > 0.
\]
Lemma 2.6 shows that for every $L > 0$,

$$\lim_{\tau_{\min} \downarrow 0} g(L, \tau_{\min}) = 0.$$  

Choose $\zeta \in (0, \gamma)$ arbitrarily, and let $L_0^* > 0$. There exists $\tau_{\min}^* \in (0, \tau_{\max})$ such that

$$\gamma(1 - e^{-\gamma\tau_{\min}^*}) + g(L_0^*, \tau_{\min}^*) \leq \zeta. \tag{36}$$

Let $\tau_{\min} \in (0, \tau_{\min}^*)$ be given. For every $L \in [0, L_0^*]$,

$$\kappa_1(\tau_{\min}) < 1 - (\gamma - \zeta)\tau_{\min}. \tag{37}$$

To estimate $\kappa_2(\tau)$, we first obtain

$$\kappa_2'(\tau) = \gamma (\beta_e(L, \varepsilon, \tau_{\min}; \tau_{\max}) + b_e e^{\gamma \tau_{\min}} - 1) e^{-\gamma \tau}.$$  

Since

$$\lim_{\tau \downarrow 0} \frac{1}{1 - e^{-\gamma \tau}} \int_0^\tau e^{-\gamma(\tau - s)} \Upsilon_{L, \varepsilon, \tau_{\min}}(s) ds = \frac{\epsilon_1}{\gamma},$$  

it follows from the definition (34) of $\beta_e$ that there exist $L^* \in (0, L_0^*]$ and $\varepsilon^* > 0$, independent of $\tau_{\min}$, such that

$$\sup_{0 < \tau \leq \tau_{\min}} (\beta_e(L^*, \varepsilon^*, \tau, \tau_{\max}) + b_e e^{\gamma \tau_{\min}}) < \frac{\gamma - \zeta}{\gamma} < 1. \tag{38}$$

Choose $L \in [0, L^*]$ and $\varepsilon \in [0, \varepsilon^*]$. Then $\kappa_2' \tau < 0$ for every $\tau > 0$, and hence

$$\kappa_2(\tau) \leq \kappa_2(\tau_{\min}) \leq \kappa_2(\tau_{\min}) (1 - e^{-\gamma \tau_{\min}}) \quad \forall \tau \geq \tau_{\min}. \tag{39}$$

By (37) and (39),

$$\nu(\tau) \leq \kappa_1(\tau_{\min}) + \kappa_2(\tau_{\min}) < 1 - (\gamma - \zeta)\tau_{\min} + \beta_e(L, \varepsilon, \tau_{\min}; \tau_{\max})(1 - e^{-\gamma \tau_{\min}})$$

for every $\tau \geq \tau_{\min}$. If we define a function $w$ on $(0, \infty)$ by

$$w(\tau) := \frac{\gamma - \zeta}{1 - e^{-\gamma \tau}},$$

then $w$ is increasing on $(0, \infty)$ and $\lim_{\tau \downarrow 0} w(\tau) = (\gamma - \zeta) / \gamma$. Since (38) yields

$$\beta_e(L, \varepsilon, \tau_{\min}; \tau_{\max}) < \frac{\gamma - \zeta}{\gamma} < \frac{(\gamma - \zeta)\tau_{\min}}{1 - e^{-\gamma \tau_{\min}}},$$

it follows that $\sup_{\tau \geq \tau_{\min}} \nu(\tau) < 1$. Hence

$$\gamma_0 := \inf_{\tau_{\min} \leq \tau \leq \tau_{\max}} - \frac{\log \nu(\tau)}{\tau} > 0,$$

and (35) yields

$$|x(t_k + \tau)| \leq e^{-\gamma_0 \tau} |x(t_k)| \quad \forall \tau \in [\tau_{\min}, t_{k+1} - t_k], \forall k \in \mathbb{N}_0. \tag{40}$$

3. Substituting $\tau = t_{k+1} - t_k$ into (40) gives

$$|x(t_{k+1})| \leq e^{-\gamma_0(t_{k+1} - t_k)} |x(t_k)| \quad \forall k \in \mathbb{N}_0.$$  

Applying induction, we obtain

$$|x(t_k)| \leq e^{-\gamma_0 t_k} |x^0| \quad \forall x^0 \in X, \forall k \in \mathbb{N}_0.$$  

By (31) and (40), there exists $M \geq 1$ such that

$$\|x(t_k + \tau)\| \leq M \|x(t_k)\| \quad \forall \tau \in [0, t_{k+1} - t_k], \forall k \in \mathbb{N}_0.$$  

Therefore,

$$\|x(t_k + \tau)\| \leq M \|x(t_k)\| \leq M \|x(t_k)\| \leq M e^{-\gamma_0 t_k} |x^0| \leq (M e^\gamma_{\tau_{\max}}) e^{-\gamma_0(t_k + \tau)} |x^0|$$
for all \( x^0 \in X, \tau \in [0, t_{k+1} - t_k] \), and \( k \in \mathbb{N}_0 \). Thus, the event-triggered control system is exponentially stable. \( \square \)

**Remark 2.10** (Conditions on \( L^*, \varepsilon^*, \) and \( \tau_{\min}^* \)). We see from (36) and (38) that, for a given \( \tau_{\max} > 0 \), the bounds \( L^*, \varepsilon^* > 0 \) and \( \tau_{\min}^* \in (0, \tau_{\max}) \) in Theorem 2.9 have to satisfy the following two inequalities:

\[
\gamma e^{-\gamma \tau_{\min}^*} - \Gamma \sup_{0 \leq \tau \leq \tau_{\min}^*} \left( \|BF(I - \Delta_r)\|_{\mathcal{B}(X)} + c_1(\tau_{\min}^*)\|BF\|_{\mathcal{B}(X)}(e^{\gamma \tau_{\max}^*}L^* - 1) \right) =: \varsigma_1 > 0
\]

\[
\sup_{0 < \tau \leq \tau_{\min}^*} \left( \beta_e(L^*, \varepsilon^*, \tau, \tau_{\max}) + \frac{\varepsilon^* \gamma T\|BF\|_{\mathcal{B}(X)}}{\varsigma_1} \right) < \frac{\gamma T}{\varsigma_1},
\]

where we define \( c_1(\tau_{\min}^*) \) and \( c_2(\tau_{\min}^*) \) by (30) and \( \beta_e(L, \varepsilon, \tau_{\min}^*, \tau_{\max}) \) by (34).

The conditions given in Remark 2.10 look complicated. However, in the unperturbed case \( \phi \equiv 0 \), we obtain a simple sufficient condition for exponential stability, which can be used for the design of the event-triggering mechanism (27). Here we assume that \( BF \not\equiv 0 \); otherwise \( T(t) \) is exponentially stable under Assumption 2.4, and hence the stabilization problem we consider would be trivial.

**Corollary 2.11.** Let Assumption 2.4, \( BF \not\equiv 0 \), and \( \phi \equiv 0 \) be satisfied. If \( \varepsilon \geq 0 \) and \( \tau_{\min} \in (0, \tau_{\max}) \) satisfy

\[
\varepsilon < \frac{\gamma e^{-\gamma \tau_{\min}} - \Gamma \sup_{0 \leq \tau \leq \tau_{\min}} \|BF(I - \Delta_r)\|_{\mathcal{B}(X)}}{e^{\gamma \tau_{\min}}\Gamma\|BF\|_{\mathcal{B}(X)}},
\]

(41)

the system (8) with the event-triggering mechanism (27) is exponentially stable for every \( \tau_{\max} > 0 \).

**Proof.** Substituting \( L^* = 0 \) into the conditions in Remark 2.10, we obtain the condition (41). \( \square \)

**Remark 2.12** (Dependence on \( \tau_{\max} \)). In (41), \( \tau_{\max} \) does not appear. However, the decay rate of the closed-loop system may become small as \( \tau_{\max} \) increases, as in the self-triggered case.

**Remark 2.13** (Robustness to linear perturbations). Note that the event-triggering mechanism (27) may allow larger linear perturbations than the self-triggered mechanism (20). The reason is that the event-triggering mechanism (27) does not use the model of the plant. To see this, suppose that the plant \( (A, B) \) is changed to \( (\widetilde{A}, \widetilde{B}) \), where \( \widetilde{A} \) is the generator of a strongly continuous semigroup on \( X \) and \( \widetilde{B} \in \mathcal{B}(U, X) \). The perturbed event-triggering control system is exponentially stable as long as \( \varepsilon > 0 \) and \( \tau_{\min} \in (0, \tau_{\max}) \) satisfies the counterpart of (41) in the perturbed case \( (\widetilde{A}, \widetilde{B}) \). We observe this robustness of the event-triggering mechanism (27) against linear perturbations from numerical simulations in the next section.

**Remark 2.14** (Periodic case). Consider the unperturbed periodic sampled-data system, that is, the case \( \phi \equiv 0 \) and \( t_{k+1} - t_k \equiv h \). In the proof of Theorem 3.1 of [23], the following sufficient condition for the periodic sample-data system to be exponentially stable is provided under Assumption 2.4: \( \Gamma e^{\gamma h} \sup_{0 \leq t \leq h} \|T(h - t)BF[I - T_{BF}(t)]\|_{\mathcal{B}(X)} < \gamma \).
From (41) with $\varepsilon = 0$, we also obtain a sufficient condition
\[ \Gamma e^{\gamma h} \sup_{0 \leq t \leq h} \| BF(I - \Delta t) \|_{\mathcal{B}(X)} < \gamma \]  
for the periodic sample-data system with $t_{k+1} - t_k \equiv h$ to be exponentially stable. These sufficient conditions (42) and (43) are essentially same, because the technique used to prove Theorem 3.1 of [23] is applied for the inequality (37) in the proof of Theorem 2.9.

3. Numerical example in bounded control case. In this section, we provide numerical simulations of the event/self-triggering mechanisms studied in Section 2. Before presenting with simulation results, we explain the applicability of the proposed methods. Recall that the semigroup $T_{BF}(t)$ generated by $A + BF$ is exponentially stable under Assumption 2.4. Exponential stabilization by a compact feedback operator $F$ is achieved in the bounded control case only if $A$ has only finitely many unstable eigenvalues; see Theorem VI.8.24 of on p. 469 of [5]. Therefore, the proposed methods can be applied to systems with finitely many unstable poles such as heat equations and retarded delay differential equations, but not to systems with infinitely many unstable poles such as undamped wave equations.

3.1. Heat equation in cascaded with ODE. We consider a heat equation in cascade with an ODE:
\[
\begin{align*}
\frac{\partial z_1}{\partial t}(\xi, t) &= \frac{\partial^2 z_1}{\partial \xi^2}(\xi, t) + b(\xi)\psi(z_2(t)), \quad \xi \in [0, 1], \ t \geq 0 \tag{44a} \\
\frac{\partial z_1}{\partial \xi}(0, t) &= 0, \quad \frac{\partial z_1}{\partial \xi}(1, t) = 0, \quad t \geq 0; \quad z_1(\xi, 0) = z_1^0(\xi), \quad \xi \in [0, 1] \tag{44b} \\
\dot{z}_2(t) &= Gz_2(t) + Hu(t), \quad t \geq 0; \quad z_2(0) = z_2^0, \tag{44c}
\end{align*}
\]
where $b = [b_1 \cdots b_n] \in L^2([0, 1], \mathbb{R}^{1 \times p})$, $G \in \mathbb{R}^{p \times p}$, and $H \in \mathbb{R}^{p \times m}$. In (44), $z_1(\xi, t)$ is the state at position $\xi \in [0, 1]$ and time $t \geq 0$, $z_2(t) \in \mathbb{R}^p$ is the state of the ODE, $u(t) \in \mathbb{R}^m$ is the input, and $\psi : \mathbb{R}^p \to \mathbb{R}^p$ represents the actuator nonlinearity of the heat equation.

First we reformulate the cascaded system (44) as an abstract evolution equation in the form of (8a). We write $L^2(0, 1)$ in place of $L^2([0, 1], \mathbb{C})$. The state space $X$ and the input space $U$ are defined by $X := L^2(0, 1) \times \mathbb{C}^p$ and $U := \mathbb{C}^m$, respectively. The state space $X$ is a Hilbert space endowed with the inner product
\[ \left\langle \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} \right\rangle := \langle x_1, y_1 \rangle_{L^2} + \langle x_2, y_2 \rangle_{C^p}. \]
Set
\[ x(t) := \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} \text{ with } x_1(t) := z_1(\cdot, t) \text{ and } x_2(t) := z_2(t); \quad x^0 := \begin{bmatrix} z_1^0 \\ z_2^0 \end{bmatrix} \in X. \]
Let $f_0(\xi) := 1$ and $f_n(\xi) := \sqrt{2} \cos(n\pi\xi)$ for $n \in \mathbb{N}$. Then $\{f_n\}_{n \in \mathbb{N}_0}$ forms an orthonormal basis for $L^2(0, 1)$. Define $A_1 : \text{dom}(A_1) \subset L^2(0, 1) \to L^2(0, 1)$ by
\[ A_1 x_1 := -\sum_{n=0}^{\infty} n^2 \pi^2 \langle x_1, f_n \rangle_{L^2} f_n \]
with domain
\[
\text{dom}(A_1) := \left\{ x_1 \in L^2(0, 1) : \sum_{n=0}^{\infty} n^4 \pi^4 |\langle x_1, f_n \rangle |^2 < \infty \right\}
\]
and \(B_1 : \mathbb{C}^p \rightarrow L^2(0, 1)\) by
\[
B_1 x_2 := bx_2, \quad x_2 \in \mathbb{C}^p.
\]

As shown in Example 2.3.7 on p. 45 in [4], \(A_1\) given in (45) is the operator that governs the state evolution of the uncontrolled heat equation with Neumann boundary conditions. If we define the operators \(A : \text{dom}(A) \subset X \rightarrow X\), \(B : U \rightarrow X\), and \(\phi : X \rightarrow X\) by
\[
A := \begin{bmatrix} A_1 & B_1 \end{bmatrix} \quad \text{with dom}(A) := \text{dom}(A_1) \times \mathbb{C}^p
\]
\[
B := \begin{bmatrix} 0 \\ H \end{bmatrix}, \quad \phi \left( \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \right) := \begin{bmatrix} B_1 \psi(x_2) - B_1 x_2 \\ 0 \end{bmatrix},
\]
then the cascaded system (44) is reformulated as an abstract evolution equation (8a).

Let the feedback operator \(F : X \rightarrow U\) be in the form of
\[
F \left( \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \right) := F_1 \langle x_1, f_0 \rangle + F_2 x_2,
\]
where \(F_1 \in \mathbb{C}^m\) and \(F_2 \in \mathbb{C}^{m \times p}\). By construction, the controller uses the average temperature \(\langle x_1(t), f_0 \rangle\) for the computation of the control input \(u(t)\). Similarly, the self-triggering mechanism (20) computes the transmission time \(t_{k+1}\) from the average temperature \(\langle x_1(t_k), f_0 \rangle\) and the \(L^2\) norm \(\|x_1(t_k)\|_{L^2}\). In fact, a simple calculation shows that
\[
FT(t) \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \left[ F_1 \begin{bmatrix} \langle x_1, f_0 \rangle \end{bmatrix} \right]
\]
\[
FS_t F \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \left[ \int_0^t Q(s)HF_1 ds + \int_0^t Q(s)HF_2 ds \right] \begin{bmatrix} \langle x_1, f_0 \rangle \\ x_2 \end{bmatrix}
\]
for every \(t \geq 0\), where \(Q(t) \in \mathbb{C}^{m \times p}\) is defined by
\[
Q(t) := F_1 \left[ (b_1, f_0)_{L^2} \cdots (b_p, f_0)_{L^2} \right] \int_0^t e^{G_s} ds + F_2 e^{G_t}, \quad t \geq 0.
\]
Moreover, this implies that the time sequence \(\{t_k\}_{k \in \mathbb{N}_0}\) of the self-triggering mechanism (20) can be calculated by matrix operations.

When the prespecified lower bound \(\tau_{\text{min}}\) of inter-event times is 0 in the event-triggering mechanism (27), an inter-event time can be made arbitrarily close to 0 in this example. To see this, let \(\varepsilon > 0\) and define
\[
t_1(x^0) := \inf \left\{ t > 0 : \|x^0 - x(t)\| > \varepsilon \|x^0\| \right\}, \quad x^0 \in X.
\]
Then
\[
\lim_{n \to \infty} t_1 \left( \begin{bmatrix} f_n \\ 0 \end{bmatrix} \right) = 0.
\]
3.2. Numerical simulation: Self-triggered control. Let $p = m = 1$ and
\[ b = b_1 = 5\mathbb{I}_{[0.4,0.6]}, \quad G = 1, \quad H = 1, \quad F_1 = -4, \quad F_2 = -5, \quad (47) \]
where $\mathbb{I}_{[0.4,0.6]}$ is the indicator function of the interval $[0.4,0.6]$. By Proposition 6.1 and its proof of [36], for every $\gamma \in (0,2)$, there exists $\Gamma \geq 1$ such that
\[ \|T_{BF}(t)\|_{\mathcal{B}(X)} \leq \Gamma e^{-\gamma t} \quad \forall t \geq 0. \quad (48) \]
We see that $\Gamma = 1.92$ and $\gamma = 1$ satisfies (48) from numerical computation based on the eigenfunction decomposition by $\{f_n\}_{n \in \mathbb{N}_0}$ as in Section 6 of [36]. The initial states $z_1(\xi,0)$ and $z_2(0)$ are given by $z_1(\xi,0) = 2$ and $z_2(0) = -2$.

In the simulation, the actuator nonlinearity $\psi : \mathbb{R} \to \mathbb{R}$ of the heat equation is given by
\[ \psi(x) := \begin{cases} (1 + r_1)x, & 0 \leq x < \vartheta, \\ (1 - r_2)x + (r_1 + r_2)\vartheta, & x \geq \vartheta, \\ -\psi(-x), & x < 0 \end{cases} \]
for $\vartheta > 0$ and $0 < r_1, r_2 < 1$. This nonlinearity $\psi$ represents the energy efficiency of the actuator of the heat equation. The actuator efficiency takes the higher value $1 + r_1$ than the nominal value 1 for small inputs but the lower value $1 - r_2$ for large inputs. The constant $\vartheta$ is the threshold of the actuator efficiency.

Define $\psi_0(x) := \psi(x) - x$ for $x \in \mathbb{R}$ and $r := \max\{r_1, r_2\}$. Then $|\psi_0(x) - \psi_0(y)| \leq r|x - y|$ for every $x, y \in \mathbb{R}$. Hence the Lipschitz constant $L$ of $\phi$ is given by
\[ L = r \|B_1\|_{\mathbb{B}(\mathbb{C}^2,L^2(0,1))} = \sqrt{5}, \]
which does not depend on the threshold $\vartheta$ because we consider a global Lipschitz condition. Therefore, we do not need to know the exact value of the threshold $\vartheta$ for the design of the event/self-triggering mechanisms. We set $\vartheta = 0.5$ in the simulations below.

Figures 3 and 4 show the state norm $\|x(t)\|$ and the input $u(t)$ of the self-triggered control system with the mechanism (20), respectively. We set $\tau_{\max} = 0.5$ and consider the large perturbation case $(r_1, r_2, \varepsilon) = (0.1, 0.1, 0.29)$ and the small perturbation case $(r_1, r_2, \varepsilon) = (0.05, 0.05, 0.40)$, both of which satisfy the sufficient condition (21) for exponential stability. The blue and red lines in Figures 3 and 4 depict the time responses in the large perturbation case and the small perturbation case, respectively. We see from Figure 3 that the convergence speed of the state norm in the large perturbation case is slower, which is mainly due to the low efficiency of the actuator of the heat equation. Moreover, by looking at the update behavior on $[0.3,0.5]$ in Figure 4, we find that the self-triggering mechanism in the large perturbation case is conservative, i.e., the control input is updated even when the difference $Fx(t_{k+1}) - Fx(t_k)$ is small. It is worthwhile to mention that if $\tau_{\max} > 0.91$, then $(r_1, r_2, \varepsilon) = (0.1, 0.1, 0.29)$ does not satisfy the sufficient condition (21).

Figure 5 illustrates inter-event times $t_{k+1} - t_k$ in the large perturbation case (blue circle) and the small perturbation case (red square). The following lower bounds $\theta$ of the minimum inter-event time $\inf_{k \in \mathbb{N}_0}(t_{k+1} - t_k)$ can be computed:
\[ \inf_{k \in \mathbb{N}_0}(t_{k+1} - t_k) \geq \theta := \inf_{\tau \geq 0} \left\{ \|F(I - \Delta \tau)\| + L \int_0^{\tau} \|Ft(\tau - s)\| \eta_L(s)ds \geq \varepsilon \right\}. \]
Indeed, using the matrix representations (46), we obtain $\theta = 0.0102$ in the large perturbation case and $\theta = 0.0147$ in the small perturbation case. As expected from Figure 4, the state is frequently transmitted in the large perturbation case. Moreover, the inter-event times in the large perturbation case take values close
to the lower bound $\theta = 0.0102$ for $7.6 \leq t \leq 7.8$. We see from Figure 5 that the behaviors of inter-event times in the two cases are different. More specifically,
inter-event times in the large perturbation case have a periodic nature, and those in the small perturbation case converge. The understanding of the behaviors of inter-event times remains limited even for finite-dimensional linear systems; see, e.g., [28]. Further investigation would be needed to establish the analysis of inter-event times.

3.3. Numerical simulation: Event-triggered control. Next, we provide numerical simulations of the event-triggering mechanism (27). To see the robustness against linear perturbations explained in Remark 2.13, we here do not consider the nonlinear perturbation, that is, we assume that $\psi(x_2) = x_2$ for every $x_2 \in \mathbb{R}$. Figure 6 shows bounds on the threshold $\varepsilon$ and the lower bound $\tau_{\text{min}}$ of inter-event times obtained from the sufficient condition (41). The blue and red lines depict the bounds in the cases $G = 1$ and $G = 2$, respectively, where the other parameters of the plant and the controller are set as in (47). In the case $G = 2$, we set $\Gamma = 2.101$ and $\gamma = 1$ for (48). We see from Figure 6 that the difference between the cases $G = 1$ and $G = 2$ is small and that for example, $(\varepsilon, \tau_{\text{min}}) = (0.07, 0.001)$ satisfies (41) in both cases. Therefore, the event-triggering mechanism (27) with $(\varepsilon, \tau_{\text{min}}) = (0.07, 0.001)$ achieves exponential stability for both $G = 1$ and $G = 2$. In contrast, the sufficient condition (21) does not guarantee that the self-triggering mechanism (20) constructed for $G = 1$ achieves exponential stability for any threshold $\varepsilon > 0$ in the case $G = 2$, since (21) is violated for $L = 1$. Note that there is no point in comparing the thresholds $\varepsilon$ between the event-triggering mechanism (27) and the self-triggering mechanism (20). The event-triggering mechanism (27) measures $\|x(t_k) - x(t)\|$, whereas the self-triggering mechanism (20) estimates $\|Fx(t_k) - Fx(t)\|$.

Figures 7 and 8 compare the time responses of the event-triggered control system and the periodic sampled-data system in the unperturbed case. We depict the state norm $\|x(t)\|$ in Figure 7 and the input $u(t)$ in Figure 8. The blue and red lines in these figures are for the event-triggered control system and the periodic sampled-data system, respectively. We set the parameters of the plant and the controller as in the previous subsection. The parameters of the event-triggering mechanism (27) are $(\varepsilon, \tau_{\text{min}}, \tau_{\text{max}}) = (0.07, 0.001, 0.5)$. The sampling period of the periodic system is $h = 0.0205$, which is the numerically obtained maximum value satisfying the sufficient condition (42) for exponential stability. We see from Figure 7 that the state norms of the event-triggered control system and the periodic system look almost
identical. In Figure 9, the blue circles and the red squares depict the inter-event times of the event-triggered control system and the periodic system, respectively. We see from Figures 8 and 9 that the number of data transmissions in the event-triggered control system is much smaller than that in the periodic system. This illustrates the effectiveness of event-triggering mechanisms, whose advantage is to change transmission times depending on the state.

Finally, we make a comparison of inter-event times between the self-triggering mechanism (20) and the event-triggering mechanism (27). We consider the self-triggering mechanism with \((L, \varepsilon, \tau_{max}) = (\sqrt{5}/20, 0.40, 0.5)\), which is used for the small perturbation case in the previous subsection, and the event-triggering mechanism with \((\varepsilon, \tau_{min}, \tau_{max}) = (0.07, 0.001, 0.5)\) as in the simulations for Figures 7–9. As shown above, the lower bounds of inter-event times are 0.0147 and 0.001 for the self-triggering mechanism and the event-triggering mechanism, respectively. We see from Figures 5 and 9 that the inter-event times of the self-triggering mechanism are larger than those of the event-triggering mechanism. Hence, the self-triggering mechanism is better with respect to inter-event times than the event-triggering mechanism.
mechanism in this example. The reason is that the self-triggering mechanism estimates the input error $F_x(t) - F_x(t_k)$, which is more essential for control than the state error $x(t) - x(t_k)$ used in the event-triggering mechanism.

4. Periodic event-triggering mechanism for unbounded control. In this section, we study event-triggered control for infinite-dimensional systems with unbounded control operators. We consider the evolution equation in the form of (8), but the difference from the bounded control case in Section 2 is that the control operator $B$ is unbounded, i.e., $B \in \mathcal{B}(U, X_{-1})$, where $X_{-1}$ is the extrapolation space of $X$ associated with $T(t)$. In the unbounded control case, we cannot apply standard results on solutions of evolution equations with Lipschitz perturbations developed in Chapter 6 of [27]. Therefore, we need to begin by showing that the integral equation (10) has a unique solution even in the unbounded control case and that this solution satisfies the evolution equation (8) interpreted in $X_{-1}$. To this end, the compactness of the feedback operator plays an important role. Next, we provide the existence result of periodic event-triggering mechanisms that achieve exponential stability. Finally, we turn back to the bounded control case and give a simple sufficient condition for the exponential stability of the periodic event-triggered control system.

4.1. Solution of evolution equation. The following properties of $S_\tau$ obtained in Lemma 2.2 of [23] are useful in the analysis of the infinite-dimensional system (8) with an unbounded control operator:

**Lemma 4.1** (Lemma 2.2 of [23]). Let $T(t)$ be a strongly continuous semigroup on $X$ and $B \in \mathcal{B}(U, X_{-1})$, where $X_{-1}$ is the extrapolation space of $X$ associated with $T(t)$. For any $\tau \geq 0$, the operator $S_\tau$ defined by

$$S_\tau := \int_0^\tau T(s)Bds$$

satisfies $S_\tau \in \mathcal{B}(U, X)$ and

$$\sup_{0 \leq \tau \leq \tau} \|S_\tau\|_{\mathcal{B}(U, X)} < \infty.$$
Moreover, for every \( F \in \mathcal{K}(X,U) \),
\[
\lim_{\tau \downarrow 0} \|S_\tau F\|_{\mathcal{B}(X)} = 0.
\]

Using these properties of \( S_\tau \), we obtain a result on the existence and regularity of the solution of the integral equation (10).

**Theorem 4.2.** Let \( \tau_{\min} > 0 \) and an increasing sequence \( \{t_k\}_{k \in \mathbb{N}_0} \) satisfy \( t_0 = 0 \) and \( t_{k+1} - t_k \geq \tau_{\min} \) for every \( k \in \mathbb{N}_0 \). Assume that \( A \) is the generator of a strongly continuous semigroup \( T(t) \) on \( X \), \( B \in \mathcal{B}(U,X_{-1}) \), \( F \in \mathcal{K}(X,U) \), and a nonlinear operator \( \phi : X \to X \) satisfies the Lipschitz condition (9). Then the integral equation (10) has a unique solution \( x \) in \( C([\mathbb{R}_+], X) \). Furthermore, this solution \( x \) satisfies
\[
x|_{[t_k,t_{k+1}]} \in C^1([t_k,t_{k+1}],X_{-1}) \quad \forall k \in \mathbb{N}_0
\]
and
\[
\dot{x}(t) = Ax(t) + BFx(t_k) + \phi(x(t)) \quad \forall t \in (t_k,t_{k+1}), \forall k \in \mathbb{N}_0,
\]
which is interpreted in the extrapolation space \( X_{-1} \).

By this theorem, we say as in the bounded control case that the solution of the integral equation (10) is called a (mild) solution of the evolution equation (8).

Let \( t_1 > 0 \) be given. We begin by investigating the integral equation
\[
\int_{t_1}^t T(t-s)BFx^0 ds, \quad t \in [0,t_1]; \quad x^0 \in X.
\]

**Lemma 4.3.** Assume the same hypotheses on \( A,B,F,\phi \) as in Theorem 4.2. Then the integral equation (49) has a unique solution in \( C([0,t_1],X) \).

**Proof.** By Corollary 1.3 on p. 185 in [27], it suffices to show that
\[
\zeta(t) := \int_0^t T(t-s)BFx^0 ds = S_t Fx^0
\]
satisfies \( \zeta \in C([0,t_1],X) \).

Let \( t \in [0,t_1] \) and \( \tau \in (0,t_1-t) \) be given. By the strong continuity of \( T(t) \), there exists \( c \geq 1 \) such that \( \|T(t)\|_{\mathcal{B}(X)} \leq c \) for every \( t \in [0,t_1] \). Since
\[
S_{t+\tau} FX^0 - S_tFX^0 = \int_t^{t+\tau} \left( T(s)BFx^0 ds = T(t) \int_0^\tau T(s)BFx^0 ds = T(t)S_\tau FX^0,\right.
\]

it follows that
\[
\|S_{t+\tau} FX^0 - S_tFX^0\| \leq c\|S_\tau FX^0\|.
\]

Lemma 4.1 yields
\[
\lim_{\tau \downarrow 0} \|\zeta(t+\tau) - \zeta(t)\| = 0,
\]
which implies that \( \zeta \) is right continuous on \( [0,t_1] \). Similarly, one can show that \( \zeta \) is left continuous on \( (0,t_1] \). Thus, \( \zeta \in C([0,t_1],X) \).

We next study the differentiability of the solution of the integral equation (49).

**Lemma 4.4.** Assume the same hypotheses on \( A,B,F,\phi \) as in Theorem 4.2. The solution \( x \in C([0,t_1],X) \) of the integral equation (49) satisfies
\[
x|_{[0,t_1]} \in C^1([0,t_1],X_{-1})
\]
and
\[
\dot{x}(t) = Ax(t) + BFx^0 + \phi(x(t)) \quad \forall t \in [0,t_1),
\]
which is interpreted in the extrapolation space \( X_{-1} \).
Proof. Define $g_1(t) := BFx^0$ and $g_2(t) := \phi(x(t))$ for $t \in [0, t_1]$. By Theorem 2.4 on p. 107 in [27], it is enough to show that for each $i \in \{1, 2\}$, $g_i \in C([0, t_1], X_{-1})$ and $v_i$ defined by

$$v_i(t) := \int_0^t T(t-s)g_i(s)ds, \quad t \in [0, t_1)$$

satisfies $v_i \in X$ for every $t \in [0, t_1)$ and $Av_i \in C([0, t_1), X_{-1})$.

Clearly, the constant function $g_1$ belongs to $C([0, t_1), X_{-1})$. Since

$$v_1(t) = S_I Fx^0,$$

it follows from Lemma 4.1 that $v_1(t) \in X$ for every $t \in [0, t_1)$. Moreover,

$$Av_1(t) = (T(t) - I)BFx^0,$$

and hence $Av_1 \in C([0, t_1), X_{-1})$ by the strong continuity of $T(t)$.

Let us next investigate $g_2$ and $v_2$. Since $x \in C([0, t_1], X)$ and $\phi$ is Lipschitz continuous on $X$, it follows that $g_2 \in C([0, t_1], X)$. Let $\lambda \in \rho(A)$ and $(X_{-1}, \|\cdot\|_{X_{-1}})$ be the completion of $(X, \|\cdot\|)$, where $\|x\|_{-1} := \|B(x - \phi(x))\|$ for $x \in X$. Since

$$\|x\|_{X_{-1}} = \|x\|_{-1} \leq \|B(x)\|_{X_{-1}}$$

for every $x \in X$, (50) it follows that $g_2 \in C([0, t_1), X_{-1})$. By definition, $v_2(t) \in X$ for every $t \in [0, t_1)$. To show $Av_2 \in C([0, t_1), X_{-1})$, it is enough to prove $Ag_2 \in C([0, t_1), X_{-1})$, because

$$Av_2(t) = \int_0^t T(t-s)Ag_2(s)ds;$$

see, e.g., Proposition 1.3.4 on p. 24 in [2] for the continuity property of convolutions.

Since $\lambda A - I$ is an isometry from $X$ to $X_{-1}$ (see, e.g., Theorem II.5.5 on p. 126 in [5]), it follows that for every $t, s \in [0, t_1)$,

$$\|Ag_2(t) - Ag_2(s)\|_{X_{-1}} \leq \|\phi(x(t)) - \phi(x(s))\| + \|\phi(x(t)) - \phi(x(s))\|_{X_{-1}}.$$

Using $x \in C([0, t_1], X)$, the Lipschitz continuity of $\phi$ on $X$, and (50), we obtain $Ag_2 \in C([0, t_1), X_{-1})$. This completes the proof.

Proof of Theorem 4.2. Since $x(t_k) \in X$ for every $k \in \mathbb{N}_0$ by Lemma 4.3, we obtain the desired conclusion by repeating the argument in Lemmas 4.3 and 4.4. □

4.2. Periodic event-triggering mechanism. We define the increasing sequence \(\{t_k\}_{k \in \mathbb{N}_0}\) by

$$t_{k+1} := \min\{t_k + \ell_{\max}h, \hat{t}_{k+1}\}; \quad t_0 := 0 \quad (51a)$$

$$\hat{t}_{k+1} := \min\{\ell h > t_k : \|x(\ell h) - x(t_k)\| > \varepsilon\|x(t_k)\|, \quad \ell \in \mathbb{N}\}, \quad k \in \mathbb{N}_0 \quad (51b)$$

where $h > 0$ is a sampling period, $\varepsilon \geq 0$ is a threshold parameter, and $\ell_{\max} \in \mathbb{N}$ determines an upper bound of inter-event times as follows: $t_{k+1} - t_k \leq \ell_{\max} h$ for every $k \in \mathbb{N}_0$. We call (51) a periodic event-triggering mechanism [10]. In the case $\varepsilon = 0$, the state $x(t)$ is transmitted at every $t = kh$, $k \in \mathbb{N}_0$, unless $x(kh + h) = x(kh)$. Therefore, the periodic event-triggering mechanism (51) with $\varepsilon = 0$ can be regarded as the conventional periodic sampling process. The periodic event-triggering mechanism (51) checks the condition only periodically unlike the event-triggering mechanism (27). This discrete behavior may degrade the control performance for a large $h$, but it makes the periodic event-triggering mechanism (51) better suited for practical implementations.
We analyze the periodic event-triggered control system by discretizing the closed-loop system with period $h$. The resulting discrete-time system has a bounded control operator by Lemma 4.1. Combining this with an estimate of the perturbation term by Gronwall’s inequality, we obtain a sufficient condition for exponential stability.

**Lemma 4.5.** Assume that $A$ generates a strongly continuous semigroup $T(t)$ on $X$, $B \in \mathcal{B}(U, X_{-1})$, $F \in \mathcal{K}(X, U)$, and a nonlinear operator $\phi : X \to X$ satisfies the Lipschitz condition (9). Moreover, assume that $\Delta_h$ defined by (11) is power stable for some $h > 0$, i.e., there exist $\Omega \geq 1$ and $\omega \in (0, 1)$ such that

$$\|\Delta_h^k\|_{\mathcal{B}(X)} \leq \Omega \omega^k \quad \forall k \in \mathbb{N}_0.$$ 

Then the event-triggered control system (8) with the mechanism (51) is exponentially stable for every $\ell_{\max} \in \mathbb{N}$ if $L, \varepsilon \geq 0$ satisfy

$$\varepsilon \Omega\left(\|S_h F\|_{\mathcal{B}(X)} + C_3(e^{\Delta L} - 1)\right) < 1 - \omega - c_1 \Omega(e^{\Delta L} - 1),$$

where

$$c_1 := \sup_{0 \leq \tau \leq h} \|\Delta_{\tau}\|_{\mathcal{B}(X)}, \quad c_2 := \sup_{0 \leq \tau \leq h} \|T(\tau)\|_{\mathcal{B}(X)}, \quad c_3 := \sup_{0 \leq \tau \leq h} \|S_h F\|_{\mathcal{B}(X)}. \quad (53)$$

**Proof.** As in the proof of Theorem 5.8 in [36], define a new norm $| \cdot |_d$ on $X$ by

$$|x|_d := \sup_{\ell \in \mathbb{N}_0} \|\omega^{-\ell} \Delta_h^\ell x\|, \quad x \in X.$$

Similarly to the norm $| \cdot |$ defined by (18), the discrete-time counterpart $| \cdot |_d$ satisfies

$$\|x\| \leq |x|_d \leq \Omega \|x\|, \quad |\Delta_h^k x|_d \leq \omega^k |x|_d \quad \forall x \in X, \forall k \in \mathbb{N}_0.$$

For the time sequence $\{\ell_k\}_{k \in \mathbb{N}_0}$ defined by (51), let $\ell_k \in \mathbb{N}_0$ satisfy $t_k = \ell_k h$. The error $e$ induced by the event-triggering implementation is given by

$$e(\ell h) := x(\ell h) - x(\ell h), \quad \ell \in [\ell_k, \ell_{k+1}) \cap \mathbb{N}_0, \quad k \in \mathbb{N}_0.$$

Under the periodic event-triggering mechanism (51), the error $e$ satisfies

$$\|e(\ell h)\| \leq \varepsilon \|x(\ell h)\| \quad \forall \ell \in [\ell_k, \ell_{k+1}) \cap \mathbb{N}_0, \forall k \in \mathbb{N}_0.$$

The solution of the integral equation (10) can be rewritten as

$$x(\ell h + \tau) = \Delta_{\tau} x(\ell h) + \int_0^\tau T(\tau - s) \phi(x(\ell h + s)) ds + S_h F e(\ell h)$$

for every $\tau \in (0, h]$ and $\ell \in \mathbb{N}_0$. Gronwall’s inequality yields

$$\|x(\ell h + \tau)\| \leq \left( c_1 \|x(\ell h)\| + \varepsilon c_3 \|x(\ell \ell h)\| \right) + c_2 L \int_0^\tau \|x(\ell h + s)\| ds$$

$$\leq e^{c_2 L \tau} \left( c_1 \|x(\ell h)\| + c_3 \|x(\ell \ell h)\| \right)$$

for every $\tau \in (0, h],$ $\ell \in [\ell_k, \ell_{k+1}) \cap \mathbb{N}_0,$ and $k \in \mathbb{N}_0$, where $c_1, c_2, c_3 \geq 0$ are defined by (53). It follows from (54) with $\tau = h$ that

$$|x(\ell \ell + h)|_d \leq \omega |x(\ell h)|_d + \varepsilon \|S_h F\|_{\mathcal{B}(X)} |x(\ell \ell h)|_d$$

$$+ c_2 L \Omega \int_0^h e^{c_2 L \ell} ds (c_1 |x(\ell h)|_d + \varepsilon c_3 |x(\ell \ell h)|_d)$$

$$\leq \tilde{\omega}_1 (L) |x(\ell h)|_d + \delta_1 (L, \varepsilon) |x(\ell \ell h)|_d,$$ \hspace{1cm} (56)

where

$$\tilde{\omega}_1 (L) := \omega + c_1 \Omega(e^{\Delta L} - 1), \quad \delta_1 (L, \varepsilon) := \varepsilon \Omega \left(\|S_h F\|_{\mathcal{B}(X)} + C_3(e^{\Delta L} - 1)\right).$$
Proceeding by induction, we have
\[ |x(\ell_{k+1}h)|_d \leq \tilde{\omega}_1(L)p_k |x(\ell_k h)|_d + \frac{1 - \tilde{\omega}_1(L)p_k}{1 - \tilde{\omega}_1(L)} \delta_1(L, \varepsilon)|x(\ell_k h)|_d \]
\[ = (\tilde{\omega}_1(L)p_k[1 - \delta_2(L, \varepsilon)] + \delta_2(L, \varepsilon)) |x(\ell_k h)|_d \quad \forall k \in \mathbb{N}_0, \]
where
\[ p_k := \ell_{k+1} - \ell_k, \quad \delta_2(L, \varepsilon) := \frac{\delta_1(L, \varepsilon)}{1 - \tilde{\omega}_1(L)}. \]
For \( L, \varepsilon \geq 0, \) (52) holds if and only if \( \tilde{\omega}_1(L) < 1 \) and \( \delta_2(L, \varepsilon) < 1. \) Let \( L, \varepsilon \geq 0 \) satisfy (52), and define \( \tilde{\omega} := \tilde{\omega}_1(L) \) and \( \delta := \delta_2(L, \varepsilon). \) If we define the function \( f_p \) on \( \mathbb{N} \) by
\[ f_p(\ell) := -\log(\tilde{\omega}(1 - \delta) + \delta), \]
then \( f_p \) is positive and monotonically decreasing on \( \mathbb{N}. \) Therefore,
\[ |x(\ell_{k+1}h)|_d \leq e^{-\gamma_0 p_k}|x(\ell_k h)|_d \quad \forall k \in \mathbb{N}_0, \]
where \( \gamma_0 := f_p(\ell_{\text{max}}) > 0. \) By induction, we obtain
\[ |x(\ell_k h)|_d \leq e^{-\gamma_0 \ell_k h}|x^0|_d \quad \forall x^0 \in X, \quad \forall k \in \mathbb{N}_0. \]
Using (55) and (56) again, we obtain
\[ \|x(\ell_k h + \tau)\| \leq M e^{-\gamma_0 \ell_k h}\|x^0\| \]
\[ \leq (M e^{\gamma_0 \ell_{\text{max}} h}) e^{-\gamma_0 (\ell_k h + \tau)}\|x^0\| \quad \forall \tau \in [0, p_k h], \quad \forall k \in \mathbb{N}_0 \]
for some \( M > 0. \) Thus, the event-triggered control system is exponentially stable. \( \square \)

Define an operator \( A_{BF} \) on \( X \) by
\[ A_{BF}x := (A + BF)x \quad \text{with} \quad \text{dom}(A_{BF}) := \{ x \in X : (A + BF)x \in X \}, \quad (57) \]
which we distinguish from the unbounded operator \( A + BF \) on \( X_{-1} \) with \( \text{dom}(A + BF) = X. \) Under the assumption that \( T(t) \) is analytic, Theorem 4.8 in [23] shows that the exponential stability of linear periodic sampled-data systems is robust with respect to sampling.

**Theorem 4.6** (Theorem 4.8 in [23]). Assume that \( A \) generates an analytic semigroup \( T(t) \) on \( X, \) \( B \in \mathcal{B}(U, X_{-1}), \) and \( F \in \mathcal{K}(X, U). \) Moreover, assume that the semigroup generated by \( A_{BF} \) given in (57) is exponentially stable. Then there exists \( h^* > 0 \) such that for every \( h \in (0, h^*), \) the linear periodic sampled-data system (8) with \( \phi \equiv 0 \) and \( t_{k+1} - t_k = h \) is exponentially stable.

See also [31] for another result on robustness of stabilization with respect to sampling in the unbounded control case.

Combining Lemma 4.5 and Theorem 4.6, we obtain a result on the existence of a periodic event-triggering mechanism that achieves exponential stability.

**Theorem 4.7.** Assume the same hypotheses on \( A, B, F, T(t) \) as in Theorem 4.6, and choose \( h > 0 \) so that the linear periodic sampled-data system (8) with \( \phi \equiv 0 \) and \( t_{k+1} - t_k = h \) is exponentially stable. Moreover, assume that a nonlinear operator \( \phi : X \to X \) satisfies the Lipschitz condition (9). Then there exist \( \varepsilon^* = \varepsilon^*(h) > 0 \) and \( L^* = L^*(h) > 0 \) such that for every \( \varepsilon \in [0, \varepsilon^*] \) and every \( L \in [0, L^*], \) the system (8) with the periodic event-triggering mechanism (51) is exponentially stable.
Proof. By Lemma 2.3 in [23], the linear periodic sampled-data system (8) with \( \phi \equiv 0 \) and \( t_{k+1} - t_k \equiv h \) is exponentially stable if and only if the operator \( \Delta_h \) is power stable. Combining this with Lemma 4.5, we obtain the desired result.

Finally, we return to the bounded control case \( B \in \mathcal{B}(U,X) \). Suppose that the semigroup \( T_{BF}(t) \) is exponentially stable, i.e., (14) holds for some \( \Gamma \geq 1 \) and \( \gamma > 0 \). For \( h > 0 \), define

\[
W(h) := \Gamma e^{\gamma h} \sup_{0 \leq t \leq h} \| T(h-t)BF[I - T_{BF}(t)] \|_{\mathcal{B}(X)}.
\]

As explained in Remark 2.14, \( \Delta_h \) defined by (11) is power stable if \( W(h) < \gamma \). In such a case, we obtain

\[
\| \Delta_h^k \|_{\mathcal{B}(X)} \leq \Gamma \omega^k \quad \forall k \in \mathbb{N}_0,
\]

where \( \omega := 1 - [\gamma - W(h)]e^{-\gamma h}h \); see (3.6) in the proof of Theorem 3.1 of [23]. This fact, together with Lemma 4.5, yields a simple sufficient condition for the periodic event-triggered control system to be exponentially stable. To avoid the trivial case in which the open-loop system is exponentially stable, we here additionally assume that \( S_h F \neq 0 \) holds for every \( h > 0 \) satisfying \( W(h) < \gamma \).

Corollary 4.8. Suppose that Assumption 2.4 is satisfied and \( S_h F \neq 0 \) holds for every \( h > 0 \) satisfying \( W(h) < \gamma \). The system (8) with the periodic event-triggering mechanism (51) is exponentially stable for every \( \ell_{\max} \in \mathbb{N} \) if \( h > 0 \) and \( L, \varepsilon \geq 0 \) satisfy

\[
\varepsilon < \frac{[\gamma - W(h)]e^{-\gamma h}h - c_1(e^{c_2 L h} - 1)}{\Gamma((\| S_h F \|_{\mathcal{B}(X)} + c_3(e^{c_2 L h} - 1)))},
\]

(58)

where \( c_1, c_2, c_3 \geq 0 \) are defined by (53).

For the numerical example of the unperturbed case \( \psi(x_2) = x_2 \) in Section 3, one can observe that the bounds of the parameters \( (\varepsilon, h) \) satisfying (58) are similar to those of \( (\varepsilon, \tau_{\min}) \) shown in Figure 6. Moreover, as expected easily, if \( h \) is small, then numerical simulations of the periodic event-triggered control systems are also closely similar to those in Figures 7–9. We omit these figures because they show almost identical trends as Figures 6–9.

5. Conclusion. In this paper, we have analyzed the exponential stability of infinite-dimensional event/self-triggered control systems with Lipschitz perturbations. The fundamental assumption is that the feedback operator is compact, which guarantees the strict positiveness of inter-event times and the existence of the mild solution of the evolution equation with an unbounded control operator. We have shown that if the parameters of the event/self-triggering mechanisms are appropriately chosen, then exponential stability is preserved under all perturbations with sufficiently small Lipschitz constants. Moreover, in the bounded control case, we have provided simple sufficient conditions for exponential stability.
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