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Abstract. Given a set of voters \(V\), a set of candidates \(C\), and voters’ preferences over the candidates, multiwinner voting rules output a fixed-size subset of candidates (committee). Under the Chamberlin–Courant multiwinner voting rule, one fixes a scoring vector of length \(|C|\), and each voter’s ‘utility’ for a given committee is defined to be the score that she assigns to her most preferred candidate in that committee; the goal is then to find a committee that maximizes the joint utility of all voters. The joint utility is typically identified either with the sum of all voters’ utilities or with the utility of the least satisfied voter, resulting in, respectively, the utilitarian and the egalitarian variant of the Chamberlin–Courant’s rule. For both of these cases, the problem of computing an optimal committee is NP-hard for general preferences, but becomes polynomial-time solvable if voters’ preferences are single-peaked or single-crossing. In this paper, we propose a family of multiwinner voting rules that are based on the concept of ordered weighted average (OWA) and smoothly interpolate between the egalitarian and the utilitarian variants of the Chamberlin–Courant rule. We show that under moderate constraints on the weight vector we can recover many of the algorithmic results known for the egalitarian and the utilitarian version of Chamberlin–Courant’s rule in this more general setting.

1 Introduction

Local organizers of a conference have to make an important decision: the catering company that was contracted to provide snacks for the coffee break has a menu consisting on 30+ items, but for each coffee break one is allowed to pick at most 6 item types (cookies, pastries, finger sandwiches, etc.). If the organizers have a good estimate of the participants’ preferences, they may want to ensure that each participant likes at least one of the items that are served in the coffee break. Note that participants’ preferences over items other than their top item (among the ones ordered) are not important here: if Alice likes chocolate cookies, but hates cucumber sandwiches, the organizers can order both, and Alice can simply ignore the sandwiches. However, if the participants’
preferences are very diverse, it may be impossible to ensure that everyone’s favorite items are ordered; the organizers may then have to choose between providing 95% of the attendants with items they rank highly and making alternative arrangements for the remaining picky eaters, or ordering items that no one really likes, but everyone considers acceptable.

A similar issue arises when selecting the board of a large organization, such as, e.g., IFAAMAS (the non-profit foundation that runs the AAMAS conference): it is desirable to ensure that most members of the organization feel that they are represented by the board, but it may be difficult to ensure that this criterion is satisfied for very small minorities.

In their pioneering work, Chamberlin and Courant [10] described a voting procedure for selecting a committee, which is driven by such considerations. Their primary motivation was to provide a method for selecting a representative parliament, but, as illustrated above, this approach has a wider application domain (see, e.g., the recent papers of Elkind et al. [13] and Skowron et al. [25], which discuss a variety of scenarios where the Chamberlin–Courant rule and its variants may be useful). In more detail, Chamberlin and Courant consider the setting where a group of voters has to select a fixed-size committee from the available candidates, and each voter ranks all candidates from best to worst. A voter’s satisfaction (utility) from a given committee is determined by the rank of her most preferred candidate in that committee within her preference order, and the goal is to select a committee that maximizes the sum of voters’ satisfactions (we provide a formal definition in Section 2). A Rawlsian variant of this method was later proposed by Betzler et al. [3]: instead of maximizing the sum of voters’ satisfactions, they focus on maximizing the satisfaction of the least happy voter; the subsequent literature refers to the original variant of the Chamberlin–Courant rule as the utilitarian Chamberlin–Courant rule (U-CC), and the Betzler et al.’s variant as the egalitarian Chamberlin–Courant rule (E-CC).

In this paper, we propose a family of committee selection rules that smoothly interpolate between U-CC and E-CC by using the concept of ordered weighted averages (OWA). A rule in this family is determined by a weight vector \( w = (w_1, \ldots, w_n) \) where \( n \) is the number of voters; the entries of this vector are non-negative reals that sum up to 1. These weights are used when aggregating the voters’ satisfaction: the total satisfaction is a weighted sum, where the satisfaction of the least happy voter is taken with weight \( w_1 \), the satisfaction of the second least happy voter is taken with weight \( w_2 \), etc. This framework captures both U-CC (by setting \( w = (\frac{1}{n}, \ldots, \frac{1}{n}) \)) and E-CC (by setting \( w = (1, 0, \ldots, 0) \)), and allows us to trade off the utilitarian welfare and egalitarian objectives in a variety of ways. We describe a few such tradeoffs below.

- We can choose to ignore \( d \) most unhappy voters (e.g., because we can make alternative provisions for them) and maximize the minimum utility among the remaining voters, by setting the weight vector to be \( w = (0, \ldots, 0, 1, 0, \ldots, 0) \), where the only 1 appears in position \( d + 1 \). We denote this rule by \( E^{-d}\text{-CC} \).

- As in the previous case, we can ignore \( d \) most unhappy voters and maximize the sum of utilities of the remaining voters; this corresponds to the weight vector \( w = (0, \ldots, 0, \frac{1}{n-d}, \ldots, \frac{1}{n-d}) \), where 0s appear in the first \( d \) positions. We denote this rule by \( U^{-d}\text{-CC} \).
We can take the opposite approach and focus on $d$ least happy voters, aiming to maximize the sum of their utilities. We denote the resulting rule, which corresponds to the weight vector $w = (\frac{1}{2}, \ldots, \frac{1}{2}, 0, \ldots, 0)$, by $U^d$-CC. Note that $U^1$-CC is simply E-CC, and $U^n$-CC is U-CC.

We can consider a refinement of E-CC, where we first maximize the utility of the least happy voter, then, among all committees that accomplish this, we select the ones that maximize the utility of the second least happy voter, etc; if voters’ utilities take values in the range $[0, K]$, this rule, which we call Lex-E-CC, can be implemented by setting

$$w = (\alpha(K + 1)^{n-1}, \alpha(K + 1)^{n-2}, \ldots, \alpha),$$

where $\alpha = \frac{K}{(K+1)^{n-1}}$ is the normalization factor. The appeal of the resulting rule is that it provides a principled refinement of E-CC, which can easily be seen to be rather indecisive.

An alternative refinement of E-CC is to break ties based on the utilitarian social welfare, i.e., choose a committee that maximizes the sum of voters’ utilities among all committees that maximize the utility of the least satisfied voter. We denote this rule by EU-CC. It is captured by the weight vector

$$w = \left(\frac{nK + 1}{n(K + 1)}, \frac{1}{n(K + 1)}, \ldots, \frac{1}{n(K + 1)}\right),$$

again, we assume that the voters’ utilities lie in the range $[0, K]$.

Having defined this family of committee selection rules, we then focus on their computational complexity. Both E-CC and U-CC are known to be computationally hard for general preferences, but admit efficient algorithms for restricted preference domains (see Section 1.1 for an overview of the related literature) or if the number of voters/candidates is small. We show that most of these positive results extend to many families of weight vectors, including, in particular, EU-CC, $U^d$-CC, $E^d$-CC, and $U^d$-CC (for some of these results, we also need a mild restriction on the voters’ score functions). This means that the additional flexibility obtained by varying the weights does not necessarily imply a substantial penalty in terms of computation time. However, there are families of weight vectors (including, notably, Lex-E-CC) that cannot be captured by our approach. We conclude the paper by discussing the limitations of our techniques and outlining directions for future work.

1.1 Related Work

The committee selection rules considered in this paper build on the original model of Chamberlin and Courant [10], who put forward what we call the utilitarian version of this rule; its egalitarian version was subsequently proposed by Betzler et al. [3]. A modification of the original Chamberlin–Courant rule where each member of the selected committee represents approximately the same number of voters was subsequently suggested by Monroe [21]. Our general framework extends to the Monroe rule; however, this rule appears to be more challenging from the computational perspective [3, 27], and
therefore we leave the algorithmic analysis of its OWA-based extensions as a topic for future work.

The study of computational aspects of the Chamberlin–Courant rule was initiated by Procaccia et al. [24], who showed that computing U-CC is NP-hard for approval-like utility functions; Lu and Boutilier [20] extend this result to Borda-like utility functions. Betzler et al. [3] demonstrate NP-hardness of E-CC and study fixed-parameter complexity of both E-CC and U-CC; they demonstrate that both of these rules become polynomial-time computable when voters’ preferences are single-peaked. Cornaz et al. [11] extend these results to elections with bounded single-peaked width. Skowron et al. [27] show that both E-CC and U-CC remain easy when voters’ preferences are single-crossing, or have bounded single-crossing width. Yu et al. [32] analyze the complexity of E-CC and U-CC when voters’ preferences are single-peaked on a tree. Lu and Boutilier [20] and Skowron et al. [26] propose approximation algorithms for U-CC and E-CC.

Another extension of the Chamberlin–Courant rule that is based on OWAs was proposed by Skowron et al. [25]. However, their approach is orthogonal to ours: Skowron et al. consider the possibility that the voter cares not just about her most preferred candidate in the committee, but also derives additional utility from her second most preferred committee member, etc. (in our coffee break example, a conference participant may want to try several different snacks). Thus, while we consider weight vectors that have an entry for each voter, the weight vectors in the work of Skowron et al. have \( m \) entries, where \( m \) is the number of candidates.

Amanatidis et al. [1] also define a family of voting rules that use OWAs to aggregate voters’ preferences; however, in contrast with our work, they consider the setting where voters’ preferences are dichotomous. That is, the rules in this family interpolate between Minisum approval voting and Minimax approval voting (see [6, 19, 9] for the definitions and a discussion of these rules). They prove that most of the rules constructed in this manner are NP-hard, but identify a number of tractable/approximable special cases.

The ordered weighted averaging aggregation operators were introduced in multicriteria decision making by [29] and applied in multiple contexts [23, 30, 31]. Goldsmith et al. [17] recently proposed using OWAs in the context of voting; however, in contrast with our work, they focus on single-winner settings. OWAs are typically used to accomplish fairness. In the context of multiagent assignment, fairness is formalized as monotonicity with Pareto dominance and Pigou–Dalton transfers [16], and is therefore associated with weight vectors that satisfy \( w_i > w_{i+1} \). However, as argued above, in the context of committee elections, weight vectors that do not satisfy these inequalities (such as the ones used by U\(^{-d}\)-CC and E\(^{-d}\)-CC) may still be useful.

2 Preliminaries

For \( a, b \in \mathbb{N} \), let \([a, b] = \{ u \in \mathbb{N} \mid a \leq u \leq b \} \); \([a, b] = \emptyset \) if \( b < a \). Similarly, let \([a, b] = [a, b] \setminus \{a, b\} \). The shorthand for \([1, b] \) is \([b] \).

An election \( E = (C, V) \) is defined by a set of candidates \( C = \{c_1, \ldots, c_m\} \) and a set of voters \( V = [1, n] \). Each voter \( i \in V \) is associated with a preference order \( \succsim_i \), which is a linear order over the candidates. Given \( c, c' \in C \), we write \( c \succsim_i c' \).
to denote that voter $i$ prefers $c$ to $c'$. For succinctness, we may sometimes describe the preference order of voter $i$ by listing all candidates from her most preferred one to her least preferred one and suppressing $\succ_i$; for instance $abc$ is an abbreviation for $a \succ_i b \succ_i c$. Let top$(i) \in C$ denote voter $i$’s most preferred candidate: top$(i) \succ_i c$ for all $c \in C \setminus \{\text{top}(i)\}$. The individual score, or utility, of voter $i$ is a function $s_i : C \to \mathbb{N}$ such that

$$s_i(c) \geq s_i(c') \quad \text{for all } c,c' \in C \quad c \succ_i c' \implies s_i(c) \geq s_i(c').$$

We let $\text{Scr}_{C,V} = \{s_i(c) \mid i \in V, c \in C\}$, and set $R_{C,V} = \max_{S \in \text{Scr}_{C,V}} s$; we omit $(C,V)$ from the notation when these sets are clear from the context.

We consider the setting where the goal is to select a committee of size $\kappa$. Following the ideas of Chamberlin and Courant [10], we assume that the satisfaction that a voter derives from a committee is determined by her score for her most preferred candidate in that committee. Thus, we extend the individual score function to committees by setting

$$s_i(S) = \max_{c \in S} s_i(c) \quad \text{for each } S \subseteq C \text{ with } |S| = \kappa.$$ 

Existing work considers two methods of extending individual scores to group scores: the utilitarian score, which was proposed in the original work of Chamberlin and Courant [10], and the egalitarian score, suggested by Betzler et al. [3]. The utilitarian and egalitarian scores $s_U$ and $s_E$ of a committee $S \subseteq C, |S| = \kappa$, are defined by, respectively,

$$s_U(S) = \sum_{i \in V} s_i(S) \quad \text{and} \quad s_E(S) = \min_{i \in V} \{s_i(S)\}.$$ 

The utilitarian CC rule (U-CC) and the egalitarian CC rule (E-CC) output a $\kappa$-sized committee that maximizes the corresponding score (breaking ties arbitrarily).

3 Our Model

We put forward a family of voting rules that aggregate individual scores using ordered weighted averages. A rule in this family is associated with a weight vector $w = (w_1, \ldots, w_n) \in \mathbb{R}^n$ such that $w_i \geq 0$ for all $i \in V$ and $\sum_{i \in V} w_i = 1$. Given a committee $S \subseteq C$, let $\sigma$ be a permutation of $V$ that satisfies

$$s_{\sigma(1)}(S) \leq \ldots \leq s_{\sigma(i)}(S) \leq \ldots \leq s_{\sigma(n)}(S),$$

i.e., $\sigma$ orders the voters according to their score in non-decreasing order. Given an election $E = (C,V)$ and a committee size $\kappa$, the rule $w$-CC outputs a committee of size $\kappa$ with the highest $w$-CC score, which is computed as

$$s_w(S) = \sum_{i \in V} w_i s_{\sigma(i)}(S).$$

Note that for $w = \left(\frac{1}{n}, \ldots, \frac{1}{n}\right)$ we obtain the U-CC rule and for $w = (1,0,\ldots,0)$ we obtain the E-CC rule.
Example 1. Suppose that \( \kappa = 2 \), and consider an election over the set of candidates \( C = \{ a, b, c, d, e, f \} \) and 6 voters with the following preferences:

\[
\begin{align*}
\text{acebd} & : \text{3 voters} \\
\text{bdace} & : \text{2 voters} \\
\text{efdca} & : \text{1 voter}
\end{align*}
\]

Suppose that each voter uses the Borda score function, i.e., assigns \( m - i \) points to the candidate she ranks in position \( i \) (\( m = 6 \) in this example).

It is easy to verify that the only optimal committee with respect to U-CC is \( \{ a, b \} \), with a total score of 27. Let us now consider E-CC. As no candidate is ranked in top two positions by two different groups of voters, for every committee there is at least one voter who ranks her most preferred committee member in position 3 or lower. On the other hand, there are several committees that ensure a utility of 3 to each voter: some examples are \( \{ a, f \} \), \( \{ a, d \} \), \( \{ e, b \} \), and \( \{ e, f \} \). E-CC can output any of these committees. In contrast, under EU-CC there is a single optimal committee, namely, \( \{ a, d \} \). Indeed, \( \{ a, d \} \) accomplishes a total score of \( 15 + 8 + 3 = 26 \), while providing a utility of at least 3 to each voter. This is also the unique output of Lex-E-CC: there is one voter whose utility is 3, two voters whose utility is 4, and three voters whose utility is 5, and this can easily be seen to be the best possible. The rules \( E^{-1} \)-CC and \( U^{-1} \)-CC necessarily output \( \{ a, b \} \), as this is the only committee that ensures the maximum utility to 5 voters; in contrast, \( E^{-2} \)-CC and \( U^{-2} \)-CC may output either \( \{ a, b \} \) or \( \{ a, e \} \), and for \( E^{-3} \)-CC and \( U^{-3} \)-CC any of the committees \( \{ a, b \} \), \( \{ a, c \} \), \( \{ a, d \} \), \( \{ a, e \} \), \( \{ a, f \} \), and \( \{ b, e \} \) is an acceptable answer.

4 General Observations

We start our algorithmic analysis of \( w \)-CC rules by formalizing the respective computational problem and making a few observations about its complexity for general preferences.

To avoid dealing with representation issues for real numbers, from now on we assume that the entries of the weight vector \( w \) are non-negative rational numbers. For readability, we also make the simplifying assumption that arithmetic operations involving weights and scores can be performed in time \( O(1) \); however, this assumption is not essential, and, in particular, all algorithms described in this paper still run in polynomial time if we assume that the running time of arithmetic operations is polynomial in the number of bits in the input.

We observe that, in this model, for any given weight vector \( w \), the \( w \)-CC score of a given committee can be computed in polynomial time. We therefore focus on the problem of finding a winning committee, which can be formalized as follows:

**WEIGHTED-CC-WINNER:**

**Input:** an election \( E = (C, V) \) with \( |C| = m \), \( |V| = n \), voters’ preferences \( (\succ_i)_{i \in V} \) and score functions \( (s_i)_{i \in V} \) (where each \( s_i \) is described by a list of \( m \) integers), a weight vector \( w = (w_1, \ldots, w_n) \), and a committee size \( \kappa \).

**Output:** Some committee \( S \subseteq C \) of size \( \kappa \) with the maximum \( w \)-CC score.

Clearly, this problem is NP-hard; this follows from the fact that it generalizes the problem of finding a U-CC winning committee, which is known to be NP-hard [24, 20].
Thus, from now on we focus on identifying tractable special cases of this problem by making additional assumption on the properties of the weight vector and/or the voters’ preferences.

**Few Candidates or Voters** We first observe that \textsc{Weighted-CC-Winner} is easy if the number of candidates \( m \) is small: this problem admits an algorithm whose running time is \( \text{poly}(n, m)2^m \). The argument is similar to the one in [3]: we can go over all \( \binom{m}{\kappa} \leq 2^m \) potential committees, evaluate the \( w \)-CC score of each committee, and pick a committee with the highest score. This observation implies the following proposition (see, e.g., [22] for an introduction to fixed-parameter tractability).

**Proposition 1.** \textsc{Weighted-CC-Winner} is fixed-parameter tractable with respect to \( m \).

Betzler et al. [3] also describe an algorithm that finds a U-CC winner in time \( \text{poly}(n, m)n^\kappa \), and therefore is useful when the number of voters is small. This algorithm proceeds by considering all ways of partitioning the \( n \) voters into at most \( \kappa \) groups. For each partition, it constructs a bipartite graph where the left-hand side corresponds to groups of voters, the right-hand side corresponds to candidates, and the value of an edge is the total utility that the respective group of voters derives from the respective candidate. It then finds a maximum-value matching of size \( \kappa \) in this graph. However, it seems to be difficult to extend this idea to arbitrary weights: the following example illustrates that it is not clear how to define edge values in a meaningful way.

**Example 2.** Suppose that \( \kappa = 2 \), and consider an election over the set of candidates \( C = \{a, b, c, d\} \) and 4 voters with the following preferences:

- \( abdc \): 2 voters
- \( cdba \): 1 voter
- \( badc \): 1 voter

Let \( w = (4, 3, 2, 1) \), and suppose that the score function of each voter is the Borda score function (see Example 1).

Suppose we consider a partition where the voters with preferences \( abdc \) form one group, and the other two voters form another group, and we would like to evaluate the contribution of the second group of voters to the total utility if we were to match it to candidate \( d \). However, to do so, we would have to know which candidate is matched to the first group: if it is \( a \), then the contribution of the second group is \( 4 \cdot 2 + 3 \cdot 1 \), whereas if it is \( c \), the contribution of the second group is \( 2 \cdot 2 + 1 \cdot 1 \).

**EU-CC rule and Generalizations** We have argued that the EU-CC rule offers a useful balance between egalitarian and utilitarian welfare. We will now show that it also has computational advantages: computing EU-CC winners is no harder than computing U-CC winners.

Specifically, observe that the E-CC score of any committee is an element of \( \text{Scr} \), and note that \( |\text{Scr}| \leq nm \). Let \( \Delta = nR \), where \( R = \max_{s \in \text{Scr}} s \). We can now consider all elements \( z \in \text{Scr} \) in decreasing order. For a given value of \( z \), we modify the score functions \( s_i(c) \) so that \( s_i'(c) = s_i(c) + \Delta \) if \( s_i(c) \geq z \) and \( s_i'(c) = 0 \) otherwise. Note that the modified score functions remain consistent with voters’ preferences. If we call an algorithm for U-CC on the resulting instance, we obtain a committee whose U-CC
score is at least $\Delta \kappa$ if and only if the original instance admits a committee where the utility of each voter is at least $z$. Moreover, if the U-CC score of a committee with the highest U-CC score is at least $\Delta \kappa$, then any such committee has the highest U-CC score in the original election among all committees that guarantee a utility of $z$ to each voter.

Thus, by finding the largest value of $z$ for which the modified instance admits a committee with U-CC score of at least $\Delta \kappa$ and outputting a committee with the maximum U-CC score for this instance, we obtain a winning committee under EU-CC for the original instance. As voters’ preferences in the modified instance are the same as in the original instance (only the scores change), this implies that EU-CC admits a polynomial-time algorithm when the voters preferences are single-crossing or single-peaked on a line or, more broadly, on a tree with a constant number of leaves, and is fixed-parameter tractable with respect to the number of voters; this follows from the respective results of [3, 27, 32] for U-CC.

More generally, by considering all values of $z \in \text{Scr}$, we obtain the Pareto boundary of the associated bicriteria optimization problem (where the criteria are the egalitarian and the utilitarian social welfare).

Observe that a committee that is optimal with respect to EU-CC is by definition optimal with respect to E-CC (as the former is a refinement of the latter), so in particular the argument above shows that E-CC is tractable whenever U-CC is; however, special-purpose algorithms for E-CC may be considerably faster than the algorithm provided by our reduction (as illustrated by the results of [3]).

5 Algorithms for Single-peaked Preferences

An election $(C, V)$ described by a collection of preference orders $(\succ_i)_{i \in V}$ is said to be single-peaked if there exists an ordering $\sqsubseteq$ of the candidates (the left-right axis) such that for each voter $i \in V$ her preference $\succ_i$ increases from the left of the axis to top$(i)$ and decreases from top$(i)$ to the right of the axis: formally,

$$\text{for all } a, b \in C \text{ s.t. } a \sqsubseteq b \sqsubseteq \text{top}(i) \text{ or } \text{top}(i) \sqsubseteq b \sqsubseteq a \text{ it holds that } b \succ_i a.$$  

Equivalently, for each voter $i \in V$ and each $k \leq m$ the set of candidates that $i$ ranks in top $k$ positions forms a contiguous interval with respect to $\sqsubseteq$.

Single-peaked elections were introduced by Black [4], and are known to have a number of desirable social-choice properties as well as to admit efficient algorithms for many computational social choice problems (see, e.g., [28, 15, 7]). Intuitively, such elections arise when the society is aligned along a single axis, and voters rank the candidates according to their position on this axis.

In the rest of this section, we consider two classes of weight vectors, and show how to compute the output of $w$-CC for weight vectors in these classes, assuming that voters’ preferences are single-peaked. It will be convenient to assume that the left-right axis is given explicitly, and, moreover, that this axis is $c_1 \sqsubseteq \cdots \sqsubseteq c_m$. This assumption is without loss of generality: given a collection of preferences, we can decide if it is single-peaked, and, if so, find an axis witnessing this, in polynomial time [2, 12].
5.1 The U\(^{-d}\)-CC rule

In this section, we provide a polynomial-time algorithm for U\(^{-d}\)-CC—the rule that maximizes the sum of utilities of all but \(d\) voters (and therefore ignores the \(d\) least happy voters entirely)—under single-peaked preferences. In contrast with the result of Section 5.2, which deals with a larger class of weight vectors, this algorithm works for arbitrary score functions.

Let \(\theta = n - d\); recall that the weight vector \(w^{-d}\) associated with U\(^{-d}\)-CC satisfies

\[
w^{-d}_i = \begin{cases} 0 & \text{if } i \leq d \\ \theta & \text{if } i > d \end{cases}
\]

The key observation is that it is sufficient to maximize the sum of the scores of some \(\theta\) voters, without fixing in advance the voters whose score is taken into account. Indeed, this maximization process naturally selects the \(\theta\) most happy voters.

**Theorem 1.** For single-peaked preferences, Algorithm 1 computes a winning committee under U\(^{-d}\)-CC in time \(O(\kappa m^2 \theta^2 n \log_2 n) = O(m^3 n^3 \log_2 n)\).

---

**Algorithm 1:** Dynamic program for \(w^{-d}\)-CC under single-peaked preferences

**Input:** set of voters \(\{1, \ldots, n\}\); set of candidates \(\{c_1, \ldots, c_m\}\), voters’ preferences \((\succ_i)_{i \in V}\), which are single-peaked with respect to \(c_1 \sqsubseteq \ldots \sqsubseteq c_m\); score functions \((s_i)_{i \in V}\); target committee size \(\kappa\); number of represented voters \(\theta = n - d\)

**Output:** \(\max\{s_{w^{-d}}(S) | S \subseteq C, |S| = \kappa\}\)

1. **INITIALIZATION**
   
   for \(j = 1, \ldots, m + 1\) and \(t = 0, \ldots, \theta\) do
   
   \[z_1(j, t) \leftarrow s^{1}_{\{c_j\}}(\{c_j\})\]
   
   for \(k = 1, \ldots, \kappa\) do
   
   \[z_{k+1}(j, t) = -\infty\]
   
   end
   
   end

2. **MAIN LOOP**

   for \(k = 1, \ldots, \kappa\) do
   
   //Predecessors loop:
   
   for \(p = 1, \ldots, m\) and \(u = 0, \ldots, \theta\) if \(z_{k}(p, u) \neq -\infty\) do
   
   //Successors sub-loop:
   
   for \(j = p + 1, \ldots, m + 1\) and \(t = u, \ldots, \theta\) do
   
   \[z_{k+1}(j, t) \leftarrow \max\{z_{k+1}(j, t), z_{k}(p, u) + s^{p+1}_{\{c_p, c_j\}}(\{c_p, c_j\})\}\]
   
   end
   
   end
   
   return \(z_{\kappa+1}(m + 1, \theta)\)
Proof. We assume without loss of generality that voters’ preferences are single-peaked with respect to the axis \( c_1 \subseteq \ldots \subseteq c_m \). It will be convenient to introduce an additional candidate \( c_{m+1} \) who is ranked last by each voter and such that \( s_i(c_{m+1}) = 0 \) for each \( i \in V \); we place this candidate to the right of \( c_m \) on the axis so that the election remains single-peaked.

Let \( V^{t,j} = \{ i \in V \mid \text{top}(i) \in \{c_t, \ldots , c_j\} \} \), and define

\[
s^{t,j}_i(S) = \max \left\{ \sum_{c \in W} s_i(S) \mid W \subseteq V^{t,j}, |W| = t \right\},
\]

with the convention that \( \max \emptyset = -\infty \). When the set \( \{ W \mid W \subseteq V^{t,j}, |W| = t \} \), is not empty, the quantity \( s^{t,j}_i(S) \) can be computed by ordering the voters in \( V^{t,j} \) according to their score for \( S \) (from the highest to the lowest), picking the first \( t \) voters in this order, and summing their scores for \( S \).

Now, for each \( t \in \{0, \ldots , \theta \} \), \( k \in \{1, \ldots , \kappa + 1\} \), and \( j \in \{k, \ldots , m+1\} \), let

\[
z_k(j,t) = \max \left\{ s^{1,j}_{i,1}(S) \mid S \subseteq \{c_1, \ldots , c_j\}, c_j \in S, |S| = k \right\}
\]

The quantity \( z_k(j,t) \) is the highest total utility that a group of \( t \) voters in \( V^{1,j} \) can derive from a size-\( k \) subset of \( \{c_1, \ldots , c_j\} \) that contains \( c_j \). We claim that it can be computed by dynamic programming as follows: for \( k = 1 \) we have \( z_1(j,t) = s^{1,j}_{i,1}(\{c_j\}) \) for all \( t \in \{0, \ldots , \theta \} \), \( j \in \{1, \ldots , m+1\} \), and for \( k > 1 
\]

\[
z_k(j,t) = \max_{p \in \{k, \ldots , \kappa\}} \max_{u \in [0, \theta]} \left\{ z_{k-1}(p, u) + s^{p+1,j}_{i,1}(\{c_p, c_j\}) \right\}.
\]  

(1)

Indeed, to find the score of an optimal pair \((S, W)\), where \( S \subseteq \{c_1, \ldots , c_j\}, c_j \in S, |S| = k, W \subseteq V^{1,j}, |W| = t \), we guess the last candidate in \( S' = S \cap \{c_1, \ldots , c_{j-1}\} \) (let this candidate be \( c_p \)) and the number of voters in \( W' = W \cap V^{1,p} \) (let this number be \( u \)). We then observe that all voters in \( W' \) have their peak at or to the left of \( c_p \) and therefore their most preferred candidate in \( S \) is not \( c_j \), whereas for each voter \( i \in W \setminus W' \) we have \( \text{top}(i) \in \{c_p, c_j\} \).

Algorithm 1 implements the calculation in (1) in a forward manner to increase efficiency.

It is easy to see that the \( U^{-d,CC} \) score of a winning committee is \( z_{\kappa+1}(m, \theta) \); a committee with this score can be found using standard dynamic programming techniques.

The number of variables in our dynamic program is \( O(\kappa m \theta) \). To compute the value of variable \( z_{k+1}(j,t) \), we need to consider \( O(m\theta) \) possibilities for \( p \) and \( u \), and, for each of them, compute \( s^{p+1,j}_{i,1}(\{c_p, c_j\}) \); the latter step involves sorting the voters in \( V^{p+1,j} \) according to their score for \( \{c_p, c_j\} \), and can therefore be implemented in time \( O(n \log n) \). This implies our bound on the running time.

\[ \square \]

5.2 \( w \)-CC for a Bounded Number of Weights

In this section, we show that \( w \)-CC admits a polynomial-time algorithm if voters’ preferences are single-peaked, their score functions are polynomially bounded (i.e.
\( R = \text{poly}(m,n) \), and the number of distinct entries in \( w \) is small. That is, we consider weight vectors of the form
\[
\omega = (\omega_1, \ldots, \omega_1, \omega_2, \ldots, \omega_B, \ldots, \omega_B),
\]
where \( B \) is assumed to be a constant. Let \( \alpha(b) \) and \( \beta(b) \) be, respectively, the indices of the first and the last occurrence of \( \omega_b \) in \( \omega \), and let \( \gamma(b) = \beta(b) - \alpha(b) + 1 \). Setting \( y_b(S) = \sum_{i=\alpha(b)}^{\beta(b)} s_{\sigma(i)}(S) \), we can rewrite the \( \omega \)-CC score of a committee \( S \) as
\[
s_{\omega}(S) = \sum_{b=1}^{B} \omega_b \sum_{i=\alpha(b)}^{\beta(b)} s_{\sigma(i)}(S) = \sum_{b=1}^{B} w_b y_b(S). \tag{3}
\]

The main idea of our algorithm is that when \( B \) is a constant, we can try to guess the range of scores that will be counted with weight \( \omega_b \), for each \( b = 1, \ldots, B \); for a given guess, we can use dynamic programming.

**Theorem 2.** When voters’ preferences are single-peaked and the weight vector \( \omega \) is given by expression (2), a winning committee under \( \omega \)-CC can be computed in time \( \text{poly}(n,m,(nm)B, R^B) \), where \( R = \max_{r \in V,c \in C} s_{\sigma}(c) \).

**Proof.** By adding or subtracting a constant to all score functions, we can assume that \( \min_{r \in \text{Scr}^r} r = 1 \). Let \( \mathcal{R} \) be the set of all vectors \( (r_0, \ldots, r_B) \) in \( \text{Scr}^B + 1 \) that satisfy \( 1 = r_0 \leq r_1 \leq \cdots \leq r_B = R \). Note that \( |\mathcal{R}| \leq |\text{Scr}|^{B-1} \leq (nm)^{B-1} \); if \( B \) is a constant, this quantity is polynomial in the input size.

Each vector \( r \in \mathcal{R} \) induces a partition \( \Pi^r \) of \( \text{Scr}^r \) into \( 2B - 1 \) sub-ranges, some of which may be empty:
\[
\Pi^r = \{ [0, r_1], [r_1, r_2], \ldots, [r_{B-1}, r_B], [r_B, \ast] \}.
\]

We say that a committee \( S \) is \( r \)-compatible if, when we order the voters according to their score for this committee from lowest to highest, then for each \( b = 1, \ldots, B - 1 \) it holds that the score of the voter in position \( \beta_b \) is \( r_b \).

Given an instance of \textsc{Weighted-CC-Winner} where the weight vector \( w \) has \( B \) distinct entries, our algorithm considers all vectors in \( \mathcal{R} \). For each such vector \( r \), it calls the subroutine described in Algorithm 2. It then outputs the maximum of the \( |\mathcal{R}| \leq (nm)^{B-1} \) numbers obtained in this manner. We will now argue that for a given \( r \), Algorithm 2 returns the maximum \( \omega \)-CC score of an \( r \)-compatible committee of size \( \kappa \). Since an optimal committee of size \( \kappa \) is compatible with some \( r \in \mathcal{R} \), this proves that our algorithm computes the maximum \( \omega \)-CC score over all committees of size \( \kappa \); a committee with this score can then be found using standard techniques.

As in the proof of Theorem 1, we add a dummy candidate \( c_{m+1} \) that appears to the right of \( c_m \) on the axis and is ranked last by all voters. Also, as in that proof, we denote by \( V^{1:j} \) the set of voters whose top candidate is in \( \{c_k, \ldots, c_j\} \).

Fix a vector \( r \in \mathcal{R} \) and the respective partition \( \Pi^r = \{ \rho_1, \ldots, \rho_{2B-1} \} \). For a given committee \( S \), let \( V(S,j,d) \) be the set of all voters in \( V^{1:j} \) whose score for \( S \) lies in \( \rho_d \):
\[
V(S,j,d) = \{ i \in V^{1:j} \mid s_i(S) \in \rho_d \}.
\]
We are now ready to define the variables of our dynamic program. For each \( r \in \mathbb{R} \), each \( k = 1, \ldots, \kappa + 1 \), each \( j = k, \ldots, m + 1 \), and each \( t \in \{0, u\}^{2B-1} \), we define a variable \( Y^r_k(j, t) \). This is a collection of vectors of length \( 2B - 1 \) with entries in \([nR]\); the vectors in \( Y^r_k(j, t) \) are ‘realizable’ combinations of scores. That is, a vector \( y \in [nR]^{2B-1} \) is in \( Y^r_k(j, t) \) if and only if there exists a committee \( S \subseteq \{c_1, \ldots, c_j\} \) with \( c_j \in S, |S| = k \), such that for each \( p \in \mathbb{P} \) we have

\[
|V(S, j, d)| = t_d, \quad \sum_{i \in V(S, j, d)} s_i(S) = y_d.
\]

We will now explain how our algorithm computes the sets \( Y^r_k(j, t) \). For \( k = 1 \) and a fixed value of \( j \), we simply compute \( s_i(j) \) for all voters in \( V^1 \). This score maps each voter in \( V^1 \) to some range in \( \mathbb{P} \); the number of voters assigned to \( p \) (which is exactly \( |V(j, c, j, d)| \)) determines \( t_d \), and the sum of their scores for \( \{c, j\} \) determines \( y_d \). We obtain a pair of vectors \((t, y)\) in this manner. We then set \( Y^r_1(j, t) = \{y\}\); for other values of \( t' \) the set \( Y^r_k(j, t') \) remains empty.

For \( k > 1 \), just as in the proof of Theorem 1, we consider all possibilities for the predecessor-candidate \( c_p, p \in [k - 1, j - 1] \). All voters in \( V^{p+1,j} \) prefer \( c_p \) to \( c_j \), so we need to focus on voters in \( V^p \cap \). Since their preferences are single-peaked with respect to \( \mathbb{P} \), their score for any committee \( S \cap \{c_p, \ldots, c_j\} = \{c_p, c_j\} \) is equal to their score for \( \{c_p, c_j\} \). We compute this score, which maps every such voter to some range in \( \mathbb{P} \); the number of voters mapped to \( p \) is given by \( |V(c_p, c_j, p, d)| \) for each \( p \in \mathbb{P} \). The elements of this set are realizable combinations of scores for \( p \) and \( t' \); by adding the scores of voters in \( V^{p+1,j} \) in each range, we obtain a realizable combination of scores for \( j \) and \( t \). We add the resulting score vector to \( Y^r_k(j, t) \). Algorithm 2 performs this computation in a forward manner for added efficiency.

It remains to explain how to use \( Y^r_k(j, t) \) to compute the maximum \( w \)-CC score of an \( r \)-compatible committee of size \( \kappa \). Recall that \( \gamma_b \) is the number of occurrences of \( \omega_b \) in \( w \). We say that a vector \( t \) in \([0, u]^{2B-1}\) is valid if \( \sum_{a=1}^{2B-1} t_a = n \) and for each \( b = 1, \ldots, B - 1 \) there exists a non-negative integer \( \xi_b \leq t_b \) such that \( \gamma(1) = t_1 + \xi_1 \), \( \gamma(b) = t_{2b-2} - \xi_{b-1} + t_{2b-1} + \xi_b \) for \( b > 1 \), \( \gamma(B) = t_{2B-2} - \xi_{B-1} + t_{2B-1} \). Intuitively, we have to ‘distribute’ the voters whose score is \( r_b \) so that \( \xi_b \) of them are counted with weight \( \omega_b \) and the remaining ones are counted with weight \( \omega_{b+1} \). Clearly, one can decide in time \( O(B) \) whether a given vector is valid and find the respective integers \( \{\xi_b\}_{b \in [1, B-1]} \).

Suppose that \( t \) is a valid vector, as witnessed by a collection of integers \( \{\xi_b\}_{b \in [1, B-1]} \). Then, given a vector \( y \in Y^r_{\kappa+1}(m+1, t) \), let \( z_1 = y_1 + \xi_1 r_1, z_b = (t_{2b-2} - \xi_{b-1}) r_{b-1} + y_{2b-1} + \xi_b r_b \) for \( b = 2, \ldots, B - 1 \), \( z_B = (t_{2B-2} - \xi_{B-1}) r_{B-1} + y_{2B-1} \), and set \( T(t, y) = \sum_{b=1}^{2B-1} \omega_b z_b \). It is not hard to see that for a fixed vector \( r \) the maximum \( w \)-score of an \( r \)-compatible committee of size \( \kappa \) is given by

\[
\max\{T(t, y) \mid t \text{ is valid and } y \in Y^r_{\kappa+1}(m+1, t)\},
\]

which is exactly the quantity output by our algorithm for that choice of \( r \).
Algorithm 2: Subroutine for finding an optimal $r$-compatible committee

Input: set of voters $\{1, \ldots, n\}$; set of candidates $\{c_1, \ldots, c_m\}$, voters’ preferences $(\prec_i)_{i \in V}$, which are single-peaked with respect to $c_1 \sqsubset \ldots \sqsubset c_m$; score functions $(s_i)_{i \in V}$; target committee size $\kappa$; partitioning vector $r$

Output: The maximum score of an $r$-compatible committee.

1. INITIALIZATION ($k = 1$)
   
   for $j = 1, \ldots, m$ do
     for $p_d \in \Pi^r$ do
       $t_d \leftarrow |V\{c_j, j, d\}|$
       $y_d \leftarrow \sum_{i \in V\{c_j, j, d\}} s_i\{c_j\}$
     end
     $Y^r(j, t) = \{y\}$
   end

2. MAIN LOOP
   
   for $k = 2, \ldots, \kappa + 1$ do
     //Predecessors’ loop:
     for $p = 1, \ldots, m$ and all $t'$ such that $Y^r_{k-1}(p, t') \neq \emptyset$ do
       //Successors sub-loop:
       for $j = p + 1, \ldots, m + 1$ do
         for $p_d \in \Pi^r$ do
           $t_d \leftarrow t'_d + |V\{c_p, c_j\} \setminus V\{c_p, c_j, j, d\}|$
           $z_d \leftarrow \sum_{i \in V\{c_p, c_j, j, d\} \setminus V\{c_p, c_j\} \setminus V\{c_p, c_j, p, d\}} s_i\{c_j\}$
         end
         $Y^r_k(j, t) \leftarrow Y^r_k(j, t) \cup \{y + z \mid y \in Y^r_{k-1}(p, t')\}$
       end
     end
   end
   return $\max\{T(t, y) \mid t$ is valid and $y \in Y^r_{\kappa+1}(m+1, t)\}$

There are at most $(nm)^{B-1}(\kappa + 1)(m + 1)(n + 1)^{2B-1} = O(km(n^3m)^{B-1})$ variables $Y^r_k(j, t)$: at most $(nm)^{B-1}$ choices for $r$, $\kappa + 1$ choices for $k$, $m + 1$ choices for $j$, and at most $(n + 1)^{2B-1}$ choices for $t$. Moreover, the size of each set $Y^r_k(j, t)$ can be bounded by $(nR)^{2B-1}$; we can improve this bound to $(nr)^B$ by observing that if $d = 2b$ is even, then $p_d$ is the singleton $\{r_b\}$, so we have $y_d = r_d \cdot t_d$. This establishes our bound on the running time.

**Remark 1.** Theorem 3 relies on the assumption that the ranges of all score functions are polynomially bounded in $n$ and $m$. This assumption holds for many important score functions, such as the Borda score function; however, it is not without loss of generality. We can exhibit another class of score functions for which $\omega$-CC is easy when the number of weights is bounded and the voters’ preferences are single-peaked: these are score functions that can only take a constant number of values, i.e., the size of the set $\mathcal{S}_{cr}$ is bounded by a constant. The algorithm for this setting can be obtained by adapting the algorithm in the proof of Theorem 3; we omit the details due to space constraints.
6 Algorithms for Single-crossing Preferences

In this section, we focus on elections where voters’ preferences are single-crossing [18]. This is another well-known restricted preference domain that models scenarios where voters’ preferences are essentially one-dimensional; however, in contrast with single-peaked preferences, which are defined in terms of an ordering of the candidates, single-crossing preferences are defined in terms of an ordering of the voters.

We start by providing a formal definition of this domain.

An election \((C, V)\) described by a collection of preference orders \((\succ_i)_{i \in V}\) is said to be single-crossing if there exists an ordering \(\sqsubseteq\) of the voters such that for each pair of candidates \(a, b \in C\) such that the first voter in \(\sqsubseteq\) prefers \(a\) to \(b\) there exists a unique \(v \in V\) such that all voters that precede \(v\) in \(\sqsubseteq\) prefer \(a\) to \(b\), whereas all voters that appear after \(v\) in \(\sqsubseteq\) prefer \(b\) to \(a\).

In other words, both the set of voters who prefer \(a\) to \(b\) and the set of voters who prefer \(b\) to \(a\) are contiguous with respect to \(\sqsubseteq\), i.e., if we graph the positions of \(a\) and \(b\) in voters’ preference orders, the resulting curves intersect at most once. As observed by Bredereck et al. [8], this characterization immediately suggests a polynomial-time algorithm for detecting single-crossing preferences, by reducing this question to the classic consecutive 1s problem [5] (see also [12, 14]). As a consequence, we can assume without loss of generality that an ordering of voters witnessing that a given election is single-crossing is given to us as a part of the input; in fact, it will be convenient to assume that this ordering is \(1 \sqsubseteq \cdots \sqsubseteq n\).

Skowron et al. [27] have recently shown that given an election with single-crossing preferences, one can solve U-CC and E-CC in polynomial time (specifically, \(O(\kappa mn^2)\)). The main result of this section is that the algorithm of Skowron et al. extends to \(w\)-CC as long as the number of distinct weights in \(w\) is bounded by a constant and the score functions are polynomially bounded (these are the same conditions that are used to establish tractability under single-peaked preferences in Section 5).

First of all, we observe that a key structural property of optimal solutions established by Skowron et al. for U-CC holds for arbitrary weight vectors.

Given the set of voters \(V = [n]\) and a committee \(S \subseteq C\), let \(\Phi_S : V \rightarrow S\) be the function that assigns each voter \(i\) to her most preferred candidate in \(S\): \(\Phi_S(i) \succ_i c_j\) for all \(c_j \in S \setminus \{\Phi_S(i)\}\). Hence, for a candidate \(c \in S\), the set of voters she represents is \(\Phi_S^{-1}(c)\).

**Lemma 1.** Let \(E = (C, V)\) be an election with single-crossing preferences, as witnessed by the voter order \(1 \sqsubseteq \cdots \sqsubseteq n\), where the first voter’s preferences are given by \(c_1 \succ c_2 \succ \cdots \succ c_m\). Then for any weight vector \(w\) and any committee size \(\kappa\) there exists a committee \(S\) of size \(\kappa\) that is optimal with respect to \(w\)-CC and has the following property: for each \(c_j \in S\) the set of voters \(\Phi_S^{-1}(c_j)\) is contiguous with respect to \(\sqsubseteq\), and if \(c_j, c_\ell \in S\), \(\Phi_S^{-1}(c_j) \neq \emptyset, \Phi_S^{-1}(c_\ell) \neq \emptyset\) and \(j < \ell\) then \(\Phi_S^{-1}(c_j)\) precedes \(\Phi_S^{-1}(c_\ell)\) in \(\sqsubseteq\).

**Proof.** The proof is a simple generalization of the proof of a similar statement in [27], and is omitted due to space constraints.
Using this lemma and a dynamic programming approach similar to the one in the proof of Theorem 3, we obtain the following result (we omit the proof due to space constraints).

**Theorem 3.** When voters’ preferences are single-crossing and the weight vector $w$ has at most $B$ distinct entries, we can find a winning committee under $w$-CC in time $\text{poly}(n, m, (nm)^B, R^B)$, where $R = \max_{i \in V,c \in C} s_i(c)$.

7 Conclusion

We have described a family of voting rules for committee selection that explores a variety of ways to trade off utilitarian and egalitarian objectives. We have developed algorithms for computing the winning committees under these rules for instances where voters’ preferences belong to well-known restricted domains, under mild restrictions on the weight vectors and score functions. While in this work we focused on single-peaked and single-crossing preferences, it seems plausible that similar results can be obtained for other domains where U-CC and E-CC are known to be tractable, such as preferences that are single-peaked on trees with a bounded number of leaves, or have bounded single-peaked or single-crossing width.

However, it is not clear if our results can be extended to arbitrary weight vectors. In particular, the complexity of Lex-E-CC for single-peaked or single-crossing preferences remains an intriguing open question, and it appears that obtaining positive results for this rule would require novel algorithmic techniques.

Besides this open problem, our work suggests several other interesting research directions. One of them is considering OWA-based extensions of the Monroe rule and exploring the complexity of finding winning committees under the resulting family of rules. Another one is developing approximation algorithms for WEIGHTED-CC-WINNER for arbitrary weights and voters’ preferences; here the work of Skowron et al. [26] provides a useful starting point.
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