Spin currents flowing transverse to electric fields, known as spin Hall currents, originate from spin-orbit interaction in a solid and the resulting spin-orbit entanglement of electronic states[1–3]. The spin Hall conductivity, which is the ratio of the spin Hall current to the longitudinal electric field, depends on details of the electronic band structure such as the strength of the spin-orbit interaction, the Fermi energy, the direction of current relative to crystal axes and the strain[4–17]. Such dependencies may provide ways to electrically control the spin Hall conductivity. Measurements of the variation of the spin Hall conductivity with these quantities have been done in most detail for non-centrosymmetric semiconductor quantum wells[8, 16], however other phenomena, including current-induced spin polarization[18, 19] and precessional spin-orbit fields[20] (which also depend on the electronic band structure) complicate the interpretation. Centrosymmetric metals have fewer complicating effects, and their so-called spin Hall angle (the ratio of the spin current to the longitudinal charge current) is much larger than for semiconductors[10, 13, 15, 21, 22] but it is considerably more difficult to modify the intrinsic conductivities of high conductivity metals. This suggests consideration of centrosymmetric semimetals with large spin-orbit couplings, such as bismuth and antimony, as these might have more tunable spin Hall conductivities and longitudinal conductivities while maintaining very large spin Hall angles. Large spin Hall angles have been demonstrated for bismuth selenide[23], motivated by proposals for large spin current effects in topological insulators[24–26].

Here we report calculations of the intrinsic spin Hall effect for bismuth, antimony and bismuth-antimony alloys and find values more than two orders of magnitude larger than other voltage-tunable materials, and greatly in excess of all other measured materials except bismuth selenide. As the alloy composition changes, these materials change from semimetallic to three-dimensional topological insulating[27, 28] with a single Dirac cone, and back to semimetallic, but the bulk spin Hall conductivity varies smoothly through those transitions. We trace the origin of these effects to energy-resolved Berry curvature contributions to the spin Hall conductivity. The presence of nearly-overlapping bands with large spin-orbit interaction near the Fermi energy in these alloys produces a highly responsive dependence of the spin Hall conductivity on the Fermi energy or carrier density. We thus identify a class of materials in which giant spin Hall conductivities can be effectively tuned with modest voltages. These materials mirror ordinary semiconductors where the conductivity can be changed dramatically with a modest voltage; here the spin Hall conductivity demonstrates “semiconducting behavior”.

Bismuth and antimony are both semimetals with enormous spin-orbit couplings, 1.5 eV and 0.6 eV respectively[29]. These elements are both rhombohedral crystals with space group of $D_{3d}^5$ (R3m) and point group $D_{3d}$ (3m) [30]. Their semimetallic behaviour comes from slightly overlapping conduction and valence bands resulting in electron pockets at the L points of the Brillouin zone and hole pockets at the T points for bismuth and the H points for antimony. The overlap between L and H is 180 meV in Sb and between L and T is 40 meV in Bi [31]. A low-energy effective spin-orbit Hamiltonian with a third nearest-neighbor tight-binding parameterization[32] suffices to mimic the characteristics of the electronic structure and the effective masses around the Fermi energy, electron, and hole pockets. For the electronic structure of the Bi$_{1-x}$Sb$_x$ alloy[33], the band energies and overlap integrals are averaged using the virtual crystal approximation.

The electronic band structure of Bi$_{1-x}$Sb$_x$ around the Fermi energy is shown in Fig. 1 for four different compositions. The variation of the conduction and valence band edges with antimony concentration is shown in Fig. 2(a). At around 9% antimony the band overlap disappears and a semimetal-semiconductor (SMSC) transition occurs. As the antimony concentration is increased, the valence bands shift faster than the conduction bands and an indirect gap opens, reaching a maximum of 28 meV.
The spin Hall conductivity in the clean static limit, evaluated as a linear response of the spin current to an electric field using a Kubo approach, consists of a sum of the Berry curvature[13]:
\[
\sigma_{yx} = \frac{e\hbar}{V} \sum_k \sum_n f_{kn} \Omega_n^z(k),
\]
where \(e\) is the electric charge, \(\hbar\) is Planck’s constant, \(V\) is the volume of the system, and the Berry curvature \(\Omega_n^z(k)\) is
\[
\Omega_n^z(k) = 2 \sum_{n \neq n'} \text{Im} \frac{\langle u_{nk} | \hat{\vec{j}}_y | u_{n'k} \rangle \langle u_{n'k} | \hat{\vec{v}}_x | u_{nk} \rangle}{(E_{nk} - E_{n'k})^2}. \tag{2}
\]
Here \(f_{kn}\), the Fermi-Dirac distribution function, ensures that the sum is over all the filled bands. The electronic states \(u_{nk}\) and \(u_{n'k}\) are calculated from the tight-binding Hamiltonian \(\hat{H}\) (Ref. 32). The spin current and velocity operators, \(\hat{j}_i^s\) and \(\hat{v}_i\), are:
\[
\hat{j}_i^s = \frac{\hbar}{4} (\hat{v}_i \sigma_j + \sigma_j \hat{v}_i), \tag{3}
\]
\[
\hbar \hat{v}_i = \nabla_k \hat{H}. \tag{4}
\]

Our calculations of the spin Hall conductivity as a function of antimony concentration, Fig. 2(b), predict that both bismuth and antimony have a giant spin Hall conductivity. At room temperature bismuth has a spin Hall conductivity of \(474 (\hbar/e)(\Omega\text{cm})^{-1}\) whereas antimony’s is \(96 (\hbar/e)(\Omega\text{cm})^{-1}\). As antimony is added to bismuth, initially the spin Hall conductivity increases, however soon it begins to drop following the decreasing effective spin-orbit interaction in the system. There are “hot spots” for Berry curvature at the L and T symmetry points of the Brillouin zone for bismuth; at each of these points the curvatures are large and negative at the conduction band edge, whereas they are large and positive at the valence band edge. As antimony is introduced to pure bismuth the conduction band edge moves away from the Fermi level, reducing the importance of the negative curvature contributions from the L point. For a small concentration of antimony this effect dominates, however at larger concentrations the band structure changes more substantially and the Berry curvature itself decreases as the antimony concentration is increased.

These features can clearly be seen by comparing the energy dependence of the density of states with the energy dependence of the Berry curvature originating from the electronic structure. We have plotted the density of states around the Fermi level for Bi_{0.83}Sb_{0.17} (the topological insulator composition with largest band gap) in Fig. 3(a). In Fig. 3(b) we show the density of curvature (\(\rho_{DOC}\)), corresponding to the amount of Berry curvature per unit energy. This quantity is useful in understanding the origin of the spin Hall conductivity and its temperature or voltage dependence, as the spin Hall conductivity
can be expressed in terms of $\rho_{\text{DOC}}$ as

$$\sigma_{yx}^z = \frac{\hbar}{V} \int d\epsilon \rho_{\text{DOC}}(\epsilon)f(\epsilon).$$  \hfill (5)

Most of the contributions to the $\rho_{\text{DOC}}$ come from the energetic regions between -2.5 eV and 2.5 eV that are shown in Fig. 3. The valence bands at lower energy either do not possess large spin-orbit interaction or their contributions cancel; it is the presence of large spin-orbit interactions in bands close to the Fermi energy, especially those which lie on different sides of the Fermi energy, which produces the topological insulator state.

The change in sign in $\rho_{\text{DOC}}$ near the Fermi energy is an additional remarkable feature that originates from the nature of the topological insulator state. The formation of a topological insulator state corresponds to the opening of a gap between strongly spin-orbit correlated states. The composition of the states at the conduction edge and the valence edge are very similar, but with opposite-sign matrix elements in Eq. (2). As the Fermi energy is brought closer to the conduction edge or the valence edge, that contribution begins to dominate due to the energy denominator in Eq. (2). Thus this behavior of $\rho_{\text{DOC}}$, changing sign across the Fermi energy, appears to be a generic feature of topological insulators.

We now consider the effects on the spin Hall conductivity that would come from varying the carrier concentration and Fermi energy by doping. As expected from Fig. 3, we find a sensitive dependence of the spin Hall conductivity on the Fermi energy for both bismuth and antimony, shown in Fig. 4. For each material there is an optimum range for the Fermi energy which produces the largest intrinsic spin Hall conductivity. For bismuth this range is approximately from -20 meV to +40 meV. For antimony, however, there exist several Fermi energy ranges for which the spin Hall conductivity exceeds the intrinsic spin Hall conductivity of antimony at a Fermi energy of 0 eV. For example, a Fermi energy of -1.5 eV produces a spin Hall conductivity four times that of undoped antimony, and more than half that of bismuth (288 h/e)/(Ω cm⁻¹). A Fermi energy of 1.5 eV produces a spin Hall conductivity somewhat less, but still more than twice that of undoped antimony $\sigma_{yx}^z = 188 (h/e)/(Ω \text{cm}^{-1})$. By comparison the topological insulator material Bi₀.₈₃Sb₀.₁₇ does not possess a larger spin Hall conductivity than bismuth, and in fact its spin Hall conductivity as a function of Fermi energy is very similar to that of bismuth. We thus note that the dominant contribution to the spin Hall conductivity comes from the large spin-orbit interaction in the materials, rather than the topological character of the band structures. For sufficiently low Fermi energy ($< 6$ eV) the spin Hall conductivity vanishes because all the bands are entirely full or entirely empty. The presence of this band gap deep within the valence structure of bismuth or antimony is a property of the electronic structure model Hamiltonian for these systems (Ref. 32).

From the Fermi-energy dependence of the spin Hall conductivity and the density of states of the materials we predict the change in the spin Hall conductivity with carrier density, shown in Fig. 5. We expect this change would be achieved through accumulation or depletion via an electrical gate in a field-effect transistor device. The change in carrier density is plotted as a function of the change in carrier density (electron or hole). The equilibrium carrier density of semimetallic bismuth is 3.1x10¹⁷ cm⁻³, which is many orders of magnitude lower than the carrier concentration of typical metals. For Bi₀.₈₃Sb₀.₁₇ the equilibrium bulk carrier concentration vanishes at low temperature. As the Fermi

![FIG. 3: (a) Density of states normalized per unit volume and unit energy and (b) density of curvature in the units of $(a^2/h)$ eV⁻¹ for Bi₀.₈₃Sb₀.₁₇ around Fermi energy, where $a$ is the lattice constant. The Fermi level is at 0 eV and is indicated by the black dashed line.](image)

![FIG. 4: The intrinsic spin Hall conductivity as a function of Fermi level for bismuth, antimony, and the topological insulator composition with the largest band gap (Bi₀.₈₃Sb₀.₁₇). The Fermi level for the undoped system is at 0 eV.](image)
level is changed by a gate voltage the materials exhibit more metallic behavior. Changes in carrier concentration modify the spin Hall conductivity by approximately a factor of five, suggesting that gate-tuning the spin Hall conductivity of such materials is possible. For bismuth there is little change in the spin Hall conductivity for an initial change of the Fermi energy by 150 meV. Instead of gate-tuning to this point it should be possible to dope the material with a group-VI dopant such as Te. For a Te concentration of 12% the spin Hall conductivity lies in between the upper and lower extremes, producing the largest tuning range with voltage. Thus we present in Fig. 5(c) the carrier-dependence of the spin Hall conductivity for Bi$_{0.88}$Te$_{0.12}$. We note that this doping consists of adding Te to the crystal structure of Bi, not shifting to the crystal structure of Bi$_2$Te$_3$. As the longitudinal conductivity of these materials will change as well with a change in the Fermi energy we expect that the spin Hall angle, defined as the ratio of the spin Hall conductivity to the longitudinal conductivity, could be substantially varied as well.

We have calculated the intrinsic spin Hall conductivity for bismuth, antimony, and BiSb alloys, using a Berry’s curvature technique. The electronic structures are described by a three-nearest-neighbor tight-binding Hamiltonian, within which the alloys are treated in a virtual crystal approximation. We find little difference in the magnitude of the spin Hall conductivity between bismuth and the topological insulator material Bi$_{0.83}$Sb$_{0.17}$. However the longitudinal conductivity will vary considerably between these two materials, so that the spin Hall angle of Bi$_{0.83}$Sb$_{0.17}$ should greatly exceed that of bismuth. Calculations of the Fermi level dependence of the spin Hall conductivity suggests that substantial (factor of five) gate tuning of the spin Hall conductivity is possible. Bismuth, antimony and Bi$_{1-x}$Sb$_x$ alloys with large spin-orbit couplings exhibit robust intrinsic spin Hall conductivities, larger than conventional semiconductors and metals with large spin Hall conductivity. Bismuth, antimony and bismuth-antimony alloys are thus promising candidates for transverse spin current generation and spintronic applications.
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