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Abstract. This paper develops a fast k-plane clustering method called L1-norm Distance Minimization based Fast Robust TWSVC (FRTWSVC) by using robust L1-norm distance. To solve the resulted objective, we propose a novel iterative algorithm. Only a system of linear equations needs to be computed in each iteration. These characteristics make our methods more powerful and efficient than TWSVC. We also conduct some insightful analysis on the convergence of the proposed algorithms. Theoretical insights and effectiveness of our method are further supported by promising experimental results.

Introduction

Clustering, as one of the fundamental topics in machine learning and pattern classification, has been widely applied to various areas, such as text mining, web analysis, and bioinformatics [1]-[4]. There are many clustering techniques in the literatures. For example, [5] and [6] considered kernel-based clustering, [7] and [9] used max-margin constraint in the clustering, and [9]-[11] proposed point-based central clustering techniques, e.g., k-mean, k-median, and fuzzy c-means (FCM).

In recent years, there has been increasing interest in k-plane clustering, which changes the entity of the center from being a point to that of being a plane [12]. kPC [12], Proximal Plane Clustering (PPC) [13], and Twin Support Vector Clustering (TWSVC) [14] are three typical k-plane clustering techniques. kPC only considers the similarities among the samples in a cluster plane but ignores the dissimilarities. PPC is proposed to address the problem. In fact, PPC is based on Multisurface Proximal Support Vector Machine Classification via Generalized Eigenvalues (GEPSVM) [15], while TWSVC is an extension to Twin Support Vector Machine (TWSVM) [16], [17], [20]. Among kPC, PPC, and TWSVC, TWSVC gains the best clustering result. However, this method formulates the objective using squared L2-norm distance in a cluster plane, which could exaggerate the effect of outliers. Furthermore, TWSVC is computationally expensive, since it requires solving a series of constrained quadratic programming problems (CQPPs) to determine each of the k cluster planes. This is an open problem raised in Section “Conclusion” of [14].

In this paper a novel L1-norm distance minimization based fast robust TWSVC (FRTWSVC) method is proposed. It is well-known that L1-norm distance is more robust to outliers than the L2-norm one, since it does not magnify the effect of outliers [18], [19]. As one of the important theoretical contributions of this paper, we present a novel iterative algorithm for the derivation of the clustering planes. In each iteration of the algorithm, only a system of linear equations needs to be solved. In addition, some insightful analysis on the convergence of the proposed algorithms are conducted. Theoretical studies and extensive experimental results on several benchmark datasets verify the effectiveness and applicability of our methods.
The Proposed Method

Suppose that $\mathbf{X} = \{x_1, \ldots, x_n\} \in \mathbb{R}^{m \times n}$ is the dataset with $m$ samples of $n$ dimensions. The L2-norm of a vector is denoted by $\| \cdot \|$. Let $\text{sgn}(\cdot)$ be a sign function with $\text{sgn}(\cdot) = -1$ if $(\cdot)$ is a negative value and $\text{sgn}(\cdot) = 1$ otherwise. The primary task of clustering is to partition $\mathbf{X}$ into $k$ clusters. We represent the samples in the $i$-th cluster by $\mathbf{X}_i \in \mathbb{R}^{m \times n}$ and those in the rest clusters by $\mathbf{X} \in \mathbb{R}^{m \times n \times k}$, where $m$ denotes the number of samples in the $i$-th cluster ($i = 1, \ldots, k$). A column vector of ones of arbitrary dimension is $\mathbf{e}$. Define three augmented matrices: $z_i = [w_i^T, b_i^T] \in \mathbb{R}^{d+1}$, $G_i = \{X_i, e_i\} \in \mathbb{R}^{m \times n \times (d+1)}$, and $H_i = [\mathbf{X}_i, e_i] \in \mathbb{R}^{m \times n \times (d+1)}$.

Recently, Wang et al. [14] proposed a more powerful k-plane clustering method than kPC and PPC, called TWSVC, which is based on TWSVM [17]. With the initial cluster assignment of $\mathbf{X}$, TWSVC finds the $k$ cluster planes of (1) by solving the following problem with $i = 1, \ldots, k$

$$\min_{\mathbf{w}_i, b_i} 0.5\|\mathbf{X}_i \mathbf{w}_i + \mathbf{b}_i\|^2 + c \mathbf{e}^T \mathbf{z}_i^T \mathbf{a}_i, \text{ s.t. } \mathbf{U}_i^T (\mathbf{X}_i \mathbf{w}_i + \mathbf{b}_i) + \mathbf{z}_i \geq \mathbf{e}, \mathbf{e}_i \geq 0, \quad (1)$$

where $\mathbf{z}_i$ is a symmetric Hinge loss function. Then use (3) to update the corresponding clusters of the samples. Based on the updated clusters, we proceed to update the $k$ cluster planes of (1). The process continues till some terminate conditions are satisfied. Rewrite (1) as

$$\min_{\mathbf{w}_i, b_i} 0.5\|\mathbf{X}_i \mathbf{w}_i + \mathbf{b}_i\|^2 + c \mathbf{e}^T \mathbf{z}_i^T \mathbf{a}_i, \text{ s.t. } \mathbf{U}_i^T (\mathbf{X}_i \mathbf{w}_i + \mathbf{b}_i) + \mathbf{z}_i \geq \mathbf{e}, \mathbf{e}_i \geq 0, \quad (2)$$

where $\mathbf{U}_i = \text{diag}(\text{sign}(\mathbf{X}_i \mathbf{w}_i + \mathbf{b}_i))$ is a diagonal matrix. The constraint of the problem is nonconvex. TWSVC solves (2) using the Constrained Concave–convex Procedure (CCCP) [21], where $\mathbf{U}_i$ is viewed as a variable that depends on $\mathbf{w}_i$ and $b_i$ (or $z_i$). Specifically, compute $\mathbf{U}_i$ based on the current $z_i$ obtained in last iteration and then update $z_i$ by solving the Wolfe dual problem of (6). Suppose that $z_i^{(p)}$ is the solution of the $p$-th iteration, and $z_i^{(p+1)}$ is the one of the $(p+1)$-th iteration, where $z_i^{(p+1)} = (\mathbf{G}_i^T \mathbf{G}_i)^{-1} \mathbf{M}_i^{p} \mathbf{a}_i^{(p+1)}$. Here $\mathbf{M}_i^{p} = \mathbf{U}_i^{p} \mathbf{H}_i$, and $\mathbf{a}_i^{(p+1)}$ is the updated Lagrangian multiplier vector that is defined as

$$\mathbf{a}_i^{(p+1)} = \arg\min_{\mathbf{a}_i} 0.5 \mathbf{a}_i^T \mathbf{M}_i^{p} (\mathbf{G}_i^T \mathbf{G}_i) \mathbf{a}_i - \mathbf{e}^T \mathbf{a}_i, \text{ s.t. } 0 \leq \mathbf{a}_i \leq \mathbf{c}. \quad (3)$$

The results of [17] demonstrate the promising performance of TWSVC.

It has been well known that squared L2-norm distance measurement is not robust to outliers, which means that TWSVC may not obtain the desired solution. In literature, the L1-norm distance is usually applied to handle this problem [18], [19]. Illuminated by this, we propose a new method called FRTWSVC. Same as TWSVC, we first partition the samples of $\mathbf{X}$ into $k$ clusters, and then use

$$\min_{\mathbf{w}_i, b_i} \|\mathbf{X}_i \mathbf{w}_i + \mathbf{b}_i\|_1 + c \|\mathbf{z}_i\|_1, \text{ s.t. } \mathbf{U}_i (\mathbf{X}_i \mathbf{w}_i + \mathbf{b}_i) + \mathbf{z}_i = \mathbf{e}. \quad (4)$$

Note that our problem is also based on the efficient least squares version of TWSVM [24] for improving the computational efficiency. We call the reformulation FRTWSVC. We can rewrite (4) with the following problem

$$\min_{\mathbf{z}_i} \|\mathbf{G}_i \mathbf{z}_i\|_1 + c \|\mathbf{z}_i\|_1, \text{s.t. } \|\mathbf{H}_i \mathbf{z}_i\| + \mathbf{z}_i = \mathbf{e}. \quad (5)$$

Rewrite (5) with the following equivalent formulation

$$\min_{\mathbf{z}_i} \sum_j (\mathbf{g}_{ij}^T \mathbf{g}_{ij} / |\mathbf{g}_{ij}|) \cdot |\mathbf{z}_{ij}| + c \sum_j (|\mathbf{z}_{ij}|)^2 / |\mathbf{z}_{ij}|), \text{s.t. } \text{diag}(\text{sign}(\mathbf{H}_i \mathbf{z}_i))(\mathbf{H}_i \mathbf{z}_i) + \mathbf{z}_i = \mathbf{e}, \quad (6)$$

where $z_{ij}$ the $j$-th element of $z_i$. Let $a_{ij} = 1 / |z_{ij}|$ and construct the diagonal matrix $\mathbf{A}$, its $j$-th diagonal entry as $a_{ij}$. To the end, (6) becomes
\[
\min_{z_j} z_j^T D_j G_j z_j + c \xi_j^T A_j \hat{\xi}_j, \quad \text{s.t.} \quad F_j (H_j z_j) + \hat{\xi}_j = \mathbf{e}.
\]

We can propose the similar iterative algorithm of Algorithm 1 to obtain the solution \( z_j \). The algorithm is described in Algorithm 1.

In each iteration of Algorithm 1, one needs to solve the least squares problem in step 4. Substituting the equality constraints into the objective function, the problem becomes

\[
z_j^{(p+1)} = \min_{z_j} z_j^T G_j D_j G_j z_j + c (e - F_j^{(p)} H_j z_j)^T A_j^{(p)} (e - F_j^{(p)} H_j z_j).
\]

Setting the derivative of (17) w.r.t. \( z_j \) as zero, we obtain

\[
z_j^{(p+1)} = (1/c G_j^T D_j G_j + H_j^T F_j^{(p)} A_j^{(p)} F_j^{(p)} H_j)^{-1} H_j^T F_j^{(p)} A_j^{(p)} e.
\]

Since \( F_j^{(p)} \) and \( A_j^{(p)} \) are diagonal matrices, and each of the diagonal elements of \( F_j^{(p)} \) are either 1 or -1, \( F_j^{(p)} A_j^{(p)} F_j^{(p)} = A_j^{(p)} \). Therefore, we have

\[
z_j^{(p+1)} = (1/c G_j^T D_j G_j + H_j^T A_j^{(p)} H_j)^{-1} H_j^T A_j^{(p)} e.
\]

Hence, we can compute a system of linear equations in (9).

| Algorithm 1: An efficient iterative algorithm to solve problem (4) |
|-------------------------------------------------------------|
| **Input**: Input data matrices \( X \) and \( \tilde{X} \).  |
| Initialize \( z_j^{(0)} \), set \( p = 0 \), and construct the matrices \( G_j = [X \ e] \) and \( H_j = [X \ e] \).  |
| **While** not converge **do** |
| 1. Compute \( D_j^{(p)} \) with its \( j \)-th diagonal entry \( d_{j,j}^{(p)} = 1/|g_{j,j}| \), where \( g_{j,j} \in \mathbb{R} \) denotes the \( j \)-th row of \( G_j \).  |
| 2. Compute the diagonal matrix \( F_j^{(p)} = \text{diag}(|H_j z_j^{(p)}|) \).  |
| 3. Compute the diagonal matrix \( A_j^{(p)} \) with its \( j \)-th diagonal entry as \( a_{j,j}^{(p)} = 1/|\xi_j| \), where \( \xi_j \) is the \( j \)-th element of \( \xi \).  |
| 4. Compute \( z_j^{(p+1)} \) by solving \( z_j^{(p+1)} = \arg \min_{z_j} z_j^T G_j^T D_j G_j z_j + c \xi_j^T A_j^{(p)} \xi_j \), s.t. \( F_j^{(p)} (H_j z_j) + \xi_j = e \).  |
| 5. \( p = p+1 \).  |
| **End while**  |
| **Output**: The learned \( w_j \) and \( b_j \) from \( z_j = [w_j^T \ b_j]^T \).  |

The following theorems guarantee the convergence of Algorithm 1.

**Theorem 1**: Algorithm 1 monotonically decreases the objective of problem (4) in each iteration until convergence.

**Proof**: Rewriting the problem in step 4 of Algorithm 1 by substituting the equality constraint into the objective gives

\[
z_j^{(p+1)} = \min_{z_j} 0.5 z_j^T G_j^T D_j G_j z_j + 0.5 c (e - F_j^{(p)} H_j z_j)^T A_j^{(p)} (e - F_j^{(p)} H_j z_j),
\]

which indicates

\[
0.5 z_j^{(p+1)} G_j^T D_j G_j z_j^{(p+1)} + 0.5 c (e - F_j^{(p)} H_j z_j^{(p+1)})^T A_j^{(p)} (e - F_j^{(p)} H_j z_j^{(p+1)}) \leq 0.5 z_j^{(p)} G_j^T D_j G_j z_j^{(p)} + 0.5 c (e - F_j^{(p)} H_j z_j^{(p)})^T A_j^{(p)} (e - F_j^{(p)} H_j z_j^{(p)})
\]

(11)

According to step 3 of Algorithm 1, we can define \( \xi_j^{(p)} = e - F_j^{(p)} H_j z_j^{(p)} \) and \( \xi_j^{(p)} = e - F_j^{(p)} H_j z_j^{(p)} \). The former is the update of the latter. Applying the definitions of \( D_j^{(p)} \) and \( A_j^{(p)} \) in step 1 and step 3, problem (10) can be rewritten as the following one by decoupling the computation for each row for \( D_j^{(p)} \) and \( A_j^{(p)} \)

\[
0.5 \left( \sum_{j=1}^n \frac{(g_{j,j} z_j^{(p)})^2}{|g_{j,j}|^2} + c \sum_{j=1}^n \frac{(\xi_j^{(p)})^2}{|\xi_j|} \right) \leq 0.5 \left( \sum_{j=1}^n \frac{(g_{j,j} z_j^{(p)})^2}{|g_{j,j}|^2} + c \sum_{j=1}^n \frac{(\xi_j^{(p)})^2}{|\xi_j|} \right)
\]

(12)

For each \( j \), we have \( (|g_{j,j} z_j^{(p)}| - |g_{j,j} z_j^{(p)}|)^2 + (g_{j,j} z_j^{(p)})^2 - 2 |g_{j,j} z_j^{(p)}| |g_{j,j} z_j^{(p)}| \geq 0 \), which leads to

\[
\frac{(g_{j,j} z_j^{(p)})^2}{|g_{j,j} z_j^{(p)}|} + |g_{j,j} z_j^{(p)}| \geq 0 \Rightarrow 2 |g_{j,j} z_j^{(p)}| - (g_{j,j} z_j^{(p)})^2 \leq 2 |g_{j,j} z_j^{(p)}| - (g_{j,j} z_j^{(p)})^2
\]

(13)

Using the inequality and adding it to (12) gives
\[ \|G, z^{(s+1)}\| + 0.5c \sum_{j} \frac{(\xi_{i,j}^{(s+1)})^2}{|\xi_{i,j}^{(s)}} \leq \|G, z^{(s)}\| + 0.5c \sum_{j} \frac{(\xi_{i,j}^{(s)})^2}{|\xi_{i,j}^{(s)}} \]  

With the similar proof of (22), it is easy to conclude that

\[ c \sum_{j} \left( |\xi_{i,j}^{(s+1)}| - 0.5 \frac{(\xi_{i,j}^{(s+1)})^2}{|\xi_{i,j}^{(s)}} \right) \leq c \sum_{j} \left( |\xi_{i,j}^{(s)}| - 0.5 \frac{(\xi_{i,j}^{(s)})^2}{|\xi_{i,j}^{(s)}} \right) \]

Combining (14) and (15) leads to

\[ \|G, z^{(s+1)}\| + c\|\xi^{(s+1)}\| \leq \|G, z^{(s)}\| + c\|\xi^{(s)}\|. \]  

Algorithm 1 converges, since the problem in (4) has a lower bound 0. In such case, the equality in (16) holds. Therefore, the objective value of problem (4) decreases in each iteration till the algorithm converges.

**Experiments**

To evaluate the performance of the proposed FRTWSVC, we conduct experiments on several benchmark datasets. To measure the clustering performance, we use the metric accuracy, which is defined in [14]. Following [14], the initial cluster labels of each method are selected using the effective EEG-based initialization. For a linear case, PPC, TWSVC, and FRTWSVC have two common parameters \( c \) and \( P \) (neighborhood size in the EEG-based initialization). The parameter \( c \) is selected from the values \( \{2, 4, \ldots, 4\} \), while \( P \) is selected from the values \( \{1, 2, \ldots, 5\} \) as in [14]. In using TWSVC and FRTWSVC, the initial cluster plane is set as the solution of PPC.

Tables 1 shows the clustering performance and computing time of kPC, PPC, TWSVC, and FRTWSVC. From Tables I, we observe first that FRTWSVC yield better accuracy than other methods. Secondly, the computational advantage of our FRTWSVC over TWSVC is extremely obvious. Anyway, our results likewise show that FRTWSVC is better than TWSVC when directly coping with the original high dimensional data. Finally, we can observe that TWSVC outperforms kPC and PPC, which is consistent to [14]. To illustrate the robustness of each method, we corrupt the training set using a noise matrix \( N \), whose element is i.i.d. standard Gaussian variables. Given the training set \( X \), each method learns on the corrupted training set \( X + \psi N \), where \( \psi = \kappa \|X\|_F \|N\| \) is a given noise factor. In the experiment, \( \kappa \) is set as 0.2. Tables 2 reports the clustering performance and computing time. As can be seen, on most datasets the performance of each method is more or less impaired by the corruption. Even so, our d FRTWSVC significantly outperforms other methods in most cases. In computational cost, TWSVC is inferior to FRTWSVC. Considering both accuracy and efficiency, FRTWSVC is the best choice among all the compared methods.
Table 1. Clustering Performance and Computing Time of kPC, PPC, TWSVC, And FRTWSVC.

| Data set m:n | kPC Acc./Time | PPC Acc./Time | TWSVC Acc./Time | FRTWSVC Acc./Time |
|--------------|---------------|---------------|-----------------|-------------------|
| Leaf 340×15  | 89.78/0.031   | 67.89/0.209   | 94.56/183.8     | 93.97/84.94       |
| Dematoloy 366×34 | 60.50/0.015 | 60.50/0.082   | 70.13/93.47     | 70.82/14.57       |
| Ecoli 336×7   | 42.55/0.006   | 77.89/0.050   | 77.89/39.19     | 79.91/2.590       |
| Wine 178×13   | 57.93/0.003   | 73.17/0.006   | 73.65/3.832     | 92.84/1.472       |
| Haberm 306×3  | 55.86/0.003   | 60.95/0.007   | 61.26/1.215     | 61.26/0.294       |
| Iris 150×4    | 67.54/0.003   | 83.68/0.004   | 91.24/0.904     | 95.75/0.550       |
| Glass 214×9   | 68.70/0.0112  | 65.71/0.037   | 65.56/11.088    | 63.75/1.687       |
| Vowel 528×10  | 83.91/0.033   | 83.32/0.071   | 83.37/949.1     | 84.25/61.17       |
| Zoo 101×16    | 55.39/0.001   | 81.56/0.049   | 88.91/2.288     | 88.59/2.262       |
| Mush 8124×22  | 89.40/15.74   | 89.49/2.202   | 89.45/754.4     | 89.49/320.1       |

Table 2. Clustering Performance and Computing times of kPC, PPC, TWSVC, And FRTWSVC on the Noisy Data Sets.

| Data set m:n | kPC Acc./Time | PPC Acc./Time | TWSVC Acc./Time | FRTWSVC Acc./Time |
|--------------|---------------|---------------|-----------------|-------------------|
| Leaf 340×15  | 93.79/0.0237  | 79.87/0.2297  | 94.46/91.09     | 91.27/58.49       |
| Userknow 403×5 | 58.09/0.0161 | 65.30/0.0161  | 67.30/37.12     | 68.20/1.021       |
| Teachinga 151×5 | 50.38/0.0028 | 54.84/0.0093  | 52.49/2.360     | 55.77/0.291       |
| Cleveland 297×13 | 50.31/0.0183 | 63.14/0.0110  | 59.89/1.688     | 59.89/0.209       |
| Dermatoloy 366×34 | 70.21/0.0628 | 62.58/0.1736  | 70.14/84.35     | 70.25/8.963       |
| Haberman 306×3  | 49.89/0.0043  | 60.95/0.0053  | 61.57/1.735     | 60.95/0.173       |
| Iris 150×4    | 64.54/0.0032  | 81.68/0.0073  | 77.77/0.891     | 84.15/0.1172      |
| Glass 214×9   | 66.43/0.0069  | 68.08/0.0305  | 64.85/12.61     | 66.96/1.683       |
| Vowel 528×10  | 83.11/0.0377  | 80.32/0.0377  | 82.77/817.3     | 83.91/32.24       |
| Zoo 101×16    | 79.86/0.0067  | 78.30/0.0544  | 84.79/0.632     | 89.57/0.632       |
| Mush 8124×22  | 50.27/10.169  | 88.88/2.026   | 89.47/7215.8    | 89.49/311.89      |

Summary
We presented a new k-plane clustering method, called FRTWSVC. The objective of FRTWSVC was formulated using robust L1-norm distance. The resulted objective was solved by a newly-designed iterative algorithm. In each round of optimization of the algorithm, we solved only a system of linear equations. We presented some insightful analysis on the convergence of the algorithm. Furthermore, The experimental results on benchmark datasets indicated first that both methods yield better
accuracy than existing k-pane clustering methods, and second that FRTWSVC runs by far faster than
TWSVC.
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