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Abstract: Decaying DC (DDC) offset current mitigation is a vital challenge in phasor current estimation since it causes malfunctioning/maloperation of measurements and protection systems. Due to the inductive nature of electric power systems, the current during fault inception cannot change immediately and it contains a transient oscillation. The oscillatory component acts similar to an exponential DC signal and its characteristics depend on the X/R ratio of the system, fault location, and fault impedance. DDC attenuates accurate phasor estimation, which is pivotal in protection systems. Therefore, the DDC must be eliminated from the fault current (FC) signal. This paper presents an overview of DDC mitigation methods by considering different groups—before the discrete Fourier transform (pre-DFT), after the discrete Fourier transform (post-DFT), the least square-based (LS-based), and other methods. Through a comprehensive review of the existing schemes, the effects of noise, harmonics, multiple DDCs (MDDCs), and off-nominal frequency (ONF) on the accuracy of DDC estimation, were recognized. A detailed discussion (along with some simulation results) are presented to address the main advantages/disadvantages of the past studies. Finally, this paper presents a few suggestions for future researchers, for researchers to investigate more implementable solutions in this field.
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1. Introduction
1.1. Background and Motivation
An electric power system is the main source of energy generation, to date. It contains an interconnected complex network, including generation units, transmission networks, and distribution systems. This large and complex system requires accurate monitoring, control, and protection units to operate in a stable and optimal state. The protection systems are designed to guarantee secure functioning of the power system, not only in normal conditions but also in contingencies, such as fault occurrences. Accurate data acquisition is a must for protection systems that depend on measurement accuracies. The phasor measurement estimation is widely used in ever-increasing bulk power systems as a trustworthy method. However, measurement accuracy is affected by many disturbance signals.

When a fault occurs, the fault current (FC) contains a transient oscillation, which appears similar to an exponential decaying DC (DDC) offset. DDC is the result of a sudden change of the current in an inductive circuit, which depends on the X/R ratio of the system, fault location, and fault impedance [1]. DDC may last for 0.5 to 5 cycles [2] and cause...
current overshoots up to 15% [3]. Phasor estimation methods are designed to calculate phasor quantities based on sinusoidal signals. Thus, DDC attenuates the accuracy of the phasor estimation, which may cause maloperation of protection systems. Based on this fact, DDC must be eliminated from FC in order to keep the precision of protection systems, especially distance relays. An equivalent circuit for DDC investigation is shown in Figure 1. Where switch K is the symbol of the fault occurs in the circuit. Assume that switch K closed at \( t = 0 \), then \( i(t) \) is as follows:

\[
i(t) = I_0 e^{(-t/\tau)} + I_1 \sin(\omega t + \beta)
\]

where \( \tau = L/R \), \( I_1 = (V_m/\sqrt{(R^2 + (\omega L)^2)}) \), and \( \beta = \alpha - \tan^{-1}(\frac{\omega L}{R}) \). Before the switch K is closed, the current is zero, which yields:

\[
i_0 = -I_1 \sin(\beta)
\]

The above-mentioned equations show the mathematical equations of the DDC appearance in FC. In the general form, the current waveform is not zero before the fault occurrence, and the FC includes different components, as shown in Figure 2. The current waveform is free of DDC in the pre-fault condition. In the post-fault condition, DDC and high-order harmonics appear in the signal. The yellow line depicts the DDC component after the fault, which acts similar to an exponential with a specific amplitude and time constant (TC). The main purpose of mitigation methods is to eliminate DDC in the presence of harmonics and noise to obtain a pure sinusoidal signal (see Figure 2). Then, the phasor estimation applied without any errors results in a secure protection system. In fact, DDC removal has been proposed to improve the performance of protection systems by eliminating the effects of DDCs while increasing the reliability/sensitivity of existing distance protection methods to meet common standards, such as IEEE c37.

**Figure 1.** An equivalent circuit for fault analysis: switch K is closed for fault simulation.

**Figure 2.** Current signal before/after the fault occurs in the presence of DDC and the third harmonic.
In previous years, numerous methods have been introduced to tackle the DDC phenomenon. Most methods are proposed to eliminate DDC based on the discrete Fourier transform (DFT) method. Least-squares (LS) methods are other schemes that have been used as powerful tools in phasor estimation applications. These methods are based on predefined signals and some approximations in their calculations to obtain phasor quantities of the voltage or current. Artificial intelligence (AI) is a new tool in science and technology that has appeared in recent years; it also applies to various applications and accurate phasor estimation (DDC-free).

1.2. Contributions

To the best of the authors’ knowledge, only two conference papers have reviewed DDC mitigation methods [4,5]. In [4], only six methods were considered for evaluation and some limited statistical comparative results were given. In [5], the authors evaluated a group of methods through simulation results, proposing analytical solutions for both primary and auxiliary DDCs. Thus, the previous works in this field are limited and could not provide a clear point of view on DDC mitigation methods. This is the main reason we conducted an up-to-date review of DDC mitigation methods in this paper (i.e., to present a comprehensive investigation and to provide guidelines for future research). To address this issue, four main categories for DDC mitigation were considered—DDC mitigation before DFT, after DFT, least square-based (LS-based) methods, and other heuristic methods (see Figure 3). In the first group, DDC was eliminated before the DFT process and a pure sinusoidal signal was used as an input for DFT. DDC is estimated based on the fundamental frequency components, which are calculated through DFT in the second group. LS-based methods use a new procedure to estimate DDC and current harmonics, simultaneously using error minimization by a specific set of data. Other methods apply various heuristic methods, such as AI, the neural network, and the frequency domain analysis to estimate the DDC parameters. Some general statistics are presented in Figure 4 for different DDC mitigation methods. In this paper, all of the above categories are discussed to indicate the advantages/disadvantages precisely.

Figure 3. Different Methods of DDC mitigation in the current phasor estimation process.
Figure 4. The overall statistics of the presented works (from 1976 to 2022) in terms of important parameters. (a) Summary of different articles in case of four destructive factors, which are included in an analytical approach or through simulation results. (b) The statistics of DDC mitigation methods in case of the required samples for accurate phasor estimation.

This review paper evaluates a large number of methods, including four groups in the field of DDC mitigation through precise analysis and fruitful comparisons. The contributions of this paper are as follows:

- We present a comprehensive review of DDC estimation methods (including four categories) to present an extensive comparative analysis by addressing the main advantages/disadvantages of each category.
- We provide an overview of the DDC estimation accuracy of different methods in the presence of destructive factors: harmonics, noise, off-nominal frequency (ONF), and multiple DDCs (MDDCs), and nominate the best DDC mitigation methods in each category.
- We investigate some selected schemes to identify their efficiencies through computer simulations.
- We propose guidelines for future research in this field.

1.3. Article Organization

This paper is organized as follows. The DFT analysis in the current phasor estimation is presented in Section 2. Pre-DFT DDC mitigation methods are discussed in Section 3. Post-DFT schemes are analyzed and considered for investigation in Section 4. Section 5 is dedicated to LS-based methods, where different approaches, including conventional and new methods, are presented, and a detailed review is proposed. Other methods are discussed in Section 6. Guidelines for future works are presented in Section 7. Finally, the paper is concluded in Section 8.
2. DFT Analysis in Current Phasor Estimation

DFT is a powerful method in digital signal processing, which is used to separate all of the components of a unique signal in the frequency domain. DFT decomposes all of the non-separable time domain components of a specific signal into separable signals in the frequency domain. Features (e.g., immunity from harmonics, fast response, and simplicity) introduce DFT as a suitable approach for a broad range of applications, including power system measurements and protection. DFT functions can be defined as follows:

\[
X_k = \sum_{n=0}^{N-1} x[n] e^{-\frac{2\pi}{N} kn}
\]

where \(x[n]\) is a complex sequence of numbers \(k = (0, \ldots, N)\), \(n\) is the number of samples, and \(N\) is the maximum number of samples in a certain sampling frequency. The FC signal can be written as follows in the general form:

\[
i[n] = i_{AC}[n] + i_{DC}[n] = \sum_{n=1}^{M} I_h \sin \left(\frac{2\pi}{N} kn + \theta_n\right) + I_0 e^{-\frac{nM}{\tau}}
\]

where \(i_{AC}[n]\) is the sinusoidal part of FC, \(i_{DC}[n]\) is the DDC, \(I_h\) is the amplitude of the \(h\)th harmonic component, \(M\) is the maximum harmonic order, \(\theta_n\) is the phase angle, \(I_0\) is the amplitude of the DDC current, and \(\tau\) is the time constant of DDC. Hence, the DFT of FC for the main frequency component obtains:

\[
I_{1^{st}}^{DFT} = \hat{I}_1 \sin \left(\frac{2\pi}{N} n + \theta_n\right) e^{j\frac{2\pi}{N} n} + I_0 e^{-\frac{nM}{\tau}} e^{j\frac{2\pi}{N} n}
\]

Based on Equation (5), DFT in the presence of DDC has a certain amount of errors, which endanger protection systems. Figure 5 shows the amplitude of a typical FC signal in the presence of DDC. As Figure 5 shows, the amplitude of the main frequency component contains a large overshoot with DDC, which endangers the protection system, especially distance relays to discriminate in/out of zone faults. Therefore, the DFT method is not a reliable solution for phasor estimation in the presence of DDC. This is the main motivation to explore new solutions for this concern.

**Figure 5.** Amplitude of a typical FC signal with/without DDC.
3. Pre-DFT Methods

3.1. A Brief Survey on the DDC Mitigation in Pre-DFT Methods

As mentioned in the previous section, DFT is widely used as a powerful tool for phasor estimation. Simplicity, immunity from high-order harmonics, and fast responses are the unique features of this method [1]. However, DFT cannot attenuate the DDC since it does not affect the low-frequency signals (see Equation (5)). Few practical methods have been proposed to estimate and eliminate DDC before DFT. In this category, the distorted FC signal is taken into account for DDC mitigation, which prepares a non-DDC signal for the DFT process. These methods remove the DDC through a certain procedure, which is shown in Figure 6. Figure 6 depicts the overall voltage/current phasor estimation in a measurement/protection system, where both voltage and current signals are filtered through anti-aliasing filters and analog-to-digital converters to prepare for further steps in the phasor estimation procedure.

The following FC formula is considered for all further simulations in this paper.

\[ i(t) = I_0 e^{-t/\tau_p} + 0.35 I_0 e^{-t/\tau_s} + I_1 \sin(\omega t + \theta_1) + I_3 \sin(3\omega t + \theta_3) + W \quad (6) \]

It should be noted that Equation (6) is an expanded form of Equation (4) (but in continuous form), which consists of primary and secondary DDCs, first and third harmonic components (higher orders are neglected for the sake of simplicity), and the noise signal.

Table 1 shows the overall parameter information. Higher-order harmonics are filtered through proper anti-aliasing low-pass filters [1]. Moreover, the second DDC may be added due to the presence of the current transformer in protection systems [6], which was considered in the test results. The amplitude of this signal is commonly lower than the main DDC and its time constant is larger than the main DDC parameter (20 cycles were considered in this paper). The root-mean-square error (RMSE) is an appropriate index to show the accuracy of estimations in such problems. The RMSE represents the square root of the second sample moment of the differences between the predicted and the observed values or the quadratic mean of these differences and was calculated for five cycles after the fault inception in all methods. In all cases, the fundamental frequency and sampling frequency were set to 50 Hz and 1 KHz (20 samples per cycle), respectively. To show a comparative analysis, previous studies only considered phasor estimation quantities, which may not be the best parameter. As a result, only DDC estimation accuracy was examined in the evaluation results to achieve more accurate and precise comparisons in the four different categories.

Table 1. Simulation parameters for the FC signal and DDC parameter.

| Parameter | Definition               | Value       |
|-----------|--------------------------|-------------|
| \( \omega \) | Angular frequency         | 2\pi(50) rad/s |
| \( I_0 \)  | DDC amplitude            | 5 p.u       |
| \( \tau_p \) | Primary DDC time constant | 5 cycles    |
| \( \tau_s \) | Secondary DDC time constant | 0.4 s       |
| \( I_1 \)  | Fundamental frequency amplitude | 1 p.u     |
| \( \theta_1 \) | Fundamental frequency angle | \( \pi / 6 \) rad |
| \( I_3 \)  | Third harmonic amplitude  | 0.3 p.u     |
| \( \theta_3 \) | Third harmonic angle      | \( \pi / 6 \) rad |
| \( \Delta f \) | Frequency deviation      | –0.5 Hz     |
| \( W \)    | White noise               | SNR = 4     |
The Cosine filter is proposed in [7] to remove DDC before the DFT process. This method shifts the current waveform (a quarter cycle) and then removes DDC from the main signal based on differentiation. Moreover, it can be used as a pre-processing filter for LS or Kalman filter methods [2]. The Cosine filter is a well-known method that is widely used in commercial relays for DDC mitigation. The Cosine filter FC signal is as follows:

$$ i_{CS} = \frac{2}{N} \sum_{k=1}^{N} i(t) \cos(k\omega \Delta t) $$

(7)

As shown in Figure 7, the cosine filter performance was analyzed in the DDC estimation. Moreover, noise, ONF, and MDDCs were investigated through simulation studies. A quarter-cycle delay of the method is evident in the results. In addition, estimated DDCs have some fluctuations in case of noisy conditions and may cause inaccuracy in phasor estimation.
Figure 7. Simulation results, method [7] (red line), under four different cases: (a) without noise, (b) in the presence of noise, (c) 0.5 Hz frequency deviation, (d) in the presence of the second DDC.

In [2], a mimic filter was introduced to suppress the DDC effect on the FC waveform. At fault inception, the current acts similar to an impulse signal, which can be investigated through a mimic circuit. The mimic circuit is a resistive-inductive circuit where a current source supplies the circuit. The values of $R$ and $L$ (in the mimic circuit) are equal to grid parameters. The mimic circuit acts similar to a high-pass filter and attenuates low-frequency signals and DDC. In the Laplace domain, the voltage across the circuit is clear from the DDC part in case of an impulsive input signal (see Figure 8). The voltage across the mimic circuit is calculated as follows ($\tau = \frac{L}{R}$) [8]:

$$
\begin{align*}
\nu(t) &= KRi(t) + KL \frac{di}{dt} \\
&= KRI_0 e^{\frac{t}{\tau}} + KL I_0 \frac{1}{\tau} e^{\frac{t}{\tau}} \\
&= KRI_0 e^{\frac{t}{\tau}} - KL I_0 \frac{1}{\tau} e^{\frac{t}{\tau}} \\
&= KRI_0 e^{\frac{t}{\tau}} - KL I_0 \frac{R}{L} e^{\frac{t}{\tau}} = 0
\end{align*}
$$

which $K$ is a certain coefficient of the filter, which has been calculated for the unity gain in the fundamental frequency harmonic. As Equation (8) shows, the DDC current is discarded from the main signal. This method needs one and a quarter of the cycle current samples for the DDC estimation.
Figure 8. mimic circuit for DDC elimination from the FC signal.

In [9], the DDC is estimated based on the Park transform (PT) of the current signal. The PT is written as follows:

$$P = \sqrt{\frac{2}{3}} \begin{bmatrix} \sin \omega t & \sin(\omega t + \frac{2\pi}{3}) & \sin(\omega t + \frac{4\pi}{3}) \\ \cos \omega t & \cos(\omega t + \frac{2\pi}{3}) & \cos(\omega t + \frac{4\pi}{3}) \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \end{bmatrix}$$

$$P^{-1} = \sqrt{\frac{3}{2}} \begin{bmatrix} \sin \omega t & \cos \omega t & \frac{1}{\sqrt{2}} \\ \sin(\omega t + \frac{2\pi}{3}) & \cos(\omega t + \frac{2\pi}{3}) & \frac{1}{\sqrt{2}} \\ \sin(\omega t + \frac{4\pi}{3}) & \cos(\omega t + \frac{4\pi}{3}) & \frac{1}{\sqrt{2}} \end{bmatrix}$$

PT parameters are DC values during normal operation of the power system, but these values oscillate in the fault condition. In [9], a moving average filter was used to eliminate DDC from the PT quantities. The average of the PT parameters was equal to DDC in each period:

$$I_{d_{DC}} = \frac{1}{N} \sum_{n=1}^{N} I_{d}(n)$$

$$I_{q_{DC}} = \frac{1}{N} \sum_{n=1}^{N} I_{q}(n)$$

$$I_{0_{DC}} = \frac{1}{N} \sum_{n=1}^{N} I_{0}(n)$$

Filtered signals are transformed to the ABC frame by the inverse PT. Finally, the amplitude and phase angle of the main harmonic were computed through the LS technique. This method is only applicable in the three-phase applications, where all currents are available. Thus, it is an inherent drawback of the method.

Three consecutive partial sums of the FC waveform were considered to estimate DDC in [10]. In all of the partial sums, a small residual quantity appeared, which was ignored for the sake of simplicity. This method is very simple and needs a cycle of data for phasor estimation.

To decrease the error of approximation in [10], the summation of odd and even values of the FC signal was used for DDC estimation in [11]. Using this method, DDC parameters were obtained without any extra data or calculations. Moreover, three simplification methods were introduced to decay the computational burden in real manipulation, and the LS method was considered for DDC approximation. Figure 9 shows the comparative simulation results for the method in [10,11]. The results show that both methods have high efficiency in DDC estimation. However, the method in [10] has lower sensitivity to noise and higher sensitivity to ONF.
Figure 9. simulation results, methods [10] (red line) and [11] (blue line), under four different cases: (a) without noise, (b) in the presence of noise, (c) 0.5 Hz frequency deviation, (d) in the presence of the second DDC.

In [12], an integral-based method is introduced for DDC estimation before DFT. The integral of the sinusoidal components in one cycle is equal to zero. Therefore, only the integral of the DDC parameter remains, which is as follows:

\[
\int_{t-T}^{t} i(t)dt = \int_{t-T}^{t} \left( I_0 e^{-t/\tau} + \sum_{k=1}^{P} I_k \sin (k\omega_1 t + \theta_k) \right)dt \\
= \int_{t-T}^{t} I_0 e^{-t/\tau}dt \\
= -I_0 \tau e^{-t/\tau} (1 - e^{-T/\tau}) = Z(t)
\]  

(11)

applying the second integral after a step time \((\Delta t)\) yields:

\[
Z(t+\Delta t) = -I_0 \tau e^{-\left((t+\Delta t)/\tau\right)} (1 - e^{-T/\tau}) \\
= -I_0 \tau e^{-\left(t/\tau\right)} (1 - e^{-T/\tau}) e^{-\Delta t/\tau} \\
= Z(t) e^{-\Delta t/\tau}
\]

(12)

Then:

\[
\tau = -\frac{\Delta t}{\ln \left( \frac{Z(t+\Delta t)}{Z(t)} \right)} \\
I_0 = -\frac{Z(t)}{\tau e^{-t/\tau} (1 - e^{-T/\tau})}
\]

(13)
As shown in Equation (13), DDC parameters were obtained by two consecutive integrals. Another integral-based method is proposed in [13]. This method uses a simple procedure for DDC estimation before the DFT process. The symmetrical wave shape in a sinusoidal signal is the key point that is taken into account. Two samples with a cycle interval have the same amplitude in a periodic signal. The study presented in [13] uses this fact as well as the FC integration in one cycle to obtain the DDC parameters; this method uses the first two terms of the Taylor series expansion for DDC approximation. The integral of FC with DDC approximation is written based on Equation (11):

\[ S = I_0 T - \frac{1}{2} \frac{I_0}{\tau} (T^2 + 2t_0 T) \]  

(14)

where \( t_0 \) is the fault inception time and:

\[ I_0 = \frac{i(t_0) - i(t_0 + T)}{T} \]

\[ \frac{I_0}{\tau} = \frac{(S + (1/2)(I_0/\tau)(T^2 + 2t_0 T))}{T} \]

(15)

then:

\[ \tau = \frac{S + (1/2)(i(t_0) - i(t_0 + T))(T + 2t_0)}{i(t_0) - i(t_0 + T)} \]  

(16)

Figure 10 shows the comparative simulation results for the method in [12,13]. The method in [12] has the lower RMSE (error) compared with the method in [13]. Noise sensitivity is lower than ONF and the MDDC error for both methods.

The Prony-DFT method was investigated to enhance the direct Prony scheme for DDC estimation in [14]. In this method, the effects of noise and harmonics were removed using a forward average filter in the first step. The Prony method extracted the DDC parameters from the average value of the FC signal over one cycle. Then, DDC was subtracted from the main signal and DFT was applied on the filtered signal as the last step. The Prony method acts similar to DFT to extract components of a uniformly sampled signal by using a proper fitting criterion.
Figure 10. Simulation results, methods [12] (red line) and [13] (blue line), under four different cases: (a) without noise, (b) in the presence of noise, (c) 0.5 Hz frequency deviation, (d) in the presence of the second DDC.

In [15], an improved Prony method based on [14] is presented, where the transient signal parameters are updated without any approximation due to discretization. In fact, the moving average filter is redesigned for this purpose. This method is applicable in series compensated lines and needs one cycle of current samples for DDC estimation.

In [16], a method is proposed for DDC estimation using Hilbert transform (HT), which shifts the FC 90 degrees in the frequency domain. Two consecutive HTs were used to remove the DDC in the resultant equations. A cycle plus three samples were considered for calculations.

An auxiliary signal was generated in [1], which acted similar to a high-pass filter for the DDC calculation. This method used a hierarchical procedure, including the summation of both FC and an auxiliary signal, DFT error calculation, and DDC mitigation. The auxiliary signal was as follows:

\[
y[n] = (-1)^n \left[ \frac{i_{DDC}[n] + i_{AC}[n]}{i[n]} \right]
\] (17)

Then, S1 and S2 were obtained:

\[
S1 = \sum_{n=1}^{N} i[n] = \sum_{n=1}^{N} i_{DDC}[n] = I_0 \frac{1 - e^{-\Delta t/\tau}}{1 - e^{-\Delta t/\tau}}
\]

\[
S2 = \sum_{n=1}^{N} y[n] = \sum_{n=1}^{N} (-1)^n i[n] = I_0 \frac{1 - e^{-\Delta t/\tau}}{1 + e^{-\Delta t/\tau}}
\] (18)

which yields:

\[
e^{-\Delta t/\tau} = \frac{S1 - S2}{S1 + S2}
\]

\[
I_0 = \frac{1 - e^{-\Delta t/\tau}}{1 + e^{-\Delta t/\tau}} S1
\] (19)

As a new version of [1], a new auxiliary signal was used in [6], which discarded the odd-numbered samples from the FC. Discarding the odd-numbered samples is a heuristic approach to finding the time constant of the DDC and it has no impact on the accuracy.
This method is called the high-frequency downsampling method. The auxiliary signal is as follows:

\[ y[n] = \left( \frac{1 + (-1)^n}{2} \right) \left[ i_{DDC}[n] + i_{AC}[n] \right] \]  

(20)

\[ S_1 \text{ is the same as Equation (18) and } S_2 \text{ is:} \]

\[ S_2 = \sum_{n=1}^{N} y[n] = \sum_{n=1}^{N} \left[ \frac{1 + (-1)^n}{2} \right] i[n] \]

\[ = I_0 \frac{1 - e^{-T\Delta t/\tau}}{(1 + e^{-\Delta t/\tau})(1 + e^{-\Delta t/\tau})} \]  

(21)

which yields:

\[ e^{-\Delta t/\tau} = \frac{S_1}{S_2} - 1 \]

\[ I_0 = \frac{1 - e^{-\Delta t/\tau}}{1 - e^{-T\Delta t/\tau}} S_1 \]

(22)

Figure 11 shows the comparative simulation results for the method in [1,6]. These two methods have the same performance in the DDC estimation since the mathematics behind them are analogous. Noisy signals decay the estimation accuracy more than other destructive factors.

The intrinsic time-scale (ITD) decomposition is a strong data-driven method used in signal processing applications. In [17], this method is applied to extract DDC from the main current. The ITD tool decomposes a non-stationary signal into a proper rotation component (PRC) and a monotonic trend (MT) signal. PRC indicates the fundamental harmonic of FC, which is used as an input for DFT, while MT obtains DDC.

Figure 11. Cont.
Figure 11. simulation results, method [1,6] (red line), under four different cases: (a) without noise, (b) in the presence of noise, (c) 0.5 Hz frequency deviation, (d) in the presence of the second DDC.

A sub-cycle-sample method is introduced in [18], which needs four samples of FC to indicate DDC. The method triggers when a half-cycle plus two samples are recorded. Then, DDC parameters are calculated through solving a linear equation. DDC parameters are as follows [18]:

\[
e^{-\Delta t/\tau} = \frac{i(2) + i\left(\frac{T}{2} + 2\right)}{i(1) + \left(\frac{T}{2} + 1\right)}
\]

\[
I_0 = \frac{i(1) + \left(\frac{T}{2} + 1\right)}{e^{-\Delta t/\tau} + e^{-\frac{T}{2}+1)\Delta t/\tau}}
\] (23)

The trapezoid rule is used to estimate the DDC parameters in [3]. Two consecutive half cycles of a periodic signal are equal but with opposite signs. This fact is used to determine the DDC parameters, which are obtained as follows:

\[
e^{-\Delta t/\tau} = \frac{\sum_{k=n+1}^{n+2+N/2} i[n] + \sum_{k=n+1+N/2}^{n+1} i[n]}{\sum_{k=n+1-N/2}^{n} i[n] + \sum_{k=n+1-N/2}^{n+1} i[n]}
\]

\[
I_0 = \frac{\sum_{k=n}^{n+1+N/2} i[n] + \sum_{k=n+1+N/2}^{n+1} i[n]}{e^{-\Delta t/\tau} + e^{-\frac{n+1+N/2}\Delta t/\tau}}
\] (24)

This method needs a half-cycle plus three samples and is only valid in full-cycle DFT (FCDFT) applications. Figure 12 shows the comparative simulation results for the method in [3,18]. It is clear that noise sensitivity was very high in both methods since a small number of samples were considered for the DDC parameter estimation. However, accuracy was maintained at a good level under other destructive conditions.

A novel sub-cycle method, which is an improved version of [18], is presented in [19]. The peak value of the sinusoidal signal (FC in this case) was considered to obtain four consecutive samples. Using this method, DDC was determined through the difference between these samples. The Savitzky–Golay filter was used to remove noise since this method is only applicable for noiseless signals. It is shown that the maximum number of samples is required for the \(\frac{3\pi}{2}\) radian phase angle, which equals a half cycle plus two samples.

An updated version of [1] is presented in [20], where three consecutive samples of an average filter were used to compute DDC parameters. Then, by solving two quadratic equations, DDC parameters were obtained. MDDCs were analytically considered in this method. One data cycle was required for all calculations.
Figure 12. Simulation results, method [18] (red line) and [3] (blue line), under four different cases: (a) without noise, (b) in the presence of noise, (c) 0.5 Hz frequency deviation, (d) in the presence of the second DDC.

A second-order derivative was used to remove the DDC effect before DFT in [21]. The main idea is that the summation of FC and its second derivative for the fundamental frequency component could be used to delete sinusoidal parts of the main signal. High-order harmonics and noise effects were eliminated from the FC using a Butterworth low-pass filter and a three-sample-based moving average filter. FC and its second derivative could be written as follows:

\[ i(t) = I_0 e^{-t/\tau} + I_1 \sin(\omega t + \theta_1) \]  
\[ \frac{1}{\omega^2} \frac{d^2i(t)}{dt^2} = \frac{1}{\omega^2 \tau^2} I_0 e^{-t/\tau} - I_1 \sin(\omega t + \theta_1) \]  

summing the above equations:

\[ i(t) + \frac{1}{\omega^2} \frac{d^2i(t)}{dt^2} = I_0 e^{-t/\tau} \left( 1 + \frac{1}{\omega^2 \tau^2} \right) \Delta \]  

where \( \Delta \) is approximately equal to one as verified in [21]. Thus, DDC is estimated through Equation (26).

3.2. Critical Review of Pre-DFT Methods

Seventeen methods were considered to evaluate pre-DFT DDC mitigation methods. Various mathematical approaches based on FC characteristics were introduced to tackle unwanted DDC signals. Four destructive factors, which indicate the efficiency in DDC mitigation methods, were introduced to evaluate the method’s efficiency. Table 2 summa-
izes pre-DFT methods, including/excluding these factors, as well as sample requirements. ONF and MDDC were investigated in 56% and 36% of pre-DFT methods, respectively. Moreover, MDDCs were not included in an analytical approach in most of the methods. Thus, it is clear that the lack of ONF and MDDC mathematical modeling in the problem statement decayed the accuracy of the DDC estimation. In this section, a critical review of the different pre-DFT methods and some of the main drawbacks are presented.

Table 2. Pre-DFT DDC mitigation methods comparative analysis in the presence of destructive factors.

| Method | Noise | Harmonics | Off-Nominal Frequency | Multiple DDCs | Sample Requirements |
|--------|-------|-----------|-----------------------|---------------|---------------------|
| [10]   | x     | ✓         | x                     | x             | 1 cycle             |
| [7]    | x     | ✓         | x                     | x             | 1+1/4 cycle         |
| [2]    | ✓     | ✓         | x                     | x             | NA                  |
| [11]   | ✓     | x         | ✓                     | x             | 1 cycle             |
| [12]   | ✓     | ✓         | ✓                     | x             | 1 cycle + 1 sample  |
| [14]   | ✓     | ✓         | ✓                     | x             | 1 cycle             |
| [13]   | ✓     | ✓         | ✓                     | x             | 1 cycle             |
| [15]   | ✓     | ✓         | x                     | x             | 1 cycle             |
| [16]   | x     | ✓         | ✓                     | ✓             | 1 cycle + 2 samples |
| [1]    | ✓     | ✓         | ✓                     | ✓             | 1 cycle             |
| [17]   | ✓     | ✓         | ✓                     | ✓             | 1 cycle + 3 samples |
| [6]    | ✓     | ✓         | ✓                     | ✓             | 1 cycle             |
| [18]   | ✓     | ✓         | ✓                     | ✓             | 4 samples           |
| [3]    | ✓     | ✓         | ✓                     | ✓             | 1/2 cycle + 3 samples |
| [19]   | ✓     | ✓         | ✓                     | ✓             | half cycle + 2 samples |
| [20]   | ✓     | ✓         | ✓                     | ✓             | 1 cycle             |
| [21]   | ✓     | ✓         | ✓                     | ✓             | half cycle + 1 sample |

The very first attempts for DDC mitigation are introduced by using two innovative filters [2,7]. Both cosine and mimic filters have presented a simple approach for the accurate phasor estimation, free from the DDC effect. In addition, the cosine filter can be nominated as the simplest method among others since it does not require high/complex calculations or any extra filters. However, it needs 1.25 cycles of data for DDC estimation, which is high compared to the new methods and causes more delay in the processes. On the other hand, the mimic filter is only applicable for a specific TC, which is equivalent to TC of the network (X/R ratio). Thus, it is not a promising method for erasing the DDC effect for a range of various TCs.

In [10], partial sums of the current signals were used to find the DDC parameters, while some residual values were neglected during calculations. Method [11] only needs one cycle of data; it does not need any complicated computations. It is less sensitive to noise because of sample summation and can be utilized in real applications.

In subsequent steps, integration of the FC signal over one cycle is recognized as a prominent way to estimate DDC [12,13]. In these methods, the effect of high-order harmonics are cleared completely since all periodical signals have zero quantity in one period integration. However, DDC approximation using the Taylor series expansion decays the method’s accuracy, especially in small TCs. In addition, noise vulnerability is very high in [13] since only a two-sample differentiation is considered in the DDC estimation.

The PT method [9] uses an average filter over the fundamental phasor, which removes the oscillating part from the Park quantities. However, it cannot attenuate the oscillating signal effectively since the signal overshoot is more than 15% in severe cases [3]. Moreover, in case of asymmetrical faults, a twice nominal frequency signal appears in the dq0 quantities. Thus, the fundamental frequency average filter does not affect it and this method is not applicable to all types of FCs. In addition, all three phase currents should be available for computing dq0 quantities.
Prony DFT methods are introduced in [14,15]. The Prony function is similar to a DFT, which builds a series of damped exponential/sinusoidal signals based on the main signal to estimate frequency, amplitude, phase angle, or damping components, such as DDC. A forward-moving average low-pass filter was used for removing sinusoidal components as well as the noise effect. This filter increases the delay in the phasor estimation process. Moreover, the noise effect is not deleted completely and discrete approximation cuts down the accuracy in [14]. However, the complexities in Prony DFT methods are low, which is a positive feature.

HT is used in [16] to remove DDC by applying phase shifting in the FC signal. HT obtains zero quantity for DC values, which is a key point for DDC mitigation. MDDCs are investigated analytically in this method. However, the computational complexity is high due to multiple mathematical functions, including recursive equations.

A high-pass filter and high-frequency downsampling are two innovative methods that are based on the integration of modified current signals [1,6]. These methods are absolutely vulnerable to noise since they magnify high-frequency signals. Moreover, MDDCs could not be analyzed analytically through these methods. However, these methods are very simple and straightforward and eliminate harmonics completely.

The ITD decomposition method is proposed in [17] as a powerful filtering method in signal-processing applications. This method estimates DDC and fundamental phasor component simultaneously. It needs a low-pass filter for filtering FC in the pre-processing step.

In [18], the authors used four samples as part of the sub-cycle method (with minimum samples compared to the others). However, noise vulnerability was maximized.

Method [20] is a hybrid method, which is conducted based on [13,16]. This method attenuates the noise effect based on the average filter but increases the computational burden because of three consecutive average filtering and solving quadratic equations. The trapezoid rule [3] is used as a reliable method to decrease the noise sensitivity in sample-based methods. Using a set of consecutive samples to calculate DDC parameters decreases the noise effect efficiently. Moreover, ONF has been investigated through simulations but in a non-analytical approach.

The salient advantages of the method found in [21] include the low number of FC sample requirements for DDC elimination, as well as simplicity, and the two damping filters included for harmonics/noise rejection, which impose delays to overall computations.

Based on intensive discussions and simulations, which are presented above in the case of the pre-DFT methods, methods [10,12] are nominated as the best DDC mitigation methods. Based on simulation results, the minimum RMSE is dedicated to [10], which distinguishes this method as the most reliable scheme in this category. Method [12] was investigated as a novel approach that highly attenuates the noise effect, unlike other methods, by considering a cycle of samples. This method is very simple without any complicated mathematical functions.

The main advantages and drawbacks of pre-DFT-based methods are as follows:

Advantages:
• Diverse sets of mathematical solutions are open to discovering.
• The majority of methods in this group are simple and suitable for real implementation.
• Sample-based methods use a minimum number of samples for DDC estimation.
• DDC parameters are obtained directly (unlike post-DFT methods).

Drawbacks:
• Most of the methods are sensitive to noise and need extra filters for noise attenuation.
• MDDC investigations are absent in this category, except for a few methods.
• Harmonics should be discarded before DDC estimation using low-pass filters that add extra delays to the whole process.
4. Post-DFT Methods

4.1. A Brief Survey on the DDC Mitigation in Post-DFT Methods

DFT is widely used in phasor estimation in real applications. One of the salient features of this method is immunity from harmonics distortions. Therefore, the fundamental current component can be easily extracted by DFT. This positive characteristic is used in many post-DFT DDC mitigation methods using real/imaginary or odd/even samples of this function. Post-DFT methods are introduced and discussed intensively in the following paragraphs. These methods remove the DDC through a certain procedure, which is shown in Figure 6.

In [22], a novel scheme is proposed, which uses real and imaginary parts of DFT of current signals to estimate DDC. FCDFT and half-cycle DFT (HCDFT) are considered for estimation, in which one/half cycle plus two samples are needed for DDC calculations, respectively. Moreover, another half-cycle DFT-based method was proposed in this paper, which requires a half cycle plus three samples to evaluate DDC. For FCDFT, the DDC parameters are as follows:

\[
e^{-\Delta t/\tau} = \frac{Z_{\text{real}}(T+2\Delta t) - Z_{\text{real}}(T+\Delta t)}{(Z_{\text{real}}(T+\Delta t) - Z_{\text{real}}(T)) \cos \frac{4\pi}{T}}
\]

\[
I_0 = \frac{T(Z_{\text{real}}(T+\Delta t) - Z_{\text{real}}(T))}{2 \cos \left(\frac{2\pi}{T}\right)e^{-\Delta t/\tau}(e^{-T\Delta t/\tau} - 1)}
\]

Figure 13 shows the simulation results for the method in [22]. As it is shown, noisy signals (and ONF) highly attenuate the estimation accuracy. Furthermore, the results verify that post-DFT methods are really vulnerable to ONF since the basis of DFT is based on frequency consistency.

A modified HCDF/FCDFT method is proposed in [23], which is a new version of [22] where analog low-pass filters are added. Analog low-pass filters with cut-off frequencies of 30 and 60 Hz are considered for high-order harmonics rejection in voltage and current signals, respectively. This method needs one and three-eighths of a cycle for DDC estimation.

A smart DFT method was developed using DFT to completely eliminate DDC by an analytical approach [24]. This method uses forward recursive DFT to calculate DDC parameters by solving a second-order polynomial equation. Moreover, a smoothing filter is used to attenuate the noise effect. One cycle plus two samples are used for DDC cancellation in [24].

The weighted LS method was used in [25] to obtain phasor components of fundamental frequency without any DDC effect. After applying DFT, the real and imaginary parts of the fundamental signal were used as unknown parameters in the LS estimation method. Two modification functions were considered through a recursive form to compute the unknown parameters. This method uses one cycle of samples for computations.

In [26], an updated version of the method in [11] was proposed, where CT saturation was added to the problem model. Then, the LS method was applied twice to find the DDC and phasor components. One data cycle is required for this method.

A novel method for DDC mitigation in series-compensated transmission lines was proposed in [27]. Real and imaginary parts of the DFT based on a recursive method were used to determine DDC parameters in case of low/high impedance faults and MDDCs. This method uses three different approaches to obtain DDC parameters after applying DFT. It needs one cycle plus four samples for four consecutive DFT calculations in the least possible case. In [14,15,27], sub-synchronous resonances, which are the results of interactions between synchronous generators and transmission lines (series compensated lines), were addressed. This causes the appearance of sinusoidal damping signals in the fault current, which is a special case in the DDC investigation. Thus, this phenomenon was not considered in this paper.
A modified half/FCDFT method based on the adaptive mimic filter is presented in [28]. This method uses both voltage and current signals for phasor estimation in the presence of DDC. The time constant of DDC was obtained and substituted in the equations for the accurate phasor estimation. The angle difference of FC and voltage signals determines TC of DDC:

\[ \phi = \angle V - \angle I \]

\[ \tau = \frac{\tan \phi}{\omega_1} \]  \hspace{1cm} (28)

Even and odd sample sets of the DFT process were considered for DDC mitigation by using a recursive relationship between them [29]. In this method, only DDC TC was calculated directly; the DDC amplitude computation was not necessary for the accurate phasor estimation. Method [29] needs one cycle for DFT calculations. \( E = e^{-\Delta t/t} \) was obtained as follows:

\[ E = \frac{K_{Im}}{K_{Re} \sin \left( \frac{2\pi}{N} \right) - K_{Im} \cos \left( \frac{2\pi}{N} \right)} \]

\[ K_{Re} = \text{Re}\{ I_{even}^{DFT} - I_{odd}^{DFT} \} \]

\[ K_{Im} = \text{Im}\{ I_{even}^{DFT} - I_{odd}^{DFT} \} \]  \hspace{1cm} (29)
where \( \text{Re} \{ \cdot \} \) and \( \text{Im} \{ \cdot \} \) denote real and imaginary functions in the above equation, respectively. Then, the fundamental phasor component is computed as:

\[
I_{\text{DFT}}^{\text{1st DFT}} = I_{\text{DFT}} - I_{\text{DDC DFT}}^{\text{DDC}}
\]

\[
I_{\text{DDC DFT}}^{\text{DDC}} = \left( I_{\text{even DFT}}^{\text{even}} - I_{\text{odd DFT}}^{\text{odd}} \right) \frac{1 + E^{-j\frac{2\pi}{N}}}{1 - E^{-j\frac{2\pi}{N}}}
\]  

(30)

Similar to [29], even and odd samples of an FCDFT were used to attenuate the effects of DDC [30]. In this method, DDC parameters were not recognized directly. However, as shown in [30], the effect of DDC was decreased by a certain coefficient. This method only needs a full cycle of samples for its calculations. The fundamental phasor amplitude is:

\[
|I_{\text{DFT}}^{\text{1st DFT}}| = \frac{|I_{\text{even DFT}}^{\text{even}} - I_{\text{odd DFT}}^{\text{odd}}|}{2 \sin \frac{\pi}{N}}
\]

(31)

S-Charm DFT was suggested in [31], proposing an auxiliary signal that discarded the noise and DDC from the fundamental frequency component after the DFT process. Two modification coefficients were considered for amplitude and phase angle estimations, which were optimally calculated for different values of sampling. This method needs one data cycle for DDC elimination.

A fully analytical method based on integration and a half-cycle DFT is proposed in [32], which needs a half-cycle plus three samples for three consecutive integrations to estimate DDC parameters. Moreover, the method is able to estimate frequency at the same time.

A new DFT-based method with a second-order FIR notch filter has been proposed to estimate phasor quantities in the case of MDDCs and a bias DC value [33]. The filter combines MDDCs and bias DC into a unique DDC and minimizes the burden of computations. This method is applicable in both full/half cycle DFTs and uses a cycle plus two samples in its algorithm.

An auto-regressive method for removing DDC effects is proposed in [34]. The second-order derivative of the current signal is the primary part of this method to expand the fundamental phasor quantity based on three consecutive DFTs. Therefore, a cycle plus one sample is necessary for its calculations.

A linear polynomial equation is solved based on real/imaginary even/odd components of a half-cycle DFT method [35]. Based on a recursive method, two equations for each real and imaginary part of the phasor estimation were obtained and solved to mitigate the DDC effect on the fundamental phasor estimation method. A half-cycle was used for DDC cancellation in [35].

The rotation factor computation phasor was introduced in [36], which eliminates the fundamental phasor component in a set of DFT outputs; the DDC parameter was obtained using this factor. Then, using the LS method (without any approximation), the amplitude/angle of the fundamental component was calculated. This method required more than one cycle for DDC estimation.

4.2. Critical Review of Post-DFT Methods

Post-DFT methods estimate the phasor components as well as the DDC parameter based on DFT output elements. These methods were investigated in case of damaging factors, see Table 3. Recursive methods [22,23] based on consecutive samples impose high computational burdens on protection devices and are vulnerable to noise effects. As shown in Figure 13, the frequency deviation, as well as MDDCs, highly attenuate the accuracy of this method. Therefore, modeling the frequency deviations can be the main concern in post-DFT methods.
Table 3. Post-DFT DDC mitigation methods comparative analysis in the presence of destructive factors.

| Method | Noise | Harmonics | Off-Nominal Frequency | Multiple DDCs | Samples Requirement |
|--------|-------|-----------|-----------------------|---------------|---------------------|
| [22]  | x     | ✓         | x                     | x             | 1+1/4 cycle         |
| [24]  | x     | ✓         | x                     | x             | NA                  |
| [23]  | x     | ✓         | ✓                     | ✓             | 1 cycle             |
| [25]  | ✓     | ✓         | x                     | x             | 1 cycle +1 sample   |
| [27]  | x     | ✓         | x                     | x             | 1 cycle             |
| [26]  | x     | ✓         | x                     | x             | 1 cycle +2 samples  |
| [29]  | ✓     | ✓         | ✓                     | ✓             | 1 cycle             |
| [30]  | x     | ✓         | ✓                     | ✓             | 1 cycle +3 samples  |
| [31]  | ✓     | ✓         | x                     | ✓             | 1 cycle             |
| [32]  | ✓     | ✓         | ✓                     | ✓             | 1 cycle             |
| [33]  | ✓     | ✓         | ✓                     | ✓             | 1 cycle             |
| [35]  | x     | ✓         | x                     | ✓             | 1/2 cycle +3 samples|
| [34]  | x     | ✓         | x                     | x             | 1/2 cycle +3 samples|
| [36]  | ✓     | ✓         | ✓                     | ✓             | ≥ 1 cycle           |

A smart DFT method was used in [24] to model frequency deviations as well as DDC parameters in the conventional DFT method. This method uses a recursive procedure to expand real components of the DFT process to solve a certain equation. Therefore, the complexity is high due to recursive equations; moreover, using the smoothing filter for noise attenuation increases delay.

Weighted LS using a recursive technique as a complementary method has been proposed to improve the adaptive estimation accuracy [25]. This method is based on a pre-DFT calculation to separate real and imaginary phasor components. The overall computation burden is high but the approximation is ignored. The DDC parameter is indicated through two consecutive FC summations, which are highly sensitive to noise. Moreover, ONF and MDDCs are absent.

An odd/even DFT-based method was developed in [11,29], which discards DDC from the fundamental phasor value in one cycle. Method [11] is very simple and effective but it needs to DDC approximation for real implementation. Moreover, the complexity is high in [29] due to additional computations.

Another method based on recursive DFT is proposed in [27], where an adaptive window is introduced and DDC is discarded after three stages. The complexity is high and ONF is not taken into account, highly attenuating the problem modeling; hence, it is applicable in both half and FCDFT methods.

Real and imaginary parts of DFT are used in a recursive viewpoint [28]. Voltage and current signals are required to obtain the DDC parameter, which is a salient drawback of this method. Moreover, fault impedance is not considered for DDC time constant estimation, which only investigates bolted faults in DDC elimination.

The differences between odd and even components of real and imaginary parts of DFT rejected the effect of DDC in phasor estimation [29]. This method needs two low-pass filters to attenuate the noise effect, which increases the computational burden and delay in the whole process. Moreover, ONF and MDDCs are not studied in this paper.

Method [30] attenuates the DDC by a certain coefficient instead of the DDC parameter calculation, which is the same as the method in [29]. This method uses less computational burden but cannot eliminate DDC completely. Moreover, MDDCs cannot be investigated through this solution.

A modified half-cycle method estimates DDC based on a recursive method [32]. The computational time is high due to multiple HCDFT methods as well as vulnerable to the noise effect since the recursive approach is present in this method.

An FIR notch filter was proposed to mitigate the harmonics as well as the DDC effects in a modified half-cycle DFT [33]. This filter considers MDDCs in an analytical method but contains delay due to the presence of the FIR filter.
Odd/even samples of the half-cycle DFT process are used to remove the DDC effect on the phasor estimation in [35]. This method is based on solving a linear second-order equation to find accurate phasor quantities. MDDCs are considered for simulation results but not the noise effect. This method needs a first-order low-pass filter for accurate dissemination, which increases the calculation time.

An autoregressive method suggests a novel method based on the discrete second-order derivation [34]. This method is sensitive to noise since two consecutive samples indicate the time constant of DDC. ONF and MDDCs are not taken into account in the method verification.

A set of consecutive DFTs, along with the LS method, were employed to calculate DDC in [36]. Small deviations of the DFT output are equal to DDC for proper consecutive samples. However, these elevate the overall process time and burden. Moreover, they need adjustments of frequency deviations that decay the accuracy.

Among the post-DFT methods presented above, method [32] has presented the most reliable scheme. Moreover, the method in [32] has the minimum sample requirements in this category. It models frequency deviations and MDDCs in the problem formulation in an analytical approach unlike other methods in this category. Moreover, mathematical simplifications are present in this work. As a result, it qualifies as one of the most reliable schemes in the post-DFT method category.

The main advantages and drawbacks of post-DFT-based methods are as follows:

Advantages:
- Most post-DFT methods are applicable in half and FCDFT processes.
- These methods are immune from high-order harmonics, which is a unique feature.
- These methods are applicable in real commercial protection systems due to the existence of conventional DFT-based methods in distance relays.

Drawbacks:
- Using single or multiple filters increases the delay.
- Recursive approaches are inherently sensitive to noise.
- The computational burden is high due to the recursive solution in this category.
- Non-modeled frequency deviation may cause large errors in DDC estimation.

5. Least-Square Methods

5.1. A Brief Survey on the DDC Mitigation in LS-Based Methods

The LS method is a popular approach in data fitting; it was officially discovered by Legendre in 1805, while Gauss had an important role in the theoretical advances of this method in 1795. The LS method minimizes the deviations between observed values and fitting values by using a certain model to fit an optimal mathematical function into a set of observed data. Linear and nonlinear LS-based methods are developed for several purposes. Moreover, LS-based methods were used to estimate phasor quantities during past years. All phasor components are calculated separately by using a set of equations and they observe data simultaneously. The observed data must be greater or equal to the number of equations to have a convergent solution. The LS application in the phasor estimation, as well as DDC mitigation, were investigated in a few research studies, which are discussed in the following. These methods remove the DDC through a certain procedure, as shown in Figure 6.

A conventional LS method was used in [37] to estimate the phasor quantities by discarding the effect of DDC. In this method, only fundamental and third harmonics of the current were taken into account for estimation, while other harmonics were discarded by low-pass filters. DDC parameters were approximated by using the first three terms of the Taylor series expansion. A set of seven unknown states were obtained by expanding trigonometric polynomials, which were determined by using a simple LS method. Therefore, at least seven samples were necessary for its computations. Considering the above
conditions, including the DDC approximation and expanding trigonometric functions, FC can be written as follows:

\[
i(t) = I_0 - \frac{L_0}{\tau} t + \frac{L_0}{2(\tau)^2} t^2 + I_1 \sin(\omega t + \theta_1) + I_3 \sin(3\omega t + \theta_3)
\]

\[
= I_0 - \frac{L_0}{\tau} t + \frac{L_0}{2(\tau)^2} t^2 + (I_1 \cos \theta_1) \sin \omega t + (I_1 \sin \theta_1) \cos \omega t
\]

\[
+ (I_3 \cos \theta_3) \sin(3\omega t) + (I_3 \sin \theta_3) \cos(3\omega t)
\]

(32)

The above-mentioned equation in matrix form was obtained as follows for seven consecutive FC samples:

\[
\begin{bmatrix}
i(t) \\
i(t + \Delta t) \\
\vdots \\
i(t + 6\Delta t)
\end{bmatrix}
= \begin{bmatrix}
\sin \omega t & \sin \omega (t + \Delta t) & \cdots & \sin \omega (t + 6\Delta t) \\
\cos \omega t & \cos \omega (t + \Delta t) & \cdots & \cos \omega (t + 6\Delta t) \\
\sin(3\omega t) & \sin(3\omega (t + \Delta t)) & \cdots & \sin(3\omega (t + 6\Delta t)) \\
\cos(3\omega t) & \cos(3\omega (t + \Delta t)) & \cdots & \cos(3\omega (t + 6\Delta t)) \\
t & t + \Delta t & \cdots & t + 6\Delta t \\
t^2 & (t + \Delta t)^2 & \cdots & (t + 6\Delta t)^2
\end{bmatrix}
\begin{bmatrix}
I_0 \\
I_1 \cos \theta_1 \\
I_1 \sin \theta_1 \\
I_3 \cos \theta_3 \\
I_3 \sin \theta_3 \\
\end{bmatrix}
\]

(33)

Equation (33) can be rewritten as follows:

\[
[I]_{7 \times 1} = [A]_{7 \times 7} [X]_{7 \times 1}
\]

(34)

where \(I\) is the FC measured sample, \(A\) is the known parameter, and \(X\) is the set of unknown variables. Then \([X]\) is obtained as follows:

\[
[X] = [A]^\dagger [I]
\]

\[
[A]^\dagger = \left([A]^T [A]\right)^{-1} [A]^T
\]

(35)

Figure 14 shows the simulation results for the method in [37]. As shown in Figure 14, the RMSE is very low in the case of ONF and MDDC. Thus, LS-based methods can be very prominent in the case of real applications. Noise signals attenuate the estimation accuracy, higher frequencies compared to other factors. However, increasing the number of FC samples in computations would diminish the harmful impact of noise.

In [38], a Kalman filter method that categorizes into LS-based methods is proposed for digital distance relaying. The Kalman filter predicts the expected parameter based on the measured signal in order to minimize the error between the measured and expected signals. The two-state Kalman filter is used for voltage phasor estimation. Whereas, the three-state filter is used for current estimation in the presence of the DDC parameter.

A recursive LS method is presented in [39], which is an improved version of the non-recursive LS in [37]. In this approach, unknown states are determined by older estimate values. Similar to [37], trigonometric polynomials are expanded and Taylor series expansion is used to simplify calculations. This method uses nine samples for computations.

In [40, 41], weighted LS plus a forgetting factor is introduced to enhance the dynamic response in the phasor estimation. The forgetting factor decays the effects of older samples in order to increase the speed of computations in the phasor estimation. Moreover, this factor makes a variable data window in which smaller values of the forgetting factor yield smaller window sizes. Three cycles of data were used for calculations.
Figure 14. Simulation results, method [37] (red line), under four different cases: (a) without noise, (b) in the presence of noise, (c) 0.5 Hz frequency deviation, (d) in the presence of the second DDC.

A modified LS method based on the Prony analysis is proposed in [42], which removes the approximation in DDC modeling. DDC parameters were linearized through the Taylor series approximation in past studies, which attenuated the accuracy of estimation in small TCs. However, the Prony method—by using two consecutive samples of FC—compensated the effect of approximation. Moreover, a reduction in the calculation time was taken into account using the inverse of the partitioned matrix. This method uses less than one cycle of samples.

Momentary faults are temporary faults that are lasts for a few cycles with high amounts of DDC. In [43], a new method was proposed to estimate the voltage and current signals in the presence of momentary faults based on RMS-wavelet using a non-linear LS approach. RMS-wavelet is used to find fault inception and clearing time as well. Then, using a non-linear LS method, the fundamental frequency phasor and DDC are estimated through an iterative procedure.

The effects of the current transformer (CT), including saturated/unsaturated conditions, were investigated in DDC estimation through a conventional LS method [44]. In fact, the CT generates the second DDC in the FC signal as the main interface between the FC and the protection system. First, three terms of the Taylor series are used to expand multiple DDC parameters in order to use a linear LS method for the phasor estimation. This method uses at least nine samples of FC for its computations.

An adaptive least-squares method is presented in [45], which uses a recursive approach to estimate the DDC parameter in the first stage. Then, the estimated DDC is used as a known parameter in the second LS application where primary phasor values are updated to increase the estimation accuracy. This method improves the conventional LS accuracy since the approximation is not included. A cycle plus one sample are used in calculations.
5.2. Critical Review of LS-Based Methods

LS-based methods have opened up new horizons in the phasor estimation era by providing simplicity and ease of implementation in practice, as well as accurate and fast responses. These methods are simple enough to be good alternatives for the DFT estimation approach since they have been used in both industry and academia. Moreover, LS mathematical modeling and computations are straightforward and simple. However, LS-based methods have a few challenging aspects, which are discussed in a detailed discussion in the following. These methods were investigated in the presence of important factors, see Table 4.

### Table 4. LS-based methods—a comparative analysis in the presence of destructive factors.

| Method | Noise | Harmonics | Off-Nominal Frequency | Multiple DDCs | Sample Requirements |
|--------|-------|-----------|-----------------------|---------------|---------------------|
| [37]   | x     | ✓         | x                     | x             | 7 samples           |
| [38]   | ✓     | ✓         | x                     | x             | 1 cycle             |
| [39]   | x     | ✓         | x                     | x             | 20 samples          |
| [40]   | x     | ✓         | x                     | x             | 1 cycle             |
| [41]   | x     | ✓         | x                     | x             | 1 cycle             |
| [42]   | ✓     | ✓         | ✓                     | ✓             | 7/8 cycle           |
| [43]   | ✓     | x         | ✓                     | ✓             | 1 cycle             |
| [44]   | ✓     | x         | ✓                     | ✓             | 8 samples           |
| [45]   | ✓     | ✓         | ✓                     | ✓             | 1 cycle             |

At first, the conventional LS method is proposed to estimate the phasor components and DDC parameters simultaneously. This method is based on expanding trigonometric functions of FC to obtain unknown phasor parameters using matrix calculations. The Taylor series is used to approximate DDC parameters, which decay the accuracy in small TCs. Moreover, the number of harmonics should be defined before any calculation. Therefore, it needs pre-defined signals for the phasor estimation, which magnifies the role of low-pass filters and increases the cost of implementation. Data usage of this method is low and less than one cycle but it increases the noise sensitivity.

In the following, the Kalman filter is introduced, which is fast enough to estimate the current signal, including the DDC in the distance protection applications, but it needs an offline calculation of covariance as well as precise modeling of TC for DDC estimation. Therefore, unmodeled TCs are not included in the DDC estimation, which decreases the accuracy.

The recursive LS method is addressed as an improved version of the conventional LS scheme, which adds the previously estimated values into the process. This approach raises the accuracy of the estimation while the DDC approximation is considered as well.

The Prony method is used to prevent the DDC approximation, which is based on a backward rule for the phasor estimation [42]. The matrix calculations increase the computation burden. Moreover, precise modeling of predefined signals of FC is necessary. ONF was not investigated in this paper.

To enhance the accuracy of the fitting procedure in the LS scheme, a non-linear LS method is proposed [43], using an RMS-wavelet fault identifier. Using non-linear LS, DDC can be estimated without approximation, but solving non-linear equations through iterative methods is time-consuming. Moreover, this method is sensitive to fault impedance.

In [45], the LS method is used twice for the adaptive DDC estimation. First, the amplitude of DDC is estimated through LS, then TC is calculated through two consecutive samples, which are highly sensitive to noise. Since DDC samples are almost equal near the fault inception time, a higher number of samples is required for correct phasor estimation. Moreover, ONF and MDDCs are not discussed in this method.

Among all of the LS-based methods presented above, the one presented in [45] deemed as the most reliable scheme. The method in [45] only needs one data cycle, does not need
any complicated computations, is less sensitive to noise and estimation error minimization because of two consecutive LS applications, and MDDCs could easily be added to the problem model. As a result, it proposes an improved LS method, which is more reliable at removing DDC from FC.

As stated above, LS-based methods were very attractive during past years and many methods are proposed based on it. The main advantages and drawbacks are as follows:

Advantages:

- The computational burden is low and suitable for real implementations.
- LS-based methods are straightforward and use a minimum amount of mathematical functions.
- The noise effect can easily be attenuated by using limited extra samples.
- LS-based methods are easily combined with other methods to enhance accuracy.

Drawbacks:

- Most LS-based methods use approximations for DDC modeling, which decrease accuracy.
- LS-based methods inherently need predefined signals for modeling the problem.
- Utilization of fewer samples in LS-based methods enlarges the noise sensitivity.
- MDDCs were not referred to in LS-based methods.
- Non-linear LS-based methods are not suitable in real-time applications due to higher computational burdens.

6. Other Methods

6.1. A Brief Survey on the DDC Mitigation in Other Methods

Methods in this section are not categorized in previous sections since DFT and LS are not included in phasor and DDC parameter estimations. Therefore, fundamental phasor quantities and DDC are calculated through direct/indirect approaches, which are inherently heuristic. These methods are introduced and discussed in the following.

In [46], an analytical method is proposed that uses the sine filter, linear filter, and Prony analysis to compute fundamental frequency components accurately. The sine filter removes resonance frequency components as well as harmonics of FC and causes a cycle plus one sample delay. Then, the linear filter is applied to delete the fundamental frequency component from the signal, which needs two samples. Finally, the Prony analysis is used—six extra samples of the filtered waveform to obtain fundamental phasor values. Twin filters are used to cut down the computational burden of the Prony method in the real implementation. A cycle plus seven samples are necessary for the method calculations.

In [47], an iterative method is suggested to solve a set of equations, including four consecutive cosine functions. Cosine functions describe the FC in each interval. Then, four samples of the FC signal are considered with one time step between each sample. Since the rate of sampling is high enough, DDC samples are assumed to be equal. Solving a certain equation for an optimal $\beta$ parameter yields the main phasor values in the absence of the DDC effect. This method needs three cycles for accurate phasor estimation.

In [48], the stationary wavelet transform (SWT) with a single differentiator is presented to remove the DDC in FC. A normalization coefficient accompanied by six levels of decomposition is used to mitigate DDC from FC. Noise effect attenuation is considered through different layers in the SWT function.

An artificial neural network (ANN) approach was developed for phasor estimation, which is applicable in numerical relays [49]. ANN is made of three layers, namely the input layer, output layer, and hidden layer(s). There must be a connection between the nodes in the input layer with the nodes in the hidden layer, and each hidden layer node with the nodes of the output layer. The input layer takes the data from the network [50].

Trigonometric functions that describe the FC waveform are expanded, encompassing the main, third, and fifth harmonics. In addition, the DDC parameter is approximated with the first term of Taylor series expansions. Then, an ANN structure is used with 12 neurons in the input layer, 1 neuron in the output layer, and 1 hidden layer with 1 neuron. The number
of neurons on each layer was chosen in order to make the ANN reproduce. Figure 15 shows the overall ANN structure. The FC signal was expanded, such as LS-based methods in ANN methods; expanded functions consisted of the input layer. The DDC approximation can also be considered for sake of simplicity in the expanding step.

![Figure 15](image.png)

**Figure 15.** ANN structure for phasor estimation: expanded trigonometric polynomials of the FC signal are considered for the input layer and fundamental phasor components and DDC was obtained as the output [51].

Similar to [49], ANN was used to find out the accurate phasor quantities for impedance estimation in distance relays, which used an online training method to quicken the process [51]. The ANN structure in this method is the same as in [49]; frequency deviation was investigated as well.

A deep neural network (DNN) was addressed to remove DDC from FC under harmonics and noise distortion [52]. TensorFlow library in Python is used to implement DNN for this purpose. Moreover, both intensive supervised/unsupervised training schemes were applied where the DNN size is indicated through autoencoders.

The eigensystem (ER) realization-based algorithm and Z-domain method are proposed to estimate both phasors and DDC in [53]. The ER algorithm uses discrete state space to model the FC. Markov parameters are estimated by a singular value decomposition using the LS method. In the Z-domain method, FC is written in the Z-domain and the poles of the denominator indicate the frequency. Once the frequency is obtained, phasors and DDC can be estimated. The ER algorithm needs a cycle of samples and the Z-domain-based method needs less than a fifth of a cycle to recognize the phasor estimation.

### 6.2. Critical Review of Other Methods

Different methods are introduced in Section 6.1, which are not included in the past categories. In all of these methods, phasors and the DDC parameter are estimated together through heuristic methods. These methods are investigated based on the important factors listed in Table 5.
Table 5. Other methods—comparative analysis in the presence of destructive factors.

| Method | Noise | Harmonics | Off-Nominal Frequency | Multiple DDCs | Sample Requirements |
|--------|-------|-----------|-----------------------|---------------|--------------------|
| [46]   | x     | ✓         | x                     | x             | 1 cycle + 2 samples |
| [47]   | x     | x         | x                     | x             | 7 samples          |
| [48]   | ✓     | ✓         | x                     | x             | 1 cycle            |
| [49]   | x     | ✓         | x                     | x             | 20 samples         |
| [51]   | ✓     | ✓         | ✓                     | x             | 1 cycle            |
| [52]   | ✓     | ✓         | x                     | x             | 1 cycle            |
| [53]   | x     | ✓         | x                     | x             | 7/8 cycle          |

A three-step method is proposed in [46], including two filters and the Prony algorithm. The number of mathematical calculations is high, which increases the computational burden and cost of implementation. The linear filter and sine filter add an extra delay to the estimation process and ONF is not considered in this method. However, the error in the phasor estimation is lower than one percent.

In [47], solving an iterative equation obtains phasors as well as DDC parameters. This method presents a complicated approach, which needs at least three cycles of data and 0.05 s for computations. Since small TCs are less than 0.05 s, this method is not reliable in momentary faults. Moreover, as it is mentioned in [47], the computational burden increases when the convergent limit increases. Therefore, the accuracy of the method depends on the convergent limit and the sampling rate.

The SWT method is a frequency domain-based method, which is inherently sensitive to noise, while noise immunity is shown through different simulations [48]. Six layers with certain coefficients are determined for the phasor estimation, which increases the complexity and delay. This method is only able to distinguish DDC parameters less than 20 dB (regarding noise). Moreover, MDDCs and ONF are not considered in this method.

ANN and DNN have been investigated for phasor estimation [49,51,52]. These methods use a set of databases that are obtained through various data acquisitions, including simulation or real data. The accuracies of these methods are highly dependent on the volume of the dataset as well as diversity. Databases should be collected before any implementation of such methods, and because of that, a new database should be available for each case study. Therefore, ANN/DNN methods should have a fully online training procedure in the phasor estimation process, which is challenging in real studies. Moreover, DDC approximation, voltage, and current are considered for the fundamental phasor estimation, which decreases accuracy and increases complexity, respectively. Method [52] needs over 6400 simulations for the dataset preparation, which is time-consuming in the case of transient studies.

The ER method uses complex computations in its algorithms, which are not proper in real implementation. Furthermore, frequency deviations attenuate the Z-domain method, which is not considered. Moreover, the effect of noise and MDDCs are not taken into account for modeling/simulation.

Out of all the methods presented above, the Z-domain method in [53] was considered to be the most effective solution in phasor estimation in the presence of DDC. This method proposed a frequency domain analysis for phasor estimation, which attenuates DDC in a simple way using only six samples of FC. Although the Z-domain method is sensitive to frequency deviations and MDDCs, it suggests a more implementable solution, unlike others.

As stated in previous sections, a few heuristic methods are addressed to estimate phasors and DDC properly. The main advantages and drawbacks are as follows:

**Advantages:**

- Precise and extensive data collection can easily increase the accuracy of the ANN and DNN methods.
- DDC estimation can be taken into account in all conditions under the effects of all destructive factors in future attempts through ANN/DNN tools.
• The frequency domain analysis opens up a new prospective in this field.

Drawbacks:
• ANN and DNN need large training datasets for the phasor estimation in the presence of DDC and impose complexities on the overall system.
• ANN and DNN are inherently offline methods, which need adaptive training data in the case of transient applications.
• ANN and DNN methods depend on power system configurations for fault analysis.
• Multiple filtering adds an extra delay to the phasor estimation.
• Advanced mathematical approaches, such as the ER and Z-domain-based methods, impose large calculation loads on measurement/protection devices.

7. Future Scopes
As discussed in previous sections, plenty of methods have been proposed to tackle the DDC current in the phasor estimation. This section is dedicated to future scopes in DDC offset mitigation. As shown, pre-DFT methods are considered to be two or three samples in DDC parameter calculations, which endanger these methods against noise effects. Therefore, it is necessary to propose methods, such as the one presented in [3], which consider a set of samples for noise rejection or involve denoising the FC signal before any calculations by applying mathematical morphology [54]. Moreover, the CT effect should be investigated analytically in this category. For this aim, it is necessary to take MDDCs in problem modeling, such as LS-based methods. Moreover, plenty of signal processing methods are proposed, which could be suitable solutions for phasor estimation.

Post-DFT methods are more reliable due to the presence of the DFT process. DFT removes high-order harmonics as fast as possible. However, most of the post-DFT methods developed new schemes based on the recursive approach, which is time-consuming and highly sensitive to noise. Therefore, future works should focus on methods, such as, for example, the one presented in [11], to be more reliable in real applications.

The LS technique is a promising method in many cases, which is applied in the field of phasor estimations. DDC approximation is the most important challenge in LS-based methods. Therefore, the first attempt is to compensate for this drawback with simple solutions. Moreover, MDDCs and frequency deviation can be added to the LS mathematical model in future research projects. In addition, nonlinear Kalman filters were recently studied in the case of adaptive phasor estimation [55], which should be taken into account in further investigations.

The ANN is widely used in diverse applications and phasor estimations. However, a large data set and offline computations are the biggest challenges for applying this technique in transient applications. Developing adaptive/online training methods for protection studies is the most important subject in this field [56], which should be explored more. Moreover, DFT can be used as a powerful tool for decaying the complexity of ANN methods [57]. Furthermore, other hybrid methods based on past studies should be included [58].

8. Conclusions
This paper investigated DDC mitigation methods, which are introduced to maintain phasor estimation accuracy in measurement/protection systems. Four hypothetical groups, including DDC cancellation before DFT, DDC cancellation after DFT, DDC cancellation based on LS-based methods, and other heuristic methods, were discussed. Detailed investigations of the four groups were explained and the main advantages/disadvantages were addressed. Simulation results were provided for selected methods, which revealed the most efficient methods for DDC estimation. Guidelines to consider in future research were recommended. In this review paper, the following main findings were briefly explained:
• Applying more complex mathematical approaches did not guarantee a higher efficiency of DDC estimation/elimination. (For instance: method [10] has the lowest RMSE among the simulated methods).
While the number of samples that were considered for DDC estimation should be minimized to reduce the delay, the noise effect should be taken into account as the main constraint.

The main drawback of conventional LS-based methods involves the approximation of the exponential term of the DDC. Recent studies attempted to solve this problem but the complexity increased.

The MDDC estimations were not addressed in the majority of past methods. Thus, it is necessary to include this issue through simplified mathematical solutions, such as pre-DFT methods.

The most challenging issue in the application of data-based methods involves online training. Therefore, future works in this category should propose a logical procedure to tackle this issue in a proper approach.

One could potentially investigate a wider range of pre-DFT methods due to their adaptions and ability to cover a broad range of mathematical solutions.
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Nomenclature

- $i(t)$: fault current signal (continuous)
- $i[n]$: fault current signal (discrete)
- $I_0$: DDC amplitude
- $\tau$: DDC time constant
- $k$: harmonic order
- $I_k$: $k$th harmonic of fault current
- $T$: one cycle time period
- $\theta_k$: phase angle of $k$th harmonic
- $N$: number of samples over a cycle
- $\omega$: angular frequency
- $\beta$: phase angle of fundamental harmonic
- $\Delta t$: time interval
- $\Delta I_{DDC}$: DFT of DDC signal
- $W$: noise signal
- $I_{dq0}$: dq0 fault current signals
- $y[n]$: auxiliary signal
- $S1$: summation of current signal samples over a cycle
- $S2$: summation of auxiliary signal samples over a cycle
- $\phi$: phase angle difference between voltage and current signals
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