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Abstract—We consider the feedback capacity of a MIMO channel whose channel output is given by a linear state-space model driven by the channel inputs and a Gaussian process. The generality of our state-space model subsumes all previous studied models such as additive channels with colored Gaussian noise, and channels with an arbitrary dependence on previous channel inputs or outputs. The main result is a computable feedback capacity expression that is given as a convex optimization problem subject to a detectability condition. We demonstrate the capacity result on the auto-regressive Gaussian noise channel, where we show that even a single time-instance delay in the feedback reduces the feedback capacity significantly in the stationary regime. On the other hand, for large regression parameters, the feedback capacity can be achieved with delayed feedback. Finally, we show that the detectability condition is satisfied for scalar models and conjecture that it is true for MIMO models.

I. INTRODUCTION

The feedback capacity of additive Gaussian channels with memory has attracted much interest in information and control theory [11–17]. Notably, [8] showed that the capacity problem can be formulated as a Markov decision process, revealing underlying structural relations with control and filtering theory. In [9], a finite-dimensional optimization problem was proposed for the case of a colored Gaussian noise generated by a particular state-space model, and in [10] using a change of variable, the optimization problem was shown to be convex with linear matrix inequalities (LMI) constraints. This is an important result but, technically, the change of variable relied on an erroneous claim. In [11], the feedback capacity of multiple-input multiple-output (MIMO) channels with colored Gaussian noise has been established. The techniques used in [11] differ from the ones used in [9], [10], and they cover a larger class of colored Gaussian noises. Concurrently with [11], [12] showed that the methodology in [9], [10] for stationary noise processes can be extended to MIMO channels with ISI. Neither [12] or [11] are special cases of one another, but these recent developments on the long-standing capacity problem call for a unified general theory. In this paper, we consider a very general channel formulation that subsumes all studied channels in [9–12] and show that techniques from [11] can be utilized to conclude the feedback capacity of the general setting.

The channel output of the channel studied in this paper is given by a general state-space model. In particular, the channel is MIMO, and the channel output is a vector $y_i \in \mathbb{R}^p$ that is described by the state-space model

$$
\begin{align*}
    s_{i+1} &= F s_i + G x_i + w_i \\
    y_i &= H s_i + J x_i + v_i,
\end{align*}
$$

(1)

where $x_i \in \mathbb{R}^n$ is the channel input, $(w_i, v_i) \sim N\left(0, \begin{pmatrix} W & L \\ L^T & V \end{pmatrix}\right)$ is a white Gaussian process and $s_i \in \mathbb{R}^n$. The initial state is distributed as $s_1 \sim N(0, \Sigma_1)$ with $\Sigma_1 > 0$. The channel in (1) has memory since past events of the transmission such as previous channel inputs, channel outputs or noise occurrences can affect the current channel output via the hidden state vector $s_i$. Several examples are in order.

1) The additive white Gaussian noise MIMO channel

$$
y_i = J x_i + v_i\)

is recovered from (1) with $H = 0$.

2) A channel $y_i = J x_i + z_i$ with an additive colored Gaussian noise process

$$
\begin{align*}
    s_{i+1} &= F s_i + w_i \\
    z_i &= H s_i + v_i,
\end{align*}
$$

(2)

is revealed with $G = 0$ in (1).

3) A channel with first-order intersymbol interference (ISI)

$$
y_i = J x_i + H x_{i-1} + v_i\)

is revealed with $F = W = L = 0$ and $G = I$.

4) A channel with first-order channel outputs dependence

$$
y_i = J x_i + H y_{i-1} + v_i\)

is revealed from (1) with $F = H, G = J$ and $W = V = L$.

5) Delayed feedback: the state-space in (1) allows one to consider the case where the encoder has access to a delayed feedback. That is, at time $i$, the encoder has only access to the channel outputs $y_{1}, y_{2}, \ldots, y_{i-d}$ with $d > 1$. In [13], it was shown that delayed feedback can be realized with a state-space whose hidden state depends on the channel inputs. This fact has been also utilized in [12] and will be demonstrated in Section III.

6) Note that all the variables in (1) are vectors, and therefore, any combination of the special cases above can be realized by (1) as well.

Our main contribution is a solution to the feedback capacity of (1) by showing that it can be formulated as a convex...
II. THE SETTING AND PRELIMINARIES

A. The setting and notation

The channel is given by (1) and a mild assumption on the channel is given in Assumption 1. At time $i$, the encoder has access to noiseless feedback of the previous channel outputs $y^{i-1} \triangleq \{y_1, \ldots, y_{i-1}\}$. Thus, the encoder mapping at time $i$ maps $y^{i-1}$ and a message that is distributed uniformly over $[1 : 2^{nR}]$ to the channel inputs vector in $\mathbb{R}^m$. For a fixed block-length $n$, the channel input has an average power constraint $\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[x_i^2] \leq P$, and the decoder maps the tuple $y^n$ to the message set. Definitions of the average probability of error, an achievable rate and the feedback capacity are standard and can be found, for instance, in [9]. Throughout the paper, we use $A^T$ to denote the Moore–Penrose inverse of $A$.

B. Kalman filter

We proceed to present the estimate of the hidden state at the encoder and its recursive computation using a Kalman filter.

**Lemma 1.** (Encoder’s estimate). The encoder’s estimate, defined by $\hat{s}_i \triangleq \mathbb{E}[s_i | x^{i-1}, y^{i-1}]$, can be computed recursively as

$$\hat{s}_{i+1} = F \hat{s}_i + G x_i + K_{p,i} (y_i - J x_i - H \hat{s}_i) \quad (3)$$

with the initial condition $\hat{s}_1 = 0$. The corresponding error covariance $\Sigma_i \triangleq \text{cov}(s_i - \hat{s}_i)$ can be updated as

$$\Sigma_{i+1} = F \Sigma_i F^T + W - K_{p,i} \Omega K_{p,i}^T \quad (4)$$

with the initial condition $\Sigma_1$. The constants in (3)-(4) are

$$K_{p,i} = (F \Sigma_i H^T + L) \Psi_i^{-1},$$

$$\Psi_i = H \Sigma_i H^T + V. \quad (5)$$

Moreover, the innovations process $e_i = y_i - J x_i - H \hat{s}_i$ is white, distributed according to $e_i \sim N(0, \Psi_i)$, and $e_i$ is independent of $(x^i, y^{i-1})$.

The result is standard in Kalman filtering theory, e.g. [15]. Its proof is omitted due to space limitations.

The asymptotic behaviour of the sequence $\Psi_i$ determines the feedback capacity value. Here, we provide a sufficient condition to guarantee that $\Sigma_i$ converges to the maximal solution, denoted by $\Sigma$, of the Riccati equation

$$\Sigma = F \Sigma F^T + W - K_p \Psi K_p^T, \quad (6)$$

where $K_p = (F \Sigma H^T + L) \Psi^{-1}$ and $\Psi = H \Sigma H^T + V$.

Assumption 1. The pair $(F, H)$ is detectable. That is, there exists a matrix $K$ such that $\rho(F - KH) < 1$ where $\rho(\cdot)$ is the spectral radius of a matrix. We also assume that $\Sigma_1 \geq \Sigma$.

Assumption 1 is sufficient for $\Sigma_i$ to converge to the maximal solution of the Riccati equation (16). Note that if the matrix $F$ is stable, the detectability condition is satisfied with $K = 0$.

There are several methods to check the detectability of a pair of matrices. As detectability is also part of the capacity solution in Theorem 1 below, we present here a simple numerical method using LMI optimization [17 Sec. 3.12.2]: a pair $(A, B)$ is detectable iff there exists $P > 0$ such that

$$\begin{pmatrix} P & PA \\ A^T P & P + B^T B \end{pmatrix} > 0. \quad (7)$$

III. FEEDBACK CAPACITY

The following is our main result.

**Theorem 1.** (MIMO channels). The feedback capacity of the Gaussian channel with memory in (1) with a power constraint $P$, subject to Assumption 1 is equal to the convex optimization

$$\begin{aligned}
\max_{\Gamma, \Pi, \Sigma} & \frac{1}{2} \log \det(\Psi_Y) - \frac{1}{2} \log \det(\Psi) \\
\text{s.t.} & \quad (\Gamma^T \hat{\Sigma} \Psi_Y) \succeq 0, \quad \left(\Psi_Y K_{p,Y}^T \Psi_Y \Psi_Y \right) \succeq 0, \quad \text{Tr}(\Pi) \leq P, \\
\Psi_Y = H \hat{\Sigma} H^T + J \Pi J^T + H \Gamma^T J^T + J \Gamma H^T + \Psi \\
\Omega = F \hat{\Sigma} F^T + G \Pi G^T + G \Gamma F^T + F \Gamma^T G^T + K_p \Psi K_p^T - \hat{\Sigma} \\
K_{p,Y} = (F \hat{\Sigma} H^T + FT J^T + HT H^T + G \Pi J^T + K_p \Psi)^{-1},
\end{aligned} \quad (8)$$

if the optimal pair $(F + G \hat{\Sigma}^T, H + J \hat{\Sigma}^T)$ is detectable.

The objective is a concave function as $\Psi_Y$ is a linear function of $(\Gamma, \Pi, \Sigma)$. Moreover, the matrix inequalities include only linear terms of the decision variables. Thus, this
Proof of Conjecture 1 for the scalar model. Assume by contradiction that the optimal pair is not detectable, that is, $(F, H)$ in Assumption 1, the optimal variables satisfy $\Gamma, \hat{\Sigma} \neq 0$. The proof now follows by writing $\Psi_Y$ as

$$
(H + J\Gamma\hat{\Sigma}^\dagger)(H + J\Gamma\hat{\Sigma}^\dagger)^T + J(P - \Gamma\hat{\Sigma}^\dagger\Gamma^T)J^T + \Psi,
$$

where we used the fact that in the scalar case $\Pi = P$; if $H + J\Gamma\hat{\Sigma}^\dagger = 0$, choosing $\Gamma = 0$ (and a feasible $\hat{\Sigma}$) attains a larger objective for $J \neq 0$ contradicting the assumed optimality. Note that if $J = 0$, the assumption $H + J\Gamma\hat{\Sigma}^\dagger = 0$ implies $H = 0$ and the channel capacity is zero.

IV. PROOF OF THE MAIN RESULT

In this section, we prove Theorem 1. The capacity derivation utilizes the finite-horizon optimization of directed information

$$
C_n(P) \triangleq \max_{p(x^n)} \sum_{i=1}^n E[x_i^T x_i] I(x^n \rightarrow y^n). \tag{11}
$$

Its relation to the feedback capacity is shown explicitly when needed. While we study directly the optimization problem in (11), it is convenient to use the terminology of an encoder and a decoder to describe the solution to the problem. We will use two estimates

$$
\hat{s}_i = E[s_i | x^{i-1}, y^{i-1}],
$$

$$
\hat{s}_i = E[s_i | y^{i-1}], \tag{12}
$$

where the first is referred to as the encoder’s estimate since at time $i$ the encoder has access to previous channel inputs and outputs, while the second estimate, $\hat{s}_i$, is referred to as the decoders’ estimate since it is based on channel outputs only.

A. Optimal policy

By Lemma 1, the channel outputs can be described as the linear dynamical system

$$
\hat{s}_{i+1} = F\hat{s}_i + Gx_i + K_{p,i} e_i,
$$

$$
y_i = H\hat{s}_i + Jx_i + e_i, \tag{13}
$$

where the innovation process definition in Lemma 1 was used as $H\hat{s}_i + \nu_i = e_i + H\hat{s}_i$. Special cases of the state-space structure above appeared in (7)–(9), (11), (12). The next step is to show that the maximization domain can be simplified.

Lemma 2 (The optimal policy structure). For a fixed $n$, it is sufficient to optimize the directed information in (11) over inputs of the form

$$
x_i = \Gamma_i\hat{\Sigma}_i^\dagger(\hat{s}_i - \hat{s}_i) + m_i, \quad i = 1, \ldots, n \tag{14}
$$

where $m_i \sim N(0, M_i)$ is independent of $(x^{i-1}, y^{i-1})$, $\hat{\Sigma}_i^\dagger$ is the Moore-Penrose pseudo-inverse of

$$
\hat{\Sigma}_i = \text{cov}(\hat{s}_i - \hat{s}_i), \tag{15}
$$

$\Gamma_i$ is a matrix that satisfies

$$
\Gamma_i(I - \hat{\Sigma}_i\hat{\Sigma}_i^\dagger) = 0, \tag{16}
$$

and the power constraint is

$$
\frac{1}{n} \sum_{i=1}^n \text{Tr}(\Gamma_i\hat{\Sigma}_i^\dagger\Gamma_i^T + M_i) \leq P. \tag{17}
$$
Proof of Lemma 2. We show here that
\[ h(y_i \mid x^i, y^{i-1}) = \frac{1}{2} \log \det \Psi_i + \frac{p}{2} \log(2\pi e), \] (18)
for any inputs distribution \( P(x^n \mid y^n) \), where \( \Psi_i \) is the constant given in Lemma 1. This implies that the optimization of the directed information in (11) boils down to maximizing the entropy rate of channel outputs. The proof then follows from Lemma 1, whose details are omitted here.

Consider the following chain of equalities
\[
\begin{align*}
    h(y_i \mid x^i, y^{i-1}) &= h(H s_i + v_i \mid x^i, y^{i-1}) \\
    &= h(H s_i + v_i \mid x^{i-1}, y^{i-1}) \\
    &= h_G(H s_i + v_i \mid x^{i-1}, y^{i-1}) \\
    &= \frac{1}{2} \log \det(H \text{cov}(s_i - \hat{s}_i) H^T + V) + \frac{p}{2} \log(2\pi e) \\
    &= \frac{1}{2} \log \det \Psi_i + \frac{p}{2} \log(2\pi e),
\end{align*}
\]
where (a) follows from the Markov chain \( s_i \rightarrow (x^{i-1}, y^{i-1}) \rightarrow x_i \) and the fact that \( v_i \) is independent from past occurrences, (b) follows from the fact that \( s_i \) conditioned on \( (x^{i-1}, y^{i-1}) \) is an affine function of the Gaussian vectors \( w^i \) and \( s_0 \), and (c) follows from the Gaussian distribution of \( s_i \mid (x^{i-1}, y^{i-1}) \) and the fact that \( v_i \) is independent from \( (x^{i-1}, y^{i-1}) \).

B. The decoder estimate

Using the optimal policy in Lemma 2, we can write (13) as
\[
\begin{align*}
    \hat{s}_{i+1} &= (F + G T_i \hat{s}_i) \hat{s}_i - G T_i \hat{s}_i + G m_i + K_{p,i} e_i \\
    y_i &= (H + J T_i \hat{s}_i) \hat{s}_i - J T_i \hat{s}_i + J m_i + e_i.
\end{align*}
\] (20)
The Kalman filter analysis of (20) is given as (21).

Lemma 3. For the state space in (20), the optimal estimator is given by
\[
\hat{s}_{i+1} = F \hat{s}_i + K_{y,i}(y_i - H \hat{s}_i),
\] (21)
with \( \hat{s}_1 = 0 \), its error covariance \( \hat{\Sigma}_i \triangleq \text{cov}(\hat{s}_i - \hat{s}_i) \) is given by
\[
\hat{\Sigma}_{i+1} = (F + G T_i \hat{s}_i)^2 \hat{s}_i + (F + G T_i \hat{s}_i)^T \hat{s}_i + G M_i G^T + K_{p,i} \Psi_i K_{p,i}^T - K_{y,i} \Psi_i K_{y,i}^T, \]
(22)
with \( \hat{\Sigma}_i = 0 \) and the constants
\[
\begin{align*}
    \Psi_{y,i} &= (H + J T_i \hat{s}_i)^2 \hat{s}_i (H + J T_i \hat{s}_i)^T + J M_i J^T + \Psi_i \\
    K_{y,i} &= \left[ (F + G T_i \hat{s}_i)^2 \hat{s}_i (H + J T_i \hat{s}_i)^T + J M_i J^T + \Psi_i \right] \Psi_i^T.
\end{align*}
\] (23)
The proof is a standard Kalman filtering analysis with the slight modification of the appearance of the variable \( \hat{s}_i \) which is a function of \( y^{i-1} \). This modification has no effect on the error covariance \( \hat{\Sigma}_i \), but it affects the recursive update of \( \hat{s}_i \). By (20) and Lemma 3 it can be concluded that the measurements entropy rate is
\[
h(y^n) = \frac{1}{2} \sum_{i=1}^n \log \det \Psi_{y,i} + \frac{p}{2} \log(2\pi e),
\] (24)

C. Upper bound

Lemma 4. The maximal directed information in (11) is upper bounded by the convex optimization problem
\[
C_n(P) \leq \max_{\{\Gamma_i, \Pi_i, \hat{\Sigma}_{i+1} \}_{i=1}^n} \frac{1}{n} \sum_{i=1}^n \log \det(\Psi_{y,i}) - \log \det(\Psi_i),
\]
s.t. \( \Pi_i \preceq \Gamma_i \preceq \hat{\Sigma}_{i+1} \preceq 0 \), \( \frac{1}{n} \sum_{i=1}^n \text{Tr}(\Pi_i) \leq P \), \( \Psi_{y,i} = H \hat{\Sigma}_i H^T + J \Pi_i J^T + H \Gamma_i J^T + J \Gamma_i H^T + \Psi_i \)
\[
\begin{align*}
    \Omega_i &= K_{y,i} \Psi_i K_{y,i}^T \preceq 0, \\
    
    \Psi_{y,i} &= F \hat{\Sigma}_i F^T + J \Omega_i J^T + J \Gamma_i H^T + G \Pi_i J^T + \Psi_i, \\
    \Pi_i &= F \hat{\Sigma}_i F^T + \hat{\Sigma}_{i+1} + G \Pi_i F^T + F \Gamma_i G^T + G \Pi_i G^T + J \Pi_i J^T + K_{p,i} \Psi_i, \\
    \quad \quad + K_{p,i} \Psi_i K_{p,i}^T,
\end{align*}
\] (25)
where the constraints hold for \( i = 1, \ldots, n \) and \( \hat{\Sigma}_1 = 0 \).

Proof of Lemma 4. Using (24) and (18), the directed information for policies of the form (14) can be written as
\[
C_n(P) = \max_{\{\Gamma_i, \Pi_i, \hat{\Sigma}_{i+1} \}_{i=1}^n} \frac{1}{n} \sum_{i=1}^n \log \det(\Psi_{y,i}) - \log \det(\Psi_i),
\] (26)
where the maximization domain is \( \{\Gamma_i, \Pi_i \} \geq 0 \) subject to the constraints in (16)-(17), the Riccati recursion in (22) and \( \Psi_{y,i}, K_{y,i} \) are given in (23).

The first step is to define the auxiliary decision variable \( \Pi_i \triangleq \Gamma_i \hat{\Sigma}_{i+1} H + M_i \).

Using the orthogonality constraint in (16), the variables in (23) can be expressed as
\[
\begin{align*}
    \Psi_{y,i} &= H \hat{\Sigma}_i H^T + J \Pi_i J^T + H \Gamma_i J^T + J \Gamma_i H^T + \Psi_i \\
    K_{y,i} &= F \hat{\Sigma}_i F^T + J \Omega_i J^T + J \Gamma_i H^T + G \Pi_i J^T + K_{p,i} \Psi_i, \\
    \text{and the Riccati recursion in (22) can be expressed as}
\end{align*}
\]
\[
\begin{align*}
    0 &= \Omega_i - K_{y,i} \Psi_i K_{y,i}^T,
\end{align*}
\] (27)
with
\[
\begin{align*}
    \Omega_i &= F \hat{\Sigma}_i F^T - \hat{\Sigma}_{i+1} + G \Pi_i F^T + F \Gamma_i G^T + G \Pi_i G^T + J \Pi_i J^T + K_{p,i} \Psi_i, \\
    + K_{p,i} \Psi_i K_{p,i}^T.
\end{align*}
\] (28)

We now relax (27) into an inequality and, due to \( \Psi_{y,i} > 0 \), that inequality is equivalent using a Schur complement to
\[
\begin{align*}
    \left( \begin{array}{cc}
        \Omega_i & K_{y,i} \Psi_i K_{y,i}^T \\
        K_{y,i} \Psi_i & \Psi_i
    \end{array} \right) \preceq 0.
\end{align*}
\] (29)
Note that the variable \( M_i \geq 0 \) appears only in the constraint \( \Pi_i - \Gamma_i \hat{\Sigma}_{i+1} H^T \geq 0 \), so the constraint can be reduced to the inequality \( \Pi_i - \Gamma_i \hat{\Sigma}_{i+1} H^T \geq 0 \). Finally, we use the Schur complement for the positive semidefinite matrix \( \hat{\Sigma}_i \geq 0 \) along with the inequality \( \Pi_i - \Gamma_i \hat{\Sigma}_{i+1} H^T \geq 0 \) and the orthogonality constraint in (16) to combine them into a single LMI
\[
\begin{align*}
    \left( \begin{array}{cc}
        \Pi_i & \Gamma_i \\
        \Gamma_i^T & \hat{\Sigma}_{i+1}
    \end{array} \right) \preceq 0.
\end{align*}
\] (30)
The upper bound in Theorem 1 is shown next.

**Theorem 2** (Feedback capacity upper bound). The feedback capacity is upper bounded by the convex optimization

\[ C_{fb}(P) \leq \max_{\Gamma, \Pi, \Sigma} \frac{1}{2} \log \det(\Psi_Y) - \frac{1}{2} \log \det(\Psi) \]

subject to

\[ \left( I_{\Psi_Y} K_Y^T \Psi_Y, \Psi_Y \right) \geq 0, \left( I_{\Gamma^T} \Gamma \right) \geq 0, \text{Tr}(\Pi) \leq P, \]

\[ \Psi_Y = H \Sigma_H^T + J_{\Pi} J_T^T + H J_T^T, J_T + J T^T + \Psi \]

\[ K_Y = (F \Sigma_H^T + FT^T J_T + GT H_T + G \Pi J_T + K_T \Psi) \Psi_Y^{-1} \]

\[ \Omega = F \Sigma_F^T + G \Pi \Sigma^T + G H T^T + F T^T G T + K_T K_T^T - \hat{\Sigma}. \]

**Proof of Theorem 2** Let \( R \) be an achievable rate achieved by a sequence of codebooks, and consider the upper bound

\[ nR = H(M) \]

\[ \leq \sum_{i=1}^{n} I(x^n \rightarrow y^n) + \epsilon_n \]

\[ \leq C_n(P) + \epsilon_n, \quad (32) \]

where (a) follows from Fano’s inequality with \( \epsilon_n \to 0 \) and the fact that \( x_i \) is a function of the message \( M \) and the feedback tuple \( y_i^{-1} \), and (b) follows from the definition of \( C_n(P) \) in (11) and by taking a maximum over all power-admissible channel inputs. We can now utilize the upper bound on \( C_n(P) \) in Lemma 4 to derive the single-letter upper bound in Theorem 2. As the proof follows similar steps to [11] Lemma 4, it is omitted here due to space limitations.

\[ \square \]

**D. Achievability (Lower bound)**

**Lemma 5** (Lower bound). The following optimization is a lower bound to the feedback capacity

\[ C_{fb}(P) \geq \max_{\Gamma, \Pi, \Sigma} \frac{1}{2} \log \det(\Psi_Y) - \frac{1}{2} \log \det(\Psi) \]

subject to

\[ \left( I_{\Psi_Y} K_Y^T \Psi_Y, \Psi_Y \right) \geq 0, \left( I_{\Gamma^T} \Gamma \right) \geq 0, \text{Tr}(\Pi) \leq P, \]

\[ \Psi_Y = H \hat{\Sigma}_H^T + J_{\Pi} J_T^T + H J_T^T, J_T + J T^T + \Psi \]

\[ K_Y = (F \hat{\Sigma}_H^T + FT^T J_T + GT H_T + G \Pi J_T + K_T \Psi) \Psi_Y^{-1} \]

\[ \Omega = F \hat{\Sigma}_F^T + G \Pi \hat{\Sigma}^T + G H T^T + F T^T G T + K_T K_T^T - \Sigma. \]

\[ \exists K: \rho(F + GT \hat{\Sigma}^T - K(H + JT \hat{\Sigma}^T)) < 1. \]

**Proof of Lemma 5** In [14], Cover and Pombra proved an achievable bound for an additive channel of the form \( y^n = x^n + z^n \) where \( \{z_i\} \) is a Gaussian process with a given covariance. In [14, Sec. VII], it is shown that if the sequence \( \{x_i\} \) is a sum of a strictly causal function of the sequence \( \{z_i\} \), and an additional independent Gaussian sequence, any rate \( R < \frac{1}{n} \left[ h(y^n) - \sum_{i=1}^{n} \log \det(\Psi_i) \right] \) is achievable for large enough \( n \). Our setting does not fall into this problem formulation since the channel outputs cannot be written as the sum of the channel inputs and an independent noise sequence. More explicitly, if we write our channel outputs as \( y^n = x^n + z^n \) then the resulting sequence \( z_i \) will be affected by the channel inputs in a strictly causal manner. The proof essentially shows that Cover and Pombra argument can be generalized to our general scenario so that the averaged directed information is achievable. We then apply the coding methods from [11] to arrive at the optimization problem in Lemma 5.

Let \( z_i = y_i - J x_i = H z_i + v_i \) be the effective channel noise, so we can write the channel as \( y^n = J_n x^n + z^n \) where \( J_n \) is a block-diagonal matrix with the matrix \( J \) on its main diagonal. For our particular policy in Lemma 2, \( x_i = \Gamma(\hat{s}_i - \hat{s}_i) + m_i \), the sequence \( \{x_i\} \) is the sum of a strictly causal function of the effective noise sequence \( \{z_i\} \), and a causal function of the sequence \( \{m_i\} \). In other words, we can write as a short hand

\[ x_i = B_i z_i^{-1} + C_i m_i, \]

for some matrices \( B_i, C_i \) that are strictly causal (strictly lower-triangular) and causal (lower triangular), respectively. The proof steps in [14, Sec. VII] follow directly with our modification to the effective channel noise expect for a particular chain of inequalities in their error analysis. Namely, [14, Eq. 64] begins as

\[ \Pr\{E_2|W = 1\} = \int_{(m^n, y^n) \in A^n} f(m^n) f(y^n) dm^n dy^n \]

\[ \leq 2^{-n} [ h(y^n) - h(y^n, m^n) + 3\epsilon ], \quad (35) \]

where we changed \( v_i \) to \( m_i \) in our notation. The remaining steps are now modified for our setting; the conditional term in (35) can be simplified as

\[ h(y^n | m^n) = \sum_{i=1}^{n} h(y_i | y_i^{-1}, m^n) \]

\[ \leq \sum_{i=1}^{n} h(z_i | x_i, y_i^{-1}, m^n) \]

\[ = \frac{1}{2} \sum_{i=1}^{n} \log \det(\Psi_i) + \frac{P}{2} \log(2\pi e), \quad (36) \]

where (a) follows from the fact that \( x_i \) is a causal function of \( \{m_i\} \) and (b) follows from the fact that, given \( x_i \), the sufficient statistic in the state-space (11) is \( z_i^{-1} \). This completes the proof that \( R < \frac{1}{n} \left[ h(y^n) - \sum_{i=1}^{n} \log \det(\Psi_i) \right] \) is achievable for large enough \( n \). By (18), this rate is equal to the directed information in (11), and by Lemma 2 the policy considered here is optimal leading to the conclusion that \( R < \frac{1}{n} C_n(P) \) is achievable.

Given the state-space representation in Lemma 5, the rest of the proof follows from steps similar to [11] Lemma 5–6 to arrive at the optimization problem in Theorem 1 under the assumption that \( (F + GT \Sigma^T, H + JT \Sigma^T) \) is detectable. \( \square \)
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