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Reversible computation has been proposed as a future paradigm for energy efficient computation, but so far few implementations have been realised in practice. Quantum circuits, running on quantum computers, are one construct known to be reversible. In this work, we provide a proof-of-principle of classical logical gates running on quantum technologies. In particular, we propose, and realise experimentally, Toffoli and Half-Adder circuits suitable for classical computation, using radiofrequency-controlled $^{171}$Yb$^+$ ions in a macroscopic linear Paul-trap as qubits. We analyse the energy required to operate the logic gates, both theoretically and experimentally, with a focus on the control energy. We identify bottlenecks and possible improvements in future platforms for energetically-efficient computation, e.g., trap chips with integrated antennas and cavity QED. Our experimentally verified energetic model also fills a gap in the literature of the energetics of quantum information, and outlines the path for its detailed study, as well as its potential applications to classical computing.

Computational tasks are responsible for a non-negligible part of the world’s energy consumption. It is estimated that computationally-intensive data-centres represent 1% of the global energy budget. So far, increases in energy efficiency have been able to offset the growing demand for computation: peak-usage energy efficiency has doubled every 1.5 years during the 1960–2000 period, while since the 2000s this figure is closer to 2.6 years. However, processor efficiency gains cannot continue to grow forever. There is a fundamental limitation of the current paradigm of non-reversible computation, known as Landauer’s principle, where each irreversible bit operation dissipates $k_BT \ln 2$ of heat.

Reversible computation may thus become an important computation paradigm in the future. Reversible systems may also avoid the heat costs of contemporary CMOS processors, such as capacitor charging, switching and current leakage, which are ultimately responsible for the typical 40% energy cost for cooling in data centres; they may also protect against external attacks such as power usage analysis. It is, then, worthwhile to investigate how energy-efficient reversible platforms can become. Some proposals for reversible computing platforms have been billiard-ball models, adiabatic circuits, nano-machines, superconducting devices, and others.

In this work, we explore an implementation of reversible computation using quantum technologies, by realising a classical Half-Adder circuit—an important building block for arithmetic operations—using quantum states of trapped ions. To do so, we implement a Toffoli gate, itself a universal gate for classical computation. We determine the energy to operate these gates, both theoretically and experimentally, with a special focus on the energy required to activate and control the logical gates, focusing on the power delivered to the Quantum Processing Unit (QPU), as defined later. We point out possible improvements towards energy efficient computation. Some works require realistic estimates for the energy cost for cooling in data centres. Some works require realistic estimates for the energy cost for cooling in data centres.
consumed by quantum computers. Thus, our energetic analysis, supported by experimental measurements, also fills a gap in the literature, and establishes a baseline for additional research towards understanding the energetic impact of quantum technologies.  

A Half-Adder circuit is a fundamental component of arithmetic circuits. It computes the logical sum of two bits. It is a building block for the Full-Adder circuit, addition circuits in their ripple-carry and carry-lookahead variants, multiplier circuits, and other tasks in contemporary computer processors. The core operation behind our Half-Adder circuit is a quantum Toffoli gate, followed by the application of a CNOT to the two control qubits of the Toffoli (FIG. 1). A Toffoli gate, or a controlled-controlled-\text{NOT} gate, is a universal three-bit operation, i.e., it is sufficient to construct any classical reversible circuit. Antonio et al. proposed a Toffoli gate suitable for classical computation, which can be realized on any three-qubit physical system with constant nearest-neighbour Ising couplings, via the Hamiltonian

\[
H_{\text{TOF}} = \frac{\hbar J}{2} \left( \sigma_i^x \sigma_j^x + \sigma_i^y \sigma_j^y + \frac{\hbar \delta}{2} \sigma_i^z + \frac{\hbar \Omega}{2} \sigma_i^z \right). \quad (1)
\]

Here, \( \sigma_i^j \) is the Pauli operator acting on the \( j \)-th qubit, appropriately tensored with the identity operators on the other qubits. The real constants \( J, \delta \) and \( \Omega \) define interaction strengths. We simulated numerically the time evolution under the Hamiltonian (1) for a time of \( \pi / \Omega \) and \( \delta = 2J \). We found that \( \Omega \approx 1.1J \) allows for a \( \approx 99\% \) classical Toffoli gate fidelity while minimizing the gate time (see Supplemental Material).

Ions confined in a linear Paul trap are natural candidates to implement the Hamiltonian (1)\textsuperscript{30,31}. We use \( ^{171}\text{Yb}^+ \) ions confined in a linear Paul trap, with a superimposed static magnetic field gradient\textsuperscript{32}. The qubit states \( |0\rangle \) and \( |1\rangle \) are the two hyperfine states of the electronic ground state \( ^2S_{1/2} \) with total angular momentum number and magnetic quantum number \( |F, m_F| = |0, 0\rangle \) and \( |1, 1\rangle \), connected by a magnetic dipole resonance near \( 2\pi \times 12.6 \text{GHz} \). The \( |1\rangle \) state is sensitive to the magnetic field, which is position dependent, shifting individually the ions’ resonances and, thus, allowing for individual addressing by tuning the microwave field driving the qubit resonance\textsuperscript{33}. For high fidelity single qubit rotations, the ion crystal is cooled close to its motional groundstate using a sympathetic side-band cooling\textsuperscript{34}.

When irradiating the ions with a microwave field with phase \( \phi \) and frequency \( \omega_0 \), nearly resonant with the frequency \( \omega_2 \) of qubit 2, the ionic qubits are subject to the Hamiltonian

\[
H_i^{(1)} = \sum_{i\neq j} \frac{\hbar J_{ij}}{2} \sigma_i^x \sigma_j^x + \frac{\hbar \omega_2}{2} \sigma_i^z + \frac{\hbar \Omega}{2} \cos(\omega_2 t + \phi) \sigma_i^z. \quad (2)
\]

Here, \( \omega_i \) is the resonance frequency of the \( i \)-th ion. The two-qubit couplings \( J_{ij} \) in a magnetic field gradient are mediated by the Coulomb interaction\textsuperscript{31,32}. In the setup used here, the magnetic field gradient is \( 19.1 \text{T/m} \) at a secular axial trap frequency of \( \omega_T = 2\pi \times 128.4(1) \text{kHz} \), and \( J_{12} = J_{23} = J \approx 2\pi \times 31 \text{Hz} \), which implies a gate time of \( \pi / 1.1J \approx 14.9 \text{ms} \). The additional \( J_{13} \sigma_1^x \sigma_3^x \) coupling contributes with a complex phase in the computational basis, which is irrelevant for classical computation, so we choose to omit it. Finally, \( \Omega \) is determined by the amplitude of the incident microwave radiation. \( H_{\text{CNOT}} \) is the Hamiltonian generating the required spin-spin interaction via magnetic gradient induced coupling (MAGIC). Cross-talk between qubits was neglected; its main source is the non-resonant excitation of neighbouring qubits which has been measured to be on the order \( 10^{-5} \text{ } \textsuperscript{33} \). Choosing a detuning \( \delta \), such that \( \omega_i = \omega_2 - \delta \), and in an appropriate rotating frame, \( H_i \) reads as

\[
H_i^{(1)} \approx H_{\text{CNOT}} + \omega_2 \frac{\hbar \delta}{2} \sigma_3^z + \frac{\hbar \Omega}{2} \left( \cos(\phi) \sigma_3^z + \sin(\phi) \sigma_2^y \right), \quad (3)
\]

with an error of \( \Omega(\Omega/(2\omega_2 - 2\delta))^{10} \). Choosing \( \phi = 0 \) recovers the Hamiltonian (1).

Fluctuations in the magnetic field dephase the qubits, which are first-order sensitive to them. Not using passive magnetic shielding and active compensation, the coherence time in this setup is \( \approx 200 \mu \text{s} \) – two orders of magnitude lower than our gate times. We thus employ Dynamical Decoupling (DD) to
The CNOT gate is controlled by qubit 1 and acts on qubit 3, while the Toffoli gate has qubit 2 as a target. The CNOT, Toffoli and Half-adder gates have classical fidelities of 86.9%, 58.8% and 60.6%, respectively.

Intervals are respectively [0.665, 0.937], [0.221, 0.683] and [0.409, 0.662], i.e., the probability that the true fidelities lie in these intervals is guaranteed to be at least 90%\textsuperscript{40}. The classical fidelity is the probability of obtaining the correct output given a uniformly random computational state. To better contextualize the fidelity we obtained for the Half-Adder, we note that a Half-Adder may alternatively be composed of single-qubit rotations and 11 CNOT gates instead of taking advantage of a Toffoli gate as in this work. To then achieve the same fidelity \( F_{\text{Half}} = 60.6\%\) as obtained here with such a decomposition of the Half-Adder, and assuming nearest-neighbour couplings, each CNOT would require at least a fidelity \( F_{11} = 95.5\%\) (see Supplemental Material). Comparing the actual CNOT fidelity \( F_{\text{CNOT}} = 86.9\%\) with \( F_{11} = 95.5\%\) shows that a lower circuit depth obtained by using a multi-qubit gate not only speeds up the Half-Adder implementation but also yields a higher fidelity for given hardware parameters.

We now turn to the question of energetic cost. In this work, we focus on the energy delivered to the Quantum Processing Unit (QPU), which we define as the physical components housed inside the vacuum chamber. The energy required for the implementation of a Half-Adder is supplied to the QPU in six steps: I. Doppler Cooling, II. Sideband Cooling, III. State Preparation, IV. Toffoli and V. CNOT (information processing), and VI. Readout. We are particularly interested in the cost of information processing, that is, steps IV and V. All steps, except IV and V, are implemented by applying laser light near 369 nm and near 935 nm, a microwave field near 12.6 GHz, and an RF field near 20 MHz that generates the RF trapping potential. During step IV and V, only the microwave field near 12.6 GHz is applied. The optical power of the laser beams, the microwave power, and the power of the RF signal near 20 MHz is measured using commercial devices (more details on the experimental set-up are given in the Supplemental Material.)

In addition to the field generating the Toffoli gate itself, there is energy necessary for the DD \( \pi \)-pulses. At a Rabi frequency of \( 2\pi \times 33\text{kHz} \), microwave power of 0.58 W near 12.6.
TABLE I. Measured energy consumption of the experimental steps I - VI. The main contribution to the overall energy consumption comes from dynamical decoupling, apart from the RF trap’s constant cost. The energy contribution of the CNOT gate consists of two $\pi$-2-pulses totalling up to a $\pi$-pulses energy contribution. All measured energies displayed here carry a relative error of $10^{-2}$.

| Operation                  | Laser 369 nm | Laser 935 nm | Microwave | Pulse | Dyn. decoupling | Total |
|----------------------------|--------------|--------------|-----------|-------|-----------------|-------|
| I. Doppler c.              | 380 nJ       | 11 µJ        | 4.6 mJ    | —     | —               | 4.6 mJ|
| II. Sideband c.            | 10 nJ        | 81 µJ        | 35 mJ     | —     | —               | 35 mJ |
| III. State prep.           | 7 nJ         | 0.3 µJ       | —         | —     | —               | 0.3 µJ|
| IV. Toffoli                | —            | 9.2 mJ       | 3 x 200 mJ| 1.1 mJ| 1.1 mJ          | 1.1 mJ|
| V. CNOT                    | —            | 8.8 µJ       | 2 x 120 mJ| 0.44 mJ| 0.44 mJ         | 1.0 mJ|
| VI. Readout               | 140 nJ       | 4 µJ         | —         | —     | —               | 0.8 µJ|

Half-Adder (IV, + V) 1.5 mJ

GHz is required in the current setup. The Toffoli is generated using a Rabi frequency of 34 Hz, a factor $10^3$ less than the Rabi frequency used to implement single qubit $\pi$ and $\pi/2$ rotations. Due to the low power, its cost was estimated assuming the law $P \propto \Omega^2$ (see Equation (S14) of the Supplemental Material) as 9.2 nJ. The power consumption of $3 \times 200 \pi$-pulses dominates the energetic cost of the Toffoli gate.

In Table I, we summarise the energy estimates for all experimental steps and gates, and in FIG. 3 we present the power delivered by each component as a function of time. The table includes the number of $\pi$-pulses, equivalent to NOT gates, used in the DD scheme.

The most efficient supercomputer today, Frontier TDS, requires $\approx 10^5$ eV per bit operation (see details in [28]) – 13 orders of magnitude lower than the NOT gate reported here. We emphasise that this work presents a baseline for systematically investigating energy consumption and efficiency of quantum platforms, in particular ion-trap setups. There is vast room for improvement. We exemplify this statement by showing how a next-generation ion trap will be 5 orders of magnitude more efficient.

Based on this energetic analysis, we identify three main sources of energy consumption. First, the microwave waveguide produces a wavefront ($A_{\text{rad}}$ in Eq. (S14) of the Supplemental Material) that is orders of magnitude larger than the ions’ interaction cross-section. For a single NOT gate, $\approx 10^{17}$ photons are irreversibly lost. Second, the conditional gate times are much longer than the qubits’ coherence times, making it necessary to use $10^3$ DD pulses, where most of the energy is spent (see Table I). Third, the RF drive of the Paul trap currently produces the highest energy consumption, of the order of $3\text{W/}\text{ion}$, or $50\text{mJ/}\text{ion}$ for the duration of a Toffoli gate.

A future planar ion trap setup [41] can address these issues. First, it integrates microwave antennae and resonators closer to the ions into a planar setup [42], which can greatly reduce the irreversible loss of microwave photons. For example, a NOT gate is performed in 1.7 µs at an applied power of 10 mW, consuming 17 nJ of energy per gate, as opposed to 8.8 µJ in this work. In addition, the J-coupling, necessary for conditional gates, will be increased by about two orders of magnitude, thus reducing the time needed for CNOT, Toffoli, and Half-Adder by the same factor. Furthermore, the coherence time is prolonged by about two orders of magnitude, mainly due to the use of magnetic field shielding. Although faster gates imply higher energy consumption (for a given geometry), the energy consumption decreases when using fewer DD pulses, or completely omitting them. We expect a Toffoli gate to require 4 pJ and a gate time of 125 µs, which eliminates the need for DD. Implementing the CNOT gate still requires two $\pi/2$ pulses on the target qubit as well as two $\pi$-pulses on the target and control to decouple them from qubit 2, resulting in 5π pulses. In total, 85 nJ will be required for the Half-Adder. This is approximately $10^5$ times more efficient than the current setup (Table I), due to $1000 \times$ more efficient pulses and $100 \times$ fewer DD pulses. And still, this trap was not built with the specific goal of energy efficiency. Finally, shorter distances between the electrodes generating the trapping potential and the ion in a planar ion trap reduce the RF power necessary to run such a trap. Current planar traps require less than 1 W of RF power to maintain trapping. Furthermore, since this cost is fixed, we can increase the trap efficiency by increasing the number of ions per trap, or possibly combining traps efficiently using ion shuttling.

Cavity QED setups [43] can bring the radiation area ($A_{\text{rad}}$)
closer to the ions’ effective dipole area ($A_{	ext{dip}}$). In that limit, and considering the GHz operation regime, Eq. (S14) predicts a cost of on the order of $\mu$eV per NOT gate, which is close to the photon energy, 8 $\mu$eV. This is 10 orders of magnitude lower than the estimate for Frontier TDS.

Efficient control protocols will become necessary in the “one-photon limit”\(^4\), which is still an open problem.\(^5\)\(^6\) Nevertheless, it was recently observed that, indeed, typically one quanta of energy is used from control fields\(^7\). Other strategies to reduce energetic costs may be reusing control energy, manipulating several qubits at once and/or recycling unused energy. Reducing the trap cost is also important, possibly using Penning traps, tighter geometries and packing more ions per trap.

In conclusion, we implemented classical logic—NOT, CNOT, Toffoli and Half-Adder circuits—using the quantum states of trapped ions. Our work opens the door for future implementations of classical logical on quantum technologies, with the potential energy savings of reversible computation, and presents a benchmark for future platforms. Our work presents a path towards low energy computation beyond CMOS, whose efficiency is decelerating. We show short-term steps and possible long-term paths for improvement, and hope to encourage the community to fulfill the vision of energy-efficient computing.

SUPPLEMENTARY MATERIAL

Please see the supplemental material for further details on the Toffoli gate, experimental setup, power measurements and estimation and fidelity discussion.
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CHOOSING Ω COUPLING AND GATE TIME FOR THE TOFFOLI EVOLUTION

We simulated the Hamiltonian evolution

\[ H_{\text{TOF}} = \frac{\hbar J}{2} (\sigma_1^x \sigma_2^x + \sigma_2^y \sigma_3^y) + \frac{\hbar \delta}{2} \sigma_1^y + \frac{\hbar \Omega}{2} \sigma_2^z \] (S1)

numerically, for different values of Ω and a total evolution time of \( \pi/\Omega \). Given our limited coherence time, we focused on finding the fastest possible Toffoli gate.

We calculated the classical fidelity of each gate as the probability of obtaining the correct classical output state, when compared to a Toffoli gate. Our findings are summarised in FIG. S1.

We chose the fastest possible gate time, with \( \approx 14.9 \text{ ms} \), corresponding to the right-most peak in FIG. S1. It is possible to find gate times with better fidelities. Although we are currently limited by coherence time, stronger \( J \) couplings might allow the other peaks of FIG. S1 to be experimentally realisable in the future.

![Classical Toffoli gate fidelity as a function of the Ω coupling's strength in Eq. (S1)](image)

FIG. S1. Classical Toffoli gate fidelity as a function of the Ω coupling’s strength in Eq. (S1), measured in units of \( J = J_{12} = J_{23} \). We simulated the Hamiltonian for a time of \( \pi/\Omega \) (bottom axis). The right-most peak, with \( \Omega = 1.1J \), allows for a 14.9 ms gate with approximately 99% fidelity.

THEORETICAL ENERGY ESTIMATE

The Rabi frequency \( \Omega_R \) of a magnetic dipolar transition, like that between the two states |0⟩ and |1⟩, is a function of the magnetic field surrounding the ion,

\[ \hbar \Omega_R = \mu \cdot B_{\text{amp}}, \] (S2)

where \( B_{\text{amp}} \) is the magnetic field amplitude and \( \mu = (1/M |0⟩ \) is the magnetic dipole moment of the transition. The Rabi frequency \( \Omega_R \) is experimentally accessible. We estimate \( \mu = \mu_B \), where \( \mu_B \) is the Bohr magneton. Having these two quantities, we can estimate the value of \( B_{\text{amp}} \) which, in turn, will allow us to calculate the energy carried by the electromagnetic field of the microwave pulse. To do so, we need to know the profile of the microwave field’s wave front.

To generate the microwave field, we use an OFHC copper cylindrical cavity resonator of diameter \( 2a \approx 16.3 \text{ mm} \), placed inside the vacuum chamber [7]. The dimensions of the cavity were chosen specifically to allow the propagation of the dominant transverse-electric mode, TE_{11}, at the qubit frequency 12.6 GHz, while suppressing higher-order modes.

To estimate the energy carried by the microwave’s field, we assume that the ions are placed near the open end of the microwave cavity, close to its cylindrical axis, and that the magnetic field at that point may be approximated by the TE_{11} mode of an infinite circular wave guide of the same diameter. Let us use a cylindrical coordinate system \( \rho, \phi, z \), where \( z \) is aligned with the cylinder axis. Let us calculate the intensity of the fields of the TE_{11} mode by assuming a time and \( z \) dependence like

\[ E, B \propto e^{i(\omega t - \beta z)}, \] (S3)

From Maxwell’s equations for the vacuum inside the waveguide we can obtain expressions for the EM fields as a function of the \( E_z \) and \( B_z \) components

\[ E_\rho = -i \frac{\beta}{k^2} \begin{bmatrix} \beta & \omega & 0 \\ k/c & 1 & 0 \\ -k/c & 0 & 1 \end{bmatrix} \begin{bmatrix} \partial_\rho E_z \\ \partial_\phi B_z \\ \partial_\rho B_z \end{bmatrix}, \]

\[ E_\phi = \frac{i}{k^2} \begin{bmatrix} \omega & -\beta & 0 \\ -k/c & 1 & 0 \\ k/c & 0 & 1 \end{bmatrix} \begin{bmatrix} \partial_\rho E_z \\ \partial_\phi B_z \\ \partial_\rho B_z \end{bmatrix}, \] (S4)
where \( k_2^2 = k^2 - \beta_2^2 \) and \( k = \omega/c \).

The resonator was designed to allow only transverse electric fields, that is, \( E_z = 0 \). Applying \( \nabla \cdot B = 0 \), and assuming a separation of variables \( B_z = B_0 R(\rho) \Phi(\phi) \), we arrive at

\[
\nabla^2_\rho \Phi + \alpha^2 = 0 \quad (S5)
\]

\[
(\rho \Phi_\rho)^2 R + (\rho^2 k_2^2 - \alpha^2) R = 0, \quad (S6)
\]

for some constant \( \alpha \).

Equation (S5) has the general solution \( \Phi(\phi) = A \cos(\alpha(\phi - \phi_0)) \). Imposing \( \Phi(\phi + 2\pi) = \Phi(\phi) \) restricts \( \alpha \) to integer values. Equation (S6) is the Bessel functional equation. The only solutions that do not diverge are the Bessel functions of the first kind, \( J_\alpha(k_2 \rho) \). Since \( J_{-\alpha} \) and \( J_\alpha \) are equal up to a \( \pm 1 \) factor, we will take \( \alpha \) to be a non-negative integer and rename it to \( \alpha = n \in \mathbb{N} \). We thus arrive at the solution

\[
B_z = B_0 J_n(k_2 \rho) \cos(n(\phi - \phi_0)) e^{i(\omega t - \beta z)}. \quad (S7)
\]

The remaining field components can be calculated from Equations (S4),

\[
E_\rho = \frac{i \omega B_0}{k_c} \frac{J_n(k_2 \rho)}{k_2 \rho} \sin(n(\phi - \phi_0)) e^{i(\omega t - \beta z)}
\]

\[
E_\phi = \frac{i \omega B_0}{k_c} \frac{J_n'(k_2 \rho)}{k_2 \rho} \cos(n(\phi - \phi_0)) e^{i(\omega t - \beta z)}
\]

\[
B_\rho = -\frac{i \beta B_0}{k_c} \frac{J_n(k_2 \rho)}{k_2 \rho} \sin(n(\phi - \phi_0)) e^{i(\omega t - \beta z)}
\]

\[
B_\phi = \frac{i \beta B_0}{k_c} \frac{J_n'(k_2 \rho)}{k_2 \rho} \cos(n(\phi - \phi_0)) e^{i(\omega t - \beta z)},
\]

where \( J_n' \) is the derivative of the \( n \)-th Bessel function.

Finally, there is the added restriction that \( E \) be perpendicular to the conductor’s surface, that is, \( E_\phi(\rho = a) = 0 \), which means that

\[
k_c a = r'_m,
\]

where \( r'_m \) is the \( m \)-th root of \( J_n' \). For each \( n, m \) there is a different solution – the so-called TE\(_{nm} \) modes.

We will now focus on the TE\(_{11} \) mode, for \( n = 1 \), which is the first non-zero solution to Equations (S5) and (S6), also called the dominant mode, and also the only allowed mode of propagation by our cavity. In this case, we have \( k_c a = r'_{11} \approx 1.8412 \).

To calculate the energy carried by the microwave pulse, we calculate the Poynting vector and average it over a period \( T = 2\pi/\omega \),

\[
S^\text{avg} = \frac{1}{T} \int_0^T \frac{E \times B}{\mu_0} \, dt. \quad (S9)
\]

The only non-zero component of this vector is in the \( z \) direction,

\[
S^\text{avg}_z = \frac{1}{2} \frac{B_0^2 \omega \beta}{\mu_0 k_c^2} \left[ \left( \frac{J_1(k_2 \rho)}{k_2 \rho} \sin(\omega t - \beta z) \right)^2 + \left( J_1'(k_2 \rho) \cos(\omega t - \beta z) \right)^2 \right]. \quad (S10)
\]

We now integrate over the entire cross-section of the cylinder to obtain the power delivered by the cavity,

\[
P = \frac{1}{2} \frac{B_0^2 \omega \beta}{\mu_0} \frac{I_{11}}{(p'_{11})^2} \pi a^2, \quad (S11)
\]

where \( I_{11} \) is an integral of Bessel functions,

\[
I_{11} = \int_0^{p'_{11}} \left[ \left( J_1(r) \right)^2 + \left( J_1'(r) \right)^2 \right] r \, dr \approx 0.405.
\]

Finally, to estimate the power, we need only find the value of \( B_0 \) that makes the qubit states flop at the observed Rabi frequency \( \Omega_R \). The magnetic field amplitude at the center of the waveguide is

\[
B_{\text{amp}} = \| B(\rho = 0) \|_{\text{max}} = \frac{\beta B_0}{k_c} = \frac{\hbar \Omega_R}{\mu \cos \theta}. \quad (S13)
\]

The last equality comes from Equation (S2). The angle \( \theta \) is that between the ions’ magnetic dipole moment and the cavity’s magnetic field.

We then arrive at the expression for the power carried by the microwave pulse,

\[
P = \frac{1}{2} A_{\text{rad}} \frac{\hbar \Omega_R^2}{A_{\text{dip}} \cos^2 \theta}, \quad (S14)
\]

where we defined the areas

\[
A_{\text{rad}} = \frac{4I_{11}}{(p'_{11})^2} \pi a^2 \quad \text{and} \quad A_{\text{dip}} = \frac{\mu_0}{\hbar c} \mu^2, \quad (S15)
\]

with \( x = cp'_{11}/\omega a \). The area \( A_{\text{dip}} \) can be thought of as an effective dipole cross-section for the ion.

**EXPERIMENTAL ENERGY MEASUREMENTS**

**Experimental component schematics**

As depicted in FIG. S2, energy is supplied to the QPU by the microwave signal near 12.6 GHz for quantum control and cooling and the laser field required for cooling, state initialisation, and read-out. Table S1 shows the contributions from laser light and microwaves, respectively. The RMS RF power near 20 MHz applied to the resonator is 11(1) W.

**EQUIVALENT CNOT FIDELITY FROM HALF-ADDER DECOMPOSITION**

Quantum platforms that do not have three-qubit gates may implement a Half-Adder gate by decom-
In the PTM formalism, a depolarising channel has the simple representation \[ P_{\text{depolarising}} = \begin{pmatrix} 1 & 0 \\ 0 & \lambda I \end{pmatrix}, \]
where \( 0 \leq \lambda \leq 1 \) and \( I \) is the \( m \times m \) identity matrix.

Given that PTM matrices are multiplicative – that is, the PTM matrix of the composition of two CPTP maps is just the product of their respective PTM matrices – we will apply a depolarising noise to a unitary process by multiplying its \( A \) submatrix by a factor \( \lambda \), resulting in a new PTM matrix

\[ P' = \begin{pmatrix} 1 & 0 \\ 0 & \lambda I \end{pmatrix}. \]

It is worth pointing out that \( v = 0 \) for unitary processes like the \text{cnot}. We also note that, if a given unitary applies only to \( q \) qubits, we only apply a depolarising channel to those \( q \) qubits; the spectator qubits will remain unaffected.

Following the procedure just described, we assume depolarising noise characterized by \( \lambda = 0.999 \) to the Hadamard gates, in line with state-of-the-art ion trap platforms. On the other hand, the \( T = Z^{1/4} \) (and \( T^\dagger \)) gates will remain noiseless, as they are usually virtual gates, achieved via a phase shift of the incident driving field, usually a microwave or laser field. Numerically, we conclude that, to achieve a Half-Adder with 60.6% fidelity following the circuit in FIG. S3, the \text{cnot} gates must have a fidelity of at least 95.5%.
FIG. S3. Decomposition of the Half-Adder circuit into next neighbour CNOT operations and local rotations. Here, $T = 2^{1/4}$ and $H$ is the Hadamard gate. The vertical line separates the Toffoli from the CNOT operation realised by a swap gate and a next-neighbour CNOT gate to implement the Half-Adder circuit. Each CNOT operation would require a conditional evolution time $T_C = 6.84$ ms totalling up to $T = 89$ ms in the three-qubit system used to demonstrate the direct implementation of the Toffoli and the Half-Adder gate. The CNOT gates on both sides of the vertical line cancel out, which we take into account in our noise model.