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Abstract

In this paper we study the large $N$ solution to matrix models describing the partition functions of 3d supersymmetric gauge theories on $S^3$. The model we focus on has a single $U(N)$ gauge group and fundamental fields, whose number scales with $N$, also known as the Veneziano limit. The novel point in our model is our choice of masses for the fundamental fields. Instead of vanishing or fixed masses, we consider a linear distribution. We show that the model can still be solved by standard large $N$ techniques and explore the different phases of the model. We also comment about other natural mass distributions.
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1 Introduction

The tools of supersymmetric localization [11] have revolutionized the study of supersymmetric field theories. They allow one, under very restrictive assumptions, to reduce the infinite dimensional path integral of a field theory on certain manifolds to a finite dimensional integral. One of the most important applications has been to test dualities, as the partition functions of two dual models should be the same. Most often the resulting integral expressions are not identical, but are equal after using some integral identities.

This is a great achievement, but it is not the same as actually calculating the partition function. In the most celebrated case, that of 4d $\mathcal{N} = 2$ theories on $S^4$, the resulting integral is extremely complicated - it is equivalent to a calculation in a 2d CFT, via the AGT correspondence [2,3] - but explicit evaluation of the integrals is not available even for $SU(2)$ groups (Liouville theory).

In this paper we study the matrix model for 3d theories on $S^3$ [4]. The case of the ABJ(M) model and other circular quivers has received a lot of attention and the matrix model has been solved for many such cases either in the large $N$ limit, sometimes to all orders in $1/N$ and in a select few cases exactly [5–8]. For linear quivers the case of small $N$ (with no Chern-Simons term) can be solved completely explicitly by rather elementary integration [9], but the large $N$ limit is more complicated.

We study a model with $\mathcal{N} = 3$ SUSY comprising of a single $U(N)$ node with $K$ flavours. The partition function of the theory on $S^3$ is given by the matrix model [10]

$$Z = \frac{1}{N!} \int d^N z \frac{\prod_{i<j} \text{sh}^2(z_i - z_j)}{\prod_{i=1}^N \prod_{k=1}^K \text{ch}(z_i - m_k)} e^{2\pi i \zeta \sum_i z_i + \pi i \kappa \sum_i z_i^2},$$

(1.1)

where $m_i$ are $K$ arbitrary masses, $\zeta$ is the Fayet-Iliopoulos (FI) parameter and $\kappa$ the Chern-Simons (CS) level. The FI term can be eliminated by a shift of the integration variables and the masses $m_k$, and therefore will henceforth be ignored.

We consider this model in the large $N$ and large $K$ limit, also known as the Veneziano limit, which raises the question of how to choose the $K$ mass parameters. In [11,12] this model was studied with all vanishing masses or taking two values $\pm M$. The purpose of this note is to show that this model has a nice large $N$ solution also when the masses are distributed along an interval. We choose the linear distribution

$$m_k = m_1 + \frac{k - 1}{K - 1} \mu,$$

(1.2)

and solve the model in the large $N$ limit.

The planar solution of the matrix model has the eigenvalues $z_i$ distributed along a cut (we only consider single cut solutions, which is consistent with numerical checks), and we find an interesting interplay between the distribution of eigenvalues and the mass distribution. In the absence of a CS term, the eigenvalues are centered around the masses with two possibilities: The width of the eigenvalue distribution may be larger or smaller than that of the masses. The CS term provides an extra force attracting the eigenvalues to the origin and if the masses are not distributed symmetrically, this leads to further configurations with partial overlap or no overlap of the eigenvalues and the mass distribution.

The rest of the note is organised as follows: In the next section we solve the model. In Section 3 we plot some graphs of eigenvalue distributions and investigate their possible forms. In Section 4...
we study the model in the limit of large $S^3$ radius, where it simplifies dramatically and where the different possible overlaps of the masses and eigenvalue density outlined above correspond to different phases with a rich structure of third order phase transitions. We conclude with a discussion.

2 Solving the matrix model

To solve the matrix model (1.1), we first change variables
\[ Z_i = C e^{2\pi z_i}, \quad M_k = C e^{2\pi m_k}, \quad (2.1) \]
where $C$ is an arbitrary constant. Similarly, if the eigenvalues $z_i$ are supported on the interval $[a, b]$, then the exponentiated eigenvalues $Z_i = C e^{2\pi z_i}$ are supported on $[A, B]$. The partition function is now
\[ Z = \frac{\prod_{k=1}^{K} M_k^{N/2}}{(2\pi)^N N!} \int d^N Z \prod_{i<j} (Z_i - Z_j)^2 \frac{\prod_{i=1}^{N} Z_i^{K/2-N} e^{i \frac{\kappa}{4\pi} \log^2 (Z_i/C)}}{\prod_{i=1}^{N} \prod_{k=1}^{K} (Z_i + M_k)} \quad (2.2) \]
with the potential
\[ V(Z) = C_0 + \frac{1}{N} \sum_{k=1}^{K} \log(Z + M_k) - \left( \frac{K}{2N} - 1 \right) \log \frac{Z}{C} - i \frac{\kappa}{4\pi N} \log^2 \frac{Z}{C}, \quad (2.3) \]
\[ C_0 = \frac{1}{N} \log(2\pi) - \left( \frac{K}{2N} - 1 \right) \log C - \frac{1}{2N} \sum_{k=1}^{K} \log M_k. \]

The saddle point equation for an eigenvalue $Z_i$ is
\[ 2 \sum_{j \neq i} \frac{1}{Z_i - Z_j} = NV'(Z_i) = \sum_{k=1}^{K} \frac{1}{Z_i + M_k} - \left( \frac{K}{2} - N \right) \frac{1}{Z_i} - i \frac{\kappa}{2\pi} \frac{\log(Z_i/C)}{Z_i}, \quad (2.4) \]

We want to study this model in the large $N$ limit, where the saddle point approximation becomes exact, and we are then faced with choosing a distribution for the masses. As mentioned in the introduction, we focus on the simple choice of a constant distribution of masses between $m_1$ and $m_K$ according to (1.2).

As we take the large $N$ limit, it is useful to introduce the Veneziano parameter
\[ \chi = \frac{K}{2N}, \quad (2.5) \]
as well as the 't Hooft coupling
\[ \lambda = \frac{N}{\kappa}, \quad (2.6) \]
and then take the large $N$ limit in such a way that both these parameters are kept fixed. Therefore, in this limit we have

$$\frac{1}{N} \sum_{k=1}^{K} \log(Z + M_k) \rightarrow \frac{\chi}{\pi(m_K - m_1)} \int_{M_1}^{M_K} \frac{dM}{M} \log(Z + M)$$

$$= 2\chi \log Z - \frac{2\chi}{2\pi \mu} \left( \text{Li}_2 \left( -\frac{M_K}{Z} \right) - \text{Li}_2 \left( -\frac{M_1}{Z} \right) \right).$$

(2.7)

The force resulting from the full potential is

$$-V'(Z) = \frac{1}{Z} \left( \frac{2\chi}{2\pi \mu} \log Z + M_K \right) + \frac{i}{2\pi \lambda} \log Z - \left( \chi + 1 + \frac{i}{2\pi \lambda} \log C \right).$$

(2.8)

In order to find the eigenvalue distribution, we use the standard technique and introduce the resolvent $\omega(Z)$ defined by

$$\omega(Z) = \oint dZ' \frac{\rho(Z')}{Z - Z'}.$$  

(2.9)

Assuming that the eigenvalues are distributed along a single cut, then for a generic function $V'(Z)$, the resolvent is given by

$$\omega(Z) = \frac{1}{2} \oint_{\mathcal{C}} \frac{dZ' V'(Z')}{2\pi i Z - Z'} \sqrt{(Z - A)(Z - B)(Z' - A)(Z' - B)}.$$  

(2.10)

where $\mathcal{C}$ is the path around the branch cut between $A$ and $B$. From this, one can then obtain the density by studying the discontinuity across the branch cut

$$\rho(Z) = -\frac{1}{2\pi i} (\omega(Z + i\epsilon) - \omega(Z - i\epsilon)).$$  

(2.11)

We rewrite equation (2.10) as

$$\omega(Z) = \frac{1}{2} V'(Z) - \frac{1}{2} M(Z) \sqrt{(Z - A)(Z - B)},$$  

(2.12)

where $M$ is defined by the integral over a deformation of the contour $\mathcal{C}$ to one that encircles $\infty$

$$M(Z) = \oint_{\infty} \frac{dZ' V'(Z')}{2\pi i Z - Z'} \frac{1}{\sqrt{(Z' - A)(Z' - B)}}.$$  

(2.13)

Our expression for the force includes poles and terms of the form $\frac{\log(Z + M)}{Z}$. It is convenient to consider their contribution to the resolvent independently.

Adapting the solution of the Chern-Simons matrix model [13,14] to a generic logarithmic term

$$V'(Z) = \frac{\log(Z + M)}{Z},$$  

(2.14)

gives

$$M_{\log}(Z) = \frac{1}{2\pi i} \oint_{\infty} dZ' \frac{\log(Z' + M)}{Z'(Z' - Z) \sqrt{(Z' - A)(Z' - B)}}.$$  

(2.15)
The contour is such that we get a contribution from the logarithmic branch cut and from the pole at \( Z' = 0 \) (but not from \( Z' = Z \)), resulting in

\[
M_{\log}(Z) = - \int_{-\infty}^{-M} dZ' \frac{1}{Z'(Z' - Z)\sqrt{(Z' - A)(Z' - B)}} - \frac{\log M}{Z\sqrt{AB}} \\
= \frac{2}{Z\sqrt{AB}} \log \frac{\sqrt{A + \sqrt{B}}}{\sqrt{B(A + M) + \sqrt{A(B + M)}}} \\
+ \frac{1}{Z\sqrt{(Z - A)(Z - B)}} \log \frac{\left(\sqrt{(A - Z)(B + M)} - \sqrt{(B - Z)(A + M)}\right)^2}{(M + Z) \left(\sqrt{A - Z} - \sqrt{B - Z}\right)^2}.
\]

The contribution of the pole term is much simpler. For

\[
\omega(Z) = \frac{1}{Z} = 0,
\]

we find

\[
M_{\text{pole}}(Z) = - \frac{1}{Z\sqrt{AB}}.
\]

Combining all those and the usual Chern-Simons terms together gives

\[
\omega(Z) = \frac{1}{2Z} \left(\chi + 1 + \frac{i}{2\pi\lambda} \log C\right) \left(1 + \sqrt{(A - Z)(B - Z)}\right) \\
- \frac{\sqrt{(A - Z)(B - Z)}}{Z\sqrt{AB}} \left(\frac{\chi}{\pi\mu} \log \frac{\sqrt{B(A + M_K)} + \sqrt{A(B + M_K)}}{\sqrt{B(A + M_1) + \sqrt{A(B + M_1)}}} - \frac{i}{2\pi\lambda} \log \frac{2\sqrt{AB}}{\sqrt{A + \sqrt{B}}}\right) \\
+ \frac{\chi}{2\pi\mu Z} \left(\log \frac{\left(\sqrt{(A - Z)(B + M_K)} - \sqrt{(B - Z)(A + M_K)}\right)^2}{\left(\sqrt{(A - Z)(B + M_1)} - \sqrt{(B - Z)(A + M_1)}\right)^2} - \log \frac{(Z + M_K)^2}{(Z + M_1)^2}\right) \\
+ \frac{i}{4\pi\lambda Z} \log \frac{\sqrt{A(Z - B)} - \sqrt{B(Z - A)}}{Z^2 \left(\sqrt{Z - A} - \sqrt{Z - B}\right)^2}.
\]

2.1 Asymptotic behaviour of the resolvent

Expanding \( \omega(Z) = \omega^{(0)} + \omega^{(1)}/Z + \mathcal{O}(Z^{-2}) \), the requirement that \( \omega^{(0)} = 0 \) can be expressed as:

\[
\chi + 1 + \frac{i}{\pi\lambda} \log \frac{\sqrt{C}(\sqrt{A} + \sqrt{B})}{2\sqrt{AB}} = \frac{2\chi}{\pi\mu} \log \frac{\sqrt{B(A + M_K)} + \sqrt{A(B + M_K)}}{\sqrt{B(A + M_1) + \sqrt{A(B + M_1)}}}.
\]

The condition \( \omega^{(1)} = 1 \) can be recast as \( \omega^{(1)} + \frac{A + B}{2}\omega^{(0)} = 1 \) which gives

\[
- \chi + 1 + \frac{i}{\pi\lambda} \log \frac{\sqrt{A} + \sqrt{B}}{2\sqrt{C}} = \frac{2\chi}{\pi\mu} \log \frac{\sqrt{A + M_K} - \sqrt{B + M_K}}{\sqrt{A + M_1} - \sqrt{B + M_1}}.
\]

For \( \kappa \neq 0 \), i.e. finite \( \lambda \), we can choose \( C \) to simplify these equations. For \( \lambda \to \infty \), the \( C \)-dependence drops out.
We can use (2.20) to simplify the resolvent (2.19)

\[
\omega(Z) = \frac{1}{2Z} \left( \chi + 1 + \frac{i}{2\pi \lambda} \log C \right) + \frac{\chi}{2\pi \mu Z} \log \left( \frac{\sqrt{(A-Z)(B+M_K)} - \sqrt{(B-Z)(A+M_K)}}{\sqrt{(A-Z)(B+M_1)} - \sqrt{(B-Z)(A+M_1)}} \right)^2 - \log \frac{(Z+M_K)^2}{(Z+M_1)^2} 
\]

This expression still depends on \(A\) and \(B\), but there is no easy way to solve (2.20) and (2.21) to simplify this further, and need to keep those two constraints in mind below.

2.2 The eigenvalue density

The exponentiated eigenvalues \(Z\) are supported on the interval \([A, B]\), and their density is proportional to the discontinuity in \(\omega\). This comes from \(\sqrt{(A-Z)(B-Z)}\), leading to

\[
\rho(Z) = -\frac{i}{2\pi^2 \lambda Z} \arctan \left( \frac{\sqrt{B - \sqrt{A}} \sqrt{(Z-A)(B-Z)}}{\sqrt{A}(B-Z) + \sqrt{B}(Z-A)} \right) + \frac{\chi}{\pi^2 \mu Z} \left[ \arctan \sqrt{\frac{(B-Z)(A+M_K)}{(Z-A)(B+M_K)}} - \arctan \sqrt{\frac{(B-Z)(A+M_1)}{(Z-A)(B+M_1)}} \right] .
\]

We can easily go back to the original variables \(z\) by the relation \(\rho(z)dz = \rho(Z)dZ = 2\pi Z \rho(Z)dz\), and equation (2.1). We furthermore return to the original mass variables \(m_i\) by the replacement \(\mu = m_K - m_1\). This all gives us the expression for \(\rho(z)\) as

\[
\rho(z) = -\frac{i}{\pi \lambda} \arctan \frac{\sqrt{\text{sh}(z-a) \text{sh}(b-z)}}{\text{ch} \left( \frac{a+b-2z}{2} \right)} + \frac{2\chi}{\pi (m_K - m_1)} \left[ \arctan \sqrt{\frac{\text{sh}(b-z) \text{ch}(a-m_K)}{\text{sh}(z-a) \text{ch}(b-m_K)}} - \arctan \sqrt{\frac{\text{sh}(b-z) \text{ch}(a-m_1)}{\text{sh}(z-a) \text{ch}(b-m_1)}} \right] ,
\]

where the interval endpoints \(a, b\) may be fixed by the normalisation conditions, or, equivalently, from the condition on the asymptotic behaviour of the resolvent (equations (2.20) and (2.21)).

2.3 Wilson loops

The vacuum expectation value of Wilson loops \([15]\) around a big circle of the \(S^3\) may be computed as \([4]\)

\[
W = \left\langle \frac{1}{N} \sum_i e^{2\pi z_i} \right\rangle \xrightarrow{N \to \infty} \int dz \rho(z) e^{2\pi z} .
\]
It turns out that this is easier to evaluate in the exponentiated variable $Z$, and it then takes the form
\[ W = \frac{1}{C} \oint dZ \omega(Z) = \frac{1}{C} \int_A^B dZ \rho(Z). \] (2.26)
Carrying out this integration, we find
\[ W = -\frac{i}{8\pi C \lambda} \left( \sqrt{A} - \sqrt{B} \right)^2 - \frac{\chi}{2\pi C \mu} \left( M_K - M_1 - \sqrt{(A + M_K)(B + M_K)} + \sqrt{(A + M_1)(B + M_1)} \right) \]
(2.27)
or, expressed in the original variables
\[ W = -\frac{i}{8\pi \lambda} e^{\pi(a+b)} \text{sh}^2 \left( \frac{b - a}{2} \right) - \frac{\chi}{2\pi (m_K - m_1)} \left[ e^{\pi(m_K + m_1)} \text{sh}(m_K - m_1) - e^{\pi m} \sqrt{\text{ch}(a - m) \text{ch}(b - m_K) - e^{\pi m} \sqrt{\text{ch}(a - m_1) \text{ch}(b - m_1)}} \right]. \] (2.28)

2.4 Symmetric distributions

In the special case of a symmetric mass distribution and vanishing FI-parameter, the entire problem has reflection symmetry around the origin. This means that $a = -b$, and so, the equations simplify
\[ \rho(z) = -\frac{i}{\pi \lambda} \arctan \frac{\sqrt{\text{ch}^2(b) - \text{ch}^2(z)}}{\text{ch}(z)} + \frac{\chi}{\pi m} \arctan \frac{\text{sh}(m) \sqrt{\text{ch}^2(b) - \text{ch}^2(z)}}{\text{ch}(z) \sqrt{\text{ch}^2(b) + \text{sh}^2(m)}}. \] (2.29)
The condition (2.20) now takes the form
\[ \chi - 1 = \frac{i}{\pi \lambda} \log \frac{\text{ch}(b)}{2} + \frac{\chi}{\pi m} \log \frac{\sqrt{\text{ch}^2(b) + \text{sh}^2(m)} + \text{sh}(m)}{\text{ch}(b)}, \] (2.30)
and we can use it to fix $b(m, \lambda, \chi)$. (2.21) is then automatically satisfied.

The Wilson loop (2.28) is
\[ W = -\frac{i}{8\pi \lambda} \text{sh}^2(b) - \frac{\chi}{4\pi m} \text{sh}(m) \left( \text{ch}(m) - \sqrt{\text{ch}^2(b) + \text{sh}^2(m)} \right). \] (2.31)

3 Form of the solution

In this section we study the different forms the eigenvalue density can take. We plot the analytic expressions for varying values of the parameters and compare it to a numerical analysis of the solution to the saddle point equations with $N = 100$. The analytic expressions provide a good fit to the numerical results for the entire range of the parameters we tested (with negative imaginary 't Hooft coupling).

Figure 1 shows the regime of large $\mu$, where the eigenvalue density approaches a constant. In this case, $m_K - m_1 = 20$ is not very large, so we see a few eigenvalues along the tails extending
Figure 1: The eigenvalue density for vanishing CS-level, $K = 2N$ ($\chi = 1$) and a relatively large $\mu = 20$. The black line is the analytic density, and the red dots are numerical results for $N = 100$. The blue dots are the distribution of masses, here condensed to a line.

beyond the range of the masses $[-10, 10]$. The limit of large $\mu$ is studied in detail in the next section.

When $\mu$ is small the eigenvalue distribution forms a bell shape, as can be seen in the left graph in Figure 2. As we increase $\mu$, as in the right graph, the bell widens until it becomes flat, like in Figure 1.

The eigenvalues get squeezed further towards the origin if we increase $\chi$ (or $K$). In the absence of a CS term, the matrix model does not converge for $\chi < 1$, but it can increase arbitrarily. In Figure 3 we illustrate the case of $\chi = 2$ with the same values of $\mu$ as in Figure 2. We see that with large enough $\mu$ and/or $\chi$, the eigenvalues no longer extend beyond the range of the mass distribution.

To check when this happens, we can solve for $b = m_K$, which also fixes $a = m_1$, as we are in
the symmetric case, discussed in Section 2.4. Equation (2.30) then gives

\[ \chi - 1 = \frac{i}{\pi \lambda} \log \frac{\text{ch}(m)}{2} + \frac{\chi}{\pi m} \log \frac{\sqrt{2 \text{ch}(2m) + \text{sh}(m)}}{\text{ch}(m)}, \]

(3.1)

In particular, if we focus on the case of \( \kappa = 0 \), as in the above examples, we find a simple curve of \( \chi(m) \), shown in Figure 4. It is easy to see that there are no discontinuities when crossing this line, so it does not lead to a phase transition. Those arise in the next section, when we consider the decompactification limit.

Figure 4: The values of \( \chi \) for which \( b = mK \) for symmetric mass distributions and \( \kappa = 0 \).

The Chern-Simons coupling adds an extra potential term pushing the eigenvalues towards the origin, and in fact with a nonzero CS parameter we can take \( \chi \rightarrow 0 \). Some plots with imaginary CS terms are shown in Figure 5.

The condition that the endpoints of the eigenvalue distribution coincide with the endpoints of the masses (3.1) now leads to a hypersurface in 3d.

The situation gets more complicated when the mass distribution is not centered around the origin. In the absence of a CS term, the eigenvalue distribution translates with the masses, but
the CS term breaks translation symmetry, and tends to keep the eigenvalues centred around the origin. Two graphs illustrating this are shown in Figure 6. One can see that it may now be possible for one endpoint of the eigenvalue distributions to be outside of the domain of the masses, while the other is still inside. Depending on the range of the parameters, any order among $a$, $b$, $m_1$ and $m_K$ consistent with $a < b$ and $m_1 < m_K$ is possible. Indeed, increasing the value of $m_1$ a bit beyond that in the right graph in Figure 6 leads to the eigenvalues completely disjoint from the mass distribution: $a < b < m_1 < m_K$.

4 The decompactification limit and phase transitions

Non-trivial phase structures has been observed previously for mass-deformed theories in 3, 4 and 5 dimensions [11,12,16–23]. It stands to reason that something similar might occur here. Therefore, we would like to examine the behaviour of the free energy and Wilson loops in the so-called decompactification limit where we take the radius $R$ of the $S^3$ to infinity while keeping $\kappa$ and $\lambda/R$ fixed. To that end we reintroduce the explicit radius dependance in the original matrix model.
(1.1) (in which the radius of the sphere was taken to be unity) via the substitution
\[ m_j \rightarrow R m_j, \quad z_j \rightarrow R z_j. \quad (4.1) \]
The saddle point equation for the eigenvalue \( z_i \) (with \( \zeta = 0 \)) now takes the form
\[ \frac{1}{N} \sum_{j \neq i} \coth(\pi R(z_i - z_j)) = \frac{\chi}{K} \sum_{k=1}^{K} \tanh(\pi R(z_i - m_k)) - \frac{i}{\lambda} R z_i. \quad (4.2) \]
In the limit \( R \to \infty \), the hyperbolic functions approach sign-functions of the real part of the argument. Let us introduce \( \tilde{\lambda} = i \frac{\lambda}{R} \) which is held fixed (and positive) as \( R \to \infty \). Going to the continuum limit, where the masses are distributed according to \( \rho_m(m) \), we then find
\[ \int_{a}^{b} dz' \rho(z') \text{sign}(z - z') = \chi \int_{m_1}^{m_K} dm \rho_m(m) \text{sign}(z - m) + \frac{1}{\tilde{\lambda}} z. \quad (4.3) \]
Differentiating both sides with respect to \( z \) gives us the relation
\[ \rho(z) = \chi \rho_m(z) + \frac{1}{2 \tilde{\lambda}}. \quad (4.4) \]
This is a remarkably simple expression for the eigenvalue density, which is valid for arbitrary mass distributions \( \rho_m \), and not only the constant one which we analyzed previously for finite \( R \). This equation is not enough, though, to determine the endpoints \( a \) and \( b \).

To that end, consider (4.3) for \( z = a \) and \( z = b \)
\[ -1 = 2 \chi \int_{m_1}^{a} dm \rho_m(m) - \chi + \frac{1}{\lambda} a, \quad 1 = 2 \chi \int_{m_1}^{b} dm \rho_m(m) - \chi + \frac{1}{\lambda} b. \quad (4.5) \]
We are interested in phase transitions as we change the parameter \( \chi \) and coupling \( \lambda \). These arise when \( \rho(z) \) changes discontinuously and it is easy to see that for continuous \( \rho_m \), the solution to (4.4) subject to the constraints in (4.5) will depend continuously on \( \chi \) and \( \lambda \).

Phase transitions arise then from discontinuities in \( \rho_m \), and focusing again on the case of constant mass-density, the discontinuities are at the endpoints \( m_1 \) and \( m_K \). Given that \( m_1 < m_K \) and \( a < b \), there are six possible arrangements of these variables.

### 4.1 Symmetric mass distributions
Before analyzing the general case, let us focus on symmetric mass distributions \( m_K = -m_1 = m \), which imply also \( a = -b \). In this case there are two possible phases with \( b < m \) and \( b > m \). It is clear from (4.5), that the interface is at
\[ 1 = \chi + \frac{m}{\lambda}. \quad (4.6) \]
This matches the large \( R \) limit of (3.1), where the last term drops out. Note that since \( \tilde{\lambda} > 0 \), this phase transition only occurs for \( \chi < 1 \).
The case of $b < m$ leads to a constant eigenvalue density \( \rho(z) = \frac{\chi}{2m} + \frac{1}{2\lambda} \) on the interval \([-b, b]\) and clearly $b = \frac{1}{2\rho(0)}$. This happens in the domain where $\lambda < \frac{m}{1-\chi}$.

For $b > m$, or $\lambda > \frac{m}{1-\chi}$ the eigenvalue density is

\[
\rho(z) = \begin{cases} 
\frac{1}{2\lambda} + \frac{\chi}{2m}, & -m < z < m, \\
\frac{1}{2\lambda}, & m < |z| < b, \\
0, & |z| > b,
\end{cases}
\]

and $b = \tilde{\lambda}(1-\chi)$.

We can evaluate the free energy on both sides of the phase transition. For a given $\rho_m(m)$ and $\rho(z)$ it is given in this limit by

\[
F = \log N! - \pi N^2 R \left[ \int dzdz' \rho(z)\rho(z')|z - z'| - 2\chi \int dz dm \rho(z)\rho_m(m)|z - m| - \frac{1}{\lambda} \int dz \rho(z)z^2 \right].
\]

We thus find

\[
F = \log N! + \begin{cases} 
\pi N^2 R \left( m\chi - \frac{m\lambda}{3(m+\lambda)} \right), & \tilde{\lambda} < \frac{m}{1-\chi}, \\
\pi N^2 R \left( m\chi - \frac{m\lambda}{3(m+\lambda)} - \frac{\chi}{3\lambda(m+\lambda)}(\lambda(1-\chi) - m)^3 \right), & \tilde{\lambda} > \frac{m}{1-\chi},
\end{cases}
\]

Clearly this is continuous at $b = m$, and so are the first and second derivatives with respect to $\tilde{\lambda}$ or $\chi$ or $m$, so this is a third order phase transition.

Similarly, the Wilson loop may be computed by (2.25), giving

\[
W = \begin{cases} 
\frac{\tilde{\lambda}(\lambda+m)}{4\pi\lambda m R} \text{sh} \left( \frac{2\lambda m R}{\tilde{\lambda}(\lambda+m)} \right), & \tilde{\lambda} < \frac{m}{1-\chi}, \\
\frac{\lambda}{4\pi m R} \text{sh}(2mR) + \frac{1}{4\pi R} \text{sh} \left( 2\tilde{\lambda}(1-\chi)R \right), & \tilde{\lambda} > \frac{m}{1-\chi},
\end{cases}
\]

Unlike the free energy, this has a discontinuity already in the second derivative. Since we are in the large $R$ limit we can replace all sh functions with exp and away from the phase boundary can also ignore the subleading exponent in the second phase, so

\[
W \simeq \begin{cases} 
\frac{(\tilde{\lambda}(\lambda+m))e^{2\pi\lambda m R/(\tilde{\lambda}(\lambda+m))}}{4\pi\lambda m R e^{2\pi m R}}, & \tilde{\lambda} < \frac{m}{1-\chi}, \\
\frac{\lambda}{4\pi m R e^{2\pi m R}}, & \tilde{\lambda} > \frac{m}{1-\chi},
\end{cases}
\]

which, just as the free energy, is continuous at $b = m$, but the second derivative with respect to $\tilde{\lambda}$, $\chi$ or $m$ is not.

### 4.2 Asymmetric mass distribution

In the generic case there are six phases which are most easily classified by the arrangement of $a$, $b$, $m_1$ and $m_K$, as listed in Table I. Of course $a$ and $b$ depend on the values of the parameters $\chi$, $\lambda$ and the masses, which is also illustrated in Table I.

If we fix $m_1$, $m_K$ then at most four phases can be seen by changing $\chi$ and $\lambda$. The phase boundaries are at

\[
b = m_1, \quad b = m_K, \quad a = m_1, \quad a = m_K.
\]
The expressions for the different phase boundaries are given in Table 2 and the phase diagram in the $(\tilde{\lambda}, \chi)$-plane for $m_1 = 1$ and $m_K = 2$ is shown in Figure 7.

### Table 2: The phase boundaries.

It is easy to evaluate the free energy and the Wilson loop in each one of the phases, following the example in the symmetric case, and one finds once again all the phase transitions to be of third order.

## 5 Discussion

The purpose of this note was to study further large $N$ limits of matrix models which arise from localization of 3d supersymmetric field theories and hence solve for their $S^3$ partition function. The models we studied has $K$ fundamental fields, whose number scales with $N$ in the limit and the novel feature that we addressed is to allow different masses for the fundamental fields.

For even $K$ we can view our model as an ungauged version of ABJ theory with gauge group $U(N) \times U(K/2)$. In the ABJ model one would have to integrate over the Coulomb branch parameters of the $U(K/2)$ vector multiplets, but when ungauged, those get frozen into the mass distribution. An additional Vandermonde-like factor, arising from the one-loop determinant of
the vectors (and the Haar measure), is also absent, but could easily be incorporated as a simple determinant of the mass parameters.

We chose the simplest nontrivial mass distribution, a constant distribution over an arbitrary domain \([m_1, m_K]\), and were able to solve the matrix model in the large \(N\) limit. In fact, there is a limit of the ABJ model (and similar theories), where the eigenvalue distribution is approximately flat \cite{24} and also in our case, we find such a solution, see Figure 1. Starting with the ABJ model in the regime where the eigenvalue distribution is flat and ungauging it, keeping one set of eigenvalues as dynamical and the other frozen, will lead to the same solution.

Therefore, we could start with the ABJ model in a different regime, where the eigenvalue distribution is not flat, ungauging one group and we are guaranteed that the solution for the other set of eigenvalues would not be modified. It would be interesting to explore others mass distributions arising in this or other ways.

We have studied the phase structure of the model and found that in the decompactification limit there are six different phases as one modifies the mass distribution, \(K\) and the Chern-Simons coupling. For finite radius spheres we found no phase transitions, but we should emphasize that our solution assumed a single cut, and while this is consistent with the numerical tests, it cannot be seen as a conclusive statement. In particular we have worked exclusively with imaginary CS parameter, which helps convergence. Our solution can be analytically continued to real values of the CS parameter, but our tests of the phase structure may no longer be valid.

Another natural generalization of our model is the case of a longer linear quiver. Such models are again easy to solve at finite \(N\) \cite{9}, and can also be written as ungauged circular quivers, which are also easy to solve at large \(N\) \cite{7,24}. We leave that to future work.
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