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Abstract

On the set of dissipative solutions to the multi-dimensional isentropic Euler equations, we introduce a quasi-order by comparing the acceleration at all time. This quasi-order is continuous with respect to a suitable notion of convergence of dissipative solutions. We establish the existence of minimal elements. Minimizing the acceleration amounts to selecting dissipative solutions that are as close to being a weak solution as possible.

1. Introduction

The isentropic Euler equations

\[
\begin{align*}
\partial_t \varrho + \nabla \cdot (\varrho \mathbf{u}) &= 0 \quad & \text{in } [0, \infty) \times \mathbb{R}^d \\
\partial_t (\varrho \mathbf{u}) + \nabla \cdot (\varrho \mathbf{u} \otimes \mathbf{u}) + \nabla P(\varrho) &= 0
\end{align*}
\]

model the evolution of compressible gases. The unknowns \((\varrho, \mathbf{u})\) depend on time \(t \in [0, \infty)\) and space \(x \in \mathbb{R}^d\). We assume suitable initial data is given as:

\[(\varrho, \mathbf{u})(0, \cdot) =: (\bar{\varrho}, \bar{\mathbf{u}})\).

We will think of \(\varrho\) as a map from \([0, \infty)\) into the space of non-negative, finite Borel measures, which we denote by \(\mathcal{M}_+(\mathbb{R}^d)\). The quantity \(\varrho\) is called the density; it represents the distribution of mass in time and space. The continuity equation in (1) expresses the local conservation of mass, where

\[\mathbf{u}(t, \cdot) \in \mathcal{L}^2(\mathbb{R}^d, \varrho(t, \cdot)) \quad \text{for all } t \in [0, \infty)\]

is the Eulerian velocity field taking values in \(\mathbb{R}^d\). The momentum equation in (1) expresses the local conservation of momentum \(\mathbf{m} := \varrho \mathbf{u}\). Note that \(\mathbf{m}(t, \cdot)\) is a finite \(\mathbb{R}^d\)-valued Borel measure absolutely continuous with respect to \(\varrho(t, \cdot)\) for all
$t\in [0,\infty)$, because of (2). Without loss of generality, we will assume that $\rho$ has mass one. It then follows from the continuity equation that for all times $t$ we have $\rho(t,\cdot)\in \mathcal{P}(\mathbb{R}^d)$, the space of Borel probability measures.

To obtain a closed system (1) we must prescribe an equation of state, which determines the pressure. For the isentropic Euler equations, where the thermodynamical entropy is assumed constant in time and space, the pressure is just a function of the density. We will consider polytropic gases.

**Definition 1. (Internal Energy)** Let $U(r) := \kappa r^\gamma$ for all $r \geq 0$, where $\kappa > 0$ and $\gamma > 1$ are constants. For all $\rho \in \mathcal{P}(\mathbb{R}^d)$ we define the internal energy

$$U[\rho] := \begin{cases} \int_{\mathbb{R}^d} U(r(x)) \, dx & \text{if } \rho = r \mathcal{L}^d, \\ +\infty & \text{otherwise.} \end{cases}$$

Here $\mathcal{L}^d$ is the $d$-dimensional Lebesgue measure on $\mathbb{R}^d$.

The constant $\gamma$ is called the adiabatic coefficient. Since we are interested in solutions of (1) with finite energy, the density $\rho(t,\cdot)$ must be absolutely continuous with respect to the Lebesgue measure for all $t \in [0,\infty)$. Let $r(t,\cdot)$ be its Lebesgue–Radon–Nikodým derivative. Then

$$p(t,\cdot) = P(r(t,\cdot)) \mathcal{L}^d \text{ for all } t \in [0,\infty),$$

where

$$P(r) = U'(r)r - U(r) \text{ for } r \geq 0.$$

Occasionally, we will not distinguish between $\rho$ and its Lebesgue density.

Smooth solutions $(\rho, u)$ of (1) satisfy the additional conservation law

$$\partial_t \left( \frac{1}{2} \rho |u|^2 + U(\rho) \right) + \nabla \cdot \left( \frac{1}{2} \rho |u|^2 + U'(\rho)\rho \right) u = 0,$$  \hspace{1cm} (3)

which expresses local conservation of total energy

$$E(\rho, u) := \frac{1}{2} \rho |u|^2 + U(\rho),$$

which is the sum of kinetic and internal energy. It is well-known, however, that a generic solution to the isentropic Euler equations will not remain regular, even for smooth initial data. Instead the solution will develop jump discontinuities along codimension-one submanifolds in space-time, which are called shocks. In this case, continuity and momentum equation must be considered in the sense of distributions, and the energy equation (3) does not follow automatically. A physically reasonable relaxation is to assume that no energy can be created by the fluid. Then (3) must be replaced by the inequality

$$\partial_t \left( \frac{1}{2} \rho |u|^2 + U(\rho) \right) + \nabla \cdot \left( \frac{1}{2} \rho |u|^2 + U'(\rho)\rho \right) u \leq 0$$  \hspace{1cm} (4)
distributionally. Strict inequality in (4) means that mechanical energy is transformed into a form of energy not accounted for by the model, such as heat.

A differential inequality like (4) contains some information on the regularity of solutions: The space-time divergence of a certain non-linear function of \((\varrho, u)\) is a non-positive distribution, and therefore a measure. In the one-dimensional case, one usually requires that weak solutions of (1) satisfy differential inequalities analogous to (4) for a large class of non-linear functions of \((\varrho, u)\) called entropy-entropy flux pairs. Such an assumption is called an entropy condition. Utilizing the method of compensated compactness, it is then possible to establish the global existence of weak (entropy) solutions of (1); see [1–9].

In several space dimensions the only available entropy-entropy flux pair is the total energy and the corresponding energy flux. The compensated compactness technique cannot be applied. One can, however, establish the existence of a large set of initial data for which weak solutions of (1) exist globally in time, by using non-linear iteration schemes like the ones introduced by Nash [10,11] in the context of isometric embeddings of Riemannian manifolds. We refer the reader to the groundbreaking work by De Lellis and Székelyhidi [12,13] and subsequent extensions [14–17] by various authors. These results even show that for suitable initial data there exist infinitely many weak solutions of (1), even if one requires that solutions satisfy an entropy condition in the form (4). This is related to the fact that—in addition to energy dissipation through shocks—there is an additional dissipation mechanism due to very high oscillations of the velocity field, which is reminiscent of anomalous dissipation in turbulence. Moreover, there is a precise threshold of Hölder regularity 1/3 between energy conserving and energy dissipating regimes. For incompressible flows, this has been conjectured based on physical considerations by Onsager [18]. A mathematical proof of this conjecture has been provided in a series of recent articles; see [19–21] and references therein. For related results for the compressible Euler equations, see [22]. The Cauchy problem for (1) in several space dimensions has not been solved yet: In order to apply the methodology above for given initial data, it is necessary to allow a small increase in energy initially, which violates (4).

We do not know whether weak solutions of (1) always exist. Clearly there is no uniqueness. It is conceivable that there is initial data for which no well-defined weak solution can be found, as numerical experiments in [23–25] involving particular situations such as Kelvin-Helmholtz instabilities have suggested. It has been argued that the apparent non-convergence of numerical solutions under successive mesh refinement necessitates the use of solution concepts that are weaker than weak solutions, like measure-valued or dissipative solutions; see also [25,26].

Dissipative solutions

In order to construct approximate solutions of (1), we will use the variational time discretization introduced in [27]. For given timestep \(\tau > 0\) it generates approximate solutions at discrete times \(t^k := k\tau\) with \(k \in \mathbb{N}_0\) by solving an optimization problem for each step, minimizing the sum of a suitable work functional plus the internal energy. This can be interpreted as maximizing the entropy production; see
The work functional quantifies how much mass points, which at the beginning of the time step have a well-defined location and velocity, deviate from the free transport path, i.e., it measures their acceleration. It is a second-order replacement of the Wasserstein distance, which plays a central role in the interpretation of certain parabolic equations as gradient flows on the space of probability measures; see [28].

Having determined approximate solutions of (1) at discrete times $t^k$, we then interpolate in time to obtain a curve, i.e., a map $t \mapsto (\rho^\tau, m^\tau)(t, \cdot)$ into the state space, for all $t \in [0, \infty)$. There are different ways to do this. One possibility is to interpolate piecewise constantly in time so that the approximate solution jumps at $t^k$. Another one, which was not considered in [27], utilizes a piecewise linear interpolation of the transport map and the velocity. We will need both interpolations. The second method provides a tighter control of the total energy; see Remark 8.

We then consider the limit $\tau \to 0$. Extracting subsequences as necessary, we obtain a limit density/momentum $(\rho, m)$, which is a candidate for a solution of (1). As in [27], we use Young measures to capture the weak limits of non-linear functions of $(\rho^\tau, m^\tau)$ as $\tau \to 0$. Since we consider different time interpolations, we obtain two Young measures $(\epsilon, \nu)$. Those are elements of the dual space $E^* := \mathcal{L}_w^\infty([0, \infty), \mathcal{M}(\mathbb{R}^d \times X))$, which is the space of weakly measurable, essentially bounded maps from $[0, \infty)$ into the space of finite Borel measures on $\mathbb{R}^d \times X$. Here $\mathbb{R}^d$ is the one-point compactification of the physical space, and $X$ is a suitable compactification of the state space; see Section 3.3. As $\tau \to 0$, we have the convergence

$$m^\tau \otimes m^\tau / \rho^\tau \to [m \otimes m / \rho] \quad \text{and} \quad P(\rho^\tau) \to [P(\rho)]$$

in a suitable topology, where $[\cdot]$ and $[[\cdot]]$ denote the pairing with Young measures $\nu$ and $\epsilon$, respectively. We refer the reader to Section 3.3 for details. Then $(\rho, m)$ satisfy the continuity equation and a modified momentum equation

$$\partial_t m + \nabla \cdot U = 0 \quad \text{with} \quad U := [m \otimes m / \rho + [P(\rho)]1].$$

We will call such pairs of Young measures dissipative solutions, borrowing the term from [29]. There, dissipative solutions are defined as tuples of $(\rho, m)$ and defect measures $R, \phi$ that satisfy the continuity equation and

$$\partial_t m + \nabla \cdot \left( \frac{m \otimes m}{\rho} + P(\rho)1 \right) + \nabla \cdot (R + \phi1) = 0$$

distributionally. Here $R$ and $\phi$ are measures taking values in the symmetric, positive semidefinite matrices and the non-negative numbers. Moreover

$$\frac{d}{dt} \int_{\mathbb{R}^d} \left( \frac{1}{2} \rho |u|^2 + U(\rho) + \frac{1}{2} \text{tr}(R) + \frac{1}{\gamma - 1} \phi \right) (t, dx) \leq 0$$
distributionally, which provides a bound on the sizes of \( R \) and \( \phi \). The dissipative solutions of \([29]\) have the** weak-strong uniqueness property**, i.e., dissipative solutions coincide with strong solutions of \((1)\) as long as the latter exist. We will show in Proposition 1 that our momentum flux has a decomposition

\[
\mathcal{U} = \left( \frac{m \otimes m}{\rho} + P(\rho)1 \right) + \left( R + \phi 1 \right),
\]

with defect measures \( R \) and \( \phi \) that are positive semidefinite as above. This follows from Jensen’s inequality and another Young measure representation. We prefer to think of dissipative solutions as pairs of Young measures \((\varepsilon, \nu)\) because these come with a natural topology of convergence that is useful for studying the behavior of non-linear functions of density/momentum; see Section 4. For a weak-strong uniqueness result for solutions of the isentropic Euler equations with possible occurrence of vacuum we refer the reader to \([30]\).

**Time regularity**

As is well-known, the underlying local geometry plays a central role in defining gradient flows. In the classical case of a gradient flow of some functional \( E \) defined on a Riemannian manifold \((M, g)\), for example, the Riemannian metric \( g \) is used to associate to the differential \( dE(x) \) at a point \( x \in M \), which is a cotangent vector, the gradient \( \nabla E(x) \), which is tangent. Then

\[
\dot{\gamma}(t) = -\nabla E(\gamma(t)) \quad \text{for} \quad t \in [0, \infty)
\]

makes sense as an equality of tangent vectors. For gradient flows on the space of probability measures, the Wasserstein distance induces a suitable notion of tangent vectors as the set of square-integrable velocity fields \( v \) such that

1. the continuity equation \( \partial_t \rho = -\nabla \cdot (\rho v) \) is satisfied distributionally;
2. the \( L^2(\rho_t) \)-norm of \( v_t \) is minimal, for a.e. \( t \in [0, \infty) \).

Here \( t \mapsto \rho_t \) with \( t \in [0, \infty) \) is a sufficiently smooth curve of probability measures. We use the subscript \( t \) to indicate evaluation at time \( t \). The continuity equation does not uniquely determine \( v_t \). It is always possible to add a square-integrable vector field \( w_t \) with \( \nabla \cdot (\rho_t w_t) = 0 \) without losing the equality. The minimization of the \( L^2(\rho_t) \)-norm in (2) amounts to defining tangent vectors to the space of probability measures as (limits of) gradient vector fields.

If the functional \( E \) is convex, but non-smooth, then the gradient flow equation (9) must be relaxed to \(-\dot{\gamma}(t)\) being contained in the subdifferential of \( E \) at the point \( \gamma(t) \), which is a set-valued map. The evolution typically selects the elements of minimal length (norm) in this subdifferential; see \([28,31]\). In this sense, gradients flows combine the idea of steepest descent (proceed in the direction of the subdifferential, so that the functional decreases as fast as possible) and the idea of slowest evolution (among the vectors in the subdifferential select the one with minimal norm).

When studying a variational approach for the isentropic Euler equation \((1)\), the question arises what is the “correct” metric structure for the space of momenta,
which are vector-valued Borel measures. We propose to use the bounded Lipschitz norm (also known as Monge–Kantorovich norm). It is defined by testing against bounded, Lipschitz continuous functions with norm less than or equal to one; see Definition 5. The topological dual of the space of bounded, Lipschitz continuous functions is very large, containing besides bounded measures also certain distributions of first order. However, the set of measures with total variation uniformly bounded (e.g., because of an energy bound) turns out to be closed in this dual space. This is well-known in the case of probability measures where the bounded Lipschitz norm metrizes the weak* convergence of measure; see [32]. A similar thing happens here. We refer the reader to [33–36] for further information.

The use of the bounded Lipschitz norm is very well adapted to the momentum equation $\partial_t m = -\nabla \cdot U$, which provides an expression for the time derivative of the momentum. To measure its size we test against bounded, Lipschitz continuous functions, integrate by parts, then take the supremum over all test functions with norm not bigger than 1. Since $U$ takes values in the symmetric, positive semidefinite matrices, this turns out to be very simple: We just need to integrate the trace $\text{tr}(U)$ to obtain an upper bound. Since the total energy is bounded for all times, it follows that the momentum $t \mapsto m_t$ is Lipschitz continuous with respect to the bounded Lipschitz norm. The Lipschitz continuity of $t \mapsto \rho_t$ with respect to the Wasserstein distance follows as in [28]. We refer the reader to Section 3.2 for details.

Minimal acceleration

In addition to the bounded Lipschitz norm, there is another quantity that is significant for our discussion. Recall that if $(\mathcal{S}, d)$ is a complete metric space, then a curve $t \mapsto v(t)$ into $\mathcal{S}$ is called absolutely continuous if there exists an integrable function $m \in \mathcal{L}^1_{\text{loc}}([0, \infty))$ such that

$$d(v(t), v(s)) \leq \int_s^t m(r) \, dr \quad \text{for all } 0 \leq s \leq t < \infty. \quad (10)$$

One can show that for any absolutely continuous curve $v$ in $\mathcal{S}$ the limit

$$|v'(t)| := \lim_{s \to t} \frac{d(v(s), v(t))}{|s - t|} \quad \text{exists for a.e. } t \in [0, \infty),$$

and $|v'|$ is the smallest function $m$ one can use on the right-hand side of (10); see Theorem 1.1.2 in [28]. This $|v'|$ is called the metric derivative of $v$.

We apply this construction to the set of momentum fields $m$, which are vector-valued Borel measures. Because of the energy bound, the total variations of these momentum measures are bounded uniformly in time. Moreover, it suffices to consider measures with prescribed average: by using the constant as a test function in the momentum equation in (1), one finds that the spatial integral of $m$ (the total momentum) is preserved in time. On momentum curves $t \mapsto m_t$, we define

$$d(m_s, m_t) := \sup \left\{ \int_{\mathbb{R}^d} \zeta(x) \cdot (m_s(dx) - m_t(dx)) : \|\zeta\|_{\text{Lip}([0, \infty))} \leq 1 \right\} \quad (11)$$
for $0 \leq s \leq t$. Note that the difference between (11) and the distance induced by the bounded Lipschitz norm is that in (11) we do not require the sup-norm of the test function to be bounded by one, only its Lipschitz semi-norm. This is sufficient because $m_s$ and $m_t$ have the same total momentum; testing their difference against a constant gives zero. We refer the reader to [35] for a related discussion. We will show in Lemma 1 that, with momentum flux

$$U(t, dx) = [m \otimes m/\varrho](t, dx) + \|P(\varrho)\|1,\$$

the metric derivative of $t \mapsto m_t$ induced by the distance (11) satisfies

$$|m'(t)| = \int_{\mathbb{R}^d} \text{tr}(U(t, dx)) \quad \text{for a.e. } t \in [0, \infty).$$

We will be interested in dissipative solutions of (1) that minimize the metric derivative $|m'|$. We also say that we try to minimize the acceleration.

Given the fluid state $(\varrho_t, m_t)$ at some time $t$, there could be many admissible momentum fluxes $U$ that are consistent with the notion of dissipative solutions. This set, however, has the shape of a convex cone. Indeed we have (8) with non-negative defect measures $R$ and $\phi$ as discussed above. It is therefore not possible to make the momentum flux $U$ arbitrarily small. It is only possible to bring the momentum flux as close as possible to the vertex $m \otimes m/\varrho + P(\varrho)1$ of the convex cone. If we could reach this vertex for a.e. $(t, x)$, then the dissipative solution would actually be a weak solution. We refer to reader to [37] for a similar discussion.

Therefore our goal here is to select from the set of dissipative solutions such solutions that minimize the acceleration for almost all times.

This problem is structurally very similar to multi-objective optimization, which is an optimization problem that involves multiple objective functions $f_1(x), \ldots, f_k(x)$ defined on some set $X$. In this paper, we are interested in minimizing the metric derivative (acceleration) for almost all times, so our objective functions are indexed by $t$, and minimization is done over the set of dissipative solutions.

Since in multi-objective optimization it is typically not possible to find an $x \in X$ that minimizes all $f_i(x)$ simultaneously, different strategies have been devised to deal with such problems. One strategy consists in prioritizing the objective functions (or combinations thereof) and minimizing iteratively, meaning that one selects the minimizers of $f_{i+1}$ not from all of $X$, but from the set of minimizers of $f_i$, which has been selected in the previous step, for $i = 1 \ldots k - 1$. This procedure can also work for countably many objective functions: Since the sets of minimizers are nested it is sufficient to prove that each such set is non-empty and compact. Then the intersection of all sets is non-empty, because of the Cantor intersection theorem. Typically the procedure is sensitive to the ordering of the objective functions.

An alternative approach to multi-objective optimization is to replace the goal of finding a minimizer by the goal of finding a minimal element. That means, to find an element $m \in X$ that cannot be improved in any of the objective functions without making things worse for another objective. Such elements are called Pareto optimal. More precisely, we say that $x_1 \in X$ Pareto dominates $x_2 \in X$ if

$$f_i(x_1) \leq f_i(x_2) \quad \text{for all } i \in \{1, \ldots, k\},$$

$$f_j(x_1) < f_j(x_2) \quad \text{for at least one } j \in \{1, \ldots, k\}. \quad (12)$$
We say that $m \in X$ is Pareto optimal if there exists no $x \in X$ that Pareto dominates $m$. This can be rephrased as saying that $m$ is a minimal element with respect to the quasi-order defined by (12). Note that there may be pairs $x_1, x_2 \in X$ that cannot be compared in the sense that neither $x_1$ Pareto dominates $x_2$, nor vice versa. Moreover, (12) typically does not define a partial order because $f_i(x_1) = f_i(x_2)$ for all $i$ may not imply that $x_1 = x_2$. We refer the reader to Section 2 for more.

For suitable initial data $(\bar{\varrho}, \bar{m})$, let $S$ be the set of dissipative solutions with this initial data; see Definition 6. For any $(\varepsilon, \nu) \in S$ and all $t \in [0, \infty)$ we define

$$a(t|\varepsilon, \nu) := \int_{\mathbb{R}^d} \left( \text{tr}(m \otimes m/\varrho)(t, dx) + d[P(\varrho)](t, dx) \right).$$

(13)

The map $t \mapsto a(t|\varepsilon, \nu)$ is in $L^\infty([0, \infty))$ because of Definition 6 (ii) and (iii).

**Definition 2.** We define a quasi-order $\preceq$ on $S$: We say that $(\tilde{\varepsilon}, \tilde{\nu}) \preceq (\varepsilon, \nu)$ if

$$a(t|\tilde{\varepsilon}, \tilde{\nu}) \leq a(t|\varepsilon, \nu) \quad \text{for a.e. } t \in [0, \infty).$$

It is easy to check that $\preceq$ is reflexive and transitive (see Section 2); it may not be antisymmetric. Then we have the following result:

**Theorem 1.** For any $(\bar{\varrho}, \bar{m})$ as in (36), let $S$ be the set of dissipative solutions of the isentropic Euler equations (1) with initial data $(\bar{\varrho}, \bar{m})$. Then there exists a minimal element $(\tilde{\varepsilon}, \tilde{\nu}) \in S$ with respect to the quasi-order $\preceq$ of Definition 2: For any $(\varepsilon, \nu) \in S$, if $(\varepsilon, \nu)$ and $(\tilde{\varepsilon}, \tilde{\nu})$ are comparable at all, then

$$a(t|\tilde{\varepsilon}, \tilde{\nu}) \leq a(t|\varepsilon, \nu) \quad \text{for a.e. } t \in [0, \infty).$$

In this sense, the solution $(\tilde{\varepsilon}, \tilde{\nu})$ minimizes the acceleration.

The proof of Theorem 1 will be given in Section 4.

**Remark 1.** As the proof of Theorem 1 shows, the minimal elements are extracted from subsets of $S$ that are totally ordered by the quasi-order $\preceq$ and maximal with respect to inclusion. Such subsets do exist because of the Hausdorff maximality principle. It would be interesting to know whether there are dissipative solutions that minimize the acceleration over the whole set $S$, not only over maximal totally ordered subsets. This is an open problem (and may well be false).

**Remark 2.** Because of (8), minimizing the acceleration amounts to making the defect measures $R$ and $\phi$ as small as possible. Heuristically, one might expect that the mininization of acceleration can counteract the occurrence of highly oscillatory velocity fields, which can be the source of anomalous dissipation. By minimizing the defect measures one brings the dissipative solution as close to being a weak solution as possible; see [37] for a related discussion. It would be interesting to check whether one can reach $R = 0$ and $\phi = 0$ in subsets of $\mathbb{R}^d$ so that the dissipative solution becomes a weak solution of (1) there. This will be considered elsewhere.
To make a connection between our approach and the construction of infinitely many weak solutions of the isentropic Euler equation (1) using convex integration, we sketch the argument in [38]. The starting point is a triple \((\varrho, m, U_0)\) with
\[
\partial_t \varrho + \nabla \cdot m = 0, \quad \partial_t m + \nabla \cdot U_0 = 0 \tag{14}
\]
in some space-time domain \(Q\), where \((\varrho, m)\) are smooth density/momentum and \(U_0\) is a smooth field taking values in the trace-free, symmetric matrices. It is assumed that the following inequality holds pointwise everywhere:
\[
d\lambda_{\text{max}}\left( \left( \frac{m \otimes m}{\varrho} + P(\varrho) 1 \right) - U_0 \right) < c, \tag{15}
\]
for some positive constant \(c\). Here \(\lambda_{\text{max}}(A)\) is the largest eigenvalue of the symmetric \((d \times d)\)-matrix \(A\). The triple \((\varrho, m, U_0)\) is called a subsolution.

Since \(c\) is constant we can replace \(U_0\) in (14) by the momentum flux
\[
U := \frac{c}{d} 1 + U_0, \tag{16}
\]
and then (15) is similar to the condition \(m \otimes m/\varrho + P(\varrho) 1 \leq U\) in the sense of symmetric matrices; see (8). In order to construct a weak solution of (1) the goal is now to iteratively modify \((\varrho, m, U_0)\), while preserving (14), so that equality is achieved a.e. in (15) in the limit. This can be done by the repeated superposition of oscillatory waves and a Baire category argument, as pioneered in [12,13].

Interestingly, it is sufficient to consider the trace
\[
\left( \frac{|m|^2}{\varrho} + dP(\varrho) \right) = \text{tr} \left( \frac{m \otimes m}{\varrho} + P(\varrho) 1 - U_0 \right)
\leq d\lambda_{\text{max}}\left( \left( \frac{m \otimes m}{\varrho} + P(\varrho) 1 \right) - U_0 \right), \tag{17}
\]
which is smaller than \(c\) everywhere because of (15). Indeed the iteration in [38] is set up to achieve equality in the limit for the upper bound
\[
\int_Q \left( \frac{|m|^2}{\varrho} + dP(\varrho) \right) \leq c|Q|, \tag{18}
\]
with \(|Q|\) the Lebesgue measure of \(Q\). The integral is a lower bound of the acceleration. But instead of making (13) small, the goal in [38] is to make the left-hand side of (18) bigger. If \(|m|^2/\varrho + dP(\varrho) = c\) a.e., then equality holds in (17) and
\[
\frac{m \otimes m}{\varrho} + P(\varrho) 1 - U_0 = \frac{1}{d} \text{tr} \left( \frac{m \otimes m}{\varrho} + P(\varrho) 1 - U_0 \right) 1 = \frac{c}{d} 1 \quad \text{a.e.};
\]
see Lemma A.2.1 in [38]. Therefore \(U = m \otimes m/\varrho + P(\varrho) 1\) a.e. (recall (16)), which we can insert into (14) in place of \(U_0\) to obtain a weak solution of (1).
Remark 3. We do not know whether acceleration minimizing, dissipative solutions are unique. In order to overcome the non-uniqueness issue for hyperbolic conservation laws, it has been proposed in [39] to look for solutions that decrease the total entropy (here: the total energy) as quickly as possible. The right-hand side of (13):

$$\int_{\mathbb{R}^d} \left( \text{tr}([m \otimes m/\rho](t, dx)) + d[P(\rho)](t, dx) \right)$$

$$= \int_{\mathbb{R}^d} \left( 2\left[\frac{1}{2}|m|^2/\rho\right](t, dx) + d(\gamma - 1)[U(\rho)](t, dx) \right)$$

is a total energy, up to numerical factors. In this sense, our selection procedure searches for dissipative solutions with minimal energy. Kinetic and internal energies are somewhat independent since they involve different Young measures. Alternatively, we can apply the selection procedure above directly to

$$f(t|\varepsilon, \nu) := \int_{\mathbb{R}^d} \left[\frac{1}{2}|m|^2/\rho + U(\rho)\right](t, dx)$$

and use $f$ instead of $a$ to define the quasi-order $\preceq$. The integrand in (19) is bounded below by $\frac{1}{2}|m|^2/\rho + U(\rho)$, with density/momentum $(\rho, m)$; see Definition 66. We obtain a dissipative solution that minimizes the total energy at a.e. $t \in [0, \infty)$ in the sense of Theorem 1, i.e., along maximal totally ordered subsets. Again it would be interesting to find energy minimizers of the whole set $S$.

For a related discussion, we refer the reader to [40]. In that paper, the authors consider a countable family of objective functionals, defined as the Laplace transforms of the energy profiles $t \mapsto f(t|\varepsilon, \nu)$ for a suitable collection of Laplace parameters, and then iteratively minimize these functionals, as explained above in the context of multi-objective optimization. They get an energy minimizing dissipative solution in that sense. Analogously, instead of constructing minimal elements using a quasi-order, as done here, we could apply the iterative minimization of [40] to find acceleration minimizing dissipative solutions in the sense outlined above.

The main focus of [40], however, is not on energy minimization but the construction of a semigroup, i.e., of a solution operator that to any admissible initial data selects precisely one dissipative solution such that the following holds: If one follows a dissipative solution up to some time $t$ and then takes the density/momentum at that time as new initial data, then the solution operator will select for this new initial data precisely the original dissipative solution shifted back in time by $t$. The issue here is the restart-ability of dissipative solutions. This may be relevant to the construction of dissipative solutions with minimal acceleration profiles in the sense of the quasi-order in Definition 2 and will be considered elsewhere.

2. Quasi-Ordered Spaces

A quasi-order on a set $X$ is a binary relation $R$ with the properties

1. Reflexivity: for all $x \in X$ we have $(x, x) \in R$. 

(2) Transitivity: for all \( x, y, z \in X \) we have
\[
(x, y) \in R \text{ and } (y, z) \in R \implies (x, z) \in R.
\]

Note that we do not assume

(3) Antisymmetry: for all \( x, y \in X \) we have
\[
(x, y) \in R \text{ and } (y, x) \in R \implies x = y,
\]
which would make the quasi-order \( R \) into a partial order. To simplify the notation, we will usually write \( x \lessdot y \) instead of \( (x, y) \in R \), with \( x, y \in X \).

For any \( x \in X \) we define the set of predecessors as
\[
P(x) := \{ y \in X : y \lessdot x \}.
\]

**Theorem 2.** Suppose that \( X \) is a non-empty compact set with a quasi-order \( R \) such that \( P(x) \) is closed for every \( x \in X \). Then \( X \) has a minimal element, i.e., an element \( m \in X \) such that, if \( y \in X \) and \( m \) can be compared at all, then \( m \lessdot y \).

**Proof.** This was proved in [41]. We include the argument for the reader’s convenience. We first observe that the set \( A := \{ P(x) : x \in X \} \) is partially ordered by inclusion. By the Hausdorff maximal principle (which is equivalent to the axiom of choice), there exists a maximal totally ordered subset \( T \subseteq A \), i.e., it holds

1. For all \( P(x_1), P(x_2) \in T \) we have \( P(x_1) \subseteq P(x_2) \) or \( P(x_2) \subseteq P(x_1) \).
2. \( T \) is not properly contained in another totally ordered set.

Then the intersection \( \bigcap_{P(x) \in T} P(x) \) is non-empty. Indeed if this were false, then
\[
X = X \setminus \bigcap_{P(x) \in T} P(x) = \bigcup_{P(x) \in T} (X \setminus P(x)),
\]
by De Morgan’s laws. Since all \( P(x) \) are closed, their complements are open, and so
\[
\{X \setminus P(x)\}_{P(x) \in T} \text{ is an open covering of } X.
\]

Since \( X \) is compact, there exists a finite subcovering, i.e., there exist finitely many \( x_k \in X, k = 1 \ldots K \), for which \( P(x_k) \in T \) and the following holds:
\[
X = \bigcup_{k=1}^{K} \left( X \setminus P(x_k) \right) = X \setminus \bigcap_{k=1}^{K} P(x_k).
\]

Thus \( \bigcap_{k=1}^{K} P(x_k) \) is empty. But every finite subset of a non-empty totally ordered set has a lower bound; this can be proved using induction on the cardinality of the subset. This means there exists an index \( l \in \{ 1 \ldots K \} \) such that
\[
P(x_l) \subseteq P(x_k) \text{ for all } k = 1 \ldots K,
\]
and thus \( P(x_l) = \bigcap_{k=1}^{K} P(x_k) \). It follows that \( P(x_l) \) must be empty. But this is a contradiction because \( x_l \in P(x_l) \), by reflexivity of the quasi-order.
Therefore there exists an element \( m \in \bigcap_{P(x) \in T} P(x) \).

We claim that \( m \) is a minimal element of \( X \). Since \( m \in P(x) \) for all \( P(x) \in T \), it follows that \( m \preceq x \) for such \( x \). Consider therefore \( x \in X \) with \( P(x) \not\in T \). Suppose that \( x \preceq m \). Since \( P(x) \not\in T \) there must exist \( P(y) \in T \) to which \( P(x) \) cannot be compared, i.e., it holds neither \( P(y) \subseteq P(x) \) nor \( P(x) \subseteq P(y) \). Indeed if \( P(x) \) could be compared to every \( P(y) \in T \), then \( P(x) \in T \), by maximality of \( T \). But \( P(y) \in T \) implies that \( m \preceq y \), as we have just shown. By transitivity, our assumption \( x \preceq m \) then implies that \( x \preceq y \). Using transitivity again, we observe that for every \( z \preceq x \) we also have \( z \preceq y \), and thus \( P(x) \subseteq P(y) \). But this is a contradiction since \( P(x) \) and \( P(y) \) cannot be compared, by choice of \( y \). Therefore the case \( x \preceq m \) cannot occur, which means that either \( x \) and \( m \) cannot be compared at all, or \( m \preceq x \).

\[ \square \]

### 3. Dissipative Solutions

In this section, we introduce the class of dissipative solutions of \((1)\) from which we will select the ones with minimal acceleration. Our construction is more detailed than the one in \([42]\) since it involves Young measures to describe the defect measures \( R, \chi \) in \((6)\); see also \([37]\). We first introduce some notation.

Let \( \mathbb{R}^d \) be the space of real \((d \times d)\)-matrices and

\[
\text{Mat}_d(\mathbb{R}, \square) := \left\{ A \in \text{Mat}_d(\mathbb{R}) : v \cdot (Av) \square 0 \text{ for all } v \in \mathbb{R}^d \right\}
\]

where \( \square \) stands for either \( \geq \) or \( > \). The analogous spaces of symmetric matrices are denoted by \( \text{Sym}_d(\mathbb{R}) \) and \( \text{Sym}_d(\mathbb{R}, \square) \). We denote by \( \text{Skew}_d(\mathbb{R}) \) the space of real skew symmetric \((d \times d)\)-matrices. The Frobenius inner product is

\[
A : B := \text{tr}(A^T B) \quad \text{for } A, B \in \text{Mat}_d(\mathbb{R}).
\]

Let \( \| \cdot \| \) be the operator norm induced by the Euclidean norm \( | \cdot | \) on \( \mathbb{R}^d \).

We denote by \( \mathbb{R}^d_\infty \) the one-point compactification of \( \mathbb{R}^d \). We adjoin to \( \mathbb{R}^d \) a point \( \infty \) and define, with \( h(x) := 1/(1 + |x|) \) for all \( x \in \mathbb{R}^d \), a distance

\[
d(x, y) := \begin{cases} 
\min\{|x - y|, h(x) + h(y)\} & \text{if } x, y \in \mathbb{R}^d, \\
h(x) & \text{if } x \in \mathbb{R}^d \text{ and } y = \infty, \\
0 & \text{if } x, y = \infty;
\end{cases}
\]

see \([43]\). Then \( |x| \to \infty \) is equivalent to \( d(x, \infty) \to 0 \).

We denote by \( \mathcal{C}_s(\mathbb{R}^d; V) \) the space of continuous functions

\[
g : \mathbb{R}^d \to V \quad \text{for which } \lim_{|x| \to \infty} g(x) \in V \text{ exists},
\]

equipped with the sup-norm. Here \( V \) is some Banach space. Then

\[
\mathcal{C}_s(\mathbb{R}^d; V) = V + \mathcal{C}_0(\mathbb{R}^d; V),
\]
with \( C^0(R^d; V) \) the closure of the space of compactly supported and continuous \( V \)-valued functions in the sup-norm. Functions in \( C^\ast(R^d; V) \) can be identified with elements in \( C(R^d; V) \): To \( g \in C^\ast(R^d; V) \) we associate \( \dot{g} \in C(R^d; V) \) as

\[
\dot{g}(x) := \begin{cases} 
g(x) & \text{if } x \in R^d, \\
\lim_{|x| \to \infty} g(x) & \text{if } x = \infty.
\end{cases}
\]

For simplicity of notation, we will not distinguish between \( g \) and \( \dot{g} \).

We now define the space of test functions

\[
\mathcal{A} := \{ u \in C^1(R^d; R^D) : \nabla u \in C^\ast(R^d; \text{Mat}_{D \times d}(R)) \}, \tag{20}
\]

with \( \text{Mat}_{D \times d}(R) \) the space of \((D \times d)\)-matrices. We will not indicate the dimension \( D \) when it is clear from the context. Functions in \( \mathcal{A} \) grow at most linearly at infinity. In particular, the space \( \mathcal{A} \) contains all linear maps \( u(x) := Ax \) for all \( x \in R^d \), with \( A \in \text{Mat}_{d}(R) \), and so test functions do not have to have compact support.

Let \( C^1_c([0, \infty)) \otimes \mathcal{A} \) be the space of tensor products

\[
\eta \otimes \zeta(t, x) := \eta(t)\zeta(x) \quad \text{with } \eta \in C^1_c([0, \infty)) \text{ and } \zeta \in \mathcal{A}. \tag{21}
\]

We will assume that partial differential equations will hold in duality with \( C^1_c([0, \infty)) \otimes \mathcal{A} \), which means testing against functions of the form (21); see Section 3.4 for details. For all \( T > 0 \), the tensor product \( C([0, T]) \otimes \mathcal{A} \) is dense in \( C([0, T]; \mathcal{A}) \) with respect to the sup-norm because \( \mathcal{A} \) is a locally convex topological vector space.

### 3.1. A priori bounds

We now collect various a priori-bounds for solutions of (1). To simplify notation, we will use the subscript \( t \) to indicate the value at time \( t \), as in \( \varrho_t := \varrho(t, \cdot) \). The continuity equation in (1) implies that if \( \varrho \) has total mass one, then \( \varrho_t \in P(R^d) \) for all \( t \in [0, \infty) \). Similarly, the entropy condition (4) implies that the total energy should be non-increasing in time. Assuming that

\[
\dot{E} := \int_{R^d} \frac{1}{2} |\dot{\varrho}|^2 + U[\varrho] < +\infty, \tag{22}
\]

we will therefore be interested in solutions of (1) with finite energy, so that

\[
\int_{R^d} \frac{1}{2} \varrho_t |u_t|^2 + U[\varrho_t] \leq \dot{E} \quad \text{for all } t \in [0, \infty). \tag{23}
\]

As a consequence of Cauchy–Schwarz inequality, the momentum \( m_t := \varrho_t u_t \) is an \( R^d \)-valued Borel measure with total variation bounded by \( \dot{E} \), uniformly in time \( t \). Definition 1 and (23) provide higher integrability for \( \varrho_t \). We have

\[
\varrho \in L^\infty([0, \infty); L^\gamma(R^d)), \quad m \in L^\infty([0, \infty); L^{2\gamma}(R^d)).
\]
because of Hölder inequality. Both \( \varrho_t \) and \( m_t \) are absolutely continuous with respect to \( L^d \). We will always make assumption (22) in the following.

We will also require that the initial density \( \bar{\varrho} \) has finite second moment:

\[
\bar{M} := \left( \int_{\mathbb{R}^d} |x|^2 \bar{\varrho}(dx) \right)^{1/2} < +\infty.
\] (24)

Multiplying the continuity equation by \( \frac{1}{2} |x|^2 \) and integrating by parts, we find

\[
\frac{d}{dt} \left( \int_{\mathbb{R}^d} |x|^2 \varrho_t(dx) \right)^{1/2} \leq \left( \int_{\mathbb{R}^d} |u_t(x)|^2 \varrho_t(dx) \right)^{1/2}
\]

for all \( t \), formally. We will therefore be interested in solutions of (1), for which

\[
\left( \int_{\mathbb{R}^d} |x|^2 \varrho_t(dx) \right)^{1/2} \leq \bar{M} + t (2 \tilde{E})^{1/2} =: M(t) \quad \text{for all } t \in [0, \infty). \tag{25}
\]

This in turn implies that the momentum \( m_t \) has finite first moment for all times, which follows again from Cauchy–Scharz inequality with (23).

**Remark 4.** The products of \( (\varrho_t, m_t) \) with \( \zeta \in A \) are integrable in space since these measures have finite first moments. Moreover, the spatial derivative \( \nabla \zeta \) is bounded, therefore the integrals involving fluxes of (1) are well-defined as well.

### 3.2. Time regularity

Because of the a priori-bounds from Section 3.1, we think of solutions of the isentropic Euler equations (1) as curves \( t \mapsto (\varrho_t, m_t) \) taking values in a convex set of vector measures whose total variations are bounded uniformly in time. In order to quantify the time regularity of these curves we must choose an appropriate metric structure on the spaces of densities and momenta.

**Definition 3.** \((p\text{-Wasserstein Distance})\) For any \( \varrho^1, \varrho^2 \in \mathcal{P}(\mathbb{R}^D) \) let

\[
\text{Adm}(\varrho^1, \varrho^2) := \{ \gamma \in \mathcal{P}(\mathbb{R}^{2D}) : \mathbb{P}^k \# \gamma = \varrho^k \text{ with } k = 1 \ldots 2 \}
\]

be the space of admissible transport plans connecting \( \varrho^1 \) and \( \varrho^2 \), where

\[
\mathbb{P}^k(x^1, x^2) := x^k \text{ for all } (x^1, x^2) \in \mathbb{R}^{2D} = (\mathbb{R}^D)^2
\]

and \( k = 1 \ldots 2 \), and \( \# \) denotes the push-forward of measures. For any \( 1 \leq p < \infty \) the \( p \)-Wasserstein distance \( W_p(\varrho^1, \varrho^2) \) between \( \varrho^1, \varrho^2 \) is defined by

\[
W_p(\varrho^1, \varrho^2)^p := \inf_{\gamma \in \text{Adm}(\varrho^1, \varrho^2)} \left\{ \int_{\mathbb{R}^{2D}} |x^1 - x^2|^p \gamma(dx^1, dx^2) \right\}. \tag{26}
\]
The $p$-Wasserstein distance between the measures $\varrho^1$ and $\varrho^2$ is the minimal cost it takes to transport $\varrho^1$ into $\varrho^2$ if the cost of moving a unit mass in $\mathbb{R}^D$ from $x$ to $y$ is defined as the $p$th power of the Euclidean distance. The elements of $\text{Adm}(\varrho^1, \varrho^2)$ are called transport plans; they all transport $\varrho^1$ to $\varrho^2$. The inf in (26) is attained for a suitable $\gamma \in \text{Adm}(\varrho^1, \varrho^2)$, called an optimal transport plan. For $p = 2$ the support of an optimal transport plan is contained in the graph of a cyclically monotone map (that means, in the subdifferential of a proper, lower semicontinuous, convex function).

**Definition 4.** We denote by $\mathcal{P}_2(\mathbb{R}^d)$ the space of Borel probability measures with finite second moment, endowed with the $2$-Wasserstein distance; see Definition 3. For a function $t \mapsto \varrho_t \in \mathcal{P}_2(\mathbb{R}^d)$, $t \in [0, \infty)$, we denote by

$$
\|\varrho\|_{\text{Lip}([0,\infty); \mathcal{P}_2(\mathbb{R}^d))} := \sup_{t_1, t_2 \in [0, \infty)} \frac{W_2(\varrho_{t_1}, \varrho_{t_2})}{|t_2 - t_1|}
$$

its Lipschitz seminorm, with $W_2$ the Wasserstein distance; see (26).

For any $t \in [0, \infty)$, the momentum $m_t = \varrho_t u_t$ is an element of the set

$$
\mathcal{M}_t := \left\{ m \in \mathcal{M}(\mathbb{R}^d; \mathbb{R}^d) : \int_{\mathbb{R}^d} (1 + |x|) |m(\text{d}x)| \leq (1 + M(t))(2\bar{E})^{1/2} \right\},
$$

which is convex; see Section 3.1. The measures in $\mathcal{M}_t$ thus have bounded total variation and are uniformly tight, which means that for all $\varepsilon > 0$ there exists a compact set $K \subset \mathbb{R}^d$ with

$$
\int_{\mathbb{R}^d \setminus K} |m(\text{d}x)| < \varepsilon \quad \text{for all } m \in \mathcal{M}_t.
$$

Indeed since $m \in \mathcal{M}_t(\mathbb{R}^d)$ has finite first moment, we can estimate

$$
\int_{\mathbb{R}^d \setminus \bar{B}_R(0)} |m(\text{d}x)| \leq R^{-1} \int_{\mathbb{R}^d} |x| |m(\text{d}x)| \quad \text{for all } R > 0.
$$

The integral on the right-hand side of (28) is bounded by (27). On $\mathcal{M}_t$ the topology of narrow convergence of measures, defined in terms of testing against bounded and continuous functions, coincides with the topology induced by the bounded Lipschitz norm (also called Dudley or Monge–Kantorovich norm), which is defined as follows:

**Definition 5.** We denote by $\text{Lip}(\mathbb{R}^d; \mathbb{R}^D)$ the vector space of Lipschitz continuous maps $\zeta : \mathbb{R}^d \longrightarrow \mathbb{R}^D$. The Lipschitz constant of $\zeta \in \text{Lip}(\mathbb{R}^d; \mathbb{R}^D)$ is

$$
\|\zeta\|_{\text{Lip}(\mathbb{R}^d)} := \sup_{x_1 \neq x_2} \frac{|\zeta(x_1) - \zeta(x_2)|}{|x_1 - x_2|}.
$$

We denote by $\text{BL}(\mathbb{R}^d; \mathbb{R}^D)$ the subspace of bounded functions in $\text{Lip}(\mathbb{R}^d; \mathbb{R}^D)$. It is a Banach space when equipped with the norm

$$
\|\zeta\|_{\text{BL}(\mathbb{R}^d)} := \|\zeta\|_{\mathcal{L}^\infty(\mathbb{R}^d)} + \|\zeta\|_{\text{Lip}(\mathbb{R}^d)}.
$$
Let $\mathcal{B}L_1(\mathbb{R}^d; \mathbb{R}^D)$ be the space of all $\zeta \in \mathcal{B}L(\mathbb{R}^d; \mathbb{R}^D)$ with $\|\zeta\|_{\mathcal{B}L(\mathbb{R}^d)} \leq 1$.

We denote by $\mathcal{M}_{\mathcal{B}L}(\mathbb{R}^d; \mathbb{R}^D)$ the space of finite $\mathbb{R}^D$-valued Borel measures $m$ with finite first moment, equipped with the bounded Lipschitz norm

$$
\|m\|_{\mathcal{M}_{\mathcal{B}L}(\mathbb{R}^d)} := \sup \left\{ \int_{\mathbb{R}^d} \zeta(x) \cdot m(dx) : \zeta \in \mathcal{B}L_1(\mathbb{R}^d; \mathbb{R}^D) \right\}.
$$

The bounded Lipschitz norm is bounded above by the total variation. The integral in (30) is well-defined because $m$ has finite first moment, by assumption.

We refer the reader to [35,36] for a related discussion.

### 3.3. Young measures

We will use parameterized measures (Young measures) to describe solutions of (1). The state space for density/momentum $(\varrho, m)$ is

$$
X \cup \{(0,0)\}, \text{ where } X := \left( (0, \infty) \times \mathbb{R}^d \right).
$$

Our goal is to define a suitable compactification of the state space. Equivalently, we must specify the set of all continuous bounded functions on $X$ needed to represent the non-linearities in the isentropic Euler equations (1). In slight abuse of notation, we will use the symbols $(\varrho, m)$ for elements in $X$.

Let $h(\varrho, m) := \varrho + \left( \frac{|m|^2}{2\varrho} + U(\varrho) \right)$; see Definition 1. We then introduce the set

$$
\mathcal{W}(X) := \left\{ \Phi = \varrho + \left( c_\varrho \cdot \left( \frac{\varrho}{m} \right) + c_K : \frac{m \otimes m}{\varrho} + c_U P(\varrho) \right) / h : \varrho \in \mathcal{C}_0(X), c_\varrho \in \mathbb{R}^{d+1}, c_K \in \text{Sym}_d(\mathbb{R}), c_U \in \mathbb{R} \right\}.
$$

One can check that the functions in $\mathcal{W}(X)$ are continuous and bounded. Moreover, being a finite-dimensional augmentation of the vector space $\mathcal{C}_0(X)$, which is known to be separable, the set $\mathcal{W}(X)$ is a complete and separable vector space with respect to uniform convergence. Then there exists a compact, metrizable Hausdorff space $\mathcal{X}$ and an embedding $e : X \rightarrow \mathcal{X}$ such that $e(X)$ is dense in $\mathcal{X}$. We will call $\mathcal{X}$ a compactification of $X$. If $\mathcal{A}$ denotes the smallest closed subalgebra in $\mathcal{C}_0(X)$ that contains $\mathcal{W}(X)$, then for all maps $\Phi \in \mathcal{A}$, the composition $\Phi \circ e^{-1} : X \rightarrow \mathbb{R}$ has a continuous (hence bounded) extension to all of $\mathcal{X}$. For simplicity of notation, we will identify $X$ with its image $e(X)$, and functions $\Phi \in \mathcal{A}$ with their extensions in $\mathcal{C}(\mathcal{X})$. We refer the reader to Sections 6.4/5 in [27] for additional details.

With $\hat{\mathbb{R}}^d$ the one-point compactification of $\mathbb{R}^d$, we now define

$$
\mathcal{E} := L^1([0, \infty), \mathcal{C}(\hat{\mathbb{R}}^d \times \mathcal{X})).
$$
as the space of measurable maps $\phi : [0, \infty) \to \mathcal{C}(\mathbb{R}^d \times \mathcal{I})$ with finite norm:

$$\|\phi\|_E := \int_0^\infty \|\phi(t, \cdot)\|_{\mathcal{C}(\mathbb{R}^d \times \mathcal{I})} \, dt < \infty.$$  

Here $\phi$ is measurable if it is the pointwise limit of a sequence of simple functions. We identify functions that differ only on a Lebesgue null set.

Since $\mathcal{I}$ is compact and metrizable it is separable. One can then show that $E$ is a separable Banach space. Its topological dual is given by

$$E^* := \mathcal{L}^\infty_w([0, \infty), \mathcal{M}(\dot{\mathbb{R}}^d \times \mathcal{I})),$$

the space of functions $\nu : [0, \infty) \to \mathcal{M}(\dot{\mathbb{R}}^d \times \mathcal{I})$ such that

$$t \mapsto \int_{\dot{\mathbb{R}}^d \times \mathcal{I}} \phi(x, \tau) \nu_t(dx, d\tau) \text{ measurable for all } \phi \in \mathcal{C}(\dot{\mathbb{R}}^d \times \mathcal{I}), \text{ and }$$

$$\|\nu\|_{E^*} := \text{ess sup}_{t \in [0, \infty)} \|\nu_t\|_{\mathcal{M}(\dot{\mathbb{R}}^d \times \mathcal{I})} < \infty.$$}

Here $\nu_t := \nu(t, \cdot)$ and $\tau := (\varrho, m) \in \mathcal{I}$. Again we identify functions that coincide almost everywhere. The duality is induced by the pairing

$$\langle \nu, \phi \rangle := \int_0^\infty \int_{\dot{\mathbb{R}}^d \times \mathcal{I}} \phi(t, x, \tau) \nu_t(dx, d\tau) \, dt \quad \text{for } \phi \in E \text{ and } \nu \in E^*. $$

Bounded closed balls in $E^*$ endowed with the weak* topology are metrizable and (sequentially) compact, by Banach-Alaoglu theorem. We write

$$[f(\varrho, m)]_\nu(t, dx) := \int_{\mathcal{I}} f(y) \nu_t(dx, d\tau) \text{ for a.e. } t \in [0, \infty)$$

and for all functions $f : X \to \mathbb{R}$ with $f/h \in \mathcal{A}$. We emphasize that the pairing (34), being an integration of $f$ with respect to $\nu$, is linear in $f$.

**Remark 5.** The compactification $\mathcal{I}$ adds points not only for the limit of large $(\varrho, m)$ but also for the case when $(\varrho, m)$ approaches vacuum. Indeed we have that

$$\lim_{\varrho \to 0} \frac{1}{h(\varrho, m)} \begin{bmatrix} \varrho \\ m \end{bmatrix} \bigg|_{m=\varrho u} = \frac{1}{1+|u|^2} \begin{bmatrix} 1 \\ u \end{bmatrix},$$

for any $u \in \mathbb{R}^d$ fixed. Notice that the right-hand side of (35) vanishes as $|u| \to \infty$. The points in $\mathcal{I}$ corresponding to vacuum therefore have the topology of $\mathbb{R}^d$. This can also be seen by using $(\varrho, m) \mapsto (\varrho, u := m/\varrho)$ to map the (non vacuum) density-momentum space $X$ to the density-velocity space $Y := [0, \infty) \times \mathbb{R}^d$, where vacuum is $\{0\} \times \mathbb{R}^d$. Let $V$ denote the set of vacuum points of the compactification $\mathcal{I}$ and $X_V := ((0, \infty) \times \mathbb{R}^d) \cup V$. The topology of $X_V$ is the one inherited from $\mathcal{I}$.  


3.4. Global existence

We can now introduce dissipative solutions of (1).

**Definition 6. (Dissipative Solutions)** Suppose that initial data

\[
\bar{\varrho} \in \mathcal{P}_2(\mathbb{R}^d) \text{ with } \mathcal{U}[\bar{\varrho}] < +\infty, \quad \bar{\mathbf{u}} \in \mathcal{L}^2(\mathbb{R}^d, \bar{\varrho}), \quad \bar{\mathbf{m}} := \bar{\varrho}\bar{\mathbf{u}}
\]  

is given. Let initial energy/moment \( \bar{\mathcal{E}}, \bar{\mathcal{M}} \) be defined by (22) and (24).

A dissipative solution of the isentropic Euler equations (1) is a pair \( \varepsilon, \nu \in \mathcal{L}_w^\infty(\mathbb{R}^d \times X) \) such that there exist \( \varrho \in \mathcal{L}_w^\infty([0, \infty) ; \mathcal{M}_+([\mathbb{R}^d \times \mathfrak{K}])) \), \( m \in \mathcal{L}_w^\infty([0, \infty) ; \mathcal{M}_w([\mathbb{R}^d])) \), with the properties (1)–(9) listed below. We denote by \( \langle \cdot, \cdot \rangle \) and \( [\cdot] \) the pairing with the Young measures \( \varepsilon \) and \( \nu \), respectively; see (34) for the definition.

**A priori bounds**

(i) The moment bound (25) holds and \( m_t \in \mathcal{M}_t \) for all \( t \in [0, \infty) \); see (27).

(ii) The map \( t \mapsto E(t) \) is non-increasing and bounded by \( \bar{\mathcal{E}} \), with

\[
E(t) := \int_{\mathbb{R}^d} \left[ \frac{1}{2} |m|^2/\varrho + U(\varrho) \right](t, \, dx) \quad \text{for all } t \in [0, \infty). \tag{38}
\]

(iii) We have \( N(t) \leq E(t) \) a.e., where

\[
N(t) := \int_{\mathbb{R}^d} \left[ \frac{1}{2} |m|^2/\varrho + U(\varrho) \right](t, \, dx) \quad \text{for all } t \in [0, \infty). \tag{39}
\]

**Time Regularity**

(iv) There exists a constant \( L \) depending only on \( d, \gamma \) such that

\[
\|\varrho\|_{\text{Lip}(0, \infty); \mathcal{P}_2(\mathbb{R}^d))} \leq (2\bar{\mathcal{E}})^{1/2},
\]

\[
\|m\|_{\text{Lip}(0, \infty); \mathcal{M}_w(\mathbb{R}^d)} \leq L\bar{\mathcal{E}}. \tag{40}
\]

**Eulerian Velocity**

(v) We have \( m =: \varrho \mathbf{u} \) with

\[
\mathbf{u}_t \in \mathcal{L}^2(\mathbb{R}^d, \varrho_t) \quad \text{for all } t \in [0, \infty).
\]

**Young measures**

(vi) The function \( \varrho, \, m \) are compatible with the Young measures \( \varepsilon, \nu \):

\[
\varrho_t(\, dx) = [\varrho](t, \, dx) = [\varrho](t, \, dx) \quad \text{for a.e. } t \in [0, \infty),
\]

\[
m_t(\, dx) = [m](t, \, dx) = [m](t, \, dx) \tag{41}
\]
(vii) There exist functions
\[ Q, R \in L^\infty_w([0, \infty); \mathcal{M}(\mathbb{R}^d; \text{Sym}_d(\mathbb{R}, \geq))], \]
\[ \phi, \chi \in L^\infty_w([0, \infty); \mathcal{M}_+(\mathbb{R}^d)), \]
such that the following decomposition holds for a.e. \( t \in [0, \infty) \):
\[ \llbracket m \otimes m / \varrho \rrbracket(t, dx) = r_t(x)u_t(x) \otimes u_t(x) dx + Q(t, dx), \]
\[ \llbracket P(\varrho) \rrbracket(t, dx) = P(r_t(x)) dx + \phi(t, dx), \] \hspace{1cm} (42)
where \( \varrho_t = r_t \mathcal{L}^d \). Formulas (42) hold analogously with \([\cdot]\) and \( R, \chi \).

**Hyperbolic conservation laws**

(viii) The initial data is attained:
\[ \varrho(0, \cdot) = \bar{\varrho}, \quad m(0, \cdot) = \bar{m}. \]

(ix) The conservation laws are satisfied:
\[ \frac{\partial}{\partial t} \varrho + \nabla \cdot m = 0, \]
\[ \frac{\partial}{\partial t} m + \nabla \cdot [m \otimes m / \varrho] + \nabla \llbracket P(\varrho) \rrbracket = 0 \] \hspace{1cm} in \( \mathcal{C}_1([0, \infty)) \otimes \mathcal{A} \). \hspace{1cm} (43)

**Remark 6.** Because of Definition 6 (vii)/(ix), the pair \( (\varrho, m = \varrho u) \) satisfies the modified momentum equation (6). We can rewrite the total energy as
\[ \int_{\mathbb{R}^d} \left( \frac{1}{2} m^2 / \varrho + U(\varrho) \right)(t, dx) \]
\[ = \int_{\mathbb{R}^d} \left( \frac{1}{2} r_t |u_t|^2 + U(r_t) \right) dx + \int_{\mathbb{R}^d} \left( \frac{1}{2} \text{tr}(Q(t, dx)) + \frac{1}{\gamma - 1} \phi(t, dx) \right), \]
where \( \varrho_t = r_t \mathcal{L}^d \) and \( t \in [0, \infty) \). Then Definition 6 (ii) implies the energy inequality (7) with \( Q \) in place of \( R \), from which (23) follows. Equality (44) also holds with \([\cdot], Q, \phi\) replaced by \([\cdot], R, \chi\), because of (41). We find that
\[ \int_{\mathbb{R}^d} \left( \frac{1}{2} \text{tr}(Q(t, dx)) + \frac{1}{\gamma - 1} \phi(t, dx) \right) \geq \int_{\mathbb{R}^d} \left( \frac{1}{2} \text{tr}(R(t, dx)) + \frac{1}{\gamma - 1} \chi(t, dx) \right) \]
for all \( t \in [0, \infty) \), as a consequence of Definition 6 (vi)/(iii).

**Remark 7.** One can prove that the boundedness of \( \varrho \) in \( L^\infty([0, \infty); L^\gamma(\mathbb{R}^d)) \) with Lipschitz continuity in a weaker topology (here: with respect to the Wasserstein distance, which metrizes the weak* convergence of measures) implies that \( t \mapsto \varrho_t \) is continuous in time with respect to the weak \( L^\gamma(\mathbb{R}^d) \)-topology. Similarly, we have that \( t \mapsto m_t \) is continuous with respect to the weak \( L^p(\mathbb{R}^d) \)-topology.

**Proposition 1.** For initial data as in (36), dissipative solutions do exist.
Proof. We utilize the time variational time discretization in [27], with minor modifications that will be pointed out below. The strategy is to generate an approximation of the solution \((\varrho, m = \varrho u)\) of the isentropic Euler equations (1) at discrete times \(t^k_\tau := k\tau\), where \(\tau > 0\) and \(k \in \mathbb{N}_0\), by solving a convex minimization problem in each timestep. By interpolating in time and passing to the limit \(\tau \to 0\), we obtain a sequence of approximate solutions that converge (up to a subsequence) towards a dissipative solution of (1) in the sense of Definition 6. We will outline the main steps below and refer the reader to [27] for additional details.

Step 1 Let us first describe the minimization problem, which is the basis for the time discretization. It was shown in [27] that for any given data

\[ \varrho \in \mathcal{P}_2(\mathbb{R}^d), \quad u \in \mathcal{L}^2(\mathbb{R}^d, \varrho) \]

with finite energy, there exists a unique minimizer \(X_\tau\) of the functional

\[ \frac{3}{4\tau^2} \int_{\mathbb{R}^d} |X(x) - (x + \tau u(x))|^2 \varrho(dx) + \int_{\mathbb{R}^d} U(r(x)) \det(\nabla X(x)^S)^{1-\gamma} dx, \]

which is defined for \(\mathbb{R}^d\)-valued functions \(X \in \mathcal{L}^2(\mathbb{R}^d, \varrho)\) that are monotone. Finiteness of the internal energy implies that \(\varrho =: r\mathcal{L}^d\), with \(r\) some Lebesgue integrable function; recall Definition 1. By slight abuse of notation, we will not always distinguish between the measure \(\varrho\) and its Lebesgue density \(r\). Monotonicity of \(X_\tau\) implies \(\text{BV}_{\text{loc}}\)-regularity, and \(\nabla X(x)^S\) is the symmetric part of the absolutely continuous part of the distributional derivative of \(X\), which is a locally finite \(\text{Mat}_d(\mathbb{R}, \geq)\)-valued measure. The optimality condition of this minimization problem takes the following form: There exists \(\lambda_\tau \in \mathcal{M}(\mathbb{R}^d; \text{Sym}_d(\mathbb{R}, >))\) such that

\[ \int_{\mathbb{R}^d} \xi(x) \cdot \frac{W_\tau(x) - u(x)}{\tau} r(x) dx = \int_{\mathbb{R}^d} \nabla \xi(x) : \left( P_\tau(x) dx + \lambda_\tau(dx) \right) \quad (45) \]

for all \(\xi \in \mathfrak{A}\) (see (20)), with pressure field

\[ P_\tau(x) := P(r(x)) \det(\nabla X_\tau(x)^S)^{1-\gamma} (\nabla X_\tau(x)^S)^{-1} \quad (46) \]

(taking values in \(\text{Sym}_d(\mathbb{R}, >)\)) and velocities

\[ W_\tau(x) := \frac{3}{2} V_\tau(x) - \frac{1}{2} u(x), \quad V_\tau(x) := \frac{X_\tau(x) - x}{\tau}, \quad (47) \]

in \(\mathcal{L}^2(\mathbb{R}^d, \varrho)\). If \(E[\varrho, u] := \int_{\mathbb{R}^d} \frac{1}{2} \varrho |u|^2 + \mathcal{U}[\varrho]\) denotes the total energy, then

\[ E[\varrho_\tau, u_\tau] + \int_{\mathbb{R}^d} \frac{1}{6} |W_\tau(x) - u(x)|^2 \varrho(dx) \]

\[ + \int_{\mathbb{R}^d} \left( P(r(x)) D_{\text{loc}}(\nabla X_\tau(x)^S - 1) dx + \text{tr}(\lambda_\tau(dx)) \right) \leq E[\varrho, u], \quad (48) \]

where \(\varrho_\tau := X_\tau \# \varrho\) and \(u_\tau := W_\tau \circ X_\tau^{-1}\) belongs to \(\mathcal{L}^2(\mathbb{R}^d, \varrho_\tau)\). Here \# indicates the push-forward of measures, defined as \(\varrho_\tau(A) := \varrho(X_\tau^{-1}(A))\) for all Borel subsets \(A \subset \mathbb{R}^d\). One can show that \(X_\tau\) can be extended by monotonicity to a \(\varrho\)-essentially injective map on all of \(\mathbb{R}^d\) so that \(u_\tau\) is indeed well-defined.
Note that $D_{\mathcal{U}}$ is the Bregman divergence of the convex function $S \mapsto \det(S)^{1-\gamma}$ with $S \in \text{Sym}_d(\mathbb{R}, >)$. For any $\varepsilon > 0$ there exists $C_\varepsilon > 0$ with

$$\sup_{z \in \mathbb{R}^d, |z| = 1} \left| \left( z, (1 - \det(1 + S)^{1-\gamma}(1 + S)^{-1})z \right) \right| \leq \varepsilon + C_\varepsilon D_{\mathcal{U}}(S) \quad (49)$$

for all $S \in \text{Sym}_d(\mathbb{R})$ such that $1 + S$ is positive definite.

We refer the reader to [27] for motivation, proofs, and further discussion.

**Step 2** We now explain in which sense the minimizer of Step 1 generates an approximate solution of (1) for one timestep. We define the interpolants

$$X_t(x) := x + tV_t(X), \quad W_t(x) := \left(1 - \frac{t}{\tau}\right)u(x) + \frac{t}{\tau} W_t(x) \quad (50)$$

for $\mathcal{Q}$-a.e. $x \in \mathbb{R}^d$ and $t \in [0, \tau]$. Then we interpolate density and velocity as

$$\mathcal{Q}_t := X_t \# \mathcal{Q}, \quad u_t := W_t \circ X_t^{-1}. \quad (51)$$

This is well-defined because $X_t$ is $\mathcal{Q}$-essentially injective.

For any $\eta \in C^1(\mathbb{R})$ and $\xi \in \mathcal{X}$, we now compute (integrating by parts)

$$-\int_0^\tau \eta'(t) \int_{\mathbb{R}^d} \xi(X_t(x)) \cdot W_t(x) \mathcal{Q}(dx) \, dt + \eta(\tau) \int_{\mathbb{R}^d} \xi(X_t(x)) \cdot W_t(x) \mathcal{Q}(dx) - \eta(0) \int_{\mathbb{R}^d} \xi(x) \cdot u(x) \mathcal{Q}(dx)$$

$$= \int_0^\tau \eta(t) \int_{\mathbb{R}^d} \nabla \xi(X_t(x)) : (W_t(x) \otimes \dot{X}_t(x)) \mathcal{Q}(dx) \, dt + \int_0^\tau \eta(t) \int_{\mathbb{R}^d} \xi(X_t(x)) \cdot \dot{W}_t(x) \mathcal{Q}(dx) \, dt. \quad (52)$$

Using definition (51), we have that

$$-\int_0^\tau \eta'(t) \int_{\mathbb{R}^d} \xi(X_t(x)) \cdot W_t(x) \mathcal{Q}(dx) \, dt = -\int_0^\tau \eta'(t) \int_{\mathbb{R}^d} \xi(z) \cdot u_t(z) \mathcal{Q}_t(dz) \, dt.$$

$$\eta(\tau) \int_{\mathbb{R}^d} \xi(X_t(x)) \cdot W_t(x) \mathcal{Q}(dx) = \eta(\tau) \int_{\mathbb{R}^d} \xi(z) \cdot u_t(z) \mathcal{Q}_t(dz).$$

The first integral on the right-hand side of (52) can be rewritten as

$$\int_0^\tau \eta(t) \int_{\mathbb{R}^d} \nabla \xi(X_t(x)) : \left( W_t(x) \otimes \dot{X}_t(x) \right) \mathcal{Q}(dx) \, dt \quad (53)$$

$$= \int_0^\tau \eta(t) \int_{\mathbb{R}^d} \nabla \xi(X_t(x)) : \left( W_t(x) \otimes (V_t(x) - W_t(x)) \right) \mathcal{Q}(dx) \, dt + \int_0^\tau \eta(t) \int_{\mathbb{R}^d} \nabla \xi(X_t(x)) : \left( W_t(x) \otimes W_t(x) \right) \mathcal{Q}(dx) \, dt.$$

Because of (47) and (50), we have that

$$V_t(x) - W_t(x) = \left(\frac{2}{3} - \frac{t}{\tau}\right)(W_t(x) - u(x)) \quad \text{for all} \ t \in [0, \tau].$$
By Young’s inequality, for any \(\varepsilon > 0\), there exists a constant \(C_\varepsilon > 0\) with
\[
\| W_t(x) \otimes (V_r(x) - W_t(x)) \|
\leq \varepsilon \left( \left(1 - \frac{t}{\tau}\right) |u(x)|^2 + \frac{t}{\tau} |W_r(x)|^2 \right) + C_\varepsilon \left| \frac{2}{3} - \frac{t}{\tau} \right| |W_r(x) - u(x)|^2.
\]

It follows that
\[
\begin{align*}
\int_0^\tau \eta(t) \int_{\mathbb{R}^d} \nabla \zeta(X_t(x)) : \left( W_t(x) \otimes (V_r(x) - W_t(x)) \right) \varrho(dx) \, dt \\
&\leq C \tau \left\{ \varepsilon \int_{\mathbb{R}^d} (|u(x)|^2 + |W_r(x)|^2) \varrho(dx) + C_\varepsilon \int_{\mathbb{R}^d} |W_r(x) - u(x)|^2 \varrho(dx) \right\}.
\end{align*}
\]
where \(C\) depends on the sup-norms of \(\eta\) and \(\nabla \zeta\). The integral multiplied by \(\varepsilon\) can be bounded by the total energy, the one multiplied by \(C_\varepsilon\) by the energy dissipation; see (48). The second integral on the right-hand side of (53) is
\[
\int_0^\tau \eta(t) \int_{\mathbb{R}^d} \nabla \zeta(X_t(x)) : \left( W_t(x) \otimes W_t(x) \right) \varrho(dx) \, dt
= \int_0^\tau \eta(t) \int_{\mathbb{R}^d} \nabla \zeta(z) : \left( u_t(z) \otimes u_t(z) \right) \varrho_t(dz) \, dt
\]
because of definition (51).

The second integral on the right-hand side of (52) can be rewritten as
\[
\begin{align*}
\int_0^\tau \eta(t) \int_{\mathbb{R}^d} \zeta(X_t(x)) & \cdot W_t(x) \varrho(dx) \, dt \\
= \int_0^\tau \eta(t) \int_{\mathbb{R}^d} \left( \zeta(X_t(x)) - \zeta(x) \right) \cdot \frac{W_r(x) - u(x)}{\tau} \varrho(dx) \, dt \\
&+ \int_0^\tau \eta(t) \int_{\mathbb{R}^d} \zeta(x) \cdot \frac{W_r(x) - u(x)}{\tau} \varrho(dx) \, dt.
\end{align*}
\]
Since \(\zeta \in \mathcal{A}\) we can estimate the first integral on the right-hand of (55) by
\[
\begin{align*}
\int_0^\tau \eta(t) \int_{\mathbb{R}^d} \left( \zeta(X_t(x)) - \zeta(x) \right) \cdot \frac{W_r(x) - u(x)}{\tau} \varrho(dx) \, dt \\
&\leq C \tau \left\{ \varepsilon \int_{\mathbb{R}^d} |V_r(x)|^2 \varrho(dx) + C_\varepsilon \int_{\mathbb{R}^d} |W_r(x) - u(x)|^2 \varrho(dx) \right\}
\end{align*}
\]
for any \(\varepsilon > 0\) and a corresponding constant \(C_\varepsilon\), by Cauchy–Schwarz and Young’s inequality. The constant \(C\) depends on the sup-norms of \(\eta\) and \(\nabla \zeta\). The integral with \(V_r\) is bounded by the total energy, while the integral with \(W_r - U\) is bounded by the energy dissipation; see (48). Notice that \(V_r\) is a convex combination of \(u\) and \(W_r\); see (47). Because of equation (45), the last integral in (55) is
\[
\int_0^\tau \eta(t) \int_{\mathbb{R}^d} \zeta(x) \cdot \frac{W_r(x) - u(x)}{\tau} \varrho(dx) \, dt
\]
We can now argue as in [27]. First, we estimate
\[
\left| \int_0^\tau \eta(t) \int_{\mathbb{R}^d} \nabla \zeta(x) : \left( P_\tau(x) - P(r(x)) \mathbf{1} \right) \, dx \, dt \right|
\leq C\tau \left\{ \varepsilon \int_{\mathbb{R}^d} U(r(x)) \, dx + C\varepsilon \int_{\mathbb{R}^d} P(r(x)) \, D_t \left( \nabla X_\tau(x)^S - \mathbf{1} \right) \, dx \right\},
\]
using (46)/(49) and the fact that \( P = (\gamma - 1)U \) for polytropic gases. Again the first integral on the right-hand side can be bounded by the total energy, the second one by the energy dissipation; see (48). Notice that since \( P_\tau, \mathbf{1} \) are symmetric, only the symmetric part of \( \nabla \zeta(x) \) is relevant for the estimate, therefore (49) can indeed be used. Finally, the last integral in (57) can be estimated as
\[
\left| \int_0^\tau \eta(t) \int_{\mathbb{R}^d} \nabla \zeta(x) : \lambda_t(dx) \, dt \right| \leq C\tau \int_{\mathbb{R}^d} \text{tr} \left( \lambda_t(dx) \right),
\]
and the integral can be bounded by the energy dissipation; see (48). We have used that \( \lambda_t \) takes values in positive semidefinite matrices, so the trace is equivalent to the Frobenius norm. The constant \( C \) in (58) and (59) depends on the sup-norms of \( \eta \) and \( \nabla \zeta \). Collecting all terms, we obtain the identity
\[
- \int_0^\tau \eta'(t) \int_{\mathbb{R}^d} \zeta(x) \cdot u_\tau(x) \, \varrho_t(dx) \, dt
+ \eta(\tau) \int_{\mathbb{R}^d} \zeta(x) \cdot u_\tau(x) \, \varrho_t(dx) - \eta(0) \int_{\mathbb{R}^d} \zeta(x) \cdot u(x) \, \varrho(dx)
\]
\[
= \int_0^\tau \eta(t) \int_{\mathbb{R}^d} \nabla \zeta(z) : \left( u_t(z) \otimes u_t(z) \right) \, \varrho_t(dz) \, dt
+ \int_0^\tau \eta(t) \int_{\mathbb{R}^d} P(r(x)) \nabla \cdot \zeta(x) \, dx \, dt + \text{ERROR}.
\]
Note that the spatial integral in (60) involving \( P(r(x)) \) does not depend on \( t \). The ERROR term collects the contributions from (54), (56), and (58). Thus
\[
|\text{ERROR}| \leq C\tau \left( \varepsilon \mathcal{E}[\varrho, u] + C\varepsilon \left( \mathcal{E}[\varrho, u] - \mathcal{E}[\varrho_t, u_t] \right) \right).
\]

We can now iterate the procedure outlined above, using the final data \((\varrho_t, u_\tau)\) of one timestep as the initial data for the next minimization problem. Notice that because of (48) the new initial data again has finite total energy and is therefore admissible. We will denote by \((\varrho^k_t, u_t^k)\) and \(X_t^k, W_t^k\) the corresponding approximate solutions and transport maps/velocities at times \( t^k_\tau := k\tau \), with \( k \in \mathbb{N}_0 \). Here we use the subscript \( \tau \) to emphasize the dependence on the timestep. Let
\[
X_{t,\tau}(x) := \frac{t^k_\tau + 1 - t}{\tau} x + \frac{t - t^k_\tau}{\tau} X_t^k(x), \quad W_{t,\tau}(x) := \frac{t^k_\tau + 1 - t}{\tau} u^k_t(x) + \frac{t - t^k_\tau}{\tau} W_t^k(x)
\]
\[
(62)
\]
for $\varrho^k_t$-a.e. $x \in \mathbb{R}^d$ be the interpolation of transport/velocity, and

$$\varrho_{\tau,t} := X_{\tau,t} \# \varrho^k_t, \quad u_{\tau,t} := W_{\tau,t} \circ X_{\tau,t}^{-1}$$

the interpolated density and Eulerian velocity, for $t \in [t^k, t^{k+1}_\tau]$ and $k \in \mathbb{N}_0$.

If now $\eta \in \mathscr{C}^{-1}_c((0, \infty))$ and $\zeta \in \mathfrak{A}$, then $(\varrho_{\tau}, u_{\tau})$ satisfies the analogue of (60), with time integration over $[0, \infty)$. When adding up the error terms, we find that the contributions from the first term on the right-hand side of (61) amounts to adding $\tau$ for every timestep because $\mathcal{E}[\varrho_{\tau}^k, u_{\tau}^k]$ is bounded by $\bar{E}$ uniformly in $k, \tau$; see (48). Since $\eta$ has compact support in some interval $[0, T]$, this contribution is bounded by $CT \epsilon \bar{E}$, which can be made arbitrarily small, uniformly in $\tau$, by choosing $\epsilon$ small. On the other hand, the contributions from the second term on the right-hand side of (61) can be summed up over all timesteps because the dissipation terms form a telescope sum. This contribution is therefore bounded by $CT \epsilon \bar{E}$, which converges to zero as $\tau \to 0$. We conclude that the error term in the momentum equation vanishes in the limit. The continuity equation is satisfied, by construction, non-increasing in time and bounded by $\bar{E}$.

Step 3 We will now pass to the limit $\tau \to 0$. The main issue here is to define suitable Young measures that can represent the weak limits of non-linear terms of the form $\varrho u \otimes u$ and $P(\varrho)$. We will use two such Young measures. First, let

$$\int_{\mathbb{R}^d \times \mathcal{X}} \phi(x, x) \epsilon_{\tau}(t, dx, dx) := \int_{\mathbb{R}^d} \phi(x, r^k_{\tau}(x), m^k_{\tau}(x)) \cdot h(r^k_{\tau}(x), m^k_{\tau}(x)) \, dx$$

for all $\phi \in \mathscr{C}(\mathbb{R}^d \times \mathcal{X})$ and $t \in [t^k, t^{k+1}_\tau]$, $k \in \mathbb{N}_0$, where

$$\epsilon^k_{\tau} := r^k_{\tau} \mathcal{L}^d, \quad m^k_{\tau} := r^k_{\tau} u^k_{\tau}.$$

Notice that $\epsilon_{\tau}$ is piecewise constant in time. Its total variation is given by

$$\|\epsilon_{\tau}(t, \cdot)\|_{\mathcal{M}(\mathbb{R}^d \times \mathcal{X})} = \int_{\mathbb{R}^d \times \mathcal{X}} \epsilon_{\tau}(t, dx, dx) = 1 + \mathcal{E}[\varrho^k_{\tau}, u^k_{\tau}]$$

for $t \in [t^k, t^{k+1}_\tau]$, which is bounded by the initial total energy $\bar{E}$ because of (48), uniformly in $k, \tau$. Indeed we have more: The function

$$t \mapsto E_{\tau}(t) := \|\epsilon_{\tau}(t, \cdot)\|_{\mathcal{M}(\mathbb{R}^d \times \mathcal{X})} - 1,$$

which equals the total energy, is non-increasing in time with $E_{\tau}(0) = \bar{E}$. For any sequence $\tau_n \to 0$ as $n \to \infty$, there now exists a subsequence (not relabeled, for simplicity) and a Young measure $\epsilon \in \mathbb{E}^*$ such that $\epsilon_{\tau_n} \rightharpoonup \epsilon$ weak* in $\mathbb{E}^*$ as $n \to \infty$ (which means testing against functions in $\mathbb{E}$), by Banach–Alaoglu theorem. Because of Helly’s selection theorem, we may extract another subsequence if necessary and obtain that $E_{\tau_n}(t) \to E(t)$ pointwise for all $t \in [0, \infty)$, with total enery

$$t \mapsto E(t) := \|\epsilon(t, \cdot)\|_{\mathcal{M}(\mathbb{R}^d \times \mathcal{X})} - 1$$

non-increasing in time and bounded by $\bar{E}$. 
For the second Young measure we use a continuous time interpolation: Let
\[
\int_{\mathbb{R}^d \times \mathcal{X}} \phi(x, \nu) \nu_t(t, dx, d\nu) := \int_{\mathbb{R}^d} \phi(x, r_{\tau,t}(x), m_{\tau,t}(x)) h(r_{\tau,t}(x), m_{\tau,t}(x)) \, dx
\]
for all \( \phi \in \mathcal{C}(\mathbb{R}^d \times \mathcal{X}) \) and \( t \in [0, \infty) \), with \((\varrho_{\tau,t}, u_{\tau,t})\) defined in (63)/(62),
\[
\varrho_{\tau,t} :=: r_{\tau,t} \mathcal{L}^d, \quad m_{\tau,t} := r_{\tau,t} u_{\tau,t}.
\]  
(64)

Again we must establish uniform boundedness. The map
\[
t \mapsto \int_{\mathbb{R}^d} \frac{1}{2} |u_{\tau,t}(z)|^2 \varrho_{\tau,t}(dx) = \int_{\mathbb{R}^d} \frac{1}{2} |W_{\tau,t}(x)|^2 \varrho_{\tau}^F(dx)
\]
is convex for \( t \in [t^k_\tau, t^{k+1}_\tau] \), \( k \in \mathbb{N}_0 \); see (62). Similarly, the map
\[
t \mapsto U[X_{\tau,t}|\varrho_{\tau,t}] := \int_{\mathbb{R}^d} U(r^k_{\tau}(x)) \det(\nabla X_{\tau,t}(x)^{\xi})^{1-\gamma} \, dx
\]
is convex in each timestep; see the proof of Proposition 5.23 in [27]. Thus
\[
t \mapsto \int_{\mathbb{R}^d} \frac{1}{2} |u_{\tau,t}(z)|^2 \varrho_{\tau,t}(dx) + U[X_{\tau,t}|\varrho_{\tau,t}] \quad \text{with} \quad t \in [t^k_\tau, t^{k+1}_\tau]
\]
is convex. In fact, it is bounded by the total energy at time \( t^k_\tau \), see Proposition 5.23 in [27]. Since \( U[\varrho_{\tau,t}] \leq U[X_{\tau,t}|\varrho_{\tau,t}] \) (see Remark 5.14 in [27]) it follows that
\[
\mathcal{E}[\varrho_{\tau,t}, u_{\tau,t}] \leq \mathcal{E}[\varrho_{\tau}^k, u_{\tau}^k] \quad \text{for} \quad t \in [t^k_\tau, t^{k+1}_\tau], \; k \in \mathbb{N}_0.
\]  
(65)

In particular, the total variation of \( \nu_{\tau,t} \) can be bounded by the total variation of \( \varrho_{\tau,t} \) for all \( t \in [0, \infty) \), which in the limit \( \tau \to 0 \) will produce Property (iii) of Definition 6. Extracting another subsequence of \( \tau_n \to 0 \) if necessary (not relabeled), we may assume that \( \nu_{\tau_n} \rightharpoonup \nu \) weak* in \( \mathbb{E}^* \) as \( n \to \infty \), for some \( \nu \in \mathbb{E}^* \).

Moreover, since the curves \( t \mapsto (\varrho_{\tau,t}, m_{\tau,t}) \) are Lipschitz continuous with respect to the Wasserstein distance and the bounded Lipschitz norm, respectively, uniformly in \( \tau \), one can use the Arzelà–Ascoli theorem to conclude the existence of another subsequence (not relabeled) and of limit density/momentum \((\varrho, m)\) such that
\[
(\varrho_{\tau_n,t}, m_{\tau_n,t}) \rightharpoonup (\varrho_t, m_t) \quad \text{weak* in the sense of measures},
\]
for all \( t \in [0, \infty) \). We refer the reader to Lemmas 6.1 and 6.2 in [27]; see also the proof of Lemma 3 for a similar argument. Then lower semicontinuity of the internal energy (see Definition 1) and the fact the the total energy stays uniformly bounded imply that the limit density \( \varrho_t \) is again absolutely continuous with respect to the Lebesgue measure. Indeed since \( U(r) = kr^\gamma \) with \( \gamma > 1 \) has superlinear growth at infinity, the internal energy would be infinite if the density had any singular parts. Similarly, lower semicontinuity of the kinetic energy forces \( m_t \) to be absolutely continuous with respect to \( \varrho_t \), and thus in turn with respect to the Lebesgue measure; see again the proof of Lemma 3 for a similar argument.
Step 4 We now establish the decomposition in Definition 6 (vii). We consider only the Young measure we define the weakly measurable map \( \nu^\tau : [0, \infty) \times \mathbb{R}^d \rightarrow \mathcal{P}(X_V) \) by
\[
\int_0^\infty \int_{\mathbb{R}^d} \phi(t, x) \int_{X_V} \psi(t) \nu^\tau_{t,x}(d\tau) \ dx \ dt := \int_0^\infty \int_{\mathbb{R}^d} \phi(t, x) \nu^\tau_{t,x}(d\tau, x) \ dx \ dt
\]
for all \( \phi \in \mathcal{C}_c([0, \infty) \times \mathbb{R}^d) \) and \( \psi \in \mathcal{C}_c(X_V) \); see (64) and Remark 5 for notation. As was explained there, the set \( X_V \) is topologically equivalent to \([0, \infty) \times \mathbb{R}^d\), where \( V \) is identified with \([0] \times \mathbb{R}^d\). Thus \( \nu^\tau_{t,x} \) is the Dirac measure at \((r^\tau_{t,x}, m^\tau_{t,x})\); in vacuum it assigns mass one to the point in \( V \) corresponding to the velocity \( u^\tau_{t,x} \). Since \( \nu^\tau_{t,x} \) is a probability measure for a.e. \((t, x)\) and all \( \tau \), we have that
\[
\int_A \nu^\tau_{t,x}(X_V) \ dx \ dt = \mathcal{L}^{d+1}(A) \text{ for all } A \subset [0, \infty) \times \mathbb{R}^d \text{ Borel.}
\]
Consider now the compact sets \( \Omega_N := [0, N] \times \tilde{B}_N(0) \) with \( N \in \mathbb{N} \). Then
\[
\sup_{\tau > 0} \int_{\Omega_N} \int_{X_V} h(t) \nu^\tau_{t,x}(d\tau) \ dx \ dt \leq \sup_{\tau > 0} \int_0^N \int_{\mathbb{R}^d} \left( \varrho_\tau + \left( \frac{|m^\tau|^2}{2\varrho_\tau} + U(\varrho_\tau) \right) \right) \ dx \ dt \leq N(1 + \tilde{E}) < +\infty,
\]
with \( h \) extended to a lower semicontinuous and convex map
\[
(\varrho, m) \mapsto \begin{cases} 
\varrho + \left( \frac{|m|^2}{2\varrho} + U(\varrho) \right) & \text{if } (\varrho, m) \in (0, \infty) \times \mathbb{R}^d \\
0 & \text{if } (\varrho, m) \in V \\
+\infty & \text{otherwise}
\end{cases}
\]
It follows that the map \((\varrho, m) \mapsto h(\varrho, m)\) is inf-compact, i.e., its sublevel sets are compact. We can then apply Theorem 4.3.2 in [44] to conclude that the family \( \{\nu^\tau\}_\tau \), when restricted to \( \Omega_N \times X_V \), is strictly tight and therefore (sequentially) relatively compact with respect to the topology of \( S \)-stable convergence; see Section 2.1 and Theorem 4.3.5 in [44]. In particular, if \( \tau_n \rightarrow 0 \) is the sequence of timesteps that generates the Young measures \( \nu, \varepsilon \) of Step 3, by a diagonal argument with \( N \rightarrow \infty \), we obtain a weakly measurable map \( \nu : [0, \infty) \times \mathbb{R}^d \rightarrow \mathcal{P}(X_V) \) such that
\[
\int_0^\infty \int_{\mathbb{R}^d} \phi(t, x) \psi(r^\tau_{t,x}(x), m^\tau_{t,x}(x)) \ dx \ dt \rightarrow \int_0^\infty \int_{\mathbb{R}^d} \phi(t, x) \nu_{t,x}(d\tau) \ dx \ dt \text{ asn } \rightarrow \infty
\]
for all \( \phi \in \mathcal{C}_c([0, \infty) \times \mathbb{R}^d) \) and \( \psi \in \mathcal{C}_c(X_V) \), along suitable subsequences that are not relabeled, for simplicity. Using a similar argument, we also obtain
\[
\varrho_t(dx) = \int_{X_V} \varrho \nu_{t,x}(d(\varrho, m)) \ dx,
\]
\[
m_t(dx) = \int_{X_V} m \nu_{t,x}(d(\varrho, m)) \ dx
\]
for a.e. \( t \). Recall that \( \rho_t, m_t \) are absolutely continuous with respect to the Lebesgue measure \( \mathcal{L}^d \). By convexity and Jensen’s inequality, it follows that
\[
P(r_t(x)) \leq \int_{X_V} P(\rho) \, v_{t,x}(d(\rho, m)),
\]
\[
\frac{m_t(x) \otimes m_t(x)}{r_t(x)} \leq \int_{X_V} \frac{m \otimes m}{\rho} \, v_{t,x}(d(\rho, m))
\]
in the sense of symmetric matrices, with \( \rho_t = r_t \mathcal{L}^d \) and \( m_t := r_t u_t \), for a.e. \((t, x)\). Because of Step 3 and (66), we observe that for all \( \varphi \in \mathcal{C}_c(X_V) \) and a.e. \( t \)
\[
\int_{X_V} \varphi(\tau) \, v_{t,x}(d\tau) \, dx = \int_{X_V} \frac{\varphi(\tau)}{h(\tau)} \, v_t(dx, d\tau).
\]
(69)

Here we have used that \( \varphi \) vanishes on \( \mathcal{X} \setminus X_V \), so it is sufficient to integrate over \( X_V \) in (69) instead of \( \mathcal{X} \). By monotone convergence (recall that \( v_t \) has finite total variation), we generalize (69) to \( \varphi \in \mathcal{C}(X_V) \) with \( |\varphi(\tau)| \leq C h(\tau) \) for all \( \tau \in X \), where \( C \) is some constant. From this, we obtain the inequalities
\[
\int_{X_V} P(\rho) \, v_{t,x}(d(\rho, m)) \, dx \leq \int_{\mathcal{X}} \frac{P(\rho)}{h(\rho, m)} \, v_t(dx, d(\rho, m)),
\]
\[
\int_{X_V} \frac{m \otimes m}{\rho} \, v_{t,x}(d(\rho, m)) \, dx \leq \int_{\mathcal{X}} \frac{m \otimes m}{h(\rho, m)} \, v_t(dx, d(\rho, m))
\]
in the sense of symmetric matrices. Notice that on the right-hand side of (71) we included the contributions that the Young measure \( v_t \) may have “at infinity”, i.e., in the set \( \mathcal{X} \setminus X_V \). Combining (68) and (71), we have
\[
P(r_t(x)) \, dx \leq [P(\rho)](t, dx),
\]
\[
r_t(x) u_t(x) \otimes u_t(x) \, dx \leq [m \otimes m](t, dx)
\]
(72)
in the sense of symmetric matrices. The differences between the left- and right-hand sides of (72) define the defect measures \( R, \chi \) in Definition 6 (vii). For the second Young measure \( \varepsilon \), we use a sum in the definition of the \( \mathcal{BL}(\mathbb{R}^d) \)-norm (29), not a max. Both forms are equivalent. Moreover, we do not assume that the initial total momentum vanishes.

\[\square\]

Remark 8. In [27] a different time interpolation was used: The velocity was updated to \( W_t \) at the beginning of the timestep, then transported constantly. As a consequence, the total energy could jump upward first, before decreasing continuously to its value at the end of the timestep. Here we use the piecewise linear interpolation (62) instead, which gives us the energy inequality (65). The necessary changes in the derivation of the momentum equation have been outlined in Step 2 above. The proof of Lipschitz continuity of the momentum \( t \mapsto m_t \) in Lemma 6.2 in [27] must also be adapted, taking into account the error estimate (56). Note that (56) is already uniform in the \( \mathcal{BL}(\mathbb{R}^d) \)-norm of the test function. Indeed, since the constant \( C \) on the right-hand side of (56) only depends on the sup-norm of \( \nabla \zeta \), one can take the supremum over all \( \zeta \in \mathcal{BL}(\mathbb{R}^d) \) to conclude that the error is small in the bounded Lipschitz norm. We omit the details. Different from [27], here we use a sum in the definition of the \( \mathcal{BL}(\mathbb{R}^d) \)-norm (29), not a max. Both forms are equivalent. Moreover, we do not assume that the initial total momentum vanishes.
3.5. Properties

The following lemma makes precise in which sense the quantity \((13)\) is in fact a measure of the acceleration of the dissipative solution.

**Lemma 1.** Suppose \((\varepsilon, \nu)\) is a dissipative solution of the isentropic Euler equations \((1)\), as introduced in Definition 6. Let \(t \mapsto m_t\) be the momentum associated to \((\varepsilon, \nu)\). With \(a(t|\varepsilon, \nu)\) defined by \((13)\), we have that

\[
a(t|\varepsilon, \nu) = |m'|(t) \quad \text{for a.e. } t \in [0, \infty),
\]

where \(|m'|\) is the metric derivative of \(m\) induced by the distance \((11)\).

**Proof.** For any \(\eta \in C^1_c((0, \infty))\) and \(\xi \in C^1_c(\mathbb{R}^d; \mathbb{R}^d)\) we have that

\[
-\int_0^\infty \eta'(t) \int_{\mathbb{R}^d} \xi(x) \cdot m_t(dx) \, dt = \int_0^\infty \eta(t) \int_{\mathbb{R}^d} \nabla \cdot (U(t, dx) : m_t) \, dt
\]

because of the momentum equation; see Property (ix) of Definition 6. Here

\[
U(t, dx) = [m \otimes m/\rho](t, dx) + [P(\rho)](t, dx)1
\]

is the momentum flux. It suffices to integrate over \(\mathbb{R}^d\) on the right-hand side of \((73)\) (instead of the compactification \(\hat{\mathbb{R}}^d\)) because \(\xi\) vanishes at infinity. Consider now a sequence of test functions \(\eta_k\) that converges pointwise a.e. to the characteristic function of some time interval \([s, t]\) where \(0 \leq s \leq t\). Since the map \(r \mapsto m_r\) is Lipschitz continuous with respect to the bounded Lipschitz norm (testing against \(\xi \in BL(\mathbb{R}^d, \mathbb{R}^d)\)), we can pass to the limit \(k \to \infty\) in \((73)\) to obtain

\[
-\int_{\mathbb{R}^d} \xi(x) \cdot (m_t(dx) - m_s(dx)) = \int_s^t \int_{\mathbb{R}^d} \nabla (U(r, dx) : m_t) \, dr.
\]

With \(\| \cdot \|\) the operator norm induced by the Euclidean norm \(| \cdot |\) on \(\mathbb{R}^d\), we have that

\[
\|\xi\|_{Lip(\mathbb{R}^d)} \leq 1 \quad \implies \quad \|\nabla \xi(x)\| \leq 1 \quad \implies \quad \xi \cdot \nabla \xi(x) \xi \leq |\xi|^2
\]

for all \(x, \xi \in \mathbb{R}^d\). Recall that \(\xi\) is differentiable, by assumption. Then

\[
\left| \int_{\mathbb{R}^d} \xi(x) \cdot (m_t(dx) - m_s(dx)) \right| \leq \int_s^t \int_{\mathbb{R}^d} tr(U(r, dx)) \, dr.
\]

Recall that \(U\) takes values in the symmetric, positive semi-definite matrices so that its trace is non-negative and we can change the domain of integration to \(\hat{\mathbb{R}}^d\).

We claim that \((75)\) remains true for all maps \(\xi : \mathbb{R}^d \to \mathbb{R}^d\) with \(\|\xi\|_{Lip(\mathbb{R}^d)} \leq 1\). Assuming for the moment that the claim is true, we take the supremum on both sides of \((75)\) over such \(\xi\) and conclude that

\[
d(m_t, m_s) \leq \int_s^t \int_{\hat{\mathbb{R}}^d} tr(U(r, dx)) \, dr \quad \text{for all } 0 \leq s \leq t;
\]
see (11). In particular, the map \( t \mapsto a(t; \varepsilon, v) \) defined in (13) is an upper bound of the metric derivative \(|\mathbf{m}'|\) for all times. On the other hand, we can use the test function \( \zeta = \text{id} \) in the momentum equation because \( \text{id} \in \mathfrak{A} \). This gives

\[
- \int_0^\infty \eta'(t) \int_{\mathbb{R}^d} x \cdot \mathbf{m}_t(\text{d}x) \, \text{d}t = \int_0^\infty \eta(t) \int_{\mathbb{R}^d} \text{tr}(U(t, \text{d}x)) \, \text{d}t \tag{77}
\]

Note that we integrate over \( \mathbb{R}^d \) on the right-hand side of (77). Considering again a sequence of test functions \( \zeta^k \) converging pointwise a.e. to the characteristic function of \( [s, t] \), we want to pass to the limit \( k \to \infty \) on either side of (77). This time we may not have Lipschitz continuity of the map \( t \mapsto \int_{\mathbb{R}^d} x \cdot \mathbf{m}_t(\text{d}x) \) but this map is still in \( \mathcal{L}^\infty_{\text{loc}}([0, \infty)) \). Then the Lebesgue differentiation theorem implies

\[
- \int_{\mathbb{R}^d} x \cdot (\mathbf{m}^t(\text{d}x) - \mathbf{m}^s(\text{d}x)) = \int_s^t \int_{\mathbb{R}^d} \text{tr}(U(r, \text{d}x)) \, \text{d}r \tag{78}
\]

for almost every \( 0 \leq s \leq t \). Estimating the left-hand side of (78) from above by taking the supremum over all Lipschitz continuous test functions with \( \| \zeta \|_{\text{Lip}(\mathbb{R}^d)} \leq 1 \) (of which \( \zeta = \text{id} \) is one), we obtain the opposite inequality to (76), and therefore equality for generic \( 0 \leq s \leq t \). It only remains to prove the claim made above.

To this end, consider \( \varphi \in \mathcal{C}^1_c([\mathbb{R}^d]) \) with \( \varphi(\mathbb{R}^d) \subset [0, 1] \) and

\[\varphi(x) = 1 \text{ if } |x| \leq 1, \quad \varphi(x) = 0 \text{ if } |x| \geq 2.\]

For any \( R, \varepsilon > 0 \) we define the rescaled cut-off function/mollifier

\[\eta_R(x) := \varphi(x/R), \quad \varphi_\varepsilon(x) := \varepsilon^{-d} \varphi(x/\varepsilon)\]

where \( x \in \mathbb{R}^d \). For given \( \zeta : \mathbb{R}^d \to \mathbb{R}^d \) with \( \| \zeta \|_{\text{Lip}(\mathbb{R}^d)} \leq 1 \) let

\[\zeta_\varepsilon := \zeta \ast \varphi_\varepsilon \quad \text{and} \quad \zeta_{R, \varepsilon} := \eta_R \zeta_\varepsilon,\]

with the latter being an element of \( \mathcal{C}^1_c([\mathbb{R}^d]) \) for every \( R, \varepsilon > 0 \). We still have (74) with \( \zeta_{R, \varepsilon} \) in place of \( \zeta \). We decompose the right-hand side in the form

\[
\int_s^t \int_{\mathbb{R}^d} \nabla \zeta_{R, \varepsilon}(x) : U(r, \text{d}x) \, \text{d}r = \int_s^t \int_{\mathbb{R}^d} \frac{1}{R} \nabla \eta\left(\frac{x}{R}\right) \otimes \zeta_\varepsilon(x) : U(r, \text{d}x) \, \text{d}r \\
+ \int_s^t \int_{\mathbb{R}^d} \eta_R(x) \nabla \zeta_\varepsilon(x) : U(r, \text{d}x) \, \text{d}r. \tag{79}
\]

By the properties of mollifications, the assumption on \( \zeta \) implies \( \| \nabla \zeta_\varepsilon \|_{\mathcal{L}^\infty(\mathbb{R}^d)} \leq 1 \) so that \( |\zeta_\varepsilon(x)| \leq A + |x| \) for all \( x \in \mathbb{R}^d \), with \( A \geq 0 \) some constant. Then

\[
\left| \int_{\mathbb{R}^d} \frac{1}{R} \nabla \eta\left(\frac{x}{R}\right) \otimes \zeta_\varepsilon(x) : U(r, \text{d}x) \right| \leq C \frac{A + 2R}{R} \int_{\mathbb{R}^d} 1_{\mathbb{C}B_R(0)}(x) \text{tr}(U(r, \text{d}x)),
\]

with \( C \) a constant depending only on \( \nabla \eta \), for any fixed \( r \). Note that this estimate is uniform in \( \varepsilon \). As the integrand converges pointwise to zero as \( R \to \infty \), the integral vanishes in the limit, by dominated convergence. Moreover, since the \( x \)-integral over \( \text{tr}(U) \) is bounded uniformly in time, we can pass to the limit \( R \to \infty \) also in
the corresponding time integral in (79), using dominated convergence once again. In a similar fashion, we argue that the second integral on the right-hand side of (79) is bounded by \( \int_{t}^{s} \int_{\mathbb{R}^d} \text{tr}(U(r, dx)) \, dr \), uniformly in \( \varepsilon, R \). This gives the right-hand side of (75). To pass to the limit on the left-hand side of (75), we first let \( \varepsilon \to 0 \) with \( R \) fixed. Since \( \dot{m}_t \) is absolutely continuous with respect to the Lebesgue measure and, in fact, in \( L^p(\mathbb{R}^d) \) for some \( p > 1 \) [see (37)], we conclude that

\[
\int_{\mathbb{R}^d} \eta_R(x) \zeta(x) \cdot \dot{m}_t(dx) \to \int_{\mathbb{R}^d} \eta_R(x) \zeta(x) \cdot \dot{m}_t(dx) \quad \text{as} \quad \varepsilon \to 0,
\]

using the properties of mollifications. Moreover, since \( |\zeta(x)| \leq A + |x| \) for all \( x \in \mathbb{R}^d \) and some constant \( A \geq 0 \), and since \( m_t \) has finite first moment, we can again use the dominated convergence theorem to obtain

\[
\int_{\mathbb{R}^d} \eta_R(x) \zeta(x) \cdot m_t(dx) \to \int_{\mathbb{R}^d} \zeta(x) \cdot m_t(dx) \quad \text{as} \quad R \to \infty.
\]

For the integral involving \( m_s \) we argue analogously. \( \square \)

**4. Minimal Acceleration**

For initial data \((\bar{\rho}, \bar{m})\) as in (36), we define the set

\[
S := \{ (\varepsilon, \nu) \text{ dissipative solution of (1) with initial data } (\bar{\rho}, \bar{m}) \}, \tag{80}
\]

which is non-empty; see Proposition 1. We now introduce a topology such that (80) becomes a *compact metric space*. This requires a suitable notion of convergence of Young measures. Recall that Young measures are elements of the dual space \( \mathbb{E}^* \) [see (32)], which comes equipped with the weak* topology. By Banach–Alaoglu theorem, bounded sets in \( \mathbb{E}^* \) are weak* precompact. Moreover, since the Banach space \( \mathbb{E} \) [see (31)] is separable, the weak* topology is metrizable on such bounded sets, so that *compactness and sequential compactness are equivalent*. We will say that a sequence of dissipative solutions \((\varepsilon^k, \nu^k) \in S\) converges to \((\varepsilon, \nu)\) if

\[
\varepsilon^k \rightharpoonup \varepsilon, \quad \nu^k \rightharpoonup \nu \quad \text{weak* in } \mathbb{E}^* \text{ as } k \to \infty, \tag{81}
\]

which is defined in terms of testing against functions in \( \mathbb{E} \).

**Lemma 2.** The set \( S \) is a (sequentially) compact metric space under (81).

**Proof.** It suffices to prove that every sequence of dissipative solutions \((\varepsilon^k, \nu^k) \in S\) admits a subsequence converging as in (81) to a pair of Young measures \((\varepsilon, \nu)\) that is again a dissipative solution in \( S \). We establish uniform boundedness of \( \varepsilon^k \) and \( \nu^k \) in the \( \mathbb{E}^* \)-norm and apply Banach–Alaoglu theorem. Let \( \bar{E}, \bar{M} \) be the total energy and second moment determined by \((\bar{\rho}, \bar{m})\); see (22) and (24). Then

\[
\left\| \varepsilon^k(t, \cdot) \right\|_{\mathbb{E}(\mathbb{R}^d \times \mathcal{X})} = \int_{\mathbb{R}^d \times \mathcal{X}} \varepsilon^k(t, dx, dv) = \int_{\mathbb{R}^d} \left[ \bar{\rho} + \frac{1}{2} |m|^2 / \bar{\rho} + U(\bar{\rho}) \right] \varepsilon^k(t, dx),
\]
which is bounded by $1 + \bar{E}$ for every $t \in [0, \infty)$ uniformly in $k$, by Definition 6 (ii)/(vi). Recall that the pairing (34) is linear in $f$. It follows that
\[
\sup_{k \in \mathbb{N}} \|\varepsilon^k\|_{\mathbb{E}^*} \leq 1 + \bar{E};
\]
see (33). Extracting a subsequence (not relabeled, for simplicity), we obtain (81), for some $\varepsilon \in \mathbb{E}^*$. The same argument applies to the Young measures $\nu^k$.

We can now use Lemma 3 to finish the proof. 

Lemma 3. Suppose that a sequence of dissipative solutions $(\varepsilon^k, \nu^k) \in S$ converges to a pair of Young measures $(\varepsilon, \nu)$ in the sense of (81). Then $(\varepsilon, \nu) \in S$. 

Proof. We split the proof into two steps.

Step 1 We will first establish the existence of curves $t \mapsto (\varrho_t, m_t)$, for which we will check the properties of Definition 6. Consider densities/momenta $(\varrho^k, m^k)$ that are associated with the Young measures $(\varepsilon^k, \nu^k)$ as in Property (vi) of Definition 6. We will show that for a suitable subsequence (not relabeled) we have
\[
\varrho^k_t \rightharpoonup \varrho_t \quad \text{and} \quad m^k_t \rightharpoonup m_t \quad \text{weak* in the sense of measures (82)}
\]
(testing against functions in $\mathcal{C}_b(\mathbb{R}^d; \mathbb{R}^D)$, pointwise for all $t \in [0, T]$).

In order to prove (82), we use the refined version of the Arzelà–Ascoli theorem in Proposition 3.3.1 of [28]. For any $T > 0$ fixed, the curves $t \mapsto \varrho^k_t$ have second moments bounded by (25) for all $t \in [0, T]$, uniformly in $k$. Therefore, for each such $t$, the set $\{\varrho^k_t\}_{k \in \mathbb{N}}$ is tight, hence narrowly precompact in $\mathcal{P}(\mathbb{R}^d)$, by Prokhorov’s theorem. This implies in particular the weak* precompactness in the sense of measures on $\mathbb{R}^d$. The curves are Lipschitz continuous with respect to the Wasserstein distance, with Lipschitz constant bounded uniformly in $k$, because of (40). Then Proposition 3.3.1 in [28] establishes the convergence of a subsequence (not relabeled) of the $\varrho^k$ and a limit density $\varrho$ with (82) for every $t \in [0, T]$. The curve $t \mapsto \varrho_t$ is again Lipschitz continuous with respect to the Wasserstein distance, and estimates (25) and (40) still hold. Repeating this argument for $T \to \infty$, extracting subsequences as necessary, we obtain (82) for all $t \in [0, \infty)$. Notice that narrow convergence of measures in $\mathcal{P}(\mathbb{R}^d)$ is metrizable (see Remark 5.1.1 of [28]) and that the Wasserstein distance $W$ is lower semicontinuous with respect to narrow convergence; see (2.1.1) in [28].

We will now show that the limit density $\varrho_t$ is in fact uniquely determined by the Young measure $\nu_t$ for a.e. $t \in [0, \infty)$. In particular, the limit is independent of the particular choice of subsequence used in the Arzelà–Ascoli compactness argument, and so the whole sequence converges for a.e. $t$. Indeed, since the map
\[
(t, x, (\varrho, m)) \mapsto \eta(t)\varphi(x) \varrho / h(\varrho, m)
\]
with $\eta \in L^1([0, \infty))$ and $\varphi \in \mathcal{C}(\mathbb{R}^d)$ is an element in $\mathbb{E}$, we have
\[
\int_0^\infty \eta(t) \int_{\mathbb{R}^d} \varphi(x) \varrho(t, dx) \, dt = \lim_{k \to \infty} \int_0^\infty \eta(t) \int_{\mathbb{R}^d} \varphi(x) [\varrho]_{\nu^k}(t, dx) \, dt
\]
\[
= \lim_{k \to \infty} \int_0^\infty \eta(t) \int_{\mathbb{R}^d} \varphi(x) \varrho_t^k(\mathrm{d}x) \, \mathrm{d}t = \int_0^\infty \eta(t) \int_{\mathbb{R}^d} \varphi(x) \varrho_t(\mathrm{d}x) \, \mathrm{d}t.
\]

For the second equality we have used that (41) holds for \(v^k\); the third identity follows from (82) and dominated convergence. Recall that \(\varrho_t^k, \varrho_t\) have finite second moments, uniformly in \(k\) and \(t\) bounded. Therefore the domain of integration can be restricted to \(\mathbb{R}^d\). Since \(\eta, \varphi\) are arbitrary, we conclude that \([\varrho](t, \mathrm{d}x) = \varrho_t(\mathrm{d}x)\) for a.e. \(t \in [0, \infty)\). The argument works the same for \(e^k\) and \(\varepsilon\).

For the moment we argue similarly: On compact time intervals \([0, T]\), the \(m_t^k\) are bounded in \(\mathcal{M}_t\) [see (27)] uniformly in \(k\), which implies uniformly bounded first moments and therefore tightness/narrow precompactness. On \(\mathcal{M}_t\), the topology of narrow convergence coincides with the one induced by the bounded Lipschitz norm; see Corollary 3.2 and Remark 3.2 in [36]. The curves \(t \mapsto m_t\) are Lipschitz continuous with respect to the bounded Lipschitz norm, with Lipschitz constant bounded by (40) uniformly in \(k\). Then Proposition 3.3.1 in [28] establishes convergence of a subsequence of the \(m_t^k\) (not relabeled) towards a limit momentum that is again Lipschitz continuous. Also \(m_t \in \mathcal{M}_t\) for all \(t \in [0, T]\) and estimate (40) still holds. We let \(T \to \infty\) and extract further subsequence as needed to obtain (82).

To show that we also have convergence when testing against functions in \(\mathcal{A}\), which may grow linearly at infinity, we can adapt the truncation argument of Lemma 1.

We can now argue as before to show that the limit momentum \(m_t\) is uniquely determined by the Young measures \((\varrho, \varepsilon)\) for a.e. \(t \in [0, \infty)\). In particular, density and momentum \((\varrho, m)\) satisfy the compatibility condition in Property (vi) of Definition 6. Since all \((\varrho^k, m^k)\) have the same initial data \((\bar{\varrho}, \bar{m})\), the convergence (82) with \(t = 0\) implies that \((\varrho, m)\) also has initial data \((\bar{\varrho}, \bar{m})\), which proves Property (viii) of Definition 6. Lipschitz continuity in (iv) has already been discussed, and the a priori bounds (i) and (37) can be derived from weak* precompactness and lower semicontinuity of the internal and kinetic energies; see also Remark 6.

Step 2 Property (v) of Definition 6 follows from lower semicontinuity of

\[
(\varrho_t, m_t) \mapsto \sup_{\xi \in \mathcal{H}_b(\mathbb{R}^d, \mathbb{R}^d)} \int_{\mathbb{R}^d} \left( \xi(x) \cdot m_t(\mathrm{d}x) - \frac{1}{2} |\xi(x)|^2 \varrho_t(\mathrm{d}x) \right), \tag{83}
\]

which represents the kinetic energy, under weak* convergence of measures. Notice that the functional (83) gives \(+\infty\) if \(m_t\) is not absolutely continuous with respect to \(\varrho_t\). Then we use the weak* convergence (82) for every \(t \in [0, \infty)\).

Property (ii) of Definition 6 follows from (81) and Helly’s selection theorem for sequences of monotone functions; see also Step 3 in the proof of Proposition 1. To prove Property (iii) we observe that the weak* convergence of the Young measures in \(\mathcal{E}^*\) implies weak* convergence in \(\mathcal{L}^{\infty}(\mathbb{R}^d)\) of \(E^k\) and \(N^k\), which are defined as in (38) and (39) with \(e^k, v^k\) in place of \(\varepsilon, \nu\). Indeed the map

\[
(t, x, (\varrho, m)) \mapsto \eta(t) \left( \frac{1}{2} |m|^2 / \varrho + U(\varrho) \right) / h(\varrho, m)
\]

with \(\eta \in \mathcal{L}^1([0, \infty))\) is an element in \(\mathcal{E}\) (no \(x\)-dependence). Choosing test functions \(\eta_T := 1_{\{N > E\} \cap [0, T]}\), which are in \(L^1([0, \infty))\) for any \(T \in \mathbb{N}\), we find that

\[
0 \leq \int_0^\infty \eta_T(t) (N(t) - E(t)) \, \mathrm{d}t
\]
Recall that the energy bounds imply the function space inclusions (37).

Finally, we observe that for \( \eta \in C^1_c([0, \infty)) \) and \( \zeta \in \mathcal{A} \)

\[
\int_0^\infty \eta(t) \int_{\mathbb{R}^d} \nabla \zeta(x) : \left( [m \otimes m/\varrho]_{\nu_k}(t, \, dx) + \|P(\varrho)\|_{\nu_k}(t, \, dx) \right) \, dt
\]

\[
\longrightarrow \int_0^\infty \eta(t) \int_{\mathbb{R}^d} \nabla \zeta(x) : \left( [m \otimes m/\varrho]_{\nu(t, \, dx)} + \|P(\varrho)\|_{\nu(t, \, dx)} \right) \, dt
\]

as \( k \to \infty \) because the map

\[
(t, x, (\varrho, m)) \mapsto \eta(t) \nabla \zeta(x) : (m \otimes m/\varrho)/h(\varrho, m)
\]

belongs to the space \( \mathcal{E} \); see (31). Then we use (81) again. The same argument works for the pressure term. On the other hand, we have for \( \zeta \in C^1_c([0, \infty)) \) that

\[
\int_0^\infty \eta'(t) \int_{\mathbb{R}^d} \zeta(x) \cdot m_t^k(dx) \, dt \longrightarrow \int_0^\infty \eta'(t) \int_{\mathbb{R}^d} \zeta(x) \cdot m_t(dx) \, dt \tag{84}
\]

as \( k \to \infty \). Indeed (82) establishes convergence of the spatial integrals in (84) for a.e. \( t \in [0, \infty) \); recall that the momentum \( m_t \) is in \( \mathcal{M} \), which is defined in (27). Since the spatial integrals are bounded uniformly in \( t, k \), by Cauchy–Schwarz inequality and (23)/(25), we can then pass to the limit in (84) using dominated convergence. Recall that \( \eta \) has compact support in \([0, \infty)\). This proves that \((\epsilon, \nu)\) and \( m \) satisfy the momentum equation in (43) when testing with \( \eta \in C^1_c([0, \infty)) \) and \( \zeta \in C^1_c([0, \infty)) \) and \( \zeta \in C^1_c([0, \infty)) \). A truncation argument like the one in the proof of Lemma 1 can then be used to show that the momentum equation holds for all \( \zeta \in \mathcal{A} \). The continuity equation can be handled in a similar way, which proves Property (ix) of Definition 6.

Finally, to prove Property (vii) we argue as in Step 4 of the proof of Proposition 1:

We introduce weakly measurable maps \( \nu^k : [0, \infty) \times \mathbb{R}^d \longrightarrow \mathcal{P}(X_V) \) with

\[
\int_0^\infty \int_{\mathbb{R}^d} \phi(t, x) \int_{X_V} \varphi(x) \nu^k_{t,x}(dx) \, dx \, dt := \int_0^\infty \int_{\mathbb{R}^d} \phi(t, x) \varphi(r^k_t(x), m^k_t(x)) \, dx \, dt
\]

for all \( \phi \in C_c([0, \infty) \times \mathbb{R}^d) \) and \( \varphi \in C_c(X_V) \). Here \( (r^k, m^k) \) is the Lebesgue density of density/momentum \((\varrho^k, m^k)\). As before, one can show that the sequence of \( \nu^k \) admits a weak* converging subsequence (not relabeled) such that

\[
\int_0^\infty \int_{\mathbb{R}^d} \phi(t, x) \varphi(r^k_t(x), m^k_t(x)) \, dx \, dt
\]

\[
\longrightarrow \int_0^\infty \int_{\mathbb{R}^d} \phi(t, x) \int_{X_V} \varphi(x) \nu^k_{t,x}(dx) \, dx \, dt \quad \text{as } k \to \infty
\]
for all \( \phi \in \mathcal{C}_c([0, \infty) \times \mathbb{R}^d) \) and \( \varphi \in \mathcal{C}_c(X_V) \), where \( \nu: [0, \infty) \times \mathbb{R}^d \rightarrow \mathcal{P}(X_V) \) is some weakly measurable map. This limit \( \nu \) is uniquely determined by identity (69), which proves in particular that the whole sequence converges. Again we have (67) and (68), by Jensen’s inequality. Combining this with (71), we get (72) in the sense of symmetric matrices. The difference between the left- and right-hand sides of (72) define the defect measures \( R, \chi \) in Definition 6 (vii). For the second Young measure \( \epsilon \) and \( \left\lfloor \cdot \right\rfloor \) the argument works the same. □

For \( (\epsilon, \nu) \in S \) we define the set of predecessors

\[
P(\epsilon, \nu) := \{ (\tilde{\epsilon}, \tilde{\nu}) \in S : (\tilde{\epsilon}, \tilde{\nu}) \preceq (\epsilon, \nu) \},
\]

where \( \preceq \) is the quasi-order introduced in Definition 2.

**Lemma 4.** For every \( (\epsilon, \nu) \in S \) the set \( P(\epsilon, \nu) \) is closed under (81).

**Proof.** Because of Lemma 3, we know that if \( (\epsilon^k, \nu^k) \in S \) converges to \( (\tilde{\epsilon}, \tilde{\nu}) \) in the sense of (81), then \( (\tilde{\epsilon}, \tilde{\nu}) \in S \). Suppose that \( (\epsilon^k, \nu^k) \preceq (\epsilon, \nu) \), i.e., that

\[
a(t|\epsilon^k, \nu^k) \leq a(t|\epsilon, \nu) \quad \text{for a.e. } t \in [0, \infty)
\]

and all \( k \in \mathbb{N} \). We argue as in the proof of Lemma 3: Since the maps

\[
(t, x, (\rho, m)) \mapsto \eta(t) \left\{ \frac{m \otimes m/\rho}{P(\rho)} \right\} / h(\rho, m)
\]

with \( \eta \in L^1([0, \infty)) \) belong to \( \mathbb{E} \) (no \( x \)-dependence), (81) implies that

\[
a(\cdot|\epsilon^k, \nu^k) \rightharpoonup a(\cdot|\tilde{\epsilon}, \tilde{\nu}) \quad \text{weak* in } L^\infty([0, \infty)).
\]

Choosing test functions \( \eta_T := \mathbf{1}_{a(\cdot|\tilde{\epsilon}, \tilde{\nu}) > a(\cdot|\epsilon, \nu)|[0,T]} \), which are in \( L^1([0, \infty)) \) for any \( T \in \mathbb{N} \), we use inequality (85) and (86) to obtain the estimate

\[
0 \leq \int_0^\infty \eta_T(t)(a(t|\tilde{\epsilon}, \tilde{\nu}) - a(t|\epsilon, \nu)) \, dt \\
\leq \lim_{k \to \infty} \int_0^\infty \eta_T(t)(a(t|\tilde{\epsilon}, \tilde{\nu}) - a(t|\epsilon^k, \nu^k)) \, dt = 0.
\]

It follows that \( a(t|\tilde{\epsilon}, \tilde{\nu}) \leq a(t|\epsilon, \nu) \) for a.e. \( t \in [0, \infty) \), thus \( (\tilde{\epsilon}, \tilde{\nu}) \in P(\epsilon, \nu) \). □

Applying Theorem 2, we then obtain our main result Theorem 1.
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