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Abstract

The iteratively reweighted least squares method (IRLS) is a popular technique used in practice for solving regression problems. Various versions of this method have been proposed, but their theoretical analyses failed to capture the good practical performance.

In this paper we propose a simple and natural version of IRLS for solving \( \ell_\infty \) and \( \ell_1 \) regression, which provably converges to a \((1+\varepsilon)\)-approximate solution in \( O(m^{1/3} \log(1/\varepsilon)/\varepsilon + \log(m/\varepsilon)/\varepsilon^2) \) iterations, where \( m \) is the number of rows of the input matrix. Interestingly, this running time is independent of the conditioning of the input, and the dominant term of the running time depends only linearly in \( \varepsilon^{-1} \), despite the fact that the problem it is solving is non-smooth, and the algorithm is not using any regularization.

This improves upon the more complex algorithms of Chin et al. (ITCS ’12), and Christiano et al. (STOC ’11) by a factor of at least \( 1/\varepsilon^{5/3} \), and yields a truly efficient natural algorithm for the slime mold dynamics (Straszak-Vishnoi, SODA ’16, ITCS ’16, ITCS ’17).

1 Introduction

Regression problems are fundamental primitives in scientific computing. Among these, \( \ell_\infty \) and \( \ell_1 \)-regression are their hardest instantiations, since through standard reductions they can be shown to be equivalent to linear programming.

While the series of works on these topics is truly extensive and diverse, the simpler methods have pervaded into the realm of practical applications. Among these, an extremely popular scheme known for its simplicity is the iteratively re-weighted least squares (IRLS) method. The idea behind it is to reduce optimization problems to iteratively solving a series of weighted \( \ell_2 \)-minimization problems, where the weights are adaptively chosen in such a way that the resulting solutions from the sequence of least-squares problems converge to the sought optimal point. In particular, due to its relevance in signal processing, \( \ell_1 \) regression is a very important application of IRLS [C+06, CY08].

Despite the fact that various versions of this method have been studied ever since the 60’s [Law61, Osh85] theoretical understanding of their convergence has lacked. Recent works have attempted to fill this gap, and offer provable guarantees [DDFG10, SV16d, SV16b, SV16a], some of them inspired from the interpretation of this method as a dynamical system. In particular, we note the *Physarum* dynamics, which have been studied in a completely different context [JNTT11, JZ12, TKN07, BMV12, BBD+13] in order to justify an experiment which revealed that a unicellular organism, the slime mold, could solve the shortest path problem in a maze [NYT00]. The fact that these dynamics are essentially just a version of the IRLS method was observed in [SV16c].
Returning to the more classical world of algorithm design and analysis, it is worth observing that existing analyses of IRLS methods fall into two categories: (i) they show convergence only when the problem is properly initialized, or (ii) the guaranteed running time is prohibitive in the sense that it is highly dependent on how the input is conditioned, or it has a high polynomial dependency on the desired solution accuracy.

In this paper, we focus on analyzing simple versions of IRLS which overcome both aforementioned obstacles. In particular, our methods always converge to a \( (1 + \epsilon) \) multiplicative approximation for the objectives
\[
\min_{\vec{x}}: A \vec{x} = \vec{b}, \parallel \vec{x} \parallel_p, \ p \in \{1, \infty\}, \text{ in } \tilde{O}(m^{1/3}/\epsilon + 1/\epsilon^2) \text{ iterations of solving a weighted least squares problem, where } m \text{ is the number of rows of the input matrix.}
\]

Inspiration for our methods is heavily drawn from the work of [CKM+11], which offered a groundbreaking result by showing that \( (1 + \epsilon) \) approximate maximum flow can be solved in \( \tilde{O}(m^{1/3}/\epsilon^{11/3}) \) iterations (subsequently the \( \epsilon \) dependence was improved to \( 1/\epsilon^{8/3} \), see [CMMP13]) of solving a weighted least squares problem – which in conjunction with efficient Laplacian solvers, broke a longstanding barrier for fast graph algorithms. While these algorithms generalize to arbitrary \( \ell_1 \) and \( \ell_\infty \) regression problems, they are somewhat involved, in particular due to the fact that they are the product of combining the multiplicative weights update method with a regularization technique, and a second potential function.

Instead, our method removes all regularization and directly attempts to solve the non-smooth objective while tracking a single potential function. The number of iterations looks surprising, since the dominant term is \( \tilde{O}(m^{1/3}/\epsilon) \), whenever \( \epsilon \geq m^{-1/3} \). Optimization methods for non-smooth functions which achieve only linear dependence in \( 1/\epsilon \) are extremely hard to obtain, since they first require smoothing the objective, then applying an accelerated method; for problems like \( \ell_\infty \) and \( \ell_1 \) regression, however, applying any sort of acceleration seemed impossible to achieve until recently. For more background, see [Nes05, She17].

Interestingly, a line of work that yielded results very similar in spirit to ours is that of approximately solving positive linear and semidefinite programs [You01, AZO15, AZLO16], where the goal was to produce a first order optimization method that can be implemented in a number of iterations independent of the conditioning of the input. Improving the \( \epsilon \) dependence to \( o(1/\epsilon^2) \) is an important open problem in this subfield.

We believe that understanding the connection between these results can pave the way for designing new optimization primitives.

1.1 Main Theorem

We state the main theorem of this paper. It follows from the correctness proofs described in Sections 3.1 and 3.2, and the convergence proofs from Lemmas 4.6 and 4.8.

**Theorem 1.1.** There exist algorithms \( \ell_\infty \)-Minimization and \( \ell_1 \)-Minimization such that, on input \((A, \vec{b}, \epsilon, M)\), where \( A \in \mathbb{R}^{n \times m} \) is a matrix, \( \vec{b} \in \mathbb{R}^n \) is a vector which lies in the span of \( A \)'s columns, \( \epsilon \) is an accuracy parameter, and \( M \) is a target value:

1. \( \ell_\infty \)-Minimization returns a solution \( \vec{x} \) such that \( A \vec{x} = \vec{b} \), and \( \parallel \vec{x} \parallel_\infty \leq (1 + \epsilon)M \), or certifies that
   \[
   \min_{\vec{x}: A\vec{x} = \vec{b}} \parallel \vec{x} \parallel_\infty \geq (1 - \epsilon)M.
   \]

2. \( \ell_1 \)-Minimization returns a solution \( \vec{x} \) such that \( A \vec{x} = \vec{b} \), and \( \parallel \vec{x} \parallel_1 \leq (1 + \epsilon)M \), or certifies that
   \[
   \min_{\vec{x}: A\vec{x} = \vec{b}} \parallel \vec{x} \parallel_1 \geq (1 - \epsilon)M.
   \]

Furthermore both algorithms finish in
\[
O \left( \frac{m^{1/3} \log(1/\epsilon)}{\epsilon} + \frac{\log(m/\epsilon)}{\epsilon^2} \right)
\]
iterations, each of which can be implemented in the time required to solve a linear system of the form $A^T \tilde{\phi} = \tilde{b}$, where $D \in \mathbb{R}^{m \times m}$ is an arbitrary nonnegative diagonal matrix.

From feasibility to optimization. The algorithms in the above theorem solve the feasibility problem: given a target value $M$, they either return a solution with objective value at most $(1+\varepsilon)M$ or they certify that the optimum solution value is at least $(1-\varepsilon)M$. Let $p \in \{\infty, 1\}$. To solve the optimization problem, we combine the feasibility algorithms with galloping search as follows. We solve the $\ell_2$ regression problem to obtain an initial solution $\bar{x}_0$. Let $M_0 = \|\bar{x}_0\|_p$, and note that $M_0 \leq \sqrt{n}\|\bar{x}^*\|_p$. Starting with $M = M_0$, we do a galloping search as follows. First we find an interval $[a, b]$ that contains the optimal value and $b \leq O(1)a$: we use the feasibility algorithm with the current value $M$; if the algorithm returns a feasible solution, we decrease $M$ by a factor of 2 and repeat; otherwise, we stop the search and set $[a, b] = [(1-\varepsilon)M, 2(1+\varepsilon)M]$. Since $M_0 \leq \sqrt{n}\|\bar{x}^*\|_p$, we perform $O(\log n)$ iterations. We then perform binary search over the interval $[a, b]$ using the feasibility algorithm, and we stop when the obtain an interval $[a', b']$ with $b' \leq (1+\varepsilon)a'$. Since the initial length of the binary search interval is $O(1)\|\bar{x}^*\|_p$ and the binary search stops once the length of the interval becomes at most $\varepsilon\|\bar{x}^*\|_p$, the binary search takes $O(\log(1/\varepsilon))$ iterations. We run the feasibility algorithm with $M = b'$ and obtain a solution $\bar{x}$ satisfying $\bar{x} \leq (1 + O(\varepsilon))\|\bar{x}^*\|_p$.

1.2 Relation to Previous IRLS Methods and Slime-Mold Dynamics

A popular method for solving $\ell_1$ minimization is the iteratively re-weighted least squares method (IRLS). This is essentially based on the observation that whenever $\bar{x}^t = \arg\min_{\bar{x} \in \mathbb{R}^n} \|Ax - b\|_1$, one also has that this is the minimizer of the least squares problem $\arg\min_{\bar{x}} \|Ax - b\|_2$. Hence one approach that has been employed ever since the 60’s [Law61, Osb85, DDFG10] is to iteratively adjust the weighting of the coordinates and re-solve the least squares problem, until $\bar{x}$ converges to a stationary point. This is rigorously described by the iteration

$$\bar{x}^{t+1} = \arg\min_{\bar{x} \in \mathbb{R}^n} \left\{ \frac{1}{\|\bar{x}^t\|_1} \cdot \bar{x}^2 \right\},$$

We abuse notation by applying scalar operations to vectors, with the meaning that they are applied element-wise.

Subsequent works attempted to rigorously analyze this iteration and prove convergence bounds. Oftentimes this relied on specific structure, such as $\bar{x}$ being sparse [DDFG10]. A recent series of works drew inspiration from convergence proofs for the slime-mold dynamics – a method which essentially solves $\ell_1$ minimization, based on a model used to describe the evolution of a slime mold (Physarum polycephalum) as it spreads through its environment in order to optimize its access to food sources [NYT00, TKN07]. Based on the intuition that these dynamics yield a method for solving the transportation problem, Straszak and Vishnoi proved in a series of works [SV16a, SV16b, SV16c] that this is as a matter of fact equivalent to the IRLS method, and provided a rigorous convergence analysis for aamped version of it:

$$\bar{x}^{t+1} = \arg\min_{\bar{x} \in \mathbb{R}^n} \left\{ \frac{1}{\sqrt{(\bar{x}^t)^2 + \eta^2}} \cdot \bar{x}^2 \right\}.$$

Unfortunately their convergence proof shows that this method is highly inefficient, and the time to convergence has a high polynomial dependence in the desired accuracy, and the structure of the linear constraint.
By comparison, what we describe in this work is an IRLS method where the weights are updated according to a thresholding rule. Given a guess $M$ for the optimal value, we perform an iteration equivalent to:

\[
\tilde{c}_i^{(t+1)} = \tilde{c}_i^{(t)} \cdot \psi_{1/(1-\varepsilon)} \left( \frac{x_i^{(t)}}{\tilde{c}_i^{(t)}} \cdot \frac{1}{\psi(x(t))} \cdot M \right)^2,
\]

\[
\tilde{x}^{(t+1)} = \arg\min_{\tilde{x}=b} \langle \frac{1}{\tilde{c}^{(t+1)}}, \tilde{x}^2 \rangle,
\]

where $\psi$ is a thresholding operator i.e. $\psi_b(u) = u$, if $u \geq b$, and $\psi_b(u) = 1$ otherwise. Intuitively, this increases the weights $c_i$ only for the elements where the corresponding component $x_i^2/c_i$ of the quadratic objective contributes significantly, therefore we want to favor increasing it even more in the future by decreasing the weight $1/c_i$ we place on this coordinate.

Similarly, the iteration corresponding to the $\ell_\infty$ minimization problem has a very simple form, and is described by:

\[
\tilde{r}^{(t+1)} = \tilde{r}^{(t)} \cdot \psi_{1+\varepsilon} \left( \frac{x_i^{(t)}}{M} \right)^2,
\]

\[
\tilde{x}^{(t+1)} = \arg\min_{\tilde{x}=b} \langle \tilde{r}^{(t+1)}, \tilde{x}^2 \rangle.
\]

## 2 Preliminaries

### 2.1 Basic Notation

**Sets.** We let $\mathbb{R}$ be the set of real numbers. For any natural number $n$, we write $[n] := \{1, \ldots, n\}$. We denote by $\Delta_m$ the $m$-dimensional simplex i.e. $\Delta_m = \{\tilde{p} \in \mathbb{R}^m : \sum_{i=1}^m \tilde{p}_i = 1, \tilde{p}_i \geq 0 \text{ for all } i\}$.

**Vectors.** We let $\tilde{0}, \tilde{1} \in \mathbb{R}^n$ denote the all zeros and all ones vectors, respectively. When it is clear from the context, we apply scalar operations to vectors with the interpretation that they are applied coordinate-wise.

**Matrices.** We write matrices in bold. We use $\mathbf{I}$ to denote the identity matrix, and $\mathbf{0}$ to denote the zero matrix. Given a vector $\tilde{x}$ we let $\mathbf{D}(\tilde{x})$ be the diagonal matrix whose entries are given by $\tilde{x}$. For a symmetric matrix $\mathbf{A}$, we let $\mathbf{A}^+$ be its Moore-Penrose pseudoinverse, i.e. $\mathbf{A}\mathbf{A}^+ = \mathbf{A}^+\mathbf{A} = \mathbf{I}_{\text{im}(\mathbf{A})}$. The pseudoinverse can be thought of as replacing all the nonzero eigenvalues of $\mathbf{A}$ with their reciprocals.

**Inner products.** When it is convenient, we use $\langle \cdot, \cdot \rangle$ notation to denote inner products. Given two vectors $\tilde{x}, \tilde{y}$ of equal dimensions, we let $\langle \tilde{x}, \tilde{y} \rangle = \tilde{x}^\top \tilde{y}$.

**Norms.** Given a vector $\tilde{x}$, we denote the $\ell_p$ norm of $\tilde{x}$ by $\|\tilde{x}\|_p = (\sum |\tilde{x}_i|^p)^{1/p}$. When the subscript is dropped, we refer to the $\ell_2$ norm. From this definition, we can also see that $\|\tilde{x}\|_\infty = \max |\tilde{x}_i|$. 


2.2 Proof Technique

Let us first understand the idea behind our $\ell_\infty$ minimization algorithm. The problem we aim to solve is \( \min_{\vec{x}: \vec{A}\vec{x} = \vec{b}} \|\vec{x}\|_\infty \). Letting $\Delta_m$ be the $m$-dimensional unit simplex, we can write our objective equivalently as

$$
\min_{\vec{x}: \vec{A}\vec{x} = \vec{b}} \|\vec{x}\|_\infty = \min_{\vec{r}: \vec{A}\vec{r} = \vec{b}} \max_{\vec{c} \in \Delta_m} \langle \vec{r}, \vec{c}\rangle = \max_{\vec{r} \in \Delta_m} \left( \min_{\vec{c} \in \Delta_m} \langle \vec{r}, \vec{c}\rangle \right) := \max_{\vec{r} \in \Delta_m} \mathcal{E}_r(\vec{b}) ,
$$

where the second identity follows from Danskin’s theorem [Dan12], which allows us to interchange min and max. The quantity between the parentheses has a very natural interpretation, in the case of electrical networks: it is precisely the electrical energy required to route a demand (\( \vec{b} \)) through an electrical network encoded in \( \vec{A} \). Furthermore, we have an easy way to lower bound how this energy increases whenever resistances are increased, which is a finer quantitative version of Rayleigh’s monotonicity principle. More precisely, we can easily certify a lower bound on the increase in energy determined by increasing a single coordinate of \( \vec{r} \). Using this observation, which we make more precise in Section 4.2 we can identify a set of coordinates of \( \vec{r} \) to increase, guaranteeing that if \( \vec{r}' \) is the new vector with perturbed resistances, we have

$$
\frac{\mathcal{E}_{\vec{r}'}(\vec{b}) - \mathcal{E}_{\vec{r}}(\vec{b})}{\|\vec{r}^2 - \vec{r}'\|_1} \geq M^2 ,
$$

for a fixed parameter $M$. In the case when no coordinates of \( \vec{r} \) can be increased, while preserving this property, this yields a certificate that \( \vec{r} \) is close to optimal, and thus we are done (Lemma 4.5). Hence our goal becomes that of guaranteeing that \( \|\vec{r}\|_1 \) increases very fast. Indeed, since the “electrical energy” increases at the right rate relative to \( \|\vec{r}\|_1 \), after the latter has increased sufficiently, we can guarantee that \( \mathcal{E}_{\vec{r}}(\vec{b})/\|\vec{r}\|_1 \geq (1 - \varepsilon)M \), since the increase in \( \|\vec{r}\|_1 \) cancels out most of the initial error introduced by starting with a potentially poor solution.

The $\ell_1$ minimization algorithm relies on squaring the objective, and then writing it equivalently as

$$
\min_{\vec{x}: \vec{A}\vec{x} = \vec{b}} \|\vec{x}\|_1^2 = \min_{\vec{x}: \vec{A}\vec{x} = \vec{b}} \left( \min_{\vec{c} \in \Delta_m} \left\langle \vec{x}, \vec{c}\right\rangle \right)^2 = \min_{\vec{c} \in \Delta_m} \left( \min_{\vec{x}: \vec{A}\vec{x} = \vec{b}} \left\langle \vec{x}, \vec{c}\right\rangle \right)^2 = \min_{\vec{c} \in \Delta_m} \mathcal{E}_{1/\vec{c}}(\vec{b}) .
$$

For the first identity we used the fact that \( \|\vec{x}\|_1^2 = \min_{\vec{c} \in \Delta_m} \langle 1/\vec{c}, \vec{x}\rangle^2 \), achieved at \( \vec{c} = \vec{x}/\|\vec{x}\|_1 \). The second identity follows from joint convexity w.r.t. \( \vec{c} \) and \( \vec{x} \), which can be verified by computing the Hessian of the function in \( \langle \vec{x}, \vec{c}\rangle \). So completely oppositely from the previous case, the objective of our problem becomes minimizing electrical energy with respect to a set of inverse resistances, which we will call capacitances. Note that in this case the quantity that is invariant under scaling \( \vec{c} \) by a constant is \( \mathcal{E}_{1/\vec{c}} \cdot \|\vec{c}\|_1 \). Therefore, equivalently, our goal will be to find the set of capacitances \( \vec{c} \geq 0 \) for which \( (\mathcal{E}_{1/\vec{c}})^{-1}/\|\vec{c}\|_1 \geq \frac{1}{(1 + \varepsilon)M} \). Similarly to the $\ell_\infty$ case, in this case we make progress by iteratively increasing capacitances from \( \vec{c} \) to \( \vec{c}' \) in such a way that

$$
\frac{1}{\mathcal{E}_{1/\vec{c}'}(\vec{b})} - \frac{1}{\mathcal{E}_{1/\vec{c}}(\vec{b})} \geq \frac{1}{M^2} .
$$

\footnote{Interestingly, this can also be thought of as achieving tightness for reverse Hölder’s inequality whenever we are considering the dual “norms” $\ell_{-1}$ and $\ell_{1/2}$.}
Just as before, we can prove that unless the value of the objective can not be made smaller than \( M \), then \( \vec{c} \) can be increased while enforcing this invariant (Lemma 4.7). Hence we can prove fast convergence by arguing that \( \|\vec{c}\|_1 \) increases very fast.

### 2.3 Approximate Solutions and Infeasibility Certificates

**\( \ell_\infty \) minimization** We consider the formulation

\[
\min_{\vec{x}} \|\vec{x}\|_\infty, \tag{2.3}
\]

for which seek an approximate solution in the following sense. Given a target value \( M \), we aim to find one of the following:

1. an approximate solution \( \vec{x} \) in the sense that \( \vec{A}\vec{x} = \vec{b} \) and \( \|\vec{x}\|_\infty \leq (1 + \varepsilon)M \);
2. an approximate infeasibility certificate \( \vec{r} \) in the sense that \( \vec{r} \in \Delta_m \) and \( \vec{b}^\top (\vec{A}\vec{D}(\vec{r})^{-1}\vec{A}^\top) + \vec{b} \geq (1 - \varepsilon)^2M^2 \).

We prove in Lemma 2.1 that the latter is indeed an infeasibility certificate.

**Lemma 2.1.** Let \( \vec{x}^* \) be the solution to the problem defined in Equation 2.3 and let \( \vec{r} \in \Delta_m \). Then

\[
\|\vec{x}^*\|_\infty^2 \geq \vec{b}^\top (\vec{A}\vec{D}(\vec{r})^{-1}\vec{A}^\top) + \vec{b}.
\]

**Proof.** Using Lemma 4.2 we can write

\[
\vec{b}^\top (\vec{A}\vec{D}(\vec{r})^{-1}\vec{A}^\top) + \vec{b} = \min_{\vec{x}: \vec{A}\vec{x} = \vec{b}} \langle \vec{r}, \vec{x}^2 \rangle \leq \langle \vec{r}, (\vec{x}^*)^2 \rangle \leq \|\vec{r}\|_1 \|\vec{x}^*\|_\infty^2 = \|\vec{x}^*\|_\infty^2,
\]

which gives us what we needed. \( \square \)

**\( \ell_1 \) minimization** We consider the formulation

\[
\min_{\vec{x}} \|\vec{x}\|_1, \tag{2.4}
\]

for which we seek an approximate solution in the following sense. Given a target value \( M \), we seek one of the following:

1. an approximate infeasibility certificate \( \vec{\phi} \in \mathbb{R}^n \) in the sense that \( \frac{\vec{b}^\top \vec{\phi}}{\|\vec{A}^\top \vec{\phi}\|_\infty} \geq (1 - \varepsilon)M \); and
2. an approximate feasibility certificate \( \vec{c} \) in the sense that \( \vec{c} \in \Delta_m \) and \( \vec{b}^\top (\vec{A}\vec{D}(\vec{c})\vec{A}^\top) + \vec{b} \leq (1 + \varepsilon)^2M^2 \), which yields an approximately feasible solution \( \vec{x} = D(\vec{c})\vec{A}^\top (\vec{A}\vec{D}(\vec{c})\vec{A}^\top) + \vec{b} \) in the sense that \( \vec{A}\vec{x} = \vec{b} \) and \( \|\vec{x}\|_1 \leq (1 + \varepsilon)M \).

The fact that the former is an approximate infeasibility certificate follows from convex duality. Indeed, one can see that the dual of the minimization problem is max \( \vec{\phi} \|\vec{A}^\top \vec{\phi}\|_\infty \leq 1 \vec{b}^\top \vec{\phi} \), so exhibiting a solution as above implies that the value of this objective is at least \( (1 - \varepsilon)M \). A proof for the fact that the latter is indeed an approximate feasibility certificate, and that it yields an approximately feasible solution can be found in Lemma 2.2.

**Lemma 2.2.** Given \( \vec{c} \in \Delta_m \), the vector \( \vec{x} = D(\vec{c})\vec{A}^\top (\vec{A}\vec{D}(\vec{c})\vec{A}^\top) + \vec{b} \) satisfies \( \vec{A}\vec{x} = \vec{b} \), and \( \|\vec{x}\|_1^2 \leq \vec{b}^\top (\vec{A}\vec{D}(\vec{c})\vec{A}^\top) + \vec{b} \).
Proof. The fact that $A\vec{x} = \vec{b}$ follows directly by substitution, and using the fact that $\vec{b} \in \text{Im}(A)$. Using Lemma 4.2 and the definition in (4.1) we write

$$\begin{align*}
\vec{b}^\top (\vec{A}D(\vec{c})A^\top)^{+}\vec{b} \\
= \vec{b}^\top (\vec{A}D(\vec{c})A^\top)^{+}(\vec{A}D(\vec{c})A^\top)(\vec{A}D(\vec{c})A^\top)^{+}\vec{b} \\
= \sum_{i=1}^{m} \frac{1}{c_i} \cdot \left(\vec{D}(\vec{c})A^\top(\vec{A}D(\vec{c})A^\top)^{+}\vec{b}\right)^2 = \sum_{i=1}^{m} \frac{1}{c_i} \cdot \vec{x}_i^2.
\end{align*}$$

We can use this identity inside the following upper bound, which we obtain by applying Cauchy-Schwarz:

$$\|\vec{x}\|_1 = \sum_{i=1}^{m} \frac{|\vec{x}_i|}{\sqrt{c_i}} \cdot \sqrt{c_i} \leq \sqrt{\left(\sum_{i=1}^{m} \frac{\vec{x}_i^2}{c_i}\right) \left(\sum_{i=1}^{m} \vec{c}_i\right)} = \sqrt{\vec{b}^\top (\vec{A}D(\vec{c})A^\top)^{+}\vec{b}}.$$

This yields our claim. \qed

3 The Algorithms

Having introduced the necessary notation, we can describe our simple IRLS routine. We prove convergence in Section 4.

3.1 The $\ell_\infty$ Minimization Algorithm

We first present the algorithm for the $\ell_\infty$ version of the problem, since it is the most intuitive. The method attempts to find a weighting of the columns of $A$ i.e. a vector $\vec{r} \in \mathbb{R}^m$ for which the corresponding least squares solution has a small $\ell_\infty$ norm; more precisely $\|\vec{x}\|_\infty/\|\vec{r}\|_1 \leq (1 + \varepsilon)M$ for some chosen target value $M$.

Then the weighting is updated via the following simple thresholding rule. Elements for which the corresponding coordinate of the least squares solution $\vec{x}_i$ is below the desired target value are left unchanged. The others are scaled exactly by the amount by which the square of the corresponding coordinate $\vec{x}_i$ violates the desired threshold i.e. $\vec{x}_i^2/M^2$.

Note that the iteration defined here simply attempts to construct an infeasibility certificate for the problem defined in Equation 2.3. Building the feasible solution involves maintaining a solution obtained by uniformly averaging a subset of the iterates $\vec{x}$ witnessed so far. These are used to return the approximately feasible solution in case the algorithm fails to quickly produce an (approximate) infeasibility certificate. The details referring to how and why we perform this specific set of updates are explained in the convergence proof. The steps involved in building this feasible solution from are written in blue.
\( \ell_\infty \)-Minimization(\( A, \vec{b}, \varepsilon, M \))

**Input:** Matrix \( A \in \mathbb{R}^{n \times m} \), vector \( \vec{b} \in \mathbb{R}^n \), accuracy \( \varepsilon \), target value \( M \).

**Output:** Vector \( \vec{x} \) such that \( A\vec{x} = \vec{b} \) and \( \|\vec{x}\|_\infty \leq (1 + \varepsilon)M \), or approximate infeasibility certificate \( \vec{r} \in \Delta_m \).

1. \( t = 0 \), \( \vec{s}^{(0)} = \vec{0} \).
2. \( t' = 0 \), \( \vec{s}^{(t')} = \vec{0} \).
3. While \( \|\vec{r}^{(t)}\|_1 \leq 1/\varepsilon \)
   
   (a) \( \vec{x}^{(t)} = \arg \min_{\vec{x}; A\vec{x} = \vec{b}} (\vec{r}^{(t)}, \vec{x}^2) \). // Equivalently, \( \vec{x}^{(t)} = D(\vec{r})^{-1} A^\top (AD(\vec{r})^{-1}A^\top)^+ \vec{b} \).
   
   (b) If \( \|\vec{x}^{(t)}\|_\infty \leq m^{1/3} \cdot M \), \( t' = t' + 1 \), \( \vec{s}^{(t')} = \vec{s}^{(t')-1} + \vec{x}^{(t)} \).
   
   (c) If \( \|\vec{s}^{(t')}\|_\infty/t' \leq (1 + \varepsilon)M \), return \( \vec{s}^{(t')}/t' \).
   
   (d) \( \vec{\alpha}^{(t)}_i = \begin{cases} \frac{1}{(\vec{x}^{(t)}_i)^2} & \text{if } |\vec{x}^{(t)}_i| < (1 + \varepsilon)M, \\ \frac{1}{M^2} & \text{otherwise.} \end{cases} \) // Scale \( \vec{r}_i \) by the amount by which \( \vec{x}^{(t)}_i \) exceeds \( M^2 \).
   
   (e) If \( \vec{\alpha} = \vec{1} \), return \( \vec{x}^{(t)} \).
   
   (f) \( \vec{r}^{(t+1)} = \vec{r}^{(t)} \cdot \vec{\alpha}^{(t)} \).
   
   (g) \( t = t + 1 \).
4. Return \( \vec{r}/\|\vec{r}\|_1 \).

Figure 3.1: Iterative algorithm for \( \ell_\infty \) minimization.

**Correctness.** We notice that Algorithm 3.1 has two possible outcomes. Either it returns a primal approximately feasible vector (lines 3c and 3e), or returns a dual certificate (line 4). In the former case, it is clear from the description of the algorithm that the returned vector is indeed approximately feasible: line 3c returns a uniform average of vectors satisfying the linear constraint with small \( \ell_\infty \) norm; line 3e returns the \( \vec{x}^{(t)} \) computed within the corresponding iteration, whenever \( \vec{\alpha}^{(t)} = \vec{1} \), i.e. \( \|\vec{x}^{(t)}\|_\infty < (1 + \varepsilon)M \).

Also, note that in case none of these stopping conditions is triggered, the algorithm returns a dual certificate on line 4 after a finite number of iterations. Indeed, note that every iteration where \( \vec{\alpha}^{(t)} \neq \vec{1} \), at least one element of \( \vec{r}^{(t)} \) gets increased by a factor of at least \( (1 + \varepsilon)^2 \), due to way \( \vec{\alpha}^{(t)} \) is defined. Since the algorithm stops when \( \|\vec{r}^{(t)}\|_1 = 1/\varepsilon \), no element of \( \vec{r} \) can be scaled more than \( O(\log(1 + \varepsilon)(m/\varepsilon)) \) times, hence the total number of iterations is very roughly upper bounded by \( O(m\log(m/\varepsilon)/\varepsilon) \). We will see in Section 4 that we can prove a much finer upper bound.

Finally, we need to argue that whenever the algorithm returns on line 3c, it returns an infeasibility certificate as per Lemma 2.1. We defer the proof to Lemma 4.5 in Section 4.

### 3.2 The \( \ell_1 \) Minimization Algorithm

The \( \ell_1 \) version is very similar. As a matter of fact, it can be re-derived simply by attempting to solve the convex dual of the problem from (2.3), which is an \( \ell_\infty \) minimization problem, by using the routine from Figure 3.1. However, since the reduction requires several, and previous works
attempted to solve this directly using various versions of IRLS, we provide a natural iteration which does not involve any reductions.

\begin{algorithm}
\textbf{ℓ}_1\text{-Minimization}(\mathbf{A}, \vec{b}, \varepsilon, M)
\textbf{Input}: Matrix } \mathbf{A} \in \mathbb{R}^{n \times m}, \text{ vector } \vec{b} \in \mathbb{R}^n, \text{ accuracy } \varepsilon, \text{ target value } M.
\textbf{Output}: Vector } \vec{x} \text{ such that } \mathbf{A}\vec{x} = \vec{b} \text{ and } \|\vec{x}\|_1 \leq (1 + \varepsilon)M, \text{ or approximate infeasibility certificate } \vec{\phi} \in \Delta_n.
\begin{enumerate}
\item \(t = 0, \sigma(0) = 1/m.\)
\item \(t' = 0, \vec{s}'(t') = \vec{0}, \vec{\Phi}(0) = \vec{0}.\)
\item While \(\|\bar{c}(t)\|_1 \leq 1 + \frac{1}{(1+\varepsilon)^{t-1}}\)
\begin{enumerate}
\item \(\vec{\phi}(t) = (\mathbf{A}\vec{\phi}(t))^{+} \vec{b}.\) // Equivalently, \(\vec{\phi}(t)\) is the vector of potentials which induce the electrical flow \(\vec{x} = \arg\min_{\lambda \in \Delta_n} \frac{1}{M, t'} \cdot \vec{s}'(t') = \vec{s}'(t) - \vec{s}'(t-1) + \|\mathbf{A}_i\vec{\phi}(t)\|_{\infty} = \vec{\Phi}(t-1).\)
\item \(\vec{s}'(t') = \vec{s}'(t') + \|\mathbf{A}_i\vec{\phi}(t)\|_{\infty} = \vec{\Phi}(t-1).\)
\item \(\vec{\alpha}_i(t) = \begin{cases} 1 & \text{if } \|\mathbf{A}_i\vec{\phi}(t)\|_{\infty} \leq \frac{1}{(1+\varepsilon)^{t-1}}, \\ \left(\|\mathbf{A}_i\vec{\phi}(t)\|_{\infty}\right)^2 \cdot M^2 & \text{otherwise}. \end{cases}\)
\item \(\vec{\phi}(t) = \vec{\phi}(t) / t'.\)
\item \(\vec{\phi}(t) = \vec{\phi}(t) / t'.\)
\item \(\bar{c}(t+1) = \bar{c}(t) \cdot \vec{\alpha}(t).\)
\item \(t = t + 1.\)
\end{enumerate}
\end{enumerate}
\item Return } \vec{\Phi} = \mathbf{D}(\vec{c})\mathbf{A}^\top \vec{\phi}(t).
\end{algorithm}

\textbf{Correctness.} We notice that Algorithm 3.2 has two possible outcomes. Either it returns an approximate infeasibility certificate (lines 3c and 3e), or returns an approximately feasible solution (line 4).

Let us verify that in the former case the returned vector is indeed an approximate infeasibility certificate. Line 3e returns \(\vec{\Phi} = \sum_{t \in \mathcal{S}} \vec{\phi}(t)\), where we know that \(\mathcal{S}\) is a set for which

\[
\|\mathbf{A}^\top \vec{\Phi}(t')\|_\infty = \left\|\mathbf{A}^\top \cdot \sum_{t \in \mathcal{S}} \vec{\phi}(t)\right\|_\infty = \left\|\sum_{t \in \mathcal{S}} \frac{\mathbf{A}^\top \vec{\phi}(t)}{\vec{b}^\top \vec{\phi}(t)}\right\|_\infty
\leq \left\|\sum_{t \in \mathcal{S}} \frac{\mathbf{A}^\top \vec{\phi}(t)}{\vec{b}^\top \vec{\phi}(t)}\right\|_\infty \leq \frac{t'}{(1-\varepsilon)M}.
\]

Since \(\vec{b}^\top \vec{\Phi}(t') = t'\), we see that returned vector \(\vec{\Phi}(t') / t'\) is an approximate infeasibility certificate, as defined in Section 2.3. If the algorithm returns on line 3e, we get that \(\|\mathbf{A}^\top \vec{\phi}(t)\|_\infty \leq \frac{1}{(1+\varepsilon)^{t-1}},\) hence

Figure 3.2: Iterative algorithm for \(\ell_1\) minimization.
$\bar{\phi}(t)$ is an approximate infeasibility certificate.

Also, note that in case none of these stopping conditions is triggered, the algorithm returns a solution on line 4 after a finite number of iterations. Indeed, just as in the $\ell_\infty$ case, in every iteration some capacitance gets increased by a factor of at least $\Omega(1 + \varepsilon)$, hence the algorithm must stop in finite time. We provide a rigorous analysis of the time required for convergence in Section 4.

Finally, we need to argue that whenever the algorithm returns a solution on line 4, it is indeed an approximately feasible solution. We defer the proof to Lemma 4.7 in Section 4.

4 The Algorithm Analyses

4.1 The Flow/Potential Interpretation

While we study a very general problem, it is very useful to develop intuition based on the case where $A$ is the vertex-edge incidence matrix of a graph. In this case we will always think of the sought solution $\vec{x}$ as a flow on the graph’s edges. The corresponding dual object is a set of potentials $\vec{\phi}$ defined on the graph’s vertices.

To be more precise, we consider the following setting. Let $G = (V, E)$ be an undirected graph. For each edge we choose an arbitrary orientation, and define $E^+(v)$ be the set of arcs leaving vertex $v$, and $E^-(v)$ the set of arcs entering vertex $v$, for all $v$.

Letting $m = |E|$, $n = |V|$, we consider the matrix $A \in \mathbb{R}^{n \times m}$ where

$$A_{ve} = \begin{cases} +1 & \text{if } e \in E^+(v), \\ -1 & \text{if } e \in E^-(v), \\ 0 & \text{otherwise}. \end{cases}$$

One can easily verify that given a vector $\vec{x} \in \mathbb{R}^m$ defined on the arcs of the graph (which we will think of as a flow), after applying the operator $A$ we obtain the demand routed by this flow $A \vec{x} \in \mathbb{R}^n$, which lives in the space of potentials defined on the graph’s vertices.

Therefore the $\ell_\infty$ minimization problem from 2.3 can be interpreted as finding the flow $\vec{x}$ with minimum congestion which routes the demand $\vec{b}$, while the $\ell_1$ minimization problem from 2.4 corresponds to finding the minimum cost flow routing the demand $\vec{b}$.

With this interpretation in mind, we proceed to define some objects that in the case of electrical networks correspond to energy and electrical flows.

We use weightings of $A$’s columns $\vec{c} \in \mathbb{R}^m$ which we refer to as capacitances. We equivalently refer to the reciprocals $\vec{r} \in \mathbb{R}^m$, with $r_i = 1/c_i$, which we call resistances. Our analysis is exclusively based on tracking a potential function which corresponds to the electrical energy of a flow.

**Definition 4.1** (Energy of a flow). Given a flow $\vec{x} \in \mathbb{R}^m$, along with a vector of resistances $\vec{r} \in \mathbb{R}^m$, we let the energy of $\vec{x}$ be

$$\mathcal{E}_r(\vec{x}) = \langle \vec{r}, \vec{x}^2 \rangle.$$

Overloading this notation, given a vector $\vec{b} \in \mathbb{R}^n$, let the electrical energy be

$$\mathcal{E}_r(\vec{b}) = \min_{\vec{x}: A\vec{x} = \vec{b}} \mathcal{E}_r(\vec{x}), \quad (4.1)$$

in other words this is the minimum energy over all flows satisfying $A \vec{x} = \vec{b}$. We drop the argument whenever $\vec{b}$ is clear from the context.
4.2 Preliminaries on Electrical Energy

Throughout the paper, our analyses will rely on a potential function, which in the case of resistor networks corresponds to the electrical energy. In this section we provide a few useful facts.

Lemma 4.2 (Characterization of Electrical Energy). Given a vector of resistances $\vec{r} \in \mathbb{R}^m$, we have the following equivalent characterizations for the electrical energy.

$$ E_{\vec{r}}(\vec{b}) = \vec{b}^T \left( \mathbf{A} \mathbf{D}(\vec{r})^{-1} \mathbf{A}^T \right)^+ \vec{b} $$

$$ = \max_{\vec{\phi}} 2 \cdot \vec{b}^T \vec{\phi} - \sum_{i=1}^{m} \left( \frac{(\mathbf{A}^T \vec{\phi})_i^2}{\vec{r}_i} \right) $$

$$ = \left( \min_{\vec{\phi}} \sum_{i=1}^{m} \left( \frac{(\mathbf{A}^T \vec{\phi})_i^2}{\vec{r}_i} \right) \right)^{-1} $$

Furthermore, if $\vec{x}$ is the minimizing flow for the expression in (4.1), and $\vec{\phi}$ is the maximizing set of potentials for the expression in (4.3), then for all $i$:

$$ \vec{x}_i = \left( \frac{\mathbf{A}^T \vec{\phi}}{\vec{r}_i} \right)_i $$

Since the proof is standard, we defer it to Section A.1 of the appendix.

As a corollary, we can derive a lower bound on the increase in energy after increasing resistances.

Lemma 4.3. Let $\vec{r}, \vec{r}'$, and let $\vec{x} = \arg \min_{x} x^T \mathbf{A} x = \vec{b}^T (\vec{r}, \vec{x}^2)$. Then, one has that

$$ E_{\vec{r}'}(\vec{b}) \geq E_{\vec{r}}(\vec{b}) + \sum_{i=1}^{m} \vec{r}_i \vec{x}_i^2 \left( 1 - \frac{\vec{r}_i}{\vec{r}_i'} \right) $$

Proof. We use the characterization from Equation (4.3) for characterizing electrical energy. Let $\vec{\phi}$ be the argument that maximizes (4.3) for resistances $\vec{r}$. We certify a lower bound on $E_{\vec{r}'}(\vec{b})$ using $\vec{\phi}$ as follows:

$$ E_{\vec{r}'}(\vec{b}) \geq 2 \cdot \vec{b}^T \vec{\phi} - \sum_{i=1}^{m} \left( \frac{(\mathbf{A}^T \vec{\phi})_i^2}{\vec{r}_i'} \right) $$

$$ = 2 \cdot \vec{b}^T \vec{\phi} - \sum_{i=1}^{m} \left( \frac{(\mathbf{A}^T \vec{\phi})_i^2}{\vec{r}_i} \right) $$

$$ + \sum_{i=1}^{m} \left( \frac{(\mathbf{A}^T \vec{\phi})_i^2}{\vec{r}_i} \right) \cdot \left( 1 - \frac{\vec{r}_i}{\vec{r}_i'} \right) $$

$$ = E_{\vec{r}}(\vec{b}) + \sum_{i=1}^{m} \left( \frac{(\mathbf{A}^T \vec{\phi})_i^2}{\vec{r}_i} \right) \cdot \left( 1 - \frac{\vec{r}_i}{\vec{r}_i'} \right) $$

Finally substituting the relation between flows and potentials from Lemma 4.2 Equation (4.5), we obtain the desired claim.
We can derive a similar lower bound on the inverse energy, after increasing capacitances.

**Lemma 4.4.** Let \( \phi = \arg \min_{\phi : \langle \bar{r} \phi \rangle = 1} \langle \bar{c}, (A^\top \bar{\phi})^2 \rangle \). Then one has that

\[
\frac{1}{\mathcal{E}_{1/\bar{c}}(\bar{b})} \geq \frac{1}{\mathcal{E}_{1/\bar{c}}(\bar{b})} + \frac{1}{\mathcal{E}_{1/\bar{c}}(\bar{b})^2} \sum_{i=1}^{m} \bar{c}_i (A^\top \bar{\phi})_i^2 \left( 1 - \frac{\bar{c}_i}{\bar{c}_i'} \right).
\]

**Proof.** We use the following basic inequality: for \( x, x' > 0 \) one has \( \frac{1}{x} \geq \frac{1}{x'} + \frac{\epsilon}{x^2} \), which follows from \( (x - x')^2 \geq 0 \). Also, from the definition of energy in (4.1), we obtain an upper bound on the new energy, after perturbing capacitances. Let \( \bar{x} = \arg \min_{\mathbf{A} \bar{x} = \bar{b}(1/\bar{c}, \bar{x}^2)} \), i.e. the electrical flow corresponding to capacitances \( \bar{c} \). We therefore have:

\[
\mathcal{E}_{1/\bar{c}}(\bar{b}) \leq \sum_{i=1}^{m} \frac{1}{\bar{c}_i} \bar{x}_i^2 = \sum_{i=1}^{m} \frac{1}{\bar{c}_i} \bar{x}_i^2 + \sum_{i=1}^{m} \frac{1}{\bar{c}_i} \bar{x}_i^2 \cdot \left( \frac{\bar{c}_i}{\bar{c}_i'} - 1 \right)
\]

\[
= \mathcal{E}_{1/\bar{c}}(\bar{b}) + \sum_{i=1}^{m} \frac{1}{\bar{c}_i} \bar{x}_i^2 \left( \frac{\bar{c}_i}{\bar{c}_i'} - 1 \right).
\]

Using the fact that by optimality, \( \bar{x}_i = \bar{c}_i (A^\top \bar{\phi})_i \) (per Lemma 4.2), and combining with the previous inequality we obtain

\[
\frac{1}{\mathcal{E}_{1/\bar{c}}(\bar{b})} \geq \frac{1}{\mathcal{E}_{1/\bar{c}}(\bar{b})} + \frac{1}{\mathcal{E}_{1/\bar{c}}(\bar{b})^2} \cdot \left( \mathcal{E}_{1/\bar{c}}(\bar{b}) - \mathcal{E}_{1/\bar{c}}(\bar{b})^2 \right)
\]

\[
\geq \frac{1}{\mathcal{E}_{1/\bar{c}}(\bar{b})} + \frac{1}{\mathcal{E}_{1/\bar{c}}(\bar{b})^2} \cdot \sum_{i=1}^{m} \bar{c}_i (A^\top \bar{\phi})_i^2 \left( 1 - \frac{\bar{c}_i}{\bar{c}_i'} \right),
\]

which is what we wanted. \( \square \)

### 4.3 Convergence Proofs

Having put together all these tools, we are ready to analyze the algorithms presented in Section 3. We first prove that \( \ell_\infty\text{-MINIMIZATION} \) returns a correct infeasibility certificate, whenever it returns on line 4. This lemma is key to understanding the intuition behind the algorithm.

**Lemma 4.5.** Whenever \( \ell_\infty\text{-MINIMIZATION} \) returns on line 4, \( \bar{r}/\|\bar{r}\|_1 \) is a correct approximate infeasibility certificate in the sense that

\[
\mathcal{E}_{\bar{r}/\|\bar{r}\|_1}(\bar{d}) \geq (1 - \epsilon)^2 M^2.
\]

**Proof.** First notice that by Lemma 2.1 the lower bound on energy is indeed an approximate infeasibility certificate. Now we proceed to prove that throughout the iterations of the algorithm, energy increases at the right rate.

We show that every iteration satisfies the invariant

\[
\frac{\mathcal{E}_{\bar{r}(t+1)}(\bar{d}) - \mathcal{E}_{\bar{r}(t)}(\bar{d})}{\|\bar{r}(t+1) - \bar{r}(t)\|_1} \geq M^2.
\]

(4.6)

This is easy to verify using Lemma 4.3, which lower bounds the increase in energy after perturbing resistances. We see that using the perturbation rule defined on line 3d of the algorithm, energy increases as follows

\[
\mathcal{E}_{\bar{r}(t+1)}(\bar{d}) \geq \mathcal{E}_{\bar{r}(t)} + \sum_{i=1}^{m} \bar{r}(t)(\bar{x}_i(t))^2 \cdot \left( 1 - \frac{1}{\bar{c}_i(t)} \right).
\]
For every coordinate of $\vec{r}(t)$ that has changed we see that the ratio between the contribution to above lower bound of that specific coordinate, and the increase in resistance is

$$\frac{\vec{r}(t)(\vec{x}(t)^{\prime})^2}{\vec{r}_i (\vec{α}(t) - 1)} = (\vec{α}(t)) = M^2.$$

Therefore, summing up over all coordinates we obtain the desired inequality. Finally, we notice that initially $E_{x(0)}(\vec{d}) \geq 0$, and $\|\vec{r}(0)\|_1 = 1$. So once $\|\vec{r}(t)\|_1 > \frac{1}{\varepsilon}$, one has that, using (4.6),

$$E_{x(t)}(\vec{d}) - E_{x(0)}(\vec{d}) \geq M^2 \left( 1 - \frac{1}{\|\vec{r}(t)\|_1} \right) \geq M^2 (1 - \varepsilon),$$

which implies what we needed.

Knowing that the algorithm is correct, we can now proceed and prove that it converges fast.

**Lemma 4.6.** The algorithm $\ell_\infty$-MINIMIZATION returns a solution after $O(m^{1/3} \log(1/\varepsilon)/\varepsilon + \log(m/\varepsilon)/\varepsilon^2)$ iterations.

**Proof.** We show that unless the algorithm returns an approximately feasible solution on lines 3c or 3e, then there exists a coordinate $i \in [m]$ for which $\vec{r}_i$ increases very fast.

Suppose the algorithm has run for $T$ iterations without returning an approximately feasible solution. Consider the partial sum of iterates obtained so far $\vec{s}(t')$ for some $t' \leq T$. Since the algorithm did not return on line 3c we know that $\|\vec{s}(t')\|_1 \leq (1 + \varepsilon)M$. Therefore there exists a coordinate $i \in [m]$ for which $\vec{s}_i(t') \geq M(t' \varepsilon)$. In other words, letting $I$ be the set of iterates that have contributed to $\vec{s}(t')$, one definitely has that

$$\sum_{t \in I} |\vec{x}(t)| \geq t' \cdot (1 + \varepsilon)M,$$

and thus

$$\sum_{t \in I} \sqrt{\vec{α}_i(t)} \geq t' \cdot (1 + \varepsilon),$$

where we used the fact that for each iteration $t \in I$ one has that $\sqrt{\vec{α}_i(t)} = |\vec{x}(t)|M$ due to the perturbation rule defined on line 3d. This implies that restricting ourselves only to iterations where $\vec{α}_i$ increased the corresponding resistance $\vec{r}_i$, we have that

$$\sum_{t \in I, \vec{α}_i(t) > 1} \sqrt{\vec{α}_i(t)} \geq t' \varepsilon, \quad (4.7)$$

By the condition on line 3b we see that for all iterations $t \in I$, one has

$$\sqrt{\vec{α}_i(t)} \leq m^{1/3}. \quad (4.8)$$
Also since we only consider the iterations \( t \in I \) with \( \vec{\alpha}_i^{(t)} > 1 \), the rule from line 3d also enforces that for all these iterations
\[
\sqrt{\vec{\alpha}_i^{(t)}} \geq 1 + \varepsilon.
\] (4.9)

Equations (4.7), (4.8) and (4.9) suggest that the product \( \prod_{t \in I, \vec{\alpha}_i^{(t)} > 1} \sqrt{\vec{\alpha}_i^{(t)}} \) increases very fast: intuitively the worst case should occur either when all the factors contribute equally, either all of them are as small as possible (i.e. \( 1 + \varepsilon \), or as large as possible, i.e. \( m^{1/3} \)). We formalize this intuition in Lemma A.1, which implies that
\[
\prod_{t \in I, \vec{\alpha}_i^{(t)} > 1} \sqrt{\vec{\alpha}_i^{(t)}} \geq \min \left\{ \left( m^{1/3} \right)^{t' \varepsilon}, (1 + \varepsilon)^{t' \varepsilon} \right\}.
\]

Hence setting
\[
t' \geq 10 \left( \frac{m^{1/3} \log(1/\varepsilon)}{\varepsilon} + \frac{\log(m/\varepsilon)}{\varepsilon^2} \right)
\]
suffices to obtain lower bound this product by \( \sqrt{m/\varepsilon} \). Since each iteration a resistance \( \vec{r}_i^{(t)} \) gets multiplied by the corresponding \( \vec{\alpha}_i^{(t)} \), and all resistances are initially \( 1/m \), this lower bound implies that \( \vec{r}_i^{(t)} \geq 1/\varepsilon \). But this means that the algorithm will finish execution after the current iteration, according to the condition on line 3.

Finally, we need to upper bound the number of iterations not in \( I \); these correspond to those iterations where \( \|\vec{x}^{(t)}\|_\infty \geq m^{1/3} \cdot M \), so there exists some index \( i \) for which \( \vec{\alpha}_i^{(t)} \geq m^{2/3} \). Therefore some resistance gets multiplied by \( m^{2/3} \). Since all resistances are initially \( 1/m \), in the worst case, each such iteration increases on resistance from \( 1/m \) to \( m^{-1/3} \). Therefore this can happen at most \( m^{1/3} \log(1/\varepsilon)/\varepsilon \) times, before the sum of resistances becomes at least \( 1/\varepsilon \), and the algorithm finishes.

Combining these two cases, we obtain our bound.

We can prove the convergence bound for \( \ell_1 \)-Minimization similarly. The main difference is that this time we maintain capacitances, and the potential function that enables us to prove convergence is \( 1/\mathcal{E}_{1/\varepsilon} \).

**Lemma 4.7.** Whenever \( \ell_1 \)-Minimization returns on line 4 \( \vec{c}'/\|\vec{c}'\|_1 \) is a correct approximate feasibility certificate in the sense that
\[
\frac{1}{\mathcal{E}_{1/\varepsilon}} \geq \frac{1/(1 + \varepsilon)^2}{M^2}.
\]

**Proof.** By Lemma 2.2, this also yields a solution \( \vec{x} \) such that \( A\vec{x} = \vec{b} \) and \( \|\vec{x}\|_1 \leq \sqrt{\mathcal{E}_{1/\varepsilon}} \leq M(1 + \varepsilon) \).

In order to prove that at the end of the execution the \( \ell_1 \) norm of this solution is small enough, this time we track as potential function the inverse energy \( 1/\mathcal{E}_{1/\varepsilon} \). More precisely, we show that every iteration satisfies the invariant
\[
\frac{\mathcal{E}_{1/(\varepsilon_i)}(d) - \mathcal{E}_{1/(\varepsilon_{i+1})}(d)}{\|\vec{c}(t+1) - \vec{c}(t)\|_1} \geq \frac{1}{M^2}.
\] (4.10)
This is easy to verify using Lemma 4.4 which lower bounds the increase in inverse energy after perturbing capacitances. We see that using the perturbation rule defined on line 3d of the algorithm, inverse energy increases as follows

$$\frac{1}{\mathcal{E}_{1/(\varepsilon t)(\vec{d})}} \geq \frac{1}{\mathcal{E}_{1/\varepsilon(t)}} + \frac{1}{\mathcal{E}_{1/\varepsilon(t)}} \cdot \sum_{i=1}^{m} \tilde{c}(t)(A^\top \vec{\alpha}(t))_i^2 \cdot \left(1 - \frac{1}{\alpha_i(t)}\right).$$

For every coordinate of $\vec{c}(t)$ that has changed we see that the ratio between the contribution to above lower bound of that specific coordinate, and the increase in capacitance is

$$\frac{1}{\mathcal{E}_{1/\varepsilon(t)}} \cdot \frac{\tilde{c}(t)(A^\top \vec{\alpha}(t))_i^2 \left(1 - \frac{1}{\alpha_i(M)}\right)}{\tilde{c}_i \left(\alpha_i(t) - 1\right)} = \frac{(A^\top \vec{\alpha}(t))_i^2}{\mathcal{E}_{1/\varepsilon(t)}} \cdot \frac{1}{\alpha_i(t)} = \left(\frac{A^\top \vec{\alpha}(t)}{b^\top \vec{\alpha}(t)}\right)_i^2 \cdot \frac{1}{\alpha_i(t)} = \frac{1}{M^2},$$

where we used the fact that $b^\top \vec{\alpha}(t) = \mathcal{E}_{1/\varepsilon(t)}$ (Lemma 4.2).

Therefore, summing up over all coordinates we obtain the desired inequality. Since $\mathcal{E}_{1/\varepsilon(t)} \geq 0$ and $\|\vec{c}(0)\|_1 = 1$, we know that once $\|\vec{c}(t)\|_1 \geq 1 + \frac{1}{(1+\varepsilon^2)} = O(1/\varepsilon)$, one has that, using (4.10),

$$\frac{\mathcal{E}_{1/\varepsilon(t)}(\vec{d})}{\|\vec{c}(t)\|-1} \geq \frac{1}{M^2}$$

and thus,

$$\frac{1}{\mathcal{E}_{1/\varepsilon(t)}(\vec{d})} \geq \frac{\|\vec{c}(t)\|-1}{M^2},$$

and equivalently:

$$\mathcal{E}_{\|\vec{c}(t)\|_1/\varepsilon(t)}(\vec{d}) = \mathcal{E}(1/\varepsilon(t))(\vec{d}) \cdot \|\vec{c}(t)\|_1 \leq M^2 \cdot \frac{\|\vec{c}(t)\|_1}{\|\vec{c}(t)\|-1} \leq M^2(1+\varepsilon)^2,$$

which is what we needed. \qed

Next we prove that the algorithm converges fast.

**Lemma 4.8.** The algorithm $\ell_1$-MINIMIZATION returns a solution after $O(m^{1/3} \log(1/\varepsilon)/\varepsilon + \log(m/\varepsilon)/\varepsilon^2)$ iterations.

**Proof.** The proof follows the lines of the proof we used for Lemma 4.6 unless the algorithm returns an approximate infeasibility certificate on lines 3c or 3e, then there exists a coordinate $i \in [m]$ for which $\vec{c}_i$ increases very fast.

Suppose the algorithm has run for $T$ iterations without returning an approximate infeasibility certificate. Consider the partial sum of iterates obtained so far $\vec{s}(t')$ for some $t' \leq T$. Since the algorithm did not return on line 3e, we know that $\|\vec{s}(t')\|_\infty/t' \geq \frac{1}{(1-\varepsilon)M}$, therefore there exists a coordinate $i \in [m]$ for which $s_i(t') \geq t' \cdot \frac{1}{(1-\varepsilon)M}. In other words, letting $I$ be the set of iterates that contributed to $\vec{s}(t')$, one has that

$$s_i(t') = \sum_{t \in I} \left|\frac{(A^\top \vec{\alpha}(t))_i}{b^\top \vec{\alpha}(t)}\right| \geq t' \cdot \frac{1}{(1-\varepsilon)M}$$
and thus, since by definition \( \vec{\alpha}_i^{(t)} = \left( \frac{(\mathbf{A}^\top \vec{\phi}(t))_i}{b_i \vec{\phi}(t)} \right)^2 \cdot M^2 \),
\[
\sum_{t \in I} \sqrt{\vec{\alpha}_i^{(t)}} \geq t' \cdot \frac{1}{1 - \varepsilon}.
\]

Therefore, restricting ourselves only to iterations where \( \vec{\alpha}_i \) increased the corresponding capacitance \( \vec{c}_i \), we have that
\[
\sum_{t \in I, \vec{\alpha}_i^{(t)} > 1} \sqrt{\vec{\alpha}_i^{(t)}} \geq t' \cdot \left( \frac{1}{1 - \varepsilon} - 1 \right) \geq t' \cdot \varepsilon. \tag{4.11}
\]

By the condition on line 3b we see that for all iterations \( t \in I \), one has
\[
\sqrt{\vec{\alpha}_i^{(t)}} \leq \frac{m^{1/3}}{3}. \tag{4.12}
\]

So considering only the iterations \( t \in I \) with \( \vec{\alpha}_i^{(t)} > 1 \), the rule from line 3d also enforces that for all these iterations
\[
\sqrt{\vec{\alpha}_i^{(t)}} \geq \frac{1}{1 - \varepsilon}. \tag{4.13}
\]

Combining Equations (4.11), (4.12), and (4.13), and applying Lemma A.1 exactly the same way we did in the proof of Lemma 4.6 implies that
\[
\prod_{t \in I, \vec{\alpha}_i^{(t)} > 1} \sqrt{\vec{\alpha}_i^{(t)}} \geq \min \left\{ \left( m^{1/3} \right)^{t' \varepsilon \over m^{1/3}}, \left( \frac{1}{1 - \varepsilon} \right)^{t' \varepsilon \over 1 - \varepsilon} \right\}.
\]

So if
\[
t' \geq 10 \left( \frac{m^{1/3} \log(1/\varepsilon)}{\varepsilon} + \frac{\log(m/\varepsilon)}{\varepsilon^2} \right)
\]

once again we have that this product is lower bounded by \( \sqrt{m \cdot \left( 1 + \frac{1}{(1+\varepsilon)^2-1} \right)} \), therefore the corresponding capacitance \( \vec{c}_i^{(T)} \geq 1 + \frac{1}{(1+\varepsilon)^2-1} \), since its initial value was 1/m. Since we can only control the total number of iterations \( T \), we can lower bound \( t' \) by showing that the number of iterations not in \( I \) can not be too large. Just as before, we lower bound the number of iterations where \( \| \mathbf{A}^\top \vec{\phi}(t) \|_\infty \geq m^{1/3} / M \). Note that whenever this happens, there exists an index \( i \) for which \( \vec{\alpha}_i^{(t)} \geq m^{2/3} \). Therefore some capacitance gets multiplied by \( m^{2/3} \). Again, using an identical argument to the one from the proof of Lemma 4.6, we see that this can not happen more than \( O(m^{1/3} \log(1/\varepsilon)/\varepsilon) \) times. Combining this with the sufficient number of iterations required by the other case, we obtain our bound.

5 Experiments

We test both our resistance/capacitance update schemes in order to verify that the resulting algorithms converge fast in practice. We slightly modify the schemes such that they always update their target value \( M \) depending on the value of the objective they have achieved so far. We stop when given the history of witnessed iterates, we can certify a sufficiently small duality gap. For
solving linear systems, we used Romberg’s conjugate gradient implementation from the L1 magic optimization suite [CR05].

We test both algorithms while varying $\varepsilon$, and varying $m$. We consider both the update scheme given by our algorithms from Section 3, and one where we attempt to double the length of the step for as long as the invariants from (2.1) and (2.2), respectively, are maintained. We notice that in general, this long step strategy, we improve both the number of iterations and the running time.

The plots corresponding to the standard update scheme (short-steps) are drawn in red, those corresponding to the long-step version are drawn in blue.

The experiments where we varied $\varepsilon$ are reported in figures 4.1(a), 4.1(b), 4.1(e), and 4.1(f).

For all these experiments, the input consists a random $150 \times 200$ matrix $A$ with orthogonal rows,
and a vector $\vec{b}$ obtained from applying $A$ to a $\pm 1$-vector of sparsity 15. We plot the number of iterations/running time of the algorithm for $\varepsilon = 1/2^k$, where $k \in \{1, \ldots, 12\}$.

We notice that for these experiments, the number of iterations for the short-step version does indeed scale linearly with $\varepsilon^{-1}$; the long-step version makes significant gains in the $\ell_\infty$ case.

The experiments where we varied $m$ are reported in figures 4.1(c), 4.1(d), 4.1(g), and 4.1(h). For all these experiments, the input consists of a random $150 \times (200 \cdot k)$ matrix $A$ with orthogonal vectors, and a vector $\vec{b}$ obtained from applying $A$ to a $\pm 1$-vector of sparsity 15, and a fixed accuracy $\varepsilon = .01$. We plot the number of iterations required by the algorithm for $k \in \{1, \ldots, 15\}$.

We notice that for these experiments, both the number of iterations and the running time scale significantly better than by $m^{1/3}$, which suggests that this polynomial dependence in $m$ depends on the input structure, and can be avoided in practice.
A Deferred Proofs

A.1 Proof of Lemma 4.2

Proof. We can write the formulation from (4.1) as an unconstrained optimization problem using Lagrange multipliers:

\[ E(\vec{r}_i) = \min_{\vec{\phi} \in \mathbb{R}^n} \max_{\vec{x} \in \mathbb{R}^n} \langle \vec{r}_i, \vec{x}^2 \rangle = \min_{\vec{\phi} \in \mathbb{R}^n} \langle \vec{r}_i, \vec{x}^2 \rangle + 2 \langle \vec{\phi}, \vec{b} - A\vec{x} \rangle \]

By making the gradient with respect to \( \vec{x} \) equal to 0, we see that the inner minimization problem is optimized at \( 2\vec{r}_i \cdot \vec{x}_i = 2(A^\top \vec{\phi})_i \) for all \( i \), and equivalently \( \vec{x}_i = (A^\top \vec{\phi})_i / \vec{r}_i \). Plugging this back into the maximization objective w.r.t. \( \vec{\phi} \) we obtain

\[ E(\vec{r}_i) = \max_{\vec{\phi}} \langle \vec{b}, (D(\vec{r}_i) - A^\top \vec{\phi}) \rangle^2 + 2 \langle \vec{\phi}, \vec{b} - A\vec{\phi} \rangle \]

where for the last equality we used that by optimality conditions one must have \((AD(\vec{r}_i)^{-1}A^\top)\vec{\phi} = \vec{b}\).

Finally, we prove (4.4) by using the fact that for any symmetric matrix \( L \) and vector \( \vec{b} \) one has that

\[ \frac{1}{\max_{\vec{\phi}} 2\vec{b}^\top \vec{\phi} - \vec{\phi}^\top L \vec{\phi}} = \min_{\vec{\phi}} \vec{b}^\top \vec{\phi} = \vec{\phi}^\top L \vec{\phi}, \]

which can be seen by observing that both expressions are optimized at \( \vec{\phi} = L^{\top} \vec{b} \), then applying (4.3).

\[ \square \]

A.2 Lower Bound Lemma

Lemma A.1. Let a set of nonnegative reals \( \beta_1, \ldots, \beta_k \) such that \( 1 + \varepsilon \leq \beta_i \leq \rho \) for all \( i \), and \( \sum_{i=1}^{k} \beta_i \geq S \). Then, for any \( k \), one has that

\[ \prod_{i=1}^{k} \beta_i \geq \min\{\rho^{S/\rho}, (1 + \varepsilon)^{S/(1+\varepsilon)}\}. \]

Proof. Consider a fixed \( k \), and let us attempt to minimize the product of \( \beta_i \)'s subject to the constraints. Equivalently we want to minimize \( \sum_{i=1}^{k} \log(\beta_i) \), which is a concave function. Therefore its minimizer is attained on the boundary of the feasible domain. This means that for some \( 0 \leq k' \leq k - 1 \), there are \( k' \) elements equal to \( 1 + \varepsilon \), \( k - 1 - k' \) equal to \( \rho \), and one which is exactly equal to the remaining budget, i.e. \( S - k'(1 + \varepsilon) - (k - 1 - k')\rho \), which yields the product \((1 + \varepsilon)^{k'} \rho^{k-k'-1}(S - k'(1 + \varepsilon) - (k - 1 - k')\rho) \). This can be relaxed by allowing \( k \) and \( k' \) to be non-integral. Hence we aim to minimize the product \((1 + \varepsilon)^{k'} \rho^{k-k'} \), subject to \((1 + \varepsilon)^{k'} + \rho (k - k') = S \). Finally, we observe that we can always obtain a better solution by placing all the available mass on a single one of the factors, i.e. we lower bound either by \((1 + \varepsilon)^{S/(1+\varepsilon)}\), or \( \rho^{S/\rho} \), whichever is lowest.

\[ \square \]
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