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Abstract

We survey some recent progress on modulation spaces and the well-posedness results for a class of nonlinear evolution equations by using the frequency-uniform localization techniques.

1 Definitions of modulation spaces

The modulation space was introduced by Feichtinger \cite{15} in 1983. We denote by $\mathcal{S}$ the Schwartz space and by $\mathcal{S}'$ its dual space. Let $f,g$ be Schwartz functions, and set

$$V_g f(x,\omega) = \int_{\mathbb{R}^n} e^{-it\omega}g(t-x)f(t)dt.$$ 

$V_g f$ is said to be the short-time Fourier transform of $f$. In the following, if there is no explanation, we will always assume that $-\infty < s < \infty$, $0 < p,q \leq \infty$, $\langle \cdot \rangle = (1 + |\cdot|^2)^{1/2}$.

The norm on modulation spaces is given by

$$\|f\|_{M_{p,q}}^s = \left( \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} |V_g f(x,\omega)|^p dx \right)^{q/p} \langle \omega \rangle^{sq} d\omega \right)^{1/q}, \quad (1.1)$$

with a natural modification for $p,q = \infty$. Applying the frequency-uniform localization techniques, one can give an equivalent norm on modulation spaces. Let $Q_k$ be the unit cube with its center at $k$, $\{Q_k\}_{k \in \mathbb{Z}^n}$ constitutes a decomposition of $\mathbb{R}^n$. Such kind of
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decomposition goes back to the work of N. Wiener [57], and we say that it is the Wiener decomposition of $\mathbb{R}^n$. We can roughly write
\[ \square_k \sim \mathcal{F}^{-1} \chi_{Q_k} \mathcal{F}, \quad k \in \mathbb{Z}^n, \] (1.2)
where $\chi_E$ denotes the characteristic function on the set $E$, and $\mathcal{F}$ is the Fourier transform. Since $Q_k$ is a translation of $Q_0$, $\square_k$ ($k \in \mathbb{Z}^n$) have the same localized structures in the frequency space, which are said to be the frequency-uniform decomposition operators. Similar to Besov spaces, one can use \{\square_k\}_{k \in \mathbb{Z}^n} and $\ell^p(L^p)$ to generate a class of function spaces, so called modulation spaces for which the norm is defined by
\[ \|f\|_{M_{p,q}^\gamma} = \left( \sum_{k \in \mathbb{Z}^n} \|\langle k \rangle^{\gamma} \| \square_k f \|_p \right)^{1/q}, \]
with the natural modifications for $p, q = \infty$. We now give an exact definition on frequency-uniform decomposition operators. Since $\chi_{Q_k}$ can not be differentiated, it is convenient to replace $\chi_{Q_k}$ in (1.2) by a smooth cut-off function. Let $\rho \in \mathcal{S}(\mathbb{R}^n)$, $\rho : \mathbb{R}^n \to [0, 1]$ be a smooth function verifying $\rho(\xi) = 1$ for $|\xi|_\infty \leq 1/2$ and $\rho(\xi) = 0$ for $|\xi|_\infty \geq 1$. Let $\rho_k$ be a translation of $\rho$.
\[ \rho_k(\xi) = \rho(\xi - k), \quad k \in \mathbb{Z}^n. \] (1.3)
We see that $\rho_k(\xi) = 1$ in $Q_k$ and so, $\sum_{k \in \mathbb{Z}^n} \rho_k(\xi) \geq 1$ for all $\xi \in \mathbb{R}^n$. Denote
\[ \sigma_k(\xi) = \rho_k(\xi) \left( \sum_{\ell \in \mathbb{Z}^n} \rho_\ell(\xi) \right)^{-1}, \quad k \in \mathbb{Z}^n. \] (1.4)
Then we have
\[ \begin{align*}
|\sigma_k(\xi)| &\geq c, \quad \forall \xi \in Q_k, \\
\text{supp} \sigma_k &\subset \{\xi : |\xi - k|_\infty \leq 1\}, \\
\sum_{k \in \mathbb{Z}^n} \sigma_k(\xi) &\equiv 1, \quad \forall \xi \in \mathbb{R}^n, \\
|D^\alpha \sigma_k(\xi)| &\leq C|\alpha|!, \quad \forall \xi \in \mathbb{R}^n, \alpha \in (\mathbb{N} \cup \{0\})^n.
\end{align*} \] (1.5)
Hence, the set
\[ \Upsilon_n = \{\{\sigma_k\}_{k \in \mathbb{Z}^n} : \{\sigma_k\}_{k \in \mathbb{Z}^n} \text{ satisfies (1.5)}\} \] (1.6)
is non-void. If there is no confusion, in the sequel we will write $\Upsilon = \Upsilon_n$. Let $\{\sigma_k\}_{k \in \mathbb{Z}^n} \in \Upsilon$. The frequency-uniform decomposition operators can be exactly defined by
\[ \square_k := \mathcal{F}^{-1} \sigma_k \mathcal{F}, \quad k \in \mathbb{Z}^n. \] (1.7)
For simplicity, we write $M_{p,q}^0 = M_{p,q}$. The space $M_{p,q}^\gamma$ is said to be the modulation space. One can prove that $\| \cdot \|_{M_{p,q}^\gamma}$ and $\| \cdot \|_{M_{p,q}}$ are equivalent norms; cf. [57] for a proof on modulation spaces defined on Abelian groups, and [55] for a straightforward proof.

\[1\text{For } \xi = (\xi_1, ..., \xi_n), |\xi|_\infty := \max_{i=1,...,n} |\xi_i|.\]
2 Questions on the Schrödinger equation

Let $S(t) = e^{it\Delta}$ be the Schrödinger semi-group. It is known that $S(t) = e^{it\Delta} : L^p \to L^p$ is bounded if and only if $p = 2$. Indeed, one can show that

$$\sup_{\varphi \in \mathcal{S} \setminus \{0\}} \frac{\|S(t)\varphi\|_{L^p(\mathbb{R}^n)}}{\|\varphi\|_{L^p(\mathbb{R}^n)}} = \infty, \quad p \neq 2, \quad (2.1)$$

by taking $\varphi = e^{-(a+ib)|x|^2}$. So, a natural question is the following

**Question 2.1** Is there any Banach function space $X$ satisfying

$$\sup_{\varphi \in X \setminus \{0\}} \frac{\|S(t)\varphi\|_{X(\mathbb{R}^n)}}{\|\varphi\|_{X(\mathbb{R}^n)}} < \infty? \quad (2.2)$$

Recall that (cf. [5, 6])

$$\|S(t)f\|_p \leq C|t|^{-n(1/2-1/p)}\|f\|_{p'}, \quad (2.3)$$

where $2 \leq p \leq \infty$, $1/p + 1/p' = 1$. Estimate (2.3) contains singularity at $t = 0$, and another natural question is

**Question 2.2** Is there any Banach function space $X$ satisfying the following truncated decay

$$\|S(t)\varphi\|_{X(\mathbb{R}^n)} \leq C(1+|t|)^{-\delta}(X)\|\varphi\|_{X'(\mathbb{R}^n)}, \quad (2.4)$$

where $\delta > 0$, $X'$ denotes the dual space of $X$, $X$ and $X'$ have the same regularity.

Consider the Cauchy problem for the nonlinear Schrödinger equation (NLS)

$$iu_t + \Delta u = |u|^{2\kappa}u, \quad u(0, x) = u_0(x), \quad \kappa \in \mathbb{N}. \quad (2.5)$$

It is known that if $u$ is a solution of (2.5), so is $u_\mu(t, x) = \mu^{1/\kappa}u(\mu^2 t, \mu x)$ with the initial datum $u_\mu(0, x) = u_0(\mu x)$. Taking notice of

$$\|u_\mu(0)\|_{\dot{H}^s} = \mu^{s-n/2+1/\kappa}\|u_0\|_{\dot{H}^s}, \quad \mu > 0,$$

one sees that $s = s_\kappa := n/2 - 1/\kappa$ is the index such that $\|u_\mu(0)\|_{\dot{H}^s}$ is invariant for all $\mu > 0$. $\dot{H}^{s_\kappa}$ is said to be a critical space for NLS (2.5); cf. [6]. Up to now, we can solve (2.5) in $\dot{H}^s$ for $s \geq s_\kappa \geq 0$, which correspond to the critical and sub-critical cases in $\dot{H}^s$. However, we cannot solve (2.5) in $\dot{H}^s$ in the case $s < s_\kappa$, where $\dot{H}^s$ is said to be the super-critical space. Our question is

**Question 2.3** Let $0 \leq s < s_\kappa$. Are there any initial data $u_0 \in \dot{H}^s$ so that NLS (2.5) is still locally and globally well posed?
In order to answer the above questions, modulation spaces play important roles. Roughly speaking, Schrödinger semi-group is bounded in modulation spaces and it satisfies a truncated decay in modulation spaces. Moreover, the modulation space $M_{2,1}$ enjoys lower derivative regularity and we can solve NLS (2.5) in $M_{2,1}$ for all $\kappa \in \mathbb{N}$. $M_{2,1}$ contains a class of data which are out of the control of $H^{s_\kappa}$ if $s_\kappa > 0$.

Finally, we mention that all the questions above make sense for other equations as well. For example, the propagators $W_\pm(t) = e^{\pm i t \sqrt{-\Delta}}$ for the wave equation display the loss of regularity for $p \neq 2$. More precisely, we have that for $1 < p < \infty$ and $t > 0$, the operator $W_+(t) : W^{s,p}(\mathbb{R}^n) \to L^p(\mathbb{R}^n)$ is (locally) bounded if and only if $s \geq (n-1)/p - 1/2$. The same holds for $W_-(t)$, and Question 2.1 is valid. Also, a variant (2.3) holds, so Question 2.2 is also valid, as well as the corresponding version of Question 2.3.

We note that the dependence of estimates and large time asymptotics in Sobolev spaces for the propagator $e^{i a(D)}$ on $a(\xi)$ is known, especially in the first order case. For example, let $a \in C^\infty(\mathbb{R}^n \setminus 0)$ be a real-valued positively homogeneous function, satisfying $\nabla a(\xi) \neq 0$ for all $\xi \neq 0$. If we denote
$$k := \max_{|\xi|=1} \text{rank} \nabla^2 a(\xi),$$
then there is a loss of derivatives in $L^p$ depending on $k$. More precisely, as a special case of estimates for Fourier integral operators for $1 < p < \infty$, it was shown in [37] (see also [38]) that if $e^{i a(D)} : W^{s,p} \to L^p$ is locally bounded then $s \geq k|1/p - 1/2|$. The dispersive estimates
$$\|e^{i a(D)} f\|_p \leq C|t|^{-(1/2 - 1/p)} \|f\|_{p'},$$
where $2 \leq p \leq \infty$, $1/p + 1/p' = 1$, depend on the convexity of the level sets $\Sigma = \{\xi : a(\xi) = 1\}$ as well as on the maximal orders of contacts between $\Sigma$ and its tangent lines. For a comprehensive analysis of such types of estimates and their applications to the Strichartz estimates we refer to [39].

3 Some results on modulation spaces

Roughly speaking, frequency-uniform decomposition operators combined with function spaces $\ell^q(L^p)$ produce modulation spaces. During the past thirty years, the importance of the frequency-uniform decomposition in applications seems to be not fully recognized, and it is even not mentioned in Gröchenig’s famous book [18]. However, from PDE point of view, the combination of frequency-uniform decomposition operators and Banach function spaces $\ell^q(X(\mathbb{R}^n))$ seems to be important in making nonlinear estimates, which contains an automatic decomposition on high-low frequencies.

\footnote{with $n$ replaced by $n - 1$.}
\footnote{or rather the value of $\kappa$.}
\footnote{$X$ is a Banach function space defined in $\mathbb{R}^n$.}
3.1 Basic properties on modulation spaces

**Proposition 3.1 (Completeness)** Let $0 < p, q \leq \infty$ and $s \in \mathbb{R}$.

1. $M^s_{p,q}$ is a (quasi-) Banach space. Moreover, if $1 \leq p, q \leq \infty$, then $M^s_{p,q}$ is a Banach space.

2. $\mathcal{S}(\mathbb{R}^n) \subset M^s_{p,q} \subset \mathcal{S}'(\mathbb{R}^n)$.

3. Let $0 < p, q < \infty$, then $\mathcal{S}(\mathbb{R}^n)$ is dense in $M^s_{p,q}$.

**Proposition 3.2 (Equivalent norm)** Let $\{\sigma_k\}_{k \in \mathbb{Z}^n}$, $\{\varphi_k\}_{k \in \mathbb{Z}^n} \in \Upsilon$. Then $\{\sigma_k\}_{k \in \mathbb{Z}^n}$ and $\{\varphi_k\}_{k \in \mathbb{Z}^n}$ generate equivalent norms on $M^s_{p,q}$.

Proposition 3.2 indicates that one can choose $\{\sigma_k\}_{k \in \mathbb{Z}^n} \in \Upsilon_n$ according to our requirement. In applications of PDEs, it is convenient to use the following $\{\sigma_k\}_{k \in \mathbb{Z}^n} \in \Upsilon_n$. Let $\{\eta_k\}_{k \in \mathbb{Z}} \in \Upsilon_1$, we denote

$$\sigma_k(\xi) := \eta_k(\xi_1)\ldots \eta_k(\xi_n), \quad (3.1)$$

then we have $\{\sigma_k\}_{k \in \mathbb{Z}^n} \in \Upsilon_n$. The above $\sigma_k(\xi)$ realizes the separation of different variables.

**Proposition 3.3 (Embedding)** Let $s_1, s_2 \in \mathbb{R}$ and $0 < p_1, p_2, q_1, q_2 \leq \infty$.

1. If $s_2 \leq s_1$, $p_1 \leq p_2$ and $q_1 \leq q_2$, then $M^{s_1}_{p_1,q_1} \subset M^{s_2}_{p_2,q_2}$.

2. If $q_2 < q_1$ and $s_1 - s_2 > n/q_2 - n/q_1$, then $M^{s_1}_{p_1,q_1} \subset M^{s_2}_{p_2,q_2}$.

**Proposition 3.4 (Dual space)** Let $s \in \mathbb{R}$ and $0 < p, q < \infty$. If $p \geq 1$, we denote $1/p + 1/p' = 1$; If $0 < p < 1$, we write $p' = \infty$. Then

$$(M^s_{p,q})^* = M^{-s}_{p',q'}. \quad (3.2)$$

If $p \geq 1$, Proposition 3.4 is similar to that of Besov spaces, however, if $0 < p < 1$, the result is quite different from that of Besov spaces. The details of the proof of Proposition 3.4 can be found in [55] by following the proof of the relevant result in Besov spaces.

**Remark 3.5** If $p, q \in [1, \infty]$, Propositions 3.1 and 3.4 were obtained by Feichtinger [15]. In [55, 56], the cases $0 < p < 1$ and $0 < q < 1$ were considered.

Soon after the work [55, 56], Kobayashi [29] independently defined $M_{p,q}$ for all $0 < p, q \leq \infty$ and obtained Proposition 3.4. Almost at the same time as [56], Kobayashi [29] discussed the dual space of $M_{p,q}$ and obtained partial results of Proposition 3.4; If $0 < p < 1$ or $1 < q < \infty$, he obtained $M^{-s}_{p,q} \subset (M^s_{p,q})^* \subset M_{\infty,\infty}$. For the other cases, he showed $(M^s_{p,q})^* = M^{-s}_{p',q'}$. Recently, by using the molecular decomposition techniques of modulation spaces, Kobayashi and Sawano [31, 32] reconsidered the dual space of $M^s_{p,q}$ and they also obtained the result of Proposition 3.4. It is worth to mention that Triebel [57] introduced a class of generalized modulation spaces for all indices $0 < p, q \leq \infty$, however, those spaces have no complete norms, which seems harder to use in the study of PDEs.
3.2 Inclusions between Besov and modulation spaces

From the definitions, we see that Besov spaces and modulation spaces are rather similar, both of them are the combinations of frequency decomposition operators and function spaces $\ell^q(L^p)$. In fact, we have the following inclusion results.

**Theorem 3.6 (Embedding)** Let $0 < p, q \leq \infty$ and $s_1, s_2 \in \mathbb{R}$. We have the following results.

1. $B^s_{p,q} \subset M^s_{p,q}$ if and only if $s_1 \geq s_2 + \tau(p,q)$, where
   
   $$
   \tau(p,q) = \max \left\{ 0, \frac{n}{q} - \frac{1}{p}, \frac{n}{1 - \frac{1}{p}} \right\}.
   $$

2. $M^s_{p,q} \subset B^s_{p,q}$ if and only if $s_1 \geq s_2 + \sigma(p,q)$, where
   
   $$
   \sigma(p,q) = \max \left\{ 0, \frac{n}{1 - \frac{1}{q}} \right\}.
   $$

The inclusions between Besov and modulation spaces in the cases $(1/p, 1/q) \in [0, 1]^2$ were first discussed by Gröbner [17] and he has never published his results. When $(1/p, 1/q)$ is in the vertices of the square $[0, 1]^2$, Gröbner’s results are optimal. Afterwards, Toft [18] obtained the sufficiency of Theorem 3.6 in the cases $(1/p, 1/q) \in [0, 1]^2$. Sugimoto and Tomita [46] showed the necessity of the first inclusion of Theorem 3.6 in the cases $(1/p, 1/q) \in [0, 1]^2$, and by duality the second inclusion is also sharp if $(1/p, 1/q) \in [0, 1]^2$ and $p,q \neq \infty$. Sugimoto and Tomita's idea is to use Feichtinger’s norm and the dilation property of modulation spaces. In [54, 55, 56] the authors proved the conclusions of Theorem 3.6 by using frequency-uniform decomposition techniques.

**Corollary 3.7** We have the following inclusions.

$$
B^{s+n/2}_{2,1} \subset M^s_{2,1} \subset B^s_{2,1}, \quad B^{s+n}_{\infty,1} \subset M^s_{\infty,1} \subset B^s_{\infty,1}.
$$

The above embedding theorem is of importance for the study of nonlinear PDEs. As for the inclusions between $L^p$-Sobolev spaces and modulation spaces, it has been explicitly determined by a recent work of Sugimoto and Kobayashi [32].

**Theorem 3.8** Let $1 \leq p, q \leq \infty$ and and $s_1, s_2 \in \mathbb{R}$. Then $H^s_{p,q} \subset M^s_{p,q}$ if and only if one of the following conditions is satisfied:

1. $q \geq p > 1$, $s_1 \geq s_2 + \tau(p,q)$;
2. $p > q$, $s_1 > s_2 + \tau(p,q)$;
3. $p = 1, q = \infty$, $s_1 \geq s_2 + \tau(1,\infty)$;
4. $p = 1, q \neq \infty$, $s_1 > s_2 + \tau(1,q)$,

and $M^s_{p,q} \subset H^s_{p,q}$ if and only if one of the following conditions is satisfied:

1. $q \leq p < \infty$, $s_1 \geq s_2 + \sigma(p,q)$;
2. $p < q$, $s_1 > s_2 + \sigma(p,q)$;
3. $p = \infty, q = 1$, $s_1 \geq s_2 + \sigma(\infty,1)$;
4. $p = \infty, q \neq 1$, $s_1 > s_2 + \sigma(\infty,q)$,

where $\tau(p,q)$ and $\sigma(p,q)$ are the same indices as in Theorem 3.6.
3.3 Dilation property of modulation spaces

Roughly speaking, homogeneous Sobolev spaces and their generalizations including homogeneous Besov and Triebel spaces have scales like
\[ \| f(\lambda \cdot) \|_X \sim \lambda^\theta \| f \|_X. \]

However, the scaling properties of modulation spaces are very complicated, which is quite different from the classical Sobolev spaces. The following result is due to Sugimoto and Tomita. Let \( \tau(p,q) \) and \( \sigma(p,q) \) be as in Theorem 3.6. Denote
\[ \mu_1(p,q) = \tau(p,q) - n/p, \quad \mu_2(p,q) = -\sigma(p,q) - n/p. \]

**Theorem 3.9** ([46]) Let \( 1 \leq p, q \leq \infty \). The following are true.

1. There exists a constant \( C > 0 \) such that
\[ C^{-1} \lambda^{\mu_2(p,q)} \| f \|_{M_{p,q}} \leq \| f(\lambda \cdot) \|_{M_{p,q}} \leq C \lambda^{\mu_1(p,q)} \| f \|_{M_{p,q}} \]
for all \( f \in M_{p,q} \) and \( \lambda \geq 1 \). Conversely, if there is a constant \( C > 0 \) such that
\[ C^{-1} \lambda^\beta \| f \|_{M_{p,q}} \leq \| f(\lambda \cdot) \|_{M_{p,q}} \leq C \lambda^\alpha \| f \|_{M_{p,q}} \]
for all \( f \in M_{p,q} \) and \( \lambda \geq 1 \), then \( \alpha \geq \mu_1(p,q) \) and \( \beta \leq \mu_2(p,q) \).

2. There exists a constant \( C > 0 \) such that
\[ C^{-1} \lambda^{\mu_1(p,q)} \| f \|_{M_{p,q}} \leq \| f(\lambda \cdot) \|_{M_{p,q}} \leq C \lambda^{\mu_2(p,q)} \| f \|_{M_{p,q}} \]
for all \( f \in M_{p,q} \) and \( 0 < \lambda \leq 1 \). Conversely, if there is a constant \( C > 0 \) such that
\[ C^{-1} \lambda^\alpha \| f \|_{M_{p,q}} \leq \| f(\lambda \cdot) \|_{M_{p,q}} \leq C \lambda^\beta \| f \|_{M_{p,q}} \]
for all \( f \in M_{p,q} \) and \( 0 < \lambda \leq 1 \), then \( \alpha \geq \mu_1(p,q) \) and \( \beta \leq \mu_2(p,q) \).

4 NLS and NLKG in modulation spaces

As indicated in §2, the dispersive semi-group combined with the frequency-uniform decomposition operator has some advantages and we discuss them in this section. The results of this section can be found in [2, 3, 11, 56, 55].
4.1 Schrödinger and Klein-Gordon semigroup in modulation spaces

Let $S(t) = e^{it\Delta}$ denote the Schrödinger semi-group. In [56], Wang, Zhao and Guo obtained the uniform boundedness for the Ginzburg-Landau semi-group $L(t) = e^{(a+i)t\Delta}$ ($a > 0$) in modulation spaces and their proof is also adapted to the Schrödinger semi-group ($a = 0$ in $L(t)$).

**Proposition 4.1 (Uniform boundedness of $S(t)$ in $M^s_{p,q}$)** Let $s \in \mathbb{R}$, $1 \leq p \leq \infty$ and $0 < q < \infty$. Then we have

$$\|S(t)f\|_{M^s_{p,q}} \leq C(1 + |t|)^{n(1/2-1/p)^{1/p}}\|f\|_{M^s_{p,q}}. \quad (4.1)$$

Shortly after the work [56], Proposition 4.1 is independently obtained by Bényi, Gröchenig, Okoudjou and Rogers in [3] and their result contains more general semi-group $e^{it(-\Delta)\alpha}$ with $\alpha \leq 1$, whose proof is based on the short-time frequency analysis technique. Miyachi, Nicola, Riveti, Taracco and Tomita [34] were able to consider the case $\alpha > 1$, Chen, Fan and Sun [7] obtained some refined estimates for $e^{it(-\Delta)\alpha}$ with any $\alpha > 0$.

Now we consider the truncated decay of $S(t)$.

**Proposition 4.2** Let $s \in \mathbb{R}$, $2 \leq p < \infty$, $1/p + 1/p' = 1$ and $0 < q < \infty$. Then we have

$$\|S(t)f\|_{M^s_{p,q}} \leq C(1 + |t|)^{-n(1/2-1/p)^{1/p}}\|f\|_{M^s_{p',q}}. \quad (4.2)$$

Propositions 4.1 and 4.2 answer Questions 2.1 and 2.2, and moreover, they are optimal in the sense that the powers of time variable are sharp, cf. [12]. Now we consider the truncated decay estimate for the Klein-Gordon semi-group $G(t) = e^{it\omega_{1/2}}$ where $\omega = I - \Delta$.

**Proposition 4.3** Let $s \in \mathbb{R}$, $1 \leq p \leq \infty$ and $0 < q < \infty$. Then we have

$$\|G(t)f\|_{M^s_{p,q}} \leq C(1 + |t|)^{n(1/2-1/p)^{1/p}}\|f\|_{M^s_{p',q}}. \quad (4.3)$$

It is known that $G(t)$ satisfies the following $L^p$ - $L^{p'}$ estimate

$$\|G(t)f\|_{H^2_{p,\sigma(p)}} \leq C|t|^{-n(1/2-1/p)}\|f\|_{p'}, \quad (4.4)$$

where

$$2 \leq p < \infty, \quad 2\sigma(p) = (n + 2) \left(\frac{1}{2} - \frac{1}{p}\right). \quad (4.5)$$

From (4.3) it follows that

**Proposition 4.4** Let $s \in \mathbb{R}$, $2 \leq p < \infty$, $1/p + 1/p' = 1$, $0 < q < \infty$, $\theta \in [0, 1]$ and $\sigma(p)$ is as in (4.5). Then we have

$$\|G(t)f\|_{M^s_{p,q}} \leq C(1 + |t|)^{-n\theta(1/2-1/p)^{1/p}}\|f\|_{M^{s+2\sigma(p)\theta}_{p',q}}. \quad (4.6)$$
4.2 Strichartz estimates in modulation spaces

For convenience, we write
\[
\|f\|_{\ell^q_p(L^\gamma(I,L^p))} = \left(\sum_{k \in \mathbb{Z}^n} |\langle k \rangle |^q \| \Delta_k f \|^q_{L^\gamma(I,L^p)}\right)^{1/q},
\]  
(4.7)

\(\ell^q_p(L^\gamma(I,L^p)) := \ell^0_q(L^\gamma(I,L^p))\), \(\ell^q_p(L^p_I,L^p_x) := \ell^0_q(L^p(I,L^p))\). Recall that the truncated decay can be generalized to the following estimate
\[
\|U(t)f\|_{M^p_{p,q}} \leq C(1+|t|)^{-\delta}\|f\|_{M^p_{p,q}},
\]  
(4.8)

where \(2 < p < \infty\), \(1 < q < \infty\), \(\alpha = \alpha(p) \in \mathbb{R}\), \(\delta = \delta(p) > 0\) and \(\alpha\) and \(\delta\) are independent of \(t \in \mathbb{R}\), \(U(t)\) is a dispersive semi-group,
\[
U(t) = \mathfrak{T}^{-1}e^{itP(\xi)}\mathfrak{T},
\]  
(4.9)

and \(P(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}\) is a real valued function. In the sequel we will assume that \(U(t)\) satisfies conditions (4.8) and (4.9), from which we can get some Strichartz inequalities for \(U(t)\) in modulation spaces (cf. [55]).

**Proposition 4.5 (Strichartz inequalities)** Let \(U(t)\) satisfy (4.8) and (4.9). For any \(\gamma \geq 2 \vee (2/\delta)\), we have
\[
\|U(t)f\|_{\ell^q_p(L^\gamma(\mathbb{R},L^p))} \leq C\|f\|_{M^p_{p,q}},
\]  
(4.10)

In addition, if \(\gamma \geq q\), then we have
\[
\|U(t)f\|_{L^\gamma(\mathbb{R},M^p_{p,q})} \leq C\|f\|_{M^p_{p,q}}.
\]  
(4.11)

Denote
\[
(\mathfrak{U}f)(t) = \int_0^t U(t-s)f(s,\cdot)ds.
\]  
(4.12)

**Proposition 4.6** Let \(U(t)\) satisfy (4.8) and (4.9). For any \(\gamma \geq 2 \vee (2/\delta)\), we have
\[
\|\mathfrak{U}f\|_{\ell^q_p(L^\infty(\mathbb{R},L^2))} \leq C\|f\|_{\ell^{-\alpha/2,q}_p(L^\gamma(\mathbb{R},L^p))},
\]  
(4.13)

In addition, if \(\gamma' \leq q\), then
\[
\|\mathfrak{U}f\|_{L^\infty(\mathbb{R},M^p_{p,q})} \leq C\|f\|_{L^\gamma(\mathbb{R},M^p_{p,q})}.
\]  
(4.14)

**Proposition 4.7** Assume that \(U(t)\) satisfies (4.8) and (4.9), \(\gamma \geq \max (2/\delta,2)\). Then we have
\[
\|\mathfrak{U}f\|_{\ell^q_p(L^\gamma(\mathbb{R},L^p))} \leq C\|f\|_{\ell^q_p(L^1(\mathbb{R},L^2))},
\]  
(4.15)

In addition, if \(\gamma \geq q\), then
\[
\|\mathfrak{U}f\|_{L^\gamma(\mathbb{R},M^p_{p,q})} \leq C\|f\|_{L^1(\mathbb{R},M^p_{p,q})}.
\]  
(4.16)
The Schrödinger semi-group corresponds to the cases $\alpha = 0$, $\delta = n(1/2 - 1/p)$ and $2 \leq p < \infty$. Taking $q = 1$ in Propositions 4.5, 4.7 we immediately have

**Corollary 4.8** Let $2 \leq p < \infty$, $\gamma \geq 2 \vee \gamma(p)$, and

$$
\frac{2}{\gamma(p)} = n \left( \frac{1}{2} - \frac{1}{p} \right). 
$$

Let $S(t) = e^{it\Delta}$, $\mathfrak{A} = \int_0^t S(t-s) \cdot ds$. Then

$$
\| S(t) \varphi \|_{L^q_t(L^p_x)} \leq C \| \varphi \|_{M_{2,1}},
$$

$$
\| \mathfrak{A} f \|_{L^q_t(L^p_x) \cap L^\infty_t(L^2_x)} \leq C \| f \|_{L^q_t(L^p_x)}.
$$

Similar to Corollary 4.8 we have

**Corollary 4.9** Let $2 \leq p < \infty$, $\theta \in (0, 1)$, $1 \leq q < \infty$,

$$
\frac{2}{\gamma(p)} = n \theta \left( \frac{1}{2} - \frac{1}{p} \right), \quad 2 \sigma = (n+2) \theta \left( \frac{1}{2} - \frac{1}{p} \right).
$$

Let $G(t)$ be as in (4.1), $\mathcal{E} = \int_0^t G(t-s) \cdot ds$. Then for any $\gamma \geq 2 \vee \gamma(p)$, we have

$$
\| G(t) \varphi \|_{L^\sigma_t(L^q_x)} \leq C \| \varphi \|_{M_{2,\sigma}},
$$

$$
\| \mathcal{E} f \|_{L^\sigma_t(L^q_x) \cap L^\infty_t(L^2_x)} \leq C \| f \|_{L^\sigma_t(L^q_x)}.
$$

Related Strichartz estimates in Wiener amalgam spaces for the Schrödinger equation were obtained by Cordero and Nicola [10].

### 4.3 Wellposedness for NLS and NLKG

We study the Cauchy problem for NLS and give partial answers to Question 2.3. Let us consider

$$
iu_t + \Delta u = f(u), \quad u(0, x) = u_0(x).
$$

Noticing that $B_{\infty,1}^n \subset M_{\infty,1} \subset B_{\infty,1}^0 \subset L^\infty$ are sharp embeddings, up to now, we cannot get the wellposedness of NLS in $L^\infty$ or in $B_{\infty,1}^0$. However, we can obtain the local wellposedness of NLS in $M_{\infty,1}$. We have

**Theorem 4.10** ([2] [11]) Let $n \geq 1$, $f(u) = \lambda |u|^\kappa u$, $\kappa \in 2\mathbb{N}$, $\lambda \in \mathbb{R}$, $u_0 \in M_{p,1}$ and $1 \leq p \leq \infty$. Then there exists a $T > 0$ such that (4.23) has a unique solution $u \in C([0, T], M_{p,1})$. Moreover, if $T < \infty$, then $\limsup_{t \to T} \| u(t) \|_{M_{p,1}} = \infty$.

If the nonlinearity has an exponential growth, say $f(u) = \lambda (e^{|u|^2} - 1)u$, the result in Theorem 4.10 also holds. Noticing that $B_{2,1}^n \subset M_{2,1} \subset B_{2,1}^0 \cap C(\mathbb{R}^n)$ are sharp embeddings, we can get that NLS is global wellposed in $M_{2,1}$ if initial data are sufficiently small.
Theorem 4.14 ([55]) Let $n \geq 1$, $f(u) = \lambda|u|^{\kappa}u$, $\kappa \in 2\mathbb{N}$, $\lambda \in \mathbb{R}$, $\kappa \geq 4/n$, $u_0 \in M_{2,1}$ and there exists a sufficiently small $\delta > 0$ such that $\|u_0\|_{M_{2,1}} \leq \delta$. Then (4.23) has a unique solution

$$u \in C(\mathbb{R}, M_{2,1}) \cap \ell^1_p(L^p_{x,t \in \mathbb{R}}),$$

where $p \in [2 + 4/n, 2 + \kappa] \cap \mathbb{N}$, $\ell^1_p(L^p_{x,t \in \mathbb{R}})$ is as in (4.21).

Theorem 4.12 ([55]) Let $n \geq 2$, $f(u) = \lambda(e^{\theta|u|^2} - 1)u$, $\lambda \in \mathbb{C}$ and $\theta > 0$. Assume that $u_0 \in M_{2,1}$ and there exists a sufficiently small $\delta > 0$ such that $\|u_0\|_{M_{2,1}} \leq \delta$. Then (4.23) has a unique solution

$$u \in C(\mathbb{R}, M_{2,1}) \cap \ell^1_4(L^4_{x,t \in \mathbb{R}}).$$

We now consider the initial value problem for NLKG,

$$u_{tt} + (I - \Delta)u + f(u) = 0, \quad u(0) = u_0, \quad u_t(0) = u_1. \quad (4.26)$$

Analogous to NLS, we have

Theorem 4.13 ([2, 11]) Let $n \geq 1$, $f(u) = \lambda|u|^{\kappa}u$, $\kappa \in 2\mathbb{N}$, $\lambda \in \mathbb{R}$, $(u_0, u_1) \in M_{p,1} \times M_{p,1}^\perp$ and $1 \leq p \leq \infty$. Then there exists a $T > 0$ such that (4.23) has a unique solution $(u, u_t) \in C([0, T), M_{p,1}) \times C([0, T), M_{p,1}^\perp)$. Moreover, if $T < \infty$, then $\limsup_{t \to T} \|u(t)\|_{M_{p,1}} + \|u_t(t)\|_{M_{p,1}^\perp} = \infty$.

If the nonlinearity has an exponential growth, the corresponding results as in Theorem 4.13 also hold.

Theorem 4.14 ([55]) Let $n \geq 1$, $f(u) = \lambda u^{1+\kappa}$, $\kappa \in \mathbb{N}$ and $\kappa \geq 4/n$. Put

$$\sigma = \frac{n + 2}{2n(2 + \kappa)}.$$  

Assume that $(u_0, u_1) \in M_{2,1}^{-} \times M_{2,1}^{-1}$ and there exists a sufficiently small $\delta > 0$ such that $\|u_0\|_{M_{2,1}^{+}} + \|u_1\|_{M_{2,1}^{-1}} \leq \delta$. Then (4.26) has a unique solution

$$u \in C(\mathbb{R}, M_{2,1}^{+}) \cap \ell^1_4(L^{2+\kappa}_{x,t \in \mathbb{R}}).$$

Theorem 4.15 ([55]) Let $n \geq 2$, $f(u) = \sinh u - u$ and $\sigma = (n + 2)/4n$. Assume that $(u_0, u_1) \in M_{2,1}^{+} \times M_{2,1}^{-1}$ and there exists a sufficiently small $\delta > 0$ such that $\|u_0\|_{M_{2,1}^{+}} + \|u_1\|_{M_{2,1}^{-1}} \leq \delta$. Then (4.26) has a unique solution

$$u \in C(\mathbb{R}, M_{2,1}^{+}) \cap \ell^1_4(L^{4}_{x,t \in \mathbb{R}}).$$
We study the initial value problem for the derivative nonlinear Schrödinger equation (gDNLS)

\[ iu_t + \Delta_\pm u = F(u, \bar{u}, \nabla u, \nabla \bar{u}), \quad u(0, x) = u_0(x), \]  

where \( u \) is a complex-valued function of \((t, x) \in \mathbb{R} \times \mathbb{R}^n\),

\[ \Delta_\pm u = \sum_{i=1}^{n} \varepsilon_i \partial_{x_i}^2, \quad \varepsilon_i \in \{1, -1\}, \quad i = 1, \ldots, n, \]  

\( \nabla = (\partial_{x_1}, \ldots, \partial_{x_n}) \), \( F: \mathbb{C}^{2n+2} \to \mathbb{C} \) is a series of \( z \in \mathbb{C}^{2n+2} \),

\[ F(z) = F(z_1, \ldots, z_{2n+2}) = \sum_{3 \leq |\beta| < \infty} c_\beta z^\beta, \quad c_\beta \in \mathbb{C}, \]  

see \[9, 14, 51\]. Another model is

\[ F(u, \bar{u}, \nabla u, \nabla \bar{u}) = (1 + |u|^2)^{-1}(\nabla u)^2 \bar{u} = \sum_{k=0}^{\infty} (-1)^k |u|^{2k}(\nabla u)^2 \bar{u}, \quad |u| < 1, \]  

which is an equivalent version of the Schrödinger flow \[20\]. The non-elliptic gDNLS arises in the strongly interacting many-body systems near the criticality, where anisotropic interactions are manifested by the presence of the non-elliptic case, as well as additional residual terms which involve cross derivatives of the independent variables \[9, 14, 51\]. Some water wave and completely integrable system models in higher spatial dimensions are also non-elliptic, cf. \[1, 58, 59\]. A large amount of work has been devoted to the study of gDNLS, see \[19, 20, 22, 23, 24, 25, 28, 30, 42, 43, 45\].

Since the nonlinearity in gDNLS contains derivative terms and the Strichartz inequalities can not absorb any derivatives, gDNLS can not be solved if we use only the Strichartz estimate. One needs to look for some other ways to handle the derivative terms in the nonlinearity. Up to now, three kinds of methods seem to be very useful for gDNLS. One is to use the energy estimate to deal with the derivatives in the nonlinearity, the second way is to use Bourgain’s space \( X^{s,b} \) and the third technique is Kato’s smooth effect estimates. Of course, there are some connections between these methods.

In this survey paper we only discuss the smooth effect estimates together with the frequency-uniform decomposition techniques for gDNLS and we show that it is globally wellposed and scattering in a class of modulation spaces.
For convenience, we denote
\[ S(t) = e^{it\Delta} = \mathfrak{F}^{-1}e^{it\sum_{j=1}^{\infty} \xi_j^2 \mathfrak{F}}, \quad \mathfrak{A}f(t, x) = \int_0^t S(t - \tau) f(\tau, x) d\tau. \]

We now state a global wellposedness and scattering result for gDNLS in modulation spaces. We denote by \( L^p_t L^q_x (x_j)_{j \neq i} : L^p_t L^q_x (\mathbb{R}^{1+n}) \) the anisotropic Lebesgue space for which the norm is defined by
\[
\|f\|_{L^p_t L^q_x (x_j)_{j \neq i}} = \left\| \left\| f(t, x_{1:1}, x_{j \
}
\|f\|_{L^2_t L^2_x (x_j)_{j \neq i}} = \left\| \left\| f(t, x_{1:1}, x_{j \neq i}) \right\|_{L^2_x (\mathbb{R})} \right\|_{L^2_t (\mathbb{R})}. \tag{5.4} \]

For \( k = (k_1, \ldots, k_n) \), we write
\[
\|u\|_{X^s} = \sum_{i, \ell=1}^n \sum_{k \in \mathbb{Z}^n, |k_i| > 10^{\max_{j \neq i}} |k_j|} \langle k_i \rangle^{-s/2} \|\partial_{x_i} \Box_k u\|_{L^2_{x} L^2_{\ell}(x_{j \neq i})},
\]
\[
\|u\|_{S^s} = \sum_{\ell=1}^n \sum_{k \in \mathbb{Z}^n} \langle k \rangle^{-s-1} \|\partial_{x_i} \Box_k u\|_{L^\infty_{x} L^2_{\ell}(x_{j \neq i})},
\]
\[
\|u\|_{X^s} = \sum_{\alpha=0,1} \|u\|_{X^s}, \|u\|_{S^s} = \sum_{\alpha=0,1} \|u\|_{S^s}. \tag{5.5, 5.6, 5.7} \]

**Theorem 5.1** ([53, 52]) Let \( n \geq 3 \), \( u_0 \in M_{2,1}^{3/2} \) and there exists a suitably small \( \delta > 0 \) such that \( \|u_0\|_{M_{2,1}^{3/2}} \leq \delta \). Then (5.1) has a unique solution \( u \in C(\mathbb{R}, M_{2,1}^{3/2}) \cap X^{3/2} \cap S^{3/2} \), \( \|u\|_{X^{3/2} \cap S^{3/2}} \leq C\delta \). Moreover, the scattering operator \( S \) of (5.1) carries a whole zero neighborhood in \( C(\mathbb{R}, M_{2,1}^{3/2}) \) into \( C(\mathbb{R}, M_{2,1}^{3/2}) \).

**Remark 5.2** Recently, this technique was also developed for the Navier-Stokes equation and the dissipative nonlinear electrohydrodynamic system [56, 27, 13].

## 6 Canonical transformations

It is interesting to generalize results in previous two sections to the case of dispersive operators \( a(D) \) instead of \(-\Delta\). Recently Ruzhansky and Sugimoto has introduced a new idea to establish fundamental estimates for dispersive equations based on the idea of canonical transformations, and this attempt is quite successful for smoothing estimates (51).

Let \( \psi : \mathbb{R}^n \setminus 0 \to \mathbb{R}^n \setminus 0 \) be \( C^\infty \)-maps satisfying \( \psi(\lambda \xi) = \lambda \psi(\xi) \) for all \( \lambda > 0 \) and \( \xi \in \mathbb{R}^n \setminus 0 \), and let
\[
I_\psi u(x) = \mathfrak{F}^{-1}[(\mathfrak{F} u)(\psi(\xi))](x) = (2\pi)^{-n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} e^{i(x - \xi - y, \psi(\xi))} u(y) dy d\xi. \tag{6.1} \]
We remark that we have the formula
\[ a(D) \cdot I_\psi = I_\psi \cdot \sigma(D), \quad a(\xi) = (\sigma \circ \psi)(\xi). \quad (6.2) \]
For example, for a positive function \( a(\xi) \) satisfying \( a(\lambda \xi) = \lambda^2 a(\xi) \) for all \( \lambda > 0 \) and \( \xi \in \mathbb{R}^n \setminus 0 \), we have
\[ a(D) \cdot I_\psi = I_\psi \cdot (-\Delta) \]
if we take \( \sigma(\eta) = |\eta|^2 \), \( \psi(\xi) = \sqrt{a(\xi)} \nabla a(\xi) |\nabla a(\xi)| \), provided that \( \nabla a(\xi) \neq 0 \) for \( \xi \neq 0 \). The latter is achieved if we assume that the Gaussian curvature of the hypersurface \( \Sigma = \{ \xi : a(\xi) = 1 \} \) never vanishes, in which case also \( I_\psi \) has the inverse \( I_\psi^{-1} = I_{\psi^{-1}} \) because the Gauss map \( \Sigma \ni \xi \mapsto \nabla a(\xi) |\nabla a(\xi)| \in S^{n-1} \) is a diffeomorphism.

Thus we can induce the same estimate for \( a(D) \) from the estimates for \( -\Delta \) if we establish the boundedness of operators \( I_\psi \) and \( I_{\psi^{-1}} \) on modulation spaces. Ruzhansky, Sugimoto, Toft and Tomita [40] discuss such boundedness properties, and we have a positive result for the local boundedness. Let \( L^q_s \) be the space of functions such that

**Theorem 6.1** Let \( s \in \mathbb{R}, 1 \leq p, q \leq \infty \), and let \( \psi : \mathbb{R}^n \to \mathbb{R}^n \) be such that the pullback \( \psi^* : f \mapsto f \circ \psi \) is bounded on \( L^q_s(\mathbb{R}^n) \). Then \( I_\psi \) is locally bounded on \( M^s_{p,q}(\mathbb{R}^n) \).

By Theorem 6.1 and Propositions 4.1, 4.2, we straightforwardly obtain estimates (4.1) and (4.2) for \( S(t) = e^{-ita(D)} \tilde{\chi}(x) \) (and we have to also restrict the case to \( 1 \leq q \leq \infty \)) form the estimates for \( S(t) = e^{it\Delta} \), where \( \chi, \tilde{\chi} \) are cut-off functions.

As for the global boundedness of \( I_\psi \), we have unfortunately a negative result:

**Theorem 6.2** Let \( 1 \leq p, q \leq \infty \), \( 2 \neq p < \infty \), and let \( \psi : \mathbb{R}^n \to \mathbb{R}^n \) be a \( C^1 \)-function. Assume that operator \( I_\psi \) is bounded on \( M^s_{p,q}(\mathbb{R}^n) \). Then \( \psi \) is an affine mapping.

### 7 Open questions

It is known that the algebra property of function spaces is of importance for PDE. Up to now the following question is not clear for us:

**Question 7.1** Let \( \alpha \in (0, \infty) \). Does
\[ \| |u|^\alpha u \|_{M_{p,1}} \leq C \| u \|^{\alpha+1}_{M_{p,1}} \]
hold for all \( u \in M_{p,1} \)?

It is known that if \( \alpha \in 2\mathbb{N} \), the answer is affirmative. If \( \alpha \) is not an even integer, the question seems very difficult, cf. [47].

The global well posedness of NLS in modulation spaces for large initial data seems open.
**Question 7.2** Can we show that NLS (2.5) is global well posed if the initial data $u_0 \in M_{2,1}$ is large?

We should also discuss non-affine transforms which induce the globally bounded canonical transformations. Note that such transforms must not be $C^1$-mappings in view of Theorem 6.2.

**Question 7.3** Can we show the global boundedness of the operator $I_\psi$ in (6.1) on modulation spaces for a homogeneous change of variables $\psi$?

Some partial answers to this question appeared in [40].
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