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Abstract. We present, (partially) analyze, and apply an efficient algorithm for the simulation of multivariate Pareto records. A key role is played by minima of the record-setting region (we call these generators) each time a new record is generated, and two highlights of our work are (i) efficient dynamic maintenance of the set of generators and (ii) asymptotic analysis of the expected number of generators at each time.

1. Introduction

Records for univariate observations have been thoroughly studied; an excellent reference is the book by Arnold [1]. On the other hand, exploration of the fundamental behavior of multivariate records is relatively in its infancy, and simulations can provide highly useful empirical information. The question thus arises: How does one sample multivariate records efficiently? In this paper we provide and crudely analyze an algorithm based on importance sampling. The algorithm’s gain in efficiency from the naive approach of generating multivariate observations and waiting for (Pareto) records to occur is nothing short of dramatic: In the bivariate case, for example, it would take roughly $10^{51}$ observations to generate the 10,000 records (which result from just 10,000 fairly rapid steps of our algorithm) leading to [5, Fig. 3] (and ultimately to the theoretical results of that paper) and roughly $10^{194}$ observations to generate the 100,000 records summarized in Table 1 (which led to the still-incomplete theory in [4]).

We begin with notation and definitions, some repeated from [5, Sec. 1.1]. For a positive integer $n$, let $[n] := \{1, \ldots, n\}$. Thus $[d]^{[n]}$ denotes the set of all functions from $[n]$ into $[d]$, or simply the set of all $n$-tuples with each entry in $\{1, \ldots, d\}$. For $d$-dimensional vectors $x = (x_1, \ldots, x_d)$ and $y = (y_1, \ldots, y_d)$, write $x \prec y$ (respectively, $x \leq y$) to mean that $x_j < y_j$ (resp., $x_j \leq y_j$) for
The notation $x > y$ means $y < x$, and $x \geq y$ means $y \leq x$; the notation $x < y$ means $x \leq y$ but $x \neq y$, and $y > x$ means $x < y$. We write $x_+ := \sum_{j=1}^d x_j$ (respectively, $\prod_{j=1}^d x_j$) for the sum (resp., product) of coordinates of $x = (x_1, \ldots, x_d)$.

We assume that underlying the creation of records are $d$-dimensional observations $X^{(1)}, X^{(2)}, \ldots$ that are i.i.d. (independent and identically distributed) copies of a random vector $X$ with independent coordinates $X_j$. Unless otherwise specified, we will assume that each $X_j$ has the uniform distribution over the interval $[0, 1)$. Note that it is simple (at least theoretically) to switch from uniform to any other distribution by means of the standard inverse probability transform (also known as the quantile transform).

**Definition 1.1.** (a) We say that $X^{(k)}$ is a Pareto record (or nondominated record or simply record, or that $X^{(k)}$ sets a record at time $k$) if $X^{(k)} \not< X^{(i)}$ for all $1 \leq i < k$.

(b) If $k \in [n]$, we say that $X^{(k)}$ is a current record (or remaining record, or maximum) at time $n$ if $X^{(k)} \not< X^{(i)}$ for all $i \in [n]$.

(c) If $k \in [n]$, we say that $X^{(k)}$ is a broken record at time $n$ if it is a record but not a current record, that is, if $X^{(k)} \not< X^{(i)}$ for all $1 \leq i < k$ but $X^{(k)} < X^{(\ell)}$ for some $k < \ell \leq n$; in that case, the observation corresponding to the smallest such $\ell$ is said to break or kill the record $X^{(k)}$.

**Definition 1.2.** The record-setting region at time $n$ is the (random) closed set of points

$$S_n := \{ x \in [0,1)^d : x \not< X^{(i)} \text{ for all } i \in [n] \}.$$ 

Note that

$$S_n = \{ x \in [0,1)^d : x \not< X^{(i)} \text{ for all } i \in [n] \text{ such that } X^{(i)} \text{ is a current record at time } n \},$$

and that the current records at time $n$ all belong to $S_n$ and lie on its (topological) boundary.

Our discussion of generators later in this paper will hinge on the notion of two specific kinds of orthants (translated and intersected with the unit hypercube $[0,1)^d$). For our purposes, it will be convenient to work in terms of closed positive orthants and open negative orthants (in the usual Euclidean topology, relativized to the hypercube). Accordingly:

**Definition 1.3.** Suppose $x \in [0,1)^d$.

(a) By the closed positive orthant generated (or determined) by $x$, we mean the set

$$O^+_x := \{ y \in [0,1)^d : y \geq x \}.$$ 

(b) By the open negative orthant generated (or determined) by $x$, we mean the set

$$O^-_x := \{ y \in [0,1)^d : y \prec x \}.$$
To avoid large subscripts, we will sometimes use $O^+(x) [or O^+(x_1, \ldots, x_d)]$ and $O^-(x) [or O^-(x_1, \ldots, x_d)]$ instead of $O^+_x$ and $O^-_x$, respectively. Note that
\[ O^+_x \cap O^+_y = O^+_{x \vee y}, \tag{1.1} \]
where $x \vee y$ is coordinatewise maximum: $x \vee y := (x_1 \vee y_1, \ldots, x_d \vee y_d)$.

The contents of the paper are as follows. We present an outline of our algorithm for sampling Pareto records, together with multivariate-records phenomena suggested from data collected by using the algorithm, in Section 2. A key part of the algorithm is the dynamic maintenance of the set of minima (the so-called “generators”) of the record-setting region; discussion of this set maintenance begins in Section 3. Good performance of the algorithm depends largely on efficient maintenance of the set of generators; this issue is treated in Section 4. The complexity of the algorithm also depends on the number of generators each time a new record is generated; the counting of generators is discussed in Sections 5–7. More specifically, in Section 5 we characterize generators in a way that facilitates their count; in Section 6 we derive a loose upper bound and a best-possible lower bound on the number of generators at any time in terms of the number of current records at that time; and in Section 7 we derive an exact expression (see Lemmas 7.1 and 7.2) and an asymptotic expansion (Theorem 7.6) for the expected number of generators after the collection of any given number of observations. (At the present, we are able to give only a fairly crude bound on the expected number of generators in “records-time”, that is, after the generation of any given number of Pareto records.)

2. An algorithm for sampling Pareto records

In Section 2.1 we outline an algorithm for sampling Pareto records, and in Section 2.2 we present two phenomena of records suggested from data we collected using the algorithm.

2.1. An outline of the algorithm. The algorithm dynamically maintains a set $G$ of “generators”, such that the current record-setting region $S$ is the union $\bigcup_{g \in G} O^+_g$. (The elements of $G$ are thus called generators because $S$ is the up-set in $[0, 1]^d$ generated by $G$ with respect to the partial order $\leq$. Initially we have $G = \{0\}$.)

If we were generating observations one at a time, the next observation would set a record if and only if it were to fall in $S$. But we wish instead to generate a new Pareto record—or, equivalently, a new observation $X$ (unconditionally distributed uniformly in $[0, 1]^d$) conditionally given that it falls in $S$. Note that the following two tasks are simple to carry out:

(i) For each $g \in G$, compute $\mathbb{P}(X \in O^+_g)$. Indeed,
\[ \mathbb{P}(X \in O^+_g) = \prod(1 - g_j). \]
(ii) For any \( g \in G \), sample \( R \) from the conditional distribution of \( X \) given \( X \in O_g^+ \). Indeed, one need only sample a random vector \( U \) of independent Uniform(0,1) coordinates and set

\[
R_j = g_j + (1 - g_j)U_j, \quad j \in [d].
\]

Now we are ready to outline our importance-sampling subroutine that takes as input the current set \( G \) of generators, outputs a new record \( R \), and updates \( G \) to \( G' \) accordingly. All sampling steps are to be performed mutually independently.

**Subroutine for generating a new record \( R \):**

1. Sample \( g \) from \( G \) according to the distribution

\[
P(g = g) = \frac{\mathbb{P}(X \in O_g^+)}{\sum_{h \in G} \mathbb{P}(X \in O_h^+)} = \frac{\prod (1 - g_j)}{\sum_{h \in G} \prod (1 - h_j)}.
\]

2. Sample a random vector \( U \) of independent uniform[0,1) coordinates and set

\[
R_j = g_j + (1 - g_j)U_j, \quad j \in [d].
\]

3. If \( R = R \), accept \( R \) as a new record with probability

\[
1 / \# \{ g : R \in O_g^+ \}.
\]

If \( R \) is rejected, repeat Steps 1–3.

4. Update \( G \) to \( G' \), as described in Sections 3–4.

It is elementary to confirm that the ultimate output of Step 3 is indeed correctly distributed according to the conditional distribution of \( X \) given \( X \in S \); and that (conditionally given \( S \), i.e., given \( G \)) the probability of acceptance at each iteration of Step 3 is

\[
\frac{\mathbb{P}(X \in \bigcup_{g \in G} O_g^+)}{\sum_{g \in G} \mathbb{P}(X \in O_g^+)} \geq \frac{\max_{g \in G} \mathbb{P}(X \in O_g^+)}{\sum_{g \in G} \mathbb{P}(X \in O_g^+)} \geq \frac{1}{|G|},
\]

so that the number of times Steps 1–3 are repeated is distributed Geometric with success probability at least \( 1/|G| \) (and hence expected value at most \( |G| \)).

We will thus perform a conservative average-case analysis of Steps 1–3 of our subroutine in Section 7 (for which Sections 5–6 are preparatory) by assessing the expected value of the number \( |G| \) of generators at any given time. The complexity of Step 4 will be discussed in Sections 3–4.

**Remark 2.1.** The importance sampling algorithm builds on an algorithm for sampling from a union that appears in Karp and Luby [7] and Frigessi and Vercellis [6] and is generalized in Naiman and Wynn [9], and whose extensions have been found to be useful for various applications, including genetics (Naiman and Wu [10]) and medical imaging (Naiman and Priebe [8]).
Remark 2.2. An alternative to our importance-sampling algorithm is available in the bivariate case $d = 2$. In that case we can write $G = \{g^{(1)}, \ldots, g^{(\gamma)}\}$ with (a.s.)

$$0 = g^{(1)}_1 < g^{(2)}_1 < \cdots < g^{(\gamma)}_1 < 1 \quad \text{and} \quad 1 > g^{(1)}_2 > g^{(2)}_2 > \cdots > g^{(\gamma)}_2 = 0,$$

and $S$ is the disjoint union

$$S = \bigcup_{i=1}^{\gamma} \left( [g^{(i)}_1, g^{(i+1)}_1] \times [g^{(i)}_2, 1] \right)$$

of rectangular regions, with the convention $g^{(\gamma+1)}_1 = 1$. Indeed, if we denote the set of current records by $\{r^{(1)}, \ldots, r^{(\rho)}\}$ with

$$0 < r^{(1)}_1 < r^{(2)}_1 < \cdots < r^{(\rho)}_1 < 1 \quad \text{and} \quad 1 > r^{(1)}_2 > r^{(2)}_2 > \cdots > r^{(\rho)}_2 > 0,$$

then $\gamma = \rho + 1$ and $g^{(i)} = (r^{(i-1)}_1, r^{(i)}_2)$ for $i \in [\gamma]$ with the conventions $r^{(0)}_1 = 0$ and $r^{(\rho+1)}_2 = 0$. See Figure 1. With the representation (2.1) it is straightforward to sample uniformly from $S$, and it is also rather simple to see (we omit the details) how to update $G$ to $G'$.

2.2. Empirical phenomena. We first noticed the phenomena of Corollary 6.6 and Remark 6.7 from data we collected using the algorithm outlined in the preceding subsection. Moreover, two in-depth studies of multivariate-records behavior were also motivated empirically.

First, data such as those plotted for $d = 2$ in [5, Fig. 3] suggested that, when observation coordinates have the standard exponential (rather than uniform) distribution, the topological boundary of the record-setting region after $m$ records in general dimension $d \geq 2$ have been generated is likely to lie in a narrow strip between two parallel hyperplanes both located near the hyperplane $\{x : x_+ = (d!m)^{1/d}\}$. This turned out to be provably true; see [5], especially Thms. 5.3(a), 5.5(a), and 5.6(a) therein.

Second, long before this paper was written, the second-named author had used the algorithm to produce Table 1, with its striking Geometric$(1/2)$ pattern, for generation of 100,000 bivariate records. A partial explanation of the pattern has now been provided in [4]. Similarly, the following conjecture arises from data generated by the algorithm for larger dimensions:

Conjecture 2.3. Consider dimension $d \geq 2$. Let $f_{d,m}$ denote the fraction of the first $m$ records set that break $0$ records. Then there exist constants $p_d \in (0, 1)$ such that, almost surely, $f_{d,m} \to p_d$ as $m \to \infty$. Further, $p_d \to 1$ as $d \to \infty$.

The data also suggest that perhaps $p_d = 1 - d^{-1}$ for every $d \geq 2$; even for $d = 2$, the conjecture is stronger than what is proved in [4]. For $d \geq 3$ and $k \geq 1$, we do not know what to conjecture concerning the limiting behavior of the fraction of the first $m$ records set that break $k$ records.
3. The minima (aka generators) of the record-setting region

To sample records, all one needs to know (given the importance-sampling algorithm outlined in Section 2.1) is how to express the record-setting region as a union of positive orthants (and how to update such an expression when a new record is generated)—and the more efficiently we do so, the more efficient the sampling will be.

Denote the set of current records at a given time by \( \{ r^{(1)}, \ldots, r^{(\rho)} \} \) (listed here in arbitrary, but fixed, order).

Assumption: When discussing the deterministic geometry of such points \( r^{(1)}, \ldots, r^{(\rho)} \), we will for simplicity assume (as is almost surely true throughout time in our records model) that there are no ties in any coordinate, that is, that

\[
\text{For each } j \in [d], \text{ the } \rho \text{ values } r^{(i)}_j, i \in [\rho], \text{ are distinct.} \tag{3.1}
\]
Table 1. Results of simulation experiment in which $m = 100,000$ bivariate records are generated, and for each new record the number $k$ of records it breaks is recorded. The number of records that break $k$ current records is denoted by $N_k$, and $\tilde{p}_k = N_k/m$ is the proportion of the 100,000 records that break $k$ records.

| $k$ | $N_k$ | $\tilde{p}_k$ |
|-----|------|----------|
| 0   | 50,334 | 0.50334 |
| 1   | 24,667 | 0.24667 |
| 2   | 12,507 | 0.12507 |
| 3   | 63,35 | 0.06335 |
| 4   | 3,040 | 0.03040 |
| 5   | 1,571 | 0.01571 |
| 6   | 782 | 0.00782 |
| 7   | 364 | 0.00364 |
| 8   | 202 | 0.00202 |
| 9   | 94 | 0.00094 |
| 10  | 48 | 0.00048 |
| 11  | 24 | 0.00024 |
| 12  | 18 | 0.00018 |
| 13  | 8 | 0.00008 |
| 14  | 4 | 0.00004 |
| 15  | 1 | 0.00001 |
| 16  | 0 | 0.00000 |
| 17  | 1 | 0.00001 |

We will also assume that $r^{(i)} \in (0, 1)^d$ for $i \in [\rho]$, and that these points are (pairwise) incomparable; because we assume (3.1), for “incomparable” here we don’t need to specify whether the partial order is $\preceq$ or $\leq$.

The record-setting region $S$ is the closed set

$$S = \cap_{i=1}^{\rho} [O^-(r^{(i)})]^c.$$  \hspace{1cm} (3.2)

Algorithmically, what we want is to maintain the set

$$G = \{g^{(1)}, \ldots, g^{(\gamma)}\}$$

of minima in the partial ordering $\leq$ of the record-setting region $S$ (how we order $G$ is irrelevant); we call these $g$’s the *generators* of $S$, because then

$$S = \bigcup_{i=1}^{\rho} O^+_g(r^{(i)})$$

is the minimal representation of $S$ as a union of positive orthants. So all we need to do is to describe (a) how to initialize $G$ and (b) how to update $G$ when a new record is set. Figure 2 shows an example of the *frontier*
(i.e., topological boundary) of the record-setting region for \( d = 3 \) when the number of current records is \( \rho = 8 \) and there are \( \gamma = 17 \) generators.

For (a), as noted previously in Section 2.1, initially the record-breaking region is \( S = O_0^+ \) and has \( \gamma = 1 \) and \( G = \{0\} \).

For (b), suppose that at the current time the record-setting region \( S \) has \( G = \{g^{(1)}, \ldots, g^{(\gamma)}\} \) and a new record \( r = (r_1, \ldots, r_d) \) is generated. Then

\[
S = \bigcup_{i=1}^\gamma O^+_{g^{(i)}}
\]

and the updated \( S \), call it \( S' \), is

\[
S' = S \cap (O_r^-)^c = \bigcup_{i=1}^\gamma \left[ O^+_{g^{(i)}} \cap (O_r^-)^c \right],
\]

where complements are taken relative to the unit hypercube \([0,1]^d = O_0^+\). But

\[
(O_r^-)^c = \bigcup_{k=1}^d \bigcup_{e(k)} O^+_{g \vee (r_k e(k))},
\]

where, as usual, \( e^{(k)} := (0, \ldots, 0, 1, 0, \ldots, 0) \) with the 1 as the \( k \)th coordinate. Thus, for any \( g \in [0,1]^d \), using (1.1) we find

\[
O^+_g \cap (O_r^-)^c = \bigcup_{k=1}^d \left( O^+ \cap O^+_{g \vee (r_k e(k))} \right) = \bigcup_{k=1}^d O^+_g \vee (r_k e(k)).
\]

Therefore,

\[
S' = \bigcup_{i=1}^\gamma \bigcup_{k=1}^d O^+_{g^{(i)} \vee (r_k e(k))}
\]

expresses the updated record-setting region as a union of closed positive orthants. Observe, however, that the cardinality \( d \gamma \) of the multiset

\[
\hat{G} := \left\{ g^{(i)} \vee (r_k e^{(k)}) : 1 \leq i \leq \gamma \text{ and } 1 \leq k \leq d \right\}
\]

expresses the updated record-setting region as a union of closed positive orthants. Observe, however, that the cardinality \( d \gamma \) of the multiset

\[
\hat{G} := \left\{ g^{(i)} \vee (r_k e^{(k)}) : 1 \leq i \leq \gamma \text{ and } 1 \leq k \leq d \right\}
\]

is \( d \) times as large as the cardinality of the set \( G \). To produce the updated set \( G' \), one needs to find the minima of \( \hat{G} \) in the partial order \( \leq \) on \( O_0^+ \).

4. IMPROVING EFFICIENCY

The algorithm we have described for finding generators can be made substantially more efficient, as follows. Say that a generator \( g^{(i)} \) before the new record is generated survives the new record \( r \) if \( g^{(i)} \not\preceq r \); which generators survive the new record can be determined simply by comparing each generator to the new record. For each surviving \( g^{(i)} \), we have \( g^{(i)} \vee (r_k e^{(j)}) = g^{(i)} \) for some \( j \); thus we can reduce \( \hat{G} \) by replacing the \( d \) elements \( g^{(i)} \vee (r_k e^{(k)}) \) with \( 1 \leq k \leq d \) by the single element \( g^{(i)} \). Further, \( g^{(i)} \) does indeed “survive” as a minimum of \( S' \), according to the following explanation. After the new record is generated, \( g^{(i)} \) still belongs to the record-setting region (because \( g^{(i)} \not\preceq r \)), and it’s still a minimum (because \( S' \subset S \)). Further, the minima \( g^{(i)} \) of \( S \) that are not surviving according to our definition do not “survive” (i.e., are “killed”), in the sense that they don’t even belong to \( S' \) [because \( g^{(i)} \not\preceq r \)].
Call the set of surviving generators $\Sigma$ and the set of non-surviving generators $N$. We have just now argued that $\Sigma \subseteq S'$. As a next step, compare elements of the multiset
\[
\hat{N} := \{ y \lor (r_k e^{(k)}) : y \in N \text{ and } 1 \leq k \leq d \}
\]
in pairs to extract the set $N'$ of minima of $\hat{N}$. We claim that the disjoint union
\[
G' = \Sigma \cup N'
\]
is the desired set of generators of $S'$.

Here is a proof. First we show that $N' \subseteq S'$, and for that consider $h = y \lor (r_k e^{(k)})$ with $y \in N$. Because $y \in N \subseteq S$, it follows for $1 \leq i \leq \gamma$ that $y \not\prec g^{(i)}$ and hence $h \not\prec g^{(i)}$. Since it is also clear that $h \not\prec r$, it follows that $h \in S'$.

Now we need only show that $g < h$ (meaning that $g \leq h$ but $g \neq h$) is not possible for $g \in \Sigma$ and $h = y \lor (r_k e^{(k)}) \in N'$ (equivalently, for $h \in \hat{N}$). For that, first note that $g \not\preceq y$, because $g$ and $y$ are distinct minima of $S$. So suppose $g_j > y_j$. If we assume for the sake of contradiction that $g < y \lor (r_k e^{(k)})$ for some $k$, then it must be that $k = j$. But then $g_j \leq r_j$ and for every $\ell \neq j$ we have $g_{\ell} \leq y_{\ell} < r_{\ell}$, with the last inequality holding because $y \in N$. Thus $g < r$. If we can also argue that $g_j < r_j$, we will have the stronger conclusion that $g < r$, contradicting our assumption that $g \in \Sigma$. To argue that $g_j < r_j$, observe [from the way that the set of generators evolves, confer (5.1) below] that $g_j$ is the $j$th coordinate of some record other than $r$. Since $g_j \leq r_j$, we must have $g_j < r_j$, as desired.

When what we have described is carried out in test dimension $d = 2$, it really does produce a decent gain in efficiency. Let us explain why, in rough terms. In dimension 2, if the number of remaining records killed by a new record is $k$, then the number of elements of $G$ killed by that record equals $k + 1$. We know from [4] that (roughly put) with high probability the number of remaining records killed by a new record will be small (on the order of a constant). Then, when we split $G$ into the disjoint union of $\Sigma$ and $N$, the cardinality of $N$ will with high probability be only on the order of a constant. Thus if $|\Sigma| = s$ and $|N| = \nu$, the number of candidate elements of $S'$ will be only $s + d \nu = s + 2 \nu$ (only a constant more than $g$, as opposed to cardinality $2g$ for the multiset $\hat{G}$). Moreover, the number of comparisons required to extract $G'$ à la (4.1) will be only
\[
\gamma + \binom{\nu}{2} = \gamma + \binom{2\nu}{2},
\]
where the first term counts the number of comparisons of old generators with the new record and the second term counts the comparisons required to extract $N'$ from $\hat{N}$. Contrast this linear (in $g$) count with the quadratic number of comparisons, namely, $\binom{2g}{2}$, required to compare every pair of elements in $\hat{G}$. 


5. Characterizing the Generators of Pareto Records

Our development here begins by recalling (3.2):

\[
S = \bigcap_{i=1}^{d} [O^-(r_{i}^{(j)}))] = \bigcap_{i=1}^{d} [\cup_{k=1}^{d} O^+(r_{k}^{(i)} e(k))]
\]

\[
= \cup_{k=1}^{d} \cdot \cdot \cdot \cup_{k_p=1}^{d} O^+(r_{k_i}^{(j)} e(k_i)) = \cup_{k=1}^{d} \cdot \cdot \cdot \cup_{k_p=1}^{d} O^+(\vee_{i=1}^{d} r_{k_i}^{(i)} e(k_i))
\]

\[
= \cup_{k\in[d]} O^+(R_{i}^{(\Pi_1(k))}, \ldots, R_{d}^{(\Pi_d(k))}),
\]

where for \( j \in [d] \) and \( k \in [d]^p \) we have defined the ordered partition \( \Pi(k) = (\Pi_1(k), \ldots, \Pi_d(k)) \) of \( [p] \) by

\[
\Pi_j(k) := k^{-1}(\{j\}) = \{ i \in [p] : k_i = j \},
\]

and for \( j \in [d] \) and \( P \subseteq [p] \) we have defined

\[
R_j^{(P)} := \vee_{i\in P} r_{j}^{(i)}.
\]

Therefore we have the neat representation

\[
S = \bigcup O^+(R_{1}^{(\Pi_1)}, \ldots, R_{d}^{(\Pi_d)}),
\]

where the union here is taken over all ordered partitions \( \Pi = (\Pi_1, \ldots, \Pi_d) \) of \( [p] \) into \( d \) sets; each \( \Pi_j \) is allowed to be empty, in which case \( R_j^{(\Pi_j)} := 0 \). This shows immediately that every element of \( G \) has in each coordinate either 0 or the value of some record in that coordinate.

To simplify our characterization of generators, we begin by considering only “interior” generators. For any point \( x \in O_0^+ \), let \( \tau(x) \) denote the set of non-zero coordinates of \( x \), and observe that \( x \) lies in the interior of \( O_0^+ \) if and only if \( \tau(x) = [d] \). We call such a point \( x \) an interior point.

Observe that a point \( x \) of the form \( (R_1^{(\Pi_1)}, \ldots, R_d^{(\Pi_d)}) \) appearing in (5.2) is interior if and only if all the cells \( \Pi \) of the partition are nonempty. Next, note that \( x \in (0,1)^d \) is of such a form if and only if there exist \( d \) distinct indices \( i_1, \ldots, i_d \) such that \( x_j = r_{j}^{(i_j)} \) for \( j \in [d] \).

We are now in position to state and prove a characterization of the set \( I \) of interior generators. (Note that \( I \subset G \subset S \).)

**Theorem 5.1.** A point \( g \in [0,1]^d \) belongs to \( I \) if and only if

(i) \( g \in S \), and

(ii) there exist \( d \) distinct indices \( i_1, \ldots, i_d \) such that

\[
g_j = r_{j}^{(i_j)} = \min\{r_{j}^{(i)} : \ell \in [d]\} \text{ for every } j \in [d].
\]

**Proof.** First suppose \( g \in I \). Then (i) is automatic from the definition of \( I \). Moreover, we know from our earlier discussion that (ii) holds for \( g = (R_1^{(\Pi_1)}, \ldots, R_d^{(\Pi_d)}) \) with the possible exception of the second equality in (5.3). But if that equality does not hold, let \( j, \ell \in [d] \) with \( j \neq \ell \) satisfy

\[
r_{j}^{(i_j)} < R_j^{(\Pi_j)}. 
\]
We then move \( i_\ell \) from the cell \( \Pi_\ell \) to the cell \( \Pi_j \) in order to form a new partition, call it \( \Pi' \). Then

\[
g > (R_1^{(\Pi'_1)}, \ldots, R_d^{(\Pi'_d)}) \in S,
\]
so \( g \) is not a generator.

Next we prove the converse. If \( g \) has these two properties, then \( g \in (0, 1)^d \) belongs to \( S \), so all that is left to show is that \( g \) is a minimum (with respect to \( \leq \)) of \( S \). Suppose that \( x < g \); we will complete the proof by showing that \( x \notin S \).

Let \( j_0 \) satisfy \( x_{j_0} < g_{j_0} \). Then

\[
x_{j_0} < g_{j_0} \leq r^{(i_{j_0})}_{j_0} \tag{5.4}
\]
using (5.3) for the second inequality. Additionally, for \( j \neq j_0 \) we have

\[
x_j \leq g_j < r^{(i_{j_0})}_j, \tag{5.5}
\]
where the second inequality holds by (5.3) because

\[
g_j = r^{(i_j)}_j = \min \{ r^{(i_\ell)}_\ell : \ell \in [d] \},
\]
which is strictly smaller than \( r^{(i_{j_0})}_j \) by our assumption (3.1) because \( i_j \neq i_{j_0} \).

Combining (5.4) and (5.5), we see that \( x \prec r^{(i_{j_0})}_j \), and so \( x \notin S \). \( \square \)

Now that we have characterized the interior generators, it is straightforward to characterize \( G \) in terms of projections of the current records to lower-dimensional coordinate subspaces, but some care must be taken to ensure that (3.1) remains true after projection. To begin a careful description, given a set \( T = \{j_1, \ldots, j_t\} \) of \( [d] \) with \( |T| = t \in [d] \) and \( 1 \leq j_1 < \cdots < j_t \leq d \), define the projection mapping \( \pi_T : \mathbb{R}^d \rightarrow \mathbb{R}^t \) by

\[
\pi_T(x_1, \ldots, x_d) := (x_{j_1}, \ldots, x_{j_t}),
\]
and define the injection mapping \( \iota_T : \mathbb{R}^t \rightarrow \mathbb{R}^d \) by

\[
\iota_T(x_1, \ldots, x_t) = \bigvee_{k=1}^t x_{j_k} e^{(j_k)}
\]
Recall that \( \tau(x) \) denotes the set of nonzero coordinates of a point \( x \in [0, 1]^d \).
Define the set of \( T \)-generators to be the set

\[
G_T := G \cap \{ x : \tau(x) = T \}
\]
and observe that \( G \) is the disjoint union

\[
G = \bigcup_{T \subseteq \rho} G_T.
\]
This observation, together with a characterization of each \( G_T \), thus provides a characterization of \( G \). A characterization of each \( G_T \) is obtained by combining the following theorem with Theorem 5.1.

To set up the statement of the theorem, consider the image

\[
R_T := \pi_T(R) = \{ \pi_T(r^{(i)}) : i \in [\rho] \} \subset \mathbb{R}^{|T|}
\]
under $\pi_T$ of the set $R := \{r^{(i)} : i \in [\rho]\}$ of current records, and note that $R_T$ inherits the property (3.1) of “no ties in any coordinate” from $R$. Let $I_T$ denote the set of interior generators of $R_T$, and let $G'_T := \iota_T(I_T)$ denote the injection of $I_T$ into $\mathbb{R}^d$.

**Theorem 5.2.** For every $T \subseteq [d]$ we have $G_T = G'_T$.

*Proof.* As above, let $t = |T|$. There is no loss of generality (and some ease in notation) in supposing that $|T| = [t]$, and thus $x \in G_T$ if and only if $x \in G$ and $x_{t+1} = \cdots = x_d = 0$. Let $x = (x_1, \ldots, x_t, 0, \ldots, 0)$ satisfy $\tau(x) = t$. We will show that $x \in G_T$—equivalently, that $x \in G$—if and only if $\pi_T(x) \in I_T$—equivalently, that $x \in \iota_T(I_T) = G'_T$.

Indeed, for $x$ to be a generator, there are two requirements: (i) $x \in S$, and (ii) $x$ is a minimum of $S$. The requirement (i) is that for each $i$ there should exist $j \in [d]$ such that $x_j \geq r^{(i)}_j$. However, since we assume that $r^{(i)}_j > 0$, such $j$ must belong to $[t]$. We have thus argued that $x \in S = RS(R)$ if and only if $\pi_T(x) \in RS(R_T)$.

The requirement (ii) is that $y < x$ must imply $y \notin S$. But note that $y < x$ if and only if $y$ is of the form $y = (y_1, \ldots, y_t, 0, \ldots, 0)$ with $\pi_T(y) < \pi_T(x)$. Thus requirement (ii) can be rephrased thus: If $y = (y_1, \ldots, y_t, 0, \ldots, 0)$ with $\pi_T(y) < \pi_T(x)$, then $y \notin S$—equivalently, by what we argued in connection with requirement (i), that $\pi_T(y) \notin RS(R_T)$.

So we have argued that $x$ is a generator if and only if $\pi_T(x) \in I_T$, i.e., if and only if $x \in G'_T$. This is as desired. \qed

In light of Theorem 5.2, we call the number of nonzero coordinates of a generator its *dimension*. Figure 2 shows the generators of various dimensions for an example with $d = 3$.

**Example 5.3.** Suppose $d = 4$ and the current records are $(0.2, 0.8, 0.3, 0.7)$ and $(0.5, 0.1, 0.4, 0.6)$. Then $|G| = 8$, because $|G_T| = 1$ for precisely eight nonempty subsets $T$ of $[4]$ and $|G_T| = 0$ otherwise. The eight subsets $T$ for which $|G_T| = 1$ are

$G_{\{1\}} = \{(0.5, 0, 0, 0)\}; \ G_{\{2\}} = \{(0, 0.8, 0, 0)\}; \ G_{\{3\}} = \{(0, 0, 0.4, 0)\};$

$G_{\{4\}} = \{(0, 0, 0, 0.7)\}; \ G_{\{1,2\}} = \{(0.2, 0.1, 0, 0)\}; \ G_{\{1,4\}} = \{(0.2, 0, 0, 0.6)\};$

$G_{\{2,3\}} = \{(0, 0.1, 0.3, 0)\}; \ G_{\{3,4\}} = \{(0, 0, 0.3, 0.6)\}.$

Thus there are four one-dimensional generators, four two-dimensional generators, and no generators with dimension exceeding two.

6. **Deterministic upper and lower bounds on the number of generators**

We are interested, at each time unit, in bounding the number $\gamma$ of (current) generators in terms of the number of the number $\rho$ of current records, because we already know a fair amount about the latter in our records study. In Section 6.1 we produce a crude upper bound. In Section 6.2 we obtain a
lower bound that in every dimension $d$ is tight in the sense that there exists a set of $\rho$ points that have all $d \rho$ coordinates distinct and are incomparable with respect to $\prec$ such that the number of generators achieves the lower bound.

6.1. **Upper bound.** Currently, the best (almost sure) upper bound we know on $\gamma$ for general dimension $d$ is the following.
**Theorem 6.1.** We have

$$\gamma \leq \left( \rho + d - 1 \right) \frac{\rho^{d-1}}{(d-1)!},$$

with asymptotics here for fixed $d$ as $\rho \to \infty$.

*Proof.* We obtain this from the preceding Section 5 [see especially (5.2)] as follows. For a generator, we may suppose that $\Pi_1$ contains the indices of all current records with the $\ell_1$ smallest first coordinates, for some $0 \leq \ell_1 \leq \rho$; this follows by the same argument as in the characterization of generators in the preceding section. Having fixed $\ell_1$, we may now suppose for a generator that $\Pi_2$ contains the current-record indices in $\Pi_1^c$ having the $\ell_2$ smallest second coordinates, for some $0 \leq \ell_2 \leq \rho - \ell_1$, and so on. It follows that $\gamma$ is at most the number of $d$-part compositions $\ell = (\ell_1, \ldots, \ell_d)$ into $d$ nonnegative parts. That number is the binomial-coefficient bound in (6.1). $\Box$

**Remark 6.2.** While the inequality in (6.1) is tight for $d = 1$ (then $\gamma = \rho = 1$) and for $d = 2$, it is quite loose for $d = 3$ (cf. Corollary 6.6). It may well be for each $d \geq 4$ that there exists a universal constant $c_d$ such that $\gamma \leq c_d \rho$, regardless of the set of current records, but we do not know how to prove such a result. However, for a result in this direction, see Theorem 7.6 and parts (a) and (c) of Remark 7.7 following it.

6.2. **Lower bound.**

**Theorem 6.3.** For any dimension $d \geq 1$ and any given number $\rho \geq 0$ of current records (with all $d \rho$ coordinates distinct), the smallest number $\gamma$ of generators possible is

$$\gamma_0(\rho) := (d-1)\rho + 1.$$ 

**Remark 6.4.** Concerning achievement of the lower bound, the proof will establish the stronger result that there exists a sequence of incomparable points such that, for every $\rho \geq 0$, the number $\gamma(\rho)$ of current generators after the first $\rho$ points have arrived satisfies $\gamma(\rho) = \gamma_0(\rho)$.

*Proof of Theorem 6.3.* (a) We first show that

$$\gamma \geq \gamma_0(\rho),$$

and our proof is by induction on $\rho$. For $\rho = 0$ (and for $\rho = 1$), this inequality (and indeed the conclusion of the theorem) is clear. To complete the proof of (6.2) it therefore suffices to show that if a new $(\rho + 1)$st current record is added without killing any current records, then the number of generators increases by at least $d - 1$.

We use notation consistent with that of Section 4. For present generator-counting purposes, we may assume without loss of generality that the new record $r = r^{(\rho+1)}$ doesn’t kill any of the current records $r^{(i)}$, $i \in [\rho]$, and that $r_1 < r^{(i)}_1$ for all $i \in [\rho]$. Because of this, all interior generators in the set $G$ of current generators survive $r$; what’s more, if a generator $g \in G$ is killed by $r$, then $g_1 = 0$. 
Suppose now that exactly \( \nu (\geq 1) \) generators in \( G \) are killed by \( r \), and write
\[
N = \{g^{(1)}, \ldots, g^{(\nu)}\}.
\]
Let
\[
\hat{N}_k := \{g^{(i)} \lor (r_k e^{(k)}) : i \in [\nu]\} \text{ for } k \in [d]
\]
and
\[
\hat{N} = \bigcup_{k=1}^{d} \hat{N}_k.
\]
The size of each set \( \hat{N}_k \) is obviously \( \nu \). Moreover, the sets \( \hat{N}_k \) are pairwise incomparable sets, in the sense that if \( h_j \in \hat{N}_j \) and \( h_k \in \hat{N}_k \) with \( j \neq k \), then \( h_j \not\leq h_k \) and \( h_k \not\leq h_j \). If \( N'_k \) denotes the set of minima of \( \hat{N}_k \), it therefore follows that the sets \( N'_k \) are disjoint with union equal to the set \( N' \) of minima of \( \hat{N} \).

Let \( \nu'_k := |N'_k| \geq 1 \). Let \( \gamma' = |G'| \) count the number of post-new-record generators, and recall that the proof of (6.2) is complete if we can show \( \gamma' \geq \gamma + d - 1 \). We have established that
\[
\gamma' = \gamma - \nu + \sum_{k=1}^{d} \nu'_k.
\]
But a key observation is that
\[
\hat{N}_1 = N = N'_1
\]
and hence \( \nu'_1 = \nu \). We conclude that
\[
\gamma' = \gamma + \sum_{k=2}^{d} \nu'_k \geq \gamma + d - 1,
\]
completing the proof of (6.2).

(b) Here is an example as promised in Remark 6.4. (See Figure 3.) Suppose that the first coordinates of the successive records decrease strictly but all other coordinates increase strictly. It is then easy to check [by induction, by following part (a) of this proof] that the generators after \( \rho \) records have arrived are as follows. There are precisely \( d \) one-dimensional generators, namely, \( r_1^{(1)} e^{(1)} \) and \( r_k^{(\rho)} e^{(k)} \) for \( k = 2, \ldots, d \). There are precisely \( (\rho - 1)(d - 1) \) two-dimensional generators, namely, \( r_1^{(i)} e^{(1)} \lor r^{(i-1)} e^{(k)} \) for \( i = 2, \ldots, \rho \) and \( k = 2, \ldots, d \). There are no generators of higher dimension. Thus the total number of generators is
\[
d + (d - 1)(\rho - 1) = (d - 1)\rho + 1 = \gamma_0(\rho),
\]
as desired.

**Remark 6.5.** One might hope that the equality in (6.3) could also be used to improve the upper bound of Theorem 6.1, but we don’t know how to achieve this when \( d \geq 4 \). (For \( d = 3 \), see Corollary 6.6 below.)
Figure 3. Example of $\rho = 4$ remaining records in dimension $d = 3$ achieving the lower bound $\gamma_0(\rho) = (d - 1)\rho + 1 = 9$ in Theorem 6.3. The four remaining records are shown in red, the three one-dimensional generators are shown in violet, and the six two-dimensional generators are shown in blue.

When $d = 1$, we always have $\gamma = \rho = 1$. When $d = 2$, we always have $\gamma = \rho + 1$. Our next result gives such a formula for $d = 3$. The result is not actually a corollary of Theorem 6.3, but its proof extends that of the theorem.

**Corollary 6.6.** When $d = 3$, it is always true that

$$\gamma = 2\rho + 1.$$  

**Proof.** We return to the proof of Theorem 6.3, recalling the equality in (6.3). Moreover, we see that

$$N'_2 = \{(0, r_2, g_3^{(i_2)})\} \quad \text{and} \quad N'_3 = \{(0, g_2^{(i_3)}, r_3)\}$$

where $i_2$ is chosen to minimize $g_3^{(i)}$ over $i \in [\nu]$ and $i_3$ is chosen similarly to minimize $g_2^{(i)}$. The upshot is that updating by one record as in the proof of Theorem 6.3 we have

$$\gamma' = \gamma + 2;$$

That is, increasing $\rho$ by 1 always increases $\gamma$ by 2. Since $\gamma = 1$ when $\rho = 0$, the asserted result follows. \hfill \Box

**Remark 6.7.** There is no formula such as that of Corollary 6.6 (at least not for all values of $\rho$) for any dimension $d \geq 4$. Indeed, it is easy to check
that for \( \rho = 2 \) and \( d \geq 1 \), the distinct possible values for \( \gamma \) are precisely those of the form

\[
\gamma = d + a(d - a)
\]

with \( 1 \leq a \leq \lfloor d/2 \rfloor \). In particular, the smallest possible value is \( 2d - 1 \), as guaranteed by Theorem 6.3, and the largest possible value is \( d + \lfloor d/2 \rfloor \lfloor d/2 \rfloor \).

As examples, when \( d = 4 \) there are two possible values, namely, \( \gamma = 7 \) and \( \gamma = 8 \); and when \( d = 7 \) there are three possible values, namely, \( \gamma = 13 \), \( \gamma = 17 \), and \( \gamma = 19 \).

7. The expected number of generators

In this section, we abbreviate \( d \cdot x_1 \cdot \cdots \cdot d \cdot x_d \) as \( d \cdot x \) and natural logarithm as \( L \).

7.1. Exact expressions. Let \( \mathcal{G}_{d,n} \) (respectively, \( \mathcal{I}_{d,n} \)) denote the expected number of generators (resp., interior generators) after a given number \( n \) of \( d \)-dimensional observations. Our first result relates these two quantities.

**Lemma 7.1.** For integers \( d \geq 0 \) and \( n \geq 0 \), we have

\[
\mathcal{G}_{d,n} = \sum_{k=0}^{d} \binom{d}{k} \mathcal{I}_{k,n}, \tag{7.1}
\]

**Proof.** This is immediate from Theorem 5.2 and preceding discussion. \( \square \)

In Lemma 7.1, note that \( \mathcal{I}_{0,n} = \delta_{0,n} \): There is a single 0-dimensional generator (namely, the origin in \( \mathbb{R}^d \)) if \( n = 0 \) and no 0-dimensional generators otherwise.

The next result gives an exact expression for \( \mathcal{I}_{d,n} \). We write \( n^\underline{k} \) for the falling factorial power

\[
n(n-1)\cdots(n-k+1) = k! \binom{n}{k}. \tag{7.3}
\]

**Lemma 7.2.** For integers \( d \geq 1 \) and \( n \geq 0 \), we have

\[
\mathcal{I}_{d,n} = n^d \int_{[0,1]^d} \left[ \prod (1 - x_j) \right]^{d-1} \left[ 1 - \prod (1 - x_j) \right]^{n-d} \, dx \tag{7.2}
\]

**Proof.** Referring to Theorem 5.1(ii), let us say that the \( d \)-tuple \( (X^{(i_1)}, \ldots, X^{(i_d)}) \) of observations (where the indices \( i_j \) are distinct elements of \([n]\)) *generates* an interior generator \( g \) if

\[
g_j = X^{(i_j)}_j = \min\{X^{(i_\ell)}_j : \ell \in [d]\} \text{ for every } j \in [d].
\]

Note that every interior generator is generated by precisely one such generating \( d \)-tuple. Thus \( \mathcal{I}_{d,n} \) equals \( n^d \) times the probability that \( (X^{(1)}, \ldots, X^{(d)}) \) generates an interior generator. Condition on the value \( x := (x^{(1)}, \ldots, x^{(d)}) \) of this \( d \)-tuple. According to Theorem 5.1, in order for \( x \) to generate an interior generator, two conditions are required. One is that

\[
x^{(\ell)}_j \geq x^{(j)}_j \text{ for every } \ell, j \in [d] \text{ with } \ell \neq j. \tag{7.3}
\]
Let \( x := (x^{(1)}_1, \ldots, x^{(d)}_d) \). The other condition is that the remaining \( n - d \) observations each need to fall outside \( O^+_x \), guaranteeing the condition \( x \in S \) required by Theorem 5.1(i).

Therefore,

\[
\mathcal{I}_{d,n} = n^d \int_{x(7.3)} \left[ 1 - \prod (1 - x^{(j)}_j) \right]^{n-d} dx^{(1)}_1 dx^{(2)}_2 \cdots dx^{(d)}_d, 
\]

a \( d^2 \)-dimensional integral which reduces effortlessly to the \( d \)-dimensional integral (7.2).

7.2. Asymptotics. From here we follow the same outline as for the expected number of remaining records in Bai et al. [2] to obtain an asymptotic expansion for \( \mathcal{I}_{d,n} \) (see our Theorem 7.6, the main result of Section 7). Accordingly, we begin by considering a Poissonized analogue of \( \mathcal{I}_{d,n} \).

**Lemma 7.3.** For integers \( d \geq 1 \) and \( n \geq 0 \), define

\[
\hat{\mathcal{I}}_{d,n} := n^d \int_{[0,1]^d} \left[ \prod (1 - x_j) \right]^{d-1} \exp[-n \prod (1 - x_j)] dx.
\]

Then, for fixed \( d \), as \( n \to \infty \) we have

\[
\hat{\mathcal{I}}_{d,n} = (L_n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j \Gamma(j+1)}{j!(d-1-j)!} (L_n)^{-j} + O((n L_n)^{d-1} e^{-n}).
\]

**Proof.** We have the following simple derivation:

\[
\hat{\mathcal{I}}_{d,n} = n^d \int_{[0,1]^d} \left( \prod y_j \right)^{d-1} \exp[-n \prod y_j] dy \quad (x_j \equiv 1 - y_j)
\]

\[
= \int_{[0,n^{1/d}]^d} \left( \prod u_j \right)^{d-1} \exp[-\prod u_j] du \quad (y_j \equiv n^{-1/d} u_j)
\]

\[
= \int_{(-d-1) L_n, \infty)^d} \exp \left[ -d z_+ - e^{-z_+} \right] dz \quad (u_j \equiv e^{-z_j})
\]

\[
= \frac{1}{(d-1)!} \int_{-L_n}^\infty (L_n + x)^{d-1} \exp \left( -d x - e^{-x} \right) dx \quad (x = z_+)
\]

\[
= \frac{1}{(d-1)!} \int_0^n (L_n - L y)^{d-1} y^{d-1} e^{-y} dy \quad (x = -L y)
\]

\[
= (L_n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j}{j!(d-1-j)!} \int_0^n (L y)^j y^{d-1} e^{-y} dy
\]

\[
= (L n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j}{j!(d-1-j)!} (L n)^{-j} \int_0^n (L y)^j y^{d-1} e^{-y} dy.
\]
But
\[
\int_0^n (L y)^j y^{d-1} e^{-y} dy = \int_0^\infty (L y)^j y^{d-1} e^{-y} dy - \int_n^\infty (L y)^j y^{d-1} e^{-y} dy = \Gamma(j)(d) - \Theta((L n)^j n^{d-1} e^{-n}).
\]

The desired result now follows easily. □

We next bound the difference between \(\hat{\mathcal{I}}_{d,n}\) and \(\tilde{\mathcal{I}}_{d,n} := n^d \int_{[0,1]^d} \left[ \prod (1 - x_j) \right]^{d-1} \left[ 1 - \prod (1 - x_j) \right]^n \, dx \). (7.4)

Lemma 7.4. For fixed \(d \geq 1\), as \(n \to \infty\) we have
\[
0 \leq \hat{\mathcal{I}}_{d,n} - \tilde{\mathcal{I}}_{d,n} = O(n^{-1} (L n)^{d-1}).
\]

Proof. We utilize the elementary inequality
\[
e^{-nt}(1 - nt^2) \leq (1 - t)^n \leq e^{-nt}
\]
for \(n \geq 1\) and \(0 \leq t \leq 1\) (see [3, Lemma 5]). This yields
\[
0 \leq \hat{\mathcal{I}}_{d,n} - \tilde{\mathcal{I}}_{d,n} \leq n^{d+1} \int_{[0,1]^d} \left[ \prod (1 - x_j) \right]^{d+1} \exp[-n \prod (1 - x_j)] \, dx.
\]
Proceeding just as in the proof of Lemma 7.3, we find that the last expression here is \(O(n^{-1} (L n)^{d-1})\). □

Theorem 7.5. For fixed \(d \geq 1\), as \(n \to \infty\) the expected number \(\mathcal{I}_{d,n}\) of interior generators at time \(n\) in dimension \(d\) satisfies
\[
\mathcal{I}_{d,n} = (L n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j \Gamma(j)(d)}{j!(d - 1 - j)!} (L n)^{-j} + O(n^{-1} (L n)^{d-1}).
\]

Proof. Comparing (7.2) and (7.4) and then invoking Lemma 7.4, we see that
\[
\mathcal{I}_{d,n} = \frac{n^d}{(n - d)^d} \hat{\mathcal{I}}_{d,n-d} = [1 + O(n^{-1})] \hat{\mathcal{I}}_{d,n-d}
\]
\[
= [1 + O(n^{-1})] \left[ \tilde{\mathcal{I}}_{d,n-d} + O(n^{-1} (L n)^{d-1}) \right]
\]
\[
= [1 + O(n^{-1})] \tilde{\mathcal{I}}_{d,n-d} + O(n^{-1} (L n)^{d-1}).
\]

But, according to Lemma 7.3,
\[
\tilde{\mathcal{I}}_{d,n-d} = [L(n - d)]^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j \Gamma(j)(d)}{j!(d - 1 - j)!} [L(n - d)]^{-j} + O((n L n)^{d-1} e^{-n})
\]
\[
= (L n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j \Gamma(j)(d)}{j!(d - 1 - j)!} (L n)^{-j} + O(n^{-1} (L n)^{d-2}).
\]
Thus
\[
I_{d,n} = [1 + O(n^{-1})](L n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j \Gamma^{(j)}(d)}{j!(d-1-j)!} (L n)^{-j} + O(n^{-1}(L n)^{d-1})
\]
= \((L n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j \Gamma^{(j)}(d)}{j!(d-1-j)!} (L n)^{-j} + O(n^{-1}(L n)^{d-1})\),
as claimed.

Combining (7.1) and (7.2), we can obtain an exact expression for \(G_{d,n}\). Similarly, combining (7.1) and Theorem 7.5 we obtain the following asymptotic expansion in powers of logarithm for \(G_{d,n}\) after a little rearrangement.

**Theorem 7.6.** For fixed \(d \geq 1\), as \(n \to \infty\) the expected number \(G_{d,n}\) of generators at time \(n\) in dimension \(d\) satisfies
\[
G_{d,n} = (L n)^{d-1} \sum_{j=0}^{d-1} a_{d,j} (L n)^{-j} + O(n^{-1}(L n)^{d-1}),
\]
where
\[
a_{d,j} := \sum_{k=0}^{j} \frac{\binom{d}{d-j+k} (-1)^k \Gamma^{(k)}(d-j+k)}{k!(d-1-j)!}.
\]

**Remark 7.7.** (a) In particular, \(a_{d,0} = 1\), so \(G_{d,n}\) has lead-order asymptotics
\[
G_{d,n} = (L n)^{d-1} + O((L n)^{d-2})
\]
this is \((d-1)!\) times as large as the lead-order asymptotics for the expected number of remaining records, namely,
\[
R_{d,n} = \frac{(L n)^{d-1}}{(d-1)!} + O((L n)^{d-2}).
\]

(b) We hope to extend the work of this section by finding at least lead-order asymptotics for the variance, and also a normal approximation or other limit theorem, for the number of generators after \(n\) observations.

(c) Theorem 7.6 concerns the number of generators after \(n\) observations have been collected, but analysis of the algorithm presented in Section 2 requires us to know about the number of generators after \(m\) records have been generated. It seems difficult to produce reasonably sharp theory concerning the latter number, call it \(\tilde{\gamma}_m\). Denote the corresponding number of remaining records by \(\tilde{\rho}_m\), and let \(T_m\) denote the number of observations needed to set \(m\) records. One might conjecture
\[
a.s. : \quad \tilde{\gamma}_m \sim (d-1)! \tilde{\rho}_m \sim (d!m)^{(d-1)/d}, \quad (7.5)
\]
where the first asymptotic equivalence is suggested by part (a) of this remark and the second (known to be true for \(d \geq 5\)) by conjecture (5.3) in [5].
present, the most we can assert with proof for \( d \geq 5 \) is that

\[
a.s. : \tilde{\gamma}_m \leq (1 + o(1)) \frac{\rho_{m}^{d-1}}{(d - 1)!} = (1 + o(1)) \frac{(d!m)^{(d-1)^2/d}}{((d - 1)!d^2/d)},
\]

(7.6)

where the inequality follows from Theorem 6.1 and the equality from (5.3) in [5]. For \( d = 4 \), the situation is even slightly worse than (7.6): The most we can assert with proof is that for any \( \epsilon > 0 \) we have

\[
a.s. : \tilde{\gamma}_m \leq (1 + o(1)) \frac{\rho_{m}^{3}}{6} = O \left( m^{\frac{9}{4} + \epsilon} \right),
\]

where the inequality follows from Theorem 6.1 and the big-oh bound from two results in [5]: the big-oh bound (4.7) and Prop. 5.1(b1). But for \( d = 2, 3 \) the situation improves relative to (7.6). For \( d = 3 \), for any \( \epsilon > 0 \) we know

\[
a.s. : \tilde{\gamma}_m = 2\rho_{m} + 1 = O \left( m^{\frac{3}{4} + \epsilon} \right),
\]

where the equality follows from Corollary 6.6 and the big-oh bound from the same two results in [5] as for \( d = 4 \). For \( d = 2 \), we are able to prove a big-oh bound that matches (7.5) in magnitude:

\[
a.s. : \tilde{\gamma}_m = \rho_{m} + 1 = O(m^{1/2}),
\]

where the equality follows from Corollary 6.6 and the big-oh bound again from two results in [5]: the end of Rmk. 4.3 and Prop. 5.1(b1). In fact, the proof discussed at the end of [5, Rmk. 4.3] gives the sharper result

\[
a.s. : \tilde{\gamma}_m = \rho_{m} + 1 \leq (1 + o(1))e L T_{m} \leq (1 + o(1))\sqrt{2}em^{1/2};
\]

the multiplicative constant here is larger than the conjectured constant in (7.5) only by a factor of \( e \). However, we concede that the result for \( d = 2 \) might have less use in analyzing the cost of generating records than for \( d \geq 3 \), since in that case one has a simpler representation of the record-setting region that obviates use of the importance-sampling algorithm (recall Remark 2.2).
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