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Abstract

Unconventional computing explores multi-scale platforms connecting molecular-scale devices into networks for the development of scalable neuromorphic architectures, often based on new materials and components with new functionalities. We review some work investigating the functionalities of locally connected networks of different types of switching elements as computational substrates. In particular, we discuss reservoir computing with networks of nonlinear nanoscale components. In usual neuromorphic paradigms, the network synaptic weights are adjusted as a result of a training/learning process. In reservoir computing, the non-linear network acts as a dynamical system mixing and spreading the input signals over a large state space, and only a readout layer is trained. We illustrate the most important concepts with a few examples, featuring memristor networks with time-dependent and history dependent resistances.
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1 Background

Petascale computers are now available\cite{1,2}, with a 2013 world record
of 30 petaflops (Pflops)\cite{3}, and the roadmaps aim for exaflop computing by
2020\cite{4,8}. These advances are made possible by using parallel processing
(e.g. China’s Tianhe-2 Supercomputer\cite{3} uses 3 million cores). There are
projections that zettaflop (1000 exaflop) computers are needed for long-range
weather forecasting. Nevertheless, within a decade or two, the computational
power of Turing-style digital high-performance computing (HPC) is expected
to level off for a number of reasons\cite{9,14}. This implies that in future we
may lack the computational power needed to solve important problems that
may be essential for further progress of mankind. Several examples of impor-
tant computational problems have been presented in\cite{5}, e.g., understanding
climate changes, reduction of the carbon footprint of the transportation sec-
tor, reverse engineering of the human brain, or design and manufacturing of
advanced materials.

The growth of computational power of Turing style digital computation
following Moore’s law\cite{10} is achieved in basically five ways: (1) scaling down
the sizes of components, (2) scaling up the number of transistor in a processor,
(3) scaling up the speed, (4) scaling up the number of processors (cores) on
a chip, and (5) scaling up the number of multi-core processor boards in large
(super)computers.

At the hardware level, computational power is given by the number of bit
flips per second (related to Flops), which is then connected to electrical power
since every bit is a transistor switching between "off" and "on" voltage (en-
tergy) levels. The stored energy has to be dissipated every clock cycle, which
leads to local heating. The foundation for the impressive scaling described
by Moore’s law is Dennard’s scaling law\cite{11,12}: transistor down-scaling is
done in such a way that the electric fields in the channel are kept constant.
When the linear scale of a transistor (channel) is reduced by a factor of 2,
voltages and currents will be scaled down by a factor of 2. Consequently,
the power and the area per transistor will scale down by a factor of 4. This
implies that the power density will remain constant.

The approaching end of Dennard scaling\cite{9,13} is due to the impossi-
bility to scale down the voltages beyond limits set by reproducibility and
robustness against static and dynamic fluctuations, i.e. inhomogeneities and
noise. Scaling up the transistor switching frequency will therefore increase the
power density that has to be dissipated, and heating problems are presently
limiting microprocessor clock frequencies to about 4GHz. Note that the problem is primarily not the heating of the transistors themselves, but the high-frequency charging of the capacitances of the metallic connection network, the energy of which has to be dissipated. To this comes heating due to leakage currents.

Nevertheless it seems that computational performance as a function of input power - computational (electrical) efficiency - has been following Moore scaling, implying that ”The electrical efficiency of computation has doubled roughly every year and a half for more than six decades” [14]. This is due to a range of optimisation efforts in microelectronics, including turning off parts of chips that do not have to be active at any given instant. As a result, a simple example is the increasing amount of computation one can get out of a single charging of a laptop battery. However, physical constraints must limit also this type of scaling [14], eventually posing ultimate limitations on information processing power for solving complex or hard problems that require exponential growth of resources. On the road toward exa- and zetta-scale computing we will know what kind of paradigm shifts will be needed.

In this perspective, unconventional computing paradigms have been suggested to address and overcome a range of digital computing limitations (see e.g. [15]). There are several reasons why unconventional paradigms are needed, e.g., to investigate and road-map opportunities for non-von Neumann computational paradigms, to solve exponentially hard problems by designing application specific devices, or to perform embedded computation in situations where large-scale CMOS solutions cannot be used.

As a specific example, an airplane flight-control system is basically an analogue system, but in modern implementations the control computer is simulated by a digital computer using analogue/digital interfaces. Following this line of thought toward complex systems and hard problems, analogue systems may be able to solve (optimise) problems that are hard for digital computers that might require exponential resources.

This brings us to brain-inspired analogue neuromorphic approaches to computing, optimisation and control. Neuromorphic approaches emphasize the need for highly connected complex neural networks with adaptive synaptic-like connections. Since the 1980’s, analogue VLSI for neural systems [16] has been at the focus of strong efforts to build neuromorphic computers in semiconductor hardware. A current example is the Heidelberg CMOS-based large-scale hardware simulator [17–19] implementing six networks on a universal neuromorphic computing substrate [19]. Both for digital and analogue
semiconductor nanoelectronics, by scaling down components one inevitably faces scalability problems with respect to charging/discharging, cross-talk, delays, losses and heating. The advantage of the analogue approach would then be, in applicable cases, that the computational power would be so great that the hardware does not need to invoke the most extreme CMOS or post-CMOS circuitry and processing speeds.

This has inspired visions about using self-organised networks of nanoscale components to mimic neural networks. The idea is that robust neuromorphic networks can be built from nano components with highly variable properties and erroneous behaviour. In this review we will focus on this particular area of unconventional computing and describe efforts to use molecular electronics and nanoscale switching networks for digital and analogue/neuromorphic computing. This leads up to the recent promising field of reservoir computing, for which we will present some recent \cite{20,21} and new work on memristor-based networks.

2 Unconventional computing

The UCOMP 2009 consultation report \cite{15}, providing the background for a recent European FP7 call, states the following: “Conventional digital Turing computation has been incredibly successful, but it encompasses only a small subset of all computational possibilities. Unconventional approaches to computation are currently less developed, but promise equally revolutionary results as they mature. Unconventional computing is a broad domain, covering hypercomputation, quantum computing, optical computing, analogue computing, chemical computing, reaction-diffusion systems, molecular computing, biocomputing, embodied computing, Avogadro-scale and amorphous computing, self-assembling and self-organising computers, unconventional applications, and more.”

In the long term, the vision is of course that unconventional schemes will be able to compete with post-CMOS high-performance computing by solving computationally hard problems that would take exponential time for Turing-like digital systems. However, in the shorter term, the goal is necessarily limited to exploring the computational capacity of unconventional systems without expecting to beat post-CMOS technology in what concerns speed and performance.

One unconventional approach is to explore the functionalities of locally
connected switching networks. The computational substrate ("fabric") can then be a network of switches and memory devices, connected to input/output ports at the edges and embedded in a classical digital CMOS environment. Unconventional network components could be e.g. molecular transistors, negative differential resistances (NDR), or memristors. Although one often talks about "neuromorphic computing", it is important to realise that this is very far from brain-like behaviour. Artificial neural networks most often involve networks of synapses connected to simple integrate-and-fire neurons with much less functionality than biological neurons. Moreover, even if a molecular network might constitute a network of synapses, the neurons must in practice be built from external semiconductor circuits.

Advanced 2-terminal characteristics most likely arise from various combinations of hysteretic switching, negative differential resistance (NDR) and rectifying behavior. Such strongly non-linear properties often emerge in nanoscale devices due changes in interfaces, dielectrics, or electronic structure under the influence of very strong biasing and gating fields, electric or magnetic. Recent examples are various kinds of memristors [22,23]. At the same time, to produce such effects in reproducible ways in functional components is a great challenge, and the field is at an embryonic stage, especially in what concerns truly molecular devices. Nevertheless, 2-terminal components are of great interest because they are potentially scalable by just shrinking the junction area: there is no need for additional layers of gating contacts and wires, and there are realistic opportunities for self-assembly of 2D and stacked devices. Such properties are of great interest for future nanosystem development. In the following sections we will therefore describe the experimental status of devices of potential relevance for molecular scale nanoelectronics, and also discuss the theoretical progress.

Of particular recent interest is reservoir computing with networks of non-linear nanoscale components. In usual neuromorphic paradigms, the network synaptic weights become fixed as a result of a training/learning process. In conventional reservoir computing, however, one considers from the start a large network with a fixed set of weights. A set of input signals become mixed in the non-linear network, spreading over a large state space, and in a simple output layer (filter) the synaptic weights are trained to read out desired patterns. It seems extremely relevant and challenging to investigate the network dynamics resulting from multi-port dynamic signals, measure correlation functions, and analyse the possibility to read out specific information, e.g. using trained output networks as filters.
3 Unconventional nanoelectronics

The purpose of this section is to briefly review various nanoelectronic approaches aiming at meeting Moore’s law issues with non-CMOS schemes for unconventional information processing. The intention is to motivate reservoir computing as the potentially most promising paradigm for self-organised nano/molecular electronics.

3.1 Single-molecule devices and networks

The history and status of single-molecule electronics is extensively described in some recent reviews [24–26]. A standard approach has been to design networks with single-molecule 2- and 3-terminal switches for digital logic and memory. Experimentally, such circuits have hardly been built, and can anyway not be expected to compete with CMOS.

Of greater interest, and possibly more promising, are top-down approaches to connect single molecules, or small molecular clusters, to multiple electrodes for wave-function manipulation and quantum-state information processing [27,28]. Here the inputs are classical, but the logic gate is based on quantum-state interference, and STM (classical) readout. Okawa et al. [28] have demonstrated experimentally some first steps toward systematic construction of multi-terminal devices based on single phthalocyanine molecules, and Prasongkit et al. [29] have shown theoretically how a phthalocyanine-based interference-driven switch may work.

3.2 Multi-molecule devices and networks

The dominating approach toward molecular electronics involves using self-assembled monolayers (SAM) between metal electrodes for building molecular junctions for switching and memory [30–32]. In the original work of the HP-group [30] it turned out that the switching effect was not caused by internal rotaxane molecular switching but rather by field-induced gold filaments. (Recently, however, both effects have been identified [32]). The metal-molecule interface can thus be of paramount importance for the device functionality [33]. This type of (originally unwanted) interface effect is now at the heart of several types of memristors.
3.3 NDR devices and networks

In 1999, Chen et al. [34] published an experimental paper reporting strong effects of negative differential resistance (NDR) in a molecular junction. This formed the basis for a number of theoretical papers using a network of NDR molecules (Nanocell) for implementing logic gates, with the particular advantage of producing XOR gates [35–40]. Unfortunately the original NDR result could not be reproduced, and strong molecular NDR effects have turned out to be difficult to produce, and so far Nanocell logic remains a theoretical issue. Note, however, that strong molecular NDR has recently been found experimentally [41].

3.4 Memristor devices and networks

The memristor (memory resistor) was invented by Chua in 1971 [42,43] and further investigated and exploited by HP-researchers [44–46]. The characteristic property of the memristor is that the resistance depends on a time-dependent state variable $x(t)$ and is itself time dependent, $R(x, V, t)$, resistance changes being controlled/switched e.g. by voltages that exceed certain thresholds. This type of component actually already had a long history (see [47] for discussion and references), but the recent interest has lead to an explosive development [22,23,48–55] (see [56,57] for recent overviews and more references). In particular, the function of the memristor depends on its history, which can be used for implementation of conditional logic [46]. Memristors show properties similar to biological synapses [23], which means that they can be used for implementing and training neuromorphic networks. A well-known example is that of Pavlov’s Dog [50,55]: here two separate time signals are input on the Food and Bell terminals of a Perceptron. Initially the weight of the Bell synapse is low, and the Bell signal alone has no effect. However, via feedback the Food and Bell signals can act together over the Bell synapse (memristor) and exceed the voltage threshold for changing and increasing the weight of the Bell synapse. In the end, the output will spike in response to the Bell signal alone. This effect was demonstrated experimentally (i.e. not simulated) with NOMFET organic synaptic transistors [55].
4 Reservoir computing (RC)

Of particular recent interest is reservoir computing with recurrent neural networks (RNN) (involving feedback) of nonlinear nanoscale components. In usual neuromorphic paradigms, the network synaptic weights become fixed as a result of a training/learning process. In reservoir computing, however, one considers from the start a large network with a fixed set of weights and only trains a readout layer (as illustrated in Fig. 1). The standard practise is to use linear readout layers. However, it is possible to exploit more complicated readout layers provided they are easy to train. In what follows no formal distinction will be made between readout layer types. The term reservoir computing will be used to refer to any readout layer that is easy to train.

A reservoir computer \[58-76\] is a high-dimensional non-linear dynamical system, called reservoir, driven by time-dependent inputs. The dynamics map the input to a superposition of instantaneous internal states of the reservoir, carrying information about the input signals. In such a way, initial information contained in the input is spread into a space with many dimensions (states). The readout layer is used to pick a particular set of states.

Liquid-state machines (LSM) \[60, 63\], and echo state networks (ESN) \[59, 63, 66\] represent two major types of reservoir computing (RC). The essence of RC is captured by a pedagogical "toy experiment" \[69\], implementing RC in a "bucket of water", presenting a real liquid state computer. Here the state of the machine is directly visible as an interference pattern that can be read out by an image processing system, e.g. a neural network. This means that the properties of a natural dynamical system can be harnessed to solve nonlinear pattern recognition problems and that a set of simple linear readout elements will suffice to make the classification \[69\]. Generically, this means that the state configuration generated by the input signals can be regarded as an internal interference (correlation) pattern that can be read out by a generic "image" processing device, typically a trained neural network. The spreading of the input signals over a large state space of the dynamical systems can be viewed as giving rise to a time-dependent pattern in state space, corresponding to dynamical patterns in real space (e.g. wave patterns), energy (frequency) and time.

Of particular interest for us is the very recent work by Kulkarni and Teuscher \[20\] implementing RC in software for memristor-based networks with 5-40 nodes. The authors demonstrated two applications of memristor
networks for information processing. In the first example a readout layer of neurons (Perceptron) was trained to distinguish between sawtooth and square wave forms. In the second example a version of the Pavlov’s Dog problem [50,54] has been implemented. Two separate time signals are input on two sets of network terminals and the network correlations again read out by a readout single layer of synaptic elements. The output network is then able to learn to identify the Bell signal in the absence of the Food signal. In the following we will illustrate the potential of using memristor networks in the context of reservoir computing by discussing the quality of the reservoir in a rather informal way.

5 Building networks from memristive elements

A memristor is a non-linear resistor element where time-dependent resistance $R(x, V_M, t)$ is controlled by a time-dependent state function $x(t)$, the rate of change of which is determined by a function $f(x, V_M, t)$:

$$V_M(t) = R(x, V_M, t) I(t)$$  
$$\frac{dx(t)}{dt} = f(x, V_M, t)$$

A particularly interesting case is when the state function $x = x(t)$ is switchable, slowly varying with time inside a low voltage range $-V_T < V_M < +V_T$, but rapidly varying outside, as shown in Fig. 2. This standard memristor model [50] is based on the following form of $f$:

$$f(V) = \beta V_M + \frac{1}{2}(\alpha - \beta) (|V_M + V_T| - |V_M - V_T|)$$

This functional form describes the majority of the experimental implementations of the memristor element. A common situation is that the state function can be represented by the resistance itself, $x = R(t)$. The change of the resistance is typically induced by the bias voltage reversibly driving structural changes in the material, like field-induced diffusion of vacancies or creation of conducting filaments. Physical constraints then set limits on minimum and maximum resistance of the memristor.

In the following we will discuss some typical features of memristor networks in the context of reservoir computing. As an illustration, a simulation
of a typical memristor network will be analyzed with the main goal to emphasize some key features of such networks. To set the stage, Fig. 3 shows how an arbitrary memristor network is structured. The graph consists of nodes (contacts) that are connected by links (memristive elements). Note that the memristor has a well-defined directionality since the function $f(V)$ is an odd function of $V$. This fact is indicated by the presence of the small arrow associated with each memristor element.

Surprisingly, there are not that many software packages that one can use to simulate memristor networks. We have developed a network software simulator in the Mathematica platform, the MEmristor NEtwork Simulator (MENES) package [21]. The MENES package accepts very generic input (network structure). The present code is structured in such a way that it can be easily implemented in any other computer language and modified toward various special purpose applications (e.g. it is relatively straightforward to implement other link types). This code will be used to perform the simulations below.

The elementary case of a single memristor is shown in Fig. 4. Exactly the same curves were obtained by Pershin and DiVentra [50,51] and Bichler [77], serving as a benchmark in [21]. Note the typical hard limits on the resistance. If the external voltage stays within the $\pm V_T$ limits the element behaves as a usual resistance. However, when the limit is exceeded non-linear effects start showing up. In this regime one expects non-trivial dynamics that can be exploited for information processing. In the next section we deliberately consider an example where the external voltages drive the memristance values so that their hard limits are frequently reached.

6 An illustrative example: A self-assembled network

Figure 5 shows a typical structure that is expected as a result from a generic nanotechnology assembly process where only local connections are present. The network consists of 27 nodes arranged in a simple cubic 3x3x3 structure. To illustrate the richness of the internal state space we show how the device behaves under the influence of relatively simple external input. It is very likely that the device can be addressed only through surface contacts. There are three input terminals (external nodes) and one grounded node (all at
the surface of the device). The remaining 23 internal nodes may serve as output terminals. In practice, it would be very hard to address all contacts that are chosen as internal. Some of these contacts will occur deeply in the device interior. However, to simplify the discussion that follows, all internal contacts will be considered accessible. There is a purpose behind choosing the input nodes and the grounded node very close to each other: The goal is to further emphasize simplicity of the input by localizing all external contacts to a very narrow region of the device.

Figure 6 shows the results of a simulation where the three periodic input signals \( V_{\text{ext}}(t) = V_0 \sin(2\pi \nu t) \) with equal amplitudes \( V_0 = 1\text{V} \) were applied to the external nodes. The following frequencies were used: \( \nu_1 = 2/T \) (applied at node 1), \( \nu_2 = 3/T \) (node 2), and \( \nu_3 = 5/T \) (node 3) with \( T = 1\text{s} \). The implicit Euler method was used to integrate the system from \( t = 0 \) to \( t = 3T \) in \( N = 500 \) steps (time increment \( dt = 0.006\text{s} \)).

A plain visual inspection of the figure suggests that the dynamics of the internal states is extremely complex. If the system is to work in the context of reservoir computing, it is important that the input maps onto a rich set of internal states. The question then is how similar or different are the intrinsic voltages relative to the external driving ones? In order to address this question we designed a relatively simple mathematical procedure to quantify the degree of distinction between a given output signal (an internal voltage or a memristance).

The procedure works as follows: It is assumed that an output \( o(t) \) can be represented as a linear combination \( z(t) \) of time shifted input signals (in this particular case the external voltages). We find the best possible fit for the linear weights (they can be complex numbers) so that \( \Delta = ||o(t) - z(t)|| \) is the smallest possible, where \( ||.|| \) denotes a norm. The deviation from the output signal and the best linear combination quantifies the degree of dissimilarity. For small values of \( \Delta \) the output signal can be reproduced as a linear combination of the input signals. However, for large values of \( \Delta \) the output signal is very different from the input. In such a case one expects that the input excites distinct internal modes of the system that are very different from the input. To carry out the procedure mathematically we work in the Fourier space instead and minimize \( ||o(\omega) - z(\omega)|| \) averaged over all \( \omega \). The dissimilarity measure is computed as

\[
\delta = \frac{||o(\omega) - z(\omega)||}{||o(\omega)||}
\]  

(4)
All computations were done in *Mathematica* using the *LeastSquares* and *Fourier* functions provided by the package.

Figure 7 shows the Fourier spectra $F_S(\omega)$ of the output voltage, $o(\omega)$, and the weighted superposition of input voltages, $z(\omega)$. The first two panels depict the two $o(\omega)$ voltages that are hardest to mimic by the weighted optimized linear combinations $z(\omega)$ of input signals (their dissimilarity measures are largest). The last panel depicts the voltage with the smallest dissimilarity measure (that is easiest to mimic by the linear combination of inputs). Note that there is nevertheless a very good match in all cases. This implies that in general the internal node voltages only propagate the information contained in the input. This is an example of a poor reservoir.

Figure 8 shows the Fourier spectrum $F_S(\omega)$ of the resistances $R(t)$ of the cube links in Fig. 5. There is a distinct difference in the appearance of the first two panels (a and b) and the last panel (c). In the first two panels there is part of the spectrum that cannot be obtained by combining input signals in a trivial (linear) way. The signals described by the upper two memristances contain extra information that cannot be extracted from the input by using a simple linear filter. The large peak at the zero frequency comes from the fact that the memristances always stay within their hard limits. Since the information contained in the peak is trivial, it can be safely ignored. We believe that the observed effect in the other part of the spectrum is genuine and significant. Figure 9 shows the time dependence of the three memristances with the largest dissimilarity measure. They are hardest to mimic by the optimized linear combination of input signals. Note that it would be very hard, if not impossible, to identify them by just inspecting their time dependence.

There are other works dealing with the generation of harmonics in memristor networks, e.g. see [78, 79] and references therein. These studies deal with an entirely different set of issues. Our goal is to use the harmonics generation as a very simple test of the quality of the reservoir. The main hypothesis is that if the nonlinear frequency response function of a network of nonlinear systems cannot be approximated, in general, by a linear mixture of delayed inputs, then the quality of the reservoir is good. The reservoir generates additional dynamic states. Other procedures have been suggested for quantifying the quality of a reservoir. For example, the echo state property (fading memory) is fundamental for the computational performance of the reservoir [80].

If our hypothesis is correct, Figs. 6-9 suggest that resistances could be
more useful for information processing purposes than the individual node voltages. From an experimental point of view, the resistances are not easily measured, and that also goes for the currents. Instead, one could measure the time-dependent voltage differences across memristor links (neighbouring nodes) or between more distant nodes. Another option could exploit correlation functions between nodes $i$ and $j$, $\langle V_{\text{int},j}(t')V_{\text{int},i}(t) \rangle$, or even higher order correlation functions.

7 About computational capacity

Questions of computational functionality and capacity of networks of switches and gates as dynamical systems have a long history [81,84–87].

To mathematically define computational capacity of a device is a highly non-trivial task. In principle such a quantity can be estimated by counting how many functions the device can compute. In this context, computing can carry a rather abstract meaning. For example, pattern recognition could be seen as a mapping from the set of input patterns to the Boolean set. Of particular interest has been to connect computational capacity to critical behaviour and the proximity to phase transitions and chaotic dynamics in complex systems [62,63,82,85], also in the brain [88].

A natural idea is then to build networks with nanoscale switching elements based on memristive junctions and investigate their properties as dynamical systems and their capacity for computing [20,21]. Stieg et al. [89] create a random network of silver nanowires which is then functionalised by growing Ag-sulfide memristive junctions. In the present project [90,91] the nanofabric is of two kinds: (i) a lithographically defined network of organic transistors (NOMFET) [22,23], and (ii) a self-assembled network of gold nanoparticles functionalised with molecular switches [92,93]. It should be possible to extend this approach by functionalizing nanoparticles to form solid-state solid-ionic memristive junctions. In this context it is of interest to note that Strukov and Likarev [94] are proposing to use memristor technology to create NDR elements for all-NDR digital computation in crossbar structures. A network of such NDR elements would also be of interest for investigating of RC type of computation.
8 Outlook

The concept of RC may be particularly useful for nanoscale unconventional computational substrates. The top-down scaling of CMOS already produces networks of extreme nanoscale transistors for digital architectures and computation. However, reliability is an increasing problem, and it is of paramount importance to develop practical schemes for computing with unreliable components. Concerning the role of molecular electronics for ultimate downscaling, typical visions have involved (i) networks of molecular transistors for digital computation, or (ii) neuromorphic networks based on molecular components. The problem with the first approach is that there are no working digital devices that can compete with CMOS. Neuromorphic networks have greater potential, but are far from biological neural networks because of the simplicity of artificial neurons and the limited network connectivity.

Here reservoir computing - RC - offers a new robust approach that can make use of dense networks of simple switches with memory that form dynamical systems with interesting critical behaviour. The idea is then to use a dynamical system with memory and dissipation as a mixer of a (large) number of input variables, spread over a range of input ports, input frequencies and input times. This can be regarded as a time-dependent pattern generator, and the task is then to analyse the pattern and characterise in real time essential properties of the input signals and their correlations. There are indications that the brain may partly work along RC principles [72].

Acknowledgements: This work has been supported by the EU project FP7-318597 SYMONE and by Chalmers University of Technology.

References

[1] http://en.wikipedia.org/wiki/Petaflop
[2] http://en.wikipedia.org/wiki/Petascale_computing
[3] http://en.wikipedia.org/wiki/Tianhe-2
[4] http://en.wikipedia.org/wiki/Exascale_computing
[5] http://science.energy.gov/~media/ascr/ascac/pdf/reports/Exascale_subcommittee_report.pdf
[6] http://www.exascale.org/iesp/

[7] http://www.exascale.org/mediawiki/images/2/20/IESP-roadmap.pdf

[8] Dongarra, J., Beckman, P. et al., The International Exascale Software Roadmap, Int. J. High Performance Computer Applications, 25(1) (2011).

[9] http://theexascalereport.com/content/2012/search-exascale-roadmap

[10] http://en.wikipedia.org/wiki/Moore’s_law

[11] R.H. Dennard, F.H. Gaensslen, H.-N. Yu, V.L. Ride- out, E. Bassous, and A.R. LeBlanc, Design of ion-implanted MOSFETs with very small physical dimensions, IEEE J. Solid-State Circuits SC-9, 256-268 (1974).

[12] W. Haensch, E. Nowak, R.H. Dennard, P.M. Solomon, A. Bryant, O.H. Dokumaci, A. Kumar, X. Wang, J.B. Johnson, M.V. Fischetti, Silicon CMOS Devices beyond scaling, IBM J. Res. and Dev. 50(4/5) 2006.

[13] http://cartesianproduct.wordpress.com/2013/04/15/the-end-of-dennard-scaling
http://www.pcworld.com/article/2032913/the-end-of-moores-law-is-on-the-horizon-says-amd
http://techland.time.com/2012/05/01/the-collapse-of-moores-law-physicist-says-its-already-happened
http://www.technologyreview.com/news/425398/a-new-and-improved-moores-law/
http://www.technologyreview.com/view/427891/moores-law-over-supercomputing-in-triage-sa-

[14] J. Koomey, B. Stephen, M. Sanchez, H. Wong, Implications of Historical Trends in the Electrical Efficiency of Computing, IEEE Annals of the History of Computing, 33(3), 46-54 (2010).

[15] FET consultation workshop on Unconventional Computing, 2009
http://cordis.europa.eu/fp7/ict/fet-proactive/ucomp_en.html
ftp://ftp.cordis.europa.eu/pub/fp7/ict/docs/fet-proactive/shapefetip-wp2011-12-05_en.pdf

[16] Carver Mead, Analog VLSI and Neural Systems, Addison Wesley Publishing Company; 1st edition (January 1, 1989)

[17] Brderle, D., Petrovici, M., Vogginger, B., Ehrlich, M., Pfeil, T., Millner, S., et al., A comprehensive workflow for general-purpose neural modeling with highly configurable neuromorphic hardware systems. Biol. Cybern. 104, 263296 (2011).
[18] Pfeil, T., Potjans, T. C., Schrader, S., Potjans, W., Schemmel, J., Diesmann, M., et al., Is a 4-bit synaptic weight resolution enough? constraints on enabling spike-timing dependent plasticity in neuromorphic hardware, Front. Neurosci. 6:90 (2012); doi:10.3389/fnins.2012.00090

[19] Pfeil, Thomas, Andreas Grbl, Sebastian Jeltsch, Eric Mller, Paul Mller, Mihai Petrovici, Michael Schmuker, Daniel Brderle, Johannes Schemmel, and Karlheinz Meier, Six networks on a universal neuromorphic computing substrate, Front. Neurosci. 7:11 (2013); doi: 10.3389/fnins.2013.00011.

[20] M.S. Kulkarni and C. Teuscher, Memristor-based Reservoir Computing, IEEE/ACM International Symposium on Nanoscale Architectures (NANOARCH), pp. 226-232 (2012)

[21] Z. Konkoli and G. Wendin, A generic simulator for large networks of memristive elements, Nanotechnology 24(38), 384007 (2013); doi: 10.1088/0957-4484/24/38/384007.

[22] F. Alibart, S. Pleutin, D. Guerin, Ch. Noembre, S. Lenfant, K. Lmimouni, C. Gamrat, and D. Vuillaume, An organic nanoparticle transistor behaving as a biological spiking synapse, Adv. Funct. Mater. 20, 330 (2009).

[23] F. Alibart S. Pleutin O. Bichler C. Gamrat, T. Serrano-Gotarredona B. Linares-Barranco D. Vuillaume. A memristive nanoparticle/organic hybrid synapstor for neuro-inspired computing, Adv. Funct. Mater. 22, 609 (2012).

[24] K. Szaciowski, Digital Information Processing in Molecular Systems, Chem. Rev. 108, 3481 (2008).

[25] J.S. Prauzner-Bechcicki, S.Godlewsksi, and M. Szymonski, Atomic- and molecular-scale devices and systems for single-molecule electronics, Phys. Status Solidi A 209, 603 (2012).

[26] W.-H. Soe, C. Manzano, N. Renaud, P. de Mendoza, A. De Sarkar, F. Ample, M. Hliwa, A.M. Echavarren, N. Chandrasekhar, and C. Joachim, Manipulating Molecular Quantum States with Classical Metal Atom Inputs: Demonstration of a Single Molecule NOR Logic Gate, ACS Nano 5, 1436 (2011).
[27] C. Joachim, N. Renaud, and M. Hliwa, The Different Designs of Molecule Logic Gates, Adv. Mater. 24, 312 (2012).

[28] Y. Okawa, S.K. Mandal, C. Hu, Y. Tateyama, S. Goedecker, S. Tsukamoto, T. Hasegawa, J.K. Gimzewski, and M. Aono, Chemical wiring and soldering toward all-molecule electronic circuitry, J Am. Chem. Soc., 133, 8227 (2011).

[29] J. Prasongkit, A. Grigoriev, G. Wendin, and R. Ahuja, Interference effects in phtalocyanine controlled by H-H tautomerization: Potential two-terminal unimolecular electronic switch, Phys. Rev. B 84, 165437 (2011).

[30] D.R. Stewart, D.A.A. Ohlberg, P.A. Beck, Y. Chen, R.S. Williams, J.O. Jeppesen, K.A. Nielsen, and J.F. Stoddart, Molecule-independent electrical switching in pt/organic monolayer/ti devices, Nano Lett. 4, 133 (2004).

[31] J.E. Green, J.W. Choi, A. Boukai, Y. Bunimovich, E. Johnston-Halperin, Erica Delonno, Y. Luo, B.A. Sheri, K. Xu, Y.S. Shin, H.-R. Tseng, J.F. Stoddart, and J.R. Heath, A 160-kilobit molecular electronic memory patterned at 10¹ bits per square centimetre, Nature 445, 414 (2007).

[32] A. Coskun, J.M. Spruell, G. Barin, W.R. Dichtel, A.H. Flood, Y.Y. Botrosghi and J.F. Stoddart, High hopes: can molecular electronics realise its potential?, Chem. Soc. Rev. 41, 4827 (2012).

[33] C. Jia and X. Guo, Moleculeelectrode interfaces in molecular electronic devices, Chem. Soc. Rev., Advance Article (2013), DOI: 10.1039/C3CS35527F

[34] J. Chen, M. A. Reed, A. M. Rawlett, J. M. Tour, Large On-Off Ratios and Negative Differential Resistance in a Molecular Electronic Device, Science 286, 1550 (1999).

[35] M.A. Reed, J. Chen, A.M. Rawlett, D.W. Price, and J.M. Tour, Molecular random access memory cell, Appl. Phys. Lett. 78, 3735 (2001).
[36] J. M. Tour, W. L. Van Zandt, C. P. Husband, S. M. Husband, L. S. Wilson, P. D. Franzon, and D. P. Nackashi, Nanocell logic gates for molecular computing, IEEE Trans. Nanotechnol. 1, 100 (2002).

[37] C. P. Husband, S. M. Husband, J. S. Daniels, and J. M. Tour, Logic and memory with nanocell circuits, IEEE Trans. Electron Devices 50, 1865 (2003).

[38] J. Sköldberg and G. Wendin, Reconfigurable logic in nanoelectronic switching networks, Nanotechnology 18, 485201 (2007).

[39] J. Sköldberg, C. Önnheim, and G. Wendin, Nanocell devices and architecture for configurable computing with molecular electronics, IEEE Transactions on Circuits and Systems-I 54, 2461 (2007).

[40] Z. Chiragwandi, J. Sköldberg, and G. Wendin, Robustness of logic gates and reconfigurability of neuromorphic switching networks, in Proceedings of 2010 IEEE Int. Symp. on Circuits and Systems (ISCAS), 1671 (2010).

[41] M. Koole, M.L. Perrin, J.S. Seldenthuis, H. Valkenier, J.C. Hummelen, J.M. Thijssen, D. Duli and H.S.J. van der Zant, Large negative differential conductance effect in a single-molecule junction, Molecular electronics: Quo vadis? March 4-8, 2013, University of Bremen, Germany.

[42] L. Chua, Memristor, the missing circuit element, IEEE Trans. Circuit Theory 18, 507 (1971).

[43] L. Chua and Kang, Memristive devices and systems. Proc. IEEE 64, 209 (1976).

[44] D.B. Strukov, G.S. Snider, D.R. Stewart, and R.S. Williams, The missing memristor found, Nature 453, 80 (2008).

[45] J.J. Yang, M.D. Pickett, X. Li, D.A.A. Ohlberg, D.R. Stewart and R.S. Williams. Memristive switching mechanism for metal/oxide/metal nanodevices. Nature Nanotechnology 3, 429 (2008).

[46] J. Borghetti, G. S. Snider, P. J. Kuekes, J. J. Yang, D. R. Stewart and R. S. Williams, Memristive switches enable stateful logic operations via material implication, Nature 464, 873 (2009).
[47] R. Waser and M. Aono. Nanoionics-based resistive switch-ing memories. Nature Materials 6, 833 (2007).

[48] S.H. Jo, T. Chang, I. Ebong, B.B. Bhadviya, P. Mazumder, and W. Lu, Nanoscale Memristor Device as Synapse in Neuromorphic Systems, Nano Lett. 10, 1297 (2010).

[49] T. Chang, S. H. Jo, and W. Lu, Short-Term Memory to Long-Term Memory Transition in a Nanoscale Memristor, ACS NANO 5, 7669 (2011).

[50] Y.V. Pershin and M. Di Ventra, Experimental demonstration of associative memory with memristive neural networks, Neural Networks 23, 881 (2010).

[51] Y.V. Pershin and M. Di Ventra. Solving mazes with memristors: A massively parallel approach, Phys. Rev. E 84, 046703 (2011).

[52] M. Di Ventra and Y.V. Pershin. Biologically inspired electronics with memory circuit elements, Advances in Neuromorphic Memristor Science and Applications, Springer Series in Cognitive and Neural Systems Volume 4, 2012, pp 15-36; arXiv:1112.4987v1.

[53] Y.V. Pershin and M. Di Ventra, Neuromorphic, Digital, and Quantum Computation With Memory Circuit Elements, Proceedings of the IEEE 100, (2012); doi: 10.1109/JPROC.2011.2166369

[54] O. Bichler, D Querioz, S J Thorpe, J.-P. Bourgoin, C Gamrat, Extraction of temporally correlated features from dynamic vision sensors with spike-timing-dependent plasticity, Neural Networks 32, 339 (2012).

[55] O. Bichler, W. Zhao, F. Alibart, S. Pleutin, S. Lenfant, D. Vuillaume, C. Gamrat, Pavlov’s dog associative learning demonstrated on synaptic-like organic transistors, Neural Computation 25, 549 (2013).

[56] A. Thomas, Memristor based neural networks, J. Phys. D: Appl. Phys. 46, 093001 (2013).

[57] J.J. Yang, D. B. Strukov, and D.S. Stewart, Memristive devices for computing, Nature Nanotechnology 8, 13 (2013).
[58] Reservoir Computing: Shaping Dynamics into Information; 
http://reservoir-computing.org

[59] H. Jaeger, H., The echo state approach to analysing and training 
recurrent neural networks - with an Erratum note, GMD Report 148: 
German National Research Center for Information Technology, 2001; 
http://www.faculty.jacobs-university.de/hjaeger/pubs/EchoStatesTechRep.pdf

[60] T. Natschläger, W. Maass, H. Markram, The ”Liquid Computer”: 
A Novel Strategy for Real-Time Computing on Time Series, published in: Special Issue on Foundations of Information Processing of 
TELEMATIK, vol. 8, no. 1, pp. 39-43 (2002).

[61] W. Maass, T. Natschläger and H. Markram, Real-time computing without stable states: a new framework for neural computation based on 
perturbations, Neural Comput 14, 2531 (2002).

[62] T. Natschläger, N. Bertschinger, and R. Legenstein, At the edge of chaos: 
Real-time computations and self-organized criticality in recurrent neural networks, in Proc. of NIPS 2004, Advances in Neural Information 
Processing Systems, 2004;

[63] N. Bertschinger and T. Natschlager, Real-time computations at the edge of chaos in recurrent neural networks, Neural Computation 16, 1413 
(2004).

[64] H. Jaeger and H. Haas, Harnessing Nonlinearity: Predicting Chaotic 
Systems and Saving Energy in Wireless Communication, Science 304, 78 (2004).

[65] M. Lukosevicius, H. Jaeger, Reservoir computing approach-es to recurrent neural network training, Computer Science Review 3, 127 (2009).

[66] M. Lukosevicius, H. Jaeger and B. Schrauwen, Reservoir Computing 
Trends, Künstl Intell 26, 365 (2012); doi: 10.1007/s13218-012-0204-5

[67] I. B. Yildiz, H. Jaeger, S. J. Kiebel (2012): Re-Visiting the Echo State Property. Neural Networks 35, 1-20 (2012).

[68] Manjunath, G., Jaeger, H. (2013): Echo State Property Linked to an Input: Exploring a Fundamental Characteristic of Recurrent Neural Networks. Neural Computation Vol. 25, No. 3: 671696 (2013).
[69] C. Fernando and S. Sojakka, Pattern Recognition in a Bucket, W. Banzhaf et al. (Eds.): ECAL 2003, LNAI 2801, pp. 588-597, 2003. (Springer-Verlag Berlin Heidelberg 2003)

[70] H. Ju, J.-X. Xu, E. Chong, A.M.J. VanDongen, Effects of synaptic connectivity on liquid state machine performance, Neural Networks 38, 39 (2013).

[71] L. Büsing, B. Schrauwen, R. A. Legenstein, Connectivity, Dynamics, and Memory in Reservoir Computing with Binary and Analog Neurons, Neural Comput. 22, 1272 (2010).

[72] T. Yamazaki and S. Tanaka, The cerebellum as a liquid state machine, Neural Networks 20, 290 (2007).

[73] L. Appeltant, M.C. Soriano, G. Van der Sande, J. Danckaert, S. Massar, J. Dambre, B. Schrauwen, C.R. Mirasso and I. Fischer, Information processing using a single dynamical node as complex system, Nature Communication 2, 468 (2011).

[74] J. Dambre, D. Verstraeten, B. Schrauwen and S. Massar, Information Processing Capacity of Dynamical Systems, Scientific Reports 2, 514 (2012); doi: 10.1038/srep00514

[75] Y. Paquot, F. Duport, A. Smerieri, J. Dambre, B. Schrauwen, M. Haelterman, S. Massar, Optoelectronic Reservoir Computing, Scientific Reports 2, 287 (2012).

[76] L. Larger, M. C. Soriano, D. Brunner, L. Appeltant, J. M. Gutierrez, L. Pesquera, C. R. Mirasso, and I. Fischer, Photonic information processing beyond Turing: an optoelectronic implementation of reservoir computing, Optics Express 20, 3241 (2012).

[77] O. Bichler (2010), private communication.

[78] Oskoe, E. N. and Sahimi, M. Electric currents in networks of interconnected memristors. Physical Review E 83, 031105 (2011).

[79] Georgiou, P. S., Barahona, M., Yaliraki, S. N. and Drakakis, E. M. Device Properties of Bernoulli Memristors. Proceedings of the IEEE 100, 1938-1950(2012).
[80] Manjunath, G. and Jaeger, H. Echo State Property Linked to an Input: Exploring a Fundamental Characteristic of Recurrent Neural Networks. Neural Computation 25, 671-696 (2013).

[81] A. M. Turing, in: Collected Works of A.M. Turing: Mechanical Intelligence (Ed: D. C. Ince), Elsevier Science Publishing Company Inc., New York 1948.

[82] B. Derrida and Y. Pomeau. Random networks of automata: A simple annealed approximation. Europhys. Lett. 1, 45 (1986).

[83] B. Derrida. Dynamical phase transition in non-symmetric spin glasses. J. Phys. A: Math. Gen. 20, 721 (1987).

[84] E. Gardner and B. Derrida, Optimal storage properties of neural network models. Journal of Physics A: Mathematical and General 21(1), 271 (1988)

[85] C. G. Langton, Computation at the edge of chaos: phase transitions and emergent computation, Physica D 42, 12 (1990).

[86] A. Levina, J. M. Herrmann, T. Geisel, Dynamical Synapses Causing Self-Organized Criticality in Neural Networks. Nature Physics, published online on Nov 18 (2007); doi: 10.1038/nphys758.

[87] M. Nykter, N. D. Price, A. Larjo, T. Aho, S. A. Kauffman, O. Yli-Harja, and I. Shmulevich, Critical Networks Exhibit Maximal Information Diversity in Structure-Dynamics Relationships, Phys. Rev. Lett. 100, 058702 (2008).

[88] Manfred G. Kitzbichler, Marie L. Smith, Sren R. Christensen and Ed Bullmore, Broadband Criticality of Human Brain Network Synchronization, PLoS Comput Biol 5(3): e1000314 (2009). doi:10.1371/journal.pcbi.1000314.

[89] A.Z. Stieg, A.V. Avizienis, H.O. Sillin, C. Martin-Olmos, M. Aono, and J.K. Gimzewski, Emergent Criticality in Complex Turing B-Type Atomic Switch Networks. Adv. Mater. 24, 286 (2012).

[90] G. Wendin, D. Vuillaume, M. Calame, S. Yitzchaik, C. Gamrat, G. Cuniberti and V. Beiu, SYMONE Project: Synaptic Molecular Networks
for Bio-Inspired Information Processing, Int. Journ. of Unconventional Computing 8, 325 (2012).

[91] V. Beiu, M. Calame, G. Cuniberti, C. Gamrat, Z. Konkoli, D. Vuillaume, G. Wendin, and S. Yitzchaik, Aspects of Computing with Locally Connected Networks, International Conference of Numerical Analysis and Applied Mathematics (ICNAAM 2012), AIP Conference Proceedings, Volume 1479, pp. 1875-1879 (2012). DOI: 10.1063/1.4756547.

[92] J. Liao, J. Agustsson, S. Wu, O. Jeannin, Y.-F. Ran, S.-X. Liu, S. Decurtins, Y. Leroux, M. Mayor, C. Schnenberger and M. Calame, Cyclic conductance switching in networks of redox-active molecular junctions, Nano Lett. 10, 759 (2010).

[93] M.A. Mangold, M. Calame, M. Mayor and A.W. Holleitner, Resonant photoconductance of molecular junctions formed in gold nanoparticle arrays, J. Amer. Chem. Soc. 133, 12185 (2011).

[94] D.B. Strukov and K.K. Likharev, All-NDR Crossbar Logic, 11th International Conference on Nanotechnology, Portland, OR (2011).
Figures

Figure 1: The main idea behind Reservoir Computing. A simple readout mechanism (single-layer synaptic filter) is trained to read the state and map it to the desired output. The training is performed only at the readout stage and the reservoir is fixed in principle. In such a way there is no need to train large networks. (Inspired by [66].)
Figure 2: A typical dependence of the function $f$ on the voltage $V \equiv V_M$ applied to the memristive element. There is also an implicit dependence on $R$. The depicted dependence on $V_M$ holds only for $R_{\text{min}} \leq R \leq R_{\text{max}}$. Outside of this interval there is no change in the resistance, $f(V_M) \equiv 0$. 
Figure 3: An arbitrary memristor network (from [21]). The current is being supplied into the device through external nodes ($V_{\text{ext}}^1, V_{\text{ext}}^2, V_{\text{ext}}^3$) and drained through the ground contacts ($V_{\text{gr}}^1, V_{\text{gr}}^2$). Voltages on the internal contacts ($V_{\text{int}}^1, V_{\text{int}}^2, V_{\text{int}}^3, V_{\text{int}}^4, V_{\text{int}}^5$) adjust according to the particular values of the resistance of the memristive elements. Note that each memristive element has a direction.
Figure 4: Simulation of the network with a passive resistor $R = 10k\Omega$ and a single memristor element connected in series. The memristor parameters are: $R_{M}^{\text{min}} = 675\Omega$; $R_{M}^{\text{max}} = 10k\Omega$; $R_{M}(t = 0) = 10k\Omega$; $\alpha = \beta = 146k\Omega(Vs)^{-1}$; $V_T = 4V$. The network is driven by $V_{\text{ext}}(t) = V_0 \cos[2\pi \nu t]$ at several frequencies with $V_0 = 2V$. The left panel: The memristance $R_{M}(t)$ (the full line, in units of $5k\Omega$), the memristor voltage drop $V_{M}(t)$ (dashed, in units of $0.5V$), and the external drive $V_{\text{ext}}(t)$ (dotted, in units of $1V$), depicted as a function of time $t$ (in seconds) when the system is driven with $\nu = 0.2Hz$. The memristance plot shows typical hard limits of the resistance. The right panel: The parametric plots of $(V_{M}(t), I(t))$ for the three drives; $\nu_1 = 0.2Hz$ (the full line), $\nu_2 = 1Hz$ (dashed), and $\nu_3 = 5Hz$ (dotted). Again, note the effects of the hard limits (the linear parts corresponding to the plateaus of the resistance).
Figure 5: A memristor network arranged in a simple cubic 3x3x3 structure. There are 27 nodes in total where nodes 1, 2, and 3 are external nodes, node 4 is grounded, and the remaining 23 nodes are internal. All parameters that define the memristor elements are detailed in appendix A.
Figure 6: Results of simulations for the network in Fig. 5. The top panel depicts the input voltages, the middle panel depicts the resulting internal voltages, and the bottom panel depicts the resulting resistances of all memristors.
Figure 7: Fourier spectra $\text{FS}(\omega)$ of the optimised input $z(t)$ (black) together with output signals $z(\omega)$ (internal voltages, red) as for Fig. 6. The graphs cannot be distinguished visually. The $\text{FS}(\omega)$ is in arbitrary units. The axes labeled by $\omega$ depict integers $k$ where $\omega(k) = \frac{2\pi k}{Ndt}$. The first two panels depict the two voltages that are hardest to mimic by the optimized linear combination of input signals (their dissimilarity measures are largest). The last panel depicts the voltage with the smallest dissimilarity measure (that is easiest to mimic by the linear combination of inputs). The similarity measures are very close.
Figure 8: Same as figure 7 but for resistances $R(t)$. The enumeration of memristors (cube links, Fig. 5) is unrelated to the node numbers. The first two panels depict the two memristances that are hardest to mimic by the optimized linear combination of input signals (their dissimilarity-measures are the largest). The last panel depicts the memristance that is easiest to mimic.
Figure 9: The time dependence of the three memristances with the largest dissimilarity measure. They are hardest to mimic by the optimized linear combination of input signals. Note that it would be very hard, if not impossible, to identify them by just inspecting their time dependence.
A  A detailed specification of the network

The memristor elements of the network depicted in Fig. 6 are defined as follows. The memristance values are limited to the range $R_{\text{min}} = 1.45\Omega$ and $R_{\text{max}} = 1.55\Omega$, and all are initialized at $R = 1.5\Omega$. The memristor parameters $\alpha$, $\beta$, and $V_T$ for each memristor were chosen at random and their values are given in table II.
Table 1: The details of the cubic memristor network. Units: $\alpha$ and $\beta$ in $\Omega(Vs)^{-1}$; $V_T$ in Volts. The direction of a link $i \rightarrow j$ is defined as follows. If a voltage $V_i$ is applied at the node $i$ and a voltage $V_j$ at the node $j$, then the rate of the change of the memristance $f$ can be obtained from Fig. 2 by taking $V = V_i - V_j$.

| link  | $V_T$  | $\alpha$  | $\beta$  | link  | $V_T$  | $\alpha$  | $\beta$  |
|-------|--------|-----------|----------|-------|--------|-----------|----------|
| 10 $\rightarrow$ 1 | 0.374442 | 0.339527 | 0.76859  | 15 $\rightarrow$ 12 | 0.459023 | 0.830813 | 1.71065  |
| 1 $\rightarrow$ 2  | 0.338867 | 0.766728 | 1.681    | 12 $\rightarrow$ 21 | 0.459023 | 0.830813 | 1.71065  |
| 4 $\rightarrow$ 1  | 0.916852 | 0.190449 | 1.01836  | 13 $\rightarrow$ 22 | 0.248844 | 0.716935 | 0.964279 |
| 2 $\rightarrow$ 3  | 0.395556 | 0.59712  | 0.715665 | 14 $\rightarrow$ 13 | 0.417162 | 0.503876 | 1.20527  |
| 2 $\rightarrow$ 5  | 0.957822 | 0.552519 | 1.38086  | 16 $\rightarrow$ 13 | 0.330005 | 0.188323 | 1.12526  |
| 2 $\rightarrow$ 11 | 0.456982 | 0.197251 | 0.499046 | 14 $\rightarrow$ 15 | 0.640415 | 0.889584 | 1.77304  |
| 12 $\rightarrow$ 3  | 0.509442 | 0.193125 | 0.38095  | 14 $\rightarrow$ 17 | 0.268105 | 0.826208 | 0.946175 |
| 3 $\rightarrow$ 6  | 0.129586 | 0.379953 | 0.580798 | 14 $\rightarrow$ 23 | 0.976   | 0.920302 | 0.71634  |
| 4 $\rightarrow$ 7  | 0.63842  | 0.816642 | 1.21164  | 15 $\rightarrow$ 23 | 0.124989 | 0.503876 | 1.20527  |
| 4 $\rightarrow$ 5  | 0.497659 | 0.89305  | 1.24712  | 15 $\rightarrow$ 24 | 0.268105 | 0.826208 | 0.946175 |
| 4 $\rightarrow$ 13 | 0.812996 | 0.836584 | 1.11225  | 16 $\rightarrow$ 23 | 0.124989 | 0.503876 | 1.20527  |
| 5 $\rightarrow$ 8  | 0.312802 | 0.598889 | 0.799181 | 17 $\rightarrow$ 16 | 0.848135 | 0.475557 | 1.45515  |
| 14 $\rightarrow$ 5  | 0.424215 | 0.973887 | 1.53968  | 17 $\rightarrow$ 23 | 0.976   | 0.920302 | 0.71634  |
| 5 $\rightarrow$ 6  | 0.211621 | 0.656048 | 0.761047 | 17 $\rightarrow$ 24 | 0.80575  | 0.205049 | 0.8331   |
| 9 $\rightarrow$ 6  | 0.95086  | 0.670889 | 0.970032 | 18 $\rightarrow$ 27 | 0.164033 | 0.458028 | 1.00478  |
| 6 $\rightarrow$ 15 | 0.501306 | 0.433332 | 0.782898 | 19 $\rightarrow$ 27 | 0.263635 | 0.958362 | 1.59943  |
| 16 $\rightarrow$ 7  | 0.746284 | 0.571936 | 1.28032  | 19 $\rightarrow$ 24 | 0.319153 | 0.679248 | 0.933867 |
| 7 $\rightarrow$ 8  | 0.367929 | 0.584094 | 1.23548  | 20 $\rightarrow$ 27 | 0.374859 | 0.436996 | 0.831076 |
| 8 $\rightarrow$ 17 | 0.607931 | 0.824092 | 1.78827  | 20 $\rightarrow$ 24 | 0.110315 | 0.223772 | 0.589538 |
| 8 $\rightarrow$ 9  | 0.955427 | 0.970764 | 1.62366  | 21 $\rightarrow$ 27 | 0.448737 | 0.352571 | 0.710772 |
| 9 $\rightarrow$ 18 | 0.734346 | 0.553811 | 0.963794 | 22 $\rightarrow$ 27 | 0.803082 | 0.646101 | 0.806519 |
| 10 $\rightarrow$ 19 | 0.348097 | 0.603011 | 0.71191  | 23 $\rightarrow$ 27 | 0.650033 | 0.797197 | 1.34972  |
| 10 $\rightarrow$ 11 | 0.363118 | 0.711326 | 1.61589  | 24 $\rightarrow$ 27 | 0.388202 | 0.511768 | 0.809962 |
| 13 $\rightarrow$ 10 | 0.983575 | 0.770146 | 1.51798  | 25 $\rightarrow$ 27 | 0.394366 | 0.693992 | 1.68974  |
| 11 $\rightarrow$ 14 | 0.125702 | 0.702939 | 1.50984  | 26 $\rightarrow$ 27 | 0.253639 | 0.787869 | 1.65719  |
| 11 $\rightarrow$ 12 | 0.292193 | 0.603787 | 1.14385  | 27 $\rightarrow$ 27 | 0.394366 | 0.693992 | 1.68974  |