Asymptotically hyperboloidal initial data sets from a parabolic–hyperbolic formulation of the Einstein vacuum constraints
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Abstract
In this paper we continue our investigations of Rácz’s parabolic–hyperbolic formulation of the Einstein vacuum constraints. Our previous studies of the asymptotically flat setting provided strong evidence for unstable asymptotics which we were able to resolve by introducing a certain modification of Rácz’s parabolic–hyperbolic formulation. The primary focus of the present paper here is the asymptotically hyperboloidal setting. We provide evidence through a mixture of numerical and analytical methods that the asymptotics of the solutions of Rácz’s parabolic–hyperbolic formulation are stable, and, in particular, no modifications are necessary to obtain solutions which are asymptotically hyperboloidal.
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1. Introduction

The triple \((\Sigma, \gamma_{ab}, K_{ab})\) of a three-dimensional differentiable manifold \(\Sigma\), Riemannian metric \(\gamma_{ab}\) and smooth symmetric tensor field \(K_{ab}\) on \(\Sigma\) is called a vacuum initial data set if it satisfies the vacuum constraint equations

\[
(3)R - K_{ab}K^{ab} + K^2 = 0, \quad \nabla_a K^a - \nabla_b K^{ab} = 0,
\]

everywhere on \(\Sigma\), where \(\nabla_a\) is the covariant derivative associated with \(\gamma_{ab}\) and \((3)R\) is the corresponding Ricci scalar. Abstract tensor indices \(a, b, \ldots\) are raised and lowered with the
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metric $\gamma_{ab}$, and $K = K^a_a$. The constraint equations are a subset of the Einstein vacuum field equations (EFE). They earn the name *constraints* as they place a restriction on the possible choices of initial data for the evolution equations obtained from EFE.

Due to the pioneering work of Choquet-Bruhat and Geroch [1, 2] we know that if the constraint equations are satisfied on some initial surface then the evolution equations will ensure that they remain satisfied throughout the entire space–time. In fact, for every solution of the constraint equations there exists a unique maximal globally hyperbolic solution of EFE. Thus, in order to find solutions of the full Einstein vacuum equations, one must first seek solutions of the constraint equations. However, solving the constraints can be difficult. A main reason is that the constraints are under-determined as they form a set of four equations for a total of 12 unknowns (counting each coordinate component of $\gamma_{ab}$ and $K_{ab}$, respectively). This means that some of the unknowns must be specified before the constraints can be solved. However, there is no geometrically or physically preferred way to decide which of the unknowns should be freely specifiable and which should be solved for.

This property of the constraints (or really any under-determined system) can make the process of finding solutions challenging, as different choices of free data can lead to very different types of equations which in turn can produce solutions with very different properties. One of the most successful frameworks for solving the constraints is the conformal method introduced by Lichnerowicz and York (see [3, 4] and references therein). In this approach, the constraints take the form of an elliptic system and are subsequently solved as a boundary value problem. The conformal method has been undeniable successful in the construction of solutions to the constraint equations [3]. It is not, however, without its limitations. Indeed, it is well known, for example, that the conformal method can fail if one seeks solutions of the constraints whose mean curvature is not close to constant (see [5, 6] for an overview and references). Although there have been attempts to extend the conformal method, thereby removing this kind of issue, it is useful to explore other approaches to solving the constraints [7–10].

A more recent alternative framework is to solve the constraint equations as a Cauchy problem [11–14] instead of a boundary value problem. In his work [11], Rácz suggests two evolutionary formulations of the constraint equations. The two formulations differ primarily in their treatment of the Hamiltonian constraint. We discuss this further in section 2. Solving the constraints as a Cauchy problem is interesting for a number of reasons. One of these is that, in general, one expects this approach to produce solutions with mean curvatures that are not necessarily close to constant. This reason alone makes this approach worth considering. However, it is not without its own pitfalls. The most obvious one is that Cauchy problems may in general not yield any control over the asymptotic behaviour of the solutions; this is clearly different for boundary value problems as a matter of principle. As a consequence physically relevant quantities, such as angular momentum or mass (see for example [15, 16]), may only be defined under very restrictive conditions. It is therefore possible that this method produces initial data sets that lack a clear physical meaning.

We have previously studied Rácz’s framework in the asymptotically flat setting in [17–19], both for Rácz’s hyperbolic–algebraic formulation [17] and for the parabolic–hyperbolic formulation [18]. We found that solutions are generically not asymptotically flat. In [19] we finally resolved this issue by proposing a small modification to Rácz’s original parabolic–hyperbolic formulation (as for Rácz’s original equations, these ‘modified’ equations are equivalent to the Einstein vacuum constraints). These new equations preserve the parabolic–hyperbolic character of the PDEs, but at the same time also yield solutions with stable asymptotically flat asymptotics. In a similar spirit, a completely different modification was suggested in [20] in an attempt to resolve the instabilities present in Rácz’s algebraic–hyperbolic formulation.
In this paper we now continue this line of research for the asymptotically hyperboloidal setting. As in [17–19], we restrict our attention to foliations of \( \Sigma \) where each two-surface is diffeomorphic to a two-sphere. This allows us to use the same numerical pseudo-spectral methods developed previously in [21–24]. Interestingly we find that Rácz’s original hyperbolic–parabolic formulation performs exceptionally well in this setting. In fact we provide evidence that no modifications are necessary here to obtain solutions with stable asymptotically hyperboloidal asymptotics. As in previous papers our main interest here is the asymptotic behaviour at infinity. In particular we do not study the strong-field regime properties of the resulting initial data sets in this paper at all.

The paper is outlined as follows: in section 2 we briefly summarise the framework of \(2+1\)-decompositions and introduce Rácz’s original parabolic–hyperbolic formulation of the vacuum Einstein constraints as well as Kerr–Schild-like data sets. Section 3 is then devoted to the discussion of the asymptotics; we define the concept of asymptotic hyperbolicity and what it means for the \(2+1\)-quantities introduced in section 2. This section yields analytical evidence for our claims which we then support by numerics in section 4.

2. Preliminary material

2.1. The \(2+1\)-decomposition and Rácz’s parabolic–hyperbolic formulation of the vacuum constraints

We now discuss the framework of \(2+1\)-decompositions of initial data sets and Rácz’s parabolic–hyperbolic formulation of the vacuum constraints. Further details can be found in [11–14]. We use the same conventions as in [18].

Consider an arbitrary initial data set \((\Sigma, \gamma_{ab}, K_{ab})\), where as before, \(\gamma_{ab}\) is a three-dimensional Riemannian metric and \(K_{ab}\) is a smooth symmetric tensor field on \(\Sigma\); at this stage this is not yet required to be a solution of the vacuum constraints. Recall also that the Levi-Civita covariant derivative associated with \(\gamma_{ab}\) is labelled \(\nabla_a\). We suppose there exists a smooth function \(\rho : \Sigma \rightarrow \mathbb{R}\) whose level sets \(S_\rho\) are smooth two-surfaces in \(\Sigma\) such that the collection of all these surfaces is a foliation of \(\Sigma\). This foliation yields a decomposition of the initial data set \((\Sigma, \gamma_{ab}, K_{ab})\), in full analogy to the standard \(3+1\)-decomposition of spacetime as follows. If \(t^n\) is a tangent vector in \(S_\rho\) then \(t^n \nabla_a \rho = 0\) and the unit co-normal of \(S_\rho\) is

\[N_a = A \nabla_a \rho,\]  

(2.1)

where \(A > 0\) is the lapse. The first and second fundamental forms induced on each surface \(S_\rho\) are

\[h_{ab} = \gamma_{ab} - N_a N_b,\]  

(2.2)

and

\[k_{ab} = -\frac{1}{2} \mathcal{L}_N h_{ab},\]  

(2.3)

respectively. The covariant derivative associated with \(h_{ab}\) is \(D_a\). The tensor

\[h^a_{\ b} = \delta^a_{\ b} - N^a N_b\]

is the map that projects any tensor field defined on \(\Sigma\) orthogonally to a tensor field that is tangent to \(S_\rho\). If the contraction of each index of a tensor field defined on \(\Sigma\) with \(N_a\) or \(N^a\) is zero then we say that the field is intrinsic (to the foliation of surfaces \(S_\rho\)). Contracting all
indices of an arbitrary tensor field with $h^a_b$ yields an intrinsic tensor field. In fact, any tensor can be uniquely decomposed into its intrinsic and orthogonal parts, in particular

$$K_{ab} = \kappa N_a N_b + N_a p_b + N_b p_a + q_{ab},$$

(2.4)

with

$$\kappa = N^a N^b K_{ab}, \quad p_a = h^c_a N^b K_{cb}, \quad q_{ab} = h^c_a h^d_b K_{cd}.$$  

(2.5)

The field $q_{ab}$ is symmetric (i.e. $q_{ab} = q_{ba}$) and can be further decomposed into its trace $q$ and trace-free $Q_{ab}$ parts (with respect to $h_{ab}$) as

$$q_{ab} = Q_{ab} + \frac{1}{2} q h_{ab}, \quad Q_{ab} h^{ab} = 0,$$

(2.6)

with the relations

$$q = h^{ab} q_{ab}, \quad Q_{ab} h^{ab} = 0.$$  

(2.7)

Note that $Q_{ab}$ is symmetric (i.e. $Q_{ab} = Q_{ba}$).

Now pick a vector field $\rho^a$ such that

$$\rho^a \nabla_a \rho^a = 1.$$  

(2.8)

According to equation (2.1) there must exist a unique intrinsic vector field $B^a$, called the shift, such that

$$\rho^a = A N^a + B^a.$$  

(2.9)

Given (2.9), we can write equation (2.3) as

$$k_{ab} = - A^{-1} \left( \frac{1}{2} \mathcal{L}_\rho h_{ab} - D_q B_b \right) =: A^{-1} k^\ast_{ab}.$$  

(2.10)

We also define

$$k^\ast := h^{ab} k_{ab}.$$  

(2.11)

The Ricci scalar $^{(3)}R$ associated with $\gamma_{ab}$ can now be decomposed as

$$^{(3)}R = \left( ^{(2)}R - A^{-2} k^\ast + A^{-2} k_{ab} \right) + 2 A^{-1} D^a D_a A$$

$$- 2 \left( A^{-1} \mathcal{L}_N k^\ast - A^{-2} \mathcal{L}_N A \right),$$

(2.12)

where the Ricci scalar associated with the induced metric $h_{ab}$ is called $^{(2)}R$, and the intrinsic acceleration is

$$v_b = N^a \nabla_a N_b = - A^{-1} D_a A.$$  

(2.13)

Finally, the Hawking mass [25] of a $\rho = \text{const.-surface}$

$$m_H = \sqrt{\frac{S_\rho}{16\pi}} \left( 1 + \frac{1}{16\pi} \oint_{S_\rho} \Theta^{(+)} \Theta^{(-)} dS \right),$$

(2.14)
where $|S_\rho|$ is the surface area of $S_\rho$ and $\Theta^{(\pm)}$ are the in-and outgoing null expansion scalars defined with respect to suitably normalised future-pointing null normals of $S_\rho$ when the initial data set is interpreted as an embedded hypersurface in a spacetime. These can be expressed as

$$\Theta^{(\pm)} = -\left( q \pm A^{-1} \hat{k} \right). \quad (2.15)$$

Given all this, one can now decompose the vacuum momentum constraint equation (1.1) into their normal and intrinsic parts. According to [13] this, together with the Hamiltonian constraint, yields Rácz’s parabolic–hyperbolic formulation of the Einstein vacuum constraints:

$$\begin{align*}
L_\rho A + A^2 D^a D_a A - k B^a D_a A &= \frac{1}{2} A^2 E + \frac{1}{2} AF, \\
L_\rho q - B^a D_a q - AD_a p^a - 2 p^a D_a A &= k_{ab} Q_{ab} + \frac{1}{2} q k - k \kappa,
\end{align*} \quad (2.16)$$

$$\begin{align*}
L_\rho \rho_c - B^a D_a \rho_c - \frac{1}{2} AD_c q - \kappa D_c A + Q^a_c D_a A + \frac{1}{2} q D_c A &= p_{cD} B^c - AD_a Q^a_c + k \rho_c + AD_c \kappa,
\end{align*} \quad (2.17)$$

where

$$\begin{align*}
E &= \frac{1}{2} R + 2 \kappa q - 2 p^a p_a - Q_{ab} Q^{ab} + \frac{1}{2} q^2, \\
F &= 2 (\partial_\rho k + B^a D_a k) - k_{ab} k^{ab} - k^2. \quad (2.20)
\end{align*}$$

The structure of these equations suggest to group the various fields as follows:

**Free data:** the fields $B_a$, $Q_{ab}$, $h_{ab}$ and $\kappa$ are considered as freely specifiable in equations (2.16)–(2.18) everywhere on $\Sigma$. Notice from the above that $k$, $D_a$, $(^2)R$, $Q_{ab}$ and $F$ (and all other index versions of these intrinsic fields such as $Q^a_b$ etc) are determined by the free data everywhere on $\Sigma$.

**Unknowns:** the fields $A$, $q$ and $p_c$ are considered as the unknowns. Given free data, the task is to determine these as solutions of equations (2.16)–(2.18). Observe here that all coefficients in these equations are determined by the free data everywhere on $\Sigma$.

**Cauchy data:** once free data have been specified, equations (2.16)–(2.18) are solved as a Cauchy problem for the unknowns. The Cauchy data$^1$ for $A$, $q$ and $p_c$ are specified freely on an arbitrary $\rho = \rho_0$-surface of $\Sigma$. We always assume that the Cauchy data for $A$ are positive.

It was shown in [11] that given smooth free data everywhere $\Sigma$ with the property that the parabolicity condition

$$\star k < 0 \quad (2.21)$$

holds everywhere on $\Sigma$, the Cauchy problem of equations (2.16)–(2.18) in the increasing $\rho$-direction is well-posed. This means that for arbitrary smooth Cauchy data for $A$, $q$ and $p_c$ on an arbitrary $\rho = \rho_0$-leaf of the $2 + 1$-decomposition of $\Sigma$ the equations have a unique smooth

$^1$ Cauchy data (or initial data) for $(q, A, p_c)$ for the Cauchy problem of equations (2.16)–(2.18) should not be confused with initial data sets $(\gamma_{ab}, K_{ab})$. 
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solution \( A, q \) and \( p_a \) at least in a neighbourhood of the initial leaf. If the free data are such that \( \dot{k} \) is positive instead, then the Cauchy problem in the decreasing \( \rho \)-direction is well-posed. In any case, equations (2.16)–(2.18) is therefore a quasilinear parabolic–hyperbolic system. It is important to notice that \( \dot{k} \) is fully determined by the free data and equation (2.21) can therefore be verified prior to solving equations (2.16)–(2.18).

For the rest of this paper we assume that the level sets of the function \( \rho \) in our \( 2+1 \)-decomposition are diffeomorphic to the two-sphere \( S^2 \). Because of this we assume that \( \Sigma = (\rho, \infty) \times S^2 \) for some \( \rho_0 > 0 \), and we write the points in \( \Sigma \) as \((\rho, p)\) with \( \rho \in (\rho_0, \infty) \) and \( p \in S^2 \). Observe carefully that we often use the same symbol \( \rho \) for the real parameter \( \rho \in (\rho_0, \infty) \) as well as for the function \( \rho \) defining the \( 2+1 \)-decomposition. Recall that all of the fields in equations (2.16)–(2.18) are smooth tensor fields on \( \Sigma \), and, all of these fields are intrinsic to the two-sphere foliation (in the sense above). Any intrinsic field on \( \Sigma \) can be interpreted equivalently as a one-parameter family of fields on \( S^2 \) defined by the \( \rho \)-dependent pull-back along the \( \rho \)-dependent map

\[
\Psi_\rho : S^2 \to \Sigma, \quad p \mapsto (\rho, p),
\]  

(2.22)
to \( S^2 \). We use abstract indices \( A, B, \ldots \) to denote fields on \( S^2 \) in order to distinguish them from fields on \( \Sigma \) labelled with indices \( a, b, \ldots \) as before. For example, the \( \rho \)-dependent pull-back of the intrinsic field \( p_a \) on \( \Sigma \) to \( S^2 \) via \( \Psi_\rho \) is labelled as \( p_A \), or, when it is important to emphasise the dependence on \( \rho \), as \( p_A(\rho) \). It is easy to check that it is allowed to replace all indices \( a, b, \ldots \) in equations (2.16)–(2.18) by \( A, B, \ldots \) if, at the same time, each Lie-derivative along \( \rho^a \) is replaced by the \( \rho \)-parameter derivative denoted as \( \partial_\rho \). In most of this paper we shall indeed interpret equations (2.16)–(2.18) as evolution equations for \( \rho \)-dependent fields on \( S^2 \) and therefore write the fields with indices \( A, B, \ldots \).

Following [17, 21–23, 26, 27], all \( (\rho\text{-dependent or not}) \) tensor fields on \( S^2 \) can be decomposed into quantities with well-defined spin-weights (see appendix A for a quick summary). We can also express the covariant derivative operator \( D_A \) defined with respect to the intrinsic metric \( h_{AB} \) as follows. Let \( \hat{D}_A \) be defined with respect to the round unit-sphere metric \( \Omega_{AB} \). Since the difference \( D_A - \hat{D}_A \) can be expressed by some smooth intrinsic tensor field, and, according appendix A, the covariant derivative operator \( \hat{D}_A \) can be written in terms of the \( \partial^- \) and \( \partial' \)-operators [26], the covariant derivative operator \( D_A \) can be decomposed into \( \partial^- \) and \( \partial' \)-components plus other smooth tensor fields on \( S^2 \). Performing this for each term of equations (2.16)–(2.18), all terms end up with consistent well-defined spin-weights, and all terms are explicitly regular: standard polar coordinate issues at the poles of the two-sphere are not present. The \( \partial^- \) and \( \partial' \)-derivatives can be calculated by means of equations (A.5) and (A.6) once all spin-weighted fields have been expanded in terms of spin-weighted spherical harmonics (SWSH). From the numerical point of view this gives rise to a (pseudo)-spectral scheme. Further details related to our implementation of this scheme can be found in section 4.2 and [17–19].

2.2. Kerr–Schild-like data sets

In this subsection we introduce initial data sets that are of so-called Kerr–Schild-like form. We do not yet require that these are solutions of the constraints. Initial data sets of this form were very useful in [18, 19] in the asymptotically flat setting. As with our previous works [18, 19] Kerr–Schild-like initial data sets form the basis of our numerical implementation in section 4.
In order to use them in the asymptotically hyperboloidal setting we generalise those now as follows.

**Definition 2.1.** A data set \((\Sigma, \gamma_{ab}, K_{ab})\) is called Kerr–Schild-like if \(\Sigma = \mathbb{R}^3 \setminus B\) where \(B\) is a ball in \(\mathbb{R}^3\) and there exists a smooth function \(V : \Sigma \to \mathbb{R}\) with \(V < 1\), a smooth vector field \(l_a\), and a symmetric tensor field \(\dot{\gamma}_{ab}\) such that

\[
\gamma_{ab} = \delta_{ab} - V l_a l_b, \quad K_{ab} = \frac{\sqrt{1 - V}}{2} (\nabla_a (V l_b) + \nabla_b (V l_a) - \dot{\gamma}_{ab}),
\]

(2.23)

where \(\delta_{ab}\) is the Euclidian metric on \(\Sigma\), \((\delta^{-1})^{ab}\) its inverse, and \(l_a\) satisfies the condition

\[
(\delta^{-1})^a b l_a l_b = 1.
\]

(2.24)

In order to discuss \(2 + 1\)-decompositions of Kerr–Schild-like initial data sets, we present some useful formulas. First, we define the vector \(\tilde{l}_a\) as

\[
\tilde{l}_a = (\delta^{-1})^{ab} l_b,
\]

(2.25)

which yields the relationship

\[
\tilde{l}_a l_a = (\delta^{-1})^{ab} l_a l_b = 1.
\]

(2.26)

The contravariant metric \(\gamma^{ab}\) is then given as

\[
\gamma^{ab} = (\delta^{-1})^{ab} + \frac{V}{1 - V} \tilde{l}^a \tilde{l}^b,
\]

(2.27)

and

\[
\n^{\prime} = \gamma^{ab} l_b = \frac{1}{1 - V} \tilde{l}_a, \quad \n^{\prime} l_a = \frac{1}{1 - V}.
\]

(2.28)

Suppose now we have chosen a smooth function \(\rho\) on \(\Sigma\) with the properties discussed in section 2.1 giving rise to a foliation \(S\) in terms of level sets \(S_{\rho}\) diffeomorphic to the two-sphere. We restrict to the case where \(l_a\) is normal to \(S_{\rho}\), i.e.,

\[
l_a = \pm f \nabla_a \rho,
\]

(2.29)

with

\[
f = \frac{1}{\sqrt{(\delta^{-1})^{ab} \nabla_a \rho \nabla_b \rho}}.
\]

(2.30)

From equations (2.1), (2.29) and (2.28) we find that

\[
N_a = \sqrt{1 - V} l_a,
\]

(2.31)

which means that the lapse defined in equation (2.1) is

\[
A = f \sqrt{1 - V}.
\]

(2.32)

It now follows from definition 2.1 and equation (2.2) that

\[
h_{ab} = \delta_{ab} - l_a l_b.
\]

(2.33)
Given adapted coordinates \((\rho, \vartheta, \phi)\) on \(\Sigma\), for which the vector \(\partial^\rho\) in equation (2.9) has the representation \(\partial^\rho = AN^\rho + B^\rho\), the shift vector field \(B_a\) is determined by
\[
\partial^a \rho = \rho^a = AN^a + B^a. \tag{2.34}
\]
It satisfies
\[
B_a = \rho^b h_{ab}, \tag{2.35}
\]
and \(k_{ab}\), \(\hat{k}_{ab}\) and \(\hat{k}\) can be calculated from equations (2.10) and (2.11). Since
\[
K_{ab} = \frac{2 - V}{4(1 - V)} (\nabla_a V N_b + \nabla_b V N_a) + \frac{V}{2} (\nabla_a N_b + \nabla_b N_a) - \frac{\sqrt{1 - V}}{2} \gamma_{ab}, \tag{2.36}
\]
equation (2.5) yields
\[
\kappa = \frac{2 - V}{2(1 - V)^{3/2}} i^a \nabla_a V = \frac{\sqrt{1 - V}}{2} \gamma_{ab} N^a N^b, \tag{2.37}
\]
\[
p_a = \frac{2 - V}{4(1 - V)} D_a V + \frac{V}{2} v_a = \frac{\sqrt{1 - V}}{2} \gamma_{ab} h^c a V^b, \tag{2.38}
\]
\[
q_{ab} = -V k_{ab} - \frac{\sqrt{1 - V}}{2} \gamma_{cd} h^c a h^d b, \tag{2.39}
\]
where \(v_a\) is given by equation (2.13). The quantities \(q\) and \(Q_{ab}\) are then determined by equation (2.6).

3. Asymptotically hyperboloidal data sets

Consider an arbitrary initial data set (not necessarily a solution of the vacuum constraints) \((\Sigma, \gamma_{ab}, K_{ab})\), where \(\Sigma = (\rho, \infty) \times S^2\) for some \(\rho > 0\), \(\gamma_{ab}\) is a Riemann metric and \(K_{ab}\) is a smooth symmetric \((0, 2)\)-tensor field as before. It follows from section 2.1 that this can equivalently be described by the collection of one-parameter fields \((A, \kappa, q, p_A, B_A, Q_{AB}, h_{AB})\) on \(S^2\) given some function \(\rho\). Because of this we shall often speak of \((A, \kappa, q, p_A, B_A, Q_{AB}, h_{AB})\) as the \(2 + 1\)-fields associated with \((\gamma_{ab}, K_{ab})\), or vice versa, of \((\gamma_{ab}, K_{ab})\) as the initial data set associated with the \(2 + 1\) quantities \((A, \kappa, q, p_A, B_A, Q_{AB}, h_{AB})\).

3.1. Asymptotic hyperbolicity

We start with a general definition of asymptotic hyperbolicity given in [28].

**Definition 3.1.** Consider a smooth manifold \(\Sigma\) with a Riemannian metric \(\gamma_{ab}\) and smooth symmetric tensor field \(K_{ab}\) (not necessarily a solution of the vacuum constraints). Then we call \((\Sigma, \gamma_{ab}, K_{ab})\) asymptotically hyperboloidal if there exists a triple \((\Lambda, \Omega, \psi)\) where
(a) \(\Lambda\) is a smooth manifold-with-boundary,
(b) \(\Omega : \Lambda \to \mathbb{R}\) is a smooth non-negative function which vanishes precisely on \(\partial \Lambda\) but whose gradient \(d\Omega\) does not vanish on \(\partial \Lambda\).
(c) $\psi : \Lambda \setminus \partial \Lambda \to \Sigma$ is a diffeomorphism such that $\Omega^2 \psi^*(\gamma_{ab})$ is a Riemannian metric on $\Lambda \setminus \partial \Lambda$ which extends smoothly\(^2\) as a Riemannian metric to $\partial \Lambda$.

(d) The trace $K = K^a_a$ of $K_{ab}$ with respect to $\gamma_{ab}$ is bounded away from zero near $\partial \Lambda$ when pulled back to $\Lambda$.

(e) Let $L_{ab}$ be the trace-free part of $K_{ab}$ and $L^{ab} = \gamma^{ac} \gamma^{bd} L_{cd}$. Then the field $\Omega^{-3}(\psi^{-1})L^{ab}$ defined on $\Lambda \setminus \partial \Lambda$ extends smoothly\(^2\) to $\partial \Lambda$.

Expansions and a minimal regularity characterisation of asymptotic hyperbolicity. In order to analyse the asymptotics of initial data sets on $\Sigma = (\rho, \infty) \times S^2$ at $\rho = \infty$ in the light of definition 3.1, we first introduce some further terminology. Since the results presented in this paper here require us to be more precise than [19], this notation here differs slightly from the one given there. To this end, let $\Lambda_{ab}$ be the round unit sphere metric on $S^2$ with the coordinate representation $\text{diag}(1, \sin^2 \vartheta)$ in standard polar coordinates $(\vartheta, \varphi)$ on $S^2$. Let $T(\rho)$ be an arbitrary one-parameter family of tensor fields on $S^2$ of some given arbitrary rank\(^3\) where the parameter $\rho$ is in $(\rho_-, \infty)$. For each fixed $\rho \in (\rho_-, \infty)$, the tensor field $T(\rho)$ is therefore a section in some tensor bundle over $S^2$. The set of smooth sections in this tensor bundle is referred to as $C^{\infty}(S^2)$ (regardless of the rank of the tensor bundle under consideration). It is a standard fact that the metric $\Lambda_{ab}$ on $S^2$ induces a norm on this tensor bundle, with respect to which we define $C^k((\rho_-, \infty), C^{\infty}(S^2))$ as the set of all one-parameter families $T(\rho)$ of smooth sections over $S^2$ which depend continuously on the parameter $\rho$ pointwise on $S^2$. The compactness of $S^2$ then implies continuity uniformly on $S^2$ for each $\rho \in (\rho_-, \infty)$. Consequently, given an arbitrary integer $k \geq 0$ (or $k = \infty$), we define $C^k((\rho_-, \infty), C^{\infty}(S^2))$ as the set of all one-parameter families of smooth sections $T(\rho)$ over $S^2$ which are $k$-times continuously differentiable with respect to $\rho$ pointwise on $S^2$ (and therefore uniformly on $S^2$) for each $\rho \in (\rho_-, \infty)$.

Given an arbitrary one-parameter family $T(\rho)$ in $C^k((\rho_-, \infty), C^{\infty}(S^2))$ as above, we say that the one-parameter family $\tilde{T}(t) := T(1/t)$ is a member of $C^k([0, 1/\rho_-), C^{\infty}(S^2))$ provided all of its $t$-derivatives up to order $k$ extend continuously to smooth sections over $S^2$ at $t = 0$ pointwise on $S^2$ (and therefore uniformly on $S^2$). Notice here that $t = 0$ corresponds to the limit $\rho \to \infty$. We also say that a one-parameter family $T(\rho)$ in $C^{\infty}((\rho_-, \infty), C^{\infty}(S^2))$ satisfies

$$T(\rho) = O(\rho^{\ell-1})$$

in the limit $\rho \to \infty$ for some $\ell \in \mathbb{R}$ provided $\tilde{T}(t) := t^{-\ell}T(1/t)$ is a member of $C^0([0, 1/\rho_-), C^{\infty}(S^2))$. If $\ell$ is a non-negative integer, this is the case if and only if $\tilde{T}(t) := T(1/t) = t^\ell T(t)$ is a member of $C^k([0, 1/\rho_-), C^{\infty}(S^2))$ according to Taylor’s theorem. Finally, we say that a one-parameter family $T(\rho)$ in $C^k((\rho_-, \infty), C^{\infty}(S^2))$ has an asymptotic radial expansion of order $\ell$ near $\rho = \infty$ for integers $\ell_0$ and $\ell$ with $\ell_0 < \ell$ provided there are $T^{(0)}, \ldots, T^{(\ell-1)} \in C^{\infty}(S^2)$ (of consistent tensor rank)—the coefficients of the expansion—such that

$$T(\rho) = \sum_{i=\ell_0}^{\ell-1} T^{(i)} \rho^{-i} + O(\rho^{-\ell}). \quad (3.1)$$

\(^2\) The specific smoothness requirements depend on the application; as discussed below.

\(^3\) Since the tensor rank is arbitrary here we do not write any indices for this general discussion.
Let us now use these concepts to express the conditions for asymptotically hyperboloidal initial data sets in definition 3.1 in terms of the asymptotics of the corresponding $2 + 1$-fields.

**Proposition 1 (asymptotically hyperboloidal initial data sets).** An initial data set $(\Sigma, \gamma_{ab}, K_{ab})$ with $\Sigma = (\rho_-, \infty) \times S^2$ (not necessarily a solution of the vacuum constraints) is asymptotically hyperboloidal provided the corresponding $2 + 1$-fields satisfy the following properties

\[
A = A^{(1)} \rho^{-1} + O(\rho^{-2}), \quad q = q^{(0)} + O(\rho^{-1}), \quad p_A = O(1), \quad (3.2)
\]

\[
h_{AB} = \rho^2 \Omega_{AB} + O(\rho), \quad h^{AB} = \rho^{-2}(\Omega^{-1})^{AB} + O(\rho^{-3}), \quad (3.3)
\]

\[
B_A = O(\rho^{-1}), \quad Q_{AB} = O(\rho), \quad 2\kappa - q = O(\rho^{-1}), \quad (3.4)
\]

for some strictly positive function $A^{(1)} \in C^\infty(S^2)$ and some nowhere zero function $q^{(0)} \in C^\infty(S^2)$.

We emphasise that the conditions in proposition 1 are in general sufficient, but not always necessary, for asymptotic hyperbolicity as we discuss in the proof below. Without further notice we shall assume in this paper that $\rho_-$ is always sufficiently large so that all the $2 + 1$-quantities given by the expansions in proposition 1 have the required properties on the whole interval $(\rho_-, \infty)$; especially the lapse $A$ is then positive everywhere on $\Sigma$ since $A^{(1)}$ is positive.

We recall that definition 3.1 does not specify which degree of regularity is required at infinity for asymptotic hyperbolicity. As we see in the proof, proposition 1 guarantees only a minimal degree of regularity at infinity. The proof of proposition 1 however also makes it clear that higher degrees of regularity can be obtained by requiring that more derivatives of the fields extend to $\rho = \infty$ than the ones specified by equations (3.2)–(3.4). Ultimately, the issue of regularity for solutions of the Einstein vacuum equations is addressed by proposition 3. We shall also see, for example in section 3.2, that the minimal degree of regularity given by proposition 1 can give rise to log $\rho$-terms for generic solutions of the vacuum constraints in expansions around $\rho = \infty$. This can render the resulting initial data sets unphysical because physically meaningful quantities, like the Bondi mass, may not be defined.

**Proof of proposition 1.** It is convenient to introduce a coordinate system $(\rho, \vartheta, \varphi)$ on $\Sigma$ which is adapted to the $2 + 1$-foliation in the sense that the coordinate representation of the map $\Psi_\rho$ defined in equation (2.22) is $(\vartheta, \varphi) \rightarrow (\rho, \vartheta, \varphi)$. Consider now the manifold-with-boundary $\Lambda = [0, 1/\rho_-) \times S^2$ equipped with coordinates $(t, \vartheta, \varphi)$ with boundary $\partial \Lambda = \{0\} \times S^2 \subset \Lambda$. The map $\psi : \Lambda \setminus \partial \Lambda \rightarrow \Sigma$ defined $(t, \vartheta, \varphi) \rightarrow (1/t, \vartheta, \varphi)$ in terms of these coordinates is clearly a diffeomorphism. We define $\Omega = t$ and note that, as $t \rightarrow 0$, i.e., when we approach the boundary, we have $\Omega \rightarrow 0$ while $d\Omega$ never vanishes on $\Lambda$. The first two conditions in definition 3.1 are therefore satisfied. Regarding the third condition, we find easily from equations (2.1), (2.2) and (2.9) that the coordinate representation of $\Omega^\ast \gamma_{ab}$ is

\[
\begin{pmatrix}
A^2 + |B|^2/t^2 & -B_\varphi & -B_\vartheta \\
-B_\varphi & t^2 h_{\vartheta\vartheta} & t^2 h_{\vartheta\varphi} \\
-B_\vartheta & t^2 h_{\vartheta\varphi} & t^2 h_{\varphi\varphi}
\end{pmatrix},
\]

where $|B|^2 = h^{ab}B_aB_b$. The assumptions that $A = A^{(1)} t + O(t^2)$ for positive $A^{(1)}$, $h^{AB} = t^2(\Omega^{-1})^{AB} + O(t)$, $h_{AB} = t^{-2}\Omega_{AB} + O(t^{-1})$ and $B_A = O(t)$ are therefore minimally sufficient (but not necessary) to satisfy condition (c) in definition 3.1.

Turning our attention to conditions (d) and (e) in definition 3.1, we first note that $K = \kappa + q$. This is bounded away from zero at $t = 0$ since $q^{(0)} + \kappa^{(0)} > 0$ is part of the hypothesis. A
slightly lengthy calculation reveals that it follows from equations (2.1), (2.2), (2.4), (2.6) and (2.9) that \(\Omega^{-1}(\psi^{-1})L^{ab}\) has the coordinate representation (the components marked with ‘\(^{\cdot}\)’ are obtained by symmetry)

\[
\begin{pmatrix}
\frac{2\kappa - q r^2}{3t} & \frac{2\kappa - q r^2 A^2}{t^3} & \frac{1}{3} t r p & \frac{1}{3} t r p \\
\frac{1}{3} t r p & \frac{1}{3} t r p & \frac{1}{3} t r p & \frac{1}{3} t r p \\
\end{pmatrix}
\]  

with

\[
\begin{align*}
\hat{L}^{11} &= \frac{1}{3} t r p \left( \frac{2\kappa - q r^2 (B^0)^2}{A^2} - 2 t r p + t Q^0 \right) - \frac{2 t}{3} t t^3 (B^0)^2 - \frac{1}{6} t t^3 \frac{2\kappa - q h^0}{r^2}, \\
\hat{L}^{12} &= \frac{1}{3} t r p \left( \frac{2\kappa - q r^2 A^2 B^0}{t^3} - \frac{1}{6} t t^3 \frac{2\kappa - q h^0}{r^2} \right) + t Q^0 - \frac{2 t}{3} t t^3 (B^0)^2 - \frac{1}{6} t t^3 \frac{2\kappa - q h^0}{r^2}, \\
\hat{L}^{22} &= \frac{1}{3} t r p \left( \frac{2\kappa - q r^2 (B^0)^2}{A^2} - 2 t r p + t Q^0 \right) - \frac{2 t}{3} t t^3 (B^0)^2 - \frac{1}{6} t t^3 \frac{2\kappa - q h^0}{r^2}.
\end{align*}
\]

The hypothesis therefore guarantees that \(\Omega^{-1}(\psi^{-1}),L^{ab}\) extends at least continuously to the boundary \(t = 0\). This is the minimal regularity sufficient to satisfy condition (e) of definition 3.1. \(\square\)

**Consequences for Kerr–Schild-like data sets.** Following on from section 2.2 we now list the consequences of proposition 1 for Kerr–Schild-like data sets. To this end, we equip the manifold \(\Sigma = (\rho, \infty) \times S^2\) with the same canonical coordinates \((\rho, \vartheta, \phi)\) as before, and in addition, with coordinates \((r, \theta, \phi)\) related by some coordinate transformation of the form

\[
r = \rho + \rho^{-1} R(\rho, \vartheta, \phi), \quad \theta = \vartheta, \quad \phi = \varphi,
\]

for some so far arbitrary positive function \(R\) with the property that \(\bar{R}(\theta, \varphi) = R(1/\rho, \vartheta, \phi)\) extends to a map in \(C^\infty([0, 1/\rho], C^\infty(S^2))\). This means that

\[
r = \rho + O(\rho^{-1}).
\]

Note that we intentionally do not allow a \(O(1)\)-term in this expansion, see below. The purpose of introducing these coordinates \((r, \theta, \phi)\) is to define the flat metric \(\delta_{ab}\) in section 2.2 as

\[
\delta_{ab} = \nabla_a r \nabla_b r + r^2 \nabla_a \theta \nabla_b \theta + r^2 \sin^2 \theta \nabla_a \phi \nabla_b \phi.
\]

The other freedoms to specify Kerr–Schild-like initial data sets are the scalar function \(V\) and the symmetric \((0, 2)\)-tensor field \(\hat{\gamma}_{ab}\) which we now decompose as

\[
\hat{\gamma}_{ab} = \delta \kappa N_a N_b + 2 \delta p_a N_b + \frac{1}{2} \delta q_{ab} + \delta Q_{ab}
\]

in analogy to equation (2.4) in terms of scalar fields \(\delta \kappa\) and \(\delta q\), a purely intrinsic field \(\delta p_a\) and a purely intrinsic trace free symmetric \((0, 2)\)-tensor field \(\delta Q_{ab}\). Assuming that the fields in (3.8)
behave appropriately at $\rho = \infty$, it is straightforward to show using the formulas in section 2.2 that the associated $2 + 1$-quantities have the expansions
\[
A = \sqrt{V} \rho^{-1} + O(\rho^{-2}),
\]
\[
\kappa = \frac{1}{\sqrt{V}} + O(\rho^{-1}),
\]
\[
q = \frac{2}{\sqrt{V}} + O(\rho^{-1}),
\]
\[
p_A = O(1),
\]
\[
h_{AB} = \rho^{-2} \Omega_{AB} + O(1),
\]
\[
B_A = O(\rho^{-1}),
\]
\[
Q_{AB} = O(\rho),
\]
provided that
\[
V(\rho) = 1 - V \rho^{-2} + O(\rho^{-3}) \tag{3.9}
\]
for an arbitrary $V > 0$, which for simplicity we assume to be a constant in this paper. Proposition 1 therefore implies that such a Kerr–Schild-like initial data set is asymptotically hyperboloidal. We remark that the main purpose of the condition equation (3.6) is to guarantee that $h_{AB} - \rho^{-2} \Omega_{AB}$ is $O(1)$ as given above [as opposed to $O(\rho)]$. This is especially useful for applications involving the stricter conditions of proposition 3 below. It also turns out to be useful to notice that
\[
\kappa = \frac{1}{\sqrt{V}} + O(\rho^{-2}), \quad Q_{AB} = O(1),
\]
if we assume that $O(\rho^{-3})$ is replaced by $O(\rho^{-4})$ in equation (3.9) (and if the fields in equation (3.8) decay appropriately fast at $\rho = \infty$).

### 3.2. Asymptotically hyperboloidal solutions of the vacuum constraints

#### 3.2.1. Spherically symmetric initial data sets

As a first step to analyse general solutions of equations (2.16)–(2.18), we start off with the spherically symmetric case following the general strategy introduced in [17–19]. First we pick a spherically symmetric background initial data set which satisfies the hypothesis of proposition 1 and is therefore asymptotically hyperboloidal. We start with a Kerr–Schild-like data set defined by constants $M > 0$ and $\lambda \in \mathbb{R}$, an arbitrary function $V(\rho)$ with $V(\rho) < 1$ and $r = \rho$,
\[
h_{AB} = \rho^2 \Omega_{AB}, \quad B_A = 0, \quad \kappa = \frac{2M(1 - V)^2 - \rho^2 \partial_\rho V}{2(1 - V)^{3/2} \eta(\rho; M)} + \frac{\lambda}{\rho}, \quad Q_{AB} = 0, \tag{3.10}
\]
and
\[
A = \sqrt{1 - V}, \quad p_A = 0, \quad q = \frac{2 \eta(\rho; M)}{\rho^2 \sqrt{1 - V}}, \tag{3.11}
\]
\footnote{Notice that $\sqrt{1 - V} = O(\rho^{-1})$ in equation (2.23) if equation (3.9) holds.}
where

$$\eta(\rho; M) = \sqrt{\rho(\rho - 2M) + 2M}$$  \hspace{1cm} (3.12)$$

for \( \rho > 2M \). In the case \( \lambda = 0 \) (which we mostly focus on), this initial data set is isometric to the data induced on some spherically symmetric slice in the Schwarzschild spacetime with mass \( M > 0 \). It is therefore a solution of the vacuum constraints. According to section 2.2 we have

$$\delta \kappa = \frac{\rho ((2 - V) \eta(\rho; M) - \rho \partial_\rho V + 2M(1 - V)^2)}{\rho (1 - V)^2 \eta(\rho; M)} - \frac{2\lambda}{\sqrt{1 - V}} \text{,}$$

$$\delta q = -4 \eta(\rho; M) - \rho V, \quad \delta Q_{AB} = 0, \quad \delta p_A = 0, \text{ }$$  \hspace{1cm} (3.13)$$

see equations (2.36) and (3.8). Since we want this data set to be well-defined for all large \( \rho \), we impose the restriction \( V(\rho) > 0 \) in addition to \( V(\rho) < 1 \) above. The asymptotics of the function \( V(\rho) \) at \( \rho = \infty \) determine the character of this initial data set; in particular, if \( V(\rho) \) satisfies equation (3.9), then this background initial data set is asymptotically hyperboloidal.

As mentioned above we focus on the spherically symmetric case in this subsection here. To this end we restrict to solutions of equations (2.16)–(2.18) with free data (3.10) where \( p_A = 0 \) and \( A \) and \( q \) only depend on \( \rho \). With this, equations (2.16)–(2.18) take the form

$$\rho \partial_\rho q + q = 2\kappa, \text{ }$$  \hspace{1cm} (3.15)$$

$$\rho \partial_\rho A - \frac{1}{2} A = -\frac{\rho^2}{4} \left( \frac{2}{\rho^2} + 2\kappa q + \frac{1}{2} q^2 \right) A^3. \text{ }$$  \hspace{1cm} (3.16)$$

where \( \kappa \) is given by equation (3.10). We remark that the parabolicity condition equation (2.21) is satisfied (but this fact is only relevant in the non-spherically symmetric PDE case and not for the ODE case here). In general, equation (3.15) can be integrated as

$$q = \frac{C}{\rho} + \frac{2}{\rho} \int \kappa(\rho) d\rho, \text{ }$$

where \( C \) is a free integration constant. Once \( q \) has been found we can integrate equation (3.16) as

$$A = \sqrt{\frac{\rho}{2(m - M) + \rho + \mathcal{F}(\rho)}}, \quad \mathcal{F}(\rho) = \frac{1}{2} \int \rho^2 \left( \frac{2\kappa}{\rho^2} + \frac{1}{2} q^2 \right) q d\rho \text{ }$$  \hspace{1cm} (3.18)$$

where \( m \) is another free integration constant.

Such integrations cannot be performed explicitly unless we first specify the function \( V(\rho) \). Anticipating the choices in section 4 for the asymptotically hyperboloidal case, we shall therefore now make the specific choice

$$V(\rho) = 1 - \mathcal{V} \rho^{-2} \text{ }$$

for a so far arbitrary constant \( \mathcal{V} > 0 \) in consistency with equation (3.9). In this case, the function \( \kappa \) takes the form

$$\kappa = \frac{\rho^3 - \mathcal{V} M}{\sqrt{\mathcal{V} \rho^{3/2} \sqrt{2\mathcal{V} M + \rho^3 - \mathcal{V} \rho}}} + \frac{\lambda}{\rho}, \text{ }$$

(3.19)
and we can perform the integration in equation (3.17) explicitly
\[
q = \frac{C \sqrt{V} \sqrt{\rho} + 2 \sqrt{2V M + \rho^3 - V \rho}}{\sqrt{V \rho^{3/2}}} + 2 \lambda \frac{\ln \rho}{\rho}.
\] (3.20)

This family of solutions agrees with the particular solution \( q \) given in equation (3.11) in the special case \( C = 0 \) and \( \lambda = 0 \). In order to explicitly perform the integration in equation (3.18), we find it helpful to make a specific choice for \( V \) now. It turns out that if we choose
\[
V = 27M^2,
\]
then the radicand appearing in both the formulas for \( \kappa \) and for \( q \) above factorises and, for \( \lambda = 0 \), we get
\[
\kappa = \frac{\rho^2 + 3M \rho + 9M^2}{M \rho^{3/2} \sqrt{27(\rho + 6M)}}
\] (3.21)
\[
q = \frac{C}{\rho} + \frac{2(\rho - 3M)}{\sqrt{27M \rho}} \sqrt{1 + \frac{6M}{\rho}}
\] (3.22)
\[
A = \sqrt{\frac{108M^2 \sqrt{\rho} + 6M \rho}{\left(4\rho^3 + 27M^2 \rho C^2 + 216M^2(M - m)\right) \sqrt{6M + \rho + 12 \sqrt{3 (\rho^{3/2} + 3M \rho^{3/2} - 18M^2)} C}}}
\] (3.23)

so long as \( \rho > 3M \). Although it is not immediately clear from the above expressions, one can show that these function \( \kappa \), \( q \) and \( A \) extend smoothly to \( \rho = \infty \). The function \( A \) agrees with the one in equation (3.11) in the case \( C = 0 \) and \( m = M \). Thanks to proposition 1 we easily confirm that the resulting initial data sets are asymptotically hyperboloidal since
\[
\kappa = \frac{1}{\sqrt{27M}} + \frac{\sqrt{27M}}{2\rho^2} + O \left( \frac{1}{\rho^3} \right),
\]
\[
A = \frac{\sqrt{27M}}{\rho} - \frac{27CM^2}{2\rho^3} + O \left( \frac{1}{\rho^4} \right),
\]
\[
q = \frac{2}{\sqrt{27M}} + \frac{C}{\rho} - \frac{\sqrt{27M}}{\rho^2} + O \left( \frac{1}{\rho^3} \right).
\]

We can also easily compute the Hawking mass \( m_H \) from equations (2.14) and (2.15) and find
\[
m_H = m.
\] (3.24)

Given that these data sets are asymptotically hyperboloidal, the Bondi mass therefore agrees with the free parameter \( m \).

Finally let us comment on the role of the parameter \( \lambda \). In most of the discussion we are interested in \( \lambda = 0 \). The point of allowing arbitrary values for \( \lambda \) for some of the discussion above is to provide at least one explicit mechanism for generating log \( \rho \)-terms in the expansions of our solutions at \( \rho = \infty \); see equation (3.20). In order for our initial data sets to extend smoothly to infinity and physical quantities like the mass to be well-defined, such log \( \rho \)-terms must not occur. Indeed, we shall find that the coefficient \( \kappa^{(1)} \) in the expansion of \( \kappa \) plays a
general role and must in general be assumed to vanish in order to avoid \( \log \rho \)-terms (which corresponds to the case \( \lambda = 0 \) in equation (3.10) provided \( V \) satisfies equation (3.9)). Notice carefully for example that \( \kappa^{(1)} \) is not required to vanish in proposition 2 below (where we do not worry about \( \log \rho \)-terms), but is required to vanish in proposition 3, see equation (3.29) (where the objective is to get rid of all \( \log \rho \)-terms).

### 3.2.2. General solutions of Rácz’s parabolic–hyperbolic formulation of the vacuum constraints.

In this section we study the asymptotics of general solutions of the vacuum constraints without symmetry requirements (especially not restricting to the specific choices in section 3.2.1) obtained by solving Rácz’s original parabolic–hyperbolic formulation in section 2 for a large class of asymptotically hyperboloidal background data sets. The results in this section are purely formal in the sense that certain \textit{a priori} regularity assumptions are made without rigorously proving the existence of solutions that satisfy these assumptions. A particular purpose of section 4 is to provide at least numerical justifications that these \textit{a priori} assumptions make sense.

**Minimal regularity.** We begin with a minimal regularity characterisation of asymptotically hyperboloidal vacuum initial data sets in the light of proposition 1.

**Proposition 2.** Pick a (sufficiently large) constant \( \rho > 0 \) and let \( \Sigma \) be the manifold \((\rho-, \infty) \times \mathbb{S}^2\). Consider a background initial data set (not necessarily a solution of the Einstein vacuum constraints) associated with arbitrary 2 + 1 fields \((\kappa, B_A, Q_{AB}, h_{AB})\) on \( \Sigma \) that satisfy the conditions of proposition 1, and, in addition, are such that \( \kappa^{(0)} \) is either strictly positive or strictly negative.

Let \((A, q, p_A)\) be an arbitrary smooth solution on \( \Sigma \) of equations (2.16)–(2.18) given by the free data \((\kappa, B_A, Q_{AB}, h_{AB})\) satisfying the \textit{a priori} regularity assumptions that, (i), \( A \) is strictly positive and has an asymptotic radial expansion of order 2, and, (ii), \( q \) and \( p_A \) have asymptotic radial expansions of order 1.

Then
\[
A^{(0)} = 0, \quad A^{(1)} = \frac{1}{|\kappa^{(0)}|}, \quad q^{(0)} = 2\kappa^{(0)}, \quad p_A^{(0)} = 0.
\] (3.25)

In particular, the resulting vacuum initial data set associated with the 2 + 1 fields \((A, \kappa, q, p_A, B_A, Q_{AB}, h_{AB})\) on \( \Sigma \) is asymptotically hyperboloidal.

Before we continue we remark that it is important to carefully distinguish the largely free choice of background data set \((\kappa, B_A, Q_{AB}, h_{AB})\) from the resulting vacuum initial data set \((A, \kappa, q, p_A, B_A, Q_{AB}, h_{AB})\). The former determines the free data, but not necessarily the Cauchy data, used to solve equations (2.16)–(2.18). While the background data set is not necessarily a solution of Einstein’s vacuum constraints, it is nevertheless asymptotically hyperboloidal as a consequence of proposition 1. The resulting data set \((A, \kappa, q, p_A, B_A, Q_{AB}, h_{AB})\) is an actual solution of the vacuum constraints. Making certain \textit{a priori} assumptions about the solution \((A, q, p_A)\) of equations (2.16)–(2.18) as explained before we establish that (3.25) follows, which, by proposition 1, then implies that the data set is asymptotically hyperboloidal.

As a rough summary we conclude that Rácz’s parabolic–hyperbolic formulation equations (2.16)–(2.18) yields asymptotically hyperboloidal vacuum initial data sets from asymptotically hyperboloidal (in general non-vacuum) background initial data sets. This is interesting because this is different in the asymptotically flat setting [18] for Racz’s formulation. In the asymptotically flat setting, it is the modified parabolic–hyperbolic formulation.
proposed in [19] that yields asymptotically flat vacuum initial data sets from asymptotically flat (in general non-vacuum) background initial data sets.

**Proof of proposition 2.** Suppose that the hypothesis of proposition 2 holds. Using equation (2.10), we first find that \( k \) has asymptotic radial expansion

\[
\star k = -2/\rho + \mathcal{O}(\rho^{-2}).
\]  

(3.26)

Even though this is strictly speaking not relevant for this proof, we remark that the leading order is negative and the parabolicity condition equation (2.21) is therefore satisfied for all sufficiently large \( \rho \).

In order to prove the conclusions of proposition 2, we now input the asymptotic radial expansions into equations (2.16)–(2.18) and sort all terms by powers of \( \rho \). Each \( \rho \)-coefficient then yields an equation for the expansion coefficients of the unknowns. The main observations relevant for this proof are as follows. Equation (2.17) is satisfied in leading order (which turns out to be of order \( \rho^{-1} \)) if \( q(0) = 2\kappa(0) \). Similarly, equation (2.16) is satisfied at leading order (which turns out to be of order 1) if \( A(0) = 0 \). Equation (2.18) holds at leading order (the \( \rho^{-1} \)-term) if \( p_A(1) = 0 \). At the next-to-leading order equation (2.16) is satisfied provided

\[
A(1) \left( 1 - (\kappa(0) A(1))^2 \right) = 0.
\]

Assuming that \( A \) is positive we choose \( A(1) = 1/|\kappa(0)| \). Given all this it now follows from proposition 1 that the data set corresponding to \((A, \kappa, q, p_A, B_A, Q_{AB}, h_{AB})\) is asymptotically hyperboloidal. □

**The smooth case.** It is convenient for the following discussion to apply the parameter transformation \( t = 1/\rho \) with \( t \in (0, T) \) where \( T = 1/\rho \) as above. This transforms the manifold \( \Sigma = (\rho_0, \infty) \times S^2 \) into the manifold \((0, T) \times S^2 \). The main concern of the following discussion is the limit \( t \to 0 \). Notice that as for proposition 2, the following result draws conclusions from certain a priori regularity assumptions for the solutions of the constraints near \( t = 0 \) (i.e., \( \rho = \infty \)). Whether these assumptions hold for any solution is not known (however, we back our results up numerically in section 4). The main thing we establish is that any solution that satisfies these a priori regularity assumptions extends smoothly to \( t = 0 \). This is important because it means that such solutions are free of all \( \log t \)-terms in their expansions near \( t = 0 \).

**Proposition 3.** Pick a (sufficiently small) constant \( T > 0 \) and let \( \Sigma \) be the manifold \( \Sigma = (0, T) \times S^2 \). Consider a background initial data set (not necessarily a solution of the Einstein vacuum constraints) associated with \( 2 + 1 \) fields \((\kappa, B_A, Q_{AB}, h_{AB})\) on \( \Sigma \) satisfying

\[
h_{AB}(t) = t^{-2} \Omega_{AB} + \hat{h}_{AB}(t),
\]  

(3.27)

\[
h_{AB}(t) = t^2 (\Omega^{-1})^{AB} + t^4 \hat{h}_{AB}(t),
\]  

(3.28)

\[
\kappa(t) = \kappa(0) + t^2 \hat{\kappa}(t),
\]  

(3.29)

\[
B_A(t) = tB_A(t),
\]  

(3.30)

where \( \kappa(0) > 0 \) is a constant, and \( \hat{h}_{AB}, \hat{h}_{AB}, \hat{\kappa}, \hat{B}_A \) and \( Q_{AB} \) are elements of \( C^\infty([0, T), C^\infty(S^2)) \). Suppose also that \( D_A Q_{BC} (\Omega^{-1})^{AB} = 0 \) at \( t = 0 \).
Let \( (A, q, p_A) \) in \( C^\infty((0, T), C^\infty(S^2)) \) be an arbitrary solution on \( \Sigma \) of equations (2.16)–(2.18) (where the parameter \( \rho \) is replaced by \( t = 1/\rho \)) determined by free data \((\kappa, B_A, Q_{AB}, h_{AB})\) with the a priori regularity assumptions that, (i), \( q \in C^4([0, T), C^\infty(S^2)) \), (ii), \( A \) is a strictly positive function in \( C^\infty([0, T), C^\infty(S^2)) \), and, (iii), \( p_A \in C^\infty([0, T), C^\infty(S^2)) \).

Then \( q, A \) and \( p_A \) are in \( C^\infty([0, T), C^\infty(S^2)) \) and the vacuum initial data set associated with \( (A, \kappa, q, p_A, B_A, Q_{AB}, h_{AB}) \) is asymptotically hyperboloidal with a finite Bondi mass

\[
m = \lim_{t \to 0} m_I(t),
\]

where

\[
m_I(t) = \frac{4 + (q^2 - A^{-2} \kappa^2)/t^2}{8t},
\]

using the notation in equation (A.8).

As with proposition 2 we begin by remarking that it is important to distinguish the largely free choice of background data set \((\kappa, B_A, Q_{AB}, h_{AB})\) from the resulting vacuum initial data set \((A, \kappa, q, p_A, B_A, Q_{AB}, h_{AB})\). The former determines the free data, but not necessarily the Cauchy data, used to solve equations (2.16)–(2.18). While the background data set is not necessarily a solution of Einstein’s vacuum constraints, it is again nevertheless asymptotically hyperboloidal as a consequence of proposition 1. Given the a priori assumptions for the solutions, which are significantly stronger than for proposition 2, it turns out that the equations can be used in an iterative way to establish smoothness at \( t = 0 \). The leading coefficients of the expansions of the solutions can be calculated explicitly in analogy to equation (3.25); see equations (3.36) and (3.37). For all of this, the particular expansions of the fields in (3.27)–(3.30) as well as the strong a priori assumptions for the unknowns are crucial to cancel all terms in equations (2.16)–(2.18) which would otherwise be too singular. Asymptotic hyperbolicity—with infinite regularity in contrast to result for proposition 2—then follows again by proposition 1. In particular, \( \log \rho \)-terms must not be present at \( \rho = \infty \) and the Bondi mass must be well-defined. It fact this mass can be calculated by equations (3.31) and (3.32); but see also the additional discussion after the proof of proposition 3. The Bondi mass could be expressed explicitly in terms of the expansion coefficients of the background fields and of the solution \((q, p_C, A)\), but the resulting formula turns out to be too lengthy to write here.

It is interesting to notice that the condition \( K = \text{const} \) in [28] for the construction of smooth vacuum asymptotically hyperboloidal data sets is unnecessary here.

**Proof of proposition 3.** Suppose the hypothesis of proposition 3 holds. According to Taylor’s theorem, we therefore have

\[
q(t) = q^{(0)} + q^{(1)}t + q^{(2)}t^2 + q^{(3)}t^3 + q^{(4)}t^4 + w_0(t)t^4,
\]

\[
p_C(t) = p_C^{(0)} + p_C^{(1)}t + p_C^{(2)}t^2 + p_C^{(3)}t^3 + w_{1,c}(t)t^4,
\]

\[
A(t) = A^{(0)} + A^{(1)}t + A^{(2)}t^2 + A^{(3)}t^3 + A^{(4)}t^4 + w_2(t)t^4.
\]

for some \( W = (w_0, w_{1,c}, w_2) \) in \( C^\infty((0, T), C^\infty(S^2)) \cap C^6([0, T), C^\infty(S^2)) \) which vanishes in the limit \( t \to 0 \).

Given this we now proceed as in proposition 2: we input the expansions equations (3.33)–(3.35) as well as (3.27)–(3.30) into equations (2.16)–(2.18) and sort
all terms by powers of \( t \). Each \( t \)-coefficient then yields an equation for the expansion coefficients of the unknowns. The resulting analysis is straightforward but lengthy and has been performed with computer algebra. We suppress the details of this calculation here but find that

\[
p_C^{(0)} + p_C^{(1)} t + p_C^{(2)} t^2 = \frac{D_C q^{(1)}}{2k(0)} + p_C^{(2)} t^2, \tag{3.36}
\]

\[
q^{(0)} + q^{(1)} t + q^{(2)} t^2 = 2k^{(0)} + q^{(1)} t - 2k(0) t^2, \tag{3.37}
\]

\[
A^{(0)} + A^{(1)} t + A^{(2)} t^2 + A^{(3)} t^3 \]

\[
= \frac{1}{k^{(0)}} t - \frac{q^{(1)}}{2k(0)} t^2
\]

\[
+ \frac{(q^{(1)})^2 - 2(\kappa^{(0)})^2 \tilde{D}_A B_B(0)(\Omega^{-1})^{AB} + 4\kappa^{(0)} \kappa(0) - 2(\kappa^{(0)})^2 \tilde{\kappa}_M(0)(\Omega^{-1})^{AB}}{4(\kappa^{(0)})^3} t^3.
\]  

(3.38)

Here, \( \tilde{D} \) is the covariant derivative defined with respect to the (by definition \( t \)-independent) metric \( \Omega_{AB} \) on \( S^2 \). We shall not write down the lengthy expressions for \( q^{(3)}, q^{(4)} \) and \( p_C^{(3)} \) here for brevity. Notice that the quantities

\[ q^{(1)}, p_C^{(2)}, A^{(4)} \in C^\infty(S^2) \]

turn out to represent the asymptotic degrees of freedom of the space of all solutions—the asymptotic data. In particular, all the expansion coefficients of solutions can be written in terms of these asymptotic data in conjunction with the free data.

It follows immediately from proposition 1 that the corresponding initial data set is asymptotically hyperboloidal (with at least minimal regularity). In order to establish the claimed smoothness property, we next need to construct \( t \)-derivatives of arbitrary order at \( t = 0 \) from the equations. Without going into the details of the lengthy calculations, it turns out that the equations can be written in the following schematic form

\[
\partial_t W(t, p) = \frac{1}{t} \text{diag}(-3, -1, 0) W(t, p)
\]

\[
+ H(t, p, q^{(1)}(p), p_C^{(2)}(p), A^{(4)}(p), W(t, p), \tilde{D} W(t, p), \tilde{D}^2 W(t, p))
\]  

(3.39)

for every \( t \in (0, T) \) and \( p \in S^2 \). Here, \( H \) is a (lengthy, but explicitly known) function which is smooth in each of its arguments, especially at \( t = 0 \). The fact that we can write the equations in this schematic form is the precise reason which allows us to draw our conclusions about smoothness as we demonstrate below. Without the specific \( a \ priori \) regularity assumptions for \( q, p_C \) and \( A \) summarised in equations (3.33)–(3.35) and without the specific assumptions on the free background fields and the related fields defined by equations (3.27)–(3.30), equation (3.39) would contain disastrous additional singular terms at \( t = 0 \). These additional terms would in general generate \( \log t \)-terms of arbitrary order at \( t = 0 \). With all these assumptions, however, these terms all cancel precisely. In fact, they cancel precisely \( \text{independently of the particular values of the asymptotic data } q^{(1)}, p_C^{(2)}, \text{ and } A^{(4)} \). This strongly suggests that smoothness is indeed a property of generic solutions.
Now, since by assumption the field \( W \) is in \( C^k([0, T), C^\infty(S^2)) \) and, especially, vanishes at \( t = 0 \), we can write equation (3.39) in integral form

\[
W(t, p) = \text{diag}(r^{-3}, r^{-1}, 1) \times \int_0^t \text{diag}(s^3, s, 1)H(s, p, q^{(1)}(p), p_C^{(2)}(p), A^{(4)}(p), W(s, p), \hat{D}W(s, p), D^2W(s, p)) \, ds.
\]

(3.40)

Observe here that the integrand is continuous over the whole integration domain, including, most importantly \( s = 0 \). Given this, we proceed with the following inductive argument. Let us make the inductive assumption that we have shown that the solution \( W \) of equation (3.40) exists and that \( W \in C^k([0, T), C^\infty(S^2)) \) for some arbitrary \( k \geq 0 \); the base case \( k = 0 \) for this inductive argument is a direct consequence of this hypothesis. Given the regularity of the integrand we are allowed to use the substitution \( s = rt \) which leads to

\[
\frac{W(t, p)}{t} = \int_0^1 \text{diag}(r^3, r, 1)H(\tau r, p, q^{(1)}(p), p_C^{(2)}(p), A^{(4)}(p), W(\tau r, p), \hat{D}W(\tau r, p), D^2W(\tau r, p)) \, d\tau.
\]

We conclude from this that not only \( W \) itself but also \( r^{-1}W(t) \) can be extended to an element of \( C^k([0, T), C^\infty(S^2)) \). Equation (3.39) then implies that the same is true for the one-parameter family of fields \( \delta W \). We have therefore established that \( W \) extends to an element of \( C^{k+1}([0, T), C^\infty(S^2)) \). Since \( k \) was arbitrary, we have therefore established that \( W \) is an element of \( C^\infty([0, T), C^\infty(S^2)) \) as required. We remark that in all of these steps we have repeatedly used the fact that \( S^2 \) is compact implicitly.

Let us now address the final claim regarding the Bondi mass. Since the resulting initial data set is asymptotically hyperboloidal with \( C^\infty \)-regularity at infinity (represented by \( t = 0 \)), the Bondi mass \( m \) is the limit of the Hawking mass \( m_H(t) \) at \( t = 0 \) [26, 29]. Given equations (3.27), (2.14) and (2.15) yield

\[
m_H(t) = \frac{1 + O(t)}{32\pi} \int_{S_0} 4 + \frac{q^2 - A^{-2}k^2}{t^2} \, dS + O(t),
\]

where \( dS \) represents the (in general \( t \)-dependent) volume form associated with the (in general \( t \)-dependent) metric \( h_{AB} \). Using equation (3.27) again, we conclude that the Hawking mass \( m_H(t) \) has a finite limit at \( t = 0 \) (which agrees with the Bondi mass \( m \)) provided

\[
q^2 - A^{-2}k^2 = -4t^2 + O(t^3),
\]

(3.41)

using equation (A.8), and

\[
m_H = m + O(t).
\]

In order to show that equation (3.41) holds for the class of initial data sets here, we observe that equations (2.10), (2.11) and (3.27)-(3.30), together with the hypothesis that \( h_{AB}, \hat{h}^{AB}, \hat{k}, \hat{B}_A, \hat{Q}_{AB} \) are in \( C^\infty([0, T), C^\infty(S^2)) \), yield

\[
\hat{k} = -2t + \left( (\Omega^{-1})^{AB}\hat{D}_A\hat{B}_B(0) + 2\hat{h}_{AB}(0)(\Omega^{-1})^{AB} \right) t^3 + O(t^4).
\]

(3.42)
Using this together with the expressions for \( q^{(0)}, q^{(1)}, q^{(2)}, A^{(0)}, A^{(1)}, A^{(2)} \) and \( A^{(3)} \) from equations (3.36) and (3.37) yields

\[
q^2(t) - A^{-2}(t) \dot{k}^2(t) = -4t^2 + O(t^3),
\]

as required by equation (3.41). The (explicitly known but lengthy) coefficient of the \( O(t^3) \)-term here gives an explicit formula for the Bondi mass \( m \).

\[\square\]

Evolution of the Hawking mass and the Bondi mass. While the Bondi mass can in principle be calculated by equations (3.31) and (3.32) under the hypothesis of proposition 3 once the constraint equations are solved, we find in our numerical studies that numerical errors render practical calculations of the limit in (3.31) impossible. As we demonstrate in section 4, the following alternative approach provides a remedy for this. To this end we first notice that we can write equation (2.16) as

\[
-t \dot{\omega} A - \frac{1}{2} A + \frac{\rho^2}{4} \left( \frac{2}{\rho^2} + 2\kappa q + \frac{1}{2} q^2 \right) A^3 = \frac{1}{2} AF_a
\]

with

\[
F_a = -\frac{2}{t} AD^4 D_A A + \frac{2}{A t} B^4 D_A A + \left( \frac{1}{t} E + 1 + \frac{\kappa q}{t^2} + \frac{1}{4t^2} q^2 \right) A^2 + \left( \frac{1}{t} F - 1 \right),
\]

where we notice from equation (3.16) that \( F_a = 0 \) in the spherically symmetric case where, in particular, \( \dot{k} = -2t \). Secondly we find from equation (2.17) similarly that

\[
-t \dot{\omega} q + q - 2\kappa = \frac{1}{2} F_q
\]

with

\[
F_q = \frac{2}{t} B^4 D_q q + \frac{2}{t} AD_q \rho^4 + \frac{2}{t} \rho^4 D_A A + \frac{1}{t} k_A q A_A + 2 \left( \frac{1}{2t} + 1 \right) \left( q - 2\kappa \right),
\]

where equation (3.15) implies that \( F_q = 0 \) in the spherically symmetric case. According to equation (3.32), the main quantity to determine the Bondi mass is

\[
a := q^2 - k^2 A^{-2},
\]

for which a straightforward calculation yields

\[
-t \dot{\omega} a + 3a + \dot{k}^2 = F_a
\]

with

\[
F_a = \frac{2}{t} q F_a A^{-2} + F_q q + 2(t \dot{k} - k) k_A q A^{-2} - \frac{k^2 - 4t^2}{4t^2} (4\kappa + q)q.
\]
As before we notice that \( F_{(v)} = 0 \) in the spherically symmetric case where \( \dot{k} = -2t \) and \( F_{(A)} = F_{(s)} = 0 \). According to equations (3.32) and (3.45),

\[
m_{I}(t) = \frac{1}{2t} + \frac{4q(t)}{8t^3}.
\]  

(3.47)

This satisfies the differential equation

\[
\partial_t m_{I} = \frac{k^2 - 4t^2 - F_{(v)}}{8t^2},
\]  

(3.48)

which can be readily solved as

\[
m_{I}(t) = m_{I}(T_0) + \int_{T_0}^{t} \frac{k^2(s) - 4s^2 - F_{(v)}(s)}{8s^2} \, ds.
\]  

(3.49)

Given now a sufficiently smooth initial data set \((A, \kappa, q, p_A, B_A, Q_{AB}, h_{AB})\) with the property that

\[
F_{(v)}(t) = O(t^4)
\]  

(3.50)
at \( t = 0 \), it follows that \( m_{I}(t) \) has a finite limit, i.e., the Bondi mass \( m \),

\[
m = m_{I}(T_0) + \int_{T_0}^{t} \frac{k^2(s) - 4s^2 - F_{(v)}(s)}{8s^2} \, ds
\]  

according to equation (3.31). In saying this, we assume that the fields \( \hat{h}_{AB}, \hat{h}^{AB}, \hat{\kappa}, \hat{B}_A \) and \( Q_{AB} \) defined by equations (3.27)–(3.30) are in \( C^\infty([0, T), C^\infty(S^2)) \) here and in all of what follows so that \( k^2 - 4t^2 = O(t^4) \) as a consequence of equation (3.42). The calculations in the proof of proposition 3 can be used to show that equation (3.50) holds under the conditions of proposition 3. Interestingly, it turns out that equation (3.50) holds even under weaker conditions when the initial data set is therefore not necessarily fully smooth at infinity. In particular we can check by straightforward (but lengthy) calculations that this is the case provided the fields \( \hat{h}_{AB}, \hat{h}^{AB}, \hat{\kappa}, \hat{B}_A \) and \( Q_{AB} \) defined by equations (3.27)–(3.30) are in \( C^\infty([0, T), C^\infty(S^2)) \) and provided: (i) \((q, p_C, \lambda)\) are in \( C^\infty((0, T), C^\infty(S^2)) \), (ii) \( q \in C^2([0, T), C^\infty(S^2)) \), \( \lambda \) is a strictly positive function in \( C^2([0, T), C^\infty(S^2)) \), \( p_C \in C^2([0, T), C^\infty(S^2)) \), and (iii) \( \rho^{(b)}, \rho^{(1)}, A^{(b)}, A^{(1)}, q^{(0)} \) and \( q^{(1)} \) have the values given in equations (3.36) and (3.37).

For practical calculations the idea is therefore to approximate \( m \) by evolving \( m_{I}(t) \) by means of equation (3.48). Since this means that we need to determine \( F_{(v)} \) at every time step of the evolution, it makes sense to evolve the combined system equations (2.16)–(2.18) and (3.48) for the combined set of unknowns \((q, p_A, A, m_{I})\) simultaneously. Notice that \( m_{I}(T_0) \) in equation (3.49) is determined from the initial data of the quantity \( m_{I} \) determined from equations (3.45) and (3.47) at \( t = T_0 \).

4. Numerical investigations

4.1. Binary black hole background data sets

Before we present numerical solutions of the constraint equations and thereby attempt to confirm the theoretical results of the previous sections, we first present a summary of a binary
black hole background initial data model. This was introduced in [18] where the reader can find a more in-depth discussion. The main idea is to use a binary black hole initial data set obtained by a Kerr–Schild superposition procedure as a background initial data set. As before this then determines the free data (and in some circumstances also the Cauchy data) to solve equations (2.16)–(2.18) as a Cauchy problem. Since such a background data set represents a binary black hole system, the hope is that the corresponding vacuum initial data set obtained in this way also represents initial data for a binary black hole system.

As in [18, 19], the background initial data set is constructed using the formalism in section 2.2. Owing to the symmetry of by assumption non-spinning binary black hole systems we restrict to the case in which \( l_a \) is orthogonal to the level sets \( S_\rho \) of the function \( \rho \) in consistency with equation (2.29). Given two black hole mass parameters \( M_+ > 0 \) and \( M_- \geq 0 \) and two position parameters \( Z_+ \) and \( Z_- \), we define this function \( \rho \) as

\[
\rho = (M_+ + M_-) \left( \frac{M_+}{\sqrt{x^2 + y^2 + (z - Z_+)^2}} + \frac{M_-}{\sqrt{x^2 + y^2 + (z + Z_-)^2}} \right)^{-1}.
\]

(4.1)

A particular property of this function is that \( \rho \to r \) at \( r \to \infty \) where

\[
r = \sqrt{x^2 + y^2 + z^2}.
\]

(4.2)

As in [19] (but in contrast to [18]), we also impose the centre of mass condition

\[
Z_+ M_+ - Z_- M_- = 0,
\]

(4.3)

which allows us to write

\[
Z_- = Z, \quad Z_+ = \frac{M_-}{M_+} Z
\]

(4.4)

for a single separation parameter \( Z \geq 0 \). An important consequence of this centre of mass condition is that \( \rho \) satisfies

\[
\rho = r + O \left( \frac{1}{r} \right),
\]

(4.5)

while without this condition we would have \( \rho = r + O(1) \) in general.

For completeness, figure 1 (taken from [18]) shows some level sets of the function \( \rho \) for small values of \( \rho \) on the left and for large values of \( \rho \) on the right for \( M_+ = M_- = 1/2 \) and \( Z = 1 \). These surfaces undergo a topology change at \( \rho = \rho_{\text{crit}} \) given by

\[
\rho_{\text{crit}} = \frac{(M_+ + M_-)(Z_+ + Z_-)}{(\sqrt{M_+} + \sqrt{M_-})^2}
\]

(4.6)

Each level set given by \( \rho < \rho_{\text{crit}} \) is the union of two disconnected two-spheres while for \( \rho > \rho_{\text{crit}} \) it is diffeomorphic to a single two-sphere. In this paper we only study initial data sets in the exterior region of \( \mathbb{R}^3 \) given by \( \rho > \rho_{\text{crit}} \). It is evident from figure 1 that the level sets approach round two-spheres for large values of \( \rho \) in consistency with equation (4.5).
Figure 1. Level sets of the function $\rho$ for $M_+ = M_- = 1/2$ and $Z = 1$ in Cartesian coordinates $(x, y, z)$. The left figure shows the case where $\rho$ is comparable to the value of $Z$. The right figure shows the case $\rho \gg Z$. The blue dots represent the two black hole coordinate positions.

Given the function $\rho$ in equation (4.1), we must now make choices for the function $V$ and the tensor $\dot{\gamma}_{ab}$. For $V$ we pick

$$V = 1 - \frac{27M^2}{\rho^2}, \quad (4.7)$$

where $M = M_+ + M_-$ is the Bondi mass of the background initial data set in consistency with the spherically symmetric single black hole case in section 3.2.1. Motivated by the same case (we restrict to $\lambda = 0$ in all of what follows), see equations (3.10) and (3.12), we also set

$$\delta K = \frac{\rho(2 - V)\eta(\rho; M)\partial_\rho V + 2M(1 - V)^2 + \rho^2 \partial_\rho V}{\rho(1 - V)^2 \eta(\rho; M)},$$

$$\delta q = 4\frac{\eta(\rho; M) - \rho V}{\rho^2(V - 1)},$$

$$\delta Q_{AB} = -\frac{2V}{(1 - V)f} \left( \dot{k}_{AB} - \frac{1}{2} \dot{k} h_{AB} \right),$$

$$\delta p_A = 0. \quad (4.8)$$

Here $f$, $\dot{k}_{AB}$ and $\dot{k}$ are given by the formulas in sections 2.2 and 3.1 together with equations (2.10) and (2.11). The particular choice of $\delta Q_{AB}$ here does clearly not agree with equation (3.10) except in the single black hole case $M_- = 0$ or $Z = 0$. The rational for this ‘artificial’ choice of $\delta Q_{AB}$ is that it implies that the resulting background tensor field $Q_{AB}$ identically vanishes, while the ‘more natural’ choice $\delta Q_{AB} = 0$ would in general violate the divergence condition $D_A Q_{BC}(\Omega^{-1})^{AB}$ at $\rho = \infty$ of proposition 3. In any case, we emphasise that in the single black hole case given by $Z = 0$ or $M_- = 0$, this background initial data set reduces to the one considered in section 3.2.1 (for $\lambda = 0$).

We point out here that $M$ is in general not a ‘physical’ mass as our chosen background does not, in general, satisfy the constraints. Only in the special single black hole case $Z = 0$ or $M_- = 0$, the quantity $M$ agrees with Bondi mass.
We also note that with the above choices, \( \hat{k} \) can be shown to satisfy

\[
\hat{k} = -\frac{2}{\rho} + O\left(\frac{1}{\rho^2}\right).
\]

It is therefore clear that the parabolicity condition equation (2.21) holds for all sufficiently large \( \rho \). This is consistent with proposition 3. In numerical calculations we always calculate \( \hat{k} \) in order to verify that the parabolicity condition is satisfied on the whole computational domain. One can also demonstrate that for any \( M_+, M_- \) and \( Z \) as above, the resulting free data fields \( (\kappa, B_A, h_{AB}, h^{AB}, Q_{AB}) \) satisfy the hypothesis about the free data in proposition 3 (the hypothesis about the unknown fields \( A, q, p_A \) can clearly not be verified \textit{a priori}). One of the primary goals of the following subsections is to provide numerical evidence that the unknowns \( (A, q, p_A) \) and \( p_A \) satisfy (at least some of) the \textit{a priori} assumptions of proposition 3. This gives us confidence that the conclusions of proposition 3, especially that the resulting vacuum initial data sets are asymptotically hyperboloidal and extend smoothly to \( t = 0 \), also hold.

4.2. Numerical implementation

Given a binary black hole background data set as constructed in section 4.1, the next task is to numerically solve the Cauchy problem of equations (2.16)–(2.18) with free data (and in some cases also the Cauchy data, see below) determined by this background. While the background data sets are given in Cartesian coordinates \((x, y, z)\) on \( \Sigma \), or, equivalently, in corresponding spherical coordinates \((r, \theta, \phi)\) using equation (4.2), the \( 2+1 \) decomposition underlying equations (2.16)–(2.18) assumes adapted coordinates \((\rho, \vartheta, \phi)\) where \( \rho \) given by equation (4.1) labels the leaves of the foliation and \((\vartheta, \phi)\) are intrinsic polar coordinates on each \( \rho = \text{constant}\)-surface diffeomorphic to \( S^2 \). As in [18, 19] we choose

\[
\vartheta = \theta, \quad \varphi = \phi
\]

for simplicity. This together with equation (4.1) therefore completely fixes the transformation between the two coordinate systems \((r, \theta, \phi)\) and \((\rho, \vartheta, \varphi)\) on \( \Sigma \) and allows us to write the background datasets in section 4.1 in the required \((\rho, \vartheta, \varphi)\)-coordinates. For further details we refer to [18, 19].

Since the computational domain is foliated by two-spheres, we can apply the spin-weight formalism following [17, 21–23, 26, 27]. A brief summary is given in appendix A. We express the covariant derivative operator \( D_A \) (defined with respect to the intrinsic metric \( h_{AB} \)) in terms of the covariant operator \( \hat{D}_A \) defined with respect to the round unit-sphere metric \( \Omega_{AB} \); recall that \( D_A - \hat{D}_A \) can be expressed in terms of smooth intrinsic tensor fields. Using appendix A, we can then express the covariant derivative operator \( D_A \) in terms of the \( \vartheta \)- and \( \vartheta' \)-operators. Once all of this has been completed for all terms in equations (2.16)–(2.18), each term of each of these equations ends up with a consistent well-defined spin-weight. Most importantly, however, all terms are explicitly regular: standard polar coordinate issues at the poles of the two-sphere disappear when all quantities are expanded in terms of SWSH and equations (A.5) and (A.6) are used to calculate the intrinsic derivatives. From the numerical point of view this gives rise to a (pseudo)-spectral scheme. We can largely reuse the code presented in [18, 19] subject to three minor changes: (1) the definition of \( \rho \) now allows that \( Z_+ \neq Z_- \) in agreement with equation (4.4), (2) the definition of \( V \) is changed agreement with equation (4.7), and, (3) the definition of \( \gamma_{ab} \) is changed in agreement with equation (4.8). These three changes do not significantly affect our numerical methods. Once these changes had been made to the code,
convergence tests (analogous to the ones presented in [18]) were carried out successfully. All of the following simulations were carried out using the adaptive SciPy ODE solver `odeint`.

Notice that the background data sets constructed in section 4.1 are axially symmetric and hence there is no dependence on the angular coordinate $\varphi = \phi$. Motivated by this we restrict to numerical solutions of equations (2.16)–(2.18) with that same symmetry in all of what follows. We can therefore restrict to the axisymmetric case of the spin-weight formalism in appendix A.

### 4.3. Axisymmetric perturbations of single Schwarzschild black hole initial data

In this section now, we use the background data set given in section 4.1 with the choices $M_+ = 1$, $M_- = Z = 0$ so that the background initial data set reduces to the spherically symmetric single black case first introduced in section 3.2.1 with $V = 1 - 27M^2q^{-2}$ are therefore spherically symmetric. The fields

\[
\hat{q} = \frac{2\sqrt{3}(1 - 3\rho^{-1})}{9} \sqrt{1 + 6\rho^{-1}}, \quad \hat{A} = \frac{\sqrt{27}}{\rho}, \quad \hat{p}_a = 0, \tag{4.10}
\]

agree with the particular solution of equations (2.16)–(2.18) given by equation (3.11) (or by equations (3.22) and (3.23) for $\mathcal{C} = 0$ and $m = 1$) representing single unperturbed spherically symmetric Schwarzschild black hole initial data of unit mass. The purpose of the present subsection is to generate axisymmetric (non-linear) perturbations of this solution by solving equations (2.16)–(2.18) with the same free data, but with the following perturbed Cauchy data imposed at $\rho = \rho_0$:

\[
q|_{\rho=\rho_0} = \hat{q}|_{\rho=\rho_0} + \epsilon \sin(\theta), \quad A|_{\rho=\rho_0} = \hat{A}|_{\rho=\rho_0} + \epsilon \sin(\theta), \quad pA|_{\rho=\rho_0} = 0, \tag{4.11}
\]

for some arbitrary constant $\epsilon \in \mathbb{R}$. Especially for small values of $\epsilon$, we can interpret the resulting vacuum initial data sets as (nonlinear) perturbations of single Schwarzschild black hole initial data.

We express equations (2.16)–(2.18) for these free data and Cauchy data numerically in terms of the formalism in appendix A:

\[
\partial_\rho A = -\frac{\rho}{2} \left( \kappa q + \frac{1}{4} q^2 \right) A^3 + \frac{1}{2\rho} \left( (1 + A\bar{\partial} (\bar{q}'(A))) A - (1 - 2p\bar{p}) \right), \tag{4.12}
\]

\[
\partial_\rho q = \frac{1}{\sqrt{2}\rho^2} \left( \bar{q}'(p) + \bar{\partial}(p) \right) A - \frac{1}{\rho} (q - 2\kappa) + \frac{\sqrt{2}}{\rho^2} \left( p\bar{q}'(A) + \bar{p}\bar{q}(A) \right), \tag{4.13}
\]

\[
\partial_\rho p = \frac{A}{2\sqrt{2}} \bar{q}'(q) - \frac{2}{\rho} p + \frac{1}{\sqrt{2}} \left( \kappa - \frac{1}{2} q \right) \bar{q}(A), \tag{4.14}
\]

\[
\partial_\rho \bar{p} = \frac{A}{2\sqrt{2}} \bar{q}'(q) - \frac{2}{\rho} \bar{p} + \frac{1}{\sqrt{2}} \left( \kappa - \frac{1}{2} q \right) \bar{q}'(A), \tag{4.15}
\]

\[\text{5} \text{ See } \text{https://docs.scipy.org/doc/scipy/reference/generated/scipy.integrate.odeint.html}.\]

\[\text{6} \text{ For the single black-hole case, we have } \rho_{crit} = 0, \text{ see equation (4.6).}\]
where
\[ p = \frac{1}{\sqrt{2}} p_A \left( \partial^A_\rho - i \csc \theta \partial^A_\varphi \right), \quad \bar{p} = \frac{1}{\sqrt{2}} p_A \left( \partial^A_\rho + i \csc \theta \partial^A_\varphi \right), \] (4.16)
and, see equation (3.21) for \( M = 1 \),
\[ \kappa = \frac{\rho^2 + 3 \rho + 9}{\rho^{3/2} \sqrt{27(\rho + 6)}} \] (4.17)
The quantities \( A \) and \( q \) have spin-weight zero, while \( p \) and \( \bar{p} \) have spin-weight 1 and \(-1\), respectively. Our symmetry assumptions (and our particular representation of the bundle of orthonormal frames on \( S^2 \)) allows us to assume that
\[ p = \bar{p}. \]

Let us present the numerical results now. To this end we define the sup-norm over \( S^2 \) for any smooth scalar function \( F(\rho, \vartheta) \) (such as \( A \) and \( q \) above) as
\[ \| F \| (\rho) = \max_{\vartheta \in [0, \pi]} |F(\rho, \vartheta)|, \] (4.18)
while for the covector \( p_A \), this norm is defined as
\[ \| p \| (\rho) = \max_{\vartheta \in [0, \pi]} \sqrt{\left( \Omega^{-1} \right)^{AB} p_A(\rho, \vartheta) p_B(\rho, \vartheta)} = \max_{\vartheta \in [0, \pi]} \sqrt{p(\rho, \vartheta) \bar{p}(\rho, \vartheta)}. \] (4.19)

To discuss the expected behaviour we now introduce the following quantities
\[ \tilde{q} = q - \frac{2}{\sqrt{27M}}, \quad \tilde{A} = A - \frac{\sqrt{27M}}{\rho}. \] (4.20)
According to proposition 2 together with section 3.1, we expect the following behaviour
\[ \| \tilde{A} \| = O \left( \frac{1}{\rho^2} \right), \quad \| \tilde{q} \| = O \left( \frac{1}{\rho} \right), \quad \| p \| = O \left( \frac{1}{\rho} \right). \] (4.21)
This is confirmed by the first three plots of figure 2 for \( \epsilon = 10^{-1} \), an absolute and relative error tolerance for the adaptive ODE solver of \( 10^{-10} \), and for \( N = 11 \), where \( N \) is the number of spatial points in the \( \vartheta \)-direction (recall that due to axisymmetry, there is no \( \varphi \)-dependence). The plots shown in figure 2 show that our numerically constructed solutions are asymptotic hyperboloidal (at least with minimal regularity at infinity) and are compatible with proposition 2.

Given that our background fields satisfy the assumptions of proposition 3 we may now wonder to what extent it is possible to also verify the asymptotic expansions equations (3.36)–(3.37) given by that result. To this end we note that proposition 3 (together with the formulas in section 2.2) yields that
\[ \tilde{q} = \frac{q^{(1)}}{\rho} + O \left( \frac{1}{\rho^2} \right), \quad \tilde{A} = - \frac{27M^2}{2 \rho^2} q^{(1)} + O \left( \frac{1}{\rho^2} \right), \]
\[ p = \frac{27M^2}{8} \partial (q^{(1)}) + O \left( \frac{1}{\rho^2} \right). \]
Figure 2. The leading order asymptotics for the ‘single black hole case’ obtained with $\epsilon = 10^{-1}$, $N = 11$ and error tolerance of $10^{-10}$. The definitions of $\tilde{q}$ and $\tilde{A}$ are given in equation (4.20). Each numerical curve (solid blue) in the three plots is fitted to the function $C_\rho k$ (dashed yellow) for some $C > 0$ where ‘best fit’ gives the best value for $k$.

Combining these, we find that

$$\sqrt{\frac{27M^2}{8}} \delta(\tilde{q}) - p = O\left(\frac{1}{\rho^2}\right), \quad \rho \tilde{A} + \frac{27M^2}{2} \tilde{q} = O\left(\frac{1}{\rho^2}\right),$$

and hence we have

$$\| \sqrt{\frac{27M^2}{8}} \delta(\tilde{q}) - p \| = O\left(\frac{1}{\rho^2}\right), \quad \| \rho \tilde{A} + \frac{27M^2}{2} \tilde{q} \| = O\left(\frac{1}{\rho^2}\right).$$

These theoretically obtained asymptotics are indeed confirmed in the first two plots in figure 3. Together, figures 2 and 3 verify our theoretical results for $q^{(0)}$, $q^{(1)}$, $A^{(0)}$, $A^{(1)}$, $p^{(0)}_B$ and $p^{(1)}_B$. However, the numerical results do not seem to be accurate enough to construct $q^{(2)}$ or $A^{(3)}$. 

(4.22)
As mentioned earlier, it turns out that the direct numerical estimation of the Bondi mass via equations (3.31) and (3.32) is unsuccessful. The limit appears to diverge as a consequence of numerical errors. This is why we determine Bondi mass by evolving the quantity $m_{H}$ by means of equations (3.48) and (3.46) simultaneously with equations (4.12)–(4.15). Since the background initial data set is spherically symmetric, so in particular $\dot{k} = -2/\rho$, the evolution equation for $m_{H}$ takes the form here

$$\partial_{\rho}m_{H} = \frac{\rho^2}{8} F_{[a]},$$

(4.23)

where we use $\dot{k} = -2/\rho, t = 1/\rho$, equation (A.8), and

$$F_{[a]} = \int\frac{8}{\delta_{\Omega}}\rho \bar{p} + \sqrt{2}q^2 \left( \bar{p} \bar{q} \left( \frac{A}{q} \right) + \rho \bar{q}' \left( \frac{A}{q} \right) \right) \rho - \frac{4}{\rho^2} A^{-2} \bar{q} \bar{q}' \left( \frac{A}{q} \right) d\Omega.$$  

(4.24)

Figure 3. Higher order asymptotics and evolution of the Hawking mass $m_{H}$ for the ‘single black hole case’ obtained with the same parameter values as in figure 2.
The leading order asymptotics for the ‘binary black hole case’ obtained with $M_+ = M_- = 1/2$, $\rho_0 = 3$, $N = 11$ and numerical error tolerance of $10^{-10}$. Each numerical curve (solid blue) in the three plots is fitted to the function $C\rho^k$ (dashed yellow) for some $C > 0$ where ‘best fit’ gives the best value for $k$.

The numerically calculated function $m_H(\rho)$ is shown in the last plot of figure 3. Here we see that it quickly converges to a constant number approximating the Bondi mass $m$ as $m = m_H(\rho)$ for $\rho = 5 \times 10^3$. It is of course natural to wonder how good this approximation is. For this we consider the quantity

$$E_A[m] = |m_H(2\rho) - m_H(\rho)|,$$

which is calculated for $\rho = 5 \times 10^3$, as an approximation of the absolute (and approximately also relative) error. For our example case with $\epsilon = 10^{-1}$ we find

$$m = 1.9826, \quad E_A[m] = 1.654 \times 10^{-6}. \quad (4.26)$$

Notice that the main error source here is likely the error associated with measuring $m$ at a finite value of $\rho$. However, due to the errors generated by numerically solving the constraints for
very large values of $\rho$, we find that evaluating the mass at $\rho = 5 \times 10^3$ is optimal. Indeed, in the first plot of figure 3 we see that the numerical errors become important at around $\rho \sim 10^3$.

4.4. Binary black hole-like initial data sets

In this subsection we essentially repeat the same numerical experiments as before with two changes: (1), the background initial data set is now determined with parameters $M_+ = M_- = 1/2$ and $Z = 1$ (an ‘equal mass binary black hole case’), and (2), instead of the ‘perturbed’ Cauchy data as in equation (4.11), we now choose the values obtained from the background data set at $\rho_0 = 5$. For this particular case equation (4.6) gives $\rho_{\text{crit}} = 1$. Our numerical findings, as shown in the first three plots of figure 4 are again consistent with equation (4.21) as expected from proposition 2. Similarly, the first two plots of figure 5 are consistent with equation (4.22) and therefore, as with the ‘single black hole case’, support proposition 3. We interpret this as strong evidence that the vacuum initial data sets we have numerically calculated are asymptotically hyperboloidal.
Constructing the Bondi mass in the same way as in section 4.3 yields the third plot in figure 5, and

\[ m = 1.01297, \quad \mathcal{E}_A[m] = 3.78 \times 10^{-6}. \]  

For fixed values of \( M_+ \) and \( M_- \), say, \( M_+ = M_- = 1/2 \) as before, one expects the resulting Bondi masses to depend strongly on the separation parameter \( Z \). To investigate this we numerically calculate the resulting vacuum initial data sets and Bondi masses for a range of separation parameter values \( Z \). Since we treat \( \rho_0 = 5 \) as fixed, equation (4.6) introduces an upper bound for the possible values for \( Z \), namely \( Z < \rho_0 \). The results of our numerical calculations are shown in the last plot of figure 5. Observe that the Bondi mass turns out to be an increasing function of \( Z \). For \( Z = 0 \) (in which the single black hole solution is obtained) we find that \( m = 1 \), as expected. Observe that the case \( Z = 0 \) here is different from the single black hole case in section 4.3 because the Cauchy data are determined differently. When \( Z \) is now increased we find that the Bondi mass becomes larger. This is intuitive as one expects the (negative) gravitational binding energy to become small as the separation distance \( Z \) is increased. However, it is interesting to compare this to our results in [18, 19] for asymptotically flat initial data sets, where we found that the ADM mass decreases as a function of the separation distance \( Z \).

5. Conclusions

In this paper we discuss the asymptotic behaviour of vacuum initial data sets constructed as solutions of a parabolic–hyperbolic formulation of the vacuum constraint equations. The primary goal of this work is to establish whether or not it is possible to reliably construct asymptotically hyperboloidal initial data sets using Rácz’s parabolic–hyperbolic formalism.

We found that initial data sets constructed as solutions of Rácz’s original parabolic–hyperbolic formulation of the constraints on asymptotically hyperboloidal background initial data sets are, in general, asymptotically hyperboloidal with a well-defined Bondi mass. In particular, no modifications are necessary (in contrast to the asymptotically flat case) as long as the background initial data set used to construct the free data for the equations satisfy certain properties at \( \rho = \infty \). In fact we provide explicit conditions together with strong evidence guaranteeing that log \( \rho \)-terms in expansions at \( \rho = \infty \) are completely ruled out and the resulting vacuum initial data sets therefore extend to infinity smoothly. This contrasts the more traditional conformal approach where it was found [28] that asymptotically hyperboloidal initial data sets are in general poly-logarithmic at infinity unless the condition \( K = \text{const} \) in [28] holds.
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Appendix A. Spin-weight and spin-weighted spherical harmonics

We say that a function $f$ defined on $S^2$ has spin-weight $s$ if it transforms as $f ightarrow e^{i s \xi} f$ under a local rotation by an angle $\xi$ in the tangent plane at any point in $S^2$. Let $(\vartheta, \phi)$ be standard polar coordinates on $S^2$. If $f$ has spin-weight $s$ and is sufficiently smooth, it can be written as

$$f(\vartheta, \phi) = \sum_{l=|s|}^{\infty} \sum_{m=-l}^{l} f_{lm} sY_{lm}(\vartheta, \phi), \quad (A.1)$$

where $sY_{lm}(\vartheta, \phi)$ are the SWSH and where $f_{lm}$ are complex numbers. Using the conventions in [17, 21–23, 26, 27], these functions satisfy

$$\int_{S^2} sY_{l1m1}(\vartheta, \phi) sY_{l2m2}(\vartheta, \phi) d\Omega = \delta_{l1} \delta_{m1} \delta_{m2}, \quad (A.2)$$

where $\delta_{lm}$ is the Kronecker delta and $d\Omega$ is the area element of the metric of the round unit sphere. Using this we find that the coefficients $f_{lm}$ in equation (A.1) can be calculated as

$$f_{lm} = \int_{S^2} f(\vartheta, \phi) sY_{lm}(\vartheta, \phi) d\Omega. \quad (A.3)$$

The eth-operators $\partial$ and $\partial'$ are defined by

$$\partial f = \partial_\vartheta f - \frac{i}{\sin \vartheta} \partial_\phi f - sf \cot \vartheta, \quad \partial' f = \partial_\vartheta f + \frac{i}{\sin \vartheta} \partial_\phi f + sf \cot \vartheta, \quad (A.4)$$

for any function $f$ on $S^2$ with spin-weight $s$. We have

$$\partial sY_{lm}(\vartheta, \phi) = -\sqrt{(l-s)(l+s+1)} s_{l+1} sY_{lm}(\vartheta, \phi), \quad (A.5)$$

$$\partial' sY_{lm}(\vartheta, \phi) = \sqrt{(l+s)(l-s+1)} s_{l-1} sY_{lm}(\vartheta, \phi), \quad (A.6)$$

$$\partial' \partial sY_{lm}(\vartheta, \phi) = -(l-s)(l+s+1) sY_{lm}(\vartheta, \phi). \quad (A.7)$$

Thus, using the properties above it is easy to see that $\partial$ raises the spin-weight by one while $\partial'$ lowers it by one.

In our discussion we are often interested in the average of a function $f$ with spin-weight 0 on $S^2$ defined by

$$\bar{f} = \frac{1}{4\pi} \int_{S^2} f d\Omega. \quad (A.8)$$
Expressing \( f \) in terms of SWSH and using equation (A.2) it follows

\[
\begin{align*}
\frac{f}{4\pi} &= \sum_{l=0}^{\infty} \sum_{m=-l}^{l} f_{lm} \mathcal{Y}_{lm}(\theta, \phi) d\Omega, \\
&= \sqrt{4\pi} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} f_{lm} \mathcal{Y}_{lm}(\theta, \phi) \mathcal{Y}_{lm}(\theta, \phi) d\Omega, \\
&= \frac{1}{\sqrt{4\pi}} f_{00},
\end{align*}
\]  

(A.9)

where we have used the fact that \( \mathcal{Y}_{00}(\theta, \phi) = (4\pi)^{-1/2} \). Another quantity of interest is the \( L^2 \)-norm with respect to the standard round metric on \( S^2 \). The Parseval identity states that

\[
\|f\|_{L^2(S^2)}^2 = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} |f_{lm}|^2.
\]  

(A.10)

Finally we notice that all functions considered in this paper are axially symmetric and therefore do not depend on the angle \( \phi \). For such functions, all coefficients with \( f_{lm} \) with \( m \neq 0 \) vanish and we use the following short-hand notation to write equation (A.1) as

\[
f(\theta) = \sum_{l=|m|}^{\infty} f_{lm} \mathcal{Y}_{lm}(\theta).
\]  

(A.11)

Appendix B. Asymptotically hyperboloidal initial data sets from other evolutionary formulations of the constraints

Although this paper focuses on Rácz’s ‘original’ parabolic–hyperbolic system equations (2.16)–(2.18), we would also like present some brief results about other evolutionary formulations of the constraints. The goal of this appendix here is to introduce and discuss two other evolutionary formulations of the constraints.

B.1. Other evolutionary formulations of the constraints

B.1.1. A modified parabolic–hyperbolic formulation of the constraints. We start with our ‘modified’ parabolic–hyperbolic formulation of the vacuum constraints which was first presented by us in [19] when considering asymptotically flat initial data sets.

First, recall that \( \kappa \) is one of the free data in the formulation introduced in section 2.1 while \( q \) is one of the unknowns. We modify equations (2.16)–(2.18) by introducing a new free data field \( R \) such that

\[
\kappa = R q
\]  

(B.1)

where \( q \) continues to be an unknown. The equations obtained from equations (2.16)–(2.18) by replacing all instances of \( \kappa \) with \( R q \) are
where, \( F \) takes the same form as in equation (2.20) and \( E \) becomes

\[
E = \left( 2R - 2p^c p_C - Q_{CS} Q^{CS} + \left( 2R + \frac{1}{2} \right) q^2 \right). \tag{B.5}
\]

We refer to these equations as the modified parabolic–hyperbolic system while equations (2.16)–(2.18) is often labelled as the original parabolic–hyperbolic system.

While equation (B.1) looks like a minor modification, it has dramatic consequences for the asymptotics of the solutions [19] because of the different way the free data for these equations are specified, see below. First observe that this modification has changed some of the principal part of the system. While the principal part of equation (B.2) is unchanged (and is therefore parabolic provided equation (2.21) holds as before), the subsystem equations (B.3) and (B.4) turns out to be symmetrisable hyperbolic with symmetrizer

\[
\left( \begin{array}{cc}
\frac{1}{2} + R & 0 \\
0 & h^{AB}
\end{array} \right)
\]

provided

\[
\frac{1}{2} + R > 0, \tag{B.7}
\]

where \( h^{AB} \) is the intrinsic inverse of \( h_{AB} \). We refer to equation (B.7) as the hyperbolicity condition. It therefore turns out that equations (B.2)–(B.4) is parabolic–hyperbolic provided equations (2.21) and (B.7) hold.

The structure of these equations suggest to group the various fields as follows:

- **Free data:** the fields \( B_A, Q_{AB}, h_{AB} \) and \( R \) are free data everywhere on \( \Sigma \).
- **Unknowns:** the fields \( A, q \) and \( p_C \) are the unknowns.
- **Cauchy data:** the initial values of the fields \( A, q \) and \( p_C \) on some \( \rho = \rho_0 \)-surface is the Cauchy data.

It is important to notice that similar to Rácz’s ‘original’ parabolic–hyperbolic system equations (2.16)–(2.18), the PDE conditions equations (2.21) and (B.7) are properties of the free data alone and can therefore be verified before solutions are constructed. In particular, if these conditions for the free data are met, the Cauchy problem in the increasing \( \rho \)-direction is well-posed. We briefly comment on the claim in [20] that it is sufficient to interpret our modified formulation equations (B.2)–(B.4) of the vacuum constraints (introduced in [19]) as the special case of Rácz’s ‘original’ formulation equations (2.16)–(2.18) where the free field \( \kappa \) is chosen to be determined by equation (B.1) in terms of some given field \( R \) and the unknown
`'on the fly' at each time step of the evolution; see section 4.3.1 in [20]. While this claim is evident on the one hand (because both the modified and the original formulations represent the same Einstein vacuum constraints), it may also be misleading. The reason is that this point of view neglects the significant role played by the new hyperbolicity condition equation (B.7) implied by the new principal part of the resulting PDEs. Indeed it is possible to construct numerical examples which do not converge when equation (B.7) is violated.

**B.1.2. An algebraic–hyperbolic formulation of the constraints.** We end this subsection by discussing Rácz’s algebraic–hyperbolic formulation of the constraints [13]. Based on the same $2 + 1$-framework discussed in section 2.1, we now write the Hamiltonian constraint as the following algebraic equation to determine the quantity $\kappa$

$$\kappa = \frac{1}{2q} \left( -\frac{3}{3} R + Q^{AB} Q_{AB} - \frac{1}{2} q^2 + 2 p_c p^c \right), \quad (B.8)$$

instead of as the PDE (2.16) to determine $A$. To this end we consider $A$ as a free field now (as opposed to the unknown in Rácz’s parabolic–hyperbolic formulation), while $\kappa$ is now determined algebraically from the other fields by equation (B.8) (and is therefore not anymore interpreted as the free field of Rácz’s parabolic–hyperbolic formulation). The equations resulting from this are

$$L_p p_c - B^A D_A p_c + \frac{A \kappa}{q} D_c q - \frac{2A}{q} p_A D_c p^A = p_A D_B B^A + \kappa p_c + \kappa q C A - Q^A D_A A - \frac{1}{2} q D_c A - A D_A Q^A_c + \frac{A}{2q} D_c (-\frac{3}{3} R + Q_{AB} Q^{AB}), \quad (B.9)$$

$$L_p q - B^A D_A q - A D_A p^A = -k^{AB} Q_{AB} + \frac{1}{2} q \kappa - k \kappa + 2 p_c D^c A, \quad (B.10)$$

where $\frac{3}{3} R$ is given by equation (2.12) and $\kappa$ by equation (B.8). We refer to this as the algebraic–hyperbolic formulation of the Einstein vacuum constraints.

According to [11], the system equations (B.8)–(B.10) is symmetrisable hyperbolic with symmetriser

$$\left( \begin{array}{cc} -\frac{\kappa}{q} & 0 \\ 0 & h^{AB} \end{array} \right) \quad (B.11)$$

provided

$$\kappa q < 0. \quad (B.12)$$

We refer to equation (B.12) as the algebraic–hyperbolicity condition. This should not be confused with the hyperbolicity condition equation (B.7) associated with our modified parabolic–hyperbolic system in appendix B.1.1.

All of this suggests to group the $(2 + 1)$-fields in the following way for this formulation:

**Free data:** the fields $B_A, Q_{AB}, h_{AB}$ and $A$ are the free data everywhere on $\Sigma$. 
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**Unknowns**: the quantities $q$ and $p_A$ are considered as the unknowns.

**Cauchy data**: the initial values of the fields $q$ and $p_A$ on some $\rho = \rho_0$-surface is the Cauchy data.

It follows that for arbitrary free data and Cauchy data, for which the algebraic–hyperbolicity condition equation \((B.12)\) holds on the initial leaf $\rho = \rho_0$, equations \((B.8)–(B.10)\) is a hyperbolic system, and, the Cauchy problem (in both the increasing and decreasing $\rho$-directions) is well-posed. Note, however that the algebraic–hyperbolicity condition equation \((B.12)\) is not just a property of the free data. Due to its depends on the unknowns, it is possible to fail during the evolution even if it holds initially.

**B.2. Remarks about other evolutionary formulations of the constraints**

Given the results of sections 3.2.1 and 3.2.2 it is natural to wonder whether or not is possible to construct asymptotically hyperboloidal initial data sets using the other evolutionary formulations of the constraints (discussed in appendix B.1). This is exactly the issue that we address in the present subsection. In particular, we provide some evidence that the two evolutionary formulations presented in appendix B.1 are not well suited to the construction of asymptotically hyperboloidal initial data sets.

**B.2.1. Algebraic–hyperbolic formulation.** We first discuss the algebraic–hyperbolic formulation, introduced in appendix B.1.2. Suppose that we had constructed a solution of the algebraic–hyperbolic constraints equations \((B.8)–(B.10)\) that is asymptotically hyperboloidal in accordance with proposition 1. As a consequence we would have

$$\kappa q = 2(\kappa^{(0)})^2 + O\left(\frac{1}{\rho}\right). \quad \text{(B.13)}$$

It is clear then that the condition \((B.12)\) $\kappa q < 0$ would be violated for all sufficiently large $\rho$. In particular, we conclude that the algebraic–hyperbolic formulation does not have a well-posed Cauchy problem near $\rho = \infty$ in the asymptotically hyperboloidal setting. This is consistent with the findings in \([30]\). We shall therefore not discuss this formulation any further.

**B.2.2. Modified parabolic–hyperbolic formulation.** Let us now consider the modified parabolic–hyperbolic formulation presented in appendix B.1.1. According to \([19]\) the fields

$$R = \frac{(2 - V)\rho \partial_{\rho} V}{4(1 - V) V}, \quad B_A = 0, \quad Q_{AB} = 0, \quad h_{AB} = \rho^2 \Omega_{AB} \quad \text{(B.14)}$$

and

$$q = \frac{2C V}{\rho \sqrt{1 - V}}, \quad A = \sqrt{\frac{(1 - V)\rho}{\rho - 2m - (\rho - 2m)V + \rho C^2 V^2}}, \quad p_A = 0, \quad \text{(B.15)}$$

constitute a spherically symmetric solution of the modified parabolic–hyperbolic system equations \((B.2)–(B.4)\), where $C$ is a free constant and $m$ is the mass.

Suppose now that we set $V = 1 - V / \rho^2$, for some constant $V > 0$. Then, the solutions equation \((B.15)\) have asymptotic radial expansions

$$A = \frac{\sqrt{V} C}{\rho^2} + O\left(\frac{1}{\rho^2}\right), \quad q = \frac{C \sqrt{V}}{\rho^2} - \frac{\sqrt{C}}{\rho^2}, \quad \kappa = \frac{\sqrt{V}}{\rho^2} + \frac{C \sqrt{V}}{2\rho^2}, \quad \text{(B.16)}$$

Instead of solving for $A$ and $q$ simultaneously, it is convenient to work with the independent variables $A$ and $q$. After some algebra, the equations \((B.2)–(B.4)\) become

$$R = \frac{(2 - V)\rho \partial_{\rho} V}{4(1 - V) V}, \quad B_A = 0, \quad Q_{AB} = 0, \quad h_{AB} = \rho^2 \Omega_{AB} \quad \text{(B.14)}$$

and

$$q = \frac{2C V}{\rho \sqrt{1 - V}}, \quad A = \sqrt{\frac{(1 - V)\rho}{\rho - 2m - (\rho - 2m)V + \rho C^2 V^2}}, \quad p_A = 0, \quad \text{(B.15)}$$

constitute a spherically symmetric solution of the modified parabolic–hyperbolic system equations \((B.2)–(B.4)\), where $C$ is a free constant and $m$ is the mass.

Suppose now that we set $V = 1 - V / \rho^2$, for some constant $V > 0$. Then, the solutions equation \((B.15)\) have asymptotic radial expansions

$$A = \frac{\sqrt{V} C}{\rho^2} + O\left(\frac{1}{\rho^2}\right), \quad q = \frac{C \sqrt{V}}{\rho^2} - \frac{\sqrt{C}}{\rho^2}, \quad \kappa = \frac{\sqrt{V}}{\rho^2} + \frac{C \sqrt{V}}{2\rho^2}, \quad \text{(B.16)}$$

Instead of solving for $A$ and $q$ simultaneously, it is convenient to work with the independent variables $A$ and $q$. After some algebra, the equations \((B.2)–(B.4)\) become

$$R = \frac{(2 - V)\rho \partial_{\rho} V}{4(1 - V) V}, \quad B_A = 0, \quad Q_{AB} = 0, \quad h_{AB} = \rho^2 \Omega_{AB} \quad \text{(B.14)}$$

and

$$q = \frac{2C V}{\rho \sqrt{1 - V}}, \quad A = \sqrt{\frac{(1 - V)\rho}{\rho - 2m - (\rho - 2m)V + \rho C^2 V^2}}, \quad p_A = 0, \quad \text{(B.15)}$$

constitute a spherically symmetric solution of the modified parabolic–hyperbolic system equations \((B.2)–(B.4)\), where $C$ is a free constant and $m$ is the mass.

Suppose now that we set $V = 1 - V / \rho^2$, for some constant $V > 0$. Then, the solutions equation \((B.15)\) have asymptotic radial expansions

$$A = \frac{\sqrt{V} C}{\rho^2} + O\left(\frac{1}{\rho^2}\right), \quad q = \frac{C \sqrt{V}}{\rho^2} - \frac{\sqrt{C}}{\rho^2}, \quad \kappa = \frac{\sqrt{V}}{\rho^2} + \frac{C \sqrt{V}}{2\rho^2}, \quad \text{(B.16)}$$
and equation (B.14) gives
\[ R = \frac{\rho^2 + V}{2\rho^3 - 2V} \Rightarrow \frac{1}{2} + R = \frac{\rho^2}{\rho^3 - V}. \tag{B.17} \]

It is a consequence of proposition 1 the associated initial data set is therefore asymptotically hyperboloidal.

An interesting particular solution is now obtained by setting the Cauchy data equal to the values of the background data set at \( \rho = \rho_0 \). A straightforward calculation shows that the parameter values \( C \) and \( m \) corresponding to this particular solution of the vacuum constraints are
\[ C = 1, \quad m = \frac{1}{2} \left( \frac{V - \rho_0^2}{\rho_0} \right). \tag{B.18} \]

We conclude that if the vacuum initial data set resulting from this is supposed to have a non-negative Bondi mass, we must pick \( V - \rho_0^2 \geq 0 \). However, if this is true then, from equation (B.17), we get \( 1/2 + R < 0 \) (at \( \rho = \rho_0 \)) and hence we conclude that the hyperbolicity condition equation (B.7) is violated. Again we conclude that the modified parabolic–hyperbolic formulation does in general not have well-posed Cauchy problem in the asymptotically hyperboloidal setting. For this reason, we shall not discuss this formulation any further here.
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