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Abstract

Optimal transport (OT) distances (also called Wasserstein or Earth Mover’s distances) are now routinely used to fit parametric models in data sciences. They define geometric loss functions to compare point clouds or more generally probability distributions. Their efficiency is however hindered by some lack of robustness to outliers, missing parts and sampling noise. In this paper, we develop and analyze a new class of loss functions which combine two keys ideas to cope with these two robustness issues: (i) unbalanced optimal transport which relaxes the mass conservation constraint to lower sensitivity to outliers; (ii) entropic regularization, which reduces the impact of sampling (especially in high dimension) and lends itself to fast computations using the Sinkhorn algorithm. Our first set of contributions is the study of this new loss function, the so-called unbalanced Sinkhorn divergence, and we prove it is convex, positive, definite, and metrizes the convergence in law. Our second set of contributions is the analysis of the associated Sinkhorn’s algorithm, and we show its linear convergence for a wide set of unbalanced settings. We provide numerical experiments for gradient flows and 3D scene flow estimation, showcasing the impact of this gain of robustness for applications to shape registration.

1 Introduction

Many problems in imaging and learning boil down to minimizing some loss function between two positive measures \( \alpha \) and \( \beta \). Typically \( \alpha \) can thought as a deformable template while \( \beta \) is some fixed dataset which in practice is a discrete measure (supported on a point cloud). Designing this loss function is thus of major importance. It should be robust to various sources of errors such as modeling errors, outliers, occlusions and sampling noise. Optimal Transport (OT) approaches have emerged as a general machinery to design such loss functions which leverage some underlying ground distance (or cost) \( C(x, y) \) between the points. The focus of this paper is to detail a family of loss functions built on top of OT, which integrates entropic regularization and unbalanced OT, and enjoys favorable theoretical and computational properties.

Csiszár \( \varphi \)-divergences Arguably the simplest loss functions between measures operate pointwise comparison between the distributions. They are central in our work, since we use them to cope with outliers and missing data in the so-called unbalanced OT approaches. Informally, these Csiszár \( \varphi \)-divergences [Csi67] are computed by measuring how much the relative density \( \frac{d\alpha}{d\beta} \) is close to 1. Considering data defined on a space \( \mathcal{X} \), and writing the set of positive measures \( \mathcal{M}^+(\mathcal{X}) \), this ratio is defined using the Radon-Nikodym-Lebesgue decomposition, denoted \( \alpha = \frac{d\alpha}{d\beta} \beta + \alpha \perp \) for any \( (\alpha, \beta) \in \mathcal{M}^+(\mathcal{X}) \). We penalize the ratio with an entropy function \( \varphi : (0, \infty) \to [0, \infty) \) which is assumed to be convex, positive, lower-semi-continuous and such that \( \varphi(1) = 0 \). The Csiszár divergence is defined as

\[
D_\varphi(\alpha|\beta) \overset{\text{def}}{=} \int_\mathcal{X} \varphi \left( \frac{d\alpha}{d\beta}(x) \right) d\beta(x) + \varphi_\infty' \int_\mathcal{X} d\alpha \perp (x), \quad (1)
\]

where \( \varphi_\infty' = \lim_{x \to \infty} \frac{\varphi(x)}{x} \) is called the recession constant. The entropy is extended on \( \mathbb{R} \) by setting \( \varphi(x) = +\infty \) for any \( x < 0 \). Popular instances are the Total Variation divergence (TV) when \( \varphi(x) = |x-1| \) and the Kullback-Leibler divergence (KL\((\alpha|\beta)\) \( \overset{\text{def}}{=} \int \log \left( \frac{d\alpha}{d\beta} \right) d\alpha - \int d\alpha \log \frac{d\alpha}{d\beta} ) \)
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when $\varphi(x) = x \log x - x + 1$. With KL one has $\varphi_\infty = +\infty$, which has a finite value if and only if the supports satisfy $\text{spt}(\alpha) \subset \text{spt}(\beta)$. For discrete distributions defined on the same grid of $N$ points, these divergences are computed in $O(N)$ operations. The downside is however that they do not take into account the geometry of the underlying spaces. They are thus not consistent with respect to translation of the points. To be more precise, this means that they do not metrize the weak* convergence (denoted $\alpha_n \rightharpoonup \alpha$, which means, on compact spaces, that for any continuous function $f$, $\int f \alpha_n \rightharpoonup \int f \alpha$). There are sequences such that $\alpha_n \rightharpoonup \beta$, but $D_{\varphi}(\alpha_n, \beta) \rightharpoonup 0$. A striking example is when supports are disjoint. Take $x_n \to x$ with $x_n \neq x$, so that $\delta_{x_n} \to \delta_x$, one has $\text{TV}(\delta_{x_n}, \delta_x) = 2$ and $\text{KL}(\delta_{x_n}, \delta_x) = +\infty$.

Kernel norms A natural way to cure this lack of smoothness of these $\varphi$-divergences is to consider kernel norms, also called Maximum Mean Discrepancies [GBR+06]. They integrate a spatial similarity measure $k : X^2 \to \mathbb{R}$, called a kernel, and are defined as $\|\alpha - \beta\|_k^2 \overset{\text{def.}}{=} \int_{x,y} k(x, y) d\alpha(x) d\beta(y)$ where $\xi = \alpha - \beta$. This definition requires the kernel to be positive, so that $\|\xi\|_k^2$ is indeed a positive quantity for any measure $\xi$. Assuming the kernel $k$ is universal (i.e. functions $x \mapsto k(x,y)$ are dense), then, on sharp contrast to $\varphi$-divergences, $\|\cdot\|_k$ metrizes the weak* topology [GBR+12]. It holds for instance in $X = \mathbb{R}^d$ endowed with the Euclidean norm $\|\cdot\|$ and $k(x,y) = e^{-\|x-y\|^2/(2\sigma^2)}$ ($\sigma > 0$ encoding the bandwidth of the kernel). Another example is the energy distance kernel, $k(x,y) = -\|x-y\|_2^2$ in which case the kernel is only conditionally positive and the resulting norm only metrizes the space of probability measures. A chief advantage of these norms with respect to OT methods detailed below is that they are computed in $O(N^2)$ operations for discrete measures with $N$ points. They are however quite uninformative when comparing far away distributions. For instance, when $k(x,y) = e^{-\|x-y\|^2/(2\sigma^2)}$, one has $\|\delta_x - \delta_y\|_k^2 = 2(1 - e^{-\|x-y\|^2/(2\sigma^2)})$, whose gradient w.r.t. $x$ quickly vanishes as $x - y$ increases.

Optimal Transport Distance Optimal transport avoids the global integration operated by kernel norms by rather seeking a sparse assignment between points. This leads to a better behavior of the loss when the supports are far away, at the price of an expensive optimization problem. For some ground cost $C : X^2 \to \mathbb{R}$ and two probability measures $(\alpha, \beta)$, it reads

$$
\text{OT}(\alpha, \beta) \overset{\text{def.}}{=} \min_{\tau \in \mathcal{M}_+(X^2)} \int_{x,y} C(x,y) d\tau(x,y) \\
\text{s.t. } \tau_1 \overset{\text{def.}}{=} \int_y x \in X d\tau(x,y) = \alpha, \tau_2 \overset{\text{def.}}{=} \int_x \int y \in X d\tau(x,y) = \beta.
$$

The optimization variable is a transport plan $\tau$ satisfying the so-called marginal constraints, i.e. $(\tau_1, \tau_2)$ should match the input probability distributions. When $(X, d_X)$ is a metric space and $C = d_X^p$ with $p \geq 1$, $\text{OT}^{1/p}$ is called the Wasserstein-$p$ distance, and on compact spaces it metrizes the weak* convergence [Sim15]. One has in this case $\text{OT}^{1/p}(\delta_x, \delta_y) = d_X(x,y)$ which supports its favorable behavior even for far away distributions.

There are however many challenges that undermine its applicability, which we aim at lifting by combining several existing approaches in a coherent framework. The first one is both computational and statistical: computing exactly $\text{OT}(\alpha, \beta)$ for discrete distribution with $N$ points requires $O(N^3 \log N)$ operation. Furthermore, in $X = \mathbb{R}^d$, the error $\text{OT}(\alpha_N, \beta_N) - \text{OT}(\alpha, \beta)$ made when considering $N$ discrete samples drawn some (unknown) distributions $(\alpha, \beta)$ is typically of the order of $1/N^{d/4}$ [BGN09, WBB17]. This is in sharp contrast with kernel norms, which can be computed in $O(N^2)$ operations and whose sampling error decay like $1/\sqrt{N}$. A popular approach to avoid these issues is to introduce entropic regularization, using Sinkhorn’s algorithm, which is also a way to interoperate between OT and kernel norms [FCVP17]. The second source of difficulties is the lack of robustness of OT to outliers and missing data. This can be alleviated by considering unbalanced OT [LMS15], which replaces the exact mass conservation constraint by a soft penalty. In this paper, we bring together these two streams of ideas and define unbalanced Sinkhorn divergences.

Unbalanced and entropic OT Unbalanced OT consists in relaxing the constraints $(\tau_1 = \alpha, \tau_2 = \beta)$ which enforces mass conservation (because it imposes $\int d\alpha = \int d\beta$). Following [LMS15], it uses a soft penalty $D_{\varphi}(\tau_1|\alpha) + D_{\varphi}(\tau_2|\beta)$, so that in general $(\tau_1, \tau_2) \neq (\alpha, \beta)$. This combination of transportation with mass creation/destruction increase the robustness of the optimal transport plan to outliers [MGS+21, PSFC21]. We focus on the unbalanced OT formulation called ‘static’. There exists another formulation called ‘dynamic’ [LMS15, CPSV15, KMV+16, CDM17]. Unbalanced OT proved to be successful in biology [ST+17, YU18].

Unbalanced OT combines nicely with entropic regularization, and consists in adding a term $\epsilon \text{KL}(\pi|\alpha \otimes \beta)$ into Equation (2). The resulting optimization problem is strictly convex and can be solved using the popular Sinkhorn algorithm [Sim64]. This leads to a highly parallelizable
computation scheme which streams well on GPUs [Cot17]. The combination of unbalanced OT and entropic regularization reads, for any $\varepsilon > 0$,

$$\text{OT}_\varepsilon(\alpha, \beta) \triangleq \inf_{\pi \in \mathcal{M}^+(\mathcal{X} \times \mathcal{X})} \int_{\mathcal{X}^2} C d\pi + D_\varphi(\pi_1 | \alpha) + D_\varphi(\pi_2 | \beta) + \varepsilon \text{KL}(\pi | \alpha \otimes \beta). \quad (3)$$

This formulation was first proposed in [CPSV18] with a generalized Sinkhorn algorithm to solve this approximation of unbalanced OT. However, the convergence is only known for $D_\varphi = \text{KL}$, and is not proved when $(\alpha, \beta)$ are not discrete measures. One retrieves balanced OT as a particular instance of this formulation when using $\varphi = \iota_1 + 0$ and $+\infty$ otherwise. Popular choices are $D_\varphi = \text{TV}$ or KL (see Section 2 for details). We thus use the same notation $\text{OT}_\varepsilon$ to emphasize those examples are instances of the same framework. Concerning statistical complexity, entropic regularization transfers the curse of dimensionality into the constants. It scales for balanced OT as $|\text{OT}_\varepsilon(\alpha_N, \beta_N) - \text{OT}_\varepsilon(\alpha, \beta)| = O(\varepsilon^{-d/2}n^{-1/2})$ for compact measures [GCB+19]. It can be refined for $C = \|\cdot\|^2$ with subgaussian measures [MW19].

**Unbalanced Sinkhorn divergence** While using $\text{OT}_\varepsilon(\alpha, \beta)$ enjoys favorable computational property, especially in high dimension, it suffers from a strong bias as $\varepsilon$ becomes larger. More precisely, $\text{OT}_\varepsilon(\alpha, \beta)$ is not a distance in particular $\text{OT}_\varepsilon(\alpha, \alpha) > 0$. We show in Section 5.3 that when $\varepsilon \to +\infty$, then $\alpha$ minimizing $\text{OT}_\varepsilon(\alpha, \beta)$ degenerates to a Dirac mass when $\varepsilon \to +\infty$. In the balanced case, this entropic bias has been studied in details and removed by considering debiased formulation [HCG20]. This idea was suggested in [RTC17, GPC18, SZRM18] for balanced OT for statistical testing and generative learning. An important contribution of our work is to extend this idea to the unbalanced OT setting. We introduce the unbalanced Sinkhorn divergence as

$$S_\varepsilon(\alpha, \beta) \triangleq \text{OT}_\varepsilon(\alpha, \beta) - \frac{1}{\varepsilon} \text{OT}_\varepsilon(\alpha, \alpha) - \frac{1}{\varepsilon} \text{OT}_\varepsilon(\beta, \beta) + \frac{\varepsilon}{2} (m(\alpha) - m(\beta))^2,$$

where $m(\alpha) = \int_x \alpha(x) dx \geq 0$ is the total mass of $\alpha$. When $m(\alpha) = m(\beta)$, one recovers the previously proposed formulations, which has been studied theoretically in [FSV+19], where it was shown to be convex, positive, definite, and to metrize the convergence in law. Our contributions include the extension of these results to the general case of unbalanced OT.

**Contributions** Our contributions are the following:

- In Section 2 we show new theoretical results on the unbalanced Sinkhorn algorithm initially derived in [CPSV18]. This includes a proof of linear convergence of this algorithm for general measures (not only discrete) and a general class of divergences $D_\varphi$. This is made possible thanks to a new formulation of the algorithm.
- Section 4 dwells into the continuity and differentiability properties of $\text{OT}_\varepsilon$ and $S_\varepsilon$ w.r.t. weak* topology.
- In Section 4 we prove the main theoretical results of the paper. Theorem 5 shows that $S_\varepsilon$ is a convex, positive, definite loss on $\mathcal{M}^+(\mathcal{X})$. Theorem 6 states that it metrizes the weak* convergence when $D_\varphi = \text{KL}$ and TV.
- In Section 5 we extend the results of [GCB+19] on statistical complexity of $\text{OT}_\varepsilon$ to the unbalanced setting. More precisely, we show the error rate $|\text{OT}_\varepsilon(\alpha_N, \beta_N) - \text{OT}_\varepsilon(\alpha, \beta)| = O(\varepsilon^{-d/2}n^{-1/2})$ remains true.
- Section 6 focuses on discrete measures and describes how the Sinkhorn algorithm and divergence are implemented. Section 7 provides numerical illustrations to showcase the robustness properties of this new loss function. We display gradient flows with synthetic data and a detailed quantitative analysis for optical flow estimation on real data.

**Notations** Here $(\mathcal{X}, d_\mathcal{X})$ represents a metric space assumed to be compact. We define $(\mathcal{C}(\mathcal{X}), \|\cdot\|_\infty)$ as the space of continuous functions $f : \mathcal{X} \to \mathbb{R}$ endowed with the sup-norm

$$\|f\|_\infty \triangleq \max_{x \in \mathcal{X}} |f(x)|.$$ We note the space of positive Radon measures as $\mathcal{M}^+(\mathcal{X})$. It is in duality with $(\mathcal{C}(\mathcal{X}), \|\cdot\|_\infty)$ and is endowed with the weak* topology. We define it as $\alpha_n \to \alpha \iff \forall f \in \mathcal{C}(\mathcal{X}), \int_\mathcal{X} f d\alpha_n \to \int_\mathcal{X} f d\alpha$. We note $\mathcal{M}^+_\mathbb{R}(\mathcal{X})$ the space of probabilities, and $\mathcal{M}^{++}(\mathcal{X}) \triangleq \mathcal{M}^+(\mathcal{X}) \setminus \{0\}$. For the sake of concision we replace integrals by the duality pairing $(\alpha, f) \triangleq \int_\mathcal{X} f d\alpha = E_\alpha[f]$. We define the tensor product of measures as $(\alpha \otimes \beta)(x, y) \triangleq \alpha(x)\beta(y)$ and the tensor sum of functions as $(f \otimes g)(x, y) \triangleq f(x) + g(y)$. A kernel $k : \mathcal{X}^2 \to \mathbb{R}$ is called positive if for any signed measure $\alpha$, $\|\alpha\|^2_k \triangleq (\alpha \otimes \alpha, k) = \int_{\mathcal{X}^2} k(x, y) d\alpha(x) d\alpha(y) \geq 0$. For discrete measures $\alpha = \sum_i \alpha_i \delta_{x_i}$, it means that the matrix $K = (k(x_i, y_j))_{i,j}$ is positive. We assume kernels are continuous in this paper. A kernel is called universal if the set of functions $\{x \mapsto k(x, y) : y \in \mathcal{X}\}$ is dense in $\mathcal{C}(\mathcal{X})$. We also define the convolution with a measure $k * \alpha$ as the continuous function $x \mapsto \int_{\mathcal{X}} k(x, y) d\alpha(y)$. 
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Concerning the cost $C$ appearing in Program (3), we assume it is symmetric and continuous. We also assume it is $\gamma$-Lipschitz in the sense that for any $(x,y) \in X$, $\|C(x,.) - C(y,.)\|_{\infty} \leq \gamma d_X(x,y)$. Finally, we define the diameter of a set $A$ as $\text{diam}(A) \overset{\text{def.}}{=} \sup_{(x,y) \in A^2} d_X(x,y)$. The diameter of a measure is the diameter of its support.

## 2 Background on Csiszár-divergences, Softmin and anisotropic proximity operators

We present in this section concepts and properties required to study OT, $S_\alpha$, and the Sinkhorn algorithm. We start with general properties of Csiszár divergences $D_{\varphi}$, then focus on two operators called Softmin and anisotropic proximity operator involved in the analysis of Sinkhorn algorithm.

### 2.1 Csiszár divergences

We recall that entropy functions and Csiszár divergences are defined in the introduction (see Equation 1). Some of their main properties are detailed below:

**Proposition 1.** \textbf{[LMS15, Corollary (2.9)]} For any entropy function $\varphi$, the divergence $(\alpha, \beta) \mapsto D_{\varphi}(\alpha|\beta)$ is positive, jointly convex, 1-homogeneous and weak$^*$ lower semicontinuous in $(\alpha, \beta)$.

The Legendre conjugate $\varphi^* : \mathbb{R} \mapsto \mathbb{R}$ of an entropy function $\varphi$ is defined as $\varphi^*(q) \overset{\text{def.}}{=} \sup_{\rho \geq 0} pq - \varphi(p)$. The function $\varphi^*$ appears in the dual formulation of OT, and has the following properties.

**Proposition 2 (Properties of the entropy conjugate $\varphi^*$).** For any entropy function $\varphi$,

1. One has $\partial \varphi^* \subset \mathbb{R}_+$, i.e. $\varphi^*$ is non-decreasing.
2. The domain of $\varphi^*$ is $(-\infty, \varphi^*_\infty)$.
3. One has $\lim_{q \to -\infty} \varphi^*(q) = -\varphi(0)$ and $\lim_{q \to +\infty} \varphi^*(q) = +\infty$.

**Proof.** Take $q \leq q'$. Because $\text{dom}(\varphi) \subset \mathbb{R}_+$, for any $x \in \text{dom}(\varphi)$ one has $xq - \varphi(x) \leq xq' - \varphi(x)$. Taking the supremum in $x$ gives $\varphi^*(q) \leq \varphi^*(q')$. Since $\varphi^*$ is convex and non-decreasing we get $\partial \varphi^* \subset \mathbb{R}_+$.

Assume $\varphi^\prime_\infty < \infty$ and take $q > \varphi^*_\infty$, $p > 0$. Then one has $\lim_{p \to +\infty} p(q - \varphi(p)) = +\infty$, i.e. $q \not\in \text{dom}(\varphi^*)$. If $\varphi^*_\infty = \infty$ then for any $q \in \mathbb{R}$ $pq - \varphi(p)$ goes to $-\infty$ when $p \to +\infty$, which gives coercivity in $p$ and guarantees that $\varphi^*(q)$ is finite, i.e. $q \in \text{dom}(\varphi^*)$.

By definition one has $\varphi^*(q) \geq -\varphi(0)$. When $q \to -\infty$, if $p > 0$ then $pq - \varphi(p) \to -\infty$. Thus we necessarily have $p = 0$ and in that case it gives $\lim_{q \to +\infty} \varphi^*(q) = -\varphi(0)$. When $q \to +\infty$, because $\varphi$ is an entropy function, we have that $\varphi^*(q) \geq q1 - \varphi(1) = q$, which gives that $\lim_{q \to +\infty} \varphi^*(q) = +\infty$.

**Remark 1.** For unbalanced OT, one can add a parameter $\rho > 0$ so as to tune the strength of the mass conservation, and use $D_{\varphi\rho} = \rho D_{\varphi}$. Note that $(\rho\varphi)^*(q) = \rho \varphi^*(q/\rho)$. One retrieves balanced OT when $\rho \to 0$ (provided $\varphi^{-1}(\{0\}) = \{1\}$).

### 2.2 Softmin operator

The Softmin operator is a smoothed version of the minimum operator.

**Definition 1** (Softmin operator). For any $\alpha \in \mathcal{M}^+(\mathcal{X})$ and $\varepsilon > 0$, the Softmin operator $\text{Smin}_\varepsilon^\alpha$ is such that for any $f \in C(X)$

$$\text{Smin}_\varepsilon^\alpha(f) \overset{\text{def.}}{=} -\varepsilon \log(\alpha, \exp(-f/\varepsilon)).$$

We detail some properties of this operator: these are helpful to get insights on its behaviour and are used extensively in subsequent proofs.

**Proposition 3** (Properties of the Softmin operator). For any $\varepsilon > 0$, Softmin is continuous w.r.t inputs $(\alpha, f)$. It interpolates between a minimum operator and a sum, it is order preserving, and it is translation invariant. Those properties respectively read

$$\begin{align*}
(\alpha_n \to \alpha \text{ and } f_n \overset{1}{\rightharpoonup} f) \implies \text{Smin}_\varepsilon^{\alpha_n}(f_n) \to \text{Smin}_\varepsilon^\alpha(f),
\forall \alpha \in \mathcal{M}_+^+(\mathcal{X}), (\alpha, f) \overset{\varepsilon \to +\infty}{\rightharpoonup} \text{Smin}_\varepsilon^\alpha(f) \overset{\varepsilon \to 0}{\rightharpoonup} \min_{x \in \text{supp}(\alpha)} f(x),
\forall (f, g) \in C(\mathcal{X}), f \leq g \implies \text{Smin}_\varepsilon^\alpha(f) \leq \text{Smin}_\varepsilon^\alpha(g),
\forall K \in \mathbb{R}, \text{Smin}_\varepsilon^\alpha(f + K) = \text{Smin}_\varepsilon^\alpha(f) + K.
\end{align*}$$
We now mention some regularity properties of the Softmin.

**Lemma 1** (The Softmin operator is non-expansive). For any $\alpha \in \mathcal{M}^+(\mathcal{X})$, the Softmin is 1-Lipschitz. It is a non-expansive operator, with

$$\forall (f, g) \in \mathcal{C}(\mathcal{X}), \quad |\text{Smin}_\alpha^\varepsilon (f) - \text{Smin}_\alpha^\varepsilon (g)| \leq \|f - g\|_\infty.$$  

**Proof.** Write $u_t = t(g - f) + f$ for $t \in [0, 1]$. The function $u_t$ is $\alpha$-measurable on a compact set, thus the function $t \mapsto \text{Smin}_\alpha^\varepsilon (u_t)$ is differentiable. It gives

$$|\text{Smin}_\alpha^\varepsilon (g) - \text{Smin}_\alpha^\varepsilon (f)| = \left| \int_0^1 \frac{d}{dt}\text{Smin}_\alpha^\varepsilon (u_t)\right| dt = \left| \int_0^1 (\alpha, (g - f) - \frac{e^{u_t/\varepsilon}}{(\alpha, e^{u_t/\varepsilon})})\right| dt$$

$$\leq \int_0^1 |(\alpha, (g - f) - \frac{e^{u_t/\varepsilon}}{(\alpha, e^{u_t/\varepsilon})})| dt \leq \|g - f\|_\infty.$$  

\[\Box\]

We define two maps $\mathcal{S}_\alpha : \mathcal{C}(\mathcal{X}) \to \mathcal{C}(\mathcal{X})$ and $\mathcal{S}_\beta : \mathcal{C}(\mathcal{X}) \to \mathcal{C}(\mathcal{X})$ derived from the Softmin. For any $(f, g) \in \mathcal{C}(\mathcal{X})^2$ and $(x, y) \in \mathcal{X}^2$, the outputs $(\mathcal{S}_\alpha(f), \mathcal{S}_\beta(g))$ read

$$\mathcal{S}_\alpha(f)(y) \overset{\text{def.}}{=} \text{Smin}_\alpha^\varepsilon (C(\cdot, y) - f), \quad \text{and} \quad \mathcal{S}_\beta(g)(x) \overset{\text{def.}}{=} \text{Smin}_\beta^\varepsilon (C(x, \cdot) - g).$$

Those maps are at the heart of Sinkhorn algorithm which solves the dual of (3). We present the properties of $\mathcal{S}_\alpha(f)$ (which hold analogously for $\mathcal{S}_\beta(g)$).

**Lemma 2** (Regularity of $\mathcal{S}_\alpha(f)$). Assume $C$ is continuous on $\mathcal{X}^2$. For any $\alpha$-integrable function $f$, $\mathcal{S}_\alpha(f)$ is a continuous function. If $C$ is $\gamma$-Lipschitz in each of its inputs, then $\mathcal{S}_\alpha(f)$ is $\gamma$-Lipschitz.

**Proof.** The function $f$ is $\alpha$-integrable and $C$ is continuous on $\mathcal{X}$ compact, thus $x \mapsto C(\cdot, x)$ is uniformly bounded w.r.t. $x$. The dominated convergence theorem holds and $x \mapsto \langle \alpha, e^{\frac{f - C(\cdot, x)}{\varepsilon}} \rangle$ is continuous. Concerning the Lipschitz property, Lemma gives

$$|\text{Smin}_\alpha^\varepsilon (C(x, \cdot) - f) - \text{Smin}_\alpha^\varepsilon (C(y, \cdot) - f)| \leq \|C(x, \cdot) - C(y, \cdot)\|_\infty$$

$$\leq \gamma d_{\mathcal{X}}(x, y).$$  

\[\Box\]

### 2.3 Anisotropic proximity operator

The maps $(\mathcal{S}_\alpha, \mathcal{S}_\beta)$ suffice to define the balanced Sinkhorn algorithm. The unbalanced version also involves the anisotropic proximity operator, introduced in [CR13, Teb92]. It generalizes the usual proximal operator from Hilbert spaces to Banach spaces. We start with its definition.

**Definition 2** (Aprox operator). Let $h : \mathbb{R} \to \mathbb{R}$ be a convex function and $\varepsilon > 0$. The anisotropic proximity operator is defined as

$$\forall p \in \mathbb{R}, \quad \text{Aprox}_\varepsilon^\varphi(p) \overset{\text{def.}}{=} \arg \min_{q \in \mathbb{R}} \varepsilon \exp(\frac{p - q}{\varepsilon}) + h(q) \in \text{dom}(h) \cup \{+\infty\}. \quad (6)$$

If there exists $x \in \text{dom}(h)$ such that $\partial h(x) \subset \mathbb{R}^+_\varphi$, then for any $p \in \mathbb{R}$, $\text{Aprox}_\varepsilon^\varphi(p) < +\infty$. It holds when $h = \varphi^\varepsilon$, see Proposition.

As detailed in [CR13], a generalized Moreau decomposition connects it with a KL (Bregman) proximity operator that reads

$$\text{Aprox}_\varepsilon^\varphi(p) = p - \varepsilon \log \text{ProxDiv}_\varepsilon^\varphi(p),$$

where $\text{ProxDiv}_\varepsilon^\varphi(p) \overset{\text{def.}}{=} \arg \inf_{q \in \mathbb{R}} \varphi(q) + \text{KL}(q, \exp(\frac{p}{\varepsilon}))$.

The above $\text{ProxDiv}_\varepsilon^\varphi$ operator is used in [CPSV18] to define the Sinkhorn algorithm. We present below one advantage of $\text{Aprox}_\varepsilon^\varphi$, namely its non-expansiveness, similarly to the standard proximal operators. It is key in Section [3] to prove convergence of Sinkhorn algorithm in wide generality.

**Proposition 4** (The aprox is non-expansive). For any entropy $\varphi$, the anisotropic proximity operator is $1$–Lipschitz. For any $(p, q) \in \mathbb{R}$, one has

$$\|\text{Aprox}_\varepsilon^\varphi(p) - \text{Aprox}_\varepsilon^\varphi(q)\|_\infty \leq |p - q|.$$  

The proof relies on properties of monotone operators, and is deferred to Appendix [A]. We end with a monotonicity property on the aprox.
Proposition 5 (The aprox is non-decreasing). For any entropy \( \varphi \) with Legendre transform \( \varphi^* \), the operator \( Aprox^\varepsilon_{\varphi^*} \) is non-decreasing.

**Proof.** Assume \( \varphi^* \) is smooth, and write \( g(p) \overset{\text{def}}{=} Aprox^\varepsilon_{\varphi^*}(p) \). The implicit function theorem holds and yields differentiability of aprox. Its derivative reads \( \varphi^{**}(g(p)) = e^{-\frac{\varphi(p)}{\varepsilon}} \), which implies that \( g'(p) = \frac{\varphi^{**}(g(p)) - \varphi^{**}(g(0))}{\varepsilon} \in [0, 1] \), since \( \varphi^* \) is convex and non-decreasing (Proposition 2). We have \( \varphi^{**}, \varphi^{***} \geq 0 \).

If \( \varphi^* \) is not smooth then one can regularize it, and let the regularization go to zero. It yields a sequence of operators \( (Aprox^\varepsilon_{\varphi^*})_n \) which are non-decreasing, and that converges pointwise to \( Aprox^\varepsilon_{\varphi^*} \). Due to closedness of non-decreasing functions, the limit is also non-decreasing, hence the result.

3 The Sinkhorn algorithm and its convergence

We now present a reformulation of the Sinkhorn algorithm to the unbalanced setting, first introduced in [CPSV18]. Crucially, the novelty is the introduction of \( Aprox^\varepsilon_{\varphi^*} \), which allows to prove convergence for a variety of settings. Our general formalism allows to consider positive Radon measures. So far convergence was only proved for discrete measures when \( D_\varepsilon = \iota_{(-)} \) or \( \rho_{KL} \) via the non-linear Perron Frobenius theory [LN12]. We emphasize that our reformulation also leads to a numerically stable algorithm, see Section 6.

3.1 Sinkhorn iterations

The Sinkhorn algorithm aims at solving the dual problem of \( OT_\varepsilon(\alpha, \beta) \), which reads

\[
OT_\varepsilon(\alpha, \beta) = \sup_{(f,g)\in C(\mathcal{X})^2} \mathcal{F}(f, g),
\]

where

\[
\mathcal{F}(f, g) \overset{\text{def}}{=} -\langle \alpha, \varphi^*(-f) \rangle - \langle \beta, \varphi^*(-g) \rangle - \varepsilon \langle \alpha \otimes \beta, e^{\frac{f+g-C}{\varepsilon}} - 1 \rangle, \tag{7}
\]

and \( \varphi^* \) is the Legendre transform of \( \varphi \). This problem is equivalent to Problem \([3] \) thanks to Fenchel-Rockafellar theorem. The variables \((f, g)\) are called dual potentials. The optimal plan \( \pi \) and optimal \((f, g)\) are connected via the primal-dual optimality relation

\[
\pi(x, y) = \exp \left[ \frac{1}{\varepsilon} \left( f(x) + g(y) - C(x, y) \right) \right] \alpha(x) \beta(y) \in \mathcal{M}^+(\mathcal{X} \times \mathcal{X}). \tag{8}
\]

We present the dual optimality conditions. They involve the operators presented Section 2.

**Proposition 6** (Optimality conditions for the dual problem). The first order optimality condition of Formulation \([5] \) reads

\[
f(x) = -Aprox^\varepsilon_{\varphi^*}( -S_\varepsilon(g)(x)), \quad \alpha - a.e.
\]

\[
g(y) = -Aprox^\varepsilon_{\varphi^*}( -S_\varepsilon(f)(y)), \quad \beta - a.e., \tag{9}
\]

where \( Aprox^\varepsilon_{\varphi^*} \) is applied pointwise, and \((S_\varepsilon, S_\varepsilon)\) are defined Equation \([5] \). For the sake of brevity, we define operators \((\mathcal{A}_\varepsilon, \mathcal{A}_\varepsilon)\) outputing functions in \( C(\mathcal{X}) \) to write Equations \([5] \) as \( f = \mathcal{A}_\varepsilon S_\varepsilon(g) \) and \( g = \mathcal{A}_\varepsilon S_\varepsilon(f) \).

**Proof.** The first order conditions on \( \partial_f \mathcal{F}(f, g) \) and \( \partial_g \mathcal{F}(f, g) \) read

\[
e^{\frac{f}{\varepsilon}} \langle \beta, e^{\frac{(g-C)}{\varepsilon}} \rangle \in \partial \varphi^*(-f), \quad \alpha - a.e. \quad \text{and} \quad e^{\frac{g}{\varepsilon}} \langle \alpha, e^{\frac{(f-C)}{\varepsilon}} \rangle \in \partial \varphi^*(-g), \quad \beta - a.e. \tag{10}
\]

One has \( e^{-\text{Smin}^\varepsilon_\varepsilon (C(y, \cdot))} = \langle \beta, e^{\frac{(g-C)}{\varepsilon}} \rangle \). The optimality condition of \( Aprox^\varepsilon_{\varphi^*} \) (Equation \([3] \)) is \( e^{\frac{g}{\varepsilon}} \in \partial \varphi^*(f) \). For any \( y \in \mathcal{X} \), when \( p = -\text{Smin}^\varepsilon_\varepsilon (C(y, \cdot) - g) \) or \( p = -\text{Smin}^\varepsilon_\varepsilon (C(\cdot, y) - g) \) we retrieve Equation \([10] \) for \( q = -f \) or \( q = -g \). Hence the reformulation of Equation \([10] \) into Equation \([5] \). \( \square \)

**Remark 2.** Note that while Equations \([5] \) only need to hold \((\alpha, \beta)\)-a.e. for optimality, they are well-defined for any \((x, y)\in \mathcal{X}^2 \). It allows to extrapolate and define \((f, g)\) on the full space \( \mathcal{X} \).

One deduces Sinkhorn iterations from Proposition 6 which perform an alternate dual maximization on \( \mathcal{F}(f, g) \) by fixing one variable and optimizing the other.

**Definition 3** (Sinkhorn algorithm). Starting from some \( g_0 \in C(\mathcal{X}) \), the iterations of Sinkhorn read

\[
f_{t+1} \overset{\text{def}}{=} \arg \max_f \mathcal{F}(f, g_t) = \mathcal{A}_\varepsilon S_\varepsilon(g_t),
\]

\[
g_{t+1} \overset{\text{def}}{=} \arg \max_g \mathcal{F}(f_{t+1}, g) = \mathcal{A}_\varepsilon S_\varepsilon(f_{t+1}). \tag{11}
\]
The Aprox\(_{\varphi}^\varepsilon\) is frequently known in closed form, has a small computational cost (see Section 2), and acts pointwise on e.g. \(S_\varepsilon(f)\). Thus the time and space complexity of iterations is the same as balanced Sinkhorn, i.e. computing \((\mathcal{S}_\alpha, \mathcal{S}_\beta)\) is the bottleneck scaling as \(O(N^2)\).

We end this section with a proof that a pair of potentials is optimal if and only if it is a fixed point of the Sinkhorn algorithm.

**Proposition 7** (Link between the Sinkhorn algorithm and the unbalanced OT\(_\varepsilon\) problem). A pair of dual potentials \((f, g)\) is optimal if and only if it is a fixed point of the Sinkhorn mapping.

**Proof.** Decompose the dual functional \(\mathcal{F}\) as \(\mathcal{F}(f, g) = \mathcal{F}_1(f) + \mathcal{F}_2(g) + \mathcal{F}_3(f, g)\) where \(\mathcal{F}_1(f) = \langle \alpha, -\varphi^\varepsilon(-f) \rangle\), \(\mathcal{F}_2(f) = \langle \beta, -\varphi^\varepsilon(-g) \rangle\) and \(\mathcal{F}_3(f, g) = -\varepsilon (\alpha \otimes \beta, e^{\frac{\varepsilon}{2} \left(\frac{d}{\alpha} - \frac{1}{\beta}\right)} - 1)\). For any function \(\mathcal{G}\) one has \(\partial \mathcal{G}(f, g) \subseteq \partial \mathcal{F}_1(f, g) \times \partial \mathcal{G}(f, g)\). Nevertheless for \(\mathcal{G}(f, g) = \mathcal{F}_1(f) + \mathcal{F}_2(g)\) the inclusion of subgradients becomes an equality since it is a separable function in \((f, g)\). Furthermore, \(\mathcal{F}_3\) is a differentiable function, thus the same equality between subgradients holds. Eventually, the subgradients can be summed because \(\mathcal{F}_3\) is differentiable on \(\mathbb{R}\), thus the intersection of subgradients is non-empty, and \(\partial \mathcal{F} = \partial ((\mathcal{F}_1 + \mathcal{F}_2) + \mathcal{F}_3) = \partial \mathcal{F}_1 + \partial \mathcal{F}_2 + \partial \mathcal{F}_3 = \partial \mathcal{F} \times \partial \mathcal{F}\).

The condition \(0 \in \partial \mathcal{F}\) means that the dual variable are optimal, and \(0 \in \partial \mathcal{F} \times \partial \mathcal{F}\) that the potentials are fixed points of the Sinkhorn mapping. The equality between those two sets means that being optimal and being fixed points is equivalent. \(\square\)

### 3.2 Examples of Csiszár divergences

We present now explicit settings, and provide in each case \((\varphi, \varphi^\varepsilon, \text{Aprox}_{\varphi}^\varepsilon)\). Those settings correspond to different priors on mass variation dynamics. We provide below illustrations of Proposition 7, and the influence of \(\varphi\) on OT\(_\varepsilon\).

**Balanced OT** \((D_\varphi = \iota_{(\cdot)})\) corresponds to using \(\varphi = \iota_{(\cdot)}\), the convex indicator function which encodes the marginal constraints, i.e. \(\frac{d\alpha}{dx} = 1\) and \(\frac{d\beta}{dy} = 1\). In this case we get \(\varphi^\varepsilon(q) = q\) and \(\text{Aprox}_{\varphi}^\varepsilon(p) = p\).

**Kullback-Leibler** \((D_\varphi = \rho\text{KL})\) corresponds to \(\varphi(p) = \rho(p \log p - p + 1)\), to \(\varphi^\varepsilon(q) = \rho(\varepsilon p/p - 1)\) and \(\text{Aprox}_{\varphi}^\varepsilon(p) = (1 + \frac{\varepsilon}{p})^{-1} p\). As discussed in [LMS15], when \(\varepsilon = 0\) and \(dx\) a distance, unbalanced OT defines the Gaussian-Hellinger and the Kantorovitch-Hellinger distances on \(M^+(\lambda)\) (respectively for \(C(x, y) = d_X(x, y)^2\) and \(C(x, y) = -2 \log \cos(d_X(x, y) \wedge \pi))\).

**Range** \((D_\varphi = \text{RG}_{[a,b]}\) is defined for \(0 \leq a \leq 1 \leq b\) with \(\varphi = \iota_{(a,b)}\) and \(\varphi^\varepsilon(q) = \max(aq, bq)\). The proximal operator is

\[
\text{Aprox}_{\varphi}^\varepsilon(p) = \text{Soft-Threshold}_{\varepsilon \log b, \varepsilon \log a}(p) = \begin{cases} p - \varepsilon \log a & \text{if } p - \varepsilon \log a < 0, \\ p - \varepsilon \log b & \text{if } p - \varepsilon \log b > 0, \\ 0 & \text{otherwise.} \end{cases}
\]

Note that in this setting the problem can be infeasible, i.e. \(\text{OT}_\varepsilon(\alpha, \beta) = +\infty\). We have \(\text{OT}_\varepsilon(\alpha, \beta) < +\infty\) if and only if \(\{ m(\alpha)a, m(\alpha)b \} \cap \{ m(\beta)a, m(\beta)b \} \neq \emptyset\).

**Proof.** Take \((\alpha, \beta)\) such that \(m(\alpha)b < m(\beta)a\). The range penalty imposes on the primal \(m(\alpha)a \leq m(\pi) \leq m(\alpha)b\) and \(m(\beta)b \leq m(\pi) \leq m(\beta)b\), which is infeasible. A similar proof holds if \(m(\beta)b < m(\alpha)a\). Conversely, take \(k \in \{ m(\alpha)a, m(\alpha)b \} \cap \{ m(\pi)a, m(\beta)b \} \neq \emptyset\). Then one can verify that \(\pi = (k/m(\alpha)m(\beta))\alpha \otimes \beta\) is a feasible plan, which guarantees that both the primal and the dual are finite. \(\square\)

**Total Variation** \((D_\varphi = \rho\text{TV})\) corresponds to \(\varphi(p) = \rho|p - 1|\) and for \(q \leq \rho\), \(\varphi^\varepsilon(q) = \max(-\rho, q)\) with \(\text{dom}(\varphi^\varepsilon) = (-\infty, \rho]\). The anisotropic operator reads

\[
\text{Aprox}_{\varphi}^\varepsilon(p) = \text{Clamp}_{[-\rho, +\rho]}(p) = \begin{cases} -\rho & \text{if } p < -\rho, \\ p & \text{if } p \in [-\rho, \rho], \\ 0 & \text{if } p > \rho. \end{cases}
\]

In this case, unbalanced OT (i.e. when \(\varepsilon = 0\)) is a Lagrangian version of partial optimal transport [Fig10], where only some fraction of the total mass is transported. When \(C\) is a distance, it is also equivalent to the flat norm (the dual norm of bounded Lipschitz functions) [Han99, Han92, SW10].
**Power entropies** divergences are parametrized by \( s \in \mathbb{R} \setminus \{0, 1\} \) and \( r \stackrel{\text{def}}{=} s/(s-1) \). When \( s < 1 \) it correspond to

\[
\varphi(p) = \frac{\rho}{s(s-1)} (p^s - s(p-1) - 1) \quad \text{and} \quad \varphi^*(q) = \frac{r}{\rho} \left( \frac{q}{r} + 1 \right)^{1/r} - \frac{1}{r}.
\]

Special cases include **Hellinger** with \( s = 1/2 \), and **Berg entropy** as the limit case \( s = 0 \), defined by \( \varphi(p) = \rho(p - 1 - \log p) \) and \( \varphi^*(q) = -\rho \log(1 - q/\rho) \) with \( \text{dom}(\varphi^*) = (-\infty, \rho) \). Kullback-Leibler is the limit \( s = 1 \). We refer to [LMS13] for more details. The following proposition summarizes important properties of this divergence needed for the analysis of Sinkhorn iterates.

**Proposition 8** (Properties of the power entropy). For any dual exponent \( r < 1 \), \( \varphi^* \) is strictly convex and \( \partial \varphi^*(x) \to 0 \) when \( x \to -\infty \). The proximal operator satisfies

\[
\text{Aprox}^*_{\varphi^*}(p) = \rho(1-r) - \varepsilon(1-r)W\left( \frac{\rho}{\varepsilon} \exp \left( \frac{-p + \rho(1-r)}{\varepsilon(1-r)} \right) \right),
\]

where \( W \) is the Lambert function, which satisfies for any \( p \in \mathbb{R}_+ \), \( W(p)e^{W(p)} = p \), see [CGF+96]. It is a non-expansive operator, and it is a contraction on compact sets.

**Proof.** The strict convexity and the limit of the gradient is immediate. For any input \( p, q = \text{Aprox}^*_{\varphi^*}(p) \) satisfies

\[
e^{-\frac{p-q}{\varepsilon}} = (1 - \frac{q}{\rho(1-r)})^{r-1} \quad \Leftrightarrow \quad \varepsilon(1-r) \log(1 - \frac{q}{\rho(1-r)}) + p - q = 0 \quad \Leftrightarrow \quad q(p) = \rho(1-r) - \varepsilon(1-r)W(\Delta(p)) \quad \text{with} \quad \Delta(p) = \frac{\varepsilon\rho - p + \rho(1-r)}{\varepsilon(1-r)}.
\]

We now show that the above mapping is indeed 1-Lipschitz. We first note that \( \frac{\text{d} \Delta}{\text{d} p} = -\frac{\Delta(p)}{(1-r)\varepsilon} \). The derivative of the Lambert function gives

\[
\frac{\text{d}q(p)}{\text{d}p} = -\varepsilon(1-r) \frac{\text{d} \Delta}{\text{d} p} \frac{\text{d}W(\Delta)}{\text{d} \Delta} = \varepsilon(1-r) \frac{\Delta W(\Delta)}{\varepsilon(1-r)} \frac{W(\Delta)}{\Delta + W(\Delta)} < 1.
\]

Because \( \Delta(p) > 0 \) we have \( W(\Delta) \geq 0 \), and \( W(\Delta) \to +\infty \) when \( p \to -\infty \). Thus \( \text{Aprox}^*_{\varphi^*} \) is 1-lipschitz and contractive when iterations are restricted to a compact set.

Note that Formula (12) enables a fast evaluation of \( \text{Aprox}^*_{\varphi^*} \). The Lambert function is computable via the cubically converging Halley’s algorithm [Al81]. It is also computable on GPU devices.

**Overview.** We give an informal interpretation of Sinkhorn iterations for different divergences based on Proposition 6 to illustrate the role of \( \text{Aprox}^*_{\varphi^*} \). Optimality conditions have a compositional structure. Operators \((S_x, S_y)\) characterize optimal balanced potentials as fixed points, and \( \text{Aprox}^*_{\varphi^*} \) updates such fixed point by saturating \((D_x = \text{TV})\) or dampening \((D_x = \text{KL})\) dual potentials, see Figure 3. It indirectly impacts the plan via Equation (8) by blocking or reducing transportation, see Figure 4.

Figure 2 displays the impact of \( \varphi \) on the optimal plan \( \pi \). Here marginals \((\pi_1, \pi_2)\) are compared to the input marginals \((\alpha, \beta)\). Informally speaking, TV has ‘sharp’ marginals, i.e. it either transport \( s.t. \pi_i(x) = \alpha(x) \) or destroys mass \( s.t. \pi_i(x) = 0 \). Marginals with KL are ‘smooth’ in the sense that it progressively transitions between transportation and destruction as \( C(x, y) \) increases. Marginals for \( \text{RG}_{\alpha,\beta} \) are less interpretable due to the box constraint, but we see that \( \frac{\text{d} \pi_i}{\text{d} x} \in \{a, b\} \). The result of Berg entropy is similar to KL, probably because they are both power entropies.

Figure 3 shows the impact of the parameter \( \rho \) on \((\pi_1, \pi_2)\) (see Remark 4). It illustrates that \( \rho \) acts as a characteristic radius beyond which it is preferable to destroy mass than transport it. This phenomenon is sharp in the case of TV (it is known when \( \varepsilon = 0 \) that \( \text{spt}(\pi) \subset \{(x, y), C(x, y) \leq 2\rho\} \) while there is a smooth dampening as \( C \) increases for KL.

### 3.3 Convergence analysis and compactness of potentials

For discrete measures, alternate maximization is known to converge to maximizers for smooth problems [Tse01], but convergence speeds known in the literature depend on the number of samples. Until now, there was no proof for general (continuous) measures. In this section, we work over the infinite dimensional space \( M^{+}(\mathcal{X}) \) to overcome these limitations. We prove linear convergence of the unbalanced Sinkhorn algorithm in full generality in Theorem 1 which is the main result of this section.
Figure 1: Display of the 1-Lipschitz operator $p \mapsto -\text{Aprox}_\varepsilon^\varphi(-p)$ in the six major settings of Table 1 using $\varepsilon = 1$ and $\rho = 1$.

Figure 2: Display of optimal marginals $(\pi_1, \pi_2)$ depending on $\varphi$. The inputs $(\alpha, \beta)$ are 1D. Measures $(\alpha, \beta)$ and $(\pi_1, \pi_2)$ are respectively plotted as dashed lines and filled colorings. We use a regularization $\sqrt{\varepsilon} = \sqrt{10^{-3}}$ on $[0, 1]$.

Figure 3: Display of marginals $(\pi_1, \pi_2)$ depending on parameter $\rho$. We use the same inputs $(\alpha, \beta)$ from Figure 2. First line corresponds to $\rho \text{KL}$ and the second to $\rho \text{TV}$.

| Setting        | Parameters                  | $\varphi(p)$                                      | $-\text{Aprox}_\varepsilon^\varphi(-p)$ |
|----------------|-----------------------------|---------------------------------------------------|----------------------------------------|
| Balanced       | None                        | $0$ if $p = 1$, $+\infty$ otherwise               | $p$                                     |
| Range          | $0 \leq a \leq 1 \leq b$    | $0$ if $p \in [a, b]$, $+\infty$ otherwise       | Soft-Threshold$\varepsilon \log b(p)$   |
| TV             | $\rho > 0$                  | $\rho |p - 1|$                                       | Clamp$_{-\rho, +\rho}(p)$               |
| KL             | $\rho > 0$                  | $\rho(p \log p - p + 1)$                          |                                        |
| Hellinger      | $\rho > 0$                  | $4\rho (1 + (p - 1)/2 - \sqrt{p})$               | $2\varepsilon W(\frac{\varphi}{\varepsilon \log a(p)}) - 2\rho$ |
| Berg           | $\rho > 0$                  | $\rho(p - 1 - \log p)$                           | $\varepsilon W(\frac{\varphi}{\varepsilon \log a(p)}) - \rho$ |

Table 1: Summary of the information that is required to implement the generalized Sinkhorn algorithm in six common settings.
3.3.1 General convergence result

Theorem 1 states convergence of Sinkhorn iterates, provided they remain in a compact subset of $C(X)^2$. We then prove that this compactness hypothesis holds in a variety of settings, including Section 3.2. A first setting studied in Section 3.3.3 assumes $\varphi^*$ is strictly convex, and holds in wide generality. The settings of balanced OT, TV and Range are convex but not strictly. They are treated separately in Section 3.3.4.

**Theorem 1** (The Sinkhorn algorithm solves the OT$_\varepsilon$ problem). If the cost $C$ is $\gamma$-Lipschitz, and if the dual program $(\text{7})$ can be restricted to a compact subset of $C(X)^2$, then there exists an optimal pair of dual potentials and the Sinkhorn algorithm converges towards a pair of optimal potentials. In particular we have convergence for all settings of Section 3.3.3.

Proof. Consider a sequence $(f_n, g_n)_n$ approaching $\text{OT}(\alpha, \beta) = \sup F$. Compactness in $C(X)$ allows to extract $(f_n, g_n)$ to $(f, g)$, where $(f, g) \in C(X)^2$ are optimal, i.e. $\text{OT}(\alpha, \beta) = F(f, g)$.

Now write $(f_t, g_t)$ the Sinkhorn iterates $(11)$ for some $f_0 \in C(X)$. Iterates $(f_t, g_t)$ are $\gamma$-Lipschitz (Proposition 7), thus equi-continuous on $X$. Furthermore, non-expansivity of $\mathcal{AS}$ (Propositions 1 and 4) implies $\|f_t - f\|_\infty \leq \|f_0 - f\|_\infty$. Since $f \in C(X)$ and $X$ compact, then $\|f\|_\infty < \infty$. Thus $\|f\|_\infty \leq \|f_0 - f\|_\infty + \|f\|_\infty$.

Ascoli-Arzela theorem holds and Sinkhorn iterates $(f_t, g_t)$ are a compact sequence in $C(X)$. Take any subsequence $f_{n_k} \to f_\infty$, and $\eta > 0$. There exists $k$ such that $\|f_k - f_\infty\|_\infty < \eta$. Non-expansivity of $\mathcal{AS}$ implies again that $\forall t \geq k, \|f_t - f_\infty\|_\infty \leq \|f_k - f_\infty\|_\infty < \eta$. The same fact holds for $(g_t)$. This inequality is the definition of the convergence of $(f_t)$. Thus any subsequence verifies $f_{n_k} \to f_\infty$ and then $f_t \to f_\infty$. Thus Sinkhorn iterates converge towards $(f_\infty, g_\infty)$ and are fixed point of the Sinkhorn maps. Thus they are optimal (Proposition 7).

Thanks to Lemmas 3, 4, 7, 8, we can restrict Problem (7) to a compact set, hence the convergence for all settings of Section 3.2.



Theorem 1 reduces proofs of convergence to proofs of compactness of the sequence $(f_n, g_n)$. We detail these results in Sections 3.3.3 and 3.3.4. We give before a sufficient condition of convergence when $\text{Aprox}_{\varphi^*}$ is contractive. It holds for KL and some Power entropies (see Proposition 9).

**Proposition 9.** If $\text{Aprox}_{\varphi^*}$ is a contraction on compact sets w.r.t. $\|\cdot\|_\infty$ and if $C$ is $\gamma$-Lipschitz, then the Sinkhorn algorithm converges linearly towards a unique fixed point w.r.t. $\|\cdot\|_\infty$.

Proof. The Softmin is non-expansive (Lemma 5 and Lemma 6) gives the continuity of $S_\alpha(f)$ and $S_\beta(g)$, which are bounded on compact sets. Thus composing with $\text{Aprox}_{\varphi^*}$ gives a contractive mapping with respect to $\|\cdot\|_\infty$.

**Remark 3.** A similar contraction theorem holds for balanced OT. The Birkhoff-Hopf theorem from non-linear Perron-Frobenius theory [LN13] states that $(S_\alpha, S_\beta)$ are contractive w.r.t. the Hilbert pseudo-norm.

3.3.2 Lemmas on compactness of potentials

This section reduces the proof of compactness in two parts thanks to the structure of $F(f, g)$. Lemma 3 below states $(f, g)$ are optimal up to translations $(f + \lambda, g - \lambda)$ for $\lambda \in \mathbb{R}$. This invariance allows to assume $f(x_0) = 0$ for some $x_0 \in X$, and to build a compact set in Lemma 4.

It then remains to prove that admissible translations $\lambda$ lie in a compact set, which is treated in Sections 3.3.3 and 3.3.4.

**Lemma 3** (Uniqueness of the optimal dual pair). For any $(\alpha, \beta) \in M^{++}(X)$, there is uniqueness of optimal potentials $(f, g)$ for the dual program $(\text{7})$ in the following sense: if there are two optimal solutions $(f_1, g_1)$ and $(f_2, g_2)$ then $f_1 \oplus g_1 = f_2 \oplus g_2$, $\alpha \oplus \beta$-a.e. Thus, given optimal potentials $f \oplus g$, all other optimal ones can only be $\alpha \oplus \beta$-a.e. of the form $(f + \lambda, g - \lambda)$ for some $\lambda \in \mathbb{R}$.

Proof. Write $(f_1, g_1)$ and $(f_2, g_2)$ two optimal pairs for $(\text{7})$, and define $f_t = t f_1 + (1-t) f_2$ and $g_t = t g_1 + (1-t) g_2$ with $t \in [0, 1]$. Write

$$
a_1 = \langle \alpha, -\varphi^*(-f_1) \rangle + \langle \beta, -\varphi^*(-g_1) \rangle,
$$

$$
a_2 = \langle \alpha, -t \varphi^*(-f_2) - (1-t) \varphi^*(-f_2) \rangle + \langle \beta, -t \varphi^*(-g_2) - (1-t) \varphi^*(-g_2) \rangle,
$$

$$
b_1 = -\varepsilon (\alpha \otimes \beta, e^{(f_1 \oplus g_1) - C}/s - 1),
$$

$$
b_2 = -\varepsilon (\alpha \otimes \beta, te^{(f_1 \oplus g_1) - C}/s + (1-t)e^{(f_2 \oplus g_2) - C}/s - 1).
$$

By optimality and convexity of the problem one has $a_1 + b_1 = a_2 + b_2$ as well as $a_1 \geq a_2$ and $b_1 \geq b_2$, thus necessarily $a_1 = a_2$ and $b_1 = b_2$. In particular the equality $b_1 = b_2$ is an integral against a positive measure whose integrand verifies pointwise $e^{(f_t(x) \oplus g_t(y) - C)/s - 1}$
\[ t(\lambda(x) + g(y)) + (1 - t)(\lambda(x) + g(y)) = f(x) + g(y) = f(x) + g(y) \]

We warn that not all \( \lambda \) yield an optimal pair. There exists a unique \( \lambda \) for strictly convex \( \varphi^* \), while any \( \lambda \in \mathbb{R} \) is optimal for balanced OT.

**Lemma 4 (Compact Anchoring of \((f, g)\)).** Assume \( C \) is \( \gamma \)-Lipschitz, and define \( \mathcal{P}_{\gamma} \overset{\text{def}}{=} \{(f, g) \in \mathcal{AS}_\mathcal{B}(\mathcal{C}(\mathcal{X})) \times \mathcal{AS}_\mathcal{C}(\mathcal{C}(\mathcal{X})), f(x_0) = 0, \exists M \in \mathbb{R}, \|f + g\|_\infty \leq M \text{ for some } x_0 \in \mathcal{X} \}. \) Then one can restrict the dual \((7)\) as a supremum over \( \mathcal{P}_{\gamma} + \mathbb{R} \overset{\text{def}}{=} \{(f + \lambda, g - \lambda), (f, g) \in \mathcal{P}_{\gamma}, \lambda \in \mathbb{R} \}. \) Furthermore the set \( \mathcal{P}_{\gamma} \) is relatively compact in \( \mathcal{C}(\mathcal{X}) \).

**Proof.** Optimality of \((f, g)\) is equivalent to have \((f, g) = (\mathcal{AS}_\mathcal{B}(\mathcal{C}(\mathcal{X}))) \times (\mathcal{AS}_\mathcal{C}(\mathcal{C}(\mathcal{X}))) \) (Proposition 7), hence the restriction to \( \mathcal{AS}_\mathcal{B}(\mathcal{C}(\mathcal{X})) \times \mathcal{AS}_\mathcal{C}(\mathcal{C}(\mathcal{X})) \). Such potentials are \( \gamma \)-Lipschitz (Lemma 2).

We show that in \( \mathcal{AS}_\mathcal{B}(\mathcal{C}(\mathcal{X})) \times \mathcal{AS}_\mathcal{C}(\mathcal{C}(\mathcal{X})) \), there exists \( \mathcal{M} \) s.t. \( \|f \oplus g\|_\infty \leq \mathcal{M} \). Consider a sequence \((x_n, y_n)\) such that \( \|f_n \oplus g_n\|_\infty \rightarrow +\infty \). We have \((x_n, y_n) \in \mathcal{C}(\mathcal{X}) \) with \( \mathcal{X} \) compact, thus \( \exists (x, y) \in \mathcal{X}^2, \|f_n \oplus g_n\|_\infty = (x_n, y_n) \). We have \((f_n \oplus g_n)(x_n, y_n) \rightarrow +\infty \). Since \((f_n, g_n) \) are \( \gamma \)-Lipschitz, \( \forall (x, y) \in \mathcal{X}^2, \|f_n \oplus g_n\|_\infty = (x_n, y_n) \leq 2\gamma \text{diam}(\mathcal{X}) \), thus \( \|f_n \oplus g_n\|_\infty \leq 2\gamma \text{diam}(\mathcal{X}) \). When \((x_n, y_n) \in \text{dom}(\partial \varphi)\), \( (f_n \oplus g_n)(x_n, y_n) \rightarrow +\infty \) and \( F(f_n, g_n) \rightarrow -\infty \). Similarly, if \((f_n \oplus g_n)(x_n, y_n) \rightarrow -\infty \) then \( F(f_n, g_n) \rightarrow -\infty \). Hence we have \( \|f \oplus g\|_\infty \leq \mathcal{M} \).

Assume \( \|f \oplus g\|_\infty \leq \mathcal{M} \). Potentials \((f + \lambda, g - \lambda)\) with \( \lambda \in \mathbb{R} \) have the same bound. Thus w.l.o.g. \( f(x_0) = 0 \) for some \( x_0 \in \mathcal{X} \). Since \( f \) is \( \gamma \)-Lipschitz, we have \( \|f\|_\infty \leq \gamma \text{diam}(\mathcal{X}) \) because \( f(x_0) = 0 \). Thus \( \|g\|_\infty \leq \|f\|_\infty + \|f \oplus g\|_\infty \leq \gamma \text{diam}(\mathcal{X}) + \mathcal{M} = \mathcal{M} \). Thus potentials in \( \mathcal{E} \) satisfy all properties.

In \( \mathcal{P}_{\gamma} \) potentials are uniformly equicontinuous because \( \|f\|_\infty, \|g\|_\infty \leq \mathcal{M} \). Ascoli-Arzelà theorem holds, and \( \mathcal{P}_{\gamma} \) is relatively compact in \( \mathcal{C}(\mathcal{X}) \).
approach holds for \( \partial \varphi^*(x_n) \to +\infty \). Thus \( F(f + \lambda, g - \lambda) \to -\infty \) when \( \lambda \to \pm \infty \) by taking either \( R < 0 \) or \( R > 0 \).

Note that \((R, K)\) depends continuously on \((m(\alpha), m(\beta))\). Thus, on a neighbourhood of \((\alpha, \beta)\), one still has \( R(s_1, \tilde{s}_1) > 0, R(s_2, \tilde{s}_2) < 0 \) and \(|K| < \infty\).

Coercivity holds and \( \lambda \) is in a compact interval \( I \) that is constant in a neighborhood of \((\alpha, \beta)\). Thus the optimal potentials can be taken in a set \( P_{\alpha} + I \). The potentials inside this set remain equicontinuous and uniformly bounded. The Ascoli-Arzelà theorem applies and \( P_{\alpha} + I \) is relatively compact in \( C(X) \).

Lemma 5 and Assumptions 1 ensure existence and uniqueness of optimal \((f, g)\). We now prove \((f, g)\) depend continuously in \((\alpha, \beta)\), which is key for the weak* regularity of \( OT_{\epsilon} \) studied in Section 3.

**Proposition 10** (The dual potentials vary continuously with the input measures). Let \( C \) be a \( \gamma \)-lipschitz cost function. Let \( \alpha_n \to \alpha \) and \( \beta_n \to \beta \) be weakly converging sequences of measures in \( M^{++}(X) \). Write \((f_n, g_n)\) the (unique) sequence of optimal potentials for \( OT_{\epsilon}(\alpha, \beta) \).

Under Assumptions 7 and 8, \( f_n \) and \( g_n \) converge uniformly towards the unique pair of optimal potentials \((f, g)\) for \( OT_{\epsilon}(\alpha, \beta) \):

\[
(\alpha_n \to \alpha, \beta_n \to \beta) \implies (f_n \rightharpoonup_{\infty} f, g_n \rightharpoonup_{\infty} g).
\]

**Proof.** Thanks to Theorem 1 for all \((\alpha_n, \beta_n)\), \( \exists (f_n, g_n) \) optimal in \( OT_{\epsilon}(\alpha_n, \beta_n) \). Applying Lemma 5 we assume \((f_n, g_n) \in P_{\alpha_n} + I_n \). The interval \( I_n \) depends continuously in \((m(\alpha_n), m(\beta_n))\) in a neighborhood of \((\alpha_n, \beta_n)\). Since \((\alpha_n, \beta_n) \to (\alpha, \beta) \) with \( m(\alpha_n), m(\beta_n) > 0 \), there exists \((-\eta, -\tilde{\eta}) \in \partial \varphi^*\) such that for all \( n \geq n_0 \)

\[
0 < m(\alpha) - \eta < m(\alpha_n) < m(\alpha) + \eta \quad \text{and} \quad 0 < m(\beta) - \eta < m(\beta_n) < m(\beta) + \eta
\]

\[
\implies R_s^+ \doteq (m(\alpha) - \eta)s_1 - (m(\beta) + \eta)s_2 < R(s_1, \tilde{s}_1) < 0,
\]

\[
\implies R_s^- \doteq (m(\alpha) + \eta)s_2 - (m(\beta) - \eta)s_1 > R(s_1, \tilde{s}_1) > 0,
\]

where \( R \) is defined in the proof of Lemma 4. Again, Assumption 2 guarantees that we find points in \( \partial \varphi^* \) independent of \( n \), such that \( \forall n \geq n_0, R_s < 0 \) and \( R_s^+ > 0 \). We then build a compact subset \( P_{\alpha_n} + I \) with \( I \) compact and independent of \( n \) such that for all \( n, (f_n, g_n) \in P_{\alpha_n} + I \). Ascoli-Arzelà theorem holds. One extracts a subsequence \((f_{n_k}, g_{n_k}) \to (f, g)\), where \((f, g)\) are unique optimal in \( OT_{\epsilon}(\alpha, \beta) \). All subsequences converge to the same limit due to uniqueness of optimal potentials. Hence we get \((f_n, g_n) \to (f, g)\).

### 3.3.4 Compactness for Balanced, Total Variation and Range entropies

The settings of balanced, TV and Range OT do not satisfy Assumption 4. We prove compactness below with Lemmas 5, 7, 8 dedicated to each setting. They guarantee Theorem 1 holds.

**Lemma 6** (Balanced OT). In the setting of balanced OT where \( \varphi^*(x) = x \), the dual program can be restricted to the compact set \( P_{\alpha_n} \).

**Proof.** Lemma 1 applies, thus we consider potentials \((f + \lambda, g - \lambda) \in P_{\alpha_n} \) and \( \lambda \in \mathbb{R} \). In this setting \( F(f + \lambda, g - \lambda) = F(f, g) \). This invariance allows us to quotient \( C(X) \) w.r.t. such translations. Thus w.l.o.g. we can assume \((f, g) \in P_{\alpha_n} \), which is compact according to Lemma 3.

**Lemma 7** (Total Variation). In the setting of total variation OT where \( \varphi^*(x) = \max(-\rho, x) \) with \( \text{dom}(\varphi^*) = (-\infty, \rho) \) and \( \rho > 0 \), the dual program can be restricted to a set of functions which is compact.

**Proof.** Sinkhorn iterates are equicontinuous (Lemma 2). When \( D_\rho = \rho TV, \text{Aprox}_{\epsilon}^\rho \), imposes \( \|f\|_\infty, \|g\|_\infty \leq \rho \), for any \((f, g) \in AS_{\rho}(C(X)) \times AS_{\rho}(C(X)) \). Thus iterates are uniformly equicontinuous, Ascoli-Arzelà theorem holds, hence the compactness.

Finally, we prove the compactness in the limit setting of the range divergence.

**Lemma 8** (Range divergence). In the setting of range OT where \( \varphi^*(x) = \max(a x, b x) \) with \( 0 \leq a < 1 \leq b \) and for any \((\alpha, \beta) \in M^{++}(X) \) such that \( E = [am(\alpha), bm(\alpha)] \cap [am(\beta), bm(\beta)] \neq \emptyset \), the dual program can be restricted to a compact set of dual potentials.
Proof. Lemma 7 applies, thus we consider potentials \((f + \lambda, g - \lambda)\) with \((f, g) \in \mathcal{P}_{\sigma_\alpha}\) (relatively compact) and \(\lambda \in \mathbb{R}\). It remains to prove that \(\mathcal{F}_\lambda \lambda \rightarrow \mathcal{F}(f + \lambda, g - \lambda)\) is coercive. Lemma 7 gives \(\|f\|_\infty \leq M\) and \(\|g\|_\infty \leq M\), thus we have

\[
\exists \lambda_0, \forall \lambda \geq \lambda_0, \langle \alpha, -\varphi^*(f - \lambda) \rangle + \langle \beta, -\varphi^*(g - \lambda) \rangle = \kappa + \lambda(\alpha m(\alpha) - \beta m(\beta)),
\]

\[
\exists \lambda_1, \forall \lambda \leq \lambda_1, \langle \alpha, -\varphi^*(f - \lambda) \rangle + \langle \beta, -\varphi^*(g + \lambda) \rangle = \kappa + \lambda(\beta m(\alpha) - \alpha m(\beta)).
\]

The terms independent of \(\lambda\) are considered as constants, denoted by \(\kappa\) that changes from line to line.

Because \(E \neq \emptyset\), we have \(\lambda(\alpha m(\alpha) - \beta m(\beta)) \leq 0\) and \(\lambda(\beta m(\alpha) - \alpha m(\beta)) \leq 0\) when \(\lambda \geq \lambda_0\) or \(\lambda \leq \lambda_1\). There are two cases. Assume first \(E\) is not a singleton. Then both slopes are negative and the \(\mathcal{F}(f + \lambda, g - \lambda) \rightarrow -\infty\) when \(\lambda \rightarrow \pm \infty\). It yields a compact set of potentials for the same reasons as Lemma 9.

Assume now \(E = \{\lambda\}\) is a singleton. One slope is then zero, while the other is negative, e.g. \(am(\alpha) = bm(\beta)\). Then \(\mathcal{F}_\lambda\) is not coercive and attains a plateau when \(\lambda \rightarrow +\infty\). However, by concavity of \(\mathcal{F}\), any \((f + \lambda, g - \lambda)\) attaining this plateau is optimal. Here any potential such that \(f + \lambda > 0\) and \(g - \lambda < 0\) reaches the optimal plateau. Since we have \(\|f\|_\infty, \|g\|_\infty \leq M\), then \(\lambda \in I = [-M, M]\) is enough to have such optimal functions in the compact set \(\mathcal{P}_{\sigma_\alpha} + I\). It allows to restrict the dual program on \(\mathcal{P}_{\sigma_\alpha} + I\). The same holds if \(bm(\alpha) = am(\beta)\).

Remark 4. All the above proofs of compactness could be extended to asymmetric penalties \(D_{\sigma_\alpha}(\pi_1|\alpha)\) and \(D_{\sigma_\alpha}(\pi_2|\beta)\). Theorem 7 would hold in such setting.

We end with an example where Assumption 1 is not satisfied using the Range divergence. Uniqueness of \((f, g)\) no longer holds, and \(\mathcal{F}\) can be constant on some domain when \(R(a, b) = m(a)b - m(b)a = 0\). The set of optimizers may even be unbounded, which is why we consider the Range divergence as a limiting setting of this theory. Note that Theorem 1 holds even in this setting, i.e. Sinkhorn iterates converge to finite \((f, g) \in \mathcal{C}(X)^2\).

Example 1. Consider \(D_{\sigma}(R\mathcal{G}_{\alpha, b}, \epsilon) = 1, \alpha = a\delta_x\) and \(\beta = b\delta_y\) where \((a, b)\) are the parameters of the Range divergence. Assume that \(C = C(x, y) \in [-\log b, -\log a]\). We have \(S_{\sigma}(f) = C - f - \log a\) and \(S_{\sigma}(g) = C - g - \log b\). Taking \((f_0, g_0) = (0, 0)\), the assumption on \(C\) gives after using \(\text{Aprox}_{\sigma}\), that \((f_1, g_1) = (0, 0)\), thus \((f_0, g_0)\) are optimal. If we consider \((f_0 + \lambda, g_0 - \lambda)\) we have for \(\lambda \in \mathbb{R}\), \(\varphi^*(\lambda) = a(\lambda b)\) and \(\beta, \varphi^*(\lambda) = b(-a\lambda)\). Thus \(\mathcal{F}(\lambda, -\lambda) = -\epsilon(\alpha \otimes \beta, e^{-C/\epsilon} - 1)\) is constant and optimal \(\forall \lambda \leq 0\). The set of optimal potentials contains all pairs \((\lambda, -\lambda)\) and is unbounded.

4 Properties of entropic unbalanced optimal transport functionals

We focus here on topological properties of \(OT_{\sigma}\) and functionals derived from it. Our main result are Theorem 8 and 9 stating that \(S_{\sigma}\) is convex, positive, definite, and metrizes the weak* topology. It means that \(S_{\sigma}\) satisfies more metric properties than \(OT_{\sigma}\).

4.1 Weak* regularity of unbalanced OT

We detail the regularity of \(OT_{\sigma}\). The Sinkhorn divergence \(S_{\sigma}\) inherits those properties.

Theorem 2 (Convexity and continuity of \(OT_{\sigma}\)). For any entropy \(\varphi\), \(OT_{\sigma}\) is convex on \(\mathcal{M}(X)^2\) in \((\alpha, \beta)\) but not jointly convex. Assume \(\varphi\) is continuous and satisfies Assumptions 1 and 2. If \((\alpha_n, \beta_n) \rightarrow (\alpha, \beta)\) in \(\mathcal{M}(X)^2\), then \(OT_{\sigma}(\alpha_n, \beta_n) \rightarrow OT_{\sigma}(\alpha, \beta)\).

Proof. The functional \(OT_{\sigma}\) is a supremum of functions which are linear in \(\alpha\) and linear in \(\beta\), but not jointly convex in \((\alpha, \beta)\), hence the convexity result. Concerning continuity, Theorem 8 and Proposition 9 hold. There exists \((f_n, g_n)\) and \((f, g)\) such that \(OT_{\sigma}(\alpha_n, \beta_n) = \mathcal{F}(f_n, g_n)\), \(OT_{\sigma}(\alpha, \beta) = \mathcal{F}(f, g)\) and \((f_n, g_n) \rightarrow (f, g)\). Because \(\varphi\) is continuous, so is \(\mathcal{F}\) on \(\mathcal{C}(X)^2\). Thus \(\mathcal{F}(f_n, g_n) \rightarrow \mathcal{F}(f, g)\), hence the continuity of \(OT_{\sigma}\).

Remark 5. A similar result holds for balanced, TV or Range but requires dedicated proofs detailed in Appendix 10. In the Range setting \(OT_{\sigma}\) would only be continuous on its domain. For instance, with \(D_{\tau} = RG(1,2)\), we have \(OT_{\tau}((1 - \varepsilon)\alpha, (2 + \varepsilon)\alpha) = +\infty\) for any \(\alpha\) and \(\varepsilon > 0\), even though \(OT_{\tau}(\alpha, \alpha) < +\infty\).

We focus on the differentiability of \(OT_{\sigma}\). We start with subdifferentials defined for any setting, then study differentiability under additional assumptions.
Definition 4 (Subdifferential on a space of measures). Let $F$ be any functional defined on $\mathcal{M}^+(X)$. The subdifferential of $F$ at $\alpha \in \mathcal{M}^+(X)$ is defined as
\[ \partial F(\alpha) \overset{\text{def}}{=} \{ p \in \mathcal{C}(X), \forall \beta \in \mathcal{M}^+(X), F(\beta) \geq F(\alpha) + \langle \beta - \alpha, p \rangle \} \]
If $\partial F(\alpha) \neq \emptyset$, we say that $F$ is subdifferentiable at $\alpha$.

Proposition 11 (Subdifferential of $\text{OT}_\epsilon$). Let us assume that Assumption [2] holds or consider the case of balanced, TV and Range unbalanced optimal transport. For any $(\alpha, \beta) \in \mathcal{M}^+(X)$ such that $\text{OT}_\epsilon(\alpha, \beta) < \infty$, note $(f, g)$ optimal potentials. Then subdifferentials are nonempty, and
\[ -\varphi^*(-f) - \varepsilon(\beta, e^{(f \otimes g - C)/\varepsilon}) + \varepsilon m(\beta) \in \partial \text{OT}_\epsilon(\alpha, \beta), \]
\[ -\varphi^*(-g) - \varepsilon(\alpha, e^{(f \otimes g - C)/\varepsilon}) + \varepsilon m(\alpha) \in \partial_2 \text{OT}_\epsilon(\alpha, \beta). \]

Proof. The proof is similar for both coordinates: let us show it for the first one. Take $(\bar{\alpha}, \bar{\beta})$, and compare $\text{OT}_\epsilon(\bar{\alpha}, \bar{\beta})$ with $\text{OT}_\epsilon(\alpha, \beta)$. The pair $(f, g)$ is suboptimal in $\text{OT}_\epsilon(\bar{\alpha}, \bar{\beta})$, thus
\[ \text{OT}_\epsilon(\bar{\alpha}, \bar{\beta}) \geq \langle \bar{\alpha}, \varphi^*(-f) \rangle - \varepsilon(\bar{\alpha} \otimes \beta, e^{(f \otimes g - C)/\varepsilon} - 1) \]
\[ \geq \langle \bar{\alpha}, -\varphi^*(-f) - \varepsilon(\bar{\alpha}, e^{(f \otimes g - C)/\varepsilon} - 1) \rangle - \beta, \varphi^*(-g) \rangle \]
\[ \geq \text{OT}_\epsilon(\alpha, \beta) + \langle \bar{\alpha} - \alpha, -\varphi^*(-f) \rangle - \langle \beta, e^{(f \otimes g - C)/\varepsilon} - 1 \rangle). \]
Since $(f, g)$ is optimal in $\text{OT}_\epsilon(\alpha, \beta)$, we get that $-\varphi^*(-f) - \varepsilon(\beta, e^{(f \otimes g - C)/\varepsilon}) + \varepsilon m(\beta) \in \partial_1 \text{OT}_\epsilon(\alpha, \beta)$. The similar property holds for $\partial_2 \text{OT}_\epsilon(\alpha, \beta)$.

We now consider Assumptions [4,12] hold. We prove stronger differentiability properties of $\text{OT}_\epsilon$ in this setting. First we define it for functionals defined on $\mathcal{M}(X)$.

Definition 5 (Differentiability in $\mathcal{M}^+(X)$). Let $F$ be any functional defined on $\mathcal{M}^+(X)$. We say that it is differentiable in the sense of measures if for any $\alpha \in \mathcal{M}^+(X)$, there exists a function $\nabla F(\alpha) \in \mathcal{C}(X)$ such that for any $t$ in a neighborhood of $0$ and for any $\delta \alpha \in \mathcal{M}(X)$ with $\alpha + t\delta \alpha \in \mathcal{M}^+(X)$,
\[ F(\alpha + t\delta \alpha) = F(\alpha) + t\langle \delta \alpha, \nabla F(\alpha) \rangle + o(t). \]

If such property holds, we call $\nabla F(\alpha)$ the gradient of $F$ at $\alpha$.

We now present our main theorem on the regularity of $\text{OT}_\epsilon$. Note that it does not hold for balanced OT: this case requires a separate proof, detailed in [FSV+19].

Theorem 3. Let $C$ be a $\gamma$-lipschitz cost function. Under Assumptions [4,7] and [2], $\text{OT}_\epsilon$ is differentiable on $\mathcal{M}^+(X)$ in the sense of Definition [5]. For any $(\alpha, \beta)$, write $(f, g)$ the unique potentials verifying $(f, g) = (\mathcal{A}S_\beta(g), \mathcal{A}S_\alpha(f))$ everywhere on $X$ (see Remark [2]). Then the gradients read
\[ \nabla_\alpha \text{OT}_\epsilon = -\varphi^*(-f) - \varepsilon(\beta, e^{(f \otimes g - C)/\varepsilon} - 1) \]
\[ \nabla_\beta \text{OT}_\epsilon = -\varphi^*(-g) - \varepsilon(\alpha, e^{(f \otimes g - C)/\varepsilon} - 1). \]
Furthermore, if $\varphi^*$ is differentiable, one can simplify formulas using $\nabla \varphi^*(-f) = \langle \beta, e^{(f \otimes g - C)/\varepsilon} \rangle$ and $\nabla \varphi^*(-g) = \langle \alpha, e^{(f \otimes g - C)/\varepsilon} \rangle$.

Proof. The proof is deferred in Appendix [A]. It is a generalization of [San15] and [FSV+19].

The last point of Theorem [3] is important from a computational perspective. Computing $\langle \beta, e^{(f \otimes g - C)/\varepsilon} \rangle$ takes $O(N^2)$ time, while $\langle \alpha, \nabla \varphi^*(-f) \rangle$ takes $O(N)$ time because $\nabla \varphi^*$ is applied pointwise.

We give as a corollary the formulas in the popular case $D_\varphi = \rho KL$.

Corollary 1 (Gradient of $\text{OT}_\epsilon$ for $\rho KL$). When $D_\varphi = \rho KL$, $\text{OT}_\epsilon$ is differentiable in the sense of Theorem [3]. For any measures $(\alpha, \beta)$ whose (existing and unique) potentials are noted $(f, g)$:
\[ \nabla_\alpha \text{OT}_\epsilon(\alpha, \beta) = (\rho + \epsilon m(\beta)) - (\rho + \epsilon) \exp(-f/\rho), \]
\[ \nabla_\beta \text{OT}_\epsilon(\alpha, \beta) = (\rho + \epsilon m(\alpha)) - (\rho + \epsilon) \exp(-g/\rho). \]

(13)

Proof. Theorem [3] holds in this setting. It then suffices to compute formulas with $\varphi^*(x) = \rho(e^{x/\rho} - 1)$.
4.2 Sinkhorn divergence, Sinkhorn entropy and Hausdorff divergence

We present in this section functionals derived from OT. Most importantly, we generalize the balanced Sinkhorn divergence \([\text{RTC17} \, \text{CPC18} \, \text{FSV*19}]\) to the unbalanced setting.

**Definition 6.** The Unbalanced Sinkhorn divergence is defined as

\[
S_e(\alpha, \beta) \overset{\text{def.}}{=} OT_e(\alpha, \beta) - \frac{1}{2} OT_e(\alpha, \alpha) - \frac{1}{2} OT_e(\beta, \beta) + \frac{2}{\epsilon} (m(\alpha) - m(\beta))^2. \tag{14}
\]

The Unbalanced Sinkhorn Entropy is defined as

\[
F_e(\alpha) \overset{\text{def.}}{=} - \sup_{f \in C(X)} \langle \alpha, -\varphi^\star(-f) \rangle - \frac{1}{2} (\alpha \otimes \alpha, e^{\frac{f \otimes f - C}{\epsilon}}) = -\frac{1}{2} OT_e(\alpha, \alpha) + \frac{2}{\epsilon} m(\alpha)^2. \tag{15}
\]

where the last relation holds thanks to Proposition \([\text{14}]\). Under Assumptions \([\text{12}]\), OT\(_e\) is differentiable, and the symmetric Bregman divergence associated to \(F_e\) is well-defined. We call it the Hausdorff divergence. It reads

\[
H_e(\alpha, \beta) \overset{\text{def.}}{=} (\alpha - \nabla F_e(\alpha) - \nabla F_e(\beta)). \tag{16}
\]

From now on, we write \((f_{\alpha, \beta}, g_{\alpha, \beta}, f_{\alpha}, g_{\beta})\) optimal potentials such that \(OT_e(\alpha, \beta) = F(f_{\alpha, \beta}, g_{\alpha, \beta}), OT_e(\alpha, \alpha) = F(f_{\alpha}, f_{\alpha})\) and \(OT_e(\beta, \beta) = F(g_{\beta}, g_{\beta})\).

Those divergences can be explicit as functions of \((f_{\alpha, \beta}, g_{\alpha, \beta}, f_{\alpha}, g_{\beta})\), allowing a simple numerical computation (see Section \([\text{6}]\)). We provide formulas for \(D_\varphi = \rho KL\).

**Proposition 12** (Dual formulas for the Sinkhorn costs). Assuming the cost \(C\) to be symmetric and \(\gamma\)-Lipschitz. For \(D_\varphi = \rho KL\) and \((\alpha, \beta) \in M^+(X)\) one has

\[
OT_e(\alpha, \beta) = \langle \alpha, \rho - (\rho + \frac{1}{2}) e^{\frac{f_{\alpha, \beta}}{\rho}} \rangle + \langle \beta, \rho - (\rho + \frac{1}{2}) e^{-\frac{g_{\alpha, \beta}}{\rho}} \rangle + \epsilon m(\alpha)m(\beta),
\]

\[
S_e(\alpha, \beta) = \langle \alpha, -(\rho + \frac{1}{2}) (e^{\frac{f_{\alpha, \beta}}{\rho}} - e^{-\frac{g_{\alpha, \beta}}{\rho}}) \rangle + \langle \beta, -(\rho + \frac{1}{2}) (e^{-\frac{g_{\alpha, \beta}}{\rho}} - e^{\frac{f_{\alpha, \beta}}{\rho}}) \rangle,
\]

\[
H_e(\alpha, \beta) = \langle \alpha, - (\rho + \epsilon) (e^{\frac{f_{\alpha}}{\rho}} - e^{-\frac{g_{\alpha}}{\rho}}) \rangle + \langle \beta, - (\rho + \epsilon) (e^{-\frac{g_{\beta}}{\rho}} - e^{\frac{f_{\beta}}{\rho}}) \rangle.
\]

**Proof.** For \((\alpha, \beta) \in M^+(X)\) Theorem \([\text{1}]\) applies and yields existence and uniqueness of the potentials. The result is a calculation derived from the dual program \([\text{17}]\) and the formulas from Theorem \([\text{3}]\), i.e. \(e^{-f_{\alpha, \beta}/\rho} = \langle \beta, e^{(g_{\alpha, \beta} - C)/\epsilon} \rangle\) and \(e^{-g_{\alpha, \beta}/\rho} = \langle \alpha, e^{(f_{\alpha, \beta} - C)/\epsilon} \rangle\). \(\square\)

**Remark 6.** Balanced OT satisfies the relation

\[
OT_e(\alpha, \beta) = \langle \alpha, \nabla_\alpha OT_e(\alpha, \beta) \rangle + \langle \beta, \nabla_\beta OT_e(\alpha, \beta) \rangle.
\]

The previous result shows that this relation does not hold for unbalanced OT.

4.3 Properties of the Sinkhorn entropy

We first focus on the Sinkhorn entropy. A key result is Proposition \([\text{4}]\) stating that \(F_e\) is convex. It means that \(\alpha \mapsto OT_e(\alpha, \alpha)\) is concave, which contrasts with the convexity of \(\alpha \mapsto OT_e(\alpha, \beta)\). Theorem \([\text{4}]\) states the regularity of \(F_e\), but we need to reformulate it with the next result to ease its study.

**Proposition 13** (Change of variables in the symmetric \(OT_e\) problem). Assuming that \(C\) is symmetric and such that the kernel \(k_e = e^{-C/\epsilon}\) is positive, one has

\[
F_e(\alpha) = \inf_{\mu \in M^+(X)} \langle \alpha, \varphi^\star(-\varepsilon \log \frac{d\mu}{d\alpha}) \rangle + \frac{\varepsilon}{2} \|\mu\|_{k_e}^2.
\]

**Proof.** Similar to \([\text{FSV*19}]\) for balanced OT, we perform a change of variable \(\mu = e^{\ell/\epsilon} \alpha\) to get

\[
F_e(\alpha) = - \sup_{f \in C(X)} -\langle \alpha, \varphi^\star(-f) \rangle - \frac{1}{2} (\alpha \otimes \alpha, e^{\frac{f \otimes f - C}{\epsilon}})
\]

\[
= \inf_{\mu \sim \alpha} \langle \alpha, \varphi^\star(-\varepsilon \log \frac{d\mu}{d\alpha}) \rangle + \frac{\varepsilon}{2} \|\mu\|_{k_e}^2 = \inf_{\mu \in M^+(X)} \langle \alpha, \varphi^\star(-\varepsilon \log \frac{d\mu}{d\alpha}) \rangle + \frac{\varepsilon}{2} \|\mu\|_{k_e}^2.
\]

We relax the constraint \(\mu \sim \alpha\) at the last line. The kernel \(k_e\) is positive, so \(\mu \ll \alpha\) can be removed. Then \(\alpha \ll \mu\) holds since \(\lim_{q \to +\infty} \varphi^\star(q) = +\infty\). Otherwise, there is a \(\alpha\)-non-negligible set \(A\) s.t. \(\frac{d\mu}{d\alpha}(x) = 0\) \(\alpha\)-ae on \(A\), so \(\log \frac{d\mu}{d\alpha} = -\infty\). \(\square\)

We can use Proposition \([\text{13}]\) to prove the following theorem.
The first order convexity inequality gives

\[ F_e(\alpha) = \langle \alpha, \varphi^*(-\varepsilon \log \frac{d\pi}{d\alpha}) \rangle + \frac{\varepsilon}{2}(\mu_\alpha, k_\varepsilon \ast \mu_\alpha). \]

Moreover, \( \alpha \sim \mu_\alpha \), and \( f = \varepsilon \log \frac{d\pi}{d\alpha} \) is the optimal dual potential for \( F_e(\alpha) \). Furthermore, \( F_e \) is strictly convex and is weak* continuous for all settings of Section [3,4]. This implies that the Hausdorff divergence \( H_\varepsilon \) is positive definite.

**Proof.** The proof is a generalization of [FSV+19] and is deferred in Appendix [A].

**Proposition [13]** involves a new variable \( \mu_\alpha = e^{f_\varepsilon/\varepsilon} \alpha \). The map \( \alpha \mapsto \mu_\alpha \) appears to be injective, which matters for the definiteness of \( S_\varepsilon \).

**Lemma 9 (Injectivity of the symmetric OT \( \varepsilon \) problem).** Note \( f_\alpha \) the optimal potential of \( F_e(\alpha) \). Assume \( C \) is symmetric. Then \( \alpha \mapsto e^{f_\varepsilon/\varepsilon} \) is injective.

**Proof.** Symmetry of \( C \) yields the optimality condition \( f = \alpha S_\varepsilon(f) \) on \( f \). Assume \( e^{f_\varepsilon/\varepsilon} = \beta e^{g_\varepsilon/\varepsilon} \) for some \( (\alpha, \beta) \). This equality implies that \( (\alpha, e^{(f_\varepsilon-\varepsilon S_\varepsilon(\alpha))}/\varepsilon) = (\beta, e^{(g_\varepsilon-\varepsilon S_\varepsilon(\beta))}/\varepsilon) \). After composing with the log and the apex, we get \( -\text{Aprox}_e^*(\alpha S_\varepsilon(f_\alpha)) = -\text{Aprox}_e^*(\beta S_\varepsilon(g_\beta)) \). By optimality of \((f_\alpha, g_\beta)\) we have \( f_\alpha = g_\beta \), thus the relation \( e^{f_\varepsilon/\varepsilon} = \beta e^{g_\varepsilon/\varepsilon} \) implies \( \alpha = \beta \).

We state the link between \( F_e \) and \( \text{OT}_\varepsilon \) when the problem is symmetric. The properties of \( S_\varepsilon \) rely heavily on it. As discussed in [KRU14, Fey20] for balanced OT, the potential \( f_\alpha \) is much faster to compute in the symmetric setting, which matters to compute \( \text{OT}_\varepsilon(\alpha, \alpha) \).

**Proposition 14.** If \( C \) is symmetric, Then \( F_e(\alpha) = -\frac{1}{2}\text{OT}_\varepsilon(\alpha, \alpha) + \frac{\varepsilon}{2}(m(\alpha))^2 \).

**Proof.** There exists an optimal potential \( f \) for \( F_e \) (Theorem 3). The pair \((f, f)\) is suboptimal for \( \text{OT}_\varepsilon(\alpha, \alpha) \), thus \( F_e(\alpha) \leq -\frac{1}{2}\text{OT}_\varepsilon(\alpha, \alpha) + \frac{\varepsilon}{2}(m(\alpha))^2 \).

We use a primal suboptimality argument to get the other inequality. Consider the plan \( \pi = e^{l(f-\varepsilon C)/\varepsilon}/\alpha \otimes \alpha \). The marginals read \( \pi_1 = \pi_2 = e^{l(f-\varepsilon C)/\varepsilon}/\alpha \) since \( C \) is symmetric. Thanks to symmetry, the optimality condition on \( F(f, f) \) reads \( (\frac{d\pi}{d\alpha}) = (\alpha, e^{l(f-\varepsilon C)/\varepsilon}/\alpha \otimes \alpha) \) is suboptimal. From \( \varphi^*(\cdot) \) we get \( \varphi^*(-f(\pi)) + \varphi^*(d\pi_\alpha(x)) = -f(\pi) = -f(x) = d\pi_\alpha(x) \) for any \( x \in X \). The suboptimality of \( \pi \) reads

\[ \text{OT}_\varepsilon(\alpha, \alpha) \leq \langle \pi, C \rangle + \rho D_\varphi(\pi_1/\alpha) + \rho D_\varphi(\pi_2/\alpha) + \varepsilon \text{KL}(\pi|\alpha \otimes \alpha), \]

where \( D_\varphi(\pi_1/\alpha) = \langle \alpha, \varphi(d\pi_1/\alpha) \rangle = \langle \alpha, -f d\pi_1/\alpha \rangle \) and

\[ \varepsilon \text{KL}(\pi|\alpha \otimes \alpha) = \varepsilon \langle \pi, \log \frac{d\pi}{d\alpha} \rangle = \varepsilon \langle \pi, \frac{d\pi}{d\alpha} \rangle = \varepsilon m(\pi) + \varepsilon m(\alpha)^2. \]

Summing everything, we get the inequality \( \text{OT}_\varepsilon(\alpha, \alpha) \leq -2F_e(\alpha) + \varepsilon m(\alpha)^2 \), hence the desired equality.

### 4.4 Bounds and Asymptotics of \( S_\varepsilon \)

We present properties of \( S_\varepsilon \) which are key to prove the main Theorems 5 and 6. We provide two bounds. The first one involves \( H_\varepsilon \) and extends [FSV+19]. The second is new and involves a kernel norm, thus hinting at the connection between entropic OT and Reproducing Kernel Hilbert Spaces (RKHS).

**Proposition 15 (The Sinkhorn divergence is bounded from below by a “soft” Hausdorff divergence).** Under Assumptions 2 and 3 for any \( (\alpha, \beta) \in M^{++}(X) \), one has

\[ S_\varepsilon(\alpha, \beta) \geq \frac{1}{\varepsilon}H_\varepsilon(\alpha, \beta) \geq 0. \]

**Proof.** The functional \( \text{OT}_\varepsilon \) is convex in \( \alpha \) and in \( \beta \). Theorem 3 holds, Thus \( \text{OT}_\varepsilon \) is differentiable. The first order convexity inequality gives

\[ \text{OT}_\varepsilon(\alpha, \beta) \geq \text{OT}_\varepsilon(\beta, \beta) + \langle \alpha - \beta, \nabla_1 \text{OT}_\varepsilon(\beta, \beta) \rangle \]

\[ \text{OT}_\varepsilon(\alpha, \beta) \geq \text{OT}_\varepsilon(\alpha, \alpha) + \langle \beta - \alpha, \nabla_2 \text{OT}_\varepsilon(\alpha, \alpha) \rangle. \]
Applying Theorem\textsuperscript{[3]} and Lemma\textsuperscript{[14]} gradients $\nabla_1\Omega_\varepsilon(\beta, \beta)$ and $\nabla_2\Omega_\varepsilon(\alpha, \alpha)$ verify $\nabla F_\varepsilon(\alpha) = -\nabla_1\Omega_\varepsilon(\alpha, \alpha) + \varepsilon m(\alpha) = -\nabla_2\Omega_\varepsilon(\alpha, \alpha) + \varepsilon m(\alpha)$. Summing the above inequalities thus yields

$$2\Omega_\varepsilon(\alpha, \beta) \geq \Omega_\varepsilon(\alpha, \alpha) + \Omega_\varepsilon(\beta, \beta) + \langle \alpha - \beta, -\nabla F_\varepsilon(\beta) + \varepsilon m(\beta) \rangle + \langle \beta - \alpha, -\nabla F_\varepsilon(\alpha) + \varepsilon m(\alpha) \rangle,$$

$$2\Omega_\varepsilon(\alpha, \beta) \geq \Omega_\varepsilon(\alpha, \alpha) + \Omega_\varepsilon(\beta, \beta) + \langle \alpha - \beta, \nabla F_\varepsilon(\alpha) - \nabla F_\varepsilon(\beta) \rangle - \varepsilon (m(\alpha) - m(\beta))^2,$$

$$S_\varepsilon(\alpha, \beta) \geq \frac{1}{2} H_\varepsilon(\alpha, \beta).$$

Finally, we apply Proposition\textsuperscript{[3]} The Hausdorff divergence is a Bregman divergence associated to $F_\varepsilon$ which is convex. Thus $H_\varepsilon$ is positive. 

\begin{proposition}[The Sinkhorn divergence is bounded from below by a kernel norm]

For any entropy $\varphi$, write $(f_\varepsilon, g_\varepsilon)$ optimal symmetric potentials for $F_\varepsilon(\alpha)$ and $F_\varepsilon(\beta)$. Then, one has

$$S_\varepsilon(\alpha, \beta) \geq \frac{\varepsilon}{2} \| \alpha \beta - \beta e \| \varepsilon_\varepsilon^2.$$

\end{proposition}

\begin{proof}
The pair $(f_\varepsilon, g_\varepsilon)$ is suboptimal in $OT_\varepsilon(\alpha, \beta) \supseteq F(\alpha, \beta)$. The detailed calculation is deferred in Appendix\textsuperscript{[A]}.

\end{proof}

\begin{remark}
When $(\alpha, \beta) = (\delta_x, \delta_y)$, the first bound is sharp, while the second is not and approaches 0 as $C(x, y) \to \infty$.

Finally, we show how the entropic regularization impacts the behaviour of $S_\varepsilon$ when $\varepsilon \to \infty$.

\begin{proposition}[Behaviour of the Sinkhorn divergence when $\varepsilon$ tends to infinity]
For any entropy $\varphi$, any measures $(\alpha, \beta)$ such that $(m(\alpha), m(\beta)) \in \text{dom}(\varphi)$. One has when $\varepsilon \to \infty$,

$$\Omega_\varepsilon(\alpha, \beta) \to (\alpha, C \beta) + m(\alpha)\varphi(m(\beta)) + m(\beta)\varphi(m(\alpha)),$$

$$S_\varepsilon(\alpha, \beta) \to \| \alpha - \beta \|_{\varepsilon_\varepsilon^2}^2 + (m(\alpha) - m(\beta))(\varphi(m(\beta)) - \varphi(m(\alpha)))$$

$$+ \frac{1}{\varepsilon} (m(\alpha) - m(\beta))^2 + o(1).$$

\end{proposition}

\begin{proof}
The plan $\pi = \alpha \otimes \beta$ is suboptimal in the primal\textsuperscript{[3]}. One has $\pi_1 = m(\beta)\alpha$ and $\pi_2 = m(\alpha)\beta$. Since $(m(\alpha), m(\beta)) \in \text{dom}(\varphi)$, it yields

$$OT_\varepsilon(\alpha, \beta) \leq (\alpha \otimes \beta, C) + m(\alpha)\varphi(m(\beta)) + m(\beta)\varphi(m(\alpha)).$$

Second, let us focus on the dual formulation\textsuperscript{[7]}. Consider constant potentials $(f^*, g^*)$ such that $-f^* \in \mathcal{V}\varphi(m(\beta))$ and $-g^* \in \mathcal{V}\varphi(m(\alpha))$ They satisfy the optimality condition\textsuperscript{[10]} when $\varepsilon \to \infty$. Such $(f^*, g^*)$ exist because $(m(\alpha), m(\beta)) \in \text{dom}(\varphi)$, thus $\partial \varphi \neq 0$. This is equivalent to

$$\varphi(m(\beta)) = -f^* m(\beta) - \varphi^*(-f^*) \quad \text{and} \quad \varphi(m(\alpha)) = -g^* m(\alpha) - \varphi^*(-g^*).$$

By suboptimality of $(f^*, g^*)$ we have $OT_\varepsilon(\alpha, \beta) \geq F(f^*, g^*)$. It holds for any $\varepsilon > 0$, thus at the limit $\varepsilon \to 0$, a Taylor expansion of $\varepsilon(F(f^*, g^*)/\varepsilon - 1)$ yields

$$\lim_{\varepsilon \to \infty} \Omega_\varepsilon(\alpha, \beta) \geq (\alpha, -\varphi^*(-f^*)) + (\beta, -\varphi^*(-g^*)) + (\alpha \otimes \beta, C - (f^* + g^*))$$

$$\geq (\alpha \otimes \beta, C) + m(\alpha)\varphi(m(\beta)) + m(\beta)\varphi(m(\alpha))$$

$$\geq (\alpha \otimes \beta, C) + m(\alpha)\varphi(m(\beta)) + m(\beta)\varphi(m(\alpha)).$$

Equation\textsuperscript{[20]} is a simplification of Equation\textsuperscript{[19]} because the potentials $(f^*, g^*)$ are constant. Equation\textsuperscript{[21]} applies Equation\textsuperscript{[18]}. We have $\lim_{\varepsilon \to \infty} \Omega_\varepsilon(\alpha, \beta)$ Summing all the terms of the Sinkhorn divergence gives the second formula.

This result shows that $S_\varepsilon(\alpha, \beta)$ diverges as $\varepsilon \to +\infty$ when $m(\alpha) \neq m(\beta)$. Note that this proof avoids $\Gamma$-convergence arguments. For balanced OT one would take (not constant) $f^* = C \beta - \frac{1}{2}(\alpha \otimes \beta, C)$ and $g^* = C \alpha \otimes -\frac{1}{2}(\alpha \otimes \beta, C)$.

\subsection{Positive definiteness of the Sinkhorn divergence}

We present now the main results of this section on $S_\varepsilon$.

\begin{theorem}[The Sinkhorn divergence $S_\varepsilon$ is positive, definite and convex]
Assume $C$ is symmetric, $\gamma$-Lipschitz, and that $k_\varepsilon = e^{-C/\varepsilon}$ is a positive universal kernel. For any $\varepsilon > 0$, for any entropy $\varphi$, the Sinkhorn divergence $S_\varepsilon(\alpha, \beta)$ is positive, definite and convex in $\alpha$ and $\beta$ (but not jointly).

\end{theorem}
Lemma 9. The kernel $k_e$ is positive, thus it defines a positive kernel norm. Applying Proposition 16 we get that $\forall (\alpha, \beta) \in \mathcal{M}^+(\mathcal{X}), S_e(\alpha, \beta) \geq 0$.

The function $(\alpha, \beta) \mapsto (m(\alpha) - m(\beta))^2$ is convex, $F_e$ is convex (Theorem 3) and $O_{T_e}$ is convex in each of its inputs (Theorem 2). Summing everything proves $S_e$ is convex in $\alpha$ and in $\beta$.

Proving definiteness holds with Propositions 16 and Lemma 9. If $S_e(\alpha, \beta) = 0$, then so is the kernel norm. Since $k_e$ is universal, we get $\alpha e^{f_n^e} = \beta e^{g_n^e}$, which implies that $\alpha = \beta$ thanks to Lemma 9.

This last theorem focuses on properties of $S_e$ with respect to the weak* topology when $D_\varphi = \rho KL$ or $\rho TV$. While taking such $D_\varphi$ seems restrictive, they are the two settings most frequently studied in the literature.

Theorem 6 (The Sinkhorn divergence $S_e$ metrizes the convergence in law). When $D_\varphi = \rho KL$ or $\rho TV$, $S_e$ metrizes the convergence in law: for any sequence $(\alpha_n)_n$ in $\mathcal{M}^+(\mathcal{X})$, we have $\alpha_n \to \alpha \iff S_e(\alpha_n, \alpha) \to 0$.

Proof. Assume $\alpha_n \to \alpha$. Theorem 3 and Proposition 10 gives that $S_e$ is weak* continuous. By definition $S_e(\alpha, \alpha) = 0$, thus $S_e(\alpha_n, \alpha) \to 0$.

Conversely, Assume $S_e(\alpha_n, \alpha) \to 0$. Assume $(m(\alpha_n))_n$ is uniformly bounded. Since $\mathcal{X}$ is compact, Banach-Alaoglu theorem gives $(\alpha_n)$ is a compact sequence. Take any weak limit $\alpha_\infty$ of a subsequence $(\alpha_{n_k})_k$. By continuity $S_e(\alpha_\infty, \alpha) = 0$, and definiteness implies $\alpha_\infty = \alpha$ Thus $(\alpha_n)$ has a unique limit and converges to $\alpha$.

It remains to prove $(m(\alpha_n))_n$ is uniformly bounded. Write $\tilde{\alpha}_n = \alpha_n / m(\alpha_n)$. When $D_\varphi = \rho KL$, noting $f_n$ and $f_\varphi$ optimal potentials of $F_e(\alpha_n)$ and $F_\varphi(\tilde{\alpha}_n)$. Linking optimality conditions of $(\alpha_n, \tilde{\alpha}_n)$, one obtains the relation $f_n = f_\varphi - \frac{\rho}{m(\alpha_n)} \log(m(\alpha_n))$.

Since $S_e(\alpha_n, \alpha) \to 0$, Proposition 16 gives that $\|\alpha_n e^{f_n^e} / \|_{k_\varphi} \to \|\alpha e^{f_\varphi} / \|_{k_\varphi}$, where $f$ is optimal for $F_\varphi(\alpha)$. The optimality condition of $f_n$ reads $e^{-f_n^e} = e^{f_\varphi} \left( \alpha_n / \alpha \right)^{f_n^e - f_\varphi}$). Thus we reformulate the kernel norm as

$$\left\| \alpha_n e^{f_n^e} \right\|_{k_\varphi}^2 = \langle \alpha_n \otimes \alpha_n, e^{(f_n^e-F_\varphi(\alpha_n^e)+C)} / \rangle = \langle \alpha_n, e^{-f_n^e} \rangle = \langle \tilde{\alpha}_n, e^{-f_n^e/\rho} m(\alpha_n) \rangle \frac{\varphi}{\varphi + 1}.$$

The sequence $\|\alpha_n e^{f_n^e} / \|_{k_\varphi}$ converges, so it is bounded. If $m(\alpha_n) \to \infty$, it imposes that $\langle \tilde{\alpha}_n, e^{-f_n^e/\rho} \rangle$ converges to 0. Since $\tilde{\alpha}_n$ is a probability on a compact space, it imposes $\|f_\varphi\|_{\infty} \to \infty$, which contradicts the coercivity of $F$ and the optimality of $f_n$ since $F_\varphi(\tilde{\alpha}_n) > 0$. For $D_\varphi = \rho TV$, Aprox$_\varphi^e$ imposes $f_n \geq -\rho$, thus one has $M > \|\alpha_n e^{f_n^e} / \|_{k_\varphi}$, $\geq e^{(-2\rho - \text{diam}(\mathcal{X})) / \rho m(\alpha_n)^2}$. In both cases the mass is necessarily bounded, which ends the proof on the weak* metrization of $S_e$.

4.6 Case of the null measure

The case $\alpha = 0$ needs to be treated separately because dual potentials lack regularity. Indeed, if $\alpha = 0$ then $\alpha \otimes \beta = 0$ and the regularization KL$(\alpha, \beta) \otimes \beta)$ imposes that the only feasible plan is $\pi = 0$. Thus the primal cost is equal to $O_{T_e}(\alpha, \beta) = m(\beta) \varphi(0)$. Note that we assume $\varphi(0) < +\infty$, otherwise $O_{T_e}(0, \beta) = +\infty$. In that case the primal is well-defined with an explicit formula. Concerning the dual, it reads $O_{T_e}(\alpha, \beta) = \sup_{\pi \in C(\mathcal{X})} \langle \beta, \varphi(\cdot - g) \rangle$. When $D_\varphi = KL$, the dual program is equal to the primal, but the sup is not attained in $C(\mathcal{X})$ because $g = +\infty$ is optimal. Thus, we cannot use the regularity of dual potentials given in Proposition 10 to prove the regularity of $O_T$ when any of the input measures is null. Nevertheless, it is possible to prove via the primal that $O_T$ functionals are regular when the input measures go to zero.

Proposition 18 (Continuity of unbalanced OT at the null measure). Assume $\varphi$ is a continuous entropy with $\text{dom}(\varphi) = \mathbb{R}_+$. Take $(\alpha_n, \beta_n) \to (0, \beta)$ with $\beta \in \mathcal{M}^+(\mathcal{X})$. Then $O_{T_e}$ is weak* continuous at $(0, \beta)$, $F_e$ is weak* continuous and $S_e$ is weak* continuous and positive at $(0, \beta)$ under the assumptions of Theorem 4.

Proof. The plan $\pi_n = \alpha_n \otimes \beta_n$ is feasible (since $\text{dom}(\varphi) = \mathbb{R}_+$) and suboptimal. It yields an upper bound on $O_{T_e}$. Jensen inequality on $D_\varphi$ (which is also positive) gives a lower bound. They read

$$O_{T_e}(\alpha_n, \beta_n) \geq \inf_{\pi \in \mathcal{M}^+(\mathcal{X}^2)} \langle \pi, C \rangle + m(\alpha_n) \varphi(m(\pi_n) / m(\alpha_n)) + m(\beta_n) \varphi(m(\pi_n) / m(\beta_n)),$$

$$O_{T_e}(\alpha_n, \beta_n) \leq m(\alpha_n \otimes \beta_n, C) + m(\alpha_n) \varphi(m(\beta_n)) + m(\beta_n) \varphi(m(\alpha_n)).$$

The lower bound is an infimum on a lower semicontinuous functional and is thus bounded from below by the infimum of the limit $\alpha_n \to 0$ and $\beta_n \to 0$. Thus $\pi = 0$, since other plans yield an infinite cost, and $O_{T_e}(\alpha_n, \beta_n) \geq m(\beta) \varphi(0)$. The upper bound gives at the limit
OT_ε(α∗, β∗) → m(β)ψ(0) = OT_ε(0, β) (because ψ is continuous), which proves the weak* continuity of OT_ε. Concerning F_ε, the same proof holds using the suboptimal plan π = α_ε∗ ⊗ α_m.

The Sinkhorn divergence S_ε is positive for strictly positive measures and weak* continuous as a sum of weak* continuous functions. Thus when α_m → 0 the positivity remains at the limit. □

4.7 Extensions

We detail here extensions of the theory we developed above. They were not considered for the sake of simplicity, but should be worth considering for applications. We provide motivated examples for such ideas, with details on how our theory should be adapted.

4.7.1 Asymmetric marginal penalties

As suggested Remark 4, one could want to consider penalties D_ε(π_ε(α)) and D_ε(π_ε(β)) with ϕ ≠ ϕ_2. For instance, take D_ε = ϵ(=) and D_ε = ρKL. It is relevant in e.g. domain adaptation where α is a source dataset on which a predictor was trained, and β is a similar but shifted dataset on which we want to transfer the learned predictor.

In this setting it is possible to define a Sinkhorn divergence which would be positive, but no longer symmetric. It then reads

\[ S^ε_ϕ(α, β) = OT^ε(ϕ_1, ϕ_2)(α, β) - OT^ε(ϕ_1, ϕ_1)(α, α) - OT^ε(ϕ_2, ϕ_2)(β, β) + \frac{1}{2}(m(α) - m(β))^2, \]

where \( OT^ε(ϕ_1, ϕ_2) \) is the regularized OT program penalized with \( (D_ϕ, ϕ) \). Using the above formula, it is straightforward to prove Proposition 15 hence the positivity of \( S^ε_ϕ(ϕ_1, ϕ_2) \). To compute \( OT^ε(ϕ_1, ϕ_2) \) the only change is to consider two operators Aprox^ε_i (i ∈ {1, 2}) such that optimal potentials satisfy \( f = Aprox^ε_ϕ_1(-S_β(g)) \) and \( g = Aprox^ε_ϕ_2(-S_α(f)) \).

4.7.2 Spatially varying ϕ-divergences

Recall Csiszár divergence integrate pointwise penalties on \( \frac{dα}{dβ} \). It is thus possible to generalize D_ϕ as

\[ D_ϕ(α|β) = \int_X ϕ'_ε(x)dα^ε(x), \]

where \( ϕ(ε, x) \) is an entropy function for each location \( x ∈ X \) with associated recession value \( ϕ'_ε(x) \). Some regularity is however required to avoid measurability issues and be able to apply Legendre duality. It is well-defined when the function (defined on \( R^d_+ × X \)) \( Φ : (r, s, x) ↦ ϕ(r/s, x) \)s (properly extended when \( s = 0 \) using \( ϕ'_ε(x) \)) is a so-called normal-integrant [RW09] chap.14. For instance, this is ensured if \( Φ \) is lower-semi-continuous.

A typical example of such divergence consists in using a spatially varying parameter \( ρ(x) \), such that for e.g. KL penalties one takes \( ϕ(p, x) = ρ(x)(p log p - p + 1) \). It allows to modulate the strength of the conservation of mass constraint over the spatial domain \( X \). Such situation appears e.g. in biology where the frequency of cell duplications \( ρ(x) \) depends on the cell functionality \( x \).

Concerning computations, one takes a spatially varying map Aprox^ε_ϕ_ε(ε, x) at each \( x ∈ X \). Note that when \( ϕ(p, x) = ρ(x)ψ(p) \) one has \( ϕ_ε(p, x) = ρ(x)ψ(μ/ρ(x)) \). The full Sinkhorn update outputs the function \( x ↦ Aprox^ε_ϕ(ε, x)(-S_ε(f)(x)) \), and for KL penalties mentioned above, it reads \( Aprox^ε_ϕ_ε(ε, x)(q) = (1 + \frac{1}{μ(x)})^{-1}q \).

5 Statistical Complexity of Unbalanced Transport

A common assumption in statistics, machine learning and imaging is that one does not have direct access to the distributions (α, β), but rather that the data is composed of a set of \( n \) samples from these measures. Thus an important theoretical and practical question is the study of the discretization error made when approximating OT_ε(α, β) with OT_ε(α_ε, β_ε).

More precisely, we wish to establish the convergence rate of \( |OT_ε(α_ε, β_ε) - OT_ε(α, β)| \) as \( n → ∞ \). To know how many samples are needed to reach a desired tolerance error. For unregularized OT the rate is \( O(n^{-1/d}) \) when \( X = R^d \) [Dud69]. It was refined in [WB17] to be \( O(n^{-1/d^*}) \) where \( d^* \) is a quantification of the intrinsic dimension of the measure. Entropic regularization has been proved to mitigate this curse of dimensionality, yielding in \( R^d \) when \( ε → 0 \) a rate of \( O(ε^{-d/2}n^{-1/2}) \) [CCB19], with an improvement of the dependency with \( ε \) of the constant in [AW19] (which also extends this result from compact domains to sub-Gaussian measures).

A recent work shows the statistical and time benefits of using \( S_ε \) in the Balanced case instead of \( OT_ε \) [CRL+20]. It allows to obtain accurate approximations of OT while allowing a larger
regularization $\varepsilon$ compared to using OT$_\varepsilon$. This proof relies on a dynamic formulation of entropic OT. An unbalanced entropic dynamic formulation was recently developed in [HJ14], but its only connected to OT$_\varepsilon$ when $D_\varepsilon = TV$ and $C(x, y) = |x - y|^2$. In this section we consider general (but smooth) $\varphi$ and $C$, which excludes the TV case. For this reason, our results which focuses on OT$_\varepsilon$ instead of $S_\varepsilon$ remain of interest to the community.

This section extends the results of [GCB+19, MW19] to the framework of unbalanced OT. We suppose in addition with all the previous assumptions that the cost $C$ and the function $\varphi^*$ are $C^\infty$. We assume the space $\mathcal{X}$ is a compact Lipschitz domain of $\mathbb{R}^d$.

We denote by $(\alpha, \beta) \in \mathcal{M}^+(\mathcal{X})$ the input positive measures, by $(\bar{\alpha}, \bar{\beta}) \in \mathcal{M}^+_\alpha(\mathcal{X})$ their normalized versions and by $(\alpha_n, \beta_n)$ their empirical counterparts with $n$ points, i.e.

$$\alpha = m(\alpha)\bar{\alpha}, \quad \alpha_n = m(\alpha)\sum_{i=1}^n \delta_{X_i}, \quad \beta = m(\beta)\bar{\beta}, \quad \beta_n = m(\beta)\sum_{i=1}^n \delta_{Y_i},$$

where $(X_1, ..., X_n)$ and $(Y_1, ..., Y_n)$ are $n$ points in $\mathcal{X}$ sampled from the normalized probability distributions $(\bar{\alpha}, \bar{\beta})$. Note that we assume for simplicity that the masses of $(\alpha, \beta)$ are known, so that the total masses of $(\alpha_n, \beta_n)$ are the same as those of $(\alpha, \beta)$.

The main result of this section is the following theorem. Its proof is very technical and is detailed in Appendix [2].

**Theorem 7** (Sample complexity of the unbalanced transport cost). Assume $\varphi^*$ and $C$ are $C^\infty$ and that Assumptions [1, 3] hold. Then there exists a rational fraction $Q(\varepsilon)$ whose coefficients only depend on the norms $\|C^{(k)}\|$ and $\|\varphi^{(k)}\|$, respectively evaluated on compact sets $\mathcal{X}$ and $\mathcal{Y}$ where $\mathcal{Y}$ is a compact independent of $\varepsilon$, such that

$$\forall \varepsilon, \quad \mathbb{E}_{\alpha \beta}[|\Omega(\alpha, \beta) - \Omega_\varepsilon(\alpha_n, \beta_n)|] = O\left(\frac{m(\alpha) + m(\beta)}{\sqrt{n}}Q(\varepsilon)\right).$$

Furthermore the rational fraction has the following asymptotics.

$$Q(\varepsilon) = O_{\varepsilon \rightarrow 0}(\varepsilon^{-|d/2|}) \quad \text{and} \quad Q(\varepsilon) = O_{\varepsilon \rightarrow \infty}(1).$$

The proof of this result relies on several lemmas presented in Appendix [3]. In particular, we show dual potentials are smooth and belong to a Sobolev space $H^s(\mathcal{X})$, which is a RKHS when $s > \left\lfloor \frac{d}{2} \right\rfloor$. Note that for a given dimension $d$, it suffices to assume $C$ and $\varphi^*$ are $C^{[d/2]+1}$. We show that the potentials lie in a ball of $H^s(\mathcal{X})$ endowed with its corresponding Sobolev norm. Then we apply standard results from the PAC-learning theory in Reproducing Kernel Hilbert Spaces.

**Proof.** We first start by applying Proposition [24]

$$\mathbb{E}_{\alpha \beta}[|\Omega(\alpha, \beta) - \Omega_\varepsilon(\alpha_n, \beta_n)|] \leq 2\mathbb{E}_{\alpha}[\sup_{f \in H^s_{\alpha, \lambda}(\mathbb{R}^d)} |\langle \alpha - \alpha_n, f \rangle|] + 2\mathbb{E}_{\beta}[\sup_{f \in H^s_{\beta, \lambda}(\mathbb{R}^d)} |\langle \beta - \beta_n, g \rangle|].$$

Write $\alpha = m(\alpha)\bar{\alpha}$ and $\beta = m(\beta)\bar{\beta}$. We apply Proposition [19] with $B = 1$ to the Sobolev space $H^s_{\alpha, \lambda}(\mathbb{R}^d)$ with $s = \left\lfloor \frac{d}{2} \right\rfloor + 1$, such that $H^s_{\alpha, \lambda}(\mathbb{R}^d)$ and $H^s_{\beta, \lambda}(\mathbb{R}^d)$ are RKHS. It yields for the normalized measure $\bar{\alpha} \in \mathcal{M}^+_\alpha(\mathcal{X})$

$$\mathbb{E}_{\bar{\alpha}}\left[\sup_{f \in H^s_{\alpha, \lambda}(\mathbb{R}^d)} |\langle \bar{\alpha} - \bar{\alpha}_n, f \rangle|\right] \leq \frac{2\lambda}{\sqrt{n}},$$

where $\lambda = Q(\varepsilon)$ is the radius of the Sobolev ball bounding the potentials (Proposition [23]). We get the desired result by multiplying by $m(\alpha)$, and summing with the similar term obtained of $\beta$. \qed

### 6 Implementation

We detail here how to compute all divergences defined Section [4] when $(\alpha, \beta)$ are discrete measures. It takes two steps. Firstly $(f_{\alpha, \beta}, g_{\alpha, \beta}, f_\alpha, g_\beta)$ are computed using the Sinkhorn algorithm [3]. Secondly, potentials are summed against the input measures as described for instance in Proposition [12] when $D_\alpha = \rho KL$. ""
6.1 Sinkhorn algorithm

Discrete Setting We write discrete measures as \( \alpha = \sum_{i=1}^{N} \alpha_i \delta_{x_i} \) and \( \beta = \sum_{j=1}^{M} \beta_j \delta_{y_j} \), where \( (\alpha_i), (\beta_j) \in \mathbb{R}_+^N \) are vectors of non-negative masses and \((x_i), (y_j) \in \mathcal{X}^N \) are two sets of points. Potentials \((f_i) = (f(x_i)) \) and \((g_j) = (g(y_j)) \) become two vectors of \( \mathbb{R}^N \) and \( \mathbb{R}^M \). The cost \( C_{ij} = C(x_i, y_j) \) and the transport plan \( \pi_{ij} = \pi(x_i, y_j) \) become matrices of \( \mathbb{R}^{N \times M} \). The latter can be computed with Equation (3) which becomes \( \pi_{ij} = \exp \frac{1}{\varepsilon} [(f_i + g_j - C_{ij}) / \varepsilon] \). Once potentials \( (f, g) \) are computed by the Sinkhorn algorithm, functionals of Definition 6 involve discrete sums such as \( \langle \alpha, \varphi^\ast(-f) \rangle = \sum_{i=1}^{N} \alpha_i \varphi^\ast(-f_i) \).

Computational routines The Sinkhorn algorithm allows parallel computations, and is thus ideally suited to modern computing hardware (e.g., GPU). In practice, we rely on the standard NumPy [DB09] and PyTorch [PGC+17] libraries for array manipulations and display our results using Matplotlib [Hun07]. When using GPUs, we rely on the KeOps library [CFG+20] to perform fast computations, with a negligible memory footprint – which is often a bottleneck with GPUs.

Contrary to [CPSV18] where ProxDiv \( e^\varepsilon \) is used (see Section 2), the use of Aprox \( e^\varepsilon \) allows to perform iterations on log-domain. We update \((f, g)\) instead of \((e^{f/\varepsilon}, e^{g/\varepsilon})\), which is key for numerical stability. Indeed, operators \((S_{\alpha}, S_{\beta})\) (see Equation (5)) are Log-Sum-Exp reductions, an operation which can be stabilized as

\[
\text{LSE}_{i=1}^{N}(u_i) \overset{\text{def}}{=} \log \sum_{i=1}^{N} \exp(u_i) = \max_u u_i + \log \sum_{i=1}^{N} \exp(u_i - \max_u u_k).
\]

Such expression avoids numerical overflows of exponentials since \( u_i - \max_u u_k \leq 0 \). It also avoids underflows in the sense that updates of \((e^{f/\varepsilon}, e^{g/\varepsilon})\) involve the matrix \((e^{-C_{ij}})\) whose coordinates are numerically underflowing to 0 for small \( \varepsilon \).

Algorithm We detail the implementation in Algorithm 1. We emphasize that the only change from balanced Sinkhorn is the extra composition with the operator Aprox \( e^\varepsilon \) with the Log-Sum-Exp reduction. As detailed in Section 3.2 Aprox \( e^\varepsilon \) is often cheap too compute, thus not impacting the computation cost of Sinkhorn.

Algorithm 1 Sinkhorn Algorithm: \( \text{Sink}((\alpha_i), (x_i), (\beta_j), (y_j)) \)

**Parameters**: symmetric cost function \( C(x, y) \), regularizer \( \varepsilon > 0 \)

**Input**: source \( \alpha = \sum_{i=1}^{N} \alpha_i \delta_{x_i} \), target \( \beta = \sum_{j=1}^{M} \beta_j \delta_{y_j} \)

**Output**: vectors \((f_i)\) and \((g_j)\), equal to the optimal potentials

1: \( f_i \leftarrow \text{zeros}(M) \) \; \( g_j \leftarrow \text{zeros}(N) \) \{Vectors of size M and N\}
2: while updates > tol do
3: \( g_j \leftarrow -\varepsilon \text{LSE}_{i=1}^{N} \left[ \log(\alpha_i) + (f_i - C(x_i, y_j))/\varepsilon \right] \)
4: \( g_j \leftarrow -\text{Aprox}_{e^\varepsilon}(g_j) \)
5: \( f_i \leftarrow -\varepsilon \text{LSE}_{j=1}^{M} \left[ \log(\beta_j) + (g_j - C(x_i, y_j))/\varepsilon \right] \)
6: \( f_i \leftarrow -\text{Aprox}_{e^\varepsilon}(f_i) \)
7: end while
8: return \((f_i), (g_j)\)

**Remark 8.** It is possible to implement Remark 4 to extrapolate potentials, which matters to compute the Hausdorff divergence. For instance, take \((f_i)\), s.t. \( f = \mathcal{A}_{\alpha}(f) \) with \( \alpha = \sum_{i=1}^{N} \alpha_i \delta_{x_i} \). To evaluate at some \( y \), we compute

\[
f(y) = -\text{Aprox}_{e^\varepsilon}(\varepsilon \log \sum_{i=1}^{N} \exp \left[ \log(\alpha_i) + (f_i - C(x_i, y))/\varepsilon \right])
\]

7 Numerical illustrations

7.1 A synthetic example with gradient flows

We now present numerical examples and applications of our results based on the algorithm of Section 6. Our implementation of the functionals and the code needed to reproduce the experiments below is available at:

https://github.com/thibsej/unbalanced-ot-functionals

We present numerical experiments on gradient flows. Given a set of particles \( \theta = \{(x_i, r_i)\} \) with coordinates \( x_i \in \mathbb{R}^d \) and masses \( r_i \in \mathbb{R}_+ \), one wishes to study their trajectories under a potential \( \theta \mapsto F(\theta) \). The particles intialized at \( t = 0 \) by \( \theta_0 \) undergo the dynamic \( \partial_t \theta(t) = \nabla F(\theta(t)) \)
dynamics. For instance, one retrieves a partial transport behaviour for computations beyond the fully rigorous Algorithm 1 that is presented in this paper. We display this implementation relies on symmetrized iterations and an annealing heuristic to speed up equal to 0.9 to ensure a high precision in the OT solver. As detailed in [Fey20, Section 3.3], biased Sinkhorn divergence $\alpha$ amounts to run the following gradient steps
\begin{align*}
x_i^{(t+1)} &= x_i^{(t)} - \eta_r \nabla x_i S_{\alpha}(\alpha, \beta), \\
r_i^{(t+1)} &= r_i^{(t)} \exp \left(-2\eta_r \nabla r_i S_{\alpha}(\alpha, \beta)\right),
\end{align*}
where $(\eta_r, \eta_r) > 0$ are two learning steps. The update on $r_i$ is called a mirror descent step, and is used to enforce that $r_i \geq 0$. We retrieve the exact gradient flow when $(\eta_r, \eta_r) \to 0$. Using such model $\alpha$ and such updates is proved in [Chi19] to be equivalent to a gradient flow in the space $\mathcal{M}_2^+(\mathcal{X})$, in contrast with classical flows optimizing over $\mathcal{M}_2^+(\mathcal{X})$.

We run the experiments in several settings. We always take the Euclidean distance $C(x, y) = \|x - y\|_2^2$ on the unit square $[0, 1]^2$, constant learning rates $(\eta_x, \eta_y) = (60, 0.3)$, a radius $\sqrt{\beta} = \sqrt{10^{-3}}$, and a default blur radius of $\sqrt{\epsilon} = \sqrt{10^{-3}}$. In each timeframe we display iterations $[5, 10, 20, 50, 300]$ of the gradient descent steps. Each dot represents a particle, and the diameter represents its mass.

Figures 4 (rows 1 and 2) show the difference between using OT$_{\epsilon}$ and the (debiased) Sinkhorn divergence $S_{\epsilon}$. Note that for OT$_{\epsilon}$ (row 1) the model $\alpha_{\epsilon}$ concentrates (i.e. suffers the entropic bias) while for $S_{\epsilon}$ it approaches $\beta$ up to details of size $\sqrt{\epsilon}$. One the same figure, comparing rows 2 and 3 shows the influence of $\epsilon$, which operates a low pass smoothing. If $\epsilon$ is chosen too large then $\alpha_{\epsilon}$ discards finer details. Figure 5 shows the impact of changing $D_{\epsilon}$ on the mass variation dynamics. For instance, one retrieves a partial transport behaviour for $\rho TV$.

7.2 An application: 3D scene flow estimation

The theory of unbalanced and entropy-regularized OT is motivated by applications to noisy data. Our goal is to enable the use of transport-based tools on problems that are a “good but imperfect” fit for the standard Monge–Kantorovitch model.

To make this point clear, we showcase the use of our robust OT tools on a real applied problem: the estimation of displacement vectors (“3D flow”) between two views of the same 3D scene that have been acquired at times $t$ and $t + \Delta t$. This is a fundamental task in computer vision, with major applications to automated driving [VBR 99].

As illustrated in Fig. 6, we consider two point clouds $x_1, \ldots, x_N$ (“source frame”) and $y_1, \ldots, y_M$ (“target frame”) that have been acquired by a binocular device or a LiDAR scanner. For this experiment, we rely on a cropped scene from the standard KITTI dataset [MG15, LQG19]. We intend to estimate the positions $p_1, \ldots, p_N$ of all points $x_i$ at times $t + \Delta t$. We stress that both 3D frames have been sampled independently from each other, which means that the Ground Truth results $p_1^{GT}, \ldots, p_N^{GT}$ that are provided in the dataset are not in perfect correspondence with the target points $y_1, \ldots, y_M$.

In the context of automated driving, a pre-processing step (the “segmentation”) removes points that correspond to the pavement on the ground. As a consequence, we can understand the scene flow between any two frames as a collection of small, independent and rigid transformations of solid objects such as cars, trees and bikes. OT theory is perfectly suited to this class of geometric deformations, and recent progress on numerical solvers have opened the door to real-time processing for this data [SFL+ 21].

To demonstrate the influence of entropic regularization and of the softening of the marginal constraints on the scene flow estimation, we study a descent-based algorithm along the lines of the previous Section. We work with a quadratic cost $C(x, y) = \frac{1}{2} \|x - y\|_2^2$ and a Kullback–Leibler penalty on the marginal constraints. We initialize our flowing point cloud on the source frame $(x_i^{(0)} = x_i)$ with uniform weights equal to $1/N$ and update the point positions with:
\begin{equation}
\forall i \in [1, N], \quad x_i^{(t+1)} = x_i^{(t)} - N \nabla x_i S_{\epsilon}(\frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}, \frac{1}{M} \sum_{k=1}^{M} \delta_{y_k}).
\end{equation}
The final registration corresponds to the point cloud $p_1 = x_1^{(10)}, \ldots, p_N = x_N^{(10)}$ after 10 iterations. The main parameters of our method are the blur $(\sqrt{\epsilon})$ and reach $(\sqrt{\beta})$ scales for the Sinkhorn divergence $S_{\epsilon}$, which are both homogeneous to distances in 3D space.

In this experiment, we rely on the GeomLoss library [FSV+ 19, Fey20] to evaluate the debiased Sinkhorn divergence $S_{\epsilon}$ and its gradient. We keep the GeomLoss “scaling” parameter equal to 0.9 to ensure a high precision in the OT solver. As detailed in [Fey20, Section 3.3], this implementation relies on symmetrized iterations and an annealing heuristic to speed up computations beyond the fully rigorous Algorithm that is presented in this paper. We display registration results in Fig. 7 and make the following observations:
Figure 4: Comparison of gradient for of three different discrepancy when using $D_{\varphi} = \rho_{\text{KL}}$. The target measure $\beta$ is displayed in blue, while the evolving measure $\alpha_t$ is displayed using a rainbow color scheme that allows us to track individual particles.

Figure 5: Flow of $S_{\epsilon}(\cdot, \beta)$ with different type of divergence $D_{\varphi}$, from top to bottom: Total Variation (TV), range constraint and balanced OT.
Figure 6: **3D scene extracted from the KITTI dataset [MG15]**. The source (red) and target (blue) point clouds are sampled with 4,000 points each: they are not in perfect correspondence with each other. In the coordinate system of the acquisition device, we observe 10 solid objects: 3 cars in rigid motion ($C_1$, $C_2$, $C_3$); 4 immobile traffic signs and poles ($S_1$, $S_2$, $S_3$, $S_4$); 3 parts of the ground that have been correctly removed from the source frame in the pre-processing step but remain visible in the target frame ($G_1$, $G_2$, $G_3$).

(a) View from above. (b) Front view.

Figure 7: **Estimation of the 3D scene flow** with different values for the blur ($\sqrt{\varepsilon}$) and reach ($\sqrt{\rho}$) parameters. We focus on a detail of Fig. 6 ($C_3$, $S_4$, $G_2$, $G_3$) and display the registration result $p_1, \ldots, p_N$ with green points and green arrows that link them to the source points $x_i$.

(a) blur = 1cm, reach = 1m. (b) blur = 50cm, reach = 100m. (c) blur = 50cm, reach = 1m.

Figure 8: **Quantitative evaluation**. We display the maximum, average and median 3D error between the final registrations $p_i$ and the ground truth target points $p_i$ for varying values of the blur ($\sqrt{\varepsilon}$) and reach ($\sqrt{\rho}$) parameters in Eq. (23). Letters “a”, “b” and “c” correspond to the three visualizations of Fig. 7.
• Unbalanced OT corresponds to the limit case where the reach parameter ($\sqrt{\rho}$) is finite and the blur parameter ($\sqrt{\varepsilon}$) is smaller than the typical distance between any two samples. This setting is illustrated in Fig. 7a: on the one hand, the registration is robust to the presence of segmentation artifacts for the pavement in the target frame; but on the other hand, the final registration ($p_i$, green) overfits to the target point cloud ($y_j$, blue). The estimated scene flow is unrealistically non-smooth.

• Entropy-regularized OT corresponds to the limit case where the blur parameter ($\sqrt{\varepsilon}$) is significantly larger than zero and the reach parameter ($\sqrt{\rho}$) is equal to $+\infty$ or is much larger than the diameter of the 3D scene. As illustrated in Fig. 7b, the registration is smooth but is highly impacted by artifacts that are present in the data: our method matches the front-end of the car to a part of the pavement that was (erroneously) left visible in the target frame.

• Unbalanced, entropy-regularized OT is robust to both types of perturbations. As illustrated in Fig. 7c, picking intermediate values for both of the blur ($\sqrt{\varepsilon}$) and reach ($\sqrt{\rho}$) parameters allows us to recover a smooth displacement field that is not thrown in disarray by segmentation artifacts.

We provide a quantitative analysis of this experiment in Fig. 8 and note that:

• The maximum error is primarily a function of the reach parameter: when $\sqrt{\rho}$ is too large, the model is highly sensitive to segmentation errors in the input data. The theory of unbalanced OT is thus required to make our model robust to outliers.

• For sensible values of the reach parameter ($\sqrt{\rho} \geq 1$ m), the median error is a function of the entropic blur $\sqrt{\varepsilon}$ that prevents overfitting to the target point cloud. The theory of entropy-regularized OT is thus needed to make our model robust to sampling noise.

• The average error behaves as an intermediate statistic between the maximum and median errors – which focus on outliers and inliers, respectively. Overall, unbalanced and entropy-regularized OT produces optimal results when the blur parameter is equal to the typical size of the moving objects ($\sqrt{\varepsilon} \approx 50$ cm in our experiment) and the reach parameter is equal to the maximum plausible displacement for a point between any two frames ($\sqrt{\rho} \approx 1$ m in our experiment).

These results show that unbalanced, entropy-regularized OT inherits from two types of “robustness” that are both relevant to the study of real-world datasets. Please note that we include this experiment as an illustrative example: in-depth discussions about run times, performance metrics and the interaction of OT theory with state-of-the-art point neural networks are outside of the scope of this theoretical paper. For a detailed presentation of the applications of OT theory to point cloud registration, we refer to the recent experimental paper [SFL+21] and its bibliography.

Conclusion

We presented in this article the Sinkhorn divergences for unbalanced optimal transport. We provided a theoretical analysis of both these divergences and the associated Sinkhorn’s algorithm in the setting of continuous measures with compact support. This shows how key properties from the balanced setting carry over to the unbalanced case. This however requires some non-trivial adaptations of both the definition of the divergences and the proof technics, in order to cope with a wide range of entropy functions. The resulting unbalanced Sinkhorn divergences offer a versatile tool hybridizing OT and MMD distances which can readily be used in many applications in imaging sciences and machine learning.
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A Additional proofs

A.1 Proof of proposition 4

Assume $\varepsilon = 1$. Take two pairs $(p_1, q_1)$, $(p_2, q_2)$ such that for $i \in \{1, 2\}$, $q_i = \text{Aprox}\rho^{\varepsilon}_\alpha(p_i)$. This is equivalent to $e^{p_1 - q_1} \in \partial \varphi_\alpha(q_i)$, and because $\partial \varphi_\alpha^*$ is a monotone operator one has

$$(e^{p_1 - q_1} - e^{p_2 - q_2})(q_1 - q_2) \geq 0.$$ 

Then one can use the first order convexity condition to get

$$e^{p_1 - q_1} - e^{p_2 - q_2} \geq e^{p_2 - q_2}(p_1 - q_1 - p_2 + q_2),$$

$$e^{p_2 - q_2} - e^{p_1 - q_1} \geq e^{p_1 - q_1}(p_2 - q_2 - p_1 + q_1),$$

$$\Rightarrow 0 \geq (e^{p_1 - q_1} - e^{p_2 - q_2})(p_2 - q_2 - p_1 + q_1)$$

$$\Rightarrow (e^{p_1 - q_1} - e^{p_2 - q_2})(p_1 - p_2) \geq (e^{p_1 - q_1} - e^{p_2 - q_2})(q_1 - q_2) \geq 0.$$ 

The case $e^{p_1 - q_1} = e^{p_2 - q_2}$ is trivial, and without loss of generality we can assume $e^{p_1 - q_1} - e^{p_2 - q_2} > 0$ by swapping indices if necessary. Eventually it gives the pointwise inequality

$$|p_1 - p_2| \geq |q_1 - q_2| = |\text{Aprox}\rho^{\varepsilon}_\alpha(p_1) - \text{Aprox}\rho^{\varepsilon}_\alpha(p_2)|.$$ 

The above inequality gives that if $x \mapsto p(x)$ is a continuous function instead of a real number, then $x \mapsto \text{Aprox}\rho^{\varepsilon}_\alpha(p(x))$ is also a continuous function (Take $p_1 = p(x)$, $p_2 = y$ and let $x \to y$). Now take $q_1 = \text{Aprox}\rho^{\varepsilon}_\alpha(f)$ and $q_2 = \text{Aprox}\rho^{\varepsilon}_\alpha(g)$ for some $(f, g) \in C(X)$. Since $X$ is compact, suprema are attained and we can take the point $x \in X$ such that

$$||q_1 - q_2||_{\infty} = ||q_1(x) - q_2(x)|| \leq |f(x) - g(x)| \leq ||f - g||_{\infty}.$$ 

This proves the statement for $\varepsilon = 1$. One has for any $\varepsilon > 0$

$$\text{Aprox}\rho^{\varepsilon}_\alpha(p) = \varepsilon \text{Aprox}\rho^{\varepsilon}_\alpha(p/e), (p/e).$$

This relation allows to conclude for any $\varepsilon$.

A.2 Weak* continuity of $\text{OT}_\varepsilon$

Theorem 8 (Convexity and continuity of $\text{OT}_\varepsilon$). For any entropy $\varphi$, $\text{OT}_\varepsilon$ is convex on $\mathcal{M}^+(X)$ in $\alpha$ and $\beta$ but not jointly convex. For any entropy $\varphi$ such that Theorem 4 holds, consider a sequence $\alpha_n \to \alpha$ and $\beta_n \to \beta$ with $(\alpha, \beta) \in \mathcal{M}^+(X)$, and write $(f_n, g_n)$ a sequence of optimal potentials for $\text{OT}_\varepsilon(\alpha_n, \beta_n)$. If $(f_n, g_n)$ can be uniformly bounded by a constant independent of $n$, then $\text{OT}_\varepsilon(\alpha_n, \beta_n) \to \text{OT}_\varepsilon(\alpha, \beta)$.

Proof. With respect to convexity, $\text{OT}_\varepsilon$ is a supremum of functions which are linear in $\alpha$ and linear in $\beta$, but not jointly convex in $(\alpha, \beta)$: it is convex in $\alpha$ and in $\beta$.

With respect to continuity, note that for any $n$, $(f_n, g_n)$ are $\gamma$-Lipschitz (Lemma 2) and continuous on a compact set and are thus uniformly equicontinuous. Using the assumption that this sequence is uniformly bounded, the Ascoli-Arzela Theorem allows us to show the relative compactness of the sequence in $C(X) \times C(Y)$. Note that the Softmin and the aprox are $1$-Lipschitz (Lemma 2 and Proposition 3) and the Softmin is weak* continuous in its input measure $\alpha$ or $\beta$, thus for any converging subsequence $f_{n_k} \to f$ and $g_{n_k} \to g$, we get that $(f, g)$ is a fixed point of the Sinkhorn mapping for $(\alpha, \beta)$ and is thus an optimal pair of potentials for $\text{OT}_\varepsilon(\alpha, \beta)$. Since the dual functional $\mathcal{J}$ is continuous in $(\alpha, \beta, f, g)$, we get that for any subsequence $\text{OT}_\varepsilon(\alpha_{n_k}, \beta_{n_k}) \to \text{OT}_\varepsilon(\alpha, \beta)$, hence the continuity property.

Corollary 2 (Continuity of $\text{OT}_\varepsilon$). Write $\alpha_n \to \alpha$ and $\beta_n \to \beta$ with $(\alpha, \beta) \in \mathcal{M}^{++}(X)$ such that for any $n$ there exists optimal dual potentials $(f_n, g_n)$. Then for any setting of Section 3.2 we can uniformly bound this sequence and show that $\text{OT}_\varepsilon$ is weak*-continuous.

Proof. The case of strictly convex entropy is proved in Proposition 5. In the balanced setting, potentials are defined up to a constant, thus we can assume without loss of generality that $f_n(x^*) = 0$ for some $x^* \in X$. Because optimal potentials are $\gamma$-Lipschitz, we have that $||f_n||_{\infty} < \gamma \text{diam}(X)$. Because the Sinkhorn update is $1$-Lipschitz, we get that $||f_n||_{\infty} < 2\gamma \text{diam}(X) + \varepsilon \text{log}(m(\alpha_n))$ and because $\alpha_n \to \alpha$ the mass term can be uniformly bounded, hence the result. When $D_{\alpha} = \rho TV$ the aprox operator implies $||f_n||_{\infty} \leq \rho$ and $||g_n||_{\infty} \leq \rho$. In the case $D_{\alpha} = \text{RG}(\alpha_n, \beta_n)$ we need to prove that for any $n$, at least one of the potentials $(f_n, g_n)$ is zero at some point of the support of $(\alpha_n, \beta_n)$. If it is not the case, then we can replace $(f_n, g_n)$ by $(f_n + \lambda, g_n - \lambda)$ with $\lambda \in \mathbb{R}$, and the expression of $\varphi^*$ is such that the dual functional $\mathcal{J}$ is locally linear. Then we can locally increase the dual cost, which violates the optimality of $(f_n, g_n)$. Thus there exists $(x_n^*, y_n^*)$ such that $f_n(x_n^*) = 0$ or $g_n(y_n^*) = 0$, and we can derive a uniform bound similar to the balanced setting. Thus Theorem 2 holds and we get that $\text{OT}_\varepsilon(\alpha_n, \beta_n) \to \text{OT}_\varepsilon(\alpha, \beta)$. 


A.3 Proof of Theorem 3

The proof is mainly inspired from San15 Proposition 7.17. Let us consider \( \alpha, \delta\alpha, \beta, \delta\beta \) and \( t \) in a neighborhood of 0, as in Definition 3. We define the variation ratio \( \Delta_t \) as \( \Delta_t \overset{\text{def.}}{=} \OT_t(\alpha, \beta) - \OT_t(\alpha, \beta)/t \) we provide lower and upper bounds on \( \Delta_t \) as \( t \) goes to 0. The purpose of the proof is to show that the limsup and liminf coincide, proving the derivative to be well-defined.

**Lower bound.** First, let us remark that \((f, g)\) is a suboptimal pair of dual potentials for \( \OT_t(\alpha, \beta) \). Hence, one has

\[
\OT_t(\alpha, \beta) \geq (\alpha, -\varphi^*(f)) + (\beta, -\varphi^*(g)) - \varepsilon (\alpha \otimes \beta, e^{-\frac{f g + C}{\varepsilon}} - 1)
\]

\[
\Delta_t \geq (\delta\alpha, -\varphi^*(-f)) + (\delta\beta, -\varphi^*(-g)) - \varepsilon (\delta\alpha \otimes \beta + \alpha \otimes \delta\beta, e^{-\frac{f g + C}{\varepsilon}} - 1) + o(1).
\]

**Upper bound.** Conversely, let us denote the optimal pair of potentials for \( \OT_t(\alpha, \beta) \) by \((f_t, g_t)\). As \((f_t, g_t)\) are suboptimal potentials for \( \OT_t(\alpha, \beta) \), we get that

\[
\OT_t(\alpha, \beta) \geq (\alpha, -\varphi^*(-f_t)) + (\beta, -\varphi^*(-g_t)) - \varepsilon (\alpha \otimes \beta, e^{-\frac{f_t g_t + C}{\varepsilon}} - 1)
\]

\[
\Delta_t \leq (\delta\alpha, -\varphi^*(-f_t)) + (\delta\beta, -\varphi^*(-g_t)) - \varepsilon (\delta\alpha \otimes \beta + \alpha \otimes \delta\beta, e^{-\frac{f_t g_t + C}{\varepsilon}} - 1) + o(1)
\]

**Conclusion.** Now, let us remark that as \( t \) goes to 0, \( \alpha + t\delta\alpha \to \alpha \) and \( \beta + t\delta\beta \to \beta \). Using Proposition 13, \( f_t \) and \( g_t \) converge uniformly towards \( f \) and \( g \). Combining the lower and upper bound, we get

\[
\Delta_t \to 0 (\delta\alpha, -\varphi^*(-f) - \varepsilon (\beta, e^{-\frac{f g + C}{\varepsilon}} - 1)) + (\delta\beta, -\varphi^*(-g) - \varepsilon (\alpha, e^{-\frac{f g + C}{\varepsilon}} - 1)).
\]

One has \( \nabla \varphi^*(-f) = (\beta, e^{-\frac{f g + C}{\varepsilon}}) \) and \( \nabla \varphi^*(-g) = (\alpha, e^{-\frac{f g + C}{\varepsilon}}) \) when \( \varphi^* \) is differentiable. It yields the last result.

A.4 Proof of Theorem 4

Write \( E_\varepsilon(\alpha, \mu) \overset{\text{def.}}{=} \langle \alpha, \varphi^*(-\varepsilon \log (\frac{m(\mu)}{m(\alpha)}) \rangle + \frac{\varepsilon}{2} (\mu, k_\varepsilon \ast \mu) \) for \((\alpha, \mu) \in M^+(\mathcal{X}) \times M^+(\mathcal{X})\). Since \( C \) is bounded on the compact set \( \mathcal{X} \times \mathcal{X} \) and \( \alpha \) is a positive measure, we have that \( F_\varepsilon(\alpha) \leq E_\varepsilon(\alpha, \alpha) < +\infty \).

**Strict convexity and lower-semicontinuity of \( E_\varepsilon \) and \( F_\varepsilon \).** We use Equation 13 from Proposition 13. It allows to add the constraint set \( I = \{(\alpha, \mu) \in M^+(\mathcal{X}) \times M^+(\mathcal{X}) \mid \alpha \sim \mu \} \) which is jointly convex in \((\alpha, \mu)\). The function \( \psi = \varphi^* \circ (\varepsilon \log) \) is convex because both functions are convex and \( \varphi^* \) is nondecreasing. On the set \( I \), \( \alpha \) verifies \( \alpha^k = 0 \) w.r.t. \( \mu \), thus the term \( \langle \alpha, \varphi^*(\varepsilon \log (\frac{m(\mu)}{m(\alpha)}) \rangle \) can be identified as a \( \psi \)-divergence (except it is not nonnegative) and is thus jointly convex in \((\alpha, \mu)\). The norm \( \| \cdot \|_{k_\varepsilon} \) is jointly convex, thus so is \( E_\varepsilon \). Eventually, we minimize a jointly convex function over a (jointly) convex set, and we get that \( F_\varepsilon \) is convex. Since \( \psi \)-divergences are also l.s.c. then \( E_\varepsilon \) is also l.s.c.

**Coercivity on \( \mu \) and existence.** Since \( \mathcal{X} \times \mathcal{X} \) is compact and \( k_\varepsilon(x, y) > 0 \), there exists \( \eta > 0 \) such that \( k(x, y) > \eta \) for all \( x \) and \( y \) in \( \mathcal{X} \). We thus get \( \| \mu \|^2_{k_\varepsilon} \geq (\mu, 1)^2 \eta \). For \( \mu \in M^+(\mathcal{X}) \) write \( \mu_{\text{st}} \), its restriction to \( \text{spt}(\alpha) \). One has \( m(\mu_{\text{st}}) \geq m(\mu) \) and because \( \varphi^* \circ (\varepsilon \log) \) is nonincreasing one has thanks to Jensen inequality that

\[
E_\varepsilon(\alpha, \mu) \geq m(\alpha) \varphi^*(\varepsilon \log (\frac{m(\mu)}{m(\alpha)})) + \eta m(\mu)^2
\]

\[
\geq m(\alpha) \varphi^*(-\varepsilon \log (\frac{m(\mu)}{m(\alpha)})) + \eta m(\mu)^2
\]

\[
\geq -m(\alpha) \varepsilon \log (\frac{m(\mu)}{m(\alpha)}) + \eta m(\mu)^2.
\]

Since \( 1 \in \text{dom}(\varphi) \) one has \( \varphi^*(\mu) \geq \mu \). Thus whenever \( m(\mu) \) goes to zero or infinity, \( E_\varepsilon(\alpha, \mu) \to \infty \). It allows to build a minimizing sequence \( (\mu_n) \) for \( F_\varepsilon(\alpha) \) such that \( m(\mu_n) \) is uniformly bounded by some constant \( M > 0 \).

The Banach-Alaoglu theorem holds and asserts that \( \{ \mu \in M^+(\mathcal{X}) \mid m(\mu) \leq M \} \) is weakly compact; we can extract a weakly converging subsequence \( \mu_{n_k} \to \mu_{\infty} \) from the minimizing
sequence \((\mu_n)\). Since the map \(\mu \mapsto \mathbb{E}_\nu(\alpha, \mu)\) is weakly l.s.c., \(\mu_\infty = \mu_\alpha\) realizes the minimum of \(\mathbb{E}_\nu\), proving the existence of minimizers.

**Uniqueness.** We assumed that the kernel \(k_\alpha\) is positive universal. The squared norm \(\mu \mapsto \|\mu\|^2_{k_\alpha}\) is thus a strictly convex functional, thus \(\mu \mapsto \mathbb{E}_\nu(\alpha, \mu)\) is strictly convex. This ensures that \(\mu_\alpha\) is uniquely defined.

**Optimality of \(f\).** If we consider the first order optimality in \(E_\nu\) we get a.o.e. that \(\frac{d\mu_\alpha}{dx}k_\alpha \ast \mu_\alpha \in \partial\psi^*(-\log \frac{d\mu_\alpha}{dx})\). Denoting \(f = -\log \frac{d\mu_\alpha}{dx}\) this condition reads \(e^{f/\epsilon}\langle \alpha, e^{f/\epsilon}C\rangle \in \partial\psi^*(-f)\). Thus the potential \(f\) satisfies the optimality condition of the dual OT problem. The Radon-Nikodym-Lebesgue theorem only gives that \(f\) is \(\alpha\)-integrable, while we consider potentials in \(C_\alpha(\mathcal{X})\). Lemma 3 gives that \(y \mapsto \text{Sin}_\epsilon^\alpha(\mathcal{C}_\alpha(y) - f)\) is continuous. The Aprox\(\psi^\alpha\) is Lipschitz thus continuous \(\text{Proposition 4}^\alpha\), so \(f = \mathcal{T}_\epsilon(f)\) is also continuous and optimal.

**Strict convexity.** We use Proposition 9 which gives that for two measures \(\alpha \neq \beta\) one has \(\mu_\alpha \neq \mu_\beta\) where both measure are the one attaining the optimal in \(F_\epsilon(\alpha)\) and \(F_\epsilon(\beta)\). Since \(k_\alpha\) is universal the norm \(\|\cdot\|_{k_\alpha}\) is strictly convex when \(\mu_\alpha \neq \mu_\beta\). Write \(\tilde{\mu}\) the optimal measure for \(t\alpha + (1 - t)\beta\) with \(t \in (0, 1)\). One has

\[
F_\epsilon(t\alpha + (1 - t)\beta) = E_\nu(t\alpha + (1 - t)\beta, \tilde{\mu}) \leq E_\nu(t\alpha + (1 - t)\beta, \mu_\alpha + (1 - t)\mu_\beta) < tE_\nu(\alpha, \mu_\alpha) + (1 - t)E_\nu(\beta, \mu_\beta) = tF_\epsilon(\alpha) + (1 - t)F_\epsilon(\beta).
\]

Hence the strict convexity of the Sinkhorn entropy.

**Continuity.** The continuity is given by Theorem 4 and Corollary 2 in the particular case \(\alpha = \beta\).

### A.5 Proof of Proposition 16

In the latter development we identify symmetric terms with a kernel norm through \(\|\beta e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 = (\beta \otimes \beta, e^{(\frac{\alpha}{\epsilon}, \frac{\alpha}{\epsilon} - C)}\).

Under our assumptions, we know from Theorem 4 that \(f_\alpha\) and \(g_\beta\) exist and are unique. The idea of the proof is to say that the pair of potentials \((f_\alpha, g_\beta)\) is suboptimal for \(OT_\epsilon(\alpha, \beta)\). Since its definition is a supremum over \(\mathcal{C}(\mathcal{X})\) we get a lower bound that gives

\[
OT_\epsilon(\alpha, \beta) \geq -\langle \alpha, \varphi^*(-f_\alpha) \rangle - \langle \beta, \varphi^*(-g_\beta) \rangle - \varepsilon(\alpha \otimes \beta, e^{(\frac{\alpha}{\epsilon}, \frac{\alpha}{\epsilon} - C)}) - 1
\]

\[
\geq -\langle \alpha, \varphi^*(-f_\alpha) \rangle - \langle \beta, \varphi^*(-g_\beta) \rangle - \varepsilon(\alpha \otimes \beta, e^{(\frac{\alpha}{\epsilon}, \frac{\alpha}{\epsilon} - C)})
\]

\[
- \frac{\epsilon}{2}(\|\alpha e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 - m(\alpha^2) + \|\beta e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 - m(\beta^2)) + \frac{\epsilon}{2}(\|\alpha e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 - m(\alpha^2) + \|\beta e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 - m(\beta^2)) + \varepsilon m(\alpha)m(\beta)
\]

\[
\geq -\langle \alpha, \varphi^*(-f_\alpha) \rangle - \frac{\epsilon}{2}(\|\alpha e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 - m(\alpha^2)) - \langle \beta, \varphi^*(-g_\beta) \rangle - \frac{\epsilon}{2}(\|\beta e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 - m(\beta^2))
\]

\[
+ \frac{\epsilon}{2}(\|\alpha e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 + \|\beta e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 - 2\langle \alpha \otimes \beta, e^{(\frac{\alpha}{\epsilon}, \frac{\alpha}{\epsilon} - C)} \rangle)
\]

\[
+ \varepsilon m(\alpha)m(\beta) - \frac{\epsilon}{2}(m(\alpha)^2 + m(\beta)^2)
\]

\[
\geq \frac{1}{2}OT_\epsilon(\alpha, \alpha) + \frac{1}{2}OT_\epsilon(\beta, \beta) + \frac{\epsilon}{2}(\|\alpha e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 - \beta e^{\frac{\alpha}{\epsilon}}\|_{k_\alpha}^2 - \frac{\epsilon}{2}(m(\alpha) - m(\beta))^2)
\]

With the last line we deduce the desired bound from the definition of \(S_\epsilon\).

### B Sample Complexity - Proof of Theorem 7

#### B.1 Prerequisites

We present in this section the material which is necessary to follow the details of the proof. We first define Sobolev spaces, and then detail the Faà Di Bruno which is extensively applied in the proofs, with the main result on sample complexity in RKHS.

**Definition 7.** The Sobolev space \(H^s_x(\mathcal{X})\), for \(s \in \mathbb{N}^*\), is the space of functions \(f : \mathcal{X} \to \mathbb{R}\) such that for every multi-index \(k\) with \(|k| \leq s\), the mixed partial derivative \(f^{(k)}\) exists and belongs to \(L^2(\mathcal{X})\). It is endowed with the inner-product

\[
\langle f, g \rangle_{H^s_x(\mathcal{X})} \overset{\text{def.}}{=} \sum_{|k| \leq s} \int_{\mathcal{X}} f^{(k)}(x)g^{(k)}(x)d\alpha.
\]
We also define the Sobolev ball $\mathcal{H}_{\alpha}^s(\mathcal{X}) = \{ f \in \mathcal{H}_{\alpha}^s(\mathcal{X}), \| f \|_{\mathcal{H}_{\alpha}^s(\mathcal{X})} \leq \lambda \}$.

We recall that for $s > \frac{d}{2}$, $\mathcal{H}^s(\mathbb{R}^d)$ is a RKHS. Furthermore the Sobolev extension theorem \cite{Cal10} gives that $\| \|_{\mathcal{H}^s(\mathbb{R}^d)} \leq C \| \|_{\mathcal{H}_{\alpha}^s(\mathcal{X})}$ provided that $\mathcal{X}$ is a bounded Lipschitz domain. Thus, in what follows it suffices to control the dual potentials with respect to the norm $\| \|_{\mathcal{H}_{\alpha}^s(\mathcal{X})}$ over the compact $\mathcal{X}$.

We now state the PAC-learning result we apply in $\mathcal{H}^s(\mathbb{R}^d)$. It is a combination of the proofs of Theorems (8), (12.4) and Lemma 22 in \cite{BM04}.

**Proposition 19.** \cite{HMM03} Consider $\alpha \in M^*_+(\mathcal{X})$, a $B$-Lipschitz loss $L$ and $\mathcal{G}$ a given class of functions. Then

$$E_\alpha \left[ \sup_{f \in \mathcal{G}} E_\alpha(f) - E_\alpha(L(f)) \right] \leq 2B \mathbb{E}_\alpha \mathcal{R}(\mathcal{G})$$

where $E_\alpha[f] = \langle \alpha, f \rangle$ and $\mathcal{R}(\mathcal{G})$ denotes the Rademacher complexity of the class of functions $\mathcal{G}$. When $\mathcal{G}$ is a ball of radius $\lambda$ in a RKHS with kernel $k$ the Rademacher complexity is bounded by

$$E_\alpha \mathcal{R}(\mathcal{G}) \leq \frac{\lambda}{\sqrt{n}} \left( \sum_{i=1}^{n} k(X_i, X_i) \right) \leq \frac{\lambda}{\sqrt{n}} \max_{x \in \mathcal{X}} k(x, x).$$

The loss defined in this property will be the identity which is 1-Lipschitz, while the function used in \cite{GCR10} had a Lipschitz constant depending exponentially in $\varepsilon$.

In order to prove that the potentials are in such RKHS, we need to explicit the derivatives of several functions, we need to use the Faà Di Bruno formula. It has been generalised for the composition of multivariate functions in \cite{CS06}. We detail a corollary of the general formula where we only need a composition of function where only the first one is multivariate.

**Proposition 20.** \cite{CS06} Corollary 2.10 Define the functions $g: \mathbb{R}^d \to \mathbb{R}, f: \mathbb{R} \to \mathbb{R}$ and $h = f \circ g$. Take $x \in \mathbb{R}^d$, $y = g(x) \in \mathbb{R}$ and $n = |n| \in \mathbb{N} \setminus \{0\}$ where $\nu$ is a multi-index. Assume $g$ is $C^\nu$ at $x$ and $f$ is $C^\nu$ at $y$. Then

$$h^{(\nu)}(x) = \sum_{\lambda=1}^{n} f^{(\lambda)}(y) \sum_{p(\nu, \lambda)} (\nu!) \prod_{j=1}^{n} \left( g^{(i_j)}(x) \right)^{k_j},$$

where

$$p(\nu, \lambda) = \{(k_1, \ldots, k_n) \in (\mathbb{N})^n, (l_1, \ldots, l_n) \in (\mathbb{N}^d)^n, \exists s \in [1, n], \forall i \in [s, n], k_i > 0 \text{ and } 0 < l_s < \ldots < l_n \text{ such that } \sum_{i=1}^{n} k_i = \lambda, \sum_{i=1}^{n} k_i l_i = \nu \}.$$

The 0-th derivative is the function itself. The factorial of a vector is the product of the factorial of the coordinates. One has $l < n$ when either $|l| < |n|$ or when $|l| = |n|$ it is larger w.r.t. the lexicographic order. In the monovariate setting, we necessarily have $l_s = s$.

**B.2 Proof of the sample complexity**

Terms of the form $\varphi^{(k)}(\cdot) f$ will appear in the derivation of the bounds. Since we are looking at the dependence in $\varepsilon$, and because the optimal potential $f$ implicitly depends on it, we need this lemma which asserts that its norm is uniformly bounded independently of $\varepsilon$. Knowing that the dual potentials do not diverge with respect to $\varepsilon$ allows to consider a compact $\mathcal{Y}$ in which $\| \varphi^{(k)}(\cdot) \|_{\infty}$ is finite. In what follows, the norms $\| C^{(k)} \|_{\infty}$ and $\| \varphi^{(k)}(\cdot) \|_{\infty}$ are meant to be estimated on $\mathcal{X}$ and $\mathcal{Y}$ respectively. Since $C$ and $\varphi$ are $C^\infty$, those norms are all finite.

**Proposition 21.** Take any pair of measures $(\alpha, \beta) \in M^+(\mathcal{X})$. Under Assumption \cite{I13}, the potentials are uniformly bounded by a bound which is independent of $\varepsilon$.

**Proof.** Lemma \cite{I13} holds and asserts that the dual functional is strictly convex and coercive in $f \oplus g$. Though, coercivity when $f \oplus g \to +\infty$ seems to depend on $\varepsilon$ because of the term $\varepsilon^{(c/2)}(f \oplus g - C)|c - 1|$. Since $\varepsilon^{(c/2)}(f - x) \geq x$ for any $x$, coercivity is guaranteed independently of $\varepsilon$, and one gets that $\|f \oplus g\|_\infty$ is uniformly bounded independently of $\varepsilon$. It remains to prove the same property for $f$ and $g$. Any optimal potential $f$ is $\gamma$-Lipschitz. Thus, if one writes $f = \lambda + h$ with $h(x_0) = 0$, $h$ is also Lipschitz, thus $\|h\|_\infty \leq \gamma \text{diam}(\mathcal{X})$. It remains to prove that $\lambda$ can be uniformly bounded independently of $\varepsilon$. The proof of Lemma \cite{I13} shows that under Assumptions \cite{I13} the dual functional is coercive under translations, due to the terms involving $\varphi$ which do not depend on $\varepsilon$. Thus coercivity holds independently of $\varepsilon$. We have $\|f\|_\infty \leq |\lambda| + \gamma \text{diam}(\mathcal{X})$ where $\lambda$ is in a compact set independent of $\varepsilon$. \hfill $\Box$
Before stating the result on the regularity of the dual potentials, we prove a technical proposition that explicits the expression of derivatives of the Aprox\(\varepsilon\) operator. We introduce a generic notation by expressing some terms implicitly as polynomials of the parameter \(\varepsilon\) of order \(k\), written \(P_k(\varepsilon)\). In some calculations the same notation \(P\) is used to represent different objects from one line to another.

**Proposition 22.** Assume that \(\varphi^*\) is \(C^\infty\). Then the operator Aprox\(\varepsilon\) is also \(C^\infty\), and its \(n\)-th derivative verifies for any \(n\)

\[
(A\text{prox}_{\varepsilon}^\ast)^{(n)}(x) = \frac{P_{n-1}(\varepsilon)(x)}{(\varphi^{\ast \ast} + \varepsilon \varphi^{\ast \ast \ast})^{2n-1}}
\]

where \(P_{n-1}(\varepsilon)\) represents a polynomial in \(\varepsilon\) of order \(n-1\) whose coefficients are functions which only depend on the derivatives of \(\varphi^*\) up to the order \(n\). The dependence of \(
P_{n-1}(\varepsilon)\) in \(x\) only appears through the derivatives of \(\varphi^*\).

**Proof.** For sake of conciseness we will write \(p(x) = \text{Aprox}_{\varepsilon}^\ast (x)\) in this proof. The regularity of Aprox\(\varepsilon\) is given by the optimality condition of its definition, i.e. \(\varphi^*(p(x)) = e^{(x-p(x))/\varepsilon}\). This expression is a \(C^\infty\) function in \((x,p(x))\) whose derivatives are never nonzero, thus the implicit function theorem gives that Aprox\(\varepsilon\) is \(C^\infty\).

We prove the bound on the derivatives of Aprox\(\varepsilon\) by a strong induction. Differentiating this equation yields

\[
p'\varphi^{\ast \ast} \circ p = 1 - \frac{\varphi^{\ast \ast} \circ p}{\varepsilon} e^{\frac{x - p(x)}{\varepsilon}} = 1 - p' \varphi^{\ast \ast} \circ p
\]

\[
p' (\varphi^{\ast \ast} \circ p + \varepsilon \varphi^{\ast \ast \ast} \circ p) = \varphi^{\ast \ast} \circ p
\]

(24)

This relation proves the statement for \(n = 1\). Let’s assume now that the property is true up to a given integer \(n\). Applying the Faà Di Bruno and Leibniz formulas \(^{20}\) to the above equation \((24)\) gives

\[
p^{(n+1)} (\varphi^{\ast \ast} \circ p + \varepsilon \varphi^{\ast \ast \ast} \circ p) = \sum_{\lambda=1}^{n} \varphi^{*(\lambda+1)} \circ p \sum_{\mu(p(\mu))} \prod_{j=1}^{n} \left(\begin{array}{c}
p(l_j) \\ k_j(j_j)\end{array}\right) k_j
\]

(25)

\[
- \sum_{k=0}^{n-1} \frac{n}{k} p^{(k+1)} \sum_{\lambda=1}^{n-k} \varphi^{*(\lambda+1)} \circ p + \varepsilon \varphi^{*(\lambda+2)} \circ p \sum_{\mu(p(\mu))} \prod_{j=1}^{n} \left(\begin{array}{c}
p(l_j) \\ k_j(j_j)\end{array}\right) k_j,
\]

(26)

(27)

Note that in the above formula the last derivative \((26)\) in the leibniz formula has been separated from the rest of the sum \((27)\). Applying the induction hypothesis, one gets that for any \(\lambda\) line \(^{20}\) is a polynomial of order

\[
\prod_{j=1}^{n} \left(\begin{array}{c}
p(l_j) \\ k_j(j_j)\end{array}\right) k_j = \prod_{j=1}^{n} \frac{P_{k_j(l_j-1)}(\varepsilon)}{(\varphi^{\ast \ast} + \varepsilon \varphi^{\ast \ast \ast})^{k_j(l_j-1)}} = \frac{P_{n-\lambda}(\varepsilon)}{(\varphi^{\ast \ast} + \varepsilon \varphi^{\ast \ast \ast})^{2n-2\lambda}}
\]

(28)

(29)

As the same term appears line \(^{24}\) with a Faà Di Bruno formula that stops at the order \(n - k\), one gets for any \((k,\lambda)\) a term of order

\[
P_k(\varepsilon) \frac{P_{n-k-\lambda}(\varepsilon)}{(\varphi^{\ast \ast} + \varepsilon \varphi^{\ast \ast \ast})^{2n-2\lambda}} = \frac{P_{n-k-\lambda+1}(\varepsilon)}{(\varphi^{\ast \ast} + \varepsilon \varphi^{\ast \ast \ast})^{2n-2\lambda-1}}
\]

(30)

Eventually, dividing \(p^{(n+1)}(\varphi^{\ast \ast} + \varepsilon \varphi^{\ast \ast \ast})\) by \((\varphi^{\ast \ast} + \varepsilon \varphi^{\ast \ast \ast})\) gives the right denominator and ends the proof by strong induction. \(\square\)

**Proposition 23.** Assume that \(\varphi^*\) and \(C\) are \(C^\infty\) and that Assumptions \(^{1}\) \(^{2}\) hold. One has \(\varphi^*(-f) + \varepsilon \nabla \varphi^*(-f) \in H^s,\lambda(R^d)\) and \(\varphi^*(-g) + \varepsilon \nabla \varphi^*(-g) \in H^s,\lambda(R^d)\), where the radius of the ball \(\lambda\) is a rational fraction of \(\varepsilon\) with coefficients depending on the norms \(\|\varphi^{*(k)}\|\) and \(\|C^{(k)}\|\) for derivatives \(k\) up to the order \(s\), but is independent of the measures’ masses. Its asymptotics for \(\varepsilon\) going to either 0 or \(+\infty\) read

For \(\varepsilon \to 0\), \(\lambda = O(1/\varepsilon^{-s})\), and for \(\varepsilon \to \infty\), \(\lambda = O(1)\).
Proof. This proof applies several times the Faà Di Bruno formula [20] to the function
\[ x \mapsto (\varphi^* + \varepsilon \nabla \varphi^*) \circ \text{Aprox}_\varepsilon^* \circ (\varepsilon \log) \circ (\beta, e^\frac{e^{-C(x,.)}}{\varepsilon}). \]

**Differentiation under the integral.** We differentiate the operator \( x \mapsto (\beta, e^{(g-C(x,))/{\varepsilon}}) \).
An application of the dominated convergence theorem similar to Lemma 2 proves that it is as smooth as the cost C and that the differentiation and integration can be swapped. In other words
\[ \partial^{(k)} \langle \beta, e^{(g-C(x,))/{\varepsilon}} \rangle = \langle \beta, \partial^{(k)} e^{(g-C(x,))/{\varepsilon}} \rangle. \]

Applying Proposition [20] to \( h = \exp o(-C/\varepsilon) \) defined on \( \mathbb{R}^d \to \mathbb{R} \to \mathbb{R} \) gives
\[ k^{(\nu)}(x) = \sum_{\lambda=1}^{n} e^{-C(x,.)/{\varepsilon}} \sum_{p(\nu,\lambda)} (\nu!) \prod_{j=1}^{n} \frac{C^{(\nu)}(x,.)}{{k_j}(j)!{k_j}^j} \]
\[ \leq e^{-C(x,.)/{\varepsilon}} \sum_{\lambda=1}^{n} (\frac{1}{\varepsilon})^\lambda \sum_{p(\nu,\lambda)} (\nu!) \prod_{j=1}^{n} \frac{C^{(\nu)}(x,.)}{{k_j}(j)!{k_j}^j} \]
\[ \leq e^{-C(x,.)/{\varepsilon}} \sum_{\lambda=1}^{n} (\frac{1}{\varepsilon})^\lambda \sum_{p(\nu,\lambda)} (\nu!) \prod_{j=1}^{n} \frac{C^{(\nu)}(x,.)}{{k_j}(j)!{k_j}^j} \]

Note that the norm \( \| \cdot \|_\infty \) verifies \( \| fg \|_\infty \leq \| f \|_\infty \| g \|_\infty \).
Thus one can bound the derivative of the integral
\[ \partial^{(k)} \langle \beta, e^{(g-C(x,))/{\varepsilon}} \rangle \leq \langle \beta, e^{(g-C(x,))/{\varepsilon}} Q_k(\frac{1}{\varepsilon}) \rangle, \]
where \( Q_k \) is a polynomial in \( 1/\varepsilon \) of order \( k \) with no constant term (it is important when \( \varepsilon \to \infty \)), whose coefficients only depend on the norm of the derivatives of C.

**Differentiation of the Sinkhorn mapping.** We now differentiate the composition of \( T(x) = - \text{Aprox}_\varepsilon^* (\varepsilon \log(x)) \) for any smooth \( \text{Aprox}_\varepsilon^* \) operator. Given that \( \log^{(\nu)}(x) = (-1)^j (\nu - 1)! x^{-j} \), the Faà Di Bruno formula [20] with Proposition [22] formula gives
\[ T^{(\nu)}(x) = -\sum_{\lambda=1}^{n} (\text{Aprox}_\varepsilon^*)^{(\lambda)}(x) \sum_{p(\nu,\lambda)} (\nu!) \prod_{j=1}^{n} \frac{(-1)^j (j - 1)! x^{-j}}{{k_j}(j)!{k_j}^j} \]
\[ = (-1)^x x^{-\nu} \sum_{\lambda=1}^{n} (\text{Aprox}_\varepsilon^*)^{(\lambda)}(x) \sum_{p(\nu,\lambda)} (\nu!) \prod_{j=1}^{n} \frac{1}{{k_j}(j)!{k_j}^j} \]
\[ \leq x^{-\nu} \sum_{\lambda=1}^{n} (\text{Aprox}_\varepsilon^*)(x) \frac{(\nu^k P_{\lambda-1}(\varepsilon x))}{[\inf \varphi^* + \varepsilon \inf \varphi^*]^2} \]
\[ \leq \sum_{\lambda=1}^{n} (\text{Aprox}_\varepsilon^*)(x) \frac{(\nu^k P_{\lambda-1}(\varepsilon x))}{[\inf \varphi^* + \varepsilon \inf \varphi^*]^2} \]

We recall that the Faà Di Bruno formula imposes \( \sum k_j = \lambda \) and \( \sum jk_j \nu = \nu \), hence the simplification from line [20] to line [30]. Line [31] is an application of Proposition [22] which simplifies the expression. Eventually we can bound this term as displayed line [32]. In this last line the polynomial is meant to depend on the norms \( \| \varphi^{(k)} \| \) and \( \varepsilon \) but not on \( x \) (since \( x \) appears through the derivatives of \( \varphi^* \)).

**Differentiation of the dual potential.** Applying the Faà di Bruno formula [20] to \( f = T((\beta, e^{(g-C(x,)/{\varepsilon}))}) \) yields
\[ f^{(\nu)}(x) = \sum_{\lambda=1}^{n} T^{(\lambda)}((\beta, e^{(g-C(x,)/{\varepsilon}))}) \sum_{p(\nu,\lambda)} (\nu!) \prod_{j=1}^{n} \frac{(\beta, e^{(g-C(x,)/{\varepsilon}))} \sum_{k=1}^{\lambda} (\beta, e^{(g-C(x,)/{\varepsilon}))} \sum_{k=1}^{\lambda} (\beta, e^{(g-C(x,)/{\varepsilon}))} Q_k(\frac{1}{\varepsilon}) \]
\[ \leq \sum_{\lambda=1}^{n} (\beta, e^{(g-C(x,)/{\varepsilon}))} \sum_{k=1}^{\lambda} (\beta, e^{(g-C(x,)/{\varepsilon}))} Q_k(\frac{1}{\varepsilon}) \]
\[ \leq \sum_{\lambda=1}^{n} (\beta, e^{(g-C(x,)/{\varepsilon}))} \sum_{k=1}^{\lambda} (\beta, e^{(g-C(x,)/{\varepsilon}))} Q_k(\frac{1}{\varepsilon}) \]
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\[ \leq \sum_{\lambda=1}^{n} \sum_{k=1}^{\lambda} \frac{(\varepsilon)^k P_{k-1}(\varepsilon)}{\inf \varphi'' + \varepsilon \inf \varphi'''_{2k-1}} Q_{\nu}(1/\varepsilon). \tag{36} \]

Line (34) combines Inequalities (28) and (42). The notation \( P_{\lambda}(\varepsilon) \) represents a polynomial of order \( \nu \) in \( \varepsilon \) whose coefficients depend on the norms \( \|\varphi^{(k)}\|_{\infty} \), and \( Q_{\nu}(1/\varepsilon) \) represents a polynomial of order \( \nu \) in \( 1/\varepsilon \) with no constant term and whose coefficients depend on the norms \( \|C^{(k)}\|_{\infty} \). Note that under Assumption [1], \( \varphi'' \) is increasing and strictly convex on the compact \( \mathcal{Y} \), thus \( \inf \varphi'' > 0 \) and \( \inf \varphi''' > 0 \). An important fact is that all terms \( (\beta, \varepsilon^{(q-C)/\varepsilon}) \) disappear in the bound (36). Since all other contributions of this form disappear by bounding with \( \|\|_{\infty} \), it means that \( \|f\|_{\infty} \) is bounded independently of the mass of the input measure \( \beta \).

Thus the norm of the dual potential is bounded by

\[ \|f^{(\nu)}\|_{\infty} \leq \sum_{\lambda=1}^{n} \sum_{k=1}^{\lambda} \frac{\varepsilon^k P_{k-1}(\varepsilon)}{\inf \varphi'' + \varepsilon \inf \varphi'''_{2k-1}} Q_{\nu}(1/\varepsilon). \]

Again, note that the bound on the norm of \( f^{(\nu)} \) does not depend on \( (\beta, \varepsilon^{(q-C)/\varepsilon}) \), thus it does not depend on the mass of the input measures \( (\alpha, \beta) \).

**Proof of asymptotics.** Eventually we apply one last time the Faà Di Bruno formula [20] to \( h = \varphi''(-f) + \varepsilon \nabla \varphi'(-f) \) with Inequality [50] to get

\[ h^{(\nu)} = \sum_{\lambda=1}^{n} (\varphi^{(\lambda)}(-f) + \varepsilon \varphi^{(\lambda+1)}(-f)) \sum_{p(\nu, \lambda)} (\nu') \prod_{j=1}^{n} \frac{(-f^{(l_j)})}{(k_j)!}^{l_j} \nu (k_j)!^{l_j}. \]

\[ \|h^{(\nu)}\|_{\infty} \leq \sum_{\lambda=1}^{n} \left( \|\varphi^{(\lambda)}\|_{\infty} + \varepsilon \|\varphi^{(\lambda+1)}\|_{\infty} \right) \sum_{p(\nu, \lambda)} (\nu') \prod_{j=1}^{n} \frac{\|f^{(l_j)}\|_{\infty}}{(k_j)!^{l_j}}. \]

Let’s focus on the case \( \varepsilon \to 0 \). In that case

\[ \left( \|\varphi^{(\lambda)}\|_{\infty} + \varepsilon \|\varphi^{(\lambda+1)}\|_{\infty} \right) \to \|\varphi^{(\lambda)}\|_{\infty}, \]

\[ \frac{P_{k-1}(\varepsilon)}{\inf \varphi'' + \varepsilon \inf \varphi'''_{2k-1}} \to \text{cste}, \]

\[ \varepsilon^k Q_{\nu}(1/\varepsilon) = O(1/\varepsilon^{\nu-k}) \]

As for any \( l_j, k \) varies from 1 to \( l_j \), we get that \( \|f^{(l_j)}\|_{\infty} = O(1/\varepsilon^{k-1}) \) and that the product of the norms is \( O(1/\varepsilon^{(q(1-\nu))-1}) \). Since \( \varepsilon \to 0 \), the principal term is given by the largest \( |\nu| \) and smallest \( \lambda, \) i.e. \( |\nu| = s \) and \( \lambda = 1 \) (we are in \( \mathcal{H}_{\mathcal{R}}^{s,1}(\mathbb{R}^d) \)). It gives that the Sobolev norm of \( \nu \) is \( O(1/\varepsilon^{q-1}) \). Concerning the asymptotic \( \varepsilon \to \infty \), it gives

\[ \frac{\varepsilon^k P_{k-1}(\varepsilon)}{\inf \varphi'' + \varepsilon \inf \varphi'''_{2k-1}} \to \text{cste}, \]

\[ \left( \|\varphi^{(\lambda)}\|_{\infty} + \varepsilon \|\varphi^{(\lambda+1)}\|_{\infty} \right) Q_{\nu}(1/\varepsilon) \to \text{cste}. \]

The second limit holds because \( Q_{\nu} \) has no constant term. All in all, it gives that \( \|h^{(\nu)}\|_{\infty} = O(1) \)

Now that the regularity of the dual potentials has been proved, we prove a bound on \( |OT_{\nu}(\alpha, \beta) - OT_{\nu}(\alpha_n, \beta_n)| \) which allows to apply the PAC-framework results in RKHS.

**Proposition 24.** Assume that Assumption [4] hold. One has

\[ |OT_{\nu}(\alpha, \beta) - OT_{\nu}(\alpha_n, \beta_n)| \leq 2 \sup_{\nu \in \mathcal{H}_{\mathcal{R}}^{s,1}(\mathbb{R}^d)} |(\alpha - \alpha_n, f)| + 2 \sup_{\nu \in \mathcal{H}_{\mathcal{R}}^{s,1}(\mathbb{R}^d)} |(\beta - \beta_n, g)|. \]

**Proof.** Write as \( A(\alpha, \beta, f, g) \) the functional optimized in the dual program [7]. The assumptions give that the optimal dual potentials exist, such that we write \( OT_{\nu}(\alpha, \beta) = A(\alpha, \beta, f, g) \) and \( OT_{\nu}(\alpha_n, \beta) = A(\alpha_n, \beta, f_n, g_n) \). The optimality of those potentials give the following suboptimality inequalities

\[ A(\alpha, \beta, f_n, g_n) - A(\alpha_n, \beta, f_n, g_n) \leq A(\alpha, \beta, f, g) - A(\alpha_n, \beta, f_n, g_n) \]

\[ A(\alpha, \beta, f_n, g_n) \leq A(\alpha, \beta, f, g) - A(\alpha_n, \beta, f_n, g_n). \]

The central term is \( OT_{\nu}(\alpha, \beta) - OT_{\nu}(\alpha_n, \beta) \), thus these bounds give

\[ |OT_{\nu}(\alpha, \beta) - OT_{\nu}(\alpha_n, \beta)| \leq |A(\alpha, \beta, f, g) - A(\alpha_n, \beta, f, g)| + |A(\alpha, \beta, f_n, g_n) - A(\alpha_n, \beta, f_n, g_n)|. \]
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We now bound each term. The proof is similar for both. Concerning the first term, one has
\[
|A(\alpha, \beta, f, g) - A(\alpha_n, \beta, f, g)| = |(\alpha - \alpha_n, -\varphi^*(f) - \varepsilon((\alpha - \alpha_n) \otimes \beta, e^{\log - C} - 1)|.
\]
The measure \(\alpha - \alpha_n\) has zero mean, thus constant terms cancel out. The dual optimality condition under Assumption \(2\) is \(\langle \beta, e^{f \otimes \alpha - C}/\varepsilon \rangle = \nabla \varphi^*(-f)\). It yields
\[
|A(\alpha, \beta, f, g) - A(\alpha_n, \beta, f, g)| = |(\alpha - \alpha_n, -\varphi^*(-f) - \varepsilon \nabla \varphi^*(-f))| \leq \sup_{f \in \mathcal{H}^*_{\lambda, \gamma}(\mathbb{R}^d)} |(\alpha - \alpha_n, f)|.
\]
Proposition \(22\) gives that \(\varphi^*(f) + \varepsilon \nabla \varphi^*(-f) \in \mathcal{H}^*_{\lambda, \gamma}(\mathbb{R}^d)\), hence the last inequality with a supremum.

The proof is the same for the second term. The inequality for \(|\text{OT}_e(\alpha, \beta) - \text{OT}_e(\alpha_n, \beta_n)|\) is obtained via a triangle inequality
\[
|\text{OT}_e(\alpha, \beta) - \text{OT}_e(\alpha_n, \beta_n)| \leq |\text{OT}_e(\alpha, \beta) - \text{OT}_e(\alpha, \beta_n)| + |\text{OT}_e(\alpha, \beta_n) - \text{OT}_e(\alpha_n, \beta_n)|.
\]
The bound detailed previously applies for both terms, since it holds when one argument is fixed and the other is empirically estimated.

\[
\square
\]
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