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Abstract

We prove that the solutions of a cohomological equation of complex dimension one and in the analytic category have a monogenic dependence on the parameter, and we investigate the question of their quasianalyticity. This cohomological equation is the standard linearized conjugacy equation for germs of holomorphic maps in a neighborhood of a fixed point. The parameter is the eigenvalue of the linear part, denoted by $q$.

Borel’s theory of non-analytic monogenic functions has been first investigated by Arnol’d and Herman in the related context of the problem of linearization of analytic diffeomorphisms of the circle close to a rotation. Herman raised the question whether the solutions of the cohomological equation had a quasianalytic dependence on the parameter $q$. Indeed they are analytic for $q \in \mathbb{C}\setminus\mathbb{S}^1$, the unit circle appears as a natural boundary (because of resonances, i.e. roots of unity), but the solutions are still defined at points of $\mathbb{S}^1$ which lie “far enough from resonances”. We adapt to our case Herman’s construction of an increasing sequence of compacts which avoid resonances and prove that the solutions of our equation belong to the associated space of monogenic functions; some general properties of these monogenic functions and particular properties of the solutions are then studied.

For instance the solutions are defined and admit asymptotic expansions at the points of $\mathbb{S}^1$ which satisfy some arithmetical condition, and the classical Carleman Theorem allows us to answer negatively to the question of quasianalyticity at these points. But resonances (roots of unity) also lead to asymptotic expansions, for which quasianalyticity is obtained as a particular case of Écalle’s theory of resurgent functions. And at constant-type points, where no quasianalytic Carleman class contains the solutions, one can still recover the solutions from their asymptotic expansions and obtain a special kind of quasianalyticity.

Our results are obtained by reducing the problem, by means of Hadamard’s product, to the study of a fundamental solution (which turns out to be the so-called $q$-logarithm or “quantum logarithm”). We deduce as a corollary of our work the proof of a conjecture of Gammel on the monogenic and quasianalytic properties of a certain number-theoretical Borel-Wolff-Denjoy series.
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1. Introduction

1.1 Let $q$ a complex number, $g(z)$ a germ of holomorphic function which vanishes at 0, and consider the one-dimensional cohomological equation

$$f(qz) - f(z) = g(z),$$

(1.1)

where the unknown function $f$ is required to vanish at 0. If $|q| \neq 1$ there is a unique solution, which can be obtained directly by iterating the equation forwards or backwards :

$$f(z) = f_g^-(q,z) = - \sum_{m \geq 0} g(q^m z) \quad \text{if } |q| < 1, \quad f(z) = f_g^+(q,z) = \sum_{m \geq 1} g(q^{-m} z) \quad \text{if } |q| > 1.$$

These two series are uniformly convergent in each compact subset of $\mathbb{D} \times \mathbb{D}_r$ or $\mathbb{E} \times \mathbb{D}_r$ respectively, where the factor $\mathbb{D}_r$ denotes the disk of convergence of $g$ and the first factor corresponds to the parameter $q$, with

$$\mathbb{D} = \{ q \in \mathbb{C} \mid |q| < 1 \}, \quad \mathbb{E} = \{ q \in \mathbb{C} \mid |q| > 1 \}.$$

Thus we get two holomorphic functions of $q$ and $z$. We will be particularly interested in their dependence on $q$, and specifically in the relationship between these two functions of $q$ : Is it possible to cross the unit circle which separates one domain of analyticity from the other?

At a formal level, we obviously obtain from the Taylor expansion of $g(z) = \sum_{n=1}^{\infty} g_n z^n$ a unique power series satisfying (1.1):

$$f(z) = f_g(q,z) = \sum_{n \geq 1} g_n \frac{z^n}{q^n - 1},$$

(1.2)

which, as a series of functions of $q$ and $z$, converges towards $f_g^-$ in $\mathbb{D} \times \mathbb{D}_r$ and towards $f_g^+$ in $\mathbb{E} \times \mathbb{D}_r$. The case where $|q| = 1$ gives rise to the simplest non-trivial small divisor problem. Each root of the unity appears indeed as a “resonance”, i.e. a pole for some terms of this series, and it is easy to define by an appropriate arithmetical condition a subset of full measure of $S^1 = \{|q| = 1\}$ for which the series converges. Our purpose will be to investigate the behaviour of $f$ in the neighborhood of this set but also near the roots of unity, from the point of view of regularity and asymptotic expansions.

1.2 Equation (1.1) arises naturally in the study of the existence of analytic conjugacies of germs of holomorphic diffeomorphisms of $(\mathbb{C}, 0)$ with their linear part $z \mapsto qz$ ; it is called cohomological because it is the linearization of the conjugacy equation. The study of the $q$-dependence is needed to investigate the dependence on parameters of Fatou components (more specifically Siegel disks) in the dynamics of families of rational maps on the Riemann sphere [Ris]. The conformal change of variables $z = e^{2\pi i w}$, $q = e^{2\pi i h}$ transforms (1.1) into

$$\mathcal{F}(w + h) - \mathcal{F}(w) = \mathcal{G}(w),$$

(1.3)

where the given function $\mathcal{G}(w) = g(e^{2\pi i w})$ is 1-periodic, analytic in the infinite semi-cylinder $\Im w > -\delta$ for some $\delta \in \mathbb{R}$ and tends to zero at infinity, and the unknown function $\mathcal{F}$ is required to have the same properties. In this form, but under the assumption that $\mathcal{G}$ be 1-periodic and analytic in the complex strip $|\Im w| < \delta$, the cohomological equation has been studied in detail by many authors, especially Wintner [Wi], Arnol’d [Ar] and Herman [He], since it is the linearization of the conjugacy equation of an analytic circle diffeomorphism to the rotation $w \mapsto w + h$. If $h$ is real a small divisor problem occurs once again.
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1.3 Let us return to the solutions of (1.1). We will call fundamental solution the function

\[ f_\delta(q, z) = \sum_{n \geq 1} \frac{z^n}{q^n - 1} \]

which is obtained in the particular case where \( g(z) = \delta(z) = \frac{z}{1 - z} \). In view of (1.2), we recover the general solution \( f_g \) by using the Hadamard product with respect to \( z \): \( f_g = f_\delta \circ g \). Here, the Hadamard product of two formal series \( A = \sum A_n z^n \) and \( B = \sum B_n z^n \) is defined to be \( A \circ B = \sum A_n B_n z^n \) (see Appendix A.1). The formula

\[ F(q)g = f_g(q, \cdot) = f_\delta(q, \cdot) \circ g(\cdot) \]

defines a mapping \( F \) from \( \mathbb{D} \cup \mathbb{E} \) to some space of linear operators. For all \( r > 0 \) we denote by \( \mathcal{H}^\infty(\mathbb{D}_r) \) the Banach algebra of the functions which are holomorphic and bounded in \( \mathbb{D}_r = \{ |z| < r \} \) (equipped with the norm of the supremum over \( \mathbb{D}_r \)), and we consider the subspace \( B_r = z \mathcal{H}^\infty(\mathbb{D}_r) \) of the functions which vanish at the origin. We can now consider \( F \) as a mapping

\[ F = F_{r_1,r_2} : \mathbb{D} \cup \mathbb{E} \to \mathcal{L}(B_{r_1}, B_{r_2}) \tag{1.4} \]

for \( r_1 > 0 \) and \( r_2 \in [0, r_1] \). This allows one to describe in a compact way all the solutions of (1.1) and to reduce most of the questions to the study of the fundamental solution.

1.4 To investigate the behaviour of the solutions for \( q \) near the unit circle, we introduce a few notations in connection with the roots of unity which appear as simple poles in (1.2). For \( m \in \mathbb{N}^* \), we set \( \mathcal{R}_m = \{ \Lambda \in \mathbb{C} \mid \Lambda^m = 1 \} \) (roots of unity of order \( m \)) and \( \mathcal{R}_m^* = \{ \Lambda = e^{2\pi i n/m}, (n|m) = 1 \} \) (primitive roots of order \( m \)). We will denote by

\[ \mathcal{R} = \bigcup_{m \geq 1} \mathcal{R}_m = \bigcup_{m \geq 1} \mathcal{R}_m^* \]

the set of all roots of unity. To each \( \Lambda \in \mathcal{R} \) we associate its order \( m(\Lambda) = \min\{m \in \mathbb{N}^* \mid \Lambda \in \mathcal{R}_m \} \) so that \( \Lambda \in \mathcal{R}^m_{m(\Lambda)} \). Considered as an analytic function in \( (\mathbb{D} \cup \mathbb{E}) \times \mathbb{D} \), the fundamental solution satisfies the following easy but important identity:

\[ f_\delta(q, z) = \sum_{\Lambda \in \mathcal{R}} \frac{\Lambda}{q - \Lambda} \mathcal{L}_m(\Lambda)(z), \quad \text{with} \quad \forall m \geq 1, \quad \mathcal{L}_m(z) = -\frac{1}{m} \log(1 - z^m) \tag{1.5} \]

(see Appendix A.2, Lemma A2.1). This formula, which may be viewed as a “decomposition into simple elements”, is in fact an example of Borel-Wolf-Denjoy series (see Section 2.2). By using the Hadamard product we immediately obtain an analogous formula for the general solution \( f_g \), or more globally for the mapping \( F_{r_1,r_2} \).

Such a formula suggests an analogy with meromorphic functions. Indeed, for each \( \Lambda \in \mathcal{R} \), we will see that \( (q - \Lambda)f_\delta(q, z) \) tends to \( \Lambda \mathcal{L}_m(\Lambda) \) as \( q \) tends to \( \Lambda \) non-tangentially with respect to the unit circle (uniformly in \( z \), i.e. \( f_\delta \) behaves as a function with a simple pole at \( \Lambda \). There is even a “Laurent series” at \( \Lambda \) : an asymptotic expansion which is valid near \( \Lambda \), inside or outside the unit circle. But this asymptotic series must be divergent, since there are singularities infinitely close to \( \Lambda \) : the unit circle is a natural boundary of analyticity for \( f_\delta(\cdot, z) \), and the same is true for \( F_{r_1,r_2} \).
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1.5 On the other hand, we already mentioned that \( f_\delta \) or \( F_{r_1,r_2} \) are defined when \( q \) lies in a special subset of \( \mathbb{S}^1 \). There too, restricting ourselves to Diophantine points, we will find asymptotic expansions. We will study the Gevrey properties of those various series, and discuss the question of quasianalyticity in the sense of Hadamard at the corresponding base-points: we say that a space \( \mathcal{F} \) of functions is quasianalytic at a point \( q_0 \) if all its members admit an asymptotic expansion at \( q_0 \) and if any two functions in \( \mathcal{F} \) with the same asymptotic expansion at \( q_0 \) coincide (i.e. the functions of \( \mathcal{F} \) are determined by their asymptotics at \( q_0 \)). The question of quasianalyticity is a classical one for the Carleman classes, but other spaces of functions are conceivable.

We wish also to investigate the regularity of \( f_\delta \) or \( F_{r_1,r_2} \) in closed sets which intersect the unit circle. This naturally leads to study monogenic functions in domains which avoid the roots of unity: in spite of the natural boundary \( \{ |q| = 1 \} \), we try to connect the function in \( \mathbb{D} \) and the function in \( \mathbb{E} \) by some monogenic continuation which would replace analytic continuation.

Notice that, when we say that we wish to connect these two functions, our concern is not a relationship like \( f_\delta^{-1}(q,z) + f_\delta^+(q^{-1},z) = -g(z) \) (easy consequence of the definition of \( f_\delta^+ \)) which is not “local” with respect to \( q \).

1.6 Section 2 deals with the definition and properties of monogenic functions; it gives a framework in which the solutions of the cohomological equations fall, as shown in Section 2.4.

Section 3 is concerned with asymptotic expansions at those points of the unit circle which satisfy Diophantine inequalities. The question of quasianalyticity is answered negatively as far as one chooses a Diophantine base-point associated to a quadratic irrational and considers only the classical Carleman classes. This is in agreement with M. Herman’s comment “The (solution of the) linearized equation does not seem to belong to any quasianalytic class” [He, p. 82].

Section 4 proposes a constructive way to recover any solution from its asymptotic expansion at some particular points: roots of unity (resonances) but also constant-type points display such a quasianalyticity property. The resurgent structure which appears at resonances allows one to elucidate completely the local behaviour of the solutions and to pass directly from the Laurent series at a given root of the unity to the whole Borel-Wolff-Denjoy series (1.5). At constant-type points we use the Hadamard product to define a quasianalytic space which contains the solutions.

Section 5 discusses some applications and generalizations of our work.

1.7 To conclude this introduction, let us add that the fundamental solution \( f_\delta \) is known as \( q \)-logarithmic series ([Du]) but is perhaps more popular under the name of “quantum logarithm”. It is also related to Weierstrass’ \( \zeta \) function. The identities

\[
\begin{align*}
\delta_q (q,z) &= - \sum_{n \geq 1, m \geq 0} z^n q^m = \sum_{m \geq 0} \frac{zq^m}{zq^m - 1} = z \frac{\partial}{\partial z} \log \prod_{m \geq 0} (1 - zq^m) \text{ if } q \in \mathbb{D}, \\
\delta_q^+ (q,z) &= \sum_{n \geq 1, m \geq 1} z^n q^{-m} = \sum_{m \geq 1} \frac{zq^{-m}}{1 - zq^{-m}} = -z \frac{\partial}{\partial z} \log \prod_{m \geq 1} (1 - zq^{-m}) \text{ if } q \in \mathbb{E}
\end{align*}
\]

show that the fundamental solution is related to the logarithmic derivative of Jacobi’s infinite product ([HL], [Tr]). For fixed \( q \in \mathbb{D} \setminus \{0\} \), \( \delta_q \) is meromorphic over \( \mathbb{C} \) with respect to \( z \), with only simple poles at \( z = q^{-m}, m \geq 0 \). For fixed \( q \in \mathbb{E} \), \( \delta_q^+ \) is meromorphic over \( \mathbb{C} \) with respect to \( z \), with only simple poles at \( z = q^m, m \geq 1 \). On the other hand if \( q \) lies on the unit circle and satisfies some arithmetical condition, \( \{ |z| = 1 \} \) is a natural boundary of analyticity as one can immediately check directly using (1.1) and the fact that the r.h.s. has a pole at \( z = 1 \) (see [Sim] for more details).

\( \zeta \) From the relation with Jacobi’s infinite product it immediately follows that Weierstrass’ \( \zeta \) function relative to the lattice \( \mathbb{Z} \oplus h \mathbb{Z} \) can be expressed in terms of \( \delta_q \), \( \delta_q^+ \) and the corresponding
Eisenstein series

\[ e_2 = \sum_{(n,m) \in \mathbb{Z}^2 \setminus \{(0,0)\}}^e (n + mh)^{-2}, \]

where the symbol \( \sum^e \) denotes Eisenstein summation \([\text{We, p. 14}]\). Indeed, if \( q = e^{2\pi i h} \) and \( z = e^{2\pi i w} \),

\[ \zeta(w) = \frac{1}{w} + e_2 w + \sum_{\omega \in \mathbb{Z} \oplus h\mathbb{Z}}^e \frac{1}{w + \omega} = e_2 w - \pi i + 2\pi i [f^-_\delta(q, z) + f^+_\delta(q^{-1}, z^{-1})], \]

where the last equality holds for \(|q| < |z| < |q|^{-1}\) \([\text{[We, p. 21]} \text{ and [La, p. 248]}]\).
2. Monogenic properties of the solutions of the cohomological equation

The importance of Borel’s monogenic functions in parameter-dependent small divisor problems was emphasized by Kolmogorov [Ko]. In his address to the 1954 International Congress of Mathematicians (the same where he first stated the theorem on invariant tori in the analytic case) he considers parameter-dependent vector fields on the two-dimensional torus and comments: “It is possible that the dependence ... on the parameter ... is related to the class of functions of the type of monogenic Borel functions ...”

In his work [Ar] on the local linearization problem of analytic diffeomorphisms of the circle, Arnol’d discussed in detail this issue; he complexified the rotation number but he did not prove that the dependence of the conjugacy on it is monogenic. This point was dealt with by M. Herman [He]. Later, Risler [Ris] extended considerably some parts of Herman’s work showing that the parameter-dependence is Whitney-smooth also if one assumes less restrictive arithmetical conditions (i.e. the Brjuno condition used by Yoccoz in [Y1, Y2, Y3]). However he did not investigate monogenic properties. One should also mention that Whitney smooth dependence on parameters has been established also in the more general framework of KAM theory by Pöschel [Pö] who did not however consider complex frequencies.

Borel [Bo] wanted to extend the notion of holomorphic function so as to allow, in certain situations, analytic continuation through what is considered as a natural boundary of analyticity in Weierstrass’ theory. One of his goals was apparently to determine, with the help of Cauchy’s formula, not too restrictive conditions which would have ensured uniqueness of the continuation, i.e. a quasianalyticity property (see [Th]).

Extending the presentation given in [He, III.16], we recall in Section 2.1 some properties of $\mathcal{C}^1$ (and $\mathcal{C}^\infty$)-holomorphic mappings on a compact subset $K$ of $\mathbb{C}$ with values in an arbitrary complex Banach space $B$. These are $\mathcal{C}^1$ maps in the sense of Whitney [Wh] which satisfy the Cauchy-Riemann condition. Being the uniform limits of $B$-valued rational functions with poles outside $K$, $\mathcal{C}^1$-holomorphic maps on $K$ share many properties of holomorphic functions. In particular Cauchy’s Theorem and Cauchy’s Formula hold, and they are automatically $\mathcal{C}^\infty$-holomorphic on a subdomain of $K$.

Following Borel’s memoir [Bo], we define in Section 2.2 the space of $B$-valued monogenic functions associated to an increasing sequence of compact subsets of $\mathbb{C}$ as the projective limit of the corresponding sequence of spaces of $\mathcal{C}^1$-holomorphic functions. Borel’s quasianalyticity theorem for monogenic functions is then recalled, in a refined form extracted from [Wk].

In Section 2.3 we construct an increasing sequence $K_j$ of compact sets whose union has a full-measure intersection with the unit circle. We prove in Section 2.4 that the map $q \mapsto F_{r_1, r_2}(q)$ belongs to the associated space of monogenic functions. This implies that there exists an increasing sequence of smaller compact sets $K_{j,A}$ on which our map is $\mathcal{C}^\infty$-holomorphic (Section 2.5).

Unfortunately the assumptions of Borel’s quasianalyticity theorem are too restrictive to be applied to $F_{r_1, r_2}$. This is not too surprising since Borel’s result is much more general and includes also monogenic functions with singularities which are dense in an open subset of $\mathbb{C}$. The problem of the quasianalyticity of $q \mapsto F_{r_1, r_2}(q)$ is addressed in Sections 3 and 4.
2.1 $C^1$-holomorphic and $C^\infty$-holomorphic functions

Let $(B, \|\|)$ be a complex Banach space. The following definition is taken from [He] and makes use of the generalization of the notion of smoothness of a function to a closed set due to Whitney ([St], [Wh]).

**Definition 2.1** Let $C$ be a closed subset of $\mathbb{C}$. A continuous function $f : C \to B$ is said to be $C^1$-holomorphic if there exists a continuous map $f^{(1)} : C \to B$ such that

$$\forall z \in C, \ \forall \varepsilon > 0, \ \exists \delta > 0 / \ \forall z_1, z_2 \in C, \ |z_1 - z| \leq \varepsilon \delta, \ |z_2 - z| \leq \delta$$

$$\Rightarrow \|f(z_2) - f(z_1) - f^{(1)}(z_1)(z_2 - z_1)\| \leq \varepsilon|z_1 - z_2|.$$ 

Notice that $f^{(1)}$ in the above definition is a complex derivative : $\bar{\partial}f = 0$, $\partial f = f^{(1)}$ and $f$ is holomorphic in the interior of $C$.

If $C$ is compact then $C^1_{\text{hol}}(C, B)$ will denote the Banach space obtained by taking as norm

$$|||f||| = \max\left(\sup_{z \in C} ||f(z)||, \sup_{z \in C} ||f^{(1)}(z)||, \sup_{z_1, z_2 \in C, z_1 \neq z_2} \frac{||f(z_2) - f(z_1) - f^{(1)}(z_1)(z_2 - z_1)||}{|z_1 - z_2|}\right)$$

(see [ALG], Remark III.4 and Proposition III.8 : in their terminology our functions define W-Taylorian 1-fields ; see also [Gl], pp. 65–66).

Let $K$ be a compact non-empty subset of $\mathbb{C}$ and let $C(K, B)$ denote the uniform algebra of continuous $B$-valued functions on $K$. Let $R(K, B)$ denote the uniform algebra of continuous functions from $K$ to $B$ which are uniformly approximated by rational functions with all the poles outside $K$. Let $O(K, B)$ denote the uniform algebra of functions of $C(K, B)$ which are holomorphic in the interior of $K$. Notice that $f$ belongs to one of these uniform algebras if and only if $\ell \circ f$ belongs to the corresponding $\mathbb{C}$-valued algebra for all $\ell \in B^*$.

The inclusions

$$R(K, B) \subset O(K, B) \subset C(K, B)$$

are in general proper ; it is not too difficult to construct examples (“swiss cheeses”) of compacts $K$ with empty interior such that $R(K, \mathbb{C}) \neq O(K, B) = C(K, \mathbb{C})$ (see [Ga] and the construction of monogenic functions below for more details).

**Proposition 2.1** $C^1_{\text{hol}}(K, B) \subset R(K, B)$.

**Proof** : Let $f \in C^1_{\text{hol}}(K, B)$. By Whitney’s extension theorem ([Wh], Theorem I, see also [ALG], Theorem III.5) $f$ admits a continuously differentiable extension $F$ to a neighborhood of $K$. But according to Theorem 1.1 of [Ga], for all $\ell \in B^*$, the function $g = \ell \circ f$ which admits a continuously differentiable extension to a neighborhood of $K$ and satisfies $\bar{\partial}g \equiv 0$ on $K$ necessarily belongs to $R(K, \mathbb{C})$. Hence $f \in R(K, B)$. \qed

**Remark 2.1** As noticed by Herman, functions in $C^1_{\text{hol}}(K, B)$ share some of the properties of holomorphic functions. Let $(U_\ell)_{\ell \geq 1}$ be the connected components of $\mathbb{C} \setminus K$ and assume that each $\partial U_\ell$ is a piecewise smooth Jordan curve. If $\sum_{\ell \geq 1} \text{length}(\partial U_\ell) < +\infty$, Cauchy’s theorem holds :

$$\sum_{\ell = 1}^{\infty} \int_{\partial U_\ell} f(z) \ dz = 0.$$
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Indeed, since \( f \in \mathcal{R}(K,B) \), one can approximate \( f \) by a sequence \((r_k)_{k \in \mathbb{N}}\) of \( B \)-valued rational functions with poles off \( K \). Cauchy’s theorem applies to these rational functions and one can pass to the limit since the convergence is uniform. Moreover, if \( z \in K \) satisfies

\[
\sum_{\ell=1}^{\infty} \int_{\partial U_\ell} \frac{|d\zeta|}{|\zeta - z|} < +\infty,
\]

Cauchy’s formula also holds:

\[
f(z) = \frac{1}{2\pi i} \sum_{\ell=1}^{\infty} \int_{\partial U_\ell} \frac{f(\zeta)}{\zeta - z} d\zeta.
\]

However to define higher order derivatives by means of Cauchy’s formula one needs further assumptions on \( z \) (namely \( \sum_{\ell=1}^{\infty} \int_{\partial U_\ell} \frac{|d\zeta|}{|\zeta - z|^{n+1}} < +\infty \) to obtain a derivative of order \( n \)).

The following definition is taken from [Ri] ; it generalizes Whitney \( C^\infty \)-smoothness to the complex case.

**Definition 2.2** Let \( C \) a closed subset of \( \mathbb{C} \). A function \( f : C \to B \) is said to be \( C^\infty \)-holomorphic if there exist an infinite sequence of continuous functions \((f^{(n)})_{n \in \mathbb{N}} : C \to B \) such that \( f^{(0)} = f \) and, for all \( n, m \geq 0 \), the function \( R^{(n,m)} \) defined by

\[
f^{(n)}(z) = \sum_{h=0}^{m} \frac{f^{(n+h)}(z_1)}{h!} (z_2 - z_1)^h + R^{(n,m)}(z_1, z_2), \quad z_1, z_2 \in C,
\]

satisfies the following property:

\[
\forall z \in C, \forall \varepsilon > 0, \exists \delta > 0 / \forall z_1, z_2 \in C, |z_1 - z| < \delta, |z_2 - z| < \delta \Rightarrow \| R^{(n,m)}(z_1, z_2) \| \leq \varepsilon |z_1 - z_2|^m.
\]

Clearly \( C^\infty \)-holomorphic \( B \)-valued functions on a compact set form a Fréchet space. Once again the derivatives are taken in a complex sense, thus \( \bar{\partial} f^{(n)} = 0 \) for all \( n \in \mathbb{N} \). The functions \( f^{(n)} \) are some generalized “weak derivatives for \( f \)”; clearly \( f \) must be analytic in the interior of \( C \) and

\[
\forall n, m \in \mathbb{N}, \forall z \in \text{int}(C), \quad f^{(n+m)}(z) = \partial^n f^{(n)}(z).
\]

Whitney’s extension theorem applies again : any \( f \in C^\infty_{\text{hol}}(C,B) \) admits an infinitely differentiable extension \( F \) to \( C \cong \mathbb{R}^2 \). Moreover for any \( n \in \mathbb{N} \), \( \partial^n F \) extends \( f^{(n)} \), but of course \( F \) is not unique and \( \partial F \) need not vanish outside \( C \).
2.2 Borel’s monogenic functions

Definition 2.3 Let \( B \) a complex Banach space and \((K_j)_{j \in \mathbb{N}}\) an increasing sequence of compact subsets of \( \mathbb{C} \). The associated space of \( B \)-valued monogenic functions is defined to be the projective limit

\[
\mathcal{M}((K_j), B) = \lim_{\leftarrow} C^1_{\text{hol}}(K_j, B).
\]

The restrictions \( C^1_{\text{hol}}(K_{j+1}, B) \to C^1_{\text{hol}}(K_j, B) \) are continuous linear operators between Banach spaces, thus \( \mathcal{M}((K_j), B) \) is a Fréchet space with seminorms \( \| \cdot \|_{C^1_{\text{hol}}(K_j, B)} \).

The above definition is inspired by the work of Borel [Bo] (see also [He], p. 81). Borel considered the case \( B = \mathbb{C} \) and wanted to extend the notions of holomorphic function and analytic continuation. In the usual process of analytic continuation (defined by means of couples \( ([f], D(z_0, r)) \) where \([f]\) is the germ at \( z_0 \) of a function analytic in the open disk \( D(z_0, r) \)), the domain of holomorphy of a function is necessarily open and one cannot distinguish between the points on a natural boundary of analyticity (see the discussion in [Re], Chapter V, for a nice elementary introduction, which is also related to Borel-Wolff-Denjoy series defined below). Borel’s idea was to allow monogenic continuation through natural boundaries of analyticity\(^1\) by selecting points at which the function is \( C^1 \)-holomorphic. If the function is moreover \( C^\infty \)-holomorphic at such a point, the question of quasianalyticity may be raised: Is the function determined by its Taylor series? Such a uniqueness property could depend on the choice of the sequence \((K_j)\) which defines the monogenic class (and not only on the union of the \( K_j \)’s), and the Cauchy formula could help to establish it.

In the rest of Section 2.2, we illustrate the previous definition by a construction due to Borel of a special sequence \((K_j)\) which is adapted to the case of Borel-Wolff-Denjoy series [Gou, Bo, Wo, De, Si]. They are the most studied examples of monogenic functions, and quasianalyticity can be proved in their case under suitable assumptions.

Let \( \omega = (\omega_\nu)_{\nu \geq 1} \) a bounded sequence of points in \( \mathbb{C} \) and \( \Omega = \{\omega_\nu\} \). We will exclude smaller and smaller disks around these points; the open disk of center \( \omega_\nu \) and radius \( \rho \) will be denoted by \( D(\omega_\nu, \rho) \). Let \( G \) be an open bounded Jordan domain which contains \( \Omega \). We fix a sequence \((r_\nu)_{\nu \in \mathbb{N}^*} \in \ell^1(\mathbb{R}^+)\) and define

\[
K_j = \overline{G} \setminus \bigcup_{\nu \geq 1} D(\omega_\nu, 2^{-j}r_\nu), \quad C = \bigcup_{j \geq 1} K_j.
\]

Notice the inclusions

\[
\overline{G} \setminus \overline{\Omega} \subset C \subset \overline{G} \setminus \Omega,
\]

which are in general proper.

For each each sequence \( a = (a_\nu)_{\nu \geq 1} \in \ell^1(B) \), we can define a function

\[
\Sigma_\omega(a) : q \mapsto (\Sigma_\omega(a))(q) = \sum_{\nu=1}^{\infty} \frac{a_\nu}{q - \omega_\nu}
\]

which is holomorphic in \( \mathbb{C} \setminus \overline{\Omega} \). We get a linear operator \( \Sigma_\omega : \ell^1(B) \to \mathcal{O}(\mathbb{C} \setminus \overline{\Omega}, B) \) which is generally not injective (see [Wo] for some examples). But we have also the following

\(^1\) M. Herman pointed out to us that Poincaré himself investigated the possibility of generalizing Weierstrass’ process of analytic continuation so as to consider functions whose singular points are dense on an open set or a Jordan curve [P1, P2].
Lemma 2.1 The operator $\Sigma_\omega$ induces an injective operator from the space

$$L_r^1(B) = \{a = (a_\nu)_{\nu \geq 1} \in L_r^1(B) \mid \forall \nu \geq 1, \|a_\nu\|^{1/4} < r_\nu\}.$$ 

into $\mathcal{M}((K_j), B)$.

Proof: Since for all $q \in K_j$ and $\nu \geq 1$, $|q - \omega_\nu| \geq 2^{-j}r_\nu \geq 2^{-j}\|a_\nu\|^{1/4}$, it is easy to check that $\Sigma_\omega(a)|_{K_j} \in C_{\text{hol}}^4(K_j, B)$ for all $j \geq 1$.

To prove injectivity we make use of a residue computation. Let $f_j = \Sigma_\omega(a)|_{K_j}$. Let $\gamma_j^{(\mu)} = \partial D(\omega_\mu, 2^{-j}r_\mu)$ with positive orientation and let $\Gamma_j^{(\mu)}$ denote the curve obtained from $\gamma_j^{(\mu)}$ replacing those parts which are covered by disks $D(\omega_\nu, 2^{-j}r_\nu)$ with $\nu \neq \mu$ by the corresponding arcs of circles $\partial D(\omega_\nu, 2^{-j}r_\nu)$ which are contained in $K_j$. Clearly $\Gamma_j^{(\mu)}$ is a countable union of arcs of circle, all positively oriented, and the length of $\Gamma_j^{(\mu)}$ is bounded by $2^{-j}\sum_{\nu=1}^{\infty} r_\nu$. If $G_j^{(\mu)}$ denotes the domain of $C$ enclosed by $\Gamma_j^{(\mu)}$,

$$\frac{1}{2\pi i} \int_{\Gamma_j^{(\mu)}} f_j(q) dq = \sum_{\omega_\nu \in G_j^{(\mu)}} a_\nu.$$

The sequence $\nu(\mu, j) = \inf\{\nu \in \mathbb{N}^* \mid \omega_\nu \in G_j^{(\mu)}, \omega_\nu \neq \omega_\mu\}$ tends to infinity as $j \to \infty$, thus

$$\|\frac{1}{2\pi i} \int_{\Gamma_j^{(\mu)}} f_j(q) dq - a_\mu\| \leq \sum_{\nu(\mu, j)} \|a_\nu\| \to 0 \text{ as } j \to \infty.$$

This implies injectivity. 

Of course, if none of the coefficients $a_\nu$ vanishes, $\Sigma_\omega(a)$ is not analytic at any point of $C$ which is an accumulation point of the sequence $\omega$. Borel’s example ([Bo], p. 144) is $B = \mathbb{C}$, $\{\omega_\nu\} = \{\frac{2^{s+t}}{m}; 1 \leq r, s \leq n, (r, n) = 1, (s, n) = 1\}$, $a_\nu = \exp(-\exp(n^4))$ and $G = \{q \in \mathbb{C} \mid 0 < \Re q < 1, 0 < \Im m q < 1\}$.

A remarkable result of Borel and Winkler is the following (see also [Tj])

Theorem 2.1 We still use the notations (2.1) and assume furthermore that $r_\nu < 1$ for all $\nu \in \mathbb{N}^*$ and

$$\sum_{\nu=1}^{\infty} \left(\log \frac{1}{r_\nu}\right)^{-1} < +\infty. \quad (2.2)$$

Let

$$K_j^* = G \setminus \bigcup_{\nu=1}^{\infty} D(\omega_\nu, 2^{-j}(\log \frac{1}{r_\nu})^{-1}), \quad C^* = \bigcup_{j=1}^{\infty} K_j^*.$$

$C^*$ is included in $C$ and if $f \in \mathcal{M}((K_j), B)$, the restriction $f|_{K_j^*}$ is $C^\infty$-holomorphic for all $j \geq 1$. Moreover, if there exist $q_0 \in C^*$ and $j \in \mathbb{N}^*$ such that

(i) there exists a straight line $s$ such that $q_0 \in s \cap G \subset K_j^*$,

(ii) $f^{(n)}(q_0) = 0$ for all $n \geq 0$,

the function $f$ vanishes identically on $K_j^*$.

In particular, according to the definition of quasianalyticity given in Section 1.5, $\mathcal{M}((K_j), B)$ is quasianalytic at all points of $C^*$ which satisfy the condition (i). We refer to [Wk] for a proof of Theorem 2.1 (in the case where $B = \mathbb{C}$, but this restriction is not essential).
Remark 2.2 Borel (without using Whitney’s extension theorem) also proves that Cauchy’s formula holds: let $\gamma$ a simple positively oriented closed curve bounding a simply connected region $D$ of $G$. Let $\gamma_j$ denote the curve obtained from $\gamma$ by replacing those parts of $\gamma$ which are covered by disks $D(\omega_\nu, 2^{-j} r_\nu)$ by the corresponding parts of the circles $\partial D(\omega_\nu, 2^{-j} r_\nu)$ which are contained in $K_j \cap D$ (see [Wk] and [Ar], section 7, for more details). Let $\Gamma_j$ denote the union of those parts of the circles $\partial D(\omega_\nu, 2^{-j} r_\nu)$ which are contained in $K_j \cap D$ and not part of $\gamma_j$. Then

$$f^{(n)}(q) = \frac{n!}{2\pi i} \left( \int_{\gamma_j} \frac{f(w)}{(w - q)^{n+1}} dw - \int_{\Gamma_j} \frac{f(w)}{(w - q)^{n+1}} dw \right), \quad q \in K_j^* \cap D, \ n \in \mathbb{N}.$$  

Remark 2.3 The previous theorem was proved by Winkler under less restrictive assumptions than those originally required by Borel, using Carleman’s Theorem (see [Ca] and Theorem 3.1 below). Note that it holds without any further assumption on the distribution of the singular points $(\omega_\nu)_{\nu \geq 1}$, while for the problem we are interested in roots of unity will play a role in the sequel.

The quasianalyticity properties of Borel-Wolff-Denjoy series are studied also in [Be1], [Be2] and [Si] (which focus in fact on the broader question of the injectivity of $\Sigma_\omega$).

Remark 2.4 Unfortunately one cannot apply the previous theorem to the solutions of cohomological equations since the condition (2.2) is too restrictive for that situation. Let $0 < \rho_2 < \rho_1$, $B = \mathcal{L}(B_{\rho_1}, B_{\rho_2})$ and consider the mapping (1.4). Ordering the primitive roots of unity by increasing order (i.e. following the Farey ordering of rational numbers), one can write it as a Borel-Wolff-Denjoy series

$$F(q) = \Sigma_\mathcal{R}(a)(q) = \sum_{\nu=1}^{\infty} \frac{\Lambda_\nu}{q - \Lambda_\nu} \mathcal{L}_{m(\nu)} \circ, \quad \mathcal{R} = \{ \Lambda_1, \Lambda_2, \ldots \}, \quad (2.3)$$

setting $a_\nu = \Lambda_\nu \mathcal{L}_{m(\nu)} \circ$. Since the number of terms in the Farey series of order $m$ is approximately $\frac{3m^2}{\pi^2}$ ([HW], Theorem 331, p. 268) one has $m(\nu) \approx \frac{4}{\nu^2} \sqrt{\nu}$. On the other hand, one checks easily that $\|a_\nu\| \approx \frac{1}{m(\nu)} \left( \frac{2\pi}{\rho_1} \right)^{m(\nu)}$. The requirement $(a_\nu)_{\nu \geq 1} \in \mathcal{F}_r(B)$ leads to a lower bound $r_\nu \geq c_1 c_2 m(\nu)^4$ and the condition (2.2) is violated.

### 2.3 Domains of monogenic regularity: The sequence $(K_j)$

The goal of this section is to specify a sequence of compact sets $(K_j)_{j \in \mathbb{N}}$ so as to be able to prove (in Section 2.4) that $\mathcal{M}((K_j), B)$ contains the solutions of the cohomological equation. In the definitions of the domains $C_{\psi, \kappa, d}$ and $W_{\psi, \kappa, d}$ given below (Definitions 2.4 and 2.6), we will follow a construction given by M. Herman [He] for Diophantine numbers (see also [Ris] for a similar construction for Brjuno numbers). We adapt it slightly so as to deal with more general irrational numbers.

a) The conformal change of variable $q = e^{2\pi i x}$ maps $C^\ast$ biholomorphically on $\mathbb{C}/\mathbb{Z}$, the circle $\{|q| = 1\}$ on $\mathbb{R}/\mathbb{Z}$ and $\mathbb{R}_m^\ast$ on $\{ \frac{m}{n} \mid m, n \in \mathbb{N}, 0 \leq n \leq m - 1, (n, m) = 1 \}$. We will use the notations of Appendix A.3 for continued fractions: if $x \in \mathbb{R} \setminus \mathbb{Q}(\text{mod } \mathbb{Z})$, we will denote by $[0, a_1(x), a_2(x), \ldots]$ its continued fraction expansion and by $(\frac{m_k(x)}{n_k(x)})_{k \geq 0}$ the corresponding sequence of convergents, omitting sometimes the dependence on $x$. Note that $n_0/m_0 = 0/1$. 
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**Definition 2.4** We call an approximation function any decreasing function $\psi$ on $\mathbb{N}^*$ such that

$$2 \sum_{m=1}^{\infty} \frac{\psi(m)}{m} < 1 \quad \text{and} \quad \forall m \geq 1, \ 0 < \psi(m) \leq \frac{1}{2m}.$$ 

We associate with it a subset of $\mathbb{R} \setminus \mathbb{Q} \ (\mod \mathbb{Z})$:

$$C_\psi = \left\{ x \in \mathbb{R} \setminus \mathbb{Q} \ (\mod \mathbb{Z}) \ | \ \forall k \geq 0, m_{k+1}(x) \leq \frac{1}{\psi(m_k(x))} \right\}, \quad (2.4)$$

and some subsets of $\mathbb{C}/\mathbb{Z}$ whose traces on $\mathbb{R}/\mathbb{Z}$ are $C_\psi$:

$$C_{\psi, \kappa} = \bigcup_{y \in C_\psi} \{ x \in \mathbb{C}/\mathbb{Z} \ | \ |3m \tilde{x}| \geq \kappa|\text{Re}(\tilde{x} - \tilde{y})| \}, \quad C_{\psi, \kappa, d} = C_{\psi, \kappa} \cap \{ |3m x| \leq d \},$$

for $\kappa \in ]0, 1[ \text{ and } d > 0$, where $\tilde{x}$ and $\tilde{y}$ denote some lifts in $\mathbb{C}$ of $x$ and $y$.

Notice that $C_\psi$ consists of points which are “far enough from the rationals”, as measured by $\psi$; namely, according to (A 3.3) and Proposition A3.2,

$$\bigcap_{n/m} \{ x \ | \ |x - \frac{n}{m}| \geq \frac{\psi(m)}{m} \} \subset C_\psi \subset \bigcap_{n/m} \{ x \ | \ |x - \frac{n}{m}| > \frac{\psi(m)}{2m} \}. \quad (2.5)$$

The most interesting case for our purposes will be $\psi(m) = \gamma e^{-\alpha m}$ with fixed $\alpha > 0$ and $\gamma \in ]0, \inf(\frac{\alpha}{2}, \frac{\alpha}{2^2})]$. The classical Diophantine condition of exponent $\tau > 2$ (see Section 3.2) would correspond to $\bigcup C_{\phi_{\gamma, \tau}}$, where $\phi_{\gamma, \tau}(m) = \gamma m^{1-\tau}$ and the union is taken over those $\gamma > 0$ such that $\phi_{\gamma, \tau}$ is an approximation function (i.e. $\gamma \leq \frac{1}{\zeta(1-\tau)}$, denoting by $\zeta$ the Riemann zeta function).

The Diophantine exponent $\tau = 2$ (which is associated to constant-type points) was not considered here, only because the corresponding functions $\phi_{\gamma, 2}$ do not satisfy the condition of summability in Definition 2.4. This condition is used in the next lemma to ensure positive measure for $C_\psi$, and indeed the set of constant-type points has measure zero.

**Lemma 2.2** If $\psi$ is an approximation function, $C_\psi$ has positive Lebesgue measure. For all $\varepsilon > 0$ there exists an approximation function $\psi$ such that $|C_\psi (\mod \mathbb{Z})| > 1 - \varepsilon$.

**Proof :** According to (2.5), the one-dimensional Lebesgue measure of $(\mathbb{R}/\mathbb{Z}) \setminus C_\psi$ is less than

$$2 \sum_{m=1}^{\infty} \frac{\psi(m)}{m} \leq 2 \sum_{m=1}^{\infty} \psi(m) < 1.$$ 

Given $\varepsilon > 0$, we choose $\psi(m) = \frac{\varepsilon}{2^\kappa(2)^m}$ to make the previous quantity less than $\varepsilon$. \qed

In order to investigate the structure of this kind of set, it is useful to refer to a suitable partition of $\mathbb{R}/\mathbb{Z}$ obtained by considering a finite number of iterations of the Gauss map $A$ (see Appendix A.3 for the definition of the Gauss map; the intervals defined below are called “intervals of rank $k$” in [Khi]).
Let \(a_1, \ldots, a_k\) positive integers \((k \in \mathbb{N}^*)\). We associate with them the finite continued fractions 
\[ [0, a_1, \ldots, a_{k-1}] = \frac{n_{k-1}}{m_{k-1}} \text{ and } [0, a_1, \ldots, a_k] = \frac{n_k}{m_k}, \]
and define an interval
\[ I(a_1, \ldots, a_k) = \{ x = \frac{n_k + \ell n_{k-1}}{m_k + m_{k-1} \ell}, y \in [0, 1[ \} = \begin{cases} \frac{n_k + \ell n_{k-1}}{m_k + m_{k-1} \ell} & \text{if } k \text{ is even} \\ \frac{n_k}{m_k} & \text{if } k \text{ is odd} \end{cases} \]
(the alternative stems from (A.3.2)). Each such interval is a branch of the \(k\)-th iterate \(A^k\) of the Gauss map, precisely the branch which is determined by the fact that all points \(x \in I(a_1, \ldots, a_k)\) have \(\{0, a_1, \ldots, a_k\}\) as first \(k + 1\) partial quotients (see Formula (A.3.1)). For a given \(k \geq 1\), the union of all branches of \(A^k\) yields a partition of \(\mathbb{R}/\mathbb{Z}\)
\[ \forall k \geq 1, \quad \mathbb{R}/\mathbb{Z} = \mathcal{F}_k \cup \bigcup_{a_1, \ldots, a_k \geq 1} I(a_1, \ldots, a_k), \]
where \(\mathcal{F}_k = \{[0, a_1, \ldots, a_\ell], 1 \leq \ell \leq k, a_\ell \geq 1\} \subset \mathbb{Q}/\mathbb{Z}\). The previous definition allows for a convenient rephrasing of (2.4):
\[ C_\psi = \bigcap_{k \geq 1} \bigcup_{\psi} I(a_1, \ldots, a_k), \]
where for each \(k \geq 1\), \(\bigcup_{\psi}\) denotes the disjoint union over those \((a_1, \ldots, a_k)\) such that \(m_{i+1} \leq 1/\psi(m_i)\) for \(i = 0, \ldots, k-1\) (here, of course, \(m_i\) is the denominator of \([0, a_1, \ldots, a_i]\)).

b) We will indicate some more properties of the set \(C_\psi\) associated to an approximation function \(\psi\). As a preliminary, to each rational number \(n/m \in \mathbb{Q}/\mathbb{Z}\) we attach an open interval \(\mathcal{J}_\psi(n/m)\) such that
\[ n/m \in \mathcal{J}_\psi(n/m) \subset (\mathbb{R}/\mathbb{Z}) \setminus C_\psi. \quad (2.6) \]
To define it we proceed as follows:
(i) if \(n/m = 0/1\), we set
\[ \mathcal{J}_\psi(0/1) := \text{int} \left( \bigcup_{a_1 > 1/\psi(1)} I(a_1) \cup \bigcup_{a_2 > 1/\psi(1)} I(1, a_2) \right); \quad (2.7) \]
(ii) if \(n/m \neq 0/1\) and \((n, m) = 1\), we write \(n/m = [0, \bar{a}_1, \ldots, \bar{a}_k]\), with \(k \geq 1, \bar{a}_1, \ldots, \bar{a}_{k-1} \geq 1\) and \(\bar{a}_k \geq 2\), we set \(n_-/m_- = [0, \bar{a}_1, \ldots, \bar{a}_{k-1}]\) (if \(k \geq 2\); otherwise \(n_-/m_- = 0/1\)) and
\[ \mathcal{J}_\psi(n/m) := \text{int} \left( \bigcup_{a_{k+1}, m + m_- > 1/\psi(m)} I(\bar{a}_1, \ldots, \bar{a}_k, a_{k+1}) \cup \bigcup_{a_{k+2}, m - m_- > 1/\psi(m)} I(\bar{a}_1, \ldots, a_{k-1}, a_{k+2}) \right). \quad (2.8) \]
This definition is motivated by the relations (A.3.7). For instance the points in the first union of (2.8) have continued fraction expansions such that \(a_{k+1} m + m_- = m_{k+1}\) since \(m_{k-1} = m_-\) and \(m_k = m\) for them, and in the second one, \((a_{k+2} + 1) m - m_- = m_{k+2}\) since \(m_k = m_-\) and \(m_{k+1} = m\) (except at one of the boundary-points of each interval : \(m_{k+1} = (a_{k+1} + 1)m + m_-\).

\[ \text{Notice that any rational number } n/m \in [0, 1] \text{ is the endpoint of exactly two branches of the iterated Gauss map. Indeed } n/m \text{ can be written in a unique way as } n/m = [0, \bar{a}_1, \ldots, \bar{a}_\ell] \text{ for some } \ell \geq 1, \text{ with } \bar{a}_1, \ldots, \bar{a}_{\ell-1} \geq 1 \text{ and } \bar{a}_\ell \geq 2; \text{ it is the left (right) endpoint of } I(\bar{a}_1, \ldots, \bar{a}_\ell) \text{ and the right (left) endpoint of } I(\bar{a}_1, \ldots, \bar{a}_{\ell-1}, \bar{a}_\ell - 1, 1) \text{ if } \ell \text{ is even (odd).} \]
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and \( m_{k+2} = (a_{k+2} + 2)m - m \) respectively, for these exceptional rational points). We thus have \( m_{k+1} > 1/\psi(m_k) \) or \( m_{k+2} > 1/\psi(m_k+1) \) respectively, hence \( J_\psi(n/m) \) is contained in the complement of \( C_\psi \). To check that it is an open interval, consider for instance the case of odd \( k \) : using (A.3.1) one can write the first union as \( \{ \frac{n + \frac{k}{m + \frac{k}{y}}}{y} : 0 < y \leq 1/M \} \), where \( M \) is the minimum value of \( a_{k+1} \) (i.e. \( M = \lfloor \frac{1}{m(\psi(m))} - m \rfloor + 1 \)), this union is thus a non-empty interval whose right endpoint is \( n/m \); similarly the second union is a non-empty closed interval whose left endpoint is \( n/m \). Notice that, in case (i), \( J_\psi(0/1) = \int(\{0, \frac{1}{M}\} \cup [1 - \frac{1}{M}, 1]) \) must be identified with \( {[}-\frac{1}{M}, \frac{1}{M}[^1 \) (where \( M = \lceil \frac{1}{\psi(m)} \rceil + 1 \).

Lemma 2.3 The set \( C_\psi \) associated to any approximation function is totally disconnected, closed and perfect.

Proof: Since \( C_\psi \cap (Q/Z) = \emptyset \) since \( C_\psi \) is totally disconnected. To see that \( C_\psi \) is closed observe that, if \( x \in (R/Z) \setminus C_\psi \), one can exhibit an open neighborhood of \( x \) which is contained in the complement of \( C_\psi \) : either \( x \in Q \) and \( J_\psi(x) \) is such a neighborhood, or \( x \notin Q \) and \( m_{k+1}(x) > 1/\psi(m_k(x)) \) for some \( k \geq 0 \), hence \( I(a_1(x), \ldots, a_{k+1}(x)) \) will do.

We now prove that any \( x \in C_\psi \) is an accumulation point of \( C_\psi \). For each \( j \in N^* \) we define a linear fractional map

\[
T_{x,j} : y \in [0,1] \mapsto T_{x,j}(y) = \frac{n_j(x) + n_{j-1}(x)y}{m_j(x) + m_{j-1}(x)y} = \left[0, a_1(x), \ldots, a_j(x), a_1(y), a_2(y), \ldots\right].
\]

Let us use \( y^* = \frac{\sqrt{\pi} - 1}{2} = [0, 1, 1, \ldots] \). The sequence \( x^{(j)} = T_{x,j}(y^*) \) converges to \( x \) as \( j \to \infty \), and one can check that each \( x^{(j)} \in C_\psi \):

- If \( k < j \), \( \frac{n_k(x^{(j)})}{m_k(x^{(j)})} = \frac{n_k(x)}{m_k(x)} \); thus \( m_{k+1}(x^{(j)}) \leq \frac{1}{\psi(m_k(x^{(j)}))} \) for all \( k \leq j - 1 \) and

\[
m_{j+1}(x^{(j)}) = m_j(x) + m_{j-1}(x) \leq a_j(x)m_j(x) + m_{j-1}(x) = m_{j+1}(x) \leq \frac{1}{\psi(m_j(x^{(j)}))}.
\]

- If \( k = j + 1 \), we use \( \psi(m) \leq 1/2m \):

\[
m_{k+1}(x^{(j)}) = m_k(x^{(j)}) + m_{k-1}(x^{(j)}) \leq 2m_k(x^{(j)}) \leq \frac{1}{\psi(m_k(x^{(j)}))}.
\]

\[\square\]

The intervals \( J_\psi(n/m) \) defined above will also help us in the proof of the next proposition which describes the connected components of \( (R/Z) \setminus C_\psi \).

Proposition 2.2 Let

\( Q_\psi = \{0/1\} \cup \{n/m \in Q/Z \mid n/m \neq 0/1 \text{ and } m_{j+1} \leq 1/\psi(m_j) \text{ for } j = 0, \ldots, k-1\} \),

with the usual notations and conventions : the \( m_j \)’s \( 0 \leq j \leq k \) are the denominators of the convergents \( [0, a_1, \ldots, a_j] \) of \( n/m = [0, a_1, \ldots, a_k] \), with \( a_k \geq 2 \).

(1) Each connected component of \( (R/Z) \setminus C_\psi \) contains one and only one point of \( Q_\psi \), which is a convergent of both of its endpoints. We denote the connected component of \( n/m \in Q_\psi \) by \( [x_{n/m}, x'_{n/m}] \subseteq R/Z \) (which must be identified to an open subinterval of \( [0,1] \) if \( n/m \neq 0/1 \), or of \( [1/2, 1/2] \) if \( n/m = 0/1 \)).

(2) \( \psi(m) \leq 2m/m \leq |x - \frac{m}{m}| < \frac{2\psi(m)}{m} \) if \( x = x_{n/m} \) or \( x'_{n/m} \).

(3) If \( r/s \in [x_{n/m}, x'_{n/m}] \) and \( r/s \neq n/m, s > \frac{\psi(m)}{2m} \geq 2m \).
Proof: Any connected component of $U = (\mathbb{R}/\mathbb{Z}) \setminus C_\psi$ contains at least a rational $r/s$. Suppose this rational does not belong to $\mathbb{Q}_\psi$ and write it as $r/s = [0, a_1, \ldots, a_l]$ with $a_l \geq 2$: we must have $m_k + 1 > 1/\psi(m_k)$ for some $k \geq 0$. Choosing $k$ to be minimal, we obtain $n/m = [0, a_1, \ldots, a_k] \in \mathbb{Q}_\psi$ and $r/s \in \mathcal{J}_\psi(n/m)$ (note that $n/m = 0/1$ if $k = 0$). Thus the connected component of $r/s$ contains $\mathcal{J}_\psi(n/m)$, and in particular $n/m$. We notice in passing that $s > 1/\psi(m) \geq 2m$.

Let us now suppose that $[x, x']$ is the connected component of $n/m \in \mathbb{Q}_\psi$ in $U$ and check that $n/m$ is a convergent of $x$ and $x'$. We may suppose that $n/m \neq 0/1$. Let us write $n/m = [0, a_1, \ldots, a_k]$ with $a_k \geq 2$. Denoting by $m_-$ the denominator of $[0, a_1, \ldots, a_{k-1}]$, we choose positive integers $a$ and $b$ such that

$$am + m_- \leq 1/\psi(m), \quad (b + 1)m - m_- \leq 1/\psi(m)$$

(this is possible since $1/\psi(m) \geq 2m > m + m_-$). By the same kind of argument as at the end of the proof of Lemma 2.3, one can check that the points

$$x^+ = [0, a_1, \ldots, a_{k-1}, a_k, a, 1^\infty] \quad \text{and} \quad x^- = [0, a_1, \ldots, a_{k-1}, a_k - 1, 1, b, 1^\infty]$$

both belong to $C_\psi$. But if $k$ is even, $x^- < n/m < x^+$, and the order is reversed otherwise. Therefore $[x, x']$ is contained in $[x^-, x^+]$ (or $[x^+, x^-]$ if $k$ is odd), and $n/m$ is a convergent of all those points. This implies easily that a connected component of $U$ cannot contain more that one point of $\mathbb{Q}_\psi$.

The first inequality in (2) follows from the second inclusion in (2.5). For the second inequality, consider $x^+$ and $x^-$ as defined above for $n/m = [0, a_1, \ldots, a_k] \in \mathbb{Q}_\psi \setminus \{0/1\}$, but this time we choose $a$ and $b$ maximal:

$$\frac{1}{\psi(m)} - m < am + m_- \leq \frac{1}{\psi(m)}, \quad \frac{1}{\psi(m)} - m < (b + 1)m - m_- \leq \frac{1}{\psi(m)}.$$

By virtue of (A.3.3), since $m_k(x^+) = m, m_{k+1}(x^+) = am + m_-, m_{k+1}(x^-) = m$ and $m_{k+2}(x^-) = (b + 1)m - m_-$,

$$|x^+ - n/m|, |x^- - n/m| < \frac{\psi(m)}{m(1 - m\psi(m))} \leq \frac{2\psi(m)}{m}.$$

This yields the desired inequality. If $n/m = 0/1$, one can use $x^+ = [0, a, 1^\infty] = \frac{1}{a+g}$ with $a = \lfloor \frac{1}{g} \rfloor \geq 2$ and $g = [0, 1^\infty]$, and $x^- = -1 + [0, 1, a - 1, 1^\infty] = -x^+$.

(3) was already observed at the beginning of the proof. \hfill \Box

c) We now fix $\kappa \in ]0, 1[$ and $d > 0$, and study the sets $C_{\psi, \kappa}$ and $C_{\psi, \kappa, d}$ associated to the approximation function $\psi$. Proposition 2.2 yields a decomposition of $(\mathbb{R}/\mathbb{Z}) \setminus C_\psi$ into connected components; this will reflect in a description of the complement of $C_{\psi, \kappa}$:

**Lemma 2.4** For each $n/m \in \mathbb{Q}_\psi$, let

$$\Delta_{n/m} = \{ x \in \mathbb{C}/\mathbb{Z} \mid \Re x \in [x_{n/m}, x'_{n/m}], |\Im x| < \kappa \min(\Re x - x_{n/m}, x'_{n/m} - \Re x) \},$$

which is an open diamond of base $[x_{n/m}, x'_{n/m}]$ and slopes $\pm \kappa$ with respect to the real axis. We have

$$C_{\psi, \kappa} = (\mathbb{C}/\mathbb{Z}) \setminus \bigcup_{n/m \in \mathbb{Q}_\psi} \Delta_{n/m},$$

(2.9)
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the sets \( C_{\psi,\kappa,d} \) are compact subsets of \( \mathbb{C}/\mathbb{Z} \) and they have positive measure when \( d > \kappa \zeta(4) \):

\[
\text{meas} \left( C_{\psi,\kappa,d} \right) > 2d - 8\kappa \sum_{m \geq 1} \left( \frac{\psi(m)}{m} \right)^2.
\]

**Proof:** Let us rephrase the definition of \( C_{\psi,\kappa} \) as

\[
C_{\psi,\kappa} = (\mathbb{C}/\mathbb{Z}) \setminus \bigcap_{y \in C_{\psi}} \Delta^*_y,
\]

with \( \Delta^*_y = \{ x \in \mathbb{C}/\mathbb{Z} \mid |\Im \bar{x}| < \kappa \min(\Re \bar{x} - \Re \bar{y}, 1 + \Re \bar{y} - \Re \bar{x}) \} \) (each \( \Delta^*_y \) is an open diamond whose trace on \( \mathbb{R}/\mathbb{Z} \) has length 1 and coincides with the complement of \( \{ y \} \)). Formula (2.9) is now reduced to the identity

\[
\bigcup_{n/m \in \mathbb{Q}_\psi} \Delta_{n/m} = \bigcap_{y \in C_{\psi}} \Delta^*_y.
\]

If \( n/m \in \mathbb{Q}_\psi \) and \( y \in C_{\psi} \), the fact that \( y \notin [x_{n/m}, x'_{n/m}] \) implies that \( \Delta_{n/m} \subset \Delta^*_y \), hence the union of the diamonds \( \Delta_{n/m} \) is contained in the intersection of the diamonds \( \Delta^*_y \). Let \( x \) in the intersection of the diamonds \( \Delta^*_y \). If \( x \in \mathbb{R}/\mathbb{Z} \), this means that \( x \notin C_{\psi} \), thus \( x \in [x_{n/m}, x'_{n/m}] \subset \Delta_{n/m} \) for some \( n/m \in \mathbb{Q}_\psi \). If \( x \notin \mathbb{R}/\mathbb{Z} \), the intersection with \( \mathbb{R}/\mathbb{Z} \) of the lines of slopes \( \pm \kappa \) which pass through \( x \) define two points \( x^- < x^+ \). Necessarily \( [x^-, x^+] \subset [x_{n/m}, x'_{n/m}] \) for some \( n/m \in \mathbb{Q}_\psi \) (because the existence of \( y \in [x^-, x^+] \cap C_{\psi} \) would lead to the contradiction \( x \notin \Delta^*_y \)), hence \( x \in \Delta_{n/m} \). Thus \( x \) belongs to the union of diamonds \( \Delta_{n/m} \) in both cases and this yields the reverse inclusion.

As a consequence \( C_{\psi,\kappa} \) is closed and its intersection with a strip \( \{ |\Im mx| \leq d \} \) is compact.

The inequalities

\[
\forall n/m \in \mathbb{Q}_\psi, \quad \text{meas} \left( \Delta_{n/m} \right) = \frac{1}{2} \kappa (x'_{n/m} - x_{n/m})^2 < 8\kappa \left( \frac{\psi(m)}{m} \right)^2 \leq \frac{2\kappa}{m^4}
\]

(which follow from Proposition 2.2 (2) and from \( \psi(m) \leq 1/2m \)) yield the last statement. \( \square \)

**Remark 2.5** Using a suggestion by Herman ([He], Remark at p. 81), one can prove that \( \mathcal{O}(C_{\psi,\kappa,d}, B) = \mathcal{R}(C_{\psi,\kappa,d}, B) \), a result to be compared with the general inclusion which was indicated in Section 2.1. Notice that, since \( \mathbb{R} \subset \bigcap_{y \in C_{\psi}} \Sigma^*_y = C_{\psi} \cup \bigcup_{n/m \in \mathbb{Q}_\psi} \Delta_{n/m}, \)

\[
\text{int} \left( C_{\psi,\kappa,d} \right) = \{ x \in \mathbb{C}/\mathbb{Z} \mid |\Im mx| < d \} \setminus \left( C_{\psi} \cup \bigcup_{n/m \in \mathbb{Q}_\psi} \Delta_{n/m} \right) \subset \mathbb{C} \setminus \mathbb{R} (\mod \mathbb{Z}).
\]
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The idea is to apply Milnikov’s theorem [Za, p. 112] which states that, if the inner boundary of a compact set \( K \) is a subset of an analytic curve, \( O(K, B) = R(K, B) \). (The inner boundary of \( K \) is defined as \( \partial_1 K = \partial K \setminus \bigcup \partial \Delta_i \), where \( \bigcup \Delta_i \) is the decomposition of \( \mathbb{C} \setminus K \) into disjoint connected components. Here \( \partial_1 C_{\psi, \kappa, d} = C_{\psi} \subset \mathbb{R}/\mathbb{Z} \).)

**Remark 2.6** One can check that \( C_{\psi, \kappa, d} \) has a finite number of connected components and is locally connected; it is connected as soon as \( d > \kappa \psi(2) \). Also \( \text{int}(C_{\psi, \kappa, d}) \) has a finite number of connected components.

**d** Finally we define the sequence of compact subsets \( K_j \) of \( \mathbb{C} \) which will be used in the sequel.

**Definition 2.5** Let us fix \( \kappa \in [0, 1[ \), \( d, \alpha > 0 \) and a decreasing sequence \( (\gamma_j)_{j \geq 0} \) which tends to 0. We assume \( \gamma_j < \inf(\frac{\alpha}{\kappa}, \frac{\epsilon^2}{2}, 1) \) for all \( j \geq 0 \). We define

\[
\psi_j(m) = \gamma_j e^{-\alpha m} \quad \text{for} \quad m \geq 1, \quad K_j = \{ q = e^{2\pi i x}, \; x \in C_{\psi_j, \kappa, d} \}, \quad C = \bigcup_{j \in \mathbb{N}} K_j.
\]

Observe that each \( K_j \) is contained in the annulus \( \{ e^{-2\pi d} \leq |q| \leq e^{2\pi d} \} \) and that its measure tends to the measure of this annulus, while the measure of \( K_j \cap S^1 \) tends to the measure of the circle, as \( j \to \infty \).

**Remark 2.7** Since \( C \cap S^1 = \bigcup_{j \in \mathbb{N}} \{ e^{2\pi i x} \mid x \in C_{\psi_j} \} \), by Lemma 2.3 it is a countable union of nowhere dense closed sets. Proposition 2.2 then shows that its complement in \( S^1 \) is a dense \( G_\delta \)-set with zero \( s \)-dimensional Hausdorff measure for all \( s > 0 \).

**Lemma 2.5** There exists a positive number \( \mu \), which depends only on \( \kappa \), such that

\[
\forall j \in \mathbb{N}, \forall q \in K_j, \forall \Lambda \in \mathcal{R}, \quad |q - \Lambda| > \mu \frac{\psi_j(m(\Lambda))}{m(\Lambda)}.
\]

**Proof:** Let \( j \in \mathbb{N} \) and \( q \in K_j \). Since \( \frac{\psi_j(m)}{m} \leq \frac{1}{2} \) for all \( m \geq 1 \), we may suppose that \( \text{dist}(q, S^1) \) be less than some arbitrary constant; thus we assume

\[
q = e^{2\pi i x}, \quad x \in C_{\psi_j, \kappa} (\text{mod } \mathbb{Z}), \quad |\Im x| \leq 1.
\]

We also choose \( y \in C_{\psi_j} (\text{mod } \mathbb{Z}) \) such that \( |\Im x| \geq \kappa |\Re(x - y)| \).
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Let $\Lambda \in \mathbb{R}$. We choose $n/m \in \mathbb{Q}$ such that $\Lambda = e^{2\pi in/m}$ and $|\Re(x - \frac{n}{m})| \leq \frac{1}{2}$. According to (2.5), $|y - \frac{n}{m}| > \psi_j(m)$, and one can check easily that $|x - \frac{n}{m}| \geq \mu_0 |y - \frac{n}{m}|$ with $\mu_0 = (1 + \kappa^{-2})^{-1/2}$.

Thus $z = x - \frac{n}{m}$ satisfies

$$|\Re z| \leq \frac{1}{2}, \quad |3m z| \leq 1, \quad |z| > \mu_0 \frac{\psi_j(m)}{2m}.$$ 

Hence $|q - \Lambda| = |e^{2\pi iz} - 1|$ can be bounded from below as required. 

2.4 Monogenic regularity of the solutions

Let $B$ be a Banach space. We now consider the space of $B$-valued monogenic functions which corresponds to the sequence $(K_j)$ of Definition 2.5. We will see that the general solution of the cohomological equation as encoded by the mapping $F_{r_1,r_2}$ of Section 1.3 belongs to this space — recall its definition (1.4) and the notation $B_r = zH^\infty(D_r)$; of course $B = \mathcal{L}(B_{r_1}, B_{r_2})$ in that case.

More generally, we will show that the Borel-Wolff-Denjoy series of the form

$$\Sigma_R(a) : q \mapsto (\Sigma_R(a))(q) = \sum_{\Lambda \in R} \frac{a_\Lambda}{q - \Lambda}$$

(2.10)

(not necessarily with the same coefficients as those of (2.3) in Remark 2.4) are monogenic; we simply restrict ourselves to

$$S(r, B) = \{ a = \{a_\Lambda\}_{\Lambda \in R} \text{ sequence of } B \text{ such that } \exists c > 0 / \forall \Lambda \in R, \|a_\Lambda\| \leq \frac{c r_m(\Lambda)}{m(\Lambda)} \}$$

(2.11)

for some $r \in ]0, e^{-3\alpha[}$.

**Theorem 2.2** For all $r \in ]0, e^{-3\alpha[}$ the Borel-Wolff-Denjoy series of the form $\Sigma_R(a), a \in S(r, B)$, belong to $M((K_j), B)$. In particular, this the case for the general solution $F_{r_1,r_2}$ if $B = \mathcal{L}(B_{r_1}, B_{r_2})$ and $0 < r_2 < r_1 e^{-3\alpha}$.

**Proof**: According to Definition 2.3 we must check that $f = \Sigma_R(a) \in C^1_{hol}(K_j, B)$ for every $a \in S(r, B)$ and $j \in \mathbb{N}$. It is natural to define the function

$$f^{(1)}(q) = -\sum_{m=1}^{\infty} \sum_{\Lambda \in R_m} \frac{a_\Lambda}{(q - \Lambda)^2}$$

whose restriction to int$(K_j)$ is just the ordinary derivative of $f$.

According to Lemma 2.5,

$$\forall q \in K_j, \forall \Lambda \in R, \quad |q - \Lambda| \geq \mu \gamma_j \frac{e^{-\alpha m(\Lambda)}}{m(\Lambda)}.$$ 

(2.12)

Thus, for $k = 0$ or 1, and for $q \in K_j$,

$$\|f^{(k)}(q)\| \leq \sum_{m=1}^{\infty} \sum_{\Lambda \in R_m} \frac{c r_m}{|q - \Lambda|^{k+1} m} \leq c(\mu \gamma_j)^{-k-1} \sum_{m=1}^{\infty} m^{k+1}(r e^{(k+1)\alpha})^m < +\infty.$$ 
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Note that $f$ and $f^{(1)}$ are continuous since the convergence is uniform and $K_j$ is compact. To prove $C^1$-smoothness, we consider the remainder

$$
R(q, q') = \frac{f(q) - f(q')}{q - q'} - f^{(1)}(q') = -\sum_{m=1}^{\infty} \sum_{\Lambda \in \mathbb{R}_m} \frac{(q' - q)}{(q - \Lambda)(q' - \Lambda)}^2 q^A.
$$

Because of (2.12) and the assumption $r < e^{-3\alpha}$, we have $\|R(q, q')\| \leq c_j|q - q'|$, with $c_j = c(\mu \gamma_j)^{-3} \sum_{m=1}^{\infty} m^3 (r e^{3\alpha})^m$. In particular Definition 2.1 is satisfied.

The statement about $F_1, r_2$ is a particular case of what we just proved: choosing $a_{\Lambda} = \Lambda L_{m(\Lambda)} \cap$ and $r = \frac{2}{r_1}$, we use Lemma A1.1 and see that $\|a_{\Lambda}\|_{L(B_{r_1}, B_{r_2})} \leq \|L_{m(\Lambda)}\|_{B_r} \simeq \frac{1}{m(\Lambda)} r^{m(\Lambda)}$.

As for the fundamental solution, notice that $f_{\delta} \in M((K_j), B_r)$ as soon as $0 < r < e^{-3\alpha}$.

2.5 Whitney smoothness of monogenic functions

As already mentioned in Remark 2.4, we cannot apply Borel’s Theorem to conclude that functions in $M((K_j), B) \subset C^\infty$-holomorphic in some subsets of the $K_j$’s. But this can be shown directly.

Let $c_0(\mathbb{R})$ denote the classical Banach space of real sequences $s = (s_k)_{k \geq 0}$ such that $s_k \to 0$ as $k \to +\infty$, endowed with the norm $\|s\| = \sup |s_k|$. A subset $A$ of $c_0(\mathbb{R})$ is closed and totally bounded if and only if the following two conditions are satisfied:

(i) $\exists C > 0$ / $\forall s \in A$, $\|s\| \leq C$.

(ii) $\forall \varepsilon > 0$, $\exists k_0 \in \mathbb{N}$ / $\forall s \in A$, $\forall k \geq k_0$, $|s_k| \leq \varepsilon$.

**Definition 2.6** To $\gamma \in [0, 1[$ and $A$, totally bounded closed subset of $c_0(\mathbb{R})$, we associate

$$
W_{\gamma}^A = \{x \in \mathbb{R} \setminus \mathbb{Q} \mod \mathbb{Z} \mid \exists s \in A \text{ such that } \forall k \in \mathbb{N}, \ m_{k+1}(x) \leq \gamma^{-1} e^{s_k m_k(x)}\}.
$$

If moreover $\kappa \in [0, 1[$ and $d > 0$, we define

$$
W_{\gamma, \kappa, d}^A = \bigcup_{y \in W_{\gamma}^A} \{x \in \mathbb{C} \mid \kappa |\Re(\tilde{x} - \tilde{y})| \leq |\Im m \tilde{x}| \leq d\},
$$

where $\tilde{x}$ and $\tilde{y}$ denote some lifts in $\mathbb{C}$ of $x$ and $y$.

One can study the sets $W_{\gamma}^A$ and $W_{\gamma, \kappa, d}^A$ with the same kind of arguments as in Section 2.3. For instance one can easily check that they are closed and perfect. Notice that $W_{\gamma}^A$ is non-empty as soon as $A$ contains a sequence $s$ such that $s_k \geq 2G \frac{k}{\mu}$ for all $k$ (indeed $g \in W_{\gamma}^A$ in that case). Moreover, if $x \in \mathbb{R} \setminus \mathbb{Q} \mod \mathbb{Z}$ satisfies the condition

$$
\lim_{k \to \infty} \frac{\log m_{k+1}(x)}{m_k(x)} = 0,
$$

and if $\alpha > 0$ is given, there exist $\gamma \in [0, 1[$ and $s \in c_0(\mathbb{R})$ such that $x \in W_{\gamma}^{(s)}$ and $\|s\| \leq \alpha$.

**Theorem 2.3** Let $\gamma, \kappa \in [0, 1[$, $d > 0$, $\psi$ an approximation function of the form $\psi(m) = \gamma e^{-\alpha m}$ and $K = \{q = e^{2\pi i x}, x \in C_{\psi, \kappa, d}\}$. Let $A$ a totally bounded closed subset of $c_0(\mathbb{R})$ such that $\forall s \in A$, $\|s\| \leq \alpha$, and $K^* = \{q = e^{2\pi i x}, x \in W_{\Psi, \kappa, d/2}^A\}$. Then $K^* \subset K$ and $C^1_{\text{hol}}(K, B) \subset C^\infty_{\text{hol}}(K^*, B)$ for any Banach space $B$. 
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Proof: It is immediate to check that \( W^A_{S,\ell} \subset C_\psi = \{ x \mid \forall k \in \mathbb{N}, \ m_{k+1}(x) \leq \gamma^{-1} e^{\alpha_m(x)} \} \); thus \( K^* \subset K \).

Let \( f \in C_{ba}(K,B) \). We will use Remark 2.1. Observe that, in view of Lemma 2.4, the connected components of \((\mathbb{C}/\mathbb{Z}) \setminus C_{\psi,\kappa,d}\) are of the form \( \Delta_{n/m} \) with \( n/m \in \mathbb{Q}_\psi \), except for one or two of them: the components of \( i\infty \) and \( -i\infty \) may be reduced to the half-planes \( \{ \pm (3m)x > d \} \), or else they both coincide with the union of these half-planes and a finite number of diamonds \( \Delta_{n/m} \).

From that we deduce the decomposition \( \bigcup_{\ell \geq 1} U_\ell \) of \( \mathbb{C} \setminus K \) into connected components — the index \( \ell = 1 \) (resp. \( \ell = 1 \) and 2) will correspond to the exceptional component (resp. components), the next ones being numbered as \( U_\ell = \exp(2\pi i \Delta_{n_\ell/m_\ell}) \) with a non-decreasing sequence \((m_\ell)\).

Moreover, for each \( n/m \in \mathbb{Q}_\psi \), we recall that according to Proposition 2.2,

\[
|X - \frac{n}{m}| < r_{n/m} = \frac{2\gamma}{m} e^{-\alpha_m} \quad \text{if } X = x_{n/m} \text{ or } x'_{n/m},
\]

hence \( \partial \Delta_{n/m} \) has length less than \( 4r_{n/m}\sqrt{1+\kappa^2} \). The series \( \sum \text{ length}(\partial U_\ell) \) is thus convergent.

Let \( j \in \mathbb{N} \). We will now check that the series

\[
\sum_{\ell \geq 1} \int_{\partial U_\ell} \frac{|d\zeta|}{\zeta - q^{j+1}} \tag{2.14}
\]

is uniformly convergent for \( q \in K^* \). This will allow us to set

\[
f^{(j)}(q) = \frac{j!}{2\pi i} \sum_{\ell \geq 1} \int_{\partial U_\ell} \frac{f(\zeta)}{(\zeta - q)^{j+1}} d\zeta. \tag{2.15}
\]

Lemma 2.7 There exists a positive number \( \mu \) (which depends only on \( \kappa \)) such that, whenever \( n/m \in \mathbb{Q}_\psi \),

\[
\forall \xi \in \Delta_{n/m}, \quad \text{dist}(e^{2\pi i \xi}, K^*) > \frac{2\mu\gamma}{m} e^{-\alpha_m}.
\]

For each \( j \in \mathbb{N} \), there exists a positive integer \( M \) (which depends only on \( \gamma, \alpha \) and \( j \)) such that, whenever \( n/m \in \mathbb{Q}_\psi \) and \( m \geq M \),

\[
\forall \xi \in \Delta_{n/m}, \quad \text{dist}(e^{2\pi i \xi}, K^*) > \frac{2\mu\gamma}{m} e^{-\frac{\alpha_m}{\mu j+1}}. \tag{2.16}
\]

We end the proof of Theorem 2.3 before proving Lemma 2.7. According to the first part of Lemma 2.7, each term in the series \( (2.14) \) is well defined when \( q \in K^* \). For \( \ell \) large enough (say \( \ell \geq L \)), \( U_\ell = \exp(2\pi i \Delta_{n_\ell/m_\ell}) \) with \( n_\ell/m_\ell \in \mathbb{Q}_\psi \) and \( m_\ell \geq M \), thus we can use \( (2.16) \) for each \( q \in K^* \):

\[
\int_{\partial U_\ell} \frac{|d\zeta|}{\zeta - q^{j+1}} \leq 2\pi e^{2\pi d} \left( \frac{m_\ell}{2\mu\gamma} \right)^{j+1} e^{-\alpha_m} \text{ length}(\partial \Delta_{n_\ell/m_\ell}) \leq \frac{8\pi e^{2\pi d} \sqrt{1+\kappa^2}}{\mu} \left( \frac{m_\ell}{2\mu\gamma} \right)^{j+1} e^{-\frac{\alpha_m}{\mu j+1}}.
\]

The series \( (2.14) \) is thus convergent, and we can use \( (2.15) \) with \( j = 0 \) or 1 to represent \( f \) or \( f^{(1)} \) in \( K^* \). For \( j \geq 2 \), we define \( f^{(j)} \) in \( K^* \) by \( (2.15) \), and the previous computation shows the existence of \( C > 0 \) such that

\[
\forall \ell \geq L, \forall q \in K^*, \quad \left\| \int_{\partial U_\ell} \frac{f(\zeta)}{(\zeta - q)^{j+1}} d\zeta \right\| \leq C m_\ell e^{-\frac{\alpha_m}{2\mu(j+1)}}.
\]
(and for $\ell < L$ this expression is continuous in $q$); hence, by uniform convergence, $f^{(j)}$ is continuous in $K^*$.

Let us consider the Taylor remainders

$$R^{(j,v)}(q,q') = f^{(j)}(q') - \sum_{u=0}^{v} \frac{1}{u!} f^{(j+u)}(q)(q'-q)^u$$

for $j, v \geq 0$ and $q, q' \in K^*$. Remark 2.5 applies also to $W^A_{8\gamma, \kappa, d/2}$, and thus to $K^*$: these sets have a finite number of connected components and are locally connected. In fact, for $q, q' \in K^*$ close enough (say $|q - q'| \leq \delta$), one can define a path $\Gamma(q, q')$ which joins $q$ to $q'$ inside $K^*$ and which is the image by $x \mapsto e^{2\pi i x}$ of the union of 1, 2 or 3 segments of slopes $\pm \kappa$; the length of $\Gamma(q, q')$ is less than $\nu |q' - q|$, where $\nu$ depends only on $\kappa$.

We now conclude the proof of Theorem 2.3 by checking that there exists $C > 0$ such that

$$\forall q, q' \in K^*, \quad |q - q'| \leq \delta \Rightarrow \|R^{(j,v)}(q,q')\| \leq C |q' - q|^{v+1}. \quad (2.17)$$

We can write

$$R^{(j,v)}(q,q') = \frac{j!}{2\pi i} \sum_{\ell \geq 1} \int_{\partial U_\ell} R^{(j,v)}(q,q', \zeta) f(\zeta) d\zeta,$$

where $R^{(j,v)}(q,q', \zeta)$ is the Taylor remainder at order $v$ for the function $q' \mapsto (\zeta - q')^{-j-1}$, i.e.

$$R^{(j,v)}(q,q', \zeta) = \frac{(j+v+1)!}{j! v!} \int_{\Gamma(q,q')} \frac{(q' - q'')^{v}}{(\zeta - q'')^{j+v+2}} d\zeta''.$$

From this identity and from Lemma 2.7 applied with $j$ replaced by $j + v + 1$, one can deduce the existence of a positive integer $L$ such that, if $\zeta \in \partial U_\ell$ with $\ell \geq L$,

$$\|R^{(j,v)}(q,q', \zeta)\| \leq \text{const} m^{j+v+2} e^{\alpha m} |q' - q|^{v+1},$$

whereas for $\ell < L$, $\|R^{(j,v)}(q,q', \zeta)\| \leq \text{const} |q - q'|^{v+1}$. Therefore, the validity of (2.17) follows from the inequalities length$(\partial U_\ell) \leq \text{const} m e^{-\alpha m \ell}$.

**Proof of Lemma 2.7:** We must show that $|q - e^{2\pi i \xi}| > \text{const} \frac{\psi(m)}{m}$ for $q \in K^*$ and $\xi \in \Delta_{n/m}$. Notice that $\frac{\psi(m)}{m} \leq \gamma e^{-\alpha} \leq \frac{1}{2}$ since $\psi$ is an approximation function, and $|\Im \xi| \leq \kappa (n/m - x_n/m) < \kappa$. Therefore we can assume

$$q = e^{2\pi i x} \quad \text{with} \quad x \in W^A_{8\gamma, \kappa, d/2}, \quad |\Im m x| \leq 2\kappa.$$

Moreover we can consider that $|\Re z| \leq \frac{1}{2}$, where $z = x - \xi$, and since $|q - e^{2\pi i \xi}| \geq e^{-4\pi \kappa} |1 - e^{-2\pi i z}|$, it will be enough to bound from below $|z|$ itself ($z$ lies indeed in a domain where $|(e^{-2\pi i z} - 1)/z|$ is bounded from below). The same reasoning holds for the proof of (2.16) provided that we take $m \geq M \geq 2(j + 1)$.

In fact we will prove the inequalities

$$\forall n/m \in Q_{\psi}, \forall y \in W^A_{8\gamma}, \quad |y - \frac{n}{m}| \geq \frac{4\gamma}{m} e^{-\alpha m}, \quad (2.18)$$

and the existence, for each $j \in \mathbb{N}$, of a positive integer $M$ such that

$$\forall n/m \in Q_{\psi}, \forall y \in W^A_{8\gamma}, \quad m \geq M \Rightarrow |y - \frac{n}{m}| \geq \frac{4\gamma}{m} e^{\frac{\alpha m}{2(j+1)}}. \quad (2.19)$$
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This is enough to bound \(|z| = |x - \xi|\) from below as required since for any \(x \in W_{3\gamma}^A\) there exists \(y \in W_{3\gamma}^A\) such that \(|3m x| \geq \kappa |\Re (x-y)|\), but then \(|x-\xi| \geq (1+\kappa^2)^{-1/2} \dist(y, \{x_n/m, x'_n/m\})\) for all \(\xi \in \mathbb{A}_{n/m}\), and

\[
\dist(y, \{x_n/m, x'_n/m\}) \geq |y - n/m| - \max(x_n/m - n/m, |x_n/m - n/m|) < |y - n/m| - 2\gamma e^{-\alpha m}.
\]

Let \(y \in W_{3\gamma}^A\). Let \(s \in A\) such that \(m_{k+1}(y) \leq \frac{1}{8\gamma} e^{s_k m_k(y)}\). According to (A 3.3),

\[
\forall k \geq 0, \quad |y - \frac{n_k(y)}{m_k(y)}| > \frac{4\gamma}{m_k(y)} e^{-s_k m_k(y)} \geq \frac{4\gamma}{m_k(y)} e^{-\alpha m_k(y)}.
\]

Let \(n/m \in \mathbb{Q}_\psi\). Either \(\frac{n}{m} = \frac{n_k(y)}{m_k(y)}\) for some \(k \geq 0\) and (2.18) is proved. Or \(\frac{n}{m}\) is not a convergent of \(y\); then \(m_{k-1}(y) \leq m < m_k(y)\) for some \(k \geq 1\) and Proposition A3.4 applies:

\[
m |y - \frac{n}{m}| > m_{k-1}(y) |y - \frac{n_{k-1}(y)}{m_{k-1}(y)}| \geq 4 \gamma e^{-s_{k-1} m_{k-1}(y)} \geq 4 \gamma e^{-\alpha m}.
\]

Therefore (2.18) is true in all cases.

As for (2.19), given \(j \in \mathbb{N}\) we first choose \(k_0 \geq 0\) such that \(|s_k| \leq \frac{\alpha}{2(2j+1)}\) for all \(k \geq k_0\) and \(s \in A\). We then choose \(M \geq 1\) such that

\[
\forall y \in W_{3\gamma}^A, \quad m_{k_0+1}(y) < M.
\]

(For all \(y \in W_{3\gamma}^A\), \(m_0(y) = 1\) thus \(m_1(y) \leq \frac{1}{8\gamma} e^{\alpha} = M_1\), \(m_2(y) \leq \frac{1}{8\gamma} e^{\alpha M_1} = M_2\ldots\) take \(M = M_{K_0+1}\).) According to (A 3.3), we have now

\[
\forall y \in W_{3\gamma}^A, \quad \forall k \geq k_0, \quad |y - \frac{n_k(y)}{m_k(y)}| > \frac{4\gamma}{m_k(y)} e^{-\alpha m_k(y)/2(2j+1)}.
\]

Let \(y \in W_{3\gamma}^A\) and \(n/m \in \mathbb{Q}_\psi\) with \(m \geq M\). We are faced with the same alternative as above, but we know moreover that if \(\frac{n}{m} = \frac{n_k(y)}{m_k(y)}\) or \(m_{k-1}(y) \leq m < m_k(y)\), necessarily \(k \geq k_0 + 1\).

Therefore we obtain the refined inequality (2.19) in all cases. \(\Box\)

**Definition 2.7** For any closed totally bounded subset \(A\) of \(c_0(\mathbb{R})\) and any integer \(j\), we define

\[
K^*_{A,j} = \{ q = e^{2\pi i x}, \ x \in W_{3\gamma}^A \}_{\|s\| \leq \alpha, \ s \in A, \ with \ the \ same \ notations \ as \ in \ Definition \ 2.5}\]

provided that \(|s| \leq \alpha\) for all \(s \in A\), with the same notations as in Definition 2.5.

According to Theorem 2.3, \(K^*_{A,j} \subset K_j\) and \(C^*_{hol}(K_j, B) \subset C^*_{hol}(K^*_{A,j}, B)\). In particular, according to Theorem 2.2, the solutions of the cohomological equation are \(C^\infty\)-holomorphic in each \(K^*_{A,j}\).

Observe that any point of the form \(\lambda = e^{2\pi i x}\) with \(x\) satisfying (2.13) lies in \(K^*_{(s),j}\) for \(s\) well chosen and \(j\) large enough.
3. Carleman classes at Diophantine points

In this section, we address the following question (directly inspired by [He], Question at p. 82) : Do the solutions of the cohomological equation belong to any quasianalytic Carleman class ? We will treat separately some particular points of $S^1$ among those at which Theorem 2.3 yields Whitney smoothness, and study asymptotic expansions in disks tangent to $S^1$ at each of these points.

As a preliminary, in Section 3.1, we define the Carleman classes $C^\pm(\lambda, \{M_n\}, B)$ which we think are the most relevant for the problem at hand\(^3\). We recall a well-known criterium of quasianalyticity due to Carleman, and we also introduce spaces of functions which admit Gevrey asymptotic expansions. Our presentation is somewhat influenced by the works of Ramis and Malgrange on divergent series (see for instance [Ra], [Ma]).

In Section 3.2 we prove that all functions monogenic in the compacts $K_j$ of Definition 2.5 admit Gevrey-$\tau$ asymptotic expansions at Diophantine points of exponent $\tau \geq 2$. On the other hand, in the case of the fundamental solution, we prove in Section 3.3 the sharpness of the index $\tau = 2$ in Gevrey asymptotics for those Diophantine points which correspond to quadratic irrationals, and conclude that no quasianalytic Carleman class at those points contains the fundamental solution.

3.1 Carleman and Gevrey classes

a) Let $B$ be a complex Banach space, whose norm we denote by $\| \cdot \|$, and $\lambda \in S^1$. Let us fix some sequence $\{M_n\}_{n \geq 0}$ of positive numbers.

**Definition 3.1** We define the Carleman class $C^-(\lambda, \{M_n\}, B)$ to be the vector space of all $B$-valued functions $f$ for which there exist an open disk $\Delta \subset \mathbb{D}$ tangent to $S^1$ at $\lambda$, a formal series $\sum_{n \geq 0} a_n Q^n \in B[[Q]]$ and positive numbers $c_0$ and $c_1$ such that the function $f$ is holomorphic in $\Delta$ and

$$\forall N \geq 0, \forall q \in \Delta, \quad \|f(q) - \sum_{0 \leq n \leq N-1} a_n (q - \lambda)^n\| \leq c_0 c_1^N M_N |q - \lambda|^N.$$ 

The mapping

$$J_\lambda : f \in C^-(\lambda, \{M_n\}, B) \mapsto \sum_{n \geq 0} a_n Q^n \in B[[Q]]$$

which associates to a function of $C^-(\lambda, \{M_n\}, B)$ its asymptotic expansion at $\lambda$ is well defined. In fact the functions of $C^-(\lambda, \{M_n\}, B)$ are $C^\infty$-holomorphic in the sense of Definition 2.2 :
Theorem 3.1 (Carleman’s Criterium) \( \text{D} \)

- the function \( f \) is \( C^\infty \)-holomorphic in the closure \( \hat{S} \) of the sector,
- for all \( n \geq 0 \) and \( q \in \hat{S} \), \( \| \frac{1}{n!} f^{(n)}(q) \| \leq c_0 c_1^n M_n \),
- and \( J_\lambda^-(f) = \sum_{n \geq 0} \frac{1}{n!} f^{(n)}(\lambda) Q^n \).

Conversely, if a function \( f \) is \( C^\infty \)-holomorphic in a closed disk \( \hat{\Delta} \subset \mathbb{D} \) tangent to \( S^1 \) at \( \lambda \) and satisfies inequalities of the form \( \| \frac{1}{n!} f^{(n)}(q) \| \leq c_0 c_1^n M_n \) in \( \hat{\Delta} \), then it belongs to \( C^- (\lambda, \{M_n\}, B) \).

Here, by “bounded sector” we mean the intersection of an open infinite sector and of some open disk centered at its vertex, and we call “radius” of the sector the radius of that disk.

We leave the proof of Lemma 3.1 to the reader (one can use the Taylor-Lagrange formula).

As a consequence, the asymptotic expansion \( J_\lambda^-(f) \) of any \( f \in C^- (\lambda, \{M_n\}, B) \) belongs to the space

\[
B[[Q]]_{\{M_n\}} = \left\{ \sum_{n \geq 0} a_n Q^n \in B[[Q]] \mid \exists c_0, c_1 > 0 \text{ such that } (\forall n \geq 0) \|a_n\| \leq c_0 c_1^n M_n \right\}.
\]

By definition, the space \( C^- (\lambda, \{M_n\}, B) \) is quasianalytic at \( \lambda \) if and only if the mapping \( J_\lambda^- \) is injective.

Analogously we define the space \( C^+ (\lambda, \{M_n\}, B) \) by using disks \( \Delta \) contained in \( \mathbb{E} \) instead of \( \mathbb{D} \), and the corresponding mapping \( J_\lambda^+ : C^+ (\lambda, \{M_n\}, B) \rightarrow B[[Q]]_{\{M_n\}} \). The change of variable \( q \mapsto \lambda^2 / q \) induces an isomorphism between \( C^- (\lambda, \{M_n\}, B) \) and \( C^+ (\lambda, \{M_n\}, B) \).

We can now state Carleman’s criterion of quasianalyticity \([Ca]\):

**Theorem 3.1 (Carleman’s Criterium)** The space \( C^\pm (\lambda, \{M_n\}, B) \) is quasianalytic at \( \lambda \) (i.e. \( J_\lambda^\pm \) is injective on that space) if and only if \( \sum_{n \geq 1} \frac{1}{\beta_n} = +\infty \) where \( \beta_n = \inf \{ M_n^{1/n} \} \).

**Remark 3.1** The criterion is usually stated for spaces of scalar functions, but it is also valid for spaces of \( B \)-valued functions (as soon as \( B \neq \{0\} \) of course). The quasianalyticity of \( C^\pm (\lambda, \{M_n\}, B) \) is indeed equivalent to that of \( C^\pm (\lambda, \{M_n\}, \mathbb{C}) \) because of the existence of non-trivial continuous linear functionals on any normed linear space: if \( f \) is a function in \( C^\pm (\lambda, \{M_n\}, B) \), any continuous linear functional \( \ell \) on \( B \) induces a function \( \ell \circ f \) which belongs to \( C^\pm (\lambda, \{M_n\}, \mathbb{C}) \), and \( J_\lambda^\pm (\ell \circ f) = \ell (J_\lambda^\pm (f)) \) (letting \( \ell \) act termwise in \( B[[Q]] \) in order to define the right-hand side). The point is that for a function \( f \) to be identically zero, it is necessary and sufficient that all the functions \( \ell \circ f \) vanish identically (given any Banach space \( B \) its dual separates points on \( B \)).

Let \( C (\lambda, \{M_n\}, B) \) be the space of all \( B \)-valued functions for which there exist disks \( \Delta^- \subset \mathbb{D} \) and \( \Delta^+ \subset \mathbb{E} \) tangent to \( S^1 \) at \( \lambda \) such that \( f|_{\Delta^-} \in C^- (\lambda, \{M_n\}, B) \), \( f|_{\Delta^+} \in C^+ (\lambda, \{M_n\}, B) \) and \( J_\lambda^-(f|_{\Delta^-}) = J_\lambda^+(f|_{\Delta^+}) \). We will denote by \( J_\lambda (f) \) simply the asymptotic expansion at \( \lambda \) of a function \( f \) of \( C (\lambda, \{M_n\}, B) \). As a consequence of Theorem 3.1, \( C (\lambda, \{M_n\}, B) \) is quasianalytic at any point of \( \mathbb{D} \cup \{\lambda\} \cup \mathbb{E} \) if and only if \( \sum_{n \geq 1} \frac{1}{\beta_n} = +\infty \).

b) As a special case we will consider Gevrey classes, i.e. spaces of functions with Gevrey-\( \tau \) asymptotic expansion for some \( \tau \geq 0 \).
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**Definition 3.2** If $B$ is a Banach space, $\lambda \in S^1$ and $\tau \in \mathbb{R}^+$, we define the Gevrey classes

$$
\mathcal{G}_\tau^-(\lambda, B), \quad \mathcal{G}_\tau^+(\lambda, B), \quad \mathcal{G}_\tau(\lambda, B)
$$

respectively as the Carleman classes

$$
\mathcal{C}^-(\lambda, \{M_n\}, B), \quad \mathcal{C}^+(\lambda, \{M_n\}, B), \quad \mathcal{C}(\lambda, \{M_n\}, B)
$$

with the sequence $\{M_n = \Gamma(1 + n\tau)\}$. We also set $B[[Q]]_\tau = B[[Q]]_{\{M_n\}}$ with the same sequence $\{M_n\}$.

We warn the reader that not all the authors follow this convention for indexing Gevrey classes. For us, $\tau = 0$ corresponds to the analytic class : $B[[Q]]_0$ is the space $B\{Q\}$ of convergent series, and $J_\lambda^-$ and $J_\lambda^+$ are isomorphisms in that case. Thus $\mathcal{G}_0^+(\lambda, B)$ and $\mathcal{G}_0(\lambda, B)$ can all be identified to the space of all germs of $B$-valued holomorphic functions at $\lambda$.

We retain that, by Carleman’s Theorem, the space $\mathcal{G}_\tau^+(\lambda, B)$ is quasianalytic at $\lambda$ if and only if $\tau \leq 1$; and the same is true for $\mathcal{G}_\tau(\lambda, B)$. One can check that, if $B$ is a Banach algebra, $\mathcal{G}_\tau^+(\lambda, B)$ and $\mathcal{G}_\tau(\lambda, B)$ are in fact algebras : they are stable by multiplication [Ma].

**c)** We will now focus on the $\tau = 1$ case and the relationship with the Laplace transform. We suppose moreover that $B$ is a Banach algebra.

We denote by $\hat{\mathcal{N}}^\pm(B)$ the space of all $B$-valued functions $\hat{\phi}$ for which there exist some positive numbers $\rho' < \rho$ and some real number $\delta$ such that $\hat{\phi}$ is holomorphic in the open “half-strip”

$$
H_{\rho'}^\pm = \{ \xi \in \mathbb{C} / \text{dist}(\xi, \mathbb{R}^\pm) < \rho \}
$$

and $\xi \mapsto e^{-\delta|\xi|} \|\hat{\phi}(\xi)\|$ is bounded in the closed half-strip $\hat{H}_{\rho'}^\pm$. The vector space $\hat{\mathcal{N}}^\pm(B)$ is stable by convolution, the convolution of two holomorphic functions $\hat{\phi}_1$ and $\hat{\phi}_2$ being defined as $\hat{\phi}_1 \ast \hat{\phi}_2(\xi) = \int_0^\xi \hat{\phi}_1(\xi_1) \hat{\phi}_2(\xi - \xi_1) d\xi_1$.

We also introduce a symbol $\delta_0$ which one may think of as the Dirac distribution at the origin : identifying any pair $(a_0, \hat{\phi}) \in B \times \hat{\mathcal{N}}^\pm(B)$ with the symbolic sum $a_0\delta_0 + \hat{\phi} \in B\delta_0 \oplus \hat{\mathcal{N}}^\pm(B)$ and extending the convolution to the space $B\delta_0 \oplus \hat{\mathcal{N}}^\pm(B)$ by treating $\delta_0$ as a unit, we get an algebra. The following theorem is due to Nevanlinna [Ma] :

**Theorem 3.2** (Nevanlinna’s Theorem) The Laplace transform

$$
\mathcal{L}_\lambda^\pm : a_0\delta_0 + \hat{\phi} \mapsto f^\pm \text{ such that } f^\pm(\lambda(1 + t)) = a_0 + \int_0^{\pm\infty} \hat{\phi}(\xi)e^{-\xi/t} d\xi
$$

defines an isomorphism between the algebras $B\delta_0 \oplus \hat{\mathcal{N}}^\pm(B)$ and $\mathcal{G}_1^\pm(\lambda, B)$.

**Remark 3.2** Again we mention that the replacement of scalar functions by $B$-valued functions, with respect to the usual statement, is innocuous. Notice that Nevanlinna’s Theorem implies that $\mathcal{G}_1^\pm(\lambda, B)$ is a differentiable algebra : it is stable by derivation (see Appendix A.5 for a description of the counterpart in the convolutive model $\hat{\mathcal{N}}^\pm(B)$ of such elementary operations as differentiation). Also, with respect to the notations of Definition 3.1, we have incorporated in our statement the change of infinitesimal variable $Q = q - \lambda \mapsto t = \lambda^{-1}Q$ in order to deal with Laplace integrals on $\mathbb{R}^\pm$ only (the counterpart in $\hat{\mathcal{N}}^\pm$ of such homotheties and of more general changes of variable is described in Appendix A.5).

Theorem 3.2 shows that the quasianalyticity of $\mathcal{G}_1^\pm(\lambda, B)$ is in some sense constructive, the reciprocal operator of $J_\lambda^\pm$ being described in terms of Borel-Laplace resummation :
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**Definition 3.3** If \( \hat{f} = \sum a_n Q^n \in B[[Q]], \) we define a formal series \( \hat{\phi}(t) = \sum \phi_n t^n \in B[[t]] \) by \( \hat{\phi}(t) = \hat{f}(\lambda t) \), and its formal Borel transform by \( \phi_0 \hat{\phi} + \hat{\phi} \) where

\[
\hat{\phi}(\xi) = \sum_{n \geq 0} \phi_{n+1} \frac{\xi^n}{n!} = \sum_{n \geq 0} \lambda^{n+1} a_{n+1} \frac{\xi^n}{n!} \in B\{\xi\};
\]

the series \( \hat{f} \) belongs to \( J^\pm_{\lambda}(G_1(\lambda, B)) \) if and only if \( \hat{\phi} \) can be analytically continued to an element of \( \hat{N}^\pm(B) \), and its preimage is then equal to \( L_{\lambda}^{-} (a_0 \phi_0 + \hat{\phi}) : \) it is called the Borel-Laplace sum of \( \hat{f} \) (in the direction of \( \mathbb{R}^\pm \)).

The reader is referred to Appendix A.5 for more details on the Borel-Laplace summation process.

**Definition 3.4** Let \( \hat{N}(B) = \hat{N}^{-}(B) \cap \hat{N}^{+}(B) \). We define \( L_{\lambda}^{-} \) in \( B [ \hat{\delta}_0 ] \oplus \hat{N}(B) \) by gluing \( L_{\lambda}^{-} \) and \( L_{\lambda}^{+} \) : we obtain an isomorphism between \( B [ \hat{\delta}_0 ] \oplus \hat{N}(B) \) and \( G_1(\lambda, B) \).

### 3.2 Gevrey asymptotics at Diophantine points for monogenic functions

Let \( B \) a Banach space. According to Theorem 2.3, monogenic functions of \( \mathcal{M}((K_j), B) \) are \( C^\infty \)-holomorphic in the compacts \( K_{\lambda,j}^\ast \), with the notations of Definitions 2.5 and 2.7. In particular, such a function admits as asymptotic expansion its Taylor series at any point of \( K_{\lambda,j}^\ast \cap S^1 \). Among those points, some have further arithmetic properties which will yield Gevrey asymptotic expansions.

**Definition 3.5** Let \( \gamma > 0, \tau \geq 2 \). We define \( DC(\gamma, \tau) \) to be the set of all irrational numbers \( y \) which satisfy Diophantine inequalities of constant \( \gamma \) and exponent \( \tau \), i.e.

\[
\forall n/m \in \mathbb{Q}, \quad |y - n/m| \geq \gamma m^{-\tau}.
\]

We also set \( DC_r = \bigcup_{\gamma > 0} DC(\gamma, \tau) \) and \( DC_\tau = \{ \lambda = e^{2\pi iy}, y \in DC_r \} \).

It is well-known that \( DC_r \) has full measure as soon as \( \tau > 2 \) and that \( DC_2 \) (which has measure zero) coincides with the set of constant-type irrationals (irrationals with bounded quotients).

If \( y \in DC(\gamma, \tau) \), the property

\[
\forall k \geq 0, \quad m_{k+1}(y) < \gamma^{-1} m_k(y)^{\tau-1}
\]

allows one to find \( A \) and \( A' \) such that \( y \in W_{\gamma}^A \) (e.g. \( A = \{ s \} \) with \( s_k = m_k(y)^{-\delta} \) for some \( \delta \in [0, 1[ \), and \( A' = \gamma \min_{k \geq 0} \{ m_k(y)^{1-\tau} \exp(m_k(y)^{1-\delta}) \} \}).

In particular, each point of \( DC_\tau \) is contained in some \( K_{\lambda,j}^\ast \).

**Theorem 3.3** Let \( \tau \geq 2 \). If \( \lambda \in DC_\tau \), monogenic functions of \( \mathcal{M}((K_j), B) \) admit Gevrey-\( \tau \) asymptotic expansions at \( \lambda \) :

\[
\mathcal{M}((K_j), B) \subset \mathcal{G}_\tau(\lambda, B).
\]

In particular, according to Theorem 2.2, the solution \( F_{r_1, r_2} \) of the cohomological equation belongs to \( \mathcal{G}_\tau(\lambda, L(B_{r_1}, B_{r_2})) \) as soon as \( 0 < r_2 < r_1 \) (using the fact that the positive number \( \alpha \) which enters into the definition of the sequence \( (K_j) \) can be chosen arbitrarily small). Similarly \( \tilde{f}_s \in \mathcal{G}_\tau(\lambda, B_\tau) \) if \( 0 < r < 1 \).

The proof of Theorem 3.3 is somewhat analogous to that of Theorem 2.3. We first state a lemma about the relation between Diophantine points and the geometry of the compacts \( K_j \), which parallels Lemma 2.7.
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Lemma 3.2 Let \( \tau \geq 2 \) and \( \lambda \in \mathbb{D} \). There exist \( \mu > 0 \), \( j \geq 1 \) and two open disks \( \Delta^- \subset \mathbb{D} \) and \( \Delta^+ \subset \mathbb{D} \) tangent to \( S^1 \) at \( \lambda \) such that the set \( \Delta^- \cup \{ \lambda \} \cup \Delta^+ \) is contained in \( K_j \) and, for every \( n/m \in \mathbb{Q}_\psi \), the point \( \zeta = e^{2\pi i \xi} \) satisfies

\[
\text{dist}(\zeta, \Delta^- \cup \Delta^+) \geq \mu |\zeta - \lambda|^2 \quad \text{and} \quad |\zeta - \lambda| \geq \mu m^{-\tau}. \tag{3.2}
\]

Proof: Let \( \gamma > 0 \) and \( y \in \mathbb{D} \). Choose \( j \) large enough to ensure \( \gamma_j \leq \frac{1}{4} \gamma \min_{m \geq 1} \{ m^{1-\tau} e^{\alpha m} \} \). According to Definition 3.5,

\[
\forall n/m \in \mathbb{Q}, \quad |y - n/m| \geq \gamma_j \frac{e^{-\alpha m}}{m} = \frac{\psi_{\xi}(m)}{m},
\]

hence \( y \in C_{\psi_j} \) (mod \( \mathbb{Z} \)) and \( \lambda \in K_j \) by (2.5).

Let us define the function \( f(X) = 2\kappa \gamma_j \exp(-c|X|^{-1/\tau}) \), with \( c = \alpha(\frac{2}{\tau})^{1/\tau} \). We can use Lemma 2.4 and Proposition 2.2 to show that

\[
K_f = \{ \xi \in \mathbb{C} \mid |\Im \xi| \geq f(\Re(\xi - y)) \} \subset \hat{C}_{\psi_j, \kappa},
\]

where \( \hat{C}_{\psi_j, \kappa} \) denotes the lift of \( C_{\psi_j, \kappa} \) in \( \mathbb{C} \). Indeed, if \( \xi \in \mathbb{C} \setminus \hat{C}_{\psi_j, \kappa} \), there exists \( n/m \in \mathbb{Q}_\psi \) such that \( \xi \in \Delta_{n/m} \) (mod \( \mathbb{Z} \)) according to Proposition 2.2 (2).

\[
|\Re(\xi - n/m)| < 2\gamma_j \frac{e^{-\alpha m}}{m} \quad \text{and} \quad |\Im \xi| \leq \frac{1}{2} \kappa (x'_{n/m} - x_{n/m}) < 2\gamma_j e^{-\alpha m};
\]

but \( X = \Re(\xi - y) \) satisfies \(|X| \geq |y - n/m| - |\Re(\xi - n/m)| \geq \frac{1}{2} \gamma m^{-\tau} \), hence \(|\Im \xi| < f(X)\).

Since \( K_f \) has a contact of infinite order with \( \Re \) at \( y \), we obtain \( \Delta^- \cup \Delta^+ \subset \exp(2\pi i \hat{C}_{\psi_j, \kappa}) \) by taking the radius of these disks small enough. Reducing this radius if necessary, we make them contained in the annulus \( \{ e^{-2\pi d} \leq |y| \leq e^{2\pi d} \} \) and thus in \( K_j \).

Finally, by compactness, it is sufficient to prove (3.2) for \( \zeta = e^{2\pi i \xi} \) close to \( \lambda \). On the one hand, the estimate

\[
\text{dist}(\zeta, \Delta^- \cup \Delta^+) \sim \lambda \quad \text{const} \quad |\zeta - \lambda|^2
\]

follows from the fact that, for all \( \zeta \in \mathbb{C} \setminus \exp(2\pi i K_j) \), \(|\zeta| = 1 + f(\zeta - \lambda)\), where the function \( f(X) \) is exponentially small for small \(|X|\). On the other hand, \(|\zeta - \lambda| \geq \text{const} \quad |\zeta - y| \geq \text{const} \quad m^{-\tau}
\)

if \( \xi \in \Delta_{n/m} \), according to the previous computation.

\[\square\]

Remark 3.3 The exponent “2” in the right-hand side of the first inequality of (3.2) corresponds to the order of contact of the disks \( \Delta^\pm \) in which we ask for asymptotic expansions. But the proof of Theorem 3.3 which follows would be valid with any other exponent as well. This means that a monogenic function of \( \mathcal{M}(K_j, B) \) admits a Gevrey-\( \tau \) asymptotic expansion at \( \lambda \) in compacts with arbitrarily high order of contact at \( \lambda \), not only disks.

Proof of Theorem 3.3: Let \( \tau \geq 2 \), \( \lambda \in \mathbb{D} \), and \( f \in \mathcal{M}(K_j, B) \). Let \( \mu, j, \Delta^\pm \) as in Lemma 3.2. We proceed as in the proof of Theorem 2.3: the connected components of \( \mathbb{C} \setminus K_j \) are of the form \( U_{\ell} = \exp(2\pi i \Delta_{n_{\ell}/m_{\ell}}) \) with \( n_{\ell}/m_{\ell} \in \mathbb{Q}_\psi \), except for \( \ell = 1 \) or \( \ell = 1, 2 \). We recall that \( \text{length}(\Delta_{n/m}) \leq \text{const} \quad \frac{e^{-\alpha m}}{m} \). Formula (2.15) leads us to define the coefficients

\[
a_k = \frac{f^{(k)}(\lambda)}{k!} = \frac{1}{2\pi i} \sum_{\ell \geq 1} \int_{\partial U_{\ell}} \frac{f(\zeta)}{(\zeta - \lambda)^{k+1}} d\zeta, \quad k \geq 0.
\]
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Cauchy’s formula (extended to monogenic functions) applies for \( q \in \Delta^- \cup \Delta^+ \):

\[
f(q) = \frac{1}{2\pi i} \sum_{\ell \geq 1} \int_{\partial U_\ell} \frac{f(\zeta)}{\zeta - q} \, d\zeta.
\]

Using the identity

\[
\frac{1}{\zeta - q} = \sum_{k=0}^{N-1} \frac{(q - \lambda)^k}{(\zeta - \lambda)^{k+1}} + \frac{(q - \lambda)^N}{(\zeta - \lambda)^N (\zeta - q)},
\]

we find that

\[
f(q) - \sum_{k=0}^{N-1} a_k (q - \lambda)^k = \frac{1}{2\pi i} \sum_{\ell \geq 1} \int_{\partial U_\ell} \frac{f(\zeta)}{(\zeta - \lambda)^N} \frac{(q - \lambda)^N}{\zeta - q} \, d\zeta.
\]

We now use (3.2) to bound the contributions of the components \( U_\ell = \exp(2\pi i \Delta_{n_\ell/m_\ell}) \), noticing that, by compactness, such inequalities hold for the exceptional components as well provided that \( \mu \) is small enough: if \( \zeta \in \partial U_\ell, |\zeta - q| \geq \mu |\zeta - \lambda|^2 \) and \( |\zeta - \lambda| \geq \mu m_\ell^{-\tau} \) (extending the definition of \( m_\ell \) by the value 1 for the exceptional components), hence

\[
|f(q) - \sum_{k=0}^{N-1} a_k (q - \lambda)^k| \leq \frac{\text{const}}{\mu^{\tau+3}} \sum_{\ell \geq 1} e^{-\alpha m_\ell} m_\ell^{(N+2)\tau} \leq \frac{\text{const}}{\mu^{N+3}} \Phi((N+2)\tau),
\]

(3.3)

with \( \Phi(X) = \sum_{m \geq 1} m^X e^{-\alpha m} \). Comparing the sum \( \Phi(X) \) and the integral \( \int_{0}^{+\infty} m^X e^{-\alpha m} \, dm = \alpha^{-X-1}\Gamma(X+1) \), we obtain \( \Phi(X) \leq \alpha^{-X-1}(\Gamma(X+1) + 2\alpha X^X e^{-X}) \) and the Stirling formula yields the result.

### 3.3 Borel transform at quadratic irrationals for the fundamental solution

We fix in this section \( r \in [0,1] \). If \( \lambda \in \mathbb{D}\mathcal{C}_r \) for some \( \tau \geq 2 \), according to Theorem 3.3 the solutions of the cohomological equation are contained in the corresponding Gevrey class, which is not quasianalytic at \( \lambda \). But would it be possible for them to be contained in some smaller, quasianalytic Carleman class? We now show that the answer is negative if \( \tau = 2 \) and \( \lambda \) belongs to a subset \( \mathbb{Q}I \) of \( \mathbb{D}\mathcal{C}_2 \).

**Definition 3.6** For any point \( \lambda = e^{2\pi i \alpha} \) in \( \mathbb{D}\mathcal{C}_2 \) (say with \( \alpha \in [0,1] \)), we define the Lagrange spectral constants \( \nu_{\pm}(\lambda) > 0 \) by

\[
\frac{1}{\nu_-(\lambda)} = -\liminf_{(D,N) \in \mathbb{N}^r \times \mathbb{Z}} \{ D^{-2}(N/D - \alpha)^{-1} \}, \quad \frac{1}{\nu_+(\lambda)} = \limsup_{(D,N) \in \mathbb{N}^r \times \mathbb{Z}} \{ D^{-2}(N/D - \alpha)^{-1} \}.
\]

We will use the notation \( \kappa_{\pm}(\lambda) = (\nu_{\pm}(\lambda))^{1/2} \) too.

**Definition 3.7** We define \( \mathbb{Q}I \) to be the subset of \( \mathbb{D}\mathcal{C}_r \) consisting of all \( \lambda = e^{2\pi i \alpha} \) with \( \alpha \) quadratic irrational, i.e. \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) algebraic of degree 2.

The Lagrange spectrum can be defined as the set \( \{ \nu(\lambda) = \min\{\nu_-(\lambda), \nu_+(\lambda)\}, \lambda \in \mathbb{D}\mathcal{C}_2 \} \) (i.e. it is the set of the numbers \( \nu(\lambda) = \lim\{D^2|N/D - \alpha|\} \) for \( \lambda \in \mathbb{D}\mathcal{C}_2 \), but here we need an asymmetric version of it because we will separate the rational approximations of \( \alpha \) by the left from its rational approximations by the right. We will need the restriction \( \lambda \in \mathbb{Q}I \) because of the following lemma, which is an arithmetical result about the way the quantities \( D^2|N/D - \alpha| \) approach \( \nu_\pm(\lambda) \), and for which we do not know of any analogue when \( \lambda \in \mathbb{D}\mathcal{C}_2 \setminus \mathbb{Q}I \).
Lemma 3.3 Let $\alpha \in [0,1]$ be irrational and algebraic of degree 2. Let $\lambda = e^{2\pi i \alpha}$ and
\[
\mathcal{E}^- = \{ (D,N) \in \mathbb{N}^* \times \mathbb{Z} \mid N/D < \alpha \} \quad \text{and} \quad \mathcal{E}^+ = \{ (D,N) \in \mathbb{N}^* \times \mathbb{Z} \mid N/D > \alpha \}.
\]
For each of these sets, there exist a partition
\[
\mathcal{E}^\pm = \mathcal{F}^\pm \cup \mathcal{E}^\pm_\ast \cup \mathcal{A}^\pm
\]
and a number $\kappa'_\pm > \kappa_\pm(\lambda)$ such that:
- the set $\mathcal{F}^\pm$ is finite;
- for all $(D,N) \in \mathcal{E}^\pm_\ast$, $D^2 | \frac{N}{D} - \alpha| \geq (\kappa'_\pm)^2$;
- the set $\mathcal{A}^\pm$ can be written
\[
\mathcal{A}^\pm = \{ (D_p^\pm, N_p^\pm), \; p \geq 0 \}
\]
with $\{D_p^\pm\}$ increasing sequence of $\mathbb{N}^*$, $\sum (D_p^\pm)^{-1/2} < \infty$ and $(D_p^\pm)^2 | \frac{N_p^\pm}{D_p^\pm} - \alpha| = \nu_\pm(\lambda) + o(\frac{1}{D_p^\pm})$.
Moreover, if $\varepsilon \in \{+,-\}$ satisfies $\kappa_\varepsilon(\lambda) \leq \kappa_{-\varepsilon}(\lambda)$, the sequence $\{D_{p+1}^-/D_p^-\}$ is bounded.

Notice that
\[
\nu_\pm(\lambda) = \kappa_\pm(\lambda)^2 = \liminf_{(D,N) \in \mathcal{E}^\pm} \{ D^2 | \frac{N}{D} - \alpha| \} = \lim_{p \to \infty} (D_p^\pm)^2 | \frac{N_p^\pm}{D_p^\pm} - \alpha|.
\]
In the case of the golden mean $\alpha = \frac{1+\sqrt{5}}{2}$, one may check that $\nu_+(\lambda) = \nu_-(\lambda) = \frac{1}{\sqrt{5}}$. But for $\alpha = \sqrt{3}$, one finds $\kappa_-(\lambda) = \frac{1}{2\sqrt{3}} > \nu_+(\lambda) = \frac{1}{\sqrt{3}}$. In both examples one can take the even convergents for the sequence $\{N_p^+\}$ and the odd convergents for the sequence $\{N_p^-\}$.

The proof of Lemma 3.3 is given in Appendix A.4, since it is purely arithmetical. It is the only place where we use the hypothesis $\lambda \in \mathbb{Q}$.

Theorem 3.4 (Non-quasianalyticity and sharpness of Gevrey-2 asymptotics for quadratic irrationals) Let $\lambda \in \mathbb{Q}$. We know by Theorem 3.3 that $f_\delta \in \mathcal{G}_2(\lambda, B_r)$, thus we may consider its asymptotic expansion at $\lambda$:
\[
\tilde{f} = J_\lambda(f_\delta) = \sum_{n \geq 0} F_n Q^n \in B_r \|Q\|_2,
\]
and the formal Borel transform of $Q^{1/2} \tilde{f}(Q)$ with respect to $Q^{1/2}$:
\[
\hat{F}(\xi, z) = \sum_{n \geq 0} F_n(\xi, z) \frac{\xi^{2n}}{(2n)!} \in \mathbb{C}\{\xi, z\}.
\]
(a) The holomorphic germ $\hat{F}$ extends analytically to the set $\{ (\xi, z) \in \mathbb{C} \times \mathbb{D}_r \mid \xi \in \text{REC}_\lambda(z) \}$
where, for each $z \in \mathbb{D}_r$, the rectangle $\text{REC}_\lambda(z)$ is defined as the set of the complex numbers $\xi$ such that
\[
|\Re((2\pi i \lambda)^{-1/2} \xi)| < \kappa_+(\lambda) \log \frac{1}{|z|} \quad \text{and} \quad |\Im((2\pi i \lambda)^{-1/2} \xi)| < \kappa_-(\lambda) \log \frac{1}{|z|}.
\]
(b) For each $z \in \mathbb{D}_r$, $\partial(\text{REC}_\lambda(z))$ is a natural boundary for the analytic function $\xi \mapsto \hat{F}(\xi, z)$. 
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(c) Suppose that \( \{M_n\} \) is a non-decreasing sequence of positive numbers such that

\[
\delta g \in C^-(\lambda, \{M_n\}, B_r) \quad \text{or} \quad \delta g \in C^+(\lambda, \{M_n\}, B_r).
\]

Necessarily \( C^\pm(\lambda, \{M_n\}, B_r) \) is not quasianalytic at \( \lambda \).

\[
\text{Im} \xi
\]

\[
\text{arg}(2 \pi i \lambda)^{1/2}
\]

\[
\text{Re} \xi
\]

\[
\text{REC}_2(z)
\]

The assumption that \( \{M_n\} \) be non-decreasing seems only technical, but we were not able to get rid of it. With that restriction the spaces of solutions \( \{f, g \in B_r \}' \) with \( r' > r \) and \textit{a fortiori} the spaces of monogenic functions \( M(\{C_j\}, B_r) \) are contained in none of the quasianalytic Carleman classes at \( \lambda \) that we have defined in Section 3.1.

Note that this theorem holds for the fundamental solution of the cohomological equation, because of its very specific features, but we claim no such result for a general Borel-Wolff-Denjoy series with poles in \( \mathcal{R} \) nor for any class of monogenic functions.

We will obtain that theorem itself as a consequence of a more precise result. In the statement of this result, we will make use of the variables \( h = \frac{1}{2\pi i} \log \frac{q}{\lambda} \) and \( s = \log z \) rather than \( Q = q - \lambda \) and \( z \). Since we are dealing with functions of \( B_r \), the variable \( s \) will move in the half-plane \( \{ \Re s < \log r < 0 \} \) and these functions decrease at least like \( e^{\Re s} \) when \( \Re s \) tends to \(-\infty\).

\textbf{Theorem 3.5 (Borel transform of order 2 at quadratic irrationals)} Let \( \lambda \in \text{QI} \). One can give a decomposition of the fundamental solution

\[
f_\delta(\lambda e^{2\pi ih}, e^s) = f_\delta(\lambda, e^s) + \frac{1}{2\pi i} \left( \chi^+(h, s) + \chi^-(h, s) \right)
\]

satisfying the following properties:

(a) the function \( \chi^\pm \) is analytic for \( \Re s < \log r \) and \( h \in \mathbb{C} \setminus \mathbb{R}^\pm \), with

\[
\chi^+(h, s) = h^{1/2} \int_0^{+\infty} \hat{\psi}^+(\zeta, s) e^{-\zeta h - 1/2} d\zeta, \quad \chi^-(h, s) = h^{1/2} \int_0^{+\infty} \hat{\psi}^-(\zeta, s) e^{-\zeta h - 1/2} d\zeta,
\]

the Borel transform \( \hat{\psi}^\pm \) being analytic in

\[
\{ (\zeta, s) / \Re s < \log r \quad \text{and} \quad |\Re \zeta| < \kappa_+(\lambda)(-\Re s) \} \quad \text{for} \quad \hat{\psi}^+,
\]

\[
\{ (\zeta, s) / \Re s < \log r \quad \text{and} \quad |\Im \zeta| < \kappa_-(\lambda)(-\Re s) \} \quad \text{for} \quad \hat{\psi}^-
\]
and, for each \( s \), even with respect to \( \zeta \) and bounded in any substrip

\[
\begin{align*}
\{ |\Re \zeta| \leq \text{const} \} & \quad \text{for } \hat{\psi}^+ \\
\{ |\Im \zeta| \leq \text{const} \} & \quad \text{for } \hat{\psi}^- 
\end{align*}
\]

\[ \text{const} < \kappa_\pm(\lambda)(-\Re s); \]

(b) for each \( s \), the Borel transform \( \zeta \mapsto \hat{\psi}^\pm(\zeta, s) \) has a dense set of singular points on the boundary of its strip of definition; more precisely, if one defines the points

\[
\zeta_{k,l}^+(s) = \kappa_+(\lambda)(-s + 2\pi i (k\alpha + l)), \quad \zeta_{k,l}^-(s) = i\kappa_-(\lambda)(-s + 2\pi i (k\alpha + l)), \quad k, l \in \mathbb{Z},
\]

the real part of the function \( \hat{\psi}^\pm(\zeta, s) \) tends to \(-\infty\) when \( \zeta \) tends to one of the points \( \zeta_{k,l}^\pm(s) \), horizontally from the left for \( \hat{\psi}^+ \), vertically from below for \( \hat{\psi}^- \) (i.e. \( \zeta = \zeta_{k,l}^\pm(s) + \xi, \xi \to 0 \), with \( \xi \in \mathbb{R}^- \) for \( \hat{\psi}^+ \) and \( \xi \in i\mathbb{R}^- \) for \( \hat{\psi}^- \)).

(c) for each real \( s < \log r \) there exists a positive integer \( j_0 \) and a non-decreasing sequence of positive numbers \( \{\delta_j\}_{j \geq j_0} \) such that

\[
\sum_{j \geq j_0} (\delta_j)^{-3/4} < +\infty \quad \text{and} \quad \forall j \geq j_0, \quad |\chi_{2j-1}(s)| \geq (\delta_j)^{2j-1},
\]

with the following notation for the Taylor series of \( \hat{\psi} = \hat{\psi}^+ + \hat{\psi}^- \):

\[
\hat{\psi}(\zeta, s) = \sum_{n \geq 0} \chi_{n+1}(s) \frac{\zeta^{2n}}{(2n)!}. \quad (3.4)
\]

**Remark 3.4** The function \( \zeta \mapsto \hat{\psi}^\pm(\zeta, s) \) is in fact the integral Borel transform of \( h \mapsto h^{-1/2}\chi^\pm(h, s) \) with respect to \( h^{1/2} \), whereas its Taylor series at \( \zeta = 0 \) is the formal Borel transform with respect to \( h^{1/2} \) of the asymptotic expansion of \( h^{-1/2}\chi^\pm \) at \( h = 0 \). In the formulas of Part (a) which indicate how to recover \( \chi^\pm \) from \( \hat{\psi}^\pm \) by Laplace transform, there is an implicit choice of determination of \( h^{1/2} \) : for \( \chi^+ \) one chooses the determination which is holomorphic in \( \mathbb{C} \setminus \mathbb{R}^+ \) and has always
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positive imaginary part, while for \( \chi^- \) one chooses the determination which is holomorphic in \( \mathbb{C} \setminus \mathbb{R}^- \) and has always positive real part (in order to ensure the decrease of \( |e^{-\zeta h^{-1/2}}| \)).

One could make the opposite choice as well: since \( \hat{\psi}^\pm \) is even with respect to \( \zeta \), one would simply have to compute the Laplace integral along the opposite ray. Besides, Parts (a) of Theorem 3.4 or 3.5 do not require \( \lambda \in \text{QI} \) but only \( \lambda \in \text{DC}_2 \).

3.4 Deduction of Theorem 3.4 from Theorem 3.5

Parts (a) and (b) are an exercise of application of the general theory of which Appendix A.5 gives a brief account. We will relate \( \hat{F}(\xi) \) and

\[
\hat{\psi}(\zeta) = \hat{\psi}^+(\zeta) + \hat{\psi}^-(\zeta)
\]

(from now on the variable \( z = e^s \) will be understood). Part (a) of Theorem 3.5 implies that \( \hat{\psi} \) is analytic in the rectangle \( \text{rec}_{\lambda}(z) \) defined by

\[
\Re \zeta < \kappa_+(\lambda)(-\Re s) \quad \text{and} \quad |\Im \zeta| < \kappa_-(\lambda)(-\Re s).
\]

Let \( Q_1 = Q^{1/2} \) and \( \hat{F}(Q_1) = Q_1 \hat{f}(Q_1^2) : \hat{F}(\xi) \) is the formal Borel transform of \( F \) with respect to \( Q_1 \), which we will indicate by the notation

\[
\hat{F} = \mathcal{L}_{(\xi \rightarrow Q_1)} \hat{F}
\]

in order to be able to deal with changes of variables in the formal model. By definition of \( \hat{f} \), we have the asymptotic expansion \( f_0(\lambda + Q_1^2) \sim Q_1^{-1} \hat{F}(Q_1) \), thus

\[
f_0(\lambda + Q_1^2) \sim \hat{F}(0) + \mathcal{L}_{(\xi \rightarrow Q_1)}(\partial \xi \hat{F}).
\]

On the other hand we can introduce \( h_1 = h^{1/2} \). According to Part (a) of Theorem 3.5, \( f_0(\lambda + Q_1^2) \sim f_0(\lambda) + \frac{1}{2\pi i h_1} \mathcal{L}_{(\xi \rightarrow h_1)} \hat{\psi} = f_0(\lambda) + \mathcal{L}_{(\xi \rightarrow h_1)}(\frac{1}{2\pi i} \ast \hat{\psi}) \). We deduce that \( \hat{F}(0) = f_0(\lambda) \), and setting

\[
\hat{G}_1 = \frac{1}{2\pi i} \ast \hat{\psi}.
\]
we have the identity \( \hat{\mathcal{L}}_{(\xi \to Q_1)}(\partial_2 \hat{F}) = \hat{\mathcal{L}}_{(\xi \to h_1)} \hat{G}_1 \) under the change of variable

\[
h_1 = \left[ \frac{1}{2\pi i} \log(1 + \lambda^{-1} Q_1^2) \right]^{1/2} = (2\pi i \lambda)^{-1/2} Q_1 (1 + O(Q_1^2)).
\]

This change of variable is the composition of the dilatation \( h_1 \mapsto Q_2 = (2\pi i \lambda)^{-1/2} h_1 \) and of the transformation \( Q_1 \mapsto Q_2 = \left[ \lambda \log(1 + \lambda^{-1} Q_1^2) \right]^{1/2} \). The dilatation is responsible for the passage from \( \hat{G}_1 \) analytic for \( \xi \in \text{REC}_\lambda(z) \) to a function

\[
\hat{G}_2(\xi_2) = (2\pi i \lambda)^{-1/2} \hat{G}_1((2\pi i \lambda)^{-1/2} \xi_2)
\]

analytic for \( \xi_2 \in \text{REC}_\lambda(z) = (2\pi i \lambda)^{1/2} \text{REC}_\lambda(z) \),

such that \( \hat{\mathcal{L}}_{(\xi \to h_1)} \hat{G}_1 = \hat{\mathcal{L}}_{(\xi_2 \to Q_2)} \hat{G}_2 \). According to Part (b) of Theorem 3.4, \( \partial \text{REC}_\lambda(z) \) is a natural boundary for \( \hat{G}_2 \).

Finally

\[
\hat{F} = \hat{F}(0) + 1 * \hat{G},
\]

where the function \( \hat{G}(\xi) \) is determined from \( \hat{G}_2 \) by composition-convolution : indeed

\[
\hat{\mathcal{L}}_{(\xi \to Q_1)} \hat{G} = \hat{\mathcal{L}}_{(\xi_2 \to Q_2)} \hat{G}_2
\]

under a change of variable

\[
Q_2^{-1} = Q_1^{-1} + L_{12}(Q_1) \iff Q_1^{-1} = Q_2^{-1} + L_{21}(Q_2), \quad L_{12}(X), L_{21}(X) \in X \mathbb{C}\{X\},
\]

hence

\[
\hat{G} = \hat{G}_2 + \sum_{\tau \geq 1} \frac{1}{\tau!} (\hat{L}_{12})^{*\tau} * \hat{\partial}^{\tau} \hat{G}_2, \quad \hat{G}_2 = \hat{G} + \sum_{\tau \geq 1} \frac{1}{\tau!} (\hat{L}_{21})^{*\tau} * \hat{\partial}^{\tau} \hat{G},
\]

where \( \hat{\partial} \) denotes the multiplication by \( -\xi \) or \( -\xi_2 \), Borel counterpart of differentiation with respect to \( X_1 = Q_1^{-1} \) or \( X_2 = Q_2^{-1} \). Here \( \hat{L}_{12} \) and \( \hat{L}_{21} \) are entire functions and \( \text{REC}_\lambda(z) \) is star-shaped with respect to the origin, hence the above series are uniformly convergent in any compact subset of \( \text{REC}_\lambda(z) \). Therefore \( \hat{G} \) is holomorphic in \( \text{REC}_\lambda(z) \), and if \( \partial \text{REC}_\lambda(z) \) were not a natural boundary for \( \hat{G} \), neither would it be for \( \hat{G}_2 \). This proves the statements of Parts (a) and (b) of Theorem 3.4.

As for Part (c), we now suppose that \( f_\delta \in \mathcal{C}^+(\lambda, \{M_n\}, B_\cdot) \) for some non-decreasing sequence of positive numbers \( \{M_n\} \). In particular \( f = f_\delta \in B_\cdot||Q||\{M_n\} \). Let us fix a real number \( s_0 < \log r \) at which all the subsequent \( s \)-dependent functions will be evaluated. For instance \( F_n \) will denote the value at \( s_0 \) of the function \( s \mapsto F_n(e^s) \), and we have

\[
\forall n \geq 1, \quad |F_n| \leq c_0 c_1^n M_n
\]

for some \( c_0, c_1 > 0 \).

Part (c) of Theorem 3.5 yields a sequence \( \{\delta_n\} \) which allows to bound from below half of the coefficients of

\[
\tilde{\chi}(h) = \sum_{n \geq 0} \chi_n h^n,
\]

where we use the convention of (3.4) for denoting the Taylor coefficients of \( \hat{\psi} \) and we set \( \chi_0 = 2\pi i f_\delta(\lambda) \) for convenience. We have

\[
f_\delta(\lambda + Q) \sim \hat{f}(Q) = \sum_{n \geq 0} F_n Q^n \quad \text{and} \quad f_\delta(\lambda e^{2\pi i h}) \sim \frac{1}{2\pi i} \tilde{\chi}(h),
\]
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therefore \( \tilde{\chi}(h) = 2\pi i \tilde{f}(\lambda(e^{2\pi i h} - 1)) \) and in particular, for all \( n \geq 1 \),

\[
\chi_n = (2\pi)^{n+1} \sum_{r=1}^{n} \lambda^n b_{r,n} F_r \quad \text{with} \quad b_{r,n} = \sum_{n_1 + \cdots + n_r = n, n_i \geq 1} \frac{1}{n_1! \cdots n_r!}.
\]

Since \( b_{r,n} < r^n/n! \) and \( \{M_n\} \) is non-decreasing, we deduce that

\[
|\chi_n| \leq c_0(2\pi)^{n+1}M_n \frac{n^{n+1}}{n!} (\max(1,c_1))^n,
\]

and for \( n \) large enough, \( M_n \geq c_2n|\chi_n| \) with some \( c_2 > 0 \).

We are now in a position to apply Theorem 3.1: let \( \beta_n = \inf \{M_n^{1/n'}\} \). For \( j \) large enough,

\[
M_{2j} \geq M_{2j-1} \geq c_2^{j-1}(\delta_j)^{2j-1}.
\]

thus, for \( j \) large enough,

\[
M_{2j}^{\frac{1}{2j}} \geq c_2^{1-j} (\delta_j)^{1-j} \geq \text{const} \ (\delta_j)^{3/4} \quad \text{and} \quad M_{2j-1}^{\frac{1}{2j-1}} \geq c_2\delta_j \geq \text{const} \ (\delta_j)^{3/4}.
\]

Since the sequence \( \{\delta_n\} \) is non-decreasing, \( \beta_{2j} \geq \text{const} \ (\delta_j)^{3/4} \), \( \beta_{2j-1} \geq \text{const} \ (\delta_j)^{3/4} \), thus

\[
\sum \frac{1}{\beta_n} < +\infty.
\]

Let \( \lambda = e^{2\pi i a} \in \Omega \) with \( a \in [0,1[ \). Before proceeding to the proof of Theorem 3.5, we give a “decomposition into simple elements” of \( f_{\delta} \) with respect to the variable \( h = \frac{1}{2\pi i} \log \frac{q}{\lambda} \).

**Lemma 3.4**

\[
f_{\delta}(\lambda e^{2\pi i h}, z) = f_{\delta}(\lambda, z) + \frac{1}{2\pi i} \sum_{D \in \mathbb{N}^*, N \in \mathbb{Z}} Z^{-1} \cdot \frac{h}{h-Z} \cdot \frac{z^D}{D} \quad \text{with} \quad Z = \frac{N}{D} - \alpha.
\]

**Proof of Lemma 3.4 :** We start with the decomposition which is relative to the variable \( q \) and which can be written

\[
f_{\delta}(q, z) = \sum_{D \geq 1} \frac{z^D}{D} \sum_{\lambda \in \mathbb{R}_D} \left( \frac{q}{\lambda} - 1 \right)^{-1}.
\]

Thus

\[
f_{\delta}(\lambda e^{2\pi i h}, z) = \sum_{D \geq 1} \sum_{0 \leq N \leq D-1} \frac{z^D}{D} (e^{2\pi i(h+\alpha - \frac{Z}{D})} - 1)^{-1}.
\]

We now use the identity

\[
\frac{d}{dx}(e^{2\pi i x} - 1)^{-1} = \frac{1}{2\pi i} \sum_{M \in \mathbb{Z}} \frac{d}{dx}(x-M)^{-1},
\]

which yields

\[
\frac{d}{dh}[f(\lambda e^{2\pi i h}, z)] = \sum_{D \geq 1} \sum_{0 \leq N \leq D-1} \frac{1}{2\pi i} \frac{z^D}{D} \sum_{M \in \mathbb{Z}} \frac{d}{dh}(h+\alpha - \frac{N + MD}{D})^{-1}
\]

\[
= \frac{1}{2\pi i} \sum_{D \geq 1} \sum_{N \in \mathbb{Z}} \frac{z^D}{D} \frac{d}{dh}(h+\alpha - \frac{N}{D})^{-1} = \frac{1}{2\pi i} \sum_{D \geq 1} \sum_{N \in \mathbb{Z}} \frac{z^D}{D} \frac{d}{dh}(Z^{-1} \cdot \frac{h}{h-Z})
\]

hence the result by integration. \( \square \)
3.5 Proof of Theorem 3.5

Using the notations of Lemma 3.3 and the change of variable $z = e^s$, we introduce the functions $\chi^+$ and $\chi^-$:

$$f_\delta(\lambda e^{2\pi ih}, z) = f_\delta(\lambda, z) + \frac{1}{2\pi i} (\chi^+(h, s) + \chi^-(h, s)), \quad \chi^\pm(h, s) = \sum_{(D,N) \in \mathcal{E}^\pm} Z^{-1} \cdot \frac{h}{h - Z} \cdot \frac{e^{Ds}}{D},$$

still with $Z = \frac{N}{D} - \alpha$.

Each term

$$\chi_{(D,N)}(h, s) = Z^{-1} \cdot \frac{h}{h - Z} \cdot \frac{e^{Ds}}{D},$$

being analytic at the origin with respect to $h^{1/2}$, may be written as the Laplace integral in any direction of its Borel transform; we find it convenient to let a factor $h^{1/2}$ outside the integral:

$$\chi_{(D,N)}(h, s) = h^{1/2} \int_0^\infty \hat{\psi}_{(D,N)}(\zeta, s) e^{-\zeta h^{-1/2}} d\zeta.$$

One computes easily

$$\hat{\psi}_{(D,N)}(\zeta, s) = -Z^{-2} \cdot \frac{e^{Ds}}{D} \sum_{n \geq 0} Z^{-n} \cdot \frac{\zeta^{2n}}{(2n)!}$$

which is entire and of exponential type in any direction: according to the sign of $Z$ we obtain a hyperbolic or a trigonometric cosine. Part (a) of Theorem 3.5 will thus derive from the study of the convergence of the series

$$\hat{\psi}^+(\zeta, s) = - \sum_{(D,N) \in \mathcal{E}^+} Z^{-2} \cosh(Z^{-1/2} \zeta) \frac{e^{Ds}}{D} \quad (3.11)$$

and

$$\hat{\psi}^-(\zeta, s) = - \sum_{(D,N) \in \mathcal{E}^-} Z^{-2} \cos(|Z|^{-1/2} \zeta) \frac{e^{Ds}}{D}. \quad (3.12)$$

Let us consider $\hat{\psi}^+$ for instance. It is of course the even part (with respect to $\zeta$) of

$$\Psi^+(\zeta, s) = - \sum_{(D,N) \in \mathcal{E}^+} D^{-1} Z^{-2} e^{Z^{-1/2} \zeta + Ds} \quad (3.13)$$

Let $\delta > 0$ and $\kappa_0 < \kappa_+(\lambda)$: we obtain the uniform convergence of this series for

$$\Re \zeta + \kappa_0 \Re s \leq -\delta$$

by observing that $\kappa_+(\lambda) = \lim \inf_{(D,N) \in \mathcal{E}^+} \{DZ^{1/2}\}$. Indeed, for almost all $(D, N) \in \mathcal{E}^+$ (i.e. all of them except a finite number), $DZ^{1/2} \geq \kappa_0$, therefore $\Re(Z^{-1/2} \zeta + Ds) \leq -\delta \kappa_0^{-1} D$; and for each $D \geq 1$,

$$\sum_{N \in \mathbb{Z}, (D,N) \in \mathcal{E}^+} Z^{-2} = D^2 \sum_{N > \alpha D} (N - \alpha D)^{-2} \leq D^2 \left( \text{dist}(\alpha D, \mathbb{Z})^{-2} + \zeta(2) \right) \leq \text{const} \cdot D^4,$$
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hence

\[ |\Psi^+(\zeta, s)| \leq \text{const} \sum_{D \geq 1} D^4 e^{-\delta \kappa_0^{-1} D} \]

in that domain. In particular, \( \Psi^+ \) is analytic and bounded in

\[ \{(\zeta, s) / \Re e s < \log r \text{ and } \Re e \zeta < \kappa_0(-\Re e s) - \delta \} \]

for all \( \delta > 0 \) and \( \kappa_0 < \kappa_+e(\lambda) \), and this is enough to establish the analyticity of \( \hat{\psi}^+(\zeta, s) = \frac{1}{2}(\Psi^+(\zeta, s) + \Psi^+(-\zeta, s)) \) in

\[ \{(\zeta, s) / \Re e s < \log r \text{ and } |\Re e \zeta| < \kappa_+e(\lambda)(-\Re e s) \}. \]

The same analysis can be performed on \( \hat{\psi}^- \) which is the even part of

\[ \Psi^-(\zeta, s) = -\sum_{(D, N) \in E^-} D^{-1} Z^{-2} e^{-|Z|^{-1/2}i\zeta + Ds}, \]  

but the factor \(-i\) in front of \( \zeta \) in the exponentials is responsible for a rotation of \( \pi/2 \) of the whole picture.

– Lemma 3.3 will be useful in the proof of Part (b) of Theorem 3.5. The partition of \( E^+ \) yields a decomposition of \( \Psi^+ \):

\[ \Psi^+ = \Psi^+_F + \Psi^+_E + \Psi^+_A, \quad \text{with} \quad \Psi^+_B((\zeta, s)) = -\sum_{(D, N) \in B} D^{-1} Z^{-2} e^{-|Z|^{-1/2}i\zeta + Ds}. \]

Because of the properties of \( F^+ \) and \( E^+ \), the function \( \Psi^+_F + \Psi^+_E \) is analytic in a domain

\[ \{(\zeta, s) / \Re e s < \log r \text{ and } \Re e \zeta < \kappa_+e(\lambda)(-\Re e s) \} \]

which is larger than the domain of analyticity that we just obtained for \( \Psi^+ \), as one can see by the same arguments as above.

Let us fix \( s \in \mathbb{C} \) with \( \Re e s < \log r \) and let us consider a point \( c^+_{k,l}(s) \). When \( \zeta \) tends to \( c^+_{k,l}(s) \), the function \( \Psi^+_F + \Psi^+_E \) tends to its value at \( (c^+_{k,l}(s), s) \), thus its real part remains finite and we now focus on the third term, \( \Psi^+_A \). According to Lemma 3.3, we can write

\[ \Psi^+_A((\zeta, s)) = -\sum_{p \geq 0} c_p(D^+_p)^3 e((Z^+_p)^{-1/2}i\zeta + D^+_p s), \]

with \( Z^+_p = \frac{N^+_p}{D^+_p} - \alpha \) and \( c_p = (Z^+_p)^{-2}(D^+_p)^{-4} \). Moreover we can study the asymptotic behaviour with respect to \( p \) of these quantities:

\[ Z^+_p = (\nu_+e(\lambda) + \rho^+_p)(D^+_p)^{-2} \]

and \( \lim \rho^+_p = 0 \), thus \( \lim c_p = \nu_+e(\lambda)^{-2} \). Let us introduce

\[ \sigma_p = (Z^+_p)^{-1/2} - \kappa_+e(\lambda)^{-1}D^+_p \sim -\frac{1}{2}\kappa_+e(\lambda)^{-3}D^+_p \rho^+_p. \]

We know that \( \lim \sigma_p = 0 \), and we can define a function

\[ \Phi^+(X, \zeta) = \sum_{p \geq 0} c_p(D^+_p)^3 X D^+_p e^{\sigma_p \zeta} \]

such that

\[ \Psi^+_A((\zeta, s)) = -\Phi^+(e^{\kappa_+e(\lambda)^{-1}i\zeta + s}, \zeta). \]

According to the definition of \( c^+_{k,l}(s) \), when \( \zeta \) tends to \( c^+_{k,l}(s) \) horizontally by the left, the new variable \( X = e^{\kappa_+e(\lambda)^{-1}i\zeta + s} \) tends to \( e^{2\pi i(k\alpha + l)} = \lambda^k \) along the ray \( [0, \lambda^k] \). Moreover, since \( \text{dist}(k\alpha D^+_p, \mathbb{Z}) \) tends to 0 as \( p \) tends to infinity, we have \( \lim \lambda^k D^+_p = 1 \). We are in a position to apply the following elementary result:
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Lemma 3.5 Let $\Phi(X, \zeta) = \sum_{p \geq 0} c_p d_p^3 e^{\sigma_p \zeta} X^{d_p}$. Assume that the $\sigma_p$ and $c_p$ are real numbers, with $\lim_{p \to \infty} \sigma_p = 0$ and $c_p$ bounded from above and from below by some positive constants, and that $\{d_p\}$ is an increasing sequence of integers such that $\lim_{p \to \infty} \lambda^{kd_p} = 1$. Let $K$ be a compact subset of $\mathbb{C}$.

- The series which defines $\Phi$ converges uniformly in $K_0 \times K$ for any compact subset $K_0$ of $\mathbb{D}$.
- The function $\Re \Phi(X, \zeta)$ tends to $+\infty$ as $X$ tends to $\lambda^k$ along the ray $]0, \lambda^k[$, uniformly with respect to $\zeta \in K$.

Proof of Lemma 3.5: The convergence of the series is obvious. Let $M > 0$. The quantity $e^{\sigma_p \zeta \lambda^{kd_p}}$ tends to 1 as $p$ tends to infinity uniformly with respect to $\zeta$, thus we can chose $p_0$ large enough so that, for all $\zeta \in K$,

$$\Re \sum_{p=0}^{p_0} c_p d_p^3 e^{\sigma_p \zeta} \lambda^{kd_p} \geq 2M \quad \text{and} \quad \forall p \geq p_0, \ \Re(e^{\sigma_p \zeta} \lambda^{kd_p}) \geq \frac{1}{2}.$$

Let $\delta > 0$, small enough so that, for all $\zeta \in K$ and $X \in \mathbb{C}$,

$$|X - \lambda^k| \leq \delta \Rightarrow |\sum_{p=0}^{p_0} c_p d_p^3 e^{\sigma_p \zeta}(X^{d_p} - \lambda^{kd_p})| \leq M.$$

We see that, if $\zeta \in K$ and $X \in ]0, \lambda^k[$ with $|X - \lambda^k| \leq \delta$,

$$\Re \Phi(X, \zeta) = \Re \sum_{p=0}^{p_0} c_p d_p^3 e^{\sigma_p \zeta}(X^{d_p} - \lambda^{kd_p}) + \Re \sum_{p=0}^{p_0} c_p d_p^3 e^{\sigma_p \zeta} \lambda^{kd_p} + \Re \sum_{p>p_0} c_p d_p^3 e^{\sigma_p \zeta} X^{d_p}$$

$$< -M + 2M$$

(the third term is positive since $X = t\lambda^k$ with $t \in ]0, 1[$ and $\Re(e^{\sigma_p \zeta} \lambda^{kd_p}) > 0$).

Continuation of the proof of Theorem 3.5: We have obtained that $\Re \Psi^+_A$ and thus $\Re ASD$ tend to $-\infty$ as $\zeta$ tends to $\zeta_{k,f}^+$ horizontally by the left. This allows to reach the desired conclusion for $\hat{\psi}^+$. The previous work is easily adapted to the case of $\hat{\psi}^-$, with the introduction of

$$\Psi^-_{A^-}(\zeta, s) = -\sum_{p \geq 0} c_p(D_p^-)^3 e^{-(Z_p^-)^{-1/2}i\zeta + D_p^- s},$$

(with real numbers $c_p$ and $\sigma_p$ associated to $A^-$) and

$$\Phi^-(X, \xi) = \sum_{p \geq 0} c_p(D_p^-)^3 X^{D_p^-} e^{\sigma_p \xi},$$

but this time the correspondence is $\Psi^-_{A^-}(\zeta, s) = \Phi^-(e^{-\kappa_-(\lambda)^{-1}i\zeta + s}, -i\zeta)$. This ends the proof of Part (b) of Theorem 3.5.

- We now come to Part (c). Let us fix $s < \log r$ and $z = e^s$ (thus $z \in ]0, 1[$). We recall the notation

$$\hat{\psi} = \hat{\psi}^+ + \hat{\psi}^- = \sum_{n \geq 0} \chi_{n+1}(s) \frac{e^{2n}}{(2n)!}$$
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Our aim is to bound from below half of the coefficients of that series. According to the formulas (3.11)–(3.12),

\[ \forall n \geq 0, \quad -\chi_{n+1}(s) = \sum_{(D,N) \in \mathcal{E}^+} z^D D^{-1} Z^{-n-2} + (-1)^n \sum_{(D,N) \in \mathcal{E}^-} z^D D^{-1} |Z|^{-n-2}, \]

with the usual notation \( Z = \frac{\nu}{\nu - \alpha} \). Let us choose \( \varepsilon \in \{+, -\} \) so that \( \kappa_{\varepsilon}(\lambda) \leq \kappa_{-\varepsilon}(\lambda) \). When we restrict ourselves to even \( n \), only positive quantities appear in the right-hand side of the above equation, thus we obtain a lower bound for the left-hand side by retaining only the terms which correspond to \( (D,N) \in \mathcal{E}^\varepsilon \):

\[ \forall j \geq 1, \quad -\chi_{2j-1}(s) > \sum_{p \geq 0} z^{D_p^\varepsilon} (D_p^\varepsilon)^{-1} |Z_p^\varepsilon|^{-2j}. \]

According to Lemma 3.3, \( |Z_p^\varepsilon| = (\nu_{\varepsilon}(\lambda) + \rho_p^\varepsilon)(D_p^\varepsilon)^{-2} \) and \( \rho_p^\varepsilon \) tends to 0 as \( p \) tends to infinity, thus we can fix \( p_0 \) large enough and \( c = \frac{\nu_{\varepsilon}(\lambda)}{2} \) so that

\[ \forall p \geq p_0, \quad |Z_p^\varepsilon| \leq c(D_p^\varepsilon)^{-2}. \]

For \( j \geq D_{p_0}^\varepsilon/4 \), we define

\[ E_j = \max_{D_p^\varepsilon \leq 4j} \{ D_p^\varepsilon \}. \]

Thus \( E_j \leq 4j \), and since \( E_j \in \{ D_p^\varepsilon, p \geq p_0 \} \), we can choose to retain only the corresponding contribution in the previous sum:

\[ -\chi_{2j-1}(s) > z^{E_j} c^{-2j} E_j^{4j-1} > (c^{-1} z^2)^j E_j^{4j-2}, \]

and for \( j \) large enough,

\[ |\chi_{2j-1}(s)| > \delta_j := \frac{1}{2} c^{-1} z^2 E_j^2. \]

The sequence \( \{ \delta_j \} \) that we just defined is obviously non-decreasing and there remains only to check that \( \sum \delta_j^{-3/4} < +\infty \), i.e. that \( \sum E_j^{-3/2} < +\infty \). We observe that \( E_j = F_{4j} \) with

\[ \forall m \geq D_{p_0}^\varepsilon, \quad F_m = \max_{D_p^\varepsilon \leq m} \{ D_p^\varepsilon \}, \]

i.e.

\[ F_{D_{p_0}^\varepsilon} = F_{D_{p_0}^\varepsilon + 1} = \ldots = F_{D_{p_0+1}^\varepsilon - 1} = D_{p_0}^\varepsilon, \]

\[ F_{D_{p_0+1}^\varepsilon} = F_{D_{p_0+1}^\varepsilon + 1} = \ldots = F_{D_{p_0+2}^\varepsilon - 1} = D_{p_0+1}^\varepsilon, \]

and so on. Hence, for \( P > p_0 \),

\[ \sum_{m=D_{p_0}^\varepsilon}^{D_{p+1}^\varepsilon - 1} F_m^{-3/2} = \sum_{p=p_0}^{P} (D_p^\varepsilon)^{-3/2} (D_{p+1}^\varepsilon - D_p^\varepsilon) \leq (-1 + \sup_{p=p_0} \{ \frac{D_{p+1}^\varepsilon}{D_p^\varepsilon} \}) \sum_{p=p_0}^{P} (D_p^\varepsilon)^{-1/2}, \]

and the series \( \sum F_m^{-3/2} \) and \( \sum E_j^{-3/2} \) converge. \( \square \)
4. Resummation at resonances and constant-type points

For a class of monogenic functions (to which the solutions of the cohomological equation belong), we have obtained asymptotic expansions at Diophantine points of the unit circle. Now, restricting ourselves to the subspace of Borel-Wolff-Denjoy series with poles at resonances, we will study asymptotic behaviour at resonances.

Then, we will address the question: Is it possible to recover any solution in a constructive way from its asymptotic expansion at a particular point of $S^1$? We will provide refined results on Gevrey-1 asymptotics at resonances and Gevrey-2 asymptotics at constant-type points which show that the answer is positive for each of these points. In the latter case there is no contradiction with the non-quasianalyticity of $G_2(\lambda, B)$ nor with Part (c) of Theorem 3.4, since the question amounts to working in a smaller quasianalytic subspace without demanding it to be a Carleman class.

At resonances a rigid structure appears, which is an elementary case of resurgence [E1] in the case of the fundamental solution $f_\delta$. The Borel transform of a given solution $f = f_\delta \circ g$ at a resonance $\Lambda_0$ can be completely described, the appropriate Laplace transform then yields the function inside or outside the unit disk, and one can even recover all the other residues $\Lambda L_m(\Lambda) \circ g$ from the singularities of the Borel transform at $\Lambda_0$ by computing the Stokes phenomenon. In some sense, this means passing from local information (one particular singular point $\Lambda_0$) to global information (the whole set of “poles”).

For constant-type points, although it is likely that no quasianalytic Carleman class contains the solutions (as is the case for quadratic irrationals), one can still define a quasianalytic space which contains them and in which an adaptation of Borel-Laplace summation process provides constructive quasianalytic continuation, like for resonances.

4.1 Asymptotic expansions at resonances

a) Recall the formulas (2.10) and (2.11) which, by Theorem 2.2, define $\Sigma_R : S(r, B) \to M((K_j), B)$.

**Theorem 4.1** Let $r \in [0, 1], B$ a Banach space and $\Lambda_0 \in \mathcal{R}$. If $a \in S(r, B)$, the function $q \to (q - \Lambda_0)(\Sigma_R(a))(q)$ belongs to $G_1(\Lambda_0, B)$ and the constant term in its asymptotic expansion $J_{\Lambda_0}((q - \Lambda_0)\Sigma_R(a))$ is equal to $a_{\Lambda_0}$. In particular, if $0 < r_1 < r_2$, the solution $F_{\delta r_1, r_2}$ belongs to $(q - \Lambda_0)^{-1}G_1(\Lambda_0, L(B_{r_1}, B_{r_2}))$ and the constant term in $J_{\Lambda_0}((q - \Lambda_0)F_{\delta r_1, r_2})$ is $\Lambda_0L_m(\Lambda_0)\circ \cdot$.

Therefore the Borel-Wolff-Denjoy series of $\Sigma_R(S(r, B))$ or the solutions of the cohomological equation are contained in quasianalytic spaces $(q - \Lambda_0)^{-1}G_1(\Lambda_0, B)$. Moreover Nevanlinna’s Theorem ensures the possibility of following the quasianalytic continuation of any such Borel-Wolff-Denjoy series $f$ across $S^1$ “through $\Lambda_0$” : the Borel transform of $J_{\Lambda_0}((q - \Lambda_0)f)$ necessarily belongs to $\hat{N}(B)$, and the appropriate Laplace transform restores the function on one side or the other of $S^1$. But much more can be said about the Borel transform in the case of the solutions, as will be shown in Section 4.2.

Unfortunately nothing indicates that such a quasianalytic property could be shared by all the monogenic functions of $M((K_j), B)$ or $C^\infty_r((K^*_\Lambda_j), B)$.

**Proof of Theorem 4.1**: Let $a \in S(r, B)$ and

$$F(q) = \sum_{\Lambda \in \mathcal{R}, \Lambda \neq \Lambda_0} \frac{a_{\Lambda}}{q - \Lambda} = (\Sigma_R(a))(q) - \frac{a_{\Lambda_0}}{q - \Lambda_0}.$$ 

It is sufficient to prove that $F \in G_1(\Lambda_0, B)$. 
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We have $\Lambda_0 = e^{2\pi i \alpha}$ with, $\forall n/m \in \mathbb{Q} \setminus \{\alpha\}$, $|\alpha - n/m| \geq 1/(m(\Lambda_0|m|))$, and one checks easily the existence of a positive constant $\gamma_1$ such that

$$\forall \Lambda \in \mathcal{R} \setminus \{\Lambda_0\}, \ |\Lambda_0 - \Lambda| \geq \frac{\gamma_1}{m(\Lambda)}.$$  \hspace{1cm} (4.1)

Therefore the series

$$A_n = (-1)^n \sum_{\Lambda \in \mathcal{R}, \Lambda \neq \Lambda_0} \frac{a_\Lambda}{(\Lambda_0 - \Lambda)^{n+1}}, \quad n \in \mathbb{N},$$

are absolutely convergent in $B$. In fact there exists $c > 0$ such that, $\forall n \geq 0$, $\|A_n\| \leq c \varphi(n+1)$, where the function $\varphi$ is defined by

$$\forall n \geq 0, \quad \varphi(n) = \sum_{\Lambda \in \mathcal{R}, \Lambda \neq \Lambda_0} \frac{x^m(\Lambda)}{m(\Lambda)} |\Lambda_0 - \Lambda|^{-n}.$$  

**Lemma 4.1** Let $\mathcal{K}$ be a compact subset of $\mathbb{C}$ which intersects $S^1$ at $\Lambda_0$ only, with finite order of contact $\beta > 0$ (i.e. $\exists \epsilon > 0$ such that $\forall \Lambda \in \mathcal{K}$, $\forall \Lambda' \in S^1$, $|\Lambda - \Lambda'| \geq c|\Lambda_0 - \Lambda'|^\beta$). There exists $c_0 > 0$ such that

$$\forall N \geq 0, \quad \forall q \in \mathcal{K}, \quad \|F(q) - \sum_{0 \leq n \leq N-1} A_n(q - \Lambda_0)^n\| \leq c_0 |q - \Lambda_0|^N \varphi(N + \beta).$$

**Proof of Lemma 4.1**: One computes easily the identity

$$F(q) - \sum_{0 \leq n \leq N-1} A_n(q - \Lambda_0)^n = (-1)^N(q - \Lambda_0)^N \sum_{\Lambda \in \mathcal{R}, \Lambda \neq \Lambda_0} a_\Lambda \frac{\Lambda_0 - \Lambda)^{-N}}{q - \Lambda}.$$  

But for $q \in \mathcal{K}$ and $\Lambda \in \mathcal{R}$, $|q - \Lambda| \geq c|\Lambda_0 - \Lambda|^\beta$, whereas $\|a_\Lambda\| \leq \text{const} \frac{x^m(\Lambda)}{m(\Lambda)}$. \hspace{1cm} $\square$

**End of the proof of Theorem 4.1**: Let us check the existence of $c_1 > 0$ such that

$$\forall n \geq 0, \quad \varphi(n) \leq c_1^{n+1} n!.$$  

Using the inequality (4.1) we obtain

$$\forall n \geq 0, \quad \varphi(n) \leq \gamma_1^{-n} \sum_{m \geq 1} m^n r^m.$$  

If we set $r = e^{-s}$ with $s > 0$ and compare the sum $\sum_{m \geq 1} m^n e^{-ms}$ and the integral $\int_0^{+\infty} m^n e^{-ms} \, dm = s^{-n-1} n!$, we obtain $\sum m^n e^{-ms} \leq s^{-n-1}(\Gamma(n + 1) + 2sn^n e^{-n})$; the Stirling formula yields the desired inequality.

We now choose for $\mathcal{K}$ a closed disk $\Delta^\pm$ contained in $\overline{B}$ or $\mathbb{C}$, then $\beta = 2$ and $F_{|\Delta^\pm} \in \mathcal{G}^1_\mathcal{Q}(\Lambda_0, B)$ with $J_{\Lambda_0}^\pm (F_{|\Delta^\pm}) = \sum A_n Q^n$. \hspace{1cm} $\square$

Notice that, according to the proof of Theorem 3.5, if $a \in \mathcal{S}(r, B)$ the Borel-Wolff-Denjoy series $\Sigma_{\mathcal{K}}(a)$ admits a Gevrey-$1$ asymptotic expansion at $\Lambda_0$ in compact subsets $\mathcal{K}$ with arbitrarily high order of contact at $\Lambda_0$.  
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4.2 Resurgence of the fundamental solution at resonances

We fix in this section a resonant point $\Lambda_0 \in \mathbb{R}$ with $m_0 = m(\Lambda_0)$. We denote by $n_0$ the integer such that
$$\Lambda_0 = e^{2\pi i n_0 / m_0}, \quad 0 \leq n_0 \leq m_0 - 1, \quad (n_0 | m_0) = 1.$$  

We know by Theorem 4.1 that the function $(q - \Lambda_0) f_\delta$ belongs to $G_1(\Lambda_0, B_r)$ for all $r \in ]0, 1[$, with an asymptotic expansion
$$J_{\Lambda_0}( (q - \Lambda_0) f_\delta ) = \sum_{n \geq 0} a_n Q^n, \quad a_0 = \Lambda_0 L_{m_0}, \quad (\forall n \geq 0) a_n \in B_r.$$

According to Theorem 3.2 and Definitions 3.3 and 3.4, the Borel transform
$$\hat{\Phi}_\delta(\xi) = \sum_{n \geq 0} \Lambda_0^{n+1} a_{n+1} \frac{e^n}{n!}$$
belongs to $\hat{N}(B_r)$ for all $r \in ]0, 1[$, and $f_\delta$ can be recovered from $\hat{\Phi}_\delta$ by the formula $(q - \Lambda_0) f_\delta = \Lambda_0 L_{m_0} + L_{\Lambda_0} \hat{\Phi}_\delta$, which can be rephrased as
$$f_\delta(\Lambda_0(1 + t)) = t^{-1} L_{m_0} + \Lambda_0^{-1} t^{-1} \Phi_\delta(t), \quad \Phi_\delta(t) = \int_{-\infty}^{+\infty} \hat{\Phi}_\delta(\xi) e^{-\xi/t} d\xi.$$

We may consider $\hat{\Phi}_\delta$ as a holomorphic function of two variables as well, by setting $\hat{\Phi}_\delta(\xi, z) = \hat{\Phi}_\delta(\xi)(z)$. Our goal is now to study the analytic continuation with respect to $\xi$ of this Borel transform.

**Definition 4.1** For $a \in \mathbb{Z}^*$ and $b \in \mathbb{Z}$, we define the moving singular point
$$z \in D^* \mapsto \xi_{a,b}(z) = \frac{2\pi a}{m_0} (-i \log z + \frac{2\pi b}{m_0}) \in \mathbb{C},$$
where $D^* = \mathbb{D} \setminus \{0\}$ and we have chosen some determination of the logarithm once for all. We also attach to it a complex number:
$$C_{a,b} = \frac{1}{m_0} e^{2\pi i abn'_0 / m_0},$$
where $n'_0 + m_0 \mathbb{Z}$ is the multiplicative inverse of $n_0 + m_0 \mathbb{Z}$ in the ring $\mathbb{Z}/m_0 \mathbb{Z}$.

The points $\xi_{a,b}(z)$ lie at the intersection of two family of lines parametrized by $a \in \mathbb{Z}^*$ or $b \in \mathbb{Z}$.
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**Theorem 4.2 (Resurgence at resonances)** For each \( z \in \mathbb{D}^* \), the function \( \xi \mapsto \hat{\Phi}^\delta(\xi, z) \) extends analytically to the universal covering \(^4\) of \( \mathbb{C} \setminus \{ \xi_{a,b}(z), a \in \mathbb{Z}^*, b \in \mathbb{Z} \} \); near a moving singular point \( \omega = \xi_{a,b}(z) \) on the main sheet of this Riemann surface, one can write

\[
\hat{\Phi}^\delta(\xi, z) = \Lambda_0 C_{a,b} \left( e^{-\omega^2/2} \frac{1}{\xi - \omega} + \hat{L}_\omega(\xi - \omega) \log(\xi - \omega) \right) + \text{regular function},
\]

where \( \hat{L}_\omega \) is an entire function. Moreover, for any \( z \in \mathbb{D}^* \) and for any line \( \Delta \) of \( \mathbb{C} \) passing through the origin and avoiding the singular points \( \xi_{a,b}(z) \), the function \( \hat{\Phi}^\delta(\xi, z) \) has at most exponential growth for \( \xi \in \Delta \).

It is even possible to compute the entire functions \( \hat{L}_\omega \) : they are the Borel transforms of the convergent series \( L_\omega(t) = -e^{-\omega^2/2} + (1 + t L(t)) e^{-\omega L(t)} = O(t) \), where

\[
L(t) = \left( \log(1 + t) \right)^{-1} - t^{-1} = \frac{1}{2} + O(t).
\]

This theorem will appear as a consequence of Theorem 4.3 below.

In the terminology of resurgence, \( (q - \Lambda_0) f_\delta(q) \) would be called a simple resurgent function (see Appendix A.5). Theorem 4.2 shows that the index 1 in the Gevrey asymptotics provided by Theorem 4.1 is optimal, since the Borel transform \( \Phi^\delta \) has finite radius of convergence with respect to \( \xi \) for each nonzero \( z \).

**Remark 4.1** There is some analogy between the first line of moving singular points \( \xi_{1,b}(z) \) and the points \( \xi^+_k(s) \) of Theorem 3.5 (b). Both cases deal with the Borel transform of some Gevrey-\( \tau \) asymptotic expansion at a point of \( \mathbb{D}C \), at \( \lambda = e^{2\pi i \alpha} \in \text{QI} \) in Section 3.3 (\( \tau = 2 \)) and at \( \Lambda_0 = e^{2\pi i n_0/m_0} \in \mathbb{R} \) here (\( \tau = 1 \); indeed (4.1) leads us to set \( \mathbb{D}C = \mathbb{R} \)). We have \( s = \log z \), but in Section 3.3 we were expanding with respect to \( h \) defined by \( q = \lambda e^{2\pi i k} \) (and then computing a Borel transform with respect to \( h^{1/\tau} \)) instead of \( t = \frac{\log \lambda}{2\pi i} \), and this is responsible for a scaling by a factor \( 2\pi i \) between the variables \( \zeta \) and \( \xi \) for the Borel transforms. The special singular points \( \xi^+_k(s) \) can be defined by

\[
s + \kappa^{-1} \xi^+_k(s) = 2\pi i (k\alpha + l), \quad k, l \in \mathbb{Z},
\]

where \( \kappa = \kappa_\tau(\lambda) \) is the largest number such that \( |N - \alpha| \geq (\frac{\alpha}{\lambda})^\tau \) for all \( \frac{N}{\lambda} > \alpha \) except a finite number of them (recall that \( \tau = 2 \) in that case). In the resonant case we can set \( \kappa = \frac{1}{m_0} \) : this is the largest number such that \( |N - \frac{\alpha n_0}{m_0}| \geq \frac{\alpha}{m_0} \) for all \( \frac{N}{\lambda} \neq \alpha \) (\( \tau = 1 \) in this case and we need not distinguish left and right rational approximations of \( n_0/m_0 \)). The first line of moving singular points appears to be defined by

\[
s + \frac{1}{2\pi i} \kappa^{-1} \xi_{1,b}(z) = -2\pi i \frac{b}{m_0}, \quad b \in \mathbb{Z},
\]

but the group \( \{ -\frac{b}{m_0}; b \in \mathbb{Z} \} = \{ k \frac{m_0}{n_0} + l; k, l \in \mathbb{Z} \} \) is discrete, thus the singular points are isolated (hence the resurgence property), whereas \( \{ k\alpha + l; k, l \in \mathbb{Z} \} \) was dense in \( \mathbb{R} \), hence the natural boundary for \( \psi^+(\zeta, s) \).

If a function \( g \in B_{r_1} \) is given, for some \( r_1 > 0 \), one can deduce results for the corresponding solution \( f = f_\delta \circ g \) : we know by Theorem 4.1 that \( (q - \Lambda_0)f \in \mathcal{G}_1(\Lambda_0, B_{r_2}) \) and the function

---

\(^4\) This simply means that for \( \hat{\Phi}^\delta(\xi, z) \) viewed as an analytic germ in \( \xi \) at the origin, analytic continuation can be followed along any path issuing from the origin and lying in \( \mathbb{C} \setminus \{ \xi_{a,b}(z) \} \). We obtain a Riemann surface by considering homotopy classes of such paths; its main sheet corresponds to rectilinear paths and can be identified to the holomorphic star of our germ.
\( \hat{\Phi}^g = B \circ J_{\Lambda_0}(-\Lambda_0 \mathcal{L}_{m_0} \circ g + (q - \Lambda_0)f) \) belongs to \( \hat{N}(B_{r_2}) \) for all \( r_2 \in ]0, r_1[. \) In fact, for each \( \xi \in \mathbb{C}, \hat{\Phi}^g = \Phi^g \circ g \) and the singularities with respect to \( \xi \) of \( \hat{\Phi}^g \) depend on the singularities (with respect to \( z \)) of \( g \). More precisely, the location of the moving singular points of \( \hat{\Phi}^g \) shows that \( \Phi^\delta \) is holomorphic in \( \{ (\xi, z) | z \in \mathbb{D}, \ |\Im \xi| < 2\pi \ln \frac{1}{\Delta} \} = \{ |z| < \exp(-\frac{|\Im \xi|}{2\pi}) \}; \) thus \( \hat{\Phi}^g \) is holomorphic in \( \{ |z| < r_1 \exp(-\frac{|\Im \xi|}{2\pi}) \} \), which means that for each \( z \in \mathbb{D}, \hat{\Phi}^g \) is holomorphic with respect to \( \xi \) in a horizontal strip of width \( 4\pi r_1 \ln \frac{1}{\Delta} \). (But \( \hat{\Phi}^g \) may have a natural boundary with respect to \( \xi \) if this is the case for \( g \) with respect to \( z \).)

So far we were dealing with Borel transforms with respect to \( t = \frac{q - \Lambda}{\Lambda_0} \), but in fact the variable \( \eta = \log(q/\Lambda_0) \) is more convenient. Thus we consider the function

\[
\eta \mapsto \Psi^g(\eta) = \eta f(\Lambda_0 e^\theta)
\]

still for a general solution \( f = f_\delta \circ g \) : it admits a Gevrey-1 asymptotic expansion

\[
\tilde{\Psi}^g(\eta) = \sum_{p \geq 0} \Psi^g_p \eta^p
\]

for \( \eta \) tending to zero by the left or by the right, whose constant term is \( \Psi^g_0 = \mathcal{L}_{m_0} \circ g \), and we are interested in the Borel transforms

\[
\hat{\Psi}^g = \sum_{n \geq 0} \Psi^g_{n+1} \frac{\xi^n}{n!}, \quad \hat{\Psi}^\delta = \sum_{n \geq 0} \Psi^\delta_{n+1} \frac{\xi^n}{n!}.
\]

**Theorem 4.3 (Borel transform at resonances)** When viewed as a holomorphic function of two variables, \( \hat{\Psi}^g \) can be written

\[
\hat{\Psi}^g(\xi, z) = \sum_{k=0}^{m_0-1} \left( \frac{k}{m_0} - \frac{1}{2} \right) g(\Lambda^k_0 z) - \sum_{k=0}^{m_0-1} \sum_{\nu \in \mathbb{Z}^*} \frac{e^{2\pi i k \nu}}{2\pi i \nu} \left[ \left( g(\Lambda^k_0 z e^{\frac{m_0 \nu}{m}}) - g(\Lambda^k_0 z) \right) \right] \]

for \( |\Im \xi| \) and \( |z| \) small enough. In particular, for each \( z \in \mathbb{D}^* \), the function \( \xi \mapsto \hat{\Psi}^\delta(\xi, z) \) is meromorphic with simple poles only, located at the points \( \xi_{a,b}(z) \), with \( C_{a,b} \) as corresponding residues. Moreover, for any \( z \in \mathbb{D}^* \) and for any line \( \Delta \subset \mathbb{C} \) passing through the origin and avoiding the poles \( \xi_{a,b}(z) \), the function \( (1 + |\xi|)^{-1} \hat{\Psi}^\delta(\xi, z) \) is bounded for \( \xi \in \Delta \).

**Remark 4.2** The knowledge of the residues of \( \hat{\Psi}^\delta \) with respect to \( \xi \) allows to compute the “residues” of \( f_\delta \) with respect to \( q \), i.e. to determine the sequence \( (a_\Lambda) \) such that \( f_\delta = \Sigma_{\mathbb{R}}((a_\Lambda)) \). In other words the complete asymptotic expansion of \( f_\delta \) at one resonance contains the information on the leading term in the asymptotics at all other resonances.

Indeed let us fix \( \Lambda = e^{2\pi i n/m} \in \mathcal{R} \), with \( \frac{n}{m} > \mathfrak{m} \) for convenience (and as always \( m \in \mathbb{N}, \ m \in \mathbb{Z}, (n|m) = 1 \), and \( z \in \mathbb{D}, s = \log z \) (the dependence on \( z \) of the various functions below will be usually omitted). We will check directly from Theorem 4.3 that \( f_\delta(q, z) \sim \frac{a_\Lambda}{q - \Lambda} = \frac{\Lambda}{q - \Lambda} \mathcal{L}_m(z) \) for \( q \) tending non-tangentially w.r.t. \( \mathbb{S}^1 \) to \( \Lambda \), which is obviously equivalent to

\[
f_\delta(e^{2\pi i h}, z) \sim \frac{\mathcal{L}_m(z)}{2\pi i(h - \frac{n}{m})}
\]

for \( h \) tending non-tangentially w.r.t. \( \mathbb{R} \) to \( \frac{n}{m} \).
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Let us choose a direction \( \theta \) in \( ]0, \pi[ \) such that \( \arg(\xi_{1,0}(z)) < \theta < \arg(\xi_{1,-1}(z)) \). By Cauchy theorem, we can compare the two Laplace transforms

\[
\Psi^\delta(\eta) = \eta f_\delta(\Lambda_0 e^\eta) = \mathcal{L}_{m_0} + \int_0^{+\infty} \hat{\Psi}^\delta(\xi) e^{-\xi/\eta} \, d\xi \quad \text{for} \quad \Re \eta > 0
\]

and

\[
\Psi^\delta_\theta(\eta) = \int_0^{e^{\theta \infty}} \hat{\Psi}^\delta(\xi) e^{-\xi/\eta} \, d\xi \quad \text{for} \quad \Re(\eta e^{-i\theta}) > 0.
\]

If \( \Re \eta > 0 \) and \( \Re(\eta e^{-i\theta}) > 0 \), i.e. \( \eta \) belongs to the intersection of the two half-planes,

\[
\eta f_\delta(\Lambda_0 e^\eta) = \mathcal{L}_{m_0} + \Psi^\delta_\theta(\eta) + 2\pi i \sum_{a \geq 1, b \geq 0} C_{a,b} e^{-\xi_{a,b} / \eta}.
\]

We are interested in \( \eta \) tending to \( 2\pi i (\frac{n}{m} - \frac{n_0}{m_0}) \) from the right. The term \( \Psi^\delta_\theta(\eta) \) is regular there and will yield no contribution in the singular behaviour that we want to analyze. On the contrary, for each \( a \geq 1 \), the sum of the geometric series

\[
2\pi i \sum_{b \geq 0} C_{a,b} e^{-\xi_{a,b} / \eta} = -2\pi i \sum_{a \geq 1, b \geq 0} C_{a,b} e^{-\xi_{a,b} / \eta}
\]

defines a function which is meromorphic w.r.t. \( 1/\eta \). Translating this in the variable \( h = \frac{m_0}{m_0} + \frac{n}{2\pi i} \) (\( h \) tends to \( n/m \) with \( \Im m h < 0 \)), we obtain

\[
(h - \frac{n_0}{m_0}) f_\delta(e^{2\pi i h}) = -\frac{1}{m_0} \sum_{a \geq 1, b \geq 0} \frac{e^{m_0 \frac{n_0 + m_0}{m_0 (n_0 + m_0)}}}{1 - e^{2\pi i a (\frac{n_0 + m_0}{m_0})}} + \text{regular function},
\]

where we have introduced \( m'_0 \in \mathbb{Z} \) defined by \( m_0 m'_0 + n_0 n'_0 = 1 \).

The image of \( \frac{n}{m} \) by the linear fractional map \( h \mapsto \frac{n_0 h + m_0}{m_0 h - n_0} \) is \( \frac{N}{M} \), where \( N = n_0 n + m_0 m \), \( M = m_0 n - m_0 m \) and \( (N|M) = 1 \). The only terms contributing to the singularity at \( h = \frac{n}{m} \) correspond thus to \( a = jM, j \geq 1 \), and an easy computation allows to conclude that

\[
(h - \frac{n_0}{m_0}) f_\delta(e^{2\pi i h}) \sim \frac{1}{2\pi i} \frac{M}{m_0 m} \frac{1}{h - \frac{n_0}{m}} \sum_{j \geq 1} \frac{e^{jms}}{jm},
\]

hence \( \lim (h - \frac{n}{m}) f_\delta(e^{2\pi i h}) = \frac{1}{2\pi i} \mathcal{L}_{m}(z) \).
4.3 Proof of Theorems 4.2 and 4.3

Theorem 4.3 implies Theorem 4.2: This is an exercise of application of the general theory of which Appendix A.5 gives a brief account. We will relate \( \Phi^\delta(\xi) \) and \( \Psi^\delta(\xi) \) (from now on we will omit the dependence on the variable \( z \)), and first prove that \( \Phi^\delta \) extends analytically to the universal covering \( \mathcal{C} \) of \( \mathbb{C} \setminus \{ \xi_{a,b} \} \) with at most exponential growth at infinity just because \( \Psi^\delta(\xi) \) has that property.

In the vicinity of the resonant point \( \Lambda_0 \), we have two local variables \( t \) and \( \eta \):

\[
q = \Lambda_0(1+t) = \Lambda_0 e^\eta,
\]

and correspondingly two representations of \( f^\delta \) as a Laplace transform:

\[
tf^\delta = \mathcal{L}_{m_0} + \Lambda_0^{-1} \mathbb{L}_{(\xi\leftrightarrow t)} \hat{\Phi}^\delta, \quad \eta f^\delta = \mathcal{L}_{m_0} + \mathbb{L}_{(\xi\leftrightarrow \eta)} \hat{\Psi}^\delta.
\]

We retain that, under the change of variable \( t = e^\eta - 1 \leftrightarrow \eta = \log(1+t) \),

\[
\mathbb{L}_{(\xi\leftrightarrow t)} \hat{\Phi}^\delta = \Lambda_0 t L(t) \mathcal{L}_{m_0} + \Lambda_0(1+tL(t)) \mathbb{L}_{(\xi\leftrightarrow \eta)} \hat{\Psi}^\delta, \quad L(t) = (\log(1+t))^{-1} - t^{-1} = \frac{1}{2} + O(t).
\]

Now we can write \( \mathbb{L}_{(\xi\leftrightarrow \eta)} \hat{\Psi}^\delta = \mathbb{L}_{(\xi\leftrightarrow t)} \hat{\chi} \), i.e. we can interpret the change of variable in the Borel plane, by defining \( \hat{\chi}(\xi) \) as follows:

\[
\hat{\chi}(\xi) = e^{-\xi/2} \hat{\psi}^\delta(\xi) + \sum_{r \geq 1} \hat{\ell}^r \hat{\phi}_{\hat{\chi}^r} e^{-\xi/2} \hat{\psi}^\delta(\xi)\]

where \( \hat{\ell}(\xi) \) is the Borel transform of \( \ell(t) = -\frac{1}{2} + L(t) \) and is thus an entire function of exponential type. (This is because \( \eta^{-1} = t^{-1} + \frac{1}{2} + \ell(t) \): the translation by \( 1/2 \) is responsible for the multiplication by \( e^{-\xi/2} \), and we are then left with composition-convolution as described in Appendix A.5. The notation \( \hat{\phi} \) simply means multiplication by \( -\xi \), the Borel counterpart of differentiation w.r.t. \( t^{-1} \).)

We observe that \( \hat{\chi} \) extends analytically to \( \mathcal{C} \) with at most exponential growth at infinity, thus this is also the case for

\[
\hat{\phi}^\delta = \Lambda_0(\hat{M}\mathcal{L}_{m_0} + \hat{\chi} + \hat{M} \ast \hat{\chi}),
\]

where the entire function \( \hat{M} \) is simply the Borel transform of \( tL(t) \) (thus \( \hat{M} = \frac{1}{2} + 1 \ast \hat{\ell} \)).

We must now compute the singularity of \( \hat{\phi}^\delta \) at a point \( \omega = \xi_{a,b} \). For that purpose we can use \( \acute{\text{E}} \)call’s formalism of alien calculus: in our particular case, the result to be checked is equivalent to the formula

\[
\Delta_{(\omega\leftrightarrow t)} \Phi^\delta = 2\pi i \Lambda_0 C_{a,b}(e^{-\omega/2} + L_\omega(t)),
\]

whereas the indications of Theorem 4.3 on the poles of \( \Psi^\delta \) amount to

\[
\Delta_{(\omega\leftrightarrow \eta)} \Psi^\delta = 2\pi i C_{a,b}.
\]

The operator \( \Delta_{(\omega\leftrightarrow t)} \) is the alien derivation of index \( \omega \) relative to the variable \( t \); it is defined so to measure the singular behaviour at \( \omega \) of the Borel transform w.r.t. \( t \) of the function on which it is evaluated. For instance it vanishes on \( tL(t) \) since the corresponding Borel transform is entire. The result to be checked is a consequence of the relation (4.2) and of the fact that \( \Delta_{(\omega\leftrightarrow t)} \) is a derivation and \( e^{-\omega t^{-1}} \Delta_{(\omega\leftrightarrow t)} = e^{-\omega \eta^{-1}} \Delta_{(\omega\leftrightarrow \eta)} \) under the change of variable \( \eta^{-1} = t^{-1} + L(t) \). Indeed, when applied to (4.2), these rules imply that

\[
e^{-\omega t^{-1}} \Delta_{(\omega\leftrightarrow t)} \Phi^\delta = \Lambda_0(1+tL(t))e^{-\omega(t^{-1}+L(t))} 2\pi i C_{a,b},
\]

while precisely \( (1+tL(t))e^{-\omega L(t)} = e^{-\omega/2} + L_\omega(t) \). \( \square \)
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Proof of Theorem 4.3: Since \( \hat{\Psi}^g = \hat{\Psi}^\delta \odot g \) and \( g(\lambda z) = \delta(\lambda z) \odot g(z) \) for all \( \lambda \in \mathbb{C} \), it is sufficient to consider the case where \( g = \delta \). From now on we will omit the superscript \( \delta \). We also replace the variable \( z \) by \( s = \log z \) (and still keep the same names for some of our functions), so that

\[
\Psi(\eta, s) = \eta f_\delta(A_\eta e^\eta, e^s) \sim \hat{\Psi}(\eta, s)
\]

and our goal is to study the Borel transform \( \hat{\Psi}(\xi, s) \) of that asymptotic series \( \Psi(\eta, s) \).

From the cohomological equation that \( f_\delta \) satisfies, we deduce an equation which admits \( \Psi \) as solution (and thus \( \tilde{\Psi} \) as formal solution):

\[
\Psi(\eta, s + \Omega + \eta) - \Psi(\eta, s) = \eta \varphi(s), \tag{4.3}
\]

where

\[
\Omega = 2\pi i \frac{n_0}{m_0}, \quad \varphi(s) = \frac{e^s}{1 - e^s}.
\]

In fact, at this level, one can retain this sole equation and forget everything else.

Lemma 4.2 The equation (4.3) admits a unique formal solution

\[
\hat{\Psi}(\eta, s) = \sum_{\nu \geq 0} \eta^\nu \Psi_\nu(s)
\]

with coefficients analytic in \( z = e^s \) and vanishing for \( z = 0 \). This solution is explicitly given by formulas (4.6), (4.4) and (4.5) below; in particular, \( \Psi_0(s) = \mathcal{C}_{m_0}(e^s) = -\frac{1}{m_0} \log(1 - e^{m_0 s}) \).

Proof: Keeping in mind that the solution is required to be \( 2\pi i \)-periodic in \( s \), we introduce the following linear combinations of the \( \Omega \)-translations of \( \Psi \):

\[
\sigma_r(\eta, s) = \sum_{k=0}^{m_0 - 1} \frac{\Lambda^{-kr}}{m_0} \Psi^{[k]}(\eta, s) \quad \text{for } r = 0, 1, \ldots, m_0 - 1,
\]

\[
\Psi^{[k]}(\eta, s) = \Psi(\eta, s + k\Omega) \quad \text{for } k = 0, 1, \ldots, m_0 - 1.
\]

The identities

\[
\sum_{r=0}^{m_0 - 1} \frac{\Lambda^{-kr}}{m_0} = \begin{cases} 1 & \text{if } k = 0 \\ 0 & \text{if } k = 1, \ldots, m_0 - 1 \end{cases}
\]

yield the inverse formulas

\[
\Psi^{[k]}(\eta, s) = \sum_{r=0}^{m_0 - 1} \Lambda^{kr} \sigma_r(\eta, s) \quad \text{for } k = 0, 1, \ldots, m_0 - 1.
\]

By combining the \( \Omega \)-translations of equation (4.3), we obtain the system of equations

\[
\Lambda^r \sigma_r(\eta, s + \eta) - \sigma_r(\eta, s) = \eta \varphi_{m_0, r}(s) \tag{\ast}_r
\]

where

\[
\varphi_{m_0, r}(s) = \sum_{k=0}^{m_0 - 1} \frac{\Lambda^{-kr}}{m_0} \varphi(s + k\Omega) = \sum_{\lambda \in \mathbb{R}_{m_0}} \frac{\lambda^{-r}}{m_0} \varphi(s + \log \lambda), \tag{4.4}
\]
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for \( r = 0, 1, \ldots, m_0 - 1 \). The left-hand side of equation \((*)_r\), may be viewed as a “differential operator of infinite order” \((\Lambda' e^{\eta s} - \text{Id})\) acting on \(\sigma_r\). Let us introduce some elementary functions which are analytic at the origin:

\[
\Gamma_a(X) = \frac{X}{ae^X - 1} = \sum_{p \geq 0} \gamma_p(a)X^p \quad \text{for} \quad a \in \mathbb{C}^*.
\]

(4.5)

Note that \(\gamma_0(a) = 0\) if \(a \neq 1\), but \(\gamma_0(1) = 1\) and in fact

\[
\Gamma_1(X) = 1 - \frac{X}{2} - \sum_{l \geq 1} (-1)^j B_l \frac{X^{2l}}{(2l)!}
\]

where the coefficients \(B_l\) are the Bernoulli numbers.

The functions \(\Gamma_a\) allow us to solve explicitly the system:

\[
(*)_r \quad \Leftrightarrow \quad \sigma_r = \partial_s^{-1}\Gamma_{\Lambda'}(\eta \partial_s)\varphi_{m_0,r} = \gamma_0(\Lambda')\partial_s^{-1}\varphi_{m_0,r} + \sum_{p \geq 1} \eta^p \gamma_p(\Lambda')\partial_s^{-1}\varphi_{m_0,r}
\]

for \(r = 0, 1, \ldots, m_0 - 1\), with the notation \(\partial_s^{-1}\) for the unique primitive with respect to \(s\) which vanishes when \(z = e^s\) vanishes.

Thus, we obtain only one possible formal solution of (4.3):

\[
\hat{\Psi} = \partial_s^{-1} \sum_{r=0}^{m_0-1} \Gamma_{\Lambda'}(\eta \partial_s)\varphi_{m_0,r} = \partial_s^{-1}\varphi_{m_0,0} + \sum_{p \geq 1} \eta^p \gamma_p(\Lambda')\partial_s^{-1} \sum_{r=0}^{m_0-1} \varphi_{m_0,r} \quad \text{(4.6)}
\]

Since

\[
\partial_s^{-1}\varphi(s) = -\log(1 - e^s),
\]

we recognize the function \(\mathcal{L}_{m_0}\) in the constant term:

\[
\Psi_0(s) = \partial_s^{-1}\varphi_{m_0,0}(s) = -\frac{1}{m_0} \log \prod_{k=0}^{m_0-1} (1 - e^{s+k\Omega}) = -\frac{1}{m_0} \log(1 - e^{m_0s}).
\]

The formal series \(\hat{\Psi}\) that we just defined is indeed a solution of equation (4.3) : for any \(k = 1, \ldots, m_0 - 1\), the formal series

\[
\hat{\Psi}^{|k|}(\eta, s) = \sum_{r=0}^{m_0-1} \Lambda^{kr}\sigma_r(\eta, s)
\]

is actually equal to the translation \(\hat{\Psi}(\eta, s + k\Omega)\) of \(\hat{\Psi}\), since for each \(r\) the series \(\sigma_r\) is obtained from \(\varphi_{m_0,r}\) by applying an operator which commutes with the translations, and

\[
\Lambda^{kr}\varphi_{m_0,r}(s) = \varphi_{m_0,r}(s + k\Omega).
\]

This remark ends the proof of the lemma. \(\square\)
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**Remark 4.3** The formula that we obtained is reminiscent of the Euler-MacLaurin formula, one of the early sources of divergent asymptotic series. We will analyze it by using the formal Borel transform.⁵

The above work will now allow us to compute the Borel transform w.r.t. \( \eta \) of \( \tilde{\Psi} - \Psi_0 \). The starting point is the following decomposition of the functions \( \Gamma_{\Lambda'} \) which appear in the formula (4.6):

\[
\Gamma_{\Lambda'}(X) = \frac{X}{2} + \sum_{\nu \in 2\pi\mathbb{Z}}^{e} \frac{X}{X + r\Omega - \nu},
\]

where the symbol \( \sum_{l}^{e} \) denotes Eisenstein summation [We]: terms corresponding to opposite indices are grouped in order to ensure convergence, i.e.

\[
\sum_{l \in \mathbb{Z}}^{e} = \lim_{L \to +\infty} \sum_{l = -L}^{+L}.
\]

This decomposition results from the identity

\[
\Gamma_{\Lambda'}(X) = \frac{X}{2} (\coth \frac{X + r\Omega}{2} - 1)
\]

and from the classical decomposition

\[
\coth X = \sum_{l \in \mathbb{Z}}^{e} \frac{1}{X - il\pi}.
\]

It implies that, for \( r = 0, 1, \ldots, m_0 - 1 \),

\[
\sum_{p \geq 0} \gamma_{p+1}(\Lambda') X^{p+1} = -\frac{1}{2} X - \sum_{\nu \in 2\pi\mathbb{Z}}^{e} \sum_{p \geq 0} (\nu - r\Omega)^{-p-1} X^{p+1},
\]

so

\[
\sum_{p \geq 0} \gamma_{p+1}(\Lambda') \left( \frac{\xi \partial_s}{p!} \right)^p = -\frac{1}{2} \text{Id} - \sum_{\nu \in 2\pi\mathbb{Z}}^{e} (\nu - r\Omega)^{-1} \phi(\nu - r\Omega)^{-1} \xi \partial_s.
\]

According to the formula (4.6) and because of the Taylor formula, the Borel transform of \( \tilde{\Psi} - \Psi_0 \) can thus be written

\[
\hat{\Psi}(\xi, s) = -\sum_{r = 0}^{m_0 - 1} \left( \frac{1}{2} \varphi_{m_0, r}(s) + \sum_{\nu \in 2\pi\mathbb{Z}}^{e} (\nu - r\Omega)^{-1} \varphi_{m_0, r}(s + (\nu - r\Omega)^{-1} \xi) \right)
\]

\[
= -\frac{1}{2} \varphi(s) - \sum_{l, 0 \leq r \leq m_0 - 1}^{e} \sum_{k = 0}^{m_0 - 1} \frac{m_0^{-k}}{m_0} A_{\Lambda'}(2\pi i l - r\Omega)^{-1} \varphi(s + k\Omega + (2\pi i l - r\Omega)^{-1} \xi).
\]

⁵ In [CCD] too Borel transform is used in relation with the Euler-MacLaurin formula, but not with respect to the same variable; our problem pertains rather to parametric resurgence according to Écalle’s terminology.
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This is an equality between formal series of powers of \( \xi \), the right-hand side being considered as a formal Taylor expansion (Eisenstein summation ensures that each of its coefficients is well defined). But we can now identify the right-hand side with a series of meromorphic functions, which is easily seen to be convergent since \( \varphi \) and \( \varphi' \) are bounded in any domain of \( \mathbb{C} \) obtained by removing small disks around their poles. So we can conclude that \( \hat{\Psi} \) converges at the origin and extends to a meromorphic function. The convergence can be made more obvious and the expression of \( \hat{\Psi} \) more convenient; we will give these details now.

The value of \( \hat{\Psi} \) at \( \xi = 0 \) is already known from (4.6):

\[
\hat{\Psi} = \sum_{r=0}^{m_0-1} \gamma_1(\Lambda^r) \varphi_{m_0, r} = \frac{1}{2} \varphi_{m_0, 0} - \sum_{r=1}^{m_0-1} \frac{1}{1 - \Lambda^r} \varphi_{m_0, r},
\]

so we have now two expressions for it:

\[
\hat{\Psi}(0, s) = \Psi_1(s) = -\frac{1}{m_0} \sum_{k=0}^{m_0-1} \left( \frac{1}{2} + \sum_{r=1}^{m_0-1} \frac{\Lambda^{-kr}}{1 - \Lambda^r} \right) \varphi(s + k\Omega)
\]

\[
= -\frac{1}{2} \varphi(s) - \sum_{l \in \mathbb{Z}, 0 \leq r \leq m_0-1 \atop (l, r) \neq 0} \sum_{k=0}^{m_0-1} \frac{\Lambda^{-kr}}{m_0} (2\pi il - r\Omega)^{-1} \varphi(s + k\Omega).
\]

Subtracting it from \( \hat{\Psi} \), we can write a uniformly convergent sum

\[
\hat{\Psi}(\xi, s) - \Psi_1(s) = \sum_{l \in \mathbb{Z}, 0 \leq r \leq m_0-1 \atop (l, r) \neq 0} \sum_{k=0}^{m_0-1} \frac{\Lambda^{-kr}}{m_0} (2\pi il - r\Omega)^{-1} \left( \varphi(s + k\Omega + (2\pi il - r\Omega)^{-1} \xi) - \varphi(s + k\Omega) \right)
\]

without using Eisenstein summation.

We have \( \Omega = 2\pi i m_0/m_0 \) with \( m_0 m'_0 + n_0 n'_0 = 1 \) for some integers \( m_0', n_0' \). The application

\[
\begin{align*}
\mathbb{Z} \times \{0, \ldots, m_0 - 1\} & \rightarrow \mathbb{Z} \\
(l, r) & \mapsto a = lm_0 - rn_0
\end{align*}
\]

is a bijection, the inverse of which is given by

\[
l = am_0' - cm_0, \quad r = -an_0' - cm_0
\]

where \( c \) is the integer part of \(-an_0'/m_0\). Thus, we can use it as a change of indices: \( 2\pi il - r\Omega = 2\pi ia/m_0 \), and \( \Lambda^{-kr} = e^{2\pi i k a/m_0} \) because \( rn_0 \equiv -a \mod m_0 \), so we end up with the formula

\[
\hat{\Psi}(\xi, s) = \Psi_1(s) - \sum_{a \in \mathbb{Z}^*} \sum_{k=0}^{m_0-1} \frac{1}{2\pi ia} e^{2\pi i ka/m_0} \varphi(s + k\Omega + \frac{m_0\xi}{2\pi ia}) - \varphi(s + k\Omega).
\]

Here is an argument for proving that this series converges uniformly and defines a function which is meromorphic with respect to \( \xi \) for \( \Re s < 0 \): it is sufficient to check, for any positive constant \( \rho \), the uniform convergence in the set

\[
E_\rho = \{ (\xi, s) \in \mathbb{C} \times \mathbb{C} | \Re s \leq -\rho \text{ and } \forall a \in \mathbb{Z}^*, \forall b \in \mathbb{Z}, \left| \xi - \xi_{a,b}(s) \right| \geq |a|\rho \}.
\]
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(working in $E_\rho$ means removing a small disk around each singularity in the $\xi$-plane). Let us fix $\rho$ and define the set

$$D_\rho = \{ s \in \mathbb{C} \mid \forall l \in \mathbb{Z}, |s - 2\pi il| \geq m_0\rho/2\pi \}$$

so to have the following relation between $E_\rho$ and $D_\rho$:

$$(\xi, s) \in E_\rho \iff \begin{cases} \Re s \leq -\rho, \\ s + k\Omega + \frac{m_0\xi}{2\pi\rho} \in D_\rho \end{cases} \text{ for } 0 \leq k \leq m_0 - 1 \text{ and } a \in \mathbb{Z}^*;$$

note that $\Re s \leq -\rho$ implies that the points $s + k\Omega$ belong to $D_\rho$ too. The function $\varphi$ is $2\pi i$-periodic and its derivative is bounded in $D_\rho$; there exists $c_\rho > 0$ such that any two points $s$ and $s'$ in $D_\rho$ can be joined inside $D_\rho$ by a path of length less than $c_\rho |s - s'|$ followed by an integer number of $2\pi i$-translations, hence

$$\forall s, s' \in D_\rho, \quad |\varphi(s') - \varphi(s)| \leq M_\rho |s - s'| \quad \text{with} \quad M_\rho = c_\rho \sup \{|\varphi'(s)|, \ s \in D_\rho \}.$$ 

This implies the uniform convergence of our series, with an explicit bound

$$\forall (\xi, s) \in E_\rho, \quad |\hat{\Psi}(\xi, s)| \leq |\Psi_1(s)| + |\xi| \sum_{a \in \mathbb{Z}^*} m_0^2 M_\rho \frac{2\pi^2 |a|^2}{\pi^4}$$

which shows the slow growth of $\hat{\Psi}$ with respect to $\xi$. Note that the function $\Psi_1$ is bounded in $D_\rho$ (since $\varphi$ is bounded in $D_\rho$).

The function $\varphi$ is meromorphic with only simple poles, located at the points $2\pi il$ for $l \in \mathbb{Z}$; the corresponding residue is $-1$. Thus, for fixed $s$, the function $\varphi(s + k\Omega + \frac{m_0\xi}{2\pi\rho})$ is meromorphic with respect to $\xi$, with only simple poles located at the points

$$\frac{2\pi ia}{m_0} (-s + \frac{2\pi i}{m_0} (lm_0 - kn_0)) = \xi_{a,b}(s)$$

with $b = -lm_0 + kn_0$; the corresponding residue is $2\pi ia/m_0$ and $k \equiv bn'_0 \pmod{m_0}$, hence the value of the residue of $\Psi$ at $\xi_{a,b}(s)$.

We let the reader check that

$$\Psi_1(s) = \sum_{k=0}^{m_0-1} \left( \frac{k}{m_0} - \frac{1}{2} \right) \varphi(s + k\Omega). \quad (4.9)$$

from the identity (4.7).

**Remark 4.4** Using again a decomposition formula, but this time for $\varphi$:

$$\varphi(s) = 1 + \frac{1}{e^s - 1} = \frac{1}{2} + \sum_{\nu \in 2\pi i \mathbb{Z}} \frac{1}{s - \nu},$$

one finds the formula

$$\hat{\Psi}(\xi, s) = \Psi_1(s) + \sum_{a \in \mathbb{Z}^*, b \in \mathbb{Z}} C_{a,b} \left( \frac{1}{\xi - \xi_{a,b}(s)} + \frac{1}{\xi_{a,b}(s)} \right)$$

with uniform convergence in any compact subset of $E_\rho$. 
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Remark 4.5 One can write a different proof of Theorem 4.3 by starting from the decomposition of $f_\delta$ as a sum of simple poles. We preferred to use a method which relies only on the equation (4.3) because it can be adapted in some nonlinear problems (see Section 5.3).

4.4 A property of quasianalyticity at constant-type points

Let us fix $\lambda = e^{2\pi i \alpha} \in S^1$ with $\alpha \in [0,1]$ and a Banach space $B$. We now introduce spaces of functions which admit Gevrey asymptotics inside cardioids with cusp at $\lambda$.

**Definition 4.2** For any $\tau > 0$, we define $G^<_\tau(\lambda, B)$ to be the space of all $B$-valued functions $f$ such that $u \mapsto f(\lambda(1-(u-1)^2))$ defines a function of $G^+_\tau(1, B)$. Analogously, we define $G^>_\tau(\lambda, B)$ to be the space of all $B$-valued functions $f$ such that $u \mapsto f(\lambda(1+(u-1)^2))$ defines a function of $G^+_\tau(1, B)$.

Equivalently, $G^<_\tau(\lambda, B)$ or $G^>_\tau(\lambda, B)$ is the set of the functions $f$ which are analytic in some open set whose boundary is a cardioid $\Delta^<_\lambda$ or $\Delta^>_\lambda$ with its cusp at $\lambda$ and its axis tangent to $S^1$ at $\lambda$, oriented according to the picture above (such a cardioid $\Delta^<_\lambda$ is nothing but the image of some disk $\Delta$ by $u \mapsto \lambda(1 \pm (u-1)^2)$), and for which there exist a formal series $\sum_{n \geq 0} a_n Q^n \in B[[Q]]$ and positive numbers $c_0, c_1$ such that

$$\forall N \geq 0, \forall q \in \Delta^\pm, \|f(q) - \sum_{0 \leq n \leq N-1} a_n (q - \lambda)^n\| \leq c_0 c_1^N \Gamma(1 + 2\tau N) |q - \lambda|^N.$$ 

Thus such a function admits Gevrey-$2\tau$ asymptotics inside the cardioid. In particular, for $\tau = 1$, we observe that $G^<_1(\lambda, B)$ and $G^>_1(\lambda, B)$ are quasianalytic spaces whose members admit Gevrey-2 asymptotics at $\lambda$.

**Definition 4.3** We define two mappings $\Sigma^<_\lambda, \Sigma^>_\lambda : \ell^1(\mathcal{R}, B) \to \mathcal{O}(\mathbb{D} \cup \mathbb{E}, B)$ by the formulas

$$\Sigma^\pm_\lambda(a)(q) = \sum_{\Lambda \in \mathcal{R} \cap S^\pm_\lambda} \frac{a_\Lambda}{q - \Lambda} \quad \text{if} \quad a = (a_\Lambda)_{\Lambda \in \mathcal{R}} \in \ell^1(\mathcal{R}, B),$$

where $S^<_\lambda = \{ e^{2\pi i x}, x \in [\alpha - 1/2, \alpha[ \}$ and $S^>_\lambda = \{ e^{2\pi i x}, x \in ]\alpha, \alpha + 1/2[ \}$.

This way, we obtain a decomposition of any Borel-Wolff-Denjoy series with poles in $\mathcal{R}$ : if $\lambda \notin \mathcal{R}$, $\Sigma_\lambda = \Sigma^<_\lambda + \Sigma^>_\lambda$ (if $\lambda \in \mathcal{R}$, one should add the contributions of $\lambda$ and $-\lambda$). This is quite reminiscent of the decomposition of the fundamental solution at the beginning of the proof of Theorem 3.5, except that the starting point there was Lemma 3.4 which decomposes the function according to its poles with respect to $h = \frac{1}{2\pi i} \log \frac{q}{\lambda}$ rather than with respect to $q$. 

52
Lemma 4.3 Let \( r \in [0,1] \). If \( \lambda \in \mathbb{DC}_r \) with \( \tau = 1 \) or \( \tau \geq 2 \), the inclusions \( \Sigma^<_\lambda(S(r,B)) \subset \mathcal{G}^<_r(\lambda,B) \) and \( \Sigma^>_\lambda(S(r,B)) \subset \mathcal{G}^>_r(\lambda,B) \) hold.

Proof: Follow the lines of the proof of Theorem 4.1, in particular adapt Lemma 4.1 and choose for \( K \) a compact set bounded by a cardioid (\( \beta = 3/2 \)).

For our purpose the previous lemma will not be of any particular interest for \( \tau = 1 \), i.e. for resonant points, whereas for \( \tau = 2 \) it has the advantage of letting appear the quasianalytic spaces \( \mathcal{G}^>_{1/2}(\lambda,B) \) in connection with constant-type points. But of course, for a given Borel-Wolff-Denjoy series \( f = \sum R(a) \), instead of dealing with \( f \) itself that result only tells that two series \( \sum^<_\lambda(a) \) and \( \sum^>_\lambda(a) \), whose sum is \( f \), belong to \( \mathcal{G}^>_{1/2}(\lambda,B) \) or \( \mathcal{G}^>_{1/2}(\lambda,B) \), and adding functions belonging to different quasianalytic classes is known to be a delicate matter (cf. Mandelbrojt’s theorem quoted in [Th] or [E3], but also [P2]). In fact, in our situation, the relevant question is to know whether we can recover the series \( \sum^<_\lambda(a) \) and \( \sum^>_\lambda(a) \) directly from \( f \). A first answer is provided by the following

Lemma 4.4 Assume \( \lambda \in \mathbb{DC}_r \) with \( \tau \geq 2 \). Let \( r \in [0,1] \), \( a \in S(r,B) \) and \( q \in \mathbb{D} \cup \mathbb{E} \). One can write

\[
\sum^<_\lambda(a)(q) = \frac{1}{2\pi i} \int_{\Gamma^<_\lambda(q)} \frac{\sum R(a)(q_1)}{q_1 - q} \, dq_1, \quad \sum^>_\lambda(a)(q) = \frac{1}{2\pi i} \int_{\Gamma^>_\lambda(q)} \frac{\sum R(a)(q_1)}{q_1 - q} \, dq_1,
\]

if \( \Gamma^<_\lambda(q) \) (resp. \( \Gamma^>_\lambda(q) \)) is a simple loop with anticlockwise orientation, intersecting \( S_1 \) at \( \lambda \) and \(-\lambda\) only, transversally, and enclosing the point \( q \) and the set \( S^<_\lambda \) (resp. the set \( S^>_\lambda \)).

The proof of Lemma 4.4 is left to the reader.

But the formulas above are “global” with respect to \( q \), in the sense that \( (\sum^<_\lambda(a)(q))_z \) and \( (\sum^>_\lambda(a)(q))_z \) depend there on the numbers \( (\sum R(a)(q_1))_z \). It would be more interesting to have formulas which are local in \( q \) and global in \( z \). This turns out to be possible when restricting to solutions of the cohomological equation.

Lemma 4.5 Let \( \lambda \in S^1 \setminus R \) and define the coefficients

\[
\delta^<_n(\lambda) = \frac{1}{n} \sum_{\Lambda \in R_n \cap S^<_\lambda} \Lambda^{-\ell}, \quad \delta^>_n(\lambda) = \frac{1}{n} \sum_{\Lambda \in R_n \cap S^>_\lambda} \Lambda^{-\ell}, \quad n \geq 1, \ n - 1 \geq \ell \geq 0
\]
Lemma 4.6 Let us suppose that with Taylor coefficients which can be written holomorphic functions in \(D\) (we recall that \(\delta\) define two members which is easy to check. □ which is convergent for \((x, z)\) and consider the corresponding solution \(f = f_g\), written as \(f = \Sigma_\lambda(a)\) where \(a \in S(r, B_r)\) : for all \(q \in D_{1/r} \setminus S^1\),

\[
\Sigma_\lambda^>(a)(q) = \delta_\lambda^>(q) \odot \Sigma_\lambda(a)(q), \quad \Sigma_\lambda^<(a)(q) = \delta_\lambda^<(q) \odot \Sigma_\lambda(a)(q).
\]

Proof of Lemma 4.5 : Let \(n \geq 1\) and \(0 \leq \ell \leq n - 1\). We have obviously \(|\delta_{n, \ell}(\lambda)| \leq 1\) and

\[
\delta_{n, \ell}(\lambda) + \delta_{n+1, \ell}(\lambda) = \begin{cases} 1 & \text{if } \ell = 0, \\ 0 & \text{if } 1 \leq \ell \leq n - 1. \end{cases}
\]

The Taylor series \(\sum_{\ell \geq 0, n \geq \ell + 1} \delta_{n, \ell}(\lambda)q^\ell z^n\) can be written \(zE^\lambda(qz, z)\) with a series

\[
E^\lambda(x, z) = \sum_{\ell \geq 0, r \geq 0} \delta_{\ell+1+r, \ell}(\lambda) x^{\ell} z^n
\]

which is convergent for \((x, z) \in \overline{D} \times \overline{D}\). Thus we get functions which are holomorphic for \((q, z) \in D_{1/r} \times \overline{D}\), and for each \(q \in D_{1/r}\) we get functions \(\delta_\lambda^>(q)\) and \(\delta_\lambda^<(q)\) which belong to \(B_r\) and whose sum is constant and equal to \(\delta\). □

Proof of Lemma 4.6 : It is sufficient to the consider the case of the fundamental solution, i.e. to prove those identities for \(a = \delta\). In that case, \(\Sigma_\lambda(a) = f_\delta\) and

\[
\Sigma_\lambda^>(a) = \sum_{\lambda \in \mathcal{R} \cap S^\lambda_\lambda} \frac{1}{q - \lambda} \mathcal{L}_{m(\lambda)}(z) = \sum_{n \geq 1} A_{n, \lambda}(q) z^n,
\]

with Taylor coefficients which can written

\[
A_{n, \lambda}(q) = \frac{1}{n} \sum_{\lambda \in \mathcal{R}_n \cap S^\lambda_\lambda} \frac{1}{q - \lambda}
\]

(because \(\mathcal{L}_m(z) = \sum_{n \geq m} \frac{z^n}{n}\)). The identities to be proved amount to

\[
\forall n \geq 1, \quad A_{n, \lambda}(q) = \frac{1}{q^n - 1} \sum_{\ell = 0}^{n-1} \delta_{n, \ell}(\lambda) q^\ell,
\]

which is easy to check. □
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**Definition 4.4** For $\tau > 0$ and $r > 0$, we define $G^\circ_\tau(\lambda, B_r)$ to be the subspace of $G_{2\tau}(\lambda, B_r)$ consisting of all the functions $f$ such that $f \odot \delta^-_{\lambda}$ extends to a function of $G^\circ_{\tau}(\lambda, B_r)$ and $f \odot \delta^+_{\lambda}$ extends to a function of $G^\circ_{\tau}(\lambda, B_r)$.

Putting things together we obtain

**Theorem 4.4 (Quasianalyticity at constant-type points)** Let $\lambda \in DC_\tau$ with $\tau \geq 2$. For each $r \in ]0,1[$, the fundamental solution $f_\delta$ belongs to the space $G^\circ_{\tau/2}(\lambda, B_r)$, which is quasianalytic at $\lambda$ if $\tau = 2$. Thus, if $0 < r_2 < r_1$ and $g \in B_{r_1}$, the corresponding solution $f_g$ belongs to the space $G^\circ_{\tau/2}(\lambda, B_{r_2})$, which is quasianalytic at $\lambda$ if $\tau = 2$.

This means in particular that a solution $f$ can be recovered from its asymptotic expansion $\tilde{f}$ at a constant-type point $\lambda$ by computing and “resumming” independently the series $\tilde{f} \odot \delta^-_{\lambda}$ and $\tilde{f} \odot \delta^+_{\lambda}$.
5. Conclusions and applications

In this final Chapter we first describe an unexpected connection of our work with a conjecture by Gammel. Then we apply the results of Section 3.2 to the problem of linearization of analytic diffeomorphisms of the circle and we briefly sketch how the results of Section 4.2 can be generalized to a nonlinear small divisor problem.

5.1 Gammel’s series

In a paper [Gam] published in 1974 Gammel studied the convergence of Padé approximants to quasianalytic functions beyond natural boundaries (see also [GN]). In particular he considered the Borel-Wolff-Denjoy series

\[ G(q) = \sum_{m=2}^{\infty} \sum_{\Lambda \in \mathbb{R}^*} \frac{e^{-m}}{q - \Lambda}. \]  

(5.1)

As we have seen in our discussion in Section 2.2 this defines two complex-valued holomorphic functions, one in \( D \) and the other in \( E \), which have the unit circle as a natural boundary of analyticity. Gammel asked whether the function defined in \( D \) could be continued to the one defined in \( E \) through the natural boundary, as his numerical results suggested.\(^6\)

Here we want to show how our results give an affirmative answer to this question, but we leave untouched the question of the connection between convergence of Padé approximants and quasianalyticity.

**Theorem 5.1** There exist \( r > 1 \) and \( g \in B_r \) such that the function \( \chi(q,z) = q^{-1}(f_g(q,z) - f_g(0,1)) \) satisfies \( \chi(q,1) = G(q) \) for all \( q \in D \cup E \). As a consequence,

i) for all \( \Lambda_0 \in R \), Gammel’s series \( G \) belongs to the space \((q - \Lambda_0)^{-1}G_1(\Lambda_0, C)\), which is quasianalytic at \( \Lambda_0 \);

ii) for all \( \lambda \in DC \) and \( r' \in ]1,r[ \), the function \( \chi \) belongs to the space \( G_1^{q}(\lambda, B_{r'}) \), which is quasianalytic at \( \lambda \).

All the results on the Whitney smoothness and monogenic dependence with respect to \( q \) proved in the previous sections apply to the function \( \chi \), thus to Gammel’s series \( G \).

As for quasianalyticity, Part i) shows that the function \( G \) in \( E \) can be recovered from the knowledge of \( G|_D \) : one can choose any resonance \( \Lambda_0 \) and use Borel-Laplace summation of the asymptotic expansion at \( \Lambda_0 \). Part ii) yields another possibility, using the asymptotic expansion at any constant-type point \( \lambda \), but for \( \chi(q,z) \) rather than for \( G \) itself : the dependence on \( z \) is essential for that kind of quasianalyticity.

\(^6\) More precisely, Gammel asked whether the series (5.1) belongs to some quasianalytic space of Borel-Wolff-Denjoy series, and he showed numerically that the Padé approximants \([N/N + 1]\) of \( G \) at \( q = 0 \) compute the value of \( G \) at \( q = 2 \) within numerical accuracy. Since the Padé approximants depend only on the Taylor series of \( G \) at \( q = 0 \), this suggested that one could continue quasianalytically \( G \) beyond its natural boundary \( S^1 \).

\(^7\) Gammel’s numerical results showing convergence of Padé approximants of \( G \) beyond its circle of convergence could probably be justified by adapting [GN] (which deals with the classical quasianalytic class of Borel-Wolff-Denjoy series of the form \( \sum_{\nu=1}^{\infty} \frac{A_{\nu}}{(1 - q\nu)^{\alpha_{\nu}}} \) with \( \alpha_{\nu} \) dense on the unit circle but \( |A_{\nu}| \leq C e^{-\nu^{1+\varepsilon}} \) for some \( \varepsilon > 0 \), which is not true for \( G(q) \) which has \( |A_{\nu}| \approx \exp(-\sqrt{\nu}) \)).
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Proof: Let $A_1 = 0$, $A_m = e^{-m}$ for $m \geq 2$. Denoting by $\varphi$ Euler’s totient function, $\varphi(m) = \text{card } R_m^*$, we have

$$\sum_{\Lambda \in R_m^*} \frac{1}{q - \Lambda} = q^{-1}(\varphi(m) + \sum_{\Lambda \in R_m^*} \frac{\Lambda}{q - \Lambda}),$$

thus

$$G(q) = q^{-1}(F(q) - F(0)), \quad \text{with } F(q) = \sum_{m \geq 1} \sum_{\Lambda \in R_m^*} \frac{\Lambda A_m}{q - \Lambda}.$$ 

In view of Proposition A2.1, we only need to find $g(z) = \sum_{n \geq 1} g_n z^n$ such that

$$A_m = (g \circ L_m)|_{z=1} = \sum_{j \geq 1} \frac{g_m j}{m^j}, \quad m \geq 1. \quad (5.2)$$

Since $\sum m|A_m| < \infty$, we can use Möbius inversion formula ([HW], Theorem 270, p. 237): we set

$$g_n = n \sum_{j \geq 1} \mu(j) A_{nj}, \quad n \geq 1,$$

where the Möbius function $\mu(j)$ is defined by $1$ if $j = 1$, $(-1)^r$ if $j$ is the product of $r$ distinct primes, and $0$ if $j$ has a squared factor. This yields a solution of (5.2), because of the relation $\sum_{d|\nu} \mu(d) = 1$ if $n = 1$ and $0$ if $n \geq 2$. We observe that the radius of convergence of $g(z)$ is $> 1$.

In the previous example, one can check moreover that $g(z)$ has a radius of convergence equal to $e$ and that it defines a meromorphic function:

$$g(z) = -e^{-1} z + z \sum_{j \geq 1} \mu(j) \frac{e^{-j}}{(1 - z e^{-j})^2}.$$ 

The constant $\chi(0, 1)$ involved in the description of $G(q)$ is

$$\sum_{m=2}^{\infty} e^{-m} \varphi(m) = 0.311413131378555402046127705506\ldots$$

As is easily seen from the above proof, the statement of Theorem 5.1 holds for any series

$$G(q) = \sum_{m=2}^{\infty} \sum_{\Lambda \in R_m^*} \frac{A_m}{q - \Lambda}$$

with $\limsup |A_m|^{1/m} < 1$. But Gammel studies also in his paper the example corresponding to $A_m = e^{-\sqrt{m}}$, for which quasianalyticity seems to fail as well as the convergence of Padé approximants. Indeed, in that case, or more generally if $\sum m|A_m| < \infty$ but $\limsup |A_m|^{1/m} = 1$, our arguments do not apply any longer: there is a series $g(z)$ such that $G(q) = q^{-1}(f_g(q) - f_g(0, 1))$, but it has a radius of convergence equal to 1, which prevents us to take $r > 1$ and thus to conclude anything for those series.

5.2 An application to the problem of linearization of analytic diffeomorphisms of the circle
S. Marmi and D. Sauzin

As already mentioned in the introduction, the problem of the local conjugacy of analytic diffeomorphisms of the circle leads to the linearized equation (1.3). Here we show how one can use the results of Section 3.2 on the existence at Diophantine points of Gevrey asymptotic expansions of monogenic functions in order to make a recent result of E. Risler [Ris] more precise.

Let $\Delta > 0$, $\varepsilon > 0$, $\alpha \in \mathbb{C}$, $\mu \in \mathbb{C}$. Following [Ris] we define:

$$B_\Delta = \{ z \in \mathbb{C} \mid |\Re m z| < \Delta \},$$

$$B_\Delta (\alpha) = \{ z \in \mathbb{C} \mid -\Delta < \Re m z < \Delta + \Re m \alpha \text{ if } \Re m \alpha \geq 0,$$

$$-\Delta + \Re m \alpha < \Re m z < \Delta \text{ if } \Re m \alpha \leq 0 \},$$

$$D(\Delta) = \{ G : B_\Delta \to \mathbb{C} \text{ analytic and commuting with integer translations } \},$$

$$D(\Delta, \alpha) = \{ G : B_\Delta (\alpha) \to \mathbb{C} \text{ analytic and commuting with integer translations } \},$$

$$D_{\mu}(\Delta) = \{ G \in D(\Delta) \mid \int_0^1 (G(z) - z)dz = \mu \},$$

$$D_{\mu}(\Delta, \alpha) = \{ G \in D_{\mu}(\Delta, \alpha) \mid \sup_{z \in B_\Delta} |G(z) - z - \mu| < \varepsilon \},$$

$$D_{\varepsilon}(\Delta) = \bigcup_{\mu \in \mathbb{C}} D_{\mu}(\Delta),$$

$$D_{\mu}(\Delta, \alpha) = \{ G \in D(\Delta, \alpha) \mid \int_0^1 (G(z) - z)dz = \mu \},$$

$$D_{\mu}(\Delta, \alpha) = \{ G \in D_{\mu}(\Delta, \alpha) \mid \sup_{z \in B_\Delta (\alpha)} |G(z) - z - \mu| < \varepsilon \},$$

$$D_{\varepsilon}(\Delta, \alpha) = \bigcup_{\mu \in \mathbb{C}} D_{\mu}(\Delta, \alpha).$$

We will denote with $D^{\delta, inj}_{\mu}(\Delta, \alpha)$ the set of maps in $D_{\mu}(\Delta, \alpha)$ which are injective on $B_\Delta (\alpha)$.

Let $\gamma > 0$, $\kappa > 0$, $\delta > 0$ and $\beta > 0$. We consider the approximation function

$$\psi(m) = \gamma \exp \left( -\frac{m}{(\log m)^{1+\beta}} \right),$$

and the associated domain $C_{\psi, \kappa, \delta, d}$ as in Definition 2.4. We retain from Theorem 4, p. 12 of [Ris], the following slightly weaker result:

**Theorem 5.2 (Local conjugacy of analytic diffeomorphisms of the circle with real or complex rotation numbers)** For all $\Delta > \delta > 0$ there exist $\varepsilon > 0$ and a continuous map

$$(\alpha, F) \in C_{\psi, \kappa, \delta, d} \times D^{\varepsilon}(\Delta) \mapsto (\ell(\alpha, F), h_{\alpha, F}) \in \mathbb{C} \times D^{\delta, inj}_{\mu}(\Delta - \delta, \alpha)$$

such that for all $(\alpha, F) \in C_{\psi, \kappa, \delta, d} \times D^{\varepsilon}(\Delta)$ and for all $z \in B_{\Delta - \delta}$ one has

$$\ell(\alpha, F) + F(h_{\alpha, F}(z)) = h_{\alpha, F}(z + \alpha).$$

Moreover the map (5.4) is analytic on $\text{int}(C_{\psi, \kappa, \delta, d}) \times D^{\varepsilon}(\Delta)$ and, for all $F \in D^{\varepsilon}(\Delta)$, the function

$$\ell_F : \alpha \in C_{\psi, \kappa, \delta, d} \mapsto \ell(\alpha, F) \in \mathbb{C}$$

is $C^\infty$-holomorphic.

Theorem 5.2 is indeed a generalization of Yoccoz’s theorem [Y1,Y2,Y3] on the linearization of analytic diffeomorphisms of the circle close to rotations (inasmuch as rotation numbers are allowed
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to be complex) and of Herman’s [He] theorem (see also Arnol’d [Ar]) since the required arithmetical
condition is weaker (in [He] the real rotation numbers are assumed to be Diophantine of exponent
\(\tau \in [0, 1]\)). The statement in [Ris] is slightly more general than Theorem 5.2 since, instead of
using an approximation function, the real rotation numbers belong to any fixed relatively compact
subset of the set of Brjuno numbers (w.r.t. a topology, finer than the topology induced by the
usual one of \(\mathbb{R}\), induced by the embedding of the Brjuno numbers into the space \(\ell^1\) of summable
sequences: see [Ris, pp. 6–9] for details).

The choice of the two positive constants \(\gamma\) and \(\beta\) in the definition of the approximation
function (5.3) is arbitrary. Let \(\psi_j\) denote the approximation function obtained choosing
\(\gamma = \gamma_j, \beta = \beta_j\) where \((\gamma_j)_{j \in \mathbb{N}}\) and \((\beta_j)_{j \in \mathbb{N}}\) are two positive decreasing sequences which tend to 0. From
the previous theorem it follows that

\[ \ell_F \in \mathcal{M}(\{(K_j)_{j \in \mathbb{N}}, \mathbb{C}\}), \quad K_j = C_{\psi_j, \kappa, d}. \]

We define the Gevrey classes \(\tilde{G}_\tau(y, \mathbb{C})\) for \(\tau > 0\) and \(y \in \mathbb{R}\) simply by substituting the unit circle \(S^1\)
with the real line in Definitions 3.1 and 3.2.

**Theorem 5.3** Let \(y \in DC_{\tau}\). The function \(\ell_F\) belongs to \(\tilde{G}_{\tau'}(y, \mathbb{C})\) for all \(\tau' > \tau\).

**Proof:** This is a minor adaptation of Theorem 3.3. Following Section 3.2 very closely, it is
immediate to adapt the first part of the proof of Lemma 3.2 in order to see that \(y \in C_{\psi_j, \kappa, d}\); in
fact the whole statement of Lemma 3.2 holds because again the points \(\zeta_{n/m}\) lie between two curves
with an infinite order of tangency to the real axis.

We then follow the proof of Theorem 3.3 and obtain inequalities which are analogous to (3.3)
but involve \(\psi_j(m)\) instead of \(\text{const } e^{-\alpha m}\). In order to conclude we only need to show that, for
all \(j\) large enough and for all \(\tau' > \tau\), there exist two positive constants \(c_0, c_1\) such that

\[ \forall N \geq 1, \quad \sum_{m=1}^{\infty} m^{\tau(N+2)} \psi_j(m) \leq c_0 c_1^N \Gamma(\tau' (N + 2)) \]

But this is an easy consequence of the fact that for all \(\varepsilon > 0\) one has \(\lim_{m \to +\infty} \exp(m^{1-\varepsilon})\psi_j(m) = 0\)
and one can therefore bound the above series using the integral

\[ \int_1^{+\infty} x^{\tau(N+2)} \exp(-x^{1-\varepsilon})dx \leq \frac{1}{1-\varepsilon} \Gamma \left( \frac{\tau(N + 2) + \varepsilon}{1 - \varepsilon} \right). \]
5.3 An application to a nonlinear small divisor problem (semi-standard map)

In Section 4.2 we have studied the behaviour of the solution \( f(q, z) \) of the linear equation

\[
f(q, qz) - f(q, z) = g(z)
\]

for \( q \) close to a resonance \( \Lambda_0 = e^{2\pi in_0/m_0} \). For \( q \) inside or outside the unit circle \( S^1 \), the solution could be recovered from its asymptotic series via Borel-Laplace summation:

\[
t f(\Lambda_0(1 + t), z) = g \odot L_{m_0} + \int_0^{\pm \infty} \hat{\Phi}(\xi, z) e^{-\xi/t} d\xi,
\]

and the analytic continuation of the Borel transform \( \hat{\Phi} \) w.r.t. \( \xi \) was carefully investigated.

We now indicate briefly that the same techniques can be adapted to a particular nonlinear equation. The reader is referred to a forthcoming paper for the proof of what follows. As for the motivation, the reader is referred to [BMS] where the connection between this nonlinear equation and the invariant circles of the Semi-Standard Map is explained.

We restrict ourselves to \( \Lambda_0 = 1 \) and inquire about the behaviour near that “resonance” of the solution \( F(q, z) \) of the equation

\[
F(q, qz) - 2F(q, z) + F(q, q^{-1}z) = -ze^{F(q, z)}.
\] (5.7)

There is an analytic solution \( F \) which, for each \( q \in \mathbb{D} \cup E \), is analytic for \( z \) close to the origin and which is characterized by \( F(q, 0) = 0 \). It is shown in [BMS] that, as \( q \) tends non-tangentially to 1, \( F(q, (q - 1)^2z) \) tends to \(-2\log(1 + z/2)\) (in that paper the non-tangential limit is computed for the other resonances as well). We now claim that this limit is nothing but the beginning of a Gevrey-1 asymptotic expansion and give some indications about the corresponding Borel transform.

We define the moving singular half-lines to be the half-lines \( \pm \zeta_b(z)[1, +\infty[ \) for \( b \in \mathbb{Z} \), with

\[
\zeta_b(z) = 2\pi(-i \log z + i \log 2 + \pi + 2\pi b).
\]

**Theorem 5.4** There is an analytic function \( \hat{F}(\xi, z) \) which, for each \( z \in \mathbb{D}_2 \), is holomorphic for \( \xi \) in the complement of the half-lines \( \pm \zeta_b(z)[1, +\infty[ \) and has at most exponential growth on the lines passing through the origin and avoiding the points \( \zeta_b(z) \), such that

\[
F(1 + t, t^2z) = -2\log(1 + z/2) + \int_0^{\pm \infty} \hat{F}(\xi, z) e^{-\xi/t} d\xi.
\]

In particular \( F \in G_1(1, zH^\infty(\mathbb{D}_r)) \) for \( 0 < r < 2 \).

The main difference with respect to the linear case is the necessity of rescaling the variable \( z \) when \( q \) approaches 1, instead of simply multiplying \( f(q, z) \) by some regularizing factor like \( t = q - 1 \), and this is precisely due to the nonlinear character of (5.7). The analysis is of course more complicated, one needs to iterate a work which is analogous to that of Section 4.2, and this is why we restricted ourselves to the first resonance (\( \Lambda_0 = 1 \)) and to the holomorphic star of \( \hat{F} \) with respect to \( \xi \). The case of the other resonances should be tractable. We suspect that \( F(1 + t, t^2z) \) is resurgent with respect to \( t \), i.e. that \( \hat{F}(\xi, z) \) can be analytically continued with isolated singularities only, but this is probably much more difficult to prove.
Appendix

A.1 Hadamard’s product

Definition A1.1 The Hadamard product of two formal series

\[ A(z) = \sum_{j \geq 0} a_j z^j, \quad B(z) = \sum_{j \geq 0} b_j z^j \]

is the formal series

\[ (A \odot B)(z) = \sum_{j \geq 0} a_j b_j z^j. \]

If \( A \) and \( B \) are convergent power series with radii of convergence \( r_A \) and \( r_B \) then \( A \odot B \) converges on the disk of radius \( r_A r_B \).

We refer to [Be] for a detailed study of Hadamard algebras, i.e. algebras of formal power series in one variable with the product given by the Hadamard product.

The topological complex vector space \( \mathbb{C}\{z\} \) with the product \( \odot \) is a commutative complex algebra with unit \( \delta(z) = \sum_{j=0}^{\infty} z^j \). The Hadamard product is a convolution: if \( A, B \in \mathbb{C}\{z\} \) and \( \gamma \) is a simple continuous curve around the origin, contained in the convergence domain of \( A \) and \( B \), one has

\[ (A \odot B)(z) = \frac{1}{2\pi i} \int_{\gamma} A(w)B\left(\frac{z}{w}\right) \frac{dw}{w} \]

for \( |z| \) small enough. The celebrated Hadamard Multiplication Theorem states that \( A \odot B \) has in all sheets of its Riemann surface singularities at most at points lying over \( \alpha \cdot \beta \), where \( \alpha \) is a nonregular point of \( A \) and \( \beta \) is a non regular point of \( f \), and possibly at points lying over the origin [Sc]. A less general but more precise statement can be given as follows.

Let \( \Omega \) be an open subset of \( \mathbb{C} \) and let \( \mathcal{O}(\Omega) \) denote the topological complex vector space of all functions which are holomorphic on \( \Omega \) with the usual locally convex topology given by uniform convergence on compact subsets of \( \Omega \).

Let \( \Omega_1, \Omega_2 \) denote two open subset of \( \mathbb{C} \) such that \( 0 \in \Omega_1 \cap \Omega_2 \) and define

\[ \Omega_1 \odot \Omega_2 = \mathbb{C} \setminus \{ z \in \mathbb{C} \mid z = z_1 z_2, z_i \notin \Omega_i, i = 1, 2 \} . \]

Then Hadamard’s Theorem can be stated as follows ([Mü]) :

**Theorem A1.1** Let \( \Omega_1, \Omega_2 \) be as above, and let \( L \in \mathcal{O}(\Omega_1) \). There exists a unique continuous linear mapping \( H_L \) from \( \mathcal{O}(\Omega_1) \) into \( \mathcal{O}(\Omega_1 \odot \Omega_2) \) such that, for all \( \varphi \in \mathcal{O}(\Omega_2) \) and for all \( z \) with sufficiently small modulus, one has

\[ (H_L \varphi)(z) = (L \odot \varphi)(z). \]

In fact, we use mostly the case of functions analytic and bounded in disks, for which we have the following easy result (with the notation \( B_r = z \mathcal{H}^\infty(\mathbb{D}, r) \) for all \( r > 0 \)) :

**Lemma A1.1** Let \( 0 < \rho' < \rho \) and \( L \in B_{\rho'}/\rho' \). The Hadamard product defines a bounded operator \( \varphi \in B_{\rho} \mapsto L \odot \varphi \in B_{\rho'} \), whose operator norm is \( \leq \|L\|_{B_{\rho'}/\rho} \).
A.2 Some elementary properties of the fundamental solution

In this appendix we collect the statement and the proof of some elementary properties of the fundamental solution already used in the Introduction.

Lemma A2.1 Let \( \delta = z(1 - z)^{-1} \). If \( q \in \mathbb{C}^* \setminus \mathcal{R} \), the series
\[
\sum_{\Lambda \in \mathcal{R}} \left( \frac{q}{\Lambda} - 1 \right)^{-1} \mathcal{L}_{m(\Lambda)}
\]
converges to \( f_\delta(q, \cdot) \) in \( \mathbb{C}[[z]] \).

Proof: The valuation of \( \mathcal{L}_{m(\Lambda)} \) is \( m(\Lambda) \) and for each \( m \) the set \( \mathcal{R}_m^* \) is finite. The series \( f \) mentioned in the above lemma converges thus formally, and it can be rewritten as
\[
f = \sum_{m \geq 1} \sum_{\Lambda \in \mathcal{R}_m^*} \sum_{j \geq 1} \frac{z^j}{jm} \left( \frac{q}{\Lambda} - 1 \right)^{-1} = \sum_{(m,j) \in \mathbb{N}^* \times \mathbb{N}^*} \sum_{\Lambda \in \mathcal{R}_m^*} \frac{z^j}{jm} \left( \frac{q}{\Lambda} - 1 \right)^{-1}.
\]
By reordering the terms of the summable family indexed by \( \mathbb{N}^* \times \mathbb{N}^* \), one finds
\[
f = \sum_{\ell \geq 1} \sum_{m|\ell} \sum_{\Lambda \in \mathcal{R}_m^*} \frac{z^{\ell / m}}{\ell} \left( \frac{q}{\Lambda} - 1 \right)^{-1} = \sum_{\ell \geq 1} \frac{z^{\ell}}{\ell} \sum_{\Lambda \in \mathcal{R}_\ell} \left( \frac{q}{\Lambda} - 1 \right)^{-1}.
\]
In the coefficient of \( z^\ell \) one recognizes the decomposition into simple elements of the corresponding coefficient in
\[
f_\delta(q, z) = \sum_{\ell \geq 1} \frac{z^\ell}{q^\ell - 1}.
\]
\( \square \)

By means of the Hadamard product, the “decomposition into simple elements” just proved for the fundamental solution can be extended to the general solution \( f_g \) of (1.1):

Proposition A2.1 Let \( g \in \mathbb{C}[[z]] \). If \( q \in \mathbb{C}^* \setminus \mathcal{R} \), the series
\[
\sum_{\Lambda \in \mathcal{R}} \left( \frac{q}{\Lambda} - 1 \right)^{-1} g \odot \mathcal{L}_{m(\Lambda)}
\]
converges to \( f_g \) in \( \mathbb{C}[[z]] \).

Proof: The identities
\[
g = g \odot \delta, \quad f_g = g \odot f_\delta
\]
are evident. On the other hand, for any summable family \( (f_j)_{j \in J} \) de \( \mathbb{C}[[z]] \), the family \( (g \odot f_j)_{j \in J} \) is summable (because the Hadamard product with a formal series \( g \) does not decrease the valuation), and
\[
g \odot \sum_{j \in J} f_j = \sum_{j \in J} g \odot f_j.
\]
The result follows then from Lemma A2.1.  \( \square \)
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Lemma A2.2 \ Let \( S = \{ q = e^{2\pi i x} \mid x \in \mathbb{R} \setminus \mathbb{Q}, \limsup_{k \to \infty} \frac{\log m_{k+1}}{m_k} = +\infty \} \).

where \((n_k/m_k)_{k \geq 1}\) is the sequence of the convergents to \( x \) (see Appendix A.3 for its definition and properties). For each \( q \in S \) the fundamental solution \( f_\delta(q,z) = \sum_{n \geq 1} z^n q^{n-1} \) diverges. \( S \) is a \( G_\delta \)-dense subset of \( S^1 \) of measure zero. On the contrary, if \( q = e^{2\pi i x} \) and \( \limsup_{k \to \infty} \frac{\log m_{k+1}}{m_k} \leq M \), then \( f_\delta(q,z) \) converges in the disk \(|z| < e^{-M}\).

Proof: The divergence of \( f_\delta \) when \( q \in S \) is well-known ([HL], [Sim]), together with the convergence statement. \( S \) is a \( G_\delta \)-dense in \( S^1 \), since it is immediate to check that
\[
S = \bigcap_{j \geq 0} \bigcup_{n/m} \{ q = e^{2\pi i x} \mid |x - n/m| < e^{-jm/m} \}.
\]
This also shows that \( S \) has measure zero. \( \square \)

A.3 Some arithmetical results. Continued fractions

Let \([x]\) denote the usual integer part of a real number \( x \), \( \{x\} \) its fractional part : \( \{x\} = x - [x] \). Let \( G = \sqrt[2]{5} + 1 \), \( g = G^{-1} = \sqrt[2]{5} - 1 \).

To each \( x \in \mathbb{R} \setminus \mathbb{Q} \) we associate its continued fraction expansion as follows. Let
\[
x_0 = x - [x], \quad a_0 = [x],
\]
then one obviously has \( x_0 = a_0 + x_0, a_0 \in \mathbb{Z}, x_0 \in ]0,1[, \) We will consider the iteration of the Gauss map \( A : ]0,1[ \to ]0,1[, A(x) = \{x^{-1}\} \) : we define inductively
\[
x_{k+1} = \left\{ \frac{1}{x_k} \right\}, \quad a_{k+1} = \left[ \frac{1}{x_k} \right].
\]
This can be done for all \( k \geq 0 \) since \( x \) is irrational, thus
\[
x_{k+1}^{-1} = a_{k+1} + x_{k+1}, \quad x_{k+1} \in ]0,1[, \quad a_{k+1} \in \mathbb{N}^*,
\]
and we have
\[
x = a_0 + x_0 = a_0 + \frac{1}{a_1 + x_1} = \ldots = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ldots}}}.
\]
We will write
\[
x = [a_0, a_1, \ldots, a_k, \ldots].
\]
The integers \( a_0, a_1, \ldots, a_k, \ldots \) are called the partial quotients of \( x \). The \( k \)th-convergent is defined by
\[
m_k \quad \frac{n_k}{m_k} = [a_0, a_1, \ldots, a_k] = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ldots}}}.
\]
and \( \frac{n_k}{m_k} \to x \) as \( k \to \infty \). It is immediate to check that the numerators \( n_k \) and denominators \( m_k \) are recursively determined by

\[
\begin{align*}
n_{-2} &= 0, & n_{-1} &= 1, & n_k &= a_k n_{k-1} + n_{k-2}, & k \geq 0; \\
m_{-2} &= 1, & m_{-1} &= 0, & m_k &= a_k m_{k-1} + m_{k-2}, & k \geq 0.
\end{align*}
\]

Moreover

\[
x = \frac{n_k + n_{k-1} x_k}{m_k + m_{k-1} x_k} \quad \text{(A 3.1)}
\]

\[
x_k = -\frac{m_k x - n_k}{m_{k-1} x - n_{k-1}}
\]

\[
m_k n_{k-1} - n_k m_{k-1} = (-1)^k. \quad \text{(A 3.2)}
\]

Let

\[
\beta_k = \prod_{i=0}^{k} x_i = (-1)^k (m_k x - n_k) \quad \text{for } k \geq 0, \quad \text{and } \beta_{-1} = 1.
\]

Then

\[
x_k = \frac{\beta_k}{\beta_{k-1}}
\]

\[
\beta_{k-2} = a_k \beta_{k-1} + \beta_k
\]

\( \ast \); From the definitions given one, easily proves by induction the following proposition (we refer, for example, to [MMY] for its proof)

**Proposition A3.1** For all \( x \in \mathbb{R} \setminus \mathbb{Q} \) and for all \( k \geq 0 \) one has

(i) \( m_{k+2} > m_{k+1} > 0 \);

(ii) \( n_k > 0 \) when \( x > 0 \) and \( n_k < 0 \) when \( x < 0 \);

(iii) \( |m_k x - n_k| = \frac{1}{m_{k+1} + m_k x_{k+1}} \), so that \( \frac{1}{2} < \beta_k m_{k+1} < 1 \);

(iv) \( \beta_k \leq g^k \).

**Remark A3.1** Note that from (iii) and (iv) one gets \( m_k \geq \frac{1}{2} G^{k-1} \).

**Remark A3.2** From (iii) one gets

\[
\frac{1}{2m_k m_{k+1}} < \frac{1}{m_k (m_k + m_{k+1})} < \left| x - \frac{n_k}{m_k} \right| < \frac{1}{m_k m_{k+1}} \quad \text{(A 3.3)}
\]

Note also that (iv) remains valid for \( x \in \mathbb{Q} \) : in this case there exists \( j \geq 0 \) such that \( x_j = 0 \) and the \( x_k \) with \( k \geq j \) are undefined; we set \( \beta_k = 0 \) for all \( k \geq j \).

A partial converse of (iii), Proposition A3.1, is provided by the following very useful Proposition (see [HW], Theorem 184, p. 153)

**Proposition A3.2** Let \( x \in \mathbb{R} \setminus \mathbb{Q} \). If \( \left| \frac{n_k}{m_k} - x \right| < \frac{1}{2m^2} \) then \( \frac{n_k}{m_k} \) is a convergent of \( x \).

The bound (iii), Proposition A3.1, on the approximation provided by the convergents implies that \( m_k |m_k x - n_k| < a_{k+1}^{-1} \). One can also prove the following ([HW], Theorem 193, p. 164)
Quasianalytic monogenic solutions of a cohomological equation

**Proposition A3.3** For each \( x \in \mathbb{R} \setminus \mathbb{Q} \), there exist infinitely many rational numbers \( \frac{n}{m} \) such that
\[
\frac{1}{\sqrt{4m^2}} < \frac{|n - x|}{m}.
\]

Among all rational approximations the convergents are the most accurate in a very precise sense:

**Proposition A3.4 (The law of best approximation)** If \( 1 \leq m \leq m_k \), \( (n, m) \neq (n_k, m_k) \) and \( k \geq 1 \), then
\[
|mx - n| > |m_kx - n_k|.
\]
Moreover, if \( (n, m) \neq (n_{k-1}, m_{k-1}) \) and \( k > 1 \), then
\[
|mx - n| > |m_{k-1}x - n_{k-1}|.
\]

For a proof see [HW], Theorem 182, p. 151–52.

**A.4 Proof of Lemma 3.3**

Let \( \alpha \in ]0, 1[ \) be a quadratic irrational number. Recall that \( \mathbb{N}^* \times \mathbb{Z} \) has been partitioned into
\[
E^- = \{ (D, N) \in \mathbb{N}^* \times \mathbb{Z} \mid N/D < \alpha \} \quad \text{and} \quad E^+ = \{ (D, N) \in \mathbb{N}^* \times \mathbb{Z} \mid N/D > \alpha \}.
\]

We define
\[
\nu_{\pm} = \kappa_{\pm}^2 = \lim \inf_{(D,N) \in E^\pm} \{ D \mid N/D - \alpha \}.
\]

Thus \( \nu_{\pm} = \nu_{\pm}(e^{2\pi i \alpha}) \) with the notation of Definition 3.6. Our aim is to find numbers \( \kappa'_+ \) and \( \kappa'_- \), and decompositions
\[
E^+ = F^+ \cup E^+ \cup A^+ , \quad E^- = F^- \cup E^- \cup A^-,
\]
with specific properties about the way the quantities \( D \mid N/D - \alpha \) approach \( \kappa_{\pm}^2 \).

Let \( P(X) \) be the polynomial of definition of \( \alpha \):
\[
P(X) = aX^2 + bX + c = a(X - \alpha)(X - \overline{\alpha}), \quad a, b, c \in \mathbb{Z}, \quad a \geq 1,
\]
\[
\alpha = \frac{-b + \varepsilon \sqrt{\Delta}}{2a}, \quad \overline{\alpha} = \frac{-b - \varepsilon \sqrt{\Delta}}{2a}, \quad \varepsilon \in \{-1, +1\}, \quad \Delta = b^2 - 4ac \geq 2.
\]

The idea is simply to use the fact that, for all \( (D, N) \in \mathbb{N}^* \times \mathbb{Z} \), the expression
\[
aN^2 + bND + cD^2 = a\left( \frac{N}{D} \right)^2 - \alpha \left( \frac{N}{D} \right) + \alpha D
\]
can assume only nonzero integral values and will allow to control the quantity \( |\frac{N}{D} - \alpha|D^2 \) when it is small.

For \( r \in \mathbb{N}^* \), we define the sets \( S^+_r \) and \( S^-_r \) by
\[
S^+_r = \{ (D, N) \in E^+ ; \quad |aN^2 + bND + cD^2| = r \quad \text{and} \quad |\frac{N}{D} - \alpha| \geq \frac{9}{10} |\alpha - \overline{\alpha}| \}.
\]

Let us denote by \( \{ \frac{m_k}{n_k} \} \) the sequence of convergents of \( \alpha \). We know that
\[
\forall p \geq 0, \quad (n_{2p}, m_{2p}) \in E^- \quad \text{and} \quad (n_{2p+1}, m_{2p+1}) \in E^+,
\]
moreover \( \{ \frac{m_k}{n_k} - \alpha |m_k^2 \} \) is bounded by 1. From that we easily deduce that, at least for some values of \( r \in \mathbb{N}^* \), the first projection of \( S^+_r \) is infinite (i.e. there are infinitely many possible “denominators” \( D \) for which there exists \( N \in \mathbb{Z} \) such that \( (D, N) \in S^+_r \)). Therefore we can define
\[
r^\pm = \min \{ r \in \mathbb{N}^* \mid \text{the first projection of } S^\pm_r \text{ is infinite} \}.
\]

We are now ready to define the sets \( A^\pm, E^\pm, F^\pm \) and the numbers \( \kappa'_+ \) and \( \kappa'_- \). For the sake of simplicity we henceforth restrict ourselves to the case of the ‘plus’ sign.
The set $S_{r^+}^+$ has an infinite first projection, whereas

$$S_{<r^+}^+ = \bigcup_{1 \leq r < r^+} S_r^+$$

has a finite first projection, and the inequality $aN^2 + bND + cD^2 \geq r^+ + 1$ holds for all $(D, N)$ in

$$S_{>r^+}^+ = \bigcup_{r > r^+} S_r^+.$$

The set $A^+$ will consist of all $(D, N) \in S_{r^+}^+$ with $D$ large enough; for them we have the identity $aN^2 + bND + cD^2 = r^+$. We define the function $\nu(\delta) = \frac{r^+ + 1}{a|\alpha - \overline{\alpha}|}$ and we pick some $\delta_0 > 0$ such that $\nu(\delta_0) > \nu = \frac{r^+}{\sqrt{\Delta}}$. Notice that

$$\nu = \frac{r^+}{\sqrt{\Delta}}.$$

We also set

$$\nu' = \nu(\delta_0) > \nu, \quad \kappa' = (\nu')^{1/2}.$$  

It will be checked that $\nu = \nu_+$ and $\kappa'_+ = \kappa'$. The following lemma will be used in order to define progressively $E^+_r$ and $F^+$:

**Lemma A4.1** For any $D_0 \in \mathbb{N}^*$, the set $\{(D, N) \in E^+ \mid D \leq D_0\}$ admits a partition $F_{D_0} \cup E_{D_0}$ with

$$\forall (D, N) \in E_{D_0}, \quad (\frac{N}{D} - \alpha)D^2 \geq \nu'.$$

**Proof:** Take $F_{D_0} = \{(D, N) \in \mathbb{N}^* \times \mathbb{Z} \mid D \leq D_0 \text{ and } |\alpha D| + 1 \leq N \leq |\alpha D| + \nu'\}$ and $E_{D_0} = \{(D, N) \in \mathbb{N}^* \times \mathbb{Z} \mid D \leq D_0 \text{ and } N > |\alpha D| + \nu'\}$, where $[.]$ denotes the integer part of a real number. \(\square\)

We will apply this lemma and treat successively each term of the partition

$$E_r^+ = \mathcal{T}^+ \cup S_{< r^+}^+ \cup S_{r^+}^+ \cup S_{> r^+}^+,$$

where $\mathcal{T}^+ = \{(D, N) \in E^+ \mid |\frac{N}{D} - \overline{\alpha}| < \frac{a}{10} |\alpha - \overline{\alpha}| \}$. We begin with $S_{< r^+}^+$. Since its first projection is finite, we decide to distribute its elements among $F^+$ and $E^+_r$ according to Lemma A4.1.

Suppose $(D, N) \in \mathcal{T}^+$. The inequality $|\frac{N}{D} - \overline{\alpha}| < \frac{a}{10} |\alpha - \overline{\alpha}|$ implies $|\frac{N}{D} - \alpha| \geq \frac{1}{10} |\alpha - \overline{\alpha}|$, thus $|\frac{N}{D} - \alpha| D^2 \geq \nu'$ as soon as $D$ is large enough, say $D > D_0$. Thus we put $\mathcal{T}^+ \cap \{D > D_0\}$ in $E^+_r$ and we distribute the elements of $\mathcal{T}^+ \cap \{D \leq D_0\}$ among $F^+$ and $E^+_{\nu'}$ according to Lemma A4.1.

Suppose $(D, N) \in S_{> r^+}^+$. We know that

$$\frac{N}{D} - \alpha | D^2 = \frac{aN^2 + bND + cD^2}{a|\frac{N}{D} - \alpha|} \geq \frac{r^+ + 1}{a|\frac{N}{D} - \alpha|}.$$  

Either $0 < \frac{N}{D} - \alpha \leq \delta_0$, and therefore $|\frac{N}{D} - \overline{\alpha}| \leq |\alpha - \overline{\alpha}| + \delta_0$ and

$$\frac{(\frac{N}{D} - \alpha)D^2}{a|\alpha - \overline{\alpha}| + \delta_0} = \nu';$$

or $\frac{N}{D} - \alpha > \delta_0$, and $|\frac{N}{D} - \alpha| D^2 \geq \nu'$ as soon as $D$ is large enough, say $D > D_0$.

Thus we distribute the elements of $S_{> r^+}^+ \cap \{\frac{N}{D} - \alpha > \delta_0 \text{ and } D \leq D_0\}$ among $F^+$ and $E^+_{\nu'}$ according to Lemma A4.1, and the rest goes in $E^+_{\nu'}$.
Finally we suppose \((D, N) \in S_{r^+}^+\). We observe that
\[
\frac{N}{D} - \alpha \geq \frac{r^+}{a|N - \alpha|} \leq \frac{r^+}{a|\alpha - \alpha|} = D_0,
\]
thus \(0 < N - \alpha D \leq \frac{D_0}{D^2}\), and necessarily \(N = [\alpha D] + 1\) as soon as \(D > D_0\). We define
\[
A^+ = \{ (D, N) \in S_{r^+}^+ \mid D > D_0 \}
\]
and apply once more Lemma A4.1 in order to distribute the elements of \(A^+ \cap \{D \leq D_0\}\) among \(F^+\) and \(E^+_*\). This way \(A^+\) consists of a sequence \(\{D, N(D)\}_{D \in D^+}\), where \(D > D_0\) and \(N(D) = [\alpha D] + 1\). Because of the inequalities \(0 < \frac{N}{D} - \alpha \leq \frac{D_0}{D^2}\), \(D \geq D_0\),

\[
\frac{N(D)}{D} \to \alpha \quad \text{as} \quad D \to \infty, \quad D \in D^+
\]

and \(\frac{N(D)}{D} - \alpha \geq \frac{r^+}{a|N(D) - \alpha|} \to \frac{r^+}{a|\alpha - \alpha|} = \nu \quad \text{as} \quad D \to \infty, \quad D \in D^+\).

At this stage, we have obtained a partition of \(E^*_+\) as \(F^+ \cup E^*_+ \cup A^+\) which shows that \(\nu = \nu_+\).

We choose \(\kappa'_+ = \kappa'_\), so that \(F^+\) and \(E^*_+\) satisfy the properties announced in Lemma 3.3. There only remains to study more accurately the set \(A^+\).

For \(D \in D^+\), we define
\[
\rho^+(D) = \left( \frac{N(D)}{D} - \alpha \right) D^2 - \nu = \frac{r^+}{a|N(D) - \alpha|} - \frac{r^+}{a|\alpha - \alpha|}.
\]

An easy computation shows that
\[
D\rho^+(D) = \frac{1}{|\alpha - \alpha|} \left( \frac{r^+}{a(N(D) - \alpha)} \right)^2 \frac{1}{D} \sim \frac{(r^+)^2}{a^2|\alpha - \alpha|^3} \cdot \frac{1}{D^2}.
\]

This proves that \(D\rho^+(D)\) tends to 0 as \(D\) tends to infinity.

The convergence of the series \(\sum_{D \in D^+} D^{-1/2}\) will be guaranteed by the following

**Lemma A4.2**
\[
\exists \beta > 0 \quad \forall D, D' \in D^+, \quad D < D' \Rightarrow D' - D \geq \beta D.
\]

**Proof:** Suppose \(D, D' \in D^+\) with \(D < D'\). We introduce the notations
\[
D' = D + x, \quad x \in \mathbb{N}^*, \quad N^+(D') = N^+(D) + y, \quad y \in \mathbb{Z}, \quad \nu^+(D) = \left( \frac{N^+(D)}{D} - \alpha \right) D^2, \quad z = y - \alpha x.
\]

In fact, in what follows, only \(D \in D^+\) will be considered as a free variable, and \(x \in \mathbb{N}^*\) is considered as another variable subject to the condition \(D + x \in D^+\). The other quantitites are functions of \(D\) and \(x\), and we want to bound from below \(D^{-1}x\) for large \(D\).
Thus in particular $\beta = \min D < D^*$.

Similarly, since $D < D^*$, we saw earlier that

$\psi_1 D = \psi_1 D$.

Here and below the symbol $D$ involves a uniformness statement with respect to $x$. We can compute

$-Dz = (1 + x)(\nu(D)) - D(\nu(D')) = x\nu(D) + D(\nu(D) - \nu(D'))$.

Thus

$-Dz = \frac{x}{D+x} + O(D^{-1})$.

in particular $D[z]$ is bounded from above and this eliminates the possibility that $\frac{2\psi_1 D}{\sqrt{D}} D^{-1}|z| \geq \frac{1}{3\sqrt{D}}$ as soon as $D$ is large enough.

Thus we are left with two cases:
- either $x\nu(D)D^{-1} \geq \frac{1}{3\sqrt{D}}$, thus $x \geq \beta_1 D$ for $D$ large enough, with

$\beta_1 = \frac{1}{6\nu_1 \sqrt{D}} = \frac{1}{6\nu_1} < 1$.
- or $D[z] \geq \frac{1}{3\sqrt{D}}$, and according to the above estimate of $-Dz$,

$\frac{x}{D+x} \nu_1 \geq \frac{1}{6\sqrt{D}}$

for $D$ large enough, and $x \geq \frac{\beta_1}{\beta_1} D$ in that case.

Hence, in all cases, $x \geq \beta D$ as soon as $D > D_0$, therefore $x \geq \beta D$ for all $D \in D^+$ with

$\beta = \min \{\frac{1}{6\nu_1 \sqrt{D}}, \beta_1\}$.

□
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Thus, if we number the elements of $D^+$ as an increasing sequence $\{D_p^+\}_{p \geq 0}$, we have $D_p^+ \geq (1 + \beta)^p D_0^+$, and this completes the proof of the statements relative to $A^+$ which have their counterpart for $A^-$.

Lastly we focus on the case of $A^\varepsilon$ with $\nu \leq \nu_{-\varepsilon}$. In this situation we will prove that $A^\varepsilon$ consists only of couples $(m_{v(p)}, n_{v(p)})$, at least for $D$ large enough, i.e. that modulo a finite subset of it $A^\varepsilon$ corresponds to convergents of $\alpha$ only. This will allow us to obtain a better control of the sequence $\{D_p^\varepsilon\}$.

Lemma A4.3

$$r^\varepsilon < \frac{1}{2} a|\alpha - \overline{\alpha}|.$$

Proof: We know that there exists a subsequence $\{n_{v(p)}/m_{v(p)}\}_{p \geq 0}$ of convergents of $\alpha$ such that

$$\forall p \geq 0, \quad \frac{n_{v(p)}}{m_{v(p)}} - \alpha \frac{m_{v(p)}}{n_{v(p)}} < \frac{1}{\sqrt{5}}.$$

Suppose that $(D, N) = (m_{v(p)}, n_{v(p)})$ for some $p$. We define $\varepsilon_p$ to be the sign of $(-1)^{v(p)-1}$, so that $(D, N) \in E^\varepsilon$. We have $|\frac{N}{D} - \overline{\alpha}| \geq \frac{a}{20} |\alpha - \overline{\alpha}|$ for $p$ large enough, and

$$|aN^2 + bND + cD^2| = a|\frac{N}{D} - \overline{\alpha}| |\frac{N}{D} - \alpha| D^2 < \frac{a}{\sqrt{5}} |\frac{N}{D} - \overline{\alpha}| \leq \frac{9a}{20} |\alpha - \overline{\alpha}|$$

for $p$ large enough, i.e. $(D, N) \in S^\varepsilon_{r_p}$ with $r_p \leq \frac{9a}{20} |\alpha - \overline{\alpha}|$. Therefore, in view of our definition of $r^\pm$ in the formula (A 4.1), $r^+ \leq \frac{9a}{20} |\alpha - \overline{\alpha}|$ or $r^- \leq \frac{9a}{20} |\alpha - \overline{\alpha}|$, according to whether infinitely many $(m_{v(p)}, n_{v(p)})$ lie in $E^+$ or in $E^-$. $\square$

Now $A^\varepsilon \subset S^\varepsilon_{r^\varepsilon}$. Thus, if $(D, N) \in A^\varepsilon$,

$$|\frac{N}{D} - \alpha| D^2 = \frac{r^\varepsilon}{a|\frac{N}{D} - \overline{\alpha}|} < \frac{1}{2}$$

for $D$ large enough, hence $\frac{N}{D}$ belongs to the sequence of the convergents of $\alpha$. We can even conclude that $(D, N) = (m_k, n_k)$ for some $k \in \mathbb{N}$, i.e. that $D \wedge N = 1$, as soon as $D$ is large enough (suppose indeed that $\forall D_0, \exists D > D_0, \exists N \in \mathbb{Z}$ such that $(D, N) \in S^\varepsilon_{r^\varepsilon}$ and $D \wedge N \neq 1$ : the reduced forms $N'/D'$ of the fractions $N/D$ would yield infinitely many elements of $S^\varepsilon_{r^\varepsilon}$ with $1 \leq r < r^\varepsilon$, and this would be in contradiction with the definition of $r^\varepsilon$).

Thus there exist integers $p_0$, $D_0$ and an increasing sequence $\{k(p)\}_{p \geq p_0}$ such that

$$A^\varepsilon \cap \{D > D_0\} = S^\varepsilon_{r^\varepsilon} \cap \{D > D_0\} = \{ (D_p^\varepsilon, N^\varepsilon(D_p^\varepsilon)) = (m_{k(p)}, n_{k(p)}), \quad p \geq p_0 \}.$$

Since $\alpha$ is a quadratic irrational number, by Lagrange’s theorem its continued fraction expansion is eventually periodic; we denote it by

$$\alpha = [a_0, a_1, \ldots, a_{L-1}, a_L, \ldots, a_{L+K-1}],$$

where $K \geq 1$ is the period and $L \in \mathbb{N}$. The periodicity of the continued fraction expansion of $\alpha$ will reflect somehow on the structure of $A^\varepsilon$.
Lemma A4.4 Denote by $P(X) = aX^2 + bX + c$ the polynomial of definition of $\alpha$ and let $F(X,Y) = Y^2 P(\frac{X}{Y}) = aX^2 + bXY + cY^2$. The following identity holds for all $k \geq L$
\[ F(n_k, m_k) = (-1)^K F(n_{K+k}, m_{K+k}). \]

Corollary A4.5
\[ \forall k \geq L, \quad (m_k, n_k) \in A^e \cap \{D > D_0\} \Rightarrow (m_{k+2K}, n_{k+2K}) \in A^e \cap \{D > D_0\}. \]

This corollary is sufficient to conclude the proof of Lemma 3.3. Indeed, the sequence $\{a_k\}$ is bounded and $\frac{m_{k+1}}{m_k} = \frac{a_k m_k + m_{k-1}}{m_k} < a_k + 1$, and
\[ \forall p \geq p_0, \quad k(p) \geq L \Rightarrow \frac{D_{p+1}}{D_p} = \frac{m_{k(p+1)}}{m_{k(p)}} \leq \frac{m_{k(p)+2K}}{m_{k(p)}} \leq M^{2K}. \]

Lemma A4.4 implies Corollary A4.5 : Suppose $k \geq L$, $m_k > D_0$ and $(m_k, n_k) \in A^e$. We have $m_{k+2K} > m_k > D_0$ and $(m_{k+2K}, n_{k+2K}) \in A^e$, because the two convergents $\frac{m_k}{m_{k-1}}$ and $\frac{m_{k+2K}}{m_{k+2K}}$ lie on the same side of $\alpha$. In fact $\frac{m_{k+2K}}{m_{k+2K}}$ lies between $\frac{m_k}{m_{k-1}}$ and $\alpha$, thus $\left| \frac{m_{k+2K}}{m_{k+2K}} - \alpha \right| > \frac{\varepsilon}{\left| M \alpha - \alpha \right|}$. Therefore $\frac{n_{k+2K}}{m_{k+2K}} \in \mathbb{S}_e \cap \{D > D_0\}$ with $r = |F(m_{k+2K}, n_{k+2K})|$, and Lemma A4.4 shows that $r = |F(n_k, m_k)| = \varepsilon$. \hfill \Box

Proof of Lemma A4.4 : Let us first treat the case where $L = 0$.

We recall that $(n_{-2}, m_{-2}) = (0, 1)$, $(n_{-1}, m_{-1}) = (1, 0)$ and
\[ \forall k \geq 0, \quad (n_k, m_k) = a_k(n_{k-1}, m_{k-1}) + (n_{k-2}, m_{k-2}). \]

The periodicity property $a_{K+k} = a_K$ allows one to check easily (by induction on $k$) that
\[ \forall k \geq -2, \quad (n_{K+k}, m_{K+k}) = n_k(n_{K-1}, m_{K-1}) + m_k(n_{K-2}, m_{K-2}). \]

On the other hand the identity
\[ \alpha = [a_0, a_1, \ldots, a_{K-1}, \alpha] = \frac{\alpha m_{K-1} + n_{K-2}}{\alpha m_{K-1} + m_{K-2}} \]

shows that the polynomial
\[ P_1(X) = m_{K-1}X^2 + (m_{K-2} - n_{K-1})X - n_{K-2} \]

vanishes at $X = \alpha$, i.e. belongs to the ideal of $\mathbb{Q}[X]$ generated by $P(X)$
\[ P_1(X) = \frac{m_{K-1}}{\alpha} P(X). \]

We can thus content ourselves with checking that
\[ \forall k \geq 0, \quad F_1(n_{K+k}, m_{K+k}) = (-1)^K F_1(n_k, m_k), \]

where $F_1(X,Y) = Y^2 P_1(\frac{X}{Y}) = m_{K-1}X^2 + (m_{K-2} - n_{K-1})XY - n_{K-2}Y^2$.

This is a simple computation : for $k \geq 2$,
\[ F_1(n_{K+k}, m_{K+k}) = m_{K-1}(n_{K-1}n_{K-1} + m_k n_{K-2})^2 + (m_{K-2} - n_{K-1})(n_{K-1}n_{K-1} + m_k n_{K-2})(n_k m_{K-1} + m_k m_{K-2}) - n_{K-2}(n_k m_{K-1} + m_k m_{K-2})^2 = A n_k^2 + B m_k + C n_{K-2}^2, \]

with
\[ A = m_{K-1}(n_{K-1}m_{K-2} - m_{K-1}n_{K-2}) = (-1)^K m_{K-1}, \]
\[ B = (m_{K-2} - n_{K-1})(n_{K-1}m_{K-2} - m_{K-1}n_{K-2}) = (-1)^K (m_{K-2} - n_{K-1}), \]
\[ C = n_{K-2}(n_{K-1}m_{K-2} - n_{K-1}m_{K-2}) = (-1)^{K-1} n_{K-2}. \]

This ends the proof of Lemma A4.4 in the case $L = 0$. 70
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We now proceed by induction on \( L \). We suppose that \( \alpha = [a_0, a_1, \ldots, a_{L-1}, a_L, \ldots, a_{L+K-1}] \) with \( L \geq 1 \), and that the convergents \( \{n'_k/m'_k\} \) of
\[
\alpha' = [a_1, a_2, \ldots, a_{L-1}, a_L, \ldots, a_{L+K-1}]
\]
satisfy
\[
\forall k \geq L - 1, \quad G(n', m'_k) = (-1)^K G(n'_{K+k}, m'_{K+k}),
\]
where \( G(X, Y) = Y^2 Q(X) \) and \( Q(X) \) is the polynomial of definition of \( \alpha' \).

The identity
\[
\alpha = [a_0, \alpha'] = a_0 + \frac{1}{\alpha'}
\]
shows that the polynomial
\[
P_1(X) = (X - a_0)^2 Q\left( \frac{1}{X - a_0} \right) \in \mathbb{Z}[X]
\]
vanishes at \( X = \alpha \), thus \( P_1(X) \) is a rational multiple of the polynomial of definition of \( \alpha \) and we can content ourselves with checking that
\[
\forall k \geq L, \quad F_1(n_{K+k}, m_{K+k}) = (-1)^K F_1(n_k, m_k),
\]
where \( F_1(X, Y) = Y^2 P_1\left( \frac{X}{Y} \right) = (X - a_0 Y)^2 Q\left( \frac{X}{X - a_0 Y} \right) = G(Y, X - a_0 Y) \).

Let us express the convergents of \( \alpha \) in terms of those of \( \alpha' \) : if \( k \geq 1 \),
\[
\frac{n_k}{m_k} = [a_0, a_1, \ldots, a_k] = a_0 + \frac{1}{[a_1, a_2, \ldots, a_k]} = a_0 + \frac{m'_{k-1}}{n'_{k-1}},
\]
thus \( n_k = a_0 n'_{k-1} + m'_{k-1}, m_k = n'_{k-1} \) and \( n_k - a_0 m_k = m'_{k-1} \). Hence,
\[
\forall k \geq 1, \quad F_1(n_k, m_k) = G(n'_{k-1}, m'_{k-1}),
\]
and by the inductive hypothesis
\[
\forall k \geq L, \quad F_1(n_{K+k}, m_{K+k}) = (-1)^K F_1(n_k, m_k).
\]
\[\square\]
A.5 Reminder about Borel-Laplace summation

General notations and properties

Let $B$ a Banach algebra. When dealing with formal series $\sum a_n Q^n \in B[[Q]]$, it is convenient for us to use the variable $x = Q^{-1}$; we first define the formal Borel transform (or formal inverse Laplace transform) of formal series without constant term:

$$\tilde{\mathcal{L}}^{-1} : \sum_{n \geq 0} a_n x^{-n-1} \mapsto \phi = \sum_{n \geq 0} \frac{\xi^n}{n!}.$$

Clearly, the Borel transform has nonzero radius of convergence if and only if we start with a formal Gevrey-1 series $\phi \in x^{-1} B[[x^{-1}]] \hookrightarrow \tilde{\mathcal{L}}^{-1} \phi \in B\{\xi\}$. And starting with a convergent power-series we would obtain an entire function of exponential type in all directions.

The multiplication of Gevrey-1 formal series is transformed into convolution of holomorphic germs:

$$\tilde{\mathcal{L}}^{-1}(\tilde{\phi}_1 \tilde{\phi}_2) = \tilde{\phi}_1 \ast \tilde{\phi}_2, \quad \tilde{\phi}_1 = \tilde{\mathcal{L}}^{-1} \phi_1, \quad \tilde{\phi}_1 \ast \tilde{\phi}_2(\xi) = \int_0^\xi \phi_1(\xi_1) \phi_2(\xi - \xi_1) d\xi_1.$$

By extending the formal Borel transform to the constant series 1, we introduce a unit $\delta_0$ for the convolution:

$$\tilde{\mathcal{L}}^{-1} : \tilde{\phi} = \sum_{n \geq 0} a_n x^{-n} \in B[[x^{-1}]] \mapsto a_0 \delta_0 + \phi \in B\delta_0 \oplus B\{\xi\}, \quad \tilde{\phi} = \sum_{n \geq 0} a_{n+1} \frac{\xi^n}{n!}.$$

We will often refer to the plane of the complex variable $\xi$ as to the Borel plane, and to $B\{\xi\}$ or $B\delta_0 \oplus B\{\xi\}$ as to the convolutive model in contrast with the formal model $B[[x]]_1$.

The counterpart of $\partial = \frac{d}{dx}$ in the convolutive model is the multiplication by $-\xi$:

$$\tilde{\mathcal{L}}^{-1}(\partial \tilde{\phi}) = \partial \tilde{\mathcal{L}}^{-1} \phi_1, \quad \partial : \begin{cases} B\delta_0 \oplus B\{\xi\} \to B\{\xi\} \\ a_0 \delta_0 + \phi \mapsto \tilde{\psi}, \quad \tilde{\psi}(\xi) = -\xi \tilde{\phi}(\xi), \end{cases}$$

while multiplication by $x$ of a series without constant term amounts essentially to differentiation with respect to $\xi$: if $\phi \in x^{-1} B[[x^{-1}]]$ and $\hat{\phi} = \tilde{\mathcal{L}}^{-1} \phi$, then

$$\tilde{\mathcal{L}}^{-1}(x \phi) = \hat{\phi}(0) \delta_0 + \frac{d\hat{\phi}}{d\xi}.$$ 

Borel-Laplace summation

Let $\theta \in [0, 2\pi]$. Among all Gevrey-1 formal series, some of them have a Borel transform $a_0 \delta_0 + \hat{\phi}$ with a holomorphic germ $\hat{\phi}$ which extends analytically along the half-line $[0, e^{i\theta} \infty]$ with at most exponential growth. In such a case one can perform the Laplace transform of direction $\theta$:

$$\mathcal{L}^\theta : a_0 \delta_0 + \hat{\phi} \mapsto \phi^\theta, \quad \phi^\theta(x) = a_0 + \int_0^{e^{i\theta} \infty} \hat{\phi}(\xi) e^{-x\xi} d\xi.$$

The resulting function $\phi^\theta$ is holomorphic at least in a half-plane bisected by the conjugate direction (at least the half-plane $\Re(e^{i\theta}) > \delta$ if we assume $e^{-\delta \xi \|\hat{\phi}(\xi)\|}$ bounded).
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If \( \hat{\phi} \) extends analytically with at most exponential growth in a sector \( \{ \theta_1 \leq \arg \xi \leq \theta_2 \} \), by moving the direction of integration and using the Cauchy Theorem we get a function analytic in a sectorial neighborhood of infinity of aperture \( \pi + \theta_2 - \theta_1 \). But, according to Nevanlinna’s Theorem, analyticity and exponential growth in a half-strip \( \{ \text{dist}(\xi, [0, e^{i\theta}\infty]) < \rho \} \) are sufficient to ensure that the initial formal series \( \phi \) is the Gevrey-1 asymptotic expansion at infinity in a half-plane of \( \phi^\theta \).

The interest of this process is that \( \hat{L}^\theta \circ \hat{L}^{-1} \) preserves multiplication, differentiation, etc., thus starting with the formal solution \( \tilde{\psi} \) of some equation, studying the analytic continuation of \( \hat{\phi} \) and performing \( \hat{L}^\theta \) for some direction \( \theta \) may lead to an analytic solution of the equation (and even to distinct solutions with the same asymptotics, if analytic continuation is possible in several directions of the Borel plane with singularities in between).

**Effect of some changes of variable**

Let \( \tilde{\phi} \in B[[x^{-1}]]_1 \) and \( \hat{L}^{-1} \tilde{\phi} = a_0 \delta_0 + \hat{\phi} \). Let us express the formal Borel transform of \( \tilde{\psi}(x) = \hat{\phi}(f(x)) \) in terms of that of \( \hat{\phi} \) for some elementary changes of variable \( f \).

- For \( \tilde{\psi}(x) = \tilde{\phi}(\lambda x) \) with some \( \lambda \in \mathbb{C}^* \),
  \[
  \hat{L}^{-1}\tilde{\psi} = a_0 + \hat{\psi}, \quad \hat{\psi}(\xi) = \lambda^{-1} \hat{\phi}(\lambda^{-1} \xi) .
  \]

- For \( \tilde{\psi}(x) = \tilde{\phi}(x + b) \) with some \( b \in \mathbb{C} \),
  \[
  \hat{L}^{-1}\tilde{\psi} = a_0 + \hat{\psi}, \quad \hat{\psi}(\xi) = e^{b \xi} \hat{\phi}(\xi) .
  \]

- For \( \tilde{\psi}(x) = \tilde{\phi}(x + \hat{L}(x)) \) with some \( \hat{L} \in x^{-1} \mathbb{C}[[x^{-1}]]_1 \) and \( \hat{L} = \hat{L}^{-1} \hat{L} \), the Taylor formula yields
  \[
  \hat{L}^{-1}\tilde{\psi} = a_0 + \hat{\psi}, \quad \hat{\psi} = \hat{\phi} + \sum_{r \geq 1} \hat{L}^r * \frac{\hat{\phi}^r}{r!} , \quad \hat{L}^r = \hat{L} * \cdots * \hat{L} .
  \]

The above series is uniformly convergent in any closed disk which is contained in the disks of convergence of \( \hat{\phi} \) and \( \hat{L} \). We say that \( \hat{\psi} \) is obtained from \( \hat{\phi} \) by composition-convolution, the counterpart of postcomposition by \( 1d + L \), an operation which may look more complicated but is in fact more regularizing than postcomposition itself.

**Simple resurgent functions**

In Écalle’s theory [E1], the holomorphic germ \( \hat{\phi} \) is called the *minor* of \( \tilde{\phi} \). The formal series \( \hat{\phi} \) is said to be a *simple resurgent function* if its minor satisfies the following properties:

(i) on any broken line issuing from the origin, there is a finite set of points such that \( \hat{\psi} \) may be continued analytically along any path that closely follows the broken line in the forward direction, while circumventing (to the left or to the right) those singular points;

(ii) any determination of \( \hat{\phi} \) in the vicinity of a singular point \( \omega \) has the form
  \[
  \hat{\phi}(\omega + \zeta) = \frac{c}{2\pi i \zeta} + \hat{\psi}(\zeta) \frac{\log \zeta}{2\pi i} + \hat{R}(\zeta), \quad c \in B, \ \hat{\psi}, \hat{R} \in B[\zeta] .
  \]

A nontrivial fact is the stability under convolution of this requirement: the set of simple resurgent functions is a subalgebra of \( B[[x^{-1}]]_1 \). We met in Section 4.2 an example of simple resurgent function where the minor extended to a meromorphic function with simple poles only, thus a uniform function. But since Resurgence theory is intended to deal with nonlinear problems,
and since convolution usually creates ramification, it is important that condition (i) authorise ramified and not only uniform analytic continuation.\footnote{For us the source of ramification was only the composition-convolution induced by some change of variable; but the fact that, when using the appropriate variable, the minor was meromorphic was related to the linear character of the problem under study.}

It is essential to be able to analyze the singularities which appear in the convolutive model, since they are responsible for the divergence in the formal model. This can be done by means of alien calculus, which relies on a family of new derivations. For each $\omega \in \mathbb{C}^*$, there is a linear operator $\Delta_\omega$ of the algebra of simple resurgent functions which satisfies the Leibniz rule and measures the singular behaviour of the analytic continuation at $\omega$ of the minor of the function on which it is evaluated.

For instance, if the minor $\hat{\phi}$ is meromorphic, $\Delta_\omega \hat{\phi} = 2\pi i \text{Res}(\hat{\phi}, \omega)$. If the minor is not meromorphic but analytic on $[0, \omega]$ (the singular point $\omega$ is “viewed” from the origin, and not hidden by other singular points), $\Delta_\omega \hat{\phi} = c + \hat{\xi} \psi$ with notations as in (ii). The general formula is of the same kind but takes into account the singularities at $\omega$ of the various determinations of $\hat{\phi}$ associated to paths which follow the segment $[0, \omega]$ while circumventing the intermediary singular points.

This operator $\Delta_\omega$ is called alien derivation of index $\omega$ by contrast with the natural derivation $\partial$. There is a relation

\[
\Delta_\omega \circ \partial = (\partial - \omega) \circ \Delta_\omega,
\]

but no relation between the alien derivations themselves: they generate a free Lie algebra. The point of view on Resurgence theory that we have indicated is rather restrictive and we refer the interested reader to [E1], [E2], [E3] for further properties and more general definitions.
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