Detecting relevant tweets in very large tweet collections: the London Riots case study
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Abstract—In this paper we propose to approach the subject of detecting relevant tweets when in the presence of very large tweet collections containing a large number of different trending topics. We use a large database of tweets collected during the 2011 London Riots as a case study to demonstrate the application of the proposed techniques. In order to extract relevant content, we extend, formalize and apply a recent technique, called Twitter Topic Fuzzy Fingerprints, which, in the scope of social media, outperforms other well known text based classification methods, while being less computationally demanding, an essential feature when processing large volumes of streaming data. Using this technique we were able to detect 45% additional relevant tweets within the database.

I. INTRODUCTION

Twitter was originally created in 2006 as a public social networking service enabling users to send and read short 140-character messages. After the “Arab Spring” [1] and other protests and riots occurring between 2010 and 2011, it became clear that important events are often commented on Twitter before they become “public news”. This has led to a change in how the public perceives the importance of social networks, and even news agencies and networks had to adapt and start using Twitter as a potential (and some times preferential) source of information. However, using Twitter as a source of information involves many technical obstacles. As of mid 2015, more than 500 millions tweets covering thousands of different topics are published daily. Of these 500 million tweets, it is very unlikely that more than a few thousand, let us say in the range of 0.001%-0.01%, are relevant to a given discussion topic (even major topics). Therefore, filtering which content is relevant for a given discussion topic is far from trivial. Twitter contributes to solve this problem by providing a list of top trends [2] and the hashtag # mechanism: when referring to a certain topic, users are encouraged to indicate it through the use of a hashtag. E.g., “#refugeeswelcome in Europe!” indicates the topic of the tweet is the current refugees crisis in Europe. Websites such as Hashtags.org (https://www.hashtags.org/) make good use of this information to present Twitter trends, e.g. analytics available at www.hashtags.org/analytics/refugeeswelcome/. Other tools such as Twittermonitor [3] can also be used to obtain Twitter trends.

However, according to Mazzia et al. [4] only roughly 16% of all tweets are hashtagged. These numbers have been confirmed by our experiments, and can be partially explained by the fact that 140 characters is often not enough to communicate a thought, and including an #hashtag further aggravates the lack of available space. It is therefore clear that, in order to properly analyze a given discussion topic, it is essential to retrieve as much of the remaining 84% untagged information as possible. Since no other tagging mechanisms exist in Twitter, the process of retrieving tweets that are related to a given topic must use some kind of text classification process. The main goal of this paper is to present a Fuzzy Fingerprints based method that can be used to retrieve relevant tweets without the need for extensive parametrization or the need of expensive annotation of training sets. We use a large database of tweets collected during the 2011 London Riots as a case study to show the application of the proposed technique.

This paper is partially based on previous published work on Fuzzy Fingerprints, originally developed by Carvalho and Homem in [5], and first applied to text by the same authors in [6]. Fuzzy Fingerprint techniques were extended for the task of Twitter Topic detection by the present authors, compared to other classification techniques, and optimized using several private datasets in previous works [7], [8], [9]. Here we present a formalization for the method that includes some final developments concerning the fingerprint creation and the tweet-to-topic similarity function, and test it on a real world problem.

II. RELATED WORK

The first goal of this work is essentially to automatically classify tweets into a set of trending topics. Tweet Topic Detection involves deciding if a given tweet is related to a given topic or a given #hashtag. Basically this can be categorized as a classification problem, albeit one with some particular characteristics that need to be addressed specifically: (1) it is a text classification problem where the texts to be classified are very short texts (up to 140 characters); (2) the number of possible categories is unknown and very large, (3) it fits the Big Data paradigm due to the huge amounts of streaming data.
It is important to address the distinction between the tasks of Topic Classification and Topic Detection. Topic Classification is well-known in Natural Language Processing (NLP) as the task of Text Categorization. It is classically defined by Feldman et al. [10] as finding the correct topic (or topics) for each document, given a restricted set of generic categories (subjects, topics) such as politics, sports, music, etc., and a collection of text documents. In the particular case of Twitter Topic classification, the tweets will often belong to at least one of those categories and it is very rare that a tweet does not fit into any topic. On the other hand, we have what we call Topic Detection, where an attempt is made to determine if a given document (in our case a tweet) is related to a given topic, where the number of possible topics is so large and topics are so unique among themselves, that there is a high probability that a tweet without a hashtag may very well not belong to any of the topics under consideration. Since Topic Detection and Topic Classification end up being very different problems, techniques used for one are not necessarily the best for the other. There are countless works and competitions on Twitter Topic classification (try to fit Tweets into topics such as News, Sports, Music, etc.), but to our knowledge none specifically dedicated to Twitter topic detection. The most similar works to Topic Detection within Twitter are those related with emerging topics, events or trends. In these works the authors use a wide variety of techniques regarding text analysis to find the most common related words and hence detect topics [11], [3], [12], [13], [14]. Note that in our work we assume the existence of trending topics and we aim at efficiently detecting tweets that are related to them despite not being explicitly marked as so. Another important difference is that in trending topic detection it is far from critical missing some topic related tweets tweets, while in Twitter topic detection, every single tweet is relevant. In what concerns the used techniques applied to text classification problems, a wide variety of methods has been applied previously, ranging from hand-coded rules to supervised and unsupervised machine learning. Some of the most well-known and commonly applied methods include: K-Nearest Neighbors (kNN), Support Vector Machine (SVM), Multinomial Naive Bayes (MNB), term frequency-inverse document frequency (tf-idf). Recently, most of the existing literature on topic detection/classification/trending on twitter, such as those presented above, rely on topic models, being LDA and its variations the most commonly reported technique and lastly the most successful [15]. Other alternatives for short texts classification involve short sentence similarity. This approach is not viable for this task since it is possible to have two tweets without a single common word that are both related to the same topic despite having zero similarity. In this case each new tweet to be classified would need an existing similarly phrased tweet in the training set, which is an unreasonable assumption. In previously published works presenting Fuzzy Fingerprints, we have successfully compared them against the most traditional methods (kNN, SVM, MNB) and representations (tf-idf). Other methods have been attempted, namely LDA, but the results when applied to the specific problem of tweet topic detection, were weak unless very extensive parametrization and testing was done a priori.

III. MATERIAL AND METHODS

A. Data

Between the 6th and 11th August 2011 thousands of people rioted in several boroughs of London with the resulting chaos generated looting, arson, and mass deployment of police. In the end five people died in what became known as the 2011 London Riots.

A large dataset known as TW-Master was created by The Guardian newspaper via the REST API during the riots [16], and then expanded using the users’ timeline. For each user, tweets created after August 1st 2011 were retrieved up to the 3200 tweet limit from REST API statuses/user-timeline limitation. A total of 9,913,397 Tweets were collected from 8819 Twitter users.

Following the event, The Guardian publicly released Twitter data which included a list of 200 influential twitter users based on re-tweets during the riot period. The released dataset contained a total of 1,132,938 tweets that were posted during all August. According to The Guardian, the dataset contains 17795 tweets related with the London Riots. This data set was used for the case study presented in this article.

B. Twitter Topic Fuzzy Fingerprints

Fingerprint identification is a well-known and widely documented technique in forensic sciences. In computer sciences a fingerprint is a procedure that maps an arbitrarily large data item (such as a computer file, or author set of texts) to a compact information block, its fingerprint, that uniquely identifies the original data for all practical purposes, just as human fingerprints uniquely identify people. In order to serve for classification purposes, a fingerprint must be able to capture the identity of a given class. In other words, the probability of a collision, i.e., two classes yielding the same fingerprint, must be small.

Fuzzy Fingerprints were originally proposed for text classification by Homem et al. [6], where they were successfully used to detect authorship of newspaper articles (out of 73 different authors).

For text classification purposes, a set of texts associated with a given class is used to build the class fuzzy fingerprint. As in several other NLP bag-of-words methods, each word in each text represents a distinctive event in the process of building the class fingerprint, and distinct word frequencies are used as a proxy for the class associated with a specific text. In the particular case of Fuzzy Fingerprints, it was found out empirically that the order of the frequency of the words, is far more important than the frequency itself [6], and the weighting of the importance of the rank of each word is calculated using a Fuzzification function that assigns the rank to a fuzzy interval [0,1].
The set of the fuzzy fingerprints of all classes is known as the fingerprint library. Given a fingerprint library, the procedure originally proposed to classify a given text, consisted in obtaining the text fuzzy fingerprint, and then using a fuzzy inspired similarity function to obtain the class with the most similar fingerprint. In this procedure the text (to be classified) fingerprint was obtained using exactly the same procedure as the class fingerprints, i.e.: (1) obtain the top-k most frequent words within the text; (2) order them; (3) apply the fuzzifying function to each word.

It is possible to see by the description, that conceptually Fuzzy Fingerprints are k-sized 2 column arrays, where one column contains one of the top-k most frequent words, and the other its correspondent fuzzified value.

In order to adapt the Fuzzy Fingerprints method for tweet topic detection, several procedural changes were proposed in our previous works [7], [8], [9]. The main reason for such adaptation was the limited to 140 characters size of each tweet: it is impossible to create a distinctive fuzzy fingerprint for a single tweet since few, if any words, are repeated within the tweet. Here we propose some minor changes and formalize the process of creation of Twitter Fuzzy Fingerprints and Fingerprint Libraries based on a dataset of hashtagged tweets, and the respective process of tweet topic detection.

1) Twitter Fuzzy Fingerprint Creation and Fingerprint Libraries: In order to create a fuzzy fingerprint for a given topic, it is necessary to obtain a set of properly classified tweets. In the case of Twitter, such set is usually easily obtained using a set of hashtags that are used within the given topic. Even though far from all tweets are usually hashtagged, if a topic is worth of attention, the Twitter usage convention is to start hashtagging the topic in order for it to gain relevance (remember that the problem we are addressing is retrieving the usually sizable percentage of tweets that belong to the topic but are not hashtagged). In cases where only a few tweets are available, the fingerprint can be obtained recurring, for example, to newspaper articles or online blogs. It is obviously assumed that all tweets containing the relevant hashtag are related to the topic.

After obtaining the full set of properly classified tweets, i.e., tweets that are hashtagged, the first step consists in pre-processing the tweets text as indicated in [7]: eliminate words with less than 3 characters. Stopwords are kept and stemming is not performed, since this was deemed to perform best results in all previously tested sets.

The next step consists in computing the top-k word list for each of the hashtags: all words in the tweets containing hashtag j are processed to obtain a list of k tuples \( \{v_i, c_i\} \) where \( v_i \) is the i-th most frequent word and \( c_i \) the corresponding count, i.e., we obtain an ordered k-sized list containing the most frequent distinct words for each topic.

Due to the small size of a single tweet, its features should be as unique as possible in order to make the fingerprints distinguishable amongst the various topics. Therefore we propose to also account for the Inverse Class Frequency (icf) of each word existing in all the computed k tuples \( \{v_i, c_i\} \).

The icf is an adaptation of the well-known Inverse Document Frequency (idf), where topics are used instead of documents to distinguish the occurrence of common words:

\[
ics_v = \log \frac{N}{J_v}
\]

In (1), \( N \) is the size of the fingerprint library (i.e., the total number of different topics), and \( J_v \) is the number of topics where word \( v \) is present.

The product of the frequency of word \( v \) with its inverse class frequency, \( tficf_v = c_v \times icf \), is used to re-order the k-sized word list of each topic.

Table I shows an example of a possible top-k output produced by the algorithm after going through a small training set, when considering a fingerprint size \( k = 3 \). By multiplying the occurrences of each word per topic with its icf, we obtain the third column of Table I. As expected, the term “trump” drops one position in the ranking of words for the topic “#fakenews”, since it was the only word occurring in more than one fingerprint.

![TABLE I](image)
2) Tweet Topic Detection using Twitter Fuzzy Fingerprints: Tweet to Topic Similarity Score: The original text fuzzy finger- 
print detection method [6] consisted in creating a fingerprint for each text to be classified, and to compare its fingerprint 
with all fingerprints contained in the fingerprint library. That 
method is not applicable to very small texts, such as for 
example, tweets, since the word frequencies in a single tweet 
are not distinctive enough to create a fingerprint (within 140 
characters very few relevant words, if any, are repeated). In 
order to address this issue we use a Tweet to Topic Similarity 
Score (T2S2) that tests how much a tweet fits to a given topic. 
The T2S2 score (3), does not take into account the size of 
the text to be classified, but considers its number of distinct 
words.

$$T2S2(T, \Phi_j) = \frac{\sum_{v_{ji}} \mu_{ji} : v_{ji} \in (T \cap S_{\Phi_j})}{\min(\#T, k)} \sum_{i=0}^{\min(\#T, k)} \mu_{ji}$$ (3)

In (3), $\Phi_j$ is the fingerprint of topic $j$, $T$ is the set of distinct words of the preprocessed tweet text, $S_{\Phi_j} = \{v_{j1}, v_{j2}, ..., v_{jk}\}$ is the set of words of fingerprint $\Phi_j$, and $\mu_{ji}$ is the membership degree of word $v_{ji}$ in the fingerprint $\Phi_j$. Essentially, T2S2 consists of adding the membership values of every word $v$ that is common between the tweet and the fingerprint $\Phi_j$, and a normalization that consists of dividing it with the sum of the top $x$ membership values of fingerprint $\Phi_j$, where $x$ is the minimum between $k$ (the size of the fingerprint) and the cardinality of $T$.

T2S2 tends to 1 when most to all features of the tweet 
belong to the top words of the fingerprint, and approaches 0 
when there are no common words between the tweet and the 
fingerprint, or the few common words are in the bottom of the 
fingerprint.

Tweets that have a T2S2 score to a given topic above a 
given threshold, are considered as being relevant to the topic 
and are retrieved from the database.

3) Parameter Optimization and Previous Results: In our 
previous work [7], the Twitter Topic Fuzzy Fingerprints per- 
formed very well on a set of 2 millions English, Spanish and 
Portuguese tweets collected over a single day, beating other 
widely used text classification techniques. In that occasion, 
the training set consisted of 11000 tweets containing the 22 of the 
top daily trends. 350 unhashtagged test tweets were properly 
classified with an f-measure score of 0.844 (precision=0.804, 
recall=0.889).

As part of a master thesis by Rosa [17], we did further 
work with a training set of 21000 tweets, from “21 impartially 
chosen topics of interest out of the top trends of the 18th of 
May, 2013”. The test set was made of “585 tweets that do 
not contain any of the top trending hashtags” and “each tweet 
was impartially annotated to belong to one of the 21 chosen 
top trends”. After extensive parameter optimization using a 
development set, the fuzzy fingerprint method scored an f-
measure of 0.833 on the test set, when using $k=20$ fingerprints, 
words with less than 3 characters removed, no stopwords 
were removed and no stemming was performed. Any tweet with a 
T2S2 score above 0.10 was chosen for retrieval. This setup, 
proved to be not only more accurate than other well known 
classifying techniques (kNN, SVM, MNB. tf-idf), but also 
much faster (177 times faster than kNN, 419 times faster 
than SVM and at least twice as fast as MNB). An additional 
advantage consisted in the fact that whenever there is a new 
tweet to be classified, it is not necessary to build a new 
classification model (as in MNB).

The described setup (fingerprint size, T2S2 threshold, and 
text preprocessing parameters) was chosen a priori for the 
current London Riots case study, and should in principle 
provide good results for other Twitter datasets, since the 
characteristics of this particular set are very different from any 
of the previously tested sets. Using all previous parameters is 
a deliberate option taken to test (and show) if the method is 
generalizable.

IV. CALCULATION, RESULTS AND DISCUSSION

In this section, we present the results we obtained by 
applying the proposed methods to the available London Riots 
dataset.

A. The London Riots Fuzzy Fingerprint

We started by creating a “London Riots fingerprint”using 
the Twitter Topic Fuzzy Fingerprints method. As mentioned 
in section III-A, the available dataset consists of 1,132,938 
tweets. The dataset contains thousands of distinct hashtags, 
but only 4 of those hashtags have enough occurrences and 
were considered relevant for the purpose of creating the Lon-
don Riots Fuzzy Fingerprint, namely: #londonriots; #ukriots; 
#riots; #riotscleanup. In order to make the most out of the 
London riots topic, the hashtags #londonriots, #ukriots, #riots 
and #riotscleanup were aggregated into a single #londonriots 
class.

The REST API’s “GET trends/weekly”, now deprecated, 
returns the top trending topics for each day in a given week 
and was used to select 13 additional #hashtags. They are used 
to perform the Inverse Class Frequency step introduced in 
Section III-B1 that allows for a better discrimination. Table 
II shows the list of topics, some of which, despite being
Table II

| Top Trend       | Count |
|-----------------|-------|
| #londonriots    | 11490 |
| #ukriots        | 2733  |
| #riots          | 2332  |
| #riotcleanup    | 1832  |
| #bc             | 1393  |
| #london2012     | 93    |
| #motogp         | 0     |
| #eurovision     | 12    |
| #libya          | 1517  |
| #t1             | 898   |
| #nariobrosep    | 20    |
| #nfc            | 628   |
| #teaparadigmshift | 0     |
| #projectallout  | 0     |
| #seo            | 268   |
| #ionlyhavealoveforgod | 0 |
| #architecture   | 0     |

Top trends for the days of the London Riots, do not have any tweet occurrences in our database. The low frequency (sometimes zero) of tweets containing the top trending topics can be explained by two main facts: (1) Twitter’s own view on what constitutes a trending topic, since the trends list captures the hottest emerging topics, not just what is most popular; 1 (2) A possible bias in the data extraction performed by The Guardian, since the database is mostly based on tweets posted by users considered influential by the Guardian, who might naturally not be fans of, for example, the Eurovision or MotoGP.

The tweets in our dataset that contain at least one of the hashtags in Table II, totaling 23016 tweets, are used for creating fingerprints. This training data contains 18387 tweets related with London Riots and 4629 tweets not related with London Riots, thus being rather unbalanced, i.e., different classes/classes/hashtags have different amount of tweets.

The parameter setup used to execute the Twitter Topic Fuzzy Fingerprint method, was the same that studies [7], [17] have shown to be optimal for both performance and speed:
- threshold value for T2S2 = 0.10
- Size of the fingerprint, k = 20
- removing words with less than 3 characters from corpus
- not removing stopwords from the corpus
- not performing stemming operations

Table III shows the obtained London Riots fuzzy fingerprint.

Table III

| Rank | Feature        | \( \mu \) | Rank | Feature        | \( \mu \) |
|------|----------------|----------|------|----------------|----------|
| 1    | police         | 1.00     | 11   | riots          | 0.13     |
| 2    | riot           | 0.80     | 12   | shops          | 0.11     |
| 3    | rioters        | 0.60     | 13   | hackney        | 0.10     |
| 4    | cover          | 0.40     | 14   | #hackney       | 0.09     |
| 5    | http://t.co/0hg1bhi | 0.20 | 15   | #birminghamriots | 0.08 |
| 6    | croydon        | 0.19     | 16   | boris          | 0.06     |
| 7    | clapghan       | 0.18     | 17   | birmingham     | 0.05     |
| 8    | @riotcleanup   | 0.16     | 18   | army           | 0.04     |
| 9    | causes         | 0.15     | 19   | #manchesterriots | 0.03 |
| 10   | cameron        | 0.14     | 20   | rioting        | 0.01     |

each tweet manually, we hired an external annotator to create a blind reference annotation in order to evaluate the results and show the applicability of the method. The method proceeded as follows:

We relaxed the T2S2 parameters and repeated the application of the FFP method with the intention of increasing the percentage of True Positives, knowing a priori that we would also obtain a larger amount of False Positives (we had no idea of how large these increases would be). The method returned 29,053 tweets. These tweets were given to the annotator and he was told to mark if each tweet was related or not with the London Riots topic. In case of doubt, he should mark them with ‘Y?’, ‘N?’ or simply ‘?’.

No further indications or hints regarding how the tweets were obtained were given to the annotator: he was unaware of the dataset balance and what would be a favorable annotation (i.e. he didn’t know if it was a good or a bad thing to choose ‘Y’ or ‘N’). Since only one annotator was used, many doubts arose and more than 11K tweets were marked with ‘Y’, ‘N’, or ‘?’.

The 3 authors of this paper then proceeded to individually try to disambiguate such cases. At the end of this process, 7858 tweets were confirmed with ‘Y’, 1320 annotations ‘Y?’ ‘N?’ were reversed, and 1930 tweets were left marked with ‘?’.

A result, the reference dataset consisted of 25,795 ‘Y’ (true positives), 1328 ‘N’ (false positives) and 1930 ‘?’ (doubt). Ideally all those tweets should be ‘Y’, since that’s what we were looking for, but since we used a non-optimal version of the method, we were expecting several False Positives.

The performance on this relaxed dataset depends on how we deal with the unknowns, but even in the most unfavourable case, i.e., if we consider all ‘?’ as False Positives, we are facing a Precision (True Positive Rate) of almost 0.89, and a best case result (where all the ‘?’ are True Positives), of over 0.95 which is not disparate to previous results (remember that this was not the set obtained using the optimal parameters).

The next step consisted in giving the annotator the remaining more than 1M tweets, and ask him to find Positives in that set (they would naturally be considered the experiment False Negatives). Since checking more than 1M tweets using a single annotator is unfeasible, a semi-automatic procedure was used based on the previous annotation, the T2S2 score of each tweet, and several hand-made regular expressions.

From the existing information, a table was produced con-

1https://support.twitter.com/articles/101125
taining relevant tweet meta-data. The annotation process was conducted using the following strategy: (1) check the text of individual tweets and validate or correct the initial annotation until finding a possible pattern, either related or not related with the London Riots; (2) apply regular expressions to get a list of tweets similarly related with the pattern that can be easily checked altogether; (3) Check and mark the list of returned tweets and go back to step 1. The annotator used 3 different tags: “Y” (related with London Riots), “N” (not related) and “?” (not sure). This strategy is very efficient during the initial iterations, where a simple pattern returns big lists of similar tweets that can be check and marked altogether. However, as one proceeded with the annotation, patterns that return similar tweets that have not been previously checked are much more difficult to discover. Simple heuristics, such as looking at the list of words triggered by the fingerprint, or sorting the list of the tweets by their T2S2 score, helped finding and validating more problematic tweets. At the end of this process no additional “Y” tweets were found, but there is obviously no guarantee at all that there are no other False Negatives (even if the number is for sure relatively small).

The next step consisted in validating the 25,757 tweets obtained while applying the optimal pre-defined parameters (against the above described reference annotation). All of the 25,757 tweets were valid, indicating a Precision (True Positive Rate) of 1 (i.e. no False Positives were retrieved when using the optimal FFP parameters). There were at least 38 False Negatives (detected on the first stage of the annotation process), and likely several others in the remaining almost 1.1M tweets. The total number of False Negatives is obviously still unknown, but it will never be in the order of thousands (or they would have been detected during the second annotation phase and during several random sampling procedures). This hints to a very interesting Recall value (TP/(TP+FN)). Even if there are an additional 5000 FN (which we think is very unlikely), the Recall would be close to 0.85. The most optimistic case (which we obviously do not support), would give a Recall of 25757/25795=0.9985, and corresponds to the Recall in the evaluated set. Even though these numbers are very high compared to the overall results presented in [7], it should be noted that similar results were obtained for some of the topics in that dataset, and also to the overall result in the dataset presented in [9].

As a result, and despite the uncertainty associated with the Recall, we can say that we were able to retrieve with 100% Precision a group of 25,757 tweets related to the London Riots topic (from a set of 1,109,922 tweets), which represents an increase of 45% relevant tweets from the 17,795 mentioned by the Guardian.

V. CONCLUSION

This work uses Twitter Topic Fuzzy Fingerprints to process The Guardian’s London Riots Twitter database. This method allowed us to expand the number of tweets considered relevant for the events of the 2011 London Riots by 45% with a precision of virtually 1, confirming the high effectiveness of the method when applied to text social network mining in the specific task of detecting if a tweet is relevant to a given discussion topic. As a result of the process, we obtained an extended dataset, composed of 25,757 tweets (compared to the original 17,795) that can be used in future studies.
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