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ABSTRACT
Leachable testing for finished pharmaceutical products is an important part of the regulatory filing and is under more regulatory scrutiny than ever before. Leachable testing for multiple finished drug products such as biologics, large volume parenterals, and polymer-based finished products requires analysis at trace levels with a high level of confidence. A high level of analytical expertise and top-of-the-line analytical instrumentation is required for work at trace levels. (The definition of trace level analytical testing has not been accurately defined; however, to have a sense of the “trace-level”-associated testing issues, we are arbitrarily assigning levels below 100 ng/mL as trace level and below 1 ng/mL as ultra-trace level in this paper). Leachable testing ideally should be performed on a targeted list of analytes compiled from an extractable study and an extractable and leachable correlation study, along with a general non-targeted screening evaluation to avoid any undetected leachables. For targeted screening, analytical testing is more straightforward and can typically detect targets at ppb or sub-ppb levels without issue. However, for a general screening method, this can be difficult, and many times requires special sample preparation combined with high-resolution accurate-mass detection. Case studies will be presented to demonstrate the importance of high-performance and highly sensitive screening methods in detecting unexpected leachables, and in supporting related quality investigations. The importance of well-designed and executed system suitability will also be discussed in this paper.
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1.0. Introduction
Leachable testing of finished pharmaceutical products is an essential part of their safety assessment [1-4], and sufficient information should be included in regulatory filings for every NDA, ANDA and BLA. Required evaluation for leachables includes rigorous analytical testing for chemical species present in the drug product originating from the primary and secondary pharmaceutical packaging or even migrating from tertiary or quaternary packaging components such wood pallets (2,4,6-tribromoanisole; in that particular case) [5,6]. Those leachables or migrants may pose a risk to the patient, and, as contaminants/impurities, the expectation is to control them at a lower level than the API related impurities [7]. Detection of these low-level impurities can be challenging for analytical laboratories. The level of evaluation (analytical evaluation threshold or AET) for leachables is determined by
the associated risk category of the finished product, the duration of the treatment and the daily dosage of the finished product. The risk category determines if a safety concern threshold (SCT) of 0.15 µg/day (inhalation-based products) or 1.5 µg/day (for other delivery routes) will be applied [8]. The daily dose of the finished product and number of the doses in a particular packaging presentation are also very important factors in determining the evaluation level of the analytical testing. Whereas a single small dose (1 tablet or less than 1 mL/day solution) will have a relatively high AET, in contrast a large volume parenteral dosage of multiple liters/day can result in sub-ppb AET levels. It is clear and obvious that different analytical approaches are required to handle leachables at a ppm level vs. low ppb or sub ppb levels, yet the expectation for a reliable and robust screening method demonstrating similar performance for both extremely low levels and conventional analytical levels exists.

For identified and qualified leachables, a targeted method can be used. However, this method may not be suitable for addressing newly formed or unexpected leachables. The expectation for today’s leachable testing approach is to have a targeted method, which can be validated according to industry expectation [9,10], as well as a high-performing, robust, and sensitive screening method, which is usually based on mass spectrometry. The major benefit for a high-performing screening method is that a wide variety of leachables can be evaluated and some level of quantitative estimation can be performed in one step, without a formal analytical method validation or authentic standards [11,12]. Though quantitation during screening is an essential task for the proper evaluation of extractables and leachables species, quantitation in E&L screening is not without its challenges [8,13,14]. Quantitative evaluation processes used in screening vary widely, and it is, therefore, no surprise that results vary widely across techniques, and are less accurate than validated methods with specified target compounds. When screening methods are used for quantitative assessment, it is important to understand the limitations and the applicability of the approach. The drawback of a general screening method for quantitative estimation is that different organic species have different response factors even under a thermodynamically controlled ionization process such as EI in GC-MS. Different organic compounds have different ionization yields, and their fragmentation likewise results in ions of different intensities. Therefore, different compounds will exhibit different instrumental response even when the same amount is analyzed (in some aspects the MS total ion chromatogram can be representative and useful for quantitation as a GC-FID trace). Another factor that is less discussed across the industry but has equal importance to components’ response is the sample introduction process. The individual component polarity and volatility both significantly impact the final signal response in the GC-MS analysis. However, there are ways to handle the uncertainty associated with the difference in responses of different compounds. The most widely used approach is to use the PQRI response uncertainty factor (UF) of 2 [15] when a reference standard material is not available to use individual response factor/relative response factor (IRF or RRF). However, this valuable document in some cases may be misinterpreted, since the value should not to be construed as UF=2 by default [14]. The uncertainty factor should be determined based on the %RSD of the individual responses of reference materials present in a response factor database [16]. More recently published data indicate that a UF of 3 or even 4, maybe more appropriate, and it is a better practice to use individual response factors [17]. However, even if a database with a large number of entries is used, the analytical chemist should understand the limitations, and should carefully review and evaluate the data. Example cases will be presented to show some of the limitations of such databases [18]. It is important to note that the general UF concept is not appropriate for LC-MS based data sets [17,19] or data sets generated by either low energy EI or chemical ionization GC-MS.

Extractable studies are complex investigational studies. Since they usually target test objects and test materials that previously have not been studied by the laboratories on a routine basis, the nature and the level of the associated impurities are not exactly known. The primary objective of the studies is material characterization, and the approach is mainly qualitative (identifying impurities with the highest confidence level). Thus the major analytical tools to complete that task are chromatographic techniques hyphenated with mass spectrometric detection. However, there is a requirement to have an estimate for the level of those identified components. A series of carefully selected standards can be applied during the analytical process which should be representative (chemically) of the expected target impurities [13,16,20]. It needs to be clear that the extractable part of the E&L testing workflow process is executed in a non-GMP fashion from the point of view that targets are not known at the beginning of the study and that methods cannot target specifically identified analytes. On the other hand, instrumentation needs to be appropriately qualified and calibrated, proper system suitability parameters have to be implemented, and the docu-
mentation must be performed to comply with cGMP expectations, so as to be able to provide meaningful and indisputable data. Since universal screening methods are not validated, conditions should be standardized to the extent possible but still allow adjustments to accommodate different instrument platforms and to evaluate different materials. By contrast, the leachables testing of the finished DP must comply with higher regulatory rigor, and therefore some level of method verification/validation needs to be performed, with at minimum robust system suitability as part of the sample testing.

Recent queries and deficiency letters from the regulatory agencies indicate that some of the analytical approaches for leachable testing may not be acceptable, and the analytical process needs to be “fine-tuned”. This includes queries regarding targeted and untargeted leachable detection techniques, application of uncertainty factors, and choice of surrogate standards, demonstration of system suitability, and demonstration that methods are fit for the use of intended purpose.

The term “high performing screening method” used in this paper is defined as one which meets the following set of performance criteria:

- Generally applicable for a wide range of sample matrices and a wide range of target analytes
- Capable of extracting and concentrating target analytes for detection at ng/mL to sub ng/mL level
- Easy automation of the whole process, including sample preparation
- Compliance with industry data integrity expectations

The paper is divided into multiple sub-parts, each sub-part focusing on a particular testing related issue:

- Leachable screening method supporting manufacturing-related investigations
- Analytical approaches to evaluate relative response factors.
- Drug delivery device leachable evaluations
- Issues associated with large volume parenteral
- Aspects of method and system suitability

### 2.0. Experimental

#### 2.1. Chemicals and Standards

Chemicals including LC-MS grade water and UltraTrace purity dichloro-methane and standards were purchased from Sigma Aldrich (St. Louis MO, USA).

#### 2.2. Sample Preparation Methods

##### 2.2.1 Liquid-Liquid Extraction of Aqueous Samples

Five mL of the aqueous sample was extracted 3 times with 5 mL of dichloromethane. The organic phases were pooled and dried with anhydrous sodium sulfate. After the drying process was completed the organic phase was removed and concentrated under a nitrogen stream until a 10 x concentration factor was achieved. Concentration to dryness needs to be avoided to reduce the significant loss of volatiles [21]. In some case studies the aqueous samples were spiked with appropriate level of recovery internal standard (IS/RS). For others, the final concentrated extracts were spiked with appropriate level of internal standard (IS). A surrogate or volumetric Internal Standard (IS) [8,22] is added at known quantity to the final extract to monitor and correct the uncontrolled variations of sample volumes being injected into the analytical system [23]. Recovery internal standards (IS/RS) are added at known quantity to the samples before the extraction process takes place. A carefully selected and evaluated recovery internal standard theoretically addresses all the variables related to extraction, sample concentration and the injection process. In many cases, an appropriately selected and well justified IS/RS provides a more accurate quantitative estimate, especially for a process with known low recovery. The exact spiking level of the added standards is listed in specific case studies.

##### 2.2.2. SPME Extraction of Aqueous Samples and Finished DP Samples

One or two mL of each aqueous sample was placed in a 20 mL HS vial and spiked with an appropriate level of IS/RS, and the vials were sealed with high purity PTFE-coated silicone septa (Gerstel). Samples were incubated at 85 °C for 10 minutes and extracted with a 100 µm polydimethylsiloxane extraction fiber. The extracted analytes were thermally desorbed from the PDMS fiber in a hot PTV injector at 250 or 260 °C using splitless injection mode. (Note that SPME injection is not influenced by solvent evaporation vs. injecting liquid to the system [24,25]). For SPME-Arrow sampling a 1.1 mm PDMS extraction fiber with 3.8 µL phase volume was used.

#### 2.3. GC-MS Methods

Thermo Scientific TSQ Quantum Ultra XLS® triple quadrupole GC-MS system (referenced as TSQ) was used in the majority of the case studies, except for the unexpected peak
investigation where a Thermo Scientific GC-Orbitrap® High Resolution Accurate Mass System (referred as GC-Orbi) was used for the testing [26]. Both systems were equipped with a PTV injection system [27,28], which were used either in hot constant temperature splitless mode at 250 °C with a 0.5 minute splitless time, or in a temperature-programmed injection mode where the injection was made at 50 °C with 0.1 minute hold time and heated to 275 °C at a rate of 12 °C/sec with a splitless valve closing of 0.75 minute. For TSQ, a RSTek Rxi 5 MS 40 m x 0.18 mm dimension, 0.180 µm film thickness (β=250) column with hydrogen gas carrier was used at 40 cm/sec linear velocity with constant flow at 1.1 mL/min. For the GC-Orbi system, a RSTek Rxi 5 MS 30 m x 0.25 mm with 0.25 µm film thickness (β=250) with He carrier at 1.2 mL/min constant flow was used. The temperature program was identical for both systems starting at 50 °C (1-minute hold) to 300 °C at 25 °C/min (3-minute hold). Both systems were used electron ionization at 70 eV energy with 50 A current. The TSQ system was equipped with a DuraBrite™ ion source at 275 °C and the GC-Orbi was equipped with an ExtractaBrite™ ion source operated at 275 °C.

2.4. Case Studies

2.4.1 Leachable Stability Screening Method for Investigation of Unknown Peaks

Several years ago, a case of trace-level migrant chemical from wood pallets caused a multi-billion dollar impact on the pharmaceutical and the food industry. Companies such as General Mills from the food sector as well as Pfizer and J&J from the pharmaceutical industry recalled multiple products due to contamination with a degradation product of a brominated fire retardant used to treat wood pallets [5,6]. Since this migrant, 2,4,6-TBA, has an extremely low sensory threshold, it can be easily detected by the human nose, and therefore it was relatively easy to identify its presence. However, it was extremely difficult to detect and quantify this impurity under cGMP conditions, using a validated analytical methodology that could approach the threshold sensitivity of the human olfactory system [29]. Without having sensory support (either visual or by other senses), some other unexpected impurities may be present which are not easy to detect and identify. The pharmaceutical industry has changed significantly in the past decade, as many pharmaceutical companies stopped on-site manufacturing and outsourced manufacturing to contract manufacturing organizations. As a result of this paradigm shift, the product owner has less control of the manufacturing process. Multiple drug products may be manufactured for different companies using the same manufacturing line in a different time-frame. Therefore, it is very important to have a robust and appropriate method to assess the effectiveness of the cleaning process of the manufacturing parts and to avoid possible cross-contamination from previous manufacturing campaigns. CMOs usually develop and validate cleaning methods at levels related to the API and the qualified impurities for practical and economical reasons, and this approach works in most cases. However, it is important to understand that in some situations there is a significant gap between the maximum dose API-based allowable impurity levels versus the daily dose calculated AET which should be used to monitor leachables in the stability studies. An example of the existing gap is presented in Table 1. Based on the data presented in Table 1, there is a significant 16-fold gap between the API-related impurity level and the level that should be monitored for a leachable screening method (associated numbers are presented in Table 1). Therefore, if the cleaning validation method was developed based on the allowable API impurity level, the method’s LOD or LOQ most probably would not address the method requirement of detecting species at a level 16 times lower.

| Table 1. Allowable API related impurity level in the finished product vs. the leachable monitoring level. |
|---------------------------------------------------------------|
| **Drug daily dose** | >10 mg-2,000 mg |
| **Allowable level of impurity (according ICH Q3B)** | 0.2% or 2 mg TDI, whichever is lower |
| **Actual daily dose of the drug** | 12 mg/day |
| **Allowable level of impurity (according ICH Q3B)** | 24 µg/day (0.024 mg/day) |
| **Leachable monitoring level** | 1.5 µg/day (0.0015 mg/day) |
| **Difference between the release specification for impurities vs. leachable detection requirement** | 24 µg/day /1.5 µg/day =16 fold |
It would be wise if an analytical test method at the leachable AET limit were used to test the finished product before it is packaged and set-up for the leachable stability testing, otherwise there is a possibility of unexpected, unknown peaks leading to investigations during stability testing. The case study presented below is related to a parenteral drug formulation with a calculated AET of 0.009 µg/mL or 1.5 µg/day. Leachable stability was initiated with 3 different manufacturing lots and multiple units were tested at each time point for each lot. A bulk lot that had not been packaged was used as a control to understand if the detected unknowns might in fact be leachables from the DP packaging. From the leachables perspective, everything looked “normal” and no concerning events were observed for two lots. However one of the manufacturing lots showed a couple of “unusual” peaks at or above the AET level. Figure 1 shows the total ion chromatograms of the bulk sample and the stability leachable sample. The sample was spiked with a recovery standard at the AET level of 9 ng/mL, to demonstrate, that the analytical method has sufficient sensitivity to detect impurities at or below the required AET level. The unexpected peak was identified as a halogenated organic analyte. The origin of the peak was related to cross-contamination from a different manufacturing campaign. The ID of the peaks cannot be disclosed due to client confidentiality, however, the mass spectra are presented in Figure 2, to show that even at such a low level, a high performance screening method can provide high-quality EI spectra for identification purposes. In this particular case, the screening method had sufficient sensitivity to detect unknown peaks at low parts per billion level and to allow identification of the impurities and their source. The conclusion was that this observed unexpected peak was not related to any packaging components. This approach may not be successful all the time, as certain impurities may not be extracted and/or ionized well under general conditions and therefore may not be detected and evaluated at such a low level.

2.4.2. Impact of the Analytical Conditions on the Relative Response Factor (RRF)

The analysis of reference standards may be performed to enhance the qualitative and quantitative data generated by non-specific screening methods utilized in extractables studies performed on pharmaceutical contact materials. The establishment of a database containing relative response factors obtained from a wide range and variety of standards has not been extensively published, however in recent years several papers [12,14,15,30], conferences [16], and webinars [31] have attempted to “clear the mist”. Those publications provided detailed information on how a particular laboratory generates database(s) and provided a basis for discussion of a common industry practice [15]. After examining the details of those papers closely, it is clear that the different laboratories are using different approaches to create databases, as they use different reference compounds ([14] acetophenone-d5), ([12] 2-FBP), ([18] 2-FBP, d21-BHT and d10-pyrene). In addition to the fact that proprietary response factor databases are using different refer-
ence standards to calculate the relative responses, laboratories are using different instrument platforms as well, varying from the most common single quadrupole to Triple Stage Quadrupole and GC-Q-ToF or GC-Orbitrap (HRAM based) [18], and the effect of the different platforms has not been discussed in great detail [17]. Additionally, parameters such as sample introduction to the GC, which may have a significant impact on the relative response factors are not standardized. If at some point the industry moves forward to standardize the generation and limitations of such databases, it would be wise to take into account these factors as well.

The other important factor which has not been discussed in detail before is the evaluation level of the standard components being analyzed when database records or response factor values are determined. As most analytical chemists are aware, MS detectors do not have an infinite linear range and therefore do not have infinite linear response. If the reference compounds are injected at a low level (or above the detector’s saturation level), the RRF values may be impacted. In the past, when the majority of E&L studies were performed at the ppm level, which is the comfort zone for most laboratories, it was not an issue. However, with the industry moving towards large volume formulations, laboratories are facing extreme challenges from AET levels as low as single -digit ppb. This may be a problem for database generation, as database records will have to be maintained at multiple levels, including levels close to the system’s detection capability. This paper presents some examples where relative response factors vary based on the evaluation level and the injection technique being used. The presented data is generated based on a few selected chemicals, with the intent of facilitating a conversation.

2.4.3. Impact of the Evaluation Level on the Relative Response Factors

The most common practice for database development, as presented in papers [16] and talks [31] is to use a single IS at a single evaluation level, along with RRF database entries generated at the same or similar concentration as the IS or in a concentration range around the IS concentration [14]. The single publication which analyzed a range of concentrations used a 10-40 ppm IS level, which provides excellent peak response and no interference from the analytical system. Analytes for database entries are also injected around that

![Figure 3. Linearity plots for evaluated chemicals in a range of 0.1-10 µg/mL](image)
level, with the RRF for the analyte calculated based on the equation presented [16].

$$RRF_{analyte} = \frac{Peak\ response\ Analyte}{Peak\ response\ IS} \times \frac{Concentration\ IS}{Concentration\ Analyte}$$

In our experiment, we set up a range from 0.1-10 µg/mL for both the IS and the analytes, and evaluated the response factors. It can be noted that this range of targets present at lower concentrations (at the low end) as compared to the data sets published earlier. We expected differences in the RRF at each concentration level, as different chemicals have different slopes for the curve of response vs. concentration as presented in Figure 3.

Based on the data presented below the authors suggest that RRF values need to be determined over a range of concentrations, and if linearity is established over that range, use the slope of the curve for the RRF determination. This approach would make the database more robust; however, when it is used for quantitative assessment, it should be within the evaluated range. Table 2 shows the variability of the relative response factors as a function of different sample and standard concentration. The data was generated from solutions made by serial dilution from a working stock, and analyzed by a single analyst on a single day using the same analytical system and method conditions for all injections. The instrument was fully qualified for cGMP use and the data collection system meets the expectations of data integrity requirements. All of the peaks were baseline separated, and even at the lowest concentration level, the signal to noise value observed for the lowest intensity peak was higher than 100:1 in scan data acquisition.

By looking at this data set one might question why a laboratory would use the IS at a different concentration than the analyte? There is a practical answer for this. From laboratory operation aspect, it is more effective to default to a “one size fits all” method where the IS is spiked into each sample at the same level without consideration that different products have to be evaluated at different levels (for example a 5 ppm IS spike used across multiple projects even when the calculated AET is at 0.1 µg/mL for one platform and 10 µg/mL for another one). When the industry moved toward large dose formulations, the very low AET levels became common, and in some cases, the AET is close to the known limitations of the detection capability of the instrumentation. Those issues are not present when the AET was near 100 ng/mL level since peaks were clearly visible even in scan data acquisition. However, at a lower level, it may be a problem when the laboratory is dealing with lower intensity signals. The purpose of the screening method is to provide objective evidence to the regulatory reviewer that all peaks are being detected and evaluated at the AET level. One of the most practical ways to provide evidence for that is to spike the samples with the internal standard (or recovery standard) at the AET level. If the

| Analyte             | Concentration of Internal Standard, (µg/mL) | 0.1 | 10 | 10 |
|---------------------|---------------------------------------------|-----|----|----|
|                     | Concentration of Analyte, (µg/mL)           | 0.1 | 0.1| 10 |
| Naphthalene-d8      | 0.86                                        | 0.67| 1.12|
| Dibromobenzene      | 0.31                                        | 0.25| 0.31|
| BHT                 | 0.99                                        | 0.78| 0.43|
| Isonox 132          | 1.25                                        | 0.98| 0.32|
| 2,6-Di-tert-butyl-4-methoxyphenol | 0.88                                 | 0.70| 0.27|
| Benzophenone        | 0.20                                        | 0.15| 0.30|
| Diethylphthalate    | 0.21                                        | 0.40| 0.35|
| Tetrabromothiophene | 0.27                                        | 0.22| 0.1 |
| Vulkanox BKF        | 0.35                                        | 0.27| 0.57|
| Tinuvin 327         | 0.43                                        | 0.34| 0.48|
spiked IS or RS is clearly visible at the AET level, it provides some level of confidence that the method and the instrumentation is fit for the purpose. However, based on the presented data set, the RRFs for different analytes show relatively high variability if the IS is used at different levels, and it may raise a question when a database was created as to what level of standards was employed. We cannot claim that one practice is better than or superior to some other approaches; however there are practical reasons why the internal standard is being used at the AET level by our laboratory, which sometimes corresponds to an exceptionally low level in the case of large dose products.

2.4.4. Impact of the injection technique and data acquisition parameters

There are many practical aspects of using "standardized" methods for E&L evaluation, and the majority of cases can be covered with standard and unified methods. However, it is the author’s opinion that such a method will not be implemented industry-wide in the near term [17]; there would be practical limitations of use since E&L studies are covering a wide range of materials, matrices, and concentration ranges. For GC-MS testing, one of the critical variables of the sample analysis process is the injection. The injection process will determine how much of the analyte will reach the column and be detected at the end of the process, and has a significant impact on the peak shape and intensity [27,28]. The injection process includes consideration of the sample solvent, the injector geometry, and the injection parameters. Unfortunately, the injection process can discriminate between analytes based on their boiling points, as compounds with high bp are not transferred effectively to the column [27,32]. Most of the laboratories in the E&L field use a “standard” HSS injector, which has a known discriminative effect. Only a few laboratories use the more advanced (more expensive with more controllable parameters) PTV injector, which was developed to reduce the discriminative effect of the HSS injector, and is, therefore, suitable for a wider range of analytes. The intention of this paper is not to recommend one injector over another; however, the presented data indicate that the injection technique has an impact on the RRFs, and ideally when an RRF database entry is generated, it should be noted what sample introduction was used, allowing the reviewers to make decisions regarding confidence in the quantitative estimate for a particular leachable. Based on our experience, “problematic” components such as benzophenone and Tinuvin 327 have fewer injection issues and generate more reliable data using PTV injection technique. It is interesting to see the more commonly used HSS injection technique resulted in RRFs in a range of 0.1-1.41 (combined) while with PTV injection the range is narrower, at 0.27-1.18 (Table 3). It should be noted that if an RRF database is generated based on TIC data from peak integration performed on the TIC chromatogram, the response factor values may not be appropriate for extracted ion data. Extracted ion traces have less interference and the signal-to-noise ratio is significantly improved, therefore errors in integration are reduced, especially when the peak intensity is near instrument detection limits, as in the example presented in Figure 4. Besides all the substantial benefits, the RRF values are different for the TIC trace versus the XIC trace (see Table 4). The simplest way to tackle this issue, since data is typically acquired in scan mode, is to have two different data processing methods and have two different RRF values assigned to every single chemical.

**Table 3.** Relative response factors for different injection techniques at different evaluation levels. 2-fluorobiphenyl was used as reference internal standard. Each RRF is the average of 10 injections.

| Analyte                        | Concentration of Internal Standard, (µg/mL) | 10  | 10  | 0.03 | 0.03 |
|--------------------------------|--------------------------------------------|-----|-----|------|------|
|                                | Concentration of Analyte, (µg/mL)          |     |     |      |      |
| BHT                            | 0.23                                       | 0.43| 1.41| 0.76 |
| Isonox 132                     | 0.51                                       | 0.32| 1.38| 1.18 |
| 2,6-Di-tert-butyl-4-methoxyphenol | 0.48                                       | 0.27| 0.58| 0.78 |
| Benzophenone                   | 0.20                                       | 0.30| 0.22| 0.46 |
| Tinuvin 327                    | 0.10                                       | 0.48| 0.36| 0.49 |
| Injection technique            | HSS                                        | PTV | HSS | PTV  |
2.4.5. Impact of the sample matrix of the RRF

Database records are usually generated using neat standard solutions, which are suitable for providing quantitative estimates for extractables in most cases. However, when the levels of leachables are in question, it is important to pay attention to the way the quantitative numbers have been calculated. A major consideration for finished drug products is that sample preparation is required prior to analysis. Some formulations are relatively easy to process, such as saline with a low concentration of API, while others pose significant challenges (complex polymer-based formulations, presence of Tween 20, high level of API). In all cases, it is necessary to provide a reliable quantitative assessment of all leachables in the finished DP. The following example presents a scenario where the response factors show significant differences between the neat standard injections, standard spiked into saline solution, and standard spiked into the finished DP. The data presented here was performed for the investigation of unexpected impurities, with the goal to investigate if the impurity is related to any packaging material or another source. The evaluation was performed at an AET level of 20 ng/mL, and the target analytes were different halogenated organic species. The standard solutions were prepared in dichloromethane with both the target analytes and the 2-FBP internal standard at the AET level and injected in PTV injection mode. The solutions were also prepared at the same concentration in saline and a bulk DP and injected after a sorbent-based solventless on-line extraction (SPME) in triplicate. The results are presented in Table 5.

The data set presented in Table 5 shows that some of the analyzed species, especially the tri-halo and tetra-halo species, have minimal differences across the studied matrices (approximately 2-fold differences), while the analytes with aniline or anisole functional groups demonstrate 9-fold to 50-fold differences between the standard injection in DCM and the spiked DP RRF values.

Table 6 shows the reported results of the finished drug product sample for two different quantitation scenarios. In one scenario the response factors from the standard injection in DCM had been used, while in the second case the response factors based on a spiked drug formulation were used. The

| Analyte                        | Concentration of Internal Standard and Analytes, (µg/mL) | 0.03 | Injection Technique |
|-------------------------------|---------------------------------------------------------|------|---------------------|
|                              |                                                       |      | PTV                 |
| Evaluation parameter          | RRF in scan                                             | RRF in extracted ion | RMS S/N in scan | RMS S/N in extracted ion |
| BHT                           | 0.76                                                   | 0.43 | 408                 | 2,357              |
| Isonox 132                    | 1.18                                                   | 0.70 | 829                 | 6,790              |
| 2,6-Di-tert-butyl-4-methoxyphenol | 0.78                                               | 0.44 | 495                 | 2,467              |
| Benzophenone                  | 0.46                                                   | 0.31 | 117                 | 439                |
| Tinuin 327                    | 0.49                                                   | 0.22 | 96                  | 418                |
| Injection technique           | HSS                                                    | PTV  | HSS                 | PTV                |
data presented in the table shows significant differences between the two different quantitation approaches, highlighting the importance of understanding how the relative response factors being used for quantitative evaluation were generated.

2.5. Internal standard (IS) vs. Recovery internal standard (IS/RS) approach for leachable testing

2.5.1 Drug Delivery Device Evaluation

As scientists, we know that all of the reliable laboratories work under similar high scientific standards, and serve clients based on best practices, yet there are (and will be) discussions across the industry raising concerns regarding the variability of data related to E&L data packages. A recently published paper states “there is some evidence, largely anecdotal, that E&L screening results are inadequately accurate and reproducible” [17]. Though we mostly agree with this statement, if rigorous scientific standards are applied, the variation of the data should be explainable. The authors would like to present a case to demonstrate that variability of the data between laboratories can be a result of different experimental approaches. The authors 100% agree that “different methods that are not individually optimized to suppress variation and that are implemented without adequate control” [17] can present large variation between laboratories or even within a single laboratory. The authors also believe that a standardized approach to extractable testing is possible, but uniform leachable testing would be difficult to implement across the industry. From an operational point of view, the “one size fits all” method is a cost and resource-effective model; however, this type of testing cannot address the different requirements for each finished product, including testing a wide concentration range due to different AETs. We have to keep in mind that the majority of the E&L testing laboratories are working for clients, and therefore we have a responsibility to complete projects in a timely and cost-effective manner without sacrificing scientific rigor. On the other hand, E&L data packages

### Table 5. Matrix dependence of relative response factors (RRFs), for selected halogenated analytes.

| Analyte                      | Concentration of Internal Standard and Analytes, (µg/L) | 20 Injection Technique | PTV | SPME | SPME |
|------------------------------|--------------------------------------------------------|------------------------|-----|------|------|
| Evaluated solution           | Neat std solution in DCM | std solution in saline | std solution in bulk DP |
| Halogenated impurity I       | 0.52                                                   | 0.09                   | 0.07 |
| Halogenated impurity II      | 0.46                                                   | 0.3                    | 0.21 |
| Halogenated impurity III with anisol group | 0.54                                              | 0.09                   | 0.01 |
| Halogenated impurity IV with aniline group | 0.55                                              | 0.50                   | 0.06 |
| Halogenated impurity V       | 0.73                                                   | 0.59                   | 0.33 |

### Table 6. Difference of the reported impurity levels for a finished drug product investigation using different RRF values for the quantitative estimation.

| Analyte                      | Analyte content, ng/mL |
|------------------------------|------------------------|
|                              | Reported investigation result based on std solution RRF's | Reported investigation result based on bulk DP spiked RRF's |
| Halogenated impurity I       | 2.2 (below AET) | 15.9 (below AET) |
| Halogenated impurity II      | 13.7 (below AET) | 28.5 |
| Halogenated impurity III with anisol group | 4.1 (below AET) | 210.6 |
| Halogenated impurity IV with aniline group | 101.6 | 978.8 |
| Halogenated impurity V       | 17.2 (below AET) | 37.5 |
are part of the CMC section of the regulatory filing and are rigorously reviewed by a regulatory agency. The testing lab’s responsibility is to present the data in a format allowing the reviewer to make a decision, based on clearly presented objective evidence. A good leachable screening method should meet at least the following two criteria:

- Evidence should be provided and presented that the method has a sufficient limit of detection to monitor peaks at the required AET level. This seems obvious, and it is easy to achieve for low dose formulations where the AET is typically 0.1 µg/mL or higher; however it is very challenging for LVP products with AETs below 10 ng/mL.
- Evidence should be provided that the reported data are based on a scientifically justifiable quantitation approach, including how the reporting threshold was derived as well as the manner of quantitation (surrogate-based quantitation or IS/RS-based quantitation).

Below we would like to present a case study related to a medical device stability evaluation, where two laboratories used different experimental approaches which resulted in two different outcomes with two data presentation approaches. The subject of the evaluation is the liquid based drug formulation, which was kept in the device over the stability period and discharged at the time of the stability pull. Interestingly, though the reported results are identical for both approaches (as both study outcomes resulted no peaks present above the AET), for one of the approaches it is exceedingly difficult for the regulatory reviewer to understand if leachables are present close to the AET limit or they are much below. The device is a drug delivery pump, and the AET level for the leachables was calculated as 4.8 µg/mL. After applying an UF=2 the final AET is 2.4 µg/mL. The AET level is high enough that every analytical laboratory in the E&L field should have sufficient instrumentation to perform the testing. Since the delivered drug formulation is aqueous, a dichloromethane extraction was used by both laboratories.

- **Approach 1.**
  Method suitability was performed by spiking some of the identified extractable species to a bulk drug product at a 4.8 µg/mL level. After performing an extraction, the recoveries were found to be in a range of 12-67%, which seems to be on the low end. According to comments from a particular regulatory reviewer [33], and based on general expectations from the industry for recovery values, it does not meet rigorous scientific standards [34]. However if the results of the leachable testing could be shown to account for the low recoveries, the reported numbers could be justified.

  The samples collected from the device were extracted with dichloromethane as described in the experimental section. After extraction the final extracts were spiked with 2-flouro-biphenyl IS to a level of 10 µg/mL, which is 4.2 times higher than the final UF corrected AET. The results were reported as no peaks were found above the AET. A single chromatogram was included in the report as a supporting data presented similar to Figure 5.

  As presented, the chromatogram on Figure 5 provides sufficient evidence based on the spiked IS response (even if it was spiked above the AET) of sufficient sensitivity; however it is not clear that no leachables are present at or above the AET level, since the low recovery was not taken into account. The impact of low recovery needs to be considered to provide an accurate result for the quantitation, otherwise certain leachables would be underestimated [33]. Underestimation is particularly unfortunate in impact assessment (e.g., toxicological safety assessment) since an assessment based on an underestimated concentration will result in an inappropriate impact assessment (underestimate the risk).

  When considering the safety of a drug product, an underestimated leachable level could lead to the conclusion that the leachable has no adverse impact on safety when in fact the opposite is possible [17].

- **Approach 2.**
  One approach to show evidence of sufficient recovery is to

![Figure 5. TIC chromatogram of a medical device leachable profile. The peak at 7.72 minute is the IS spiked at 10 µg/mL level to the extract. The red horizontal line represents the final AET of 2.4 µg/mL level.](image-url)
use a properly selected recovery standard.

In the second approach, a recovery standard was added to the liquid samples discharged from the delivery device (not the extracts), at the final AET level of 2.4 µg/mL, and the samples prepared through the same extraction process as in Approach 1. The results show a different visual result for the acquired data (Figure 6). Based on the used UF=2, there were still no peaks present above the AET, meaning the reported results are the same as in approach 1. Even when the actual leachable levels were calculated based on their individual response factors, the highest value is 4.1 µg/mL, which is still below the AET; therefore no action needs to be taken. Both approaches resulted in the same reporting outcome; however, the second approach provided higher-quality visual data allowing the reviewer to draw a conclusion with less effort.

2.5.2. E&L evaluation of an LVP finished product, aspects of method suitability tests

Large volume parenterals, due to the low evaluation levels required for leachables, are usually outside of the routine scope of analytical laboratories. A daily dose above 100 mL combined with an SCT (Safety Concern Threshold) of 1.5 µg/day results in AET levels 15 ng/mL. Reaching this low detection level can be challenging for most laboratories and for the majority of the “standard” analytical instrumentation. This section presents a case with two different testing approaches for a large volume parenteral finished product with a 400 mL/day daily dose. One of the approaches was questioned and not accepted by the regulatory agency, as the analytical package was not supported by sufficient data for the method’s limit of detection (as the laboratory claimed), and the presented recoveries were found to be insufficient. Through this example, the authors would like to highlight the importance of an appropriate system suitability method being performed before each analysis, and the importance of reasonable and suitable acceptance criteria for the methods. With the low AET, a reliable and sensitive screening method is very important for both identification and quantitation purposes. If leachables present at the AET level are not detected, the risk assessment carries no real value.

Multiple approaches may be used to provide data for system suitability at low AET levels, however, they have to address all (or most) of the performance check parameters. Usually it is necessary to provide data for LOD (or LOQ), the desired specificity which can be either chromatographic or spectral based, and some level of method/injection repeatability. To design a suitable method to accomplish this; the following key points should be considered:

• Availability of existing standards for the target analytes. If authentic standard is not available a surrogate can be justified based on chemical structure (substructure) as well as chromatographic and spectral behavior.
• The suitability method must be determined at the AET. Systems and the method should be evaluated at the AET level, otherwise it would be insufficient to justify how the method will be fit for the purpose of detection at low concentrations. For example, it is hard to justify the method suitability if the AET is at ppb level and the spiked internal standard, or recovery standard is at a level multiple orders of magnitude higher, and the spike and recovery is performed at a ppm level.
• The most cost and resource effective way to combine method and system suitability is IS/RS utilization at the AET level. In that case, system suitability provides data which assures the whole analytical process has sufficient extraction efficiency and LOD (or LOQ), and is acceptable at the AET level.
• System suitability tests as such must have pre-defined acceptance criteria for all performance parameters.

For demonstration purposes an aqueous drug formulation with 10 mg/mL API was used. The formulation was not considered complex, but was pH adjusted and contained sodium chloride. The major challenge was the 400 mL/day daily dose, as according to the 1.5 µg/day (1500 ng/day) the dose based AET is calculated to be 3.75 ng/mL (no correction UF
was used for the AET calculation). Usually that level of testing requires a targeted approach, which is not the role of a screening method.

- Approach I
Since the formulation is aqueous-based, it is not amenable for direct GC-MS analysis, therefore an extraction was performed using dichloromethane as the extraction solvent. Before the sample analysis occurred, a method suitability experiment was performed. The method suitability was based on spike and recovery experiments of certain identified extractables which were spiked at a level approximately 100x higher than the AET of 3.75 ng/mL, and the IS was spiked at 10,000 ng/mL level. The results of the method suitability are presented in Table 7, and demonstrate that the method did not work effectively for the target analytes, indicated by low recovery or insufficient detection for some of the components. Based on this method suitability experiment, it is not clear that the method has a sufficient detection limit or recovery at the required AET level. The analytical data - and the lack of analytical data - presented in Table 7 is a clear indication that neither the system nor the method is suitable for its intended purpose. The low recoveries are only acceptable if the laboratory applies very low scientific standards and no evidence is presented that the method is capable of performing detection at 3.75 ng/mL level. From that point of view, the method should not be used for product testing, since the results would be questioned, as happened during the agency

| Table 7. Method suitability results for a large volume parenteral product (400 mL/day daily dose). |
|---------------------------------------------------------------|
| Analyte | m/z Quantifier | Spike level ng/mL | AET ng/mL | % Recovery at the spike level | Relation to the AET level |
|---------|---------------|-------------------|-----------|-------------------------------|--------------------------|
| Analyte 1 | 172 | 10,000 | NA | NA | 133 fold |
| Analyte 2 | 88 | 500 | 3.75 | below 5% | 133 fold |
| Analyte 3 | 113 | 500 | 3.75 | below 15% | 133 fold |
| Analyte 4 | 122 | 4,900 | 3.75 | below 5% | 1307 fold |
| Analyte 5 | 103 | 490 | 3.75 | below 10% | 131 fold |
| Analyte 6 | 191 | 490 | 3.75 | 30 | 131 fold |
| Analyte 7 | 217 | 490 | 3.75 | below 25% | 131 fold |
| Analyte 8 | 261 | 370 | 3.75 | below 15% | 99 fold |
| Analyte 9 | 149 | 490 | 3.75 | below 15% | 131 fold |

| Table 8. System suitability results for a DCM based back extraction leachable testing method. |
|---------------------------------------------------------------|
| Analyte | Retention time | m/z Quantifier | Spike level (ng/mL) | AET ng/mL | Peak S/N for XIC |
|---------|----------------|---------------|---------------------|-----------|-----------------|
| IS 2-FBP | 7.71 | 172 | 1,000 | NA | 113,825 |
| Naphthalene-d8 | 6.42 | 136 | 3.75 | 3.75 | 9,770 |
| dibromobenzene | 6.49 | 236 | 3.75 | 3.75 | ND |
| BHT | 8.57 | 205 | 3.75 | 3.75 | 519 |
| Isonox 132 | 9.3 | 232 | 3.75 | 3.75 | 1,046 |
| Benzophenone | 9.42 | 182 | 3.75 | 3.75 | ND |
| Diethylphthalate | 9.47 | 149 | 3.75 | 3.75 | 153 |
| Tetra bromo thiophene | 9.76 | 319 | 3.75 | 3.75 | ND |
| Vulkanox BKF | 13.22 | 177 | 3.75 | 3.75 | ND |
| Tinuvin 327 | 14.35 | 342 | 3.75 | 3.75 | 253 |
Based on the data set presented in Table 7, there is a significant value of meaningful system suitability (and method suitability) with associated acceptance criteria, achieved by utilization of the most effective option performed in a single step before every analysis sequence (for example multiple injections of appropriate level surrogate or target standard solution).

The next data set presented demonstrates the detection method proved sufficient, but the extraction method did not, as well as having an example where both the extraction and the detection method proved to be sufficient to provide data at the low AET level. A bulk (non-packaged) LVP finished product was spiked with 9 different chemicals that represented a range of chemical classes, polarities, and boiling points. Each target chemicals were spiked at a level of 3.75 ng/mL level and the IS/RS 2-fluorobiphenyl at a 1000 ng/mL level. The spiked sample was extracted with dichloromethane, concentrated, and injected onto a GC-MS using a cold PTV injection method. The result of the testing is presented in Table 8.

The data set in Table 8 shows that for some of the standards, detection was achieved at the AET level, therefore it can be concluded that the detection method is sufficient. However, it seems there are some issues with the extraction method, as it was not sufficient to extract all target analytes at the AET level. For system suitability purposes, a signal-to-noise calculation is one of the ways to provide evidence of method

Table 8. System suitability results for a polymer sorbent (SPME) based back extraction leachable testing method.

| Analyte       | Retention time, min | m/z Quantifier | Peak S/N | Injection %RSD (corrected), N=6 | %RSD based on Horwitz [35] | %RSD based on Horwitz [35] |
|---------------|---------------------|----------------|----------|---------------------------------|-----------------------------|-----------------------------|
| Spike level   |                     |                | 3.75     |                                 |                             |                             |
| AET (ng/mL)   |                     |                | 3.75     |                                 |                             |                             |
| IS 2-FBP      | 7.71                | 172            | 154,379  |                                 |                             |                             |
| Naphthalene-d8| 6.42                | 136            | 66,598   | 9.8                             |                             |                             |
| Dibromobenzene| 6.49                | 236            | 11,152   | 7.8                             |                             |                             |
| BHT           | 8.57                | 205            | 184,886  | 9.1                             |                             |                             |
| Isonox 132    | 9.3                 | 232            | 438,613  | 12.6                            |                             |                             |
| benzophenone  | 9.42                | 182            | 7,023    | 8.8                             |                             |                             |
| Diethylphthalate| 9.47               | 149            | 13,694   | 5.1                             |                             |                             |
| Tetrabromo thiophene | 9.76        | 319            | 55,491   | 10.4                            |                             |                             |
| Vulkenox BKF  | 13.22               | 177            | 2,569    | 15.3                            |                             |                             |
| Tinuvin 327   | 14.35               | 342            | 97,945   | 13.6                            |                             |                             |
Finally, a data set is presented after DP specific method development (it is important to note that the presented method works very well for the list of components presented here, and the rule of thumb in our laboratory is that methods and extraction techniques should be modified to have the best fit for the potential target analytes). In this experiment, the IS/RS of 2-fluorobiphenyl was spiked directly to the drug formulation along with the target components at the AET level of 3.75 ng/mL level. A polymer sorbent-based extraction (SPME) was used to extract the analytes. All the analytes were recovered as well as the IS/RS. The extraction was repeated 6 times from 6 individual samples, to show that the method is repeatable and meets industry expectations [34,35]. The signal-to-noise ratios were calculated, and they indicate that the method has sufficient detection capability. However, with the more widespread use of HRAM based detection, the S/N calculation may not be the most appropriate system suitability parameter [36,37] as discussed later. The data set presented in Table 9. A representative chromatogram of the sample is plotted in Figure 8. The top trace is scaled to the most intense peak in the chromatogram and, as is expected at this low target level, there are some background peaks present at a higher intensity than the targets. The bottom trace is a zoomed TIC, where all the target analytes were marked with a green arrow and the IS/RS peak was marked with a blue arrow. The peaks are clearly detectable and an agency reviewer should have no doubt that the method is suitable for its designed purpose.

The last point we would like to discuss is a recommendation for the acceptable data variance of the data sets. It is important to understand what is justifiable as a “normal variance” and what is caused by avoidable factors, such as an inappropriate analytical system or detection conditions. Over the years, many regulatory agencies who review trace level data (usually environmental or food), have made recommendations on what is an acceptable error for certain testing [23,33,38]. The level of the target analytes is one of the most important points when such criteria are determined by a laboratory; the acceptable variance at ppm level is much lower than in ppb levels (see Table 9). This idea should be reflected when system suitability is designed. Unfortunately, some of the position papers in the E&L field recommend acceptance criteria for system suitability based on an agreement between industry players rather than regulatory agency recommendation or based on scientific justification [34,39]. We hope to begin a discussion that will be part of the evaluation criteria when the industry moves towards standardized
2.6.7. How low in sensitivity level should the laboratory go for leachable evaluation of finished drug product samples?

The obvious answer is as low as the SCT based AET is commanding; however there are sometimes limitations to that approach. There is always a question when a laboratory engaging in a discussion with a client or when a sponsor has a discussion with the regulatory agency. The exact value for that the level is being determined and driven by the AET (which is a function of the dose and the route of administration); however, there is a technical limitation of current analytical technology capabilities [29,40]. It is not necessary to explain that as we are moving to a higher dosage forms, the AET is getting lower, therefore the analytical testing is getting more and more challenging task. For example, if a certain product has a 70 liter daily dose (example: immersion hydrotherapy for burn injuries), resulting in a 21.4 ng/L AET (see equation 2), it may be suitable for targeted testing; however, untargeted screening is practically non-achievable.

The example above was an extreme presentation, and usually laboratories are not dealing with higher than a 10 liter daily dose; however, in recent communication with a regulatory reviewer related to known health risk analytes (nitrosamines), the agency wishes to see validated analytical methods reaching at 25 pg/L (250 ppq), which are not possible to achieve with current available analytical methodology, even when a targeted approach is being used for the testing.

The example presented below is for a maximum daily dose of 4 L/day, which results in a 375 ng/L (0.375 mg/mL) AET. The finished product is an aqueous formulation with a low level of salt API and pH adjustment chemicals. The presented example is from a stability pull, and the finished drug product was spiked with IS/RS of 2-FBP at the AET level of 0.375 ng/mL. The sample was extracted using SPME-Arrow and analyzed with an HRAM based GC-MS system in scan data acquisition mode. The acquired chromatograms are presented in Figure 9. The top trace shows the zoomed section of the TIC, and as expected there are larger peaks observed; however the IS/RS is clearly visible at 7.64 minute, proving that the method has sufficient sensitivity to detect leachables at the required AET level. The extracted ion trace of m/z=172.0681 shows a single peak in the entire chromatogram and no chemical or electronic noise observed. In this case, S/N ratio cannot be used to determine the LOD; thus the LOD can only be calculated by a statistical approach [26]. It also provides evidence that the approach of calculating and reporting the LOD limit based on a high level of standard injection and extrapolation of the observed S/N down to 3:1 is not a justifiable scientific approach.

3.0 Summary

Case studies of analytical approaches are presented in this paper related to leachable testing of different pharmaceutical products and analytical investigations of low-level impurities. The importance of a high performing and reliable screening method was discussed and explained. Current flaws with the non-standardized testing methodology were indicated, and possible solutions for improvement were proposed for those specific cases. The importance of a science-based method and system suitability was highlighted. While response factor databases are the best way for quantitative estimation of leachables in finished drug products, limitations of those databases related to different instrument platforms, and the concentration of the standard solutions as well as the effect

$$AET (ng / L) = \frac{SCT (ng / day)}{Number\ of\ daily\ doses \times volume\ of\ a\ dose \times 1500 \ ng / day \times 1 \times 70 L} = 21.4\ ng / L$$
of the sample matrix were explored and discussed.
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