Black Box Model Explanations and the Human Interpretability Expectations - An Analysis in the Context of Homicide Prediction
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Abstract. Strategies based on Explainable Artificial Intelligence - XAI have promoted better human interpretability of the results of black box machine learning models. This sets a precedent for questioning whether or not human expectations are being met when faced with the explanations of this type of model. The XAI measures being currently used (Ciu, Dalex, Eli5, Lof0, Shap, and Skater) provide various forms of explanations, including global rankings of relevance of attributes, which allow for an overview of how the model is explained as a result of its inputs and outputs. These measures provide for an increase in the explainability of the model and a greater interpretability grounded on the context of the problem. Current research points to the need for further studies (within a specific context/problem) on how these explanations meet the Interpretability Expectations of human experts and how they can be used to make the model even more transparent while taking into account specific complexities of the model and dataset being analyzed, as well as important human factors of sensitive real-world contexts/problems. Intending to shed light on the explanations generated by XAI measures and their interpretabilities, this research addresses a real-world classification problem related to homicide prediction, duly endorsed by the scientific community, replicated its proposed black box model and used 6 different XAI measures to generate explanations and 6 different human experts to generate what this research referred to as Interpretability Expectations - IE. The results were computed by means of comparative analysis and identification of relationships among all the attribute ranks produced, and 49% concordance was found among attributes indicated by means of XAI measures and human experts, 41% exclusively by XAI measures and 10% exclusively by human experts. The results allow for answering questions such as: “Do the different XAI measures generate similar explanations for the proposed problem?”, “Are the interpretability expectations generated among different human experts similar?”,
explanations generated by XAI measures meet the interpretability expectations of human experts?” and “Can Interpretability Explanations and Expectations work together?”, all of which concerning the context of homicide prediction.
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## 1 Introduction

In recent years, technology has increasingly evolved and allowed intelligent algorithms to be present in our daily lives through solutions to the most diverse types of problems, thus further requiring that machine learning models solve increasingly complex problems requiring characteristics that justify their decision-making capabilities.[51,20].

Computational models based on bagging and boosting algorithms, because they provide high performance and high generalization capacity, are commonly used in computing to solve regression and classification problems based on tabular data. However, these models are not considered transparent algorithms[4] being considered black box algorithms[5] and, therefore, are less used in problems related to sensitive contexts, such as health and safety.[58,34].

By observing the most recent literature on Explainable Artificial Intelligence - XAI[26], the use of black box algorithms in sensitive real-world contexts requires confidence (on the part of the human user) to be gained in the predictions of this type of algorithm. In this sense, different strategies have been developed on two knowledge fronts, namely: one aimed at generating greater explainability of the model itself; the other front with analyses concerning the interpretability of the explanations produced (interpretations made by a human user)[7,41,22].

Black box model explanations are created through Model Agnostic analyses[6] also referred to as Model Inductions[42,25] or even Post-hoc Analysis[7], since in this type of technique only the training data, test data, the model itself and its outputs are used for creating explanations.

The limited understanding of black box models requires the search for methods and tools that can provide information about local explanations — aiming at predicting around an instance through various methods to obtain a local attribute importance ranking[39] — and global explanations — when it is possible to understand the rationale of all instances of the model by generating a global attribute importance ranking[39,24] — as a means of making interpretable, and thus more reliable, decisions[25].

---

4 Transparent Algorithms: Algorithms that generate explanations for how a given output was produced. Examples: Decision Tree, Logistic Regression and K-nearest Neighbors[7].
5 Black Box Algorithms: Machine learning algorithms that have classification or regression decisions that are hidden from the user[10].
6 Model-Agnostic: meaning that it does not depend on the type of model to be explained[42].
Efforts have been made in the Explainable Artificial Intelligence - XAI area regarding the development of different measures to explain black box models, even after their training and testing process [7]. Thus, measures such as Ciu [19], Dalex [11], Eli5 [35], Lofo [13], Shap [37], and Skater [3] have emerged to provide the creation of model-agnostic explanations. Each of these tools is capable of generating explanations using different techniques, but a fact they have in common is that they all generate global attribute importance rankings related to the explanation of a model.

The explicabilities generated by each of the above-mentioned XAI measures, as seen in [48], are ranks that can have greater similarity to one another, even if they stem from different XAI measures, in cases where the complexity of the model (dataset and algorithm) is lower; however, for models with higher complexities, these ranks can exhibit greater differences from one another, as seen in [48], factors that undermine the confidence gain of the model’s end users.

Seeking to minimize the problems presented so far, besides the development of XAI measures and studies on human interpretability, another initiative that has stood out and provided an interesting confidence gain in black box models is the inclusion of human interactions during the process of creating the explanations of the models [50,43,54,59], as this secures the control of explanations as well as a greater scope thereof linked to interpretations of the context based on human and machine analysis.

By that, given the context of homicide prediction and the various research fronts involving explainability, interpretability and human interactions in the black box opening process, the following questions arise: “Do the different XAI measures generate similar explanations for the proposed problem?”, “Are the interpretability expectations generated among different human experts similar?”,”Do the explanations generated by XAI measures meet the interpretability expectations of human experts?” and “Can Explanations and Expectations of Interpretability work together?”.

By seeking to answer these questions, an experiment was developed that uses the machine learning model of homicide prediction advocated in [47], and from this, the 6 explicability rankings were generated by means of XAI metrics, as in [48], and 6 ranks of interpretability expectations generated by different human experts. Then, comparisons and identification of existing relationships between all pairs and sets of ranks created were performed to find the desired answers. Finally, the generated ranks were combined into a single overall rank by means of a technique proposed hereby based on the results of the explanations of the XAI measures and interpretability expectations that were found.

The main contributions of this research are as follows:

- To shed light on the discussion regarding the similarity of explanations generated by XAI measures and their interpretability, focusing on the specifics of the context-sensitive problem - predicting homicides - in order to measure
whether the XAI measures explain the model as expected by human experts, even if to this end some of the results cannot be easily replicated for other regions and other contexts, given the level of the analyzed specificities of the context concerned.

- To propose the concept of Interpretability Expectation, which in general terms is the interpretability expected by an expert of a real-world problem based on their knowledge of the problem and the working principle of the machine learning model being analyzed, thus allowing this concept to be used and replicated by the XAI community in other contexts/problems.

- To describe how the results of the Interpretability Expectation can be combined with results of XAI measures, which are based on global attribute importance rankings, in order to build a Collaborative Explanation of the model using human expert knowledge and different XAI measures, i.e. human and machine. This technique may well be used in other contexts/problems.

- To show the overall methodology developed by this study as a deliverable, as it promotes data used, code developed, results collected, and the repositories created, in accordance with the Fair Guiding Principles for scientific data management and stewardship.

2 Background

2.1 Explainability and Interpretability

The concepts of explainability and interpretability in machine learning are considerably close and even complement one another [7,42]. Therefore, it is of utmost importance that they are presented and differentiated.

Explainability is associated with the explanatory interface between a computational model and a human, which aids in the decision-making process as it seeks to make the model understandable [7,42].

Interpretability is the ability to provide meaning in terms that are understandable to a human being, or even the attempt to interpret an explanation [41,42,22].

Based on these two concepts, which are widespread in the area of machine learning, it is understood that in a practical way explainability seeks to create subsidies that explain the black box model in a technical manner, whereas interpretability seeks to give meaning to the explanations created for a human user, such meaning being based on the context of the problem and the knowledge of the individual [12,47].

Both explainability and interpretability of models are fundamental pieces in the decision-making process, as they provide the end user with support in detecting various problems or even biases in the data being used by the model [41,53].

As mentioned above, it is not possible to conduct a study involving analysis of explainability and interpretability of computer models without considering the

---

8 Explain the black box model: Also known as the process of “opening the black box”.
specific context/problem in which they are embedded and the human factors as well [7].

In this sense, this research focuses on a single specific problem to perform its analysis. In addition to this and also to issues of time and cost feasibility, the context of homicide prediction was chosen.

Therefore, it can be assumed that explainability and interpretability allow the generation of confidence, understanding, and fairness to black box machine learning models. In the studies and experiments described herein, the main focus is on the explainability of each generated model and its relationship to the interpretabilities (in this case, expectations) generated by humans in the context of crime prediction.

2.2 Measures of Explainable Artificial Intelligence

Despite the wide applicability of ensemble-based algorithms (such as: bagging and boosting) in real-world problems, this group of algorithms has a smaller quantity of explainability measures and benchmark studies when compared to the current moment of studies concerning the explainability of neural networks [36][1]. That is, there are still few model-agnostic XAI techniques.

Currently, there are different types of XAI techniques aimed at generating global model-agnostic explanations, namely: Partial Dependence Plots - PDP, Accumulated Local Effects - ALE, Feature Interaction, Functional Decomposition, Permutation Features Importance, Global Surrogate, and Prototypes and Criticisms [42].

Based on these types of measures listed above, this research focuses on two types only: Permutation Feature Importance and Global Surrogate, since these two categories are capable of generating ranks and feature-compatible implementations. Based on the above, this research conducted a bibliographic and practical survey (development) on the main existing XAI measures, specifically aimed at generating model-agnostic global explainability ranks that support tabular data. As a result, a total of six tools were selected, with libraries updated and compatible with each other, with current Python development platforms and Scikit-Learning algorithms [2]. These tools are: CIU [19], Dalex [8], Eli5 [35], Lofo [13], SHAP [37] e Skater [8].

The measures referenced herein generate explanatory ranks based on the same previously-trained machine learning models, manipulate their inputs or/and produce new intermediate models (copies). Therefore, a comparison of the generated explanatory ranks is fair and feasible.

It should be noted that during the initial analyzes and executions, as occurred in [48], this research found XAI measures with incompatibilities at the level of libraries and dependencies, making it impossible to use and compare some measures. For this reason, some XAI means were not used for this research (for example: Alibe-ALE [4], Lime [49], Ethical ExplainableAI [18], IBM Explainable AI 360 [5], and Interpreter ML [44]).

The Contextual Importance and Utility - CIU is a XAI measure based on Decision Theory [33] that focuses on serving as a unified metric of model-agnostic
explainability based on the implementation of two different indexes: Contextual Importance - CI and Contextual Utility - CU. As verified in preliminary tests carried out by this research, these two indices generate equal ranks. Thus, it was decided to use the CI[19].

The measure Dalex is a set of XAI tools based on the LOCO (leave one covariate out) approach and can generate explainabilities from this approach. This measure receives the model and the data to be explained, calculates model performance, performs new training processes with new generated data sets, and makes the inversion of each attribute of the data in a unitary and iterative way, measures what attributes are important to the model, evaluates its performance obtained according to the inversions of the attributes[6,11].

A little less popular but very powerful is the Leave One Feature Out - Lofo, a XAI measure with a similar proposal to that of Dalex, but no attribute inversion is performed here, because in the Lofo metric the iterative step is based on iterative removal of the attributes to find its global importance to the model. This measure also analyzes the performance of the model[13].

A very popular and quick measure to be performed, the Explain Like I’m Five - Eli5 is a tool that helps explore machine learning classifiers and explains the predictions thereof by assigning weights to decisions, as well as exporting decision trees and presenting the importance of the attributes of the model submitted to the tool. In its documentation, it is possible to see that this measure uses only training and test data to create the explanations, which is curious, given that the weights it extracts are based on a tree algorithm[35].

One of the most popular and currently used measures is the SHapley Additive exPlanations - SHAP, proposed as a unified measure of attribute importance that explains the prediction of an instance \( X \) from the contribution of an attribute. What makes this measure different from the others is the calculation explanation index based in the game theory of Shapley Value[50,40,37].

Last but not least is the measure Skater, a set of tools capable of generating ranks of the importance of model attributes, differing from the other measures to calculate its explanation index based on Information Theory[3], through measurements of entropy in changing predictions through a disturbance of a certain attribute[9].

A general comparison of the main characteristics of the measures that meet the requirements of this research is shown in table 1.

| XAI measure | Author | Base algorithm | Explanation Technique | Global explanation (by rank) | Local explanation | API compatible |
|-------------|--------|----------------|------------------------|-----------------------------|-------------------|----------------|
| CHU | [19] | Decision Theory | Multiple Criteria Decision Making | Yes | No | Yes |
| Dalex | [8] | Leave-one covariate out | Permutation of Feature | Yes | Yes | Yes |
| Eli5 | [35] | Assigning weights to decisions | Permutation of Feature and Mean Decrease Accuracy | Yes | Yes | Yes |
| Lofo | [13] | Leave One Feature Out | Permutation of Feature | Yes | No | Yes |
| SHAP for Tree | [40] | Game Theory | Permutation of Feature | Yes | Yes | Yes |
| Skater | [3] | Information Theory | Permutation of Feature | Yes | Yes | Yes |
All the tools described above are capable of generating different types of explanations (instance-level explanation, dependent plot, impacts on the model output, similarity of instances, among others), which go beyond global explanations based on attribute ranks; therefore, the focus of this article is to compare this most basic unit of model explainability, i.e., the global importance rank.

Even knowing that each of the XAI measures used in this research are based on different algorithms and methodologies, a comparison of their results is fair. Since it will only compare the basic structure of your explanations based on attribute rank.

3 Materials and Methods

This research performed analyses involving the machine learning model (Figure 1 (1)) as advocated in [47], duly trained (Figure 1 (2), (3) and (4)), together with executions of the XAI measurements (Figure 1 (5)) and queries with human experts (Figure 1 (6)), so as to generate the explicability ranks (Figure 1 (7)) and interpretability expectations (Figure 1 (8)), thus allowing for performing analyses from three different perspectives (Figure 1 (9), (10) and (11)). All the steps in the processes involved in the developed methodology are presented in the following topics.

Fig. 1. Visual scheme of all steps and processes performed by the proposed methodology.

All information regarding the reproducibility of the methodology described here can be accessed through the link in the “Data Available” area.
3.1 Prediction of homicides model

The machine learning model used in the analyses performed herein has already been duly validated in [47], being developed on the basis of the data provided by the Office of Intelligence and Criminal Analysis - SIAC of Pará State, Brazil. Such data refer to the police reports registered during the years 2016 to 2018 in the city of Belém, Pará State.

The City of Belém, capital of the state of Pará, Brazil, the scenario of this study, is a city with 1,393,399 inhabitants, according to the last census performed in 2010, and has a human development index of 0.746 [29]. This city has institutions that carry out several programs in the area of public security, and in recent years there has been a decrease in cases of violent crimes.

Nevertheless, Belém featured the third worst homicide rate among all Brazilian capitals (74.3) in a 2017 study [30]. Thus, the data from the police records in this city prove to be interesting sources of information for the herein study.

In a recent survey, Pará State ranks together with eight other Brazilian states as having incomplete data regarding homicide cases and solution thereof [45]. Thus, the importance of the study conducted in [47] is hereby emphasized, since the developed model proved capable of carrying out the crime prediction process, even under different circumstances. In the future, the defended methodology may be able to help solve problems related to missing data on violent crimes.

As advocated in [47], the machine learning model proposed hereby is based on the dynamics of how different crimes that occur in a city can be explained by different theories in the area of Social Sciences, such as those related to a single person, called “Theory of Understanding the Motivations of Individual Behavior”, and also from the “Theory of Associated Epidemiology”, related to the study of how criminal behavior is distributed and displaced in time and space of a given location [16,12].

This second theory, presented above, supports the way in which this research understands the relationships between different types of crimes, that is, through a deep analysis of the relationships of the most different crimes and their time and space, the possibility of predicting a specific crime is suggested [47].

Thus, for the construction of the model, several transformations were performed on the original database of police reports, in order to allow the quantity of each crime occurring in years, months and neighborhoods to be correlated to the binary class referring to the occurrence or not of homicides in the following month, thus making it possible to analyze how different crimes are dynamically related to homicides in the city of study, since the occurrence of specific crimes is related to a context of the conflict between individuals, and one offense may influence homicides [21][16][14].

As seen in [47], the data used as inputs for machine learning models are completely generic, since they are made up of the month variable (1 variable) along with the different numbers of crimes that occurred in neighborhoods in a specific month (34 variables), which makes this methodology of using criminology data for the prediction of homicides easily replicable to other cities that have the
same data. Only at the level of curiosity, Figure 2 shows the information gain calculated for the data of the proposed system.

![Informatio Gain by feature](image)

**Fig. 2.** Rank of the 10 attributes with the highest values of information gain in the dataset of the crime prediction model.

It is also noteworthy that all records of different types of crimes (34 types in total) were selected by a public security specialist. By that, only crime types that can be directly or indirectly linked to homicides are found in the final dataset [47]. More details about the dataset and analysis of this study can be found at: [https://github.com/josesousaribeiro/Pred2Town](https://github.com/josesousaribeiro/Pred2Town).

According to [47], eleven (11) different algorithms were tested for the homicide prediction problem. However, the results with the best performance and stability were only found by the Random Forest - RF algorithm [9], thus representing the best machine learning model developed. For this reason, the methodology applied in the study presented herein will use this model for the analyses presented in the topic Materials and Methods.

### 3.2 Rank by XAI measures

As seen earlier, it is known to this research that the XAI measures used (Chu, Dalex, Eli5, Lof0, Shap and Skater) have different base algorithms that act in creating the explanations of black box models. However, it is emphasized that all
these measures are compatible with each other and are comparable, since they all generate the basic rank structure as an explanation for an analyzed model.

The XAI averages can create ranks of explanations based on the importance that a particular attribute has for the model as a whole. In general, these ranks are ordered based on a score, defined by the measure and calculated for each attribute, thus enabling the generation of ranks for a maximum limit of attributes $n$ unknown to this research [42].

A sensitive, but of utmost importance, detail should be observed and properly described regarding the generation of the ranks, since an XAI measure can generate a rank of explainability with more than one attribute with the same score. By that, when generating each of the XAI measure ranks, each attribute with the same score was ordered by its label (attribute name), thus ensuring a consistent comparison between the measures.

As above, the 6 XAI measures were executed for the homicide prediction model, and thus 6 explicability ranks were created containing the order of importance of the 35 attributes in the model.

### 3.3 Rank by Human Specialists

This research contacted the people in charge of the Office of Intelligence and Criminal Analysis - SIAC of Pará State to query a total of 6 experts in the field of criminology and thus be able to create the explainability ranks. The answer was the assignment of 6 specialists in the field, with different profiles: Public Security Agents, Military Police Officers, Criminal Data Collection Technicians and Data Collection/Analysis Managers. It should be noted that none of the specialists has a computer science background, specifically.

Each of the specialists mentioned above was assigned the task of creating a rank of importance of attributes, but in order for this to become humanly feasible, instead of ranking the 35 input variables of the model, they were asked to rank 10 attributes only, since a total of 10 attributes is more easily sortable or even classifiable and conforms to the limits of an ordinal measurement scale for this task [57].

During the rank, in parallel, each expert assigned an ordinal value from 1 to 10 to each of the 10 attributes (in this case, the closer to 1 the attribute is the more important it is). This enabled the creation of explainability ranks with 10 most important sub-deemed attributes for the homicide prediction process.

The form applied to each human expert can be viewed at: — https://sites.google.com/view/pred2town/in%C3%ADcio.

As described above, having in hand the ranks of XAI measures as well as the ranks generated by human experts, this research focused on working on Comparisons, Relationships and Rank Combinations analysis to understand how explanations and interpretabilities are generated, as well as to propose a way to combine the generated ranks into a single consolidated result.
3.4 Rank Comparision and Relationship

Initially, this research elected to use rank coefficients, as is the case of Spearman’s Coefficient and also that of Kendall [17], as a way to measure similarities and correlations between the different pairs of generated ranks. However, it was verified that, by taking into account only the first 10 attributes of each rank, data loss in some comparisons is generated and this impairs the use of the rank coefficients mentioned above [38].

Thus, a decision was made to use a simpler similarity check for each pair of ranks by counting the attributes existing simultaneously in the two ranks (without considering their position), that is, each rank is now considered as a set and to check their similarity the intersection between all pairs of sets generated through the basic set theory is calculated [31].

This research understands that analyzing each attribute rank — generated as explainability ranks for each XAI measure and human experts — by means of set theory allows a transparent analysis as to the intersection between the sets and the subtraction between them. Therefore, this metric was used to compare the ranks and to understand their relationships.

3.5 Interpretability Expectation

The term interpretability expectation is proposed hereby in a generic way to refer to what is expected by the human expert as interpretations of the prediction model, this term is inspired by research in the area of XAI that questions the importance of human interaction with the explanations generated by XAI measures applied to black box models [56,55,13] and how the interpretability of explanations of machine learning models are related to the expert’s expectation of a problem by confronting their previous experiences and also the confidence in the model being analyzed [32,27,25,23].

Thus, to generate the expectation of interpretability, the expert analyzes the machine learning model input data (attributes) and its performance (for example, accuracy), considers their pre-knowledge of the proposed problem (context) by re-signifying the use of each attribute, and finally performs the creation of what is expected as a possible explanation to the model (for example, rank of importance of attributes) based on their interpretation of what is considered more consistent for the problem.

In other words, the interpretability expectation of the machine learning model is an explanation created by a human expert who is based upon their interpretation of the context.

It is important to point out that, in order to carry out the process of creating the interpretability expectation advocated above, this research deems as important that the expert has no previous contact with the results of the explanations generated by the XAI measures, so as to avoid the creation of biases.

Another important highlight is that the interpretability expectation does not emerge as a universal explanation proposal for a model, but can be easily
complemented by explanations generated through XAI measures, given the capability of these tools. In this sense, this research seeks to introduce a proposal to unify global attribute importance rankings generated from XAI measures to the rankings obtained from the application of the interpretability expectation.

This technique aims at providing the inclusion of the human being in the loop of the process of opening the black box models, since in a next step it can enable the combination of results obtained by XAI measures and human experts.

3.6 Combining Explicability and Interpretability Expectation

As seen in the topic above, once in possession of XAI measures ranks and interpretability expectations ranks, comparative analyses can be performed by using set theory fundamentals to obtain results regarding comparisons of ranks and relationships between sets of analyzed ranks. However, these two techniques do only focus on the differences and similarities existing within all the ranks and sets of ranks under analysis.

Another interesting and innovative way to use the results generated both by XAI measures and by human experts is to combine (or even include) the explainability results with the interpretability results, with the purpose of guaranteeing the human element in the process of opening the black box models, called by this research Combining Explanations and Interpretations - ConeXi.

Based on the simple concepts of sigma notation, commonly used in mathematics [10] and algorithm complexity [52], the notations 1 and 2 are achieved, which together represent the mathematical process performed to calculate scores for each feature and thus combine the ranks of explainability and interpretability, ultimately aiming at creating a single overall ordered rank where features closer to 1 have higher explainability and interpretability.

Notations 1 and 2 represent a $S$ point counting system applied to each feature in the ranks. For this, you need to consider the notations and their variables:

\[
S = \sum_{i=m}^{n} f_i
\]  

where $n$ is the number of features in each rank (in this study, it is equal to 10). $m$ is the initial index of the iteration (equal to 1). Finally, $f_i$ is the number of times that a certain attribute appeared in a rank at a position equal to or lower than $i$.

For better understanding, $f_i$ can be represented as a second sum represented by 2

\[
f_i = \sum_{j=q}^{r} p_j \ast w_j
\]  

where $r$ represents the number of ranks existing in the analysis (in this study, it is equal to 12). $q$ is the initial index of the iteration (equal to 1). Finally, $p_j$ is
equal to 1 if the feature concerned is in a position equal to or lower than \( i \) in the rank \( j \), otherwise it is equal to 0. Lastly, the value of \( w \) is the weight that will multiply the score of a specific rank, thus maximizing or minimizing it (herein using \( w_j = 1 \)), a value that can be manipulated at the end of the process by the human user who seeks to explain the model.

After calculating the \( S \) value for all the features in the analyzed ranks, one can simply sort the \( S \) values in descending order and thus find an overall rank that is the combination of the explainability ranks and the interpretability ranks, as shown in Figure 6 further ahead.

4 Results and Discussion

The results of this paper are divided into three different analyses and seek to answer the questions posed at the beginning of this article, Figure 3.

| Analysis | Questions |
| --- | --- |
| Comparison between Explanations and Expectations of Peer Interpretability | "Do the different XAI measures generate similar explanations for the proposed problem?" |
| Relationship between Explanations and Interpretability Expectations | "Are the interpretability expectations generated among different human experts similar?" |
| Combination of Explanations and Interpretability Expectations | "Do the explanations generated by XAI measures meet the Interpretability expectations of human experts?" |
|  | "Can Explanations and Expectations of Interpretability work together?" |

Fig. 3. Survey analyses vs. questions to be answered.

4.1 Comparison between Explanations and Expectations of Peer Interpretabilities

Peer Comparison of Explanations and Interpretability Expectations is defined as all the comparative analyses performed between the explanations generated individually by each of the XAI measures and individual interpretability expectations of each human expert.

To this end, a general graph was built showing the arrangement of the different amounts of attributes existing at the intersections of all the pairs of sets generated, Figure 4. Considering that such comparisons involve: Explanation Measures only (EM vs EM), Interpretability Expectations only (IE vs IE), and both Explanation Measures and Interpretability Expectations (ME vs IE).

Figure 4 summarizes all the comparisons that were performed, since the axis \( y \) shows the different amounts of attributes existing at the intersection between each of the pairs of sets analyzed and arranged on the axis \( x \).
From the results of the ME vs ME comparisons (explanation measures only), it is noticeable that the medians of the intersections showed a slight drop (mean equal to 6.07). However, this is directly influenced by a higher variance that is noticeable in the graph, since the comparison “ME: Eli5 vs ME: Skater” had the highest number of attributes in its intersection (total of 9 attributes), but “ME: Dalex vs ME: Lofo” and “ME: Ci vs ME: Lofo” have the lowest number of attributes in their intersections (total of 3 attributes in each).

The results above show indications that the dataset being analyzed has considerable complexity, given the existence of different explainability ranks as results of the execution of the different XAI measures. Similarly to what was seen in [48].

Thus, for the context proposed herein, the different XAI measures agree with one another in most of the indications of attributes that explain the computational model, answering the first question posed by this research “Do the different XAI measures generate similar explanations to one another for the proposed problem?”.

The results given by the IE vs IE comparisons (interpretability expectation), Figure 4 - red circles, show that the 6 different human experts agree with each other with an average of 6.73 attributes. Upon closer inspection of the chart, it can be seen that the pairs of interpretability expectations that are generated agree on at least 5 attributes, and a maximum of 8 attributes. This fact shows that the specialists have their expectations minimally aligned with one another, thus answering the second question posed by this research “Are the interpretability expectations generated among different human experts similar?”.

Fig. 4. Summary of the quantities of intersections between pairs of different sets of explanations. Axis y shows the quantity of each intersection and axis x shows each pair of compared set. The colors red, green and blue refer to three different types of comparisons, respectively: IE vs IE, ME vs ME and ME vs IE.
As additional results, specific to some of the XAI measures that were analyzed, it is noteworthy that the CI (of the CIU measure) and the Shap, were those having the highest number of attributes in common with the interpretability expectations of the experts, a total of 6 attributes, (Figure 4 “ME: ci vs IE: human 5”, “ME: shap vs IE: human 6”, and “ME: ci vs IE: human 6”). Therefore, these are the measures that showed the closest results to that of at least one of the experts.

Conversely to the previous analysis, it should be noted that the Lofo measure showed results that were the furthest from the experts’ interpretability expectations, presenting 2 attributes in common with the human experts (Figure 4 “ME: lofo vs IE human 1”, “ME: lofo vs IE human 2”, “ME: lofo vs IE human 3”, e “ME: lofo vs IE human 5”).

In advance of some results that will be better addressed in the following topic herein, still with regard to the Figure 4, the results of the ME vs. IE comparisons (measures of explainability vs. interpretability expectations only) show the opposite of what was observed in the previous two analyses, as now the mean of the intersections show an average of 4.03. That is, in most comparisons the intersections between explanations of XAI measures and expectations of interpretabilities showed more disagreement than agreement with each other, thus providing a preview of what could be the answer to the third question posed hereby “Do the explanations generated by XAI measures meet the interpretability expectations of human experts?”. However, this result is overshadowed due to the perspective presented below.

This last result described above, in the context of the proposed crime prediction, portrays a sensitive problem usually faced by managers who use Artificial Intelligence to support decision making, since, as can be seen, there are expectations of specific interpretability generated by human experts in the public security area that are different from the explanations generated by specific XAI measures.

In the following topic, a new approach for identifying the relationship between EM and IE is addressed herein. By that, the answer to the last question posed in this research is reached.

4.2 Relationship between Explanations and Interpretability Expectations

As a relationship between Explanations and Interpretability Expectations, comparative analyses are defined as performed by creating two main sets - one set containing all the attributes indicated by the measures of explanations (called SME) and another set containing the attributes referring to interpretability expectations (called SIE) - substantiating the results on the context of the proposed problem.

As previously mentioned, it is important to emphasize that at no time does this research intend to question the attributes pointed out by specialists in the area of security, because each of these attributes was consciously indicated by
professionals who deal directly or indirectly with data related to the confrontation of violent crimes in the city of Belém, in the state of Pará.

In this regard, two large sets, SME and SIE, were created without the presence of attribute repetitions, and the intersection between these two large sets were calculated, the result being shown in Figure 5.

Figure 5 clearly shows that the SIE set has a total of 16 attributes and the SME set has 24 attributes. These two sets have an intersection of 13 attributes, so they agree with an approximate percentage of 49% of the total of attributes.

The results above show that despite the high number of attributes indicated by the explanability measures (24 attributes in total), there are attributes from the set of interpretability expectations that were not related. So, this shows that approximately 82% of the interpretability expectations of the experts involved in this research were met (considering 16 SIE attributes = 100%), thus answering the third question posed earlier in this paper: “Do the explanations generated by XAI measures meet the interpretability expectations of human experts?”.

The high number of attributes that exist exclusively in SME (11 in total) demonstrates that the XAI measures point to attributes that are not being considered as priorities to human experts, thus, indicating that experts can explore even more explanatory variables of the model.

Table 2 shows aspects related to the context of homicide predictions to the results of this research.

This research understands that the results presented in the set of interpretability expectation, \((SIE - SME) + (SIE \cap SME)\) refer to Table 2 are attributes strongly related to the proposed problem and to human interpretation, since they were directly indicated by experts who deal with crime-related data in their daily lives and have relevant knowledge in the public security area due to their professional backgrounds. Therefore, it is not for this research to question
Table 2. Attributes in the SIE and SME

| Set               | SIE - SME | SIE ∩ SME | SME - SIE |
|-------------------|-----------|-----------|-----------|
| Quantity of attributes | 3         | 13        | 11        |
| Name of the attributes |           |           |           |
| - Threat;          |           |           |           |
| - Physical Assault;|           |           |           |
| - Family conflicts;|           |           |           |
| - Neighboring conflicts;|   |           |           |
| - Missing person;  |           |           |           |
| - Rape;           |           |           |           |
| - Homicide;       |           |           |           |
| - Personal Injury;|           |           |           |
| - Month;          |           |           |           |
| - Robbery;        |           |           |           |
| - Theft of vehicles;|     |           |           |
| - Drug trafficking;|           |           |           |
| - Come to blows.  |           |           |           |
| - Embezzlement;   |           |           |           |
| - Desertion.      |           |           |           |
| - Libel;          |           |           |           |
| - Damage;         |           |           |           |
| - Damage in traffic;|   |           |           |
| - Defamation;     |           |           |           |
| - Larceny;        |           |           |           |
| - Theft;          |           |           |           |
| - Slander;        |           |           |           |
| - Traffick injury;|           |           |           |
| - Other atypical events. |       |           |           |

the applicability in the context or even the importance of such attributes, considering these attributes as the ideal of model explanations through the human perspective.

The results presented in the column SME - SIE point to evidence of the existence of a high number of crimes (11 crimes in total) that, according to the proposed model and the explanations that were generated, can explain the process of homicide prediction and can be considered and analyzed by specialists in the field of criminology, so as to allow for a better and broader understanding of the dynamics of crime occurrences in the city under study and new interpretations of the model.

4.3 Combination of Explanations and Interpretability Expectations

As a Combination of Explanations and Interpretability Expectations, a set of analyses are defined that seek to facilitate the combination of the different ranks existing in this study. To this end, this research applied the proposed ranking combination presented earlier to the collected results, and thus constructed an overall ranking visualization that demonstrates the combination of efforts of XAI measures with human experts, Figure 6.

The aforementioned illustration shows the dynamics of the positions of each attribute indicated by the XAI measures (heatmap green) with the attributes indicated the expectations of interpretability (heatmap red) of the experts. Still in Figure 6 there is part referring to iterations (heatmap blue) calculate the features points in the proposed algorithm, and finally the S score is calculated in the last heatmap (heatmap yellow).

Building up Figure 6 required a sorting of the lines according to the values of S, as seen in sigma notations 1 and 2 shown earlier. Therefore, at each iteration of i, the number of times a given attribute appears in the ranks in a position i ≤ x was added up, where x varies from 1 to 10, Figure 6 Iteration table to the right.
In the next step, the Sum of Points, the scores of each attribute are added in $S$. Finally, they are sorted in descending order (Figure 6 Iteration table, column $S$).

By this, Figure 6 represents an overall ranking that explains the model, and is the result of combining the results of the XAI measures together with efforts of human experts. However, it should be noted that through simple changes in the methodology of rank matching, sigma notations 1 and 2 shown previously can be multiplied to the values of $p_j$ by different weights $w_j$, and thus maximize or minimize specific results for given ranks, therefore, for example, giving greater weight to human expert rankings or even to specific XAI measure rankings.

The results presented in the herein study are indicative that both current XAI measures can be improved to come even closer to how human experts explain and interpret the model and the context of the problem. But, also, the results show that experts can consider the explanations generated by XAI measures and enrich their understandings about the context/problem and the analyzed model concerned. Both results can be used in a single Collaborative Explanation, thus answering the third and last question posed hereby: “Can Explanations and Expectations of Interpretability work together?”

Therefore, according to all the results presented herein, it is considered that a Collaborative Explanation between Man and Machine may be the best way to succeed in the opening process of black box models, as even with the great potential and analytical capacity of XAI measures, the interpretability expectations represent results that complement the results pointed out by XAI measures, thus providing new inputs for discussions concerning the context to which the machine learning model is inserted.

### Fig. 6. Heatmap indicating the position (numbers 1 to 10) of each model input attribute in a specific rank (columns).

| Attribute | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----------|---|---|---|---|---|---|---|---|---|----|
| Homicide  | 10| 7 | 6 | 3 | 4 | 5 | 2 | 1 | 9 | 8   |
| Assault   | 9 | 7 | 3 | 5 | 2 | 4 | 1 | 10| 8 | 10  |
| Theft     | 8 | 4 | 5 | 1 | 2 | 3 | 10| 9 | 10| 10  |
| Robbery   | 10| 7 | 8 | 5 | 4 | 3 | 2 | 1 | 10| 10  |

In the next step, the Sum of Points, the scores of each attribute are added in $S$. Finally, they are sorted in descending order (Figure 6 Iteration table, column $S$).

By this, Figure 6 represents an overall ranking that explains the model, and is the result of combining the results of the XAI measures together with efforts of human experts. However, it should be noted that through simple changes in the methodology of rank matching, sigma notations 1 and 2 shown previously can be multiplied to the values of $p_j$ by different weights $w_j$, and thus maximize or minimize specific results for given ranks, therefore, for example, giving greater weight to human expert rankings or even to specific XAI measure rankings.

The results presented in the herein study are indicative that both current XAI measures can be improved to come even closer to how human experts explain and interpret the model and the context of the problem. But, also, the results show that experts can consider the explanations generated by XAI measures and enrich their understandings about the context/problem and the analyzed model concerned. Both results can be used in a single Collaborative Explanation, thus answering the third and last question posed hereby: “Can Explanations and Expectations of Interpretability work together?”

Therefore, according to all the results presented herein, it is considered that a Collaborative Explanation between Man and Machine may be the best way to succeed in the opening process of black box models, as even with the great potential and analytical capacity of XAI measures, the interpretability expectations represent results that complement the results pointed out by XAI measures, thus providing new inputs for discussions concerning the context to which the machine learning model is inserted.
5 Final Considerations

However, in view of the sensitive context of the homicide prediction problem in the real world, by analyzing the generated rankings through comparisons and relationships, the expectations of interpretability were noted not to have been fully met at any time, thus revealing the need to have XAI measures that better fulfill the expectations of human interpretability while pointing out attributes that explain the model through new perspectives for criminal experts in order to have a better balance on what is already expected as interpretability and what is still unknown to the human user.

The proposed methodology of combining ranks of interpretability expectations and explainability seems promising, since it allows machine results and human results to be combined and thus tends to overcome the differences identified between these two groups, but this technique is limited to interpretability and explainability based on structured ranks.

These conclusions portray the difficulty in explaining the decisions of black box algorithms in actual scenarios and highlight the need for further studies and metrics in this domain specifically, and highlight the need to have the human being in the loop of the explanation process of machine learning models in order to build a collaborative explanation between man and machine.

6 Future works

In view of the foregoing, in the next steps of this research, validating the concept of interpretability expectation for other contexts is intended in order to expand the understanding thereof to the XAI community. Also, proposing an explainability measure that provides a new way to explain machine learning models is intended as based mainly on data complexity through new techniques grounded on Item Response Theory - IRT to add efforts to the existing XAI measures project.
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