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Abstract
In this paper, we investigate the following fractional Sobolev critical Nonlinear Schrödinger coupled systems:

\[
\begin{align*}
(-\Delta)^s u &= \mu_1 u + |u|^{2^*_s-2} u + \eta_1 |u|^{p-2} u + \gamma |u|^\alpha |v|^\beta u \quad \text{in } \mathbb{R}^N, \\
(-\Delta)^s v &= \mu_2 v + |v|^{2^*_s-2} v + \eta_2 |v|^{q-2} v + \gamma |u|^\alpha |v|^\beta v \quad \text{in } \mathbb{R}^N, \\
\|u\|_{L^2}^2 &= m_1^2 \quad \text{and} \quad \|v\|_{L^2}^2 = m_2^2,
\end{align*}
\]

where \((-\Delta)^s\) is the fractional Laplacian, \(N > 2s, s \in (0, 1)\), \(\mu_1, \mu_2 \in \mathbb{R}\) are unknown constants, which will appear as Lagrange multipliers, \(2^*_s\) is the fractional Sobolev critical index, \(\eta_1, \eta_2, \gamma, m_1, m_2 > 0, \alpha > 1, \beta > 1, p, q, \alpha + \beta \in (2 + 4s/N, 2^*_s)\).

Firstly, if \(p, q, \alpha + \beta < 2^*_s\), we obtain the existence of positive normalized solution when \(\gamma\) is big enough. Secondly, if \(p = q = \alpha + \beta = 2^*_s\), we show that nonexistence of positive normalized solution. The main ideas and methods of this paper are scaling transformation, classification discussion and concentration-compactness principle.
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1 Introduction and main result

The motivation for the problem studied in this article arises from finding stationary waves solutions of the following physical model:

\[
\begin{aligned}
(-\Delta)^s \phi_1 &= -i \frac{\partial \phi_1}{\partial t} + |\phi_1|^{2^*_s-2} \phi_1 + \eta_1 |\phi_1|^{p-2} \phi_1 + \gamma \alpha |\phi_1|^{\alpha-2} |\phi_1|^{\beta} \\
(-\Delta)^s \phi_2 &= -i \frac{\partial \phi_2}{\partial t} + |\phi_2|^{2^*_s-2} \phi_2 + \eta_2 |\phi_2|^{q-2} \phi_2 + \gamma \beta |\phi_1|^{\alpha} |\phi_2|^{\beta-2} \phi_2,
\end{aligned}
\]

where \(i\) represents the imaginary unit and \(\phi_j = \phi_j(x,t) : \mathbb{R}^N \times \mathbb{R}^+ \to \mathbb{C}\) is the wave function of the \(j\)th (\(j = 1, 2\)) component, the mass of them represents the number of particles of each component in the mean-field models for binary mixtures of Bose-Einstein condensation, see [1–3] and references therein, \(\eta_j\) and \(\gamma\) denote the intraspecies and interspecies scattering lengths. The sign case for \(\gamma\) determines whether the interaction between the states is attractive or repulsive, i.e. the interaction is attractive if \(\gamma\) is positive, the interaction is repulsive if \(\gamma\) is negative.

An important solution, known as travelling or standing wave, is characterized by ansatz

\[
\phi_1(x,t) = e^{i\mu_1 t} u(x), \quad \phi_2(x,t) = e^{i\mu_2 t} v(x)
\]

for two unknown functions \(u, v : \mathbb{R}^N \to \mathbb{R}\), where \(\mu_1, \mu_2 \in \mathbb{R}\). Because these solutions are very similar to each other and retain their mass over time, it makes sense to seek prescribed \(L^2\)-norm solutions (normalized solutions). Therefore, combining (1.1) and (1.2), we arrive at the following fractional single or double Sobolev critical Schrödinger system:

\[
\begin{aligned}
(-\Delta)^s u &= \mu_1 u + |u|^{2^*_s-2} u + \eta_1 |u|^{p-2} u + \gamma \alpha |u|^{\alpha-2} |u|^\beta \text{ in } \mathbb{R}^N, \\
(-\Delta)^s v &= \mu_2 v + |v|^{2^*_s-2} v + \eta_2 |v|^{q-2} v + \gamma \beta |u|^\alpha |v|^\beta-2 v \text{ in } \mathbb{R}^N, \\
\|u\|_{L^2}^2 &= m_1^2 \text{ and } \|v\|_{L^2}^2 = m_2^2,
\end{aligned}
\]

where \(N > 2s, s \in (0,1), \mu_1, \mu_2 \in \mathbb{R}\) are unknown constants, which will appear as Lagrange multipliers, \(2^*_s\) is the fractional Sobolev critical index, \(\eta_1, \eta_2, \gamma, m_1, m_2 > 0, \alpha > 1, \beta > 1, p, q, \alpha + \beta \in (2 + 4s/N, 2^*_s]\), and \((-\Delta)^s\) is the fractional Laplacian defined by

\[
(-\Delta)^s u(x) = C(N,s) \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} \frac{u(x) - u(y)}{|x - y|^{N+2s}} dx dy,
\]
where

\[
C(N, s) = \left( \int_{\mathbb{R}^N} \frac{1 - \cos(\omega_1)}{\omega} d\omega \right)^{-1}.
\]

For more information about this type of operator we refer to [4].

With regard to the double Sobolev critical Schrödinger coupled systems, many experts and scholars have conducted extensive and in-depth research on this whether it is integer order or fractional order with fixed $\mu_1$ and $\mu_2$. When $s \to 1$, Zou et al. [5] considered the existence and symmetry of positive ground states for a double critical coupled systems. Moreover, they studied the limit behavior of positive ground states for another kind of double critical Schrödinger system when the interaction is repulsive in [6]. In the case of $0 < s < 1$, Zou and Yin [7] proved the asymptotic behaviour and existence of the positive least energy solutions for k-coupled double critical systems driven by a fractional Laplace operator by means of the idea of induction. Yang [8] dealt with a class of fractional Laplacian doubly critical coupled systems, they gave sufficient conditions for the existence of weak solutions by establishing an embedding theorem. He et al. [9] investigated the existence of least energy solution with the help of the Nehari manifold.

However, as far as we know, few papers treat parameters $\mu_1$ and $\mu_2$ as Lagrange multipliers to study the normalized solution of double Sobolev critical problems. In particular, when $s \to 1$, problem (1.3) becomes the form:

\[
\begin{align*}
-\Delta u &= \mu_1 u + |u|^{2s-2}u + \eta_1 |u|^{p-2}u + \gamma \alpha |u|^\alpha |v|^{\beta} u^\beta 
&\quad \text{in } \mathbb{R}^N, \\
-\Delta v &= \mu_2 v + |v|^{2s-2}v + \eta_2 |v|^{q-2}v + \gamma \beta |u|^{\alpha} |v|^{\beta-2} v 
&\quad \text{in } \mathbb{R}^N, \\
\|u\|_{L^2}^2 &= m_1^2 \quad \text{and } \|v\|_{L^2}^2 = m_2^2.
\end{align*}
\]

(1.4)

Liu and Fang [10] studied the existence and nonexistence of positive normalized solution for equation (1.4) in the case of $p, q, \alpha + \beta < 2s$ and $p = q = \alpha + \beta = 2s$ respectively.

Furthermore, if let $N = 4$, $p = q$, $\alpha = \beta = 2$, the above problem reduces to the classical elliptic system:

\[
\begin{align*}
-\Delta u &= \mu_1 u + u^3 + \eta_1 |u|^{p-2}u + 2\gamma uv^2 
&\quad \text{in } \mathbb{R}^4, \\
-\Delta v &= \mu_2 v + v^3 + \eta_2 |v|^{q-2}v + 2\gamma \beta u^2 v 
&\quad \text{in } \mathbb{R}^4, \\
\|u\|_{L^2}^2 &= m_1^2 \quad \text{and } \|v\|_{L^2}^2 = m_2^2,
\end{align*}
\]

(1.5)

which was investigated by Zou et al. [11], they obtained the existence, nonexistence and asymptotic behavior of normalized ground state solutions for system (1.5) in different cases.

Of course, a great deal of work has focused on the normalized solution of integer-order nonlinear Schrödinger systems [12–18] or fractional-order single Schrödinger equations [19–26]. In particular, we highlight that Jeanjean and Lu [21] obtained the existence and multiplicity of normalized solutions and the asymptotic behavior of the
ground state solution for a class of mass supercritical problems. The method developed in the present paper is inspired by the techniques introduced in [21]. We also point out that Soave [27] established existence and stability properties of ground state solutions for a Schrödinger equation with Sobolev critical exponent under three different assumptions, respectively mass subcritical, mass critical and mass supercritical.

So far, we have found only one paper [28] dealing with normalized solution of fractional Schrödinger coupled systems but only the subcritical case is considered. Hence it is natural to inquire what difficulties will appear if we consider single critical nonlinearity or even double critical nonlinearities.

Motivated by the work above, we will consider the existence for single critical fractional Schrödinger coupled systems and the nonexistence of normalized solutions for double critical fractional Schrödinger coupled systems. The main features of this paper is the existence of nonlocal operator and Sobolev critical nonlinearities, which makes dealing with compactness conditions more complicated. Our main methods and tools for solving these problems are scaling transformation, classification discussion and concentration-compactness principle.

A classical method for studying the normalized solution of system (1.3) is to look for critical points of the following $C^1$ functional

$$I(u, v) := \frac{1}{2} \left( [u]_{H^s}^2 + [v]_{H^s}^2 \right) - \frac{1}{2s} \left( \|u\|_{L^2}^{2s} + \|v\|_{L^2}^{2s} \right) - \frac{\eta_1}{p} \|u\|_p^p - \frac{\eta_2}{q} \|v\|_q^q - \gamma \int_{\mathbb{R}^N} |u|^\alpha |v|^\beta$$

constrained to the set

$$S_{m_1} \times S_{m_2} = \left\{ (u, v) \in H^s(\mathbb{R}^N) \times H^s(\mathbb{R}^N) : \|u\|_2^2 = m_1^2, \|v\|_2^2 = m_2^2 \right\},$$

where $H^s(\mathbb{R}^N)$ is the fractional Sobolev space defined by

$$H^s(\mathbb{R}^N) = \left\{ u \in L^2(\mathbb{R}^N) \big| [u]_{H^s}^2 = \int_{\mathbb{R}^{2N}} \frac{u(x)-u(y)}{|x-y|^{2s+2}} \, dx \, dy < \infty \right\},$$

whose norm is

$$\|u\| = \left( \|u\|_{L^2}^2 + [u]_{H^s}^2 \right)^{\frac{1}{2}}.$$

For convenience, we use $\|u\|_p$ to represent the norm of Lebesgue space $L^p(\mathbb{R}^N)$ for $p \in [1, \infty)$. We write

$$\theta = \alpha + \beta, \quad L^2\text{-critical exponent } \bar{p} = 2 + 4s/N,$$

$$H^s_{rad}(\mathbb{R}^N) = \left\{ u \in H^s(\mathbb{R}^N) : u(x) = u(|x|) \right\}, \quad S_m = \left\{ u \in H^s(\mathbb{R}^N) : \|u\|_2^2 = m^2 \right\},$$

$$S_{m_1, r} = S_{m_1} \cap H^s_{rad}(\mathbb{R}^N), \quad S_{m_2, r} = S_{m_2} \cap H^s_{rad}(\mathbb{R}^N),$$

$$W_{m, r} = S_{m_1, r} \times S_{m_2, r}, \quad W_r = H^s_{rad}(\mathbb{R}^N) \times H^s_{rad}(\mathbb{R}^N).$$
We now present our main results:

**Theorem 1.1** Assume that $N > 2s$, $\alpha > 1$, $\beta > 1$, $p, q, \theta \in (\overline{p}, 2^*_s)$, and $\eta_1, \eta_2, \gamma, m_1, m_2 > 0$. Then there exists $\gamma^* = \gamma^*(m_1, m_2) > 0$ such that for any $\gamma \geq \gamma^*$, problem (1.3) admits a radial normalized solution $(\tilde{u}, \tilde{v})$. Moreover, $(\tilde{u}, \tilde{v})$ is a positive solution whose associated Lagrange multipliers $\mu_1$ and $\mu_2$ are negative.

**Remark 1.1** The proof of Theorem 1.1 faces some difficulties and challenges. Firstly, strong convergence of sequences in $L^2(\mathbb{R}^N)$ space is difficult to obtain because the embeddings $H^s(\mathbb{R}^N) \hookrightarrow L^2(\mathbb{R}^N)$ and $H^s_{rad}(\mathbb{R}^N) = \{ u \in H^s(\mathbb{R}^N) : u(x) = u(|x|) \} \hookrightarrow L^2(\mathbb{R}^N)$ are not compact. Secondly, the lack of compactness caused by Sobolev critical index makes verifying the Palais-Smale condition more complicated. Thirdly, the idea of classification discussion is going to be used since we don’t infer which of the three indices $p, q, \theta$ is big and which is small.

**Remark 1.2** This result extends the partial result in [29] in some aspects. Compared with the local case of our result, this kind of system is studied by Mederski and Schino [29] under more generalized assumptions on the nonlinear terms.

**Theorem 1.2** Assume that $N > 2s$, $\alpha > 1$, $\beta > 1$, $p = q = \theta = 2^*_s$, and $\eta_1, \eta_2, \gamma, m_1, m_2 > 0$. Then problem (1.3) has no positive normalized solution.

**Remark 1.3** Theorems 1.1 and 1.2 seem to be the first results of the normalized solution for fractional Sobolev critical Schrödinger coupling systems.

The paper is organized as follows. Section 2 introduces relative results of scalar equations and some preliminaries, which play an important role in the proof of Palais-Smale condition. Section 3 proves Theorem 1.1 by using the methods of scaling transformation, classification discussion and concentration-compactness principle. Section 4 gives the proof of Theorem 1.2 with the help of Pohozaev identity.

### 2 Relevant results for scalar equations and preliminaries

In order to study the fractional critical Schrodinger coupling system, we first need to review related results of following scalar equations, i.e. $\gamma = 0$ in (1.3):

\[
\begin{aligned}
&(-\Delta)^s u = \mu_1 u + |u|^{2^*_s - 2} u + \eta_1 |u|^{p-2} u \quad \text{in } \mathbb{R}^N, \\
u \in H^s(\mathbb{R}^N), \quad \|u\|_2^2 = m_1^2,
\end{aligned}
\]  

which has been investigated in [25] by constraining on the Pohozaev manifold

\[\mathcal{P}_{m_1, \eta_1} = \{ u \in S_{m_1} : \| u \|_{H^s}^2 - \| u \|_{2^*_s}^{2^*_s} - \eta_1 \xi_p \| u \|_p^p = 0 \},\]

where

\[\xi_p = \frac{Np - 2N}{2ps}, \quad \text{for any } p \in (2, 2^*_s).\]
A standard way to get normalized solutions of (2.1) is to look for critical points for $C^1$ functional

$$I_{\eta_1}(u)|_{S_{m_1}} = \frac{1}{2} [u]^2_{H^s} - \frac{1}{2^*_s} \|u\|_{2^*_s}^{2^*_s} - \frac{\eta_1}{p^*} \|u\|_p^p,$$

As we all know, $\mathcal{P}_{m_1, \eta_1}$ contains every critical point of $I_{\eta_1}(u)|_{S_{m_1}}$, due to the Pohozaev identity (see [30, Proposition 4.1]).

It follows from [31] that there exists a best fractional critical Sobolev constant $S > 0$ such that

$$S \|u\|_{2^*_s}^{2^*_s} \leq [u]_{H^s}^2, \text{ for all } u \in S_{m_1},$$

which is famous fractional Sobolev inequality.

In order to prove our result in Sect. 3, we need to obtain the following monotonicity result of scalar equations, which is necessary in the proof of Lemma 3.7.

**Lemma 2.1** Assume that $N > 2s$, $m_1, \eta_1 > 0$ and $p \in (\bar{p}, 2^*_s)$. Then, $m_1 \mapsto E_{m_1}^{\eta_1} = \inf_{\mathcal{P}_{m_1, \eta_1}} I_{\eta_1}(u) \in (0, s \frac{N}{2s})$ is non-increasing in $(0, +\infty)$. where $S$ is given in (2.3).

**Proof** According to [25, Theorem 1.3], we obtain that $E_{m_1}^{\eta_1} \in (0, s \frac{N}{2s})$, Similar to the proof of [19, Lemma 9] or [10, Lemma 2.1], we only need to make a small change to get non-increasing property of the function $E_{m_1}^{\eta_1}$ with respect to $m_1$, so we omit it. $\square$

**Lemma 2.2** [22, Lemma 1.1] There exists an optimal constant $C(N, p, s)$ such that for $p \in (2, 2^*_s)$,

$$\|u\|_p^p \leq C_p(N, p, s)[u]^p_{H^s} \|u\|_2^{p(1-\xi_p)}, \forall u \in H^s(\mathbb{R}^N),$$

where $\xi_p$ is defined by (2.2).

The above fractional Gagliardo-Nirenberg inequality plays an key role in the next series of proofs.

**Lemma 2.3** Let $N > 2s$, $\alpha > 1$, $\beta > 1$, $\eta_1, \eta_2 > 0$, $p, q, \theta \in (2, 2^*_s)$, and $(u, v) \in W_r$ is a nonnegative solution of system (1.3). Then, it follows from $u \equiv 0$ that $\mu_1 < 0$; it follows from $v \equiv 0$ that $\mu_2 < 0$.

**Proof** On account of $u \equiv 0$ and fulfills

$$(-\Delta)^s u = \mu_1 u + |u|^{2^*_s-2} u + \eta_1 |u|^{p-2} u + \gamma \alpha |u|^{\alpha-2} u |v|^\beta \text{ in } \mathbb{R}^N,$$

thus we infer that $(-\Delta)^s u \geq 0$ if $\mu_1 \geq 0$. It follows from [32, Proposition 2.17] that $u \equiv 0$. This contradicts to the condition $u \equiv 0$, which means that $\mu_1 < 0$. Similarly, we also can get $\mu_2 < 0$ from $v \equiv 0$. $\square$
Lemma 2.4 Let $N > 2s$, $\alpha > 1$, $\beta > 1$, $\theta \in [2, 2^*_s]$, $(u_n, v_n) \rightharpoonup (u, v)$ in $W_r$. Then, up to a subsequence

$$
\lim_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^\alpha |v_n|^\beta - |u_n - u|^\alpha |v_n - v|^\beta - |u|^\alpha |v|^\beta = 0.
$$

Remark 2.1 Since the proof of Brézis-Lieb Lemma 2.4 is standard and classical, we would like to omit it, please refer to the literature [5, Lemma 2.3] for interested readers.

3 Proof of theorem 1.1

We will do a scaling transformation make the functional $I(\rho \ast u, \rho \ast v)$ satisfy the mountain pass geometry. For $(u, v) \in W$ and $\rho \in \mathbb{R}$, we let

$$(\rho \ast u, \rho \ast v) = \left(e^{\frac{N \rho}{2}} u(e^\rho x), e^{\frac{N \rho}{2}} v(e^\rho x)\right) \text{ for a.e. } x \in \mathbb{R}^N,$$

which comes from the inspiration of Jeanjean [33]. The results show that the original functional $I(u, v)$ and the transformed functional $\tilde{I} = I(\rho \ast u, \rho \ast v)$ have the same mountain pass geometry and mountain pass level.

Lemma 3.1 Suppose that $(u, v) \in S_{m_1} \times S_{m_2}$ is arbitrary but fixed. Then we have the following conclusions:

1. $[\rho \ast u]^2_{H^s} + [\rho \ast v]^2_{H^s} \to 0$ and $I(\rho \ast u, \rho \ast v) \to 0$ as $\rho \to -\infty$;
2. $[\rho \ast u]^2_{H^s} + [\rho \ast v]^2_{H^s} \to +\infty$ and $I(\rho \ast u, \rho \ast v) \to -\infty$ as $\rho \to +\infty$.

Proof Through simple calculations, we have

$$
[\rho \ast u]^2_{H^s} + [\rho \ast v]^2_{H^s} = e^{2N\rho} \int_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^2}{|x - y|^{N+2s}} dxdy + e^{2N\rho} \int_{\mathbb{R}^{2N}} \frac{|v(x) - v(y)|^2}{|x - y|^{N+2s}} dxdy = e^{2\rho s} [u]^2_{H^s} + e^{2\rho s} [v]^2_{H^s},
$$

(3.1)

$$
\| \rho \ast u \|^\xi_{\xi} = e^{\frac{(\xi - 2)N\rho}{2}} \| u \|^\xi_{\xi},
$$

(3.2)

$$
\gamma \int_{\mathbb{R}^N} |\rho \ast u|^\alpha |\rho \ast v|^\beta = \gamma e^{\frac{(\alpha + \beta - 2)N\rho}{2}} \int_{\mathbb{R}^N} |u|^\alpha |v|^\beta.
$$

(3.3)
From (3.1)–(3.3), $\zeta \geq 2$, and $\theta > 2$, we get

$$\|\rho \ast u\|_{\zeta}^\zeta \to 0, \quad \|\rho \ast v\|_{\zeta}^\zeta \to 0 \quad \text{as} \quad \rho \to -\infty,$$

$$\gamma \int_{\mathbb{R}^N} |\rho \ast u|^\alpha |\rho \ast v|^\beta \to 0 \quad \text{as} \quad \rho \to -\infty.$$

Thus, we have

$$I(\rho \ast u, \rho \ast v) = \frac{1}{2} \left( \|\rho \ast u\|^2_{H^s} + \|\rho \ast v\|^2_{H^s} \right) - \frac{1}{2^*_s} \left( \|\rho \ast u\|_{2^*_s} + \|\rho \ast v\|_{2^*_s} \right)$$

$$- \frac{\eta_1}{p} \|\rho \ast u\|^p_p - \frac{\eta_2}{q} \|\rho \ast v\|^q_q - \gamma \int_{\mathbb{R}^N} |\rho \ast u|^\alpha |\rho \ast v|^\beta \to 0 \quad \text{as} \quad \rho \to -\infty,$$

which implies that (1) holds.

Again by (3.1), we obtain that $\|\rho \ast u\|^2_{H^s} + \|\rho \ast v\|^2_{H^s} \to +\infty$ as $\rho \to +\infty$. Furthermore,

$$I(\rho \ast u, \rho \ast v) = \frac{1}{2} \left( \|\rho \ast u\|^2_{H^s} + \|\rho \ast v\|^2_{H^s} \right) - \frac{1}{2^*_s} \left( \|\rho \ast u\|_{2^*_s} + \|\rho \ast v\|_{2^*_s} \right)$$

$$- \frac{\eta_1}{p} \|\rho \ast u\|^p_p - \frac{\eta_2}{q} \|\rho \ast v\|^q_q - \gamma \int_{\mathbb{R}^N} |\rho \ast u|^\alpha |\rho \ast v|^\beta \to -\infty \quad \text{as} \quad \rho \to +\infty$$

since $p, q, \theta \in (2 + \frac{4s}{N}, 2^*_s)$, which also means that (2) holds. \( \square \)

**Lemma 3.2** There exists $A(m_1, m_2) > 0$ small enough such that

$$0 < \sup_{u \in X} I(u, v) < \inf_{u \in Y} I(u, v),$$

with

$$X := \left\{ (u, v) \in S_{m_1} \times S_{m_2} : [u]^2_{H^s} + [v]^2_{H^s} \leq A(m_1, m_2) \right\},$$

$$Y := \left\{ (u, v) \in S_{m_1} \times S_{m_2} : [u]^2_{H^s} + [v]^2_{H^s} = 2A(m_1, m_2) \right\}.$$

**Proof** According to Lemma 2.2 and the Hölder inequality, for any $(u, v) \in S_{m_1} \times S_{m_2}$ we get that
\[ \frac{\eta_1}{p} \|u\|^p_p \leq C^p(N, p, s, m_1, \eta_1)[u]^{p_{kp}}_{H^s} \leq C^p(N, p, s, m_1, \eta_1) \left( [u]_{H^s}^2 + [v]_{H^s}^2 \right)^{p_{kp}}. \]  

(3.4)

\[ \frac{\eta_2}{q} \|u\|^q_q \leq C^q(N, q, s, m_2, \eta_2)[u]^{q_{qk}}_{H^s} \leq C^q(N, q, s, m_2, \eta_2) \left( [u]_{H^s}^2 + [v]_{H^s}^2 \right)^{q_{qk}}. \]  

(3.5)

\[ \gamma \int_{\mathbb{R}^N} |u|^q |v|^\beta \leq \gamma \|u\|^q_q \|v\|^\beta_v \leq \gamma C(N, \alpha, \beta, s, m_1, m_2) \left( [u]_{H^s}^2 + [v]_{H^s}^2 \right)^{\frac{\alpha_0}{2}}. \]  

(3.6)

On the one hand, if let \( b = [u]_{H^s}^2 + [v]_{H^s}^2 \) and \( A > 0 \) be arbitrary but fixed, then for any \((u, v) \in X\) such that \( b \leq A\), it follows from (3.4)–(3.6) and (2.3) that

\[
I(u, v) \geq \frac{1}{2} b - \frac{1}{2^* S^{2^*/2}} b^{2^*/2} - C^p(N, p, s, m_1, \eta_1) b^{p_{kp}}_{H^s} - C^q(N, q, s, m_2, \eta_2) b^{q_{qk}}_{H^s} - \gamma C(N, \alpha, \beta, s, m_1, m_2) b^{\frac{\alpha_0}{2}} \geq \frac{1}{8} b > 0
\]

for \( A \) small enough, the scaling of inequality above takes advantage of this fact that \( p_{kp}, q_{qk}, \theta_{\xi \theta} > 2 \). On the other hand, for any \((u_1, v_1) \in Y\) and \((u_2, v_2) \in X\) such that \( b_1 = [u_1]_{H^s}^2 + [v_1]_{H^s}^2 = 2A\) and \( b_2 = [u_2]_{H^s}^2 + [v_2]_{H^s}^2 \leq A\), we obtain

\[
I(u_1, v_1) - I(u_2, v_2) \geq \frac{1}{2} (b_1 - b_2) - \frac{1}{2^* S^{2^*/2}} b_1^{2^*/2} - C^p(N, p, s, m_1, \eta_1) b_1^{p_{kp}}_{H^s} - C^q(N, q, s, m_2, \eta_2) b_1^{q_{qk}}_{H^s} - \gamma C(N, \alpha, \beta, s, m_1, m_2) b_1^{\frac{\alpha_0}{2}} \geq \frac{1}{2} A - \frac{1}{2^* S^{2^*/2}} (2A)^{2^*/2} - C^p(N, p, s, m_1, \eta_1)(2A)^{p_{kp}}_{H^s} - C^q(N, q, s, m_2, \eta_2)(2A)^{q_{qk}}_{H^s} - \gamma C(N, \alpha, \beta, s, m_1, m_2)(2A)^{\frac{\alpha_0}{2}} \geq \frac{1}{8} b
\]

for \( A \) sufficiently small. So, we can pick \( A \) small enough for the inequality in Lemma 3.2 to be true. \( \Box \)

Now we have obtained that the geometry of mountain pass, then we give the minmax picture: Because Zhang [25] had proved the \( \overline{u} := u_{m_1, \eta_1} \) is a ground state of (2.1) involving parameters \( p, \eta_1, m_1 \) and also \( \overline{v} := u_{m_2, \eta_2} \) is a ground state of (2.1) involving parameters \( p, \eta_2, m_2 \). Therefore, we fix \((\overline{u}, \overline{v}) \in W_{m, r}\), according to Lemma
3.1 and Lemma 3.2, there exist two numbers \( \rho_1 \ll -1 < 0 < 1 \ll \rho_2 \) such that

\[
e^{2\rho_1 s} [\bar{u}]^2_{H^s} + e^{2\rho_1 s} [\bar{v}]^2_{H^s} < \frac{A(m_1, m_2)}{2}, \quad I(\rho_1 \ast \bar{u}, \rho_1 \ast \bar{v}) > 0,
\]

\[
e^{2\rho_2 s} [\bar{u}]^2_{H^s} + e^{2\rho_2 s} [\bar{v}]^2_{H^s} > 2A(m_1, m_2), \quad I(\rho_2 \ast \bar{u}, \rho_2 \ast \bar{v}) \leq 0.
\]

We define the path

\[\Gamma = \{ \chi \in C([0, 1], W_{m, r}) : \chi(0) = (\rho_1 \ast \bar{u}, \rho_1 \ast \bar{v}), \quad \chi(1) = (\rho_2 \ast \bar{u}, \rho_2 \ast \bar{v}) \},\]

then \( \Gamma \) is not empty. In fact, let \( \chi_0(t) := ((1 - t) \rho_1 + t \rho_2) \ast \bar{u}, [(1 - t) \rho_1 + t \rho_2] \ast \bar{v}) \), obviously, \( \chi_0(t) \in W_{m, r} \) and \( \chi_0(t) \in \Gamma \).

Letting

\[c_\gamma(m_1, m_2) := \inf_{\chi \in \Gamma} \max_{t \in (0, 1]} I(\chi(t)),\]

clearly, \( c_\gamma(m_1, m_2) > 0 \), then we have the following asymptotic behavior of critical values:

**Lemma 3.3** \( \lim_{\gamma \to +\infty} c_\gamma(m_1, m_2) = 0. \)

**Proof** Fix \((u_0, v_0) \in W_{m, r}\) and it follows from the path \( \chi_0(t) := ((1 - t) \rho_1 + t \rho_2) \ast u_0, [(1 - t) \rho_1 + t \rho_2] \ast v_0) \) that

\[c_\gamma(m_1, m_2) \leq \max_{t \in [0, 1]} I(\chi_0(t)) \leq \max_{t \geq 0} \left\{ \frac{1}{2} t^2 \left( [u_0]_{H^s}^2 + [v_0]_{H^s}^2 \right) - \gamma l^{\frac{N\theta - 2N}{2s}} \int_{\mathbb{R}^N} |u_0|^\alpha |v_0|^\beta \right\}.\]

Let \( C_1 = [u_0]_{H^s}^2 + [v_0]_{H^s}^2 \) and \( C_2 = \int_{\mathbb{R}^N} |u_0|^\alpha |v_0|^\beta \), we discuss the maximum value of the following function

\[g(l) = \frac{1}{2} C_1 l^2 - \gamma C_2 l^{\frac{N\theta - 2N}{2s}}, \quad \text{for any } l \geq 0.\]

Letting

\[g'(l) = C_1 l - \left( \frac{N\theta - 2N}{2s} \right) \gamma C_2 l^{\frac{N\theta - 2N - 2s}{2s}} = 0,\]

we can obtain the maximum point of \( g(l) \), that is

\[l_{\text{max}} = \left( \frac{2s C_1}{(N\theta - 2N) \gamma C_2} \right)^{\frac{2s}{N\theta - 2N - 4s}}.\]
Thus,
\[
\begin{align*}
\max_{l \geq 0} \left\{ \frac{1}{2} l^2 \left( [u_0]^2_{H^s} + [v_0]^2_{H^s} \right) - \gamma l^\frac{4s}{N-2N} \int_{\mathbb{R}^N} |u_0|^\alpha |v_0|^\beta \right\}
= \frac{1}{2} \left( \frac{2s C_1}{(N\theta - 2N) \gamma C_2} \right)^{\frac{4s}{N-2N-4s}} C_1 - \gamma \left( \frac{2s C_1}{(N\theta - 2N) \gamma C_2} \right)^{\frac{N\theta - 2N}{N-2N-4s}} C_2
\leq \frac{1}{2} \left( \frac{2s C_1}{(N\theta - 2N) \gamma C_2} \right)^{\frac{4s}{N-2N-4s}} C_1.
\end{align*}
\]

As a result, there exists $C > 0$ that don’t depend on $\gamma > 0$ such that
\[
c_\gamma (m_1, m_2) \leq C \left( \frac{1}{\gamma} \right)^{\frac{4s}{N-2N-4s}} \rightarrow 0 \quad \text{as} \quad \gamma \rightarrow \infty
\]
thanks to $\theta > 2 + 4s/N$. We complete the proof of Lemma 3.3 now. □

To further prove our main results, we need to define Pohozaev manifold $\mathcal{P}_{m_1, m_2, \mu_1, \mu_2}$ of vector equations (1.3) in the same way as scalar equations (2.1).

\[
\mathcal{P}_{m_1, m_2, \mu_1, \mu_2} = \left\{ (u, v) \in S_{m_1} \times S_{m_2} : P(u, v) = 0 \right\},
\]

where
\[
P(u, v) := [u]^2_{H^s} + [v]^2_{H^s} - \|u\|^2_{2^*_q} - \|v\|^2_{2^*_q} - \eta_1 \xi_p \|u\|^p_p
- \eta_2 \xi_q \|v\|^q_q - \gamma \theta \xi_0 \int_{\mathbb{R}^N} |u|^\alpha |v|^\beta.
\]

Notice that $I(|u|, |v|) = I(u, v)$ and $P(|u|, |v|) = P(u, v)$ for any $(u, v) \in W_{m,r}$.

Similar to the argument in [33, Proposition 2.2] with minor changes, replace $(0, \chi_n) \in \overline{\Gamma}$ with $(0, |\chi_n|) \in \overline{\Gamma}$ if necessary, where
\[
\overline{\Gamma} := \left\{ \overline{\chi} \in ([0, 1], W_{m,r}) : \overline{\chi}(0) = (0, (\rho_1 \ast \overline{u}, \rho_1 \ast \overline{v})), \overline{\chi}(1) = (0, (\rho_2 \ast \overline{u}, \rho_2 \ast \overline{v})) \right\}.
\]

Then $\{(u_n, v_n)\} \subset W_{m,r}$ is a Palais-Smale sequence for $I(u, v)$ at level $c_\gamma (m_1, m_2)$, i.e.
\[
I(u_n, v_n) \rightarrow c_\gamma (m_1, m_2) \quad \text{as} \quad n \rightarrow \infty \quad \text{and} \quad I'(u_n, v_n) \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
\]

Moreover,
\[
u_n^- \rightarrow 0, \quad v_n^- \rightarrow 0 \quad \text{a.e. in} \quad \mathbb{R}^N \quad \text{as} \quad n \rightarrow \infty.
\]

**Lemma 3.4** Suppose that $\{(u_n, v_n)\} \subset W_{m,r}$ is a Palais-Smale sequence for $I(u, v)$.

Then $\lim_{n \to \infty} P(u_n, v_n) = 0$. 
Proof Let  

\[(\rho_n \ast u_n, \rho_n \ast v_n) = (x_n, y_n).\]

By direct calculations, we claim that

\[\frac{d}{d\rho_n} I((-\rho_n) \ast x_n, (\rho_n) \ast y_n) = -s P((-\rho_n) \ast x_n, (\rho_n) \ast y_n) = -s P(u_n, v_n)\]

Since \(I'(u_n, v_n) \to 0\) as \(n \to \infty\), again from [22, Proposition 5.4(2)], we get that 

\[\lim_{n \to \infty} P(u_n, v_n) = 0.\]

\[\square\]

Lemma 3.5 If \(\{u_n, v_n\} \subset W_{m,r}\) is a Palais-Smale sequence for \(I(u, v)\), then \(\{u_n, v_n\}\) is bounded in \(W_{m,r}\).

Proof Observing that \(\xi_p p, \xi_q q, \xi_\theta \theta > 2\) due to the fact that \(p, q, \theta > 2 + 4s/N\). It follows from Lemma 3.4 that

\[I(u_n, v_n) = \frac{\eta_1}{2p}(\xi_p p - 2)\|u_n\|_p^p + \frac{\eta_2}{2q}(\xi_q q - 2)\|v_n\|_q^q + \frac{\gamma}{2}(\xi_\theta \theta - 2)\int_{\mathbb{R}^N} |u|^\alpha |v|^\beta\]

\[+ \frac{\delta}{N}\|u_n\|_{s^*}^{2s} + \frac{\delta}{N}\|v_n\|_{2^*_s}^{2s} + o(1).\]

Since \(I(u_n, v_n)\) is bounded, thus we conclude that sequences \(\{\|u_n\|_p\}^p\), \(\{\|v_n\|_q\}^q\), \(\{\int_{\mathbb{R}^N} |u_n|^\alpha |v_n|^\beta\}\), \(\{\|u_n\|_{2^*_s}\}^2\), and \(\{\|v_n\|_{2^*_s}\}^2\) are all bounded. Again by Lemma 3.4, we infer that \(\{u_n\}_{H^s}\) and \(\{v_n\}_{H^s}\) are also bounded, as claimed.

In view of Lemma 3.5, there exists a nonnegative \((\tilde{u}, \tilde{v}) \in W_r\) such that, up to a subsequence,

\[(u_n, v_n) \to (\tilde{u}, \tilde{v})\]  

\[\in W_r;\]

\[(u_n, v_n) \to (\tilde{u}, \tilde{v})\]  

\[\in L^{2^*_s}(\mathbb{R}^N) \times L^{2^*_s}(\mathbb{R}^N);\]

\[(u_n, v_n) \to (\tilde{u}, \tilde{v})\]  

\[\in L^p(\mathbb{R}^N) \times L^q(\mathbb{R}^N);\]

\[(u_n, v_n) \to (\tilde{u}, \tilde{v})\]  

\[\text{a.e. in } \mathbb{R}^N.\]

as \(n \to \infty\). Since \(\{u_n, v_n\} \subset S_{m_1} \times S_{m_2}\) is a Palais-Smale sequence for \(I(u, v)\), on basis of the Lagrange multipliers rule, there exists a sequence \(\{\mu_1^n, \mu_2^n\} \subset \mathbb{R} \times \mathbb{R}\) such that

\[I'(u_n, v_n) = \mu_1^n(u_n, 0) + \mu_2^n(0, v_n) \to 0\]  

\[\text{in } W_r \text{ as } n \to \infty.\]  

(3.8)

Next, we take \((u_n, 0)\) and \((0, v_n)\) as test functions in (3.7), it follows from the proof of [25, Proposition 2.2] that \(\{\mu_1^n, \mu_2^n\}\) is bounded in \(\mathbb{R}\). Therefore up to a subsequence \((\mu_1^n, \mu_2^n) \to (\mu_1, \mu_1) \in \mathbb{R} \times \mathbb{R}\).
Lemma 3.6  There exists $\gamma^* = \gamma^*(m_1, m_2) > 0$ big enough, such that for any $\gamma \geq \gamma^*$, $(u_n, v_n) \rightarrow \tilde{u}, \tilde{v}$ in $L^{2^*_\gamma}(\mathbb{R}^N) \times L^{2^*_\gamma}(\mathbb{R}^N)$ and $\tilde{u}, \tilde{v} \neq 0$.

Proof  We first claim that $u_n \rightarrow \tilde{u}$ in $L^{2^*_\gamma}(\mathbb{R}^N)$. In fact, according to the concentration-compactness principle in [34], we know that there exist two nonnegative measures $\omega, \nu$ and a (at most countable) index set $J$ such that $\left|(-\Delta)^{\frac{\gamma}{2}} u_n\right|^2 \rightharpoonup \omega$ in $\mathcal{M}(\mathbb{R}^N)$, $|u_n|^{2^*_\gamma} \rightharpoonup \nu$ in $\mathcal{M}(\mathbb{R}^N)$ and

$$\begin{cases} 
\omega \geq \left|(-\Delta)^{\frac{\gamma}{2}} \tilde{u}\right|^2 + \sum_{j \in J} \omega_j \delta_{x_j}, & \omega_j \geq 0, \\
v = |\tilde{u}|^{2^*_\gamma} + \sum_{j \in J} v_j \delta_{x_j}, & v_j \geq 0, \\
v_j \leq S_{\frac{\gamma}{2}}^2 \omega_j^{\frac{\gamma}{2}}, & \forall j \in J,
\end{cases} \quad (3.9)$$

where $x_j$ is the different point in $\mathbb{R}^N$, $\delta_{x_j}$ denotes the Dirac measure at $x_j$, $S$ is best Sobolev constant in (2.3). Furthermore, it is possible to lose mass at infinity. i.e.,

$$\begin{align*}
\limsup_{n \rightarrow \infty} \int_{\mathbb{R}^N} \left|(-\Delta)^{\frac{\gamma}{2}} u_n\right|^2 dx &= \int_{\mathbb{R}^N} d\omega + \omega_\infty, \\
\limsup_{n \rightarrow \infty} \int_{\mathbb{R}^N} |u_n|^{2^*_\gamma} dx &= \int_{\mathbb{R}^N} d\nu + \nu_\infty, \\
v_\infty &\leq S_{\frac{\gamma}{2}}^2 \omega_\infty^{\frac{\gamma}{2}},
\end{align*} \quad (3.10)$$

where

$$\begin{align*}
\omega_\infty &= \lim_{R \rightarrow \infty} \limsup_{n \rightarrow \infty} \int_{|x| > R} \left|(-\Delta)^{\frac{\gamma}{2}} u_n\right|^2 dx, \\
v_\infty &= \lim_{R \rightarrow \infty} \limsup_{n \rightarrow \infty} \int_{|x| > R} |u_n|^{2^*_\gamma} dx.
\end{align*}$$

Case 1  Take $\psi_\epsilon(x) \in C^\infty_0(\mathbb{R}^N)$ be a cut-off function such that

$$\begin{cases} 
\psi_\epsilon(x) \equiv 1 & \text{in } B_\epsilon(x_j), \\
\psi_\epsilon(x) \equiv 0 & \text{in } B^c_\epsilon(x_j), \\
0 \leq \psi_\epsilon(x) \leq 1,
\end{cases} \quad (3.11)$$

where $B_\epsilon(x_j)$ represents the small ball with radius $\epsilon$ and center $x_j$. By Lemma 3.5, we note that $\{\psi_\epsilon(x) u_n\}$ is bounded in $H^s(\mathbb{R}^N)$. Next, again take $\{\psi_\epsilon(x) u_n, 0\}$ as a test function in (3.8) and letting $\epsilon \rightarrow 0$, we obtain that

$$\lim_{\epsilon \rightarrow 0} \lim_{n \rightarrow \infty} \langle I'(u_n, v_n) - \mu_1(u_n, 0) - \mu_2(0, v_n), (\psi_\epsilon(x) u_n, 0) \rangle = 0. \quad (3.12)$$
From (3.7), the Hölder inequality and the absolute continuity of the Lebesgue integral, we have
\[
\lim_{\epsilon \to 0} \lim_{n \to \infty} \int_{\mathbb{R}^N} \mu_1^n u_n^2 \psi_\epsilon dx = 0,
\]
\[
\lim_{\epsilon \to 0} \lim_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^p \psi_\epsilon dx = \lim_{\epsilon \to 0} \int_{\mathbb{R}^N} |\hat{u}|^p \psi_\epsilon dx = 0,
\]
\[
\lim_{\epsilon \to 0} \lim_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^\alpha |v_n|^\beta \psi_\epsilon dx = \lim_{\epsilon \to 0} \int_{\mathbb{R}^N} |\hat{u}|^\alpha |\hat{v}|^\beta \psi_\epsilon dx = 0.
\]
(3.13)

According to (3.12) and (3.13), we deduce that
\[
\lim_{\epsilon \to 0} \lim_{n \to \infty} \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} u_n|^2 \psi_\epsilon dx = \lim_{\epsilon \to 0} \int_{\mathbb{R}^N} |u_n|^2 \psi_\epsilon dx,
\]
which means that
\[
\lim_{\epsilon \to 0} \int_{\mathbb{R}^N} \psi_\epsilon d\omega = \lim_{\epsilon \to 0} \int_{\mathbb{R}^N} \psi_\epsilon d\nu.
\]
(3.14)

Therefore it follows from (3.9) and (3.14) that \( \nu_j \geq \omega_j \), thereby
\[
\text{either } \omega_j = 0 \text{ or } \omega_j \geq S_{2s}^N \text{ for } j \in J,
\]
(3.15)

which means that \( J \) is a finite set.

Case 2 Take \( \varphi \in C_0^\infty (\mathbb{R}^N) \) be another cut-off function with
\[
\begin{cases}
0 \leq \varphi \leq 1, \\
\varphi \equiv 0 \text{ in } B_1(0), \\
\varphi \equiv 1 \text{ in } \mathbb{R}^N \setminus B_1(0).
\end{cases}
\]
(3.16)

For any \( R \), let \( \varphi_R(x) = \varphi(\frac{x}{R}) \), by Lemma 3.5, we also have that \{\( \varphi_R(x)u_n \)\} is bounded in \( H^s(\mathbb{R}^N) \). Similarly, take \{\( (\varphi_R(x)u_n, 0) \)\} as a test function in (3.8) and letting \( R \to \infty \), we also obtain that
\[
\lim_{R \to \infty} \lim_{n \to \infty} \langle I'(u_n, v_n) - \mu_1^n(u_n, 0) - \mu_2^n(0, v_n), (\varphi_R(x)u_n, 0) \rangle = 0.
\]
(3.17)

Similarly to the proof of [35, Lemma 3.3], we can also get
\[
\lim_{R \to \infty} \lim_{n \to \infty} \int_{\mathbb{R}^N} \mu_1^n u_n^2 \varphi_R dx = 0,
\]
\[
\lim_{R \to \infty} \lim_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^p \varphi_R dx = \lim_{R \to \infty} \int_{\mathbb{R}^N} |\hat{u}|^p \varphi_R dx = 0,
\]
\[
\lim_{R \to \infty} \lim_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^\alpha |v_n|^\beta \varphi_R dx = \lim_{R \to \infty} \int_{\mathbb{R}^N} |\hat{u}|^\alpha |\hat{v}|^\beta \varphi_R dx = 0.
\]
(3.18)
By (3.17) and (3.18), we also have

\[
\lim_{R \to \infty} \lim_{n \to \infty} \int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}} u_n^2 \varphi_R \, dx = \lim_{R \to \infty} \lim_{n \to \infty} \int_{\mathbb{R}^N} u_n^{2^*_s} \varphi_R \, dx,
\]

that is

\[
\omega_\infty = \nu_\infty. \tag{3.19}
\]

Again by (3.10), we have

either \( \omega_\infty = 0 \) or \( \omega_\infty \geq S^N_{\frac{N}{2s}} \). \tag{3.20}

For the rest of the proof, we will only prove Case 1, because Case 2 and Case 1 are almost exactly the same.

If for any \( j \in J \), \( \omega_j = 0 \), then we have that \( \nu_j = 0 \) since (3.9), thereby \( |u_n|^{2^*_s} \to |\tilde{u}|^{2^*_s} \). By the Brézis-Lieb lemma [36], we conclude that \( u_n \to \tilde{u} \) in \( L^{2^*_s}(\mathbb{R}^N) \), as claimed.

If instead \( \omega_j \geq S^N_{\frac{N}{2s}} \) for some \( j \in J \). In view of \( I(u_n, v_n) \to c_\gamma(m_1, m_2) \), Lemma 3.4 and (3.11), we adopt the method of categorical discussion:

(1) If \( \theta = \min\{p, q, \theta\} \). It follows from Lemma 3.3 that there exists a positive constant \( \gamma^1 \) big enough, such that \( c_\gamma(m_1, m_2) < \left( \frac{1}{2} - \frac{1}{\theta \xi_\theta} S^N_{\frac{N}{2s}} \right) \) for any \( \gamma \geq \gamma^1 \). By (3.9), we have

\[
\left( \frac{1}{2} - \frac{1}{\theta \xi_\theta} \right) S^N_{\frac{N}{2s}} > c_\gamma(m_1, m_2) = \lim_{n \to \infty} \left( I(u_n, v_n) - \frac{1}{\theta \xi_\theta} P(u_n, v_n) \right)
\]

\[
\geq \left( \frac{1}{2} - \frac{1}{\theta \xi_\theta} \right) \limsup_{n \to \infty} \int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}} u_n^2 \psi_\epsilon \, dx
\]

\[
= \left( \frac{1}{2} - \frac{1}{\theta \xi_\theta} \right) \int_{\mathbb{R}^N} \psi_\epsilon \, d\omega
\]

\[
\geq \left( \frac{1}{2} - \frac{1}{\theta \xi_\theta} \right) \omega_j \geq \left( \frac{1}{2} - \frac{1}{\theta \xi_\theta} \right) S^N_{\frac{N}{2s}},
\]

which is a contradiction.

(2) If \( p = \min\{p, q, \theta\} \). Similar to (1), there is also a constant \( \gamma^2 \) big enough, such that \( c_\gamma(m_1, m_2) < \left( \frac{1}{2} - \frac{1}{p \xi_p} S^N_{\frac{N}{2s}} \right) \) for any \( \gamma \geq \gamma^2 \). We also obtain

\[
c_\gamma(m_1, m_2) = \lim_{n \to \infty} \left( I(u_n, v_n) - \frac{1}{p \xi_p} P(u_n, v_n) \right)
\]

\[
\geq \left( \frac{1}{2} - \frac{1}{p \xi_p} \right) \omega_j \geq \left( \frac{1}{2} - \frac{1}{p \xi_p} \right) S^N_{\frac{N}{2s}},
\]

which contradicts our hypothesis.
If \( q = \min\{p, q, \theta\} \). Analogously as (1) and (2), we can also get our conclusion, which we omit here.

To sum up, there exists a bigger positive constant \( \gamma^\ast(m_1, m_2) \) such that \( \omega_j = 0 = \nu_j \) for any \( j \in J \) and \( \gamma \geq \gamma^\ast \). Therefore, for \( \gamma \geq \gamma^\ast \), we have \( u_n \rightarrow \tilde{u} \in L^{2^\ast}_s(\mathbb{R}^N) \). The proof for \( v_n \rightarrow \tilde{v} \in L^{2^\ast}_s(\mathbb{R}^N) \) is similar.

Finally, we claim that \( \tilde{u}, \tilde{v} \neq 0 \). In fact, if not, we have \( (\tilde{u}, \tilde{v}) = (0, 0) \). According to (3.6), (3.7), \( u_n \rightarrow \tilde{u}, v_n \rightarrow \tilde{v} \) in \( L^{2^\ast}_s(\mathbb{R}^N) \) and Lemma 3.4, we have

\[
\lim_{n \rightarrow \infty} ([u_n]_{H^s}^2 + [v_n]_{H^s}^2) = 0. \tag{3.21}
\]

It follows from (3.21) that \( c_\gamma(m_1, m_2) = \lim_{n \rightarrow \infty} I(u_n, v_n) = 0 \), which is impossible since \( c_\gamma(m_1, m_2) > 0 \). As a result, we end the proof.

Set \( c_0(m_1, 0) := E_{m_1}^{\eta_1} \) and \( c_0(0, m_2) := E_{m_2}^{\eta_2} \).

**Remark 3.1** For any \( m_1, m_2 > 0 \), according to Lemma 3.3, if necessary, to choose a bigger \( \gamma^\ast \) such that \( c_\gamma(m_1, m_2) < \min\{c_0(m_1, 0), c_0(0, m_2)\} \) for any \( \gamma \geq \gamma^\ast \).

**Lemma 3.7** Assume that \( c_\gamma(m_1, m_2) < \min\{c_0(m_1, 0), c_0(0, m_2)\} \), then \( (u_n, v_n) \rightarrow (\tilde{u}, \tilde{v}) \) in \( W_r \). Moreover, \((\tilde{u}, \tilde{v}) \in W_r \) is a positive normalized solution for system (1.3) associated with \( \mu_1, \mu_2 < 0 \).

**Proof** From Lemma 3.6, we know that \( \tilde{u}, \tilde{v} \neq 0 \). Next, we are going to classify it into two cases and prove by contradiction:

**Case 1** \( \tilde{u} \geq 0, \tilde{v} \equiv 0 \). From the strong maximum principle for fractional Laplace operators [32, Proposition 2.17], we have that \( \tilde{u} > 0 \). It follows from Lemma 2.1 and [25, Theorem 1.3] that \( \tilde{u} \) is a positive radial symmetric solution for problem (2.1) with parameters \( p, \eta_1, m' \) where \( m'_1 = \|\tilde{u}\| \leq m_1^2 \), and \( c_0(m_1, 0) \leq c_0(m'_1, 0) \leq I(\tilde{u}, 0) \).

In view of (3.7), Lemmas 2.4, 3.6, and two kinds of Brézis-Lieb Lemmas [36–38], we obtain that

\[
0 = \lim_{n \rightarrow \infty} P(u_n, v_n) = \lim_{n \rightarrow \infty} P(u_n - \tilde{u}, v_n) + P(\tilde{u}, 0) = \lim_{n \rightarrow \infty} [u_n - \tilde{u}]_{H^s}^2 + [v_n]_{H^s}^2,
\]

and

\[
c_\gamma(m_1, m_2) = \lim_{n \rightarrow \infty} I(u_n, v_n) = \lim_{n \rightarrow \infty} I(u_n - \tilde{u}, v_n) + I(\tilde{u}, 0) \geq \frac{1}{2} \lim_{n \rightarrow \infty} [u_n - \tilde{u}]_{H^s}^2 + [v_n]_{H^s}^2 + c_0(m_1, 0) = c_0(m_1, 0).
\]

This contradicts our hypothesis.

**Case 2** \( \tilde{u} \equiv 0, \tilde{v} \geq 0 \). Similarly to **Case 1**, \( \tilde{v} \) is a positive radial symmetric solution for problem (2.1) with parameters \( q, \eta_2, m_2' \) where \( m_2' = \|\tilde{v}\| \leq m_2^2 \), and \( c_0(0, m_2) \leq
\[ c_0(0, m_2') \leq I(0, \tilde{v}). \] We also have that
\[
c_{c}(m_1, m_2) = \lim_{n \to \infty} I(u_n, v_n) = \lim_{n \to \infty} I(u_n, v_n - \tilde{v}) + I(0, \tilde{v}) \geq c_0(m_1, 0),
\]
which is still a contradiction. So, we obtain that \( \tilde{u} \geq 0 \) and \( \tilde{v} \geq 0 \). Therefore, \( \mu_1, \mu_2 < 0 \) follows from Lemma 2.3 and (3.7) and (3.8).

On basis of (3.7) and (3.8), Lemma 3.4 and the boundedness of sequence \( \{ (\mu_1^n, \mu_2^n) \} \), we have
\[
\mu_1 m_1^2 + \mu_2 m_2^2 = \lim_{n \to \infty} (\mu_1^n \| u_n \|_2^2 + \mu_2^n \| v_n \|_2^2)
= \lim_{n \to \infty} \left( (\xi - 1) \eta_1 \| u_n \|_p^p + (\xi - 1) \eta_2 \| v_n \|_q^q + (\xi - 1) \gamma \theta \int_{\mathbb{R}^N} |u_n|^\alpha |v_n|^\beta \right)
= (\xi - 1) \eta_1 \| \tilde{u} \|_p^p + (\xi - 1) \eta_2 \| \tilde{v} \|_q^q + (\xi - 1) \gamma \theta \int_{\mathbb{R}^N} |\tilde{u}|^\alpha |\tilde{v}|^\beta
= \mu_1 \| \tilde{u} \|_2^2 + \mu_2 \| \tilde{v} \|_2^2,
\]
which means that
\[
\mu_1 (\| \tilde{u} \|_2^2 - m_1^2) + \mu_2 (\| \tilde{v} \|_2^2 - m_2^2) = 0.
\]
Thus,
\[
\| \tilde{u} \|_2^2 = m_1^2, \quad \| \tilde{v} \|_2^2 = m_2^2, \quad \text{i.e., } (u_n, v_n) \to (\tilde{u}, \tilde{v}) \text{ in } L^2 \times L^2.
\]
The proof is now complete. \( \Box \)

Again by (3.7) and (3.8) and Lemma 3.4, we have
\[
\lim_{n \to \infty} \left( [u_n]^2_{H^s} + \mu_1 \| u_n \|_2^2 \right) = \lim_{n \to \infty} \left( [u_n]^2_{H^s} + \eta_1 \| u_n \|_p^p + \gamma \alpha \int_{\mathbb{R}^N} |u_n|^\alpha |v_n|^\beta \right)
= [\tilde{u}]^2_{H^s} + \eta_1 \| \tilde{u} \|_p^p + \gamma \alpha \int_{\mathbb{R}^N} |\tilde{u}|^\alpha |\tilde{v}|^\beta
= [\tilde{u}]^2_{H^s} + \mu_1 \| \tilde{u} \|_2^2,
\]
which implies that \( \| u_n \|_{W^s} \to \| \tilde{u} \|_{W^s} \) as \( n \to \infty \). Similar to the above argument, we also obtain
\[
\lim_{n \to \infty} \left( [v_n]^2_{H^s} + \mu_1 \| v_n \|_2^2 \right) = [\tilde{v}]^2_{H^s} + \mu_1 \| \tilde{v} \|_2^2,
\]
which also means that \( \| v_n \|_{W^s} \to \| \tilde{v} \|_{W^s} \) as \( n \to \infty \). Therefore, we conclude that \( (u_n, v_n) \to (\tilde{u}, \tilde{v}) \) in \( W^s \times W^s \). The proof of Lemma 3.7 is complete.

**Proof of Theorem 1.1** It follows from Lemmas 3.5–3.7 that the proof of Theorem 1.1 is complete. \( \Box \)
4 Proof of theorem 1.2

Lemma 4.1 Assume that N > 2s, α > 1, β > 1, p = q = α + β + θ = 2s, and η1, η2, γ, m1, m2 > 0. Then the following system
\[
\begin{align*}
\begin{cases}
(\Delta)^s u &= \mu_1 u + |u|^{2s^*-2}u + \eta_1 |u|^{\alpha-2}u + \gamma \alpha |u|^{\alpha-2}u|v|^\beta \text{ in } \mathbb{R}^N, \\
(\Delta)^s v &= \mu_2 v + |v|^{2s^*-2}v + \eta_2 |v|^{\beta-2}v + \gamma \beta |u|^{\alpha}|v|^{\beta-2}v \text{ in } \mathbb{R}^N, \\
\|u\|_{L^2}^2 &= m_1^2 \text{ and } \|v\|_{L^2}^2 = m_2^2, \\
\end{cases}
\end{align*}
\]
(4.1)

has no positive normalized solution.

Proof We will use the proof by contradiction. If (u, v) is a positive solution for the system (4.1) with some \(\mu_1, \mu_2 \in \mathbb{R}\). According to Lemma 2.3, we know that \(\mu_1, \mu_2 < 0\). Then, it follows from (4.1) and the Pohozaev identity that
\[
P(u, v) = [u]^2_{H^s} + [v]^2_{H^s} - \|u\|^{2s^*}_{2s} - \|v\|^{2s^*}_{2s} - \eta_1 \|u\|^{2s^*}_{2s} - \eta_2 \|v\|^{2s^*}_{2s} - \gamma 2s^* \int_{\mathbb{R}^N} |u|^{\alpha}v|v|^{\beta} = 0.
\]

Again by the definition of weak solution for the above system (4.1), we have
\[
[u]^2_{H^s} + [v]^2_{H^s} + \mu_1 \|u\|^2_2 + \mu_2 \|v\|^2_2 = \|u\|^{2s^*}_{2s} + |v|^{2s^*}_{2s} + \eta_1 \|u\|^{2s^*}_{2s} + \eta_2 \|v\|^{2s^*}_{2s} + \gamma 2s^* \int_{\mathbb{R}^N} |u|^{\alpha}v|v|^{\beta}.
\]

The proof is now complete. □

Thus, we obtain
\[
\mu_1 \|u\|^2_2 + \mu_2 \|v\|^2_2 = \mu_1 m_1^2 + \mu_2 m_2^2 = 0.
\]

This is clearly a contradiction. The proof of Lemma 4.1 is complete.

Proof of Theorem 1.2 It follows from Lemma 4.1 that the proof of Theorem 1.2 is complete. □

Author Contributions JZ and VR wrote the main manuscript text and they approved the final version of this paper.

Funding The research of Vicențiu D. Rădulescu was supported by a grant of the Romanian Ministry of Research, Innovation and Digitization, CNCS/CCCDI-UEFISCDI, project number PCE 137/2021, within PNCDI III.

Availability of data and materials All data generated or analysed during this study are included in this article.
Declarations

Conflict of interests The declare that the authors have no competing interests as defined by Springer, or other interests that might be perceived to influence the results and/or discussion reported in this paper.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Bagnato, V.S., Frantzeskakis, D.J., Kevrekidis, P.G., Malomed, B.A., Mihalache, D.: Bose-Einstein condensation: twenty years after. Rom. Rep. Phys. 67, 5–50 (2015)
2. Esry, B.D., Greene, C.H., Burke, J.P., Jr., Bohn, J.L.: Hartree-Fock theory for double condensates. Phys. Rev. Lett. 78, 3594–3597 (1997)
3. Frantzeskakis, D.J.: Dark solitons in atomic Bose-Einstein condensates: from theory to experiments. J. Phys. A 43(21), 213001 (2010)
4. Di Nezza, E., Palatucci, G., Valdinoci, E.: Hitchhiker’s guide to the fractional Sobolev spaces. Bull. Sci. Math. 136(5), 521–573 (2012)
5. Chen, Z., Zhou, W.: Existence and symmetry of positive ground states for a doubly critical Schrödinger system. Trans. Am. Math. Soc. 367, 3599–3646 (2015)
6. Chen, Z., Zhou, W.: Positive least energy solutions and phase separation for coupled Schrödinger equations with critical exponent. Arch. Ration. Mech. Anal. 205(2), 515–551 (2012)
7. Yin, X., Zhou, W.: Positive least energy solutions for k-coupled critical systems involving fractional laplacian. Discret. Contin. Dyn. Syst. Ser. S 14, 1995–2023 (2021)
8. Yang, T.: On doubly critical coupled systems involving fractional Laplacian with partial singular weight. Math. Methods Appl. Sci. 44, 3594–3646 (2021)
9. Zhen, M., He, J., Xu, H., Yang, M.: Multiple positive solutions for nonlinear coupled fractional Laplacian system with critical exponent. Bound. Value Probl. 2018, 1–25 (2018)
10. Liu, M., Fang, X.: Normalized solutions for the Schrödinger systems with mass supercritical and double Sobolev critical growth. Z. Angew. Math. Phys. 2, 1–14 (2022)
11. Luo, X., Yang, X., Zhou, W.: Positive normalized solutions to nonlinear elliptic systems in \( \mathbb{R}^4 \) with critical Sobolev exponent. Preprint at arXiv:2107.08708v1 (2020)
12. Bartsch, T., Jeanjean, L., Soave, N.: Normalized solutions for a system of coupled cubic Schrödinger equations on \( \mathbb{R}^3 \). J. Math. Pures Appl. 106(4), 583–614 (2016)
13. Bartsch, T., Soave, N.: A natural constraint approach to normalized solutions of nonlinear Schrödinger equations and systems. J. Funct. Anal. 59(5), 4998–5037 (2017)
14. Bartsch, T., Jeanjean, L.: Normalized solutions for nonlinear Schrödinger systems. Proc. R. Soc. Edinb. Sect. A 148(2), 225–242 (2018)
15. Bartsch, T., Soave, N.: Multiple normalized solutions for a competing system of Schrödinger equations. Calc. Var. Partial Differ. Equ. 58(1), 1–24 (2019)
16. Gou, T., Jeanjean, L.: Existence and orbital stability of standing waves for nonlinear Schrödinger equations systems. Nonlinear Anal. 144, 10–22 (2016)
17. Gou, T., Jeanjean, L.: Multiple positive normalized solutions for nonlinear Schrödinger systems. Nonlinearity 31(2), 2319–2345 (2018)
18. Ikoma, N., Tanaka, K.: A note on deformation argument for \( L^2(\mathbb{R}^N) \) normalized solutions of nonlinear Schrödinger equations and systems. Adv. Differ. Equ. 24(1983), 609–646 (2019)
19. Appolloni, L., Secchi, S.: Normalized solutions for the fractional NLS with mass supercritical nonlinearity. J. Differ. Equ. 286, 248–283 (2021)
20. He, X., Rădulescu, V.D., Zou, W.: Normalized ground states for the critical fractional Choquard equation with a local perturbation. J. Geom. Anal. 32(10), 1–51 (2022)
21. Jeanjean, L., Lu, S.-S.: A mass supercritical problem revisited. Calc. Var. Partial Differ. Equ. 59, 1–43 (2020)
22. Luo, H., Zhang, Z.: Normalized solutions to the fractional Schrödinger equations with combined nonlinearities. Calc. Var. Partial Differ. Equ. 59(4), 1–35 (2020)
23. Peng, S., Xia, A.: Normalized solutions of supercritical nonlinear fractional Schrödinger equation with potential. Commun. Pure Appl. Anal. 20(11), 3723–3744 (2021)
24. Yao, S., Chen, H., Rădulescu, V.D., Sun, J.: Normalized solutions for lower critical Choquard equations with critical Sobolev perturbation. SIAM J. Math. Anal. 54, 3696–3723 (2022)
25. Zhen, M., Zhan, B.: Normalized ground states for the critical fractional NLS equation with a perturbation. Rev. Mat. Complut. 35, 89–132 (2022)
26. Zuo, J., Zhong, Y., Repovš, D.: Normalized Ground State solutions for the fractional Sobolev critical NLSE with an extra mass supercritical nonlinearity. Preprint at arXiv:2206.12583v1
27. Soave, N.: Normalized ground states for the NLS equation with combined nonlinearities: the Sobolev critical case. J. Funct. Anal. 279, 108610 (2020)
28. Zhen, M., Zhang, B., Rădulescu, V.D.: Normalized solutions for nonlinear coupled fractional systems: low and high perturbations in the attractive case. Discret. Contin. Dyn. Syst. Ser. A 41, 2653–2676 (2021)
29. Mederski, J., Schino, J.: Least energy solutions to a cooperative system of Schrödinger equations with prescribed $L^2$-bounds: at least $L^2$-critical growth. Calc. Var. Partial Differ. Equ. 61, 1–31 (2022)
30. Chang, X., Wang, Z.-Q.: Ground state of scalar field equations involving a fractional Laplacian with general nonlinearity. Nonlinearity 26(2), 479–494 (2013)
31. Servadei, R., Valdinoci, E.: The Brezis-Nirenberg result for the fractional Laplacian. Trans. Am. Math. Soc. 367, 67–102 (2015)
32. Silvestre, L.: Regularity of the obstacle problem for a fractional power of the Laplace operator. Commun. Pure Appl. Math. 60, 67–112 (2007)
33. Jeanjean, L.: Existence of solutions with prescribed norm for semilinear elliptic equations. Nonlinear Anal. 18(10), 1633–1659 (1997)
34. Li, Q., Zou, W.: The existence and multiplicity of the normalized solutions for fractional Schrödinger equations involving Sobolev critical exponent in the $L^2$-subcritical and $L^2$-supercritical cases. Adv. Nonlinear Anal. 11, 1531–1551 (2022)
35. Zhang, X., Zhang, B., Repovš, D.: Existence and symmetry of solutions for critical fractional Schrödinger equations with bounded potentials. Nonlinear Anal. 142, 48–68 (2016)
36. Brézis, H., Lieb, E.: A relation between pointwise convergence of functions and convergence of functionals. Proc. Am. Math. Soc. 88(3), 486–490 (1983)
37. Chen, S., Rădulescu, V.D., Tang, X.: Normalized solutions of nonautonomous Kirchhoff equations: sub- and super-critical cases. Appl. Math. Optim. 84, 773–806 (2021)
38. Zuo, J., An, T., Fiscella, A.: A critical Kirchhoff-type problem driven by a $p(\cdot)$-fractional Laplace operator with variable $s(\cdot)$-order. Math. Methods Appl. Sci. 44, 1071–1085 (2021)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.