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Abstract. Assessing the performance of the Research and development (R&D) organizations to achieve higher productivity, growth, and development is always a critical necessity. Therefore, developing a more accurate model to evaluate the performance is always required. For this purpose, this study is aimed at developing a decision-making model for evaluating R&D performance. The model comes up with determining the most proper evaluative criteria for assessing R&D organizations. Then, it integrates Data Envelopment Analysis (DEA) with Analytical Network Process (ANP) to assess R&D performance. This paper is aimed to develop an integrated model for evaluating R&D performance. The findings of the study show that the DEA-ANP model is an accurate and acceptable model for evaluating R&D organizations’ performance.
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Introduction

Research and development (R&D) is an indicator of productivity, growth, and firms’ competition (Salimi & Rezaei, 2018). It is found that the economic performance of many European countries had delayed or stopped because of lacking R&D investments (Khoshnevis & Teirlinck, 2018). The role of R&D in creating economic value can be assessed by combining two factors: 1) the economic value produced by R&D achievements and 2) the value of the strategic infrastructure (Khoshnevis & Teirlinck, 2018).
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Employing a better performance evaluation model reflecting accurately the performance of various levels in an organization, including personnel, team, projects, departments, and the entire organization, is an essential task to achieve higher productivity and the growth and development of the organization (Chen et al., 2018). The process of evaluating and comparing R&D activities is so difficult due to the complex nature of risk, uncertainty, long-term development, identifying their tangible outputs, and the existence of various output parameters (Khoshnevis & Teirlinck, 2018). However, the efficiency of R&D organizations can be assessed by evaluating their relative performance (efficiency) (Gangopadhyay et al., 2018).

Performance (efficiency) evaluation is a Multi-Criteria Decision Method (MCDM), as this process needs several criteria (attribute) for evaluating several alternatives and selecting the most proper one (Javaid et al., 2019). There are so many techniques for performance evaluation. One of these methods which have been widely used is the Data Envelopment Analysis (DEA) and has been considered as an important technique for measuring efficiency. The main advantage of this model is that DEA does not assume a predefined functional relationship imposed between criteria (Fallahpour et al., 2016). In other words, DEA model is not sensitive to the unit of the indicator (Aparicio & Kapelko, 2019).

Although DEA has the above-mentioned advantages, however, it has some limitations. One of the weaknesses of the DEA is that it may give several efficient organizations with an efficiency value of 1 after performing the evaluation, so it is almost impossible to separate the efficiency of these organizations with this method (Hou et al., 2018). Moreover, because the interrelationship among DMUs is neglected, DEA has a major lack of ability to distinguish between those DMUs at all (Zuo & Guan, 2017). In another word, if the number of indicators is high compared to the number of DMUs, the evaluation operation will face a problem and the model will present an efficiency value of 1 for most organizations mistakenly (Geng et al., 2018), therefore, the DMUs number must be minimally twice higher than the total indicators number, i.e., sum of inputs and outputs (Nourani et al., 2018). Generally, incorporating qualitative, subjective, and intuitive indicators in DEA is not possible. Because of the reasons mentioned above, we integrate DEA with ANP method to overcome the problems. The ANP model can prioritize the alternatives according to any number of criteria (Abedi Gheshlaghi et al., 2020). In fact, the DEA-ANP model has the advantages of both methods, i.e. not only the integrated model is not sensitive to the unit of criteria, but also can consider the dependencies and interrelationships among the criteria. Generally, it can be said that the DEA-ANP hybrid model is very applicable for removing the disadvantages of ordering and full-ranking problems in the DEA model on the one hand and the deficits of the whole hierarchy and subjective evaluations in the ANP method on the other hand. Thus, the DEA-ANP hybrid model can present more accurate, practical, and comprehensive results with less error for evaluating the performance of R&D organizations compared with similar models.

Moreover, literature related to the R&D field reports that there is a lack of developing a hybrid model for decision making in performance evaluation. Furthermore, there is a lack of proposing a comprehensive list of evaluative criteria for assessing R&D in organizations. So, a series of important and practical criteria is developed in this paper. These indicators are employed in the combined DEA-ANP method for assessing the efficiency of R&D organizations and ranking them more precisely, comprehensively, and practically.

Generally, we can note the contributions of this paper as follows:
This paper seeks to develop a combined DEA-ANP method for evaluating R&D industry-based organizations, which have been neglected in the previous literature.

This paper develops some new indicators for evaluating R&D organizations that have not been paid attention in the previous studies (e.g., “the degree of satisfaction of researchers with their jobs in the organization” and “project operationalization rate”) and tries to go beyond the traditional indicators.

This paper tries to define every indicator clearly, such that the indicators can be easily quantified and measured. Thus, the potential user can easily benefit from it.

This paper proposes a suggestion including a focus on improving some indicators e.g., “researcher’s work experience” and “degree of satisfaction of researchers with their job in the organization” to promote the general efficiency of the R&D industry-based organizations.

The following of this paper is organized such that Section 1 reviews the recent studies evaluating R&D organizations and the common indicators employed in the previous studies. Section 2 introduces the model and its procedure along with the indicators used in this study. Section 3 solves the model and presents the results and the efficiency of R&D organizations. Section 4 discusses the study and presents solutions for increasing efficiency in R&D organizations. Finally, in the last section, the study is concluded and the suggestions for further study are presented.

1. Literature review

So far, various studies have been conducted in the field of performance evaluation for R&D organizations. They employed different models for evaluation, and a few studies employed a DEA-ANP model for assessing the efficiency of R&D organizations. However, in this study, we use a DEA-ANP model with more comprehensive and practical indicators and introduce the most effective criteria for the efficiency of these organizations. Here, some recent studies investigating the performance of R&D organizations, many of them using the DEA approach as a basic method for evaluating the performance. As a case study of research institutes in the Chinese Academy of Sciences, Xiong et al. assessed the efficiency of R&D organizations by a dynamic DEA approach (Xiong et al., 2018). They showed that the static DEA method may undervalue the scores of R&D efficiency. Kim and Cho examined the qualitative efficiency of National R&D Projects by the DEA approach focused on Agricultural Research Area (Kim & Cho, 2018). This study suggests that for promoting R&D performance, both quantitative and qualitative natures of outputs must be paid attention during evaluating R&D efficiency.

Chen et al. investigated regional R&D efficiency by dynamic DEA model in different periods to territorial R&D systems in China (Chen et al., 2018). This study presents a dynamic logical structure with a new method from a long-term and systemic view based on the DEA approach. In a study toward EU countries, Karadayi and Ekinci assessed R&D performance using categorical DEA (Karadayi & Ekinci, 2019). They employed the DEA model combined with CRS and VRS techniques as well as categorical data. Moreover, Khoshnevis and Teirlinck evaluated the performance of R&D companies in Belgium by the VRS DEA model (Khoshnevis & Teirlinck, 2018). They show that R&D active firms face problems including lack of technical efficiency and lack of appropriate scale size, because the CRS-VRS
efficiency average is low, besides the scale efficiency average is moderate. Also, Dobrzanski and Bobowski employed the VRS DEA model in R&D projects in ASEAN states (Dobrzanski & Bobowski, 2020). Furthermore, for state R&D projects, Park and Shin evaluated the technical efficiency as well as the ratio of technology gap to study the efficiency of Korean state sub-biotechnologies R&D projects from 2007 to 2013 by a meta-frontier DEA approach (Park & Shin, 2018). Sun et al. evaluated the R&D efficiency of the teachers in university by a two-phase DEA approach (Sun et al., 2018). This paper analyses the classic DEA approach and presents a two-phase DEA model to resolve the drawback of classic DEA, and then generates a novel input-output system to assess the R&D efficiency of teachers. Zuo and Guan measured the R&D efficiency of different zones by a parallel DEA game approach (Zuo & Guan, 2017). In this study, the game cross-efficiency implication is integrated into the parallel DEA approach, such that each DMU (sub-process) seeks to maximize its efficiency without affecting the cross efficiency of other units, resulting in an algorithm to provide the best game cross-efficiency values.

In a comparative study, Cao et al. evaluated R&D functional platforms’ performance by a DEA approach (Cao et al., 2019). In this study, the K-means clustering technique is employed to rank the R&D operative platforms of thirty provinces in China. Qin et al. investigated the territorial R&D efficiency and its spill-over effects in China by a combined DEA and spatial Durbin model (Qin et al., 2019). In this study, according to the effects of the R&D value chain, they show that R&D spillovers occurred intra-regionally. Wu et al. studied the efficiency of the Taiwanese semiconductor industry in the R&D field by the DEA approach (Wu et al., 2019). They employed a hybrid CCR-BCC technique. Carrillo investigated scaling and ranking R&D efficiency in the country by the VRS DEA model (2019). In this paper, the R&D efficiency of the studied countries is evaluated by the DEA model, then the overall efficiency score is presented with the cross-efficiency technique. Belgin analyzed the research and development efficiency of Turkish zones by DEA model (Belgin, 2019). In this study, primarily the efficiency values are measured, then sensitivity analysis is performed to identify the most effectual variables on territorial research and development efficiency by pair t-test. Asmara et al. measured R&D performance by DEA model in the case of Indonesia (Asmara et al., 2019).

Yu et al. presented a framework for deriving investment priority in National Defense R&D using DEA based on TRA (Technology Readiness Assessment) technique (Yu et al., 2018). Lim and Jeon analyzed the performance of defense R&D projects based on DEA model (Lim & Jeon, 2019). This study analyzed the three-stage performance of projects for the defense R&D section based on the logical model employing the DEA model. In 2019, Gibson et al. evaluated industry collaborative research centers by HDM (Hierarchical Decision Modeling) method (Gibson et al., 2019). This study employs quantitative and qualitative criteria and has a generalizable model that is advanced based upon plan objectives and the results are verified by consulting with experts. In 2018, Salimi and Rezaei evaluated the R&D efficiency of firms using the “Best Worst” technique (Salimi & Rezaei, 2018). This study investigates R&D performance regarding the different significance values of R&D criteria, by a multi-criteria decision-making method named “Best Worst” technique (BWM) for identifying the weights (importance) of R&D criteria for fifty high-tech SMEs in the Netherlands.
Ersoyak and Ozcan presented a performance evaluation structure for R&D projects in the software sector by the Balanced Scorecard method (Ersoyak & Ozcan, 2019). This study employs a sequential mixed technique, in which key performance criteria are extracted from preliminary interviews with related experts. You and Jung conducted an analysis of system dynamics from the National R&D Performance Measurement System in Korea by the Peer review process (You & Jung, 2019). In this paper, a new method named MPUIC which is developed based on the Design Science Research Methodology (DSRM) and weighted scoring approach is employed and verified by a case study. Ge and Yang studied the R&D performance of the high-tech industries in China through the DEA model (Ge & Yang, 2017).

Finally, Wu et al. assessed the efficiency of R&D organizations due to capital stock by a dynamic combined DEA-ANP technique (Wu et al., 2016). This study is more similar to our study in terms of the model. In this study, first, a dynamic three-phase network DEA model is presented, which assesses the R&D performance, technology-based efficiency, and value-creation efficiency of R&D systems in Taiwan from 2005 to 2009. Before incorporating window analysis and network DEA model for estimating dynamic efficiencies, the ANP method is applied to specify the relative importance of each phase. Then, a panel data regression is conducted to investigate whether the capital stock of patents, human resources quality, and service support influence the dynamic efficiencies of these organizations or not.

As can be seen, only the last study by Wu et al. employed a DEA-ANP hybrid model for R&D Organizations. However, our study uses another algorithm of the DEA-ANP hybrid model for another type of R&D organization along with more complete and comprehensive criteria to make a more accurate and practical evaluation.

Next, the indicators (inputs and outputs) employed in recent studies in this field are presented in Table 1. Of course, we should note that indicators of inputs and outputs are mostly defined in models based on the DEA approach.

Table 1. Summary of conducted studies along with their inputs and outputs

| Study                  | Inputs                                                                 | Outputs                                                        | Case                        |
|------------------------|------------------------------------------------------------------------|-----------------------------------------------------------------|-----------------------------|
| Xiong et al. (2018)    | 1. R&D labour 2. R&D expenditure                                       | 1. Number of patents 2. Number of published papers              | Chinese Academy of Sciences |
| Chen et al. (2017)     | 1. R&D cost 2. R&D staff                                               | 1. SCI papers 2. National granted patents                        | China’s regional R&D systems |
| Karadayi and Ekinci (2019) | 1. Number of researchers 2. Hired MSc and PhD students 3. Total educational expenditures 4. Gross Domestic Product (GDP) 5. R&D expenditure | 1. Patents 2. Scientific Publications 3. Individuals with MSC or PhD degree 4. High-technology exports | EU countries                |
| Khoshnevis and Teirlinck (2018) | 1. Domestic R&D expenditure 2. Outer R&D expenditure 3. R&D intensity 4. Total staff 5. R&D staff 6. Patent acquisition | 1. Turnover for an employee 2. Net added value for an employee 3. Turnover | R&D active firms            |
| Study                        | Inputs                                                                 | Outputs                                                                 | Case                                      |
|-----------------------------|------------------------------------------------------------------------|--------------------------------------------------------------------------|-------------------------------------------|
| Park and Shin (2018)        | 1. Investment 2. Time 3. Personnel                                     | 1. SCI papers 2. Non-SCI papers 3. Applied patents 4. Granted patents    | Korean State R&D projects                 |
| Zuo and Guan (2017)         | 1. Full-time researchers 2. R&D expenditure                            | 1. Number of granted patents                                             | R&D organizations in 30 provinces of China |
| Cao et al. (2019)           | 1. Researchers 2. R&D and technical service institutions 3. Total R&D funds | 1. Technical achievements in transformation 2. Market share of pioneer products 3. Industrial output value of novel products 4. Number of authorized patents | R&D functional platforms in 30 provinces China |
| Qin et al. (2019)           | 1. Expenditures of basic and applied research on R&D 2. Basic and applied R&D staff 3. Expenditures of experimental development on R&D projects 4. Experimental development R&D staff | 1. Published academic papers 2. Granted patents 3. Income from technology transfer 4. Sales income from new product | Regional R&D efficiency of the 30 provinces of China |
| Wu et al. (2019)            | 1. Total assets 2. Staff numbers 3. R&D expenditure                    | 1. Return On Assets (ROA) 2. Earnings Per Share (EPS) 3. Number of patents | Taiwanese semiconductor industry         |
| Carrillo (2019)             | 1. Physical resources 2. Total Researchers                             | 1. Granted patents 2. Scientific publications and high-tech exports       | R&D performance in Switzerland, United Kingdom and Netherlands |
| Belgin (2019)               | 1. R&D expenditure 2. R&D staff                                       | 1. Granted patents 2. High-tech exports                                  | R&D efficiencies of Turkish regions       |
| Asmara et al. (2019)        | 1. Number of researchers                                              | 1. Articles in proceedings 2. Articles in journals 3. Published books   | Government R&D institutions in Indonesia  |
| Yu et al. (2018)            | 1. Project cost 2. Project time                                       | 1. Effects of the development of each project                            | National Defence R&D in Korea            |
| Ge and Yang (2017)          | 1. R&D personnel 2. R&D institution                                    | 1. New products research and development expense 2. New products sales revenue 3. Number of patent application | High-tech industry in China              |
| Wu et al. (2016)            | 1. Research fund 2. Manpower 3. Research time 4. Outsourced research 5. Investment | 1. Production value 2. Patents 3. Acquired technology 4. Academic reports 5. Academic publications 6. Transferred patents 7. Transferred technology 8. Technology services 9. Seminars | Taiwanese R&D organizations              |
As we can see in Table 1, there are almost limited and repeated indicators used in evaluating the efficiency of R&D organizations. In this study, we try to evaluate the organizations in terms of more dimensions to fulfill this gap e.g., we define some criteria including “satisfaction of the researchers”, “satisfaction of the customers (clients)”, “researchers’ work experience”. So, the evaluation can be more comprehensive observing many aspects. Of course, recently it is shown that some issues like gender affect R&D efficiency. Kou et al. showed that a higher ratio of female R&D staff promotes R&D efficiency (Kou et al., 2020). They found that gender diversity in R&D groups can enhance innovation efficiency by obtaining informational and social advantages (Xie et al., 2020).

2. Method and data

In this section, we first briefly describe the two methods of DEA and ANP. We then present the proposed approach in this article, along with a full description.

2.1. Data Envelopment Analysis (DEA)

The method of data envelopment analysis was first presented by Dr. Rhodes at the University of Mellon in 1978 as a doctoral thesis. It was used to evaluate the academic achievement of US national school students. The first paper on data envelopment analysis was published that year by Charnes and Cooper in 1978 and the model presented herein became known as the CCR model (Calik et al., 2018; Karsak & Goker, 2020). In this model, the efficiency of each DMU is a fractional planning problem, i.e., the efficiency of each DMU is the maximum ratio of the weighted output to weighted input under some constraints. Assuming that $x_{ij}$ and $y_{rj}$ are inputs and outputs with limits greater or equal to zero, besides $v_i (i = 1, \ldots, m)$ and $u_r (r = 1, \ldots, s)$ are the weights related to the inputs and outputs respectively, and each decision-maker also has at least one positive input component and one positive output component, thus we will have the following Equation:
Provided that:

$$\sum_{r=1}^{s} u_r y_{rk} / \sum_{i=1}^{m} v_i x_{ik} \leq 1, j=1,2,\ldots,n,$$

$$v_i \geq 0, i=1,2,\ldots,m, u_r \geq 0, r=1,2,\ldots,s.$$  (2)

In data envelopment analysis, the efficiency score is calculated for each unit under study, which is a numerical range of zero and one, and it divides the units under study into two groups: “efficient units” and “inefficient units”. A unit that scores one is efficient ($e_k = 1$) and a unit that scores less than one is inefficient ($e_k < 1$).

2.2. Network Analysis Process

The process of network analysis is the one invented by Thomas L. Saaty in 1996 (Tian & Peng, 2020). According to his definition, ANP is a more general and more complete model than AHP that allows analysis of various issues by making interactions between elements. In AHP, there are four conditions including inverse, homogeneity, dependency, and expectation conditions that in the network analysis process, the third hierarchical condition is violated, because, in a hierarchy, the dependencies must be linear from top to bottom or vice versa, which makes it impossible to analyze these issues showing an interrelationship between options and criteria. Figure 1 shows the structural differences between the two AHP and ANP models.

Therefore, to solve a problem by this method, first, a network including goals, criteria, sub-criteria, and options is created and then the relations between them are recognized and drawn. Then, by pairwise comparisons and the formation of the super-matrix, the option with the highest end-weight is selected as the best option. The network analytical process is illustrated in Figure 2.

![Figure 1. Comparing Analytical Hierarchy Process (AHP) and Analytical Network Process (ANP) frameworks](image-url)
2.3. Hybrid DEA-ANP method

The hybrid DEA-ANP method used in this paper has two main phases. The first phase consists of five basic steps:

**Step 1.** Obtaining the pair comparison matrix based on DEA and calculating pair comparison matrix $E(e_{kk'})$

At this stage, the decision-making units are evaluated by pairwise comparisons of the units. Suppose that $k$ ($k = 1, \ldots, n$) decision units (DMU) must be evaluated and each DMU uses $m$ inputs to generate $s$ outputs. For example, $DMU_k$ uses the values of “$x_{ik}$” ($i = 1, \ldots, m$) inputs to generate $y_{rk}$ ($r = 1, \ldots, s$) outputs. For pairwise comparisons of units, Equation (3) is used:

$$e_{kk'} = \max \sum_{r=1}^{s} u_r y_{rk}.$$  \hspace{1cm} (3)

Provided that:

$$\sum_{i=1}^{m} v_i x_{ik} = 1,$$

$$\sum_{r=1}^{s} u_r y_{rk} - \sum_{i=1}^{m} v_i x_{ik} \leq 0,$$

$$\sum_{r=1}^{s} u_r y_{rk'} - \sum_{i=1}^{m} v_i x_{ik'} \leq 0, \hspace{0.5cm} j = 1, 2, \ldots, n,$$

$$v_i \geq 0, \hspace{0.5cm} i = 1, 2, \ldots, m, \hspace{0.5cm} u_r \geq 0, \hspace{0.5cm} r = 1, 2, \ldots, s.$$

From the solution of the above mathematical model, the values of $e_{kk'}$ ($k = 1, \ldots, n; k' = 1, \ldots, n; k \neq k'$) are obtained and the matrix $E$ is created by the number of $k$ rows and $k'$ columns, such that the elements on the diagonal all get value one. After forming the pair comparison matrix $E$, the first phase proceeds with the following four steps:

**Step 2.** Calculating the pair comparison matrix $A(a_{kk'})$ from the pair comparison matrix $E$

Matrix “$A$” values, obtained from pairwise comparisons of organizations, are provided through Equation (5) (This equation represents the efficiency of the organizational unit $k$ compared to the organizational unit $k'$).
In the ANP method, on the diagonal of the pairwise comparison matrix, the rank of the element $a_{kk'}$ reflects the evaluation of the unit $k$ compared to the unit $k'$. Also, the relationship $a_{k'k} = \frac{1}{a_{kk'}}$ is considered.

**Step 3.** Calculating the pairwise comparison matrix $A'(a'_{kk})$.

After obtaining the pairwise comparisons matrix $A$, this matrix should be normalized. The new normalized matrix $A'$ is obtained by Equation (6) (dividing each element by the sum of its corresponding column elements).

$$a'_{kk'} = \frac{a_{kk'}}{\sum_{k=1}^{n} a_{kk'}}.$$  \hspace{1cm} (6)

**Step 4.** Calculating the column vector $A''(a''_{kk'})$.

After obtaining the matrix $A'$, the column vector values of $A''$ are obtained by Equation (7) (the sum of each row).

$$a''_{kk'} = \sum_{k=1}^{n} a'_{kk'}.$$  \hspace{1cm} (7)

**Step 5.** Calculating the column vector $A'''(a'''_{kk'})$.

By normalizing the column vector $A''$, it is found that the vector $A'''$ is the complete ranking of the organizational units.

$$a'''_{kk'} = \frac{a''_{kk'}}{\sum_{k=1}^{n} a''_{kk'}}.$$  \hspace{1cm} (8)

Phase Two – At this phase, based on the pairwise comparisons matrix $E$, a super-matrix is obtained from the interactions between organizations is calculated using the ANP method and the views of experts, which is called matrix $W^*$. The final result of the algorithm and the efficiency of the units is obtained by multiplying the two matrices $A'''$ and $W^*$ ($a'''_{kk'} \times w^*_{k}$).

Figure 3 gives an overview of the steps of this method.
2.4. Model indicators

Initially, by reviewing the literature of previous research and studies and also interviewing with relevant experts, more effective indicators on R&D efficiency in different organizations were identified. The experts in this study are managers of R&D organizations. Then, using these indicators, the inputs that represent the resources, and the outputs that represent the success and performance level of the DMUs generally were identified.

In this model, 6 input indicators \((n = 6)\) and 7 output indicators \((m = 7)\) are considered. Meanwhile, the number of organizations under study (DMUs) is 17. It is noted that the duration of each period is one year.

A very important point about these indicators is that according to previous literature, a relatively new set of indicators has been compiled in this study so that all indicators are clearly defined and described, which are easily measurable (Lack of a clear definition and also lack of a specific method for measuring indicators is one of the drawbacks of many previous studies in this area).

The input indicators of the model are as follows (see Table 2).

Table 2. Definitions of input indicators

| Input | Definition | Unit |
|-------|------------|------|
| Budget (I1) | Budget includes all money invested in the organizations during a year | Thousand dollars |
| Tax rate (I2) | Approved percentage of tax on income which is paid to the government annually (In some cases equal to zero) | % |
| Researchers' work experience (I3) | The average of total work experiences of the researchers (Per capita experience) | Year |
| Education level of researchers (I4) | Diploma: 1 / Associate: 2 / BS: 3 / MA: 4 / PhD and higher: 5 The total points are calculated and then divided by the number of researchers and per capita education level is obtained. | Number |
| Dedicated time for researcher training and updating (I5) | Training sessions and seminars which are intended to promote and update the scientific and career development of researchers | Hours |
| Degree of researchers' satisfaction with their job (I6) | This item is a qualitative indicator and should become quantitative. * | Number |

Note: * This item is calculated as follows: A survey at the organization’s website will be presented to the researchers at the end of the year and according to the different aspects and features of their job, they will be asked to express their satisfaction in three areas. Salary and benefits and rewards and how they are paid: Excellent (1) Good (2) Average (3) Weak (4) Very weak (5). Existence of equipment and facilities and suitable workspace for the implementation of projects: Excellent (1) Good (2) Average (3) Weak (4) Very weak (5). Training and updating the researchers and the attention of the organization to their scientific and practical improvement: Excellent (1) Good (2) Average (3) Weak (4) Very weak (5). For all three domains, the total score is calculated and divided by the number of responses and the per capita satisfaction of researchers in each domain as 3 numbers is obtained. Then the average of these three numbers is presented, which is the amount of final satisfaction of the researchers from their organization.
The output indicators are as follows (see Table 3).

Table 3. Definitions of output indicators

| Output                               | Definition                                                                 | Unit                                      |
|--------------------------------------|---------------------------------------------------------------------------|-------------------------------------------|
| Hirsch indicator (O1)                | The number of publications for which an author has been cited by other authors at least that same number of times | Number                                    |
| Publications (O2)                    | Books, articles and books and research reports                           | Number                                    |
| Patents (O3)                         | Number of patents produced by each project                              | Number                                    |
| Project Operationalization Rate (O4) | The number of projects that are sold (or used) for production or service organizations throughout the year, divided by the total number of completed projects throughout the year | A fraction number between 0 and 1         |
| Total Income (O5)                    | The total proceeds from the sales of the patents and projects             | Thousand dollars                           |
| Degree of satisfaction of client (O6)| This item is a qualitative indicator and should be quantitative. *       | A fraction number between 0 and 1         |
| Increase / decrease rate of client (O7)| Rate = (Number of customers this year – Number of customers last year) / Number of customers last year | A fraction number between 0 and 1         |

Note: * This item is calculated as follows: \( S = (\text{Total number of completed projects during the year} - C) / \text{Total number of completed projects during the year} \), where: \( C \) = the number of projects that face a complaint from the customer or user of the project, and although a specific time to solve the problem is passed, the customer or user is still dissatisfied; \( S \) = customer satisfaction (project user).

In this paper, 17 semi-state industry-university R&D collaboration agencies in 17 provinces of Iran supported by the Industry Ministry are studied. In the following, the values of inputs and outputs for these 17 agencies are presented as follows (see Tables 4–5).

Table 4. Values of inputs

| Organization        | I1 | I2 | I3 | I4 | I5 | I6 |
|---------------------|----|----|----|----|----|----|
| Organization 1      | 55 | 5  | 4  | 4.5| 108| 2  |
| Organization 2      | 75 | 8  | 3.5| 3  | 130| 4  |
| Organization 3      | 48 | 2  | 2  | 4  | 140| 1.5|
| Organization 4      | 63 | 5  | 1  | 1.5| 160| 3.5|
| Organization 5      | 50 | 6  | 5  | 4.5| 140| 4  |
| Organization 6      | 79 | 4  | 2.5| 2  | 110| 2.5|
| Organization 7      | 85 | 10 | 4.5| 2.5| 100| 3.5|
| Organization 8      | 34 | 8  | 1.5| 3  | 180| 3.5|
| Organization 9      | 48 | 5  | 4.5| 3  | 145| 2  |
| Organization 10     | 60 | 2  | 4  | 4.5| 120| 4  |
| Organization 11     | 80 | 8  | 4  | 3  | 140| 4.5|
| Organization 12     | 57 | 8  | 4.5| 2.5| 150| 2  |
| Organization 13     | 38 | 5  | 3.5| 4  | 100| 1.5|
| Organization 14     | 79 | 3  | 4.5| 3.5| 136| 3  |
| Organization 15     | 67 | 9  | 1.5| 3.5| 155| 3  |
| Organization 16     | 67 | 5  | 4.2| 2.5| 100| 4  |
| Organization 17     | 70 | 6  | 4.5| 4  | 120| 2  |
Table 5. Values of outputs

| Organization     | O1  | O2  | O3  | O4  | O5  | O6  | O7  |
|------------------|-----|-----|-----|-----|-----|-----|-----|
| Organization 1   | 12  | 14  | 14  | 0.4 | 7   | 0.56| 2   |
| Organization 2   | 9   | 10  | 16  | 0.74| 14  | 0.67| 2.5 |
| Organization 3   | 20  | 5   | 8   | 0.56| 12  | 0.84| 4   |
| Organization 4   | 27  | 20  | 26  | 0.88| 11  | 0.77| 3   |
| Organization 5   | 12  | 17  | 21  | 0.33| 16  | 0.65| 1.5 |
| Organization 6   | 7   | 4   | 18  | 0.88| 5   | 0.66| 1   |
| Organization 7   | 15  | 32  | 14  | 0.85| 8   | 0.78| 3.5 |
| Organization 8   | 35  | 17  | 13  | 0.57| 9   | 0.65| 0   |
| Organization 9   | 5   | 18  | 22  | 0.14| 14  | 0.57| 4   |
| Organization 10  | 10  | 21  | 5   | 0.72| 11  | 0.42| 2.5 |
| Organization 11  | 12  | 22  | 9   | 0.45| 14  | 0.68| 2   |
| Organization 12  | 9   | 14  | 12  | 0.24| 12  | 0.88| 4   |
| Organization 13  | 14  | 12  | 15  | 0.41| 9   | 0.93| 1.5 |
| Organization 14  | 15  | 5   | 10  | 0.22| 8   | 0.74| 1   |
| Organization 15  | 17  | 16  | 10  | 0.34| 9   | 0.48| 4   |
| Organization 16  | 9   | 22  | 18  | 0.32| 7   | 0.59| 2   |
| Organization 17  | 13  | 17  | 17  | 0.31| 13  | 0.81| 2   |

3. Problem solving and results

As noted before, this study develops a combined DEA-ANP method to overcome some deficits in previous related studies, i.e. ordering and full-ranking problems caused by the DEA model and the whole hierarchy and subjective evaluations caused by the ANP method. This study tries to overcome these problems for evaluating the performance of industry-based R&D organizations.

Now, based on the data obtained, we apply the steps of the DEA-ANP hybrid method to measure the efficiency of R&D organizations. In the first step of the first phase of this method, we compute the pairwise comparisons matrix $E$ for the present organizations as shown in Table 6.

The rest of the solution is performed according to steps 2, 3, 4, and 5 described in the previous section, and the results of the first step including the hybrid method along with the same column vectors $A'''$ (normalized column vectors $A''$) are shown in Table 7.

In the second phase of the DEA-ANP method, the super-matrix derived from the interactions between organizations ($W^*$) is presented by the views of experts and the ANP method which is shown in Table 8.

Finally, the column vectors $A''''$ from phase 1 and the matrix $W^*$ from phase 2 are multiplied, yielding the final results and efficiency values of the R&D organizations presented in Table 9.
Table 6. Paired comparison matrix $E$

|   | 1   | 2     | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   | 11   | 12   | 13   | 14   | 15   | 16   | 17   |
|---|-----|-------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 1 | 1   | 1     | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| 2 | 1   | 0.4044| 1    | 0.56 | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0.6801| 1    | 1    | 1    | 1    |
| 3 | 1   | 1     | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| 4 | 1   | 1     | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| 5 | 1   | 1     | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| 6 | 1   | 0.4137| 0.8228| 0.4512| 1    | 1    | 1    | 0.7742| 0.8991| 1    | 0.852| 1    | 0.3027| 0.8904| 1    | 1    | 1    |
| 7 | 1   | 0.6528| 1    | 0.213| 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0.8359| 1    | 1    | 1    | 1    |
| 8 | 1   | 0.9654| 0.4287| 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0.7053| 0.8121| 1    | 1    | 1    |
| 9 | 1   | 0.8285| 1    | 0.8846| 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| 10| 1   | 0.9799| 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0.9748| 1    | 1    | 1    |
| 11| 1   | 0.4364| 0.798 | 0.4437| 0.8308| 0.8189| 1    | 1    | 1    | 0.7512| 0.5774| 0.8352| 1    | 1    | 1    | 1    | 1    |
| 12| 1   | 0.5414| 1    | 0.65 | 1    | 1    | 1    | 1    | 0.9013| 1    | 1    | 1    | 0.6456| 0.9617| 1    | 1    | 1    |
| 13| 1   | 0.6338| 1    | 0.6232| 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0.7632| 1    | 1    | 1    | 1    | 1    |
| 14| 1   | 0.4843| 1    | 0.844| 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| 15| 1   | 1     | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| 16| 1   | 1     | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |
| 17| 1   | 0.4044| 0.7648| 0.3956| 1    | 0.7141| 1    | 0.7092| 1    | 0.7978| 1    | 0.7043| 0.4255| 0.7119| 1    | 1    | 1    |

Table 7. Column vector $A''$

| Organization       | Efficiency score |
|--------------------|------------------|
| Organization 1     | 0.7845           |
| Organization 2     | 0.3256           |
| Organization 3     | 0.8455           |
| Organization 4     | 0.5411           |
| Organization 5     | 0.3988           |
| Organization 6     | 0.4577           |
| Organization 7     | 0.6988           |
| Organization 8     | 0.1478           |
| Organization 9     | 0.6988           |
| Organization 10    | 0.9577           |
| Organization 11    | 0.7421           |
| Organization 12    | 0.6544           |
| Organization 13    | 0.3474           |
| Organization 14    | 0.2888           |
| Organization 15    | 0.8745           |
| Organization 16    | 0.6477           |
| Organization 17    | 0.2588           |
Table 8. The Interactions between organizations (W*)

|    | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  |
|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1  | 0.5438 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.097 | 0   | 0   | 0   |
| 2  | 0   | 0.5199 | 0   | 0   | 0   | 0   | 0   | 0.1331 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 3  | 0.1653 | 0.2798 | 0.5499 | 0.1078 | 0.1095 | 0.0548 | 0.1385 | 0.0457 | 0.1032 | 0.1436 | 0.0333 | 0.0849 | 0.0749 | 0.1462 | 0.1601 | 0.0834 | 0.0856 |
| 4  | 0.1704 | 0.2803 | 0.2403 | 0.7891 | 0   | 0.0434 | 0.1495 | 0.0378 | 0.1455 | 0.1474 | 0   | 0.0825 | 0.0995 | 0   | 0.1242 | 0.1425 | 0.0878 |
| 5  | 0   | 0   | 0   | 0   | 0.5603 | 0   | 0   | 0   | 0   | 0   | 0   | 0.0795 | 0   | 0   | 0   | 0   | 0   |
| 6  | 0   | 0   | 0   | 0   | 0.1385 | 0.5844 | 0   | 0.0478 | 0.1548 | 0.1408 | 0.1406 | 0   | 0.0825 | 0.1352 | 0   | 0.0986 | 0.084 |
| 7  | 0   | 0   | 0   | 0   | 0   | 0.0576 | 0.5602 | 0.0357 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 8  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.5421 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 9  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.6622 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.0994 |
| 10 | 0.1418 | 0   | 0   | 0   | 0   | 0.0623 | 0.1485 | 0.0267 | 0   | 0.5351 | 0   | 0.0825 | 0   | 0   | 0   | 0   | 0   |
| 11 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.5455 | 0   | 0.0308 | 0   | 0   | 0   | 0   | 0   |
| 12 | 0   | 0   | 0   | 0   | 0.1341 | 0   | 0   | 0.0494 | 0   | 0   | 0   | 0.5459 | 0   | 0   | 0   | 0   | 0   |
| 13 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.0562 | 0   | 0.5049 | 0   | 0   | 0   | 0   |
| 14 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.6787 | 0   | 0   | 0   | 0   |
| 15 | 0.1391 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.6487 | 0   | 0   | 0   |
| 16 | 0   | 0   | 0.2498 | 0.331 | 0.1385 | 0.0534 | 0   | 0.0357 | 0.1748 | 0.1631 | 0.0312 | 0.0449 | 0.0839 | 0   | 0   | 0.646 | 0.0848 |
| 17 | 0   | 0   | 0   | 0   | 0.0548 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0.0433 | 0.0408 | 0.0865 | 0   | 0   | 0.1425 | 0.5994 |
Table 9. Final results of efficiency ($A'''' \times W^*$)

| Organization     | Efficiency derived from DEA-ANP method |
|------------------|----------------------------------------|
| Organization 1   | 0.0941                                 |
| Organization 2   | 0.0817                                 |
| Organization 3   | 0.1843                                 |
| Organization 4   | 0.1596                                 |
| Organization 5   | 0.0882                                 |
| Organization 6   | 0.1633                                 |
| Organization 7   | 0.0611                                 |
| Organization 8   | 0.1369                                 |
| Organization 9   | 0.1441                                 |
| Organization 10  | 0.0923                                 |
| Organization 11  | 0.1299                                 |
| Organization 12  | 0.0888                                 |
| Organization 13  | 0.1781                                 |
| Organization 14  | 0.1193                                 |
| Organization 15  | 0.1322                                 |
| Organization 16  | 0.0917                                 |
| Organization 17  | 0.1542                                 |

4. Discussion

4.1. Evaluating the validity of the results

Now, to validate the results, the final efficiencies obtained by the combined DEA-ANP method are compared with the efficiencies obtained by the standard DEA method (CCR model), which is shown in Table 10.

As shown in Table 10, the DEA method divides DMUs only into “efficient” and “inefficient” classes, whereas the DEA-ANP method calculates the efficiency values more precisely and practically. However, we can see that there is an uniform compatibility between the mutual efficiencies of DMUs by DEA method and DEA-ANP method, such that all DMUs whose efficiency is 1 in DEA method have efficiency value higher than 0.1 in combined DEA-ANP method and DMUs whose efficiency is lower than 1 in DEA method, have efficiency value lower than 0.1 in combined DEA-ANP method (except organization 9).

In the next step for validating the results, the final efficiencies obtained by the combined DEA-ANP method are compared with the super-efficiencies obtained by Andersen and Petersen (AP) model. By this method, it can be said that efficient units in the input-oriented model are valued more than one, and a detailed ranking can be presented. The results and rankings obtained by these two methods are presented in Table 11.

As shown in Table 11, there is also a tangible compatibility between the mutual efficiencies and rankings of DMUs by AP method and DEA-ANP method, such that all DMUs whose efficiency is more than 1 in AP method, have efficiency value higher than 0.1 in combined DEA-ANP method and DMUs whose efficiency is lower than 1 in AP method, have efficiency value lower than 0.1 in combined DEA-ANP method (except organization 4).
Table 10. Comparison between efficiencies obtained by DEA and DEA-ANP methods

| Organization | Efficiency derived from DEA method | Efficiency derived from DEA-ANP method |
|--------------|------------------------------------|---------------------------------------|
| Organization 1 | 0.9733                             | 0.0941                                |
| Organization 2 | 0.8777                             | 0.0817                                |
| Organization 3 | 1                                  | 0.1843                                |
| Organization 4 | 1                                  | 0.1596                                |
| Organization 5 | 0.9652                             | 0.0882                                |
| Organization 6 | 1                                  | 0.1633                                |
| Organization 7 | 0.8175                             | 0.0611                                |
| Organization 8 | 1                                  | 0.1369                                |
| Organization 9 | 0.9922                             | 0.1441                                |
| Organization 10 | 0.9385                           | 0.0923                                |
| Organization 11 | 1                                  | 0.1299                                |
| Organization 12 | 0.9062                            | 0.0888                                |
| Organization 13 | 1                                  | 0.1781                                |
| Organization 14 | 1                                  | 0.1193                                |
| Organization 15 | 1                                  | 0.1322                                |
| Organization 16 | 0.9751                            | 0.0917                                |
| Organization 17 | 1                                  | 0.1542                                |

Table 11. Comparison between efficiencies and rankings obtained by AP and DEA-ANP methods

| Organization | Efficiency derived from AP method | Efficiency derived from DEA-ANP method | Ranking by AP method | Ranking by DEA-ANP method |
|--------------|-----------------------------------|----------------------------------------|----------------------|--------------------------|
| Organization 1 | 0.7182                            | 0.0941                                 | 14                   | 12                       |
| Organization 2 | 0.8611                            | 0.0817                                 | 13                   | 16                       |
| Organization 3 | 1.7792                            | 0.1843                                 | 1                    | 1                        |
| Organization 4 | 0.9605                            | 0.1596                                 | 10                   | 4                        |
| Organization 5 | 0.6173                            | 0.0882                                 | 17                   | 15                       |
| Organization 6 | 1.6913                            | 0.1633                                 | 3                    | 3                        |
| Organization 7 | 0.7201                            | 0.0611                                 | 16                   | 17                       |
| Organization 8 | 1.1277                            | 0.1369                                 | 7                    | 7                        |
| Organization 9 | 1.1352                            | 0.1441                                 | 5                    | 5                        |
| Organization 10 | 0.8714                           | 0.0923                                 | 11                   | 11                       |
| Organization 11 | 1.1173                           | 0.1299                                 | 8                    | 9                        |
| Organization 12 | 0.7632                           | 0.0888                                 | 15                   | 14                       |
| Organization 13 | 1.7023                           | 0.1781                                 | 2                    | 2                        |
| Organization 14 | 1.0751                            | 0.1193                                 | 9                    | 10                       |
| Organization 15 | 1.3099                            | 0.1322                                 | 6                    | 8                        |
| Organization 16 | 0.8638                            | 0.0917                                 | 12                   | 13                       |
| Organization 17 | 1.5833                            | 0.1542                                 | 4                    | 6                        |
As can be seen, DEA and AP methods almost validate the results obtained by the model in this paper. Moreover, statistically, we can test the compatibility between the model in this paper and DEA and AP methods by the Mann-Whitney U test respectively. Using the Mann-Whitney U test for this case, we found that the model in this paper and DEA and AP methods are mutually compatible with a $P$-value $\approx 0.1$ ($\alpha = 0.05$).

In addition, compared to the results of the study of Wu et al. (2016) which is relatively similar, the accuracy of the results in both studies are at the same level. Furthermore, it should be mentioned that the number of criteria employed in our study is more comprehensive, thus we can claim that our results are more practical and observe more aspects.

### 4.2. Evaluating the relationship between existing indicators with the efficiency by correlation analysis

In the following, the input and output criteria employed in the study were evaluated by the Pearson correlation test in SPSS software and then their correlation with the relevant efficiency was evaluated. It is worth noting that Halásková and Bazsová also used a correlation analysis to assess the input and output indicators concerning R&D efficiency by the DEA method for EU members (Halásková & Bazsová, 2016).

In Table 12, we present the correlation and determination coefficient between existing indicators and the efficiency of R&D organizations.

In the above table, it should first be noted that the determination coefficient of the indicator indicates how much and what percentage of the organization's efficiency is predicted by that indicator (equal with the squared correlation coefficient). According to Table 12, 4 indicators including "Researcher's work experience" (I3), "Degree of satisfaction of researchers with their job" (I6), "Patents during a year" (O3), and "Project Operationalization Rate" (O5)

| Indicator | Correlation coefficient | Determination coefficient |
|-----------|-------------------------|--------------------------|
| I1        | 0.061                   | 0.003721                 |
| I2        | 0.004                   | 0.000016                 |
| I3        | 0.482                   | 0.232324                 |
| I4        | 0.260                   | 0.0676                   |
| I5        | 0.192                   | 0.036864                 |
| I6        | 0.496                   | 0.24016                  |
| O1        | 0.234                   | 0.54756                  |
| O2        | 0.153                   | 0.023409                 |
| O3        | 0.412                   | 0.169744                 |
| O4        | 0.116                   | 0.13456                  |
| O5        | 0.463                   | 0.214369                 |
| O6        | 0.186                   | 0.34596                  |
| O7        | 0.127                   | 0.016129                 |
have the most correlation with the efficiency, therefore, to improve the efficiency of R&D organizations, we should focus as much as possible on improving these indicators, since they have the greatest impact on increasing the efficiency of the R&D organizations. Based on the obtained results, the R&D managers should adopt the following policies and measures to improve efficiency:

1. Hiring more experienced researchers for optimizing the efficiency of organizations, reducing the costs, etc., as much as possible.
2. Providing the best occupational conditions for the researchers in terms of salary, fees, facilities, etc., as much as possible.
3. Selecting and implementing the projects that will have many customers and can be sold at a high price (in a high level of confidence). Therefore, the R&D managers and decision-makers must identify the needs of the market and select the appropriate projects to implement according to their capabilities.

Conclusions

In the field of evaluating the efficiency of the organization, one of the important points is to discover and consider new and applicable indicators for evaluating the organizations under study. As noted before, this paper develops some new practical indicators with a clear definition of them for the evaluation of R&D organizations; indicators that have not been considered in previous studies or have been less investigated. Among these indicators, we can note the “work experience of researchers”, “the degree of satisfaction of researchers with their jobs in the organization”, “project operationalization rate”, and “client (project user) satisfaction”. This leads to a more comprehensive, practical, and accurate model for evaluating the performance compared to related studies. Furthermore, this study developed a DEA-ANP hybrid model for evaluating the performance of industry-based R&D organizations, which has not been paid attention in previous studies. Finally, by performing Pearson correlation analysis on the employed indicators and the obtained efficiencies of organizations, to promote the whole efficiency of the R&D organizations, this study suggests the managers to focus on improving some more effective indicators. These indicators include “researcher’s work experience”, “degree of satisfaction of researchers with their job in the organization”, “patents during a year”, and “project operationalization rate”. This suggestion somehow is more detailed compared to the suggestion of previous studies.

For future studies, it is suggested that these indicators can be used in the form of new approaches such as DEA-AHP, TOPSIS-ANP, VIKOR-ANP combined models, or regression-based models for evaluating R&D organizations to verify the results of this study. The interval data can also be used in the DEA-ANP hybrid model to calculate fuzzy inputs and outputs for a more accurate evaluation of the efficiency. Moreover, by studying the various economic, industrial, organizational, even political, etc. features of R&D organizations, newer and more updated indicators can be determined and defined. Also, it is important to note that some indicators are also highly regarded at specific national and regional levels, but are not well defined globally and internationally.
Acknowledgements

The authors are thankful to Mr. Sina Nayeri for his useful comments.

Funding

The authors are grateful to Universiti Teknologi Malaysia (UTM) (Vote Number: 20H69).

Author contributions

Overall, all authors contributed to writing, revising and improving the final manuscript.

Disclosure statement

The authors declare that they have no conflict of interest.

References

Abedi Gheshlaghi, H., Feizizadeh, B., & Blaschke, T. (2020). GIS-based forest fire risk mapping using the analytical network process and fuzzy logic. *Journal of Environmental Planning and Management, 63*(3), 481–499. https://doi.org/10.1080/09640568.2019.1594726

Aparicio, J., & Kapelko, M. (2019). Enhancing the measurement of composite indicators of corporate social performance. *Social Indicators Research, 144*(2), 807–826. https://doi.org/10.1007/s11205-018-02052-1

Asmara, I. J., Achelia, E., Simamora, N. G., & Sartono, B. (2019). Measuring R&D performance using Data Envelopment Analysis (DEA): Case Indonesia. *International Journal of Social Science and Humanity, 9*(4), 91–96. https://doi.org/10.18178/ijssh.2019.V9.997

Belgin, O. (2019). Analysing R&D efficiency of Turkish regions using data envelopment analysis. *Technology Analysis & Strategic Management, 31*(11), 1341–1352. https://doi.org/10.1080/09537325.2019.1613521

Calik, A., Pehlivan, N. Y., & Kahraman, C. (2018). An integrated fuzzy AHP/DEA approach for performance evaluation of territorial units in Turkey. *Technological and Economic Development of Economy, 24*(4), 1280–1302. https://doi.org/10.3846/20294913.2016.1230563

Cao, Y., You, J., Shi, Y., & Hu, W. (2019). Evaluating R&D and transformation functional platforms’ operational performance using a data envelopment analysis model: A comparative study. *Sustainability, 11*(18), 5023. https://doi.org/10.3390/su11185023

Carrillo, M. (2019). Measuring and ranking R&D performance at the country level. *Economics and Sociology, 12*(1), 100–114. https://doi.org/10.14254/2071-789X.2019/12-1/5

Chen, K., Kou, M., & Fu, X. (2018). Evaluation of multi-period regional R&D efficiency: An application of dynamic DEA to China’s regional R&D systems. *Omega, 74*, 103–114. https://doi.org/10.1016/j.omega.2017.01.010

Dobrzanski, P., & Bobowski, S. (2020). The Efficiency of R&D Expenditures in ASEAN Countries. *Sustainability, 12*(7), 2686. https://doi.org/10.3390/su12072686

Ersoyak, E. B., & Ozcan, S. (2019). A performance measurement system for R&D activities in the software sector. *International Journal of Technology Intelligence and Planning, 12*(3), 242–272. https://doi.org/10.1504/IJTiP.2019.099214
Fallahpour, A., Olugu, E. U., Musa, S. N., Khezrimotlagh, D., & Wong, K. Y. (2016). An integrated model for green supplier selection under fuzzy environment: application of data envelopment analysis and genetic programming approach. *Neural Computing and Applications, 27*(3), 707–725. https://doi.org/10.1007/s00521-015-1890-3

Gangopadhyay, D., Roy, S., & Mitra, J. (2018). Public sector R&D and relative efficiency measurement of global comparators working on similar research streams. *Benchmarking: An International Journal, 25*(3), 1059–1084. https://doi.org/10.1108/BIJ-07-2017-0197

Ge, H., & Yang, S. Y. (2017). Study on the R&D performance of high-tech industry in China-based on data envelopment analysis. *Journal of Interdisciplinary Mathematics, 20*(3), 909–920. https://doi.org/10.1080/09720502.2017.1358890

Geng, Z., Bai, J., Zhu, Q., Xu, Y., & Han, Y. (2018, May). Energy saving and management of the industrial process based on an improved DEA cross-model. In *2018 IEEE 7th Data Driven Control and Learning Systems Conference (DDCLS)* (pp. 154–159). IEEE. https://doi.org/10.1109/DDCLS.2018.8515973

Gibson, E., Daim, T. U., & Dabic, M. (2019). Evaluating university industry collaborative research centers. *Technological Forecasting and Social Change, 146*, 181–202. https://doi.org/10.1016/j.techfore.2019.05.014

Halásková, M., & Bazsová, B. (2016). Evaluation of the efficiency of research and development in EU countries. *Acta academiae karviniensia, 16*(4), 32–45. https://doi.org/10.25142/aak.2016.030

Hou, Q., Wang, M., & Zhou, X. (2018). Improved DEA cross efficiency evaluation method based on ideal and anti-ideal points. *Discrete Dynamics in Nature and Society, 2018*, 1604298. https://doi.org/10.1155/2018/1604298

Javaid, B., Arshad, M. A., Ahmad, S., & Kazmi, S. A. A. (2019, January). Comparison of different multi-criteria decision analysis techniques for performance evaluation of loop configured micro grid. In *2019 2nd International Conference on Computing, Mathematics and Engineering Technologies (iCoMET)* (pp. 1–7). IEEE. https://doi.org/10.1109/iCoMET.2019.8673536

Karadayi, M. A., & Ekinci, Y. (2019). Evaluating R&D performance of EU countries using categorical DEA. *Technology Analysis & Strategic Management, 31*(2), 227–238. https://doi.org/10.1080/09537325.2018.1493191

Karsak, E. E., & Goker, N. (2020). Improved common weight DEA-based decision approach for economic and financial performance assessment. *Technological and Economic Development of Economy, 26*(2), 430–448. https://doi.org/10.3846/tede.2020.11870

Khoshnevis, P., & Teirlinck, P. (2018). Performance evaluation of R&D active firms. *Socio-Economic Planning Sciences, 61*, 16–28. https://doi.org/10.1016/j.seps.2017.01.005

Kim, K., & Cho, N. (2018). A case study on qualitative efficiency of national r&d projects: focused on agricultural research area. *Journal of the Korea Society of Digital Industry and Information Management, 14*(3), 115–125.

Kou, M., Zhang, Y., Zhang, Y., Chen, K., Guan, J., & Xia, S. (2020). Does gender structure influence R&D efficiency? A regional perspective. *Scientometrics, 122*(1), 477–501. https://doi.org/10.1007/s11192-019-03282-x

Lim, Y., & Jeon, J. (2019). Analyzing the performance of defense R&D projects based on DEA. *Journal of the Korea Institute of Military Science and Technology, 22*(1), 106–123.

Nourani, M., Devadason, E. S., & Chandran, V. G. R. (2018). Measuring technical efficiency of insurance companies using dynamic network DEA: an intermediation approach. *Technological and Economic Development of Economy, 24*(5), 1909–1940. https://doi.org/10.3846/20294913.2017.1303649

Park, J. H., & Shin, K. (2018). Efficiency of government-sponsored R&D projects: A metafrontier DEA approach. *Sustainability, 10*(7), 2316. https://doi.org/10.3390/su10072316
Qin, X., Du, D., & Kwan, M. P. (2019). Spatial spillovers and value chain spillovers: evaluating regional R&D efficiency and its spillover effects in China. *Scientometrics, 119*(2), 721–747. https://doi.org/10.1007/s11192-019-03054-7

Salimi, N., & Rezaei, J. (2018). Evaluating firms’ R&D performance using best worst method. *Evaluation and Program Planning, 66*, 147–155. https://doi.org/10.1016/j.evalprogplan.2017.10.002

Sun, X., Lin, Z., Zhang, L., Lian, Y., & Ding, L. (2018, July). The R&D efficiency evaluation of the university teachers based on a two-stage DEA Model. *Journal of Physics: Conference Series, 1060*(1), 012–029. https://doi.org/10.1088/1742-6596/1060/1/012029

Tian, C., & Peng, J. (2020). An integrated picture fuzzy ANP-TODIM multi-criteria decision-making approach for tourism attraction recommendation. *Technological and Economic Development of Economy, 26*(2), 331–354. https://doi.org/10.3846/tede.2019.11412

Wu, H. Y., Chen, I. S., Chen, J. K., & Chien, C. F. (2019). The R&D efficiency of the Taiwanese semiconductor industry. *Measurement, 137*, 203–213. https://doi.org/10.1016/j.measurement.2019.01.053

Wu, Y. C., Kweh, Q. L., Lu, W. M., Hung, S. W., & Chang, C. F. (2016). Capital stock and performance of R&D organizations: A dynamic DEA-ANP hybrid approach. In *Handbook of operations analytics using data envelopment analysis* (pp. 167–186). Springer. https://doi.org/10.1007/978-1-4899-7705-2_7

Xie, L., Zhou, J., Zong, Q., & Lu, Q. (2020). Gender diversity in R&D teams and innovation efficiency: Role of the innovation context. *Research Policy, 49*(1), 103885. https://doi.org/10.1016/j.respol.2019.103885

Xiong, X., Yang, G. L., & Guan, Z. C. (2018). Assessing R&D efficiency using a two-stage dynamic DEA model: A case study of research institutes in the Chinese Academy of Sciences. *Journal of Informetrics, 12*(3), 784–805. https://doi.org/10.1016/j.joi.2018.07.003

Yeh, L. T., & Chang, D. S. (2020). Using categorical DEA to assess the effect of subsidy policies and technological learning on R&D efficiency of IT industry. *Technological and Economic Development of Economy, 26*(2), 311–330. https://doi.org/10.3846/tede.2019.11411

You, T., & Jung, W. S. (2019). A system dynamics analysis of national R&D performance measurement system in Korea. *Industrial Engineering & Management Systems, 17*(4), 833–839. https://doi.org/10.7232/iems.2018.17.4.833

Yu, D., Lim, D., & Seol, H. (2018). A framework for deriving investment priority in national defense R&D-using DEA based on TRA. *Journal of the Korea Institute of Military Science and Technology, 21*(2), 217–224.

Zuo, K., & Guan, J. (2017). Measuring the R&D efficiency of regions by a parallel DEA game model. *Scientometrics, 112*(1), 175–194. https://doi.org/10.1007/s11192-017-2380-4