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Abstract. We investigate continuum percolation for Cox point processes, that is, Poisson point processes driven by random intensity measures. First, we derive sufficient conditions for the existence of non-trivial sub- and super-critical percolation regimes based on the notion of stabilization. Second, we give asymptotic expressions for the percolation probability in large-radius, high-density and coupled regimes. In some regimes, we find universality, whereas in others, a sensitive dependence on the underlying random intensity measure survives.

1. Introduction

Bernoulli bond percolation is one of the most prototypical models for the occurrence of phase transitions. Additionally, as of today, the continuum version of percolation where connections are formed according to distances in a spatial point process, has been investigated intensely in the Poisson case. More recently, the community has started to look at point processes that go far beyond the simplistic Poisson model. In particular, this includes sub-Poisson [4,5], Ginibre [12] and Gibbsian point processes [15,34].

Another stream of research that brought forward a variety of surprising results is the investigation of percolation processes living in a random environment. The seminal work on the critical probability for Voronoi percolation showed that dealing with random environments often requires the development of fundamental new methodological tools [1,6,35]. Additionally, recent work on percolation in unimodular random graphs also revealed that fundamental properties of percolation on transitive graphs fail to carry over to the setting of random environments [3].

In light of these developments it comes as a surprise that continuum percolation for Cox point processes, i.e., Poisson point processes in a random environment, have so far not been studied systematically. In this paper, we rectify this omission by providing conditions for the existence of a phase transition and by investigating the asymptotic behavior of the percolation probability in a number of different limiting regimes.

In addition to this mathematical motivation, our results have applications in the domain of telecommunication. Here, Cox processes are commonly employed for modelling various kinds of networks [33, Chapter 5]. More precisely, for modelling the deployment of a telecommunication network, various random tessellation models for different types of street systems have been developed and tested against real data [13]. The main idea of these models is to generate a random tessellation, with the same average characteristics as the street system, based on a planar Poisson point process. This could be a Voronoi, or Delaunay, or line tessellation, or it could be a more involved model like a nested tessellation [20].

Once the street system is modelled, it is possible to add wireless users along the streets. The simplest way to do that is to use a linear Poisson point process along the streets. This will give rise to a Cox process. Building the Gilbert graph, i.e., drawing an edge between any two users with distance less than a given connection radius, one can obtain a very simplified model of users communicating via a Device-to-Device mechanism. Then, studying the percolation of this random graph, one could obtain results on the connectivity of the wireless network.

The main results in this paper fall into two large categories: existence of phase transition and asymptotic analysis of percolation probabilities. First, we show that a variant of the
celebrated concept of stabilization \cite{26,28,31} suffices to guarantee the existence of a sub-critical phase. In contrast, for the existence of a super-critical phase, stabilization alone is not enough since percolation is impossible unless the support of the random measure has sufficiently good connectivity properties itself. Hence, our proof for the existence of a super-critical phase relies on a variant of the notion of asymptotic essential connectedness from \cite{2}.

Second, when considering the Poisson point process, the high-density or large-radius limit of the percolation probability tends to 1 exponentially fast and is governed by the isolation probability. In the random environment, the picture is more subtle since the regime of a large radius is no longer equivalent to that of a high density. Since we rely on a refined large-deviation analysis, we assume that the random environment is not only stabilizing, but in fact \(b\)-dependent.

Since the high-density and the large-radius limit are no longer equivalent, this opens up the door to an analysis of coupled limits. As we shall see, the regime of a large radius and low density is of highly averaging nature and therefore results in a universal limiting behavior. On the other hand, in the converse limit the geometric structure of the random environment remains visible in the limit. In particular, a different scaling balance between the radius and density is needed when dealing with absolutely continuous and singular random measures, respectively. Finally, we illustrate our results with specific examples and simulations.

2. Model definition and main results

Loosely speaking, Cox point processes are Poisson point processes in a random environment. More precisely, the random environment is given by a random element \(\Lambda\) in the space \(\ell\) by a random closed set \(\Xi\), \cite[Section 5.2.2]{7}. Here, stationary non-negative random field. For example, this includes random measures modulated (Absolutely continuous environment)

Example 2.1 \((\text{Absolutely continuous environment})\). Let \(\Lambda(dx) = \ell_x \, dx\) with \(\ell = \{\ell_x\}_{x \in \mathbb{R}^d}\) a stationary non-negative random field. For example, this includes random measures modulated by a random closed set \(\Xi\), \cite[Section 5.2.2]{7}. Here, \(\ell_x = \lambda_1 \mathbb{1}\{x \in \Xi\} + \lambda_2 \mathbb{1}\{x \notin \Xi\}\) with \(\lambda_1, \lambda_2 \geq 0\). Another example are random measures induced by shot-noise fields, \cite[Section 5.6]{7}. Here, \(\ell_x = \sum_{x \in X_\Xi} k(x - X_i)\) for some non-negative integrable kernel \(k : \mathbb{R}^d \uparrow [0, \infty)\) with compact support and \(X_\Xi\) a Poisson point process.

Example 2.2 \((\text{Singular environment})\). Let \(\Lambda = \nu_1(S \cap dx)\) where \(\nu_1\) denotes the one-dimensional Hausdorff measure and \(S\) is a stationary segment process in \(\mathbb{R}^d\). That is, \(S\) is a stationary point process in the space of line segments \cite[Chapter 8]{7}. For example consider \(S\) to be a Poisson-Voronoi, Poisson-Delaunay or a Poisson line tessellation.

Then, let \(X^\lambda\) be a Cox process in \(\mathbb{R}^d\) with stationary intensity measure \(\lambda \Lambda\) where \(\lambda > 0\) and \(\mathbb{E}[\Lambda([0,1]^d)] = 1\). That is, conditioned on \(\Lambda\), the point process \(X^\lambda\) is a Poisson point process with intensity measure \(\lambda \Lambda\), see Figure 1.

To study continuum percolation on \(X^\lambda\), we work with the Gilbert graph \(g_r(X^\lambda)\) on the vertex set \(X^\lambda\) where two points \(X_i, X_j \in X^\lambda\) are connected by an edge if their distance is less than a connection threshold \(r > 0\). The graph \(g_r(X^\lambda)\) percolates if it contains an infinite connected component.

2.1. Phase transitions. First, we establish sufficient criteria for a non-trivial phase transition of continuum percolation in Cox processes. More precisely, we let

\[\lambda_c = \lambda_c(r) = \inf\{\lambda : \mathbb{P}(g_r(X^\lambda) \text{ percolates}) > 0\}\]

denote the critical intensity for continuum percolation. In contrast to the Poisson case, in the Cox setting the non-triviality of the phase transition, i.e., \(0 < \lambda_c < \infty\), may fail without any further assumptions on \(\Lambda\) \cite[Example 4.1]{4}. For our results we therefore assume that \(\Lambda\) exhibits
weak spatial correlations in the spirit of stabilization [25]. To make this precise, we write $\Lambda_B$ to indicate the restriction of the random measure $\Lambda$ to the set $B \subset \mathbb{R}^d$. Further write $Q_n(x) = x + [-n/2, n/2]^d$ for the cube with side length $n \geq 1$ centered at $x \in \mathbb{R}^d$ and put $Q_n = Q_n(o)$. We write $\text{dist}(\varphi, \psi) = \inf\{|x - y| : x \in \varphi, y \in \psi\}$ to denote the distance between sets $\varphi, \psi \subset \mathbb{R}^d$.

**Definition 2.3.** The random measure $\Lambda$ is **stabilizing**, if there exists a random field of stabilization radii $R = \{R_x\} \subset \mathbb{R}^d$ defined on the same probability space as $\Lambda$ such that

1. $(\Lambda, R)$ are jointly stationary,
2. $\lim_{n \to \infty} P(\sup_{y \in Q_n(x) \cap \mathbb{R}^d} R_y < n) = 1$, and
3. for all $n \geq 1$, the random variables

$$\left\{ f(\Lambda_{Q_n(x)} \mathbb{1}\left\{ \sup_{y \in Q_n(x) \cap \mathbb{R}^d} R_y < n \right\}) \right\} \text{ for all } x \in \varphi,$$

are independent for all bounded measurable functions $f : \mathbb{M} \to [0, \infty)$ and finite $\varphi \subset \mathbb{R}^d$ with $\text{dist}(x, \varphi \setminus \{x\}) > 3n$ for all $x \in \varphi$.

A strong form of stabilization is given if $\Lambda$ is **$b$-dependent** in the sense that $\Lambda_A$ and $\Lambda_B$ are independent whenever $\text{dist}(A, B) > b$. The above Example 2.1 is $b$-dependent for example in cases where $\Xi$ is the classical Poisson-Boolean model and for the shot-noise field. Further, the Poisson-Voronoi tessellation, as in Example 2.2, is stabilizing, as we see in Section 3.

In order to avoid confusion, note that the literature contains several different forms of stabilization. Our definition is in the spirit of internal stabilization [25]. Loosely speaking, the configuration of the measure in a neighborhood of $x$ does not depend on the configuration of the measure in the neighborhood of points $y$ with $|x - y| > R_x$. The notion of external stabilization would additionally include that conversely the configuration of the measure around $x$ does not affect the measure around $y$.

Stabilization implies the existence of sub-critical phase.

**Theorem 2.4.** If $r > 0$ and $\Lambda$ is stabilizing, then $\lambda_c(r) > 0$.

For the existence of a super-critical regime, the condition that $\Lambda$ is stabilizing is not sufficient. For example, the measure $\Lambda \equiv 0$ is stabilizing, but $\lambda_c(r) = \infty$ for every $r > 0$. Consequently, we rely on the idea of asymptotic essential connectedness (see [2]) to introduce a sufficient condition for the existence of a super-critical phase. To state this succinctly, we write

$$\text{supp}(\mu) = \{x \in \mathbb{R}^d : \mu(Q_\varepsilon(x)) > 0 \text{ for every } \varepsilon > 0\}$$

for the support of a measure $\mu$. 
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**Definition 2.5.** A stabilizing random measure $\Lambda$ with stabilization radii $R$ is *asymptotically essentially connected* if for all $n \geq 1$, whenever $\sup_{y \in Q_{2n}} R_y < n/2$ we have that

1. $\text{supp}(\Lambda_{Q_n}) \neq \emptyset$ and
2. $\text{supp}(\Lambda_{Q_n})$ is contained in a connected component of $\text{supp}(\Lambda_{Q_{2n}})$.

Example 2.1 for $\Xi$ the Poisson-Boolean model and with $\lambda_1, \lambda_2 > 0$ as well as Example 2.2 for the Poisson-Voronoi and Poisson-Delaunay tessellation are asymptotically essentially connected. For the Poisson-Boolean model this is clear and for the Poisson-Voronoi tessellation case we provide a detailed proof in Section 3. The shot-noise field is not asymptotically essentially connected in general. Under the assumption of asymptotic essential connectedness, there is a non-trivial super-critical phase.

**Theorem 2.6.** If $r > 0$ and $\Lambda$ is asymptotically essentially connected, then $\lambda_c(r) < \infty$.

### 2.2. Asymptotic results on the percolation probability

In classical continuum percolation based on a homogeneous Poisson point process, the critical intensity is characterized via the percolation probability in the sense that

$$\lambda_c = \inf \{ \lambda : \mathbb{P}(o \sim \sim \infty) > 0 \},$$

where $\{ o \sim \sim \infty \}$ denotes the event that $o$ is contained in an infinite connected component of the Gilbert graph $g_r(X^\lambda) \cup \{ o \}$. The reason for this identity is the equivalence of the Poisson point process and its reduced Palm version \[16\]. This is no longer true for general Cox processes and therefore, the proper definition of the percolation probability relies on Palm calculus. The *Palm version* $X^{\lambda,*}$ of $X^\lambda$ is a point process whose distribution is defined via

$$\mathbb{E}[f(X^{\lambda,*})] = \frac{1}{\lambda} \mathbb{E} \left[ \sum_{i \in Q_1} f(X^\lambda - X_i) \right]$$

where $f : M_\infty \to [0, \infty)$ is any bounded measurable function acting on the set of $\sigma$-finite counting measures $M_\infty$. In particular, $\mathbb{P}(o \in X^{\lambda,*}) = 1$. Now,

$$\theta(\lambda, r) = \mathbb{P}(o \sim \sim \infty \text{ in } g_r(X^{\lambda,*}))$$

denotes the *percolation probability* (of the origin). With this definition we recover the identity $\lambda_c = \inf_{\lambda > 0} \theta(\lambda, r)$. Indeed, if $\theta(\lambda, r) > 0$, then $\mathbb{E}[\# \{ X_i \in Q_1 : X_i \sim \sim \infty \}] > 0$ and hence $\mathbb{P}(g_r(X^\lambda) \text{ percolates}) > 0$. Conversely, if $\theta(\lambda, r) = 0$, then $\mathbb{E}[\# \{ X_i \in Q_1 : X_i \sim \sim \infty \}] = 0$ and hence $\mathbb{P}(g_r(X^\lambda) \text{ percolates}) = 0$ by stationarity.

Note that the Palm version $X^{\lambda,*}$ is the union of the origin and another Cox process defined via the Palm version $\Lambda^*$ of the original random measure, see \[11\]. Finally, the translation operator $\vartheta$ is defined by $\vartheta_x(\Lambda(A)) = \Lambda(A + x)$ for all measurable $A \subset \mathbb{R}^d$. The distribution of $\Lambda^*$ is given by

$$\mathbb{E}[f(\Lambda^*)] = \mathbb{E} \left[ \int_{Q_1} \Lambda(dx) f(\vartheta(x)(\Lambda)) \right]$$

where $f : M \to [0, \infty)$ is any bounded measurable function.

#### 2.2.1. Large-radius and high-density limits

In the Poisson-Boolean model, the percolation probabilities approach 1 exponentially fast as the radius grows large \[22\]. More precisely,

$$\lim_{r \uparrow \infty} -r^{-d} \log(1 - \theta(\lambda, r)) = -|B_1(o)| \lambda,$$

(1)

where $|B_s(x)|$ denotes the volume of the $d$-dimensional ball with radius $s > 0$ centered at $x \in \mathbb{R}^d$. For $b$-dependent Cox processes, the exponentially fast convergence remains valid with a $\Lambda$-dependent rate.

**Theorem 2.7.** If $\lambda > 0$, then

$$\lim \inf_{r \uparrow \infty} -r^{-d} \log(1 - \theta(\lambda, r)) \geq \lim \inf_{r \uparrow \infty} -r^{-d} \log \mathbb{E}[\exp(-\lambda \Lambda^*(B_r(o)))].$$
If, additionally, $\Lambda$ is $b$-dependent and $\Lambda(Q_1)$ has all exponential moments, then the limit
\[
I^* = -\lim_{r \uparrow \infty} r^{-d} \log \mathbb{E}[\exp(-\lambda \Lambda(Q_r))]
\]
exists and
\[
\lim_{r \uparrow \infty} r^{-d} \log (1 - \theta(\lambda, r)) = -|B_1(o)| I^*.
\]

In terms of large deviations, Theorem 2.7 states that the most efficient way to avoid percolation is to force the origin to be isolated, see the left side of Figure 2. The above result is applicable to Example 2.1 in case of the Poisson-Boolean model and the shot-noise field. To the best of our knowledge, for the classical tessellation processes, as in Example 2.2, the large-deviation behavior for the total edge length has not been derived in literature yet. Therefore, in this situation, the above result only gives a lower bound. Although computing the limiting Laplace transform is difficult in general, we show in Section 3 that for the shot-noise field, the original expression simplifies substantially.

In classical continuum percolation, the scaling invariance of the Poisson-Boolean model makes it possible to translate limiting statements for $r \uparrow \infty$ into statements for $\lambda \uparrow \infty$. This is no longer the case for Cox processes. In the high-density regime, the connectivity structure of the support of $\Lambda^*$ becomes apparent. Loosely speaking, here the rate function is given by the most efficient way to avoid percolation. For a given realization of $\Lambda^*$, percolation can be avoided by finite clusters at the origin such that there are no points at distance $r$ from the cluster. In a second step, we optimize over $\Lambda^*$, see the right side of Figure 2.

More precisely, let the family $\mathcal{R}_r$ consist of all compact sets that contain the origin and are $r$-connected. That is, of all compact $A \subset \mathbb{R}^d$ such that $o \in A$ and such that the points at distance at most $r/2$ from $A$ form a connected subset of $\mathbb{R}^d$. Moreover, let
\[
\partial_r A = \{x \in \mathbb{R}^d : \text{dist}(x, A) < r\} \setminus A
\]
denote the $r$-boundary of $A$. The next result characterizes the asymptotic behavior of the percolation probability for stabilizing random measures that are supported on $\mathbb{R}^d$.

**Theorem 2.8.** Let $r > 0$. Then,
\[
\liminf_{\lambda \uparrow \infty} \lambda^{-1} \log (1 - \theta(\lambda, r)) \geq -\inf_{A \in \mathcal{R}_r} \text{ess-inf} \, \Lambda^*(\partial_r A).
\]
If, additionally, $\Lambda$ is $b$-dependent and $\text{ess-inf} \, \Lambda(Q_\delta) > 0$ for every $\delta > 0$, then
\[
\limsup_{\lambda \uparrow \infty} \lambda^{-1} \log (1 - \theta(\lambda, r)) \leq -\lim_{\varepsilon \downarrow 0} \inf_{A \in \mathcal{R}_{r+\varepsilon}} \text{ess-inf} \, \Lambda^*(\partial_{r+\varepsilon} A).
\]
In general it is not true that the lower bound given by the isolation probability describes the true rate of decay of $1 - \theta(\lambda, r)$. Indeed, if the support of $\Lambda$ does not percolate, then $\sup_{\lambda > 0} \theta(\lambda, r) = 0$. Nevertheless, for Example 2.1 in case of the Poisson-Boolean model with $\lambda_1, \lambda_2 > 0$ the above right-hand sides are optimal for $A = \{o\}$. For the singular examples and for the shot-noise example the condition $\text{ess-inf} \Lambda(Q_\delta) > 0$ for every $\delta > 0$ is not satisfied. The right-hand side of the lower bound can be computed for the Poisson-Voronoi tessellation case and equals $-2r$.

2.2.2. Coupled limits. Theorems 2.7 and 2.8 describe the limiting behavior w.r.t. $r$ and $\lambda$ separately. Now, we present three results about coupled limits. First if $\lambda$ and $r$ are such that $r^d \lambda = \rho$ is constant, then by [8, Theorem 11.3.III], the rescaled Cox process $r^{-1}X^\lambda$ converges weakly to a homogeneous Poisson point process with intensity $\rho$, see Figure 3. This gives rise to the following statement about the percolation probabilities, where $\bar{\theta}(\rho)$ denotes the continuum percolation probability associated with a homogeneous Poisson point process with intensity $\rho$ and connection radius 1.
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\caption{Coupled limit $r \uparrow \infty$ and $\lambda \downarrow 0$.}
\end{figure}

**Theorem 2.9.** Let $\rho > 0$. Then,

$$\limsup_{r \uparrow \infty, \lambda \downarrow 0 \atop \lambda r^d = \rho} \theta(\lambda, r) \leq \bar{\theta}(\rho).$$

If $\Lambda$ is stabilizing, then

$$\lim_{r \uparrow \infty, \lambda \downarrow 0 \atop \lambda r^d = \rho} \theta(\lambda, r) = \bar{\theta}(\rho).$$

For the converse limit $r \downarrow 0, \lambda \uparrow \infty$ again with $r^d \lambda = \rho$, one cannot hope for such a universal result since the structure of $\Lambda$ becomes prominent also in the limit. In particular, completely different scaling limits emerge for absolutely continuous and singular random intensity measures.

Let us start with the absolutely continuous case where $\Lambda(dx) = \ell_x dx$ with $\ell = \{\ell_x\}_{x \in \mathbb{R}^d}$ a stationary, non-negative random field as in Example 2.1. In this case, $\Lambda^*(dx) = \ell^*_x dx$, where $\ell^*$ is the $\ell_0$-size-biased version of $\ell$. Since $\mathbb{E}[\ell_0] = 1$, that is,

$$\mathbb{E}[f(\ell^*)] = \mathbb{E}[\ell_0 f(\ell)],$$

where $f : [0, \infty)^\mathbb{R}^d \to [0, \infty)$ is any bounded measurable function. Let

$$L_\geq = \{x \in \mathbb{R}^d : \ell^*_x \geq \bar{\lambda}_c / \rho\}$$

denote the superlevel set of $\ell^*$ at level $\bar{\lambda}_c / \rho$ where $\bar{\lambda}_c$ is the critical intensity of the classical Poisson-Boolean model associated to $\theta$. The strict superlevel set $L_\geq$ is defined accordingly. Then, similarly to the setting analyzed in [10], the percolation probability is asymptotically
governed by a local and a global constraint, see the left side of Figure 1. Locally, the connected component must leave a small neighborhood around the origin, an event with probability $\theta(\rho \ell^*_o)$. Globally, it must be possible to reach infinity along a path of super-critical intensity in $L_\ge$, which in the following we denote as $o \leftrightarrow _\Lambda \infty$.

The next result describes the asymptotic behavior of the percolation probability under the assumption that $L_\ge$ is highly connected.

**Theorem 2.10.** Let $\rho > 0$ and $\ell$ be upper semicontinuous. If, with probability 1,

1. $\ell^*_o \neq \lambda_c/\rho$,
2. $\ell^*$ is continuous at $o$, and
3. the intersection of any connected component of $L_\ge$ with $L_\ge$ remains connected,

then

$$\limsup_{\lambda \uparrow \infty, r \downarrow 0, \lambda \rho = \rho} \theta(\lambda, r) \le \mathbb{E}[\bar{\theta}(\rho \ell^*_o) \mathbb{1}\{o \leftrightarrow _\Lambda \infty\}].$$

If, additionally, $\Lambda$ is stabilizing and with a probability tending to 1 in $n$, the set $L_\ge \cap Q_{3n} \setminus Q_{3n}$ contains a compact interface separating $\partial Q_{3n}$ from $\infty$. Then,

$$\lim_{\lambda \uparrow \infty, r \downarrow 0, \lambda \rho = \rho} \theta(\lambda, r) = \mathbb{E}[\bar{\theta}(\rho \ell^*_o) \mathbb{1}\{o \leftrightarrow _\Lambda \infty\}].$$

In Example 2.1, for the Poisson-Boolean model, the upper semicontinuity is satisfied for $\lambda_1 \ge \lambda_2$. Further, assumption (1) – (3) are satisfied as long as $\lambda_c/\rho \neq \lambda_1, \lambda_2$. The additional assumption on the existence of the interface can only be guaranteed for sufficiently high intensity of the underlying Poisson process, [19]. For the shot-noise field similar sufficient conditions can be formulated.

Next, we consider a singular setting as in Example 2.2. The scaling relation in Theorem 2.10 was chosen in such a way, that the expected number of neighboring Cox points remains constant. If we were to apply this scaling also in the singular case, then the scaling limit would be trivial. Indeed, with high probability on the majority of all edges some subsequent Cox points are separated by gaps of size at least $r$, so that no percolation can occur. This is not a problem in case of absolutely continuous measures, since the continuous support of the underlying random intensity measure allows for percolation in all directions. Hence, we consider the more appropriate limit where the expected number of gaps per edge remains constant, see the right side of Figure 1.

In this regime, the limiting behavior is governed by an inhomogeneous Bernoulli bond percolation model on the Palm version $S^*$ for the segment system, where the probability for an edge of length $l$ to be open is given by $b^l$ for a suitable $b > 0$. For the Poisson-Delaunay tessellation, a homogeneous version was considered for example in [14]. We write $\theta_{\text{Ber}}(b)$ for the resulting percolation probability. The next result makes this precise under the assumption that the expected number of gaps per edge is small.

**Theorem 2.11.** Let $c > 0$. Then,

$$\limsup_{\lambda \uparrow \infty, r \downarrow 0, \lambda \exp(-\lambda r) = c} \theta(\lambda, r) \le \theta_{\text{Ber}}(\exp(-c)).$$

If $\Lambda$ is essentially asymptotically connected and $c$ is sufficiently small, then

$$\lim_{\lambda \uparrow \infty, r \downarrow 0, \lambda \exp(-\lambda r) = c} \theta(\lambda, r) = \theta_{\text{Ber}}(\exp(-c)).$$

The rest of this paper is structured as follows. First in the remainder of the present section, we outline the proofs of the main results. Next, in Section 3 we provide examples. In Section 4 we present numerical simulations for the percolation probability. Section 5 contains the proofs for non-trivial phase transitions. Finally, Section 6 is devoted to the large-radius and high-density limit and in Section 7 we deal with coupled limits.
2.3. Outline of proofs.

2.3.1. Phase transition. The proof is based on a renormalization argument. More precisely, the stabilization condition makes it possible to create a suitable $b$-dependent auxiliary percolation process, which in turn can be analyzed using the techniques from [18]. The existence of a sub-critical phase is easier to establish, since it suffices to create large regions without any points. For the super-critical regime, more care must be taken in order to produce appropriate connected components. It is at this point that we use the assumption on the asymptotic essential connectedness.

2.3.2. Large-radius and high-density limits. For the lower bounds in Theorem 2.7 and 2.8 we consider isolation probabilities of $r$-connected sets containing the origin. If $A \in \mathcal{R}_r$ is such that $X^{\lambda,*} \cap \partial_r A = \emptyset$, then the points in $A$ are contained in a different connected component of $g_r(X^{\lambda,*})$ than the points in $\mathbb{R}^d \setminus (A \cup \partial_r A)$. In particular,

\[ 1 - \theta(\lambda, r) \geq \mathbb{P}(X^{\lambda,*} \cap \partial_r A = \emptyset) = \mathbb{E}[\exp(-\lambda \Lambda^*(\partial_r A))]. \quad (2) \]

For any $\delta > 0$, this expression is at least

\[ \mathbb{P}(\Lambda^*(\partial_r A) \leq \delta + \text{ess-inf } \Lambda^*(\partial_r A)) \exp(-\lambda(\delta + \text{ess-inf } \Lambda^*(\partial_r A))), \]

which gives the lower bound in Theorem 2.8. On the other hand, choosing $A = \{o\}$ in (2), taking the logarithm, dividing by $r^d$ and sending $r \uparrow \infty$ gives the lower bound in Theorem 2.7. The upper bounds in both Theorem 2.7 and 2.8 follow from a Peierls argument in Section 6.

2.3.3. Coupled limits. The proofs of Theorems 2.9, 2.10 and 2.11 are all based on two meta-results. The upper bounds rely on convergence in finite domains. To make this precise, we say that $o \sim \sim \partial Q_a$ in $g_r(X^{\lambda,*})$ if the connected component of $o$ in $g_r(X^{\lambda,*})$ is not contained in $Q_{a-2r}$. Moreover, we put

\[ \theta_a = \mathbb{P}(o \sim \sim \partial Q_a). \quad (3) \]

Now, convergence in finite domains provides the desired upper bounds by virtue of the following elementary upper-semicontinuity result.

Proposition 2.12 (Upper bound via convergence in bounded domains). Let $\lambda : [0, \infty) \to [0, \infty)$ be monotone and $s : [0, \infty) \to [1, \infty)$ an increasing function. Let $r_\infty \in \{0, \infty\}$ and $\{a_K\}_{K>0}$ be a decreasing function such that for every $K > 0$,

\[ \lim_{r \to r_\infty} \theta_{Ks(r)}(\lambda(r), r) = a_K. \]

Then,

\[ \limsup_{r \to r_\infty} \theta(\lambda(r), r) \leq \lim_{K \uparrow \infty} a_K. \]

For the lower bound, we use a tightness condition based on a renormalized percolation process.

Proposition 2.13 (Lower bound via tightness). Let $\lambda, r_\infty, s$ and $\{a_K\}_{K>0}$ be as in Proposition 2.12 and assume that $\Lambda$ is stabilizing. Let $E_r$ denote the event that

1. $g_r(X^{\lambda}) \cap Q_{5s(r)}$ contains a unique connected component intersecting both $\partial Q_{3s(r)}$ and $\partial Q_{5s(r)}$,

2. this component also intersects $Q_{s(r)}$.

There exists a constant $q_d \in (0, 1)$, only depending on the dimension, such that if for all sufficiently large $r$,

\[ \min\{\mathbb{P}(\sup_{y \in Q_{5s(r)} \cap Q_d} R_y < s(r)), \mathbb{P}(E_r)\} > q_d, \quad (4) \]

then

\[ \lim_{r \to r_\infty} \theta(\lambda(r), r) = \lim_{K \uparrow \infty} a_K. \]
3. Examples

3.1. Stabilization and asymptotic essential connectedness. Let us discuss the case of Poisson-Voronoi tessellations in order to show that the assumptions of stabilization and asymptotic essential connectedness are indeed satisfied by a large class of Cox processes. The case of Poisson-Delaunay tessellations can be dealt with in a similar fashion.

**Example 3.1.** Let $A(dx) = \nu_l(S \cap dx)$ where $S = h(X_S)$ is the Poisson-Voronoi tessellation based on the homogeneous Poisson point process $X_S$ with intensity $\lambda_S$. More precisely, to each $X_{S,i} \in X_S$ we associate the cell

$$\Xi_i = \{ x \in \mathbb{R}^d : |x - X_{S,i}| = \text{dist}(x, X_S) \}$$

consisting of all points in $\mathbb{R}^d$ having $X_{S,i}$ as the closest neighbor. Then, $S$ is the union of the one-dimensional facets of the collection of cells $\{\Xi_i\}_{i \geq 1}$.

We claim that the random measure in Example 3.1 is asymptotically essentially connected. Let us start by verifying the stabilization. We define the radius of stabilization

$$R_x = \inf\{|X_{S,i} - x| : X_{S,i} \in X_S\}.$$

to be the nearest neighbor distance in the underlying Poisson point process. Let us check the conditions. First, by stationarity of $X_S$, also $(h(X_S), R)$ is translation invariant. Second, let $Q^{(1)}, Q^{(2)}, \ldots, Q^{(d^d)}$ be a sub-division of $Q_n$ into congruent sub-cubes of side length $n/d$. Then,

$$1 - \mathbb{P}(\sup_{y \in Q_n \cap Q^d} R_y < n) \leq \sum_{i=1}^{d^d} \mathbb{P}(Q^{(i)} \cap X_S = \emptyset) \leq d^d \mathbb{P}(Q^{(1)} \cap X_S = \emptyset) = d^d e^{-\lambda_S(n/d)^d}$$

where the right hand side tends to 0 exponentially fast as $n \uparrow \infty$. This property is referred to in the literature as exponential stabilization, see [23]. Finally, for almost all realizations of $S$ and for all $x \in S \cap Q_n$, by the definition of the Poisson-Voronoi tessellation, there exist unique points $X_{S,1}, \ldots, X_{S,m} \in X_S$ such that $|X_{S,1} - x| = \cdots = |X_{S,m} - x| = \inf\{|X_{S,i} - x| : X_{S,i} \in X_S\}$. The number of such points depends on the dimension of the facet of $S$ containing $x$. Under the event $\sup_{x,y \in Q_n \cap Q^d} R_y < n$ we thus have $|X_{S,1} - x| = \cdots = |X_{S,m} - x| \leq n$. In particular, a change in the configuration $X_S \cap \mathbb{R}^d \setminus Q_n(x)$ leaves $x$ unaffected and thus $S \cap Q_n$ is independent of $X_S \cap \mathbb{R}^d \setminus Q_{3n/2}$. Since also the event $\sup_{y \in Q_n \cap Q^d} R_y < n$ is independent of $X_S \cap \mathbb{R}^d \setminus Q_{3n/2}$, the last condition is verified.

The Poisson-Voronoi tessellation is also asymptotically essentially connected, which we show now. In order to show the non-emptyness of the support, note that emptyness of the support, i.e. $S \cap Q_n = \emptyset$, implies that $Q_n$ is contained in the Voronoi cell $\Xi_i$ of some $X_{S,i} \in X_S$. Choose any two points $x, y \in Q_n \subset \Xi_i$ with $n < |x - y|$. Then, under the event $\sup_{x \in Q_n \cap Q^d} R_x < n/2$, the points $x, y$ must have some distinct Poisson points $X, Y \in X_S$ with $|x - X| < n/2$ and $|y - Y| < n/2$ and hence,

$$n < |x - y| \leq |x - X_{S,i}| + |y - X_{S,i}| \leq |x - X| + |y - Y| < n,$$  \hspace{1cm} (5)

a contradiction. As for the connectedness, denote by $S_1, \ldots, S_k$ the connected components in $S \cap Q_n$. By the definition of the Voronoi tessellation, every void space $V$, which separates two of the connected components in $Q_n$, must be the intersection of one Voronoi cell $\Xi_i$ with $Q_n$. Let $\partial \Xi$ denote the boundary of $\Xi$. We claim that, under the event $\sup_{y \in Q_n \cap Q^d} R_y < n/2$, we have that $\partial \Xi \cap Q_n$ is connected in $Q_{2n}$. Indeed, let $X_{S,i} \in X_S$ be such that $\Xi = \Xi_i$ then, since $\partial \Xi_i$ contains points in $Q_n$, we have $X_{S,i} \in Q_{2n}$. If $X_{S,i} \in Q_n$ then $\Xi_i \subset Q_{2n}$ since for all $x \in \Xi_i$ we have $|x - X_{S,i}| < n/2$ which implies that $x \in Q_{2n}$. Hence, in this case the associated disconnected components in $Q_n$ must be connected in $Q_{2n}$. On the other hand, if $X_{S,i} \in Q_{2n} \setminus Q_n$ then there exists a chord in $\Xi_i$ starting at $X_{S,i}$ and crossing $Q_n$ completely. But any such chord has maximal length $n/2$, and thus again the associated disconnected components in $Q_n$ must be connected in $Q_{2n}$. Since the argument holds for any void space $V$, we have connectedness of all $S_1, \ldots, S_k$ in the larger volume $Q_{2n}$.
3.2. Computation of the rate function in Theorem 2.7 for the shot-noise field. Let \( \Lambda \) be the shot-noise field with \( \ell_x = \sum_{X_i \in X_S} k(x - X_i) \) for some non-negative integrable \( k \) with compact support and \( X_S \) be a Poisson point process with intensity \( \lambda_S > 0 \). Then, for \( K = \int k(x)dx \) we can calculate,

\[
\log \mathbb{E}[\exp(-\lambda \Lambda(Q_r))] = \log \mathbb{E}[\exp(-\lambda \int_{Q_r} \sum_{X_i \in X_S} k(x - X_i)dx)]
\]

\[
= \lambda_S \int (e^{-\lambda \int_{Q_r} k(x-y)dy} - 1)dy
\]

\[
= \lambda_S \int (e^{-\lambda \int_{Q_r(y)} k(x)dx} - 1)dy.
\]

By separating the domain of integration into \( Q_r \) and \( \mathbb{R}^d \setminus Q_r \), we arrive at

\[
r^d \lambda_S (e^{-\lambda K} - 1) + \lambda_S \int_{Q_r} (e^{-\lambda \int_{Q_r(y)} k(x)dx} - e^{-\lambda K})dy + \lambda_S \int_{\mathbb{R}^d \setminus Q_r} (e^{-\lambda \int_{Q_r(y)} k(x)dx} - 1)dy.
\]

We claim that the second and third summand in the last line are of order \( o(r^d) \). Indeed, let \( r_0 > 0 \) be large enough such that the support of \( k \) is contained in \( Q_{r_0} \). Then, for the second summand, we have for \( r > r_0 \) that

\[
0 \leq \int_{Q_r} (e^{-\lambda \int_{Q_r(y)} k(x)dx} - e^{-\lambda K})dy = \int_{Q_{r-r_0}} (e^{-\lambda \int_{Q_{r-r_0}(y)} k(x)dx} - e^{-\lambda K})dy
\]

\[
+ \int_{Q_r \setminus Q_{r-r_0}} (e^{-\lambda \int_{Q_r(y)} k(x)dx} - e^{-\lambda K})dy
\]

\[
\leq |Q_r \setminus Q_{r-r_0}|.
\]

For the third summand, using similar arguments,

\[
0 \geq \int_{\mathbb{R}^d \setminus Q_r} (e^{-\lambda \int_{Q_r(y)} k(x)dx} - 1)dy = \int_{Q_{r+r_0} \setminus Q_r} (e^{-\lambda \int_{Q_r(y)} k(x)dx} - 1)dy \geq -|Q_{r+r_0} \setminus Q_r|.
\]

4. Simulations

4.1. Simulations. In order to provide numerical illustrations for the main mathematical theorems, we estimated the actual percolation probability for a variety of parameters via Monte Carlo simulations. More precisely, \( \Lambda \) is assumed to be the random measure given by the edge length of a planar tessellation as in Example 2.2. Here, we consider either Poisson-Voronoi tessellation or Poisson-Delaunay tessellation, and fix the length intensity \( \mathbb{E}[\Lambda(Q_1)] = 20 \).

![Figure 4](image-url)

**Figure 4.** Percolation probability as a function of intensity for different radii and random intensity measures.

In Figure 4, we present the estimated percolation probability \( \theta(\lambda, r) \) as a function of the parameter \( \lambda \) for three choices of the radii: \( r = 0.075 \), \( r = 0.225 \) and \( r = 0.475 \). In Theorem 2.9 we have seen that in the asymptotic setting of a large radius and small intensity, the percolation probability does not depend on the choice of the random intensity measure. It converges to the
percolation probability of the Poisson-Boolean model. This behavior is reflected in the right-
most panel of Figure 4, where \( r = 0.475 \), as there is very little difference between the percolation 
probability in the Voronoi or Delaunay setting. For \( r = 0.225 \), we see that the geometry of the 
random intensity measure influences substantially the percolation probability. This is even more 
prominent for smaller radii, such as \( r = 0.075 \). Indeed, Theorem 2.11 describes the behavior for 
small radii, also in the asymptotic regime, but here the dependence of the percolation probability 
on the underlying random intensity measure is not lost in the limit.

5. Proof of phase transitions

The main idea is to introduce a renormalization scheme reducing the continuum percolation 
problem to a dependent lattice percolation problem. To make this work, we rely crucially on 
the stabilization assumption. It allows us to make use of the standard \( b \)-dependent percolation 
arguments presented in \[18\] Theorem 0.0].

5.1. Existence of sub-critical phase. In the renormalization we single out large regions that 
do not contain any Cox points and where one has good control over the spatial dependencies 
induced by \( \Lambda \). In the following, we put \( R(Q_n(x)) = \sup_{y \in Q_n(x) \cap Q^d} R_y \), where \( R_y \) is the 
stabilization radius associated to \( \Lambda \).

**Proof of Theorem 2.4.** A site \( z \in \mathbb{Z}^d \) is \( n \)-good if

1. \( R(Q_n(nz)) < n \) and
2. \( X^\lambda \cap Q_n(nz) = \emptyset \)

A site \( z \in \mathbb{Z}^d \) is \( n \)-bad if it is not \( n \)-good. By property (2), percolation of the Gilbert graph 
implies percolation of \( n \)-bad sites. Hence, it suffices to verify that \( n \)-bad sites do not percolate if \( \lambda \) is sufficiently small.

The process of \( n \)-bad sites is 3-dependent as can be seen from the definition of stabilization. 
Moreover,

\[
\lim \sup_{n \uparrow \infty} \lim \sup_{\lambda \downarrow 0} P(z \text{ is } n \text{-bad}) \leq \lim \sup_{n \uparrow \infty} \lim \sup_{\lambda \downarrow 0} (P(R(Q_n) \geq n) + 1 - E(e^{-\lambda \Lambda(Q_n)})) = 0.
\]

By \[18\] Theorem 0.0], we conclude that the process of \( n \)-bad sites is stochastically dominated 
by a sub-critical Bernoulli percolation process. In particular, with probability one, there is no 
infinite path of \( n \)-bad sites. \( \square \)

5.2. Existence of super-critical phase. This time, our goal is to identify large regions where 
the support of \( \Lambda \) is well-connected and the Cox points are densely distributed on the support 
of \( \Lambda \) in these regions.

**Proof of Theorem 2.6.** A site \( z \in \mathbb{Z}^d \) is \( n \)-good if

1. \( R(Q_{6n}(nz)) < n/2 \),
2. \( X^\lambda \cap Q_n(nz) \neq \emptyset \) and
3. every \( X_i, X_j \in X^\lambda \cap Q_{3n}(nz) \) are connected by a path in \( g_r(X^\lambda) \cap Q_{6n}(nz) \).

We claim that if there exists an infinite connected component \( C \) of \( n \)-good sites, then \( g_r(X^\lambda) \) 
percolates. Indeed, let \( z, z' \in C \) and \( X_i, X_{i'} \in X^\lambda \) be such that \( X_i \in Q_n(nz), X_{i'} \in Q_n(nz') \). If 
\( \{z, z_1, \ldots, z'\} \subset C \) is any finite path connecting \( z \) and \( z' \), by property (2) we can choose points 
\( X_j \in X^\lambda \cap Q_n(nz_j) \) for every \( j \geq 1 \). Using property (3), we see that these points as well as 
\( X_i \) and \( X_{i'} \) are contained in a connected component in \( g_r(X^\lambda) \). This gives the existence of an 
infinite cluster.

It remains to show that the process of \( n \)-good sites is supercritical for sufficiently large \( \lambda \). 
The process of \( n \)-good sites is 7-dependent as can be seen from the definition of stabilization.
Moreover, writing \( A, B, C \) for the events (1), (2) and (3) we have
\[
\limsup_{n \uparrow \infty} \limsup_{\lambda \uparrow \infty} \mathbb{P}(z \text{ is } n\text{-bad}) = \limsup_{n \uparrow \infty} \limsup_{\lambda \uparrow \infty} \mathbb{P}(A^c \cup B^c \cup C^c)
\leq \limsup_{n \uparrow \infty} \limsup_{\lambda \uparrow \infty} \left( \mathbb{P}(A^c) + \mathbb{P}(B^c \cap A) + \mathbb{P}(C^c \cap A) \right)
\]
where \( \limsup_{n \uparrow \infty} \mathbb{P}(A^c) \leq 12d \limsup_{n \uparrow \infty} \mathbb{P}(R(Q_{n/2}) \geq n/2) = 0 \) by stabilization. Further, by condition (1) in Definition 2.5 and dominated convergence,
\[
\lim_{\lambda \uparrow \infty} \mathbb{P}(B^c \cap A) \leq \lim_{\lambda \uparrow \infty} \mathbb{E}[e^{-\lambda A(Q_n)} 1 \{ R(Q_{2n}) < n/2 \}] \leq \lim_{\lambda \uparrow \infty} \mathbb{E}[e^{-\lambda A(Q_n)} 1 \{ \Lambda(Q_n) > 0 \}] = 0.
\]
Finally, by asymptotic essential connectedness, if \( R(Q_{6n}) < n/2 \), then there exists a connected component \( \Delta \) with \( \text{supp}(\Lambda Q_{3n}) \subset \Delta \subset \text{supp}(\Lambda Q_{6n}) \). Note that the support of \( \Lambda \) will be filled with Cox points in the \( \lambda \uparrow \infty \) limit and thus any two points in \( \text{supp}(\Lambda Q_{3n}) \) must be connected eventually. More precisely, let \( (Y_i)_{1 \leq i \leq N} \) be a finite set of points in \( \Delta \) such that \( \Delta \subset \bigcup_{1 \leq i \leq N} \Delta_i \), where \( \Delta_i = B_{r/i}(Y_i) \). Further, let
\[
D = \{ X^{\lambda} \cap \Delta_i \neq \emptyset \text{ for all } 1 \leq i \leq N \}
\]
denote the event that every \( \Delta_i \) contains at least one Cox point. Then, \( D \cap A \subset C \cap A \) yields that \( \mathbb{P}(C^c \cap A) \leq \mathbb{P}(D^c \cap A) \). In addition, by asymptotic essential connectedness,
\[
\mathbb{P}(D^c \cap A) \leq \sum_{1 \leq i \leq N} \mathbb{E}[e^{-\lambda A(\Delta_i)} 1 \{ R(Q_{6n}) < n/2 \}] \leq \sum_{1 \leq i \leq N} \mathbb{E}[e^{-\lambda A(\Delta_i)} 1 \{ \Lambda(\Delta_i) > 0 \}].
\]
Now using dominated convergence,
\[
\lim_{\lambda \uparrow \infty} \sum_{1 \leq i \leq N} \mathbb{E}[e^{-\lambda A(\Delta_i)} 1 \{ \Lambda(\Delta_i) > 0 \}] = 0,
\]
as asserted.

Again by [18, Theorem 0.0], the process of \( n\)-good sites is stochastically dominated from below by a super-critical Bernoulli percolation process, as required.

\[\square\]

6. Proofs of Theorems 2.7 and 2.8

6.1. Proof of Theorem 2.7. As explained in Section 2.3.2 we only need to prove the upper bound together with the existence of the limiting cumulant generating function \( I^* \). We prove the assertion for finite domains and then rely on a Peierls argument to establish that the \( \{ \theta_{K^r} \}_{K \geq 1} \) (as defined in \( \theta \)) form exponentially good approximations of \( \theta \) in the sense of [9, Definition 4.2.10]. We put \( \kappa_d = |B_1(0)| \). To prove Theorem 2.7 we proceed in two steps:

(1) for every \( \lambda > 0 \) and \( K \geq 1 \),
\[
\limsup_{r \uparrow \infty} r^{-d} \log(1 - \theta_{K^r}(\lambda, r)) \leq -\kappa_d I^*.
\]

(2) for every \( \lambda > 0 \) and all sufficiently large \( K \geq 1 \),
\[
\limsup_{r \uparrow \infty} r^{-d} \log(\theta_{K^r}(\lambda, r) - \theta(\lambda, r)) < -\kappa_d I^*.
\]

The idea for the upper bound on finite domains is to consider the convex hull of the cluster at the origin. In particular, there are no Cox points in a forbidden volume formed by all points outside the convex hull but within distance at most \( r \) of one of its vertices. By Steiner’s formula from convex geometry [29, Theorem 1.1], the volume of this set is at least \( \kappa_d r^d \), so that we arrive at the desired upper bound for finite \( K \).

To prove the exponentially good approximation, note that if the cluster at the origin is finite but percolates beyond \( Q_{K^r} \), then we can define a substantially larger forbidden volume, giving rise to a faster exponential decay.

The main ingredient in the proof is a large deviation formula for the Laplace transform of the random measure \( \Lambda^* \) in a large set.
Lemma 6.1. Let \( \lambda > 0 \) and assume that \( \Lambda \) is \( b \)-dependent and \( \Lambda(Q_1) \) has all exponential moments.

(1) Then the following limit exists
\[
I^* = -\lim_{r \to \infty} r^{-d} \log \mathbb{E}[\exp(-\lambda \Lambda(Q_r))].
\]

(2) Let \( A \subset \mathbb{R}^d \) be compact with \( |\partial A| = 0 \) and \( A \neq \partial A \). Then,
\[
\lim_{r \to \infty} r^{-d} \log \mathbb{E}[\exp(-\lambda \Lambda^*(rA))] = -|A|I^*.
\]

The proof of Lemma 6.1 reveals that the statement remains true if \( \Lambda^* \) is replaced by \( \Lambda \). Before proving Lemma 6.1, we explain how it is used to establish Theorem 2.7. For this, we need two deterministic Peierls-type results. For a locally finite set \( \varphi \subset \mathbb{R}^d \) and \( x \in \varphi \) let \( C_r(x) = C_r(x, \varphi) \) denote the vertices in connected component of \( g_r(\varphi) \) containing \( x \in \varphi \). Moreover, let
\[
C_{r,\varepsilon}(x) = C_{r,\varepsilon}(x, \varphi) = \{r\varepsilon z \in r\varepsilon \mathbb{Z}^d : Q_{r,\varepsilon}(r\varepsilon z) \cap C_r(x) \neq \emptyset\}
\]
denote the family of sites whose associated \( r\varepsilon \)-cube contains a point of \( C_r(x) \). Finally, for any \( \varepsilon > 0 \) and \( A \subset \mathbb{R}^d \) we let
\[
A^{\varepsilon} = \bigcup_{a \in A} Q_{\varepsilon}(a)
\]
denote the dilation of \( A \) by \( Q_\varepsilon \).

Lemma 6.2. Let \( \varepsilon, r > 0 \), \( \varphi \subset \mathbb{R}^d \) be locally finite and \( x \in \varphi \). Then, \( C_{r,\varepsilon}(x) \) is an \((r+1)d\varepsilon\)-connected subset of \( r\varepsilon \mathbb{Z}^d \) and
\[
\varphi \cap \partial_{r(1-d\varepsilon)}C_{r,\varepsilon}(x) = \emptyset.
\]

Proof. The discretized cluster \( C_{r,\varepsilon}(x) \) is \((r+1)d\varepsilon\)-connected, since for any \( z, z' \in \mathbb{Z}^d \) the existence of \( y \in Q_{r,\varepsilon}(r\varepsilon z) \) and \( y' \in Q_{r,\varepsilon}(r\varepsilon z') \) with \( |y - y'| < r \) implies that \( r\varepsilon z - z' \leq r(1+d\varepsilon) \). Moreover, for \( y \in \varphi \) with dist \((y, C_{r,\varepsilon}(x)) \leq r(1-d\varepsilon) \) we have dist \((y, C_r(x)) \leq r \), so that \( y \in C_r(x) \). \( \square \)

Next, we let \( C_{r,\varepsilon}^{\text{ext}}(x) \) denote the external boundary of the cluster \( C_r'(x) = \bigcup_{y \in C_r(x)} B_{r/2}(y) \). That is, all points on \( \partial C_r'(x) \) connected to \( \infty \) by a continuous path in \( \mathbb{R}^d \setminus C_r'(x) \). Moreover, for \( \varepsilon > 0 \), we let
\[
C_{r,\varepsilon}^{\text{ext}}(x) = \{r\varepsilon z \in r\varepsilon \mathbb{Z}^d : Q_{r,\varepsilon}(r\varepsilon z) \subset C_r'(x) \text{ and } B_{2d\varepsilon}(r\varepsilon z) \cap C_{r,\varepsilon}^{\text{ext}}(x) = \emptyset\}
\]
denote the discretization of the external boundary.

Lemma 6.3. Let \( r > 0 \), \( \varepsilon \in (0, 1/(2d)) \) and \( \varphi \subset \mathbb{R}^d \) be locally finite. Then, \( C_{r,\varepsilon}^{\text{ext}}(x) \) is \( 5d\varepsilon \)-connected.

Proof. Let \( r\varepsilon z, r\varepsilon z' \in C_{r,\varepsilon}^{\text{ext}}(x) \) be arbitrary and choose \( y, y' \in C_{r,\varepsilon}^{\text{ext}}(x) \) such that max \(|y - r\varepsilon z|, |y' - r\varepsilon z'| \leq 2d\varepsilon \). We prove the claim by induction on \([|\ell/(d\varepsilon)|, \ell \leq \text{the length of the shortest connecting continuous path } \pi \text{ between } y \text{ and } y' \text{ on } \partial C_r'(x)\). Now, choose \( y'' \) on \( \pi \) such that the length of the connecting path between \( y \) and \( y'' \) is given by \( d\varepsilon \). Furthermore, we assert that there exists \( z'' \in \mathbb{Z}^d \) such that \( r\varepsilon z'' \in C_{r,\varepsilon}^{\text{ext}}(x) \) and that \( |y'' - r\varepsilon z''| \leq 2d\varepsilon \). Indeed, choose \( x' \in \varphi \) and \( p \in [x', y'') \) such that \( y'' \in \partial B_{r/2}(x') \) and \(|p - y''| = d\varepsilon \). Then, any \( z'' \in \mathbb{Z}^d \) satisfying \( p \in Q_{r,\varepsilon}(r\varepsilon z'') \) has the desired properties. This implies that
\[
|r\varepsilon z'' - r\varepsilon z| \leq |r\varepsilon z'' - y''| + d\varepsilon + |r\varepsilon z - y| \leq 5d\varepsilon,
\]
so that using the induction hypothesis on \( z'' \) and \( z' \) concludes the proof. \( \square \)

Proof of Theorem 2.7, upper bound for fixed \( K \). We apply Lemma 6.2 with \( \varphi = r^{-1}X^{\lambda,*} \) and \( r = 1 \) to obtain that
\[
1 - \theta_{K_r}(\lambda, r) \leq \sum \mathbb{P}(r^{-1}X^{\lambda,*} \cap \partial_{1-d\varepsilon}A^{\varepsilon} = \emptyset),
\]
where the sum is over all \((1 + d\varepsilon)\)-connected subsets \( A \) of \( Q_K \cap \varepsilon \mathbb{Z}^d \). Since this sum is finite, it suffices to consider an arbitrary \( A \). Since \( X^{\lambda,*} \) is a Cox point process with intensity measure
\( \lambda^* \), Lemma 6.1 reduces the proof to the assertion that the volume of \( \partial_{1-d\varepsilon}A^{\varepsilon} \) is at least \( \kappa_d(1-2d\varepsilon)^d \).

Let \( H(A) \) denote the convex hull of \( A^{\varepsilon} \) and \( V(A) \) set of all points outside \( H(A) \) having distance at most \( (1-2d\varepsilon) \) from a vertex of \( H(A) \). Then, \( V(A) \subset \partial_{1-d\varepsilon}A^{\varepsilon} \). Now, the Steiner formula from convex geometry (see [29, Theorem 1.1] and the proof) implies that \( |V(A)| \geq \kappa_d(1-2d\varepsilon)^d \).

Proof of Theorem 2.7, upper bound \( K \uparrow \infty \). By Palm calculus, it suffices to prove an upper bound for the probability that there exists a finite connected component of the Gilbert graph containing a point in \( Q_1 \) and percolating beyond \( Q_{(K-1)-r} \). Now, we apply Lemma 6.3 with \( \varphi = r^{-1}X^\lambda \), \( r = 1 \) and \( \varepsilon = 1/(5d) \). In particular, the discretized external boundary \( C = C_{r,x}^{\text{ext}}(x) \) forms a 1-connected set not intersecting \( r^{-1}X^\lambda \). We claim that every site in \( C \) has \( d_\infty \)-distance to the origin at most \#\( C \).

Indeed, assume that \( (5d)^{-1}z \in C \) was a site of \( d_\infty \)-distance \( d_0 \geq 1 \) from the origin. Then, there exists a half-space containing the origin and such that every point in that half-space is at least of distance \( d_0 \) to \( (5d)^{-1}z \). This half-space hits the external boundary, so that we can choose another site \( (5d)^{-1}z' \in C \) that is of distance at least \( d_0 \) from \( (5d)^{-1}z \). Then \( d_0 \geq \#C \) since \( C \) is 1-connected. In particular, writing \( A_k \) for the family of 1-connected \( k \)-element subsets in \( (5d)^{-1}Z^d \) having at most distance \( k \) to the origin, we arrive at

\[
\theta_{K}(\lambda, r) - \theta(\lambda, r) \leq \sum_{k \geq (K-1)/2} \sum_{A \in A_k} \mathbb{P}(r^{-1}X^\lambda \cap A^{(5d)^{-1}} = \emptyset). \tag{6}
\]

Moreover, each \( A \in A_k \) decomposes into \( 2^d \) subsets such that at least one of them consists of \([2^{-d}k]\) or more non-adjacent squares. Hence, by \( br^{-1} \)-dependence and stationarity of \( r^{-1}X^\lambda \), for large \( r \),

\[
\mathbb{P}(r^{-1}X^\lambda \cap A^{(5d)^{-1}} = \emptyset) \leq \mathbb{P}(r^{-1}X^\lambda \cap Q_{(5d)^{-1}} = \emptyset)^{2^d k}
\]

Note that \( \#A_k \leq (4k)^d a^k \) for a suitable \( a > 0 \) [23, Lemma 9.3], so that

\[
\theta_{K}(\lambda, r) - \theta(\lambda, r) \leq \sum_{k \geq (K-1)/2} (4k)^d a^k \mathbb{P}(r^{-1}X^\lambda \cap Q_{(5d)^{-1}} = \emptyset)^{2^d k}
\]

\[
\leq (2d a) \mathbb{P}(r^{-1}X^\lambda \cap Q_{(5d)^{-1}}(o) = \emptyset)^{2^{-d} (K-1)/2}
\]

for sufficiently large \( K \). By Lemma 6.1, the last expression decays to zero at an arbitrary high exponential rate in \( r^d \) if \( K \) is chosen sufficiently large. \( \Box \)

Now, we prove Lemma 6.1 relying on the LDP for near-additive functionals established in [32, Theorem 2.1]. Since near-additivity requires the existence of a specific coupling that is not immediate in our setting, we reprove a variant of [22, Theorem 2.1] tailored to our needs. To begin with, we observe that the assumption on \( b \)-dependence provides strong exponential approximation properties.

Lemma 6.4. Assume that \( \Lambda \) is \( b \)-dependent and \( \Lambda(Q_1) \) has all exponential moments. Let \( A \subset \mathbb{R}^d \) be compact, \( \alpha > 0 \) and put \( s_\alpha = \log \mathbb{E}[\exp(\alpha \Lambda(Q_\alpha))] \) and \( n = \#\{z \in \mathbb{Z}^d : Q_\alpha(bz) \cap A \neq \emptyset \} \). Then,

\[
\log \mathbb{P}(\Lambda(A) \geq L) \leq ns_\alpha - 2^{-d} \alpha L + d \log 2.
\]

Proof. As in the proof of Theorem 2.7 we partition the set

\[
\{z \in \mathbb{Z}^d : Q_\alpha(bz) \cap A \neq \emptyset \}
\]

into \( 2^d \) subsets \( \{B_i\}_{1 \leq i \leq 2^n} \) of non-adjacent sites. In particular, by Markov’s inequality

\[
\mathbb{P}(\Lambda(A) \geq L) \leq \sum_{i=1}^{2^n} \mathbb{P}(\Lambda(B_i \oplus Q_\alpha) \geq L2^{-d}) \leq \sum_{i=1}^{2^n} \exp(\#B_is_\alpha - \alpha L2^{-d}) \leq 2^d \exp(ns_\alpha - \alpha L2^{-d}),
\]

as required. \( \Box \)
In particular, we deduce that contributions of surface order can be neglected for our considerations. Then, applying Lemma 6.1 with \( L = \varepsilon r^d \), \( \alpha = \varepsilon^{-2} \), and \( n = o(r^d) \) gives the following result, where for any \( A, B \subset \mathbb{R}^d \) we let
\[
A \oplus B = \bigcup_{a \in A} a + B \quad \text{and} \quad A \ominus B = \{ a \in A : a + B \subset A \}
\]
denote the dilation, respectively erosion, of \( A \) by \( B \).

**Corollary 6.5.** Let \( s > 0 \) and \( A \subset \mathbb{R}^d \) is a compact set with \( |\partial A| = 0 \). If \( \Lambda \) is \( b \)-dependent, then, as \( r \uparrow \infty \), the random variable \( \Lambda(r \partial A \oplus Q_s) \) is exponentially equivalent to zero.

Equipped with these ancillary results, we now proceed with the proof of Lemma 6.1. **Proof of Lemma 6.1.** We proceed along the lines of [32, Theorem 2.1]. First, choosing \( n = n(r) = \lceil r \rceil \),
\[
\mathbb{E}[\exp(-\lambda \Lambda(Q_{n+1}))] \leq \mathbb{E}[\exp(-\lambda \Lambda(Q_r))] \leq \mathbb{E}[\exp(-\lambda \Lambda(Q_n))].
\]
Hence, it suffices to show that
\[
\liminf_{n \uparrow \infty} n^{-d} \log \mathbb{E}[\exp(-\lambda \Lambda(Q_n))] = -I^*,
\]
where
\[
I^* = -\limsup_{n \uparrow \infty} n^{-d} \log \mathbb{E}[\exp(-\lambda \Lambda(Q_n))].
\]
Let \( \varepsilon > 0 \) be arbitrary and choose \( k_1 \geq 1 \) such that
\[
k_1^{-d} \log \mathbb{E}[\exp(-\lambda \Lambda(Q_{k_1}))] \geq -\varepsilon - I^*.
\]
Next, we assert that
\[
\liminf_{m \uparrow \infty} \frac{1}{(k_1m)^d} \log \mathbb{E}[\exp(-\lambda \Lambda(Q_{k_1m}))] \geq -2\varepsilon - I^*. \tag{7}
\]
Indeed, subdivide \( Q_{k_1m} \) into \( m^d \) congruent sub-cubes \( Q^{(1)}, \ldots, Q^{(m^d)} \) of side length \( k_1 \). Then, assuming \( b \geq 1 \), the number of cubes \( Q_b(bz) \) intersecting \( Q^{(i)} \setminus (Q^{(i)} \ominus Q_b) \) is at most \( 2^d k_1^{d-1} \). In particular, by Lemma 6.1
\[
\mathbb{P}\left( \sum_{1 \leq i \leq m^d} \Lambda(Q^{(i)} \setminus (Q^{(i)} \ominus Q_b)) > \varepsilon \lambda^{-1}(k_1m)^d \right) \leq \exp(-2(k_1m)^d I^*)
\]
if \( k_1 \) is large enough such that
\[
2^d k_1^{d-1} s_{2^d}^2 I^*/\varepsilon - 4I^* k_1^d \leq -2I^* k_1^d.
\]
Moreover, by \( b \)-dependence,
\[
\log \mathbb{E}\left[ \exp \left( -\lambda \sum_{1 \leq i \leq m^d} \Lambda(Q^{(i)} \ominus Q_b) \right) \right] = m^d \log \mathbb{E}[\exp(-\lambda \Lambda(Q^{(i)} \ominus Q_b))]
\]
\[
\geq m^d \log \mathbb{E}[\exp(-\lambda \Lambda(Q_{k_1}))]
\]
\[
\geq k_1^d m^d (-I^* - \varepsilon).
\]
In particular, considering
\[
\mathbb{E}[\exp(-\lambda \Lambda(Q_{k_1m}))] = \mathbb{E}\left[ \exp \left( -\lambda \sum_{1 \leq i \leq m^d} \Lambda(Q^{(i)} \setminus (Q^{(i)} \ominus Q_b)) - \lambda \sum_{1 \leq i \leq m^d} \Lambda(Q^{(i)} \ominus Q_b) \right) \right]
\]
\[
\geq \mathbb{E}\left[ \exp \left( - (k_1m)^d \varepsilon - \lambda \sum_{1 \leq i \leq m^d} \Lambda(Q^{(i)} \ominus Q_b) \right) \right]
\]
\[
- \mathbb{P}\left( \sum_{1 \leq i \leq m^d} \Lambda(Q^{(i)} \setminus (Q^{(i)} \ominus Q_b)) > \varepsilon \lambda^{-1}(k_1m)^d \right),
\]
we see that assertion [7] follows.
Now, let $A \subset \mathbb{R}^d$ be as in the claim of part (2). Then, by definition of the Palm distribution,

$$E[\Lambda(Q_1) \exp(-\lambda \Lambda(rA \oplus Q_1))] \leq E[\exp(-\lambda \Lambda^*(rA))] \leq E[\Lambda(Q_1) \exp(-\lambda \Lambda(rA \oplus Q_1))].$$

Using Hölder’s inequality, the right-hand side can be further estimated by

$$E[\Lambda(Q_1)^{(1+\varepsilon)/\varepsilon}]^{1/(1+\varepsilon)}E[\exp(-\lambda \Lambda(rA \oplus Q_1))]^{1/(1+\varepsilon)}$$

for some arbitrarily small $\varepsilon > 0$ where the first factor does not depend on $r$. For the left-hand side, we can further estimate using $b$-dependence

$$E[\Lambda(Q_1) \exp(-\lambda (\Lambda(rA \oplus Q_1) \setminus Q_1+2b) - \lambda \varepsilon r^d) \mathbb{1}\{\Lambda(Q_1+2b) < \varepsilon r^d\}]$$

$$\geq E[\Lambda(Q_1) \exp(-\lambda (\Lambda(rA \oplus Q_1) \setminus Q_1+2b) - \lambda \varepsilon r^d)] - E[\Lambda(Q_1) \mathbb{1}\{\Lambda(Q_1+2b) \geq \varepsilon r^d\}]$$

$$\geq E[\exp(-\lambda (\mathbb{A}(rA \oplus Q_1) - \lambda \varepsilon r^d))]E[\Lambda(Q_1)] - E[\Lambda(Q_1)^{2/3}]E[\Lambda(Q_1+2b) \geq \varepsilon r^d]^{1/2}. $$

The very last factor converges to zero exponentially fast with arbitrary rate by Lemma 6.4. Further, note that $(rA \oplus Q_1) \setminus rA) \cup (rA \setminus (rA \oplus Q_1)) \subset r\partial A \oplus Q_i$. Hence, by Corollary 6.5 it suffices to prove the claim of part (2) with $E[\exp(-\lambda \Lambda^*(rA))]$ replaced by $E[\exp(-\lambda \Lambda(rA))]$. For $\delta > 0$ let

$A_\delta = \bigcup_{z \in \mathbb{Z}^d: Q_\delta(\delta z) \cap A \neq \emptyset} Q_\delta(\delta z)$

denote the union of all $\delta$-cubes intersecting $A$. For $r\delta > b$, Corollary 6.5 and $b$-dependence yield

$$\liminf_{r \uparrow \infty} r^{-d} \log E[\exp(-\lambda \Lambda(rA))] \geq \liminf_{r \uparrow \infty} r^{-d} \log E[\exp(-\lambda \Lambda(rA_\delta))]$$

$$\geq |A_\delta|^{-d} \liminf_{r \uparrow \infty} r^{-d} \log E[\exp(-\lambda \Lambda(Q_\delta))]$$

$$= \lambda^{-1}\log 1 \Lambda I^* - |A_\delta \setminus A| I^*. $$

In particular, since $|\partial A| = 0$, sending $\delta \downarrow 0$ gives that

$$\liminf_{r \uparrow \infty} r^{-d} \log E[\exp(-\lambda \Lambda(rA))] \geq -|A| I^*. $$

Noting that a similar argument shows that

$$\limsup_{r \uparrow \infty} r^{-d} \log E[\exp(-\lambda \Lambda(rA))] \leq -|A| I^*, $$

concludes the proof. \qed

6.2. Proof of Theorem 2.8. Again, as explained in Section 2.3.2, we only need to prove the upper bound. To achieve this goal, we proceed as in the proof of Theorem 2.7. Let $A$ be an arbitrary $(r + dr^c)$-connected subset of $Q_{Kr} \cap r \varepsilon \mathbb{Z}^d$, then

$$\limsup_{\lambda \uparrow \infty} \lambda^{-1} \log \mathbb{P}(X^*, \Lambda \cap \partial_{(1-dc)} A^{\bar{r}^c} = \emptyset) = \limsup_{\lambda \uparrow \infty} \lambda^{-1} \log \mathbb{E}[\exp(-\lambda \Lambda^*(\partial_{(1-dc)} A^{\bar{r}^c}))]$$

$$\leq -\operatorname{ess-inf}_A \Lambda^*(\partial_{(1-dc)} A^{\bar{r}^c}). $$

Since the number of possible choices for $A$ is finite, we conclude as in Section 6.1 that

$$\limsup_{\lambda \uparrow \infty} \lambda^{-1} \log \left(1 - \theta_{Kr}(\lambda, r)\right) \leq \lim_{\varepsilon \downarrow 0} \inf_{A \in K_{r+\varepsilon}} \operatorname{ess-inf}_A \Lambda^*(\partial_{(1-dc)} A). $$

It remains to bound $\theta_{Kr}(\lambda, r) = \theta(\lambda, r)$. Again, we proceed as in the proof of Theorem 2.7 to arrive at

$$\theta_{Kr}(\lambda, r) - \theta(\lambda, r) \leq (2a \mathbb{P}(X^* \cap Q_{r(5d-1)} = \emptyset)^{2-d})K = (2a \mathbb{E}[\exp(-\lambda \Lambda(Q_{r(5d-1)}))]^{2-d})K$$

for sufficiently large $K$. Since, by assumption, $\operatorname{ess-inf}_A \Lambda(Q_{r(5d-1)}) > 0$, the last expression again decays to zero at an arbitrary high exponential rate in $\lambda$ if $K$ is chosen sufficiently large.
7. Proofs of Theorems 2.9, 2.10 and 2.11

To begin with, we prove the meta results announced in Section 2.3.3.

Proof of Proposition 2.12. First, for any $K_0 > 0$,
\[
\limsup_{r \to r_\infty} \lim_{K \uparrow \infty} \theta_{Ks(r)}(\lambda(r), r) \leq \lim_{r \to r_\infty} \theta_{Ks(r)}(\lambda(r), r) = a_{K_0},
\]
so that
\[
\limsup_{r \to r_\infty} \theta(\lambda(r), r) = \limsup_{r \to r_\infty} \lim_{K \uparrow \infty} \theta_{Ks(r)}(\lambda(r), r) \leq \lim_{K \uparrow \infty} a_K
\]
as required. \qed

Proof of Proposition 2.13. Using Proposition 2.12, it remains to show that $\liminf_{r \to r_\infty} \theta(\lambda(r), r) \geq \lim_{K \uparrow \infty} a_K$. Note that
\[
\theta_{Ks(r)}(\lambda(r), r) - \theta(\lambda(r), r) = P(\infty \leftrightarrow o \leftrightarrow \partial Q_{Ks(r)}),
\]
so that
\[
\liminf_{r \to r_\infty} \theta(\lambda(r), r) = \lim_{K \uparrow \infty} a_K - \limsup_{K \uparrow \infty} \limsup_{r \to r_\infty} P(\infty \leftrightarrow o \leftrightarrow \partial Q_{Ks(r)}).
\]
Here the probability is understood to be formed under the Palm version of the Cox point process. By definition of the Palm version, we can bound this probability from above by the probability under the original Cox point process for the event
\[
E_{K,r} = \{Q_1 \not\leftrightarrow \infty\} \cap \{Q_1 \leftrightarrow \partial Q_{(K-1)s(r)}\}.
\]
To construct a renormalized percolation process, a cube $Q_{s(r)}(s(r)z)$ is $r$-good if
\begin{enumerate}
\item $R(Q_{3s(r)}(s(r)z)) < s(r)$, and
\item $g_r(X^\lambda) \cap Q_{5s(r)}(s(r)z)$ contains a unique connected component intersecting both $\partial Q_{3s(r)}$ and $\partial Q_{5s(r)}$, and this component also intersects $Q_{s(r)}$.
\end{enumerate}
With a suitable choice of $\theta$, we conclude from [18, Theorem 0.0] that the set of $r$-good sites is stochastically dominated from below by a Bernoulli percolation process with the following property: there exists an almost surely finite $K_0$ such that inside $Q_{K_0}$ there exists an interface of open sites separating $o$ from $\infty$ and that is contained in the infinite connected component. Note that, by condition (2), this infinite connected component also contains a unique infinite component in $g_r(X^\lambda)$. Thus, under the event $E_{K,r}$ the infinite connected component of $r$-good sites does not contain an interface separating $o$ from $\infty$ in $Q_{K-2}$. Hence,
\[
\limsup_{K \uparrow \infty} \limsup_{r \to r_\infty} P(E_{K,r}) \leq \limsup_{K \uparrow \infty} P(K \geq K - 2) = 0,
\]
as required. \qed

7.1. Proof of Theorem 2.9. We apply Propositions 2.12 and 2.13 with $a_K = \hat{\theta}_K(\rho), r_\infty = \infty, \lambda(r) = pr^{-d}$ and $s(r) = nr$ for a suitably chosen $n \geq 1$.

Proof of Theorem 2.9, convergence in bounded domains. We verify the condition of Proposition 2.12. First, the connectivity properties of the Gilbert graph $g_r(X^*\lambda)$ can be expressed equivalently in terms of the Poisson-Boolean model $X^\lambda \oplus B_{r/2}(o)$. Since the operation $A \mapsto A \oplus B_{r/2}$ is continuous in the space of compact sets [30, Theorem 12.3.5], we conclude from a classical result from point process theory [8, Theorem 11.3.3] that the restriction of $X^\lambda \oplus B_{r/2}(o)$ to a bounded sampling window converges weakly to the corresponding restriction of a Poisson-Boolean model based on a Poisson point process with intensity $\rho$. Since the indicator function that the origin is connected to the boundary of the box has discontinuities of measure 0 with respect to the Poisson-Boolean model, this yields convergence in bounded domains. \qed
Proof of Theorem 2.9, tightness. By stabilization, the first condition in (4) is satisfied for sufficiently large \( n \geq 1 \) uniformly over all \( r \geq 1 \). Next, by [24, Theorem 2], if \( X^\lambda \) is replaced by the limiting Poisson point process, then the second condition in (4) is satisfied for sufficiently large \( n \geq 1 \). This is true uniformly for all \( r \geq 1 \) by the scale invariance of the Poisson point processes. Finally, after fixing \( n \geq 1 \), weak convergence in finite domains implies that if \( r \) is sufficiently large, then the second condition in (4) is satisfied also for \( X^\lambda \). □

7.2. Proof of Theorem 2.10. We apply Propositions 2.12 and 2.13 with 
\[
a_K = \mathbb{E}[\bar{\vartheta}(\rho^s_o)\mathbb{1}\{o \dashv \Lambda \\partial Q_K\}],
\]
\[
r_\infty = 0, \; \lambda(r) = \rho r^{-d} \text{ and } s(r) = n \text{ for a suitably chosen } n \geq 1.
\]
Recall that we assumed the intersection of any connected component of \( L_\geq \) with \( L_\geq \) to remain connected.

Proof of Theorem 2.10, convergence in bounded domains. We show the condition for Proposition 2.12. The proof of convergence in bounded domains proceeds along the lines of [10, Lemma 2.2]. We show that this convergence is true almost surely conditioned on the random field \( \ell^* \).

For the convenience of the reader we reproduce the most important steps where we simply write high probability as \( \gamma \) for the upper bound, we use assumption (2) and choose \( \eta > 0 \) sufficiently small such that \( \sup_{x : |x| \leq \eta} |\ell^*_z - \ell^*_o| \leq \rho^{-1} \varepsilon \). Then, by rescaling,

\[
\limsup_{r \downarrow 0} \theta_K(\lambda(r), r) \leq \limsup_{r \downarrow 0} \theta(\rho \ell^*_o + \varepsilon).
\]

By stabilization, the first condition in (4) is satisfied for sufficiently large \( n \geq 1 \). Hence, at least one of those cubes contains a connected set of diameter at least \( \eta \). By [24, Theorem 2], the probability of this event decays to 0 as \( r \downarrow 0 \) since in the cube there is a subcritical intensity.

Hence, we may assume that \( o \dashv \Lambda \\partial Q_K \). If we can show that for every \( \varepsilon > 0 \),

\[
\limsup_{r \downarrow 0} \theta_K(\lambda(r), r) \leq \bar{\vartheta}(\rho \ell^*_o + \varepsilon)
\]

then the result follows from assumption (1) and continuity of \( \bar{\vartheta} \) away from \( \bar{\lambda}_c \).

For the upper bound, we use assumption (2) and choose \( \eta > 0 \) sufficiently small such that \( \sup_{x : |x| \leq \eta} |\ell^*_z - \ell^*_o| \leq \rho^{-1} \varepsilon \). Then, by rescaling,

\[
\limsup_{r \downarrow 0} \theta_K(\lambda(r), r) \leq \limsup_{r \downarrow 0} \theta(\lambda(r), r) \leq \limsup_{r \downarrow 0} \bar{\vartheta}(\rho \ell^*_o + \varepsilon) = \bar{\vartheta}(\rho \ell^*_o + \varepsilon).
\]

It remains to prove the lower bound. By assumption (3), there exists \( \eta > 0 \) and a path \( \gamma \) connecting \( o \) to \( \partial Q_K \) in \( L_\geq \) such that \( \gamma^+ \subset L_\geq \), where

\[
\gamma^+ = \bigcup_{\eta \in \mathbb{Z}^d \cap \partial Q_K \gamma \neq \emptyset} Q_{3\eta}(\eta z).
\]

denotes the discretization of \( \gamma \). Again, by [24, Theorem 2] and stochastic domination, with high probability as \( r \downarrow 0 \), inside \( \gamma^+ \) there exists a unique connected component of \( g_r(X^{\lambda,1}) \) with diameter at least \( \eta/2 \). Hence,

\[
\liminf_{r \downarrow 0} \theta_K(\lambda(r), r) \geq \liminf_{r \downarrow 0} \theta(\lambda(r), r) \geq \liminf_{r \downarrow 0} \bar{\vartheta}(\rho \ell^*_o - \varepsilon) \geq \bar{\vartheta}(\rho \ell^*_o - \varepsilon),
\]
as asserted.

Recall that we additionally assumed that \( \Lambda \) is stabilizing and with a probability tending to 1 in \( n \), the set \( L_\geq \cap Q_{5n} \setminus Q_{3n} \) contains a compact interface separating \( \partial Q_{3n} \) from \( \infty \).

**Proof of Theorem 2.10, tightness.** By stabilization, the first condition in (4) is satisfied for all large \( n \geq 1 \). Moreover, by assumption, with high probability as \( n \uparrow \infty \), there exists a compact set

\[
\gamma = \{ x \in \mathbb{R}^d : \ell_x > \bar{\lambda}_c/\rho \} \cap Q_{5n} \setminus Q_{3n}
\]

separating \( \partial Q_{3n} \) from \( \infty \). In particular, for \( \eta \) sufficiently small also the discretized interface

\[
\gamma^+ = \bigcup_{\eta z \in \mathbb{Z}^d} Q_{3n}(\eta z) \setminus Q_{3n}(\eta z) \neq \emptyset
\]

satisfies \( \inf_{x \in \gamma^+} \ell_x > \bar{\lambda}_c/\rho \). Invoking [24, Theorem 2] and stochastic domination once more, as \( r \downarrow 0 \), with high probability, inside \( \gamma^+ \) there exists a unique connected component of \( g_r(X^\lambda) \) with diameter at least \( \eta/2 \). We write \( E_r(o) \) for this event, and more generally we write \( E_r(x) \) for the event that \( E_r(o) \) occurs for \( X^\lambda - nx \). We obtain that

\[
E_r(o) \cap E_r(2e_1) \subset E_r,
\]

see Figure 5. Hence, also the second condition in (4) is satisfied with high probability.

![Figure 5. Illustration of the event \( E'_r(o) \cap E'_r(2e_1) \).](image)

7.3. **Proof of Theorem 2.11.** We apply Propositions 2.12 and 2.13 with \( a_K = \theta_{\text{Ber},K}, r_\infty = 0, \lambda(r) \exp(-\lambda(r)r) = c \) and \( s(r) = n \) for a suitably chosen value of \( n \geq 1 \).

**Proof of Theorem 2.11, convergence in bounded domains.** We show the condition for Proposition 2.12. For this, we prove convergence when conditioned on \( S^* \cap Q_K \) and proceed in two steps. In the first step, we introduce an intermediate inhomogeneous Bernoulli bond percolation process on \( S^* \cap Q_K \) where an edge \( e \) is removed if there exist two successive points of \( X^\lambda,*, \) on \( e \) of distance larger than \( r \). We show that this intermediate percolation model converges weakly to the inhomogeneous Bernoulli percolation model on \( S^* \cap Q_K \) where an edge \( e \) is kept with probability \( \exp(-c|e|) \). In particular, writing \( \theta^{(r)}_K \) for the percolation probability of the intermediate model,

\[
\lim_{r \downarrow 0} \theta^{(r)}_K = \theta_{\text{Ber},K}.
\]

In the second step, we show that

\[
\lim_{r \downarrow 0} |\theta^{(r)}_K - \theta_K(\lambda(r), r)| = 0.
\]
For (3), since both the intermediate and the target percolation model are Bernoulli bond percolation models, it suffices to prove convergence of the edge survival probabilities. Hence, let $e$ be an edge of $S^*$. Since conditioned on $\Lambda$, the points $X^{\lambda,*}$ form a Poisson point process, the distances between consecutive points on $e$ are iid $\text{Exp}(\lambda(r))$-distributed random variables. In particular, the probability that the next Poisson point is of distance at most $r$ equals $1 - \exp(-\lambda(r)r)$. Moreover, by Poisson concentration the total number of points on $X^{\lambda,*} \cap e$ deviates at most by $\lambda(r)^{3/4}$ from the mean $\lambda(r)|e|$ with high probability. Thus, asymptotically the probability for $e$ to have no gaps of length at least $r$ is contained in the interval
\[\left[1 - \exp(-\lambda(r)r)^{\lambda(r)|e|+\lambda(r)^{3/4}}, 1 - \exp(-\lambda(r)r)^{\lambda(r)|e|+\lambda(r)^{3/4}}\right].\]
In the considered limiting regime, the upper and lower bounds converge to the common value $\exp(-c|e|) = (\exp(-c))|e|$.

To prove (9), we first note that with high probability on every edge there are Cox points at distance at most $r/2$ from the end points of the edge. In particular,
\[\liminf_{r \downarrow 0} \theta_K(\lambda(r), r) - \theta_K^{(r)} \geq 0.\]
For the upper bound, we fix $M \geq 1$ such that when writing $V_K$ for the set of vertices in $S^* \cap Q_K$, then $S^* \setminus (\cup_{v \in V_K} B_{Mr/2}(v))$ decomposes into connected components of mutual distance at least $r$. Then, with high probability for every $v \in V_K$ and $u \in B_{M(r/2)}(v) \cap S^*$ there exists a Cox point at distance at most $r/2$ from $u$. In particular, if $g_r(X^{\lambda,*})$ percolates beyond $\partial Q_K$, then so does the intermediate model. In other words,
\[\limsup_{r \downarrow 0} \theta_K(\lambda(r), r) - \theta_K^{(r)} \leq 0,\]
as required.

**Proof of Theorem 2.11** tightness. As usual, by stabilization, the first condition in (4) is satisfied for sufficiently large $n \geq 1$. Moreover, by definition of the intermediate percolation model introduced above, if $c$ is small, then asymptotically, the probability that in this model, no edges are removed in the cube $Q_{5n}$ is larger than $q_d$ provided that $r$ is sufficiently small. Moreover, by asymptotic essential connectedness, with high probability, $S \cap Q_{5n}$ contains a unique connected component intersecting both $\partial Q_{3n}$ and $\partial Q_{5n}$, and this component also intersects $Q_n$. In particular, also the second condition in (4) is satisfied for all sufficiently small $r > 0$.
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