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In Brief

The study of human violence calls for methodological innovations. Here, we examined historical records for a large sample of ex-members of illegal armed groups in Colombia (N = 26,349) and combined deep learning and machine learning methods to identify the most relevant factors (>160) associated with different confessed domains of violence (DoVs). Results showed that accurate DoV classification required a combination of both social-contextual and individual mental health factors. The results support the development of computational approaches for multidimensional assessments of confessed DoV.
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**SUMMARY**

The identification of human violence determinants has sparked multiple questions from different academic fields. Innovative methodological assessments of the weight and interaction of multiple determinants are still required. Here, we examine multiple features potentially associated with confessed acts of violence in ex-members of illegal armed groups in Colombia (N = 26,349) through deep learning and feature-derived approaches for situated, multidimensional, and evidence-based assessments of violence.
machine learning. We assessed 162 social-contextual and individual mental health potential predictors of historical data regarding consequentialist, appetitive, retaliative, and reactive domains of violence. Deep learning yields high accuracy using the full set of determinants. Progressive feature elimination revealed that contextual factors were more important than individual factors. Combined social network adversities, membership identification, and normalization of violence were among the more accurate social-contextual factors. To a lesser extent the best individual factors were personality traits (borderline, paranoid, and antisocial) and psychiatric symptoms. The results provide a population-based computational classification regarding historical assessments of violence in vulnerable populations.

INTRODUCTION

Violence is a ubiquitous human phenomenon that has a dramatic impact on the global economy, health, and the stability of countries. Research has identified several factors related to the use of violence in civil war settings, including social-contextual (social, political, and cultural) and individual mental health factors (psychological determinants, physical health, personality, and protective factors such as the ability to cope with stress and well-being). Although previous studies have assessed predictors of violence in different samples, the research lacks a combined assessment of contextual and individual measurements' interactions via novel machine learning methods to assess historical data related to violence in civil war settings.

The Colombian conflict has been pervasive during the past 50 years, with devastating societal and environmental consequences. This conflict has resulted in 7,265,072 victims of forced displacement, 363,374 deaths, 167,809 victims of enforced disappearance, and 11,140 victims of anti-personnel mines. Here, we analyzed data from a national study assessing the potential predictors of violence (PPVs) associated with different domains of violence (DoVs) in a civil war setting. Individuals were required to answer whether they committed violence moved by different motives, referred to in the literature as consequentialist, appetitive, retaliatory, or impulsive violence (i.e., DoV, see below for the theoretical background). In addition, individuals responded as to whether they had committed violence following all types of DoV (hereafter “global violence”). Participants were also required to answer questions assessing a large group of PPVs (these were based on previous reports and theoretical models, see below). The PPV assessment consisted of 162 questions exploring social-contextual and individual mental health factors that could be associated with violence. In each DoV classification, we assessed two different groups: ex-members who declared violent acts and participants who denied violence in each DoV, matched by sex, age, and educational level.

We analyzed data from a large sample of ex-members of Colombian illegal armed groups (N = 26,349, representing more than 90% of all individuals who were demobilized in the Colombian conflict from 2003 to 2012; see Table 1). These individuals participated in collective or individual demobilization processes and entered programs of transitional justice for reincorporation into civilian life (2003–2012). The total sample was recruited over 4 years and included Colombian ex-members of illegal groups who participated in collective or individual demobilization processes from 2003 to 2012. Specifically, 69.9% of the sample engaged in a collective demobilization, and 30.1% demobilized individually (Table 1). All participants belonged to guerrilla forces (the Revolutionary Armed Forces of Colombia, the National Liberation Army, and other guerrilla forces) or paramilitary groups (the United Self-Defense Forces of Colombia, the National Liberation Army). Within the framework of transitional justice, the Agency for Reintegration and Normalization led a process to assess social-contextual and psychophysical factors in ex-members of illegal armed groups. To this end, the ex-members answered a comprehensive questionnaire and a semistructured interview designed by ARN, studying different PPVs and DoVs. This questionnaire was based on previous research as detailed later (Experimental Procedures) and applied by trained evaluators from seven sites across the country for 4 years (2010–2013). All participants gave their voluntary signed informed consent at the beginning of the survey and confirmed their acceptance to participate in the ARN assessment, endorsing the study’s goals. The study was approved by the relevant institutional review boards (IRBs) (see S1).

A large body of work has indeed examined the risk factors and determinants of different types of violence, including interpersonal violence, civil war violence, gender-based violence, and intimate partner violence (for reviews, see Facel et al. and Capella et al. The study of the determinants of violence has mainly been conducted through epidemiological methods and has focused on one set of determinants, either individual mental health or sociocontextual, with few studies analyzing both of these factors simultaneously.

On one hand, individual factors usually include post-traumatic stress disorder (PTSD), anxiety, depression problems, psychosis, and substance abuse disorders. In addition, personality trait dysfunctions, including paranoid, antisocial, borderline, narcissistic, and dependent traits are the most prevalent mental disorders associated with violence. On the other hand, different social-contextual determinants have been linked to different types of violence, such as early adverse childhood experiences, reduced educational achievements, past disruptive behaviors, witnessing violence, social network influences, poor political participation, and reduced access to social resources. The study of factors associated with violence has also been assessed in ex-combatants and individuals exposed to armed conflict. Those studies have found that early exposure to adverse experiences, symptoms of PTSD, disruptive behaviors during childhood and adolescence, and impulsivity are consistently associated with more appetitive forms of violence rather than more reactive
forms.\textsuperscript{36,38,39,41–43} Most of the previous studies have partially assessed a small, theory-driven set of individual and social-contextual determinants of violence. However, few studies to our knowledge have assessed the combination of these factors to investigate their association with historical data related to violence in ex-members of illegal armed groups. This approach may help to track the presence of multiple potential factors associated with violence and their interplay.\textsuperscript{3,44}

Machine learning methods refers to a set of statistical techniques that learn from large and potentially noisy datasets and help to elucidate the most important factors to reach a prediction.\textsuperscript{45} Models obtained using these procedures are automatically tailored and situated to the relevant population and can be fitted without imposing additional statistical loads.\textsuperscript{46} Previous meta-analyses have shown limited statistical robustness of studies using assessments of violence based on a small subset of risk factors.\textsuperscript{9,20,22,23} Machine learning procedures can complement studies using structured assessment, including multiple interactions between a comprehensive group of potential risk factors. Recent studies in psychiatry and in communities exposed to violence have started to navigate in this direction.\textsuperscript{47–52} The present computational learning methods can help to elucidate associations between complex variables and numerous interactions between them.\textsuperscript{53}

The interaction of contextual and individual factors associated with violence in the Colombian civil war is not well understood.\textsuperscript{54} Previous studies in other populations are not straightforwardly applied to Colombian settings.\textsuperscript{9,15,23,36,39,41} They present different types (intimate partner violence, interpersonal or civil war types of violence)\textsuperscript{15,19} or forms of violence assessment (i.e., perpetual or impulsive reactive),\textsuperscript{9} and usually consider a preset number of tested predictions based on classical statistical methods.\textsuperscript{9,11,21,25,26,42,58–58} These antecedents call for specific studies to better understand the specific factors associated with historical assessments of confessed acts of violence during the Colombian conflict. The current study differs from previous reports assessing risk factors associated with violence regarding a novel methodology (deep neural network [DNN])\textsuperscript{59} models and subsequent random forest classifiers (RFCs)\textsuperscript{60,61} Figure 1) to evaluate simultaneously the complex interactions between a large number of features (risk and preventive social contextual/individual factors) associated with different confessed acts of violence. Although previous studies have described most of these factors, we develop a computational approach combining these multiple features into the classification of different DoVs. Systematic revisions and meta-analyses have weighed the importance of social and individual mental health variables as risk factors of violence.\textsuperscript{9,62} But to our knowledge, no other experimental study has analyzed the combined interactions between a large number of features potentially associated with different DoVs via computational learning.

In this work, we use the term "prediction" following its conventional meaning in data science: as a part of inference based on the power of a variable set to predict another dependent variable set, the inference based on these two variables is considered predictive.\textsuperscript{53} This meaning should not be confounded with the actual or ontological "prediction" of an individual’s likelihood of violence. Our computational approach should also be considered with caution,\textsuperscript{53} and any risk of stigmatization or extrapolation to other populations should be explicitly prevented (see Discussion). Moreover, our design is retrospective (historic confessed acts of violence) and based on a Colombian population. Consequently, our approach is not designed to predict future violent acts or extrapolate the results to other sociocultural settings. Thus, our main question is whether computational learning models can find which self-reported social-contextual or individual factors better classify retrospective DoVs based on confessed acts of violence during the Colombian conflict.

Considering this background, our study assessed factors potentially associated with the confessed act of violence in a comprehensive way, by including a survey designed to assess an extended evaluation of social-contextual and individual mental health factors (162 factors) in a large sample of ex-members of illegal armed groups in Colombia.\textsuperscript{15,54} In addition, our study contributes a new array of evidence to the understanding of factors associated with historical measures of violence during the civil war in Colombia by introducing a novel computational approach, which could help to deal with data multidimensionality and multiple predictors.

We followed a combination of theory- and data-driven computational approaches to assess the most relevant PPVs in determining DoVs. Thus, we first designed, organized, and included a large set of PPVs based on the previous research highlighted...
Figure 1. Study and data analysis design
(A) The pipeline of the computational data-driven approach following four steps: sample selection, the initial deep-learning neural networks procedure (DNN), feature selection with machine learning methods, and the second DNN.
Table 2. Deep learning neural networks results with the full set of features and after feature selection

| Feature                  | Accuracy (%) | Error  | Number of iterations |
|--------------------------|--------------|--------|----------------------|
| Full set of features     |              |        |                      |
| Global violence          | 96.24 ± 0.01 | 0.08 ± 0.01 | 2,060               |
| Consequentialist DoV     | 92.30 ± 0.05 | 0.56 ± 0.02 | 6,426               |
| Appetitive DoV           | 91.53 ± 0.05 | 0.39 ± 0.01 | 23,999              |
| Retaliatory DoV          | 92.94 ± 0.05 | 0.55 ± 0.02 | 31,999              |
| Impulsive DoV            | 87.53 ± 0.03 | 0.10 ± 0.02 | 1,651               |
| Selected set of features |              |        |                      |
| Global violence          | 97.06 ± 0.02 | 0.25 ± 0.01 | 2,999               |
| Consequentialist DoV     | 90.01 ± 0.06 | 0.63 ± 0.06 | 5,440               |
| Appetitive DoV           | 92.03 ± 0.04 | 0.47 ± 0.04 | 1,499               |
| Retaliatory DoV          | 92.22 ± 0.06 | 0.62 ± 0.06 | 1,042               |
| Impulsive DoV            | 87.66 ± 0.01 | 0.12 ± 0.01 | 5,833               |

The accuracy of the validation set, the training error, and the number of iterations are shown for every dataset. Validation accuracy and training errors are expressed as the mean percentage ± SD. DoV, domain of violence.

RESULTS

Global violence analyses

Global violence refers to the expression of violent acts associated with all consequentialist, appetitive, retaliatory, and impulsive DoVs. Ex-members who declared that they had committed violent acts related to the four DoVs were included in this category. The initial DNN revealed that the full set of PPVs predicted global violence with high accuracy (validation set accuracy 96.24%; see Table 2 and Figures 2 and S3). These accuracy values represent the percentage of individuals adequately classified as individuals who admitted (or not) violent acts in each domain of violence.

The DNN is a useful method to reveal the extent to which a group of features is relevant to track an outcome. Afterward, we implemented a random forest procedure to delve into the structure of data and variable interactions and to track the most relevant features to predict different DoVs. Random forest procedures can handle large numbers of variables in large datasets and are a robust method for assessment of variable importance in comparison with classical linear regression models.65,66

Finally, we ran a new DNN using only the best selected features captured by the random forest procedure to determine whether the non-linear interaction of these selected features can improve the classification of each DoV (see Figure 1 and Experimental Procedures).
**Deep learning performance of the Global Violence**

1. Training process

![Graph A1](image1)

- Selected set of features
- Full set of features

The x axis shows the number of iterations of DNN. The y axis shows the proportion of error in the training of the DNN.

2. Performance on test partition

![Graph A2](image2)
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The x axis depicts the number of iterations of DNN. The y axis shows the accuracy of DNN on the test partition.

**Machine learning features selection of the Global Violence**

1. Performance over PFE (least) on validation fold
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The x axis shows the number of features (log). The y axis shows the accuracy on the validation fold.

2. Stability assessment
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The x axis shows sorted features. The y axis represents the position.

3. Importance distribution over each feature on whole train partition
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The x axis represents the predictors' subfactors. The y axis shows the importance.

4. Performance on test data over RFE (most)
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The x axis shows the number of features removed (log). The y axis shows the accuracy on the test data.

**Figure 2. Classification of global violence based on potential predictors**

(A) Deep-learning neural networks (DNN) procedure. Training error (A1) and performance (A2) on test partition following a DNN procedure on the dataset of the global DoV. A1 and A2 show the error and accuracy across iterations for the full (dotted blue) and selected (continuous red, after machine learning feature selection) set of features. The x axis in A1 shows the number of iterations of DNN. The y axis shows the proportion of error in the training of the DNN. The x axis in A2 depicts the number of iterations of DNN. The y axis shows the accuracy of DNN on the test partition.

A. Mean Contextual Predictors, B. Social Network Adversities, C. Social Vulnerability, D. Political Context, E. Membership Identification, F. Normalization of Violence, G. Mental Symptoms H. Personality Traits, I. Protective Aspects.
DoV based on a certain number of PPVs. Then, we tracked the feature independence of the 162 factors before completing the down-selection process by controlling redundancy and stability. Feature redundancy factors due to high correlations between factors reduce the probability of a factor of being selected, affecting the stability of the feature selection process. To track these potential issues, we ran successive iterations with different subsamples and verified the probability of each predictor being selected and the stability of that selection. Following these procedures, the results did not reveal redundancy issues in selecting factors, and the stability of selected predictors after iterations was high, as shown in Figure 2B2.

The RFC used in the progressive feature elimination (PFE) analysis with the full PPVs reached 89% accuracy (SD 3.5%, sensitivity 91%, specificity 88%, area under the receiver operating characteristic curve (AUC) = 0.96, see Table 3 and Figure 2). The PFE revealed similar performance using only 20 PPVs of the full set. After a threshold of 88% accuracy, the inclusion of more features did not improve the classification performance (Figure 2); in addition, this analysis showed excellent stability for the first 20 features in the ranking (Figure 2). Post hoc analysis revealed that each of the individual predictors showed (by itself) poor predictive accuracy. By contrast, the combination of 20 predictors reached high predictive accuracy (above 88%, Figure 2). A new recursive feature elimination analysis confirmed the absence of single variables being able to predict global violence (Figure 2). A second RFC using only the 20 selected predictors reached an accuracy of 88% (sensitivity of 90% and specificity of 87%; Table 3).

The machine learning analyses revealed that the most critical group of PPVs for global violence (Figure 2) were contextual subfactors. Notably, the essential contextual predictors were the mean scores of social network adversities, such as the experience of violence, normalization of violence at the first and second stages of life, and membership identification, and the mean scores of all contextual subfactors (at all stages of the life trajectory). Specifically, the essential contextual predictors were (1) the mean score of the social network adversities subfactor at each of the three stages of the life trajectory (in the first, second, and third stages, ranked 1st, 5th, and 18th, respectively); (2) seven items measuring the membership identification subfactors (ranked 2nd, 4th, 8th, 12th, 13th, 14th, and 19th); (3) the mean score of the normalization of violence subfactor at the first and second stages of the life trajectory (ranked 6th and 9th); and (4) the mean scores of all subfactors of the contextual factors at each of the three stages of the life trajectory (ranked 3rd, 7th, and 11th). In addition, to a lesser extent, global violence was also predicted by some individual subfactors, including paranoid, borderline, and traits and symptoms of manic episodes and post-traumatic stress. Specifically, the most relevant individual predictors were (1) antisocial, paranoid, and borderline traits (ranked 10th, 15th, and 16th, respectively) and (2) symptoms of affective exaltation episodes and PTSD (ranked 17th and 20th, respectively) (see Figures 2 and S1 and Table S3).

After performing the feature selection process, we tracked correlations between factors and DoVs, as revealed by Figure S2. We controlled the presence of possible correlations and collinearity between PPVs and DoVs using the variance inflation factor (Figures S2A–S2E). Following these analyses, only three contextual predictors (the average scores of all subfactors of the individual factors, ranked 3rd, 7th, and 11th) were collinear and significantly correlated with global violence (all variance inflation factor indexes above 1) after Sidak correction (see Figure S2). To assess the extent to which the presence of significant correlations determined predictive accuracy, we ran a new PFE analyses while discarding step by step each one of those factors. The results of these analyses revealed similar accuracies for the two databases (i.e., 89.1% with 20 predictors and 89% with 17 predictors). We also assessed each of those predictors’ predictive accuracy using a decision tree classifier (the accuracy of none of the predictors exceeded 55%). The final DNN ran with only the 20 best predictors of global violence maintained a high accuracy (validation set prediction 97.06%; see Figure 2 and Tables 2 and 3).

Predictors of each DoV

Consequentialist DoV

The initial deep learning step yielded 92.3% accuracy (Table 2). The PFE analyses showed good stability for the first 20 features in the ranking, with an accuracy of 74%, a sensitivity of 73%, and a specificity of 73% (AUC = 0.81). Similar to global violence, social-contextual subfactors were better predictors of consequentialist violence than individual mental health subfactors. In particular, among the group of social-contextual factors, the most important predictors were (1) the mean scores of all subfactors of the social-contextual subfactors at the three stages of the life trajectory (ranked 1st, 2nd, and 3rd), (2) two items of the membership identification subfactor (ranked 4th and 6th), (3) normalization of violence (beliefs regarding violence subfactor, ranked 8th and 9th), and (4) the mean score of the social network adversities subfactor at the first and second stages of the life trajectory (ranked 5th and 10th). Among the group of individual mental health subfactors, the most important predictors were (1) the personality traits subfactor (antisocial, paranoid, borderline, dependent, and narcissistic traits, ranked 6th, 11th, 13th, 18th, and 20th, respectively) and (2) the mental health disorder

(B) Feature selection using machine learning techniques. Mean accuracy and standard deviation of the classifier over the progressive feature elimination (PFE) (B1) and the median position of features along with the importance ranking (B2) over the 30-fold cross-validation using the training partition (B1). The x axis in B1 shows a log representation of the number of features entered in the PFE. The y axis depicts the accuracy. The x axis in B2 depicts the features organized according to their median position along with the importance ranking. The y axis shows the position of each predictor of global violence over the cross-validation iterations. The optimal number of features is marked by the red line. B3 shows the importance and distribution of the predictors. The x axis in B3 depicts the place of each predictor in the full set of predictors. The y axis depicts the importance of each feature in relation to all groups of features in classifying global violence. The selected features are colored in red and numbered. In particular, the results show that the most important group of PPVs associated with global violence are contextual factors (social network adversity and beliefs regarding violence subfactors) and, to a lesser extent, a few individual factors. B4 shows the classifier’s accuracy over the recursive most important feature elimination on the test partition. This graph reveals the stability of the predictors in classifying the DoV, as only after the elimination of 100 PPVs does the classifier’s accuracy fail. The x axis depicts a logarithmic representation of the number of features removed from the PFE, and the y axis shows the accuracy of the test partition.
Table 3. Progressive feature elimination results

|                      | Accuracy (%) | AUC  | Sensitivity | Specificity | Precision | Recall | F1    |
|----------------------|--------------|------|-------------|-------------|-----------|--------|-------|
| Full set of features |              |      |             |             |           |        |       |
| Global violence      | 89           | 0.96 | 0.91        | 0.88        | 0.87      | 0.91   | 0.89  |
| Consequentialist DoV | 75           | 0.82 | 0.74        | 0.75        | 0.75      | 0.74   | 0.75  |
| Appetitive DoV       | 79           | 0.87 | 0.81        | 0.78        | 0.77      | 0.81   | 0.79  |
| Retaliatory DoV      | 77           | 0.86 | 0.78        | 0.77        | 0.76      | 0.78   | 0.77  |
| Impulsive DoV        | 66           | 0.72 | 0.70        | 0.64        | 0.57      | 0.7    | 0.62  |
| Selected set of features |          |      |             |             |           |        |       |
| Global violence      | 88           | 0.96 | 0.902       | 0.87        | 0.86      | 0.9    | 0.88  |
| Consequentialist DoV | 74           | 0.81 | 0.72        | 0.73        | 0.73      | 0.72   | 0.73  |
| Appetitive DoV       | 78           | 0.86 | 0.80        | 0.77        | 0.75      | 0.8    | 0.78  |
| Retaliatory DoV      | 76           | 0.85 | 0.77        | 0.76        | 0.76      | 0.77   | 0.76  |
| Impulsive DoV        | 66           | 0.71 | 0.67        | 0.65        | 0.62      | 0.67   | 0.65  |

Accuracy of the random forest classifier on the test set and the area under the ROC curve (AUC) are shown. The sensitivity and specificity values are detailed for every dataset. DoV, domain of violence.

symptoms subfactor (affective exaltation episodes and psychotic, depressive, post-traumatic disorder and anxiety symptoms, ranked 14th, 15th, 16th, 17th, and 19th, respectively. Table S3). The final deep-learning analysis with the reduced group of features reached an accuracy of 74% (Tables 2 and 3, Figures 3B1–3B6 and S3).

**Appetitive DoV**

The initial deep learning step yielded an accuracy of 91.5% (Table 2 and Figure 3A). The PFE reached an accuracy of 78%, a sensitivity of 80%, and a specificity of 77% and AUC = 0.86. This analysis revealed that the best predictors of this DoV were also social-contextual factors. Specifically, the best predictors were (1) the mean score of the items of the social network adversities subfactor at each of the three stages of the life trajectory (ranked 1st, 4th, and 17th), (2) five items of the membership identification subfactor (ranked 2nd, 3rd, 5th, 7th, and 9th), (3) the mean score of normalization of violence at the first and second stages of the life trajectory (beliefs regarding violence subfactor, ranked 8th and 13th), (4) the mean scores of all social-contextual subfactors at each stage of the life trajectory (ranked 6th, 11th, 12th, and 14th), and (5) the mean score of difficulties in accessing educational and occupational resources (social vulnerability subfactor). Individual mental health factors were also identified as important predictors: (1) affective exaltation episodes, PTSD and anxiety symptoms (mental disorder symptoms subfactor, ranked 15th, 18th, and 20th, respectively) and (2) antisocial and dependent traits (personality traits subfactor, ranked 10th and 20th, respectively, Table S3). The final deep learning step using only the selected group of features reached a homologous classification accuracy level, as it was achieved by the full set of predictors (92.3% versus 91.5%, respectively, Tables 2 and 3, Figures 3B1–3B6 and S3).

**Retaliatory DoV**

The initial deep learning reached an accuracy of 92.9% (Table 2). The PFE analyses reached an accuracy of 76%, a sensitivity of 77%, a specificity of 76%, and an AUC of 0.85. As in the previous DoV, retaliatory violence was best predicted by social-contextual rather than individual mental health factors. Among the social-contextual factors, the best predictors were (1) the mean scores of all social-contextual subfactors at the three stages of the life trajectory (ranked 1st, 2nd, and 5th), (2) the mean score of the items of the social network adversities subfactor at the three stages of the life trajectory (ranked 3rd, 12th, and 17th), (3) the mean score of normalization of violence at the first and second stages of the life trajectory (beliefs regarding violence subfactor, ranked 4th and 11th), and (4) the mean score of the membership identification subfactor at the first and second stages of the life trajectory (ranked 7th and 10th). Among the group of individual mental health subfactors, the best predictors were (1) the personality traits subfactor (antisocial, paranoid, borderline, dependent, and narcissistic traits, ranked 6th, 8th, 9th, 14th, and 19th, respectively) and (2) the mental disorder symptoms subfactor (psychotic symptoms, affective exaltation episodes, post-traumatic disorder, and anxiety symptoms, ranked 15th, 16th, 18th, and 20th, respectively, Table S3). The final deep learning step using only the selected group of features reached an accuracy of 92.3% (Tables 2 and 3, Figures 3B1–3B6 and S3).

**Impulsive DoV**

The initial deep-learning analysis reached an accuracy of 87.5% (Table 2). The PFE analyses reached an accuracy of 66%, with a sensitivity of 67%, a specificity of 65%, and an AUC of 0.71. This DoV was better predicted by social-contextual subfactors, but compared with the other domains, an increased number of individual mental health subfactors were found. Among the group of social-contextual subfactors, the best predictors were (1) beliefs about the value of complying with laws and juridical regulations (beliefs regarding violence subfactor, ranked 1st) and (2) the mean scores of all social-contextual subfactors at the three stages of the life trajectory (ranked 2nd, 3rd, and 4th). Among the individual mental health factors, the best predictors were (1) personality traits subfactors (antisocial, dependent, narcissistic, paranoid, and borderline traits, ranked 6th, 11th, 13th, 16th, and 18th, respectively), (2) mental disorder symptoms subfactors (symptoms of anxiety, PTSD, affective exaltation, depression, and psychosis, ranked 8th, 9th, 10th, 12th, and...
Figure 3. Classification of each domain of violence based on potential predictors

(A) A1 shows the training error and performance on the test partition following a DNN procedure on the dataset for each DoV, including the consequentialist (blue), appetitive (orange), retaliatory (green), and impulsive (red). A2 shows a comparison of the accuracies in predicting each DoV based on the DNN run with a full set of features.

(B) B1 shows the performance over PFE (least) on validation fold. B2 shows a comparison of the accuracies in predicting each DoV based on the DNN run with a full set of features.

(A) Deep learning result for different Domains of Violence (DoV)

(B) Machine learning features selection for different DoV

A: Mean Contextual Predictors, B: Social Network Adversities, C: Social Vulnerability, D: Political Context, E: Membership Identification, F: Normalization of Violence, G: Mental Symptoms, H: Personality Traits, I: Protective Aspects.
17th, respectively), and (3) protective aspects subfactor (self-acceptance, self-projection, physical integrity, environmental adaptation skills, and socioemotional skills, ranked 7th, 14th, 15th, 19th, and 20th, respectively, see Table S3). The final deep-learning analysis with the reduced group of features reached an accuracy of 88.6% (Tables 2 and 3, Figures 3B1–3B6, and S3).

**Linear associations among PPV and each particular type of DoV**

As reported for global violence, we assessed the PPVs significantly and linearly correlated with each DoV score. This pattern of correlations did not reach significant levels after Sidak correction and revealed no collinearity between PPVs and DoVs (Figures S2A–S2E).

**DISCUSSION**

Although previous reports have assessed factors associated with violence in different large samples, we combined an innovative methodological approach (two-stage computational approach) with multiple social-contextual and individual factors in a large sample of ex-members of an illegal armed group. This was a simultaneous assessment of a sizable number of factors (more than 160 features) potentially associated with historical confessed acts of violence, including reported social-contextual and individual factors (comprising both risk and protective factors). To our knowledge, no other study (excluding systematic reviews or meta-analyses) has simultaneously analyzed the importance of a similar number of potential factors associated with archival data related to multiple DoVs, and including both potential risk and protective variables. Results within the tested dataset revealed that contextual conditions are stronger factors associated with DoV than the individual dispositions.

**Global violence**

Our results suggest a set of social-contextual factors that are relevant factors associated with historical measures of violence in Colombian civil war settings. By using a PFE, we analyzed the number of predictors needed to maintain a classification of global violence similar to those obtained analyzing the full set of PPVs. To this end, we ran a group of secondary analyses with a reduced number of factors (selected by the PFE) and assessed the extent to which those factors upheld the accuracy values compared with those obtained with the complete group of factors. Furthermore, we followed this procedure to determine the most influential factors associated with each DoV and order them according to its predictive value. A similar procedure has been followed in previous studies. In our dataset, the analysis of the global violence dataset revealed a selected group of 20 PPVs reaching a performance similar to those observed with the full set of PPVs. After a threshold of 88% accuracy, additional features did not improve the classification performance (Figure 2).

In our dataset, as well as in previous research, past social network adversities and reduced access to social resources were partially associated with measures of violence. Arguably, stigmatization, discrimination, social exclusion, and exposure can be associated with a cycle of violence (i.e., the association between early threatening experiences and violence). This cycle has been previously related to genetic-epigenetic vulnerability, cognitive and affective self-regulation, and primary attachment difficulties. Membership identification was also a relevant factor in the classification in our dataset. Affective-symbolic group-think facilitates and intensifies violent group activities. Sacred group values and collective causes reinforce group identity and promote violence. Reduced access to social resources and a strong identification to the ideals of a social group have been postulated as strong predictors of rebellion and anti-state aggression. Normalization of violence is another known factor associated with violence in civil war settings in other reports. Moreover, violence can be used to exhibit power, propel social mobility, and vindicate honor. Violence normalization is grounded in the social inculcation of violent roles. Regarding individual mental health subfactors, our results parallel previous evidence showing that personality types (paranoid, antisocial, borderline, narcissistic, and dependent) and psychiatric disorders (manic episodes, psychosis, anxiety, depression, and PTSD) are associated with violence in civil war settings. Previous research has shown that personality traits including distrust, poor empathy, disregard for norm compliance, risky behaviors, emotional instability, emotional dysregulation, social isolation, attachment anxieties, externalization symptoms, and executive social-emotional impairments also influence violent behaviors.

**Specific DoVs**

Social-contextual factors show high accuracy to classify all DoVs but exhibit a special relevance to characterize measures of the consequentialist DoV: 12 of the best 20 PPVs were social-contextual factors. This pattern of results coincided with previous studies showing utilitarian decisions influenced by different social factors, including social class, political participation, and cultural norms that normalize violence. The consequentialist DoV was also classified by individual PPVs indexing personality traits (paranoid, borderline, dependent, and narcissistic traits) and affective disorders. A major tendency to
follow utilitarian decisions has been predicted by personality traits (mostly persons with individualistic rather than collective traits)\textsuperscript{91} and by emotion regulation and cognitive control mechanisms.\textsuperscript{95}

Appetitive and retaliatory DoVs shared a similar group of factors underlying the classification. Most of the top 20 PPVs for both DoVs were social-contextual factors, including the presence of social adversities, the normalization of violence, and membership identification. This pattern confirms previous studies showing major appetitive and retaliatory forms of violence in individuals who had early social adversities, as well as cultural and contextual acceptance of violence.\textsuperscript{16} Furthermore, both DoVs were predicted by the presence of antisocial, borderline, and narcissistic traits, as well as by the presence of affective and anxiety disorders. Appetitive and retaliatory forms of violence were also highly prevalent in individuals who exhibited more egoistic personality traits and poor emotion regulation.\textsuperscript{96}

In the case of the impulsive DoV, the most recurrent features associated with this historical measure of violence were the individual mental health factors (more than 15 of the 20 best PPVs). Crucially, reduced protective aspects associated with ability to cope with stress, self-projection, and emotional skills (potential protective aspects) were relevant factors for this DoV classification, confirming previous results.\textsuperscript{94,95} Individuals with poor coping styles and reduced emotional regulation resources are more likely to exhibit aggression and violent behaviors in the presence of stressful situations.\textsuperscript{96}

\textbf{Insights from computational approaches in the study of violence}

Our study reveals that a specific combination of contextual and individual factors is more accurate than any isolated factor in classifying subjects presenting positive historical measures of violence across all DoVs. Moreover, relevant information for classification accuracy is concentrated in a combined set of PPVs. By performing a before-and-after feature selection comparison of the DNN performance, we confirmed the quality of the chosen feature set (i.e., no predictive power was lost by discarding other features). Thus, a combination of social network adversities, normalization of violence, high membership identification, and particular personality traits and mental symptoms seems to be a factor associated with historical confessed acts of violence from the Colombian civil war in different DoVs. We ruled out the possibility that our results were only a consequence of collinearity or simple correlations between PPVs and DoVs (Figure S2). Furthermore, our results are not derived from a simple summation of positive responses associated with PPVs. They revealed low predictive classification values when we analyzed linear associations between PPVs and DoVs. Moreover, the pattern of results for each DoV revealed a different set of PPVs, and the inclusion of more predictors beyond the PFE threshold did not improve the classification accuracy in any DoV.

Our study adds novel information to the study of factors associated with violence. First, we included a large number of social-contextual and individual mental health determinants of violence. Second, few studies have simultaneously evaluated different DoVs, including consequentialist, appetitive, retaliatory, and reactive violence. Third, some studies have used machine learning procedures to assess risk factors of violence in psychiatric patients\textsuperscript{10,51} and in individuals exposed to violence.\textsuperscript{7} However, in our study, we used machine learning methods to weigh a large set of social-contextual and individual mental health factors associated with confessed acts of violence in a susceptible sample of ex-members of illegal armed groups of the Colombian conflict, one of the most protracted armed conflicts across the world.\textsuperscript{27,24}

Computational learning procedures can provide complementary data-driven tools with translational relevance. For instance, in ex-members of illegal armed groups, machine learning methods have been applied to predict specific appetitive aggression and levels and post-traumatic stress profiles.\textsuperscript{70} Thus, machine learning and data mining methods may be useful to create insights into past patterns of violence from large datasets in ex-members.\textsuperscript{15} However, several steps should be performed (e.g., replication and confirmation of main predictors in independent samples, validation in different contexts, and evaluation of machine learning procedures to predict future behavior) before designing translational applications.\textsuperscript{98}

Although our results highlight the potential use of computational learning to identify patterns associated with violence in ex-members of illegal armed groups, the use of artificial intelligence systems in legal and criminal settings should be considered with extreme caution, especially in decision-making processes. This is relevant regarding our approach, designed to classify past (historical) confessed acts of violence but not future violence. A recent call,\textsuperscript{99} although designed for the prediction of future events, is also relevant for our study. Such call emphasizes the importance of considering trust calibration and uncertainty in machine learning. Beyond uninterpretable deep learning results, the machine learning analysis includes trust calibration as it allows one to provide explanations for the main predictors (providing interpretability) and requires understanding of the system’s capabilities (interpretability) and reliability (uncertainty estimates).\textsuperscript{104} Our procedures followed these recommendations at the current dataset level by (1) reducing uninterpretable results (deep learning) with identification of main features (random forest and machine learning PFE); (2) implementing calibration, feature stabilization, and multiple accuracy metrics; (3) avoiding the misidentification of probabilities of individual classification with ontological causality between predictors and outcomes; and (4) connecting the data-driven results with previous theoretical and empirical evidence favoring interpretability and readability. Any interpretation of the present results should consider these analytical and conceptual restrictions.

\textbf{Limitations and further research}

Our study has important limitations and opens up a new agenda for further research. Our assessment included some factors recollecting events across a lifespan continuum. Previous studies have discussed the potential problems associated with the use of self-reports to track past events.\textsuperscript{9,100} However, other reports have shown the relevance of tracing retrospective risk factors related to mental health outcomes,\textsuperscript{101} social determinants of health,\textsuperscript{102,103} and risk factors related to violence.\textsuperscript{20,25} Our results revealed that the life stage in which social-contextual
Another potential limitation of our study is the use of self-report scales for the PPV assessment. Although it could bias the ex-members’ answers, it did not affect the capacity of the data to effectively determine DoVs as it is revealed by the high classification accuracies reached by our procedures. In addition, our results did not reveal a biased selection of a particular type of determinant of violence. Therefore, we did not find explicit clues of specific (i.e., non-generalized or restrictive) bias in the pattern of results. Furthermore, reports of PPV and DoV were collected in an anonymous and protected clinical setting during the reintegration process, and individuals were informed that their responses in this assessment did not have an impact on their legal processes. Those considerations suggest that individuals did not bias their responses in a specific way. However, future studies should include other variables less dependent on self-report to assess potential determinants of violence.

In addition, although we observed high accuracies in the classification of all DoVs, these domains were tracked with categorical outcomes associated with confessed acts of violence. We were limited to such measures because particular details on the intensity and type of violence committed by participants were protected by confidentiality agreements. Nonetheless, the level of accuracy obtained by our approach was high. Future assessment should confirm our results by using less obtrusive measurement strategies, such as experiments or randomized response techniques, and by assessing different degrees of violence. The current state of the art of studies on violence in civil war settings calls for the development of more ecological research approaches. New research initiatives in civil war settings may benefit by assessing interactively different sources of violence. The presumed motivation of ex-members to reintegrate into society raises questions about a potential tendency for participants to emphasize the presence of some factors regardless of the degree to which these factors were present, and thus artificially inflate the role of these features. The emergence of post facto rationalizations of violent and illegal acts can play a potential role. However, although this potential bias could misdirect the ex-members’ answers, we did not find a pattern of results causing us to think this bias had selectively affected a single set of features. Moreover, this risk may be attenuated, as the ARN explicitly informed participants that their answers would not affect any legal or reintegration processes. Similarly, participants would minimize their engagement in violent actions, perhaps tending to report only those already known to have been committed by the legal system. However, these influences will reduce or abolish only the features’ power in the machine learning pipeline to accurately classify the different DoVs. In contrast, our results suggest that, despite these potential self-report unknown biases, the data collected are robust enough to classify the DoVs with high accuracy. Despite these considerations, our data cannot be considered causal in any sense. The role of moralization of violence triggered by reconciliation and rehabilitation processes is beyond the scope of this work. Future studies using more implicit measures to assess individuals’ attitudes toward past violent or illegal acts may be better designed to evaluate this question.

The present results should be considered with caution, especially regarding ethical challenges, including the risk of stigmatization or extrapolation to other populations. Our data are relevant for population-based assessment factors associated with historic confessed acts of violence in the context of the Colombian conflict. This country, complex origins of violence have long historical roots in land possession conflicts, governmental difficulties in dealing with social inequalities, and political confrontations among liberals and conservative parties (since 1946). In addition, it has been promoted by disputes between state forces and the guerrillas, the incursion of paramilitary forces, and drug trafficking. Future studies should also assess the role of political mediators of violence, such as cultural practices related to political threats affecting the experience of armed conflicts. Political ideology seems to have a role in mediating the expression of violence in Colombian conflicts. Thus, further studies should analyze additional ideology and political factors. These specific antecedents and the way they could shape the interplay between PPVs and DoVs could mislead the ex-members’ answers, we did not find a pattern of results causing us to think this bias had selectively affected a single set of features.
Our results do not resolve whether the best predictive factors in classifying violence could be used to predict future violent acts. Our approach is not aimed to establish causality. Furthermore, our results are not targeted at ontologically categorizing participants as violent or non-violent individuals, as this approach could increase stigmatization. Prediction, as stated above, is considered only from the outcomes (variables) being statistically predicted and not from an ontological prediction of violence. Similarly, the results do not imply that the selected predictors should be used in countering violence (i.e., considering an individual more prone to violence when he or she presents some of the top determinants of violence). Our results provide only the first, yet important, steps toward understanding the complexity of interactions between multiple factors associated with past violence. Further studies should assess our approach’s robustness to characterize future expressions of violence in new samples and new populations using different methodologies, including longitudinal studies. Also, further studies could examine whether the PPVs change during the lifespan.

Conclusions
Our results provide the first successful population-based classification of different DoVs based on Colombian historical data and call for the development of computational approaches for situated, multifactorial, and evidence-based factors associated with violence in vulnerable participants. In brief, a set of specific social contextual factors, in addition to individual mental health measures, seems to be associated with a greater classification of different DoVs.

EXPERIMENTAL PROCEDURES
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Data and code availability
The datasets and codes supporting the current study have not been deposited in a public repository because they refer to protected information related to reintegration processes but are available from the lead contact on request. The datasets generated by each DoV and the Python scripts for each data-driven procedure are available upon request from the lead contact.

Participants
The total sample was recruited over 4 years and included 26,349 Colombian ex-members of illegal armed groups who participated in collective or individual demobilization processes from 2003 to 2012. Specifically, 89.9% of the sample engaged in a collective demobilization and 30.1% demobilized individually (see Table 1). All participants belonged to guerrilla forces (FARC, ELN, and other guerrilla forces) or paramilitary groups (the United Self-Defense Forces of Colombia, Autodefensas Unidas de Colombia). Most of the ex-members participated in collective or individual demobilizations in the context of the normative development of transitional justice in Colombia.

As part of the legal demobilization process, each participant individually gave a full, voluntary deposition of the group’s activities, responsibilities, or crimes that may have involved violent acts. All offenses were documented and confirmed by legal records but were not included in the database due to the confidentiality restrictions of transitional national justice. Consequently, only the categorical scoring of DoVs was included in this study. In addition, in the demobilization processes, the ex-members of illegal armed groups answered a comprehensive questionnaire and a semistructured interview studying different PPVs and DoVs to detect any potential social-contextual and psychophysical risks in ex-members of illegal armed groups. All participants gave their voluntary signed informed consent at the beginning of the survey and confirmed their acceptance to participate in the ARN assessment, endorsing the study’s goals. Participants were informed that their responses would be anonymous and that their answers would not be used to affect or modify their legal processes. They were also informed that they could refuse to participate in the survey at any stage of the research. Data included in this study were revised and approved by the ARN IRB, as part of the formal demobilization processes of ex-members of illegal armed groups. After that, Colombia’s Externado University and the ARN signed an agreement to carry out the research on the data collected, which also included research goals and explicit accomplishments concerning previous ethics and legal approvals. The IRB of Externado University also approved the proposed research. The national survey designed by ARN had two aims: (1) an assessment of the mental health and quality of life of ex-members of illegal armed groups (this work was not related to the goals of the current study) and (2) an evaluation of the potential trajectories associated with violence by assessing social and mental health factors associated with confessed acts of violence in ex-members of illegal armed groups. Our work is the first report of this second aim. Two authors of the present study participated in the design of the original ARN survey.

Assessment of domains of violence
As a part of the extensive questionnaire implemented by the ARN, the participants were required to report the presence or absence of different DoVs. In particular, the participants were required to answer whether they had committed aggressive and violent acts, including the typical acts that occurred during the Colombian conflict (agreement to commit crimes, attacks against property, homicide, extortion, and kidnapping) within different DoVs. Ex-members were included in a DoV if they declared that they had committed violent acts in that domain. A group of questions was used to determine participants’ inclusion in the following four DoV categories.

Consequentialist DoV
This refers to a form of violence promoted by a utilitarian (“the ends justify the means”) principle. This behavior is grounded in the moral notion that the only things that matter in determining the ethical rightness of an action are its consequences. Aggression associated with utilitarian reasons seems to be more rooted in controlled, effortful, and conscious cognitive mechanisms rather than automatic and unconscious cognitive processes. In addition, this type of behavior could also be associated with empathy skills, political decision-making processes, and personality traits. Ex-members were included in this category if they declared that they had committed violent acts to pursue the group’s strategic goals.

Appetitive DoV
This refers to a form of aggressive behavior accompanied by feelings of pleasure in the perpetration of violence. This behavior can be sustained in a cycle of positive reward that leads to perpetuating aggression. Appetitive violence is displayed intentionally and it is associated with domination and intimidation. Ex-members were included in this category if they declared that they had experienced pleasure or enjoyment from perpetrating illegal violent acts.

R retaliatory DoV
This concerns a form of violence that happens when someone feels that he or she has been wronged and decides to take justice into their own hands and return the grievance. Retaliatory violence usually takes place when conflict escalates to the point of harm and usually is manifest in the form of cathartic behavior. This DoV usually emerges in response to negative emotions. Ex-members were included in this category if they declared that they had committed violent acts for vengeance or in retaliation against insults.

Impulsive DoV
This refers to a reactive form of violence that occurs in a sudden and unpredictable way and is activated in response to aversive stimuli or toward a perceived or imagined provocation. This reactive form of aggression leads to a reduction of aversive emotional arousal associated with anger or fear and is associated with impulsivity and weak emotional and cognitive control.
mechanisms. Ex-members were included in this category if they declared that they had committed violent acts as a consequence of episodes of impulsivity or anger.

Global violence

This refers to the expression of violent acts associated with all four previous DoVs. Although this pattern of violence is unconventional, previous studies have reported that some individuals could exhibit an ultraviolent pattern of behavior with high ratios of recidivism mediated by utilitarian, active, but also reactive forms of violence. Ex-members were included in this category if they declared that they had committed violent acts associated with the four DoVs.

The analysis of these DoVs is based on a theoretical background (see Elbert et al., Chester and DeWall, and Balash and Falkenbach), but also supported empirically, as shown by a principal component analysis (PCA). PCA is useful to identify main components underlying a large set of variables. PCA is robust in creating single scores and vectors that reduce a dataset's multidimensionality, on a data-driven basis, the existence of different categories across data. We used PCA to confirm on a data-driven basis the extent to which each theory-driven DoV can also be composed of different components. The PCA using the total PPs of 162 factors reduced the multidimensionality of the total PPs to two major components. We assessed in each component a t test (Bonferroni corrected) using the Euclidean distance between each two DoVs (see Table S3). The results of these analyses revealed that each DoV differed statistically from the other DoVs and from individuals who denied any DoV.

Assessment of potential predictors of violence

Social-contextual factors

The items of this factor comprised five different subfactors: (1) network adversities, (2) social vulnerability, (3) political context participation, (4) membership identification, and (5) normalization of violence. The mentioned subfactors evaluated different stages of the participants’ life by including items about situations that occurred before the participants joined the armed group (first stage), during the time that they were integrated in the armed group (second stage), and during the time after they left the armed group and accepted the reintegration processes (third stage). A detailed description of the items in each subfactor is provided in Table S1.

Contextual subfactor: social network adversities

Threatening social experiences. The participants were asked about their social exclusion experiences, including stigmatization, discrimination, or social exclusion, as well as the antecedent of being a victim of abuse by family relatives. Exposure to experience of violence. The participants were asked whether they had been victims of direct violence, whether their close relatives had been victims of violence, and whether they had witnessed a death or severe injury.

Contextual subfactor: social vulnerability

Access to socioeconomic resources. We assessed social class restrictions, including the access to facilities that ex-members experienced in their life trajectory. Access to educational and occupational resources. The quality and sufficiency of educational or professional training resources were assessed. For instance, this subfactor included questions on access to socioeconomic resources and whether the participants considered it normal to have debts or financial problems. The relevance of formal studies for status mobility or job skill learning to support an “honest living” was also assessed.

Social-contextual subfactor: political context

Political situations that impel social conflict. This subfactor included the evaluation of political guarantees and opportunities, the freedom to express political ideas, and access to political participation. In addition, we assessed the presence of political culture environments that promoted corruption and authoritarianism and evaluated conditions that restricted free speech and expression.

Social-contextual subfactor: membership identification

Group attachment and membership values are factors associated with violent behavior and aggressiveness. To assess this factor, we evaluated the network and types of attachment that the participants had with other members of illegal groups, commanders and comrades, as well as the degree of identification with the activities performed by the group.

Social-contextual subfactor: normalization of violence

This subfactor included items assessing the beliefs, attitudes, and acts that normalize the actions of armed groups, including the following beliefs.

Beliefs that normalize armed group life. We assessed the presence of cultural patterns that idealize the dynamics of combat, life in the armed group, the war environment, and the naturalization of armed conflict in the communities of the participants, even in the time before they joined the armed group.

Beliefs and attitudes toward compliance with juridical regulations. We evaluated beliefs and attitudes in contradiction with adjustments to normative and legal frameworks. The participants were assessed for their opinions regarding and motivations for complying with community and judicial norms. In addition, we scrutinized different problems in the generation of a legal income.

Individual factors

The items in this group corresponded to three subfactors: (1) mental disorder symptoms, (2) personality traits, and (3) quality of life. The mental disorder and personality trait subfactors were assessed following the model of classification of the Diagnostic and Statistical Manual of Mental Disorders, fifth edition, text revision (DSM-IV-R). The quality of life subfactor was assessed using an instrument previously used in populations with antecedents of violence.

The individual factor included three subfactors: mental disorder symptoms, personality traits, and individual protective factors.

Individual subfactor: mental disorder symptoms

To track mental symptoms, the participants were assessed with regard to whether they had presented symptoms of the most prevalent mental disorders (following the criteria of the DSM-IV-R) previously associated with violence, including depression, anxiety, addictive exaltation episodes, primary psychotic disorders, PTSD, substance abuse, intermittent explosive disorder, and pathological gambling. Each symptom was assessed using yes/no questions referring to the criteria of the major symptoms of each mental disorder. The ARN survey assessed mental health symptoms following a previously standardized instrument (the Composite International Diagnostic Interview, CIDI). This instrument is a comprehensive, fully structured interview designed to be used for the assessment of mental disorders according to the definitions and criteria of the DSM-IV. The CIDI has been shown to be reliably implemented in surveys to assess the prevalence, severity, and burden of mental problems in large datasets as performed in the current study. Nevertheless, our study did not pretend to provide a formal confirmation of a diagnosis of a mental disorder, as this requires an individualized assessment with an experienced professional in a clinical setting.

Individual subfactor: personality traits

All participants were also assessed for the most salient personality traits associated with violence, following the model of personality clusters described in the DSM-IV-R. This model includes three personality clusters (A, B, and C). The paranoid, schizoid, and schizotypal personality traits are integrated in cluster A; the borderline traits, antisocial narcissistic traits, and histrionic traits compose cluster B; and the dependent, obsessive, and avoidant personality traits are grouped in cluster C. In this study, we explored the presence of personality traits previously associated with violence, including paranoid, anti-social, borderlines, narcissistic, and dependent personality traits. Each participant was asked whether a particular trait described his or her personality well. Paranoid traits included distrust and suspicion of others, the misinterpretation of ambiguous remarks as threatening, and retaliation; antisocial traits included poor empathic skills, a disregard for norm compliance, deceitfulness, and appetite for risk. Borderline traits included emotional instability, feelings of emptiness, and externalized behaviors, including property damage. Narcissistic traits included a sense of grandeur, the need to be recognized, poor empathic skills, and utilitarianism. Finally, dependent traits included attachment anxieties, social isolation, and reactive emotional dysregulation.

Individual subfactor: protective factors

Following a well-designed instrument, the participants answered a group of questions regarding protective aspects that can prevent violence, including the degree of self-acceptance (ability to accept one’s perceived limitations and possibilities), self-projection (skills for generating a life plan and prospection), environmental adaptation skills (resources for adapting to contextual changes), social and emotional skills (abilities to regulate emotional responses and integrate
into social groups), and determinants of physical integrity (resources to satisfy basic health needs and the presence of physical symptoms). Here, we summarize the five components of this subfactor. A detailed description of the items that compose each aspect is provided in Table S2.

Self-acceptance. This component assessed the degree of one’s self-acceptance as a valuable and pleasant human being and the ability to accept one’s perceived positive and negative aspects as well as one’s limitations and possibilities.

Self-projection. This component examined the conditions, resources, and expectations of the person for building a life project and the skills of imagining him- or herself in the future with a concrete life plan.

Environmental adaptation skills. This component assessed the ability to face stressful situations, such as the death of a relative or the presence of financial difficulties. In addition, to explore this factor, the participants were asked about their skills to regulate emotional responses as well as the presence of relevant and intimate and supportive relationships.

Physical integrity. This component assessed respondents’ resources to satisfy basic health needs. In addition, it assessed the presence of symptoms of physical challenges, including chronic disease, pain symptoms, and disabilities.

Following previous procedures, the answers to each social contextual question (see Tables S1, S2, and S3) were entered in analyses in a binary form. In addition, we performed a global score of questions assessing each social contextual factor, including (1) social network adversities, (2) social vulnerability, (3) political context, (4) membership identification, and (5) normalization of violence. Each independent question (ordinal variables) and the global scores of each social contextual factor (continuous variables) were assessed in RFC analyses of each DoV.

Data analyses

Computational approach

Computational data-driven procedure. We followed a combination of automated analyses that included the implementation of DNN and machine learning methods, particularly, random forest procedures to increase the classification of each DoV.

Environmental adaptation skills. This component assessed the personal resources, abilities, and past experiences that support adaptation to life changes, such as displacement, migration, or forced change from an urban to a rural area as a consequence of armed conflict.

Socioemotional skills. This component assessed the ability to face stressful situations, such as the death of a relative or the presence of financial difficulties. In addition, to explore this factor, the participants were asked about their skills to regulate emotional responses as well as the presence of relevant and intimate and supportive relationships.

Physical integrity. This component assessed respondents’ resources to satisfy basic health needs. In addition, it assessed the presence of symptoms of physical challenges, including chronic disease, pain symptoms, and disabilities.

Following previous procedures, the answers to each social contextual question (see Tables S1, S2, and S3) were entered in analyses in a binary form. In addition, we performed a global score of questions assessing each social contextual factor, including (1) social network adversities, (2) social vulnerability, (3) political context, (4) membership identification, and (5) normalization of violence. Each independent question (ordinal variables) and the global scores of each social contextual factor (continuous variables) were assessed in RFC analyses of each DoV.

Deep-learning neural network procedures

DNN allows a computational model consisting of multiple processing levels that learn data representations with multiple levels of abstraction. This procedure has demonstrated high discrimination power in comparison with other machine learning approaches. Thus, using a DNN implemented in Python (TensorFlow library), we classified the participants based on different types of DoV. We initially included all PPVs of the database (n = 162). Then, after performing machine learning feature selection, we included only the selected relevant features (n = 20) in a second DNN to assess to what extent the classification of DoV is preserved and optimized with a selected number of features.

Features were normalized to a range of values between −1 and 1, so they all had a similar scale to avoid saturation on the activation function and make the gradient descent converge faster. The dataset was then split into training and test sets, which comprised 80% and 20% of the data, respectively (Figure 1C). The latter group was used to measure performance during the training process in every iteration. A similar procedure was used in the second deep-learning analysis ran with the selected relevant features (n = 20).

The DNN architecture was a fully connected neural network. Its major advantage is that no assumptions on the input are made. This neural network consisted of four hidden layers (Figure 1B) that contained the same number of nodes as the number of features included in the analysis (162 in the first analysis and 20 after feature selection). A non-linear sigmoid function was applied as the activation function on each hidden layer.

An Adam optimizer was used because it is an efficient extension of a stochastic gradient descent optimizer.132 Individual adaptive learning rates for each node are updated based on average estimates of the first and second moments (mean and centered variance, respectively) of the gradients as learning unfolds. The algorithm’s hyperparameters include learning rate, decay rate for the moving averages (β1 and β2), and ε (a small value that is fixed to avoid division by zero). Learning rates for the models were initially set at a standard value of 0.01132 and decreased if the model failed to achieve a low error rate (<6%).59,133 Decay rates and ε were initialized to default values (β1 = 0.9 and β2 = 0.999, ε = 10−8).132

Parameter initialization included assigning random values between 0 and 1 to the weights and zero values to the biases. However, for all datasets (global violence and the databases for each DoV) with all features and after feature selection, Xavier initialization134 was applied. Parameters were initialized as random draws from a truncated normal distribution with mean 0 and standard deviation following Equation 1:

$$s = \sqrt{\frac{\beta}{\pi}}$$  \hspace{1cm} (Equation 1)

where n is the number of nodes in each layer. This procedure reaches a minimum of the cost function faster and more efficiently by keeping the variance constant from layer to layer. The weights were still random, but positive and negative values close to 0 were assigned to produce outputs that followed a similar distribution across all nodes. Table S4 shows the initialization of the learning rates and the initialization values of the weights for each dataset.
The cost function used to measure the error between the neural network’s output and the actual target was the mean squared error, computed as shown in Equation 2:

\[
\text{MSE} = \frac{1}{2} \sum y_i - \hat{y}_i,^2
\]  

(Equation 2)

where \(\text{MSE}\) is the mean squared error, \(y_i\) is the actual target, \(\hat{y}_i\) is the output, where \(x_i\) is the sample, and \(w_i\) is the weight. This measure reflects the average magnitude of the error, irrespective of its direction. Because the difference between the observed and the predicted values is squared, it heavily penalizes predicted values, which are very different from the observed ones.

As a regularization procedure for avoiding overfitting, a dropout approach was employed in the fourth hidden layer with a keep probability of 0.5. The optimization procedure was iterated until the minimum error on the training set and the maximum accuracy on the validation set (the number of observations that were correctly classified) were reached (Figures 1A–1C and Table S4).

**Progressive feature elimination procedure**

To assess which features were the most relevant to the classification, we performed a PFE analysis. These analyses were performed with a non-linear classifier, specifically an RFC implemented in Python’s scikit-learn package, with a fixed number of trees (1,000) and the recommended number of features (P) in each split, where P is the square root of the total number of features. Thus, we used an RFC that systematically assessed ordinal and continuous variables. Nominal variables without intrinsic ordering were not included in analyses, as they affect RFC performance. The RFC iteratively calculates for each variable and split point the best fit for classification. In both ordinal and continuous variables, this procedure’s result is a binary split, which is assessed using the same function. First, we left out 20% of the sample to measure the performance of the final selection. The remaining 80% was split into 30 stratified (balanced) folds. We trained 30 RFCs using 29 folds, leaving out one of them (validation fold) each time (Figure 1D1), following a similar approach used in a previous study.

**Random forest, feature selection procedure**

We address a classification problem where the input is a set of N vectors in a D-dimensional space, where each dimension is a PPV. We consider a two-class classification problem: non-violent (nV) versus a certain DoV. So, given a training set composed of N vectors \(X = [x_1, x_2, ..., x_N]\), together with a corresponding vector of labels \(Y = [y_1, y_2, ..., y_N]\), where \(y_k \in \{nV, DoV\}\), we build an RFC so that for any new sample \(x^* \in \mathbb{R}^D\) we can predict a \(y^* \in \{nV, DoV\}\).

To assess which features were the most relevant to the classification task, we generated a feature ranking and selected a number of top-ranked features to optimize the classifier performance. RFC intrinsically generates a feature ranking based on Gini impurity; a decision-tree measure that chooses the optimal threshold to split a certain feature. Each tree in the forest can compute how much the weighted impurity decreases due to the splits for each feature; then the impurity decrease from each feature can be averaged over the forest.

Considering a feature \(f \in \mathbb{R}\) for which we have N samples tagged by \(y_k \in \{nV,DoV\}\), where \(\rho_{nV}\) is the proportion as samples tagged as non-violent and \(\rho_{DoV} = 1 - \rho_{nV}\), the Gini impurity index is shown in Equation 3:

\[
\text{GINx}_f(n) = \sum_{k \in \text{pred}(n)} \rho_{nV}(1 - \rho_{nV}),
\]

(Equation 3)

Then the decrease in the Gini impurity in node n due to a split over feature f is shown in Equation 4:

\[
\Delta \text{GINx}_f(n) = \text{GINx}_f(n) - g_{nV}(n) \times \text{GINx}_f(n) - g_{DoV}(n) \times \text{GINx}_f(n),
\]

(Equation 4)

where \(g_{nV}(n)\) and \(g_{DoV}(n)\) are the proportion of samples at the left and right of the split in the node n. \(\text{GINx}_f(n)\) and \(\text{GINx}_f(n)\) are the impurity measured over the samples at left and right of the split.

Thus, the computes for the whole forest are shown in Equation 5:

\[
\Delta \text{GINx}_f(n) = \frac{1}{|n|} \sum_{i \in n} \Delta \text{GINx}_f(n),
\]

(Equation 5)

where \(n(f)\) is the set of nodes in the whole forest in which the feature is involved. Finally, the average is normalized, so the sum of the feature importance is equal to 1 (see Supplemental information S2). Each trained RFC ranked the features according to their importance index. Such importance reflects how much the average Gini impurity index decreased in the forest due to its use as a node in a tree. We used this ranking to progressively eliminate the features one by one, removing, at each step, the feature with the lowest importance (Figure 1D2). In each step, a new RFC was trained over the feature-reduced dataset, and its performance (accuracy) was assessed on the validation fold.

Using the mean validation accuracy over the 30 folds, we visually defined the optimal number of features (N), i.e., using more than N features failed to improve the classifier’s performance (Figure 1D3). We used 30 folds to have a desirable number of mean values to statistically model the distribution of accuracies. We expected the Nth first features (the most important features) to maintain their position through the trials (Figure 1D5). We visually compared how much a feature moved in the ranking with respect to the median position to assess the stability of the ranking of the features across the 30 folds (Figure 1D6).

The final selection was made by training a new RFC on the full set, sorting the features by their importance, and selecting the N most important. Following a previous procedure, the final performance was estimated on 20% of the sample that we kept apart. The accuracy of using the N selected features should not be worse than that of using the full set of features (Figure 1D4).

**Post Hoc analysis (recursive feature elimination)**

We performed a recursive most important feature elimination analysis to verify the information distribution between the selected features. Because this procedure was designed to evaluate to what extent an accurate classification was dependent on a single feature or a minimum set of relevant information, we performed it only for the global violence dataset. The dataset was iteratively trained on the whole training partition (80%), and its performance was measured on the test partition (20%). A cross-validation procedure was used on the training partition. To this end, we trained 30 RFCs using 29 folds, leaving out one of them (validation fold) each time. We used this procedure following a similar approach. We used 30 folds to obtain a desirable number of mean values to statistically model the distribution of accuracies. The classifier started the process using the full set of features, and for each iteration, the most important features were removed from the dataset until only one was left. Finally, the process generated a test accuracy curve that showed how much the classifier’s performance decreased due to feature removal. We expected to obtain a smooth descending curve (as shown in Figure 2B4), which means that information is not concentrated in a few features but is distributed among a selected set. A single train-test procedure was used at each step (80% for training and 20% for test) to assess the importance of the features in each iteration (Figure 1D).

We used confusion matrices to improve the visualization of the performance of the PFE in categorizing each DoV. Each row of the matrix represents instances in the actual class (violence versus non-violence), while each column represents instances in the predicted class (violence versus non-violence). We estimated two confusion matrices for each DoV to compare the performance of the PFE in predicting violence using the full set of predictors (PPV = 162 features) versus the selected predictors (PPV = 20 features) (Figures S1A–S1E).
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