VolNet: Estimating Human Body Part Volumes from a Single RGB Image
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Abstract

Human body volume estimation from a single RGB image is a challenging problem despite minimal attention from the research community. However VolNet, an architecture leveraging 2D and 3D pose estimation, body part segmentation and volume regression extracted from a single 2D RGB image combined with the subject’s body height can be used to estimate the total body volume. VolNet is designed to predict the 2D and 3D pose as well as the body part segmentation in intermediate tasks. We generated a synthetic, large-scale dataset of photo-realistic images of human bodies with a wide range of body shapes and realistic poses called SURREALvols. By using VolNet and combining multiple stacked hourglass networks together with ResNeXt, our model correctly predicted the volume in $\sim 82\%$ of cases with a 10% tolerance threshold. This is a considerable improvement compared to state-of-the-art solutions such as BodyNet with only a $\sim 38\%$ success rate.

1. Introduction

Reconstruction of 3D poses and shapes from a single 2D image has received increasing attention from the deep learning community [9, 46, 31, 21, 25, 40, 11]. Currently, limited work has been done on estimating the volume of objects and, especially, human body parts. In fact, similar work is limited to estimating the shape of an object e.g. by estimating the parameters of a model similar to Skinned Multi-Person Linear Model (SMPL) [24]. However, there are many applications in the fields such as ergonomics, virtual try on, and medicine, where body volume fractions are crucial. Furthermore, the weight of individual body parts can be calculated using volume and density. Our study shows that the volume of body parts can be estimated from a single 2D RGB image. To do this, we designed and implemented a novel custom neural network architecture based on the stacked hourglass [30] approach. Our main contribu-

1 https://github.com/fleinen/SURREALvols

Figure 1: Two good and one bad predictions with all inputs, outputs and intermediate results. The volumes are given in $dm^3$. In each case, the first value represents the predicted value, the second one the ground truth value.
tions are the following:

- We extended the SURREAL dataset [38] with volumes of 14 different body parts leading to a novel benchmark dataset called SURREALvols.

- We introduced a novel network architecture that can estimate the total volume of a human being as well as the volumes of 14 individual body parts using a single RGB image with an accuracy of ~82% with a tolerance threshold of 10% of the body volume.

- We show how to improve the volume regression for single body parts when fine-tuning the network, which leads to an additional ~2% increase in Mean Absolute Percentage Error (MAPE).

2. Related Work

**Pose and 3D Body Representation.** Estimating human pose from an individual 2D image is possible by leveraging neural networks based on a stacked hourglass architecture [46, 30, 16, 6]. Typically, multiple hourglass modules are stacked together enabling the network to reevaluate initial guesses. Next to the pose, there are many applications requiring a digital 3D representation of the human body. For example, VR and AR [23, 17], computer animations [7, 34, 27], or in car monitoring. SMPL is a generative human body model trained over real body scans [24]. The shape $\beta \in \mathbb{R}^{10}$ is obtained from the first coefficients of the PCA while the pose $\theta \in \mathbb{R}^{3K} + 3$ is modeled by the relative rotations of the $K = 23$ joints in axis-angle representation. Overall, SMPL provides a male and female template mesh, each consisting of 6890 vertices and 23 joints. Thus, a considerable number of realistic human body shapes can be simulated in different poses.

The dataset is organized into a maximum of 100 frame clips where, body shape, texture, background, lighting, and camera position are constant, and only the person’s pose and location change. Subjects are based on SMPL which allow generation of people with a wide range of poses and shapes. To ensure that the poses and motions look realistic, positions are taken from the CMU MoCap database [1] which contains 3D positions of MoCap markers of more than 2000 sequences. Fitting SMPL to these markers leads directly to the SMPL pose parameters. At the beginning of each clip, the person is placed at the center of the picture and is allowed to move away within one clip. SMPL’s ten shape parameters are sampled randomly and not changed within one clip. To achieve a photo-realistic appearance of the resulting RGB data, a human texture is added to the mesh. Textures were extracted from CAESAR [32] scans showing people in tight-fitting as well as usual clothing. The textured person is rendered in front of a real-world photo randomly sampled from the LSUN dataset [45] using only images from the kitchen, living room, bedroom, and dining room categories. The background and the person have no relation to each other, leading to people floating and intersecting with invisible objects. To further improve variance, camera pose and lighting were randomly sampled.

**3D reconstruction.** Reconstructing the 3D position and 3D shape of arbitrary and specific objects has received increasing attention. Navaneet et al. directly regressed 3D features using a deep neural network from a 2D image [29]. For the purpose of estimating the 3D shape of a human body, the typical technique is to regress the parameters of a predefined human shape model such as SMPL. Bogo et al. [10] extracted keypoints from RGB images and fit them to SMPL. Lassner et al. extended this approach to use 2D silhouettes [22]. BodyNet [37] represents the 3D body in the form of voxels, different from previous approaches directly estimating the 3D body pose and shape. The BodyNet architecture uses multiple stacked hourglass networks to predict the 2D and 3D pose, as well as the body part segmentation. Before estimating the actual 3D shape in a voxel grid, the output is then optionally fit to the SMPL model. BodyNet is trained on the SURREAL [38] and Unite the People [22] datasets. Xu et al. used DensePose [15] to estimate an IUV map as a proxy representation to fit SMPL [43]. To improve the training process, they use a render-and-compare approach. Alldieck et al. proposed an approach that predicts 3D human shapes in a canonical pose from an input video showing the subject from all sides [4]. A deep convolutional network predicted the shape parameters only. Like Xu et al., they improved their training process using render-and-compare on a few frames. In subsequent work they introduced Tex2Shape to generate a detailed 3D mesh from only a single RGB image [5], and made use of DensePose’s UV coordinates to first regress SMPL shape parameters $\beta$ using a simple convolutional network architecture and then generated normals from the DensePose’s texture maps using GAN architecture. The normals were then used to refine the 3D mesh, resulting in a detailed 3D mesh of people wearing clothes.

**Visual Body Weight Estimation.** Velardo et al. estimated human body weight using a linear regression model that maps seven different body measurements (body height, upper leg length, calf circumference, upper arm length, upper arm circumference, waist circumference, and upper leg circumference) to the body weight [39]. Data from National Health and Nutrition Examination Survey (NHANES) [13] was used for optimization. Due to the lack of data for human bodies with total body weight below 35 Kg or above 130 Kg, consequently only 27k data points were available. The resulting model predicted the weight of 60% of samples from the test set with a maximum error of ±5%. 93% of the samples were predicted with a maximum error of ±10%. Since this model is biased because it was con-
structured with data collected only in the USA. To estimate the weight from 3D objects, Jia et al. [19] established a mathematical model to calculate the volume of food from 2D images. Then Xu et al. [42] improved the food volume estimation based on prior knowledge. In 2016, Hippocrate et al. [3] demonstrated how to not only derive the volume of food, but directly estimate its weight. While for human beings, most publications concentrate on human shape estimation [55, 14, 47], with little work directly estimating weight or body mass index [12, 2].

3. Baseline Algorithm

Even though Allidieck et al. achieved visually good results with Tex2Shape [5]. Their approach aimed to predict a 3D mesh including clothes, hair and wrinkles, in the present study we aimed to predict body volumes in the absence of clothing. Moreover, The data used by Allidieck et al. is not publicly available making it impossible to calculate ground truth volumes for comparison [5]. Therefore, while BodyNet’s output of a voxel grid without the person’s body height, and requires manual volume calculations, we used this as the baseline algorithm for our approach. However, for our evaluation, the test set of SURREALvols was used as the input for BodyNet. BodyNet is trained on SURREAL, which uses the same poses and textures with the same training and test split, making it a reasonable comparison for the following approaches. Also, BodyNet expects input images cropped to the bounding box of the person, so the images from SURREALvols were cropped and resized. Then, for each input image, BodyNet returned a $128 \times 128 \times 128$ probability grid. This grid was converted to a binary voxel grid using a threshold of 0.5 as reported in the official BodyNet implementation. As previously mentioned, BodyNet does not contain real volume information since it is not scaled with respect to absolute references. Thus, first the edge length of a single voxel is calculated by using the highest and the lowest points of the predicted person. By subtracting the lowest point from the highest, an absolute height is obtained. It is important to note that, since points are chosen in the current pose, the highest point may be a lifted hand which could lead to possible errors in the estimated value for body height. This was done for the ground truth mesh, resulting in height in meters $h_m$, and for the predicted voxel grid, resulting in height in numbers of voxels $h_v$. Thus, the reference points can be easily obtained for both the ground truth model and BodyNet’s prediction. Using these two values, the edge length $l_q$ and the volume of a single voxel $V_q$ were obtained. To calculate the total volume of BodyNet’s prediction $V_{tot}$, the total number of filled voxels $|\text{Voxels}|$ is used:

$$l_q = \frac{h_m}{h_v}$$

(1)

$$V_q = l_q^3$$

(2)

$$V_{tot} = V_q \cdot |\text{Voxels}|$$

(3)

The total volume of BodyNet’s output $V_{tot}$ was compared to the ground truth volume, where the mean Absolute Error (AE) was 11.8 % with $\sigma = 9.82$ and the Absolute Percentage Error (APE) mean is 15.66 % with $\sigma = 11.76$ measuring in $dm^3$. The cumulative distribution of the APE is visualized in Figure 2.

4. Approach

Our approach can be divided in two parts: data generation and model training. Our newly generated dataset was based on SURREAL [38]. We calculates the volume of 14 body parts and used the body height obtained in the model’s neutral pose as a reference. This data was then used as ground truth information. The learning goal of the network architecture was to estimate the individual body part volumes by using a single RGB image as well as the body height. Due to information loss when projecting a 3D representation onto a 2D image plane, estimating the volume without knowing the body height is non-trivial. Even though there are multiple approaches to estimate the body height by correlating different reference lengths [3], it is more promising to estimate the body height from well-known keypoints extracted from the person’s surroundings. Unless stated differently, in our approach body height is considered a known parameter and is used as an additional input for our model. In the ablation studies, we report results with unknown body height. Our proposed model predicts the 2D and 3D pose as well as the body part segmentation before finally regressing the subjects body part volumes.
4.1. Data

Ideally, a dataset that can be used for body volume estimation consists of photo-realistic images of humans in realistic poses combined with a wide range of different labels, such as 2D and 3D poses, body part segmentation, body height, and body volume. Most of these attributes are available in the SURREAL dataset except for body height. To create SURREALvols, we extended the SURREAL dataset. While the basic structure of SURREAL remained unchanged, we generated RGB images and body part segmentations. Moreover, the same poses, textures, and training/validation split were used as in [38]. Backgrounds were randomly sampled from bedroom images within the LSUN dataset [45]. Since this category alone contains roughly 3 million images, the variance in backgrounds is sufficient for good results. Due to a reported error in SURREAL’s original mapping of mesh vertices to segments, the segmentation may contain some errors. Even though the impact of this bug is quite low, it has been fixed for SURREALvols. First, the RGB image and segmentation masks are generated. Next, we calculated the 2D and 3D pose annotations, and finally the shape parameters were used to determine the person’s body height and body part volumes. For calculating the body height, the shape parameters were applied in SMPL’s neutral pose. Then, we determined the highest $p_i^h$ and lowest $p_i^l$ points and body height was calculated by subtracting their y-values, where y is the axis pointing to the top. Instead of calculating the overall body volume, we calculated the volume of each body part. This more detailed representation is required for some use cases and can help in improving the learning process of the model by breaking it down into a subset of simpler tasks. To calculate the volume of each body part, SMPL’s mesh was split into the corresponding body parts. The mapping of vertices to body parts was given by SURREAL when generating the 2D segmentation where the incorrectly mapped vertices were corrected. It is noteworthy that in the given mapping, the fingers and toes do not belong to the hands and feet. Also the torso is split into seven parts. For consistency with BodyNet’s segmentation network, these parts are merged to represent the same fourteen logically reasonable body parts. In order to calculate a mesh’s volume, we manually preprocessed it to ensure that they were manifold. The result is a list for each body part containing the mesh’ faces that consists of vertices from the SMPL model, referred to as template. To calculate the volumes of the body parts, SMPL’s pose and shape parameters were applied, and changed the position of the vertices. Next, the volume was calculated as:

$$V_{tot} = \sum_{i=0}^{\text{faces}} \frac{1}{6} \cdot \vec{f}_{i1} \cdot \vec{f}_{i2} \times \vec{f}_{i3}$$

where $\text{faces}$ denotes the total number of faces in the mesh and $\vec{f}_{i1}$ to $\vec{f}_{i3}$ are the three vertices of a single face $f_i$.

Following this procedure, a dataset contained 372,142 RGB images each with a resolution of 256 px $\times$ 256 px. Additionally, the 2D and 3D poses, as well as the body part segmentations were generated. The 2D and 3D poses consisted of 23 joints and the body part segmentation consisted of 25 segments including the background. Examples are shown in Figure 3 where some joints are omitted and some segments are merged together for illustration purposes. The structure corresponds to SURREAL, where each image, or frame, is assigned to a group, or clip, containing up to 100 images. For SURREALvols, the background image, the lighting, the distance to the camera, the rotation about the person’s vertical axis, the person’s gender and shape were all fixed. Fixing the shape for all images within a clip resulted in the same body part volumes within one clip. The location of the person, represented as $u$ and $v$ coordinates in image space, was sampled for each frame. Additionally, the pose was changed using the next pose from a CMU MoCap sequence, as done in [37]. The clips were split in to training, validation and test sets, so that all the frames in one clip belonged to either one of the sets. For the training and validation sets, poses, textures, and background images were randomly sampled. The test set was generated using new backgrounds and randomly sampled poses and textures that were used in the training and validation sets. Figure 1 shows further statistics of the generated data. The last row lists the number of frames where the person is fully visible.

3https://github.com/gulvarol/surreal/issues/7
For validation, only one frame with a fully visible person per clip was used. One clip had no frame where the person was fully visible, and only 2254 frames were used for validation.

The mean body volume in the training set was 79.4 dm³ where the torso accounted for the largest part with 42.1 dm³, followed by the head with 7.4 dm³, the upper legs with 5.9 dm³ and 5.8 dm³ on the right and left side, respectively. Furthermore, the body heights were sampled to follow two individual Gaussian distributions, one for each gender. The sampling process ensured a wide range of attributes while still being comparable for training, validation and test sets.

### 4.2. Model Training

VolNet goes through multiple intermediate tasks before regressing the volume of the body parts. As shown in this section, these tasks help the network to gain a deeper understanding of the scene. First, the 2D pose (the pixel locations of the 16 joints) is estimated and acts similar to an attention map for the subsequent segmentation step. Further, it provides the first indication of the perspective. In the next step, the image is segmented into the 14 body parts plus the background. The surface areas provide essential information about the size and volume of each body part and is highly dependent on the real 3D pose of the subject. For example, if a person stands sideways to the camera, the calculated surface is far smaller compared to a subject standing face-forward. The 3D pose is estimated during the last intermediate tasks. Combined with the raw RGB image, the output of each subtask is used in the final volume regression network to estimate the subject’s body part volumes. The tasks build upon each other. While the 2D pose estimation only uses the raw RGB image as input, the body part segmentation uses the findings of both the 2D pose estimation and the raw RGB image. The 3D pose estimation then uses the RGB image as well as the estimated 2D pose and body part segmentation. The overall architecture is shown in Figure 3. Each intermediate tasks adds more knowledge and improves the learning process. Additionally, they can be considered domain-invariant feature representations which make domain adaption even easier.

In theory, an unlimited amount of data for SURREALvols can be generated. In practice, however, the number of certain variance factors, especially textures, is limited. To boost the ability to generalize, the RGB images are augmented by manipulating the color, contrast and brightness, adding random noise, and blurring the image during training.

### 4.2.1 Intermediate Tasks

All intermediate tasks use a stacked hourglass architecture which uses 256 × 256 inputs and produces 64 × 64 outputs. For consistency, we set the spatial resolution of the input and output to 256 × 256. The entire architecture of a single subnetwork is shown in Figure 3. The front module is responsible for decreasing the spatial resolution to 64 × 64, and both stacks are taken from the original stacked hourglass network. In order to balance performance and inference time, every subnetwork uses only two stacks of hourglasses. We extended this architecture with a rear module that increased the spatial resolution to 256 × 256 again. This module combined 2 × 2 nearest-neighbor scalings, batch normalization [18], and residual blocks. After reaching a resolution of 256 × 256, the input is concatenated to allow the network to correct the predictions on a pixel-level. The loss is calculated for the output of each stack in 64 × 64 and also for the final output of the layer in 256 × 256.

The subnetwork for estimating the 2D pose is structured as described above where only a single RGB image was used as input. The output was a tensor with 16 channels, one for each joint. SURREALvols contained 23 different joints but only those considered essential to describe the body pose were selected. RMSprop optimizer with a learning rate of 2.5 × 10⁻⁴ and Mean Squared Error (MSE) loss was used. The described subnetwork correctly predicted 97.00% of all keypoints, using the PCK@0.05 metric. With 89.04%, the network performed worst for the right hand. It performed best for the head with 99.87% of the samples classified correctly.

For inferring the body part segmentation, the raw RGB image was used as well as the predicted 2D pose. Both are concatenated in their channel dimension resulting in an input tensor with 19 channels. The output of this network had 15 channels, 14 different classes of body parts plus one for the background. For training, Categorical Cross-Entropy (CCE) loss and Adam [20] with default parameters and learning rate α = 2.5 × 10⁻⁴ are used. The overall performance measured in IoU (excl. BG) on the validation set was 81.17%. The best values were achieved for the head and torso, with 92.51% and 92.32% respectively. In contrast, the performance on the hands was the worst with 69.02% and 69.84%. For the background, we reached an IoU of 99.73%.

The subnetwork responsible for estimating the 3D pose

|          | train | validation | test |
|----------|-------|------------|------|
| clips    | 9,298 | 2,255      | 2,500|
| frames total | 297,482 | 72,160     | 2,500|
| frames fully visible | 194,474 | 48,698     | 2,014|

Table 1: Number of frames contained in SURREALvols
used as inputs the RGB image, the 2D pose, and the body part segmentation which were concatenated along their channel dimension resulting in a tensor with 34 channels. As in BodyNet, the 3D pose is represented as a 16 voxel grid, one for each joint, containing a multivariate Gaussian with its mean at the position of the joint. BodyNet assumes that the depth of a body roughly fits in 85 cm, split into 19 bins where each bin represents a range of 5 cm. For our approach, we instead used the relative depth in an orthogonal projection and split the depth into 12 bins rather than 19.

This subnetwork mainly focused on estimating the depth value for each joint since the spatial position was already known from the first subnetwork. As with the 2D pose estimation, this subnetwork was trained using RMSprop optimizer with a learning rate of $2.5 \times 10^{-4}$ and MSE. For evaluation, the accuracy with a fixed threshold of 12 pixels for the spatial resolution and two bins for depth were used. The maximum accuracy of 82.55% was reached.

4.2.2 Volume Regression

The last step in VolNet predicts the volume of 14 predefined body parts. It uses the RGB image combined with the results from the previously mentioned subtasks concatenated along their channel dimension. This results in a single $256 \times 256 \times 226$ tensor. The body height in centimeters is used as an additional input to the network. Hence, the subnetwork must deal with spatially dependent data as well as single scalar data. For the convolutional component, we used a standard ResNeXt-50 [41] with a cardinality of 32. The body height is concatenated to the resulting vector of the convolutions consisting of 2,048 values. The result is passed to a fully connected portion with only two fully connected layers, one hidden and one output layer. The hidden layer has 1,024 neurons and uses leaky ReLU activation with $\alpha = 0.1$. Since there are 14 body parts, the output layer has 14 neurons with linear activation. Since body part volumes are strongly influenced by body height and are sensitive to small changes, batch normalization was not used to preserve exact body height.

We calculated the MSE between the ground truth and
Table 2: Performance of VolNet on the test set clearly showing that our architecture is able to predict the subjects body part volumes accurately.

| Body Part          | AE [dm³] μ | σ | APE [%] μ | σ |
|--------------------|------------|---|----------|---|
| head               | 0.4        | 0.4 | 6.2      | 5.2 |
| torso              | 3.0        | 3.2 | 7.8      | 8.1 |
| left upper arm     | 0.2        | 0.2 | 11.3     | 10.3 |
| left fore arm      | 0.1        | 0.1 | 8.6      | 7.1 |
| left hand          | 0.1        | 0.0 | 10.0     | 8.4 |
| right upper arm    | 0.2        | 0.2 | 10.4     | 10.2 |
| right fore arm     | 0.1        | 0.1 | 8.6      | 7.5 |
| right hand         | 0.1        | 0.0 | 10.0     | 6.8 |
| left up leg        | 0.5        | 0.5 | 9.8      | 9.3 |
| left lower leg     | 0.2        | 0.2 | 8.7      | 7.1 |
| left foot          | 0.1        | 0.1 | 6.8      | 4.7 |
| right up leg       | 0.5        | 0.5 | 9.7      | 9.3 |
| right lower leg    | 0.2        | 0.2 | 8.3      | 7.0 |
| right foot         | 0.1        | 0.1 | 6.4      | 4.6 |
| total volume       | 4.7        | 4.9 | 6.2      | 6.2 |

5. Evaluation

MAPE is used for evaluating the performance of the model. Compared to the Mean Absolute Error (MAE), MAPE has the advantage that small errors are weighted heavier in low volume models than high volume models. In other words, a total error of 5 dm³ is too much for a 40 dm³ person, while it is a good result for a 130 dm³ person.

5.1. Basic Algorithm

Figure 6 shows the cumulative error, meaning the ratio of predictions on the test set within a certain MAPE. In Table 2, the AE and APE of the model are given with their mean and standard deviation for the validation set. Using the validation set and measured in MAPE, the model performed best on the total volume. Possibly because estimation errors of different body parts tend to cancel each other out.

On the test set, we obtained a 6.17% MAPE for the total volume, which is just slightly worse than the 5.3% achieved on the validation set. Again, the MAPE was the highest for the two arms (11.3% and 10.4%) and the lowest for the head (6.2%). The results for all body parts are shown in Table 2. VolNet correctly predicted ~82% of cases using a tolerance threshold equivalent to the 10% of the body volume.

Comparatively, BodyNet only correctly predicted ~38% of cases. Two examples where the model performed well are shown in the first and second column of Figure 1. For body part volumes both the prediction and the ground truth are given. The predictions for each single body part were accurate and resulted in good predictions for the total volume. VolNet performed well on poses where the person is standing, walking or jumping, and with different arm positions. These are typical sport poses which are well represented in the training set. However, the network did not perform well with some challenging poses, for example, images where the person is shown from above or below. Intermediate tasks, however, provided better results but were still unable to accurately predict volumes. Therefore, some body poses have less information about the person’s shape, and thus the volume, to allow the network to perform well.

To get a better understanding of how the pose influences the output of the model, different rotations are tested where a person in a neutral pose is rotated. We defined the neutral...
pose as the pose where a person is standing straight with arms outstretched facing the camera. First, the person is turned around the y-axis producing a sort of front flip. Next, the person is turned around the z-axis like for a pirouette. For each axis, 360° images with a constant interval of 1° are generated and passed through the network. The percentage error was calculated and the results are shown in Figure 7. For rotation around the y-axis, we noticed that the prediction for a person standing straight at π works with very little error. Then, a small rotation in both direction leads to an error of up to -26% which means that the model overestimates the person’s volume. A small change in perspective up or down makes the person measured in pixels smaller within the photo. Since the real body height of the person is known and therefore constant, the person becomes wider from the perspective of the model and an overestimation of the volume. At some point around π ± π/2 the model captures the change in perspective that translate into better accuracy. At 3π/2 and 3π the person is only visible from below and above. In these positions, the estimation is inaccurate due to insufficient information. Predictions for the rotation around the z-axis are more stable. Again, at π the person looks straight into the camera. Even the predictions for the side views at π and 3π/2 are good. When the person is only visible from the back at around 0 and 2π, predictions are less stable. From this perspective, the body parts with high variance, such as the chest and belly, are not visible. Consequently, the model has too little information to correctly estimate the volume.

5.2. Ablation Studies

We studied the influence of each subtask on the final result by training the last subnetwork responsible for regressing the volume with only a subset of inputs. For every combination of inputs, the last subnetwork was trained for five epochs and the best weights were used for testing. Results are reported in Table 3. Increasing the number of inputs helped the network capture more details about the images. In fact, as seen in the last row, body height is crucial for network’s performance. In practice, body height could be obtained by using well-known keypoints from the surroundings. Furthermore, every subtask improved the overall performance. As seen in the second row of Table 3, the 2D pose is essential for the network to capture something meaningful. The absolute improvement by adding the segmentation and 3D pose was marginal. However, the relative improvement was around 15% for each additional input. Since the network was not trained end-to-end, and the loss over the volumes did not affect the first subnetworks, the improved performance is probably not achieved by a higher network capacity.

| Inputs to last subnetwork                        | MAPE |
|--------------------------------------------------|------|
| RGB, Body Height                                 | 26.25|
| RGB, 2D Pose, Body Height                        | 8.45 |
| RGB, 2D Pose, Segm, Body Height                  | 7.25 |
| RGB, 2D Pose, Segm, 3D Pose, Body Height         | 6.17 |
| RGB, 2D Pose, Segm, 3D Pose                      | 13.37|

Table 3: Ablation studies to measure the performance of different combinations of intermediate tasks.

5.3. Single Body Parts

We studied the volume estimation of a single body part. So far, the network is trained to predict all volumes at the same time. We investigated if performance could be improved by training the network to only learn the volume of a single body part. Therefore, the best performing weights of all subnetworks were used and we fine-tuned the subnetwork responsible for regressing the volumes. For the evaluation, we used the left upper arm, because VolNet performed worst on this body part, and the head, because this might be of particular interest in many use-cases. MSE was used as the loss function, but in this case it is only calculated for the single body part under consideration. The same parameters for the optimizer were used except that the learning rate was lowered to 1 · 10⁻⁴.

The MAPE for the head was improved from 6.3% to 4.0% and the left upper arm improved two percentage points to 8.1%. When training on all body parts jointly, the network focuses more on the body parts that contribute the most to the total volume. Since MSE is used as a loss function, the impact of larger body parts increases exponentially. Additionally, it might also improve as more capacity is available for only a single body part.

6. Conclusion

In this paper, we introduced VolNet: a deep neural network architecture able to predict human body volumes from a single 2D RGB image. To the best of our knowledge, this is the first time such an approach has been used to accurately estimate body volumes from single RGB images and body height only. We extended the SURREAL dataset with human body volumes leading to a novel dataset called SURREALvol. Using this dataset, we were able to estimate the total volume of a person, as well as the volumes of 14 single body parts with ~97% accuracy. Our approach outperforms volume regression based on BodyNet by more than ~27% and sets a new baseline for body volume estimation. In addition, volume regression for single body parts can be further improved by up to ~2% when fine-tuning the network to specific body parts.
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