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Abstract

Let $f$ be an $H$-periodic continuous function. The approximation order of the function $f$ by deferred Cesàro means of its hexagonal Fourier series is estimated in uniform and generalized Hölder metrics.
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1. Introduction

The order of approximation of $2\pi$-periodic continuous functions on the real line is studied by many mathematicians in recent decades. There are several results on the order of approximation by partial sums and various means (Cesàro means, Abel-Poisson means, de la Vallée-Poussin means, etc.) of trigonometric Fourier series in the literature. In these works, usually, it is assumed that the functions belong to Hölder spaces or their generalizations (see [2,3,9–11,13,15,17]).

Estimating the degree of approximation of functions of several real variables is also important in trigonometric approximation theory. Approximation problems of functions defined on cubes of the $d$–dimensional Euclidean space $\mathbb{R}^d$ are usually studied by assuming that the functions are $2\pi$–periodic with respect to each of their variables (see, for example, [15, Sections 5.3 and 6.3] and [17, Vol. II, Chapter XVII]).

In the case of non-tensor product domains, for example, in the case of hexagonal domains in the Euclidean plane $\mathbb{R}^2$, other types of periodicity are needed to study approximation problems. The periodicity defined by lattices allows us to study approximation problems on spectral sets of lattices. In this section we give basic knowledge about hexagonal lattices, $H$-periodic functions and hexagonal Fourier series. It is well known that the hexagon lattice offers the densest packing of $\mathbb{R}^2$ with unit balls. Thus, the hexagon lattice and hexagonal Fourier series have great importance in Fourier analysis. More general information about lattices and Fourier analysis on spectral sets of them can be found in [12] and [16].

The hexagonal lattice is defined by

$$H\mathbb{Z}^2 := \{ Hk : k \in \mathbb{Z}^2 \},$$
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where
\[ H = \left( \begin{array}{cc} \sqrt{3} & 0 \\ -1 & 2 \end{array} \right) \]
and \( \mathbb{Z}^2 = \{ k = (k_1, k_2) \in \mathbb{R}^2 : k_1, k_2 \in \mathbb{Z} \} \). \( H \) is called the generator matrix of this lattice. The spectral (or fundamental) set of hexagonal lattice is
\[ \Omega_H = \left\{ (x_1, x_2) \in \mathbb{R}^2 : -1 \leq x_2, \frac{\sqrt{3}}{2} x_1 \pm \frac{1}{2} x_2 < 1 \right\}. \]

It is more convenient to use the homogeneous coordinates \((t_1, t_2, t_3)\) that satisfies \( t_1 + t_2 + t_3 = 0 \). If we define
\[ t_1 := \frac{x_2}{2} + \frac{\sqrt{3} x_1}{2}, \quad t_2 := x_2, \quad t_3 := -\frac{x_2}{2} - \frac{\sqrt{3} x_1}{2}, \] (1.1)
the hexagon \( \Omega_H \) becomes
\[ \Omega = \left\{ (t_1, t_2, t_3) \in \mathbb{R}^3 : -1 \leq t_1, t_2, -t_3 < 1, \ t_1 + t_2 + t_3 = 0 \right\}, \]
which is the intersection of the plane \( t_1 + t_2 + t_3 = 0 \) with the cube \([-1, 1]^3\).

We use bold letters \( \mathbf{t} \) for homogeneous coordinates and we denote by \( \mathbb{R}^3_H \) the plane \( t_1 + t_2 + t_3 = 0 \), that is
\[ \mathbb{R}^3_H = \left\{ \mathbf{t} = (t_1, t_2, t_3) \in \mathbb{R}^3 : t_1 + t_2 + t_3 = 0 \right\}. \]

Also we use the notation \( \mathbb{Z}_H^3 \) for the set of points in \( \mathbb{R}_H^3 \) with integer components, that is \( \mathbb{Z}_H^3 = \mathbb{Z}^3 \cap \mathbb{R}_H^3 \).

\( L^2(\Omega) \) is a Hilbert space with respect to the inner product
\[ \langle f, g \rangle_H = \frac{1}{|\Omega|} \int_{\Omega} f(\mathbf{t}) \overline{g(\mathbf{t})} d\mathbf{t}, \quad (f, g \in L^2(\Omega)), \]
where \(|\Omega|\) denotes the area of \( \Omega \) and \( \overline{g(\mathbf{t})} \) is the conjugate of \( g(\mathbf{t}) \). By Fuglede’s theorem (see [4]) the set
\[ \left\{ \phi_j(\mathbf{t}) = e^{2\pi i (\mathbf{t}, \mathbf{j})} : \mathbf{j} \in \mathbb{Z}_H^3, \ \mathbf{t} \in \mathbb{R}_H^3 \right\}, \]
where \((\mathbf{j}, \mathbf{t})\) is the usual Euclidean inner product of \( \mathbf{j} \) and \( \mathbf{t} \), is an orthonormal basis of this space.

A function \( f \) is called periodic with respect to the hexagonal lattice (or \( H \)-periodic) if \( f(\mathbf{t}) = f(\mathbf{t} + \mathbf{s}) \) whenever \( \mathbf{s} \equiv 0 \ (\mod 3) \), where \( \mathbf{t} \equiv \mathbf{s} \ (\mod 3) \) defined as
\[ t_1 - s_1 \equiv t_2 - s_2 \equiv t_3 - s_3 \ (\mod 3). \]

It is clear that the functions \( \phi_j(\mathbf{t}) \) are \( H \)-periodic and if the function \( f \) is \( H \)-periodic then
\[ \int_{\Omega} f(\mathbf{t} + \mathbf{s}) d\mathbf{t} = \int_{\Omega} f(\mathbf{t}) d\mathbf{t}, \quad (\mathbf{s} \in \mathbb{R}_H^3). \]

For every natural number \( n \), we define a subset of \( \mathbb{Z}_H^3 \) by
\[ \mathcal{H}_n := \left\{ \mathbf{j} = (j_1, j_2, j_3) \in \mathbb{Z}_H^3 : -n \leq j_1, j_2, j_3 \leq n \right\}. \]
Note that, \( \mathcal{H}_n \) consists of all points with integer components inside the hexagon \( n\Omega \).

The hexagonal Fourier series of an \( H \)-periodic function \( f \in L^1(\Omega) \) is
\[ f(\mathbf{t}) \sim \sum_{\mathbf{j} \in \mathbb{Z}_H^3} \hat{f}_j \phi_j(\mathbf{t}), \] (1.2)
where
\[ \hat{f}_j = \frac{1}{|\Omega|} \int_{\Omega} f(\mathbf{t}) e^{-2\pi i (\mathbf{t}, \mathbf{j})} d\mathbf{t}, \quad (\mathbf{j} \in \mathbb{Z}_H^3). \]
The $n$th partial sum of the series (1.2) is defined by

$$S_n (f) (t) := \sum_{j \in \mathbb{H}_n} \hat{f}_j \phi_j (t), \ (n \in \mathbb{N}).$$

It is clear that

$$S_n (f) (t) = \frac{1}{|\Omega|} \int_{\Omega} f (t - s) D_n (s) \, ds,$$  \hspace{1cm} (1.3)

where

$$D_n (t) := \sum_{j \in \mathbb{H}_n} \phi_j (t)$$

is the Dirichlet kernel.

The Dirichlet kernel has the compact formula

$$D_n (t) = \Theta_n (t) - \Theta_{n-1} (t), \ (n \in \mathbb{N}),$$  \hspace{1cm} (1.4)

where

$$\Theta_n (t) := \frac{\sin{(n+1)(t_1-t_2)\pi/3}}{\sin{(t_1-t_2)\pi/3}} \frac{\sin{(n+1)(t_2-t_3)\pi/3}}{\sin{(t_2-t_3)\pi/3}} \frac{\sin{(n+1)(t_3-t_1)\pi/3}}{\sin{(t_3-t_1)\pi/3}}$$  \hspace{1cm} (1.5)

for $t = (t_1, t_2, t_3) \in \mathbb{R}^3_H$ ([14],[12]).

2. Main results

Let $C_H \left( \overline{\Omega} \right)$ be the space of complex valued $H$-periodic continuous functions defined on $\mathbb{R}^3_H$. $C_H \left( \overline{\Omega} \right)$ is a Banach space with respect to the uniform norm

$$\|f\|_{C(\overline{\Omega})} = \sup \left\{|f(t)| : t \in \overline{\Omega} \right\}.$$

A function $f \in C_H \left( \overline{\Omega} \right)$ is said to belong to the Hölder space $H^\alpha \left( \overline{\Omega} \right), 0 < \alpha \leq 1$, if

$$\sup_{t \neq s} \frac{|f (t) - f (s)|}{\|t - s\|^\alpha} < \infty,$$

where $\|t\| = \max \{|t_1|, |t_2|, |t_3|\}$.

In [16], the author proved that the Abel-Poisson means and the sequence of Cesàro $(C, 1)$ means of the Fourier series of a function $f \in C_H \left( \overline{\Omega} \right)$ converge to this function uniformly on $\overline{\Omega}$. Later, the order of approximation by Abel-Poisson and $(C, 1)$ means of Fourier series of functions belong to the class $H^\alpha \left( \overline{\Omega} \right) \ (0 < \alpha \leq 1)$ were investigated in uniform norm ([6]) and in the Hölder norm ([5]).

Let $p = (p_n)$ and $q = (q_n)$ be two sequences of non-negative integers such that

$$p_n < q_n \quad \text{and} \quad \lim_{n \to \infty} q_n = \infty.$$  \hspace{1cm} (2.1)

The deferred Cesàro means of the series (1.2) are defined by

$$D_n (p, q; f) (t) := \frac{1}{q_n - p_n} \sum_{k=p_n+1}^{q_n} S_k (f) (t).$$

It is known that the $D_n (p, q)$ summability method is regular under conditions in (2.1) and generalizes the Cesàro $(C, 1)$ method if and only if $p_n \lesssim q_n - p_n$ ([1]).
By considering (1.3) and (1.4) we obtain

\[ D_n (p, q; f) (t) = \frac{1}{|\Omega|} \int_{\Omega} f (t-s) \left( \frac{1}{q_n - p_n} \sum_{k=p_n+1}^{q_n} D_k (s) \right) ds \]

\[ = \frac{1}{q_n - p_n} \frac{1}{|\Omega|} \int_{\Omega} f (t-s) \left( \sum_{k=p_n+1}^{q_n} \Theta_k (s) - \Theta_{k-1} (s) \right) ds \]

\[ = \frac{1}{q_n - p_n} \frac{1}{|\Omega|} \int_{\Omega} f (t-s) (\Theta_{q_n} (s) - \Theta_{p_n} (s)) ds. \]

Hence we have

\[ f (t) - D_n (p, q; f) (t) = \frac{1}{(q_n - p_n)} \frac{1}{|\Omega|} \int_{\Omega} (f (t) - f (t-s)) (\Theta_{q_n} (s) - \Theta_{p_n} (s)) ds \quad (2.2) \]

for each \( f \in L^1 (\Omega) \) and \( t \in \mathbb{R}_N^3 \).

If we take \( q_n = n \) and \( p_n = 0 \) for \( n = 1, 2, \ldots \), \( D_n (p, q; f) \) become the \((C,1)\) means \( S_n^{(1)} (f) \).

Hereafter, we shall write \( A \lesssim B \) for the quantities \( A \) and \( B \), if there exists a constant \( K > 0 \) such that \( A \leq KB \) holds.

The order of approximation by deferred Cesàro means of hexagonal Fourier series was estimated by the second author as follows [8].

**Theorem 2.1.** Let \( f \in H^\alpha (\Omega) \), \( 0 < \alpha \leq 1 \). Then the estimate

\[ \| f - D_n (p, q; f) \|_{C (\Omega)} \lesssim \left( \frac{q_n}{q_n - p_n} \right)^2 \left\{ \begin{array}{ll}
\frac{1}{(q_n - p_n)^\alpha}, & \alpha < 1 \\
\frac{1}{(\log(2(q_n - p_n)))^2}, & \alpha = 1
\end{array} \right. \quad (2.3) \]

holds.

**Theorem 2.2.** Let \( 0 \leq \beta < \alpha \leq 1 \) and \( f \in H^\alpha (\Omega) \). Then we have

\[ \| f - D_n (p, q; f) \|_{H^\beta (\Omega)} \lesssim \left( \frac{q_n}{q_n - p_n} \right)^2 \left\{ \begin{array}{ll}
\frac{1}{(q_n - p_n)^{\alpha - \beta}}, & \alpha < 1 \\
\frac{1}{(\log(2(q_n - p_n)))^2}, & \alpha = 1
\end{array} \right. \quad (2.4) \]

A non-decreasing continuous function \( \omega : [0, \infty) \to [0, \infty) \) is called a modulus of continuity if

\[ \omega (0) = 0, \ \omega (t_1 + t_2) \leq \omega (t_1) + \omega (t_2). \]

For any modulus of continuity \( \omega \), we define the generalized Hölder class \( H^\omega (\Omega) \) as the set of functions \( f \in C (\Omega) \) for which

\[ \sup_{t \neq s} \frac{|f (t) - f (s)|}{\omega (|t-s|)} < \infty, \]

and the norm on \( H^\omega (\Omega) \) as

\[ \| f \|_\omega := \| f \|_{C (\Omega)} + \sup_{t \neq s} \frac{|f (t) - f (s)|}{\omega (|t-s|)}. \]

If \( \omega (\delta) = \delta^\alpha, 0 < \alpha \leq 1 \), then it is clear that \( H^\omega (\Omega) \) coincides with \( H^\alpha (\Omega) \), and \( \| f \|_\omega \) becomes \( \| f \|_{C (\Omega)} \).

In [10], L. Leindler introduced a certain class of moduli of continuity:

for \( 0 \leq \alpha \leq 1 \), let \( M_\alpha \) denote the class of moduli of continuity \( \omega_\alpha \) having the following properties:
(i) for any $\alpha' > \alpha$ there exists a natural number $\mu = \mu(\alpha')$ such that
$$2^{\mu \alpha'} \omega_\alpha (2^{-n^\mu}) > 2 \omega_\alpha (2^{-n}), \quad (n = 1, 2, \ldots).$$

(ii) for every natural number $\nu$, there exists a natural number $N(\nu)$ such that
$$2^{\nu \alpha} \omega_\alpha (2^{-n^\nu}) \leq 2 \omega_\alpha (2^{-n}), \quad (n > N(\nu)).$$

It is clear that $\omega(\delta) = \delta^\alpha \in M_\alpha$, but $\omega_\alpha (\delta)$ is an extension of $\omega(\delta) = \delta^\alpha$. Consequently, in general, $H^{\omega_\alpha} (\Omega)$ is larger than $H^{\alpha} (\Omega)$.

It is known that if $0 \leq \beta < \alpha \leq 1$, $\omega_\beta \in M_\beta$ and $\omega_\alpha \in M_\alpha$, then the function
$$\gamma(t) = \frac{\omega_\alpha(t)}{\omega_\beta(t)}$$
is non-decreasing ([11]).

In this work, we will estimate the order of approximation by deferred Cesàro means of hexagonal Fourier series of functions belong to the generalized Hölder class $H^{\omega_\alpha} (\Omega)$ and generalize the some results of [6] and [5], [8].

Main results of this work are the following.

**Theorem 2.3.** Let $0 \leq \beta < \alpha \leq 1$, $\omega_\beta \in M_\beta$, $\omega_\alpha \in M_\alpha$ and $f \in H^{\omega_\alpha} (\Omega)$. Then
$$\|f - D_n (p, q; f)\|_{C_H(\Omega)} \leq \left( \frac{q_n}{q_n - p_n} \right)^2 \left\{ \frac{\gamma(\omega_\alpha)}{\omega_\alpha} \right\} \log (2(q_n - p_n)), \quad \alpha < 1 \text{ or } \beta > 0$$
$$\left\{ \frac{\gamma(\omega_\alpha)}{\omega_\alpha} \right\} \log (2(q_n - p_n))^2, \quad \alpha = 1 \text{ and } \beta = 0$$
holds.

**Theorem 2.4.** Let $0 \leq \beta < \alpha \leq 1$, $\omega_\beta \in M_\beta$, $\omega_\alpha \in M_\alpha$ and $f \in H^{\omega_\alpha} (\Omega)$. Then
$$\|f - D_n (p, q; f)\|_{H^{\alpha \beta}(\Omega)} \leq \left( \frac{q_n}{q_n - p_n} \right)^2 \left\{ \frac{\gamma(\omega_\alpha)}{\omega_\alpha} \right\} \log (2(q_n - p_n)), \quad \alpha < 1 \text{ or } \beta > 0$$
$$\left\{ \frac{\gamma(\omega_\alpha)}{\omega_\alpha} \right\} \log (2(q_n - p_n))^2, \quad \alpha = 1 \text{ and } \beta = 0.$$

3. Proofs of main results

**Proof of Theorem 2.3.** Since $f \in H^{\omega_\alpha} (\Omega)$, by (2.2) we have,
$$|f(t) - D_n (p, q; f)(t)| \leq \frac{1}{(q_n - p_n)} \int_\Omega \omega_\alpha(|s|) |\Theta_{q_n}(s) - \Theta_{p_n}(s)| ds.$$

Since the integrated function symmetric with respect to its variables, it is sufficient to estimate this integral
$$I_n := \int_\Delta \omega_\alpha(||t||) |\Theta_{q_n}(t) - \Theta_{p_n}(t)| dt$$
where
$$\Delta := \left\{ t = (t_1, t_2, t_3) \in \mathbb{R}^3_H : 0 \leq t_1, t_2, -t_3 \leq 1 \right\}$$
$$= \{(t_1, t_2) : t_1 \geq 0, \ t_2 \geq 0, \ t_1 + t_2 \leq 1\},$$
which is one of the six equilateral triangles in $\Omega$.

By (1.5) and some simple trigonometric identities,
$$\Theta_{q_n}(t) - \Theta_{p_n}(t) = 2 \cos \left( \left( \frac{q_n - p_n}{2} + \frac{t_1 - t_2}{3} \right) \pi \right) \sin \left( \left( \frac{q_n - p_n}{2} + \frac{t_1 - t_2}{3} \right) \pi \right) \sin \left( \left( q_n + 1 \right) \frac{t_1 - t_2}{3} \pi \right) \sin \left( \left( q_n + 1 \right) \frac{\pi - t_3}{3} \pi \right)$$
\[ 2 \cos \left( \frac{q_n + p_n}{2} \right) \left( \frac{L + (L-1)}{3} \pi \right) \sin \left( \frac{q_n + 1}{2} \left( \frac{L + (L-1)}{3} \pi \right) \right) \sin \left( \frac{p_n + 1}{2} \left( \frac{L + (L-1)}{3} \pi \right) \right) + \]
\[ 2 \cos \left( \frac{q_n + p_n}{2} \right) \left( \frac{(L+1) - (L-1)}{3} \pi \right) \sin \left( \frac{q_n + 1}{2} \left( \frac{(L+1) - (L-1)}{3} \pi \right) \right) \sin \left( \frac{p_n + 1}{2} \left( \frac{(L+1) - (L-1)}{3} \pi \right) \right). \]

If we use the change of variables
\[ s_1 := \frac{t_1 - t_3}{3}, \quad s_2 := \frac{t_2 - t_3}{3} \quad (3.1) \]
we obtain
\[ I_n \leq \frac{3}{\tilde{\Delta}} \int_{\tilde{\Delta}} \omega_n(s_1 + s_2) \left( |L_{1,n}(s_1, s_2)| + |L_{2,n}(s_1, s_2)| + |L_{3,n}(s_1, s_2)| \right) ds_1 ds_2, \]
where
\[ \tilde{\Delta} := \{(s_1, s_2) : 0 \leq s_1 \leq 2s_2, 0 \leq s_2 \leq 2s_1, s_1 + s_2 \leq 1 \} \]
and
\[ L_{1,n}(s_1, s_2) := \frac{\sin \left( \frac{q_n - p_n}{2} \right) (s_1 \pi) \sin \left( \frac{q_n + 1}{2} (s_1 - s_2) \pi \right) \sin \left( \frac{q_n + 1}{2} s_2 \pi \right)}{\sin (s_1 - s_2) \pi \sin (s_2 \pi) \sin (s_1 \pi)} \]
\[ L_{2,n}(s_1, s_2) := \frac{\sin \left( \frac{q_n - p_n}{2} \right) (s_2 \pi) \sin \left( \frac{q_n + 1}{2} (s_1 - s_2) \pi \right) \sin \left( \frac{p_n + 1}{2} (s_1 \pi) \right)}{\sin (s_1 - s_2) \pi \sin (s_2 \pi) \sin (s_1 \pi)} \]
\[ L_{3,n}(s_1, s_2) := \frac{\sin \left( \frac{q_n - p_n}{2} \right) (1 - s_2) \pi) \sin \left( \frac{p_n + 1}{2} (s_2 \pi) \right) \sin \left( \frac{p_n + 1}{2} (s_1 \pi) \right)}{\sin (s_1 - s_2) \pi \sin (s_2 \pi) \sin (s_1 \pi)}. \]

Since the integrated function symmetric with respect to \( s_1 \) and \( s_2 \), we have
\[ I_n \leq \frac{6}{\Delta^*} \int_{\Delta^*} \omega_n(s_1 + s_2) \left( |L_{1,n}(s_1, s_2)| + |L_{2,n}(s_1, s_2)| + |L_{3,n}(s_1, s_2)| \right) ds_1 ds_2, \]
where
\[ \Delta^* := \{(s_1, s_2) \in \tilde{\Delta} : s_1 \leq s_2 \}, \]
i.e. the half of \( \tilde{\Delta} \). The change of variables
\[ s_1 := \frac{u_1 - u_2}{2}, \quad s_2 := \frac{u_1 + u_2}{2} \quad (3.2) \]
transforms the triangle \( \Delta^* \) onto triangle
\[ \Gamma := \{(u_1, u_2) : 0 \leq u_2 \leq \frac{u_1}{3}, 0 \leq u_1 \leq 1 \}, \]
and hence
\[ I_n \leq \frac{3}{\Gamma} \int_{\Gamma} \omega_n(u_1) \left( |L_{1,n}^*(u_1, u_2)| + |L_{2,n}^*(u_1, u_2)| + |L_{3,n}^*(u_1, u_2)| \right) du_1 du_2, \]
where
\[ L_{1,n}^*(u_1, u_2) := \frac{\sin \left( \frac{q_n - p_n}{2} \right) (u_1 - u_2) \pi) \sin \left( \frac{q_n + 1}{2} u_2 \pi \right) \sin \left( \frac{q_n + 1}{2} \left( \frac{u_1 + u_2}{2} \pi \right) \right)}{\sin (u_2 \pi) \sin \left( \frac{u_1 + u_2}{2} \pi \right) \sin \left( \frac{u_1 - u_2}{2} \pi \right)} \]
\[ L_{2,n}^*(u_1, u_2) := \frac{\sin \left( \frac{q_n - p_n}{2} \right) (u_1 + u_2) \pi) \sin \left( \frac{q_n + 1}{2} u_2 \pi \right) \sin \left( \frac{p_n + 1}{2} \left( \frac{u_1 - u_2}{2} \pi \right) \right)}{\sin (u_2 \pi) \sin \left( \frac{u_1 + u_2}{2} \pi \right) \sin \left( \frac{u_1 - u_2}{2} \pi \right)} \]
\[ L_{3,n}^*(u_1, u_2) := \frac{\sin \left( \frac{q_n - p_n}{2} \right) u_2 \pi) \sin \left( \frac{p_n + 1}{2} \left( \frac{u_1 + u_2}{2} \pi \right) \right) \sin \left( \frac{p_n + 1}{2} \left( \frac{u_1 - u_2}{2} \pi \right) \right)}{\sin (u_2 \pi) \sin \left( \frac{u_1 + u_2}{2} \pi \right) \sin \left( \frac{u_1 - u_2}{2} \pi \right)} \].
If we divide the triangle $\Gamma$ into three parts as

\[
\Gamma_1 := \left\{ (u_1, u_2) \in \Gamma: u_1 \leq \frac{1}{2(q_n - p_n)} \right\},
\]
\[
\Gamma_2 := \left\{ (u_1, u_2) \in \Gamma: u_1 \geq \frac{1}{2(q_n - p_n)}, u_2 \leq \frac{1}{6(q_n - p_n)} \right\},
\]
\[
\Gamma_3 := \left\{ (u_1, u_2) \in \Gamma: u_1 \geq \frac{1}{2(q_n - p_n)}, u_2 \geq \frac{1}{6(q_n - p_n)} \right\},
\]

we get

\[
I_n \leq I_{1,n} + I_{2,n} + I_{3,n},
\]

where

\[
I_{j,n} = \int_{\Gamma_j} \omega_\alpha(u_1) \left( |L_{1,n}^*(u_1, u_2)| + |L_{2,n}^*(u_1, u_2)| + |L_{3,n}^*(u_1, u_2)| \right) du_1 du_2 \quad (j = 1, 2, 3).
\]

We use the inequalities

\[
\frac{\sin nt}{\sin t} \leq n, \quad (n \in \mathbb{N}), \quad (3.3)
\]

and

\[
\sin t \geq \frac{2}{\pi} t, \quad \left( 0 \leq t \leq \frac{\pi}{2} \right) \quad (3.4)
\]

to estimate integrals $I_{j,n} \ (j = 1, 2, 3)$.

For $(u_1, u_2) \in \Gamma$, since $u_2 \leq 1/3$, we have

\[
\sin \left( \frac{u_1 + u_2}{2} \right) = \sin \left( \frac{u_1}{2} \right) \cos \left( \frac{u_2}{2} \right) + \cos \left( \frac{u_1}{2} \right) \sin \left( \frac{u_2}{2} \right) \geq \sin \left( \frac{u_1}{2} \right) \cos \left( \frac{u_2}{2} \right) \geq \cos \left( \frac{\pi}{6} \right) \sin \left( \frac{u_1}{2} \right) = \frac{\sqrt{3}}{2} \sin \frac{u_1}{2},
\]

and by (3.4) we obtain

\[
\frac{1}{\sin \left( \frac{u_1 + u_2}{2} \right)} \leq \frac{2}{\sqrt{3}} \frac{1}{u_1} \quad (u_1 \neq 0) \quad (3.5)
\]

By the inequality (3.3) we get

\[
|L_{1,n}^*(u_1, u_2)| \lesssim (q_n - p_n) (q_n + 1)^2,
\]
\[
|L_{2,n}^*(u_1, u_2)| \lesssim (q_n - p_n) (q_n + 1) (p_n + 1),
\]
\[
|L_{3,n}^*(u_1, u_2)| \lesssim (q_n - p_n) (p_n + 1)^2,
\]

and hence

\[
|L_{j,n}^*(u_1, u_2)| \lesssim (q_n - p_n) q_n^2 \quad (j = 1, 2, 3)
\]
for \((u_1, u_2) \in \Gamma_1\). Thus,

\[
I_{1,n} \lesssim (q_n - p_n) q_n^2 \int_{\Gamma_1} \omega_\alpha(u_1) du_1 du_2
\]

\[
= (q_n - p_n) q_n^2 \int_0^{1/3} \int_0 u_1 \omega_\alpha(u_1) du_1
\]

\[
\leq (q_n - p_n) q_n^2 \int_0^{1/3} u_1 \omega_\alpha(u_1) du_1
\]

Since \((u_1 - u_2) \frac{\pi}{2} \leq \frac{\pi}{4}\), by (3.4) we get

\[
u_1 - u_2 \leq \sin (u_1 - u_2) \frac{\pi}{2}.
\]

This inequality and the fact \(u_1 - u_2 \geq \frac{2u_1}{3}\) yield

\[
\frac{1}{\sin \left( \frac{(u_1 - u_2)\pi}{2} \right)} \leq \frac{3}{2u_1}, \quad (u_1, u_2) \in \Gamma_2 \cup \Gamma_3.
\]

Thus, by (3.3), (3.5) and (3.6) we obtain

\[
\left| L_{1,n}^*(u_1, u_2) \right| \lesssim (q_n + 1) \frac{1}{u_1^2},
\]

\[
\left| L_{2,n}^*(u_1, u_2) \right| \lesssim (q_n + 1) \frac{1}{u_1^2}
\]

and

\[
\left| L_{3,n}^*(u_1, u_2) \right| \lesssim (q_n - p_n) \frac{1}{u_1^2},
\]

which implies

\[
\left| L_{j,n}^*(u_1, u_2) \right| \lesssim \frac{q_n}{u_1^2} \quad (j = 1, 2, 3)
\]

for \((u_1, u_2) \in \Gamma_2\).

By Lemma 1 of [7] we have

\[
\int_0^{1/3} \frac{1}{1/3} \frac{\omega_\alpha(t)}{t^2 \omega_\beta(t)} dt \lesssim \left\{ \begin{array}{ll}
n \gamma \left( \frac{1}{n} \right), & \alpha < 1 \text{ or } \beta > 0 \\
n \gamma \left( \frac{1}{n} \right) \log n, & \alpha = 1 \text{ and } \beta = 0
\end{array} \right.
\]

(3.7)
for every natural number \( n \geq 2 \). Hence we get

\[
I_{2,n} \lesssim q_n \int_1^{u_{n/3}} \int_1^{u_1} \frac{\omega_\alpha(u_1)}{u_1^2} du_2 du_1
\]

\[
= \frac{q_n}{6(q_n - p_n)} \int_1^{u_{n/3}} \int_1^{u_1} \frac{\omega_\alpha(u_1)}{u_1^2} \omega_\beta(u_1) du_1
\]

\[
\leq \omega_\beta(1) \frac{q_n}{q_n - p_n} \int_1^{u_{n/3}} \int_1^{u_1} \frac{\omega_\alpha(u_1)}{u_1^2} du_1
\]

\[
\lesssim q_n \left\{ \begin{array}{ll}
\gamma \left( \frac{1}{q_n - p_n} \right), & \alpha < 1 \text{ or } \beta > 0 \\
\gamma \left( \frac{1}{q_n - p_n} \right) \log(2(q_n - p_n)), & \alpha = 1 \text{ and } \beta = 0.
\end{array} \right.
\]

By (3.4), (3.5) and (3.6) we obtain

\[
\left| I_{j,n}^*(u_1, u_2) \right| \lesssim \frac{1}{u_1^2 u_2} \quad (j = 1, 2, 3)
\]

for \((u_1, u_2) \in \Gamma_3\). Thus, by (3.7), we have

\[
I_{3,n} \lesssim \int_1^{u_{1/3}} \int_1^{u_1} \frac{\omega_\alpha(u_1)}{u_1^2} du_2 du_1
\]

\[
= \int_1^{u_{1/3}} \frac{\omega_\alpha(u_1)}{u_1^2} \log(2(q_n - p_n)u_1) du_1
\]

\[
\leq \log(2(q_n - p_n)) \int_1^{u_{1/3}} \frac{\omega_\alpha(u_1)}{u_1^2} du_1
\]

\[
= \log(2(q_n - p_n)) \int_1^{u_{1/3}} \frac{\omega_\alpha(u_1)}{u_1^2} \omega_\beta(u_1) du_1
\]

\[
\leq \omega_\beta(1) \log(2(q_n - p_n)) \int_1^{u_{1/3}} \frac{\omega_\alpha(u_1)}{u_1^2} du_1
\]

\[
\lesssim (q_n - p_n) \left\{ \begin{array}{ll}
\gamma \left( \frac{1}{q_n - p_n} \right) \log(2(q_n - p_n)), & \alpha < 1 \text{ or } \beta > 0 \\
\gamma \left( \frac{1}{q_n - p_n} \right) \left( \log(2(q_n - p_n)) \right)^2, & \alpha = 1 \text{ and } \beta = 0.
\end{array} \right.
\]

Combining these estimates of \( I_{1,n}, I_{2,n} \) and \( I_{3,n} \) finishes proof of Theorem 2.3 \( \square \)

**Proof of Theorem 2.4.** Set \( e_n(t) := f(t) - D_n(p,q,f)(t) \). Hence

\[
\| f - D_n(p,q,f) \|_{H^{\omega_\beta}(\Omega)} = \| e_n \|_{C_H(\Omega)} + \sup_{t \neq s} \frac{|e_n(t) - e_n(s)|}{\omega_\beta(\|t - s\|)}.
\]
By (2.2) we have
\[ e_n(t) - e_n(s) = \frac{1}{(q_n - p_n)} \frac{1}{|\Omega|} \int_{\Omega} \varphi_{t,s}(u) (\Theta_{q_n}(u) - \Theta_{p_n}(u)) \, du, \]
where
\[ \varphi_{t,s}(u) := f(t) - f(t - u) - f(s) + f(s - u). \]
Thus,
\[ |e_n(t) - e_n(s)| \leq \frac{1}{q_n - p_n} \frac{1}{|\Omega|} \int_{\Omega} \varphi_{t,s}(u) \, du. \]

Since \( f \in H^\omega(\overline{\Omega}) \), by using the inequality
\[ |\varphi_{t,s}(u)| \lesssim \omega_\beta(\|t - s\|) \frac{\omega_\alpha(\|u\|)}{\omega_\beta(\|u\|)} \]
which is proved in [7],
\[ |e_n(t) - e_n(s)| \lesssim \frac{1}{q_n - p_n} \omega_\beta(\|t - s\|) \frac{1}{|\Omega|} \int_{\Omega} \frac{\omega_\alpha(\|u\|)}{\omega_\beta(\|u\|)} \, du. \]

As in proof of Theorem 2.3, it is sufficient to estimate the integral
\[ \int_{\Delta} \frac{\omega_\alpha(\|t\|)}{\omega_\beta(\|t\|)} \, du. \]

By the transforms (3.1) and (3.2),
\[ \int_{\Delta} \frac{\omega_\alpha(\|t\|)}{\omega_\beta(\|t\|)} \, du \lesssim \int_{\Gamma_1} \frac{\omega_\alpha(u_1)}{\omega_\beta(u_1)} \left( |L_{1,n}^{*}(u_1, u_2)| + |L_{2,n}^{*}(u_1, u_2)| + |L_{3,n}^{*}(u_1, u_2)| \right) \, du_1 \, du_2. \]

Since
\[ |L_{j,n}^{*}(u_1, u_2)| \lesssim (q_n - p_n) q_n^2, \quad (u_1, u_2) \in \Gamma_1, \]
we get
\[ \int_{\Gamma_1} \frac{\omega_\alpha(u_1)}{\omega_\beta(u_1)} |L_{j,n}^{*}(u_1, u_2)| \, du_1 \, du_2 \lesssim (q_n - p_n) q_n^2 \int_{0}^{1/2(q_n - p_n)} \left( \int_{0}^{1/2(q_n - p_n)} \frac{\omega_\alpha(u_1)}{\omega_\beta(u_1)} \, du_2 \right) \, du_1 \]
\[ \lesssim (q_n - p_n) q_n^2 \int_{0}^{1/2(q_n - p_n)} \frac{\omega_\alpha(u_1)}{\omega_\beta(u_1)} \, du_2 \, du_1 \]
\[ \lesssim (q_n - p_n) q_n^2 \omega_\alpha(1/2(q_n - p_n)) \omega_\beta(1/2(q_n - p_n)) \int_{0}^{1/2(q_n - p_n)} u_1 \, du_1 \]
\[ \lesssim \frac{q_n^2}{q_n - p_n} \gamma \left( \frac{1}{q_n - p_n} \right) \]
for \( j = 1, 2, 3. \)

Since
\[ |L_{j,n}^{*}(u_1, u_2)| \lesssim q_n \frac{q_n}{u_1^2} \quad (j = 1, 2, 3) \]
for \((u_1, u_2) \in \Gamma_2\), the inequality \(3.7\) gives
\[
\int_{\Gamma_2} \frac{\omega_\alpha(u_1)}{\omega_\beta(u_1)} |L_{j,n}^*(u_1, u_2)| du_1 du_2
\]
\[
\lesssim q_n \int_0^{1/(q_n-p_n)} \int_0^{1/(q_n-p_n)} \frac{\omega_\alpha(u_1)}{u_1^2 \omega_\beta(u_1)} du_1 du_2
\]
\[
\lesssim q_n \left\{ \begin{array}{ll}
\gamma \left( \frac{1}{q_n-p_n} \right), & \alpha < 1 \text{ or } \beta > 0 \\
\log (2(q_n-p_n)) \gamma \left( \frac{1}{q_n-p_n} \right), & \alpha = 1 \text{ and } \beta = 0.
\end{array} \right.
\]
Also,
\[
|L_{j,n}^*(u_1, u_2)| \lesssim \frac{1}{u_1^2 u_2}, \quad (u_1, u_2) \in \Gamma_3 \quad (j = 1, 2, 3)
\]
and (3.7) yield
\[
\int_{\Gamma_3} \frac{\omega_\alpha(u_1)}{\omega_\beta(u_1)} |L_{j,n}^*(u_1, u_2)| du_1 du_2
\]
\[
\lesssim \frac{1}{u_1^\beta} \int_{\frac{1}{u_1^\beta} \omega_\beta(u_1)} \frac{\omega_\alpha(u_1)}{u_1^2 \omega_\beta(u_1)} du_2 du_1
\]
\[
= \frac{1}{u_1^\beta} \omega_\alpha(u_1) \log (2u_1(q_n-p_n)) du_1
\]
\[
\lesssim \log (2(q_n-p_n)) \int_{\frac{1}{u_1^\beta} \omega_\beta(u_1)} \frac{\omega_\alpha(u_1)}{u_1^2 \omega_\beta(u_1)} du_1
\]
\[
\lesssim q_n \log (2(q_n-p_n)) \left\{ \begin{array}{ll}
\gamma \left( \frac{1}{q_n-p_n} \right), & \alpha < 1 \text{ or } \beta > 0 \\
\log (2(q_n-p_n)) \gamma \left( \frac{1}{q_n-p_n} \right), & \alpha = 1 \text{ and } \beta = 0.
\end{array} \right.
\]
for \(j = 1, 2, 3\).

By combining these inequalities we obtain
\[
\int_{\Delta} \frac{\omega_\alpha(||t||)}{\omega_\beta(||t||)} |(\Theta_{q_n}(t) - \Theta_{p_n}(t))| dt \lesssim \frac{q_n^2}{q_n-p_n} \left\{ \begin{array}{ll}
\gamma \left( \frac{1}{q_n-p_n} \right) \log (2(q_n-p_n)), & \alpha < 1 \text{ or } \beta > 0 \\
\gamma \left( \frac{1}{q_n-p_n} \right) \log (2(q_n-p_n))^2, & \alpha = 1 \text{ and } \beta = 0.
\end{array} \right.
\]
This implies
\[
|e_n(t) - e_n(s)| \lesssim \left( \frac{q_n}{q_n-p_n} \right)^2 \omega_\beta(||t-s||) \left\{ \begin{array}{ll}
\gamma \left( \frac{1}{q_n-p_n} \right) \log (2(q_n-p_n)), & \alpha < 1 \text{ or } \beta > 0 \\
\gamma \left( \frac{1}{q_n-p_n} \right) \log (2(q_n-p_n))^2, & \alpha = 1 \text{ and } \beta = 0.
\end{array} \right.
\]
and hence
\[
\frac{|e_n(t) - e_n(s)|}{\omega_\beta(||t-s||)}
\]
\[
\lesssim \left( \frac{q_n}{q_n-p_n} \right)^2 \left\{ \begin{array}{ll}
\gamma \left( \frac{1}{q_n-p_n} \right) \log (2(q_n-p_n)), & \alpha < 1 \text{ or } \beta > 0 \\
\gamma \left( \frac{1}{q_n-p_n} \right) \log (2(q_n-p_n))^2, & \alpha = 1 \text{ and } \beta = 0.
\end{array} \right.
\]
for every \(t, s \in \mathbb{R}_H^3\) with \(t \neq s\). This estimate and Theorem 2.3 give the desired result. □
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