Producing and storing spin-squeezed states and Greenberger-Horne-Zeilinger states in a one-dimensional optical lattice
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We study the dynamical generation and storage of spin-squeezed states, as well as more entangled states up to macroscopic superpositions, in a system composed by a few ultra-cold atoms trapped in a one-dimensional optical lattice. The system, initially in the superfluid phase with each atom in a superposition of two internal states, is first dynamically entangled by atom-atom interactions then adiabatically brought to the Mott-insulator phase with one atom per site where the quantum correlations are stored. Exact numerical diagonalization allows us to explore the structure of the stored states by looking at various correlation functions, on site and between different sites, both at zero temperature and at finite temperature, as it could be done in an experiment with a quantum-gas microscope.

I. INTRODUCTION

Ultra-cold atoms are widely recognized as a platform for fundamental tests of quantum mechanics, quantum information and quantum networks [1–5], as well as sensors in well established applications like atomic clocks [6–8]. In some implementations, non-trivial correlations among the atoms in the form of squeezing and entanglement are directly profitable. In addition, recent developments in experimental techniques allow to produce and control ultra-cold systems in the few-body regime with a good precision on the atom number [9–12]. These experimental developments in ultra-cold few body systems boost theoretical studies [13] indicating new possibilities for thermometry [14] and quantum simulations [15, 16].

In a previous work [17] we proposed a method for the dynamical generation of spin-squeezing and its storage in an optical lattice with unit filling, see Fig.1. The scheme makes use of interactions in a Bose-Einstein condensate with two internal states. The atoms are initially in the superfluid phase delocalized over the entire lattice and in a single internal state. As soon as the atoms are put in a superposition of two internal states by an electromagnetic pulse, atomic interactions dynamically generate non-trivial correlations and spin-squeezing [18, 19]. The lattice depth is then adiabatically increased. As the system approaches the Mott-insulator phase, the spin dynamics slows down to stop completely at the transition, while the spin-squeezing at its best and the quantum correlations survive and are stored deeply in the Mott insulating phase. The work [17], that was for a large number of atoms $N \sim 10^5$ and a three-dimensional lattice, was relying on two main approximations: (i) the hypothesis of adiabaticity while ramping the optical lattice in the two-component interacting condensate, and (ii) the Gutzwiller approximation to calculate the ground state energy of the system for different lattice heights.

In the present paper, we deal with a few-bosons in a one-dimensional optical lattice. Within a full representa-
tation of the system Hamiltonian \[\text{20}\], we study its exact state and dynamics. This allows us to confirm the validity of the scheme beyond the approximations we used in \[\text{17}\]. The advantage of the few-body system over the macroscopic number of atoms is furthermore the possibility to access and fully characterize the quantum state stored in Mott-insulator phase, including the excitation generated by the system manipulations (the initial pulse and the dynamic ramping of the lattice) and by thermal fluctuations. From the experimental point of view, the on-site and inter-site correlation functions that we calculate would be accessible in an experiment with a quantum gas microscope \[\text{21\ 22}\].

After introducing in Section \[\text{II}\] the system Hamiltonian and parameters, the following Section \[\text{III}\] is devoted to an analytical one-axis twisting model, issued from the zero-momentum part of the two-component (two internal states) Bose-Hubbard Hamiltonian, that catches the main features of the dynamics. By testing the model against exact numerical simulations, we prove its validity for a large enough condensated fraction. One useful result, predicted by the simple model and confirmed by the simulations, is that the squeezing dynamics is faster in a shallow lattice with respect to the homogeneous system. This acceleration is directly related the confinement of the atoms causing an increase of the interaction energy and a consequent reduction of the squeezing time scales.

In Section \[\text{IV}\] we study the structure of the states stored in the Mott phase that turns out to be non trivial. With respect to what we shall call an “ideal Mott-insulator phase-state”, that has exactly one atom per site, each atom being in the same coherent superposition of two internal states, the stored entangled state shows additional phase factors that play a crucial role in determining its properties. We discuss the possibility of storing either a gaussian spin-squeezed state or a maximally entangled Greenberger-Horne-Zeilinger state \[\text{23\ 24}\], superposition of two ideal Mott-insulator phase-states with different phases, provided that the ramp time is properly chosen. The challenge of generating experimentally a Greenberger-Horne-Zeilinger state has been already taken-up in several platforms, see e.g. \[\text{25\ 31}\]. The strength of the method we propose here relies in its relative simplicity, and in the possibility to scale it up to a larger system size, by using a larger lattice and by going from one to three spatial dimensions.

Finally, in Section \[\text{V}\] we discuss the role of a finite temperature resulting in particle-hole excitations in the Mott phase that can lead to double occupation of certain lattice sites. We show that it is nevertheless possible to maintain squeezing in the Mott phase at low temperature, when the probability for particle-hole excitation is weak. Concluding remarks and a summary are given in Section \[\text{VI}\].

II. CONSIDERED SYSTEM AND MODEL HAMILTONIAN

In our study, we use the Bose-Hubbard model to describe a system composed of a few ultra-cold bosonic atoms in an optical lattice potential. In the following we discuss the model, parameters that we used and the protocol for dynamical generation of correlations among the atoms.

A. Bose-Hubbard Hamiltonian

We consider an ultra-cold gas composed of a few bosonic atoms with repulsive interactions in the two internal states \(a\) and \(b\), loaded in a three-dimensional optical lattice or optical tweezers potential. We assume that tunneling is possible only along the \(x\) direction while transversely the atoms are in a localized wave-function that is approximated by a Gaussian with a characteristic length \(L_L\). The optical lattice potential in the \(x\)-direction is \(V(x) = V_0 \sin^2(kx)\), where \(V_0\) is the lattice height, \(k = 2\pi/\lambda\) is the wave number, and \(d = \lambda/2\) is the spatial period of the lattice. In the absence of the lattice, the system is homogeneous, the atoms being confined in a flat-bottom potential \[\text{22}\]. After reduction of the perpendicular directions, the effective one-dimensional system Hamiltonian reads

\[
\hat{H} = \sum_{\sigma=a,b} \int dx \left( \hat{\psi}_\sigma^\dagger(x) \hat{h} \hat{\psi}_\sigma(x) + \frac{g_{\sigma\sigma}^2}{2} \hat{\psi}_\sigma^\dagger(x) \hat{\psi}_\sigma(x) \right) \\
+ g_{ab} \int dx \hat{\psi}_a^\dagger(x) \hat{\psi}_b^\dagger(x) \hat{\psi}_b(x) \hat{\psi}_a(x)
\]

(1)

with the single-particle Hamiltonian

\[
\hat{h} = -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + V(x).
\]

(2)

The interaction coefficients \(g_{\sigma\sigma'} = g_{\sigma\sigma'}^{3D}/(2\pi L_L^2)\) are determined by the transverse confinement length \(L_L\) and by the coupling constants in three dimensions \(g_{\sigma\sigma'}^{3D} = 4\pi\hbar^2 a_{\sigma\sigma'}/m\), where \(a_{\sigma\sigma'}\) is the \(s\)-wave scattering length for one atom in the state \(\sigma\) and one in the state \(\sigma'\), \(m\) is the atomic mass and \(\hbar\) is the Planck constant. We assume repulsive interactions between atoms in the two states, with \(a \leftrightarrow b\) symmetry leading to \(g_{aa} = g_{bb}\), and an adjustable inter-species coupling \(g_{ab}\), restricting to the phase-mixing regime : \(g_{ab} < g_{aa} \text{ [32]}\).

The system \[\text{11}\] in the lowest energy band is conveniently considered in the basis of Wannier functions \(w(x - x_i, t)\) localized around the lattice sites, where \(x_i\) denotes position of the \(i\)-th site \[\text{2}\]. In the tight-binding limit when the lattice height is larger than the recoil energy \(E_R = \hbar^2 k^2/(2m)\) and the Wannier functions are well localized around each lattice site, the tunneling and interactions terms fall off rapidly with the distance \(|x_i - x_j|\),
leading to the Bose-Hubbard model

\[
\hat{H}_{\text{BH}} = -J \sum_{i,j=i\pm 1} (\hat{a}_i^\dagger \hat{a}_j + \hat{b}_i^\dagger \hat{b}_j) + \frac{U_{ab}}{2} \sum_i \hat{n}_i^a (\hat{n}_i^a - 1) + U_{bb} \sum_i \hat{n}_i^b (\hat{n}_i^b - 1) + U_{ab} \sum_i \hat{n}_i^a \hat{n}_i^b,
\]

where \(J\) and \(U_{\sigma\sigma'}\) are the tunneling and interaction parameters. \(\hat{a}_i\) (\(\hat{b}_i\)) is the annihilation operator of an atom in internal state \(a\) (\(b\)) in the \(i\)-th site of the lattice, and \(\hat{n}_i^\sigma = \hat{a}_i^\dagger \hat{a}_i\), \(\hat{n}_i^b = \hat{b}_i^\dagger \hat{b}_i\) are the corresponding number operators. The Bose-Hubbard Hamiltonian commutes with the total number of particles in each component

\[
\left[\hat{H}_{\text{BH}}, \hat{N}_\sigma \right] = 0,
\]

and \(\hat{N}_\sigma = \sum_i \hat{n}_{\sigma,i}\) with \(\sigma = a, b\), but it does not commute with the occupation numbers \(\hat{n}_{a,i}\), \(\hat{n}_{b,i}\) of the \(i\)-th site, due to the presence of the hopping terms. We address here the case in which the total filling is commensurate with the lattice. In the repulsive interaction regime we consider, a transition from a superfluid to a Mott-insulator phase is expected in the two-component system, as in the usual case of a single species [21]; the magnetic order associated with the pseudospin degrees of freedom (boson components) being a further feature in the ground state [22]. We briefly present the construction of the Bose-Hubbard Hamiltonian [23] from the more general one [24] in Appendix A. The basic properties of the tunneling and interaction parameters are summarized in Appendix C where we also calculate for different lattice heights the couplings appearing in [24] that are neglected in [23].

B. Procedure and parameters used in the simulations

Throughout the paper, we will consider two situations: (i) the case of a static lattice with a time independent height \(V_0\), and (ii) the dynamical case where the lattice is raised with a linear ramp in a time \(\tau\)

\[
V_0(t) = V_{\text{ini}} + (V_{\text{fin}} - V_{\text{ini}}) \frac{t}{\tau},
\]

from an initial value \(V_{\text{ini}}\) where the system is in the superfluid regime to a final value \(V_{\text{fin}}\) in the Mott-insulator regime. The ramp is adjusted in such a way that a particular state (a maximally spin-squeezed state or a more entangled state produced by dynamics) is stored in the Mott phase as the system crosses the Mott transition. Note that in this case \(J(t)\) and \(U(t)\) are functions of time. Using the Bose-Hubbard Hamiltonian [23] and periodic boundary conditions, we perform exact numerical calculations for a few atoms, concentrating on the case \(N = M = 6\), where \(N\) is the number of atoms and \(M\) the number of lattice sites. For the simulations we use the Fock basis \(|n\rangle = \{|n^a_i\rangle, |n^b_i\rangle\}\), where \(|n^a_i\rangle\) denotes a configuration of occupation numbers of the \(M\) lattice sites for atoms in the internal state \(a\) (\(b\)). According to the commutation relations \([\hat{H}_{\text{BH}}, \hat{N}_\sigma] = 0\), the Hilbert space can be written as a direct sum of subspaces with a fixed number of atoms in each internal state \(\kappa = \kappa_{N,0} \oplus \kappa_{N-1,1} \oplus \kappa_{N-2,2} \cdots \kappa_{0,N}\), where \(\kappa_{N_a,N_b}\) denotes the subspace with \(N_a\) atoms in the state \(a\) and \(N_b\) in the state \(b\). The dimension \(d_{N_a,N_b}\) of each subspace depends on \(N_a, N_b = N - N_a\) and on the number of lattice sites \(M\). One has \(\kappa_{N_a,N_b} = \sum_{n^a} \sum_{n^b} \binom{N_a + M - 1}{n^a} \binom{N_b + M - 1}{n^b}\). A numerical method for the Fock state basis generation is described in [24]. Operators \(\hat{O}\) are represented by matrices \(\langle n'|\hat{O}|n\rangle\), and pure states by vectors whose components are the coefficients of the decomposition in the basis.

We consider a spin coherent state as the initial state for the squeezing evolution. In order to prepare it numerically, we assume that initially all the atoms are in the internal state \(a\) and, in the case of zero temperature, in the ground state of \(H_{\text{BH}}\) for the initial values of \(J\) and \(U\):

\[
|\Psi_0(0^-)\rangle = \sum_{\{n^a\}} \alpha_{\{n^a\}} |\{n^a\}, \{0\}\rangle,
\]

where the sum runs over all the possible configurations, and the coefficients \(\alpha_{\{n^a\}}\) are calculated numerically. A \(\pi/2\) pulse, equivalent to a rotation of the state around the \(y\)-axis through angle \(\pi/2\), is applied to create the spin coherent state [33]

\[
|\Psi(0^+)\rangle = e^{-i\hat{S}_y \pi/2} |\Psi_0(0^-)\rangle.
\]

When the temperature is nonzero, the initial state after rotation is given by the density matrix:

\[
\hat{\rho}_T(0^+) = e^{-i\hat{S}_y \pi/2} \hat{\rho}_T(0^-) e^{i\hat{S}_y \pi/2},
\]

with

\[
\hat{\rho}_T(0^-) = \frac{1}{Z} \sum_n e^{-E_n/k_B T} |\Psi_n(0^-)\rangle \langle \Psi_n(0^-)|
\]

FIG. 2. Values of the tunneling \(J\) [A3a] and interaction \(U_{ab}\), and \(U_{ab}\) [A3b] parameters across the lattice ramp [4] used in simulations for \(N = 6\) atoms. Here, \(V_{\text{ini}}/E_R = 3, V_{\text{fin}}/E_R = 40\) and \(\tau E_R/\hbar = 4255\).
where $E_n$ are eigenenergies of the initial Hamiltonian with $\sum_i n_i^a = N$ and $|\psi_n(0^+)\rangle$ are the corresponding eigenvectors, $k_B$ is the Boltzman constant, $T$ the temperature and $Z$ the normalization. The initial state is then evolved according to the Schrödinger equation $i\hbar \partial_t |\psi(t)\rangle = \hat{H}_{BH}|\psi(t)\rangle$ for the zero temperature case, or the von Neumann equation $i\hbar \partial_t \hat{\rho}_T(t) = [\hat{H}_{BH}, \hat{\rho}_T(t)]$ for the nonzero temperature case. Both equations were solved numerically using the Runge-Kutta method.

In Fig. 2 we show the values of the tunneling parameter $J(t)$ and the interaction parameter $U_{aa}(t)$ through the considered ramp 1 optimized to produce and store a spin-squeezed state with $N = 6$ atoms. $J(t)$ and $U_{aa}(t)$ were calculated numerically according to the definitions [37, 38] using the Wannier functions, as detailed in Appendix A. The numerical values of parameters in all the simulations are typical for hyperfine states in alkali atoms 1. We took $a_s = 100.4 a_B$, $a_p = a_a$, and $a_{ab} = 95 a_a$, where $a_B = 5.29 \times 10^{-11}$ m is Bohr radius, the lattice constant $d = \lambda/2 = 431$ nm, the ratio $(a_a + a_b - 2a_{ab})/d = 1.25 \times 10^{-3}$, $a_{ab}/d = 0.012$. The recoil energy value is $E_R = 2.04 \times 10^{-30}$ J and the characteristic time scale $t_0 = \hbar/E_R = 51.5 \mu$s. We also assume that $L = d/\sqrt{2\pi}$.

### C. Spin squeezing parameter

We quantify the level of spin-squeezing by the parameter [37, 38]

$$\xi^2 = \frac{N \Delta^2 S_{\perp\text{min}}}{\langle S \rangle^2},$$

where $\langle S \rangle$ is the length of the mean collective spin and $\Delta^2 S_{\perp\text{min}}$ is the minimal variance of the spin orthogonal to the mean spin direction. In the multimode case of atoms in an optical lattice, collective spin operators are defined as a sum of local spin operators

$$\hat{S}_z = \sum_{i=1}^M \frac{1}{2} \left( \hat{a}_i^\dagger \hat{b}_i + \hat{b}_i^\dagger \hat{a}_i \right),$$

$$\hat{S}_y = \sum_{i=1}^M \frac{1}{2i} \left( \hat{a}_i^\dagger \hat{b}_i - \hat{b}_i^\dagger \hat{a}_i \right),$$

$$\hat{S}_z = \sum_{i=1}^M \frac{1}{2} \left( \hat{a}_i^\dagger \hat{a}_i - \hat{b}_i^\dagger \hat{b}_i \right).$$

As for individual spins, collective spin components obey cyclic commutation relations $[\hat{S}_x, \hat{S}_y] = i \hat{S}_z$. Due to the

1 In an experiment, one could use for example $^{87}$Rb atoms in states $|F = 1, m_F = 1 \rangle$ and $|F = 2, m_F = -1 \rangle$ where the interspecies scattering length $a_{ab}$ is tuned by means of a Feshbach resonance [13], or the states $|F = 1, m_F = 1 \rangle$ and $|F = 2, m_F = -2 \rangle$ where the interspecies interaction can be tuned by slightly shifting the optical lattices for the two components [29].
Ueda and it catches the main features of the squeezing dynamics. In particular we expect that the maximum level of squeezing generated in our scheme is the same as the one generated by equivalent the OAT model in both the static and the dynamic scheme that we consider. The time scale, or the best squeezing time, depends on the system Hamiltonian through the parameter $\chi$. Here below, we give an approximate expression of $\chi$ in the static case, assuming that all the atoms are in the zero momentum mode that is the condensate mode in the noninteracting case. To this aim, we write the Bose-Hubbard Hamiltonian in the momentum representation, $\hat{a}_i = \frac{1}{\sqrt{M}} \sum_q e^{-iqx} \hat{a}_q$ and $\hat{b}_i = \frac{1}{\sqrt{M}} \sum_q e^{-iqx} \hat{b}_q$, and we keep only the zero momentum terms. We obtain:

$$\hat{H}_{BH,0}(\hat{N}_{0,a}, \hat{N}_{0,b}) = \epsilon_{0,a} \hat{N}_{0,a} + \epsilon_{0,b} \hat{N}_{0,b} + \frac{U_{aa}}{M} \hat{N}_{2,a}^2 + \frac{U_{bb}}{M} \hat{N}_{2,b} + \frac{U_{ab}}{M} \hat{N}_{0,a} \hat{N}_{0,b},$$

(19)

where $\hat{N}_{0,a} = \hat{a}_a^\dagger \hat{a}_a = 0$, $\hat{N}_{0,b} = \hat{b}_b^\dagger \hat{b}_b = 0$, and $\epsilon_{0,a} = -2J - U_{aa}/(2M)$ and $\epsilon_{0,b} = -2J - U_{bb}/(2M)$. The chemical potentials are $\mu_a|\hat{N}_{0,a}, \hat{N}_{0,b} = \epsilon_{0,a} + \frac{U_{aa}}{M} \hat{N}_{0,a} + \frac{U_{ab}}{M} \hat{N}_{0,b}$, $\mu_b|\hat{N}_{0,a}, \hat{N}_{0,b} = \epsilon_{0,b} + \frac{U_{ba}}{M} \hat{N}_{0,a} + \frac{U_{bb}}{M} \hat{N}_{0,b}$ where all expressions are derived assuming that all atoms are in the zero momentum mode. One then obtains

$$\chi_{q=0} = \frac{1}{2M\hbar}(U_{aa} + U_{bb} - 2U_{ab}),$$

(20)

Using (20), the parameter $\chi_{q=0}$ can be calculated numerically using the exact form of the Wannier function to determine the interaction parameters $U_{a,a'}$. Moreover, analytical expressions for $\chi_{q=0}$ can be obtained in the limiting cases of a very shallow or a very deep lattice. The first limit is that of a homogeneous system when $V_0 \to 0$. The values of the interaction parameters are then $U_{a,a}^{homo} = g_\sigma N/L_x$, where $L_x = Md$ is the system size along $x$, leading to

$$h\chi_{q=0}^{\text{homo}} = \frac{4}{M\pi} \frac{\Delta a}{d} \frac{\hbar}{E_R}$$

(21)

where $\Delta a = a_a + a_b - 2a_{ab}$.

The second one is that of localized Wannier functions that can be approximated by Gaussians, see Appendix C. In this case one obtains

$$h\chi_{q=0}^{\text{Gauss}} = \sqrt{\frac{32}{\pi}} \frac{\Delta a}{d} \frac{V_0}{E_R} \frac{1}{4} \frac{E_R}{E_R}$$

(22)

The zero momentum part of the Bose-Hubbard Hamiltonian can be viewed as bimodal: the atoms in $q = 0$ of the $a$ state and those in $q = 0$ of the $b$ state. The evolution of such bimodal subsystem can be solved analytically in the Fock state basis:

$$|\psi_0(t)\rangle = \sum_{N_{0,a}=0}^N c_{N_{0,a}} e^{-i\frac{\Delta a}{2} (N-2N_{0,a})^2} |N_{0,a}, N-N_{0,a}\rangle,$$

(23)

taking the spin coherent state as the initial state that determines the values of $c_{N_{0,a}} = 2^{-N/2} \sqrt{N \choose N_{0,a}}$. In (23) we omitted the constant global phase factor. Consistently, for the two-mode model, the spin squeezing parameter is considered for the zero momentum mode, replacing the collective spin operators $\hat{S}_x, \hat{S}_y$ and $\hat{S}_z$ by their zero momentum counterparts $\hat{S}_{0,x} = (\hat{a}_q^\dagger \hat{b}_q^0 + \hat{b}_q^\dagger \hat{a}_q^0)/2$, $\hat{S}_{0,y} = (\hat{a}_q^\dagger \hat{b}_q^0 - \hat{b}_q^\dagger \hat{a}_q^0)/2i$ and $\hat{S}_{0,z} = (\hat{N}_{0,a} - \hat{N}_{0,b})/2$. The evolution of such spin squeezing parameter for zero-momentum-mode is solvable analytically. We will refer to it as the two-mode model (2MM) while comparing it to the exact numerical results. We expect agreement between the exact calculation and the 2MM as long as $(\hat{N}_{0,a}) + (\hat{N}_{0,b}) \approx N$ in the initial state before $\pi/2$ pulse and as long as the system stays in the superfluid regime.
In Fig. 3 we show an example of the evolution of the spin squeezing parameter \( \xi \) for two different static values of the lattice height \( V_0/E_R = 0.4 \) and \( V_0/E_R = 6 \), both for \( N = 6 \). The maximum level of squeezing achieved during the evolution is the same for the two values of \( V_0/E_R \) while the time scales are different, as expected. The agreement between the 2MM and the exact results degrades when \( V_0 \) increases, because the approximation of having all the atoms in the zero momentum mode, that we used to calculate \( \chi_{q=0} \), becomes unjustified. To be more specific on this point, in Fig. 4 we collect the best squeezing times calculated exactly (black solid line) and compare them to the 2MM results (orange dot-dashed line) with \( \chi_{q=0} \) calculated from (24). The condensed fraction defined as the average occupation of the \( q = 0 \) momentum mode:

\[
\sigma_c = \frac{1}{N} \langle \hat{\sigma}^0_q \rangle = \frac{1}{NM} \sum_{i,j} \langle \hat{\sigma}^0_j \rangle,
\]

where \( \sigma = a, b \) is shown on the same figure. The following observations can be made: (i) the 2MM works well as long as the condensed fraction is close to one, and (ii) the best squeezing time is smaller than for an homogeneous system with the same number of atoms in a specific range of \( V_0 \). The squeezing acceleration by the optical lattice potential in the range \( 0.4E_R < V_0 < 7E_R \), is simply explained in the following paragraph.

Let us first consider the condition \( t_{\text{best}} < t_{\text{homo}} \). It implies \( \chi_{\text{homo}} < \chi \) and hence \( \frac{1}{2} \int |w|^2 dx > 1 \). By approximating the Wannier function \( w \) by a Gaussian one obtains the lower bound for the lattice height \( V_0/E_R > \left( \frac{2}{\pi} \right)^2 \approx 0.4 \). This number is in a good agreement with what we observe in the numerical calculation, see vertical dotted line in Fig. 1. The upper bound for \( V_0 \) expresses the fact that the lattice height should be low enough for the system to remain in the superfluid phase with a condensed fraction close to one. To obtain an estimate of that for small atom numbers, we can use the explicit analytical expression of the condensed fraction for \( N = 2 \), see Appendix \( D \). It is \( f_c^a = \frac{64J^2 + 16\Omega_{aa} + \Omega_{aa}^2}{2(64J^2 + \Omega_{aa}^2)} \)

with \( \Omega_{aa} = U_{aa} + \sqrt{64J^2 + U_{aa}^2} \). It is obvious that \( f_c^a \to 1 \) when \( U_{aa}/J \to 0 \). In order to estimate the validity range of the 2MM we can fix the condensed fraction to a value close to one. By taking for example \( f_c^a \approx 0.99 \), the threshold point above which the 2MM fails is then \( (U_{aa}/J)_{\text{th}} \approx 1.6 \) corresponding to \( (V_0/E_R)_{\text{th}} \approx 7 \), which gives a fair estimate of what we see in the exact numerical calculations in Fig. 1.

\[ \text{FIG. 5.} \text{ (a) Squeezing parameter } \xi^2 \text{ and (b) condensed fraction } f_c^a, \text{ for } N = 6, \text{ are shown (i) across the lattice ramp } \xi = 3 \text{ with } \tau E_R/h = 4255 \text{ (black solid lines), and (ii) in a static situation for } V_0/E_R = 3, \text{ (green dashed lines). The same quantities in the } \pi/2 \text{ “Mott-insulator phase-state” } \text{ are shown for comparison (blue dot-dashed lines).} \]

IV. SPIN-SQUEEZED AND GHZ STATES STORED IN MOTT PHASE

In order to store the best squeezing in the Mott-insulator phase, we linearly ramp the lattice potential depth according to \( 4 \). We choose the initial value of the lattice depth \( V_0 = 3E_R \) as it corresponds to a condensed fraction close to unity, and it generates the squeezing faster than for a homogeneous system. An example of spin squeezing parameter and condensed fraction evolution\(^2\) is shown in Fig. 5. The squeezing parameter stops evolving around its minimum because the ramp is adjusted so that the system undergoes the Mott transition at the best squeezing time. In the Mott-insulator phase with one atom per site, atoms are isolated around lattice sites and stop to interact. As we will show it in this section, not only a squeezed state can be stored in the Mott phase. By varying the ramp time \( \tau \) one can store other states dynamically produced by the interactions, including macroscopic superpositions of phase states.

To gain understanding about the structure of state stored in Mott phase, lets us first consider the simplest case of \( N = 2 \) and then generalize the arguments for an arbitrary number of atoms.

\[ ^2 \text{The values of the tunneling and interaction terms were calculated exactly according to } A_{30} \text{ and to } A_{31}. \text{ They are shown in Fig. 4.} \]
the result is shown in Fig. 6. The evolution of the states stored in the Mott phase at the end of the ramp for

\[ |\phi = 0\rangle_{\text{MI}} = \frac{1}{\sqrt{2}} \left( a_1^+ + e^{i\phi_1} b_1^+ \right) \left( a_2^+ + e^{i\phi_2} b_2^+ \right) |0\rangle \]  

(28)

obtained from a single component Mott state, by putting each atom in the coherent-superposition \((|a\rangle + |b\rangle)/\sqrt{2}\). However, unlike in the \(\phi = 0\) Mott-insulator phase-state, a nonzero relative phase appears between individual Fock states. The value of the relative phase \(\phi\) depends on the state that is stored in the Mott phase. The above introduced structure (27) in term of Fock states, is illustrated in Fig. 7 for different values of the ramp time, corresponding to different quantum states stored in the Mott-insulator phase.

The general form (27) of the stored state for \(N = 2\) can be expressed in terms of two-site phase-states,

\[ |\phi_1, \phi_2\rangle = \frac{1}{\sqrt{2}} \left( e^{i\phi_1} |a\rangle + e^{i\phi_2} |b\rangle \right) \left( e^{i\phi_2} |a\rangle + e^{i\phi_1} |b\rangle \right) |0\rangle \]  

(29)

Indeed one has

\[ |\Psi\rangle_{\text{MI}, N=2} = e^{i\phi/2} \left( \cos \frac{\phi}{2} |0, 0\rangle + i \sin \frac{\phi}{2} |\pi, \pi\rangle \right) \]  

(30)

It is true for any value of the phase \(\phi\). In this sense, the state stored in the Mott phase is a superposition of two different Mott-insulator phase-states with different phases, and it becomes an even superposition when \(\phi = \pi/2\).

B. Case \(N = 6\)

The natural question arises how the discussed above structure changes when the number of atoms increases. One might expect that the state stored in the Mott phase is a superposition of \(2^N\) Fock states with single occupation per lattice site and \(N/2\) different phase factors. We have checked numerically that this is the case for \(N = 4\) and \(N = 6\). In the latter case one has

\[ |\Psi\rangle_{\text{MI}, N=6} = \frac{1}{2^6} \left[ S_{5,0} + S_{6,0} + e^{i\phi_{51}} (S_{5,1} + S_{1,5}) + e^{i\phi_{12}} (S_{1,2} + S_{2,1}) + e^{i\phi_{33}} S_{3,3} \right] \]  

(31)

were we introduced notation

\[ S_{Na, Nb} = \sum_{\{n_{ia}\}} \sum_{\{n_{ib}\}} |\{n_{ia}\}, \{n_{ib}\}\rangle \]  

(32)

in which summations run over all configurations \(\{n_{ia}\}\) and \(\{n_{ib}\}\) of occupation numbers on the lattice in the state \(a\) (b), under the conditions of a fixed number of atoms in state \(a\) and \(b\), and the restriction of single occupation per lattice site indicated by the prime. The state
where the phase is the same for all lattice sites, states (31) can be expressed in terms of six-site phase-states. In quantum states stored in the Mott-insulator phase. The value of the squeezing parameter stored depends on the ramp time showing that an appropriate choice of $\tau$ is crucial to efficiency of the protocol. The dashed black vertical line marks the best squeezing. The only nonzero coefficients are $c_2, c_5, c_6$ and $c_9$ and the nonzero relative phases: $\theta_5 - \theta_2$ and $\theta_6 - \theta_3$ are equal, demonstrating validity of the state (34). This relative phase, marked by $\phi$ in (34), linearly depends on $\tau$. The vertical dot-dashed orange line marks the ramp time $\tau$ corresponding to $\phi = \pi/2$ for storing the $N = 2$ even superposition state (35).

$\{n_{ia}\}, \{n_{ib}\}$ denotes the multi-site Fock state. For example $S_{6,0} = |111111, 000000\rangle$. The structure (31) of the state for $N = 6$, is illustrated in Fig. 8 for different values of the ramp times, corresponding to different quantum states stored in the Mott-insulator phase.

As we did it previously, we can express the stored state in terms of Mott-insulator multi-site phase-states. In general, in the case of six atoms and six lattice sites, the state (31) can be expressed in terms of six-site phase-states

$$|\phi_1, \phi_2, \phi_3, \phi_4, \phi_5, \phi_6\rangle = \prod_{j=1}^{6} \frac{\hat{a}_j^\dagger + e^{i\phi_j} \hat{b}_j^\dagger}{\sqrt{2}} |0\rangle$$

$$= \frac{1}{2^3} \sum_{N_a=0}^{6} \hat{S}_{N_a, N-N_a} \phi^{n_a=N_a}$$

$$= \frac{1}{2^3} \sum_{N_a=0}^{6} \hat{S}_{N_a, N-N_a} \phi^{n_a=N_a}$$

(33)

with

$$\hat{S}_{N_a, N_b} = \sum_{\{n_{ia}\}'} \sum_{\{n_{ib}\}''} e^{i\sum_{i} \phi_{n_{ib}}} |\{n_{ia}\}', \{n_{ib}\}''\rangle$$

(34)

When considering a Mott-insulator phase-state $|\phi\rangle_{MI}$ where the phase is the same for all lattice sites,

$$|\phi\rangle_{MI} \equiv |\phi, \phi, \phi, \phi, \phi, \phi\rangle$$

(35)

we can replace in (33) $\hat{S}_{N_a, N_b}$ by $e^{i\phi_N} S_{N_a, N_b}$. The different terms in (31) can then be expressed with the help of Mott-insulator phase-states as

$$\frac{3}{4} (S_{60} + S_{06}) = |0\rangle_{MI} + |\pi\rangle_{MI}$$

$$+ |\frac{\pi}{3}\rangle_{MI} + |\frac{2\pi}{3}\rangle_{MI} + |\frac{4\pi}{3}\rangle_{MI} + |\frac{5\pi}{3}\rangle_{MI},$$

$$\frac{1}{2} (S_{51} + S_{15}) = |0\rangle_{MI} - |\pi\rangle_{MI}$$

$$= - i \left( |\frac{\pi}{2}\rangle_{MI} + |\frac{3\pi}{2}\rangle_{MI} \right),$$

$$\frac{3}{4} (S_{42} + S_{24}) = 2 |0\rangle_{MI} + 2 |\pi\rangle_{MI}$$

$$- \left( |\frac{\pi}{3}\rangle_{MI} + |\frac{2\pi}{3}\rangle_{MI} + |\frac{4\pi}{3}\rangle_{MI} + |\frac{5\pi}{3}\rangle_{MI} \right),$$

$$\frac{1}{2} S_{33} = |0\rangle_{MI} - |\pi\rangle_{MI}$$

$$+ i \left( |\frac{\pi}{2}\rangle_{MI} + |\frac{3\pi}{2}\rangle_{MI} \right).$$

(36)

In the special case when $e^{i\phi_{42}} = 1$ and $\phi_{51} = \phi_{33} = \pi/2$, one obtains the $N = 6$ Greenberger-Horne-Zeilinger state

$$|\Psi\rangle_{\text{GHZ}, N=6} = \frac{e^{i\pi/4}}{\sqrt{2}} |0\rangle_{MI} + i |\pi\rangle_{MI}.$$  

(37)

As shown in Fig. 8 this occurs when the ramp time $\tau$ equals half of period of the one-axis twisting dynamics,
corresponding to freezing in the Mott state the correlations of a Schrödinger cat, macroscopic superposition of two phase-states. Note that (37) is equivalent to the most common representation of the Greenberger-Horne-Zeilinger state in the number operator basis. To see this, one should change the basis by rotation of the state by $\pi/2$ around the $y$-axis.

C. On-site and inter-site correlation functions in the Mott-squeezed state

The stored Mott-squeezed state is neither a $\phi = 0$ Mott-insulator phase-state nor a two-mode squeezed state. It is a multimode entangled state possessing some of the properties the two. To have more insight into the character of the Mott-squeezed state, we analyze here the two correlation functions: $\langle \hat{a}_i^\dagger \hat{b}_j \rangle$ and $\langle \{\hat{S}_{y,i}, \hat{S}_{z,j}\}\rangle - 2 \langle \hat{S}_{y,i}\rangle\langle \hat{S}_{z,j}\rangle$, where $\hat{S}_{y,i} = (\hat{a}_{i}^\dagger \hat{b}_{i} - \hat{b}_{i}^\dagger \hat{a}_{i})/2i$ and $\hat{S}_{z,i} = (\hat{a}_{i}^\dagger \hat{a}_{i} - \hat{b}_{i}^\dagger \hat{b}_{i})/2$. The first one quantifies the correlation between the internal states $a$ and $b$ of the atoms, that is maximal for $i = j$ in a $\phi = 0$ Mott-insulator phase-state. The second one characterizes spin-spin correlations between different atoms, that is a property of spin-squeezed states as can be seen by the definitions (38) and (39). The higher the value of the spin-spin correlation function the higher the level of squeezing. Note that $\langle \hat{S}_{y,i}\rangle = \langle \hat{S}_{z,i}\rangle = 0$ both for the initial state and during evolution.

In Fig. 9 we show both correlation functions for different distances $i - j$ between the sites, both in the case of a linear ramp of the lattice (solid lines) and in the case of a static lattice (dashed lines). In the case of a ramp, in the long time limit when $J \to 0$, the $\langle |\langle \hat{a}_i^\dagger \hat{b}_j \rangle|^2 \rangle$ correlation function is nonzero only on-site; the off-site correlation function $\langle \hat{a}_i^\dagger \hat{b}_j \rangle$ tends to zero independently of the value $i - j$ as long as $i \neq j$. On the other hand, the spin-spin correlation function is nonzero only between different sites $i \neq j$.

The origin of such a behavior comes from the structure of the Mott-squeezed state, and can be understood in detail in the case $N = 2$. The correlation functions of interest are in this case

$$\langle \hat{a}_i^\dagger \hat{b}_1 \rangle = 2\sqrt{2}|c_1|c_4|\cos(\theta_1 - \theta_4) + 2|c_2|c_5|\cos(\theta_2 - \theta_5),$$

(38)

$$\langle \hat{a}_i^\dagger \hat{b}_2 \rangle = 2\sqrt{2}|c_1|c_5|\cos(\theta_1 - \theta_5) + 2|c_2|c_4|\cos(\theta_2 - \theta_4),$$

(39)

and

$$\langle \{\hat{S}_{y,i}, \hat{S}_{z,1}\}\rangle = 2\sqrt{2}|c_1|c_4|\sin(\theta_4 - \theta_1),$$

(40)

$$\langle \{\hat{S}_{y,i}, \hat{S}_{z,2}\}\rangle = 2|c_2|c_5|\sin(\theta_5 - \theta_2),$$

(41)

where we used (22) the $a \leftrightarrow b$ symmetry and the notation $c_w = |c_w|e^{i\theta_w}$. Since with one atom per site, only the coefficients $c_2, c_3, c_4, c_5$ are nonzero, the analytical expressions (38-39) confirm that $\langle \hat{a}_i^\dagger \hat{b}_j \rangle$ is nonzero when $i = j$ and zero for $i \neq j$. One can check that the product of nonzero coefficients (those of Fock states with one atom per lattice site) always contribute to the on-site function $\langle \hat{a}_i^\dagger \hat{b}_i \rangle$, independently of the total atom number as long as unit filling is considered. Similarly one can see from (10) and (11) that the spin-spin correlation function has the opposite behavior, displaying a nonzero product of coefficients when $i \neq j$ only.

V. EFFECT OF NONZERO TEMPERATURE ON THE MOTT-SQUEEZED STATE

Two types of excitations exist in the Mott phase of our two component system: gapped excitations corresponding to double occupations of a site, for which the energy

$$\langle \hat{a}_i^\dagger \hat{b}_j \rangle$$

\[ i = j \text{ and } i \neq j \]

One can check that the product of nonzero coefficients (those of Fock states with one atom per lattice site) always contribute to the on-site function $\langle \hat{a}_i^\dagger \hat{b}_i \rangle$, independently of the total atom number as long as unit filling is considered. Similarly one can see from (10) and (11) that the spin-spin correlation function has the opposite behavior, displaying a nonzero product of coefficients when $i \neq j$ only.
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scale is the on-site interaction energy $U_{\sigma\sigma}$ or $U_{\sigma\sigma'}$, and “soft” excitations within the single occupation manifold that can be described by an effective spin model. In our protocol it is important to maintain the system in the single occupation manifold in order to keep the stored squeezing and entanglement constant in time. Within this manifold, it is not important to remain in the ground state because the spin-dependent interaction energy is strongly reduced, scaling as $J^2/U_{\sigma\sigma'}$ [34, 42, 47].

We therefore concentrate on excitations out of the low-energy manifold toward states with double occupations. We show that thermal fluctuations cause the squeezing parameter to oscillate in the Mott phase. Its value nevertheless remains small in the low temperature limit. Residual interaction in the Mott phase due to double occupation of a site, directly influences our scheme because the squeezing dynamics is then imperfectly stopped. To give a rough estimate, we expect that thermal effects become visible when the temperature is comparable with the excitation energy for double site occupation $k_B T \geq U_{ab} \simeq U_{bb} = U_{aa}$, where $k_B$ is the Boltzmann constant.

According to Fig. 2 and Fig. 5, we see that $U_{aa}$ varies between 0.065$E_R$ and 0.08$E_R$ in the critical region from $tE_R/h = 1000$ and $tE_R/h = 2000$, after which the thermally induced double occupations are frozen in the deep Mott phase. We then expect notable thermal effects for temperatures of this order. The finite temperature simulation results are shown in Fig. 10(a) for $N = 4$. We observe that nonzero temperature not only increases the value of the best squeezing stored in the Mott phase as it was already understood for bimodal condensate [40]; in addition, an evolution of the squeezing parameter stored in the Mott phase takes place in the form of regular oscillations. We expect the amplitude of oscillations of $\xi^2(t)$ in the Mott phase to be proportional to the double occupation probability, quantified by the second order correlation function $g^{(2)}_{\sigma\sigma'}(t) = \langle \hat{\sigma}^\dagger \hat{\sigma} \hat{\sigma}^\dagger \hat{\sigma} \rangle / \langle \hat{\sigma}^\dagger \hat{\sigma} \rangle \langle \hat{\sigma}^\dagger \hat{\sigma} \rangle$ with $\sigma, \sigma' = a, b$, illustrated in Fig. 10(b). Indeed, while the temperature changes from 0.06$E_R$ to 0.08$E_R$, both the stationary value of the second order correlation function and the oscillation amplitude of the squeezing parameters increase by approximately the same factor. On the other hand, the period of the oscillations in $\xi^2(t)$ in the Mott phase is determined by the periodicity of the dynamics for two atoms on the same site, similarly to [47], corresponding here to $\varphi = (U_{aa} - U_{ab})t/h = 2\pi$. Using the value of $U_{aa}$ at the end of ramp, for $V_0/E_R = 40$ one finds a value of the period of approximately $1369h/E_R$ in agreement to what observed in Fig. 10.

Our results demonstrate the possibility to maintain spin-squeezing in the Mott phase in our small system even at finite temperature.

---

4 At the end of the ramp, $U_{bb} = U_{aa}/E_R \approx 0.09$, and $U_{ab} = 0.95U_{aa}$. One then finds $\Delta t = 2\pi h/(U_{aa} - U_{ab}) = 1369.22E_R/h$. Figure 10. (a) Squeezing parameter versus time at nonzero temperature and (b) second order correlation function. Here $N = 4$. The values of the initial condensed fractions are $f_a^c = 0.997 (k_B T/E_R = 0.02)$, $f_a^c = 0.996 (k_B T/E_R = 0.04)$, $f_a^c = 0.989 (k_B T/E_R = 0.06)$ and $f_a^c = 0.973 (k_B T/E_R = 0.08)$. As long as the initial condensed fraction is large, and the initial temperature is weak with respect to the value of $U_{ab}$ and $U_{aa}$ (as discussed in the text), the effect of the temperature is very weak.

VI. SUMMARY

We investigated the dynamical generation and storage of spin-squeezed and Greenberger-Horne-Zeilinger states in the Mott phase of system of a cold atoms in an optical lattice. This is done by raising an optical the lattice potential in an interacting bimodal Bose-Einstein condensate that is initially in the superfluid phase in the lattice.

We introduced and explained a two-mode one-axis twisting model which allows analytical estimates, and used it to show that the presence of the optical lattice can accelerate the entanglement dynamics as compared to an homogeneous system. The careful analysis of the stored entangled state in the Mott phase revealed its structure: it is composed by the same Fock states that are present in an ideal $\phi = 0$ Mott-insulator phase-state, but with additional relative phase factors depending on the state that is stored. We show that by a proper choice of the lattice ramp time, that would cor-
respond to formation of a Schrödinger cat in a two-mode one-axis twisting model, it is possible to store in the lattice a Greenberger-Horne-Zeilinger state. The structure of the Mott-squeezed states was used to explain the behavior of several correlation functions, on-site and between different sites, that we have calculated numerically. The first-order internal state correlation functions \( \langle \hat{a}_i^\dagger \hat{b}_j \rangle \) are nonzero only when \( i = j \) demonstrating one-body coherence within each atom. The spin-spin correlation functions \( \langle \hat{S}_{y,i} \hat{S}_{z,j} \rangle \), that characterize spin-squeezing are nonzero only when \( i \neq j \) as a consequence of unit filling. Finally, we discussed the effect on the squeezing of nonzero temperature that allows particle-hole excitations. We show that it is still possible to store a squeezed state in the Mott phase, although oscillations of the squeezing parameter appear at finite temperature due to the nonzero probability of double occupation of a single site.

From the experimental point of view, the system with a few atoms is very interesting because of the large control one has on the system, both for the preparation and for the measurement. A step-by-step scaling up of the system size, by increasing the number of lattice sites or the spatial dimension, would allow to explore the boundary between the microscopic and the macroscopic world.
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**Appendix A: Bose-Hubbard model**

The motion of a particle in a periodic potential formed by an optical lattice is conveniently described by the band theory, and the system Hamiltonian \( H \) can be considered in the basis of Bloch functions \( \psi_{l,q}(x,t) \) \( \hat{a} \) These are eigenfunctions of the single-particle Hamiltonian \( \hat{H}_{BH} \) and possess required transnational properties. The Bloch functions can be constructed numerically in the plane wave basis as described in Appendix B. As a next step, the Hamiltonian is rewritten in the basis of Wannier functions \( w(x-x_i,t) \) localized around lattice sites, where \( x_i \) denotes position of the \( i \)-th site in the lowest energy band. The Wannier functions are conveniently constructed from the Bloch states \( \psi_{l=1,q}(x,t) \) in the following way

\[
w(x-x_i, t) = \left( \frac{d}{2\pi} \right)^{1/2} \int_{q \in BZ} dq \ e^{-iqx_i} \psi_{l=1,q}(x,t). \tag{A1}\]

Summation in Eq. (A1) extends over wave vectors belonging to the 1st Brillouin zone (BZ), \( -k < q \leq k \). The two-component Hamiltonian is then

\[
\hat{H} = -\sum_{i,j} J(i-j) \left( \hat{a}_i^\dagger \hat{a}_j + \hat{b}_i^\dagger \hat{b}_j \right) + \frac{1}{2} \sum_{i,j,k,l} U_{\text{aa}}^{i,j,k,l} \hat{a}_i^\dagger \hat{a}_j \hat{a}_k \hat{a}_l + \frac{1}{2} \sum_{i,j,k,l} U_{\text{bb}}^{i,j,k,l} \hat{b}_i^\dagger \hat{b}_j \hat{b}_k \hat{b}_l + \sum_{i,j,k,l} U_{\text{ab}}^{i,j,k,l} \hat{a}_i^\dagger \hat{b}_j \hat{a}_k \hat{b}_l, \tag{A2}\]

where \( \hat{a}_i^\dagger \hat{b}_j \) creates a particle in the single-particle Wannier state \( w(x-x_i,t) \) of the lowest energy band \( l = 1 \) localized on the \( i \)-th site, in the internal state \( a(b) \). The Bose-Hubbard model considers only states in the lowest energy band, which is justified as long as the excitations energies to the higher bands are much larger than energies involved in the system dynamics. In general, if \( V_0(t) \) is varied in time, the Wannier states, and hence the hoping and interaction parameters depend on time

\[
J(i-j) = -\frac{d}{2\pi} \int_{q \in BZ} dq \ E_q e^{-i(i-j) dq} \tag{A3a}\]

\[
U_{i,j,k,l}^{\sigma\sigma'} = g_{\sigma\sigma'} \int dx \ w(i)w(j)w(k)w(l), \tag{A3b}\]

where we introduced \( w = w(x-x_i) \). In Appendix C we discuss how the different tunneling \( A_{3a} \) and interaction \( A_{3b} \) terms depend on the lattice height \( V_0 \).

In the tight-binding limit when the lattice height is larger than the recoil energy \( E_R = h^2 k^2 / (2m) \) and the Wannier functions are well localized around each lattice site, the tunneling and interactions terms fall-off rapidly with the distance \( |x_i - x_j| \). By keeping only the leading terms, on obtains the Bose-Hubbard model

\[
\hat{H}_{BH} = -J \sum_{i,j:|i-j|=1} \left( \hat{a}_i^\dagger \hat{a}_j + \hat{b}_i^\dagger \hat{b}_j \right) + \frac{U_{\text{aa}}}{2} \sum_{i} \hat{n}_i^a (\hat{n}_i^a - 1) + \frac{U_{\text{bb}}}{2} \sum_{i} \hat{n}_i^b (\hat{n}_i^b - 1) + U_{\text{ab}} \sum_{i} \hat{n}_i^a \hat{n}_i^b, \tag{A4}\]

where \( J = J(1), U_{\sigma\sigma'} = U_{0,0,0,0}^{\sigma\sigma'} \) and \( \hat{n}_i^a = \hat{a}_i^\dagger \hat{a}_i, \hat{n}_i^b = \hat{b}_i^\dagger \hat{b}_i \). In the shallow lattice however, for \( V_0 \ll 1 \), all the terms in (A4) have to be taken into account.
Appendix B: Numerical calculation of the Bloch functions

The eigenfunctions of the single-particle Hamiltonian (2),
\[ \hat{h}(t) = -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + V(x), \] (B1)
are Bloch functions \( \psi_{l,q}(x) \). They can be calculated numerically in a quite straightforward way. One starts with the representation
\[ \psi_{l,q}(x) = e^{iqx} u_{l,q}(x) \] (B2)
where \( q \) is the quasimomentum, here an integer multiple of \( 2\pi/(Md) \), \( l \) denotes the energy band and \( x \) is a position. Since the functions \( u_{l,q}(x) \) are periodic with the same periodicity of the lattice, they can be written as a discrete Fourier sum
\[ u_{l,q}(x) = \sum_j a_j e^{2\pi j kx}, \] (B3)
while the potential \( V(x) = V_0 \sin^2(kx) \) as
\[ V(x) = \frac{V_0}{2} (1 - \cos(kx)) = \frac{V_0}{2} - \frac{V_0}{4} (e^{ikx} + e^{-ikx}). \] (B4)
Then, the stationary Shrödinger equation \( \hat{h}\psi_{l,q}(x) = E\psi_{l,q}(x) \), after multiplying both sides by \( e^{iqx} \) and performing the integral \( \int dx \), gives the equation for coefficients of decomposition in the Fourier basis
\[ \left[ \left( 2j + \frac{q}{k} \right)^2 + \frac{V_0}{2E_R} \right] a_j = \frac{V_0}{4E_R} (a_{j+1} + a_{j-1}) = \frac{E}{E_R} a_j. \] (B5)
This is a standard eigenvalue problem and a numerical solution of the polynomial equation \( \text{det}(M - E1) = 0 \) with
\[ \frac{M_{j,j'}}{E_R} = \begin{cases} \left( 2j + \frac{q}{k} \right)^2 + \frac{V_0}{2E_R}, & \text{if } j = j', \\ \frac{V_0}{4E_R}, & \text{if } |j - j'| = 1; \\ 0, & \text{otherwise}, \end{cases} \] (B6)
provides \( 2J_{\text{max}} + 1 \) eigenvalues of the matrix \( M \). These eigenvalues are labeled by the index \( l = 1, 2, ..., 2J_{\text{max}} + 1 \) (called band index) and denoted as \( E_{l,q} \). The components of an eigenvector corresponding to given eigenvalue \( E_{l,q} \) are the coefficients \( a_j \) of (B3). Having them, one needs to evaluate the sum in (B3) to extract the Bloch function (B2).

Appendix C: Properties of tunneling and interaction terms

In the limit \( V_0/E_R \gg 1 \) the Wannier functions can be approximated by Gaussian functions whose width is set by the frequency associated to the each lattice site minimum (2). Therefore, \( u(x) \approx \left( \frac{k^2}{\pi} \right)^{1/4} \left( \frac{V_0}{E_R} \right)^{1/8} e^{-\sqrt{2k^2x^2}/2} \). This is a fairly good approximation to obtain the interaction coefficient:
\[ \frac{U_{\text{Gauss}}(t)}{E_R} \approx \sqrt{\frac{32}{\pi} \frac{a_{\sigma\sigma'}d}{L_xL_y}} \left( \frac{V_0}{E_R} \right)^{1/4}. \] (C1)
In Fig. 11(a) we show the interacting terms calculated exactly from (A3b) and compare them to the approximated formula (C1). One can easily see that the interaction terms beyond the terms involving nearest neighbors can be neglected as compared to the latter ones, when \( V_0/E_R > 1 \) as expected (2).

In the case of the hopping parameters \( J(i-j) \), the Gaussian approximation gives a relative error growing with the lattice height (48). The hopping matrix element is rather conveniently approximated by the width of the lowest band in the one-dimensional Mathieu equation (49), yielding to
\[ \frac{J_{\text{app}}}{E_R} \approx 4 \sqrt{\pi} \left( \frac{V_0}{E_R} \right)^{3/4} e^{-2\sqrt{\frac{V_0}{\pi E_R}}}, \] (C2)
for nearest neighbors, i.e. \( i - j = 1 \). In Fig. 11(b) we present the tunneling terms calculated exactly and using the above formula. Indeed, as long as \( V_0/E_R > 1 \) the leading nearest neighbor term dominates.

Appendix D: Evolution for \( N = 2 \): analytical results

In below we present the semi-analytical method used to describe the dynamics of \( N = M = 2 \) system.

Let us consider the Bose-Hubbard Hamiltonian (3) in the Fock state basis, which for \( N = M = 2 \) is ordered
and named as follows

\[
| 1 \rangle = | 20, 00 \rangle, \quad | 2 \rangle = | 11, 00 \rangle, \quad | 3 \rangle = | 02, 00 \rangle, \\
| 4 \rangle = | 10, 10 \rangle, \quad | 5 \rangle = | 10, 01 \rangle, \quad | 6 \rangle = | 01, 10 \rangle, \quad | 7 \rangle = | 01, 01 \rangle, \\
| 8 \rangle = | 00, 20 \rangle, \quad | 9 \rangle = | 00, 11 \rangle, \quad | 10 \rangle = | 00, 02 \rangle.
\]

(D1)

For example \( \hat{a}_2^{\dagger} \hat{a}_1 | 1 \rangle = \sqrt{2} | 2 \rangle \). The Hamiltonian matrix in the above basis has block diagonal form

\[
\hat{H}_{BB} = \text{diag}(\hat{H}_{aa}, \hat{H}_{ab}, \hat{H}_{bb})
\]

where matrix representation of \( \hat{H}_{aa} \) and \( \hat{H}_{bb} \) in states \( \{ | 1 \rangle, | 2 \rangle, | 3 \rangle \} \) and \( \{ | 8 \rangle, | 9 \rangle, | 10 \rangle \} \), respectively, has form

\[
\hat{H}_{aa} = \hat{H}_{bb} = \begin{pmatrix}
U_{aa} & -2\sqrt{2}J & 0 \\
-2\sqrt{2}J & -2\sqrt{2}J & 0 \\
0 & -2\sqrt{2}J & U_{aa}
\end{pmatrix},
\]

(D2)

and \( \hat{H}_{ab} \) representation in states \( \{ | 4 \rangle, | 5 \rangle, | 6 \rangle, | 7 \rangle \} \) reads

\[
\hat{H}_{ab} = \begin{pmatrix}
U_{ab} & -2J & -2J & 0 \\
-2J & 0 & 0 & -2J \\
-2J & 0 & 0 & -2J \\
0 & -2J & -2J & U_{ab}
\end{pmatrix}.
\]

(D3)

In order to calculate the initial spin-coherent state, let us first consider the ground state when all atoms are in the \( a \) state, and then rotate it through \( \pi/2 \) around the \( y \)-axis of the Bloch sphere. When all atoms are in the component \( a \) then it is enough to consider the \( 3 \times 3 \) matrix \( [D2] \). Eigenvalues of that matrix are \( E_1 = \Omega_{aa}/2, E_2 = U_{aa}, E_3 = \Omega_{aa}/2, \Omega_{aa} = U_{aa} \pm \sqrt{64J^2 + U_{aa}^2} \), with the corresponding states:

\[
| \Psi_1 \rangle = \frac{1}{\mathcal{N}_1} \left( | 1 \rangle + \frac{\Omega_{aa} \pm \sqrt{64J^2 + U_{aa}^2}}{4\sqrt{2}J} | 2 \rangle + | 3 \rangle \right),
\]

(D4)

\[
| \Psi_2 \rangle = \frac{1}{\sqrt{2}} (| -1 \rangle + | 3 \rangle)
\]

(D5)

\[
| \Psi_3 \rangle = \frac{1}{\mathcal{N}_3} \left( | 1 \rangle + \frac{\Omega_{aa} - \sqrt{64J^2 + U_{aa}^2}}{4\sqrt{2}J} | 2 \rangle + | 3 \rangle \right),
\]

(D6)

where \( \mathcal{N}_1^2 = 2 + \Omega_{aa}^2/(32J^2) \) and \( \mathcal{N}_3^2 = 2 + \Omega_{aa}^2/(32J^2) \). The ground state before rotation is therefore

\[
| GS^- \rangle = | \Psi_1 \rangle = \frac{10}{\mathcal{N}_1} \sum_{w=1}^e c_w | w \rangle
\]

(D7)

with \( \mathcal{N}_1 = (1, \Omega_{aa}/4\sqrt{2}J, 1, 0, 0, 0, 0, 0, 0) \), as \( E_1 \) has the lowest value.

The \( \pi/2 \) pulse \( e^{-i\hat{S}_y \pi/2} \) in the basis we consider

\[
\begin{pmatrix}
\frac{1}{\sqrt{2}} & 0 & 0 & -\frac{1}{\sqrt{2}} \\
0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\
0 & -\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} & 0
\end{pmatrix},
\]

(D8)

leading to the spin coherent state

\[
| \Psi(0) \rangle = e^{-i\hat{S}_y \pi/2} | GS^- \rangle = \sum_w c_w(0) | w \rangle,
\]

(D9)

with \( c_w(0) = (2\sqrt{2}, \frac{a}{2}, 2\sqrt{2}, 4, \frac{a}{2}, \frac{a}{2}, 4, 2\sqrt{2}, \frac{a}{2}, 2\sqrt{2})^T \frac{1}{\sqrt{8^2 + a^2}} \)

(D10)

and \( a = \Omega_{aa}/2 \). A solution of the Schrödinger equation \( i\hbar \partial_t | \Psi(t) \rangle = \hat{H} | \Psi(t) \rangle \) reads

\[
| \Psi(t) \rangle = e^{-i\hbar \hat{H}/T} | \Psi(0) \rangle,
\]

(D11)

when the coefficients in the Bose-Hubbard Hamiltonian are time-independent, or has to be calculated numerically in the time-dependent case.

The time-independent case [D11] can be solved analytically, however the general expressions are quite complex. Here, we give a result for the symmetric case when \( U_{aa} = U_{bb} \), which is

\[
| \Psi(t) \rangle = \sum_w c_w(t) | w \rangle,
\]

(D12)

with

\[
c_1(t) = \frac{2Je^{-i\Omega_{aa}t/2}}{\sqrt{64J^2 + U_{aa}^2}},
\]

\[
c_2(t) = \frac{2Je^{-i\Omega_{aa}t/2}}{\sqrt{64J^2 + U_{aa}^2}},
\]

\[
c_4(t) = 2Je^{-i\Omega_{aa}t/2} \frac{[\Omega_{bb} - \Omega_{aa} + e^{it\omega_{ab}}(\Omega_{aa} - \Omega_{ab})]}{\sqrt{\omega_{ab}^2(64J^2 + U_{aa}^2)}},
\]

\[
c_5(t) = 2Je^{-i\Omega_{aa}t/2} \frac{e^{-itU_{ab}/2}}{\sqrt{2\omega_{ab}^2(64J^2 + U_{aa}^2)}} \times \left[ \Omega_{aa} + \omega_{ab} \cos(t\omega_{ab}/2) + i(64J^2 + U_{aa} + U_{ab}) \sin(t\omega_{ab}/2) \right],
\]

(D13)

and \( c_3(t) = c_8(t) = c_{10}(t) = c_1(t), c_6(t) = c_5(t), c_7(t) = c_4(t), c_9(t) = c_2(t) \). In the above expressions \( \omega_{ab} = \sqrt{64J^2 + U_{aa}^2} \) and \( \Omega_{aa} \pm \Omega_{ab} = \Omega_{aa} \pm \Omega_{ab} \). The reason why coefficients \( c_6 - c_9 \) are expressed in terms of \( c_1 - c_5 \) is the symmetry with respect to exchange of \( a \) and \( b \), forced by equality of interaction coefficients \( U_{aa} = U_{bb} \). Otherwise, they are different and have complex analytical forms. Note, in the limit \( J \to 0 \) coefficients \( c_2, c_5, c_6, c_9 \) are nonzero while the remaining ones \( c_1, c_3, c_4, c_7, c_8, c_{10} \) tend to zero. Therefore, in the Mott phase only the Fock states with one atom per lattice site contributes to the nonzero values of an observable. The same holds in the non symmetric case as well.
