Design of Speech Denoising Algorithm Based on Wavelet Threshold Function and PSO
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Abstract. At present, there are many shortcomings in the discontinuity of wavelet threshold function and the constant threshold of different decomposition layers and the constant error it produced. The amplitude-frequency characteristics of wavelet filters are studied and analyzed by mathematical modeling. An improved wavelet threshold function with adjustable parameters is proposed. Particle swarm optimization (PSO) algorithm is used to find the optimal parameters of the improved threshold function in a background noise environment. The improved wavelet threshold function is combined with Bayesian threshold method to obtain the threshold based on Bayesian criterion, which makes the threshold adaptive in different layers and overcomes the shortcomings of fixed threshold. Finally, the speech signal with optimal wavelet coefficients is obtained after reconstruction. Compared with the traditional threshold function, Simulation results show that the improved threshold function achieves precise notch denoising, effectively retains the singularity and eigenvalues of the signal, and reduces the signal distortion.
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1. Introduction

Noise in speech signal is mainly generated in the process of signal acquisition and transmission, and the ultimate purpose of noise elimination is to get more acceptable speech signal from noisy signal. Nowadays, many denoising algorithms have been proposed\cite{1}. At present, wavelet technology and its improved algorithms are widely used in speech recognition and mobile communications. References \cite{2} proposed a method to improve the threshold function in order to overcome the shortcomings of the wavelet transform soft and hard threshold method. References \cite{3} The improved method only has a certain effect on periodic signals, and the effect scene is relatively single.

There are other algorithms, such as Spectral Subtraction (SS), Wiener Filter(WF), Least Mean Square algorithm (LMS), Subspace Method(SM), Deep Neural Networks(DNN) and so on. There are various problems in these methods, Therefore, scholars have proposed improved methods or new methods\cite{4-7}, such as wavelet
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transform enhancement algorithm is one of them[8]. Aiming at the deficiencies of traditional denoising methods that the threshold is fixed, this paper proposes a method of combining wavelet threshold function with adjustable parameters and Bayesian threshold is proposed, The particle swarm optimization algorithm is used to find the optimal adjustment parameters[9], which makes it adaptive at different levels and can remove clutter more effectively, Finally, simulation experiments verify the effectiveness of the new algorithm.

2. Wavelet Threshold Function Denoising

2.1 Denoising Principle of Wavelet Threshold Function

For a noise signal $y(n)$ with length N, the model can be expressed as:

$$y(n) = x(n) + e(n)$$

(1)

Among them, $y(n)$ is the contaminated signal, $x(n)$ represents a pure signal and $e(n)$ is a noise signal[10].

Following are the basic steps of multi-scale wavelet denoising[11]:

1. For the noisy signal, first set a critical threshold, as a comparison value for comparison with wavelet coefficients, the multi-scale wavelet decomposition of the noisy signal is carried out by choosing the appropriate wavelet base and the number of decomposition layers, so that the wavelet coefficients of each layer can be obtained.
2. Choose appropriate threshold and threshold function for each layer of high frequency wavelet system, and get the wavelet coefficients after each processing.
3. The enhanced speech signal can be obtained by reconstructing the high-frequency and low-frequency wavelet coefficients of each layer.

2.2 Improved threshold function

From the analysis of the denoising steps of the wavelet threshold function, we can see that the denoising effect is related to the threshold function, the noise threshold of each layer and the reconstruction accuracy, therefore, the improvement of the threshold function is the key content of people's research. There are two common methods of traditional threshold function: soft threshold function and hard threshold function[12-13].

The hard threshold function is expressed as:

$$y_{j,k} = \begin{cases} w_{j,k} & |w_{j,k}| > \lambda \\ 0 & |w_{j,k}| \leq \lambda \end{cases}$$

(2)

When the wavelet coefficients are larger than the threshold value, the basic characteristics of the original initial signal are preserved to a certain extent. Since the threshold function is discontinuous at the threshold $\pm \lambda$, the pseudo-Gibbs phenomenon will easily occur when the wavelet coefficients are reconstructed after denoising.

Soft threshold function:

$$y_{j,k} = \begin{cases} sgn(w_{j,k})^\ast(w_{j,k} - \lambda) & |w_{j,k}| > \lambda \\ 0 & |w_{j,k}| \leq \lambda \end{cases}$$

(3)
Formula (3) shows that there is a constant difference between the wavelet coefficients $w_{j,k}$ of noisy signals and the output wavelet coefficients $y_{j,k}$. Compared with the hard threshold function, the soft threshold function is continuous at $\pm \lambda$, but the reconstruction accuracy of the soft threshold function is not enough, this results in the loss of some useful speech signals. From the above analysis, we can see that both hard threshold function and soft threshold function have some shortcomings. The expression of improved wavelet threshold function in reference [14] is as follows:

$$y_{j,k} = \begin{cases} 
\text{sgn}(w_{j,k}) \left( w_{j,k} - \lambda \cdot k \sqrt{|w_{j,k}|^2 - \lambda^2} \right) & |w_{j,k}| > \lambda \\
\text{sgn}(w_{j,k}) \cdot k \cdot \frac{w^2_{j,k}}{\lambda} & |w_{j,k}| \leq \lambda \end{cases}$$

Among them, $\lambda$ is the threshold of each decomposition wavelet coefficients, $k$ is the adjustment parameter. From the proposed threshold function formula, we can see that the change of the threshold function is between the soft and hard threshold functions, and the denoising effect is better than the traditional method to a certain extent. The modulus transformation of coefficients after wavelet transform conforms to the exponential attenuation characteristic. When the threshold value is lower than the threshold value, the threshold function does not satisfy the exponential form. This will inevitably result in unsatisfactory denoising and speech distortion, thus affecting the quality of reconstructed speech signal.

Reference [15] pointed out that the wavelet threshold function is based on an improved non-negative dead zone threshold function:

$$y_{j,k} = \begin{cases} 
\text{sgn} \left( w_{j,k} - \frac{\lambda^2}{2|w_{j,k}|} \right) \cdot e^{2(\lambda - |w_{j,k}|)} & |w_{j,k}| > \lambda \\
\text{sgn}(w_{j,k}) \cdot \lambda \left( e^{\lambda^2|w_{j,k}| - e^{\lambda^2|w_{j,k}|}} \right)^{\frac{1}{2(\lambda^2-e^{\lambda^2|w_{j,k}|})}} & |w_{j,k}| \leq \lambda \end{cases}$$

In the formula $p \in (0, \lambda)$, although the improved threshold function solves the shortcoming that the wavelet coefficients are directly zero when the non-negative threshold function is less than the threshold value, when the wavelet decomposition coefficients are larger than the threshold value, the threshold function is basically fixed when the input noise intensity is different, which will cause distortion to the enhanced speech quality.

Considering that soft and hard threshold functions are odd functions, combining the above two ideas of threshold functions. In this paper, an improved method based on exponential function is proposed, and the exponents with different bases are set at the threshold of absolute value $\lambda$. This method can better denoise the wavelet coefficients of each layer of noisy signal and greatly improve the effect of denoising. The following is the improved expression of threshold function: the place is also continuous, and the following is the improved expression of threshold function:

$$y_{j,k} = \begin{cases} 
\text{sgn}(w_{j,k}) \left( w_{j,k} - \frac{\lambda}{1+\alpha} \cdot \gamma \sqrt{|w_{j,k}|^2 - \lambda^2} \right) & |w_{j,k}| > \lambda \\
\text{sgn}(w_{j,k}) \cdot \frac{\alpha}{1+\alpha} \cdot e^{10^\gamma(|w_{j,k}| - \lambda)} \cdot |w_{j,k}| & |w_{j,k}| \leq \lambda \end{cases}$$
In order to prove the continuity of the improved threshold function, since the improved threshold function is also an odd function, it is only necessary to prove that it is continuous in the right half of the definition domain.

When \(|\omega_{j,k}| \to \lambda|

\begin{align*}
\lim_{\omega_{j,k} \to +\lambda} \text{sgn}(\omega_{j,k}) \ast \left( \frac{\omega_{j,k}}{1+\alpha} \ast \lambda \right) \ast \text{sgn}(\omega_{j,k}) \ast \frac{\alpha}{1+\alpha} \ast \lambda \ast \omega_{j,k} = \frac{\alpha}{1+\alpha} \ast \lambda \\
(7)
\end{align*}

From Formulas (7) and (8), we can see \( \lim_{\omega_{j,k} \to +\lambda} = \lim_{\omega_{j,k} \to -\lambda} = \frac{\alpha}{1+\alpha} \ast \lambda \). So we can know that the threshold function proposed at \( \lambda \) is continuous. Similarly, we can know that the function at \( -\lambda \) is also continuous.

When \(|\omega_{j,k}| > \lambda\), The output signal \( \omega_{j,k} \) is between \(|\omega_{j,k}| \ast \text{sgn}(\omega_{j,k})\). This is because we take any real number for \( \alpha, \ 0 < \frac{1}{1+\alpha} \leq 1 \), And Formula \( \sqrt[\gamma]{\omega_{j,k}^2 - \lambda^2} \) knows, when \( \gamma \in (0, 1) \), The value of arbitrary \( \omega_{j,k} \), the values are between \((0, 1)\), when \( \omega_{j,k} \to \infty \), \( \sqrt[\gamma]{\omega_{j,k}^2 - \lambda^2} \) approaches zero. Therefore \( y_{j,k} \to \omega_{j,k} \). In this way, the new threshold function does not have the problem of fixed deviation value relative to the soft threshold function.

2.3 Threshold selection

In the wavelet threshold de-noising algorithm, the acquisition of threshold value lambda also determines the effect of de-noising. If the value of \( \lambda \) is too large, some useful signals in speech signal will be removed in the process of de-noising, which will easily lead to speech distortion. On the contrary, if the value of \( \lambda \) is too small, there will be more residual noise components in de-noising, resulting in unsatisfactory de-noising effect[16]. In order to reduce the threshold of different layers, it is necessary to be able to adaptively follow the increase of wavelet decomposition scale. So the Bayesian threshold is used to acquire the noise threshold, and the following process is calculated concretely:

\[
\pi(T) = E((\tilde{x} - x)^2) = \int_{\mathbb{R}^2} (n(y) - x)^2 P(y|x) P(x) dy dx = \delta^2 \omega \left( \frac{T}{\sqrt{2\pi}} \right)
\]

Among,

\[
\omega(\delta^2, T) = \delta^2 + 2(T^2 + 1 - \delta^2) \tilde{\phi} \left( \frac{T}{\sqrt{1+\delta^2}} \right) - 2T (1 + \delta^2) \phi(T, 1 + \delta^2)
\]

Density function:

\[
\tilde{\phi}(x) = \int_{0}^{\infty} \phi(t, 1) dt
\]

Threshold calculation expression:

\[
T_{j} = \frac{\delta^2}{\delta^2}
\]
In the above formula, $\delta^2$ is the noise variance, $\delta_j$ is the standard deviation of subband coefficients, and $j$ represents a layer in the stratification. For formula (13), the estimates proposed by Donoho and Johnstone are used to calculate $\delta^2$.

$$\delta = \frac{\text{median}(y_{j,k})}{0.6745}$$

(14)

$y(i)$ in the formula represents the wavelet coefficients of different layers.

$$\delta = \frac{1}{n} \sum_{i=1}^{n} y_{j,k}^2$$

(15)

Among them, $n$ represents the length of each decomposition wavelet coefficients, which can be seen from $\delta_y^2 = \delta_x^2 + \delta^2$:

$$\delta_x = \sqrt{\max(\delta_y^2 - \delta^2, 0)}$$

(16)

Therefore, the threshold based on Bayesian criterion can be obtained by (14) 15 (16). It can be seen that the Bayesian threshold has self-adaptability in different layers and overcomes the shortcomings of fixed threshold, can better realize the wavelet threshold function denoising.

3. Parameter acquisition of improved threshold function based on particle swarm optimization

3.1 Wavelet Denoising Fitness Function

In this paper, an improved threshold function is proposed. There are two adjusting parameters, namely, lambda and alpha. In the face of different input signal noise ratios, in order to improve the threshold function, the adjusting parameters can be changed to adapt to different input signal-to-noise ratios. Particle swarm optimization (PSO) is used as a tool to find the optimal adjustment parameters. The PSO algorithm is a simulation of the social information sharing mechanism of a group of birds foraging for food. Each particle in the PSO algorithm is a solution in the solution space. It adjusts its flight according to the flight experience of itself and its companions. Get the optimal solution in the current solution space. Taking output signal-to-noise ratio (SNR) as fitness function, the larger the output signal-to-noise ratio, the better the denoising effect[17]. The SNR criteria are defined as follows (17):

$$\text{SNR} = 10 \log \frac{\sum_{i=1}^{n} x(i)^2}{\sum_{i=1}^{n} (y(i) - x(i))^2}$$

(17)

Among, $x(i)$ denoised signal, $y(i)$ denoised input signal and $N$ denoised input signal.

3.2 PSO algorithm and Optimizing Threshold Function to Adjust Parameter Estimation

PSO algorithm initializes a group of particles as a feasible solution. The best position that each particle passes through is the optimal solution found by the particle itself, which is called the individual extreme value, and the best position that the entire group passes through is the optimal solution found for the entire group, which is called the global
The following formula is that particles update their own speed and position through individual and group extremes.

\[
v(t + 1) = v(t) + c_1 \cdot \text{rand}() \cdot [p_i(t) - x_i(t)] + c_2 \cdot \text{rand}() \cdot [z_{\text{best}}(t) - x_i(t)] \quad (1 \leq i \leq N) \tag{18}
\]

\[
p_i(t) = p_i(t) + 0.5 \cdot v(t) \tag{19}
\]

Threshold function is continuous and differentiable, which is beneficial to speech signal denoising. In this paper, particle swarm optimization algorithm is used to determine the optimal adjustment parameters of threshold function. The steps of denoising are as follows:

1. Four wavelet coefficients of noisy speech signals are obtained by four-layer wavelet transform. The wavelet coefficients of different layers are used as the input of particle swarm optimization, where the four groups of lengths are N/2, N/4, N/8 and N/16 respectively.
2. Setting some parameters of particle swarm optimization algorithm to initialize, the learning factor C1 = 1.50, C2 = 1.50, the number of particles N = 20, limiting the speed of particles to a range of [-0.50, 0.5], the number of iterations to 300, and the value range of particles to [0, 1];
3. The fitness values of all particles in the first iteration are calculated according to the fitness function expressed in formula (17). The maximum fitness values of individuals and groups are determined from the initial fitness values of particles, which are expressed by gbest and zbest values respectively.
4. According to formula (18) (19), the velocity and fitness values of each particle in each generation are updated and determined to be within a given range. Then, the fitness values of the next generation of particles are updated according to the fitness function SNR.
5. Renewal of the optimum values gbest and global optimum zbest in individual particles.
6. If the maximum number of iterations is met, the update will be stopped, otherwise the update will continue to step (4).
7. The optimal value required for output is zbest, which is obtained by the last stable iteration.
8. The optimal adjustment parameters are obtained, which are substituted into the improved threshold function and combined with Bayesian threshold to denoise, and then the denoised wavelet coefficients are reconstructed to obtain the enhanced speech signal.

4. Simulation results and analysis of experiments

This paper uses MATLAB to process noisy speech signals with different input SNR. The pure speech signal used in the experiment is a SP01 English speech. The content is Birch can slide on smooth boards. The length of the data is 22529. Background noise is white, dining room noise and pink noise, respectively. Voice and noise are taken from NOIZEUS database and Noisex-92 standard noise database. The input SNR is set according to the different logarithmic power ratio of the noise signal to the pure speech signal of the same time length. The selected SNR of the noisy speech is -10 dB, -5 dB, 0 dB, 5 dB, 10 dB and 15 dB, respectively. Speech and noise sampling frequencies are 8000 Hz, single channel, sampling bit is 16 bit. Here, sym6 is chosen as the wavelet basis function. The signal decomposition scale is n=4. Documents [7][13][15] and the
improved threshold function method are used to process the noisy signal. The following
two tables are speech enhancement data under different threshold functions.

Figure 1 shows the curves of output SNR. From the output SNR curves, it can be
seen that the improved threshold function has better denoising effect than other
thresholding functions under the same input noise conditions, especially in the low
signal-to-noise ratio of -10dB 5dB, the SNR increases more than 1 dB, and it is also
improved in other ranges. The curve of output RMSE shown in Figure 2 shows that
the proposed threshold function has higher stability and smaller changes. These two curves
show that the improved threshold function has better noise reduction effect, stronger anti-
interference and less distortion of speech.

Figure 1. Output SNR Effect Contrast Curve
Figure 2. Output RMSE Effect Contrast Curve

Table 1. The LSD obtained with various threshold function in different backgrounds

| Noise | SNRin/ dB | Document[7] | Document[13] | Document[15] | Improved threshold function |
|-------|-----------|-------------|--------------|--------------|----------------------------|
| White | -5        | 2.3572      | 2.3533       | 2.4485       | 2.1074                     |
|       | 0         | 2.22592     | 2.2925       | 2.2248       | 1.992                      |
|       | 5         | 2.6561      | 2.9417       | 2.6367       | 2.2573                     |
|       | 10        | 2.4769      | 2.6519       | 2.4244       | 2.0729                     |
| Pink  | -5        | 2.5024      | 2.8985       | 2.8401       | 2.245                      |
|       | 0         | 2.6802      | 2.9139       | 3.004        | 2.4468                     |
|       | 5         | 2.5809      | 2.5597       | 2.7417       | 2.2683                     |
| Babble| -5        | 2.3483      | 2.1798       | 2.3724       | 2.0895                     |
|       | 0         | 2.9137      | 2.8448       | 2.8678       | 2.6558                     |
|       | 5         | 2.2415      | 2.2366       | 2.2284       | 2.1732                     |
|       | 10        | 1.9202      | 1.8551       | 1.8882       | 1.8487                     |
Table 2 Comparison of output PESQ of various threshold function

| Noise | SNR in dB | Document[7] | Document[13] | Document[15] | Improved threshold function |
|-------|-----------|-------------|--------------|--------------|-----------------------------|
| White | -5        | 0.7884      | 1.435        | 1.5202       | 1.5792                      |
|       | 0         | 1.2699      | 1.6698       | 1.6693       | 1.8124                      |
|       | 5         | 1.9731      | 1.9853       | 1.8357       | 2.071                       |
|       | 10        | 2.2386      | 2.2504       | 2.1074       | 2.3815                      |
| Pink  | -5        | 1.429       | 1.4481       | 1.6207       | 1.6469                      |
|       | 0         | 1.7078      | 1.6771       | 1.7194       | 1.8562                      |
|       | 5         | 2.1105      | 2.0934       | 2.0182       | 2.1614                      |
|       | 10        | 2.3991      | 2.4492       | 2.3435       | 2.4365                      |
| Babble| -5        | 1.5704      | 1.6071       | 1.5944       | 1.5585                      |
|       | 0         | 1.9082      | 1.875        | 1.9428       | 1.8921                      |
|       | 5         | 2.2338      | 2.1911       | 2.2349       | 2.2358                      |
|       | 10        | 2.5114      | 2.5226       | 2.5121       | 2.5323                      |

Table 1 and Table 2 show PESQ and LSD values of noisy speech signals with different signal-to-noise ratios under different background noise conditions. The larger the PESQ value, the better the denoising effect. On the contrary, the smaller the LSD value, the better the denoising effect. It can be seen from the table that the improved threshold function algorithm is better than other algorithms in White noise and Pink noise, especially in low input signal-to-noise ratio. The PESQ and LSE values are better than other threshold function algorithms in this paper. In the case of Babble noise, although PESQ is slightly lower than other algorithms, it is better than others in the logarithmic spectrum distance. It may be that the speech spectrum of Babble noise with similar spectrum will pollute the intelligibility of low frequency band more obviously. However, the overall effect of the proposed algorithm is better than that of other algorithms in these noisy environments. More useful speech signals are retained, and the quality and clarity of speech perception are improved to a certain extent, which provides ideal pure signals for further processing of speech signals.

5. Conclusion

The improved threshold function proposed in this paper avoids the problems of fixed deviation and discontinuity at the threshold generated in the wavelet transform, and combines with the Bayesian threshold acquisition method to solve the problem of constant thresholds for different layers. In this paper, we use pure speech signal to add Gaussian white noise with different signal-to-noise ratios and then use different threshold functions to denoise the simulation, and compare the denoising effects of different threshold functions from the signal-to-noise ratio and root mean square error. The results show that the improved threshold function in this paper has a better denoising effect than other threshold functions, which improves the overall speech quality after denoising and achieves the ideal speech denoising effect. For the problem of unobvious multi-channel coincidence noise optimization, future work can consider introducing the latest fitness dependent optimize algorithm (FDO) and Dynamic Cat Swarm Optimization algorithm to achieve better denoising effects.
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