OPTIMAL LOWER BOUNDS FOR FIRST EIGENVALUES OF RIEMANN SURFACES FOR LARGE GENUS
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Abstract. In this article we study the first eigenvalues of closed Riemann surfaces for large genus. We show that for every closed Riemann surface $X_g$ of genus $g$ ($g \geq 2$), the first eigenvalue of $X_g$ is greater than $L_1(X_g)$ up to a uniform positive constant multiplication. Where $L_1(X_g)$ is the shortest length of multi closed curves separating $X_g$. Moreover, we also show that this new lower bound is optimal as $g \to \infty$.

1. Introduction

For any integer $g \geq 2$, let $\mathcal{M}_g$ be the moduli space of closed Riemann surfaces of genus $g$ and $X_g \in \mathcal{M}_g$ be a closed hyperbolic surface of genus $g$. The spectrum of the Laplacian on $X_g$ is a fascinating topic in several mathematical fields including analysis, geometry, number theory, topology and so on for a long time. The spectrum of $X_g$ is a discrete closed subset in $\mathbb{R}_{\geq 0}$ and consists of eigenvalues with finite multiplicity. We enumerate them, counted with multiplicity, in the following increasing order

$$0 = \lambda_0(X_g) < \lambda_1(X_g) \leq \lambda_2(X_g) \leq \cdots.$$ 

Buser [4] showed that for any constant $\varepsilon > 0$, there exists a hyperbolic surface $X_g$ of genus $g$ such that $\lambda_{2g-3}(X_g) < \varepsilon$ and $\lambda_n(X_g) < \frac{1}{2} + \varepsilon$ for any $n \geq (2g-2)$. Recently Otal-Rosas [14] showed that $\lambda_{2g-2}(X_g) > \frac{1}{4}$ for any $X_g \in \mathcal{M}_g$. One may also see Ballmann-Matthiesen-Mondal [1, 2] and Mondal [12] for more general statements on $\lambda_{2g-2}(X_g)$.

Definition. For any $X_g \in \mathcal{M}_g$ and integer $i \in [1, 2g-3]$, we define a positive quantity $L_i(X_g)$ of $X_g$ to be minimal possible sum of the lengths of simple closed geodesics in $X_g$ which cut $X_g$ into $i + 1$ pieces.

The quantity $L_i(X_g)$ can be arbitrarily closed to 0 for certain $X_g \in \mathcal{M}_g$. Schoen-Wolpert-Yau [15] showed that the $i$-th eigenvalue of $X_g$ is comparable to the quantity $L_i(X_g)$ of $X_g$ above. More precisely, they showed that for any integer $i \in [1, 2g-3]$, there exists two constants $\alpha_i(g) > 0$ and $\beta_i(g) > 0$, depending on $g$, such that for any $X_g \in \mathcal{M}_g$,

$$\alpha_i(g) \leq \frac{\lambda_i(X_g)}{L_i(X_g)} \leq \beta_i(g). \tag{1}$$

One may see Dodziuk-Randol [10] for a different proof of Schoen-Wolpert-Yau’s theorem, and see Dodziuk-Pignataro-Randol-Sullivan [9] on similar results for Riemann surfaces with punctures. The upper bounds in (1) follow by suitable choices of test functions on certain collars, whose central closed
geodesics are part of a pants decomposition of $X_g$ whose boundary curves have bounded lengths in terms of $g$, which is due to Bers [3]. For proving the lower bounds in (1), one essential step is to show that $\lambda_1(X_g) \geq \alpha_1(g) \cdot L_1(X_g)$. Which was applied in [10] to obtain the lower bounds in (1) for other eigenvalues $\lambda_i(X_g)$ $(2 \leq i \leq 2g - 3)$, together by using a mini-max principle.

In this paper we study the asymptotic behavior of the constant $\alpha_1(g)$ in (1) for large genus. The method in this article is motivated by [10] of Dodziuk-Randol. We prove

**Theorem 1.** For every $g \geq 2$, there exists a uniform constant $K_1 > 0$ independent of $g$ such that for any hyperbolic surface $X_g \in \mathcal{M}_g$, the first eigenvalue $\lambda_1(X_g)$ of $X_g$ satisfies that

$$\lambda_1(X_g) \geq K_1 \cdot \frac{L_1(X_g)}{g^2}.$$ 

By [15] we know that Theorem 1 is optimal as $L_1(X_g) \to 0$. Actually Theorem 1 is also optimal as $g \to \infty$: in [17] we constructed a hyperbolic surface $X_g \in \mathcal{M}_g$ for all $g \geq 2$ such that the first eigenvalue satisfies that

$$\lambda_1(X_g) \leq K_2 \cdot \frac{L_1(X_g)}{g^2}$$

where $K_2 > 0$ is a uniform constant independent of $g$. In Section 5 we will discuss the details to see that Theorem 1 is optimal simultaneously as $L_1(X_g) \to 0$ and $g \to \infty$.

**One open question.** It is interesting to study the optimal asymptotic behaviors of the other constants $\alpha_i(g)$ $(2 \leq i \leq 2g - 3)$ in Schoen-Wolpert-Yau’s theorem as $g \to \infty$. The answer to the following question is unknown.

**Question.** For every $g \geq 2$, does there exist a uniform constant $K > 0$ independent of $g$ such that for any hyperbolic surface $X_g \in \mathcal{M}_g$ and $i \in [1, 2g - 3]$, the $i$-th eigenvalue $\lambda_i(X_g)$ of $X_g$ satisfies that

$$\lambda_i(X_g) \geq K \cdot \frac{i \cdot L_i(X_g)}{g^2}.$$ 

**Remark.** Theorem 1 affirmatively answers the question above for case $i = 1$.

**Plan of the paper.** The paper is organized as follows. In Section 2 we collect preliminaries for closed hyperbolic surfaces and provide several necessary technical lemmas. In Section 3 we follow [10] to prove that if the first eigenvalue $\lambda_1(X_g)$ is small, then there exists a uniform gap in terms of $g$ between the oscillation of the first eigenfunction on certain modified thick part and the total oscillations of the first eigenfunction on all components of this modified thick part, which is Proposition 15. For this reason, the first eigenfunction has large oscillation on the modified thin part consisting of certain collars. By definition the first eigenvalue is greater than the energy of its eigenfunction on the modified thin part. Then in Section 4 by using some combinatorial discussion and estimations in previous sections, we finish the proof of Theorem 1. In the last Section we discuss an example to see that the lower bound in Theorem 1 is optimal as $g$ goes to $\infty$. 
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2. Preliminaries

In this section we will set up the notations and provide some necessary background on two-dimensional hyperbolic geometry and spectrum theory of hyperbolic surfaces.

2.1. Hyperbolic surfaces. Let \( X_g \) be a closed hyperbolic surface of genus \( g \geq 2 \) and \( \gamma \subset X_g \) be a non-trivial loop. There always exists a unique closed geodesic, still denoted by \( \gamma \), representing this loop. The Collar Lemma says that it has a tubular neighborhood which is a topological cylinder with a standard hyperbolic metric. And the width of this cylinder, only depending on the length of \( \gamma \), goes to infinity as the length of \( \gamma \) goes to 0. We use the following version \[5, \text{Theorem 4.1.1}\] of the Collar Lemma.

**Lemma 2 (Collar lemma).** Let \( \gamma_1, \gamma_2, \ldots, \gamma_m \) be disjoint simple closed geodesics on a closed hyperbolic Riemann surface \( X_g \), and \( \ell(\gamma_i) \) be the length of \( \gamma_i \). Then \( m \leq 3g - 3 \) and we can define the collar of \( \gamma_i \) by

\[
T(\gamma_i) = \{x \in X_g; \text{dist}(x, \gamma_i) \leq w(\gamma_i)\}
\]

where

\[
w(\gamma_i) = \arcsinh \frac{1}{\sinh \frac{1}{2} \ell(\gamma_i)}
\]

is the half width of the collar.

Then the collars are pairwise disjoint for \( i = 1, \ldots, m \). Each \( T(\gamma_i) \) is isomorphic to a cylinder \((\rho, t) \in [-w(\gamma_i), w(\gamma_i)] \times S^1\), where \( S^1 = \mathbb{R}/\mathbb{Z} \), with the metric

\[
ds^2 = d\rho^2 + \ell(\gamma_i)^2 \cosh^2 \rho dt^2.
\]

And for a point \((\rho, t)\), the point \((0, t)\) is its projection on the geodesic \( \gamma_i \), \( |\rho| \) is the distance to \( \gamma_i \), \( t \) is the coordinate on \( \gamma_i \cong S^1 \).

As the length \( \ell(\gamma) \) of the central closed geodesic goes to 0, the width

\[
e^{w(\gamma)} \sim \frac{4}{\ell(\gamma)}
\]

which tends to infinity. In this paper, we mainly deal with the case that \( \ell(\gamma) \) is small and so \( w(\gamma) \) is large.

Note that a collar is homeomorphic to a cylinder which may have arbitrary large width. When saying a collar in this paper, we will not always assume it has the maximal width given in Lemma 2. Actually we will use a subcollar with a slightly shorter width. Now we make certain elementary computations on a collar. Assume \( \gamma \subset X_g \) is a closed geodesic of length \( \ell > 0 \). There are two types of coordinates on a collar of \( \gamma \). One is \((\rho, t)\)
given in Lemma 2. The other one is the polar coordinate \((r, \theta)\) on the upper half plane \(\mathbb{H}\). Which may be written as

\[
\begin{align*}
\rho &= -\log \tan \frac{\theta}{2} \\
t &= \frac{1}{\ell} \log r.
\end{align*}
\]

For any two points \(z\) and \(w\) \(\in \mathbb{H}\), the hyperbolic distance \(\text{dist}_\mathbb{H}(z, w)\) satisfies that

\[
\cosh \text{dist}_\mathbb{H}(z, w) = 1 + \frac{|z - w|^2}{2 \Im z \Im w}.
\]

For any two points \((\rho, 0)\) and \((\rho, t)\) in the coordinate given in Lemma 2 which have the same distance to the center closed geodesic \(\gamma\), the curve \(s \mapsto (\rho, s)\) where \(0 \leq s \leq t\) is not a geodesic. However one may compute the length \(L((\rho, 0), (\rho, t))\) of the geodesic homotopic to that curve (see figure 1) by using (5). Actually we have

\[
\cosh L((\rho, 0), (\rho, t)) = \cosh \text{dist}_\mathbb{H}(e^{i\theta}, re^{i\theta}) = 1 + \frac{|r - 1|^2}{2r \sin^2 \theta}
\]

where \((r, \theta)\) is given in (4).
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By applying (4) we have

\[
\sinh \frac{L((\rho, 0), (\rho, t))}{2} = \sinh \frac{t\ell}{2} \cosh \rho.
\]

In particular, the injectivity radius \(\text{inj}(\rho, 0))\) at the point \((\rho, 0)\) satisfies

\[
\sinh \text{inj}((\rho, 0)) = \sinh \frac{L((\rho, 0), (\rho, 1))}{2} = \sinh \frac{\ell}{2} \cosh \rho.
\]

Let \([-w, w] \times S^1\) endowed with the hyperbolic metric given in (2). We assume that the center closed geodesic has length of \(\ell\) and the width is \(w\) which may not be the maximal width given in Lemma 2. Then the hyperbolic volume of the collar \([-w, w] \times S^1\) is

\[
\text{Vol}([-w, w] \times S^1) = \int_0^1 \int_{-w}^w \ell \cosh \rho d\rho dt \\
= 2\ell \sinh w.
\]

One may refer to [5] for more details in this subsection.
2.2. Thick-thin decomposition. In this subsection, we make a thick-thin part decomposition of $X_g \in \mathcal{M}_g$. For any $p \in X_g$ we let $\text{inj}(p)$ denote the injectivity radius of $X_g$ at $p$. For any given constant $\varepsilon > 0$, we define

$$X_g^{\geq \varepsilon} := \{ p \in X_g; \text{inj}(p) \geq \varepsilon \}$$

to be the $\varepsilon$-thick part of $X_g$, and its complement

$$X_g^{< \varepsilon} := \{ p \in X_g; \text{inj}(p) < \varepsilon \}$$

to be the $\varepsilon$-thin part of $X_g$. By the Collar Lemma 2, we know that for a small $\varepsilon > 0$, the thin part $X_g^{< \varepsilon}$ consists of certain disjoint collars (or empty).

In this paper we use a modified thick-thin decomposition. More precisely, for a small enough given constant $\varepsilon > 0$ (given in Lemma 4), we consider all closed geodesics of length less than $2\varepsilon$ which are denoted by $\gamma_1, \ldots, \gamma_m$ for some $m \geq 0 \in \mathbb{Z}$. Consider the collar $T_i$ of each $\gamma_i$ defined by

$$T_i := \{ x \in X_g; \text{dist}(x, \gamma_i) \leq w_i \}$$

where $\ell_i$ is the length of $\gamma_i$ and $w_i$ is the width of $T_i$ given by

$$0 \leq w_i = \max \{ 0, \text{arcsinh} \left( \frac{1}{2} \ell_i - 2 \right) \}. \tag{10}$$

Here the width $w_i$ is less that the maximal width $w(\gamma_i)$ in Lemma 2. Thus, for small enough $\varepsilon > 0$, $\{T_i\}_{1 \leq i \leq m}$ are also pairwisely disjoint.

**Definition 3.** We define

$$\mathcal{B} := \bigcup_{i=1}^{m} T_i. \tag{11}$$

which is called the $\varepsilon$-modified thin part of $X_g$. And we define

$$\mathcal{A} := X_g \setminus \mathcal{B} \tag{12}$$

which is called the $\varepsilon$-modified thick part of $X_g$. Furthermore, for each $\gamma_i$, we define

$$S_i := \{ x \in X_g; w_i \leq \text{dist}(x, \gamma_i) \leq w_i + 1 \} \tag{13}$$

which is called the shell of $T_i$.

For the modified $\varepsilon$-thick-thin decomposition above, we have the following properties which will be applied in the proof of Proposition 12 and 14 to deal with some technical details. They just follow from some elementary computations on collars.

**Lemma 4.** There exists a uniform constant $\varepsilon > 0$ independent of $g$ such that for every hyperbolic surface $X_g$ of genus $g$, the modified $\varepsilon$-thick-thin decomposition $X_g = \mathcal{A} \cup \mathcal{B}$ satisfies the following properties.

1. The width of a collar given by (10) satisfies

$$w_i \geq 1 > \varepsilon.$$  

2. The closed geodesics $\gamma_1, \ldots, \gamma_m \in \mathcal{B}$ are disjoint. The corresponding $T_1 \cup S_1, \ldots, T_m \cup S_m$ are also disjoint. Moreover, for each $i \in [1, m]$, $S_i \subset \mathcal{A}$.
The volumes of all collars $T_i$ and shells $S_i$ are bounded. More precisely,

$$\frac{1}{2} \leq \text{Vol}(T_i) \leq 4 \quad \text{and} \quad \frac{1}{2} \leq \text{Vol}(S_i) \leq 4.$$

(4) For each point $p \in A$,

$$\text{inj}(p) \geq \varepsilon.$$

(5) For any $\eta \in (0, \varepsilon]$, if two points $p$ and $q$ in one component of $A$ have distance $\text{dist}(p, q) = \eta$ in $X_g$, then there exists a path connecting $p$ and $q$ which is contained in the component such that it has length less than $5\eta$.

Proof. (i) Recall that the length $\ell_i$ of the closed geodesic $\gamma_i$ is less than $2\varepsilon$. The width $w_i$ is given by (10). So we only need $\varepsilon > 0$ to be small enough such that

$$\text{arcsinh} \left( \frac{1}{\sinh \varepsilon} \right) - 2 \geq 1 > \varepsilon.$$

(ii) By Lemma 2, for $\varepsilon < \text{arcsinh} 1$ the closed geodesics $\{\gamma_1, ..., \gamma_m\}$ are disjoint. By definition we know that for each $1 \leq i \leq m$,

$$T_i \cup S_i = \{x \in X_g; \text{dist}(x, \gamma_i) \leq \text{arcsinh} \left( \frac{1}{\sinh \frac{\ell_i}{2}} \right) - 1\}$$

which is contained in the collar of center closed geodesic $\gamma_i$ with maximal width $\text{arcsinh} \left( \frac{1}{\sinh \frac{\ell_i}{2}} \right)$. By Lemma 2 we know that $\{T_1 \cup S_1, ..., T_m \cup S_m\}$ are also disjoint. By definition we clearly have that $S_i \subset A$ for each $i \in [1, m]$.

(iii) By (8), we have

$$\text{Vol}(T_i) = 2\ell_i \sinh w_i$$

and

$$\text{Vol}(S_i) = 2\ell_i \sinh(w_i + 1) - 2\ell_i \sinh w_i.$$ 

So we have

$$\text{Vol}(T_i) + \text{Vol}(S_i) = 2\ell_i \sinh(w_i + 1) \leq \frac{2\ell_i}{\sinh \frac{1}{2} \ell_i} \leq 4.$$ 

As functions of $\ell_i$, by using (3) we have

$$\lim_{\ell_i \to 0} \text{Vol}(T_i) = \lim_{\ell_i \to 0} 2\ell_i \cdot \sinh(\log(\frac{4}{\ell_i}) - 2) = \frac{4}{e^2},$$

and

$$\lim_{\ell_i \to 0} \text{Vol}(S_i) = \frac{4(e - 1)}{e^2}.$$

Thus, for a small enough constant $\varepsilon > 0$ we have

$$\frac{1}{2} \leq \text{Vol}(T_i) \leq 4 \quad \text{and} \quad \frac{1}{2} \leq \text{Vol}(S_i) \leq 4.$$

(iv) For a point $p \in A$, suppose that $\text{inj}(p) < \varepsilon$. Then there exists a geodesic loop $\alpha$ based at $p$ with length $\ell(\alpha) < 2\varepsilon$. This closed curve $\alpha$
should be homotopic to a closed geodesic with length less than $2\varepsilon$, so it is one of the $\gamma_1, \ldots, \gamma_m$ denoted by $\gamma_i$. In the collar of such a geodesic $\gamma_i$, one may assume the coordinate of $p$ is $(\rho, 0)$ with $\rho \geq w_i$. For small enough $\varepsilon > 0$ satisfying

$$\sinh(\varepsilon) \leq 2\varepsilon,$$

by (7) we have

$$2\varepsilon > \ell(\alpha) \geq \sinh\left(\frac{1}{2}\ell(\alpha)\right) \geq \sinh(\text{inj}(p)) \geq \sinh\left(\frac{\ell_i}{2}\cosh\rho\right)$$

$$\geq \sinh\left(\frac{\ell_i}{2}\cosh w_i\right) \geq \sinh\left(\frac{\ell_i}{2}\cosh(\text{arcsinh}\left(\frac{1}{\sinh\frac{1}{2}\ell_i}\right))\right) \cdot e^{-2}$$

$$\geq \frac{1}{e^2}$$

where we apply the inequality $\cosh(x - y) \geq \cosh(x)e^{-y}$ for all $x, y \geq 0$. So if

$$\varepsilon < \frac{1}{2e^2},$$

then $\text{inj}(p) \geq \varepsilon$ for all $p \in A$. Remark here it is easy to see that $\sinh(\varepsilon) \leq 2\varepsilon$ if $0 < \varepsilon < \frac{1}{2e^2}$.

(v) Assume that $p$ and $q$ are in one component of $A$ which have distance

$$\text{dist}(p, q) = \eta \leq \varepsilon.$$

If the shortest geodesic connecting $p$ and $q$ lies in $A$, then the distance from $p$ to $q$ in $A$ is exactly $\eta$. We are done in this case. So one may assume that the shortest geodesic $\alpha$ connecting $p$ and $q$ crosses the boundaries of $A$. Now we assume $\varepsilon > 0$ satisfies (i) – (iv). In particular, $\varepsilon < \frac{1}{2e^2}$. Since $\text{dist}(p, q) \leq \varepsilon < 1$, these two points $p$ and $q$ must lie in one certain shell $S_i$ for some $i \in [1, m]$. Assume in the coordinate on collar $p = (\rho_1, t_1)$, $q = (\rho_2, t_2)$ and $0 < \rho_1 \leq \rho_2$. Let $r = (\rho_1, t_2) \in S_i \subset A$. We Consider the curve

$$\alpha_2 : s \mapsto (s, t_2)$$

connecting $r$ and $q$ in $A$ and the curve

$$\beta : s \mapsto (\rho_1, s)$$

connecting $p$ and $r$ in $A$ such that $\beta \cup \alpha_2$ is homotopic to $\alpha$. By the structure of collar and shell, $\alpha_2$ is a shortest geodesic but $\beta$ is not a geodesic. Consider the shortest geodesic $\alpha_1$ connecting $p$ and $r$ which is homotopic to $\beta$.

The geodesic $\alpha_2$ achieves the distance between $\{(\rho, t) \in S_i; \rho = \rho_1\}$ and $\{(\rho, t) \in S_i; \rho = \rho_2\}$. So we have

$$\ell(\alpha_2) \leq \text{dist}(p, q) = \eta.$$ 

Since $\alpha_1$ is homotopic to $\alpha \cup \alpha_2^{-1}$ and $\alpha_1$ is a shortest geodesic, by the triangle inequality we have

$$\ell(\alpha_1) \leq \ell(\alpha) + \ell(\alpha_2) \leq 2\eta.$$
By (6),
\[
\sinh \frac{\ell(\alpha_1)}{2} = \sinh \frac{|t_1 - t_2| \ell_i}{2} \cosh \rho_1.
\]
If \( \varepsilon > 0 \) is small enough and satisfies
\[
\sinh \varepsilon \leq 2\varepsilon,
\]
then
\[
\ell(\alpha_1) \geq \frac{|t_1 - t_2| \ell_i}{2} \cosh \rho_1
\]
because \( \frac{\ell(\alpha_1)}{2} \leq \eta \leq \varepsilon \) and \( \frac{|t_1 - t_2| \ell_i}{2} \leq \frac{\ell}{2} \leq \varepsilon \). On the other hand,
\[
\ell(\beta) = \left| \int_{t_1}^{t_2} \ell_i \cosh \rho_1 ds \right|
\]
\[
= |t_1 - t_2| \ell_i \cosh \rho_1.
\]
So we have
\[
\ell(\beta) \leq 2\ell(\alpha_1).
\]
Clearly \( \beta \cup \alpha_2 \subset \mathcal{A} \) is a path connecting \( p \) and \( q \) whose length satisfies that
\[
\ell(\beta) + \ell(\alpha_2) \leq 2\ell(\alpha_1) + \eta \leq 5\eta.
\]
Which completes the proof. \( \square \)

Remark. (1) The uniform constant \( \varepsilon > 0 \) only needs to satisfy (14), (15) and (17). For example, one may choose
\[
\varepsilon = 0.05.
\]
(2) The bounds in this lemma are not optimal. But they are good enough to be applied to prove our later propositions.
2.3. An upper bound for $L_i(X_g)$ ($1 \leq i \leq (2g - 3)$). Recall that for all $g \geq 2$ the Bers’ constant $L_g$ is the best possible constant such that for each hyperbolic surface $X_g$ of genus $g$ there exists a pants decomposition whose boundary curves have length less than $L_g$. One may see [5, Chapter 5] for more details. The following result is due to Bers.

**Theorem 5** (Bers, [3]). For each $g \geq 2$,

$$L_g \leq 26(g - 1).$$

In this subsection we apply Theorem 5 to get an upper bound for $L_i(X_g)$ which will be applied to prove Theorem 1. More precisely, we show

**Lemma 6.** For every hyperbolic surface $X_g$ of genus $g$ and $i \in [1, 2g - 3]$,

$$L_i(X_g) \leq 78 \cdot i \cdot (g - 1).$$

**Proof.** Let $\{P_j\}_{1 \leq j \leq (2g - 2)}$ be a pants decomposition of $X_g$, where each $P_j$ is a pair of pants, such that

$$\max_{1 \leq j \leq (2g - 2)} \max_{\alpha \in \partial P_j} \ell_\alpha(X_g) \leq L_g. \quad (18)$$

For each $1 \leq i \leq (2g - 3)$, we set

$$S := \{\alpha; \alpha \in \partial P_j \text{ for all } 1 \leq j \leq i\}.$$

It is not hard to see that $X_g \setminus S$ has components containing all the $P_j$’s where $1 \leq j \leq i$ and their complement $X_g \setminus (\cup_{1 \leq j \leq i} P_j)$. Thus, $S$ divides $X_g$ into at least $(i + 1)$ components. By construction we have

$$\#S \leq 3 \cdot i. \quad (19)$$

By the definition of $L_i(X_g)$ we know that

$$L_i(X_g) \leq \sum_{\alpha \in S} \ell_\alpha(X_g). \quad (20)$$

Then it follows by (18), (19), (20) and Theorem 5 that

$$L_i(X_g) \leq 3 \cdot i \cdot L_g \leq 78 \cdot i \cdot (g - 1). \quad (21)$$

Which completes the proof. \qed

**Remark.** (1) It would be interesting to study the asymptotic behavior of the quantity $\sup_{X_g \in M_g} L_i(X_g)$, where $1 \leq i \leq (2g - 3)$, as $g \to \infty$. To our best knowledge, it is even unknown for $\sup_{X_g \in M_g} L_1(X_g)$ as $g \to \infty$. After this article was submitted, recently we show in [13] that $\sup_{X_g \in M_g} L_1(X_g) \leq C \ln(g)$ for all $g \geq 2$ and some universal constant $C > 0$ independent of $g$.

(2) It is known [5, Theorem 5.1.4] that the Bers constant $L_g \geq \sqrt{6g - 2}$. As $g \to \infty$, the asymptotic behavior of $L_g$ is still unknown. The upper bounds in (1) of Schoen-Yau-Wolpert depend on $L_g$. 

2.4. Eigenvalues. Let $X_g$ be a closed Riemann surface of genus $g \geq 2$ which can also be viewed as a hyperbolic metric on $X_g$. Let $\Delta$ be the Laplacian with respect to this metric. A number $\lambda$ is called an eigenvalue if $\Delta f + \lambda \cdot f = 0$ on $X_g$ for some non-zero function $f$ on $X_g$. And the corresponding function $f$ is called an eigenfunction. It is known that the set of eigenvalues is an infinite sequence of non-negative numbers

$$0 = \lambda_0(X_g) < \lambda_1(X_g) \leq \lambda_2(X_g) \leq \cdots$$

Let $\{f_i\}_{i \geq 0}$ be its corresponding orthonormal sequence of eigenfunctions. Clearly $f_0$ is the constant function $\frac{1}{\sqrt{4\pi(g-1)}}$. The mini-max principle tells that for any integer $k \geq 0$,

$$\lambda_k(X_g) = \inf \left\{ \frac{\int_{X_g} |\nabla f|^2}{\int_{X_g} f^2} : 0 \neq f \in H^1(X_g) \text{ and } \int_{X_g} f \cdot f_i = 0 \forall i \in [0, k-1] \right\}$$

where $H^1(X_g)$ is the completion under the $H^1$-norm of the space of smooth functions on $X_g$. One may see [6] for more details.

2.5. Energy bounds on collars. In this subsection we recall several useful energy bounds in [10] of certain functions on collars. And we will make a little modification for one of them.

The first one is a special case of [10, Lemma 1] for $n = 2$.

**Lemma 7.** [10, Lemma 1] Let $X_g \in \mathcal{M}_g$ be a hyperbolic surface and $T = [-w, w] \times S^1$ be a collar of $X_g$. Let $\lambda_1(T)$ be the first Dirichlet eigenvalue for $T$. Then

$$\lambda_1(T) > \frac{1}{4}.$$ 

The second one is as follows.

**Lemma 8.** [10, Lemma 3] Let $X_g \in \mathcal{M}_g$ be a hyperbolic surface, and $T = [-w, w] \times S^1$ be a collar of $X_g$ with center closed geodesic of length $\ell$. Denote by $\Gamma_1$ and $\Gamma_2$ the two boundary components of $T$, which are topologically circles. Suppose a smooth function $f$ on $T$ satisfies:

1. $\int_T |f|^2 \geq c > 0$,
2. $\int_{\Gamma_1} |f^*|^2 \leq \delta c$,
3. $\int_{\Gamma_2} |f^*|^2 \leq \delta c$.

where $x^* \in \Gamma_2$ is the reflection of $x \in \Gamma_1$ through the center closed geodesic. Then

$$\int_T |\nabla f|^2 \geq \frac{\ell^2}{4}.$$ 

The third one is a slightly different version of [10, Lemma 2].

**Lemma 9.** Let $X_g \in \mathcal{M}_g$ be a hyperbolic surface, and $T = [-w, w] \times S^1$ be a collar of $X_g$ with shell $S = [-w-1, -w] \times S^1 \cup [w, w+1] \times S^1$. Let $\delta$ be a constant with $0 < \delta < \frac{1}{16}$, $c > 0$ be a constant and $f$ be a smooth function on $T \cup S$ satisfying:

1. $\int_T |f|^2 \geq c > 0$,
2. $\int_S |f|^2 \leq \delta c$,
3. $\int_S |\nabla f|^2 \leq \delta c$. 

Then
\[ \int_T |\nabla f|^2 \geq \frac{1 - 16\delta}{4}c. \]

**Proof.** We follow the argument in the proof of [10, Lemma 2]. First recall that the Collar Lemma tells that one may assume \((\rho, t) \in [-w-1, w+1] \times S^1 \) is a coordinate on \( T \cup S \). And the hyperbolic metric on \( T \cup S \) is
\[ ds^2 = d\rho^2 + \ell^2 \cosh^2 \rho dt^2 \]
where \( \ell \) is the length of center closed geodesic. In this coordinate we define a function \( F \) on \( T \cup S \) as
\[ F(\rho, t) := \begin{cases} f(\rho, t) & \text{if } |\rho| \leq w, \\ (w + 1 - |\rho|)f(\rho, t) & \text{if } |\rho| \geq w. \end{cases} \]
By definition \( F|_{\partial(T \cup S)} = 0 \). Then it follows by Lemma 7 that
\[ \int_{T \cup S} |\nabla F|^2 > \frac{1}{4} \int_{T \cup S} F^2. \]
It is clear that \(|\nabla (w + 1 - |\rho|)|^2 = |\nabla |\rho||^2 = 1 \) on \( S \). So we have
\[ \int_S |\nabla F|^2 = \int_S |\nabla (w + 1 - |\rho|) \cdot f(\rho, t) + (w + 1 - |\rho|) \cdot |\nabla f(\rho, t)||^2 \\ \leq \int_S (|f(\rho, t)| + (w + 1 - |\rho|) \cdot |\nabla f(\rho, t)|)^2 \\ \leq 2 \int_S f^2 + 2 \int_S |\nabla f|^2 \quad (\text{by Cauchy-Schwarz inequality}) \\ \leq 4\delta c. \]
Where assumption (2) and (3) are applied in the last inequality. Thus, it follows by (22) and (23) that
\[ \int_T |\nabla f|^2 = \int_T |\nabla F|^2 \]
\[ \geq \frac{1}{4} \int_{T \cup S} F^2 - \int_S |\nabla F|^2 \]
\[ \geq \frac{1}{4} c - 4\delta c \quad (\text{by assumption (1)}) \\ = \frac{1 - 16\delta}{4}c. \]
Which completes the proof. \( \square \)

3. Uniform gaps for eigenfunctions

Recall that the *Cheeger isoperimetric constant* \( h(X_g) \) is defined as
\[ h(X_g) := \inf \frac{\text{length}(\Gamma)}{\min\{\text{Vol}(A_1), \text{Vol}(A_2)\}} \]
where the infimum is taken over all smooth curves \( \Gamma \) which divide \( X_g \) into two pieces \( A_1 \) and \( A_2 \).
Lemma 10 (Cheeger inequality, [7]). Then

$$\lambda_1(X_g) \geq \frac{1}{4} h^2(X_g).$$

Let $\Gamma$ be a set of smooth curves dividing $X_g$ into two disjoint pieces $A_1$ and $A_2$. Then $\Gamma$ must be one of the following three cases:

(a). $\Gamma$ contains a simple closed curve bounding a disk $D$ in $X_g$.
(b). $\Gamma$ contains two simple closed curves $\tau$ and $\gamma$ which bounds a cylinder $T$ in $X_g$.
(c). $\Gamma$ is not of type (a) and (b). That is, no two pairwise simple closed curves in $\Gamma$ are homotopic, and no simple closed curve in $\Gamma$ is homotopically trivial. In particular, $\text{length}(\Gamma) \geq L_1(X_g)$.

For cases (a) and (b), it follows by elementary isoperimetric inequalities that $\text{length}(\Gamma) \geq \text{Vol}(D)$ and $\text{length}(\Gamma) \geq \text{Vol}(T)$. For case (c), we have

$$\text{length}(\Gamma) \geq \min\{\frac{1}{4} \cdot \frac{L_1(X_g)^2}{\text{Vol}(X_g)^2}\}.$$  

One may see the proof of [17, Proposition 9] for more details on (25).

In light of (25), to prove $\lambda_1(X_g) \geq \min\{\frac{1}{4} \cdot \frac{L_1(X_g)^2}{\text{Vol}(X_g)^2}\}$ we only need to consider the case that $L_1(X_g)$ is small. The method in this article is motivated by [10] of Dodziuk-Randol, which gave a different proof on the main results of Schoen-Yau-Wolpert in [15].

For fixed small enough constant $\varepsilon > 0$ given by Lemma 4 (for example $\varepsilon = 0.05$), we always assume

$$L_1(X_g) \leq \varepsilon.$$  

In particular the modified thin part $B$ defined in Section 2.2 is non-empty.

Let $\varphi$ be an eigenfunction with respect to the first eigenvalue $\lambda_1$ on $X_g$ such that

$$\int_{X_g} \varphi^2 = 1.$$  

Denote the components of the modified thick part $A \subset X_g$ by $M_1, \ldots, M_m$ where $m > 0 \in \mathbb{Z}$. For each integer $i \in [1, m]$ we set

$$\tilde{M}_i = \{p \in X_g; \text{dist}(p, M_i) \leq \varepsilon\}.$$  

When $\varepsilon$ is small enough, these subsets $\tilde{M}_1, \ldots, \tilde{M}_m$ are still pairwise disjoint.

Definition 11. The oscillation of $\varphi$ on each component $M_i$, denoted by $\text{Osc}(i)$, is defined as

$$\text{Osc}(i) := \max_{x \in \tilde{M}_i} \varphi(x) - \min_{x \in \tilde{M}_i} \varphi(x).$$

We have the following bound for $\sum_{i=1}^{m} \text{Osc}(i)$ when $\lambda_1(X_g)$ is small.
Proposition 12. Let $X_g \in M_g$ be a hyperbolic surface with $\lambda_1(X_g) \leq \frac{1}{4}$, and $\varphi$ be an eigenfunction with respect to $\lambda_1(X_g)$ with $\int_{X_g} \varphi^2 = 1$. Then there exists a constant $c = c(\varepsilon) > 0$ only depending on $\varepsilon$ such that

$$
\sum_{i=1}^{m} \text{Osc}(i) \leq c\sqrt{\text{Vol}(X_g)\lambda_1(X_g)}.
$$

Proof. On every component $M_{i_0}$ of $A$, we assume $p, q \in M_{i_0}$ with

$$
\varphi(p) = \max_{x \in M_{i_0}} \varphi(x) \quad \text{and} \quad \varphi(q) = \min_{x \in M_{i_0}} \varphi(x).
$$

Consider a shortest path $\gamma : [0, l] \to M_{i_0}$ in $M_{i_0}$ connecting $p$ and $q$ with arc-parameter, where $l > 0$ is the length of $\gamma$. Let $0 = t_1 < t_2 < \ldots < t_k = l$ be a partition of $[0, l]$ where $k > 0 \in \mathbb{Z}$ satisfying $t_{i+1} - t_i = \frac{1}{k} \varepsilon$ for all $1 \leq i \leq k - 2$ and $t_k - t_{k-1} \leq \frac{1}{2} \varepsilon$. Let $p_i = \gamma(t_i)$ and consider the embedding balls $B(p_i; \varepsilon)$ centered at $p_i$ of radius $\varepsilon$. By standard Sobolev embeddings [16] we know that

$$
||\nabla \varphi||_{L^\infty(B(p_i; \varepsilon))} \leq c(\varepsilon) \sum_{j=0}^{N} ||\Delta^j (d\varphi)||_{L^2(B(p_i; \varepsilon))}
$$

for some integer $N > 0$ (we remark here that the Sobolev embedding holds with a uniform constant because it follows by by Lemma 4 that the injectivity radius satisfies that $\text{inj}(p_i) \geq \varepsilon$). Since $\varphi$ is an eigenfunction and $\lambda_1(X_g) < \frac{1}{4}$,

$$
||\nabla \varphi||_{L^\infty(B(p_i; \varepsilon))} \leq c(\varepsilon) \sum_{j=0}^{N} ||\Delta^j (d\varphi)||_{L^2(B(p_i; \varepsilon))}
$$

$$
= c(\varepsilon) \sum_{j=0}^{N} \lambda_1^j ||d\varphi||_{L^2(B(p_i; \varepsilon))}
$$

$$
\leq \frac{4}{3} c(\varepsilon)||\nabla \varphi||_{L^2(B(p_i; \varepsilon))}.
$$

Such an estimation (27) is standard. One may see [11, Proposition 2.2] for general estimations. Since $p_i$ and $p_{i+1}$ are both contained in the embedding ball $B(p_i; \varepsilon)$, by (27) we have

$$
|\varphi(p_i) - \varphi(p_{i+1})| \leq \frac{2}{3} \varepsilon c(\varepsilon)||\nabla \varphi||_{L^2(B(p_i; \varepsilon))}.
$$

Recall that $\hat{M}_{i_0} = \{p \in X_g; \text{dist}(p, M_{i_0}) \leq \varepsilon\}$ and so

$$
B(p_i; \varepsilon) \subset \hat{M}_{i_0}.
$$

Suppose

$$
B(p_i; \varepsilon) \cap B(p_j; \varepsilon) \neq \emptyset
$$

for some $i \neq j$. By the triangle inequality we have

$$
\text{dist}(p_i, p_j) < 2 \varepsilon.
$$
Then it follows by Lemma 4 that there exists a path \( \gamma' \subset M_{i_0} \) connecting \( p_i \) and \( p_j \) of length
\[
\ell(\gamma') \leq 10\varepsilon.
\]

Since \( \gamma \) is a shortest path and \( t_{i+1} - t_i = \frac{1}{2}\varepsilon \), we have
\[
|i - j| \leq 21.
\]

Where since the last two values satisfies that \( t_k - t_{k-1} \leq \frac{1}{2}\varepsilon \), we use 21 instead of 20 in the inequality above. So we have

\[
B(p_i; \varepsilon) \cap B(p_{i+r}; \varepsilon) = \emptyset, \text{ for all } r \geq 22. \quad (29)
\]

Which implies that each point in \( \hat{M}_{i_0} \) can be only contained in at most 21 embedding balls in \( \{ B(p_i; \varepsilon) \}_{1 \leq i \leq k} \). By Lemma 4 we know that the injectivity radius satisfies that \( \text{inj}(x) \geq \varepsilon \) for all \( x \in M_{i_0} \). Thus, we have that number \( k \) satisfies

\[
k \leq \frac{21}{\text{Vol}(B(\varepsilon))} \text{Vol}(\hat{M}_{i_0}) \quad (30)
\]

where \( \text{Vol}(B(\varepsilon)) \), only depending on \( \varepsilon \), is the hyperbolic volume of a geodesic ball \( B(\varepsilon) \subset \mathbb{H} \) with radius \( \varepsilon \). Then it follow by (28), (29), (30) and the Cauchy-Schwarz inequality that

\[
\text{Osc}(i_0) = |\varphi(p) - \varphi(q)|
\leq \sum_{i=1}^{k-1} |\varphi(p_i) - \varphi(p_{i+1})|
\leq \frac{2}{3} \varepsilon c(\varepsilon) \sum_{i=1}^{k-1} ||\nabla \varphi||_{L^2(B(p_i; \varepsilon))}
= \frac{2}{3} \varepsilon c(\varepsilon) \sum_{i=1}^{k-1} \sqrt{\int_{B(p_i; \varepsilon)} |\nabla \varphi|^2}
\leq \frac{2}{3} \varepsilon c(\varepsilon) \sqrt{k - 1} \sqrt{\sum_{i=1}^{k-1} \int_{B(p_i; \varepsilon)} |\nabla \varphi|^2}
\leq \frac{14 \varepsilon c(\varepsilon)}{\sqrt{\text{Vol}(B(\varepsilon))}} \sqrt{\text{Vol}(\hat{M}_{i_0})} \sqrt{\int_{\hat{M}_{i_0}} |\nabla \varphi|^2}. \quad (31)
\]
Since \( i_0 \in [1, m] \) is arbitrary, by taking a summation we get

\[
\sum_{i=1}^{m} \text{Osc}(i) \leq \sum_{i=1}^{m} \frac{14\varepsilon c(\varepsilon)}{\sqrt{\text{Vol}(B(\varepsilon))}} \sqrt{\text{Vol}(\hat{M}_i)} \sqrt{\int_{\hat{M}_i} |\nabla \varphi|^2}
\]

\[
\leq \frac{14\varepsilon c(\varepsilon)}{\sqrt{\text{Vol}(B(\varepsilon))}} \sqrt{\sum_{i=1}^{m} \text{Vol}(\hat{M}_i)} \sqrt{\sum_{i=1}^{m} \int_{\hat{M}_i} |\nabla \varphi|^2}
\]

\[
\leq \frac{14\varepsilon c(\varepsilon)}{\sqrt{\text{Vol}(B(\varepsilon))}} \sqrt{\text{Vol}(X_g)} \sqrt{\int_{X_g} |\nabla \varphi|^2}
\]

\[
= \frac{14\varepsilon c(\varepsilon)}{\sqrt{\text{Vol}(B(\varepsilon))}} \sqrt{\text{Vol}(X_g) \lambda_1(X_g)}.
\]

Then the conclusion follows by setting \( c(\varepsilon) = \frac{14\varepsilon c(\varepsilon)}{\sqrt{\text{Vol}(B(\varepsilon))}} \).

Proposition 12 tells that the total oscillations of \( \varphi \) over components of \( \mathcal{A} \) is small. However, the following two results will tell that the oscillation of \( \varphi \) on \( \mathcal{A} \) is big if \( \lambda_1(X_g) \) is small enough. This roughly tells that the total oscillations of \( \varphi \) over components of \( X_g \setminus \mathcal{A} \) is big in some sense.

**Lemma 13.** Let \( X_g \in \mathcal{M}_g \) be a hyperbolic surface with \( \lambda_1(X_g) \leq \frac{1}{4} \), and \( \varphi \) be the eigenfunction with \( \Delta \varphi + \lambda_1(X_g) \cdot \varphi = 0 \). Then there exist two points \( p_1 \neq p_2 \in \mathcal{A} \), where \( \mathcal{A} \) is defined in (12), such that

\[
\varphi(p_1) \cdot \varphi(p_2) \leq 0.
\]

**Proof.** Suppose for contradiction that \( \varphi < 0 \) or \( \varphi > 0 \) (globally) on \( \mathcal{A} \). Without loss of generality we assume that \( \varphi > 0 \) on \( \mathcal{A} \); otherwise one may replace \( -\varphi \) by \( \varphi \). Since \( \int_{X_g} \varphi = 0 \), there exists a collar \( T \subset X_g \) such that \( \min_{p \in T} \varphi(p) < 0 \). By assumption we know that \( \varphi > 0 \) on the boundary of \( T \). Thus, the nodal set \( \{ \varphi = 0 \} \) bounds at least one non-empty subset \( T' \) of \( T \subset X_g \). By the analyticity of eigenfunction, one may assume that the boundary \( \partial T' \) of \( T' \) is smooth (e.g. see [8]). Then by the Stokes’ Theorem we have

\[
\int_{T'} |\nabla \varphi|^2 = \lambda_1(X_g) \cdot \int_{T'} \varphi^2.
\]

Set

\[
\tilde{\varphi} := \begin{cases} 
\varphi & \text{on } T', \\
0 & \text{on } T \setminus T'.
\end{cases}
\]

As \( \tilde{\varphi} \) vanishes on \( \partial T \), it follows by Lemma 7 that

\[
\frac{1}{4} \leq \lambda_1(T) \leq \frac{\int_T |\nabla \tilde{\varphi}|^2}{\int_T |\tilde{\varphi}|^2} = \lambda_1(X_g).
\]

Which is a contradiction. \( \square \)

**Remark.** Lemma 13 implies that

\[
\max_{x \in \mathcal{A}} \varphi(x) - \min_{x \in \mathcal{A}} \varphi(x) \geq \sup_{x \in \mathcal{A}} |\varphi(x)|.
\]
We next show that if $\lambda_1(X_g)$ is small enough, then the magnitude of the eigenfunction on $A$ has a uniform positive lower bound in term of the genus. More precisely,

**Proposition 14.** Let $X_g \in \mathcal{M}_g$ be a hyperbolic surface with

$$\lambda_1(X_g) \leq \frac{1}{1000} \frac{1}{\text{Vol}(X_g)}.$$  

And let $\varphi$ be eigenfunction with respect to $\lambda_1(X_g)$ with $\int_{X_g} \varphi^2 = 1$. Then

$$\sup_{x \in A} |\varphi(x)| \geq \frac{1}{32 \sqrt{\text{Vol}(X_g)}}.$$  

**Proof.** Suppose for contradiction that

$$\sup_{x \in A} |\varphi(x)| < s \frac{1}{\sqrt{\text{Vol}(X_g)}}$$

where

$$s = \frac{1}{32}.$$  

Then we have

$$\int_A \varphi^2 \leq s^2 \frac{\text{Vol}(A)}{\text{Vol}(X_g)}.$$  

Since $\int_{X_g} \varphi^2 = 1$, $X_g$ has non-empty modified thin part $B$ defined in (11). Thus one may assume that $B$ consists of disjoint collars $T_1, ..., T_k$ where $k > 0 \in \mathbb{Z}$. Then we have

$$\sum_{i=1}^k \int_{T_i} \varphi^2 = 1 - \int_A \varphi^2 \geq 1 - s^2 \geq (1 - s^2) \sum_{i=1}^k \frac{\text{Vol}(T_i)}{\text{Vol}(X_g)}.$$  

Thus for certain component $T$ of $B$, we have

$$\int_T \varphi^2 \geq (1 - s^2) \frac{\text{Vol}(T)}{\text{Vol}(X_g)}.$$  

Recall that the shell $S$ of collar $T$ is defined as

$$S = \{ p \in X_g; 0 < \text{dist}(p, T) \leq 1 \} \subset A$$

and Lemma 4 tells that

$$\frac{1}{2} \leq \text{Vol}(T) \leq 4 \quad \text{and} \quad \frac{1}{2} \leq \text{Vol}(S) \leq 4.$$
So we have
\[
\begin{align*}
\int_T \varphi^2 & \geq \frac{1 - s^2}{2 \text{Vol}(X_g)} \frac{1}{\text{Vol}(X_g)}, \\
\int_S \varphi^2 & \leq s^2 \frac{\text{Vol}(S)}{\text{Vol}(X_g)} \leq 4s^2 \frac{1}{\text{Vol}(X_g)}, \\
\int_S |\nabla \varphi|^2 & \leq \int_{X_g} |\nabla \varphi|^2 = \lambda_1(X_g) \leq \frac{1}{1000} \frac{1}{\text{Vol}(X_g)}.
\end{align*}
\]
Note that $s^2 = \frac{1}{1024}$. We apply Lemma 9 for the case that $c = \frac{1 - s^2}{2 \text{Vol}(X_g)}$ and $\delta = \frac{1}{64}$ to get
\[
\int_T |\nabla \varphi|^2 \geq \frac{3}{16} \frac{1 - \frac{1024}{1024}}{2 \text{Vol}(X_g)} \geq \frac{1}{16} \frac{1}{\text{Vol}(X_g)}.
\]
Then we have
\[
\lambda_1(X_g) = \int_{X_g} |\nabla \varphi|^2 \geq \frac{1}{16} \frac{1}{\text{Vol}(X_g)}
\]
which contradicts our assumption
\[
\lambda_1(X_g) \leq \frac{1}{1000} \frac{1}{\text{Vol}(X_g)}.
\]
The proof is complete. \qed

Recall (25) says that
\[
\lambda_1(X_g) \geq \min\left\{\frac{1}{4}, \frac{\mathcal{L}_1(X_g)^2}{4\text{Vol}(X_g)^2}\right\}
\]
In order to prove Theorem 1, i.e.,
\[
\lambda_1(X_g) \geq K \frac{\mathcal{L}_1(X_g)}{\text{Vol}(X_g)^2}
\]
where $K > 0$ is a uniform constant independent of $g$. In light of (25) it suffices to consider the case that $\mathcal{L}_1(X_g)$ is small. Now we assume that
\[
\mathcal{L}_1(X_g) \leq \varepsilon
\]
and
\[
\lambda_1(X_g) \leq \frac{1}{1000\varepsilon} \frac{\mathcal{L}_1(X_g)}{\text{Vol}(X_g)^2}.
\]
Since $\text{Vol}(X_g) = 4\pi(g - 1)$, by (34) we know that
\[
\lambda_1(X_g) \leq \frac{1}{4}.
\]
So first it follows by Proposition 12 that

\[ \sum_{i=1}^{m} \text{Osc}(i) \leq c(\varepsilon) \sqrt{\text{Vol}(X_g) \lambda_1(X_g)} \]

\[ \leq c(\varepsilon) \sqrt{\frac{L_1(X_g)}{1000\varepsilon}} \frac{1}{\sqrt{\text{Vol}(X_g)}}. \]

Since \( L_1(X_g) \leq \varepsilon \) and \( \text{Vol}(X_g) = 4\pi(g-1) \geq 1 \), by (34) we know that

\[ \lambda_1(X_g) \leq \min\{1, \frac{1}{1000\varepsilon} \frac{1}{\text{Vol}(X_g)} \}. \]

Then it follows by the remark following Lemma 13 and Proposition 14 that

\[ \max_{x \in A} \phi(x) - \min_{x \in A} \phi(x) \geq \frac{1}{32\sqrt{\text{Vol}(X_g)}}. \]

Now we have the following result.

Proposition 15. Let \( \varepsilon > 0 \) in Lemma 4 and \( X_g \) be a hyperbolic surface of genus \( g \) with

\[ c(\varepsilon) \sqrt{\frac{L_1(X_g)}{1000\varepsilon}} < \frac{1}{64} \text{ and } \lambda_1(X_g) \leq \frac{1}{1000\varepsilon} \frac{L_1(X_g)}{\text{Vol}(X_g)^2} \text{ and } L_1(X_g) \leq \varepsilon. \]

Then we have

\[ |\max_{x \in A} \phi(x) - \min_{x \in A} \phi(x)| - \sum_{i=1}^{m} \text{Osc}(i) \geq \frac{1}{64\sqrt{\text{Vol}(X_g)}}. \]

Proof. It clearly follows by (35) and (36). \( \square \)

Proposition 15 in particular implies that the complement \( X_g \setminus A \) of \( A \) is non-empty if the assumptions in the proposition hold.

4. Proof of Theorem 1

In this section we prove Theorem 1. We first make some necessary preparations.

Recall that \( \{M_i\}_{1 \leq i \leq m} \) are the components of \( A \). For each \( i \in [1, m] \) we let \( a_i, b_i \in \mathbb{R} \) such that

\[ a_i = \min_{x \in M_i} \phi(x) \text{ and } b_i = \max_{x \in M_i} \phi(x). \]

That is, \( \text{Im}(\phi|_{M_i}) = [a_i, b_i] \). So for each \( i \in [1, m], \)

\[ \text{Osc}(i) = b_i - a_i. \]

For each component of \( X_g \setminus A \), it is a collar whose two boundary curves are contained in two components denoted by \( M_i \) and \( M_j \) of \( A \) (\( M_i \) may be the same as \( M_j \)). There may exist multiple collars bounded by \( M_i \) and \( M_j \).

We denote these collars by \( T_{ij}^1, \ldots, T_{ij}^{\theta_{ij}} \). Set

\[ \delta_{ij} = \min_{(x, x^*) \in \Gamma_1 \times \Gamma_2} |\phi(x) - \phi(x^*)|. \]
where \( \Gamma_1, \Gamma_2 \) are the two boundaries of \( T^\theta_{ij} \) and \( x^* \in \Gamma_2 \) is the reflection of \( x \in \Gamma_1 \) through the center closed geodesic \( \gamma^\theta_{ij} \). By Lemma 8 we have

\[
\int_{T^\theta_{ij}} |\nabla \varphi|^2 \geq \frac{r^\theta_{ij}}{4} (\delta^\theta_{ij})^2
\]

where \( r^\theta_{ij} \) is the length of center closed geodesic of collar \( T^\theta_{ij} \). Set

\[
\delta_{ij} = \begin{cases} 
0 & \text{if } [a_i, b_i] \cap [a_j, b_j] \neq \emptyset, \\
\text{dist}([a_i, b_i], [a_j, b_j]) & \text{if } [a_i, b_i] \cap [a_j, b_j] = \emptyset.
\end{cases}
\]

Then

\[
\delta^\theta_{ij} \geq \delta_{ij}.
\]

Let \( \{T^\theta_{ij}\} \) be all the components of \( X_g \setminus A \). Putting the inequalities above together we get

\[
\lambda_1(X_g) = \int_{X_g} |\nabla \varphi|^2 \geq \sum_{T^\theta_{ij}} \int_{T^\theta_{ij}} |\nabla \varphi|^2 \geq \sum_{T^\theta_{ij}} \frac{r^\theta_{ij}}{4} (\delta_{ij})^2 \geq \frac{1}{4^2} (\text{components of } X_g \setminus A) \left( \sum_{T^\theta_{ij}} \sqrt{r^\theta_{ij} \delta_{ij}} \right)^2 \geq \frac{1}{12(g-1)} \left( \sum_{T^\theta_{ij}} \sqrt{r^\theta_{ij} \delta_{ij}} \right)^2.
\]

Next we will bound the quantity \( \sum_{T^\theta_{ij}} \sqrt{r^\theta_{ij} \delta_{ij}} \) from below in terms of \( \mathcal{L}_1(X_g) \) and \( \text{Vol}(X_g) \). As a function, the summation \( \sum_{T^\theta_{ij}} \sqrt{r^\theta_{ij} \delta_{ij}} \) is linear with respect to the intervals \([a_i, b_i]\). So it achieves its minimum at some extremal case, which may be related to \( \mathcal{L}_1(X_g) \). We first prove the following elementary property.

**Lemma 16.** Let \( n > 0 \in \mathbb{Z} \) and assume \( \{I_i = [a_i, b_i]\}_{1 \leq i \leq n} \) are \( n \) closed intervals with increasing order \( a_1 \leq b_1 \leq a_2 \leq b_2 \leq a_3 \ldots < a_n \leq b_n \).

Let \( \delta = \sum_{i=1}^{n} |b_i - a_i| \) be the total lengths of all the intervals. Then for any collection of nonnegative numbers \( \{\alpha_{ij}\}_{1 \leq i < j \leq n} \), there exists an integer \( K_0 \)
Then we have
\[
\sum_{i<j} \alpha_{ij} \text{dist}(I_i, I_j) \geq (b_n - a_1 - \sum_{i=1}^{n} |b_i - a_i|) \sum_{1 \leq i \leq K_0 < j \leq n} \alpha_{ij}.
\]

**Proof.** We prove it by induction on \(n\).

If \(n = 1\), both sides of (41) are equal to 0.

If \(n = 2\), (41) holds by letting \(K_0 = 1\).

Assume that (41) holds for \(k \leq (n - 1)\).

Now for \(k = n\), we first regard
\[
L_n(a_1, b_1, ..., a_n, b_n) = \sum_{i<j} \alpha_{ij} \text{dist}(I_i, I_j) = \sum_{i<j} \alpha_{ij}(a_j - b_i)
\]
as a function \((a_1, b_1, ..., a_n, b_n)\). Set
\[
L(t) = L_n(a_1, b_1, a_2 + t, b_2 + t, a_3, b_3, ..., a_n, b_n).
\]
Clearly \(L(t)\) is linear with respect to \(t\) on its domain which is the one preserving the relation (40). So \(L(t)\) takes its minimum on the boundaries, i.e., when
\[
a_2 + t = b_1 \text{ or } b_2 + t = a_3.
\]
So we have
\[
L_n(a_1, b_1; ...) \geq \min \left\{ L_n(a_1, b_1, (b_1 + b_2 - a_2), a_3, b_3, ..., a_n, b_n), L_n(a_1, b_1, (a_3 + a_2 - b_2), a_3, b_3, ..., a_n, b_n) \right\}.
\]
Without loss of generality one may assume that \(L_n(a_1, b_1, (b_1 + b_2 - a_2), ..., a_n, b_n)\) is the smaller one. Then we have
\[
L_n(a_1, b_1, b_1, (b_1 + b_2 - a_2), ..., a_n, b_n) = \sum_{i \geq 3} \alpha_{1i} (a_i - b_1) + \sum_{i \geq 3} \alpha_{2i} (a_i - (b_1 + b_2 - a_2)) + \sum_{3 \leq i < j \leq n} \alpha_{ij} (a_j - b_i)
\]
\[
\geq \sum_{i \geq 3} (\alpha_{1i} + \alpha_{2i}) (a_i - (b_1 + b_2 - a_2)) + \sum_{3 \leq i < j \leq n} \alpha_{ij} (a_j - b_i)
\]
Set
\[
I_1' = [a_1, b_1 + b_2 - a_2] \text{ and } I_i' = [a_{i+1}, b_{i+1}] \text{ (} 2 \leq i \leq (n - 1)\)
\]
and
\[
\alpha_{1i}' = \alpha_{1(i+1)} + \alpha_{2(i+1)} \text{ and } \alpha_{ij}' = \alpha_{(i+1)(j+1)} \text{ (} 2 \leq i < j \leq (n - 1)\).
\]
Then we have
\[
\sum_{i \geq 3} (\alpha_{1i} + \alpha_{2i}) (a_i - b_1 - b_2 + a_2) + \sum_{3 \leq i < j \leq n} \alpha_{ij} (a_j - b_i) = \sum_{1 \leq i < j \leq n-1} \alpha_{ij}' \text{dist}(I_i', I_j').
\]
By our induction assumption on $k = (n - 1)$, we know that there exists an integer $K_1 \in [1, n - 1]$ such that

$$\sum_{1 \leq i < j \leq (n-1)} \alpha'_{ij} \text{dist}(I_i', I_j') \geq (b_n - a_1 - \sum_{i=1}^{n} |b_i - a_i|) \sum_{1 \leq i \leq K_1 < j \leq (n-1)} \alpha'_{ij}$$

$$= (b_n - a_1 - \sum_{i=1}^{n} |b_i - a_i|) \sum_{1 \leq i \leq (K_1+1) < j \leq n} \alpha_{ij}. \quad (44)$$

Set $K_0 = K_1 + 1$. Then the conclusion follows by (42), (43) and (44). \qed

Now we return to estimate the quantity $\sum T_{ij}^\theta \sqrt{r_{ij}^\theta \delta_{ij}}$ in (39).

**Proposition 17.**

$$\sum_{T_{ij}^\theta} \sqrt{r_{ij}^\theta \delta_{ij}} \geq \sqrt{\mathcal{L}_1(X\mathcal{g})} \left( \max_{i,j} |b_i - a_j| - \sum_{i=1}^{m} |b_i - a_i| \right)$$

$$= \sqrt{\mathcal{L}_1(X\mathcal{g})} \left( |\max_{x \in \mathcal{A}} \varphi(x) - \min_{x \in \mathcal{A}} \varphi(x)| - \sum_{i=1}^{m} \text{Osc}(i) \right)$$

where $[a_i, b_i] = \text{Im}(\varphi|_{M_i})$.

**Proof.** Assume

$$\bigcup_{i=1}^{m} [a_i, b_i] = \bigcup_{k=1}^{N} [e_k, f_k]$$

where the $[e_k, f_k]$ are disjoint and

$$\min_{x \in \mathcal{A}} \varphi(x) = e_1 \leq f_1 < e_2 \leq f_2 < \ldots < e_k \leq f_k = \max_{x \in \mathcal{A}} \varphi(x).$$

Since the $[e_k, f_k]$ are disjoint, for each $i \in [1, m]$ there exists a unique $k_i \in [1, N]$ such that

$$\text{Im}(\varphi|_{M_i}) = [a_i, b_i] \subset [e_{k_i}, f_{k_i}].$$

For $i \neq j$, we set

$$\delta'_{ij} := \text{dist}([e_{k_i}, f_{k_i}], [e_{k_j}, f_{k_j}]).$$

Let $\delta_{ij}$ be the constants given in (37). Clearly we have

$$\delta_{ij} \geq \delta'_{ij} \quad \text{for all } i \neq j. \quad (45)$$

Which implies that

$$\sum_{T_{ij}^\theta} \sqrt{r_{ij}^\theta \delta_{ij}} \geq \sum_{T_{ij}^\theta} \sqrt{r_{ij}^\theta \delta'_{ij}}. \quad (46)$$

We rewrite the quantity $\sum_{T_{ij}^\theta} \sqrt{r_{ij}^\theta \delta'_{ij}}$ as

$$\sum_{T_{ij}^\theta} \sqrt{r_{ij}^\theta \delta'_{ij}} = \sum_{p<q} \left( \sum_{k_i=p, k_j=q} \sqrt{r_{ij}^\theta} \right) \text{dist}([e_p, f_p], [e_q, f_q]). \quad (47)$$
Then it follows by Lemma 16 that there exists an integer $K_0 \in [1, N - 1]$ such that

\begin{equation}
\sum_{p<q} \left( \sum_{k_i=p, k_j=q} \sqrt{r_{ij}^\theta} \right) \text{dist}([e_p, f_p], [e_q, f_q]) \geq (f_N - e_1 - \sum_{k=1}^{N} |f_k - e_k|) \sum_{1 \leq k_i \leq K_0 < k_j \leq N} \sqrt{r_{ij}^\theta} \geq \left( \sum_{1 \leq k_i \leq K_0 < k_j \leq N} \sqrt{r_{ij}^\theta} \right) \left( \max_{i,j} |b_i - a_j| - \sum_{i=1}^{m} |b_i - a_i| \right).
\end{equation}

Note that the unions of all the center closed geodesics of collars $T_{ij}^\theta$, which satisfy $1 \leq k_i \leq K_0 < k_j \leq N$, divide $X_g$ into at least two components: one contains a $M_i$ with $k_i \leq K_0$; another one contains a $M_j$ with $k_j > K_0$. So by the definition of $\mathcal{L}_1(X_g)$ we have

\begin{equation}
\sum_{1 \leq k_i \leq K_0 < k_j \leq N} r_{ij}^\theta \geq \mathcal{L}_1(X_g)
\end{equation}

implying that

\begin{equation}
\sum_{1 \leq k_i \leq K_0 < k_j \leq N} \sqrt{r_{ij}^\theta} \geq \sqrt{\sum_{1 \leq k_i \leq K_0 < k_j \leq N} r_{ij}^\theta} \geq \sqrt{\mathcal{L}_1(X_g)}.
\end{equation}

Then it follows by (46), (47), (48) and (50) that

\begin{equation}
\sum_{T_{ij}^\theta} r_{ij}^\theta \delta_{ij} \geq \sqrt{\mathcal{L}_1(X_g)} \left( \max_{i,j} |b_i - a_j| - \sum_{i=1}^{m} |b_i - a_i| \right)
\end{equation}

which completes the proof. \qed

Now we are ready to prove Theorem 1.

**Proof of Theorem 1.** Recall that (25) says that

$$\lambda_1(X_g) \geq \min \left\{ \frac{1}{4}, \frac{\mathcal{L}_1(X_g)^2}{4 \text{Vol}(X_g)^2} \right\}.$$

Let $\varepsilon > 0$ be the uniform constant in Lemma 4. First we assume that

\begin{equation}
c(\varepsilon) \sqrt{\frac{\mathcal{L}_1(X_g)}{1000\varepsilon}} < \frac{1}{64} \quad \text{and} \quad \mathcal{L}_1(X_g) \leq \varepsilon,
\end{equation}

otherwise we have

\begin{equation}
\frac{\mathcal{L}_1(X_g)^2}{\text{Vol}(X_g)^2} \geq \frac{1000\varepsilon^{2/3}}{64^2 c(\varepsilon)^2} \frac{\mathcal{L}_1(X_g)^2}{\text{Vol}(X_g)^2} \quad \text{or} \quad \frac{\mathcal{L}_1(X_g)^2}{\text{Vol}(X_g)^2} \geq \varepsilon \frac{\mathcal{L}_1(X_g)}{\text{Vol}(X_g)^2}
\end{equation}

which together with (25) complete the proof. Now we also assume that

\begin{equation}
\lambda_1(X_g) \leq \frac{1}{1000\varepsilon} \frac{\mathcal{L}_1(X_g)}{\text{Vol}(X_g)^2},
\end{equation}

otherwise we are done. By our assumption (52) and (54), we apply Proposition 15 to get

\[ |\max_{x \in A} \varphi(x) - \min_{x \in A} \varphi(x)| - \sum_{i=1}^{m} \text{Osc}(i) \geq \frac{1}{64 \sqrt{\text{Vol}(X_g)}}. \]

Thus, by combining (39) and Proposition 17 we have

\[
\lambda_1(X_g) \geq \frac{1}{12(g-1)} \left( \sum_{T_{ij}} \sqrt{T_{ij} \delta_{ij}} \right)^2 \\
\geq \frac{L_1(X_g)}{12(g-1)} \left( |\max_{x \in A} \varphi(x) - \min_{x \in A} \varphi(x)| - \sum_{i=1}^{m} \text{Osc}(i) \right)^2 .
\]

\[
\geq \frac{L_1(X_g)}{49152} \frac{1}{(g-1) \cdot \text{Vol}(X_g)}.
\]

Recall that \( \text{Vol}(X_g) = 4\pi(g-1) \). Therefore, the discussions above imply that

\[
\lambda_1(X_g) \geq \min \left\{ \frac{1}{4}, c(\varepsilon) \cdot \frac{L_1(X_g)}{g^2} \right\}
\]

where \( c(\varepsilon) > 0 \) is a uniform constant only depending on \( \varepsilon \). ByLemma 6 we know that

\[
L_1(X_g) \leq c' \cdot g
\]

for some uniform constant \( c' > 0 \). So for large enough \( g \), \( c(\varepsilon) \cdot \frac{L_1(X_g)}{g^2} < \frac{1}{4} \).

Thus, we get

\[
\lambda_1(X_g) \geq K_1 \cdot \frac{L_1(X_g)}{g^2}
\]

for some uniform constant \( K_1 > 0 \) independent of \( g \). The proof is complete. \( \square \)

5. AN OPTIMAL EXAMPLE

In this section, we use the results in [17] to explain that the lower bound of \( \lambda_1(X_g) \) in Theorem 1 is optimal as \( g \to \infty \). That is, for all genus \( g \geq 2 \), there exists some Riemann surfaces \( X_g \) of genus \( g \) such that

\[
\lambda_1(X_g) \leq K_2 \frac{L_1(X_g)}{g^2}
\]

for some uniform constant \( K_2 > 0 \), especially when \( L_1(X_g) \) is arbitrarily small.

The following construction of \( X_g \) is given in [17].

Recall that a pair of pants is a compact Riemann surface of 0 genus with 3 boundary closed geodesics. The complex structure is uniquely determined by the lengths of the three boundary closed geodesics.
For a fixed \( \ell < 2 \text{arcsinh } 1 \), consider the pair of pants \( P_\ell \) whose boundary curves all have length equal to \( \ell \). We construct \( X_g \) by gluing \( 3g - 3 \) pants \( P_\ell \) along boundary loops (with arbitrary twist parameters) as shown in figure 3.

**Figure 3. Surface \( X_g \)**

For any closed geodesic \( \gamma \subset X_g \), the curve \( \gamma \) is either one of the boundary closed geodesic of certain \( P_\ell \) or must intersect at least one of the boundary closed geodesic of certain \( P_\ell \). Recall that the Collar Lemma 2 implies that for any two intersected closed geodesics, then at least one of them have length larger than \( 2 \text{arcsinh } 1 \). So if \( \gamma \) is a systolic curve of \( X_g \), then \( \gamma \) must be one of the boundary curve of \( P_\ell \). Thus, the systole of \( X_g \) and \( L_1(X_g) \) are both equal to \( \ell \). That is,

\[
L_1(X_g) = \text{sys}(X_g) = \ell.
\]

It was proved [17, Proposition 15 or Remark 16] that

\[
\lambda_1(X_g) \leq \frac{\beta(\ell)}{g^2}.
\]

(59)

Where for the case that \( \ell < 2 \text{arcsinh } 1 \) and \( X_g \) constructed as above,

\[
\beta(\ell) \leq K_2 \cdot \ell
\]

for some universal constant \( K_2 > 0 \). So we have

\[
\lambda_1(X_g) \leq K_2 \frac{L_1(X_g)}{g^2}
\]

(60)

which tells that the lower bound of \( \lambda_1(X_g) \) in Theorem 1 is optimal either as \( g \to \infty \) or as \( L_1(X_g) \to 0 \).
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