Particle dynamics and deviation effects in the field of a strong electromagnetic wave
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Some strong field effects on test particle motion associated with the propagation of a plane electromagnetic wave in the exact theory of general relativity are investigated. Two different profiles of the associated radiation flux are considered in comparison, corresponding to either constant or oscillating electric and magnetic fields with respect to a natural family of observers. These are the most common situations to be experimentally explored, and have a well known counterpart in the flat spacetime limit. The resulting line elements are determined by a single metric function, which turns out to be expressed in terms of standard trigonometric functions in the case of a constant radiation flux, and in terms of special functions in the case of oscillating flux, leading to different features of test particle motion. The world line deviation between both uncharged and charged particles on different spacetime trajectories due to the combined effect of gravitational and electromagnetic forces is studied. The interaction of charged particles with the background radiation field is also discussed through a general relativistic description of the inverse Compton effect. Motion as well as deviation effects on particles endowed with spin are studied too. Special situations may occur in which the direction of the spin vector change during the interaction, leading to observables effects like spin-flip.
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I. INTRODUCTION

In general relativity an electromagnetic wave corresponds to a curved spacetime, defined so that both the electromagnetic and the associated gravitational fields possess the same Killing symmetries. There exists a large class of solutions satisfying this condition in terms of some arbitrary metric functions as well as electromagnetic stress energy tensor distribution. The choice of either background metric or electromagnetic structure determines the features of the interaction of the wave with the surrounding matter. A test particle scattered by the wave is expected to modify its own energy and momentum as a consequence of this interaction. The analysis of electromagnetically induced gravitational effects in the exact theory thus requires some care and seems to be poorly investigated in the literature.

An exact solution of Einstein’s field equations representing the gravitational field associated with an electromagnetic radiation field was discovered long ago (see, e.g., Ref. [1] and references therein). The line element is simply described by trigonometric functions, whereas the associated electromagnetic field is constant, thus representing a very special physical situation. In the present work we study the motion of both neutral and charged particles (together with geodesic and accelerated world line deviations) when the gravitational field of the electromagnetic wave background is expressed in terms of special functions (Mathieu functions), in comparison with the case of constant electromagnetic field mentioned above. This choice of the metric functions yields an associated electromagnetic field completely determined by a single harmonic wave, simply described in terms of standard trigonometric functions. Notice that both cases of strong uniform as well as oscillating electromagnetic fields can be easily reproduced in a laboratory by using current high precision laser techniques.

Most of the general (mathematical) features of test particle motion as well as world line deviations in general pp-wave spacetimes have been extensively investigated in the literature (see, e.g., Refs. [2–6] and references therein). Nevertheless, the analysis of simple explicit solutions may lead to a deeper understanding of the underlying physical properties. We take advantage of the simplicity of these solutions to perform analytical computations, especially in view of more complicated situations. For instance, we study the interaction of charged particles with the radiation field by considering accelerated orbits with a further contribution to the acceleration proportional to the energy-momentum distribution.
of the wave. In a sense, during the scattering process the particle absorbs and re-emits radiation, resulting in a force term acting on the particle itself. This is a second order effect of the scattering problem which could be relevant in the relativistic regime [33]. A strong electromagnetic wave is indeed able to transfer enough energy to a charged particle for the particle to reach relativistic velocity after a short time. As a result, the photons of the radiation field will be upscattered by the relativistic particles in the associated inverse Compton process. For instance, very high energy emission in pulsars is attributed to the inverse Compton scattering of soft stellar photons by energetic particles in the pulsar wind [8].

This analysis thus naturally leads to observable effects mostly associated with the interaction between plasmas and strong electromagnetic waves.

Deviations from geodesic motion can also be due to the particle’s additional structure. We study the motion of particles endowed with spin according to the Mathisson-Papapetrou-Dixon model [9–16]. The high symmetry of this model [11] turns out to be the gravitational field associated with an electromagnetic plane wave in the strong field regime. The motion of test particles (neutral, charged, spinning) is studied in Sect. 3, with a particular focus on inverse Compton scattering of charged particles. Deviations from geodesic motion are calculated explicitly in Sect. 4 for particles endowed with charge or spin. Finally, we draw our conclusions and suggest possible applications of the present analysis.

II. THE BACKGROUND OF A STRONG ELECTROMAGNETIC PLANE WAVE

The gravitational field associated with an electromagnetic plane wave is given by (see, e.g., Ref. [17, 18])

\[ ds^2 = -2ududv + H^2(u)(dx^2 + dy^2), \]

written in the Rosen form, i.e., using coordinates \( x^a = (u, v, x, y) \). In order to avoid coordinate singularities, we limit our considerations to the interval \( u \in [0, u_B] \) where \( u_B < u_0 \), being \( H(0) = 1 \) and \( H(u_0) = 0 \).

Let the electromagnetic potential 1-form \( A^b \) be aligned with a single spatial direction, e.g., the \( x \)-axis, namely

\[ A^b = h(u) \, dx, \]

so that the Faraday 2-form \( F^b = dA^b \) turns out to be

\[ F = h'(u) \, du \wedge dx, \]

where a prime denotes differentiation with respect to \( u \). The associated energy-momentum tensor is then

\[ T = \Phi^2 k \otimes k, \quad \Phi = \sqrt{2} \frac{h'}{H}, \quad k = \partial_v, \]

where \( \Phi \) represents the flux of the radiation field. Such a spacetime admits the following Killing vectors

\[ \xi(1) = \partial_v, \quad \xi(2) = \partial_x, \quad \xi(3) = \partial_y, \]

\[ \xi(4) = -y \partial_x + x \partial_y, \]

\[ \xi(5) = x \partial_v + \int^u \frac{du'}{H(u')^2} \partial_x, \]

\[ \xi(6) = y \partial_v + \int^u \frac{du'}{H(u')^2} \partial_y. \]

The trasformation of the metric (2.1) to the more familiar Brinkmann form is shown in Appendix A.

Einstein’s equations \( G_{\mu\nu} = 8\pi T_{\mu\nu} \) reduce to the single condition

\[ H'' + \frac{H'^2}{H} = H'' + \frac{\Phi^2}{2} H = 0, \]

for the two unknown functions \( H \) and \( h \). In order to determine \( H \) and \( h \) uniquely, one has to provide a further relation between them. Alternatively, one can assume that one of \( H \) or \( h \) is a known function of \( u \). If one treats \( H \) as the known function, i.e., if one fixes the background gravitational field, Eq. (2.6) reduces to a first order linear differential equation for \( h \), whose solution can be formally written as

\[ h(u) = \int_0^u \sqrt{-H(u')H''(u')} \, du'. \]

For every choice of \( H \) one then finds a corresponding solution for \( h \), i.e., the associated electromagnetic structure. Eq. (2.7) thus identifies a class of exact solutions of the Einstein-Maxwell field equations representing a plane electromagnetic wave.

On the other hand, if one treats \( h \) as the known function, i.e., if one fixes the background electromagnetic field, Eq. (2.6) is a second order differential equation for \( H \), which cannot be solved in general. We discuss below two different choices of \( h \) that are of particular interest.

The null coordinates \( (u, v) \) can be related to standard Cartesian coordinates \( (t, z) \) by the transformation

\[ u = \frac{1}{\sqrt{2}}(t - z), \quad v = \frac{1}{\sqrt{2}}(t + z), \]

casting the metric (2.1) in the following quasi-Cartesian form

\[ ds^2 = -dt^2 + H^2(t - z) (dx^2 + dy^2) + dz^2, \]
with $x$ and $y$ as above. Moreover, we have
\[
\partial_t = \frac{1}{\sqrt{2}}(\partial_u + \partial_v), \quad \partial_z = \frac{1}{\sqrt{2}}(-\partial_u + \partial_v),
\]
so that the direction of propagation of the electromagnetic wave turns out to be the $z$ axis, and $k = (\partial_t + \partial_z)/\sqrt{2}$. Notice that the two directions on the wave front, i.e., the axes $x$ and $y$, are no longer equivalent, since the electromagnetic vector potential is aligned with the $x$ direction.

A family of fiducial observers at rest with respect to the coordinates $(x, y, z)$ is characterized by the 4-velocity vector
\[
n = \partial_t.
\]
An orthonormal spatial triad adapted to the observers $n \equiv e_0$ is given by
\[
e_1 = \partial_z, \quad e_2 = \frac{1}{H}\partial_x, \quad e_3 = \frac{1}{H}\partial_y,
\]
with dual $n^\flat \equiv \omega^0 = -dt$ and
\[
\omega^1 = dz, \quad \omega^2 = H dx, \quad \omega^3 = H dy.
\]
Such a frame is also parallely propagated along $e_0$, i.e., $\nabla_{e_0} e_0 = 0$. It is also convenient to introduce the following notation
\[
e_+ = e_2 \otimes e_2 + e_3 \otimes e_3, \quad e_{23} = e_2 \wedge e_3.
\]

The associated congruence of the observer world lines is geodesic and vorticity-free, but has a nonzero expansion
\[
\theta(n) = \frac{\Theta(n)}{2} e_+ = \sqrt{\frac{2}{H'}} H e_+.
\]
The frame components of $F$ are
\[
F = \frac{\Phi}{2} [\omega^0 \wedge \omega^2 - \omega^1 \wedge \omega^3] = n^\flat \wedge E(n) + ^*(n) B(n),
\]
where the symbol $^*(n)$ denotes the spatial dual of a spatial tensor with respect to $u$. The electric and magnetic fields as measured by the fiducial observers $n$ are thus given by
\[
E(n) = -\frac{\Phi}{2} e_2, \quad B(n) = \frac{\Phi}{2} e_3.
\]
One easily recognizes that the electromagnetic field has a wave-like behavior, since the two electromagnetic invariants both vanish, i.e.,
\[
E(n)^2 - B(n)^2 = 0, \quad E(n) \cdot B(n) = 0.
\]
The nonzero frame components of the Riemann tensor are
\[
\begin{align*}
R_{0202} &= R_{0303} = R_{1212} = R_{1313} \\
&= -R_{0313} = -R_{0212} \\
&= \frac{H''}{2H} = -\frac{\Phi^2}{4},
\end{align*}
\]
so that the electric ($\mathcal{E}(n)$), magnetic ($\mathcal{H}(n)$) and mixed ($\mathcal{F}(n)$) parts of the Riemann tensor (see, e.g., Ref. [19] for their standard definitions) are given by
\[
\begin{align*}
\mathcal{E}(n) &= \mathcal{F}(n) = \frac{\Phi^2}{4} e_+ \\
&= E(n) \otimes E(n) + B(n) \otimes B(n), \\
\mathcal{H}(n) &= -\frac{\Phi^2}{4} e_{23} = E(n) \wedge B(n).
\end{align*}
\]
Therefore, the electric and magnetic parts of the Weyl tensor are both vanishing, i.e.,
\[
\frac{1}{2}(\mathcal{E}(n) - \mathcal{F}(n))^{(TF)} = 0, \quad \text{SYM} \, \mathcal{H}(n) = 0,
\]
respectively, implying that the spacetime metric is conformally flat, and hence the associated gravitational field is algebraically special and of Petrov type $O$.

In the following Sections 3 and 4 we will study test particle motion as well as deviation effects associated with an electromagnetic wave background. The interaction of particles with the radiation field is different depending on their additional properties. Besides the well known cases of neutral and charged test particles, we will consider more complicated situations, like those associated with inverse Compton scattering of charged particles and deviation effects induced by spin on particles endowed with structure. The latter two cases, to the best of our knowledge, have not been addressed in the literature.

### A. Electromagnetic waves with constant profile

Let us turn to the solutions of Eq. (2.6). The case of electromagnetic waves with constant profile [17], used in the literature as the simplest non-trivial solution, is recovered by setting $h(u) = \sin(bu)$, with $b$ constant, leading to constant flux $\Phi = \sqrt{2}b$ of the associated radiation field and constant electric and magnetic fields as measured by the observers $n$, i.e.,
\[
E(n) = -\frac{b}{\sqrt{2}} e_2, \quad B(n) = \frac{b}{\sqrt{2}} e_3,
\]
and $H(u) = \cos(bu)$. Note that the background quantity $b$ denotes the strength of the electromagnetic wave and has the dimensions of the inverse of a length. It is related to the frequency of the wave by $b = \sqrt{2}\omega$.

The frame components of the electric and magnetic parts of the Riemann tensor are constant as well, namely
\[
\begin{align*}
\mathcal{E}(n) &= \frac{b^2}{2} e_+, \\
\mathcal{H}(n) &= -\frac{b^2}{2} e_{23}.
\end{align*}
\]

### B. Electromagnetic waves with oscillating electric and magnetic fields

Let us now choose the unknown function $h$ such that the electric and magnetic fields are both characterized by
an oscillatory behavior, i.e.,

\[ E(n) = -A \sin(bu)e_2, \quad B(n) = A \sin(bu)e_3, \quad (2.24) \]

with \( A \) and \( b \) constants, by requiring

\[ \Phi = \frac{h'}{\sqrt{2H}} = A \sin(bu). \quad (2.25) \]

The electric and magnetic parts of the Riemann tensor are also oscillating

\[ E(n) = A^2 \sin^2(bu)e_+, \quad H(n) = -A^2 \sin^2(bu)e_{23}, \quad (2.26) \]

Substituting the expression (2.24) for the flux of the radiation field into Eq. (2.6) then gives

\[ H'' + 2A^2 \sin^2(bu)H = 0, \quad (2.27) \]

which represents a Mathieu’s differential equation with the general solution

\[ H = c_1 \text{MathieuC}(a, q, bu) + c_2 \text{MathieuS}(a, q, bu), \quad (2.28) \]

in terms of even and odd general Mathieu functions with characteristic number \( a = A^2/b^2 \) and characteristic parameter \( q = a/2 \) (so that they cannot be chosen independently). The periodicity as well as asymptotic properties of the solutions of Mathieu’s equation are related to the values of the characteristic exponent \( \nu \), which depends on both \( a \) and \( q \). For the general properties of Mathieu functions see, e.g., Ref. [20]. A short review of main definitions and basic features of Mathieu functions is given in Appendix B. There are many different notations and conventions used in standard mathematical textbooks, leading to different implementations in common computational softwares, like Maple\textsuperscript{TM} [21] and Mathematica\textsuperscript{TM} [22].

In this paper we adopt Maple’s definition of Mathieu functions. We discuss strong electromagnetic plane waves described by the solution (2.1)–(2.4) with functions

\[ H(u) = \text{MathieuC}(a, q, bu), \]
\[ h(u) = \int_0^u \sqrt{2A} \sin(bx)H(x) \, dx, \quad (2.29) \]

\[ H \] satisfying Eq. (2.21) with initial conditions \( H(0) = 1 \) and \( H'(0) = 0 \). For the numerical integrations we fix the values of the background parameters as \( A = 1 = b \), as an example, so that the parameters of the Mathieu’s equations are \( (a, q) = (1, 0.5) \). The corresponding characteristic exponent is thus given by \( \nu \approx 1 + 0.2431457i \), making the solutions non-periodic. Periodic solutions can be of course obtained by suitably choosing \( a \) in such a way that \( \nu \) is real and a rational number. For instance, setting \( a \approx 0.2404016 \) implies \( \nu \approx 1/2 \), leading to \( 4\pi \)-periodic solutions.

III. TEST PARTICLE MOTION

Let us study the motion of test particles with 4-velocity \( U \) in the background field of a strong electromagnetic plane wave. The equations of motion are given by

\[ ma(U)^\mu = F(U)^\mu, \quad (3.1) \]

where \( a(U) = \nabla_U U \) is the 4-acceleration. As seen by the observers \( n \), the 4-velocity \( U^\alpha = dx^\alpha/d\tau \) can then be written as

\[ U = U^\alpha \partial_\alpha = \gamma(e_0 + \nu^e e_0), \quad \gamma = (1 - \delta_{ab} \nu^b \nu^b)^{-1/2}, \quad (3.2) \]

leading to the following relations between coordinate and frame components

\[ U^t = \gamma, \quad U^x = \frac{\gamma \nu^2}{H}, \quad U^y = \frac{\gamma \nu^3}{H}, \quad U^z = \gamma \nu^1. \quad (3.3) \]

It is convenient to introduce polar coordinates in the transverse plane, i.e.,

\[ \nu^2 = \nu_\perp \cos \chi, \quad \nu^3 = \nu_\perp \sin \chi, \quad (3.4) \]

so that the linear velocity unit spatial vector writes as

\[ \nu^e e_0 = \nu_\parallel e_1 + \nu_\perp (\cos \chi e_2 + \sin \chi e_3), \quad (3.5) \]

where the notation \( \nu^1 = \nu_\parallel \) has been used.

Test particle motion in the field of an electromagnetic wave with constant flux has been investigated, e.g., in Ref. [7], so we refer to that work for further details.

A. Timelike geodesics

The geodesic motion is governed by the equations

\[ \frac{d\gamma}{du} = 0, \]
\[ \frac{d\nu_\perp}{du} = \nu_\perp H' \nu_\perp + \nu_\parallel - 1, \]
\[ \frac{d\nu_\parallel}{du} = -\nu_\parallel H', \quad (3.6) \]

with

\[ \gamma(1 - \nu_\parallel) = \gamma_0 (1 - \nu_\parallel(0)), \quad (3.7) \]

a subscript “0” denoting evaluation at \( u = 0 \). It is useful to introduce the new variables

\[ \xi = \nu^2, \quad \eta = 1 - \nu_\parallel, \quad (3.8) \]

satisfying the following equations

\[ \frac{d\xi}{du} = 2\xi H' \xi - \eta, \quad \frac{d\eta}{du} = \xi H'. \quad (3.9) \]
the evolution equations (3.3), which yield

call’s trajectory can be obtained by further integrating in Fig. 1 for selected values of the parameters.

Noticeably both quantities $\eta/\eta_0$ and $\xi/\xi_0$ go to zero as $u$ approaches $u_*$ for which $H(u_*) = 0$.

The solution $\eta = 0 = \xi$ is also an equilibrium solution for Eq. (3.9). Furthermore, Eq. (3.7) gives

$$\frac{\xi}{\xi_0} = \left(\frac{\eta}{\eta_0}\right)^2 \frac{1}{H^2}. \quad (3.10)$$

with $C \leq -1$, which is a relation between the velocities $\nu_\parallel$ and $\nu_\perp$. It can be cast in the following form

$$C^2 \left(1 - \nu_\parallel + \frac{1}{C}\right)^2 - C(\nu_\perp)^2 = 1, \quad (3.12)$$

representing an ellipse in the 2-space ($\nu_\parallel, \nu_\perp$).

The behavior of $\nu_\parallel$ and $\nu_\perp$ as functions of $u$ is shown in Fig. 1 for selected values of the parameters.

The corresponding parametric equations of the particle’s trajectory can be obtained by further integrating the evolution equations (3.3), which yield

$$u = \frac{\gamma_0 \eta_0}{\sqrt{2}} \cos \chi \int_0^u \frac{du'}{H(u')^2},$$

$$v - v_0 = \frac{1}{\gamma_0 \eta_0} \left(u + \gamma_0^2 \eta_0 \int_0^u \frac{du'}{H(u')^2}\right).$$

$$x - x_0 = \sqrt{2} \frac{\xi^{1/2}}{\eta_0} \cos \chi \int_0^u \frac{du'}{H(u')^2},$$

$$y - y_0 = \sqrt{2} \frac{\xi^{1/2}}{\eta_0} \sin \chi \int_0^u \frac{du'}{H(u')^2}. \quad (3.13)$$

B. Charged particles

Let us consider the case of an (accelerated) charged particle, with electric charge $e$. The equations of motion (3.11) with

$$\mathcal{F}(U)^\mu = eF^\mu, \quad (3.14)$$

imply

$$\frac{d\chi}{du} = \frac{e}{\gamma \nu_\perp} \sin \chi,$$

$$\frac{d\nu_\parallel}{du} = -Y \nu_\parallel^2 + \nu_\parallel - 1,$$

$$\frac{d\nu_\perp}{du} = Y \nu_\perp, \quad (3.15)$$

with

$$Y = -\nu_\parallel H' - \frac{h' \cos \chi}{H}, \quad (3.16)$$

and $e = e/m$. Note that Eqs. (3.10) and (3.12) still hold, providing a relation between the velocities $\nu_\parallel$ and $\nu_\perp$.

The above system admits the equilibrium solutions

$$\nu_\parallel = 1, \quad \nu_\perp = 0, \quad \chi = 0, \pi. \quad (3.17)$$

It can be analytically integrated. In fact, equations (3.15) imply

$$\frac{d}{du}[\gamma \nu_\perp H] = -eh' \cos \chi, \quad (3.18)$$

which together with the equation for $\chi$ gives

$$\gamma \nu_\perp H \sin \chi = \gamma_0 \nu_\perp H \cos \chi, \quad (3.19)$$

and

$$\tan \chi = \tan \chi_0 \left[1 - \frac{eh}{\gamma_0 \nu_\perp H \cos \chi_0}\right]^{-1}. \quad (3.20)$$

Substituting then into the equation for $\nu_\parallel$ yields

$$\frac{1 - \nu_\parallel}{1 - \nu_{\parallel 0}} = \left[1 + \frac{(1 - H^2)\nu_{\parallel 0}^2}{2H^2(1 - \nu_{\parallel 0})} - e^2 \frac{2\gamma \nu_\perp \cos \chi_0 - eh}{2\gamma \nu_\perp \cos \chi_0 - eh}ight]^{-1}. \quad (3.21)$$

Finally, the corresponding solution for $\nu_\perp$ immediately follows from Eq. (3.12).

The behavior of $\nu_\parallel$ and $\nu_\perp$ as functions of $u$ is shown in Fig. 2 for selected values of the parameters in the case of oscillating flux. The features of motion for constant flux are qualitatively the same.
linear velocities in the transverse plane, we then find that

\[ \frac{d\chi}{du} = \frac{h'}{\gamma \nu_\perp H}, \]

\[ \frac{d\nu_\perp}{du} = -\gamma \nu_\perp^2 + \nu_\parallel - \frac{\sigma_T \gamma^2 \nu_\perp}{\gamma}, \]

\[ \frac{d\nu_\parallel}{du} = Y \nu_\parallel + \frac{\sigma_T \gamma^2 (1 - \nu_\parallel)}{\gamma}, \]

and

\[ \nu_\parallel(1 - \nu_\parallel) = \frac{1}{\gamma_0 (1 - \nu_\parallel)} \left[ 1 + \frac{\sigma_T}{\gamma \sqrt{2}} \gamma_0 (1 - \nu_\parallel) \right]^{-1}, \]

where \( \sigma_T = \sigma_T/m \) and

\[ \nu_\parallel = \int_0^u \Phi(u')^2 du'. \]

where

\[ U = U - \frac{1}{\gamma (1 - \nu_\parallel)(n + e)}, \]

is a unit spatial vector orthogonal to \( U \), so that the magnitude of the scattering force is given by

\[ || \mathcal{F}_{IC}(U) || = \frac{\sigma_T \gamma^2 (1 - \nu_\parallel)^2}{2}. \]

The equations of motion (3.15) and (3.7) thus modify as

\[ m a(U) = e F_\mu U^\mu + \mathcal{F}_{IC}(U), \]

is the drag force which is responsible for the IC scattering

\[ F_{IC}(U)^\alpha = -\sigma_T P(U)^\alpha U_\beta T^\beta_\alpha U^\mu, \]

Here, \( \sigma_T \) denotes the Thompson cross section of the associated process and \( P(U)^\alpha \beta = \delta^\alpha_\beta + U^\alpha U_\beta \) projects orthogonally to \( U \). It turns out that

\[ F_{IC}(U) = \frac{\sigma_T}{2} \gamma^2 (1 - \nu_\parallel)^2 \tilde{U}, \quad \tilde{U} \cdot \tilde{U} = 1, \]

where

\[ \gamma_0 = \frac{1}{\sqrt{1 - \nu_\parallel^2}}, \quad \nu_\parallel = \frac{1}{\sqrt{1 - \nu_\parallel^2}}. \]

The behavior of \( \nu_\parallel \) and \( \nu_\perp \) as functions of \( u \) for fixed values of \( \sigma_T \) is qualitatively the same as in Fig. 2. As the interaction strength increases, i.e., for increasing values of \( \sigma_T \), the bump in the evolution of \( \nu_\perp \) gets smaller and smaller, whereas \( \nu_\parallel \) soon becomes relativistic. Correspondingly, the sign reversal of the frame component \( \nu_\parallel = \nu_\perp \cos \chi \) of the linear velocity in the transverse plane turns out to occur at even smaller velocities of \( u \) (where \( \chi \) crosses \( \pi/2 \) and \( \nu_\perp \) has a relative minimum).
D. Spinning particles

The motion of massive spinning particles is described to first order in spin by the set of Mathisson-Papapetrou-Dixon (MPD) equations given by

\[ ma(U)^\mu \simeq -\frac{1}{2} R^\mu_{\nu\alpha\beta} U^\nu S^\alpha\beta \equiv F^\mu_{\text{spin}}, \tag{3.34} \]

\[ \frac{DS^\mu\nu}{d\tau} \simeq 0, \tag{3.35} \]

where \( U^\alpha = dx^\alpha /d\tau \) denotes the timelike unit tangent vector (with proper time parameter \( \tau \)) to the spinning particle’s “center of mass line” used to make a multipole reduction, and \( S^\mu\nu \) is its antisymmetric (intrinsic angular momentum) spin tensor. In this limit the total 4-momentum \( P \) of the particle is aligned with \( U \), i.e. \( P^\mu \approx m U^\mu \), with the particle’s mass \( m \) remaining constant along the path.

The projection of the spin tensor into the local rest space of \( U \) defines the spin vector by spatial duality

\[ S^\beta = \frac{1}{2} \eta^\beta_{\alpha\gamma\delta} U^\alpha S^\gamma S^\delta = U^\alpha [S]_{\alpha}^\beta, \tag{3.36} \]

where \( \eta_{\alpha\beta\gamma\delta} = \sqrt{-g} \epsilon_{\alpha\beta\gamma\delta} \) is the unit volume 4-form and \( \epsilon_{0123} = 1 \) is the Levi-Civita alternating symbol. The spin vector is thus parallelly transported along the trajectory of the spinning particle, as in Eq. (3.35). It is useful to introduce the signed magnitude \( s \) of the spin vector

\[ s^2 = S^\beta S_\beta = \frac{1}{2} S_{\mu\nu} S^{\mu\nu}, \tag{3.37} \]

which is also a constant of motion.

The linearized MPD equations of motion (3.34) are formally the same as Eq. (3.38) with

\[ F(U)^\mu = F^\mu_{\text{spin}}. \tag{3.38} \]

A first order solution with respect to the spin can then be found in the general form

\[ x^\alpha = x^\alpha_{(x)} + \tilde{x}^\alpha, \]

\[ U^\alpha = U^\alpha_{(x)} + \tilde{U}^\alpha, \tag{3.39} \]

where \( U^\alpha_{(x)} = dx^\alpha_{(x)}/d\tau \) denotes the unit tangent vector to a geodesic orbit, and \( \tilde{U}^\alpha = d\tilde{x}^\alpha /d\tau \) is a deviation vector orthogonal to it (i.e., \( \tilde{U} \cdot U_{(x)} = 0 \), to first order in spin, as from the normalization condition \( U \cdot U = -1 \)). Therefore, the 4-velocity \( U \) of the spinning particle has the general form (3.2) with

\[ \nu^\alpha = \nu^\alpha_{(x)} + \tilde{\nu}^\alpha, \tag{3.40} \]

and

\[ \nu^1_{(x)} = \nu_{(x)}, \quad \nu^2_{(x)} = \nu_{(x)} \cos \chi_0, \quad \nu^3_{(x)} = \nu_{(x)} \sin \chi_0. \tag{3.41} \]

The spin vector must be orthogonal to \( U \), so to first order we have

\[ S = S^0n + S^1e_1 + S^2e_2 + S^3e_3, \tag{3.42} \]

with

\[ S^0 = S^1\nu^1_{(x)} + S^2\nu^2_{(x)} + S^3\nu^3_{(x)}. \tag{3.43} \]

It is convenient to rescale the frame components of the spin vector by the particle’s mass, i.e., \( \sigma^a = S^a / (\sqrt{2} m) \), which have the dimensions of a length, and use the variables

\[ \xi_{(x)} = \left[\nu_{(x)}^\perp\right]^2, \quad \eta_{(x)} = 1 - \nu_{(x)}^\perp, \tag{3.44} \]

which have already been introduced in Eq. (3.38). The details for the derivation of the general solution of the full set of MPD equations are given in Appendix C. Below we simply list the main results.

The solutions for the frame components of the rescaled spin vector are

\[ \sigma^1 = \sigma^1_0 - \frac{1}{H} \left( \left( 1 - \frac{1}{H} \right) \xi_{(x)} + \frac{1}{2} \chi^2 \right), \]

\[ \sigma^2 = \sigma^2_0 + \left( 1 - \frac{1}{H} \right) \eta_{(x)} \xi_{(x)}^{1/2} \cos \chi_0, \]

\[ \sigma^3 = \sigma^3_0 + \left( 1 - \frac{1}{H} \right) \eta_{(x)} \xi_{(x)}^{1/2} \sin \chi_0, \tag{3.45} \]

where

\[ \Sigma_0 = \sigma^1_0 - \frac{\xi_{(x)}^{1/2}}{\eta_{(x)}} \left( \cos \chi_0 \sigma^2_0 + \sin \chi_0 \sigma^3_0 \right), \tag{3.46} \]

so that

\[ \frac{1}{2} \left( \frac{s}{m} \right)^2 = -||\sigma_0^1 - \eta_0 \Sigma_0^2 + ||\sigma_0^2 + ||\sigma_0^3^2 + ||\sigma_0^3^2. \tag{3.47} \]

Their behavior is determined by the value of \( \Sigma_0 \), once the initial values of the geodesic velocities (i.e., \( \xi_0, \eta_0 \) and \( \chi_0 \)) have been fixed. In fact, let \( \chi_0 \in (0, \pi/2) \) and \( \sigma_0^a > 0 \), without loss of generality. The components \( \sigma^a \) all depend on \( u \) through the function \( 1 - 1/H \), which monotonically decreases from 0 to \(-\infty\) in the allowed range, for \( H \rightarrow 0 \). If \( \Sigma_0 < 0 \), then all \( \sigma^a \) are monotonically increasing functions of \( u \). In contrast, if \( \Sigma_0 > 0 \), then all components monotonically decrease, becoming negative at a certain value of \( u \). Finally, if \( \Sigma_0 = 0 \), then \( \sigma^2 \) and \( \sigma^3 \) remain equal to their initial values, whereas \( \sigma^1 = \sigma_0^1 / H \) monotonically increases. Therefore, the scattering of a spinning particle by an electromagnetic wave can lead to a spin-flip effect, i.e., a sudden change of the direction of the spin vector, with its magnitude remaining constant. This interesting feature was already discussed in the context of an interaction between gravitational waves and extended bodies with application for the observed phenomenology of glitches in pulsars [22].
The solutions for the deviation velocities turn out to be

\[ \tilde{\nu}^1 = \frac{H'}{H} \eta \xi_{(g)} \frac{1}{\eta} \left( \cos \chi_0 \sigma_0^3 - \sin \chi_0 \sigma_0^2 \right), \]
\[ \tilde{\nu}^2 = \frac{H'}{H} \eta \xi_{(g)} \left[ 1 - \frac{\xi}{\eta} \right] \sigma^3 + \xi \frac{1}{\eta} \sin \chi_0 \sigma^1, \]
\[ \tilde{\nu}^3 = -\frac{H'}{H} \eta \xi_{(g)} \left[ 1 - \frac{\xi}{\eta} \right] \sigma^2 + \xi \frac{1}{\eta} \cos \chi_0 \sigma^1, \]

(3.48)

whereas the spin-induced deviations in the transverse plane are given by

\[ \frac{\tilde{x}}{\sqrt{2}} = \left( 1 - \frac{1}{H} \right) \left( \sigma^3 + \Sigma \xi_{(g)} \sin \chi_0 \sigma^2 \right), \]
\[ -\left( \sigma^3 - \sigma_0^3 \right) - \left( \Sigma \xi_{(g)} \sin \chi_0 \sigma^2 \right) \sin \chi_0, \]
\[ \frac{\tilde{y}}{\sqrt{2}} = -\left( 1 - \frac{1}{H} \right) \left( \sigma^2 + \Sigma \xi_{(g)} \cos \chi_0 \sigma^1 \right) \]
\[ + \left( \sigma^2 - \sigma_0^2 \right) + \left( \Sigma \xi_{(g)} \sin \chi_0 \sigma^2 \right) \cos \chi_0. \]

(3.49)

Initial conditions for the first order quantities have been chosen as \( \tilde{\nu}^a(0) = 0 = \tilde{\sigma}^a(0) \), implying that the 4-velocity \( U \) is initially tangent to the reference geodesic \( U_{(g)} \). The behavior of the deviation velocities \( \tilde{\nu}^a \) as functions of \( u \), representing the corrections to the geodesic values induced by the spin, is shown in Fig. 4 for the case of oscillating flux. Note that all of deviation velocity components vanish at the end of the interaction.

The situation is somewhat different if the particle is initially at rest, i.e., \( \nu_0^a \equiv 0 \) (or, equivalently, \( \xi_0 = 0 \) and \( \eta_0 = 1 \)). In this case the geodesic equations imply \( \nu_{(g)}^0 = 0 \), i.e., \( \xi_{(g)} = 0 \) and \( \eta_{(g)} = 1 \), for any value of \( u \), so that the solutions (3.45), (3.48) and (3.49) to the whole set of linearized MPD equations reduce to \( \sigma^a = \sigma_0^a \).

\[ \dot{\nu}^1 = 0, \quad \dot{\nu}^2 = \sigma_0^2 \frac{H'}{H}, \quad \dot{\nu}^3 = -\sigma_0^1 \frac{H'}{H}, \]

(3.50)

and

\[ \frac{\tilde{x}}{\sqrt{2}} = \left( 1 - \frac{1}{H} \right) \sigma_0^3, \quad \frac{\tilde{y}}{\sqrt{2}} = -\left( 1 - \frac{1}{H} \right) \sigma_0^2, \]

(3.51)

respectively. By introducing the quantity

\[ \Omega = -\frac{H'}{H} \sigma_0^1, \]

(3.52)

the previous solution for the deviation velocities can then be summarized by

\[ \tilde{\nu}^a = [\Omega \times \sigma_0]^a. \]

(3.53)

The angular velocity \( \Omega \) in general diverges as \( u \to u_* \), unless \( \lim_{u \to u_*} \left( H'/H \right) = 0 \) (which is not the case for the two explicit examples considered above). Note that both directions of \( S \) and \( \Omega \) are fixed, implying that the direction of \( \tilde{\nu} \) is fixed too; its magnitude, instead, generally increases as \( u \to u_* \).

Finally, in order to make a comparison with the geodesic case discussed previously, it is useful to introduce polar coordinates in the transverse plane for the linear velocities as in Eqs. (3.54)–(3.55), which are given by

\[ \nu_{\parallel} = \nu_{\parallel(g)} + \dot{\nu}_1, \]
\[ \nu_{\perp} = \nu_{\perp(g)} + \cos \chi_0 \dot{\nu}_2^2 + \sin \chi_0 \dot{\nu}_3^2, \]
\[ \chi = \chi_0 + \frac{1}{\nu_{\perp(g)}} (-\sin \chi_0 \dot{\nu}_2^2 + \cos \chi_0 \dot{\nu}_3^2), \]

(3.54)

to first order in spin. Their behavior as functions of \( u \) is shown in Fig. 5. The parallel component of the velocity does not significantly differ from its geodesic counterpart; the same applies to the magnitude of the transverse component, whereas its direction changes during the interaction.

### E. Discussion

We have shown that the motion of a particle is modified by the dragging effects induced by its interaction with the radiation field associated with an electromagnetic wave (and the corresponding background curvature generated by the wave). The transverse components of the velocity orthogonal to the direction of propagation of the wave turn out to be strongly suppresses during the
interaction, whereas the parallel component is enhanced, as expected. This is a general feature of particle motion examined here, occurring both for structureless particles and for particles endowed with additional properties (like electric charge or spin).

Consequently, if the wave propagates along the positive $z$-direction and the particle starts moving with a nonzero component of its velocity along the negative $z$-direction, there will be a certain moment during the interaction at which the dragging effects of the wave momentarily stop the particle (i.e., the parallel component of the velocity vanishes). From then on the particle and the wave both move along the same positive $z$-direction, and relativistic velocity is reached shortly thereafter. This special physical situation corresponding to a sign reversal of the velocity is reached shortly thereafter. This special physical situation corresponding to a sign reversal of the particle (i.e., the parallel component of the velocity vanishes).

Consider, for instance, the case of a charged particle. The solution for the parallel component $v_\parallel$ of the velocity is given by Eq. (3.21). By fixing, as an example, the initial data as $v_\parallel_0 = -\frac{1}{2}, v_\perp_0 = 1/2$ (so that $\gamma_0 = \sqrt{2}$) and $\chi_0 = \pi/4$ we get

$$1 - v_\parallel = \frac{11}{18} + \frac{1 - 2\epsilon h (1 - \epsilon h)}{18 H^2}.$$  \hspace{1cm} (3.55)

Different choices are clearly equally valid, provided that $-1 < v_\parallel_0 < 0$. The behavior of $v_\parallel$ as a function of $u$ is shown in Fig. 4 for both constant and oscillating profiles of the radiation flux.

The condition $v_\parallel(\tilde{u}) = 0$ (i.e., backscattering of the particle) at a certain value $u = \tilde{u}$ then gives

$$H(\tilde{u})^2 = \frac{1}{7} \left[ 1 - 2\epsilon h (1 - \epsilon h (\tilde{u})) \right],$$  \hspace{1cm} (3.56)

which can be solved for $\tilde{u}$, once the background solution is specified. In the simplest case of geodesic motion (i.e., $\epsilon = 0$) the above equation reduces to $H(\tilde{u}) = 1/\sqrt{7}$, which gives $b\tilde{u} \approx 1.1832$ and $\tilde{b}u \approx 1.5618$ for a constant and oscillating flux, respectively. For charged particles and waves with constant profile, Eq. (3.56) implies

$$\sin b\tilde{u} = \frac{\epsilon + \sqrt{42 + 13\epsilon^2}}{7 + 2\epsilon^2}.$$  \hspace{1cm} (3.57)

The above equation always admits a solutions for $\tilde{u}$ (i.e., for every fixed value of $\epsilon$). For $\epsilon = 0$ (neutral particles) we recover the previous result valid for the geodesic case, i.e., $\sin b\tilde{u} = \sqrt{6/7}$, whereas in the limit $\epsilon \to \pm \infty$ we have $\sin b\tilde{u} \to 0$. Finally, in the case of $\epsilon \ll 1$ a first order approximation results in

$$\sin b\tilde{u} \approx \sqrt{\frac{6}{7}} + \frac{1}{7} \epsilon + O(\epsilon^2),$$  \hspace{1cm} (3.58)

or, equivalently,

$$b\tilde{u} \approx 1.1832 + 0.3780 \epsilon + O(\epsilon^2),$$  \hspace{1cm} (3.59)

yielding the correction to the geodesic value due to the charge. Notice that the previous approximation does not hold for elementary particles, which have a large value of the dimensionless charge-to-mass ratio parameter $\epsilon$. Recalling that the background parameter $b$ is simply related to the frequency of the electromagnetic wave by $b = \sqrt{2\omega}$, we expect that experiments with new generation laser devices may be conceived, in principle, to test the effect discussed above.

\section*{IV. DEVIATION EFFECTS}

Deviations from geodesic motion by a test particle in a given gravitational field are generally associated with the
Recalling that $\tau$, denoting the geodesic orbit and hence the second equation of (4.4) becomes

$$\nabla_U \nabla \xi = \nabla_U \nabla U \xi = [\nabla_U, \nabla \xi]U + \nabla \xi a(U) = R(\ldots, U, U, \xi) + \nabla \xi a(U). \quad (4.1)$$

Denoting $\nabla_U = D/dr$, we have $a(U) = \nabla_U U = 0$ for a geodesic orbit and hence

$$\frac{D^2 \xi^\mu}{dt^2} + R^\mu_{\nu U \xi} U = 0, \quad (4.2)$$

where $X_{abc} = X_{\alpha \beta \gamma} a^\alpha b^\beta c^\gamma$. For an orbit accelerated by a 4-force $F(U)$ we have instead $ma(U) = F(U)$ (see Eq. (3.1)), so that the deviation equation becomes

$$\frac{D^2 \xi^\mu}{dt^2} = -R^\mu_{\nu U \xi} U + \frac{1}{m} \nabla \xi F(U)^\mu. \quad (4.3)$$

1. Geodesic deviation

For the simplest scenario we consider a bunch of particles at rest with respect to the chosen coordinate system, i.e., with 4-velocity $U = e_0 = \partial_t$, which is also a geodesic world line. Let $\xi = \xi^1 e_1 + \xi^2 e_2 + \xi^3 e_3$ be a deviation vector from the reference world line. Eq. (4.2) then gives

$$\frac{d^2 \xi^1}{dt^2} = 0, \quad \frac{d^2 \xi_{2,3}}{dt^2} + \frac{\Phi^2}{4} \xi_{2,3} = 0. \quad (4.4)$$

The first equation implies that $\xi^1$ is linear in $\tau$. However, since we are interested in deviation effects in the plane orthogonal to the direction of propagation of the electromagnetic wave, we will simply set $\xi^1 = 0$ hereafter. Recalling that $\tau$ is a proper time parametrization along $\partial_t$ and hence

$$d\tau = d\tau = \sqrt{2} d\mu, \quad (4.5)$$

the second equation of (4.4) becomes

$$\frac{d^2 X}{du^2} + \frac{\Phi^2}{2} X = 0, \quad X = \xi_{2,3}, \quad (4.6)$$

which is equivalent to Eq. (2.6). It admits the general solution

$$X = c_1 + c_2 \int^u \frac{du'}{H(u')^2}, \quad (4.7)$$

where $c_{1,2}$ are integration constants. Therefore, in the case of electromagnetic waves with constant profile deviations from geodesics are described by standard trigonometric functions, whereas in the case of electromagnetic waves with oscillating electric and magnetic fields, deviations are governed by Mathieu functions. As a result, in the former case the frame components of the deviation vector in the transverse plane oscillate with constant amplitude, so that a bunch of particles at rest with respect to the chosen coordinate system undergoes oscillatory deformations preserving its shape. In the latter case, instead, the amplitude of oscillations varies with proper time, causing the bunch of particles either to spread out or to squeeze (see Fig. 6).

Deviations in the transverse plane (i.e., with $\xi^1 = 0$) from a general timelike geodesic with $U$ given by Eq. (4.2) and velocity components (3.10) are still described by Eq. (4.6), due to the symmetries of the background.

2. Charged particle deviation

A similar treatment for the charged case shows that the generalized deviation equation (4.4) admits the solution $\xi^1 = 0 = \xi_2$, whereas $\xi_3$ still satisfies Eq. (4.6). This is a consequence of the fact that the Faraday tensor has no frame components along the axis $e_3$. Therefore, we will omit further details.

![FIG. 6: The behavior of the magnitude of the deviation vector $||\xi|| = \sqrt{\xi_1^2 + \xi_2^2 + \xi_3^2}$ is shown as a function of $u$ in the case of an oscillating flux with $\xi^1 = 0$, $\xi^2 = \text{MathieuC}(1, 0.5, u)$ and $\xi^3 = \text{MathieuS}(1, 0.5, u)$ (solid curve). A bunch of particles at rest thus undergoes an oscillating shape deformation during the interaction with radiation field. In contrast, for a constant flux $\xi^1 = 0$, $\xi^2 = \cos u$ and $\xi^3 = \sin u$, implying that $||\xi|| = 1$ the bunch preserves its shape (dashed line).](image-url)
3. Deviation of particles undergoing IC scattering

Deviations from geodesic motion in the transverse plane due to the combined effect of both the electromagnetic field and the IC interaction are governed by the equation

$$ \frac{d^2 X}{du^2} + \frac{\Phi^2}{2} \left[ 1 - \sqrt{2\tilde{\sigma}_T \gamma(1 - \nu_\parallel)} \frac{d}{du} \ln \left( \frac{X}{H} \right) \right] X = 0, \quad (4.8) $$

where $X = \xi_2, 3$ and we have assumed $\xi^1 = 0$. Recalling the solution (3.28) for the quantity $\gamma(1 - \nu_\parallel)$, the general solution of the above equation turns out to be

$$ X = c_1 + c_2 \int^u \frac{du'}{H(u')^2} - \frac{\tilde{\sigma}_T}{\sqrt{2}} \gamma_0 (1 - \nu_\parallel) \int^u \frac{W(u')}{H(u')^2} du', \quad (4.9) $$

where higher order terms in the coupling parameter $\tilde{\sigma}_T$ have been neglected. The function $W(u)$ has been defined in Eq. (3.29), and is given by Eq. (3.30) and (3.31) for both constant and oscillating flux, respectively. In the former case we find

$$ \int^u \frac{du'}{H(u')^2} = \frac{1}{b} \tan bu, \quad (4.10) $$

and

$$ \int^u \frac{W(u')}{H(u')^2} du' = 2bu \tan bu + 2 \ln(\cos bu). \quad (4.11) $$

Fig. 7 shows the behavior of the magnitude of the deviation vector $||\xi||$ in the transverse plane (with $\xi^1 = 0$) is shown as a function of $u$ for the same choice of parameters as in Fig. 6 and $\tilde{\sigma}_T = 1$ for both constant flux (dashed curve) and oscillating flux (solid curve) in the presence of the IC effect.

V. CONCLUDING REMARKS

In this work we have studied deviations from geodesic motion induced by the interaction of particles endowed

\begin{align*}
\hat{U} &= \frac{H'}{H} \gamma_0 \eta_0 \left\{ \frac{1}{\eta_0} \left[ \cos \chi_0 \sigma_0^3 - \sin \chi_0 \sigma_0^2 \right] (u + \epsilon_1) ight. \\
&\quad + \left( \sigma^3 + \Sigma \xi^{1/2}_0 \sin \chi_0 \right) e_2 \\
&\quad - \left( \sigma^2 + \Sigma \xi^{1/2}_0 \cos \chi_0 \right) e_3 \right \}. \quad (4.12)
\end{align*}

If the particle is initially at rest, it reduces to

$$ \hat{U} = \nu^a e_a = \frac{H'}{H} \left[ \sigma_0^3 e_2 - \sigma_0^2 e_3 \right], \quad (4.13) $$

with magnitude

$$ ||\hat{U}|| = \sqrt{[\sigma_0^3]^2 + [\sigma_0^2]^2} \left| \frac{H'}{H} \right|. \quad (4.14) $$

The behavior of the magnitude (4.14) of the deviation vector is shown in Fig. 8 for both constant and oscillating flux.
with additional properties (such as electric charge or spin) with the radiation field associated with the background of an exact plane electromagnetic wave. The spacetime symmetries allow an analytical solution of the equations governing the geodesic and accelerated world line deviations for both neutral and charged test particles, as already known in the literature. We have then investigated more complicated situations, when the features of the scattering process are modified either by the presence of a multipolar structure of the particle (spin) or due to the inclusion of higher order effects in the interaction (inverse Compton). We have been able to obtain explicit analytical solutions also in these cases, allowing us to discuss some interesting features which may be eventually observed, like spin-flip effects. We have compared the two background solutions representing plane electromagnetic waves with constant profile and waves with oscillating electric and magnetic fields in the frame of a natural family of observers; these are the most common situations to be experimentally explored and have a well known counterpart in the flat spacetime limit.

The deviation equations in the transverse plane can be reduced to a single equation if one includes higher order acceleration effects, like inverse Compton scattering. In the case of electromagnetic waves with constant profile we have found that world line deviations of structureless particles are simply described by standard trigonometric functions with constant amplitude, whereas in the case of electromagnetic waves with oscillating electric and magnetic fields, they are governed by Mathieu functions whose amplitude varies with time. As a result, the magnitude of the deviation vector is constant in the former case, while it increases with time in the latter. In the case of particles endowed with spin, instead, the magnitude increases during the interaction for both constant and oscillating radiation fields. The solution of the Einstein-Maxwell equations thus highlights the parametric (non-linear) nature of the electromagnetically induced gravitational interaction. This is a strong signature of the different gravitational content of the associated spacetime. The study of these effects is of importance especially in view of possible experimental tests expected from future achievements of exawatt laser technologies.

Appendix A: pp-wave spacetimes

A general pp-wave spacetime associated with vacuum, Einstein-Maxwell null and pure radiation fields can be written in Brinkmann form as

\[ ds^2 = -2dUdV + K(U, X, Y)dU^2 + dX^2 + dY^2, \]  

where \( K \) is an arbitrary function of the retarded time \( U \). The corresponding spacetimes may represent strong gravitational or electromagnetic waves with arbitrary profiles. For a pure gravitational wave the field equations give the solution

\[ K = k_+(U)(X^2 - Y^2) + 2k_-(U)XY, \]  

where \( k_+(U) \) and \( k_-(U) \) are the + and \( \times \) polarization modes of the wave. For a pure electromagnetic wave we have instead

\[ K = k(U)(X^2 + Y^2), \quad k(U) \geq 0. \]  

The Rosen form of the metric (2.1) is related to the Brinkmann form (A1) through the coordinate transformation

\[ u = U, \quad v = V - \frac{1}{2}\frac{H'}{H}(X^2 + Y^2), \]  

\[ x = \frac{X}{H}, \quad y = \frac{Y}{H}, \]  

with

\[ k = -\frac{H''}{H} = \frac{\Phi^2}{2}. \]  

Appendix B: Mathieu functions

We summarize below some basic properties of the Mathieu functions as well as different notations and conventions adopted in common computational softwares, like Maple\textsuperscript{TM} \cite{21} and Mathematica\textsuperscript{TM} \cite{22}.

The canonical form for Mathieu’s differential equation is

\[ \frac{d^2y}{dz^2} + (a - 2q \cos 2z)y = 0, \]  

where the constants \( a \) and \( q \) are referred to as characteristic number and characteristic parameter, respectively, and are in general complex numbers. The most general solution can be written in the form

\[ y(z) = c_1 y_1(z) + c_2 y_2(z), \]  

where \( y_1,2 \) are two independent solutions and \( c_{1,2} \) arbitrary complex constants.

According to Floquet’s theorem, there exists a complex valued solution of Eq. (B1) of the form

\[ y_1(z) = e^{i\nu z} p(z), \]  

where \( \nu = \nu(a, q) \) is in general a complex number called characteristic exponent, and \( p(z) \) is a periodic function of \( z \) with period \( \pi \). The above solution is bounded for \( z \to \infty \), unless \( \nu \) is a complex number, for which it is unbounded. Its periodicity depends on the value of \( \nu \): \( y_1(z) \) is non-periodic if \( \nu \) is complex or even real but not a rational number; if \( \nu \) is a rational number, i.e., \( \nu = m/n \), then \( y_1(z) \) is periodic of period at most \( 2\pi n \); finally, if \( \nu \) is a real integer, \( y_1(z) \) is a periodic function with period \( \pi \) or \( 2\pi \). Periodic solutions of Mathieu’s equation are called Mathieu functions of the first kind,
or, more simply, Mathieu functions. In this case, $a$ and $q$ cannot be given independently, because periodicity requires that they fulfill the equation $\nu(a, q) = n$, with $n$ integer. All values of $a$ satisfying the latter condition for fixed values of $q$ are called characteristic values. It turns out that $y_1(z)$ is periodic with period $\pi$ for even $n$ and periodic with period $2\pi$ for odd $n$. In most textbooks periodic solutions which are even functions of $z$ are denoted by $ce_n(z, q)$ (cosine elliptic), whereas $se_n(z, q)$ (sine elliptic) are odd functions. Furthermore, $ce_{2n}(z, q)$ and $se_{2n+1}(z, q)$ have period $\pi$, while $ce_{2n+1}(z, q)$ and $se_{2n+2}(z, q)$ have period $2\pi$. However, different normalization conventions are adopted in the literature. On the other hand, if the parameters $a$ and $q$ are fixed independently (e.g., in the case of the parametric oscillator), the general solution $y_1(z)$ may be periodic or not, bounded or not depending on the corresponding values of $\nu$, as discussed before.

A second independent solution of Mathieu's equation is given by $y_2(z) = y_1(-z)$, provided that the characteristic exponent is not a real integer, otherwise it is of the form $y_2(z) = czy_1(z) + f(z)$ (Mathieu functions of the second kind), where $c$ is a constant and $f(z)$ has the same periodicity properties as $y_1(z)$. The second linearly independent solutions (necessarily not periodic) associated with cosine elliptic and sine elliptic functions are denoted by $fe_{2n+1}(z, q)$ and $ge_{2n+1}(z, q)$, respectively.

1. Maple™

In Maple™ the general solution of Mathieu’s equation is given by

$$y(z) = c_1 \text{MathieuC}(a, q, z) + c_2 \text{MathieuS}(a, q, z), \quad (B4)$$

in terms of even and odd functions defined by

$$\text{MathieuC}(a, q, z) = \frac{1}{2} \frac{y_1(z) + y_1(-z)}{y_1(0)},$$

$$\text{MathieuS}(a, q, z) = \frac{1}{2} \frac{y_1(z) - y_1(-z)}{y_1'(0)}, \quad (B5)$$

respectively, where the Floquet solution is denoted by $y_1(z) = \text{MathieuFloquet}(a, q, z)$. The Mathieu cosine and Mathieu sine functions are real valued and normalized so that

$$\text{MathieuC}(a, q, 0) = 1, \quad \text{MathieuC}'(a, q, 0) = 0, \quad (B6)$$

and

$$\text{MathieuS}(a, q, 0) = 0, \quad \text{MathieuS}'(a, q, 0) = 1, \quad (B7)$$

respectively, like standard trigonometric functions. They are in general aperiodic. A noteworthy special case is $q = 0$, for which

$$\text{MathieuC}(a, 0, z) = \cos \sqrt{a} z,$$

$$\text{MathieuS}(a, 0, z) = \frac{\sin \sqrt{a} z}{\sqrt{a}}. \quad (B8)$$

For a given pair $(a, q)$, the characteristic exponent $\nu$ entering the Floquet solution is computed using the auxiliary function $\text{MathieuExponent}(a, q)$. For countably many values of $a$ (as a function of $q$), the Mathieu cosine and sine functions are periodic. The corresponding characteristic values are computed by using $\text{MathieuA}(n, q)$ and $\text{MathieuB}(n, q)$, respectively.

The periodic solutions of the Mathieu’s equation are denoted by $\text{MathieuCE}(n, q, z)$ and $\text{MathieuSE}(n, q, z)$, with $n$ a non-negative integer, which are also special cases of the Mathieu cosine and sine functions, respectively. They are defined as

2. Mathematica™

Compared to Maple™ the Mathieu cosine and Mathieu sine functions are normalized differently and are defined as

$$\text{MathieuC}[a, q, z] = \frac{y_1(z) + y_1(-z)}{2},$$

$$\text{MathieuS}[a, q, z] = \frac{y_1(z) - y_1(-z)}{2 y_1'(0)},$$

If the index $n$ is even, then both $\text{MathieuCE}$ and $\text{MathieuSE}$ are $\pi$-periodic, otherwise they are $2\pi$-periodic. They assume the following special values for $q = 0$

$$\text{MathieuCE}(n, 0, z) = \cos nz,$$

$$\text{MathieuSE}(n, 0, z) = \sin nz. \quad (B10)$$
MathieuS[a, q, z] = \frac{y_1(z) - y_1(-z)}{2i}. \quad (B11)

For instance, for \( q = 0 \) they reduce to

\[
\begin{align*}
\text{MathieuC}[a, 0, z] &= \cos \sqrt{a} z, \\
\text{MathieuS}[a, 0, z] &= \sin \sqrt{a} z. \quad (B12)
\end{align*}
\]

**Appendix C: Solving the MPD equations for a spinning particle**

The whole set of linearized MPD equations \( \text{6.34} \)–\( \text{6.35} \) for a spinning particles can be analytically solved due to the spacetime symmetries.

The transport equations for the rescaled spin vector with components \( \sigma^\alpha = S^\alpha / (\sqrt{2m}) \) are

\[
\begin{align*}
\frac{d\sigma^1}{du} &= \frac{H'}{H} (\Sigma - \sigma^1), \\
\frac{d\sigma^2}{du} &= \frac{H'}{H} \Sigma \xi_{(g)}^{1/2} \cos \chi_0, \\
\frac{d\sigma^3}{du} &= \frac{H'}{H} \sigma_{(g)} \sin \chi_0, \quad (C1)
\end{align*}
\]

where

\[
\Sigma = \sigma^1 - \frac{1}{H} \xi_{(g)}^{1/2} (\cos \chi_0 \sigma^2 + \sin \chi_0 \sigma^3), \quad (C2)
\]

and the variables \((\xi_{(g)}, \eta_{(g)})\) have already been introduced in Eq. \( \text{3.35} \). The previous equations imply

\[
\cos \chi_0 \frac{d\sigma^3}{du} - \sin \chi_0 \frac{d\sigma^2}{du} = 0, \quad (C3)
\]

whence

\[
\sigma^3 = \sigma_0^3 + \tan \chi_0 (\sigma^2 - \sigma_0^2). \quad (C4)
\]

Substituting then into the remaining equations gives the final solution \( \text{3.45} \). The equations of motion \( \text{3.34} \) then imply the set of equations

\[
\begin{align*}
\frac{d\varphi^1}{du} &= -2 \frac{H'}{H} \xi_{(g)}^{1/2} \cos \chi_0 \varphi^2 + \sin \chi_0 \varphi^3 + \frac{\Phi^2}{2} \eta_{(g)} \xi_{(g)}^{1/2} (\sin \chi_0 \sigma^2 - \cos \chi_0 \sigma^3), \\
\frac{d\varphi^2}{du} &= \frac{H'}{H} \left[ \frac{\xi_{(g)}^{3/2}}{\eta_{(g)}} \cos \chi_0 \varphi^1 - \left[ 1 - \frac{\xi_{(g)}}{\eta_{(g)}} (2 + \cos 2\chi_0) \right] \varphi^2 + \frac{\xi_{(g)}}{\eta_{(g)}} \sin 2\chi_0 \varphi^3 \right] \\
&- \frac{\Phi^2}{2} \eta_{(g)} \left[ \xi_{(g)}^{1/2} \sin \chi_0 \sigma^1 + \left[ 1 - \frac{\xi_{(g)}}{\eta_{(g)}} \right] \sigma^3 \right], \\
\frac{d\varphi^3}{du} &= \frac{H'}{H} \left[ \frac{\xi_{(g)}^{3/2}}{\eta_{(g)}} \sin \chi_0 \varphi^1 + \frac{\xi_{(g)}}{\eta_{(g)}} \sin 2\chi_0 \varphi^2 - \left[ 1 - \frac{\xi_{(g)}}{\eta_{(g)}} (2 - \cos 2\chi_0) \right] \varphi^3 \right] \\
&+ \frac{\Phi^2}{2} \eta_{(g)} \left[ \xi_{(g)}^{1/2} \cos \chi_0 \sigma^1 + \left[ 1 - \frac{\xi_{(g)}}{\eta_{(g)}} \right] \sigma^2 \right], \quad (C5)
\end{align*}
\]

whose solution proves challenging. Fortunately, we can take advantage of the high degree of symmetry of the background spacetime, which admits the six Killing vectors \( \text{2.7} \) with associated conserved quantities

\[
C_{(A)} = -\xi_{(A)}^{(A)} P^{\alpha} + \frac{1}{2} S^{\alpha \beta} \xi_{(A)}^{(A)}, \quad A = 1, \ldots, 6. \quad (C6)
\]

We find

\[
\begin{align*}
C_{(1)} &= -\frac{\gamma_{(\eta_{(g)})}}{\sqrt{2}} \left( 1 - \gamma_{(g)} \right) \left[ \left[ 1 - \frac{\xi_{(g)}}{\eta_{(g)}} \right] \varphi^1 - \xi_{(g)}^{1/2} (\cos \chi_0 \varphi^2 + \sin \chi_0 \varphi^3) \right], \\
C_{(2)} &= \gamma_{(g)} H \xi_{(g)}^{1/2} \cos \chi_0 \left[ 1 + \gamma_{(g)} \left( 1 - \eta_{(g)} \right) \varphi^1 - \frac{\xi_{(g)}^{1/2}}{\eta_{(g)}} \sin \chi_0 + \left( 1 - \eta_{(g)} \right)^2 - \frac{1}{\xi_{(g)}^{1/2}} \cos \chi_0 \right] \\
&- \frac{H'}{H} \eta_{(g)} \xi_{(g)}^{1/2} \left( \sigma^3 + \Sigma \xi_{(g)}^{1/2} \sin \chi_0 \right), \\
C_{(3)} &= \gamma_{(g)} H \xi_{(g)}^{1/2} \sin \chi_0 \left[ 1 + \gamma_{(g)} \left( 1 - \eta_{(g)} \right) \varphi^1 + \xi_{(g)}^{1/2} \cos \chi_0 \varphi^2 - \frac{\xi_{(g)} \cos^2 \chi_0 + \left( 1 - \eta_{(g)} \right)^2 - 1}{\xi_{(g)}^{1/2} \sin \chi_0} \varphi^3 \right].
\end{align*}
\]
where \( C_{(A)} = C_{(A)/m} \). Evaluation at \( u = 0 \) leads to

\[
\begin{align*}
C_{(1)} &= -\gamma_0 \frac{\eta_0}{\sqrt{2}}, & C_{(2)} &= \gamma_0 \xi_0^{1/2} \cos \chi_0, & C_{(3)} &= \gamma_0 \xi_0^{1/2} \sin \chi_0, \\
C_{(4)} &= \gamma_0 \xi_0^{1/2} \left[ x_0 \sin \chi_0 - y_0 \cos \chi_0 \right] + \sqrt{2} \gamma_0 \eta_0 \left( \sigma_0^2 + \left(1 - \eta_0\right) \Sigma_0 \right), \\
C_{(5)} &= -\gamma_0 \eta_0 \left[ \frac{x_0}{\sqrt{2}} + \sigma_0^2 + \Sigma_0 \xi_0^{1/2} \sin \chi_0 \right], & C_{(6)} &= -\gamma_0 \eta_0 \left[ \frac{y_0}{\sqrt{2}} - \sigma_0^2 - \Sigma_0 \xi_0^{1/2} \cos \chi_0 \right].
\end{align*}
\]  

(C7)

where \( C_{(A)} = C_{(A)/m} \). Evaluation at \( u = 0 \) leads to

\[
\begin{align*}
C_{(1)} &= -\gamma_0 \frac{\eta_0}{\sqrt{2}}, & C_{(2)} &= \gamma_0 \xi_0^{1/2} \cos \chi_0, & C_{(3)} &= \gamma_0 \xi_0^{1/2} \sin \chi_0, \\
C_{(4)} &= \gamma_0 \xi_0^{1/2} \left[ x_0 \sin \chi_0 - y_0 \cos \chi_0 \right] + \sqrt{2} \gamma_0 \eta_0 \left( \sigma_0^2 + \left(1 - \eta_0\right) \Sigma_0 \right), \\
C_{(5)} &= -\gamma_0 \eta_0 \left[ \frac{x_0}{\sqrt{2}} + \sigma_0^2 + \Sigma_0 \xi_0^{1/2} \sin \chi_0 \right], & C_{(6)} &= -\gamma_0 \eta_0 \left[ \frac{y_0}{\sqrt{2}} - \sigma_0^2 - \Sigma_0 \xi_0^{1/2} \cos \chi_0 \right].
\end{align*}
\]  

(C8)

where the initial conditions for the first order quantities have been fixed as \( \hat{x}^\alpha(0) = 0 = \hat{v}^\alpha(0) \). Such a choice implies that the 4-velocity \( U \) is initially tangent to the reference geodesic \( U_{(g)} \).

The set of equations (C7) and (C8) gives five algebraic relations involving the unknown quantities \( \hat{v}^\alpha, \hat{x} \) and \( \hat{y} \) (plus one compatibility condition coming from \( C_{(4)} \), which is identically satisfied). The solutions for the deviation velocities as well as spin-induced deviations in the transverse plane are given by Eqs. (5-18) and (3-19), respectively.
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