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Equilibrium is characterized by its fundamental properties such as the detailed balance, the fluctuation-dissipation relation, and no heat dissipation. Based on the stochastic thermodynamics, we show that these three properties are equivalent to each other in conventional Langevin thermal systems with microscopic reversibility. Thus, a conventional steady state has either all three properties (equilibrium) or none of them (nonequilibrium). In contrast, with velocity-dependent forces breaking the microscopic reversibility, we prove that the detailed balance and the fluctuation-dissipation relation mutually exclude each other and no equivalence relation is possible between any two of the three properties. This implies that a steady state of Langevin systems with velocity-dependent forces may maintain some equilibrium properties but not all of them. Our results are illustrated with a few example systems.
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I. INTRODUCTION

The detailed balance (DB) [1, 2] and the fluctuation-dissipation relation (FDR) [3] are important notions in statistical mechanics. In equilibrium, both are known to be valid and also play crucial roles in understanding near-equilibrium systems perturbed by a small external force. The FDR connects a linear response to the associated equilibrium correlation [4], while the DB is responsible for the Onsager reciprocal symmetry [5]. The linear response theory equipped with these properties [4] is a powerful tool in probing various physical properties like thermal/electric conductivities, compressibility, and so forth near equilibrium.

Beside the DB/FDR, no heat dissipation (NHD) is also known as an equilibrium property [6]. As the entropy production is given by the Clausius form, the NHD implies total entropy conservation. These three equilibrium properties (DB/FDR/NHD) are expected to hold simultaneously in equilibrium. Then, a natural question arises whether any nonequilibrium steady state may exist with some of these properties. An usual expectation is that none of these properties would hold in nonequilibrium steady states [7]. However, we demonstrate in the following that this is not necessarily the case in general.

In this paper, we first show the equivalence of the three properties (DB/FDR/NHD) in conventional Langevin thermal systems without velocity-dependent forces. This equivalence leads to the conclusion that any of the equilibrium properties should not hold in nonequilibrium. However, in the presence of velocity-dependent forces, we prove that the equivalence relation is violated and some nonequilibrium steady states may possess one or two equilibrium properties but not all three of them. In particular, the DB and the FDR exclude each other. This remarkable difference originates from microscopic irreversibility encoded in velocity-dependent forces. Our results are presented in a schematic classification diagram of steady states in Fig. 1.

The most well-known and fundamental velocity-dependent force is the Lorentz force acting on a moving charged particle by a magnetic field. The Lorentz force is, however, very special because it generates no work, so cannot change the system energy. This leads to the NHD in the steady state. Moreover, one finds the Boltzmann distribution in the steady state, which guarantees the FDR [3, 8]. This is probably why its steady state is often called equilibrium. However, due to the inherent microscopic irreversibility, the standard DB does not hold as well as the Onsager reciprocal symmetry [9] (more discussions will follow in Sec. IV C on this point).

Recently, there has been a lot of research activities in collective motion of active/passive Brownian particles with velocity-dependent interactions [10, 11], molecular refrigerators with velocity-dependent forces through a feedback process (cold damping) [17, 20], and nonlinear velocity-dependent friction (Sisyphus cooling) [27]. Fur-
thermore, there has been efforts to understand bio-matter dynamics and measure its nonequilibriumness by examining the violation of the FDR [28–32]. Therefore, it is imperative and also timely to re-examine all three equilibrium properties in systems with velocity-dependent forces in a general framework.

In this study, we focus on underdamped Langevin systems in contact with a single thermal reservoir, but the generalization and application to overdamped systems as well as some bio matter systems [12–14,32] are also possible. However, it is still nontrivial to generalize our discussions to systems with athermal noises associated with a velocity-dependent force in many active matter systems, which is left for future study.

II. LANGEVIN THERMAL SYSTEMS

We consider an underdamped Brownian motion of a particle of mass $m$ in contact with a heat reservoir. Let $\vec{x}(t) = \{x(t)\}$ be the position vector of the particle at time $t$. The Langevin equation describing its evolution reads

\[ m\ddot{\vec{v}}(t) = \vec{g}(\vec{x}(t), \vec{v}(t)) - \gamma \vec{v}(t) + \vec{\xi}(t), \]

where $\vec{v}(t) \equiv \dot{\vec{x}}(t)$ is the velocity, $\vec{g}(\vec{x}(t), \vec{v}(t))$ stands for the sum of the conservative and non-conservative mechanical forces, and $-\gamma \vec{v}(t) + \vec{\xi}(t) = \vec{f}_{\text{res}}(t)$ is the reservoir force. $\vec{\xi}(t) = \{\xi_\mu(t)\}$ is the gaussian white noise, satisfying $\langle \xi_\mu(t) \rangle = 0$ and $\langle \xi_\mu(t)\xi_\nu(t') \rangle = 2\gamma T \delta_{\mu\nu} \delta(t-t')$ with the reservoir temperature $T$ (we set the Boltzmann constant $k_B = 1$). This Langevin equation can also describe the evolution of interacting many particle systems, if one consider $\vec{x}(t)$ as a collection of position vectors.

For simplicity, we present our results for a single particle system in one spatial dimension. Generalization to interacting many particle systems in higher spatial dimensions is straightforward. Thus, the Langevin equation we will study is

\[ m\ddot{v}(t) = g(x(t), v(t)) - \gamma v(t) + \xi(t). \]

The mechanical force $g$ is divided into the even and odd parts: $g = g^e + g^o$, such that $g^e(x, v)$ = $g^e(x, -v)$ and $g^o(x, v)$ = $-g^o(x, -v)$. In the conventional case without a velocity-dependent force ($g = g(x)$), no odd part exists ($g^o = 0$). With velocity-dependent forces, the odd part must exist at least as the highest order term in $v$, in order to secure the stability of a steady state. For example, when $g \propto v^2$ without $v^4$ term, one can easily show that $\langle v(t) \rangle$ diverges in the long-time limit and a steady state does not exist. This can be checked explicitly through the Fokker-Planck formulation [1,2].

It is important to notice that the odd part $g^o$ breaks the microscopic reversibility (the symmetry of the deterministic equation of motion under time reversal). This microscopic irreversibility is the key feature, originated from the presence of velocity-dependent forces, which makes the steady-state diagram completely different from the conventional case in Fig. 1.

III. STEADY-STATE PROPERTIES

In this section, we investigate how the steady-state properties such as the detailed balance, entropy production, heat dissipation, and fluctuation-dissipation relation are interrelated in the general Langevin thermal systems.

A. detailed balance

The detailed balance (DB) condition is the probabilistic current balance between all pairs of microscopic states $\sigma = (x, v)$ in the steady state. This can be written, in terms of the transition rate $\Gamma(\sigma' | \sigma)$ from $\sigma$ to $\sigma'$ and the steady-state distribution $p_{ss}(\sigma)$, as

\[ \Gamma(\sigma' | \sigma)p_{ss}(\sigma) = \Gamma(\sigma | \sigma')p_{ss}(\sigma'), \]

where the parity operator $\epsilon$ acts as $\epsilon \sigma = (x, -v)$. Thus, the DB condition ensures the stochastic time-reversal symmetry in the steady state. Furthermore, one can derive the steady-state parity symmetry as $p_{ss}(\epsilon \sigma) = p_{ss}(\sigma)$ from the DB condition in Langevin systems [1,22–33]. Note that, for systems described by a discrete jumping Markov process, this parity symmetry is an additional independent condition for equilibrium [34].

With the DB condition in the steady state, one can derive a relation between two-time correlators of arbitrary observables, $O_1$ and $O_2$, in the steady state as

\[ \langle O_1(\sigma(t'))O_2(\sigma(t)) \rangle = \langle O_1(\epsilon \sigma(t))O_2(\epsilon \sigma(t')) \rangle. \]

For example, we find $\langle x(t')v(t) \rangle = -\langle x(t)v(t') \rangle$ and $\langle x(t)v(t) \rangle = \langle x(t)v(t') \rangle$. The time-reversal symmetry ensured by the DB condition and the time translational symmetry in the steady state are the key elements in deriving the above equation. Details of the derivation are found in Appendix A. We emphasize that this consequence of the DB condition is valid even in the presence of velocity-dependent forces.

B. entropy production and heat dissipation

Consider the total entropy production from one microscopic state $\sigma$ to another $\sigma'$ during an infinitesimal time interval $dt$ in a steady state. This can be written as an irreversibility measure under time reversal [22–33,35–36] such that

\[ dS_{ss}^{\text{tot}} = \ln \frac{\Gamma(\sigma | \sigma')p_{ss}(\sigma)}{\Gamma(\epsilon \sigma | \epsilon \sigma')p_{ss}(\epsilon \sigma')} \]

This is the core setup of the stochastic thermodynamics [35–36]. Note that the DB condition implies $dS_{ss}^{\text{tot}} = 0$ for any transition of $\sigma \rightarrow \sigma'$ in Langevin systems.
It is also well known that the integral fluctuation relation for this quantity always holds as \[ \langle e^{-\beta S_{tot}} \rangle = 1, \tag{6} \]
which leads to the thermodynamic second law: \( \langle dS_{tot} \rangle \geq 0 \).

In the conventional case without a velocity-dependent force, the Schnakenburg formula \[ \langle dS_{tot} \rangle = \left( \ln \frac{\Gamma(\sigma')}{\Gamma(\sigma)} \right) = \langle dQ_{ss} \rangle / T = q_{ss} dt / T, \tag{7} \]
where \( Q_{ss} (q_{ss}) \) is heat dissipation (rate) into the reservoir. Thus, the thermodynamic second law guarantees non-negative heat dissipation and zero entropy production is identical to no heat dissipation (NHD). However, in the presence of a velocity-dependent force, the Schnakenburg formula does not hold and an additional \textit{unconventional} term appears as \( \langle dS_{tot} \rangle = q_{ss} dt / T + \langle dS_{unc} \rangle \). \[ \tag{8} \]
As \( \langle dS_{unc} \rangle \) can be arbitrary, depending on the form of velocity-dependent forces, the thermodynamic second law does not guarantee the non-negativeness of heat dissipation in the steady state. In fact, \( q_{ss} \) is negative in the cold damping problem \[ \tag{9} \]
which will be discussed later.

Now, consider consequences of the DB condition in the steady state in terms of heat dissipation. As seen in Eq. (9), the DB implies \( \langle dS_{tot} \rangle = 0 \) for any \( (\sigma, \sigma') \). Therefore, there should be NHD \( (q_{ss} = 0) \) in the conventional case, but no constraint on \( q_{ss} \) due to the existence of \( \langle dS_{unc} \rangle \) in cases with a velocity-dependent force.

It is also trivial to prove that the NHD guarantees the DB condition satisfied in the conventional case, utilizing the integral fluctuation theorem in Eq. (9). It comes from a simple mathematical fact that, if any random variable \( y \) satisfies \( \langle y \rangle = 0 \) and \( \langle e^{-y} \rangle = 1 \) simultaneously, then its distribution is given by a delta function as \( p(y) = \delta(y) \). Therefore, the NHD condition of \( \langle dS_{tot} \rangle = 0 \) with the integral fluctuation theorem guarantees the DB by Eq. (5). In the presence of a velocity-dependent force, the NHD has no direct consequence on the DB and vice versa.

C. fluctuation dissipation relation

First, we establish a relation between fluctuation-dissipation-relation (FDR) violation and heat dissipation to the reservoir. In fact, such a relation was already reported in in terms of \textit{velocity}-based statistics for the conventional systems. Here, we generalize this relation to cases with a velocity-dependent force, in terms of \textit{position}-based statistics which are more easily accessible in experiments.

We begin with an identity known as the Novikov’s relation \[ \tag{8} \]
where \( t' \) is the time for measuring the response to a weak probing force applied at \( t \) and \( R(t', t) \) is the linear position-response function. In Appendix \[ \tag{14} \]
the Novikov’s relation is explicitly derived for the Langevin system by the Onsager-Machlup path integral method. Note that the causality is already encoded in Eq. (8) as a noise realization is independent of preceding events (non-anticipating property \[ \tag{11} \]). Below, we set \( t' > t \) without loss of generality, so \( R(t, t') = 0 \).

One may rewrite Eq. (8) by replacing \( \xi(t) \) with \( f_{res}(t) + \gamma v(t) \) as

\[ \partial_t C(t', t) - 2TR(t', t) = H(t', t), \tag{9} \]
where the position-position correlation function is

\[ C(t', t) \equiv \langle x(t') x(t) \rangle, \tag{10} \]
and the remainder is

\[ H(t', t) \equiv -\gamma^{-1} \langle v(t', t) f_{res}(t) \rangle. \tag{11} \]

Interchanging \( t \) and \( t' \) in Eq. (9) and using the causality, one also finds

\[ \partial_t C(t, t') = H(t, t'). \tag{12} \]

As the standard expression of the FDR is given by \[ \tag{13} \]
which represents nonequilibrium in Langevin thermal systems. Considering a time derivative of Eq. (13) in use of Eqs. (9) and (12) with \( C(t, t') = C(t', t) \), one obtains

\[ \partial_t V(t', t) = \frac{1}{2} \left[ \partial_t H(t', t) + \partial_t H(t, t') \right]. \tag{14} \]

Taking the \( t' \to t^+ \) limit on Eq. (14) with Eq. (11), one arrives at

\[ \gamma \lim _{t' \to t^+} \partial_t V(t', t) = \frac{\langle dQ(t) \rangle}{dt} \equiv q(t), \tag{15} \]
where the infinitesimal heat flow into the reservoir is given as \( \langle dQ(t) \rangle = -dx(t) \circ f_{res}(t) \) with the Stratonovich multiplication denoted by \( \circ \) and \( q(t) \) thus stands for the average heat-dissipation rate at \( t \).

In spatial dimensions, \( V_{\mu}(t', t) \) are considered for \( \mu, \nu = 1, \ldots, d \) with \( R_{\mu}(t', t) = \langle x_\mu(t') \xi_\nu(t) \rangle / (2\gamma T) \) and \( C_{\mu\nu}(t', t) = \langle x_\mu(t') x_\nu(t) \rangle \). Then, it follows that the heat-dissipation rate \( q(t) = \gamma \sum_\mu \lim _{t' \to t^+} \partial_t V_{\mu}(t', t) \).

In the steady state, Eq. (15) is identical to the Harada-Sasa relation: \( \langle v(t') v(t) \rangle - T \langle v(t') \xi(t) \rangle = \gamma^{-1} q_{ss} \), with \( q_{ss} = \lim _{t \to -\infty} q(t) \). Since a stationarity is not assumed in our derivation, Eq. (15) is also valid in transient situations, which was also reported in. As our derivation is based on the position statistics, the result
is directly applicable to the overdamped limit described by $\gamma \dot{x}(t) = g(x(t)) + \xi(t)$. The most important consequence of Eq. (15) is that the heat dissipation rate as a function of $x$ for a FDR property $(V(t', t) = 0)$ always guarantees the non-FDR $(g(t) = 0)$, but the reverse is not necessarily true. We will show later that the reverse is true only in the conventional case without a velocity-dependent force.

Now, we examine the consequence of the DB condition in the steady state in terms of the FDR violation term $V(t', t)$. Using Eqs. (9) and (12) with a steady-state property $\partial_t C(t', t) + \partial_t C(t, t') = 0$, Eq. (13) can be rewritten as

$$V(t', t) = \frac{1}{2} [H(t', t) - H(t', t^\prime)]. \tag{16}$$

Replacing $H(t', t)$ by Eq. (11) with $f_{res} = m\dot{v} - g(x, v)$, we obtain

$$V(t', t) = \frac{1}{2} \gamma [(x(t')g(\sigma(t)) - \langle x(t)g(\sigma(t'))\rangle]. \tag{17}$$

When the mechanical force depends only on position $(g(\sigma) = g(x))$, Eq. (4) (DB) guarantees $V(t', t) = 0$ for any $t'$ and $t$, thus the FDR must hold.

But, in general cases with velocity dependent forces, the odd-parity part must exist $(g^o(\sigma) \neq 0)$ for the stability as discussed in Sec. II. Equation (17) can be simplified as

$$V(t', t) = \gamma^{-1} \langle x(t')g^o(\sigma(t))\rangle. \tag{18}$$

Hence, the key condition for the FDR is the non-existence of $g^o(\sigma)$ such as $v, xv, v^3, \cdots$, representing the microscopic irreversibility in the mechanical forces. Therefore, the FDR should be violated if the DB is satisfied in non-conventional systems with a velocity-dependent force. Its transposition is also true, so we conclude that the DB and the FDR exclude each other in cases with a velocity-dependent force. In contrast, in the conventional systems, the DB guarantees the FDR.

D. interrelations between steady-state properties

Summarizing our results, we arrive at the following conclusion. First, in the conventional case, we showed that DB $\Rightarrow$ FDR, FDR $\Rightarrow$ NHD, NHD $\Rightarrow$ DB. This logical circle proves that all three equilibrium properties are equivalent. In other words, if one finds any one of these properties satisfied, all other properties should follow automatically. Furthermore, it also implies that there is no nonequilibrium steady state which satisfies any of these equilibrium properties. This equivalence is rather expected, but has never been shown explicitly, up to our present knowledge. In fact, there has been a debate on whether the FDR may survive in nonequilibrium situations by examining experimental data, which was mostly cleared up only recently in [18].

Second, in non-conventional cases with a velocity-dependent force, we showed that DB $\Rightarrow$ no FDR, FDR $\Rightarrow$ NHD, and no relation between the NHD and the DB. Meanwhile, we find an example showing the NHD, but the FDR is violated (anisotropic damping in Sec. IV B). We thus conclude that any two properties are not equivalent and there can be various kinds of nonequilibrium steady states with one or two (but not all three) equilibrium properties as well as none of them. Moreover, the exclusivity of the FDR and the DB puts a strong constraint on experimental/simulation data for a response function in thermal systems with a velocity-dependent force, because the Onsager reciprocal symmetry (enforced by the DB) and the standard FDR with the corresponding correlation function cannot be satisfied simultaneously. Note that both can be measured experimentally. Our results are summarized into schematic classification diagrams of steady states in Fig. 1.

IV. EXAMPLES

We present a few example systems with a velocity-dependent force to confirm Fig. 1 b).

A. cold damping

The cold-damping problem has been actively studied in recent years, both theoretically and experimentally, in various perspectives [17,20]. This may be the simplest example with a velocity-dependent force in contact with a single heat reservoir. Here, we consider the one-dimensional case with $g(x, v) = -kv - \gamma v$ with $k > 0$ and $\gamma > -\gamma$ for stability. The velocity-dependent force $-\gamma v$ represents an additional external friction.

The DB is shown to hold for this system in [21,22]. Thus, according to the exclusivity, the FDR should not hold. To check this, we calculate $V(t) \equiv V(t, 0)$ for $t > 0$, using Eq. (18). Multiplying either side of Eq. (2) by $\gamma^{-1} g^o(x(0), v(0)) = -2\gamma v(0)$ and taking the steady-state average, we obtain an ordinary second-order differential equation for $\dot{V}(t)$ as

$$m\ddot{V}(t) + (\gamma + \gamma')V(t) + KV(t) = 0, \tag{19}$$

which is identical to the familiar differential equation of a damped harmonic oscillator.

The steady-state distribution of this system is $p_{eq}(x,v) \propto e^{-\frac{(kx^2 + m\gamma v^2)}{2mT_{eff}}}$ for $T_{eff} = T/(\gamma + \gamma')$ [21,22]. Then, the initial conditions for the differential equation are given by $V(0^+) = -\frac{2\gamma}{m} \langle x(0^+)v(0)\rangle = 0$ and $\dot{V}(0^+) = -\frac{2\gamma}{m} \langle v(0^+)v(0)\rangle = \frac{2\gamma}{m} \langle v(0)\rangle$. With these initial values, the solution is obtained as

$$V(t) = \frac{\gamma}{m + \gamma'} \frac{e^{-\beta t}}{2\omega} \left[ e^{\omega t} - e^{-\omega t} \right]. \tag{20}$$
where \( \lambda_{\pm} = -\beta \pm \omega \) are the two roots of the characteristic equation \( m\lambda^2 + (\gamma + iB)\lambda + k = 0 \). As expected, the FDR does not hold \( (V(t) \neq 0) \) [15]. The heat flow can be calculated from Eq. (15), resulting in \( q_{ss} = -\frac{T}{m} \lambda \gamma' \). Note that \( q_{ss} \) is nonzero and can be negative as well. Thus, the unconventional entropy term \( \langle dS_{ss} \rangle \) is absolutely necessary to satisfy the thermodynamic second law \( \langle dS_{tot} \rangle \geq 0 \). This system belongs to the region in Fig. (1b), where the DB holds while the NHD does not.

**B. anisotropic damping**

Consider a 2-dimensional version of the first example like \( g_{\mu}(x, v) = -kx_{\mu} - \gamma_{\mu}v_{\mu} (\mu = 1, 2) \) with anisotropic frictions with \( \gamma_1 > 0 \) and \( \gamma_2 > -\gamma \). Complete decoupling between components \( (\mu = 1 \text{ and } 2) \) trivially yields the DB again and also gives the heat dissipation \( q_{ss} = -\sum_{\mu} \frac{m}{2} \gamma_{\mu} \). Interestingly, this may reduce to zero (NHD) with the special choice of \( \gamma_2 = -\frac{\gamma_1}{\gamma_2} > -\gamma \). With this choice, \( \gamma_2 \) is negative, so the external force \( -\gamma_2v_2 \) inputs more energy into the 2nd direction, which is compensated by dissipation in the 1st direction. This situation can be achieved experimentally by introducing such a feedback control process by measurements. This example thus belongs to the overlap region between the DB and the NHD in Fig. (1b). As expected, the FDR does not hold with \( p_{ss}(x, v) \propto e^{-\sum_{\mu} (kx_{\mu}^2 + m\gamma_{\mu} v_{\mu}^2) / (2T_{ss} m)} \) for \( T_{ss}^0 = T\gamma/(\gamma + \gamma_\mu) \), which is not a Boltzmann distribution with the reservoir temperature \( T \).

**C. Lorenz-like force**

We study a system with a Lorentz-like anti-symmetric force in two dimensions, as discussed early in this paper. The mechanical force is given by \( g_{\mu}(x, v) = -kx_{\mu} - \gamma_{\mu}v_{\mu} \) with the anti-symmetric matrix \( \mathbf{A} = \{ A_{\mu\nu} \} = \begin{pmatrix} 0 & B \\ -B & 0 \end{pmatrix} \). A charged particle under the magnetic field is a typical example. It is clear that \( q_{ss} = 0 \) (NHD) because the Lorentz-like force does not generate work.

We now examine the validity of the FDR and the DB by an explicit calculation as follows. To this end, we calculate both \( C_{\mu\nu}(t) = C_{\mu\nu}(t, 0) \) and \( R_{\mu\nu}(t) = R_{\mu\nu}(t, 0) \) in the steady state. Similar to the procedure to get Eq. (19), we multiply \( x_{\mu}(0) \) to Eq. (2) and take the steady-state average, yielding the ordinary second-order matrix differential equation as

\[
m\dot{C}(t) + (\gamma \mathbf{I} + \mathbf{A})C(t) + kC(t) = 0 ,
\]

where the position correlation matrix \( C(t) = \{ C_{\mu\nu}(t) \} \) and \( \mathbf{I} \) is the identity matrix. The initial conditions are given by \( C(0^+) = (T/k)\mathbf{I} \) and \( C(0^+) = 0 \) from the steady-state Boltzmann distribution \( p_{ss} \propto e^{-\sum_{\mu} (kx_{\mu}^2 + m\gamma_{\mu} v_{\mu}^2) / (2T_{ss} m)} \). After a straightforward algebra, we obtain

\[
C(t) = \begin{pmatrix} \Re \Phi(t) & \Im \Phi(t) \\ -\Im \Phi(t) & \Re \Phi(t) \end{pmatrix} ,
\]

where

\[
\Phi(t) = \frac{T}{k} e^{-\frac{\gamma t}{2\omega}} \left[ (\tilde{\omega} + \tilde{\beta}) e^{\omega t} - (\tilde{\omega} - \tilde{\beta}) e^{-\omega t} \right] \]

with \( \tilde{\lambda}_{\pm} = -\tilde{\beta} \pm \tilde{\omega} \), the two roots of the characteristic equation \( m\tilde{\lambda}^2 + (\gamma + iB)\tilde{\lambda} + k = 0 \).

Similarly, we find that the response function \( R(t) = \{ R_{\mu\nu}(t) \} \) satisfies the same differential equation of \( C(t) \) in Eq. (22). The initial values can be calculated from Eq. (25) as \( R(0^+) = 0 \) and \( \dot{R}(0^+) = (1/m)\mathbf{I} \). After a similar algebra as above, we find

\[
R(t) = \begin{pmatrix} \Re \Psi(t) & \Im \Psi(t) \\ -\Im \Psi(t) & \Re \Psi(t) \end{pmatrix} ,
\]

where

\[
\Psi(t) = \frac{1}{m} e^{-\frac{\gamma t}{2\omega}} \left[ e^{\omega t} - e^{-\omega t} \right] .
\]

Plugging Eqs. (22) and (24) into Eq. (13) and using a steady-state property \( \partial_t C(t', t) = -\partial_t C(t', t) \), we get

\[
V(t) = -\dot{C}(t) - TR(t) = 0 ,
\]

which is by itself the FDR. We note that the validity of the FDR can be shown directly from the steady-state Boltzmann distribution by utilizing the generalized FDR [4, 8].

The DB violation can be easily noticed from the non-symmetric property of the correlation matrix \( C(t) \) in Eq. (22), such that \( \langle x_1(t)x_2(0) \rangle \neq \langle x_1(0)x_2(t) \rangle \), which clearly violates the DB property in Eq. (4). In fact, the DB violation is explicitly calculated in terms of the average total entropy production rate as \( \langle S_{ss}^0 \rangle = 2B^2/(\gamma m) > 0 \) [22]. This example manifests that the FDR without the DB is indeed possible, which belongs to the region in Fig. (1b), where both the FDR and the NHD hold, but the DB is violated.

We remark that, when one considers a different system with \( -\mathbf{A} \) instead of \( \mathbf{A} \) in calculating the right hand side of Eqs. (43) and (44), the equalities hold for this Lorentz-like (magnetic) system. These equalities are called as the extended DB in [4, 5]. The extended Onsager reciprocal symmetry is also defined in a similar way [4, 5]. These relations are useful because they provide exact relations between some physical quantities of two different systems such as the Onsager reciprocal symmetry between magnetic systems with opposite magnetic fields [4, 5]. However, these relations are not relevant to the time reversibility of a given process [1, 9].
D. nonlinear Lorentz-like force

Consider a more general nonlinear force generating no work such as \( g_\mu = -k x_\mu - \sum_\nu A_{\mu\nu}(\vec{v})v_\nu \). We can find such forces in some phenomenological models, describing flocking motion of Brownian particles [12, 13]. Due to the anti-symmetry of the matrix \( A \), this force does not generate work, thus no heat dissipation in the steady state (NHD). The steady-state distribution \( p_{ss} \) can be studied easily through the Fokker-Planck formulation [1, 2], which proves that \( p_{ss} \) takes the Boltzmann distribution only when the velocity-dependent force is divergenceless; \( \partial_\tau \cdot [A(\vec{v})\vec{v}] = 0 \).

In the previous magnetic system where the Lorentz force is divergenceless, the steady-state distribution is found to be Boltzmannian and thus the FDR does hold. However, in general nonlinear cases, we expect that the FDR should not hold with a non-Boltzmann steady-state distribution. Of course, the standard DB is also violated. This case belongs to the region in Fig. 1(b), where only the NHD holds. We also note that the extended DB as well as the extended Onsager reciprocal symmetry are not satisfied unless the velocity-dependent force is divergenceless [47].

E. other cases

We may consider a more general \( A = \begin{pmatrix} 0 & a \\ -b & 0 \end{pmatrix} \) with constants \( a \neq \pm b \) in the previous linear example. From Eq. (27) of [22], we can obtain \( \langle S_{ss}^{tot} \rangle = (a+b)^2/(2\gamma m) > 0 \) (broken DB) and \( q_{ss} = \gamma(a-b)^2/[2m(\gamma^2 + ab)] \neq 0 \), leading to the FDR violation by Eq. (13). Thus, this example belongs to the region where any of the FDR/DB/NHD does not hold. Finally, one may add a diagonal part such as \( A = \begin{pmatrix} \gamma' & a \\ -b & \gamma' \end{pmatrix} \). For this setting, Eq. (27) of [22] is again useful in finding that the DB is still violated while \( q_{ss} \) may vanish with a proper choice of \( \gamma' \) within the stability condition. Regarding the FDR, we have checked that \( R(t) \) still remains in the same form of Eq. (24), while \( C(t) \) changes its form different from Eq. (22) [16]. Thus the vanishing like Eq. (26) is impossible. Consequently, with this \( A \), only the NHD holds, similar to the case with a nonlinear Lorentz-like force. Difference is that \( A \) is not antisymmetric and not velocity-dependent. This completes scanning of all the regions in Fig. 1(b).

V. SUMMARY

In this paper, we show that the three equilibrium properties (FDR/DB/NHD) are equivalent to each other in the conventional systems without a velocity-dependent force (thus with the microscopic reversibility in the mechanical forces). In this case, the onset of nonequilibrium is accompanied with the simultaneous violation of the three equilibrium properties. In contrast, with a velocity-dependent force, breaking the microscopic reversibility, various kinds of nonequilibrium steady states can be realized with a partial violation of the equilibrium properties. This implies that equilibrium/nonequilibrium-ness should not be determined by examining some (not all) of the equilibrium properties. In particular, the exclusivity between the FDR and the DB is useful in probing the presence of any velocity-dependent force experimentally in a given system. The FDR guarantees the Onsager reciprocal symmetry (DB) in the conventional systems, while the FDR invalidates the Onsager reciprocal symmetry in the presence of a velocity-dependent force.
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Appendix A: Two-time correlator

We consider a two-time correlator \( C(t', t) \) in the steady state defined as

\[
C(t', t) = \langle O_1(\sigma(t'))O_2(\sigma(t)) \rangle ,
\]

where \( O_1(\sigma) \) and \( O_2(\sigma) \) are observables as functions of a microscopic state \( \sigma = (x, v) \). This can be rewritten by a path integral as

\[
C(t', t) = \int D[\sigma]_0^T \mathcal{P}[\sigma]_0^T \langle O_1(\sigma(t'))O_2(\sigma(t)) \rangle ,
\]

where \( \mathcal{P}[\sigma]_0^T \) is the path probability of the system evolving along a given path \( \{\sigma(\tau)\} \) for \( 0 \leq \tau \leq T \) and the integration \( \int D[\sigma]_0^T \) is over all paths. The observables are measured during the evolution \( 0 < t' < t < T \).

For convenience, we discretize time such that \( \tau_n = nd\tau \) for \( n = 0, \ldots, N \) with the infinitesimal interval \( d\tau = T/N \) for large \( N \). The Markovian property allows us to write the path probability as

\[
\mathcal{P}[\sigma]_0^T = p_{ss}(\sigma_0) \prod_{n=1}^{N} \Gamma(\sigma_n|\sigma_{n-1}) ,
\]

where \( \sigma_n = \sigma(\tau_n) \). The DB condition, Eq. (13), with the steady-state parity symmetry as \( p_{ss}(\epsilon\sigma) = p_{ss}(\sigma) \) leads to the path probability in a time-reversed form as

\[
\mathcal{P}[\sigma]_0^T = p_{ss}(\epsilon\sigma_N) \prod_{n=1}^{N} \Gamma(\epsilon\sigma_{n-1}|\epsilon\sigma_n) .
\]
With this form of the path probability and by changing the integral variables as \( \tilde{\sigma}_n \equiv \sigma_{n-N} \), Eq. (A2) can be rewritten as

\[
\mathcal{C}(t', t) = \int D[\tilde{\sigma}]_0^T \mathcal{P}[\tilde{\sigma}]_0^T \mathcal{O}_1(\varepsilon \tilde{\sigma}(T - t'))\mathcal{O}_2(\varepsilon \tilde{\sigma}(T - t)) ,
\]

where \( \mathcal{P}[\tilde{\sigma}]_0^T = p_{\infty}(\tilde{\sigma}_0) \prod_{n=1}^N \Gamma(\tilde{\sigma}_n | \tilde{\sigma}_{n-1}) \). As \( \{\tilde{\sigma}_n\} \) are just dummy variables for integration, this leads to

\[
\mathcal{C}(t', t) = \langle \mathcal{O}_1(\varepsilon \sigma(T - t'))\mathcal{O}_2(\varepsilon \sigma(T - t)) \rangle .
\]

Using the time-translational symmetry in the steady state to the right hand side of Eq. (A6), we finally arrive at Eq. (A1).

Note that our derivation does not assume any conventional equilibrium property such as the Boltzmann distribution. In this work, we restrict our discussions to standard equilibrium property such as the Boltzmann distribution. Thus, our result can apply to the general case with velocity-dependent forces.

**Appendix B: Novikov’s relation**

We start with the Langevin equation of Eq. (2) with a small probing force \( \alpha f_\sigma(t) \) \( \alpha \ll 1 \) as

\[
m \dot{v}(t) = g(x(t), v(t)) - \gamma v(t) + \xi(t) + \alpha f_\sigma(t) . \tag{B1}
\]

The linear position-response function \( R(t', t) \) is defined through the perturbation expansion as

\[
\langle x(t') \rangle_\alpha = \langle x(t') \rangle_0 + \alpha \int_{-\infty}^{\infty} dt R(t', t) f_\sigma(t) + \mathcal{O}(\alpha^2) , \tag{B2}
\]

which can be recast into the form of

\[
R(t', t) = \frac{\delta}{\delta f_\sigma(t)} \frac{\partial \langle x(t') \rangle_\alpha}{\partial \alpha} \bigg|_{\alpha=0} , \tag{B3}
\]

where \( \frac{\delta}{\delta f_\sigma(t)} \) is the functional derivative.

The average position value \( \langle x(t') \rangle_\alpha \) is calculated by the Onsager-Machlup path integral \( [44] \) as

\[
\langle x(t') \rangle_\alpha = \int D[\sigma] \mathcal{P}_\alpha[\sigma] x(t') , \tag{B4}
\]

with

\[
\mathcal{P}_\alpha[\sigma] = \mathcal{N} e^{-\int dt \left[ \frac{1}{2\gamma T} \left( m \dot{v} + \gamma v - g - \alpha f_\sigma \right)^2 - \frac{1}{2} \gamma + \frac{1}{2} \partial_\sigma g \right] , \tag{B5}
\]

with the normalization constant \( \mathcal{N} \).

By differentiating Eq. (B4), one can easily derive the Novikov relation

\[
R(t', t) = \int D[\sigma] \mathcal{P}_\alpha[\sigma] x(t') \xi(t) = \frac{1}{2\gamma T} \langle x(t') \xi(t) \rangle_0 , \tag{B6}
\]

where we replace \( m \dot{v}(t) + \gamma v(t) - g(x(t), v(t)) \) by \( \xi(t) \) from Eq. (B1) at \( \alpha = 0 \). Note that this relation is valid not only in the steady state but also in a transient state. Also note that the derivation is done for any \( g(x, v) \), regardless of the existence of a velocity-dependent force.
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