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Abstract

Background: In this work we consider barcode DNA analysis problems and address them using alternative, alignment-free methods and representations which model sequences as collections of short sequence fragments (features). The methods use fixed-length representations (spectrum) for barcode sequences to measure similarities or dissimilarities between sequences coming from the same or different species. The spectrum-based representation not only allows for accurate and computationally efficient species classification, but also opens possibility for accurate clustering analysis of putative species barcodes and identification of critical within-barcode loci distinguishing barcodes of different sample groups.

Results: New alignment-free methods provide highly accurate and fast DNA barcode-based identification and classification of species with substantial improvements in accuracy and speed over state-of-the-art barcode analysis methods. We evaluate our methods on problems of species classification and identification using barcodes, important and relevant analytical tasks in many practical applications (adverse species movement monitoring, sampling surveys for unknown or pathogenic species identification, biodiversity assessment, etc.) On several benchmark barcode datasets, including ACG, Astraptes, Hesperiidae, Fish larvae, and Birds of North America, proposed alignment-free methods considerably improve prediction accuracy compared to prior results. We also observe significant running time improvements over the state-of-the-art methods.

Conclusion: Our results show that newly developed alignment-free methods for DNA barcoding can efficiently and with high accuracy identify specimens by examining only few barcode features, resulting in increased scalability and interpretability of current computational approaches to barcoding.

Background

Identification of living species is one of the pressing tasks in science and technology today, prompted by our need to understand the natural biodiversity and its increasing interaction with the human society. However, development of comprehensive species identification strategies is impeded by the enormous biodiversity of life on Earth. Traditional morphological identification of species is difficult, requires expertise of highly trained taxonomists, and takes up enormous...
amounts of time. Species identification methods based on molecular diagnostic technologies, including PCR, are limited in the number of species they can identify and lack standardization of technologies or are susceptible to tissue conditions. DNA barcoding has been recently introduced as a taxonomic tool for characterizing species using fragments of a DNA sequence from standard gene regions, such as the mitochondrial DNA (mtDNA) [1]. These relatively short sequences (about 650 symbols in the case of mtDNA) are used as markers for discerning taxonomical identities of specimens using the process of mtDNA extraction, fragment amplification, sequencing and database lookup [2]. A critical property of this particular region is its monophyletic association: the content of mtDNA is often preserved within a species and shows greater divergence between than within species (sometimes 10× or more when sister species are excluded) [3]. In particular, a region corresponding to c oxidase subunit 1 or cox1 gene is often used as a critical barcoding marker [1] that exhibits such properties.

Barcoding has shown great promise in practice. DNA barcodes can offer increased adaptability, robustness, and predictive value for rapid and accurate identification of species. For instance, barcoding analysis can result in improved correct placement of previously unknown species or increased resolution of specimens [4], identification of fish products with high accuracy [5], substitutes in fish species for human consumption [6] or marketing of endangered specimens [7]. DNA barcoding has been applied with great initial success to identification across the spectrum of living species, from algae [8], fungi [8], bacteria [9], to plants [10-12], spiders [13], fish [14], birds [1], and rats [15].

Most current barcoding computational methods leverage established modeling approaches from molecular phylogenetic analysis. Traditional barcoding methods, c.f., [1,16], are essentially tree-based phylogenetic approaches where identification decisions are made using a-priory threshold on the tree-induced distances. Choosing an optimal threshold is a challenging task, affected by variable relationship between the species morphology and the cox1 content similarity. More recently, sophisticated Bayesian and decision theory approaches [17,18] have been proposed that attempt to address this problem in a more systematic manner. Traditional phylogenetic methods are also sensitive to the choice of the sequence similarity metrics and the presence of exogenous variations in the sequence (such as those caused by bacterial cosegregation). Moreover, methods of molecular phylogeny are not inherently aimed at the task of sequence delineation, rather the study of relationships at different points in evolutionary history. As a consequence, they can also sometimes exhibit high computational complexity, justified for the complex analysis task but often unnecessary when the goal is e.g., species identification.

More recently, methods that more directly tackle the problem of barcode-based identifications have emerged. Some of these methods, such as [16] use the tools of generic but widely available and highly computationally optimized biological sequence comparison (BLAST or PSI-BLAST). Approach such as [19] even more immediately focuses on the prediction problem. However, a number of challenges remain to be addressed, including the accuracy of identification [16,18,20,21], as well as the efficiency and scalability of computational methods.

In this study we investigate alignment-free kernel methods for the DNA barcoding. Kernel-based classification has demonstrated strong performance in many related tasks of biological sequence analysis, such as protein classification and remote homology detection [22-24]. In the process, a number of kernel types or similarity measures between sequences have been proposed, including kernels derived from probabilistic models [25], k-mer string kernels [22,23], and weighted-decomposition kernels [26]. In this work we focus on k-mer string kernels, and in particular the spectrum/mismatch kernel methods. In our approach, species identification is performed by first transforming variable-length sequences into fixed-length representations (string spectra) and then classifying resulting spectral representations into one of many established species classes using state-of-the-art classification algorithm (e.g. nearest neighbor or Support Vector Machine (SVM) classifiers [27,28]). As a result, the alignment free kernel-based species identification in our study demonstrates both high accuracy, improved speed and classification performance compared to previously employed DNA barcoding identification methods.

**Methods**

In this section we discuss alignment-free analytics that we propose to use for accurate and efficient multi-class classification and identification of barcode sequences.

**The spectrum kernel methods**

Varying sequence length as well as the warping processes within sequences (insertions/deletions) typically preclude direct application of efficient computational models and algorithms designed for data in Euclidean spaces. The spectrum kernel methods [29,30] resolve this problem using fixed-length representations of arbitrary long sequences. These representations or features describe the statistics of short substrings of length \( k \), also known
as *k*-mers, contained in the original sequence. Such representations are both efficient to compute and informative for the tasks of sequence analysis.

Consider a sequence *X* of length *n* represented as a string of symbols (*x*₁, *x*₂,..., *x*ₙ) from some alphabet **Σ**, where *x*i ∈ **Σ**. In the case of DNA sequences this alphabet consists of the set of the four DNA bases, {A, C, T, G}. Spectrum methods construct a fixed-length feature vector Φ(*X*) from this arbitrary long sequence by counting the frequencies of occurrence of all *k*-mers *x*ᵢ, *x*ᵢ₊₁,..., *x*ᵢ₊ₖ₋₁ in *X*. This feature, the histogram of *k*-mers in *X*, is commonly referred to as the sequence spectrum. The spectrum’s domain has the dimension |**Σ**|^k corresponding to the total number of all possible fragments of length *k* and, as a result, induces a fixed length representation.

This concept is illustrated in Figure 1. A sequence from the Astraptes set is represented as the histogram of frequencies with which 5-long fragments (5-mers) occur in that sequence. In the case of 5-mers there are **Σ**^k = 4^5 = 1024 such possible fragments, some of which are identified on the horizontal axes of the count plots in Figure 1. For instance, the fragment “CCGCG” occurs three times. Hence, the Astraptes sequence is mapped to a 1024-dimensional fixed-length representation. This representation will be subsequently used to judge similarities and dissimilarities between pairs of sequences coming from the same or different species.

In practice the spectrum mapping will produce sparse feature vectors of counts when either *k* is long or the sequences are short. On average and assuming a random sequence generation process, for a sequence of length *n*
each feature will appear $n/|\Sigma|^k$ times. While the use of larger $k$ is preferred to yield higher specificity of features, it inadvertently can lead to representations or feature spaces that are too high dimensional and produce low similarity even between sequences in the same class (species). As a consequence, it is often necessary to increase the “density” of these features to allow sufficient within-class sensitivity while maintaining the specificity across classes.

Increasing density for a fixed $k$-mer length can alternatively be viewed as the process of inexact sequence matching. The mismatch kernel method [29] accomplishes this task using the following general mismatch($k$, $m$) $|\Sigma|^k$-dimensional representation of sequence $X$:

$$
\Phi^{k,m}(X) = \left\{ \sum_{\alpha \in X} I_m(\alpha, \gamma) \right\}_{\gamma \in \Sigma^k},
$$

where $I_m(\alpha, \gamma) = 1$ if $\alpha \in N(\gamma, m)$ and $N(\gamma, m)$ denotes the set of contiguous substrings of length $k$ that differ from $\gamma$ in at most $m$ positions. In other words, in addition to counting all $k$-mers $\alpha$ present in sequence $X$, one also adds counts of $k$-mers that differ in at most $m$ symbols from each $\alpha$. This process is illustrated in Figure 1 where 5-mer “GGAAT” is mapped to a set of $\binom{k}{m} \cdot (|\Sigma|^m - 1) + 1 = 5 \times 3 + 1 = 16$ similar $k$-mers, at most one symbol ($m = 1$) different from “GGAAT”. The induced feature vector $\Phi^{k,m}(X)$ has the same dimension as the regular spectrum feature $\Phi(X)$, but is “denser”. The choice of the maximum number of the mismatches ($m$) allowed between any two particular $k$-mers typically depends on whether sequences are relatively similar (e.g. closely related families, $m$ is small) or are far apart (e.g. remote homologs, large values of $m$ may be needed). The exact spectrum kernel is a particular case of the mismatch kernel and can be obtained from Eq. 1 by setting the number of mismatches $m$ to zero (this will result in counting only exact matches between $k$-mers).

Both mismatch and exact spectrum methods measure similarity of sequences by comparing the fixed-length features $\Phi^{k,m}$ of those sequences without performing any sequence alignment. As we discuss in the next section, the computational cost of evaluating this similarity is linear in the length of the sequences, compared to quadratic complexity required by alignment-based methods (e.g. Smith-Waterman) for similarity evaluation. This leads to a potentially important advantage for these methods when applied to large DNA barcode sets, which we demonstrate empirically in our Results.

**Alignment-free algorithms**

Both mismatch and spectrum methods typically evaluate similarity $K(X, Y)$ of a pair of sequences by computing the dot-product between their corresponding feature vectors (Eq. 1):

$$
K(X, Y) = \Phi^{k,m}(X) \cdot \Phi^{k,m}(Y) = \sum_{\gamma \in \Sigma^k} \sum_{\alpha \in X} I_m(\alpha, \gamma) \sum_{\beta \in Y} I_m(\beta, \gamma)
$$

Direct evaluation of the dot-product above for similarity computation results in costly $O(|\Sigma|^k n)$ complexity. To efficiently evaluate the dot-product, we first note that in Eq. 2 the product $I_{m}(\alpha, \gamma)I_{m}(\beta, \gamma)$ is non-zero (i.e. contributes to the total similarity/kernel value) only if $\gamma$ is the neighbor for both $\alpha$ and $\beta$. We then write the dot-product (Eq. 2) as follows:

$$
K(X, Y) = \sum_{\alpha \in X} \sum_{\beta \in Y} \sum_{\gamma \in \Sigma^k} I_m(\alpha, \gamma)I_m(\beta, \gamma) - \sum_{\alpha \in X} \sum_{\beta \in Y} I_{k,m}(\alpha, \beta)
$$

where $I_{k,m}(\alpha, \beta)$ is the number of $k$-mers $\gamma$ shared by $\alpha$ and $\beta$. We observe that the number of shared $k$-mers $I_{k,m}(\alpha, \beta)$ depends on the Hamming distance (i.e., the number of differences, in symbols, between the strings) $d(\alpha, \beta)$ between $\alpha$ and $\beta$ for a fixed alphabet $\Sigma$, the length of the $k$-mer $k$, and the number of mismatches $m$ (i.e. $I_{k,m}(\alpha, \beta)$ can only have a fixed set of values with each value corresponding to a particular Hamming distance). Since the maximum Hamming distance that will result in the non-zero $I_{k,m}(\alpha, \beta)$ is $2m$, the dot-product in Eq. 3 reduces to computing the number of pairs $(\alpha, \beta)$, $\alpha \in X$, $\beta \in Y$, for each of possible Hamming distances from 0 to $2m$:

$$
K(X, Y) = \sum_{\alpha \in X} \sum_{\beta \in Y} \sum_{d=0}^{2m} \#\text{pairs } (\alpha, \beta), \alpha \in X, \beta \in Y, \text{ at Hamming distance } d
$$

As we show in [31], the mismatch/spectrum similarity measure in the form as in Eq. 4 can be efficiently computed in $O(c_{k,m} n)$ time, where $c_{k,m}$ is a constant that depends only on the $k$-mer length and the maximum number of allowed differences $m$ but not on the sequence length $n$. In the case of the exact spectrum method, the complexity is $O(kn)$, i.e. is linear in both the sequence length $n$ and the $k$-mer length $k$. It is also important to note that we typically need to evaluate this similarity for a set of $N$ sequences (e.g., DNA barcode samples). Instead of evaluating similarity for every pair of $N$ sequences, a task proportional to $N^2$, in [31] we also show that this can be accomplished in the time linear in $N$. Hence, the overall complexity of evaluating the mismatch($k$, $m$) similarity on a set of $N$ sequences of maximal length $n$ is $O(c_{k,m} n N)$. This results in significant computational savings (speedup) when it is necessary to compute similarity among a large number of sequences, as may be the case with DNA barcodes.
Prediction models

Given the similarity kernel for any pair of sequences, one can consider several predictive tasks. One such task is the classification of new sequence samples into one of the previously seen classes. In the context of DNA barcoding, this task can be interpreted as either the classification of a barcode sample into one of the known species or the verification task of resolving whether the sample belongs to a particular species or not. We first consider the latter (verification) task and then generalize it to the full classification task. A very general class of predictive models that relies on the similarity metric induced by the kernel $K$ computes the matching score between the query sequence $X$ and the previously seen sequences $\{X_1, \ldots, X_N\}$ whose class assignments $\{y_1, \ldots, y_N\}$ are known. The score is formed as

$$f(X) = \sum_{i=1}^{N} w_i K(X, X_i).$$

(5)

The sign of this score then typically indicates whether the query $X$ belongs to a particular class, $f(X) > 0$, or not. The weights $w_i$ are set in a training procedure prior to making predictions using a variety of available “learning” algorithms that attempt to optimize the predictive performance of this model. This verification model can also be generalized to the classification setting, where the sample is to be classified in one of $M$ possible classes. In that case one can construct the predictive model for each class, $f_m(X) = \sum_i w_{m,i} K(X, X_i)$, and make the final prediction by finding the class with the maximum score, $y^* = \arg \max_m f_m(X)$.

In this work we consider two classes of algorithms that have generally shown state-of-the-art performance on prediction tasks. One is the simple Nearest Neighbor classifier. In that setting $w_{m,i}$ is non-zero, i.e. $w_{m,i} = 1$, only for the sequence $X_i$ (of class $y_i = m$) which is “closest”, or most similar, to the query sequence $X$. Nearest neighbor classifiers are simple and have appealing (asymptotic) theoretical properties.

The second class of learning algorithms used in this work is the well-known Support Vector Machine [28]. In the view of the model above the SVM selects an optimal subset of training sequences $X_i$ (the so-called support vectors) and sets their weights to maximize the models predictive accuracy. In our work we use the “one-vs-rest” SVM learning approach described in [32].

Results and discussion

To demonstrate the utility of the alignment-free sequence representation for DNA barcode analytics we primarily focus on the task of species identification. The identification or classification task is one of the relevant analytical problems considered so far in DNA barcoding [16,18,20,21]. In this section we show that the spectrum-based, alignment-free representation possesses several interesting properties, among them the high accuracy of the sample-to-species assignments as well as the computational efficiency. Moreover, the spectral representations offer interesting insights into which sequence markers/features within the standard barcode region (e.g. cox1) serve as the most important discriminants among the sets of species. This result has further implication on computational efficiency but may also facilitate further taxonomical studies. We perform the barcode-based species classification experiments using several benchmark barcode datasets from various barcode collecting campaigns for mammals, fish, birds, lepidoptera, etc. In particular, we use seven data sets of DNA barcodes including Astraptes (12 species), Hesperiidae (364 species), Bats of Guyana (96 species), Fish of Australia (211 species), Birds of North America (656 species), ACG (573 species), and Fish larvae (7 species). Astraptes, Hesperiidae, Bats of Guyana, Birds of North America, and Fish of Australia were compiled from the BOLD [33] project. ACG set was published as a part of [34]. The Fish larvae set appeared in [16]. Table 1 summarizes details of these datasets.

Using these datasets, we consider barcode class prediction problem as a multi-class classification problem described in the Methods section. For the SVM prediction approach, we use one-vs-rest setting to perform the multi-class classification using binary predictors for each class. We evaluate alignment-free similarity of DNA barcodes using the spectrum/mismatch representations of Section ‘The spectrum/kernel methods’ and contrast it to several standard similarity metrics employed for biological sequences and DNA barcodes in particular. In all experiments, we normalize the similarity/kernel values $K(X, Y)$ using $K'(X, Y) = K(X, Y)/\sqrt{K(X, X)K(Y, Y)}$ to remove the dependency between the kernel value and the sequence length. To perform our experiments, we use an existing SVM implementation from a standard machine learning package SPIDER [35] with default parameters. For the spectrum/mismatch

| Table 1: Barcode datasets |
|---------------------------|
| **Dataset**               | # species | # barcodes |
| ACG                       | 573       | 4267       |
| Hesperiidae               | 364       | 2185       |
| Astraptes                 | 12        | 465        |
| Bats of Guyana            | 96        | 840        |
| Birds of North America    | 656       | 2589       |
| Fish of Australia         | 211       | 754        |
| Fish larvae               | 7         | 35         |
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kernel, we use mismatch(5,1) ($k = 5$, and $m = 1$) and spectrum-10 ($k = 10$) kernels. To facilitate experiments on large datasets, we use the kernel computation algorithms proposed by Kuksa et al. in [31]. The data and source code used in our experiments are available at the supplementary website [36].

In the following, we first present results on multi-class species identification problem using alignment-free methods. We then focus on the analysis of within-barcode markers and show the impact of the marker selection on the identification accuracy. To illustrate the ability of the similarity metric to reduce the within-species dispersion while maintaining separability of different species we use clustering analysis in the set of experiments following the marker study. Finally, we provide empirical running time analysis of our proposed approach and contrast it with some state-of-the-art methods.

**Species identification**

In the species identification experiments, we use the nearest neighbor classifier and the SVM to predict class assignments for query barcodes based on similarity scores computed using alignment-based (Smith-Waterman, Kimura, Hamming) and alignment-free methods (spectrum and mismatch kernels). To discern the predictive ability of different methods we consider a cross-validation setting in which the species data is randomly split into ten disjoint subsets. Nine of the subsets are used to estimate the prediction models which are subsequently evaluated on the remaining set, in a repeated fashion. We report results averaged over the ten folds and show the accuracy variation of each method.

**Nearest neighbor approach**

Classification performance for the nearest neighbor approach using alignment-free kernel methods is summarized in Table 2 where we compare cross-validation error rates of the resulting classifiers on the benchmark barcode datasets. We also report results obtained by running PSI-BLAST search with default parameters on these datasets. The results indicate that the alignment-free spectral method generally shows the highest classification accuracy. Compared to PSI-BLAST search, the mismatch similarity exhibits similar results, typically inferior to those of the spectral similarity. In Table 3 we show classification performance of the spectral method for different values of $k$ ($k$-mer length). The error rates are shown for the nearest neighbor (1-NN) and for 3-NN and 5-NN classifiers. We observe that the nearest neighbor classifier displays the lowest error rates compared to classifiers that use 3 or 5 nearest neighbors for prediction. As we can see from the table, the spectrum method is relatively robust to the choice of the $k$-mer length, with values of $k = 8 - 15$ resulting in the highest classification accuracy. We also note that the experiments show that the smaller $k$ are satisfactory and increasing $k$ much does not increase accuracy significantly; smaller values of the $k$-mer length also have lower computational complexity compared to the larger values of $k$.

In Table 4, we show classification results contrasting the spectral method with nearest neighbor predictors based on more traditional, alignment-based similarity measures. We consider methods based on both global and local alignments. The global alignment on the set of sequences is obtained using the Needleman-Wunsch algorithm with NUC44 scoring matrix and gap opening/extending penalties set to 8. These settings result in multiple alignments largely identical to those available via BOLD [33] for the barcode sets of the publicly available projects we use in our evaluation. Given the global alignment, the sequence similarity is scored using two metrics: the Hamming distance (0/1 mismatch/match score) and the Kimura distance. For local alignment-based pairwise scores we use the Smith-Waterman scoring with the same parameters as the global alignment model. The results in Table 4 indicate that the alignment-free spectral similarity yields the overall most accurate species predictors. The spectral and Kimura-based distances produce comparable accuracies on three sets (Bats, Birds and Fishes of Australia). As expected, the Hamming 0/1 scoring is typically inferior to other methods as it does not include any measure of varying evolutionary pressures exhibited across different nucleotide pairs. The ACG and the Fish larvae sets are both cases where the spectral method achieves the most accurate prediction among the four contrasted scoring metrics.

To better assess the predictive ability of different measures we also compare the ranking quality of the resulting classifiers on ACG, Hesperiidae, and Birds of North America data sets in Figures 2, 3, and 4, respectively. The ranking score can be used to ascertain how closely the predictions of a model match those of the ideal case as a function of the model specificity. For
instance, the top-3 error rate reports the accuracy of prediction if one assumes that correct prediction is made whenever the true species class of a sequence is anywhere among the top-3 scoring classes predicted by a model. Top-1 error rate corresponds to the standard error rate. The higher the \( q \), the lower the top-\( q \) errors are, at the expense of the specificity of predictions. For good models/similarity measure the ranking error rate typically drops off quickly. In our evaluations we observe that the alignment-free spectrum method consistently shows lower top-\( q \) error rates (\( n = 1 \ldots 10 \)) compared to that of alignment-based (Kimura, Smith-Waterman, Hamming) scoring methods (Figures 2, 3, and 4), with the Kimura score approaching the spectrum for intermediate values of \( n \) on the sets where the two initially differ. On the ACG set, for instance, the Kimura distance-based scoring becomes comparable to the spectrum measure for \( n = 4 \), which suggests that further tuning of the score parameters may improve Kimura performance. However, doing so would require more complex, most likely heterogeneous, sequence models.

The above sets of experiments indicate that the alignment-free spectral measure may be well-suited for the DNA-barcode based species prediction tasks. In contrast with the alignment methods, the spectral alignment-free scores leave out the need for sometimes complex and sensitive global alignments. The benefit becomes more

| Dataset                     | Spectrum | Hamming | Kimura | Smith-Waterman |
|-----------------------------|----------|---------|--------|----------------|
| ACG                         | 2.49 ± 0.87 | 11.44 ± 1.52 | 5.51 ± 0.86 | 3.66 ± 0.66 |
| Hesperiidae                 | 3.57 ± 1.08 | 14.49 ± 2.36 | 3.81 ± 1.26 | 5.45 ± 1.20 |
| Astraptes                   | 1.07 ± 1.81 | 3.61 ± 2.77 | 1.71 ± 1.96 | 1.64 ± 1.03 |
| Bats of Guyana              | 1.63 ± 1.22 | 2.72 ± 1.83 | 1.63 ± 1.22 | 1.63 ± 1.22 |
| Birds                       | 6.22 ± 1.50 | 18.38 ± 2.05 | 6.02 ± 1.36 | 8.20 ± 1.53 |
| Fish Australia              | 5.50 ± 3.27 | 5.87 ± 4.01 | 5.35 ± 3.36 | 5.35 ± 3.36 |
| Fish larvae\(^1\)           | 2.86      | 11.43   | 8.57   | 5.71           |

\(^1\) leave-one-out validation error is reported

Table 3: Classification performance of the \( k \)-spectrum method using nearest neighbor

| Dataset                     | \( k = 3 \)       | \( k = 5 \)       | \( k = 8 \)       | \( k = 10 \)      | \( k = 15 \)      |
|-----------------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| ACG                         | 4.24 ± 0.90       | 3.19 ± 0.93       | 2.58 ± 0.94       | 2.49 ± 0.87       | 2.35 ± 0.83       |
| Hesperiidae                 | 5.32 ± 1.33       | 4.21 ± 1.18       | 3.66 ± 1.07       | 3.57 ± 1.08       | 3.39 ± 0.93       |
| Astraptes                   | 1.91 ± 1.87       | 1.90 ± 2.08       | 1.48 ± 1.75       | 1.07 ± 1.81       | 1.07 ± 1.81       |
| Bats of Guyana              | 1.87 ± 1.36       | 1.63 ± 1.22       | 1.63 ± 1.22       | 1.63 ± 1.22       | 1.63 ± 1.22       |
| Birds                       | 7.77 ± 1.26       | 6.68 ± 2.12       | 6.42 ± 1.34       | 6.22 ± 1.50       | 6.13 ± 1.65       |
| Fish Australia              | 5.47 ± 3.26       | 5.35 ± 3.36       | 5.35 ± 3.36       | 5.50 ± 3.27       | 5.50 ± 3.27       |
| Fish larvae                 | 8.57              | 5.71              | 2.86              | 2.86              | 2.86              |

Table 4: Nearest neighbor performance (10-fold cross-validation error, %)
significant if one keeps in mind that any addition of new sequences to the set may require (global) re-alignments within a set, the step not necessary in the case of spectrum scores.

One other particularly interesting conclusion is that the spectral methods are better than or similar to the alignment-based scoring metrics even when those metrics take into account differences in evolutionary pressures across different sequence symbols, either imposed by the alignment parameters or the scoring such as that of the Kimura model. This observation should be placed in the context of our alignment-free methods that use the 0/1 scoring but within the short sequence fragments only. Using such scoring on the full sequence scale, as in the Hamming distance measure above, is bound to produce inaccurate species matches. Another important conclusion is that in the case of barcodes the mismatch alignment-free measures generally result in similarities that less accurately model the distribution of sequences within and across different species compared to the exact spectrum methods. This is in contrast with other data domains where the mismatch features have been successfully applied, such as that of the protein sequences [31]. Two factors play a role in this discrepancy. The protein sequences, from the point of our mathematical representation, live in higher-dimensional spaces due to the increased alphabet size (20 vs. 4) and hence may require a looser notion of matching. Another factor is the variability within classes (species in barcodes and, e.g., superfamilies in proteins); protein sequences with the same class typically exhibit much higher primary sequence variability than do the DNA barcodes within taxonomic groups. As a consequence, the mismatch measures may not be deemed necessary for the DNA barcoding analytics. A final comment relates to the complexity of computing the proposed measures in conjunction with their predictive performance. As we will demonstrate in Section 'Experimental running time analysis', the alignment-free spectral methods generally incur significant computational advantage over the
competing alignment-based measures. This can be a deciding factor when the methods are applied to large barcode sets or in instances when new samples become available and the (global) re-alignment is not desirable.

**SVM-based classification**

SVM-based classifiers are typically regarded as state-of-the-art predictors across a wide span of modeling problems. We therefore explore the use of this class of models in the DNA barcode setting. Table 5 displays cross-validation error rate of the SVM classifier on the barcode sets in our study for the two alignment-free scoring metrics of interest. The results demonstrate that using SVM classifiers with alignment-free methods results in similar performance compared to the previously examined nearest neighbor approach. We observe slight but insignificant improvements in average error rates for the spectrum method on ACG, Hesperiidae, and Astraptes data sets, e.g. error rate reduces from 1.07 to 0.86 on Astraptes data set. These results are not unexpected, given the relatively large number of classes (species) in these settings as well as the already low error rates of the nearest neighbor predictor. At the same time, the results suggest that the spectral scoring metric for DNA barcodes appears to fairly accurately reflect the sequence diversity within and between species, and is not significantly affected (nor can be further shaped) by the choice of the predictor/classifier algorithm. We finally note that in our experiments which are not reported here we observed that other measures, which rely on global or local alignments such as the ones in Section ‘Nearest neighbor approach’, are similarly not affected by the choice of classification models.

**Comparison with previously published results**

We observe that alignment-free methods considerably improve identification accuracy compared to the previously reported results of [18,20]. For example, on Astraptes dataset [37], the test error rate of the multi-class SVM is only 0.86% compared to 9% in [20] or 20% in [18]. These results further signify the potential of the proposed measures as applied to the barcoding-based prediction task as well as to barcode analytics in general.

**Barcode marker selection**

DNA barcodes provide full-length barcode sequences for barcode analytics. However, there are situations where only certain (few) markers within the barcode may be sufficient to accurately and rapidly perform the analytic task. Species prediction based on barcodes, and in particular for the case of a limited number of species, is one such task. The use of markers instead of the full sequence may increase the robustness of predictions by eliminating the potentially irrelevant portions of the barcodes that can also contain errors in barcode data collection. Identification of sequence markers can be also interesting from the perspective of further within-sequence loci analysis. Finally, the use of few markers can also be advantageous from the computational perspective. In this section, we evaluate the marker or feature selection performance using alignment-free methods.

In our experiments, we use the RELIEF [38] feature selection algorithm to find subsets of discriminative spectral markers. Using the k-mer or fragment notation we introduced previously, the markers correspond to those k-mers most relevant for species identification. Table 6 displays error rates of the nearest neighbor classifiers as a function of the number of selected markers.

As evident from the table, using marker selection results in the performance similar to that when full barcode sequences are used. Even when only few (about 200-500) markers are selected the alignment-free methods still result in accurate prediction and perform on-par...
with alignment-based methods, while being computationally more efficient, as we show in Section Experimental running time analysis. Note that the number of selected markers (e.g., 100) is the total number of marker per set of all sequences and species. The average number of markers per sequence is typically between 20% and 40% of the total number of markers (i.e., when top 500 markers are selected, each sequence is represented with about 100-200 loci, a reduction of 70% to 85% from the approximately 650 bases of the full barcode). It is also interesting to note that selecting a smaller set of markers instead of the full barcodes can sometimes lead to more robust and accurate identification. For instance, in the case of Fish larvae set the use of fewer features increases the accuracy. One reason for this may be the presence of distractors or sequencing errors that are eliminated when only the most critical markers are selected.

Figures 5, 6, 7, 8, 9, 10 show, for various barcode sets, the sequence-marker location maps for the top-100 spectrum features (highlighted in different colors). These marker location maps display how the identified top features are positioned within the barcodes. In the figures, the vertical axis corresponds to individual barcode sequences and the horizontal axis corresponds to the position within the aligned (for visualization purpose only) sequences. The blue horizontal lines in the figures indicate species class boundaries, while the color bars next to the maps indicate the color-to-marker index correspondences. For completeness Tables 7, 8, 9, 10, 11, 12 show the corresponding top-100 spectrum markers, ranked by the weights assigned by the feature selection algorithm.

The results indicate that different species classes have distinct distributions (in terms of both spectrum marker types and their locations) of the first few spectrum markers (top 100 shown). This allows one to accurately distinguish species between each other by solely using the marker sets. As a consequence, these small sets of features can serve as signatures for efficient and accurate classification and identification, among the set of considered species.
New species detection

In the classification task that we considered in previous sections, a species label for a new barcode is predicted according to the class (species) models learned from training examples. In this section we consider the problem of identifying whether a barcode belongs to a species in the training set or to a new, unknown species.

We simulate the new species detection by holding out barcode samples from one of the species in the barcode dataset. Barcode samples belonging to this species are then presented to the model that only contains barcodes from the remaining “known” species. The query barcode is labeled as a new species if its distance to the nearest barcode in the “known species” set exceeds the average distance between barcodes in the class of that closest known species barcode. Otherwise, the query barcode is assigned to the class of the closest known species. We then measure the new species detection error rate by holding out each species in the dataset and averaging the individual species error rates. The average new species detection error rates are reported in Table 13. The error rates in Table 13 are, thus, the errors from assigning a sample from held-out classes (i.e. new species) to the existing train classes (known species). Table 14 shows new species detection error rates in a slightly more comprehensive but also more realistic task, where we held-out not only the barcodes from the “unknown” species but also some random barcodes from the known species. Hence, the error rates in Table 14 include errors from incorrectly assigning the “new species” label to the barcode samples from one of the known classes but also the errors from assigning the query barcode from new species to one of the existing classes.

As we can see from the results, using the nearest neighbor approach results in about 85-90% correct identification of the samples belonging to new species. To further investigate the errors committed here we show a slightly more informative representation of the new species detection results in Figure 11. The black curve in each panel indicates the number of classes (vertical axis) with the detection accuracy equal to or higher than the
Table 7: Top-100 spectrum features for Hesperiidae data set

| rank | feature | rank | feature | rank | feature | rank | feature |
|------|---------|------|---------|------|---------|------|---------|
| 1    | TTATTATTAT | 26   | ATTAAATAC | 51   | TTTTTATAGT | 76   | GGAGCCCGCTG |
| 2    | ATATTATTA | 27   | CTTCCCCCGC | 52   | TTTTTATAG  | 77   | TATATATTC  |
| 3    | TATACCCCATC | 28   | GCCCTCCTGT | 53   | ATTAATTTC | 78   | ATATATTGCTC |
| 4    | CCCCCTCTTT | 29   | CAAATATAGA | 54   | CTATATACGA | 79   | TTTTTACCGC |
| 5    | ATTATATTA | 30   | ATTAATATAC | 55   | GTTTATCCCC | 80   | TTTTTTATGC |
| 6    | AGGAGCTATT | 31   | AGCTTTCCCC | 56   | TTTTTTATTA | 81   | ATATATTGCTC |
| 7    | ATGGCCCATC | 32   | GCTCTGATA | 57   | CCTTTTATTA | 82   | GAGCCCGCTG |
| 8    | TTGCCCATCA | 33   | AAATTTTATT | 58   | TGGAGATAGT | 83   | ATTGCTCATC |
| 9    | TTAGGAGCTC | 34   | CTTCTGATAT | 59   | TTATATACCC | 84   | TGTCATCAAG |
| 10   | TCAATACCT | 35   | TCTGATAATA | 60   | TTATATCCCC | 85   | TGTCATCAAG |
| 11   | ACCTTTATTT | 36   | TAATATATGA | 61   | CCCCCCTTTT | 86   | ATATATTGAT |
| 12   | TAGGAGCTCC | 37   | TAGGAGCCCC | 62   | ATGGATCAAT | 87   | CTGATCAAG |
| 13   | ATTTTTATTA | 38   | TGATCAATAA | 63   | GATTAGCAAA | 88   | GCTCATCAAG |
| 14   | GGAGCTATTA | 39   | TTATTTTATAT | 64   | TATATATAT | 89   | TACCCCCCTC |
| 15   | ATTAGGACGT | 40   | TTTGATCAAG | 65   | TTTGATTAAT | 90   | TACCCCCCTC |
| 16   | TATGCCCCAT | 41   | TTATATACCG | 66   | ATATATACCG | 91   | ATATATTGCTC |
| 17   | CAAATACCTT | 42   | CTTTATTTTG | 67   | ATATATACCG | 92   | ATATATTGCTC |
| 18   | TGCCCATCAA | 43   | CCTTTTATTT | 68   | ATATAATATA | 93   | TACTATTTT |
| 19   | AATACCTTTA | 44   | TTTATATATA | 69   | TTTATATAT | 94   | TACTATTTT |
| 20   | AAATACCTTT | 45   | ATTAATTATTA | 70   | TTTATATAT | 95   | CAATATTAA |
| 21   | CCCCCGTATAT | 46   | CACCCCATCT | 71   | AGATGATCAAA | 96   | ACAATTATTA |
| 22   | GCCCTGATATA | 47   | AATTTTTCTT | 72   | GAGATGATCAAA | 97   | TTATGATCA |
| 23   | CCCATCAAGG | 48   | CTTTATTTTG | 73   | GAGGCACCTG | 98   | CCCCGGCTA |
| 24   | CCCCCTGATAT | 49   | ATATATACGG | 74   | TTATATACGTA | 99   | TCCCCCGGAT |
| 25   | GCCCATCAAGG | 50   | TTATATATACG | 75   | TTATATACGTA | 100  | TCCCCCGGAT |

Table 8: Top-100 spectrum features for Astraptes data set

| rank | feature | rank | feature | rank | feature | rank | feature |
|------|---------|------|---------|------|---------|------|---------|
| 1    | TATACCAACA | 26   | CTTATATAC | 51   | AATGGAGCTG | 76   | GGAGGAGGAC |
| 2    | TTATAACAC | 27   | TATACACCA | 52   | ATGGAGCTGG | 77   | ATCTTGGCCG |
| 3    | TGGAGTGGGA | 28   | TATACACCAAT | 53   | GAAATGGGAGG | 78   | CATCTTGGCCG |
| 4    | ATACCTTCTT | 29   | ATCTTTACCTA | 54   | ATATACGGAGA | 79   | TACCTTGGCCG |
| 5    | ACCTTTAATC | 30   | TCTTATATCACCA | 55   | ATATACGGAAT | 80   | CCGGATTTT |
| 6    | CTTTTTACCA | 31   | TTATATACCAGA | 56   | AAATATAGATT | 81   | CGGTATTTT |
| 7    | TCTTATTAGT | 32   | ACCCCCATCTA | 57   | TAATATACGA | 82   | CCTGCGGTA |
| 8    | TCTTATTAGT | 33   | ATACCCTATCAG | 58   | ATATATACG | 83   | CCCTGCGG |
| 9    | TCTTATTAGT | 34   | ATTACCCCTAG | 59   | GTAATATACGT | 84   | TCCCCGTG |
| 10   | TTTATATACG | 35   | AAAATGGGGCG | 60   | TTATATATCAG | 85   | CTGCGGTA |
| 11   | GAACTTTCCT | 36   | TTATATACGCAG | 61   | AAAATGGGGCG | 86   | TGGCGGATG |
| 12   | GGAGCTCTT | 37   | TTATATACCAT | 62   | ATATATACGGAG | 87   | TATGCGAAT |
| 13   | TGGAGCTCTT | 38   | TTATATACCG | 63   | ATATATACG | 88   | TATGCGAAT |
| 14   | AATCTTATAC | 39   | AATATAGATG | 64   | ATGAGGGCTAG | 89   | TATGCGAAT |
| 15   | ACCCACTATT | 40   | AATTAGGTCGG | 65   | GAAATAGGGGG | 90   | TATGCGAAT |
| 16   | ATACCAACAC | 41   | AGGTGGCCCTT | 66   | GCTGGTACAA | 91   | ATATGCGAAT |
| 17   | ATCTTATTAC | 42   | ATAGGTGCCG | 67   | GGCTGCTGTA | 92   | ATATGCGAAT |
| 18   | CCAACACTT | 43   | GTGCCGCTGGT | 68   | GGGGCTGTTA | 93   | ATATGCGAAT |
| 19   | CTATACCTAC | 44   | GTGCCGACTA | 69   | GAAATAGGGG | 94   | GCGATTTAAT |
| 20   | TACCAACTTAT | 45   | TACGGTGGGCT | 70   | GGCTGCTGTA | 95   | TATGCGAAT |
| 21   | TCTTATTACCA | 46   | TTATATACCA | 71   | ATAGGGAAGC | 96   | TATGCGAAT |
| 22   | ATATCTTATAT | 47   | TGGAGGATTTT | 72   | ATAGGGAAGC | 97   | TATGCGAAT |
| 23   | ATCAACACATC | 48   | TGCCCTGATG | 73   | GAGGCACCTA | 98   | TGGGATTTAAT |
| 24   | ATCAACACCTT | 49   | AAAATGGGAC | 74   | GAGGCACCTA | 99   | TATGCGAAT |
| 25   | ATCTTATTATC | 50   | AAATGGGACT | 75   | GAGGCACCTA | 100  | TATGCGAAT |
The performance of an ideal method would result in the horizontal solid-red line. In all cases, performance of the spectrum method relatively closely follows the ideal method. Majority of incorrect assignments occur on very few species, which is evident.

**Table 9: Top-100 spectrum features for Bats of Guyana data set**

| rank | feature   | rank | feature   | rank | feature   | rank | feature   |
|------|-----------|------|-----------|------|-----------|------|-----------|
| 1    | ATAATGGAGG| 26   | AGCTTCTGAC| 51   | TTTCCCGAA | 76   | GTAACAGGCC|
| 2    | TTGTAATAAT| 27   | CCGTCTCTAG| 52   | TTGCTTTTAC| 77   | TAAACAGCCA|
| 3    | TTGTTAATAA| 28   | CTTGCCTAGC| 53   | TCTTATTACT| 78   | TGTCTAGCAG|
| 4    | ATAACTGCTT| 29   | GCTTCTGACT| 54   | AGGCCATGCC| 79   | ATCACCTTAC|
| 5    | TAAGCTTCCT| 30   | GCTTCTGAGC| 55   | TTATTCTAAC| 80   | TCTACCTTAC|
| 6    | GGCTCCTAGC| 31   | TCTGCTCTCA| 56   | CCGAGCTCCT| 81   | AAGCAGGAGT|
| 7    | CACACTTAT| 32   | TCTGCTTCTA| 57   | GCCCTGTCCT| 82   | CACTAACCT|
| 8    | CCTAGCAGCA| 33   | TCTGCTCTCA| 58   | TTAATATGGG| 83   | ACACCTATT|
| 9    | CCTAGCAGCA| 34   | ATAGTGGAGC| 59   | ATTAATATGG| 84   | CACTACAGG|
| 10   | ATATAAGCCT| 35   | GTAACAGCTC| 60   | TATAATTTTA| 85   | AACCTTAAAT|
| 11   | ATATAAGCCT| 36   | TAACAGCTCA| 61   | AACACCCCAT| 86   | AACCCTTTAAT|
| 12   | CTTCTGTGCC| 37   | AAGCTTCTAG| 62   | TACCTATTAT| 87   | ACCCTTACCT|
| 13   | TCTCTGTCTT| 38   | ATCTAATTTG| 63   | CCTGTTTCTA| 88   | TATTGAGTTA|
| 14   | AAGCTCTTGCT| 39   | ATACACACCT| 64   | CTTCTTACAC| 89   | CCCCCCTATT|
| 15   | TCTCTGGCTT| 40   | ATACACACTA| 65   | ATTAATATGG| 90   | CCCGATTAAAT|
| 16   | ACAGCTCAGT| 41   | TCAACACTTA| 66   | TTTATTACTA| 91   | TCTGACTTAC|
| 17   | CAGCTCTGCA| 42   | CTAATATTTG| 67   | ATCACCACAC| 92   | TCTGACTTAC|
| 18   | AAGCCTTAGTC| 43   | ATACATACAC| 68   | ATAGGGTATG| 93   | TTTATTACTT|
| 19   | CTCTGACCTC| 44   | GAGACGAGAG| 69   | CCTTGTATTAC| 94   | AGAGCTACAT|
| 20   | TAGTAGGCAAC| 45   | CTCTGCTTTC| 70   | GCCTTGTGTA| 95   | CTGATTATAAT|
| 21   | ACAGCCCCAT| 46   | TATTGGAGAG| 71   | TTACCATCATA| 96   | GTGTTACTAC|
| 22   | CAGCCCATGCT| 47   | ATCTACCTCA| 72   | AGGACTCAAC| 97   | CAGTTTCTAC|
| 23   | ATATAAACAC| 48   | ATGAGGCAC| 73   | CATACATGCA| 98   | GTATTACCTA|
| 24   | ATATAAACAC| 49   | TCCCCGATAA| 74   | GAGCTTAAAT| 99   | CAAATATTTT|
| 25   | TCTGAGCGCA| 50   | TTTCCCGAGA| 75   | GAAGCTTATTA| 100  | TCAATATCAG|  

**Table 10: Top-100 spectrum features for Birds of North America data set**

| rank | feature   | rank | feature   | rank | feature   | rank | feature   |
|------|-----------|------|-----------|------|-----------|------|-----------|
| 1    | ATCACATAC| 26   | AAGGCTCAC| 51   | AAACACAAAC| 76   | GATTCTTTTG|
| 2    | ATACAGCAG| 27   | AAGGCTCAC| 52   | ACAACATAGA| 77   | TATACTACAA|
| 3    | ACCAACACCT| 28   | ATACACATCA| 53   | ATCTCCACAG| 78   | TAGCTACCTC|
| 4    | TACGCAACCC| 29   | ATACCCAGCC| 54   | AACTGACTAG| 79   | ATACGATTTC|
| 5    | AACGCCTCTGA| 30   | ATACACATCA| 55   | ACTGACTGAG| 80   | CGGAGGCTTCA|
| 6    | AACATACACT| 31   | ATCTTACTCA| 56   | AACAACACAA| 81   | AGGAGCAACA|
| 7    | ACATACAGCT| 32   | TCTTATGTATC| 57   | AGCAATCAGG| 82   | CATGCTTTCG|
| 8    | CATAACCTTC| 33   | ATACACACAC| 58   | CAACTTACAC| 83   | GTACACCTAC|
| 9    | TCTCACAAA| 34   | ATACACAGCA| 59   | GAGAGGAGAC| 84   | TAGACACCTG|
| 10   | CTTTACTGGA| 35   | CTCAATATAA| 60   | CTCTACAAAT| 85   | ACCCCTTACA|
| 11   | TCTTCTGAC| 36   | ATACCATTA| 61   | ACAAATACCA| 86   | CCCCCCTTAT|
| 12   | CCTATACAC| 37   | TAACTCTTCT| 62   | AGCGGCCGCG| 87   | ACCCCCTCCT|
| 13   | TCTCTGACCTC| 38   | CTGATTTATA| 63   | CAGCAGCGAG| 88   | ATGCTTCTGT|
| 14   | GCCTCTCCGA| 39   | CAAATTAAGG| 64   | GTCTGCAATTA| 89   | TCACTAACAC|
| 15   | CCTCCTGAT| 40   | GACACCTGAG| 65   | TCTCATACAT| 90   | TTTGGGACAAG|
| 16   | CTTGTTAAT| 41   | GCAACCTAGG| 66   | TGATTCTTTG| 91   | AACACGACTA|
| 17   | AGCTCTGCA| 42   | TAATACGCT| 67   | TCTTCTCTGT| 92   | ATCTTCTCC|
| 18   | GCTTCTGACT| 43   | AATACCAAACC| 68   | GAGGAGGCCC| 93   | TCTTCTCTC|
| 19   | GAGGCTCAGT| 44   | CAAATACCA| 69   | ACACTACAT| 94   | AACACCCCTA|
| 20   | GAGGCTTCAG| 45   | ATATTGAGG| 70   | GACATAGCAT| 95   | CAAACCCCTA|
| 21   | CAACATAAA| 46   | TCTGTAATAA| 71   | CAGTACAGCT| 96   | AACCTAACA|
| 22   | TCACATACC| 47   | ACAAACACCC| 72   | TCTGAGAGACC| 97   | ACCTAACACAC|
| 23   | CTCCTGACT| 48   | TACAAACACC| 73   | TCTGCTTACT| 98   | CGTAAATTC|
| 24   | CACAAATAC| 49   | CTAACGACTT| 74   | TCTGACTTCT| 99   | ATCGAGGAGAT|
| 25   | TCAACATAAA| 50   | CTTGACACGA| 75   | CATAAAMCC| 100  | TCAACATAAA|

The corresponding value on the horizontal axis, for each of the barcode datasets. For example, in the ACG set there are about 480 species that can be predicted with the accuracy of 90% or higher. The performance of an ideal method would result in the horizontal solid-red line. In all cases, performance of the spectrum method relatively closely follows the ideal method. Majority of incorrect assignments occur on very few species, which is evident.
from the sudden initial drops in the curves. We observe that incorrect assignments of the samples from new species to the existing classes often resulted from the presence of the (nearly) duplicate sequences in the training set. For instance, in the Astraptes dataset, query sequences from SENNOV were closest to an identical sequence which is also present in the YESENN species. This points to the need for alternative sources of

| Table 11: Top-100 spectrum features for Fish of Australia data set |
|----------------------|----------------------|----------------------|----------------------|----------------------|
| rank | feature | rank | feature | rank | feature | rank | feature |
| 1 | AACATAAAAC | 26 | GACTTCTTCC | 51 | ACAGTCTACC | 76 | ATCTTCTCCC |
| 2 | ACATAAAACC | 27 | TAAATATTGG | 52 | CAGTCTACC | 77 | TCTTCTCCC |
| 3 | ATTTAATCA | 28 | AACATAAGCT | 53 | TAAAATAATAT | 78 | ACTATTAAT |
| 4 | TTATTACAT | 29 | ACAATAGCCT | 54 | AGCTTCTGAC | 79 | TATTATTAAC |
| 5 | TAACTAAAA | 30 | AATATCAAAC | 55 | CATAAACCCC | 80 | ATGATTAATAC |
| 6 | ATACCTAAAA | 31 | CAATATCAAAC | 56 | CCCCGAATAA | 81 | AGGAGACC | |
| 7 | TTACATACAA | 32 | TTATGATGTTG | 57 | CCCGAATAAA | 82 | CATATTAATA |
| 8 | TCTTCTTCTC | 33 | ACCAACACCT | 58 | GCTTTGCTAC | 83 | TTAATATAAAA |
| 9 | ATATTATAA | 34 | TAATGATGCT | 59 | TAGTAATACCC | 84 | TTAATATAAA |
| 10 | TTATTATT | 35 | TTATGATGCT | 60 | CATATAGTAC | 85 | TTAATATAAA |
| 11 | TATTACATA | 36 | GAGACCCAAT | 61 | CCTGAAATTA | 86 | AATAAACCAAC |
| 12 | GAAAGTTTTA | 37 | GGAAGACCCAA | 62 | CTGGAATATAA | 87 | AATTATTTA |
| 13 | TGAAGCTTTT | 38 | TTATTACCAA | 63 | CTTTCTCCAC | 88 | ATTCAAATGC |
| 14 | GAGGAGACC | 39 | AAGGAGGAGA | 64 | ATATCAAACAC | 89 | ATTAATATAT |
| 15 | GAGGAGGACC | 40 | TTATTACCAA | 65 | AATATCAAACAC | 90 | ATTCAAATGCT |
| 16 | TGACTTTCTC | 41 | GAGGAGGAGA | 66 | GAGGAGGAGA | 91 | TTTGAAACTG |
| 17 | ATCAGAACCC | 42 | TACCAATATT | 67 | ATGAGCTTCT | 92 | TTTGACCCCG |
| 18 | TATACCAAAC | 43 | TTTTACCAAAC | 68 | ATGAGCTTCT | 93 | TTTGAAACTC |
| 19 | TTCTTCTCCT | 44 | AACAGTCTAC | 69 | TGAGTCTGCT | 94 | TTTGAAACTC |
| 20 | AATATTAAC | 45 | AGAAGCCCGAA | 70 | TTATGATGCG | 95 | ATTAATATAA |
| 21 | ATATAAAACC | 46 | CAGACCGAAA | 71 | ATATAATAAA | 96 | GAGGAGGCC |
| 22 | CGAATAATAA | 47 | GAAGCTTACAT | 72 | TTACCAACAC | 97 | GAGGAGGACC |
| 23 | GAATATAATA | 48 | CAGACCGAAA | 73 | TTTTACCAAAC | 98 | ATTAATGAGCT |
| 24 | TTCTTCAACC | 49 | ATAAATAAT | 74 | ATACCAACAC | 99 | ACCCTGAGG |
| 25 | TCTTTGACCC | 50 | TCTTCTCTC | 75 | ATACCAACAC | 100 | AGAACGACCAC |

| Table 12: Top-100 spectrum features for Fish larvae data set |
|----------------------|----------------------|----------------------|----------------------|----------------------|
| rank | feature | rank | feature | rank | feature | rank | feature |
| 1 | CGCAATCCTC | 26 | CCAGTCAATG | 51 | AATAAAGGAT | 76 | AGTGAGCAT |
| 2 | GCAATTCCCTT | 27 | CCCATGTGGA | 52 | AATAAATAAC | 77 | AATTCACAAT |
| 3 | GCGGATCCTC | 28 | CCCCATGTTG | 53 | AATACCCACC | 78 | ATAAACAGAA |
| 4 | ATCAACGGAAC | 29 | CCCCATGTTG | 54 | AATGACCTCA | 79 | ATAAAAGATT |
| 5 | CGAATCTACC | 30 | CCCCTGTCATG | 55 | AATAATGCTC | 80 | ATAAATACCA |
| 6 | GATCAACGAAG | 31 | CTCCTGGTCG | 56 | ACAACTCTAA | 81 | ATACCCCA |
| 7 | GCACTTCCCT | 32 | TCCAGTACAT | 57 | ACAAGTGGAA | 82 | ATACCAAGAC |
| 8 | GCGGCAATGCC | 33 | TCCCTGCAGA | 58 | AAGCTAAT | 83 | TATAGTCCAA |
| 9 | TCAACGAACC | 34 | TCAGACAAGAA | 59 | ACAGCTGAGA | 84 | ATCTCCTT |
| 10 | ACCCTAGGGA | 35 | AAAAGATCCCG | 60 | ACCCAGCTTG | 85 | ATCGAGGAG |
| 11 | ATGTAACCTT | 36 | AAAACAGAT | 61 | ACCCAGCTTC | 86 | ATCTCCGTG |
| 12 | CCGATGGGAT | 37 | AAAAGATCCGG | 62 | ACCCAGCTTG | 87 | AGTGACCAT |
| 13 | CCTAGGATTA | 38 | AAAAGATGTC | 63 | ACCACCTTAC | 88 | ATGAGACCA |
| 14 | CGATCAACAG | 39 | AAAATGACGAT | 64 | ACGAGACCTG | 89 | ATGTCATAG |
| 15 | GTTACCCTAG | 40 | AAAATAGGGAT | 65 | ACTAGATGCTG | 90 | ATTTGGAAT |
| 16 | TACCCCTAGG | 41 | AAAATAGGGAT | 66 | ACCTAATATAA | 91 | ATTAGAAC |
| 17 | TTACCCCTAGG | 42 | AAAAGAGATG | 67 | AGAACGGGGAG | 92 | ATTAGTCC |
| 18 | TCTACACCAT | 43 | AACCCACCT | 68 | AGACACTAA | 93 | CACGAGACAT |
| 19 | TTACCAGCTA | 44 | AAGGCACCT | 69 | AGATGTCACA | 94 | CAACCTTAT |
| 20 | CTGACCAAAA | 45 | AACTTCAATA | 70 | AGATTTACAA | 95 | CAACTATGAG |
| 21 | CTGACCAAAA | 46 | AAGATGGGAA | 71 | AGATGGGAA | 96 | CAACTTCCC |
| 22 | AAACHTAGGAG | 47 | AAGGCACCT | 72 | AGATGGGAGGAT | 97 | CAATCCCTT |
| 23 | ACCCCCATG | 48 | AAGGCACCT | 73 | AGTCTGAGTC | 98 | CAAATGACCC |
| 24 | ACCCCCCTG | 49 | AAGGCACCT | 74 | AGATGGGAA | 99 | CACCCCCTT |
| 25 | CAGTCATGGA | 50 | AATACAGAAGA | 75 | AGTCCATAC | 100 | CACCCAGGATG |
Barcode clustering

In this section, we consider the problem of arranging barcode sequences into groups (clusters) to establish relationships between sequences and automatically discover class structure. Clustering can be useful for putative samples with no prior evidence of species assignments. Clustering-based evaluation also allows one to eliminate the influence of the classification training (weight estimation) process, which is an additional factor that affects the classification performance. As a consequence, clustering may provide a more direct insight into the quality of the similarity measure alone.

To evaluate the results of clustering we compare the partitioning obtained by the clustering model with the partitioning given by the known species membership. We perform clustering experiments using the recently proposed affinity propagation algorithm [39] which makes use of the computed similarity scores. We report clustering results using the alignment-free methods only in Table 15, in the light of the classification results which we presented earlier across different similarity metrics. As we can see from the table, clustering of barcode datasets results in accurate partitioning of the barcodes into groups that are similar to
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**Figure 11**
New species detection performance.

### Table 13: New species detection (average per-class error, %)

| Dataset          | Error | # classes with 0% error |
|------------------|-------|-------------------------|
| ACG              | 14.12 | 474/573                 |
| Hesperiidae      | 17.53 | 288/364                 |
| Astraptes        | 7.81  | 10/12                   |
| Bats of Guyana   | 5.80  | 90/96                   |
| Birds of North America | 16.36 | 524/656                 |
| Fish of Australia| 16.21 | 174/211                 |

### Table 14: New species detection (average error rate, %)

| Dataset          | Error |
|------------------|-------|
| ACG              | 10.29 |
| Hesperiidae      | 10.88 |
| Astraptes        | 8.47  |
| Bats of Guyana   | 9.95  |
| Birds of North America | 15.54 |
| Fish of Australia| 14.92 |
| Fish larvae      | 15.77 |
the true species-induced classes. We use Rand [40] and Jaccard indices to evaluate the clustering quality. Rand = \(\frac{(a + d)}{T}\), Jaccard = \(\frac{a}{a + b + c}\), where \(a\) is the number pairs with the same class label assigned to the same cluster, \(b\) is the number of points with the same class label assigned to different clusters, \(c\) is the number of pairs with different class labels placed into the same cluster, \(d\) is the number of pairs with different labels placed into different clusters, and \(T\) is the total number of pairs.

To further illustrate the clustering results, we show in Figure 12 projections of the barcode data onto a 2D plane. We note the agreement of species labels and proximities in the embedded space. This suggests possibility of using clustering with alignment-free methods as an efficient and accurate tool for exploratory analysis of newly obtained barcodes.

**Experimental running time analysis**

Computational complexity of evaluating similarity on large sets of barcodes may be a prominent factor in practical barcoding applications. We evaluate the computational speed of different methods by measuring running time for computing similarity scores among all pairs of sequences in a barcode dataset. The running times are obtained by running the optimized versions of all targeted methods on a single 3.0 GHz quad core CPU using 2 GB RAM (Dell PowerEdge 2950). Table 16 compares running times for the alignment-free kernel methods as well as PSI-BLAST and alignment-based (Smith-Waterman) methods. As we can see from the table, alignment-free kernel methods are significantly faster compared to computationally demanding alignment-based (Smith-Waterman) methods. For example, it takes about 60 seconds to evaluate 4267-by-4267 similarity matrix using the spectrum method compared to 64800 seconds (18 h) for computing the Smith-Waterman scoring matrix. These results are not surprising given the complexity analysis mentioned in Section ‘Methods’ and further studied in [31]. The low computational complexity of the alignment-free scores, besides its appeal for analytics on large datasets, also opens the
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(a) Clustering (projection in 2D) on Astraptes data set

(b) Clustering (projection in 2D) on Bats of Guyana data set (for clarity, only 10 largest classes are shown)

**Figure 12**

Clustering results for barcode sequences using alignment-free spectrum method (data is projected onto 2D plane).
Table 16: Running time (kernel computation), s

| Dataset     | PSI-BLAST | Smith-Waterman | spectrum (k = 10) | mismatch |
|-------------|-----------|----------------|-------------------|----------|
| ACG         | 2557      | 64818          | 60.328            | 366.39   |
| Hesperiidae | 891       | 19378          | 16.16             | 90.26    |
| Astraptes   | 99        | 854            | 0.89              | 2.15     |
| Bats        | 239       | 2818           | 1.91              | 12.12    |
| Birds       | 1147      | 27311          | 18.75             | 149.67   |
| Fish Australia | 203     | 3424           | 1.57              | 9.95     |
| Fish larvae | 1.9       | 39.58          | 0.23              | 0.16     |

posibility for using these metrics on conceptualized handheld barcode scanners that may be designed in the future.

**Conclusion**

In this work we demonstrate that newly developed alignment-free methods can serve as efficient and accurate analytical tools for DNA barcoding problems. The new alignment-free methods provide highly accurate and computationally efficient identification and classification of barcode sequences as we show on a set of various barcode collections. Using new alignment-free scoring approaches demonstrates excellent performance in comparison with more computationally demanding, traditional alignment-based methods. The use of alignment-free scoring methods allows discovery of natural groups (clusters) in barcode collections that accurately reflect the species-based groupings. This reflects potentially high agreement between the proposed fragment-induced sequence similarity measures and the within and across species barcode diversity. Finally, we show that the spectral methods also foster discovery of within-barcode markers that point to critical differences among barcodes of different sample groups. These markers can serve both as the sparse and robust barcode codes and as possible pointers to within barcode loci that deserve further investigation. Our experiments finally suggest that it may be possible to further improve the performance of our spectral scores by merging them with the position-based metrics, such as the Kimura distance. Currently, the spectral kernels rely on the 0/1 scoring within each fragment. While implementing Kimura scoring within k-mers is possible, a direct implementation adversely affects the spectral algorithm’s efficiency, with the complexity becoming quadratic in the sequence length. This leaves open an avenue for future research into efficient spectral barcoding algorithms for arbitrary fragment scores.
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