Andes_gym: A Versatile Environment for Deep Reinforcement Learning in Power Systems
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Abstract—This paper presents andes_gym, a versatile and high-performance reinforcement learning environment for power system studies. The environment leverages the modeling and simulation capability of andes and the reinforcement learning (RL) environment OpenAI Gym to enable the prototyping and demonstration of RL algorithms for power systems. The architecture of the proposed software tool is elaborated to provide the “observation” and “action” interfaces for RL algorithms. An example is shown to rapidly prototype a load-frequency control algorithm based on RL trained by available algorithms. The proposed environment is highly generalized by supporting all the power system dynamic models available in andes and numerous RL algorithms available for OpenAI Gym.
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I. INTRODUCTION

Reinforcement learning (RL) is a machine learning technique that enables agents to learn by trial and error in an interactive environment. Deep reinforcement learning (DRL) combines reinforcement learning with the nonlinear feature of deep neural networks to learn from unstructured input data. DRL has recently been applied to power system operations and controls due to its capability to accept a large volume of data for complex systems, such as the power grid.

Recent literature has explored DRL for decision-making in power systems. Related research can be categorized by the field of application or the DRL techniques. In the field of power system operations, DRL is applied for steady-state problems such as economic dispatch in transmission systems [1], including combined heat and power plants [2] and virtual power plants [3], as well as in microgrids [4]. In power system control and dynamics, DRL is applied to transmission systems for emergency control [5], load frequency control [6], frequency response model calibration [7], and voltage control [8]. Applications are also seen in distributions systems such as Volt-Var control [9]. This list is non-exhaustive in this emerging field.

In terms of DRL algorithms, conventional methods such as deep Q-learning [10] and recent methods such as Proximal Policy Optimization (PPO) [11] and Deep Deterministic Policy Gradient (DDPG) [12] have been applied. Stillarious DRL algorithms are being proposed in the active ML community. From the power engineering perspective, a versatile DRL environment is urgently needed to reduce the efforts for test driving DRL algorithms for power systems problems.

Existing work has developed and employed ad hoc setup for DRL by combining domain software for power systems and DRL algorithms. For example, [3] developed a Gym environment that bridges Java-based InterPSS with Python-based DRL environment. In [13], PSS/E is integrated with a unit commitment program through the psspy interface. In [14], MATLAB/Simulink is connected with OpenAI Gym for training. In addition, generalized environments are proposed, such as the OpenModelica-Microgrid-Gym environment in [15]. While the work in [15] is conceptually similar to this paper, our environment is fully implemented in Python and can be readily integrated with DRL frameworks, most of which provide a Python interface.

In this paper, a DRL environment is proposed by leveraging andes [16] for power system simulation and OpenAI Gym [17] to interface to various algorithms. The proposed work, andes_gym is versatile for prototyping controls for power flow and transient dynamics supported by andes, which is an open-source, generalized power system simulation tool supporting industry-grade models and PSS/E input files. andes_gym is maximal in performance given the ahead-of-time compilation of numerical code in andes and the efficient DRL training algorithms interfaced through OpenAI Gym. andes_gym is open-source and available on GitHub [1].

The paper is organized as follows: Section II introduces the architecture and workflow of the proposed environment and used load-frequency control as an example, Section III presents the training results of a load-frequency controller in the proposed environment, using the IEEE 14-bus system and the DDPG algorithm. Section IV draws the conclusions.

II. METHODOLOGY AND SOFTWARE ARCHITECTURE

The key components to training RL agents are the environment representing the system being observed and controlled, as well as the RL algorithms that process the observations and generate the actions. The environment will provide key functions such as advancing the time, simulating system dynamics, taking observations, accepting action signals, and starting over

1Repository link: https://github.com/sensl/andes_gym
for a new training episode. This section will discuss the integration of ANDES with OpenAI Gym, demonstrated by an environment to train a DRL-based load frequency controller.

A. Architecture and Components

Fig. 1 shows the general architecture and components of an RL environment for power system studies. The main components are the ANDES simulator, the OpenAI Gym application programming interface (API) implemented as part of the environment, and reinforcement learning algorithms. Details of the components are described as follows.

In a power system RL environment, it is natural to represent the system dynamics with simulation software that can provide models, simulation methods, and workflow control. The andes_gym project utilizes the fully open-source ANDES simulation, and the advantages are elaborated in the next subsection. The andes_gym environment wraps ANDES to provide the APIs in the OpenAI Gym specification. Gym is a widely-used general-purpose toolkit for developing and benchmarking RL algorithms. Gym provides abstractions for the environment to maximize the convenience to implement agents of various styles. Although Gym is environment-only, numerous state-of-the-art open-source libraries with extensively tested algorithms, such as OpenAI Baseline, have been interfaced to Gym and are ready for training.

When setting up, the user specifies in the environment the appropriate test case with desired disturbances. Multiple environments can be created and tailored for specific applications by running systems representing various dynamic behaviors, measuring different states, and actuating with different devices. It is worth noting that the data interfaces in the architecture are highly efficient. Between any two components, data interfacing is performed in memory, which minimizes the overhead of inputs and outputs (I/Os). This is an advantage of having the simulation program, the environment, and the training algorithms available in the same programming language. File I/Os only happen when ANDES reads the power system test cases and when the trained RL agents are stored.

B. Modeling and Simulation with ANDES

Although various tools exist for simulation, ANDES is used for this work due to the following advantages:

- ANDES is fully open-source and written in Python, which can be readily picked up by researchers and industry users for rapid prototyping.
- ANDES has a descriptive modeling framework that allows advanced users to quickly prototype new models and controllers using equations and modeling blocks. Such blocks include the commonly used transfer functions and discrete components. The built-in processing and code generation functions will convert the descriptive models into executable code. It is especially useful when one needs to test and control a new model that has not existed in commercial software.
- Based on the descriptive modeling framework, ANDES provides the full implementation of commercial-grade models, including generator models and controllers, as well as the second-generation renewable models.
- ANDES has recently adopted numba for compilation. It compiles the generated code for model equations and Jacobian functions into machine code to achieve near-native performance. ANDES enables the compilation ahead of time to minimize any runtime overhead.
- ANDES is easy to use. It comes with a built-in parser for PSS/E raw format for power flow and dyr format for dynamics, which is enabled by the identical dynamic models implemented in ANDES.

C. RL Workflow Control for Power System Simulation

The OpenAI Gym interface defines the necessary steps for RL, including test case construction, initialization, stepping, resetting, and optionally, rendering. The andes_gym environment implements the following interfaces:

- __init__(): this is the constructor of the environment for setting up hyper-parameters. Such parameters include the test case, simulation parameters, the instants at which the system is observed and actions are taken are specified, and the limits of the actions. Parameters provided in this interface are considered static.
- initialize(): this is the run-time initialization function for setting up the environment. For power system simulations, power flow solution and the initialization of time-domain simulations are performed.
- step(): this is the stepping function for controlling the ANDES simulation. It accepts an action generated from previous observations. In our design, the stepping function will progress the simulation time to the next observation and action point as defined in the parameter set. The reward formula, which is crucial for RL problems, is implemented in this function. At the end, it returns the current observation, the cumulative rewards, and a flag to indicate whether or not the simulation has ended.
- reset(): it resets the system for the next episode.
- seed(): it is the interface for seeding the random number generator, which allows creating repeatable pseudo-random scenarios.

Fig. 2 shows the workflow in the stepping interface. It needs to be distinguished that the step in the RL workflow
is different from the step size in the simulation program. Typically, the step size in time-domain simulation is smaller than the RL, meaning that each step in the RL workflow wraps multiple steps in the simulation before observations are obtained and actions are taken. This is relevant when the simulation granularity is much greater than RL-based controls.

D. andes_gym for Load Frequency Control

An example environment is created for load frequency control in power systems. The environment is set up to include load variations, and RL agents will need to control the reference signals for turbine governors to bring the frequency back to nominal. Fundamentally, the RL agents act as a secondary frequency controller but at a higher rate. That is, unlike the traditional automatic generation control (AGC) that updates the reference signals at four-second intervals, the RL-based frequency controller modified the power set point at every time instant that the system is observed.

Fig. 3 shows the main components for DRL-based frequency controller using the proposed environment. In this scenario, the speed of generators is observed from the grid, although additional information such as the rate-of-change of frequency (RoCoF) can be used.

III. CASE STUDIES

A. IEEE 14-Bus System

andes_gym is utilized to train the DRL agent for load frequency control. The IEEE 14-bus system is utilized with a load change event of 60 MW (or 0.1 pu in the system base of 100 MVA) on Bus 4 at 1 s. All the loads are represented by constant power models. There are five generators in the system, and all their rotor speed is observed. All the five turbine governors connected to the five generators are controlled with the action space for the DRL agent set to $[-10, 10]$ MW. The scenarios will study the impacts of delay and the number of actions on the training convergence and control performance.

B. Learning Problem Setup

The most important information for secondary frequency control is the post-disturbance steady-state frequency, which is directly associated with the value of the disturbance. Essentially, the goal is to encode the disturbance estimator with the control policy to build an end-to-end one. Therefore, the agent begins to observe and act when the frequency comes to a steady state. Then, the agent can observe and act consecutively at designated instants, which is denoted as the action instants, as shown in Fig. 4. The interval between the action instants is predefined as one of the hyper-parameters for the DRL problem. Consider the fact that the action instants in the middle is to let the agent learn the frequency dynamic behaviors under control inputs while at the last instant the frequency should be restored to the nominal condition, the reward function at instant $t$ is designed as follows:

$$r_t = \begin{cases} -100(f_t - f^*), & \text{if } t \neq T_f \\ -3000(f_t - f^*), & \text{otherwise} \end{cases}$$

where $f_t$ is the frequency observation and $f^*$ is the nominal frequency. The term $T_f$ is the final instant, at which the frequency deviation is penalized with a large weight. For the instants in the middle, a relatively small penalty is used. The
reason is that the frequency might not be able to restore back between instants due to physical constraints. Setting an equally large weight with the final instant will prohibit the agent from exploration. The expectation is by conducting consecutive actions the agent could restore the frequency at the final instant. In this study, the agent is allowed to observe and act between 5 and 10 seconds after the disturbance and expect that the agent can restore the frequency back to 60 Hz at the end of 10 s. In addition, a learning_start parameter, which controls when the agent should start learning and has a major impact, is considered. The parameter controls the balance between exploration and exploitation. In the study, a fixed disturbance of 0.6 pu is applied at 1 s. The deep deterministic policy gradient (DDPG) method is employed from stable_baseline to solve the problem. In the next subsection, the training performance will be compared under different settings of learning_start and action intervals.

### C. Learning Performance

In the first computation experience, we fix the action number to be 20. Meanwhile, different settings of learning_start are considered. The learning_start is set to 0, 100, 200, 300, 400, and 500. In each episode, the frequency value at the final instant $T_f$ is recorded to measure how well the agent is trained. Ten runs for each setting are performed. The final frequency values at the end of each episode under different learning_start settings are plotted in Fig. 5. The solid lines are the averaged values while the colored areas are the standard deviations. As shown, without delayed learning, the final frequency variations between 15th and 75th episodes are relatively small. However, the variations after 100 episodes are relatively large, which is approximately equal to 0.1 Hz. Additionally, there exists a small deviation in the averaged value. When the learning_start is set to 200, the final frequency variations between 15th and 75th episodes are larger since pure random actions are employed. After the training started, the averaged frequency quickly converged to the nominal value with a small variation. A similar process is observed when the learning_start is set to 500 expect the variations are larger. The averaged frequency deviation values of the last 50 episodes are shown in Table I. It shows that a delayed learning setting of 100 has slightly better performance than the other ones. This is expected due to the balance of efforts between exploration and exploitation to improve the overall performance.

| Delay Learning | Frequency Deviation |
|---------------|---------------------|
| 0             | 0.0233 Hz           |
| 100           | 0.0042 Hz           |
| 200           | 0.0045 Hz           |
| 300           | 0.0067 Hz           |
| 400           | 0.0093 Hz           |
| 500           | 0.0108 Hz           |

In the second computation experiment, different settings of action intervals are considered. It is equivalent to varying the number of actions between 5 to 10 seconds. In particular, the number of actions is set to 20, 40, and 60. Based on the previous study, the learning delay is set to 200 steps. The same performance metrics is used, namely, the frequency value at the final instant in each episode. Ten runs for each setting are conducted. The final frequency values at the end of each episode under different action numbers are plotted in Fig. 6. The solid lines are the averaged values while the colored areas are the standard deviations. Based on Fig. 6, the training performance decreases with the increase of action numbers. Before 100 episodes, all three settings are exploring to collect state action pair and associated rewards. After 100 episodes, the first two settings quickly converge to the nominal frequency with small variations, meaning both agents admit a high success rate to restore the frequency. With the action number equaling to 60, the agent’s frequency restoration has a relatively large steady-state error compared with the previous two cases. Additionally, the variations are larger, indicating that the agent can fail to restore the frequency in some episodes. The averaged frequency deviation values of the last 50 episodes are shown in Table [I]. The results are consistent with the plots.

The rationale behind this is that the secondary frequency control mainly concerns the steady state. Therefore, the most informative states to the agent are the value of the steady-state frequency under a trial control input. With sufficient numbers of such trials, the agent is able to learn the appropriate control value to steer the frequency back to nominal. If the action instants are too frequent, the frequency is still under the transient period. In this case, additional rate-of-change of frequency information is included, and the agent will need more samples to learn the useful part for secondary control. In short, less action numbers filter out the less relevant information and only provide the essential states related to the secondary frequency control, and thus converge faster.

The trained agent is validated using full-order nonlinear simulation in Andes. A 0.6 pu unit disturbance is applied at 1 second. The agent began to observe and act at 5 seconds.
RL algorithms. This feature also allows fast comparisons between multiple RL algorithms. Case studies also demonstrate the convenience to compare the impacts of hyper-parameter on the training performance using andes_gym.
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Fig. 6. The final frequency values at the end of each episode with different numbers of actions. The solid lines are the averaged values while the colored areas are the standard deviations.

| Action Number | Frequency Deviation |
|---------------|---------------------|
| 20            | 0.0046 Hz           |
| 40            | 0.0109 Hz           |
| 60            | 0.0136 Hz           |

The simulation result is shown in Fig. 7. As shown, the agent can successfully steer the frequency back to 60 Hz.

IV. CONCLUSION

This paper introduces andes_gym, a versatile and high-performance reinforcement learning environment for power system studies. The environment leverages the modeling and simulation capability of ANDES and the reinforcement learning (RL) environment OpenAI Gym to enable the development and validation of RL algorithms for power systems. The structure, workflow, and a case study of secondary frequency control are expressed. Andes_gym can be used to model various power system problems. With the standardized Gym I/Os, the created problems can be solved using either widely used reinforcement learning solvers, such as stable_baseline, or customized