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ABSTRACT

Over the years, several approaches have tried to tackle the problem of performing an automatic scoring of the sleeping stages. Although any polysomnography usually collects over a dozen of different signals, this particular problem has been mainly tackled by using only the Electroencephalograms presented in those records. On the other hand, the other recorded signals have been mainly ignored by most works. This paper explores and compares the convenience of using additional signals apart from the electroencephalograms. More specifically, this work uses the SHHS-1 dataset with 5,804 patient which contains an electromyogram recorded at the same time as two electroencephalograms. To compare the results, first, it has been evaluated the same architecture with different input signals and all their possible combinations. These tests show how, using more than one signal especially if they are from different sources, improves the results of the classification. Additionally, the best models obtained for each combination of one or more signals have been used in ensemble models and, its performance has been compared showing the convenience of using these multi-signal models to improve the classification. The best overall model, an ensemble of Depth-wise Separational Convolutional Neural Networks, has achieved an accuracy of 86.06% with a Cohen’s Kappa of 0.80 and a $F_1$ of 0.77. Up to date, those are the best results on the complete dataset and it shows a significant improvement in the precision and recall for the most uncommon class in the dataset.
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Highlights

- Processing heterogeneous signals simultaneously in a Separable CNN and explore the advantages of this approach
- Importance of combining various patients in the train batches
- Explore the ensemble of multi-signal models and its differences with ensemble of single-signal models
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According to the World Health Organisation (WHO), sleep disorders can be behind other major diseases, such as depression, stress, heart problems, diabetes or early Alzheimer. With the current pandemic spreading all over the world, the problems to obtain a good quality sleep have been significantly increased, resulting in 40% of the population who claim problems to sleep a straight night. As a consequence, over time, the activity in the sleeping units in most of the hospitals has registered a significantly increase. That increment in the activity goes along with an increment in the number of polysomnographies (PSG) to be processed by the physicians. PSGS are records of simultaneous signals that can be registered during sleep, such as Electrocardiograms, Electroencephalograms (EEGs), Electromyograms (EMG), breath or movement records, etc. These records taken during periods between 6 to 24 hours are the primary tool of the specialist to study, identify and treat the sleep disorders.

To process those records, the physicians have to label the signals identifying the different stages based mainly on their expertise. That labelling process usually follows one of the two guidelines established by the community known as Rechtschaffen & Kales (R&K) and the American Academy of Sleep Medicine (AASM). The main problem with those guidelines is the absence of a clear set of features to identify the different sleep stages. Therefore, the result is a difficult situation prone to make mistakes due to fatigue or monotony, where each specialist has to process a significant quantity of data in a highly time-consuming process.

In order to solve this situation, different approaches have been made to automate this process. However, this process is particularly tough for any machine learning approach due to the unreliability of the ground truth. For example, in the study only agree in the 81% of labels for the same PSGs, while in it was set around 84%. Therefore, there is much room for personal interpretation bound to this process, which drives to inconsistent ground truth.

Several techniques have been used to deal with this issue especially focusing on using different automatic feature extraction techniques, such as Genetic Programming. However, Convolutional Neural Networks (CNN) has become a hot topic when, due to their capability to extract information, the specific features to solve a problem are unknown. In fact, this kind of technique has been used previously to tackle the same problem. However, independently of the approach, all the previous works share in common that the techniques only deals with EEGs, while the remaining of the PSG is not processed or ignored in order to simplify the processing. Only in, other signals are used but they are treated separately before combining the information in the last steps. The tendency of the later approach is to generate silos of information instead of combining the information extracted from the different sources.

Taking as frame the use of Deep Learning (DL) Models to process the information contained in the signals of a PSG, this paper explores which is the impact of the inclusion of the EMG signal in the process of scoring one of the biggest public datasets of PSGs known as SHHS-1. The idea is to measure if there is any improvement in the convolutional network models and if the CNNs are able to extract information that combines heterogeneous signals in order to improve the performance, as other works have made with only the EEGs. Additionally, with the best models obtained for each combination of signals, different ensembles have been constructed and compare to the ensemble of the single-signal-input models in order to identify if there is additional information extracted by the multi-signal-input models. The result is a model with comparable results to the current state-of-the-art but higher precision and recall for the less common class which also requires a fraction of the parameters of. This last point also benefits not only a significative reduction in complexity but in training time.

The outline of the paper is organised as follows: section present a review of related works with special attention to the most modern ones which have used part of the same dataset. Section presents not only the architecture used as base, but a summary of the key elements of convolutional neural networks and a description of the dataset and the signals used on the tests. Those tests and the analysis of the results could be found in. Finally, section and section present the conclusions and the future lines to work, respectively.

1 Introduction

According to the World Health Organisation (WHO), sleep disorders can be behind other major diseases, such as depression, stress, heart problems, diabetes or early Alzheimer. With the current pandemic spreading all over the world, the problems to obtain a good quality sleep have been significantly increased, resulting in 40% of the population who claim problems to sleep a straight night. As a consequence, over time, the activity in the sleeping units in most of the hospitals has registered a significantly increase. That increment in the activity goes along with an increment in the number of polysomnographies (PSG) to be processed by the physicians. PSGS are records of simultaneous signals that can be registered during sleep, such as Electrocardiograms, Electroencephalograms (EEGs), Electromyograms (EMG), breath or movement records, etc. These records taken during periods between 6 to 24 hours are the primary tool of the specialist to study, identify and treat the sleep disorders.

To process those records, the physicians have to label the signals identifying the different stages based mainly on their expertise. That labelling process usually follows one of the two guidelines established by the community known as Rechtschaffen & Kales (R&K) and the American Academy of Sleep Medicine (AASM). The main problem with those guidelines is the absence of a clear set of features to identify the different sleep stages. Therefore, the result is a difficult situation prone to make mistakes due to fatigue or monotony, where each specialist has to process a significant quantity of data in a highly time-consuming process.

In order to solve this situation, different approaches have been made to automate this process. However, this process is particularly tough for any machine learning approach due to the unreliability of the ground truth. For example, in the study only agree in the 81% of labels for the same PSGs, while in it was set around 84%. Therefore, there is much room for personal interpretation bound to this process, which drives to inconsistent ground truth.

Several techniques have been used to deal with this issue especially focusing on using different automatic feature extraction techniques, such as Genetic Programming. However, Convolutional Neural Networks (CNN) has become a hot topic when, due to their capability to extract information, the specific features to solve a problem are unknown. In fact, this kind of technique has been used previously to tackle the same problem. However, independently of the approach, all the previous works share in common that the techniques only deals with EEGs, while the remaining of the PSG is not processed or ignored in order to simplify the processing. Only in, other signals are used but they are treated separately before combining the information in the last steps. The tendency of the later approach is to generate silos of information instead of combining the information extracted from the different sources.

Taking as frame the use of Deep Learning (DL) Models to process the information contained in the signals of a PSG, this paper explores which is the impact of the inclusion of the EMG signal in the process of scoring one of the biggest public datasets of PSGs known as SHHS-1. The idea is to measure if there is any improvement in the convolutional network models and if the CNNs are able to extract information that combines heterogeneous signals in order to improve the performance, as other works have made with only the EEGs. Additionally, with the best models obtained for each combination of signals, different ensembles have been constructed and compare to the ensemble of the single-signal-input models in order to identify if there is additional information extracted by the multi-signal-input models. The result is a model with comparable results to the current state-of-the-art but higher precision and recall for the less common class which also requires a fraction of the parameters of. This last point also benefits not only a significative reduction in complexity but in training time.

The outline of the paper is organised as follows: section present a review of related works with special attention to the most modern ones which have used part of the same dataset. Section presents not only the architecture used as base, but a summary of the key elements of convolutional neural networks and a description of the dataset and the signals used on the tests. Those tests and the analysis of the results could be found in. Finally, section and section present the conclusions and the future lines to work, respectively.

2 State of the art

Over the years, the problem of scoring the signals from PSG has received uncountable efforts to improve the extraction of features. Particularly, the one which has especially hogged the light among any other has been the processing of EEGs, while other uses have been less prominent.

Focusing on EEGs processing, many researchers have attempted different approaches to improve the automation of the sleep stage scoring. Although, the number of work is significantly lower if the spotlight is over those that performed an automatic extraction of features. Probably, is the first worth to be mention in this sense, where the authors combine Fuzzy Logic with an iterative method to identify the sleeping stages by extracting the features from the signal timeline. Another work worth to be mention that also kept the integrity of the signals’ timeline is, which applies a decision tree on the raw signal. This point is important due to it could help physicians to understand the decisions of the system. On the other hand, others works have preferred to apply different transformations to the signal, such as the calculation of the entropy together with a Linear Discriminant Analysis (LDA) or the use of wavelets. Going along with the line, proposes to calculate a combination of energies of the signal and used an Artificial Neural Network (ANN) to perform the classification. Also, closely related, there are those works that do not use the signal but they focus on high-level features such as statistical features, power spectral density, graph theory features or moment features.
However, the ones that have focused the attention on recent times have been those related to any Deep Learning approach, such as, Random Belief Networks [23] or Convolutional Neural Networks [26] due to their capabilities to identify the features to perform the classification. For example, [27] uses Autoencoders to score a well-known dataset of 20-patient [28]. Supratak et. al. [29] proposed an alternative architecture named DeepSleep which was used with the same dataset but also tested with another very common one [30], although at the cost of a very big architecture with a dual pipeline. Trying to address this issue, Fernandez-Blanco et. al. proposes the use of Depth-wise separable convolutional neural networks (DS-CNN). This latter work goes along the line of shown in [31] which points out to an advantage of processing several signals at the same time with a Convolutional Neural network. The results were equivalent to architectures 1000 times bigger in the number of parameters [31, 11] which also use the same dataset, known as SHHS1 [14]. This dataset is up to date the biggest collection of PSG recorded by National Sleep Research Resource with records of 5804 patients.

The main problem of any of the previously mention works is that, without exception, all of them use only one or two at most of the data signals present in the PSG, and they are always EEGs. However, in any PSG, there are more signals than the EEGs and its addition can show benefits in terms of performance. Therefore, recently, some works have tried to explore the incorporation of alternative signal into the classification. Most of those approaches, e.g. [32][33][34], are very limited attending to its extension with a very small number of patients. The first work which is worth to be mention is [35], which focused on using CNN to process each one of the types of signal in the study and combine the result with a bidirectional long short-term memory in order to focus on the temporal component of the signals, but the separation of the signals in 3 different CNNs make to the network impossible to extract features combining the information of both sources. On the other hand, it is also worth to be mention [35]. This work explores the same database among others with an ensemble approach by developing different CNN models trained with several sources. However, it also presents the same problem as [13] because the models used on the ensemble are always developed on a single type of signal and then combined in an ensemble. Additionally, this work does not use the complete dataset, but it takes a subset of patients which makes their results very difficult to compare. This work is also going to incorporate a different kind of signal in the classification, Electromyogram (EMG). However, as the main difference with the previously mentioned ones, in this work, the models are going to explore the active combination of the signals in a single model. This allows the network to extract features that can combine both signals in order to obtain more information. Additionally, and using the whole SHHS-1 dataset, it is going to measure the impact of using those new heterogeneous-signal models in different ensembles in order to complement the information extracted by another model.

3 Materials and methods

3.1 Convolutional Neural Networks

Even though Convolution in Neural Networks (CNNs) were firstly proposed by Fukushima in 1982 [36] and revisited by Yann LeCunn [26] in 1998, it was not until 2012 that they could get out of the laboratory and used in real-world problems, mainly due to the modifications in the calculation of the gradients proposed by Hinton et. al. in [27]. Since that key point in their history, CNNs have become an important step forward in many knowledge areas by becoming the state-of-the-art to solve many problems. The success of this approach is based on using a hierarchy of layers which neurons take as input a piece of spatial-close information. Accordingly, each neuron on a convolutional layer receives a different piece of information similar to use a sliding-windows on a signal, while the weights are the same for every single neuron on a layer. So, the result is a function which multiplies an input feature map $X^{(l+1)}$ by a set of learnable filters $W^{(l)}$ while adds a set of biases $b^{(l)}$. The final result comes from the application of a transfer function $g$ like in Eq.1

$$X^{(l)} = g \left( X^{(l-1)} \ast W^{(l)} + b^{(l)} \right)$$  \hspace{1cm} (1)

When the process described by Eq.1 is repeated in several layers stacked one over another, the results are the extraction of more general information in each layer of the networks based on the features identified by the previous one [38]. Therefore, CNNs perform the extraction of the features of a signal or image according to the deep or number of convolutional layer they are composed of. Those extracted features are going to be used as the input of the last part of the network which is the one determining if the problem to solve is a regression or a classification. As possible examples of this last part of the network, it can be a Softmax function applied on the outputs, a support vector machine, a multilayer perceptron, or any other machine learning approach.

Although this kind of solution has been mainly applied to image processing [39][40], there are also examples of successful applications in signal processing, for example, in natural language processing [41] or human voice recognition [42]. However, independently of the problem, convolution has always been a very expensive operation in time in resources. In order to tackle this problem, in 2017, the Depth-wise Separable Convolutional Neural Networks (DS-CNN) [43] were proposed as a modification, which can dramatically reduce the requirements by severely cutting down the number of parameters.

To do that, this type of convolution combines two simple convolutions. As it is shown in Fig.1 first, it applies a spatial convolution which is performed on each input channel to extract a small number of features. For example, in the figure, the separable kernel applied is $K_{x} \times 1$ to extract 1 feature at a time for each signal. The second step is a convolution performed as a point-wise kernel, i.e. $1 \times Ch$ convolution, which combines the information of the different channels and projects that information in a new space to extract F features. The result is exactly equivalent to the application of a convolutional kernel. However, By closely looking to equations Eq.2 and Eq.5 the benefits are evident in time and memory costs when the number of parameters for each type of convolution is compared.
Figure 1: Comparison between a convolution on a couple of signals (top) and its equivalent Depth-wise Separable Convolution (bottom)

\[ \#\text{Convolutions} = C_h \times K_{sz} \times (S - K_{sz}) \times F \]  

\[ \#\text{SeparableConv} = C_h \times K_{sz} \times (S - K_{sz}) + C_h \times (S - K_{sz}) \times F \]  

Eq.2 represents the number of operations in a traditional convolutional operation, with \( C_h \) being the number of channels, \( K_{sz} \) is the size of the kernel to be applied, \( F \) the number of filters and \( S \) is the length of the signal. If this operation is compared to the number represented in Eq. 3, representing the number of operations in an equivalent separable convolution, the results is the ratio shown on Eq.4. This relationship points out to a reduction which is inversely proportional to the size of the kernel and the number of Filters. For example, suppose that our network uses a kernel of size \( 11 \times 2 \), as it does, and it extracts 20 features or applies 20 filters with each convolution. The result of the relation in Eq. 4 for that kernel will be \( \frac{1}{11 \times 2} + \frac{1}{20} \approx 0.095 \), that is a massive 90.5% reduction in the number of needed gradients need for a single layer and in the number of weights required. Consequently, the result is a cheaper operation while it has an equivalent result.

\[ \frac{\#\text{SeparableConv}}{\#\text{Convolutions}} = \frac{1}{K_{sz}} + \frac{1}{F} \]  

3.2 Evaluation Criteria

In this work, the dataset was randomly split into 3 subsets, training, validation and test, following 0.7, 0.1 and 0.2 ratios, respectively. The reason for such division was to control the possible overfitting of the model and allow a fair comparison with other works. In fact, the model to be chosen to perform the test would be the one with the lowest validation value through the training process. With this point in mind, three have been the main measures analysed to determine the performance of the model: accuracy, Cohen’s Kappa and \( F_1 \)-score. All of them redeem from the confusion matrix, the accuracy represented in Eq.5 measures the raw performance of the model by finding the ratio between the number of true positives (TP) and true negative (TN) instances over the total number of
instances, i.e., the number of true positives, true negatives, false positives (FP) and false negatives (FN).

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]  

(5)

On its own, Cohen’s Kappa estimates the agreement between the algorithm and the technicians by removing the bias of any of the classifiers. By following the Eq[5] this estimation excludes the chances of random agreement. In that formula, \( p_0 \) represents the observed agreement while \( p_e \) is the probabilities of a chance agreement. Subtracting this latter probability, the result is a ratio of the similarity in the decisions between two classifiers.

\[
\kappa = \frac{p_0 - p_e}{1 - p_e}
\]

(6)

Finally, represented in Eq[6] \( F_1 \)-score combines precision (or positive predictive value, PPV) and recall (or true positive rate, TPR) in a single measure through a geometric average. PPV represents the ratio between the true positives (TP) among all the cases labelled as positive by the model, while TPR represents the positive cases identified among the total number of positives in the ground truth. It is worth mentioning that when dealing with multiclass, \( F_1 \) can be calculated attending to different approaches which can significantly modify its result. Those approaches usually received the name of micro, macro and weighted. In this work, it has always been used the macro approach where The \( F_1 \) is calculated for each class and the average of these ones is presented.

\[
F_1\text{-score} = 2 * \frac{PPV \cdot TPR}{PPV + TPR}
\]

(7)

3.3 Dataset

Data used in this work comes from a multi-center cohort study known as Sleep Heart Health Study (SHHS) [14], which was carried out from 1995 until 2010 by American National Heart Lung and Blood Institute. The initial objective was to determine the relationship between sleep-disorders and high-risk cardiovascular issues. The study consists of a series of polysomnographies each of which contains two EEG channels (C4-A1 and C3-A2), two electrooculograms (EOG) channels, one electrocardiogram (ECG) channel, one electromyogram (EMG) channel, two inductance plethysmography channels (thoracic and abdominal), a position sensor, a light sensor, a pulse oxymeter, and an airflow sensor. The study contains the records from 5,804 patients recorded from 6 to 10 hours. From all those signals, this paper is going to focus its attention on three of those signals, the two channels of EEG and the EMG signal. The resulting subset of dataset used contains 79 Gbytes of information.

| Guideline | Sleeping Stages |
|-----------|-----------------|
| R&K       | Awake S1 S2 S3 S4 REM Unknown |
| AASM      | Awake N1 N2 N3 REM |

It should be highlighted that this dataset is divided into two different subsets: SHHS-1 and SHHS-2, corresponding to two different visits of the same patient cohort. Unfortunately, in this work due to the use of the EEGs, only the SHHS-1 was usable. While SHHS-1 has both EEG channels recorded at 125Hz, SHHS-2 has records sampled between 125Hz and 128Hz with no clear pattern, this is a problem to use any machine learning technique which is usually not prepared to a change on the sample ratio. Therefore, due to its homogeneity, SHHS-1 was the one used as in any other work of the literature. Each PSG in this dataset has been manually scored by a single technician according to R&K scoring rules [5]. Therefore, the dataset used contains records from 5804 patients which were labelled on 30s epochs in several sleep stages: Awake, S1, S2, S3, S4, REM and Unknown. These labels were later adapted to the new standard called AASM standard [6] because the SHHS was collected before this standard was set. This adaptation was made by following the guidelines also mentioned in [6]. The result was a label between Awake, N1, N2, N3, and REM for each epoch as it is shown in Table[1].

3.3.1 Electroencephalograms

In order to study the brain, electroencephalography is one of the very few non-invasive techniques that can be used. Recorded in electroencephalograms, these tests register the alternations that the brain produces due to its electrical activity over time. It has been widely used in the study and treatment of different clinical problems and diseases, such as diagnosis of epilepsy [15], depth of anaesthesia [44], or sleep disorders [11].

To capture these signals, a set of electrodes placed on the patient’s scalp is used. These electrodes are placed by following the standard 10/20 [45] and calculating the difference between the potential of two electrodes. By naming the positions of the pair of electrodes, a channel can be easily identified, for example, in this work channels C4-A1 and C3-A2 are going to be used because those 4 points were the ones used when the dataset was recorded.

As one of the major challenges of working with this type of signal, the level of noise can be named as one of the main issues. The origin of this noise come from the preamplification required in the measured potential, this potential in the scalp has an amplitude between 10 µV and 100 µV, which has to be amplified between 1,000 and 10,000 times in order that the instruments can register it. This required amplification results in particular complex signals with many artefacts and false positives which is also non-stationary, as shown in Fig. [26].
3.3.2 Electromyograms

Another source of information for the technicians is the records of the muscular activity. Electromyograms (EMG) are the graphical representation of that muscular activity which is recorded by registering the electrical impulse which can be read in on the skin and which are responsible for the movement of the muscle. The record is usually performed by a gold patch which is positioned over the skin and the muscle which activity is required to be recorded. As most of the biological signals, due to the low potential of the signal to register, the records has to preamplified the signal in order to be able to record the activity, however, this results in very noisy signals. For example, the sensor used to record the EMG in the SHHS-1 had a sensibility of 62.5 µV, therefore it needs to be preamplified as well as the EEGs while the device sampled the signal at 125Hz.

Most of the PSG contain at least one of these signals due to its low cost and invasion in the patient. For example, in the particular case of the SHHS-1, there is a single signal which was recorded putting a sensor on the lower chin of the patient in order to register any movement of the jaw. An example of these records can be seen in Fig. 2b.

3.4 Architecture used on the tests

Tests in this paper have used the architecture proposed in [46]. This architecture is based on depth-wise separable convolutional layers to solve the problem of scoring the different sleep stages. As it can be seen in Fig. 3, the proposed schema uses as feature extractor a series of convolutional neural networks, while the classifier is reduced to a single fully-connected layer.

This schema received 1, 2 or 3 signals as inputs which can be either EEG or EMG from the SHHS-1. Any of those signals, which were recorded simultaneously at 125Hz each, were labelled in intervals of 30 seconds as it is established in the R&K and AASM guidelines. Consequently, a label is available for every 3750 samples in the input signal, which are named sections. As it was established in [46], the networks receive 2 additional sections before and after the section that is wanted to label of 1 or more of the previously described signals.

Independently of the number of signals in the input, the schema of the features extractor has been set as a succession of depthwise separable convolutional layers followed by MaxPooling. The particular combination of those 2 convolutional layers and the max-pooling layer is represented in Fig. 3 by blocks named SeparatedConvolutionMP. Those blocks define the size of the kernel($K$), the number of features($F$) and the max-pooling size($M$) as arguments in that precise order. In the proposed schema, Kernels sizes run from 7 to 3. Those sizes go along with the achievements of [47], which points to 7 as the best size to extract information from the
Figure 3: Architecture of the individual models to solve the problem and perform the tests

brain. The authors of [46] point to the reduction in the size as the result of an empirical process that tries to increase the pressure in the parameters to improve the generalisation.

It may be highlighted that this particular combination of layers increases the pressure on the extracted features. That statement is supported, first, because each couple of layer which perform a separable convolution uses fewer parameters so that parameters are more important to represent the solution space. Second, a reduced number of filters was used, in this architecture, each layer extract between 10 to 20 filters less than other works which count the filters starting from 100. Finally, the MaxPooling layers reduce the number of features by half in each layer. Let’s compare the inputs and outputs of the first and last layer of the extractor in order to make an idea of the pressure. Assuming that 3 signals and 5 sections for signal are used as input, there are 56,250 inputs while in the input of the classifier with the proposed architecture there are only 2,860 input values. Therefore, in the last layer, each feature would represent approximately 19.67 features of the first-layer input.

After this, those features are flattened before going to a full-connected layer of 5 elements which performs a Softmax function. It is worth to be mention that, before this last layer and only during training, there is a Dropout function applied to the connections between the output of the convolutional phase an the full-connected layer. With a probability of 0.5 to drop each of the connections, it is used to improve the generalisation and prevent overtraining.

3.5 Ensemble methods

In recent times, one of the most successful approaches to classification and regression problems has been a set of techniques called ensemble models. These models rely on the strength of a set of weak or not as capable models which have been trained for the same task. Therefore, the idea behind the ensemble of the models is the combination of the outputs of those weaker models into a more robust one. To develop that combination there are many approaches, although the most common are: bagging[48], boosting[49] and stacking. The last one is simply to establish a policy in order to get an answer from the particular answers of each model, such as max voting or averaging the output. In this work, as can be seen on Fig. 3 the approach followed is to sum the output of the Softmax layer of the DL models and determine the output from that sum. As it was previously mentioned in section 3.4 the last layer of each DL model in this work is going to perform a Softmax function which determines the likelihood of belonging to a particular class. Due to the fact that all models show their output in the same way and scale, the outputs of each the models in the ensemble was added and the output class was the class which had the highest value in the ensemble.

4 Tests

In this paper, two sets of tests are presented to analyse the influence of using additional signals to score the sleep stages of a PSG. The first set of tests will explore the influence of use as input more signals and its impact on the classification. Additionally, these
Figure 4: Schema of how the stacking ensemble was performed

first tests were also used to measure the influence of combining more patients during training in the batches. After that set, this paper goes a step further and it also explores the impact of those compose models when they are used in an ensemble schema instead of simple ones. The aim of that last set is to identify if the models with more than one signal can identify additional information which cannot be captured with the ensemble of simple models.

Table 2: Training parameters

| Parameter     | Value               |
|---------------|---------------------|
| Optimizer     | ADAM                |
| Loss          | cross-entropy       |
| Learning rate | $10^{-4}$           |
| Iterations    | 100                 |
| Batch size    | 32                  |
| Early stopping| 10                  |

For the test, the SHHS-1 dataset was split into 3 subsets for training, validation, and test. Two points should be highlighted about this division, first, the split process was done according to the number of patients instead of the patterns or sections. The reason is to perform what is called a patient-record division in order to keep the 3 different datasets as much separated as possible and closer to a real scenario. Second, the division was performed with a hold-out schema according to 70:10:20 proportion for each one of the three subsets: training, validation, and test, respectively. These subsets were saved and reused in each of the tests of this paper in order to ensure the comparability of the results.

Table 3: Sleeping Stages on test

| Awake  | N1   | N2   | N3   | REM  | TOTAL   |
|--------|------|------|------|------|---------|
| 512,112| 65,508| 712,330| 227,090 | 243,183 | 1,760,223 |
| (29%)  | (4%) | (40%) | (13%) | (14%) |         |

Once the datasets were defined, a series of experiments were carried out following always the same pipeline with the parameters described in Table 2. All tests shown in this paper have been executed in the same machine, an Intel i7 2.6GHz with 32Gbytes of RAM and the support of an NVidia Titan V graphical card. To run each experiment, i.e. run the training and test, the described machine has taken between 2 and 8 days.

Starting from the same architecture, a training process was performed in mini-batches of 32 patterns. These training steps used as input patterns 5 consecutive sections of 30 seconds sampled at 125Hz, as it was described in section 3.3, and the label of the section in the middle as the desired output of the system. The training is performed by calculating the error of the mini-batches with the cross-entropy as loss function, this measures the difference between the output of the network which uses a Softmax function and the desired output codified as a one-hot encoded. In order to reduce the error, the adjustment is performed through a gradient optimisation technique called ADAM [50] with an initial learning rate of $10^{-4}$. It is also worth to be mention that previous to the last layer, which is the only fully-connected layer, it was set a Dropout layer with a probability of 0.5 in order to improve the generalisation. A threshold of 100 iterations in training was set, after each of which the validation dataset was evaluated. The validation dataset was used to set an early stop threshold if after 10 training cycles the loss of the validation did not improve. The system would return the model with the lowest validation error and this is the one which is going to undertake the evaluation with the test dataset. As previously mentioned, the test dataset was composed by 1161 patients previously seen by the network neither on training nor the validation. In Table 3 a summary of the sections contained in the test is presented along with the percentage of each particular label with respect to the total.

Following the described process, a set of experiments were executed. These experiments used the same architecture described in the section 3.4 while they only change the number of inputs between the 3 possibilities as it can be seen in Table 4. For each of those
Table 4: Naming of the models according to the signals used as input

| Input Signals | Model Name |
|---------------|------------|
| C3A2          | *          |
| C4A1          |            |
| EMG           | *          |
| EEGs          | *          |
| C3A2_EMG      |            |
| C4A1_EMG      |            |
| EEG_EMG       | *          |

Table 5: F1 for the test performed changing the number of patients used to build the mini-batches and the input signals

| Model Name | 1       | 2       | 3       | 4       | 5       | 6       | 7       | 8       |
|------------|---------|---------|---------|---------|---------|---------|---------|---------|
| C3A2       | 0.7101  | 0.6760  | 0.6974  | 0.7255  | 0.7295  | 0.7229  | 0.7321  | 0.7208  |
| C4A1       | 0.7146  | 0.7233  | 0.7159  | 0.7337  | 0.7445  | 0.7426  | 0.7327  | 0.7395  |
| EMG        | 0.3836  | 0.3596  | 0.4367  | 0.4270  | 0.4429  | 0.4271  | 0.4441  | 0.4497  |
| EEGs       | 0.6978  | 0.7095  | 0.7020  | 0.7337  | 0.7415  | 0.7441  | 0.7441  | 0.7386  |
| C3A2_EMG   | 0.7290  | 0.6762  | 0.6818  | 0.7282  | 0.7407  | 0.7170  | 0.7302  | 0.7312  |
| C4A1_EMG   | 0.7235  | 0.7388  | 0.7115  | 0.7547  | 0.7086  | 0.7343  | 0.7494  | 0.7581  |
| EEG_EMG    | 0.7008  | 0.6911  | 0.7107  | 0.7283  | 0.7434  | 0.7540  | 0.7423  | 0.7391  |

Due to the fact of the big size of the data, the whole dataset cannot fit into memory and it has been studied if this has any effect on the training by changing the number of patients between 1 to 8, which is the biggest size that the computer used on the test can handle.

Figure 5: Performance of the models attending to $F_1$. (Left) Representation of all models. (Right) detail of only the models with at least an $F_1$ of 0.70

Even though the single-signal models have also good results, the results point out to the improvement of the multi-signal models. When we compare the multi-signal model with the models that use one of the signals used as the input, the result is better in the majority of the cases. Another point that needs also to be highlighted is the fact that, when additional inputs are incorporated into the model, mixing sections from various patients results essential for the generalisation of the model. This last point is especially evident...
in Figure 5 where each model is represented according to its $F_1$ and the number of patients combined in the training mini-batches. That figure exhibits an increasing
Although there is not a clear winner between single-signal and multi-signal models, the data clearly show that without the exception of the model that uses the signal C4A1 the multi-signal ones are usually better especially as more patients are combined in the mini-batches. In that same figure, the plot on the right shows the same information that the one on the left but removing the models that perform less than 0.70 in $F_1$ to improve the readability. It can be seen an increasing tendency on the multi-signal models while the C4A1 model stabilises its progression since 5 patient.

![Upset plot of the models achieving at least 0.73 in $F_1$](image)

**Figure 6: Upset plot of the models achieving at least 0.73 in $F_1$**

On the Figure 6, the models which score at least 0.73 in the $F_1$ are represented. This threshold was set considering the average of the models which perform over 0.7 and they could be considered comparative to the actual state of the art. A closer look to the information on that figure shows two key points. First, most of the models on the table are multi-signal models. In fact, if a we put the spotlight on the top 10 models represented in Table 6, the multi-signal models achieve 8 out of 10 in that table which ranks the models according to their performance in $F_1$ along with the Accuracy and $\kappa$. The second point to highlight is that C4A1 seems to have more information in this dataset while, in most of the single-signal models of the literature, both EEGs have been indistinctly used. The models using this signal systematically obtain better results and it is in most of the best models as can be seen in Figure 6 and it is also on all top models in Table 6.

In Table 7, the best models for each input combination can also be found. It shows how the inclusion of new signals in the input always improve the best result of the single-signal model in Accuracy, $\kappa$ and $F_1$ with a minimum additional cost in terms of resources needed by the model. The multi-signal models have the capability to extract features which relate to both signals instead of only one signal which is not possible to improve the results from a better quality data, i.e., the model with C3A2 and EMG signals do not improve the model which uses C4A1 alone, however, it significantly improves the results from C3A1 model and EMG model.

| Input Signals | Number of Patients | Accuracy | $\kappa$ | $F_1$ (macro) |
|---------------|--------------------|----------|----------|---------------|
| C3A2 + C4A1 + EMG | 8                  | 84.54%   | 0.7816   | 0.7581        |
| C3A2 + C4A1 + EMG | 4                  | 84.35%   | 0.7790   | 0.7547        |
| C3A2 + C4A1 + EMG | 6                  | 84.17%   | 0.7776   | 0.7540        |
| C3A2 + C4A1 + EMG | 7                  | 84.16%   | 0.7771   | 0.7494        |
| C3A2 + C4A1 + EMG | 6                  | 84.37%   | 0.7707   | 0.7455        |
| C3A2 + C4A1 + EMG | 5                  | 83.97%   | 0.7723   | 0.7445        |
| C3A2 + C4A1 + EMG | 7                  | 83.97%   | 0.7733   | 0.7441        |
| C3A2 + C4A1 + EMG | 5                  | 83.66%   | 0.7681   | 0.7434        |
| C3A2 + C4A1 + EMG | 6                  | 83.77%   | 0.7701   | 0.7426        |
| C3A2 + C4A1 + EMG | 7                  | 83.82%   | 0.7693   | 0.7423        |

On the Figure 6, the models which score at least 0.73 in the $F_1$ are represented. This threshold was set considering the average of the models which perform over 0.7 and they could be considered comparative to the actual state of the art. A closer look to the information on that figure shows two key points. First, most of the models on the table are multi-signal models. In fact, if a we put the spotlight on the top 10 models represented in Table 6, the multi-signal models achieve 8 out of 10 in that table which ranks the models according to their performance in $F_1$ along with the Accuracy and $\kappa$. The second point to highlight is that C4A1 seems to have more information in this dataset while, in most of the single-signal models of the literature, both EEGs have been indistinctly used. The models using this signal systematically obtain better results and it is in most of the best models as can be seen in Figure 6 and it is also on all top models in Table 6.

In Table 7, the best models for each input combination can also be found. It shows how the inclusion of new signals in the input always improve the best result of the single-signal model in Accuracy, $\kappa$ and $F_1$ with a minimum additional cost in terms of resources needed by the model. The multi-signal models have the capability to extract features which relate to both signals instead of only one signal which is not possible to improve the results from a better quality data, i.e., the model with C3A2 and EMG signals do not improve the model which uses C4A1 alone, however, it significantly improves the results from C3A1 model and EMG model.
Figure 7: Compare the performance of the best models and the different ensembles. The model using only EMG signal has been removed to improve readability due to its poor performance.

Moreover, following the ensemble approach described in Section 3.5, all possible combinations of ensembles between the best models in Table 7 were tested. The aim of these second set of tests is to check if the multi-signal models are able to capture additional information that single-signal models cannot. In figure 7, with the exception of the model only using EMG signal due to its very poor performance, the best single-signal models are represented with the ensembles of all the models presented in Table 7. It is also clear that when the multi-signal models are included the performance in Accuracy and F1 is improved. The top 10 ensemble models can be seen on Table 8 together with the results for the ensemble of the single-signal models and the best single-signal model as reference.

Table 8: Top 10 multi-signals ensemble models compared to single-signal ensemble, best multi-signal model and best single-signal model

| Models          | Accuracy | κ | F1 (macro) |
|-----------------|----------|---|-----------|
| EEGs C4A1_EMG   | 86.06%   | 0.8022 | 0.7707    |
| C3A2 C4A1_EMG   | 85.84%   | 0.8003 | 0.7696    |
| C4A1 C4A1_EEGs  | 85.73%   | 0.7982 | 0.7691    |
| EEGs C3A2_EMG C4A1_EMG | 86.04% | 0.8012 | 0.7688 |
| C4A1 C3A2_EMG C4A1_EMG | 85.90% | 0.7998 | 0.7686 |
| C4A1 C3A2_EMG EEGs | 85.93% | 0.8008 | 0.7682 |
| C3A2 C4A1_EMG EEGs | 85.72% | 0.7979 | 0.7678 |
| C3A2 EEGs C4A1_EMG | 86.03% | 0.8016 | 0.7676 |
| C3A2 C4A1 C4A1_EMG | 85.87% | 0.7999 | 0.7674 |
| C4A1 EEGs EEGs EEGs | 85.94% | 0.8001 | 0.7661 |

...
Therefore, the best models include at least one model with multi-signal and, in particular, with a heterogeneous mixture of signals. In fact, when the results are compared to the ensemble of single-signal models, it is clear that at least the mixture of several signals improve the classification as it is shown on the two best models which have all three members of the ensemble as multi-signal models. Additionally, analysing the confusion matrix, Table 9 of the best ensemble it is clear that is able to be a very robust and precise model compared to the single models in most of the classes except with the class N1 which is quite underrepresented in the dataset and even the physicians have problems to identify it, too.

Table 9: Confusion matrix of the best ensemble model in test

| Ground truth | Awake | N1   | N2   | N3   | REM   | Precision   |
|--------------|-------|------|------|------|--------|-------------|
| Awake        | 479,551 | 19,563 | 24,664 | 769 | 9,861 | 89.86% |
| N1           | 3,868   | 14,872 | 5,197  | 3   | 1,958 | 57.42% |
| N2           | 20,392  | 20,159 | 635,514 | 50,331 | 22,197 | 84.89% |
| N3           | 1,273   | 12    | 22,544 | 175,868 | 99    | 88.02% |
| REM          | 7,028   | 10,902 | 24,411 | 119 | 209,068 | 83.12% |

Recall 93.64% 22.70% 89.22% 77.44% 85.97%

Overall, the general performance of the network can be seen in Table 10 together with the other works which has used the same dataset. It should be highlighted that the presented work, oppositely to the one presented by [11], do not perform any additional filtering or clipping of the signals and different to [13] do not treat the imbalanced by weighting the training.

Table 10: Performance of the different works on SHHS-1 and their complexity

| Year | Number of Patients | Input | Method | Evaluation | Accuracy | \(F_1\) (macro) | Parameters |
|------|-------------------|-------|--------|------------|----------|-----------------|------------|
| 2018 | 5,804             | 2EEG  | CNN-RNN-RC | 90–10      | 77.91%   | 0.73            |            |
| 2018 | 5,728             | 1EEG  | CNN    | 50-20-30   | 87.00%   | 0.81            | 0.86 199,068,478 |
| 2020 | 5,804             | 2EEG  | DS-CNN | 70-10-20   | 85.22%   | 0.79            | 0.76 16,799 |
| 2021 | 5,793             | 2EEG  | CNN-BiLSTM-RC | 81-9-10  | 85.00%   | 0.79            | 0.76 \(\approx\) 98,000 |
| This work | 5,804 | 2EEG  | Ensemble of DS-CNN | 70-10-20  | 86.06%   | 0.80            | 0.77 50,914 |

Even though the model has significantly more parameters, its performance is equal o better to the state of the art. Only [11] presents better results, however, this work removes some patients from the dataset and clips the signals in order to remove the periods of awake previous to the start of the sleep and it has treated the imbalance during training. Therefore the results could not be exactly reproduced, although it should be mentioned that the model presented in this paper C4A1 uses a similar architecture while using the same datasets for train, validate and test than this one. The results of that model are on Table 8 and, as it was mentioned the proposed ensemble model improves those values. Moreover, comparing the precision in Table 11, it shows this work is the best to deal with the class N1 while showing high values on the remaining classes.it should be mentioned that the precision per class in [31] was not reported, so it was taken out of the comparison.

Table 11: Comparing precision per class

|               | Awake | N1   | N2   | N3   | REM   |
|---------------|-------|------|------|------|--------|
| [11]          | 91.0  | 42.7 | 87.9 | 85.0 | 85.4   |
| [46]          | 91.7  | 54.0 | 84.5 | 83.6 | 87.6   |
| [13]          | 92.5  | 40.3 | 84.4 | 76.0 | 89.1   |
| This work     | 89.7  | 57.4 | 84.9 | 88.0 | 83.1   |

5 Conclusions

Several conclusions can be extracted from this work, first and foremost, a new approach based on an ensemble of PS-CNN improve how to tackle the problem of scoring the sleep stages. The proposed model has shown to be able to identify the less frequent class better than any previous approach while it keeps similar percentages in the remaining classes. Different from previous approaches such as [11, 13], this point has been achieved without any additional imbalance treatment, as seen on table 11. Moreover,
proposed approach shows, on the authors' best known, the best results on this dataset up to date, without trimming the signal or removing patients.

Additionally, it is also worth mentioning the deep study of the different combinations of signals which has to draw two main conclusions. First, the inequality of the EEGs recorded in the dataset. As it can be seen in Table 5, the channel C4A1 seems to have more information alone than the other two signals while using the same datasets. However, the second conclusion is that this information can be complemented with additional signals, which allow to mine information that relates the two signals in a single convolutional model. Even with the EMG which has shown the poorest performance of all signals alone, when it is combined with one of the EEG channels the results are significantly better than the results of models using each EEG alone.

Those models were later used to compose different ensembles, and those ensembles have shown how the use of multiple signals, especially when they are heterogeneous, has better results than the ensemble of single-signals models of any models alone.

Finally, it should also be mentioned that this type of ensemble is possible due to the use of models which use Separable Convolutional layers. The reduction in the number of parameters allows the composition, train and use of this kind of model not only in high-end infrastructures but in modest computers. For example, as it can be seen on table 10 a similar ensemble with the model proposed in [11] would require no less than 600 million parameters while the proposed here are roughly 51,000.

6 Futures works

From this work, there are several lines which can be explored. Going along with the same dataset, the SHHS-1 has several signals more, such as electrooculograms or electrocardiograms. However, these other signals have a different sample ratio than the EEG ad EMG, therefore, exploring the best way to incorporate that information in the classification models could be the next step. Although some recent works such as [51] have shown their advantages on small datasets. Several are the possibilities in this sense, from the inclusion of specific models for signals with a different ratio in an ensemble model to the incorporation of that signals in a Deep Learning model.

Second, another point that should be explored, which is related to the previous one, is how to treat the missing values. Some recent works have started to dig into this question, such as [13], performing an evaluation in the time domain based on Bidirectional Long Short Term Memory (Bi-LSTM) architecture. However, other possibilities should be explored from the use of Generative Adversarial Networks to a simply interpolation.

Third, another point to be improved is the problem that this dataset has with the class N1 which is significantly underrepresented in the whole dataset. Although the presented model represents an improvement over the state-of-the-art, dealing with this problem could be another object of study. For example, Weighting during training the mistakes classified of the less represented could be one of the approaches to compare with other.

Fourth, although the presented model shows a significant performance on the SHHS-1, other works have used different channels or signals from other datasets. How the transfer learning [52, 53] would work in this kind of signals, using a different and smaller dataset such as [40], is a question to check.

Finally, the issue of the inconsistent and unreliable ground truth should also be tackle. A schema such as the ones recently presented like the man-in-the-loop [54] architecture could be a possible approach. In fact, this should not be focused exclusively on the improvement of the performance but the identification of the right set features to label the signals instead of the expertise.

Acknowledgements

The authors want to acknowledge the support from NVdivia, who has donated the GPU used in the experiments of this publication, and Centro de Supercomputación de Galicia (CESGA), who allows to conduct the first exploratory tests on their installations.

Funding

This work is partially supported by Instituto de Salud Carlos III, grant number PI17/01826 (Collaborative Project in Genomic Data Integration (CICLOGEN) funded by the Instituto de Salud Carlos III from the Spanish National Plan for Scientific and Technical Research and Innovation 2013–2016 and the European Regional Development Funds (FEDER)—“A way to build Europe.”. It was also partially supported by different grants and projects from the Xunta de Galicia [ED431D 2017/23; ED431D 2017/16; ED431G/01; ED431C 2018/49; IN845D-2020/03]. Finally, another source of support was the CYTED network (PCI2018_093284) funded by the Spanish Ministry of Innovation and Science.

References

[1] World Health Organization et al. Global recommendations on physical activity for health. 2010, 2015.
[2] Saverio Stranges, William Tigbe, Francesc Xavier Gómez-Olivé, Margaret Thorogood, and Ngianga-Bakwin Kandala. Sleep problems: an emerging global epidemic? findings from the indepth who-sage study among more than 40,000 older adults from 8 countries across africa and asia. Sleep, 35(8):1173–1181, 2012.

[3] Haitham Jahrami, Ahmed S BaHammam, Nicola Luigi Bragazzi, Zahra Saif, MoezAllSlam Faris, and Michael V Vitelli. Sleep problems during the covid-19 pandemic by population: a systematic review and meta-analysis. Journal of Clinical Sleep Medicine, 17(2):299–313, 2021.

[4] Earl S Ford, Anne G Wheaton, Timothy J Cunningham, Wayne H Giles, Daniel P Chapman, and Janet B Croft. Trends in outpatient visits for insomnia, sleep apnea, and prescriptions for sleep medications among us adults: findings from the national ambulatory medical care survey 1999-2010. Sleep, 37(8):1283–1293, 2014.

[5] A Rechtschaffen and A Kales. A manual of standardized terminology and scoring system for sleep stages of human subjects. los angeles: Brain information service. Research Brain Research Institute, University of California at Los Angeles, 1968.

[6] Richard B Berry, Rohit Budhiraja, Daniel J Gottlieb, David Gozal, Conrad Iber, Vishesh K Kapur, Carole L Marcus, Reena Mehra, Sairam Parthasarathy, Stuart F Quan, et al. Rules for scoring respiratory events in sleep: update of the 2007 aasm manual for the scoring of sleep and associated events. Journal of clinical sleep medicine, 8(05):597–619, 2012.

[7] Boualem Boashash and Samir Ouelha. Automatic signal abnormality detection using time-frequency features and machine learning: A newborn eeg seizure case study. Knowledge-Based Systems, 106:38–50, 2016.

[8] Coralyn W Whitney, Daniel J Gottlieb, Susan Redline, Robert G Norman, Russell R Dodge, Eyal Shahar, Susan Surovec, and F Javier Nieto. Reliability of scoring respiratory disturbance indices and sleep staging. Sleep, 21(7):749–757, 1998.

[9] Robert G. Norman, Indranil Pal, Carmel Stewart, Joyce A. Walsleben, and David M Rapoport. Interobserver agreement among sleep scorers from different centers in a large dataset. Sleep, 23 7:901–8, 2000.

[10] Enrique Fernandez-Blanco, Daniel Rivero, Marcos Gestal, Carlos Fernandez-Lozano, Norberto Ezquerra, Cristian Robert Mantea, and Julian Dorado. A hybrid evolutionary system for automated artificial neural networks generation and simplification in biomedical applications. Current Bioinformatics, 10(5):672–691, 2015.

[11] Arnaud Sors, Stéphane Bonnet, Sébastien Mirek, Laurent Vercueil, and Jean-François Payen. A convolutional neural network for sleep stage scoring from raw single-channel eeg. Biomedical Signal Processing and Control, 42:107–114, 2018.

[12] Enrique Fernandez-Blanco, Daniel Rivero, and Alejandro Pazos. Convolutional neural networks for sleep stage scoring on a two-channel eeg signal. Soft Computing, 24:4067–4079, 2020.

[13] Shreyasi Pathak, Changqing Lu, Sunil Belur Nagaraj, Michel van Putten, and Christin Seifert. STQS: interpretable multi-modal Spatial-Temporal-seQuential model for automatic Sleep scoring. Artificial Intelligence in Medicine, 114:102038, 4 2021.

[14] Stuart F Quan, Barbara V Howard, Conrad Iber, James P Kiley, F Javier Nieto, George T O’connor, David M Rapoport, Susan Redline, John Robbins, Jonathan M Samet, et al. The sleep heart health study: design, rationale, and methods. Sleep, 20(12):1077–1085, 1997.

[15] Enrique Fernandez-Blanco, Daniel Rivero, Marcos Gestal, and Julián Dorado. Classification of signals by means of genetic programming. Soft Computing, 17(10):1929–1937, 2013.

[16] Christian Berthomier, Xavier Drouot, Maria Herman-Stoïca, Pierre Berthomier, Jacques Prado, Djibril Bokar-Thire, Odile Benoit, Jérémie Mattout, and Marie-Pia d’Ortho. Automatic analysis of single-channel sleep eeg: validation in healthy individuals. Sleep, 30(11):1587–1595, 2007.

[17] Sheng-Fu Liang, Chin-En Kuo, Yu-Han Hu, and Yu-Shian Cheng. A rule-based automatic sleep staging method. Journal of neuroscience methods, 205(1):169–176, 2012.

[18] Sheng-Fu Liang, Chih-En Kuo, Yu-Han Hu, Yu-Hsiang Pan, Yung-Hung Wang, et al. Automatic stage scoring of single-channel sleep eeg by using multiscale entropy and autoregressive models. IEEE Trans. Instrumentation and Measurement, 61(6):1649–1657, 2012.

[19] Ahnaf Rashik Hassan and Mohammed Imamul Hassan Bhuiyan. Automated identification of sleep states from eeg signals by means of ensemble empirical mode decomposition and random under boosting. Computer methods and programs in biomedicine, 140:201–210, 2017.

[20] Yu-Liang Hsu, Yu-Ting Yang, Jeen-Shing Wang, and Chung-Yao Hsu. Automatic sleep stage recurrent neural classifier using energy features of eeg signals. Neurocomputing, 104:105–114, 2013.

[21] Ahnaf Rashik Hassan, Syed Khairul Bashar, and Mohammed Imamul Hassan Bhuiyan. On the classification of sleep states by means of statistical and spectral features from single channel electroencephalogram. In 2015 International Conference on Advances in Computing, Communications and Informatics (ICACCI), pages 2238–2243. IEEE, 2015.

[22] Marina Ronzhina, Oto Janoušek, Jana Kolá ˇrová, Marie Nováková, Petr Honzík, and Ivo Provazník. Sleep staging using energy features of eeg signals. Sleep medicine reviews, 16(3):251–263, 2012.

[23] Guohun Zhu, Yan Li, and Peng Paul Wen. Analysis and classification of sleep stages based on difference visibility graphs from a single-channel eeg signal. REM, 806:803, 2014.

[24] Ahnaf Rashik Hassan, Syed Khairul Bashar, and Mohammed Imamul Hassan Bhuiyan. Automatic classification of sleep stages from single-channel electroencephalogram. In India Conference (INDICON), 2015 Annual IEEE, pages 1–6. IEEE, 2015.
[25] Geoffrey E Hinton. Deep belief networks. Scholarpedia, 4(5):5947, 2009.
[26] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. Gradient-based learning applied to document recognition. Proceedings of the IEEE, 86(11):2278–2324, 1998.
[27] Orestis Tsinalis, Paul M Matthews, and Yike Guo. Automatic sleep stage scoring using time-frequency analysis and stacked sparse autoencoders. Annals of biomedical engineering, 44(5):1587–1597, 2016.
[28] Bob Kemp, Aeilko H Zwinderman, Bert Tuk, Hilbert AC Kamphuisen, and Josefien JL Oberye. Analysis of a sleep-dependent neuronal feedback loop: the slow-wave microcontinuity of the eeg. IEEE Transactions on Biomedical Engineering, 47(9):1185–1194, 2000.
[29] Akara Supratak, Hao Dong, Chao Wu, and Yike Guo. Deepsleepnet: a model for automatic sleep stage scoring based on raw single-channel eeg. IEEE Tchnoologies on Neural Systems and Rehabilitation Engineering, 25(11):1998–2008, 2017.
[30] Christian O’reilly, Nadia Gosselin, Julie Carrier, and Tore Nielsen. Montreal archive of sleep studies: an open-access resource for instrument benchmarking and exploratory research. Journal of sleep research, 23(6):628–635, 2014.
[31] Siddhath Biswal, Haoqi Sun, Balaji Goparaju, M. Brandon Westover, Jimeng Sun, and Matt T. Bianchi. Expert-level sleep scoring with deep neural networks. Journal of the American Medical Informatics Association, 25(12):1643–1650, 12 2018.
[32] Stanislas Chambon, Valentin Thorey, Pierrick J Arnal, Emmanuel Mignot, and Alexandre Gramfort. A deep learning architecture to detect events in eeg signals during sleep. In 2018 IEEE 28th International Workshop on Machine Learning for Signal Processing (MLSP), pages 1–6. IEEE, 2018.
[33] Sarun Paisarnsrisomsuk, Michael Sokolovsky, Francisco Guerrero, Carolina Ruiz, and Sergio A Alvarez. Deep Sleep: Convolutional Neural Networks for Predictive Modeling of Human Sleep Time-Signals. cs.bc.edu, 2018.
[34] Ozal Yildirim, Ulas Baran Baloglu, and U Rajendra Acharya. A Deep Learning Model for Automated Sleep Stages Classification Using PSG Signals. International Journal of Environmental Research and Public Health Article, 2019.
[35] Diego Alvarez-Estevez and Isaac Fernández-Varela. Addressing database variability in learning from medical data: An ensemble-based approach using convolutional neural networks and a case of study applied to automatic sleep scoring. Computers in Biology and Medicine, 119, 4 2020.
[36] Kunihiko Fukushima and Sei Miyake. Neocognitron: A self-organizing neural network model for a mechanism of visual pattern recognition. In Competition and cooperation in neural nets, pages 267–285. Springer, 1982.
[37] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep convolutional neural networks. In Advances in neural information processing systems, pages 1097–1105, 2012.
[38] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning. nature, 521(7553):436, 2015.
[39] Yaniv Taigman, Ming Yang, Marc’Aurelio Ranzato, and Lior Wolf. Deepface: Closing the gap to human-level performance in face verification. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 1701–1708, 2014.
[40] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, et al. Imagenet large scale visual recognition challenge. International Journal of Computer Vision, 115(3):211–252, 2015.
[41] Geoffrey Hinton, Li Deng, Dong Yu, George E Dahl, Abdel-rahman Mohamed, Navdeep Jaitly, Andrew Senior, Vincent Vanhoucke, PatrickNguyen, Tara SNainath, et al. Deep neural networks for acoustic modeling in speech recognition: The shared views of four research groups. IEEE Signal processing magazine, 29(6):82–97, 2012.
[42] William Chan, Navdeep Jaitly, Quoc Le, and Oriol Vinyals. Listen, attend and spell: A neural network for large vocabulary conversational speech recognition. In Acoustics, Speech and Signal Processing (ICASSP), 2016 IEEE International Conference on, pages 4960–4964. IEEE, 2016.
[43] Francois Chollet. Xception: Deep learning with depthwise separable convolutions. In 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 1800–1807. IEEE, 2017.
[44] Mansour Esmaeilpour and Ali Reis Ali Mohammadi. Analyzing the eeg signals in order to estimate the depth of anesthesia using wavelet and fuzzy neural networks. IJIMAI, 4(2):12–15, 2016.
[45] Robert Oostenveld and Peter Praamstra. The five percent electrode system for high-resolution eeg and erp measurements. Clinical neurophysiology, 112(4):713–719, 2001.
[46] Enrique Fernandez-Blanco, Daniel Rivero, and Alejandro Pazos. EEG signal processing with separable convolutional neural network for automatic scoring of sleeping stage. Neurocomputing, 410:220–228, 10 2020.
[47] Siavash Sakhavi, Cuntai Guan, and Shuicheng Yan. Learning temporal information for brain-computer interface using convolutional neural networks. IEEE Transactions on Neural Networks and Learning Systems, 29:5619–5629, 2018.
[48] Bradley Efron. Second Thoughts on the Bootstrap. Statistical Science, 18(2):135–140, 5 2003.
[49] Yoav Freund and Robert E. Schapire. A Decision-Theoretic Generalization of On-Line Learning and an Application to Boosting. Journal of Computer and System Sciences, 55(1):119–139, 8 1997.
[50] Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization. CoRR, abs/1412.6980, 2014.
[51] Fernando Andreotti, Huy Phan, Navin Cooray, Christine Lo, Michele TM Hu, and Maarten De Vos. Multichannel sleep stage classification and transfer learning using convolutional neural networks. In 2018 40th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), pages 171–174. IEEE, 2018.

[52] Hoo-Chang Shin, Holger R Roth, Mingchen Gao, Le Lu, Ziyue Xu, Isabella Nogues, Jianhua Yao, Daniel Mollura, and Ronald M Summers. Deep convolutional neural networks for computer-aided detection: Cnn architectures, dataset characteristics and transfer learning. IEEE transactions on medical imaging, 35(5):1285–1298, 2016.

[53] Sylvestre-Alvise Rebuffi, Hakan Bilen, and Andrea Vedaldi. Efficient parametrization of multi-domain deep neural networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 8119–8127, 2018.

[54] Fabio Massimo Zanzotto. Viewpoint: Human-in-the-loop artificial intelligence. In CEUR Workshop Proceedings, volume 2495, pages 84–94. CEUR-WS, 2 2019.