Combining Improvements for Exploiting Dependency Trees in Neural Semantic Parsing
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Abstract. The dependency tree of a natural language sentence can capture the interactions between semantics and words. However, it is unclear whether those methods which exploit such dependency information for semantic parsing can be combined to achieve further improvement and the relationship of those methods when they combine. In this paper, we examine three methods to incorporate such dependency information in a Transformer based semantic parser and empirically study their combinations. We first replace standard self-attention heads in the encoder with parent-scaled self-attention (PASCAL) heads, i.e., the ones that can attend to the dependency parent of each token. Then we concatenate syntax-aware word representations (SAWRs), i.e., the intermediate hidden representations of a neural dependency parser, with ordinary word embedding to enhance the encoder. Later, we insert the constituent attention (CA) module to the encoder, which adds an extra constraint to attention heads that can better capture the inherent dependency structure of input sentences. Transductive ensemble learning (TEL) is used for model aggregation, and an ablation study is conducted to show the contribution of each method. Our experiments show that CA is complementary to PASCAL or SAWRs, and PASCAL + CA provides state-of-the-art performance among neural approaches on ATIS, GEO, and JOBS.
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1 Introduction

Semantic parsing is the task of mapping natural language sentences into target formal representations, which is crucial for many natural language processing (NLP) applications. With the rapid development of deep learning, various neural semantic parsers have been implemented based on sophisticated sequence-to-sequence (seq2seq) models with Transformer. Note that syntax information of natural language sentences can be used as clues and restrictions for semantic parsing. In this paper, we focus on incorporating syntax information from dependency trees of natural language sentences in neural semantic parsers.
The dependency tree of a natural language sentence shows which words depend on which other words in a tree structure that can capture the interactions between the semantics and natural language words. In specific, the dependency tree can be considered as the explicit structure prior to predicting corresponding semantic structures in semantic parsing. Then the encoder of a seq2seq based semantic parser can be enhanced by information from dependency trees. On the other hand, dependency trees can be efficiently generated by existing parsers, like Stanford Parser, with promising results. encodes such dependency trees in a graph-based neural network for semantic parsing and achieves a great improvement in performance, which indicate potential advantages of incorporating dependency trees in semantic parsers.

it is unclear whether those methods which exploit such dependency information for semantic parsing can be combined for further improvement. In this paper, we examine three such methods for a Transformer encoder of a seq2seq based semantic parser and empirically study their combinations. In specific, we first follow the idea of parent-scaled self-attention (PASCAL), which replaces standard self-attention heads in the encoder with ones that can attend to the dependency parent of each token. We also concatenate syntax-aware word representations (SAWRs), i.e., the intermediate hidden representations of a neural dependency parser, with ordinary word embedding to enhance the Transformer encoder. At last, we insert constituent attention (CA) module to the Transformer encoder, which adds an extra constraint to attention heads to follow tree structures that can better capture the inherent dependency structure of input sentences. We also aggregate multiple models of these methods for inference following transductive ensemble learning (TEL).

We first implement a baseline semantic parser that is based on a simple seq2seq model consisting of a 2-layer Transformer encoder and a 3-layer Transformer decoder. Then we evaluate the performance of the above three methods and their combinations on ATIS, GEO, and JOBS datasets. We also evaluate aggregated versions of these methods by TEL. The experimental results show that the combination of PASCAL and CA provides state-of-the-art performance among neural approaches, which can also be easily implemented.

The main contributions of this paper are:

- We introduce three methods by applying PASCAL, SAWRs, or CA to incorporate dependency trees in the Transformer encoder of a seq2seq semantic parser. We show that all three methods can improve the performance.
- We evaluate the combinations of the three methods and show that they can be fruitfully combined with better performance. The result show that CA is complementary to PASCAL or SAWRs.
- We implement TEL for our models. We show that TEL is effective for these improvements on semantic parsing.
- We implement the combination of PASCAL and CA based on a simple seq2seq semantic parser. We show that this parser can be implemented easily and achieves state-of-the-art performance among neural approaches on ATIS, GEO, and JOBS datasets.
2 Related Work

Neural semantic parsing has achieved promising results in recent years, where various sophisticated seq2seq models have been applied. Many works focus on integrating the syntax formalism of target representation into the decoder of the seq2seq model. For instance, hierarchical tree decoders are applied in [5,18] to take into account the tree structure of the logical expression. Sequence-to-tree (seq2tree) model [5] updates the decoder by hierarchical tree-long short-term memory (Tree-LSTM), which helps the model to utilize the hierarchical structure of logical forms. [25,18,19] first map a natural language sentence into an abstract syntax tree (AST), then serve it as an intermediate meaning representation and incorporate it with grammar rules, finally parse the AST to the corresponding target logic form.

On the other hand, there are few works on incorporating syntax information of input natural language sentences to the encoder. Graph-to-sequence (graph2seq) model [24] constructs a graph encoder to exploiting rich syntactic information for semantic parsing.

It has shown that syntax information of input natural language sentences can be helpful for the encoder in neural machine translation (NMT) tasks [1]. In specific, [2] places parent-scaled self-attention (PASCAL) heads, which can attend to the dependency parent of each token, in the Transformer encoder to improve the accuracy of machine translation. [27] concatenates syntax-aware word representations (SAWRs), i.e., the intermediate hidden representations of a neural dependency parser, with ordinary word embedding to enhance the Transformer encoder. [22] introduces constituent attention (CA) module, which adds an extra constraint to attention heads to follow tree structures that can better capture the inherent dependency structure of input sentences. In this paper, we examine these ideas in semantic parsing and empirically study their combinations.

3 Three Improvements

In this section, we specify three improvements to incorporate dependency trees in the Transformer encoder of a seq2seq semantic parser.

As illustrated in Figure 1, a dependency tree describes the structure of the sentence by relating words in binary relations, which can be efficiently generated by corresponding parsers, like Stanford Parser\footnote{https://nlp.stanford.edu/software/stanford-dependencies.shtml}. [15,16] have shown that dependency trees can be used to construct target logical forms for semantic parsing. In this paper, we focus on exploiting information from structures of these dependency trees to enhance the encoder of a neural semantic parser. Note that, we ignore the labels of corresponding dependency relations here, like ‘obj’, ‘case’, and ‘conj’ in the example.
3.1 Parent-scaled Self-attention (PASCAL)

Parent-scaled self-attention (PASCAL) is first introduced in [2] for NMT tasks. The main idea of PASCAL is to replace standard self-attention heads in the encoder with ones that can attend to the dependency parent of each token. Here we apply the idea in semantic parsing and evaluate its effectiveness.

In specific, the standard scaled dot-product attention mechanism in Transformer is defined as follows,

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d}}\right)V,
\]

(1)

where \(Q, K, V, d\) denote the query matrix, the key matrix, the value matrix, and the dimension of \(K\) respectively, as in [20]. We also denote \(\frac{QK^T}{\sqrt{d}}\) as \(\text{HeadScore}\).

In PASCAL, \(\text{HeadScore}\) is replaced by its element-wise product with the distance matrix \(D\), which is generated from each token’s dependency parent in the dependency tree by utilizing a Gaussian distribution\(^2\). In particular, the attention mechanism used in PASCAL is defined as,

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d}} \odot D\right)V,
\]

(2)

where \(\odot\) denotes the element-wise product operation.

We implement the improvement by applying PASCAL in the Transformer encoder of a baseline seq2seq semantic parser, which consists of a 2-layer Transformer encoder and a 3-layer Transformer decoder. The model structure of the

\(^2\) The detailed procedure for computing \(D\) is specified in [2]. We omit the procedure due to the space limitation.
improved encoder is illustrated in Figure 2(a), where the blue box on the right denotes the distance matrix $D$.

In this improvement, we first generate the dependency tree of an input sentence by a dependency parser. Then we capture the information of the dependency tree by its distance matrix $D$. We incorporate such dependency information in the Transformer encoder using the element-wise product of $D$ and $HeadScore$.

### 3.2 Syntax-Aware Word Representations (SAWRs)

Given a well-trained neural dependency parser, which parses an input sentence to a dependency tree, we can obtain dependency information from its intermediate hidden representations, i.e., syntax-aware word representations (SAWRs). In [27], such intermediate hidden representations are specified as the outputs of the BiLSTM layer in the BiAffine dependency parser [7].

In this paper, we first train a neural dependency parser based on the model proposed in [5], which is simpler and performs better. We also specify SAWRs as the outputs of the BiLSTM layer in this dependency parser. Then we concatenate such SAWRs with ordinary word embedding to enhance the Transformer encoder for the semantic parser. In particular, the input of the Transformer encoder is improved from $WE + PE$ to $(SAWRs \oplus WE) + PE$, where $\oplus$ denotes the concatenate operation, $WE$ and $PE$ denote the word embedding and the position encoding, respectively.

The model structure of the improved encoder is illustrated in Figure 2(b), where two yellow boxes on the left corner denote the pre-trained neural dependency parser. We will specify the training process for the dependency parser in Section 5.3.

In this improvement, we first train a neural dependency parser. Then we capture the information of the dependency tree by its intermediate hidden representations, i.e., SAWRs. We incorporate such dependency information in the Transformer encoder by concatenating SAWRs with $WE$.

### 3.3 Constituent Attention (CA)

[22] introduces Constituent Attention (CA) module, which adds an extra constraint to attention heads to follow tree structures, that can better capture the inherent dependency structure of input sentences. Here we apply the idea in semantic parsing and evaluate its effectiveness.

In specific, the attention mechanism in Transformer is improved to

$$Attention(Q, K, V) = \left(C \odot \text{softmax}\left(\frac{QK^\top}{\sqrt{d}}\right)\right)V,$$

where $\odot$ denotes the element-wise product operation, $Q, K, V, d$ denote the same as above, and $C$ denotes the constituent prior generated from CA module.
In particular, $C$ is a symmetric matrix that describes the probabilities of whether two words belonging to the same constituent.

The model structure of the improved encoder is illustrated in Figure 2(c), where the blue round frame and the blue box on the right denote CA module. We will specify the training process for the improved model in Section 5.

In this improvement, we add CA module to the Transformer encoder, which introduces the constituent prior $C$ to attention heads. Such constraint encourages the attention heads to follow tree structures, which helps the encoder to capture the inherent dependency information of input sentences.

4 Combining Improvements

In this section, we consider all possible combinations of the three improvements and integrate the combinations into a single model. We also try to further improve the performance by using the ensemble learning method, i.e., TEL.

A combination $A + B$ denotes the seq2seq model that applies both improvements $A$ and $B$ in its encoder. In specific, both combinations PASCAL + SAWRs and SAWRs + CA can be directly implemented, as SAWRs does not affect the implementation of either PASCAL or CA. For combinations PASCAL + CA and PASCAL + SAWRs + CA, we need to improve the attention mechanism in Transformer to

$$\text{Attention}(Q, K, V) = \left( C \odot \text{softmax} \left( \frac{QK^\top}{\sqrt{d}} \odot D \right) \right) V.$$  \hspace{1cm} (4)

Model structures of the improved encoders for all combinations are illustrated in Figure 3.

In this paper, we use Transductive Ensemble Learning (TEL) \cite{23} to aggregate multiple individual models for better performance. Note that, TEL is applied under the transductive setting, i.e., the model can observe the input sentences in the test set. TEL is first introduced for NMT tasks. Here we implement the idea in semantic parsing and evaluate its effectiveness.

In specific, following TEL, we first use all individual models to predict the input sentences from the validation and test sets, and construct a synthetic corpus by using these predicted results as corresponding labels. Then we select the model with the best performance on the validation set\(^4\) and fine-tune this model on the generated synthetic corpus. At last, we use the fine-tuned model in the inference phase. Notice that, TEL is efficient and easy to be implemented, as only one model is selected for inference.

In the following, we use $A + \text{TEL}$ to denote the model that applies TEL for ensemble learning based on $A$.

\(^3\) The detailed procedures for constructing CA module and computing $C$ are specified in \cite{22}. We omit the procedures due to the space limitation.

\(^4\) The datasets of GEO and JOBS are small and do not contain validation sets. Then parameters and the selected model are cross-validated on their training sets.
5 Experiments

5.1 Datasets

We evaluate the three improvements, their combinations, and TEL on three famous datasets for semantic parsing, i.e., ATIS, a set of 5,410 queries to a flight booking system, GEO, a set of 880 queries to a database of U.S. geography, and JOBS, a set of 640 queries to a database of job listings.

We follow the standard train-dev-test split of these datasets and use the preprocessed version as specified in [5]. We also adopt Stanford CoreNLP package [14] to do the tokenization. Then the target formal representations of these datasets are all λ-calculus expressions here.

5.2 Evaluation Metrics

We use Exact Match [17] and Tree Exact Match (Tree Match) [19] to evaluate the performance of different models. In particular, Exact Match computes the percentage of sentences whose predicted results are exactly the same as their labeled target logic forms, i.e., λ-calculus expressions. However, in some cases, the order of formulas can be equivalently changed in λ-calculus expressions. For
instance, the order of two formulas in conjunction can be equivalently reversed. Then Tree Match is introduced to avoid these spurious errors by considering the tree structures of resulting logic forms. Note that, there is little previous work using Tree Match for JOBS. Then we only use Exact Match for JOBS.

5.3 Implementation Details

The baseline model for the semantic parser considered here is a seq2seq model consisting of a 2-layer Transformer encoder and a 3-layer Transformer decoder. We trained this model with the hyperparameters listed in Table 1, whose parameters were chosen based on the performance of the model on the validation set for ATIS and cross-validated on the training sets for GEO and JOBS.

### Table 1. Hyperparameters for the baseline model.

| Hyperparameter                  | Value  |
|---------------------------------|--------|
| word embedding dimension        | 512    |
| position encoding dimension     | 512    |
| Transformer head number         | 8      |
| Transformer attention dimension | 512    |
| Transformer feed forward dimension | 2048   |
| Transformer activation          | ReLU   |
| dropout rate                    | 0.1    |
| batch size                      | 16     |
| learning rate                   | 1e-4   |

![Fig. 4. Comparison of models on different datasets.](image)

Notice that, the three improvements and their combinations do not affect these hyperparameters for the baseline model. Then all the models considered in our experiments were trained based on such hyperparameters for their baseline part.

Networks in our experiments are implemented in PyTorch and trained with the AdamW optimizer with its default parameters. We trained every model for 45 (resp. 250) epochs for ATIS (resp. GEO and JOBS) on two GPUs, i.e., Nvidia
Table 2. Experimental results.

| Model            | ATIS  | GEO  | JOBS |
|------------------|-------|------|------|
|                  | Exact | Tree | Exact | Tree | Match | Match | Match | Match |
| Evaluation Metric| Match | Match | Match | Match | Match | Match | Match | Match |
|                  |       |      |       |      |       |       |       |       |
| Pre-neural methods|       |      |       |      |       |       |       |       |
| ZC07 [26]        | 84.6  | -    | 86.1  | -    | 79.3  |
| FUBL [12]        | 82.8  | -    | 88.6  | -    | -     |
| DCS [13]         | -     | -    | 87.9  | -    | 90.7  |
| KCAZ13 [11]      | -     | -    | 89.0  | -    | -     |
| WKZ14 [21]       | 91.3  | -    | 90.4  | -    | -     |
| TISP [29]        | 84.2  | -    | 88.9  | -    | 85.0  |
| Neural methods   |       |      |       |      |       |       |       |       |
| Seq2Seq [5]      | -     | 84.2 | -     | 84.6 | 87.1  |
| Seq2Tree [5]     | -     | 84.6 | -     | 87.1 | 90.0  |
| JL16 [10]        | 83.3  | -    | 89.3* | -    | -     |
| TranX [25]       | -     | 86.2 | -     | 88.2 | -     |
| Coarse2fine [6]  | -     | 87.7 | -     | 88.2 | -     |
| Seq2Act [3]      | 85.5  | -    | 88.2* | -    | -     |
| Graph2Seq [24]   | 85.5  | -    | 88.9  | -    | 91.2  |
| AdaNSP [28]      | -     | 88.6 | -     | 88.9 | -     |
| GNN [17]         | 87.1  | -    | 89.3  | -    | -     |
| TreeGen [19]     | -     | 89.1 | -     | 89.6 | -     |
| Our methods without TEL|       |      |       |      |       |       |       |       |
| Baseline         | 85.0  | 86.2 | 83.2  | 87.5 | 87.9  |
| PASCAL           | 87.5  | 88.6 | 85.0  | 88.2 | 90.7  |
| SAWRs            | 86.6  | 87.7 | 85.0  | 87.9 | 90.7  |
| CA               | 87.1  | 88.6 | 85.4  | 88.9 | 91.4  |
| PASCAL + SAWRs   | 86.8  | 87.5 | 84.3  | 88.2 | 89.3  |
| PASCAL + CA      | 88.4  | 89.1 | 85.4  | 88.9 | 92.1  |
| SAWRs + CA       | 88.0  | 89.5 | 84.3  | 87.9 | 90.7  |
| PASCAL + SAWRs + CA | 87.7  | 89.3 | 84.3  | 87.9 | 91.4  |
| Our methods with TEL|       |      |       |      |       |       |       |       |
| Baseline + TEL   | 87.3  | 88.4 | 84.6  | 88.2 | 88.6  |
| PASCAL + TEL     | 88.6  | 89.5 | 86.8  | 90.4 | 92.1  |
| SAWRs + TEL      | 88.4  | 89.1 | 86.8  | 90.7 | 92.1  |
| CA + TEL         | 89.1  | 90.0 | 87.1  | 90.4 | 92.9  |
| PASCAL + SAWRs + TEL | 87.5  | 88.4 | 85.7  | 89.3 | 91.4  |
| PASCAL + CA + TEL| 89.2  | 90.2 | 87.1  | 90.4 | 92.9  |
| SAWRs + CA + TEL | 89.1  | 90.2 | 85.7  | 88.9 | 92.9  |
| PASCAL + SAWRs + CA + TEL | 89.1 | 90.0 | 85.7 | 89.6 | 92.1  |

* Denotation Match [10] is used.
Table 3. Numbers of parameters and time costs per training epoch for our models.

| Model                  | Number of Parameters (M) | Time (s) | ATIS | GEO | JOBS |
|------------------------|--------------------------|----------|------|-----|------|
| Baseline               | 20.27                    | 5.78     | 0.78 | 0.63|
| PASCAL                 | 20.27                    | 7.77     | 0.99 | 0.83|
| SAWRs                  | 22.14                    | 7.94     | 1.05 | 0.88|
| CA                     | 20.42                    | 7.89     | 1.07 | 0.87|
| PASCAL + SAWRs         | 22.14                    | 9.69     | 1.19 | 1.03|
| PASCAL + CA            | 20.42                    | 9.06     | 1.10 | 0.96|
| SAWRs + CA             | 22.29                    | 9.49     | 1.26 | 1.06|
| PASCAL + SAWRs + CA    | 22.29                    | 11.75    | 1.45 | 1.25|

Fig. 5. Heat maps of corresponding self-attention heads for each model and the distance matrix $D$.

GeForce 2080Ti and Nvidia RTX 3090, which takes around 2 (resp. 3) hours for ATIS (resp. GEO and JOBS).

In SAWRs, a neural dependency parser needs to be pre-trained to obtain its intermediate hidden representations. In this paper, we implement such a dependency parser based on the model in [8]. We first adopt Stanford CoreNLP package [14] to obtain the dependency trees and the corresponding part-of-speech tagging sequences. Then we use these dependency trees as labels for these sequences and train the dependency parser based on this synthetic dataset. It eliminates the need of manual work for labeling dependency data of ATIS, GEO or JOBS.

We use AdamW as the optimizer and set the learning rate as 1e-4 for the training. We applied the ensemble learning method TEL to further improve the performance of models. We also tried the conventional ensemble method [9]. However, it did not perform well in our experiments.

5.4 Results

Table 2 summarizes the performance of our models in datasets, where ‘Baseline’ denotes the baseline model without any improvements, and ‘PASCAL’ (reps. ‘SAWRs’ and ‘CA’) denotes the model that applies the improvement PASCAL (resp. SAWRs and CA) on the baseline model. We also illustrate the results in Figure 4.

The experimental results show that all three improvements can improve the performance of the baseline model. Although the baseline model is very simple,
the models ‘PASCAL’, ‘SAWRs’, and ‘CA’ still achieve good performance among other neural methods. Moreover, the performance can be further improved by applying TEL. These results show that the improvements PASCAL, SAWRs, and CA are effective in exploiting dependency information for semantic parsing, and TEL can further improve the performance of a semantic parser.

For the combinations of the three improvements, we find out that PASCAL + CA and SAWRs + CA achieve better performance than PASCAL + SAWRs. PASCAL + SAWRs performs better than ‘Baseline’. However, it even performs worse than the model ‘PASCAL’ or ‘SAWRs’ in some cases. It seems that both PASCAL and SAWRs obtain similar information from the dependency tree. Then the combination of both does not provide additional benefits. On the other hand, PASCAL + CA, SAWRs + CA, PASCAL + SAWRs + CA achieve good performance among all neural methods. This implies that the dependency information obtained from CA is complementary to the one from PASCAL or SAWRs. PASCAL + CA is much simpler than SAWRs + CA and PASCAL + SAWRs + CA. Then we suggest applying the combination of PASCAL and CA on the Transformer based seq2seq semantic parser. The performance of these combinations can also be further improved by applying TEL. These results show that CA is complementary to PASCAL and SAWRs, PASCAL + CA provides state-of-the-art performance among neural methods, and TEL can further improve the performance.

Notice that, our methods do not perform well for Exact Match on GEO. This is mainly due to the facts that the size of GEO is small and Exact Match causes spurious errors. We can observe that our methods perform well for Tree Match on GEO.

We also compare the training costs of the three improvements and their combinations. Table 3 summarizes numbers of parameters and time costs per training epoch on ATIS for our models. Note that, the size of ‘PASCAL’, ‘CA’, or PASCAL + CA is almost the same as ‘Baseline’. ‘SAWRs’ and the combinations with it introduce a few additional parameters for ‘Baseline’. The time cost per training epoch is slightly increased when an improvement is applied to ‘Baseline’ and a combination requires more time. Notice that, PASCAL + CA achieves state-of-the-art performance with the similar size of ‘Baseline’ and a slight increase in time cost.
5.5 Visual Analysis

In this section, we try to analyze what has been learned to help the baseline model by applying each improvement and what has been learned for CA and combinations with it.

We first visualize the heat map of the weights on $V$, i.e., the attention weights of tokens for the input sentence, which are obtained from the self-attention heads of the last layer in the encoder for each model. Figure 5 illustrates such heat maps for ‘Baseline’, ‘SAWRs’, ‘CA’, and ‘PASCAL’. Figure 5(e) also illustrates the heat map of the distance matrix $D$ obtained from the dependency tree of the sentence, as specified in Section 3.1. Notice that, the heat map for ‘PASCAL’ is similar to the one of $D$ due to Equation (2). We can also observe that, different from the heat map for ‘Baseline’, the ones for ‘SAWRs’ and ‘CA’ are more similar to the heat map for ‘PASCAL’. This implies that both SAWRs and CA tend to encourage the self-attention heads to follow the structure of the dependency tree.

On the other hand, we also visualize the heat map of the constituent prior $C$ used in CA. Figure 6 illustrates heat maps of corresponding constituent priors for ‘CA’, SAWRs + CA, and PASCAL + CA. Notice that, $C$ is a symmetrical matrix. Then we can generate a symmetrical matrix $D'$ from the distance matrix $D$ of the sentence by $D' = \frac{D + D^\top}{2}$. Figure 6(d) also illustrates the heat map of $D'$. We can observe that, the heat maps for PASCAL + CA and SAWRs + CA are more and more similar to the one of $D'$. This implies that the combinations PASCAL + CA and SAWRs + CA help the constituent prior $C$ to capture information from the dependency tree of the sentence, and PASCAL + CA captures more information. This observation partially explains the reason why PASCAL + CA performs better.

6 Conclusion

In this paper, we implement three improvements, i.e., PASCAL, SAWRs, and CA, to incorporate the dependency information of input sentences in a Transformer encoder for a seq2seq semantic parser. We show that all three improvements are effective in exploiting such dependency information for semantic parsing with a slight increase in training cost. We also examine the combinations of these improvements. We observe that both PASCAL and SAWRs obtain similar information from the dependency tree, and the combination of both does not provide additional benefits. We find out that CA is complementary to PASCAL and SAWRs, and PASCAL + CA provides state-of-the-art performance among neural approaches on ATIS, GEO, and JOBS datasets. Moreover, PASCAL + CA can be implemented easily with a slight increase in training costs. We provide visual analysis that tries to explain why PASCAL + CA performs better among other improvements and combinations. We also implement TEL for the models and show that TEL is effective for these improvements on semantic parsing.
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