Reset-Free Reinforcement Learning via Multi-Task Learning: Learning Dexterous Manipulation Behaviors without Human Intervention
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Abstract—Reinforcement Learning (RL) algorithms can in principle acquire complex robotic skills by learning from large amounts of data in the real world, collected via trial and error. However, most RL algorithms use a carefully engineered setup in order to collect data, requiring human supervision and intervention to provide episodic resets. This is particularly evident in challenging robotics problems, such as dexterous manipulation. To make data collection scalable, such applications require reset-free algorithms that are able to learn autonomously, without explicit instrumentation or human intervention. Most prior work in this area handles single-task learning. However, we might also want robots that can perform large repertoires of skills. At first, this would appear to only make the problem harder. However, the key observation we make in this work is that an appropriately chosen multi-task RL setting actually alleviates the reset-free learning challenge, with minimal additional machinery required. In effect, solving a multi-task problem can directly solve the reset-free problem since different combinations of tasks can serve to perform resets for other tasks. By learning multiple tasks together and appropriately sequencing them, we can effectively learn all of the tasks together reset-free. This type of multi-task learning can effectively scale reset-free learning schemes to much more complex problems, as we demonstrate in our experiments. We propose a simple scheme for multi-task learning that tackles the reset-free learning problem, and show its effectiveness at learning to solve complex dexterous manipulation tasks in both hardware and simulation without any explicit resets. This work shows the ability to learn dexterous manipulation behaviors in the real world with RL without any human intervention.

I. INTRODUCTION

Reinforcement learning algorithms have shown promise in enabling robotic tasks in simulation [1], [2], and even some tasks in the real world [3], [4]. RL algorithms in principle can learn generalizable behaviors with minimal manual engineering, simply by collecting their own data via trial and error. This approach works particularly well in simulation, where data is cheap and abundant. Success in the real world has been restricted to settings where significant environment instrumentation and engineering is available to enable autonomous reward calculation and episodic resets [5], [6], [7], [8]. To fully realize the promise of robotic RL in the real world, we need to be able to learn even in the absence of environment instrumentation.

In this work, we focus specifically on reset-free learning for dexterous manipulation, which presents an especially clear lens on the reset-free learning problem. For instance, a dexterous hand performing in-hand manipulation, as shown in Figure 1 (right), must delicately balance the forces on the object to keep it in position. Early on in training, the policy will frequently drop the object, necessitating a particularly complex reset procedure. Prior work has addressed this manually by having a human involved in the training process [9], [10], [11], instrumenting a reset in the environment [12], [13], or even by programming a separate robot to place the object back in the hand [7]. Though some prior techniques have sought to learn some form of a “reset” controller [14], [15], [16], [8], [17], [18], none of these are able to successfully scale to solve a complex dexterous manipulation problem without hand-designed reset systems due to the challenge of learning robust reset behaviors.

However, general-purpose robots deployed in real-world settings will likely be tasked with performing many different behaviors. While multi-task learning algorithms in these settings have typically been studied in the context of improving sample efficiency and generalization [19], [20], [21], [22], [23], [24], in this work we make the observation that multi-
task algorithms naturally lend themselves to the reset-free learning problem. We hypothesize that the reset-free RL problem can be addressed by reformulating it as a multi-task problem, and appropriately sequencing the tasks commanded and learned during online reinforcement learning. As outlined in Figure 6, solving a collection of tasks simultaneously presents the possibility of using some tasks as a reset for others, thereby removing the need of explicit per task resets. For instance, if we consider the problem of learning a variety of dexterous hand manipulation behaviors, such as in-hand reorientation, then learning and executing behaviors such as recenter and pickup can naturally reset the other tasks in the event of failure (as we describe in Section IV and Figure 6). We show that by learning multiple different tasks simultaneously and appropriately sequencing behavior across different tasks, we can learn all of the tasks without episodic resets required at all. This allows us to effectively learn a “network” of reset behaviors, each of which is easier than learning a complete reset controller, but together can execute and learn more complex behavior.

The main contribution of this work is to propose a learning system that can learn dexterous manipulation behaviors without the need for episodic resets. We do so by leveraging the paradigm of multi-task reinforcement learning to make the reset free problem less challenging. The system accepts a diverse set of tasks that are to be learned, and then trains reset-free, leveraging progress in some tasks to provide resets for other tasks. To validate this algorithm for reset-free robotic learning, we perform both simulated and hardware experiments on a dexterous manipulation system with a four-fingered anthropomorphic robotic hand. To our knowledge, these results demonstrate the first instance of a combined hand-arm system learning dexterous in-hand manipulation with deep RL entirely in the real world with minimal human intervention during training, simultaneously acquiring both the in-hand manipulation skill and the skills needed to retry the task. We also show the ability of this system to learn other dexterous manipulation behaviors like pipe insertion via uninterrupted real world training, as well as several tasks in simulation.

III. PRELIMINARIES

We build on the framework of Markov decision processes for reinforcement learning. We refer the reader to [60] for a more detailed overview. RL algorithms consider the problem of learning a policy $\pi(a|s)$ such that the expected sum of rewards $R(s_t, a_t)$ obtained under such a policy is maximized when starting from an initial state distribution $\mu_0$ and dynamics $P(s_{t+1}|s_t, a_t)$. This objective is given by:

$$J(\pi) = \mathbb{E}_{\pi \sim \mu_0} \left[ \sum_{t=0}^{T} \gamma^t R(s_t, a_t) \right]$$  \hspace{1cm} (1)$$

While many algorithms exist to optimize this objective, in this work we build on the framework of actor-critic algorithms [61]. Although we build on actor critic framework, we emphasize that our framework can be effectively used with many standard reinforcement learning algorithms with minimal modifications.

As we note in the following section, we address the reset-free RL problem via multi-task RL. Multi-task RL attempts to learn multiple tasks simultaneously. Under this setting, each of $K$ tasks involves a separate reward function $R_k$, different initial state distribution $\mu_0^k$ and potentially different optimal policy $\pi^k$. Given a distribution over the tasks $p(i)$, the multi-task problem can then be described as

$$J(\pi_0, \ldots, \pi_{K-1}) = \mathbb{E}_{i \sim p(i)} \mathbb{E}_{\pi_i \sim \pi_i(\cdot|\cdot)} \mathbb{E}_{a_i \sim \pi_i(s_i|a_i)} \mathbb{E}_{s_{t+1} \sim P(s_{t+1}|s_t, a_t)} \left[ \sum_{t} \gamma^t R_k(s_t, a_t) \right]$$  \hspace{1cm} (2)$$
In the following section, we will discuss how viewing reset-free learning through the lens of multi-task learning can naturally address the challenges in reset-free RL.

IV. LEARNING DEXTEROUS MANIPULATION BEHAVIORS RESET-FREE VIA MULTI-TASK RL

One of the main advantages of dexterous robots is their ability to perform a wide range of different tasks. Indeed, we might imagine that a real-world dexterous robotic system deployed in a realistic environment, such as a home or office, would likely need to perform a repertoire of different behaviors, rather than just a single skill. While this may at first seem like it would only make the problem of learning without resets more difficult, the key observation we make in this work is that the multi-task setting can actually facilitate reset-free learning without manually provided instrumentation. When a large number of diverse tasks are being learned simultaneously, some tasks can naturally serve as resets for other tasks during learning. Learning each of the tasks individually without resets is made easier by appropriately learning and sequencing together other tasks in the right order. By doing so, we can replace the simple forward, reset behavior dichotomy with a more natural “network” of multiple tasks that can perform complex reset behaviors between each other.

Let us ground this intuition in a concrete example. Given a dexterous table-top manipulation task, shown in Fig 6 and Fig 2, our reset-free RL procedure might look like this: let us say the robot starts with the object in the palm and is trying to learn how to manipulate it in-hand so that it is oriented in a particular direction (in-hand reorient). While doing so, it may end up dropping the object. When learning with resets, a person would need to pick up the object and place it back in the hand to continue training. However, since we would like the robot to learn without such manual interventions, the robot itself needs to retrieve the object and resume practicing. To do so, the robot must first re-center and the object so that it is suitable for grasping, and then actually lift and the flip up so it’s in the palm to resume practicing. In case any of the intermediate tasks (say lifting the object) fails, the recenter task can be deployed to attempt picking up again, practicing these tasks themselves in the process. Appropriately sequencing the execution and learning of different tasks, allows for the autonomous practicing of in-hand manipulation behavior, without requiring any human or instrumented resets.

A. Algorithm Description

In this work, we directly leverage this insight to build a dexterous robotic system that learns in the absence of resets. We assume that we are provided with $K$ different tasks that need to be learned together. These tasks each represent some distinct capability of the agent. As described above, in the dexterous manipulation domain the tasks might involve re-centering, picking up the object, and reorienting an object in-hand. Each of these $K$ different tasks is provided with its own reward function $R_i(s_t, a_t)$, and at test-time is evaluated against its distinct initial state distribution $\mu_0^i$.

Our proposed learning system, which we call Multi-Task learning for Reset-Free RL (MTRF), attempts to jointly learn $K$ different policies $\pi_i$, one for each of the defined tasks, by leveraging off-policy RL and continuous data collection in the environment. The robot collects a continuous stream of data without any subsequent resets in the environment by sequencing the $K$ policies according to a meta-controller (referred to as a “task-graph”) $G(s) : S \rightarrow \{0, 1, \ldots, K-1\}$. Given the current state of the environment and the learning process, the task-graph makes a decision once every $T$ time steps on which of the tasks should be executed and trained for the next $T$ time steps. This task-graph decides what order the tasks should be learned and which of the policies should be used for data collection. The learning proceeds by iteratively collecting data with a policy $\pi_i$ chosen by the task-graph for $T$ time steps, after which the collected data is saved to a task-specific replay buffer $B_i$ and the task-graph is queried again for which task to execute next, and the whole process repeats.

We assume that, for each task, successful outcomes for tasks that lead into that task according to the task graph (i.e., all incoming edges) will result in valid initial states for that task. This assumption is reasonable: intuitively, it states that an edge from task A to task B implies that successful outcomes of task A are valid initial states for task B. This means that, if task B is triggered after task A, it will learn to succeed from these valid initial states under $\mu_0^B$. While this does not always guarantee that the downstream controller for task B will see all of the initial states from $\mu_0^B$, since the upstream controller is not explicitly optimizing for coverage, in practice we find that this still performs very well. However, we expect that it will also be straightforward to introduce coverage into this method by utilizing state marginal matching methods [62]. We leave this for future work.

The individual policies can continue to be trained by leveraging the data collected in their individual replay buffers $B_i$ via off-policy RL. As individual tasks become more and more successful, they can start to serve as effective resets for other tasks, forming a natural curriculum. The proposed framework is general and capable of learning a diverse collection of tasks reset-free when provided with a task graph that leverages the diversity of tasks. This leaves open the question of how to actually define the task-graph $G$ to effectively sequence tasks. In this work, we assume that a task-graph defining the various tasks and the associated transitions is provided to the agent by the algorithm designer. In practice, providing such a graph is simple for a human user, although it could in principle be learned from experiential data. We leave this extension for future work. Interestingly, many other reset-free learning methods [14], [53], [54] can be seen as special cases of the framework we have described above. In our experiments we incorporate one of the tasks as a “perturbation” task. While prior work considered doing this with a single forward controller [8], we show that this type of perturbation can generally be applied by simply viewing
it as another task. We incorporate this perturbation task in our instantiation of the algorithm, but we do not show it in the task graph figures for simplicity.

B. Practical Instantiation

To instantiate the algorithmic idea described above as a deep reinforcement learning framework that is capable of solving dexterous manipulation tasks without resets, we can build on the framework of actor-critic algorithms. We learn separate policies $\pi_i$ for each of the $K$ provided tasks, with separate critics $Q_i$ and replay buffers $B_i$ for each of the tasks. Each of the policies $\pi_i$ is a deep neural network Gaussian policy with parameters $\theta_i$, which is trained using a standard actor-critic algorithm, such as soft actor-critic [63], using data sampled from its own replay buffer $B_i$. The task graph $G$ is represented as a user-provided state machine, as shown in Fig 6, and is queried every $T$ steps to determine which task policy $\pi_i$ to execute and update next. Training proceeds by starting execution from a particular state $s_0$ in the environment, querying the task-graph $G$ to determine which policy $i = G(s_0)$ to execute, and then collecting $T$ time-steps of data using the policy $\pi_i$, transitioning the environment to a new state $s_T$ (Fig 6). The task-graph is then queried again and the process is repeated until all the tasks are learned.

Algorithm 1 MTRF

1: Given: $K$ tasks with rewards $R_i(s_t, a_t)$, along with a task graph mapping states to a task index $G(s) : S \rightarrow \{0, 1, \ldots, K - 1\}$
2: Let $i$ represent the task index associated with the forward task that is being learned.
3: Initialize $\pi_i$, $Q_i$, $B_i \forall i \in \{0, 1, \ldots, K - 1\}$
4: Initialize the environment in task $i$ with initial state $s_i \sim \mu_i(s_i)$
5: for iteration $n = 1, 2, \ldots$ do
6: Obtain current task $i$ to execute by querying task graph at the current environment state $i = G(s_{\text{curr}})$
7: for iteration $j = 1, 2, \ldots, T$ do
8: Execute $\pi_i$ in environment, receiving task-specific rewards $R_i$ storing data in the buffer $B_i$
9: Train the current task’s policy and value functions $\pi_i$, $Q_i$ by sampling a batch from the replay buffer containing this task’s experience $B_i$, according to SAC [63].
10: end for
11: end for

V. TASK AND SYSTEM SETUP

To study MTRF in the context of challenging robotic tasks, such as dexterous manipulation, we designed an anthropomorphic manipulation platform in both simulation and hardware. Our system (Fig 5) consists of a 22-DoF anthropomorphic hand-arm system. We use a self-designed and manufactured four-fingered, 16 DoF robot hand called the D’Hand, mounted on a 6 DoF Sawyer robotic arm to allow it to operate in an extended workspace in a table-top setting. We built this hardware to be particularly amenable to our problem setting due it’s robustness and ease of long term operation. The D’Hand can operate for upwards of 100 hours in contact rich tasks without any breakages, whereas previous hand based systems are much more fragile. Given the modular nature of the hand, even if a particular joint malfunctions, it is quick to repair and continue training. In our experimental evaluation, we use two different sets of dexterous manipulation tasks in simulation and two different sets of tasks in the real world. Details can be found in Appendix A and at https://sites.google.com/view/mtrf

A. Simulation Domains

Fig. 3: Tasks and transitions for lightbulb insertion in simulation. The goal is to recenter a lightbulb, lift it, flip it over, and then insert it into a lamp.

Lightbulb insertion tasks. The first family of tasks involves inserting a lightbulb into a lamp in simulation with the dexterous hand-arm system. The tasks consist of centering the object on the table, pickup, in-hand reorientation, and insertion into the lamp. The multi-task transition task graph is shown in Fig 3. These tasks all involve coordinated finger
and arm motion and require precise movement to insert the lightbulb. 

**Basketball tasks.** The second family of tasks involves dunking a basketball into a hoop. This consists of repositioning the ball, picking it up, positioning the hand over the basket, and dunking the ball. This task has a natural cyclic nature, and allows tasks to reset each other as shown in Fig 4, while requiring fine-grained behavior to manipulate the ball midair.

![Fig 4: Tasks and transitions for basketball domain in simulation. The goal here is to reposition a basketball object, pick it up and then dunk it in a hoop.](image)

**B. Hardware Tasks**

![Fig 5: Real-world hand-arm manipulation platform. The system comprises a 16 DoF hand mounted on a 6 DoF Sawyer arm. The goal of the task is to perform in-hand reorientation, as illustrated in Fig 6 or pipe insertion as shown in Fig 11.](image)

We also evaluate MTRF on the real-world hand-arm robotic system, training a set of tasks in the real world, without any simulation or special instrumentation. We considered 2 different task families - in hand manipulation of a 3 pronged valve object, as well as pipe insertion of a cylindrical pipe into a hose attachment mounted on the wall. We describe each of these setups in detail below:

**In-Hand Manipulation:** For the first task on hardware, we use a variant of the in-hand reorienting task, where the goal is to pick up an object and reorient it in the palm into a desired configuration, as shown in Fig 6. This task not only requires mastering the contacts required for a successful pickup, but also fine-grained finger movements to reorient the object in the palm, while at the same time balancing it so as to avoid dropping. The task graph corresponding to this domain is shown in Fig 6. A frequent challenge in this domain stems from dropping the object during the in-hand reorientation, which ordinarily would require some sort of reset mechanism (as seen in prior work [?] ). However, MTRF enables the robot to utilize such “failures” as an opportunity to practice the tabletop re-centering, pickup, and flip-up tasks, which serve to “reset” the object into a pose where the reorientation can be attempted again. The configuration of the 22-DoF hand-arm system mirrors that in simulation. The object is tracked using a motion capture system. Our policy directly controls each joint of the hand and the position of the end-effector. The system is set up to allow for extended uninterrupted operation, allowing for over 60 hours of training without any human intervention. We show how our proposed technique allows the robot to learn this task in the following section.

![Fig 6: Tasks and transitions for the in-hand manipulation domain on hardware. The goal here is to rotate a 3 pronged valve object to a particular orientation in the palm of the hand, picking it up if it falls down to continue practicing.](image)

**Pipe insertion:** For the second task on hardware, we set up a pipe insertion task, where the goal is to pick up a cylindrical pipe object and insert it into a hose attachment on the wall, as shown in Fig 7. This task not only requires mastering the contacts required for a successful pickup, but also accurate and fine-grained arm motion to insert the pipe into the attachment in the wall. The task graph corresponding to this domain is shown in Fig 7. In this domain, the agent learns to pickup the object and then insert it into the attachment in the wall. If the object is dropped, it is then re-centered and picked up again to allow for another attempt at insertion. As in the previous domain, our policy directly controls each joint of the hand and the position of the end-effector. The system is set up to allow for extended uninterrupted operation, allowing for over

1For the pickup task, the position of the arm’s end-effector is scripted and only D’Hand controls are learned to reduce training time.

2For the pickup task, the position of the arm’s end-effector is scripted and only D’Hand controls are learned to reduce training time. For the insertion task, the fingers are frozen since it is largely involving accurate motion of the arm.
which trains a forward controller to perform the task and a perturbation controller trained purely with novelty bonuses [64] (labeled as Perturbation Controller). For all the experiments we used the same RL algorithm, soft actor-critic [63], with default hyperparameters. To evaluate a task, we roll out its final policy starting from states randomly sampled from the distribution induced by all the tasks that can transition to the task under evaluation, and report performance in terms of their success in solving the task. Additional details, videos of all tasks and hyperparameters can be found at [https://sites.google.com/view/mtrf].

### VI. EXPERIMENTAL EVALUATION

We focus our experiment on the following questions:

1) Are existing off-policy RL algorithms effective when deployed under reset-free settings to solve dexterous manipulation problems?

2) Does simultaneously learning a collection of tasks under the proposed multi-task formulation with MTRF alleviate the need for resets when solving dexterous manipulation tasks?

3) Does learning multiple tasks simultaneously allow for reset-free learning of more complex tasks than previous reset free algorithms?

4) Does MTRF enable real-world reinforcement learning without resets or human interventions?

#### A. Baselines and Prior Methods

We compare MTRF (Section IV) to three prior baseline algorithms. Our first comparison is to a state-of-the-art off-policy RL algorithm, soft actor-critic [63] (labeled as SAC). The actor is executed continuously and reset-free in the environment, and the experienced data is stored in a replay pool. This algorithm is representative of efficient off-policy RL algorithms. We next compare to a version of a reset controller [14] (labeled as Reset Controller), which trains a forward controller to perform the task and a reset controller to reset the state back to the initial state. Lastly, we compare with the perturbation controller technique [8] introduced in prior work, which alternates between learning and executing a forward task-directed policy and a perturbation controller trained purely with novelty bonuses [64] (labeled as Perturbation Controller). For all the experiments we used the same RL algorithm, soft actor-critic [63], with default hyperparameters.

To understand how the tasks are being sequenced during the learning process, we show task transitions experienced during training for the basketball task in Fig 9. We observe that early in training the transitions are mostly between the recenter and perturbation tasks. As MTRF improves, the transitions add in pickup and then basketball dunking, cycling between re-centering, pickup and basketball placement in the hoop.

#### B. Reset-Free Learning Comparisons in Simulation

We present results for reset-free learning, using our algorithm and prior methods, in Fig 8, corresponding to each of the tasks in simulation in Section V. We see that MTRF is able to successfully learn all of the tasks jointly, as evidenced by Fig 8. We measure evaluation performance after training by loading saved policies and running the policy corresponding to the “forward” task for each of the task families (i.e. lightbulb insertion and basketball dunking). This indicates that we can solve all the tasks, and as a result can learn reset free more effectively than prior algorithms.

In comparison, we see that the prior algorithms for off-policy RL – the reset controller [14] and perturbation controller [8] – are not able to learn the more complex of the tasks as effectively as our method. While these methods are able to make some amount of progress on tasks that are constructed to be very easy such as the pincer task family shown in Appendix B, we see that they struggle to scale well to the more challenging tasks (Fig 8). Only MTRF is able to learn these tasks, while the other methods never actually reach the later tasks in the task graph.

To understand how the tasks are being sequenced during the learning process, we show task transitions experienced during training for the basketball task in Fig 9. We observe that early in training the transitions are mostly between the recenter and perturbation tasks. As MTRF improves, the transitions add in pickup and then basketball dunking, cycling between re-centering, pickup and basketball placement in the hoop.

#### C. Learning Real-World Dexterous Manipulation Skills

Next, we evaluate the performance of MTRF on the real-world robotic system described in Section V, studying the dexterous manipulation tasks described in Section V-B.

##### a) In-Hand Manipulation

Let us start by considering the in-hand manipulation tasks shown in Fig 6. This task is challenging because it requires delicate handling of finger-object contacts during training, the object is easy to drop during the flip-up and in-hand manipulation, and the reorientation requires a coordinated finger gait to rotate the object. In fact, most prior work that aims to learn similar in-hand manipulation behaviors either utilizes simulation or employs a hand-designed reset procedure, potentially involving human interventions [7], [12], [10]. To the best of our knowledge, our work is the first to show a real-world robotic system learning such a task entirely in the real world and without any manually provided or hand-designed reset mechanism. We visualize a sequential execution of the tasks (after training) in Fig 10, and encourage the reader to watch a video of this task, as well as the training process, on the project website:
Fig. 8: Comparison of MTRF with baseline methods in simulation when run without resets. In comparison to the prior reset-free RL methods, MTRF is able to learn the tasks more quickly and with higher average success rates, even in cases where none of the prior methods can master the full task set. MTRF is able to solve all of the tasks without requiring any explicit resets.

Fig. 9: Visualization of task frequency in the basketball task Family. While initially recentering and pickup are common, as these get better they are able to provide resets for other tasks.

For a quantitative evaluation, we plot the success rate of sub-tasks including re-centering, lifting, flipping over, and in-hand reorientation. For lifting and flipping over, success is defined as lifting the object to a particular height above the table, and for reorient success is defined by the difference between the current object orientation and the target orientation of the object. As shown in Fig 12, MTRF is able to autonomously learn all tasks in the task graph in 60 hours, and achieves an 70% success rate for the in-hand reorient task. This experiment illustrates how MTRF can enable a complex real-world robotic system to learn an in-hand manipulation behavior while at the same time autonomously retrying the task during a lengthy unattended training run, without any simulation, special instrumentation, or manual interventions. This experiment suggests that, when MTRF is provided with an appropriate set of tasks, learning of complex manipulation skills can be carried out entirely autonomously in the real world, even for highly complex robotic manipulators such as multi-fingered hands.

b) Pipe Insertion: We also considered the second task variant which involves manipulating a cylindrical pipe to insert it into a hose attachment on the wall as shown in Fig 7. This task is challenging because it requires accurate grasping and repositioning of the object during training in order to accurately insert it into the hose attachment, requiring coordination of both the arm and the hand. Training this task without resets requires a combination of repositioning, lifting, insertion and removal to continually keep training and improving. We visualize a sequential execution of the tasks (after training) in Fig 11, and encourage the reader to watch a video of this task, as well as the training process, on the project website: [https://sites.google.com/view/mtrf]. Over the course of training, the robot must first learn to recenter the object on the table, then learn to pick it up (which requires learning an appropriate grasp), then learn to actually move the arm accurately to insert the pipe to the attachment, and finally learn to remove it to continue training and practicing. Initially most of the training time is spent on re-centering, which provides resets for the pickup, which
When learning multiple tasks simultaneously, different tasks without human intervention or special instrumentation. As seen here, MTRF is able to successfully learn how to perform in-hand manipulation without any human intervention.

This algorithm allows a dexterous manipulation system to various behaviors encountered during the training - picking up the object, flipping it over in the hand and then in-hand manipulation to get it to a particular orientation. As seen here, MTRF is able to successfully learn how to do pipe insertion without any human intervention.

In this work, we introduced a technique for learning dexterous manipulation behaviors reset-free, without the need for any human intervention during training. This was done by leveraging the multi-task RL setting for reset-free learning. When learning multiple tasks simultaneously, different tasks serve to reset each other and assist in uninterrupted learning. This algorithm allows a dexterous manipulation system to learn manipulation behaviors uninterrupted, and also learn behavior that allows it to continue practicing. Our experiments show that this approach can enable a real-world hand-arm robotic system to learn an in-hand reorientation task, including pickup and repositioning, in about 60 hours of training, as well as a pipe insertion task in around 25 hours of training without human intervention or special instrumentation.
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APPENDIX A. REWARD FUNCTIONS AND ADDITIONAL TASK DETAILS

A. In-Hand Manipulation Tasks on Hardware

The rewards for this family of tasks are defined as follows. \(\theta^x\) represent the Sawyer end-effector’s wrist euler angle, \(x, y, z\) represent the object’s 3D position, and \(\hat{\theta}^z\) represents the object’s z euler angle. \(x_{\text{goal}}\) and others represent the task’s goal position or angle. The threshold for determining whether the object has been lifted is subjected to the real world arena size. We set it to 0.1m in our experiment.

\[
\begin{align*}
R_{\text{recenter}} &= -3\| [x] - [x_{\text{goal}}] \| - \| [y] - [y_{\text{goal}}] \| - \| [z] - [z_{\text{goal}}] \|
\end{align*}
\]

\[
\begin{align*}
R_{\text{lift}} &= -|z - z_{\text{goal}}|
\end{align*}
\]

\[
\begin{align*}
R_{\text{flipup}} &= -5|\theta^x - \theta^x_{\text{goal}}| - 50(\mathbb{1}\{z < \text{threshold}\}) + \10(\mathbb{1}\{\theta^x - \theta^x_{\text{goal}} < 0.15 \text{ AND } z > \text{threshold}\})
\end{align*}
\]

\[
\begin{align*}
R_{\text{reorient}} &= -|\hat{\theta}^z - \hat{\theta}^z_{\text{goal}}|
\end{align*}
\]

A rollout is considered a success (as reported in the figures) if it reaches a state where the valve is in-hand and flipped facing up:

\[
z > \text{threshold } \text{AND } |\theta^x - \theta^x_{\text{goal}}| < 0.15
\]

B. Pipe Insertion Tasks on Hardware

The rewards for this family of tasks are defined as follows. \(x, y, z\) represent the object’s 3D position, and \(q\) represent the joint positions of the D’Hand. \(x_{\text{goal}}\) and others represent the task’s goal position or angle. The threshold for determining whether the object has been lifted is subjected to the real world arena size. We set it to 0.1m in our experiment. To reduce collision in real world experiments, we have two tasks for insertion. One approaches the peg and the other attempts insertion.

\[
\begin{align*}
R_{\text{recenter}} &= -3\| [x] - [x_{\text{goal}}] \| - \| [y] - [y_{\text{goal}}] \| - \| [z] - [z_{\text{goal}}] \|
\end{align*}
\]

\[
\begin{align*}
R_{\text{lift}} &= -2|z - z_{\text{goal}}| - 2|q - q_{\text{goal}}|
\end{align*}
\]

\[
\begin{align*}
R_{\text{Insert1}} &= -d_1 + 10(\mathbb{1}\{d_1 < 0.1\})
\end{align*}
\]

\[
\begin{align*}
R_{\text{Insert2}} &= -d_2 + 10(\mathbb{1}\{d_2 < 0.1\})
\end{align*}
\]
where

\[ d_1 = \| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{goal1} \\ y_{goal1} \\ z_{goal1} \end{bmatrix} \| \]

\[ d_2 = \| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{goal2} \\ y_{goal2} \\ z_{goal2} \end{bmatrix} \| \]

\[ R_{\text{Remove}} = -\| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{\text{arena\_center}} \\ y_{\text{arena\_center}} \\ z_{\text{arena\_center}} \end{bmatrix} \| \]

A rollout is considered a success (as reported in the figures) if it reaches a state where the valve is in-hand and pipe is inserted:

\[ z > \text{threshold AND } d_2 < 0.05 \]

C. Lightbulb Insertion Tasks in Simulation

The rewards for this family of tasks include \( R_{\text{recenter}}, R_{\text{pickup}}, R_{\text{flipup}} \) defined in the previous section, as well as the following bulb insertion reward:

\[ R_{\text{bulb}} = -\| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{\text{goal}} \\ y_{\text{goal}} \\ z_{\text{goal}} \end{bmatrix} \| - 2(|z - z_{\text{goal}}|) + \]

\[ 2\left\{ \| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{\text{goal}} \\ y_{\text{goal}} \\ z_{\text{goal}} \end{bmatrix} \| < 0.1 \right\} \]

\[ + \]

\[ 10\left\{ \| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{\text{goal}} \\ y_{\text{goal}} \\ z_{\text{goal}} \end{bmatrix} \| < 0.1 \text{ AND } |z - z_{\text{goal}}| < 0.1 \right\} - \]

\[ 2\left\{ z < \text{threshold} \right\} \]

A rollout is considered a success (as reported in the figures) if it reaches a state where the bulb is positioned very close to the goal position in the lamp:

\[ \| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{\text{goal}} \\ y_{\text{goal}} \\ z_{\text{goal}} \end{bmatrix} \| < 0.1 \text{ AND } |z - z_{\text{goal}}| < 0.1 \]

D. Basketball Tasks in Simulation

The rewards for this family of tasks include \( R_{\text{recenter}}, R_{\text{pickup}} \) defined in the previous section, as well as the following basket dunking reward:

\[ R_{\text{basket}} = -\| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{\text{goal}} \\ y_{\text{goal}} \\ z_{\text{goal}} \end{bmatrix} \| + \]

\[ 20\left\{ \| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{\text{goal}} \\ y_{\text{goal}} \\ z_{\text{goal}} \end{bmatrix} \| < 0.2 \right\} \]

\[ + \]

\[ 50\left\{ \| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{\text{goal}} \\ y_{\text{goal}} \\ z_{\text{goal}} \end{bmatrix} \| < 0.1 \right\} - \]

\[ 2\left\{ z < \text{threshold} \right\} \]

A rollout is considered a success (as reported in the figures) if it reaches a state where the ball is positioned very close to the goal position above the basket:

\[ \| \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{\text{goal}} \\ y_{\text{goal}} \\ z_{\text{goal}} \end{bmatrix} \| < 0.1 \text{ AND } |z - z_{\text{goal}}| < 0.15 \]

Appendix B. Additional Domains

In addition to the test domains described in Section V-A, we also tested our method in simulation on simpler tasks such as a 2D “pincer” and a simplified lifting task on the Sawyer and “D’Hand” setup. The pincer task is described in Figure 13. Figure 13 shows the performance of our method as well as baseline comparisons.

Fig. 13: Pincer domain - object grasping, filling the drawer with the object, pulling open the drawer. These tasks naturally form a cycle - once an object is picked up, it can be filled in the drawer, following which the drawer can be pulled open and grasping and filling can be practiced again.

Appendix C. Hyperparameter Details

| Parameter               | Value                              |
|-------------------------|------------------------------------|
| SAC Learning Rate       | \(3 \times 10^{-4}\)                |
| SAC Discount Factor \(\gamma\) | 0.99                               |
| SAC Policy Type         | Gaussian                           |
| SAC Policy Hidden Sizes | (512, 512)                         |
| SAC RL Batch Size       | 1024                               |
| SAC Reward Scaling      | 1                                  |
| SAC Replay Buffer Size  | 500,000                            |
| SAC Q Hidden Sizes      | (512, 512)                         |
| SAC Q Hidden Activation | RelU                               |
| SAC Q Weight Decay      | 0                                  |
| SAC Q Learning Rate     | \(3 \times 10^{-4}\)                |
| SAC Target Network \(\tau\) | \(5 \times 10^{-3}\)              |

Table 1: Hyperparameters used across all domains.
Algorithm 2 In-Hand Manipulation Task Graph (Hardware)

Require: Euclidean coordinates of object \( q \), Sawyer wrist angle \( \theta \), previous task \( \phi \)
1: \( is\_lifted = q_z > 0.15 \)
2: \( is\_upright = |\theta - \theta_{upright}| < 0.1 \)
3: \( not\_centered = |q - q_{center}| > 0.1 \)
4: if \( is\_upright \) and \( is\_lifted \) then
5: \( return \) Inhand
6: else if \( is\_lifted \) then
7: \( return \) Flipup
8: else if \( not\_centered \) and \( \phi = Recenter \) then
9: \( return \) Perturb
10: else if \( not\_centered \) then
11: \( return \) Recenter
12: else
13: \( return \) Lift
14: end if

Algorithm 3 Pipe Insertion Task Graph (Hardware)

Require: Euclidean coordinates of object \( q \), a waypoint close to peg \( q_{waypoint} \), previous task \( \phi \)
1: \( is\_lifted = q_z > 0.15 \)
2: \( is\_inserted = |q - q_{inserted}| < 0.05 \)
3: \( close\_to\_waypoint = |q - q_{waypoint}| < 0.05 \)
4: \( not\_centered = |q - q_{center}| > 0.1 \)
5: if \( is\_inserted \) then
6: \( return \) Remove
7: else if \( close\_to\_waypoint \) then
8: \( return \) Insert2
9: else if \( is\_lifted \) then
10: \( return \) Insert1
11: else if \( not\_centered \) and \( \phi = Recenter \) then
12: \( return \) Perturb
13: else if \( not\_centered \) then
14: \( return \) Recenter
15: else
16: \( return \) Lift
17: end if

Algorithm 4 Lightbulb Insertion Task Graph (Simulation)

Require: Object position \( \begin{bmatrix} x \\ y \\ z \end{bmatrix} \), Sawyer wrist angle (its Euler angle) \( \theta^w \), previous task \( \phi \)
1: Let \( \begin{bmatrix} x_{center} \\ y_{center} \end{bmatrix} \) be the center coordinates of the arena (relative to the Sawyer base).
2: Let \( z_{threshold} \) be the height (in meters) above the arena that we consider the object to be “picked up.”
3: \( is\_centered = || \begin{bmatrix} x \\ y \\ z \end{bmatrix} - \begin{bmatrix} x_{center} \\ y_{center} \end{bmatrix} || < 0.1 \)
4: \( is\_lifted = z > z_{threshold} \)
5: \( is\_facing\_up = |\theta^w - \theta_{upright}| < 0.1 \)
6: if NOT \( is\_centered \) and NOT \( is\_lifted \) then
7: \( if \phi = Recenter then \)
8: \( return \) Perturb
9: \( else \)
10: \( return \) Recenter
11: \( end if \)
12: else if \( is\_centered \) and NOT \( is\_lifted \) then
13: \( return \) Lift
14: else if \( is\_lifted \) and NOT \( is\_facing\_up \) then
15: \( return \) Flip Up
16: else if \( is\_lifted \) and \( is\_facing\_up \) then
17: \( return \) Lightbulb Insertion
18: \( end if \)

Algorithm 5 Basketball Task Graph (Simulation)

Require: Object position \( \begin{bmatrix} x \\ y \end{bmatrix} \), previous task \( \phi \)
1: Let \( \begin{bmatrix} x_{center} \\ y_{center} \end{bmatrix} \) be the coordinates of the arena where we want to pick up the ball, such that it is out of the way of the hoop (relative to the Sawyer base).
2: Let \( \theta^w_{upright} \) be the wrist angle (in radians) that we want the hand to be facing. (\( \theta^w_{upright} = \pi \) in our instantiation).
3: Let \( z_{threshold} \) be the height (in meters) above the arena that we consider the object to be “picked up.”
4: \( is\_centered = || \begin{bmatrix} x \\ y \end{bmatrix} - \begin{bmatrix} x_{center} \\ y_{center} \end{bmatrix} || < 0.1 \)
5: \( is\_lifted = z > z_{threshold} \)
6: if NOT \( is\_centered \) and NOT \( is\_lifted \) then
7: \( if \phi = Recenter then \)
8: \( return \) Perturb
9: \( else \)
10: \( return \) Recenter
11: \( end if \)
12: else if \( is\_centered \) and NOT \( is\_lifted \) then
13: \( return \) Lift
14: else if \( is\_lifted \) then
15: \( return \) Basketball Dunking
16: \( end if \)