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Abstract
This paper derives a measure that quantifies the degree of ambiguity under expected utility with uncertain probability (EUUP) by [1]. Here, ambiguity means a situation in which the first-order probabilities, i.e., the probabilities of the states of nature, are not given uniquely, but as random variables. Because EUUP can completely distinguish attitudes toward both risk and ambiguity from beliefs and risk from ambiguity, the derived ambiguity measure is independent of risk and attitudes toward both risk and ambiguity. We show that the degree of ambiguity can be measured by the variance of the first-order probabilities. Although [2] also derives an ambiguity measure based on the variance of the first-order probabilities, our measure is more flexible, and it discriminates between ambiguity in favorable outcomes and in unfavorable ones. Based on the measure, we also discuss effects of ambiguity on a problem of portfolio selection through comparative statics.
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1. Introduction
Uncertainty is used as an umbrella term for both risk and ambiguity. Risk is defined as a condition in which the event to be realized is a-priori unknown, but the odds of all possible events are perfectly known. Ambiguity refers to conditions in which not only the event to be realized is a-priori unknown, but the odds of the events are also either not uniquely assigned or are unknown. We are rarely able to avoid ambiguity in decision-making under uncertainty [3], and the search for models of decision making under ambiguity has been evolving toward the ultimate separations between tastes and beliefs, and between risk and ambi-
guity [4] [5] [6] [7] [8] and [9]. However, as [1] says, some fundamental questions such as “How can the degree of ambiguity be measured? or What is the relationship between risk and ambiguity (preferences)?” remain unanswered. To answer these questions, [1] devises a new decision-making framework under uncertainty, called expected utility with uncertain probabilities (EUUP). EUUP can completely distinguish attitudes toward both risk and ambiguity from beliefs, and risk from ambiguity. It possesses a feature that permits ambiguity to be represented by uncertain multiple probability distributions over the states of nature, and permits preferences over ambiguity to be applied directly to these probability distributions.

This paper provides an applicable ambiguity measure under EUUP. As we show in the paper, the degree of ambiguity can be measured by the variance of probabilities. The ambiguity measure is independent of risk, simple, and intuitive. Although [2] also derives an ambiguity measure based on the variance of probabilities, he only considers the symmetric ambiguity case such that a decision maker (DM)’s ambiguity attitude is uniformly ambiguity averse or loving regardless of whether ambiguous outcomes are favorable or unfavorable for her/him. However, as pointed out by [10] and [11] based on their experiment, losses should be treated differently, with more ambiguity seeking than gain. Hence, instead of Izhakian’s universal ambiguity measure, which is reference independent with respect to losses and gains, we derive an ambiguity measure that reflects differences between attitudes toward ambiguity for gains and ambiguity for losses. In many applications of ambiguity (asset markets, insurance, health, and so on) the gain-loss distinction is important, and ambiguity measures that assume reference-independent universal ambiguity aversion cannot accommodate this. Making ambiguity measures be reference dependent is the only generalization to accommodate this violation.

In the literature, most studies discuss universal ambiguity aversion without deriving an ambiguity measure that is independent of both risk and attitude toward risk; e.g. [9] [12]-[21]. Unlike those studies, our ambiguity measure is risk independent and can be applied to distinguish between loss and gain of outcomes.

In the financial markets, the future security returns are sometime represented mainly based on experts estimations due to lack of historical data [22].1 This situation shows security returns must be considered ambiguous. Hence, in addition to deriving an ambiguity measure, this paper presents some comparative statistics about the standard portfolio problem in order to demonstrate the applicability of our ambiguity measure. We consider the impact of both ambiguity aversion and change in the extent of ambiguity on investment in uncertain assets whose returns create exposure to ambiguity.

This paper is organized as follows. We formally state our model in Section 2. Section 3 addresses the ordering of ambiguous acts and derives a measure of ambiguity. In Section 4, we present the application of the derived ambiguity

1[22] proposes a semivariance method for diversified portfolio selection, in which the security returns are given subjective to experts estimations and depicted as uncertain variables.
measure to the portfolio problem and discuss the effects of ambiguity on financial investments based on comparative statics. The final section concludes.

2. The Model

In order to derive an ambiguity measure under EUUP, we set up the model to establish EUUP first.\(^2\) Let \( S \) be an infinite primary state space, and \( \mathcal{E} \) be a \( \sigma \)-algebra of subsets of \( S \). Let \( X \subseteq \mathbb{R} \) be a convex set of consequences. We assume the interval \([0,1]\) C \( X \). Let \( \kappa \) be a reference point such that a consequence \( x \in X \) is considered to be unfavorable if \( x \leq \kappa \), and favorable if \( \kappa < x \).

A bounded \( \mathcal{E} \)-measurable function \( f : S \to X \) is called a primary act. A simple primary act is a primary act that can be represented as a sequence of pairs, \( f = (E_1 : x_1, \ldots, E_n : x_n) \), where \( (E_1, \ldots, E_n) \) is a generic partition of the state space \( S \); \( x_j \) is the consequence if event \( E_j \) occurs; and the consequences \( x_1, \ldots, x_n \) are listed in a non-decreasing order such that \( x_1 \leq \cdots \leq x_k \leq \kappa \leq x_{k+1} \leq \cdots \leq x_n \). We denote the set of all these simple measurable (Savage) acts by \( \mathcal{F}_0 \). A primary indicator act, \( \delta_E : \mathcal{F}_0 \to [0,1] \), assigns the outcome 1 if event \( E \in \mathcal{E} \) occurs, and the outcome 0 otherwise.

Let \( \mathcal{P} \) denote a set of all additive probability measures on the primary state space \( S \). A first-order probability measure \( P \in \mathcal{P} \) is then viewed as a state of nature in the secondary space \( \mathcal{P} \). We assume the state space \( \mathcal{P} \) is endowed with an algebra, \( \Pi \subset 2^\mathcal{P} \), of subsets of \( \mathcal{P} \). A bounded \( \Pi \)-measurable function \( \hat{f} : \mathcal{P} \to X \), is called a secondary act. The set of all secondary acts is denoted by \( \mathcal{F} \). A secondary act \( \hat{f} \) is defined by \( \hat{f}(P) = P(E) \), corresponding to the expected outcome of a primary indicator act \( \delta_E \in \mathcal{F}_0 \). The subset of all such \( \hat{f} \in \mathcal{F} \) is denoted by \( \hat{\Lambda} \).

Under the following Assumptions 1-4,\(^4\) [1] shows that the preference relation \( \succsim \) over the set of primary acts \( \mathcal{F}_0 \) is given by a function \( V : \mathcal{F}_0 \to \mathbb{R} \), which is called expected utility with uncertain probabilities (EUUP), and defined by

\[
V(f) = \int_{0}^{1} \left[ 1 - \int_{P \in \mathcal{P}} P \{ s \in S \mid U(f(s)) \geq z \} \right] \, dz + \int_{1}^{\infty} \left[ \int_{P \in \mathcal{P}} P \{ s \in S \mid U(f(s)) \geq z \} \right] \, dz, \quad \forall \, f \in \mathcal{F}_0.
\]

**Assumption 1.** For every \( c \in [0,1] \) there exists an event \( E \in \mathcal{E} \) with the probability \( P(E) = c \).

\(^2\)This setup is mostly adopted from [1].

\(^3\)As to the validity of these assumptions, see [1].

\(^4\)The original fully represented EUUP is given by

\[
V(f) = \int_{0}^{1} \left[ \int_{P \in \mathcal{P}} P \{ s \in S \mid U(f(s)) \geq z \} \right] \, dz + \int_{1}^{\infty} \left[ \int_{P \in \mathcal{P}} P \{ s \in S \mid U(f(s)) \geq z \} \right] \, dz,
\]

where \( \Gamma_+ : [0,1] \to [0,1] \) and \( \Gamma_- : [0,1] \to [0,1] \) are unique continuous strictly increasing functions, which form subjective distortions of perceived probabilities (probability weights) for loss and gain respectively. However, in order to hedge technical difficulties and obtain clear economic implications, it is assumed that the DM does not distort probability, i.e., \( \Gamma_+ \) and \( \Gamma_- \) are the identity functions in the paper.
**Assumption 2.** The preference relation $\succeq^1$ over the set of primary acts $F_0$ satisfies the cumulative prospect theory axioms of [3].

**Assumption 3.** The preference relation $\succeq^2$ over the set of secondary acts $F$ satisfies the extended Savage axioms of [23] and $x > y \iff x >^2 y$, for all $x, y \in X$.

**Assumption 4.** Jointly, $\succeq^1$ and $\succeq^2$ satisfy the asymmetric certainty equivalent probabilistic consistency axiom (Axiom 2) of [1]. That is, let $1_F \in F_0$ be the unambiguous positive indicator act whose associated constant secondary act pays $c$, and let $-1_F \in F_0$ be the unambiguous negative indicator act whose associated constant secondary act pays $-d$, for some constants $c, d \in [0,1]$. For every event $E \in \mathcal{E}$,

$$\delta_E \sim_1 1_F \Leftrightarrow \delta_E \sim_2 c,$$

and $-\delta_E \sim_1 -1_F \Leftrightarrow -\delta_E \sim_2 -d$.

We note that because $\hat{\delta}_E \in \Delta$ is identified with the first-order probability $\{P(E)\}_{P \in \mathcal{P}}$ of event $E$, the preference relation $\succeq^3$ over $\hat{\Delta}$ can be considered as a preference over the first-order probabilities. Assumption 3 about $\succeq^3$ implies a unique second-order countably additive probability measure $\xi$ on $\Pi$ that assigns each subset $A \in \Pi$ of first-order probability measures in $\mathcal{P}$ with a probability $\xi(A)$.

In (1), the function $V$, representing the DM’s preferences, takes the form of a reference-dependent Choquet integration to unfavorable and favorable outcomes relative to the reference point $\kappa$. In the sequel, we assume $\kappa$ to be 0 without loss of generality. $V$ distinguishes beliefs from attitudes toward risk and ambiguity, and risk from ambiguity, as follows. The first-order belief, which captures risk, is given by the uncertain finitely additive probability measure $P \in \mathcal{P}$. The second-order belief, which captures ambiguity, is given by a unique non-atomic countably additive probability measure $\xi$ over the set $\mathcal{P}$ of the first-order probability measures over $\mathcal{S}$. Attitudes toward risk are given by the utility functions $U_- : X_- = \{x \in X \mid x \leq 0\} \rightarrow \mathbb{R}$ and $U_+ : X_+ = \{x \in X \mid x > 0\} \rightarrow \mathbb{R}$, which are continuous strictly increasing bounded functions and unique up to a positive scaling, normalized such that $U_-(\kappa = 0) = U_+(\kappa = 0) = 0$. Here, $U_-$ represents the DM’s utility for loss, i.e., negative outcomes, and $U_+$ represents the DM’s utility for gain, i.e., positive outcomes. Attitudes toward ambiguity are given by continuous non-constant bounded functions $Y_- : [0,1] \rightarrow \mathbb{R}$ and $Y_+ : [0,1] \rightarrow \mathbb{R}$, referred to as an outlook function for loss and outlook function for gain, respectively. $Y_-$ and $Y_+$ are unique up to a positive linear transformation.

For each $f \in F_0$, without loss of generality, we can denote $f = \sum_{i=1}^n x_i \delta_{E_i}$, where $\{x_i \in \mathbb{R} : i = 1, \ldots, n\}$ is a strict increasing sequence of real numbers and $\{E_i \subset S : i = 1, \ldots, n\}$ is a partition of $S$.

For each $f \in F_0$, we also denote $P_f(x_i) = P(\{s \in S \mid f(s) = x_i\})$. Then, we

\[ f = \sum_{i=1}^n x_i \delta_{E_i} \text{, where } \sum_{i=1}^n E_i \text{ denotes } \bigcup_{i=1}^n E_i \text{, for mutually disjoint events } E_i, E_j \subset S, i, j = 1, \ldots, n \text{, such that } E_i \cap E_j = \emptyset. \]
can easily show that we can rewrite (1) more explicitly as
\[
V(f) = \sum_{i=1}^{n} U_{\nu}(x_i) \left\{ \gamma^*_i \left( E \left[ Y_i \left( \sum_{j=1}^{n} P_j(x_j) \right) \right] \right) - \gamma^*_i \left( E \left[ Y_i \left( \sum_{j=1}^{n} \hat{P}_j(x_j) \right) \right] \right) \right\} \\
+ \sum_{i=1}^{n} U_{\nu}(x_i) \left\{ \hat{\gamma}^*_i \left( E \left[ \hat{Y}_i \left( \sum_{j=1}^{n} P_j(x_j) \right) \right] \right) - \hat{\gamma}^*_i \left( E \left[ \hat{Y}_i \left( \sum_{j=1}^{n} \hat{P}_j(x_j) \right) \right] \right) \right\} 
\]
(2)

where \( \hat{\gamma}_\cdot \) is the dual of \( \gamma_\cdot \) defined by
\[
\hat{\gamma}_\cdot (E(P(E))) = 1 - \gamma_\cdot (E(P(E^-)))
\]
for event E and its complementary event \( E^- \), and where
\[
E[\hat{\gamma}_\cdot (\cdot)] = \int \hat{\gamma}_\cdot (\cdot) d\xi,
\]
that is, E denotes expectation under the second-order probability measure \( \xi \).

From (2), if \( \gamma_\cdot \) and \( \gamma^*_\cdot \) are the identity functions or the DM is ambiguity neutral, and \( U^- = U^\nu = U \),
\[
V(f) = \sum_{i=1}^{n} U(x_i) E[P_j(x_j)].
\]

Hence, in this case, it is considered as the expected utility (EU) where the probability of the outcome \( x_i \) occurring is \( E[P_j(x_j)] \).

We derive a measure of ambiguity based on (2). In parallel with expressing the risk by variance under EU, our main idea is as follows. Because ambiguity is represented by the assumption that the first-order probability is a random variable, we try to quantify the degree of ambiguity by variance of the first-order probability under the second-order probability measure. However, because the functional representation \( V \) is somewhat complicated, it should be simplified.

We make a simplification by applying a quadratic approximation to the DM’s perceived probabilities or capacities \( \gamma^*_i (E[Y_i (\cdot)]) \) and \( \hat{\gamma}^*_i (E[\hat{Y}_i (\cdot)]) \). By using this approximation, we can represent the DM’s perceived probabilities by a function of means and variances of the first-order probabilities under the second-order probabilities. The result is given by the following theorem.

**Theorem 1.** Suppose the outlook functions \( \gamma^*_\cdot \) and \( \gamma^*_\cdot \) are twice continuously differentiable. Then, the following equation holds.
\[
V(f) = \sum_{i=1}^{n} U_{\nu}(x_i) \left\{ E[P_j(x_j)] + \frac{1}{2} \gamma^*_i \left( \sum_{j=1}^{n} E[P_j(x_j)] \right) \right\} Var \left[ \sum_{j=1}^{n} P_j(x_j) \right] \\
- \frac{1}{2} \gamma^*_i \left( \sum_{j=1}^{n} E[P_j(x_j)] \right) Var \left[ \sum_{j=1}^{n} P_j(x_j) \right] \\
+ \sum_{i=1}^{n} U_{\nu}(x_i) \left\{ E[P_j(x_j)] + \frac{1}{2} \hat{\gamma}^*_i \left( \sum_{j=1}^{n} E[P_j(x_j)] \right) \right\} Var \left[ \sum_{j=1}^{n} P_j(x_j) \right] \\
- \frac{1}{2} \hat{\gamma}^*_i \left( \sum_{j=1}^{n} E[P_j(x_j)] \right) Var \left[ \sum_{j=1}^{n} P_j(x_j) \right] + o \left( Var \left[ \sum_{j=1}^{n} P_j(x_j) \right] \right).
\]

(3)
where \( \text{Var} \left[ \sum_{i=1}^{n} P_i(x) \right] \) is the variance of \( \sum_{i=1}^{n} P_i(x) \) under the second-order probability measure \( \xi \) and \( o(\cdot) \) is the small order.

**Proof.** For each \( j = k+1, \cdots, n \), expand \( Y_i(\cdot) \) around \( \sum_{i=j}^{n} E \left[ P_i(x) \right] \), we have

\[
Y_i \left( \sum_{i=1}^{n} P_i(x) \right) = Y_i \left( \sum_{i=j}^{n} E \left[ P_i(x) \right] \right) + \frac{1}{2} Y_i^* \left( \sum_{i=j}^{n} E \left[ P_i(x) \right] \right) \left( \sum_{i=j}^{n} P_i(x) - E \left[ P_i(x) \right] \right)^2 + o \left( \text{Var} \left[ \sum_{i=j}^{n} P_i(x) \right] \right).
\]

Applying the expectation \( E[\cdot] \) to the above equation, we have

\[
E \left[ Y_i \left( \sum_{i=1}^{n} P_i(x) \right) \right] = Y_i \left( \sum_{i=j}^{n} E \left[ P_i(x) \right] \right) + \frac{1}{2} Y_i^* \left( \sum_{i=j}^{n} E \left[ P_i(x) \right] \right) \text{Var} \left[ \sum_{i=j}^{n} P_i(x) \right] + o \left( \text{Var} \left[ \sum_{i=j}^{n} P_i(x) \right] \right).
\]

From this, we have

\[
Y_i^{-1} \left( E \left[ Y_i \left( \sum_{i=1}^{n} P_i(x) \right) \right] \right) = Y_i^{-1} \left( Y_i \left( \sum_{i=j}^{n} E \left[ P_i(x) \right] \right) + \frac{1}{2} Y_i^* \left( \sum_{i=j}^{n} E \left[ P_i(x) \right] \right) \text{Var} \left[ \sum_{i=j}^{n} P_i(x) \right] \right) + o \left( \text{Var} \left[ \sum_{i=j}^{n} P_i(x) \right] \right).
\]

Furthermore, expanding \( Y_i^{-1} (\cdot) \) around \( Y_i \left( \sum_{i=j}^{n} E \left[ P_i(x) \right] \right) \), we have

\[
Y_i^{-1} \left( Y_i \left( \sum_{i=j}^{n} E \left[ P_i(x) \right] \right) + \frac{1}{2} Y_i^* \left( \sum_{i=j}^{n} E \left[ P_i(x) \right] \right) \text{Var} \left[ \sum_{i=j}^{n} P_i(x) \right] \right) = \sum_{i=j}^{n} E \left[ P_i(x) \right] + \frac{1}{2} Y_i^* \left( \sum_{i=j}^{n} E \left[ P_i(x) \right] \right) \text{Var} \left[ \sum_{i=j}^{n} P_i(x) \right] + o \left( \text{Var} \left[ \sum_{i=j}^{n} P_i(x) \right] \right).
\]
Hence, from (4), we have

\[
\begin{align*}
&= \sum_{i \in j} E[P_j(x_i)] + \frac{1}{2} \sum_{i \in j} \left( \frac{\sum_{i \in j} E[P_j(x_i)]}{\sum_{i \in j} E[P_j(x_i)]} \right) \Var \left[ \sum_{i \in j} P_j(x_i) \right] \\
&= o \left( \Var \left[ \sum_{i \in j} P_j(x_i) \right] \right).
\end{align*}
\]

Similarly, we have

\[
\begin{align*}
&= \sum_{i \in j} E[P_j(x_i)] + \frac{1}{2} \sum_{i \in j} \left( \frac{\sum_{i \in j} E[P_j(x_i)]}{\sum_{i \in j} E[P_j(x_i)]} \right) \Var \left[ \sum_{i \in j} P_j(x_i) \right] \\
&= o \left( \Var \left[ \sum_{i \in j} P_j(x_i) \right] \right), \quad j = 1, \ldots, k.
\end{align*}
\]

Substituting (5) and (6) into (2), we obtain the results.
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3. Ordering Ambiguous Acts and an Ambiguity Measure

We derive an ambiguity measure based on ordering ambiguous acts by DMs. Prior to deriving the measure, we define the DM’s ambiguity attitudes. We note that from Assumptions 1 and 4, for each event $E \in \mathcal{E}$ there is an unambiguous event $E^* \in \mathcal{E}$ such that

\[
E^* = E \quad \text{for all } P \in \mathcal{P}.
\]

\begin{definition}
1. A DM is \textit{ambiguity averse (neutral, loving) for gain} if, for each event $E \in \mathcal{E}$ and event $E^* \in \mathcal{E}$ satisfying (7),

\[
\delta_{E^*} \succsim^1 \delta_E \quad \left( \delta_{E^*} \sim^1 \delta_E, \delta_{E^*} \preceq^1 \delta_E \right).
\]

2. A DM is \textit{ambiguity averse (neutral, loving) for loss} if, for each event $E \in \mathcal{E}$ and event $E^* \in \mathcal{E}$ satisfying (7),

\[
-\delta_{E^*} \succsim^1 -\delta_E \quad \left( -\delta_{E^*} \sim^1 -\delta_E, -\delta_{E^*} \preceq^1 -\delta_E \right).
\]
\end{definition}

From Axiom 1 (certainty equivalent probabilistic constancy) of [1], “ambiguity averse (neutral, loving) for gain” and “ambiguity averse (neutral, loving) for loss” in Definition 1 are equivalent to “ambiguity averse (neutral, loving) as regards a favorable event” and “ambiguity averse (neutral, loving) as regards an unfavorable event” in Definition 5 of [1], respectively.

Next, we characterize a DM’s ambiguity attitude toward gain and against loss by the shape of outlook function $\hat{Y}_+$ and the dual $\hat{Y}_-$ of $Y_+$ respectively.

\begin{lemma}

\end{lemma}
1. A DM is ambiguity averse (neutral, loving) for gain if and only if $\gamma_+^-$ is concave (linear, convex).

2. A DM is ambiguity averse (neutral, loving) for loss if and only if $\gamma_-^-$ is convex (linear, concave).

Proof. We only show the case where a DM is ambiguity loving for loss because the proofs of other cases are quite similar. From Definition 1, we have only to show

$$-\delta_x^+ \succeq -\delta_x^- \quad \forall E \in \mathcal{E} \iff \gamma_-^- \text{ is concave}.$$ 

Because

$$P\left\{ s \in S : U_-(\eta^-(s)) > t \right\}$$

$$\begin{cases}
P(\Omega) = 1 & \text{if } t < U_-(\Omega) \\
= P(E^-) & \text{if } U_-(\Omega) \leq t < U_-(\Omega) = 0 \\
= P(\emptyset) = 0 & \text{if } t \geq U_-(\Omega) = 0,
\end{cases}$$

we have

$$V(\delta_x^+) = \int_{\delta^0} \gamma_-^1 \left( \int_{\mathcal{F}} \gamma_-^1 \left( P\left\{ s \in S : U_-(\eta^-(s)) > t \right\} \right) d\xi \right) \right] - 1 \right] dr$$

$$+ \int_{\delta^0} \gamma_-^1 \left( \int_{\mathcal{F}} \gamma_-^1 \left( P\left\{ s \in S : U_-(\eta^-(s)) > t \right\} \right) d\xi \right) \right] - 1 \right] dr$$

$$= \int_{\delta^0} \gamma_-^1 \left( \int_{\mathcal{F}} \gamma_-^1 \left( P(E^-) \right) d\xi \right) \left( \int_{\mathcal{F}} \gamma_-^1 \left( \int_{\mathcal{F}} \gamma_-^1 \left( P(E^-) \right) d\xi \right) \right] - 1 \right] U_-(\Omega)$$

$$= \gamma_-^1 \left( \int_{\mathcal{F}} \gamma_-^1 \left( P(E^-) \right) d\xi \right) U_-(\Omega).$$

On the other hand,

$$V(\delta_x^-) = \int_{\delta^0} \gamma_-^1 \left( \int_{\mathcal{F}} \gamma_-^1 \left( P\left\{ s \in S : U_-(\eta^-(s)) > t \right\} \right) d\xi \right) \right] - 1 \right] dr$$

$$+ \int_{\delta^0} \gamma_-^1 \left( \int_{\mathcal{F}} \gamma_-^1 \left( P\left\{ s \in S : U_-(\eta^-(s)) > t \right\} \right) d\xi \right) \right] - 1 \right] dr$$

$$= \int_{\delta^0} \gamma_-^1 \left( \int_{\mathcal{F}} \gamma_-^1 \left( P(E^-) \right) d\xi \right) \left( \int_{\mathcal{F}} \gamma_-^1 \left( \int_{\mathcal{F}} \gamma_-^1 \left( P(E^-) \right) d\xi \right) \right] - 1 \right] U_-(\Omega)$$

$$= \gamma_-^- \left( \int_{\mathcal{F}} \gamma_-^- \left( P(E^-) \right) d\xi \right) U_-(\Omega),$$

where we have used the fact that $P(E^-) = \mathbb{E}[P(E^-)]$ in the third equation. Here, noting $\gamma_-^- \text{ is increasing and } U_-(\Omega) < 0$, we obtain the result from Jensen’s inequality. □

[1] defines “more ambiguous acts” without considering the difference in ambiguity attitude toward favorable outcomes and unfavorable results. Based on Definition 1, we expand the definition of “more ambiguous acts” by [1] and define the ordering of acts by the degree of ambiguity as follows.

**Definition 2.** For every $f \in \mathcal{F}$, let $f^+$ and $f^-$ denote the plus part and
the minus part of \( f \) respectively, i.e., \( f^+ = \max \{ f, 0 \} \) and \( f^- = \min \{ f, 0 \} \). Let \( f, g \in \mathcal{F}_0 \) be two primary acts under which the expected probabilities of each consequence \( x \in X \) are identical, i.e., \( E[P_f(x)] = E[P_g(x)] \), for every \( x \in X \).

1. Act \( g \) is more (less) ambiguous than \( f \) for gain if and only if
   \[
   f^+ \succeq_1 g^+ \quad \text{and} \quad f^- \preceq_1 g^- \text{ by any DM who is ambiguity averse for gain.}
   \]

2. Act \( g \) is less (more) ambiguous than \( f \) for loss if and only if
   \[
   f^- \succeq_1 g^- \quad \text{by any DM who is ambiguity loving for loss.}
   \]

In Definition 2, we make an assumption that \( E[P_f(x)] = E[P_g(x)] \) for every \( x \in X \) to compare two primary acts \( f, g \in \mathcal{F}_0 \). This assumption is analogous that of [24] in that risk measurement is considered based on the order of lotteries with the same expected outcome.

The following theorem asserts that the degree of ambiguity associated with a primary act can be measured by "the variance of the first-order probabilities".

**Theorem 2.** Suppose that the condition of Theorem 1 is satisfied, a DM is ambiguity averse (loving) for gain and ambiguity loving (averse) for loss, and both of her outlook function for gain \( \Upsilon_+ \) and the dual \( \hat{\Upsilon}_- \) of it for loss are of the increasing absolute ambiguity aversion (IAAA) type, i.e., \( \frac{\Upsilon_+''}{\Upsilon_+'} \) and \( \frac{\hat{\Upsilon}_-''}{\hat{\Upsilon}_-'}, \) are increasing.

For every act \( f, g \in \mathcal{F}_0 \) under which the expected probabilities of each consequence \( x \in X \) are identical and the probabilities of each \( x \in X \) are mutually independent, if the variances satisfies
\[
\text{Var}[P_f(x)] \leq (\geq) \text{Var}[P_g(x)], \quad \text{for all positive } x \in X,
\]
and
\[
\text{Var}[P_f(x)] \geq (\leq) \text{Var}[P_g(x)], \quad \text{for all non-positive } x \in X. \tag{8}
\]

Then, ignoring the small order
\[
\sigma \left( \sum_{j=1}^{n} \left( \text{Var}[P_f(x_j)] + \text{Var}[P_g(x_j)] \right) \right), \tag{9}
\]
the DM prefers \( f \) to \( g \), that is,
\[
f \succsim_1 g. \tag{10}
\]

Furthermore, if both \( \Upsilon_+ \) and \( \hat{\Upsilon}_- \) are of the constant absolute ambiguity aversion (CAAAA) type, i.e., \( \frac{\Upsilon_+''}{\Upsilon_+'} \) and \( \frac{\hat{\Upsilon}_-''}{\hat{\Upsilon}_-'}, \) are constants, then (8) is the necessary and sufficient condition for (10).

**Proof.** From Theorem 1,
\[2(V(f) - V(g))\]
\[= \sum_{j=k+1}^{n} \left( \frac{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])}{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])} \left( \text{Var} \left[ \sum_{j=1}^{n} P_f(x_j) \right] - \text{Var} \left[ \sum_{j=1}^{n} P_g(x_j) \right] \right) \right) \]
\[= \sum_{j=k+1}^{n} \left( \frac{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])}{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])} \left( \text{Var} \left[ \sum_{j=1}^{n} P_f(x_j) \right] - \text{Var} \left[ \sum_{j=1}^{n} P_g(x_j) \right] \right) \right) U_+(x_j) \]
\[+ \frac{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])}{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])} \left( \text{Var} \left[ \sum_{j=1}^{n} P_f(x_j) \right] - \text{Var} \left[ \sum_{j=1}^{n} P_g(x_j) \right] \right) \]
\[+ \sum_{j=1}^{n} \left( \frac{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])}{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])} \left( \text{Var} \left[ \sum_{j=1}^{n} P_f(x_j) \right] - \text{Var} \left[ \sum_{j=1}^{n} P_g(x_j) \right] \right) \right) U_-(x_j) \]
\[+ o\left( \text{Var} \left[ \sum_{j=1}^{n} P_f(x_j) \right] \right) + o\left( \text{Var} \left[ \sum_{j=1}^{n} P_g(x_j) \right] \right) \]
\[= \sum_{j=k+1}^{n} \left( \frac{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])}{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])} \left( \text{Var} \left[ \sum_{j=1}^{n} P_f(x_j) \right] - \text{Var} \left[ \sum_{j=1}^{n} P_g(x_j) \right] \right) \right) \]
\[= \sum_{j=k+1}^{n} \left( \frac{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])}{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])} \left( \text{Var} \left[ \sum_{j=1}^{n} P_f(x_j) \right] - \text{Var} \left[ \sum_{j=1}^{n} P_g(x_j) \right] \right) \right) U_+(x_j) \]
\[+ \frac{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])}{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])} \left( \text{Var} \left[ \sum_{j=1}^{n} P_f(x_j) \right] - \text{Var} \left[ \sum_{j=1}^{n} P_g(x_j) \right] \right) \]
\[+ \sum_{j=1}^{n} \left( \frac{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])}{\gamma_r^*(\sum_{j=1}^{n-1} E[P_f(x_j)])} \left( \text{Var} \left[ \sum_{j=1}^{n} P_f(x_j) \right] - \text{Var} \left[ \sum_{j=1}^{n} P_g(x_j) \right] \right) \right) U_-(x_j) \]
\[+ o\left( \text{Var} \left[ \sum_{j=1}^{n} P_f(x_j) \right] \right) + o\left( \text{Var} \left[ \sum_{j=1}^{n} P_g(x_j) \right] \right) \]

Hence, if the probabilities of each consequence \( x \in X \) are mutually independent,
\[
2(V(f) - V(g)) \\
= \sum_{j=1}^{n} \left( \frac{\gamma_{1}^{*}}{\gamma_{1}^{*}} \left( \sum_{j=1}^{n} \mathbb{E}\left[ P_{j}(x_{j}) \right] \right) \right) \left( \text{Var}\left[ P_{j}(x_{j}) \right] - \text{Var}\left[ P_{g}(x_{j}) \right] \right) \\
+ \left( \frac{\gamma_{1}^{*}}{\gamma_{1}^{*}} \left( \sum_{j=1}^{n} \mathbb{E}\left[ P_{j}(x_{j}) \right] \right) \right) \left( \text{Var}\left[ P_{j}(x_{j}) \right] - \text{Var}\left[ P_{g}(x_{j}) \right] \right) \\
- \left( \frac{\gamma_{1}^{*}}{\gamma_{1}^{*}} \left( \sum_{j=1}^{n} \mathbb{E}\left[ P_{j}(x_{j}) \right] \right) \right) \left( \text{Var}\left[ P_{j}(x_{j}) \right] - \text{Var}\left[ P_{g}(x_{j}) \right] \right) \\
\times \left[ \sum_{j=1}^{n} \left( \text{Var}\left[ P_{j}(x_{j}) \right] - \text{Var}\left[ P_{g}(x_{j}) \right] \right) \right] U_{+}(x_{j}) \\
+ \sum_{j=1}^{n} \left( \frac{\hat{\gamma}_{1}^{*}}{\hat{\gamma}_{1}^{*}} \left( \sum_{j=1}^{n} \mathbb{E}\left[ P_{j}(x_{j}) \right] \right) \right) \left( \text{Var}\left[ P_{j}(x_{j}) \right] - \text{Var}\left[ P_{g}(x_{j}) \right] \right) \\
- \left( \frac{\hat{\gamma}_{1}^{*}}{\hat{\gamma}_{1}^{*}} \left( \sum_{j=1}^{n} \mathbb{E}\left[ P_{j}(x_{j}) \right] \right) \right) \left( \text{Var}\left[ P_{j}(x_{j}) \right] - \text{Var}\left[ P_{g}(x_{j}) \right] \right) \\
\times \left[ \sum_{j=1}^{n} \left( \text{Var}\left[ P_{j}(x_{j}) \right] - \text{Var}\left[ P_{g}(x_{j}) \right] \right) \right] U_{-}(x_{j}) \\
+ o\left( \sum_{j=1}^{n} \left( \text{Var}\left[ P_{j}(x_{j}) \right] + \text{Var}\left[ P_{g}(x_{j}) \right] \right) \right).
\]

From this equation, we obtain the result immediately under the assumptions of Theorem 2.

Theorem 2 shows that, given two acts that are identical except in the degree of ambiguity, any DM who is ambiguity averse (loving) for gain and ambiguity loving (averse) for loss prefers the act with the lower (higher) variance for each positive outcome or gain and the higher (lower) variance for each negative outcome or loss under her/his first-order probabilities to the act with the higher (lower) variance for gain and the lower (higher) variance for loss. Hence, this theorem shows that the measure of ambiguity is given by the variance of the first-order beliefs when ambiguity is represented by the set of first-order probabilities. The accuracy of this measure of ambiguity is determined by the accuracy of the expansion in Theorem 1, which is of order \( o\left( \sum_{j=1}^{n} \left( \text{Var}\left[ P_{j}(x_{j}) \right] + \text{Var}\left[ P_{g}(x_{j}) \right] \right) \right) \). [2] proposes a different ambiguity measure defined by

\[
\bar{U}^{2}[f] = \sum_{j=1}^{n} \mathbb{E}[P_{j}(x_{j})]\text{Var}[P_{j}(x_{j})].
\]

However, he considers only a case in which a DM’s attitude is symmetrical in loss and gain, that is, he/she is ambiguity averse (or loving) in entire states, regardless of whether the outcome is loss or gain. Hence, \( \bar{U}^{2}[f] \) cannot distinguish ambiguity against loss and ambiguity for gain. On the other hand, our ambiguity measure provided by Theorem 2 can be understood more intuitively and it can distinguish ambiguity amounts against loss and for gain.

For each outcome \( x_{i}, \ i = 1, \cdots, n \), let \( \Delta F_{+}(x_{i}) \) and \( \Delta \hat{F}_{-}(x_{i}) \) be defined
by

\[ \Delta F_{f_i}(x_i) = \left( Y_i^{-1} \left( E \left[ Y_i \left( \sum_{j=1}^{n} P_f(x_j) \right) \right] \right) - Y_i^{-1} \left( E \left[ Y_i \left( \sum_{j=1}^{n} P_f(x_j) \right) \right] \right) \right) \]

for \( i = k + 1, \ldots, n \),

and \( \Delta \hat{F}_{f_i}(x_i) = \left( \hat{Y}_i^{-1} \left( E \left[ \hat{Y}_i \left( \sum_{j=1}^{n} P_f(x_j) \right) \right] \right) - \hat{Y}_i^{-1} \left( E \left[ \hat{Y}_i \left( \sum_{j=1}^{n} P_f(x_j) \right) \right] \right) \right) \)

for \( i = 1, \ldots, k \).

Then, from (2), \( f \succsim_{a1} g \) is equivalent to

\[ \sum_{i=1}^{k} U_-(x_i) \Delta \hat{F}_{f_i}(x_i) + \sum_{i=k+1}^{n} U_+(x_i) \Delta F_{f_i}(x_i) \]

\[ \geq \sum_{i=1}^{k} U_-(x_i) \Delta \hat{F}_{g_i}(x_i) + \sum_{i=k+1}^{n} U_+(x_i) \Delta F_{g_i}(x_i). \]

(13)

Replacing \( f \succsim_{a1} g \) by (13), we obtain the following corollary to the previous theorem.

**Corollary 1.** Under the same assumptions of Theorem 2, for every act \( f, g \in \mathcal{F}_0 \), if the variance satisfies (8), then, ignoring the small order (9),

\[ \Delta F_{f_i}(x_i) \geq (\leq) \Delta F_{g_i}(x_i), \quad i = k + 1, \ldots, n, \]

\[ \Delta \hat{F}_{f_i}(x_i) \leq (\geq) \Delta \hat{F}_{g_i}(x_i), \quad i = 1, \ldots, k. \]

(14)

Furthermore, if the DM’s attitude toward ambiguity is of the CAAA type, then (8) is the necessary and sufficient condition for (14).

Corollary 1 shows that the plus part of the act \( f \) dominates that of the act \( g \) w.r.t. the capacity \( \mathcal{Y}_i^{-1} \left( E \left[ \mathcal{Y}_i \left( \cdot \right) \right] \right) \) and the minus part of the act \( f \) is dominated by that of the act \( g \) w.r.t. the capacity \( \hat{\mathcal{Y}}_i^{-1} \left( E \left[ \hat{\mathcal{Y}}_i \left( \cdot \right) \right] \right) \), which corresponds to the first-order stochastic dominance in the usual risk theory without ambiguity.

Next, we define comparative ambiguity attitudes among DMs using the notion of ambiguity aversion in Definition 1 so that DMs can be ordered by their level of aversion to ambiguity. In order to make this comparison among DMs, we assume that DMs share the same beliefs, i.e., they have the same set of prior \( \mathcal{P} \) and the same measure \( \xi \) over \( \mathcal{P} \), and the same utility functions \( U_+ \) and \( U_- \).

**Definition 3.** Let \( \succsim_A \) and \( \succsim_B \) be the preferences over the set of primary acts \( \mathcal{F}_0 \) of two DMs, A and B, who share the same beliefs and utility functions, respectively. For each event \( E \in \mathcal{E} \) and event \( \hat{E} \in \mathcal{E} \) satisfying (7), DM A is at least as ambiguity averse for gain as DM B if

\[ \delta_k \succsim_A \delta_{\hat{k}} \Rightarrow \delta_k \succsim_B \delta_{\hat{k}}, \]

and DM A is at least as ambiguity loving for loss as DM B if

\[ -\delta_k \prec_A \delta_{\hat{k}} \Rightarrow -\delta_k \prec_B \delta_{\hat{k}}. \]

We obtain the following theorem and corollary in exactly the same way in the result with respect to the concept of “at least risk averse” [25].
**Theorem 3.** Suppose that DMs A and B share the same beliefs and utility function, and they have strictly increasing continuous outlook functions \((Y_A^+, Y_A^-)\) and \((Y_B^+, Y_B^-)\). DM A is at least as ambiguity averse for gain as DM B whenever \(Y_A^+ = h \circ Y_B^+ \) for some increasing and concave function \(h : [0,1] \rightarrow \mathbb{R}\). DM A is at least as ambiguity loving for loss as DM B whenever \(Y_A^- = h \circ Y_B^- \) for some increasing and concave function \(h : [0,1] \rightarrow \mathbb{R}\).

Applying the Arrow-Pratt risk theory to beliefs, we immediately have the following corollary of Theorem 3.

**Corollary 2.** Suppose that DMs A and B share the same beliefs and utility. If \((Y_A^+, Y_A^-)\) and \((Y_B^+, Y_B^-)\) are twice continuously differentiable, then A is at least as ambiguity averse for gain as B whenever

\[
-\frac{Y_A'^+}{Y_A'^-} \geq -\frac{Y_B'^+}{Y_B'^-} \quad \forall x \in [0,1],
\]

and A is at least as ambiguity loving for loss as B whenever

\[
-\frac{Y_A'^-}{Y_A'^-} \geq -\frac{Y_B'^-}{Y_B'^-} \quad \forall x \in [0,1].
\]

**4. Application to the Standard Portfolio Problem**

Consider a DM with an initial wealth \(w_0\) that he can invest in a risk-free asset and in an ambiguous asset. The return of the risk-free asset is constant \(r\). The return of the ambiguous asset over the period is a random \(x_0\). The ambiguous asset is ambiguous in that the probability distribution of \(x_0\) is not uniquely given but given by a set \(P\). The problem of the DM is to determine the optimal composition \((w_0 - \alpha, \alpha)\) of his portfolio, where \(w_0 - \alpha\) is invested in the risk-free asset and \(\alpha\) is invested in the ambiguous asset. The value of the portfolio at the end of the period is written as

\[
(w_0 - \alpha)(1 + r) + \alpha(1 + x_0) = w + \alpha x_0,
\]

where we use \(w = w_0(1 + r)\) and \(x = x_0 - r\) for notational simplicity. The DM evaluates the value of the portfolio according to EUUP and selects the portfolio in order to maximize its value. In the sequel, we assume \(U_\alpha(w) = U_\alpha(0) = 0\) without loss of generality, and only consider the case that \(\alpha\) is positive in order to simplify the arguments. Then, denoting \(\bar{x} = \sum_{i=1}^n \delta_E x_i\), the problem of the DM is given by

\[
\max_{\alpha} V(\alpha) = \sum_{i=1}^k U_i(w + \alpha x_i) \Delta F_i(x_i) + \sum_{i=k+1}^n U_i(w + \alpha x_i) \Delta F_i(x_i),
\]

where

\[
\Delta F_i(x_i) = \left[ Y_i^{-1}\left( E\left[ Y_i\left( \sum_{j=1}^n \delta_i P(x_j) \right) \right]\right) - Y_i^{-1}\left( E\left[ Y_i\left( \sum_{j=1}^n \delta_i P(x_j) \right) \right]\right) \right] (15)
\]

for \(i = k + 1, \ldots, n\),
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\[
\Delta \hat{F}_i(x) = \left\{ \hat{Y}^{-1} \left( \hat{Y} \left[ \sum_{j=1}^{k} P(x_j) \right] \right) - \hat{Y}^{-1} \left( \hat{Y} \left[ \sum_{j=1}^{k} P(x_j) \right] \right) \right\} \\
\text{for } i = 1, \ldots, k,
\]
and where \( P(x_i) = P\left\{ s \in S \mid \hat{x} = x_i \right\}, i = 1, \ldots, n \). To hedge the technical difficulty, we assume \( V(\alpha) \) is strictly concave w.r.t. \( \alpha \) and \( \text{argmax } V(\alpha) \) is positive in the sequel.

4.1. The Impact of Ambiguity Aversion

Under which condition does a change in attitudes toward ambiguity reduce the investment in the ambiguous asset? To answer this question, let us consider a change of the outlook functions \((Y_{12}, Y_{12}) \) to \((Y_{11}, Y_{11}) \). By the concavity of the objective function \( V \) w.r.t. to \( \alpha \), this change reduces the optimal investment in the ambiguous asset if and only if
\[
\sum_{i=1}^{k} x_i U_i^\prime(w + \alpha x_i) \Delta \hat{F}_i(x) + \sum_{i=k+1}^{n} x_i U_i^\prime(w + \alpha x_i) \Delta F_i(x) = 0
\]
\[
= \sum_{i=1}^{k} x_i U_i^\prime(w + \alpha x_i) \Delta \hat{F}_i(x) + \sum_{i=k+1}^{n} x_i U_i^\prime(w + \alpha x_i) \Delta F_i(x) \leq 0,
\]
where \( \Delta F_i \) and \( \Delta \hat{F}_i \), \( i = 1, 2 \), are \( \Delta F_i \) and \( \Delta \hat{F}_i \) in which \((Y_{11}, Y_{11}) \) is replaced by \((Y_{12}, Y_{12}) \), \( i = 1, 2 \), respectively.

**Proposition 4.** Consider a change in attitude toward ambiguity from \((Y_{22}, Y_{22}) \) to \((Y_{11}, Y_{11}) \). Suppose the assumptions of Theorem 2 hold. Then, this change reduces the optimal investment in the ambiguous asset if

a) \((Y_{11}, Y_{11}) \) is at least as ambiguity averse for both gain and loss as \((Y_{22}, Y_{22}) \),

b) the slope of the absolute ambiguity aversion of \( \hat{Y}_{12} \) is steeper than that of \( \hat{Y}_{11} \) and that of \( \hat{Y}_{12} \) is steeper than that of \( \hat{Y}_{11} \); 

\[
\begin{bmatrix}
Y_{11}^\prime(x) \\
Y_{12}^\prime(x)
\end{bmatrix} \leq \begin{bmatrix} Y_{22}^\prime(x) \\
Y_{21}^\prime(x) \end{bmatrix} \leq 0 \quad \text{and} \quad \begin{bmatrix} \hat{Y}_{11}^\prime(x) \\
\hat{Y}_{12}^\prime(x) \end{bmatrix} \geq \begin{bmatrix} \hat{Y}_{22}^\prime(x) \\
\hat{Y}_{21}^\prime(x) \end{bmatrix} \geq 0,
\]

c) and the relative risk aversions \( xU_i^\prime(x)/U_i(x) \) and \( xU_i^\prime(x)/U_i(x) \) are less than unity.

**Proof.** Let \( \phi_i(x) = xU_i^\prime(w_i + \alpha x) \) and \( \phi_i(x) = xU_i^\prime(w_i + \alpha x) \). Then, the sufficient condition of the reduction of the optimal investment in the ambiguous asset is given by
\[
\sum_{j=1}^{k} \phi_j(x_i) \Delta \hat{F}_j(x_i) + \sum_{j=k+1}^{n} \phi_j(x_i) \Delta F_j(x_i)
\]
\[
\leq \sum_{j=1}^{k} \phi_j(x_i) \Delta \hat{F}_j(x_i) + \sum_{j=k+1}^{n} \phi_j(x_i) \Delta F_j(x_i),
\]
or
\[
\sum_{j=1}^{k} \phi_j(x_i) \left( \Delta \hat{F}_j(x_i) - \Delta \hat{F}_j(x_i) \right) + \sum_{j=k+1}^{n} \phi_j(x_i) \left( \Delta F_j(x_i) - \Delta F_j(x_i) \right) \leq 0.
\]
We can easily show that $\phi_+$ and $\phi_-$ are increasing if the condition (c) is satisfied (see Proposition 4.9 of [26]). Hence, we have

$$\phi_-(x) < 0 \text{ for negative } x \in X, \text{ and } \phi_+(x) > 0 \text{ for positive } x \in X.$$  \hspace{1cm} (17)

On the other hand, by the same arguments as the derivation of (12), we have

$$2(\Delta F_{x_i}(x_i) - \Delta F_{x_2}(x_i)) = \left( \frac{\gamma_{x_i}^+(\sum^n_{j=1} E[P(x_j)]) - \gamma_{x_2}^+(\sum^n_{j=1} E[P(x_j)])}{\gamma_{x_1}^-(\sum^n_{j=1} E[P(x_j)]) - \gamma_{x_2}^-(\sum^n_{j=1} E[P(x_j)])} \right) \text{Var}[P(x_i)]$$

$$+ \left( \frac{\gamma_{x_1}^-(\sum^n_{j=1} E[P(x_j)]) - \gamma_{x_2}^-(\sum^n_{j=1} E[P(x_j)])}{\gamma_{x_1}^-(\sum^n_{j=1} E[P(x_j)]) - \gamma_{x_2}^-(\sum^n_{j=1} E[P(x_j)])} \right) \sum \text{Var}[P(x_j)]$$

$$+ o \left( \sum \text{Var}[P(x_i)] \right) \text{ for } i = k+1, \ldots, n,$$

$$2(\Delta \hat{F}_{x_i}(x_i) - \Delta \hat{F}_{x_2}(x_i)) = \left( \frac{\hat{\gamma}_{x_i}^+(\sum^n_{j=1} E[P(x_j)]) - \hat{\gamma}_{x_2}^+(\sum^n_{j=1} E[P(x_j)])}{\hat{\gamma}_{x_1}^-(\sum^n_{j=1} E[P(x_j)]) - \hat{\gamma}_{x_2}^-(\sum^n_{j=1} E[P(x_j)])} \right) \text{Var}[P(x_i)]$$

$$+ \left( \frac{\hat{\gamma}_{x_1}^-(\sum^n_{j=1} E[P(x_j)]) - \hat{\gamma}_{x_2}^-(\sum^n_{j=1} E[P(x_j)])}{\hat{\gamma}_{x_1}^-(\sum^n_{j=1} E[P(x_j)]) - \hat{\gamma}_{x_2}^-(\sum^n_{j=1} E[P(x_j)])} \right) \sum \text{Var}[P(x_j)]$$

$$+ o \left( \sum \text{Var}[P(x_i)] \right) \text{ for } i = 1, \ldots, k.$$  \hspace{1cm} (19)

Noting that the condition (a) is equivalent to $\frac{\gamma_{x_i}^-(x) - \gamma_{x_2}^-(x)}{\gamma_{x_1}^-(x) - \gamma_{x_2}^-(x)} \leq 0, i = 1, \ldots, k,$ and

$$\frac{\hat{\gamma}_{x_i}^+(x)}{\hat{\gamma}_{x_1}^-(x)} \leq \frac{\hat{\gamma}_{x_2}^+(x)}{\hat{\gamma}_{x_2}^-(x)}$$

from Corollary 2, the conditions (a) and (b) imply

$$\Delta \hat{F}_{x_i}(x_i) - \Delta \hat{F}_{x_2}(x_i) \geq 0, i = 1, \ldots, k,$$

$$\Delta F_{x_i}(x_i) - \Delta F_{x_2}(x_i) \leq 0, i = k+1, \ldots, n.$$  \hspace{1cm} (20)

Combining (17) and (20), we obtain the result.  \hspace{1cm} □

4.2. The Impact of a Change in Ambiguity

Finally, we consider a question: under which condition does a change in ambiguity of return increase the demand for the ambiguous asset? Let $\tilde{x}_1$ and $\tilde{x}_2$
be excess returns of the ambiguous asset, and let $P_1$ and $P_2$ be probability distributions under the first-order probabilities defined by
\[ P_i(x_i) = P(s \in S | \tilde{x}_i(s) = x_i), \]
and $P_i(x_i) = P(s \in S | \tilde{x}_i(s) = x_i)$, $i = 1, \ldots, n$, respectively.

In this subsection, we denote $\Delta F_i$ in (15) and $\tilde{\Delta F}_i$ in (16) as $\Delta F_i$ and $\Delta F_{i+}$, respectively, $i = 1, 2$, in the case where $P$ is replaced by $P_i$. The problem is to determine the condition under which we have
\[ \sum_{i=1}^{k} x_i U_i' (w + \alpha x_i) \Delta F_{i-} (x_i) + \sum_{j=k+1}^{n} x_j U_j' (w + \alpha x_j) \Delta F_{i+} (x_j) = 0 \]
\[ \Rightarrow \sum_{i=1}^{k} x_i U_i' (w + \alpha x_i) \Delta F_{i-} (x_i) + \sum_{j=k+1}^{n} x_j U_j' (w + \alpha x_j) \Delta F_{i+} (x_j) \geq 0. \]
or
\[ \sum_{i=1}^{k} x_i U_i' (w + \alpha x_i) (\Delta F_{i-} (x_i) - \Delta F_{i+} (x_i)) + \sum_{j=k+1}^{n} x_j U_j' (w + \alpha x_j) (\Delta F_{i-} (x_i) - \Delta F_{i+} (x_j)) \leq 0. \]

**Proposition 5.** Consider a change in ambiguity of the ambiguous asset return from $\tilde{x}_2$ to $\tilde{x}_1$. Suppose the assumptions of Theorem 2 hold. Then, this change reduces (increases) the optimal investment in the ambiguous asset if

a) a DM is ambiguity averse (loving) for gain and ambiguity loving (averse) for loss,

b) both $\frac{Y^*}{Y^-}$ and $-\frac{\hat{Y}^*}{\hat{Y}^-}$ are increasing (decreasing),

c) $\tilde{x}_1$ is more ambiguous than $\tilde{x}_2$ for gain and $\tilde{x}_1$ is less ambiguous than $\tilde{x}_2$ for loss;

\[ E[P_i(x_i)] = E[P_2(x_i)], i = 1, \ldots, n, \]
\[ \begin{cases} \text{Var}[P_i(x_i)] \leq \text{Var}[P_2(x_i)], & i = 1, \ldots, k, \\ \text{Var}[P_i(x_i)] \geq \text{Var}[P_2(x_i)], & i = k+1, \ldots, n, \end{cases} \]
d) and relative risk aversions $xU^*_i(x)/U'_i(x)$ and $xU^*_i(x)/U'_i(x)$ are less than unity.

Proof: In the same way as in (18), we have
\[ 2 \left( \Delta F_{i-} (x_i) - \Delta F_{i+} (x_i) \right) \]
\[ = \frac{Y^*}{Y^-} \left( \frac{\sum_{j=i}^{n} E[P_i(x_j)]}{\sum_{j=i}^{n} E[P_1(x_j)]} \right) \begin{pmatrix} \text{Var}[P_i(x_i)] - \text{Var}[P_2(x_i)] \\ \text{Var}[P_i(x_i)] - \text{Var}[P_2(x_i)] \end{pmatrix} \]
\[ + \left( \frac{Y^*}{Y^-} \left( \frac{\sum_{j=i}^{n} E[P_i(x_j)]}{\sum_{j=i}^{n} E[P_1(x_j)]} \right) \frac{Y^*}{Y^-} \left( \frac{\sum_{j=i}^{n} E[P_i(x_j)]}{\sum_{j=i}^{n} E[P_1(x_j)]} \right) \right) \sum_{j=i}^{n} \text{Var}[P_j(x_j)] - \text{Var}[P_2(x_j)] \]
\[ - \text{Var}[P_2(x_j)] + o \left( \sum_{j=i}^{n} \text{Var}[P_1(x_j)] + \text{Var}[P_2(x_j)] \right) \]
for $i = k+1, \ldots, n$. 
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\[2\left(\Delta\hat{P}_{1}(x_i) - \Delta\hat{P}_{2}(x_i)\right) = \frac{\hat{\gamma}^\ast \left(\sum_{j=1}^{k} E\left[P_j(x_j)\right]\right)}{\hat{\gamma}^\ast \left(\sum_{j=1}^{k} E\left[P_j(x_j)\right]\right)} \left(\text{Var}\left[P_1(x_i)\right] - \text{Var}\left[P_2(x_i)\right]\right) + \frac{\hat{\gamma}^\ast \left(\sum_{j=1}^{k} E\left[P_j(x_j)\right]\right)}{\hat{\gamma}^\ast \left(\sum_{j=1}^{k} E\left[P_j(x_j)\right]\right)} \sum_{j=1}^{k} \text{Var}\left[P_j(x_j)\right]
\]

\[-\text{Var}\left[P_i(x_i)\right] + \alpha \left(\sum_{j=1}^{k} \left(\text{Var}\left[P_j(x_j)\right] + \text{Var}\left[P_j(x_j)\right]\right)\right) \text{ for } i = 1, \cdots, k. \]

Hence, by the similar arguments to the proof of Proposition 4, we obtain the result.

5. Concluding Remarks

This paper derives an ambiguity measure under expected utility with uncertain probability (EUUP) by [1]. We show that the degree of ambiguity can be measured by the variance of uncertain probabilities just as the degree of risk can be measured by the variance of outcomes. Although [2] also derives an ambiguity measure based on the variance of uncertain probabilities, our measure is more flexible and discriminates between ambiguity in favorable outcomes and in unfavorable ones. We also provide a definition to show that one is at least as ambiguity averse (loving) for gain/loss as another and characterize this by the forms of their outlook functions. Finally, we discuss the effects of ambiguity on financial investments through comparative statics based on our ambiguity measure. We show two sufficient conditions. One is that a change in attitude toward ambiguity reduces the investment in ambiguous assets. The other is that a change in ambiguity of return increases the demand for the ambiguous assets. We derive our ambiguity measure by applying a quadratic approximation to the DMs perceived probabilities. Verification of the accuracy of this approximation is a remaining question. This issue needs to be considered. We will conduct empirical research to validate our ambiguity measure and confirm its usefulness in the near future.
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