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Abstract—Visual-Inertial Odometry (VIO) utilizes an Inertial Measurement Unit (IMU) to overcome the limitations of Visual Odometry (VO). However, the VIO for vehicles in large-scale outdoor environments still has some difficulties in estimating forward motion with distant features. To solve these difficulties, we propose a robust VIO method based on the analysis of feature confidence in forward motion estimation using an IMU. We first formulate the VIO problem by using effective trifocal tensor geometry. Then, we infer the feature confidence by using the motion information obtained from an IMU and incorporate the confidence into the Bayesian estimation framework. Experimental results on the public KITTI dataset show that the proposed VIO outperforms the baseline VIO, and it also demonstrates the effectiveness of the proposed feature confidence analysis and confidence-incorporated ego-motion estimation framework.

I. INTRODUCTION

Odometry, which estimates 6-DOF ego-motion, is a crucial technology for mobile applications. In robotics and computer vision community, Visual Odometry (VO) using cameras has been extensively studied for robot navigation [1] and autonomous driving [2] for decades. Practically, VO has great advantages in GPS-denied environments such as urban, military, underwater, and indoor areas, and provides less drifted results compared to Wheel Odometry (WO) and Inertial Odometry (IO). However, it also has some limitations: it cannot estimate the absolute scale of ego-motion and its performance highly depends on the scene and/or surrounding environments.

For these reasons, Inertial Measurement Units (IMUs) have been utilized for VO, named Visual-Inertial Odometry (VIO), and led outstanding advances in ego-motion estimation [3]. The VIO exploits the inertial measurements as well as a camera to get the scale information and accurate rotation estimates. It shows more robust performance to variations of scene conditions (e.g. illumination, weather, texture, etc.) than VO thanks to the complementary properties of heterogeneous sensors [4].

However, despite the aid of an IMU, these vision-based odometry methods for vehicles in large-scale outdoor environments still have some difficulties in estimating forward motion with distant features, where accurate estimation of the forward motion is a crucial issue because vehicles (i.e. cameras) move mostly forward. When they move forward and only distant features are available in the scene, it causes the lack of observation for translational motion estimation. For example, feature points located along the optical axis do not have any displacements in the images when a camera moves along the optical axis. In this sense, features near the motion axis are not informative for forward motion estimation. Furthermore, distant features have small displacements under translational camera motion. Actually, it is a well-known fact that distant features are not informative for translation motion estimation [5]. Consequently, distant features along the motion direction have vast uncertainty for forward motion estimation due to the aforementioned reasons. Ironically, however, such uncertain features are easy to track in the image sequence because of the projectivity of an image and their small displacement under translation as shown in Fig. 1.

Yang et al. [6] analyzed the uncertainty of a 3D feature point, $U_p$, during forward motion for scene reconstruction from motion as

$$U_p = \frac{\sigma}{t_3 R} \sqrt{\frac{N}{X^2 + Y^2}}, \quad N = f(X, Y, Z),$$

where $\sigma$ is the standard deviation of measurement noise, $R$ is the distance of a 3D feature point, $t_3$ is the forward translation of a camera, and $(X, Y, Z)$ is a 3D location of a feature point. Here, a composition function $f$ is dominated by $Z^3$, and this indicates that the uncertainty of the measurement increases as the depth of a feature point increases. In addition, we can see that feature points around the motion
axis have large uncertainty because $X,Y,R$ are placed in the denominator.

Our work was inspired by this simple analysis on the uncertainty of measurements. In this paper, we define the confidence of a feature point in motion estimation as the opposite concept of uncertainty due to their inverse correlation. Fig. 2 shows the concept of the feature confidence when a camera moves forward. We presents a robust VIO method in a moving platform by analyzing the confidence of features during forward motion. The cue for the confidence is the motion direction obtained from inertial measurements, and it is incorporated into measurement noise covariance in the Bayesian estimation framework. Our confidence analysis can be easily utilized for existing vision-based odometry frameworks for vehicles with inertial measurements or pre-estimated motion from images.

The main contributions of the paper can be summarized as follows:

- Analysis of feature confidence in forward motion estimation based on inertial measurements, and
- Confidence-incorporated Bayesian ego-motion estimation framework.

This paper is organized as follows. We review related works in Section II and describe the system configuration and notations in Section III. Then, we briefly summarize the baseline VIO framework [4] in Section IV. We describe how the confidence of features can be inferred and incorporated into our framework in Section V and illustrate experimental results in Section VI. Finally, we discuss the limitation and future works and conclude the paper in Section VII.

II. RELATED WORKS

We review VIO methods and feature handling methods for vision-based odometry.

**Visual-Inertial Odometry.** In the early stage, inertial measurements were used for structure-from-motion applications [7], [8], [9]. Those methods simply integrated inertial measurement data into the Bayesian estimation framework to predict ego-motion. Then, the fusion of visual and inertial measurement data has been theoretically validated and various state estimation techniques have been also applied [10], [11], [12], [13]. These methods usually require heavy computational power because of the estimation of 3D landmarks. As a result, a real-time issue on VIO has become important, and many efficient algorithms have been studied [14], [15].

Nowadays, the inertial measurements are more effectively used in various ways for many applications. For example, the inertial data were used to solve an inverse depth problem in SLAM [16]. Also, researches to estimate the scale of camera motion by using inertial data were studied [17], [11], [18]. In some works, the calibration of IMUs and between an IMU and a camera, which directly affects on estimation performance, was estimated together with the motion [9], [19], [20]. Feature characteristics was often exploited as constraints for estimation [21], [22], and there was some efforts to resolve issues arisen in smart-phones [23], [20]. Recently, sliding-window approaches have been proposed for VIO [24], [25], [4], and optimization-based VIO methods have been also studied [26], [27].

**Feature Handling for Odometry.** Kaess et al.[5] proposed the separated estimation of rotation and translation to handle degenerate cases where features are not distributed evenly. They used depth cue based on stereo cameras. Badino et al.[28] pointed out that handling the noise of feature measurement is an important issue and tried to suppress the noises of features by integrating features in multiple frames. On the other hand, Song et al.[29] used a learning technique to resolve the different uncertainties of multiple cues. Recently, Zhang and Vela proposed to select important features for ego-motion estimation [30]. This is the most similar work to ours. However, unlike Zhang’s algorithm, we exploit simple confidence analysis based on inertial measurements instead of complex observability measure.

III. SYSTEM CONFIGURATION AND NOTATIONS

Before presenting the problem formulation and the proposed algorithm, we describe the system configuration and some notations to make our formulation clearer. Our system consists of a single IMU and a single camera. They are rigidly connected and, therefore, the transformation between their coordinates can be described by 3-DOF rotation and 3-DOF translation. Fig. 3 shows the relation between 3D feature points in the world coordinate and rigidly connected IMU-camera coordinates. $\{I\}$ denotes the IMU coordinate, and $\{W\}$ represents the world coordinate. Special subscripts (i.e., $W_p$ and $C_t$) explain the reference coordinate explicitly. For example, when $p$ denotes the 3D position, $W_p$ represents the IMU 3D position with respect to the world coordinate $\{W\}$; here, the subscript $I$ represents an IMU. When $t$ denotes 3D translation, $C_t$ represents camera translation with respect to the IMU coordinate $\{I\}$; here, the subscript $C$ represents a camera.
IV. VISUAL INERTIAL ODOMETRY

In the ego-motion estimation problem, 3D landmarks are commonly estimated together with the 6D motion vector. This approach requires a large amount of computational power proportional to the number of landmarks in general. For efficient and accurate ego-motion estimation, our work is based on the sliding window strategy that uses consecutive frames without estimating any 3D landmarks. We exploit trifocal-tensor-based VIO [4] as a baseline odometry algorithm with little modifications. In this section, we briefly summarize the baseline algorithm.

Basically, we estimate the state $\mathbf{x}$ in (2) by using the measurement $\mathbf{z}$ in (10) with the Unscented Kalman Filter (UKF) because both the state transition and measurement models are nonlinear. The state comprises 3D poses of an IMU in three consecutive frames for trifocal tensor geometry and biases of inertial measurements:

$$
\mathbf{x} = \left[ \begin{array}{c} \mathbf{p}_1 \mathbf{T} \mathbf{W} \mathbf{v} \mathbf{T} \mathbf{q}_1 \mathbf{b}_a \mathbf{b}_g \mathbf{p}_2 \mathbf{T} \mathbf{q}_2 \mathbf{p}_3 \mathbf{T} \mathbf{q}_3 \end{array} \right]^T,
$$

where $\mathbf{W} \mathbf{q}_i \in \mathbb{R}^4$ is a unit quaternion representing the orientation, $\mathbf{W} \mathbf{p}_i \in \mathbb{R}^3$ is the position, and the subscript $i$ ($i \in \{1, 2, 3\}$) denotes the index of the poses in order of time (i.e., $\mathbf{W} \mathbf{q}_1$ and $\mathbf{W} \mathbf{p}_1$ are the foremost pose). $\mathbf{W} \mathbf{v}$ is the velocity, and $\mathbf{b}_a \in \mathbb{R}^3$ is the bias of acceleration measurements, and $\mathbf{b}_g \in \mathbb{R}^3$ is the bias of gyroscope measurements, respectively.

A. Transition model

Based on the defined state vector, the state transition is formulated as

$$
\mathbf{x}_{k+1} = f(\mathbf{x}_k) + \mathbf{w}_k = \left[ \begin{array}{c} f_{\text{pose}}(\mathbf{x}_k^{[1:23]}, \mathbf{u}_k) \\
 f_{\text{bias}}(\mathbf{x}_k^{[11:16]}) \end{array} \right] + \mathbf{w}_k,
$$

where superscript of $\mathbf{x}$ denotes the indexes of elements in the state vector, and the modeling noise $\mathbf{w}_k \in \mathbb{R}^{30}$ is assumed to be the white Gaussian noise as $\mathbf{w}_k \sim \mathcal{N}(0, \mathbf{Q})$ where $\mathbf{Q} \in \mathbb{R}^{30 \times 30}$, and $\mathbf{u}_k \in \mathbb{R}^{6}$ is a control input obtained from the IMU.

Algorithm 1 Unscented Kalman Filter (UKF) with Feature Confidence Analysis

- Initialization at $k = 0$
  $\hat{x}_0 = E[\mathbf{x}_0], \mathbf{P}_0 = E[(\mathbf{x}_0 - \hat{x}_0)(\mathbf{x}_0 - \hat{x}_0)^T]$
- State Estimation with Confidence Analysis, $k \geq 0$
  1) Prediction
     $[\hat{x}_{k+1}, \mathbf{P}_{k+1}] = \text{UKF_PREDICT}(\hat{x}_k, \mathbf{P}_k, \mathbf{Q}_k, f, \mathbf{u}_k)$
  2) 3-points RANSAC with predicted states
     $\mathbf{z}_{k+1}^{\text{inlier}} = \text{RANSAC}(\mathbf{z}_{k+1}, \hat{x}_{k+1}, \mathbf{P}_{k+1}, \theta)$
  3) Confidence inference in Section V-B
     $C_{z, k+1} = \text{INFER}(\mathbf{u}_k, \mathbf{z}_{k+1}^{\text{inlier}})$
  4) Update with confidence in Section V-C
     $[\hat{x}_{k+1}, \mathbf{P}_{k+1}] = \text{UKF_UPDATE}(\hat{x}_{k+1}, \mathbf{P}_{k+1}, \mathbf{z}_{k+1}^{\text{inlier}}, \mathbf{C}_{z, k+1}, \mathbf{f})$

The pose state transition model in (3) is formulated based on the basic law of the uniformly accelerated motion [31] as

$$
\mathbf{x}_{k+1}^{[1:16]} = f_{\text{pose}}(\mathbf{x}_k^{[1:16]}) = \left[ \begin{array}{c} \mathbf{W} \mathbf{p}_{1,k+1} \\
 \mathbf{W} \mathbf{v}_{k+1} \\
 \mathbf{W} \mathbf{q}_{1,k+1} \end{array} \right] = \left[ \begin{array}{c} \mathbf{W} \mathbf{p}_{1,k} + \mathbf{W} \mathbf{v}_k \Delta T + \mathbf{W} \mathbf{a}_k \Delta T^2 / 2 \\
 \mathbf{W} \mathbf{v}_k + \mathbf{W} \mathbf{a}_k \Delta T \cos T \\
 \mathbf{W} \mathbf{a}_k \Delta T \sin T \end{array} \right],
$$

where the operator $\odot$ denotes the quaternion product. To predict the next position $\mathbf{W} \mathbf{p}_{k+1}$ and orientation $\mathbf{W} \mathbf{q}_{k+1}$ of an IMU, we use the acceleration $\mathbf{W} \mathbf{a}$ and the angular velocity $\mathbf{W} \mathbf{v}$ during some time interval. They are obtained from the inverse process of generating inertial measurements [32] as

$$
\mathbf{W} \mathbf{a}_k = \left[ \begin{array}{c} \mathbf{W} \mathbf{q}_k \\
 \mathbf{g}_{m,k} - \mathbf{b}_{a,k} - \mathbf{w}_a + \mathbf{W} \mathbf{g} \end{array} \right],
$$

where $w_a$ and $w_g$ are acceleration and gyroscope measurement noises, respectively, and assumed to be white Gaussian noise, $\{\mathbf{a}_{m,k}, \mathbf{g}_{m,k}\} \subseteq \mathbf{u}_k$ are the measurements from the IMU. The matrix $\mathbb{R}(\cdot)$ denotes a direct cosine matrix converted from the unit quaternion $\mathbf{q}$. Then, the second and third poses are transited by the first pose and second poses in the previous time instance.

$$
\left[ \begin{array}{c} \mathbf{W} \mathbf{p}_{2,k+1} \\
 \mathbf{W} \mathbf{q}_{2,k+1} \\
 \mathbf{W} \mathbf{p}_{3,k+1} \\
 \mathbf{W} \mathbf{q}_{3,k+1} \end{array} \right] = \left[ \begin{array}{c} \mathbf{W} \mathbf{p}_{1,k} \\
 \mathbf{W} \mathbf{q}_{1,k} \\
 \mathbf{W} \mathbf{p}_{2,k} \\
 \mathbf{W} \mathbf{q}_{2,k} \end{array} \right],
$$

The bias state transition model in (3) is formulated by Brownian motion as $\mathbf{x}_{k+1}^{[11:16]} = f_{\text{bias}}(\mathbf{x}_k^{[11:16]})$. 
B. Measurement model

As measurements for state estimation, feature points extracted from images are used with trifocal tensor geometry. The trifocal tensor encodes the geometric relationship between scene structure and three images that capture the scene at different viewpoints. From a line and the corresponding two points in 3D space and three projection matrices of each image, the trifocal tensor $T \in \mathbb{R}^{3 \times 3 \times 3}$ is given by

$$T_j = P_{1,j} (P_{2,j})^\top - P_{2,j} (P_{1,j})^\top,$$

where subscript $j \in \{1, 2, 3\}$ denotes the column index of a matrix or a trifocal tensor, and $P_i \in \mathbb{R}^{3 \times 4}$, $i \in \{1, 2, 3\}$, are camera projection matrices of three consecutive frames. For example, $P_{i,j}$ is the $j$-th column vector of the $i$-th camera projection matrix. The projection matrices of cameras are acquired from the IMU pose states of (3) and transformation parameters $\mathbf{\xi}_t$, $\mathbf{\xi}_q$ between an IMU and a camera.

A point in the first image can be predicted from the corresponding point in the second image and the corresponding point in the third image with the trifocal tensor. It is called point-line-point correspondence in literature given as

$$f_i = K \left( \sum_j (f_{i,j}) T_j^j \right) l_2,$$

where $f_i \in \mathbb{R}^3$, $l_i \in \mathbb{R}^3$ are a 3D point vector and a line vector in $i$-th camera coordinates, respectively, $f_{i,j}$ is the $j$-th element of a 3D point vector in the $i$-th camera, and $K$ is an intrinsic parameter matrix of a camera.

A measurement $z_m \in \mathbb{R}^2$, $m \in \{1, \ldots, M\}$ in the first image is stacked to construct the measurement vector $z$ for motion estimation as $z = [z_1^\top, \ldots, z_M^\top]^\top$. The measurement model $h_m$ is defined as

$$z_m = \begin{bmatrix} u_m \\ v_m \end{bmatrix},$$

$$\begin{bmatrix} u_m \\ v_m \end{bmatrix} = h_m (x; f_3^m, l_2^m) + v_m = K \left( \sum_i (f_{i,m}^m) T_j^j \right) l_2 + v_m,$$

where measurement noise $v \in \mathbb{R}^{2M}$ is assumed to be white Gaussian noise as $v \sim \mathcal{N}(0, \mathbf{R})$.

V. CONFIDENCE-INCORPORATED KALMAN FILTER

In this section, we illustrate our main contributions, the analysis of feature confidence in forward motion estimation and the confidence-incorporated Bayesian ego-motion estimation framework. We exploit depth cues with the street assumption and motion cues from inertial measurements for confidence analysis. With these cues, our confidence inference algorithm can be applicable to efficient VIO methods which do not explicitly estimate depth as states. Algorithm 1 shows the overall framework of the proposed confidence-incorporated estimation algorithm. Unlike [4], we use 3-point RANSAC for robustness instead of 1-point RANSAC.

B. Inference of feature confidence

As we illustrated in Section I, distant feature points located along the motion direction have low confidence for estimating forward motion. With this intuition, we infer the confidence of all features in an image. We exploit the angle and the depth of a feature and their relation are described in Fig. 5. We exploit this observation to infer the confidence of feature points.
information between the motion axis and the 3D position vector of a feature. The angle implicitly includes the depth information in the 3D camera coordinates under the aforementioned street assumption, as well as the distance information between the motion axis and a feature in the 2D image coordinate as described in Fig. 5. For example, if the depth of a feature increases, then the angle of the feature decreases. If the distance of a feature to the motion axis decreases, then the angle of the feature decreases. That is, the angle of a feature to the motion axis is proportional to the confidence of a feature for estimating forward motion.

From this analysis, we define the feature confidence for forward motion estimation based on the motion direction as

$$c_{t,m} = \cos^{-1} \left( \frac{C_v \cdot D_m}{\|C_v\| \|D_m\|} \right),$$

where $\| \cdot \|$ denotes the magnitude of a vector, $C_v 
^m \in \mathbb{R}^3$ is the 3D position vector of the $m$-th feature in the first camera coordinate among three consecutive camera coordinates in Sec IV-B, and $v \in \mathbb{R}^3$ is a velocity of the camera coordinate. Fig. 6 shows feature points with the confidence map inferred by the motion direction for the forward motion estimation.

However, the matching confidence of feature points is usually opposite to the confidence for estimating forward motion. For example, the matching accuracy of distant features are generally higher than that of close features, because the displacements of distant features are small in forward motion. Although it looks like a paradox on feature confidence, we believe that the RANSAC process guarantees the measurement noise of features to be small and consistent.

The inferred feature confidence is only applicable for forward motion. For this reason, we need to examine the ratio of forward and rotation motions in a vehicle motion by inertial measurement analysis. We define the forward motion ratio $\tau$ as

$$\tau = \frac{\|Wv\|}{\|a_m\| + \|g_m\|},$$

where $a_m$ is acceleration measurements and $g_m$ is gyroscope measurements. Even though the units of acceleration and angular velocity are different, the motion ratio $\tau$ is empirically acceptable, because the magnitudes of two measurements are proportional to the translational and rotational force. The scale problem caused from different units can be resolved by leaning-based regression techniques. Fig. 4 shows motion changes with time and corresponding $\tau$ values obtained by the inertial measurement analysis.

Final confidence of a feature is determined as

$$c_m = \tau c_{t,m}. \quad (13)$$

C. Update with confidence

The Kalman filter considers the uncertainties of a system and measurements to handle various system configurations and measurement noise. Under normal circumstances, the uncertainties are modeled as common white Gaussian noise because it makes the system easy to solve. In the case of image features, all features are assumed to have the same uncertainty in general as

$$z = h(x) + v, \quad p(v) \sim \mathcal{N}(0, R). \quad (14)$$

However, in our framework, we impose different uncertainties to measurement noise covariance $R$ based on the feature confidence analysis. The feature confidences described in Sec. IV-B are block-diagonalized as

$$C_f = bl_{dia}(c_1I_2, \ldots, c_MI_2). \quad (15)$$

Then, the confidence matrix $C_f$ is multiplied to $R$. As a result, the Kalman gain $K_c$ reflecting the feature confidence is produced as follows.

$$K_c = P_{xy}(P_{yy} + C_fR)^{-1} \quad (16)$$

Here $P_{xy}$ is state-measurement cross covariance and $P_{yy}$ is measurement covariance for UKF Kalman gain.

This Kalman gain is used to update state $x^-$ and state error covariance $P^-$ as follows.

$$\hat{x}^+ = x^- + K_c(x - \hat{x}) \quad (17)$$

$$P^+ = P^- - K_cP_cK_c^T. \quad (18)$$
In this paper, we proposed the robust VIO algorithm based on the analysis of feature confidence in ego-motion estimation using inertial measurements. We first formulate the VIO problem by using effective trifocal tensor geometry. Then, by using the motion information obtained from inertial measurements, we define the feature confidence in ego-motion estimation and propose the confidence-incorporated ego-motion estimation framework based on inertial measurements. Experimental results on the public KITTI dataset show that the proposed algorithm outperforms the baseline VIO, and it demonstrates the effectiveness of the proposed feature confidence analysis and the proposed confidence-incorporated ego-motion estimation framework.

We expect that the proposed algorithm can be applied to the smartphone platform equipped with a low-cost IMU and a camera. Furthermore, thanks to the advances of various computer vision techniques, some other cues such as depth

Fig. 7. Motion analysis results of the sequence 2011_09_30_drive_0018 (#10 in Sec VI) using inertial measurements (upper: acceleration measurements, middle: gyroscope measurements, lower: forward motion ratio).

Fig. 8. Comparison of inertial measurements. Y-axis denotes the acceleration.

VI. EXPERIMENTAL RESULTS

We performed experiments on public KITTI datasets [2]. However, since the odometry benchmark datasets on the KITTI website do not provide inertial measurements for VIO, we utilized KITTI raw data datasets which include all information for VIO. We evaluated our algorithm on 16 sequences in residential environments longer than 100 (m). Residential sequence is the most proper sequence compared to City, Road, and Campus sequences because they have small numbers of moving objects.

However, the inertial measurements provided from the KITTI datasets are highly accurate so that they can be used as ground truth for evaluation. On the other hand, it is well-known that IMU uncertainty is severely high. We assume general environments that use a less accurate low-cost IMU and camera. Therefore, it is not suitable to use the inertial measurements from the KITTI dataset directly as inputs of the baseline and the proposed VIO. For this reason, we added Gaussian noise of the low-cost IMU (\( \sigma_{ang} = 0.25 \text{rad/s}^2 \), \( \sigma_{acc} = 0.26 \text{m/s}^2 \)) to inertial measurements of KITTI datasets. The noise strength was determined from the real data by using the technique described in [33]. Fig. 8 shows the original inertial measurements of the KITTI dataset and the noisy input used in our experiments. Image features used for motion estimation were extracted and matched by using the SIFT descriptor which is a well-known robust descriptor. For fair evaluation, we adopt evaluation metrics and codes from the KITTI benchmark [4].

We exploited the Hu’s work as the baseline odometry [4]. However, the proposed confidence analysis can be incorporated into any Bayesian estimation framework as we already mentioned in Section VI. All parameters for baseline and proposed VIO such as initial error covariance \( P \), system noise covariance \( Q \), measurement noise covariance \( R \), and RANSAC threshold are equally set for fair evaluation. Besides, input feature points are also identical in all evaluations. The maximum number of feature points are set to 100 with bucketing. Estimates of rotation and translation are averaged in 10-Monte Carlo simulation. Table I shows that our simple confidence incorporation leads to the quantitative performance improvement of VIO. The improvement appears in translation estimation as we intended. We can notice that the proposed algorithm really suppresses the translation error in sequence # 6, 8, 9. The qualitative comparison of these sequences are shown in Fig. 9. The rotation estimates of the proposed algorithm have negligible variation compared to the baseline. The accuracy of rotation estimates really high thanks the gyroscope measurements from the IMU though.

VII. DISCUSSION AND CONCLUSION

http://www.cvlibs.net/datasets/kitti/eval_odometry.php
inferred from single image can be incorporated into our framework to extend our work.
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