Regression Model-Based Flux Observer for IPMSM Sensorless Control with Wide Speed Range
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Abstract: A new linear regression form is derived for a flux observer and a position observer is designed. In general, the observability of the permanent-magnet synchronous motor is lost at zero speed. In this work, the proposed regressor vector contains current derivative terms in both directions (dq-axis), and it gives the chance for the model-based flux observer to operate at zero speed. When an excitation signal is injected into d and q axes with the proposed flux observer, it helps to satisfy the persistent excitation condition in the low-speed range. Therefore, the sensorless performance of the model-based is improved greatly, even at zero speed. However, it appears with a disturbance term, which depends on the derivative of the d-axis current. Thus, the disturbance does not vanish when an excitation signal is injected. In this work, the disturbance term is also taken care of in constructing an observer. It results in an observer which allows signal injection. Thus, high frequency signal can be injected in the low speed region and turned off when it is unnecessary as the speed increases. This model-based approach utilizes the signal injection directly without recurring to a separate high frequency model. In other words, it provides a seamless transition without switching to the other algorithm. The validity is demonstrated by simulation and experimental results under various load conditions near zero speed.
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1. Introduction

As the cost and reliability of the motor drive system are taken into account, a rotor position sensorless control and algorithms are being widely used in AC motor. In particular, an interior permanent-magnet synchronous motor (IPMSM) is used for industrial, traction applications, and home appliances. Because of reluctance torque, they have a higher power density than non-salient and induction motor. The sensorless control for IPMSM has been researched extensively for decades.

The sensorless methods are classified into model-based and saliency-based methods. The model-based method is applied in medium/high-speed range because it depends on the relative magnitudes of dq-axis EMFs. The flux or back-electromotive force (EMF) is normally used as an estimated variable involving the fundamental excitation. The dynamic model of a IPMSM is more complex than surface-mount PMSM (SPMSM) in the stationary frame. To simplify the model, the extended back-EMF (EEMF) was proposed for IPMSM sensorless control [1–6]. The active flux is more conveniently used in IPMSMs since it includes the rotor saliency, as well as the rotor flux [7,8].

To extend the sensorless operation range, the saliency-based method is used in the low-speed range. It is well known that the injection of high frequency signal increases the signal-to-noise ratio, thereby improving low speed performances significantly [9–12]. In particular, it enables full torque operation at standstill. However, it causes audible noise and is not suitable for the high speed region. In addition, it limits the bandwidth of the current controller, due to the demodulation method.

Some applications require a wide sensorless operation range, such as electric vehicles, washing machines, crane systems, and electric propulsion for aircraft. Practically, it is
beneficial to use a signal injection method at low speed and a model-based method in the high speed region. Then, it requires a switching algorithm between the two methods depending on the speed range. If the switching takes place drastically, chattering may occur. It can be prevented by using a speed-dependent hysteresis changeover [13–16]. Furthermore, it is better to employ a speed-dependent gain for the smooth transition. On the other hand, the Gopinath filter guarantees a smooth transition. The weight changes dynamically depending on speed [17,18]. An adaptive full-order observer with the signal injection method was utilized in [19]. They focused on the seamless transition between model-based and signal injection algorithms. However, the hybrid systems are more complicated because two different estimated algorithms are implemented.

Recently, a unified model-based sensorless method was proposed as a new approach. By allowing additional signal injection, the performance of the model-based sensorless method was significantly improved [20,21]. Applying Newton’s method to the nonlinear optimization problem, these methods directly estimated the rotor position angle and speed. It did not require the demodulation method nor any switching mechanisms. Therefore, they provided seamless transitions between low and medium speeds. However, these observer models are included in the rotor speed information and pure differential operator.

Other candidates of unified model-based sensorless methods estimate the rotor or active flux [22–29]. Unlike back-EMF, the rotor flux maintains its magnitude regardless of the speed, which is a necessary condition to become a unified model-based sensorless method. To estimate the flux, a full-order observer or a low-pass filter was used to deal with unknown initial values and DC offset problems. Since the rotor speed information is included in the model, these methods require a speed adaptation method.

A nonlinear flux observer for SPMSM was proposed and experimentally demonstrated in the stationary frame [23–25]. Note that the nonlinear observer is practically advantageous because it does not require speed information. Bobtsov et al. [26,27] extended the flux observer by including an initial parameter estimator. The convergence was proved with the persistence of excitation (PE) condition. However, the use of a pure integrator is a critical weakness. To eliminate the DC offset problem, a new flux estimator was proposed by incorporating the parameter estimator and the flux observer [28]. Later, it extended the work to IPMSM in the context of a regressor [29]. An additional feedback loop was constructed based on an observer of regression form. It allowed the high frequency signal injection to increase the signal-to-noise ratio in the low speed range.

The previous observer based on the linear regression model did not work properly at zero speed, even with the high frequency signal [29]. This is because its regressor vector did not satisfy the PE condition. The injected signal helped only to reduce the magnitude of oscillating angle error. In this paper, a regression model-based flux observer is proposed, which can be operated at standstill. To enhance the low-speed sensorless performance, a new regression model is derived by a modified regressor vector. It is derived from the square of the active flux after applying a high-pass filter. Then, it turns out to be a product form between a known vector and an unknown parameter vector. The gradient algorithm is applied to obtain a flux estimation. Though it is a model-based observer, it can operate at zero speed with signal injection under loaded conditions. At high speed, it turns into a flux observer by simply turning off the high frequency signal. This means that the injection algorithm is carried over to a model-based algorithm seamlessly without an additional gadget. It is more advantageous since the speed information is not required in the observer, and a demodulation is not necessary with the signal injection. Experimentally, the low speed sensorless control performance was demonstrated under the rated load torque.

The remainder of this paper is organized as follows. The dynamic model of an IPMSM is discussed in Section 2. In Section 3, the proposed observer and the new linear regression form are derived. Then, the signal injection strategy in zero speed region is proposed in Section 4. In Section 5, the simulations and experiments are shown.
2. Dynamic Model of a IPMSM

The IPMSM is modeled in the stationary $\alpha$-$\beta$ frame as follows \[30\]:

\[
\mathbf{v} = R i + \left[ L_s + \frac{\Delta L}{2} \cos 2\theta \quad \frac{\Delta L}{2} \sin 2\theta \right] \frac{di}{dt} + \omega \Delta L \left[ -\sin 2\theta \quad \cos 2\theta \right] i + \omega \psi_m \left[ -\sin \theta \quad \cos \theta \right],
\]

(1)

where $R$ is the stator coil resistance, $\psi_m$ is the rotor flux linkage, $i = [i_\alpha, i_\beta]^T$ is current, $\mathbf{v} = [v_\alpha, v_\beta]^T$ is voltage in the stationary frame, $\omega = \dot{\theta}$ is the electrical speed, and $\frac{di}{dt}$ is the differential operator. Angle $\theta$ is the rotor flux angle, $L_s = (L_d + L_q)/2$, and $\Delta L = L_d - L_q$, where $L_d$ and $L_q$ are the $d$- and $q$-axis inductance. Voltage Equation (1) is expressed equivalently as follows:

\[
\dot{\lambda} = \mathbf{v} - R i,
\]

(2)

\[
\lambda = e^{J\theta} \mathbf{L}_{dq} e^{-J\theta} i + \psi_m c(\theta),
\]

(3)

where $\lambda = [\lambda_\alpha, \lambda_\beta]^T$ is the stator flux, $\dot{\lambda}$ is the derivation of the stator flux, $c(\theta) = [\cos \theta, \sin \theta]^T$, as follows:

\[
\mathbf{L}_{dq} = \begin{bmatrix} L_d & 0 \\ 0 & L_q \end{bmatrix}, J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, e^{-J\theta} = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix}.
\]

We have two estimates of $\lambda$ based on voltage (2) and current (3). The stator current in the synchronous frame is defined as follows:

\[
i_{dq} = e^{-J\theta} i,
\]

(4)

where $i_{dq} = [i_d, i_q]^T$. Note that $d - q$ is synchronous axis reference frame quantities. To distinguish between the rotor angle-dependent and non-dependent terms, it is obtained by substituting (4) into (3) as follows:

\[
e^{J\theta} \mathbf{L}_{dq} e^{-J\theta} i = e^{J\theta} \mathbf{L}_{dq} i_{dq}.
\]

(5)

Substituting (5) into (3) and separating the angle dependent term, the active flux is defined by the following \[7,8\]:

\[
x \equiv \lambda - L_q i = (\Delta L i_d + \psi_m) c(\theta).
\]

(6)

Differentiating both sides of (6), we obtain from (2) the following:

\[
x = v - R i - L_q \frac{di}{dt} = \left( \frac{d}{dt} i_d \right) \Delta L c(\theta) + (\Delta L i_d + \psi_m) \omega J c(\theta).
\]

(7)

Note that (6) includes the angle information associated with the rotor magnetic saliency. Thus, $\Delta L i_d c(\theta)$ makes it possible to estimate the angle based on the rotor saliency.

3. Proposed Flux Observer

3.1. Nonlinear Observer Based on Regression Model

Recently, the flux observer was proposed based on the regression model \[29\]. The standard linear regression form is as follows:

\[
y = \Phi^T x,
\]

(8)
where \( y \in \mathbb{R} \) and \( \Phi \in \mathbb{R}^2 \) are known vectors and \( x \in \mathbb{R}^2 \) is unknown vector. Note that 2 is the dimension of an unknown vector, which can be extended. The standard gradient estimator is derived as follows:

\[
\dot{x} = x + \gamma \Phi (y - \Phi^T \dot{x}),
\]

where \( \gamma \) is a positive adaptation gain. The advantages of the regression model are the following:

- It does not include uncertain information, such as rotor speed.
- It is easy to develop an observer using a nonlinear optimizing method, such as a gradient descent method.
- It is exponentially stable when the regressor vector \( \Phi \) is the PE condition [31].

However, the previous regressor vector was not satisfied at standstill, despite additional signal injection [29]. The motive in this paper is to create a new regression model so that the regressor \( \Phi \) satisfies the PE condition at zero speed.

### 3.2. New Linear Regression Form Derivation Processing

Note that \( \|e(\theta)\| = 1 \). Thus, it follows from (6) that the following holds:

\[
\|x\|^2 = \psi_m^2 + \Delta L \dot{x}^T x + \psi_m \Delta L i_d.
\]

In (10), the following identity is used: \( i^T x = i_d (\psi_m + \Delta L i_d) \). Note that a different identity \( \|x\|^2 = \psi_m^2 + 2 \Delta L \dot{x}^T x - \Delta L^2 \dot{i}_d^2 \) was used in the previous work [29]. Particularly, the coefficient ‘1’ or ‘2’ of \( \Delta L \dot{x}^T x \) makes a difference in the following linear regression form. Rearranging (10), we have the following:

\[
\Delta L \dot{x}^T x = \|x\|^2 - \psi_m^2 - \psi_m \Delta Li_d.
\]

Applying a filter \( \frac{as}{s + \alpha} \) for some \( \alpha > 0 \) to both sides of (11), we have the following:

\[
\Delta L \frac{as}{s + \alpha} (i^T x) = \frac{as}{s + \alpha} (\|x\|^2) + e(t) + d(t),
\]

where \( e(t) \equiv - \frac{as}{s + \alpha} \psi_m^2 = - \alpha \psi_m^2 e^{-\alpha t} \) and

\[
d(t) \equiv - \psi_m \Delta L \frac{as}{s + \alpha} i_d.
\]

The filter functions as a differentiator. Therefore, it eliminates the effects of constant terms ultimately. Applying the swapping Lemma [32] and grouping with \( x \), the proposed linear regression form is derived as follows:

\[
y(t) = \Phi^T x + e(t) + d(t)
\]

where

\[
\Phi = \Omega_1 + \Omega_2,
\]

\[
\Omega_1 = \frac{as}{s + \alpha} x = \frac{\alpha}{s + \alpha} (v - R i - L_d \frac{d}{dt} i),
\]

\[
\Omega_2 = \frac{as}{s + \alpha} (x - \Delta L i) = \frac{\alpha}{s + \alpha} (v - R i - L_d \frac{d}{dt} i),
\]

\[
y(t) = \Delta L \left( \frac{\alpha}{s + \alpha} i \right)^T \Omega_1 + \frac{1}{\alpha} \|\Omega_1\|^2 + \frac{1}{s + \alpha} \Omega_2^T \Omega_1
\]

The detailed derivation process is included in Appendix A. It should be noted that \( \Omega_1 \) and \( \Omega_2 \) are available, since \( v, i \) are available and \( R, L_d, L_q \) are assumed to be known. Note again that \( y(t) \) is available for all \( t \geq 0 \), while \( e(t) \) is exponentially decaying. It is emphasized
here that (14) has a linear regression form perturbed by \( \epsilon(t) + d(t) \). Specifically, (14) is a product of known vector \( \Phi = \Omega_1 + \Omega_2 \) by an unknown variable, \( x \).

3.3. Adaptation Law Using Gradient Algorithm

To derive an observer, gradient rule is applied to regression model (14). Note that the model has two perturbation terms, \( \epsilon(t) \) and \( d(t) \). Since \( \epsilon(t) \) decays exponentially, it can be neglected. Note, however, that \( d(t) = -\Delta L \psi_m \frac{\alpha_s}{s + \alpha} i_d \) cannot be neglected during the transient state or when an excitation signal is injected into the \( d \)-axis. Previously, it was ignored by assuming that \( i_d \) is constant [29].

Usually, signal injection is exercised in the \( d \)-axis since it does not cause torque ripple, and gives a minor effect on torque. Typically, the \( d \)-axis current is supposed to be \( i_d = i_d^0 + I_h \sin(\omega_h t) \) with a signal injection strategy, where \( \omega_h \) is a high frequency term. In such a case, \( d(t) \) cannot be neglected any time. Considering (6), it is seen that \( i_d = \hat{\mathbf{T}}(\theta) = \hat{\mathbf{x}} / \|\hat{\mathbf{x}}\| \). Therefore, \( d \) can be estimated, using a flux estimate, \( \hat{\mathbf{x}} \) such that the following holds:

\[
\hat{d}(t) \equiv -\psi_m \Delta L \frac{\alpha_s}{s + \alpha} \left( \frac{i^T \hat{\mathbf{x}}}{\|\hat{\mathbf{x}}\|} \right).
\]

Using \( \hat{d}(t) \), a cost function is defined as follows:

\[
J = \frac{1}{2} (y - \Phi^T \hat{\mathbf{x}} - \hat{d})^2.
\]

Then, the gradient is equal to the following:

\[
\frac{\partial J}{\partial \hat{\mathbf{x}}} = -\left( \Phi + \Lambda \right)(y - \Phi^T \hat{\mathbf{x}} - \hat{d}),
\]

where

\[
\Lambda = \frac{\partial \hat{d}}{\partial \hat{\mathbf{x}}} = -\psi_m \Delta L \frac{\alpha_s}{s + \alpha} \left[ \frac{1}{\|\hat{\mathbf{x}}\|^2} \right],
\]

and \( \mathbf{I} \in \mathbb{R}^{2 \times 2} \) is the identity matrix.

Combining \( \frac{\partial J}{\partial \hat{\mathbf{x}}} \) with dynamic model (7), an observer is constructed such that the following holds:

\[
\dot{\hat{\mathbf{x}}} = \mathbf{v} - R i - L_q \frac{d}{dt} i + \gamma (\Phi + \Lambda)(y - \Phi^T \hat{\mathbf{x}} - \hat{d}),
\]

where \( \gamma > 0 \) is an adaptation gain to be tuned. Since the proposed algorithm takes into account the effect of \( d(t) \) caused by \( i_d \) and uses the new linear regression model, it should be differentiated from the previous observer [29].

3.4. Proposed Nonlinear Observer

A summary of the observer is written as follows:

\[
\begin{align*}
\dot{\mathbf{\lambda}} &= \mathbf{v} - R i + \gamma (\Phi + \Lambda)(y - \Phi^T \hat{\mathbf{x}} - \hat{d}), \quad \mathbf{\lambda}(0) \in \mathbb{R}^2 \\
\dot{\hat{\mathbf{x}}} &= \hat{\mathbf{x}} - L_q i \\
\dot{\hat{\theta}} &= \text{atan2}(\hat{x}_\beta, \hat{x}_s).
\end{align*}
\]

Its block diagram is depicted in Figure 1.
As shown in the figure, the proposed observer consists of an open loop flux observer (7) and an output feedback loop. The output feedback loop plays a significant role to stabilize the observer, it consists the known filtered vector, value, and estimation variable $\hat{x}$.

**Remark 1.** The state flux observer (23) has a driving term, $\gamma (\Phi + \Lambda (y - \Phi^T \hat{x} - \hat{d}))$, in which $\Phi$ contains the filtered variables, $\Omega_1$ and $\Omega_2$. It has only two tuning parameters, $\gamma$ and $\alpha$.

**Remark 2.** The adaption algorithm (22) is mathematically equivalent to (23) and (24). The difference is that current differentiation $\frac{d}{dt}i$ is not used in (23) and (24).

**Remark 3.** Note that the cross-coupling effect was deliberately omitted for simplicity of the regression model. If the cross-coupling effect is considered in the model, it is very difficult to derive the regression model and it is complicated to apply to the real system. However, the performance of sensorless control is limited, due to the model error when the signal is injected in the low speed range.

## 4. Signal Injection Strategy

When the motor is low, it tends to be difficult to satisfy the PE condition. Then, the system is likely to become unstable. In short, poor performance at low speeds is directly related to the loss of the PE condition. Note, however, that the PE condition could be satisfied when high frequency signals are used. Typically, the $d$ and $q$ axis currents are constants during steady state. Nonetheless, oscillating high frequency signals are superimposed on the normal $dq$ currents to meet the PE condition. Substituting (16) and (17) into (15), we have the following:

$$\Phi = 2\frac{\alpha}{s + \alpha} (v - Ri - L_s \frac{di}{dt})$$  \hspace{1cm} (26)

Using $L_d = L_s + \frac{\Delta L}{2}$, $L_q = L_s - \frac{\Delta L}{2}$, (3), and (5), we have the following:

$$\lambda = L_s i + \frac{\Delta L}{2} (i_d c(\theta) - i_q J_c(\theta)) + \psi_m c(\theta)$$ \hspace{1cm} (27)

Utilizing (27) and (2), we have the following:

$$v - Ri - L_s \frac{di}{dt} = \frac{\Delta L}{2} \frac{d}{dt} (i_d c(\theta) - i_q J_c(\theta)) + \omega \psi_m J c(\theta)$$  \hspace{1cm} (28)
Substituting the left side of (28) into (26), it is derived as follows:

$$\Phi = \frac{\alpha}{s + \alpha} \left( 2\omega \psi_m J c(\theta) + \omega \Delta L \left( i_d c(\theta) - i_q J c(\theta) \right) \right) + \Delta L \left( \left( \frac{d}{dt} i_d \right) c(\theta) - \left( \frac{d}{dt} i_q \right) J c(\theta) \right).$$

Note from that regression vector $\Phi$ plays a vital role in the PE condition [31]. The right side of (29) consists of three terms: two of them depend on the speed, $\omega$, while the other one does not. Therefore, the two speed dependent terms are useless in the vicinity of zero speed. In the low speed region, we have the following:

$$\Phi \approx \Delta L \frac{\alpha}{p + \alpha} \left( \left( \frac{d}{dt} i_d \right) c(\theta) - \left( \frac{d}{dt} i_q \right) J c(\theta) \right).$$

To get a clear signal of $\Phi$, $i_d$ and $i_q$ must be alternating since the differential operator $\frac{d}{dt}$ is applied to them. This means that the use of high frequency signal is inevitable.

Consider the superimposed signals:

$$i_d = i_{d0} + I_h \sin(\omega_h t), \quad (31)$$

$$i_q = i_{q0} + I_h \cos(\omega_h t), \quad (32)$$

where $i_{d0}$ and $i_{q0}$ are the reference currents required for torque control, and $I_h \sin(\omega_h t)$ and $I_h \cos(\omega_h t)$ are high frequency signals. Note that $\omega_h \gg \omega$ and that the two injected signals differ in phase by $90^\circ$. Then, (30) turns out to be the following:

$$\Phi \approx \Delta L I_h \omega_h \frac{\alpha}{s + \alpha} c(\theta + \omega_h t),$$

where $c(\theta + \omega_h t) = [\cos(\theta + \omega_h t), \sin(\theta + \omega_h t)]^T$. It is obvious that the trajectory of (33) forms a circle in the stationary frame as shown in Figure 2b. It corresponds to the level curve of a quadratic function with two equal eigenvalues. Consequently, the proposed regressor vector $\Phi$ satisfies the PE condition, especially when the speed is zero. Compared to the previous observer [29], the previous regressor vector $\Omega_2$ cannot satisfy the PE condition at zero speed by any signal injection methods. However, since the injection signal was considered, additional terms, such as $\Lambda$ and $\hat{d}(t)$, are added to the proposed observer. It slightly increases the complexity of the observer and makes the stability analysis difficult.

**Figure 2.** The regressor vector $\Phi$ with the injection signal at zero speed: (a) Time plots of $\Phi_\alpha$ and $\Phi_\beta$, and (b) its Lissajous pattern.

The comparison results of the proposed regression model with the previous model [29] are listed in Table 1. Excepting the vanishing disturbance term $\epsilon(t)$, all regression terms differentiate between two regression models. Note that the proposed regressor vector $\Phi$ has current derivative terms in both directions ($dq$-axis). However, the previous regressor vector $\Omega_2$ has one derivative term in the $d$-axis current. As a result, the Lissajous trajectories of two regressor vectors are different. The trajectory of the proposed regressor vector $\Phi$ is drawn on a circle at standstill. It means the regressor vector satisfies the PE condition.
Table 1. Comparison of the proposed regression model with the previous model.

| Term                                | Previous Regression Model [29] | Proposed Regression Model |
|-------------------------------------|--------------------------------|---------------------------|
| Regression Form                     | \( y_p(t) = \Omega_2^T x + \frac{1}{2}(e(t) + d_p(t)) \) | \( y(t) = \Phi^T x + e(t) + d(t) \) (14) |
| Known variable                      | \( y_p = \frac{1}{s+\alpha}\Omega_1^T\Omega_2 + \frac{1}{2}\left(1 - \frac{1}{s+\alpha}\right)\|\Omega_1\|^2 + \Delta L(\frac{\alpha}{s+\alpha}i)^T\Omega_1 \) | \( y(t) = \frac{1}{\alpha}\|\Omega_1\|^2 + \frac{1}{s+\alpha}\Omega_2^T\Omega_1 + \Delta (\frac{\alpha}{s+\alpha}i)^T\Omega_1 \) (18) |
| Known vector (Regressor vector)     | \( \Omega_2 = \frac{a}{p+\alpha}(v - Ri - L_d\frac{d}{dt}i_d) + (\omega\psi_m - \Delta L(\frac{d}{dt}i_q)Jc) \) | \( \Phi = \frac{a}{s+\alpha}(2\psi - 2R_i - L_d\frac{d}{dt}i_d) + \frac{2}{s+\alpha}(2\omega\psi_mJc + \omega\Delta L(i_dJc + i_qJc)) + \Delta L((\frac{d}{dt}i_d)Jc - (\frac{d}{dt}i_q)Jc) \) (29) |
| Disturbance (Non-Vanishing)        | \( d_p(t) = \Delta L^2 \frac{a\alpha s^2 \psi^2}{s+\alpha}i_d \) | \( d(t) = -\Delta L\psi_m \frac{a\alpha s^2 \psi^2}{s+\alpha}i_d \) (13) |
| Disturbance (Vanishing)            | \( e(t) = -\frac{a\alpha s^2 \psi^2}{s+\alpha}i_d \) | \( e(t) = -\frac{a\alpha s^2 \psi^2}{s+\alpha}i_d \) |
| Regressor vector at standstill      | \( \Omega_2 = -\frac{s+\alpha}{p+\alpha}((\Delta L(\frac{d}{dt}i_q))Jc) \) | \( \Phi = \Delta L\frac{a\alpha}{p+\alpha}((\frac{d}{dt}i_d)Jc - (\frac{d}{dt}i_q)Jc) \) (30) |
| Injection method                    | \( q \)-axis signal injection | \( dq \)-axis signal injection |

5. Simulation and Experimental Results

Figure 3 shows the sensorless control block diagram that includes the proposed flux observer. The current commands were calculated using the copper loss minimizing method [33]. Simulations and experiments were performed with the parameters of a real IPMSM listed in Table 2. High frequency sinusoidal currents are added to the \( dq \)-axis current reference only in the low speed region, \( |\dot{\omega}| < 80 \text{ r/min} \). They are gradually decreased to zero as the speed increases. Thus, it realizes a seamless transition from the signal injection to the pure observer-based algorithm, and vice versa.
Table 2. Parameters of an interior PMSM and gains of the proposed observer used in the simulation and experiment.

| Parameter                              | Value                |
|----------------------------------------|----------------------|
| Rated output power                     | 1.3 kW               |
| Rated torque                           | 6.25 Nm              |
| Rated speed ($\omega_n$)               | 2000 r/min           |
| Rated current                          | 8.7 Arms             |
| Numbers of poles ($P$)                 | 6 poles              |
| PM flux linkage constant ($\psi_m$)    | 0.11 Wb              |
| $d$ axis inductance ($L_d$)            | 6.25 mH              |
| $q$ axis inductance ($L_q$)            | 8.68 mH              |
| Stator resistance ($R$)                | 0.39 $\Omega$        |
| Filter gain ($\alpha$)                | $2\pi \times 500$   |
| Adaptation gain ($\gamma$)            | 1.0                  |
| Injection current reference amplitude ($I_h$) | 1.5 A               |
| Injection signal frequency ($\omega_p$) | $2\pi \times 500$ rad/s |

Figure 3. Sensorless control block diagram for IPMSM that employs signal injection only in the low speed region.

The filter gain $\alpha$ should be tuned above the frequency of the injection signal, $\alpha \geq \omega_p$. If the filter gain value is less than the injection frequency, the amplitude of the regressor vector is attenuated. It may diminish the signal-to-noise ratio. Additionally, the adaptation gain $\gamma$ should be selected in consideration of the whole operation range. The selection guideline was discussed in [29]. In the paper, the fixed adaption gain was used as 4.

5.1. Simulation Results

Simulations were performed using MATLAB Simulink. In Figure 4, zero speed control performances are compared with the Gopinath model flux observer [8], the previous observer based on regression model [29], and the proposed observer. In all cases, the high frequency signal was injected with the speed control mode, while 0.5 pu load torque was applied from 1 s to 4 s. To see the robustness, a 30% overly estimated resistor value was used in the observer after 2 s. As soon as the resistor value is not matched, unstable oscillations are observed with Gopinath model-based flux observer in Figure 4a. In the case of the previous regression-based observer, the estimated flux error gradually increases, due to the resistor value mismatch, and the observer becomes unstable after 2 s as shown in Figure 4b. On the other hand, stable results are obtained with the proposed scheme under all situations in Figure 4c. The resistance error causes 4° angle error.
5.2. Experimental Results

Figure 5 shows the inverter, dynamo set, and control board made with TMS320F28377. The pulse-width modulation (PWM) frequency was set 5 kHz, while the current sampling rate was 10 kHz. The analog to digital converter (ADC) was set in the 16 bit mode. The rotor angle and speed were measured by an encoder with 4000 pulse per revolution. The dead time was 2.0 µs. The phase voltage was computed from the measured dc-link voltage and the PWM duty. In order to mitigate the inverter nonlinearity, the dead time and IGBT on-drop were carefully compensated [30,34].

Typically, the $d$-$q$ axis inductance of PMSM varies significantly along with core saturation, due to the stator current. The variation causes a difference between the real value and the inductance parameter used in the observer. It makes the estimated angle offset error. To mitigate the effect of the inductance variation on the observer, the $d$-$q$ axis inductance parameters were continuously updated through the lookup table.

To investigate the behavior of $\Phi_\alpha$ and $\Phi_\beta$, three different sets of current references were injected when the motor was at standstill under no load condition: $(i^*_d, i^*_q) =$

Figure 4. Simulation results at zero speed under 0.5 pu load when the resistance is 30% erroneous: (a) Gopinath model flux observer [8], (b) previous observer based on regression model [29], and (c) proposed observer.

Figure 5. Experimental environments: (a) inverter (b) control board, and (c) test bench.
\((I_h \cos(\omega_h t), 0), (I_h \cos(\omega_h t), I_h \cos(\omega_h t)), (I_h \cos(\omega_h t), I_h \sin(\omega_h t))\). Figure 6a shows the current plots versus time, while (b), (c) and (d) show Lissajous plots of \(\Phi_\alpha\) and \(\Phi_\beta\). In the first case, only the \(d\)-axis current was utilized. In the second case, both \(d\) and \(q\) axis currents were utilized. However, they were in the same phase. The last one is a case when the \(d\) and \(q\) axis currents reference differ in phase by 90\(^\circ\), (31)–(33). In the last case, a trajectory of \(\Phi_\alpha\) and \(\Phi_\beta\) was drawn, similar to a circle. It can be represented by (33). The regressor vector \(\Phi\) satisfied the PE condition [26]. It yielded a most suitable contour for the PE condition.

Figure 6. Plots of currents and regression functions: (a) currents and (b–d) Lissajous contours of \(\Phi_\alpha\) and \(\Phi_\beta\).

Figure 7 shows a case of starting in the speed control mode under no load condition. Initially, the angle estimation error was 90\(^\circ\). A starting algorithm was executed during the first 500 ms. In that period, no control action was taken, but the angle was estimated with high frequency current injection. The plot shows us that the angle error converged at the zero speed state. Then, the speed was increased to 100 r/min. It should be noted that the convergence is guaranteed only when the angle error is less than \(\pm \pi/2\) at standstill. When the angle error is larger than \(\pm \pi/2\) at standstill, another polarity checking algorithm is required [35].

Figure 8a shows a zero speed control performance from 20 r/min to standstill. Figure 8b shows a speed control performance from 20 r/min to -20 r/min without a load. The angle was estimated correctly, even at zero speed.
Figure 7. Angle and active flux estimation at the starting under no load condition when the initial angle error is 90°.

Figure 8. Speed under no load condition control performance under no-load condition: (a) Standstill speed control, and (b) reverse speed control from 20 r/min to −20 r/min.

Figure 9 shows a speed transition from 20 r/min to 100 r/min under 1.0 pu load torque. Note that high frequency signal was injected up to 80 r/min. The presence of high frequency signal can be checked by the thickness of phase current. Since the amplitude of injected signal decreased steadily from 40 r/min to 80 r/min, its presence was clearly seen
at 20 r/min. Figure 10 shows a zero speed control performance when 0.9 pu load torque was applied and removed during $2.4 \leq t \leq 7.5$ s. Speed hunting was not observed, except at the moment of the load torque transition. Note that the magnitude of $\alpha$-phase current increased in response to the step load, and that the angle error did not exceed $25^\circ$ under the load.

![Figure 9](image1.png)

**Figure 9.** Speed transition from 20 r/min to 100 r/min under 1.0 pu load torque.

![Figure 10](image2.png)

**Figure 10.** Zero speed under no load condition. Control performance under 0.9 pu load: (a) speed, angle error, $\alpha$-phase current, and (b) load torque.

Figure 11 shows the speed and current responses when the speed changed from 100 to $-100$ r/min under 1.0 pu load condition. At the zero speed, current hunting was not observed, and the angle error was regulated under $\pm 16^\circ$. It can be seen from $\alpha$-phase current that high frequency signal was injected only in the low frequency region, $|\omega_r| < 80$ r/min. As shown in Figure 3, the amplitude of injected signal changed gradually over $40 \leq \omega_r \leq 80$ r/min and $-80 \leq \omega_r \leq -40$ r/min. It demonstrates a seamless transition from a pure model-based sensorless control to a signal injection method, and vice versa.
Figure 11. Speed transition under no load condition from 100 to $-100$ $r/min$ under 1.0 pu load.

Figure 12 shows a zero speed control performance under 0.5 pu load when the estimate of the coil resistance changed 30%, erroneously. The angle error, $\Delta \theta$, increased slightly with the error in $R$. This experimental result matches well with the simulation result shown in Figure 4c. It is a meaningful experimental result. In the model-based sensorless method, an erroneous parameter in resistance has a significant impact on the estimation angle error and stability at the low-speed region, which is included at zero speed. To mitigate the effect of the mismatch resistance on the estimation angle and stability in the low speed region, the stator resistance was estimated [36]. However, it makes for a complicated system and requires time-varying adaption gain depending on the operation region. In contrast, the proposed method with the injection signal has low sensitivity to erroneous resistance values.

Figure 12. Zero speed control performance under 0.5 pu load when the resistor estimation error increased to 30%: (a) The erroneous resistance, estimated angle error, and estimated flux and (b) phase current and measured torque.
Figure 13 shows the sensorless performance when rapidly changing the motor speed. The estimated angle was adjusted within the tolerable range when the motor was changed from 400 r/min (0.2 pu) to 2000 r/min (1.0 pu) for 250 ms with rated load.

Figure 13. Speed transition from 400 r/min to 2000 r/min (1.0 pu) under the rated load.

6. Conclusions

The saliency of IPMSM dynamics is dealt with elaborately by the active flux, $x$ and a vector, $c(\theta) = [\cos \theta, \sin \theta]^T$. A linear regression form is derived from the square of the active flux, $\|x\|^2$. The high pass filter acts a role of suppressing a constant rotor flux term, $\psi_{2m}$. The term with rotor saliency, $\psi_m \Delta L_{ld}$ is carefully treated in the process of applying the gradient rule. The perturbation term, which is caused by the derivative of the $d$-axis current, is also taken into account when constructing an observer.

The proposed regressor vector $\Phi$ includes $\frac{di_d}{dt}$ and $\frac{di_q}{dt}$. It allows high frequency signal injection in the $d$-axis, as well as the $q$-axis. The dual excitation enhances the chance of satisfying the PE condition. Therefore, the high-frequency signal can be injected when it is necessary and turned off as the speed increases. Therefore, it provides seamless transitions between the signal injection to observer based modes. It enhances the low speed performance under loaded condition. It was validated through simulation and experiments with 30% resistance error. The motor was controlled successfully at standstill.
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Abbreviations

The following abbreviations are used in this manuscript:

- $\alpha - \beta$: Stationary axis reference frame quantities
- $d - q$: Synchronous axis reference frame quantities
- $R$: Resistance of stator winding
- $L_d, L_q$: $d$-axis and $q$-axis inductance of stator winding
- $\psi_m$: $d$ and $q$-axes stator flux linkage in the synchronous frame
- $v, i$: Stator winding resistance
- $i_{dq}$: $d$ and $q$-axes self-inductance
- $\lambda$: Stator flux in the stationary frame
- $\lambda(0)$: Initial Stator flux
- $x$: Active flux in the stationary frame
- $\theta$: Rotor flux angle
- $\Delta \theta$: Estimation rotor flux angle error
\( \omega, \omega_r \) Electrical speed and mechanical speed
\( I_h \) Injection current magnitude
\( \omega_i \) Injection current frequency
\( T \) Shaft torque
\( \gamma \) Adaptation gain of observer
\( \alpha \) Filter gain
\( \frac{d}{dt} \) Differential operator
PMSMs Permanent-magnet synchronous motors
IPMSM Interior permanent-magnet synchronous motor
SPMSM Surface-mount PMSM
EMF Electromotive force
PE Persistence of excitation
FEM Finite-element method
LPF Low pass filter
BPF Band-pass filter

Appendix A. Linear Regression Derivation Process

Applying Lemma in Appendix B to the first term on the right-hand side of (12), we have the following:

\[
\frac{\alpha}{s + \alpha} (x^T x) = 2 \Omega_1^T x - \left( \frac{1}{\alpha} + \frac{1}{s + \alpha} \right) \| \Omega_1 \|^2. \tag{A1}
\]

Similarly, the left-hand side of (12) is equal to the following:

\[
\frac{\alpha}{s + \alpha} (1^T x) = \left( \frac{\alpha}{s + \alpha} \right)^T x + \left( \frac{\alpha}{s + \alpha} \right)^T \Omega_1 - \frac{1}{s + \alpha} \left\{ \left( \frac{\alpha}{s + \alpha} \right)^T \Omega_1 \right\}. \tag{A2}
\]

Collecting the terms that do not include \( x \) from (A1) and (A2), we let the following hold:

\[
y(t) \equiv \Delta L \left( \frac{\alpha}{s + \alpha} \right)^T \Omega_1 + \frac{1}{\alpha} \| \Omega_1 \|^2 + \frac{1}{s + \alpha} \Omega_2^T \Omega_1.
\]

Substituting (A1) and (A2) into (12) and grouping with \( x \), we have the following:

\[
y(t) = (2 \Omega_1 - \Delta L \frac{\alpha}{s + \alpha} i)^T x + e(t) + d(t),
\]

where \( \Phi = 2 \Omega_1 - \Delta L \frac{\alpha}{s + \alpha} i = \Omega_1 + \Omega_2 \).

Appendix B. Swapping Lemma

Lemma A1. Assume that \( u, v : \mathbb{R} \to \mathbb{R} \) are differentiable and that \( \alpha > 0 \) is a constant. Then, we have the following:

\[
\frac{\alpha}{p + \alpha} (uv) = \left( \frac{\alpha}{p + \alpha} u \right) v + \left( \frac{\alpha}{p + \alpha} u \right) \left( \frac{p \alpha}{p + \alpha} \right) - \frac{1}{p + \alpha} \left\{ \left( \frac{p \alpha}{p + \alpha} \right) \left( \frac{p \alpha}{p + \alpha} \right) \right\}. \tag{A3}
\]

Proof. Recall that [28]

\[
\frac{\alpha}{p + \alpha} (uv) = \left( \frac{\alpha}{p + \alpha} u \right) v + \frac{\alpha^2}{p + \alpha} \left\{ \left( \frac{1}{p + \alpha} \right) v \right\}. \tag{A3}
\]

Utilizing swapping lemma [29], we have the following:

\[
\frac{\alpha^2}{p + \alpha} \left\{ \left( \frac{1}{p + \alpha} u \right) v \right\} = \left( \frac{\alpha}{p + \alpha} u \right) \left( \frac{p \alpha}{p + \alpha} v \right) - \frac{1}{p + \alpha} \left\{ \left( \frac{p \alpha}{p + \alpha} u \right) \left( \frac{p \alpha}{p + \alpha} v \right) \right\}. \tag{A4}
\]
Substituting (A4) into (A3), the lemma is derived. The proof of the swapping lemma is included in [32].
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