Polar/apolar interfaces modulate the conformational behavior of cyclic peptides with impact on their passive membrane permeability
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Cyclic peptides have the potential to vastly extend the scope of druggable proteins and lead to new therapeutics for currently untreatable diseases. However, cyclic peptides often suffer from poor bioavailability. To uncover design principles for permeable cyclic peptides, a promising strategy is to analyze the conformational dynamics of the peptides using molecular dynamics (MD) and Markov state models (MSMs). Previous MD studies have focused on the conformational dynamics in pure aqueous or apolar environments to rationalize membrane permeability. However, during the key steps of the permeation through the membrane, cyclic peptides are exposed to interfaces between polar and apolar regions. Recent studies revealed that these interfaces constitute the free energy minima of the permeation process. Thus, a deeper understanding of the behavior of cyclic peptides at polar/apolar interfaces is desired. Here, we investigate the conformational and kinetic behavior of cyclic decapeptides at a water/chloroform interface using unbiased MD simulations and MSMs. The distinct environments at the interface alter the conformational equilibrium as well as the interconversion kinetics of cyclic peptide conformations. For peptides with low population of the permeable conformation in aqueous solution, the polar/apolar interface facilitates the interconversion to the closed conformation, which is required for membrane permeation. Comparison to unbiased MD simulations with a POPC bilayer reveals that not only the conformations but also the orientations are relevant in a membrane system. These findings allow us to propose a permeability model that includes both ‘prefolding’ and ‘non-prefolding’ cyclic peptides – an extension that can lead to new design considerations for permeable cyclic peptides.

1 Introduction

Existing pharmaceutical drugs cover only a small fraction of the over 20 000 proteins encoded in the human genome. Most of the druggable proteins share distinct structural features, compared to the undruggable fraction: they have restricted, pocket-shaped binding sites that favor interactions with small organic molecules. In addition, their amount of well-defined rigid domains is significant. However, bioinformatic studies estimate that 85% to 90% of proteins do not contain suitable pocket-shaped binding sites and/or well-defined rigid domains, and are therefore difficult to target by small-molecule drugs. In contrast, macrocyclic drugs like cyclic peptides can bind to larger binding sites with flat profiles or protein–protein interfaces. Cyclization has the added benefit that it prevent rapid metabolic clearance. Therefore, cyclic peptides have the potential to vastly extend the scope of druggable proteins and lead to therapeutics for currently untreatable diseases.

The therapeutic applicability of cyclic peptides is, however, limited by their often low cell permeability and oral bioavailability. To address this issue, many experimental and computational studies have focused on the molecular mechanism of cell permeation of cyclic peptides with the aim to define strategies for the rational design of permeable cyclic peptides. N-Methylation of the peptide backbone, change of stereocenters, conformational flexibility, and side-chain modifications can all influence the permeability. Unfortunately, their effect is non-linear and highly site-dependent. The cell permeability of cyclic peptides often drops with increasing peptide size. Nevertheless, some larger cyclic peptides can display internal conformational changes, which are crucial for membrane permeability. The different conformations can be distinguished by the amount of intramolecular hydrogen bonds. In the so called ‘closed’ conformation, the internal hydrogen bonds shield the polar groups from the environment leading to a low polar surface area. In contrast, polar groups are...
exposed to the environment in the ‘open’ conformation.\textsuperscript{18,33,35} Therefore, cyclic peptides can adapt to polar and apolar environments by changing from one conformation to another, an ability called the ‘chameleonic’ behavior of cyclic peptides.\textsuperscript{33,36}

The shielding of polar groups in the ‘closed’ conformation lowers the desolvation energy barrier for moving into the apolar membrane interior. Therefore, the ‘closed’ conformation is assumed to be the main permeable species.\textsuperscript{21,33,37,38} However, the possibility to adopt a ‘closed’ conformation in an apolar environment alone does not necessarily imply membrane permeability.\textsuperscript{21,34} Molecular dynamics (MD) and nuclear magnetic resonance (NMR) studies have revealed that congruent conformational states (i.e. conformations occurring in both polar and apolar environments, of which the ‘closed’ conformation can be one) facilitate the transition between different environments and therefore increase membrane permeability.\textsuperscript{18,21,24} The peptide composition, size, and hydrophobic surface area heavily influence the conformational behavior of cyclic peptides and thus also the permeability.\textsuperscript{21,23,26,27,31} The interplay between all these factors is not trivial to decipher and therefore, it is difficult to establish structure–permeability relationships.

During their path through the membrane, cyclic peptides pass different environments. They start in a polar aqueous environment outside the cell, cross the polar and often charged lipid head-group region, move through the apolar lipid-tail region, and again pass the head-group region in order to reach the interior of the cell. Thus, cyclic peptides not only face different environments, but also multiple interfaces between polar and apolar regions. The conformational and dynamic behavior at these interfaces is hardly understood since previous simulation approaches have focused mainly on homogeneous environments.\textsuperscript{21,24} Only few studies have been reported that targeted cyclic peptides in non-homogeneous environments.\textsuperscript{39,40} In these studies, biased enhanced sampling approaches were employed to achieve sufficient sampling in the available simulation time. Wang \textit{et al.}\textsuperscript{39} simulated cyclosporine A at a water/chloroform interface as well as in a 1-palmitoyl-2-oleoylphosphatidylcholine (POPC) bilayer system. To enhance sampling, the authors increased the temperature of the system to 490 K and reduced specific force constants acting on the \(\omega\)-dihedral angles. Sugita \textit{et al.}\textsuperscript{40} used steered MD\textsuperscript{41} and umbrella sampling\textsuperscript{42} to pull more than 100 different cyclic peptides into a POPC bilayer and calculate their free-energy profile. In addition, they focused on small cyclic peptides with little conformational flexibility in order
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\caption{Cyclic decapeptide (CDP) series used in this work. The backbone scaffold was reported by Fouché \textit{et al.}\textsuperscript{43,44} and is kept constant. The side-chain residues are systematically varied between leucine/alanine at position 1, 3, 6, and 8 (yellow), proline/alanine at position 4 and 9 (red), and D-phenylalanine/D-alanine at position 5 and 10 (blue). In position 2 and 8 are alanines in all peptides. In position 5 and 10 are D-amino acids to enable the correct \(\beta\)-turn conformation. The parallel artificial membrane permeation assay (PAMPA) data were taken from ref. 24. Note that CDP 1 and 3 in this study correspond to CDP 6 and 4, respectively, in ref. 21 and 24.}
\end{figure}
to obtain converged results. These studies led to important new insights into the permeability of cyclic peptides. The free-energy minimum along the permeation pathway (i.e. the most favorable position of the peptide) was neither in the aqueous phase nor in the apolar lipidal-tail region, but directly beneath the lipid head-group region at the polar/apolar interface.\(^{39,40}\) This behavior was conserved over a wide range of peptides with different hydrophilicity. The free-energy minimum was more distinct for more lipophilic peptides, but even very hydrophilic peptides showed this minimum.\(^{49}\) As cyclic peptides are likely to spend a large proportion of their permeation process located at this minimum, a detailed and non-biased understanding of how the interface influences the conformational behavior and dynamics of cyclic peptides is desired.

In this work, we use extensive unbiased MD simulations to investigate the behavior of a series of eight cyclic decapeptides (CDPs) at a water/chloroform interface, and compare the results to unbiased simulations with a POPC bilayer. In contrast to the work of Sugita et al.,\(^{48}\) the peptides are chosen to show complex internal conformational dynamics. The simulations are performed without biases and at room temperature to avoid artifacts like the distortion of the interface or POPC bilayer or the formation of pores. In addition, this ensures that the observed conformations and kinetics reflect the natural behavior of the cyclic peptides. The backbone scaffold of the CDPs and their N-methylation pattern was introduced by Fouché et al.\(^{43,44}\) and is kept throughout our series while the side chains are varied. Fig. 1 illustrates the variations that are performed in three dimensions: (i) a switch from leucine to alanine at position 1, 3, 6, and 8, (ii) proline to alanine at position 4 and 9, and (iii) \(D\)-phenylalanine to \(\alpha\)-alanine at position 5 and 10. In the closed conformation, as observed by NMR and in crystal structures, the peptides form two \(\beta\)-strands (amino acids at position 1, 2, 3 and 6, 7, 8) and two \(\beta\)-turns (amino acids at position 4, 5 and 9, 10). In this conformation, all unmodified amide nitrogen atoms face towards the peptide interior and build the typical four H-bonds pattern.\(^{23}\) We investigate how the interplay between polar/apolar interfaces and the peptide orientation modulate the conformational and kinetic behavior of the CDPs, and showcase the important role of interfaces in the passive permeation process of cyclic peptides.

2 Methods

2.1 Experimental details

All experimental data has been taken from previous publications. The synthesis of the CDPs and the determination of their solution structures in chloroform by NMR spectroscopy have been described in detail in ref. 43. The PAMPA measurements were described in ref. 21 and 24. The NMR measurements have been used to derive the ‘closed’ starting conformations for MD simulations. Compound purity was determined by analytical liquid chromatography-mass spectrometry (LC-MS) and liquid chromatography-ultraviolet spectroscopy (LC-UV) 220 nm to 400 nm diode array detection (DAD) with an acuity ultra-performance liquid chromatography (UPLC) system. The purity of all compounds was >95%.

2.2 Computational details

2.2.1 MD simulations

2.2.1.1 Initial conformations. All MD simulations were initiated with CDPs in their ‘closed’ or major ‘open’ conformation. The ‘closed’ conformers were obtained from measurements in chloroform by NMR spectroscopy.\(^{46}\) The generation of the major ‘open’ conformers has been described in detail in ref. 21 and 24. Briefly, a set of 100 seed conformers from enhanced sampling runs facilitating an opening of the ‘closed’ conformers was selected to perform repeated parallel MD simulations of 100 ns length until the subsequent core-set Markov model (CSMM) converged. The ‘open’ conformers of CDPs 2 and 4–8 were adapted by in silico mutagenesis from CDP 1 and 3, respectively, and used as an ensemble set of seeds for the corresponding MD simulations.

2.2.1.2 Water/chloroform interface. All MD simulations at the water/chloroform interface were performed using the Groningen Molecular Simulation (GROMOS) software package\(^{47}\) and the GROMOS 54A8 force field.\(^{48}\) The simulations were carried out under \(NPT\) conditions with rectangular periodic boundary conditions. The leapfrog scheme\(^{49}\) was used to integrate Newton’s equations of motion with a time step of 2 fs. The simple-point-charge (SPC) water solvent model\(^{50}\) was used. Weak coupling\(^{51}\) to three separate temperature baths for the peptide, the chloroform phase and the water solvent was applied with a reference temperature of 300 K and a relaxation time of 0.1 ps. The pressure was maintained around 1.013 bar (1 atm) by weak coupling to a pressure bath with a relaxation time of 0.1 ps. The pressure was maintained around 1.013 bar (1 atm) by weak coupling to a pressure bath with a relaxation time of 0.1 ps.

The MD simulations at the POPC lipid bilayer and the peptides are chosen to show complex internal conformational dynamics. The simulations are performed without biases and at room temperature to avoid artifacts like the distortion of the interface or POPC bilayer or the formation of pores. In addition, this ensures that the observed conformations and kinetics reflect the natural behavior of the cyclic peptides. The backbone scaffold of the CDPs and their N-methylation pattern was introduced by Fouché et al.\(^{43,44}\) and is kept throughout our series while the side chains are varied. Fig. 1 illustrates the variations that are performed in three dimensions: (i) a switch from leucine to alanine at position 1, 3, 6, and 8, (ii) proline to alanine at position 4 and 9, and (iii) \(D\)-phenylalanine to \(\alpha\)-alanine at position 5 and 10. In the closed conformation, as observed by NMR and in crystal structures, the peptides form two \(\beta\)-strands (amino acids at position 1, 2, 3 and 6, 7, 8) and two \(\beta\)-turns (amino acids at position 4, 5 and 9, 10). In this conformation, all unmodified amide nitrogen atoms face towards the peptide interior and build the typical four H-bonds pattern.\(^{23}\) We investigate how the interplay between polar/apolar interfaces and the peptide orientation modulate the conformational and kinetic behavior of the CDPs, and showcase the important role of interfaces in the passive permeation process of cyclic peptides.

2.2 Computational details

2.2.1 MD simulations

2.2.1.1 Initial conformations. All MD simulations were initiated with CDPs in their ‘closed’ or major ‘open’ conformation. The ‘closed’ conformers were obtained from measurements in chloroform by NMR spectroscopy.\(^{46}\) The generation of the major ‘open’ conformers has been described in detail in ref. 21 and 24. Briefly, a set of 100 seed conformers from enhanced sampling runs facilitating an opening of the ‘closed’ conformers was selected to perform repeated parallel MD simulations of 100 ns length until the subsequent core-set Markov model (CSMM) converged. The ‘open’ conformers of CDPs 2 and 4–8 were adapted by in silico mutagenesis from CDP 1 and 3, respectively, and used as an ensemble set of seeds for the corresponding MD simulations.

2.2.1.2 Water/chloroform interface. All MD simulations at the water/chloroform interface were performed using the Groningen Molecular Simulation (GROMOS) software package\(^{47}\) and the GROMOS 54A8 force field.\(^{48}\) The simulations were carried out under \(NPT\) conditions with rectangular periodic boundary conditions. The leapfrog scheme\(^{49}\) was used to integrate Newton’s equations of motion with a time step of 2 fs. The simple-point-charge (SPC) water solvent model\(^{50}\) was used. Weak coupling\(^{51}\) to three separate temperature baths for the peptide, the chloroform phase and the water solvent was applied with a reference temperature of 300 K and a relaxation time of 0.1 ps. The pressure was maintained around 1.013 bar (1 atm) by weak coupling to a pressure bath with a relaxation time of 0.5 ps and an isothermal compressibility of 0.4575 nm\(^2\) (1 atm) by weak coupling to a pressure bath with a relaxation time of 0.5 ps and an isothermal compressibility of 0.4575 nm\(^2\) \(N^{-1}\) under isotropic scaling of the simulation box. For the nonbonded interaction, a twin-range cutoff scheme was used with 0.8 nm and 1.4 nm cutoffs. A reaction-field force\(^{52}\) with a relative dielectric permittivity of 61.0 (ref. 51) was used for the treatment of electrostatic interactions beyond the long-range cutoff. The SHAKE algorithm\(^{53}\) was used to constrain bond lengths with a relative tolerance of 10\(^{-4}\). Coordinate and energy trajectories were written out every 5 ps for data analysis.

The biphasic simulation system consisted of 400 chloroform molecules and an equal volume of water molecules. The simulation box measured 7.52 nm \(\times\) 3.76 nm \(\times\) 3.76 nm. A cyclic peptide in either the ‘closed’ conformation or the major ‘open’ state was placed in the simulation box in various orientations either at the interface of the water and chloroform phases, or at the center of the aqueous phase, with approximately 1.88 nm distance between the CDP’s center of mass and the closest chloroform atom at the interface. Each simulation was preceded by 20 ps \(NVT\) thermalisation and equilibration under positional restraining of the solute atoms. Initial velocities were generated using a random number generator seed at an initial temperature of 300 K. If not mentioned otherwise, 50 MD simulations with different starting orientations were performed for 200 ns per peptide and starting conformation, resulting in 20 \(\mu\)s of sampling of each CDP. The first 2 ns of each simulation were discarded from the analysis for equilibration.

2.2.1.3 POPC bilayer. The MD simulations at the POPC lipid bilayer (a mimic for a cellular membrane) were performed using...
the Groningen Machine for Chemical Simulations (GROMACS) 2020.5 software package\textsuperscript{23} and the GROMOS 54A8 force field.\textsuperscript{24} Lipid parameters were adopted from the POPC model of Marzuoli et al.\textsuperscript{25} to improve solvation properties of the head-group region. The simulations were carried out under NPT conditions with rectangular periodic boundary conditions. Again, the SPC\textsuperscript{26} water model was used as solvent. The leapfrog scheme\textsuperscript{27} was used to integrate Newton’s equations of motion with a time step of 2 fs. Weak coupling\textsuperscript{28} to three separate temperature baths at 303 K for the peptide, the lipids and the solvent was applied with a relaxation time of 0.1 ps. The pressure was coupled semi-anisotropically to a Parrinello-Rahman barostat\textsuperscript{29} at 1.0 bar with a coupling constant of 2.0 ps and an isothermal compressibility of 0.45 nm² N\textsuperscript{-1}. For both the short-range electrostatic and van der Waals interactions, a single cutoff of 1.2 nm was used. The long-range electrostatics were calculated by the particle mesh Ewald (PME) algorithm.\textsuperscript{26} The linear constraint solver (LINCS) algorithm\textsuperscript{27} was used to impose constraints on the bond lengths with fourth order expansion. Center-of-mass (COM) motion removal was applied in every simulation step to remove the motion of the bilayer relative to the solvent. Coordinate trajectories were written out every 100 ps for data analysis.

The topology of the simulation box containing 512 POPC lipids in a bilayer (256 per leaflet) was adopted from Marzuoli et al.\textsuperscript{25} The CDPs were placed either in their ‘closed’ conformation or the major ‘open’ state at the center of the aqueous phase in the simulation box, with approximately 3 nm distance between the CDP’s center of mass and the closest head-group atom of the POPC lipids. Each simulation was preceded by 100 ps NVT thermalisation and 1 ns NPT equilibration. In total, 50 runs with 100 ns length were started in the ‘open’ and ‘closed’ conformation of CDP 1 and CDP 3 each. After manual assessment, those runs that showed an initial contact with the membrane were selected. For CDPs 1 and 3, two and three of the 100 runs showed an initial contact with the membrane, respectively. The last frame of these simulations was used as the seed for five continuation runs with 100 ns each.

2.2.2 Construction of Markov models. MSMS provide a statistical framework to describe the complete system dynamics.\textsuperscript{28} Using MSMS, one can compute stationary quantities and long-time kinetics from ensembles of short simulations. Importantly, these short simulations need to be in ‘local equilibrium’ within the MSM states, but are not required to be in ‘global equilibrium’. Thus, we can combine multiple short simulations of 200 ns to obtain the system’s kinetics in the μs regime.

For all trajectories, the sine and cosine of the backbone torsion angles $\phi$ and $\psi$ were extracted using the PyEMMA Python library,\textsuperscript{29} representing the first 40 feature dimensions. Additionally, the position in the simulation box and orientation of the CDPs with respect to the simulation box were extracted from the trajectories using the MDTraj\textsuperscript{30} Python library, resulting in a total of 42 feature dimensions. In the system description, no side-chain information was explicitly included. The 42 feature dimensions were reduced to 6-11 collective coordinates (the exact number depends on the peptide) by time-lagged independent component analysis (TICA).\textsuperscript{31}

The hierarchical density-based Sittel–Stock clustering algorithm\textsuperscript{32} was used for the spatial clustering. The Sittel–Stock algorithm requires a cutoff for the minimal number of members for a cluster (k). Here, a cutoff $k = 100$ was used. To obtain effective transition probabilities between the conformational states, the core-set Markov model technique (CSMM)\textsuperscript{33}–\textsuperscript{35} was used. For the Markov model, a lagtime $\tau$ of 1.5 ns was chosen to ensure Markovianity. Furthermore, robust Perron cluster–cluster analysis (PCCA+)$^{36}$ was performed to group the microstates into metastable conformational states. Depending on the peptide, three or four macrostates were chosen. Visual inspection of these showed that this procedure lead to the separation of a ‘closed’, an ‘open orientation A’, and an ‘open orientation B’ state for each peptide.

The mean first passage times (MFPTs) $E_x[T_y]$ of the interconversion processes describe the expected hitting times of one target state $y$ in $Y$ when starting in state $x$ in $X$. MFPTs were calculated from the transition matrix $T$ with the following equation,

$$E_x[T_y] = \begin{cases} 0 & x = y \\ 1 + \sum_z T_{xz} E_z[T_y] & x \neq y \end{cases}$$

(1)

Bootstrapping was performed to obtain the average and standard deviation for the steady-state populations of the Markov models. A total of 50 bootstrapping iterations were performed. In each iteration, $n$ trajectories were picked from the total set of trajectories with replacement, where $n$ equals the total number of trajectories.

2.2.3 Data analysis. If not stated otherwise, all trajectories were analyzed using the MDTraj\textsuperscript{30} Python library.

2.2.3.1 Position. The position of the CDP inside the biphasic simulation box was calculated by dividing the number of atom–atom contacts within a threshold of 0.5 nm between the CDP and the chloroform molecules with the number of atom–atom contacts between the CDP and molecules of the water and chloroform phase as follows,

$$\text{Position} = \frac{\text{Atom contacts (peptide : CHCl}_3)}{\text{Atom contacts (peptide : CHCl}_3 + \text{peptide : H}_2\text{O}}}$$

(2)

2.2.3.2 Orientation with respect to the simulation box. To calculate the orientation of the peptides with respect to the simulation box, the cosine of $\alpha$, the scalar product between the normal vector to the plane set up by the CDP (\(\bar{a}\)) and a vector parallel to the length of the simulation box (\(\bar{b}\)) was determined,

$$\text{Orientation} = \cos(\alpha) = \cos(\bar{a} \cdot \bar{b})$$

(3)

Because of the periodic boundary conditions, the vector parallel to the length of the biphasic simulation box (\(\bar{b}\)) was calculated as the vector pointing from the COM of the aqueous phase to the COM of the chloroform phase. In the simulation...
with the POPC bilayer, on the other hand, the z-axis of the system was used as \( \hat{b} \). In each case, these vectors \( \{ \hat{b}, \hat{c} \} \) constitute the normal vector to the polar/apolar interface.

2.2.3.3 Orientation with respect to the water/chloroform interface by side-chain interactions. To calculate the orientation of the peptides with respect to the water/chloroform interface by side-chain interactions, the number of atom–atom contacts within a threshold of 0.5 nm between the non-hydrogen atoms of the leucine side chains (alanine if substituted) and chloroform molecules was divided by the number of atom–atom contacts between the non-hydrogen atoms of the leucine side chains (alanine if substituted) and molecules of the water and chloroform phase as follows,

\[
\text{Orientation} = \frac{\text{Atom contacts (side-chain}_\text{Leu}/\text{Ala} : \text{CHCl}_3)}{\text{Atom contacts (side-chain}_\text{Leu}/\text{Ala} : \text{H}_2\text{O}}} + \text{side-chain}_\text{Leu}/\text{Ala} : \text{CHCl}_3
\] (4)

2.2.3.5 State assignment. Re-assignment of simulation frames to the macrostates identified by Markov state modelling was used to analyze the distribution of total energies as well as the positions and orientations of the CDPs within these states. If not stated otherwise, only the frames with a probability >90\% of belonging to a certain metastable set were included.

2.3 Data and software availability

The structure and topology files of the CDPs in the closed and major open conformation are available on GitHub (https://github.com/rinikerlab/cyclic_peptide_at_interfaces). The GitHub repository also contains a sample Jupyter notebooks for the MSM analysis of CDP 1.

Further information, custom scripts, or production trajectories are available from the corresponding author (S. R.) upon request. The freely available software can be obtained via the following links: GROMOS (http://www.gromos.net/), GROMACS (https://www.gromacs.org/), and PyMol (https://github.com/schrodinger/pymol-open-source).

3 Results and discussion

3.1 3D hydrophobicity profile

The 3D conformations of the cyclic decapetide (CDPs) show a directed hydrophobicity profile, i.e. one side of the peptides is more hydrophobic than the other. This directionality is mainly caused by leucine residues, a common feature of the CDP series. Fig. 2 displays the conformation of CDP 1 in the ‘closed’ and the highest populated ‘open’ state obtained by a MSM of the peptide in water. The solvent-accessible surface of the hydrophobic leucine residues is highlighted in orange. In both the ‘closed’ and ‘open’ conformation, all leucine residues point outwards of the plane defined by the backbone macrocycle. We will call this direction the peptide’s ‘normal’. The leucine side-chain orientations are relative stable throughout the simulations. In contrast, the orientation of the phenylalanine side chains is flexible and can span a 180° angle. Thus, the CDPs show a higher occurrence of hydrophobic side chains on one side, which leads to the directed hydrophobicity pattern. In the ‘closed’ conformation, the leucine side chains build a continuous, large hydrophobic patch, while this patch is split into smaller ones in the ‘open’ conformations. The directed hydrophobicity and conformational dependency was observed for all peptides of the series except CDP 8, which contains no leucines (see section ‘Hydrophobicity profile of peptides 2–7’ and Fig. S1 in the ES†).

When the peptides are simulated in an isotropic environment like a water box, the observed directed hydrophobicity has no effect on the conformational dynamics of the peptides. However, this may be different at interfaces between polar and apolar environments. Sugita et al.44 have shown that the most favorable position of cyclic peptides at the membrane is directly underneath the lipid head-group region at the polar/apolar interface. Such an interface has its own directionality that can interact with the directed hydrophobicity of the CDPs and effect the conformational behavior. As previous work has mainly focused on isotropic environments, the role of the directionality could not be captured. The observed differences in the hydrophobic patch between the ‘open’ and ‘closed’ state are thereby of special interest, as Hoang and co-workers43 found that the size of the largest continuous hydrophobic surface patch correlates with the membrane permeability in a series of cyclic hexapeptides and heptapeptides. This raises the question whether the different patch sizes of ‘open’ and ‘closed’ conformers also lead to permeability effects.

3.2 Peptide orientations at interfaces

A water/chloroform interface was chosen as a model system. This combination allows straightforward comparison to previous work that was performed in pure water or pure chloroform.18,21,23,24 We first tested how the CDPs orient towards the interface. Therefore, CDP 1 was placed at the interface in the ‘closed’ and in the major ‘open’ conformation with different orientations and simulated without constraints. Interestingly, only two stable orientations, called A and B in the following, were observed in the open conformation. In the closed conformation, only one stable orientation, orientation A, was seen. All other orientations quickly rotated towards one of the stable ones. In both orientations A and B, the plane defined by the peptide backbone laid flat on the interface. In orientation A, the
leucine side chains face towards the chloroform phase, whereas in orientation B they face towards the water phase.

To confirm that the stable orientations occur naturally and are not an artifact of placing the peptide at the interface, 60 short simulations of 20 ns length with the peptides starting in the aqueous phase in random orientations were performed. Indeed, within few nanoseconds of simulation time, the peptides diffused towards the interface and adopted the same stable orientations A and B. Interestingly, 75% of the ‘open’ peptides initially adopted orientation A at the interface, whereas 25% initially interacted with the interface in orientation B. This shows that while establishing the first contact with the interface, there is an initial preference for orientation A. This preference is amplified after a few nanoseconds equilibration time at the interface, resulting in 97% in orientation A versus 3% in orientation B (Table 1). Based on these findings, the simulations of CDPs 2–8 were directly started from the water phase with random orientations. Again, only the two stable orientations A and B were observed (Table 1). Note that Table 1 displays the simulation time spent in the orientations over 50 simulations of 200 ns length. As we show later in this study, the relaxation timescales for this system are in the order of μs. Thus, at this stage, the reported values do not reflect equilibrium distributions but rather mimic an initial distribution after drug administration. For equilibrium populations, we refer the reader to Section 3.5.

Fig. 3 shows representative simulations of CDP 1 in the stable orientations at the interface. The simulation in the top left panel was started from the ‘closed’ conformation in orientation A. This orientation was stable throughout the full simulation time of 100 ns. In contrast, the simulation in the top right panel was started from the ‘closed’ conformation in orientation B. Within 1 ns of simulation time, the peptide rotates from orientation B to orientation A, indicating that orientation B is less stable in the ‘closed’ conformation. A higher resolution of the rotation process is shown in Fig. S2 in the ESI.† Simulations started from the ‘open’ conformation are shown in the bottom panels of Fig. 3. When the peptide was started from orientation A (left), the orientation was stable throughout the full simulation as in the ‘closed’ case. Interestingly, orientation B appears to be metastable in the ‘open’ conformation (right panel). After starting in orientation B, the peptide remained in this orientation for a few nanoseconds, before rotating as well towards orientation A. During the rotation, the peptide stayed in the ‘open’ conformation in some simulations while it closed in others (as in the example in Fig. 3, a rotation from orientation B to A without closing is depicted in Fig. S3 in the ESI†). The rotation of the peptide occurs along its long axis and thus, the contacts with the chloroform phase are temporarily increased until orientation A is reached.

3.3 Composition effects on the orientation preference at the interface

From Table 1, it is evident that all CDPs favor orientation A at the interface. In the ‘closed’ conformation, all peptides except CDP 8 are even exclusively observed in orientation A. The stronger preference for orientation A in the ‘closed’ state in comparison to the ‘open’ state aligns well with the hydrophobic patches shown in Fig. 2 and S1 in the ESI.† In the ‘closed’ states, the leucine side chains form a large continuous hydrophobic patch, while the patch is broken up in the ‘open’ state. In orientation A, the hydrophobic patch faces the hydrophobic chloroform phase resulting in favorable interactions. These are stronger with the large continuous patch of the ‘closed’ state, leading to a stronger preference for orientation A. Hence, not only the overall amount of hydrophobic surface area is important but also its distribution in different conformers.

The effect of the hydrophobic patch can be confirmed by the orientation preferences of CDPs 6–8, which lack half (two) or all (four) leucines side chains in comparison to the other peptides.
In the ‘open’ conformation, CDPs 6 and 7 (lacking two leucines) have nearly equal preference for orientation A and B (Table 1). CDP 8 (lacking all four leucines) is the only peptide for which orientation B in the ‘closed’ conformation is observed. It is also the peptide with the lowest passive membrane permeability. Other amino acids also seem to influence the orientation preference. Phenylalanine even shows a titratable effect. Upon removal of both phenylalanine side chains from CDP 1, the fraction of ‘open’ frames in orientation B drops from 3% to <1%. When removing one phenylalanine from CDP 3, the fraction drops from 24% to 12%, while removing an additional phenylalanine leads to a further decrease to 4%. The presence of proline, on the other hand, seems to reduce the preference for orientation A. CDPs 1 and 3 as well as 2 and 5 only differ in the presence of proline residues. In the first pair, the fraction of orientation B in the ‘open’ conformation increases from 3% to 24%, and in the second pair it increases from <1% to 4% upon introduction of the proline side chain. CDPs that contain proline residues have a more round shape in the ‘open’ states (compare Fig. 2 and S1 in the ESI†). Therefore, the hydrophobic patch of those peptides is more fragmented in the ‘open’ state than for peptides without proline. A more separated hydrophobic patch thus leads to a lower preference for orientation A.

The CDPs can only adopt distinct orientations at polar/apolar interfaces. The preference between the orientations is modulated by the amino-acid composition as well as the conformation of the peptide. This particular feature of cyclic peptides could only be observed by advancing from simulations...
in simple isotropic environments to anisotropic environments such as a polar/apolar interface. However, the question remains if the observations from the water/chloroform interface are transferable to a real lipid membrane system.

3.4 Comparison with lipid membranes
Lipid membranes and simple polar/apolar interfaces share important features like the directed hydrophobicity, but also differ in many points. Lipid membranes consist of a polar and often charged head-group region and an apolar lipid-tail region. Each layer of the membrane exhibits a dipole moment that points from the membrane’s middle plane toward the head-group region. The head-group region is usually hydrated by water molecules. In comparison to chloroform molecules, the lipids are much larger, more bulky, and therefore not that easily displaced. The orientations A and B of the CDPs maximize the interface surface area occupied by the peptide (i.e. the peptide lies parallel to the interface), and are thus expected to distort the membrane surface more than a peptide in a tilted orientation. This raises the question how transferable the results from the water/chloroform system are towards a lipid membrane.

As an approximation for a biological membrane, we used a large patch containing 512 POPC lipids (256 in each layer). This system was chosen to minimize finite size and buckling effects. Due to the increased size and complexity of the system, the simulation program was changed to GROMACS with the same force field (see Method section). To ensure that this change does not cause significant differences in the results, we compared the simulations of CDP 1 in water between the two simulation programs (the MSMs are displayed in Fig. S4 in the ESI†). The kinetic timescales as well as the fraction of ‘closed’ and ‘open’ conformational states were within a ratio of 1.5 of each other. In addition, the stationary distributions of the peptide overlapped in the TICA subspace with the exception of two minor conformational states (marked with red boxes). These small deviations can be explained by statistical fluctuations of the simulations.

Simulations of the POPC patch with CDPs 1 and 3 were performed at room temperature without the addition of any bias. The two peptides were selected as representatives of the peptide classes with and without proline residues. The equilibrium population of ‘closed’ states in water is 45% for CDP 3, but only <1% for CDP 1.21 Therefore, these peptides are good candidates to test the role of conformation preference for entering the membrane interface. We use no biases in the simulations in order to remain as realistic as possible and avoid membrane distortion or pore formation, unwanted effects that would alter the results. The simulations were initialized with peptides placed in the aqueous phase. In the chloroform/water simulations, the peptides moved to the interface within a few nanoseconds. In contrast, it took much longer in the lipid membrane system for the peptide to reach the membrane.

![Representative simulations of CDPs 3 and 1 inserting into the membrane interface. (Top): CDP 3 in the ‘closed’ conformation. (Bottom): CDP 1 in the ‘open’ conformation. Black dots show the COM position of the peptide. The position of the membrane is indicated by dark grey (head groups) and light grey (tails) lines. The orientation of the peptide with respect to the membrane is shown in blue, a indicates the angle between the peptide normal and the membrane normal. The orange lines indicate the RMSD of the peptide with respect to its ‘closed’ NMR solution structure. The black arrow indicates the time point corresponding to the snapshots shown on the right. In the snapshots, the peptide is shown in green and the membrane in orange.](image-url)
interface. In most simulations, the peptide remained in the aqueous phase entirely. Due to their conformational flexibility, the peptides adopted conformations according to their equilibrium distribution during the elongated stay in the aqueous phase. CDP 3 adopted both ‘open’ and ‘closed’ conformations in the aqueous phase. Interestingly, the peptide was able to move to the membrane interface in both ‘open’ and ‘closed’ conformations. CDP 1 was nearly exclusively found in ‘open’ conformations in the water phase. Accordingly, only open conformations were seen inserting into the membrane interface.

Fig. 4 shows representative simulations of CDPs 1 and 3 inserting into the membrane interface in the ‘closed’ and ‘open’ state, respectively. In the trajectory of CDP 3, the peptide remained in the ‘closed’ conformation throughout the simulation. After an initial phase of diffusion in the water phase (0–15 ns), the peptide stayed in the proximity of the membrane for some time (15–25 ns), before entering the membrane in a tilted orientation (22–28 ns), and eventually moving deeper into the membrane and adopting orientation A (30 ns onward). The membrane thickness was unperturbed by the embedding of the CDP. The area per lipid, which was 0.637 nm² without the CDP, dropped slightly (0.02 nm²) upon CDP insertion, but relaxed back into

Fig. 5 Interconversion of CDP 1 from ‘open’ to ‘closed’ conformation at the interface. The orange line represents the RMSD with respect to the ‘closed’ NMR solution structure, and the blue line the cosine of the backbone φ angle. Arrows indicate the time points of the snapshots (A–F) shown on top.
the equilibrium value within a few ns. Orientation A was relatively stable over the rest of the simulation. Looking at the snapshots, one can confirm that the peptide is indeed in orientation A with the leucine residues pointing towards the apolar tail region. The lipids were thereby pushed aside to make room for the peptide. In the top view, one can observe that the peptide is not covered by the lipids but still has contacts with the aqueous phase through a water funnel. This water funnel together with the polar head-groups in the proximity of the peptide and the apolar tail region creates a local polar/apolar interface for the peptide. The environment at this interface is comparable with that observed in the water/chloroform system. In some frames in the ‘closed’ conformation (but never in ‘open’ conformations), lipids fully cover the peptide, leading to the disappearance of the water funnel and a slightly deeper penetration of the peptide in the membrane.

CDP 1, which inserts into the membrane in the ‘open’ conformation, shows a similar trajectory. It exhibited more conformational dynamics but never closed. It also entered the membrane in a tilted orientation that is stable between 60–125 ns. Eventually, it adopts orientation A with the leucines pointing towards the tail region (125 ns onward). In contrast to orientation A of the ‘closed’ conformation, the phenylalanine side chains point towards the membrane plane and not towards the head-group region. Nevertheless, the environment is very similar to that in water/chloroform and also shows the characteristic polar/apolar interface formed by the water funnel and the head groups.

Before fully entering the membrane, the peptides position themselves at the membrane/water interface. Our findings highlight that conformationally flexible peptides can do this in both ‘closed’ and ‘open’ conformations. In all simulations with peptides in the ‘open’ conformation and in a majority of the simulations with peptides in the ‘closed’ conformation, the peptide remains in contact with the aqueous phase through a water funnel and also in proximity of the head-group region. Thus, the peptide creates its own local interface environment. Especially peptides that preferentially adopt the ‘open’ conformation in water seem to insert into the membrane in the ‘open’ conformation. For peptides that predominantly enter the membrane in the ‘open’ conformation, the closing dynamics at the interface is potentially the decisive factor for their membrane permeability. Within our simulation time, the peptides appear to be trapped in one leaflet of the membrane, indicating that crossing the interior of the membrane is connected with a substantial energy barrier for the large and flexible CDPs. Unfortunately, the insertion events into the membrane are very rare. A total of 10 μs simulation time per peptide was necessary to sample two and three membrane insertion events for CDPs 1 and 3, respectively. Additionally, simulating a big POPC patch is very computer resource intensive. Therefore, this analysis was only performed for CDPs 1 and 3 and no statistical evaluation of the distribution between orientation A and B was possible.

In summary, striking similarities in terms of positioning, conformation, and orientation preferences of the CDPs were observed between the water/chloroform interface and the membrane interface, indicating that the former model system can be used as an approximation for the conformational dynamics at lipid membranes. Due to its large size, the computational costs to simulate the membrane system are very high. Additionally, the dynamics of the peptides at the membrane are slower due to friction effects with the bulky lipids. Collecting sufficient data to construct an MSM would take considerably more simulation time than available for the membrane system in this study and is unfeasible for a larger number of peptides. Therefore, we continued to study the conformational dynamics of the CDPs using the simpler and faster equilibrating water/chloroform system, where it is possible to obtain sufficient data for the construction of MSMs.

3.5 Interface catalyzes the closing of cyclic peptides

Next, we investigated how the interface influences the conformational dynamics of the CDPs. Fig. 5 shows a trajectory of CDP 1 interconverting from the ‘open’ to the ‘closed’ conformation at the interface. Interestingly, the backbone torsional angle $\phi$ of leucines 3 and 8 is highly correlated with the change in RMSD with respect to the ‘closed’ state, but not the backbone torsions of leucine 1 and 6 or any other residue. In the trajectory, we can see first half closing of the peptide (at approx. 10 ns) followed by a full closing event (at approx. 28 ns). For the half closing, the characteristic intramolecular hydrogen bonds are only formed on one side of the peptide (see Fig. 5C and E). For the full closing, a change in the backbone torsional angle $\phi$ of leucines 3 and 8 of around 90° is necessary. In comparison, no closing events were seen in our previous simulations of CDP 1 in pure water (CDP 6 in ref. 21 and 24). Similar closing trajectories were observed for all eight peptides (Fig. S5 and S6 in the ESI† show a selection of these closing and opening events).

To better understand the kinetics and metastable conformational states of the CDPs, we built MSMs for each of the peptides. Previously, we used the backbone torsional angles as input features for the MSMs.21,24 To take into account the role of the interface, we included two additional features: the position and orientation of the peptide relative to the interface. The position of the peptide with respect to the interface was measured by the ratio between the number of peptide–chloroform contacts and the total number of peptide–solvent contacts. The orientation was described with the angle between the peptide and the membrane normal. Four or three metastable conformational states were identified for CDPs 1–8.

Fig. 6 shows the MSM of CDP 1 based on the interface simulations. The results of all other CDPs are provided in Fig. 7 and S7–S13 in the ESI† Importantly, the kinetic model distinguishes for all peptides metastable states in orientation A and B for ‘open’ but not ‘closed’ conformations. The model was not biased to make this distinction. The orientation feature was treated as any other of the 42 MSM input features. Its significance for the kinetic model underlines the previous observation that it is important to consider both orientations for ‘open’ conformations. The equilibrium populations as well as the MFPTs between the metastable states are shown in panel A. Interestingly, the ‘closed’ state of CDP 1 is highly populated at
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with the observed stability of only one orientation in the ‘closed’ state (Table 1). However, as discussed below, the ‘closed’ state can diffuse into the apolar phase. There, it experiences an isotropic environment, which leads to more orientational variety. Therefore, the ‘closed’ state has a highly preferable orientation while positioned at the interface but loses this preference once it diffuses into the apolar phase. Panel C shows the MSM states mapped on the position feature and the RMSD with respect to the ‘closed’ state. From this projection, it can be seen that only the ‘closed’ state (but not the ‘open’ one) can fully diffuse into the apolar phase (position = 1).

The potential energy contributions in the MSM states of CDP 1 are compared in Fig. 6D and E. As expected from the equilibrium populations, the ‘open’ orientation B (state 1) has a higher energy (less favorable) than the ‘open’ orientation A (state 3). The higher energy of state 1 might facilitate the closing process to state 2. Panel E splits the energy into water, chloroform, and intramolecular contributions. In the case of CDP 1, the peptide has more favorable interactions with both water and chloroform in orientation A (state 3) than in orientation B (state 1). For the peptides containing proline, the preference for orientation A can primarily be attributed to more favorable interactions with water molecules.

Fig. 7 displays an overview of the MSMS of all eight peptides. The kinetics and equilibrium populations of the metastable states are shown on top of the simulation data points mapped to the features RMSD to the ‘closed’ state and the orientation. The simulation data points were colored according to their metastable state assignment. All CDPs showed a distinct separation between at least three metastable states: the ‘closed’ conformations and the ‘open’ conformation in orientation A and B. CDPs 4–6 populate an additional metastable state that could be assigned to either the ‘half-closed’ or an ‘alternative closed’ conformation. For all eight CDPs, the ‘closed’ state was highly populated in equilibrium with the interface present (>38% for peptides without proline and >55% for peptides with proline). Additionally, orientation A was always higher populated, and thus energetically more favorable, than orientation B.

We were able to show that the unique environment of the interface alters the conformational equilibrium and favors the ‘closed’ state. This effect is especially strong for peptides that rarely close in aqueous solution. For these peptides, the interface effect can increase the fraction of ‘closed’ conformations by a factor >50. In addition, peptides starting from an ‘open’ conformation in orientation A and B have different closing dynamics with faster closing in orientation B. Next, we will have a closer look at how the ‘closed’ peptides behave at the interface.

3.6 Permeable conformations

Proceeding from the peptide in the ‘closed’ conformation at the interface, a total of ~500 events of peptides diffusing into the chloroform phase were counted. These events will be referred to as ‘membrane diffusions’ in the following. All diffusion events start from the ‘closed’ orientation A with the leucine side chains interacting with the apolar phase. In most cases, the peptide rotates along its long axis until the leucine side chains point
towards the aqueous phase. Then, it diffuses into the apolar phase until it is fully surrounded by chloroform molecules. An example trajectory of this process is provided for CDP 1 in Fig. S15 in the ESI†. Not a single event of ‘membrane diffusion’ in the ‘open’ conformation was observed. This is in line with the findings reported in ref. 39 for cyclosporine A.

Interestingly, an ‘alternative closed’ state was identified for CDP 6 (Fig. S16 in the ESI†). In this ‘alternative closed’ state, the phenylalanine and proline side-chains build a cage structure and the backbone resembles a twisted ‘eight’. Four intramolecular hydrogen bonds stabilize the structure with the center carbonyl oxygen contributing to two hydrogen bonds. The MSM revealed that the ‘alternative closed’ state has a significant equilibrium population of around 24% (Fig. S11 in the ESI†). Therefore, it might contribute notably to permeability. The existence of this ‘alternative closed’ state showcases the versatility of cyclic peptides and highlights the need to have detailed knowledge of their conformational behavior.

The finding that ‘membrane diffusion’ events only occur in the ‘closed’ or ‘alternative closed’ conformations strengthens the long-standing hypothesis that large and flexible cyclic peptides can permeate only when they can adopt conformations in which the polar groups are shielded by intramolecular hydrogen bonds. Although cyclic peptides in the ‘open’ state are mainly located at the interface, they cannot fully immerse into the apolar phase.

4 Conclusions

In this study, we investigated the conformational and kinetic behavior of CDPs at a polar/apolar interface. All examined peptides preferred to be located at the interface over a position in pure polar or apolar solvent. Due to their directed hydrophobicity (Fig. 2), the CDPs adopted two distinct orientations with respect to the interface: the hydrophobic patch formed by the leucine residues pointed either towards the apolar (orientation A) or polar phase (orientation B). The existence of these orientations was evident from both visible inspection of the
simulations (Fig. 3) and the MSMs (Fig. 6). The same conformations and orientations were also observed in the POPC bilayer system (Fig. 4). Interestingly, the local environment of the peptides in the membrane matched the environment of the water/chloroform interface. On one side the peptide was in contact with the apolar lipid tails, while a water funnel and the head-group region of the lipids formed a polar surrounding on the other side. The equilibrium populations and interaction energies of orientation A and B showed that orientation A is clearly preferred. Interestingly, this preference was modulated by both the conformation and the amino-acid composition of the CDPs (Table 1). These modulations can be linked to changes in the hydrophobic patch on the peptide surface. A larger continuous patch led to a stronger preference for orientation A. Peptides in orientation B showed a faster closing dynamics, probably due to the higher (less favorable) energy of this orientation (Fig. 6). Although the equilibrium population of orientation B was rather low in the MSMs, a significant fraction of CDPs that started in the water phase initially docked to the interface in orientation B. Thus, in a non-equilibrium scenario, the importance of orientation B might be higher than anticipated by the equilibrium kinetic models.

The MSMs furthermore revealed that the unique environment of the interface not only led to distinct orientations but also influenced the conformational equilibrium and kinetics of the CDPs. Importantly, the presence of the interface facilitated the closing process for all examined peptides. Especially for CDP 1, which rarely adopts the ‘closed’ conformation in aqueous solution, the equilibrium population of the ‘closed’ state was increased by a factor of approximately 50 (i.e. from <1% to 38%). Thus, the interface might function as a catalyst for the closing process. This is especially relevant for peptides with low ‘prefolding’ in water. Furthermore, we were able to explicitly show that the peptides can only diffuse into the apolar phase in the ‘closed’ conformation, marking it as the ‘permeable species’.

We showed that cyclic peptides can insert into the interface between the head-group and tail regions of the membrane, in both the ‘open’ and ‘closed’ conformations (Fig. 4). This, in combination with the observed catalytic ability of the interface, leads to the proposition of a refined hypothesis for membrane permeation (Fig. 8). An equilibrium exists between ‘open’ and ‘closed’ states in water. Peptides with a significant equilibrium population of the ‘closed’ conformation in water (i.e. ‘prefolding’) can insert into the interface directly in the ‘closed’ state, and subsequently diffuse into the apolar phase (blue + black route). Peptides with no or low population of the ‘closed’ conformation in water may still be able to permeate, although along a different route. They insert into the interface in the ‘open’ state. The interface modulates the equilibrium between ‘open’ and ‘closed’ conformations, facilitating the closing process. Once in the ‘closed’ conformation, the peptide is able to diffuse into the apolar phase (red + black route). One can further speculate that different amino acids contribute differently to the closing process in water and in a lipid bilayer. Bulky residues may hinder the dynamics due to steric clashes inside the membrane but not in water. Future work is necessary to test whether different design principles apply for ‘prefolding’ and ‘non-prefolding’ cyclic peptides. In particular, the influence of different amino-acid compositions on the closing dynamics has to be explicitly tested in the presence of a membrane, as the water/chloroform interface is not able to mimic the steric hindrance caused by the lipids. Thus, future work will show the predictive power of the proposed model.

Abbreviations

| Abbreviation | Definition |
|--------------|------------|
| COM          | Center of mass |
| CSMM         | Core-set Markov model |
| DAD          | Diode array detection |
| GROMACS      | Groningen machine for chemical simulations |
| GROMOS       | Groningen molecular simulation |
| LC-MS        | Liquid chromatography-mass spectrometry |
| LC-UV        | Liquid chromatography-ultraviolet Spectroscopy |
| LINCS        | Linear constraint solver |
| MD           | Molecular dynamics |
| MFPT         | Mean first passage time |
| MSM          | Markov state model |
| NMR          | Nuclear magnetic resonance |
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