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Abstract. We study states on the universal noncommutative ∗-algebra generated by the coefficients of a unitary matrix, or equivalently states on the unitary dual group. Its structure of dual group in the sense of Voiculescu allows to define five natural convolutions. We prove that there exists no Haar state for those convolutions. However, we prove that there exists a weaker form of absorbing state, that we call Haar trace, for the free and the tensor convolutions. We show that the free Haar trace is the limit in distribution of the blocks of a Haar unitary matrix when the dimension tends to infinity. Finally, we study a particular class of free Lévy processes on the unitary dual group which are also the limit of the blocks of random matrices on the classical unitary group when the dimension tends to infinity.

Introduction

Let \( n \geq 1 \), and \( U(n) \) be the group of unitary \( n \times n \)-matrices. As proved in [14], the coefficient ∗-algebra of \( U(n) \) generated by the matrix coordinate functions \( U \mapsto U_{ij} \) is isomorphic to the commutative ∗-algebra \( U_n \) generated by \( n^2 \) elements \( \{u_{ij}\}_{1 \leq i,j \leq n} \) fulfilling the relations which make the matrix \( (u_{ij})_{1 \leq i,j \leq n} \) unitary. The group law of \( U(n) \) gives rise to a structure of Hopf algebra \( (U_n, \Delta, \delta, \Sigma) \). Brown introduced in [7] the (noncommutative) ∗-algebra \( U_{nc}^n \), sometimes called the Brown algebra, generated by \( n^2 \) elements \( \{u_{ij}\}_{1 \leq i,j \leq n} \) fulfilling the same relations making \( (u_{ij})_{1 \leq i,j \leq n} \) unitary. Even though the Brown algebra is not a Hopf algebra, which seems to limit its study, it is possible to define a structure of a dual group \( U_{nc}^n \langle n \rangle \) in the sense of Voiculescu [28] (see Definition 1.4). We refer to \( U_{nc}^n \langle n \rangle \) as the unitary dual group, and \( U_{nc}^n \) has to be considered as the "matrix coordinate functions" on \( U_{nc}^n \langle n \rangle \). This structure allows to define naturally five notions of convolution of states on \( U_{nc}^n \langle n \rangle \) with respect to the five natural independence: the free convolution, the tensor convolution, the boolean, the monotone and the anti-monotone one. The original motivation for this paper was to understand the existence of Haar states, or absorbing states, for those different convolutions. In the present paper, we prove that, except in the case \( n = 1 \), there exist no Haar states for those five convolutions.

There exist at least two different ways of representing \( U_{nc}^n \langle n \rangle \). On one hand, Glockner and von Waldenfels proved in [14] that \( U_{nc}^n \) is isomorphic to the complex algebra generated by some concrete operator-valued functions. On the other hand, in [17], McClanahan studies the \( C^* \)-algebra \( C^*(U_{nc}^n) \) generated by \( U_{nc}^n \) and proves that it is isomorphic to the relative commutant of the matrix algebra \( M_n(\mathbb{C}) \) in the free product of \( M_n(\mathbb{C}) \) with the algebra of continuous function \( C(\mathbb{U}) \) on the unit complex circle. In fact, the work of McClanahan covers also the study of a particular state, which is the free product state of the normalized trace on \( M_n(\mathbb{C}) \) and the Haar measure on \( C(\mathbb{U}) \) in the previous construction.

We give another construction of this particular state and prove that it is a Haar trace for the free convolution on \( U(n) \), in the sense that it is an absorbing element in the set of tracial states for the free convolution. The proof only relies on the combinatorial aspects of the free cumulant
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We construct also a Haar trace for the tensor convolution on \( U\langle n \rangle \), and prove that there exist no Haar traces for the three others convolutions.

One other direction in the understanding of the unitary dual group is the study of free Lévy processes on it, in the sense of [1]. Quantum Lévy processes on quantum groups, bialgebras or dual groups have been intensively studied by Ben Ghorbal, Franz, Schürmann and Voss (see [2, 3, 11, 22, 23, 31, 30]). Very recently, the second author of the present article enlightened a deep link between free Lévy processes on \( U\langle n \rangle \) and random matrices in [26]. More precisely, he proved that the \( n^2 \) blocks of a Brownian motion on the classical unitary group \( U(nN) \) of dimension \( nN \) converge to the elements of a free Lévy processes on \( U\langle n \rangle \) when \( N \) tends to infinity. A question occurs naturally: which free Lévy processes can be obtained in the same fashion? A possible starting point is the general model of Lévy processes on the unitary group \( U(nN) \) defined by the first author in [9]. In the present paper, we define a particular class of free Lévy processes on \( U\langle n \rangle \) and prove that those processes are indeed the limit of the blocks of the model of [9] when \( N \) tends to infinity. The proof of this phenomenon gives a new demonstration of the result in [26]. Moreover, the argument is also valid to construct a random matrix model for the free Haar trace on \( U\langle n \rangle \). As a by-product, we prove an embedding theorem which is already well-established for the other independences: the realization of every free Lévy process on \( U\langle n \rangle \) as a stochastic process on some Fock space.

The paper is organised as follows. In Section 1, we introduce the unitary dual group \( U\langle n \rangle \) as well as the different notions of convolution. We also give the description of a general construction of quantum random variables on \( U\langle n \rangle \) which is useful in the others sections. In Section 2, we state and prove Theorem 2.4 about existence of Haar traces for the free and the tensor convolution, and non-existence for the others convolutions. In Section 3, we show that the free Haar trace is the limit of a Haar unitary random matrix in the sense of Theorem 3.3. In Section 4, we introduce the free Lévy processes on \( U\langle n \rangle \) and consider a particular class of processes which are limit of Lévy processes on the unitary group in the sense of Theorem 4.4 and compute their generators.
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1. Preliminaries

This section is devoted to introduce jointly basic facts about the unitary dual group \( U\langle n \rangle \) and about noncommutative probability. In Section 1.1, we describe a procedure which allows to define quantum random variables on \( U\langle n \rangle \) starting from unitary random variables. This procedure plays a crucial role in the others sections of this paper.

1.1. The five notions of independence. A noncommutative space is a unital \( \ast \)-algebra \( \mathcal{A} \) equipped with a state \( \phi \), that is to say a linear functional \( \phi : \mathcal{A} \rightarrow \mathbb{C} \) which is positive (\( \phi(A^\ast A) \geq 0 \) for all \( A \) in \( \mathcal{A} \)), and such that \( \phi(1) = 1 \). Let \( (\mathcal{A}_1, \phi_1) \) and \( (\mathcal{A}_2, \phi_2) \) be two noncommutative spaces. A \( \ast \)-homomorphism \( f : \mathcal{A}_1 \rightarrow \mathcal{A}_2 \) such that \( \phi_1 = \phi_2 \circ f \) is called a \( \ast \)-homomorphism of noncommutative probability spaces.

Definition 1.1. Let \( \mathcal{A} \) and \( \mathcal{B} \) be unital \( \ast \)-algebras. The free product of \( \mathcal{A} \) and \( \mathcal{B} \) is the unique unital \( \ast \)-algebra \( \mathcal{A} \sqcup \mathcal{B} \) with \( \ast \)-homomorphisms \( i_1 : \mathcal{A} \rightarrow \mathcal{A} \sqcup \mathcal{B} \) and \( i_2 : \mathcal{B} \rightarrow \mathcal{A} \sqcup \mathcal{B} \) such that,
for all ∗-homomorphisms $f : A \to C$ and $g : B \to C$, there exists a unique ∗-homomorphism $f \sqcup g : A \sqcup B \to C$ such that $f = (f \sqcup g) \circ i_1$ and $g = (f \sqcup g) \circ i_2$.

Informally, $A \sqcup B$ corresponds to the "smallest" ∗-algebra containing $A$ and $B$ and such that there is no relation between $A$ and $B$ except the fact that the unit elements are identified. We usually say that $A$ is the left leg of $A \sqcup B$, whereas $B$ is its right leg, and, for all $A \in A$ and $B \in B$, we denote $i_1(A)$ by $A^{(1)}$ and $i_2(B)$ by $B^{(2)}$. This terminology is particularly useful when we consider the free product $A \sqcup A$ of $A$ with itself, because, in this case, there exists two different way of thinking about $A$ as a subset of $A \sqcup A$. Of course, if $A$ and $B$ are disjoint, we can avoid this subscript and identify $A$ with $i_1(A)$ and $B$ with $i_2(B)$. For ∗-homomorphisms $f : A \to C$, $g : B \to D$, we denote by $f \sqcup g$ the ∗-homomorphism $(i_C \circ f) \sqcup (i_D \circ g) : A \sqcup B \to C \sqcup D$.

Let $(A_1, \phi_1)$ and $(A_2, \phi_2)$ be two noncommutative spaces. The free product $A_1 \sqcup A_2$ can be equipped with five different product states, called respectively free, tensor independent (or just tensor), boolean, monotone and anti-monotone product of states. We define those five constructions (see [18] for a general study). First of all, we will assume for our unital ∗-algebras the decomposition of vector spaces $A = C_1A_1 \oplus A_0$, where $A_0$ is a ∗-subalgebra of $A$. Remark that this decomposition is not necessarily unique, and sometimes does not exist.

Definition 1.2. Let $(A_1, \phi_1)$ and $(A_2, \phi_2)$ be two noncommutative spaces with $A_1 = C_1A_1 \oplus A_0^1$ and $A_2 = C_1A_2 \oplus A_0^2$. There exist five different states $\phi_1 \ast \phi_2$, $\phi_1 \otimes \phi_2$, $\phi_1 \circ \phi_2$, $\phi_1 \triangleright \phi_2$ and $\phi_1 \triangleright \phi_2$ on $A_1 \sqcup A_2$, called respectively free, tensor independent (or just tensor), boolean, monotone and anti-monotone product, and defined, for all $A_1, \ldots, A_n \in A_1 \sqcup A_2$ such that $A_i \in A_0^{\epsilon_i}$ and $\epsilon_1 \neq \epsilon_2 \cdots \neq \epsilon_n$, by the following relations

1. $\phi_1 \ast \phi_2(\prod_{i=1}^{n} A_i) = 0$ whenever $\phi_1(A_1) = \cdots = \phi_n(A_n) = 0$;
2. $\phi_1 \otimes \phi_2(\prod_{i=1}^{n} A_i) = \phi_1(\prod_{i=1}^{n} A_i)\phi_2(\prod_{i=1}^{n} A_i)$;
3. $\circ(\prod_{i=1}^{n} A_i) = \prod_{i=1}^{n} \phi_i(A_i)$;
4. $\triangleright(\prod_{i=1}^{n} A_i) = \phi_1(\prod_{i=1}^{n} A_i)\prod_{i=1}^{n} \phi_2(A_i)$;
5. $\triangleleft(\prod_{i=1}^{n} A_i) = \prod_{i=1}^{n} \phi_1(A_i)\phi_2(\prod_{i=1}^{n} A_i)$.

The tensor product and the free product do not depend on the choice of the decomposition $A_1 = C_1A_1 \oplus A_0^1$ and $A_2 = C_1A_2 \oplus A_0^2$, but the other three products do.

The positivity follows from a GNS representation. Freeness of random variables in the sense of Voiculescu [27] can be expressed thanks to this notion of free product of states.

Definition 1.3. Let $A_1$ and $A_2$ be random variables in $(A, \phi)$. We denote by $A_1$ the unital ∗-algebras generated by $A_1$, by $i_1$ the natural inclusion of ∗-algebras $i_1 : A_1 \to A$ and by $\phi_1$ the state $\phi_{|A_1}$. We define similarly $A_2$, $i_2$ and $\phi_2$.

We say that $A_1$ and $A_2$ are ∗-free if $\phi \circ (i_1 \sqcup i_2) = \phi_1 \ast \phi_2$ as states on $A_1 \sqcup A_2$.

1.2. Dual groups. The notion of dual groups was introduced by Voiculescu [28] in the 80’s. We consider here the purely algebraic version. Like Hopf algebras, the idea is to generalize the notion of groups to a noncommutative setting by replacing the product by a coproduct, but we now use the free product instead of the tensor product.

Definition 1.4. A dual group $G = (A, \Delta, \delta, \Sigma)$ (in the sense of Voiculescu) is a unital ∗-algebra $A$, and three unital ∗-homomorphisms $\Delta : A \to A \sqcup A$, $\delta : A \to C \sqcup C$, and $\Sigma : A \to A$, such that

1. The map $\Delta$ is a coproduct coassociative: $(\text{Id} \sqcup \Delta) \circ \Delta = (\Delta \sqcup \text{Id}) \circ \Delta$
2. The map $\delta$ is a counit: $(\delta \sqcup \text{Id}) \circ \Delta = \text{Id} = (\text{Id} \sqcup \delta) \circ \Delta$
3. The map $\Sigma$ is a co-inverse: $(\Sigma \sqcup \text{Id}) \circ \Delta = 1_A \circ \delta = (\text{Id} \sqcup \Sigma) \circ \Delta$. 

Following the point of view of the theory of quantum groups, we consider the $*$-algebra $A$ as a set of "functions on the dual group $G$", and not as the dual group. This terminology of dual group can be ambiguous and one could prefer the terms $H$-algebras used by Zhang in [34], or the term co-group used by Bergman and Hausknecht in [5]. However, in the following remark, whose understanding is not needed for the rest of the paper, we will see that the duality can be seen as the existence of some particular functor.

Remark 1.5. (1) Let $\text{Alg}$ be the category of unital $*$-algebras. The dual category $\text{Alg}^{\text{op}}$ is the category $\text{Alg}$ with all arrows reversed. The definition of a dual group has the immediate consequence that an element $A$ in the category $\text{Alg}$ which defines a dual group $G = (A, \Delta, \delta, \Sigma)$ has a group structure in the dual category $\text{Alg}^{\text{op}}$, in the following sense of [3] Chapter 4]: we have the commutativity of all the diagrams obtained from the diagrams defining a classical group by replacing the product by $\Delta^{\text{op}}$, the unit map by $\delta^{\text{op}}$ and the inverse map by $\Sigma^{\text{op}}$. Remark that $\text{Alg}^{\text{op}}$ is not a concrete category: the morphism $\Delta^{\text{op}}$ in $\text{Alg}^{\text{op}}$ can not be seen as an actual function from $A \rhd A$ to $A$. Nevertheless, as shown in [3] Chapter 4], this group structure is sufficient to endow naturally the set $\text{Hom}_{\text{Alg}^{\text{op}}}(B, A)$ of morphisms of $\text{Alg}^{\text{op}}$ from any unital $*$-algebra $B$ to $A$ with a classical structure of group.

(2) As a consequence, for any unital $*$-algebra $B$, the set $\text{Hom}_{\text{Alg}}(A, B)$ of the unital $*$-homomorphisms from $A$ to $B$ is a group. Moreover, one can verify that $\text{Hom}_{\text{Alg}}(A, \cdot) : B \mapsto \text{Hom}_{\text{Alg}}(A, B)$ is a functor from $\text{Alg}$ to the category of groups $\text{Gr}$. Conversely, if a unital $*$-algebra $A$ is such that $\text{Hom}_{\text{Alg}}(A, \cdot)$ is a functor from $\text{Alg}$ to $\text{Gr}$, then $G = (A, \Delta, \delta, \Sigma)$ is a dual group for some particular $\Delta$, $\delta$ and $\Sigma$ (see [33] for a direct proof, or [3] Chapter 4] for a proof of the dual statement about $\text{Alg}^{\text{op}}$). We can summarize those considerations saying that dual groups are in one-to-one correspondence with the representing objects of the functors from $\text{Alg}$ to $\text{Gr}$. As a comparison, commutative Hopf algebras are the representing objects of the functors from the category of unital commutative algebras to $\text{Gr}$.

(3) Now, starting from a group $G$, one can ask the following question: is there a unital $*$-algebra $A$ such that $\text{Hom}_{\text{Alg}}(A, \cdot)$ is a functor and $\text{Hom}_{\text{Alg}}(A, \mathbb{C}) \simeq G$? If yes, there exist $\Delta$, $\delta$ and $\Sigma$ such that $(A, \Delta, \delta, \Sigma)$ is a dual group which can be called a dual group of $G$ (not unique). One of Voiculescu’s motivation of [28] was to show that a dual action of a dual group of $G$ on some operator algebra gives rise to an action of $G$ on that operator algebra. For example, the unitary dual group $U(\mathbf{n})$, the principal object of our study defined subsequently, is a dual group of the classical unitary group $U(\mathbf{n}) = \{M \in M_\mathbf{n}(\mathbb{C}) : U^*U = I_\mathbf{n}\}$ in the sense that $\text{Hom}_{\text{Alg}}(U(\mathbf{n}), \mathbb{C}) \simeq U(\mathbf{n})$.

As explained in the introduction, the first motivation of this article is a better understanding of Haar states and Lévy processes on dual groups. We know that those objects play a crucial role in the theory of compact quantum groups, and ideas from this theory can be a guide in the study of dual groups. However, let us emphasize, in the following remark, the major differences between dual groups and compact quantum groups.

Remark 1.6. (1) Firstly, as Hopf algebras, the definition is purely algebraic: we use only the idea of $*$-algebras and we do not need to consider some $C^*$-algebra. One possible direction of research is to consider a more analytic structure on dual groups which could lead to more powerful results.

(2) The second difference is that the tensor product has here been replaced by the free product. The latter is in some way "more noncommutative" because in the case of the tensor product, the two legs of the product are still commuting. If we have gained in noncommutativity, we have lost in interpretation: while a classical (compact) group could always be seen as a (compact) quantum group via the isomorphism $C(G \times G) \simeq$
Definition 1.7. Let \( C(G) \otimes C(G) \), we do not have such an isomorphism any more and hence classical groups cannot be seen as special cases of dual groups.

(3) Finally, let us also remark that we here impose to have \( * \)-homomorphisms which correspond to the idea of a neutral element and inverses, whereas in the quantum case we only imposed the quantum cancellation property. We know that this cancellation property, which in the classical case yields automatically groups, is in the quantum case somewhat weaker. If we imposed in the quantum case to have a "neutral element" and "inverses" we would have only quantum groups of Kac type.

1.3. Unitary dual group \( U\langle n \rangle \). We introduce now the unitary dual group \( U\langle n \rangle \), first considered by Brown in [7], and which possesses naturally a structure of dual group. It has to be considered as the noncommutative analog of the classical unitary group.

**Definition 1.7.** Let \( n \geq 1 \). The unitary dual group is the dual group \( U\langle n \rangle = (U_n^{nc}, \Delta, \delta, \Sigma) \) where:

- The universal unital \( * \)-algebra \( U_n^{nc} \) is generated by \( n^2 \) elements \( (u_{ij})_{1 \leq i,j \leq n} \) with the relations
  \[
  \sum_{k=1}^{n} u_{ki}^* u_{kj} = \delta_{ij} = \sum_{k=1}^{n} u_{ik}^* u_{jk}^*.
  \]
- The coproduct is given on the generators by \( \Delta(u_{ij}) = \sum_k u_{ik}^{(1)} u_{kj}^{(2)} \).
- The counit is given by \( \delta(u_{ij}) = \delta_{ij} \).
- The antipode is given by \( \Sigma(u_{ij}) = u_{ji}^* \).

Let us remark that the relations defining \( U_n^{nc} \) can be summed up by saying that \( u = (u_{ij})_{1 \leq i,j \leq n} \) is a unitary matrix in \( M_n(U_n^{nc}) \). We do not suppose that \( \bar{u} = (u_{ij}^*)_{1 \leq i,j \leq n} \) is unitary. Indeed, unlike the relations \( \sum_{k=1}^{n} u_{ki}^* u_{kj} = \delta_{ij} = \sum_{k=1}^{n} u_{ik}^* u_{jk}^* \), the relations \( \sum_{k=1}^{n} u_{ik}^* u_{jk} = \delta_{ij} = \sum_{k=1}^{n} u_{ki}^* u_{kj}^* \) do not pass the coproduct \( \Delta \), since we cannot simplify expressions like \( \Delta(\sum u_{ik}^* u_{jk}) = \sum_{k,p,q} u_{ik}^{(2)*} u_{jp}^{(1)*} u_{jq}^{(1)} u_{pk}^{(2)} \) to \( \delta_{ij} \).

A quantum random variable on \( U\langle n \rangle \) over the probability space \( \mathcal{A} \) is a \( * \)-homomorphism \( j \) from \( U_n^{nc} \) to \( \mathcal{A} \) (this reverse terminology is the usual one when dealing with dual objects). Of course, a quantum random variable \( j : U_n^{nc} \to \mathcal{A} \) yields to a unitary matrix \( (j(u_{ij}))_{1 \leq i,j \leq n} \in M_n(\mathcal{A}) \), and conversely, for all matrix \( (A_{ij})_{1 \leq i,j \leq n} \in M_n(\mathcal{A}) \) which is unitary, there exists a unique \( * \)-homomorphism \( j : U_n^{nc} \to \mathcal{A} \) such that \( j(u_{ij}) = A_{ij} \). In a certain sense, \( U\langle n \rangle \) is one possible formalism to deal with unitary elements of \( M_n(\mathcal{A}) \). The coproduct leads to different notions of convolution, that we sum up below. Let us remark that we can define five different convolutions of states, instead of the unique convolution of states on quantum group, given by the tensor convolution.

**Definition 1.8.** (1) For two quantum random variables \( j_1 : U_n^{nc} \to \mathcal{A} \) and \( j_2 : U_n^{nc} \to \mathcal{A} \) on \( U\langle n \rangle \), we define the convolution \( j_1 \ast j_2 : U_n^{nc} \to \mathcal{A} \) to be \( j_1 \ast j_2 = (j_1 \otimes j_2 ) \circ \Delta \).

(2) Let us consider the decomposition \( U_n^{nc} = \mathbb{C} \oplus \ker(\delta) \). For two states \( \phi, \psi \) on \( U_n^{nc} \), we define five different states \( \phi \ast_{F} \psi, \phi \ast_{T} \psi, \phi \ast_{B} \psi, \phi \ast_{M} \psi \) and \( \phi \ast_{AM} \psi \) on \( U_n^{nc} \), called respectively free, tensor independent (or just tensor), boolean, monotone and anti-monotone convolution, and defined by respectively

\[
\phi \ast_{F} \psi = (\phi \ast \psi) \circ \Delta, \quad \phi \ast_{T} \psi = (\phi \otimes \psi) \circ \Delta, \quad \phi \ast_{B} \psi = (\phi \circ \psi) \circ \Delta,
\]
\[
\phi \ast_{M} \psi = (\phi \triangleright \psi) \circ \Delta, \quad \phi \ast_{AM} \psi = (\phi \triangleleft \psi) \circ \Delta.
\]
Let us insist on the following relations in \( M_n(\mathcal{A}) \) (where \( j_1, j_2 : U_n^{nc} \to \mathcal{A} \) are two quantum random variables on \( U(n) \)):

\[
(\delta(u_{ij}))_{1 \leq i, j \leq n} = I_n, \\
(j_1 \circ \Sigma(u_{ij}))_{1 \leq i, j \leq n} = (j_1(u_{ij}))_{1 \leq i, j \leq n}^{-1}, \\
(j_1 \ast j_2(u_{ij}))_{1 \leq i, j \leq n} = (j_1(u_{ij}))_{1 \leq i, j \leq n} \cdot (j_2(u_{ij}))_{1 \leq i, j \leq n}.
\]

1.4. **How to build states on \( U(n) \)?** We expose now a general method for defining quantum random variables on \( U(n) \). Consider the noncommutative probability space \( \mathcal{M}_n(\mathbb{C}) \) composed of matrices of dimension \( n \) equipped with its normalized trace \( \text{tr}_n := \frac{1}{n} \text{Tr} \). Let us denote by \( E_{ij} \) the usual matricial units (i.e., the matrix whose entries are zero, except for the \((i, j)\)-th coefficient which is 1).

Let \( A \) be a random variable in a noncommutative space \( (\mathcal{A}, \phi) \). One way to consider \( A \) as a matrix is to count \( A \) as an element of \( \mathcal{M}_n(\mathcal{A}) \simeq \mathcal{A} \otimes \mathcal{M}_n(\mathbb{C}) \). In this way, the \((i, j)\)-th block of \( A \) is just \( \delta_{ij} A \). The starting point of our reflexion is the following: there is another way to consider \( A \) as a matrix. Let us denote by \( E_{11}(A \sqcup \mathcal{M}_n(\mathbb{C}))E_{11} \) the \(*\)-subalgebra \( \{ E_{11}X E_{11} : X \in \mathcal{A} \sqcup \mathcal{M}_n(\mathbb{C}) \} \subset \mathcal{A} \sqcup \mathcal{M}_n(\mathbb{C}) \). We have the \(*\)-isomorphism

\[
\mathcal{A} \sqcup \mathcal{M}_n(\mathbb{C}) \simeq \left( E_{11}(A \sqcup \mathcal{M}_n(\mathbb{C}))E_{11} \right) \otimes \mathcal{M}_n(\mathbb{C}) \\
X \mapsto \sum_{1 \leq i, j \leq n} E_{i1} A_{ij} E_{1j} \otimes E_{ij}
\]

It tells us that the \((i, j)\)-th blocks of \( A \) viewed as an element of \( \mathcal{A} \sqcup \mathcal{M}_n(\mathbb{C}) \) can be defined as \( E_{1i} A E_{j1} \in E_{11}(\mathcal{A} \sqcup \mathcal{M}_n(\mathbb{C}))E_{11} \). We endow the \(*\)-algebra \( E_{11}(\mathcal{A} \sqcup \mathcal{M}_n(\mathbb{C}))E_{11} \) with the state \( n(\phi \ast \text{tr}_n) \), where we recall that \( \text{tr}_n \) is the normalized trace on \( \mathcal{M}_n(\mathbb{C}) \).

**Proposition-Definition 1.9.** For all unitary random variable \( U \in \mathcal{A} \), there exists a unique quantum random variable \( j_U : U_n^{nc} \to E_{11}(\mathcal{A} \sqcup \mathcal{M}_n(\mathbb{C}))E_{11} \) determined by \( j_U(u_{ij}) = E_{1i} U E_{j1} \), which induces a state \( (n \phi \ast \text{tr}_n) \circ j_U \) on \( U(n) \).

**Proof.** It follows from the unitarity of \( (E_{1i} U E_{j1})_{1 \leq i, j \leq n} \). Indeed, we have

\[
\sum_{k=1}^{n} E_{1i} U^* E_{k1} U E_{j1} = E_{1i} U^* I_n U E_{j1} = \delta_{ij}
\]

and the same for the other relation. \( \square \)

The elements \( j_U(u_{ij}) = E_{1i} U E_{j1} \) have to be considered as the \((i, j)\)-th blocks of \( U \), and, when there is no confusion, we will denote them by \( U_{ij} \). The matrix \((U_{ij})_{1 \leq i, j \leq n} \) seen as an element of \( E_{11}(\mathcal{A} \sqcup \mathcal{M}_n(\mathbb{C}))E_{11} \otimes \mathcal{M}_n(\mathbb{C}) \simeq \mathcal{A} \sqcup \mathcal{M}_n(\mathbb{C}) \) is exactly \( U \in \mathcal{A} \) seen as an element of \( \mathcal{A} \sqcup \mathcal{M}_n(\mathbb{C}) \), which justifies this notation. Remark that we have \((U_{ij})^* = (U^*)_{ji}\), and that the notation \( U^* \) is ambiguous.

1.5. **Free cumulants.** The compression of random variables by a family of matrix units has been considered in different situations, and it is possible to write explicitly the free cumulants of \( U_{ij} \) in terms of those of \( U \). Let us first introduce briefly this notion of cumulants (we refer the reader to the book [20])

Let \( S \) be a totally ordered set. A partition of the set \( S \) is said to have a crossing if there exist \( i, j, k, l \in S \), with \( i < j < k < l \), such that \( i \) and \( k \) belong to some block of the partition and \( j \) and \( l \) belong to another block. If a partition has no crossings, it is called non-crossing.
The set of all non-crossing partitions of $S$ is denoted by $NC(S)$. When $S = \{1, \ldots, n\}$, with its natural order, we will use the notation $NC(n)$. It is a lattice with respect to the fineness relation defined as follows: for all $\pi_1$ and $\pi_2 \in NC(S)$, $\pi_1 \preceq \pi_2$ if every block of $\pi_1$ is contained in a block of $\pi_2$.

**Definition 1.10.** The collection of free cumulants $(\kappa_q : A^n \to \mathbb{C})_{q \geq 1}$ on some probability space $(A, \phi)$ are defined via the following relations: for all $A_1, \ldots, A_n \in A$,

$$\phi(A_1 \ldots A_q) = \sum_{\sigma \in NC(q)} \prod_{\{i_1 \leq \ldots \leq i_k\} \in \sigma} \kappa_k(A_{i_1}, \ldots, A_{i_k})$$

where $NC(q)$ is the set of non-crossing partitions of $\{1, \ldots, q\}$.

The importance of the free cumulants is in large part due to the following characterization of freeness.

**Proposition 1.12.** (Theorem 14.18 of [20]) Let $U^{(1)}, \ldots, U^{(m)}$ be unitary random variables of $(A, \phi)$. The free cumulants of $U^{(k)}_{ij} = j_U(u_{ij}) = E_{i_1,U}E_{j_1}$ defined in Proposition-Definition 1.1 in terms of the free cumulants of $U \in A$.

**Proposition 1.13.** Let $U, V \in A$ be two unitary variables of $(A, \phi)$.

1. We have $j_U(V) = j_U \otimes j_V$ and $j_{UV} = j_U \ast j_V$.
2. If $U$ and $V$ are *-free, then, the image *-algebras of $j_U$ and $j_V$ are *-free in the noncommutative space $E_{11}(A \sqcup M_n(\mathbb{C}))E_{11}$.

**Proof.** The first property follows from the relation $j_{UV}(u_{ij}) = \sum_k j_U(u_{ik})j_V(u_{kj})$. The second one follows from Proposition 1.12 and the characterization of freeness of Proposition 1.11.

## 2. Haar state on the unitary dual group

In this section, we will investigate the existence of the Haar state on $U(n)$ for the five different convolutions. Unfortunately, the definition of a Haar state on $U(n)$ is too strong, and we need to define a weaker notion of Haar state, namely the notion of Haar trace, to have some existence results.

**Definition 2.1.** The free (resp. tensor independent, boolean, monotone, anti-monotone) Haar state on $U(n)$, if it exists, is the unique state $h$ on $U_n$ such that, for all other state $\phi$ on $U_n$, we have $\phi \ast_F h = h = h \ast_F \phi$ (resp. the same relation for $\ast_T, \ast_B, \ast_M$ or $\ast_{AM}$).
Theorem 2.2.  
1. The Haar measure on \( \{ z \in \mathbb{C} : |z| = 1 \} \) is the Haar state for the free, tensor independent, boolean, monotone and anti-monotone convolution on \( U(1) \).
2. For all \( n \geq 2 \), there exists no Haar state on \( U(n) \) for the free, tensor independent, boolean, monotone or anti-monotone convolution.

Proof. In Section 2.1 we prove the first item. In Section 2.2 we prove the second item for the free and the tensor convolution. In Section 2.3 we prove the second item for the boolean convolution, and finally, in Section 2.4 we prove the second item for the monotone and anti-monotone convolution.

Let us define a weaker notion of Haar state. A state \( \phi \) on \( U_n^{nc} \) is called a tracial state, or a trace, if, for all \( a, b \in U_n^{nc} \), we have \( \phi(ab) = \phi(ba) \).

Definition 2.3. The free (resp. tensor independent, boolean, monotone, anti-monotone) Haar trace on \( U(n) \), if it exists, is the unique tracial state \( h \) on \( U_n^{nc} \) such that, for all other tracial state \( \phi \) on \( U_n^{nc} \), we have \( \phi \ast_F h = h = h \ast_F \phi \) (resp. the same relation for \( \ast_T, \ast_B, \ast_M \) or \( \ast_{AM} \)).

Remark that a Haar state which is tracial is automatically a Haar trace.

Theorem 2.4.  
1. For all \( n \geq 2 \), there exists no Haar trace on \( U(n) \) for the boolean, monotone or anti-monotone convolution.
2. For all \( n \geq 1 \), there exists a Haar trace on \( U(n) \) for the free convolution, and a Haar trace on \( U(n) \) for the tensor convolution.

Remark 2.5. As nicely communicated by Moritz Weber, a careful examination of the proof of Theorem 2.4 allows us to conclude a more general result: the free Haar trace \( h \) on \( U(n) \) is such that \( \phi \ast_F h = h = h \ast_F \phi \) for all state \( \phi \) on \( U_n^{nc} \) such that \( \phi(\sum_{k=1}^{n} u_{k i} u_{*j k}) = \phi(\sum_{k=1}^{n} u^*_{i k} u_{j k}) = \delta_{i j} \) \((1 \leq i, j \leq n)\), a case which includes the tracial states but not only. For example, a state which factorizes on the unitary quantum group, where \( \sum_{k=1}^{n} u_{k i} u^*_{i k} = \sum_{k=1}^{n} u^*_{i k} u_{j k} = \delta_{i j} \), fulfills this condition and so is absorbed by the free Haar trace.

Proof. In Section 2.3 we prove the first item for the boolean convolution. In Section 2.4 we prove the first item for the monotone and anti-monotone convolution. In Section 2.5 we prove the second item for the free convolution, and give a more explicit description of the free Haar trace. In Section 2.5 we prove the second item for the tensor convolution, and give a more explicit description of the tensor Haar trace.

Let us remark that one could also choose a side and ask about a right (resp. left) Haar state for each of these independences. It would be a state \( h \) such that for each state \( \phi \), it holds that \( h \ast \phi = h \) (resp. \( \phi \ast h = h \)). We define similarly a right (resp. left) Haar trace. Nevertheless, the following result shows that this notion does not introduce any more generality.

Proposition 2.6. Let us consider one of the five notions of independence. If \( h \) is a right (resp. left) Haar state on \( U(n) \) then it is also a left (resp. right) Haar state. As well, if \( h \) is a right (resp. left) Haar trace on \( U(n) \) then it is also a left (resp. right) Haar trace.

Proof. Let \( h \) be a right Haar state. We define the flip \( \tau \) on \( U_n^{nc} \cup U_n^{nc} \) as the \( * \)-homomorphism such that \( \tau(u_{i j}^{(1)}) = u_{i j}^{(2)} \) and \( \tau(u_{i j}^{(2)}) = u_{i j}^{(1)} \), where the exponent (1) and (2) indicate if the element is in the first leg of \( U_n^{nc} \cup U_n^{nc} \) or in the second leg. A simple computation on the generators \( u_{i j} \) shows that \( \tau \circ (\Sigma \cup \Sigma) \circ \Delta = \Delta \circ \Sigma \). Therefore, by denoting the notion of independence at hand by \( \circ \), we have for all states \( \phi \):

\[
h \circ \Sigma = (h \circ \phi) \circ \Delta \circ \Sigma = (h \circ \phi) \circ \tau \circ (\Sigma \cup \Sigma) \circ \Delta = [(\phi \circ \Sigma) \circ (h \circ \Sigma)] \circ \Delta.
\]
Because $\Sigma$ is invertible, this says exactly that $h \circ \Sigma$ is a left Haar state. But then we have:

$$h = h \ast (h \circ \Sigma) = h \circ \Sigma$$

by using the right (resp. left) Haar state property of $h$ (resp. $h \circ \Sigma$). Therefore, $h = h \circ \Sigma$ is a right and left Haar state. The argument is valid when replacing $h$ and $\phi$ by tracial states since it implies that $h \circ \Sigma$ and $\phi \circ \Sigma$ are also tracial.

2.1. The Haar state in the one-dimensional case. Let us emphasize first that we identify the states on $U(1)$ with the probability measure on $\{ z \in \mathbb{C} : |z| = 1 \}$ via $\mu(u^k) = \int_U z^k d\mu(z)$ and $\nu(u^{*k}) = \int_U \overline{z}^k d\nu(z)$ for $k \in \mathbb{N}$. The Haar measure is the uniform measure on the unit circle and is given by $h(u^k) = h(u^{*k}) = \delta_{k0}$ for $k \in \mathbb{N}$.

The free, tensor independent, boolean, monotone and anti-monotone convolutions on $U(1)$ correspond to five different multiplicative convolutions on probability measures on $\mathbb{U}$ which have been already studied in the literature. In each of those cases, it is straightforward to prove that $h$ is absorbing.

For the free multiplicative convolution, we refer to [27], or to Section 2.5. For the tensor independent convolution, one just has to observe that $\phi \ast_T h(u^k) = \phi(u^k)h(u^k) = \delta_{k0}$.

For the Boolean, the monotone, and the anti-monotone convolutions, our references are [4, 12, 13]. Let $\mu$ be a probability measure on $U$. We define the $K$-transform of $\mu$ for $|z| < 1$ by

$$K_\mu(z) = \left( \int_U \frac{zx}{1-zx} d\mu(x) \right) / \left( \int_U \frac{1}{1-zx} d\mu(x) \right).$$

Let us remark that $K_\mu(z) = 0$. The $K$-transform of the multiplicative Boolean convolution of $\mu$ and $\nu$ is given by $K_{\mu \circ \nu}(z) = K_\mu(z) \cdot K_\nu(z)$, and consequently, $h$ is absorbing for the Boolean convolution.

The $K$-transform of the multiplicative monotone (resp. anti-monotone) convolution of $\mu$ and $\nu$ is given by $K_\mu \circ K_\nu$ (resp. $K_\nu \circ K_\mu$), and consequently, $h$ is absorbing for the monotone and anti-monotone convolutions.

2.2. The non existence of Haar state in the free and tensor cases. In this section, we prove that there exists no free Haar state, nor tensor Haar state, for $n \geq 2$.

Let us take $n \geq 2$ and assume that $h$ is a free Haar state. We take $1 \leq k \leq n-1$ and we consider the unitary matrix of size $2n \times 2n$ (which is a version of [32, Non-example 4.1], attributed to Woronowicz):

$$M_k = \begin{pmatrix} I_{2k-2} & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ I_{2n-2k-2} & 0 & 0 & 0 & 0 \end{pmatrix}.$$

For all $1 \leq i, j \leq n$, we set $j_k(u_{ij})$ the $(i, j)$-th block of $M_k$ of size $2 \times 2$. Because $M_k$ is unitary, $j_k$ extends to a quantum random variable $j : U_{nc}^n \to M_2(\mathbb{C})$. We define the state $\phi_k$ for all $a \in U_{nc}^n$ as $\phi_k(a) = \langle e_2, j_k(a)e_2 \rangle$, or equivalently, as the $2, 2$-th coefficient of $j_k(a)$. Then, for every $1 \leq i, j \leq n$, we have $\phi_k(u_{ik}u_{jk}^*) = 0$. Let us remark that $h$ being a free Haar state, we
also have
\[ h(u_{ik}^* u_{ik}) = \sum_{p,q=1}^{n} (h \ast F \phi_k)(u_{ip}^{(1)} u_{pk}^{(2)} u_{iq}^{(2)} u_{qk}^{(1)}) = \sum_{p,q=1}^{n} h(u_{ip} u_{iq}^*) \phi_k(u_{pk} u_{qk}^*) = 0 \]

This reasoning can be done for any \( 1 \leq k \leq n - 1 \). For \( k = n \) we take the matrix \( M_k \) in the which we have exchanged the last two columns of blocks. We therefore also have \( \phi_k(u_{in} u_{jn}^*) = 0 \) and thus \( h(u_{in} u_{jn}^*) = 0 \). Therefore we should have:
\[
\sum_{k=1}^{n} h(u_{ik} u_{ik}^*) = \sum_{k=1}^{n} 0 = 0
\]

which contradicts the unitarity relation \( \sum_{k=1}^{n} u_{ik} u_{ik}^* = 1 \).

The same proof can be done for the tensor case as well. Indeed, the tensor independance also verifies that, for any \( 1 \leq i, j, p, q, k \leq n \),
\[
(h \ast_T \phi)(u_{ip}^{(1)} u_{pk}^{(2)} u_{iq}^{(2)} u_{qk}^{(1)}) = h(u_{ip} u_{iq}^*) \phi(u_{pk} u_{qk}^*).
\]

2.3. The boolean case. In this section, we prove that for \( n \geq 2 \), there exist no boolean Haar state and no boolean Haar trace on \( U(n) \).

First of all, we remark the following general result: if \( \phi \) and \( \psi \) are two states on \( U_n^{nc} \) and if \( a, c \) come from the left leg and \( b \) from the right leg of \( U_n^{nc} \cup U_n^{nc} \), then we have
\[
(\phi \ast_B \psi)(abc) = (\phi \ast_B \psi)(a(b - \delta(b))c) + \delta(b)\phi(ac) = \phi(a)\psi(b - \delta(b))\phi(c) + \delta(b)\phi(ac).
\]

For all state \( \phi \), let us introduce the following matrices:
\[
N_\phi = (\phi(u_{ij}))_{i,j} \in M_n(\mathbb{C}),
\]
\[
\tilde{N}_\phi = (\phi(u_{ij}^*))_{i,j} \in M_n(\mathbb{C}),
\]
\[
M_\phi = (\phi(u_{i\alpha} u_{\alpha j}))_{i,j} \in M_{n^2}(\mathbb{C}).
\]

Suppose that there exists a boolean Haar state \( h \). Then, for any state \( \phi \),
\[
h(u_{ij}^* u_{kl}) = \sum_{\alpha, \beta=1}^{n} (h \ast_B \phi)(u_{i\alpha}^{(2)} u_{\alpha j}^{(1)} u_{k\beta}^{(2)} u_{l\beta}^{(1)})
\]
\[
= \sum_{\alpha, \beta=1}^{n} [\phi(u_{i\alpha}^* u_{k\beta} - \delta(u_{i\alpha}^* u_{k\beta}))\phi(u_{l\beta}) + \delta(u_{i\alpha}^* u_{k\beta})\phi(u_{\alpha j}^* u_{l\beta})]
\]
\[
= \sum_{\alpha, \beta=1}^{n} \phi(u_{i\alpha}^* u_{k\beta})\phi(u_{l\beta}) - \phi(u_{i\alpha}^* \phi(u_{k\beta}) + \phi(u_{\alpha j}^* u_{k\beta}),
\]

which can be written
\[
M_h = M_h(\tilde{N}_\phi \otimes N_\phi) - (\tilde{N}_\phi \otimes N_\phi) + M_\phi
\]
\[
= (M_h - I_{n^2})(\tilde{N}_\phi \otimes N_\phi) + M_\phi \quad (1)
\]

where \( \otimes \) denotes here the tensor product (or Kronecker product) of matrices.

A measure \( \mu \) on the unitary group \( U(n) = \{ M \in M_n(\mathbb{C}) : U^* U = I_N \} \) can be seen as a unique state on \( U_n^{nc} \) via the integration map
\[
\mu(u_{ij}^{\epsilon_1} \ldots u_{k\beta}^{\epsilon_q}) = \int_{U(n)} U_{ij}^{\epsilon_1} \ldots U_{k\beta}^{\epsilon_q} d\mu(U).
\]

Let us set \( \phi_1 = (1/2)(\delta_{i_1} + \delta_{-i_1}) \). For all \( 1 \leq i, j, k, l \leq n \), we have \( \phi_1(u_{ij}) = \phi_1(u_{ij}^*) = 0 \) and \( \phi_1(u_{ij}^* u_{kl}) = \frac{1}{2}(\delta_{ij} \delta_{kl} + \delta_{ij} \delta_{kl}) = \delta_{ij} \delta_{kl} \), or equivalently \( N_{\phi_1} = 0 \) and \( M_{\phi_1} = I_{n^2} \). By replacing it into (1), we get \( M_h = I_{n^2} \).
Consider now another state \( \phi_2 \) defined by \((1/2)(\delta_i + \delta_j)\) where \( A = \text{Diag}(i, 1, \ldots, 1) \). We see that \( M_{\phi_2} \neq I_{n^2} \) because \( \phi_2(u_{22}u_{11}) = 0 \). Replacing \( M_h \) by \( I_{n^2} \) and \( M_\phi \) by \( M_{\phi_2} \neq I_{n^2} \) in (1) yields to a contradiction.

Now, let us remark that \( \phi_1 \) and \( \phi_2 \) are both tracial, and consequently the proof allows also to conclude that there exists no Haar trace for the boolean convolution.

2.4. The monotone and the antimonotone case. In the proof of the nonexistence of a boolean Haar state, the only property of the boolean independence that we needed was

\[
(h \ast_B \phi)(abc) = \phi(a)h(b - \delta(b))\phi(c) + \delta(b)\phi(ac)
\]

for \( a, c \) in the right leg and \( b \) in the left leg of \( U_n^{\text{nc}} \sqcup U_n^{\text{nc}} \). The monotone independence verifies this same property and we can thus deduce that there exists no monotone Haar state. On the contrary, the antimonotone case verifies \((h \ast_{AM} \phi)(abc) = h(b)\phi(ac)\). Nevertheless, for \( x, z \) in the left leg and \( y \) in the right leg of \( U_n^{\text{nc}} \sqcup U_n^{\text{nc}} \), we have

\[
(\phi \ast_{AM} h)(xyz) = \phi(x)h(y - \delta(y))\phi(z) + \delta(y)\phi(xz).
\]

We can then do the computation of the relation \( h(u_{ij}u_{kl}^*) = (\phi \ast_{AM} h)\Delta(u_{ij}u_{kl}^*) \) in the exact same way as before and we find that \( M_h = (N_\phi \otimes N_\phi)(M_h - I_{n^2}) + M_\phi \). We again find a contradiction by looking on the particular states \( \phi_1 \) and \( \phi_2 \). To sum it up, for \( n \geq 2 \), there exists no monotone (resp. antimonotone) Haar state on \( U(n) \).

The same remark, about the traciality of the states used, allows us to conclude about the non-existence of a Haar trace.

2.5. The free Haar trace. In this section, we define the free Haar trace and prove that is is indeed an absorbing state for the free convolution on \( U_n^{\text{nc}} \) with other tracial states.

Let us first interpret the existence result of the free Haar trace on \( U(n) \) in a very concrete way as follows. Let us denote by \( h \) the Haar trace of \( U(n) \) for the free convolution, and by \( u = (u_{ij})_{1 \leq i,j \leq n} \) the collection of generators of \( U_n^{\text{nc}} \). Let \( A = (a_{ij})_{1 \leq i,j \leq n} \in M_n(\mathcal{A}) \) be a collection of random variables in \( (\mathcal{A}, \phi) \) (\( \phi \) tracial) such that \( (a_{ij})_{1 \leq i,j \leq n} \) is unitary. Setting \( (b_{ij})_{1 \leq i,j \leq n} = uA \in M_n(\mathcal{A} \sqcup U_n^{\text{nc}}) \) and \( (c_{ij})_{1 \leq i,j \leq n} = Au \in M_n(\mathcal{A} \sqcup U_n^{\text{nc}}) \), the collection \( \{b_{ij}\}_{1 \leq i,j \leq n} \) and \( \{c_{ij}\}_{1 \leq i,j \leq n} \) have both the same distribution as \( \{u_{ij}\}_{1 \leq i,j \leq n} \) in the noncommutative space \( (\mathcal{A} \sqcup U_n^{\text{nc}}, \phi \ast h) \).

In order to define the state which will play the role of the Haar trace, we have to define a Haar unitary variable. A noncommutative variable \( U \) of a noncommutative probability space \( (\mathcal{A}, \phi) \) is called Haar unitary if it is a unitary variable, and \( \phi(U^k) = 0 \) for all \( k \geq 0 \). Here is a description of its free cumulants.

**Proposition 2.7** (Remark 3.4.3. of [25]). Let \( U \) be a Haar unitary element on some noncommutative probability space. Then, for all \( r \geq 1 \) and \( \epsilon_1, \ldots, \epsilon_r \in \{1, *\} \), we have:

\[
\kappa_r(U^{\epsilon_1}, \ldots, U^{\epsilon_r}) = \begin{cases} (-1)^{r-1}C_{r-2} & \text{if } r \text{ is even and the } \epsilon_i \text{ are alternating } (\epsilon_i \neq \epsilon_{i+1}) \\ 0 & \text{else,} \end{cases}
\]

where \( C_i = (2i)!/(i + 1)! \) designate the Catalan numbers.

Let us consider a Haar unitary random variable \( U \) in \( (\mathcal{A}, \phi) \) and construct from there a quantum variable \( j_U : U_n^{\text{nc}} \to E_{11}(\mathcal{A} \sqcup M_n(\mathcal{C}))E_{11} \) determined by \( j_U(u_{ij}) = E_{ii}UE_{jj} \) for all \( 1 \leq i,j \leq n \) as indicated in Proposition-Definition 1.5. We will study the state \( h = [n(\phi \ast tr_n)] \circ j_U \) on \( U_n^{\text{nc}} \). We compute first the free cumulants of our variables \( u_{ij} \) and \( u_{ij}^* \). In fact, for all \( 1 \leq i,j \leq n \), we denote by \( (u^*)_{ij} \) the generator \( u_{ij}^* \). The free cumulants of \( u_{ij} \) and \( (u^*)_{ij} \) turn out to be more convenient than the free cumulants of \( u_{ij} \) and \( u_{ij}^* \).
Corollary 2.8. The free cumulants of \((u_{ij})_{1\leq i,j\leq n}\) and \((u^*_{ij})_{1\leq i,j\leq n} = (u^*_{i1})_{1\leq i,j\leq n}\) in the noncommutative probability space \((U^\text{nc}_n, h)\) are given as follows.

Let 1 ≤ i₁, j₁, ..., i_r, j_r ≤ n and ε₁, ..., ε_r be either ∅ or *. If the indices are cyclic (i.e. if \(j_{l-1} = i_l\) for 2 ≤ l ≤ q and \(i_1 = j_r\)), \(r\) is even and the \(ε_i\) are alternating, we have

\[
κ_r\left((u^{ε_1})_{i_1j_1}, \ldots, (u^{ε_r})_{i_rj_r}\right) = n^{1-r}(-1)^{r/2-1}C_{r/2-1}.
\]

If not, the left handside is equal to zero.

Proof. It suffices to apply Proposition 1.12 to \(U^{(1)} = U\) and \(U^{(2)} = U^*\) in order to get the free cumulants of \(j_U(u_{ij}) = U_{ij}\) and \(j_U((u^*)_{ij}) = (U^*)_{ij}\).

We will need another property of free cumulants. Let us first introduce new notation. For all \(r ∈ \mathbb{N}\), \(S \subset \{1, \ldots, r\}\), \(σ \in NC(S)\), and \(A_1, \ldots, A_r ∈ \mathcal{A}\), set

\[
φ_σ(A_1, \ldots, A_r) = \prod_{\{i_1 \leq \ldots \leq i_k\} ∈ σ} φ(A_{i_1} \cdots A_{i_k}),
\]

\[
k_σ(A_1, \ldots, A_r) = \prod_{\{i_1 \leq \ldots \leq i_k\} ∈ σ} κ_k(A_{i_1} \cdots A_{i_k}).
\]

(2)

Remark that, even if we write \(r\) variables on the left side, the right side only involves the variables which correspond to indices which are in \(S \subset \{1, \ldots, r\}\).

Proposition 2.9. Let \(\{1, \ldots, r\} = E \cup F\) be a disjoint union of two subsets. We suppose that \(σ\) is a non-crossing partition on \(E\). Then, for all \(A_1, \ldots, A_n ∈ \mathcal{A}\), we have

\[
\sum_{μ ∈ NC(F) \times \{σ\}} k_μ(A_1, \ldots, A_r) = φ_K(σ)(A_1, \ldots, A_r)
\]

where \(K(σ)\) is the biggest partition on \(F\) such that \(σ ∪ K(σ)\) is non-crossing.

Proof. Let us compute

\[
φ_K(σ)(A_1, \ldots, A_r) = \sum_{μ ∈ NC(F)} k_μ(A_1, \ldots, A_r) = \sum_{μ ∈ NC(F)} k_μ(A_1, \ldots, A_r)
\]

because, by definition of \(K(σ)\), the set \(\{μ ∈ NC(F) : μ ≤ K(σ)\}\) is in one-to-one correspondence with the set \(\{μ ∈ NC(F) : μ ∪ σ ∈ NC(r)\}\).

We are now ready to prove that \(h = [n(φ \ast tr_n)] ∘ j_U\) is indeed a Haar trace for the free convolution.

Proof of Theorem 2.4 in the free case. Let \(φ\) be a tracial state on \(U^\text{nc}_n\). Let 1 ≤ i₁, j₁, ..., i_r, j_r ≤ n, let \(ε₁, ..., ε_r\) be either ∅ or * and set

\[
m = (u^{ε_1})_{i_1j_1} \cdots (u^{ε_r})_{i_rj_r}
\]

where we recall that \((u_{ij})_{1\leq i,j\leq n} = (u_{i1})_{1\leq i,j\leq n}\) and \((u^*_{ij})_{1\leq i,j\leq n} = (u^*_{i1})_{1\leq i,j\leq n}\) by convention. Remark that we prefer to work with the word \(m\) instead of the word \(u^{ε_1}_{i_1j_1} \cdots u^{ε_r}_{i_rj_r}\), since the computations are easier.

Let us compute \((h ∗_F φ)(m)\). We have \((h ∗_F φ)(m) = (h ∗ φ) ∘ Δ(m)\) and

\[
Δ(u_{ij}) = \sum_{k=1}^{n} u^{(1)}_{ik} u^{(2)}_{kj}, \quad \text{and} \quad Δ((u^*)_{ij}) = Δ(u^*_{ij}) = \sum_{k=1}^{n} (u^*_{ik})^{(2)} (u^*)_{kj}^{(1)},
\]
where the exponent (1) and (2) indicate if the element is in the first leg of $U_q^\text{nc} \sqcup U_q^\text{nc}$ or in the second leg. So, when computing $\Delta(m)$, we obtain something of the form $\sum_{k_1,\ldots,k_r} m_{k_1,\ldots,k_r}$ where $m_{k_1,\ldots,k_r}$ are words of length 2r of the form $(u^{r_i})_{i,k_1}(u^{r_j})_{k_1,j_1} \cdots (u^{r_r})_{r,k_r}(u^{r_j})_{r,j_r}$ with the generators coming from both legs of $U_q^\text{nc} \sqcup U_q^\text{nc}$. More precisely, let us decompose $\{1,\ldots,2r\} = S \sqcup T$ where $S$ contains the positions of the generators which are in the first leg and $T$ contains the positions of the generators which are in the second leg, according to

$$S = \{2i - 1 : 1 \leq i \leq n, \epsilon(i) = 1\} \cup \{2i : 1 \leq i \leq n, \epsilon(i) = *\},$$

$$T = \{1,\ldots,2r\} \setminus S.$$

We can develop the computation using the freeness of the legs:

$$(h \ast \phi) \circ \Delta(m) = \left(\sum_{k_1,\ldots,k_r} m_{k_1,\ldots,k_r}\right) \sum_{k_1,\ldots,k_r} C_{h}^{\kappa}(u^{r_i})_{i,k_1}(u^{r_j})_{k_1,j_1} \cdots (u^{r_r})_{r,k_r}(u^{r_j})_{r,j_r}$$

$$\cdot \sum_{\kappa_0}(u^{r_i})_{i,k_1}(u^{r_j})_{k_1,j_1} \cdots (u^{r_r})_{r,k_r}(u^{r_j})_{r,j_r},$$

where we recall that, according to (2), the free cumulant $\kappa_0^h(\cdots)$ only involves the variables which correspond to indices in $S$ and $\kappa_0^\phi(\cdots)$ only involves the variables which correspond to indices in $T$.

Using Corollary 2.8, we know that, whenever the $\epsilon_i$ are alternating and the indices are cyclic within the blocks of $\sigma \in NC(S)$, the quantity $\kappa_0^h((u^{r_i})_{i,k_1}(u^{r_j})_{k_1,j_1} \cdots (u^{r_r})_{r,k_r}(u^{r_j})_{r,j_r}$ does not depend on the indices $k_1,\ldots,k_r$. We denote it by $\kappa_0^h$, and compute

$$(h \ast \phi) \circ \Delta(m)$$

$$= \sum_{\sigma \in NC(S), \mu \in NC(T) \text{ s.t. } \sigma \text{ alternates the } \epsilon_i \text{ and } \sigma \cup \mu \in NC(2r)} \sum_{k_1,\ldots,k_r} \kappa_0^h \cdot \kappa_0^\phi((u^{r_i})_{i,k_1}(u^{r_j})_{k_1,j_1} \cdots (u^{r_r})_{r,k_r}(u^{r_j})_{r,j_r}).$$

Thanks to Proposition 2.9 we can sum over $\mu$ and we obtain

$$(h \ast \phi) \circ \Delta(m)$$

$$= \sum_{\sigma \in NC(S) \text{ s.t. } \sigma \text{ alternates the } \epsilon_i \text{ and } \sigma \text{ cyclic within each block of } \sigma} \kappa_0^h \cdot \phi_K(\sigma)((u^{r_i})_{i,k_1}(u^{r_j})_{k_1,j_1} \cdots (u^{r_r})_{r,k_r}(u^{r_j})_{r,j_r}).$$

So let us now examine equation (3) in greater details. Because the blocks of $\sigma$ alternate the $\epsilon_i$, the blocks of $K(\sigma)$ must also alternate the $\epsilon_i$. One can convince himself on a few examples, but also find a full proof in Proposition 7.7. of [19]. Now one has to understand how the cyclicity of the indices $i_1,k_1,j_1,\ldots,i_r,k_r,j_r$ in the blocks of $\sigma$ is translated in terms of the blocks of $K(\sigma)$. For every block $B = \{r(1) \leq \cdots \leq r(q)\}$, we say that $r(1)$ and $r(q)$ are opposites in $B$.

A condition $k_q = k_{q'}$ for some $1 \leq q < q' \leq r$ appears twice. Once in the case where $2q$ and $2q' - 1$ are opposites in the same block of $\sigma$, which is equivalent to the fact that $2q - 1$ and $2q'$ are consecutive in the same block of $K(\sigma)$ (it corresponds to the case $\epsilon_q = *$ and $\epsilon_{q'} = \emptyset$, see the Figure 1). The other case is when $2q - 1$ and $2q'$ are consecutive in the same block of $\sigma$, which is equivalent to the fact that $2q$ and $2q' - 1$ are opposites in the same block of $K(\sigma)$ (it corresponds to the case $\epsilon_q = \emptyset$ and $\epsilon_{q'} = *$, see Figure 2).
and summing over the indices \(k\) illustrated in Figure 3, we have
\[
\phi_B\left((u^r)_{i_1,k_1}(u^r)_{i_1,j_1}, \ldots , (u^{r^*})_{i_r,k_r}, (u^{r^*})_{i_r,j_r}\right)
\]
\[
= \phi\left((u^r)_{i_{r(1)},k_{r(1)}}(u^{r^*})_{i_{r(2)},j_{r(2)}}, \ldots , (u^{r^*})_{i_{r(q-1),k_{r(q-1)}},j_{r(q-1)}}, u_{k_{r(q)},j_{r(q)}}\right)
\]
and summing over the indices \(k_{r(1)} = k_{r(2)} = k_{r(3)} = k_{r(4)} = k_{r(q-1)} = k_{r(q)}\) yields to
\[
\delta_{i_{r(1)},j_{r(1)}} \delta_{i_{r(2)},j_{r(2)}} \delta_{i_{r(q-1)},j_{r(q-1)}}.
\]
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**Figure 3.** The case \(k_{r(1)} = k_{r(2)}. k_{r(3)} = k_{r(4)}, \ldots , k_{r(q-1)} = k_{r(q)}\) in \(B\) (the continuous line represents \(\sigma\) while the dashed line represents \(K(\sigma)\))

As well, if \(\epsilon(r(1)) = \emptyset\), a case illustrated in Figure 4 we have by using the fact that \(\phi\) is tracial,
\[
\phi_B\left((u^r)_{i_1,k_1}(u^r)_{i_1,j_1}, \ldots , (u^{r^*})_{i_r,k_r}, (u^{r^*})_{i_r,j_r}\right)
\]
\[
= \phi\left(u_{k_{r(1)},j_{r(1)}}(u^{r^*})_{i_{r(2)},j_{r(2)}}, \ldots , u_{k_{r(q-1)},j_{r(q-1)}}, (u^{r^*})_{i_{r(q)},j_{r(q)}}\right)
\]
and summing over the indices \(k_{r(q)} = k_{r(1)}, k_{r(2)} = k_{r(3)}, k_{r(q-2)} = k_{r(q-1)}\) yields to
\[
\delta_{i_{r(q)},j_{r(1)}} \delta_{i_{r(q-2)},j_{r(q-1)}}.
\]
Those computations show that the quantity \((h \ast \phi) \circ \Delta(m)\) expressed as (3) does not depend on the choice of \(\phi\), and in particular, we can replace \(\phi\) by \(\delta\) and obtain \((h \ast \phi) \circ \Delta(m) = (h \ast \delta) \circ \Delta(m)\).

Since \(m\) is arbitrary, we have \((h \ast \phi) \circ \Delta = (h \ast \delta) \circ \Delta\). Now, let us remark that \(h \ast \delta\) and \(h \circ (\text{Id} \sqcup \delta)\) are two unit linear functionals which vanish on products in \(U_n^{nc} \cup U_n^{nc}\) which alternates elements from \(\ker(h)\) in the first leg and elements from \(\ker(\delta)\) in the second leg. As a consequence, we have \(h \ast \delta = h \circ (\text{Id} \sqcup \delta)\), and we can write \((h \ast \phi) \circ \Delta = (h \ast \delta) \circ \Delta = h \circ (\text{Id} \sqcup \delta) \circ \Delta = h\). This prove that \(h\) is a Haar trace, thanks to Proposition 2.6.

The free Haar state can be computed with the help of the following proposition, which is just a reformulation of Corollary 2.8.

**Proposition 2.10.** When \(U_n^{nc}\) is endowed with its Haar trace for the free convolution, the free cumulants of \(\{u_{ij}\}_{1 \leq i, j \leq n}\) are given as follows.

Let \(1 \leq i_1, j_1, \ldots, i_r, j_r \leq n\). We have

\[
\kappa_r(u_{i_1j_1}, u_{i_2j_2}^*, u_{i_3j_3}, \ldots, u_{i_rj_r}, u_{i_1j_1}^*) = n^{1-2r}(-1)^{r-1}C_{r-1}
\]

and

\[
\kappa_r(u_{i_1j_1}^*, u_{i_2j_2}, u_{i_3j_3}^*, \ldots, u_{i_rj_r}, u_{i_1j_1}) = n^{1-2r}(-1)^{r-1}C_{r-1}
\]

where \(C_r = (2r)!/(r+1)!r!\) designate the Catalan numbers. Moreover, the free cumulants which are not given in such a way are equal to 0.

In [17], Mc Clanahan defines a state on \(U_n^{nc}\) which is in fact equal to our free Haar trace. More precisely, let us denote by \(C(U)\) the algebra of continuous functions on the unit complex circle \(U\) and by \(M_n(\mathbb{C})'\) the relative commutant of \(M_n(\mathbb{C})\) in \(C(U) \sqcup M_n(\mathbb{C})\). It is straightforward to verify that there exists a unique *-homomorphism \(\varphi : U_n^{nc} \to M_n(\mathbb{C})'\) such that

\[
\varphi(u_{ij}) = \sum_{1 \leq k \leq n} E_{kj}1_{U}E_{ik}.
\]

Endowing \(C(U)\) with the uniform measure \(h\) on the unit circle gives us a state \((\text{tr}_n \ast h)_{|M_n(\mathbb{C})'} \circ \varphi\) on \(U_n^{nc}\).

**Proposition 2.11.** The state \((\text{tr}_n \ast h)_{|M_n(\mathbb{C})'} \circ \varphi\) of Mc Clanahan is the Haar trace for the free convolution on \(U_n^{nc}\).

**Proof.** Let us first observe the *-homomorphism of noncommutative probability spaces (where \(A = C(U)\) equipped with Haar measure):

\[
\tilde{\varphi} : \left( E_{11}(A \sqcup M_n(\mathbb{C}))E_{11}, n(\phi \ast \text{tr}_n) \right) \to \left( M_n(\mathbb{C})', (\text{tr}_n \ast h)_{|M_n(\mathbb{C})'} \right)
\]

\[
A \to \sum_{1 \leq k \leq n} E_{k1}AE_{1k}
\]

Figure 4. The case \(k_{r(q)} = k_{r(1)}, k_{r(2)} = k_{r(3)}, \ldots, k_{r(q-2)} = k_{r(q-1)}\) in \(B\) (the continuous line represents \(\sigma\) while the dashed line represents \(\delta\)).
which follows from the equality \( \phi \ast \text{tr}_n(\sum_k E_{k1}AE_{1k}) = n \phi \ast \text{tr}_n(A) \) for all element \( A \) of \( E_{11}(A \cup \mathcal{M}_n(\mathbb{C}))E_{11} \). Observe also that \( \text{Id}_U \) is a Haar unitary element \( U \) of \((C(\mathbb{U}), h)\). The result follows from the equality \( \varphi = \tilde{\varphi} \circ j_U \) which shows that the state of Mc Clanahan \((\text{tr}_n \ast h);\mathcal{M}_n(\mathbb{C}) \circ \varphi \) is exactly the Haar trace \( [n(\phi \ast \text{tr}_n)] \circ j_U = (\text{tr}_n \ast h);\mathcal{M}_n(\mathbb{C}) \circ \varphi \circ j_U \). \( \square \)

2.6. The tensor Haar trace. In this section, we prove that there exists a tensor Haar trace.

Let us define the state which will be the tensor Haar trace. It is constructed via a very different method than the free Haar trace. We consider the Hilbert space \( H = \ell^2(\mathbb{Z}) \otimes \bigotimes_{k \in \mathbb{Z}} \mathcal{M}_n(\mathbb{C}) \), where \( \ell^2(\mathbb{Z}) \) is Hilbert space of square-summable families of complex numbers indexed by \( \mathbb{Z} \) and \( \bigotimes_{k \in \mathbb{Z}} \mathcal{M}_n(\mathbb{C}) \) is the infinite tensor product of copies of the Hilbert space \( \mathcal{M}_n(\mathbb{C}) \), where the number of matrices different from \( I_n \) is finite and the scalar product on \( \mathcal{M}_n(\mathbb{C}) \) is given by \( \text{tr}_n(A^*B) = \text{Tr}(A^*B)/n \).

For all \( 1 \leq i, j \leq n \), we define the following bounded operator on \( H \) by setting, for all \( \delta_k \otimes \bigotimes_{l \in \mathbb{Z}} M_l \in H \),
\[
U_{ij}(\delta_k \otimes (\ldots \otimes M_{k-1} \otimes M_k \otimes M_{k+1} \otimes \ldots)) = \delta_{k+1} \otimes (\ldots \otimes M_{k-1} \otimes E_{ji} M_k \otimes M_{k+1} \otimes \ldots)
\]
and therefore its adjoint, given by
\[
U^*_{ij}(\delta_k \otimes (\ldots \otimes M_{k-1} \otimes M_k \otimes M_{k+1} \otimes \ldots)) = \delta_{k-1} \otimes (\ldots \otimes E_{ij} M_{k-1} \otimes M_k \otimes M_{k+1} \otimes \ldots).
\]
We introduce \( \Omega = \delta_0 \otimes \bigotimes_{k \in \mathbb{Z}} I_n \) and the state on the algebra \( B(H) \) of bounded operators on \( H \) given by \( A \mapsto \langle \Omega, A\Omega \rangle \). The operators \( U_{ij} \) verify that \( \sum_{k=1}^n U^*_{ik} U_{kj} = \delta_{ij} = \sum_{k=1}^n U_{ik} U^*_{jk} \) and so the quantum random variable over \( j : U_{n}^{\text{nc}} \ni u_{ij} \mapsto U_{ij} \in B(H) \) is well-defined. It induces a state \( h \) on \( U(n) \), given for all \( a \in U(n) \) by
\[
h(a) = \langle \Omega, j(a) \Omega \rangle.
\]
Let us compute first the value of \( h \), thanks to the following lemmas.

Lemma 2.12. For all \( 1 \leq i_1, j_1, \ldots, i_r, j_r \leq n \), we have

\[
h(u_{i_1j_1}u^*_{i_2j_2} \cdots u^*_{i_{r-1}j_{r-1}}u^*_{i_rj_r}) = \frac{1}{n} \delta_{i_1i_2}\delta_{j_2j_3}\delta_{i_3i_4} \cdots \delta_{i_{r-1}i_r} \delta_{j_{r-1}j_r},
\]
\[
h(u^*_{i_1j_1}u_{i_2j_2} \cdots u_{i_{r-1}j_{r-1}}u_{i_rj_r}) = \frac{1}{n} \delta_{j_1j_2}\delta_{i_2i_3}\delta_{j_3j_4} \cdots \delta_{j_{r-1}j_r} \delta_{i_{r-1}i_r}.
\]

Proof. We have
\[
U_{i_1j_1}U^*_{i_2j_2} \cdots U_{i_{r-1}j_{r-1}}U^*_{i_rj_r}(\Omega) = \delta_0 \otimes (\ldots \otimes I_n \otimes E_{i_1j_1} E_{i_2j_2} \cdots E_{i_{r-1}j_{r-1}} E_{i_rj_r} \otimes I_n \otimes \cdots) \text{ at the level } -1,
\]
\[
U^*_{i_1j_1}U_{i_2j_2} \cdots U^*_{i_{r-1}j_{r-1}}U_{i_rj_r}(\Omega) = \delta_0 \otimes (\ldots \otimes I_n \otimes E_{i_1j_1} E_{i_2j_2} \cdots E_{i_{r-1}j_{r-1}} E_{i_rj_r} \otimes I_n \otimes \cdots) \text{ at the level } 0,
\]
which yields the first and the second result. \( \square \)

For more general words, it is possible to reduce them and fit into the previous case. Fix \( 1 \leq i_1, j_1, \ldots, i_r, j_r \leq n \), \( \epsilon_1, \ldots, \epsilon_r \in \{0,*\} \), and consider the word \( u^*_{i_1j_1} \cdots u^*_{i_rj_r} \). We can decompose \( \{1, \ldots, r\} \) into \( \bigcup_{k=-r}^{r} S_k \), where
\[
S_k = \{ l \in \{1, \ldots, r\} : k = \sharp \{ m > l : \epsilon_m = 0 \} - \sharp \{ m \geq l : \epsilon_m = * \} \}.
\]
If we assume that \( \emptyset \) corresponds to a North step, * to a South step, and consider the path given by \( \epsilon_r, \ldots, \epsilon_1 \), the set \( S_k \) contains the positions where the path goes from the level \( k \) to the level \( k + 1 \), or from the level \( k + 1 \) to the level \( k \). Consequently, the \( S_k \) form a partition of \( \{1, \ldots, r\} \), and the \( \epsilon_m \) are alternating inside each \( S_k \).
Lemma 2.13. Let $1 \leq i_1, j_1, \ldots, i_r, j_r \leq n$ and $\epsilon_1, \ldots, \epsilon_r$ be either $\emptyset$ or $\ast$.

If $\sharp\{m : \epsilon_m = \ast\} \neq \sharp\{m : \epsilon_m = 1\}$, then $h(u_{i_1,j_1}^{\epsilon_1} \ldots u_{i_r,j_r}^{\epsilon_r}) = 0$.

If $\sharp\{m : \epsilon_m = \ast\} = \sharp\{m : \epsilon_m = 1\}$, then

$$h(u_{i_1,j_1}^{\epsilon_1} \ldots u_{i_r,j_r}^{\epsilon_r}) = \prod_{k=-r}^{r} h \left( \prod_{l \in S_k} u_{i_l,j_l}^{\epsilon_l} \right).$$

This lemma combined with Lemma 2.12 describes entirely the state $h$.

Proof. Let us prove by decreasing induction on $l$ that, for all $1 \leq l \leq r$, and $l \in S_k$, we have

$$U_{i_l,j_l}^{\epsilon_l} \ldots U_{i_r,j_r}^{\epsilon_r}(\Omega) = \delta_{k+1} \otimes \prod_{p \in \mathbb{Z}} \prod_{q \in S_p \cap \{1, \ldots, r\}} E_{j_q \otimes q}^{\epsilon_q}$$

if $\epsilon_l = 1$,

and

$$U_{i_l,j_l}^{\epsilon_l} \ldots U_{i_r,j_r}^{\epsilon_r}(\Omega) = \delta_k \otimes \prod_{p \in \mathbb{Z}} \prod_{q \in S_p \cap \{1, \ldots, r\}} E_{j_q \otimes q}^{\epsilon_q}$$

if $\epsilon_l = \ast$.

First of all, we have $U_{i_r,j_r}(\Omega) = \delta_1 \otimes (\ldots \otimes E_{j_r \otimes r} \otimes \ldots)$ with the non-identity matrix at level 0 and $U_{i_r,j_r}(\Omega) = \delta_{-1} \otimes (\ldots \otimes E_{j_r \otimes r} \otimes \ldots)$ where the non-identity matrix is at level $-1$. Thus the property is true for $l = r$.

Fix now $1 \leq l < r$ and assume that the property is true for $l + 1$. Suppose first that $\epsilon_l = \epsilon_{l+1} = \ast$, and denote by $k$ the integer such that $l + 1 \in S_k$, then $l \in S_{k-1}$ and:

$$U_{i_l,j_l}^{\epsilon_l} \ldots U_{i_r,j_r}^{\epsilon_r}(\Omega) = \delta_k \otimes \prod_{p \in \mathbb{Z}} \prod_{q \in S_p \cap \{1, \ldots, r\}} E_{j_q \otimes q}^{\epsilon_q}$$

$$= \delta_{k-1} \otimes \prod_{p \in \mathbb{Z}} \prod_{q \in S_p \cap \{1, \ldots, r\}} E_{j_q \otimes q}^{\epsilon_q}.$$}

The other cases (i.e., $\epsilon_l = \epsilon_{l+1} = \emptyset$, $\epsilon_l = \ast$, $\epsilon_{l+1} = \emptyset$ and $\epsilon_l = \ast$, $\epsilon_{l+1} = \emptyset$) are treated in the exact same way. Therefore, the property is true for every $l \in \{1, \ldots, r\}$.

Finally, $h(u_{i_1,j_1}^{\epsilon_1} \ldots u_{i_r,j_r}^{\epsilon_r}) = \langle \Omega, U_{i_1,j_1}^{\epsilon_1} \ldots U_{i_r,j_r}^{\epsilon_r}(\Omega) \rangle$ is exactly as expected.

We are now ready to prove that $h$ is indeed the Haar trace for the tensor convolution. Thanks to Proposition 2.6 it is a consequence of the following proposition.

Proposition 2.14. The state $h$ is tracial, and for all other tracial state $\phi$, we have $h \ast_T \phi = h$.

Proof. Firstly, $h$ is tracial. Indeed, let us fix $1 \leq i_1, j_1, \ldots, i_q, j_q \leq n$, $\epsilon_1, \ldots, \epsilon_q \in \{\emptyset, \ast\}$ and compare $h(u_{i_1,j_1}^{\epsilon_1} \ldots u_{i_q,j_q}^{\epsilon_q})$ with $h(u_{i_1,j_1}^{\epsilon_1} \ldots u_{i_{q-1},j_{q-1}}^{\epsilon_{q-1}})$. Thanks to Lemma 2.12 if the $\epsilon_q$ are alternating, we are done. If not, remark that acting by a cyclic permutation just shifts the $S_k$'s. Thus, up to a cyclic permutation, the decomposition in the $S_k$'s is the same for $u_{i_1,j_1}^{\epsilon_1} \ldots u_{i_{q-1},j_{q-1}}^{\epsilon_{q-1}}$ and $u_{i_1,j_1}^{\epsilon_1} u_{i_{q-1},j_{q-1}}^{\epsilon_{q-1}} \ldots u_{i_r,j_r}^{\epsilon_r}$. Consequently, by Lemma 2.13 the full traciality is a consequence of the traciality for words alternating the $\epsilon_q$'s.

Now, let us prove that $h \ast_T \phi = h$. Equivalently, we will prove that, for all $1 \leq i_1, j_1, \ldots, i_r, j_r \leq n$ and $\epsilon_1, \ldots, \epsilon_r \in \{\emptyset, \ast\}$

$$h \ast_T \phi(u_{i_1,j_1}^{\epsilon_1} \ldots u_{i_r,j_r}^{\epsilon_r}) = \sum_{k_1, \ldots, k_r=1}^{n} h(u_{i_1,k_1}^{\epsilon_1} \ldots u_{i_r,k_r}^{\epsilon_r}) \phi(u_{i_1,j_1}^{\epsilon_1} \ldots u_{i_r,j_r}^{\epsilon_r})$$

(5)
is equal to $h(u^1_{i_1j_1} \ldots u^r_{i_rj_r})$. If $\{ m : \epsilon_m = * \} \neq \{ m : \epsilon_m = 1 \}$, this is a direct consequence of Lemma 2.13. If not, let us prove the result by induction on the even length $r = 2q$ of the word.

Remark that $h \star_T \phi(1) = h(1) = 1$. Fix $q > 0$ and suppose that the result is true for words of length less than $2q$. Let us prove that the result is true for words $u^1_{i_1j_1} \ldots u^r_{i_rj_r}$ of length $r = 2q$ such that $\{ m : \epsilon_m = * \} = \{ m : \epsilon_m = 1 \}$.

Fix $1 \leq i_1, j_1, \ldots, i_r, j_r \leq n$ and $\epsilon_1, \ldots, \epsilon_r \in \{ \emptyset, * \}$. Consider $k_0 = \min\{ k : S_k \neq \emptyset \}$. For all $q \in S_{k_0} \setminus \{ 1 \}$ such that $\epsilon_q = \emptyset$, we must have $\epsilon_{q-1} = *$ and consequently $q - 1 \in S_{k_0}$ (indeed, if $\epsilon_{q-1} = \emptyset$, then $q - 1 \in S_{k_0+1}$ and $k_0$ is not minimal). Moreover, if $1 \in S_{k_0}$ and $\epsilon_1 = \emptyset$, we must have $\epsilon_r = *$ and consequently $r \in S_{k_0}$ (indeed, in this case, $\epsilon_1 = \emptyset$ implies that $1 \in S_{-1}$ and $k_0 = -1$, and if $\epsilon_r = \emptyset$, then $r \in S_0$ and $-1$ is not minimal). To sum up, $S_{k_0}$ can be written in the form

$$\{ r(1) \leq r(1) + 1 \leq r(2) \leq r(2) + 1 \leq \cdots \leq r(q) \leq r(q) + 1 \}$$

if the first element is labelled by $*$, and in the form

$$\{ 1 \leq r(1) \leq r(1) + 1 \leq \cdots \leq r(q) \leq r(q) + 1, r \}$$

if the first element is labelled by $\emptyset$.

In the case where the first element is labelled by $*$, let us decompose $S_{k_0} = \{ r(1) \leq r(1) + 1 \leq \cdots \leq r(q) \leq r(q) + 1 \}$. Set $r(q + 1) = r(1)$, and compute, thanks to Lemmas 2.12 and 2.13,

$$h \star_T \phi(u^1_{i_1j_1} \ldots u^r_{i_rj_r}) = \sum_{k_1, \ldots, k_r=1}^n h(u^1_{i_1k_1} \ldots u^r_{i_rk_r}) \phi(u^1_{k_1j_1} \ldots u^r_{k_rj_r})$$

$$= \sum_{k_1, \ldots, k_r=1}^n \left( \prod_{l \in S_{k_0}} u^l_{i_1k_1} \right) \frac{1}{n} \prod_{l=1}^q (\delta_{k_r(l)k_{r(l)+1}} \delta_{i_r(l)+i_{r(l)+1}}) \cdot \phi(u^1_{k_1j_1} \ldots u^r_{k_rj_r}).$$

Summing over the indices $k_r(1) = k_r(1)+1, k_r(2) = k_r(2)+1, \ldots, k_r(q) = k_r(q)+1$ in $\phi$ and use the induction hypothesis yields to

$$\sum_{1 \leq k_1 \leq n} h \left( \prod_{l \in S_{k_0}} u^l_{i_1k_1} \right) \phi \left( \prod_{l \in S_{k_0}} u^l_{i_lj_l} \right) \frac{1}{n} \prod_{l=1}^q (\delta_{j_r(l)j_{r(l)+1}} \delta_{i_r(l)+i_{r(l)+1}})$$

$$= h \star_T \phi \left( \prod_{l \in S_{k_0}} u^l_{i_lj_l} \right) \frac{1}{n} \prod_{l=1}^q (\delta_{j_r(l)j_{r(l)+1}} \delta_{i_r(l)+i_{r(l)+1}})$$

$$= h(u^1_{i_1j_1} \ldots u^r_{i_rj_r}).$$

In the case where the first element is labelled by $\emptyset$, we decompose $S_{k_0} = \{ 1 \leq r(1) \leq r(1) + 1 \leq \cdots \leq r(q) \leq r(q) + 1 \}$. The previous computation can be written as well, with a needed shift which has to be done in order to sum over the index $k_1 = k_r$:

$$\sum_{k_1=1}^n \phi(u^1_{k_1j_1}u^2_{k_2j_2} \ldots u^{r-1}_{k_{r-1}j_{r-1}}u^r_{k_rj_r})$$

$$= \sum_{k_1=1}^n \phi(u^1_{k_rj_r}u^2_{k_1j_1}u^2_{k_2j_2} \ldots u^{r-1}_{k_{r-1}j_{r-1}}) = \delta_{j_1j_r} \phi(u^2_{k_2j_2} \ldots u^{r-1}_{k_{r-1}j_{r-1}}).$$

Finally, we always have $h \star_T \phi(u^1_{i_1j_1} \ldots u^r_{i_rj_r}) = h(u^1_{i_1j_1} \ldots u^r_{i_rj_r})$, and the proof is done. \qed
3. Random matrix models

In this section, we define a model of random matrices which converges to the free Haar trace defined in Section 2.

Let us fix an arbitrary set $I$ of indices. Let $(M_i)_{i \in I}$ be a family of random variables in some non-commutative space $(A, \phi)$. For each $N \in \mathbb{N}$, let $(M_i^{(N)})_{i \in I}$ be a family of random $N \times N$ matrices. We will say that $(M_i^{(N)})_{i \in I}$ converges almost surely in $*$-distribution to $(M_i)_{i \in I}$ as $N$ tends to $\infty$ if for all noncommutative polynomial $P \in \mathbb{C}[X_i, X_i^* : i \in I]$ we have almost surely the following convergence:

$$\lim_{N \to \infty} \text{tr}_N \left( P(M_i^{(N)}) \right) = \phi \left( P(M_i) \right),$$

where we recall that $\text{tr}_N$ is the normalized trace.

The following theorem, whose first version is due to Voiculescu [29], is a well-known phenomenon which makes freeness appear from independence and invariance by unitary conjugation. (see also [10] [16] [20] [27]).

**Theorem 3.1** (Theorem 23.14 of [20]). Let $I$ and $J$ be two arbitrary set of indices. Let $(A_i)_{i \in I}$ be a family of random variables in $(A, \phi)$ and $(B_j)_{j \in J}$ be a family of random variables in $(B, \tau)$. We suppose that

1. For each $N \in \mathbb{N}$, $\{A_i^{(N)}\}_{i \in I}$ is a family of random $N \times N$ matrices which converges almost surely in $*$-distribution to $\{A_i\}_{i \in I}$ as $N$ tends to $\infty$.
2. For each $N \in \mathbb{N}$, $\{B_j^{(N)}\}_{j \in J}$ is a family of constant $N \times N$ matrices which converges almost surely in $*$-distribution to $\{B_j\}_{j \in J}$ as $N$ tends to $\infty$.
3. The law of $\{A_i^{(N)}\}_{i \in I}$ is invariant by unitary conjugation, i.e. it is equal to the law of $\{UM_i^{(N)}U^*\}_{i \in I}$ for all $U \in \mathcal{M}_N(\mathbb{C})$ which is unitary.

Then the matrices $\{A_i^{(N)}\}_{i \in I} \cup \{B_j^{(N)}\}_{j \in J}$ converge almost surely in $*$-distribution together to $\{A_i\}_{i \in I} \cup \{B_j\}_{j \in J}$ seen as elements of $(A \cup B, \phi \ast \tau)$ as $N$ tends to $\infty$.

For a matrix $M \in \mathcal{M}_{nN}(\mathbb{C})$ and $1 \leq i,j \leq n$, we denote by $[M]_{ij}$ the $(i,j)$-block of $M$ when it is divided in $n^2$ matrices of size $N \times N$.

**Corollary 3.2.** Let $I$ be an arbitrary set of indices. Let $(A_k)_{k \in K}$ be a family of random variables in $(A, \phi)$. For each $N \in \mathbb{N}$, let $\{A_k^{(N)}\}_{k \in K}$ be a family of random $N \times N$ matrices which converges almost surely in $*$-distribution to $\{A_k\}_{k \in K}$ as $N$ tends to $\infty$ and whose law is invariant by unitary conjugation.

Then, the family of block matrices $\{[A_k^{(N)}]_{ij}\}_{k \in K, 1 \leq i,j \leq n}$ converges almost surely in $*$-distribution to $\{E_{11}A_kE_{11}\}_{k \in K, 1 \leq i,j \leq n}$ seen as an element of $(E_{11}(A \cup \mathcal{M}_n(\mathbb{C}))E_{11}, n \phi \ast \text{tr}_n)$ when $N$ tends to $\infty$.

Let us remark that the invariance of the law by unitary conjugation is not very restrictive. Indeed, if the law of $\{A_k^{(N)}\}_{k \in K}$ is not invariant by unitary conjugation, we can replace the family $\{A_k^{(N)}\}_{k \in K}$ by the family $\{UM_k^{(N)}U^*\}_{k \in K}$, where $U$ is a uniform unitary random matrix of $\mathcal{M}_N(\mathbb{C})$ independent from $\{A_k^{(N)}\}_{k \in K}$.

**Proof.** First, remark that the family of constant $nN \times nN$ matrices $\{P_{ij}^{(N)}\}_{1 \leq i,j \leq n}$ defined by the block matrices $[P_{ij}^{(N)}]_{lm} = \delta_{ij}\delta_{jm}IN$ (the block of $P_{ij}^{(N)}$) are zero except the $(i,j)$-th block
which is $I_N$) converges to $\{E_{ij}\}_{1 \leq i, j \leq n} \subset M_n(\mathbb{C})$ as $N$ tends to $\infty$. Using Theorem 5.1, the family $\{P_{ij}^{(n)} A_k^{(n)} P_{j1}^{(n)}\}_{k \in K, 1 \leq i, j \leq n}$ converges to $\{E_{1i} A_k E_{j1}\}_{k \in K, 1 \leq i, j \leq n}$ seen as an element of $(\mathcal{A} \sqcup M_n(\mathbb{C}), \phi \ast \text{tr}_n)$ when $N$ tends to $\infty$.

But let us remark that $P_{ij}^{(n)} A_k^{(n)} P_{j1}^{(n)} = \left( [A_k^{(n)}]_{ij} 0 0 \right)$. Consequently, the morphism of algebra from $\mathcal{M}_N(\mathbb{C})$ to $\mathcal{M}_n N(\mathbb{C})$ given by $M \mapsto \left( \begin{array}{ccc} M & 0 \\ 0 & 0 \end{array} \right)$ and the previous convergence implies the convergence of $\{[A_k^{(n)}]_{ij}\}_{k \in K, 1 \leq i, j \leq n}$ as $N$ tends to $\infty$. However, one has to be careful that the trace $\text{tr}$ is transformed via this map into the linear functional $n \text{tr}_{n N}$, and that consequently the family $\{[A_k^{(n)}]_{ij}\}_{k \in K, 1 \leq i, j \leq n}$ converges to $\{E_{1i} A_k E_{j1}\}_{k \in K, 1 \leq i, j \leq n}$ seen as elements of $\mathcal{A} \sqcup M_n(\mathbb{C})$ endowed with the linear functional $n(\phi \ast \text{tr}_n)$, or equivalently, seen as elements of the noncommutative space $(E_{11}(\mathcal{A} \sqcup M_n(\mathbb{C})), n(\phi \ast \text{tr}_n))$.

A Haar unitary matrix on the unitary group $U(N) = \{M \in \mathcal{M}_N(\mathbb{C}) : U^* U = I_N\}$ is a uniformly distributed unitary matrix $U^{(N)}$, or equivalently a random unitary matrix $U^{(N)}$ which is equal in law to $V U^{(N)}$ and $U^{(N)} V$ for every unitary matrix $V$.

**Theorem 3.3.** Let us consider $(u_{ij})_{1 \leq i, j \leq n}$, the generators of the non-commutative space $U^{\langle n \rangle}$ endowed with its free Haar trace. For all $N \geq 1$, let $U^{(N)}$ be a Haar unitary matrix on the classical unitary group $U(N)$.

Then, the matrices $\left( [U^{(n)}]_{ij} \right)_{1 \leq i, j \leq n}$ converge almost surely in $*$-distribution to $(u_{ij})_{1 \leq i, j \leq n}$ when $N$ tends to $\infty$.

**Proof.** Setting $\{U_k^{(N)}\}_{k \in K} = \{U^{(N)}, U^{(N)^*}\}$ (with $K = \{1, 2\}$), it is a direct consequence of Corollary 3.2. Indeed, $U^{(N)}$ converge almost surely to a Haar unitary random variable $U$, and the Haar trace is given by $[n(\phi \ast \text{tr}_n)] \circ j_U$.

4. Free Lévy processes on the unitary dual group

In this section, we study free Lévy processes on the unitary dual group. We recall their definition and the correspondence between Lévy processes, generators, and Schürmann triples. We describe a class of free Lévy processes which appears as limit of Lévy processes on the classical unitary group, and compute their generators thanks to a representation theorem which was still missing in the free case.

4.1. Free Lévy processes.

**Definition 4.1.** A free unitary Lévy process is a family $(U_t)_{t \geq 0}$ of unitary element of a non-commutative probability space $(\mathcal{A}, \phi)$ such that:

- $U_0 = 1_{\mathcal{A}}$.
- For all $0 \leq s \leq t$, the distribution of $U_{s-t}^{-1} U_t$ depends only on $t - s$.
- For all $0 \leq t_1 \leq \ldots \leq t_k$, the random variables $U_{t_1}, U_{t_1-t_2}^{-1} U_{t_2}, \ldots, U_{t_{k-1}-t_k}^{-1} U_{t_k}$ are free.
- The distribution of $U_t$ converges weakly to $\delta_1$ as $t$ goes to $0$.

One can generalize this definition by considering a process $(U_t)_{t \geq 0}$ of matrices of elements of $\mathcal{A}$ which are unitary, instead of considering only one element. In other words, we want to consider a process $(j_t)_{t \geq 0}$ of quantum random variables on $U^{\langle n \rangle}$ over $(\mathcal{A}, \phi)$ (for all time $t \geq 0$, $j_t : U_n^{\langle n \rangle} \to \mathcal{A}$ is a $*$-homomorphism, which is equivalent with requiring that the matrix $(j_t(u_{ij}))_{i,j=1}^n$ is unitary).
in other words, for all \( t \), \( \phi \circ j_t = \phi \circ j_{t-s} \) (stationary of the distributions).

- For all \( 0 \leq t \leq \ldots \leq t_k \), the homomorphisms \( j_{t_1}, j_{t_2}, \ldots, j_{t_n} \) are freely independent in the sense that the image \(*\)-algebras of \( U_n^{nc} \) are freely independent in \( (A, \phi) \).

- For all \( b \in U_n^{nc}, \phi \circ j_s(b) \) converges towards \( \delta(b) \) when \( s \) tends to 0.

Some authors find more convenient to make the following assumptions on the family of increments \( (j_{st})_{0 \leq t \leq t} \) linked with \( (j_t)_{t \geq 0} \) by the relation \( j_{st} = (j_s \circ \Sigma) \cdot j_t \) (for all \( 0 \leq s \leq t \)):

- For all \( 0 \leq t, j_U = \delta 1_A \).
- For all \( 0 \leq r \leq s \leq t, j_{rs} \cdot j_{st} = j_{rt} \).
- For all \( 0 \leq s \leq t, \phi \circ j_{st} = \phi \circ j_{0t-s} \).
- For all \( 0 \leq t_1 \leq \ldots \leq t_k \), the homomorphisms \( j_{t_1}, \ldots, j_{t_n} \) are freely independent in the sense that the image algebras are freely independent.
- For all \( b \in U_n^{nc}, \phi \circ j_{0s}(b) \) converges towards \( \delta(b) \) when \( s \) tends to 0.

Of course, the two points of view are equivalent. Let us observe that a free unitary Lévy process \((U_t)_{t \geq 0}\) is a free Lévy process \((u \mapsto U_t)_{t \geq 0}\) on \( U(1) \).

### 4.2. Free Lévy processes as limit of random matrices

Let us present here an example of free Lévy process constructed thanks to the homomorphism \( j_U \) described in Section 4.4 and which is the limit of random matrices in the sense of Theorem 4.4.

**Proposition 4.3.** Let \((U_t)_{t \geq 0}\) be a free unitary Lévy process. Let us consider the family of quantum random variables \((j_t)_{t \geq 0}\) on \( U(n) \) over \( E_{11}(A \cup M_n(\mathbb{C}))E_{11} \) defined by \( j_t := j_{Ut} \), or, in other words, for all \( 1 \leq i, j \leq n \), we have \( j_t(u_{ij}) = E_{11}U_tE_{j1} \).

Then, \((j_t)_{t \geq 0}\) is a free Lévy process on \( U(n) \) over the non-commutative probability space \( (E_{11}(A \cup M_n(\mathbb{C}))E_{11}, n(\phi \ast \text{tr}_n)) \).

**Proof.** The fact that \((j_t)_{0 \leq t \leq 1}\) is indeed a free Lévy process on \( U(n) \) follows from Proposition 1.13 and from the definition of a free unitary Lévy process \((U_t)_{t \geq 0}\). \(\square\)

**Theorem 4.4.** Let \((U_t)_{t \geq 0}\) be a free unitary Lévy process in \((A, \phi)\) and let \((j_t)_{t \geq 0}\) be the Lévy process over \( U(n) \) defined by Proposition 4.3. For each \( N \in \mathbb{N} \), let us consider a process \((U_t^{(N)})_{t \geq 0}\) on the classical unitary group \( U(N) \).

Assume that the family \((U_t^{(N)})_{t \geq 0}\) converges almost surely in \(*\)-distribution to the family \((U_t)_{t \geq 0}\) as \( N \) tends to \( \infty \). Then, the block matrices \((U_t^{(N)})_{ij} \) converges almost surely in \(*\)-distribution to \((j_t(u_{ij}))_{1 \leq i, j \leq n} \) as \( N \) tends to \( \infty \).

In the particular case where \((U_t)_{t \geq 0}\) is a free unitary Brownian motion (see the last section of the paper), this theorem above is the result stated in 26, proved via stochastic calculus.

**Proof.** Setting \((B_t^{(N)})_{t \geq 0} = \{U_t^{(N)}\}_{t \geq 0} \) (with \( K = \{t \geq 0\} \)), it is a direct consequence of Corollary 4.2. \(\square\)
The Schürmann triple on a Hilbert space is defined by setting, for all \( t \geq 0 \),

\[
\text{Proposition 4.7.}
\]

Let \( \mathcal{U} \) be a generator of the Schürmann triple over \( \mathbb{C} \). Conversely, the recent \cite{23} proves that, for all hermitian and conditionally positive \( \phi \), the generator satisfies

\[
L(\phi) = \lim_{t \to 0} \frac{1}{t} (\phi(j_t(u)) - \delta(u)).
\]

The generator is made easier by the following notion of Schürmann triple.

4.3. Generator and Schürmann triple. In this section, we define two different objects which characterize Lévy processes on \( \mathcal{U} \).

**Definition 4.5.** The generator of a free Lévy process \((j_t)_{t \geq 0}\) on \((\mathcal{A}, \phi)\) over \(\mathcal{U} \) is the linear form \( L : U_n^{nc} \to \mathbb{C} \) defined, for all \( u \in U_n^{nc} \), by

\[
L(u) = \frac{d}{dt} \phi \circ j_t(u) = \lim_{t \to 0} \frac{1}{t} (\phi(j_t(u)) - \delta(u)).
\]

In \cite{23}, it is proved that \( L \) is well-defined and determines completely the family of law \((\phi \circ j_t)_{t \geq 0}\). The generator satisfies \( L(1) = 0 \), is hermitian and is conditionally positive, in the sense that

- \( L(u^*) = L(u) \) for all \( u \in U_n^{nc} \)
- \( L(u^*u) \geq 0 \) for all \( u \in U_n^{nc} \) such that \( \delta(u) = 0 \).

Conversely, the recent \cite{23} proves that, for all hermitian and conditionally positive \( L : U_n^{nc} \to \mathbb{C} \) such that \( L(1) = 0 \), there exists a free Lévy process on \( \mathcal{U} \) whose generator is \( L \). We will call such a linear functional \( a \) generator, without mentioning any Lévy process. The description of the generators is made easier by the following notion of Schürmann triple.

**Definition 4.6.** A Schürmann triple \((\rho, \eta, L)\) of \( \mathcal{U} \) on a Hilbert space \( H \) consists of

- a generator \( L \),
- a linear map \( \eta : U_n^{nc} \to H \) such that, for all \( a, b \in U_n^{nc} \), we have
  \[
  L(ab) = \delta(a)L(b) + \langle \eta(a^*), \eta(b) \rangle + L(a)\delta(b),
  \]
- a unital \(*\)-representation \( \rho \) of \( U_n^{nc} \) on \( H \) such that, for all \( a, b \in U_n^{nc} \), we have
  \[
  \eta(ab) = \rho(a)\eta(b) + \eta(a)\delta(b).
  \]

It simplifies the data of \( L \) because the three maps \( \rho, \eta, \) and \( L \) of a Schürmann triple are uniquely determined by their values on the generators \( \{a_{ij}, a_{ij}^*\}_{i,j \leq n} \) of \( U_n^{nc} \). A sort of GNS-construction (see \cite{21}) allows conversely to construct a Schürmann triple \((\rho, \eta, L)\) for every generator \( L \).

In the next section, we will prove the following theorem, which computes the Schürmann triple of the Lévy process over \( \mathcal{U} \) defined by Proposition 4.3.

**Theorem 4.7.** Let \((U_t)_{t \geq 0}\) be a free unitary Lévy process in \((\mathcal{A}, \phi)\) and let \((\rho, \eta, L)\) be its Schürmann triple on a Hilbert space \( H \). Let \( j_t : \mathcal{U} \to E_{11}(\mathcal{A} \cup \mathcal{M}_n(\mathbb{C}))[E_{11} \rightleftharpoons] E_{11}U_tE_{11} \) be the Lévy process defined by setting, for all \( 1 \leq i, j \leq n \), \( j_t(u_{ij}) = E_{11}U_tE_{11} \).

The Schürmann triple \((\rho_n, \eta_n, L_n)\) of \((j_t)_{t \geq 0}\) on \( H \otimes \mathcal{M}_n(\mathbb{C}) \) is given, for all \( 1 \leq i, j \leq n \), by

\[
\rho_n(u_{ij}) = \frac{1}{n}(\rho(u) - \text{Id}_H) \otimes E_{ij} + \delta_{ij}\text{Id}_H \otimes I_N,
\]

\[
\eta_n(u_{ij}) = \eta(u) \otimes E_{ij}, \quad \eta_n(u_{ij}^*) = \eta(u^*) \otimes E_{ij}, \quad L_n(u_{ij}) = \delta_{ij}L(u), \quad (6)
\]
As a corollary, we have a sufficient characterization for the existence of a random matrix model in terms of the generator (we believe that this condition is not necessary).

**Corollary 4.8.** Let \((j_t)_{t \geq 0}\) be free Lévy process on \(U \langle n \rangle\). Let \(H\) be a Hilbert space such that the Schürmann triple \((\rho_n, \eta_n, L_n)\) of \((j_t)_{t \geq 0}\) is given on \(H \otimes M_n(\mathbb{C})\) by

\[
\rho_n(u_{ij}) = \frac{1}{n} (W - \text{Id}_H) \otimes E_{ij} + \delta_{ij} \text{Id}_H \otimes I_N,
\]

\[
\eta_n(u_{ij}) = h \otimes E_{ij}, \quad \eta_n(u_{ij}^*) = -W^* h \otimes E_{ij}, \quad L_n(u_{ij}) = (iR - \frac{1}{2} \|h\|^2_H) \delta_{ij},
\]

where \(W\) is a unitary operator of \(\mathcal{B}(H)\), \(h \in H\) and \(R \in \mathbb{R}\). Then, for each \(N \in \mathbb{N}\), there exists a process \((U_t^{(N)})_{t \geq 0}\) on the classical unitary group \(U(N)\) such that the family of \(N \times N\)-blocks \([U_t^{(nN)}]_{ij}\) converges almost surely in \(\ast\)-distribution to \((j_t(u_{ij}))_{1 \leq i,j \leq n}\) as \(N\) tends to \(\infty\).

We give the proof of Corollary 4.8 right now, and postpone the proof of Theorem 4.7 to the next section.

**Proof.** Let us show that we are indeed in the situation of Theorem 4.7, and that \(W, h\) and \(R\) can be read as the Schürmann triple of some Lévy process over \(U(1)\). This is a consequence of the following general description of the generators on \(U \langle n \rangle\).

**Proposition 4.9 (Proposition 4.4.7 of [22])**. Let \(H\) be a Hilbert space, \((h_{ij})_{1 \leq i,j \leq n} \in M_n(H)\) be elements of \(H\), \((W_{ij})_{1 \leq i,j \leq n} \in M_n(\mathcal{B}(H))\) unitary and \((R_{ij})_{1 \leq i,j \leq n} \in M_n(\mathcal{C})\) self-adjoint. Then there exists a unique Schürmann triple \((\rho, \eta, L)\) on \(H\) such that

\[
\rho(u_{ij}) = W_{ij}; \quad \eta(u_{ij}) = h_{ij}; \quad \eta(u_{ij}^*) = -\sum_{k=1}^{n} W_{ik} h_{kj}; \quad L(u_{ij}) = iR_{ij} - \frac{1}{2} \sum_{k=1}^{n} \langle h_{ki}, h_{kj} \rangle_H. \tag{7}
\]

Conversely, each generator \(L\) appears in a Schürmann triple \((\rho, \eta, L)\) on a Hilbert space \(H\) as \(7\) for some \((h_{ij})_{1 \leq i,j \leq n}\), \((W_{ij})_{1 \leq i,j \leq n}\) unitary, and \((R_{ij})_{1 \leq i,j \leq n}\) self-adjoint given by

\[
h_{ij} = \eta(u_{ij}); \quad W_{ij} = \rho(u_{ij}); \quad R_{ij} = -i \left( L(u_{ij}) + \frac{1}{2} \sum_{k=1}^{n} \langle \eta(u_{ki}), \eta(u_{kj}) \rangle_H \right). \tag{8}
\]

Using this proposition for \(W, h\) and \(R\) shows that the generator \((\rho_n, \eta_n, L_n)\) can be written in the form \(7\) for some Schürmann triple \((\rho, \eta, L)\) on \(H\). But let us consider a free unitary Lévy process \((U_t)_{t \geq 0}\) with Schürmann triple \((\rho, \eta, L)\), and the Lévy process \((j_t U_t)_{t \geq 0}\) of Theorem 4.7 defined by setting, for all \(1 \leq i,j \leq n\), \(j_t(u_{ij}) = E_{ii} U_t E_{jj}\). Using the result \([3\text{, Theorem 3}]\), there exists a random matrix model \((U_t^{(N)})_{t \geq 0}\) on the unitary group for the Lévy process \((U_t)_{t \geq 0}\), and Theorem 4.7 allows us to conclude that \([U_t^{(nN)}]_{ij}\) \(1 \leq i,j \leq n\) is a random matrix model for \((j_t U_t)_{t \geq 0}\). Theorem 4.7 shows that \((j_t U_t)_{t \geq 0}\) has the same Schürmann triple that our Lévy process \((j_t)_{t \geq 0}\). Thus their distributions are equal, and \([U_t^{(nN)}]_{ij}\) \(1 \leq i,j \leq n\) is also a random matrix model for \((j_t)_{t \geq 0}\). \(\square\)

**4.4. Proof of Theorem 4.7.** In the three next steps, we will

1. establish a concrete realization of any free Lévy process \((j_t)_{t \geq 0}\) on \(U \langle n \rangle\) on a full Fock space, starting from any Schürmann triple;
2. show that, considering a one dimensional free Lévy process \((U_t)_{t \geq 0}\), this concrete realization behaves nicely when applying the boosting \(j_t U_t (u_{ij}) = E_{ii} U_t j_t E_{jj}\) to define a free Lévy process \((j_t U_t)_{t \geq 0}\) on \(U \langle n \rangle\);
of the reader, we sketch the ideas: we consider the full Fock one variable. This is routine using the explanations of Chapter 13 of [24]. For the convenience of [24], we must write the consequence of [24], and requires some computations very similar to those of [21].

Step 1. In this step, we give a direct construction of a free Lévy process starting from a Schürmann triple of $U(n)$. To achieve this purpose, we will use the free quantum stochastic calculus. We do not recall the definition of the free stochastic equations on the full Fock space, but we define now the objects involved, and we refer the reader to [15] and [24] for further details.

Let us consider a Hilbert space $H$. We denote by $K$ the Hilbert space $L^2(\mathbb{R}, H) \simeq L^2(\mathbb{R}) \otimes H$, and consider the full Fock space

$$\Gamma(K) = C\Omega \oplus \bigoplus_{n \geq 1} K^{\otimes n}.$$ 

We turn $\mathcal{B}(\Gamma(K))$, the $*$-algebra of bounded operator on $\Gamma(K)$, into a noncommutative probability space by endowing it with the state $\tau(\cdot) = \langle \Omega, (\cdot)\Omega \rangle$. Let $h \in H$ and $t \geq 0$. The creation operator $c_t(h) \in \mathcal{B}(\Gamma(K))$ is defined by setting, for all $n \geq 0$,

$$c_t(h)(k_1 \otimes \cdots \otimes k_n) = (h 1_{[0,t]} \otimes k_1 \otimes \cdots \otimes k_n),$$

and the annihilation operator $c_t^*(h) \in \mathcal{B}(\Gamma(K))$ is its adjoint operator. Let $W$ a bounded operator on $H$ and $t \geq 0$. The conservation operator $\Lambda_t(W) \in \mathcal{B}(\Gamma(K))$ is defined by setting, for all $n \geq 1$,

$$\Lambda_t(W)((h 1_{[r,s]} \otimes \cdots \otimes k_n) = ((W(h)1_{[0,t]}[r,s] \otimes \cdots \otimes k_n)$$

and $\Lambda_t(W)(\Omega) = 0$ otherwise.

The following general result is the free counterpart of the general results of Schürmann (see Section 4.4. of [22] for the tensor case). The free case turns out to be the only case which has not yet been written down.

Theorem 4.10. Let $H$ be a Hilbert space, and let $(\rho, \eta, L)$ be a Schürmann triple of $U\langle n \rangle$ on the Hilbert space $H$. Then the coupled free stochastic equations

$$dj_t(u_{ij}) = \sum_{1 \leq k \leq n} j_t(u_{ik})(dc_t^*(\eta(u_{kj})) + dc_t(\eta(u_{kj}^*)) + d\Lambda_t((\rho - \delta)(u_{kj}))) + L(u_{kj})dt$$

(9)

for $1 \leq i, j \leq n$, with initial conditions $j_0(u_{ij}) = \delta_{ij}Id$, has a unique solution $(j_t(u_{ij}))_{t \geq 0}$ which extends to a free Lévy process $(j_t)_{t \geq 0}$ on $U\langle n \rangle$ with value in $(\mathcal{B}(\Gamma(L^2(\mathbb{R}, H)))), \tau$, and with generator $L$.

Proof. The existence and uniqueness of the solution of (9) is a consequence of a very general theorem in [24], from which we can also deduce the extension of the solution to a free Lévy process. On the contrary, proving that $L$ is indeed the generator of this solution is not a direct consequence of [24], and requires some computations very similar to those of [21].

The existence theorem which we will use is [24, Theorem 10.1]. In order to use Theorem 10.1. of [24], we must write the $n^2$ stochastic equations (9) as one stochastic equation involving only one variable. This is routine using the explanations of Chapter 13 of [24]. For the convenience of the reader, we sketch the ideas: we consider the full Fock $\mathcal{M}_N(\mathbb{C})$-module $\mathcal{M}_N(\mathcal{B}(\Gamma(K))) \simeq \mathcal{B}(\mathbb{C}^{\otimes n} \otimes \Gamma(K))$. The stochastic equations (9) can be summed up into the following stochastic
equation in $\mathcal{M}_N(\mathcal{B}(\Gamma(K)))$ (where $c_t$, $c_t'$ and $\Lambda_t$ are defined accordingly)

\[
d\left(j_t(u_{ij})_{i,j=1}^n\right) = \left(j_t(u_{ij})_{i,j=1}^n\right) \cdot \left(d\left(\frac{d}{dt}c_t(\eta(u_{ij})_{i,j=1}^n) + d\Lambda_t(\rho(u_{ij})_{i,j=1}^n - \text{Id}) + L(u_{ij})_{i,j=1}^n dt\right)\right)
\]

with initial condition $\left(j_t(u_{ij})_{i,j=1}^n\right) = \text{Id}$. Let us define $h = (h_{ij})_{1\leq i,j \leq n}$, $W = (W_{ij})_{1\leq i,j \leq n}$ unitary, and $R = (R_{ij})_{1\leq i,j \leq n}$ selfadjoint by the relation \[S\]. The stochastic equation \[(10)\] can be rewritten

\[
d\left(j_t(u_{ij})_{i,j=1}^n\right) = \left(j_t(u_{ij})_{i,j=1}^n\right) \cdot \left(d\left(\frac{d}{dt}(\eta(h_{ij}) - dc_t(W^{-1}h)) + d\Lambda_t(W - \text{Id}) + (iR - \frac{1}{2} \sum_{k=1}^n (h_{ki}, h_{kj})_H) dt\right)\right).
\]

(11)

According to Theorem 10.1. of \[24\] (see the end of Chapter 10 of \[24\]) to make the link with the previous theorem, there exists a unique solution to \[(11)\] whenever $W$ is unitary and $R$ is selfadjoint, which is indeed true thanks to Proposition \[19\]. Finally, there exists a unique solution $\left(j_t(u_{ij})_{i,j=1}^n\right)$ to the coupled stochastic equations \[(9)\], and another consequence of \[24\], Theorem 10.1 is that $\left(j_t(u_{ij})_{i,j=1}^n\right)$ is unitary. This is sufficient to extend $\left(j_t(u_{ij})_{i,j=1}^n\right)$ as a process $\left(j_t\right)_{t \geq 0}$ of quantum random variables. The stationary of the distributions is a consequence of the particular underlying filtration and the freeness of the increments is a consequence of the particular underlying filtration for which $\left(j_t(u_{ij})_{i,j=1}^n\right)$ is adapted (see Chapter 11 of \[24\] for the statements of those two facts).

It remains to prove that $L$ is indeed the generator of $\left(j_t\right)_{t \geq 0}$. Let us denote by $\mathcal{L}$ the generator of $\left(j_t\right)_{t \geq 0}$, defined for all $a \in \mathcal{U}_n$ by

\[
\mathcal{L}(a) = \frac{d}{dt}\phi \circ j_t(a)
\]

In order to prove that $\mathcal{L} = L$, it suffices to prove first that, for all $b, c \in \mathcal{U}_n$, we have

\[
\mathcal{L}(b^*c) = \mathcal{L}(b^*)\delta(c) + \delta(b^*)\mathcal{L}(c) + \langle \eta(b), \eta(c) \rangle,
\]

(13)

which implies that $(\rho, \eta, \mathcal{L})$ is a Schürmann triple, and to prove secondly that $(\mathcal{L}(u_{ij}))_{i,j=1}^n = (L(u_{ij}))_{i,j=1}^n$, which implies that the Schürmann triples $(\rho, \eta, \mathcal{L})$ and $(\rho, \eta, L)$ are equal.

The quantum stochastic calculus allows us to write the quantum stochastic differential equation of $j_t(b^*)$, thanks to the following result.

**Theorem 4.11** (Corollary 9.2. of \[24\]). Let $h, h' \in H$ and $W, W' \in \mathcal{B}(H)$. Let $I_t$ be one of the following four processes $t \mapsto t$, $c_t(h)$, $c_t'(h)$ or $\Lambda_t(W)$, and $I_t'$ one of the following four processes $t \mapsto t$, $c_t(h')$, $c_t'(h')$ or $\Lambda_t(W')$. Let $F, G, F'$ and $G'$ be adapted and bounded. For all $M_t$ and $M_t'$ such that $dM_t = F_t dI_t G_t$ and $dM_t' = F'_t dI'_t G'_t$, we have

\[
d(M_t M_t') = F_t dI_t(G_t M_t') + (M_t F'_t) dI'_t G'_t + \tau(G_t F'_t) F_t dI'_t G'_t,
\]

where the integrator $dI_t'$ has to be chosen according to Itô’s table (see Table \[7\]).

By induction, it follows that $j_t(b)$ and $j_t(c)$, which can be written as a polynomial in the operators $\{j_t(u_{ij}), j_t(u_{ij})^*\}_{1 \leq i,j \leq n}$, satisfies a quantum stochastic differential equation. Moreover, by the previous theorem,

\[
dj_t(b^*) = dj_t(b^*)j_t(c) + j_t(b^*)dj_t(c) + dj_t(b^*) \cdot dj_t(c)
\]

(14)

where the third term is computed thanks to the quantum Itô table. But in the definition \[12\] of $\mathcal{L}$, we are only dealing with expectations in the vacuum state $\tau$, and the $d\theta$-part, the $d\theta'$-part and the $d\Lambda$-part are martingales under $\tau$ vacuum state $\tau$. Thus we need only to compute the integrand of the $dt$-part of $dj_t(b^*)$. This coefficient is a complex valued function in $t \in \mathbb{R}_+$ and...
its value at \( t = 0 \) gives us \( \mathcal{L}(b^c) \). Using the initial condition, one checks that the first two terms on the right hand side of (13) give rise, under the vacuum state, to the first two terms on the right hand side of (13). We are left with the computation of the coefficient of the \( dt \)-part of \( d_j(b^r) \cdot d_j(c) \) at \( t = 0 \). Because of the Itô table, this \( dt \)-part is coming from the \( dc_t \)-parts of \( d_j(b) \) and \( d_j(c) \) by the formula

\[
dc_t^*(h) \cdot dc_t(h') = \langle h, h' \rangle dt.
\]

Thus we are left to compute the \( dc_t \)-parts of \( d_j(b) \) and \( d_j(c) \). Of course, we can assume that both \( b \) and \( c \) are monomials in \( u_{ij} \) and \( u_{ij}^* \). Assuming \( b = u_{i_1,j_1}^{\ell_1} \cdots u_{i_r,j_r}^{\ell_r} \), we can compute from the differential equation of \( j_t \) and the quantum Itô table the exact expression for the \( dc_t \)-part of \( d_j(b) \). For simplicity, we give here the expression of the \( dc_t \)-part of \( d_j(b) \) where we have already put the integrand at time \( t = 0 \), as this will not affect the final result (notice that it allows us to replace \( j_0(u_{ij}) \) by \( \eta(u_{ij}) \), and \( \sum_{k=1}^n j_0(u_{ik})d\Lambda_t((\rho - \delta)(u_{kj})) \) by \( \sum_{k=1}^n j_0(u_{ik})d\Lambda_t((\rho - \delta)(u_{kj})) \) where the hats mean that we omit the terms in the product. Finally, using (15), the integrand of the \( dt \)-part of \( (d_j(b^r)) \cdot (d_j(c)) \) at time \( t = 0 \) is equal to \( \langle \eta(b), \eta(c) \rangle \), which completes the equality (13).

Now, for \( 1 \leq i, j \leq n \), \( \mathcal{L}(u_{ij}) \) is given by the integrand of the \( dt \)-part of \( d_j(u_{ij}) \) at time \( t = 0 \). Indeed, the three others parts are martingales. This integrand is given by (9):

\[
\mathcal{L}(u_{ij}) = \sum_{k=1}^n \tau(j_0(u_{ik})L(u_{kj})) = \sum_{k=1}^n \delta(u_{ik})L(u_{kj}) = L(u_{ij});
\]

and it concludes the proof.

Using Proposition 4.9 it is possible to rewrite Theorem 4.10 without mentioning any Schürmann triple.

**Corollary 4.12.** Let \( H \) be a Hilbert space, \( (h_{ij})_{1 \leq i, j \leq n} \in \mathcal{M}_n(H) \) be elements of \( H \), \( (W_{ij})_{1 \leq i, j \leq n} \in \mathcal{M}_n(B(H)) \) unitary and \( (R_{ij})_{1 \leq i, j \leq n} \in \mathcal{M}_n(\mathbb{C}) \) self-adjoint. Then the coupled free stochastic...
Furthermore, for all $M$ defined as previously, with such that the free Lévy process

\[ \text{Proposition 4.13.} \]

Let $\rho, \eta, L$ be a Schürmann triple of $(\Gamma(L^2(\mathbb{R}, H)), \tau)$ which extends to a free Lévy process $(j_t)_{t \geq 0}$ on $U(n)$.

**Step 2.** Let $H$ be a Hilbert space, $(\rho, \eta, L)$ be a Schürmann triple of $U(1)$ on $H$, and $K = L^2(\mathbb{R}^+, H)$. From Theorem 4.10, we know that

\[ dU_t = U_t \left( \frac{d \langle \rho \rangle_0}{\langle \eta \rangle_0} + d \langle \eta \rangle_0 \right) + d\Lambda_t((\rho - \delta)(u)) + L(u)dt \]

with initial conditions $U_0 = 1$, has a unique solution $(U_t)_{t \geq 0}$ in $(B(\Gamma(K)), \tau)$ which is a free Lévy process with Schürmann triple $(\rho, \eta, L)$. We consider

\[ j_t : U \langle n \rangle \rightarrow E_{11}(B(\Gamma(K)) \sqcup M_n(\mathbb{C}))E_{11} \]

the free Lévy process defined by setting $j_t(u_{ij}) = E_{11} U_t E_{11}$ as in Proposition 4.3. The following theorem gives a stochastic equation on $B(\Gamma(L^2(\mathbb{R}, H) \otimes M_n(\mathbb{C})))$ whose solution has the same distribution under the vacuum state than $j_t$.

Let us first remark that $L^2(\mathbb{R}, H) \otimes M_n(\mathbb{C}) \simeq L^2(\mathbb{R}, H \otimes M_n(\mathbb{C}))$. Thus, for all $h \otimes M \in H \otimes M_n(\mathbb{C})$, the process $c_t(h \otimes M), c_t(h \otimes M) \in B(\Gamma(K \otimes M_n(\mathbb{C})))$ are defined as previously. Furthermore, for all $W \in B(H)$ and $M \in M_n(\mathbb{C})$, the conservation operator $\Lambda_t(W \otimes M)$ is defined as previously, with $M$ acting on $M_n(\mathbb{C})$ by the left multiplication.

**Proposition 4.13.** Let $H$ be a Hilbert space and $(\rho, \eta, L)$ be a Schürmann triple of $U(1)$ on $H$. Let $(U_t)_{t \geq 0}$ defined by (16) and $(j_t)_{t \geq 0}$ defined by (17). There exists a homomorphism of probability spaces $\rho : \left( E_{11}(B(\Gamma(K)) \sqcup M_n(\mathbb{C}))E_{11}, n(\phi \ast tr_n) \right) \rightarrow \left( B(\Gamma(K \otimes M_n(\mathbb{C}))), \Omega, (\cdot)\Omega \right)$ such that the free Lévy process $(j_t)_{t \geq 0} = (\rho \circ j_t)_{t \geq 0}$ is solution of the following differential equation, starting at $j_0(u_{ij}) = \delta_{ij} 1d$:

\[ dJ_t(u_{ij}) = \sum_{1 \leq k \leq n} J_t(u_{ik}) \]

\[ \cdot \left( d\langle \rho \rangle_0 (\eta(u) \otimes E_{kj}) + d\langle \eta \rangle_0 (u^* \otimes E_{kj}) + \frac{1}{n} d\Lambda_t((\rho - \delta)(u)) \otimes E_{kj}) + \delta_{ij} L(u)dt \right). \]

**Proof.** We consider $M_n(\mathbb{C})$ acting on itself by the left multiplication. We denote by $\Gamma(K)^{\circ}$ the Hilbert space $\bigoplus_{n \geq 1} K^{\otimes n}$ and by $M_n(\mathbb{C})^{\circ}$ the Hilbert space $\mathcal{M}_n(\mathbb{C}) \otimes \mathcal{C}I_n$, in such a way that

\[ \Gamma(K) = \Gamma(K)^{\circ} \oplus \mathcal{C} \Omega \quad \text{and} \quad M_n(\mathbb{C}) = M_n(\mathbb{C})^{\circ} \oplus \mathcal{C}I_n. \]

We denote by $k \mapsto k^{\circ}$ and $M \mapsto M^{\circ}$ the respective orthogonal projection of $\Gamma(K)$ onto $\Gamma(K)^{\circ}$ and of $M_n(\mathbb{C})$ onto $M_n(\mathbb{C})^{\circ}$. We consider the Hilbert space $\Gamma(K) \ast M_n(\mathbb{C})$ given by

\[ \Gamma(K) \ast M_n(\mathbb{C}) = \mathcal{C} \Omega \oplus \bigoplus_{m \geq 1} \left( \bigoplus_{H_1, \ldots, H_m=\Gamma(K)^{\circ} \text{ or } M_n(\mathbb{C})^{\circ}} \bigotimes_{H_i \neq H_{i+1}} H_i \otimes \cdots \otimes H_m \right). \]
The algebra $B(\Gamma(K))$ acts on $\Gamma(K) \ast M_n(\mathbb{C})$ as follows: for $A \in B(\Gamma(K))$, $k \in \Gamma(K)^\circ$ and $M \in M_n(\mathbb{C})^\circ$, we have

\[
(\pi(A)) (\Omega) = (A\Omega)^\circ + \langle \Omega, A\Omega \rangle \Omega,
\]

\[
(\pi(A)) (k \otimes (\cdots)) = (Ak)^\circ \otimes (\cdots) + \langle \Omega, Ak \rangle \cdot (\cdots),
\]

\[
(\pi(A)) (M \otimes (\cdots)) = (A\Omega)^\circ \otimes M \otimes (\cdots) + \langle \Omega, A\Omega \rangle \cdot M \otimes (\cdots).
\]

Similarly, the algebra $M_n(\mathbb{C})$ acts on $\Gamma(K) \ast M_n(\mathbb{C})$ as follows: for $A \in M_n(\mathbb{C})$, $k \in \Gamma(K)^\circ$ and $M \in M_n(\mathbb{C})^\circ$, we have

\[
(\lambda(A)) (\Omega) = A^\circ + \langle I_N, A \rangle \Omega,
\]

\[
(\lambda(A)) (k \otimes (\cdots)) = A^\circ \otimes k \otimes (\cdots) + \langle I_N, A \rangle \cdot k \otimes (\cdots),
\]

\[
(\lambda(A)) (M \otimes (\cdots)) = (AM)^\circ \otimes (\cdots) + \langle I_N, AM \rangle \cdot (\cdots).
\]

According to [27, Section 1.5], the *-homomorphism $\pi \sqcup \lambda : \bigl( B(\Gamma(K)) \sqcup M_n(\mathbb{C}), \phi \ast \text{tr}_n \bigr) \to \bigl( B(\Gamma(K) \ast M_n(\mathbb{C})), \langle \Omega, (\cdot) \Omega \rangle \bigr)$ is a *-homomorphism of noncommutative probability spaces.

**Lemma 4.14.** There exists a Hilbert space isomorphism

\[
\Gamma(K) \ast M_n(\mathbb{C}) \to \Gamma(K \otimes M_n(\mathbb{C})) \otimes M_n(\mathbb{C})
\]

which induces a *-algebra isomorphism

\[
f : B(\Gamma(K) \ast M_n(\mathbb{C})) \to B(\Gamma(K \otimes M_n(\mathbb{C})) \otimes M_n(\mathbb{C})).
\]

**Proof.** We will use the three well-known isomorphisms

\[
K \simeq K \otimes \mathbb{C}, \ (K \otimes \mathbb{C}) \oplus (K \otimes M_n(\mathbb{C})^\circ) \simeq K \otimes M_n(\mathbb{C}) \quad \text{and} \quad M_n(\mathbb{C}) \simeq \mathbb{C}^n \otimes \mathbb{C}^n.
\]

It suffices to write

\[
\Gamma(K) \ast M_n(\mathbb{C}) \simeq \mathbb{C} \Omega \oplus \bigoplus_{m \geq 1} \left( \bigoplus_{H_{i_1, \ldots, H_{i_m} = \Gamma(K)^\circ} \text{or } M_n(\mathbb{C})^\circ} \bigoplus_{H_{i_j} \neq H_{i_{j+1}}} H_1 \otimes \cdots \otimes H_m \right)
\]

\[
\simeq \mathbb{C} \Omega \oplus \bigoplus_{m \geq 1} \left( \bigoplus_{k_1 + \cdots + k_m = m, k_1, \ldots, k_m \geq 1} K^{\otimes k_1} \otimes M_n(\mathbb{C})^\circ \otimes K^{\otimes k_2} \cdots \otimes M_n(\mathbb{C})^\circ \otimes K^{\otimes k_N} \right)
\]

\[
\simeq \bigoplus_{m' \geq 1} \left( \bigoplus_{H_{i_1, \ldots, H_{i_{m'}} = \mathbb{C} \text{ or } M_n(\mathbb{C})^\circ}} H_1 \otimes K \otimes H_2 \otimes \cdots \otimes K \otimes H_{m'} \right)
\]

\[
\simeq \bigoplus_{m' \geq 1} \left( M_n(\mathbb{C}) \otimes K \otimes M_n(\mathbb{C}) \otimes \cdots \otimes K \otimes M_n(\mathbb{C}) \right)
\]

\[
\text{where } M_n(\mathbb{C}) \text{ appears } m' \text{ times}
\]

\[
\simeq \bigoplus_{m' \geq 1} \left( \bigoplus_{m' \geq 1} \left( \mathbb{C}^n \otimes \mathbb{C}^n \right) \otimes K \otimes \left( \mathbb{C}^n \otimes \mathbb{C}^n \right) \otimes \cdots \otimes K \otimes \left( \mathbb{C}^n \otimes \mathbb{C}^n \right) \right) \otimes \mathbb{C}^n
\]

\[
\simeq \mathbb{C}^n \otimes \bigoplus_{m \geq 0} \left( \bigoplus_{m' \geq 1} \mathbb{C}^n \otimes K \otimes \mathbb{C}^n \otimes \cdots \otimes K \otimes \mathbb{C}^n \right) \otimes \mathbb{C}^n
\]

\[
\simeq \mathbb{C}^n \otimes \Gamma(K \otimes M_n(\mathbb{C})) \otimes \mathbb{C}^n
\]

\[
\simeq \Gamma(K \otimes M_n(\mathbb{C})) \otimes M_n(\mathbb{C})
\]
and to define the Hilbert space isomorphism $\Gamma(K) \ast \mathcal{M}_n(\mathbb{C}) \rightarrow \Gamma(K \otimes \mathcal{M}_n(\mathbb{C})) \otimes \mathcal{M}_n(\mathbb{C})$ accordingly.

Unfortunately, we do not see any way of writing $f$ directly, and for computing it, we will always follow the different steps of the proof of Lemma 4.11.

We are interested in the $\ast$-subalgebra $E_{11}(\mathcal{B}(\Gamma(K)) \sqcup \mathcal{M}_n(\mathbb{C}))E_{11}$, and it is important to remark here that its image by $f \circ (\pi \sqcup \lambda)$ is an algebra of operator which leaves the space $\Gamma(K \otimes \mathcal{M}_n(\mathbb{C})) \otimes \mathbb{C}E_{11}$ invariant (it suffices to follow each steps of the proof of Lemma 4.11).

Consequently, when restricted to $E_{11}(\mathcal{B}(\Gamma(K)) \sqcup \mathcal{M}_n(\mathbb{C}))E_{11}$, the $\ast$-homomorphism $f \circ (\pi \sqcup \lambda)$ can be seen as a $\ast$-homomorphism

$$\rho : E_{11}(\mathcal{B}(\Gamma(K)) \sqcup \mathcal{M}_n(\mathbb{C}))E_{11} \rightarrow \mathcal{B}(\Gamma(K \otimes \mathcal{M}_n(\mathbb{C})))$$

using the trivial isomorphism $\Gamma(K \otimes \mathcal{M}_n(\mathbb{C})) \otimes \mathbb{C}E_{11} \simeq \Gamma(K \otimes \mathcal{M}_n(\mathbb{C}))$. It is now a routine, following the steps of Lemma 4.11 to verify that

- $n(\phi \ast \text{tr}_n)(A) = \langle \Omega, \rho(A)\Omega \rangle$ for all $A \in E_{11}(\mathcal{B}(\Gamma(K)) \sqcup \mathcal{M}_n(\mathbb{C}))E_{11}$;
- $\rho(E_{1i}c_i^*(h)E_{j1}) = c_i^*(h \otimes E_{ij})$ for all $h \in H$,
- $\rho(E_{1i}c_i(h)E_{j1}) = c_i(h \otimes E_{ij})$ for all $h \in H$,
- and $\rho(E_{1i}A_t(W)E_{j1}) = \frac{1}{n}A_t(W \otimes E_{ij})$ for all $W \in \mathcal{B}(H)$.

To conclude, let us write

$$d_{ji}(u_{ij}) = E_{ii}dU_tE_{j1}$$

$$= E_{ii}U_tE_{ik} \cdot (dc_i^*(\eta(u)) + dc_t(\eta(u)^*)) + d\Lambda_t((\rho - \delta)(u)) + L(u)dt \cdot E_{j1}$$

$$= \sum_{1 \leq k \leq n} E_{ii}U_tE_{ik} \cdot E_{jk} \cdot dc_i^*(\eta(u)) + dc_t(\eta(u)^*) + d\Lambda_t((\rho - \delta)(u)) + L(u)dt \cdot E_{j1}$$

$$= \sum_{1 \leq k \leq n} j_{ti}(u_{ik}) \cdot E_{ik} \cdot (dc_i^*(\eta(u)) + dc_t(\eta(u)^*)) + d\Lambda_t((\rho - \delta)(u)) + L(u)dt \cdot E_{j1}$$

and then apply the homomorphism $\rho$.

**Step 3.** We conclude the proof of Theorem 4.7. Recall that we start from a free unitary Lévy process $(U_t)_{t \geq 0}$ with Schürmann triple $(\rho, \eta, L)$. Because Theorem 4.7 uniquely depends on the distribution of our random variables, we can without loss of generality represent $(U_t)_{t \geq 0}$ as the solution of the stochastic equation (10). Let $j_t : U \langle n \rangle \rightarrow E_{11}(\mathcal{B}(\Gamma(K)) \sqcup \mathcal{M}_n(\mathbb{C}))E_{11}$ be the Lévy process defined by setting, for all $1 \leq i, j \leq n$, $j_t(u_{ij}) = E_{1i}U_tE_{j1}$ as in Proposition 4.3.

We want to prove that $(\rho_n, \eta_n, L_n)$ defined by setting, for all $1 \leq i, j \leq n$,

$$\rho_n(u_{ij}) = \frac{1}{n}(\rho(u) \otimes I_n) \otimes E_{ij} + \delta_{ij}Id_H \otimes I_N,$$

$$\eta_n(u_{ij}) = \eta(u) \otimes E_{ij}, \quad \eta_n(u_{ij}^\ast) = \eta(u^\ast) \otimes E_{ij}, \quad L_n(u_{ij}) = \delta_{ij}L(u), \quad (18)$$

is the Schürmann triple of $(j_t)_{t \geq 0}$.

First of all, $(\rho_n, \eta_n, L_n)$ given by (18) is a well-defined Schürmann triple. Indeed, defining $(h_{ij})_{1 \leq i, j \leq n}$, $(W_{ij})_{1 \leq i, j \leq n}$ unitary, and $(R_{ij})_{1 \leq i, j \leq n}$ selfadjoint by

$$W_{ij} = \frac{1}{n}(\rho(u) - Id_H) \otimes E_{ij} + \delta_{ij}Id_H \otimes I_N,$$

$$h_{ij} = \eta(u) \otimes E_{ij}, \quad R_{ij} = -i \left( \delta_{ij}L(u) + \frac{1}{2} \sum_{k=1}^n \langle h_{ki}, h_{kj} \rangle_{H \otimes \mathcal{M}_n(\mathbb{C})} \right),$$

...
we can apply Proposition 4.13 and conclude that \((\rho_n, \eta_n, L_n)\) is a Schürmann triple whenever \(\eta(u^*) \otimes E_{ij} = -\sum_{k=1}^n W_{rk}^* h_{kj}\) (because in that case the relations (7) and (18) are the same). Let us verify this fact:

\[-\sum_{k=1}^n W_{rk}^* h_{kj} = -\frac{1}{n} \sum_{k=1}^n (\rho(u)^* \eta(u) \otimes E_{ik} E_{kj} - \eta(u) \otimes E_{ik} E_{kj}) - \eta(u) \otimes E_{ij}\]

\[= -\rho(u)^* \eta(u) \otimes E_{ij} = \eta(u^*) \otimes E_{ij}.\]

Proposition 4.13 gives us the stochastic equation which drives the process \((j_t)_{t \geq 0}\) (or at least a process which has the same distribution):

\[
dj_t(u_{ij}) = \sum_{1 \leq k \leq n} j_t(u_{ik}) \cdot \left( dc_t^*(\eta(\eta(u^*) \otimes E_{kj}) + dc_t(\eta(u^*) \otimes E_{kj}) + \frac{1}{n} d\Lambda_t((\rho - \delta)(u)) \otimes E_{kj}) + \delta_{kj}(L(u))dt \right),
\]

or equivalently,

\[
dj_t(u_{ij}) = \sum_{1 \leq k \leq n} j_t(u_{ik}) \left( dc_t^*(\eta_{\eta(u_{kj})}) + dc_t(\eta_{\eta(u_{kj})}) + d\Lambda_t((\rho_n - \delta)(u_{kj})) + L_n(u_{kj})dt \right).
\]

Theorem 4.10 allows us to conclude that \((\rho_n, \eta_n, L_n)\) is the Schürmann triple of \((j_t)_{t \geq 0}\), which concludes the proof of Theorem 4.7.

4.5. An example: the free unitary Brownian motion. The free unitary Brownian motion introduced in [6] is the unique solution \((U_{ij})_{t \geq 0}\) in \(\mathcal{B}(\Gamma(L^2(\mathbb{R}, \mathbb{C})))\), starting at \(U_0 = \text{Id}\), of the free stochastic equation

\[
dU_t = iU_t (dc_t^*(1) + dc_t(1)) - \frac{1}{2} U_t dt,
\]

or equivalently, of the equation \(dU_t = U_t \cdot (dc_t^*(-i) + dc_t(i) - \frac{1}{2} dt)\). It corresponds to a Lévy process over \(U(1)\) given by \((u \rightarrow U_t)_{t \geq 0}\), and from Theorem 4.10 we know that the Schürmann triple \((\rho, \eta, L)\) on \(\mathbb{C}\) of this process is given by \(\rho(u) = \text{Id}_\mathbb{C}\), \(\eta(u) = -\eta(u^*) = -i\) and \(L(u) = -\frac{1}{2}\). Concretely, using the definition of a Schürmann triple, it means that, for all polynomial \(P \in \mathbb{C}[X],\)

\[
\frac{d}{dt} \tau(P(U_t)) = L(P(u)) = -\frac{1}{2} P'(1) - P''(1).
\]

The free Lévy process \(j_t : U(n) \rightarrow E_{11}(\mathcal{B}(\Gamma(K)) \sqcup \mathcal{M}_n(\mathbb{C})) E_{11}\) defined by \(j_t(u_{ij}) = E_{1i} U_t E_{j1}\) is then (thanks to Proposition 4.13), equal in distribution to the solution \((J_t)_{t \geq 0}\) of

\[
dJ_t(u_{ij}) = \sum_{1 \leq k \leq n} J_t(u_{ik}) \cdot \left( dc_t^*(-iE_{kj}) + dc_t(iE_{kj}) - \frac{1}{2} \delta_{kj} dt \right)
\]

\[= i \sum_{1 \leq k \leq n} J_t(u_{ik}) \cdot \left( dc_t(E_{kj}) + dc_t(E_{kj}) - \frac{1}{2} J_t(u_{ij}) dt \right), \quad (20)
\]

the Lévy process on \(U(n)\) under study in [26]. Theorem 4.4 gives the same conclusion as in [26], because the Brownian motion \((U_{t}^{(N)})_{t \geq 0}\) on the unitary group \(U(N)\) defined and studied in [6] converges in *-distribution to the free unitary Brownian motion \((U_{t})_{t \geq 0}\) as \(N\) tends to \(\infty\), the \(N \times N\)-block matrices \((U_{t}^{(N)})_{ij})_{1 \leq i,j \leq n}\) converge almost surely in *-distribution to \((J_t(u_{ij}))_{1 \leq i,j \leq n, t \geq 0}\) as \(N\) tends to \(\infty\).
Theorem 1.7 shows that the representation $\rho_n$ in the Schürmann triple $(\rho_n, \eta_n, L_n)$ of $(J_t)_{0 \leq t}$ on $M_n(\mathbb{C})$ is equal to $\delta \cdot \text{Id}_{M_n(\mathbb{C})}$, which means that $(J_t)_{t \geq 0}$ is a gaussian process on $U(n)$ (in the sense of [11]). Moreover, this process is non-degenerate in the following sense:

Proposition 4.15. Let $(J_t)_{t \geq 0}$ be the Lévy process on $U(n)$ defined by (20). Then, when $t$ goes to infinity, the distribution of $(J_t)_{t \geq 0}$ converges towards the free Haar trace.

Proof. Let $(U_t)_{t \geq 0}$ be a free multiplicative Brownian motion in a non-commutative probability space $(A, \Phi)$. Then, $(J_t)_{t \geq 0}$ is equal in distribution to $j_t : U\langle n \rangle \to E_{11}(A \sqcup M_n(\mathbb{C})) E_{11}$ defined by setting, for all $1 \leq i,j \leq n$, $j_t(u_{ij}) = E_{11} U_t E_{11}.

It is well-known that $(U_t)_{t \geq 0}$ converge in $*$-distribution to a Haar unitary variable $U$ as $t$ tends to $\infty$. Indeed, there is an explicit description of the moments of $U_t$ in [6], namely

$\tau(U_t^k) = e^{\frac{t}{2}} \sum_{i=0}^{k-1} (-1)^i \frac{t^i}{i!} k^{i+1}, \quad k \geq 1,$

and they converge to zero, which are the moments of a Haar unitary variable $U$. As a consequence, $(j_t(u_{ij}))_{1 \leq i,j \leq n}$ converge in $*$-distribution to $(E_{11} U E_{11})_{1 \leq i,j \leq n}$ as $t$ tends to $\infty$, where $(E_{ij})_{1 \leq i,j \leq n}$ are free from $U$. But $u_{ij} \mapsto E_{11} U E_{11}$ is a quantum random variable whose distribution is the free Haar trace (see Section 2.5). Consequently, $(J_t)_{t \geq 0}$ converge in distribution to the free Haar trace, and so do $(J_t)_{t \geq 0}$. \hfill $\square$
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