A study of non-linear Langevin dynamics under non-Gaussian noise with quartic cumulant
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ABSTRACT: We consider a non-linear Langevin equation in presence of non-Gaussian noise originating from non-linear bath. We claim, the parameters in the Langevin equation are not physical. The physical parameters are obtained from a path-integral description of the system, where the Langevin parameters are related to the physical parameters by renormalisation flow equations. Then we compute both numerically and analytically the velocity two point function and show that it saturates to the bath temperature even in presence of non-linearity. We also find the velocity four point function numerically and show that it saturates to the analytically evaluated thermal velocity four point function when the non-linear FDR [1] is satisfied. When the non-linear FDR, which is a manifestation of time reversibility of thermal bath, is violated then the system does not seem to thermalise. Rather, its velocity four point function settles to a steady state.
1 Introduction

A Brownian particle interacting with its thermal bath is successfully described by linear Langevin equation. The particle satisfies (linear) fluctuation-dissipation relation (FDR) which states that the variance of bath fluctuation is directly proportional to linear drag of the bath. The linear Langevin equation can be derived from a microscopic theory (Caldeira-Leggett model [2]) of the particle interacting with a harmonic bath by a bilinear interaction. Adding a weak non-linear system-bath interaction [1, 3] in the microscopic description is expected to modify the linear Langevin equation by certain non-linear terms.

The authors of [1] consider a particle interacting with a thermal, harmonic bath at inverse temperature $\beta$ via a cubic interaction of the form: $\sum_{i,j} \lambda_{ij} q x_i x_j$. Here, $q$ and $x_i$ are system and bath degrees of freedom respectively, coupled via $\lambda_{ij}$. They integrate out the bath perturbatively assuming small $\lambda_{ij}$ in Schwinger-Keldysh (SK) path-integral formalism [4, 5].

---

1 A textbook treatment of Schwinger-Keldysh prescription and its application to non-equilibrium systems can be found in [6, 7].
and find a quartic effective action for the particle. Along with the linear FDR, they find a non-linear FDR at the level of non-linear effective parameters.

Identical FDRs are also derived by integrating out anharmonic, strongly coupled bath (in contrast to harmonic bath) for a particle [8] and scalar field [9]. More specifically, the baths in these models are conformal field theories (CFT) at non-zero temperature, interacting linearly with the system. So, we notice that the FDRs do not depend on specific details of the bath - whether a bath being harmonic or strongly interacting CFT. The FDRs are also not restricted to appear only at the level of quartic effective action; those are more generic. One can model CFT baths [9] such that any specific higher degree interaction terms such as $q^n$ are generated in contrast to only quartic terms as found in [1]. Surprisingly, the parameters corresponding to higher degree interaction terms follow identical non-linear FDR. Hence the non-linear FDR appears to be fairly generic; it only requires the bath to be thermal and time reversal invariant [1, 8, 9, 12]. Therefore, it is worthwhile to test the implication of the FDRs in thermalisation. In particular, whether the velocity variance for a Brownian particle in a non-linear theory still saturates to the temperature (like in a linear theory by assuming the Boltzmann constant $k_B = 1$ in suitable units) or whether there is a systematic violation. Moreover, how are the higher point velocity correlations affected by the FDRs?

The non-linear effective theory and FDRs can have potential application in cosmology. Small non-Gaussian features (non-zero higher point correlation) in the cosmic microwave background (CMB) have been estimated ([13–17] and references therein) using inflationary cosmological models. The system field in these models is in a thermal bath of field(s) which live outside the cosmological horizon. The non-Gaussian features can be mapped to a non-linear stochastic problem [18] and consequently the non-linear FDR could play an important role for a better interpretation of the CMB data. We leave it for future work. The FDRs may also appear in the effective theory of gravitating (compact, astrophysical) objects [19, 20]. The effective theory can be thought of as an open system in a bath of radiation. Since the radiation gravitons interact non-linearly with the compact object, we expect non-linear FDR to emerge. Similar to the above applications, many other weak non-linear open systems are candidates to possess the FDRs.

In this work, we study the effect of the FDRs in correlation functions by considering a simple quartic model of a non-linear Brownian particle. The quartic, position-translation invariant SK effective action [1, 8] of the particle is given by

$$S_{SK} = -\int dt \left\{ q \ddot{q} + \gamma^r q \dot{q} - i \frac{f^r}{2} q^2 d - i \kappa^r q^4 \right\},$$

where

---

2 A conformal field theory (CFT) at zero temperature does not have any scale. But, a CFT at non-zero temperature has only one scale which is the temperature itself.

3 A strongly interacting conformal bath is in general hard to integrate out. We circumvent this by using the duality between the anti-de Sitter (AdS) space and conformal field theory (CFT) [10]. According to AdS/CFT duality the strongly interacting CFT bath is mapped to a weakly coupled AdS bath. So, we can integrate out the bath in AdS perturbatively using the gravitational SK prescription [8, 9, 11].
where $q$, $q_d$ are the Schwinger-Keldysh classical and fluctuation degrees of freedom respectively. The translation invariance in position allows only the time derivative of $q$ terms in the action. $\gamma^r, f^r, \zeta^r, \zeta^r_\eta$ are the effective parameters emerged from the system-bath interaction. The significance of $r$-label on the parameters will become clear shortly.

The SK path integral with action (1.1) is dual to a classical Langevin equation following Martin-Siggia-Rose (MSR) [21–23] prescription (discussed in §2). The dual Langevin equation is given by [1, 8]

$$\mathcal{E}(\dot{q}, \eta) \equiv \ddot{q} + (\gamma + \zeta_\gamma \eta^2) \dot{q} - f \eta = 0. \quad (1.2)$$

Here $q$ is the particle’s position. The parameters $\gamma$ and $f$ are damping coefficient and strength of the thermal noise respectively. The damping coefficient is corrected by $\zeta_\gamma \eta^2$ - a thermal jitter in $\gamma$ with strength $\zeta_\gamma$. The duality also ensures that the noise is drawn from a non-Gaussian distribution as the following.

$$P(\eta) \sim e^{-\delta t \left\{ \frac{f^2}{2} \eta^2 + \frac{\zeta_\gamma}{4^4} \eta^4 \right\}}, \quad (1.3)$$

$\zeta_\eta$ being the strength of quartic noise. The above distribution is solely determined by the system-bath interaction; adding potential terms to (1.2) does not affect the distribution. This means, e.g., if we study the Langevin equation (1.2) numerically with a Gaussian noise, the particle should not thermalise (see figure 5). So, the non-Gaussian noise plays a role in particle’s correlations functions.

Note that the parameters in (1.2) and (1.3) are not same as those appearing in (1.1). We show in §2 that the Langevin parameters are related to the respective $r$-labelled SK parameters by a renormalisation flow, where the SK parameters are the renormalised/physical parameters and the Langevin parameters are the bare parameters. The renormalised parameters in the SK description follow certain relations among themselves as the following:

$$\gamma^r = \frac{\beta}{2} f^r \quad \text{and} \quad \zeta^r_\gamma = -\frac{\beta}{12} \zeta^r_\eta. \quad (1.4)$$

The first relation can be identified as the linear FDR between the renormalised damping coefficient $\gamma^r$ and the renormalised strength of the noise $f^r$. $\beta$ is the inverse temperature of the bath. The second relation is a non-linear generalisation of the linear FDR, thus can be called a non-linear FDR [1, 8, 9, 24]. It states that the renormalised coefficient $\zeta^r_\gamma$ is linearly related to the renormalised non-Gaussian parameter $\zeta^r_\eta$. The linear FDR requires the bath to be thermal whereas the non-linear FDR also needs the thermal bath to be time reversal invariant [1, 3]. The explicit numerical value of $\zeta^r_\eta$ as derived in [8, 9] turns out to be negative which makes the noise distribution ill defined. So, we regulate the noise distribution (§4.1) by a cut-off.

In the first part of this work, we use the SK path integral to compute the velocity two and four point functions analytically in §3. Since (1.1) is an interacting SK action, we choose $\zeta^r_\eta, \zeta^r_\gamma$ to be sufficiently small to implement perturbation theory. However, due to lack of available analytic tools, we evaluate only thermal correlations analytically and match against numeric.
On the other side, we consider the Langevin description for a numerical study of velocity correlations in §4. In the Langevin description, first we prepare the non-Gaussian noise (1.3) using a numerical tool called the rejection sampling [25]. According to this tool one can prepare an arbitrary noise distribution from a known distribution. Given the required non-Gaussian noise distribution, we solve (1.2) numerically and find that the velocity variance for a non-linear Brownian particle saturates to $\frac{1}{\beta}$ - the bath temperature. We expect that the connected velocity four point function (equal time) to be non-zero due to presence of non-linearity. The numerically evaluated four point function is indeed non-zero and it saturates after some characteristic time. We show that it thermalises (by checking against analytic result) only if the non-linear FDR is valid. Otherwise, the particle reaches a steady state[26–30]. This means, thermal nature of the bath is not sufficient to guarantee thermalisation of a non-linear Brownian particle; it also requires time-reversal invariance[12].

2 Renormalisation of parameters in the discretised problem

The relations between the SK and the Langevin parameters will be central in matching analytic correlations against the numeric ones. So, we begin by deriving those relations following the Martin-Siggia-Rose (MSR) prescription. The MSR prescription establishes a duality between SK path-integral and stochastic description of a system. This means, each Langevin equation has a SK path integral interpretation. The parameters appearing in the SK description are physical, thus we call those as renormalised parameters. The parameters appearing in the Langevin equation are related to renormalised ones by renormalisation flow equations. We call those as the bare parameters. In this section, we find relations among the bare and renormalised parameters.

The duality between the Langevin and path integral description is established by the following steps

- First we write an identity for the noise path-integral: $1 = Z = \int D\eta P[\eta]$ where $\eta$ is the noise and $P[\eta]$ is the distribution functional for $\eta$.

- Then we introduce the Langevin equation by a Dirac-Delta function as

  $$Z = \int D\eta Dq P[\eta] \det \left[ \frac{\delta\mathcal{E}}{\delta q} \right] \delta(\mathcal{E}(q,\eta)),$$

  where $\mathcal{E}(q,\eta) = 0$ is the Langevin equation.

- We write the exponential form of the Dirac-Delta function by introducing an auxiliary variable $q_d$ as the following.

  $$\delta(\mathcal{E}) = \int Dq_d e^{-i \int dt \mathcal{E}q_d}.$$

- The noise $\eta$ is then integrated out preceded by a shift: $\eta \rightarrow \eta + iq_d$. 
Finally we identify $q$ and $q_d$ to the SK classical and fluctuation degrees of freedom respectively. The final path-integral is identified to the SK path-integral which is unity in absence of any sources.

Following the above steps of MSR rules, the path integral of the non-linear Langevin particle (1.2) with noise distribution (1.3) is given by

$$
1 = Z = \int Dq \, D\eta \, \det \left[ \frac{\delta \mathcal{E}}{\delta q} \right] P[\eta] \, \delta (\mathcal{E}(t))
= \int Dq \, D\eta \, Dq_d \, \det \left[ \frac{\delta \mathcal{E}}{\delta q} \right] e^{-\int dt \left\{ \left[ \frac{\frac{4}{\pi} \eta^2 + \infty}{\eta d} \right]^2 + iq_d \mathcal{E}(t) \right\}}.
$$

Here $q_d$ is the difference/fluctuation d.o.f. in SK prescription. We follow the Stratonovich convention\[31, 32\] and write the determinant in (2.1) as a path integral over two Grassmannian variables ($\bar{c}, c$) as the following.\(^4\)

$$
\det \left[ \frac{\delta \mathcal{E}}{\delta q} \right] = \int D\bar{c} \, Dc \, e^{-i \int dt \bar{c} \left[ \frac{4}{\pi} + \gamma + \zeta \eta^2 \right] c}.
$$

We give a shift to the noise by $\eta \rightarrow \eta + iq_d$. The $q_d$ can be thought of as a dual variable corresponding to the noise and is identified to the fluctuation d.o.f. in SK description. The shifting does not essentially change the path integral:

$$
Z = \int Dq \, D\eta \, Dq_d \, D\bar{c} \, Dc \, e^{-\int dt \left\{ \left[ \frac{\frac{4}{\pi} (\eta + iq_d)^2 + \infty}{\eta + iq_d} \right]^2 + iq_d \mathcal{E}(t) + ic \left[ \frac{4}{\pi} + \gamma + \zeta \eta \eta + (\eta + iq_d)^2 \right] c \right\}}.
$$

Then we integrate out the noise by computing noise-noise correlation functions. Since there is non-Gaussianity in the noise distribution, we can only integrate out the noise perturbatively. The path integral in terms of noise correlation functions takes the following form in

\(^4\)One could have also used the Ito convention \[7, 33\] and set the determinant to unity. In doing so we will end up making the $\zeta$ term non-local \[34\] by one time step $\delta t$. Correspondingly, the path integral description becomes non-local which is cumbersome to handle.
perturbation theory.

\[ Z = \int Dq Dq_d Dc D\bar{c} e^{-\int dt \left[ \dot{q}^2 + \dot{q}_d^2 + i q_d \left( \dot{q} + (\gamma - \zeta_\eta q_d^2)q \right) + i \left( \frac{d}{dt} + \gamma - \zeta_\eta q_d^2 \right) c \right]} \]

\[ \left\{ 1 + \int dt \left[ \frac{\zeta_\eta}{2!} \langle \eta^2 \rangle q_d^2 - i \zeta_\gamma \langle \eta^2 \rangle q_d \dot{q} - i \zeta_\gamma \langle \eta^2 \rangle \dot{c} \right] + \frac{i \zeta_\gamma \zeta_\eta}{4!} \int dt dt' \langle \eta^4(t) \eta^2(t) \rangle q_d(t) \dot{q}(t) \right] \]

\[ - \frac{\zeta_\eta^2}{4!} \int dt dt' \left[ \frac{1}{2!} \langle \eta^2(t) \eta^2(t') \rangle q_d^2(t) + \frac{1}{3} \langle \eta^3(t) \eta^3(t') \rangle q_d(t)q_d(t') \right] \]

\[ + \frac{\zeta_\gamma^2}{4!} \int dt dt' \left[ \frac{2}{3} \langle \eta(t) \eta^3(t') \rangle q_d^2(t)q_d(t') + \frac{3}{4} \langle \eta^2(t) \eta^2(t') \rangle q_d^2(t)q_d(t') \right] \]

\[ - i \zeta_\gamma \zeta_\eta \int dt dt' \left[ \frac{1}{3} \langle \eta(t) \eta^3(t') \rangle q_d^2(t) \dot{q}(t)q_d(t') + \frac{1}{4} \langle \eta^2(t) \eta^2(t') \rangle \dot{q}_d^2(t)q_d(t') \dot{q}(t') \right] \]

\[ - i \zeta_\gamma \zeta_\eta \int dt dt' \left[ \frac{1}{4} \langle \eta^2(t) \eta^2(t') \rangle \dot{c}(t)c(t)q_d^2(t) + \frac{1}{3} \langle \eta(t) \eta^3(t') \rangle \dot{c}(t)c(t)q_d(t)q_d(t') \right] + \cdots \right\}. \tag{2.4} \]

Note that, in the Taylor expanded form, we have kept terms till quartic order (in \( q, q_d, c, \bar{c} \)). The higher order terms are suppressed due to small non-linear couplings. The noise correlation functions are UV divergent; thus we put a UV cut-off \( \delta t \) in time which also acts as the smallest time step in the discretised problem discussed throughout this paper.

We evaluate various noise correlation functions of (2.4) in appendix A. With the noise correlation function, we exponentiate the RHS of (2.4) back and find the following effective path integral.

\[ Z = \int Dq Dq_d Dc D\bar{c} \times \exp \left[ -\int dt \left\{ i q_d \dot{q} + i \gamma^r q_d \dot{q} + \frac{f^r}{2} q_d^2 + i \dot{c} \left( \frac{d}{dt} + \gamma - \zeta_\eta q_d^2 \right) c \right. \right. \]

\[ + \left. \left. \frac{f^r q_d^4}{4!} - i \zeta_\gamma \dot{q}_d^2 + \cdots \right\} \right]. \tag{2.5} \]

The \( r \) labelled parameters are renormalised parameters (evaluated in appendix A) and are given by

\[ f^r = f - \frac{\zeta_\eta}{2 f \delta t} + \frac{2 \zeta_\eta^2}{3 f^3 (\delta t)^2} + \cdots, \tag{2.6a} \]

\[ \gamma^r = \gamma + \frac{\zeta_\gamma}{f \delta t} - \frac{\zeta_\gamma \zeta_\eta}{2 f^3 (\delta t)^2} + \cdots, \tag{2.6b} \]

\[ \zeta_\eta^r = \zeta_\eta - \frac{7 \zeta_\eta^2}{2 f^2 \delta t} + \frac{149 \zeta_\eta^3}{12 f^4 (\delta t)^2} + \cdots, \tag{2.6c} \]

\[ \zeta_\gamma^r = \zeta_\gamma - \frac{3 \zeta_\eta \zeta_\gamma}{2 f^2 \delta t} + \frac{10 \zeta_\eta^2 \zeta_\gamma}{3 f^4 (\delta t)^2} + \cdots. \tag{2.6d} \]
Here \( \delta t \) is the UV cut-off and the smallest time step and the perturbation parameter is \( \sim \frac{\zeta \eta}{f^{2M}} \). Note that the front factors, in RHS of the above relations, are larger down the series. So, we choose the bare parameters such that perturbation theory is valid. All of the renormalised parameters are not independent. The linear renormalised parameters \( \{ f^r, \gamma^r \} \), as discussed in the introduction, are related by the linear FDR:

\[
\gamma^r = \frac{\beta}{2} f^r.
\]  

(2.7)

If the bath also possesses a time reversal symmetry, the non-linear renormalised parameters are related by the non-linear FDR:

\[
\zeta^r \gamma^r = -\frac{\beta}{12} \zeta^r \eta.
\]  

(2.8)

The parameters corresponding to the Grassmann variables \( \bar{c}, c \) also obtain correction from noise correlation function, but those can be neglected due to the following reason. Since, \( \bar{c} \) and \( c \) do not constitute any physical observable due to their Grassmannian nature, they do not have any direct contribution in any correlation function; they only have sub-leading loop contribution. So, the leading parameters corresponding to Grassmann vertices in (2.5) make sub-leading contribution to correlation function. Hence noise loop correction to those parameters will be sub-sub-leading and thus are ignored (see appendix B).

One might be concerned about LHS of (2.6) being called as renormalised parameters, since they may receive correction due to quartic terms in (2.5) and be further renormalised. We will argue in the next section that the renormalised parameters are not further corrected by \( \zeta^r \) or \( \zeta^r \eta \) interactions. Although we get \( \bar{c}-c \) loop corrections but those are sub-leading as discussed above. Therefore we can safely call LHS of (2.6) as the renormalised parameters.

The bare parameters in (2.6), according to the notion of renormalisation, should flow with \( \delta t \) whereas the renormalised parameters are fixed by the system itself. This means that the bare parameters can take different values along the flow depending on \( \delta t \). One can find the flow equations by writing the bare parameters in terms of the renormalised ones, which can be found easily by making suitable approximation.

3 Thermal velocity correlations in Schwinger-Keldysh formalism

Correlation function for a generic initial condition is hard to compute analytically. In this section we rather compute thermal correlations such as velocity variance and equal time velocity four point correlation analytically using the SK path integral.
Figure 1: Diagrammatic representation of Schwinger-Keldysh propagators: The explicit expression for the propagators are the following.

\[ iG^K(t_2, t_1) : t_1 \rightarrow t_2 \]

\[ iG^A(t_2, t_1) : t_1 \rightarrow t_2 \]

\[ iG^R(t_2, t_1) : t_1 \rightarrow t_2 \]

\[ iG^d(t_2, t_1) : t_1 \rightarrow t_2 \]

3.1 Schwinger-Keldysh propagators and velocity variance

We evaluate the thermal SK propagators (explicitly in appendix B) to compute the velocity correlation functions. The SK propagators are given by

\[ iG^K(t_2, t_1) \equiv \langle \dot{q}(t_2) \dot{q}(t_1) \rangle = \frac{f^r}{2\gamma^r} e^{-\gamma^r|t_2-t_1|}, \quad (3.1) \]

\[ iG^A(t_2, t_1) \equiv \langle q_d(t_2) \dot{q}(t_1) \rangle = -i \Theta(t_1-t_2)e^{-\gamma^r(t_2-t_1)}, \quad (3.2) \]

\[ iG^R(t_2, t_1) \equiv \langle \dot{q}(t_2) q_d(t_1) \rangle = -i \Theta(t_2-t_1)e^{-\gamma^r(t_2-t_1)}, \quad (3.3) \]

\[ iG^d(t_2, t_1) \equiv \langle q_d(t_2) q_d(t_1) \rangle = 0. \quad (3.4) \]

Here, \( \dot{q} \) is the particle’s velocity. The above non-zero propagators are the Keldysh, advanced and the retarded propagators respectively. We depict the propagators in figure 1.

Note that the propagator in (3.4) is zero. In absence of this propagator and with the available interaction terms in (2.5), there will not be any loop correction consisting of \( q_d, \dot{q} \) to velocity variance. Although there will be Grassmann loop corrections, those are negligibly small, thus can be ignored (see appendix B). Therefore, in absence of any non-linear correction, the Keldysh propagator (3.1) is the velocity two point function and at equal time is the velocity variance. Thus the velocity variance, by using the linear FDR, is given by

\[ \langle \dot{q}^2(t) \rangle = \frac{f^r}{2\gamma^r} = \frac{1}{\beta}. \quad (3.5) \]

So, we find that the velocity variance is equal to the temperature of the bath, like in linear Langevin dynamics. Weak non-linearity does not bring in correction to velocity variance in thermal equilibrium.

3.2 Microscopic time reversibility of bath and non-linear FDR

The non-linear FDR, as discussed in the introduction, seems to be generic from the discussions of [1, 3] and [8]. In [1, 3], non-linear FDR was derived assuming weak non-linear system-bath interaction. On the other hand, [8] found an identical FDR with linear system-bath interaction where the bath being non-linear and strongly coupled. Thus non-linear FDR does not seem
to depend on the details of bath, rather it depends on a generic principle: microscopic time
reversal invariance of the bath.

Microscopic time reversibility of bath, in general, imposes certain constraints on the sys-
tem’s effective theory. These relations were first discovered by Onsager [35, 36] and extended
by Casimir [37] in the context of a system with multiple degrees of freedom. According
to this observation, if $a)$ the bath Hamiltonian $H_B$ commutes with the time reversal operator $T$
and $b)$ the bath operator $O$, through which the bath interacts with the system, is even under
time reversal:

$$[T, H_B] = 0, \quad T^{-1} O(t) T = O(-t), \quad (3.6)$$

then certain parameters in the system’s effective theory are related.

Following [1, 3], we motivate the above assertion in the context of non-linear FDR by
considering the following bath four point function:

$$\langle O(t_1) O(t_2) O(t_3) O(t_4) \rangle. \quad (3.7)$$

This kind of four point functions would appear in the influence phase of the effective theory
when we integrate out the bath perturbatively. Due to time reversal invariance we have

$$\langle O(t_1) O(t_2) O(t_3) O(t_4) \rangle = \langle T^\dagger O(t_1) O(t_2) O(t_3) O(t_4) T \rangle^* \quad (3.8)$$

Using time reversal (3.6) and hermiticity of $O$, we get

$$\langle O(t_1) O(t_2) O(t_3) O(t_4) \rangle = \langle O(-t_1) O(-t_2) O(-t_3) O(-t_4) \rangle^* = \langle O(-t_4) O(-t_3) O(-t_2) O(-t_1) \rangle \quad (3.9)$$

Let us choose $t_1 = t_4 = 0$ and $t_2 = t_3 = t$. Then we get

$$\langle O(0) O(t) O(t) O(0) \rangle = \langle O(0) O(-t) O(-t) O(0) \rangle. \quad (3.10)$$

Note that the LHS is a SK correlation function for $t > 0$ since it can be captured in SK
contour[7, 38]. But the RHS does not belong to SK correlation - it is rather an out-of-time-
ordered (OTO) correlation function. (A review on generalised OTO correlation can be found
in [39–41].) Now, we impose thermality on the RHS via the Kubo-Martin-Schwinger (KMS)
[42, 43] relation and find

$$\langle O(0) O(t) O(t) O(0) \rangle = \langle O(-i\beta) O(0) O(-t) O(-t) \rangle. \quad (3.11)$$

Thus we find that two different SK correlation functions are related by both time-reversal
invariance and thermality. When we integrate out the bath then bath correlations at
the system time scale appears as parameters in the effective theory. Thus from (3.11), we expect
to get certain relation between corresponding parameters. This motivates the idea of why
should there be a non-linear FDR under time reversal invariance and thermal nature of the
bath.
\[ \langle (\dot{q}(t))^4 \rangle_c = (-\zeta_n) \times t' + (i4!\zeta_\gamma) \times t' \]

\[ \langle (\dot{q}(t))^4 \rangle_c = \langle \dot{q}(t)^4 \rangle - 3\langle \dot{q}(t)^2 \rangle^2 . \] (3.12)

We compute it perturbatively from the path-integral (2.5) using Feynman diagrams. As Feynman rules, we need the propagators and the vertex factors. The propagators are evaluated in appendix B and the vertex factors for \( q_d^4 \) and \( \dot{q}q_d^3 \) vertices are given by \((-\zeta_n^2)\) and \((i4!\zeta_\gamma)\) respectively.

The SK diagrams contributing to \( \langle \dot{q}^4(t) \rangle_c \) at leading order, are drawn in figure 2. We find that both \( \zeta_n \) and \( \zeta_\gamma \) contribute at the tree level. One can show that all loop diagrams consist of only sub-leading Grassmann loops, provided the propagator \( G^d \) in (3.4) is zero. Hence, tree level contribution to (3.12) is the most significant contribution.

To evaluate the SK diagrams, we choose an 'out-going time' convention for the diagrams in figure 2. According to this convention, all propagators (except the Keldysh propagator) are retarded. The integral representation of the SK diagrams in figure 2 is given by

\[ \langle \dot{q}^4(t) \rangle_c = -\zeta_n \int_{-\infty}^{\infty} dt' \langle \dot{q}(t)q_d(t') \rangle^4 + (4!i\zeta_\gamma) \int_{-\infty}^{\infty} dt' \langle \dot{q}(t)q_d(t') \rangle^3 \langle \dot{q}(t')\dot{q}(t) \rangle . \] (3.13)
Figure 3: The target distribution $P$ is found from the known reference distribution $P_g$. $P_g$ is chosen to be a scaled Gaussian distribution whose exact form is not relevant; it only has to contain the full target distribution. The target distribution $P(\eta) \sim e^{\frac{-1}{2}\eta^2 + \frac{\zeta}{\eta}}$. The green dots generated from the rejection sampling, plot $u \times P_g$. Note that these dots do not go out of the red curve.

Substituting (3.1) and (3.3) we evaluate the integrals. Then we use the linear and non-linear FDRs (1.4) to get

$$\langle \dot{q}^4(t) \rangle_c = -\frac{\zeta^r}{4 \gamma^r} - 4! \zeta^r \frac{f^r}{2 \gamma^r} \frac{1}{4 \gamma^r} = \frac{\zeta^r}{4 \gamma^r}. \quad (3.14)$$

Note that the above quantity is a negative number since $\zeta^r$ is negative as pointed out in the introduction. We define a quartic deviation (analogous to standard deviation) of velocity as

$$v_{QD} \equiv -|\langle \dot{q}^4(t) \rangle_c|^{1/4} \quad (3.15)$$

and match with the numeric in figure 6.

4 A numerical analysis of velocity correlations

4.1 Preparation of noise

We prepare the non-Gaussian noise distribution $P(\eta)$ in (1.3) from a reference Gaussian distribution by a method called rejection sampling originally proposed by von Neumann. (One could use different numerical methods such as Metropolis Hastings.) According to rejection sampling, we choose a reference noise distribution (Gaussian) function $P_g(\eta)$. The reference distribution $P_g(\eta)$ need not be normalised and should be such that it contains the full target distribution $P(\eta)$ within, as shown in figure 3. Then we choose a random number $u$ between $[0, 1]$. If $u < \frac{P(\eta)}{P_g(\eta)}$ for a generated $\eta$ from $P_g$, we keep that $\eta$ for $P$; else we discard. By repeating this process many times we can generate $P$. Out of 100 iteration figure 3 plots

ootnote{I thank Anugu Sumith Reddy for bringing the rejection sampling method to my notice.}
those data which follow the above inequality. An infinite number of iteration should populate the entire target distribution.

It is worthwhile to point out a subtlety in the target noise distribution $P(\eta)$. Derivation of the non-linear Langevin equation from microscopic theories [8, 9] finds that the actual numerical value of $\zeta_\eta$ is negative which makes $P(\eta)$ ill defined since it diverges as $\eta \to \infty$. To stabilise it, we add a small regulator such that the regulated distribution is given by

$$P_{\text{regulated}}(\eta) \sim e^{-\delta t \left( \frac{1}{2} \eta^2 + \frac{\zeta_\eta}{4!} \eta^4 + \epsilon \eta^6 \right)}, \quad 1 >> \epsilon > 0.$$  \hspace{1cm} (4.1)

The justification of the above regulator could be the following. All derivations of the Langevin equation consider only the leading order influence phase [45] from the bath. The sub-leading correction should stabilise the distribution to make it a sensible theory. We choose $\epsilon$ such that it nullifies any sixth cumulant generated during the noise preparation. We generate sufficient number ($10^8$) of $\eta$ using rejection sampling and plot two, four and six-point connected noise correlations. Since $\eta$ is a white noise, all of its correlations can have peak (non-zero values) when all $\eta$ are evaluated at the same time. So, we choose to vary one time-argument of each correlation, keeping the rest fixed at equal times as the following:

$$\langle \eta(t) \eta(t') \rangle, \quad \langle \eta(t) (\eta(t'))^3 \rangle_c \quad \text{and} \quad \langle \eta(t) (\eta(t'))^5 \rangle_c.$$  \hspace{1cm} (4.2)

The connected four and six point correlations are defined as

$$\begin{align*}
\langle \eta(t) (\eta(t'))^3 \rangle_c &= \langle \eta(t) (\eta(t'))^3 \rangle - 3 \langle (\eta(t'))^2 \rangle \langle \eta(t) \eta(t') \rangle \\
\langle \eta(t) (\eta(t'))^5 \rangle_c &= \langle \eta(t) (\eta(t'))^5 \rangle - 5 \langle (\eta(t'))^2 \rangle \langle \eta(t) (\eta(t'))^3 \rangle_c \\
&\quad - 10 \langle (\eta(t'))^4 \rangle_c \langle \eta(t) \eta(t') \rangle - 15 \langle (\eta(t'))^2 \rangle^2 \langle \eta(t) \eta(t') \rangle
\end{align*}$$  \hspace{1cm} (4.3)

where correlations are evaluated from the below explicit formula.

$$\langle \eta(t) (\eta(t'))^n \rangle = \frac{1}{N} \sum_{i=1}^{N} \eta_i(t) (\eta_i(t'))^n, \quad N \text{ being the number of iteration.} \hspace{1cm} (4.5)$$

We depict the above two point and connected four & six point correlations in figure 4. We find that two and four point functions show sharp peak while the six point function shows only fluctuation. This ensures that the noise distribution have insignificant sixth cumulant as required. Since we have successfully prepared the noise, we are ready to study the particle’s dynamics numerically.

**Comment on the regime of parameters:**

The bare parameters given in (1.2) are used in the numerical computation whereas the renormalised ones are used in the analytics. The renormalised parameters are related to the bare parameters by an infinite series as written in (2.6). We evaluate till second order noise loop corrections in this series. This means our choice of bare parameters should be such that the
Figure 4: We compute \( \langle \eta(t)\eta(1.25) \rangle \), \( \langle \eta(t)\eta(1.25)^3 \rangle \) and \( \langle \eta(t)\eta(1.25)^5 \rangle \) in figure (a), (b) and (c) respectively. Here, the horizontal axis is in some unit of time. So, both \( t, 1.25 \) are numerical value in that unit of time. Since the noise does not have any dynamics, we get a peak (non-zero correlation) only when time of all noise variable are equal. The parameters for non-Gaussian noise distribution are chosen as \( f = 5.11 \) and \( \zeta_\eta = -0.086 \) which are also the bare parameters discussed in section 2. The units of these parameters are given in footnote 6. The six point function in (c) is essentially indistinguishable from the fluctuation. The number of iteration for each graph is \( 10^7 \).

convergence is fast enough to ensure matching of numeric and analytic data. We choose the bare parameters and the time step as

\[
\begin{align*}
f &= 5.11, \\
\zeta_\eta &= -0.086 \\
\delta t &= 0.05
\end{align*}
\]

respectively so that the perturbation parameter \( \frac{\zeta_\eta}{f^2 \delta t} (= 0.066) \) in (2.6) makes the second order term small (compared to the first order term). We also choose the numerical value of temperature to be \( \frac{1}{\beta} = 2 \). The corresponding renormalised parameters\(^6\) are given by

\[
\begin{align*}
f^r &= 5.29, \\
\gamma^r &= 1.31, \\
\zeta^r_\eta &= -0.112, \\
\zeta^r_\gamma &= 0.0046.
\end{align*}
\]

Let us now ask the following question. How much can we deviate from (4.6) - the values of individual bare parameters, keeping the perturbation parameter at same order? If we make each parameter larger then the Euler-Maruyama error grows due to large values of \( f \) and \( \delta t \). Thus we will find deviation from analytic results. On the other hand, if we make each parameter smaller than in (4.6), we observe the following. We may get rid of the Euler-Maruyama error, but small \( f \) and \( \delta t \) bring large fluctuation in higher cumulants. For example, for \( f = 1, \zeta_\eta = -0.001 \) and \( \delta t = 0.5, 5 \times 10^8 \) number of ensemble is insufficient to tame the fluctuation and get a definitive plot for connected velocity four point function defined in (3.12). Thus we conclude that we should not make the parameters too large or too small. However, if one gets improvements on either side by better numerical methods, then the domain of validity of parameters can be made bigger.

\(^{6}\) We have not explicitly written the units of the parameters in the main text. If we assume the dimensions of \( \dot{q} \) and \( t \) as \([\text{length}][\text{time}]^{-1}\) and \([\text{time}]\) respectively, then the dimensions of \( f \) and \( \gamma \) are found to be \([\text{length}]^2[\text{time}]^{-3}\) and \([\text{time}]^{-1}\) respectively. Similarly, the dimensions of \( \zeta_\eta, \zeta_\gamma \) are respectively \([\text{length}]^4 [\text{time}]^{-5}, [\text{length}]^2 [\text{time}]^{-3}\). The dimension of \( \beta \), using the FDRs, is given by \([\text{time}]^2 [\text{length}]^{-2}\) for unit mass and unit Boltzmann constant. But, most importantly, the perturbation parameter \( \zeta_\eta/(f^2 \delta t) \) is a dimensionless number.
The numerical value of bare parameters are given by $f = 5.11$, $\gamma = 1.31$, $\zeta_\eta = -0.086$, $\zeta_\gamma = 0.0042$ in respective units. The corresponding renormalised parameters are evaluated from (2.6) as $f' = 5.29$, $\gamma' = 1.32$, $\zeta_\eta' = -0.112$ and $\zeta_\gamma' = 0.0046$ for $\delta t = 0.05$. We assume both initial position and momentum as zero and find that velocity variance exactly matches in both linear and non-linear cases. Notice that saturation value does not occur exactly at temperature $\frac{1}{\beta} = \frac{f'^2}{2\gamma^2} = 2$ due to the Euler-Maruyama error. We have chosen $f, \delta t$ large enough that the error is noticeable. However, since we are matching with linear Langevin result which also have identical error, the apparent deviation is irrelevant. The dashed line plots velocity variance with bare linear parameters but zero non-linear parameters. The number of iteration for each curve is $10^7$.

### 4.2 Velocity variance

In this section, we numerically compute the velocity variance of the non-linear Langevin particle and show that its velocity variance matches to a high accuracy with that of linear Langevin particle at same temperature.

In order to study the dynamics of (1.2), we discretise it as the following.

\[
q(t + \delta t) = q(t) + \delta t \dot{q}, \\
\dot{q}(t + \delta t) = \dot{q}(t) - \delta t [\gamma + \zeta_\gamma \eta^2(t)] \dot{q}(t) + f \delta t \eta(t). \tag{4.8}
\]

The key point is that the parameters in the above equation are bare parameters. With these parameters we plot variance of velocity of the particle in figure 5. In this figure, we also simulate the linear Langevin equation with renormalised linear couplings $(f', \gamma')$ and find that the velocity variances in both cases match. One might argue, discrepancy between them in figure 5 are not observed due to weak system-bath coupling and thus there is no significant distinction between bare and renormalised parameters. This is not correct. Had we used bare linear parameters $(f, \gamma)$ and made $\zeta_\eta, \zeta_\gamma = 0$ in (1.2), we would have got the dashed curve. So, the weak non-linear couplings do make a significant contribution.
We plot the quartic deviation $v_{QD}^{\text{numeric}}(t)$ for $\alpha = 1, 2, 3, 4$ as defined in (4.10). We also plot the analytic, thermal $v_{QD}^{\text{analytic}}$ as found in (3.14) and find that $v_{QD}^{\text{numeric}}$ agrees well with $v_{QD}^{\text{numeric}}$ when $\alpha = 1$, i.e., non-linear FDR is satisfied. The numerical value of the bare parameters for $\alpha = 1$ are chosen as $f = 5.11$, $\gamma = 1.31$, $\zeta_\eta = -0.086$, $\zeta_\gamma = 0.0042$ in respective units. For $\alpha \neq 1$, only $\zeta_\gamma$'s are different and are chosen as $0.0084$, $0.0126$, $0.0167$ to get $\alpha = 2, 3, 4$ respectively. We find that fluctuation in $v_{QD}^{\text{numeric}}$ reduces as we make $\alpha$ bigger. So, we consider different number of iteration for each plot. The numbers of iteration are $5 \times 10^7$ for $\alpha = 1$, $3 \times 10^7$ for $\alpha = 2$ and $10^7$ for $\alpha = 3, 4$ each.

### 4.3 Velocity four point function and non-linear FDR

We find numerically the connected velocity four point function defined in (3.12) for $5 \times 10^7$ iterations. However, due to our choice of parameters, velocity four point function is comparable to typical fluctuation for the above number of iterations. We can reduce the fluctuation substantially by taking a fourth root of the velocity four point function as the following.

$$v_{QD}^{\text{numeric}} \equiv \begin{cases} \langle \dot{q}^4(t) \rangle_{c}^{1/4}, & \text{if } \langle \dot{q}^4(t) \rangle_{c} > 0 \\ -\langle \dot{q}^4(t) \rangle_{c}^{1/4}, & \text{if } \langle \dot{q}^4(t) \rangle_{c} < 0 \end{cases}$$

(4.9)

The above definition for numerical analysis is different from (3.15) due to our prior ignorance about the sign of $\langle \dot{q}^4(t) \rangle_{c}$ in numerical analysis. We plot the above quantity in figure 6 and find that the saturation value of the numerical data matches quite well with the analytic result when the non-linear FDR (2.8) is satisfied.

In figure 6, there is a bump during the initial time evolution. To understand this feature, let us consider the discretised non-linear Langevin equation (4.8) at $t = 0$. Since the initial velocity is zero, there is no $\zeta_\eta$ contribution at $t = 0$. But we still have a $\zeta_\gamma$ contribution from the noise which has a positive cumulant. Thus we get a positive bump at $t = \delta t$. After a few more time-steps $\zeta_\gamma$ term takes over since it has a larger negative contribution as pointed out in (3.13).

We also check how the quartic deviation behaves if we violate the non-linear FDR. We choose different values of the bare parameter $\zeta_\gamma$ such that the FDR differs by a factor of $\alpha$. 

![Figure 6: We plot the quartic deviation $v_{QD}^{\text{numeric}}$ (4.9) for $\alpha = 1, 2, 3, 4$ as defined in (4.10). We also plot the analytic, thermal $v_{QD}^{\text{analytic}}$ as found in (3.14) and find that $v_{QD}^{\text{numeric}}$ agrees well with $v_{QD}^{\text{numeric}}$ when $\alpha = 1$, i.e., non-linear FDR is satisfied. The numerical value of the bare parameters for $\alpha = 1$ are chosen as $f = 5.11$, $\gamma = 1.31$, $\zeta_\eta = -0.086$, $\zeta_\gamma = 0.0042$ in respective units. For $\alpha \neq 1$, only $\zeta_\gamma$'s are different and are chosen as $0.0084$, $0.0126$, $0.0167$ to get $\alpha = 2, 3, 4$ respectively. We find that fluctuation in $v_{QD}^{\text{numeric}}$ reduces as we make $\alpha$ bigger. So, we consider different number of iteration for each plot. The numbers of iteration are $5 \times 10^7$ for $\alpha = 1$, $3 \times 10^7$ for $\alpha = 2$ and $10^7$ for $\alpha = 3, 4$ each.]
defined as the following:

\[ \zeta_{r, \text{dev}}^r \equiv \alpha \frac{-\zeta_0}{12}, \]  

(4.10)

where \( \alpha = 1 \) defines the FDR. We find that the numeric quartic deviations differ from the analytically evaluated thermal quartic deviations (3.15) when \( \alpha \neq 1 \), as shown in figure 6. (Note that \( \alpha = 1 \) for the analytic data in figure 6 as corresponds to thermal quartic deviation.)

The interpretation of this disagreement is the following. If the time reversal invariance of bath is broken \( (\alpha \neq 1) \), then we do not expect the particle to thermalise [12, 26–30]. Rather, in our case, it reaches a steady state.

5 Conclusion

This work deals with systematic analysis of non-linear Langevin equation in presence of non-Gaussian noise. We show how the non-Gaussianity introduces the notion of renormalisation such that the bare/unphysical parameters are the parameters appearing in Langevin equation. On the other hand, the renormalised/physical parameters appear in the Schwinger-Keldysh effective action. We show, the bare and renormalised parameters are related by noise loop correction.

In the second half of this work, we do a numerical analysis to find the velocity variance and velocity four point function. We show that the velocity variance for both linear and non-linear Langevin dynamics, saturates to the temperature of the bath. We compute velocity four point function numerically and show that it agrees with thermal velocity four point function (calculated analytically) when non-linear FDR is satisfied. If we deviate from the non-linear FDR, the system does not thermalise but settles to a steady state.
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A Noise correlation functions in corrections of parameters

We consider the path integral in (2.4) which evaluates correction to all parameters. To evaluate the loop diagrams we need the noise propagator as a Feynman rule. Since the noise does not have any dynamics, the propagator can only be Dirac-Delta function of time. But, in our numerical analysis, since the smallest available time scale is the time step \( \delta t \), we write the following expression for noise propagator.

\[ \langle \eta(t_1)\eta(t_2) \rangle = \begin{cases} \frac{1}{\delta t} & \text{if } t_1 = t_2 \\ 0 & \text{else} \end{cases} \]  

(A.1)
$t$ \rightarrow t : \quad \langle \eta(t) \eta(t) \rangle = \frac{1}{f \delta t}$

**Figure 7**: Diagrammatic representation of noise propagator

\[ \begin{align*}
\eta^2 = \times + \circ \times + \circ \times + \circ = \frac{f_r}{2} - \frac{f}{2} + \frac{1}{4 f \delta t} \zeta \eta - \frac{1}{12 f^3 \delta t^2} \zeta^2 \eta - \frac{1}{8 f^3 \delta t^3} \zeta^3 \eta - \frac{1}{8 f^3 \delta t^3} \zeta^3 \eta
\end{align*} \]

**Figure 8**: Loop correction to $q_d^2$ vertex in SK path integral (2.4). The corrected parameter is the renormalised parameter.

\[ \begin{align*}
\eta^2 = \times + \circ \times + \circ = -i \gamma^r - i \gamma - \frac{i \zeta \gamma}{f \delta t} + \frac{i \zeta \gamma \zeta}{2 f^3 \delta t^2}
\end{align*} \]

**Figure 9**: Loop correction to $q_d \dot{q}$ vertex in SK path integral (2.4).

The corresponding diagrammatic representation is given in figure 7.

**Correction to $q_d^2$ vertex:**

The correction to $f$ are obtained from the noise two loop diagrams drawn in figure 8. The correction to $f$ is also pointed out below each diagram. Adding all the contributions we get

\[ f_r = f - \frac{\zeta \eta}{2 f \delta t} + \frac{2 \zeta^2 \eta}{3 f^3 (\delta t)^2} \]  

(A.2)

**Correction to $q_d \dot{q}$ vertex:**

The diagrams which contribute to $q_d \dot{q}$ vertex are drawn in figure 9.

Adding all contribution we get the following expression for $\gamma^r$.

\[ \gamma^r = \gamma + \frac{\zeta \gamma}{f \delta t} - \frac{\zeta \gamma \zeta \eta}{2 f^3 (\delta t)^2} \]  

(A.3)

**Correction to $q_d^4$ vertex:**

The correction to $q_d^4$ vertex gets contribution from the diagrams shown in figure 10. Combining all of these correction we get the renormalised $\zeta^r \eta$ as

\[ \zeta^r \eta = \zeta \eta - \frac{7}{2} f^2 \delta t + \frac{149}{12} f^4 (\delta t)^2 \]  

(A.4)
Figure 10: Loop correction to $q_4^3$ vertex in SK path integral (2.4). The sixth 2-loop diagram contains two topologically distinct diagrams which have reflection symmetry.

Figure 11: Loop correction to $q_3^3 \dot{q}$ vertex in SK path integral (2.4). The sixth 2-loop diagram contains two topologically distinct diagrams which have reflection symmetry, as done in figure 10.
Correction to $q^3 \dot{q}$ vertex:

The correction to $q^3 \dot{q}$ vertex gets contribution from the diagrams shown in figure 11. Combining all of these correction we get the renormalised $\zeta^c_\gamma$ as

$$
\zeta^c_\gamma = \zeta_\gamma - \frac{3\zeta_\gamma \zeta_\gamma}{2f^2 \delta t} + \frac{10}{3} \frac{\zeta_\gamma^2 \zeta_\gamma}{f^4 (\delta t)^2} .
$$

(B.5)

B Functional derivation of Schwinger-Keldysh propagators

The propagators are obtained by considering the quadratic part of path-integral (2.5). Then we introduce sources corresponding to all variables. The propagators for a generic initial condition is hard to compute. However, we can compute the thermal propagators. We shift the variables and finally take functional derivative of the path integral w.r.t. the sources and obtain the thermal propagators. The quadratic path integral with the sources is given by

$$
Z_0[J_q, J_d, J_c, J_\bar{c}] = \int D\dot{q} Dq_d D\dot{c} Dc \exp \left[ -\int dt \left\{ J_q q_d + J_d \dot{q} + J_c c + \bar{c} J_\bar{c} \right\} \right]
$$

$$
\times \exp \left[ -\int dt \left\{ iq_d \ddot{q} + i \gamma r q_d \dot{q} + \frac{f^r}{2} q_d^2 + i \bar{c} \left( \frac{d}{dt} + \gamma \right) c \right\} \right].
$$

(B.1)

Here $J_q$, $J_d$, $J_c$ and $J_\bar{c}$ are sources of $q_d$, $\dot{q}$, $c$ and $\bar{c}$ respectively. It may seem that $q_d$ and $\dot{q}$ sources are flipped. But, it is a convention followed in SK literature.

The path integral in Fourier space

$$
Z_0 = \int D\dot{q} Dq_d D\dot{c} Dc \times e^{-\int \frac{d^4 p}{(2\pi)^4} \left\{ \tilde{J}_q (\omega) \tilde{q}_d (\omega) + \tilde{J}_d (\omega) \tilde{q} (\omega) + \tilde{J}_c (\omega) \tilde{c} (\omega) + \tilde{J}_\bar{c} (\omega) \tilde{\bar{c}} (\omega) \right\}.
$$

(B.2)

We give a shift to the variables as the following such that the variables and their corresponding sources are decoupled.

$$
\tilde{q}_d (\omega) = \tilde{q}_d (\omega) + \frac{\tilde{J}_d (\omega)}{-\omega + i \gamma}, \quad \tilde{q} (\omega) = \tilde{q} (\omega) - \frac{f^r \tilde{J}_d (\omega)}{(-\omega + i \gamma)(\omega + i \gamma)} + \frac{\tilde{J}_q (\omega)}{\omega + i \gamma},
$$

(B.3)

$$
\tilde{c} (\omega) = \tilde{c} (\omega) + \frac{\tilde{J}_c (\omega)}{-\omega + i \gamma}, \quad \tilde{\bar{c}} (\omega) = \tilde{\bar{c}} (\omega) + \frac{\tilde{J}_\bar{c} (\omega)}{-\omega + i \gamma}.
$$

(B.4)

The corresponding path-integral is given by

$$
Z_0 = \int D\dot{q} Dq_d D\dot{c} Dc \times e^{-\int \frac{d^4 p}{(2\pi)^4} \left\{ \frac{f^r}{2} \tilde{q}_d (\omega) \tilde{q}_d (\omega) + \frac{\tilde{J}_d (\omega) \tilde{J}_d (\omega)}{-\omega + i \gamma} + \frac{\tilde{J}_q (\omega) \tilde{J}_q (\omega)}{-\omega + i \gamma} \right\}}.
$$

(B.6)
The first line in the above expression consists of only sources and the second line does not involve any source. Thus, integrating out the second line gives a constant which can be absorbed into the definition of $Z_0$. Thus we find

$$Z_0 = \exp \left[ \int \frac{d\omega}{2\pi} \left\{ \frac{F^r}{2} \frac{\tilde{J}_d(-\omega) \tilde{J}_d(\omega)}{\omega^2 + (\gamma)^2} - \frac{\tilde{J}_q(-\omega) \tilde{J}_d(\omega)}{\omega - i\gamma} + \frac{\tilde{J}_c(-\omega) \tilde{J}_c(\omega)}{\omega + i\gamma} \right\} \right]. \quad (B.7)$$

Fourier transforming back to real time, we get

$$Z_0 = \exp \left[ \int dt_1 dt_2 \int \frac{d\omega}{2\pi} e^{-i\omega(t_2 - t_1)} \left\{ \frac{F^r}{2} \frac{J_d(t_2) J_d(t_1)}{\omega^2 + (\gamma)^2} - \frac{J_q(t_2) J_d(t_1)}{\omega - i\gamma} + \frac{J_c(t_2) J_c(t_1)}{\omega + i\gamma} \right\} \right]. \quad (B.8)$$

The propagators are obtained by taking functional derivative of $Z_0$ w.r.t. the sources. The SK propagators are accordingly given by

$$\langle \dot{q}(t_2) \dot{q}(t_1) \rangle = (-1)^2 \frac{\partial^2 Z_0}{\partial J_q(t_2) \partial J_d(t_1)} \bigg|_{J_q,J_d,J_c,J_e=0} = \int \frac{d\omega}{2\pi} \frac{F^r}{2} \frac{e^{-i\omega(t_2 - t_1)}}{\omega^2 + (\gamma)^2}, \quad (B.9)$$

$$\langle q_d(t_2) q_d(t_1) \rangle = (-1)^2 \frac{\partial^2 Z_0}{\partial J_q(t_2) \partial J_d(t_1)} \bigg|_{J_q,J_d,J_c,J_e=0} = -\int \frac{d\omega}{2\pi} \frac{e^{-i\omega(t_2 - t_1)}}{\omega - i\gamma}, \quad (B.10)$$

$$\langle \dot{q}(t_2) q_d(t_1) \rangle = (-1)^2 \frac{\partial^2 Z_0}{\partial J_d(t_2) \partial J_q(t_1)} \bigg|_{J_q,J_d,J_c,J_e=0} = \int \frac{d\omega}{2\pi} \frac{e^{-i\omega(t_2 - t_1)}}{\omega + i\gamma}, \quad (B.11)$$

$$\langle q_d(t_2) q_d(t_1) \rangle = (-1)^2 \frac{\partial^2 Z_0}{\partial J_d(t_2) \partial J_d(t_1)} \bigg|_{J_q,J_d,J_c,J_e=0} = 0. \quad (B.12)$$

The first three propagators are called the Keldysh, advanced and retarded propagator respectively. Performing the $\omega$ integral we get

$$\langle \dot{q}(t_2) \dot{q}(t_1) \rangle = \frac{F^r}{2\gamma} e^{-\gamma |t_2 - t_1|}, \quad (B.13)$$

$$\langle q_d(t_2) q_d(t_1) \rangle = -i \Theta(t_1 - t_2) e^{-\gamma(t_1 - t_2)}, \quad (B.14)$$

$$\langle \dot{q}(t_2) q_d(t_1) \rangle = -i \Theta(t_2 - t_1) e^{-\gamma(t_2 - t_1)}, \quad (B.15)$$

$$\langle q_d(t_2) q_d(t_1) \rangle = 0. \quad (B.16)$$

We implement the above propagators in computation of real time correlation function in §3.1 and in §3.3. Similarly the Grassmannian propagators are obtained as the following.

$$\langle \dot{c}(t_2) c(t_1) \rangle = (-1)^2 \frac{\partial^2 Z_0}{\partial J_c(t_2) \partial J_c(t_1)} \bigg|_{J_q,J_d,J_c,J_e=0} = -\int \frac{d\omega}{2\pi} \frac{e^{-i\omega(t_2 - t_1)}}{\omega - i\gamma}. \quad (B.17)$$

**Sub-leading correction to $f^r$, $\zeta^r$ due to $\bar{c} c$ loop:**

The correction to $f^r$ is obtained from a Grassmannian loop integral given by

$$(f^r)' = f^r + (-1)(2i\zeta) (-1) \int \frac{d\omega}{2\pi} \frac{1}{\omega - i\gamma}$$

$$= f^r - \zeta. \quad (B.18)$$
The first $(-1)$ appears due to the Grassmann loop, the factor $(2i\gamma)$ is the Feynman rules obtained from the effective path-integral (2.5). In our case $f^r = 5.29$ and $\zeta_\gamma = 0.0042$. So, the correction is smaller than the second order noise loop correction, thus can be ignored.

In a similar way we obtain the correction to $\zeta_\eta^r$, given by

$$
(\zeta_\eta^r)' = \zeta_\eta^r + (-1)(2i\zeta_\eta^r)^2\int \frac{d\omega}{2\pi(\omega - i\gamma)(\omega + i\gamma)}
= \zeta_\eta^r - \frac{2\zeta_\eta^2}{\gamma}.
$$

The correction is again sufficiently small. Thus we conclude that the Grassmannian correction, for the domain of our parameters, does not significantly contribute to correlation function.
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