Bootstrapping a New LHC Data Transfer Ecosystem
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Abstract. GridFTP transfers and the corresponding Grid Security Infrastructure (GSI)-based authentication and authorization system have been data transfer pillars of the Worldwide LHC Computing Grid (WLCG) for more than a decade. However, in 2017, the end of support for the Globus Toolkit - the reference platform for these technologies - was announced. This has reinvigorated and expanded efforts to replace these pillars. We present an end-to-end alternate utilizing HTTP-based WebDAV as the transfer protocol, and bearer tokens for distributed authorization.

This alternate ecosystem, integrating significant pre-existing work and ideas in the area, adheres to common industry standards to the fullest extent possible, with minimal agreed-upon extensions or common interpretations of the core protocols. The bearer token approach allows resource providers to delegate authorization decisions to the LHC experiments for experiment-dedicated storage areas.

This demonstration touches the entirety of the stack - from multiple storage element implementations to FTS3 to the Rucio data management system. We show how the traditional production and user workflows can be reworked utilizing bearer tokens, eliminating the need for GSI proxy certificates for storage interactions.

1 Introduction

The Worldwide LHC Computing Grid [1] is a global collaboration of over 170 computing sites, linking national and international computing infrastructures, with a mission to provide the data and computational infrastructure to the experiments on the Large Hadron Collider. One of the most important tasks the WLCG collaboration must accomplish is the movement of data between sites. Data movement is both a technical challenge and a social one. Approximately 50PB of data is generated by the LHC experiments each year and must be promptly distributed, processed, and analyzed. Socially, to perform these transfers, the sites participating in the WLCG must agree on a common approach to authentication and authorization infrastructure (AAI) and data movement protocols.

The WLCG does not develop its own software or protocols, but rather serves as a coordinating body between infrastructures such as the European Grid Infrastructure or the Open
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Science Grid [2]. As such, the WLCG has often settled on technology pioneered by external projects; an important early collection of “grid” technologies was the Globus Toolkit. The Globus team behind the toolkit was an early promoter of the GridFTP data transfer protocol [3] and the “grid security infrastructure” approach to AAI; the toolkit has served as a reference implementation for nearly 20 years.

In 2017, the Globus team decided to end support for the Globus Toolkit [4], ending support for one of the two GridFTP server implementations used on the WLCG. This action reinvigorated efforts to examine additional transfer technologies. In this paper, we show one approach - based on the combination of HTTPS, WebDAV, and capability-token technology - and how these come together to meet the perceived requirements for the WLCG data transfer system.

2 Background

GridFTP has served as a workhorse for the WLCG for over a decade, powering effectively all of its data transfers. To provide a sense of scale, Figure 2 shows the average daily transfer rate using GridFTP over the first 6 months of 2018, as measured via WLCG monitoring. In this section, we go over technical strengths of GridFTP and GSI that have made them a lasting choice for the WLCG.

![Figure 1. Average daily data rates across three WLCG VOs during the first half of 2018. A sustained rate of 30GB/s over a day corresponds to 2.5PB of data movement.](image)

2.1 GridFTP

The GridFTP protocol is a set of extensions to the venerable File Transfer Protocol (FTP) [5]. These extensions focus primarily on:

- **Implementing third-party-copy (TPC).** To many, a “data transfer” implies data movement between a client and a server. For the WLCG, most data movement is between two sites and coordinated by a central “file transfer service” (FTS). No data is transferred through the client - only between two server endpoints. With GridFTP, the client – the “third party” in the TPC – establishes a session to each GridFTP server. The client instructs one server (the passive server) to start a data transfer and receives an IP address and TCP port in response.
The client then contacts the second server (the active server) and instructs it to send the file contents to the passive server’s open TCP port.

- **Enabling data transfer modes for higher transfer performance.** In particular, GridFTP specifies several mechanisms for data to be transferred over multiple TCP streams in parallel. The technique of multiple parallel TCP streams works around a traditional TCP weaknesses for networks with high bandwidth-delay products, which are commonly found in R&D networks (such as the transatlantic links used by the WLCG). Striping modes in the protocol allow for structured subsets of the data to be striped across multiple destination servers, allowing single-file transfer speeds greater than what is available to any given data transfer node. WLCG has traditionally focused on achieving throughput through running many file transfers in parallel as opposed to maximizing single-transfer rates, thus not needing this feature in general.

- **Adding strong authentication, integrity, and encryption to the FTP control channel** (defined by RFC 2228 [6]; implementations are expected to utilize that RFC). Harking back to the earlier days of the Internet, FTP was designed without a mechanism for securing its control channel, allowing for any man-in-the-middle to insert arbitrary commands into the session. GridFTP utilizes GSI for authentication and privilege delegation; GSI is utilized to implement the GSS encryption and integrity layer specified by RFC 2228.

Further, GridFTP implementations provide a mechanism for checksums, allowing the user to verify the data they expected was transferred.

- **Addition of authentication, integrity, and encryption to the FTP data channel.** GridFTP’s GFD.20 specification provides a mechanism for data channel authentication, allowing transfers to also have encryption and integrity checking. However, this is rarely used in practice on the WLCG as one of the major implementations (dCache) does not support this extension and the Globus Toolkit client will silently downgrade transfers to not use encryption if both endpoints do not support it.

Figure 2 shows an overview of how a third-party-copy is performed with GridFTP.

**Figure 2.** An overview of a GridFTP third-party-copy. The client contacts the passive server and instructs it to prepare to receive a file; the server responds with one-or-more TCP socket addresses. The client will then contact the active server, instructing it to send the source file’s bytestream to the open TCP socket. If data channel authentication is not needed, no mutual authentication is done between the two servers.
2.2 GSI

The Grid Security Infrastructure (GSI) is an authentication and authorization infrastructure based upon the more common Public Key Infrastructure [7] used on the Internet with a few extensions and agreed-upon semantics.

One key difference between the infrastructure used in your browser and GSI is the concept of proxy delegation: the ability for an entity to take an established identity and create an “impersonation” that is to be treated as a proxy for the original identity. The entity that holds the proxy is entrusted with the rights and privilege of the original identity. Proxies, however, can be revoked and are generally short-lived (a small number of days), reducing the risk compared to giving the original credential to a delegate.

At a technical level, proxies are implemented as short-lived X509 certificates (see RFC 3820 [8] for a technical specification) issued by a non-CA (a so-called end-entity-credential). These X509 certificates can be used as the client certificate in a TLS session (it would, of course, require special validation rules) or as an identity in a GSSAPI session [9]. When transfers are performed using GridFTP, it is common to authenticate the FTP session using GSI and delegating a proxy to the active server. The active server can then utilize the delegated identity to perform data channel encryption.

3 HTTP/WebDAV for the WLCG

Hyper-Text Transfer Protocol (HTTP) [10] is one of the most well-known transfer protocols, underpinning the World Wide Web. It is popular to the point of being “universal” - almost any general-purpose operating system platform will have some sort of HTTP client and server. Compared to GridFTP, where there are a handful of known implementations – and the reference one is no longer maintained – HTTP has a thriving ecosystem of clients. HTTP’s popularity means there is significant investment that the WLCG can utilize and reduces the possibility of an implementation monoculture.

GridFTP, like FTP, roughly allows remote procedure calls (uploads, downloads) using a filesystem-like model: there is a concept of directories, listing directory contents, files, etc. HTTP, on the other hand, is more generic: URLs in HTTP are generic resources, there is no concept of “listing” a URL, and HTTP itself is modeled around a request / response session. Since WLCG primarily moves data between filesystems (or filesystem-like storage systems), we utilize the WebDAV [11] extensions on top of HTTP to add the missing filesystem semantics.

In addition to treating the HTTP endpoint as a remote filesystem with WebDAV, other aspects of HTTP utilized by WLCG [12] include:

- **Partial file download support**: A HTTP request can specify that the server should only return a subset of the bytestream behind the request; this capability will be used in Section 3 to partition the transfer over multiple TCP streams as is done with GridFTP.

- **Checksum support**: RFC 3230 [13] specifies an extension to HTTP allowing a server to return a checksum corresponding to a given resource; this allows post-transfer verification of a file’s integrity.

- **Built-in Redirections**: Common storage systems on the WLCG achieve high throughput by load-balancing transfers across several disk servers; HTTP’s built-in redirection status response allows a single endpoint for the storage system to redirect the clients to the actual server performing the transfer, eliminating the need to proxy data or use virtual IP setups for data transfers.
• *Flexible authorization model:* HTTP requests can contain an opaque value in the ‘Authorization’ header [14]; as this is an opaque value, the authorization and authentication schemes can be completely decoupled from the transfer protocol. GSI can also be used at the TLS layer of an HTTPS connection; however, this limits the approach to a very specific AAI.

### 3.1 Third-Party-Copy for WebDAV

WebDAV includes the concept of an HTTP method for creating a copy of a resource; the example provided in RFC 2518 [11] is as follows:

```
COPY /~fielding/index.html HTTP/1.1
Host: www.ics.uci.edu
Destination: http://www.ics.uci.edu/users/f/fielding/index.html
```

The ‘COPY’ method describes the resource to work on (`/~fielding/index.html`) and a destination resource (`http://www.ics.uci.edu/users/f/fielding/index.html`). If successful, it should result in a copy of the resource at `http://www.ics.uci.edu/~fielding/index.html` to be made at `http://www.ics.uci.edu/users/f/fielding/index.html`. While the intent of the ‘COPY’ method appears to originally be for transfers within the same endpoint, we have interpreted this to allow for transfers to any external resource. Additionally, we have agreed upon the Source header when the service the client is interacting with is the destination of the transfer.

The server where the COPY method is invoked is the *active server*; it will perform any data transfer. If the active server receives the Destination header with a HTTPS URL, the simplest implementation would be to perform a HTTP PUT against that destination; more complex implementations are discussed in Section 3.2. Only the active server must understand the ‘COPY’ verb; it will perform a standard HTTP GET or PUT against the passive server. In this setup, the passive server need not understand WebDAV; only a basic HTTP implementation is needed. The flow of WebDAV copy is outlined in Figure 3.

Note the WebDAV scheme provides the client with the ability to specify a full URL for the source or destination; the scheme is not necessarily limited to HTTP or HTTPS. The active server may be asked to do an upload or download in a different protocol – including GridFTP if desired. This allows for a smooth transition from a GridFTP-based ecosystem to a WebDAV-based one.

The passive server needs a mechanism to authorize the transfer request from the active server; this authorization must be provided by the client. As HTTP request authorization are simply passed by the Authorization header, we use a mechanism for the client to specify entire headers to copy over. Any header in the client COPY request named Copy-Header will have its value copied verbatim into the active server’s request to the passive server. That is, if the following header is present in the ‘COPY’ request:

```
Copy-Header: Authorization: Bearer foo
```

then the HTTP request to the passive server will include:

```
Authorization: Bearer foo
```
Figure 3. An overview of a WebDAV-based third-party-copy. The client initially contacts the active server, requesting it to perform a COPY. The active server will, in turn, send a GET request to the passive server and respond appropriately to the client with success or failure.

3.2 Multistream

A download of a resource over HTTP is typically envisioned as a single HTTP GET request and a single corresponding response of the file contents. Within HTTP 1.1, this response is delivered over a single TCP stream. In this way, HTTP downloads are typically thought of as single-stream. As one desirable property of GridFTP is the ability to transfer over multiple TCP streams in order to work around well-known TCP weaknesses for high bandwidth-delay-product networks, we have implemented a multistream scheme for WebDAV-based downloads in the implementation for the XRootD framework [15, 16].

The multistream implementation is based on the observation that the HTTP GET method is idempotent while PUT is not; hence, for WebDAV copies in “pull mode” (the active server is the destination, downloading the file from the passive server), we can partition the transfer into multiple chunks, each specifying a byte range within the file. Currently, the chunksize is set to 8MB; optimization of the size is left as future work.

The XRootD server internally maintains a set of TCP connections for each TPC transfer; the list of file chunks to download are added to a work queue. For each idle connection, the transfer thread pulls a unit of work to the work queue and issues the corresponding HTTP GET request; HTTP pipelining is used to ensure two requests to the remote server are always outstanding. The responses are buffered in memory to allow reordering as a single bytestream; this allows the file’s checksum to be calculated and persisted.

Currently, transfers in the XRootD implementation are single stream unless the client explicitly specifies the number streams through the X-Number-Of-Streams header in the COPY request.

3.3 Performance Markers

When a client issues a COPY request to the active server, determining an appropriate response is surprisingly difficult. If a response is given when the transfer is complete, it may come minutes or hours after the request – it is impossible for the client to differentiate an unresponsive server from a long transfer time. The server could respond immediately that the transfer has started and the client could perform multiple subsequent HEAD requests to see if
the file is growing. However, this leaves no clear mechanism for the active server to indicate
the file is done or any subsequent error messages.

We have taken a third approach: the server responds immediately with a failure or that
the transfer has been accepted. The response body, however, utilizes HTTP chunked transfer
encoding, which allows the response body to be sent as a series of distinct chunks. The client
can decode each chunk separately, allowing the server to send a periodic update of transfer
progress. We refer to these as “performance markers” after the equivalent GridFTP concept.
The performance marker format is as follows (newline characters are shown for readability)

```
Perf Marker
Timestamp: $(UNIX TIMESTAMP)
Stripe Index: 0
Stripe Bytes Transferred: $(BYTES)
Total Stripe Count: 1
RemoteConnections: $(CONNECTIONS)
End
```

The $(CONNECTIONS) value is a comma-separated list of TCP sockets to the passive
server in active use at the time the performance marker was sent. With performance markers,
the client can monitor transfer progress – providing it with a mechanism to abort the trans-
ferral (shutdown the TCP connection) if insufficient progress is being made. Finally, the last
response chunk should be either success: Created or failure: $(ERROR MESSAGE)
with an appropriate, human-readable error message.

4 Conclusions and Future Work

In this work, we have outlined an alternate technical approach to transfers within the WLCG.
This work, based on HTTPS / WebDAV, provides features similar to the existing GridFTP
ecosystem. There have been multiple implementations of this setup and basic interoperability
has been demonstrated. We have shown that the WLCG’s transfer service, FTS, has the ability
to perform third-party-copies using this mechanism – allowing the higher-level data transfer
tools to leverage the new ecosystem with minimal changes.

However, a common understanding and inter-operable implementations are insufficient:
we must demonstrate transfers can be done reliably and at the same data rates and scale
as GridFTP. For this work, instead of utilizing GSI to authorize the third party copy, we
have performed authorizations using the SciTokens [17] and Macaroon [18] token formats.
Work must be done to standardize the bearer tokens themselves, as well as agreeing upon
standard token acquisition workflows analogous to what is done with GSI. Once technical
issues are resolved, there are organizational considerations: one must coordinate site deploys,
integration with the higher-level components, and finally switchover of production instances.

Luckily, there is an appetite for change within the WLCG: based partially on this initial
work, the Data Organization, Management, and Access (DOMA) working group has formed
the “Third Party Copy” task force. We look forward to pursuing this avenue of inquiry within
that context and continue to nurture the ecosystem.
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