Efficient computation of the Nagaoka–Hayashi bound for multi-parameter estimation with separable measurements
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Finding the optimal attainable precisions in quantum multiparameter metrology is a non-trivial problem. One approach to tackling this problem involves the computation of bounds which impose limits on how accurately we can estimate certain physical quantities. One such bound is the Holevo Cramér–Rao bound on the trace of the mean squared error matrix. The Holevo bound is an asymptotically achievable bound when one allows for any measurement strategy, including collective measurements on many copies of the probe. In this work we introduce a tighter bound for estimating multiple parameters simultaneously when performing separable measurements on finite copies of the probe. This makes it more relevant in terms of experimental accessibility. We show that this bound can be efficiently computed by casting it as a semidefinite program. We illustrate our bound with several examples of collective measurements on finite copies of the probe. These results have implications for the necessary requirements to saturate the Holevo bound.

I. INTRODUCTION

Quantum mechanics simultaneously offers unique opportunities and limitations for metrology. On the one hand, uniquely quantum mechanical effects such as squeezing allow greater measurement sensitivity than is classically possible [1, 2]. This is most evident in the search for gravitational waves, where the injection of squeezed light into LIGO has resulted in a significant increase in sensitivity [3]. Quantum resources have been shown to offer enhanced measurement capabilities in a range of applications, including optical interferometry [4–8], quantum superresolution [9, 10], quantum-enhanced phase tracking [11, 12], and quantum positioning [13, 14] to name but a few examples. Fundamental limits to single-parameter measurement precisions can be computed using the quantum version of the Cramér–Rao bounds [15–17]. On the other hand the uncertainty principle places fundamental limits on how well two or more non-commuting observables can be simultaneously measured [18]. Many of the applications of quantum estimation require the simultaneous measurement of multiple parameters [19, 20], which in general will not commute with each other. This means that a measurement that is optimal for one parameter may not be optimal for another.
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This places a limit on the precision with which we can measure them simultaneously \cite{21,25}. Thus in an effort to fully exploit quantum resources in real-world applications, there has been great experimental \cite{26,30} and theoretical interest in quantum multi-parameter estimation \cite{31,43}. Reviews of recent progress on the subject are given in Refs. \cite{24,25,40,44,45}.

Except for special cases involving qubits \cite{46} or estimating Gaussian amplitudes \cite{47,48}, in general the problem of finding the optimal measurement that minimises the sum of the mean squared error in multi-parameter estimation is a non-trivial problem. Instead, one resorts to finding bounds on these errors \cite{49}. Some of these bounds are the bounds based on the symmetric logarithmic derivatives (SLD) \cite{15,16} and the right logarithmic derivatives \cite{50} as well as the Gill–Massar \cite{51} bound. While these bounds are easy to compute, they are in general not tight. A tighter bound for the sum of the mean squared error which can be achieved in the asymptotic limit is given by the Holevo Cramér–Rao bound \cite{52}. The computation of the Holevo bound was recently cast as a semidefinite program which has made it easy to compute. This was first performed for the Gaussian amplitude estimation problem \cite{47} and was later generalised to an arbitrary model \cite{53}. Furthermore analytic expressions which upper and lower bound the Holevo bound have recently been found \cite{54}. In some special cases the measurement strategy required to reach the Holevo bound is known, for example with pure state probes \cite{55} or for estimating a single parameter.

In general the Holevo bound is only asymptotically achievable \cite{56,58}, requiring a collective measurement over infinitely many copies of the probe state. A collective measurement here means that all copies of the probe state are measured simultaneously. In contrast a separable measurement restricts the probe states to be measured individually. In practice collective measurements are extremely challenging to perform and are not accessible to most experimental teams. Thus it would be useful to have a tighter bound on the minimum achievable error when restricted to separable, single-copy measurements. One such bound for simultaneously estimating two-parameters was introduced by Nagaoka \cite{59}. This bound is at least as tight as the Holevo bound and it can be saturated for probes in a two-dimensional Hilbert space \cite{60}. However, just like the Holevo bound, Nagaoka’s bound is not an explicit bound—it requires a further non-trivial minimisation.

In this work we generalise the Nagaoka bound to estimating more than two parameters, and we call this generalised bound the Nagaoka–Hayashi bound. This bound applies to separable measurements on a finite number of copies of the probe state, unlike the Holevo bound which, as mentioned above, is only asymptotically attainable in general. We further show that the minimisation required in the Nagaoka–Hayashi bound can computed using a semidefinite program. This makes its computation accessible. We illustrate our results with two examples which highlight some of the interesting features of finite copy metrology which are inaccessible with conventional techniques. In both of these examples we are able to find the positive operator valued measure (POVM) which saturates the bound, however whether this is always possible remains an open question.

II. RESULTS

Consider an $n$-parameter family of states $\{S_\theta | \theta \in \Theta \subseteq \mathbb{R}^n \}$ in a finite $d$ dimensional Hilbert space $\mathcal{H}_q$ with $\theta = (\theta_1, \ldots, \theta_n)^T$ denoting the $n$ independent true values that we wish to estimate. Let $\Pi = (\Pi_1, \ldots, \Pi_M)^T$ be a column
vector of $M$ POVM elements, where $\cdot^\top$ denotes partial transpose with respect to the classical subsystem. The quantum operators $\Pi_m$ are not transposed. This means $\Pi_m \geq 0$ and $\sum_m \Pi_m = 1$. Each outcome $m$ assigns an estimated value for $\theta_j$ through the classical estimator function $\hat{\theta}_{jm}$. The standard measure of estimation error when restricted to separable measurements is through the $n$-by-$n$ mean squared error (MSE) matrix $V_\theta(\Pi, \hat{\theta})$ with entries

$$\left[V_\theta(\Pi, \hat{\theta})\right]_{jk} = \sum_m \left(\hat{\theta}_{jm} - \theta_j\right)\left(\hat{\theta}_{km} - \theta_k\right) \text{Tr}[S_\theta \Pi_m]$$

for $j, k = 1, \ldots, n$. (1)

The notation $\text{Tr}[\cdot]$ in serif font is used to represent the trace of an operator in $H_q$, the Hilbert space of the quantum system. For brevity of notation, hereafter we drop the argument and write the MSE matrix as $V_\theta$. We aim to minimise the trace of the MSE matrix under the condition that our estimates are locally unbiased

$$\sum_m \text{Tr}[S_\theta \Pi_m] \hat{\theta}_{jm} = \theta_j \quad \text{and} \quad \sum_m \frac{\partial}{\partial \theta_j} \text{Tr}[S_\theta \Pi_m] \hat{\theta}_{jm} = \delta_{jk}.$$ (2)

The Nagaoka bound for two-parameter estimation gives a lower bound on the trace of the MSE matrix as [59]

$$\text{Tr}[V_\theta] \geq \min_X \left\{ \text{Tr}[S_\theta X_1 X_1 + S_\theta X_2 X_2] + \text{TrAbs} S_\theta [X_1, X_2] \right\} =: c_N,$$ (3)

where the sans-serif font $\text{Tr}[\cdot]$ denotes the trace of a classical matrix in $H_c$, $\text{TrAbs} A$ is the sum of the absolute values of the eigenvalues of the operator $A$, and $X = (X_1, X_2, \ldots, X_n)^\top$ is a vector of Hermitian estimator observables $X_j$ that satisfy the locally unbiased condition at $\theta$

$$\text{Tr}[S_\theta X_j] = \theta_j \quad \text{and} \quad \frac{\partial}{\partial \theta_j} \text{Tr}[S_\theta X_k] = \delta_{jk}.$$ (4)

The Nagaoka bound was conjectured to be a tight bound for $\text{Tr}[V_\theta]$ [60].

**A. Computable multi-parameter bound**

As we shall shortly prove, the Nagaoka bound can be generalised to more than two parameters. This result is stated as the following theorem.

**Theorem 1** (Nagaoka–Hayashi bound). Let $V_\theta$ be the MSE matrix of an unbiased estimate of $\theta$ for a separable measurement on a model $S_\theta$. Then the trace of $V_\theta$ is bounded by

$$\text{Tr}[V_\theta] \geq \min_{L, X} \left\{ \text{Tr}[S_\theta L L] \mid L_{jk} = L_{kj} \text{ Hermitian, } L \geq X X^\top, X_j \text{ Hermitian satisfying (1)} \right\} =: c_{NH},$$ (5)

where $S_\theta = 1_n \otimes S_\theta$ and $L$ is an $n$-by-$n$ matrix of Hermitian operators $L_{jk}$.

We use the symbol $\text{Tr}[\cdot]$ to denote trace over both classical and quantum systems, i.e. over both $H_q$ and $H_c$. We call this bound the Nagaoka–Hayashi bound. However the Nagaoka–Hayashi bound is not an explicit bound. Our
second main result is that this bound, $c_{NH}$ can be computed as a semidefinite program.

B. Related bounds

Before proceeding on the proof and computation of the Nagaoka–Hayashi bound, we digress briefly to mention two related bounds. The first is the Holevo bound which can be written as

$$\text{Tr}[V_{\theta}] \geq \min_{L, X} \{ \text{Tr}[S_{\theta}L] \mid \text{Tr}[S_{\theta}L] \geq \text{Tr}[S_{\theta}XX^\dagger], \; X_j \text{ Hermitian satisfying (4)} \} =: c_H.$$ \hspace{1cm} (6)

As mentioned before, the Holevo bound is a tight bound for collective measurements in the asymptotic limit. Since the conditions in the Nagaoka–Hayashi bound $L_{jk} = L_{kj}$ Hermitian implies $\text{Tr}[S_{\theta}L] \geq \text{Tr}[S_{\theta}XX^\dagger]$ it is clear that the Nagaoka–Hayashi bound is more restrictive and hence is more informative compared to the Holevo bound. In other words $c_{NH} \geq c_H$.

The second related bound concerns estimation of physical observables. In this setting, the operators $X_j$ are given to us as Hermitian observable operators and the task is to estimate the expectation values $\text{Tr}[S_{\theta}X_j] = x_j$. This situation is common, for example in state-tomography. Here, in place of the parameter-MSE matrix (1), we have the operator-MSE matrix

$$\left[ \hat{U}_{\theta}(\hat{x}) \right]_{jk} = \sum_m (\hat{x}_{jm} - x_j) (\hat{x}_{km} - x_k) \text{Tr}[S_{\theta}m], \quad \text{for } j, k = 1, 2, \ldots, n$$ \hspace{1cm} (7)

where we require the classical estimator $\hat{x}$ and POVM $\Pi$ to satisfy

$$\sum_m \hat{x}_{jm} \Pi_m = X_j .$$ \hspace{1cm} (8)

The derivatives of the state $S$ with respect to $\theta$ do not play any role here. A bound on the trace of $\hat{U}_{\theta}$ is given by Hayashi’s bound \cite{Hayashi}

$$\text{Tr}[\hat{U}_{\theta}] \geq \min_{L} \left\{ \text{Tr}[S_{\theta}L] - \sum_j x_j^2 \mid L_{jk} = \mathbb{I}_{kj} \text{ Hermitian, } \mathbb{I} \geq XX^\dagger \right\} =: c_{NH-U} .$$ \hspace{1cm} (9)

As Hayashi’s work is only available in Japanese, we summarise its main results in appendix A. If the given matrices $X$ happen to satisfy the locally unbiasedness condition (4) for $\theta$, then $\hat{U}_{\theta}$ also forms a valid parameter-MSE matrix for those $\theta$. In this case, because of the additional restriction (8), it is clear that $c_{NH-U} \geq c_{NH}$. Also in this setting, Watanabe et al. \cite{Watanabe} derived bounds for estimating two observables when restricted to certain classes of random and noisy measurements. In the case when both the observables and state $S$ are two-dimensional, these bounds are achievable. In fact, when the number of observables $n = 2$, the minimisation over $L$ can be performed analytically.
and $c_{\text{NH-U}}$ takes the explicit form

$$c_{\text{NH-U}} = \text{Tr}[S_\theta X_1 X_1 + S_\theta X_2 X_2] + \text{TrAbs} S_\theta [X_1, X_2] - x_1^2 - x_2^2.$$  \hfill (10)

C. Proof of main results

In this section, we shall prove Theorem 1. To that end, we need to introduce some definitions. We rewrite the elements of the MSE matrix as

$$[V_\theta]_{jk} = \text{Tr} \left[ S_\theta \sum_m \left( \hat{\theta}_{jm} - \theta_j \right) \Pi_m \left( \hat{\theta}_{km} - \theta_k \right) \right],$$ \hfill (11)

where the MSE-matrix operator $L_\theta(\Pi, \hat{\theta})$ is an $n$-by-$n$ matrix with operator elements. We introduce a classical matrix $\xi$ with elements $\xi_{jm} := \hat{\theta}_{jm} - \theta_j$ so that

$$L_\theta = \sum_m \left( \begin{array}{ccc} \xi_{1m} \Pi_m \xi_{1m} & \xi_{1m} \Pi_m \xi_{2m} & \xi_{1m} \Pi_m \xi_{3m} \\ \xi_{2m} \Pi_m \xi_{1m} & \xi_{2m} \Pi_m \xi_{2m} & \xi_{2m} \Pi_m \xi_{3m} \\ \xi_{3m} \Pi_m \xi_{1m} & \xi_{3m} \Pi_m \xi_{2m} & \xi_{3m} \Pi_m \xi_{3m} \end{array} \right),$$ \hfill (12)

$$= \sum_m \left( \begin{array}{c} \xi_{1m} \\ \xi_{2m} \\ \xi_{3m} \end{array} \right) \left( \begin{array}{c} \xi_{1m} \\ \xi_{2m} \\ \xi_{3m} \end{array} \right) \otimes \Pi_m,$$ \hfill (13)

where we have set $n = 3$ to simplify the presentation. The generalisation to arbitrary $n$ is straightforward. With this notation, it is clear that $L_\theta$ is an operator on the extended Hilbert space $H_c \otimes H_q$. To anticipate the proof, it is useful to write $L_\theta$ in the following form

$$L_\theta = \begin{pmatrix} \Xi_{11} & \Xi_{12} & \ldots & \Xi_{1M} \\ \Xi_{21} & \Xi_{22} & \ldots & \Xi_{2M} \\ \Xi_{31} & \Xi_{32} & \ldots & \Xi_{3M} \end{pmatrix} \begin{pmatrix} \Pi_1 & 0 & \ldots & 0 \\ 0 & \Pi_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \Pi_M \end{pmatrix} \begin{pmatrix} \Xi_{11} & \Xi_{21} & \Xi_{31} \\ \Xi_{12} & \Xi_{22} & \Xi_{32} \\ \cdots & \cdots & \cdots \\ \Xi_{1M} & \Xi_{2M} & \Xi_{3M} \end{pmatrix},$$ \hfill (14)

where $M$ is the number of POVM outcomes and $\Xi_{ij} = \xi_{ij} 1$. We can also introduce the following extension to $S_\theta$, $S_\theta = 1 \otimes S_\theta$ so that the expression for the MSE matrix can be written as

$$V_\theta = \text{Tr} [S_\theta L_\theta].$$ \hfill (15)

We are now ready to prove Theorem 1.

**Proof.** Suppose the optimal POVM and unbiased estimator have been found and are given by $\Pi$ and $\hat{\theta}$ which leads...
to the optimal MSE

\[ v^* = \sum_{jm} \xi_{jm}^2 \text{Tr}[S_\theta \Pi_m] = \text{Tr}[S_\theta L_\theta^*]. \]  

(16)

We use asterisk to denote the optimal values and optimal operators. From \( \Pi \) and \( \hat{\theta} \), we can construct the estimator matrices

\[ X_j^* = \sum_m \xi_{jm} \Pi_m, \quad \text{for } j = 1, \ldots, n \]  

(17)

so that

\[
\begin{pmatrix}
X_1^* \\
X_2^* \\
X_3^*
\end{pmatrix}
= 
\begin{pmatrix}
\Pi_1 & \Pi_2 & \cdots & \Pi_M \\
\Pi_2 & \Pi_2 & \cdots & \Pi_M \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Pi_M
\end{pmatrix}
\begin{pmatrix}
\xi_{11} & \xi_{21} & \cdots & \xi_{1M} \\
\xi_{21} & \xi_{22} & \cdots & \xi_{2M} \\
\vdots & \vdots & \ddots & \vdots \\
\xi_{31} & \xi_{32} & \cdots & \xi_{3M}
\end{pmatrix}.
\]  

(18)

Comparing the above with (14) and using the result

\[
\begin{pmatrix}
\Pi_1 & 0 & \cdots & 0 \\
0 & \Pi_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Pi_M
\end{pmatrix} \geq 
\begin{pmatrix}
\Pi_1 \\
\Pi_2 \\
\vdots \\
\Pi_M
\end{pmatrix}
\]  

(19)

which holds because \( \Pi_j \) are positive operators that sums up to 1 (see Proposition II.9.1 of Holevo [52]), we arrive at

\[ L_\theta^* \geq X^* X^{*\top}. \]  

With this, we can bound \( v^* \) as

\[ v^* = \text{Tr}[S_\theta L_\theta^*] \]  

(20)

\[ \geq \min_L \left\{ \text{Tr}[S_\theta L] \mid L_{jk} = L_{kj}, \text{Hermitian}, \ L \geq X^* X^{*\top} \right\} \]  

(21)

\[ \geq \min_{L,X} \left\{ \text{Tr}[S_\theta L] \mid L_{jk} = L_{kj}, \text{Hermitian}, \ L \geq X X^{\top}, \ X_j \text{Hermitian satisfying (4)} \right\} \]  

(22)

\[ = c_{\text{NH}}. \]  

(23)

In the two parameter case, we show in appendix B that \( c_{\text{NH}} \) reduces to the original Nagaoka bound \( c_N \) in (3). More generally we are interested in minimising the weighted sum of the covariances which can be formalised with a positive weight matrix \( W \geq 0 \) and minimising \( \text{Tr}[W V_\theta] \). This problem can be handled by a suitable reparametrisation of the model which is presented in appendix C.

The Nagaoka–Hayashi bound is not an explicit bound as it still requires a minimisation over \( L \) and \( X \). Our next result concerns with the computation of this minimisation. Since \( L - XX^{\top} \) is the Schur’s complement of the identity
operator in \( \begin{pmatrix} L & X \\ X^\top & 1 \end{pmatrix} \), the condition \( L \succeq XX^\top \) is equivalent to \( \begin{pmatrix} L & X \\ X^\top & 1 \end{pmatrix} \succeq 0 \). With this, \( c_{\text{NH}} \) can be written as the semidefinite program

\[
c_{\text{NH}} = \min_{L, X} \text{Tr}[S_{\theta} L],
\]

subject to \( \begin{pmatrix} L & X \\ X^\top & 1 \end{pmatrix} \succeq 0 \) \hspace{1cm} (24)

where \( L_{jk} = L_{kj} \) Hermitian and \( X_j \) Hermitian satisfying the conditions \([4]\) for local unbiasedness. The conversion to a standard semidefinite program is performed in appendix \([4]\). We also show in the same appendix that the worst case computational complexity for solving the SDP to an accuracy \( \epsilon \) is \( O \left( (nd)^{3/2} \log(1/\epsilon) \right) \).

The computation of the Holevo bound \( c_H \) was shown to be a semidefinite program by Albarelli et al. \([53]\). The difference between the Holevo bound and the Nagaoka–Hayashi bound is that in the former, the optimisation is performed directly on the covariance matrix \( V = \text{Tr}[S_{\theta} L] \) while in the latter the optimisation is performed on the operators \( L \). We note that both programs can also be applied to compute the bound on the operator-MSE \( c_{\text{NH-U}} \) \([9]\) with little modification—the only changes needed are to replace the minimisation variables \( X \) with the given observables and ignore the conditions \([4]\).

### III. EXAMPLES

In the following, we demonstrate our results by computing the Holevo and Nagaoka–Hayashi bounds for two illustrative examples—the estimation of orthogonal qubit rotations on the Bloch sphere in a phase damping channel and the simultaneous estimation of phase and loss in an interferometer. In the former we find that the Holevo bound is always smaller than the Nagaoka–Hayashi bound, and in the latter we find that the two bounds are always equal. The minimisation problem was solved with the Yalmip toolbox \([63]\) for Matlab using the Mosek solver \([64]\). Even though the semidefinite program only returns numerical values for \( X \) and \( L \), in some of these examples, the analytical forms for them can be inferred from the numerical solutions. Furthermore, every semidefinite program \([24]\) has a dual program that involves performing a maximisation over the Lagrange multipliers associated with the primal program \([65]\). That the inferred solutions are indeed optimal can then be verified by checking that the values for the primal and dual programs coincide. For both of the examples considered we present the dual solutions in appendix \([4]\).

#### A. Example 1: Estimation of qubit rotations with a two-qubit probe

Our first example concerns estimating the rotation experienced by qubit probes subject to the phase damping channel. This channel has particular relevance for modelling decoherence in trapped ions \([66, 68]\). We consider the maximally entangled two-qubit state \( (|01\rangle + |10\rangle) / \sqrt{2} \) as a probe. The first qubit acts as a signal-probe which passes through a channel imparting three small rotations: \( \theta_x \), \( \theta_y \) and \( \theta_z \) about the \( x \), \( y \) and \( z \) axis of the Bloch sphere. The
rotated probe is then subject to the phase damping channel \( \mathcal{E} \) with a known damping strength \( \epsilon \)

\[
\mathcal{E}[S] = \left(1 - \frac{\epsilon}{2}\right) S + \frac{\epsilon}{2} (\sigma_z \otimes 1) S (\sigma_z \otimes 1).
\]  

(25)

The second idler-qubit is stored in a perfect quantum memory and remains unaffected by the rotation or phase damping. The resulting two-qubit state then has an approximate matrix representation in the computational basis as

\[
S_\theta = \frac{1}{4} \begin{pmatrix}
0 & -i\theta_x - \theta_y & (1 - \epsilon)(-i\theta_x - \theta_y) & 0 \\
i\theta_x - \theta_y & 2 & 2(1 - \epsilon)(1 - i\theta_z) & (1 - \epsilon)(i\theta_x + \theta_y) \\
(1 - \epsilon)(i\theta_x - \theta_y) & 2(1 - \epsilon)(1 + i\theta_z) & 2 & i\theta_x + \theta_y \\
0 & (1 - \epsilon)(-i\theta_x + \theta_y) & -i\theta_x + \theta_y & 0
\end{pmatrix},
\]  

(26)

which is valid to the first order in \( \theta \). The partial derivatives of \( S_\theta \) with respect to \( \theta \) evaluated at \( \theta = 0 \) are

\[
\frac{\partial S_\theta}{\partial \theta_x} = \frac{1}{4} \begin{pmatrix}
0 & -i & -i(1 - \epsilon) & 0 \\
i & 0 & 0 & i(1 - \epsilon) \\
i(1 - \epsilon) & 0 & 0 & i \\
0 & -i(1 - \epsilon) & -i & 0
\end{pmatrix},
\]  

(27)

\[
\frac{\partial S_\theta}{\partial \theta_y} = \frac{1}{4} \begin{pmatrix}
0 & -1 & -(1 - \epsilon) & 0 \\
-1 & 0 & 0 & (1 - \epsilon) \\
-(1 - \epsilon) & 0 & 0 & 1 \\
0 & (1 - \epsilon) & 1 & 0
\end{pmatrix}
\]  

and

\[
\frac{\partial S_\theta}{\partial \theta_z} = \frac{1}{2} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & -i(1 - \epsilon) & 0 \\
i(1 - \epsilon) & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

1. **Single parameter estimation**

Let’s start with the simple case when \( \theta_y = \theta_z = 0 \) and we are only estimating the single parameter \( \theta_x \). In a single parameter estimation problem, the Holevo bound coincides with the Nagaoka–Hayashi bound and can always be saturated by a separable measurement. In this case, the two bounds can be achieved by the estimator operator

\[
X_x = \begin{pmatrix}
0 & -i & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & 0 & i \\
0 & 0 & -i & 0
\end{pmatrix}.
\]  

(28)
which gives $c_{H,1} = c_{NH,1} = 1$, independent of $\epsilon$. The optimal measurement that saturates this bound is a projective measurement on the four orthogonal eigenvectors of $X_x$

$$
\Pi_1 = \frac{1}{2} \begin{pmatrix} 1 & \mp i & 0 & 0 \\ \pm i & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \Pi_2 = \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & \mp i \\ 0 & 0 & \pm i & 1 \end{pmatrix}
$$

(29)

This together with the estimation coefficients $\xi = (1, -1, -1, 1)$ gives an estimation variance of $v_x = 1$. The phase damping channel has no effect on the estimation precision.

2. Two parameter estimation

Next, for estimating the two parameters $\theta_x$ and $\theta_y$ when $\theta_z = 0$, the Holevo and Nagaoka bounds no longer coincide. The optimal matrices that achieve the minimum in the Holevo bound are found to be

$$
X_x = \begin{pmatrix} 0 & -i & 0 & 0 \\ i & 0 & 0 & 0 \\ 0 & 0 & 0 & i \\ 0 & 0 & -i & 0 \end{pmatrix}, \quad X_y = \begin{pmatrix} 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}
$$

(30)

which gives $c_{H,2} = 2$. This means that there exists a sequence of collective measurements that can saturate a variance of $v_x = v_y = 1$ in the asymptotic limit.

Unlike the single parameter case, the optimal $X_x$ and $X_y$ operators for the Nagaoka bound are different from those which optimise the Holevo bound. For the Nagaoka bound the optimal matrices are

$$
X_x = \frac{1}{2 - \epsilon} \begin{pmatrix} 0 & -i & -i & 0 \\ i & 0 & 0 & i \\ i & 0 & 0 & i \\ 0 & -i & -i & 0 \end{pmatrix}, \quad X_y = \frac{1}{2 - \epsilon} \begin{pmatrix} 0 & -1 & -1 & 0 \\ -1 & 0 & 0 & 1 \\ -1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \end{pmatrix}
$$

(31)

which gives $c_{NH,2} = 4/(2 - \epsilon)$. Since there is a gap between the Holevo and Nagaoka bounds, a separable measurement cannot saturate the Holevo bound—a collective measurement is required. We show in appendix E that the Nagaoka bound is saturated by a family of five-outcome POVMs which gives $v_x = v_y = 2/(2 - \epsilon)$. This means that when restricted to separable measurements, this is the smallest pair of variances possible.
FIG. 1. Holevo bounds (solid lines) and Nagaoka–Hayashi bounds (dashed lines) in terms of average preciseness for estimating two (blue) and three (red) orthogonal rotation parameters simultaneously using a maximally entangled two-qubit probe under the action of the phase damping channel. The Nagaoka–Hayashi bounds can be achieved by a separable measurement on a single probe, while the Holevo bound requires a collective measurement on possibly infinite number of copies. The shaded area shows the gap between the two bounds. For estimating a single parameter, the Holevo and Nagaoka–Hayashi bounds coincide and are equal to the two parameter Holevo bound.

3. Three parameter estimation

Finally for estimating all three angles \( \theta_x, \theta_y \) and \( \theta_z \) simultaneously we find the Holevo and Nagaoka–Hayashi bounds are

\[
c_{H,3} = 2 + \frac{1}{(1 - \epsilon)^2} \quad \text{and} \quad c_{NH,3} = \frac{4}{2 - \epsilon} + \frac{1}{(1 - \epsilon)^2}.
\]

(32)

Just like the two parameter case, the gap between the two bounds implies that a collective measurement is required to saturate the Holevo bound. These bounds are achieved by the same estimator operators (30) for the Holevo bound and (31) for the Nagaoka–Hayashi bound with the additional

\[
X_z = \frac{1}{1 - \epsilon} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -i & 0 \\ 0 & i & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\]

(33)

We write down an explicit POVM that can approach \( c_{NH,3} \) with \( v_x = v_y = 2/(2 - \epsilon) \) and \( v_z \to 1/(1 - \epsilon)^2 \) in appendix E showing that this bound is tight.

In order to quantify the estimation accuracy, we define the average preciseness for simultaneous estimation of \( n \) parameters with \( n/(v_1 + \cdots + v_n) \) as a figure of merit on how good the estimators perform. By construction, a large average preciseness implies that all \( n \) parameters can be determined accurately. We plot this quantity in Fig. 1 for all three estimation cases. We also note that in the two and three parameter examples, it is easy to check that the SLD Fisher information matrix is diagonal. Furthermore the model is asymptotically classical and the Holevo bound
FIG. 2. Estimating two (a) and three (b) parameters with collective measurements on finite copies of the probe state. Both figures show how the gap between the Holevo and Nagaoka–Hayashi bounds shrinks as the number of copies of the probe state increases. The Nagaoka–Hayashi bounds are rescaled by the number of copies of the probe state to account for the resources used.

coincides with the SLD bound \[21, 69\].

4. The Nagaoka–Hayashi bound for multiple copies of the probe state

We now demonstrate the usefulness of the Nagaoka–Hayashi bound and the associated SDP by examining the precision limits when we perform collective measurements on finite copies of the probe state. We denote the Nagaoka–Hayashi bound for \(N\) copies of the same probe as \(c_{NH}(\rho \otimes N)\). For a large number of copies of the probe state we expect the Nagaoka–Hayashi bound to tend to the Holevo bound, \(\lim_{N \to \infty} N c_{NH}(\rho \otimes N) = c_H\). For any finite \(N\), we know that \(N c_{NH}(\rho \otimes N) \geq c_H\) which follows from \(N c_H(\rho \otimes N) = c_H\). Fig. 2 shows how the gap between the two bounds shrinks for an increasing number of copies of the probe state. We consider up to three copies of the probe state. Without the Nagaoka–Hayashi bound a brute force search for the optimal measurement strategy for three copies would require optimising an \(M\) outcome POVM, where each outcome is a 64-by-64 matrix. Thus the Nagaoka–Hayashi bound and the associated SDP offer an efficient way to investigate the asymptotic attainability of the Holevo bound. It provides a tool to address how fast optimal estimators on finite copies converge to the asymptotic bound.

5. Discussion of qubit rotation example

This example demonstrates several interesting features of finite copy metrology. First we are able to definitively show that there exists a gap between the attainable precision with collective and separable measurements. Without a separable measurement bound such a claim is not possible as any gap between a numerically optimal POVM and the Holevo bound may be a result of a deficiency in the numerical search as opposed to a physically meaningful gap. Secondly as we are able to find a POVM which coincides with the Nagaoka–Hayashi bound, we are able to say with certainty that this POVM is optimal. Finally we are able to investigate the attainability of the Holevo bound. While
FIG. 3. Schematic for optimal estimation of the phase shift $\phi$ and interferometer transmissivity $\eta$ using a two mode state $|\psi_{\text{in}}\rangle$ having definite photon number $N$. The measurement can be performed in two stages. The first stage (green block) involves performing a projective measurement over the photon-number subspace to determine the number of photons lost, $l$. The outcome of this measurement is then used to select a three-outcome POVM $\{\Pi^{(l)}\}$ for the second stage (black box). This measurement strategy saturates not only the Nagaoka bound, but also the Holevo bound.

it is known that the Holevo bound is asymptotically attainable, it is not known how many copies of the probe state are required to get close to the Holevo bound. As mentioned above to investigate this numerically with a POVM search is computationally very expensive. The SDP presented circumvents this and allows us to investigate the attainability of the Holevo bound in a numerically efficient manner.

B. Example 2: Phase and transmissivity estimation in interferometry

In our next example, we consider the problem of estimation of phase change $\phi$ and transmissivity $\eta$ in one arm of an interferometer as shown in Fig. 3. Following Crowley et al. [33], we consider initial pure states with a definite photon number $N$ across the two modes $|\psi_{\text{in}}\rangle = \sum_{k=0}^{N} |k, N - k\rangle a_k$, where $|N, M\rangle$ represents a state with $N$ photons in the first mode and $M$ photons in the second mode. One family of states with a fixed photon number is the Holland–Burnett states which are obtained by interfering two Fock states with an equal number of photons on a balanced beam splitter. These states lead to a phase estimation precision better than an interferometer driven by a coherent light source with the same number of photons [70]. The Holevo bound for the Holland–Burnett state was computed by Albarelli et al. [53] for up to $N = 14$. In general, the Holevo bound requires a collective measurement on several probes to be saturated. But for some values of $N$ and $\eta$, the Holevo bound can be saturated by a separable measurement, $\Pi^{(\phi)}$ that optimally measures the phase [53].

We compute the Nagaoka bound for these states for different values of $\eta$ with $\phi = 0$ for $N$ up to 14 using our SDP. We find that the Nagaoka and Holevo bounds always coincide (up to numerical noise). This is to be expected when $\Pi^{(\phi)}$ saturates the Holevo bound, but is not so obvious when it does not. The fact that there is no gap between the Holevo and Nagaoka bound implies one of two possibilities: either (i) the Nagaoka bound is not tight or (ii) separable measurements are always optimal for simultaneous estimation of $\phi$ and $\eta$, in other words, collective measurements cannot do better. In the following, we show that the second statement is true.
1. Measurement saturating the Nagaoka bound

The initial pure state $|\psi_{in}\rangle = \sum_{k=0}^{N-k} |k, N-k\rangle a_k$ transforms in the lossy interferometer channel to the following state $S_{\phi,\eta} = \bigoplus_{l=0}^{N} \left| \psi_l \right\rangle p_l \langle \psi_l \right|$, where each term in the direct sum

$$|\psi_l\rangle = \frac{\sum_{k=l}^{N-k} |k-l, N-k\rangle a_k e^{ik\phi} \sqrt{b_{kl}}}{p_l}$$

represents a state with $l$ lost photons. The state $S_{\phi,\eta}$ is a mixed state with rank $N+1$. Here $b_{kl} = \binom{k}{l} \eta^{k-l} (1-\eta)^l$ are the beam-splitter coefficients and $p_l$ represents the probability of losing $l$ photons. The partial derivatives of $S_{\phi,\eta}$ share the same direct sum structure

$$\frac{\partial S_{\phi,\eta}}{\partial \phi} = \bigoplus_{l=0}^{N} \left( |\partial_\phi \psi_l\rangle p_l \langle \psi_l | + |\psi_l\rangle p_l \langle \partial_\phi \psi_l | \right) ,$$

$$\frac{\partial S_{\phi,\eta}}{\partial \eta} = \bigoplus_{l=0}^{N} \left( |\psi_l\rangle \frac{\partial p_l}{\partial \eta} \langle \psi_l | + |\partial_\eta \psi_l \rangle p_l \langle \psi_l | + |\psi_l\rangle p_l \langle \partial_\eta \psi_l | \right) ,$$

with each block having at most rank 2. Thus what we have is a direct sum of pure state models, and for such a model, we have a separable measurement with a direct sum structure that can achieve the Holevo bound. Each block can be measured separately but we cannot minimise $v_\eta + v_\phi$ separately in each block. This is because how much weight we attach to $\eta$ or $\phi$ in one block will depend on how much information about them that we can get from the other blocks. But regardless of the weights, each $l \neq N$ block requires at most a 3 outcome POVM to saturate the Holevo bound, so the total number of POVM outcomes needed is at most $3N+1$. The extra 1 comes from the $l = N$ block where all photons are lost. An analytic POVM that saturates the Holevo bound for the $N = 1$ case is given in appendix F. The dual solution to the Nagaoka–Hayashi bound is presented in appendix G.

2. Discussion of optical interferometry example

This problem demonstrates a very different but equally insightful feature of finite copy metrology compared to the qubit rotation problem. The simultaneous estimation of phase and loss has been very well studied in the literature, however until now the fact that separable measurements are sufficient to reach the ultimate attainable precision had remained unknown. This insight was only possible with our SDP, which allowed the Nagaoka–Hayashi and Holevo bounds to be compared for large $N$. We plot the numerically calculated Nagaoka–Hayashi and Holevo bounds for different $N$ and $\eta$ in Fig. 4. The fact that collective measurements are not required to reach the Holevo bound in this example may be important from a fundamental viewpoint.
FIG. 4. The Holevo and Nagaoka–Hayashi bounds per unit photon for estimating phase change \( \phi \) and transmissivity \( \eta \) using the Holland–Burnett states. The numerical results shows that the two bounds coincide for \( N \) up to and including 14 for any value of \( \eta \). We show in the main text that there exists a separable measurement that reaches the ultimate attainable precisions in this example. In this case, a collective POVM cannot perform better than a separable POVM. Different shades correspond to different \( \eta \) values, with darker colours corresponding to larger \( \eta \). Results are shown for \( \eta = 0.01, 0.25, 0.5, 0.75 \) and 0.99.

IV. DISCUSSION

We have presented the Nagaoka–Hayashi bound for the simultaneous estimation of multiple parameters when restricted to separable measurements. This ensures it is always a tighter bound than the Holevo bound. A gap between the two bounds would imply that the Holevo bound cannot be achieved with a separable measurement and a collective measurement is needed to saturate it. Additionally we have shown that the Nagaoka–Hayashi bound can be formulated as a semidefinite program, allowing it to be solved efficiently. We have demonstrated our results with two examples. These examples illustrate how our results can be used to recognise when a collective measurement is essential and when it is not. Our results can be applied to many other problems in multi-parameter quantum metrology and will help quantify the maximal advantage collective measurements have to offer. In some cases, a separable measurement is already optimal, simplifying any experimental realisation.

In the first example, we have assumed that the damping strength \( \epsilon \) is known. However in a practical setting, it would be more realistic to consider \( \epsilon \) as a nuisance parameter, an unknown parameter that we are not interested in which nevertheless may hinder our measurement precision \( \epsilon = 25, 42, 71 \). The quantum Cramér–Rao bound in the presence of nuisance parameters can be computed utilising a low-rank weight matrix \( 25, 71 \). As we show in appendix \( C \) our SDP formalism can be immediately applied to such cases. An interesting extension to this work would be to investigate examples which incorporate nuisance parameters.
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Appendix A: Summary of Hayashi’s results from Ref. [61]

We summarise Hayashi’s result [61] which was published in the proceedings of a domestic workshop in the Research Institute for Mathematical Sciences (RIMS) at Kyoto University in Japanese for the reader’s convenience. Let $\mathcal{H}_q$ be a finite $d$-dimensional Hilbert space and consider a set of observables (Hermitian matrices) $X = (X_1, X_2, ..., X_n)^T$ on it. We say that a POVM $\Pi = \{\Pi_m\}$ is a simultaneous measurement of the given observables $X$, if

$$X_j = \sum_m \hat{x}_{jm} \Pi_m,$$  \hspace{1cm} (A1)
holds for all \( j \). In general, a projection measurement does not exist unless the \( X_j \) commute with each other, but a POVM \( \Pi \) exists. Given a state \( S \) on \( \mathcal{H}_q \), we define the expectation value of \( X_j \) by

\[
x_j := \text{Tr}[SX_j] = \sum_m \hat{x}_{jm} \text{Tr}[S\Pi_m]. \tag{A2}
\]

We define the covariance matrix by

\[
[\hat{\text{U}}(\Pi, \hat{x})]_{jk} = \sum_m (\hat{x}_{jm} - x_j)(\hat{x}_{km} - x_k)\text{Tr}[S\Pi_m] = \sum_m \hat{x}_{jm}\hat{x}_{km}\text{Tr}[S\Pi_m] - x_jx_k \tag{A3}
\]

\[
= [U(\Pi, \hat{x})]_{jk} - x_jx_k. \tag{A5}
\]

We are interested in minimizing the sum of the diagonal elements of \( \hat{\text{U}}(\Pi, \hat{x}) \). As the second term is constant this is equivalent to minimising \( \text{Tr}[U] \). Indeed the second term can be ignored for all practical purposes. We define the precision limit as

\[
C = \inf_{\Pi} \left\{ \text{Tr}[U] - \sum_j x_j^2 \mid \Pi : \text{simultaneous measurement of } X \right\}. \tag{A6}
\]

Note here that \( C \) depends on the given state \( S \) and the set of observables \( X \). Hayashi derived the following two bounds for \( C \).

**Theorem A.1** (Hayashi). The following are lower bounds for \( C \) and further that \( C \geq C_1 \geq C_2 \) holds.

\[
C_1 = \inf_U \left\{ \text{Tr}[U] - \sum_j x_j^2 \mid U_{jk} = U_{kj} \text{ Hermitian, } U \geq \sqrt{S}XX^\dagger\sqrt{S} \right\}, \tag{A7}
\]

\[
C_2 = \inf_U \left\{ \text{Tr}[U] - \sum_j x_j^2 \mid U \text{ Hermitian, } U \geq \text{Tr}[\sqrt{S}XX^\dagger\sqrt{S}] \right\}, \tag{A8}
\]

where \( S = 1 \otimes S \) and \( U \) are complex matrices on the extended Hilbert space \( \mathcal{H}_c \otimes \mathcal{H}_q \).

Hayashi’s first bound \( C_1 \) is considered as the generalisation of the Nagaoka bound for simultaneous measurement of non-commuting observables \[59\]. Using the linear programming approach, Hayashi further derived the following alternative forms for \( C_1 \) and \( C_2 \)

\[
C_1 = \text{Tr}\left[\text{Sym}_+\left(\sqrt{S}XX^\dagger\sqrt{S}\right)\right] + \inf_{\text{Tr}[\mathcal{V}]} \left\{ \text{Tr}[\mathcal{V}] \mid \mathcal{V} \geq 0, \text{Sym}_-\left(\mathcal{V}\right) = -\text{Sym}_-\left(\sqrt{S}XX^\dagger\sqrt{S}\right) \right\} - \sum_j x_j^2, \tag{A9}
\]

\[
C_2 = \text{Tr}\left[\text{Sym}_+\left(\sqrt{S}XX^\dagger\sqrt{S}\right)\right] + \text{TrAbs}[\text{Tr}\left[\text{Sym}_-\left(\sqrt{S}XX^\dagger\sqrt{S}\right)\right]] - \sum_j x_j^2, \tag{A10}
\]

where \( \text{Sym}_\pm(A) = \frac{1}{2}(A \pm A^\dagger) \) is the symmetrised (anti-symmetrized) matrix of \( A \) on \( \mathcal{H}_c \otimes \mathcal{H}_q \) with respect to the
classical index.

Finding the fundamental limit \( C \) is still an open problem. For two observables, Nagaoka conjectured that the bound \( C_1 \) is tight [60]. In other words, \( C = C_1 \).

Appendix B: Nagaoka bound for two parameter estimation

The Nagaoka bound for the two parameter estimation case is [59]

\[
c_N = \min_X \left\{ \text{Tr}[S_0 X_1 X_1 + S_0 X_2 X_2] + \text{TrAbs} S_0 [X_1, X_2] \right\}
\]  

with \( X_j \) Hermitian satisfying (4) in the main text. In this appendix we show that in the two-parameter case, the Nagaoka–Hayashi bound, (5) in the main text, coincides with the original Nagaoka bound. When \( n = 2 \), the Nagaoka–Hayashi bound is

\[
c_{NH} = \min_{L, X} \left\{ \text{Tr}[S_0 L] \left| \begin{pmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{pmatrix} \right| \begin{pmatrix} X_1 X_1 & \frac{1}{2} [X_1, X_2] \\ \frac{1}{2} [X_2, X_1] & X_2 X_2 \end{pmatrix} \right| \begin{pmatrix} 0 & \frac{1}{2} [X_1, X_2] \\ \frac{1}{2} [X_2, X_1] & 0 \end{pmatrix} \right\},
\]  

(B2)

with \( L_{jk} \) Hermitian and \( X_j \) Hermitian satisfying (4) in the main text. We can write the condition in (B2) as

\[
\begin{pmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{pmatrix} - \begin{pmatrix} X_1 X_1 & \frac{1}{2} [X_1, X_2] \\ \frac{1}{2} [X_2, X_1] & X_2 X_2 \end{pmatrix} \geq \begin{pmatrix} 0 & \frac{1}{2} [X_1, X_2] \\ \frac{1}{2} [X_2, X_1] & 0 \end{pmatrix}.
\]  

(B3)

Recognising that \([X_1, X_2]/2\) is an antihermitian matrix which we label as \( iH \), we can rewrite the condition as

\[
\begin{pmatrix} L'_{11} & L'_{12} - iH \\ L'_{12} + iH & L'_{22} \end{pmatrix} \geq 0,
\]  

(B4)

where \( L' \) denotes the matrix on the left hand side of (B3). In order for this matrix to be positive we require [72]

\[
||L'_{11} + L'_{22}|| \geq ||2iH||,
\]  

(B5)

for any unitarily invariant norm. This inequality can be saturated by the choice

\[
L' = \begin{pmatrix} |H| & 0 \\ 0 & |H| \end{pmatrix},
\]  

(B6)

where \( |H| = \sqrt{H^2} \). The following corollary ensures (B4) is satisfied.

**Corollary B.1.** Let \( A \) be any matrix. Then the matrix \( \begin{pmatrix} |A| & A^\dagger \\ A & |A| \end{pmatrix} \) is positive.
The matrix $L'$ can be chosen in this way by optimising over the matrix $L$ so that

$$
\begin{pmatrix}
L_{11} & L_{12} \\
L_{12} & L_{22}
\end{pmatrix} - \begin{pmatrix}
X_1 X_1 & \frac{1}{2} \{X_1, X_2\} \\
\frac{1}{2} \{X_2, X_1\} & X_2 X_2
\end{pmatrix} = L',
$$

(B7)

hence

$$
\min_L \left\| \begin{pmatrix}
L_{11} & L_{12} \\
L_{12} & L_{22}
\end{pmatrix} - \begin{pmatrix}
X_1 X_1 & \frac{1}{2} \{X_1, X_2\} \\
\frac{1}{2} \{X_2, X_1\} & X_2 X_2
\end{pmatrix} \right\| = \left\| \begin{pmatrix}
0 & \frac{1}{2} [X_1, X_2] \\
\frac{1}{2} [X_2, X_1] & 0
\end{pmatrix} \right\|.
$$

(B8)

We let this norm be $\text{TrAbs}$, which is equal to the trace for the left hand side of this equation and so the condition becomes

$$
\min \text{Tr}[L_{11} + L_{22} - X_1 X_1 - X_2 X_2] = \text{TrAbs} 2i H.
$$

(B9)

Rearranging and including $S_\theta$ we arrive at

$$
c_{NH} = \min_{L,X} \text{Tr}[S_\theta(L_{11} + L_{22})] = \min_X \text{Tr}[S_\theta(X_1 X_1 + X_2 X_2)] + \text{TrAbs} S_\theta [X_1, X_2] = c_N.
$$

(B10)

We now present an alternative method of proving the equivalence between the two bounds for the benefit of the interested reader. We define a complex weight matrix on the extended Hilbert space, whose real part is the identity for simplicity.

$$
W = W \otimes I = \begin{pmatrix}
I & -iwI \\
-wI & I
\end{pmatrix}.
$$

(B11)

From positivity of $W$, the parameter $w$ takes values in $[-1,1]$. By partial tracing over the parameter space after multiplying $\sqrt{W}$ from both sides, Eq. B3 implies

$$
\text{Tr}[\sqrt{W} L \sqrt{W}] \geq \text{Tr}[\sqrt{W} X X^T \sqrt{W}] \iff L_{11} + L_{22} \geq X_1^2 + X_2^2 + iw [X_1, X_2].
$$

(B12)

Since $w$ is arbitrary real in $[-1,1]$, we obtain

$$
L_{11} + L_{22} - (X_1^2 + X_2^2) \geq \pm i [X_1, X_2].
$$

(B13)

We then use the following well-known Lemma (see for example Lemma 6.6.1 of Holevo [52]).

**Lemma B.2.** For a given Hermitian matrix $Z$, suppose $Y$ obeys inequalities $Y \geq \pm Z$. Then, the minimum of the
trace of $Y$ is given by

$$\min_Y \{ \text{Tr}[Y] \mid Y \text{ Hermitian, } Y \geq \pm Z \} = \text{TrAbs}[Z].$$

This gives the bound

$$\text{Tr}[S_\theta(L_{11} + L_{22})] - \text{Tr}[S_\theta(X_1^2 + X_2^2)] \geq \text{TrAbs} \sqrt{S_\theta}[X_1, X_2] \sqrt{S_\theta} \quad (B14)$$

$$\iff \text{Tr}[S_\theta(L_{11} + L_{22})] \geq \text{Tr}[S_\theta(X_1^2 + X_2^2)] + \text{TrAbs} \sqrt{S_\theta}[X_1, X_2] \sqrt{S_\theta} \quad (B15)$$

As before the left hand side of Eq. (B14) can be chosen so that the two sides are equal. Thus, $\min \text{Tr}[S_\theta L]$ under the constraints is given by

$$\min_X \text{Tr}[S_\theta(X_1^2 + X_2^2)] + \text{Tr} \left| \sqrt{S_\theta}[X_1, X_2] \sqrt{S_\theta} \right|. \quad (B16)$$

Note that this method works for more general weight matrices.

**Appendix C: Generalisation to arbitrary weight matrix**

We present a generalisation of our main results to an arbitrary weight matrix $W \geq 0$. In the case where the weight matrix $W > 0$ is full rank, it can be set to the identity after a suitable reparametrisation for the model (see for example, Sec. V of Fujiwara and Nagaoka [73]). Since we are only interested in local bound, this reparametrisation does not matter. Specifically, we can reparametrise the model as $\varphi_j = \sum_k H_{jk} \theta_k$ where $H = \sqrt{W}$ is a real and regular matrix. Estimating the new parameters $\varphi$ is equivalent to estimating the original parameters $\theta$ with a weight matrix $W$.

When $W$ is not full rank, a bit more care is required in reparametrisating the model because it might be possible that some of the new parameters $\varphi_j$ are exactly zero or that two of the $\varphi_j$’s might be identical. This situation is common when studying parameter estimation in the presence of nuisance parameters [25, 42, 71]. Nonetheless, it is still easy to incorporate the weight matrix $W$ into our original framework. We now wish to minimise $\text{Tr}[WV_\theta]$ instead of $\text{Tr}[V_\theta]$. Recalling that the MSE matrix can be written as $V_\theta = \text{Tr}[S_\theta L_\theta]$, this is handled by noting the following

$$WV_\theta = W \text{Tr}[S_\theta L_\theta] \quad (C1)$$

$$= \text{Tr}[(W \otimes 1) S_\theta L_\theta] \quad (C2)$$

$$= \text{Tr}[S'_\theta L_\theta], \quad (C3)$$

where $S'_\theta = (W \otimes 1) S_\theta = W \otimes S_\theta$ is a positive semidefinite matrix. Thus, by changing from $S_\theta$ to $S'_\theta$, nothing about the problem changes and it can be solved using the same SDP as in the main text.
Appendix D: Conversion to standard SDP and complexity discussions

Here we show that the program

\[
c_{NH} = \min_{L,X} \text{Tr}[S_\theta L],
\]

subject to

\[
\begin{pmatrix}
L & X \\
X^\top & 1
\end{pmatrix} \succeq 0
\]

with \(L_{jk} = L_{kj}\) Hermitian and \(X_j\) Hermitian satisfying (4) in the main text can be converted to the standard SDP program

\[
c_{NH} = \min_{Y \succeq 0} \text{Tr}[F_0 Y]
\]

subject to

\[
\text{Tr}[F_k Y] = c_k, \quad \text{for } k = 1, \ldots, m,
\]

where \(Y\) is a positive-semidefinite Hermitian matrix of size \(nd + d\) having the form \(Y = \begin{pmatrix} L & X \\ X^\top & 1 \end{pmatrix}\), \(d\) is the dimension of \(\mathcal{H}_q\) and \(m\) is the total number of constraints on \(Y\). The objective function to be minimised is handled with

\[
F_0 = \begin{pmatrix}
S_\theta & 0 \\
0 & 0
\end{pmatrix}.
\]

There are five groups of constraints on \(Y\) that have to be implemented through \(F_k\) and \(c_k\). Denoting \(S_j = \frac{\partial S_\theta}{\partial \theta_j}\), the constraints are:

1. \(\text{Tr}[S_\theta X_j] = \theta_j\).

2. \(\text{Tr}[S_j X_k] = \delta_{jk}\).

3. \(X_j\) Hermitian.

4. \(L_{jk} = L_{kj}\) Hermitian.

5. The lower \(n\)-by-\(n\) block of \(Y\) equals the identity operator.
In the following, we set \( n = 3 \) to simplify the notations. The group 1 constraints are achieved with the \( n \) matrices and constants

\[
F_1^{(1)} = \begin{pmatrix} 0 & 0 \\ S_\theta & 0 \\ 0 & 0 \end{pmatrix}, \quad c_1^{(1)} = 2\theta_1, \\
F_2^{(1)} = \begin{pmatrix} 0 & 0 \\ 0 & S_\theta \\ 0 & 0 \end{pmatrix}, \quad c_2^{(1)} = 2\theta_2, \\
F_3^{(1)} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ 0 & S_\theta \end{pmatrix}, \quad c_3^{(1)} = 2\theta_3.
\]

The group 2 constraints are achieved with the \( n \times n \) matrices and constants

\[
F_{1j}^{(2)} = \begin{pmatrix} 0 & 0 \\ S_j & 0 \\ 0 & 0 \end{pmatrix}, \quad c_{1j}^{(2)} = 2\delta_{1j}, \\
F_{2j}^{(2)} = \begin{pmatrix} 0 & 0 \\ 0 & S_j \\ 0 & 0 \end{pmatrix}, \quad c_{2j}^{(2)} = 2\delta_{2j}, \\
F_{3j}^{(2)} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ 0 & S_j \end{pmatrix}, \quad c_{3j}^{(2)} = 2\delta_{3j},
\]

for \( j = 1, \ldots, n \). To implement the rest of the constraints, we introduce \( d^2 \) Hermitian basis-operators \( B_j \) for \( \mathcal{L}(\mathcal{H}_q) \) where \( \mathcal{L}(\mathcal{H}_q) \) denote the space of Hermitian operators in \( \mathcal{H}_q \), \( \text{Tr}[B_j B_k] = \delta_{jk} \) and \( B_1 \) proportional to the identity \([74–76]\). If \( S_\theta \) is not full rank, the number of basis operators can be reduced by \( (d - r)^2 \) where \( r \) is the rank of \( S_\theta \) by restricting \( B_j \) to the quotient space \( \mathcal{L}(\mathcal{H}_q)/\mathcal{L}(\ker(S_\theta)) \). See for example the discussions in \([52\text{ Sec. 2.10}] \) or \([53\text{]. The}
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The worst-case time complexity for solving the SDP (D1) or (D2) to a desired accuracy $\epsilon$ is $O(\sqrt{N \log (1/\epsilon)})$ where
$N = (n+1)d$ is the size of the matrix $\mathbf{F}_0$. However in our simulations, we observed that the time complexity is independent of $N$. This is consistent with reports in the literature that in practice, the SDP algorithms perform much better than its worst-case bound \cite{77}. Each time step requires solving a system of linear equations with a computational complexity of $O(N^3)$. Therefore, the overall worst-case computational complexity is $O\left(\frac{N^3}{2}\log(1/\epsilon)\right)$.

**Appendix E: Estimation of qubit rotations under phase damping channel with a two-qubit probe—analytic POVM saturating the Nagaoka–Hayashi bound**

We now present an analytic measurement strategy that saturates the Nagaoka–Hayashi bound for the qubit rotation estimation problem. We first define the four sub-normalised projectors

\[
\begin{array}{c}
|\phi_1\rangle = \frac{1}{2} \begin{pmatrix} 1 \\
\pm a \\
\pm ai \\
1 \end{pmatrix} \quad \text{and} \quad |\phi_2\rangle = \frac{1}{2} \begin{pmatrix} 1 \\
\mp b \\
\mp b \\
1 \end{pmatrix}
\end{array}
\]

(E1)

where $a$ and $b$ are two non-zero real parameters satisfying $a^2 + b^2 \leq 1$. An optimal strategy that saturates the Nagaoka bound for estimating $\theta_x$ and $\theta_y$ consists of measuring the five-outcome POVM with $\Pi_j = |\phi_j\rangle \langle \phi_j|$ for $j = 1, 2, 3, 4$ and $\Pi_5 = 1 - (\Pi_1 + \Pi_2 + \Pi_3 + \Pi_4)$. The probability for each POVM outcome is

\[
\begin{aligned}
p_1 &= \frac{1}{4} a(2-\epsilon)(a \pm \theta_x), \\
p_2 &= \frac{1}{4} b(2-\epsilon)(b \pm \theta_y), \\
p_3 &= \frac{1}{4} b(2-\epsilon)(b \pm \theta_y), \\
p_4 &= 1 - \frac{1}{2}(2-\epsilon)(a^2 + b^2).
\end{aligned}
\]

(E2)

We can use this to construct unbiased estimators for $\theta_x$ and $\theta_y$ with

\[
\xi_{x,1} = -\xi_{x,2} = \frac{2}{(2-\epsilon)a}, \quad \xi_{x,3} = \xi_{x,4} = \xi_{x,5} = 0,
\]

\[
\xi_{y,3} = -\xi_{y,4} = \frac{2}{(2-\epsilon)b}, \quad \xi_{y,1} = \xi_{y,2} = \xi_{y,5} = 0.
\]

(E3)

In this construction, the fifth outcome $\Pi_5$ does not give any additional information about $\theta_x$ or $\theta_y$. Nonetheless, it is still necessary to be included so that the POVM outcomes sum up to 1. For a finite sample, to have a better estimate of $\theta_x$ and $\theta_y$, it is thus beneficial to have both $a$ and $b$ large so the outcomes $\Pi_1$ to $\Pi_4$ occur more often. However, in
the asymptotic limit, the variances in our estimate of \( \theta_x \) and \( \theta_y \) are

\[
v_x = \xi_{x,1}^2 p_1 + \xi_{x,2}^2 p_2 = \frac{4(p_1 + p_2)}{(2 - \epsilon)^2 a^2} = \frac{2}{2 - \epsilon},
\]

\[
v_y = \xi_{y,3}^2 p_3 + \xi_{y,4}^2 p_4 = \frac{4(p_3 + p_4)}{(2 - \epsilon)^2 b^2} = \frac{2}{2 - \epsilon}
\]

(E4)

which do not depend on \( a \) or \( b \). The sum \( v_x + v_y = 4/(2 - \epsilon) \) saturates the Nagaoka bound as claimed.

For estimating all three parameters \( \theta_x, \theta_y \) and \( \theta_z \), one measurement strategy is to use the same POVM outcomes for estimating \( \theta_x \) and \( \theta_y \) but splitting \( \Pi_5 \) to get some information on \( \theta_z \). Ideally, we would like to use these four projectors we get when setting \( a = b = 0 \),

\[
\Pi_1 = \Pi_2 = \frac{1}{4} \begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1
\end{pmatrix}, \quad \Pi_3 = \Pi_4 = \frac{1}{4} \begin{pmatrix}
1 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 1
\end{pmatrix}, \quad \Pi_5 = \frac{1}{2} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & i & 0 \\
0 & -i & 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} + \frac{1}{2} \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & -i \\
0 & i & 1 \\
0 & 0 & 0
\end{pmatrix}
\]

(E5)

to obtain the most information on \( \theta_z \) without affecting the estimate of \( \theta_x \) and \( \theta_y \). But the problem is that at this singular point, the first four outcomes \( \Pi_1, \Pi_2, \Pi_3 \) and \( \Pi_4 \) do not give any information on \( \theta_x \) and \( \theta_y \). To fix this, we need both \( a \) and \( b \) to be close to but not exactly zero. Writing \( \delta = (a^2 + b^2)/2 \), we can split \( \Pi_5 \) as

\[
\Pi_5 = \delta \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1-\delta & -\delta & 0 \\
0 & -\delta & 1-\delta & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} + \frac{1-2\delta}{2} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} + \frac{1-2\delta}{2} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & -i & 0 \\
0 & i & 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

(E6)

(E7)

which has outcome probabilities

\[
p_5 = \delta \epsilon,
\]

\[
p_6 = \frac{1}{2} (1 - 2\delta) (1 \pm (1 - \epsilon)\theta_z)
\]

(E8)
This together with
\[ \xi_{z,1} = \xi_{z,2} = \xi_{z,3} = \xi_{z,4} = \xi_{z,5} = 0, \quad \text{and} \quad \xi_{z,6} = -\xi_{z,7} = \frac{1}{(1-\epsilon)(1-2\delta)}, \] (E9)
give a variance for estimating \( \theta_z \) as \( v_z = \frac{1}{(1-\epsilon)^2(1-2\delta)} \) which approaches \( v_z = \frac{1}{(1-\epsilon)^2} \) as \( \delta \) tends to zero.

**Appendix F: Phase and transmissivity estimation in interferometry—analytic POVM saturating the Holevo Cramér–Rao bound for 1 photon state**

Consider the 1 photon state \( |\psi_{in}\rangle = |01\rangle a_0 + |10\rangle a_1 \) where \( a_0 \) and \( a_1 \) are positive coefficients. This state transforms through the lossy interferometer with transmissivity \( \eta \) and a phase shift \( \phi \) to the state with matrix representation
\[
S_\theta = \begin{pmatrix}
(1 - \eta)a_1^2 & 0 & 0 \\
0 & a_0^2 & \sqrt{\eta a_0 a_1} e^{-i\phi} \\
0 & \sqrt{\eta a_0 a_1} e^{i\phi} & \eta a_1^2
\end{pmatrix}
\] (F1)
whose derivatives evaluated at \( \phi = 0 \) are
\[
\frac{\partial S_\theta}{\partial \eta} = \begin{pmatrix}
-a_1^2 & 0 & 0 \\
0 & a_0^2 & 0 \\
0 & 0 & \eta a_1^2
\end{pmatrix}
\quad \text{and} \quad
\frac{\partial S_\theta}{\partial \phi} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & -1\sqrt{\eta a_0 a_1}
\end{pmatrix}, \quad (F2)
\]
where the matrix basis is \( \{|00\rangle, |01\rangle, |10\rangle\} \). The Holevo bound for this model was computed by Albarelli et al. to be
\[
c_H = \begin{cases} 
\frac{1 + 3\eta - 4\eta^3}{4\eta a_1^2} & \text{for } a_1 < \frac{1}{\sqrt{2}} \text{ and } \eta < \frac{a_0^2 - a_1^2}{2a_0^2}, \\
\frac{(a_0^2 + \eta a_1^2)(1 + 4\eta(1 - \eta)a_0^2)}{4\eta a_0^2 a_1^2} & \text{otherwise.}
\end{cases} \quad (F3)
\]
In the following, we show that this bound can be saturated by a separable measurement. There exist a family of measurements that can saturate the Holevo bound. One of them is the four-outcome POVM
\[
\Pi_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \Pi_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 - \frac{a_0^2}{(1 - \eta)(1 + 2\eta)a_0^2 - \eta a_1^2} \end{pmatrix},
\]
\[
\Pi_3 = \frac{1}{2} \begin{pmatrix} 0 & 0 & i a_0 \\ 0 & 1 & \sqrt{(1 - \eta)(1 + 2\eta)a_0^2 - \eta a_1^2} \\ 0 & \sqrt{(1 - \eta)(1 + 2\eta)a_0^2 - \eta a_1^2} & (1 - \eta)(1 + 2\eta)a_0^2 - \eta a_1^2 \end{pmatrix}, \quad (F4)
\]
\[
\Pi_4 = \frac{1}{2} \begin{pmatrix} 0 & 0 & -i a_0 \\ 0 & 1 & \sqrt{(1 - \eta)(1 + 2\eta)a_0^2 - \eta a_1^2} \\ 0 & \sqrt{(1 - \eta)(1 + 2\eta)a_0^2 - \eta a_1^2} & (1 - \eta)(1 + 2\eta)a_0^2 - \eta a_1^2 \end{pmatrix}
\]
together with the estimation coefficients

\[
\begin{align*}
\xi_{\eta, 1} &= -\frac{1 + 2\eta}{2a_1^2}, & \xi_{\eta, 2} &= \frac{(1 - \eta)(1 + 2\eta)}{2\eta a_1^2}, & \xi_{\eta, 3} &= \xi_{\eta, 4} = \frac{1}{2a_0^2}, \\
\xi_{\phi, 1} &= \xi_{\phi, 2} = 0, \quad \text{and} \quad \xi_{\phi, 3} = -\xi_{\phi, 4} = \frac{\sqrt{(1 - \eta)(1 + 2\eta)a_0^2 - \eta a_1^2}}{2\sqrt{\eta a_0^2 a_1}}.
\end{align*}
\]

One can verify that when \(\eta < (a_0^2 - a_1^2)/2\), these outcomes are non-negative operators that satisfy \(\Pi_1 + \Pi_2 + \Pi_3 + \Pi_4 = 1\).

The estimator matrices

\[
X_{\eta} = \xi_{\eta, 1} \Pi_1 + \xi_{\eta, 2} \Pi_2 + \xi_{\eta, 3} \Pi_3 + \xi_{\eta, 4} \Pi_4 \quad \text{and} \quad X_{\phi} = \xi_{\phi, 3} \Pi_3 + \xi_{\phi, 4} \Pi_4
\]

satisfy the unbiased conditions, (4) in the main text. The probability for each outcome to occur is

\[
\begin{align*}
p_1 &= (1 - \eta)a_1^2, \\
p_2 &= \eta a_1^2 - \frac{\eta a_0^2 a_1^2}{(1 - \eta)(1 + 2\eta) - \eta a_1^2}, \\
p_3 &= p_4 = \frac{a_0^2}{2} \left(1 + \frac{\eta a_1^2}{(1 - \eta)(1 + 2\eta)a_0^2 - \eta a_1^2}\right).
\end{align*}
\]

The variances of these two estimators are

\[
\begin{align*}
v_{\eta} &= \xi_{\eta, 1}^2 p_1 + \xi_{\eta, 2}^2 p_2 + \xi_{\eta, 3}^2 p_3 + \xi_{\eta, 4}^2 p_4 = \frac{1 + \eta - 2\eta^2}{2a_1^4}, \\
v_{\phi} &= \xi_{\phi, 3}^2 p_3 + \xi_{\phi, 4}^2 p_4 = \frac{1 + \eta - 2\eta^2}{4\eta a_1^2},
\end{align*}
\]

which together gives \(v_{\eta} + v_{\phi} = (1 + 3\eta - 4\eta^3)/4\eta a_1^2\) saturating the Holevo bound \(F_3\) as claimed.

At the boundary \(\eta = (a_0^2 - a_1^2)/2a_0^2\), the POVM outcome \(\Pi_2 = 0\) while the remaining three reduce to a projective measurement on the eigenstate of the SLD operator \(S_{\eta}\):

\[
\Pi_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \Pi_3 = \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & \mp 1 \\ 0 & \pm i & 1 \end{pmatrix}
\]

In this case, the estimator coefficients are

\[
\xi_{\eta, 1} = -\frac{a_0^2 + a_1^2\eta}{a_1^2}, \quad \xi_{\eta, 3} = \xi_{\eta, 4} = 1 - \eta, \quad \xi_{\phi, 1} = 0 \quad \text{and} \quad \xi_{\phi, 3} = -\xi_{\phi, 4} = \frac{1}{2\sqrt{\eta a_0 a_1}}.
\]

This measurement scheme remains optimal even when \(\eta > (a_0^2 - a_1^2)/2a_0^2\). Comparing the 4-outcome POVM \(F_4\) to the 3-outcome POVM \(F_8\), we see that the role played by \(\Pi_2\) is to obtain a better estimate of \(\eta\), but at the expense of a worse estimate of \(\phi\). Whether this trade-off improves the overall sum of the MSE depends on the exact form of the probe and the value of \(\eta\). We note that the estimators presented here depend on the unknown parameter \(\eta\). Although this would be an issue if we were interested in global parameter estimation, for local estimation this is not
an issue, as we are only interested in estimating $\eta$ in the local neighbourhood of some a priori known value, $\eta_0$.

**Appendix G: Dual solutions for the semidefinite program**

From the constructed POVM, we can arrive at a candidate for the optimal $X$ and $L$ matrices using (17) and (14) from the main text which gives an upper bound to the primal solution. In this appendix, we write down the dual problem and provide its solution which gives a lower bound to the primal solution. One can easily check that the lower and upper bounds coincide which implies that the candidate solution is indeed an optimal solution for the Nagaoka–Hayashi bound.

The dual problem is

$$\tilde{c}_{NH} = \max_y \sum_k y_k c_k$$

subject to $\sum_k y_k F_k \leq F_0$ ,

where the matrices $F_k$ and constants $c_k$ implements the constraints on the primal SDP as defined in appendix D.

1. **Qubit rotation estimation—dual solutions**

We first present the dual solution for the qubit rotation estimation problem. In order to write down the dual solutions, we need to choose a representation for the set of basis matrices $\{B_j\}$ in appendix D. We use the following
16 matrices:

\[
\begin{align*}
B_1 &= \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, & B_2 &= \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & B_3 &= \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & B_4 &= \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \\
B_5 &= \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & B_6 &= \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix}, & B_7 &= \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & B_8 &= \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\end{align*}
\]

One can then check that for estimating a single parameter, the following dual solution coincides with the primal candidate:

\[
\begin{align*}
y_{(2)}^{(1)} &= 1, & y_{(2)}^{(3)} &= y_{(1)}^{(3)} = \frac{1}{\sqrt{8}}, & y_{(3)}^{(3)} &= y_{(1)}^{(3)} = \frac{1 - \epsilon}{\sqrt{8}}, \\
y_{(5)}^{(1)} &= \frac{1}{2}, & y_{(4)}^{(3)} &= -\frac{1 - \epsilon}{\sqrt{8}}, & y_{(1)}^{(5)} &= \frac{1}{2}, & y_{(1)}^{(5)} &= -\frac{1 - \epsilon}{\sqrt{8}}, & y_{(1)}^{(5)} &= \frac{1}{2}, & y_{(1)}^{(5)} &= \frac{1}{2},
\end{align*}
\]

and all other \(y_k\) zero. For estimating two parameters:

\[
\begin{align*}
y_{(2)}^{(2)} &= \frac{2}{2 - \epsilon}, & y_{(2)}^{(3)} &= y_{(1)}^{(3)} = y_{(3)}^{(3)} = \frac{1}{\sqrt{2}(2 - \epsilon)}, & y_{(3)}^{(3)} &= y_{(1)}^{(3)} = y_{(3)}^{(3)} = \frac{1 - \epsilon}{\sqrt{2}(2 - \epsilon)}, \\
y_{(4)}^{(2)} &= -\frac{2}{2 - \epsilon}, & y_{(4)}^{(3)} &= y_{(2)}^{(3)} = y_{(3)}^{(3)} = \frac{\sqrt{3}}{8}, & y_{(5)}^{(1)} &= -\frac{2}{2 - \epsilon}, & y_{(5)}^{(1)} &= -\frac{\sqrt{2}}{2 - \epsilon}, & y_{(5)}^{(1)} &= -\frac{\sqrt{2}}{\sqrt{3}(2 - \epsilon)}, & y_{(5)}^{(1)} &= \frac{2}{\sqrt{3}(2 - \epsilon)},
\end{align*}
\]

and all other \(y_k\) zero. For estimating three parameters:

\[
\begin{align*}
y_{(2)}^{(2)} &= y_{(2)}^{(3)} = \frac{2}{2 - \epsilon}, & y_{(3)}^{(3)} &= \frac{1}{(1 - \epsilon)^2}, & y_{(3)}^{(3)} &= y_{(1)}^{(3)} = y_{(3)}^{(3)} = \frac{1}{\sqrt{2}(2 - \epsilon)}, \\
y_{(3)}^{(3)} &= y_{(3)}^{(3)} = y_{(3)}^{(3)} = \frac{1 - \epsilon}{\sqrt{2}(2 - \epsilon)}, & y_{(3)}^{(3)} &= y_{(1)}^{(3)} = y_{(3)}^{(3)} = \frac{1 - \epsilon}{\sqrt{2}(2 - \epsilon)}, & y_{(3)}^{(3)} &= y_{(1)}^{(3)} = y_{(3)}^{(3)} = \frac{1 - \epsilon}{\sqrt{2}(2 - \epsilon)}, \\
y_{(4)}^{(4)} &= -\frac{2}{2 - \epsilon} - \frac{2}{2(1 - \epsilon)^2}, & y_{(5)}^{(5)} &= \frac{1}{\sqrt{2}(1 - \epsilon)}, & y_{(5)}^{(5)} &= -\frac{\sqrt{2}}{2 - \epsilon} + \frac{\sqrt{2}}{4(1 - \epsilon)^2}, & y_{(5)}^{(5)} &= \frac{1}{\sqrt{3}y_{(4)}^{(3)}}, & y_{(5)}^{(5)} &= -\frac{2}{3y_{(4)}^{(3)}},
\end{align*}
\]

(G2)
and all other $y_k$ zero.

2. Phase and transmissivity estimation in interferometer—dual solutions

We now write down the dual solution to the Nagaoka–Hayashi bound for the second example, phase and transmissivity estimation in an interferometer, when $N = 1$. To do this, we use the following 9 matrices as basis matrices:

$$
B_1 = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad B_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad B_3 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \\
B_4 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad B_5 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad B_6 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \end{pmatrix}, \\
B_7 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{pmatrix}, \quad B_8 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad B_9 = \frac{1}{\sqrt{6}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix}.
$$

When $a_1 < 1/\sqrt{2}$ and $\eta < (a_0^2 - a_1^2)/2a_0^2$, one solution to the dual problem is:

$$
y^{(2)}_{1,1} = \frac{(1 - \eta)(1 + 2\eta)}{2a_1^2}, \quad y^{(2)}_{2,2} = \frac{(1 - \eta)(1 + 2\eta)}{4\eta a_1^2}, \\
y^{(3)}_{1,7} = -y^{(3)}_{2,4} = \frac{a_0(1 + \eta - 2\eta^2)}{2\sqrt{2}\eta a_1}, \quad y^{(3)}_{2,8} = \frac{1 + \eta - 2\eta^2}{2\sqrt{2}}, \quad y^{(3)}_{2,9} = \frac{\sqrt{3}}{8}(1 + \eta - 2\eta^2), \\
y^{(4)}_{1,2,1} = -\frac{1}{\sqrt{3}}, \quad y^{(4)}_{1,2,4} = -\sqrt{2}\eta a_0 a_1, \quad y^{(4)}_{1,1,2,8} = \frac{a_0^2 - (1 - \eta)a_1^2}{\sqrt{2}}, \quad y^{(4)}_{1,2,9} = \frac{1}{\sqrt{6}} + \frac{\sqrt{3}}{2}\eta a_1^2, \\
y^{(5)}_{1,5} = -\frac{(1 - \eta)(1 + 2\eta)^2}{4\sqrt{3}\eta a_1^2}, \quad y^{(5)}_{8} = -\frac{(1 - \eta)(1 + 2\eta)^2}{4\sqrt{2}a_1^2}, \quad y^{(5)}_{9} = \frac{(1 - \eta)(2 - 3\eta)(1 + 2\eta)^2}{4\sqrt{6}\eta a_1^2},
$$

(G6)
and all other $y_k$ zero. When the condition $a_1 < 1/\sqrt{2}$ and $\eta < (a_0^2 - a_1^2)/2a_0^2$ is not satisfied, one solution to the dual problem is given by:

\[
y_{1,1}^{(2)} = \frac{(1 - \eta)(a_0^2 + \eta a_1^2)}{a_1^2}, \quad y_{2,2}^{(2)} = \frac{a_0^2 + \eta a_1^2}{4\eta a_0^2 a_1^2}, \quad y_{1,7}^{(3)} = \frac{(1 - \eta)a_0}{\sqrt{2\eta a_1}}(a_0^2 + \eta a_1^2), \quad y_{2,2,4}^{(3)} = \frac{a_0^2 a_1^2 - 8\eta(1 - \eta)^2 a_0^2 a_1^2}{2\sqrt{2}\eta a_0 a_1}, \quad y_{2,8}^{(3)} = -\frac{1}{2\sqrt{2}} + \sqrt{2}a_0^2(1 - \eta)(2a_0^2 + \eta a_1^2), \quad y_{2,9}^{(3)} = \frac{3}{8} + \sqrt{6}\eta(1 - \eta)^2 a_0^2 a_1^2, \quad y_{1,2,1}^{(4)} = -\frac{2}{\sqrt{3}}(1 - \eta)a_0^2, \quad y_{1,2,4}^{(4)} = -2\sqrt{2\eta}(1 - \eta)a_0^2 a_1, \quad y_{1,2,8}^{(4)} = \sqrt{2}(1 - \eta)a_0^2(a_0^2 - (1 - \eta)a_1^2), \quad (G8)
\]

\[
y_{1,2,9}^{(4)} = -\sqrt{\frac{2}{3}}(1 - \eta)a_0^2(1 - 3\eta a_1^2), \quad y_{1,5}^{(5)} = -(a_0^2 + \eta a_1^2)(1 + 4\eta(1 - \eta)a_0^2), \quad y_4^{(5)} = \frac{1 - 4(1 - \eta)^2 a_0^4}{2\sqrt{2}\eta a_0 a_1}, \quad y_8^{(5)} = \frac{a_0^2 - 4a_0^2(1 - \eta)(a_0^2 + a_0^2\eta + a_1^2\eta)}{4\sqrt{2}a_0^2 a_1^2}, \quad y_9^{(5)} = -\eta + (2 + \eta + 8\eta^2 - 20\eta^3 + 12\eta^4)a_0^2 + 4\eta(1 - \eta)^2(5 - 6\eta)a_0^4 - 12\eta(1 - \eta)^2(2 - \eta)a_0^6}{4\sqrt{6}\eta a_0^2 a_1^2},
\]

and all other $y_k$ zero. One can check that these solutions coincide with the primal solution in appendix F.
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