Machine learning predicts the short-term requirement for invasive ventilation among Australian critically ill COVID-19 patients
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Abstract

Objective(s)

To use machine learning (ML) to predict short-term requirements for invasive ventilation in patients with COVID-19 admitted to Australian intensive care units (ICUs).

Design

A machine learning study within a national ICU COVID-19 registry in Australia.

Participants

Adult patients who were spontaneously breathing and admitted to participating ICUs with laboratory-confirmed COVID-19 from 20 February 2020 to 7 March 2021. Patients intubated on day one of their ICU admission were excluded.

Main outcome measures

Six machine learning models predicted the requirement for invasive ventilation by day three of ICU admission from variables recorded on the first calendar day of ICU admission; (1) random forest classifier (RF), (2) decision tree classifier (DT), (3) logistic regression (LR), (4) K neighbours classifier (KNN), (5) support vector machine (SVM), and (6) gradient boosted machine (GBM). Cross-validation was used to assess the area under the receiver operating characteristic curve (AUC), sensitivity, and specificity of machine learning models.
Results

300 ICU admissions collected from 53 ICUs across Australia were included. The median [IQR] age of patients was 59 [50–69] years, 109 (36%) were female and 60 (20%) required invasive ventilation on day two or three. Random forest and Gradient boosted machine were the best performing algorithms, achieving mean (SD) AUCs of 0.69 (0.06) and 0.68 (0.07), and mean sensitivities of 77 (19%) and 81 (17%), respectively.

Conclusion

Machine learning can be used to predict subsequent ventilation in patients with COVID-19 who were spontaneously breathing and admitted to Australian ICUs.

Introduction

SARS-CoV-2 is a highly transmissible upper respiratory tract virus that causes coronavirus disease 2019 (COVID-19). A striking feature of COVID-19 is rapidly progressive respiratory failure which develops in approximately 5% of infected adults, typically one week after the onset of coryzal symptoms [1, 2]. Globally, two-thirds of adult patients admitted to intensive care with respiratory failure secondary to severe COVID-19 require invasive mechanical ventilation [3]. The institution of mechanical ventilation is strongly associated with poor outcomes in COVID-19—so identifying cohorts at high risk for mechanical ventilation is important to allow therapies to be targeted to specific populations and for resource allocation [4]. Avoiding intubation where possible decreases the risk of the intubation procedure, ventilator-induced lung injury and nosocomial infection. Alternately, delaying an inevitable intubation increases the risk of sudden respiratory arrest and unplanned airway management which exposes staff to a greater risk of infection [5]. Accordingly, developing tools to accurately predict patients at risk of deteriorating is a priority [6].

During the COVID-19 pandemic the prominence of the Electronic Medical Record worldwide has allowed artificial intelligence researchers to interrogate rich databases with machine learning algorithms to improve the speed and accuracy of diagnosis [7, 8], analyse response to therapeutic interventions [9], identify susceptible patients based on genomics [10], and predict mortality [11, 12]. There is a paucity of artificial intelligence research modelling predictors of mechanical ventilation and no studies utilising Australian data. This is important as a limitation of supervised machine learning models is that they are subject to regional bias [13].

The Short Period Incidence Study of Severe Acute Respiratory Infections (SPRINT-SARI) Australia registry [4] has been prospectively collecting comprehensive data on critically ill patients with COVID-19 admitted to Australian intensive care units (ICU) from February 2020. The aim of this study was to use the SPRINT-SARI database to develop a machine learning algorithm to predict progression to mechanical ventilation within the first three days of admission to an Australian ICU.

Methods

This national multicentre inception-cohort study was performed following the recommendations of the STROBE Statement [14]. Ethics approval with full consent waiver was granted under the National Mutual Acceptance scheme by the Alfred Health Human Research Ethics Committee (HREC/16/Alfred/59) or by specific applications at individual sites. Establishment
of SPRINT-SARI Australia was approved by the Victorian State Government Chief Health Officer (Professor Brett Sutton) as an Enhanced Surveillance Project "to capture detailed clinical, epidemiological and laboratory data relating to COVID-19 patients in the intensive care setting". The requirement for informed consent was waived as was Site Specific Governance at most contributing sites.

Study design, setting and participants

The methodology for SPRINT-SARI Australia has been described in detail elsewhere [4]. In brief, the SPRINT-SARI Australia case report form prospectively collected data on all COVID-19 admissions to participating ICUs. Patients had to have a positive polymerase chain reaction (PCR) test for COVID-19 and require ICU admission. Patients without PCR-confirmed COVID-19 and those < 18 years of age were excluded. Data pertaining to baseline demographics, past medical history, clinical characteristics, treatments, and outcomes were collected prospectively and extracted from the SPRINT-SARI Australia database for patients admitted from 20 February 2020 until 7 March 2021. Consistent with previous machine learning studies in severe COVID-19, our study aimed to predict progression to mechanical ventilation within 72 hours of admission using data from the first calendar of admission [13]. Intubation on the first calendar day of ICU admission was thought to reflect pre-ICU variables such that this time window was excluded.

Variable selection

All available variables were analysed for inclusion in the predictive modelling. Initial exploration of the data involved univariate analysis of variables using Pearson’s Chi-Squared test for categorical variables, and Welch two-sample t-tests for continuous variables. All clinically relevant variables were included in machine learning models regardless of univariate significance. Only data available from day one of ICU admission were used as model inputs. Variable reduction/feature selection was trialled on a per-model basis, removing all inputs with a mutual information score of zero. Sensitivity analysis was subsequently performed, comparing the performance of ‘full’ and ‘reduced variable’ models. A complete list of the input variables included in the final models can be found in the results.

Outcome definition

A binary outcome variable was defined as “1” if patients received invasive ventilation by either day two or day three of their ICU admission, and “0” if this did not occur [13]. Notably, patients classified as “0” may have ultimately required invasive ventilation at a latter point than day three of their ICU admission. Patients discharged from ICU prior to day three were assigned “0”. Deaths within the designated time-frame were included in the final analysis.

Data pre-processing

Continuous variables were rescaled to between 0 and 1 using a min-max approach retaining the shape of the continuous distribution. However, rescaling was not used for tree-based approaches, namely random forest, gradient boosting, or decision tree algorithms. For any missing values (see Appendix C of the S1 File) in the final data frame, k nearest neighbour imputation was performed using R statistical software (version 3.5.3) with k = 5. Based on the study protocol and circumstances surrounding data collection, observations missing at random was deemed to be a fair assumption in the context of this investigation [15, 16].
Machine learning models

Six commonly used [17] classes of machine learning algorithms were explored: (1) random forest classifier, (2) decision tree classifier, (3) logistic regression, (4) K neighbours classifier, (5) support vector machine, and (6) gradient boosted machine [18].

Hyperparameter optimisation was achieved with grid search. Models were supplied the same input variables, and the AUC was the main optimisation metric. Final hyper-parameter values and training metrics are detailed in Appendix A of the S1 File. Machine learning models were constructed using open-source software libraries (Python version 3.6, scikit-learn version 0.24).

Training and evaluation

Five-fold cross-validation repeated four times was used to assess model performance. Metrics measuring performance were the AUC, sensitivity, and specificity; these were calculated using Youden’s Index at a per-fold basis. To account for class imbalance in the data set, minority class oversampling was applied to the training data using SMOTE [19].

Explanatory model generation

Model accuracy is often achieved through increased complexity, often incurring the cost of compromising explicability. Explanatory modelling of the most performant algorithms in this investigation was achieved with Shapley additive values [20], which provides a unified framework for interpreting feature importance in the context of black-box algorithms. Explanatory modelling was developed for predictions from a test set (20%), from the algorithm trained on a training set (80%). Explanations for correctly classified samples were visualised with a summary plot, where the points on the plot are the change in model output, derived from the Shapley value of that feature, for each patient in the test set [20].

Results

The raw dataset consisted of 608 patients, of whom 387 (63.7%) were not ventilated on day one of admission. A further 87 patients had inadequate data collected on day one of admission (nil bloods data for the given patient at the relevant site and time-point) and were excluded leaving 300 patients from 53 ICUs included in the final analysis. This included 60 (20%) patients who required invasive ventilation by day three of their ICU admission, and 240 (80%) patients who did not. Median (IQR) age for the final dataset was 59 (50–69) years, comprising of 191 (63.7%) male patients. Inputs utilised in the modelling are shown in Tables 1 (discrete variables) and 2 (continuous variables), along with their population characteristics (stratified by whether or not invasive ventilation was required by day 3) and respective p-values. Variable reduction did not yield a statistically significant improvement in model performance (see Appendix D of the S1 File). A further 26 patients from the original cohort went on to require invasive ventilation beyond day three. The median time to invasive ventilation was two days (Range 2–14, IQR 2–4).

Training and model fit

Final performance metrics (see Appendix A of the S1 File) suggest that despite optimized hyperparameter tuning, all models evaluated in this study suffered from a degree of overfitting.
### Table 1. Discrete input variables’ population characteristics and corresponding p-value (Pearson’s Chi-Squared Test).

| Input variable                                           | Received invasive ventilation on day 2 or 3 (%) | Did not receive invasive ventilation on day 2 or 3 (%) | p.value |
|----------------------------------------------------------|-----------------------------------------------|-------------------------------------------------------|--------|
| History of travel to area with documented COVID cases    | 19 (32)                                       | 65 (27)                                               | 0.58   |
| Close contact with suspected or confirmed COVID-19 case  | 42 (70)                                       | 142 (59)                                              | 0.16   |
| Presence in healthcare facility with documented COVID-19 | 7 (12)                                        | 31 (13)                                               | 0.97   |
| Presence in laboratory handling COVID-19 samples         | 2 (3)                                         | 4 (2)                                                 | 0.76   |
| Arab                                                     | 7 (12)                                        | 14 (6)                                                | 0.19   |
| Black                                                    | 4 (7)                                         | 6 (3)                                                 | 0.23   |
| East Asian                                               | 3 (5)                                         | 19 (8)                                                | 0.62   |
| South Asian                                              | 7 (12)                                        | 17 (7)                                                | 0.37   |
| West Asian                                               | 0 (0)                                         | 2 (1)                                                 | 1.00   |
| Latin American                                           | 2 (3)                                         | 2 (1)                                                 | 0.38   |
| Caucasian                                                | 27 (45)                                       | 103 (43)                                               | 0.88   |
| Aboriginal/First Nations                                 | 1 (2)                                         | 0 (0)                                                 | 0.45   |
| Other Ethnicity                                          | 3 (5)                                         | 24 (10)                                               | 0.34   |
| Unknown Ethnicity                                        | 5 (8)                                         | 50 (21)                                               | 0.04   |
| Male sex at birth                                        | 40 (67)                                       | 151 (63)                                              | 0.70   |
| Female sex at birth                                      | 20 (33)                                       | 89 (37)                                               |        |
| Transfer from other health facility                      | 3 (5)                                         | 20 (8)                                                | 0.55   |
| History of fever                                         | 47 (78)                                       | 188 (78)                                              | 1.00   |
| Cough                                                    | 43 (72)                                       | 174 (73)                                              | 1.00   |
| Cough with sputum production                             | 15 (25)                                       | 67 (28)                                               | 0.77   |
| Haemoptysis                                              | 0 (0)                                         | 10 (4)                                                | 0.23   |
| Sore throat                                              | 13 (22)                                       | 45 (19)                                               | 0.74   |
| Rhinorrhoea                                              | 4 (7)                                         | 29 (12)                                               | 0.33   |
| Ear pain                                                 | 0 (0)                                         | 1 (0)                                                 | 1.00   |
| Wheeze                                                  | 1 (2)                                         | 23 (10)                                               | 0.08   |
| Chest pain                                               | 10 (17)                                       | 52 (22)                                               | 0.50   |
| Myalgia                                                  | 27 (45)                                       | 79 (33)                                               | 0.11   |
| Joint pain                                               | 6 (10)                                        | 14 (6)                                                | 0.39   |
| Fatigue                                                  | 38 (63)                                       | 147 (61)                                              | 0.88   |
| Dyspnoea                                                 | 46 (77)                                       | 177 (74)                                              | 0.77   |
| Lower chest wall indrawing                               | 2 (3)                                         | 1 (0)                                                 | 0.19   |
| Headache                                                 | 15 (25)                                       | 44 (18)                                               | 0.33   |
| Altered conscious state                                  | 4 (7)                                         | 23 (10)                                               | 0.65   |
| Seizures                                                 | 0 (0)                                         | 0 (0)                                                 | 0.00   |
| Abdominal pain                                           | 3 (5)                                         | 19 (8)                                                | 0.62   |
| Vomiting/Nausea                                          | 16 (27)                                       | 64 (27)                                               | 1.00   |
| Diarrhoea                                                | 24 (40)                                       | 63 (26)                                               | 0.05   |
| Conjunctivitis                                           | 1 (2)                                         | 0 (0)                                                 | 0.45   |
| Skin rash                                                | 1 (2)                                         | 3 (1)                                                 | 1.00   |
| Skin ulcers                                              | 2 (3)                                         | 1 (0)                                                 | 0.19   |
| Lymphadenopathy                                          | 1 (2)                                         | 1 (0)                                                 | 0.86   |
| Bleeding(haemorrhage)                                    | 0 (0)                                         | 2 (1)                                                 | 1.00   |
| Bleeding in more than one place                          | 0 (0)                                         | 1 (0)                                                 | 1.00   |
| Loss of smell/taste                                      | 10 (1)                                        | 27 (11)                                               | 0.36   |
| Rigors or sweating                                      | 15 (25)                                       | 46 (19)                                               | 0.41   |
| Severe dehydration                                      | 3 (5)                                         | 10 (4)                                                | 1.00   |

(Continued)
Predicting the need for invasive ventilation by day 2 or 3 of ICU admission

The best overall performing machine learning algorithms were gradient boosted machine and random forest classifier, with mean (SD) AUC of 0.68 (0.07) and 0.69 (0.06) respectively. These models additionally demonstrated high mean (SD) sensitivities of 0.81 (0.17) and 0.77 (0.19) respectively. DeLong’s test revealed that there was no significant difference in the performance of gradient boosted machine and random forest classifier (Z = 0.82, p-value = 0.41), and that these both significantly outperformed each of the remaining machine learning algorithms tested. A comprehensive list of DeLong’s test coefficients can be found in Appendix B of the S1 File.

Second in overall performance was support vector machine, with a mean (SD) AUC of 0.65 (0.08), followed by LR with a mean (SD) AUC of 0.64 (0.08). Decision tree was the poorest performing model tested with a mean (SD) AUC of 0.54 (0.07), representing zero class separation capability. A complete outline of the models tested, their AUCs, and additional performance metrics can be seen in Table 3.
Table 2. Continuous input variables' population characteristics and corresponding p-value (Welch Two Sample t-test).

| Input variable                                      | Received invasive ventilation on day 2 or 3 | Did not receive invasive ventilation on day 2 or 3 | p-value |
|-----------------------------------------------------|---------------------------------------------|----------------------------------------------------|---------|
| Age (years)                                         | Median (IQR) 64.5 (52.2–70.0)               | Median (IQ) 58.0 (49.0–69.0)                       | 0.17    |
| Time from onset of symptoms to ICU admission (days) | 7 (5–10)                                     | 8 (5–11)                                           | 0.33    |
| Time spent in hospital prior to ICU admission (hours)| 17 (3–57)                                    | 9 (3–43)                                           | 0.32    |
| Temperature H24 (˚C)                                | 38.6 (37.8–39.1)                             | 38.1 (37.3–38.8)                                  | 0.06    |
| Heart rate H24 (beats per minute)                   | 94 (87–109)                                  | 100 (85–111)                                      | 0.64    |
| Respiratory rate -highest for day (breaths per minute)| 30 (25–36)                                   | 30 (24–36)                                        | 0.41    |
| Systolic blood pressure L24 (mmHg)                  | 119 (103–143)                                | 113 (100–132)                                     | 0.16    |
| Diastolic blood pressure—from same point as SBP L24 (mmHg)| 60 (54–73)                               | 63 (57–75)                                        | 0.30    |
| Oxygen saturation (%) closest to pre-intubation on day one | 91 (89–94)                                 | 92 (88–95)                                        | 0.74    |
| Estimated height (cm)                               | 170 (160–178)                                | 170 (164–175)                                     | 0.79    |
| Estimated weight (kg)                               | 82 (70–100)                                  | 85 (71–100)                                       | 0.66    |
| FiO2—from ABG with worst P:F ratio for the day      | 0.45 (0.36–0.55)                             | 0.35 (0.25–0.46)                                  | 0.91    |
| SaO2/SpO2—from ABG with worst P:F ratio for the day (%)| 92 (89–95)                                  | 93 (87–95)                                        | 0.08    |
| PaO2—from ABG with worst P:F ratio for the day (mmHg)| 65 (57–73)                                  | 60 (50–70)                                        | 0.02    |
| PaCO2—from ABG with worst P:F ratio for the day (mmHg)| 34 (32–37)                                  | 36 (33–39)                                        | 0.02    |
| pH from ABG with worst P:F for the day               | 7.46 (7.44–7.48)                             | 7.44 (7.42–7.46)                                  | 0.00    |
| HCO3- from ABG with worst P:F ratio for the day (mmol/L)| 24 (23–26)                                | 24 (23–26)                                        | 0.72    |
| Base excess from ABG with worst P:F ratio for the day (mmol/L)| 0.9 (-0.4–2.4)                            | 0.6 (-1.1–2.3)                                    | 0.18    |
| GCS—lowest for the day                              | 15 (14–15)                                   | 15 (14–15)                                        | 0.84    |
| Systolic BP—lowest for the day (mmHg)               | 114 (104–132)                                | 110 (100–121)                                     | 0.05    |
| Diastolic BP—from same time point as lowest SBP on day 1 (mmHg)| 61 (56–71)                             | 64 (56–72)                                        | 0.76    |
| Mean arterial pressure—lowest for day (mmHg)         | 78 (73–92)                                   | 81 (70–89)                                        | 0.61    |
| Daily urine output (mL)                             | 911 (500–1229)                               | 925 (582–1206)                                    | 0.97    |
| Platelet count—worst value for day (x 10^9 /L)      | 205 (110–236)                                | 208 (176–243)                                     | 0.74    |
| Total bilirubin—worst value for day (μmol/L)        | 11 (7–13)                                    | 10 (8–13)                                         | 0.58    |
| Lactate—worst value for day (mmol/L)                | 1.4 (1.1–2.0)                                | 1.5 (1.2–2.0)                                     | 0.96    |
| Creatinine—worst value for day (μmol/L)             | 79 (66–96)                                   | 77 (67–92)                                        | 0.85    |
| Number of quadrants in which infiltrates are present on CXR | 3 (2–3)                                        | 2 (2–3)                                           | 0.28    |
| Haemoglobin—lowest value for day (g/L)              | 134 (123–138)                                | 133 (125–140)                                     | 0.64    |
| WBC count—lowest for day (x 10^9 /L)                | 6.99 (5.80–8.73)                             | 7.15 (5.49–8.90)                                  | 0.77    |
| WBC count—highest for day (x 10^9 /L)               | 8.03 (6.37–9.96)                             | 8.15 (6.32–9.68)                                  | 0.97    |
| Lymphocyte count—lowest for day (x 10^9 /L)         | 0.71 (0.60–0.93)                             | 0.80 (0.66–0.97)                                  | 0.13    |
| Neutrophil count—lowest for day (x 10^9 /L)         | 5.60 (4.22–7.05)                             | 5.17 (3.80–6.59)                                  | 0.21    |
| Haematocrit—worst value for day (L/L)               | 0.39 (0.36–0.41)                             | 0.39 (0.37–0.41)                                  | 0.50    |
| APTT/APTR—worst value for day (s)                   | 32 (31–35)                                   | 33 (30–37)                                        | 0.35    |
| PT—worst value for day (s)                          | 15 (14–19)                                   | 15 (14–24)                                        | 0.29    |
| INR—worst value for day                             | 1.1 (1.0–1.1)                                | 1.1 (1.0–1.2)                                     | 0.02    |
| ALT/SGPT—worst value for day (U/L)                  | 42 (31–56)                                   | 47 (34–67)                                        | 0.76    |
| AST/SGOT—worst value for day (U/L)                  | 53 (45–58)                                   | 54(45–66)                                         | 0.97    |
| Glucose—highest for day (mmol/L)                    | 8.8 (7.4–10.4)                               | 9.3 (7.8–11.0)                                    | 0.09    |
| Blood Urea Nitrogen—worst value for day (mmol/L)    | 5.7 (4.9–7.5)                                | 5.9 (4.8–7.5)                                     | 0.98    |
| Sodium—worst value for day (mmol/L)                 | 136 (133–137)                                | 136 (134–137)                                     | 0.03    |
| Potassium—worst value for day (mmol/L)              | 3.9 (3.7–4.0)                                | 4.0 (3.8–4.2)                                     | 0.01    |
| CRP—worst value for day (mg/L)                      | 107 (84–134)                                 | 104 (83–124)                                      | 0.07    |

(Continued)
Explanatory modelling

The top 20 most impactful features that contributed to correct sample classification in RF and GBM are seen in Figs 1 and 2, respectively. Blue and red are indicative of higher and lower variable values respectively, whilst left of the X-axis meridian implies favouring a requirement for short term ventilation. For example, in the case of GBM (Fig 1), the estimated weight variable is red left of the Y-axis, and blue to its right. This broadly suggests that the model attributed a higher risk of short term ventilation to overweight patients. Numerous highly weighted features were shared between the two algorithms, with an apparent focus on arterial blood gas derived data including the fraction of inspired oxygen (FiO$_2$), arterial partial pressure of oxygen (PaO$_2$), pH, and base excess. Other laboratory derived data (worst plasma sodium, potassium, and lactate levels) and clinical observations (lowest systolic blood pressure and diastolic blood pressure) were also shared between the two models. Minor differences included that gradient boosted machine utilised pulse oximetry derived arterial oxygen saturation (SaO$_2$) whereas random forest classifier did not, and, conversely, random forest classifier gave relative importance to arterial partial pressure of carbon dioxide (PaCO$_2$), whilst gradient boosted machine did not.

The logistic regression coefficients are shown in Fig 3, with blue and red bar colours representing direct and indirect correlation respectively to the requirement for short term ventilation. There were multiple prominent inputs from a linear standpoint that were not deemed important to random forest classifier or gradient boosted machine. These were an array of both clinical (chronic kidney disease, wheeze, skin ulcers, diarrhoea) and demographic features (Aboriginal ethnicity, presence in a healthcare facility with documented COVID-19, close contact with confirmed or suspected COVID-19 case). That being said, a handful of inputs were deemed to be of high utility in both linear and non-linear modelling, particularly arterial blood gas derived values such arterial partial pressure of oxygen.

Whilst univariate analysis (see Tables 1 and 2) was not used for input filtration, the categorical (high flow nasal cannula therapy) and continuous (pH) inputs deemed to be of greatest

| Table 3. Performance of ML algorithms. |
|----------------------------------------|
| Classifier | AUC | Sensitivity | Specificity |
|------------|-----|-------------|-------------|
| KNN | 0.59 +/- 0.07 | 0.78 +/- 0.24 | 0.49 +/- 0.20 |
| DT | 0.54 +/- 0.07 | 0.31 +/- 0.13 | 0.78 +/- 0.05 |
| SVM | 0.65 +/- 0.08 | 0.78 +/- 0.16 | 0.59 +/- 0.15 |
| GBM | 0.68 +/- 0.07 | 0.81 +/- 0.17 | 0.58 +/- 0.17 |
| LR | 0.64 +/- 0.08 | 0.75 +/- 0.19 | 0.59 +/- 0.21 |
| RF | 0.69 +/- 0.06 | 0.77 +/- 0.19 | 0.62 +/- 0.17 |

https://doi.org/10.1371/journal.pone.0276509.t003
**Fig 1.** Summary plot showing the 20 most predictive features as defined by the RF model for correctly classified samples. H24—Highest in first 24 hours of hospital admission, L24—Lowest in first 24 hours of hospital admission. ‘Day’ refers to the first 24 hours of ICU admission unless otherwise specified. ‘Worst’ refers to the worst value as relating to the APACHE II score. P:F ratio = PaO2 divided by FiO2.

https://doi.org/10.1371/journal.pone.0276509.g001

**Fig 2.** Summary plot showing the 20 most predictive features as defined by the GBM model for correctly classified samples. H24—Highest in first 24 hours of hospital admission, L24—Lowest in first 24 hours of hospital admission. ‘Day’ refers to the first 24 hours of ICU admission unless otherwise specified. ‘Worst’ refers to the worst value as relating to the APACHE II score. P:F ratio = PaO2 divided by FiO2.

https://doi.org/10.1371/journal.pone.0276509.g002
significance by univariate analysis nonetheless featured as highly weighted inputs for all three of gradient boosted machine, random forest classifier and logistic regression. Finally, neither age nor sex featured in the top 20 impactful features of the most performant algorithms in this investigation.

**Discussion**

This is the first study to leverage Artificial Intelligence/Machine Learning to identify readily available clinical risk factors for mechanical ventilation in COVID-19 patients admitted to ICU using Australian data [21]. The population in this study represent a ‘grey-area’ cohort who have been deemed unwell enough for ICU admission, however, did not require invasive ventilator support on admission to ICU. The high sensitivity (81%) AI-driven tools developed in this investigation, empower institutions to predict resource allocation for COVID-19 patients at risk of requiring intubation in the short term.

Consensus guidelines on when to intubate patients with severe COVID-19 are lacking and the decision to intubate at present is based on the discretion of the treating physician. Early in the pandemic The Chinese Society of Anaesthesiology Task Force on Airway Management advocated for early intubation of patients showing no improvement in respiratory distress and poor oxygenation (PaO2:FiO2 ratio <150 mmHg) after two hours of high flow oxygen or non-invasive ventilation [22]. Concerns regarding aerosolizing the virus with high-flow oxygen and non-invasive ventilation with subsequent increased risk to healthcare workers, further reinforced calls to intubate early [5]. More recently there has been a shift away from protocolised early intubation. A French prospective multicentre observational study of 245 patients with severe COVID-19 categorised early intubation as within the first two days of ICU admission [23]. Patients in the early intubation cohort had higher rates of pneumonia and bacteraemia, longer lengths of ICU stay and increased 60-day mortality (weighted hazard ratio 1.784, 95% CI 1.07–2.83) [23]. A systematic review of 12 studies involving 8944 critically ill patients with COVID-19 found that timing of intubation had no effect on morbidity or mortality [24]. In the absence of traditional evidence-based guidelines to guide timing of intubation, machine
learning algorithms have been proposed as a tool to inform this important clinical decision [11–13].

Utilising a supervised machine learning algorithm, Arvind et al. used 24-hour admission data to predict mechanical ventilation at 72 hours in 4,087 patients admitted to hospital in New York City (United States) with suspected or confirmed COVID-19 [13]. Using a random forest classifier they demonstrated a superior AUC of 0.84 [11]. In a retrospective study of 1,980 COVID-19 patients in Michigan (United States), Yu et al. used a XGBoost machine learning model to predict mechanical ventilation from emergency department data with a prediction accuracy of 86% (96% CI 0.03) and an AUC of 0.68 [12]. In a single centre prospective observational study of 198 patients admitted to an Infectious Disease Clinic in Modena (Italy), Ferrari et al. applied GBM machine learning to predict mechanical ventilation with a superior AUC of 0.84 [25]. Finally, Heldt et al. applied machine learning to inpatient data of 879 confirmed COVID-19 patients in London (United Kingdom) to predict risk of ICU admission, need for mechanical ventilation and death [11]. Prediction performance was best with random forest and XGBoost models with AUC of 0.87. The algorithms developed in this study are the first to use Australian data to predict outcomes in critically ill patients with COVID-19. The performance of our GBM model with an AUC of 0.68 and sensitivity of 0.81 is inferior to what has been reported internationally [11–13, 25]. This is not surprising; our population were critically ill patients that had already deteriorated to the point of requiring admission to the intensive care unit as opposed to previous machine learning models which had been developed on patients in the emergency department or hospital ward [11–13]. By virtue of a greater severity of illness at baseline we hypothesize that any signals for deterioration to requiring mechanical ventilation will be more dilute in our critically ill cohort.

Strengths of our study include that it was performed using readily available data from a national database in which data collection was performed by experienced research staff using a standardised case report form. The follow-up rate was high with complete data for the primary outcome of invasive ventilation. Our study also represents a unique high acuity cohort for AI modelling of mechanical ventilation risk. Whereas previous studies modelled data from COVID-19 patients in the emergency department [12] and/or hospital ward [11, 13] our cohort were exclusively patients admitted to intensive care. Additionally, it has been shown that the interpretability of the results for time-constrained decision-makers are critical success factors when attempting to integrate automated processes into clinical tasks [26]. Advances in explanatory modelling systems, such as Shapley additive values [20] utilised in this investigation, increase ‘black box’ transparency and thus clinical interpretability. Taken together, these models highlight the potential for artificial intelligence/machine learning to guide clinical decision making across an array of hospital settings.

There are, however, important limitations. Firstly, we restricted our prediction window to a 72-hour interval as per Arvind et al [13]. This meant that a proportion of patients in our cohort who eventually required invasive ventilation beyond day three of their ICU admission were not detected by the model (26/87 30.2%). This shortened forecasting was deemed appropriate given the median time to ventilation was two days (IQR 2–4 days) and events beyond three days were thought to have less mechanistic link to variables collected on the day of admission [13]. Nevertheless, these models do not predict the risk of mechanical ventilation throughout the entire ICU admission. Secondly, increasing the complexity of ML models, especially in the context of smaller sized datasets such as that utilised in this investigation, can cause overfitting [27]. Although our investigation attempted to address the issues of overfitting via active and appropriate choice of pre-training, hyper-parameter selection, and regularisation [28], all models evaluated in the study suffered from overfitting as indicated by performance discrepancies in the training and test sets during cross-validation (see Appendix A of the S1 File).
Cross validation during hyperparameter optimisation was also not nested, potentially posing a source of bias [29]. These limitations may impact the external validity of these models. Additionally, despite a rigorous and highly protocolised data collection process, the degree of missingness was high for a selection of the variables. The clinical design of this investigation, however, ensured that these values were missing at random, justifying the implementation of conventional imputation. We tested six of the most commonly used classes of machine learning algorithms which were chosen based on their clinical utility in predicting patient deterioration in critical care settings [11–13, 25]. We acknowledge that there are a multitude of high performing machine learning algorithms with clinical and medical informatics utility and cannot exclude that these additional classes would have superior predictive ability [30–32]. During the capture period Australia experienced two distinct ‘waves’; an initial wave from 27 February to 30 June 2020 and a second wave from 1 July to the 7th of March 2021. Due to insufficient sample size we were unable to undertake a time period analysis by COVID wave. Furthermore, we were not able to compare the model to the current standard being intensivist prediction of mechanical ventilation. Machine learning models may be better, worse or the same as the experienced clinician gestalt.

Conclusions

ML models based on readily available demographic, observational and laboratory data can reliably predict short term requirements for invasive ventilation in Australian patients with COVID-19 patients not intubated on day one of their ICU admission.

Supporting information

S1 File. (DOCX)

S2 File. (ZIP)

Acknowledgments

The SPRINT-SARI Australia Management Committee are Aidan Burrell, Allen Cheng, Andrew Udy, Annamaria Palermo, Benjamin Reddi, Claire Reynolds, Craig French, D James Cooper, Edward Litton, Husna Begum, Lewis Campell, Mahesh Ramanan, Hannah Rotherham, Mark Plummer, Richard McAllister, Simon Erickson, Tessa Broadley, Tony Trapani, Winston Cheung, Jodi Dumbrell, Vicki Papanikolou and Patricia Allegro.

The SPRINT-SARI Australia Investigators are Adam Visser, Adrian Mattke, Adrian Regli, Alan Rashid, Alexis Tabah, Alison Walker, Allen Cheng, Amanda Corley, Angus Carter, James McCullough, Andrew Udy, Anil Ramnani, Anthony Eidan, Bart DeKeulenaer, Ben Mulholland, Benjamin Reddi, Brent Richards, Cameron Knott, Cara Moore, Carmel Delzoppo, Catherine Boschert, Catherine Tacon, Craig French, Danielle Austin, David Brewster, David Cooper, David Crosbie, David Gattas, David Hawkins, Edda Jessen, Eduardo Martinez, Edward Fysh, Edward Litton, Emma Martin, Felix Oberender, Gavin Salt, Glenn Eastwood, Gopal Taori, Hayden White, Heidi Buhr, Helen Wong, Hergen Buscher, Ian Seppelt, Isabel Anne Leditschke, Janelle Young, Jayshree Lavana, Jennifer Coles, Jennifer Holmes, Jeremy Cohen, Jessica Lugsdin, Joanne Sutton, John Botha, John Santamaria, Jonathan Barrett, Judith Watson, Julie Smith, Justine Rivett, Gabrielle Hanlon, Jasmin Board, Jing Kong, Kasha Singh, Kathleen Glasby, Kevin Laupland, Khaled El-Khawas, Kristine Estensen, Kush Deshpande, Kyle White, Leigh Fitzpatrick, Lewis Campbell, Lynette Morrison, Mahesh Ramanan, Manoj
Saxena, Marion Kainer, Mark Kol, Mark Page, Mark Plummer, Martin Sterba, Matthew Anstey, Matthew Brain, Matthew Maiden, Meredith Young, Miriam Towns, Myrene Kilminster, Naomi Hammond, Neeraj Bhadane, Nerissa Brown, Nicole Humphreys, Paras Jain, Paul Azzi, Paul Secombe, Paula Lister, Peter Chan, Peter McCanny, Phillip Britton, Phoebe McCracken, Pierre Janin, Ravi Krishnamurthy, Ravikiran Sonawane, Ravindranath Tiruvoopati, Richard Totaro, Rinaldo Bellomo, Ritesh Sanghavi, Samantha Bates, Sandra Cork, Sandra Peake, Shailesh Bhari, Shane George, Sharon Waterson, Simon Erickson, Steph O’Connor, Steve Webb, Subhash Arora, Subodh Ganu, Thomas Rozen, Toni McKenna, Umesh Kadam, Vineet Nayyar, Wei Han Choy and Wisam Albassam.

The SPRINT-SARI Australia participating sites are Alice Springs Hospital, Angliss Hospital, Austin Hospital, Bankstown-Lidcombe Hospital, Barwon Health, Bendigo Hospital, Box Hill Hospital, Bunbury Hospital, Bundaberg Hospital, Caboolture Hospital, Cabrini Hospital Malvern, Cairns Hospital, Calvary Mater Newcastle, Campbelltown Hospital, Canberra Hospital, Casey Hospital, Concord Hospital, Dandenong Hospital, Epworth Richmond, Fiona Stanley Hospital, Flinders Medical Centre, Footscray Hospital, Frankston Hospital, Gold Coast University Hospital, Grampians Health (Previously Ballarat Base Hospital), Hervey Bay Hospital, Ipswich Hospital, John Hunter Hospital, Joondalup Health Campus, Launceston General Hospital, Lismore Base Hospital, Liverpool Hospital, Logan Hospital, Lyell McEwan Hospital, Maroondah Hospital, Mater Hospital Brisbane, Mildura Base Hospital, Monash Children’s Hospital, Monash Medical Centre, Nepean Hospital, Northeast Health Wangaratta, Northern Hospital, Perth Children’s Hospital, Prince of Wales Hospital, Princess Alexandra Hospital, Queensland Children’s Hospital, Redcliffe Hospital, Rockingham Hospital, Royal Adelaide Hospital, Royal Brisbane and Women’s Hospital, Royal Children’s Hospital, Royal Darwin Hospital, Royal Hobart Hospital, Royal Melbourne Hospital, Royal North Shore Hospital, Royal Perth Hospital, Royal Prince Alfred Hospital, Sir Charles Gairdner Hospital, St George Hospital, St John of God Hospital Midland, St John of God Hospital Murdoch, St Vincent’s Hospital Melbourne, St. Vincent’s Hospital Sydney, Sunshine Coast University Hospital, Sunshine Hospital, Sydney Children’s Hospital Randwick, The Alfred Hospital, The Children’s Hospital at Westmead, The Prince Charles Hospital, The Queen Elizabeth Hospital, Toowoomba Hospital, Warrnambool Base Hospital, Werribee Mercy Hospital, Westmead Hospital, Wollongong Hospital and Women’s and Children’s Hospital Adelaide.

Author Contributions

Conceptualization: Roshan Karri, Aidan J. C. Burrell, Tessa Broadley, Andrew A. Udy, Mark P. Plummer.

Data curation: Roshan Karri, Aidan J. C. Burrell, Tessa Broadley, Tony Trapani.

Formal analysis: Roshan Karri, Yi-Ping Phoebe Chen, Jahan C. Penny-Dimri.

Funding acquisition: Aidan J. C. Burrell, Andrew A. Udy, Mark P. Plummer.

Investigation: Roshan Karri, Yi-Ping Phoebe Chen, Jahan C. Penny-Dimri, Mark P. Plummer.

Methodology: Roshan Karri, Yi-Ping Phoebe Chen, Jahan C. Penny-Dimri, Adam M. Deane, Mark P. Plummer.

Project administration: Aidan J. C. Burrell, Tessa Broadley, Tony Trapani, Adam M. Deane, Andrew A. Udy, Mark P. Plummer.
Resources: Aidan J. C. Burrell, Tessa Broadley, Tony Trapani, Adam M. Deane, Andrew A. Udy, Mark P. Plummer.

Software: Roshan Karri, Yi-Ping Phoebe Chen, Jahan C. Penny-Dimri.

Supervision: Yi-Ping Phoebe Chen, Aidan J. C. Burrell, Jahan C. Penny-Dimri, Tessa Broadley, Adam M. Deane, Andrew A. Udy, Mark P. Plummer.

Validation: Roshan Karri, Yi-Ping Phoebe Chen.

Writing – original draft: Roshan Karri, Mark P. Plummer.

Writing – review & editing: Roshan Karri, Yi-Ping Phoebe Chen, Aidan J. C. Burrell, Jahan C. Penny-Dimri, Tessa Broadley, Tony Trapani, Adam M. Deane, Andrew A. Udy, Mark P. Plummer.

References

1. Wu Z, McGoogan JM. Characteristics of and Important Lessons From the Coronavirus Disease 2019 (COVID-19) Outbreak in China: Summary of a Report of 72314 Cases From the Chinese Center for Disease Control and Prevention. JAMA. 2020. https://doi.org/10.1001/jama.2020.2648 PMID: 32091533

2. Berlin DA, Gulick RM, Martinez FJ. Severe Covid-19. N Engl J Med. 2020; 383(25):2451–60. https://doi.org/10.1056/NEJMcp2009575 PMID: 32412710

3. Tan E, Song J, Deane AM, Plummer MP. Global Impact of Coronavirus Disease 2019 Infection Requiring Admission to the ICU: A Systematic Review and Meta-analysis. Chest. 2021; 159(2):524–36. https://doi.org/10.1016/j.chest.2020.10.014 PMID: 33069725

4. Burrell AJ, Pellegrini B, Salimi F, Begum H, Broadley T, Campbell LT, et al. Outcomes for patients with COVID-19 admitted to Australian intensive care units during the first four months of the pandemic. Med J Aust. 2021; 214(1):23–30. https://doi.org/10.5694/mja2.50883 PMID: 33325070

5. Brewster DJ, Chrimes N, Do TB, Fraser K, Groombridge CJ, Higgs A, et al. Consensus statement: Safe Airway Society principles of airway management and tracheal intubation specific to the COVID-19 adult patient group. Med J Aust. 2020; 212(10):472–81. https://doi.org/10.5694/mja2.50598 PMID: 32700269

6. Gupta RK, Harrison EM, Ho A, Docherty AB, Knight SR, van Smeden M, et al. Development and validation of the ISARIC 4C Deterioration model for adults hospitalised with COVID-19: a prospective cohort study. Lancet Respir Med. 2021; 9(4):349–59. https://doi.org/10.1016/S2213-2600(20)30559-2 PMID: 33444539

7. Singh D, Kumar V, Vaishali, Kaur M. Classification of COVID-19 patients from chest CT images using multi-objective differential evolution-based convolutional neural networks. Eur J Clin Microbiol Infect Dis. 2020; 39(7):1379–89. https://doi.org/10.1007/s10096-020-03901-z PMID: 32337662

8. Sharma S. Drawing insights from COVID-19-infected patients using CT scan images and machine learning techniques: a study on 200 patients. Environ Sci Pollut Res Int. 2020; 27(29):37155–63. https://doi.org/10.1007/s11356-020-10133-3 PMID: 32700269

9. Ge Y, Tian T, Huang S, Wan F, Li J, Li S, et al. An integrative drug repositioning framework discovered a potential therapeutic agent targeting COVID-19. Signal Transduct Target Ther. 2021; 6(1):165. https://doi.org/10.1038/s41392-021-00568-6 PMID: 3395786

10. Randhawa GS, Soltsyak MPM, El Roz H, de Souza CPE, Hill KA, Kari L. Machine learning using intrinsic genomic signatures for rapid classification of novel pathogens: COVID-19 case study. PLoS One. 2020; 15(4):e0232391. https://doi.org/10.1371/journal.pone.0232391 PMID: 32330208

11. Heldt FS, Vizcaychipi MP, Peacock S, Cinelli M, McLachlan L, Andreotti F, et al. Early risk assessment for COVID-19 patients from emergency department data using machine learning. Scientific reports. 2021; 11(1):4200. https://doi.org/10.1038/s41598-021-83784-y PMID: 33603086

12. Yu L, Halalau A, Dalal B, Abbas AE, Ivascu F, Amin M, et al. Machine learning methods to predict mechanical ventilation and mortality in patients with COVID-19. PLoS One. 2021; 16(4):e0249285. https://doi.org/10.1371/journal.pone.0249285 PMID: 33793600

13. Arvind V, Kim JS, Cho BH, Geng E, Cho SK. Development of a machine learning algorithm to predict intubation among hospitalized patients with COVID-19. J Crit Care. 2021; 62:25–30. https://doi.org/10.1016/j.jcrc.2020.10.033 PMID: 33238219

14. von Elm E, Altman DG, Egger M, Pocock SJ, Gotzsche PC, Vandebroucke JP, et al. The Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) statement: guidelines for
Machine learning predicts requirement for invasive ventilation in Australian COVID-19 ICU patients

15. Madley-Dowd P, Hughes R, Tilling K, Heron J. The proportion of missing data should not be used to guide decisions on multiple imputation. Journal of clinical epidemiology. 2019; 110:63–73. https://doi.org/10.1016/j.jclinepi.2019.02.016 PMID: 30878639

16. van der Heijden GJ, Donders AR, Stijnen T, Moons KG. Imputation of missing values is superior to complete case analysis and the missing-indicator method in multivariable diagnostic research: a clinical example. Journal of clinical epidemiology. 2006; 59(10):1102–9. https://doi.org/10.1016/j.jclinepi.2006.01.015 PMID: 16980151

17. Wang Y, Li Y, Pu W, Wen K, Shugart YY, Xiong M, et al. Random Bits Forest: a Strong Classifier/Regressor for Big Data. Scientific reports. 2016; 6:30086. https://doi.org/10.1038/srep30086 PMID: 27444562

18. Hastie T, Tibshirani R, Friedman J. The Elements of Statistical Learning. Second ed: Springer; 2009.

19. Chawla NV, Bowyer KW, Hall LO, Kegelmeyer WP. SMOTE: Synthetic Minority Over-sampling Technique. Journal of Artificial Intelligence Research. 2002; 16.

20. Lundberg SM, Erion G, Chen H, DeGrave A, Prutkin JM, Nair B, et al. From Local Explanations to Global Understanding with Explainable AI for Trees. Nature machine intelligence. 2020; 2(1):56–67. https://doi.org/10.1038/s42256-019-0138-9 PMID: 32607472

21. Scott IA, Coiera EW. Can AI help in the fight against COVID-19? Medical Journal of Australia. 2020; 213:439–41. https://doi.org/10.5694/mja2.50821 PMID: 33111999

22. Chen X, Liu Y, Gong Y, Guo X, Zuo M, Li J, et al. Perioperative Management of Patients Infected with the Novel Coronavirus: Recommendation from the Joint Task Force of the Chinese Society of Anesthesiology and the Chinese Association of Anesthesiologists. Anesthesiology. 2020; 132(6):1307–16. https://doi.org/10.1097/ALN.0000000000003301 PMID: 32195699

23. Dupuis C, Bouadma L, de Montmolin E, Goldgran-Toledano D, Schwebel C, Reignier J, et al. Association Between Early Invasive Mechanical Ventilation and Day-60 Mortality in Acute Hypoxemic Respiratory Failure Related to Coronavirus Disease-2019 Pneumonia. Crit Care Explor. 2021; 3(1):e0329. https://doi.org/10.1097/CCE.0000000000000329 PMID: 33521646

24. Papoutsi E, Giannakoulis VG, Xourgia E, Routsi C, Kotanidou A, Siempos II. Effect of timing of intubation on clinical outcomes of critically ill patients with COVID-19: a systematic review and meta-analysis of non-randomized cohort studies. Critical care (London, England). 2021; 25(1):121. https://doi.org/10.1186/s13054-021-03540-6 PMID: 33766109

25. Ferrari D, Milic J, Tonelli R, Ghinelli F, Meschiari M, Volpi S, et al. Machine learning in predicting respiratory failure in patients with COVID-19 pneumonia-Challenges, strengths, and opportunities in a global health emergency. PLoS One. 2020; 15(11):e0239172. https://doi.org/10.1371/journal.pone.0239172 PMID: 33180787

26. Jamieson T, Goldfarb A. Clinical considerations when applying machine learning to decision-support tasks versus automation. BMJ quality & safety. 2019; 28(10):778–81. https://doi.org/10.1136/bmjqs-2019-009514 PMID: 31147420

27. Weng SF, Reps J, Kai J, Garibaldi JM, Qureshi N. Can machine-learning improve cardiovascular risk prediction using routine clinical data? PLoS one. 2017; 12(4):e0174944. https://doi.org/10.1371/journal.pone.0174944 PMID: 28376093

28. Bengio Y. Practical Recommendations for Gradient-Based Training of Deep Architectures. Neural networks: Tricks of the Trade Lecture Notes in Computer Science: Springer, Berlin, Heidelberg; 2012. p. 437–78.

29. Varma S, Simon R. Bias in error estimation when using cross-validation for model selection. BMC Bioinformatics. 2006; 7(1):91. https://doi.org/10.1186/1471-2105-7-91 PMID: 16504092

30. Alzubi JA, Alzubi OA, Beseiso M, Budati AK, Shankar K. Optimal multiple key-based homomorphic encryption with deep neural networks to secure medical data transmission and diagnosis. Expert Systems. 2022; 39(4):e12879.

31. Alzubi JAA, Omar A.; Singh, A.; Ramachandran, M. Cloud-IIoT Based Electronic Health Record Privacy-Preserving by CNN and Blockchain-Enabled Federated Learning*. IEEE Transactions on Industrial Informatics 2022.

32. Alzubi OA, Alzubi JA, Shankar K, Gupta D. Blockchain and artificial intelligence enabled privacy-preserving medical data transmission in Internet of Things. Transactions on Emerging Telecommunications Technologies. 2021; 32(12):e4360.