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We propose a method of description of a phase transition in the cell fluid model with binary interaction potential, that include repulsive and attractive parts. The exact representation of the grand partition function of this model is obtained in the collective variables set. Behavior of the system at temperatures below and above the critical one is explored in the approximation of a mean-field type. An explicit analytic form of the equation of state which is applicable in wide range of temperatures is derived, taking into account an equation between the chemical potential and the density. The coexistence curve, the surface of the equation of state and the diagram of state of the cell fluid are plotted.
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1 Introduction

Description of phase transitions in fluids remains a ponderable area of investigations in statistical physics both in macroscopic and microscopic scales. During many years of research in the field due to hard work of scientists it became known that the phase transition is possible either at the infinite volume or at the thermodynamic limit and is characterized by a density jump on the isotherm below the critical temperature [1]. Plenty of successful studies where dedicated to explain the nature of a first-order phase transitions on the macroscopic level, but semblant theoretical description on the microscopic stage is still a question. Most approaches to description of phase transitions and critical phenomena in fluids are based on complete scaling ideas [2, 3]; methods of integral equations, and in particular self-consistent Ornstein-Zernike approximation (SCOZA) [4, 5]; perturbation series expansion, for example hierarchical reference theory [6]; non-perturbative renormalization group approach [7]; method based on the study of behavior of the virial equation of state with extrapolated coefficients [8] numerical methods and computer simulations. There are not so many recent works devoted to looking for the possible ways to solve this problem in the framework of grand canonical ensemble. Among them, for example, the collective variables method [9] used by Yūkhnovskii to completely integrate the grand partition function of a system of interacting particles in the phase-space of collective variables and therefore investigate its behavior in a vicinity of the critical point, or the method developed by Tang [10] were he combined grand canonical ensemble with density functional to explain the occurrence of a first-order phase transition in homogeneous fluids.

The objective of our investigation is microscopic description of a first-order phase transition in a cell fluid model. We do this only on the base of grand canonical ensemble. The model we used as an approximation of a continuous system is quite similar to the cell gas model [11] Thermodynamic functions, correlation functions and free energy of the latter appeared to be close to the corresponding values of continuous systems if the cells size tends to zero [12] Somewhat similar model was effective for estimating the cluster size with hydrogen bounds [13].

To obtain numerical results the values of parameters of the interaction potential are required. For this purpose we chose the Morse potential as a potential of interaction. The Morse fluid has already been well studied, e.g., within the integral equation approach [14], by molecular dynamics simulations of simple fluids [15], by Monte Carlo simulations using both $NpT$ plus test particle method [16] and the grand-canonical transition matrix method [17]. Appliance of such a potential appeared to be sufficient in description of a liquid-vapor coexistence in liquid metals [17].
This paper is laid as follows: in Section 2 the Jacobian of transition from individual to collective variables is calculated. A rigorous representation of the GPF of the cell fluid in the form of multiple integral over collective variables is obtained in Section 3. In Section 4 this expression is restricted to $\rho^1$-model and calculated in the mean-field approximation. Section 4 and 5 are dedicated to exploration of behavior of the system in wide temperature region except a vicinity of the critical point, an equation of state of the cell fluid applicable in this region is derived. Conclusions are presented in Section 6.

2 A cell model for description of simple fluid behavior

To follow our goal we calculate the grand partition function (GPF) of the cell fluid model.

As well as in case of a cell gas model, the idea of the cell fluid consists in fixed partition of the volume $V$ of a system with $N$ particles on $N_v$ congruent cubic cells, each of volume $v = V/N_v$. The GPF of this system can be written in the form

$$
\Xi = \sum_{N=0}^{\infty} \frac{(z)^N}{N!} \int_{V}^\infty (dx)^N \exp \left[ -\frac{\beta}{2} \sum_{\vec{l}_1,\vec{l}_2 \in \Lambda} \tilde{U}_{12}(\eta)\rho_{12}(\eta) \right]
$$

(1)

Here $z = e^{\beta \mu}$ is the chemical activity, $\beta$ is the inverse temperature, $\mu$ is the chemical potential. In this expression integration is made over coordinates of all the particles in the system $\int_{V} (dx)^N = \int_{x_1} \cdots \int_{x_N}$, $x_i = (x^{(1)}_i, x^{(2)}_i, x^{(3)}_i)$, $\eta = \{x_1, \ldots, x_N\}$ is the set of coordinates. $\sum_{\vec{l}_1,\vec{l}_2 \in \Lambda} \tilde{U}_{12}(\eta)\rho_{12}(\eta)$ is the potential energy of the model, difference between two cell vectors is noted as $l_{12} = |\vec{l}_1 - \vec{l}_2|$. Each $\vec{l}_i$ takes values from a set $\Lambda$, defined as

$$
\Lambda = \left\{ \vec{l} = (l_1, l_2, l_3) | l_i = cm_i; m_i = 1, 2, \ldots N_1; i = 1, 2, 3; N_v = N_1^3 \right\}
$$

Here $c$ is the side of a cell, $N_1$ is the number of cells along each axis, $\rho_t(\eta)$ is the occupation number of a cell

$$
\rho_t(\eta) = \sum_{x \in \eta} I_{\Delta_t(x)}
$$

(2)

The characteristic functions (indicators) $I_{\Delta_t(x)}$

$$
I_{\Delta_t(x)} = \begin{cases} 
1, & \text{if } x \in \Delta_t \\
0, & \text{if } x \notin \Delta_t 
\end{cases}
$$

(3)

identify particles in cells and their contribution to interaction of the model. This is the way to plunk all the particles and sort them to different cells. The following expression is obvious

$$
\sum_{\vec{l} \in \Lambda} \rho_t(\eta) = N.
$$

Particles with different coordinates can get into the same cell. Interaction between constituents of one cell and particles hosted in another cell is expressed as function $\tilde{U}_{12}$ dependent on the distance between cells. This function consists of repulsive and attractive parts respectively $\tilde{U}_{12} = \Psi_{12} - U_{12}$. Both $\Psi_{12}$ and $U_{12}$ are positive. As an example we choose $\tilde{U}_{12}$ in the form of the Morse potential

$$
\Psi_{12} = De^{-2(l_{12}-R_0)/\alpha}; \quad U_{12} = 2De^{-(l_{12}-R_0)/\alpha},
$$

(4)

where $\alpha$ is the effective interaction radius. The parameter $R_0$ corresponds to the minimum of the function $\tilde{U}_{12}$ ($\tilde{U}(R_0) = -D$ determines the depth of potential well).
On this stage the GPF \( \Xi \) of \( N \) interacting particles will be written in the form of \( N \) integrals over their coordinates and \( N_v \) integrals over the collective variables (CV) \( \rho_l \):

\[
\Xi = \sum_{N=0}^{\infty} \left( \frac{z}{N!} \right)^N \int (dx)^N \exp \left[ -\frac{\beta}{2} \sum_{l_1, l_2 \in \Lambda} \hat{U}_{l_1 l_2} \rho_{l_1}(\eta) \rho_{l_2}(\eta) \right] \int (d\rho)^N \int (d\nu)^N \exp \left[ 2\pi i \sum_{l \in \Lambda} \nu_l (\rho_l - \rho_l(\eta)) \right].
\]

(5)

Herewith

\[
(\rho^N)_{N_v} = \prod_{l \in \Lambda} d\rho_l, \quad (\nu^N)_{N_v} = \prod_{l \in \Lambda} d\nu_l.
\]

Let us transform the initial potential of interaction as follows

\[
\hat{U}_{l_1 l_2} = -W_{l_1 l_2} + \frac{\beta c}{\beta} \chi \Psi_{l_1 l_2} \delta_{l_1 l_2}.
\]

Here the effective interaction potential \( W_{l_1 l_2} \) is expressed as

\[
W_{l_1 l_2} = U_{l_1 l_2} - \Psi_{l_1 l_2} + \frac{\beta c}{\beta} \chi \Psi_{l_1 l_2} \delta_{l_1 l_2}.
\]

(6)

Hence \( \chi \) is the real positive parameter \((\chi > 0)\), \( \beta_c = 1/k_B T_c \), \( k_B \) is the Boltzman constant, \( T_c \) is some fixed temperature which will be defined later. As a result a part of the repulsive interaction \( \beta c \Psi_{l_1 l_2} \delta_{l_1 l_2} > 0 \) is transferred to the Jacobian of transition from individual coordinates to collective variables. As we will see subsequently it will form a new measure of distribution of density fluctuations.

As a result of the above-mentioned transformations the GPF takes the form

\[
\Xi = \sum_{N=0}^{\infty} \frac{1}{N!} \int (dx)^N \int (d\rho)^N \int (d\nu)^N \exp \left[ 2\pi i \sum_{l \in \Lambda} \nu_l (\rho_l - \rho_l(\eta)) \right] \times
\]

\[
\exp \left[ \beta \mu \sum_{l \in \Lambda} \rho_l + \frac{\beta}{2} \sum_{l_1, l_2 \in \Lambda} W_{l_1 l_2} \rho_{l_1} \rho_{l_2} - \frac{\beta c}{2} \chi \sum_{l \in \Lambda} \Psi_0 \rho_l^2(\eta) \right].
\]

(7)

Here \( e^{\beta \mu N} = \exp \left[ \beta \mu \sum_{l \in \Lambda} \rho_l(\eta) \right] \) and \( \Psi_0 = De^{2R_0/\alpha} \).

To integrate over the coordinates \( x_1, \ldots, x_N \) it’s enough to make the following transformation of a part of (7)

\[
\exp \left[ -\frac{\beta c}{2} \chi \rho_0^2(\eta) \right] = g_{\nu_0} \int_{-\infty}^{\infty} d\varphi \exp \left[ -\frac{1}{4p} \varphi^2 + i\varphi \rho_l(\eta) \right] \quad g_{\nu_0} = (4\pi p)^{\frac{1}{4}}.
\]

The parameter \( p \) is real and positive. It is expressed by the following formula

\[
p = \beta c \Psi_0 / 2.
\]

(8)

After integrating over the coordinates \( x_1, \ldots, x_n \) (see Appendix A) we obtain a functional representation of the GPF of the cell fluid model in similar form to the one we had before

\[
\Xi = \int (d\rho)^N \exp \left[ \beta \mu \sum_{l \in \Lambda} \rho_l + \frac{\beta}{2} \sum_{l_1, l_2 \in \Lambda} W_{l_1 l_2} \rho_{l_1} \rho_{l_2} \right] \prod_{l \in \Lambda} \left[ \sum_{N=0}^{\infty} \frac{v_N}{N!} e^{-pN^2} \delta(\rho_l - N) \right],
\]

(9)

Now the difference between the cell gas model \([11]\) and the cell fluid model becomes clear. Molecules of a cell gas move in space in such a way, that each cell can house no more than one particle. This is somehow likely to the lattice-gas model, which is frequently used for description of simple fluids. As it is known in the lattice-gas only one particle can reside on each site, otherwise the site is vacant. Regarding to the cell fluid model we introduce the occupation numbers of cells \( \rho_l(\eta) \) which can take values \( N = 0, 1, 2, \ldots \). This means that each cell of a cell fluid can host arbitrary number of particles. Due to the term \( e^{-pN^2} \) the more \( N \) increases the less \( N \)-th term contributes to the sum in (9). Therefore the probability to find many particles in one elementary cube is very small.
3 Functional representation of the grand partition function of the cell fluid model

The GPF in the CV set \( \rho_f \) is quiet compact but not perspective due to the sum of non-diagonal terms in the exponent with effective interaction. Let us use the Fourier representation in (9)

\[
\sum_{\vec{l}_1, \vec{l}_2 \in \Lambda} W_{\vec{l}_1 \vec{l}_2} \rho_{\vec{l}_1} \rho_{\vec{l}_2} = \sum_{k \in B_c} W(k) \rho_k \rho_{-\vec{k}} \quad k = |\vec{k}|.
\]

Therefore to make any estimations it is convenient to choose the potential of interaction possessing the Fourier transform. The variable \( \rho_k \) is the representation of the collective variable \( \rho_{\vec{l}} \) in reciprocal space

\[
\rho_k = \frac{1}{\sqrt{N_v}} \sum_{\vec{l} \in \Lambda} \rho_{\vec{l}} e^{i \vec{k} \cdot \vec{l}}.
\]

Vector \( \vec{k} \) takes values from the set \( B_c \) corresponding to one cell

\[
B_c = \{ \vec{k} = (k_1, k_2, k_3) \mid k_i = -\frac{\pi}{c} + \frac{2\pi}{c} n_i, \, n_i = 1, 2, \ldots, N_1; \, i = 1, 2, 3; \, N_v = N_3 \}.
\]

The Fourier transform of the effective interaction potential \( W(k) \) has the form

\[
\beta W(k) = \beta U(k) - \beta \Psi(k) + \frac{\beta}{\beta_0} \Psi_0 \chi,
\]

In case of the Morse potential (4) one has the following

\[
U(k) = U(0) \left( 1 + \alpha^2 k^2 \right)^{-2}, \quad \Psi(k) = \Psi(0) \left( 1 + \frac{\alpha^2 k^2}{4} \right)^{-2}.
\]

\[
U(0) = 16D\pi^3 \alpha^3 e^{R_0/\alpha}, \quad \Psi(0) = D\pi^3 \alpha^3 e^{2R_0/\alpha}.
\]

On this stage we propose two ways to deal with calculation of the GPF (9). The former is represented in our recent manuscript [20]. The latter, which on our opinion gives more transparent results, will be considered here. Firstly, let us make the Stratonovich-Hubbard transformation

\[
\exp \left[ \frac{\beta}{2} \sum_{k \in B_c} W(k) \rho_k \rho_{-\vec{k}} \right] = g_W \int (dt)^{N_v} \exp \left[ -\frac{1}{2\beta} \sum_{k \in B_c} \frac{t_k t_{-\vec{k}}}{W(k)} \right],
\]

\[
g_W = \prod_{k \in B_c} (2\pi \beta W(k))^{-1/2}.
\]

The variables \( t_{\vec{k}} \) are complex values \( t_{\vec{k}} = t_{\vec{k}}^{(c)} - it_{\vec{k}}^{(s)} \), where \( t_{\vec{k}}^{(c)} \) and \( t_{\vec{k}}^{(s)} \) are real and imaginary parts respectively. For an element of a phase volume we have

\[
(dt)^{N_v} = dt_0 \prod_{k \in B_c} dt_{\vec{k}}^{(c)} dt_{\vec{k}}^{(s)}.
\]

The stress above the product means that \( \vec{k} > 0 \).

Note that the mandatory condition for transformation (13) is \( W(k) > 0 \). Taking into account the form of interaction potential (4), it is easy to see, that the effective potential \( W(k) \) (10) is positive when

\[
\ln 2 < R_0/\alpha < 4 \ln 2
\]
and \( \chi > 0 \). The left hand side of inequality (14) is peculiar for the Morse potential, which was used \([21, 22, 23]\) for description of metals (particularly, \(Cu, Fe, Al, Au, Na\) and so on).

Taking into account transformation (13) the GPF (9) can be written in the form

\[
\Xi = g W \int (d\tilde{t})^{N_v} \exp \left[ -\frac{1}{2\beta} \sum_{\tilde{k} \in B_s} \frac{t_{\tilde{k} \tilde{-k}}}{W(\tilde{k})} \right] J(\tilde{t}_\mu) . \tag{15}
\]

The Jacobian of transition \( J(\tilde{t}_\mu) \) factors in \( l \)

\[
J(\tilde{t}_\mu) = \prod_{l=1}^{N_v} \sum_{m=0}^{\infty} \frac{v^N}{N!} e^{-\nu N^2} \int d\nu_l e^{-2\pi \nu_l N^2} d\rho_l \exp \left[ 2\pi \nu_l \left( \nu_l + \frac{\tilde{t}_l}{2\pi} \rho_l \right) \right] \tag{16}
\]

\[
\tilde{t}_l = t_l + \beta \mu \quad t_l = \frac{1}{\sqrt{N_v}} \sum_{\tilde{k} \in \Lambda} t_{\tilde{k}} e^{-i\tilde{k} \cdot \tilde{l}} . \tag{17}
\]

Obviously, integrals over \( \rho_l \) in (16) are delta-functions, which so as to say remove integration over \( \nu_l \). In consequence of this we come to the following expression of the GPF

\[
\Xi = g W \int (d\tilde{t})^{N_v} \exp \left[ -\frac{1}{2\beta} \sum_{\tilde{k} \in B_s} \frac{t_{\tilde{k} \tilde{-k}}}{W(\tilde{k})} \prod_{l=1}^{N_v} \left( \sum_{N=0}^{\infty} \frac{\nu^N}{N!} e^{-N \nu N^2} \right) \right] . \tag{18}
\]

The series under the product of \( l \) in (18) can be expressed as a cumulant series

\[
\tilde{J}_l(\tilde{t}_\mu) = \exp \left[ -\sum_{n=0}^{\infty} \frac{a_n}{n!} \tilde{t}_l^n \right] . \tag{19}
\]

Coefficients \( a_n \) are explicit analytical functions of the parameters \( p \) and \( v \) (see Appendix B) in contradiction to our previous work \([20]\), where such coefficients were expressed in a complicated way via the integrals containing restricted cumulant series. Therefore they could be only numerically calculated. Consequently, we obtained an approximated expression of the GPF \([20]\).

Evidently \( p \) and \( v \) appeared to be instrumental parameters in the present approach. Moreover there is a monosemantic dependence between them (for more detail see Appendix C).

It is worthwhile to use a space of \( \tilde{t}_\mu \) to make the following calculation of the GPF. In this case the Jacobian of transition fails to be a function of chemical potential, which actually makes calculation much easier. So let us transit in (18) to the variables \( \tilde{t}_\mu \) using (17), and rewrite it in the form

\[
\Xi = g W e^{-\left( a_0 + \frac{a_2}{2W(0)} \right) N_v} \int (d\tilde{t})^{N_v} \exp \left[ \sqrt{N_v} \left( \frac{\mu}{W(0)} - a_1 \right) \tilde{t}_0 - \frac{1}{2\beta} \sum_{\tilde{k} \in B_s} D(\tilde{k}) \tilde{t}_{\tilde{k} \tilde{-k}} - \sum_{n=3}^{\infty} \frac{a_n}{n!} N_v^{\frac{n-2}{2}} \sum_{\tilde{k}_1, \ldots, \tilde{k}_n} \tilde{t}_{\tilde{k}_1} \cdots \tilde{t}_{\tilde{k}_n} \delta_{\tilde{k}_1 + \cdots + \tilde{k}_n} \right] . \tag{20}
\]

\( W(0) \) is the effective potential of interaction at \( |\tilde{k}| = 0 \) and

\[
D(\tilde{k}) = a_2 + \frac{1}{W(\tilde{k})\beta} .
\]

Note that the functional representation (20) is exact for the cell fluid model, in comparison with visually similar expression obtained in our previous manuscript \([20]\), which is approximate. To derive an equation of state and physical characteristics of the system one should calculate the GPF. Computation of (20) would be an exact solution of the problem, but this task is rather complicated, whereas expression (20) contains an infinite number of terms in the exponent. Thereby we use the \( \rho^1 \)-model approximation, which means that the cumulant series in (20) are restricted to \( n \leq 4 \). We made sure \([24, 27, 21, 25, 26]\), that this approximation gives qualitatively satisfactory description of a second-order phase transition with non-classical values of critical exponents for the Ising model. So we hope that the same approximation would work for the cell fluid model as well.
4 Calculating an explicit form of the GPF in the approximation of a mean-field type

The expression, which was obtained in the previous section is likely to the partition function of a three-dimensional Ising model in an external field \(28\). In our case \(\mu\) plays the role of the field. To calculate the GPF (20) make a change of variables

\[
\tilde{t}_k = \rho_k + n_c \sqrt{N_v} \delta_k,
\]

which is aimed to destroy terms proportional to the third power of the variable \(\tilde{t}_k\). As a result we obtain the following expression

\[
\Xi = g_W e^{N_v (E_\mu - a_0)} \int (d\rho) e^{N_v \left[ \sqrt{N_v} M \rho_0 - \frac{1}{2} \sum_{k \in B_c} \rho_k \rho_{-k} \rho_{k_1 \ldots k_4} \delta_{k_1 + \ldots + k_4} \right]}
\] (21)

where

\[
E_\mu = -\beta W(0) (M + \tilde{a}_1)^2 + Mn_c + \frac{d(0)}{2} n_c^2 - \frac{a_4}{24} n_c^4,
\]

\[
M = \frac{\mu}{W(0)} - \tilde{a}_1; \quad \tilde{a}_1 = a_1 + d(0) n_c + \frac{a_4}{6} n_c^3,
\] (22)

The coefficient \(d(k)\) has the form

\[
d(k) = \frac{1}{\beta W(k)} - \tilde{a}_2, \quad \tilde{a}_2 = \frac{a_4}{2} n_c^2 - a_2.
\] (23)

Currently we are interested in the behavior of the cell fluid in a wide range of temperature. The results, which were obtained for a magnet in an external field \(29, 30\) and also for fluids \(31, 9\) point out, that the variable \(\rho_0\) with \(\vec{k} = 0\) (\(\vec{k}\) is the wave vector of a fluctuation mode) gives a main contribution to a free energy in the region of temperatures far from the vicinity of the critical point.

Terms, which include \(\rho_k\) with \(k \neq 0\) fail to play a part to the average density of the system

\[
\bar{n} = \frac{1}{N_v} \frac{\partial \ln \Xi}{\partial \beta \mu}
\] (24)

since integration over this variables in \((21)\) is not related to the chemical potential, namely a derivative of these terms with respect to the chemical potential is equal to zero. Obviously such terms do not make the density dependent contribution to the pressure

\[
P V = k_B T \ln \Xi
\] (25)

So let us make such a type of mean-field approximation and consider the collective variables \(\rho_k\) with \(\vec{k} = 0\) both with neglecting all the \(\rho_k\) with \(\vec{k} \neq 0\) in expression \((21)\). In this approximation the GPF has the form

\[
\Xi = g_W e^{N_v E_\mu} \int_{-\infty}^{\infty} (d\rho_0) \exp [N_v E(\rho_0)].
\] (26)

\(E(\rho_0)\) is obtained using the change of variables \(\rho_0' = \sqrt{N_v} \rho_0\)

\[
E(\rho_0) = M \rho_0 - \frac{1}{2} d(0) \rho_0^2 - \frac{a_4}{24} \rho_0^4.
\] (27)

The temperature of transition in the mean-field approximation \(32, 33\) can be determined from the following condition

\[
d(0) = \frac{1}{\beta_c W(0, T_c)} - \tilde{a}_2 = 0.
\] (28)
Thereof we obtain the expression for the critical temperature
\[ k_B T_c = \tilde{a}_2 W(0, T_c). \]  
(29)

where \( W(0, T_c) = W(0)|_{T=T_c} \) is the value of the effective interaction potential \( W(0) \) at the critical temperature.

Taking into account the form of the effective potential \( \tilde{a}_2 \) it is easy to make sure, that temperature dependence of \( d(0) \) can be expressed as follows
\[ d(0) = \tilde{a}_2 \gamma \tau, \quad \gamma = \frac{A_0}{A_0 + (\tau + 1) \chi} = -\tilde{U}(0) W(0), \quad A_0 = 16 e^{-\frac{\rho_0}{\tau}} - 1, \]  
(30)

Recall that \( \tilde{U}(0) = U(0) - \Psi(0) \) is the Fourier transform of the interaction potential between the constituents of the system.

Since the value \( N_v \) in the exponent of \( (26) \) tends to infinity in the thermodynamic limit, we can use the Laplace method to make integration in this expression (see \( [20] \)) and obtain the GPF as follows
\[ \Xi \simeq g'_W \exp \left[ \frac{N_v E(\mu) + N_v E(\bar{\rho}_0)}{\bar{\rho}_0} \right], \]  
(31)

where the value \( \rho_0 = \bar{\rho}_0 \) can be found from the equation
\[ \bar{\rho}_0^3 + p Q \bar{\rho}_0 + q Q = 0, \quad p Q = \frac{6d(0) a_4}{\bar{\rho}_0}, \quad q Q = -\frac{6M}{a_4}. \]  
(32)

\( \bar{\rho}_0 \) should give a maximum of \( E(\rho_0) \). Having an explicit expression of the GPF \( (31) \) one can write the average density of the system using \( (24) \)
\[ \bar{n} = \frac{<N>}{N_v} = \frac{\partial E(\mu)}{\partial \beta \mu} + \frac{\partial E(\rho_0)}{\partial \beta \mu} \Rightarrow \bar{n} = n_g - M + \tilde{a}_2 \kappa \bar{\rho}_0, \]  
(33)

where
\[ n_g = -a_1 - \tilde{a}_2 n_c + \frac{a_4}{3} n_c^3, \]  
(34)

\[ \beta W(0) = \frac{1}{\tilde{a}_2 \kappa}, \quad \kappa = \tau \gamma + 1. \]

since \( \bar{\rho}_0 = \bar{\rho}_0(\tau, M) \) equation \( (33) \) describes a link between the density \( \bar{n} \) and the chemical potential \( M \). This equation is non-linear. It has different number of real solutions depending on whether \( \tau \) is positive or negative. At \( \tau < 0 \) there exist three real solutions \( \bar{\rho}_0 i \), for \( T \geq T_c \) there is only one.

For all \( \tau \) there are three possible values of \( M \), which correspond to the same one \( \bar{n} \). It is important, that we can find the chemical potential as a function of average density, but it appeared to be not an easy thing to express \( M = f(\bar{n}, \tau) \) using \( (33) \). However we can act in a different way to link \( \bar{n} \) with \( M \) by writing an equation that meets the condition of maximum of \( E(\rho_0) \) \( (27) \)
\[ M = d(0) \bar{\rho}_0 b + \frac{a_4}{6} \bar{\rho}_0 b, \]  
(35)

where according to \( (33) \)
\[ \bar{\rho}_0 b = \frac{(\bar{n} - n_g + M)}{\tilde{a}_2 \kappa}. \]  
(36)

Using the denotation
\[ m = M + \bar{n} - n_g, \]  
(37)

we can reduce equation \( (35) \) to the following form
\[ m^3 + m p_b + q_b = 0, \]  
(38)
where

\[ p_b = \frac{6\kappa^2\hat{a}_2^3}{a_4} \quad q_b = -(\bar{n} - n_g)p_b\kappa, \]

and its discriminant

\[ D_b = \left(\frac{p_b}{3}\right)^3 + \left(\frac{q_b}{2}\right)^2. \]  \hspace{1cm} (39)

Since \( p_b < 0 \) the value of \( D_b \) can be either positive or negative (see Figure. 1). This fact is an influence on the number of real solutions of equation (38). If \( D_b < 0 \) equation (38) has three real solutions. If \( D_b = 0 \) there are two values of density \( \bar{n} \). In case of \( D_b > 0 \) the equation has a single solution describing a decrease of \( \bar{n} \) with an increase of the chemical potential and that is not a physical behavior.

In the ranges of density \( 0 \leq \bar{n} \leq \bar{n}_{\text{max}} \) \( D_b \) is negative, as it is plotted on Figure. 1.

![Figure 1: Plot of \( D_b \) as a function of average density](image1)

![Figure 2: Solutions \( m_n \) as functions of average density \( \bar{n} \): \( m_1 \) – curve 1, \( m_2 \) – curve 2, \( m_3 \) – curve 3.](image2)

Solutions of equation (38) have the form

\[ m_1 = 2\sqrt{\frac{2\kappa^2\hat{a}_2^3}{a_4}} \sin \frac{\alpha_b}{3}, \quad m_2 = -2\sqrt{\frac{2\kappa^2\hat{a}_2^3}{a_4}} \sin \left(\frac{\alpha_b}{3} + \frac{\pi}{3}\right), \quad m_3 = -2\sqrt{\frac{2\kappa^2\hat{a}_2^3}{a_4}} \sin \left(\frac{\alpha_b}{3} - \frac{\pi}{3}\right) \] \hspace{1cm} (40)

where

\[ \alpha_b = \arccos \left[ \sqrt{\frac{9a_4}{8\hat{a}_2^3}} (\bar{n} - n_g) \right]. \]

Note that, the solution \( m_1 \) in (40) (see curve 1 on Figure 2) is equitable for some (bounded) range of values of the chemical potential \( M = f(\bar{n}, \tau) \)

\[ M = m_1 - (\bar{n} - n_g). \] \hspace{1cm} (41)
Figure 3: Plot of the chemical potential as a function average density.

At the parameters given in (3), the chemical potential take values $-2.5 < \mu < 2.5$ (Figure 3). If $\mu$ falls out of this interval there exist two other solutions ($m_2$ and $m_3$) of equation (41), but they do not reflect a physical matter of the phenomenon.

Going back to calculation of the GPF (31), the case $T > T_c$ means a single real solution of (32)

$$\bar{\rho}_0 = \left( \frac{3M}{a_4} + \sqrt{Q} \right)^{\frac{1}{3}} + \left( \frac{3M}{a_4} - \sqrt{Q} \right)^{\frac{1}{3}}, \quad Q = \left( \frac{2d(0)}{a_4} \right)^3 + \left( \frac{-3M}{a_4} \right)^2. \quad (42)$$

Then the equation of state or in other words the pressure as a function of temperature and density has the form

$$\frac{P_v}{k_B T_c} = (\tau + 1) \left[ f - \frac{(M + \bar{\alpha}_i)^2}{2\bar{\kappa}_a^2} + \frac{d(0)}{2(\bar{\kappa}_a)^2} \left( \bar{n} - n_g + M + \bar{\kappa}_a n_c \right)^2 + \frac{a_4}{8(\bar{\kappa}_a)^4} \left( \bar{n} - n_g + M + \bar{\kappa}_a n_c \right)^4 \right]. \quad (43)$$

$$f = \frac{1}{N_v} \ln g_W - a_0 + \frac{a_4}{24} n_c^4.$$

Now considering $T = T_c$ in (43), it is easy to write an explicit dependence of pressure on density at the critical temperature

$$\frac{P_v}{k_B T_c} = f_c + \frac{M_0}{4\bar{\alpha}_2} \left[ M_0 + 3\bar{n}|T=T_c - n_g \right], \quad (44)$$

$$f_c = \frac{1}{N_v} \ln g_W - a_0 + \frac{a_4}{24} n_c^4 - \frac{(a_1 + a_4 n_c^3/6)^2}{2\bar{\alpha}_2}.$$ 

The following formula expresses the chemical potential $M_0$ as a function of density

$$M_0 = 2 \left( \frac{2\bar{n}^3}{a_4} \right)^\frac{1}{3} \sin \left[ \frac{\bar{n}}{3} \right] \left( \bar{n}|T=T_c - n_g \right).$$

Index 0 denotes, that $M_0$ corresponds to $T = T_c$.

The pressure $P = P(\bar{n})$ expressed by (43) and $P|_{T=T_c} = P|_{T=T_c}(\bar{n})$ expressed by (44) are plotted on Figure 4.

5 Behavior of the system at temperatures $T < T_c$

The equation of state in case of $T < T_c$ can be written in the form

$$\frac{P_v}{k_B T} = \frac{1}{N_v} \ln g_W' + E_\mu + M \bar{\rho}_0 - \frac{1}{2} d(0) \bar{\rho}_0^2 - \frac{a_4}{24} \bar{\rho}_0^4. \quad (45)$$
where $E_{\mu}$ is defined in (22), and values $\rho_{0i}$ $i = 1, 2, 3$ are the three solutions of equation (32).

$$\rho_{01} = 2\rho_0 \cos \frac{\alpha_m}{3}, \quad \rho_{02} = -2\rho_0 \cos \left( \frac{\alpha_m + \pi}{3} \right), \quad \rho_{03} = -2\rho_0 \cos \left( \frac{\alpha_m - \pi}{3} \right)$$  \hspace{1cm} (46)

where

$$\rho_0 = \sqrt{-\frac{2d(0)}{a_4}}, \quad \alpha_m = \arccos \frac{M}{M_q}.$$  \hspace{1cm} (47)

$M_q$ is the value of the chemical potential $M$ when the discriminant $Q$ of equation (32) is equal to zero

$$M_q = \sqrt{-\frac{8[d(0)]^3}{9a_4}}.$$  \hspace{1cm} (48)

Note that the region of values of $M$ is restricted to the interval $|M| \leq M_q$. For all $|M| \leq M_q$ we have $Q < 0$, so there exist three real solutions of equation (32) in this interval of $M$.

In case of $|M| > M_q$ we have a single root of equation (32), as well as in case of $T > T_c$ (42).

At $M = -M_q$ we have $Q = 0$, so using (42) we obtain

$$\rho_{0q}^{(-)} = 2 \left( -\frac{3M_q}{a_4} \right)^{\frac{1}{3}} = -2\rho_0,$$  \hspace{1cm} (49)

and at $M = M_q$ using (42) we can find

$$\rho_{0q}^{(+)} = 2 \left( \frac{3M_q}{a_4} \right)^{\frac{1}{3}} = 2\rho_0.$$  \hspace{1cm} (50)

Let us analyze an asymptotics of the solutions (46) at $|M| = M_q$. Here at $M = -M_q$ we have $\cos \alpha_q^{(-)} = -1$, that’s why $\alpha_m^{(-)} = \pi$ and

$$\rho_{01}^{(-)} = 2\rho_0 \cos \frac{\pi}{3} = \rho_0, \quad \rho_{02}^{(-)} = 2\rho_0 \cos \frac{2\pi}{3} = -\rho_0, \quad \rho_{03}^{(-)} = -2\rho_0 \cos 0 = -2\rho_0.$$  \hspace{1cm} (51)

In case of $M = M_q \cos \alpha_m^{(+)} = 1$, or $\alpha_q^{(+)} = 0$, then

$$\rho_{01}^{(+)} = 2\rho_0 \cos 0 = 2\rho_0, \quad \rho_{02}^{(+)} = -2\rho_0 \cos \frac{\pi}{3} = -\rho_0, \quad \rho_{03}^{(+)} = -2\rho_0 \cos \left( -\frac{\pi}{3} \right) = -\rho_0.$$  \hspace{1cm} (52)

Thereby, for $M = -M_q$ we have $\rho_{0q}^{(-)} = -2\rho_0$, defined in (49), coinciding with $\rho_{03}^{(-)}$ expressed in (51).

In case of $M = M_q \rho_{0q}^{(+)} = 2\rho_0$, from (50), which is the same as $\rho_{01}^{(+)}$ expressed in (52).

Now we can drawn into the following conclusion. An increase of the chemical potential from $-\infty$ to $-M_q$ corresponds to a single solution of equation (32), which is given in (42) (Region I on Figure 6).

For $-M_q < M < 0$ this solution transits to $\rho_{03}^{(-)}$ expressed in (51) and remains to be applicable until $M = 0$ (Region II) where $\cos \alpha_0^{(-)} = 0$ or $\alpha_0^{(-)} = \frac{\pi}{2}$

$$\lim_{M \to 0} \rho_{03}^{(-)} = \rho_0^{(-)} = -2\rho_0 \cos \left( \frac{\pi}{6} - \frac{\pi}{3} \right) = -\sqrt{3}\rho_0.$$  \hspace{1cm} (53)
Figure 5: Plot of the pressure $P$ as a function of chemical potential and temperature at $T < T_c$ ($\tau = -0, 1$ – curve 1, $\tau = -0, 2$ – curve 2, $\tau = -0, 3$ – curve 3).
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Figure 6: Regions of values of the chemical potential and corresponding values of the average density at temperature below the critical one.
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On the other hand, a decrease of $M$ from $+\infty$ to $M_q$ corresponds to single solution (42) (Region IV), which at $M = M_q$ transits to the solution $\bar{\rho}^{(+)}_0$ expressed in (52) and remains to be applicable until $M = +0$ (Region III):

$$\lim_{M \to +0} \rho^{(+)}_0 = \rho^{(+)}_0 = 2 \rho_0 r \cos \left( \frac{\pi}{6} \right) = \sqrt{3} \rho_0 r.$$  \hspace{1cm} (54)

So the equation of state at $T < T_c$ can be written in the form of several terms using the Heaviside functions $\theta$ in accordance with values of the chemical potential $M$

$$\frac{P}{k_B T} = -\frac{1}{N_v} \ln \theta(\rho^{(+)}_0) + E(\rho^{(+)}_0) [\Theta(-M - M_q) + \Theta(M - M_q)] + E(\rho^{(+)}_0) \Theta(-M) \Theta(M + M_q) + E(\rho^{(+)}_0) \Theta(M) \Theta(M - M - M_q).$$  \hspace{1cm} (55)

This information is enough to plot the function $P = P(\tau, M)$. Corresponding curves are shown on Figure 5. There we can see two surfaces touching to each other on the line $M = 0$.

However, plot of the pressure as a function of density and temperature is more informative. To get this dependence we have to express the chemical potential as a function of density according to the interrelation (33) and use the obtained expression in (55). For this purpose let us use (41) and compare the behavior of $\bar{\rho}_0$ as a function of chemical potential on the one hand and on the other hand as a function of density. Consider each of the regions depicted on Figure 6.

**Region I.** $M \leq -M_q$. At $M = -M_q$ we have expression (49) for $\bar{\rho}_0$, where $\rho_0 r$ is a function of temperature (47). On the other hand, there is equality (33)

$$\bar{n} = n_g - M + \bar{\rho}_0 k \alpha_2,$$  \hspace{1cm} (56)
which links the average density \( \bar{n} \) with the chemical potential (in the present case \( M = -M_q \)) and the value \( \tilde{\rho}_0 = -2\rho_0r \). Thereby according to (33) we can find the density \( \bar{n}_{12} \) (the point of transition between Region I and Region II), which corresponds to \( M = -M_q \)

\[
\bar{n}_{12} = n_g - 2\kappa\tilde{\rho}_2\rho_0 + \frac{a_4}{3}\rho_0^3. \tag{57}
\]

**Region II**, \(-M_q \leq M \leq -0\). At \( M = -0 \) we have \( \tilde{\rho}_03 = -\sqrt{3}\rho_0r \). A boundary value of density which is pertinent to \( \bar{n}_{20} = \lim_{M \to -0} \bar{n} \) has the form

\[
\bar{n}_{20} = n_g - \sqrt{3}\kappa\tilde{\rho}_2\rho_0. \tag{58}
\]

**Region III**, \( 0 \leq M \leq M_q \). This region starts from \( M = 0 \), where \( \tilde{\rho}_01 = \sqrt{3}\rho_0r \) and respectively

\[
\bar{n}_{03} = n_g + \sqrt{3}\kappa\tilde{\rho}_2\rho_0, \tag{59}
\]

and ends up at \( M = M_q \), which takes the consequences with \( \tilde{\rho}_01 = 2\rho_0r \), therefore

\[
\bar{n}_{34} = n_g + 2\kappa\tilde{\rho}_2\rho_0 - \frac{a_4}{3}\rho_0^3. \tag{60}
\]

**Region IV**, \( M > M_q \). This region starts from \( \bar{n}_{03} \) (59), which decreases until some fixed value \( \bar{n}_{lim} \). The value \( \bar{n}_{lim} \) is bounded. Plot of \( \bar{n}_{20} \) and \( \bar{n}_{03} \) as functions of temperature is shown on Figure 7 (the binodal curve). Maximal value of \( M \) corresponds to \( \bar{n}_{lim} = 10.01 \). In case of \( \bar{n} > \bar{n}_{lim} \) the solution \( m_1 \) in (41) has to be replaced by \( m_3 \). However this solution is non-physical, because it gives a decrease of the chemical potential with an increase of the density.

Having a temperature dependence of the boundary densities \( \bar{n}_{12}, \bar{n}_{20}, \bar{n}_{03} \) and \( \bar{n}_{34} \) one can rewrite the equation of state (55) in terms of \((\tau, \bar{n})\). For this purpose it is enough to apply the formula (41) in equation (55). This formula gives dependence of the chemical potential on temperature and average density. The boundary densities described above have to be substituted for corresponding values of the chemical potential in Heaviside functions \( \Theta(M_1 - M_q) \) in (55). As a result the equation of state is expressed as follows

\[
\frac{P_v}{k_B T} = -\frac{1}{N_v} ln g_W + E_\mu(\bar{n}) + E_1(\tilde{\rho}_03)\Theta(\bar{n}_{12} - \bar{n}) + E_2(\tilde{\rho}_03)\Theta(\bar{n} - \bar{n}_{12})\Theta(-\bar{n} + \bar{n}_{20}) + E_3(\tilde{\rho}_01)\Theta(\bar{n} - \bar{n}_{03})\Theta(\bar{n}_{34} - \bar{n}) + E_4(\tilde{\rho}_01)\Theta(\bar{n} - \bar{n}_{34}). \tag{61}
\]

\( E_\mu \) is determined by the formula (22). Functions \( E_n(\tilde{\rho}_0) \) have the following form

\[
E_n(\tilde{\rho}_0) = M\tilde{\rho}_0n - \frac{d(0)}{2}\tilde{\rho}_0^2 - \frac{a_4}{24}\tilde{\rho}_0^4, \tag{62}
\]

where \( \tilde{\rho}_0n \) is either \( \tilde{\rho}_01 \) (see (40)) for \( E_3(\tilde{\rho}_01) \) and \( E_4(\tilde{\rho}_01) \), or \( \tilde{\rho}_03 \) (see (40)) for \( E_1(\tilde{\rho}_03) \) and \( E_2(\tilde{\rho}_03) \).
Figure 7: Plot of the temperature of phase transition as a function of density (binodal – curve 1, spinodal – curve 2).

Figure 8: Plot of the pressure $P$ as a function of density and temperature $\tau = 0$ – curve 4, $\tau = -0.1$ – curve 1, $\tau = 0.2$ – curve 2, $\tau = -0.3$ – curve 3.

The pressure $P$ as a function of density and temperature is plotted on Figure 8. Easy to see, that in temperature region $\tau < 0$ there is a jump of density depicting a coexistence curve. Numerical results show that one can observe a liquid phase at $T < T_c$ in the density region $\bar{n} \leq n_{\text{lim}}$.

On the diagram of state (Figure 9) one can see the line of some limited pressure $P_{\text{lim}} = \lim_{\bar{n} \to n_{\text{lim}}} P(\bar{n})$ connected to the maximal value of the fluid density $n_{\text{lim}}$. This boundary value depends on the microscopic parameters of the system in other words it takes specific value for each system. The line of maximal density may appear as a consequence of using the $\rho^4$-model (see (21) which is the approximation of (20)). This line sets the range of densities $0 \leq n \leq n_{\text{lim}}$ applicable for description of a fluid behavior in this manuscript.

Figure 9: Diagram of state

Figure 10: Surface of pressure as a function of average density and temperature.

Black line between the gray and the white zones of the surface of pressure as a function of temperature and average density (Figure 10) corresponds to the region of temperatures close to the critical $T_c$, where the mean-field approximation is not applicable.
6 Conclusions

To describe a first-order phase transition in the cell fluid model we deal with calculation of the grand partition function. A rigorous functional representation of the GPF (20) is obtained, which is reduced to the \( \rho^4 \)-model (21). This expression has to be calculated in two stages. The former is described in this paper. It covers a wide range of temperatures except the critical point. The latter stage concerns a narrow vicinity of the critical point. It requires the consideration of contribution from all the variables \( \rho_k \) with \( k \neq 0 \) within the field-theoretical approach.

In the present work we were restricted to use a simplest approximation, which is called the approximation of a mean-field type. Thereby determination of the GPF is led down to computation of a single integral using the Laplace method. As a result we obtained an explicit form of the GPF as a function of temperature and chemical potential in this approximation. The pressure as a function of temperature and average density (equations (24) and (25)) is found. Figure 6 is important in respect to this. It shows correspondence between the regions of chemical potential and density at temperatures below the critical one \( T_c \). The critical temperature is defined by (29). Referring to Figure 5 easy to see that transition of the effective chemical potential \( M_{\text{eff}} \) across the value \( M_{\text{eff}} = 0 \) changes the behavior of the pressure at \( T < T_c \). Here we have \( \lim_{M \to 0} P = \lim_{M \to +0} P \), however, derivatives of pressure on the left hand side and on the right hand side from \( M = 0 \) are different. The latter fact causes a jump of density starting from \( n_{20} \) to \( n_{03} \) (see Figure 6). Each of these values are functions of temperature. In case of \( T \geq T_c \) we do not observe such a jump (formally \( n_{20} = n_{03} \)).

A special attention is paid to the equation of state. Both the coexistence curve and the spinodal are plotted in the case of particular parameter \( p \) (see Appendix C), which take specific value for each system. Analyzing the surface of equation of state (see Figure 10) we noticed that curves of pressure increase sharply in the region of high densities (which exceed the liquid phase density). Apparently, the \( \rho^4 \)-model has some boundary density \( n_{\text{lim}} \) (see Figure 2) such that there is a range of physically existent densities \( 0 \leq \bar{n} \leq n_{\text{lim}} \). To examine behavior of the system in the high density region \( \bar{n} \geq n_{\text{lim}} \) (see Figure 9) it might be essential to consider (20) in the approximation of a \( \rho^{2m} \)-model where \( m \geq 3 \).

The forthcoming research is calculation of the GPF (21) using the renormalization group method [27] with correlation effects taken into account. Thereby it will be possible to describe the behavior of a simple fluid in wide temperature region including the critical point within a sole approach.
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A

Now expression of the GPF (7) becomes slightly different

\[
\Xi = \int \left( d\rho \right)^N \exp \left[ \beta \mu \sum_{i \in \Lambda} \rho_i + \frac{\beta}{2} \sum_{i, j \in \Lambda} W_{ij} \rho_i \rho_j \right] \int \left( d\varphi \right)^N \exp \left[ -\frac{1}{4p} \sum_{i \in \Lambda} \varphi_i^2 \right] \int \left( dv \right)^N \exp \left[ 2\pi i \sum_{i \in \Lambda} \nu_i \rho_i \right] \sum_{N=0}^\infty \frac{1}{N!} \int \left( dx \right)^N \exp \left[ -2\pi i \sum_{i \in \Lambda} \left( \nu_i - \frac{\varphi_i \rho_i}{2\pi} \right) \rho_i \right] \]

\[= \int \left( d\rho \right)^N \exp \left[ \beta \mu \sum_{i \in \Lambda} \rho_i + \frac{\beta}{2} \sum_{i, j \in \Lambda} W_{ij} \rho_i \rho_j \right] \int \left( d\varphi \right)^N \exp \left[ -\frac{1}{4p} \sum_{i \in \Lambda} \varphi_i^2 \right] \int \left( dv \right)^N \exp \left[ 2\pi i \sum_{i \in \Lambda} \nu_i \rho_i \right] \sum_{N=0}^\infty \frac{1}{N!} \int \left( dx \right)^N \exp \left[ -2\pi i \sum_{i \in \Lambda} \left( \nu_i - \frac{\varphi_i \rho_i}{2\pi} \right) \rho_i \right] \]

\[\times \int \left( d\rho \right)^N \exp \left[ \beta \mu \sum_{i \in \Lambda} \rho_i + \frac{\beta}{2} \sum_{i, j \in \Lambda} W_{ij} \rho_i \rho_j \right] \int \left( d\varphi \right)^N \exp \left[ -\frac{1}{4p} \sum_{i \in \Lambda} \varphi_i^2 \right] \int \left( dv \right)^N \exp \left[ 2\pi i \sum_{i \in \Lambda} \nu_i \rho_i \right] \sum_{N=0}^\infty \frac{1}{N!} \int \left( dx \right)^N \exp \left[ -2\pi i \sum_{i \in \Lambda} \left( \nu_i - \frac{\varphi_i \rho_i}{2\pi} \right) \rho_i \right] \]
As it can be seen from the latter expression one can integrate over the coordinates of particles in the system. For this purpose let us consider an integral over \(dx_1\) in detail

\[
I = \int_V dx_1 e^{-2\pi i \left( \nu - \frac{\varphi}{2\pi} \right) \rho_1(\eta)} = \int_V dx_1 e^{-2\pi i \left( \nu - \frac{\varphi}{2\pi} \right) \sum \Delta_i \rho_i(\eta)}
\]

A particle with the coordinate \(x_1\) can get into one cell, for example into \(\Delta_i\), and cannot get into any other cell, so

\[
I = \int_V dx_1 e^{-2\pi i \left( \nu - \frac{\varphi}{2\pi} \right)} = ve^{-2\pi i \left( \nu - \frac{\varphi}{2\pi} \right)}
\]

The rest of integrals over each of \(x_i\) give the same contribution. Now the GPF can be written in the form

\[
\Xi = g \Psi \int \left( d\rho \right)^N \exp \left[ \beta \mu \sum_{l \in \Lambda} \rho_l + \frac{\beta}{2} \sum_{l_1, l_2 \in \Lambda} W_{l_1, l_2} \rho_{l_1} \rho_{l_2} \right] \times \sum_{N=0}^\infty \frac{v^N}{N!} \prod_{l \in \Lambda} \int (d\varphi_l) e^{-\frac{1}{4\pi} \varphi_l^2 + iN \varphi_l} \int (d\nu_l) e^{2\pi i \sum_{l \in \Lambda} (\rho_l - N) \nu_l}.
\]

Here \(\sqrt{4\pi p} e^{-pN^2}\) is the result of integrating over \(\varphi\).

**B**

Let us find an "entropy" part of (18) (the Jacobian of transition). To ease the process apply \(J_l(\tilde{t}_l) = \prod_{l=1}^{N_v} J_l(\tilde{t}_l)\)

\[
J_l(\tilde{t}_l) = \sum_{N=0}^\infty \frac{v^N}{N!} e^{-pN^2} e^{N\tilde{t}_l}.
\]

This expression can be represented as a cumulant series

\[
\tilde{J}_l(\tilde{t}_l) = \exp \left[ -\sum_{n=0}^\infty \frac{a_n}{n!} \tilde{t}_l^n \right].
\]

Taking into account the equality \(\tilde{J}_l(\tilde{t}_l)|_{\tilde{t}_l=0} = J_l(\tilde{t}_l)|_{\tilde{t}_l=0}\), we have

\[
e^{-a_0} = \sum_{N=0}^\infty \frac{v^N}{N!} e^{-pN^2}.
\]

Applying the following condition

\[
\frac{\partial^n \tilde{J}_l(\tilde{t}_l)}{\partial \tilde{t}_l^n} \bigg|_{\tilde{t}_l=0} = \frac{\partial^n J_l(\tilde{t}_l)}{\partial \tilde{t}_l^n} \bigg|_{\tilde{t}_l=0},
\]

we can find the cumulants \(a_n\) with \(n \geq 1\). The first four of them have the form

\[
a_1 = -\frac{T_1(v, p)}{T_0(v, p)}, \quad a_2 = -\frac{T_2(v, p)}{T_0(v, p)} + a_1^2, \quad a_3 = -\frac{T_3(v, p)}{T_0(v, p)} - a_1^3 + 3a_1 a_2; \quad a_4 = -\frac{T_4(v, p)}{T_0(v, p)} + a_1^4 - 6a_1^2a_2 + 4a_1a_3 + 3a_2^2, \quad (B)
\]
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where the functions \( T_n(v, p) \)

\[
T_n(v, p) = \sum_{N=0}^{\infty} \frac{v^N}{N!} N^n e^{-pN^2}.
\]

are rapidly convergent series for all \( p > 0 \). As it can be seen from [8], the parameter \( p \) is proportional to \( \Psi_0 \). The numeric values of these four coefficients in the case of parameters [C]

\[
a_1 = -2.4904; \quad a_2 = -0.8585; \quad a_3 = -0.0889; \quad a_4 = 0.0331;
\]

C  Relation between the parameters \( p \) and \( v \)

Note, that the condition \( D_b = 0 \), (recall that \( D_b \) is expressed by [39]) yields in two real solutions for the density \( \bar{n} \) and determines the range of density for given values of the parameters \( p \) and \( v \)

\[
\bar{n} = n_g \pm \left[ \frac{8\bar{a}_3^3}{9a_4} \right]^{\frac{1}{2}}.
\]

Therefore we obtain both the minimal and the maximal density

\[
n_{min} = n_g - \frac{2}{3} \left( \frac{2\bar{a}_3^3}{a_4} \right)^{\frac{1}{2}} \quad n_{max} = n_g + \frac{2}{3} \left( \frac{2\bar{a}_3^3}{a_4} \right)^{\frac{1}{2}}
\]

for the considered cell fluid model.

Apparently, \( n_{min} = 0 \), and hence we have the equation

\[
n_g - \frac{2}{3} \left( \frac{2\bar{a}_3^3}{a_4} \right)^{\frac{1}{2}} = 0,
\]

allowing us to calculate respective value of the parameter \( v \) (volume of elementary cell) for each given parameter \( p \) (see Figure 11). Using Figure 12, it is easy to make sure, that not all the values of \( v \) in combination with the parameter \( p \) would give the correct picture.

![Figure 11: Plot of \( v \) as a function of \( p \).](image1.png)

![Figure 12: Plot of the solution \( m_1 \) (40) as a function of average density at \( p = 0.4 \) and various values of \( v \): \( v = 11 \) (curve 1), \( v = 20.8689 \) (curve 2), \( v = 31 \) (curve 3)](image2.png)
Curves 1, 2, 3 plotted on Figure 12 match $p = 0.4$ and three different values of $v$. Curve 2, which is pertinent to $p = 0.4$ and $v = 20.8689$, reaches the least value at $\bar{n} = 0$. Increasing the value of $v$ at fixed $p$ the least $m_1$ is reached for $\bar{n} < 0$ (curve 3 for $v = 31$). Decreasing the value of $v$ the least $m_1$ is reached for $\bar{n} > 0$ (curve 1 for $v = 11$).

Thus there is a clear criterion for selection of values of the parameters $p$ and $v$, which are the arguments of the special function $T_n(p,v)$ (see Appendix B). The former $p$ is defined by the formula [8]. This parameter varies upon a type of investigated matter and depends on the relation $R_0/\alpha$, where $R_0$ and $\alpha$ characterize the potential of interaction [4]. The latter parameter $v$ provides a description of particular density region of the system $\bar{n}$ ($0 \leq \bar{n} \leq \bar{n}_{\text{lim}}$, where $\bar{n}_{\text{lim}}$ is the limited density of a liquid phase) and is unambiguously defined by values of the parameter $p$.

Moreover $p$ and $v$ have to meet the condition $a_4 > 0$. This condition provides convergency of such integrals as [20].

This result is very important, since all parameters of the model are uniquely linked with each other. So making estimations for numeric values of the coefficients $a_n$ expressed by [8] we set the value of parameter $p$, then find the corresponding value of $v$ using the equation $n_{\min} = 0$. Taking into account [29] expression [8] obtains the following form

$$p = \chi \Psi_0 / (2\bar{n}_2 W(0)(T_c)).$$

Using the later one can find the value of $\chi$, which meets the condition $W(k) > 0$. Being dependent on $p$ the parameter $\chi$ becomes a function of microscopic parameters of an interaction potential, particularly of the relation $R_0/\alpha$. In case of the interaction potential $U_{12} = \Psi_{12} - U_{12}$ with the Fourier transform [11] at $R_0/\alpha = 3 \ln 2$ we have the following set of parameters

$$p = 0.4, \quad v = 20.8689, \quad \chi = 3.5947. \quad (C)$$
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