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Abstract

**Background:** Calcific aortic valve stenosis (CAVS) is a fatal disease and there is no pharmacological treatment to prevent the progression of CAVS. This study aims to identify genes potentially implicated with CAVS in patients with congenital bicuspid aortic valve (BAV) and tricuspid aortic valve (TAV) in comparison with normal valves, using a knowledge-slanted random forest (RF).

**Results:** This study implemented a knowledge-slanted random forest (RF) using information extracted from a protein-protein interactions network to rank genes in order to modify the selection probability of them to draw the candidate split-variables. A total of 1591 genes were assessed in 19 valves with CAVS (BAV, n=10; TAV, n=9) and 8 normal valves. The performance of the model was evaluated using accuracy, sensitivity, and specificity to discriminate cases with CAVS. A comparison with conventional RF was also performed. The performance of this proposed approach reported better accuracy in comparison with conventional RF to classify cases separately with BAV and TAV (Slanted RF: 59.3% versus 40.7%). When patients with BAV and TAV were grouped against patients with normal valves, the addition of prior biological information was not relevant with an accuracy of 92.6%.

**Conclusion:** The knowledge-slanted RF approach reflected prior biological knowledge, leading to better precision in distinguishing between cases with BAV, TAV, and normal valves. The results of this study suggest that the integration of biological knowledge can be useful during difficult classification tasks.

**Keywords:** Machine Learning, Calcific Aortic Valve disease, Random Forest, Prior-Knowledge, gene-selection.
1. Introduction
Calcific aortic valve stenosis (CAVS) is one of the main causes of morbidity and mortality in the elderly. In cases with CAVS, a restriction of blood flow occurs attributed to the narrowing of the aortic valve between the left ventricle and the aorta. Although a normal aortic valve has three leaflets, congenital bicuspid aortic valve (BAV) composed of two leaflets is found in approximately 1-2% of the population [1]. The incidence of CAVS is strongly related to age, ranging from 0.2% to 9.8% between the fifth and eighth decade of life [2]. Patients with BAV and tricuspid aortic valve (TAV) are susceptible to develop CAVS and its etiology can be classified as congenital or degenerative associated with a chronic process by progressive mineralization. Currently, no conservative treatment is available to prevent the progression of CAVS and valve replacement is still the only treatment option to treat severe cases [3]. Consequently, the identification of candidate genes that are relevant in the CAVS process is imperative to improve the understanding of the mechanisms behind calcified BAV and TAV and discover potential drug targets.

On the other hand, differential gene expression analysis from RNA-sequencing (RNA-Seq) experiments is the most common statistical analysis to reveal differences in gene expression levels between samples. Generally, the identification and selection of differentially expressed genes have been carried out using hypothesis testing through statistical models based on a Poisson distribution or a Negative Binomial distribution. This conventional approach performs a univariate statistical test for each gene, which can lead to the identification of thousands of genes with small effects, and thus, this approach could become progressively harder [4,5]. In the last few years, machine learning (ML) techniques have been applied to several genetic problems to analyze the large amount of data allowing the simultaneous manipulation of hundreds to thousands of genes, although their results could be difficult to
understand [6]. The potential of ML methods to select important genes related to particular conditions has been recognized in life science [7,8], but they continue to be considered black-box models, hindering to make decisions based on their results. For this reason, the involvement of prior knowledge encapsulated through networks that describe gene-gene interaction has been explored, improving the performance and explainability of the models [9–12].

Accordingly, the objective of this study was to identify genes potentially implicated with CAVS in patients with congenital bicuspid aortic valve (BAV) and tricuspid aortic valve (TAV) in comparison with normal valves. In this article, we implemented a knowledge-slanted random forest (RF) using information extracted from a protein-protein interactions (PPI) network to rank genes. For this, a random walk with restart (RWR) algorithm was used to determine the relevance of each gene based on its connection and localization with respect to other genes. We explored how the use of biological knowledge can improve RF performance in classification tasks. Furthermore, not many studies have compared the gene expression profile of BAV and TAV patients to identify gene targets differentiating the development or progression of CAVS depending on the aortic valve configuration.

2. Methods

2.1. Medical dataset used

We analyzed 27 men with a mean age of 62.6± 4.7 years. Cases with BAV (n=10), TAV (n=9), and controls without evidence of CAVS with a normal aortic valve function (n=8) were included. A total of 15,191 genes were used for the final analysis from RNA-seq. Specified details about tissue description, RNA extraction, and RNA sequencing can be consulted in Guauque-Olarte et al [13].
2.2. PPI network and gene prioritization

Prior knowledge represented through a PPI network is relevant because the genes associated with a specific disease share similar functions and tend to be located in neighboring regions on the PPI network, which helps to identify new disease-related genes and perform the candidate-gene prioritization [14]. In this study, a PPI network was downloaded from the STRING website (https://string-db.org/), which reports for each gene-gene interaction a score from 0 to 1 as a measure of confidence that the reported interaction is true given the available evidence [15]. An undirected weighted graph $G = (V, E)$ is retrieved, where nodes $i, j \in V$ correspond to each gene, and edges or connections $(i,j) \in E$ are weighted with a weight matrix $W$ created using the scores from STRING. Finally, the resulting PPI network contained the information of 15,191 nodes (genes).

For gene prioritization, an RWR algorithm was applied to rank the genes on the PPI network [16]. RWR simulates a random walker that explores the PPI network from node $i$ to node $j$ using a transition probability matrix $A = D^{-1}W$, where $D$ is a diagonal matrix with elements $d_{ij} = \sum_j w_{ij}$. In addition, the random walker can move from $i$ node to a randomly neighbor node or goes back to the initial node with a back-probability $\theta \in (0,1)$. RWR Algorithm can be represented by the following recursive equation:

$$p^{(t+1)} = (1 - \theta)A^Tp^t + \theta p^{(0)},$$

at each step $t$, the RWR algorithm updates the probability $p^{(t)}$ that the walker is at node $i$ at step $t$, until convergence is achieved. Here, $p$ represents the probability of each node being a candidate-gene. To initialize the RWR algorithm, we chose 955 genes as seed nodes, which are recognized in the literature as genes differentially expressed between calcified and normal aortic valves [13,17]. Consequently, the initial probability of being at node $i$ was $p^{(0)} = 1$.
for 955 seed nodes (prior known genes), while $p^{(0)} = 1e - 05$ for the rest of the nodes. The algorithm was repeated until the difference between $p^{(t+1)}$ and $p^{(t)}$ was less than $1e - 06$. Restart probability equal to $\theta = 0.3$ was used, which is the recommended value for PPI networks from the STRING database [10,18].

2.3. Knowledge-slanted random forest

Identification of disease-associated genes was viewed as a classification problem. RF classifier was employed to distinguish gene expression profile of BAV, TAV, and controls from 15,191 genes. RF is a classifier composed of a collection of tree-structure models [19]. The main idea is to sample several data subsets with bootstrap sampling and build a tree in each subset generated. In the conventional RF, for each node within each tree, a subset of features is randomly selected with equal probability and then, the outputs from each model are aggregated by voting from all trees. RF has two parameters, the number of variables available for splitting at each tree node ($mtry$) and the number of trees to grow in each RF ($ntree$). In our knowledge-slanted RF, the selection probability was modified using the probabilities obtained after executing the RWR algorithm with $p^{(t+1)}$ that represent the prior knowledge stored in PPI networks. Therefore, the most informative genes can be selected in the first steps of the algorithm. As shown in Figure 1 this modification allowed the involvement of prior knowledge into RF as an attempt to implement a knowledge-guided supervised learning approach.
Figure 1. Scheme of the Knowledge-slanted random forest for classification tasks. A) The first step is to construct the modified selection probability using the random walk with restart (RWR) over the protein-protein interaction network. B) In a second step, a Knowledge-slanted random forest is run using the modified selection probability for each gene.

2.4. Statistical analysis

Continuous variables were summarized with mean ± standard deviation. An RF algorithm using conventional and knowledge-slanted approaches was implemented to distinguish cases with BAV, TAV, and normal valves according to their genetic profile. A dimensionality reduction was performed using T-distributed stochastic neighbor embedding (t-SNE) [20], to evaluate the similarities in gene expression levels in cases with BAV, TAV, and normal valves.
Due to the small sample size (n=27), we used a leave-one-out cross-validation (LOOCV) to tune the parameters \textit{mtry} and \textit{ntree}. To evaluate the performance of the conventional RF and knowledge-slanted RF several measures were calculated as follows:

- **Accuracy**\(=\frac{(TP+TN)}{(TP+FN+TN+FP)}\)
- **Sensitivity**\(=\frac{(TP)}{(TP+FN)}\)
- **Specificity**\(=\frac{(TN)}{(TN+FP)}\)

True positives (TP) are a correct prediction of BAV/TAV cases, true negatives (TN) are a correct prediction of normal valves cases, false negatives (FN) are a false prediction of normal valves among BAV/TAV cases and false positives (FP) are a false prediction of BAV/TAV cases among normal valves cases. All implementations were carried out using the R language and the packages "ranger" [21] and "caret" [22]. Expression levels were compared between groups by a one-way ANOVA test. A p-value < 0.05 was considered statistically significant.

3. **Results**

*Figure 2* shows the t-SNE plot for the 27 samples classifying the groups into tree CAVS categories (BAV, TAV, and controls). The clustering of sample points evidenced that cases with BAV and TAV share similar level gene expression profiles, with differences compared to the controls.
Knowledge-slanted RF and RF performance measures were compared with and without distinguishing between BAV and TAV patients versus controls patients (Figure 3). The performance of knowledge-slanted RF was better than RF when comparing CAVS patients with BAV or TAV with accuracies of 54.6%±6.5% and 43.0%±7.1%, respectively. Figure 3A-B evidenced that using the knowledge from a PPI network, ntree does not influence the precision of the RF algorithm. While setting the mtry parameter with values higher than 400 features (genes), knowledge-slanted RF achieved better performance. When the patients were classified only into two categories (TAV-BAV and controls), knowledge-slanted RF and RF accuracies achieved a mean performance of 92.6% ± 1.8% and 90.3% ± 5.4%, respectively, without differences between both methods. Even knowledge-slanted RF showed better performance when low values of mtry = 10 and ntree = 10 were used with or without discriminating between BAV and TAV patients (Figure 3C-D).
Figure 3. Accuracy performance of knowledge-slanted RF versus conventional RF. A-B). Performance for each \( n_{tree} \) and \( m_{try} \) for the identification of genes associated with BAV, TAV, and controls (Three categories). C-D). Performance for each \( n_{tree} \) and \( m_{try} \) for the identification of genes associated with BAV or TAV and controls (Two categories).

Table 1. Performance measures for knowledge-slanted RF and RF algorithms using the optimal model parameters.

|                  | Three Categories | Two Categories |
|------------------|------------------|----------------|
|                  | CAVS             | Slanted-RF     | RF             | Slanted-RF | RF             |
| **Sensitivity**  |                  |                |                |            |                |
| BAV              | 60.00%           | 40.00%         | 100%           | 100%       |
| TAV              | 33.33%           | 0.00%          |                |            |
| **Specificity**  |                  |                |                |            |                |
| BAV              | 59.82%           | 41.18%         | 75.00%         | 75.00%     |
| TAV              | 77.78%           | 66.67%         |                |            |
| **Accuracy**     |                  |                |                |            |                |
| ALL              | 59.26%           | 40.74%         | 92.59%         | 92.59%     |

CAVS: Calcific aortic valve stenosis; BAV: Bicuspid aortic valve, TAV: Tricuspid aortic valve; RF: Random forest.
After performing LOOCV, the optimal parameters of knowledge-slanted RF and RF were set in $mtry = 500$ and $ntree = 500$. As shown in Table 1, the sensitivity of BAV and TAV cases increased after the inclusion of the information from the PPI network with better overall accuracy. The sensitivity of TAV was lower than that of BAV, conventional RF did not distinguish any TAV cases among all samples.

To connect the observed performance by knowledge-slanted RF, we calculated the number of times each gene was selected in the 500 trees and compared the normalized counts (log2) in TAV, BAV, and control groups in order to identify the genes associated with CAVS (Figure 4). Differences in gene expression profiles according to the type of CAVS and patients with normal valves were found (Figure 4). For example, elevated $ATP6V0D2$, $SPP1$, $MMP13$, $KRT14$, $ISBP$, $CHRDL2$, $GREM1$, and $CD79A$ was found in CAVS patients compared to controls ($p<0.001$). While the expression of $MUM1L1$, $PNMT$, and $CBLN1$ was lower in the controls. Among 20 of the top genes identified with knowledge-slanted RF, the expression levels of $IGF1$ and $RSPO2$ were higher in the BAV group than in the TAV group.
We also found that cases with TAV reported higher expression levels of *HLA.DPB2* than the other groups (BAV and controls). The levels of *HBA1*, *HBA2*, *GPHA2*, and *FKBP9P1* were similar between cases with CAVS and normal valves (p>0.05).

**Discussion**

In this study, we have introduced the knowledge-slanted RF for classification tasks which integrate the accumulated knowledge in PPI networks into the RF model. Our findings suggest that the knowledge-slanted RF approach reflects prior biological knowledge, leading to better precision in distinguishing between cases with BAV, TAV, and normal valves. Although cases with BAV and TAV had a similar pattern of gene expression, it is not recommended to combine both groups during any statistical analysis because patients with BAV and TAV have clinical and imaging differences. For example, Sia et al. showed that patients with TAV compared to BAV have more cardiovascular risk factors, less severe disease, and increased risk of mortality [23].

Interestingly, the main gene used to classify the cases in knowledge-slanted RF was *ATP6V0D2*, which was not reported by Guauque-Olarte et al. [13], but Padang et al. [17] had identified that the expression of *ATP6V0D2* was different between cases with BAV of minimal calcification and normal valves, concluding that this gene could be associated with CAVS development in BAV patients. In our samples, no evidence of differences was found in the level expression of *HBA1*, *HBA2*, *GPHA2*, and *FKBP9P1*. However, these genes have been recognized as related genes with CAVS in the literature [17,24]. It is worth noting that the 20 top genes in knowledge-slanted RF for the classification of cases with BAV, TAV, and normal valves, were identified as seed nodes (previously known genes) in RWR and therefore these genes had a higher probability selection in the algorithm. This finding suggests that knowledge-slanted RF could be more interpretable for users because the
prediction can be attributed mainly to associated genes previously recognized in the literature.

To the best of our knowledge, a couple of approaches that involve prior biological knowledge have been described in the RF algorithm. First, Oskooei et al [10] considered a Network-based Biased Tree Ensembles (NetBiTE) algorithm for drug sensitivity biomarker identification that involves prior knowledge through a probabilistic bias weight distribution constructed with the information from a biological network using RWR, modifying the probability of selection for each feature for splitting a node in RF regression, not for classification tasks. Second, Guan et al [12] proposed a knowledge-based guided regularized RF (Know-GRRF) that performs a regularized RF using a penalty coefficient for each feature, a score calculated with prior-knowledge obtained from different domains (e.g: published literature) deriving a composite score between 0 and 1 (higher biological relevance). However, the composite score used in the application of Know-GRRF was not computed using the information accumulated in biological networks, which could be considered a limitation.

In contrast to Know-GRRF [12] an advantage of our approach, knowledge-slanted RF, is that allows the simultaneous analysis of large data sets avoiding the implementation of pre-filtering methods for gene prioritization before running knowledge-slanted RF. Similar to Oskooei et al [10], we show that the RF algorithm when prior knowledge is incorporated to modify the feature selection probability during the construction of tree ensembles outperforms the conventional RF which uses an equal selection probability for each feature. Among ensemble ML algorithms, RF represents a flexible non-parametric approach with several properties such as invariant to monotonic transformation, robustness to outliers, stability in the presence of correlated variables, or interaction among features [7,8]. Despite
these advantages, in a high-dimensional setting "large P-variables small N-sample size", RF may provide poor accuracy, especially if complex variable interactions (e.g., gene-gene) exist. Data-driven variable selection methods for classification models based on decision trees have been proposed to minimize the number of input variables (e.g., number of genes) in order to determine the most important predictors and at the same time, achieve models more efficient and reduce the effects of the curse of dimensionality [25,26]. However, these approaches do not combine biological prior knowledge with statistical analysis, so the information deposited in biological databases is not used for the prioritization of genes within the models.

Despite the encouraging results, this study has some limitations. First, the performance of knowledge-slanted RF could be considered limited. However, the improvement achieved by our approach serves as the basis for complementing the knowledge about CAVS based on valve configuration. Additionally, the number of studies that simultaneously compare cases with BAV and CAV is scarce. Second, we do not assess the performance of other ML algorithms. Nevertheless, a second objective was evaluated how the use of biological knowledge can improve RF performance in a difficult classification task and a high-dimensional data set. Therefore, future studies could be focused on evaluating how to involve prior biological knowledge in ML techniques and statistical models.

4. Conclusion

In conclusion, the knowledge-slanted RF can overperform RF, especially, when two or more categories share similar characteristics (e.g., gene expression) and discrimination between them could be difficult. In this study, we develop a machine learning guided approach via RF modifying the probability of feature selection according to prior knowledge built with the
weights over a protein-protein interaction network. The performance of this proposed approach (knowledge-slanted RF) reported better accuracy in comparison with conventional RF to classify cases with BAV and TAV.

**Abbreviations:** CAVS: Calcific aortic valve stenosis; BAV: Biscupid aortic valve; TAV: Tricuspid aortic valve; RF: Random forest; ML: Machine learning; RWR: Random walk with restart; PPI: protein-protein interactions.
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Figure 1

Precipitation in Iran from 2003-2021. The average precipitation in Iran is 233 mm. Figure 2 shows the average precipitation in Iran from 2003-2021. 2009 is calculated as the least rainy year and 2020 as the rainiest year.
Figure 2

Average precipitation in Iran from 2003-2020