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Abstract

We use the method of Faltings (Arakelov, Paršin, Szpiro) in order to explicitly study integral points on a class of varieties over $\mathbb{Z}$ called Hilbert moduli schemes. For instance, integral models of Hilbert modular varieties are classical examples of Hilbert moduli schemes. Our main result gives explicit upper bounds for the height and the number of integral points on Hilbert moduli schemes.
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1 Introduction

In this paper we explicitly study integral points on a class of varieties over $\mathbb{Z}$ called Hilbert moduli schemes. We now try to briefly explain and motivate the notion of Hilbert moduli schemes. Let $L/\mathbb{Q}$ be a totally real number field of degree $g$ with ring of integers $\mathcal{O}$.
Hilbert moduli schemes. Intuitively one can think of a Hilbert moduli scheme as a variety whose points parametrize pairs \((A, \alpha)\) where \(A\) is a ‘polarized’ abelian variety of dimension \(g\) with \(O\)-multiplication and \(\alpha\) lies in a certain set \(P(A)\) associated to \(A\). For example, if we take the set \(P(n)(A) = \{ (O/nO)^2 = A_n \}\) of principal level \(n\)-structures on \(A\) for some \(n \in \mathbb{Z}_{\geq 3}\), then there is a quasi-projective scheme \(Y(n)\) over \(\mathbb{Z}[1/n]\) parametrizing \((A, \alpha)\) with \(\alpha \in P(n)(A)\). Moreover a connected component of \(Y(n)\) identifies with \(H_g/\Gamma(n)\), where \(\Gamma(n) = \ker(\text{SL}_2(O) \to \text{SL}_2(O/nO))\) acts on \(\mathbb{H}^g\) via the \(g\) distinct real embeddings of \(L\) and the action of \(\text{SL}_2(\mathbb{R})\) on \(\mathbb{H} = \{ z \in \mathbb{C}; \text{im}(z) > 0 \}\). There are many interesting examples of varieties in the literature which are (birationally equivalent to) Hilbert moduli schemes: For instance [HVdV74, HZ77, vdG88] contain many surfaces of general type and also surfaces which are rational, elliptic over \(\mathbb{P}_1\), or blown-up K3.

Further, it was shown in [vK14] for \(g = 1\) that the general moduli formalism allows to explicitly study a class of Diophantine equations of interest which is a priori substantially more general than just defining equations\(^1\) of \(\mathbb{H}^g/\Gamma\) for certain subgroups \(\Gamma\) of \(\text{SL}_2(O)\). This motivates to work for any \(g \geq 1\) with the following general notion: Let \(\mathcal{M}\) be the Hilbert moduli stack associated to \(L\) by Rapoport [Rap78] and Deligne–Pappas [DP94], see Section 3. We say that a scheme \(Y\) is a Hilbert moduli scheme of a presheaf \(P\) on \(\mathcal{M}\), and we write \(Y = \mathcal{M}P\), if \(P\) is representable by an object in \(\mathcal{M}(Y)\). In the case \(L = \mathbb{Q}\), the Hilbert moduli stack \(\mathcal{M}\) identifies with the moduli stack \(\mathcal{M}_{1,1}\) of elliptic curves and the Hilbert moduli schemes are precisely the moduli schemes of elliptic curves in Katz–Mazur [KM85, 4.3.1]. For example, if \(Y \hookrightarrow \mathbb{A}_Z^2\) is defined by \(y^2 = x^3 + a\) with \(a \in \mathbb{Z}\) nonzero, then \(Y\) becomes over \(\mathbb{Z}[1/\nu]\), \(\nu = 6a\), a Hilbert moduli scheme of a presheaf \(P_a\) on \(\mathcal{M}_{1,1}\) such that \(|P_a(A)| \leq 24\) for each \(A \in \mathcal{M}_{1,1}(\mathbb{C})\); see [vK14, §3.2.2].

1.1 Results

We continue our notation. Let \(Y\) be a variety\(^2\) over \(\mathbb{Z}\), and let \(\mathbb{Z}_S \supseteq \mathbb{Z}\) be the ring of \(S\)-integers in \(\mathbb{Q}\) where \(S\) is a finite set of rational primes. Faltings [Fal83] gives the following finiteness result (see Section 12): The set \(Y(\mathbb{Z}_S)\) is finite if \(Y\) becomes over a ring \(\mathbb{Z}[1/\nu]\), \(\nu \in \mathbb{Z}_{\geq 1}\), a Hilbert moduli scheme of a presheaf \(P\) on \(\mathcal{M}\) with \(|P|_\mathbb{C} < \infty\), where

\[
|P|_\mathbb{C} = \sup_{A \in \mathcal{M}(\mathbb{C})} |P(A)|
\]

\(^1\)Here by defining equations we mean equations which define a variety over \(\mathbb{Q}\) whose set of complex points has a connected component which identifies with \(\mathbb{H}^g/\Gamma\).

\(^2\)A variety \(Y\) over a ring \(R\) is an \(R\)-scheme which is separated and of finite type.
is the maximal number of $\mathcal{P}$-level structures over $\mathbb{C}$. For those $\mathcal{P}$ of interest in arithmetic, it is usually not difficult to compute $\nu = \nu(Y)$ and to show $|\mathcal{P}| < \infty$. For instance it holds $|\mathcal{P}(n)| \leq n^{4g}$ and $|\mathcal{P}_a| \leq 24$, and we can take $\nu = n$ for $\mathcal{P}(n)$ and $\nu = 6a$ for $\mathcal{P}_a$.

In this paper we prove a fully explicit version of the above finiteness result for $Y(\mathbb{Z}_S)$. More precisely, if we write $N_S = \prod_{p \in S} p$ where $N_S = 1$ when $S$ is empty, then our main result (Theorem 4.1) is a slightly more general version of the following theorem.

**Theorem A.** Suppose that $Y$ is a variety over $\mathbb{Z}$, which becomes over a ring $\mathbb{Z}[1/\nu]$, $\nu \in \mathbb{Z}_{\geq 1}$, a Hilbert moduli scheme of some presheaf $\mathcal{P}$ on $\mathcal{M}$. Then the following holds.

(i) Any point $P \in Y(\mathbb{Z}_S)$ satisfies $h_\phi(P) \leq (3g)^{144g} (\nu N_S)^{24}$.

(ii) If $e_g = (8g)^8$ then $|Y(\mathbb{Z}_S)| \leq |\text{Pic}(\mathcal{O})||\mathcal{P}|\mathcal{C}(2\nu N_S)^{e_g}$.

Here $h_\phi : Y(\overline{\mathbb{Q}}) \to \mathbb{R}$ is a height, defined in (3.4), which depends on the choice of $\mathcal{P}$ and which has the Northcott property if $|\mathcal{P}| < \infty$, see Section 3.2. However the bound for $h_\phi$ in (i) can also be useful when $|\mathcal{P}| = \infty$: For example cubic Thue–Mahler equations define moduli schemes $Y = M_\mathcal{P}$ with $|\mathcal{P}| = \infty$, see [vKM16, p.60]. We remark that the case $g = 1$ of Theorem A was established in [vK14, Thm 7.1]. Further, we tried to simplify the form of our bounds. In fact the exponents in Theorem A can be improved up to a certain extent, especially when one restricts to specific moduli schemes.

**Applications.** While there are many explicit finiteness results for integral points on curves, much less is known for higher dimensional varieties. In light of this, an interesting aspect of Theorem A is that it can be applied to explicitly study integral points on certain classical varieties for which no effective method is known. To illustrate this, we take an ideal $n \subseteq \mathcal{O}$ of norm $n \geq 1$ and we consider the presheaf $\mathcal{P}_1(n)$ on $\mathcal{M}$ defined in Section 4.1 following [KM85, Pap95]: It parametrizes $n$-torsion points of ‘exact order $n$’, and for $g = 1$ it is the $\Gamma_1(n)$-moduli problem of [KM85]. Suppose now that $\mathcal{P}_1(n)$ is representable over $\mathbb{Z}[1/n]$ with Hilbert moduli scheme $Y_1(n) = M_{\mathcal{P}_1(n)}$ a (quasi-projective) variety over $\mathbb{Z}[1/n]$ of relative dimension $g$. Theorem A and $|\mathcal{P}_1(n)|\mathcal{C} \leq n^{2g}$ then lead to the following:

**Corollary.** Let $Y$ be a variety over $\mathbb{Z}$, which becomes over $\mathbb{Z}[1/n]$ isomorphic to $Y_1(n)$.

(i) Any point $P \in Y(\mathbb{Z}_S)$ satisfies $h_\phi(P) \leq (3g)^{144g} (n N_S)^{24}$.

(ii) The cardinality of $Y(\mathbb{Z}_S)$ is at most $|\text{Pic}(\mathcal{O})|(2n N_S)^{e_g}$.

\footnote{An $n$-torsion point $P$ has exact order $n$ if its annihilator $\text{Ann}_\mathcal{O}(P)$ equals $n$.}
As far as we know, this is the first explicit finiteness result for $Y_1(n)(\mathbb{Z}_S)$ when $Y_1(n)$ is a surface or has higher dimension. However when $Y_1(n)$ is a curve, other methods produced much stronger results (write $n = n$): For example, if $n \geq 4$ then $\mathcal{P}_1(n)$ is representable over $\mathbb{Z}[1/n]$ and Bilu [Bil95, Bil02] and Sha [Sha14b, Sha14a] obtained strong effective height bounds for the set $j^{-1}(\mathbb{Z}_S) \subseteq Y_1(n)(\mathbb{Q})$ which contains $Y_1(n)(\mathbb{Z}_S)$ for $j : Y_1(n) \to \mathbb{A}^1_{\mathbb{Z}[1/n]}$, the $j$-map. Their results hold moreover for points defined over arbitrary number fields $K$ and for quite general classes of modular curves. Furthermore, $Y_1(n)$ has no $\mathbb{Q}$-rational point when $n = 11$ or $n \geq 13$ by Mazur [Maz77]. Theorem A holds only for $K = \mathbb{Q}$, and a priori only for $S$-integral points. However, it implies the corollary more generally ([vKK]) for integral models $Y_1(\Gamma)$ of any representable Hilbert modular variety of dimension $g$ associated to a congruence subgroup $\Gamma \subset \text{SL}_2(\mathcal{O})$. This is particularly interesting for $g \geq 2$, since it is notoriously difficult to obtain effective finiteness for integral points on higher dimensional varieties; see for example Levin [Lev08, Lev14] and Le Fourn [LF17, LF19b, LF19a].

Moreover, Theorem A allows to explicitly study Diophantine equations which are not necessarily defining equations of $\mathbb{H}^g/\Gamma$. For example, it was shown in [vK14] that the case $g = 1$ of (i) gives explicit Weil height bounds for the solutions of several classical Diophantine equations defining moduli schemes of elliptic curves: Besides Mordell equations $y^2 = x^3 + a$ via $\mathcal{P}_a$ ([vK14, Cor 7.4]) and related equations such as cubic Thue, cubic Thue–Mahler and generalized Ramanujan–Nagell equations (K.–Matschke [vKM16, §8,9]), this also works for $S$-unit equations ([vK14, Cor 7.2] and independently Murty–Pasten [MP13, Thm 1.1]; see also Frey [Fre97, p.544]). Furthermore, it was demonstrated in [vKM16] that these explicit Weil height bounds combined with efficient sieves constructed in [vKM16] allow to solve these classical equations in practice. We are currently trying to work out similar explicit applications of Theorem A for equations defining Hilbert moduli schemes with $g \geq 2$. To this end, if $g$ is not too large, say $g \leq 100$, then our simplified height bounds in (i) are in fact already sufficiently strong for practical computations when combined with efficient sieves which usually can deal in practice with huge initial bounds.

1.2 Idea of proofs

We continue our notation. To prove our results, we use and generalize the strategy of [vK14, Thm 7.1] in which Theorem A was obtained for $g = 1$ and we apply the method of Faltings [Fal83] (Arakelov, Parˇsin, Szpiro) as follows. As in Theorem A, let $Y$ be a variety over $\mathbb{Z}$ with $Y_{\mathbb{Z}[1/\nu]} = M_\mathcal{P}$ a Hilbert moduli scheme of some presheaf $\mathcal{P}$ on $\mathcal{M}$. We first
use the moduli formalism to obtain a natural map induced by forgetting extra structures,

$$\phi : Y(\mathbb{Z}_S) \to \mathcal{A}_g(T),$$

which we call Paršin construction. Here $\mathcal{A}_g(T)$ is the set of isomorphism classes of abelian schemes over $T = \text{Spec}(\mathbb{Z}_S[1/\nu])$ of relative dimension $g$; this set is finite by [Fal83, Zar85]. Moreover, the effective Shafarevich conjecture (see Section 7) allows to explicitly control $\mathcal{A}_g(T)$ and then it suffices to study the fibers of $\phi$ since $Y(\mathbb{Z}_S) = \phi^{-1}(\mathcal{A}_g(T))$. While proving the effective Shafarevich conjecture is currently out of reach, this conjecture is known in important cases. For example, the case of abelian schemes of product GL$_2$-type was established in [vK13] via Faltings method [Fal83] and Serre’s modularity conjecture [KW09], and this case is sufficient for our purpose. Indeed it turns out that

$$\phi : Y(\mathbb{Z}_S) \to M_{\text{GL}_2, g}(T) \hookrightarrow \mathcal{A}_g(T) \quad (1.1)$$

factors through the subset $M_{\text{GL}_2, g}(T)$ of all $A \in \mathcal{A}_g(T)$ such that $\text{End}(A) \otimes \mathbb{Q}$ has a commutative semi-simple $\mathbb{Q}$-subalgebra of degree $g$. Then the bound for $h_{\phi}(P)$ in Theorem A (i) follows from the explicit bound in [vK13] for the stable Faltings height $h_F$ on $M_{\text{GL}_2, g}(T)$, since $h_{\phi} = \phi^* h_F$. Further, we show that the height $h_{\phi}$ on $Y(\mathbb{Q})$ has the Northcott property if the presheaf $\mathcal{P}$ is finite over $\mathcal{M}(\mathbb{Q})$. Here the proof combines the Northcott property of $h_F$ in [FC90] with our decomposition (described below) of $\phi$. To prove the explicit bound for $|Y(\mathbb{Z}_S)|$ in Theorem A (ii), we apply the bound for $|M_{\text{GL}_2, g}(T)|$ in [vK13]. This reduces the problem to suitably controlling $\deg(\phi)$, where for any map $f : X \to Z$ of sets we write $\deg(f) = \sup_{z \in Z} |f^{-1}(z)|$, since (1.1) gives

$$|Y(\mathbb{Z}_S)| \leq \deg(\phi)|M_{\text{GL}_2, g}(T)|.$$

The obvious approach to study $\phi$ would be to factor it through the finite map $\phi_{\lambda} : A_g \to \mathcal{A}_g$ induced by forgetting polarizations, where $A_g = A_{g,1}$ for $A_{g,d}$ defined in Section 6. However, this approach is problematic for two reasons. Firstly, in general it is not clear how to map in a controlled way the set $Y(\mathbb{Z}_S)$ to $A_g(T)$ nor to some $A_{g,d}(T)$ with $d \geq 2$. Secondly, the forget polarization map $\phi_{\lambda}$ of $A_{g,d}$ has very complicated fibers. To circumvent these difficulties, we develop a different approach to study $\phi$ and we decompose $\phi$ as

$$\phi : Y(\mathbb{Z}_S) \to^{\phi_{\alpha}} M(T) \to^{\phi_{\nu}} \mathcal{M}(T) \to^{\phi_{\iota}} M_{\text{GL}_2, g}(T). \quad (1.2)$$

Here $M(T)$ (resp. $\mathcal{M}(T)$) is the set of isomorphism classes of triples $(A, \iota, \varphi)$ (resp. pairs
where \( A \in A_g(T), \iota : \mathcal{O} \to \text{End}(A) \) is a ring morphism and \( \varphi \) is a ‘polarization’ of \((A, \iota)\). Now, the crucial advantage of (1.2) is that the natural map \( \phi_\varphi : M(T) \to \underline{M}(T) \) induced by forgetting the polarization \( \varphi \) has much simpler fibers than \( \phi_\lambda : A_g(T) \to A_g(T) \).

Indeed, since \( \varphi \) is compatible with the \( \mathcal{O} \)-action \( \iota \) and \( L = \mathcal{O} \otimes_{\mathbb{Z}} \mathbb{Q} \) has degree \( g \), we can reduce to the commutative case and then Dirichlet’s unit theorem for orders in \( L \) leads to

\[
\deg(\phi_\varphi) \leq 2^g.
\]

Here the reduction, done in Lemmas 5.5, 9.3 and 9.4, consists mostly of formal computations but it also involves a Lie algebra argument requiring that the function field \( k(T) = \mathbb{Q} \).

The map \( \phi_\alpha \), defined in (6.3), is induced by forgetting \( \mathcal{P} \)-structures. For most \( \mathcal{P} \) of interest in arithmetic, the fibers of \( \phi_\alpha \) encapsulate deep arithmetic information and it is currently out of reach to explicitly compute these fibers. However, we only need to bound their size and the formal arguments in Lemmas 8.1 and 8.2, using that \( M/\mathbb{Z} \) is separated, give

\[
\deg(\varphi_\alpha) \leq |\mathcal{P}|.\]

A disadvantage of our approach via the decomposition (1.2) is that we have to deal with the map \( \phi_\iota \) induced by forgetting \( \iota \). This map is finite, but it has very complicated fibers since \( \iota \) is not anymore compatible with a fixed polarization. In fact for most base schemes \( T \) it is currently impossible to obtain an explicit bound for \( \deg(\phi_\iota) \) in terms of \( T \) and \( g \).

However, for our \( T \) with \( k(T) = \mathbb{Q} \), Theorem 10.1 implies such a bound which then combined with the above displayed results proves Theorem A (ii).

We next discuss Theorem 10.1. An \( \mathcal{O} \)-structure on an abelian scheme \( A \) is an \( \mathcal{O} \)-module structure on \( A \) up to \( \text{Aut}(A) \)-conjugation, that is a ring morphism \( \mathcal{O} \to \text{End}(A) \) modulo conjugation action of \( R^\times \) on \( R = \text{End}(A) \).

On taking \( \Gamma = \mathcal{O} \) in Theorem 10.1, which holds more generally for any order \( \Gamma \) of a general number field, we obtain the following result.

**Theorem B.** For any finite set \( S \) of rational primes, there exist at most \( |\text{Pic}(\mathcal{O})|(2N_S)^{e_S} \) distinct \( \mathcal{O} \)-structures on any abelian scheme over \( \mathbb{Z}_S \) of relative dimension \( g \).

The Jordan–Zassenhaus theorem (JZ) implies finiteness of \( \mathcal{O} \)-structures on a fixed abelian scheme \( A \) in much more general situations, see Lemma 10.13. However this finiteness via (JZ) is ineffective, see Section 10.4. In view of this we developed a different approach which exploits that \( R = \text{End}(A) \) comes from geometry. The principal ideas are as follows: For any abelian scheme \( A \) as in Theorem B, we first make a reduction to the key case when \( R = M_n(\mathcal{O}_K) \) for \( \mathcal{O}_K \) the ring of integers of a subfield \( K \subseteq L \) of relative degree \( n \). This

\[
\text{deg}(\phi_\varphi) \leq 2^g.
\]
reduction consists of several steps and is quite involved. For example it requires to replace \( \mathcal{O} \) by the order \( \Gamma = \mathbb{Z}[\delta \mathcal{O}] \) of \( L \), since we apply a carefully chosen isogeny \( A \to B^n \) of degree \( \delta \) where \( \text{End}(B) = \mathcal{O}_K \). Here we can control the degree \( \delta \) in terms of \( g \) and \( N_S \) by the uniform isogeny estimate in [vK13], which in turn relies on the most recent version, due to Gaudron–Rémont [GR14], of the Masser–Wüstholz isogeny theorem [MW93] based on transcendence. To prove the result in the key case, we decompose the set of \( \Gamma \)-structures on \( R = M_n(\mathcal{O}_K) \) into \( |\text{Hom}(K,L)| \) distinct subsets \( \Sigma_\varphi \) of \( \varphi \)-compatible \( \Gamma \)-structures on \( R \) for \( \varphi : K \to L \). Then we identify \( \Sigma_\varphi \) with a set \( J_\varphi \) of isomorphism classes of certain \( \Gamma \)-modules and we construct an embedding of \( J_\varphi \) into the monoid \( C_\Gamma \) of equivalence classes of (not necessarily invertible) fractional ideals of \( \Gamma \). To bound \( |C_\Gamma| \), we apply an idea of Lenstra which computes \( C_\Gamma = \text{Pic}(\Gamma) \cdot I \) with \( I \) a controlled finite set and we use algebraic number theory to relate \( |\text{Pic}(\Gamma)| \) with \( |\text{Pic}(\mathcal{O})| \). This then leads to Theorem B.

Finally, we point out that the above described proofs crucially exploit (at several places) that the ground field is \( \mathbb{Q} \) and it is clear that substantially new ideas are required to generalize our explicit results in Theorem A to arbitrary number fields.

1.3 Organization of the paper

Outline of the paper. After recalling basic properties of orders and abelian schemes in Section 2, we review in Section 3 the construction of the Hilbert modular stack following [DP94]. Here we also define Hilbert moduli schemes and we discuss basic properties of a height on such schemes. Then we state our main result in Section 4.

In Sections 5-9 we prove various statements which are used in the proofs of our theorems. First, we collect in Section 5 some preliminary results for endomorphisms of abelian schemes over Dedekind schemes. In particular, we review here a variant of the (Serre) tensor product of abelian schemes with certain not necessarily projective modules and we consider in more detail the endomorphism ring of an abelian scheme of \( \text{GL}_2 \)-type. In Section 6 we use the natural forgetful map of a Hilbert moduli scheme as a Paršin construction and we decompose this forgetful map in a way which is useful for the explicit study of its fibers. In Section 7 we collect some known results concerning the effective Shafarevich conjecture, while in Section 8 we prove useful formal properties of level structures. Then we study in Section 9 polarizations of abelian schemes with \( \mathcal{O} \)-multiplication and we explicitly control the number of such polarizations over certain base schemes.

In Section 10 we discuss and prove Theorem 10.1, which implies Theorem B providing an explicit bound for the number of \( \mathcal{O} \)-structures on certain abelian schemes. The proof of Theorem 10.1 uses the strategy outlined above: In Section 10.1 we first establish a sharper
version of Theorem 10.1 in the key case. Then we show in Section 10.2 how to reduce the problem to the key case, and finally we prove the theorem by putting everything together in Section 10.3. We also discuss in Section 10.4 a more general finiteness result for $O$-structures, which we deduce from the Jordan–Zassenhaus theorem.

Finally, in Section 11 we combine the results obtained in the previous sections in order to prove Theorem 4.1. As a byproduct we also obtain a proof of Proposition 3.2 on the Northcott property. Further, we show in Section 12 how to modify our strategy in order to deduce in Proposition 12.1 a more general finiteness result for $S$-integral points on Hilbert moduli schemes. Here the main ingredient is the unpolarized Shafarevich conjecture for abelian varieties over number fields proven by Faltings [Fal83] and Zarhin [Zar85].

Conventions and notation. Unless mentioned otherwise, we shall use throughout this paper the following conventions and notation. We denote by (Sets) and (Sch) the categories of sets and schemes respectively. Let $S$ be a scheme and let $C$ be a category. As usual, we say that a contravariant functor from $C$ to (Sets) is a presheaf on $C$ and we write $\text{Hom}_S$ for $\text{Hom}_C$ when $C$ is the category of $S$-schemes. Further, we shall often omit the subscript $C$ of $\text{Hom}_C$ when it is clear from the context in which category we are working. For example if $A$ and $B$ are abelian schemes over $S$, then $\text{Hom}(A,B)$ denotes the set of $S$-group scheme morphisms $A \to B$ and $\text{Hom}^0(A,B) = \text{Hom}(A,B) \otimes_{\mathbb{Z}} \mathbb{Q}$.

If $T$ and $Y$ are $S$-schemes, then we define $Y(T) = \text{Hom}_S(T,Y)$ and we write $Y_T = Y \times_S T$ for the base change of $Y$ from $S$ to $T$. We often identity an affine scheme $S = \text{Spec}(R)$ with the ring $R$. For example, if $T = \text{Spec}(R)$ is affine then we write $Y_R$ for $Y_T$ and $Y(R)$ for $Y(T)$. Following [BLR90], we say that $S$ is a Dedekind scheme if $S$ is a normal noetherian scheme of dimension 0 or 1. Further, a variety $Y$ over $S$ is an $S$-scheme $Y$ whose structure morphism $Y \to S$ is separated and of finite type.

For any set $M$, we denote by $|M|$ the number of distinct elements of $M$. Let $f : M' \to M$ be a map of sets. Then we define $\deg(f) = \sup_{m \in M} |f^{-1}(m)|$, and we say that the map $f$ is finite if for each $m \in M$ the fiber $f^{-1}(m)$ of $f$ over $m$ is finite. By log we mean the principal value of the natural logarithm and we define the product taken over the empty set as 1. Finally, for any field $k$ we denote by $\overline{k}$ an algebraic closure of $k$.
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2 Abelian schemes and orders

In this section we introduce some notation and terminology which will be used throughout the paper. Let $S$ be a scheme and let $\mathcal{O}$ be a not necessarily commutative ring.

**Category of $\mathcal{O}$-abelian schemes.** An $\mathcal{O}$-abelian scheme over $S$ is a left $\mathcal{O}$-module object in the category of abelian schemes over $S$: The objects of the category of $\mathcal{O}$-abelian schemes over $S$ are given by pairs $(A, \iota)$ consisting of an abelian scheme $A$ over $S$ and a ring morphism $\iota: \mathcal{O} \rightarrow \text{End}(A)$. A morphism $f: (A, \iota) \rightarrow (A', \iota')$ of $\mathcal{O}$-abelian schemes over $S$ is a morphism $f: A \rightarrow A'$ of abelian schemes over $S$ such that $f\iota(x) = \iota'(x)f$ for all $x \in \mathcal{O}$. In situations where the specific choice of $\iota$ is not relevant, we usually omit $\iota$ from the notation and we simply say $A$ is an $\mathcal{O}$-abelian scheme over $S$.

**Tensor products of abelian schemes.** Let $A$ be an $\mathcal{O}$-abelian scheme over $S$ and let $I$ be a finite projective right $\mathcal{O}$-module. To define the (Serre) tensor product $I \otimes_{\mathcal{O}} A$, we observe that $T \mapsto I \otimes_{\mathcal{O}} A(T)$ defines a contravariant functor from the category of $S$-schemes to the category of abelian groups. This functor is represented by an abelian scheme $I \otimes_{\mathcal{O}} A$ over $S$, see for example [Con04, Thm 7.2 and Thm 7.5]. In the case of an arbitrary base scheme $S$, the assumption that $I$ is projective is necessary to assure representability by an abelian scheme over $S$. However in certain situations of interest one can remove (see Section 5.2) the assumption that $I$ is projective.

**Orders.** Let $\Omega$ be a finite $\mathbb{Q}$-algebra which is not necessarily commutative. We say that $\mathcal{O}$ is an order of $\Omega$ if it is a finite $\mathbb{Z}$-subalgebra of $\Omega$ and $\mathbb{Q}\mathcal{O} = \Omega$. Then $\mathcal{O}$ is an order of $\Omega$ if and only if $\mathcal{O}$ is a $\mathbb{Z}$-order in $\Omega$ in the sense of Reiner [Rei75].

In this paper we mostly work with two classes of orders. To discuss the first class, let $K$ be a number field. Then our definition of an order $\mathcal{O}$ of $K$ is equivalent to the usual definition [Neu99, Def 12.1] saying that $\mathcal{O}$ is a subring of the ring of integers $\mathcal{O}_K$ of $K$ such that $\mathcal{O}$ contains an integral basis of length $[K : \mathbb{Q}]$. Indeed if $\mathcal{O}$ is an order of $K$, then $\mathcal{O}$ is a subring of its normalization in $K$ which is $\mathcal{O}_K$ and thus any basis of the free $\mathbb{Z}$-module $\mathcal{O}$ is an integral basis of the $\mathbb{Q}$-vector space $K = \mathbb{Q}\mathcal{O}$ which automatically has length
Another interesting class of orders is given by the endomorphism rings of abelian varieties: If \( A \) is an abelian variety over an arbitrary field, then the endomorphism ring \( \text{End}(A) \) of \( A \) is a finitely generated torsion-free abelian group and thus \( \text{End}(A) \) identifies with an order of the \( \mathbb{Q} \)-algebra \( \text{End}^0(A) \). Here \( \text{End}(A) \) is not necessarily commutative.

We say that \( \mathcal{O} \) is a maximal order of \( \Omega \) if it is an order of \( \Omega \) which is not strictly contained in any other order of \( \Omega \). If our finite \( \mathbb{Q} \)-algebra \( \Omega \) is in addition semi-simple, then \( \Omega \) is a separable \( \mathbb{Q} \)-algebra in the sense of \( \text{Rei}75 \) and therefore \( \text{Rei}75, \text{Cor 10.4} \) gives the following: Any order of \( \Omega \) is contained in a maximal order of \( \Omega \), and there exists at least one maximal order of \( \Omega \). In particular \( \text{End}(A) \) is always contained in a maximal order of \( \text{End}^0(A) \), since the finite \( \mathbb{Q} \)-algebra \( \text{End}^0(A) \) is semi-simple.

**Dual abelian scheme and polarizations.** Let \( A \) be an abelian scheme over \( S \). Its dual \( A^\vee = \text{Pic}^0(A) \) is also an abelian scheme over \( S \), see for example \( \text{FC90, Chap I} \). A morphism \( \varphi : A \to A^\vee \) of abelian schemes over \( S \) is called symmetric if \( \varphi \) equals the composition of the dual \( \varphi^\vee = \text{Pic}^0(\varphi) \) with the canonical isomorphism \( A \cong (A^\vee)^\vee \). We denote by \( \text{Hom}(A,A^\vee)^{\text{sym}} \) the set of symmetric morphisms from \( A \to A^\vee \). A symmetric morphism \( \varphi : A \to A^\vee \) is called a polarization of \( A \) if the line bundle \( (1,\varphi)^*P_A \) is relatively ample on \( A \). Here \( (1,\varphi)^*P_A \) is the pullback by \( (1,\varphi) : A \to A \times_S A^\vee \) of the Poincaré line bundle \( P_A \) on \( A \times_S A^\vee \). A principal polarization of \( A \) is a polarization of \( A \) of degree one.

We denote by \( \text{Pol}(A) \) the set of polarizations of \( A \). If \( (A,\iota) \) is an \( \mathcal{O} \)-abelian scheme over \( S \), then sending \( x \in \mathcal{O} \) to the endomorphism \( \text{Pic}^0(\iota(x)) \) of \( A^\vee \) defines a ring morphism \( \iota^\vee : \mathcal{O} \to \text{End}(A^\vee) \) and therefore \( (A^\vee,\iota^\vee) \) is an \( \mathcal{O} \)-abelian scheme over \( S \).

**Dedekind base scheme.** Let \( S \) be a connected Dedekind scheme. Any abelian scheme over \( S \) is the Néron model of its generic fiber. Thus, if \( A \) and \( A' \) are abelian schemes over \( S \), then base change from \( S \) to the function field \( k \) of \( S \) induces canonical isomorphisms

\[
\text{Hom}(A,A') \cong \text{Hom}(A_k,A'_k) \quad \text{and} \quad \text{End}(A) \cong \text{End}(A_k).
\]

This is a formal consequence (see for example \( \text{vK13, \S 9.3.1} \)) of the universal property of the Néron model. In what follows we will often exploit (2.1) to reduce statements over any connected Dedekind scheme \( S \) to the case when \( S \) is the spectrum of a field.
3 Hilbert moduli schemes

In the first part of this section we review the Hilbert moduli stack constructed by Rapoport [Rap78] and Deligne–Pappas [DP94]. In the second part we define Hilbert moduli schemes and we discuss their natural forgetful maps. We also define a height on Hilbert moduli schemes by generalizing the construction of [vK14].

3.1 The Hilbert moduli stack

Let \( L \) be a totally real number field of degree \( g \) with ring of integers \( \mathcal{O} \), and let \( I \) be a nonzero finitely generated \( \mathcal{O} \)-submodule of \( L \). For each real embedding \( \sigma \) of \( L \) we choose an orientation on the real line \( I \otimes_{\mathcal{O},\sigma} \mathbb{R} \), that is a connected component \( I_{\sigma}^+ \) of this real line minus zero. We denote by \( I^+ \) the set of totally positive elements of \( I \), where \( \lambda \in I \) is totally positive if for each \( \sigma \) the image of \( \lambda \) lies in \( I_{\sigma}^+ \). Following Deligne–Pappas [DP94, Pap95], we equip the category \((\text{Sch})\) with the étale topology and we denote by \( \mathcal{M}_I \) the stack over \((\text{Sch})\) whose objects over an arbitrary scheme \( S \) are given by triples \( x = (A, \iota, \varphi) \):

(i) An abelian scheme \( A \) over \( S \) of relative dimension \( g \).

(ii) A ring morphism \( \iota : \mathcal{O} \rightarrow \text{End}(A) \).

(iii) A morphism \( \varphi : I \rightarrow \text{Hom}_{\mathcal{O}}(A, A^\vee)^{\text{sym}} \) of \( \mathcal{O} \)-modules such that the induced morphism \( I \otimes_{\mathcal{O}} A \rightarrow A^\vee \) is an isomorphism and such that \( \varphi(I^+) \subseteq \text{Pol}(A) \).

Here \( \text{Hom}_{\mathcal{O}}(A, A^\vee)^{\text{sym}} \) denotes the \( \mathcal{O} \)-module of symmetric morphisms \( (A, \iota) \rightarrow (A^\vee, \iota^\vee) \), and \( I \otimes_{\mathcal{O}} A \) is the abelian scheme over \( S \) which represents the tensor product of \( A \) with the finite projective \( \mathcal{O} \)-module \( I \) (see Section 2). The fiber \( \mathcal{M}^I(S) \) of \( \mathcal{M}^I \) over \( S \) is a groupoid. A morphism \( f : x \rightarrow x' \) of objects of \( \mathcal{M}^I(S) \) is an isomorphism \( f : (A, \iota) \rightarrow (A', \iota') \) of the underlying \( \mathcal{O} \)-abelian schemes over \( S \) such that \( \varphi(\lambda) = f^\vee \varphi'(\lambda) f \) for all \( \lambda \in I \).

We say that a stack is a Hilbert moduli stack if it is equal to the stack \( \mathcal{M}^I \) associated to some \( L, I \) and \( I^+ \) as above. An important example of a Hilbert moduli stack is given by the moduli stack \( \mathcal{M}_{1,1} \) of elliptic curves, which was introduced and studied by Mumford [Mum65, §4] and Deligne–Rapoport [DR73]. If \( I = D^{-1} \) is the \( \mathbb{Z} \)-dual of \( \mathcal{O} \) and \( I^+ \) is the (standard) positivity notion \( (+, \ldots, +) \) on \( I \), then we call \( \mathcal{M}^I \) the Hilbert moduli stack associated to \( L \). For example \( \mathcal{M}_{1,1} \) identifies with the Hilbert moduli stack associated to \( \mathbb{Q} \). To simplify notation, we shall often omit \( I \) from the notation and we write \( \mathcal{M} \) for \( \mathcal{M}^I \).

Properties of \( I \)-polarizations. To discuss some aspects of (iii), let \( (A, \iota) \) be an \( \mathcal{O} \)-abelian scheme of relative dimension \( g \) over an arbitrary scheme \( S \). A morphism \( \varphi \) as in
(iii) is called an $I$-polarization of $(A, \iota)$. In the case when $\Delta = |\text{disc}(L/\mathbb{Q})|$ is invertible on $S$, the existence of such an $I$-polarization assures (see [DP94, Cor 2.9]) that the Lie algebra $\text{Lie}(A)$ of $A$ is, locally on $S$, a free $\mathcal{O} \otimes_{\mathbb{Z}} \mathcal{O}_S$-module of rank one. In particular, if $\Delta$ is invertible on $S$ then $\mathcal{M}(S)$ identifies with $\mathcal{M}'(S)$ where we denote by $\mathcal{M}'$ the stack defined by Rapoport in [Rap78, 1.19]. Further, Yu [Yu03] and Vollaard [Vol05] worked out in detail the relation of the existence of an $I$-polarization of $(A, \iota)$ to various conditions in the literature [Rap78, Kot92, DP94], including the determinant condition.

**Geometry of $\mathcal{M}$.** We now record some useful properties of $\mathcal{M}$. Firstly $\mathcal{M}$ is a DM-stack, that is $\mathcal{M}$ is an algebraic stack in the sense of Deligne–Mumford [DM69, Def 4.6]. Furthermore $\mathcal{M}$ is separated and of finite type over $\mathbb{Z}$. The stacks $\mathcal{M}$ and $\mathcal{M}'$ coincide over $\mathbb{Z}[1/\Delta]$, and therefore Rapoport [Rap78, Thm 1.20] gives that $\mathcal{M}$ is smooth over $\mathbb{Z}[1/\Delta]$. Deligne–Pappas [DP94] studied the singularities of $\mathcal{M}$ over any rational prime $p$ dividing $\Delta$. In particular they showed that $\mathcal{M}$ is flat and relative local complete intersection over $\mathbb{Z}$, and that the fiber of $\mathcal{M}$ over $p$ is smooth outside a closed subset of codimension two. Indeed this follows from [DP94, Thm 2.2] which says that for any integer $n \geq 3$ these statements hold over $\mathbb{Z}[1/n]$ for the finite étale cover $\mathcal{M}_n$ of $\mathcal{M}_{\mathbb{Z}[1/n]}$, where $\mathcal{M}_n$ is the (representable) Hilbert moduli stack over $\mathbb{Z}[1/n]$ with principal level $n$-structure.

### 3.2 Moduli schemes

Let $\mathcal{M}$ be a Hilbert moduli stack. We now define Hilbert moduli schemes. Let $Y$ be a scheme and let $\mathcal{P}$ be a presheaf on $\mathcal{M}$. We say that $Y$ is a Hilbert moduli scheme of $\mathcal{P}$, and we write $Y = \mathcal{M}_\mathcal{P}$, if $\mathcal{P}$ is representable by an object in $\mathcal{M}(Y)$. Sometimes we simply say that $Y = \mathcal{M}_\mathcal{P}$ is a Hilbert moduli scheme when $Y$ is a Hilbert moduli scheme of a presheaf $\mathcal{P}$ on $\mathcal{M}$. When working with Hilbert moduli schemes it is often important to specify the involved presheaf, since $Y$ can be a Hilbert moduli scheme of presheaves on $\mathcal{M}$ which are geometrically very different. For example if $\mathcal{M}(Y)$ is nonempty, then $Y$ is a Hilbert moduli scheme of the presheaf $\mathcal{P} = h_y$ on $\mathcal{M}$ for each object $y$ of $\mathcal{M}(Y)$. In the case when $\mathcal{M} = \mathcal{M}_{1,1}$, the Hilbert moduli schemes are precisely the moduli schemes of elliptic curves defined in Katz–Mazur [KM85, 4.3.1] and [vK14, §3.1].

**Moduli interpretation.** We call a presheaf $\mathcal{P}$ on $\mathcal{M}$ a moduli problem on $\mathcal{M}$. Further, for each object $x$ of $\mathcal{M}$, the elements of the set $\mathcal{P}(x)$ are called $\mathcal{P}$-level structures on $x$. The terminology moduli scheme is (partly) motivated by the following formal lemma which gives a moduli interpretation for the points of any Hilbert moduli scheme.
Lemma 3.1. Suppose that $Y$ is a Hilbert moduli scheme of a presheaf $P$ on $M$. Then $Y$ represents the presheaf on $(\text{Sch})$ which sends any scheme $S$ to the set of isomorphism classes of pairs $(x, \alpha)$ with $x$ an object of $M(S)$ and $\alpha \in P(x)$.

Here pairs $(x, \alpha)$ and $(x', \alpha')$ are isomorphic if there exists an isomorphism $f : x \to x'$ in $M(S)$ which satisfies $\alpha = P(f)(\alpha')$. Further, formal computations show that sending $S$ to the set of isomorphism classes of pairs $(x, \alpha)$ as in Lemma 3.1 indeed defines a presheaf on $(\text{Sch})$. These computations only use that $M$ is fibered in groupoids over $(\text{Sch})$ in the sense of [DM69, §4]. In fact the following proof shows that Lemma 3.1 holds more generally when $M$ is replaced by an arbitrary category fibered in groupoids over $(\text{Sch})$.

Proof of Lemma 3.1. Let $p : \mathcal{X} \to (\text{Sch})$ be a category fibered in groupoids and let $P$ be a presheaf on $\mathcal{X}$ which is representable by an object $y$ in $\mathcal{X}(Y)$. We fix a choice of pullbacks in $\mathcal{X}$. Let $S$ be a scheme, let $\varphi$ be in $Y(S)$ and let $\alpha : \varphi^*y \to y$ be the pullback of $y$ along $\varphi : S \to Y$. We identify $P$ with the presheaf $h_y = \text{Hom}_{\mathcal{X}}(-, y)$ on $\mathcal{X}$. It follows that $\varphi \mapsto [(\varphi^*y, \alpha)]$ defines a map from $Y(S)$ to the set of isomorphism classes of pairs $(x, \alpha)$ with $x$ an object of $\mathcal{X}(S)$ and $\alpha$ an element of $P(x) = h_y(x)$. This map is injective: If $\psi$ lies in $Y(S)$ such that $(\varphi^*y, \alpha)$ is isomorphic to $(\psi^*y, \alpha')$, then there exists an isomorphism $f : \varphi^*y \sim \psi^*y$ in $\mathcal{X}(S)$ with $\alpha = \alpha'f$ and thus $\varphi = p(\alpha)$ equals $p(\alpha') = \varphi'$ as desired. Furthermore, the two axioms of a category fibered in groupoids assure that $\varphi \mapsto [(\varphi^*y, \alpha)]$ is surjective (take $\varphi = p(\alpha)$) and is canonical in $S$ by compatibility of pullbacks. We conclude that $Y$ represents the presheaf as claimed in the lemma.

We now consider an arbitrary moduli problem $P$ on $M$ and we let $S$ be a scheme. To control the number of distinct $P$-level structures on any object in $M(S)$, we define

$$|P|_S = \sup |P(x)|$$

with the supremum taken over all objects $x$ of $M(S)$. We say that $P$ is finite over $M(S)$ if $|P|_{M(S)}$ is a finite presheaf. In particular $P$ is finite over $M(S)$ if $|P|_S < \infty$.

Forgetful map. Suppose that $Y = M_P$ is a Hilbert moduli scheme. To define its natural forgetful map, we identify the scheme $Y$ with its functor of points. We denote by $\{(A, \iota, \varphi, \alpha)\} / \sim$ the presheaf on $(\text{Sch})$ which sends any scheme $S$ to the set of isomorphism classes of quadruples $(A, \iota, \varphi, \alpha)$ over $S$. Here a quadruple over $S$ is a pair $(x, \alpha)$ given by an object $x = (A, \iota, \varphi)$ of $M(S)$ together with a $P$-level structure $\alpha$ on $x$. In
other words \( \{(A, \iota, \varphi, \alpha)\}/ \sim \) is the presheaf in Lemma 3.1 and thus Lemma 3.1 gives
\[
Y \xrightarrow{\sim} \{(A, \iota, \varphi, \alpha)\}/ \sim .
\] (3.2)

Let \( g \geq 1 \) be an integer. We denote by \( \underline{A}_g \) the presheaf on \((\text{Sch})\) which sends a scheme \( S \) to the set of isomorphism classes of abelian schemes over \( S \) of relative dimension \( g \). This underlined \( \underline{A}_g \) should not be confused with the usual \( A_g = A_{g,1} \) which classifies principally polarized abelian schemes \((A, \psi)\), see the discussion of the forgetful maps \( A_{g,d} \to \underline{A}_g \) in (6.1). Suppose now that \( g \) is the relative dimension of the abelian schemes classified by the stack \( \mathcal{M} \). Then, on projecting the isomorphism class of a quadruple to the isomorphism class of the underlying abelian scheme, we see that (3.2) induces a morphism
\[
\phi : Y \to \underline{A}_g
\] (3.3)
of presheaves on \((\text{Sch})\). Intuitively one can think of \( \phi \) as the map which forgets the extra structures \((\iota, \varphi, \alpha)\) on the abelian scheme \( A \) underlying the quadruple \((A, \iota, \varphi, \alpha)\) defining a point of \( Y \). In light of this we call \( \phi \) the (natural) forgetful map of \( Y = \mathcal{M}_P \), and we write \( \phi_P \) for \( \phi \) in situations where it is important to specify \( P \).

**Height.** We now generalize to arbitrary Hilbert moduli schemes the height which was defined in [vK14, (3.3)] for moduli schemes of elliptic curves. Let \( S \) be a connected Dedekind scheme whose function field \( k \) is algebraic over \( \mathbb{Q} \). For any abelian scheme \( A \) over \( S \) we denote by \( h_F(A) \) the stable Faltings height \( h_F \) of the generic fiber of \( A \), defined for example in [vK13, §2.1]. Here we use Faltings’ original normalization [Fal83, p.354] of the metric involved in the definition of \( h_F \). In fact we obtain a height function \( h_F : \underline{A}_g(S) \to \mathbb{R} \) since isomorphic abelian schemes over \( S \) have the same stable Faltings height. Then for any Hilbert moduli scheme \( Y = \mathcal{M}_P \) with forgetful map \( \phi = \phi_P \), we define a height function
\[
h_{\phi} : Y(S) \to \mathbb{R}
\] (3.4)
by setting \( h_{\phi} = \phi^* h_F \). In other words \( h_{\phi} \) is the pull back of the stable Faltings height \( h_F : \underline{A}_g(S) \to \mathbb{R} \) by the map \( \phi(S) : Y(S) \to \underline{A}_g(S) \). The set \( Y(S) \) might be empty and to cover this case we define \( h_{\phi} = 0 \) on the empty set. The height \( h_{\phi} \) in (3.4) is compatible with any base change \( S' \to S \) for \( S' \) a connected Dedekind scheme whose function field is algebraic over \( \mathbb{Q} \), since \( \phi \) is a morphism of presheaves and since \( h_F \) is invariant under \( S' \to S \). Further, if \( S \) and \( T \) are nonempty open subschemes of \( \text{Spec}(\mathbb{Z}) \), and if \( Y \) is a scheme such that \( Y_T = \mathcal{M}_P \) is a Hilbert moduli scheme, then we define the height \( h_{\phi} \) on
Y(S) as follows: For any $P \in Y(S)$ we put $h_\phi(P) = h_\phi(P')$, where $P'$ is the canonical image of $P$ in $Y(U) \cong Y_T(U)$ for $U = S \cap T$ and where $h_\phi : Y_T(U) \to \mathbb{R}$ is the above height (3.4) involving the forgetful map $\phi = \phi_P$ of $Y_T$. We point out that the height $h_\phi$ depends on $\phi$ which in turn depends on the involved presheaf $\mathcal{P}$.

**Hilbert moduli schemes over $\mathbb{Z}[1/n]$.** Sometimes we shall work over an open substack $\mathcal{M}_T$ of $\mathcal{M}$ with $T \subseteq \text{Spec}(\mathbb{Z})$ nonempty open: On replacing in the above definitions and constructions $\mathcal{M}$ by $\mathcal{M}_T$, we directly obtain the notion of a Hilbert moduli scheme over $T$ of a presheaf on $\mathcal{M}_T$ and then over $T$ we may and do define the forgetful map $\phi$ and the height $h_\phi$ analogously as in (3.3) and (3.4) respectively. We say that a presheaf $\mathcal{P}$ on $\mathcal{M}$ is representable over $T$ if its restriction to $\mathcal{M}_T$ is representable.

**Northcott property.** Let $K$ be a number field with ring of integers $\mathcal{O}_K$. Suppose that $Y$ is a variety over $\mathcal{O}_K$ and assume that $Y$ is a Hilbert moduli scheme of some presheaf $\mathcal{P}$ on $\mathcal{M}$. Then we say that the height $h_\phi$ defined in (3.4) has the Northcott property on $Y(\bar{K})$ if the following holds: For any real $c > 0$ and each $d \in \mathbb{Z}_{\geq 1}$, there are only finitely many points $P$ in $Y(\bar{K}) \cong Y_K(\bar{K})$ with $[K(P) : K] \leq d$ and $h_\phi(P) \leq c$.

**Proposition 3.2.** If $\mathcal{P}$ is finite over $\mathcal{M}(\bar{K})$, then $h_\phi$ has the Northcott property on $Y(\bar{K})$.

In particular $h_\phi$ has the Northcott property on $Y(\bar{K})$ if $|\mathcal{P}|_{\bar{K}} < \infty$. We shall deduce Proposition 3.2 from the Northcott property [FC90, p.169] of $h_F$ on $\text{A}_{g}(\bar{\mathbb{Q}})$ by exploiting the following: The map $\phi(S)$ used in (3.4) has finite fibers if and only if $\mathcal{P}$ is finite over $\mathcal{M}(S)$. This statement, which uses inter alia the Jordan–Zassenhaus theorem, will be obtained in Lemma 11.1 as a byproduct of the proofs of our main results.

### 4 Statement of main result

To state our main result we use the terminology introduced above. Let $L$ be a totally real number field with ring of integers $\mathcal{O}$, let $I$ be a nonzero finitely generated $\mathcal{O}$-submodule of $L$ with a positivity notion $I_+$ and let $\mathcal{M} = \mathcal{M}^I$ be the associated Hilbert moduli stack. Write $g = [L : \mathbb{Q}]$ and for any $U \subseteq \text{Spec}(\mathbb{Z})$ denote by $N_U = \prod p$ the product of all rational primes $p$ not in $U$. Let $Y$ be a variety over $\mathbb{Z}$ and let $S \subseteq \text{Spec}(\mathbb{Z})$ be nonempty open.

**Theorem 4.1.** Suppose that there is a nonempty open $T \subseteq \text{Spec}(\mathbb{Z})$ such that $Y_T$ is a Hilbert moduli scheme of a presheaf $\mathcal{P}$ on $\mathcal{M}$. If $U = S \cap T$ then the following holds.

---

4Here we view $Y$ as an $\mathcal{O}_K$-scheme. Then $Y(\bar{K}) := \text{Hom}_{\mathcal{O}_K}(\bar{K}, Y)$ by the usual convention and the height $h_\phi : \text{Hom}_{(\text{Sch})}(\bar{K}, Y) \to \mathbb{R}$ constructed in (3.4) is well-defined on the subset $Y(\bar{K}) \subseteq \text{Hom}_{(\text{Sch})}(\bar{K}, Y)$. 
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(i) Any \( P \in Y(S) \) satisfies \( h_\phi(P) \leq (3g)^{144g}N_U^{24} \).

(ii) If \( e_g = (8g)^8 \) then \( |Y(S)| \leq |\text{Pic}(\mathcal{O})||\mathcal{P}|_U(2N_U)^{e_g} \).

It holds that \( N_U = \text{rad}(N_I N_S) \), and \( |\mathcal{P}|_U \leq |\mathcal{P}|_Q \leq |\mathcal{P}|_\tilde{Q} \) by Lemma 8.2. Proposition 3.2 gives that the height \( h_\phi \) on \( Y(S) \), which depends on \( \mathcal{P} \), has the Northcott property on \( Y(\mathcal{Q}) \) if \( |\mathcal{P}|_\tilde{Q} < \infty \). However the bound for \( h_\phi \) in (i) can also be useful when \( h_\phi \) has no Northcott property; see for example the introduction where we discuss various aspects of Theorem 4.1. We obtain Theorem A in the introduction by applying Theorem 4.1 with \( I = D^{-1} \) the inverse different of \( \mathcal{O} \) and \( I_+ \) the standard positivity notion. To see this take \( T = \text{Spec}(\mathbb{Z}[1/\nu]) \) for \( \nu = N_T \) and consider the complement of \( S \subseteq \text{Spec}(\mathbb{Z}) \) which is a finite set of rational primes. The proof of Theorem 4.1 will be given in Section 11, and we refer to the introduction for an outline of the principal ideas used in the proof.

4.1 The Hilbert moduli scheme \( Y_1(n) \)

We continue our notation. To discuss a first application of Theorem 4.1, we take an ideal \( n \subseteq \mathcal{O} \) of norm \( n \geq 1 \) and we consider the moduli problem \( \mathcal{P}_1(n) \) on \( \mathcal{M} \). Intuitively this moduli problem parametrizes \( n \)-torsion points of exact order \( n \). For example, if \( \mathcal{M} = \mathcal{M}_{1,1} \) then \( \mathcal{P}_1(n) \) identifies with the \( \Gamma_1(n) \)-moduli problem of Katz–Mazur [KM85, p.99] which sends an elliptic curve \( E \in \mathcal{M}_{1,1}(\mathbb{C}) \) to its set of points of exact order \( n \).

**The moduli problem** \( \mathcal{P}_1(n) \). We now give the formal definition of the presheaf \( \mathcal{P}_1(n) \) on \( \mathcal{M} \) following Drinfeld, Katz–Mazur and Pappas [Pap95, §2.3.2]. Let \( S \) be a scheme, let \( x = (\mathcal{A}, \iota, \varphi) \) be in \( \mathcal{M}(S) \) and let \( y = (\mathcal{A}', \iota', \varphi') \) be in \( \mathcal{M}'(S) \) for \( I' = nI \). An \( n \)-isogeny \( f : x \to y \) is a morphism of \( \mathcal{O} \)-abelian schemes \( f : (\mathcal{A}, \iota) \to (\mathcal{A}', \iota') \) which is an isogeny of (constant) degree \( n \) such that \( \ker(f) \) is annihilated by \( n \) and such that \( f' \varphi'((\lambda)f = \varphi(\lambda) \) for each \( \lambda \in I' \subseteq I \). Further, an \( \mathcal{O}/n \)-generator of \( G = \ker(f) \) is a section \( P \in G(S) \) such that the \( \mathcal{O}/n \)-linear morphism \( \epsilon : (\mathcal{O}/n)_S \to G \), induced by \( 1 \mapsto P \), is an \( \mathcal{O}/n \)-structure on \( G \) in the sense of [KM85, §1.10] or [Pap95, 5.1.1]; in the case when \( G \) is étale over \( S \), the morphism \( \epsilon \) is an \( \mathcal{O}/n \)-structure on \( G \) if and only if \( \epsilon \) is an isomorphism. We define

\[
\mathcal{P}_1(n)(x) = \{ P \in A(S); \ P \text{ an } \mathcal{O}/n \text{-generator of } \ker(f) \}
\]

(4.1)

where \( f : x \to y \) is an \( n \)-isogeny with \( y \in \mathcal{M}'(S) \). Being an \( n \)-isogeny and being an \( \mathcal{O}/n \)-generator are both properties which are stable under arbitrary base change. Therefore we see that sending the object \( x \) of \( \mathcal{M} \) to the set \( \mathcal{P}_1(n)(x) \) defines a presheaf \( \mathcal{P}_1(n) \) on \( \mathcal{M} \). An ideal of \( \mathcal{O} \) is called square-free if it is the product of distinct prime ideals of \( \mathcal{O} \). In the case
when the ideal \( n \) is square-free, Pappas [Pap95] studied the singularities of the separated finite type Deligne–Mumford stack \( \mathcal{H}_{00}(n) \) over \( \mathbb{Z} \) whose objects over \( S \) are \( n \)-isogenies \( f : x \to y \) together with an \( \mathcal{O}/n \)-generator \( P \) of \( \ker(f) \). For example, Pappas showed that \( \mathcal{H}_{00}(n) \) is Cohen–Macaulay and flat over \( \mathbb{Z} \) if the ideal \( n \) is square-free, and he proved that \( \mathcal{H}_{00}(n) \) is regular if \( g = 2 \) and the norm \( n \) is square-free.

**Integral points.** To apply Theorem 4.1, we need that the moduli problem \( \mathcal{P}_1(n) \) on \( \mathcal{M} \) is representable over some nonempty open of \( \text{Spec}(\mathbb{Z}) \). In [vKK] we will conduct some effort to work out in detail explicit conditions on \( n \) which assure the representability of \( \mathcal{P}_1(n) \). Suppose now that \( \mathcal{P}_1(n) \) is representable over \( \mathbb{Z}[1/n] \) with Hilbert moduli scheme \( Y_1(n) = M_{\mathcal{P}_1(n)} \) a (quasi-projective) variety over \( \mathbb{Z}[1/n] \). Then we shall deduce in Section 11.3 the following result in which we assume again that \( S \subseteq \text{Spec}(\mathbb{Z}) \) is nonempty open.

**Corollary 4.2.** Let \( Y \) be a variety over \( \mathbb{Z} \), which becomes over \( \mathbb{Z}[1/n] \) isomorphic to \( Y_1(n) \).

1. Any point \( P \in Y(S) \) satisfies \( h_\phi(P) \leq (3g)^{144g(NS)^2} \).
2. The cardinality of \( Y(S) \) is at most \( |\text{Pic}(\mathcal{O})|(2nNS)^{eg} \).

In the case when \( \mathcal{M} \) is the Hilbert moduli stack associated to \( L \), this result is precisely the corollary discussed in the introduction. If \( \mathcal{M} = \mathcal{M}_{1,1} \) and \( n \geq 4 \), then one can compute explicit equations of the curve \( Y_1(n) \) over \( \mathbb{Z}[1/n] \); see for example Baaziz [Baa10], Sutherland [Sut12] and Jin [Jin15]. We are currently trying to find some ‘interesting’ Diophantine equations which define a Hilbert moduli scheme \( Y_1(n) \) over \( \mathbb{Z}[1/n] \) when \( g \geq 2 \).

## 5 Endomorphisms of abelian schemes

In this section we collect preliminary results for endomorphisms of abelian schemes over Dedekind schemes. We first give explicit relations between the endomorphism rings of two isogenous abelian schemes. Then we review a variant of the (Serre) tensor product of abelian schemes with certain not necessarily projective modules. In the last part we consider in more detail the endomorphism ring of an abelian scheme of GL₂-type.

### 5.1 Endomorphism rings of isogenous abelian schemes

Let \( S \) be a connected Dedekind scheme. While the endomorphism algebras of isogenous abelian schemes \( A \) and \( A' \) over \( S \) coincide up to isomorphism, the relation between the endomorphism rings encaptulates interesting arithmetic information. In this section, we
review explicit constructions of isomorphisms $\text{End}^0(A) \cong \text{End}^0(A')$ in order to obtain basic results (used in Section 10) relating $\text{End}(A)$ with $\text{End}(A')$. These constructions and results should be all well-known. However, in several cases we are not aware of suitable references and then we will give the arguments for the sake of completeness.

**Quotients and isogenies.** Forming quotients of group schemes is a delicate process in general. However, in what follows we only consider quotients in the following special situation. Let $G \subseteq A$ be a closed subgroup scheme which is finite flat over $S$. It follows for example from results in [Ana73, §4] that the fppf quotient of $A$ by $G$ is represented by a commutative $S$-group scheme $A/G$. The quotient morphism $A \to A/G$ is finite and faithfully flat, since $G$ is finite flat over $S$. Then, on using that the structure morphism $A \to S$ is smooth proper, we obtain that $A/G$ is smooth proper over $S$. In particular $A/G$ is an abelian scheme over $S$ and the quotient morphism $A \to A/G$ is an isogeny.

Let $\varphi : A \to A'$ be a morphism of abelian schemes over $S$. The following three statements are equivalent: (i) $\varphi$ is finite surjective; (ii) $\varphi_s : A_s \to A'_s$ is finite surjective for each $s \in S$; (iii) $\varphi_k : A_k \to A'_k$ is finite surjective for $k$ the function field of $S$. In particular, $\varphi$ is an isogeny if and only if $\varphi_k$ is an isogeny. For the readers convenience we now explain why (iii) implies (i). For each nonzero $n \in \mathbb{Z}$ the multiplication by $n$ morphism $[n] : A \to A$ is finite flat by [BLR90, §7.3]. If $d = \deg(\varphi_k)$ then (iii) assures that $[d]_k$ factors through $\varphi_k$ and thus (2.1) shows that the finite morphism $[d]$ has to factor through the unique extension $\varphi$ of $\varphi_k$. This implies that $\varphi$ is finite, since any morphism between proper $S$-schemes is proper. In particular each $\varphi_s$ is finite and hence surjective, which proves (i). Further, (i) implies that $\varphi$ is flat. Therefore, if $\varphi$ is an isogeny then its kernel $\ker(\varphi)$ is a closed subgroup scheme of $A$ which is finite flat over $S$, there is an isomorphism $A/\ker(\varphi) \xrightarrow{\sim} A'$ and the rank $\deg(\varphi)$ of $\ker(\varphi)$ is constant on the connected scheme $S$.

**Endomorphism rings.** Let $\varphi : A \to A'$ be an isogeny of abelian schemes over $S$ and write $d = \deg(\varphi)$. For each nonzero $n \in \mathbb{Z}$, we denote by $A_n$ the kernel of the isogeny $[n] : A \to A$. The above discussion shows that $\ker(\varphi) \subseteq A_d$ and there is a natural projection $A/\ker(\varphi) \to A/A_d$. We consider the isogeny $\varphi' : A' \to A$ given by

$$\varphi' : A' \xrightarrow{\sim} A/\ker(\varphi) \xrightarrow{\sim} A.$$

Here the first morphism is the inverse of the natural quotient map $A/\ker(\varphi) \xrightarrow{\sim} A'$ and the third morphism is $[d]$. If $S$ is the spectrum of a field, then [BLR90, Lem 7.3.5] implies that $\varphi' \varphi = [d]$. Moreover, on using the above arguments and elementary formal computations,
we see that the isogeny $\varphi'$ is an inverse of $\varphi$ in the following sense.

**Lemma 5.1.** It holds $\varphi' \varphi = [d]$ inside $\text{End}(A)$ and $\varphi \varphi' = [d]$ inside $\text{End}(A')$.

To define an explicit isomorphism $\text{End}^0(A) \xrightarrow{\sim} \text{End}^0(A')$, we introduce more notation. Let $B$, $B'$ and $B''$ be abelian schemes over $S$. Composition induces a pairing $\circ$ from $\text{Hom}^0(B, B') \times \text{Hom}^0(B', B'')$ to $\text{Hom}^0(B, B'')$. For any nonzero $m \in \mathbb{Z}$ and each $\psi \in \text{Hom}(B, B')$, we denote by $\psi/m$ the element $\psi \otimes m^{-1}$ of $\text{Hom}^0(B, B')$. It follows for example from (2.1) and [Mum08, p.176] that $\text{Hom}(B, B')$ is a finitely generated free abelian group.

Thus $\psi \mapsto \psi \otimes 1$ embeds $\text{Hom}(B, B')$ into $\text{Hom}^0(B, B')$. In what follows we shall often identify a morphism $B \to B'$ with its image in $\text{Hom}^0(B, B')$. We now define

$$\varphi^* : \text{End}^0(A) \xrightarrow{\sim} \text{End}^0(A'), \quad f \mapsto \varphi \circ f \circ \varphi'/d.$$  \hfill (5.2)

To prove that $\varphi^*$ is an isomorphism of $\mathbb{Q}$-algebras, we use that the endomorphism $[d]$ of $A$ is invertible inside the $\mathbb{Q}$-algebra $\text{End}^0(A)$ with inverse $1 \otimes d^{-1}$. Then Lemma 5.1 implies that $\varphi'/d \circ \varphi$ and $\varphi \circ \varphi'/d$ are the multiplicative units of $\text{End}^0(A)$ and $\text{End}^0(A')$ respectively. This shows that $\varphi^*$ is an isomorphism of $\mathbb{Q}$-algebras, with inverse

$$\varphi_* : \text{End}^0(A') \xrightarrow{\sim} \text{End}^0(A), \quad g \mapsto \varphi'/d \circ g \circ \varphi.$$  \hfill (5.3)

On using these explicit constructions of the isomorphisms $\varphi_*$ and $\varphi^*$ between the endomorphism algebras of $A$ and $A'$, we now can relate the endomorphism rings as follows.

**Lemma 5.2.** Suppose that $\varphi : A \to A'$ is an isogeny of abelian schemes over $S$ of degree $d = \deg(\varphi)$. Then the following two statements hold.

(i) Inside $\text{End}^0(A')$ we have $d \cdot \text{End}(A') \subseteq \varphi^*(\text{End}(A))$.

(ii) Inside $\text{End}^0(A)$ it holds $d \cdot \text{End}(A) \subseteq \varphi_*(\text{End}(A'))$.

**Proof.** To prove (i) we take $g \in \text{End}(A')$. Then $f = \varphi' g \varphi$ lies in $\text{End}(A)$ and we compute that $f = d \varphi_*(g)$ inside $\text{End}^0(A)$. It follows that $\varphi^*(f) = d \varphi^* \varphi_*(g) = dg$ inside $\text{End}^0(A')$, since $\varphi^*$ is an isomorphism of $\mathbb{Q}$-algebras with inverse $\varphi_*$. In particular, for each $g \in \text{End}(A')$ there exists an $f \in \text{End}(A)$ such that $\varphi^*(f) = dg$ inside $\text{End}^0(A')$. We deduce that $d \cdot \text{End}(A') \subseteq \varphi^*(\text{End}(A))$ inside $\text{End}^0(A')$. This proves assertion (i).

To show (ii) we take $f \in \text{End}(A)$. Then $g = \varphi f \varphi'$ lies in $\text{End}(A')$ and we see that $\varphi_*(g) = \varphi_* \varphi^*(f d) = fd = df$ inside $\text{End}^0(A)$. Hence $d \cdot \text{End}(A) \subseteq \varphi_*(\text{End}(A'))$ inside $\text{End}^0(A)$ as claimed in assertion (ii). This completes the proof. \qed
5.2 Tensor product of abelian schemes

Let $A$ be a nonzero abelian scheme over an arbitrary connected Dedekind scheme $S$ and let $O$ be a commutative subring of $\text{End}(A)$. Suppose that $O'$ is a $\mathbb{Z}$-flat $O$-algebra that is finitely generated as an $O$-module and $O \otimes \mathbb{Z} \mathbb{Q} \cong O' \otimes \mathbb{Z} \mathbb{Q}$ is an isomorphism. The following lemma is (a consequence of a construction) due to Chai–Conrad–Oort [CCO14].

**Lemma 5.3.** There is an abelian scheme $A'$ over $S$, isogenous to $A$, with $O' \hookrightarrow \text{End}(A')$.

Here we can take $A' = O' \otimes O A$ if the $O$-module $O'$ is projective. However, since $O'$ is not necessarily projective, we can in general not apply the usual (Serre) tensor product construction for projective $O$-modules. To prove Lemma 5.3, we use instead that $A$ is the Néron model of its generic fiber and we work with the fppf sheaf $A'_k = O' \otimes O A_k$ which has the desired properties for any abelian variety $A_k$ over a field $k$ by [CCO14, §1.7.4].

**Proof of Lemma 5.3.** Let $k$ be the function field of our connected Dedekind scheme $S$ and let $A_k$ be the generic fiber of $A$. On using the isomorphism $\text{End}(A) \cong \text{End}(A_k)$ in (2.1) and the subring $O$ of $\text{End}(A)$, we equip $A_k$ with an $O$-abelian scheme structure. Now we see that $T \mapsto O' \otimes O A_k(T)$ defines a contravariant functor from the category of $k$-schemes to the category of abelian groups. Then [CCO14, 1.7.4.5] gives that the fppf sheafification of this functor is represented by an abelian variety $A'_k = O' \otimes O A_k$ over $k$ which is isogenous to $A_k$ and $O' \hookrightarrow \text{End}(A'_k)$. The generic fiber $A_k$ of the abelian scheme $A$ over $S$ has good reduction at all closed points of $S$. Hence the isogenous abelian variety $A'_k$ has good reduction at all closed points of $S$ and thus it extends to an abelian scheme $A' = O' \otimes O A$ over $S$ with $\text{End}(A') \cong \text{End}(A'_k)$. Furthermore any isogeny between $A_k$ and $A'_k$ extends to an isogeny between $A$ and $A'$. Thus $A'$ has the desired properties. \[\square\]

For non-projective modules $O'$ and a general base scheme $S$, the construction of a ‘tensor product’ of $A$ with $O'$ is a complicated problem; see [CCO14, 1.7.4.3].

5.3 Endomorphism algebras of abelian schemes of $\text{GL}_2$-type

In this section we collect useful results on abelian schemes of $\text{GL}_2$-type. In particular we review and prove some properties of the endomorphism algebras of such abelian schemes. Throughout this subsection we let $S$ be a scheme, we denote by $g$ a positive rational integer and we let $A$ be an abelian scheme over $S$ of relative dimension $g$. 
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Abelian schemes of GL₂-type. We say\(^5\) that \(A\) is of GL₂-type if the \(\mathbb{Q}\)-algebra \(\text{End}^0(A)\) contains a number field of degree \(g\) over \(\mathbb{Q}\). The terminology is motivated as follows: If \(\text{End}^0(A)\) contains a number field \(L\) of degree \(g\) over \(\mathbb{Q}\), then for each \(s \in S\) the field \(L\) embeds into \(\text{End}^0(A_s)\) and thus the action of the absolute Galois group of \(k(s)\) on the rational Tate module \(V_\ell(A_s)\) defines a representation with values in \(\text{GL}_2(L \otimes \mathbb{Q}_\ell)\) where \(\ell \neq \text{char}(k(s))\) is a rational prime. More generally, we say that \(A\) is of product GL₂-type if \(A\) is isogenous to a product \(\prod A_i\) of abelian schemes \(A_i\) over \(S\) such that each \(A_i\) is of GL₂-type. We denote by \(M_{\text{GL}_2,g}(S)\) the set of isomorphism classes of abelian schemes over \(S\) of relative dimension \(g\) which are of product GL₂-type. Then we claim that \[ S \mapsto M_{\text{GL}_2,g}(S) \quad (5.4) \]
defines a presheaf \(M_{\text{GL}_2,g}\) on \((\text{Sch})\), where for any morphism \(S' \to S\) of schemes the map \(M_{\text{GL}_2,g}(S' \to S)\) sends the isomorphism class of \(A\) in \(M_{\text{GL}_2,g}(S)\) to the isomorphism class of \(A_{S'}\) in \(M_{\text{GL}_2,g}(S')\). If \(\text{End}^0(A)\) contains a subring \(L\), then any base change \(S' \to S\) induces a morphism of rings \(L \to \text{End}^0(A_{S'})\) which is injective when \(L\) is a field. We conclude that being of GL₂-type is a property which is stable under any base change. The same holds for the property of being of product GL₂-type, since finite and faithfully flat (and thus being an isogeny) are properties of morphisms which are stable under any base change. This shows that \((5.4)\) indeed defines a presheaf on \((\text{Sch})\).

Endomorphisms. We start with an elementary observation which we shall use several times in what follows in this paper. Let \(n \geq 1\) be a rational integer. For any ring \(R\) we denote by \(M_n(R)\) the endomorphism ring of the free \(R\)-module \(R^n\).

Lemma 5.4. Let \(K\) and \(L\) be number fields such that \([L : \mathbb{Q}] = n[K : \mathbb{Q}]\). If \(L\) is a subring of \(M_n(K)\), then \(L\) is the centralizer of \(L\) in \(M_n(K)\) and thus \(K \subseteq L\).

Proof. The abelian group \(V = K^n\) becomes a \(L\)-vector space via the inclusion \(L \subseteq M_n(K)\). Linear algebra gives that \([K : \mathbb{Q}] \dim_K V = \dim_Q V = [L : \mathbb{Q}] \dim_L V\), and our assumption \([L : \mathbb{Q}] = n[K : \mathbb{Q}]\) then implies that \(\dim_L V = 1\). Each element in the centralizer \(C\) of \(L\) in \(M_n(K)\) is an endomorphism of the \(L\)-vector space \(V\), and the endomorphism ring of any one-dimensional \(L\)-vector space is equal to \(L\). It follows that \(C \subseteq L\). On the other

\(^5\)Some authors use a more restrictive definition. For example, they assume in addition simplicity or they make extra assumptions on the Lie algebra. Assuming simplicity would be too restrictive for our purpose. On the other hand, we do not make extra assumptions on the Lie algebra because either we do not need them or these assumptions are automatically satisfied in the situations under consideration.
hand $L$ is contained in its centralizer $C$, since $L$ is commutative. We conclude that $C = L$ as claimed. This implies that $K \subseteq L$, since $K$ is the center of $M_n(K)$. \hfill \square

We denote by $\dim B$ the relative dimension of an abelian scheme $B$ over a connected scheme $S$. The first three statements in the following lemma are (consequences of) results of Ribet [Rib92] for endomorphism algebras of abelian varieties over $\mathbb{Q}$ of $GL_2$-type.

**Lemma 5.5.** Assume that $S$ is a connected Dedekind scheme with function field $\mathbb{Q}$, and suppose that $A$ is an abelian scheme over $S$ of $GL_2$-type. Then the following holds.

(i) There exist $n \in \mathbb{Z}_{\geq 1}$ and an abelian scheme $B$ over $S$ with the following property:

(∗) $A$ is isogenous to $B^n$ and the generic fiber of $B$ is simple.

(ii) Let $L/\mathbb{Q}$ be a number field of degree $g$ which is a subring of $\text{End}^0(A)$, and let $B$ be an abelian scheme over $S$ with (∗). Then the $\mathbb{Q}$-algebra $\text{End}^0(B)$ is isomorphic to a subfield $K$ of $L$ such that $K/\mathbb{Q}$ has degree $\dim B$ and $L/K$ has degree $n$.

(iii) If $L$ is as in (ii), then $L$ is the centralizer of $L$ inside $\text{End}^0(A)$.

(iv) There is an abelian scheme $B$ over $S$ with (∗) such that $\text{End}(B)$ is Dedekind.

**Proof.** We first prove (i). The generic fiber $A_\mathbb{Q}$ of $A$ is an abelian variety over $\mathbb{Q}$ of $GL_2$-type by (2.1). Hence [Rib92, Thm 2.1] gives $n \in \mathbb{Z}_{\geq 1}$ together with a simple abelian variety $B_\mathbb{Q}$ over $\mathbb{Q}$ such that there is an isogeny $f_\mathbb{Q} : A_\mathbb{Q} \to B^n_\mathbb{Q}$. Then, on using that $A_\mathbb{Q}$ extends to $A$ over $S$, results in [BLR90] imply the following: The direct factor $B_\mathbb{Q}$ of $B^n_\mathbb{Q}$ extends to an abelian scheme $B$ over $S$ and $f_\mathbb{Q}$ extends to an isogeny $f : A \to B^n$. This proves (i).

To show (ii) we take an abelian scheme $B$ over $S$ with (∗) and we consider a number field $L/\mathbb{Q}$ of degree $g$ which is a subring of $\text{End}^0(A)$. The simple factors of an abelian variety over a field are unique up to isogeny, the endomorphism algebras of isogenous abelian schemes over $S$ are isomorphic by (5.2), and the endomorphism ring of an abelian scheme over $S$ identifies via (2.1) with the endomorphism ring of its generic fiber. Hence the arguments in the proof of [Rib92, Thm 2.1] give that the $\mathbb{Q}$-algebra $\text{End}^0(B)$ is isomorphic to a subfield $K$ of $L$ with $[L : K] = n$ and $\dim B = [K : \mathbb{Q}]$; here we note that our fields $K$ and $L$ are denoted by $F$ and $E$ in [Rib92] respectively. This shows (ii).

We next prove (iii). Assertion (i) gives $n \in \mathbb{Z}_{\geq 1}$ together with an abelian scheme $B$ over $S$ with (∗). In particular $A$ is isogenous to $B^n$ and thus the $\mathbb{Q}$-algebra $\text{End}^0(A)$ is isomorphic to $M_n(\text{End}^0(B))$ by (5.2). Now, we assume that $L/\mathbb{Q}$ is a number field of degree $g$ which is a subring of $\text{End}^0(A)$. Then assertion (ii) provides an isomorphism of $\mathbb{Q}$-algebras $\iota : \text{End}^0(A) \cong M_n(K)$ for some subfield $K$ of $L$ with $L/K$ of degree $n$. By
transport of structure, the subring \( \iota(L) \) of \( \text{M}_n(K) \) becomes a \( K \)-vector space of dimension \( n \). Therefore an application of Lemma 5.4 with the fields \( K \) and \( \iota(L) \) implies (iii).

To show (iv) we use assertion (i) which gives an abelian scheme \( B \) over \( S \) with \((*)\). Our \( A \) is of \( \text{GL}_2 \)-type and thus (ii) shows that \( \text{End}^0(B) \) is a number field. Let \( \mathcal{O}' \) be the normalization of the Noetherian ring \( \mathcal{O} = \text{End}(B) \) in \( \text{End}^0(B) \). Then \( \mathcal{O}' \) is a Dedekind ring and it is a maximal order of \( \mathcal{O} \otimes \mathbb{Z} \mathbb{Q} = \text{End}^0(B) \). Therefore Lemma 5.3 gives an abelian scheme \( C \) over \( S \), isogenous to \( B \), such that \( \text{End}(C) \) is isomorphic to the Dedekind ring \( \mathcal{O}' \). Furthermore \( C \) has property \((*)\), since it is isogenous to \( B \) which satisfies \((*)\). This proves (iv) and thus completes the proof of Lemma 5.5.

In Lemma 5.5 one can not drop the assumption that the function field of \( S \) is \( \mathbb{Q} \).

6 Paršin constructions: Forgetting extra structures

Roughly speaking a Paršin construction for a Diophantine set is a finite map from this set into a certain set of integral points of a moduli scheme of abelian varieties. Faltings’ proof [Fal83] of the Mordell conjecture uses the original Paršin construction [Par68] for rational points of curves of genus at least two. In [vK14] the natural forgetful map was used as a Paršin construction in order to prove explicit bounds for the number and the height of integral points on any moduli scheme of elliptic curves.

In the present paper we use the natural forgetful map of a Hilbert moduli scheme as a Paršin construction. We now introduce some notation and then we decompose the forgetful map in a way which will be very useful for the explicit study of its fibers.

6.1 Paršin construction for Hilbert moduli schemes

Let \( Y \) be a scheme and let \( \mathcal{M} \) be a Hilbert moduli stack. Suppose that \( Y = \mathcal{M}_P \) is a Hilbert moduli scheme of some presheaf \( P \) on \( \mathcal{M} \). Then we denote by

\[
\phi: Y \to \mathbb{A}_g
\]

the natural forgetful map of \( Y = \mathcal{M}_P \) defined in (3.3), which is induced by forgetting the extra structures. We shall use this map \( \phi = \phi_P \) as a Paršin construction for the points of \( Y \). To study its fibers, we factor \( \phi \) into maps which can be described in quite explicit terms. Before we describe our factorization of \( \phi \), we introduce some terminology.
Presheaves. Suppose that $M = \mathcal{M}^I$ is the Hilbert moduli stack associated to some $L$, $I$ and $I_+$ as in Section 3. In particular $g$ is the degree of $L/\mathbb{Q}$. For any positive $d \in \mathbb{Z}$, we denote by $A_{g,d}$ the moduli stack over $\mathbb{Z}$ parametrizing abelian schemes of relative dimension $g$ with a polarization of degree $d$. Let $M$ and $A_{g,d}$ be the presheaves on $\text{Sch}$ which send a scheme $T$ to the set of isomorphism classes of objects of the small categories $\mathcal{M}(T)$ and $A_{g,d}(T)$ respectively. The sheafifications of the presheaves $M$ and $A_{g,d}$ on $\text{Sch}$ with the étale topology identify with the coarse moduli spaces of the separated finite type stacks $\mathcal{M}/\mathbb{Z}$ and $A_{g,d}/\mathbb{Z}$ respectively, see [LMB00, Rem 3.19]. Let

$$\phi_{\lambda} : A_{g,d} \to A_g$$

be the morphism of presheaves on $\text{Sch}$ which is induced by forgetting the polarization, where $A_g$ is as in (3.3). Narasimhan–Nori [NN81, Thm 1.1] proved that $\psi$ is finite over any (algebraically closed) field. However the fibers of $\phi_{\lambda}$ are very complicated, and it seems to be difficult to explicitly control these fibers even over $\mathbb{Q}$ or $\mathbb{C}$. In view of this we do not factor our Paršin construction $\phi$ through $\phi_{\lambda}$. Instead we work with the morphism

$$\phi_{\varphi} : M \to \overline{M}$$

of presheaves on $\text{Sch}$ which is induced by forgetting the $I$-polarization $\varphi$ of an object $(A, \iota, \varphi)$ of $\mathcal{M}$. Here $\overline{M}$ denotes the presheaf on $\text{Sch}$ which sends a scheme $T$ to the set of isomorphism classes of $\mathcal{O}$-abelian schemes over $T$ of relative dimension $g$, where $\mathcal{O}$ is the ring of integers of $L$. Now, the advantage is that the fibers of $\phi_{\varphi}$ are much simpler than those of $\phi_{\lambda}$. The main reason for this is that $I$-polarizations are compatible with the involved $\mathcal{O}$-structure. In fact we shall show in Section 9 that this compatibility allows to explicitly control the fibers of $\phi_{\varphi}$ by working with orders which are all commutative.

Decomposition of the Paršin construction. We are now ready to decompose the Paršin construction $\phi : Y \to A_g$ of the Hilbert moduli scheme $Y = M_\mathcal{P}$. In view of Lemma 3.1, forgetting the involved $\mathcal{P}$-level structure $\alpha$ induces a morphism

$$\phi_{\alpha} : Y \to M$$

of presheaves on $\text{Sch}$. Then we map $M$ to $\overline{M}$ via the morphism $\phi_{\varphi} : M \to \overline{M}$ defined in (6.2). Next, we consider the natural forgetful map $\overline{M} \to A_g$ and we denote by $(A, \iota)$ an $\mathcal{O}$-abelian scheme of relative dimension $g$. Tensoring the ring morphism $\iota : \mathcal{O} \to \text{End}(A)$ with $\mathbb{Q}$ gives an embedding $\iota \otimes \mathbb{Q}$ of $L$ into $\text{End}^0(A)$ and thus $A$ is of $\text{GL}_2$-type. Hence
forgetting the \( O \)-module structure \( \iota \) induces a morphism

\[
\phi : M \to M_{\GL_{2,g}} \hookrightarrow A_g
\]  

(6.4)
of presheaves on (Sch), where \( M_{\GL_{2,g}} \) is the presheaf on (Sch) which we defined in (5.4). Here we may and do naturally identify \( M_{\GL_{2,g}} \) with the subfunctor \( M_{\GL_{2,g}} \hookrightarrow A_g \) formed by those abelian schemes which are of product \( \GL_2 \)-type. Finally we observe that the Paršin construction \( \phi : Y \to A_g \) decomposes into the following morphisms

\[
\phi : Y \to M \to M_{\GL_{2,g}} \hookrightarrow A_g
\]  

(6.5)
In the coming sections, we study in detail the fibers of the morphisms \( \phi_\alpha, \phi_\varphi \) and \( \phi_\iota \). In particular we explicitly control the fibers over any open subscheme of \( \text{Spec}(\mathbb{Z}) \).

7 Effective Shafarevich conjecture

In this section we review various explicit finiteness results obtained in [vK13], including the effective Shafarevich conjecture for abelian varieties of \( \GL_2 \)-type.

Let \( S \) be a nonempty open subscheme of \( \text{Spec}(\mathbb{Z}) \) and let \( g \geq 1 \) be an integer. Shafarevich conjectured that the set \( A_g(S) \) of isomorphism classes of abelian schemes over \( S \) of relative dimension \( g \) is finite. Faltings [Fal83] proved Shafarevich’s conjecture for polarized abelian schemes, and Zarhin [Zar85] showed that one can get rid of the polarizations.

**Height.** To state the effective Shafarevich conjecture \( (ES) \), we denote by \( h_F(A) \) the stable Faltings height of (the generic fiber of) an arbitrary abelian scheme \( A \) over \( S \) of relative dimension \( g \). We refer to Section 3 for the definition of \( h_F \).

**Conjecture \( (ES) \).** There exists an effective constant \( c \), depending only on \( S \) and \( g \), such that any abelian scheme \( A \) over \( S \) of relative dimension \( g \) satisfies \( h_F(A) \leq c \).

This conjecture has interesting Diophantine applications. For example, it implies the effective Mordell conjecture for curves of genus at least two defined over arbitrary number fields; see [vK13, Prop 9.1] which uses the explicit Kodaira construction of Rémond [Rém99]. Conjecture \( (ES) \) was established in [vK13] for abelian schemes over \( S \) of product \( \GL_2 \)-type; the proof combines Faltings’ method [Fal83] with Serre’s modularity conjecture [KW09], isogeny estimates in [Fal83, Ray85] or [MW93, GR14] and explicit results based on Arakelov theory [Bos96, Jav14]. More precisely, if \( A \) is an abelian scheme over \( S \) of relative
dimension \( g \) which is of product \( GL_2 \)-type, then [vK13, Thm 9.2] gives

\[
h_F(A) \leq (3g)^{14g} N_S^{24}. \tag{7.1}
\]

Here \( N_S = \prod p \) is the product of all rational primes \( p \) not in \( S \). The function field of \( S \) is \( \mathbb{Q} \). Hence an abelian scheme \( A \) over \( S \) of relative dimension \( g \) is of product \( GL_2 \)-type if and only if \( \text{End}^0(A) \) contains a commutative semi-simple \( \mathbb{Q} \)-subalgebra of degree \( g \).

**Number of isomorphism classes.** Further, the set \( M_{GL_2,g}(S) \) of isomorphism classes of abelian schemes over \( S \) of relative dimension \( g \) which are of product \( GL_2 \)-type satisfies

\[
|M_{GL_2,g}(S)| \leq (14g)^{(9g)^6} N_S^{(18g)^4}. \tag{7.2}
\]

This bound was established in [vK13, Thm 9.6] by using a variant of the proof of (7.1).

**Uniform isogeny estimates.** The proofs of (7.1) and (7.2) use among other things the most recent version, due to Gaudron–Rémond [GR14], of the Masser–Wüstholz isogeny estimates [MW93, MW95] for abelian varieties over number fields. These isogeny estimates involve the height \( h_F \) and on combining them with the height bound (7.1) one obtains the following result (see [vK13, Cor 9.5]): If \( A \) and \( A' \) are isogenous abelian schemes over \( S \) of relative dimension \( g \) which are of product \( GL_2 \)-type, then there exists an isogeny \( \psi : A \to A' \) whose degree \( \text{deg}(\psi) \) is bounded by

\[
(14g)^{(12g)^5} N_S^{(37g)^3}. \tag{7.3}
\]

We point out that the above estimate is uniform in \( A \) in the sense that it only depends on \( S \) and \( g \). This will be crucial for our proofs given in Section 10 where we use (7.3) in order to reduce to the key case of Theorem 10.1.

### 8 Level structures

Let \( \mathcal{M} \) be a Hilbert moduli stack, let \( \mathcal{P} \) be a moduli problem on \( \mathcal{M} \) and let \( S \) be a scheme. In this section we prove basic properties of the quantity \( |\mathcal{P}|_S \), defined in (3.1), which is the maximal number of \( \mathcal{P} \)-level structures on any object of \( \mathcal{M}(S) \).

Let \( Y \) be a scheme. Suppose that \( Y = M_\mathcal{P} \) is a Hilbert moduli scheme of \( \mathcal{P} \) and let \( \phi_\alpha : Y \to M \) be the morphism (6.3) of presheaves on (Sch) induced by forgetting \( \mathcal{P} \)-level
structures. The following result is a formal generalization to arbitrary Hilbert moduli schemes of the lemma stated in [vK14, Lem 3.1] for moduli schemes of elliptic curves.

**Lemma 8.1.** For any scheme $S$, the degree of $\phi_\alpha(S)$ is at most $|P|_S$.

*Proof.* Lemma 3.1 identifies the set $Y(S)$ with the set of isomorphism classes of pairs $(x, \alpha)$ with $x \in M(S)$ and $\alpha \in P(x)$. Further we recall that $M(S)$ is the set of isomorphism classes of objects of the small category $\mathcal{M}(S)$ and that $|P|_S = \sup |P(x)|$ with the supremum taken over all objects $x \in M(S)$. Now, we proceed as in the proof of [vK14, Lem 3.1] and we suppose that $\{(x_i, \alpha_i)\}$ is the fiber of $\phi_\alpha(S)$ over a point $[x]$ in $M(S)$. Then all $x_i$ are isomorphic to $x$ in $M(S)$. Therefore, after applying suitable isomorphisms in $M(S)$, we may and do assume that all $x_i = x$ coincide. But then we conclude that $|\phi_\alpha(S)^{-1}([x])| \leq |P(x)| \leq |P|_S$, which proves Lemma 8.1. □

The degree of $\phi_\alpha(S)$ is not necessarily finite. However, for those $P$ of interest in arithmetic one can usually combine Lemma 8.1 with geometric arguments to show that the degree of $\phi_\alpha(S)$ is finite and can be controlled explicitly. This normally involves a reduction to the geometric case when $S$ is the spectrum of an algebraically closed field, and this reduction can be done by using the following lemma.

**Lemma 8.2.** If, moreover, $Y = M_P$ is a variety over $\mathbb{Z}$, then for each integral scheme $B$, any field $F$ containing the function field of $B$ and all nonempty open $T \subseteq S \subseteq B$, it holds

$$\deg \phi_\alpha(S) \leq |P|_S \leq |P|_T \leq |P|_F.$$ 

*Proof.* Lemma 8.1 gives the first inequality. To prove the remaining inequalities, we freely use the terminology and results of [DM69, §4]. By assumption $Y$ is a Hilbert moduli scheme of $P$. Hence there exists $y \in M(Y)$ which represents the presheaf $P$ on $\mathcal{M}$. Let $S$ be an arbitrary scheme, let $x \in M(S)$ and consider the presheaf $Y_x$ on $(\text{Sch})/S$ which sends an $S$-scheme $\varphi : S' \to S$ to the set $P(\varphi^* x)$. The diagonal of the algebraic stack $\mathcal{M}/\mathbb{Z}$ is representable and hence $Y_x$ is represented by the $S$-scheme $Y_x = \text{Isom}(U, p_1^* x, p_2^* y)$, where $p_1 : U \to S$ and $p_2 : U \to Y$ are the natural projections of $U = S \times \mathbb{Z} Y$. In particular, for any $S$-scheme $\varphi : S' \to S$ the pullback $x' = \varphi^* x$ of $x$ lies in $\mathcal{M}(S')$ and satisfies

$$Y_x(S') \cong P(x').$$

(8.1)

The structure morphism of the $S$-scheme $Y_x$ factors as $p_1 p_U$ for $p_U : Y_x \to U$ the projection. The morphism $p_1 : Y_S \to S$ is separated finite type, since $Y$ is a variety over $\mathbb{Z}$. Further,
\[ p_U : Y_x \to U \] is a pullback of the diagonal \( M \to M \times \mathbb{Z} M \) and this diagonal is proper since \( M/\mathbb{Z} \) is separated. It follows that \( Y_x \) is a variety over \( S \).

From now on we assume that \( T, S, B \) and \( F \) are as in the statement of the lemma. We first show that \( |P|_S \leq |P|_T \). To obtain an inclusion \( Y_x(S) \to Y_x(T) \), we use that \( Y_x \) is a separated \( S \)-scheme which assures that the equalizer of two \( S \)-scheme morphisms \( S' \to Y_x \) is a closed subscheme of \( S' \). Further, any nonempty open subscheme of an irreducible scheme is dense and again irreducible, and \( B \) is irreducible by assumption. Thus restriction from the irreducible \( S \) to the open \( T \subseteq S \) gives an inclusion \( Y_x(S) \to Y_x(T) \) as desired. Then applications of (8.1) with \( S' = S \) and \( S' = T \) give that \( |P(x)| = |Y_x(S)| \) is at most \( |Y_x(T)| = |P(x')| \). In other words, for any object \( x \in M(S) \) there exists an object \( x' \in M(T) \) such that \( |P(x)| \leq |P(x')| \). This implies that \( |P|_S \leq |P|_T \) as claimed.

The proof of the inequality \( |P|_T \leq |P|_F \) is essentially the same. Indeed an application of the above arguments, with \( T \) and \( F \) in place of \( S \) and \( T \) respectively, gives for any object \( x \in M(T) \) that \( |P(x)| = |Y_x(T)| \) is at most \( |Y_x(F)| = |P(x')| \). Here \( x' = \varphi^* x \) lies in \( M(F) \) where \( \varphi : \text{Spec}(F) \to T \) is induced by the inclusion \( k(T) = k(B) \subseteq F \), and to see that \( Y_x(T) \to Y_x(F) \) is injective we now use that the image of \( \varphi \) is the generic point of \( T \) which is dense in the irreducible scheme \( T \). This completes the proof of the lemma. \( \square \)

### 9 Polarizations

Let \( L \) be a totally real number field of degree \( g \) over \( \mathbb{Q} \) with ring of integers \( \mathcal{O} \). As in Section 3, we denote by \( I \) a nonzero finitely generated \( \mathcal{O} \)-submodule of \( L \) together with a positivity notion \( I_+ \). In this section we study equivalence classes of \( I \)-polarizations on \( \mathcal{O} \)-abelian schemes of relative dimension \( g \). In particular, we uniformly control the number of such equivalence classes over certain base schemes by combining formal computations with Lemma 5.5 and Dirichlet’s unit theorem for orders in number fields.

Let \( S \) be a scheme and let \( A \) be an \( \mathcal{O} \)-abelian scheme over \( S \) of relative dimension \( g \). We recall that an \( I \)-polarization on \( A \) is an \( \mathcal{O} \)-module morphism from \( I \) to the \( \mathcal{O} \)-module \( \text{Hom}_\mathcal{O}(A,A^\vee)^\text{sym} \), which maps \( I_+ \) to polarizations and which induces an isomorphism \( I_+ \otimes \mathcal{O} A \cong A^\vee \). Let \( \Phi \) be the set of \( I \)-polarizations on \( A \). We say that \( \varphi, \varphi' \in \Phi \) are equivalent if there exists an automorphism \( \sigma \) of the \( \mathcal{O} \)-abelian scheme \( A \) such that \( \varphi(\lambda) = \sigma^\vee \varphi'(\lambda) \sigma \) for all \( \lambda \in I \). The following result bounds the number of equivalence classes.

**Proposition 9.1.** Suppose that \( S \) is a connected Dedekind scheme with function field \( \mathbb{Q} \). Then the set \( \Phi \) decomposes into at most \( 2^g \) equivalence classes.

Let \( M \) be the Hilbert moduli stack associated to \( L, I \) and \( I_+ \). Before we give a proof
of the above proposition, we deduce a corollary which explicitly controls the degree of the natural forgetful map \( \phi_\varphi : M \to M \) defined in (6.2) with respect to \( M \).

**Corollary 9.2.** For any \( S \) as in Proposition 9.1, the degree of \( \phi_\varphi(S) \) is at most \( 2^g \).

**Proof.** To prove the statement, we may and do assume that \( M(S) \) is nonempty. Take a class \( [(A, i, \varphi)] \in M(S) \) and let \( \Phi \) be the set of \( I \)-polarizations on \((A, i)\). We observe that two \( I \)-polarizations \( \varphi, \varphi' \in \Phi \) are equivalent if and only if \((A, i, \varphi)\) and \((A, i, \varphi')\) define the same class in \( M(S) \). Hence mapping the class of \((A, i, \varphi)\) in \( M(S) \) to the equivalence class of \( \varphi \) induces a bijection between the fiber of \( \phi_\varphi \) over the class of \((A, i)\) in \( M(S) \) and the set \( \Phi/\sim \). Thus the bound for \(|\Phi/\sim| \) in Proposition 9.1 implies the corollary. \( \square \)

In what follows in this section we write \( \otimes = \otimes_\mathcal{O} \) for simplicity. To prove Proposition 9.1, we compute the set \( \Phi/\sim \) in terms of certain isomorphisms \( A \cong A^\vee \otimes I^{-1} \). Multiplication defines an isomorphism \( \mu : I^{-1} \otimes I \cong \mathcal{O} \) of \( \mathcal{O} \)-modules, since \( I \) is invertible. Further, in the category of \( \mathcal{O} \)-modules it holds: If \( X, Y, Z \) are \( \mathcal{O} \)-modules, then mapping any morphism \( \varphi : X \to \mathrm{Hom}(Y, Z) \) to the morphism \( X \otimes Y \to Z \) defined by \( x \otimes y \mapsto \varphi(x)(y) \) gives a bijection \( \mathrm{Hom}(X, \mathrm{Hom}(Y, Z)) \cong \mathrm{Hom}(X \otimes Y, Z) \) which is functorial. Thus, on using the isomorphism \( I^{-1} \otimes I \otimes A \cong A \) induced by \( \mu \) and tensoring with \( I^{-1} \), we obtain a bijection

\[
\tau : \mathrm{Hom}(I, \mathrm{Hom}_C(A, A^\vee)) \cong \mathrm{Hom}_C(A, I^{-1} \otimes A^\vee),
\]

where \( C \) denotes the category of \( \mathcal{O} \)-abelian schemes over \( S \). To compute the set \( \tau(\Phi) \) we take \( \lambda \in I \). If \( T \) is an \( S \)-scheme, then sending \( j \otimes x \in I^{-1} \otimes A^\vee(T) \) to the element \( j\lambda \otimes x \) in \( \mathcal{O} \otimes A^\vee(T) \cong A^\vee(T) \) defines a morphism \( m_\lambda : I^{-1} \otimes A^\vee \to A^\vee \) of \( \mathcal{O} \)-abelian schemes over \( S \). We denote by \( \Psi \) the set of isomorphisms \( \psi : A \cong I^{-1} \otimes A^\vee \) of \( \mathcal{O} \)-abelian schemes over \( S \) such that for each \( \lambda \in I \) the morphism \( m_\lambda \psi : A \to A^\vee \) is symmetric and moreover a polarization if \( \lambda \in \mathcal{L}_+ \). The following formal lemma computes \( \tau(\Phi) \).

**Lemma 9.3.** It holds \( \tau(\Phi) = \Psi \).

**Proof.** Suppose that \( \varphi : I \to \mathrm{Hom}_C(A, A^\vee) \) is a morphism of \( \mathcal{O} \)-modules and denote by \( \rho : I \otimes A \to A^\vee \) the induced morphism. Then the construction of \( \tau \) shows that \( \psi = \tau(\varphi) \) is the morphism \( A \cong I^{-1} \otimes A^\vee \) given by \( \psi = (I^{-1} \otimes \rho)\mu^{-1}_A \), where \( \mu_A : I^{-1} \otimes I \otimes A \cong A \) is induced by \( \mu : I^{-1} \otimes I \cong \mathcal{O} \). We claim that each \( \lambda \in I \) satisfies

\[
m_\lambda \psi = \varphi(\lambda).
\]

To verify this claim, we consider an \( S \)-scheme \( T \) and we take \( j \otimes i \otimes x \) in \( I^{-1} \otimes I \otimes A(T) \). On using that \( j\lambda \in \mathcal{O} \) and that \( \varphi(i) : A(T) \to A^\vee(T) \) is a morphism of \( \mathcal{O} \)-modules, we see that
Further, we compute that $\varphi(i)(j \lambda x) = \varphi(\lambda)\mu_A(j \otimes i \otimes x)$ since $\varphi$ is a morphism of $\mathcal{O}$-modules and since $ji \in \mathcal{O}$. This shows that $m_A \psi \mu_A = \varphi(\lambda)\mu_A$, and then applying the inverse $\mu_A^{-1}$ of the isomorphism $\mu_A$ implies our claim (9.1).

Now, we see that $\tau(\Phi)$ is contained in $\Psi$. Indeed, if $\varphi \in \Phi$ then (9.1) implies that $\tau(\varphi) \in \Psi$ by using the properties of $\varphi \in \Phi$. To show the converse, that $\Psi$ is contained in $\tau(\Phi)$, we may and do assume that there exists $\psi \in \Psi$. Then the construction of $m_A$ shows that $\lambda \mapsto m_A \psi$ defines a morphism $\varphi : I \rightarrow \text{Hom}_C(A, A^\vee)$ of $\mathcal{O}$-modules. Furthermore, on using again that $ji \in \mathcal{O}$ and that $\psi$ is a morphism of $\mathcal{O}$-abelian schemes, we directly compute that $\tau(\varphi) \mu_A = \psi \mu_A$ and hence we obtain that $\tau(\varphi) = \psi$. Then an application of (9.1) with $\varphi$ and $\psi = \tau(\varphi)$ gives that $m_A \psi = \varphi(\lambda)$ for each $\lambda \in I$, and thus $\varphi \in \Phi$ since $\psi$ lies in $\Psi$. This proves that $\Psi \subseteq \tau(\Phi)$, and we conclude that $\tau(\Phi) = \Psi$ as desired. □

On using the canonical bijection $\tau : \Phi \sim \rightarrow \Psi$ and the above defined equivalence relation on $\Phi$, we obtain an equivalence relation on $\Psi$ by transport of structure. The following result uses Dirichlet’s unit theorem to bound the number of equivalence classes.

**Lemma 9.4.** Suppose that $S$ is a connected Dedekind scheme with function field $\mathbb{Q}$. Then the set $\Psi$ decomposes into at most $2^g$ equivalence classes.

**Proof.** To estimate the cardinality of $\Psi/\sim$, we may and do assume that there exists an isomorphism $\psi_0 : A \sim \rightarrow I^{-1} \otimes A^\vee$ which lies in $\Psi$. If $\iota : \mathcal{O} \rightarrow \text{End}(A)$ is the $\mathcal{O}$-module structure of the $\mathcal{O}$-abelian scheme $A$, then $\iota \otimes \mathbb{Q}$ embeds $L$ into $\text{End}^0(A)$ and the centralizer of $L$ in $\text{End}^0(A)$ contains $\text{End}_C^0(A) = \text{End}_C(A) \otimes \mathbb{Z} \mathbb{Q}$. Further, $\mathcal{O}$ is commutative and our $A/S$ satisfies the assumptions of Lemma 5.5. Thus Lemma 5.5 (iii) implies that $\text{End}_C^0(A) \cong L$. Hence $\text{End}_C(A)$ identifies with an order $\Gamma$ of $L$ whose group of units $\Gamma^\times$ identifies with $\text{Aut}_C(A)$, and $\psi \mapsto \psi_0^{-1}\psi$ defines an injective map $j : \Psi \hookrightarrow \Gamma^\times$. Next we consider the subgroup $\Gamma^{\times 2} = \{\gamma^2 \mid \gamma \in \Gamma^\times\}$ of $\Gamma^\times$. We claim that $j$ induces an embedding

$$\Psi/\sim \hookrightarrow \Gamma^\times / \Gamma^{\times 2}. \tag{9.2}$$

To prove this claim, we suppose that $\psi, \psi' \in \Psi$ and we denote by $\varphi, \varphi' \in \Phi$ their preimages under $\tau$ respectively. Then $\psi \sim \psi'$ if and only if there exists $\sigma \in \text{Aut}_C(A)$ with $\varphi' = \sigma \varphi \sigma$. Moreover, on applying the formal arguments of the proof of Lemma 9.3, we compute that $\varphi' = \sigma \varphi \sigma$ if and only if $\psi' = (I^{-1} \otimes \sigma) \psi \sigma$. The latter equality is equivalent to $\psi_0^{-1}\psi' = \psi_0^{-1}(I^{-1} \otimes \sigma) \psi_0 \psi_0^{-1}\psi \sigma$, which in turn is equivalent to $j(\psi') = \sigma^* j(\psi) \sigma \in \Gamma^\times$ for

$$f^* = \psi_0^{-1}(I^{-1} \otimes f^\vee) \psi_0, \quad f \in \text{End}_C(A).$$
Let $\lambda \in I_+$ and denote by $\ast$ the usual Rosati involution on $\text{End}^0(A)$ associated to the polarization $\varphi(\lambda)$ of $A$, where $\varphi = \tau^{-1}(\psi_0)$ lies in $\Phi$ by Lemma 9.3. Then our $\ast$ coincides on $\Gamma$ with the restriction of the Rosati involution $\ast$ to $\text{End}^0_c(A)$. Indeed, on using that any $f$ in $\text{End}_c(A) \cong \Gamma$ is a morphism of $\mathcal{O}$-abelian schemes, we compute $f^*m_\lambda = m_\lambda(I^{-1} \otimes f^\vee)$ and then we deduce that $f^* = \varphi(\lambda)^{-1}f^\vee \varphi(\lambda) = f^\ast$ inside $\text{End}^0_c(A)$ since $m_\lambda \psi_0 = \varphi(\lambda)$ by (9.1). Our number field $L$ is totally real, and hence it follows for example from [Lan83, p.5] that the positive involution $\ast$ acts as the identity on $L$ inside $\text{End}^0(A) \subseteq \text{End}^0(A_C)$. Thus, on exploiting that $\Gamma$ is commutative, we conclude that $\psi \sim \psi'$ if and only if $j(\psi') = \sigma^2 j(\psi)$ in $\Gamma^\times$ for some $\sigma \in \Gamma^\times$. This proves our claim in (9.2). Dirichlet’s unit theorem [Neu99, p.81] gives that the free part of $\Gamma^\times$ has rank $g - 1$, since $L$ is totally real. Therefore $|\Gamma^\times/\Gamma^\times_2|$ is at most $|\mu(L)| \cdot 2^{g-1}$, where $\mu(L) = \{1, -1\}$ are the only roots of unity in $L$. It follows that $|\Gamma^\times/\Gamma^\times_2| \leq 2^g$ and then (9.2) implies the lemma. We mention that our proof gives more generally a bound for any connected Dedekind scheme $S$ whose function field $k$ is algebraic over $\mathbb{Q}$. Indeed $\text{End}^0(A)$ embeds into $F = \text{End}^0(A_C)$ via $k \to \mathbb{C}$, a complex Lie algebra argument shows that either $F = L$ or $F/L$ is a quadratic CM extension, and the above arguments embed $\Psi/\sim$ into either $\Gamma^\times/\Gamma^\times_2$ or into $\Gamma^\times/N(\Gamma^\times)$ for $N = N_{F/L}$ the norm; here we used that $\ast = \ast^\ast$ acts as complex conjugation on $\Gamma$. 

Finally, on combining the above lemmas we obtain Proposition 9.1.

## 10 Endomorphism structures

Let $\Gamma$ be an order of an arbitrary number field $L$ of degree $g = [L : \mathbb{Q}]$, and let $S$ be an open subscheme of $\text{Spec}(\mathbb{Z})$. In this section we study $\Gamma$-structures on any abelian scheme $A$ over $S$ of relative dimension $g$. In particular, we explicitly control the number of such $\Gamma$-structures by using inter alia isogeny estimates based on transcendence.

We start with a definition. Let $R$ be a not necessarily commutative ring and let $\text{Hom}(\Gamma, R)$ be the set of ring morphisms $\Gamma \to R$. The unit group $R^\times$ of $R$ acts on $\text{Hom}(\Gamma, R)$ by conjugation, that is $(r, f) \mapsto (\gamma \mapsto rf(\gamma)r^{-1})$ for $r \in R^\times$ and $f : \Gamma \to R$ a ring morphism. We call an element $\rho$ of $\text{Hom}(\Gamma, R)/R^\times$ a $\Gamma$-structure on $R$, and if $R$ is the endomorphism ring of an abelian scheme $A$ then we call $\rho$ a $\Gamma$-structure on $A$.

**Theorem 10.1.** There are at most $d^{(2g+1)g}N(f)^{g+1}h!l^g$ distinct $\Gamma$-structures on any abelian scheme over $S$ of relative dimension $g$, where $d = (14g)^{(12g)^3}N_S^{(37g)^3}$.

Here $l$ denotes the degree over $\mathbb{Q}$ of a normal closure of $L/\mathbb{Q}$, and $h$ is the class number of the ring of integers of $L$. Further $N_S = \prod p$ is the product of all rational primes $p$ not
in $S$, and $N(f) = N_{L/Q}(f)$ is the norm of the conductor ideal $f$ of $\Gamma$ (see [Neu99, p.79]).

Let $A_Q$ be an abelian variety over $\mathbb{Q}$ of dimension $g$, and let $d(A_Q)$ be the ‘minimal’ isogeny degree of $A_Q$ defined in Remark 10.12. We shall prove in (10.8) that there are at most $d(A_Q)^{(2g+1)g} N(f)^{g+1} h l$ distinct $\Gamma$-structures on $\text{End}(A_Q)$. This together with (2.1) provides a more precise version of Theorem 10.1 for any given abelian scheme $A$ over $S$. On the other hand, the bound in Theorem 10.1 is uniform for all abelian schemes over $S$ of relative dimension $g$. This additional uniformity is crucial for the following corollary which controls the degree of the natural forgetful map $\phi : M \to A_g$ defined in (6.4).

**Corollary 10.2.** If $S$ is an open subscheme of Spec($\mathbb{Z}$), then $\deg \phi(S) \leq d^{(2g+1)g} h l$.

**Proof.** We denote by $\mathcal{O}$ the ring of integers of $L$. To bound the degree of $f = \phi(S)$, we may and do assume that there exists a point $P = [A]$ in $A_g(S)$. Let $\iota$ and $\iota'$ be ring morphisms $\mathcal{O} \to \text{End}(A)$. The $\mathcal{O}$-abelian schemes $(A, \iota)$ and $(A, \iota')$ are isomorphic if and only if there exists $r \in \text{Aut}(A)$ with $r(\iota) r^{-1} = \iota'(\iota)$ for all $\gamma \in \mathcal{O}$. Thus $\iota$ and $\iota'$ define the same $\mathcal{O}$-structure on $A$ if and only if $(A, \iota)$ and $(A, \iota')$ coincide in $M(S)$. Hence, after applying suitable isomorphisms of $\mathcal{O}$-abelian schemes over $S$, we see that the fiber $f^{-1}(P)$ over $P$ identifies with the set of pairs $(A, \rho)$ where $\rho$ is an $\mathcal{O}$-structure on $A$. This shows that $|f^{-1}(P)|$ coincides with the number $n(A)$ of $\mathcal{O}$-structures on $A$. We deduce

$$\deg(f) \leq \sup_{A/S} n(A) \quad (10.1)$$

with the supremum taken over all abelian schemes $A$ over $S$ of relative dimension $g$. For any such abelian scheme $A$, an application of Theorem 10.1 with $\Gamma = \mathcal{O}$ gives an upper bound for $n(A)$ depending only on $g$, $h$, $l$ and $N_S$. This bound together with (10.1) leads to an estimate for $\deg(f) = \deg(\phi(S))$ as claimed in Corollary 10.2. \qed

In the remaining of this section we prove Theorem 10.1 by using the strategy outlined in the introduction. In Section 10.1 we establish a sharper version of Theorem 10.1 in the key case. Then we show in Section 10.2 how to reduce the problem to the key case, and finally we deduce the theorem by putting everything together in Section 10.3.

### 10.1 The key case of Theorem 10.1

We continue our notation and terminology. Let $\Gamma$ be an order of an arbitrary number field $L$ of degree $g = [L : \mathbb{Q}]$, and let $K \subseteq L$ be a subfield of relative degree $n = [L : K]$. In this
section, we assume throughout that \( R = M_{n}(O) \) where \( O \) denotes the ring of integers of \( K \) and we study \( \Gamma \)-structures on \( R \). In particular, we prove the following result.

**Proposition 10.3.** There are at most \( N(f)^{g}(h(\Gamma)t) \) distinct \( \Gamma \)-structures on \( R \).

Here \( t \) denotes the number of ring morphisms \( K \rightarrow L \), and \( h(\Gamma) = |\text{Pic}(\Gamma)| \) is the class number of \( \Gamma \) defined in Section 10.1.2. Further we recall that \( N(f) \) is the norm of the conductor ideal \( f \) of \( \Gamma \). We observe that Proposition 10.3 is sharper than Theorem 10.1 in the key case when the endomorphism ring of the abelian scheme is \( M_{n}(O) \).

The strategy of proof of Proposition 10.3 is as follows. In Section 10.1.1, we first decompose the set of \( \Gamma \)-structures on \( R \) into “compatible” subsets and then we identify in Proposition 10.5 each of these subsets with the set of isomorphism classes of certain \( \Gamma \)-module structures on \( O^{n} \). This allows us in Section 10.1.2 to construct an injective map

\[
\text{Hom}(\Gamma, R)/R^{\times} \hookrightarrow \sqcup_{\varphi} C_{\Gamma}
\]

with the disjoint union taken over all ring morphisms \( \varphi : K \rightarrow L \). Here \( C_{\Gamma} \) denotes the monoid of (not necessarily invertible) fractional ideals of \( \Gamma \). Further, we use an idea of Lenstra to describe \( C_{\Gamma} = \text{Pic}(\Gamma) \cdot \mathcal{I} \) as a product of \( \text{Pic}(\Gamma) \) with a certain controlled set \( \mathcal{I} \). This description of \( C_{\Gamma} \) then allows us to deduce Proposition 10.3 from (10.2).

### 10.1.1 Compatible morphisms and classes of \( \Gamma \)-module structures on \( O^{n} \)

We continue our notation and terminology. Recall that \( \Gamma \) is an order of an arbitrary number field \( L \) and \( O \) is the ring of integers of a number field \( K \subseteq L \) with \( n = [L : K] \). In this section we first decompose the set of \( \Gamma \)-structures on \( R = M_{n}(O) \) into subsets consisting of morphisms which are compatible with some ring morphism \( K \rightarrow L \). Then we identify each of these subsets with the set of isomorphism classes of certain \( \Gamma \)-modules.

**Compatible morphisms.** Let \( \varphi : K \rightarrow L \) be a morphism of rings and consider \( L \) as a \( K \)-algebra via \( \varphi \). We say that a ring morphism \( \rho : \Gamma \rightarrow R \) is \( \varphi \)-compatible if tensoring with \( \mathbb{Q} \) induces a morphism \( \rho_{\mathbb{Q}} : L \rightarrow M_{n}(K) \) of \( K \)-algebras. Here we used the canonical identifications \( \Gamma \otimes_{\mathbb{Z}} \mathbb{Q} = L \) and \( R \otimes_{\mathbb{Z}} \mathbb{Q} = M_{n}(K) \). If \( \rho : \Gamma \rightarrow R \) is a ring morphism which is \( \varphi \)-compatible and if \( r \in R^{\times} \), then the ring morphism sending \( \gamma \) to \( r\rho(\gamma)r^{-1} \) is \( \varphi \)-compatible as well. Therefore the unit group \( R^{\times} \) acts via conjugation on the set \( \text{Hom}_{\varphi}(\Gamma, R) \) of \( \varphi \)-compatible ring morphisms \( \Gamma \rightarrow R \). We obtain the following lemma.

---

6Throughout this section we write \( O = O_{K} \) in order to simplify notation. We warn the reader that our notation is different in other sections where \( O \) often denotes the ring of integers of \( L \).
Lemma 10.4. For each \( \rho \in \text{Hom}(\Gamma, R) \) there exists a unique ring morphism \( \varphi : K \to L \) such that \( \rho \) is \( \varphi \)-compatible. In particular, it holds

\[
\text{Hom}(\Gamma, R)/R^\times = \cup_{\varphi} (\text{Hom}_\varphi(\Gamma, R)/R^\times)
\]

with the disjoint union taken over all ring morphisms \( \varphi : K \to L \).

Proof. We take \( \rho \in \text{Hom}(\Gamma, R) \). The induced morphism \( \rho_Q : L \to M_n(K) \) is injective since \( L \) is a field. Then we obtain a \( K \)-vector space structure on \( L' = \rho_Q(L) \) by using the bijection \( \rho_Q : L \sim \to L' \) and the \( K \)-action on \( L' \) given by multiplication with elements in \( K \subseteq L \). The dimension of this \( K \)-vector space is \( n = [L : K] \). Hence an application of Lemma 5.4 with the subring \( L' \) of \( M_n(K) \) gives that \( L' \) is the centralizer of \( L' \) in \( M_n(K) \). In particular \( L' \) contains the field \( K \). Let \( \varphi : K \to L \) be the restriction to \( K \subseteq L' \) of the isomorphism \( \rho_{Q}^{-1} : L' \sim \to L \). Then we see that our \( \rho \) is \( \varphi \)-compatible. If \( \rho \) is in addition \( \varphi' \)-compatible for some ring morphism \( \varphi' : K \to L \), then it holds that \( \varphi = \varphi' \). Indeed we compute that \( \varphi(k) = \rho_{Q}^{-1}(k\rho_Q(x)x^{-1}) = \varphi'(k) \) for each \( k \in K \) and any nonzero \( x \in L \).

It follows that \( \text{Hom}(\Gamma, R) \) equals \( \cup_{\varphi} (\text{Hom}_\varphi(\Gamma, R)) \) with the disjoint union taken over all ring morphisms \( \varphi : K \to L \). This completes the proof of the lemma. 

The above decomposition shows that in order to determine the set of \( \Gamma \)-structures on \( R \) it suffices to know the sets \( \text{Hom}_\varphi(\Gamma, R)/R^\times \). In light of this, we next compute these sets in terms of isomorphism classes of certain \( \Gamma \)-module structures on \( O^n \).

Classes of \( \Gamma \)-module structures on \( O^n \). Let \( \varphi : K \to L \) be a ring morphism. We now construct a ‘large’ subring \( O' \subseteq O \) such that the restriction of \( \varphi \) to \( O' \) is a ring morphism \( O' \to \Gamma \). Suppose that \( \{\alpha_i\} \) generates \( O \) as a \( Z \)-module. Then, on using that \( \Gamma \) is an order of \( L \), we may and do choose \( z_i \in Z \) with \( z_i\varphi(\alpha_i) \in \Gamma \). We put \( z = \prod z_i \) and we let \( O' = Z[zO] \) be the subring of \( O \) generated by the subset \( zO \subseteq O \). The restriction of \( \varphi \) to \( O' \) is a ring morphism \( O' \to \Gamma \), which gives any \( \Gamma \)-module \( X \) an \( O' \)-module structure \( X|_{O'} \). We denote by \( O^n|_{O'} \) the \( O' \)-module given by \( O^n \) together with the inclusion \( O' \hookrightarrow \text{End}_Z(O^n) \) coming from \( O' \subseteq O \subseteq \text{End}_Z(O^n) \). To simplify notation, we write here \( \text{End}_Z = \text{End}_C \) for \( C \) the category of \( Z \)-modules. Let \( J_{\varphi,z} \) be the set of isomorphism classes \( [X] \) of \( \Gamma \)-modules \( X \) such that the \( O' \)-modules \( X|_{O'} \) and \( O^n|_{O'} \) are isomorphic. We write

\[
J_{\varphi} = J_{\varphi,z}
\] (10.3)
since the latter set does not depend on the choice of \( \alpha_i \) and \( z_i \). Indeed, if \( z, z' \) are rational integers with \( \varphi(z\mathcal{O}) \) and \( \varphi(z'\mathcal{O}) \) both contained in \( \Gamma \), then it turns out that \( J_{\varphi,z} \cong J_{\varphi,z'} \).

We now identify \( J_{\varphi} \) with the set of \( \varphi \)-compatible \( \Gamma \)-structures on \( R \).

**Proposition 10.5.** There exists a bijection \( \text{Hom}_{\varphi}(\Gamma, R)/R^\times \cong J_{\varphi} \).

**Proof.** We explicitly construct a bijection between these two sets. To obtain a map \( \text{Hom}_{\varphi}(\Gamma, R)/R^\times \to J_{\varphi} \), we take a \( \varphi \)-compatible \( \Gamma \)-structure \([\rho]\) on \( R \) and we give the abelian group \( X = \mathcal{O}^n \) a \( \Gamma \)-module structure \( X_{\rho} \) via \( \rho: \Gamma \to R \subseteq \text{End}_\mathbb{Z}(X) \). Suppose now that \( \rho' \) lies in \([\rho]\). Then there exists \( r \in R^\times \) with \( r\rho = \rho'\tau \) and it follows that the morphism \( X_{\rho} \to X_{\rho'} \) defined by \( x \mapsto rx \) is an isomorphism of \( \Gamma \)-modules. The identity morphism of \( \mathcal{O}^n \) is an isomorphism of \( \mathcal{O}' \)-modules \( X_{\rho}\big|_{\mathcal{O}'} \cong \mathcal{O}^{n}\big|_{\mathcal{O}'}, \) since \( \rho \) is \( \varphi \)-compatible. Hence the \( \Gamma \)-isomorphism class \([X_{\rho}]\) of \( X_{\rho} \) lies in \( J_{\varphi} \) and thus we obtain a map

\[
\text{Hom}_{\varphi}(\Gamma, R)/R^\times \to J_{\varphi}, \quad [\rho] \mapsto [X_{\rho}].
\]

To construct an inverse of this map, we consider \([X] \in J_{\varphi}\). Suppose that the \( \Gamma \)-module structure on \( X \) is given by \( \rho: \Gamma \to \text{End}_\mathbb{Z}(X) \), and let \( \tau: X|_{\mathcal{O}'} \xrightarrow{\sim} \mathcal{O}^{n}|_{\mathcal{O}'} \) be an isomorphism.

We define \( \rho_X: \Gamma \to \text{End}_\mathbb{Z}(\mathcal{O}^n) \) by \( \gamma \mapsto \tau\rho(\gamma)\tau^{-1} \) for \( \gamma \in \Gamma \). It turns out that \( \rho_X(\Gamma) \) is contained in \( \text{End}(\mathcal{O}^{n}|_{\mathcal{O}'}) \), since \( \varphi(\mathcal{O}') \) is contained in the commutative ring \( \Gamma \) and since \( \tau \) is \( \mathcal{O}' \)-compatible. Hence \( \rho_X \) maps \( \Gamma \) into \( \text{End}(\mathcal{O}^{n}|_{\mathcal{O}'}) \subseteq \text{End}_\mathbb{Z}(\mathcal{O}^n) \). Furthermore, on using that \( z\mathcal{O} \subseteq \mathcal{O}' \) and that \( \mathcal{O} \) is an integral domain, we deduce that \( \text{End}(\mathcal{O}^{n}|_{\mathcal{O}'}) \) coincides with the endomorphism ring \( R \) of the \( \mathcal{O} \)-module \( \mathcal{O}^n \). Thus \( \rho_X \) is in fact a ring morphism \( \Gamma \to R \). Suppose now that \( X' \) lies in the class \([X]\). Then there exists an isomorphism \( \nu: X' \xrightarrow{\sim} X \) of \( \Gamma \)-modules and an isomorphism \( \tau': X'|_{\mathcal{O}'} \xrightarrow{\sim} \mathcal{O}^{n}|_{\mathcal{O}'}, \) of \( \mathcal{O}' \)-modules. Let \( \rho': \Gamma \to \text{End}_\mathbb{Z}(X') \) be the structure morphism of the \( \Gamma \)-module \( X' \) and let \( \rho_{X'}: \Gamma \to R \) be defined by \( \gamma \mapsto \tau'\rho'(\gamma)\tau'^{-1} \) for \( \gamma \in \Gamma \). Consider the automorphism \( \tau = \tau\nu\tau'^{-1} \) of the abelian group \( \mathcal{O}^n \). We see that \( \tau \) is compatible with the diagonal action of the subring \( \mathcal{O}' \) of \( \mathcal{O} \), since \( \nu \) is \( \Gamma \)-compatible and since \( \tau, \tau' \) are \( \mathcal{O}' \)-compatible. Hence \( \tau \) lies in \( \text{End}(\mathcal{O}^{n}|_{\mathcal{O}'})^\times = R^\times \).

Furthermore, on using again that \( \nu \) is \( \Gamma \)-compatible, we compute that \( \tau\rho_{X'}\tau'^{-1} = \rho_X \). This shows that \( \rho_X \) and \( \rho_{X'} \) coincide in \( \text{Hom}_{\varphi}(\Gamma, R)/R^\times \) and hence we obtain a map

\[
J_{\varphi} \to \text{Hom}_{\varphi}(\Gamma, R)/R^\times, \quad [X] \mapsto [\rho_X].
\]

To prove that this map is a bijection, we take \([X] \in J_{\varphi}\) and we choose an isomorphism \( \tau: X|_{\mathcal{O}'} \xrightarrow{\sim} \mathcal{O}^{n}|_{\mathcal{O}'}, \) Recall that \( X_{\rho_X} \) is the abelian group \( \mathcal{O}^n \) equipped with the \( \Gamma \)-module structure given by \( \rho_X: \Gamma \to R \subseteq \text{End}_\mathbb{Z}(\mathcal{O}^n) \). It turns out that the isomorphism \( \tau \) is in fact an isomorphism of \( \Gamma \)-modules \( X \xrightarrow{\sim} X_{\rho_X} \) and thus \([X] = [X_{\rho_X}]\). This proves that the
composition $[X] \mapsto [\rho_X] \mapsto [X_{\rho X}]$ is the identity. It remains to show that $[X] \mapsto [\rho_X]$ is the inverse of $\rho \mapsto [X_{\rho}]$. Let $\rho$ be an element of $\text{Hom}_\varphi(\Gamma, R)$ and consider the $\Gamma$-module $X_{\rho}$ whose underlying abelian group is $\mathcal{O}^n$ and whose $\Gamma$-module structure is given by $\rho: \Gamma \to R \subseteq \text{End}_\mathbb{Z}(\mathcal{O}^n)$. We showed that the identity morphism of $\mathcal{O}^n$ is an isomorphism of $\mathcal{O}'$-modules $X_{\rho}|_{\mathcal{O}'} \cong \mathcal{O}^n|_{\mathcal{O}'}$, and that $[\rho_{X_{\rho}}]$ does not depend on the specific choice of an $\mathcal{O}'$-isomorphism $\tau: X_{\rho}|_{\mathcal{O}'} \cong \mathcal{O}^n|_{\mathcal{O}'}$. Therefore, on taking the isomorphism $\tau = \text{id}$, we obtain that $[\rho] = [\rho_{X_{\rho}}]$ and thus the composition $\rho \mapsto [X_{\rho}] \mapsto [\rho_{X_{\rho}}]$ is the identity. We conclude that the displayed map is a bijection, proving the proposition.

The above result shows that in order to control the number of $\varphi$-compatible $\Gamma$-structures on $R$ it suffices to control $|J_\varphi|$. We next embed $J_\varphi$ into a certain monoid $C_\Gamma$ whose cardinality can be bounded via the theory of orders of number fields.

### 10.1.2 Fractional ideals of $\Gamma$

We continue our notation and terminology. Let $\Gamma$ be an order of an arbitrary number field $L$. In this section, we study (not necessarily invertible) fractional ideals of $\Gamma$.

We start with some definitions. Let $I$ be a nonzero $\Gamma$-submodule of $L$. We say that $I$ is a fractional ideal of $\Gamma$ if there exists a nonzero $x \in L$ with $xI \subseteq \Gamma$. Then $I$ is a fractional ideal of $\Gamma$ if and only if $I$ is a finitely generated $\Gamma$-submodule of $L$. We say that fractional ideals $I, I'$ of $\Gamma$ are equivalent if there exists a nonzero element $x \in L$ such that $I' = xI$.

We denote by $C_\Gamma$ the set of fractional ideals of $\Gamma$ modulo equivalence. The product of ideals gives $C_\Gamma$ the structure of a commutative monoid with identity element given by the equivalence class of $\Gamma$. This equivalence class consists of the fractional ideals $x\Gamma$ with $x \in L$ nonzero. The Picard group $\text{Pic}(\Gamma)$ of $\Gamma$ is the set of invertible elements in $C_\Gamma$.

Let $K$ be a number field which is contained in $L$. For any ring morphism $\varphi: K \to L$, we constructed in (10.3) a set $J_\varphi$ consisting of isomorphism classes of certain $\Gamma$-modules. The following result shows that $J_\varphi$ is contained in the monoid $C_\Gamma$.

**Lemma 10.6.** For any ring morphism $\varphi: K \to L$, there exists an injection $J_\varphi \hookrightarrow C_\Gamma$.

**Proof.** We continue the notation and terminology introduced in the proof of Proposition 10.5. To construct a map from $J_\varphi$ to $C_\Gamma$, we take $[X] \in J_\varphi$. It holds that $\Gamma \otimes_\mathbb{Z} \mathbb{Q} \cong L$. Thus the $\Gamma$-module structure of $X$ gives $X_\mathbb{Q} = X \otimes_\mathbb{Z} \mathbb{Q}$ an $L$-vector space structure and then a $K$-vector space structure $X_\mathbb{Q}|_K$ via the inclusion $K \subseteq L$. On using that $[X]$ lies in $J_\varphi$, we obtain an isomorphism of $\mathcal{O}'$-modules $X|_{\mathcal{O}'} \cong \mathcal{O}^n|_{\mathcal{O}'}$ which tensored with $\mathbb{Q}$ becomes an isomorphism of $K$-vector spaces $X_\mathbb{Q}|_K \cong K^n$. Thus the dimension of the $K$-vector space $X_\mathbb{Q}|_K$ is $n$. This proves that $X_\mathbb{Q}$ is a one dimensional $L$-vector space, since
the subfield $K \subseteq L$ has relative degree $n = [L : K]$. Hence there exists an isomorphism
\( \mu : X_Q \sim L \) of $L$-vector spaces. The image $\mu(X)$ of $X \subseteq X_Q$ in $L$ is a nonzero $\Gamma$-submodule of $L$. On using that $X|_{\mathcal{O}} \cong \mathcal{O}^n|_{\mathcal{O}}$, we see that $X$ and thus $\mu(X)$ are finitely generated $\mathbb{Z}$-modules. Therefore $\mu(X)$ is a fractional ideal of $\Gamma$. To see that

\[ [X] \mapsto [\mu(X)] \]

defines a map $J_{\phi} \rightarrow C_{\Gamma}$, we suppose that $X'$ lies in $[X]$. Then there exists an isomorphism $\nu : X \rightarrow X'$ of $\Gamma$-modules and an isomorphism $\mu' : X'_Q \rightarrow L$ of $L$-vector spaces. The map $\mu'(\nu \otimes_{\mathbb{Z}} \mathbb{Q})\mu^{-1} : L \rightarrow L$ is an automorphism of the one dimensional $L$-vector space $L$, and thus this map is multiplication with a nonzero element $x \in L$. It follows that $\mu'(X') = x\mu(X)$ and hence the fractional ideals $\mu(X)$ and $\mu'(X')$ of $\Gamma$ are equivalent. This shows that $[X] \mapsto [\mu(X)]$ indeed defines a map $J_{\phi} \rightarrow C_{\Gamma}$. To see that this map is injective, we assume that the classes $[X']$ and $[X]$ in $J_{\phi}$ have the same image in $C_{\Gamma}$. Then there exists a nonzero $x \in L$ with $\mu(X) = x\mu'(X')$. It follows that $\mu^{-1}(x)\mu' : X' \rightarrow X$ is an isomorphism of $\Gamma$-modules and thus $[X'] = [X]$. We conclude that $[X] \mapsto [\mu(X)]$ defines an injection $J_{\phi} \hookrightarrow C_{\Gamma}$. This completes the proof of the lemma.

To control the cardinality of $C_{\Gamma}$ we follow a strategy of Hendrik Lenstra; we would like to thank him for explaining us his idea. In a first step we express $C_{\Gamma}$ as a product of Pic$(\Gamma)$ with the set $\mathcal{I} \subseteq C_{\Gamma}$ of classes which contain a fractional ideal $I$ of $\Gamma$ with $\mathfrak{f} \subseteq I \subseteq \mathcal{O}_L$, where $\mathfrak{f}$ is the conductor ideal of $\Gamma$ and $\mathcal{O}_L$ is the ring of integers of $L$.

**Lemma 10.7.** It holds $C_{\Gamma} = \text{Pic}(\Gamma) \cdot \mathcal{I}$.

**Proof.** To simplify notation we write $\mathcal{O} = \mathcal{O}_L$ in this proof. On recalling that the monoid $C_{\Gamma}$ is closed under ideal multiplication, we see that $C_{\Gamma}$ contains $\text{Pic}(\Gamma) \cdot \mathcal{I}$. Hence the lemma directly follows from the following claim: Any fractional ideal $I$ of $\Gamma$ takes the form $I = AB$ with fractional ideals $A, B$ of $\Gamma$ such that $[A]$ lies in $\text{Pic}(\Gamma)$ and such that $\mathfrak{f} \subseteq B \subseteq \mathcal{O}$. To prove this claim we take a fractional ideal $I$ of $\Gamma$. The ring $\mathcal{O}$ is the normalization of $\Gamma$ in $L$, and ideal multiplication with $\mathcal{O}$ defines a group morphism $\pi : \text{Pic}(\Gamma) \rightarrow \text{Pic}(\mathcal{O})$. On using that $\Gamma \subseteq \mathcal{O}$, we see that $J = IO$ is a fractional ideal of $\mathcal{O}$ and thus $[J]$ lies in $C_{\mathcal{O}} = \text{Pic}(\mathcal{O})$. Here $C_{\mathcal{O}}$ coincides with $\text{Pic}(\mathcal{O})$ since $\mathcal{O}$ is a Dedekind domain. Further, it follows for example from [Neu99, p.78] that $\pi$ is surjective. Hence there exists $[A]$ in $\text{Pic}(\Gamma)$ with $A\mathcal{O} = J^{-1}$. We obtain that $A\mathcal{O}I = J^{-1}J = \mathcal{O}$, which in turn implies $\mathfrak{f} = A\mathfrak{f}I$ since $\mathfrak{f}$ is an ideal of $\mathcal{O}$. Thus the inclusion $\mathfrak{f}I \subseteq I$ shows that $\mathfrak{f}$ is contained in $B = AI$. Here $\mathfrak{f}I$ is contained in $I$, since $I$ is a $\Gamma$-submodule of $L$ and since $\mathfrak{f}$ is contained in $\Gamma$. Further the
equality $A\mathcal{O}I = \mathcal{O}$ shows that $B = A\mathcal{I}$ is contained in $\mathcal{O}$. We conclude that $I = A^{-1}B$ where $[A^{-1}] \in \text{Pic}(\Gamma)$ and $\mathfrak{f} \subseteq B \subseteq \mathcal{O}$. This proves our claim.

Let $\mathfrak{f}'$ be an ideal of $\mathcal{O}_L$ which is contained in $\Gamma$, and denote by $\mathcal{I}'$ the set obtained by replacing $\mathfrak{f}$ with $\mathfrak{f}'$ in the definition of $\mathcal{I}$. We observe that $\mathfrak{f}' \subseteq \mathfrak{f}$, which gives $\mathcal{I} \subseteq \mathcal{I}'$ and hence Lemma 10.7 implies that $C_\Gamma = \text{Pic}(\Gamma) \cdot \mathcal{I}'$. However, to optimize the upper bound for $|\text{Pic}(\Gamma)| \cdot |\mathcal{I}'| \geq |C_\Gamma|$, we would like to choose the set $\mathcal{I}'$ as small as possible and thus we work with $\mathcal{I}$. One can explicitly bound $|\mathcal{I}|$ and $|\text{Pic}(\Gamma)|$ in terms of the norm $N(\mathfrak{f})$ of $\mathfrak{f}$, the degree $g = [L : \mathbb{Q}]$ and the class number $h$ of $\mathcal{O}_L$. For example it holds

$$|\mathcal{I}| \leq N(\mathfrak{f})^g \quad \text{and} \quad |\text{Pic}(\Gamma)| \leq N(\mathfrak{f})h.$$  

To see the first inequality, we use that any group $I$ with $\mathfrak{f} \subseteq I \subseteq \mathcal{O}_L$ is a free $\mathbb{Z}$-module of rank $g$. Hence $|\mathcal{I}|$ is at most the number of subgroups of $\mathcal{O}_L/\mathfrak{f}$ which are generated by $g$ elements. This implies the first inequality $|\mathcal{I}| \leq N(\mathfrak{f})^g$ in (10.4). The second inequality in (10.4) follows from the formula in [Neu99, p.81] which relates $h$ to the cardinality of $\text{Pic}(\Gamma)$. Finally Lemma 10.7 together with (10.4) gives the relatively simple bound $|C_\Gamma| \leq N(\mathfrak{f})^{g+1}h$ which is sufficiently strong for the applications in this paper.

### 10.1.3 Proof of Proposition 10.3

We continue our notation and terminology. The goal of this section is to prove Proposition 10.3. Let $K$, $L$, $\Gamma$ and $R$ be as in the statement of the proposition.

**Proof of Proposition 10.3.** To bound the number of $\Gamma$-structures on $R$, we use the decomposition of Lemma 10.4 into $\varphi$-compatible morphisms: The set $\text{Hom}(\Gamma, R)/R^\times$ of $\Gamma$-structures on $R$ takes the form $\cup_\varphi (\text{Hom}_\varphi(\Gamma, R)/R^\times)$ with the disjoint union taken over all ring morphisms $\varphi : K \to L$. Proposition 10.5 gives a bijection $\text{Hom}_\varphi(\Gamma, R)/R^\times \cong J_\varphi$ for $J_\varphi$ as in (10.3), and Lemma 10.6 injects $J_\varphi$ into the set $C_\Gamma$ of fractional ideals of $\Gamma$ modulo equivalence. Hence, on putting these results together, we obtain an injective map

$$\text{Hom}(\Gamma, R)/R^\times \hookrightarrow \cup_\varphi C_\Gamma$$  

(10.5)

with the disjoint union taken over all ring morphisms $\varphi : K \to L$. Lemma 10.7 gives that $C_\Gamma = \text{Pic}(\Gamma) \cdot \mathcal{I}$ for $\mathcal{I}$ the subset of $C_\Gamma$ defined above Lemma 10.7. Then, on combining (10.5) with the bound for $|\mathcal{I}|$ given in (10.4), we deduce Proposition 10.3. □
10.2 Comparing $\Gamma$-structures on commensurable rings

In this section we work in a more general setting. Let $R$ and $R'$ be not necessarily commutative subrings of an arbitrary $\mathbb{Q}$-algebra, and let $\Gamma$ be an order of an arbitrary number field. We denote by $d \geq 1$ a rational integer and we consider the subring $\Gamma' = \mathbb{Z}[d\Gamma]$ of $\Gamma$ generated by $d\Gamma$. The goal of this section is to establish the following:

**Proposition 10.8.** Suppose that $dR' \subseteq R$ and $dR \subseteq R'$. Then the number of $\Gamma$-structures on $R$ is at most $|R'/dR'|$ times the number of $\Gamma'$-structures on $R'$.

We worked out the above result for fairly general rings $R$ and $R'$, since this will be useful for future work and since the arguments do not simplify in the special situations which we encounter in our proof of Theorem 10.1. Further, in our applications the ring $R'$ is a free $\mathbb{Z}$-module of finite rank $m$ and for such rings $R'$ it holds that

$$|R'/dR'| = d^m. \quad (10.6)$$

Our strategy of proof of Proposition 10.8 is as follows. In Lemma 10.10 we first prove a stronger statement in the special case when $R' \subseteq R$. Then we reduce the general case to this special case by working with the ring $R_0 = R' \cap R$ and by “embedding” via Lemma 10.11 the set $R^\times/R_0^\times$ into $R'/dR'$. Here $R^\times$ denotes the unit group of $R$.

We start with the following completely elementary observation which describes a useful property of the set $\text{Hom}(\Gamma, R)$ of ring morphisms $\Gamma \to R$.

**Lemma 10.9.** Suppose that $dR \subseteq R'$. Then the restriction to the subring $\Gamma'$ of $\Gamma$ defines an injective map from $\text{Hom}(\Gamma, R)$ into $\text{Hom}(\Gamma', R')$.

**Proof.** We take $\rho \in \text{Hom}(\Gamma, R)$. It holds that $d\rho(\Gamma) \subseteq dR \subseteq R'$ which proves $\rho(d\Gamma) \subseteq R'$. It follows that $\rho(\Gamma')$ is contained in $R'$ and thus the restriction $\rho \mapsto \rho|_{\Gamma'}$ defines a map $\text{Hom}(\Gamma, R) \to \text{Hom}(\Gamma', R')$. To prove that this map is injective, we assume that there exists $\rho'$ in $\text{Hom}(\Gamma, R)$ with $\tau = \rho|_{\Gamma'} = \rho'|_{\Gamma'}$. If $\gamma \in \Gamma$ then $d\gamma$ lies in $\Gamma'$ and we deduce that $d\rho(\gamma) = \tau(d\gamma) = d\rho'(\gamma)$. It follows that $\rho = \rho'$, since $R$ is contained in a $\mathbb{Q}$-algebra. We conclude that $\rho \mapsto \rho|_{\Gamma'}$ injects $\text{Hom}(\Gamma, R)$ into $\text{Hom}(\Gamma', R')$ as desired. \qed

We are now ready to prove a stronger version of Proposition 10.8 assuming that $R' \subseteq R$.

**Lemma 10.10.** Suppose that $dR \subseteq R'$ and assume that $R' \subseteq R$. Then the number of $\Gamma$-structures on $R$ is at most the number of $\Gamma'$-structures on $R'$. 
Proof. Our assumption $R' \subseteq R$ implies that the subgroup $R'^\times$ of $R^\times$ acts on the sets $\text{Hom}(\Gamma, R)$ and $\text{Hom}(\Gamma', R')$ by conjugation. The ring $R'$ contains $dR$ by assumption. Therefore Lemma 10.9 gives that the restriction to $\Gamma'$ defines an embedding $\text{Hom}(\Gamma, R) \hookrightarrow \text{Hom}(\Gamma', R')$. This embedding is compatible with the conjugation action of $R'^\times$ on these sets and hence we see that the restriction to $\Gamma'$ induces an injective map

$$\text{Hom}(\Gamma, R)/R'^\times \hookrightarrow \text{Hom}(\Gamma', R')/R'^\times.$$ 

On using again that $R'^\times$ is a subgroup of $R^\times$, we obtain a canonical surjection from $\text{Hom}(\Gamma, R)/R'^\times$ onto $\text{Hom}(\Gamma, R)/R^\times$. Thus the number of $\Gamma$-structures on $R$ is at most the cardinality of $\text{Hom}(\Gamma, R)/R'^\times$, which in turn is at most the number of $\Gamma'$-structures on $R'$ in view of the displayed embedding. This implies Lemma 10.10.

In Proposition 10.8 we make the assumption $dR' \subseteq R$. To reduce in a controlled way to the special situation $R' \subseteq R$ of the above lemma, we shall use the following result.

Lemma 10.11. Suppose that $dR \subseteq R'$. If $R' \subseteq R$ then $|R^\times/R'^\times|$ is at most $|R/dR|$.

Proof. To prove the statement, we construct an injective correspondence from the set $R^\times/R'^\times$ to the set $R/dR$. We consider the map $\psi: R^\times \to R/dR$ obtained by composing the natural projection $R \to R/dR$ with the inclusion $R^\times \subseteq R$. To compute the fibers of $\psi$, we assume that $x, y \in R^\times$ satisfy $\psi(x) = \psi(y)$. Then it holds that $y = x + dr$ for some $r \in R$. We now show that $xy^{-1} \in R'^\times$. For this purpose, we observe that $xy^{-1} = 1 - dry^{-1}$. Our assumption $dR \subseteq R'$ assures that $d(ry^{-1})$ lies in $R'$, which proves that $xy^{-1} = 1 - dry^{-1}$ lies in $R'$. Similarly, we see that $yx^{-1} = 1 + drx^{-1}$ lies in $R'$. It follows that $z = xy^{-1}$ is a unit of $R'$. In other words, if $x, y \in R^\times$ satisfy $\psi(x) = \psi(y)$ then $x = zy$ for some $z \in R'^\times$. Thus the map $\psi: R^\times \to R/dR$ induces an injective correspondence from the set $R^\times/R'^\times$ to the set $R/dR$, which implies the lemma.

We remark that the correspondence appearing in the above proof is not necessarily a map, since the construction depends on the choice of a representative of an orbit in $R^\times/R'^\times$. To deduce Lemma 10.11, one can avoid to work with a correspondence. Indeed the above arguments give that $\psi^{-1}$ defines a surjective map $\psi(R^\times) \to R^\times/R'^\times$. We now combine the above results in order to prove Proposition 10.8.

Proof of Proposition 10.8. We recall that $R$ and $R'$ are subrings of a $\mathbb{Q}$-algebra which we denote by $\Omega$. Our assumptions $dR \subseteq R'$ and $dR' \subseteq R$ assure that $dR$ and $dR'$ are both
contained in the subring $R_0 = R \cap R'$ of $\Omega$. Furthermore, it holds that $R_0 \subseteq R$. Thus an application of Lemma 10.10 with the subrings $R = R$ and $R' = R_0$ of $\Omega$ gives

$$|\text{Hom}(\Gamma, R)/R^\times| \leq |\text{Hom}(\Gamma', R_0)/R_0^\times|.$$

The identity induces a map from $\text{Hom}(\Gamma', R_0)/R_0^\times$ to $\text{Hom}(\Gamma', R')/R'^\times$, since $R_0 \subseteq R'$ and $R_0^\times \subseteq R'^\times$. The degree of this map is at most $|R'^\times/R_0^\times|$ and then we deduce

$$|\text{Hom}(\Gamma', R_0)/R_0^\times| \leq |R'^\times/R_0^\times| \cdot |\text{Hom}(\Gamma', R')/R'^\times|.$$

We already observed that $dR' \subseteq R_0$, and it holds that $R_0 \subseteq R'$. Hence an application of Lemma 10.11 with the subrings $R = R'$ and $R' = R_0$ of $\Omega$ gives that $|R'^\times/R_0^\times| \leq |R'/dR'|$. This together with the displayed inequalities implies Proposition 10.8.

10.3 Proof of Theorem 10.1

In this section we combine the results established in previous sections in order to prove Theorem 10.1. We recall that in Theorem 10.1 the base scheme $S$ is an open subscheme of $\text{Spec}(\mathbb{Z})$, and $\Gamma$ is an order of an arbitrary number field $L$ of degree $g = [L : \mathbb{Q}]$. Let $A$ be an abelian scheme over $S$ of relative dimension $g$. We now prove an explicit upper bound for the number of $\Gamma$-structures on $A$ by using the strategy outlined in the introduction.

Proof of Theorem 10.1. To bound the number of $\Gamma$-structures on $A$, we may and do assume that there exists a ring morphism $\iota : \Gamma \to \text{End}(A)$. The ring $\Gamma \otimes_{\mathbb{Z}} \mathbb{Q}$ identifies with $L$ and thus tensoring $\iota$ with $\mathbb{Q}$ gives an embedding $\iota_\mathbb{Q} : L \to \text{End}^0(A)$. This shows that our abelian scheme $A$ over $S$ of relative dimension $g = [L : \mathbb{Q}]$ is of $\text{GL}_2$-type.

1. In a first step we construct an isogenous abelian scheme whose endomorphism ring is of special shape. Any nonempty open subscheme of $\text{Spec}(\mathbb{Z})$ is a connected Dedekind scheme with field of fractions $\mathbb{Q}$. Our $A$ over $S$ is of $\text{GL}_2$-type, and $S$ is nonempty. Therefore an application of Lemma 5.5 (iv) with $A$ gives an isogenous abelian scheme $A'$ over $S$ of the form $A' = B^n$, where $B$ is an abelian scheme over $S$ such that $\text{End}(B)$ is a Dedekind ring and such that the generic fiber of $B$ is simple. In particular, there is an isogeny $\varphi : A \to A'$ with the property that any isogeny $A \to A'$ has degree at least $\deg(\varphi)$. The field $L$ is isomorphic to the subring $L' = \iota_\mathbb{Q}(L)$ of $\text{End}^0(A)$. Thus an application of Lemma 5.5 (ii) with the number field $L'/\mathbb{Q}$ of degree $g$ provides that $\text{End}^0(B)$ is isomorphic to a subfield $K$ of $L$ such that $L/K$ has degree $n$ and $K/\mathbb{Q}$ has degree $\dim B$.

2. Next we compare $\Gamma$-structures on $A$ with $\Gamma'$-structures on $A'$. Here $\Gamma' = \mathbb{Z}[d\Gamma]$
denotes the subring of $\Gamma$ generated by $d\Gamma$ for $d$ the degree of the isogeny $\varphi : A \rightarrow A'$. Let $\varphi^*$ be the isomorphism of $\mathbb{Q}$-algebras $\text{End}^0(A) \xrightarrow{\sim} \text{End}^0(A')$ constructed in (5.2). We consider the subrings $R = \varphi^*(\text{End}(A))$ and $R' = \text{End}(A')$ of the $\mathbb{Q}$-algebra $\text{End}^0(A')$. Lemma 5.2 (i) shows that $dR' \subseteq R$, and inside the $\mathbb{Q}$-algebra $\text{End}^0(A)$ we obtain the inclusion $d \cdot \text{End}(A) \subseteq \varphi^*(R')$ by Lemma 5.2 (ii). Here $\varphi^*$ is the isomorphism of $\mathbb{Q}$-algebras $\text{End}^0(A') \xrightarrow{\sim} \text{End}^0(A)$ constructed in (5.3). On using that $\varphi^*$ is the inverse of $\varphi^*$, we deduce that $dR \subseteq \varphi^*\varphi_*(R') = R'$. It follows that $R$ and $R'$ are subrings of the $\mathbb{Q}$-algebra $\text{End}^0(A')$ with $dR \subseteq R'$ and $dR' \subseteq R$. Hence an application of Proposition 10.8 with $R$ and $R'$ gives that the number of $\Gamma$-structures on $R$ is at most $|R'|/dR'|$ times the number of $\Gamma'$-structures on $A'$. To determine the cardinality of $R'/dR'$, we recall that $\text{End}^0(B) \cong K$ and $A' = B^n$. Then we see that the $\mathbb{Q}$-algebras $\text{End}^0(A')$ and $M_n(K)$ are isomorphic and thus the $\mathbb{Q}$-dimension of $\text{End}^0(A')$ is $n^2[K : \mathbb{Q}] = ng$. Hence the order $R' = \text{End}(A')$ of $\text{End}^0(A')$ is a free $\mathbb{Z}$-module of rank $ng$. Therefore (10.6) gives that $|R'/dR'| = d^{ng}$. Further, the isomorphism $\varphi^* : \text{End}(A) \xrightarrow{\sim} R$ identifies $\Gamma$-structures on $A$ with $\Gamma$-structures on $R$. We conclude that the number of distinct $\Gamma$-structures on $A$ is at most $d^{ng}$ times the number of distinct $\Gamma'$-structures on $A'$.

3. In the next step we control the number of $\Gamma'$-structures on $A'$. We recall that $\text{End}(B)$ is a Dedekind domain and that $\text{End}^0(B)$ is isomorphic to the number field $K$. It follows that $\text{End}(B)$ identifies with the ring of integers $\mathcal{O}$ of $K$ and thus $R' = \text{End}(B^n)$ is isomorphic to $M_n(\mathcal{O})$. Therefore an application of Proposition 10.3 with the order $\Gamma'$ of $L$ and the subfield $K \subseteq L$ implies that the number of $\Gamma'$-structures on $A'$ is at most $N(\mathfrak{f}')^gh(\Gamma')t$. Here $N(\mathfrak{f}')$ denotes the norm of the conductor ideal $\mathfrak{f}'$ of $\Gamma'$, and $h(\Gamma') = |\text{Pic}(\Gamma')|$ is the class number of $\Gamma'$. Further $t$ denotes the number of ring morphisms $K \rightarrow L$. To estimate $t$ we consider the tower of fields $\mathbb{Q} \subseteq K \subseteq L \subseteq L^{cl}$, where $L^{cl}$ denotes a normal closure of $L/\mathbb{Q}$. Field theory gives that the set of ring morphisms $K \rightarrow L$ injects into the automorphism group $\text{Aut}(L^{cl}/\mathbb{Q})$ of the normal extension $L^{cl}/\mathbb{Q}$. Thus $t$ is at most the degree $l = [L^{cl} : \mathbb{Q}]$. We conclude that the number of $\Gamma$-structures on $A'$ is at most $N(\mathfrak{f}')^gh(\Gamma')l$.

4. In the last step we put everything together and we control the quantities $N(\mathfrak{f}')$, $h(\Gamma')$ and $d$. We begin to estimate $N(\mathfrak{f}')$. Let $\mathcal{O}_L$ be the ring of integers of $L$, and recall that for any order $\Gamma^*$ of $L$ the conductor ideal of $\Gamma^*$ consists of the elements $x \in \mathcal{O}_L$ with $x\mathcal{O}_L \subseteq \Gamma^*$. This implies that any element $x$ of the conductor ideal $\mathfrak{f}$ of $\Gamma$ satisfies $dx\mathcal{O}_L \subseteq d\Gamma \subseteq \Gamma'$, which shows that $d\mathfrak{f} \subseteq \mathfrak{f}'$. It follows that $N(\mathfrak{f}') \leq N(d\mathfrak{f})$ and hence we obtain that $N(\mathfrak{f}') \leq d^gN(\mathfrak{f})$. Further, an application of (10.4) with the order $\Gamma'$ of $L$ gives that $h(\Gamma') \leq N(\mathfrak{f})h$ for $h$ the class number of $\mathcal{O}_L$. Therefore we see that the results proved
in steps 2. and 3. imply that the number of Γ-structures on \( A \) is at most

\[
d^{(2g+1)g}N(f)^{g+1}hl. \tag{10.7}
\]

Here we used in addition that \( n = [L : K] \) is at most \([L : Q] = g\). It remains to bound the degree \( d \). We recall that our abelian scheme \( A \) over \( S \) is of GL\(_2\)-type. Therefore our minimal choice of the isogeny \( \varphi : A \to A' \) assures that \( d = \deg(\varphi) \) is at most the degree \( \deg(\psi) \) of the isogeny \( \psi : A \to A' \) which appears in (7.3). Thus we see that the upper bound (7.3) for \( \deg(\psi) \geq d \) together with (10.7) implies Theorem 10.1.

\[\square\]

**Remark 10.12.** Let \( \Gamma \) be an order of an arbitrary number field \( L \) of degree \( g = [L : Q] \), and let \( A_Q \) be an abelian variety over \( Q \) of dimension \( g \). The ‘minimal’ isogeny degree \( d(A_Q) \) of \( A_Q \) is the smallest \( d \in \mathbb{Z} \) with the following property: If \( A'_{Q} \) is an abelian variety over \( Q \) which is isogenous to \( A_Q \), then there exists an isogeny \( A_Q \to A'_{Q} \) of degree at most \( d \). Then we claim that the number of Γ-structures on \( \text{End}(A_Q) \) is at most

\[
d(A_Q)^{(2g+1)g}N(f)^{g+1}hl, \tag{10.8}
\]

where the quantities \( h, l \) and \( N(f) \) are as in Theorem 10.1. Indeed this claim follows from (10.7) and (2.1), since \( A_Q \) extends to an abelian scheme over an open subscheme of \( \text{Spec}(\mathbb{Z}) \). We further mention that the most recent version (due to Gaudron–Rémond [GR14]) of the Masser–Wüstholz [MW93, MW95] isogeny estimates provides a fully explicit upper bound for \( d(A_Q) \) in terms of \( g \) and the stable Faltings height of \( A_Q \).

### 10.4 A general finiteness result

Let \( \Gamma \) be an order of a number field. In this section we study more generally Γ-structures on any abelian scheme \( A \) over an arbitrary connected Dedekind scheme \( S \). We emphasize that now we do not assume anymore that the relative dimension of \( A \) over \( S \) is the degree of the number field. We shall see below that the following (non-effective) finiteness result is a consequence of a special case of the theorem of Jordan–Zassenhaus.

**Lemma 10.13.** *There are at most finitely many Γ-structures on \( A \).*

The scheme \( S \) is a connected Dedekind scheme and hence (2.1) gives a ring isomorphism \( \text{End}(A) \cong \text{End}(A_k) \) for \( A_k \) the generic fiber of \( A \). Since \( A_k \) is an abelian variety, we obtain that \( \text{End}(A) \cong \text{End}(A_k) \) is a finite torsion-free \( \mathbb{Z} \)-algebra and \( \text{End}^0(A) \cong \text{End}^0(A_k) \) is a semi-simple \( \mathbb{Q} \)-algebra. Thus Lemma 10.13 follows from the next result.
Lemma 10.14. Suppose that $R$ is a finite torsion-free $\mathbb{Z}$-algebra such that $R \otimes \mathbb{Z} \mathbb{Q}$ is a semi-simple $\mathbb{Q}$-algebra. Then there are at most finitely many $\Gamma$-structures on $R$.

Proof. Composing any ring morphism $\rho : \Gamma \to R$ with left multiplication of $R$ on $R$, defines a $\Gamma$ action on $R$ which commutes with the action of $R^\text{op}$ on $R$ given by right multiplication, where $R^\text{op}$ is the opposite ring of $R$. Hence any ring morphism $\rho : \Gamma \to R$ defines a $\Lambda$-lattice structure on the free $\mathbb{Z}$-module $\Lambda = \Gamma \otimes \mathbb{Z} R^\text{op}$ is an order in the $\mathbb{Q}$-algebra $\Lambda^\text{op} = \Lambda \otimes \mathbb{Q} R^\text{op}$ is in fact a finite semi-simple $\mathbb{Q}$-algebra, since $L = \Gamma \otimes \mathbb{Q}^\text{op}$ is a number field and since the opposite algebra $R^\text{op} R^\text{op}$ of the finite semi-simple $\mathbb{Q}$-algebra $R^\text{op}$ is again semi-simple and finite.

Suppose that $\rho, \rho' : \Gamma \to R$ define isomorphic $\Lambda$-lattice structures on $R$. Then there exists an invertible $\tau \in \text{End}_\mathbb{Z}(R)$ such that for all $(\gamma, r) \in \Gamma \times R$ it holds that $(\rho(\gamma) \otimes r) \tau = \tau(\rho'(\gamma) \otimes r)$ inside $\text{End}_\mathbb{Z}(R)$. Taking here $\gamma = 1$ we see that $\tau$ is compatible with right multiplication of $R$ on $R$ and thus $\tau$ identifies with $\tau(1) \in R^\times$. On the other hand, taking here $r = 1$ and evaluating at 1 the resulting morphism in $\text{End}_\mathbb{Z}(R)$, we obtain that $\rho = s \rho' s^{-1}$ for $s = \tau(1) \in R^\times$; here we used that $\tau(\rho(\gamma) \cdot 1) = \tau(1 \cdot \rho(\gamma)) = \tau(1) \rho(\gamma)$ since $\tau$ is (right) $R$-compatible. Therefore $\rho$ and $\rho'$ define the same $\Gamma$-structure on $R$.

We conclude that infinitely many distinct $\Gamma$-structures on $R$ would define infinitely many distinct isomorphism classes of $\Lambda$-lattices with underlying $\mathbb{Z}$-module isomorphic to $R$. But the latter set is finite by the theorem of Jordan–Zassenhaus, which implies that there can be at most finitely many distinct $\Gamma$-structures on $R$ as claimed.

The above finiteness result is not effective since its proof uses the Jordan–Zassenhaus theorem (JZ), see [MW95, p.7] for discussions of the effectivity of (JZ). However, in the proof of their factorization estimates, Masser–Wüstholz were able to make (JZ) effective in the fundamental case when $\text{End}^0(A)$ is a division algebra. In fact factorization estimates were used in our proof of Theorem 10.1 which gives an explicit uniform version of Lemma 10.13 for a class of nonsimple abelian schemes $A$ and we expect that such estimates will continue to play an important role in future attempts to make Lemma 10.13 explicit.

11 Proof of main results

In this section we combine the results obtained in the previous sections to prove our main results stated in Theorem 4.1 (i) and (ii). As a by product, we also obtain a proof of Proposition 3.2 on the Northcott property of the height $h_\Phi$.

Let $Y$ be a scheme and let $\mathcal{M}$ be a Hilbert moduli stack. Suppose that $Y$ is a Hilbert moduli scheme of some presheaf $\mathcal{P}$ on $\mathcal{M}$. Then an application of (6.5) gives that the
natural forgetful map \( \phi : Y \to \mathbb{A}_g \) of the Hilbert moduli scheme \( Y = \mathcal{M}_P \) decomposes as

\[
\phi : Y \to \phi_\alpha \mathcal{M} \to \phi_\varphi \mathcal{M}_{GL_2,g} \to \phi_i \mathcal{A}_g.
\]

Here the morphisms \( \phi_\alpha, \phi_\varphi, \phi_i \) between the presheaves \( Y, \mathcal{M}, \mathcal{M}_{GL_2,g}, \mathcal{A}_g \) on \( \text{Sch} \) are as in Section 6. Let \( S \) be a connected Dedekind scheme whose function field is algebraic over \( \mathbb{Q} \). On considering the above decomposition of \( \phi \) over \( S \), we deduce

\[
|Y(S)| \leq \deg(\phi)|\mathcal{M}_{GL_2,g}(S)| \quad \text{and} \quad \deg(\phi) \leq |\mathcal{P}|_S \deg(\phi_\varphi) \deg(\phi_i).
\]

(11.1)

Here all morphisms are considered over \( S \) and we used the inequality \( \deg(\phi_\alpha) \leq |\mathcal{P}|_S \) obtained in Lemma 8.1. Moreover, on combining the above displayed decomposition of \( \phi \) with results proven in previous sections, we obtain the following lemma.

**Lemma 11.1.** The map \( \phi(S) \) is finite if and only if \( \mathcal{P} \) is finite over \( \mathcal{M}(S) \).

**Proof.** We first assume that the presheaf \( \mathcal{P} \) is finite over \( \mathcal{M}(S) \). By construction via (3.2) the fiber of \( \phi_\alpha(S) : Y(S) \to \mathcal{M}(S) \) over any \( [x] \in \mathcal{M}(S) \) identifies with the set of isomorphism classes formed by \( (x, \alpha) \) with \( \alpha \in \mathcal{P}(x) \), and the set \( \mathcal{P}(x) \) is finite by assumption. This implies that the map \( \phi_\alpha(S) \) is finite. We now use that \( S \) is a connected Dedekind scheme whose function field is algebraic over \( \mathbb{Q} \). Then the maps \( \phi_\varphi(S) \) and \( \phi_i(S) \) are finite by the proof of Corollary 9.2 and by Lemma 10.13 respectively. Thus \( \phi = \phi_i \phi_\varphi \phi_\alpha \) is a composition of maps which are finite over \( S \) and hence \( \phi(S) \) is finite.

To prove the converse, we use that \( \mathcal{M} \) is a Deligne–Mumford stack and that \( S \) is quasi-compact. This assures that the automorphism group of any object in \( \mathcal{M}(S) \) is finite. We now assume that \( \mathcal{P} \) is not finite over \( \mathcal{M}(S) \). Then there exists \( x \in \mathcal{M}(S) \) with \( \mathcal{P}(x) \) infinite. The fiber of \( \phi_\alpha(S) \) over \( [x] \in \mathcal{M}(S) \) identifies with the set of classes formed by the infinitely many pairs \( (x, \alpha) \) with \( \alpha \) in the infinite set \( \mathcal{P}(x) \), and these infinitely many pairs form infinitely many classes since the automorphism group of \( x \) is finite. This implies that \( \phi_\alpha \) and \( \phi = \phi_i \phi_\varphi \phi_\alpha \) are not finite over \( S \). We conclude the converse: If \( \phi(S) \) is finite, then \( \mathcal{P} \) is finite over \( \mathcal{M}(S) \). This completes the proof of the lemma. \( \square \)

The above lemma is crucial for our proof of Proposition 3.2 on the Northcott property, but it will not be used in the following proof of Theorem 4.1.

### 11.1 Proof of Theorem 4.1

We continue our notation. As in Theorem 4.1, we assume that \( S \subseteq \text{Spec}(\mathbb{Z}) \) is nonempty open, that \( Y \) is a variety over \( \mathbb{Z} \) and that there is a nonempty open \( T \subseteq \text{Spec}(\mathbb{Z}) \) such
that $Y_T = M_P$ is a Hilbert moduli scheme of some presheaf $P$ on $\mathcal{M}$.

Proof of Theorem 4.1. We first show that $Y(S) \subseteq Y_T(U)$ where $U = T \cap S$. The schemes $U$ and $S$ are nonempty open subschemes of the irreducible scheme $B = \text{Spec}(\mathbb{Z})$. Thus $U \subseteq S$ is a dense open subscheme, which implies that $Y(S) \subseteq Y(U)$ since $Y$ is separated over $B$. Further it holds that $Y(U) \cong Y_T(U)$, since $U \subseteq T$ are both open subschemes of $B$ and $B$ is the terminal object in $\text{(Sch)}$. It follows that $Y(S) \subseteq Y_T(U)$ as desired.

We now prove (i). On recalling the construction of the height $h_\phi$ on $Y(S)$ appearing in (i), we see that this height is the restriction to the subset $Y(S) \subseteq Y_T(U)$ of the height $h_\phi$ on $Y_T(U)$ defined in (3.4). The latter height is the pullback of the stable Faltings height $h_F$ along the forgetful map $\phi : Y_T \to \mathbb{A}_g^g$ of the Hilbert moduli scheme $Y_T = M_P$, and the forgetful map $\phi$ factors through $M_{GL_2,g}$ by (6.5). Therefore any point $P$ in $Y(S) \subseteq Y_T(U)$ satisfies $h_\phi(P) \leq \sup h_F(A)$ with the supremum taken over all $A \in M_{GL_2,g}(U)$. Then, on applying the effective Shafarevich conjecture in (7.1) with the nonempty open subscheme $U \subseteq \text{Spec}(\mathbb{Z})$, we obtain for all $A \in M_{GL_2,g}(U)$ an upper bound for $h_F(A)$ in terms of $N_U$ and $g$ which together with $h_\phi(P) \leq \sup h_F(A)$ directly proves (i).

To show the upper bound for $|Y(S)|$ claimed in (ii), we use the inclusion $Y(S) \subseteq Y_T(U)$ and we bound $|Y_T(U)|$. The scheme $U$ is a connected Dedekind scheme with function field $\mathbb{Q}$. Therefore Corollary 9.2 gives that $\deg(\phi_\phi) \leq 2^g$ over $U$ and then an application of (11.1) with the forgetful map $\phi$ of the Hilbert moduli scheme $Y_T = M_P$ implies

$$|Y_T(U)| \leq \deg(\phi)|M_{GL_2,g}(U)| \quad \text{and} \quad \deg(\phi) \leq 2^g|\mathcal{P}|_U \deg(\phi)$$

over $U$; here $\deg(\phi_i) = 1$ when $g = 1$. To obtain bounds for $|M_{GL_2,g}(U)|$ and $\deg(\phi_i)$ over $U$, we apply with $S = U$ the quantitative Shafarevich conjecture (7.2) and Corollary 10.2 respectively. These bounds together with the above displayed inequalities lead to

$$|Y(S)| \leq |Y_T(U)| \leq |\text{Pic}(\mathcal{O})||\mathcal{P}|_U(4g)^{8g}(8g)^{8g} N_U^{12g^5}, \quad (11.2)$$

where $\mathcal{O}$ denotes the ring of integers appearing in the definition of $\mathcal{M}$. This implies the bound for $|Y(S)|$ claimed in (ii) and hence completes the proof of Theorem 4.1. \hfill $\square$

We remark that one can improve up to a certain extent the exponents in Theorem 4.1 (i) and (11.2) without introducing substantial new ideas. For example, one can go into the proofs of [vK13] in which the explicit inequalities (7.1), (7.2) and (7.3) were shown.

On the other hand, substantial new ideas are required to generalize to arbitrary number fields $K$ our explicit Theorem 4.1. For instance, in our proofs over $K = \mathbb{Q}$ we crucially
exploit a geometric version of modularity based inter alia on the Tate conjecture, while for an arbitrary $K$ such a geometric version of modularity is not available in general. However, Diophantine applications of modularity are certainly not restricted to $K = \mathbb{Q}$: On using modularity results for elliptic curves, several authors obtained Diophantine applications over certain $K \neq \mathbb{Q}$; see for example Jarvis–Meekin [JM04], Freitas–Siksek [FS15], Pasten [Pas17] and Freitas–Kraus–Siksek [FKS19] and the references therein.

11.2 Proof of Proposition 3.2

We continue our notation. Let $K$ be a number field field with ring of integers $\mathcal{O}_K$. As in Proposition 3.2, we assume that $Y$ is a variety over $\mathcal{O}_K$ and we suppose that $Y$ is a Hilbert moduli scheme of some presheaf $\mathcal{P}$ on $\mathcal{M}$ such that $\mathcal{P}$ is finite over $\mathcal{M}(\overline{K})$. Let $\phi = \phi_\mathcal{P}$ be the forgetful map of $Y = M_\mathcal{P}$ defined in (3.3) and write $f = \phi(\overline{K})$.

Proof of Proposition 3.2. The presheaf $\mathcal{P}$ is finite over $\mathcal{M}(\overline{K})$ by assumption, and $S = \text{Spec}(\overline{K})$ is a connected Dedekind scheme whose function field $\overline{K}$ is algebraic over $\mathbb{Q}$. Therefore Lemma 11.1 gives that the forgetful map $f : Y(S) \to A_g(S)$ has finite fibers. Let $d \in \mathbb{Z}$ be positive and let $c > 0$ be a real number. Denote by $\mathcal{B}$ the set of points $P \in Y(\overline{K})$ such that $[K(P) : K] \leq d$ and such that $h_\phi(P) \leq c$. The forgetful map $\phi : Y \to A_g$ is a morphism of presheaves on (Sch). Hence, for any $P \in Y(\overline{K})$, the class $f(P)$ contains an abelian variety over $\overline{K}$ which is the base change of an abelian variety over $K(P)$. Thus the classes in $f(\mathcal{B})$ are generated by abelian varieties $A$ over $\overline{K}$ of dimension $g$ such that $h_F(A) \leq c$ and such that $A$ is the base change of an abelian variety defined over the number field $K(P)$ which has degree $[K(P) : \mathbb{Q}] \leq d[K : \mathbb{Q}]$. Hence the Northcott property [FC90, p.169] of $h_F$ on $A_g(\overline{K}) \cong A_g(\overline{K})$ implies that $f(\mathcal{B})$ is finite. This shows that $f^{-1}(f(\mathcal{B}))$ is finite since $f$ has finite fibers, and then $\mathcal{B} \subseteq f^{-1}(f(\mathcal{B}))$ is finite. We conclude that $h_\phi$ has the Northcott property. This completes the proof of Proposition 3.2.

11.3 Proof of Corollary 4.2

We continue our notation. In this section we deduce Corollary 4.2 in which we consider the presheaf $\mathcal{P}_1(n)$ on $\mathcal{M}$ defined in (4.1) for any ideal $n \subseteq \mathcal{O}$ of norm $n \geq 1$.

Proof of Corollary 4.2. Write $\mathcal{P} = \mathcal{P}_1(n)$ and $T = \text{Spec}(\mathbb{Z}[1/n])$. By assumption the restriction of the presheaf $\mathcal{P}$ on $\mathcal{M}$ to the open substack $\mathcal{M}_T$ is representable by an object $y$ of $\mathcal{M}_T(Y_T)$. In particular $Y_T = M_{\mathcal{P}'}$ is a Hilbert moduli scheme of the (naive extension) presheaf $\mathcal{P}'$ on $\mathcal{M}$ represented by the object $y$ of $\mathcal{M}$. The two presheaves $\mathcal{P}'$ and $\mathcal{P}$ on $\mathcal{M}$ coincide over $\mathcal{M}_T$, and the nonempty open subscheme $U = T \cap S$ of $\text{Spec}(\mathbb{Z})$ satisfies
\[ N_U \leq \prod p \] with the product taken over all rational primes \( p \mid nN_S \). Thus an application of Theorem 4.1 with \( Y, T \) and \( \mathcal{P}' \) directly implies the height bound stated in (i). Further, Lemma 8.2 gives that \( |\mathcal{P}'_U| \leq |\mathcal{P}'|_C = |\mathcal{P}|_C \), and it follows from (4.1) that \( |\mathcal{P}|_C \leq n^{2g} \).

Then the slightly more precise version of Theorem 4.1 (ii) obtained in (11.2) leads to the upper bound for the number of \( S \)-points stated in (ii). This completes the proof. \qed

12 A finiteness result for arbitrary number fields

Let \( K \) be a number field with ring of integers \( \mathcal{O}_K \), let \( Y \) be a variety over \( B = \text{Spec} (\mathcal{O}_K) \) and let \( S \subseteq B \) be nonempty open. As discussed, substantial new ideas are required to generalize to a general \( K \) the explicit results for \( Y(S) \) obtained in Theorem 4.1 when \( K = \mathbb{Q} \). However, in this section we show how to modify the proof of Theorem 4.1 in order to obtain the following finiteness result for \( Y(S) \) when \( K \) is a general number field:

**Proposition 12.1.** The set \( Y(S) \) is finite if there is a nonempty open \( T \subseteq B \) such that \( Y_T \) is a Hilbert moduli scheme of a presheaf \( \mathcal{P} \) on a Hilbert moduli stack with \( |\mathcal{P}|_{S \cap T} < \infty \).

We shall see below that many interesting cases of this finiteness result are already in the literature; although the statements are formulated in a different way and the translation usually requires some work. The presheaf \( \mathcal{P} \) in Proposition 12.1 satisfies\(^7\) \( |\mathcal{P}|_{S \cap T} \leq |\mathcal{P}|_F \) for any field \( F \) such that \( K \) embeds into \( F \), and for those moduli problems \( \mathcal{P} \) of interest in arithmetic it is usually possible to show that \( |\mathcal{P}|_C < \infty \) via geometric arguments.

To obtain Proposition 12.1, it suffices to modify our proof of Theorem 4.1 as follows: We can not anymore apply the quantitative Shafarevich conjecture for \( M_{G\ell_{2,g}} \) in (7.2) and the explicit Theorem 10.1, since they both assume that \( K = \mathbb{Q} \). Instead we use the Shafarevich conjecture for unpolarized abelian varieties over any \( K \) proven by Faltings–Zarhin [Fal83, Zar85] and we apply Lemma 10.13 based on the Jordan–Zassenhaus theorem.

**Proof of Proposition 12.1.** First, we observe that \( U = S \cap T \) is a connected Dedekind scheme whose function field is \( K \), since \( U \) is a nonempty open subscheme of \( B = \text{Spec} (\mathcal{O}_K) \). Our assumption \( |\mathcal{P}|_U < \infty \) implies that \( \mathcal{P} \) is finite over \( \mathcal{M}(U) \) for \( \mathcal{M} \) the involved Hilbert moduli stack. Then the natural forgetful map \( \phi : Y_T = M_\mathcal{P} \to \mathcal{A}_g \) is finite over \( U \) by Lemma 11.1 which is based on Lemma 10.13. Moreover, an application of the unpolarized Shafarevich conjecture [Zar85, Thm 1] with the open \( U \subseteq B \) gives that \( \mathcal{A}_g(U) \) is finite. Thus the set \( \text{Hom}_{(\text{Sch})} (U, Y_T) \) is finite, since it is the preimage of \( \mathcal{A}_g(U) \) under the finite

\(^7\)This follows from Lemma 8.2, since \( S \cap T \) is nonempty open in the integral scheme \( T \) with function field \( k(T) = K \) and since \( Y_T = M_\mathcal{P} \) is a variety (over the affine scheme \( T \) which is of finite type) over \( \mathbb{Z} \).
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map $\phi(U)$. Next, on using that $U \subseteq S$ are both nonempty open in the irreducible $B$ and that $Y$ is separated over $B$, we obtain that $Y(S) \subseteq Y(U)$. Then $Y(S)$ is finite, since $U \subseteq T$ and thus $Y(U) = \text{Hom}_B(U,Y)$ is contained in the finite set $\text{Hom}(\text{Sch})(U,Y_T)$.

We now briefly discuss related finiteness results. For each $Y$ and $S$ as above, finiteness of $Y(S)$ follows directly from the polarized Shafarevich conjecture [Fal83, Satz 6] when there exist a number field $K'$, an open $S' \subseteq \text{Spec}(O_{K'})$ and a finite map of sets

$$Y(S) \rightarrow A_{g,d}(S').$$

For example, Deligne–Szpiro and Ullmo used étale covers and other tools in order to construct such finite maps $Y(S) \rightarrow A_{g,d}(S')$ in the following two cases: $Y_C$ is a compact quotient of the Siegel space by a discrete group without torsion (see [Szp85, Rem 5.3]) and $Y_C = \Gamma \backslash X^+$ is an adjoint (connected) Shimura variety $(X,G)$ of abelian type with $\Gamma \subset G(\mathbb{Q})$ neat (see [Ull04, Thm 3.2]). In particular, in these cases Deligne–Szpiro and Ullmo obtained finiteness of $Y(S)$ and then finiteness of $Y(K) = Y(S)$ when $Y$ is in addition projective over $B$. These finiteness results of Deligne–Szpiro and Ullmo are quite remarkable, since for higher dimensional varieties it is very difficult to obtain finiteness results for $Y(S)$ or even $Y(K)$; see for example Corvaja–Zannier [CZ04] and Levin [Lev09] for some results using a very different method based on Diophantine approximations.

We point out that one can use the fairly general result [Ull04, Thm 3.2] to deduce Proposition 12.1 for many $Y$ of interest. However, there are also many interesting $Y$ for which the finiteness result of $Y(S)$ obtained in Proposition 12.1 is new; note that neatness implies representability of the moduli problem but the converse is false in general. Finally, we mention that in general, that is for each $Y$ and $S$ as in Proposition 12.1, it is not clear to us how to obtain a map $f : Y(S) \rightarrow A_{g,d}(S')$ for which one can directly verify the finiteness of $f$. In light of this, we avoided the approach (used by Deligne–Szpiro and Ullmo) involving $A_{g,d}$ and instead we proved Proposition 12.1 by combining the strategy of Theorem 4.1 with the unpolarized Shafarevich conjecture proven by Faltings and Zarhin.

---

*The precise statement requires additional assumptions on the integral model $Y$.  
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