Abstract—In this paper we introduce a novel way to predict semantic information from sparse, single-shot LiDAR measurements in the context of autonomous driving. In particular, we fuse learned features from complementary representations. The approach is aimed specifically at improving the semantic segmentation of top-view grid maps. Towards this goal the 3D LiDAR point cloud is projected onto two orthogonal 2D representations. For each representation a tailored deep learning architecture is developed to effectively extract semantic information which are fused by a superordinate deep neural network. The contribution of this work is threefold: (1) We examine different stages within the segmentation network for fusion. (2) We quantify the impact of embedding different features. (3) We use the findings of this survey to design a tailored deep neural network architecture leveraging respective advantages of different representations. Our method is evaluated using the SemanticKITTI dataset which provides a point-wise semantic annotation of more than 23,000 LiDAR measurements.
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I. INTRODUCTION

Developing robust and accurate scene understanding is crucial towards the goal of deploying and integrating autonomous agents in society. A key component of such systems is a reliable semantic segmentation of the agent’s environment.

An autonomous agent draws from a wide range of sensor data differing in its characteristics. While LiDAR point clouds provide precise spatio-temporal information, obtaining semantic information through deep learning based methods is challenging due to the sparsity of the data. Combining a reliable semantic segmentation with the spatial precision of the point cloud inherently yields a strong environment representation.

Projecting the 3D point clouds into lower-dimensional representations creates density which facilitates the semantic segmentation but causes loss of spatial information. Of the commonly used representations range images and grid maps are of interest as they represent orthogonal projections of

Fig. 1: System Overview of our Fusion Pipeline. We encode a 3D point cloud into a spherical 2D projection and a multi-layer grid map. We segment the spherical projection and project the results into a grid map representation for fusion. To obtain a 2D semantic top view prediction, we explore fusing the grid map information and the intermediate segmentation results at three different stages using DeeplabV3.

the point cloud and could thus be used as efficient source for obtaining semantic information through segmentation networks. Their orthogonality allows neural networks to specialize on complementary object geometries and thus different semantic classes.

With this work we are attempting to improve the efficiency of environment perception for autonomous agents by using different environment representations from a single sensor source at a single point in time. By doing so we can both gain redundancy in the scene classification for which otherwise additional sensors would be required and improve the overall segmentation results. The later stems from the segmentation sensitivity of the segmentation networks towards the respective representation. Beyond the benefit of using complementary environment representations, our approach is able to predict a dense semantic environment
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based on a sparse point cloud. The overview of our approach is presented in Figure 1.

Statement of Contribution: We simultaneously learn semantic segmentation of sparse LiDAR measurements in different representations. We propose multiple fusion strategies to fuse all predicted information into top view representation. In addition, we vary the encoding of features which are transformed into target representation in richness and nature to evaluate their effectiveness for the segmentation task. We show that our approach is improving the semantic grid map segmentation and significantly outperforms the baselines.

II. RELATED WORK

A. Environment Representations

A key differentiator between representations is the partition strategy of three-dimensional environment.

Using point clouds directly is not practical due to the large amount of data per scan with a lack of structure rendering many segmentation approaches unsuitable and prohibitively expensive. Voxels partition the environment into a 3D grid of cubes of equal size [1], [2] and often suffer from the curse of dimensionality.

Stixels [3], [4] have a square base on planar ground and are defined by its position and height. These partition strategies share the disadvantage with graph-based approaches such as Octrees [5] that fully convolutional segmentation approaches cannot be applied to their structure.

Grid maps are an orthographic top view where the environment is divided into equidistant cells. Occupancy grid maps [6], [7] encode if a cell is occupied and gave rise to multi-layer grid maps [8], [9]. The latter provide efficient, scale invariant frames for sensor fusion.

Spherical Projections such as Range Images [10] project range and intensity measurements from a point cloud onto a planar image. Their orthogonality to grid maps makes their segmentation sensitivities largely complementary.

B. Point Cloud Segmentation

Guo et al. [11] define different strategies based on paradigms: Projection based methods such as SqueezeSeg [12] project 3D point clouds onto 2D images and apply convolutional neural networks for segmentation. For this work we choose two different projection based segmentation methods, namely Rangenet++ [10] and the work proposed in Bieder et al. [13] based on Deeplab [14]. Discretization based methods [15] apply a discrete lattice on the point cloud which is fed into 3D convolutions. The maximum segmentation performance is directly affected by the granularity of the discretization. Point based methods such as [16], [17] and [18] mostly use multi-layer perceptrons with shared weights to learn per-point features. The problem here is that using this approach the geometric relations among the points is disregarded. Different approaches exist to tackle this problem, trying to incorporate features from neighboring points. Hybrid methods form the last paradigm but are irrelevant for this work.

C. Deep Learning Based Image Segmentation

Image segmentation techniques [19] can be transferred to the field of semantic segmentation: Hariharan et al. [20] and Girshick et al. [21] employ algorithms to get region proposals, then use deep convolutional neural networks (DCNNs) to extract features for these regions and then perform classification based on these features. Farabet et al. [22] use DCNNs on the whole image to extract features on different scales but segment using classifiers.

The current predominant strategy for image segmentation is using fully convolutional networks applying a DCNN to the whole image such as in [23]. Recent frameworks [14] achieve a pixel-wise segmentation by leveraging resizing, skip connections and atrous convolutions to increase the resolution after downsampling with strided convolutions.

D. Fusion Strategies

Eitel et al. [24] and Hazirbas et al. [25] introduce and explore early and late fusion strategies of RGB and depth information for semantic labeling of indoor scenes and object detection. Richter et al. [26] fuse range measurements and semantic estimates in through a evidential framework. Zhang et al. [27] apply different fusion concepts for separate already segmented LiDAR and Camera data.

III. METHODOLOGY

Our goal is to predict a semantic top-view grid map based on a single-shot LiDAR measurement. We encode a 3D point cloud into a spherical 2D projection, denoted as range image, and a top view multi-layer grid map consisting of five layer. The former is processed by a Rangenet++ (RNet), trained on SemanticKITTI to predict eleven semantic classes. Subsequently, the features predicted by RNet are also projected into the grid map representation. Our goal is to fuse both feature sources within a deep learning architecture to improve the semantic grid map estimation. This challenge requires multiple design choices: We explore fusing the heterogeneous features at three different stages of the DeepLabV3 (DLV3) architecture. In addition, we use four different encodings for the RNet output within the fusion process. In contrast, the encoding of the multi-layer grid maps is kept constant through all experiments.

Fig. 2: DeepLabV3 (DLV3) Architecture. Each xception block is defined by a stride factor and its number of filters. For information regarding Xception65, ASPP or its Decoder see [14].
A. Feature Encoding of Multi-Layer Grid Maps

Here, it is described how we encode a raw LiDAR measurement $P$, consisting of a 3D point cloud with intensity values, into a rich multi-layer grid map representation, later denoted as $f_{GM}$. It consists of five individual layers $f_{GM} = \{ f_{z+}, f_{z-}, f_i, f_\#, f_\tau \}$, which are defined as follows:

1) **Detections Z Max** ($f_{z+}$): The maximum observed height of any detection in the cell.

   $$ f_{z+} = \max_{p \in P_C} \{ z(p) \} $$  \hspace{1cm} (1)

   where $p$ denotes a single point of the set of points $P_C$ within one grid cell $C$. $z(p)$ defines the height value and $i(p)$ the intensity value of point $p$.

2) **Detections Z Min** ($f_{z-}$): The minimum observed height of any detection in the cell.

   $$ f_{z-} = \min_{p \in P_C} \{ z(p) \} $$  \hspace{1cm} (2)

3) **Intensity** ($f_i$): The mean intensity of all detections in the cell.

   $$ f_i = \frac{1}{|P_C|} \sum_{p \in P_C} i(p) $$  \hspace{1cm} (3)

4) **Observations** ($f_\#$): The number of LiDAR rays that have crossed the cell. Each point $p$ has a ray $ray(p)$ associated with it.

   $$ f_\# = |P_{ray}| $$  \hspace{1cm} (4)

   with $P_{ray} = \{ p \in P : ray(p) \cap C \}$ where $\cap$ denotes the intersection of a ray with grid cell $C$.

5) **Occlusions Upper Bound** ($f_\tau$): The maximum possible height for objects in the cell given by the lowest ray that crossed that cell.

   $$ f_\tau = \min_{P_{ray} \in P_C} \{ z(p_{ray}) \} $$  \hspace{1cm} (5)

To generate the two semi-dense layers, $f_\#$ and $f_\tau$, we map the point cloud in polar coordinates. The sparse layers are directly generated in cartesian coordinates. Our first baseline experiment $GMBase$ is conducted by training solely on $f_{GM}$ and using the DLV3+ architecture as it represents the best performing experiment in [13].

B. Feature Encoding of RNet++ Output

We extract semantic pseudo probabilities for each point in the point cloud by applying RNet. Subsequently, these information are transformed into a top-view grid map representation. Multiple points can be assigned to one grid cell and we propose several ways to aggregate and encode the semantic information for each grid cell. This allows us to craft a variety of features:

1) **Histogram of Predictions** ($f_H$): A histogram $f_H = [c_1, ..., c_n]$ is defined for each cell $C$. There are as many layers as classes $n$ and each layer stores the number of points that were classified by RNet and associated
with cell cell $C$.

$$c_i = \sum_{p \in P_C} 1_{[c_i, p]}$$  \hfill (6)

2) Argmax ($f_p$): It is defined in cell $C$. This requires only one layer, the classes are encoded and the cell gets assigned the code of the class of which it contains most points. This is equivalent to the argmax of the histogram feature.

$$f_p = \text{arg max } f_H$$  \hfill (7)

3) Summed Probabilities ($f_S$): It is defined for each class in a given cell. Like above we have as many layers as classes. But for this feature we sum the probabilities for the given class across all points in the cell. For one class $c$ the feature $v_c$ in a cell $C$ can be formalized as

$$v_c = \sum_{p \in P_C} P_r(c \mid p)$$  \hfill (8)

where $P_r(c \mid p)$ is the softmax outputs of RNet representing the probabilities for a point $p$ belonging to a class $c$.

4) Mean Probabilities ($f_p$): It is defined for each class in a given cell. We have as many layers as classes but we store the mean softmax activation instead of the sum. Following above notation the feature can be obtained from

$$v_c = \frac{1}{|P_C|} \sum_{p \in P_C} P_r(c \mid p).$$  \hfill (9)

In case the feature encoding is not chosen or specified we denote the RNet features $f_R$. As our experiments have shown that $f_p$ is continuously outperformed by the similar encoding $f_S$, we only report experiments with the later. An experiment solely based on the RNet predictions defines our second baseline $RNB$.

### C. Fusion Strategies

Given features from two sources we propose several fusion strategies, which are presented in Figure 2 and described in the following:

1) Early Fusion (EarlyFuse): We directly concatenate the layers encoding the RNet output and the multi-layer grid map $f_G$ and feed the resulting tensor in the DLV3 model. This alleviates the extension of the DLV3 network by one branch that converts the features to the required spatial resolution and feeds them to the correct hidden layer. We use two different approaches: (a) We sample the feature down to the right resolution using bilinear interpolation. This approach is faster as the RNet network can run in parallel to the first layers of the DVL3 network. Deep fusion hence allows for a trade-off between runtime and segmentation performance. (b) We duplicate the normal blocks in the layer where we want to fuse them to allow it to do the same computation.

2) Deep Fusion (DeepFuse): All types of RNet features $f_R$ can be fed into the feature extractor in an intermediate layer of the DLV3 model. This necessitates the extension of the DLV3 network by one branch that converts the features to the required spatial resolution and feeds them to the correct hidden layer. We use two different approaches: (a) We sample the feature down to the right resolution using bilinear interpolation. This approach is faster as the RNet network can run in parallel to the first layers of the DVL3 network. Deep fusion hence allows for a trade-off between runtime and segmentation performance. (b) We duplicate the normal blocks in the layer where we want to fuse them to allow it to do the same computation.

3) Late Fusion (LateFuse): The RNet information can be fed into the softmax layer of DLV3. Here, $f_R$ and the corresponding feature layer within DLV3 have the same resolution and can be concatenated. Subsequently, the feature maps are combined using two $1 \times 1$ convolutions forming new logits.

Fusion at this stage is most efficient since the computationally expensive neural networks run in parallel and only a light combination step is performed afterwards. Leveraging additional information across grid map cells is impossible for fusion at this stage which is limiting the theoretically achievable segmentation performance.
Fig. 4: Qualitative Analysis of our Segmentation Results for Two Different Scans, S8-0000 (1) and S8-1531 (2). The figure is separated in four columns. The very left one visualizes a raw point cloud and its encoded features. The three range images represent the intensity and the distance of the point cloud and its inference made by a RNet. Below that the five multi-layer grid maps are shown (from l. to r. and t. to b.: $f_1, f_{z-}, f_{z+}, f_{\#}, f_2$). The second column presents the results of the baseline GMBase and the third column our results of EarlyFuse-$f_H$. The last column presents the corresponding ground truth.

D. Ground Truth Generation and Learning Task

We define two tasks for the evaluation of our experiments:

1) **Sparse Task**: The ground truth for this task is generated by processing a single annotated point cloud for each measurement. Hence, only grid cells with at least one LiDAR point can be taken for evaluation.

2) **Dense Task**: To generated the ground truth for this task we make use of the highly accurate SLAM poses of SemanticKITTI and accrete for each measurement the semantic information of all surrounding point clouds. The aggregated semantic information are transformed in the coordinate system of the current pose and subsequently mapped into a dense semantic top-view layer. Points from surrounding time stamps which carry information about dynamic object classes are rejected so that movable objects do not leave smears.

Grid cells without assigned LiDAR points in the ground truth do not influence the evaluation result.

E. Experimental Setup

We reduce the SemanticKITTI label classes to eleven classes as we join moving classes with their non-moving counterpart and follow [13] in aggregating classes with similar appearance. The unlabeled class is ignored.

For the training process we select all publicly available sequences of SemanticKITTI except for sequence S8 which is solely used for evaluation and consists of more than 4000 measurements. We flip the data randomly along the vertical axis and scale and crop with a factor between 0.8 and 1.25 with steps of 0.1. The scaling and cropping range is chosen rather small since the variation in scale for objects in a grid map is limited in comparison, e.g., to projecting camera images to range images.

The models are initialized by a pre-training on ImageNet [19]. For DeepFuseB we duplicate the weights for the additional branch in pre-training. In all experiments, the input consists of information from one single-shot LiDAR measurement and choose a grid map resolution of 1001 $\times$ 501 grid cells. Furthermore, we train on a NVIDIA RTX 2080 Ti GPU with 11GB memory allowing a batch size of two. All DLV3 models are trained for 500,000 iterations from which we select the best performing model.

IV. Evaluation

A. Evaluation Metric

We use the commonly used Intersection over Union (IoU) [28] metric. For a class $c$ the $\text{IoU}_c$ is calculated as:

$$\text{IoU}_c = \frac{\text{TP}_c}{\text{TP}_c + \text{FP}_c + \text{FN}_c}$$

where $\text{TP}_c$ are the true positives, $\text{FP}_c$ the false positives and $\text{FN}_c$ the false negatives for class $c$. We report the $\text{IoU}$ for all of the 11 classes. Additionally we report the mean $\text{IoU}$ which is calculated as follows:

$$\text{mIoU} = \frac{1}{|C|} \sum_{c \in C} \text{IoU}_c$$

where $C$ is the set of classes.
B. Quantitative Evaluation

The experiments assess the impact of the two main degrees of freedom we have in our design: (1) Different fusion techniques: EarlyFuse, DeepFuse and LateFuse and (2) the encoding of features inferred by RNet.

We benchmark the results with respect to two baselines:

- GMBase, as it is implemented in [13].
- RNBase, using the argmax prediction of [10] transformed in a top-view grid map.

The mIoU results from the sparse evaluation confirm our intuition: Features extracted from the range image representation hold valuable information and complement well the top-view multi-layer grid maps. The result is a significant performance boost - in particular using the feature encodings $f_H$ and $f_S$. With the exception of one experiment, all fusion approaches outperform both baselines. EarlyFuse achieves the strongest performance among all fusion modes with the drawback that it requires the most computation time. A possible explanation is the potential of the network to combine the feature information at all stages and hence at different layers of abstraction. Depending on the application the performance gap between EarlyFuse and DeepFuse could be outweighed by the considerably shorter computation time for DeepFuse. While EarlyFuse and DeepFuse are consistently outperform the baseline approaches, LateFuse performs similar to them with respect to both evaluation tasks. Table I shows that the best classification performance is achieved by using EarlyFuse-$f_H$ reaching 56.46% mIoU.

Analogous to the sparse evaluation, EarlyFuse-$f_H$ and EarlyFuse-$f_S$ provide the strongest classification performance for the task of dense semantic grid map estimation. We argue that for the dense evaluation the grid map features contribute stronger toward segmentation performance. This is explainable through the grid map layers $f^g$ and $f^g$ which possess a semi-dense structure due to the polar coordinate mapping of the raw measurements. Accordingly, they are the only information source for cells without detections. RNBase struggles with the dense task as it is not designed to conduct a dense prediction.

In a larger parameter study, features encoded as $f_S$ performed best across various fusion stages. Consequently, we selected this feature as reference to compare different fusion types. Furthermore, DeepFuseB mostly outperformed DeepFuseA.

C. Qualitative Evaluation

We qualitatively compare the results of our top performing architecture EarlyFuse-$f_H$ and GMBase, the top performer of [13], by examining some scenes in more detail. Figure 4 displays the results for two scans of the evaluation sequence, the scan S8-0000 (1) and S8-1531 (2). We observe that both approaches are able to capture the general structure of the scene by correctly predicting most parts of road, sidewalk vegetation and also more challenging classes like vehicles.

While both approaches struggle at times to correctly classify small and distant objects, the misclassifications are much less pronounced in case of EarlyFuse-$f_H$. For instance, it correctly classifies two out of three pedestrians on the road of S8-1531, while none of them is detected by GMBase using solely multi-layer grid maps. Further examples of the superiority of our fusion approach are presented in Figure 5. It shows two demanding classification scenes: One with two pedestrians and one with two two-wheeler instances which are encompassing motorcycles, bicycles and their potential riders. Again, GMBase fails to classify the given instances, while EarlyFuse-$f_H$ captures both two-wheelers and one pedestrian.

V. CONCLUSIONS AND FUTURE WORK

In this work we show that fusing features learned in complementary representations significantly improves the semantic segmentation of top-view grid maps in the context of autonomous driving.

We design different fusion architectures and feature encodings and examine their effectiveness given two segmentation tasks. The majority of our fusion strategies outperform all baseline approaches. Fusing representations at an early stage yields superior result in comparison to both previous work and other fusion strategies developed in this work. Driven by these results we propose a deep learning architecture that tailors the RangeNet++ and DeepLabV3+ networks and infers a rich and dense semantic top-view representation.

Future research directions include using sequences of LiDAR point clouds to leverage temporal information for a segmentation that is consistent over time and the incorporation of additional heterogeneous sensor data such as radar and camera data.
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