Nonthermal electron velocity distribution functions due to 3D kinetic magnetic reconnection for solar coronal plasma conditions

Xin Yao,1,2 Patricio A. Muñoz,2 and Jörg Büchner2,1

1)Max Planck Institute for Solar System Research, 37077 Göttingen, Germany
2)Center for Astronomy and Astrophysics, Technical University of Berlin, 10623 Berlin, Germany

(*Electronic mail: xin.yao@campus.tu-berlin.de)

(Dated: 10 March 2022)

Magnetic reconnection can convert magnetic energy into kinetic energy of non-thermal electron beams. Those accelerated electrons can, in turn, cause radio emission in astrophysical plasma environments such as solar flares via micro-instabilities. The properties of the electron velocity distribution functions (EVDFs) of those non-thermal beams generated by reconnection are, however, still not well understood. In particular properties that are necessary conditions for some relevant micro-instabilities. We aim at characterizing the EVDFs generated in 3D magnetic reconnection by means of fully kinetic particle-in-cell (PIC) code simulations. In particular, our goal is to identify the possible sources of free energy offered by the generated EVDFs and their dependence on the strength of the guide field. By applying a machine learning algorithm on the EVDFs, we find that: (1) electron beams with positive gradients in their 1D parallel (to the local magnetic field direction) velocity distribution functions are generated in both diffusion region and separatrices. (2) Electron beams with positive gradients in their perpendicular (to the local magnetic field direction) velocity distribution functions are observed in the diffusion region and outflow region near the reconnection midplane. In particular, perpendicular crescent-shaped EVDFs (in the perpendicular velocity space) are mainly observed in the diffusion region. (3) As the guide field strength increases, the number of locations with EVDFs featuring a perpendicular source of free energy significantly decreases. The formation of non-thermal electron beams in the field-aligned direction is mainly due to magnetized and adiabatic electrons, while in the direction perpendicular to the local magnetic field it is attributed to unmagnetized electrons.
I. INTRODUCTION

Magnetic reconnection is a fundamental mechanism of energy conversion from magnetic energy into plasma heating, bulk flow kinetic energy and particle acceleration in astrophysical, space and laboratory plasmas\textsuperscript{1–3}. In particular, magnetic reconnection causes electron acceleration and non-thermal velocity electron distribution functions (EVDFs) in collisionless plasmas, for example, stellar coronae. The non-thermal features of EVDFs are not only caused by local plasma processes but they can also carry signatures of processes such as particle’s acceleration and their interaction with turbulence in reconnection. Measurement of non-thermal EVDFs can be used to investigate local processes in magnetic reconnection. During most of the space age, ion velocity distribution functions are measured with the limited time resolution by instruments on-board spacecrafts, for example, in the solar wind\textsuperscript{4–6} and in the Earth’s magnetosphere\textsuperscript{7–9}. Recently the availability of high-resolution instruments allows in-situ observation of EVDFs, for example, in the solar wind by the 3DP instrument onboard the WIND spacecraft\textsuperscript{10,11} and in the Earth’s magnetosphere by the multi-spacecraft Magnetospheric Multiscale Mission (MMS) allows to obtain highly-resolved EVDFs\textsuperscript{12–14}. However, different from in-situ measured magnetospheric EVDFs, it is still impossible to measure in-situ non-thermal EVDFs at the reconnection sites in the solar corona.

Features and consequences of EVDFs formed by magnetic reconnection have been theoretically and numerically investigated under a wide variety of conditions and approaches since decades ago\textsuperscript{15–23}. The most commonly found EVDFs of beams moving along the reconnection separatrices are due to acceleration by the reconnection electric field\textsuperscript{21,24,25}. There are other anisotropic and non-gyrotropic EVDFs including but not limited to triangular-shaped with striations near the X-point\textsuperscript{18}, arcs\textsuperscript{20}, flat-top\textsuperscript{26,27}, crescent and U-shaped distribution functions\textsuperscript{28}. They are attributed to the meandering motion of electrons near the X-point or other processes like pitch angle scattering or magnetic gradients in the outflow region. Here we focus only on those features that are a necessary condition for the microscopic plasma instabilities that can cause radio emission, e.g., Type III solar radio bursts (SRBs), and thus allow remote diagnostics of magnetic reconnection. The Type III SRBs are thought to be caused by electron beams accelerated in flare magnetic reconnection. The energetic electron beams then propagate outwards along the open magnetic field, e.g., into the solar wind, and emit radio emission along their way\textsuperscript{29–32}. Non-thermal EVDFs in the solar corona are not directly measurable but their consequences in the form of electromagnetic
waves are, for example, by means of ground-based radio-telescopes\textsuperscript{33,34}.

The relevant feature of EVDFs that can generate the micro-instabilities leading to formation of radio emission is related to their positive velocity gradients. In more precise terms, the so-called Penrose criterion\textsuperscript{35} establishes a necessary and sufficient condition for electrostatic instabilities. It is based on an integral of the derivative of the velocity distribution function in the (parallel) velocity space. It represents a weighted average of the positive gradients of the distribution functions, which contribute to the instability criterion, compared to the rest of the distribution function. For an electron beam enough separated from the main electron distribution function, it is equivalent to say that a positive gradient makes the distribution unstable to electrostatic waves, in particular Langmuir waves. The physics behind this criterion is just attributed to the inverse Landau damping. There are similar but much less known sufficient and necessary conditions for transverse waves and instabilities propagating along the magnetic field due to positive velocity gradients in the parallel direction as well\textsuperscript{36}. For purely electromagnetic instabilities due to positive gradients in the perpendicular velocity direction, and in particular for non-gyrotropic distribution functions, there seems to be a lack of a general theorem equivalent to the Penrose criterion to our knowledge. But for the specific case of the electron cyclotron maser instability (explained in detail below), the positive gradient(s) in the perpendicular velocity direction is a necessary condition for the instability, representing the population inversion of the maser mechanism. Note that positive velocity gradients in the electron distribution functions will always generate unstable waves because of the inverse Landau damping. But their growth rate may be too small compared to the frequency of the unstable waves if those velocity gradients are relatively weak. Such unstable waves, and so the instability itself, would be negligible in comparison with the normal plasma modes or the surrounding thermal noise. So in the remainder of this paper we search for positive velocity gradients in the electron distribution functions as a necessary condition for the instabilities discussed in the following.

In the field-aligned direction, EVDFs with parallel velocity space gradients, i.e., $v_\parallel \cdot \frac{\partial f}{\partial v_\parallel} > 0$, can cause streaming-like instabilities, which in turn usually generate unstable electrostatic Langmuir waves at the local plasma frequency and its harmonics, i.e., $\omega = n\omega_{pe}$ ($n = 1, 2, ...$) (see Refs.\textsuperscript{30,37–40} and references therein). Therefore the typical frequencies of this emission mechanism depend on the local plasma density. As proposed by the widely accepted plasma emission mechanism, these beam-generated Langmuir waves can further interact with ion-sound waves to produce electromagnetic emission via a multistage nonlinear wave-wave process. These electromagnetic
waves can eventually escape from the ambient plasma and be remotely observed, provided their frequencies are above the (cutoff) local plasma frequency $\omega_{pe}$ and their phase speed is equal to or greater than the speed of light $\omega/k \geq c$ (see Refs.\textsuperscript{30,41–47} and references therein). The plasma emission mechanism due to EVDFs with parallel velocity gradients has been investigated by kinetic simulations (see Refs.\textsuperscript{48,49} and references therein). This kind of EVDFs leading to streaming instabilities are often found in simulations of magnetic reconnection, their formation is mainly due to the parallel reconnection electric field\textsuperscript{16,22,50}. However, the properties of the emitted waves due to those distribution functions with positive sources of free energy have been comparatively much less studied, with a strong focus on the streaming instabilities in the separatrix region of reconnection\textsuperscript{19,51–54}.

In contrast, EVDFs with a positive velocity gradient in the direction perpendicular to the local magnetic field, i.e., $\partial f/\partial v_\perp > 0$, can cause the so-called electron cyclotron maser instabilities (ECMIs, see Refs.\textsuperscript{55–58} and references therein). The typical frequency of electromagnetic waves caused by ECMIs lies at the electron cyclotron frequency and its harmonics, i.e., $\omega = n\Omega_{ce}$ ($n = 1, 2, ...$). The conventional electron cyclotron maser emission mechanism operates when the electron cyclotron frequency is larger than the plasma frequency, i.e., $\Omega_{ce} \geq \omega_{pe}$. This condition occurs in region with relatively low density and strong magnetic field, for example, density cavities in magnetic reconnection (see Refs.\textsuperscript{59,60} and references therein). Those generated electromagnetic waves can then directly emit out as X polarized waves from the ambient plasma. Treumann and Baumjohann\textsuperscript{58} pointed out that electromagnetic waves can escape from plasmas with the opposite frequency condition $\Omega_{ce} < \omega_{pe}$, if the harmonics of $\Omega_{ce}$ are excited strongly enough. In such a case, the remotely observed radio emission is possibly not at the fundamental frequency $\Omega_{ce}$ but at its harmonics.

Analytical studies and kinetic PIC simulations of the ECMI are often relied on the so-called ring EVDF, which resembles a ring in the 2D velocity space perpendicular to the local magnetic field and satisfies $\partial f/\partial v_\perp > 0$\textsuperscript{40,61–65}. Although a very idealized model of EVDF, ring distributions of electrons have been obtained in kinetic magnetic reconnection simulations\textsuperscript{66,67}. However, what it is practically more often observed is partial-ring EVDFs in the 2D velocity space perpendicular to the local magnetic field, they are named as perpendicular crescent-shaped EVDFs or electron crescents. Another type of crescent along the parallel velocity direction is often discussed as well\textsuperscript{12}. Perpendicular crescent-shaped EVDFs have been observed by the MMS mission in the Earth’s magnetopause where magnetic reconnection takes place in asymmetric configurations\textsuperscript{12,68–71} and
in the Earth’s magnetotail where magnetic reconnection is symmetric. Kinetic PIC simulations of asymmetric reconnection with conditions similar to those in magnetopause reconnection have generated the perpendicular crescent-shaped EVDFs.

There are different proposed formation mechanisms behind those perpendicular crescent-shaped EVDF in magnetic reconnection. In general, those EVDFs are associated with finite gyroradius effect, which preferentially occurs in the neighborhood of the X-point of reconnection where the magnetic field strength is weak and particles perform meandering motion, or near the separatrices where there are steep gradients. Analytical and numerical analysis show meandering electrons have indeed led to crescent-shaped EVDFs and even earlier to similar crescent-shaped velocity distribution of ions. In particular, some mechanisms attribute the formation of those EVDF to the $E \times B$ drift caused by the electric field associated to asymmetric reconnection, while others have claimed that crescent-shaped EVDFs do not depend on those asymmetric electric fields but rather only on magnetic field gradients.

Numerical studies of electron bunches crossing tangential discontinuities have indeed revealed formation of crescent-shaped EVDFs due to gradient-$B$ drift. It is therefore expected that under strong guide magnetic fields, where magnetic field strength gradients are weaker, crescent-shaped EVDFs would tend to be suppressed. Bessho et al. investigated the guide field effects on the EVDFs formed in kinetic PIC simulations of asymmetric reconnection. They identified two effects associated with a weak guide field on the crescent-shaped EVDFs: a widening of the opening angle and a cutoff in a reduced EVDF along a direction that is oblique to the magnetic field. Egedal et al. found that the observed crescent-shaped EVDFs in asymmetric reconnection can be accounted for by an extension of their trapping model, basically considering an additional population of electrons coming from the magnetosheath side of the current sheet. The physical mechanism is due to an energy cutoff in the distribution functions that can be traced back to gradients and diamagnetic drifts on scales of the order of an electron gyroradius.

Note that most of the aforementioned studies are based on either a test particle approach or 2.5D PIC simulations of kinetic magnetic reconnection. But the features of 3D magnetic reconnection can be very different to its 2D counterpart. The additional degree of freedom (let us say, z-direction) could allow for a more efficient release of the free energy. Indeed, it is expected that EVDFs with positive gradients in the out-of-plane direction (i.e., along $v_z$ direction) will release their energy via streaming instabilities via unstable waves with a $k_z$ vector. This process is not possible in a 2D configuration. This is particularly relevant under the influence of a (relatively
strong) guide field, because the reconnection electric field will accelerate electrons along the $z$-direction, which direction will be mostly aligned to the total magnetic field pointing also very near the $z$-direction (at least near the reconnection midplane). So the evolution of those electron distribution functions will be clearly different whether the $z$-direction is allowed (3D) or not (2D). 3D magnetic reconnection kinetic simulations can become more turbulent as a result of field-aligned streaming instabilities\textsuperscript{84,85}. But a systematic characterization of the EVDFs in 3D kinetic magnetic reconnection is still lacking. And more so the identification of the EVDFs features relevant to the instabilities that can cause radio emission: i.e., velocity space gradients in EVDFs along the parallel or perpendicular directions to the local magnetic field. Only a very limited number of 3D kinetic magnetic reconnection simulations have shown evidence of, e.g, crescent-shaped EVDFs\textsuperscript{86,87}. Moreover guide field effects on all those processes remain also unexplored, a parameter that plays a critical role in solar coronal conditions where those instabilities presumably develop.

In addition to all the previous physical considerations, the systematic analysis of the availability of sources of free energy offered by EVDFs generated by magnetic reconnection is a challenging problem. Only very recently the first attempt for such a diagnostic has been carried out\textsuperscript{88}. They implemented an unsupervised machine learning technique to the EVDFs formed by 2D magnetic reconnection simulations in different guide field strengths, non-Maxwellian features of EVDFs can be automatically detected. By using this method they identified the reconnection region providing an additional signature beyond more traditional criteria like those based on the non-gyrotropy of the electron pressure tensor\textsuperscript{89} or the dissipation measure in the electron frame of reference\textsuperscript{90}. What is more interesting of this machine learning technique is its capability to automatically identify non-Maxwellian features such as formation of non-thermal electron beams and their possibility to offer sources of free energy causing micro-instabilities, their temperatures and associated anisotropies.

In order to fill the gaps from previous studies, we thus aim at a systematic characterization of the possible sources of free energy from the EVDFs due to 3D kinetic magnetic reconnection. We restrict ourselves in particular to positive velocity gradients (along the parallel or parallel or perpendicular direction) in those EVDFs since they are necessary conditions for the micro-instabilities eventually leading to radio emission. Note that this does not necessarily imply that the reconnection sites are unstable and emit radio waves. Rather that radio emission is due to the electron beams generated by reconnection, as per the standard model of solar flares. The electron
beams will eventually emit radiation further away from the reconnection region as they propagate in the solar corona and solar wind. A proper description of this radio emission would require a transport model for the electron propagation at AU scales. The objective of our paper is to characterize just the first step in this chain of events, the formation of electron beams.

For this purpose, we extend and apply a similar unsupervised machine learning algorithm already developed by to determine the those features of the EVDFs in reconnection. We in particular assess the guide field effects on those sources of free energy.

The organization of this paper is as follows: in the Sec. II, simulations setup, parameters and diagnostics are described. In the Sec. III, the results of formation of non-thermal electron beams, possible sources of free energy and their dependence on the strength of guide field are discussed. In the Sec. IV, we summarized the formation of EVDFs and the expected sources of free energy in reconnection plane in dependence on the guide field strength.

II. SIMULATIONS AND DIAGNOSTICS

A. Simulation setup

In order to analyze the EVDFs formed in 3D kinetic magnetic reconnection, we carried out numerical simulations using the 3D fully kinetic particle-in-cell (PIC) code ACRONYM (see also http://plasma.nerd2nerd.org/papers.html). We initialized our simulations with a Harris current sheet equilibrium with different guide field strengths. Note that some parameters and initial conditions of the simulations are similar to those in Refs. 21,85.

The simulations were initialized with two current sheets sufficiently separated to avoid their interaction at short timescales. The main reason to apply two current sheets is due to the implementation of periodic boundary conditions in all three directions. Note that we only concentrate on one of the CSs for all investigations of EVDFs.

The initial magnetic field of the two current sheets is expressed as follows:

$$B(x) = B_\infty \left[ \tanh \left( \frac{x - L_x/4}{L} \right) - \tanh \left( \frac{x - 3L_x/4}{L} \right) - 1 \right] e_y + B_g e_z$$

(1)

here $L = 0.25d_i$ is the current sheet halfwidth with $d_i$ the ion skin depth. $B_\infty$ is the asymptotic reconnection magnetic field, $B_g$ is the strength of the guide field in the out-of-the-reconnection-plane direction (or simply the out-of-plane direction, here it is the $z$ direction) and $b_g = B_g/B_\infty$ is defined as the relative guide field. $L_x$ is the simulation box size along $x$ direction (while $L_y$ and $L_z$
are the sizes along $y$ and $z$ directions respectively). We chose homogeneously distributed plasma and equal ion and electron temperatures, i.e., $T_i/T_e = 1.0$. The ion-to-electron mass ratio is set to be $\mu = m_i/m_e = 100$. Provided the Harris sheet equilibrium and the associated equilibrium between magnetic and thermal pressures, the asymptotic magnetic field is constrained by the electron thermal speed $v_{the} = \sqrt{k_B T_e/m_e}$ (here $v_{the} = 0.1c$) in the following way:

$$B_\infty = \frac{m_e}{e} \omega_{pe} v_{the} \sqrt{2 \left( 1 + \frac{T_i}{T_e} \right)}$$

(2)

here $\omega_{pe} = \sqrt{4\pi n_0 e^2/m_e}$ is the electron plasma frequency calculated based on $n_0$: the central peak density of each species defined via the following density profile derived from the Harris sheet equilibrium for the two current sheets:

$$n(x) = n_0 \left[ \cosh^{-2} \left( \frac{x-L_x/4}{L} \right) + \cosh^{-2} \left( \frac{x-3L_x/4}{L} \right) \right] + n_{bg}$$

(3)

here $n_{bg}$ is the background population density added to avoid vacuum out of the current sheets. Note that the expression of particle number density Eq. (3) is valid for both ions and electrons due to the neutrality condition $n_i(x) = n_e(x) = n(x)$.

Another constraint of the Harris sheet equilibrium is a relation between the drift speeds of ions and electrons and the current sheet halfwidth $L$. Assuming equal ion and electron temperatures, this constrain implies that the drift velocities of the ions and electrons are equal in magnitude but of opposite signs in the out-of-plane direction, i.e., $U_e = -U_i = U_z e_z$, with $U_z = -v_{th,e} d_i/(\sqrt{\mu L})$. The expression is valid for the left half of the domain in the $x$ direction (i.e., for the left current sheet), while the right half-domain (with the right current sheet) has opposite drift velocities for both species. In our simulation $U_z = 0.04c$. This implies that the total out-of-plane current density is oppositely directed for either current sheet in the following way:

$$J_z(x) = 2en_0 |U_e| \left[ \cosh^{-2} \left( \frac{x-L_x/4}{L} \right) - \cosh^{-2} \left( \frac{x-3L_x/4}{L} \right) \right]$$

(4)

the electron and ion current densities equally contribute to the total current density in each current sheet.

The systems are initialized with a perturbation in the magnetic field components $B_x$ and $B_y$ to accelerate the reconnection onset by seeding an O and X point at either current sheet. It can be derived from the following out-of-reconnection-plane vector potential:

$$\delta A_z = \delta P \cdot B_\infty \cdot \frac{L_y}{2\pi} \sin^2 \left( \frac{2\pi x}{L_x} \right) \sin \left( \frac{2\pi (y+L_y/4)}{L_y} \right) \cosh^{-2} \left( \frac{z-L_z/2}{\sigma_z} \right)$$

(5)
TABLE I: Parameters of 3D PIC code simulations of magnetic reconnection. Here \( b_c \approx 0.376 \) is the critical magnetic field, and \( \kappa_{\text{min}} \) is the minimum of curvature parameter calculated by Eq. (8) on the reconnection plane \( z = 8d_i \) for each simulation.

| Run | \( b_g \) | guide field | \( \kappa_{\text{min}} \) |
|-----|--------|-------------|------------------|
| 1   | 0      | none        | \( \sim 0.1 \)   |
| 2   | \( b_c \approx 0.376 \) | weak       | \( \sim 1.0 \)   |
| 3   | \( 2b_c \approx 0.752 \) | intermediate | \( \sim 3.0 \)   |

with an amplitude of \( \delta P = 0.07 \) and \( \sigma_z = 0.25d_i \). In particular, the localization in the \( z \) direction is to trigger reconnection at the middle of the simulation box (in contrast to trigger reconnection at all points along the \( z \) direction).

All the simulations are calculated on a 3D mesh with \( N_x \times N_y \times N_z = 256 \times 512 \times 1024 \) grid points. The 3D simulation box covers a physical domain \( L_x \times L_y \times L_z = 4d_i \times 8d_i \times 16d_i \). The grid cell size is \( \Delta x = 1.56\lambda_D \) with the Debye length \( \lambda_D = \sqrt{k_B T_e / (4\pi n_0 e^2)} \), and the time step is chosen to be \( \Delta t = 0.56\Delta x/c \) in order to fulfill the Courant-Friedrichs-Lewy (CFL) condition for light wave propagation. The number of particles per cell for the current carrying population of electrons and ions is 80 per species at the center of the current sheet (peak value of the Harris current sheet density) and 13 for the background species.

We carried out three simulations of magnetic reconnection with varying external magnetic fields (see Table I). The initial relative guide field \( b_g \) is determined by the critical magnetic field \( b_c \). This quantity, which plays an important role on the linear tearing mode instability, represents the relative guide field that is necessary to fully magnetize the electrons with thermal speed \( v_{\text{the}} \) in the central layer of the current sheet and is equal to \( b_c = 1/\sqrt{2} \cdot \left( \sqrt{2}r_i/L \right)^{1/2} \cdot \left( T_e m_e / (T_i m_i) \right)^{1/4} \), where \( r_i = v_{\text{thi}} / \Omega_{ci} \) is the thermal ion gyroradius derived from \( B_{\infty} \). In this study, the critical magnetic field value is \( b_c = 0.376 \). The regime \( b_g < b_c \) is denoted as the weak guide field limit in which electrons trajectories are dominantly affected by the Harris magnetic field \( B_{\infty}(x) \), while the opposite limit \( b_g \gg b_c \) refers to the strong guide field regime, in which electrons are fully magnetized by the guide field. The transitional regime between the unmagnetized and fully magnetized electron trajectories is denoted in the following as the intermediate range of guide fields.
B. Diagnostics

In this study, resulting EVDFs are evaluated in the following local velocity reference frame at each location in the reconnection plane:

\[
\begin{align*}
    e_\parallel &= b \\
    e_{\perp 1} &= (b \times u / |u|) \times b \\
    e_{\perp 2} &= b \times u / |u|
\end{align*}
\] (6)

Here \( b = B / |B| \) is the unit vector of the local magnetic field \( B \) and \( u \) is the local electron bulk flow velocity. These three basis unit vectors determine a local right-handed orthogonal velocity coordinate system. \( e_\parallel \) is the unit vector along (or parallel) to the local magnetic field, while \( e_{\perp 1} \) and \( e_{\perp 2} \) are other two unit vectors perpendicular to the local magnetic field.

The EVDFs to be investigated are in essence the probability density functions, namely, they are estimated as the frequency of particle number per bin in the 2D or 1D velocity space and normalized by the total number of particles. As a result, the integral of the EVDF over the whole space where it is estimated will yield 1. For example, for the 2D EVDF calculated in \( v_\parallel - v_{\perp} \) plane, we have \( \iiint f(v_\parallel, v_{\perp}) dv_\parallel dv_{\perp} = 1 \), while for the 1D EVDF of \( v_\parallel \), we get \( \int f(v_\parallel) dv_\parallel = 1 \).

Here \( v_\parallel \) and \( v_{\perp} = \sqrt{v_{\perp 1}^2 + v_{\perp 2}^2} \) are the local parallel and perpendicular electron velocities in the local reference frame determined by Eq. (6).

As discussed above, a possible source of free energy and necessary condition for micro-instabilities eventually leading to radio emission is the presence of positives gradients in the 1D EVDFs \( f(v_\parallel) \) and \( f(v_{\perp}) \) separately. However, different from investigating positive gradients in the field-aligned EVDF \( f(v_\parallel) \), we look for positive gradients in the perpendicular EVDF \( f(v_{\perp})/2\pi v_{\perp} \) rather than in \( f(v_{\perp}) \). The reason is because the thermal electron population always contributes an additional positive gradient in \( f(v_{\perp}) \) besides the possible gradient(s) caused by non-thermal electrons. Positive gradients in \( f(v_{\perp})/2\pi v_{\perp} \), on the other hand, only are due to non-thermal electrons.

In this study, an unsupervised machine learning algorithm, namely, the Bayesian Gaussian mixture model (BGMM), is extended to fit the 1D EVDFs and to identify the possible sources of free energy generated in simulations of magnetic reconnection.

We now briefly describe why we used this approach. The appropriate fitting distributions to EVDFs should take both physical and mathematical considerations into account. In low-energy
regions, like those away from the current sheet, the plasma is Maxwellian (or bi-Maxwellian) distributed. Some common deviations from this distribution, prone to happen in collisionless magnetic reconnection, are electron beams with eventually anisotropic temperatures, which are usually associated to more high-energy regions. Their total EVDFs can then be represented as a superposition of Maxwellian EVDFs, at least to a first order approximation, although more complex features can also exist. This simplified assumption could be justified based on the fact that large deviations from Maxwellian EVDFs in the form of distribution functions with positive gradients are not sustainable for a long time in collisionless plasmas. This is because those gradients tend to be reduced due to the inverse Landau damping effect and consequently the deviations from a Maxwellian are reduced as well.

A distribution that combines both low-energy Maxwellian and high-energy non-Maxwellian features is the Kappa distribution, which has been extensively applied to collisionless space and astrophysical plasmas\cite{1,2}. Mathematically speaking, a single Kappa distribution population can be approximately fitted by the sum of a central Gaussian distribution function to fit the core and a sum of Gaussian distributions function with large widths to fit its wide tail. In this way, many EVDFs in space and astrophysical plasma can be fitted by a sum of Gaussian distributions\cite{3}.

Based on this assumption, we firstly fit the velocity distribution function of electrons by a sum of Gaussians by the so-called Gaussian mixture model (GMM)\cite{4} as follows:

\[
f(v|\Phi) = \sum_{k=1}^{K} A_k \mathcal{N}(v|\mu_k, \Sigma_k)
\]

where \( A_k \) corresponds to the weight of the \( k \)-th component of the Gaussian distribution, \( \mathcal{N} \) indicates the multivariate Gaussian distribution parameterized by the mean vector \( \mu_k \) and the covariance matrix \( \Sigma_k \), the mixture parameter \( \Phi = \{A_1, A_2, ..., A_K, \mu_1, \mu_2, ..., \mu_K, \Sigma_1, \Sigma_2, ..., \Sigma_K\} \) includes all the parameters of the GMM. The quantity \( |A_i|^2 \) represents the intensity of the \( k \)-th component of the Gaussian mixture, and \( \mu_k \) and \( \Sigma_k \) indicate the bulk flow velocity and thermal speed, respectively. The GMM model is ideal for our purposes because it allows to fit the most common distribution functions expected in reconnection and easily determine their properties such as mean bulk flow speed or temperature.

In order to compensate for the overfitting of GMM models, the second step is to assess the appropriate number of sub-populations based on the model selection technique named Bayesian information criterion (BIC). By introducing a penalty term associated with the number of parameters in the model, this model selection method can automatically determine the appropriate number
of sub-populations. See a detailed discussion about the BGMM algorithm applied to the EVDFs in Appendix A.

The formation of EVDFs for different guide field regimes critically depend on the electron dynamics. During the non-linear process of magnetic reconnection, the electrons crossing the magnetic field reversal can be characterized by a curvature parameter in the following form:

$$\kappa = \min \sqrt{\frac{R_B}{\rho_{eff}}}$$

(8)

here $R_B = |b \cdot \nabla b|^{-1}$ is the curvature radius of a local magnetic field line, $b = B/|B|$ is the unit vector of local magnetic field, $\rho_{eff} = \sqrt{Tr(P_e)/3m_e n_e}/\Omega_{ce}$ is the effective electron Larmor radius in the local magnetic field $B$, $\Omega_{ce}$ is the local electron cyclotron frequency and $P_e$ is electron pressure tensor. The $\kappa$ parameter dynamically changes during the course of evolving magnetic reconnection and it depends on the magnetic field geometry: for $\kappa \leq 1$, electrons are mostly non-adiabatic and form non-gyrotropic distributions like the meandering (or Speiser) motion across the central reconnection plane. For $\kappa \geq 2.5$, electrons are fully magnetized or adiabatic, and their distributions are mostly gyrotropic. The transition regime between those two limits is in between $1 \leq \kappa \leq 2.5$.

III. RESULTS

A. Global evolution and selection of time snapshots for analysis

As mentioned above, we focused on one of the current sheets in each simulation in this study. Fig. 1 (a,c,e) show the 3D spatial configuration of the out-of-plane current density $j_z$ within the ranges $z = 12 \pm 0.5d_i$, $8 \pm 0.5d_i$, $4 \pm 0.5d_i$, respectively, at $t = 5.25 \Omega_{ci}^{-1}$ for Run1 (the antiparallel magnetic reconnection case with $b_g = 0$). They roughly have a similar structure on each reconnection plane, namely, the X-point varies around $x = d_i$, $y = 4d_i$ to some degree and the O-point fluctuate around $x = d_i$, $y = 0 \sim 2d_i$ and $x = d_i$, $y = 6 \sim 8d_i$, respectively. Fig. 1(b,d,f) show the corresponding 3D spatial structure of magnetic field lines near the reconnection plane at $z = 12d_i$, $8d_i$, $4d_i$ respectively. The magnetic field lines around the O points show a spiral-like form. At $z = 8d_i$, the magnetic field lines at $x = d_i$, $y = 8d_i$ are roughly onto the reconnection plane. While in the diffusion and separatrices regions, the magnetic field lines at different $z$-heights roughly run within the $x - y$ plane, with little variation on the $z$-direction. This implies
FIG. 1: The out-of-plane current density $j_z$ (left column: a, c, e) and corresponding magnetic field lines (right column: b, d, f) within current sheet at $z = 12 \pm 0.5d_i$, $8 \pm 0.5d_i$, $4 \pm 0.5d_i$ (from top to bottom), respectively, at $t = 5.25 \Omega_{ci}^{-1}$ for Run1. The current density $j_z$ is normalized by $j_0 = en_0v_{th,e}$, each magnetic field line is multicolored by the normalized strength of magnetic field $B/B_0$ (with $B = |B|$) where it runs. The unit of the three axes is the ion skin depth $d_i$. 
that on each reconnection plane, the topology of magnetic field lines in most regions especially in the inflow and separatrix regions behaves like the typical 2D reconnection structure. There are variations in the topology of magnetic field lines along the $z$ direction, but they can still be roughly approximated by a 2D reconnection structure. Those variations can be seen in Fig. 10 showing the structure of the current density component $j_z$ in the out-of-the-reconnection plane direction, which modulates the variations of the magnetic field at the calculated plane (near the X-point). Similar results are observed in other simulations. In the following, EVDFs are estimated on each reconnection plane at different $z$-heights. At each location (point) on a reconnection plane, EVDFs are estimated by velocities of electrons within a spherical region of radius $\leq 0.1d_i$ centered at this point in the local velocity reference frame determined by Eq. (6).

Fig. 2 (b1) shows the reconnection rates of our three PIC magnetic reconnection simulations in various guide fields. This quantity characterizes the reconnection efficiency and is numerically calculated by the time rate of the reconnected magnetic flux passing through the rectangular plane (see the rectangular plane delimited by the red box in Fig. 2(a)) between the X-line, O-line and boundaries of the simulation box, namely, $d\Psi/dt$ (see solid curves in Fig. 2(b1)). Note that for this calculation we assumed a standard 2D reconnection geometry for the location of the X and O points. This ignores the variation in the out-of-plane direction and the more complicated structure of the magnetic field due to the wavy structure of the current sheet in the out-of-plane direction (see Fig. 10). But in average (along the $z$-direction) the X and O points are approximately located at the points required by our calculations of the reconnection rate as explained above.

Due to the initial perturbation and reconnected magnetic flux available in the simulation box, reconnection saturates at $t = 6.5\Omega_{ci}^{-1}$ for Run1, $t = 7.5\Omega_{ci}^{-1}$ for Run2 and after $t = 8.2\Omega_{ci}^{-1}$ for Run3 respectively. Those times are relatively short in units of the inverse cyclotron times in comparison with other simulations. This mainly has to do with the relatively small simulation box size along the $x$ direction and the consequent small available magnetic flux to be converted by magnetic reconnection. The larger the simulation box the larger the available magnetic flux which implies that magnetic reconnection can be sustained for longer times. A second reason is the relatively thin initial current sheet. That enhances the growth rates of the tearing mode instability triggering magnetic reconnection. As a result simulations of magnetic reconnection will take less time to evolve and to reach saturation in comparison with equivalent simulations using an initially thicker current sheet.

The maxima of reconnection rates are larger than $0.6 B_\infty v_A/c$, with $v_A = B_\infty/\sqrt{4\pi n_i m_i}$ the
FIG. 2: (a) Illustration of the rectangular plane (delimited by the red box) between X-line, O-line and boundaries of the simulation box where the magnetic flux across. The reconnection rate is calculated by the time derivative of the reconnected magnetic flux passing through this plane $\Psi = \int \vec{B} \cdot d\vec{S}$. (b1) Reconnection rate $d\Psi/dt$ (solid curves). (b2-4) The out-of-plane current density $j_z$ at $z = 8 d_i$ for Run1 at $t = 5.25 \Omega_{ci}^{-1}$, Run2 at $t = 5.5 \Omega_{ci}^{-1}$ and Run3 at $t = 6.75 \Omega_{ci}^{-1}$ displayed on the $x - y$ reconnection plane, respectively. The reconnection rate is normalized by $B_\infty v_A/c$, with $v_A$ the Alfvén speed, and the current density $j_z$ is normalized by $j_0 = e n_0 v_{th_e}$. 

Alfvén speed. The results show that a stronger guide field delays the onset of reconnection. This effect has already been discussed extensively for a wide variety of magnetic reconnection condition, being attributed to the Hall effect of magnetized electrons interacting with the ions$^{100,101}$. Note that the obtained peak reconnection values are larger than the typical reconnection values, i.e., 0.1 in normalized units of $B_\infty v_A/c$ (in CGS units). Those values are commonly observed$^{102,103}$. Our larger values can be attributed to numerical effects due to the reduced size of the simulations box and the interaction of the second current sheet (not shown in those plots).

In this study, we concentrated on EVDFs generated by reconnection near the time when reconnection rates reach values about and slightly above $\sim 0.1$ in normalized units. For example, at time
$t = 5.0 - 5.5 \Omega_{ci}^{-1}$ for Run1, $t = 5.5 - 6.0 \Omega_{ci}^{-1}$ for Run2 and $t = 6.75 - 7.25 \Omega_{ci}^{-1}$ for Run3. The out-of-reconnection-plane current density $j_z$ at $z = 8d_i$ of Run1 at $t = 5.25 \Omega_{ci}^{-1}$, Run2 at $t = 5.5 \Omega_{ci}^{-1}$ and Run3 at $t = 6.75 \Omega_{ci}^{-1}$ in the $x-y$ plane are shown in Fig. 2 (b2, b3, b4), respectively.

B. Non-thermal EVDFs: Harris and background electron populations

As discussed in Sec. II, each simulation is initialized with two electron populations, one establishes the Harris current sheet equilibrium and the other one with a constant density background (see Eq. (3)). We find that the Harris electrons contribute more to the formation of non-thermal electron beams, while background electrons are mainly Maxwellian distributed at each point on the reconnection plane.

We should note the relative contribution of the Harris population to the total electron distribution function depends on time scales of reconnection, which are reduced in the case of small domains sizes, like in our simulations. We would expect that at later times fresh plasma from the inflow region, belonging to the background population will have a more important contribution. But a quantitative assessment of this effect would require a larger parametric study involving not only different simulation sizes, but also eventually different types and amplitudes of the initial perturbation which also play a role in the onset of reconnection. In addition, we should also mention that the boundary conditions also influence the contribution of different populations. In a simulation with periodic boundary conditions like ours, the Harris population is pushed to the outflow regions which eventually reenter the simulation domain, so that the Harris population can always be found inside of the current sheet. In a simulation with open boundary conditions in the outflow region, a large part of the Harris population will eventually escape, with a consequent larger proportion of background electrons coming from the inflow plasma.

Fig. 3 shows the distribution of electrons in the velocity space. The electrons are collected from a spherical region of radius $\leq 0.1d_i$ centered at point A (see Fig. 2 (a2)) in the diffusion region on the reconnection plane at $z = 8d_i$ and $t = 5.25 \Omega_{ci}^{-1}$ for the antiparallel magnetic reconnection Run1. Fig. 3(a) shows the distribution (scatter plot) of the total electrons in the 3D velocity space. Each dot indicates an electron and it is multicolored by the speed $v = \sqrt{v_{\parallel}^2 + v_{\perp}^2}$ of the electron. The total electrons can be separated into two parts: the thermal core (see dots with cold colors) and the non-thermal electrons (see dots with warm colors) which resemble beams along the field-aligned direction parallel to $B$. Indeed, those beams can be seen in the 2D EVDF of the Harris electrons.
FIG. 3: Velocity distribution of electrons within a spherical region of radius \( \leq 0.1d_i \) centered at point A (see Fig. 2 (a2)) on the reconnection plane at \( z = 8d_i \) and time \( t = 5.25\Omega_{ci}^{-1} \) for Run1. (a) Distribution of total electrons in the 3D velocity space (scatter plot). Each dot indicates an electron and it is multicolored by the speed \( v = \sqrt{v_{\parallel}^2 + v_{\perp}^2} \) of the electron. (b1-b3) 2D EVDFs \( f(v_{\parallel}, v_{\perp}) \) of Harris, background and total electrons in \( v_{\parallel} - v_{\perp} \) plane respectively. (c1-c3) 1D EVDFs \( f(v_{\parallel}) \) (the red curves) of Harris, background and total electrons respectively. The gray dots show the frequency of particle number per bin in velocity space (for a bin width of \( w = 0.005c \)).

(see Fig. 3(b1)) as two separate enhancements centered approximately at \( v_{\parallel} = \pm 0.2c, v_{\perp} = 0.15c \). The corresponding 1D parallel EVDF \( f(v_{\parallel}) \), which are obtained by integrating the 2D EVDFs along the perpendicular direction (see Fig. 3(c1)), also shows locations of two separate beams at about \( v_{\parallel} = \pm 0.2c \) in the parallel direction. The 2D EVDF of background electrons (see Fig. 3(b2)) are mainly Maxwellian distributed around \( v_{\parallel} = 0, v_{\perp} = 0 \) in the \( v_{\parallel} - v_{\perp} \) plane, and its 1D EVDF \( f(v_{\parallel}) \) (see Fig. 3(c2)) shows a nearly bell-shaped distribution function around \( v_{\parallel} = 0 \). In this way, the 1D EVDF of total electrons (as a sum of both Harris and background electrons) shows three
FIG. 4: Velocity distribution of electrons within a spherical region of radius $\leq 0.1d_i$ centered at point B (see Fig. 2 (a2)) on the reconnection plane at $z = 8d_i$ and $t = 5.25\Omega_{ci}^{-1}$ for Run1. (a) Distribution of total electrons in the 3D velocity space. (b1-b3) 2D EVDFs $f(v_{\perp 1}, v_{\perp 2})$ of Harris, background and total electrons in $v_{\perp 1} - v_{\perp 2}$ plane respectively. (c1-c3) 1D EVDFs $f(v_{\perp})/2\pi v_{\perp}$ (the red curves) of Harris, background and total electrons, respectively. Other quantities are same to those shown in Fig. 3.

separated maxima with comparable values along the parallel direction, i.e., two from the Harris electrons at $v_{\parallel} = \pm 0.2c$ and one from the background electrons at $v_{\parallel} = 0$ (see Fig. 3(c3)).

Fig. 4 shows the velocity distribution of electrons collected from a spherical region of radius $\leq 0.1d_i$ centered at point B (see Fig. 2 (a2)) a bit off the X point into the inflow region on the reconnection plane at $z = 8d_i$ and $t = 5.25\Omega_{ci}^{-1}$ for Run1. Fig. 4(a) shows the distribution of total electrons in the 3D velocity space: the thermal core (see dots with cold colors) and non-thermal electron beams off the local magnetic field $B$ axis and to the positive $v_{\perp 1}$ direction (see dots with warm colors). The beam is better seen in the 2D EVDF $f(v_{\perp 1}, v_{\perp 2})$ of Harris electrons shown in the $v_{\perp 1} - v_{\perp 2}$ plane (see Fig. 4(b1)), which are obtained by integrating along the parallel direction.
The Harris electrons population shows a crescent-shaped feature in the $v_{\perp 1} - v_{\perp 2}$ plane, while the azimuthally integrated 1D EVDF $f(v_{\perp})/2\pi v_{\perp}$ shows that a local maximum occurs at $v_{\perp} \approx 0.16c$ (see Fig. 4(c1)). The latter implies a positive gradient in the perpendicular EVDF. On the other hand the bulk flow speed of the background electrons is near zero and these electrons exhibit a Maxwellian distribution (see 2D EVDF in Fig. 4(b2) and its 1D EVDF in Fig. 4(c2)). As a result, the resulting total 2D EVDF shows both thermal core and the crescent-shape feature (see Fig. 4(b3)), while its 1D EVDF, on the other hand, shows no positive gradient in the $f(v_{\perp})/2\pi v_{\perp}$ (see Fig. 4(c3)).

Note that at the points A and B, even though positive gradients exist in the 1D EVDFs calculated from Harris electrons (see Fig. 3(c1) and Fig. 4(c1)), the gradients are not present in the 1D EVDFs from total electrons (see Fig. 3(c3) and Fig. 4(c3)). This is because the background electrons are mainly thermally distributed and contribute more significantly to the total electron density than the Harris electrons, which has a significant influence on the formation of positive gradients in 1D EVDFs of total electrons. As a result, the locations where sources of free energy are available is a subset of those where non-thermal electron beams exist.

The results show that the Harris electron population tend to be the population responsible for the non-thermal features in the total EVDFs (in both parallel and perpendicular direction to the local magnetic field), while the background population deviates slightly from a Maxwellian distribution. In this study, we concentrated on the non-thermal electron beams which can offer sources of free energy in the form of positive gradients in their EVDFs as a necessary conditions for micro-instabilities. For this purpose, we identify and focus on two types of EVDFs: (1) those with a positive velocity gradient in 1D EVDFs from the Harris electron population, which is useful to identify the formation mechanism of non-thermal electron beams. (2) those with a positive gradient in the 1D EVDF from the total electrons (as a sum of Harris and background electrons), which determines the existence of parallel/perpendicular sources of free energy.

C. Harris electron population EVDFs

Fig. 5 shows the distribution of non-thermal electron beams, which is determined by the existence of positive velocity gradient(s) in 1D EVDFs of the Harris electron population in the field-aligned (denoted by red dots in Fig. 5(a1)) and perpendicular (denoted by red dots in Fig. 5(a1)) directions to the local magnetic field separately, as well the ratio of electron cyclotron frequency
FIG. 5: Distribution of non-thermal electron beam (red dot) in the directions parallel (a1) and perpendicular (a2) to the local magnetic field on the plane \( z = 8d_i \) at \( t = 5.25\Omega_{ci}^{-1} \) for Run1. The non-thermal electron beam is determined by the existence of positive velocity gradient(s) in EVDFs of the Harris electron population at each location on the reconnection plane. The background quantity in gray-scale is the out-of-reconnection-plane current density \( j_z \) normalized by \( j_0 \). (b1) The ratio of electron cyclotron frequency to plasma frequency \( \Omega_{ce}/\omega_{pe} \) and (b2) the curvature parameter \( \kappa \) calculated by Eq. (8). Magnetic field lines (white curves) are overlaid, which are computed from the out-of-plane vector potential to a first order approximation.

(Fig. 5(b1)) to plasma frequency \( \Omega_{ce}/\omega_{pe} \) and the curvature parameter \( \kappa \) (Fig. 5(b2)) calculated by Eq. (8) on the plane \( z = 8d_i \) at \( t = 5.25\Omega_{ci}^{-1} \) for Run1. In this case, EVDFs with a positive parallel velocity gradient in the Harris electron population mainly form in the diffusion region below the X point and two bottom-branches of separatrices, while the corresponding perpendicular velocity gradients are generally distributed in the diffusion region and outflow region near the midplane (roughly located at \( x = d_i \)) of reconnection plane. The cyclotron to plasma frequency ratio \( \Omega_{ce}/\omega_{pe} \) is generally greater than 0.5 in the inflow regions, while it is less than 0.5 elsewhere.
In the separatrices the ratio $\Omega_{ce}/\omega_{pe} \approx 0.4 \sim 0.5$.

In the diffusion region and outflow region near the midplane, the curvature parameter $\kappa$ is roughly about 1, namely, $\kappa \approx 1$. This implies electrons here are mainly unmagnetized (or weakly magnetized) and non-adiabatic, they mainly contribute to the formation of EVDFs with a positive perpendicular velocity gradient. While EVDFs with a positive parallel velocity gradient are mainly due to magnetized electrons with $\kappa \geq 3$ in the separatrices.

Fig. 6 shows 2D EVDFs in the $v_\parallel - v_\perp$ plane as well as the associated integrated 1D EVDFs $f(v_\parallel)$ at four different points (i.e., points $P_i$ ($i = 1, 2, 3, 4$) in Fig. 5(a1)). These EVDFs are derived from Harris electrons within a spherical region of radius $\leq 0.1d_i$ at each location on the reconnection plane $z = 8d_i$ and time $t = 5.25\Omega_{ci}^{-1}$ for Run1. Let us discuss firstly the EVDFs at points $P_2$ and $P_3$ in the diffusion region. Fig. 6 (a2) shows that at point $P_2$ (see Fig. 5(a1)) two counter-propagating beams with parallel bulk flow speed $\approx v_\parallel \approx \pm 0.18c$ in the $v_\parallel - v_\perp$ plane, while Fig. 6 (b2) clearly shows corresponding 1D EVDF $f(v_\parallel)$ having two peaks located at $v_\parallel \approx \pm 0.18c$. A rough estimation of the uncertainty of the fitting is given by the standard deviation $\sigma$ between the data $f_i$ and the fitted curve $f(v_\parallel)$, i.e.,

$$\sigma = \sqrt{\sum_i (f_i - f(v_i))^2 / N} \quad (9)$$

For this case it is $\sigma = 0.18c^{-1}$. The 1D EVDF clearly has positive gradients $v_\parallel \cdot \partial f/\partial v_\parallel > 0$ in the ranges $v_\parallel = [-0.18, 0]c$ and $v_\parallel = [0, 0.18]c$, respectively. The slopes of those gradients $\partial f/\partial v_\parallel$, calculated by fitting all the data points between the corresponding local maxima to the local minima, are $k = -6.4$ and $k = 8.46$ (in units of $c^{-1}$), respectively. The difference (along the vertical axis) for these two gradients is about $\Delta f = 1.53c^{-1}$ and $1.06c^{-1}$, respectively. Those quantities, obtained from the fitting data, should be compared with the standard deviation Eq. 9 in order to assess how significant are they compared to the input data. We can clearly see that they are significantly larger by at least a factor of 5, so this confirms the reliability of our fittings and in particular the calculated gradients. This is of course only a simple estimation with significant drawbacks that will be discussed later.

All this implies this EVDF offer sources of free energy which could possibly cause counter-streaming instabilities, provided that the background population does not significantly contribute to the total electron density. Similar results are observed in the EVDFs at point $P_3$ (see Fig. 6 (a3,b3)).

Let us focus now on the EVDFs in the separatrix region farther away from the diffusion region.
FIG. 6: 2D EVDFs in the $v_\parallel - v_\perp$ plane (left column) and 1D EVDFs $f(v_\parallel)$ (right column) at four different points (see points $P_i$ $(i = 1, 2, 3, 4)$ in Fig. 5(a1)) on the reconnection plane at $z = 8d_i$ and time at $t = 5.25\Omega_{ci}^{-1}$ for Run1. Those EVDFs were calculated with only the Harris electron population. The gray dots denote frequency of electron per bin in velocity space $f_i$ $(i = 1, 2, \ldots)$ (for a bin width $w = 0.005c$), and the red solid curve indicate 1D EVDF $f(v_\parallel)$ estimated by the BGMM method. $\sigma$ represents an estimation of the uncertainty between the data and fitted curve.

The red points indicate the local maximum and the blue dots denote local minimum of 1D EVDFs, respectively. The positive velocity gradients or slopes $k$ are indicated with dashed lines, while $\Delta f$ is their (vertical) difference. The slope $k$ of the 1D EVDFs $f(v_\parallel)$ has units of $c^{-1}$, while that of $f(v_\perp)/2\pi v_\perp$ has units of $c^{-2}$. The effective slope $k_{\text{eff}}$ of $f(v_\perp)$ (unit: $c^{-1}$) is also shown.
At the point $P_1$ (see Fig. 5(a1)), Fig. 6 (a1) shows an electron beam formed at $v_\parallel = -0.18c$, $v_\perp = [0.1,0.15]c$ and another beam formed at $v_\parallel = 0.16c$, $v_\perp = 0.2c$. Their 1D EVDF has peaks located at about $v_\parallel = -0.18c$ and $v_\parallel = 0.16c$ (see Fig. 6(b1)). The value differences (along vertical axis) for these two gradients is about $\Delta f = 1.85c^{-1}$ and $0.76c^{-1}$ separately, they are more than the deviation $\sigma = 0.13c^{-1}$. Their velocity gradient slopes are $k = -11.81$ and $k = 5.86$ (in units of $c^{-1}$) respectively. At point $P_4$ (see Fig. 5(a1)), Fig. 6 (a4) exhibits an electron beam located at $v_\parallel = 0.1c$ and $v_\perp = 0.15c$, while its 1D EVDF features a peak located at about $v_\parallel = 0.15c$ (see Fig. 6(b4)). The value difference (along vertical axis) for this gradient is about $\Delta f = 0.74c^{-1}$ being more than the deviation $\sigma = 0.14c^{-1}$. Since this EVDF has a positive gradient at $v_\parallel = 0.15c$, it offers a source of free energy which could possibly cause bump-on-tail instabilities, as long as the background population does not significantly contribute to the total electron density.

Fig. 7 shows 2D EVDFs in the $v_{\perp1} - v_{\perp2}$ plane, these electrons are calculated from the Harris
electron population at six different points (i.e., points $Q_i (i = 1, 2, \ldots, 6)$ in Fig. 5(a2)) on the reconnection plane $z = 8d_i$ and at time $t = 5.25 \Omega_{ci}^{-1}$ for Run1. The points located near and below the diffusion region, i.e., $Q_3$, $Q_4$, $Q_5$ and $Q_6$ (see Fig. 5(a2)) feature perpendicular crescent-shaped EVDFs, which are partial rings centered at $v_{\perp 1} = 0, v_{\perp 2} = 0$ with a radius of about 0.2$c$. Note that the EVDFs at the points $Q_4$, $Q_5$ and $Q_6$ (see Fig. 7(b1,b2,b3)) feature an additional population in the quadrant $v_{\perp 1} < 0, v_{\perp 2} < 0$. This implies their origin is different from the main partial ring population. Because those points are located in regions with $\kappa \geq 3$, it is plausible to think their origin is due to the magnetized and adiabatic electrons taking gyrotropic electron motion. These EVDFs can offer perpendicular sources of free energy to cause ECMIs since positive velocity gradients exist in their corresponding integrated 1D perpendicular EVDFs $f(v_{\perp})$, assuming that the contribution of the background electron population to the total electron density is not significant. The EVDFs in the outflow region, i.e., at points $Q_1$ and $Q_2$ (see Fig. 5(a2)) are dominated by a thermal core (see Fig. 7(a1,a2)). This is possibly attributed to the thermalization of non-thermal electron beams generated near the X point as they move away from the diffusion region into the outflow region. The perpendicular EVDF at point $Q_2$ has a positive gradient in its 1D EVDF $f(v_{\perp})$ and thus it could offer a source of free energy to cause ECMIs, provided again that the background electron population does not significantly contribute to the total electron density. However, the perpendicular EVDFs at point $Q_1$ are unable to offer sources of free energy since the electrons are mainly Maxwellian distributed around $v_{\perp 1} = 0, v_{\perp 2} = 0$ with a thermal spread width of about 0.1$c$.

D. Identification of sources of free energy

Fig. 8(b) shows examples of typical parallel and perpendicular 1D EVDFs at four different points (i.e., $T_i (i = 1, 2, 3, 4)$ in Fig. 8(a)) in the diffusion region and separatrices of the current sheet on the reconnection plane at $z = 8d_i$ and $t = 5.25 \Omega_{ci}^{-1}$ for Run1. The 1D EVDF at each point $T_i (i = 1, 2, 3, 4)$ is calculated from the total electrons within a spherical region of radius $\leq 0.1d_i$ centered at the point on the reconnection plane. Fig. 8(b1) shows the 1D parallel EVDF $f(v_{\parallel})$ at the point $T_1$. The EVDF is practically a Maxwellian distribution with a mean velocity $v_{\parallel} \approx -0.01c$. The fitting by the BGMM method allows to determine the width of this thermal EVDF as $v_{th} \approx 0.14c$. There is no positive velocity gradient in the 1D EVDF and thus it cannot offer any source of free energy. Fig. 8(b2) shows the 1D parallel EVDF $f(v_{\parallel})$ at point $T_2$. Its standard deviation (an estimation of the uncertainty of the fitting) from the fitted curve, using
the definition of Eq. 9 is $\sigma = 0.11c^{-1}$. Besides a peak centered at $v_{\parallel} = 0$, there are other two peaks located at $v_{\parallel} \approx \pm 0.2c$. These two peaks indicate two possible non-thermal field-aligned electron beams. The left-most beam, centered at $v_{\parallel} \sim -0.2c$ constitutes 36% of the total electron population. It features a positive velocity gradient with slope $k = -4.3$ (in units of $c^{-1}$, see the red
fitting slopes). Its associated difference (along the vertical axis) is \( \Delta f = 0.42c^{-1} \) is greater than the standard deviation \( \sigma = 0.11c^{-1} \), but not by the same (larger) amount as in Fig. 6. Although this could indicate the reliability of the fitting and the calculated gradient or slope, it is important to notice that the standard deviation of the input data is not homogeneous, but small at the tails of the VDFs and larger near the maxima, where the slopes are actually calculated. So it is necessary to be cautious with the interpretation of the goodness of fit of our calculations, keeping in mind that the determined uncertainties provide just a very rough estimation. We have also carried out similar calculations for different bin widths of the input VDF data (not shown here). From this we can conclude that the deviations between the input data and the GMM fittings decrease as the bin width of the input data increases, and it is good enough in such a way that the slopes of the positive velocity gradients can be sufficiently distinguished, in the sense that their vertical differences (\( \Delta f \)) are larger that the (global) standard deviation between the data and the fitting. More work would be needed to make more accurate statements about those uncertainties.

This all implies that source of free energy, i.e., \( v_\parallel \cdot \partial f / \partial v_\parallel > 0 \), could be available to eventually cause streaming-like instabilities. Fig. 8(b3) shows the 1D perpendicular EVDF \( f(v_\perp)/2\pi v_\perp \) at point \( T_3 \). The EVDF has a maximum near \( v_\perp = 0 \) and monotonically decreases to zero. There is no source of free energy. Fig. 8(b4) shows the 1D perpendicular EVDF \( f(v_\perp)/2\pi v_\perp \) at the point \( T_4 \). The standard deviation between data and fitting from Eq. 9 is about \( \sigma = 1.06c^{-2} \). There is a positive velocity gradient with a slope of \( k = 17.4 \) (in unit of \( c^{-2} \)) in \( f(v_\perp)/2\pi v_\perp \) between \( v_\perp \approx 0.05c \) and \( v_\perp \approx 0.16c \). Its associated vertical difference is \( \Delta f = 1.58c^{-2} \), which is just barely about \( \sigma = 1.06c^{-2} \). This indicates that the uncertainty of this gradient with respect to the input data is relatively large, so that the positive velocity gradient is not that robust and prone to noise, but it exists. The associated effective slope in \( f(v_\parallel) \) in \( f(v_\perp) \) can be estimated as \( k_{\text{eff}} = 5.6 \) (in unit of \( c^{-1} \)). We apply the BGMM method to fit the 1D EVDF \( f(v_\perp)/2\pi v_\perp \), the non-thermal beam constitutes about 61% of the total electron population. As a result, perpendicular sources of free energy could be available to cause ECMIs.

E. Distribution of sources of free energy

We systematically evaluate positive velocity gradients in the 1D parallel and perpendicular EVDFs, i.e., \( f(v_\parallel) \) and \( f(v_\perp)/2\pi v_\perp \), at locations on each reconnection plane to determine sources of free energy formed in magnetic reconnection. At each point, the 1D EVDFs are calculated
FIG. 9: Distribution of sources of free energy (red dot) along the parallel (left column) and perpendicular (middle column) direction to the local magnetic field, the curvature parameter $\kappa$ (right column) estimated by Eq. (8) on the reconnection plane $z = 12$, $8$, $4d_i$ (from top to bottom), respectively, at time $t = 5.25\Omega_{ci}^{-1}$ for Run1. The sources of free energy is determined by the existence of positive gradient(s) in EVDFs of total electron population at each location on the reconnection plane. The background quantity in gray-scale is the corresponding out-of-plane current density $j_z$ normalized by $j_0 = en_0v_{th}$. Magnetic field lines (white curves) are overlaid.

Fig. 9 shows the distribution of possible sources of free energy, i.e., EVDFs with positive gradient(s) and thus the possible sources of free energy for micro-instabilities can be visualized, but it also allows to partly understand their formation mechanism by comparing them with the spatial distributions of electromagnetic fields and other quantities.

from total electrons within a spherical region of radius $\leq 0.1d_i$ centered at this point. In this way, not only the spatial distribution of the resulting EVDFs with positive velocity gradient(s) and thus the possible sources of free energy for micro-instabilities can be visualized, but it also allows to partly understand their formation mechanism by comparing them with the spatial distributions of electromagnetic fields and other quantities.
diends in the parallel and perpendicular direction to the local magnetic field separately along the out-of-plane direction at \( z = 12d_i, 8d_i, 4d_i \) respectively, at time \( t = 5.25 \Omega_{ci}^{-1} \) for Run1. Along the field-aligned direction, sources of free energy at \( z = 12d_i \) are distributed in the left-top and right-bottom separatrix branches, as well as in the diffusion region below the X point (see Fig. 9(a1)). Most of the sources of free energy at \( z = 8d_i \) are observed in the diffusion region below the X point and bottom separatrix regions along the magnetic field lines (see Fig. 9(b1)). Fig. 9(c1) shows sources of free energy at \( z = 4d_i \) mainly form in the diffusion region above the X point and top separatrix regions along the magnetic field lines. In the direction perpendicular to local magnetic field, sources of free energy at \( z = 4d_i \) are mainly distributed in the outflow regions near the midplane of reconnection at different heights (see Fig. 9(c2)), while those at \( z = 12d_i \) and \( z = 8d_i \) are observed in the diffusion region and outflow regions near the midplane (see Fig. 9(a2,b2)). Fig. 9(a3,b3,c3) shows the curvature parameter \( \kappa \) estimated according to Eq. (8) at each reconnection plane \( z = 12d_i, 8d_i, 4d_i \) for Run1 respectively. The quantity of \( \kappa \leq 3 \) mainly appears in the diffusion and outflow regions near the midplane (i.e., \( x \approx d_i \)). Along the field-aligned direction, sources of free energy are mainly observed in the region with \( \kappa \geq 3 \), this implies the formation of parallel sources of free energy is mainly due to magnetized and adiabatic electrons. In the perpendicular direction to the local magnetic field, sources of free energy are generally observed in the regions with \( \kappa \leq 3 \), this implies that the formation of perpendicular sources of free energy is mainly due to unmagnetized and non-adiabatic electrons.

Fig. 10 shows the variation of the current density component \( j_z \) on the plane \( y = 4d_i \) (at the current sheet) in order to show the out-of-plane variation. For antiparallel magnetic reconnection Run1 (Fig. 10(a1)), the current density structure is wavy along the \( z \) direction, probably due to the density gradients at the edge of the current sheet driving the so-called lower-hybrid drift instability. We observed that this current sheet "kinking" weakens with increasing guide field (see Fig. 10(a2,a3)). Fig. 10(a3) shows reconnection with a stronger guide field actually makes the current sheet structure to behave more 2D-like. This kinking of the current sheet modulates the distribution of sources of free energy (distribution functions with positive gradients) along the \( z \)-direction. Such a modulation would be absent in 2D reconnection, because there is not such a kinking instability in a 2D geometry. This current sheet oscillation causes a complicated flow pattern with alternate and different shear and counter-streaming bulk plasma flows on different \( z \)-planes. And this, in turn, explains the asymmetry of the distribution of sources of free energy, in particular, in antiparallel magnetic reconnection Run1 (see Fig. 9(left)).
FIG. 10: Current density component $j_z$ on the plane $y = 4d_i$ (at the current sheet center and spanning the out-of-the-reconnection plane direction $z$ and the direction across the magnetic field gradients $x$) at time $t = 5.25\Omega_{ci}^{-1}$ for Run1, Run2 and Run3 respectively. Here the current density $j_z$ is normalized by $j_0 = e n_0 v_{th}$. 

Fig. 11 shows the distribution of sources of free energy, i.e., EVDFs with positive gradients along the parallel and perpendicular directions separately on the reconnection plane at $z = 8d_i$ for Run1 ($b_g = 0$, $t = 5.25\Omega_{ci}^{-1}$), Run2 ($b_g = b_c$, $t = 5.5\Omega_{ci}^{-1}$) and Run3 ($b_g = 2b_c$, $t = 6.75\Omega_{ci}^{-1}$), respectively. It is found that the parallel (field-aligned) sources of free energy generally appear in the diffusion region near the X point and separatrices. For the antiparallel reconnection Run1 (see Fig. 11(a1)) and the strong guide field reconnection Run3 (see Fig. 11(c1)), sources of free
energy mainly form in the diffusion region off the X point and separatrices, while sources of free energy are mainly located in the top two separatrices for weak guide field reconnection Run2 (see Fig. 11(b1)). Along the perpendicular direction, sources of free energy are generally distributed in the diffusion region and the outflow regions near the midplane for the antiparallel reconnection Run1 (see Fig. 11(a2)). However, few sources of free energy form on the reconnection plane for Run2 (see Fig. 11(b2)) and Run3 (see Fig. 11(c2)). This implies the guide field strength has a significantly negative influence on the formation of the sources of free energy in the direction perpendicular to the local magnetic field: as the guide field strength increases, the spatial extent
of perpendicular sources of free energy decreases significantly. The curvature parameter \( \kappa \) is also estimated based on Eq. (8) at reconnection plane \( z = 8d_i \) for simulations of magnetic reconnection in different guide fields strengths (see Fig. 11(a3,b3,c3)). Along the field-aligned direction, sources of free energy are mainly due to magnetized and adiabatic electrons with \( \kappa \geq 3 \) in the separatrices. While in the perpendicular direction to the local magnetic field, sources of free energy are generally observed in the regions with \( \kappa \leq 3 \), this implies formation of perpendicular sources of free energy is mainly due to the unmagnetized and non-adiabatic electrons. For the antiparallel reconnection Run1, the curvature parameter \( \kappa \) is less than 3 near the midplane (i.e., \( x \approx d_i \)) on reconnection plane, and the perpendicular sources of free energy are mainly generated in the region with \( \kappa \leq 3 \). However, for the reconnection cases with finite guide-field Run2 and Run3, the value of the curvature parameter is practically always larger than 3 everywhere. In these cases, few perpendicular sources of free energy are observed, which proves a significantly negative correlation between the electron magnetization and perpendicular sources of free energy.

IV. CONCLUSIONS AND DISCUSSIONS

We carried out 3D PIC code simulations of magnetic reconnection in order to investigate the formation of non-thermal electron beams and EVDFs for plasma conditions suitable to the solar corona. We focused on the EVDF features that can be considered as necessary conditions for microscopic plasma instabilities that could play a role in radio emission processes. This requires the identification of possible source of free energy, namely, positive velocity space gradient(s) in the EVDFs in the direction parallel and perpendicular to the local magnetic field, respectively. For this sake we implemented a machine learning algorithm to fit the reduced 1D EVDFs and searched for their velocity gradient(s). The effects of a guide field on those feature of non-thermal electron beams were also investigated.

Our results are summarized as follows:

- Possible parallel (or field-aligned) sources of free energy for streaming-like instabilities, are mainly generated in the separatrices and diffusion region. This kind of source of free energy is determined by positive gradient(s) in the 1D parallel EVDF, i.e., \( v_\parallel \cdot \partial f (v_\parallel) / v_\parallel > 0 \). Those EVDFs are a necessary condition for the instabilities leading to the plasma emission mechanism, which cause waves at the plasma frequency and possibly their harmonics\(^{40}\).
• Possible perpendicular sources of free energy for cyclotron maser instabilities are mainly formed in the diffusion and outflow region near the midplane of reconnection. This kind of source of free energy is determined by the positive gradient in the perpendicular 1D EVDF, i.e., $v_\perp \cdot f(v_\perp) > 0$. These non-thermal electrons are non-adiabatic and their EVDF is mostly characterized by a crescent-shaped feature. Those EVDFs represent a necessary condition that can cause ECMIs and generate waves at the harmonics of the electron cyclotron frequency $^{40}$.

• As the strength of guide field increases, 1D EVDFs with positive velocity gradient(s) in perpendicular direction to the local magnetic field are less likely to be generated by reconnection.

Dupuis et al. $^{88}$ introduced a machine learning method to detect the formation of non-thermal electron beams by comparing the 2D EVDFs, i.e., $f(v_\parallel, v_\perp)$ and $f(v_\perp1, v_\perp2)$, generated by 2D magnetic reconnection with Maxwellian distributed EVDFs. In this study, we extended this method to 1D EVDFs, i.e., $f(v_\parallel)$ and $f(v_\perp)$ generated by 3D magnetic reconnection. We investigated the positive velocity gradient(s) in the 1D parallel and perpendicular EVDFs in order to determine whether sources of free energy are available at each locations in the reconnection region.

Our results depend on the reliability of the fitting, for which an estimation of its accuracy was not performed. Only a very rough estimate of the uncertainties of the EVDFs fitting by the BGMM method were carried out, in particular to assess the reliability of the positive velocity gradients compared to those fittings. This does not guarantee the accuracy our results, but it provides some kind of positive evidence. A more rigorous goodness-of-fit statistics still needs to be performed to guarantee the reliability of our method but that is deferred to a future work.

An investigation of microscopic plasma instabilities, such as the streaming-like instabilities and ECMIs, due to those nonthermal EVDFs are beyond the scope of this study. We can only speculate here that it is unlikely that this kind of instabilities can be detected in these simulations, because positive gradients in EVDFs are relatively weak, the possible micro-instabilities caused by them are thus relatively weak in comparison with other macroscopic instabilities and plasma flows. We plan to investigate the micro-instabilities and properties of resulting wave emission due to non-thermal EVDFs featuring possible sources of free energy in a forthcoming publication, in which instabilities associated to those EVDFs are separately investigated and they could become
more relevant.

A 3D magnetic reconnection configuration is essential for our purposes since EVDFs evolve differently comparing to their counterparts in 2D magnetic reconnection. For example, it is expected that EVDFs with positive gradients in the out-of-plane direction (i.e., along $v_z$ direction) will release their energy via streaming-instabilities via unstable waves with a $k_z$ vector. This process is not possible in a 2D configuration. This is particularly relevant for reconnection under the influence of a (relatively strong) guide field, because the total magnetic field nearly points to the $z$—direction (at least near the reconnection midplane), the reconnection electric field will accelerate electrons along this direction. So the evolution of those electron distribution functions will be clearly different in 3D and 2D reconnetion.

The formation mechanism of those non-thermal electron beams and resulting velocity distribution functions is also valuable to investigate in a future work. In particular, for the field-aligned non-thermal electron beams, the reconnection electric field and parallel electric field have significant influence on the electron motion and acceleration\textsuperscript{16,50,67}. For the non-thermal electron beams that forms in the direction perpendicular to the local magnetic field, there are several proposed mechanisms (as those discussed in the introduction), including the $E \times B$ or gradient-$B$ drifts. It is still not clear which process dominantly affects the electron acceleration in our 3D kinetic magnetic reconnection simulations. For this purpose, a study of dynamic orbits of electrons and ions, their interaction with reconnection electromagnetic fields and their dependence on the strength of guide field is necessary, which is beyond the scope of this work.

V. ACKNOWLEDGEMENTS

We gratefully acknowledge the developers of the ACRONYM code, the Verein zur Förderung kinetischer Plasmasimulationen e.V. and the financial support by the German Science Foundation (DFG), projects MU-4255/1-1 and BU 777/15-1. We also gratefully acknowledge the possibility of using the computing resources of the Max Planck Computing and Data Facility (MPCDF, formerly known as RZG) at Garching and of the Max-Planck-Institute for Solar System Research at Göttingen as well as of the Technical University Berlin, Germany. We also thank the referees for their comments and suggestions that allowed us to improve the presentation of our results.
Appendix A: The Bayesian Gaussian mixture model

The application of the Bayesian Gaussian mixture model (BGMM) on electron velocity distribution function (EVDF) is briefly described in this appendix.

The velocity distribution function of electrons can be fitted by the Gaussian mixture model (GMM), namely, a linear superposition of $K$ Gaussians, as follows:

$$f(v|\Phi) = \sum_{k=1}^{K} A_k \mathcal{N}(v|\mu_k, \Sigma_k)$$ (A1)

here $v$ is the velocity vector. $A_k$ corresponds to the weight of the $k$-th component of the Gaussian distribution. $A_k \in [0, 1]$ is also called the mixing coefficient, it is an effective probability and thus the summation of $A_k$ over $k$ is 1, i.e., $\sum_k A_k = 1$.

The multivariate Gaussian distribution $\mathcal{N}$ parameterized by the mean vector $\mu_k$ and the covariance matrix $\Sigma_k$ is defined as

$$\mathcal{N}(v|\mu_k, \Sigma_k) = \frac{1}{(2\pi)^{3/2} |\Sigma_k|^{1/2}} \exp \left[ -\frac{1}{2} (v - \mu_k)^T \Sigma_k^{-1} (v - \mu_k) \right]$$ (A2)

the mixture parameter $\Phi = \{A_1, A_2, ... A_K, \mu_1, \mu_2, ..., \mu_K, \Sigma_1, \Sigma_2, ..., \Sigma_K\}$ includes all the parameters of the GMM.

The quantity $|A_i|^2$ represents physically the intensity of the $k$-th component of a Gaussian distribution, and $\mu_k$ and $\Sigma_k$ indicate the bulk flow velocity and thermal speed respectively.

Introducing a $K$-dimensional binary random latent variable $z \in \mathbb{R}$. $z$ has a 1-of-$K$ representation, namely, in which a particular element of $z$ is equal to 1 and other elements is zero, i.e., $z_k \in \{0, 1\}$, and the sum of all $z_k$ is 1, i.e., $\sum_k z_k = 1$.

The marginal distribution with respect to $z$ is specified by the mixing coefficients $A_k$, namely

$$f(z_k = 1) = A_k$$ (A3)

Considering the 1-of-$K$ representation of the latent variable $z$, the distribution in terms of $z$ thus can be written into the following form:

$$f(z) = \prod_k A_k^{z_k}$$ (A4)

Given a particle value of the latent variable $z$, for example, the $kth$ element of $z$. The condition distribution with respect to the variable $v$ obeys a Gaussian in the following form:

$$f(v|z_k = 1) = \mathcal{N}(v|\mu_k, \Sigma_k)$$ (A5)
the condition distribution in terms of variable \( v \) with a given \( z \) thus is

\[
f(v|z) = \prod_k \mathcal{N}(v|\mu_k, \Sigma_k)^{z_k}
\]

(A6)

The joint distribution function of variables \( x \) and \( z \) is obtained by the product rule as follows:

\[
f(v, z) = f(z) f(v|z)
\]

(A7)

Then the marginal distribution function with respect to variable \( v \) Eq. (A1) is obtained by summing (or integrating) the joint distribution function Eq. (A7) over all possible states of the latent variable \( z \), namely

\[
f(v) = \sum_z f(v, z) = \prod_k A_k \mathcal{N}(v|\mu_k, \Sigma_k)
\]

(A8)

It is helpful to estimate the parameters of the Gaussian mixture involved the variable \( z \) by the above marginal distribution function Eq. (A8).

Given a set of data of the velocity, namely, \( v_1, v_2, \ldots, v_n \). Thus each data \( v_i \) is determined by a specific value of the latent variable \( z_k \). It is convenient to introduce the condition probability with respect to variable \( z \) using the Bayes’s theorem, namely

\[
\gamma_{ki} = f(z_k = 1|v_i) = \frac{f(z_k = 1)f(v_i|z_k = 1)}{f(v_i)} = \frac{A_k \mathcal{N}(v_i|\mu_k, \Sigma_k)}{\sum_k A_k \mathcal{N}(v_i|\mu_k, \Sigma_k)}
\]

(A9)

The mixing probability \( A_k \) is thus the prior probability of \( z_k = 1 \), and the quantity \( \gamma_{ki} \) can be treated as the corresponding posterior probability for a particular observed \( v \).

Assuming the observed data points \( v_1, v_2, \ldots, v_n \) are independent from the distribution, the log likelihood of the Gaussian mixture Eq. (A1) can be constructed by the data \( v \) as follows:

\[
\mathcal{L}(v|\Phi) = \sum_i \ln \left( \sum_k A_k \mathcal{N}(v_i|\mu_k, \Sigma_k) \right)
\]

(A10)

The parameters of the mixture Gaussian model are thus corresponding to a solution of the maximum likelihood, i.e., \( \max \mathcal{L}(v|\Phi) \).

Letting the gradient of the likelihood function to be zero with respect to the mean \( \mu_k \), the
covariance $\Sigma_k$ and the weight (mixture property) $A_k$, yields, for arbitrary $k \in [1, 2, \cdots, K]$, namely,

$$\mu_k = \frac{\sum_i \gamma_{ki} v_i}{\sum_i \gamma_{ki}}$$  \hspace{1cm} (A11)$$

$$\Sigma_k = \frac{\sum_i \gamma_{ki} (v_i - \mu_k)(v_i - \mu_k)^T}{\sum_i \gamma_{ki}}$$  \hspace{1cm} (A12)$$

$$A_k = \frac{1}{n} \sum_i \gamma_{ki}$$  \hspace{1cm} (A13)$$

Given the observed data of $v$, the posterior probability $\gamma_{ki}$ appears in the expressions above, thus it is viewed as the responsibility of the $k$th component relate to the observation $v^{95}$.

Provided a Gaussian mixture model, an expectation-maximization algorithm$^{104,105}$ is developed to maximize the likelihood expression $\mathcal{L}$ as follows:

- **Step 1.** Initializing the mean $\mu_k$, the covariance $\Sigma_k$ and the mixing probability $A_k$. Evaluating the initial value of the log likelihood $\mathcal{L}$.

- **Step 2.** Expectation step (E-step): computing the responsibility $\gamma_{ki}$ according to Eq. (A9).

- **Step 3.** Maximum step (M-step): re-estimating the value of the mean $\mu_k$, the covariance $\Sigma_k$ and the weight (mixture property) $A_k$ using Eq. (A11)-Eq. (A13) based on the $\gamma_{ki}$ obtained in the E step.

- **Step 4.** Estimating the log likelihood $\mathcal{L}$ using Eq. (A10). Then checking the convergence criterion, if the convergence criterion is not satisfied, then go to the E-step iteratively.

In order to compensate for the overfitting of GMM models, it is necessary to assess the appropriate number of sub-populations from the $K$-component Gaussian mixture models based on the model selection technique named Bayesian information criterion (BIC)$^{106}$, namely

$$BIC = K \cdot \ln N - 2 \ln \mathcal{L}$$  \hspace{1cm} (A14)$$

where $N$ is the sample size of the observation $v$, $K$ denotes $K$ components Gaussian mixture model obtained from training of the data by the EM algorithm mentioned above. By introducing this penalty term associated with the number of parameters of the GMM model, this model selection method can automatically determine the appropriate number of sub-populations$^{95}$. 
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