Minimum sample size calculations for external validation of a clinical prediction model with a time-to-event outcome
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Abstract
Previous articles in Statistics in Medicine describe how to calculate the sample size required for external validation of prediction models with continuous and binary outcomes. The minimum sample size criteria aim to ensure precise estimation of key measures of a model’s predictive performance, including measures of calibration, discrimination, and net benefit. Here, we extend the sample size guidance to prediction models with a time-to-event (survival) outcome, to cover external validation in datasets containing censoring. A simulation-based framework is proposed, which calculates the sample size required to target a particular confidence interval width for the calibration slope measuring the agreement between predicted risks (from the model) and observed risks (derived using pseudo-observations to account for censoring) on the log cumulative hazard scale. Precise estimation of calibration curves, discrimination, and net-benefit can also be checked in this framework. The process requires assumptions about the validation population in terms of the (i) distribution of the model’s linear predictor and (ii) event and censoring distributions. Existing information can inform this; in particular, the linear predictor distribution can be approximated using the C-index or Royston’s D statistic from the model development article, together with the overall event risk. We demonstrate how the approach can be used to calculate the sample size required to validate a prediction model for recurrent venous thromboembolism. Ideally the sample size should ensure precise calibration across the entire range of predicted risks, but must at least ensure adequate precision in regions important for clinical decision-making. Stata and R code are provided.
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1 | INTRODUCTION

Clinical prediction models aim to inform the diagnosis and prognosis of individuals. They utilize multiple predictors in combination to predict an individual’s outcome value (for continuous outcomes) or outcome event risk (for binary or time-to-event outcomes).1–3 Before such models are considered for use in clinical practice, it is important to evaluate their predictive accuracy in new data. This usually requires an external validation study (and typically more than one), where a prediction model is applied to new individuals that were not part of the model development dataset (and may even be from a different population), so that predicted outcomes can be compared with observed outcomes.

We recently published two articles in Statistics in Medicine that describe how to calculate the minimum sample size for external validation of a clinical prediction model with either a continuous outcome,4 or with a binary outcome.5 The sample size criteria is based on ensuring precise estimation of key measures of a model’s predictive performance in external validation, including calibration and—for binary outcomes—discrimination and net benefit. Calibration refers to the agreement between observed and predicted values, and can be minimally summarized by the validation sample by the calibration-in-the-large (ie, mean observed compared to mean predicted value for continuous outcomes, or mean observed compared to mean predicted event risk for binary outcomes) and calibration slope (ie, the slope of a linear or logistic regression model that includes the model’s linear predictor as the only covariate). Discrimination refers to how a model’s linear predictor (ie, predicted risks of the outcome event) separates between those with and without the outcome event, and is usually quantified by the C-index. Net benefit is a measure of clinical utility, and provides a weighted measure of the potential benefits to harms of using a model at a defined clinical risk threshold.6

Many prediction models are developed using time-to-event (survival) models (such as QRISK37 and QCOVID8), and require external validation in datasets that will naturally containing censoring. As previous publications focused on continuous and binary outcomes,4,5,9,10 we now address the issue of how to calculate the minimum sample size required for external validation of prediction models with a time-to-event outcome. We focus predominantly on the sample size required to precisely estimate the calibration slope as our previous articles,4,5,9 and those of others,11,12 have shown in applied examples and simulation studies that the calibration slope is usually the measure that requires the largest sample size to estimate precisely. However, we also show that other measures such as discrimination and net benefit can be examined in the proposed framework. The remaining article outline is as follows. In Section 2 we explain how calibration can be examined at a particular time point using pseudo-observations. In Section 3 we propose a simulation-based framework for identifying the sample size that targets a precise estimate of calibration (in terms of calibration slope and calibration curves) at a particular time point, which requires the user to specify the anticipated overall event risk at that time, the distribution of the prediction model’s linear predictor and the censoring and event distribution. Section 4 provides an illustrative example aiming to ensure precise calibration across the entire spectrum of predicted risks. Section 5 then considers sample size in the context of potential clinical decision making, where regions of predicted risk may be more important to focus on. Section 6 extends to other issues including unknown linear predictor distributions, multiple time points and competing risks, and Section 7 concludes with discussion.

2 | ESTIMATING CALIBRATION AT A PARTICULAR TIME POINT

We assume that the developed prediction model enables the calculation of predicted risks over time for each individual in the validation dataset. For example, a regression-based time-to-event prediction model would provide all the regression coefficients and—crucially—the baseline survival (or baseline event) probability at the time points of interest for prediction. Then, for an individual (i) their predicted risk ($\hat{F}_i(t)$) of having the event by time $t$ can be calculated. For example, a model developed using a proportional hazards regression will lead to risk predictions of the form,

$$\hat{F}_i(t) = 1 - \hat{S}_i(t)$$
$$= 1 - \hat{S}_0(t)^{\exp\left(\hat{\beta}_1 X_{i1} + \hat{\beta}_2 X_{i2} + \hat{\beta}_3 X_{i3} + \cdots + \hat{\beta}_k X_{ki}\right)}$$
$$= 1 - \hat{S}_0(t)^{\exp(LP_i)}$$

(1)

where $\hat{S}_i(t)$ is the survival probability by time $t$, and $\hat{S}_0(t)$ is the baseline survival probability by time $t$ (where “baseline” refers to individuals whose LP$_i$ is zero). The model’s linear predictor (LP$_i$) is the $\hat{\beta}_1 X_{i1} + \hat{\beta}_2 X_{i2} + \hat{\beta}_3 X_{i3} + \cdots + \hat{\beta}_k X_{ki}$
component of the model, and is sometimes referred to as the prognostic index.\textsuperscript{13} As mentioned, we assume that $\hat{S}_0(t)$ (or similarly $\hat{F}_0(t)$) has been reported by the model developers for each time point of interest so that absolute risk predictions can be calculated. If only the linear predictor (eg, from a Cox model) is provided, it is not possible to make risk predictions and so the reported model is not fit for purpose.\textsuperscript{13}

For validation, we assume that there is a key time point for which accurate risk predictions are required. For example, QRISK3 focuses primarily at predicting risk of cardiovascular disease by 10 years and subsequent clinical decision making is based on these risks. Hence, a calibration assessment in the validation study should examine whether the predicted risks agree with the observed risks by this time point. Although calibration could be checked across all time points simultaneously (eg, to measure the calibration slope averaged across the whole follow-up period),\textsuperscript{14} this is not especially informative to potential users of the model such as clinicians and patients, as for decision and communication purposes the event risk by a particular time (eg, 10 years) is more important.

### 2.1 Situations with no censoring before the time horizon for prediction

If there is no censoring by the time point of interest, then the outcome event status (usually presence or absence of a certain health outcome) is truly known for all individuals in the validation dataset. Then, the calibration slope at time point $t$ can be estimated by fitting a calibration model in the form of the following logistic regression model,\textsuperscript{5}

$$\text{logit}(p_i) = \alpha + \beta \text{logit}(\hat{P}_i(t))$$

(2)

where $p_i$ is the underlying risk of the event occurring by time $t$ for individual $i$ in the validation dataset, $\beta$ is the calibration slope, and $\hat{P}_i(t)$ is the predicted risk of the event by time $t$ as derived from the existing prediction model.

### 2.2 Situations with censoring before the time horizon for prediction

If there is censoring before the time point of interest in the validation dataset, then the true outcome event status is unknown for the censored individuals. This makes it problematic to directly examine the calibration of predicted risks with observed risks at the time point of interest. A common approach is to create risk groups (eg, 10 groups defined by tenths of predicted risk), and to plot the average predicted risk against the observed (1—Kaplan-Meier) risk for each group. However, this is unsatisfactory, as the number of risk groups and the thresholds used to define them are arbitrary, and what we desire is a plot that examines calibration across the entire range of predicted risks (0-1).

To address this, the use of pseudo-observations (or pseudo-values) has been proposed,\textsuperscript{15-18} which are derived using the jackknife (ie, leave-one-out) estimator, and give pseudo-observed event probabilities for each individual accounting for non-informative right censoring. We denote these pseudo-observations by $\hat{F}_i(t)$ and provided that censoring is independent of covariates, they yield unbiased estimates of the true $F_i(t)$.\textsuperscript{16} In brief, the pseudo-observation for individual $i$ is calculated in the validation dataset as,

$$\hat{F}_i(t) = nF_{KM}(t) - [(n - 1)F_{KM,-i}(t)],$$

where $F_{KM}(t) = 1 - S_{KM}(t)$ is the Kaplan-Meier (or another nonparametric) estimate of the cumulative incidence at time $t$ using all $n$ individuals in the validation dataset, and $F_{KM,-i}(t)$ is the cumulative incidence estimate recalculated on the $n - 1$ individuals after removing individual $i$. Note that the $\hat{F}_i(t)$ are not constrained to fall within the range 0 to 1, but the key is that $E(\hat{F}_i(t)) = F_i(t)$.\textsuperscript{19} This allows the generation of calibration plots at time point $t$ (avoiding risk grouping) and the calculation of the corresponding calibration slope and calibration curves, as shown by Royston.\textsuperscript{17} In particular, a generalized linear model can be fitted with $\hat{F}_i(t)$ as the outcome response, and the expected value $E(\hat{F}_i(t))$ modelled using a particular link function. Royston suggests using a complementary log-log link function,\textsuperscript{17} such that.

$$\ln \left( - \ln \left( 1 - E(\hat{F}_i(t)) \right) \right) = \alpha + \beta \ln \left( - \ln \left( 1 - \hat{F}_i(t) \right) \right)$$

(3)
where $\beta$ is the calibration slope, and $\hat{F}_i(t)$ is the predicted risk calculated from the existing prediction model for individual $i$ at time $t$. This is equivalent to modelling the log of the cumulative hazard function ($H(t)$), as $-\ln \left(1 - \hat{F}_i(t)\right) = \hat{H}(t)$, and this scale is often used in survival modelling. Other link functions (e.g., logit) could be chosen to model $E\left(\hat{F}_i(t)\right)$, and we return to this issue in Section 5.

Model fitting is discussed by Andersen and Perme, who suggest the use of generalized estimating equations followed by a sandwich estimator for the variance of parameter estimates (which is needed to account for the correlation of the pseudo-observations themselves). This is implemented in various software modules, including stcoxcal for Stata, specifically developed to allow researchers to fit Equation (3) and estimate the calibration slope of time-to-event prediction models in new data. More generally, pseudo-observations can be derived directly (e.g., using stpci in Stata, or using the pseudo or prodlim packages in R) and then generalized linear models fitted (e.g., using glm in Stata or geese in R), with robust standard errors calculated.

Equation (3) examines a linear calibration, but the actual relationship between observed and predicted risks may be non-linear. Hence, it is also important to estimate a flexible calibration curve with a 95% confidence interval, for example by fitting a spline or fractional polynomial function and using robust standard errors (or bootstrapping) to derive the confidence interval. Alternatively, the stcoxcal Stata package by Royston (and calPlot in the pec package in R) uses a nearest neighbor smoothed running line to produce the calibration curve and its confidence interval, and we use this approach in our article.

## 3 Calculating the Sample Size to Estimate the Calibration Slope Precisely

We now consider how to calculate the sample size for a cohort study aiming to precisely estimate the calibration slope, assuming that the validation dataset will contain observations censored before the time point of interest for prediction. Our approach requires the user to provide some information and to make some assumptions, as in any sample size calculation.

### 3.1 Specify the anticipated linear predictor distribution

Fundamentally, the model’s anticipated linear predictor (LP) distribution in the validation population must be specified. For example, if the validation population is anticipated to be similar to that used for model development, then it makes sense to assume the linear predictor distribution for validation will be similar in shape to that observed for development. Sometimes this distribution is presented in the model development article as a histogram (either for all individuals, or for each of the events and non-events groups separately), or perhaps the developers report it was approximately normally distributed and give the mean and SD. If information about the linear predictor distribution is unavailable, then the model development team could be asked directly to provide details. We illustrate this in our example later.

If Royston’s D statistic is presented, then the SD ($\sigma$) of the linear predictor distribution can be estimated by,

$$\hat{\sigma} = D/(\sqrt{8/\pi}) \quad (4)$$

assuming the linear predictor is normally distributed, which may be a strong assumption. The mean of this normal distribution can be simply set to zero, as without loss of generality it can be assumed centered by its original mean. The only impact of this is on the magnitude of the baseline hazard for simulating survival times (see below).

Jinks et al. propose the following equation, based on empirical evidence, for approximating Royston’s D when only Harrell’s C-index is reported:

$$D = 5.50(C - 0.5) + 10.26(C - 0.5)^3 \quad (5)$$

Thus, if only Harrell’s C-index is reported, we can use Equation (5) to approximate Royston’s D statistic, and then apply Equation (4) to estimate the SD of the linear predictor distribution assuming it is normally distributed. When using the C-index or Royston’s D statistic reported from a model development study, ideally their values should have been adjusted
for optimism due to any overfitting. For example, this could be the C-index after optimism-adjustment based on results from Harrell’s bootstrapping approach; after a penalized regression approach has been used; or based on the C-index estimated in any independent validation (test) datasets (providing the data used for independent validation is reflective of the target population in whom the model is to be further validated). Note that there are many other types of discrimination measures for survival data, such as Uno’s C which (unlike Harrell’s C-index) does not ignore censored observations, and further work is needed for how to use them to approximate Royston’s D and the distribution of the linear predictor.

If no information is available for informing the distribution of the linear predictor, and also when the validation population is expected to be very different to that used for development, then a pilot study could be used to observe the distribution more closely.

### 3.2 Specify the anticipated distribution of survival and censoring times

The assumed distribution of survival times must also be specified for the validation population. To make the approach practical, here we will assume survival times follow an exponential survival distribution, with baseline rate parameter (\(\lambda\)) chosen to ensure \(F(t)\) and thus \(S(t)\) in the validation population are as anticipated for the time point of interest for prediction. Crucially, \(\lambda\) needs to be chosen conditional on the effect of the linear predictor. For example, we suggest using trial and error (or a simple one parameter non-linear optimization strategy) to identify the value of \(\lambda\) that gives the desired \(F(t)\) at the time point of interest in a large simulated dataset of survival times from an assumed exponential distribution with baseline rate parameter \(\lambda\) and a single covariate for LP, whose corresponding parameter value is 1 (ie, assuming risks from the existing prediction model will have a perfect calibration slope across all time points).

The exponential distribution assumes a constant hazard over time and so will, in most situations, be an overly simple approximation of the truth. More complex survival functions could be assumed if more information is available (eg, if the model development data were available), although we anticipate the exponential distribution will be a pragmatic compromise for most users. The impact of different survival distributions is considered in Section 5.

The censoring distribution must also be specified. For example, an exponential distribution could be assumed with censoring rate matching that reported for the development dataset or in similar studies in the same field, to ensure the censoring proportion matches that anticipated by the time point of interest for prediction. Our example illustrates this later. However, it is also important for the censoring distribution to reflect how and when participants will enter the cohort study. Most censoring is administrative (eg, end of study follow-up), and so a study that recruits everyone at the study onset is likely to have a different censoring pattern than a study that recruits individuals gradually over time or at specific intervals. We examine the impact of censoring distributions in Section 5.

### 3.3 Specify the target SE for the calibration slope

Finally, the target SE for the calibration slope must be specified. This choice is subjective, and potentially context specific as what constitutes “precise” depends on the magnitude and range of risk predictions arising from the model, which are defined by the outcome event rate and the linear predictor distribution. It may also depend on the potential clinical implementation of the model; in particular, it may be more important to have precise calibration in some ranges of the calibration plot (eg, predicted risks between 0.05 and 0.20) where clinical decision thresholds are likely to be made, compared to other ranges (eg, predicted risks between 0.5 and 1.0) where miscalibration is less of a concern. As in our previous articles, we recommend starting with a target SE of 0.051, which corresponds to a narrow confidence interval for the calibration slope of 0.9 to 1.1. The aim is to identify the sample size that is expected to (ie, will on average) give this target SE (and thus target confidence interval width), and we describe how to do this below.

### 3.4 Use a simulation-based approach to estimate the required sample size

After the set-up phase, further steps are required using a simulation-based framework, which proceeds iteratively until the sample size is identified that meets the target SE value on average. The steps are outlined in Figure 1. The process starts by assuming the model will be well calibrated in the validation dataset, which is a pragmatic place to start. This could be changed, for example if the calibration slope is anticipated to be less than 1 upon validation due to suspected overfitting.
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FIGURE 1  Suggested process to identify the sample size required to precisely estimate the calibration slope (and subsequent calibration curves) at a key time point when externally validating the performance of a prediction model with a time-to-event outcome during model development; however, this usually leads to lower sample sizes and therefore assuming a slope of 1 is more conservative.4,5,9 The process focuses on precise estimation of calibration slope, but precision of other performance measures should also be checked, such as the calibration-in-the-large, the C-index, and net benefit. If the sample size is adequate for precisely estimating the calibration slope, then usually it will be adequate for these other measures too.5

Once this sample size has been identified, we recommend producing calibration plots for 10-20 of the already simulated datasets of this sample size, including a flexible calibration curve with a 95% confidence interval for each,12,22 as described in Section 2. The calibration curve and its confidence interval on these plots can then be inspected, to ascertain whether the precision of the curve appears generally acceptable, or whether a smaller or larger sample size is actually

- Step 1: Set-up process:
  - Specify the time point of interest for checking calibration performance.
  - Specify the model’s anticipated linear predictor (LP) distribution in the validation population. See main text for guidance on how to choose this, for example based on reported histograms, or the D statistic and C-index.
  - Specify the anticipated overall $F(t)$ (or $S(t)$) in the validation population at the time point of interest.
  - Specify the distribution of survival times in the validation population, conditional on the effect of LP. In the absence of other evidence, we suggest assuming an exponential distribution for simplicity, but other distributions should be specified if distributional information exists.
  - Specify the effect of LP; We suggest assuming the existing model will have good calibration, such that the log hazard ratio for the effect of LP is 1 (i.e., calibration slope is 1). Ensure the chosen parameter(s) of the distribution (e.g., baseline rate parameter for exponentially distributed survival times) correspond to the anticipated $F(t)$ (or $S(t)$) at the time point of interest is met, conditional on assuming the calibration slope is 1.
  - Specify the assumed distribution of censoring times in the validation population, and maximum follow-up time. We suggest assuming an exponential distribution in the absence of other information.
  - Specify the target value for the SE of the calibration slope (e.g., 0.051).

- Step 2: Specify a starting sample size and generate a dataset containing the same number of individuals as this sample size.

- Step 3: For each individual $i$ in the dataset, simulate values of LP from the assumed linear predictor distribution.

- Step 4: For the time point of interest (prediction time horizon), generate values of $\hat{F}(t)$ for each individual by applying the existing prediction model equation. For example, the existing model will typically have an equation of the form $\hat{F}(t) = 1 - S_0(t)^{\exp(LP)}$, where $S_0(t)$ is the model's reported baseline survival probability, and LP is the value of the linear predictor for individual $i$, generated from step 3.

- Step 5: Randomly generate survival times for each individual according to the assumed distribution from step 1 and conditional on their LP value. For example, using the survsim package in Stata,25 or simsurv in R.10 For each individual, set their outcome status to be 1 (i.e., event) and their follow-up time to be their survival time.

- Step 6: Randomly generate a censoring time for each individual under the censoring distribution assumed in step 1. Also specify the maximum follow-up time for all individuals in the validation study. For those individuals whose survival time (from step 5) is later than their generated censoring time or the maximum follow-up time, change their event status to 0 (i.e., no event) and change their follow-up time to their censoring time or the maximum follow-up time (whichever is earlier).

- Step 7: For the chosen time point of interest for prediction, generate pseudo-observations and fit Equation (3) to estimate the calibration slope and its SE, for example by using the stcoxcal package in Stata. Store the results (and those for any other measures of interest, e.g., net benefit).

- Step 8: Repeat steps 2 to 7 many times (e.g., 1000), and each time store the obtained estimates and SEs of the calibration slope.

- Step 9: Summarize the mean calibration slope (simply to check it equals 1 as assumed in step 1) and the mean SE. If the mean SE equals the targeted value specified in step 1, then the sample size in step 2 is the required sample size. Otherwise, repeat steps 2 to 9 with a different chosen sample size.

Once the required sample size is identified, plot flexible calibration curves (and confidence intervals) for the simulated datasets, to ascertain whether their spread (and confidence interval width) appears acceptable. Particular attention might be given to regions of risk that are key to clinical decision making.
needed. Similarly, the empirical distribution of calibration curves could be displayed by presenting the entire set of simulated calibration curves on the same graph (without confidence intervals). This helps to reveal the potential range of calibration curves that might be observed in practice, and if variability is too high then a larger sample size is needed. Our applied example will illustrate these ideas.

4 | APPLIED EXAMPLE

Ensor et al developed a prognostic time-to-event model to predict the risk of a recurrent venous thromboembolism (VTE) following cessation of therapy for a first VTE. The model included predictors of age, gender, site of first clot, D-dimer level, and the lag time from cessation of therapy until measurement of D-dimer (often around 30 days). These predictors corresponded to six parameters in the model, which was developed using the flexible parametric survival modeling framework of Royston and Parmar.

A key time point for prediction was 3 years, and the final model equation for calculating predicted risks was given as,

\[ \hat{F}_i(3) = 1 - \hat{S}_0(3)^{\exp(\text{LP}_i)} \]

where \( \hat{S}_0(3) = 0.9983 \), and \( \text{LP}_i = [(-0.0105 \times \text{Age}) + (0.545 \times \text{Male}) + (1.735 \times \text{Site: Proximal DVT}) + (1.756 \times \text{Site: PE}) + (0.701 \times \ln(\text{D dimer})) + (-0.291 \times \ln(\text{lag time}))]. \)

At the design stage of a validation study, we must now determine the minimum sample size needed to precisely estimate the calibration slope of this model when used to predict risk at 3 years, in order to precisely examine calibration across the whole range of predicted risks. Assuming the validation population will be similar to the development population, we used the process described in Figure 1 to calculate the required sample size. Stata code to implement the approach for this example is provided in the Supplementary Material (and R code available at https://www.github.com/gscollins1973/). The process and findings are now summarized.

4.1 | Step 1: Set-up process

- **Specify the time point of interest for checking calibration performance**: The key time point of interest for validation was 3 years.
- **Specify the model’s anticipated linear predictor (LP_i) distribution in the validation population**: The distribution of LP_i values was not described in the model development article, however upon request the authors provided a histogram. This is displayed in Figure 2, and it could be closely approximated by assuming LP_i follows a skew normal distribution with a mean of 4.60, a variance of 0.65, a skewness parameter of −0.5, and a kurtosis parameter of 5.
- **Specify the assumed \( F(t) \) (or \( S(t) \)) in the validation population at the time point of interest**: The model development article reports a Kaplan-Meier survival curve in the development sample, and by 3 years about 17% of the population had a VTE recurrence, and thus \( F(3) = 0.17 \) and \( S(3) = 0.83 \). Hence, we assumed that this would be the same in the validation population.
- **Specify the assumed distribution of survival times in the validation population, conditional on the effect of LP_i**: We assumed the existing model is well calibrated, and identified (in a large simulated dataset) that an exponential distribution with baseline rate parameter of about 0.00050 ensures \( F(3) \) is 0.17 when the log hazard ratio for the effect of LP_i is 1 (i.e., calibration slope is 1). Hence, survival times were drawn from this distribution.
- **Specify the assumed distribution of censoring times in the validation population, and maximum follow-up time**: The model developers told us that the censoring rate was high, with about 72% of individuals censored before 3 years. To mirror this—and assuming a constant rate of censoring—we drew censoring times from an exponential distribution with rate parameter of 0.426 (as this gives a probability of being censored by 3 years of about 0.72), and then classed the individual as censored if their generated censoring time was less than their survival time. We also assumed the maximum follow-up time would be 3 years and so all individuals with a survival and censoring times generated to be after 3 years were censored immediately after 3 years.
Figure 2 Comparison of the linear predictor distribution from the model development dataset (as supplied by the model developers) and an assumed skew normal distribution (mean 4.60, variance 0.65, skewness −0.5, kurtosis 5) and an assumed N(4.60, 0.699²) distribution

- **Specify the target value for the SE of the calibration slope**: We initially chose a SE of 0.051, to target a confidence interval width of 0.2 (ie, 0.9-1.1 assuming the slope is 1) for the calibration slope as measured on the complementary log-log scale of the calibration model of Equation (3). We emphasize this SE is a starting point, and may need to be refined subsequent to observing calibration plots and curves in simulated data, as described below.

4.2 | Steps 2 to 9: Simulation-based approach to identify the required sample size

Under the assumptions from step 1, the iterative process from steps 2 to 9 identified that about 14250 individuals (with about 1430 observed events by 3 years) are required to estimate the calibration slope with a target SE of 0.051. To better appreciate this level of precision, we plotted the calibration curve and its 95% confidence interval for the simulated datasets of this sample size. Figure 3A provides a representative example, which shows precise calibration across the whole spectrum of predicted risks, especially in the range of risks between 0 and 0.5. This is also reflected by the spread of calibration curves from all the simulated datasets with a sample size of 14250, as shown in Figure 4A for a random sample of 500 of the curves. There is little variation in the range of 0 to 0.5, but it gradually increases as the predicted risk moves closer to 1, because the number of participants in the upper range is far fewer than at the lower range (as the overall risk is 0.17). Therefore, the sample size of 14250 participants is the minimum required to target a precise calibration assessment across the entire range of predicted risks. When reducing the target SE to 0.012 (ie, a target confidence interval width of 0.4 for the calibration slope), there is more uncertainty in estimated curves (Figure 3B) and more variation in observed curves across simulations (Figure 4B).

The sample size required to achieve precise calibration slope estimates is usually larger than for other performance measures, such as calibration-in-the-large and discrimination. This should still be checked. For example, in steps 7 to 9 we also calculated the mean confidence interval width for the \( C-index \), which was 0.028 when the sample size was 14250 individuals, and so very precise around the assumed \( C-index \) of 0.69.

5 | CONSIDERATION OF CLINICAL UTILITY AND DECISION-MAKING

The sample size approach described in Sections 3 and 4 aims for a precise estimate of the calibration curve across the entire range of predictions, and the target confidence interval width of 0.9 to 1.1 for the calibration slope is a helpful way to quantify this. However, sample sizes will often need to be very large to achieve this, as seen in the VTE example...
where about 14250 individuals and 1430 events are required. Such numbers may not be possible in practice (eg, from a new cohort study), unless an existing routinely collected (electronic) database with all the relevant information available could be identified. However, depending on the intended role of the model, ensuring precise calibration estimates across the entire range (0-1) may be too stringent. In particular, we may opt for greater precision in regions of predicted risk relevant to clinical decision making and accept lower precision in other regions where miscalibration is less important. For example, for VTE recurrence, predicted risks between about 0.03 and 0.20 have been suggested to warrant clinical action, such as remaining on anticoagulation therapy. Hence, slight to moderate miscalibration in ranges of highest risk (0.5-1) is potentially acceptable in this context, as it is unlikely to change decisions that are made based on thresholds defined by low risks (0-0.2, say).

In such situations, lower sample sizes might be deemed acceptable as long as precision remained quite high in the regions linked to clinical decision making. For example, the target confidence interval width for the calibration slope might be lowered to 0.3 or 0.4, instead of a width of 0.2 as used previously. We investigated this in the VTE example by lowering the required target SE for the calibration slope to 0.102, to aim for a confidence interval width of 0.4. Repeating steps 1 to 9, we found that 3600 individuals (about 365 events) are required to meet this target, and so a substantial reduction of more than 10000 individuals and 1000 events compared to when aiming for a confidence interval width of 0.2.

Examining the calibration plot from a random selection of the simulated datasets of size 3600, the confidence interval for the calibration curve is still reasonably narrow in the range where decision making thresholds may lie (0-0.2). An example is given in Figure 3B. However, the uncertainty is noticeably bigger than before, and the variation in observed calibration curves is also much larger, with some curves drifting down toward observed risks of 0.5 when predicted risks are close to 1. Hence, it would be inadvisable to lower the sample size any further, and so we deemed the 3600 individuals as the minimum sample size required. The word “minimum” is important—there is a strong argument that risk thresholds vary across individuals and settings, and so focusing only on a narrow range of thresholds (eg, 0 to 0.2) is subjective and an incomplete picture, compared to ensuring precise calibration across the entire spectrum of risks from 0 to 1.

Alongside consideration of calibration, it is also helpful to check whether the net benefit of the model is precisely estimated in the region of clinically relevant risk thresholds. The net benefit measures the overall consequences of using a prediction model for clinical decisions, which requires the weighing of the benefits (eg, improved patient outcomes)
Figure 4  Spread of 500 estimated calibration curves when validating the VTE prediction model in a simulated sample of (A) 14250 individuals, which targets a SE of 0.051 for the calibration slope (confidence interval width of 0.2), and (B) 3600 individuals, which targets a SE of 0.102 for the calibration slope (confidence interval width of 0.4). Black line indicates perfect calibration; grey lines show the estimated calibration curves.

against the harms (e.g., worse patient outcomes, additional costs). It requires the researchers to choose a risk threshold, such that if an individual’s predicted risk of the outcome event is above that risk there will be a clinical action (e.g., further treatment, referral to specialist, etc.). Often a range of thresholds are important to consider, such as 0.05 to 0.20 in the VTE application. Net benefit examination can be incorporated within steps 7 to 9 of the simulation framework. For example, in the VTE example using a risk threshold of 0.05, Figure 5A shows a histogram of the observed net benefit values from 200 simulated datasets of size 3600, and the empirical SE of these was 0.0084. This is small relative to the anticipated net benefit of about 0.125 at this threshold, and would allow clear evidence demonstrating a difference from “treat none” (net benefit of zero) strategy, and allow a detailed comparison to a “treat all” strategy. Net benefit would also be precisely estimated at other thresholds up to 0.2, and so the 3600 sample size is adequate in this range to examine clinical utility measured by net benefit. However, if higher risk thresholds were of interest, then the sample size may be insufficient; for instance, the distribution of net benefit estimates at a risk threshold of 0.5 overlaps zero (Figure 5B). This emphasizes why, ideally, we want to obtain precise calibration estimates across the entire risk spectrum, and that focusing on a narrower range must be appropriately justified by clinical experts and patient groups.

6  |  EXTENSIONS

6.1  |  What if the linear predictor distribution was not available?

In our applied example we used a skew normal distribution to approximate the observed linear predictor distribution in the histogram (Figure 2). But what if the histogram depicting the linear predictor distribution had not been provided? In that situation, we could have used the model’s Royston D statistic, but this was also not reported. However, a Harrell’s C-index of 0.69 was reported, and so we used Equation (5) to approximate the corresponding D statistic:

\[ D = 5.50(C - 0.5) + 10.26(C - 0.5)^3 = 5.50(0.69 - 0.5) + 10.26(0.69 - 0.5)^3 = 1.115 \]

Then, an estimate of the SD of the linear predictor distribution (assuming it is normally distributed) is \( \hat{\sigma} = D/(\sqrt{8/\pi}) = 1.115/(\sqrt{8/\pi}) = 0.699 \). Assuming (without loss of generality) that the linear predictor is centered at its mean, we can then assume \( LP_i \sim N(0, 0.699^2) \), and subsequently identify the corresponding baseline hazard that ensures
that that $S(3)$ is correct. Recall it was reported that $F(3) = 0.17$. By simulating a large dataset, and through trial and error, $F(3) = 0.17$ corresponds to drawing survival times from a conditional exponential distribution with a baseline rate of about 0.052 and a linear predictor effect of 1.

Therefore, we repeated the simulation process under these assumptions, and targeted a SE of 0.102 (confidence interval width of 0.4), in keeping with Section 5. This identified that a sample size of about 3400 individuals (366 events) is required to achieve this. This is very similar to the sample size of about 3600 individuals (365 events) identified when using the skew normal distribution of Figure 2 for the linear predictor. This is not surprising, because the normal distribution and the skew normal distribution are very similar (as shown in Figure 2 when centering the mean of LP at 4.6 for both distributions). Nevertheless, this extension serves to demonstrate that in situations where assuming a normal distribution for the linear predictor is reasonable, and a histogram or summary statistics for the linear predictor are unavailable, then the proposed sample size approach is still feasible even when only the model’s $C$-index or Royston’s $D$ statistic can be obtained from the model development study.

### 6.2 Impact of link function

The calibration model of Equation (3) uses a complementary log-log link function, and hence the target precision of the calibration slope is defined on this scale. The question might be asked whether using a different link function could lead to more precise calibration plots and curves. However, the calibration plots and curves shown in Figures 3 and 4 are produced by a non-parametric running line on the actual risk scale (best fit of “observed” risks based on pseudo-observations vs predicted risks from the existing model), and so are not affected by the link function used to estimate the calibration slope. This is why we emphasized the importance of checking calibration plots and calibration curves for the simulated datasets, to ensure they look acceptable once the sample size for the target SE is identified. In other words, the target SE for the calibration slope is just a starting point, and so the link function is somewhat arbitrary. Furthermore, in our VTE example the mean SE was similar regardless of whether a logit or complementary log-log link was used. For simulated datasets of size 14250, the mean SE of the calibration slope was about 0.051 when using complementary log-log link, and about 0.054 when using a logit link. For simulated datasets of size 3600, the mean SE of the calibration slope was about 0.102 when using a complementary log-log link, and about 0.109 when using a logit link.

### 6.3 Impact of changing assumptions

In our example, the simulation-based approach assumed that the survival distribution was exponential, and thus the event rate was constant over time. This is a pragmatic choice of distribution without other information, but more
complex survival distributions should be considered if evidence supports them. For example, it might be known that events are more likely to occur in the first year, and then afterwards become rare. We examined this in the VTE example by replacing an exponential distribution with a Weibull distribution (with parameters $\lambda = 0.00119$, $\gamma = 0.2$), with a high event rate in the first year and lower rate thereafter, but still ensuring $F(3) = 0.17$ conditional on the effect of the linear predictor effect being 1. Repeating the simulation exercise whilst still assuming a sample size of 3600 participants, we found that the Weibull distribution leads to a mean SE of about 0.076, substantially lower than the mean SE of 0.102 when assuming an exponential distribution. Hence a lower sample size would be needed if this Weibull distribution was more appropriate. Conversely, assuming events happen mostly in year 3 (Weibull distribution with parameters $\lambda = 0.0000062$ and $\gamma = 5$), a much larger mean SE of about 0.13 is obtained. Hence, the mean SE (and thus the required sample size) is sensitive to the chosen survival distribution form.

Another challenge for the user is to accurately specify the potential censoring distribution and rate in the validation dataset. In the VTE example, we assumed 72% of individuals would be censored before 3 years, based on the censoring reported for the model development study. This is high, and the validation study may hope to retain people for longer through better follow-up procedures. If the censoring proportion by 3 years is assumed to be 50%, then a sample size of about 2400 individuals (and about 300 events) is required to obtain a mean SE for the calibration slope of 0.102. This is over 1000 fewer individuals and 60 fewer events than when assuming the censoring proportion would be 72%. Furthermore, the assumed censoring distribution is also important, because it dictates how many person-years will be contributed by those individuals censored before the time point of interest. For example, if all censoring occurs in the third year of follow-up, this is very different to it all occurring in the first six months or at a constant rate over all three years. Hence, if more information is known about the expected censoring (e.g., due to administrative reasons), then this should help inform the censoring distribution assumed for simulation.

In summary, the assumed survival and censoring distributions are influential; our basic choices (e.g., exponential) will often be the most pragmatic choice, but if further information about the distributions can be obtained it will be more accurate. For example, if a Kaplan-Meier curve (with censoring points) is provided in a publication about the target population, then digital software could be used to read in the corresponding points and help reconstruct survival and censoring times to inform the underlying distributions.36

6.4 Comparison to logistic regression

Pavlou et al suggest that sample size for validation of time-to-event prediction models can follow the sample size required for logistic prediction models “when the proportion of censored observations is high”.10 To examine this in the VTE example, we applied the closed-form sample size approach of Riley et al for validation of a logistic regression prediction model (with 3-year predicted risks generated from VTE model),5 and this calculates that 1203 individuals (about 203 events) are required for a target SE of 0.102 for the calibration slope. This is substantially smaller than the 3600 individuals (360 events) required when accounting for the assumed high censoring rate of 70%. Hence, we do not recommend using the logistic regression approach unless the censoring rate is very low, as mentioned in Section 3. If censoring is very low, then our simulation-based approach for survival data will give very similar answers to that based on logistic regression; however, the sample size calculation for the logistic approach is much quicker, as it uses closed-form solutions and so does not require simulation.

6.5 Multiple time points

If more than one time point is of interest (e.g., 1, 5, and 10 years), then a separate validation is required for each time point, and so a separate sample size calculation is needed for each. The largest sample size is then the one required for the validation study. As events occur less by earlier time points, it is likely that larger sample sizes are needed for the earlier time points. Multiple time points will also require a more complex survival distribution to be assumed than exponential, to ensure that the population risk is as anticipated at all the time points of interest.
6.6 | Extension to settings with competing risks

In the case that there are other events that may preclude the event of interest, competing risks must be considered. However, there are various complications when adapting the process in Figure 1, some of which are not immediately obvious. First, it should be clear what the chosen estimands are, as the interest may include the risk of one event, or the total risk partitioned into each event-specific risks. The cause-specific cumulative incidence function for the main cause of interest might be the chosen estimand (ie, the risk of a specific event). However, this is no longer likely to span the entire risk range from 0 to 1 since the competing events will affect the number of individuals censored, thus reducing the total number of events for the event of interest. On the other hand, if interested in partitioning total risk to obtain each event-specific cumulative incidence function (event-specific risk by a particular time-point) it is important to consider that sample sizes will vary for each event depending on how often they occur. Therefore, a decision will need to be made on which event to calculate the sample size on, and it may be most natural to consider the event that occurs least frequently.

A further complication on adapting the process in Figure 1 to competing risks is that a choice must be made on how to model predictor effects. One can either model covariate effects directly on the event-specific risk via the subdistribution hazard function, or model effects on each event-specific hazard rate then transform to obtain the event-specific risk. The process for a standard survival analysis can easily be extended when the estimand of interest is in one event-specific risk that is modeled on the subdistribution hazards scale, such as the Fine and Gray model. On the other hand, interest may be in all event-types, which may motivate the need for cause-specific models, which necessitates that some steps may require more thought. For instance, the data generating mechanism in the simulation for competing risks data becomes more complicated as the LP, for each model may be correlated between different competing events. To circumvent this, individual participant data or details of correlation between each of the LP_i for the different events may be required to simulate the competing risks data more accurately. Assuming an exponential distribution for each cause is also likely to be too simplistic.

Further details on various ways to simulate competing risks data are outlined in Beyersmann et al, and the use of pseudo-observations and calibration curves in competing risk settings is given by Gerds et al. The calculation of pseudo-observations must be made using the Aalen-Johansen estimator such that,

$$\tilde{F}_i(t) = nF_{AJ}(t) - \left[ (n - 1)F_{AX_{-i}}(t) \right],$$

where, $F_{AJ}(t)$, is the Aalen-Johansen estimator.

7 | DISCUSSION

Building on our earlier work for models predicting binary outcomes, we have shown how to use a simulation-based approach to identify the minimum sample size required to externally validate a clinical prediction model with a time-to-event outcome. Our approach is focused on precise estimation of the calibration slope and calibration curves, but precision of other measures should also be checked in the simulation process, such as the C-index, D statistic, and net benefit. Obtaining a precise estimate of calibration is important, but what defines “precise” is context specific, and the visual inspection of simulated calibration curves can be a helpful guide, especially when particular ranges of risk are of more interest for clinical decision making.

Our work identifies a sample size that targets a confidence interval of a particular width. This means that, if the data generating assumptions are correct, this width will be achieved on average when a dataset of the identified sample size is generated. Of course, in a single dataset the confidence interval width may be narrower or wider by chance, even when the assumptions made are correct. A more stringent criterion is to identify a sample size such that the range of standard errors that could be produced are unlikely to be above a particular value. This will require a larger sample size.

The observed confidence interval width will also depend on deviations from the modeling assumptions, for example in terms of the observed calibration slope, survival and censoring distributions, and linear predictor distribution. This issue is the same for any sample size calculation: if the input assumptions are incorrect, then the actual study will deviate from the target precision; for example, if the censoring rate in practice is higher than that
assumed, a larger number of events will be required. This could lead to a prospective study recruiting more individuals than necessary, or conversely recruiting fewer than needed. However, this is typically the case in observational research.

Jinks et al propose a closed-form approach based on precise estimation of the D statistic. This is much quicker than our simulation-based approach, but only focuses on discrimination and not calibration. Calibration is a fundamental measure that is often neglected in validation studies, and we think it should be the main focus on a sample size calculation for validation studies, as calibration is the aspect that is most affected when evaluated in new data. The precision of the D statistic and other discrimination measures could be summarized as part of steps 7 to 9 of our simulation process, alongside the calibration slope and any other measure of interest. Indeed, the flexibility of the simulation approach is its great advantage, especially as it allows the generation of calibration plots and flexible calibration curves with confidence intervals, to help the user to better visualize the precision on a meaningful scale.

Our simulation procedure assumes that censoring is non-informative, which is a pragmatic decision and eases the computation process. However, in practice censoring may be informative (ie, conditional on covariates and thus underlying risk), and so once data are actually collected for the validation, this should be considered. In particular, pseudo-observations assume non-informative censoring, and so to help mitigate against this, we suggest deriving them separately within each of, say, 10 or 20 groups defined by tenths or twentieths of predicted risk. Rather than using pseudo-observations, Austin et al suggest using flexible adaptive hazard regression or a Cox model using restricted cubic splines, which also allows observed risks to be produced (and thus calibration curves) assuming uninformative censoring conditional on the predicted risk and proportional hazards.

In conclusion, we have proposed a simulation-based framework for examining the sample size required to precisely validate a prediction model for a time-to-event outcome. This encourages users to focus on ensuring precise estimates of calibration, ideally across the entire range of predicted risks, but at the very least in regions of key importance for clinical decision-making.
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