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Abstract

We develop differential algebraic $K$-theory of regular and separated schemes of finite type over $\text{Spec}(\mathbb{Z})$. Our approach is based on a new construction of a functorial, spectrum level Beilinson regulator using differential forms. We construct a cycle map which represents differential algebraic $K$-theory classes by geometric vector bundles. As an application we derive Lott’s relation between short exact sequences of geometric bundles with a higher analytic torsion form.
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1 Introduction

1.1 Differential algebraic $K$-theory

The algebraic $K$-theory of rings of integers in number fields, or more general arithmetic schemes over $\text{Spec}(\mathbb{Z})$ is an interesting, but complicated object. There are deep conjectures due to Beilinson, Bloch-Kato, Lichtenbaum, etc., that relate algebraic $K$-groups to special values of zeta and $L$-functions. These relations are described in terms of so called regulators, which are natural transformations from $K$-theory to suitable cohomology theories. The simplest example of such a relation is the analytic class number formula, which concerns the case of $K_1$ of a ring of integers $R$ in a number field $K$, the Dedekind zeta function $\zeta_K$ of $K$, and Dirichlet’s regulator map from $K_1(R) = R^\times$ to a certain real vector space.

The general approach to special cases of these conjectures consists of three steps. First, one has to construct algebraic $K$-theory classes. Then one has to compute the images of these classes under the regulator map, and finally one has to relate the result of the computation to special $L$-values.

In [BG13] Bunke and Gepner introduce and study differential algebraic $K$-theory for rings of integers in number fields. This theory can be seen as a new tool in performing the first two steps above. The main achievements of the present paper are firstly the construction of differential algebraic $K$-theory in the higher dimensional case, i.e. in the case of arbitrary regular, separated schemes of finite type over $\text{Spec}(\mathbb{Z})$, and secondly the proof of one of the conjectures stated in [BG13] (Lott’s relation) using this generalized theory.

Let us sketch the idea behind differential algebraic $K$-theory. The $K$-groups of a ring or a scheme are by definition the homotopy groups of an algebraic $K$-theory spectrum. This spectrum represents a generalized cohomology theory on topological spaces. In general, a differential extension of a cohomology theory can be evaluated on smooth manifolds. It combines the homotopy theoretic information with differential form data in a non-trivial way leading to interesting secondary invariants. We refer to [BS10] for an axiomatic description of differential cohomology theories. A differential extension of a cohomology theory has the potential to receive refined characteristic classes which encode geometric data. As a classical example, the differential extension of integral cohomology, known as Cheeger-Simons differential characters or smooth Deligne cohomology, receives refined Chern classes for vector bundles with connection [CS85].

In agreement with this general picture, a class in differential algebraic $K$-theory contains information of an underlying algebraic $K$-theory class together with a differential form representing the image of the $K$-theory class under the regulator, more specifically Borel’s regulator in the case of rings of integers in number fields, and Beilinson’s regulator in general. In the present paper we construct a geometric cycle map, which enables one to describe classes in differential algebraic $K$-theory in terms of certain bundles on manifolds with additional geometric structures. The corresponding regulators are obtained from characteristic forms.
An essential ingredient in the construction of differential algebraic $K$-theory $\hat{K}(X)^0$ for higher dimensional $X$ is an elegant functorial description of Beilinson’s regulator on the level of differential forms.

As a byproduct of our constructions, we obtain an alternative version of higher arithmetic $K$-theory. An arithmetic $K_0$-group was introduced by Gillet and Soulé [GS90], higher arithmetic $K$-groups were then defined and studied by Takeda [Tak05], building on work of Burgos and Wang [BW98], and recently by Scholbach in [Sch12] using the abstract framework of stable homotopy theory of schemes.

Based on a new approach to differential cohomology theories in general, the first author and Gepner consider the differential algebraic $K$-theory of rings of integers in number fields in [BG13]. In this case, the differential form level description of the regulators is simpler than in the higher-dimensional situation. In [BG13] we studied the relation between regulators, transfer maps, and higher analytic torsion forms. One motivation for the generalization of the theory to higher-dimensional schemes was to give a proof of the conjecture called Lott’s relation in [BG13] mentioned before.

For the purpose of introduction of the basic ideas we start with the simpler case of rings of integers in number fields and review the main results of the paper [BG13]. In Subsection 1.3 we turn to the general case and give a more detailed introduction to the contents of the present paper.

1.2 Rings of integers: a review of [BG13]

For a ring $R$ we consider a bundle $V \to M$ of finitely generated projective $R$-modules over a smooth manifold $M$. It gives rise to a class

$$\text{cyc1}(V) \in KR_0^0(M),$$

where $KR^*$ denotes the cohomology theory represented by the algebraic $K$-theory spectrum $KR$ of $R$. For $p \in \mathbb{Z}$ let $H(\mathbb{R}[p])$ denote the Eilenberg-MacLane spectrum of $\mathbb{R}$ shifted in such a way that its non-trivial homotopy group is $\mathbb{R}$ in degree $p$. A regulator is a map of spectra $r : KR \to H(\mathbb{R}[p])$. It defines a natural transformation between cohomology groups $r : KR_0^0(M) \to H^p(M; \mathbb{R})$. We consider the question how to calculate the class

$$r(\text{cyc1}(V)) \in H^p(M; \mathbb{R}).$$

Let us assume that $R$ is the ring of integers in a number field. We choose an embedding $\sigma : R \to \mathbb{C}$ and an odd positive integer $p$. For these choices Borel [Bor74] introduced a regulator

$$r_{\sigma,p} : KR \to H(\mathbb{R}[p])$$

generalizing the classical Dirichlet regulator $R^\times = K_1(R) \to \mathbb{R}$, $u \mapsto \log |\sigma(u)|$. In the following we give a differential geometric description of this regulator. The complexification $V_{\sigma} := V \otimes_{R,\sigma} \mathbb{C}$ is a complex vector bundle over $M$ with a flat connection $\nabla^{V_{\sigma}}$. If we choose a Hermitian metric $h^{V_{\sigma}}$, then we can form the adjoint connection $\nabla^{V_{\sigma},*}$. The $p$-component $\text{ch}_p(\nabla^{V_{\sigma},*}, \nabla^{V_{\sigma}})$ of the transgression of the Chern character form is closed.
Up to normalization, this is the Kamber-Tondeur form of the flat bundle with metric $(V_\sigma, \nabla^{V_\sigma}, h^{V_\sigma})$ introduced in [BL95]. Its cohomology class is independent of the choice of the metric. The regulator is now characterized by

$$r_{\sigma,p}(\text{cycl}(V)) = [\tilde{c}h_p(\nabla^{V_\sigma,*}, \nabla^{V_\sigma})] \in H^p(M; \mathbb{R}).$$

The choice of a conjugation invariant collection $h^{V_\sigma}$ of metrics $h^{V_\sigma}$ for all embeddings $\sigma : R \to \mathbb{C}$ is called a geometry on $V$. One motivation for introducing the differential extension $\hat{KR}^0$ of algebraic $K$-theory of $R$ is that it can capture a refined cycle class

$$\text{cycl}(V, h^V) \in \hat{KR}^0(M)$$

which combines the information about the class $\text{cycl}(V) \in KR^0(M)$ and the characteristic forms $\tilde{c}h_p(\nabla^{V_\sigma,*}, \nabla^{V_\sigma})$ with secondary invariants.

We now consider a proper submersion $\pi : M \to B$ between manifolds. On the one hand, a bundle of $R$-modules $V$ can be pushed forward along $\pi$ by taking fibre-wise cohomology. In sheaf theoretic terms, one considers the higher derived images $R^i\pi_*(V)$. On the other hand, for every cohomology theory $E^*$ represented by a spectrum $E$ we have the Becker-Gottlieb transfer

$$\text{tr} : E^*(M) \to E^*(B).$$

Via the cycle map we can compare the sheaf-theoretic push-forward with the Becker-Gottlieb transfer in algebraic $K$-theory. We are led to the following equality in $KR^0(M)$:

$$\sum_{i \geq 0} (-1)^i \text{cycl}(R^i\pi_*(V)) = \text{tr}(\text{cycl}(V)).$$

The Bismut-Lott index theorem [BL95] implies that [2] holds true in $H^p(B; \mathbb{R})$ after application of the regulator $r_{\sigma,p}$ described above. The equality [2] in $KR^0(M)$ itself is a consequence of the Dwyer-Weiss-Williams index theorem [DWW03].

The fundamental question considered in [BG13] concerned the refinement of (2) to differential algebraic $K$-theory. First of all, in [BG13] we construct a differential Becker-Gottlieb transfer

$$\hat{\text{tr}} : \hat{E}^*(M) \to \hat{E}^*(B)$$

for every differential cohomology theory $\hat{E}$. This differential refinement of $\text{tr}$ depends on the additional choice of a Riemannian structure $g^\pi$ on $\pi$.

If $(V, h^V)$ is a bundle of $R$-modules with geometry we define geometries $h^V_{\pi_*(V)}$ on the bundles $R^i\pi_*V$ using fibre-wise Hodge theory. These constructions allow to lift both sides of [2] to differential algebraic $K$-theory. A simple check using the local version of the Bismut-Lott index theorem [BL95] shows that the naive differential version of [2] is not true. But the theory of Bismut-Lott provides a natural candidate for a correction term which can be expressed in terms of a higher analytic torsion form $T(\pi, g^\pi, V, h^V)$. We refer to [BG13] for details. Quite generally differential cohomology receives a map from differential forms which is denoted by the symbol $a$ as it appears in the following formula.
Conjecture 1.1. The transfer index conjecture (TIC) predicts that
\[
\sum_{i \geq 0} (-1)^i \hat{\text{cycl}}(R^i\pi_*(V), h^{R^i\pi_*(V)}) + a(T(\pi, g^\pi, V, h^V)) = \hat{\text{tr}}(\hat{\text{cycl}}(V, h^V))
\] (3)
holds true in $\hat{KR}^0(B)$.

The TIC is an interdisciplinary, still unproven, statement which combines homotopy theory, global analysis, and arithmetic. It subsumes known results like the local version of the Bismut-Lott index theorem [BL95], the Dwyer-Weiss-Williams index theorem [DWW03], or a version of the Cheeger-Müller theorem [Che79], [Müll78]. Further special cases and arithmetic consequences are discussed in [BG13, Sec. 5].

We now describe Lott’s relation. We consider a short exact sequence
\[
\mathcal{V} : 0 \rightarrow V_0 \rightarrow V_1 \rightarrow V_2 \rightarrow 0 , \quad g^\mathcal{V} := (g^V_i)_{i=0,1,2} ,
\] (4)
of bundles over $M$ of finitely generated projective modules over the ring $R$ together with a choice of geometries. In $KR^0(M)$ we then have the relation
\[
\text{cycl}(V_0) - \text{cycl}(V_1) + \text{cycl}(V_2) = 0 .
\] (5)
It is again a natural question whether this equality refines to differential algebraic $K$-theory. By the theory of Bismut-Lott [BL95], the naive refinement does not hold in general, but there is a natural correction term given by a finite-dimensional version of the higher-analytic torsion form $T(\mathcal{V}, g^\mathcal{V})$. In [BG13] we conjectured and partially verified the following result:

Theorem 1.2. Lott’s relation
\[
\hat{\text{cycl}}(V_0, g^{V_0}) - \hat{\text{cycl}}(V_1, g^{V_1}) + \hat{\text{cycl}}(V_2, g^{V_2}) = a(T(\mathcal{V}, g^\mathcal{V}))
\]
holds true in $\hat{KR}^0(M)$.

We call this Lott’s relation since a version of it was taken by Lott in [Lot00] as the starting point for the construction of a geometric analogue of the flat part of $\hat{KR}^0(M)$. We refer to [BG13] for further details and consequences of Lott’s relation. One of the main achievements of the present paper is a complete proof of Lott’s relation 1.2, see Theorem 5.15.

1.3 The higher-dimensional case and the main results of this paper

The theory of [BG13] applies to the differential algebraic $K$-theory of rings of integers in number fields. The goal of the present paper is to set-up the first step of a generalization of the theory from rings of integers to general regular and separated schemes $X$ of finite type over $\text{Spec}(\mathbb{Z})$. 
In general, a differential extension of a cohomology theory $E$ can be considered as a byproduct of a geometric construction of the homotopy fibre of the realification map $E \to ER$, where $ER := E \wedge M\mathbb{R}$ is the abbreviation for the smash product of $E$ with the Moore spectrum of $\mathbb{R}$. The choice of differential data in the sense of [BG13] for $E$ consists of the choice of a real chain complex and an equivalence between the associated Eilenberg-MacLane spectrum and $ER$.

In order to define a differential extension of the cohomology theory $\hat{K}(X)^{0}$ determined by the algebraic $K$-theory spectrum $K_{\mathbb{Z}}(X)$ of $X$, one must fix differential data for $K_{\mathbb{Z}}(X)$. In the present paper, we work with the absolute Hodge complex $DR_{M,\mathbb{Z}}(M \times X)$. The relation of this complex $M$-version of the de Rham complex of $X$ and separated schemes by the algebraic $K$-theory $\hat{K}(X)^{0}$ is conjectural. Beilinson’s conjectures (cf. [Be˘ı86] and Subsection 3.5). The relation of this complex with $K$-theory is provided by the Beilinson regulator $r_{\mathbb{Z}}^{Beil} : K_{\mathbb{Z}}(X) \to H(DR_{\mathbb{Z}}(X))$.

One difference to the standard choice in differential cohomology theory is that the complex $DR_{\mathbb{Z}}(X)$ does not exactly model the real homotopy type of $K_{\mathbb{Z}}(X)$, and even if $X$ is proper the precise relation between its cohomology and the homotopy groups $\pi_{s}(K_{\mathbb{Z}}(X))$ is only conjectural.

Differential algebraic $K$-theory $\hat{K}(X)^{0}$ is a contravariant functor on smooth manifolds, but it is also functorial in $X$. We will denote pairs of smooth manifolds $M$ and regular and separated schemes $X$ of finite type over $\text{Spec}(\mathbb{Z})$ in the form $M \times X$. The differential form part of the differential extension $\hat{K}(X)^{0}$ is given by the sheaf of cochain complexes $M \times X \mapsto DR_{M,\mathbb{Z}}(M \times X)$. The complex $DR_{M,\mathbb{Z}}(M \times X)$ is our technically precise version of the de Rham complex of $M$ with coefficients in $DR_{\mathbb{Z}}(X)$.

Typical structures of differential cohomology are a natural exact sequence (see (72))

$$K_{\mathbb{Z}}(X)^{-1}(M) \xrightarrow{r_{\mathbb{Z}}^{Beil}} DR_{M,\mathbb{Z}}(M \times X)^{-1}/\text{im}(d) \xrightarrow{\alpha} \hat{K}(X)^{0}(M) \xrightarrow{I} K_{\mathbb{Z}}(X)^{0}(M) \to 0$$

and a natural map

$$R : \hat{K}(X)^{0}(M) \to Z^{0}(\mathcal{L}DR_{M,\mathbb{Z}}(M \times X)),$$

where $\mathcal{L}$ is the Čechification functor defined in A.8. A differential algebraic $K$-theory class $u \in \hat{K}(X)^{0}(M)$ thus contains the information about an underlying topological class $I(u)$ and a differential form $R(u)$ representing its regulator. The flat part (Definition 5.2)

$$\hat{K}(X)^{0}_{flat}(M) := \text{ker} \left( R : \hat{K}(X)^{0}(M) \to Z^{0}(\mathcal{L}DR_{M,\mathbb{Z}}(M \times X)) \right)$$

fits into the exact sequence (see (77))

$$K_{\mathbb{Z}}(X)^{-1}(M) \xrightarrow{r_{\mathbb{Z}}^{Beil}} H(DR_{\mathbb{Z}}(X))^{-1}(M) \xrightarrow{\alpha} \hat{K}(X)^{0}_{flat}(M) \xrightarrow{I} K_{\mathbb{Z}}(X)^{0}(M) \xrightarrow{2 \pi_{1}} H(DR_{\mathbb{Z}}(X))^{0}(M).$$

In a recent paper [HQ12], Hopkins and Quick introduce a Hodge filtered version of complex bordism. Its construction is very similar in spirit to our definition of differential algebraic $K$-theory and also uses related constructions with differential forms. However
Hodge filtered complex bordism is not a differential version of complex bordism since from its cohomology classes one can not recover the differential form representatives of the relevant cohomology classes.

As mentioned before, differential algebraic \( K \)-theory may also be seen as a variant of arithmetic algebraic \( K \)-theory. For brevity we will explain the relation to Takeda’s construction in more detail. We use the inclusion \( j : pt \to S^n \) of the north pole in the standard way in order to define reduced \( n \)-th cohomology groups. We have isomorphisms

\[
\mathbb{K}_n(X) \cong \ker \left( j^* : \mathbb{K}_Z(X)^0(S^n) \to \mathbb{K}_Z(X)^0(pt) \right)
\]

and

\[
H^{-n}(\text{DR}_Z(X)) \cong \ker \left( j^* : H(\text{DR}_Z(X))^0(S^n) \to H(\text{DR}_Z(X))^0(pt) \right).
\]

The relation of this cohomology with absolute Hodge cohomology of \( X \) is given by

\[
H^*(\text{DR}_Z(X)) \cong \bigoplus_{p \geq 0} H^{*+2p}_{\text{Hodge}}(X, \mathbb{R}(p)),
\]

see (25). If we set

\[
\overline{\mathbb{K}}_n(X) := \ker \left( j^* : \mathbb{\hat{K}}(X)^0_{\text{flat}}(S^n) \to \mathbb{\hat{K}}(X)^0_{\text{flat}}(pt) \right),
\]

then this group fits into an exact sequence

\[
\mathbb{K}_{n+1}(X) \xrightarrow{\text{Beil}} H^{-n-1}(\text{DR}_Z(X)) \xrightarrow{\partial} \overline{\mathbb{K}}_n(X) \xrightarrow{I} \mathbb{K}_n(X) \xrightarrow{\text{Beil}^*} H^{-n}(\text{DR}_Z(X)). \tag{6}
\]

The group \( \overline{\mathbb{K}}_n(X) \) can thus be understood as a version of higher arithmetic algebraic \( K \)-theory\(^1\) according to [Sou92, III.2.3.4], [Del87].

Based on the differential form level construction of the Beilinson regulator by Burgos and Wang [BW98], Takeda defines in [Tak05] a group \( \mathbb{\hat{K}}_n^{\text{Takeda}}(X) \) for proper \( X \) together with a characteristic form map \( \text{ch} \). The group \( \mathbb{\hat{K}}_n^{\text{Takeda}}(X) \) is the analogue of our \( \mathbb{\hat{K}}_n^{\text{BT}}(X) := \ker \left( j^* : \mathbb{\hat{K}}(X)^0(S^n) \to \mathbb{\hat{K}}(X)^0(pt) \right) \).

It is not the same because of a different choice of differential form data computing absolute Hodge cohomology. Takeda’s version of arithmetic algebraic \( K \)-theory is

\[
\mathbb{K}_n^{\text{Takeda}}(X) := \ker(\text{ch}).
\]

It fits into an exact sequence which is the analogue of (6). We expect that there is a natural isomorphism

\[
\mathbb{K}_n(X) \cong \mathbb{K}_n^{\text{Takeda}}(X).
\]

\(^1\)The usual notation for arithmetic algebraic \( K \)-theory is \( \mathbb{\hat{K}}_n(X) \). In the present paper we use \( \mathbb{K}_n(X) \) in order to avoid a confusing inflation of hatted symbols.
For a proof one must construct a map relating these groups which is compatible with the exact sequences. By the Five Lemma this map is then automatically an isomorphism. At the moment, however, it is not obvious how to construct such a map.

We now list the main achievements of the present paper:

1. **The construction of \( \hat{K}(X)^0 \) (Definition 5.1):** The construction of the differential algebraic \( K \)-theory functor \( \hat{K}(X)^0 \) requires the development of a framework that enables one to understand the Beilinson regulator on the differential form level. This occupies the first two and a part of the fourth section.

2. **The cycle map (Subsection 5.3):** In the setup of [BG13], the construction of the cycle map \( (1) \) was a considerable task. The contribution of the present paper is a higher-dimensional generalization together with a simplification. Let \( M \) be a smooth manifold and consider a sheaf \( V \) of locally free, finitely generated \( \text{pr}_X \circ \mathcal{O}_X \)-modules over \( M \times X \). We introduce the notion of a geometry \( g^V \) on \( V \) which allows us to define a characteristic form \( \omega(g^V) \in \mathbb{Z}^0(\mathcal{LDR}_{M_JZ}(M \times X)) \), see Definition 4.16. These characteristic forms lead to a functorial construction of the Beilinson regulator maps in Definition 4.26. The cycle map associates a differential algebraic \( K \)-theory class \( \mathrm{cycl}(V, g^V) \in \hat{K}(X)^0(M) \) to a geometric bundle \( (V, g^V) \) in a natural way.

3. **The proof of Lott’s relation (Theorem 5.15):** Most interestingly, this is a mere consequence of the fact that the calculus developed in [BG13] for number rings has a higher-dimensional generalization.

As a simple consequence of the way the regulators are constructed we rederive the generalization of the Karoubi regulator first obtained in [Tam12, Section 3.5].

Besides the above mentioned results, we think that the formalism and techniques developed in the present paper are of independent interest.

We now describe the contents of the various sections.

In Section 2, we define algebraic \( K \)-theory in terms of an \( \infty \)-categorical version of commutative group completion. The main purpose is to analyze the construction of regulator maps and to reduce the amount of data to prescribe and check to a practical level. We give a precise way to produce \( \infty \)-categorical objects (e.g. the regulators) from classical data (e.g. characteristic forms).

In Section 3, we give a construction of the Beilinson regulator using the general method developed in Section 2. Here we use some of the differential geometry which will be set up in Section 4. The application to the Karoubi regulator is discussed in Subsection 3.6.

In Section 4, we develop the differential geometry of locally free, finitely generated sheaves of \( \text{pr}_X \circ \mathcal{O}_X \)-modules \( V \) on spaces of the form \( M \times X \). We introduce the corresponding absolute Hodge complexes \( \mathcal{LDR}_{M_JZ} \), define the notion of a geometry \( g^V \) on \( V \), and we construct the characteristic forms \( \omega(g^V) \in \mathbb{Z}^0(\mathcal{LDR}_X(M)) \).
In Section 5, we give the Definition 5.1 of the differential algebraic K-theory functor
\[ M \times X \mapsto \hat{K}^0(X)(M) \]
and derive its immediate properties. In Subsection 5.3 we construct the cycle map
\[ \hat{\text{cycl}} : \pi_0(\text{iVect}_{Mf,Z}^\text{geom}(M \times X)) \ni (V, g^V) \mapsto \hat{\text{cycl}}(V, g^V) \in \hat{K}^0(X)(M) . \]
In Subsection 5.4 we prove homotopy formulas which measure the defect of differential algebraic K-theory from being homotopy invariant. We consider both, the manifold and the algebraic direction. In Subsection 5.5 we give the precise relationship between the specialization of the theory of the present work to rings of integers \( R \) in number fields and the set-up of [BG13]. Finally, in Subsection 5.6 we study extensions as in [14].

The main result is the verification of Lott’s relation (Theorem 1.2, resp. 5.15).

We have collected various notations, conventions, and technicalities in Appendix A and will refer there from time to time in the main text.

Acknowledgements: We thank David Gepner and Thomas Nikolaus for valuable hints. We further thank Jakob Scholbach for interesting discussions.

2 Regulators

2.1 Definition of algebraic K-theory

In this subsection we describe the algebraic K-theory spectrum of a symmetric monoidal category in terms of nerves and group completion. This will later be applied to the categories of finitely generated projective modules over a ring or vector bundles on a regular scheme.

We start with the inclusion \( \iota \) of commutative monoids into commutative groups which is part of an adjunction
\[ K_0 : \text{CommMon}(\text{Set}) \leftrightarrows \text{CommGroup}(\text{Set}) : \iota . \]
The left-adjoint of \( \iota \) is the group completion functor \( K_0 \), also called the Grothendieck construction.

The \( \infty \)-category \( \mathbb{N}(\text{sSet})[W^{-1}] \) obtained from the nerve \( \mathbb{N}(\text{sSet}) \) of the category \( \text{sSet} \) of simplicial sets by inverting the weak equivalences (cf. A.2) has a symmetric monoidal structure given by the cartesian product. This allows to consider commutative monoids and groups in \( \mathbb{N}(\text{sSet})[W^{-1}] \). Moreover, the notion of group completion generalizes. In fact, the forgetful map from the \( \infty \)-category of commutative groups to the \( \infty \)-category of commutative monoids in \( \mathbb{N}(\text{sSet})[W^{-1}] \) is again the right-adjoint of an adjunction
\[ \Omega B : \text{CommMon}(\mathbb{N}(\text{sSet})[W^{-1}]) \leftrightarrows \text{CommGroup}(\mathbb{N}(\text{sSet})[W^{-1}]) , \]
see Subsection A.3. We use the symbol \( \Omega B \) resembling an explicit model for the group completion since we want to reserve the letter \( K \) to denote the K-theory spectrum functor.
The infinite loop space functor provides an equivalence
$$\Omega^\infty : \mathbb{N}(\text{Sp}^{\geq 0})[W^{-1}] \sim \text{CommGroup}(\mathbb{N}(\text{sSet})[W^{-1}])$$
between the $\infty$-categories of connective spectra and commutative groups in simplicial sets. The composition of its inverse with the forgetful functor from connective to all spectra will be denoted by
$$\text{sp} : \text{CommGroup}(\mathbb{N}(\text{sSet})[W^{-1}]) \to \mathbb{N}(\text{Sp})[W^{-1}] .$$ (7)

One source of commutative monoids in simplicial sets are nerves of symmetric monoidal categories. In fact, the nerve functor $\mathbb{N} : \mathbb{N}(\text{Cat})[W^{-1}] \to \mathbb{N}(\text{sSet})[W^{-1}]$ is symmetric monoidal with respect to the cartesian structures and therefore induces a transformation
$$\mathbb{N} : \text{CommMon}(\mathbb{N}(\text{Cat})[W^{-1}]) \to \text{CommMon}(\mathbb{N}(\text{sSet})[W^{-1}]) .$$

Moreover, we have a functor $i : \text{Cat} \to \text{Cat}$ which maps any category $\mathcal{C}$ to its subcategory $\mathcal{C}^0$ of isomorphisms. The induced functor $i : \mathbb{N}(\text{Cat})[W^{-1}] \to \mathbb{N}(\text{Cat})[W^{-1}]$ is also symmetric monoidal.

Definition 2.1. We call the composition
$$K := \text{sp} \circ \Omega B \circ \mathbb{N}i : \text{CommMon}(\mathbb{N}(\text{Cat})[W^{-1}]) \to \mathbb{N}(\text{Sp})[W^{-1}]$$
the algebraic $K$-theory functor.

The considerations above generalize to diagrams indexed by a simplicial set $S$. In order to simplify the notation we retain the symbol of a functor in order to denote its object-wise extension to diagrams.

Definition 2.2. The connective algebraic $K$-theory of a diagram
$$\mathcal{V} \in \text{Fun}(S, \text{CommMon}(\mathbb{N}(\text{Cat})[W^{-1}]))$$
of symmetric monoidal categories is the diagram of spectra
$$K(\mathcal{V}) \in \text{Fun}(S, \mathbb{N}(\text{Sp})[W^{-1}]) , \quad K(\mathcal{V}) := \text{sp}(\Omega B(\mathbb{N}(i\mathcal{V}))) .$$

2.2 The space of regulators

Let $\mathcal{V}$ be a symmetric monoidal category. To determine the homotopy type of $K(\mathcal{V})$ is in general a difficult task. So we are interested, as a first approximation, in some cohomological information about $K(\mathcal{V})$. We consider cohomology theories represented by Eilenberg-MacLane spectra. The basic Eilenberg-MacLane spectrum is $HZ$ whose only non-trivial homotopy group is $\pi_0(HZ) \cong \mathbb{Z}$. It is a commutative ring spectrum
and therefore gives rise to an $\infty$-category of $HZ$-module spectra $\text{Mod}(HZ)$. This $\infty$-category turns out to be equivalent to the $\infty$-category of chain complexes $\mathbb{N}(\text{Ch})[W^{-1}]$. The equivalence

$$H : \mathbb{N}(\text{Ch})[W^{-1}] \xrightarrow{\sim} \text{Mod}(HZ)$$

is called the Eilenberg-MacLane equivalence. For more details we refer to Subsection A.5.

We have a forgetful functor

$$\text{Mod}(HZ) \to \mathbb{N}(\text{Sp})[W^{-1}]$$

which will often be used without further notice in order to consider an $HZ$-module spectrum just as a spectrum.

Given a symmetric monoidal category $V \in \text{CommMon}(\mathbb{N}(\text{Cat})[W^{-1}])$ and a chain complex $F \in \mathbb{N}(\text{Ch})[W^{-1}]$ we can now consider the commutative group

$$\Omega^\infty\text{Map}(K(V), H(F)) \in \text{CommGroup}(\mathbb{N}(\text{sSet})[W^{-1}]),$$

where $\text{Map}(K(V), H(F)) \in \mathbb{N}(\text{Sp})[W^{-1}]$ denotes the mapping spectrum. The homotopy groups of $\Omega^\infty\text{Map}(K(V), H(F))$ are the cohomology groups of $K(V)$ with coefficients in $F$. For example

$$\pi_0(\Omega^\infty\text{Map}(K(V), H(\mathbb{R}[-i]))) \cong H^i(K(V); \mathbb{R}).$$

In order to give a precise functorial definition of regulators we again extend these considerations to diagrams. We consider a simplicial set $S$, a diagram of chain complexes

$$F \in \text{Fun}(S, \mathbb{N}(\text{Ch})[W^{-1}]),$$

and a diagram

$$V \in \text{Fun}(S, \text{CommMon}(\mathbb{N}(\text{Cat})[W^{-1}]))$$

of symmetric monoidal categories. For two diagrams of spectra $K, L \in \text{Fun}(S, \mathbb{N}(\text{Sp})[W^{-1}])$ we let $\text{Map}(K, L) \in \mathbb{N}(\text{Sp})[W^{-1}]$ denote the mapping spectrum between the diagrams.

**Definition 2.3.** The commutative group of $F$-valued regulators for $V$ is defined by

$$\text{Reg}(V, F) := \Omega^\infty\text{Map}(K(V), H(F)) \in \text{CommGroup}(\mathbb{N}(\text{sSet})[W^{-1}]).$$

Below we also use the term regulator for elements in $\pi_0(\text{Reg}(V, F))$.

### 2.3 Regulators and characteristic cocycles

Because of the $\infty$-categorical nature of the objects involved, it appears to be a complicated task to produce regulators explicitly. Fortunately, the notion of a characteristic cocycle introduced below in Definition 2.4 amounts to a formidable reduction of complexity. The main goal of the present subsection is to indicate a general machine to produce regulators from characteristic cocycles.
We consider a simplicial set $S$, a diagram
\[
\mathcal{V} \in \text{Fun}(S, \text{CommMon}(\mathbb{N}([-1])))
\]
of symmetric monoidal categories and a diagram
\[
F \in \text{Fun}(S, \mathbb{N}(\text{Ch}))
\]
of chain complexes. Note that we do not invert the quasi-isomorphisms here on purpose. We derive from $\mathcal{V}$ the diagram of commutative monoids of isomorphism classes of objects of $\mathcal{V}$
\[
\pi_0(\mathcal{V}) \in \text{Fun}(S, \mathbb{N}(\text{CommMon}(\text{Set}))).
\]
and from $F$ the diagram of degree-zero cycles
\[
Z^0(F) \in \text{Fun}(S, \mathbb{N}(\text{Ab})).
\]

**Definition 2.4.** A characteristic cocycle is a transformation
\[
\omega : \pi_0(\mathcal{V}) \to Z^0(F)
\]
between objects of $\text{Fun}(S, \mathbb{N}(\text{CommMon}(\text{Set})))$.

We can consider sets as categories with only identity morphisms. Similarly, commutative monoids are symmetric monoidal categories. In this sense we have a symmetric monoidal functor $i \mathcal{V} \to \pi_0(\mathcal{V})$ which associates to every object its isomorphism class. We consider the composition
\[
i \mathcal{V} \to \pi_0(\mathcal{V}) \xrightarrow{\omega} Z^0(F)
\]
of morphisms in $\text{Fun}(S, \text{CommMon}(\mathbb{N}([-1])))$ to which we apply the algebraic $K$-theory functor. We get a map
\[
K(\mathcal{V}) \xrightarrow{K(\omega)} K(Z^0(F)). \tag{9}
\]
We now use the commutativity of the following diagram (see [126])
\[
\begin{array}{ccc}
\mathbb{N}(\text{Ab}) & \xrightarrow{S^0} & \text{CommMon}(\mathbb{N}(\text{Cat})[W^{-1}]) \, ,
\\
\downarrow S^0 & & \downarrow K
\\
\mathbb{N}(\text{Ch})[W^{-1}] & \xrightarrow{H} & \mathbb{N}(\text{Sp})[W^{-1}]
\end{array}
\]
where the left vertical arrow maps an abelian group $A$ to the chain complex $S^0(A)$ with the group $A$ placed in degree zero, and the upper horizontal transformation interprets an abelian group as a symmetric monoidal category. This gives an equivalence
\[
K(Z^0(F)) \xrightarrow{\sim} H(S^0(Z^0(F))). \tag{10}
\]
We have a natural map of diagrams of chain complexes
\[
S^0(Z^0(F)) \to F
\]
which induces the map
\[
H(S^0(Z^0(F))) \to H(F). \tag{11}
\]
Definition 2.5. We define the regulator
\[ r(\omega) \in \pi_0(\text{Reg}(\mathcal{V}, F)) \]
associated to the characteristic cocycle \( \omega : \pi_0(i\mathcal{V}) \to Z^0(F) \) to be the composition
\[ K(V) \xrightarrow{(11)\circ (10)\circ (9)} H(F). \]

At first sight, this definition of a regulator might seem naive since it is non-trivial only on \( \pi_0(K(V)) \). Interesting information comes in when one evaluates this regulator on a diagram in \( S \). In our applications, for instance, this will be the cosimplicial object of standard simplexes (see Subsection 4.6).

3 Beilinson’s regulator

In the last section we described a general machinery to produce regulators. In the present Section we consider its application to the Beilinson regulator for regular, separated schemes of finite type over \( \mathbb{C} \) and then over \( \mathbb{Z} \). First we define the relevant target for the regulator map. In view of Beilinson’s famous conjectures [Be˘ ı84, Be˘ ı86] the appropriate cohomology is the absolute Hodge cohomology of the scheme considered. In order to construct a differential version of algebraic \( K \)-theory for such schemes we need a complex computing absolute Hodge cohomology built out of forms, with a good functorial behaviour. This is accomplished in Subsections 3.1 and 4.2 building upon work of Burgos [Bur94].

3.1 The absolute Hodge complex \( \text{DR}_{\mathbb{C}} \)

By a variety over \( \mathbb{C} \) we will mean a separated scheme such that all connected components are of finite type over \( \mathbb{C} \). We let \( \text{Sm}_{\mathbb{C}} \) denote the site of smooth varieties over \( \mathbb{C} \) with the topology given by Zariski open coverings. We further consider the \( \infty \)-category \( S_{\mathbb{C}} := \mathbb{N}(\text{Sm}_{\mathbb{C}}^{op}) \).

Let \( X \) be a smooth variety over \( \mathbb{C} \). According to Nagata [Nag62] and Hironaka [Hir64], there exists an open immersion \( j : X \hookrightarrow \overline{X} \) into a smooth variety \( \overline{X} \) over \( \mathbb{C} \) such that each connected component of \( \overline{X} \) is proper over \( \mathbb{C} \) and each connected component of \( D := \overline{X} - X \) is a divisor with normal crossings. We call \( \overline{X} \) a good compactification of \( X \).

The set of \( \mathbb{C} \)-valued points \( X(\mathbb{C}) \) has a natural structure as a complex manifold. By abuse of notation we will denote it simply by \( X \). It will always be clear from the context whether we consider \( X \) as an abstract variety or as a complex manifold. Burgos introduces in [Bur94] a differential graded algebra \( A_{\overline{X}}(X, \log D) \) of complex valued smooth differential forms on \( X \) with logarithmic singularities along \( D \). It has a real subcomplex
\[ A_{\overline{X}, R}(X, \log D) \subset A_{\overline{X}}(X, \log D), \]
whose complexification is $A_X(X, \log D)$, with an increasing weight filtration

$$W_\ast A_{X,\mathbb{R}}(X, \log D)$$

inducing a weight filtration on $A_X(X, \log D)$ by complexification. Furthermore, the complex $A_X(X, \log D)$ has a decreasing Hodge filtration

$$\mathcal{F}^\ast A_X(X, \log D).$$

Let

$$\iota : A_{X,\mathbb{R}}(X, \log D) \otimes_\mathbb{R} \mathbb{C} \rightarrow A_X(X, \log D)$$

be the canonical identification. The triple

$$((A_{X,\mathbb{R}}(X, \log D), W_\ast), (A_X(X, \log D), W_\ast, \mathcal{F}_\ast), \iota)$$

is a mixed $\mathbb{R}$-Hodge complex in the sense of [Del74, 8.1.5] ([Bur94, Corollary 2.2]). Recall that this implies in particular that the cohomology $H^\ast(A_{X,\mathbb{R}}(X, \log D))$ carries a mixed $\mathbb{R}$-Hodge structure as recalled below.

A detailed construction of these objects will be explained in a more general situation in Subsection 4.2 below. In order to get the complexes above from this general case one must specialize the manifold part to be a point.

Let $A(X)$ and $A_{\mathbb{R}}(X)$ denote the complexes of all smooth and all smooth real forms on $X$. We will use the fact that the embeddings

$$A_{\hat{X}}(X, \log D) \rightarrow A(X), \quad A_{X,\mathbb{R}}(X, \log D) \rightarrow A_{\mathbb{R}}(X)$$

are quasi-isomorphisms by [Bur94, Theorem 2.1] together with [Del71, 3.1.8]. So the cohomology $H^n(X; \mathbb{R})$, defined as the singular cohomology of the complex manifold $X(\mathbb{C})$ with $\mathbb{R}$-coefficients, carries a mixed $\mathbb{R}$-Hodge structure as follows [Del71, 3.2.5]: The weight filtration is induced via (15) by the filtration (12) shifted by $n$:

$$W_k H^n(X; \mathbb{R}) := \text{im} \left( H^n(W_{k-n} A_{X,\mathbb{R}}(X, \log D)) \rightarrow H^n(A_{X,\mathbb{R}}(X, \log D)) \right),$$

and the Hodge filtration on the complexification $H^n(X; \mathbb{R}) \otimes_\mathbb{R} \mathbb{C} \cong H^n(X; \mathbb{C})$ is induced via (15) by (13).

Recall that the décalage of the weight filtration (12) is given by

$$\hat{W}_k A^n_{X,\mathbb{R}}(X, \log D) := \{ \omega \in W_{k-n} A^{n+1}_{X,\mathbb{R}}(X, \log D) \mid d\omega \in W_{k-n-1} A^n_{X,\mathbb{R}}(X, \log D) \}.$$

It also induces the weight filtration on $H^\ast(X, \mathbb{R})$ (see [Del71, 1.3.4]), and by [Del71, 3.2.10] the associated spectral sequence degenerates at $E_1$. In particular, we have

$$W_k H^\ast(X, \mathbb{R}) \cong H^\ast(\hat{W}_k A_{X,\mathbb{R}}(X, \log D)).$$

The same reasoning applies to the cohomology of any mixed $\mathbb{R}$-Hodge complex (see [Del74, 8.1.9]).
In the following, we get rid of the choice of the good compactification and define a presheaf of mixed \( \mathbb{R} \)-Hodge complexes on the site \( \text{Sm}_C \). For a smooth variety \( X \) the category \( I_X \) of good compactifications of \( X \) with respect to maps under \( X \) is cofiltered and essentially small. For a morphism

\[
\begin{array}{ccc}
X & \longrightarrow & X' \\
\downarrow & & \downarrow \\
\pi & \longrightarrow & \pi'
\end{array}
\]

in \( I_X \) we have an inclusion

\[
A_{X'}(X, \log(X' \setminus X)) \subseteq A_X(X, \log(X \setminus X)) \tag{18}
\]

which is compatible with the real subcomplex and the weight and Hodge filtrations. By [Del71 Thm. 3.2.5] and [17] it is in fact a bifiltered quasi-isomorphism with respect to \( \hat{W} \) and \( F \). Hence we get functors

\[
I^p_X \to \text{Ch}, \quad (X \to X) \mapsto A_X(X, \log(X \setminus X)) \tag{19}
\]

and subfunctors corresponding to the real subcomplex and the weight and Hodge filtrations.

**Definition 3.1.** We define the presheaf of chain complexes

\[
A_{\log} \in \text{PSh}_{\text{Ch}}(\text{Sm}_C)
\]

by

\[
X \mapsto A_{\log}(X) := \text{colim}_{I^p_X} A_X(X, \log(X \setminus X)).
\]

Furthermore, we define

\[
A_{\log, \mathbb{R}}, \quad \hat{W}_* A_{\log, \mathbb{R}}, \quad \hat{W}_* A_{\log}, \quad \mathcal{F}^* A_{\log} \in \text{PSh}_{\text{Ch}}(\text{Sm}_C)
\]

in a similar manner.

Using the exactness of a filtered colimit it is clear that for any \( X \in \text{Sm}_C \) the triple

\[
((A_{\log, \mathbb{R}}(X), \hat{W}_*), (A_{\log}(X), \mathcal{F}^*), \iota)
\]

is a mixed \( \mathbb{R} \)-Hodge complex computing the mixed \( \mathbb{R} \)-Hodge structure on \( H^*(X; \mathbb{R}) \) described above which moreover depends in a functorial way on \( X \).

The presheaves of Definition 3.1 can be seen as objects of the \( \infty \)-category \( \text{Fun}(\text{S}_C, \mathcal{N}(\text{Ch})) \) or also as objects of \( \text{Fun}(\text{S}_C, \mathcal{N}(\text{Ch})[W^{-1}]) \). We claim that they are in fact sheaves when considered as objects in the latter, i.e. that they satisfy Zariski descent (see Definition A.1).
Lemma 3.2. We have

\[ A_{\log}, A_{\log, R}, \hat{W}_k A_{\log}, \mathcal{F}^p \cap \hat{W}_k A_{\log} \in \text{Fun}^{\text{desc}}(S_C, \mathcal{N}(\text{Ch})[W^{-1}]) \, . \]

Proof. The functors \( A \) and \( A_R \) satisfy descent in the analytic, and hence in the Zariski topology. Because of the quasi-isomorphisms (15) the inclusions

\[
A_{\log}(X) \to A(X), \quad A_{\log, R}(X) \to A_R(X)
\]

are quasi-isomorphisms for all \( X \in \text{Sm}_C \). Hence the subfunctors \( A_{\log} \) and \( A_{\log, R} \) satisfy Zariski descent, too.

Next we handle \( \hat{W}_k \). We let

\[
\text{tot} : c\text{Ch} \to \text{Ch}
\]

be the total complex functor from cosimplicial chain complexes to chain complexes. Let \( U_* \) be the Čech nerve of a Zariski cover \( U \to X \). We have to show that the map

\[
\hat{W}_k A_{\log, R}(X) \to \text{tot} \left( \hat{W}_k A_{\log, R}(U_*) \right)
\]

is a quasi-isomorphism. Now

\[
((A_{\log, R}(U_*), \mathcal{W}_*), (A_{\log}(U_*), \mathcal{W}_*, \mathcal{F}^*), \iota)
\]

is a cosimplicial mixed \( \mathbb{R} \)-Hodge complex. Deligne has shown [Del74, 8.1.15] that the associated total complex \( \text{tot} A_{\log, R}(U_*) \) inherits the structure of a mixed \( \mathbb{R} \)-Hodge complex whose weight and Hodge filtrations \( \mathcal{W}_* \) and \( \mathcal{F}^* \) are given by

\[
\mathcal{W}_k(\text{tot} A_{\log, R}(U_*)) := \bigoplus_p \mathcal{W}_{k+p} A_{\log, R}(U_p) \quad \text{and} \quad \mathcal{F}^p(\text{tot} A_{\log}(U_*)) := \text{tot}(\mathcal{F}^p A_{\log}(U_*)),
\]

respectively. Hence the cohomology \( H^*(\text{tot} A_{\log, R}(U_*)) \) carries a mixed \( \mathbb{R} \)-Hodge structure and by (17) and the remark following it the horizontal maps in the diagram

\[
\begin{array}{ccc}
H^* \left( \hat{W}_k \left( \text{tot} A_{\log, R}(U_*) \right) \right) & \xrightarrow{\cong} & \mathcal{W}_k H^* \left( \text{tot} A_{\log, R}(U_*) \right) \\
| & & | \\
H^* \left( \hat{W}_k A_{\log, R}(X) \right) & \xrightarrow{\cong} & \mathcal{W}_k H^* \left( A_{\log, R}(X) \right)
\end{array}
\]

are isomorphisms.

It is easy to see that the décalage of the weight filtration satisfies

\[
\hat{W}_k \left( \text{tot} A_{\log, R}(U_*) \right) = \text{tot} \left( \hat{W}_k A_{\log, R}(U_*) \right) .
\]

Hence, in order to prove that (22) is a quasi-isomorphism it suffices to check that the right vertical map in (23) is an isomorphism. But \( H^*(A_{\log, R}(X)) \to H^*(\text{tot} A_{\log, R}(U_*)) \)
is a morphism of mixed $\mathbb{R}$-Hodge structures, hence strict with respect to both filtrations \[1.2.10\], and an isomorphism by Zariski descent for $A_{\log, \mathbb{R}}$.

The main non-formal input for this argument was \[(17)\], which is a consequence of the fact that the spectral sequence associated to $\tilde{W}$ degenerates at $E_1$. Since this holds true for $F^* A_{\log}$ and the induced filtration $\tilde{W}_k \cap F^* A_{\log}$ we can argue similarly for the remaining cases.

**Definition 3.3.** For $p \in \mathbb{Z}$ we define the absolute Hodge complex twisted by $p$ as

$$\text{DR}_{\mathbb{C}}(p) := \text{Cone} \left( (2\pi i)^p \tilde{W}_{2p} A_{\log, \mathbb{R}} \oplus \tilde{W}_{2p} \cap F^p A_{\log} \to \tilde{W}_{2p} A_{\log} \right) [2p - 1] \in \text{PSh}_{\text{Ch}}(\text{Sm}_{\mathbb{C}})$$

where the map defining the cone is given by $(\omega, \eta) \mapsto \omega - \eta$. Furthermore, we set

$$\text{DR}_{\mathbb{C}} := \prod_{p \geq 0} \text{DR}_{\mathbb{C}}(p).$$

We refer to \[A.12\] for the conventions concerning the cone. Note that by Lemma 3.2 we can consider $\text{DR}_{\mathbb{C}}, \text{DR}_{\mathbb{C}}(p) \in \text{Fun}^{\text{desc}}(\text{S}_{\mathbb{C}}, \mathbb{N}(\text{Ch})[W^{-1}]).$ (24)

The cohomology of $\text{DR}_{P}(X)$ is, up to a shift, the absolute Hodge cohomology of $X$ as defined by Beilinson in \[Bei86\]:

$$H^k(\text{DR}_{\mathbb{C}}(p)(X)) \cong H^{k+2p}_{\text{Hodge}}(X, \mathbb{R}(p)).$$ (25)

### 3.2 Arithmetic sites and the absolute Hodge complex $\text{DR}_{\mathbb{Z}}$

In Subsection 3.1 we described the absolute Hodge complex $\text{DR}_{\mathbb{C}}(X)$ of a smooth complex algebraic variety $X$. In the present subsection we extend this construction to regular and separated schemes of finite type $X$ over $\text{Spec}(\mathbb{Z})$. The basic idea is to apply $\text{DR}_{\mathbb{C}}$ to the complexification $X \otimes \mathbb{C} := \text{Spec}(\mathbb{C}) \times_{\text{Spec}(\mathbb{Z})} X$, which is a smooth variety over $\mathbb{C}$, and to take the action of complex conjugation into account.

We let $\text{Reg}_{\mathbb{Z}}$ be the site of regular separated schemes of finite type over $\text{Spec}(\mathbb{Z})$ with the topology given by Zariski open coverings. We further introduce the $\infty$-category

$$\text{S}_{\mathbb{Z}} := \mathbb{N}(\text{Reg}_{\mathbb{Z}}^{op}).$$

The group $\text{Gal}(\mathbb{C}/\mathbb{R}) \cong \mathbb{Z}/2\mathbb{Z}$ acts by complex conjugation on the site $\text{Sm}_{\mathbb{C}}$ so that the complex conjugate of the complex manifold $X$ is the complex manifold $\bar{X}$. Here $\bar{X}$ has the same underlying smooth manifold as $X$ but the opposite complex structure. If $X$ is complex algebraic, then so is $\bar{X}$.

The base-change functor

$$B : \text{Reg}_{\mathbb{Z}} \to \text{Sm}_{\mathbb{C}}, \quad B(X) := X \otimes \mathbb{C}$$
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is compatible with the topologies and $\mathbb{Z}/2\mathbb{Z}$-invariant in the sense that there exists a natural isomorphism

$$u_X : B(X) \xrightarrow{\sim} \overline{B(X)}$$

given again by complex conjugation.

An equivariant structure on a presheaf $F \in \mathbf{PSh}(\mathbf{Sm}_C)$ is given by a natural isomorphism $c_X : F(X) \to F(\overline{X})$ for all $X \in \mathbf{Sm}_C$ such that $c_X \circ c_X = \text{id}$. For example, the sheaf of complex differential forms $A$ is equivariant by $c_X : A(X) \xrightarrow{\sim} A(\overline{X})$, $c_X(\omega) := \overline{\omega}$. This action clearly preserves the real subspace $A_R(X)$, restricts to $c_X : A_{\log,R}(X) \xrightarrow{\sim} A_{\log,R}(\overline{X})$ and preserves the weight and Hodge filtrations. Hence it induces an equivariant structure on the absolute Hodge complexes $\text{DR}_C(p)$ for $p \in \mathbb{N}$ and their product $\text{DR}_C$.

If $U$ is a set with an action of a group $G$, then we let $U^G$ denote the subset of fixed points. In the case of presheaves of sets with $G$-action we take the invariants object-wise.

**Definition 3.4.** We define the arithmetic versions of the absolute Hodge complex by

$$\text{DR}_Z(p) := (B^* \text{DR}_C(p))^{\mathbb{Z}/2\mathbb{Z}} \in \mathbf{PSh}_{	ext{Ch}}(\mathbf{Reg}_Z)$$

and

$$\text{DR}_Z := (B^* \text{DR}_C)^{\mathbb{Z}/2\mathbb{Z}} \in \mathbf{PSh}_{	ext{Ch}}(\mathbf{Reg}_Z).$$

Note that $\text{DR}_Z \cong \prod_{p \geq 0} \text{DR}_Z(p)$. Furthermore, since these presheaves are in fact presheaves of complexes of $\mathbb{R}$-vector spaces the operation of taking invariants under $\mathbb{Z}/2\mathbb{Z}$ preserves descent. It follows from (24) that the arithmetic versions of the absolute Hodge complexes have the descent property, too:

$$\text{DR}_Z(p), \text{DR}_Z \in \mathbf{Fun}^{\text{desc}}(S_Z, \mathbb{N}(\text{Ch})[W^{-1}]).$$

### 3.3 $K$-theory

In this subsection we discuss the definition of algebraic $K$-theory in the complex and the arithmetic case.

**Definition 3.5.** We define the sheaves

$$K_C \in \mathbf{Fun}^{\text{desc}}(S_C, \mathbb{N}(\mathbf{Sp})[W^{-1}]), \quad K_Z \in \mathbf{Fun}^{\text{desc}}(S_Z, \mathbb{N}(\mathbf{Sp})[W^{-1}])$$

by specializing the definitions of $K_{MF,C}$ and $K_{MF,Z}$ given in 4.20 along the canonical maps $S_C \to S_{MF,C}$ and $S_Z \to S_{MF,Z}$, respectively.

In the following we explain why this definition reproduces the standard version of algebraic $K$-theory, i.e. Quillen’s $K$ [Qui73] or Thomason’s $K$ [TT90, 6.4]. In order to be specific we consider the arithmetic case. We can write

$$K_Z \cong L(K(i\text{Vect}_Z)), \quad (27)$$
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where

\[ i\text{Vect}_Z \in \text{Fun}^\text{desc}(S_Z, \text{CommMon}(\mathbb{N}(\text{Cat})[W^{-1}])) \]

is obtained from \( i\text{Vect}_{Mf,Z} \) (defined in 4.12) again by specializing along \( S_Z \to S_{Mf,Z} \), \( K \) is the \( K \)-theory functor introduced in Definition 2.1 and \( L \) is the sheafification functor (129).

We consider the subcategory of regular affine schemes \( \text{Reg}^{aff}_Z \subset \text{Reg}_Z \) and the corresponding inclusion of nerves \( S^{aff}_Z \subset S_Z \). If \( \text{Spec}(R) \in \text{Reg}^{aff}_Z \), then \( i\text{Vect}_Z(\text{Spec}(R)) \) is equivalent to the symmetric monoidal groupoid of finitely generated projective \( R \)-modules \( i\text{P}(R) \) (with respect to the direct sum). It is well-known, that the usual \( K \)-theory spectrum of the ring \( R \) can be defined in terms of group completion as \( K(\mathcal{P}(R)) \) (see e.g. [Wei, IV.4.8, IV.4.11.1]). It follows that the functor

\[ K(i\text{Vect}_Z)|_{S^{aff}_Z} \in \text{Fun}(S^{aff}_Z, \mathbb{N}(\text{Sp})[W^{-1}]) \]

associates to each object \( \text{Spec}(R) \in S^{aff}_Z \) the usual \( K \)-theory spectrum. It is further known that \( K(i\text{Vect}_Z)|_{S^{aff}_Z} \) satisfies Zariski descent (see below). The latter property allows to drop the sheafification in the definition (27) of \( K_Z \) restricted to \( S^{aff}_Z \) and we have an equivalence

\[ (K_Z)|_{S^{aff}_Z} \cong K(i\text{Vect}_Z)|_{S^{aff}_Z} \in \text{Fun}^\text{desc}(S^{aff}_Z, \mathbb{N}(\text{Sp})[W^{-1}]) . \]

If \( X \in \text{Reg}_Z \) is not affine, an exact sequence of vector bundles on \( X \) does not split in general. Because of this the \( K \)-theory of \( X \) is usually not defined by group completion, but by applying a different \( K \)-theory machine to the exact category of vector bundles. Such a machine leads to a functor

\[ \tilde{K}_Z \in \text{Fun}(S_Z, \mathbb{N}(\text{Sp})[W^{-1}]). \]

Since the schemes in \( \text{Reg}_Z \) are separated, noetherian, and regular, the \( K \)-theory of vector bundles coincides with Thomason’s \( K^B \)-theory which satisfies Zariski descent [TT90, 7.6, 8.4]. We conclude that

\[ \tilde{K}_Z \in \text{Fun}^\text{desc}(S_Z, \mathbb{N}(\text{Sp})[W^{-1}]). \]

Since every scheme \( X \in \text{Reg}_Z \) admits a Zariski covering by affines the restriction

\[ \text{Fun}^\text{desc}(S_Z, C) \to \text{Fun}^\text{desc}(S^{aff}_Z, C) \]

is an equivalence for every presentable target category \( C \). In particular, since

\[ (K_Z)|_{S^{aff}_Z} \cong K(i\text{Vect}_Z)|_{S^{aff}_Z} \cong (\tilde{K}_Z)|_{S^{aff}_Z} , \]

we conclude that \( K_Z \cong \tilde{K}_Z \).
3.4 Regulators

We start with the definition of the regulators in the complex and the arithmetic cases.

**Definition 3.6.** We define the complex and arithmetic versions of the Beilinson regulator

\[ r_{C}^{Beil} : K_{C} \to H(DR_{C}) , \quad r_{Z}^{Beil} : K_{Z} \to H(DR_{Z}) \]

by specializing the regulators defined in \([4.24]\) and \([4.26]\) along \(S_{C} \to S_{MF,C} \) and \(S_{Z} \to S_{MF,Z} \), respectively.

The main goal of the present subsection is to give an argument why the regulators introduced in Definition 3.6 coincide with the usual ones, introduced originally by Beilinson [Be˘ı84, Be˘ı86]. This justifies in particular the formulation of Beilinson’s conjectures in the following subsection. The remaining part of this subsection may be skipped on first reading.

We consider the complex case. We let \(i\Vect_{C} \) be the symmetric monoidal stack on \(Sm_{C} \) of bundles, obtained from \(i\Vect_{MF,C} \) introduced in Definition 4.12 by restriction along \(S_{C} \to S_{MF,C} \). We abbreviate its nerve by

\[ M := \mathbb{N}(i\Vect_{C}) \in \text{Fun}^{\text{desc}}(S_{C}, \text{CommMon}(\mathbb{N}(s\text{Set})[W^{-1}])) . \]

We further consider the sheaf of chain complexes

\[ DR_{C} \in \text{Fun}^{\text{desc}}(S_{C}, \mathbb{N}(\text{Ch})[W^{-1}]) \]

(see Definition 3.3).

**Definition 3.7.** We define the primitive part of the cohomology of \(M\) with coefficients in the sheaf of chain complexes \(DR_{C}(p)\) by

\[ \text{Prim}(M, DR_{C}(p)) := \pi_{0}(\text{Map}(M, \Omega^{\infty} H(DR_{C}(p)))) , \]

where \(\text{Map}(X, Y) \in \text{CommGroup}(\mathbb{N}(s\text{Set})[W^{-1}])\) denotes the structured mapping object for diagrams \(X \in \text{Fun}(S_{C}, \text{CommMon}(\mathbb{N}(s\text{Set})[W^{-1}]))\) of commutative monoids and \(Y \in \text{Fun}(S_{C}, \text{CommGroup}(\mathbb{N}(s\text{Set})[W^{-1}]))\) of commutative groups.

The algebraic \(K\)-theory sheaf \(K_{C} \in \text{Fun}^{\text{desc}}(S_{C}, \mathbb{N}(\text{Sp})[W^{-1}])\) given in Definitions 3.5 and 4.20 can be presented as

\[ K_{C} \cong L(\text{sp}(\Omega B(M))) . \]

Using the universal properties of sheafification and group completion we obtain the equivalences

\[ \Omega^{\infty} \text{Map}(K_{C}, H(DR_{C}(p))) \cong \text{Map}(\Omega B(M), \Omega^{\infty} H(DR_{C}(p))) \cong \text{Map}(M, \Omega^{\infty} H(DR_{C}(p))) . \]

(28)
In view of the $p$-component of the regulator $r_{\text{Beil}}^C \in \pi_0(\Omega^\infty \text{Map}(K_C, H(\text{DR}_C)))$ is characterized uniquely by the corresponding primitive cohomology class which we will denote by $c_{\omega(p)} \in \text{Prim}(M, \text{DR}_C(p))$.

The goal of comparison of $r_{\text{Beil}}^C$ with the usual definitions is achieved by a calculation of $\text{Prim}(M, \text{DR}_C(p))$ in terms of the absolute Hodge cohomology of the simplicial varieties $BGL_\bullet(n)$ (see below) and the identification of $c_{\omega(p)}$ with the $2p$-component of the Chern character class. Due to Deligne’s computations [Del74, 9.1.1], the absolute Hodge cohomology of $BGL_\bullet(n)$ is well understood.

The stack $i\text{Vect}_C$ has an atlas

$$N_0 \to i\text{Vect}_C$$

which represents the vector bundle $\bigsqcup_{n \in N_0} \mathbb{C}^n \to N_0$. The atlas gives rise to a groupoid

$$GL := \left( \bigsqcup_{n \in N_0} GL(n) \right)$$

in $\text{Sm}_C$. We let $BGL_\bullet := N(GL) \in (\text{Sm}_C)^{\Delta^{op}}$ denote its nerve. It decomposes as the disjoint union of simplicial varieties $\bigsqcup_{n \in N_0} BGL_\bullet(n)$. In particular, we can consider its absolute Hodge cohomology (cf. [Be˘ı86, §4])

$$H^0(\text{DR}_C(p)(BGL_\bullet)) \cong H^{2p}_{\text{Hodge}}(BGL_\bullet, \mathbb{R}(p)) \cong \prod_{n \in N_0} H^{2p}_{\text{Hodge}}(BGL_\bullet(n), \mathbb{R}(p)).$$

**Proposition 3.8.** The primitive cohomology $\text{Prim}(M, \text{DR}_C(p))$ is naturally isomorphic to the one-dimensional real subspace

$$\mathbb{R} \cdot (s_{p,0}, s_{p,1}, s_{p,2}, \ldots) \subseteq \prod_{n \in N_0} H^{2p}_{\text{Hodge}}(BGL_\bullet(n), \mathbb{R}(p))$$

spanned by the degree-$2p$ component of the universal Chern character class in absolute Hodge cohomology (see the proof for notation). Under this isomorphism $c_{\omega(p)}$ corresponds to the universal Chern character class.

This implies in particular that on the level of homotopy groups $r_{\text{Beil}}^C$ and similarly $r_{\text{Z}}^C$ induce Beilinson’s regulator introduced originally in [Be˘ı84, 2.3].

**Proof.** Let

$$Y : (\text{Sm}_C)^{\Delta^{op}} \to \text{Sh}_{\text{Set}}(\text{Sm}_C)$$

be the Yoneda embedding, $\kappa : \text{Sh}_{\text{Set}}(\text{Sm}_C) \to \text{Fun}(S_C, N(\text{Set})[W^{-1}])$ the canonical map, and

$$L : \text{Fun}(S_C, N(\text{Set})[W^{-1}]) \to \text{Fun}^{\text{desc}}(S_C, N(\text{Set})[W^{-1}])$$

the sheafification functor [129]. By an argument similar to Corollary A.3 we see that there is an equivalence

$$L(\kappa(Y(BGL_\bullet))) \cong M$$
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in \(\Fun^{\text{desc}}(S_\mathbb{C}, \mathbb{N}(sSet)[W^{-1}])\).

Since \(\Omega^\infty H(\text{DR}_C(p))\) satisfies descent this induces an equivalence of mapping spaces between objects of \(\Fun(S_\mathbb{C}, \mathbb{N}(sSet)[W^{-1}])\)

\[
\text{map}(M, \Omega^\infty H(\text{DR}_C(p))) \cong \text{map}(\kappa(Y(BGL_\bullet)), \Omega^\infty H(\text{DR}_C(p))). \tag{29}
\]

In the appendix (Subsection A.6) we prove the technical fact that for every \(k \geq 0\) we have a natural isomorphism

\[
\pi_k(\text{map}(\kappa(Y(BGL_\bullet)), \Omega^\infty H(\text{DR}_C(p)))) \cong H^{-k}(\text{tot DR}_C(p)(BGL_\bullet)). \tag{30}
\]

By construction and (25) the right-hand side is the absolute Hodge cohomology of the simplicial variety \(BGL_\bullet\):

\[
H^{-k}(\text{tot DR}_C(p)(BGL_\bullet)) \cong \prod_{n \in \mathbb{N}_0} H^{2p-k}_{\text{Hodge}}(BGL_\bullet(n), \mathbb{R}(p)). \tag{31}
\]

According to Deligne [Del74, 9.1.1] we have \(H^{2k+1}(BGL_\bullet(n), \mathbb{R}) = 0\) and the real Hodge structure on \(H^{2k}(BGL_\bullet(n), \mathbb{R})\) is pure of type \((k, k)\), i.e. the weight filtration has a single step at \(2k\) and the Hodge filtration a single step at \(k\). Using this and the definition of \(\text{DR}_C(p)\) as a cone one sees that

\[
H^k_{\text{Hodge}}(BGL_\bullet(n), \mathbb{R}(p)) \cong H^k(BGL_\bullet(n), \mathbb{R}(p)), \quad 0 \leq p \leq \frac{k}{2}, \quad k \text{ even,} \tag{32}
\]

and all other absolute Hodge cohomology groups of \(BGL_\bullet(n)\) vanish. In particular, combining (29), (30), and (31) we get

\[
\pi_0(\text{map}(M, \Omega^\infty H(\text{DR}_C(p)))) \cong \prod_{n \in \mathbb{N}_0} H^{2p}(BGL_\bullet(n), \mathbb{R}(p)). \tag{33}
\]

It is known that the singular cohomology of \(BGL_\bullet(n)\) is a polynomial ring

\[
H^{2*}(BGL_\bullet(n), \mathbb{R}(*)) = \mathbb{R}[s_{1,n}, \ldots, s_{n,n}]
\]

where \(\frac{1}{p!} s_{p,n} \in H^{2p}(BGL_\bullet(n), \mathbb{R}(p))\) is the component of the Chern character in degree \(2p\). In addition we set \(s_{0,n} := n\). Note that \(s_{p,0} = 0\) for \(p \geq 1\). For the map \(\mu : BGL_\bullet(n) \times BGL_\bullet(m) \to BGL_\bullet(n + m)\) induced by the direct sum, we have

\[
\mu^*(s_{k,n+m}) = \text{pr}_1^* s_{k,n} + \text{pr}_2^* s_{k,m}.
\]

This, together with the fact that the space of primitive elements intersects trivially with the space of decomposable elements and an easy computation imply, that the subgroup of primitives \(H^0(\text{tot DR}_C(p)(BGL_\bullet))^{\text{prim}}\), defined in (127), is the one-dimensional \(\mathbb{R}\)-vector space spanned by the class

\[
s_p := (s_{p,0}, s_{p,1}, s_{p,2}, \ldots),
\]
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where we denote the preimage of \( s_{p,n} \) in \( H^0(\text{tot}DR_C(p)(BGL_*)) \) under the isomorphisms (31) and (32) by the same symbol.

We have an injection (cf. (128))

\[
\text{Prim}(M, DR_C(p)) \hookrightarrow H^0(\text{tot}DR_C(p)(BGL_*))^{\text{prim}}.
\] (34)

It follows from the constructions of the characteristic cocycle \( \omega(p) \) and the regulator \( r_{\text{Beil}} \) in Subsections 4.4 and 4.6 below that the element \( c_{\omega(p)} \in \text{Prim}(M, DR_C(p)) \) corresponding to the \( p \)-component of \( r_{\text{Beil}} \) goes to the class \( \frac{1}{p^r}s_p \) under the map (34). This shows surjectivity of (34) and finishes the proof of the proposition.

3.5 Beilinson’s conjectures

In this subsection we describe the conjectural picture of kernel and cokernel of the regulator map \( r_{\text{Beil}} \) as given by the conjectures of Beilinson and Parshin [Be˘ı84, Be˘ı86, §8]. We fix a scheme \( X \in \text{Reg}_Z \), proper and flat over \( \text{Spec}(Z) \), which has potentially good reduction at every prime. For example, \( X \) could be smooth and proper over the ring of integers in some number field.

Then we have homomorphisms

\[
r_{\text{Beil}}^Z : \pi_i(K_Z(X)) \to H^{-i}(DR_Z(X))
\]

for all \( i \geq 0 \).

**Conjecture 3.9** (Beilinson).

1. For \( i \geq 2 \) the regulator induces an isomorphism

\[
\pi_i(K_Z(X)) \otimes \mathbb{R} \xrightarrow{\sim} H^{-i}(DR_Z(X)).
\]

2. For \( i = 1 \) the map (35) is expected to be injective. Let \( N^p(X_Q) \) be the group of codimension \( p \)-cycles in the generic fibre \( X_Q \) modulo homological equivalence and \( N(X_Q) := \prod_{p \geq 0} N^p(X_Q) \). Then the cycle map in de Rham cohomology

\[
N^p(X_Q) \hookrightarrow H^{2p}(B(X); \Omega^p_{B(X)}) \cong H^{2p}(\hat{W}_{2p}A_{log}(B(X)))
\]

together with the natural map \( H^{2p}(\hat{W}_{2p}A_{log}(B(X))) \to H^{-1}(DR_Z(p+1)(X)) \), coming from the definition of \( DR_Z(p) \) as a cone, induce an injection

\[
\tilde{z}^p : N^p(X_Q) \hookrightarrow H^{-1}(DR_Z(p+1)(X)).
\]

We let \( \tilde{z} := \prod_{p \geq 0} \tilde{z}^p \). It is expected that

\[
r_{\text{Beil}}^Z \oplus \tilde{z} : \pi_1(K_Z(X)) \otimes \mathbb{R} \oplus N(X_Q) \otimes \mathbb{R} \to H^{-1}(DR_Z(X))
\]

is an isomorphism.
3. For $i = 0$ we have

$$H^0(\text{DR}_Z(p)(X)) \cong \left( H^{2p}(X \otimes_{\mathbb{Z}} \mathbb{C}; \mathbb{R}(p)) \cap F^p H^{2p}(X \otimes_{\mathbb{Z}} \mathbb{C}; \mathbb{C}) \right)^{\mathbb{Z}/2\mathbb{Z}}.$$ 

Hence $H^0(\text{DR}_Z(X))$ is the group of real Hodge classes on $X \otimes_{\mathbb{Z}} \mathbb{C}$. As the example of number rings shows the map $\pi_0(K_Z(X)) \otimes \mathbb{R} \to H^0(\text{DR}_Z(X))$ can be far from being surjective.

The above conjecture is a consequence of Conjectures 8.4.1 and 8.3.3 (Parshin’s conjecture) in [Be˘ı86]. Beilinson formulates his conjecture in terms of motivic cohomology which he defines as certain Adams eigenspaces of rational algebraic $K$-theory. One obtains the above statement by taking the sum over all Adams eigenspaces. Moreover, instead of the $K$-theory $\pi_i(K_Z(X)) = K_i(X)$ of $X$, he uses the image of $K_i(X)$ in the $K$-theory $K_i(X_{\mathbb{Q}})$ of the generic fibre $X_{\mathbb{Q}}$. However, under the assumption that $X$ is regular and has potentially good reduction everywhere, Quillen’s localization sequence for the $K$-theory of coherent sheaves together with Parshin’s conjecture on the vanishing of rational $K$-theory of smooth proper varieties over finite fields imply, that the map $K_i(X) \to K_i(X_{\mathbb{Q}})$ is rationally injective.

At the moment, these conjectures are far out of reach. Essentially, the only known case is that of the ring of integers in a number field where they are due to Borel. Also, one can weaken the assumptions on $X$ but then the statement of the conjectures becomes more complicated.

3.6 The relative Chern character

An alternative approach to regulators goes back to Karoubi [Kar83, Kar87] using his relative Chern character (see below). This approach was further studied and generalized in [Tam12]. Roughly, the idea is as follows: We consider a complex algebraic variety $X$. Then we have its algebraic $K$-theory $K_C(X)$, the topological $K$-theory of its associated complex manifold $K^{top}(X)$, and a natural comparison map $c : K_C(X) \to K^{top}(X)$. If we compose the usual Chern character $ch$ from topological $K$-theory to singular or de Rham cohomology with $c$, the resulting map on algebraic $K$-theory contains only trivial information. Instead, we define the relative $K$-theory $K^{rel}(X)$ as the homotopy fibre of the map $c$. The relative Chern character $ch^{rel}$ is defined on the relative $K$-theory and maps $\pi_i(K^{rel}(X))$ to $\prod_p H^{2p-i-1}(X; \mathbb{C})/F^p$, the de Rham cohomology divided by the Hodge filtration. This map now carries interesting secondary information.

We have a natural map from $H^{2p-i-1}(X; \mathbb{C})/F^p$ to weak absolute Hodge cohomology $H^{2p-i}(\text{D}(p)(X))$, where the complex $\text{D}(p)$ is defined similar as the absolute Hodge complex $\text{DR}_C(p)$ but discarding the weight filtration (see (38)). The analogue of Beilinson’s regulator for complex algebraic varieties may be viewed as a map $r_{c, D, p}^{\text{Beil}} : \pi_i(K_C(X)) \to H^{2p-i}(\text{D}(p)(X))$ (see (39)).
Theorem 3.10 ([Tam12, Thm. 3.9]). For all \( p \geq 0 \) the diagram

\[
\begin{array}{c}
\pi_i(K^{rel}(X)) \xrightarrow{\operatorname{ch}_{rel}} H^{2p-1-i}(X; \mathbb{C})/\mathcal{F}^pH^{2p-1-i}(X; \mathbb{C}) \\
\pi_i(K_{C}(X)) \xrightarrow{\iota_{C,D,p}^{\text{bail}}} H^{2p-i}(D(p)(X))
\end{array}
\]

commutes.

We will now give the details of the constructions and a proof of this theorem using the techniques developed in the present paper. The following constructions are similar to those exposed in more detail in Subsections 4.4, 4.5 and it might be easier for the reader to skip ahead to Section 4 and to go through the rest of this subsection afterwards.

We begin by describing the \( \infty \)-categorical version of topological \( K \)-theory. We denote by \( \mathbf{Mf} \) the category of smooth manifolds considered as a site with the open subset topology and let \( \mathbf{S}_{Mf} := \mathbb{N}(\mathbf{Mf}^{op}) \) be its nerve considered as an \( \infty \)-category. For technical reasons, we also need to consider the product \( \mathbf{S}_{Mf,Mf} := \mathbf{S}_{Mf} \times \mathbf{S}_{Mf} \). We consider the stack \( i\mathbf{Vect}_{Mf}^{top} \) on \( \mathbf{Mf} \times \mathbf{Mf} \) which associates to \( M \times X \in \mathbf{Mf} \times \mathbf{Mf} \) the symmetric monoidal groupoid of smooth complex vector bundles on \( M \times X \). We consider

\[ i\mathbf{Vect}_{Mf}^{top} \in \mathbf{Fun}(\mathbf{S}_{Mf,Mf}, \mathbf{CommMon}(\mathbb{N}(\mathbf{Cat})[W^{-1}])) . \]

This stack does not model topological \( K \)-theory since it does not take the topology of the morphism spaces into account. We can remedy this fact by an application of the functor \( \mathbf{s} \) defined in [132]. We define (cf. Definition 2.2) the sheaf of topological \( K \)-theory spectra

\[ K^{top}_{Mf} := \mathbf{s}(L(K(i\mathbf{Vect}_{Mf}^{top}))) \in \mathbf{Fun}^{desc}(\mathbf{S}_{Mf,Mf}, \mathbb{N}(\mathbf{Sp})[W^{-1}]) , \tag{36} \]

where \( L \) denotes the sheafification functor [129]. Note that, equivalently,

\[ K^{top}_{Mf} \cong L \circ \mathbf{sp} \circ \Omega B \circ \mathbf{s}(i\mathbf{Vect}_{Mf}^{top}) . \]

Then \( \pi_i(K^{top}_{Mf}(M \times X)) \cong \mathbf{ku}^{-i}(M \times X) \) is the connective topological \( K \)-theory of \( M \times X \).

We define the sheaf of topological \( K \)-theory spectra \( K^{top} \in \mathbf{Fun}^{desc}(\mathbf{S}_{Mf}, \mathbb{N}(\mathbf{Sp})[W^{-1}]) \) by specializing the first factor to be a point.

Next, we construct the aforementioned comparison map \( c \). Let \( h: \mathbf{S}_{C} \to \mathbf{S}_{Mf} \) be the map given by sending a smooth complex variety to its associated smooth manifold. It is compatible with the topologies and induces a map \( h: \mathbf{S}_{Mf,C} \to \mathbf{S}_{Mf,Mf} \). We have a natural transformation \( u: i\mathbf{Vect}_{Mf,C} \to h^*i\mathbf{Vect}_{Mf}^{top} \) which maps a vector bundle to its underlying smooth complex vector bundle. The comparison map is now defined by

\[ c : K_{Mf,C} = L(K(i\mathbf{Vect}_{Mf,C})) \xrightarrow{u} h^*L(K(i\mathbf{Vect}_{Mf}^{top})) \xrightarrow{h^*} h^*\mathbf{s}(L(K(i\mathbf{Vect}_{Mf}^{top}))) = h^*K^{top}_{Mf} . \]

We define the relative \( K \)-theory \( K^{rel}_{Mf} \) by taking its fibre:

\[ K^{rel}_{Mf} \to K_{Mf,C} \xrightarrow{c} h^*K^{top}_{Mf} . \]
We again define $K^{\text{rel}} \in \text{Fun}^{\text{desc}}(\mathcal{S}_C, \mathfrak{h}(\text{Sp})[W^{-1}])$ by specializing the manifold in the first factor to be a point.

The relative Chern character will be induced by compatible regulator maps on $K_{Mf,C}$ and $h^*K_{Mf}^{\text{top}}$. We now describe the relevant choice of geometries and characteristic cocycles. A geometry on a complex vector bundle $V$ over $M \times X$ is a pair $g_V = (h_V, \nabla_V)$ consisting of a hermitian metric $h_V$ and a connection $\nabla_V$. A local geometry on the complex vector bundle $V$ over $M \times X$ is a family $(g_m)_{m \in M}$ of germs of geometries. In other words, each $g_m$ is represented by a geometry on $V|_{U \times X}$ where $U$ is a neighbourhood of $m \in M$. A geometric smooth bundle is a pair $(V, g)$ consisting of a bundle $V$ with local geometry $g$.

We let $i\text{Vect}_{Mf}^{\text{top},\text{geom}}$ be the symmetric monoidal stack of geometric smooth bundles. Similar as in Lemma 4.13 the forgetful transformation induces an equivalence
\[
\bar{s}(\mathcal{N}(i\text{Vect}_{Mf}^{\text{top},\text{geom}})) \sim \bar{s}(\mathcal{N}(i\text{Vect}_{Mf}^{\text{top}})).
\]

We define the sheaf of complexes
\[
A := \prod_{p \geq 0} A[2p]
\]
on $Mf$ or $Mf \times Mf$ where $A$ is the usual de Rham complex of smooth $\mathbb{C}$-valued forms. To a complex vector bundle $V$ on $M \times X$ with geometry $(h_V, \nabla_V)$ we associate the characteristic form
\[
\omega^{\text{top}}(V, (h_V, \nabla_V)) := \prod_{p \geq 0} \text{ch}_p(\nabla_V)
\]
(see Subsection 4.4 for the definition of $\text{ch}_p$). By a precisely analogous construction as in Subsections 4.3, 4.4 we get the characteristic cocycle $\omega^{\text{top}}(g) \in Z^0(\mathcal{L}A(M \times X))$ of a geometric smooth bundle $(V, g)$ in the Čechification (see Subsection A.8) $\mathcal{L}A$ of $A$, where $\mathcal{L}$ acts on the first component in $Mf \times Mf$.

Similarly to the construction of Beilinson’s regulator in Definition 4.24 we define the usual Chern character $\text{ch} : K^{\text{top}} \to H(A)$ through the diagram
\[
\begin{array}{ccc}
\bar{s}(K(i\text{Vect}_{Mf}^{\text{top}})) & \xrightarrow{\sim} & \bar{s}(K(i\text{Vect}_{Mf}^{\text{top},\text{geom}})) \xrightarrow{\bar{s}(\omega^{\text{top}})} \bar{s}H(\mathcal{L}A) \\
K^{\text{top}} & \xrightarrow{\text{ch}} & H(A) & \xrightarrow{\sim} & H(\mathcal{L}A).
\end{array}
\]

We can also consider its real variant by replacing $A$ with the complex of real valued differential forms
\[
A_{\mathbb{R}} := \prod_{p \geq 0} (2\pi i)^p A[2p]
\]
and using the characteristic form $\omega^{\text{top}}_{\mathbb{R}}(V, (h_V, \nabla_V)) := \prod_{p \geq 0} \text{ch}_p(\nabla_{V,u})$ (cf. $\text{(50)}$).
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Geometries on algebraic vector bundles are defined in such a way that the corresponding Chern character forms live in the appropriate step of the Hodge filtration. We thus consider the complex of presheaves on $\mathbf{M}_f \times \mathbf{Sm}_\mathbb{C}$

$$\mathcal{F}_0^{\mathbf{A}}_{\log} := \prod_{p \geq 0} \mathcal{F}^p A_{\log}[2p] .$$

There is a natural map $\mathcal{F}_0^{\mathbf{A}}_{\log} \to h^* \mathbf{A}$ which gives rise to a fibre sequence

$$\text{Cone}(\mathcal{F}_0^{\mathbf{A}}_{\log} \to h^* \mathbf{A})[-1] \to \mathcal{F}_0^{\mathbf{A}}_{\log} \to h^* \mathbf{A} .$$

From a good geometry $(h^V, \nabla^I)$ (see Definition 4.10) we obtain a geometry $(h^V, \nabla^V)$ with $\nabla^V = \nabla^I + \nabla^I + \bar{\partial}$ on the underlying complex vector bundle.

Using the characteristic form

$$\omega_F(g^V) := \prod_{p \geq 0} \text{ch}_2(p^V)$$

and the construction of Subsections 4.3, 4.4 we get for any geometric bundle $(V, g)$ on $M \times X \in \mathbf{S}_{M, \mathbb{C}}$, i.e. a bundle $V$ with a local geometry $g = (g_m)_m \in M$, a characteristic cocycle $\omega_F(V, g) \in Z^0(\mathcal{L} \mathcal{F}^0_0 A_{\log}(M \times X))$. Again, similarly as in the construction in Definition 4.24 we get a regulator map

$$\text{ch}_F : K_{\mathbb{C}} \to H(\mathcal{F}^0_0 A_{\log}) .$$

Clearly, the diagram of characteristic cocycles

$$\pi_0(i\text{Vect}_{M, \mathbb{C}}^{\text{geom}}) \xrightarrow{\omega_F} Z^0(\mathcal{L} \mathcal{F}^0_0 A_{\log}) \xrightarrow{\omega_{\mathcal{L}}} h^* Z^0(\mathcal{L}A)$$

commutes. We thus get the commutativity of the lower square in the following diagram and define the relative Chern character $\text{ch}^{rel}$ to be the map induced on fibres:

$$\xymatrix{ K^{rel} \ar[d] \ar[r]^-{\text{ch}^{rel}} & H(\text{Cone}(\mathcal{F}^0_0 A_{\log} \to h^* \mathbf{A})[-1]) \ar[d] \ar[r]^-{\text{ch}_F} & H(\mathcal{F}^0_0 A_{\log}) \ar[d] \ar[r]^-{\text{ch}} & H(h^* \mathbf{A}) .}

Note that we have natural isomorphisms

$$\pi_i \left( H(\text{Cone}(\mathcal{F}^0_0 A_{\log} \to h^* \mathbf{A})[-1])(X) \right) \cong \prod_{p \geq 0} H^{2p-1-i}(X; \mathbb{C}) / \mathcal{F}^p H^{2p-1-i}(X; \mathbb{C}) .$$
This finishes the construction of the relative Chern character.

In order to compare it with the Beilinson regulator we introduce the Deligne-Beilinson or weak absolute Hodge complex

\[
D(p) := \text{Cone} \left( (2\pi i)^p A_R \oplus \mathcal{F}^p A_{\log} \to A \right) \left[ 2p - 1 \right] \in \text{PSh}_{\text{Ch}}(\text{Sm}_C) \tag{38}
\]

and \(D := \prod_{p \geq 0} D(p)\). Note that we have a natural map \(\text{DR}_C \to D\) by simply forgetting the weight filtration and the logarithmic growth condition at the appropriate places.

By composition with the map \(\text{DR}_C \to D\), the characteristic \(L_{\text{DR}_C}\)-valued cocycle \(\omega\) defined in (4.18) gives an \(L_D\)-valued characteristic cocycle which we denote by \(\omega_D\). The induced regulator

\[
r_{\text{Beil}}^D : K_C \to H(D) \tag{39}
\]

is Beilinson’s regulator for complex algebraic varieties. It follows from the constructions that the composition of \(\omega_D\) with \(Z^0(\mathcal{L}D) \to Z^0(\mathcal{L} \mathcal{F}^0 A_{\log})\) coincides with \(\omega_F\) and moreover that the square

\[
\pi_0(i\text{Vect}_{\text{top,geom}}) \quad \xrightarrow{\omega_D} \quad Z^0(\mathcal{L}D) \quad \quad \downarrow \quad \downarrow
\]

\[
h^* \pi_0(i\text{Vect}_{\text{top,geom}}) \quad \xrightarrow{\omega^\text{top}} \quad Z^0(h^* \mathcal{L} A_R)
\]

commutes.

We now use the fact that the fibre of the map \(D \to h^* A_R\) is naturally equivalent to \(\text{Cone}(\mathcal{F}^0 A_{\log} \to h^* A)[−1]\), and hence that \(r_{C,D}^\text{Beil}\) also induces a map

\[
K^{rel} \to H(\text{Cone}(\mathcal{F}^0 A_{\log} \to h^* A)[−1]). \tag{40}
\]

More precisely, we have the following commutative diagram

\[
\begin{array}{ccc}
\text{Cone}(D \to h^* A_R)[−1] & \longrightarrow & D \\
\text{induced} \downarrow \sim & & \uparrow \sim \\
\text{Cone}(D \to \text{Cone}(\cdots))[−1] & \longrightarrow & \text{Cone}(h^* A_R \oplus h^* A \to h^* A)[−1] \\
\text{induced} \downarrow \sim & & \downarrow \sim \\
\text{Cone}(\mathcal{F}^0 A_{\log} \to h^* A)[−1] & \longrightarrow & \mathcal{F}^0 A_{\log} \\
& & \longrightarrow \quad h^* A.
\end{array}
\]

(41)

Here the map from \(D\) to the cone in the right column is induced by \(\mathcal{F}^0 A_{\log} \to h^* A\), the maps in the right column are the obvious projections, and the maps in the left column are the induced ones. The lower left vertical arrow is an equivalence since the lower right square is a pull-back square.

We claim that (40) coincides with \(\text{ch}^{rel}\) constructed above. The assertion of Theorem 3.10 then follows by taking homotopy groups. To prove the claim, we introduce the auxiliary characteristic cocycle

\[
\omega_{\text{Cone}} : \pi_0(i\text{Vect}_{\text{top,geom}}) \to Z^0(\mathcal{L}\text{Cone}(A_R \oplus A \to A)[−1])
\]
which, similarly as before, is induced by sending a geometric smooth bundle \((V, (h^V, \nabla^V))\) to \(\prod_{p \geq 0} (\text{ch}_{2p}(\nabla^{V,a}) \oplus \text{ch}_{2p}(\nabla^V), \text{ch}_{2p-1}(\nabla^{V,a}, \nabla^V))\) (see Subsection 4.4 for the definition of the transgression \(\widetilde{\text{ch}}\) and compare with (53)). The claim then follows from the compatibility of characteristic cocycles defined on \(\pi_0(\text{iVect}^\text{geom}_{\mathbb{C}})\) respectively \(h^* \pi_0(\text{iVect}^\text{top,geom}_{\mathbb{C}})\) with values in the groups of 0-cocycles in the \(\check{\text{Cech}}\)ifications of the middle respectively right column of diagram (41), summarized schematically in the diagram

\[
\begin{array}{c}
\omega_D \quad \omega_{\text{top}} \\
\downarrow \quad \downarrow \\
\omega_{\text{Cone}} \\
\omega_{\text{top}} \\
\end{array}
\]

This compatibility in turn follows directly from the constructions. \(\square\)

**Remark 3.11.** Whereas with this construction of the relative Chern character the relation to Beilinson’s regulator follows quite easily, it is not a priori clear that this new construction really extends Karoubi’s original one. This is done in [Tam12] and used there to establish also the comparison with Borel’s regulator in the number field case.

## 4 Smooth manifolds

In this section we provide the necessary geometric background for the constructions of Section 3 in the more general setting where we consider products \(M \times X\) of an arbitrary smooth manifold \(M\) and an algebraic variety (or regular, separated scheme of finite type over \(\mathbb{Z}\)) \(X\). In Subsection 4.2 we extend the definition of Burgos’s complex [Bur94] to this situation and use it to define the absolute Hodge complex \(\text{DR}_{Mf}(M \times X)\). In Subsection 4.3 we introduce the notion of a good geometry and the characteristic form associated with a good geometry in the absolute Hodge complex. Using the extension of Beilinson’s regulator map to the case \(M \times X\), we define the differential algebraic \(K\)-theory spectrum, study its homotopy groups, and construct the geometric cycle map in Section 5.

### 4.1 The sites

By a smooth manifold we understand a smooth manifold with corners. Corners of codimension \(n\) in \(k\)-dimensional manifolds are modeled on \([0, \infty)^n \times \mathbb{R}^{k-n}\). For simplicity we require that our transition maps preserve the germs of the normal coordinates to the boundary faces. We use the normal coordinates in order to define the notion of product structures for various geometric objects. The most important example of a manifold with corners is the standard simplex \(\Delta^n\).
We consider the category $\mathbf{Mf}$ of smooth manifolds as a site equipped with the topology of open coverings. The nerve of its opposite is the $\infty$-category $S_{Mf} := \mathcal{N}(\mathbf{Mf}^{op})$.

We let $\mathbf{Sm}_C$ denote the site of smooth varieties over $\mathbb{C}$ (see Subsection 3.1) and Zariski open coverings and set $S_C := \mathcal{N}(\mathbf{Sm}_C^{op})$.

Finally, we let $\mathbf{Reg}_Z$ be the site of regular separated schemes of finite type over $\text{Spec}(\mathbb{Z})$ (see Subsection 3.2) with the topology of Zariski open coverings and write $S_Z := \mathcal{N}(\mathbf{Reg}_Z^{op})$.

We consider the product sites $\mathbf{Mf} \times \mathbf{Sm}_C, \mathbf{Mf} \times \mathbf{Reg}_Z$ and write $S_{Mf,C} := S_{Mf} \times S_C, S_{Mf,Z} := S_{Mf} \times S_Z$ for the corresponding $\infty$-categories. We write objects of these product sites in the form $M \times X$, where $M \in \mathbf{Mf}$ and $X$ is the algebraic object. We have canonical topology preserving functors

\[ e : S_C \to S_{Mf,C}, \quad e : S_Z \to S_{Mf,Z} \]

both induced by $X \mapsto \ast \times X$, where $\ast$ is the point considered as a manifold.

We will often consider $M \times X$ as a ringed space with structure sheaf $\mathcal{O}_X$. One can also interpret $M \times X$ as a relative scheme over the ringed space $(M, \mathbb{Z})$ in the sense of [Hak72], where $(M, \mathbb{Z})$ denotes the topological space $M$ with constant structure sheaf $\mathbb{Z}$.

### 4.2 The sheaves $\text{DR}_{Mf,C}$ and $\text{DR}_{Mf,Z}$

We start with the construction of the analogue

\[ A_{\log} \in \text{Fun}^{\text{desc,const}}(S_{Mf,C}, \mathcal{N}(\text{Ch})[W^{-1}]) \]

of the bifiltered complex introduced in Definition 3.1. The meaning of the constancy condition is explained in Subsection A.10. For a smooth manifold $N$ we let $A(N)_R \subseteq A(N)$ denote the smooth de Rham complex and its subcomplex of real forms. Let $M$ be a manifold and $X$ a smooth variety over $\mathbb{C}$ (cf. Subsection 3.1). We fix some good compactification $\overline{X} \hookrightarrow X$ and write $D := X - X$. Then we consider $X$ and $\overline{X}$ as complex manifolds and define the real dg-algebra

\[ A_{M \times \overline{X}, R}(M \times X, \log D) \subseteq A(M \times X)_R \]

to be the sub-$A(M \times \overline{X})_R$-algebra which is locally generated by 1 and

\[ \log(z_i \bar{z}_i), \quad \Re \frac{dz_i}{z_i}, \quad \Im \frac{dz_i}{z_i}, \quad \text{for } i \in I. \]

(43)

Here the $z_i, i \in I$, are local coordinates of $\overline{X}$ (for the analytic topology) which define $D$ locally by the equation $\prod_{i \in I} z_i = 0$. 31
The following example should clarify the meaning of the notion \textit{locally generated}. We consider \( X := \mathbb{CP}^1 \setminus \{ p \} \) with local coordinate \( z \) at \( p \) and \( M = \mathbb{R} \). We let \((\chi_n)_{n \in \mathbb{Z}}\) be a partition of unity on \( \mathbb{R} \) such that \( \text{supp}(\chi_n) \subset [n-2, n+2] \) for all \( n \in \mathbb{Z} \). Then

\[
\sum_{n \in \mathbb{Z}} \log(|z|) |n| \chi_n \in A^0_{\mathbb{R} \times \mathbb{CP}^1}(\mathbb{R} \times X, \log \{ p \}) .
\]  

(44)

We are going to introduce several filtrations on \( A_{M \times X, \mathbb{R}}(M \times X, \log D) \). The naive weight filtration \( \tilde{W} \) is the multiplicative increasing filtration by \( A_{M \times X, \mathbb{R}} \)-modules obtained by assigning weight 0 to the section 1 and weight 1 to the sections listed in (43).

We define a decreasing filtration \( L \) of \( A_{M \times X, \mathbb{R}}(M \times X, \log D) \) such that \( L^p A_{M \times X, \mathbb{R}}(M \times X, \log D) \) is the subcomplex of differential forms that are given locally by

\[
\sum_{I,J,K} \omega_{I,J,K} dx^I \wedge \text{Re} \ dz^J \wedge \text{Im} \ dz^K ,
\]

where the \( x_i \) are local coordinates for \( M \), the \( z_j \) local coordinates for \( X \), and \( \omega_{I,J,K} \) local smooth functions on \( M \times X \).

We now define the weight filtration \( W \) as the diagonal filtration of \( \tilde{W} \) and \( L \):

\[
W_k A_{M \times X, \mathbb{R}}(M \times X, \log D) := \sum_p \tilde{W}_{k+p} \cap L^p A_{M \times X, \mathbb{R}}(M \times X, \log D) .
\]

As usual, its décalage (cf. [16]) will be denoted by \( \hat{W}_k A_{M \times X, \mathbb{R}}(M \times X, \log D) \).

We further define the complex dg-algebra

\[
A_{M \times X}(M \times X, \log D) := A_{M \times X, \mathbb{R}}(M \times X, \log D) \otimes_{\mathbb{R}} \mathbb{C}
\]

with the induced weight filtration. This complex carries the decreasing Hodge filtration \( F \) such that the elements of \( F^p A_{M \times X}(M \times X, \log D) \) are locally of the form

\[
\sum_{I,J,K} \omega_{I,J,K} dx^I \wedge dz^J \wedge d\overline{z}^K ,
\]

where the \( x_i, z_j \) are local coordinates of \( M \) and \( X \), respectively.

In the special case that \( M = * \) the complex \( A_{* \times X, \mathbb{R}}(\ast \times X, \log D) \) is exactly the complex of global sections of Burgos’ sheaf of complexes with its filtrations [Bur94, Section 2], (14).

Fix \( X \hookrightarrow \overline{X} \) as above. Then the functors

\[
M \mapsto A_{M \times X, \mathbb{R}}(M \times X, \log D) ,
M \mapsto \hat{W}_k A_{M \times X, \mathbb{R}}(M \times X, \log D)
M \mapsto A_{M \times X}(M \times X, \log D)
M \mapsto \hat{W}_k \cap F^p A_{M \times X}(M \times X, \log D)
\]

will be considered as objects of \( \text{PShCh}(\text{Mf}) \). They are sub-presheaves of the presheaf \( M \mapsto A(M \times X) \).
Lemma 4.1. The presheaves of complexes (45) satisfy descent and are constant in the sense of Definition A.6, i.e. they belong to \( \text{Fun}^{\text{desc, const}}(\mathcal{S}_{\text{MF}}, \mathbb{N}(\text{Ch})[W^{-1}]) \).

Proof. In order to verify descent we show below that the presheaves of complexes (45) are degree-wise sheaves of modules over the sheaf \( C^\infty_R \in \text{Sh}_{\text{Alg}}(\mathbb{R}) \) of algebras of smooth real-valued functions. Since the augmented Čech complex of a sheaf of \( C^\infty_R \)-modules with respect to any open covering is exact it follows that they belong to \( \text{Fun}^{\text{desc}}(\mathcal{S}_{\text{MF}}, \mathbb{N}(\text{Ch})[W^{-1}]) \).

We discuss the case of \( \hat{\mathcal{W}}_k \mathcal{A}_{\ast} \times X, R(\mathcal{A} \times X, \log D) \). The other cases are similar.

As a preparation note that for an \( n \)-form \( \omega \in \mathcal{W}_{k-n} \) we have \( \omega \in \mathcal{W}_k \) if and only if \( d^X \omega \in \mathcal{W}_{k-n-1} \), where \( d^X \) is the differential in \( X \)-direction. Indeed, we may assume that \( \omega \in \mathcal{W}_{k-n+p} \cap \mathcal{L}^p \) for some \( p \). Then \( d\omega = d^M \omega + d^X \omega \) and

\[
 d^M \omega \in \mathcal{W}_{k-n+p} \cap \mathcal{L}^{p+1} \subseteq \mathcal{W}_{k-n-1} .
\]

Now we assume that

\[
 \omega \in \hat{\mathcal{W}}_k \mathcal{A}_n \times X, R(M \times X, \log D) , \quad f \in C^\infty(M, R) .
\]

Then obviously \( f \omega \in \mathcal{W}_{k-n} \) and \( d^X(f \omega) = f d^X \omega \in \mathcal{W}_{k-n-1} \), hence

\[
 f \omega \in \hat{\mathcal{W}}_k \mathcal{A}_n \times X, R(M \times X, \log D) .
\]

In order to show that the sheaves of complexes (45) are constant we verify homotopy invariance and use Lemma A.7. The verification of homotopy invariance is standard once we know that the integration

\[
 \int_I : A^*(I \times M \times X) \to A^{*-1}(M \times X)
\]

preserves the subcomplexes (45).

First note that \( \int_I \) preserves the subcomplex of forms with logarithmic singularities along \( D \). For the filtrations we only discuss the case \( \hat{\mathcal{W}}_k \mathcal{A}_{\ast} \times X, R(M \times X, \log D) \). Take

\[
 \omega \in \hat{\mathcal{W}}_k \mathcal{A}_n \times X, R(I \times M \times X, \log D) .
\]

We may again assume that \( \omega \in \mathcal{W}_{k-n+p} \cap \mathcal{L}^p \) for some \( p \). Then

\[
 \int_I \omega \in \mathcal{W}_{k-n+p} \cap \mathcal{L}^{p+1} \subseteq \mathcal{W}_{k-n+1}
\]

and \( d^X \int_I \omega = - \int_I d^X \omega \in \mathcal{W}_{k-n} \) since \( d^X \omega \in \mathcal{W}_{k-n-1} \). This shows that

\[
 \int_I \omega \in \hat{\mathcal{W}}_k \mathcal{A}_n^{-1} \times X, R(M \times X, \log D) .
\]

\[ \square \]
Now assume that we have two good compactifications $\overline{X}$ and $\overline{X}'$ of $X$ and a morphism $\overline{X}' \to \overline{X}$ inducing the identity on $X$. Then the induced maps

$$A_{M,\overline{X},R}(M \times X, \log D) \to A_{M,\overline{X}' ,R}(M \times X, \log D') ,$$

$$\hat{W}_k A_{M,\overline{X},R}(M \times X, \log D) \to \hat{W}_k A_{M,\overline{X}' ,R}(M \times X, \log D') ,$$

$$\mathcal{F}^p A_{M,\overline{X}}(M \times X, \log D) \to \mathcal{F}^p A_{M,\overline{X}'}(M \times X, \log D') ,$$

$$\hat{W}_k \cap \mathcal{F}^p A_{M,\overline{X}}(M \times X, \log D) \to \hat{W}_k \cap \mathcal{F}^p A_{M,\overline{X}'}(M \times X, \log D')$$

are quasi-isomorphisms. Indeed, descent and constancy in $M$ reduce the claim to the case $M = *$ and thereafter the claim follows from Hodge theory (cf. the discussion following (18)).

In order to get rid of the choice of the compactification $\overline{X}$ we now proceed as in Subsection 3.1 We define the presheaf $A_{log,Mf,R} \in PSh_{\text{ch}}(Mf \times Sm_{C})$ by

$$A_{log,Mf,R}(M \times X) := \text{colim}_{\overline{X} \in I_X} A_{M,\overline{X},R}(M \times X, \log(\overline{X} - X))$$

(46)

where the colimit runs over the directed system $I_X$ of all good compactifications of $X$. It has an induced weight filtration $W$ and a Hodge filtration $\mathcal{F}$ on the complexification

$$A_{log,Mf}(M \times X) := \text{colim}_{\overline{X} \in I_X} A_{M,\overline{X}}(M \times X, \log(\overline{X} - X)) \cong A_{log,Mf,R}(M \times X) \otimes_R \mathbb{C} .$$

By the above, all maps in the directed system are quasi-isomorphisms, which are bifiltered with respect to the décalage $\hat{W}$ of the weight filtration and the Hodge filtration.

**Lemma 4.2.** We have

$$A_{log,Mf} , A_{log,Mf,R} , \hat{W}_k A_{log,Mf,R} , \mathcal{F}^p \cap \hat{W}_k A_{log,Mf} \in \text{Fun}^{desc, const}(S_{Mf,C}, N(\text{Ch})[W^{-1}]) .$$

**Proof.** We can check descent in the $M$- and $X$-directions separately. Since the structure maps of the colimit over $I_X$ are quasi-isomorphisms it follows from Lemma 4.1 that the complexes in the statement of the Lemma fulfil descent and constancy in the $M$-direction.

In order to show Zariski descent in the $X$-direction we use descent and constancy in the $M$-direction in order to reduce to the case $M = *$. In this special case the Zariski descent was proven as Lemma 3.2. \hfill \Box

**Definition 4.3.** For $p \geq 0$ we define the complex

$$\text{DR}_{Mf,C}(p) := \text{Cone} \left( (2\pi i)^p \hat{W}_2 A_{log,Mf,R} \oplus \hat{W}_2 \cap \mathcal{F}^p A_{log,Mf} \xrightarrow{\alpha, \beta \rightarrow \alpha - \beta} \hat{W}_2 A_{log,Mf} \right) [2p-1] .$$

and

$$\text{DR}_{Mf,C} := \prod_{p \geq 0} \text{DR}_{Mf,C}(p) .$$

By the above, we may view $\text{DR}_{Mf,C}(p)$ and $\text{DR}_{Mf,C}$ as objects in $PSh_{\text{ch}}(Mf \times Sm_{C})$ or in $\text{Fun}^{desc, const}(S_{Mf,C}, N(\text{Ch})[W^{-1}])$. Furthermore, by the constancy of $\text{DR}_{Mf,C}$ and using that $\text{DR}_{C} \cong e^{*} \text{DR}_{Mf,C}$ we have a canonical equivalence

$$L(\text{pr}^{*} \text{DR}_{C}) \hat{\sim} \text{DR}_{Mf,C}$$

(47)

in $\text{Fun}^{desc, const}(S_{Mf,C}, N(\text{Ch})[W^{-1}])$, where $\text{pr} : S_{Mf,C} \to S_{C}$ denotes the projection.
Definition 4.4. Generalizing Definition 3.4 we define

\[ \text{DR}_{Mf, Z} \in \text{PSh}_{\text{Ch}}(Mf \times \text{Reg}_Z) \]

by

\[ \text{DR}_{Mf, Z} := (\text{id}_{S^Mf} \times B)^* \text{DR}_{Mf, C}^{Z/2Z} \].

We have

\[ \text{DR}_{Mf, Z} \in \text{Fun}^{\text{desc}, \text{const}}(S_{Mf, Z}, \mathbb{N}(\text{Ch})[W^{-1}]) \].

In order to understand the cohomology of \( \text{DR}_{Mf, C} \) we show a version of the de Rham Lemma. Recall the definitions of the Eilenberg-MacLane correspondence \( H \) (see Subsection A.5) and the smooth function object \( \text{Sm}(\ldots) \) introduced in Subsection A.11.

Lemma 4.5. We have canonical equivalences

\[
H(\text{DR}_{Mf, C}) \cong \text{Sm}(H(\text{DR}_C)), \quad H(\text{DR}_{Mf, Z}) \cong \text{Sm}(H(\text{DR}_Z)). \tag{48}
\]

Proof. We consider the complex case. The arithmetic case is similar. By Lemma A.9 we have a diagram of canonical morphisms

\[ H(\text{DR}_{Mf, C}) \xleftarrow{\sim} L(\text{pr}^*e^*H(\text{DR}_{Mf, C})) \cong L(\text{pr}^*e^*\text{Sm}(H(\text{DR}_C))) \rightarrow \text{Sm}(H(\text{DR}_C)). \]

\( \square \)

Using (137) we get the following consequence.

Corollary 4.6. We have isomorphisms

\[ H^*(\text{DR}_{Mf, C}(M \times X)) \cong H(\text{DR}_C(X))^*(M), \quad X \in \text{Sm}_C \]

and

\[ H^*(\text{DR}_{Mf, Z}(M \times X)) \cong H(\text{DR}_Z(X))^*(M), \quad X \in \text{Reg}_Z. \]

In other words, \( H^*(\text{DR}_{Mf, C}(M \times X)) \) is the cohomology of \( M \) with coefficients in the absolute Hodge cohomology of \( X \).

4.3 Vector bundles and geometries

We consider a product \( M \times X \) of a smooth (real) manifold \( M \) and a smooth complex manifold \( X \). We let \( V \rightarrow M \times X \) be a complex vector bundle.

Definition 4.7. A partial geometry on \( V \) is a pair \((\nabla^I, \bar{\partial})\) consisting of

1. a partial connection \( \nabla^I \) in the \( M \)-direction with a product structure, and

2. a holomorphic structure \( \bar{\partial} \) in the \( X \)-direction which is compatible with the product structure.
Definition 4.8. A geometry on the vector bundle $V$ with a partial geometry $(\nabla^I, \bar{\partial})$ is a pair $g^V := (h^V, \nabla^I)$ consisting of

1. a partial connection $\nabla^I$ in the $X$-direction which extends the holomorphic structure $\bar{\partial}$ and is compatible with the product structure, and

2. a Hermitian metric $h^V$ on the bundle $V \to M \times X$ which is compatible with the product structure.

Let us comment on the product structure. If $M = [0, \infty)^n \times N$ models a corner, then a product structure consists of a bundle $\tilde{V} \to N \times X$ with partial connection $\tilde{\nabla}^I$ and an isomorphism of $(V, \nabla^I)$ with the pull-back of $(\tilde{V}, \tilde{\nabla}^I)$ along the projection $M \times X \to N \times X$. The geometry $g$ and the holomorphic structure $\bar{\partial}$ are compatible with the product structure if they are obtained via this isomorphism from a geometry $\tilde{g}$ and holomorphic structure $\tilde{\bar{\partial}}$ on $\tilde{V}$. In general a product structure is required locally at the corners. Roughly speaking, the product structure requires that the geometry and holomorphic structure do not depend on the normal coordinates of the corners if the bundles are trivialized along the normal directions using $\nabla^I$.

We now assume that $X$ is a smooth variety over $\mathbb{C}$ and consider a sheaf $V$ of locally free finitely generated $\mathcal{O}_X$-modules on $M \times X$ where $\mathcal{O}_X$ denotes the inverse image under projection to $X$ in the sense of sheaves of sets. We use the same symbol $V$ in order to denote the corresponding complex vector bundle over $M \times X$. It has an induced partial geometry $(\nabla^I, \bar{\partial})$ which in addition satisfies:

Assumption 4.9. 1. The partial connection $\nabla^I$ is flat.

2. The holomorphic structure $\bar{\partial}$ is constant w.r.t. $\nabla^I$, i.e. $[\nabla^I, \bar{\partial}] = 0$.

The original locally free sheaf of $\mathcal{O}_X$-modules is the sheaf of sections of $V$ annihilated by both, the connection $\nabla^I$ and the holomorphic structure $\bar{\partial}$.

In Definition 4.10 we will introduce characteristic forms associated to geometries. If $X$ is not proper over $\mathbb{C}$ we want these characteristic forms to belong to the logarithmic subcomplex $A_{\log, Mf}(M \times X)$ with controlled weights. To this end we define a subset of geometries on $V$, called good geometries, which behave in a controlled way at infinity. The definition and the construction of the canonical interpolation in 4.14 are inspired by the constructions of Burgos and Wang in [BW98, §§2,3].

Definition 4.10. A geometry $g$ on $V$ is called good if every $m \in M$ has a neighbourhood $U \subseteq M$ such that there exist the following data:

1. a good compactification $X \hookrightarrow \overline{X}$ (see Subsection 3.1),

2. a locally free sheaf of $\mathcal{O}_X$-modules $\overline{V}$ on $U \times \overline{X}$, where $\mathcal{O} : U \times \overline{X} \to \overline{X}$ is the projection,

3. an isomorphism of $\mathcal{O}_X$-modules $V_{U \times X} \to \overline{V}_{U \times X}$
4. a geometry \( \bar{g} \) on \( \bar{V} \) in the sense of Definition 4.8 (note that \( \bar{V} \) has a natural flat partial connection in the \( M \)-direction and a holomorphic structure along \( \bar{X} \)).

In the situation of 1.–3. of the definition, we say that \( \bar{V} \) is a compactification of \( V \mid_{U \times X} \).

If \( X \) is proper, then every geometry is good. In this case we can glue good geometries using a partition of unity on \( M \). Since good geometries exist locally on \( M \) (see below) we conclude that good geometries exists. If \( X \) is not proper, then we do not know whether a general sheaf \( V \) over \( M \times X \) admits a good geometry globally on \( M \). Therefore, we introduce the notion of a local geometry. A germ of a good geometry on \( V \) at a point \( m \in M \) is represented by pair \((U, g)\) where \( U \) is a neighbourhood of \( m \) and \( g \) is a good geometry on \( V \mid_{U \times X} \), and we identify two such representatives if they coincide after restriction to a joint smaller neighbourhood of \( m \).

Germs of good geometries exist at every point \( m \in M \). Indeed, we can take a simply connected neighbourhood \( U \subseteq M \) of \( m \). Then we can identify \( V \mid_{U \times X} \) with the pull-back of a bundle \( \check{V} \) on \( X \) along the projection \( U \times X \to X \). By [BW98, Proposition 2.2] there exist a good compactification \( X \hookrightarrow \check{X} \) and an extension \( \check{V} \to \check{X} \). Finally we choose a geometry \( \bar{g} \) on \( \check{V} \). Then we get a good geometry on \( V \mid_{U \times X} \) by restricting \( \bar{g} \) to \( X \) and pulling it back to \( U \times X \).

**Definition 4.11.** A local geometry on \( V \) is a family \((g_m)_{m \in M}\) of germs of good geometries. The pair \((V, (g_m)_{m \in M})\) will be called a geometric bundle. An isomorphism of geometric bundles is an isomorphism which preserves the local geometry.

If \( g \) is a good geometry on \( V \), then we can set \( g_m := [M, g] \) for every \( m \in M \) and thus obtain a geometric bundle.

**Definition 4.12.** We let

\[
\iVect_{M, \mathbb{C}}
\]

be the symmetric monoidal stack on \( \mathcal{M} \times \mathcal{S}_{\mathbb{C}} \) which associates to \( M \times X \) the symmetric monoidal (with respect to direct sum) groupoid of locally free, locally finitely generated sheaves of \( pr_X^* \mathcal{O}_X \)-modules on \( M \times X \).

The objects of the evaluation of this stack will be called bundles. We interpret the stack of bundles as an object

\[
\iVect_{M, \mathbb{C}} \in \text{Fun}^{\text{desc}}(\mathcal{S}_{M, \mathbb{C}}, \text{CommMon}(\mathbb{N}(\mathcal{C})[W^{-1}])),
\]

Note that this stack is locally constant in the manifold direction. This implies that \( \iVect_{M, \mathbb{C}} \) is homotopy invariant in the sense of Definition A.4.

Furthermore, let

\[
\iVect_{M, \mathbb{C}}^{\text{geom}} \in \text{Fun}^{\text{desc}}(\mathcal{S}_{M, \mathbb{C}}, \text{CommMon}(\mathbb{N}(\mathcal{C})[W^{-1}]))
\]

be the symmetric monoidal stack on \( \mathcal{M} \times \mathcal{S}_{\mathbb{C}} \) of geometric bundles as defined in Definition 4.11, where the symmetric monoidal structure is given by the direct sum. It has a forgetful transformation

\[
\iVect_{M, \mathbb{C}}^{\text{geom}} \to \iVect_{M, \mathbb{C}}.
\]

Recall the functor \( \bar{s} \) defined in (132).
Lemma 4.13. The projection
\[\overline{sN}(i\textbf{Vect}_{M,\mathbb{C}}^{geom}) \to \overline{sN}(i\textbf{Vect}_{M,\mathbb{C}})\]
is an equivalence in \(\textbf{Fun}(\mathcal{S}_{M,\mathbb{C}},\mathbb{N}(\textbf{sSet})[W^{-1}]).\)

Proof. We show that for every object \(M \times X \in \mathcal{S}_{M,\mathbb{C}}\) and every \(q \in \mathbb{N}\) the map of simplicial sets \(\overline{sN}(i\textbf{Vect}_{M,\mathbb{C}}^{geom})(M \times X)_{\ast q} \to \overline{sN}(i\textbf{Vect}_{M,\mathbb{C}})(M \times X)_{\ast q}\) (see [131] for the definition of \(s\)) is a trivial Kan fibration. This implies the assertion.

We study the filling of simplices. The argument for horn filling is similar. Let us consider a bundle \(x: \Delta^p \times \Delta^q \to \overline{sN}(i\textbf{Vect}_{M,\mathbb{C}})(M \times X)\) and a lift \(\tilde{y}: \partial\Delta^p \times \Delta^q \to \overline{sN}(i\textbf{Vect}_{M,\mathbb{C}}^{geom})(M \times X)\) of \(x|_{\partial\Delta^p \times \Delta^q}\). Explicitly, \(x\) is a sequence of isomorphisms \(V_0 \to \cdots \to V_q\) of bundles on \(\Delta^p \times M \times X\). The lift \(\tilde{y}\) is given by a collection of local geometries \((g(i)_{(u,m)})_{(u,m) \in \partial\Delta^p \times M}\) on \((V_q)_{|_{\partial\Delta^p \times M \times X}}\) for \(i = 0, \ldots, p\) which are isomorphic at the corners of codimension two. The germ \(g(i)_{(u,m)}\) extends uniquely to a germ of a good geometry on \(V_q\) at the point \((\partial_i(u), m) \in \Delta^p \times M\) that is compatible with the product structure, where \(\partial_i : \Delta^{p-1} \to \Delta^p\) is the inclusion of the \(i\)’th face. Using the compatibility of the \(g(i)\) at the corners of codimension two, we obtain well-defined germs of good geometries on \(V_q\) at all points of \(\partial\Delta^p \times M\). We can extend this to a local geometry on \(V_q\) by choosing germs of good geometries at all points \((u, m) \in (\Delta^p \setminus \partial\Delta^p) \times M\). In this way, we get a lift \(\tilde{x}: \Delta^p \times \Delta^q \to \overline{sN}(i\textbf{Vect}_{M,\mathbb{C}}^{geom})(M \times X)\) of \(x\). \(\surd\)

We consider a bundle \(V\) on \(M \times X\) and assume that we have a family of good geometries \((g_i)_{i=0}^n\) on \(V\). In the following we describe the construction of the canonical interpolation between these geometries.

We let \([x_0 : \cdots : x_n]\) be homogeneous coordinates on \(\mathbb{CP}^n\) which will be considered as sections \(x_i \in \mathcal{O}_{\mathbb{CP}^n}(1)\). We define an embedding

\[pr^* V \hookrightarrow \bigoplus_{i=0}^n pr_{\mathbb{CP}^n}^* \mathcal{O}_{\mathbb{CP}^n}(1) \otimes_{\mathbb{C}} pr^* V =: W, \quad s \mapsto \bigoplus_{i=0}^n pr_{\mathbb{CP}^n}^* x_i \otimes s,\]

where \(pr : M \times X \times \mathbb{CP}^n \to M \times X\) and \(pr_{\mathbb{CP}^n} : M \times X \times \mathbb{CP}^n \to \mathbb{CP}^n\) are the projections. Let \(H_{\mathbb{CP}^n}(1) \to \mathbb{CP}^n\) denote the holomorphic vector bundle whose sheaf of holomorphic sections is \(\mathcal{O}_{\mathbb{CP}^n}(1)\). We use the standard metric \(h_{\mathbb{CP}^n}(1)\) and connection on \(H_{\mathbb{CP}^n}(1)\) and the geometries \(pr^* g_i\) in order to define a geometry \(g_W\) on \(W\). We obtain a metric \(h\) on \(pr^* V\) by restricting the metric of \(W\). Using the projection \(W \to pr^* V\) given by the metric on \(W\) we obtain a partial connection \(\nabla^H\) on \(pr^* V\). Hence we have a geometry \(g := (h, \nabla^H)\) on \(pr^* V\).

Definition 4.14. The geometry \(g\) on \(pr^* V\) over \(M \times X \times \mathbb{CP}^n\) constructed above is called the canonical interpolation of the family \((g_i)_{i=0}^n\).

Lemma 4.15. The canonical interpolation of the family \((g_i)_{i=0}^n\) is good.

Proof. Goodness can be checked locally in \(M\). We can thus assume that \(M\) is simply connected. For every \(i \in \{0, \ldots, n\}\) the geometry \(g_i\) extends to a compactification \(\overline{V}_i\).
with geometry $\overline{g}_i$ on $M \times \overline{X}_i$. We can choose a joint good compactification $\overline{X}_i \times \mathbb{CP}^n$ mapping to the compactifications $X_i \times \mathbb{CP}^n$ for all $i \in \{0, \ldots, n\}$.

The compactification $\overline{V}_i$ with geometry $\overline{g}_i$ lifts to $M \times \overline{X} \times \mathbb{CP}^n$, and these lifts will be denoted by $\hat{V}_i$ and $\hat{g}_i$. Since $M$ is simply connected the compactification $V := \bigoplus_{i=0}^n \text{pr}_i^* \mathcal{O}_{\mathbb{CP}^n}(1) \otimes \hat{V}_i$ of $W$ determines by [BW98, Thm 2.4], after possibly replacing $X \times \mathbb{CP}^n$ by another good compactification mapping to $X \times \mathbb{CP}^n$, a compactification $V$ of $\text{pr}^* V$ such that $V \hookrightarrow \overline{V}$ is a subbundle. The geometries $\hat{g}_i$ together with the geometry on $H_{\mathbb{CP}^n}(1)$ induce a geometry on $W$. We obtain a metric $h$ on $V$ that extends the metric $h$ of the canonical interpolation on $\text{pr}^* V$ by restricting the metric of $W$. Using the projection $W \rightarrow V$ given by the metric on $W$ we obtain a partial connection $\nabla^{II}$ on $V$ which extends $\nabla^{II}$.

For $j \in \{0, \ldots, n\}$ let $f_j : \mathbb{CP}^{n-1} \rightarrow \mathbb{CP}^n$ denote the canonical embedding of the subvariety $\{x_j = 0\}$. Then the geometry $f_j^* g$ is, by construction, the canonical interpolation of the family $(g_i)_{i=0,i\neq j}$.

4.4 Characteristic forms

We consider a smooth manifold $M$, a complex manifold $X$, and a complex vector bundle $V \rightarrow M \times X$ with partial geometry $(\nabla^I, \overline{\partial})$ (see Definition 4.7).

The choice of a geometry $(\nabla^{II}, h^V)$ allows us to define the connection $\nabla^V := \nabla^I + \nabla^{II}$, its adjoint $\nabla^{V,*}$ with respect to $h^V$, and the unitarization

$$\nabla^{V,u} := \frac{1}{2}(\nabla^V + \nabla^{V,*}). \quad (50)$$

The component in degree $2p$ of the unnormalized Chern form of the unitary connection $\nabla^{V,u}$ satisfies

$$\text{ch}_{2p}(\nabla^{V,u}) := \left[ \text{Tr} \exp(-R^{\nabla^{V,u}}) \right]_{2p} \in (2\pi i)^p A_{2p}(M \times X).$$

If the partial geometry $(\nabla^I, \overline{\partial})$ satisfies Assumption 4.9 then we have

$$R^{\nabla^V} \in F^1 A^2(M \times X, \text{End}(V))$$

so that

$$\text{ch}_{2p}(\nabla^V) \in F^p A^{2p}(M \times X).$$

Finally we consider the transgression

$$\tilde{\text{ch}}_{2p-1}(\nabla^{V,u}, \nabla^V) \in A^{2p-1}(M \times X)$$

which satisfies

$$d\text{ch}_{2p-1}(\nabla^{V,u}, \nabla^V) = \text{ch}_{2p}(\nabla^{V,u}) - \text{ch}_{2p}(\nabla^V).$$

We now assume that $X$ is smooth complex algebraic and that $g$ is a good geometry on the bundle $V$ in the sense of Definition 4.10. Then Assumption 4.9 is fulfilled. In
addition we shall see that the Chern forms belong to the subcomplex $A_{\log,Mf}^p(M \times X)$ with the correct weights. This can be checked locally in $M$. Thus we can assume that the geometry $g$ is obtained from a geometry $\bar{g}$ on a bundle $\bar{V}$ over a compactification $M \times X \hookrightarrow M \times \bar{X}$. Since the Chern forms are natural we conclude that $\text{ch}_{2p}(\nabla^V)$, $\text{ch}_{2p}(\nabla^{V,u})$ and $\text{ch}_{2p-1}(\nabla^{V,u}, \nabla^V)$ extend smoothly to $M \times \bar{X}$ and consequently belong to $\mathcal{W}_0A^*_{\log,Mf}(M \times X)$. Since Chern forms are closed we see in addition that

$$\text{ch}_{2p}(\nabla^V), \text{ch}_{2p}(\nabla^{V,u}) \in \hat{\mathcal{W}}_{2p}^A_{\log,Mf}(M \times X). \quad (51)$$

Similarly, if $I$ is the unit interval with coordinate $t$, then we have

$$\text{ch}_{2p}((1-t)\text{pr}^*_M \nabla^V + t \text{pr}^*_M \nabla^{V,u}) \in \hat{\mathcal{W}}_{2p}^A_{\log,Mf}(I \times M \times X).$$

Since by the proof of Lemma 4.1 integration along $I$ preserves the subcomplex of logarithmic forms and the décalage $\mathcal{W}$ of the weight filtration we conclude that

$$\text{ch}_{2p-1}(\nabla^{V,u}, \nabla^V) \in \hat{\mathcal{W}}_{2p-1}^A_{\log,Mf}(M \times X). \quad (52)$$

Recall the Definition 4.3 of the cone $\text{DR}_{Mf,C}(p)$.

**Definition 4.16.** We define the characteristic form of the bundle $V$ with a good geometry $g^V$ by

$$\omega(p)(g^V) := \left( \text{ch}_{2p}(\nabla^{V,u}) \oplus \text{ch}_{2p}(\nabla^V), \text{ch}_{2p-1}(\nabla^{V,u}, \nabla^V) \right) \in \text{DR}_{Mf,C}(p)(M \times X)^0. \quad (53)$$

We further define

$$\omega(g^V) := \prod_{p \geq 0} \omega(p)(g^V) \in \text{DR}_{Mf,C}(M \times X)^0. \quad (54)$$

Our next task is to extend the definition of the characteristic forms to geometric bundles. A geometric bundle comes with a family of germs of good geometries $(g_m)_{m \in M}$. This gives a family of germs $\omega(g_m)$ of characteristic forms. The idea is to use the canonical interpolation of geometries 4.14 and some homotopies to be described below in order to extend this family to a cycle in the Čechification $\mathcal{L}\text{DR}_{Mf,C}(M \times X)^0$ of the de Rham complex (see Subsection A.8).

We let $Q: A(M \times X \times \mathbb{C}^p) \to A(M \times X \times \mathbb{C}^p)$ be the projection onto the part which is harmonic in the last variable. Explicitly we have

$$Q(\beta) = \sum_{i=0}^n \text{pr}^*_M \int_{M \times X \times \mathbb{C}^p/M \times X} \beta \wedge \text{pr}^*_X \omega^i \wedge \text{pr}^*_\mathbb{C}^p \omega^{n-i},$$

where $\omega \in A^2_{\mathbb{R}}(\mathbb{C}^p)$ is the Kähler form normalized such that $\int_{\mathbb{C}^p} \omega^n = 1$. It easily follows from this formula, that $Q$ preserves the Hodge filtration, the weight filtration, and real forms. It therefore induces a projection operator on the mapping cone

$$Q: \text{DR}_{Mf,C}(M \times X \times \mathbb{C}^p) \to \text{DR}_{Mf,C}(M \times X \times \mathbb{C}^p),$$

which is natural in $M \times X$. 
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Lemma 4.17. There exists a homotopy
\( h : DR_{Mf,C}(M \times X \times \mathbb{C}P^n) \to DR_{Mf,C}(M \times X \times \mathbb{C}P^n)[-1] \)
which is natural in \( M \times X \) and such that
\[
dh + hd = iR - Q, \quad hQ = 0. \tag{56}
\]

Proof. Assume that we have natural transformations
\( h_R, h_F, \tilde{h} : \hat{W}_pA_{\log}(M \times X \times \mathbb{C}P^n) \to \hat{W}_pA_{\log}(M \times X \times \mathbb{C}P^n)[-1] \tag{57} \)
and
\( r_R, r_F : \hat{W}_pA_{\log}(M \times X \times \mathbb{C}P^n) \to \hat{W}_pA_{\log}(M \times X \times \mathbb{C}P^n)[-2] \tag{58} \)
such that
\[
dh_R + h_R d = iR - Q = dh_F + h_F d, \quad d\tilde{h} + \tilde{h} d = iR - Q
\]
\[
dr_R - r_R d = h_R, \quad dr_F - r_F d = h_F - \tilde{h},
\]
and \( h_R \) preserves \( A_{\log,R} \) and \( h_F \) preserves \( F^pA_{\log} \). Then we define
\[
h := \prod_{p \geq 0} h_{DR(p)} : DR_{Mf,C}(M \times X \times \mathbb{C}P^n) \to DR_{Mf,C}(M \times X \times \mathbb{C}P^n)[-1],
\]
using suggestive notation, by
\[
h_{DR(p)}(\omega_R, \omega_F, \tilde{\omega}) := (h_R\omega_R, h_F\omega_F, -\tilde{h}\omega + r_R\omega_R - r_F\omega_F).
\]
We check:
\[
dh_{DR(p)}(\omega_R, \omega_F, \tilde{\omega}) = (dh_R\omega_R, dh_F\omega_F, d\tilde{h}\omega - dr_R\omega_R + dr_F\omega_F + h_R\omega_R - h_F\omega_F).
\]
\[
h_{DR(p)}d(\omega_R, \omega_F, \tilde{\omega}) = h_{DR(p)}(d\omega_R, d\omega_F, -d\tilde{\omega} + \omega_R - \omega_F)
\[
= (h_Rd\omega_R, h_Fd\omega_F, \tilde{h}d\omega - \tilde{h}\omega_R + \tilde{h}\omega_F + r_Rd\omega_R - r_Fd\omega_F).
\]
We get
\[
((dh_{DR(p)} + h_{DR(p)}d)(\omega_R, \omega_F, \tilde{\omega}))_R = dh_R\omega_R + h_Rd\omega_R = \omega_R - Q(\omega_R),
\]
\[
((dh_{DR(p)} + h_{DR(p)}d)(\omega_R, \omega_F, \tilde{\omega}))_F = dh_F\omega_F + h_Fd\omega_F = \omega_F - Q(\omega_F),
\]
and
\[
((dh_{DR(p)} + h_{DR(p)}d)(\omega_R, \omega_F, \tilde{\omega}))_\sim = \tilde{h}\omega - dr_R\omega_R + dr_F\omega_F + h_R\omega_R - h_F\omega_F
\]
\[
+ \tilde{h}d\omega - \tilde{h}\omega_R + \tilde{h}\omega_F + r_Rd\omega_R - r_Fd\omega_F
\]
\[
= \tilde{\omega} - Q(\tilde{\omega}).
\]
It remains to construct the transformations (57) and (58). This can be done using
the Kähler package. Let $Y$ be a compact Kähler manifold. Then we consider the operator
$G: A(Y) \to A(Y)$ which vanishes on the harmonic forms $\mathcal{H} := \ker(\Delta)$ and is $\Delta^{-1}$ on the
orthogonal complement $\mathcal{H}^\perp$. We define

$$h_\mathbb{R} := d^* G, \quad h_\mathbb{F} := 2 \bar{\partial}^* G, \quad \tilde{h} := d^* G.$$  \hspace{1cm} (59)

Using the adjoint $L^*$ of $L: \alpha \mapsto \omega \wedge \alpha$ (with $\omega$ the Kähler form) we define

$$r_\mathbb{F} := i \bar{L}^* G, \quad r_\mathbb{R} := 0.$$ \hspace{1cm} (60)

Using that $\Delta = dd^* + d^* d = 2(\bar{\partial} \bar{\partial}^* + \bar{\partial}^* \bar{\partial})$, $[\partial, \bar{\partial}] = 0$

we see that

$$dh_\mathbb{R} + h_\mathbb{R} d = \text{id} - \text{pr}_\mathcal{H}, \quad dh_\mathbb{F} + h_\mathbb{F} d = i d - \text{pr}_\mathcal{H}.$$

Finally, using

$$\tilde{h} - h_\mathbb{F} = (\partial^* - \bar{\partial}^*) G, \quad [d, L^*] = i \partial^* - i \bar{\partial}^*$$

we get

$$[d, r_\mathbb{F}] = h_\mathbb{F} - \tilde{h}.\]$$

We apply this in the case $Y := \mathbb{CP}^n$. In general, a form in $A(M \times X \times \mathbb{CP}^n)$
can be considered as a form on $M \times X$ with values in $A(\mathbb{CP}^n)$. In this way the homotopy
operators just introduced for $\mathbb{CP}^n$ induce the desired homotopy operators for $M \times X \times \mathbb{CP}^n$. \square\

We continue to use the notation introduced after Lemma \[4.15\]. We have natural maps
$f_i^*: \text{DR}_{M,f,\mathbb{C}}(M \times X \times \mathbb{CP}^n) \to \text{DR}_{M,f,\mathbb{C}}(M \times X \times \mathbb{CP}^{n-1})$ for $i = 0, \ldots, n$, and we set
$
\delta := \sum_{i=0}^{n} \delta f_i^*$. We observe that $f_i^* \circ Q$ is independent of $i$.

We define $H_0 := \text{id}$ and then inductively

$$H_{n+1} := \sum_{i=0}^{n+1} (-1)^i H_n f_i^* h: \text{DR}_{M,f,\mathbb{C}}(M \times X \times \mathbb{CP}^{n+1}) \to \text{DR}_{M,f,\mathbb{C}}(M \times X)[-n-1]. \hspace{1cm} (61)$$

One checks, using $\delta \circ \delta = 0$ and \[56\], that

$$(-1)^{n-1} dh_n + H_n d = H_{n-1} \delta, \quad H_n Q = 0$$ \hspace{1cm} (62)

for all $n \geq 1$.

We can now construct the characteristic cocycle $\omega(g) \in Z^0(\mathcal{L}(\text{DR}_{M,f,\mathbb{C}}(M \times X)))$ as-
associated to a geometric bundle $(V, g)$ on $M \times X$. Recall that $g = (g_m)_{m \in M}$, where $g_m = [U_m, g_{\text{m}}]$ is the germ of a good geometry represented by a good geometry $g_{\text{m}}$ on
the restriction of $V$ to $U_m \times X$, where $U_m \subseteq M$ is a neighbourhood of $m$. We get an open
covering $U := (U_m)_{m \in M}$ of $M$ indexed by the points of $M$ and let $\mathcal{U}_e$ be the associated
simplicial manifold.
For \( n \in \mathbb{N} \) and a family \((m_i)_{i=0}^n\) of points in \( M \) we form \( U_{(m_i)} := \cap_{i=0}^n U_{m_i} \). Then we have a canonical embedding \( U_{(m_i)} \to U_i \). The geometries \( g_{(m_i)} \) induce a family of good geometries on \( U_{(m_i)} \times X \) by restriction, and we let \( g_{(m_i)} \) denote their canonical interpolation (Definition 4.14). We consider its characteristic form (Definition 4.16)

\[
\omega(g_{(m_i)}) \in \mathcal{DR}_{MF,C}(U_{(m_i)} \times X \times \mathbb{C}P^n)^0.
\]

The collection of these forms for all families \((m_i)_{i=0}^n\) determines a form

\[
\omega_n \in \mathcal{DR}_{MF,C}(U_n \times X \times \mathbb{C}P^n)^0.
\]

We define

\[
\omega(g)_n := H_n \omega_n \in \mathcal{DR}_{MF,C}(U_n \times X)^{-n}.
\]

Then

\[
\omega(g) := \sum_{n \in \mathbb{N}} \omega(g)_n \in \text{tot} \mathcal{DR}_{MF,C}(U_\bullet \times X)^0,
\]

is a cycle. Indeed, using \( d\omega_n = 0 \), and \( \partial^*_i \omega_n-1 = f^*_i \omega_n \) we get for the component of \( d\text{tot} \omega(g) \)

\[
(d\text{tot} \omega(g))_n = \sum_{i=0}^n (-1)^i \partial^*_i \omega(g)_{n-1} + (-1)^n d\omega(g)_n
\]

\[
= \sum_{i=0}^n (-1)^i \partial^*_i H_{n-1} \omega_{n-1} + (-1)^n dH_n \omega_n
\]

\[
= \sum_{i=0}^n (-1)^i H_{n-1} f^*_i \omega_n + (-1)^n dH_n \omega_n
\]

\[
= H_{n-1} \delta \omega_n + (-1)^n dH_n \omega_n
\]

\[
= H_n d\omega_n
\]

\[
= 0.
\]

Recall from Subsection A.8 that \( \mathcal{LDR}_{MF,C}(M \times X) \) is the colimit of the complexes \( \text{tot} \mathcal{DR}_{MF,C}(U_\bullet \times X) \) over the poset of open coverings of \( M \) which are indexed by the points of \( M \).

**Definition 4.18.** The characteristic cocycle of the geometric bundle \((V, g)\) is the cycle

\[
\omega(g) \in Z^0(\mathcal{LDR}_{MF,C}(M \times X))
\]

represented by the cycle \( \omega(g) \) constructed in (63).

It is easy to see that the characteristic cocycle is well-defined (independent of the choices of the representatives of the germs \( g_m \)) and an additive natural transformation

\[
\omega : \pi_0(\text{iVect}_{MF,C}) \to Z^0(\mathcal{LDR}_{MF,C})
\]

(compare with Definition 2.4).
4.5 Bundles and algebraic $K$-theory

In the present section we define algebraic $K$-theory in terms of the symmetric monoidal stack of bundles by Definition 2.1 and sheafification. Recall the Definition 4.12 of $\text{iVect}_{Mf,\mathbb{C}}$.

Definition 4.19. We let $\text{iVect}_{Mf,\mathbb{Z}}$ be the symmetric monoidal stack on $M f \times \text{Reg}_\mathbb{Z}$ which associates to $M \times X$ the symmetric monoidal (with respect to direct sum) groupoid of locally free, locally finitely generated sheaves of $\mathbb{p}r_X^* \mathcal{O}_X$-modules on $M \times X$.

We again interpret this stack as an object $\text{iVect}_{Mf,\mathbb{Z}} \in \text{Fun}_{\text{desc}}(S_{Mf,\mathbb{Z}}, \text{CommMon}(\mathbb{N}(\text{Cat})[W^{-1}]))$.

Note that this sheaf is, like $\text{iVect}_{Mf,\mathbb{C}}$, locally constant in the manifold direction. Hence $\text{iVect}_{Mf,\mathbb{C}}$ and $\text{iVect}_{Mf,\mathbb{Z}}$ are homotopy invariant in the sense of Definition A.4.

Recall that $L$ denotes the sheafification functor (129) and $K$ is the algebraic $K$-theory functor introduced in Definition 2.1.

Definition 4.20. We define the homotopy invariant sheaves of algebraic $K$-theory spectra $K_{Mf,\mathbb{C}} \in \text{Fun}_{\text{desc, const}}(S_{Mf,\mathbb{C}}, \mathbb{N}(\text{Sp})[W^{-1}])$, $K_{Mf,\mathbb{Z}} \in \text{Fun}_{\text{desc, const}}(S_{Mf,\mathbb{Z}}, \mathbb{N}(\text{Sp})[W^{-1}])$ by

$$K_{Mf,\mathbb{C}} := L(K(\text{iVect}_{Mf,\mathbb{C}})),$$

$$K_{Mf,\mathbb{Z}} := L(K(\text{iVect}_{Mf,\mathbb{Z}})).$$

We have natural transformations

$$K(\text{iVect}_{Mf,\mathbb{C}}) \to K_{Mf,\mathbb{C}}, \quad K(\text{iVect}_{Mf,\mathbb{Z}}) \to K_{Mf,\mathbb{Z}}.$$  \hfill (65)

For $X$ in $\text{Sm}_\mathbb{C}$ or $\text{Reg}_\mathbb{Z}$ the spectra $K_{\mathbb{C}}(X)$ or $K_{\mathbb{Z}}(X)$ represent generalized cohomology theories. By Lemma A.9 and the definition of $K_{\mathbb{C}}$ respectively $K_{\mathbb{Z}}$ in 3.5 we have equivalences

$$K_{Mf,\mathbb{C}} \cong \text{Sm}(K_{\mathbb{C}}), \quad K_{Mf,\mathbb{Z}} \cong \text{Sm}(K_{\mathbb{Z}}).$$

By (137) this immediately implies that for all $k \in \mathbb{Z}$ and manifolds $M$ we have

$$\pi_k(K_{Mf,\mathbb{C}}(M \times X)) \cong K_{\mathbb{C}}(X)^{-k}(M)$$

or

$$\pi_k(K_{Mf,\mathbb{Z}}(M \times X)) \cong K_{\mathbb{Z}}(X)^{-k}(M),$$

respectively.

We now extend the definition of a geometric bundle to the arithmetic case. A local geometry on a bundle $V \in \text{iVect}_{Mf,\mathbb{Z}}(M \times X)$ is by definition a local geometry (Definition 4.11) on its base change $V \otimes \mathbb{C}$ to

$$M \times X \otimes \mathbb{C} = M \times (X \times_{\text{Spec}(\mathbb{Z})} \text{Spec}(\mathbb{C})).$$

which in addition is invariant under the operation of $\text{Gal}(\mathbb{C}/\mathbb{R})$ in the second argument. In the following we make this precise.
Recall that the underlying complex manifold of $X \otimes \mathbb{C}$ is the smooth manifold $X \otimes \mathbb{C}$ with its opposite holomorphic structure. For a vector bundle $V$ on $M \times X$ we let $V \otimes \mathbb{C}$ be the bundle $V \otimes \mathbb{C}$ equipped with the opposite complex structure.

Let $(\nabla^l, \bar{\partial})$ be the partial geometry (see Definition 4.7) on $V \otimes \mathbb{C}$. The same data can also be considered as a partial geometry on $V \otimes \mathbb{C}$. Let $g := (\nabla^l, h \otimes \mathbb{C})$ extend the partial geometry to a geometry (Definition 4.8). Then we define the Hermitian metric on $V \otimes \mathbb{C}$ by

$$h_{V \otimes \mathbb{C}}(\phi, \psi) := h_{V \otimes \mathbb{C}}(\phi, \psi).$$

The partial connection $\nabla^l = \bar{\partial} + \nabla^{l,0}$ can be considered as a partial connection on $V \otimes \mathbb{C}$ which extends $\bar{\partial}$. We can therefore define the conjugated geometry by $\bar{g} := (\nabla^l, h \otimes \mathbb{C})$.

We now have a pair of canonical isomorphisms $u_{M \times X} : M \times X \otimes \mathbb{C} \to M \times X \otimes \mathbb{C}$ and $U_{M \times X} : u_{M \times X}^* V \otimes \mathbb{C} \to \bar{V} \otimes \mathbb{C}$.

**Definition 4.21.** Let $V$ be a bundle over $M \times X$. We say that a geometry $g$ on $V \otimes \mathbb{C}$ is $\text{Gal}(\mathbb{C}/\mathbb{R})$-invariant if

$$(u_X, U_X)^* \bar{g} = g.$$

A local geometry $(g_m)_{m \in M}$ is called $\text{Gal}(\mathbb{C}/\mathbb{R})$-invariant, if $g_m$ is so for every $m \in M$.

**Definition 4.22.** A geometric bundle on $M \times X$ is a pair $(V, g)$ of a bundle $V$ on $M \times X$ and a $\text{Gal}(\mathbb{C}/\mathbb{R})$-invariant local geometry $g$ on $V \otimes \mathbb{C}$.

We let $i\text{Vect}_{Mf, \mathbb{Z}}^{\text{geom}}$ be the symmetric monoidal stack of geometric bundles on $Mf \times \text{Reg}_{\mathbb{Z}}$ which we consider as an object

$$i\text{Vect}_{Mf, \mathbb{Z}}^{\text{geom}} \in \text{Fun}(S_{Mf, \mathbb{Z}}, \text{CommMon}(\mathbb{N}(\text{Cat})[W^{-1}])).$$

We have a forgetful transformation

$$i\text{Vect}_{Mf, \mathbb{Z}}^{\text{geom}} \to i\text{Vect}_{Mf, \mathbb{Z}}$$

and the analogue of Lemma 4.13 with the same proof:

**Lemma 4.23.** The transformation induces an equivalence

$$\bar{s}(\mathbb{N}(i\text{Vect}_{Mf, \mathbb{Z}}^{\text{geom}})) \to \bar{s}(\mathbb{N}(i\text{Vect}_{Mf, \mathbb{Z}})).$$

### 4.6 The regulators $r_{\text{Beil}}^{\mathbb{C}}$ and $r_{\text{Beil}}^{\mathbb{Z}}$

In this subsection we apply the machinery of Subsection 2.3 in order to construct the complex and arithmetic versions of the regulators $r_{\text{Beil}}^{\mathbb{C}}$ and $r_{\text{Beil}}^{\mathbb{Z}}$. We use the characteristic cocycle (64). According to Definition 2.5 we get a regulator

$$r(\omega) : K(i\text{Vect}_{Mf, \mathbb{C}}^{\text{geom}}) \to H(\mathcal{LDR}_{Mf, \mathbb{C}}).$$
Definition 4.24. We define the complex version of the Beilinson regulator
\[ r^\text{Beil}_\mathbb{C} : K_{Mf,\mathbb{C}} \to H(\text{DR}_{Mf,\mathbb{C}}) \]
through the diagram

\[
\begin{array}{ccc}
K(i\text{Vect}_{Mf,\mathbb{C}}) & \xrightarrow{\sim} & sK(i\text{Vect}_{Mf,\mathbb{C}}) \xrightarrow{s(r(\omega))} sH(L\text{DR}_{Mf,\mathbb{C}}) \\
\downarrow & & \downarrow \\
K_{Mf,\mathbb{C}} & \xrightarrow{r^\text{Beil}_\mathbb{C}} & H(\text{DR}_{Mf,\mathbb{C}}) \sim H(L\text{DR}_{Mf,\mathbb{C}})
\end{array}
\]

The factorization of the clockwise composition over the sheafification (the left vertical arrow) exists since \( H(\text{DR}_{Mf,\mathbb{C}}) \) already satisfies descent.

We now consider the arithmetic situation.

Lemma 4.25. If \((V, g) \in i\text{Vect}^\text{geom}_{Mf,\mathbb{Z}}(M \times X)\) is a geometric bundle (Definition 4.22), then the characteristic form \( \omega(g) \in Z^0(L\text{DR}_{Mf,\mathbb{C}}(M \times X \otimes \mathbb{C})) \) satisfies
\[ u_{M \times X}^* \bar{\omega}(\bar{g}) = \omega(g). \]

In particular we can interpret
\[ \omega(g) \in Z^0(L\text{DR}_{Mf,\mathbb{Z}}(M \times X)). \]

Proof. Let us first assume that \( g \) is a good geometry on \( V \) which is \( \text{Gal}(\mathbb{C}/\mathbb{R}) \)-invariant. Then we have
\[ u_{M \times X}^{-1, *} \omega(g) = \omega(u_{M \times X}^{-1, *}) = \omega(g) = \omega(g). \]
We now use the fact that the homotopies \( H_i \) are \( \text{Gal}(\mathbb{C}/\mathbb{R}) \)-equivariant in order to extend these formulas to \( \text{Gal}(\mathbb{C}/\mathbb{R}) \)-invariant local geometries. \( \square \)

Using Lemma 4.25, we again interpret the characteristic form \( \omega \) as a characteristic cocycle
\[ \omega : \pi_0(i\text{Vect}^\text{geom}_{Mf,\mathbb{Z}}) \to Z^0(L\text{DR}_{Mf,\mathbb{Z}}). \]

Definition 4.26. We define the arithmetic version of the Beilinson regulator
\[ r^\text{Beil}_{\mathbb{Z}} : K_{Mf,\mathbb{Z}} \to H(\text{DR}_{Mf,\mathbb{Z}}) \]
through the diagram

\[
\begin{array}{ccc}
K(i\text{Vect}_{Mf,\mathbb{Z}}) & \xrightarrow{\sim} & sK(i\text{Vect}_{Mf,\mathbb{Z}}) \xrightarrow{s(r(\omega))} sH(L\text{DR}_{Mf,\mathbb{Z}}) \\
\downarrow & & \downarrow \\
K_{Mf,\mathbb{Z}} & \xrightarrow{r^\text{Beil}_{\mathbb{Z}}} & H(\text{DR}_{Mf,\mathbb{Z}}) \sim H(L\text{DR}_{Mf,\mathbb{Z}})
\end{array}
\]
5 Differential algebraic $K$-theory

5.1 Definition of differential algebraic $K$-theory

A spectrum $E \in \text{Sp}$ represents a cohomology theory $E^*$ on the category of topological spaces. A differential extension $\hat{E}^*$ combines the restriction of the functor $E^*$ to the category of smooth manifolds with information about characteristic forms. A standard choice for the differential form part is the de Rham complex $\Omega A$ with coefficients in the $\mathbb{Z}$-graded vector space $A := E^* \otimes \mathbb{R}$. In this case we have a canonical map

$$\text{rat} : \text{Sm}(E) \to H(\Omega A),$$

and the differential cohomology is defined by

$$\hat{E}^n := \pi_0(\text{Diff}^n(E))$$

where $\text{Diff}^n(E)$ is the sheaf of differential function spectra defined by the pull-back

$$\begin{array}{ccc}
\text{Diff}^n(E) & \longrightarrow & H(\sigma^{\geq n} \Omega A) \\
\downarrow & & \downarrow \\
\text{Sm}(E) & \overset{\text{rat}}{\longrightarrow} & H(\Omega A)
\end{array}$$

(see [BG13] and [91]). There is an immediate generalization of the theory to the case where $A$ is a complex with possibly non-trivial differential such that $H^*(A) \cong E^* \otimes \mathbb{R}$. We refer to [BS10], [Bun12] for a detailed description of the axioms and more background on differential cohomology theories in general. Differential algebraic $K$-theory for number rings has been considered in detail in [BG13], see also Subsection 5.5.1.

In the present paper we consider the differential extension of the algebraic $K$-theory of separated, regular schemes of finite type over $\mathbb{Z}$. Note that number rings correspond to schemes of relative dimension zero over $\mathbb{Z}$. Our choice of differential forms is the complex $LDR_{Mf,\mathbb{Z}}$. This complex is connected with algebraic $K$-theory by the regulator

$$K_{Mf,\mathbb{Z}} \xrightarrow{\text{reg}} H(DR_{Mf,\mathbb{Z}}) \xrightarrow{\sim} H(LDR_{Mf,\mathbb{Z}})$$

given in (4.26). This map replaces the map $\text{rat}$ above. The set-up here generalizes the one explained in [BS10]. In the following we explain the differences. Usually, a differential extension of a cohomology theory is considered as a functor on the category of manifolds. Here it is a functor

$$M \times X \mapsto \hat{K}(X)^0(M)$$

of two variables, a scheme $X$ over $\text{Spec}(\mathbb{Z})$ as above and a manifold $M$. Furthermore, the differential data are far from being strict in the sense explained in [Bun12]. In order to explain this let us fix $X$ and write

$$DR_{\mathbb{Z}}(X)(M) := DR_{Mf,\mathbb{Z}}(M \times X).$$

Then $DR_{\mathbb{Z}}(X)(M)$ is still different from the de Rham complex of $M$ with coefficients in $K_{-s}(X) \otimes \mathbb{R}$. Let us assume that $X$ is proper in order to avoid the complications.
with compactifications. Then $\text{DR}_Z(X)(M)$ is a topological completion of the de Rham complex of $M$ with coefficients in $\text{DR}_Z(X)(\ast)$. Even if $X$ is zero-dimensional, $\text{DR}_Z(X)(\ast)$ is a complex with non-trivial differential. Beilinson’s conjectures, described in Subsection 3.5, predict that, for proper $X$ with potentially good reduction everywhere, the regulator induces an isomorphism $K_p(X) \otimes \mathbb{R} \to H^{-p}(\text{DR}_Z(X)(\ast))$ for $p \geq 2$, and its kernels and cokernels for other $p$ are well understood and non-trivial in general. Hence the level of generality for the differential extension $\hat{K}^0$ here includes that the characteristic map does not induce an equivalence $K_{\text{MF},Z} \wedge M\mathbb{R} \to H(\text{DR}_{\text{MF},Z})$, even if Beilinson’s conjectures are assumed.

We now turn to the construction of the differential extension $\hat{K}^0$ which will be defined in terms of the differential algebraic $K$-theory spectrum. We denote the stupid truncation of a complex by $\sigma \geq 0$.

**Definition 5.1.** We define the differential algebraic $K$-theory spectrum

$$\text{Diff}(K) \in \text{Fun}(\text{S}_{\text{MF},Z}, \mathbb{N}(\text{Sp})[W^{-1}])$$

by the pull-back

$$
\begin{array}{ccc}
\text{Diff}(K) & \xrightarrow{R} & H(\sigma \geq 0 \mathcal{LDR}_{\text{MF},Z}) \\
\downarrow I & & \downarrow i \\
K_{\text{MF},Z} & \xrightarrow{\text{Beil}} & H(\mathcal{LDR}_{\text{MF},Z}).
\end{array}
$$

Furthermore we define the differential algebraic $K$-theory (in degree zero) by

$$\hat{K}^0 := \pi_0(\text{Diff}(K)) \in \text{Fun}(\text{S}_{\text{MF},Z}, \mathbb{N}(\text{Ab})).$$

While $K_{\text{MF},Z}$ and $\mathcal{LDR}_{\text{MF},Z}$ are constant in the manifold direction (see Lemma 4.1 for the latter) the complex $\sigma \geq 0 \mathcal{LDR}_{\text{MF},Z}$ is no longer constant. Therefore $\text{Diff}(K)$ is not constant as well. Hence the functor $\hat{K}^0$ is not homotopy invariant in the manifold direction. The deviation from homotopy invariance can be described by a homotopy formula which will be formulated in Lemma 5.6.

The maps $R$ and $I$ in the diagram (70) induce the structure maps (denoted by the same symbols)

$$R : \hat{K}^0 \to Z^0(\mathcal{LDR}_{\text{MF},Z}), \quad I : \hat{K}^0 \to \pi_0(K_{\text{MF},Z}).$$

The inclusion $i$ of the non-negative part into the full de Rham complex fits into a fibre sequence of complexes

$$\cdots \to \sigma \leq -1 \mathcal{LDR}_{\text{MF},Z}[-1] \xrightarrow{a} \sigma \geq 0 \mathcal{LDR}_{\text{MF},Z} \xrightarrow{i} \mathcal{LDR}_{\text{MF},Z} \to \sigma \leq -1 \mathcal{LDR}_{\text{MF},Z} \to \cdots .$$

The map marked by $a$ in this sequence naturally induces the map

$$a : H^{-1}(\sigma \leq -1 \mathcal{LDR}_{\text{MF},Z}) \to \hat{K}^0 .$$

Since (70) is a pull-back square this map lives in an exact sequence

$$\pi_1(K_{\text{MF},Z}) \to H^{-1}(\sigma \leq -1 \mathcal{LDR}_{\text{MF},Z}) \xrightarrow{a} \hat{K}^0 \xrightarrow{I} \pi_0(K_{\text{MF},Z}) \to 0.$$
Definition 5.2. We define the flat part of differential algebraic $K$-theory by
\[ \hat{K}^0_{\text{flat}} := \ker \left( R : \hat{K}^0 \to Z^0(\mathcal{L}\text{DR}_{M,Z}) \right) . \]

5.2 The homotopy of $\text{Diff}(K)$

In this subsection we calculate the homotopy groups of $\text{Diff}(K)$. We fix $X \in \text{Reg}_Z$ and write
\[ \text{Diff}(K(X))(M) := \text{Diff}(K)(M \times X) , \]
\[ \hat{K}(X)^0(M) := \hat{K}^0(M \times X) , \quad (73) \]
and
\[ \hat{K}(X)^0_{\text{flat}}(M) := \hat{K}^0_{\text{flat}}(M \times X) . \quad (74) \]

Furthermore, we let $K^*_Z(X)$, $K^*_Z(X)_{\mathbb{R}/Z}$ be the generalized cohomology theories represented by the spectra $K^*_Z(X)$ and its $\mathbb{R}/Z$-version $K^*_Z(X)_{\mathbb{R}/Z} := K^*_Z(X) \wedge M_{\mathbb{R}/Z}$, respectively (compare with [66]). The calculation will partially depend on the validity of Beilinson’s conjectures for $X$. We will indicate this dependence precisely at the corresponding places.

Proposition 5.3. The homotopy groups of $\text{Diff}(K(X))$ can be described as follows:

1. For $i \leq -1$ we have
\[ \pi_i(\text{Diff}(K(X))) \cong K^*_Z(X)^{-i} , \quad i \leq -1 . \]

2. For $i \geq 1$ we have a natural map
\[ K^*_Z(X)_{\mathbb{R}/Z}^{-i-1} \to \pi_i(\text{Diff}(K(X))) . \quad (75) \]

It is an isomorphism if Beilinson’s conjectures hold true for $X$.

3. We have a sequence
\[ K^*_Z(X)_{\mathbb{R}/Z}^{-2} \to K^*_Z(X)^{-1} \to H(\text{DR}_Z(X))^{-1} \to \hat{K}(X)^0_{I,R} \to \hat{K}(X)^0 \to \hat{K}(X)^0_{\text{flat}} \to K^*_Z(X)^0 \times H(\text{DR}_Z(X))^{-1} \]
\[ \to K^*_Z(X)^0 \times H(\text{DR}_Z(X))^{0} Z^0(\mathcal{L}\text{DR}_{Z}(X)) \to 0 \quad (76) \]
which is exact except possibly at $K^*_Z(X)^{-1}$. It is exact if Beilinson’s conjectures hold true for $X$.

4. We have an exact sequence
\[ K^*_Z(X)^{-1} \to H(\text{DR}_Z(X))^{-1} \to \hat{K}(X)^0_{\text{flat}} \to K^*_Z(X)^0 \to H(\text{DR}_Z(X))^0 \quad (77) \]
Proof. Since the inclusion map $i$ in (70) induces an isomorphism on $\pi_i$ for $i \leq -1$ and a surjection on $\pi_0$ we obtain from the long exact sequence associated to the pull-back that

$$\pi_i(\text{Diff}(K(X))) \cong K_Z(X)^{-i}, \quad i \leq -1.$$  

We let $p_X : S_{Mf} \to S_{Mf,Z}$ be given by

$$p_X(M) := M \times X.$$  

We abbreviate the smash product with the Moore spectrum $M \mathbb{R}$ by $K_{Mf,Z} : = K_{Mf,Z} \wedge M \mathbb{R}$. The map

$$K_{Mf,Z} \to H(\text{DR}_{Mf})$$  

induced by the regulator $r_{\text{Beil}}^Z$ induces a map of pull-back diagrams from

$$p_X^* \Sigma^{-1} K_{Mf,Z} / \mathbb{Z} \to 0$$  

$$\downarrow$$  

$$p_X^* K_{Mf,Z} \to p_X^* K_{Mf,Z} \mathbb{R}$$

to

$$\text{Diff}(K(X)) \to p_X^* H(\sigma^{0>0} L \text{DR}_{Mf}(X))$$  

$$\downarrow$$  

$$p_X^* K_{Mf,Z} \to p_X^* H(L \text{DR}_{Mf}(X)).$$  

The resulting map of left upper corners gives the map (75) on homotopy groups.

For a manifold $M$ we consider the morphism between the Atiyah-Hirzebruch spectral sequences for $K_Z(X)^{R^+}(M)$ and $H(\text{DR}_Z(X))^*(M)$ induced by (79). We assume that $X$ satisfies Beilinson’s conjecture [3,9]. Then the map of $E_2$-terms is an isomorphism on $E_2^{pq}$ for all $q \leq -2$ and injective on $E_2^{0,-1}$. It follows that

$$K_Z(X)^{-i} \to H(\text{DR}_Z(X))^{-i}$$

is an isomorphism for $i \geq 2$ and injective for $i = 1$.

By an application of the Five Lemma we see that (75) is an isomorphism for $i \geq 1$.

The exactness of (76) is simply a part of the long exact sequence of homotopy groups associated with the pull-back diagram (80) where we have used the equivalence $\text{DR}_Z(X) \xrightarrow{\sim} L \text{DR}_Z(X)$ and we have replaced $\pi_1(\text{Diff}(K(X)))$ at the left end by $K_Z(X)^{\mathbb{R}/\mathbb{Z}^{-2}}$ using (73). Hence it is exact except possibly at $K_Z(X)^{-1}$. By the above, it is exact everywhere if we assume Beilinson’s conjecture for $X$.

The exactness of (77) follows from the unconditional part of exactness of (76) by pull-back along the injective transformation

$$\ker \left( K_Z(X)^0 \xrightarrow{r_{\text{Beil}}^Z} H(\text{DR}_Z(X)^0) \xrightarrow{x\to(x,0)} K(Z(X)^0 \times H(\text{DR}_Z(X)^0, Z^0(L \text{DR}_Z(X))).$$

\qed
5.3 The geometric cycle map

Let $M$ be a smooth manifold and $X$ a scheme in $\text{Reg}_\mathbb{Z}$. A bundle $V \in \text{iVect}_{M,\mathbb{Z}}(M \times X)$ (cf. Definition 4.19) gives rise to a class
\[
\text{cycl}(V) \in \pi_0(K_{M,\mathbb{Z}}(M \times X)) \cong K_{\mathbb{Z}}(X)^0(M).
\]
The natural transformation $\text{cycl}$ is called the topological cycle map, see (82) for details.

If $g^V$ is a local geometry on $V$ so that $(V, g^V)$ is a geometric bundle (cf. Definition 4.22), then we have the characteristic form $\omega(g^V) \in Z^0(\mathcal{LDR}_{M,\mathbb{Z}}(M \times X))$ defined in 4.18 which represents the class of the regulator
\[
r^\text{Beil}_{\mathbb{Z}}(\text{cycl}(V)) \in H^0(\mathcal{LDR}_{M,\mathbb{Z}}(M \times X)) \cong H(\mathcal{DR}_{\mathbb{Z}}(X))^0(M).
\]
The main result of the present subsection, Definition 5.5, is the construction of a geometric cycle map $\widehat{\text{cycl}}$ which sends $(V, g^V)$ to the differential algebraic $K$-theory class
\[
\widehat{\text{cycl}}(V, g^V) \in K(X)^0(M)
\]
such that
\[
R(\widehat{\text{cycl}}(V, g^V)) = \omega(g^V), \quad I(\widehat{\text{cycl}}(V, g^V)) = \text{cycl}(V) .
\]
By the universal property of the pull-back defining $\text{Diff}(K)$ the outer square defines a canonical map

\[ K(i\text{Vect}^{\text{geom}}_{Mf,\mathbb{Z}}) \rightarrow \text{Diff}(K) \]  

(83)

diagram of spectra.

**Definition 5.5.** We define the geometric cycle map

\[ \widehat{\text{cycl}} : \pi_0(i\text{Vect}^{\text{geom}}_{Mf,\mathbb{Z}}) \rightarrow \hat{K}^0 \]

as the transformation in $\text{Fun}(S_{Mf,\mathbb{Z}}, \mathbb{N}(\text{Mon}(\text{Set})))$ given by composition

\[ \pi_0(i\text{Vect}^{\text{geom}}_{Mf,\mathbb{Z}}) \rightarrow \pi_0(K(i\text{Vect}^{\text{geom}}_{Mf,\mathbb{Z}})) \rightarrow \pi_0(\text{Diff}(K)) . \]

It is clear from the construction that this geometric cycle map satisfies the conditions (81).

### 5.4 Homotopy formulas

#### 5.4.1 The manifold direction

Let $I := [0, 1]$ be the unit interval, $M \in \text{Mf}$ be a smooth manifold, and $X \in \text{Sm}_C$ be a smooth algebraic variety. As observed in the proof of Lemma 4.1 the integral

\[ \int_I : A^*(I \times M \times X) \rightarrow A^{*-1}(M \times X) \]

induces a morphism

\[ \int_I : \text{DR}_{Mf,C}(I \times M \times X) \rightarrow \text{DR}_{Mf,C}(M \times X)[-1] . \]

Explicitly, if $(\omega_R \oplus \omega, \tilde{\omega})$ is an element in the cone then

\[ \int_I (\omega_R \oplus \omega, \tilde{\omega}) = (\int_I \omega_R \oplus \int_I \omega, -\int_I \tilde{\omega}) . \]  

(84)

Let $i_0, i_1 : M \rightarrow I \times M$ be the inclusions corresponding to the end points of the interval. By Stokes’ theorem, for $\omega \in \text{DR}_{Mf,C}(I \times M \times X)$ we then have the identity

\[ \int_I d\omega = i_1^*\omega - i_0^*\omega - d\int_I \omega \]  

(85)

in $\text{DR}_{Mf,C}(M \times X)$. A similar formula holds true for $X \in \text{Reg}_\mathbb{Z}$ and $\omega \in \text{DR}_{Mf,Z}(M \times X)$ (compare Definition 4.4).

A typical feature of differential cohomology is a homotopy formula in the manifold direction [BS10, Eq. (1)]. The case of differential algebraic $K$-theory is slightly more complicated since the curvature takes values in a Čechification $\text{LDR}_{Mf,Z}$. We only state a homotopy formula for classes whose curvature belongs to the image of the inclusion $\text{DR}_{Mf,Z} \rightarrow \text{LDR}_{Mf,Z}$.

Assume that $M \in \text{Mf}$ is a smooth manifold and $X$ is a scheme in $\text{Reg}_\mathbb{Z}$. Recall that we denote by $a$ the natural map $\text{LDR}_{Mf,Z}^{-1}(M \times X)/\text{im}(d) \rightarrow \hat{K}^0(M \times X)$.
Lemma 5.6. If \( \hat{x} \in \hat{K}^0(I \times M \times X) \) and \( R(\hat{x}) \) belongs to the image of the canonical map

\[
Z^0(\text{DR}_{Mf,Z}(I \times M \times X)) \rightarrow Z^0(\mathcal{L}\text{DR}_{Mf,Z}(I \times M \times X)),
\]
then we have

\[
i_1^*(\hat{x}) - i_0^*(\hat{x}) = a\left( \int_I R(\hat{x}) \right).
\]

Proof. Since \( K^0 \) is homotopy invariant in the manifold direction there exists a class \( y \in K^0(\mathcal{M} \times X) \) such that \( \text{pr}_{\mathcal{M} \times X}^* y = I(x) \). We can choose a form \( \beta \in Z^0(\text{DR}_{Mf,Z}(\mathcal{M} \times X)) \) such that \( [\beta] = r_{\mathcal{Z}^2}^{\mathcal{M} \times X}(y) \). By the exactness of (86) at the right end we can choose a class \( \hat{y} \in \hat{K}^0(\mathcal{M} \times X) \) such that \( I(\hat{y}) = y \) and \( R(\hat{y}) = \beta \). Then \( R(\hat{x}) - \text{pr}_{\mathcal{M} \times X}^* \beta \). Using (86), (85) we get

\[
i_1^* x - i_0^* x \cong a(i_1^*(\alpha + \gamma) - i_0^*(\alpha + \gamma)) \cong a(\int_I R(\hat{x})).
\]

As an application, we discuss how the geometric cycle class changes under scaling the metric. Thus we let \( V \) be a locally free sheaf of \( \text{pr}_{\mathcal{M} \times X}^* \mathcal{O}_X \)-modules on \( \mathcal{M} \times X \) and \( \hat{g}^V = (\nabla^{II}, h) \) be a good geometry. We assume that the total connection \( \nabla \) is flat. Let \( \lambda \in (0, \infty) \subseteq \mathbb{R} \).

Lemma 5.7. We have

\[
\overline{\text{cycl}}(V,(\nabla^{II}, \lambda h)) - \overline{\text{cycl}}(V,(\nabla^{II}, h)) = a((0,0,\frac{1}{2} \dim(V)(\log(\lambda)))).
\]

where \( (0,0,\frac{1}{2} \dim(V)(\log(\lambda))) \in \text{DR}^{-1}_{Mf,Z}(1)(\mathcal{M} \times X) \).

Proof. We choose a smooth function \( \rho \) on \( I \) with \( \rho(0) = 1, \rho(1) = \lambda \). Then \( \hat{g}^V = (\text{pr}_{\mathcal{M} \times X}^* \nabla^{II}, \rho \cdot \text{pr}_{\mathcal{M} \times X}^* h) \) is a good geometry on \( \text{pr}_{\mathcal{M} \times X}^* V \). We let \( \hat{x} := \overline{\text{cycl}}(\text{pr}_{\mathcal{M} \times X}^* V, \hat{g}^V) \). Denoting the total connection on \( \text{pr}_{\mathcal{M} \times X}^* (V) \) by \( \hat{\nabla} \) we find that its adjoint is simply given by

\[
\hat{\nabla}^* = \text{pr}_{\mathcal{M} \times X}^* (\nabla^* h) + d\log(\rho).
\]

The curvature of \( \hat{\nabla}^* \) is the pull-back of the curvature of \( \nabla^* h \), hence

\[
\int_I \text{ch}_{2p}(\hat{\nabla}^*) = 0.
\]

Write \( \omega := \nabla^* h - \nabla, \hat{\omega} := \hat{\nabla}^* - \hat{\nabla} = \text{pr}_{\mathcal{M} \times X}^* \omega + \frac{1}{2} d\log(\rho) \). Since \( \hat{\nabla} \) is flat we obtain the formula

\[
\text{ch}_{2p-1}(\hat{\nabla}^*, \hat{\nabla}) = -\frac{4^p p!}{2(2p)!} \text{Tr}(\hat{\omega}^{2p-1}).
\]
We have
\[ \tilde{\omega}^{2p-1} = \text{pr}^*_M \times X \omega^{2p-1} + \frac{1}{2} d \log(\rho) \wedge \text{pr}^*_M \times X \omega^{2p-2}. \]
Since $\text{Tr}(\omega^{2p-2}) = 0$ for $p > 1$ we get $\text{ch}_{2p-1}(\nabla^u, \nabla) = \text{pr}^*_M \times X \text{ch}_{2p-1}(\nabla^u, \nabla)$ for $p > 1$.
Furthermore, $\tilde{\text{ch}}_1(\nabla^u, \nabla) = \text{pr}^*_M \times X \tilde{\text{ch}}_1(\nabla^u, \nabla) - \frac{\dim(V)}{2} d \log(\rho)$. We finally get
\[
\int_I \tilde{\text{ch}}_{2p-1}(\nabla^u, \nabla) = \begin{cases} -\frac{1}{2} \log(\lambda) \dim V & \text{if } p = 1 \\ 0 & \text{else}. \end{cases}
\]
Using (84) we see that $\int_I R(\hat{x})(p) = 0$ for $p \neq 1$ and $\int_I R(\hat{x})(1) = (0, 0, \frac{1}{2} \dim(V) \log(\lambda))$. By Lemma 5.6 this implies (87).

5.4.2 The algebraic direction

It is known that absolute Hodge cohomology is homotopy invariant in the algebraic direction in the sense that the natural projection induces a quasi-isomorphism
\[ \text{DR}_{Mf, \mathbb{C}}(M \times X) \xrightarrow{\text{pr}^*_M \times X} \text{DR}_{Mf, \mathbb{C}}(M \times X \times A^1_\mathbb{C}). \]
In particular, the two inclusions $M \times X \hookrightarrow M \times X \times A^1_\mathbb{C}$ given by the points $0, 1 \in A^1_\mathbb{C}$ induce the same map on cohomology. We expect that there exists an integration operator $\int_I$ in the algebraic direction which satisfies a formula similar to (85). However, the actual construction of such an operator seems to be quite complicated, and we content ourselves with the analogous formula for $\mathbb{P}^1_{\mathbb{C}}$. This is enough for our purposes in the current paper.

We consider $M \in \text{MF}$ and $X \in \text{Reg}_\mathbb{Z}$. We let $[x_0 : x_1]$ be homogeneous coordinates of $\mathbb{P}^1_\mathbb{Z}$ and $f_i : M \times X \hookrightarrow M \times X \times \mathbb{P}^1_\mathbb{Z}$ be the inclusions determined by $x_i = 0, i = 0, 1$. Using the homotopy (61) we define
\[
\int_I \omega := L(H_1) : \mathcal{L} \text{DR}_{Mf, \mathbb{Z}}(M \times X \times \mathbb{P}^1_\mathbb{Z})^0 \to \mathcal{L} \text{DR}_{Mf, \mathbb{Z}}(M \times X)^{-1}.
\]
Then (62) becomes
\[ f_0^* \omega - f_1^* \omega = \int_I d\omega + d \int_I \omega. \]

Proposition 5.8. We consider $\hat{x} \in \hat{\mathbb{K}}^0(M \times X \times \mathbb{P}^1_\mathbb{Z})$. There exists a class $\hat{y} \in \hat{\mathbb{K}}^0(M \times X \times \mathbb{P}^1_\mathbb{Z})$ such that $I(\hat{y}) = I(\hat{x})$ and $\int_I R(\hat{y}) = 0$. For any such class $\hat{y}$ we have
\[ (f_0^* - f_1^*)\hat{x} - (f_0^* - f_1^*)\hat{y} = a(\int_I R(\hat{x})). \]

Proof. Let $\eta \in Z^0(\text{DR}(M \times X \times \mathbb{P}^1_\mathbb{Z}))$ be a form representing $\text{pr}^*_{\mathbb{Z}}(I(\hat{x}))$. Recall the $\text{Gal}(\mathbb{C}/\mathbb{R})$-equivariant operator $Q$ from (55). Then $\int_I Q(\eta) = 0$ and by the exactness of (76) there exists $\hat{\eta} \in \hat{\mathbb{K}}^0(M \times X \times \mathbb{P}^1_\mathbb{Z})$ such that $I(\hat{\eta}) = I(\hat{x})$ and $R(\hat{\eta}) = Q(\eta)$. Hence $\hat{\eta}$ has the desired properties.
By the exactness of (72) at \( \hat{K}^0 \) we can then find an element \( \omega \in \mathcal{L}_{DR}\_{Mf,Z}(M \times X \times \mathbb{P}^1) \) such that \( \hat{x} - \hat{y} = a(\omega) \). It follows that

\[
(f_0^* - f_1^*)\hat{x} - (f_0^* - f_1^*)\hat{y} = a(f_0^* \omega - f_1^* \omega) = a\left( \int_{\mathcal{I}} d\omega \right) = a\left( \int_{\mathcal{I}} R(\hat{x}) \right)
\]

since \( R(\hat{y}) \) is annihilated by \( \int_{\mathcal{I}} \).

5.5 Rings of integers

5.5.1 A review of \([BG13]\)

In this subsection we review the construction of differential algebraic \( K \)-theory \( \hat{KR}^0 \) as introduced in \([BG13, \text{Sec. 2.2}] \). Let \( R \) be the ring of integers in a finite field extension \( \mathbb{Q} \subseteq k \). We consider the scheme \( X = \text{Spec}(R) \in \text{Reg}_{\mathbb{Z}} \), which is of relative dimension 0 over \( \text{Spec}(\mathbb{Z}) \), and its algebraic \( K \)-theory spectrum \( KR := K\mathbb{Z}(X) \in \mathbb{N}(\mathbb{Sp}^{\geq 0})[W^{-1}] \).

We define the \( \mathbb{Z} \)-graded vector space \( A^* := \pi_*(KR) \otimes \mathbb{R} \) which we consider as a chain complex with trivial differential. We let

\[
\Omega A \in \text{Sh}_{\text{Ch}}(\text{Mf}), \quad M \mapsto A_\mathbb{R}(M) \otimes A
\]

be the sheaf of chain complexes of real differential forms with coefficients in \( A \).

As before we abbreviate the smash product with the Moore spectrum \( M\mathbb{R} \) by \( KR \mathbb{R} := KR \wedge M\mathbb{R} \). Then we have a canonical map \( c: KR \to KR \mathbb{R} \approx H(A) \), where \( H(A) \in \mathbb{N}(\mathbb{Sp})[W^{-1}] \) is the Eilenberg-MacLane spectrum of \( A \) (see Subsection [A.5]). We furthermore have a de Rham equivalence \( j: H(\Omega A) \approx \text{Sm}(H(A)) \) (see Lemma [4.5]) where \( \text{Sm}(E) \) denotes the smooth function spectrum of a spectrum \( E \in \mathbb{N}(\mathbb{Sp})[W^{-1}] \) (see Subsection [A.11]). We use the canonical map \( c \) and the inverse of the de Rham equivalence in order to define the map

\[
\text{rat}: \text{Sm}(KR) \approx \text{Sm}(H(A)) \xrightarrow{\approx} H(\Omega A). \tag{90}
\]

The differential function spectrum

\[
\text{Diff}(KR) \in \text{Fun}^{\text{desc}}(S_{\text{Mf}}, \mathbb{N}(\mathbb{Sp})[W^{-1}])
\]

is given as the pull-back

\[
\begin{array}{ccc}
\text{Diff}(KR) & \xrightarrow{R} & H(\sigma^{\geq 0}\Omega A) \\
\downarrow I & & \downarrow \text{} \\
\text{Sm}(KR) & \xrightarrow{\text{rat}} & H(\Omega A)
\end{array}
\tag{91}
\]

in \( \text{Fun}^{\text{desc}}(S_{\text{Mf}}, \mathbb{N}(\mathbb{Sp})[W^{-1}]) \). The version of differential algebraic \( K \)-theory in \([BG13]\) is the functor

\[
\overline{KR}^0 := \pi_0(\text{Diff}(KR)) \in \text{Ab}^{\text{Mf}^{op}}. \tag{92}
\]
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The maps denoted by $R$ and $I$ in the diagram denote maps

$$R : \hat{KR}^0 \to \Omega^0(\Omega X), \quad I : \hat{KR}^0 \to KR^0,$$

and we have a map

$$a : \Omega A^{-1}/\text{im}(d) \to \hat{KR}^0.$$

We shall use the exact sequence ([BG13, Def. 2.2 (iii)], the analogue of (72))

$$KR^{-1} \to \Omega A^{-1}/\text{im}(d) a \to \hat{KR}^0 I \to KR^0 \to 0. \tag{93}$$

### 5.5.2 Comparison of the two versions of differential algebraic $K$-theory

We want to give the precise relation between the differential algebraic $K$-theory $\hat{KR}^0$ introduced in [BG13] (or (92)) and $\hat{K}(X)^0$ in the notation (73). We further use the notation $p_X^* DR_{Mf, Z} \in \text{PSh}_{\text{Ch}}(Mf)$ with $p_X$ as in (78).

We must relate the two versions of forms $\Omega A$ and $p_X^* DR_{Mf, Z}$ corresponding to $\hat{KR}^0$ and $\hat{K}(X)^0$. We write elements $\omega \in DR_{Mf, Z}(M \times X)$ in the form

$$\omega = (\omega_R(p) \oplus \omega(p), \tilde{\omega}(p))_{p \geq 0} \in \prod_{p \geq 0} DR_{Mf, Z}(p)(M \times X). \tag{94}$$

Here

$$\omega_R(p) \in (2\pi i)^p A_R(M \times X)[2p], \quad \omega(p) \in F^p A(M \times X)[2p], \quad \tilde{\omega}(p) \in A(M \times X)[2p - 1],$$

where we use the notation $A(M \times X) := [A(M \times X(\mathbb{C}))]^\text{Gal}(\mathbb{C}/\mathbb{R})$ where $\text{Gal}(\mathbb{C}/\mathbb{R})$ acts on the set $X(\mathbb{C})$ of complex points of $X$ and the differential forms by complex conjugation.

Furthermore, $F^p A(M \times X) = 0$ for $p \geq 1$ and $F^0 A(M \times X) = A(M \times X)$. We define

$$\text{Re}(\tilde{\omega}(p)) := (2\pi i)^p \text{Re} \left( (2\pi i)^{-p+1} \tilde{\omega}(p) \right), \quad \text{Im}(\tilde{\omega}(p)) := (2\pi i)^{p+1} \text{Re} \left( (2\pi i)^{-p-1} \tilde{\omega}(p) \right), \tag{95}$$

where $\text{Re}$ denotes the usual real part. Note that for every complex point $\sigma \in X(\mathbb{C})$ we have an evaluation

$$\text{ev}_\sigma : A(M \times X) \to A(M).$$

We will use the following results about Beilinson’s regulator for $R$: Combining Borel’s results [Bor74] concerning the ranks of the $K_i(R)$, $i \geq 0$, and the comparison between the regulators of Borel and Beilinson [Beil84, Rap88, BG02],

$$r^\text{Beil}_{\mathbb{Z}} : \pi_+(K_\mathbb{Z}(X)) \otimes \mathbb{R} \to H^{-\ast}(DR_{\mathbb{Z}}(X))$$

is an isomorphism in degrees $\ast \geq 2$, and injective (with well known image) in degrees 0 and 1. In fact, the conditions 1. – 3. below determine a subcomplex of $DR_{\mathbb{Z}}(X)$ with trivial
differential such that \( \pi_*(K_Z(X)) \otimes \mathbb{R} \) is isomorphic to (the cohomology of) this subcomplex via \( r_{Z}^{\text{Beil}} \). It follows that for any smooth manifold \( M \) we get a natural isomorphism

\[
\Psi : \Omega A(M) \hookrightarrow DR_{M,f,Z}(M \times X) \tag{96}
\]
on to the subcomplex of forms \( \omega \in DR_{M,f,Z}(M \times X) \) satisfying (using the components introduced in (94))

1. \( \omega(p) = 0, \omega_R(p) = 0, \text{Re}(\tilde{\omega}(p)) = 0 \) for \( p \geq 2 \)
2. \( \omega(1) = 0, \omega_R(1) = 0, \text{Re}(\tilde{\omega}(1)) = 0 \) and
   \[
   \frac{1}{|X(\mathbb{C})|} \sum_{\sigma \in X(\mathbb{C})} \text{ev}_\sigma \tilde{\omega}(1) = 0. \tag{97}
   \]
3. \( \tilde{\omega}(0) = 0 \) and there exists a form \( x \in A_R(M) \) such that \( \text{ev}_\sigma \omega(0) = \text{ev}_\sigma \omega_R(0) = x \) for all \( \sigma \in X(\mathbb{C}) \).

The isomorphism is normalized in the unique manner such that

\[
\begin{array}{ccc}
\text{Sm}(KR) & \xrightarrow{\text{rat}} & H(\Omega A) \\
\sim & \downarrow & \downarrow \psi \\
p_X^* K_{M,f,Z} & \xrightarrow{r_{Z}^{\text{Beil}}} & p_X^* H(\text{DR}_{M,f,Z})
\end{array} \tag{98}
\]
commutes. In fact, \( \Psi \) is fixed by the evaluation of this diagram at \( M = * \) using the fact that \( \text{rat} \) induces an isomorphism after tensoring its domain by \( \mathbb{R} \).

**Lemma 5.9.** The map

\[
\Psi : H^*(\Omega A) \to p_X^* H^*(\text{DR}_{M,f,Z})
\]

is injective.

**Proof.** Let \( M \) be a smooth manifold. Let \( \alpha \in Z^*(\Omega A(M)) \) and assume that \( \Psi(\alpha) = d\omega \). We must show that there exists some \( \beta \in \Omega A^{*-1}(M) \) such that \( d\beta = \alpha \). We define \( \beta \in DR_{M,f,Z}^{*-1}(M \times X) \) as follows:

1. For \( p \geq 2 \) we set \( \tilde{\beta}(p) := \text{Im}(\tilde{\omega}(p)) \) and \( \beta(p) := 0, \beta_R(p) := 0 \).
2. For \( p = 1 \) we define \( \beta(1) := 0, \beta_R(1) := 0 \) and \( \tilde{\beta}(1) \) by
   \[
   \text{ev}_\sigma \tilde{\beta}(1) := \text{ev}_\sigma \text{Im}(\tilde{\omega}(1)) - \frac{1}{|X(\mathbb{C})|} \sum_{\sigma \in X(\mathbb{C})} \text{ev}_\sigma \text{Im}(\tilde{\omega}(1))
   \]
   for all \( \sigma \in X(\mathbb{C}) \).
3. For \( p = 0 \) we set \( \beta_R(0) := \omega_R(0), \beta(0) := \omega_R(0) \) and \( \tilde{\beta}(0) := 0 \).
Then we have \( d\beta = \Psi(\alpha) \) and since \( \beta \) satisfies 1.–3. above \( \beta = \Psi(\hat{\beta}) \) for some uniquely determined \( \hat{\beta} \in \Omega A^{-1}(M) \). We conclude that \( d\hat{\beta} = \alpha \).

In view of the Definition 5.1 of \( \text{Diff}(K) \) the map of diagrams

\[
\begin{array}{ccc}
\text{Sm}(KR) & \overset{\text{rat}}{\longrightarrow} & H(\Omega A) \\
\sim \downarrow & & \downarrow \Psi \\
p_X^*K_{Mf,Z} \overset{\text{Bil}}{\longrightarrow} & p_X^*H(\text{DR}_{Mf,Z}) & \overset{\cong}{\longrightarrow} p_X^*H(\text{LDR}_{Mf,Z}) \leftarrow p_X^*H(\sigma \geq 0 \text{LDR}_{Mf,Z})
\end{array}
\]

gives a natural transformation \( \text{Diff}(KR)(\ldots) \rightarrow \text{Diff}(K(X)) \) and hence a natural transformation

\[
\psi : \text{KR}^0 \rightarrow \hat{K}(X)^0.
\]
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By construction, the diagram

\[
\begin{array}{ccc}
\Omega A^{-1} & \overset{\alpha}{\longrightarrow} & \text{KR}^0 \\
\downarrow \quad & & \downarrow R \\
p_X^*\text{LDR}_{Mf,Z}^{-1} & \overset{\alpha}{\longrightarrow} & \hat{K}(X)^0 \\
\downarrow \psi & & \downarrow \cong \\
p_X^*H(\text{LDR}_{Mf,Z}) & \overset{\cong}{\longrightarrow} & p_X^*H(\sigma \geq 0 \text{LDR}_{Mf,Z}) \\
\end{array}
\]

commutes, where the unlabelled vertical maps are induced by \( \Psi \).

**Lemma 5.10.** For every manifold \( M \in \text{Mf} \) the map

\[
\psi : \text{KR}^0(M) \rightarrow \hat{K}(X)^0(M)
\]

is injective.

**Proof.** Compare the exact sequence (76) with the analogous exact sequence for \( \text{KR}^0 \). The assertion follows by a simple diagram chase using Lemma 5.9.

5.5.3 Comparison of cycle maps

A sheaf of locally free, locally finitely generated \( \mathfrak{pr}^*_X\mathcal{O}_X \)-modules \( V \) on \( M \times X \) is the same thing as a locally constant sheaf of finitely generated projective \( R \)-modules on \( M \). It gives rise to complex vector bundles \( V_\sigma \rightarrow M \) for all \( \sigma \in X(\mathbb{C}) \). Since \( X(\mathbb{C}) \) is zero-dimensional the datum of a good geometry \( g^V \) on \( V \) reduces to the choice of Hermitian metrics \( h^{V_\sigma} \) on the complex vector bundles \( V_\sigma \) for all \( \sigma \in X(\mathbb{C}) \) such that \( h^{V_\sigma} = \bar{h}^{V_\bar{\sigma}} \). This is the
same thing as a geometry on the locally constant sheaf of finitely generated projective $R$-modules on $M$ as considered in [BG13 Def. 3.8]. We let $\text{Loc}_{\text{proj geom}}(M)$ denote the monoid of isomorphism classes of locally constant sheaves of finitely generated projective $R$-modules on $M$ with geometry in the sense of [BG13 Def. 3.8]. Since a good geometry induces a local geometry we have a natural map

$$c: \text{Loc}_{\text{proj geom}}(M) \to \pi_0(i\text{Vect}_{Mf,\mathbb{Z}}(M \times X))$$

(see Definition 4.22). A major result in [BG13] was the construction of the cycle map

$$\hat{\text{cyc}}: \pi_0(i\text{Vect}_{Mf,\mathbb{Z}}(M \times X)) \to \hat{K}^0(M \times X)$$

In the present subsection we will compare it with the cycle map

$$\hat{\text{cyc}}: \pi_0(i\text{Vect}_{Mf,\mathbb{Z}}(M \times X)) \to \hat{K}^0(M \times X)$$

constructed in Definition 5.5. As the comparison in Lemma 5.13 shows these are not equal, but differ by a natural correction term.

In the present paper we let $\beta(g^V) \in Z^0(\Omega A(M))$ denote the characteristic form of the bundle with geometry $(V, g)$ as introduced in [BG13 Def. 3.10], and $\omega(g^V) \in Z^0(\text{DR}_{Mf,\mathbb{Z}}(M \times X))$ be the form introduced in Definition 4.16 and Lemma 4.25. In order to simplify formulas we use a normalization adapted to the conventions of the present paper. We write (cf. (94))

$$\Psi(\beta(g^V)) = \left( \beta(g^V)_p \oplus \beta(g^V)(p), \tilde{\beta}(g^V)(p) \right)_{p \geq 0}.$$  
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Then the characteristic form $\beta(g^V)$ is determined by

1. For $p \geq 2$ we have $\beta(g^V)_p = 0 = \beta(g^V)(p)$, and for all $\sigma \in X(\mathbb{C})$

$$\text{ev}_\sigma \tilde{\beta}(g^V)(p) = \frac{1}{2} \tilde{\text{ch}}_{2p-1}(\nabla^V_{\sigma,*}, \nabla^V_\sigma).$$

2. If $p = 1$, then $\beta(g^V)_1 = 0 = \beta(g^V)(1)$, and for all $\sigma \in X(\mathbb{C})$

$$\text{ev}_\sigma \tilde{\beta}(g^V)(1) = \frac{1}{2} \tilde{\text{ch}}_1(\nabla^V_{\sigma,*}, \nabla^V_\sigma) - \kappa,$$

where

$$\kappa := \frac{1}{2|X(\mathbb{C})|} \sum_{\sigma \in X(\mathbb{C})} \text{ch}_1(\nabla^V_{\sigma,*}, \nabla^V_\sigma).$$

3. We have $\tilde{\beta}(g^V)(0) = 0$, and for all $\sigma \in X(\mathbb{C})$

$$\text{ev}_\sigma(\beta(g^V)_0) = \text{ev}_\sigma(\beta(g^V)(0)) = \dim(V).$$

The following two lemmas prepare the definition of the correction term in the comparison of cycle maps.
Lemma 5.11. There exists a smooth map $g^V \mapsto \lambda(g^V) \in A^0_\mathbb{R}(M)$ which is natural with respect to pull-back along maps between manifolds and such that

$$\sum_{\sigma \in X(C)} \hat{\text{ch}}_1(\nabla^{V_\sigma}, \nabla^{V_\sigma}) = d\lambda(g^V).$$

Proof. Recall that

$$\hat{\text{ch}}_1(\nabla^{V_\sigma}, \nabla^{V_\sigma}) = \int_{I \times M/M} \text{ch}_2(\tilde{V})$$

where $\tilde{V}_\sigma \to I \times M$ is the bundle $\text{pr}^*_M V_\sigma$ with the connection $\nabla^{\tilde{V}}_\sigma$ obtained by linear interpolation between $\nabla^{V_\sigma}$ and $\nabla^{V_\sigma,*}$. We consider the line bundle

$$\tilde{V} := \bigotimes_{\sigma \in X(C)} \text{det}(\tilde{V}_\sigma)$$

with the connection $\nabla^{\tilde{V}}$ induced by the connections $\nabla^{\tilde{V}}_\sigma$. Then

$$\sum_{\sigma \in X(C)} \hat{\text{ch}}_1(\nabla^{V_\sigma,*}, \nabla^{V_\sigma}) = \int_{I \times M/M} \text{ch}_2(\nabla^{\tilde{V}}).$$

We further consider the complex line bundle $V := \bigotimes_{\sigma \in X(C)} \text{det}(V_\sigma)$ on $M$ with the induced flat connection $\nabla^V$. We let $(s, t) \in I \times I$ denote the parameters. On $I \times I \times M$ we consider the bundle $\hat{V} := \text{pr}^*_M V$ with the connection $\nabla^{\hat{V}}$ which along the $s$-direction linearly interpolates between the connection $\nabla^{\hat{V}}$ and the linear path (parametrized by $t$) between $\text{pr}^*_M V$ and $\text{pr}^*_M V^*$. We set

$$\lambda_0(g^V) := -\int_{I \times I \times M/M} \text{ch}_2(\nabla^{\hat{V}})$$

and observe that

$$d\lambda_0(g^V) = \sum_{\sigma \in X(C)} \hat{\text{ch}}_1(\nabla^{V_\sigma,*}, \nabla^{V_\sigma}) - \hat{\text{ch}}_1(\nabla^{V,*}, \nabla^V).$$

We now observe that $V$ has a $\mathbb{Z}$-structure and therefore has a uniquely determined Hermitian metric $h_0^V$ such that the $\mathbb{Z}$-basis vectors have length one. On the bundle $\hat{V} \to I \times I \times M$ we consider the metric

$$\hat{h}^{\hat{V}} := (1 - s)\text{pr}^*_M h^V + s\text{pr}^*_M h_0^V.$$

We consider the connection $\hat{\nabla}^{\hat{V}}$ which linearly (in $t$) interpolates between the connection $\text{pr}^*_M \nabla^V$ and its adjoint with respect to $\hat{h}^{\hat{V}}$. We define

$$\lambda_1(g^V) := -\int_{I \times I \times M/M} \text{ch}_2(\nabla^{\hat{V}})$$
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and observe that
\[ d\lambda_1(g^V) = \tilde{\text{ch}}_1(\nabla^{V^*, \nabla V}). \]

Since \( \text{Im} \sum_{\sigma \in X(C)} \tilde{\text{ch}}_1(\nabla^{V^*_\sigma, \nabla V^*_\sigma}) = 0 \) (see (95) for \( \text{Im} \) and \( \text{Re} \))
\[
\lambda(g^V) := \text{Re}(\lambda_0(g^V) + \lambda_1(g^V)) \quad (103)
\]
has the required properties.

Let \( V \rightarrow M \) be a complex vector bundle and \( \nabla_i, i = 0, 1, 2, \) be three connections on \( V \). Then we have the following well-known relation
\[
\tilde{\text{ch}}(\nabla_0, \nabla_1) + \tilde{\text{ch}}(\nabla_1, \nabla_2) \equiv \tilde{\text{ch}}(\nabla_0, \nabla_2)
\]
modulo exact forms. In fact, we have a stronger result.

**Lemma 5.12.** There exists a smooth map
\[
(\nabla_0, \nabla_1, \nabla_2) \mapsto \tilde{\text{ch}}(\nabla_0, \nabla_1, \nabla_2) \in A(M),
\]
natural with respect to pull-back along maps between manifolds, such that
\[
\text{ch}(\nabla_0, \nabla_1) + \text{ch}(\nabla_1, \nabla_2) - \text{ch}(\nabla_0, \nabla_2) = d\text{ch}(\nabla_0, \nabla_1, \nabla_2).
\]

**Proof.** We consider the bundle \( \hat{V} := \text{pr}_M^*V \rightarrow \Delta^2 \times M \) and define the connection \( \nabla^\hat{V} \) as the convex linear interpolation between the connections \( \nabla_i \) at the corners of the simplex. Then
\[
\tilde{\text{ch}}(\nabla_0, \nabla_1, \nabla_2) := \int_{\Delta^2 \times M/M} \text{ch}(\nabla^\hat{V})
\]
does the job. \( \square \)

We now define the natural transformation that will show up in the above mentioned correction term
\[
\alpha : \text{Loc}^{\text{proj}}_{\text{geom}}(M) \rightarrow \text{DR}_{M, f, Z}(M \times X), \quad (V, g^V) \mapsto \alpha(g^V) \quad (104)
\]
We use the notation (94) in order to describe the form \( \alpha(g^V) \):

1. For \( p \geq 2 \) we set
\[
\text{ev}_\sigma \alpha(g^V)(p) := \frac{1}{2} \left( \text{ch}_{2p-1}(\nabla^{V^*_\sigma, u, \nabla V^*_\sigma}) + \text{ch}_{2p-1}(\nabla^{V^*_\sigma, u, \nabla V^*_\sigma}, \nabla^{V^*_\sigma, *}) \right),
\]
\[
\text{ev}_\sigma \hat{\alpha}(g^V)(p) := -\frac{1}{2} \text{ch}_{2p-2}(\nabla^{V^*_\sigma, u, \nabla V^*_\sigma}, \nabla^{V^*_\sigma, *}),
\]
and \( \alpha(g^V)(p) := 0. \)
2. For \( p = 1 \) we set (using (103))

\[
\text{ev}_\sigma\alpha(g^V)_{\mathbb{R}}(1) := \frac{1}{2} \left( \hat{\chi}_1(\nabla_{V_{\sigma, u}}, \nabla_{V_{\sigma}}) + \hat{\chi}_1(\nabla_{V_{\sigma, u}}, \nabla_{V_{\sigma, u}}) \right),
\]

\[
\text{ev}_\sigma\tilde{\alpha}(g^V)(1) := -\frac{1}{2} \hat{\chi}_0(\nabla_{V_{\sigma, u}}, \nabla_{V_{\sigma}}, \nabla_{V_{\sigma, u}}) + \frac{1}{2\lambda|X(\mathbb{C})|} \lambda(g^V),
\]

and \( \alpha(g^V)(1) := 0 \).

3. We set \( \tilde{\alpha}(g^V)(0) := 0, \alpha(g^V)_{\mathbb{R}}(0) := 0 \) and \( \alpha(g^V)(0) := 0 \).

A simple calculation shows that

\[
\omega(g^V) = \Psi(\beta(g^V)) + d\alpha(g^V). \tag{105}
\]

Recall the transformations \( \psi \) from (99) and \( c \) from (101). In order to compare the two cycle maps

\[
\hat{\text{cycl}} \circ c, \psi \circ \hat{\text{cycl}} : \text{Loc}_{\text{geom}}^{\text{proj}} \to \hat{K}(X)^0
\]

we introduce the following notations. We have a natural map

\[
V : \text{Loc}_{\text{geom}}^{\text{proj}} \to p^*_X\pi_0(i\text{Vect}_{Mf,\mathbb{Z}})
\]

which forgets the geometry. We denote the flat part (74) of differential algebraic \( K \)-theory by

\[
\hat{K}(X)^0_{\text{flat}}(M) := \ker \left( \hat{K}^0(M \times X) \xrightarrow{R} Z^0(\mathcal{L}\text{DR}_{Mf,\mathbb{Z}}(M \times X)) \right).
\]

The functor \( \hat{K}(X)^0_{\text{flat}} \) is, in contrast to \( \hat{K}(X)^0 \), part of a cohomology theory. To be precise, \( \hat{K}(X)^0_{\text{flat}} \) is represented by the homotopy fibre of the map of spectra \( \tau^R_Z : K_2(X) \to H(\text{DR}_{\mathbb{Z}}(X)) \). In particular, it makes sense to evaluate \( \hat{K}(X)^0_{\text{flat}} \) on any topological space.

**Lemma 5.13.** There exists a natural transformation

\[
\epsilon : p^*_X\pi_0(i\text{Vect}_{Mf,\mathbb{Z}}) \to \hat{K}(X)^0_{\text{flat}}
\]

such that

\[
\psi \circ \hat{\text{cycl}} - \hat{\text{cycl}} \circ c + a \circ \alpha = \epsilon \circ V.
\]

Moreover, \( \epsilon \) is additive on short exact sequences, i.e. if

\[
0 \to V_0 \to V_1 \to V_2 \to 0 \tag{106}
\]

is an exact sequence then \( \epsilon(V_1) = \epsilon(V_0) + \epsilon(V_2) \).
Proof. We consider the natural transformation
\[ \delta := \psi \circ \text{cycl} - \text{cycl} \circ \hat{c} + a \circ \alpha : \text{Loc}^{\text{proj}}_{\text{geom}} \rightarrow \hat{K}(X)^0. \]
The equality of characteristic forms (105) implies that \( R \circ \delta = 0 \). Since \( X \) is proper over \( \text{Spec}(\mathbb{Z}) \) any geometry is good and we can interpolate between any two geometries on a given bundle. The homotopy formula 5.6 then implies that \( \delta \) factors as a composition
\[ \text{Loc}^{\text{proj}}_{\text{geom}} \xrightarrow{V} p_X^* \pi_0(i\text{Vect}_{Mf,\mathbb{Z}}) \xrightarrow{\epsilon} \hat{K}(X)^0_{\text{flat}} \subseteq \hat{K}(X)^0. \]
Since \( \delta \) and hence \( \epsilon \) is additive for direct sums and vanishes on a trivial bundle it corresponds to a class \( \epsilon \in \hat{K}(X)^0_{\text{flat}}(BGL(R)) \) where \( BGL(R) \) is the classifying space of the discrete group \( GL(R) \). Since \( \hat{K}(X)^0_{\text{flat}} \) is part of a cohomology theory it does not change by passing to the plus-construction \( \hat{K}(X)^0_{\text{flat}}(BGL(R)^+) \cong \hat{K}(X)^0_{\text{flat}}(BGL(R)) \).

We denote by \( c_V : M \rightarrow BGL(R) \) the map that classifies the stable class of \( V \in p_X^* \pi_0(i\text{Vect}_{Mf,\mathbb{Z}})(M) \). Given an extension (106) one knows that \( c_{V_1} \) and \( c_{V_0 \oplus V_2} \) are homotopic when composed with \( BGL(R) \rightarrow BGL(R)^+ \). This implies the assertion of the Lemma. \( \square \)

5.6 Extensions

The main result of this subsection is the proof (5.6.4) of Theorem 1.2, which identifies the alternating sum of cycle classes for an extension of geometric vector bundles with a version of the Bismut-Lott higher torsion form \( \mathcal{T} \) (Lott’s relation). We refer to 5.6.3 for the precise statement. The main ingredient is a deformation to a split extension over \( \mathbb{C}P^1 \).

Using integration in the algebraic direction (5.4.2) we construct in 5.6.2 a form \( \mathcal{T}' \) and show that it coincides with the Bismut-Lott form \( \mathcal{T} \) up to exact forms. For this we use the axiomatic characterization of the latter, to be recalled in 5.6.1 below. Lott’s relation then follows essentially from the homotopy formula in Proposition 5.8.

5.6.1 The axiomatic characterization of the torsion form

We specialize the definitions of geometries 4.7 and 4.8 to the case \( X = * \). A locally constant sheaf \( V \) of finitely generated \( \mathbb{C} \)-vector spaces on a manifold \( M \) can be presented as the sheaf of parallel sections of a uniquely determined flat complex vector bundle \((V, \nabla^V)\) on \( M \). The connection \( \nabla^V \) is a partial geometry on that bundle in the sense of Definition 4.7. A geometry on \( V \) in the sense of Definition 4.8 is a Hermitian metric \( h^V \) on the vector bundle \( V \rightarrow M \). In this case \( \nabla^{V,*} \) denotes the adjoint connection.

Let
\[ V : 0 \rightarrow V_0 \rightarrow \cdots \rightarrow V_n \rightarrow 0 \]
be an exact sequence of locally constant sheaves of finitely generated \( \mathbb{C} \)-vector spaces on a manifold \( M \). A geometry on \( V \) is by definition a collection \( h^V = (h_i^V)_{i=0,\ldots,n} \) of metrics on the bundles \( V_i \). In this situation the Bismut-Lott torsion form
\[ \mathcal{T}(V, h^V) \in A(M) \]
is defined such that
\[ d\mathcal{T}(\mathcal{V}, h^\mathcal{V}) = \frac{1}{2} \sum_{i=0}^{n} (-1)^i \tilde{\text{ch}}(\nabla^{V_i,*}, \nabla^{V_i}) \quad (107) \]

[BL95, Def. 2.20]. Note that our normalization of the torsion form differs from the one adopted in [BL95]. In the present paper we will not use the precise construction of the torsion form but rather its axiomatic characterization. We restrict to the case \( n = 2 \) and consider a transformation
\[
(\mathcal{V}, h^\mathcal{V}) \mapsto T'(\mathcal{V}, h^\mathcal{V})
\]
which associates to every exact sequence
\[
\mathcal{V} : 0 \to V_0 \to V_1 \to V_2 \to 0 \quad (108)
\]
of locally constant sheaves of finitely generated \( \mathbb{C} \)-vector spaces on a manifold \( M \) equipped with a geometry \( h^\mathcal{V} \) a form \( T'(\mathcal{V}, h^\mathcal{V}) \in A(M) \). We have the following characterization due to Bismut-Lott:

**Theorem 5.14** ([BL95, Thm. A1.2]). Assume that \( (\mathcal{V}, h^\mathcal{V}) \mapsto T'(\mathcal{V}, h^\mathcal{V}) \) satisfies

1. \( \text{Re}(T'(\mathcal{V}, h^\mathcal{V})_{2p-2}) = 0 \) for all \( p \geq 1 \) (see (95) for \( \text{Re} \) ),
2. \( dT'(\mathcal{V}, h^\mathcal{V}) = \frac{1}{2} \sum_{i=0}^{2} (-1)^i \tilde{\text{ch}}(\nabla^{V_i,*}, \nabla^{V_i}) \),
3. \( T' \) is natural, i.e. \( T'(f^*\mathcal{V}, f^*h^\mathcal{V}) = f^*T'(\mathcal{V}, h^\mathcal{V}) \) for a smooth map \( f : M' \to M \),
4. \( T'(\mathcal{V}, h^\mathcal{V}) = 0 \) in the split case, i.e. when \( V_1 \cong V_0 \oplus V_2 \) as flat bundles and \( h^V_1 = h^V_0 \oplus h^V_2 \),
5. \( T' \) depends smoothly on \( \mathcal{V} \) and \( h^\mathcal{V} \).

Then \( T'(\mathcal{V}, h^\mathcal{V}) \) equals the Bismut-Lott torsion form \( T(\mathcal{V}, h^\mathcal{V}) \) modulo exact forms:
\[
T'(\mathcal{V}, h^\mathcal{V}) \equiv T(\mathcal{V}, h^\mathcal{V}) \in A(M)/\text{im}(d) .
\]

### 5.6.2 A deformation

In this subsection we give a holomorphic construction of a version of the analytic torsion form. Let \( (\mathcal{V}, h^\mathcal{V}) \) be an exact sequence (108) with geometry. We construct a form \( T'(\mathcal{V}, h^\mathcal{V}) \) which satisfies the assumptions in Theorem 5.14. The main point of the construction below is that it is canonical. This ensures the properties 3. and 5. in Theorem 5.14.

The metric \( h^{V_1} \) provides an orthogonal decomposition of vector bundles \( V_1 \cong V_0 \oplus V_2 \). With respect to this decomposition the connection on \( V_1 \) can be written as
\[
\nabla^{V_1} = \nabla^{V_0} \oplus \nabla^{V_2} + E, \quad E \in A^1(M, \text{Hom}(V_2, V_0)) .
\]
Furthermore,
\[
h^{V_1} = h^{V_1}_{|V_0} \oplus h^{V_1}_{|V_2} .
\]
We let $Y := \mathbb{CP}^1$ with homogeneous coordinates $[x : y]$. We consider $x, y$ as global sections of the sheaf $\mathcal{O}_Y(1)$ of holomorphic sections of the holomorphic line bundle $H_Y(1)$. This bundle carries a natural $U(2)$-invariant metric $h_{H_Y(1)}$ and an $U(2)$-invariant connection. We normalize the metric $h_{H_Y(1)}$ in such a way that its value on the section $y$ evaluated at $[0 : 1]$ is $1$.

On $M \times Y$ we consider the vector bundle

$$W := \text{pr}_M^* V_0 \otimes \text{pr}_Y^* H_Y(1) \oplus \text{pr}_M^* V_2.$$

The connections $\nabla^V_0$ and $\nabla^V_2$ together with the connection on $H_Y(1)$ induce a connection $\nabla^W_0$ on $W$. We consider

$$\text{pr}_M^* E \otimes \text{pr}_Y^* y \in A^1(M \times Y, \text{Hom}(\text{pr}_M^* V_2, \text{pr}_M^* V_0 \otimes \text{pr}_Y^* H_Y(1)))$$

and define the connection

$$\nabla^W := \nabla^W_0 + \text{pr}_M^*(E) \otimes \text{pr}_Y^* y.$$

The partial connection $\nabla^I$ on $W \to M \times Y$ induced by $\nabla^W$ in the $M$-direction is flat. Furthermore, the $(0, 1)$-part $\partial$ of $\nabla^W$ in the $Y$-direction is a holomorphic structure. The pair $(\nabla^I, \partial)$ is a partial geometry on the complex vector bundle $W \to M \times Y$ in the sense of Definition [4.7].

We fix a cut-off function $\theta \in C^\infty(\mathbb{R})$ such that $\theta(t) \in [0, 1]$ for all $t \in \mathbb{R}, \theta(t) \equiv 0$ for $t \leq 1$ and $\theta(t) \equiv 1$ for $t \geq 2$. The bundle $W$ has two metrics $h^W_{02}$ and $h^W_1$, where the first one is induced from $h^V_0$, $h^V_1$ and $h_{H_Y(1)}$, while the second one is induced in the same manner from $h^V_{0,1}$ and $h^V_{1,2}$ and $h_{H_Y(1)}$. We define the metric

$$h^W([x : y]) := (1 - \theta(\frac{|y|}{x}))h^W_{02}([x : y]) + \theta(\frac{|y|}{x})h^W_1([x : y])$$

(note that $h^W$ extends smoothly to the point $[0 : 1] \in Y$).

The pair $(\nabla^H, h^W)$ consisting of the partial connection $\nabla^H$ in the $Y$-direction induced by $\nabla^W$ and the metric $h^W$ is a good geometry $g^W$ in the sense of Definitions [4.8, 4.10]. In particular, we have the characteristic form $\omega(g^W) \in Z^0(\text{DR}_{Mf, \mathbb{C}}(M \times Y))$.

Using [88] we define the form

$$\mathcal{U}(V, h^V) := \int_{\mathcal{I}} \omega(g^W) \in \text{DR}_{Mf, \mathbb{C}}^{-1}(M). \tag{109}$$

Let $f_0, f_1: M \hookrightarrow M \times \mathbb{CP}^1$ be the inclusions given by the points $[0 : 1], [1 : 0] \in \mathbb{CP}^1$. Then by construction and using $y$ as a basis of $\mathcal{O}_Y(1)_{[y \neq 0]}$, we have isomorphisms

$$f^*_0(W, g^W) \cong (V_1, h^V_1), \quad f^*_1(W, g^W) \cong (V_0 \oplus V_2, h^V_0 \oplus h^V_2).$$
Since $\omega(g^W)$ is closed implies that
\begin{align}
-d\mathcal{U}(\mathcal{V}, h^V) = \sum_{i=0}^{2} (-1)^i \omega(h^{V_i}) =: \omega(h^V). \tag{110}
\end{align}

We define a form $\alpha(h^V) \in DR^{-1}_{Mf, C}(M)$ using the notation similarly to the form defined in (104):

1. For $p \geq 1$ we set
\begin{align*}
\alpha(h^V)_R(p) := & \frac{1}{2} \left( \hat{\chi}_{2p-1}(\nabla^{V,u}, \nabla^V) + \hat{\chi}_{2p-1}(\nabla^{V,u}, \nabla^{V,*}) \right), \\
\hat{\alpha}(h^V)(p) := & -\frac{1}{2} \hat{\chi}_{2p-2}(\nabla^{V,*}, \nabla^{V,u}, \nabla^V),
\end{align*}
and $\alpha(h^V)(p) := 0$.

2. We set $\hat{\alpha}(h^V)(0) := 0$, $\alpha(h^V)_R(0) := 0$ and $\alpha(h^V)(0) := 0$.

We set
\begin{align}
\alpha(h^V) := \sum_{i=0}^{2} (-1)^i \alpha(h^{V_i}) \in DR^{-1}_{Mf, C}(M). \tag{111}
\end{align}

Furthermore, we define
\begin{align*}
\gamma(h^V) := & \sum_{i=0}^{2} (-1)^i \gamma(h^{V_i}) \in Z^0(\text{DR}_{Mf, C}(M)),
\end{align*}
where $\gamma(h^V) \in Z^0(\text{DR}_{Mf, C}(M))$ is given as follows:

1. For $p \geq 1$ we set $\gamma(h^V)_R(p) := 0$, $\gamma(h^V)(p) := 0$ and

\begin{align*}
\hat{\gamma}(h^V)(p) := & \frac{1}{2} \hat{\chi}_{2p-1}(\nabla^{V,*}, \nabla^V).
\end{align*}

2. We set $\hat{\gamma}(h^V)(0) := 0$, $\gamma(h^V)_R(0) = \gamma(h^V)(0) := \dim(V)$.

Then we have (compare with (105))
\begin{align}
\omega(h^V) - d\alpha(h^V) = \gamma(h^V). \tag{112}
\end{align}

We define
\begin{align}
\mathcal{Z}(\mathcal{V}, h^V) := \mathcal{U}(\mathcal{V}, h^V) + \alpha(h^V) \in \text{DR}^{-1}_{Mf, C}(M). \tag{113}
\end{align}

Equations (110) and (112) imply that the components of $\mathcal{Z}(\mathcal{V}, h^V)$ (as in (94)) satisfy
\begin{align}
d\mathcal{Z}_R(\mathcal{V}, h^V)(p) = 0, \quad -d\tilde{\mathcal{Z}}(\mathcal{V}, h^V)(p) + \mathcal{Z}_R(\mathcal{V}, h^V)(p) = -\hat{\gamma}(h^V)(p) \tag{114}
\end{align}
for all $p \geq 0$. We now separate the real and imaginary parts (cf. (95)) of this equality. Note that

\[ \text{Im}(\mathcal{Z}_R(\mathcal{V}, h^V)(p)) = 0, \quad \text{Re}(\tilde{\mathcal{A}}_{2p-1}(\nabla^{V_i,*}, \nabla^{V_i})) = 0 \, . \]

We define

\[ T'(\mathcal{V}, h^V)_{2p-2} := \text{Im}(\tilde{\mathcal{Z}}(\mathcal{V}, h^V)(p)) \, , \quad T'(\mathcal{V}, h^V) := \sum_{p \geq 1} T'(\mathcal{V}, h^V)_{2p-2} \, . \]

Then the imaginary part of (114) gives

\[ dT'(\mathcal{V}, h^V) = \frac{1}{2} \sum_{i=0}^{2} (-1)^i \tilde{\mathcal{A}}(\nabla^{V_i,*}, \nabla^{V_i}) \, . \] (115)

Finally, we check that $T'(\mathcal{V}, h^V)$ vanishes in the split case. If $\mathcal{V}, h^V$ is split, then the metric $h^W = h^W_{02} = h^W_1$, the connection $\nabla^W = \nabla^W_0$, and hence the characteristic forms are $U(2)$-invariant. In particular, the components of $\omega(g^W) \in \text{DR}_{Mf,\mathbb{Z}}(M \times Y)$ are harmonic in the $Y$-direction and by the second equality in (56) we get $\int_M \omega(g^W) = 0$. One sees directly that also $\tilde{\alpha}(h^V)$ vanishes.

Putting everything together, we see that

\[ (\mathcal{V}, h^V) \mapsto T'(\mathcal{V}, h^V) \]

satisfies the assumptions in Theorem 5.14 characterizing the Bismut-Lott torsion form, and hence

\[ T'(\mathcal{V}, h^V) \equiv T(\mathcal{V}, h^V) \] (116)

modulo exact forms.

For later use we introduce the following notation:

\[ \mathcal{Z}^{\text{Im}}(\mathcal{V}, h^V) := (0 \oplus 0, T'(\mathcal{V}, h^V)_{2p-2})_{p \geq 0} \] (117)

and

\[ \mathcal{Z}^{\text{Re}}(\mathcal{V}, h^V) := \left( \mathcal{Z}_R(\mathcal{V}, h^V)(p) \oplus 0, \text{Re}(\tilde{\mathcal{Z}}(\mathcal{V}, h^V)(p)) \right)_{p \geq 0} \]

so that

\[ \mathcal{Z}(\mathcal{V}, h^V) = \mathcal{Z}^{\text{Re}}(\mathcal{V}, h^V) + \mathcal{Z}^{\text{Im}}(\mathcal{V}, h^V) \, . \] (118)

Further note that (114) implies

\[ \mathcal{Z}^{\text{Re}}(\mathcal{V}, h^V) = d \left( \text{Re}(\tilde{\mathcal{Z}}(\mathcal{V}, h^V)(p)) \oplus 0 \right)_{p \geq 0} \, . \] (119)
5.6.3 Lott’s relation

We fix a number ring \( R \) and set \( X := \text{Spec}(R) \in \text{Reg}_\mathbb{Z} \). We further consider a smooth manifold \( M \) and an exact sequence

\[
\mathcal{V} : 0 \to V_0 \to V_1 \to V_2 \to 0
\]

of locally free, locally finitely generated \( \text{pr}_X^* \mathcal{O}_X \)-modules on \( M \times X \).

Recall from Subsection 5.5.3 that for every \( \sigma \in X(\mathbb{C}) \) we get an exact sequence

\[
\mathcal{V}_\sigma : 0 \to V_{0,\sigma} \to V_{1,\sigma} \to V_{2,\sigma} \to 0 \quad (121)
\]

of locally constant sheaves of finitely generated \( \mathbb{C} \)-vector spaces. Since \( X(\mathbb{C}) \) is zero-dimensional, a geometry \( g^\mathcal{V} = (g_i^\mathcal{V})_{i=0,1,2} \) is the same as a collection of geometries \( (h_i^\mathcal{V}_\sigma)_{\sigma \in X(\mathbb{C})} \) such that \( \overline{h}^\mathcal{V}_\sigma = h_i^\mathcal{V}_\sigma \) (cf. the introductory paragraphs of 5.5.3 and 5.6.1).

We use the Bismut-Lott torsion forms \( \mathcal{T}(\mathcal{V}_\sigma, h_i^\mathcal{V}_\sigma) \) in order to define the analytic torsion form

\[
\mathcal{T}_Z(\mathcal{V}, g^\mathcal{V}) \in \Omega A^{-1}(M)
\]

which coincides up to normalization with the form \([\text{BG13}, (104)]\). In terms of the components \( \mathcal{T}_Z(\mathcal{V}, g^\mathcal{V}) \) of its image \( \Psi(\mathcal{T}_Z(\mathcal{V}, g^\mathcal{V})) \) under the map \( \Psi \) it is given by

\[
\mathcal{T}_Z(\mathcal{V}, g^\mathcal{V})_{\mathcal{V}}(p) := 0, \quad \mathcal{T}_Z(\mathcal{V}, g^\mathcal{V})(p) := 0 \quad \text{for all } p \geq 0
\]

and

\[
\text{ev}_\sigma \mathcal{T}_Z(\mathcal{V}, g^\mathcal{V})(p) := \begin{cases} 
-\mathcal{T}(\mathcal{V}_\sigma, h_i^\mathcal{V}_\sigma)_{2p-2}, & \text{if } p \geq 2, \\
-\mathcal{T}(\mathcal{V}_\sigma, h_i^\mathcal{V}_\sigma)_{0+p} + \overline{\tau}(\mathcal{V}, g^\mathcal{V}), & \text{if } p = 1, \\
0, & \text{if } p = 0,
\end{cases} \quad (122)
\]

with

\[
\overline{\tau}(\mathcal{V}, g^\mathcal{V}) := \frac{1}{|X(\mathbb{C})|} \sum_{\sigma \in X(\mathbb{C})} \mathcal{T}(\mathcal{V}_\sigma, h_i^\mathcal{V}_\sigma)_{0}. \quad (123)
\]

Recall the characteristic form \( \beta(g_i^\mathcal{V}) \) introduced in \( \text{[BG13], (102)} \) and write

\[
\beta(g_i^\mathcal{V}) := \sum_{i=0}^{2} (-1)^i \beta(g_i^\mathcal{V}).
\]

By the fundamental property \( \text{[BG13], (107)} \) of the Bismut-Lott torsion form we then have

\[
d \Psi(\mathcal{T}_Z(\mathcal{V}, g^\mathcal{V})) = \Psi(\beta(g^\mathcal{V})) \quad \text{and hence} \quad d \mathcal{T}_Z(\mathcal{V}, g^\mathcal{V}) = \beta(g^\mathcal{V}).
\]

In \[\text{BG13}, \text{Conj. 5.7}\] we asked whether

\[
\hat{\text{cycl}}(V_0, g^V_0) - \hat{\text{cycl}}(V_1, g^V_1) + \hat{\text{cycl}}(V_2, g^V_2) = \text{a} (\mathcal{T}_Z(\mathcal{V}, g^\mathcal{V}))
\]

holds true in \( \hat{K}R^0(M) \). We call this Lott’s relation. For more motivation we refer to \[\text{BG13}, \text{Sec. 5.4.1}\].

**Theorem 5.15.** Lott’s relation holds true, i.e. we have

\[
\hat{\text{cycl}}(V_0, g^V_0) - \hat{\text{cycl}}(V_1, g^V_1) + \hat{\text{cycl}}(V_2, g^V_2) = \text{a} (\mathcal{T}_Z(\mathcal{V}, g^\mathcal{V}))
\]

in \( \hat{K}R^0(M) \).
5.6.4 Proof of Theorem 5.15

Recall the functions (123) and (103).

**Lemma 5.16.** We have the relation

\[ \bar{\tau}(V, g^V) = \frac{1}{2|X(C)|} \sum_{i=0}^{2} (-1)^i \lambda(g^V_i) . \]

**Proof.** We write

\[ \sigma(V, g^V) := \bar{\tau}(V, g^V) - \frac{1}{2|X(C)|} \sum_{i=0}^{2} (-1)^i \lambda(g^V_i) . \]

We first observe that as a consequence of Lemma 5.11 and (115) we have \( d\sigma(V, g^V) = 0 \). This implies that \( \sigma(V, g^V) \) is independent of the choice of the metric \( g^V \). Moreover it suffices to check the equality \( \sigma(V, g^V) = 0 \) in the case that \( M \) is a point. If \( M \) is a point, then we can assume that \((V, g^V)\) splits in which case \( \sigma(V, g^V) = 0 \) is clear.

To prove the Theorem, by Lemma 5.10 and (100) it suffices to show that

\[ \psi( \hat{cycl}(V_0, g^{V_0})) - \psi( \hat{cycl}(V_1, g^{V_1})) + \psi( \hat{cycl}(V_2, g^{V_2})) = a(\Psi(T_Z(V, g^V))) \]

in \( \hat{K}^0(M \times X) \). By Lemma 5.13 this is equivalent to

\[ \hat{cycl}(V_0, g^{V_0}) - \hat{cycl}(V_1, g^{V_1}) + \hat{cycl}(V_2, g^{V_2}) = a\left( \Psi(T_Z(V, g^V)) + \alpha(g^V) \right) , \]

where \( \alpha(g^V) \) is defined using the form \( \alpha \) from (104) by

\[ \alpha(g^V) := \sum_{i=0}^{2} (-1)^i \alpha(g^{V_i}) \]

and we suppress the map \( c \). We write

\[ \Psi(T_Z(V, g^V)) + \alpha(g^V) =: \delta(V, g^V) \in DR_{M_f, Z}(M \times X) . \]

Then we have

\[ ev_\sigma \delta(V, g^V) \equiv_{116} -Z^{Im}(V_\sigma, h^{V_\sigma}) + \alpha(g^{V_\sigma}) \quad \text{(mod im(d))} \]

\[ \equiv_{118} -Z(V_\sigma, h^{V_\sigma}) + \alpha(g^{V_\sigma}) + Z^{Re}(V_\sigma, h^{V_\sigma}) \]

\[ \equiv_{113} -U(V_\sigma, h^{V_\sigma}) + Z^{Re}(V_\sigma, h^{V_\sigma}) \]

\[ \equiv_{119} -U(V_\sigma, h^{V_\sigma}) \quad \text{(mod im(d))} \]

using Lemma 5.16 for the \( p = 1 \)-component.
We can assume that $M$ is connected and fix a base point $m \in M$. We let $U_i \in \text{Mod}(R)$ be the fibres of $V_i$ at $m$. The sheaves $V_i$ are determined by the holonomy representations $\rho_i$ of $\pi_1(M, m)$ on the finitely generated projective $R$-modules $U_i$. We can choose a decomposition

$$U_1 = U_0 \oplus U_2$$

(125)
as $R$-modules. There exists a uniquely determined map $\nu: \pi_1(M, m) \to \text{Hom}_{\text{Mod}(R)}(U_2, U_0)$ such that

$$\rho_1 = \begin{pmatrix} \rho_0 & \nu \\ 0 & \rho_2 \end{pmatrix}.$$}

We let $Y := \mathbb{P}_\mathbb{Z}^1$ with homogeneous coordinates $[x : y]$, and consider $y \in \mathcal{O}_Y(1)(Y)$. We define the vector bundle

$$\widetilde{U}_1 := U_0 \otimes_R \mathcal{O}_Y(1) \oplus U_2 \otimes_R \mathcal{O}_Y$$
on $X \times Y$ and set

$$\widetilde{\rho}_1 := \begin{pmatrix} \rho_0 \otimes 1 & \nu \otimes y \\ 0 & \rho_2 \end{pmatrix}: \pi_1(M, m) \to \text{Aut}(\widetilde{U}_1).$$

The representation $\widetilde{\rho}_1$ determines a sheaf $\widetilde{V}_1$ of locally free, finitely generated $\mathcal{O}_{X \times Y}$-modules on $M \times X \times Y$. Its base-change along the inclusion $\mathbb{Z} \to \mathbb{C}$ is a sheaf $\widetilde{V}_{1,\mathbb{C}}$ over $M \times X(\mathbb{C}) \times \mathbb{C}\mathbb{P}^1$. For every $\sigma \in X(\mathbb{C})$ we get a complex vector bundle $\widetilde{W}_\sigma \to M \times \mathbb{C}\mathbb{P}^1$ with partial geometry $(\nabla^{I,\widetilde{W}_\sigma}, \partial^{\widetilde{W}_\sigma})$ such that the sheaf of joint kernels of $\nabla^{I,\widetilde{W}_\sigma}$ and $\partial^{\widetilde{W}_\sigma}$ is canonically isomorphic to $(\widetilde{V}_{1,\mathbb{C}})_{|M \times \{\sigma\} \times \mathbb{C}\mathbb{P}^1}$.

If we apply the construction of Subsection 5.6.2 to the sequence (121) we get a bundle $W_\sigma \to M \times \mathbb{C}\mathbb{P}^1$ with partial geometry $(\nabla^W_\sigma, \partial^W_\sigma)$. By construction we have a natural identification

$$\phi_{\sigma,m}: (W_\sigma)_{|\{m\} \times \mathbb{C}\mathbb{P}^1} \cong (\widetilde{W}_\sigma)_{|\{m\} \times \mathbb{C}\mathbb{P}^1}.$$}

Indeed, both sides are canonically isomorphic to the vector bundle on $\mathbb{C}\mathbb{P}^1$ corresponding to

$$(U_0 \otimes_\sigma \mathbb{C}) \otimes \mathcal{O}_{\mathbb{C}\mathbb{P}^1}(1) \oplus (U_2 \otimes_\sigma \mathbb{C}) \otimes \mathcal{O}_{\mathbb{C}\mathbb{P}^1}.$$

We use parallel transport along curves with constant projection to $\mathbb{C}\mathbb{P}^1$ in order to extend this identification to an isomorphism

$$\phi_\sigma: W_\sigma \to \widetilde{W}_\sigma$$

which is compatible with the partial connections $\nabla^{I,W_\sigma}$ and $\nabla^{I,\widetilde{W}_\sigma}$. This works since by construction the isomorphism $\phi_{\sigma,m}$ maps the holonomy of $(\nabla^{I,W_\sigma})_{M \times \{z\}}$ to the holonomy of $(\nabla^{I,\widetilde{W}_\sigma})_{M \times \{z\}}$ for all $z \in \mathbb{C}\mathbb{P}^1$. Note that $\phi_\sigma$ is also compatible with the holomorphic structures $\partial^W_\sigma, \partial^{\widetilde{W}_\sigma}$. We now use $\phi_\sigma$ in order to transport the geometry $g^W_\sigma$ defined in 5.6.2 for the sequence (121) to a geometry $g^{\widetilde{W}_\sigma}$. 70
We define the geometry $g\tilde{V}^i$ such that it evaluates at all $\sigma \in X(C)$ to the geometry $g\tilde{W}^i$. 

We let $f_0, f_1: M \times X \to M \times X \times Y$ be the maps given by the points $[0:1], [1:0] \in \mathbb{P}^1_Z$. By our normalization of the metric $h^{H_Y(1)}$ we have a natural isomorphism

$$f_0^*(\tilde{V}^i, g\tilde{V}^i) \cong (V^i, gV^i).$$

We also consider the split variant $(\tilde{V}^{\text{split}}_1, g\tilde{V}^{\text{split}}_1)$ obtained by replacing the exact sequence (120) in the constructions above by

$$\nu^{\text{split}}: 0 \to V_0 \to V_0 \oplus V_2 \to V_2 \to 0$$

and using the geometry induced by $gV_0$ and $gV_2$ on $V_0 \oplus V_2$. By construction we have natural isomorphisms

$$f_1^*(\tilde{V}^{\text{split}}_1, g\tilde{V}^{\text{split}}_1) \cong f_1^*(\tilde{V}_1, g\tilde{V}_1), \quad f_0^*(\tilde{V}^{\text{split}}_1, g\tilde{V}^{\text{split}}_1) \cong (V_0, gV_0) \oplus (V_2, gV_2).$$

We write

$$\hat{x} := \overline{\text{cycl}}(\tilde{V}_1, g\tilde{V}_1), \quad \hat{y} := \overline{\text{cycl}}(\tilde{V}^{\text{split}}_1, g\tilde{V}^{\text{split}}_1).$$

Since the topological cycle map $\overline{\text{cycl}}$ is additive on short exact sequences we have $I(\hat{x}) = I(\hat{y})$. Furthermore $\int_{H} R(\hat{y}) = 0$ (cf. the argument in Subsection 5.6.2). By Proposition 5.8 we have

$$f_0^*(\hat{x}) - f_0^*(\hat{y}) = f_0^*(\hat{x} - \hat{y}) = a(\int_H R(\hat{x})) = a(\int_H \omega(g\tilde{V})).$$

In other words,

$$\overline{\text{cycl}}(V_0, g_0) - \overline{\text{cycl}}(V_1, g_1) + \overline{\text{cycl}}(V_2, g_2) = -a(\int_H \omega(g\tilde{V})).$$

Note that

$$\text{ev}_\sigma \int_H \omega(g\tilde{V}) = U(V_\sigma, gV_\sigma)$$

for all $\sigma \in X(C)$. In view of (124) this implies

$$-a(\int_H \omega(g\tilde{V})) = a(\delta(V, gV))$$

and thus Theorem 5.15. \qed
A Notations and technicalities

A.1 Categories

We list some categories appearing in the present paper.

| name                                | symbol  |
|-------------------------------------|---------|
| sets                                | Set     |
| simplicial sets                     | sSet    |
| spectra                             | Sp      |
| (of simplicial sets)                |         |
| abelian groups                      | Ab      |
| chain complexes                     | Ch      |
| (of abelian groups)                 |         |
| standard finite ordered sets        | Δ       |
| 1-category of categories            | Cat     |

A.2 $\infty$-categories and their localization

We use the language of $\infty$-categories. A basic reference is [Lur09]. A quick overview is given in [Gro10]. For us, an $\infty$-category is a simplicial set satisfying the inner lifting property [Lur09 1.1.2.4]. Given a simplicial set $S$ and an $\infty$-category $C$, we denote by $\text{Fun}(S, C)$ the simplicial set of maps between the underlying simplicial sets. It is again an $\infty$-category [Lur09, 1.2.7.3]. A functor between $\infty$-categories is a morphism of simplicial sets. It is an equivalence of $\infty$-categories if the morphism of simplicial sets is a categorical equivalence [Lur09, 1.1.5.14].

Let $C$ be some $\infty$-category and $W$ a collection of morphisms, i.e. 1-simplices, called weak equivalences. For every $\infty$-category $T$ we let

$$\text{Fun}_{W^{-1}}(C, T) \subseteq \text{Fun}(C, T)$$

be the full subcategory of functors which map the weak equivalences $W$ to equivalences in $T$. Then there exists an $\infty$-category $C[W^{-1}]$ together with a natural functor

$$C \rightarrow C[W^{-1}]$$

characterized by the universal property that for every $\infty$-category $T$ the induced map on functors to $T$ factorizes over an equivalence

$$\text{Fun}(C[W^{-1}], T) \rightarrow \text{Fun}_{W^{-1}}(C, T)$$

(cf. [Spi10, Lemma 5.1]).

Here we list the basic $\infty$-categories and the choices of weak equivalences used in the present paper. We denote the nerve of a category $C$ by $\mathcal{N}(C)$. It will be considered as an
∞-category.

| name                              | symbol | $W$                          |
|-----------------------------------|--------|------------------------------|
| categories                        | $\mathbb{N}(\text{Cat})$ | equivalences of categories   |
| simplicial sets                   | $\mathbb{N}(\text{sSet})$ | weak homotopy equivalences    |
| chain complexes of abelian groups | $\mathbb{N}(\text{Ch})$  | quasi-isomorphisms            |
| spectra                           | $\mathbb{N}(\text{Sp})$  | stable equivalences           |

### A.3 Monoids and groups

If $C$ is a symmetric monoidal ∞-category, then have the ∞-category $\text{CommMon}(C)$ of commutative monoids in $C$ (called commutative algebra objects in [Lur, Definition 2.1.3.1]). In the special case of $\mathbb{N}(\text{sSet})[W^{-1}]$ with the cartesian symmetric monoidal structure we can consider the full subcategory of grouplike monoids. The inclusion is part of an adjunction

$$\Omega B : \text{CommMon}(\mathbb{N}(\text{sSet})[W^{-1}]) \rightleftarrows \text{CommGroup}(\mathbb{N}(\text{sSet})[W^{-1}]) : \text{inclusion},$$

where $\Omega B$ is called the group completion.

We let $\mathbb{N}(\text{Sp}^{\geq 0}) \subset \mathbb{N}(\text{Sp})$ denote the full subcategory of connective spectra. Its weak equivalences are induced from $\mathbb{N}(\text{Sp})$. The ∞-loop space functor from spectra to pointed simplicial sets refines to a functor

$$\Omega^\infty : \mathbb{N}(\text{Sp})[W^{-1}] \to \text{CommGroup}(\mathbb{N}(\text{sSet})[W^{-1}])$$

whose restriction to $\mathbb{N}(\text{Sp}^{\geq 0})[W^{-1}]$ is an equivalence. We write $\text{sp}$ for the composition

$$\text{sp} : \text{CommGroup}(\mathbb{N}(\text{sSet})[W^{-1}]) \xrightarrow{(\Omega^\infty)^{-1}} \mathbb{N}(\text{Sp}^{\geq 0})[W^{-1}] \to \mathbb{N}(\text{Sp})[W^{-1}].$$

### A.4 Mapping spaces

If $C$ is an ∞-category and $x, y \in C$ are objects, then we let

$$\text{map}(x, y) \in \mathbb{N}(\text{sSet})[W^{-1}]$$

denote the mapping space [Lur09, 1.2.2.1]. If $C$ is stable [Lur, 1.1.1.9] (as e.g. $\mathbb{N}(\text{Sp})[W^{-1}]$ or $\mathbb{N}(\text{Ch})[W^{-1}]$), then we have a mapping spectrum

$$\text{Map}(x, y) \in \mathbb{N}(\text{Sp})[W^{-1}]$$

which refines the mapping space in the sense that $\Omega^\infty\text{Map}(x, y) \cong \text{map}(x, y)$ (where we secretly forget the commutative group structure on the left hand side).

In the case that

$$x, y \in \text{CommMon}(\mathbb{N}(\text{sSet})[W^{-1}])$$
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we write
\[ \text{Map}(x, y) \in \text{CommMon}(\mathbb{N}(sSet)[W^{-1}]) \]
for the mapping space \( \text{map}(x, y) \) equipped with the additional structure of a commutative monoid. Details will always be indicated at the corresponding places.

\section*{A.5 The Eilenberg-MacLane correspondence}

We consider \( Z \in \mathbb{N}((\text{Ch})[W^{-1}]) \) as a chain complex in degree 0 and let
\[ HZ := \text{Map}(Z, Z) \in \text{CommMon}(\mathbb{N}(\text{Sp})[W^{-1}]) \]
be its endomorphism spectrum with the additional structure of a commutative ring spectrum. We let \( \text{Mod}(HZ) \) denote the \( \infty \)-category of \( HZ \)-modules which comes with a forgetful functor
\[ \text{Mod}(HZ) \to \mathbb{N}(\text{Sp})[W^{-1}] . \]
There is a unique equivalence (the Eilenberg-MacLane functor) of stable \( \infty \)-categories
\[ H : \mathbb{N}(\text{Ch})[W^{-1}] \xrightarrow{\sim} \text{Mod}(HZ) \]
which sends \( Z \) to \( HZ \). We refer to [BG13, Subsection 6.8].

We need the following relation of the Eilenberg-MacLane correspondence with the group completion: The diagram
\[ \begin{array}{ccc}
\mathbb{N}(\text{Ab}) & \xrightarrow{\text{discrete category}} & \text{CommMon}(\mathbb{N}(\text{Cat})[W^{-1}]) \\
\downarrow^\text{const} & & \downarrow^\text{\text{roi}} \\
\mathbb{N}(s\text{Ab}) & \xrightarrow{\text{const}} & \text{CommMon}(\mathbb{N}(s\text{Set})[W^{-1}]) \\
\downarrow^S & & \downarrow^\Omega B \\
\mathbb{N}(s\text{Ab})[W^{-1}] & \xrightarrow{Dold-Kan} & \text{CommGroup}(\mathbb{N}(s\text{Set})[W^{-1}]) \\
\downarrow^{\text{incl.}} & & \downarrow^\mathbb{K} \\
\mathbb{N}(\text{Ch})[W^{-1}] & & \mathbb{N}(\text{Sp})[W^{-1}] . \\
\end{array} \]

commutes.

\section*{A.6 Primitive cohomology classes}

Here we provide some technical facts used in the proof of Proposition 3.8. We first establish the isomorphism (30).
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Recall that
\[ Y : (\text{Sm}_C)^{\Delta^{op}} \to \text{Sh}_{\text{Set}}(\text{Sm}_C) \]
is the Yoneda embedding and \( \kappa : \text{Sh}_{\text{Set}}(\text{Sm}_C) \to \text{Fun}(\text{Sm}_C, \mathbb{N}(\text{Set})[W^{-1}]) \) is the canonical map. We denote the \( \infty \)-categorical Yoneda image of the variety \( BGL_q \in \text{Sm}_C \) by \( Y_\infty(BGL_q) \in \text{Fun}(\text{Sm}_C, \mathbb{N}(\text{Set})[W^{-1}]) \). Then we have a canonical equivalence\(^2\)
\[ \kappa(Y(BGL_\bullet)) \cong \colim_{[q] \in \Delta^{op}} Y_\infty(BGL_q) \]
in \( \text{Fun}(\text{Sm}_C, \mathbb{N}(\text{Set})[W^{-1}]) \). Using this and the Yoneda Lemma \([\text{Lur09}, \text{Lemma 5.1.5.2}]\) we get the equivalences
\[ \text{map}(\kappa(Y(BGL_\bullet)), \Omega^\infty H(\text{DR}(p))) \cong \lim_{[q] \in \Delta} \text{map}(Y_\infty(BGL_q), \Omega^\infty H(\text{DR}_C(p))) \cong \lim_{[q] \in \Delta} \Omega^\infty H(\text{DR}_C(p)(BGL_q)) \]
The functors \( \Omega^\infty \) and \( H \) commute with limits. Since moreover \( \lim_{[q] \in \Delta} \text{DR}_C(p)(BGL_q) \cong \text{tot} \text{DR}_C(p)(BGL_\bullet) \) we obtain the equivalence
\[ \text{map}(\kappa(Y(BGL_\bullet)), \Omega^\infty H(\text{DR}(p))) \cong \Omega^\infty H(\text{tot}(\text{DR}_C(p)(BGL_\bullet))) \]
Since for any complex \( A \in \mathbb{N}(\text{Ch})[W^{-1}] \) and \( k \geq 0 \) we have \( \pi_k(H(A)) \cong H^{-k}(A) \) we get a natural isomorphism
\[ \pi_k(\text{map}(\kappa(Y(BGL_\bullet)), \Omega^\infty H(\text{DR}(p)))) \cong H^{-k}(\text{tot}(\text{DR}_C(p)(BGL_\bullet))) \]
which is exactly (30).

The direct sum makes \( BGL_\bullet \) a monoid in \( \text{Sm}_C^{\Delta^{op}} \). We denote by \( \mu, \text{pr}_1, \text{pr}_2 : BGL_\bullet \times BGL_\bullet \to BGL_\bullet \) the monoid structure and the projections, respectively. The subspace of primitive elements
\[ H^*(\text{tot}(\text{DR}_C(p)(BGL_\bullet)))^{\text{prim}} \subseteq H^*(\text{tot}(\text{DR}_C(p)(BGL_\bullet))) \]
is by definition the set of elements \( x \) satisfying
\[ \mu^*(x) = \text{pr}_1^* x + \text{pr}_2^* x. \]
It follows from the above and from the definition of Prim(\( M, \text{DR}_C(p) \)) in 3.7 that we have an injection
\[ \text{Prim}(M, \text{DR}_C(p)) \hookrightarrow H^0(\text{tot}(\text{DR}_C(p)(BGL_\bullet)))^{\text{prim}}. \]
A.7 Sheaves

We now consider a site $S$, i.e. a category with a topology determined by a collection of coverings $(U \to M)$, and take $S := \mathbb{N}(S^{op})$. For the following we refer to [Lur09 6.2.2.6-6.2.2.7]. We assume that the target $C$ is a presentable $\infty$-category.

Definition A.1. We let $\text{Fun}^{\text{desc}}(S, C) \subseteq \text{Fun}(S, C)$ denote the full subcategory of sheaves, i.e. objects $F \in \text{Fun}(S, C)$ which satisfy the descent condition that $F(M) \xrightarrow{\sim} \lim_{\Delta} F(U_\bullet)$ is an equivalence in $C$ for all $M \in S$ and coverings $U \to M$, where $U_\bullet \in S^{\Delta^{op}}$ denotes the associated Čech nerve.

In the case where $F$ is a presheaf of chain complexes and $C$ is the $\infty$-category of chain complexes $\mathbb{N}(\text{Ch})[W^{-1}]$ it is useful to know that $\lim_{\Delta} F(U_\bullet)$ is represented by the total complex $\text{tot} F(U_\bullet)$ associated to the double complex obtained from the cosimplicial chain complex $F(U_\bullet)$. Note that in that case $\text{tot} F(U_\bullet)$ is the usual Čech complex.

We have an adjunction

$$L : \text{Fun}(S, C) \rightleftarrows \text{Fun}^{\text{desc}}(S, C) : \text{inclusion},$$

where $L$ is called the sheafification.

Here is a list of sites used in the present paper.

| site | $\infty$-category | name | coverings |
|------|-------------------|------|-----------|
| Mf   | $S_{Mf}$          | manifolds | open coverings |
| Sm$_{C}$ | $S_{C}$       | smooth varieties over $\mathbb{C}$ | Zariski open coverings |
| Reg$_{\mathbb{Z}}$ | $S_{\mathbb{Z}}$ | regular, separated schemes of finite type over $\mathbb{Z}$ | Zariski open coverings |
| Mf $\times$ Reg$_{C}$ | $S_{Mf,C}$ | the product | induced |
| Mf $\times$ Reg$_{\mathbb{Z}}$ | $S_{Mf,\mathbb{Z}}$ | the product | induced |

A.8 Čechification

Let $f : X \to Y$ be a morphism in $\text{Fun}(S_{Mf}, C)$. Sometimes one needs a criterion ensuring that $L(f) : L(X) \to L(Y)$ in $\text{Fun}^{\text{desc}}(S_{Mf}, C)$ is an equivalence. In examples this turns out too difficult to check directly. In some cases one can use the following approximation $L : \text{Fun}(S_{Mf}, C) \to \text{Fun}(S_{Mf}, C)$ of the sheafification functor which on objects acts as

$$L(X)(M) := \text{colim}_U \lim_{\Delta} X(U^\bullet),$$

where the colimit is over a suitable filtered system of open coverings of $M$. Its precise construction goes as follows.

We consider a partially ordered set as a category in the natural way. We have a functor $Mf^{op} \to \text{Cat}$ which associates to every manifold $M$ the filtered partially ordered set of
open coverings \((U_m)_{m \in M}\) of \(M\) indexed by the points of \(M\) in such a way that \(m \in U_m\). By \(\mathbf{Mf}\) we denote the Grothendieck construction of this functor. An object of \(\mathbf{Mf}\) is a pair \((M, \mathcal{U})\) of a manifold and a covering \(\mathcal{U} = (U_m)_{m \in M}\), and a morphism \((M, \mathcal{U}) \to (M', \mathcal{U}')\) is a smooth map \(f : M \to M'\) such that \(U_m \subseteq f^{-1}(U'_{f(m)})\) for all \(m \in M\). We have the Čech nerve functor \(\tilde{\mathbf{Mf}}\) which associates to \((M, \mathcal{U})\) the simplicial manifold \(\mathcal{U}^\bullet\) called the Čech nerve of \(\mathcal{U}\), and hence an evaluation functor \(\tilde{\mathbf{Mf}} \times \Delta^{op} \to \mathbf{Mf}\). Precomposition with this functor gives the functor

\[
\text{Fun}(S_{\mathbf{Mf}}, C) \to \text{Fun}(\mathbb{N}(\tilde{\mathbf{Mf}})^{op}, \text{Fun}(\Delta, C))
\]

We further compose with \(\lim_{\mathbb{N}(\Delta)}\) and get the functor

\[
\tilde{\mathcal{L}} : \text{Fun}(S_{\mathbf{Mf}}, C) \to \text{Fun}(\mathbb{N}(\tilde{\mathbf{Mf}})^{op}, C)
\]

We have an adjunction

\[
\Phi_* : \text{Fun}(\mathbb{N}(\tilde{\mathbf{Mf}})^{op}, C) \rightleftarrows \text{Fun}(S_{\mathbf{Mf}}, C) : \Phi^*,
\]

where \(\Phi : \mathbb{N}(\tilde{\mathbf{Mf}})^{op} \to S_{\mathbf{Mf}}\) forgets the coverings and \(\Phi^*\) is the pull-back along this functor. Its left adjoint \(\Phi_*\) is the Kan-extension functor.

**Definition A.2.** We define \(L : \Phi_* \circ \tilde{\mathcal{L}}\).

By the pointwise formula for the Kan extension functor we have

\[
\mathcal{L}(X)(M) \cong \colim_{(N, \mathcal{U}), M \to N} \lim_{\mathbb{N}(\Delta)} X(\mathcal{U}_*)
\]

Now \(\tilde{\mathbf{Mf}}_{/M}^{op} = (\tilde{\mathbf{Mf}}_M)^{op}\) contains the category of coverings of \(M\) as a cofinal subcategory. Hence it suffices to take the colimit over the coverings of \(M\) and we get

\[
\mathcal{L}(X)(M) \cong \colim_{(M, \mathcal{U})} \lim_{\mathbb{N}(\Delta)} X(\mathcal{U}_*)
\]

If \(X \in \text{Fun}(S_{\mathbf{Mf}}, \mathbb{N}(\text{Ch}))\) is a presheaf of chain complexes, then (abusing notation) we agree to define \(\mathcal{L}X \in \text{Fun}(S_{\mathbf{Mf}}, \mathbb{N}(\text{Ch}))\) by

\[
\mathcal{L}X(M) := \colim_{(M, \mathcal{U})} \lim_{\mathbb{N}(\Delta)} \text{tot} X(\mathcal{U}_*)
\]

Note that \(\mathcal{L}X\) is a model for \(\mathcal{L}(X_\infty)\), where \(X_\infty \in \text{Fun}(S_{\mathbf{Mf}}, \mathbb{N}(\text{Ch})[[W^{-1}]]\) is the image of \(X\) under localization.

We have a natural transformation \(\Phi^* \to \tilde{\mathcal{L}}\) given by the canonical maps \(X(M) \to \lim_{\mathbb{N}(\Delta)} X(\mathcal{U}_*)\). By adjunction this gives a transformation \(\text{id} \to \mathcal{L}\). If \(X\) is a sheaf, then \(X \to \mathcal{L}(X)\) is an equivalence.

In order to relate \(\mathcal{L}\) with the sheafification we define

\[
\mathcal{L}^\infty := \colim(\text{id} \to \mathcal{L} \to \mathcal{L}^2 \to \mathcal{L}^3 \to \ldots) : \text{Fun}(S_{\mathbf{Mf}}, C) \to \text{Fun}(S_{\mathbf{Mf}}, C)
\]
By construction, the natural morphism $L^\infty \to (L^\infty)^2$ is an equivalence. We let

$$\text{Fun}^{L^\infty}(S_{Mf}, C) \subseteq \text{Fun}(S_{Mf}, C)$$

be the essential image of $L^\infty$. This is a localization since condition (3) of the recognition principle [Lur09, Prop. 5.2.7.4] is satisfied. If $X$ is a sheaf, then $X \mapsto L^\infty(X)$ is an equivalence. Hence we have a sequence of localizations

$$\text{Fun}^{\text{desc}}(S_{Mf}, C) \subseteq \text{Fun}^{L^\infty}(S_{Mf}, C) \subseteq \text{Fun}(S_{Mf}, C).$$

In particular, the natural transformation

$$L \to L \circ L^\infty$$

is an equivalence.

**Corollary A.3.** If $f : X \to Y$ is a morphism in $\text{Fun}(S_{Mf}, C)$ such that $L(f) : L(X) \to L(Y)$ is an equivalence, then $L(f) : L(X) \to L(Y)$ is an equivalence.

### A.9 Homotopy invariance

Let $I := [0,1] \in Mf$ be the unit interval and $S \in \{S_{Mf}, S_{Mf,C}, S_{Mf,Z}\}$. For any $\infty$-category $C$ the pull-back along taking the product with $I$ gives an endofunctor $\mathcal{I} : \text{Fun}(S, C) \to \text{Fun}(S, C)$. Moreover, the projection along $I$ gives a transformation $id \to \mathcal{I}$.

**Definition A.4.** We call a functor $X \in \text{Fun}(S, C)$ homotopy invariant if the natural morphism $X \to \mathcal{I}(X)$ is an equivalence.

Let $\Delta^\bullet \in Mf^{\Delta}$ be the cosimplicial manifold given by the standard simplices. It gives a functor $S \times \nabla(\Delta^{op}) \to S$ induced by $(M, [q]) \mapsto M \times \Delta^q$. Pull-back along this functor defines the functor

$$s : \text{Fun}(S, C) \to \text{Fun}(S \times \nabla(\Delta^{op}), C).$$

We define the endofunctor

$$\bar{s} := \text{colim}_{\nabla(\Delta^{op})} \circ s : \text{Fun}(S, C) \to \text{Fun}(S, C).$$

The projection $\Delta^\bullet \to *$ to the constant cosimplicial manifold given by the point induces the transformation

$$id \to \bar{s}.$$  

It is a simple exercise using the contractibility of the simplices to show the following.

**Lemma A.5.** If $X \in \text{Fun}(S, C)$ is homotopy invariant, then $X \to \bar{s}(X)$ is an equivalence.
A.10 Constant sheaves

Let $C$ be a presentable $\infty$-category. The projection $p : S_{MF} \to \ast$ induces a functor

$$p^* : C \to \text{Fun}(S_{MF}, C).$$

Furthermore, if we let $e : \{\ast\} \to S_{MF}$ be the inclusion and

$$e^* : \text{Fun}(S_{MF}, C) \to C$$

be the evaluation at $\ast$, then for every $X \in \text{Fun}(S_{MF}, C)$ we have a natural map $p^*e^*X \to X$. If $X$ is a sheaf then this morphism extends naturally to a morphism $L(p^*e^*X) \to X$, where $L : \text{Fun}(S_{MF}, C) \to \text{Fun}^{\text{desc}}(S_{MF}, C)$ denotes the sheafification functor (129).

**Definition A.6.** We say that $X \in \text{Fun}^{\text{desc}}(S_{MF}, C)$ is constant if the natural morphism $L(p^*e^*X) \to X$ is an equivalence.

We let

$$\text{Fun}^{\text{desc},\text{const}}(S_{MF}, C) \subseteq \text{Fun}^{\text{desc}}(S_{MF}, C)$$

be the full subcategory of constant sheaves. Furthermore, we define

$$\text{Fun}^{\text{desc},\text{const}}(S_{MF}, C) := \text{Fun}^{\text{desc},\text{const}}(S_{MF}, \text{Fun}^{\text{desc}}(S_Z, C)),$$

$$\text{Fun}^{\text{desc},\text{const}}(S_{MF}, C) := \text{Fun}^{\text{desc},\text{const}}(S_{MF}, \text{Fun}^{\text{desc}}(S_C, C)).$$

In other words, the constancy condition only refers to the manifold direction.

Using the fact that manifolds admit good open coverings, i.e. open coverings such that all components of multiple intersections are contractible, one can show:

**Lemma A.7.** If $X \in \text{Fun}^{\text{desc}}(S_{MF}, C)$ is homotopy invariant (see Definition A.4), then it is constant.

A.11 Sm - smooth function objects

We have functors $\text{sing}_\infty \subseteq \text{sing} : Mf \to s\text{Set}$ which associate to a manifold its singular complex and its subcomplex of smooth singular simplices. Since manifolds are locally contractible we have

$$\text{sing} \in \text{Fun}^{\text{desc},\text{const}}(S_{MF}, \mathbb{N}(s\text{Set})[W^{-1}]^\text{op}).$$

Moreover, the natural inclusion

$$\text{sing}_\infty \hookrightarrow \text{sing}$$

is an equivalence in $\text{Fun}^{\text{desc},\text{const}}(S_{MF}, \mathbb{N}(s\text{Set})[W^{-1}]^\text{op})$.

Let $C$ be a presentable $\infty$-category. Then it is cotensored over $\mathbb{N}(s\text{Set})[W^{-1}]$. We denote the cotensor by

$$\text{cot} : \mathbb{N}(s\text{Set})[W^{-1}]^\text{op} \times C \to C.$$
Using the cotensor structure we can define the functor

\[ \text{Sm} := \cot \circ (\text{sing} \times \text{id}) : C \to \text{Fun}^{\text{desc.const}}(\text{SM}_f, C). \]

We say that \( \text{Sm}(U) \) is the smooth function object associated to \( U \in C \).

Sometimes we use the equivalence

\[ \text{Sm} \cong \cot \circ (\text{sing}_\infty \times \text{id}) \quad (136) \]

induced by \([135]\).

**Corollary A.8.** For every \( X \in C \) the smooth function object \( \text{Sm}(X) \) is homotopy invariant, and hence constant.

Let \( S \in \{ \text{SM}_f, \text{SM}_{f,C}, \text{SM}_{f,Z} \} \) and \( p \) be the projection from \( S \) to the point, respectively to the second factor, which belongs to \( \{ *, S_C, S_Z \} \), correspondingly. Similarly let \( e \) denote the inclusion of the point respectively the second factor into \( S \) given by \( * \in \text{SM}_f \).

**Lemma A.9.** If \( X \in \text{Fun}^{\text{desc.const}}(S, C) \), then we have natural equivalences

\[ X \sim \leftarrow L(p^*e^*X) \cong L(p^*e^*(\text{Sm}(e^*X))) \sim \text{Sm}(e^*X). \]

**Proof.** This follows from the constancy of \( X \) and \( \text{Sm}(e^*X) \).

Let \( E \in \mathbb{N}(\text{Sp})[W^{-1}] \) be a spectrum. It represents a cohomology theory \( E^* \). For every \( i \in \mathbb{Z} \) and \( M \in \text{MF} \) we have

\[ \pi_i(\text{Sm}(E)(M)) \cong E^{-i}(M). \quad (137) \]

### A.12 Complexes and cones

Using the convention \( C_{-i} = C^i \) a chain complex \((C, \partial_C)\) will either be indexed cohomologically,

\[ \cdots \to C^i \xrightarrow{\partial_C} C^{i+1} \to \cdots, \]

or homologically,

\[ \cdots \to C_{-i} \xrightarrow{\partial_C} C_{-i-1} \to \cdots. \]

For an integer \( k \) we define the shifted complex \((C[k], \partial_{C[k]})\) by \( C[k]^i = C^{i+k} \) or equivalently \( C[k]_{-i} = C_{i-k} \) with differential \( \partial_{C[k]} = (-1)^k \partial_C \).

We fix the conventions for the cone of a map of chain complexes \( \phi : C \to D \) as follows. We set

\[ \text{Cone}(\phi)^i := C^{i+1} \oplus D^i. \]

The differential of \( \text{Cone}(\phi) \) is given by

\[ \partial(c, d) := (\partial_C(c), \partial_D(d) - \phi(c)). \]

The cone fits into a fibre sequence

\[ \cdots \to \text{Cone}(\phi)[-1] \to C \xrightarrow{\phi} D \to \text{Cone}(\phi) \to \cdots \]

in \( \mathbb{N}(\text{Ch})[W^{-1}] \).
A.13 Variants of differential forms

1. $A(M \times X)$ denotes the smooth complex-valued differential forms on the smooth manifold $M \times X$, where $X$ is a complex manifold.

2. $A_{\mathbb{R}}(M \times X)$ denotes the subcomplex of real forms.

3. For $X \in \text{Sm}_C$ we denote by $A_{\log, M, f}(M \times X)$, $A_{\log, M, f, \mathbb{R}}(M \times X)$ the complex of forms with logarithmic singularities at the boundary of $X$ and its subcomplex of real-valued forms introduced in [46]. They carry the increasing weight filtration $\mathcal{W}_\bullet$. In addition, $A_{\log, M}(M \times X)$ carries the decreasing Hodge filtration $\mathcal{F}^\bullet$.

4. $\mathcal{D}R_{M, f, C}(M \times X)$ and $\mathcal{D}R_{M, f, \mathbb{Z}}(M \times X)$ denote the cones introduced in Definitions 4.3 and 4.4. They are products over the components $\mathcal{D}R_{M, f, C}(p)(M \times X)$ or $\mathcal{D}R_{M, f, \mathbb{Z}}(p)(M \times X)$, respectively.

5. $\mathcal{L}D\mathcal{R}_{M, f, C}(M \times X)$ and $\mathcal{L}D\mathcal{R}_{M, f, \mathbb{Z}}(M \times X)$ denote the Cechifications of the complexes listed in 4.

6. $\mathcal{D}R_C(X) := \mathcal{D}R_{M, f, C}(* \times X)$, $\mathcal{D}R_{\mathbb{Z}}(X) := \mathcal{D}R_{M, f, \mathbb{Z}}(* \times X)$
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