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Abstract—Pixel-level crack segmentation is widely studied due to its high impact on building and road inspections. While recent studies have made significant improvements in accuracy, they typically heavily depend on pixel-level crack annotations, which are time-consuming to obtain. In earlier work, we proposed to reduce the annotation cost bottleneck by reformulating the crack segmentation problem as a weakly-supervised problem—i.e., the annotation process is expedited by sacrificing the annotation quality. The loss in annotation quality was remedied by refining the inference with per-pixel brightness values, which was effective when the pixel brightness distribution between cracks and non-cracks is well separated, but struggled greatly for lighter-colored cracks as well as non-crack targets in which the brightness distribution is less articulated. In this work, we propose an annotation refinement approach which takes advantage of the fact that the regions falsely annotated as cracks have similar local visual features as the background. Because the proposed approach is data-driven, it is effective regardless of a dataset’s pixel brightness profile. The proposed method is evaluated on three crack segmentation datasets as well as one blood vessel segmentation dataset to test for domain robustness, and the results show that it speeds up the annotation process by factors of 10 to 30, while the detection accuracy stays at a comparable level. We believe that our work is a step toward providing safe transportation systems at a minimal operational cost.
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I. INTRODUCTION

KEEPING roads crack-free is crucial for public safety, as cracks are the first signs of structural deterioration, and they may lead to more severe problems such as potholes and collapses. As such, automatic crack detection is critical for ensuring safety in public transportation systems.

Crack detection problem is typically formulated as a semantic segmentation problem, as it is crucial to gather information about various crack properties such as width and orientation in addition to location to accurately assess the conditions of the target structure [1], [2], [3], [4], [5]. Such analysis is only possible with the details provided by the segmentation outputs. However, one major bottleneck with semantic segmentation is the annotation cost, as pixel-level annotation is one of the most cost-intensive annotations to obtain. There are two reasons why pixel-level annotations are especially problematic for crack segmentation problem. First, cracks can be arbitrarily thin; they can be as thin as one pixel or even sub-pixel. As a result, there is little to no tolerance for annotation errors, making crack annotations even more expensive than typical segmentation annotations. Second, cracks can form on many different structures such as roads, bridges, and buildings, and the appearance of a crack varies greatly across surrounding environments and materials of the target structure, making it difficult to maintain a single universal crack detection model that can be used anywhere. Therefore, it is recommended to prepare new sets of annotations at each site, implying that the annotation cost is recurring in a crack detection service. Unfortunately, only a few studies focus on annotation-efficient crack detection. We believe that performance improvement and annotation reduction strategies should be studied in parallel so that in the future, accurate crack detection systems can be provided at low costs.

In the earlier version of this manuscript [6], we proposed to use imprecise annotations during model training, i.e., formulate the problem as a weakly-supervised problem. While imprecise annotations significantly reduced the preparation cost, they lead to imprecise model training. In order to counteract the negative effects of the low quality annotations, we introduced a two-branch detection framework. In the proposed framework, we complement the conventional data-driven inference model (named Macro Branch) with a rule-based inference path (named Micro Branch), which bases its decision solely on per-pixel darkness. The idea is based on the observation that cracks are typically darker than their surroundings. As such, the proposed method performed well when the pixel brightness distribution between cracks and non-cracks are well separated. In fact, the method worked so well that the accuracy performance at lower annotation quality matched or even exceeded the performance for the case in which accurate annotation is used; one can say that weakly-supervised problem is solved when cracks are significantly darker than their surroundings. However, the method struggled greatly for the case in which crack and non-crack pixels have similar brightness distributions, and it was left as a future challenge.

Recognizing these problems with our earlier work, this version makes several new contributions. First, we introduce a new module that refines the annotations used to train the Macro Branch. We take advantage of the fact that the regions falsely annotated as cracks (i.e., actually non-cracks but annotated as cracks because of the weak annotation settings) have similar local visual features as the background region (i.e., actually non-cracks and annotated as non-cracks). Under such a situation, the two regions produce conflicting gradient updates, but the wrong gradient updates from the mis-annotated regions get dominated by the correct gradient
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updates from the background region. This occurs because the mis-annotation only occurs near the crack regions, and therefore the mis-annotated region is significantly smaller than the background region. We utilize this phenomenon to refine the annotations. Second, since annotation refinement is data-driven, we hypothesize that it is effective even for the cases in which the pixel darkness-based Micro Branch struggled, and confirm this hypothesis through evaluations on various crack segmentation datasets as well as a retinal blood vessel segmentation dataset. Finally, the proposed method is compared against other annotation-reducing methods to show its superiority.

II. RELATED WORK

Most recent works in the field of crack detection assume fully-supervised training with pixel-accurate annotations. However, some works have started to propose more annotation-efficient methods, recognizing the importance of reducing the annotation bottlenecks. In this section, we will review the previous strategies for reducing annotation costs, categorized by the type of annotations.

A. Annotation-Free

Taking annotation reduction efforts to the extreme, we have the annotation-free approaches, sometimes referred to as unsupervised training, in which the training is performed without any annotations. In a way, rule-based crack detectors can be thought of as unsupervised methods as they do not require explicit annotations. Unfortunately, they often require experts to tune the parameters when adapting to new environments, which negates the benefit of being annotation-free. In addition, rule-based approaches are known to be inferior in performance when compared to data-driven counterparts [2], [3].

Another form of annotation-free approach is to train a model on a separate dataset and apply it in the new environment, with no fine-tuning. This is the “universal crack detection model” mentioned in Sec. I, and will be referred to as the out-of-domain (OOD) case. Though OOD is not explicitly studied in any literature, some have adopted it in the model evaluation, in which the models are trained and tested on different datasets [2], [7]. Unfortunately, there is a significant drop in performance compared to the case in which the train and test datasets match (in-domain case, ID).

More recently, data-driven methods such as ones based on color histograms [8] and Generative Adversarial Networks [9], [10] are developed for unsupervised crack detection. In many of these methods, models learn to reconstruct non-defective images. Crack detection is achieved through the model’s inability to accurately reconstruct the anomaly images. However, they are still inaccurate compared to their supervised counterparts. For example, Duan et al. and Mubashshira et al. [8], [9] either perform marginally better than rule-based methods and worse than the supervised methods. On the other hand, Yu et al. [10] claim that their unsupervised model outperforms supervised models for almost all datasets. However, their claim has two problems. First, out of the supervised models compared in the paper, only FPHBN [2] can be considered competitive by today’s standards. Furthermore, the performance statistics of FPHBN are taken from the original paper, which obtains the result by training FPHBN with CRACK500 and evaluating it across different datasets. In other words, they evaluate under OOD settings except for CRACK500. Therefore, the only fair comparison between supervised and unsupervised models is against FPHBN evaluated with CRACK500, in which Yu et al.’s unsupervised model underperforms, breaking their claim. Drops in performance can lead to cracks being overlooked, which in turn may lead to serious accidents. So if the small cost of creating rough annotations can significantly improve performance, it should be strongly preferred.

Aside from their segmentation performance, one main issue with most data-driven unsupervised methods is that the models are never explicitly taught what a crack looks like. They are instead only shown what a normal scenery looks like, and taught to detect any unforeseen differences. This means that if we want to ignore certain defect types, their samples must be included in the training dataset so that the models learn to recognize those defects as a part of a normal scene. For example, if a model should not detect rust, images of rusted objects must be present in the training dataset in a sizeable volume. This targeted sample collection adds hidden costs to the data preparation pipeline, potentially becoming more time-consuming than the annotation process and negating the benefits of the unsupervised approach.

B. Approximate Annotations

Annotation costs can be reduced by compromising the annotation quality for speed. Preparing approximate annotations
that ignore the crack boundaries such as shown in Fig. 1c-e significantly speeds up the annotation process, because the boundaries between crack and non-crack regions are often blurry and ambiguous and thus take a long time to judge. In addition, even after the boundaries are determined, they are tedious to annotate, because boundaries are often complex to trace. The annotators can ignore both of these difficulties with approximate annotations and save much time.

However, approximate annotations are not without consequences—the models trained with such annotations will produce low quality outputs. This is a problem setting known as the weakly-supervised problem, and in the field of crack segmentation, two approaches have been proposed, differing in the format of the annotation.

First provides the supervision in a form of classification labels—cracks are subdivided into patches, and each patch is annotated whether it contains any cracks. Fig. 1d,e show examples of such annotations at two patch sizes of 64 and 16. We will refer to this as patch-level weak supervision. Fan et al. [11] was one of the first to try this approach, training a classifier model with weak labels and applying a rule-based thresholding method for patches in which the trained classifier predicted as containing cracks. One major disadvantage of their proposal is that the supervised model can only isolate the crack regions up to square patches. Because cracks are thin, these selected patches mostly contain non-crack regions and are difficult to be refined. König et al. [7] and Dong et al. [12] improved the approach by refining the patch-level estimation of the classifier with class activation maps (CAM) [13]. The CAM outputs are further refined by thresholding methods such as conditional random field or Otsu’s binarization.

We proposed in [6] another form of weak supervision, pixel-level weak supervision, which is a free-form imprecise semantic segmentation annotation as illustrated in Fig. 1c. Unlike patch-level weak supervision, it has much smoother outer edges that better trace the cracks. Table I summarizes the times spent on the annotation. Rough and Rougher correspond to the proposed annotation strategy (details explained in Sec. IV-B), and Precise correspond to the pixel-precise annotation. Since the annotation time for the pixel-precise annotation is not available, one of the datasets was re-annotated for time-measuring purpose only. As the table shows, up to 96% of the annotation time was saved with this annotation strategy.

One common assumption between the two annotation approaches is that the cracks are over-annotated. Between the true annotation and the weak annotation, very few are false-negatives (i.e. true crack pixels annotated as non-cracks).

In this paper, the crack detection problem is formulated as a pixel-level weakly-supervised problem, as we believe it is more efficient than patch-level annotations. Unfortunately, because procedures for generating patch-level annotations by hand are not discussed in literatures as they are automatically generated from the pixel-precise annotations that come with the datasets, their time efficiency can only be discussed qualitatively. Probably the most efficient method for annotating patches by hand is to overlay a grid of patch boundaries on the image as illustrated in Fig. 2(b), and ask the annotators to select patches with cracks. Since cracks are thin and connected, this selection process requires the annotators to trace each crack from start to finish. This is very similar to how annotation is done for pixel-level weak supervision, except that cracks are annotated in free-form instead of in grid-form, as shown in Fig. 2(c) and Fig. 2(b), respectively. As the annotation process is very similar to each other, we assume that their time efficiencies are also similar, especially for smaller patch sizes.

However, one key difference is that the patch-level weak annotations tend to be noisier. As they are built on a grid of patches, they can be interpreted as a spatially-discretized version of pixel-level annotations. Fig. 2 shows an example of the two annotations for the same crack, and we can see that the patch-level annotation lacks details compared to the pixel-level counterpart. As a result, we conclude that pixel-level weak supervision has a better annotation cost to quality tradeoff.

### C. Pixel-Precise Annotations

One way to reduce the annotation cost is to only annotate a subset of a dataset. Li et al. and Shim et al. propose semi-supervised crack detection methods that train the models in an adversarial manner [14], [15]. They train a discriminator network alongside a segmentation network, to be used to generate pseudo-labels for the unlabeled samples. The human-labeled annotations and the pseudo-labels are combined to train the final segmentation model.

Though not explicitly studied in any literature, transfer learning is another approach in this category. In transfer learning, a model is pretrained on a separate set of data and fine-tuned with the images from the target domain. The idea here is that because the model have learned the basics of crack segmentation in the pretraining stage, the number of target data can be reduced.

One major issue with semi-supervised and transfer learning approaches is that for the crack segmentation problem, pixel-precise annotations take disproportionately longer time than weak annotations. As summarized in Table I, the approximate annotation strategy can reduce the annotation time by 96%. This means that given the same time budget, semi-supervised and transfer learning approaches can only have access to 4% of annotated training data. However, the semi-supervised methods mentioned earlier are only evaluated with 12.5% of annotated data, with a noticeable drop in performance.
III. PROPOSED METHOD

Formulating crack detection as a pixel-level weakly-supervised problem implies that the annotation labels contain mistakes, mostly concentrated near the crack boundaries. Therefore, the boundary information lost during the annotation process must somehow be recovered to improve the segmentation performance. For this purpose, we propose a multi-step training framework as outlined in Fig. 3. In this section, we describe two major components, annotation refinement and pixel darkness assisted inference, that drive the proposed framework.

A. Annotation Refinement

The first two steps in Fig. 3 are related to refining the low quality (LQ) annotations. Note that annotation refinement in the context of weakly-supervised crack segmentation is not new—both König et al. [7] and Dong et al. [12] use classification models to generate better annotations. However, because their methods are based on classification models, they lend themselves better to patch-level annotations. For example, one of the first steps in their method is to subdivide the input images into smaller patches for classifier training. This is done by sampling the annotation with a stride, which is lossless in terms of information for patch-level annotations, but the same procedure loses the free-form information from the pixel-level annotations, which we stated is the advantage of the pixel-level annotations. Also, we later empirically discover in the evaluation that CAM-based methods are bad at utilizing finer annotations. Therefore, we propose a more suitable annotation refinement strategy for our problem setting consisting of two parts—Myopic Models and Shrink Module, which we will explain in the following paragraphs.

1) Myopic Models: At first glance, we are tasked with an impossible problem: how can the quality of the LQ annotation be improved, if no extra information is available? To analyze this problem, let us investigate the LQ annotations in closer details. To avoid confusions, the crack and non-crack regions of the precise annotation will be referred to as true crack and true non-crack regions, and that of the LQ annotation as LQ crack and LQ non-crack regions.

Fig. 4(a) and Fig. 4(b) illustrate the examples of fully-supervised and weakly-supervised annotations of the same crack, respectively, where each cell in the grid represents one pixel. As illustrated in the figure, LQ crack pixels are composed of two types of pixels: those that are truly cracks and false-positive pixels that surround them (proximity pixels). Note that we do not consider false-negative pixels because annotators are instructed to over-annotate. In order to improve the quality of the LQ annotation, a model must classify true crack pixels as cracks and proximity pixels as non-cracks, despite the fact that both are annotated as cracks in the LQ annotation. However, as models typically have large enough receptive fields to judge if a pixel is in the proximity of true crack pixels, they learn to classify proximity pixels as cracks, which is undesired. The problem here is that a model has too large of a receptive field, so we instead design a segmentation model with a small receptive field, so as to restrict it from being able to judge if a pixel is in the proximity of a crack. Because of this short-sighted nature, we name this model the Myopic Model.

Because Myopic Models do not have the access to the proximity information, they cannot differentiate between proximity pixels and LQ non-crack pixels, as the two regions have similar local appearances (since they both do not contain cracks). This results in conflicting backpropagation updates generated by two similarly appearing inputs. However, because there are more LQ non-crack pixels than proximity pixels, the backpropagation signals from the LQ non-crack pixels dominate. As a result, the Myopic Models correctly learn to classify proximity pixels as non-cracks, contrary to what is dictated by the LQ annotation.

We implement the Myopic Model as a simple three-layer CNN as shown left of Fig. 5, with a receptive field of size 3×3. Note that as long as the receptive field size is kept small, other forms of implementations such as support vector machines and decision tree-based methods may be just as effective. CNN is chosen merely due to its simplicity in implementation.
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2) Shrink Module: We discussed in previous paragraphs that the mislabel-ignoring nature of the Myopic Models can be used to refine the LQ annotations. However, we observed that a simple application of the Myopic Model not only removes false-positives from the annotation but also true crack pixels as well, introducing false-negatives. The false-negatives typically break continuities of crack regions, which is undesired for training. In order to preserve continuity, we introduce the Shrink Module.

Assuming that the LQ crack regions completely cover the true crack regions, annotations can be refined by shrinking the contours of the LQ crack regions. As outputs of a Myopic Model provide good indications of where true crack pixels are, they are used to guide the shrinking process. In addition, because this shrink procedure preserves cracks’ continuity, it should produce better refinement results than simply using the Myopic Model’s output as the refined annotation.

The right side of Fig. 5 summarizes the details of the Shrink Module. The process starts by determining which pixels in the LQ crack annotation \( L \) the shrink operation should be applied to, by calculating the outer contour pixels\(^1\) \( P \) (step 1). Then, the shrink direction \( v \) is calculated from the closest point between \( p \in P \) and skeletonized pixel\(^2\) \( s \in S \) (steps 2 and 3). Then, each \( p \) is moved in \( v \) direction until it meets a pixel with a high probability in the Myopic Model output \( M \) (step 4, shrink operation). “High probability” is defined as the case in which the probability value of \( M \) at the new pixel is higher than that at the original contour coordinate by a threshold. To reduce noise, the shrink operation continues until the condition is met twice in a row.

The shrink operation is performed for all \( p \) to form the refined set \( R \) (step 5). If the criterion is not met for a particular \( p \), its starting coordinate is added to \( R \). The final refined image is generated by connecting the pixels in \( R \) and filling the resulting contour.

The output of the Shrink Module is the final refined annotation, used in step 3 in Fig. 3 to train the Macro Branch, which can be any off-the-shelf segmentation model.

**B. Pixel Darkness Assisted Inference**

We further improve the segmentation result of the Macro Branch by adding another inference branch named the Micro Branch, which simply outputs per-pixel darkness value as the crack probability (step 4 in Fig. 3). This is based on the observation that human annotators annotate cracks in two steps. First, an annotator determines the rough locations of cracks by examining the entire image. Then, the annotator zooms into a section, compares its pixel darkness against its neighbors, and annotates dark pixels as cracks. The roles of the two branches emulate these steps—the Macro Branch determines the rough crack locations, and the Micro Branch recovers the fine details of cracks. The outputs of two branches are aggregated by a pixel-level multiplication and thresholded to produce the final output.

**C. Pixel Darkness Vs. Annotation Refinement**

We conclude this section by comparing the annotation refinement process (Sec. III-A) and the pixel darkness approach (Sec. III-B).

In both methods, certain inductive biases about the segmentation target are made in order to recover the target boundary information lost during the imprecise annotation process. The pixel darkness based approach assumes that the targets are darker, which is highly effective for finding cracks, but also inflexible as the decision logic is fixed regardless of the target. On the other hand, the annotation refinement approach makes three assumptions about the target: (1) the background region is significantly larger than the target region (Eq. 2) the target has a small chromatic variation (3) the target is long and connected. The first two assumptions are utilized in designing the Myopic Model and the last assumption is utilized in designing the Shrink Module. These assumptions are more general than the pixel darkness assumption, as it is valid for any thin targets, not just for cracks. Furthermore, the chromatic properties of the target are learned from the dataset by the Myopic Model, making it more robust to different targets.

These assumptions also illustrate the limitations of the proposed method. First, the Micro Branch fails when the target is not dark. Second, the annotation refinement pipeline fails when the target object is not thin or monochromatic.
IV. EXPERIMENTS

A. Dataset

The Aigle dataset [18], Crack Forest dataset (CFD) [19], and DeepCrack dataset (DCD) [3] are used for evaluation. As shown in Fig. 6, each dataset has distinct characteristics.

1) Aigle: It is the smallest dataset, selected to evaluate the proposed method under a data-scarce situation. Also, as the figure shows, Aigle consists of asphalt surfaces, which have a complex and noisy background that could be mistaken as cracks.

2) CFD: It is the most commonly studied dataset in crack segmentation according to [20], and it is also the reason why it was selected for evaluation. CFD consists of road-surface images taken in Beijing using a smartphone camera.

3) DCD: It consists of 537 images, making it one of the larger crack datasets. A unique characteristic of DCD is that it contains cracks formed in various surfaces, including everything from walls, pavement to tiled floors. Compared to most other crack datasets which are primarily composed of road cracks, DCD provides an opportunity to conduct evaluations under a variety of environments.

B. Annotation Preparation

In addition to the pixel-accurate annotations provided with the datasets (Precise Annotation), two types of imprecise annotations, manual and synthetic, are prepared.

1) Manual Annotation: Manual annotations are annotated by a human annotator and there are two types: Rough and Rougher, with Rougher lower in quality.\(^3\) The annotation rules provided to the annotator are as follows (values in { } correspond to rules for the Rough Annotation, and [ ] correspond to rules for the Rougher Annotation):

- Set the size of the pen tool to be \{1 or 2\} \[3 or 4\] pixels larger than the average width of the cracks. You are allowed to adjust it \{as many times as needed\} \[once at most\] per image. Trace the cracks in one stroke unless the crack width is larger than the pen size, and \{follow as much as possible\} \[ignore\] the small contours. For thicker cracks (approx. 8 pixels or wider), use a pen size of \{4\} \[8\] pixels to trace the outline. Fill it with a bucket tool afterward.

The time taken for annotation are summarized in Table I. Note that the annotation times for the Precise Annotation are unknown, so CFD was re-annotated precisely to approximate. As the table shows, it took an order of magnitude shorter to annotate the Rough and Rougher Annotations than to annotate the Precise Annotation.

2) Synthetic Annotation: In addition to manual annotations, synthetic annotations are machine-generated from Precise Annotation using image dilation and deformation. The synthesized annotations are prepared for three reasons. First, the annotation quality is easily quantifiable and controllable by the number of dilations. Second, the synthesis pipeline can arbitrarily be extended to obtain annotations of various qualities at a small cost. Finally, it is void of any biases that a human annotator may introduce.

Here, we roughly outline the synthesis process. First, a Precise Annotation sample \(p\) is dilated \(n_{\text{dil}}\) times to generate a dilated sample \(d\). This \(n_{\text{dil}}\) value dictates the quality of the resulting annotation. To test the proposed framework.

\(^3\)Available at https://zenodo.org/record/4244084##.X6KE0mj7SUk
under various settings, four annotations with different \( n_{\text{dil}} \) are synthesized (\( n_{\text{dil}} \in \{1, 2, 3, 4\} \)). Then, Elastic Transform \cite{21} is applied to the dilated sample to form a synthesis candidate \( s \). This image deformation step ensures that the true crack region does not always lie in the center of the synthesized weak annotation. Elastic Transform implementation in Albumentations \cite{22} has three parameters: \( \alpha, \sigma, \text{alpha_affine} \). \( \sigma \) is fixed at 12 to prevent excessive deformation, and \( \text{alpha_affine} \) is fixed at 0.2. Finally, \( s \) and \( p \) are compared by calculating the recall value \( r \). In order to emulate rushed human annotators, \( r \) should neither be too high nor too low. For the annotations generated for the paper, the upper and the lower bounds are chosen to be 0.975 and 0.925, respectively. The relationship between values of \( \alpha \) and \( r \) varies greatly across different images, so \( \alpha \) is searched randomly from a uniform distribution, with the range initialized to be between 10 to 10000, and narrowed according to the obtained \( r \) value.

### C. Evaluation Metrics

The models are evaluated using the Optimal Dataset Scale (ODS), as defined in Eq. 2, where \( P_i \) and \( R_i \) represent the precision and recall values at threshold \( t \), of the \( i \)-th image in the dataset of \( N \) samples. Since what follows the maximum operator is the definition of the F1-score, ODS is essentially F1-score optimized for the best threshold value to be used in a dataset.

\[
\text{ODS} = \frac{1}{N} \sum_{i=1}^{N} \frac{2P_i R_i}{P_i + R_i} \tag{2}
\]

### D. Macro Branch Implementations

Four semantic segmentation models are tested as the Macro Branch to assess the versatility of the proposed framework.

1) **MIL-CD** \cite{1}: The model proposed by Inoue et al. achieved high performances for Aigle and CFD. It consists of 7 convolutional layers with around 12 filters each, and it is augmented by the Multiple Instance Learning (MIL) architecture, which calls for the inference to be performed twice, rotating the image by 0° and 90°. To avoid confusion, we will refer to this model as MIL Crack Detector (MIL-CD).

2) **MIL-CD Light**: A computationally lighter version of MIL-CD is also tested to evaluate the effectiveness of the framework for extremely light models. This model also has 7 convolutional layers, but \text{CONV} 2 and \text{CONV} 4 layers have strides of 2 instead of 1, the number of filters at each layer is halved, and the MIL configuration is not used.

3) **DeepCrack** \cite{3}: The model proposed by Liu et al. achieved high performance for DCD. It employs encoder-decoder architecture with skip connections, and its inner feature representations are supervised at different stages to better capture information from multiple scales.\(^4\)

4) **DeepLab V3+** \cite{23}: This model is one of the state-of-the-art model architectures for the general semantic segmentation task. It employs both spatial pyramid pooling

\(^4\)Implementation adopted from https://github.com/yhlleo/DeepSegmentor

\(^5\)Implementation adopted from https://github.com/tensorflow/models/

### E. Evaluation on the Low Quality Annotations

The results of the proposed framework on weak supervision are summarized in Fig. 7. The colors of the plots correspond to the presence of the Micro Branch, and the solid and dotted lines correspond to the inclusion of the annotation refinement step. Note that what we proposed in \cite{6} corresponds to dotted green lines. Furthermore, Fig. 7(a) is the results on the synthetic annotation, with the horizontal axis corresponding to the dilation factor \( n_{\text{dil}} \) mentioned in Sec. IV-B.2, and Fig. 7(b) is the results on the manual annotation, with the horizontal axis corresponding to Precise (P), Rough (R), and Rougher (R-er) Annotations. Also note that \( 0 \) and \( P \) in Fig. 7(a) and Fig. 7(b) respectively correspond to results on fully-supervised setting. The plots show that annotation refinement improves model performance for most datasets and models, confirming its effectiveness. In addition, annotation refinement is effective regardless of Micro Branch presence, which means that the two methods improve the performance independently.

To further analyze the effect of the Micro Branch and annotation refinement, the ODS performances are averaged across all models and weak annotations (both manual and synthetic) and compared against the fully-supervised performance. Results are summarized in Table II. Since the values in the table are calculated as (averaged ODS on weak annotations) - (full supervision ODS), negative values are expected. For example, when the Micro Branch nor annotation refinement is applied, the performances drop between 7.4% to 18.8%. The goal of weakly-supervised methods is to improve this value to 0, as the value 0 indicates a full recovery of the model performance despite trained with LQ annotations.

The table shows that for Aigle and DCD, the Micro Branch is enough to fully recover the performance. This is because the pixel brightness distribution is well-separated for those datasets, as shown in Fig. 8. Because Micro Branch places a strong assumption on pixel darkness as discussed in Sec. III-C, it works extremely well for the two datasets. This is why we claimed in Sec. I that weakly-supervised problem for this kind of situation is already solved. However, the Micro Branch does...
not perform nearly as well for CFD—it is only able to halve the performance drop from 9.9% to 5.1%.

The story is different for annotation refinement—it is able to consistently improve model performance by 6-7%, including on CFD. Although there is still room for improvement, it was able to halve the performance gap between fully-supervised and Micro Branch only methods (i.e. −3.1% as opposed to −5.1%). In addition, when the Micro Branch and annotation refinement methods are combined, the performance improves even further, for all datasets. This confirms our hypothesis in Sec. III-C, and that the annotation refinement is crucial for detecting more difficult cracks.

Samples of annotation refinement and inference for the DeepCrack model are shown in Fig. 9. As expected, models trained with less precise annotations learn to predict less precisely. The low precision output is greatly improved after the annotation is refined, and the inclusion of the Micro Branch further improves the prediction.

F. Ablation Studies

Table III summarizes the ablation results. All experiments are conducted with the DeepCrack model. The first two rows of the table correspond to Refinement only and MiB only plots in Fig. 7, respectively, and they show that (Eq. 1) including Micro Branch is effective and (Eq. 2) annotation refinement is effective for CFD and DCD, as discussed in Sec. IV-E.

1) Ignore Condition: The ignore condition is introduced to help the model ignore mislabels by removing high crack predictions in LQ non-crack regions and low crack predictions in LQ crack regions from the loss function. Table III shows that the ignore condition is the most effective for Aigle. One explanation for this is that backgrounds in Aigle images have highly complex textures (Fig. 6 shows an example). Therefore, it should be nearly impossible for the Myopic Model to tell the difference between the complex background textures and crack regions, as it only receives highly localized input. The introduction of the ignore condition allows the Myopic Model to drop the incorrect backpropagation signals generated by the complex-textured backgrounds.

2) Shrink Module: As shown in Fig. 10, the outputs of the Shrink Module contain fewer false-positives than the LQ annotation. In addition, they are more connected than the
Fig. 9. Sample predictions of the DeepCrack model under fully-supervised and weakly-supervised settings. MiB stands for the Micro Branch.

TABLE III

| Ablation Studies With DeepCrack as the Macro Branch. Bolded and Underlined Values Indicate the Best and Second Best Performing Settings, Respectively |
|---------------------------------------------------------------|
| Aigle | CFD | DCD |
|-------|-----|-----|
| R     | R-er | Dil-1 | Dil-4 | R     | R-er | Dil-1 | Dil-4 | R     | R-er | Dil-1 | Dil-4 |
| w/o Micro Branch | 0.594 | 0.563 | 0.626 | 0.465 | 0.649 | 0.629 | 0.628 | 0.549 | 0.840 | 0.837 | 0.832 | 0.808 |
| w/o Annotation Refinement [6] | **0.816** | **0.808** | **0.772** | **0.775** | 0.629 | 0.590 | 0.636 | 0.574 | 0.835 | 0.830 | 0.831 | 0.823 |
| w/o Ignore Condition | 0.730 | 0.673 | 0.736 | 0.688 | 0.630 | 0.643 | 0.637 | 0.595 | 0.842 | 0.846 | 0.837 | 0.836 |
| w/o Shrink | 0.748 | 0.738 | 0.733 | 0.727 | **0.650** | 0.637 | **0.651** | **0.617** | 0.847 | 0.840 | 0.840 | **0.840** |
| Proposed | **0.778** | **0.761** | **0.776** | **0.765** | **0.658** | **0.644** | **0.646** | **0.596** | **0.849** | **0.852** | **0.844** | **0.836** |

Fig. 10. Examples of the annotation refinement process.

Myopic Model outputs and are overall more similar to the ground truth.

The effect of the annotation refinement methods on the annotation quality is also visualized in Fig. 11, which plots the recall and precision of the unrefined annotation (Unrefined), the annotation in which only the Myopic Model is applied (Pre-shrink), and the annotation in which the Shrink Module is applied (Shrink), indicated by differently shaped markers. The figure shows that Shrink neither has the highest recall nor precision, but it always scores above the linear interpolation between Unrefined and Pre-shrink, which could indicate that Shrink achieves a better trade-off between precision and recall.

G. Comparisons Against Other Annotation Efficient Methods

In this section, we compare the proposed method against the various annotation cost reducing approaches mentioned in Sec. II. Note that all experiments are conducted with the DeepCrack model. The results are aggregated in Table IV, in which the dataset names in the leftmost column indicate the test dataset and MiB stands for whether Micro Branch was used. In Domain (ID) column corresponds to the fully-supervised results with accurate annotations, and the proposed method applied to the Rough and Rougher Annotations are shown in the rightmost columns.

1) Out of Domain (OOD): We claimed in Sec. I that it is more favorable to collect new sets of annotations at each site, as the appearance of cracks varies greatly. In fact, the assumption that crack detectors do not generalize well across different environments is one of the biggest motivations of this work. The columns named Out of Domain correspond to this setting. Each column represents the dataset from which the models are trained. For example, 0.534 is the ODS performance when a
model is trained on the Precise Annotation of CFD and tested on Aigle, with no Micro Branch. The results show that compared to their ID counterparts, reusing the same model in different environments significantly degrades the performance. The drop could be anywhere between 2-46%, even after the Micro Branch is applied. Although the table only shows the results for the DeepCrack model, a similar drop in performance was observed for all four models. Interestingly, many models seem to generalize better when trained with Aigle, the smallest dataset. This is counter-intuitive, as larger datasets are assumed to generalize better. This makes it difficult to compile a dataset that trains robust models, as simply annotating more samples does not equate to robustness. Comparing the OOD results with the proposed method, we can see that a small cost of annotation can lead to a significant increase in performance. As the annotation cost of the proposed approach is kept minimal, we believe the large gain in accuracy and stability of the result compared to the OOD inference makes our proposal an appealing option when deploying crack detectors in multiple domains.

2) Transfer Learning (TL): Transfer learning is similar to the OOD setting, except the models are fine-tuned with a small set of samples from the target dataset. To make the comparison fair, the annotation cost budget is kept comparable between transfer learning and that of the proposed method. To do so, the number of Precise Annotations that can be produced under the same time budget as producing Rougher Annotations for all train images is calculated based on the values summarized in Table I. For example, there are 71 images in CFD’s train set and it takes 656/22 = 29.8 times longer to prepare Precise Annotation compared to Rougher Annotation. Therefore, 71/29.8 = 2.4 Precise Annotations can be produced during the time it takes to produce 71 Rougher Annotations. Since the annotation time information for the Precise Annotation is only available for CFD, the same Precise to Rougher ratio (29.8) is used for all datasets, resulting in 1 image for Aigle, 3 images for CFD, and 10 images for DCD.

The columns titled Transfer Learning correspond to this setting. As in the OOD case, each column corresponds to the datasets in which the models are pretrained. The pretrained models are fine-tuned using a randomly selected subset of the Precise Annotations from the target dataset. The size of the fine-tuning dataset varies by the target dataset, as mentioned in the previous paragraph. Furthermore, it is likely that the model training is affected by the selection of the images to train with, a mean of five image selections is shown.

Comparing TL and OOD performances, models generally perform better after being fine-tuned as expected. One notable exception is when the models are fine-tuned and evaluated on Aigle, in which the performance drops. This is probably because the model had to fine-tune to a single image, causing over-fitting. Interestingly, a model’s performance in OOD does not seem to translate to the TL case, and the effect of the pretraining dataset on the final performance is much more subdued for TL. However, there is still a big gap between TL and in domain settings.

Comparing TL with the proposed method, we can see that the proposed method performs better for most cases, especially after MiB is applied. While TL performs better for CFD, the performance gap is minimal, especially after MiB is applied. For the other two datasets, the proposed method outperforms TL by a large margin. The largest performance gap is in DCD, which is likely because DCD contains a wide variety of target surfaces, and 10 images could not cover all cases.

3) Simple Threshold Baseline: In this baseline, the annotation refinement step shown in Fig. 3 is replaced with a simple brightness threshold on the train image. Since the Precise Annotation is not available to drive some form of adaptive thresholding mechanism, a static threshold is used to create the refined annotation.

Columns titled Simple Threshold correspond to this case for the Rougher Annotation. The values below correspond to the thresholds used (all pixels darker than these values are considered as cracks). Note that the threshold only goes up to 0.5, as the brightness distribution of crack pixels is skewed toward the dark. The results show that the best threshold setting varies across datasets. Note that this kind of performance comparison across different threshold requires Precise Annotation, which is not available in deployment. Therefore, during real deployment, it is not possible to choose the best threshold value.

Comparing the results against the proposed method, we can see that the proposed method outperforms except for the Aigle dataset. We believe this is caused by the strongly skewed pixel brightness distribution, as discussed in Sec. IV-E and shown visually in Fig. 8. However, the simple threshold method also struggles with CFD for the same reason.
4) König et al.: The final comparison is against the weakly-supervised method proposed by König et al., which is based on patch-level weak annotations. In their original implementation, a classifier (ResNet50 [24]) is first trained with a patch size of $128 \times 128$. Since each patch is given a binary label of crack or non-crack, and the patches are extracted from the Precise Annotation at 64 pixels stride, this implies that the annotation granularity is 64 pixels, as visualized in Fig. 1d. The trained classifier is then used to generate refined annotations, at a patch size of $32 \times 32$ with a stride of 16. The patch size during inference is changed from training to obtain higher-quality results.

As Fig. 1d shows, the patch annotation used in König et al.’s original implementation is significantly lower in quality and thus is not a fair comparison against our method. Therefore, their method was also evaluated with a better annotation quality. More specifically, the classifier is trained with $16 \times 16$ patch annotations, as visualized in Fig. 1e. The number 16 is selected, because the resulting annotation quality is similar to that of the Rougher Annotation, and it also matches the patch granularity König et al. use to produce the refined annotation.

In the table, columns titled König et al. correspond to this case. The numbers below indicate the annotation patch size. To our surprise, the performance stays relatively constant despite the fact that the annotation quality improved by a significant factor. One reason for this behavior may be that because the size of the class activation map used for annotation refinement cannot be made less than 32 pixels (limited by the receptive field size of the ResNet50 architecture), there is a hard limit on its refinement capabilities. In a way, the Myopic Model we propose can be viewed as a classifier with $3 \times 3$ receptive field size, going past that restriction.

Comparing the results with the proposed method, a significant performance gap is observed when the Micro Branch is included in the inference pipeline. This is because the proposed method is designed to work well with the Micro Branch, i.e., the Shrink Module is designed to produce annotations with a high recall.

### H. Retinal Blood Vessel Segmentation

The proposed method is evaluated on the retinal blood vessel segmentation task, to see its effectiveness across different domains. SA-UNet [25] is chosen as the Macro Branch for its near-state-of-the-art performance and the availability of the code, and it is evaluated on the DRIVE dataset [26]. Following the annotation protocols described in Sec. IV-B.1, LQ annotations of DRIVE were prepared as shown in Fig. 12. For the record, it took 3.5 hours and 1.7 hours to generate the Rough and Rougher Annotations, respectively.

Table V summarizes the results. Note that the evaluation metrics are in accordance with the retinal blood vessel segmentation literature. For example, a single threshold value of 0.5 is used for evaluation, unlike the adaptive thresholding evaluation used in ODS. As the F1-score shows, the annotation refinement is effective for retinal blood vessel segmentation as well. This can also be observed qualitatively in Fig. 12. On the other hand, the Micro Branch performed poorly for DRIVE. This can be explained by the fact that the brightness distributions of DRIVE are strongly overlapping between blood vessels and background as shown in Fig. 8. This confirms the remarks made in Sec. III-C, which is that because the annotation refinement is data-driven and thus makes fewer assumptions about the characteristics of the segmentation target, it is more robust against changes in domains. A similar observation was made in Sec. IV-E for CFD, but the difference in performance between the Micro Branch and annotation refinement is larger for DRIVE; adding Micro Branch to annotation refinement actually hurts the performance for DRIVE. This indicates that depending on the brightness distribution of the segmentation target, the Micro Branch may need to be removed from the inference path.
V. CONCLUSION

It is of high interest for practitioners such as transportation agencies to be able to accurately detect cracks in various environments. However, as shown in Table IV, out-of-domain inferences are not always effective. Since safety is the utmost priority in transportation systems, this means that annotation processes must be administered at each new site, despite the high operation costs.

In this paper, we reformulated crack segmentation as a weakly-supervised problem to reduce the annotation time, and proposed an annotation refinement and an augmented inference framework to counteract the loss in annotation quality. As the experiments show, our proposed method is capable of simultaneously realizing high detection accuracy and low annotation cost. We believe that our work is a step toward providing safe transportation systems at a minimal operation cost.
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