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Abstract
In this note, I define error exponents and strong converse exponents for the tasks of distinguishability distillation and dilution. These are counterparts to the one-shot distillable distinguishability and the one-shot distinguishability cost, as previously defined in the resource theory of asymmetric distinguishability. I show that they can be evaluated by semi-definite programming, establish a number of their properties, bound them using Rényi relative entropies, and relate them to each other.
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1 Introduction to basic operational quantities

The resource theory of asymmetric distinguishability was proposed and developed in [16, 17, 33, 34]. The basic operational tasks are known as distinguishability distillation and distinguishability dilution, in which the goal of distillation is to convert a pair of states to a pure form of distinguishability known as bits of asymmetric distinguishability (AD), and the goal of dilution is to accomplish the reverse task. In both cases, we are interested in these processes occurring as efficiently as possible.

The focus of the one-shot operational quantities proposed in [33] is to fix the transformation error and then, for distillation, to maximize the number of bits of AD that can be extracted from a pair of states, and, for dilution, to minimize the number of bits of AD needed to generate a pair of states. Here, I flip the objective of the task around, and instead place a threshold on the number of bits of AD allowed and then minimize the transformation error that can be realized with this constraint in place. The resulting quantities are known as error exponents and strong converse exponents, similar to what has been studied for a long time in hypothesis testing and information theory [6].

1.1 Distinguishability distillation

The distillable distinguishability of the states $\rho$ and $\sigma$ is defined as [33]

$$D^\varepsilon_d(\rho, \sigma) := \log_2 \sup_{\mathcal{P} \in \text{CPTP}} \{ M : \mathcal{P}(\rho) \approx_\varepsilon |0\rangle\langle 0|, \mathcal{P}(\sigma) = \pi_M \},$$  

where CPTP stands for the set of completely positive, trace-preserving maps (quantum channels), $M \geq 1$,

$$\pi_M := \frac{1}{M} |0\rangle\langle 0| + \left( 1 - \frac{1}{M} \right) |1\rangle\langle 1|,$$  

and the shorthand $\approx_\varepsilon$ means the following:

$$\tau \approx_\varepsilon \omega \iff \frac{1}{2} \| \tau - \omega \|_1 \leq \varepsilon.$$  

It is known that [33]

$$D^\varepsilon_d(\rho, \sigma) = D^\varepsilon_{\min}(\rho \| \sigma),$$  

where the smooth min-relative entropy is defined as [3, 4, 32]

$$D^\varepsilon_{\min}(\rho \| \sigma) := - \log_2 \inf_{\Lambda \succeq 0} \{ \text{Tr}[\Lambda \sigma] : \text{Tr}[\Lambda \rho] \geq 1 - \varepsilon, \Lambda \succeq I \}.$$  

This quantity is also known as hypothesis testing relative entropy [32] and can be computed by semi-definite programming [10]. By strong duality, we have the following
alternate expression for \( D_{\min}^\varepsilon (\rho \| \sigma) \) [10, 33]:

\[
D_{\min}^\varepsilon (\rho \| \sigma) = - \log_2 \sup_{\mu, X \geq 0} \{ \mu (1 - \varepsilon) - \text{Tr}[X] : \mu \rho \leq \sigma + X \}.
\] (6)

We can turn the objectives of this task around and define the following one-shot quantities for \( m \geq 0 \):

\[
E_d^m (\rho \| \sigma) := - \log_2 \inf_{P \in \text{CPTP}} \{ \varepsilon : P(\rho) \approx \varepsilon |0\rangle \langle 0|, P(\sigma) = \pi_{2m'}, m' \geq m \},
\]

\[
\tilde{E}_d^m (\rho \| \sigma) := - \log_2 \sup_{P \in \text{CPTP}} \{ 1 - \varepsilon : P(\rho) \approx \varepsilon |0\rangle \langle 0|, P(\sigma) = \pi_{2m'}, m' \geq m \}.
\] (7)

By definition, it follows that

\[
2^{-E_d^m (\rho \| \sigma)} = 1 - 2^{-\tilde{E}_d^m (\rho \| \sigma)}.
\] (9)

Proposition 1 and Corollary 2 below give simpler expressions for these quantities that can be evaluated by semi-definite programming. These simplified expressions are then helpful for establishing bounds on these quantities in terms of Rényi relative entropies (see Propositions 4 and 6).

The idea here is that we are trying to distill at least \( m \) bits of asymmetric distinguishability, in the sense of [33], and we would like to minimize the transformation error subject to this constraint. Let us call the first quantity in (7) the distillation error exponent and the second quantity in (8) the distillation strong converse exponent.

For the i.i.d. case, there is an “asymptotic equipartition property” or “large deviation property” as follows:

\[
\lim_{n \to \infty} \frac{1}{n} E_d^{nR} (\rho^\otimes n, \sigma^\otimes n) = \sup_{\alpha \in (0, 1)} \left( \frac{\alpha - 1}{\alpha} \right) (R - D_\alpha (\rho \| \sigma)),
\] (10)

\[
\lim_{n \to \infty} \frac{1}{n} \tilde{E}_d^{nR} (\rho^\otimes n, \sigma^\otimes n) = \sup_{\alpha \in (1, \infty)} \left( \frac{\alpha - 1}{\alpha} \right) (R - \tilde{D}_\alpha (\rho \| \sigma)),
\] (11)

where the respective Petz- [21, 22] and sandwiched [18, 35] Rényi relative entropies are defined as

\[
D_\alpha (\rho \| \sigma) := \frac{1}{\alpha - 1} \log_2 \text{Tr}[\rho^\alpha \sigma^{1-\alpha}],
\] (12)

\[
\tilde{D}_\alpha (\rho \| \sigma) := \frac{1}{\alpha - 1} \log_2 \text{Tr}[\sigma^{(1-\alpha)/2\alpha} \rho \sigma^{(1-\alpha)/2\alpha}].
\] (13)

The equalities in (10) and (11) follow from [14, 19, 20], as well as the simple reductions in Proposition 1 and Corollary 2 below. The first asymptotic quantity is only meaningful when \( R < D(\rho \| \sigma) \) and the second only when \( R > D(\rho \| \sigma) \), where the
quantum relative entropy is defined as \[ D(\rho \parallel \sigma) := \text{Tr}[\rho(\log_2 \rho - \log_2 \sigma)]. \] (14)

1.2 Distinguishability cost

The one-shot distinguishability cost is defined as \[ D^c(\rho, \sigma) := \log_2 \inf_{P \in \text{CPTP}} \{ M : P(|0\rangle\langle 0|) \approx_\epsilon \rho, P(\pi_M) = \sigma \}, \] (15)

and it is known that \[ D^c(\rho, \sigma) = D^\text{max}_c(\rho \parallel \sigma), \] (16)

where the smooth max-relative entropy \[ D^\text{max}_c(\rho \parallel \sigma) := \log_2 \inf_{\lambda, \tilde{\rho} \geq 0} \{ \lambda : \tilde{\rho} \leq \lambda \sigma, \frac{1}{2} \| \rho - \tilde{\rho} \|_1 \leq \epsilon, \text{Tr}[\tilde{\rho}] = 1 \}. \] (17)

The equality in (16) endows the smooth max-relative entropy with its fundamental operational meaning as one-shot distinguishability cost \[ D^c(\rho, \sigma). \] Eq. (18) clarifies that the smooth max-relative entropy can be computed by semi-definite programming \[ D^c(\rho, \sigma) = D^\text{max}_c(\rho \parallel \sigma). \] (19)

The idea is that we are trying to use no more than \( m \) bits of asymmetric distinguishability to generate the pair \((\rho, \sigma)\) with as small an error as possible. By definition, it
follows that

\[ 2^{-E^m_d(\rho\|\sigma)} = 1 - 2^{-\tilde{E}^m_c(\rho\|\sigma)}. \]  

(22)

Proposition 9 and Corollary 10 give simpler expressions for these quantities that can be evaluated by semi-definite programming. Later on, I establish bounds on these exponents in terms of Rényi relative entropies (see Propositions 12 and 14).

It is then of interest to determine the following asymptotic operational quantities:

\[ \lim_{n \to \infty} \frac{1}{n} E^n_{cR} (\rho \otimes^n, \sigma \otimes^n), \]  

(23)

\[ \lim_{n \to \infty} \frac{1}{n} \tilde{E}^n_{cR} (\rho \otimes^n, \sigma \otimes^n). \]  

(24)

See Section 6 for a discussion of recent developments in this regard.

Here I also develop basic properties of and establish relationships between the quantities \( E^m_d (\rho\|\sigma) \), \( \tilde{E}^m_d (\rho\|\sigma) \), \( E^m_c (\rho\|\sigma) \), and \( \tilde{E}^m_c (\rho\|\sigma) \), to treat them as relative entropies in their own right. For example, each of them obeys the data-processing inequality, which holds by means of an operational argument. This is analogous to how the smooth min- and max-relative entropies have been traditionally regarded as relative entropies, even though their true origin is in the operational tasks of distinguishability distillation and dilution, respectively.

## 2 Distinguishability distillation

### 2.1 Semi-definite programs

A brief review of semi-definite programming (SDP) is available in Appendix A. The first claim consists of the following SDP expressions for \( E^m_d (\rho\|\sigma) \). The first expression is the same as the operational definition of the error exponent in hypothesis testing (see, e.g., [14, 20]).

**Proposition 1**  
For states \( \rho \) and \( \sigma \) and \( m \geq 0 \), the following equalities hold

\[ E^m_d (\rho\|\sigma) = - \log_2 \left[ 1 - \sup_{\Lambda \geq 0} \left\{ \text{Tr}[\Lambda \rho] : \text{Tr}[\Lambda \sigma] \leq \frac{1}{2^m}, \Lambda \leq I \right\} \right] \]  

(25)

\[ = - \log_2 \left[ 1 - \inf_{\lambda, W \geq 0} \left\{ \frac{\lambda}{2^m} + \text{Tr}[W] : \rho \leq \lambda \sigma + W \right\} \right]. \]  

(26)

The complementary slackness conditions for optimal \( \Lambda, \lambda, \) and \( W \) are as follows:

\[ (\lambda \sigma + W) \Lambda = \rho \Lambda, \]  

(27)

\[ \frac{\lambda}{2^m} = \text{Tr}[\Lambda \sigma] \lambda, \]  

(28)

\[ W = \Lambda W. \]  

(29)
Proof Recalling the definition

\[ E_{d}^{m}(\rho \| \sigma) := - \log_{2} \inf_{P \in \text{CPTP}} \{ \varepsilon : P(\rho) \approx_{\varepsilon} |0\rangle\langle 0|, P(\sigma) = \pi_{2m'}, m' \geq m \}, \]  

(30)

let \( P \) be a channel such that

\[ P(\sigma) = \pi_{2m'}, \]  

(31)

\[ \frac{1}{2} \| P(\rho) - |0\rangle\langle 0| \|_{1} \leq \varepsilon. \]  

(32)

Then it is clear that by measuring in the computational basis, i.e., performing the completely dephasing channel \( \Delta \), it follows that

\[ \Delta(P(\sigma)) = \Delta(\pi_{2m'}) = \pi_{2m'}, \]  

(33)

\[ \varepsilon \geq \frac{1}{2} \| P(\rho) - |0\rangle\langle 0| \|_{1} \]  

(34)

\[ \geq \frac{1}{2} \| \Delta(P(\rho)) - \Delta(|0\rangle\langle 0|) \|_{1} \]  

(35)

\[ = \frac{1}{2} \| \Delta(P(\rho)) - |0\rangle\langle 0| \|_{1}, \]  

(36)

so that the error only decreases after doing so for all \( m' \geq m \). Thus, it suffices to perform the optimization over quantum-to-classical channels of the following form:

\[ \mathcal{M}(\omega) = \text{Tr}[\Lambda \omega] |0\rangle\langle 0| + \text{Tr}[(I - \Lambda) \omega] |1\rangle\langle 1|. \]  

(37)

Then, the condition \( P(\sigma) = \pi_{2m'} \) is equivalent to

\[ \text{Tr}[\Lambda \sigma] = \frac{1}{2^{m'}.} \]  

(38)

and

\[ \frac{1}{2} \| \mathcal{M}(\rho) - |0\rangle\langle 0| \|_{1} = \frac{1}{2} \| \text{Tr}[\Lambda \rho] |0\rangle\langle 0| + \text{Tr}[(I - \Lambda) \rho] |1\rangle\langle 1| - |0\rangle\langle 0| \|_{1} \]  

(39)

\[ = \frac{1}{2} \| - (1 - \text{Tr}[\Lambda \rho]) |0\rangle\langle 0| + \text{Tr}[(I - \Lambda) \rho] |1\rangle\langle 1| \|_{1} \]  

(40)

\[ = 1 - \text{Tr}[\Lambda \rho]. \]  

(41)
Then, the optimization above can be rewritten as

\[
E_d^m (\rho \parallel \sigma) = - \log_2 \inf_{\varepsilon, \Lambda \geq 0} \left\{ \varepsilon : 1 - \text{Tr}[\Lambda \rho] \leq \varepsilon, \text{Tr}[\Lambda \sigma] = \frac{1}{2^m}, \Lambda \leq I, \varepsilon \leq 1, m' \geq m \right\}
\]

(42)

\[
= - \log_2 \inf_{\varepsilon, \Lambda \geq 0} \left\{ \varepsilon : 1 - \text{Tr}[\Lambda \rho] \leq \varepsilon, \text{Tr}[\Lambda \sigma] \leq \frac{1}{2^m}, \Lambda \leq I, \varepsilon \leq 1 \right\}.
\]

(43)

Now consider finally that since we are trying to minimize \(\varepsilon\), we can simply set it equal to \(1 - \text{Tr}[\Lambda \rho]\) and we finally arrive at the following:

\[
E_d^m (\rho \parallel \sigma) = - \log_2 \inf_{\Lambda \geq 0} \left\{ 1 - \text{Tr}[\Lambda \rho] : \text{Tr}[\Lambda \sigma] \leq \frac{1}{2^m}, \Lambda \leq I \right\}
\]

(44)

\[
= - \log_2 \left[ 1 - \sup_{\Lambda \geq 0} \left\{ \text{Tr}[\Lambda \rho] : \text{Tr}[\Lambda \sigma] \leq \frac{1}{2^m}, \Lambda \leq I \right\} \right].
\]

(45)

The expression inside the logarithm is thus a semi-definite program.

Using the standard form of SDPs, as stated in the appendix

\[
\sup_{X \geq 0} \{ \text{Tr}[AX] : \Phi(X) \leq B \},
\]

(46)

\[
\inf_{Y \geq 0} \{ \text{Tr}[BY] : \Phi^\dagger(Y) \geq A \},
\]

(47)

we can calculate the dual of (45). Then, let us identify

\[
A = \rho, \quad X = \Lambda, \quad \Phi(X) = \begin{bmatrix} \text{Tr}[\Lambda \sigma] & 0 \\ 0 & \Lambda \end{bmatrix}, \quad B = \begin{bmatrix} \frac{1}{2^m} & 0 \\ 0 & I \end{bmatrix}.
\]

(48)

Setting

\[
Y = \begin{bmatrix} \lambda & 0 \\ 0 & W \end{bmatrix},
\]

(49)

we find that

\[
\text{Tr}[Y \Phi(X)] = \lambda \text{Tr}[\Lambda \sigma] + \text{Tr}[\Lambda W]
\]

(50)

\[
= \text{Tr}[\lambda \sigma + W] \Lambda
\]

(51)

\[
= \text{Tr}[\Phi^\dagger(Y) X].
\]

(52)

Thus,

\[
\Phi^\dagger(Y) = \lambda \sigma + W.
\]

(53)
Then, we find that the dual is given by
\[
\inf_{Y \geq 0} \left\{ \text{Tr}[BY] : \Phi^\dagger(Y) \geq A \right\} = \inf_{\lambda, W \geq 0} \left\{ \frac{\lambda}{2^m} + \text{Tr}[W] : \lambda \sigma + W \geq \rho \right\}.
\]
(54)

So all of this together implies that
\[
E_d^m(\rho \| \sigma) = -\log_2 \left[ 1 - \sup_{\Lambda \geq 0} \left\{ \text{Tr}[\Lambda \rho] : \text{Tr}[\Lambda \sigma] \leq \frac{1}{2^m}, \Lambda \leq I \right\} \right]
\]
(55)
\[
= -\log_2 \left[ 1 - \inf_{\lambda, W \geq 0} \left\{ \frac{\lambda}{2^m} + \text{Tr}[W] : \rho \leq \lambda \sigma + W \right\} \right].
\]
(56)

Regarding strong duality, consider that a feasible choice for the primal is $\Lambda = I/2^m$, while a strictly feasible choice for the dual is $\lambda = 1$ and $W = (\rho - \sigma)_+ + I$. Thus, strong duality holds.

The complementary slackness conditions follow by examining (48)–(53) and (205)–(206).

**Corollary 2** The following equalities hold
\[
\tilde{E}_d^m(\rho \| \sigma) = -\log_2 \sup_{\Lambda \geq 0} \left\{ \text{Tr}[\Lambda \rho] : \text{Tr}[\Lambda \sigma] \leq \frac{1}{2^m}, \Lambda \leq I \right\}
\]
(57)
\[
= -\log_2 \inf_{\lambda, W \geq 0} \left\{ \frac{\lambda}{2^m} + \text{Tr}[W] : \rho \leq \lambda \sigma + W \right\}.
\]
(58)

**Proof** This follows directly from the previous result and definitions. \(\square\)

**Proposition 3** Let $\rho$ and $\sigma$ be states, and let $\mathcal{N}$ be a positive, trace-preserving map. Then, the following data-processing inequalities hold
\[
E_d^m(\rho \| \sigma) \geq E_d^m(\mathcal{N}(\rho) \| \mathcal{N}(\sigma)),
\]
(59)
\[
\tilde{E}_d^m(\rho \| \sigma) \leq \tilde{E}_d^m(\mathcal{N}(\rho) \| \mathcal{N}(\sigma)).
\]
(60)

**Proof** We use the primal form of $E_d^m(\rho \| \sigma)$ in (25). Let $\Lambda$ be an arbitrary feasible measurement operator for $E_d^m(\mathcal{N}(\rho) \| \mathcal{N}(\sigma))$. Then $\mathcal{N}^\dagger(\Lambda)$ is a feasible measurement operator for $E_d^m$. By applying definitions, the inequality in (59) follows. Then applying (9), the inequality in (60) follows. \(\square\)

### 2.2 Relating distinguishability distillation to Rényi relative entropies

Let us now relate these quantities to Rényi relative entropies.

**Proposition 4** The following inequality holds
\[
\tilde{E}_d^m(\rho \| \sigma) \geq \sup_{\alpha > 1} \left( \frac{\alpha - 1}{\alpha} \right) \left( m - \tilde{D}_\alpha(\rho \| \sigma) \right).
\]
(61)

\(\text{\copyright} \text{ Springer}\)
Proof This is very similar to the proof of [8, Lemma 5]. Let $\Lambda$ be a measurement operator and suppose that $\text{Tr}[\Lambda \sigma] \leq 1/2^m$. Then, we find from data processing of the sandwiched Rényi relative entropy for $\alpha > 1$ [5, 11, 19, 31] that

$$\tilde{D}_\alpha(\rho \| \sigma) \geq \frac{1}{\alpha - 1} \log_2 \left( \text{Tr}[\Lambda \rho]^\alpha \text{Tr}[\Lambda \sigma]^{1-\alpha} + \text{Tr}[(I - \Lambda) \rho]^\alpha \text{Tr}[(I - \Lambda) \sigma]^{1-\alpha} \right)$$  \hfill (62)

$$\geq \frac{1}{\alpha - 1} \log_2 \left( \text{Tr}[\Lambda \rho]^\alpha (1/2^m)^{1-\alpha} \right)$$ \hfill (63)

$$= \frac{\alpha}{\alpha - 1} \log_2 \text{Tr}[\Lambda \rho] + m.$$ \hfill (64)

Rewriting this inequality, we find that

$$- \log_2 \text{Tr}[\Lambda \rho] \geq \left( \frac{\alpha - 1}{\alpha} \right) \left( m - \tilde{D}_\alpha(\rho \| \sigma) \right).$$ \hfill (65)

The right-hand side is independent of $\Lambda$. Since it holds for all $\Lambda$ satisfying the given constraints, we conclude that

$$\tilde{E}_d^m(\rho \| \sigma) \geq \left( \frac{\alpha - 1}{\alpha} \right) \left( m - \tilde{D}_\alpha(\rho \| \sigma) \right).$$ \hfill (66)

Since the right-hand side holds for all $\alpha > 1$, we conclude that

$$\tilde{E}_d^m(\rho \| \sigma) \geq \sup_{\alpha > 1} \left( \frac{\alpha - 1}{\alpha} \right) \left( m - \tilde{D}_\alpha(\rho \| \sigma) \right).$$ \hfill (67)

This concludes the proof. $\square$

Recall the following:

Lemma 5 ([1]) Let $A$ and $B$ be positive semi-definite operators, and let $s \in [0, 1]$. Then, the following inequality holds

$$\frac{1}{2} (\text{Tr}[A + B] - \|A - B\|_1) \leq \text{Tr}[A^s B^{1-s}].$$ \hfill (68)

Proposition 6 The following inequality holds

$$E_d^m(\rho \| \sigma) \geq \sup_{\alpha \in (0,1)} \left( \frac{\alpha - 1}{\alpha} \right) \left( m - D_\alpha(\rho \| \sigma) \right).$$ \hfill (69)

Proof This is similar to the proof of [23, Proposition 3]. We exploit Lemma 5 to establish the above bound. Recall from Lemma 5 that the following inequality holds
for positive semi-definite operators \( A \) and \( B \) and for \( \alpha \in (0, 1) \):

\[
\inf_{T: 0 \leq T \leq I} \text{Tr}[(I - T)A] + \text{Tr}[TB] = \frac{1}{2} \left( \text{Tr}[A + B] - \|A - B\|_1 \right) \leq \text{Tr}[A^{\alpha}B^{1-\alpha}].
\] (70)

For the first line, see [2, Eq. (23)]. For \( p \in (0, 1) \), pick \( A = p\rho \) and \( B = (1 - p)\sigma \).

Plugging into the above inequality, we find that there exists a measurement operator \( T^* = T(p, \rho, \sigma) \) such that

\[
p\text{Tr}[(I - T^*)\rho] + (1 - p)\text{Tr}[T^*\sigma] \leq p^{\alpha}(1 - p)^{1-\alpha}\text{Tr}[\rho^{\alpha}\sigma^{1-\alpha}].
\] (72)

This implies that

\[
p\text{Tr}[(I - T^*)\rho] \leq p^{\alpha}(1 - p)^{1-\alpha}\text{Tr}[\rho^{\alpha}\sigma^{1-\alpha}],
\] (73)

and in turn that

\[
\text{Tr}[(I - T^*)\rho] \leq \left( \frac{1 - p}{p} \right)^{1-\alpha}\text{Tr}[\rho^{\alpha}\sigma^{1-\alpha}].
\] (74)

Similarly, we find that

\[
(1 - p)\text{Tr}[T^*\sigma] \leq p^{\alpha}(1 - p)^{1-\alpha}\text{Tr}[\rho^{\alpha}\sigma^{1-\alpha}]
\] (75)

implies that

\[
\text{Tr}[T^*\sigma] \leq \left( \frac{p}{1 - p} \right)^{\alpha}\text{Tr}[\rho^{\alpha}\sigma^{1-\alpha}].
\] (76)

Now we pick \( p \in (0, 1) \) such that the following equation is satisfied

\[
\frac{1}{2^m} = \left( \frac{p}{1 - p} \right)^{\alpha}\text{Tr}[\rho^{\alpha}\sigma^{1-\alpha}] = \left( \frac{p}{1 - p} \right)^{\alpha}2^{(\alpha-1)D_{\alpha}(\rho\|\sigma)}
\] (77)

\[
\iff \frac{1}{2^m}2^{-(\alpha-1)D_{\alpha}(\rho\|\sigma)} = \left( \frac{p}{1 - p} \right)^{\alpha}
\] (79)

\[
\iff 2^{m/\alpha}2^{(\alpha-1)D_{\alpha}(\rho\|\sigma)/\alpha} = \left( \frac{1 - p}{p} \right).
\] (80)

Picking \( p \) in this way is possible because one more step of the development above leads to the conclusion that

\[
p = \frac{1}{1 + 2^{m/\alpha}2^{(\alpha-1)D_{\alpha}(\rho\|\sigma)/\alpha}} \in (0, 1).
\] (81)
Substituting above, we find that

\[
\text{Tr}[(I - T^*)\rho] \leq \left(2^{m/\alpha}2^{(\alpha-1)D_\alpha(\rho\|\sigma)/\alpha}\right)^{1-\alpha}2^{(\alpha-1)D_\alpha(\rho\|\sigma)} \tag{82}
\]

\[
= \left(2^{\left(\frac{1-\alpha}{\alpha}\right)m}2^{-(1-\alpha)^2D_\alpha(\rho\|\sigma)/\alpha}\right)2^{(\alpha-1)D_\alpha(\rho\|\sigma)} \tag{83}
\]

\[
= 2^{\left(\frac{1-\alpha}{\alpha}\right)m}2^{\left(\frac{\alpha-1}{\alpha}\right)D_\alpha(\rho\|\sigma)} \tag{84}
\]

\[
= 2^{-\left(\frac{1-\alpha}{\alpha}\right)(D_\alpha(\rho\|\sigma)-m)} \tag{85}
\]

Turning this around, we have shown that there exists a measurement operator \(T^*\) such that

\[
\text{Tr}[T^*\sigma] \leq \frac{1}{2^m}, \tag{86}
\]

\[-\log_2(1 - \text{Tr}[T^*\rho]) \geq \left(\frac{1-\alpha}{\alpha}\right)(D_\alpha(\rho\|\sigma) - m). \tag{87}\]

Then, by optimizing over all measurement operators and applying definitions, we conclude that the following inequality holds for all \(\alpha \in (0, 1)\):

\[
E_d^m(\rho\|\sigma) \geq \left(\frac{1-\alpha}{\alpha}\right)(D_\alpha(\rho\|\sigma) - m). \tag{88}\]

A final optimization over \(\alpha \in (0, 1)\) leads to the statement of the proposition. \(\square\)

Obtaining inequalities opposite to the ones above is more involved, and one typically needs sufficiently large \(n\) in order for versions of them to go through with the correct leading order term. By making use of Proposition 1 and Corollary 2, we see that for \(E_d^m(\rho\|\sigma)\), this was accomplished in [20], and for \(\tilde{E}_d^m(\rho\|\sigma)\), it was done in [19].

### 2.3 Relationship to smooth min-relative entropy

Here I establish a direct relationship between the distillation error exponent and the smooth min-relative entropy.

**Proposition 7** Let \(\rho\) and \(\sigma\) be states and let \(\varepsilon \in (0, 1)\). Then

\[
D_{\text{min}}^\varepsilon(\rho\|\sigma) = m \iff E_d^m(\rho\|\sigma) = -\log_2 \varepsilon. \tag{89}\]

**Proof** For fixed \(\varepsilon \in [0, 1]\), let \(\Lambda\) be an optimal measurement operator for \(D_{\text{min}}^\varepsilon(\rho\|\sigma) = m\) in (5). Then, it follows that

\[
\text{Tr}[\Lambda\sigma] = \frac{1}{2^m}, \quad \text{Tr}[(I - \Lambda)\rho] = \varepsilon. \tag{90}\]
The same measurement operator satisfies the constraints for $E^m_d(\rho\|\sigma)$ in (25) and is thus achievable for $E^m_d(\rho\|\sigma)$, implying that $E^m_d(\rho\|\sigma) \geq -\log_2 \epsilon$.

Now suppose that $\mu$ and $X$ are optimal for the dual formulation of $D^\epsilon_{\min}(\rho\|\sigma)$ in (5). Then, it follows that

$$\frac{1}{2^m} = \mu (1 - \varepsilon) - \text{Tr}[X],$$

so that the objective function of the dual of $E^m_d(\rho\|\sigma)$ in (26) is equal to

$$- \log_2 (1 - \lambda (\mu (1 - \varepsilon) - \text{Tr}[X]) - \text{Tr}[W]).$$

Now choosing $\lambda = 1/\mu$ and $W = X/\mu$, we find that these values are feasible for the dual of $E^m_d(\rho\|\sigma)$, while the objective function evaluates to $- \log_2 \epsilon$. So this implies that $E^m_d(\rho\|\sigma) \leq -\log_2 \epsilon$.

Thus, it follows that

$$D^\epsilon_{\min}(\rho\|\sigma) = m \implies E^m_d(\rho\|\sigma) = -\log_2 \epsilon. \quad (93)$$

To see the opposite implication, we can follow a similar method. □

The statement above is related to [27, Eqs. (11)–(12)]. It is also stated around [30, Eq. (4)].

The following is discussed for the classical case in [27], and it has a simple extension to the quantum case.

**Proposition 8** Let $\epsilon \in (0, 1)$ and set $m := \log_2 \left(\frac{1}{\epsilon}\right)$. Then, the following identity holds

$$2^{-E^\epsilon_d(\sigma\|\rho)} + 2^{-D^\epsilon_{\min}(\rho\|\sigma)} = 1. \quad (94)$$

This is equivalent to the following:

$$D^\epsilon_{\min}(\rho\|\sigma) = E^m_d(\sigma\|\rho). \quad (95)$$

**Proof** This identity is essentially the same as that given in [27, Eq. (13)], and it is a direct consequence of definitions. Note that

$$2^{-E^m_d(\sigma\|\rho)} = \sup_{\Lambda \geq 0} \{\text{Tr}[\Lambda \sigma] : \text{Tr}[\Lambda \rho] \leq \varepsilon, \Lambda \leq I\}, \quad (96)$$

$$2^{-D^\epsilon_{\min}(\rho\|\sigma)} = \inf_{\Lambda \geq 0} \{\text{Tr}[\Lambda \sigma] : \text{Tr}[\Lambda \rho] \geq 1 - \varepsilon, \Lambda \leq I\}. \quad (97)$$
Thus, it follows that

\[ 1 - 2^{-E_d^m(\sigma\|\rho)} = 1 - \sup_{\Lambda \geq 0} \{ \text{Tr}[\Lambda \sigma] : \text{Tr}[\Lambda \rho] \leq \varepsilon, \Lambda \leq I \} \]

\[ = \inf_{\Lambda \geq 0} \{ 1 - \text{Tr}[\Lambda \sigma] : \text{Tr}[\Lambda \rho] \leq \varepsilon, \Lambda \leq I \} \]

\[ = \inf_{\Lambda \geq 0} \{ \text{Tr}[(I - \Lambda) \sigma] : \text{Tr}[\Lambda \rho] \leq \varepsilon, \Lambda \leq I \} \]

\[ = \inf_{\Lambda \geq 0} \{ \text{Tr}[\Lambda \sigma] : \text{Tr}[(I - \Lambda) \rho] \leq \varepsilon, \Lambda \leq I \} \]

\[ = 2^{-D^e_{\text{min}}(\rho\|\sigma)}. \]

(102)

The equality in (95) follows from (94) and (9).

\[ \Box \]

3 Distinguishability dilution

3.1 Semi-definite programs

**Proposition 9** Let \( \rho \) and \( \sigma \) be states and \( m \geq 0 \). The following equality holds

\[ E_c^m(\rho\|\sigma) = -\log_2 \inf_{Z, \tilde{\rho} \geq 0} \{ \text{Tr}[Z] : Z \geq \tilde{\rho} - \rho, \tilde{\rho} \leq 2^m \sigma, \text{Tr}[\tilde{\rho}] = 1 \} \]

\[ = -\log_2 \sup_{\kappa, R, S \geq 0} \{ \kappa - \text{Tr}[R \rho] - 2^m \text{Tr}[S \sigma] : R \leq I, \kappa I \leq R + S \}. \]

(104)

The complementary slackness conditions for optimal \( Z, \tilde{\rho}, \kappa, R, \) and \( S \) are as follows:

\[ Z = RZ, \]

\[ \kappa \tilde{\rho} = (R + S) \tilde{\rho}, \]

\[ Z R = (\tilde{\rho} - \rho) R, \]

\[ 2^m \sigma S = \tilde{\rho} S. \]

(108)

The first quantity in (103) can be written as

\[ E_c^m(\rho\|\sigma) = -\log_2 \inf_{\tilde{\rho} \in S, \tilde{\rho} \leq 2^m \sigma} \frac{1}{2} \| \tilde{\rho} - \rho \|_1, \]

(109)

where \( S \) denotes the set of density operators.

**Proof** We begin by determining how to write the quantity \( E_c^m(\rho\|\sigma) \) as a semi-definite program. Recall that

\[ E_c^m(\rho\|\sigma) := -\log_2 \inf_{\rho \in \mathcal{CPTP}} \{ \varepsilon : \mathcal{P}(|0\rangle\langle 0|) \approx_{\varepsilon} \rho, \mathcal{P}(\pi_{2^m}) = \sigma, m' \leq m \}. \]

(110)
In this case, since we are starting from classical states, it suffices for \( P \) to be a classical–quantum channel of the following form:

\[
P(\omega) = \langle 0 | \omega | 0 \rangle \tilde{\rho} + \langle 1 | \omega | 1 \rangle \tau.
\] (111)

The equality constraint \( P(\pi_{2m'}) = \sigma \) implies that

\[
\sigma = \langle 0 | \left( \frac{1}{2m'} | 0 \rangle \langle 0 | + \left( 1 - \frac{1}{2m'} \right) | 1 \rangle \langle 1 | \right) | 0 \rangle \tilde{\rho}
+ \langle 1 | \left( \frac{1}{2m'} | 0 \rangle \langle 0 | + \left( 1 - \frac{1}{2m'} \right) | 1 \rangle \langle 1 | \right) | 1 \rangle \tau
= \frac{1}{2m'} \tilde{\rho} + \left( 1 - \frac{1}{2m'} \right) \tau.
\] (112)

(113)

Consider that this implies that

\[
\tilde{\rho} = 2^{m'} \sigma - \left( 2^{m'} - 1 \right) \tau.
\] (114)

The constraint \( P(|0\rangle\langle 0|) \approx _\varepsilon \rho \) implies that

\[
\frac{1}{2} \| \tilde{\rho} - \rho \|_1 \leq \varepsilon.
\] (115)

Now considering that

\[
\frac{1}{2} \| \tilde{\rho} - \rho \|_1 = \inf_{Z \geq 0} \{ \text{Tr}[Z] : Z \geq \tilde{\rho} - \rho \},
\] (116)

we find that

\[
E_c^m(\rho \| \sigma)
= - \log_2 \inf_{\varepsilon \in [0, 1], Z, \tilde{\rho}, \tau \geq 0} \left\{ \varepsilon : \varepsilon \geq \text{Tr}[Z], Z \geq \tilde{\rho} - \rho, \tilde{\rho} = 2^{m'} \sigma - \left( 2^{m'} - 1 \right) \tau, m' \leq m, \text{Tr}[\tilde{\rho}] = 1, \text{Tr}[\tau] = 1 \right\}
\] (117)

\[
= - \log_2 \inf_{Z, \tilde{\rho}, \tau \geq 0} \left\{ \text{Tr}[Z] : Z \geq \tilde{\rho} - \rho, \tilde{\rho} = 2^{m'} \sigma - \left( 2^{m'} - 1 \right) \tau, m' \leq m, \text{Tr}[\tilde{\rho}] = 1, \text{Tr}[\tau] = 1 \right\}.
\] (118)

Now consider that the condition that there exists a state \( \tau \) satisfying

\[
\tilde{\rho} = 2^{m'} \sigma - \left( 2^{m'} - 1 \right) \tau
\] (119)

is equivalent to the condition

\[
\tilde{\rho} \leq 2^{m'} \sigma.
\] (120)
If the first condition is true, then the second one clearly is. If the second condition is true, then we can set

$$\tau = \frac{2m' \sigma - \rho}{2m' - 1},$$

(121)

which is a legitimate state. So we get the further simplification:

$$E_c^m (\rho \| \sigma) = - \log_2 \inf_{Z, \rho \geq 0} \left\{ \text{Tr}[Z] : Z \geq \tilde{\rho} - \rho, \tilde{\rho} \leq 2m' \sigma, \text{Tr}[\tilde{\rho}] = 1 \right\}$$

(122)

$$= - \log_2 \inf_{Z, \rho \geq 0} \left\{ \text{Tr}[Z] : Z \geq \tilde{\rho} - \rho, \tilde{\rho} \leq 2m \sigma, \text{Tr}[\tilde{\rho}] = 1 \right\}.$$  

(123)

We can use the standard form of SDPs to compute the dual:

$$\sup_{X \geq 0} \{ \text{Tr}[AX] : \Phi(X) \leq B \},$$

(124)

$$\inf_{Y \geq 0} \left\{ \text{Tr}[BY] : \Phi^\dagger(Y) \geq A \right\}.$$  

(125)

Here we identify

$$Y = \begin{bmatrix} Z & 0 \\ 0 & \tilde{\rho} \end{bmatrix}, \quad B = \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix},$$

(126)

$$\Phi^\dagger(Y) = \text{diag}(Z - \tilde{\rho}, -\tilde{\rho}, \text{Tr}[\tilde{\rho}], -\text{Tr}[\tilde{\rho}]),$$

(127)

$$A = \text{diag}(-\rho, -2m \sigma, 1, -1).$$

(128)

Now setting

$$X = \text{diag} (R, S, \kappa_1, \kappa_2),$$

(129)

we find that

$$\text{Tr}[\Phi^\dagger(Y)X] = \text{Tr}[(Z - \tilde{\rho}) R] - \text{Tr}[\tilde{\rho} S] + (\kappa_1 - \kappa_2) \text{Tr}[\tilde{\rho}]$$

(130)

$$= \text{Tr}[ZR] + \text{Tr}[\tilde{\rho} ([\kappa_1 - \kappa_2] I - R - S)]$$

(131)

$$= \text{Tr} \left[ \begin{bmatrix} Z & 0 \\ 0 & \tilde{\rho} \end{bmatrix} \begin{bmatrix} R & 0 \\ 0 & [\kappa_1 - \kappa_2] I - R - S \end{bmatrix} \right]$$

(132)

$$= \text{Tr}[Y \Phi(X)].$$

(133)

So we conclude that

$$\Phi(X) = \begin{bmatrix} R & 0 \\ 0 & [\kappa_1 - \kappa_2] I - R - S \end{bmatrix}.$$

(134)
Then, the dual is given by
\[
\sup_{X \geq 0} \{ \text{Tr}[AX] : \Phi(X) \leq B \} = \sup_{R, S, \kappa_1, \kappa_2 \geq 0} \left\{ \kappa_1 - \kappa_2 - \text{Tr}[R \rho] - 2^m \text{Tr}[S \sigma] : R \leq I, [\kappa_1 - \kappa_2] I - R - S \leq 0 \right\}.
\]
(135)

This can be rewritten as follows:
\[
\sup_{R, S \geq 0, \kappa \in \mathbb{R}} \left\{ \kappa - \text{Tr}[R \rho] - 2^m \text{Tr}[S \sigma] : R \leq I, \kappa I \leq R + S \right\}.
\]
(136)

Since we know that the minimum value of the primal is $\geq 0$, we can then optimize exclusively over $\kappa \geq 0$ in the dual. The final form is as follows:
\[
\sup_{\kappa, R, S \geq 0} \left\{ \kappa - \text{Tr}[R \rho] - 2^m \text{Tr}[S \sigma] : R \leq I, \kappa I \leq R + S \right\}.
\]
(137)

Strong duality holds because the values $\tilde{\rho} = \sigma$ and $Z = (\sigma - \rho)_+$ are feasible for the primal, while the values $R = I/2$, $S = I$, and $\kappa = 1/2$ are strictly feasible for the dual. The complementary slackness conditions follow by applying (205)–(206) to (126)–(129) and (134).

**Corollary 10** The following equalities hold
\[
\tilde{E}_c^m(\rho \| \sigma) = -\log_2 \left[ 1 - \inf_{Z, \tilde{\rho} \geq 0} \{ \text{Tr}[Z] : Z \geq \tilde{\rho} - \rho, \tilde{\rho} \leq 2^m \sigma, \text{Tr}[\tilde{\rho}] = 1 \} \right] = -\log_2 \left[ 1 - \sup_{\kappa, R, S \geq 0} \{ \kappa - \text{Tr}[R \rho] - 2^m \text{Tr}[S \sigma] : R \leq I, \kappa I \leq R + S \} \right].
\]
(138) \hspace{1cm} (139)

**Proof** Direct consequence of definitions and the previous proposition.

**Proposition 11** Let $\rho$ and $\sigma$ be states, and let $\mathcal{N}$ be a positive, trace-preserving map. Then, the following data-processing inequalities hold
\[
E_c^m(\rho \| \sigma) \geq E_c^m(\mathcal{N}(\rho) \| \mathcal{N}(\sigma)), \quad (140)
\]
\[
\tilde{E}_c^m(\rho \| \sigma) \leq \tilde{E}_c^m(\mathcal{N}(\rho) \| \mathcal{N}(\sigma)). \quad (141)
\]

**Proof** We use the dual form of $E_c^m(\rho \| \sigma)$ in (104). Let $R$, $S$, and $\kappa$ be feasible choices for $\mathcal{N}(\rho)$ and $\mathcal{N}(\sigma)$ in $E_c^m(\mathcal{N}(\rho) \| \mathcal{N}(\sigma))$. Then $\mathcal{N}^\dagger(R)$, $\mathcal{N}^\dagger(S)$, and $\kappa$ are feasible choices for $E_c^m(\rho \| \sigma)$. By applying definitions, the inequality in (140) follows. Applying (22), the inequality in (141) follows.
3.2 Relating distinguishability dilution to Rényi relative entropies

Using the above, the strong converse exponent can then be written as

\[
\tilde{E}_c^m (\rho \parallel \sigma) := - \log_2 \left[ 1 - \inf_{\tilde{\rho} \in S, \tilde{\rho} \leq 2^m \sigma} \frac{1}{2} \| \tilde{\rho} - \rho \|_1 \right] \tag{142}
\]

\[
= \inf_{\tilde{\rho} \in S, \tilde{\rho} \leq 2^m \sigma} \left( - \log_2 \left[ 1 - \frac{1}{2} \| \tilde{\rho} - \rho \|_1 \right] \right). \tag{143}
\]

Proposition 12 For states \( \rho \) and \( \sigma \) and \( m \geq 0 \), the following inequality holds

\[
\max \left\{ \sup_{\alpha \in (0,1)} \left( \frac{\alpha - 1}{2} \right) \left[ m - D_\alpha (\rho \parallel \sigma) \right], \sup_{\alpha \in (1/2,1)} \left( \frac{\alpha - 1}{2\alpha} \right) \left[ m - \tilde{D}_\alpha (\rho \parallel \sigma) \right] \right\} \leq \tilde{E}_c^m (\rho \parallel \sigma). \tag{144}
\]

Proof Recall the following inequality from [33, Lemma 3]:

\[
D_\beta (\rho_0 \parallel \sigma) - D_\alpha (\rho_1 \parallel \sigma) \geq \frac{2}{1 - \alpha} \log_2 \left[ 1 - \frac{1}{2} \| \rho_0 - \rho_1 \|_1 \right], \tag{145}
\]

which holds for \( \alpha \in (0,1) \) and \( \beta = 2 - \alpha \in (1,2) \). We can rewrite this as follows:

\[
\left( \frac{1 - \alpha}{2} \right) \left[ D_\alpha (\rho_1 \parallel \sigma) - D_\beta (\rho_0 \parallel \sigma) \right] \leq - \log_2 \left[ 1 - \frac{1}{2} \| \rho_0 - \rho_1 \|_1 \right]. \tag{146}
\]

Fix \( \alpha \in (0,1) \). Let \( \tilde{\rho} \) be an arbitrary state satisfying \( \tilde{\rho} \leq 2^m \sigma \). Then we find that

\[
\left( \frac{1 - \alpha}{2} \right) \left[ D_\alpha (\rho \parallel \sigma) - D_\beta (\tilde{\rho} \parallel \sigma) \right] \leq - \log_2 \left[ 1 - \frac{1}{2} \| \tilde{\rho} - \rho \|_1 \right]. \tag{147}
\]

Now consider that

\[
D_\beta (\tilde{\rho} \parallel \sigma) = \frac{1}{\beta - 1} \log_2 \text{Tr}[\tilde{\rho}^\beta \sigma^{1-\beta}] \tag{148}
\]

\[
\leq \frac{1}{\beta - 1} \log_2 \text{Tr}[\tilde{\rho}^\beta (2^{-m} \tilde{\rho})^{1-\beta}] \tag{149}
\]

\[
= m + \frac{1}{\beta - 1} \log_2 \text{Tr}[\tilde{\rho}^\beta \tilde{\rho}] \tag{150}
\]

\[
= m, \tag{151}
\]

which follows from operator anti-monotonicity of \( x^{1-\beta} \) for \( \beta \in (1,2) \). Equivalently, we could also simply use the fact that \( D_\beta (\tilde{\rho} \parallel \sigma) \leq D_{\max} (\tilde{\rho} \parallel \sigma) \leq m \) [3].
this above, we find that
\[
\left(\frac{1 - \alpha}{2}\right) \left[D_\alpha(\rho\|\sigma) - m\right] \leq -\log_2 \left[1 - \frac{1}{2} \|\tilde{\rho} - \rho\|_1\right]. \tag{152}
\]
Since the inequality holds for all states $\tilde{\rho}$ satisfying $\tilde{\rho} \leq 2^m \sigma$, we conclude that
\[
\left(\frac{1 - \alpha}{2}\right) \left[D_\alpha(\rho\|\sigma) - m\right] \leq \tilde{E}_c^m(\rho\|\sigma). \tag{153}
\]
Since the inequality holds for all $\alpha \in (0, 1)$, we conclude the first statement of the proposition.

Recall that [33, Lemma 3]
\[
\tilde{D}_\beta(\rho_0\|\sigma) - \tilde{D}_\alpha(\rho_1\|\sigma) \geq \frac{\alpha}{1 - \alpha} \log_2 F(\rho_0, \rho_1), \tag{154}
\]
for $\alpha \in (1/2, 1)$ and $\beta(\alpha) := \alpha/(2\alpha - 1) \in (1, \infty)$. We can rewrite this as
\[
\left(\frac{1 - \alpha}{2\alpha}\right) \left[\tilde{D}_\alpha(\rho_1\|\sigma) - \tilde{D}_\beta(\tilde{\rho}\|\sigma)\right] \leq -\log_2 \left[1 - \frac{1}{2} \|\tilde{\rho} - \rho\|_1\right]. \tag{155}
\]
where we made use of the inequality $\sqrt{F}(\rho_0, \rho_1) \geq 1 - \frac{1}{2} \|\rho_0 - \rho_1\|_1$ [12]. Fix $\alpha \in (1/2, 1)$. Let $\tilde{\rho}$ be an arbitrary state satisfying $\tilde{\rho} \leq 2^m \sigma$. Then, we find that
\[
\left(\frac{1 - \alpha}{2\alpha}\right) \left[\tilde{D}_\alpha(\rho\|\sigma) - \tilde{D}_\beta(\tilde{\rho}\|\sigma)\right] \leq -\log_2 \left[1 - \frac{1}{2} \|\tilde{\rho} - \rho\|_1\right]. \tag{158}
\]
Now consider that [18]
\[
\tilde{D}_\beta(\tilde{\rho}\|\sigma) \leq D_{\max}(\tilde{\rho}\|\sigma) \leq m. \tag{159}
\]
This implies that
\[
\left(\frac{1 - \alpha}{2\alpha}\right) \left[\tilde{D}_\alpha(\rho\|\sigma) - m\right] \leq -\log_2 \left[1 - \frac{1}{2} \|\tilde{\rho} - \rho\|_1\right]. \tag{160}
\]
Since the inequality holds for all states $\tilde{\rho}$ satisfying $\tilde{\rho} \leq 2^m \sigma$, we conclude that
\[
\left(\frac{1 - \alpha}{2\alpha}\right) \left[\tilde{D}_\alpha(\rho\|\sigma) - m\right] \leq \tilde{E}_c^m(\rho\|\sigma). \tag{161}
\]
Since the inequality holds for all $\alpha \in (1/2, 1)$, we conclude the second statement of the proposition. \qed

**Corollary 13** Let $\rho$ and $\sigma$ be states. Then, the following lower bound holds for the asymptotic strong converse exponent of distinguishability dilution:

$$\max \left\{ \sup_{\alpha \in (0, 1)} \left( \frac{\alpha - 1}{2} \right) [R - D_\alpha(\rho \| \sigma)] , \sup_{\alpha \in (1/2, 1)} \left( \frac{1 - \alpha}{2\alpha} \right) [R - \tilde{D}_\alpha(\rho \| \sigma)] \right\} \leq \lim_{n \to \infty} \frac{1}{n} \tilde{E}_c^n(\rho \otimes^n \sigma \otimes^n).$$

(162)

**Proof** This follows from definitions and a direct application of Proposition 12. \qed

**Proposition 14** Let $\rho$ and $\sigma$ be states and $m \geq 0$. Then, the following bound holds for all $\alpha > 1$:

$$\left( \frac{\alpha - 1}{2} \right) [m - \tilde{D}_\alpha(\rho \| \sigma)] \leq E_c^m(\rho \| \sigma) + \left( \frac{\alpha - 1}{2} \right) \log_2 \left( \frac{1}{1 - 2^{-2E_c^m(\rho \| \sigma)}} \right).$$

(163)

**Proof** Consider from [33, Proposition 6] and [7, Proposition 2.2] that the following inequality holds for $\alpha > 1$ and $\varepsilon \in (0, 1)$:

$$D_{\max}^\varepsilon(\rho \| \sigma) \leq \tilde{D}_\alpha(\rho \| \sigma) + \frac{1}{\alpha - 1} \log_2 \left( \frac{1}{\varepsilon^2} \right) + \log_2 \left( \frac{1}{1 - \varepsilon^2} \right).$$

(164)

Setting $m = D_{\max}^\varepsilon(\rho \| \sigma)$ so that $E_c^m(\rho \| \sigma) = -\log_2(\varepsilon)$ by Proposition 15, and

$$\log_2 \left( \frac{1}{1 - \varepsilon^2} \right) = \log_2 \left( \frac{1}{1 - 2^{-2E_c^m(\rho \| \sigma)}} \right)$$

(165)

we find that

$$m \leq \tilde{D}_\alpha(\rho \| \sigma) + \frac{2}{\alpha - 1} E_c^m(\rho \| \sigma) + \log_2 \left( \frac{1}{1 - 2^{-2E_c^m(\rho \| \sigma)}} \right),$$

(166)

which implies that

$$\left( \frac{\alpha - 1}{2} \right) [m - \tilde{D}_\alpha(\rho \| \sigma)] \leq E_c^m(\rho \| \sigma) + \left( \frac{\alpha - 1}{2} \right) \log_2 \left( \frac{1}{1 - 2^{-2E_c^m(\rho \| \sigma)}} \right).$$

(167)

This concludes the proof. \qed
3.3 Relationship to smooth max-relative entropy

**Proposition 15** Let \( \rho \) and \( \sigma \) be states and let \( \varepsilon \in (0, 1) \). Then

\[
D^\varepsilon_{\text{max}}(\rho \parallel \sigma) = m \iff E^m_c(\rho \parallel \sigma) = -\log_2 \varepsilon.
\]  

**Proof** Suppose that \( D^\varepsilon_{\text{max}}(\rho \parallel \sigma) = m \). By applying (18), we conclude that there exists a state \( \tilde{\rho} \) and \( \lambda \geq 0 \) satisfying \( \tilde{\rho} \leq \lambda \sigma \) and an operator \( Z \geq 0 \) satisfying \( Z \geq \tilde{\rho} - \rho \) and \( \text{Tr}[Z] \leq \varepsilon \), such that \( 2^m = \lambda \). These choices are then feasible for \( E^m_c(\rho \parallel \sigma) \) as given in (103), and so we conclude that

\[
E^m_c(\rho \parallel \sigma) \geq -\log_2 \varepsilon.
\]  

Let \( t, X, Q \geq 0 \) and \( \mu \in \mathbb{R} \) be optimal for the dual formulation of \( D^\varepsilon_{\text{max}}(\rho \parallel \sigma) \), so that they satisfy

\[
\text{Tr}[X\sigma] = 1, \quad Q \leq tI, \quad Q + \mu I \leq X,
\]  

as well as \( 2^m = \text{Tr}[Q\rho] + \mu - \varepsilon t \). Consider that the objective function of \( E^m_c(\rho \parallel \sigma) \) is

\[
\kappa - \text{Tr}[R\rho] - 2^m \text{Tr}[S\sigma]
\]  

for which the following constraints hold

\[
\kappa, R, S \geq 0, \quad R \leq I, \quad \kappa I \leq R + S.
\]  

Let us pick \( S = X/t, R = I - Q/t \), and \( \kappa = 1 + \mu/t \), and it follows that the needed constraints hold. We then find that the objective function evaluates to

\[
\kappa - \text{Tr}[R\rho] - 2^m \text{Tr}[S\sigma]
\]

By applying definitions, it follows that

\[
E^m_c(\rho \parallel \sigma) \leq -\log_2 \varepsilon.
\]  

Combining (169) and (177), we conclude that \( E^m_c(\rho \parallel \sigma) = -\log_2 \varepsilon \).

We can show the opposite implication by inverting the choices above. Starting from the optimal choices in the dual of \( E^m_c(\rho \parallel \sigma) \), choose \( X = St, t = 1/\text{Tr}[S\sigma], Q = (I - R)t, \mu = (\kappa - 1)t \). Then, we find that the constraints for the dual of \( D^\varepsilon_{\text{max}}(\rho \parallel \sigma) \) are satisfied and that \( \text{Tr}[Q\rho] + \mu - \varepsilon t = 2^m \). It then follows that
\( D_{\text{max}}^{\varepsilon}(\rho \parallel \sigma) \geq m \). Similarly, from the optimal choices of the primal of \( E_{c}^{m}(\rho \parallel \sigma) \), we find that \( D_{\text{max}}^{\varepsilon}(\rho \parallel \sigma) \leq m \). So we conclude the other implication. \( \square \)

4 Relating distinguishability distillation and dilution exponents

**Proposition 16** Let \( \rho \) and \( \sigma \) be states and let \( k, m \geq 0 \). Then, the following inequalities hold

\[
- \log_2 \left( 2^{-E_{c}^{k}(\rho \parallel \sigma)} + 2^{k-m} \right) \leq \tilde{E}_{d}^{m}(\rho \parallel \sigma), \quad (178)
\]
\[
- \log_2 \left( 2^{-E_{d}^{m}(\rho \parallel \sigma)} + 2^{k-m} \right) \leq \tilde{E}_{c}^{k}(\rho \parallel \sigma). \quad (179)
\]

**Proof** The following inequality is known [33]:

\[
D_{\text{min}}^{\varepsilon_{1}}(\rho \parallel \sigma) \leq D_{\text{max}}^{\varepsilon_{2}}(\rho \parallel \sigma) + \log_2 \left( \frac{1}{1 - \varepsilon_{1} - \varepsilon_{2}} \right). \quad (180)
\]

By exploiting the identities in Propositions 7 and 15, and setting \( D_{\text{min}}^{\varepsilon_{1}}(\rho \parallel \sigma) = m \) and \( D_{\text{max}}^{\varepsilon_{2}}(\rho \parallel \sigma) = k \), while noticing that

\[
E_{d}^{m}(\rho \parallel \sigma) = -\log_2(\varepsilon_{1}), \quad (181)
\]
\[
E_{c}^{k}(\rho \parallel \sigma) = -\log_2(\varepsilon_{2}), \quad (182)
\]

we find that the inequality above translates to

\[
m \leq k + \log_2 \left( \frac{1}{1 - 2^{-E_{d}^{m}(\rho \parallel \sigma)} - 2^{-E_{c}^{k}(\rho \parallel \sigma)}} \right) \iff 1 - 2^{-E_{d}^{m}(\rho \parallel \sigma)} - 2^{-E_{c}^{k}(\rho \parallel \sigma)} \leq 2^{k-m}. \quad (183)
\]

This latter inequality implies the following inequality:

\[
2^{-E_{c}^{k}(\rho \parallel \sigma)} + 2^{k-m} \geq 1 - 2^{-E_{d}^{m}(\rho \parallel \sigma)} \quad (184)
\]
\[
\quad = 2^{-\tilde{E}_{d}^{m}(\rho \parallel \sigma)}. \quad (185)
\]

It also implies the following inequality:

\[
2^{-E_{d}^{m}(\rho \parallel \sigma)} + 2^{k-m} \geq 1 - 2^{-E_{c}^{k}(\rho \parallel \sigma)} \quad (186)
\]
\[
\quad = 2^{-\tilde{E}_{c}^{k}(\rho \parallel \sigma)}. \quad (187)
\]
By adding one to each side, we find that
\[
1 + 2^{k-m} \geq 1 - 2^{-E_{n}^{\kappa}((\rho\|\sigma))} + 1 - 2^{-E_{c}^{\kappa}((\rho\|\sigma))}
\]
\[
= 2^{-\tilde{E}_{n}^{\kappa}((\rho\|\sigma))} + 2^{-\tilde{E}_{c}^{\kappa}((\rho\|\sigma))}.
\]
(188) (189)
This concludes the proof. \(\square\)

5 General state pair transformations—error exponents and strong converse exponents

A more general question is to determine the error and strong converse exponents for general state-pair transformations. Given the state pair \((\rho, \sigma)\) and the state pair \((\tau, \omega)\), we can define the following error exponent and strong converse exponent:

\[
E_{n,m}^{\kappa}((\rho, \sigma) \rightarrow (\tau, \omega)) := -\log_{2} \inf_{\mathcal{P}(n) \in \mathcal{CPTP}} \left\{ \varepsilon : \mathcal{P}(n)(\rho \otimes n) \approx_{\varepsilon} \tau \otimes m, \mathcal{P}(n)(\sigma \otimes n) = \omega \otimes m \right\},
\]
(190)

\[
\tilde{E}_{n,m}^{\kappa}((\rho, \sigma) \rightarrow (\tau, \omega)) := -\log_{2} \left( 1 - \inf_{\mathcal{P}(n) \in \mathcal{CPTP}} \left\{ \varepsilon : \mathcal{P}(n)(\rho \otimes n) \approx_{\varepsilon} \tau \otimes m, \mathcal{P}(n)(\sigma \otimes n) = \omega \otimes m \right\} \right)
\]
(191)

For large \(n\), the first one is relevant when \(m/n < D(\rho\|\sigma)/D(\tau\|\omega)\) and the second one is relevant when \(m/n > D(\rho\|\sigma)/D(\tau\|\omega)\). The case of \(m = n = 1\) was already considered in [33, Eq. (13)], and it was shown therein how \(E_{1,1}^{1}((\rho, \sigma) \rightarrow (\tau, \omega))\) can be calculated by means of a semi-definite program.

The following bound is a consequence of [33, Propositions 1 and 2]:

\[
\frac{1}{n} \tilde{E}_{n,m}^{\kappa}((\rho \otimes n, \sigma \otimes n) \rightarrow (\tau \otimes m, \omega \otimes m)) \geq \max \left\{ \sup_{\alpha \in (0,1)} \left( \frac{1-\alpha}{2} \right) \left( \frac{m}{n} \cdot D_{\alpha}(\tau\|\omega) - D_{\beta(\alpha)}(\rho\|\sigma) \right), \sup_{\alpha \in (1/2,1)} \left( \frac{1-\alpha}{2\alpha} \right) \left( \frac{m}{n} \cdot \tilde{D}_{\alpha}(\tau\|\omega) - \tilde{D}_{\gamma(\alpha)}(\rho\|\sigma) \right) \right\},
\]
(192)

where

\[
\beta(\alpha) := 2 - \alpha, \quad (193)
\]

\[
\gamma(\alpha) := \frac{\alpha}{2\alpha - 1}. \quad (194)
\]

6 Recent developments

These notes were written in June 2020, and all of the results presented in the previous sections were developed at that time. Since then, there has been some interest in the
topic of exponents related to smooth max-relative entropy \[15, 28\], which are clarified here to have operational meaning as exponents for distinguishability dilution.

In the first paper \[15\], the asymptotic error exponent for distinguishability dilution, when the error is measured using the sine distance \(\sqrt{1 - F(\rho, \sigma)}\) \[13, 24–26\], where \(F\) is the fidelity, has been identified (specifically, see \[15, Theorem 6\]). Therein, the asymptotic error exponent for distinguishability dilution is referred to as the “exact exponent for the asymptotic decay of the small modification of the quantum state in smoothing the max-relative entropy.” It remains open to identify this quantity when using the normalized trace distance as the error.

In the second paper \[28\], a lower bound on the asymptotic strong converse exponent for distinguishability dilution has been identified (see \[28, Theorem 2\]). This bound improves upon the bound given in Corollary 13. It is easy to state a one-shot version of the bound given there using the terminology of this note:

**Proposition 17** (\[28, Theorem 2\]) For states \(\rho\) and \(\sigma\) and \(m \geq 0\), the following inequality holds

\[
\sup_{\alpha \in (0,1)} (\alpha - 1) (m - D_\alpha(\rho\|\sigma)) \leq \tilde{E}_c^m(\rho\|\sigma). \tag{195}
\]

**Proof** Consider, by the same approach used for \[28, Theorem 2\], that

\[
\tilde{E}_c^m(\rho\|\sigma) = \inf_{\tilde{\rho} \in S, \tilde{\rho} \leq 2^m\sigma} \left( -\log_2 \left[ 1 - \frac{1}{2} \|\tilde{\rho} - \rho\|_1 \right] \right) \tag{196}
\]

\[
= \inf_{\tilde{\rho} \in S, \tilde{\rho} \leq 2^m\sigma} \left( -\log_2 \left[ \inf_{T:0 \leq T \leq I} \text{Tr}[\left( I - T \right) \rho] + \text{Tr}[T\tilde{\rho}] \right] \right) \tag{197}
\]

\[
\geq -\log_2 \left[ \inf_{T:0 \leq T \leq I} \text{Tr}[\left( I - T \right) \rho] + \text{Tr}[T2^m\sigma] \right] \tag{198}
\]

\[
\geq \sup_{\alpha \in (0,1)} \left( -\log_2 \text{Tr}[\rho^\alpha (2^m\sigma)^{1-\alpha}] \right) \tag{199}
\]

\[
= \sup_{\alpha \in (0,1)} (\alpha - 1) (m - D_\alpha(\rho\|\sigma)). \tag{200}
\]

This follows by applying (143), the constraint \(\tilde{\rho} \leq 2^m\sigma\), and (70)–(71).

Then, the asymptotic lower bound from \[28, Theorem 2\] is a direct consequence of the one-shot bound from Proposition 17:

\[
\sup_{\alpha \in (0,1)} (\alpha - 1) (R - D_\alpha(\rho\|\sigma)) \leq \lim_{n \to \infty} \frac{1}{n} \tilde{E}_c^{nR}(\rho^{\otimes n}\|\sigma^{\otimes n}). \tag{201}
\]
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Appendix A: Background on semi-definite programs

A semi-definite program is characterized by a triple \((\Phi, A, B)\) where \(\Phi\) is a Hermiticity-preserving map and \(A\) and \(B\) are Hermitian operators. The primal program is given by

\[
\alpha := \sup_{X \geq 0} \{ \text{Tr}[AX] : \Phi(X) \leq B \},
\]

and the dual program is given by

\[
\beta := \sup_{Y \geq 0} \{ \text{Tr}[BY] : \Phi^\dagger(Y) \geq A \}.
\]

Weak duality is the statement that the following inequality always holds

\[
\alpha \leq \beta.
\]  

Slater’s condition for strong duality is as follows:

1. If there exists \(X \geq 0\) such that \(\Phi(X) \leq B\) and there exists \(Y > 0\) such that \(\Phi^\dagger(Y) > A\), then \(\alpha = \beta\) and there exists a primal feasible operator \(X\) for which \(\text{Tr}[AX] = \alpha\).
2. If there exists \(Y \geq 0\) such that \(\Phi^\dagger(Y) \geq A\) and there exists \(X > 0\) such that \(\Phi(X) < B\), then \(\alpha = \beta\) and there exists a dual feasible operator \(Y\) for which \(\text{Tr}[BY] = \beta\).

Complementary slackness for SDPs is useful for understanding optimal conditions. Suppose that strong duality holds. Then, the following complementary slackness conditions hold for feasible \(X\) and \(Y\) if and only if they are optimal:

\[
BY = \Phi(X)Y,
\]

\[
\Phi^\dagger(Y)X = AX.
\]

References

1. Audenaert, K.M.R., Calsamiglia, J., Muñoz Tapia, R., Bagan, E., Masanes, Ll., Acin, A., Verstraete, F.: Discriminating states The quantum Chernoff bound. Phys. Rev. Lett. 98(16), 160501 (2007). arXiv:quant-ph/0610027
2. Audenaert, K.M.R., Mosonyi, M.: Upper bounds on the error probabilities and asymptotic error exponents in quantum multiple state discrimination. J. Math. Phys. 55(10), 102201 (2014). arXiv:1401.7658
3. Buscemi, Francesco, Datta, Nilanjana: The quantum capacity of channels with arbitrarily correlated noise. IEEE Trans. Inf. Theory 56(3), 1447–1460 (2010). arXiv:0902.0158
4. Brandao, F.G.S.L., Datta, N.: One-shot rates for entanglement manipulation under non-entangling maps. IEEE Trans. Inf. Theory 57(3), 1754–1760 (2011). arXiv:0905.2673
5. Beigi, S.: Sandwiched Rényi divergence satisfies data processing inequality. J. Math. Phys. 54(12), 122202 (2013). arXiv:1306.5920
6. Blahut, R.: Hypothesis testing and information theory. IEEE Trans. Inf. Theory 20(4), 405–417 (1974)
7. Buscemi, F., Sutter, D., Tomamichel, M.: An information-theoretic treatment of quantum dichotomies. Quantum 3, 209 (2019)
8. Cooney, T., Mosonyi, M., Wilde, M.M.: Strong converse exponents for a quantum channel discrimination problem and quantum-feedback-assisted communication. Commun. Math. Phys. 344(3), 797–829 (2016). arXiv:1408.3373
9. Datta, N.: Min- and max-relative entropies and a new entanglement monotone. IEEE Trans. Inf. Theory 55(6), 2816–2826 (2009). arXiv:0803.2770
10. Dupuis, F., Kraemer, L., Faist, P., Renes, J.M., Renner, R.: Generalized entropies. In: Proceedings of the XVIIth international congress on mathematical physics, Aalborg, Denmark (2012). arXiv:1211.3141
11. Frank, R.L., Lieb, E.H.: Monotonicity of a relative Rényi entropy. J. Math. Phys. 54(12), 122201 (2013). arXiv:1306.5358
12. Fuchs, C.A., van de Graaf, J.: Cryptographic distinguishability measures for quantum mechanical states. IEEE Trans. Inf. Theory 45(4), 1216–1227 (1998). arXiv:quant-ph/9712042
13. Gilchrist, A., Langford, N.K., Nielsen, M.A.: Distance measures to compare real and ideal quantum processes. Phys. Rev. A 71(6), 062310 (2005). arXiv:quant-ph/0408063
14. Hayashi, M.: Error exponent in asymmetric quantum hypothesis testing and its application to classical-quantum channel coding. Phys. Rev. A 76(6), 062301 (2007). arXiv:quant-ph/0610103
15. Li, K., Yao, Y., Hayashi, M.: Tight exponential analysis for smoothing the max-relative entropy and for quantum privacy amplification. (2021) arXiv:2111.01075
16. Matsumoto, K.: Reverse test and characterization of quantum relative entropy. (2010). arXiv:1010.1030
17. Matsumoto, K.: Reverse test and characterization of quantum relative entropy. (2011). Slides available at https://sites.google.com/site/nww2011/home/talks-slides
18. Müller-Lennert, M., Dupuis, F., Szehr, O., Fehr, S., Tomamichel, M.: On quantum Rényi entropies: a new generalization and some properties. J. Math. Phys. 54(12), 122203 (2013). arXiv:1306.3142
19. Mosonyi, M., Ogawa, T.: Quantum hypothesis testing and the operational interpretation of the Rényi relative entropies. Commun. Math. Phys. 334(3), 1617–1648 (2015). arXiv:1309.3228
20. Nagaoka, H.: The converse part of the theorem for quantum Hoeffding bound. (2006). arXiv:quant-ph/0612189
21. Petz, D.: Quasi-entropies for states of a von Neumann algebra. Publ. RIMS, Kyoto University 21, 787–800 (1985)
22. Petz, D.: Quasi-entropies for finite quantum systems. Rep. Math. Phys. 23, 57–65 (1986)
23. Qi, H., Wang, Q.L., Wilde, M.M.: Applications of position-based coding to classical communication over quantum channels. J. Phys A 51(44), 444002 (2018). arXiv:1704.01361
24. Rastegin, A.E.: Relative error of state-dependent cloning. Phys. Rev. A 66(4), 042304 (2002)
25. Rastegin, A.E.: A lower bound on the relative error of mixed-state cloning and related operations. J. Opt. B Quantum Semiclassical Opt. 5(6), S647 (2003). arXiv:quant-ph/0208159
26. Rastegin, A.E.: Sine distance for quantum states. (2006). arXiv:quant-ph/0602112
27. Renes, J.M.: Relative submajorization and its use in quantum resource theories. J. Math. Phys. 57(12), 122202 (2016). arXiv:1510.03695
28. Salzmann, R., Datta, N.: Total insecurity of communication via strong converse for quantum privacy amplification. (2022). arXiv:2202.11090
29. Umegaki, H.: Conditional expectations in an operator algebra IV (entropy and information). Kodai Math. Seminar Rep. 14(2), 59–85 (1962)
30. Vazquez-Vilar, G.: Multiple quantum hypothesis testing expressions and classical-quantum channel converse bounds. In: 2016 IEEE international symposium on information theory, pp. 2854–2857, Barcelona, Spain (2016). arXiv:1607.07625
31. Wilde, M.M.: Optimized quantum f-divergences and data processing. J. Phys. A 51(37), 374002 (2018). arXiv:1710.10252
32. Wang, L., Renner, R.: One-shot classical-quantum capacity and hypothesis testing. Phys. Rev. Lett. 108(20), 200501 (2012). arXiv:1007.5456
33. Wang, X., Wilde, M.M.: Resource theory of asymmetric distinguishability. Phys. Rev. Res. 1(3), 033170 (2019). arXiv:1905.11629
34. Wang, X., Wilde, M.M.: Resource theory of asymmetric distinguishability for quantum channels. Phys. Rev. Res. 1(3), 033169 (2019). arXiv:1907.06306
35. Wilde, M.M., Winter, A., Yang, D.: Strong converse for the classical capacity of entanglement-breaking and Hadamard channels via a sandwiched Rényi relative entropy. Commun. Math. Phys. 331(2), 593–622 (2014). arXiv:1306.1586
Publisher's Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.