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ABSTRACT
Recent attention-based image inpainting methods have made inspiring progress by modeling long-range dependencies within a single image. However, they tend to generate blurry contents since the correlation between each pixel pairs is always misled by ill-predicted features in holes. To handle this problem, we propose a novel region-aware attention (RA) module. By avoiding the directly calculating correlation between each pixel pair in a single samples and considering the correlation between different samples, the misleading of invalid information in holes can be avoided. Meanwhile, a learnable region dictionary (LRD) is introduced to store important information in the entire dataset, which not only simplifies correlation modeling, but also avoids information redundancy. By applying RA in our architecture, our method scan generate semantically plausible results with realistic details. Extensive experiments on CelebA, Places2 and Paris StreetView datasets validate the superiority of our method compared with existing methods.

1. INTRODUCTION
Image inpainting is a task of restoring the missing or damaged parts of images in computer vision. Traditional diffusion-based or patch-based approaches \[1,2\] only work well for small holes or stationary textural regions, and they fail to generate semantic information on non-stationary images.

To make up for it, learning-based methods \[3,4,5\] are proposed to formulate inpainting as a conditional image generation problem by using a vanilla convolutional encoder-decoder network, where the encoder learns a latent feature representation of the image and then the decoder takes the representation to reason about the missing contents. Since the receptive fields are limited and the holes in input images are completely empty, convolutions cannot effectively capture the global semantic information of the corrupted images, leading to semantically inconsistent results and artifacts, especially when the holes are large, as shown in Figure 1(b) LBAM.

Recently, attention-based methods are proposed to consider modeling long-range dependencies from a spatial perspective. The contextual attention module (CAM) is proposed in \[6\] to enable hole patches to receive information from distant contexts by modeling the relations between contexts and holes. Benefiting from CAM, recent methods \[7,8\] have shown promising performance. As CAM models the relation between contextual and holes features patches by computing the cosine similarity, its effectiveness heavily relies on the preliminarily-recovered holes features \[9\]. The ill-predicted contents always mislead the modeling of dependencies in CAM, making CAM ineffective in maintaining global semantic consistency in a single image. Therefore, CAM is often applied in coarse-to-fine architectures which consists of two stacked encoder-decoder networks. In coarse stage, the first encoder-decoder will generate coarse predictions in the damage areas, and then, in fine stage, CAM is applied to the second encoder-decoder to refine the results. However, using two-stage architectures to obtain valid initial values in holes requires considerable computational resources and makes the networks more difficult to be optimized. Besides, CAM only considers to model the correlation within a single sample, ignoring the correlation between different samples. However, for the inpainting task, it is also necessary to maintain the semantic consistency between samples. For example, the un-masked information in sample A can provide clues for the prediction of missing contents in sample B when sample A and B have similar semantics.

In order to effectively model the global dependencies and maintain the semantic consistency in predictions, a novel region-aware attention (RA) module is proposed. Different from CAM, RA avoids directly calculating the affinity between different positions when modeling the correlation within a single image, and also considers the correlation between different images in the dataset. Specifically, first of all, a standard convolution is used to map the \(c\)-dim features of each pixel position in the input feature map to a \(n\)-dim subspace, where \(n\) indicates the number of the regions. Then, a share-weight linear layer is applied to the transformed input feature maps for roughly estimating the values in holes of each channel. A guided mask reflecting the coarse correlation between each pixel and each region is obtained. Since the share-weight linear layer is optimized in an end-to-end manner with the network, it can receive the information from the entire dataset. Therefore, when the share-weight linear layer predicts missing values for each channel, the correlation between different samples can be established which helps the model to avoid the misleading of invalid information in holes.
Considering the computational burden, we downsample the resolutions of input feature maps by a factor of 4 in practice. Next, the guided mask is upsampled to the original resolution, and a vanilla convolution followed by softmax is used to refine the relations between each pixel with each region and modeling the relation between each region. Finally, RA reconstructs missing contents by combining representations of each region which is stored in a learnable region dictionary (LRD), weighted by the correlation between the specific pixel with each region. Since LRD is shared across the entire dataset, it can capture the most important information. By switching from $N$-to-$N$ ($N$ is the number of the pixels) correlation modeling to $N$-to-$n$ modeling, the process can be simplified and information redundancy can be avoided. Moreover, For extracting global structure information and local texture effectively, we propose a local-global attention (LGA) layer and apply it to the encoder of our architecture.

Extensive experiments on Places2 [10], CelebA [11] and Paris StreetView [12] datasets demonstrate that our method can generate plausible results with clear boundaries and realistic details compared to state-of-the-art methods.

We summarize the contributions of this paper as follow:

- A novel region-aware attention (RA) module is proposed to indirectly model the correlation between pixels in a single sample from the perspective of region, and consider the semantic consistency between different samples, so as to avoid the misleading of invalid information in the modeling process.

- In order to maintain the semantic consistency and pay attention to the reconstruction of texture details, we propose a local-global attention (LGA) layer based on RA and apply it to the encoder of our architecture.

- We show that our approach can achieve promising performance compared with previous state-of-the-art methods on benchmark datasets including CelebA, Paris StreetView and Places2.

2. RELATED WORK

2.1. Learning-based Image Inpainting

Learning-based methods for image inpainting [13, 14, 15, 16, 17, 18, 4] always use deep learning and adversarial training strategy [19] to predict the missing contents in hole regions. One of the early learning-based methods, Context Encoder [3] takes adversarial training into a encoder-decoder architecture to fill the holes in feature-level. On the basis of Context Encoder, Iizuka et al. [20] propose global and local discriminators to generate better results with regard to overall consistency as well as more detail. Yang et al. [21] propose a multi-scale neural patch synthesis approach to generate high-frequency details. Liu et al. [22] propose an automatic mask generation and update mechanism to focus on valid pixels in the feature map for better results. Inspired by [22], Yu et al. [7] propose a gated convolution and SN-PatchGAN to better deal with irregular masks. Guo et al. [23] propose a single-stage architecture with two parallel encoder-decoder to process edge information and structure information.

2.2. Attention-based Image Inpainting

Recently, spatial attention mechanism is introduced in image inpainting task to model long-range dependencies within features [9, 4]. Yan et al. [24] introduce a shift operation and a guidance loss to restore features in the decoder by utilizing the information in corresponding encoder layers. Yu et al. [6] propose a novel contextual attention module to explicitly utilize the feature in known-regions as references to make better predictions. Liu et al. [25] propose a coherent semantic attention layer to model the correlation between adjacency features in hole regions for continuity results.

3. APPROACHES

3.1. Region-aware Attention Module

In order to avoid the misleading of invalid pixels on long-range dependency modeling, we propose a region-aware attention (RA) module. By introducing a region mask gener-
(RMG), RA can indirectly model the correlation between pixels in a single image from a region perspective, avoiding the direct influence of invalid pixels. Meanwhile, the semantic consistency between different samples is maintained by modeling the correlation between samples of entire dataset. And a learnable region dictionary (LRD) is introduced to provide important region information for reconstructing the holes under the guidance of RMG. These give the model ability to seek clues from other semantically similar samples in the dataset when predicting missing contents in the current sample.

### 3.1.1. Region Mask Generator

For the single-stage architecture, the correlation between each pixel and each region in the input feature map cannot be established directly through the convolution whose receptive fields are limited, since the there are no coarse predictions provided for the empty holes. To handle these, we propose a region mask generator.

For the $c$-dim feature at each pixel position of the input feature map $X \in \mathbb{R}^{c \times h \times w}$, we will use a $5 \times 5$ convolution to map them into a $n$-dim subspace, obtaining $X' \in \mathbb{R}^{n \times h \times w}$, where $n$ indicates the number of regions. Then, we introduce a share-weight linear layer to channel-wisely predict the coarse values in holes of each channel of $X'$, obtaining the coarse region mask $RM^c \in \mathbb{R}^{n \times h \times w}$. In practice, $X'$ will be downsampled by 4 times before feeding into the share-weight linear layer for avoiding excessive computational burden, and then the coarse guided mask will be upsampled to the original resolution. Finally, a convolution is applied to refine the correlation between each pixel with each region reflected in the coarse guided mask and model the correlation between regions, obtaining $RM^r$. And softmax is performed on the channel dimension to obtain the final Region mask $R_{M}$. The process can be formulated as:

$$RM^c = \text{linear}(X'_i)$$  \hspace{1cm} (1)

$$RM^r = \text{BN(Conv(RM^c))}$$  \hspace{1cm} (2)

$$RM = \text{softmax}(RM^r)$$  \hspace{1cm} (3)

where $RM^c \in \mathbb{R}^{\frac{h}{4} \times \frac{w}{4}}$ and $X'_i \in \mathbb{R}^{\frac{h}{4} \times \frac{w}{4}}$ indicate $i$-th channel of $RM^c$ and $X'$, respectively. And $r$ is the reduction scale. In practice, we set $r=4$.

The reason why we utilize a linear layer to generate $RM^c$ instead of a convolution is that convolutions are limited by the receptive field. It is difficult for convolutions to model global information in the spatial dimension, especially in the beginning stage of the network, holes are far larger than the kernel size of convolutions. At the same time, in order to avoid excessive computation caused by the linear layer, we adopt share-weight linear layer to conduct correlation modeling for the information in each channel.

### 3.1.2. Learnable Region Dictionary

We introduce a learnable $n \times c$ matrix $D$ as a learnable region dictionary (LRD), where the $i$-th row of $D$ stores the important information of $i$-th region. And RA reconstructs holes by combining the representations of all regions in LRD according to the region mask generated by RMG. Specific, for each pixel feature in the input feature maps $X$, RA reconstructs it by combining the representations of all regions in LRD weighted by the elements of $n$-dim vector in the corresponding pixel position of the region mask, which reflects the
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**Fig. 2.** Our architecture.
probability distribution of the current pixel belonging to each region.

\[ Y_i = \sum_{j=1}^{n} RM_{ji} \cdot D_j \]  

(4)

where \( Y \) is the reconstructed feature map, \( i \) indicates the \( i \)-th pixel in spatial, \( j \) indicates the \( j \)-th region, \( RM_{ji} \) indicates the element in the \( j \)-th channel and \( i \)-th pixel position, \( D_j \) indicates the \( j \)-th row of \( D \). And the residual connection is introduced to ease the information flow.

Since LRD is shared across the entire dataset and is optimized in an end-to-end manner when the network is optimized by the back-propagation, LRD can learn the most discriminative representations. Besides, compared with the \( N \)-to-\( N \) modeling manner in CAM, where \( N \) is the number of pixels, the \( N \)-to-\( n \) modeling manner in RA only uses the most important information to fulfill the holes, so as to avoid information redundancy.

3.2. Local-Global Attention Layer

For helping the model restoring semantically reasonable contents while generating realistic texture details, we propose a local-global attention (LGA) layer. By introducing two parallel branches, one for using RA to capture global information to ensure the consistency of global semantics, and another one for using SE-Net [26] to capture the relevance of local information. Finally, SK-Net [27] is introduced to select the necessary information from the fusion of local and global information based on their characteristics. The architecture of LGA layer is shown in Figure 2.

3.3. Network Architecture

We use an encoder-decoder based on vanilla convolutions for single-stage image inpainting, where both the encoder and decoder are composed of 3 convolutional layers. And 4 stacked residual dilated convolutional blocks [28, 29] are embedded between encoder and decoder to enlarge the receptive fields. The encoder takes the concatenation of the corrupted image \( I_{src} \in \mathbb{R}^{3 \times H \times W} \) and the mask \( M_{src} \in \mathbb{R}^{H \times W} \) in the channel dimension as input, and the decoder outputs the recovered detailed image \( I_{pred} \in \mathbb{R}^{3 \times H \times W} \). The LGA layer we proposed is embedded in the first two layers of the encoder.

3.4. Loss Functions

To guide the optimization of our model, we introduce image reconstruction loss, perceptual loss, style loss and adversarial loss in our model.

3.4.1. Image Reconstruction Loss

We introduce the image reconstruction loss to supervise the recovery of images. Specifically, the image reconstruction loss is defined as the \( L_1 \) distance between the predicted image and the ground-truth image:

\[ L_1 = \|I_{pred} - I_{gt}\|_1 \]  

(5)

where \( I_{pred} \) and \( I_{gt} \) indicate the predicted image and the ground-truth image respectively.

3.4.2. Perceptual Loss

For helping the model to capture structural information, we introduce the perceptual loss \( L_{per} \) following [30] to the reconstructed detailed image in MS and the structure image in SS. The perceptual loss is defined on the ImageNet-pretrained VGG16:

\[ L_{per} = \mathbb{E}[\frac{1}{N_i} \|\phi_i(I_{pred}) - \phi_i(I_{gt})\|_1] \]  

(6)

where \( \phi_i \) is the feature map of \( i \)-th layer of VGG-16. In practice, select the feature map from layers ReLU1_1, ReLU2_1, ReLU3_1, ReLU4_1, ReLU5_1 following [30].

3.4.3. Style Loss

For helping the model to preserve the style coherency, we introduce the style loss \( L_{sty} \) following [30]. We compute the style loss with given feature map \( C_i \times H_i \times W_i \):

\[ L_{sty} = \mathbb{E}[\sum_i \|G_i^{\phi}(I_{pred}) - G_i^{\phi}(I_{gt})\|_1] \]  

(7)

where \( G_i^{\phi} \) is a \( C_i \times C_i \) Gram matrix calculated from the given feature maps.

3.4.4. Adversarial Loss

The adversarial training strategy is adopted in our work. We follow [31] to use SN-PatchGAN, and adopt the Relativistic Average LS adversarial loss [31] for generating more realistic details:

\[ L_{adv} = -\mathbb{E}_{I_{gt}} \left[ D(I_{gt}, I_{pred})^2 \right] - \mathbb{E}_{I_{pred}} \left[ (1 - D(I_{gt}, I_{pred})^2) \right] \]  

(8)

4. EXPERIMENTS

4.1. Experimental settings

We evaluate our method on three datasets: CelebA [11], Paris StreetView [12] and Places2 [10]. For these datasets, we use the original train, validation and test splits. We train our model on an Nvidia RTX 2080Ti GPU and use Adam algorithm with a learning rate of \( 1 \times 10^{-4} \) for optimization. All masks and images for training and testing are with the
size of $256 \times 256$. Besides, we adopt the same data augmentation such as flipping during training process as [30]. For fair comparison, we compare our method with 5 existing state-of-the-art methods: LBAM [4], RN [5], CA [32], RT [30], CTSDG [23], where LBAM, RN, RT, CTSDG are single-stage methods, and CA is a two-stage method which applies the CAM in the second-stage. To verify the effectiveness of our model, we make comparisons between ours with these methods in filling irregular holes, which is obtained from [22].

4.2. Quantitative Comparisons

We conduct quantitative comparisons on CelebA, Places2 datasets. We choose mean $L_1$ error, Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index (SSIM) and Fréchet Inception Distance (FID) as evaluation metrics to qualify the performance of these methods. As shown in Table 1, our method outperforms all the other methods in filling irregular holes under different hole-to-image area ratios.

4.3. Qualitative Comparisons

We conduct qualitative comparisons on CelebA and Places2 datasets which contain human faces and natural scenes. Figure 5 presents the comparison results in filling irregular holes. The results of RN and CA present that they tend to generate distorted structure and blurry textures. And LBAM and CTSDG tend to generate artifacts. Although results produced by RT have more reasonable structures, there still exists artifacts and blurry boundaries. Compared with these methods, our model is able to synthesize semantically reasonable results with realistic details.

4.4. Ablation Study

4.4.1. The Effect of LGA Layer

In order to verify the effectiveness of LGA and demonstrate the advantages of our method compared with CAM in single-stage architectures, we conduct 4 experiments on Paris StreetView dataset:

- **Exp 1**: We remove LGA layers embedded in the encoder of our architecture, obtaining the BasicNet.
- **Exp 2**: We replace the RA in the LGA layers embedded in the encoder of our architecture with CAM.
- **Exp 3**: We embed LGA layer in the last two decoder layers of BasicNet, and replace the RA in the LGA layers with CAM.
- **Exp 4**: Our model.
- **Exp 5**: We embed LGA layer in the last two decoder layers of BasicNet.

By comparing Exp2 and Exp3, we find that applying CAM in decoder of single-stage architecture achieves better performance than applying CAM in Encoder. Meanwhile, by comparing Exp1 and Exp2, we find that applying CAM in the encoder of single-stage architecture brings limited improvement. These prove that CAM is sensitive to the validity of the features in holes, especially when the holes are completely empty. The comparison between Exp1 and Exp4 validate the effectiveness of LGA layer we propose. The comparisons between Exp4 with Exp2 and 3 present that our RA can effectively model the correlation between each pixel with each region in the single-stage architecture, avoiding the misleading of invalid features in holes. We attribute this characteristics to the share-weight linear layer in RA, because it provides a coarse prediction for holes from a global perspective. Through the comparison between Exp4 and Exp5, we find that applying LGA to encoder can bring better performance.

| CelebA | Mask | LBAM | RN | CA | RT | CTSDG | Ours |
|--------|------|------|----|----|----|-------|------|
| $L^1_\alpha$(%) | 10-20% | 0.79 | 1.20 | 0.77 | 0.89 | 0.78 | 0.74 |
|        | 20-30% | 1.58 | 2.22 | 1.50 | 1.70 | 1.55 | 1.45 |
|        | 30-40% | 2.61 | 3.41 | 2.45 | 2.68 | 2.51 | 2.33 |
|        | 40-50% | 3.94 | 4.97 | 3.61 | 3.90 | 3.68 | 3.43 |
| FID$^-$ | 10-20% | 6.55 | 12.93 | 5.73 | 7.33 | 8.42 | 5.59 |
|        | 20-30% | 13.73 | 21.36 | 10.93 | 13.25 | 16.31 | 10.64 |
|        | 30-40% | 21.14 | 30.96 | 15.60 | 18.47 | 23.61 | 14.99 |
|        | 40-50% | 31.77 | 46.24 | 20.23 | 22.55 | 30.90 | 19.47 |
| SSIM$^+$ | 10-20% | 0.975 | 0.964 | 0.977 | 0.973 | 0.974 | 0.979 |
|        | 20-30% | 0.945 | 0.952 | 0.952 | 0.944 | 0.946 | 0.955 |
|        | 30-40% | 0.899 | 0.887 | 0.914 | 0.903 | 0.904 | 0.920 |
|        | 40-50% | 0.834 | 0.819 | 0.864 | 0.850 | 0.850 | 0.872 |
| PSNR$^+$ | 10-20% | 25.06 | 3.94 | 27.00 | 28.59 | 45.48 | 23.99 |
|        | 20-30% | 25.40 | 2.61 | 0.899 | 30.16 | 0.864 | 28.85 |
|        | 30-40% | 22.50 | 2.45 | 4.38 | 16.51 | 0.747 | 22.55 |
|        | 40-50% | 31.77 | 46.24 | 20.23 | 22.55 | 30.90 | 19.47 |

| Places2 | Mask | LBAM | RN | CA | RT | CTSDG | Ours |
|---------|------|------|----|----|----|-------|------|
| $L^1_\alpha$(%) | 10-20% | 1.28 | 1.21 | 1.07 | 1.09 | 1.03 | 1.03 |
|        | 20-30% | 2.26 | 2.19 | 1.99 | 2.18 | 1.86 | 1.90 |
|        | 30-40% | 3.23 | 3.30 | 2.98 | 3.30 | 2.78 | 2.58 |
|        | 40-50% | 4.38 | 4.60 | 4.17 | 4.66 | 3.83 | 4.00 |
| FID$^-$ | 10-20% | 18.93 | 31.75 | 16.51 | 20.71 | 19.23 | 15.79 |
|        | 20-30% | 30.21 | 46.83 | 27.73 | 33.62 | 31.29 | 26.15 |
|        | 30-40% | 41.98 | 63.51 | 37.72 | 44.86 | 44.08 | 35.81 |
|        | 40-50% | 52.96 | 80.76 | 47.62 | 55.51 | 59.05 | 45.48 |
| SSIM$^+$ | 10-20% | 0.928 | 0.916 | 0.939 | 0.931 | 0.939 | 0.943 |
|        | 20-30% | 0.866 | 0.862 | 0.883 | 0.867 | 0.887 | 0.889 |
|        | 30-40% | 0.798 | 0.807 | 0.818 | 0.794 | 0.826 | 0.826 |
|        | 40-50% | 0.713 | 0.737 | 0.737 | 0.701 | 0.751 | 0.747 |
| PSNR$^+$ | 10-20% | 23.85 | 24.97 | 22.89 | 28.97 | 30.13 | 30.16 |
|        | 20-30% | 25.84 | 26.07 | 22.65 | 25.85 | 27.08 | 27.32 |
|        | 30-40% | 23.81 | 24.05 | 24.34 | 23.60 | 24.93 | 25.06 |
|        | 40-50% | 22.20 | 22.35 | 22.50 | 20.80 | 23.24 | 23.08 |
The reason may be that providing appropriate initial values for holes via the LGA at the beginning of the network allows more subsequent components pay attention to refine the details.

Table 2. The effect of LGA layer. − Lower is better. + Higher is better.

| Exp | $L^1$ (%) | FID $^-$ | SSIM $^+$ | PSNR $^+$ |
|-----|-----------|---------|---------|---------|
| 1   | 3.22      | 61.82   | 0.829   | 24.99   |
| 2   | 3.05      | 52.44   | 0.839   | 25.31   |
| 3   | 2.96      | 49.66   | 0.844   | 25.59   |
| 4   | 2.84      | 45.48   | 0.857   | 26.03   |
| 5   | 2.89      | 49.74   | 0.851   | 25.87   |

4.4.2. The Visualization of Region Mask

We visualize the region mask $RM$ generated in RA, as shown in Figure 4. For the human-face dataset CelebA, we found that the region mask generator (RMG) is able to predict the missing values and divide the regions based on human facial characteristics. However, for the natural scenes dataset Paris StreetView, RMG can only roughly divide the image into foreground and background. We think the reason is that the natural scenes are more complicated and we don’t have any supervision about the region division during the training process, so the model can only learn some general regional information. Meanwhile, we visualize the prediction results $RM^c$ of share-weight linear layer of RMG. The comparisons between $RM^c$ and $RM$ present that the convolution following the linear layer can refine the predicted region mask.

4.4.3. The Effect of Learnable Region Dictionary

Compared with the $N$-to-$N$ modeling manner in CAM, where $N$ is the number of pixels, the $N$-to-$n$ modeling manner in RA only uses the most important information stored in learnable region dictionary to fulfill the holes. To explore the influence of the different $n$ values in LRD on the performance of the final model, we conduct the experiments on CelebA dataset, as shown in Table 3. The results presents that when $n$ in LRD is set to 16, the model can achieve the best performance on CelebA dataset.

5. CONCLUSIONS

In order to solve the problem that attention is susceptible to invalid information and cannot effectively model long-range dependency within a single corrupted image, we propose a novel region-aware attention for image inpainting. By avoid-
Fig. 4. The visualization of region mask. [Best viewed with zoom-in.]

Table 3. The effect of different n in LRD. *Lower is better. \(^{+}\)Higher is better.

| Exp | \(L_1^-(\%)\) | FID \(^{-}\) | SSIM \(^{+}\) | PSNR \(^{+}\) |
|-----|----------------|-------------|-------------|-------------|
| n=8 | 2.44           | 15.85       | 0.917       | 26.36       |
| n=16| 2.33           | 14.99       | 0.920       | 26.46       |
| n=32| 2.35           | 15.34       | 0.918       | 26.37       |

ing the directly calculating correlation between each pixel pair in a single sample and considering the correlation between different samples, the negative impact of invalid information in modeling global correlation can be avoided. Meanwhile, a learnable region dictionary (LRD) is introduced to store important information in the entire dataset, which not only simplifies correlation modeling, but also avoids information redundancy. By applying RA in the encoder of our architecture, our methods can generate semantically plausible results with realistic details. Extensive experiments validate the superiority of our method compared with existing methods.
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