ROMA: Cross-Domain Region Similarity Matching for Unpaired Nighttime Infrared to Daytime Visible Video Translation
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Figure 1: Left: Display of the nighttime infrared, nighttime visible and translated daytime visible videos via ROMA for Highway and Monitor scenarios in InfraredCity, respectively. Right: Display of applications on object detection and video fusion for ROMA-translated results. Notably, the ROMA-translated daytime videos achieve superior detection performance compared with the corresponding nighttime infrared and visible videos, and the video fusion results between infrared and ROMA-translated videos are much sharper than the counterparts. The animated videos are best viewed via Adobe Acrobat, please zoom in for details.

ABSTRACT

Infrared cameras are often utilized to enhance the night vision since the visible light cameras exhibit inferior efficacy without sufficient illumination. However, infrared data possesses inadequate color contrast and representation ability attributed to its intrinsic heat-related imaging principle, which hinders its application. Although, the domain gaps between unpaired nighttime infrared and daytime visible videos are even huger than paired ones that captured at the same time, establishing an effective translation mapping will greatly contribute to various fields. In this case, the structural knowledge within nighttime infrared videos and semantic information contained in the translated daytime visible pairs could be utilized simultaneously. To this end, we propose a tailored framework ROMA that couples with our introduced cRoss-domain regiOn siMilarity mAtching technique for bridging the huge gaps. To be specific, ROMA could efficiently translate the unpaired nighttime infrared videos into fine-grained daytime visible ones, meanwhile maintain the spatiotemporal consistency via matching the cross-domain region similarity. Furthermore, we design a multiscale region-wise discriminator to distinguish the details from synthesized visible results and real references. Moreover, we provide a new and challenging dataset encouraging further research for unpaired nighttime infrared and daytime visible video translation, named InfraredCity, which is 20 times larger than the recently released infrared-related dataset IRVI. Codes and datasets are available here.
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1 INTRODUCTION

In real-world multimedia applications, visible light cameras are often leveraged to assist improving visual effects for various scenarios [27]. Unfortunately, their adaptability becomes even worse than the human biological vision system under extreme conditions, e.g., dark night or light exposure as shown in Fig. 1. In such cases, infrared sensors could take the place of visible cameras as an auxiliary imaging systems. Its heat-related imaging principle can stably provide visual signals with sufficient spatial or structural descriptions, however, the lack of detailed semantic information can not well satisfy the conventional cognition of this colorful world [46]. This makes the raw infrared data undesirable for direct utilization in practical tasks, such as autonomous driving or monitoring. Even so, infrared sensors are indispensable in real-world applications, especially for the dark night situation. Therefore, it is worthy to bridge the modality gaps between the infrared and visible data.

 Plenty of works [4, 23, 37, 44, 46] have thoroughly studied the data fusion for infrared and visible frames, while their results often visually retain the appearance of grayscales, which are still not distinct compared with visible ones. Besides, other methods [6, 15, 16, 34] try to transform infrared images to visible ones through different color mapping functions. However, they usually require complex manual interventions, which impose limitations in practical applications. With the development of deep learning based generative models, image-to-image translation methods [1, 21, 32, 45] have attracted appreciable attentions. They seek to achieve high-quality performance through powerful generative adversarial training techniques [19, 25]. However, the huge domain gaps between infrared and visible images make these methods incompetent in precisely preserving the proper infrared structure information and abundant visible semantic details. Moreover, nowadays most real-world applications provide feedback in the form of video signals. These image-level methods will lose their applicability due to lack of consideration for video temporal consistency.

To this end, video-to-video translation methods have recently taken a further step on the basis of their counterparts. For instance, [42, 43] synthesize target videos and predict future frames greatly rely on labeled pair data. However, like most video translation tasks, the nighttime infrared and daytime visible videos have no pixel-to-pixel aligned training data. Manual labeling is not only time-consuming and expensive, but also prone to introduce errors. Thus, some unpaired video-to-video translation methods [2, 3, 8, 24] loosen the requirements for paired data. In particular, [24] is a framework that adapts for daytime infrared and visible video translation. The huger domain gap between nighttime infrared and daytime visible data will inevitably diminish their translated performance, since the critical semantic structural correspondence across the two domains are largely overlooked. Moreover, their feature-level losses have integrated the domain-invariant content and domain-specific appearance together. Hence, the structural consistency and semantic details will be destroyed in the translated results, especially for tremendous domain discrepancy.

To tackle these challengings, we propose a novel one-sided end-to-end framework ROMA that couples with our introduced cross-domain region similarity matching technique (referred to as cross-similarity in the rest of this paper) to bridge the huge gap between nighttime infrared and daytime visible videos. Specifically, we focus on the domain-invariant structural information by optimizing three forms of cross-similarity maps to generate fine-grained translating results and keep temporal consistency. Besides, we propose a multiscale region-wise discriminator to enhance the detailed domain-specific style information.

As shown in Fig. 2, the cross-similarity map is calculated between input and synthesized output on the basis of a pre-trained ViT [11]. We first split the frames into several regions, and each region of the input could obtain similarity maps interacting with all regions of the output. Meanwhile, the similarity maps of the output regions could also obtain by interacting with the input regions. Notably, all the cross-similarity maps are calculated across domains, which could make the generative process focus on learning the content or structural correspondence between real and synthesized frames, while getting rid of the negative effects of different styles. Then we match the cross-domain region similarity maps calculated at the same location. This process is called global structural cross-similarity consistency, since it keeps the domain-invariant structural information to be the same under different appearances. Moreover, we take a step further to apply this pattern within local regions for fine-grained structure preservation, which is called local structural cross-similarity consistency. Since the cross-similarity map matching cuts off the influence of domain-specific style information, the similarity maps can also measure structural variants caused by scene movements. Thus, we optimize temporal cross-similarity consistency by minimize the distance of similarity maps that calculated from time \( t \) input, time \( t + 1 \) output and time \( t \) output, time \( t + 1 \) input.

As for domain-specific style enhancement, we propose a multiscale region-wise discriminator. We first extract the token embeddings of real references and synthesized results via ViT, then reshape and refine them into different scales. At last, the MLP layers are applied to distinguish real or fake depending on the concatenation of multiple representations.

Additionally and importantly, the nighttime infrared to daytime visible video translation is rarely studied due to the lack of a high-quality relevant dataset. In this paper, we offer a new and challenging dataset named InfraredCity, which consists of 9 long video clips including city, highway, and monitoring scenarios. All clips could be split into 579,984 frames in total. After manual selection, we additionally provide InfraredCity-Lite for research. In summary, our contributions are listed as below:
• A simple yet effective cross-domain region similarity matching technique is proposed, which could fully utilize the structure knowledge of nighttime infrared data, and enhance the structure correspondence between input and output, facilitating generating authentic and fluent daytime visible videos.
• We propose an efficient one-sided end-to-end framework ROMA, which performs cross-similarity matching and is coupled with our introduced multiscale region-wise discriminator. Besides, ROMA achieves superior performance compared to other state-of-the-art baselines on several datasets.
• The translated videos via ROMA could be further applied to real-world applications, such as object detection and video fusion. The promising results validate the effectiveness of ROMA for night vision scenarios.
• We provide new datasets for nighttime infrared to daytime visible video translation, i.e., InfraredCity and InfraredCity-Lite, encouraging further research on this area.

2 RELATED WORK

Infrared-to-Visible Translation. Since infrared-to-visible translation is an attractive strategy to enhance night vision perception, there are continuing studies on it. Generally, the infrared vision technique is often used for the context enhancement in nighttime vision by fusing it with the visible data [44, 44, 46]. Unfortunately, the nighttime visible image is often terrible on account of low-light conditions, which delivers limited knowledge to infrared data. Also, the gray fusion results are undesirable for human beings. Thus, [6, 34, 40, 41] regard infrared images as gray ones and attempt to generate visible images via colorization approaches. Similarly, [17, 26, 38, 39] utilize the GAN [19] module and attempt to affine the single-channel infrared image into the three-channel RGB result via colorization manners. Although these methods could generate colorful results, they prone to distort details without additional structural constraints. Moreover, these image-level methods impose limitations on the infrared-to-visible video translation task due to lack of consideration for temporal consistency.

Image-to-Image and Video-to-Video Translation. Image-to-image translation intends to learn a mapping from the source domain to the target domain. Pix2pix [33] explores the possibility of applying the deep network on image translation via the GAN framework [19] with paired datasets. Furthermore, to relax the requirements of paired datasets, CycleGAN [21] introduces the cycle consistency, which maintains the content during training. However, it requires auxiliary generators and discriminators for the reverse mapping, leading to more computation cost. To avoid this, [5, 14] adopt a one-sided framework and propose implicit structural consistency to replace cycle consistency. [7, 20, 31] propose structural consistency under the high-level semantic information. CUT [32] and its following algorithm [22] seek to maximize the mutual information between the two domains. Although these approaches guarantee spatial consistency in image-to-image translation tasks, they can not be directly applied to the video translation tasks due to the lack of consideration for temporal coherence.

To make up for the deficiency, [42, 43] translate videos with hand-designed temporal consistency based on paired video datasets. However, it is almost impossible to collect the pixel-to-pixel paired videos for the nighttime infrared and daytime visible translation tasks. Thus, [3] explores unpaired video-to-video translation and proposes 3D Convolution as a pioneer. Recycle-GAN [2] utilizes cycle loss and recurrent loss to keep the consistency of spatial and temporal information. Similarly, mocyte-GAN [8] utilizes cycle loss for structural consistency and motion consistency loss based on optical flow to maintain the temporal coherence. Especially, I2V-GAN [24] is a tailored approach for daytime infrared-to-visible translation, which additionally proposes perceptual cyclic losses and similarity losses to enhance the spatiotemporal consistency compared with Recycle-GAN. Although I2V-GAN achieves acceptable results on infrared-to-visible translation, huger domain gaps between nighttime infrared and daytime visible data hinder its efficacy. Besides, these approaches perform their constraints mainly on image level and feature level, which will inevitably conflate video content and style information together in the optimization process due to the huge difference between two domains. Therefore, the structural correlation between each region in the infrared videos will be entangled with the domain style, leading to generating blurred and unpleasant visible videos.

3 THE PROPOSED METHOD

For an nighttime infrared video clip $\mathbb{X} = \{x_1, x_2, ..., x_N \mid x \in \mathbb{R}^{H \times W \times C}\}$ and a daytime visible video clip $\mathbb{Y} = \{y_1, y_2, ..., y_N \mid y \in \mathbb{R}^{H \times W \times C}\}$, we aim to guide the generator $\mathcal{G}$ to transfer $\mathbb{X}$ into the target-style clip $\hat{\mathbb{Y}} = \{\hat{y}_1, \hat{y}_2, ..., \hat{y}_N \mid \hat{y} \in \mathbb{R}^{H \times W \times C}\}$, and $\hat{\mathbb{Y}}$ are used for denoting the number of total video frames from $\mathbb{X}$ and $\mathbb{Y}$, respectively. In particular, the translated results $\hat{\mathbb{Y}}$ should maintains the spatiotemporal consistency with $\mathbb{X}$, but converts the appearance appropriately as real visible video $\mathbb{Y}$. Notably, $\mathbb{Y}$ and $\hat{\mathbb{Y}}$ only share the same style information within their different scenes. This translation process is denoted as $\hat{\mathbb{Y}} = \mathcal{G}(\mathbb{X})$.

We begin this section by introducing our proposed cross-domain region similarity matching technique. Specifically, we propose three...
types of constraints from both spatial and temporal perspectives for video translation, which concentrate on the domain-invariant information and cut off the negative influence of domain-specific information. Then, we introduce a multiscale region-wise discriminator, which is applied to distinguish the details of domain-specific information between synthesized results and real references.

3.1 Cross-domain Region Similarity Matching

We take an input frame $x \in \mathcal{X}$ and the corresponding synthesized output $\hat{y} \in \bar{\mathcal{X}}$ as an example to illustrate. As shown in Fig. 2, we first divide $x$ and $\hat{y}$ into non-overlapping regions. The total number of regions from $x$ or $\hat{y}$ is $N_r$. Then the cross-similarity map of $i$-th source region $sr_i$ in $x$ can be calculated to associate to all regions of $\hat{y}$. Similarly, the cross-similarity map of $i$-th target region $tr_i$ is obtained by interacting with all the source regions. We formulate this process for cross-similarity maps calculation as following:

$$S_{sr_i} = u_i \cdot v_j^\top, \quad (1)$$
$$S_{tr_i} = v_i \cdot u_j^\top, \quad (2)$$

where $u_i, v_i \in \mathbb{R}^{1 \times d}$ are d-dimensional token embeddings for region $sr_i$ and region $tr_i$, $u_i, v_i \in \mathbb{R}^{d \times N_r}$ denote the transposed token embeddings of all $N_r$ non-overlapping regions in $x$ and $\hat{y}$, respectively.

Thus, $S_{sr_i}$ stands for the cross-similarity map of region $sr_i$ in $x$, and $S_{tr_i}$ stands for the cross-similarity map of region $tr_i$ in $\hat{y}$. After we obtain the cross-similarity collections $S_x = \{S_{sr_1}, S_{sr_2}, ..., S_{sr_{N_r}}\}$ and $S_{\hat{y}} = \{S_{tr_1}, S_{tr_2}, ..., S_{tr_{N_r}}\}$, we perform the similarity matching by minimizing their distance within multiple layers of the ViT. Specifically, by picking several representations from different layers, we get $S_x = \{S_x^1, S_x^2, ..., S_x^{N_l}\}$ and $S_{\hat{y}} = \{S_{\hat{y}}^1, S_{\hat{y}}^2, ..., S_{\hat{y}}^{N_l}\}$, which represent different views of $x$ and $\hat{y}$. Finally, the objective of cross-similarity matching between $x$ and $\hat{y}$ is defined as:

$$\mathcal{L} = \frac{1}{N_l} \sum_{i=1}^{N_l} d(\hat{S}_x^i, S_{\hat{y}}^i), \quad (3)$$

where $d(\cdot)$ is the cosine distance function which performs better than $L1$ and $L2$ according to numerous experimental results. As for $N_l$, it means the number of feature layers selected from the Feature Extractor. Based on the cross-similarity, we design three forms of constraints for spatiotemporal consistency shown in Fig. 3.

Global Cross-Similarity for Structural Consistency. Given input frames $\mathcal{X} = \{x_1, x_2, ..., x_N\}$ from source domain and their corresponding synthesized target frames $\bar{\mathcal{Y}} = \{\hat{y}_1, \hat{y}_2, ..., \hat{y}_N\}$, the global cross-similarity matching performs as:

$$\mathcal{L}_g(G) = \frac{1}{N_l} \sum_{i=1}^{N} d(\Sigma_x(t), \Sigma_{\hat{y}}(t)), \quad (4)$$

where $\Sigma_x(t)$ and $\Sigma_{\hat{y}}(t)$ are the collections of cross-similarity maps of the $t$-th frames in $\mathcal{X}$ and $\bar{\mathcal{Y}}$ that obtained from different $l$ layers.

Local Cross-Similarity for Structural Consistency. Moreover, we propose a local optimization strategy to further improve the structural details for fine-grained translation results. For instance, as shown in Fig. 3, we first randomly pick $N_a$ areas from the input frame $x_t$. The size of an area is larger than a region. Then, the areas of $\hat{y}_t$ are automatically obtained with the same locations as their corresponding areas in $x_t$. After that, the local cross-similarity matching is performed within each areas pair as:

$$\mathcal{L}_l(G) = \frac{1}{N_l} \sum_{i=1}^{N_a} d(S_{sr_i}^l(t), S_{tr_i}^l(t)), \quad (5)$$

where $S_{sr_i}^l(t)$ and $S_{tr_i}^l(t)$ are the collections of cross-similarity maps of the $i$-th areas in $t$-th frames from $\mathcal{X}$ and $\bar{\mathcal{Y}}$ from different $l$ layers. Concretely, $N_a$ is equal to 64 in the experiment, i.e., we randomly pick 64 areas in each frame.

Cross-Similarity for Temporal Consistency. As shown in Fig. 2 and Fig. 4, cross-similarity can cut off the negative influences of domain-specific styles and focus on the domain-invariant structure. Thus, the similarity maps can apply to measure the structural variants caused by scene movements and further optimize the temporal consistency for video translation. To be specific, we utilize $u_i(t)$ and $v_i(t)$ to represent the $i$-th regions of $x_t$ and $\hat{y}_t$ at time $t$. $u_i(t+1)$ and $v_i(t+1)$ denote the token embeddings for all regions of $x_{t+1}$ and $\hat{y}_{t+1}$. The temporal cross-similarity is:

$$S_{sr_i}(t+1) = u_i(t) \cdot v_i(t+1)^\top, \quad (6)$$
$$S_{tr_i}(t+1) = v_i(t) \cdot u_i(t+1)^\top. \quad (7)$$

We formulate the multilayer temporal cross-similarity matching as:

$$\mathcal{L}_{tem}(G) = \frac{1}{N_l} \sum_{i=1}^{N_l} d(S_{sr_i}(t, t+1), S_{tr_i}(t, t+1)), \quad (8)$$

where $S_{sr_i}(t, t+1)$ is the collection $\{S_{sr_i}(t, t+1) | i = 1, ..., N_r\}$, and $S_{tr_i}(t, t+1)$ is the collection $\{S_{tr_i}(t, t+1) | i = 1, ..., N_r\}$. Moreover, this constraint can be extended to a generic version related to length of video fragment in each training step:

$$\mathcal{L}_{tem}(G) = \frac{1}{N_l} \sum_{i=1}^{N_l} \sum_{t'=t+\Delta t} d(S_{sr_i}(t, t'), S_{tr_i}(t, t')), \quad (9)$$

where $\Delta t$ is a hyper-parameter to adjust the length of training fragment, and we simply set it as 1 for fast implementation.

3.2 Multiscale Region-Wise Discriminator

In this paper, we design a multiscale region-wise discriminator to distinguish real or fake among visible references and synthesized target results, as shown in Fig. 5. Firstly, we get the token embeddings $T_y, T_{\hat{y}} \in \mathbb{R}^{N_r \times d}$ from the pre-trained ViT and reshape...
We train the network by minimizing the following losses:

\[
L_{adv}(G, D_r) = \mathbb{E}_{y \sim p_{data}(y)} \left[ \log D_r(y) \right] + \mathbb{E}_{x \sim p_{data}(x)} \left[ \log(1 - D_r(G(x))) \right],
\]

where \(D_r\) is our proposed multiscale region-wise discriminator, \(D_r(y) = MLP(T_y)\) and \(D_r(G(x)) = MLP(T_g)\).

### 3.3 Overall Optimization

We train the network by minimizing the following losses:

\[
\begin{align*}
L_D &= - \mathbb{E}_{y \sim p_{data}(y)} \left[ \log D_r(y) \right] \\
&\quad - \mathbb{E}_{x \sim p_{data}(x)} \left[ \log(1 - D_r(G(x))) \right], \\
L_G &= \mathbb{E}_{x \sim p_{data}(x)} \left[ \log(1 - D_r(G(x))) \right] + \lambda_1 \cdot L_g(G) + \lambda_2 \cdot L_f(G) + \lambda_3 \cdot L_{rem}(G),
\end{align*}
\]

where \(\lambda_1, \lambda_2\) and \(\lambda_3\) are tradeoff parameters.

### 3.4 Discussion

In nighttime infrared to daytime visible translation, the key challenge is to well preserve the structural details of infrared data. Perceptual loss [12, 29] and PatchNCE loss [32] have been studied to constrain the structural consistency. Unfortunately, these losses do not explicitly decouple structural and style information. The quality of results is limited by different domain styles. Furthermore, F/LSeSim [45] proposes a self-similarity strategy, which is enhanced by a learnable network, to represent the domain-invariant structural information. However, the data augmentation manner utilized to train the small network is not suitable for reducing the stylistic effects of infrared data. We experimentally analyze the effect of style on similarity and visualize the cosine similarity between irrelevant regions in the Fig. 4. Experiments indicate that the influence of infrared style is negative for self-similarity matching. On the contrary, our cross-similarity shows its ability of cutting off negative influences of style, which is tailored for representing the domain-invariant structural details from infrared data.

### 4 INFRADEDCITY DATASET

| InfraredCity | Total Frame |
|--------------|-------------|
| Nighttime Infrared | 201,856 |
| Nighttime Visible | 178,698 |
| Daytime Visible | 199,430 |

| InfraredCity-Lite | Infrared Train | Infrared Test | Visible Train | Total |
|-------------------|---------------|--------------|--------------|-------|
| City | clear | 5,538 | 1,000 | 5,360 | 15,180 |
| City | overcast | 2,282 | 1,000 | 2,282 | 4,204 |
| Highway | clear | 4,412 | 1,000 | 4,412 | 6,463 | 15,853 |
| Highway | overcast | 2,978 | 1,000 | 2,978 | 4,956 | 9,912 |

We utilize the binocular infrared color camera (DTC equipment) to capture nighttime infrared and visible videos. Additionally, a visible camera is adopted during the day to capture daytime visible videos in the same scenes, while having no sync with nighttime ones. It is well-known that deep models require massive amounts of training data. Our InfraredCity dataset consists of 201,856 nighttime infrared frames, 178,698 nighttime visible frames, and 199,430 daytime visible frames, detailed in Tab. 1. The InfraredCity is about 20 times larger than the most relative dataset IRVI [24] which is provided for daytime infrared-to-visible video translation. Besides, we capture these infrared videos at night from three scenes (city, highway, and monitoring scenarios). Specifically, City and Highway are captured under clear and overcast weather conditions. The dataset is more challenging than the IRVI since the domain gaps between nighttime infrared and daytime visible videos are much larger, raising requirements for preserving structural information of infrared videos covered by the gray appearance.
To facilitate comparison with other methods, we select parts of the InfraredCity dataset to build the InfraredCity-Lite dataset, which contains 41,839 frames in total. We design the InfraredCity-Lite for three forms: Single, Double and Triplet to be in line with the input requirements of most image/video translation methods. The selection strategy is detailed in the supplementary material. Several examples of each scene are shown in Fig. 6.

We comprehensively select four popular infrared related datasets (IRVI [24], VOT2019-RGBTIR [30], FLIR [13] and KAIST [18]) for comparison and details are shown in Tab. 2. As shown in Tab. 2, we performed a detailed comparison in terms of dataset size, number of video clips, and their respective primary purposes.

### 5 EXPERIMENTS

#### 5.1 Datasets

**InfraredCity-Lite** is collected for nighttime infrared to daytime visible translation. This dataset contains 37,339 training and 4500 testing frames. The resolution of both infrared and visible videos is 256 × 256. Our experiments are mainly based on it.

**IRVI** is a widely-popular dataset for infrared-to-visible translation, consisting of 22,080 training and 2272 testing frames. The videos are captured during the day, requiring models to align the infrared video to visible results. The resolution is 256 × 256.

**5.2 Experiment Setup**

**Evaluation Metrics.** We first use the standard Fréchet Inception Distance (FID) [29] to compare the distribution of synthesized daytime visible frames with the distribution of real daytime visible frames from the features space. In the standard setting, these features are estimated by an InceptionV3 [9] pre-trained on the ImageNet [10] dataset. The FID evaluation from the perspective of feature distributions can effectively reflect whether the objects (e.g., buildings, cars, etc.) in each frame from the generated results are similar to the ones in the real videos. The lower value of FID is better.

**Implementation Details.** We design our ROMA as a one-sided framework, consisting of a generator and a discriminator. Following [21], we adopt the encoder-decoder architecture as our backbone network and apply this setting to all methods in our experiments for a fair comparison. The \( l_{size} \) of our multiscale region-wise discriminator is set as \([3, 5, 7]\) for diverse receptive fields. For local structural consistency, the number of areas \( N_a \) is 64 and the size of areas is \( 75 \times 75 \). For the balance of quality improvement and computation cost, \( \Delta t \) is set as 2 for \( L_{term} \). For the constraints of ROMA, the hyperparameter \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are set as 5.0, 5.0 and 1.0.

#### 5.3 Comparisons with Other Methods

We compare our method with several state-of-the-art methods of unpaired image-to-image and video-to-video translation, i.e., CUT [32], CycleGAN [21], F/SeSim [45], Recycle-GAN [2], Mocycle-GAN [8] and I2V-GAN [24]. Notably, we only use the nighttime infrared and the daytime visible videos as inputs for training. The daytime visible videos are only utilized for comparisons.

**Results of InfraredCity-Lite.** As shown in Tab. 3, we obtain state-of-the-art performance, which indicates that ROMA can substantially improve the quality of generated daytime visible frames. Especially, F/SeSim which only focuses on maintaining structure achieves similar results with the tailored infrared-to-visible translation method, i.e., I2V-GAN. It confirms the key challenge of maintaining the structural information of infrared videos. Moreover, compared with them, our ROMA outperforms them by 22.3% on average relatively on the FID metric. Especially, 35.5% improved relatively on the clear Highway scene. These improvements indicate the advantages of ROMA for generating excellent daytime visible results, especially for preserving domain-invariant structure.

| Name                | Frame | Clip | Main Task               |
|---------------------|-------|------|-------------------------|
| InfraredCity        | 579,984 | 9    | video translation       |
| InfraredCity-Lite   | 41,839 | 9    |                         |
| IRVI [24]           |       |      |                         |
| VOT2019 (RGBTIR) [30] | 20,083 | 60   | object tracking         |
| FLIR [13]           | 4,224 | 1    | object detection        |
| KAIST (DAY ROAD) [18] | 16,176 | 9    |                         |

| Method               | FID  |
|----------------------|------|
|                      | Traffic | Monitoring |
|                      | sub-1 | sub-2 | sub-3 | sub-4 | all |
| CycleGAN             | 0.5739 | 1.4448 | 0.6731 | 2.2294 | 2.0535 | 1.9793 | 1.0893 |
| F/SeSim              | 0.6714 | 1.4027 | 0.8056 | 2.1497 | 1.0359 | 1.6266 | 0.8792 |
| Recycle-GAN          | 0.4321 | 1.5135 | 0.5452 | 1.6665 | 0.9467 | 1.9594 | 0.9232 |
| Mocycle-GAN          | 0.7911 | 1.5556 | 0.9847 | 2.5013 | 1.1048 | 2.1711 | 1.0515 |
| I2V-GAN              | 0.5255 | 1.6680 | 0.7521 | 2.0387 | 1.2959 | 1.8518 | 1.0609 |
| Ours w/o \( D_p \)    | 0.4061 | 1.3427 | 0.3383 | 1.6905 | 0.6155 | 1.5241 | 0.9036 |
| Ours w/o \( L_p \)    | 0.3873 | 1.3367 | 0.3756 | 1.6163 | 0.6084 | 1.5830 | 0.7935 |
| Ours w/o \( L_t \)    | 0.3824 | 1.2759 | 0.2723 | 1.5064 | 0.5453 | 1.5402 | 0.7437 |
| Ours w/o \( L_{term} \) | 0.3633 | 1.2527 | 0.2849 | 1.5034 | 0.5518 | 1.4733 | 0.7465 |
| Ours                 | 0.3467 | 1.2301 | 0.2485 | 1.4765 | 0.5188 | 1.4438 | 0.7334 |

| Method               | FID  |
|----------------------|------|
|                      | City | Highway | Monitor |
|                      | clear | overcast | all | clear | overcast | all |
| CUT                  | 0.5809 | 0.5607 | 0.6086 | 0.4544 | 0.5133 | 0.4799 | 0.4809 | 0.9785 |
| CycleGAN             | 0.6299 | 0.5879 | 0.7125 | 0.4787 | 0.5849 | 0.4920 | 0.4204 | 0.8129 |
| F/SeSim              | 0.4984 | 0.5369 | 0.4834 | 0.5108 | 0.5288 | 0.4809 | 0.2724 | 0.8984 |
| Recycle-GAN          | 0.5942 | 0.5974 | 0.5969 | 0.5173 | 0.5998 | 0.5101 | 0.3431 | 0.9433 |
| Mocycle-GAN          | 0.5117 | 0.5346 | 0.5011 | 0.5029 | 0.5976 | 0.4791 | 0.3163 | 0.7298 |
| I2V-GAN              | 0.5052 | 0.5574 | 0.6469 | 0.5064 | 0.5305 | 0.4515 | 0.2872 | 0.7019 |
| Ours w/o \( D_p \)    | 0.4765 | 0.5358 | 0.4994 | 0.4623 | 0.4926 | 0.4903 | 0.2635 | 0.7322 |
| Ours w/o \( L_p \)    | 0.4601 | 0.5296 | 0.4028 | 0.4133 | 0.3970 | 0.3924 | 0.2493 | 0.6015 |
| Ours w/o \( L_t \)    | 0.4222 | 0.5244 | 0.4117 | 0.3935 | 0.4601 | 0.3992 | 0.2174 | 0.6913 |
| Ours w/o \( L_{term} \) | 0.4295 | 0.5013 | 0.4699 | 0.3872 | 0.4583 | 0.4115 | 0.2251 | 0.5751 |
| Ours                 | 0.4018 | 0.5149 | 0.3929 | 0.3325 | 0.3823 | 0.3444 | 0.2002 | 0.5488 |
ROMA: Cross-Domain Region Similarity Matching for Unpaired
Nighttime Infrared to Daytime Visible Video Translation

Figure 7: Qualitative comparisons of different methods in InfraredCity-Lite. Our ROMA has obvious advantages in detail.

Figure 8: Translation results of Highway. ROMA takes advantage of preserving structural and temporal consistency. We highlight key error-prone regions via red bounding boxes.

Results of IRVI. Our main evaluation is thus against the state-of-art I2V-GAN on IRVI. The results of the comparison are presented on Tab. 4. Notably, our ROMA achieves the top-ranked FID performance on all scenes and outperforms I2V-GAN 26.2% on average relatively, surpassing by 57.9% relatively on the sub-2 scene. This again validates our effectiveness in maintaining infrared structure.

Ablation Study. We conduct ablation experiments on both two datasets to study how each design of ROMA influences the whole framework and the results are shown in Tab. 3 and Tab. 4. Our region-wise cross-similarity matching constraints ($L_g$, $L_l$ and $L_{tem}$) have great contributions to improving the quality of generated visible results. Notably, the improvement of multiscale region-wise discriminator is not inferior to cross-similarity.

Qualitative Comparisons. Furthermore, we make a qualitative comparison with other approaches on the InfraredCity-Lite dataset. From Fig. 7 and Fig. 8, it is observed that the synthesized daytime visible frames by ROMA have better visual performance compared with other methods. The constraints of other approaches help the generator learn the structural information comfortably at the beginning but heavily as the training process proceeds due to the prominent difference between source and target styles. In contrast, our cross-similarity matching technique gets rid of the negative influence of style all the time, which helps the generator to learn structural information consistently and comfortably.

Furthermore, as depicted in Fig. 8, the baselines all generate visible frames whose overall color is somewhat inaccurate and especially disappoint us on the generated truck. In contrast, ROMA demonstrates pleasant results which are more analogous to the style of real daytime visible videos. Besides, favorable temporal coherence in our results can be observed in these results.

More comparisons are displayed in the supplementary material.
Figure 10: Comparisons of vehicle detection results on nighttime infrared, nighttime visible and translated daytime visible. Detection tasks are performed by the pre-trained YOLOv3 [36] model. Our goal is to generate the translated results as similar as possible to actual visible ones, especially in detail.

Training Time. Besides, we make a comparison on efficiency since it is critical for applications in reality. Fig. 9 (a) showcases the efficiency of the different methods under a unified standard. Our ROMA achieves the best performance compared with other approaches. Especially, to obtain the best FID scores of other approaches, only approximately 11.7 hours are cost by ROMA, which is about 11 times faster than F/LeSeSim. Besides, I2V-GAN consists of many hand-designed constraints from feature level and pixel level for spatial and temporal consistency. These bring improvements yet arduous convergence. In ROMA, the designed domain-invariant representation, cross-similarity not only maintains structure well but also helps the generator learn the structural information candidly. The results of Fig. 9 (b) make a further demonstration of the efficiency of our ROMA. It indicates that ROMA gains excellent details even in the early stage of training.

Table 5: Comparison of YOLO scores (%) for vehicle detection.

| Scenes               | Nighttime Infrared | Nighttime Visible | I2V-GAN      | ROMA (Ours) |
|----------------------|--------------------|-------------------|--------------|-------------|
| AP                   | 25.0               | 26.1              | 32.2         | 50.1        |

5.4 Object Detection

Object detection is a fundamental and core problem in computer vision. Studies [28, 35, 36] achieve remarkable improvements with the advantages of large-scale annotated datasets. However, the object detection model is often vulnerable to data variance, especially when operating at night. In such cases, the translation from stable nighttime infrared to daytime visible is an ideal solution.

For further evaluating the quality of generated results, we utilize the YOLO score to evaluate the generated results. From Fig. 10, we can observe that the translated daytime videos indeed favor the detection. Besides, the improvements of our ROMA are detailed on Tab. 5 via YOLO scores. The more vivid the generated vehicles and videos are, the more accurate the object detection will be. Our

5.5 Video Fusion

Generally, the infrared (IR) vision technique is adopted for the context enhancement in nighttime vision by fusing it with the visible (VI) image [23, 27, 46]. However, IR/VI image fusion methods are only ideals at dawn when the visible camera can still capture the relatively clear visible scene. Additionally, it is challenging for fusing infrared videos with visible ones since they are not paired at the pixel level and videos contain the nature of temporal coherence.

On the contrary, our translated daytime visible results are clear and match the infrared input videos at the pixel level. Observed from Fig. 11, the fusion results of nighttime infrared frames and translated daytime visible frames are more clear and semantic compared with the ones of nighttime infrared and nighttime visible frames.

6 CONCLUSION

In this paper, we introduce a tailored framework ROMA to translate the unpaired nighttime infrared videos into fine-grained daytime visible ones via the proposed cross-domain region similarity matching technique, which effectively transferring the structural knowledge of the infrared data and preserving the spatiotemporal consistency. To further enhance the reality of translated videos, a multiscale region-wise discriminator is designed, and extensive experiments validate that ROMA obtains state-of-the-art performance when producing unambiguous daytime visible videos. Moreover, tests on nighttime object detection and video fusion tasks demonstrate that ROMA can generate reliable results for night vision applications. Besides, we provide a challenging dataset for nighttime infrared to daytime visible video translation, i.e., InfraredCity, and we hope this will encourage more researches in this area.
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