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Abstract In this paper we present a priori error estimates for the Galerkin solution of variational inequalities which are formulated in fractional Sobolev trace spaces, i.e. in $\tilde{H}^{1/2}(\Gamma)$. In addition to error estimates in the energy norm we also provide, by applying the Aubin–Nitsche trick for variational inequalities, error estimates in lower order Sobolev spaces including $L^2(\Gamma)$. The resulting discrete variational inequality is solved by using a semi-smooth Newton method, which is equivalent to an active set strategy. A numerical example is given which confirms the theoretical results.
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1 Introduction

In this paper we are interested in the numerical analysis of the Galerkin boundary element approximation of first kind variational inequalities to find

$$u \in K := \left\{ v \in \tilde{H}^{1/2}(\Gamma) : v \leq g \text{ on } \Gamma \right\}$$

such that

$$\langle Au, v - u \rangle_\Gamma \geq \langle f, v - u \rangle_\Gamma \quad \text{for all } v \in K.$$
We assume that $\Gamma$ is either a $(n-1)$-dimensional Lipschitz manifold in $\mathbb{R}^n$, $n = 2, 3$, or $\Gamma = \partial \Omega$ is the Lipschitz boundary of a bounded domain $\Omega \subset \mathbb{R}^n$, $n = 2, 3$. By $\tilde{H}^{1/2}(\Gamma)$ we denote the Sobolev space of functions which can be extended by zero when $\Gamma \subset \Gamma_1$ is embedded in a closed Lipschitz surface $\tilde{\Gamma}$, i.e.

$$\tilde{H}^{1/2}(\Gamma) := \left\{ v|_\Gamma : v \in H^{1/2}(\tilde{\Gamma}), \text{supp } v \subset \Gamma \right\}, \quad H^{-1/2}(\Gamma) := [\tilde{H}^{1/2}(\Gamma)]'.$$

In the case of a closed surface $\Gamma$ we have $\tilde{H}^{1/2}(\Gamma) = H^{1/2}(\Gamma)$. We further assume that $A : \tilde{H}^{1/2}(\Gamma) \to H^{-1/2}(\Gamma)$ is a bounded, self-adjoint, and $\tilde{H}^{1/2}(\Gamma)$-elliptic operator satisfying

$$(Av, v)_\Gamma \geq c_A^1 \| v \|^2_{H^{1/2}(\Gamma)}, \quad \| Av \|_{H^{-1/2}(\Gamma)} \leq c_A^2 \| v \|_{H^{1/2}(\Gamma)} \quad \text{for all } v \in \tilde{H}^{1/2}(\Gamma).$$

Finally we assume $g \in H^{1/2}(\Gamma)$, and $f \in H^{-1/2}(\Gamma)$.

Variational inequalities of the form (1.2) occur, for example, when considering the variational formulation of second order partial differential equations with boundary conditions of Signorini type, e.g., [13,22,27], or when considering contact problems in elasticity without friction, e.g., [4,8,9,12]. Other applications involve Dirichlet boundary control problems with control constraints, e.g., [20,25].

Unique solvability of the first kind variational inequality (1.2) follows by applying standard arguments, see, e.g., [2,11,20,21]. Boundary element error estimates in the energy norm are discussed, e.g., in [13,22,27], related finite element error estimates for Galerkin approximations of variational inequalities formulated in $H^1(\Omega)$ are given, for example, in [3,10]. Although the energy error estimate for the boundary element approximation of the variational inequality (1.2) follows similar as for the finite element approximation of a variational inequality in $H^1(\Omega)$, we provide a proof for completeness. However, the boundary element error estimate given here differs from the related finite element error estimate due to the different approximation properties of functions defined in a bounded domain $\Omega$, or on its boundary $\Gamma = \partial \Omega$. Note that the latter also requires an increased regularity of the function to be approximated on the boundary, as compared to an approximation defined in $\Omega$. The proof as given here is also different as presented, e.g., in [13,27]. In particular we present a generalisation of Cea’s lemma in the case of variational inequalities, and we prove a related approximation property.

The main interest of this paper is to provide an error estimate in $L^2(\Gamma)$. In the case of variational equations these results are due to the well known Aubin–Nitsche trick, see, e.g., [1,16,28]. It seems that related results in the case of variational inequalities are not so well known, and to the best of our knowledge, not available for the problem class as considered in this paper. Note that finite element error estimates in $L^2(\Omega)$ for the solution of variational inequalities in $H^1(\Omega)$ are given in [24], see also [30].

This paper is organized as follows: in Sect. 2 we describe related complementarity conditions and discuss a rather general regularity result. Moreover, we introduce the boundary element discretization of the variational inequality (1.2). In Sect. 3 we provide an error estimate for the approximate solution in the energy norm $\| \cdot \|_{H^{1/2}(\Gamma)}$. The
Nitsche trick for variational inequalities to derive an error estimate in $L_2(\Gamma)$ is considered in Sect. 4. For the solution of the discrete variational inequality we describe a semi-smooth Newton approach in Sect. 5, which is equivalent to an active set strategy, and in Sect. 6 we discuss some applications and provide a numerical example.

2 Complementarity conditions and discretization of variational inequalities

The aim of this section is to describe the Galerkin discretization of the variational inequality (1.2) by using boundary element methods and to present an equivalent characterization of the unique solution of the discrete variational inequality by means of some discrete complementarity conditions. But first we consider related complementarity conditions in the continuous case.

For $u \in K$ being the unique solution of the variational inequality (1.2) we introduce the active and inactive boundary parts as

$$\Gamma^{\text{act}} := \{ x \in \Gamma : u(x) = g(x) \}, \quad \Gamma^{\text{in}} := \{ x \in \Gamma : u(x) < g(x) \} = \Gamma \setminus \Gamma^{\text{act}},$$

and we define

$$\lambda := Au - f \in H^{-1/2}(\Gamma).$$ \hfill (2.1)

Now we are in a position to state a result which is well known in convex analysis and nonlinear analysis of complementarity problems, see, e.g., [18]. However, we provide a proof for the particular application as considered here.

Lemma 2.1 \textit{Let $u \in K$ be the unique solution of the variational inequality (1.2), and let $\lambda \in H^{-1/2}(\Gamma)$ be defined as in (2.1). Then there hold the complementarity conditions}

$$u \leq g \text{ in } H^{1/2}(\Gamma), \quad \lambda \leq 0 \text{ in } H^{-1/2}(\Gamma), \quad \lambda[g - u] = 0 \text{ a.e. on } \Gamma.$$

(2.2)

\textit{Proof} We first consider the variational inequality (1.2), i.e. for $v = g \in K$ we have

$$\langle \lambda, g - u \rangle_{\Gamma} = \langle Au - f, g - u \rangle_{\Gamma} \geq 0.$$

For $w \in H^{1/2}(\Gamma)$ with $w \geq 0$ we have $u - w \leq u \leq g$ on $\Gamma$, and therefore $v := u - w \in K$. Hence we obtain from (1.2)

$$-\langle \lambda, w \rangle_{\Gamma} = \langle Au - f, v - u \rangle_{\Gamma} \geq 0 \quad \text{for all } w \in H^{1/2}(\Gamma), \ w \geq 0 \text{ on } \Gamma,$$

i.e. $\lambda \leq 0$ in the sense of $H^{-1/2}(\Gamma)$. In particular for $w := g - u \geq 0$ on $\Gamma$ we have

$$\langle \lambda, g - u \rangle_{\Gamma} \leq 0,$$
and therefore,

\[ \langle \lambda, g - u \rangle_{\Gamma} = 0 \]

follows. Due to \( \lambda \leq 0 \) in \( H^{-1/2}(\Gamma) \) and \( g - u \geq 0 \) in \( H^{1/2}(\Gamma) \) we finally conclude

\[ \lambda[g - u] = 0 \text{ almost everywhere on } \Gamma. \]

Note that the complementarity conditions (2.2) are nothing than the Karush–Kuhn–Tucker conditions which describe the saddle point \((u, \lambda)\) of the Lagrange functional

\[
\mathcal{L}(v, \mu) := \frac{1}{2} \langle Av, v \rangle_{\Gamma} - \langle f, v \rangle_{\Gamma} + \langle \mu, g - v \rangle_{\Gamma}
\]

for \( v \in \tilde{H}^{1/2}(\Gamma), \mu \in H^{-1/2}(\Gamma), \mu \leq 0 \).

Now we are in a position to state some regularity result for the solution of the variational inequality (1.2).

**Theorem 2.2** Let \( A : \tilde{H}^{1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma) \) be bijective and bounded for some \( s > 0 \). Assume \( g \in H^{1/2+s}(\Gamma) \) and \( f \in H^{-1/2+s}(\Gamma) \). Then \( u \in \tilde{H}^\sigma(\Gamma) \) and \( \lambda \in H^{\sigma-1}(\Gamma) \) where

\[ \sigma \leq \frac{1}{2} + s, \quad \sigma < \frac{3}{2}. \]

**Proof** We consider the complementarity conditions (2.2) on the inactive boundary part \( \Gamma^{\text{in}} \), i.e.

\[ \lambda = Au - f = 0 \text{ on } \Gamma^{\text{in}}. \]

The unique solution \( u \in \mathcal{K} \) of the variational inequality (1.2) can be written as \( u = g + w \) for \( w \in \tilde{H}^{1/2}(\Gamma^{\text{in}}) \) (and satisfying \( w < 0 \) on \( \Gamma^{\text{in}} \)). Hence we find that \( w \in \tilde{H}^{1/2}(\Gamma^{\text{in}}) \) is the unique solution of the operator equation

\[ Aw = f - Ag \text{ in } H^{-1/2}(\Gamma^{\text{in}}). \]

Note that \( A : \tilde{H}^{1/2}(\Gamma^{\text{in}}) \to H^{-1/2}(\Gamma^{\text{in}}) \) is bounded and \( \tilde{H}^{1/2}(\Gamma^{\text{in}}) \)-elliptic, and hence invertible. From the mapping properties of \( A \) and the assumptions made on \( g \) and \( f \) it follows that \( w \in H^{1/2+s}(\Gamma^{\text{in}}) \). To conclude \( w \in \tilde{H}^\sigma(\Gamma) \) we have to take into account that \( w \) is zero on \( \Gamma^{\text{act}} \), and therefore the first derivative of \( w \) is in general discontinuous when changing from the inactive to the active part. This gives the restriction \( \sigma < \frac{3}{2} \). \( \square \)

**Remark 2.1** Depending on the particular application in mind, i.e. on the particular choice of \( A \), one may conclude some higher values of \( \sigma \) than given in Theorem 2.2.
Next we consider the Galerkin discretization of the variational inequality (1.2) by using boundary element methods. Let $S^1_h(\Gamma) = \text{span}\{\varphi_k\}_{k=1}^M$ be the space of piecewise linear and continuous nodal basis functions $\varphi_k$ which are defined with respect to an admissible and quasi-uniform boundary element mesh $\Gamma_h = \bigcup_{\ell=1}^N \tau_\ell$ of mesh size $h$, and with nodal points $x_k$, $k = 1, \ldots, M$. In the three-dimensional case $n = 3$ we assume that the triangular boundary elements $\tau_\ell$ are shape regular. Let 

$$g_h(x) = I_h g(x) := \sum_{k=1}^M g_k \varphi_k(x), \quad g_k = g(x_k) \quad \text{for } k = 1, \ldots, M,$$

be the piecewise linear interpolation of the barrier function $g$ which now is assumed to be continuous. Then we define 

$$K_h := \left\{ v_h = \sum_{k=1}^M v_k \varphi_k \in S^1_h(\Gamma) : v_k \leq g_k \text{ for all } k = 1, \ldots, M \right\},$$

and we consider the variational inequality to find $u_h \in K_h$ such that 

$$\langle A u_h, v_h - u_h \rangle_{\Gamma} \geq \langle f, v_h - u_h \rangle_{\Gamma} \quad \text{for all } v_h \in K_h. \quad (2.3)$$

As in the continuous case we conclude unique solvability of the discrete variational inequality (2.3), see, e.g., [11]. Note that (2.3) is equivalent to the discrete variational inequality to find $u \in \mathbb{R}^M \leftrightarrow u_h \in K_h$ such that 

$$(A_h u, v - u) \geq (f, v - u) \quad \text{for all } v \in \mathcal{C} \leftrightarrow v_h \in K_h, \quad (2.4)$$

where $\mathbb{R}^M_-$ denotes the negative ordering cone in $\mathbb{R}^M$, and where 

$$A_h[\ell, k] = \langle A \varphi_k, \varphi_\ell \rangle_{\Gamma}, \quad f_\ell = \langle f, \varphi_\ell \rangle_{\Gamma} \quad \text{for } k, \ell = 1, \ldots, M.$$

**Lemma 2.3** Let $u_h \in K_h \leftrightarrow u \in \mathcal{C} \leftrightarrow u_h \in K_h$ be the unique solution of the variational inequalities (2.3) and (2.4), respectively. Let 

$$\lambda := A_h u - f \in \mathbb{R}^M.$$

Then there hold the discrete complementarity conditions 

$$u_k \leq g_k, \quad \lambda_k \leq 0, \quad \lambda_k [g_k - u_k] = 0 \quad \text{for all } k = 1, \ldots, M. \quad (2.5)$$

Note that Lemma 2.3 is the discrete counterpart of Lemma 2.1, and that (2.5) are the Karush–Kuhn–Tucker conditions which are related to the discrete variational inequality (2.4). Since the proof of Lemma 2.3 uses the same arguments as the proof of Lemma 2.1, we omit the proof of Lemma 2.3.
Remark 2.2 The discrete Lagrange multiplier $\tilde{\lambda} = A_h u - f \in \mathbb{R}^M$ is in general not an approximation of the continuous Lagrange multiplier $\lambda = A u - f \in H^{-1/2}(\Gamma)$. Instead, considering $\lambda_h \in \text{span}\{\psi_k\}_{k=1}^M \subset H^{-1/2}(\Gamma)$ and $u_h \in S_h^1(\Gamma)$ we find

$$\langle \lambda_h, v_h \rangle_\Gamma = \langle A u_h, v_h \rangle_\Gamma - \langle f, v_h \rangle_\Gamma$$

for all $v_h \in S_h^1(\Gamma)$, i.e.

$$M_h^T \tilde{\lambda} = A_h u - f,$$

with the mass matrix defined by

$$M_h[\ell, k] = \langle \phi_k, \psi_\ell \rangle_\Gamma \quad \text{for } k, \ell = 1, \ldots, M.$$

Hence, only when using bi-orthogonal basis functions [17] satisfying $\langle \phi_k, \psi_\ell \rangle_\Gamma = \delta_{k\ell}$ we conclude $\lambda = \tilde{\lambda}$. However, in our approach as presented in this paper we do not consider any approximation of the continuous Lagrange parameter $\lambda$, we just introduce the discrete counterpart $\tilde{\lambda}$.

3 Error estimates in the energy norm

In this section we present an a priori error estimate in the energy norm $\| u - u_h \|_{H^{1/2}(\Gamma)}$ for the approximate solution $u_h \in K_h$ of the discrete variational inequality (2.3). While the general idea is similar to the related proof in the case of a finite element approximation [3], the handling of the inequality constraints is rather different. An alternative proof for a particular application, following [10], is discussed in [27]. For energy error estimates for $hp$ boundary element methods in the case of Signorini problems, see also [22].

The first result is the extension of Cea’s lemma to variational inequalities.

Lemma 3.1 Let $u \in K$ and $u_h \in K_h$ be the unique solutions of the variational inequalities (1.2) and (2.3), respectively. For all $v_h \in K_h$ satisfying $v_h = g_h$ on $\Gamma^{\text{act}}$ there holds the error estimate

$$\| u - u_h \|_{H^{1/2}(\Gamma)} \leq \frac{c_2^A}{c_1^A} \| u - v_h \|_{H^{1/2}(\Gamma)} \quad (3.1)$$

where the constants $c_1^A$ and $c_2^A$ are the ellipticity and boundedness constants of $A$ as given in (1.3).

Proof From the variational inequality (2.3) we first have

$$\langle f - A u_h, v_h - u_h \rangle_\Gamma \leq 0 \quad \text{for all } v_h \in K_h.$$
By using $\lambda := Au - f \in H^{-1/2}(\Gamma)$ and the $\tilde{H}^{1/2}(\Gamma)$-ellipticity of $A$, see (1.3), we further obtain, for all $v_h \in \mathcal{K}_h$,
\[
c^A_1 \|u-u_h\|_{H^{1/2}(\Gamma)}^2 \leq \langle A(u-u_h), u-u_h \rangle_{\Gamma} = \langle A(u-u_h), u-v_h \rangle_{\Gamma} + \langle A(u-f), v_h-u_h \rangle_{\Gamma} + \langle f-Au_h, v_h-u_h \rangle_{\Gamma} \\
\leq \langle A(u-u_h), u-v_h \rangle_{\Gamma} + \langle \lambda, v_h-u_h \rangle_{\Gamma} \leq \langle A(u-u_h), u-v_h \rangle_{\Gamma} + \langle \lambda, v_h-g_h \rangle_{\Gamma} + \langle \lambda, g_h-u_h \rangle_{\Gamma} \leq \langle A(u-u_h), u-v_h \rangle_{\Gamma} + \langle \lambda, v_h-g_h \rangle_{\Gamma},
\]
where we have used $\lambda \leq 0$ and $u_h \leq g_h$ to ensure
\[
\langle \lambda, g_h-u_h \rangle_{\Gamma} \leq 0.
\]
Taking into account $v_h = g_h$ on $\Gamma^{\text{act}}$ and $\lambda = 0$ on $\Gamma^{\text{in}} = \Gamma \setminus \Gamma^{\text{act}}$ we have
\[
\langle \lambda, v_h-g_h \rangle_{\Gamma} = \int_{\Gamma} \lambda(x)[v_h(x) - g_h(x)] \, dx = 0.
\]
Now the assertion follows from the boundedness of $A$. \hfill \square

It remains to construct $v_h = u_h^* \in \mathcal{K}_h$ in a suitable way to be able to derive an approximation property in $H^{1/2}(\Gamma)$. In particular, we define $u_h^* \in \mathcal{K}_h$ by, see also Fig. 1,
\[
u_k^* := \begin{cases} 
  g(x_k) & \text{for } x_k \in \tau_{\ell}, \text{ meas}(\tau_{\ell} \cap \Gamma^{\text{act}}) > 0, \\
  u(x_k) & \text{else.} 
\end{cases} \tag{3.2}
\]

Note that $u_h^*$ coincides with $g_h$ in all boundary elements $\tau_{\ell}$ which include some non-zero measure part of the active boundary $\Gamma^{\text{act}}$. In all other nodes, $u_h^*$ is the piecewise linear interpolation of $u$. We start to give an error estimate for $u - u_h^*$ in $L_2(\Gamma)$. By $H^\sigma_{pw}(\Gamma)$ we denote the space of all $L_2(\Gamma)$ functions which are piecewise in $H^\sigma(\Gamma_j)$ when $\Gamma = \bigcup \Gamma_j$, $\Gamma_j \cap \Gamma_i = \emptyset$ for $j \neq i$.

**Lemma 3.2** Let $u \in \mathcal{K}$ be the unique solution of the variational inequality (1.2). Let $u_h^* \in \mathcal{K}_h$ be as constructed in (3.2). Assume $u, g \in H^\sigma_{pw}(\Gamma) \cap C(\Gamma)$ for some $\sigma \in (\frac{n+1}{2}, 2]$. Then there holds the error estimate
\[
\|u - u_h^*\|_{L_2(\Gamma)} \leq c h^\sigma \left( \|u\|_{H^\sigma_{pw}(\Gamma)}^2 + \|g\|_{H^\sigma_{pw}(\Gamma)}^2 \right)^{1/2}.
\]

**Proof** First we recall
\[
\|u - u_h^*\|_{L_2(\Gamma)}^2 = \int_{\Gamma} |u(x) - u_h^*(x)|^2 \, dx = \sum_{\ell=1}^{N} \int_{\tau_{\ell}} |u(x) - u_h^*(x)|^2 \, dx
\]

and it remains to consider four different cases:

(i) For \( \tau_{\ell} \subseteq \Gamma_{\text{act}} \) we have \( u = g \) and \( u_{h} = g_{h} = I_{h}g \). Hence we have, by using a local interpolation error estimate,

\[
\int_{\tau_{\ell}} |u(x) - u_{h}(x)|^{2} \, dx = \int_{\tau_{\ell}} |g(x) - I_{h}g(x)|^{2} \, dx \leq c h^{2\sigma} |g|^{2}_{H^{\sigma}(\tau_{\ell})}.
\]

(ii) Next we consider all boundary elements \( \tau_{\ell} \) where \( u_{h} = I_{h}u \) is the piecewise linear interpolation of \( u \). As in the first case we obtain

\[
\int_{\tau_{\ell}} |u(x) - u_{h}(x)|^{2} \, dx = \int_{\tau_{\ell}} |u(x) - I_{h}u(x)|^{2} \, dx \leq c h^{2\sigma} |u|^{2}_{H^{\sigma}(\tau_{\ell})}.
\]

It remains to consider two additional cases as depicted in Fig. 1.

(iii) We now consider the case of elements \( \tau_{\ell}^{1} \) with \( \tau_{\ell}^{1} \nsubseteq \Gamma_{\text{act}} \) but \( \text{meas}(\tau_{\ell}^{1} \cap \Gamma_{\text{act}}) > 0 \), i.e. there is a \( x_{\ell}^{*} \in \tau_{\ell}^{1} \) such that \( u(x) = g(x) \) for all \( x \in \tau_{\ell}^{1} \), \( |x - x_{\ell}^{*}| < \varepsilon \) for some \( \varepsilon > 0 \). Then,

\[
\|u - u_{h}\|_{L^{2}(\tau_{\ell}^{1})} \leq \|u - g\|_{L^{2}(\tau_{\ell}^{1})} + \|g - u_{h}\|_{L^{2}(\tau_{\ell}^{1})} = \|u - g\|_{L^{2}(\tau_{\ell}^{1})} + \|(I - I_{h})g\|_{L^{2}(\tau_{\ell}^{1})},
\]

where the second part again corresponds to the standard local interpolation error. Due to \( u(x) = g(x) \) for \( x \in U_{\varepsilon}(x_{\ell}^{*}) \) we conclude that also the surface gradients of \( u \) and \( g \) coincide in \( x_{\ell}^{*} \). Hence, the linear Hermite interpolation polynomials \( I_{h}^{1}u = I_{h}^{1}g \) of \( u \) and \( g \), which are defined with respect to \( x_{\ell}^{*} \), coincide. With this we conclude

\[
\|u - g\|_{L^{2}(\tau_{\ell}^{1})} \leq \|(I - I_{h}^{1})u\|_{L^{2}(\tau_{\ell}^{1})} + \|(I - I_{h}^{1})g\|_{L^{2}(\tau_{\ell}^{1})} \leq c h^{\sigma} \left( |u|_{H^{\sigma}(\tau_{\ell}^{1})} + |g|_{H^{\sigma}(\tau_{\ell}^{1})} \right).
\]
Finally we consider the case where the boundary element $\tau^2_{\ell}$ does not touch the active part $\Gamma_{\text{act}}$ but joins at least one common node $x_{\ell_2}$ with a boundary element $\tau_{\ell_1}$, $\text{meas}(\tau_{\ell_1} \cap \Gamma_{\text{act}}) > 0$. In this case we have

\[ \| u - u^*_h \|_{L^2(\tau^2_{\ell})} \leq \| u - I_h u \|_{L^2(\tau^2_{\ell})} + \| I_h u - u^*_h \|_{L^2(\tau^2_{\ell})} \]

where the first part again is a standard interpolation error estimate. Let $\eta(x)$ be a sufficiently smooth function satisfying $\eta(x) \in [0, 1]$ for all $x \in \tau^2_{\ell}$, $\eta(x_{\ell_2}) = 1$ for all nodes $x_{\ell_2}$ with $u^*_h(x_{\ell_2}) = g(x_{\ell_2})$, and $\eta(x_{\ell_3}) = 0$ for all nodes $x_{\ell_3}$ with $u^*_h(x_{\ell_3}) = u(x_{\ell_3})$, see also Fig. 1. In addition we assume $|\eta'| \leq c h^{-1}$. For $w := \eta(u - g)$ we then conclude $I_h w = I_h u - u^*_h$ and therefore

\[ \| I_h u - u^*_h \|_{L^2(\tau^2_{\ell})} = \| I_h w \|_{L^2(\tau^2_{\ell})} \leq \|(I - I_h) w\|_{L^2(\tau^2_{\ell})} + \|w\|_{L^2(\tau^2_{\ell})} \]

follows. As in the third case we further obtain, by using $|\eta| \leq 1$,

\[ \| w \|_{L^2(\tau^2_{\ell})} = \| \eta(u - g) \|_{L^2(\tau^2_{\ell})} \leq \| u - g \|_{L^2(\tau^2_{\ell})} \leq \| u - g \|_{L^2(\tau^2_{\ell} \cup \tau^2_{\ell_1})} \leq c h^\sigma \left( |u|_{H^\sigma(\tau^2_{\ell} \cup \tau^2_{\ell_1})} + |g|_{H^\sigma(\tau^2_{\ell} \cup \tau^2_{\ell_1})} \right)^{1/2}. \]

For the remaining term we first consider the case $\sigma \geq 1$. By using standard interpolation error estimates we then have

\[ \|(I - I_h) w\|_{L^2(\tau^2_{\ell})} \leq c h \| \nabla w \|_{L^2(\tau^2_{\ell})} \leq c \left( \| (\nabla \eta)(u - g) \|_{L^2(\tau^2_{\ell})} + \| \eta \nabla w \|_{L^2(\tau^2_{\ell})} \right) \leq c \left( \| u - g \|_{L^2(\tau^2_{\ell})} + h \| \nabla w \|_{L^2(\tau^2_{\ell})} \right) \leq c h^\sigma \left( |u|_{H^\sigma(\tau^2_{\ell})} + |g|_{H^\sigma(\tau^2_{\ell})} \right). \]

In the two-dimensional case $n = 2$ and for $\sigma \in \left( \frac{1}{2}, 1 \right)$ we first have

\[ \|(I - I_h) w\|_{L^2(\tau^2_{\ell})} \leq c h^\sigma |w|_{H^\sigma(\tau^2_{\ell})} \tag{3.3} \]

and it remains to consider the Sobolev–Slobodeckii norm, i.e. by using the triangle inequality and $|\eta| \leq 1$ we first obtain

\[
|w|^2_{H^\sigma(\tau^2_{\ell})} = \iint_{\tau^2_{\ell} \tau^2_{\ell}} \frac{|w(x) - w(y)|^2}{|x-y|^{1+2\sigma}} ds_x ds_y
\]
Joining all four cases we have shown the desired error estimate. We are now able to give an error estimate in the energy norm.

Finally, conclude the estimate for the first summand. When combining this estimate with (3.3) we follow, since

\[ \leq 2 \int \int \frac{\left[ (\eta(x) - \eta(y))(u(x) - g(x)) + \eta(y)((u(x) - g(x)) - (u(y) - g(y))) \right]^2}{|x-y|^{1+2\sigma}} ds_x ds_y \]

\[ \leq 2 \int \int \frac{\left( (\eta(x) - \eta(y))(u(x) - g(x)) \right)^2 + \left[ \eta(y)((u(x) - g(x)) - (u(y) - g(y))) \right]^2}{|x-y|^{1+2\sigma}} ds_x ds_y \]

\[ \leq 2 \sup_{\xi \in \tau^2} |\eta'(\xi)|^2 \int (u(x) - g(x))^2 \left( \int_{\tau^2} |x-y|^{-2\sigma} ds_y \right) ds_x + 2 |u - g|^2_{H^\sigma(\tau^2)}. \]

In fact, for \( x \in \tau^2 \) and for \( \sigma \in (\frac{1}{2}, 1) \) we find

\[ \int_{\tau^2} |x-y|^{-2\sigma} ds_y \leq c \ h^{2-2\sigma}, \]

and therefore

\[ |w|^2_{H^\sigma(\tau^2)} \leq 2 c h^{2-2\sigma} \sup_{\xi \in \tau^2} |\eta'(\xi)|^2 \| u - g \|^2_{L^2(\tau^2)} + 2 |u - g|^2_{H^\sigma(\tau^2)} \]

\[ \leq 2 c h^{-2\sigma} \| u - g \|^2_{L^2(\tau^2)} + 2 |u - g|^2_{H^\sigma(\tau^2)} \]

\[ \leq c \ |u - g|^2_{H^\sigma(\tau^2)} \]

follows, since \( |h\eta'(\xi)| \) is bounded, and by using the standard interpolation error estimate for the first summand. When combining this estimate with (3.3) we finally conclude

\[ \|(I - I_h)w\|^2_{L^2(\tau^2)} \leq c h^{2\sigma} \left( |u|^2_{H^\sigma(\tau^2)} + |g|^2_{H^\sigma(\tau^2)} \right). \]

Joining all four cases we have shown the desired error estimate. \( \square \)

As in the standard case of a variational equation, and by using an inverse estimate we are now able to give an error estimate in the energy norm.
Lemma 3.3 Let \( u \in K \) be the unique solution of the variational inequality (1.2). Let \( u^*_h \in K_h \) be as constructed in (3.2). Assume \( u, g \in H^\sigma_{pw}(\Gamma) \cap C(\Gamma) \) for some \( \sigma \in (\frac{n-1}{2}, 2] \). Let the mesh be globally quasi-uniform. Then there holds the error estimate

\[
\| u - u^*_h \|_{H^{1/2}(\Gamma)} \leq c h^{\sigma - 1/2} \left( |u|^2_{H^\sigma_{pw}(\Gamma)} + |g|^2_{H^\sigma_{pw}(\Gamma)} \right)^{1/2}.
\]

(3.4)

Proof Let \( P_h u \in S^1_h(\Gamma) \) be the Galerkin projection of \( u \) defined as the unique solution of the variational problem

\[
\langle u - P_h u, v \rangle_{H^{1/2}(\Gamma)} = 0 \quad \text{for all} \quad v \in S^1_h(\Gamma).
\]

Using standard techniques, see, e.g. [28], we conclude the error estimates

\[
\| u - P_h u \|_{H^{1/2}(\Gamma)} \leq c_1 h^{\sigma - 1/2} |u|_{H^\sigma_{pw}(\Gamma)}, \quad \| u - P_h u \|_{L_2(\Gamma)} \leq c_2 h^{\sigma} |u|_{H^\sigma_{pw}(\Gamma)}.
\]

Hence, by using the inverse inequality, and all previous error estimates, we conclude

\[
\| u - u^*_h \|^2_{H^{1/2}(\Gamma)} \leq 2 \| u - P_h u \|^2_{H^{1/2}(\Gamma)} + 2 \| P_h u - u^*_h \|^2_{H^{1/2}(\Gamma)} \\
\leq c_1 h^{2\sigma - 1} |u|^2_{H^\sigma_{pw}(\Gamma)} + c_1 h^{-1} \| P_h u - u^*_h \|^2_{L_2(\Gamma)} \\
\leq c_1 h^{2\sigma - 1} |u|^2_{H^\sigma_{pw}(\Gamma)} + 2 c_1 h^{-1} \left( \| P_h u - u \|^2_{L_2(\Gamma)} + \| u - u^*_h \|^2_{L_2(\Gamma)} \right) \\
\leq c h^{2\sigma - 1} \left( |u|^2_{H^\sigma_{pw}(\Gamma)} + |g|^2_{H^\sigma_{pw}(\Gamma)} \right).
\]

Now, combining the error estimates (3.1) and (3.4) we can state the main result of this section, see also [27, Theorem 3.1] for the two-dimensional case.

Theorem 3.4 Let \( u \in K \) and \( u_h \in K_h \) be the unique solutions of the variational inequalities (1.2) and (2.3), respectively. Assume \( u, g \in H^\sigma_{pw}(\Gamma) \cap C(\Gamma) \) for some \( \sigma \in (\frac{n-1}{2}, 2] \). Let the mesh be globally quasi-uniform. Then there holds the error estimate

\[
\| u - u_h \|_{H^{1/2}(\Gamma)} \leq c h^{\sigma - 1/2} \left( |u|^2_{H^\sigma_{pw}(\Gamma)} + |g|^2_{H^\sigma_{pw}(\Gamma)} \right)^{1/2}.
\]

(3.5)

Note that the maximal value of \( \sigma \) as used in the error estimate (3.5) is determined by the choice of the basis functions, i.e. \( \sigma \leq 2 \) when using piecewise linears, and by the regularity of the solution \( u \in H^\sigma_{pw}(\Gamma) \). The latter may be obtained either from the properties of the underlying physical problem, or from the mapping properties of the involved operator \( A \), see Theorem 2.2.
4 Error estimates in $L_2(\Gamma)$: the Nitsche trick

In this section we present the main result of this paper, the Aubin–Nitsche trick to derive an error estimate in $L^2(\Gamma)$ for the approximate solution of the variational inequality (1.2). Although the basic ideas of the proof follow the considerations for finite element approximations of variational inequalities in $H^1(\Omega)$, see [24,30], the proof as given here requires several considerations which are different.

4.1 The adjoint problem

To obtain error estimates in lower Sobolev norms we first assume that $A : \widetilde{H}^{1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma)$ is bijective and bounded for some $s \in (0, \frac{1}{2})$. For this $s$ we consider a variational inequality which is adjoint with respect to the variational inequality (1.2), and we define

$$\Gamma_h^{\text{act}} := \{ x \in \Gamma : u_h(x) = g_h(x) \}$$

where $u_h \in \mathcal{K}_h$ is the unique solution of the variational inequality (2.3). For $u \in \mathcal{K}$ being the unique solution of the variational inequality (1.2) we use $\lambda = Au - f$ as defined in (2.1). Then we introduce the closed and convex set

$$G := \left\{ v \in \widetilde{H}^{1/2}(\Gamma) : v \leq 0 \text{ on } \Gamma_h^{\text{act}}, (\lambda, v)_{\Gamma} \leq 0 \right\}$$

and we consider the adjoint problem to find $z \in G$ as the unique solution of the variational inequality

$$\langle Az, v - z \rangle_{\Gamma} \geq \langle u - u_h, v - z \rangle_{H^{1/2-s}(\Gamma)} = \langle B_{1/2-s}(u - u_h), v - z \rangle_{\Gamma} \quad \text{for all } v \in G,$$

(4.1)

where $B_{1/2-s} : \widetilde{H}^{1/2-s}(\Gamma) \to H^{-1/2+s}(\Gamma)$ is the associated Riesz operator.

As for the solution $u \in \mathcal{K}$ of the primal variational inequality (1.2) we first state some regularity result for the solution $z \in G$ of the variational inequality (4.1). For this we rewrite the variational inequality as a saddle point problem, i.e. by using the Lagrange multiplier $\mu \in \widetilde{H}^{-1/2}(\Gamma_h^{\text{act}}), \mu \leq 0$ on $\Gamma_h^{\text{act}}$, and $\alpha \in \mathbb{R}_+$, we introduce the Lagrange functional

$$\mathcal{L}(v ; \mu, \alpha) := \frac{1}{2} \langle Av, v \rangle_{\Gamma} - \langle B_{1/2-s}(u - u_h), v \rangle_{\Gamma} - \langle \mu, v \rangle_{\Gamma_h^{\text{act}}} + \alpha \langle \lambda, v \rangle_{\Gamma},$$

$$v \in \widetilde{H}^{1/2}(\Gamma).$$

(4.2)
The Karush–Kuhn–Tucker conditions which are related to the Lagrange functional (4.2) then read to find \((z; \overline{\mu}, \overline{\alpha}) \in \overline{H}^{1/2}(\Gamma) \times H^{-1/2}(\Gamma) \times \mathbb{R}\) such that

\[
A z - B_{1/2-s}(u - u_h) - \overline{\mu} + \overline{\alpha} \lambda = 0 \quad \text{on } \Gamma,
\]

\[
z \leq 0, \quad \overline{\mu} \leq 0, \quad z \overline{\mu} = 0 \quad \text{on } \Gamma^\text{act}_h, \quad \overline{\mu} = 0 \quad \text{on } \Gamma \setminus \Gamma^\text{act}_h,
\]

\[
\overline{\alpha} \geq 0, \quad \langle \lambda, z \rangle_\Gamma \leq 0, \quad \overline{\alpha}(\lambda, z)_\Gamma = 0.
\]

Lemma 4.1 Let \(z \in G\) be the unique solution of the adjoint variational inequality (4.1), and let \(A : \overline{H}^{1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma)\) be bijective and bounded for some \(s \in (0, \frac{1}{2})\). Then there holds the regularity estimate

\[
\|z\|_{\overline{H}^{1/2+s}(\Gamma)} \leq c \|u - u_h\|_{H^{1/2-s}(\Gamma)}.
\]

Proof Let us first define

\[
\Gamma^\text{act},z_h := \{ x \in \Gamma^\text{act}_h : z(x) = 0 \}, \quad \text{i.e. } z \in \overline{H}^{1/2}(\Gamma \setminus \Gamma^\text{act},z_h), \quad \overline{\mu} = 0 \quad \text{on } \Gamma \setminus \Gamma^\text{act},z_h.
\]

Hence we find from (4.3)

\[
A z + \overline{\alpha} \lambda = B_{1/2-s}(u - u_h) \quad \text{on } \Gamma \setminus \Gamma^\text{act},z_h,
\]

and it remains to consider two cases:

(i) For \(\overline{\alpha} = 0\) we find that \(z \in \overline{H}^{1/2}(\Gamma \setminus \Gamma^\text{act},z_h)\) is the unique solution of the operator equation \(A z = B_{1/2-s}(u - u_h)\) and the assertion follows from the assumptions on \(A\), i.e.

\[
\|z\|_{\overline{H}^{1/2+s}(\Gamma \setminus \Gamma^\text{act},z_h)} \leq c \|A z\|_{H^{-1/2+s}(\Gamma \setminus \Gamma^\text{act},z_h)} = c \|B_{1/2-s}(u - u_h)\|_{H^{-1/2+s}(\Gamma \setminus \Gamma^\text{act},z_h)} \leq c \|u - u_h\|_{H^{1/2-s}(\Gamma)}.
\]

For \(s \in (0, \frac{1}{2})\) we finally conclude the assertion.

(ii) For \(\alpha > 0\) we conclude \(\langle \lambda, z \rangle_\Gamma = 0\) and it remains to consider the subspace

\[
\overline{H}^{1/2}_0(\Gamma \setminus \Gamma^\text{act},z_h) := \{ v \in \overline{H}^{1/2}(\Gamma \setminus \Gamma^\text{act},z_h) : \langle \lambda, v \rangle_\Gamma = 0 \}.
\]

Again the assertion follows from the mapping properties of \(A\) and \(B_{1/2-s}\).

4.2 Quasi-interpolation

In order to prove error estimates in lower order Sobolev spaces, for \(z \in G\) we need to construct a suitable approximation \(z_h \in S^1_h(\Gamma)\) which allows an error estimate in negative Sobolev norms, and which retains the inequality constraints on \(\Gamma^\text{act}_h\). For this we consider a quasi-interpolation, see also [6,26]. Since the discrete active set \(\Gamma^\text{act}_h\)
is given as the union of boundary elements $\tau_\ell$, we define a dual boundary mesh as follows, see Fig. 2.

If $x_k \in \Gamma_h^{\text{act}}$ is an interior node of the discrete active set, see for example $x_4$ and $x_5$, the dual element $\omega_k$ is defined by the midpoints of the adjacent primal elements, in the three-dimensional case we consider the midpoints of the adjacent edges in addition. If $x_k$ is a boundary node of the discrete active set, e.g. $x_3$, the dual element $\omega_k$ is the related part of the primal element in $\Gamma_h^{\text{act}}$. For all other nodes we define the dual elements accordingly, where the missing parts of the boundary nodes, e.g., $x_3$, are added to the dual element of a related node of the inactive set, see, e.g., $\omega_2$. For a globally quasi-uniform boundary element mesh $\Gamma_h$ with mesh size $h$ we conclude that all dual elements are of the same mesh size $h$.

With respect to the dual boundary element mesh we define the piecewise constant $L_2$ projection

$$z^0_h(x) = \frac{1}{|\omega_k|} \int_{\omega_k} z(x) ds_x \quad \text{for } x \in \omega_k$$

satisfying the local error estimate, for $z \in \widetilde{H}^{1/2+s}(\Gamma)$, $s \in (0, \frac{1}{2}]$,

$$\|z - z^0_h\|_{L_2(\omega_k)} \leq c h^{1/2+s}|z|_{H^{1/2+s}(\omega_k)}, \quad (4.7)$$

and by applying the standard Aubin–Nitsche trick

$$\|z - z^0_h\|_{\widetilde{H}^{-1}(\omega_k)} \leq c h^{3/2+s}|z|_{H^{1/2+s}(\omega_k)}. \quad (4.8)$$

For $x \in \omega_k \subset \Gamma_h^{\text{act}}$ we have $z \leq 0$ and therefore $z^0_h \leq 0$ follows. Now we are in the position to define the quasi-interpolation $z_h \in S^1_h(\Gamma)$,

$$z_h(x) = \sum_{k=1}^{M} z^0_h(x_k) \varphi_k(x) \quad \text{for } x \in \Gamma, \quad z_k := z_h(x_k) \leq 0 \quad \text{for } x_k \in \Gamma_h^{\text{act}}. \quad (4.9)$$

**Lemma 4.2** Let $z \in \widetilde{H}^{1/2+s}(\Gamma)$, $s \in (0, \frac{1}{2}]$, and let $z_h \in S^1_h(\Gamma)$ be the quasi-interpolation as given in (4.9). Then there hold the error estimates

$$\|z - z_h\|_{H^{1/2}(\Gamma)} \leq c h^s |z|_{H^{1/2+s}(\Gamma)} \quad (4.10)$$

**Fig. 2** Construction of the dual mesh
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and

\[ \|z - z_h\|_{\tilde{H}^{-1}(\Gamma)} \leq c h^{3/2+s} |z|_{H^{1/2+s}(\Gamma)}, \]  

(4.11)

Proof For piecewise linear basis functions we have

\[ \sum_{j=1}^{M} \varphi_j(x) = 1, \]

and for \( x \in \omega_k \) we then conclude

\[ z_h(x) = \sum_{j=1}^{M} z_0^j(x_j) \varphi_j(x) = z_h^0(x_k) + \sum_{j=1, j \neq k, \text{supp} \varphi_j \cap \omega_k \neq \emptyset} \left[ z_h^0(x_j) - z_h^0(x_k) \right] \varphi_j(x), \]

and therefore

\[ \|z - z_h\|_{L^2(\omega_k)} \leq \|z - z_h^0\|_{L^2(\omega_k)} + \sum_{j=1, j \neq k, \text{supp} \varphi_j \cap \omega_k \neq \emptyset} \left| z_h^0(x_j) - z_h^0(x_k) \right| \|\varphi_j\|_{L^2(\omega_k)}. \]

For what follows, let us recall some basic estimates from the numerical analysis of finite and boundary element methods, see, e.g., [1, 28]. Let \( \tau \) be the reference element to describe all boundary elements \( \tau_\ell \), in particular for \( n = 2 \) we have \( \tau = (0, 1) \), while for \( n = 3 \) we have

\[ \tau = \{ \eta \in \mathbb{R}^2 : 0 < \eta_1 < 1, 0 < \eta_2 < 1 - \eta_1 \}. \]

For \( x \in \tau_\ell \) we obtain the local parametrisation \( x = J_\ell(\eta) \) and for the measure of a boundary element we conclude

\[ \Delta_\ell = \int_{\tau_\ell} ds_x = \int_{\tau} \det J_\ell(\eta) d\eta, \quad \text{i.e. } \det J_\ell(\eta) \simeq \Delta_\ell \simeq h^{n-1}. \]

For a boundary element basis function \( \varphi_j(x) = \varphi_j(J_\ell(\eta)) = \tilde{\varphi}_{\ell,j}(\eta) \) we have

\[ \|\varphi_j\|_{L^2(\tau_\ell)}^2 \simeq \Delta_\ell \|\tilde{\varphi}_{\ell,j}\|_{L^2(\tau)}^2 \simeq h^{n-1}, \]

as well as

\[ \|\nabla_x \varphi\|_{L^2(\tau_\ell)}^2 \simeq \Delta_\ell h^{-2} \|\nabla_\eta \tilde{\varphi}_{\ell,j}\|_{L^2(\tau)}^2 \simeq h^{n-3}. \]

Hence we conclude the estimate

\[ \|\varphi_j\|_{L^2(\omega_k)} \leq c h^{(n-1)/2}, \]
and by using
\[ ch^{(n-1)/2} |z(x_j) - z_h(x_k)| \leq \|z(x_j) - z_h(x_k)\|_{L^2(\omega_k)} \]
\[ \leq \|z(x_j) - z\|_{L^2(\omega_k)} + \|z - z_h(x_k)\|_{L^2(\omega_k)} \]
we obtain from the error estimate (4.7)
\[ \|z - z_h\|_{L^2(\omega_k)} \leq c h^{1/2+s} |z|_{H^{1/2+s}(\omega_k)} \]
\[ + \sum_{j=1, j \neq k, \text{supp} \varphi_j \cap \omega_k \neq \emptyset} M \varepsilon \left[ \|z_h(x) - z\|_{L^2(\omega_k)} + c h^{1/2+s} |z|_{H^{1/2+s}(\omega_k)} \right]. \]

For \( \text{supp} \varphi_j \cap \omega_k \neq \emptyset \) and \( x \in \omega_k \) we have
\[ z(x) - z_h(x_j) = \frac{1}{|\omega_j|} \int_{\omega_j} (z(x) - z(y)) \, ds_y, \]
and by using standard techniques we obtain
\[ \|z - z_h(x_j)\|_{L^2(\omega_k)} \leq c h^{1/2+s} |z|_{H^{1/2+s}(\omega_k \cup \omega_j)}. \]

With this we finally conclude the local error estimate
\[ \|z - z_h\|_{L^2(\omega_k)}^2 \leq c h^{1+2s} \sum_{j=1, \text{supp} \varphi_j \cap \omega_k \neq \emptyset} M |z|_{H^{1/2+s}(\omega_k \cup \omega_j)}^2, \]
and by summation over all elements of the dual mesh we obtain the global error estimate
\[ \|z - z_h\|_{L^2(\Gamma)}^2 \leq c h^{1+2s} |z|_{H^{1/2+s}(\Gamma)}^2. \]

Note that in the three-dimensional case we use that all boundary elements are assumed to be shape regular, so that the number of terms in the local error estimate is bounded.

Now the error estimate (4.10) in \( H^{1/2}(\Gamma) \) follows by using the standard \( H^{1/2}(\Gamma) \) projection on \( S^1_h(\Gamma) \), and the inverse inequality, see, e.g. [28], and the proof of Lemma 3.3.

The error estimate (4.11) in \( \tilde{H}^{-1}(\Gamma) \) follows as the error estimate in \( L^2(\Gamma) \), instead of (4.7) we now use (4.8), and
\[ \|\varphi_j\|_{\tilde{H}^{-1}(\tau)} = \sup_{0 \neq v \in H^1(\tau)} \frac{\langle \varphi_j, v \rangle_{H^1(\tau)}}{\|v\|_{H^1(\tau)}} \]
\[ \simeq \sup_{0 \neq \tilde{v} \in H^1(\tau)} \frac{\Delta_{\tau} \langle \varphi_{j, \tau}, \tilde{v}_\tau \rangle_\tau}{h_{\tau}^{(n+1)/2} \|\tilde{v}_\tau\|_{H^1(\tau)}} \simeq h^{(n+1)/2} \|\varphi_{j, \tau}\|_{\tilde{H}^{-1}(\tau)} \simeq h^{(n+1)/2}. \]
With this we finally conclude the local error estimate
\[
\|z - z_h\|_{H^{-1}((\omega_k))}^2 \leq c h^{3+2s} \sum_{j=1, \text{supp} j \cap \omega_k \neq \emptyset} |z_j|_{H^{1/2+s}((\omega_j))}^2,
\]
and by localizing the dual norm in \(\tilde{H}^{-1}(\Gamma)\) we obtain (4.11). \(\square\)

### 4.3 Error estimates in lower Sobolev norms

Now we are in a position to present error estimates in lower Sobolev norms for the solution \(u_h\) of the discrete variational inequality (2.3). The main result as given in Theorem 4.5 is based on the following two estimates.

**Lemma 4.3** Let \(u \in K\) and \(u_h \in K_h\) be the unique solutions of the variational inequalities (1.2) and (2.3), respectively. Let \(z \in G\) be the unique solution of the adjoint variational inequality (4.1), and let \(A : \tilde{H}^{1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma), s \in (0, \frac{1}{2}]\). Let \(z_h \in S^1_h(\Gamma)\) be an appropriate approximation of \(z \in G\). Then there holds the error estimate
\[
\|u - u_h\|_{H^{1/2-s}(\Gamma)} \leq c A \|u - u_h\|_{H^{1/2}(\Gamma)} \|z - z_h\|_{H^{1/2}(\Gamma)}
+ c \|u - u_h\|_{H^{1/2-s}(\Gamma)} \|g - g_h\|_{H^{1/2-s}(\Gamma)} + \langle A(u - u_h), z_h \rangle_{\Gamma}.
\]

(4.12)

**Proof** For \(z \in G\) and \(u \in K\) we have for \(x \in \Gamma^\text{act}_h\)
\[
\underbrace{z(x)}_{\leq 0} + \underbrace{u(x) - g(x)}_{\leq 0} + \underbrace{g_h(x) - u_h(x)}_{= 0} \leq 0,
\]
as well as, by using \(\lambda \leq 0\) and \(u_h \leq g_h\) on \(\Gamma\),
\[
\langle \lambda, z + u - g + g_h - u_h \rangle_{\Gamma} = \underbrace{\langle \lambda, z \rangle_{\Gamma}}_{\leq 0 \text{ for } z \in G} + \underbrace{\langle \lambda, u - g \rangle_{\Gamma}}_{= 0 \text{ due to (2.2)}} + \underbrace{\langle \lambda, g_h - u_h \rangle_{\Gamma}}_{\leq 0} \leq 0.
\]
Hence we can chose \( v = z + u - u_h + g_h - g \in G \) as a test function in the variational inequality (4.1) to obtain

\[
\|u - u_h\|_{H^{1/2-s}(\Gamma)}^2 = \langle u - u_h, u - u_h \rangle_{H^{1/2-s}(\Gamma)} = \langle u - u_h, (z + u - u_h + g_h - g) - z \rangle_{H^{1/2-s}(\Gamma)} + \langle u - u_h, g - g_h \rangle_{H^{1/2-s}(\Gamma)} \\
\leq \langle Az, (z + u - u_h + g_h - g) - z \rangle_{\Gamma} + \langle u - u_h, g - g_h \rangle_{H^{1/2-s}(\Gamma)} = \langle A(u - u_h), z \rangle_{\Gamma} + \langle A(z, g_h - g) \rangle_{\Gamma} + \langle u - u_h, g - g_h \rangle_{H^{1/2-s}(\Gamma)} \\
= \langle A(u - u_h), z - z_h \rangle_{\Gamma} + \langle A(u - u_h), z_h \rangle_{\Gamma} + \langle A(z, g_h - g) \rangle_{\Gamma} + \langle u - u_h, g - g_h \rangle_{H^{1/2-s}(\Gamma)} \\
\leq c^2 \|u - u_h\|_{H^{1/2}(\Gamma)} \|z - z_h\|_{H^{1/2}(\Gamma)} + \langle A(u - u_h), z_h \rangle_{\Gamma} + \|Az\|_{H^{-1/2-s}(\Gamma)} \|g - g_h\|_{H^{1/2-s}(\Gamma)} + \|u - u_h\|_{H^{1/2-s}(\Gamma)} \|g - g_h\|_{H^{1/2-s}(\Gamma)}.
\]

Now the assertion follows from the boundedness of \( A : \widetilde{H}^{1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma) \), and from the regularity result (4.6). \( \square \)

**Lemma 4.4** Let \( u \in \mathcal{K}, u_h \in \mathcal{K}_h \), and \( z \in G \) be the unique solutions of the variational inequalities (1.2), (2.3), and (4.1), respectively. Let \( z_h \in S^1_h(\Gamma) \) be as constructed in (4.9). Then there holds the estimate

\[
\langle A(u - u_h), z_h \rangle_{\Gamma} \leq \langle Au - f, z_h - z \rangle_{\Gamma}.
\]

**Proof** By using \( \lambda_k = 0 \) for \( u_k < g_k \) and \( \lambda_k \leq 0 \), \( z_k \leq 0 \) for \( u_k = g_k \) we first have

\[
\langle f - Au_h, z_h \rangle_{\Gamma} = \langle f - A_h u, z \rangle = -\langle \lambda, z \rangle = -\sum_{k=1}^M \lambda_k z_k = -\sum_{u_k=g_k} \lambda_k z_k \leq 0.
\]

Hence we obtain

\[
\langle A(u - u_h), z_h \rangle_{\Gamma} = \langle Au - f, z_h \rangle_{\Gamma} + \langle f - Au_h, z_h \rangle_{\Gamma} \\
\leq \langle Au - f, z_h \rangle_{\Gamma} + \langle Au - f, z_h \rangle_{\Gamma} - \langle Au - f, z_h - z \rangle_{\Gamma} \leq \langle Au - f, z_h - z \rangle_{\Gamma}.
\]

Now we state the main theorem of this paper.

**Theorem 4.5** Let \( u \in \mathcal{K}, u_h \in \mathcal{K}_h \), and \( z \in G \) be the unique solutions of the variational inequalities (1.2), (2.3), and (4.1), respectively. Let \( A : \widetilde{H}^{1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma) \).
Boundary element methods for variational inequalities \( H^{-1/2+s}(\Gamma) \) be bounded for some \( s \in (0, \frac{1}{2}] \), and let \( z_h \in S_h^1(\Gamma) \) be given as in (4.9). Assume \( \lambda \in H^{\sigma-1}(\Gamma) \) for some \( \sigma \in (\frac{n-1}{2}, 2] \). Then there holds the error estimate

\[
\|u - u_h\|_{H^{1/2-s}(\Gamma)} \leq c_1 h^{s} \|u - u_h\|_{H^{1/2}(\Gamma)} + c_2 \|g - g_h\|_{H^{1/2-s}(\Gamma)} + c_3 h^{s-1/2} \|\lambda\|_{H^{\sigma-1}(\Gamma)}.
\]

(4.14)

**Proof** Combing the error estimates (4.12) and (4.13) we first conclude

\[
\|u - u_h\|_{H^{1/2-s}(\Gamma)}^2 \leq c_4^2 \|u - u_h\|_{H^{1/2}(\Gamma)} \|z - z_h\|_{H^{1/2}(\Gamma)} + c \|u - u_h\|_{H^{1/2-s}(\Gamma)} \|g - g_h\|_{H^{1/2-s}(\Gamma)} + \|\lambda\|_{H^{\sigma-1}(\Gamma)} \|z_h - z\|_{H^{1-s}(\Gamma)}.
\]

By using the error estimates (4.10) and (4.11), an interpolation argument, as well as the regularity estimate (4.6) we obtain the assertion. \( \square \)

Together with the energy error estimate (3.5) we now obtain the final result of this subsection.

**Corollary 4.6** Let \( A : \tilde{H}^{1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma) \) be bounded for some \( s \in (0, \frac{1}{2}] \), and assume \( u, g \in H^{\sigma}_{pw}(\Gamma), \lambda \in H^{\sigma-1}(\Gamma) \) for some \( \sigma \in (\frac{n-1}{2}, 2] \). Then there holds the error estimate

\[
\|u - u_h\|_{H^{1/2-s}(\Gamma)} \leq c h^{s-1/2} \left[ |u|_{H^\sigma_{pw}(\Gamma)}^2 + |g|_{H^\sigma_{pw}(\Gamma)}^2 + \|\lambda\|_{H^{\sigma-1}(\Gamma)}^2 \right]^{1/2}.
\]

(4.15)

In particular for \( s = \frac{1}{2} \), i.e. \( A : \tilde{H}^{1}(\Gamma) \to L_2(\Gamma) \), and when assuming \( u, g \in H^{2}_{pw}(\Gamma) \) and \( \lambda \in H^1(\Gamma) \), we obtain the \( L_2(\Gamma) \) error estimate

\[
\|u - u_h\|_{L_2(\Gamma)} \leq c h^2 \left[ |u|_{H^2_{pw}(\Gamma)}^2 + |g|_{H^2_{pw}(\Gamma)}^2 + \|\lambda\|_{H^1(\Gamma)}^2 \right]^{1/2},
\]

i.e., as for the standard approximation property of piecewise linear polynomials we can expect a quadratic order of convergence when measuring the error in the \( L_2 \) norm.

**5 Semi-smooth Newton method**

For the solution of the discrete variational inequality (2.3) we consider the discrete complementarity conditions (2.5), i.e.

\[
u_k \leq g_k, \quad \lambda_k \leq 0, \quad \lambda_k[u_k - g_k] = 0, \text{ for all } k = 1, \ldots, M, \quad \lambda = A_h u - f,
\]

which are equivalent to

\[
\lambda_k = \min\{0, \lambda_k + c(g_k - u_k)\} \text{ for } k = 1, \ldots, M, \quad c > 0.
\]
Hence we have to solve the system of (non)linear equations

\[ F_1(u, \lambda) = Ahu - \lambda - f = 0, \quad F_2(u, \lambda) = \lambda - \min(0, \lambda + c(g - u)) = 0, \]

where the nonlinear equations \( F_2(u, \lambda) \) have to be considered componentwise. Since \( G(x) = \min(0, x) \) is not differentiable in \( x = 0 \), we introduce the slant derivative

\[ G'(x) = \begin{cases} 1 & \text{for } x < 0, \\ 0 & \text{for } x \geq 0, \end{cases} \]

and the application of a semi-smooth Newton method reads

\[
\begin{pmatrix}
\frac{u^{m+1}}{\lambda^{m+1}} \\
\frac{A}{\lambda^{m+1}}
\end{pmatrix} = \begin{pmatrix}
\frac{u^m}{\lambda^m}
\end{pmatrix} - \left( \begin{pmatrix}
A_h & -I \\
(cG'(\lambda^{m} + c(g - u^{m})) & I - G'(\lambda^{m} + c(g - u^{m}))
\end{pmatrix} \right)^{-1} \begin{pmatrix}
F_1(u^m, \lambda^m) \\
F_2(u^m, \lambda^m)
\end{pmatrix},
\]

where the application of \( G' \) has to be understood componentwise. The Newton method requires the solution of the linear system

\[
\begin{pmatrix}
A_h & -I \\
(cG'(\lambda^{m} + c(g - u^{m})) & I - G'(\lambda^{m} + c(g - u^{m}))
\end{pmatrix} \begin{pmatrix}
\frac{u^m - u^{m+1}}{\lambda^m - \lambda^{m+1}}
\end{pmatrix} = \begin{pmatrix}
F_1(u^m, \lambda^m) \\
F_2(u^m, \lambda^m)
\end{pmatrix},
\]

and the first line gives

\[ Ah(u^m - u^{m+1}) - \lambda^m + \lambda^{m+1} = Ahu^m - \lambda^m - f, \quad \text{i.e.,} \quad Ah^{m+1} - \lambda^{m+1} = f. \]

The second equation gives for all \( k = 1, \ldots, M \)

\[
[1 - G'(\lambda^{m}_k + c(g_k - u^{m}_k))] \left( \lambda^{m}_k - \lambda^{m+1}_k \right) + cG'(\lambda^{m}_k + c(g_k - u^{m}_k)) \left( u^{m+1}_k - u^{m+1}_k \right) = \lambda^m_k - \min \left\{ 0, \lambda^m_k + c(g_k - u^{m}_k) \right\}.
\]

For

\[ \lambda^m_k + c(g_k - u^{m}_k) \geq 0, \quad G'(\lambda^m_k + c(g_k - u^{m}_k)) = 0 \]

we then conclude

\[ \lambda^m_k - \lambda^{m+1}_k = \lambda^m_k, \quad \text{i.e.,} \quad \lambda^{m+1}_k = 0, \]
while for
\[ \lambda_k^m + c (g_k - u_k^m) < 0, \quad G' (\lambda_k^m + c (g_k - u_k^m)) = 1 \]
we conclude
\[ u_k^{m+1} = g_k. \]

This is just the active set strategy, see, e.g., [5, 14, 15, 17, 19].

6 Applications

6.1 Screen problem

As a first example we consider the variational inequality to find \( u \in K \) such that
\[ \langle Du, v-u \rangle_{\Gamma} \geq \langle f, v-u \rangle_{\Gamma} \]  
(6.1)
is satisfied for all \( v \in K \) where \( \Gamma = (0, 1/2) \), \( f \equiv 1 \), and
\[ K := \{ v \in \widetilde{H}^{1/2}(\Gamma) : v(x) \leq 0.4 \text{ for } x \in \Gamma \}, \quad \text{i.e. } g \equiv 0.4. \]

In (6.1), \( D : \widetilde{H}^{1/2}(\Gamma) \to H^{-1/2}(\Gamma) \) is the hypersingular boundary integral operator defined as
\[ (Dv)(x) = \frac{1}{2\pi} \frac{\partial}{\partial n_x} \int_{\Gamma} \frac{\partial}{\partial n_y} \log |x-y| \, v(y) \, ds_y \quad \text{for } x \in \Gamma. \]

Note that the variational inequality (6.1) is related to two-dimensional screen and crack problems, e.g., [29].

Since the variational inequality (6.1) perfectly fits into the framework of the present paper, all theoretical results are valid. In particular, \( D : \widetilde{H}^{1/2}(\Gamma) \to H^{-1/2}(\Gamma) \) is a bounded and \( \widetilde{H}^{1/2}(\Gamma) \)-elliptic operator, see [7, 23]. Moreover, \( D : \widetilde{H}^{1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma) \) is bounded for all \( s \in (0, 1/2) \) [29, Corollary 1.7]. Hence we can apply Theorem 2.2 for \( s = 1/2 - \epsilon \) to conclude \( u \in H^{1-\epsilon}(\Gamma) \) for all sufficient small \( \epsilon > 0 \). Moreover, by Lemma 4.1 we have \( z \in H^{1-\epsilon}(\Gamma) \) for the solution of the adjoint problem. Hence we can apply Corollary 4.6 for \( s = 1/2 - \epsilon \) and \( \sigma = 1 - \epsilon \) for all sufficient small \( \epsilon > 0 \) to conclude the error estimate
\[ \| u-u_h \|_{L^2(\Gamma)} \leq \| u-u_h \|_{H^s(\Gamma)} \leq c \, h^{1-2\epsilon} \left[ \| u \|_{H^{1-\epsilon}_{pw,c}(\Gamma)} + |g|_{H^{1-\epsilon}_{pw,c}(\Gamma)} + \| \lambda \|_{H^{1-\epsilon}(\Gamma)} \right]^{1/2}. \]

Therefore we can expect almost linear convergence. For a numerical experiment we consider a uniform decomposition of the interval \( \Gamma = (0, 1/2) \) into \( N = 2^{L+1} \) boundary elements. In addition to the variational inequality (6.1) we also consider the solution
Table 1 \( L_2(\Gamma) \) errors for unconstrained and constrained screen problem

| L | N | Unconstrained \( \| u_{h_L} - u_{h_0} \|_{L_2(\Gamma)} \) | Constrained \( \| u_{h_L} - u_{h_0} \|_{L_2(\Gamma)} \) | Iter |
|---|---|---|---|---|
| 1 | 4 | 4.81 – 2 | 4.44 – 2 | 1 |
| 2 | 8 | 2.41 – 2 1.00 | 2.09 – 2 1.09 | 2 |
| 3 | 16 | 1.22 – 2 0.98 | 1.04 – 2 1.01 | 2 |
| 4 | 32 | 6.16 – 3 0.99 | 5.26 – 3 0.98 | 3 |
| 5 | 64 | 3.08 – 3 1.00 | 2.64 – 3 0.99 | 4 |
| 6 | 128 | 1.51 – 3 1.03 | 1.30 – 3 1.02 | 6 |

Fig. 3 Solutions for the unconstrained and constrained screen problem

of the unconstrained boundary integral equation \( Du = f \). Since the exact solutions of both problems are unknown, we chose \( u_{h_0} \) as a reference solution to compute approximate errors \( \| u_{h_L} - u_{h_0} \|_{L_2(\Gamma)} \), see Table 1. The numerical results show linear convergence for both problems, as expected. Also the number of semi-smooth Newton iterations indicates super-linear convergence. In Fig. 3 we plot the solutions of the unconstrained and of the constrained screen problem.

6.2 Signorini problem

As a second example we consider the Signorini problem for the Laplacian, see, e.g., [27],

\[-\Delta u(x) = 0 \text{ in } \Omega \subset \mathbb{R}^n, \quad u(x) = g(x) \text{ on } \Gamma_D, \quad \frac{\partial u(x)}{\partial n_x} = f(x) \text{ on } \Gamma_N.\]
and
\[
u(x) \leq g(x), \quad \frac{\partial}{\partial n_x} u(x) \leq f(x), \quad (u(x) - g(x)) \left( \frac{\partial}{\partial n_x} u(x) - f(x) \right) = 0 \quad \text{on } \Gamma_S,
\]
where \( \Gamma = \partial \Omega \) is the boundary of the Lipschitz domain \( \Omega \) which is decomposed into mutually disjoint parts \( \Gamma_D, \Gamma_N, \) and \( \Gamma_S \). Related to the Laplace equation in \( \Omega \) we introduce the Dirichlet to Neumann map
\[
\frac{\partial}{\partial n} u =: Su \quad \text{on } \Gamma,
\]
where the Steklov–Poincaré operator \( S : H^{1/2}(\Gamma) \to H^{-1/2}(\Gamma) \) can be described, by using boundary integral operators as, see, e.g., [28],
\[
S = V^{-1} \left( \frac{1}{2} I + K \right) = D + \left( \frac{1}{2} I + K' \right) V^{-1} \left( \frac{1}{2} I + K \right).
\]
Note that \( V \) is the single layer integral operator, \( K \) is the double layer integral operator and \( K' \) its adjoint, and \( D \) is the hypersingular boundary integral operator. By introducing
\[
\mathcal{K} := \left\{ v \in H^{1/2}(\Gamma) : v|_{\Gamma_D} = g, v|_{\Gamma_S} \leq g \right\}
\]
the solution of the Signorini boundary value problem is equivalent to find the solution \( u \in \mathcal{K} \) of the variational inequality
\[
\langle Su, v - u \rangle_{\Gamma} \geq \langle f, v - u \rangle_{\Gamma_S \cup \Gamma_N} \quad \text{for all } v \in \mathcal{K}.
\]
Note that the Steklov–Poincaré operator \( S \) is \( \tilde{H}^{1/2}(\Gamma_N \cup \Gamma_S) \)-elliptic which ensures unique solvability of the variational inequality. Assuming sufficient regularity of the given data one can not expect more than \( u \in H^{5/2-\varepsilon}(\Omega) \) for the solution of the Signorini boundary value problem, i.e. not more than \( u|_{\Gamma} \in H^{2-\varepsilon}(\Gamma) \). In the case of a Lipschitz boundary \( \Gamma \) we find from the mapping properties of all boundary integral operators [7] that \( S : H^1(\Gamma) \to L^2(\Gamma) \). Hence we can apply Corollary 4.6 for \( s = \frac{1}{2} \) and \( \sigma = 2 - \varepsilon \) to conclude the error estimate, for all sufficient small \( \varepsilon > 0 \),
\[
\|u - u_h\|_{L^2(\Gamma)} \leq c h^{2-\varepsilon} \left[ |u|^2_{H^2_0(\Gamma)} + |g|^2_{H^2_0(\Gamma)} + \|f\|^2_{H^{1-\varepsilon}(\Gamma_N \cup \Gamma_S)} \right]^{1/2},
\]
where \( \varepsilon > 0 \) is arbitrary small. i.e. we can expect almost quadratic convergence when using piecewise linear boundary elements. In [27], a proof of the energy error estimate in \( H^{1/2}(\Gamma) \) is given for the particular case of a smooth boundary of a bounded domain in two dimensions, and numerical examples are given. For numerical results in the case of contact problems in linear elasticity, see for example [9], and for optimal Dirichlet boundary control problems [25].
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