Phase-field modeling for pH-dependent general and pitting corrosion of iron
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This study proposes a new phase-field (PF) model to simulate the pH-dependent corrosion of iron. The model is formulated based on Bockris’s iron dissolution mechanism to describe the pH dependence of the corrosion rate. We also propose a simulation methodology to incorporate the thermodynamic database of the electrolyte solutions into the PF model. We show the applications of the proposed PF model for simulating two corrosion problems: general corrosion and pitting corrosion in pure iron immersed in an acid solution. The simulation results of general corrosion demonstrate that the incorporation of the anodic and cathodic current densities calculated by a Corrosion Analyzer software allows the PF model to simulate the migration of the corroded iron surface, the variation of ion concentrations in the electrolyte, and the electrostatic potential at various pH levels and temperatures. The simulation of the pitting corrosion indicates that the proposed PF model successfully captures the anisotropic propagation of a pit that is affected by the local pH of the electrolyte solution and the aggregation of Cl− ions in the pit.

It is necessary to understand the corrosion behavior of metals to develop metals with high corrosion resistance and to maintain structural metallic components. In order to predict the corrosion behavior, various computational models were developed to simulate the morphological evolution of material surface and the diffusion–migration of ions in electrolyte solutions1–6. Laycock et al.1 simulated the growth of a single pit in a 304 stainless steel using the finite element (FE) method. A subsequent study revealed that the simulation results of the pitting corrosion on 304 and 316 stainless steels were in quantitative agreement with potentiodynamic experimental measurements2. Scheiner et al.3 developed a finite volume (FV) simulation methodology to simulate a two-dimensional evolving corrosion front in stable pitting corrosion. Onishi et al.4 developed a computational technique based on the FV method and the voxel method and analyzed time-dependent localized corrosion. Kota et al.5 proposed an FE-based simulation model to simulate the time evolutions of pit shape and the concentrations of ionic species in the electrolyte solution by solving the Nernst–Planck equation. They further applied a model to simulate stable pit growth in a polycrystalline microstructure in a SUS316 stainless steel. Brewick et al.6 also developed a FE-based simulation model for simulating the pit growth behavior that depends on crystallographic orientation of the polycrystalline microstructure in 316 L SS austenitic stainless steel. Yin et al.7 reported FE-based modeling to simulate the micro-galvanic corrosion of Al alloys where the Al dissolution rate depends on pH of the electrolyte solution. In order to consider the pH-dependent corrosion kinetics, the model incorporates the chemical-dependent current densities obtained by experiments as input data. Although the previous FE and FV-based models successfully simulated the corrosion processes, the models require explicit tracking of a moving interface between metals and electrolyte solutions to apply boundary conditions to the interface. Thus, the numerical simulations using the aforementioned models allow us to perform computationally expensive re-meshing and mesh refinement.

Conversely, the phase-field (PF) method recently attracted attention as a powerful computational method that simulates a spatiotemporal evolution of material surface driven by electrochemical reactions. The PF method was originally developed as a computational methodology to simulate microstructure evolutions in solidification8,9,
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grain growth\textsuperscript{10,11}, and solid phase transformations\textsuperscript{12-16} in materials without the explicit tracking of moving grain boundaries and solid/liquid interfaces. As a pioneering study on the application of the PF model to simulate electrochemical reactions, Guyer et al.\textsuperscript{17} formulated the PF model that captures the formation of interfacial double layer in an electrochemical system. They also applied a PF model for electrodeposition and electrodissolution processes\textsuperscript{18}. Subsequently, a few PF models that describe the stress evolution, the ionic diffusion and the interfacial migration in corroding materials were reported\textsuperscript{19-22}. Stahle et al.\textsuperscript{19} constructed a PF model to simulate both pit growth and crack growth driven by stress corrosion cracking. Mai et al.\textsuperscript{20} proposed a PF model to simulate pitting corrosion in metallic materials and suggested that their model could simulate the evolutions of pits in the polycrystalline stainless steel and the ionic concentration in the solution. In a subsequent study, Mai et al.\textsuperscript{21} extended the PF model to simulate the stress corrosion cracking behavior in a polycrystalline microstructure and the galvanic corrosion processes\textsuperscript{22}.  

The above-mentioned PF models were developed to simulate various corrosion processes. However, to the best of the author's knowledge, a PF model to simulate the corrosion behavior of iron and steels that depends on the pH of electrolyte solutions was not proposed in extant studies. Specifically, the experimental measurements by Bockris et al.\textsuperscript{23}, Kelly et al.\textsuperscript{24}, and Keddam et al.\textsuperscript{25,26} already reveal that the dissolution rate of iron is strongly affected by the pH of electrolyte solutions. Additionally, the rate of the pitting corrosion significantly depends on the pH value of the electrolyte solution in the growing pit. Therefore, the development of a PF model that enables the simulation of the pH-dependent corrosion process is essential to predict the practical corrosion behaviors in a more quantitative manner.

Furthermore, with respect to various input parameters and data required to numerically simulate the corrosion, the thermodynamic data of electrolyte solutions constitutes extremely essential data to simulate the aqueous corrosion behavior quantitatively. For example, Corrosion Analyzer\textsuperscript{27} is a commercial software developed by OLI Systems Inc. and provides thermodynamic data of electrolyte solutions, such as corrosion potential, anodic and cathodic current densities, with respect to various temperatures, electrostatic potentials, chemical compositions of alloys, and pH values of electrolyte solutions. Therefore, it is necessary to develop a simulation methodology to incorporate this type of thermodynamic data of electrolyte solutions into the PF model.

The present study proposes a new PF model to simulate the pH-dependent corrosion processes in ferrous metals. The PF model is formulated based on the Bockris mechanism\textsuperscript{23} that is among the most widely accepted iron dissolution mechanisms that consider the pH-dependence of the iron dissolution. We also propose a methodology to incorporate the thermodynamic data of electrolyte solutions obtained by Corrosion Analyzer software into the PF model. In this study, we perform the numerical simulations of two typical corrosion problems by using the proposed PF model, namely general corrosion and pitting corrosion in a pure iron immersed in an acid solution. We examine these applications of the proposed PF model and demonstrate that the PF model captures the key features of the corrosion processes including the spatiotemporal migration of the corroded iron surface, evolutions of ionic concentrations, and local pH in the electrolyte solution, and the electrostatic potential during general and pitting corrosions.

**Electrochemical reactions in corrosion of iron**

In the corrosion of an iron in an electrolyte solution, the anodic and cathodic reactions denote the dissolution of iron electrode and the reduction of $\text{H}^+$ ions, respectively. These reactions are expressed as follows:

$$\text{Fe} \rightarrow \text{Fe}^{2+} + 2\text{e}^- \quad (1)$$

$$2\text{H}^+ + 2\text{e}^- \rightarrow \text{H}_2 \quad (2)$$

In contrast, as Kelly et al.\textsuperscript{24} reported, the iron dissolution in an acid solution depends on the pH of the electrolyte solution. One of the most well-known mechanisms of the pH-dependent iron dissolution is Bockris's mechanism\textsuperscript{23}. The electrochemical reactions proposed by Bockris et al. are expressed as follows:

$$\text{Fe} + \text{OH}^- \rightarrow (\text{FeOH})_{\text{ads}} + \text{e}^- \quad (3)$$

$$(\text{FeOH})_{\text{ads}} \rightarrow \text{FeOH}^+ + \text{e}^- \quad (4)$$

$$\text{FeOH}^+ + \text{H}^+ \rightleftharpoons \text{Fe}^{2+} + \text{H}_2\text{O} \quad (5)$$

Equation (3) denotes that an iron atom combines with a $\text{OH}^-$ ion in the solution to form the adsorbed intermediate $\text{Fe(OH)}_{\text{ads}}$. Subsequently, as expressed in Eq. (4), $\text{Fe(OH)}_{\text{ads}}$ decomposes into a $\text{FeOH}^+$ ion and an electron, e$^-$. The $\text{FeOH}^+$ ion is oxidized by a $\text{H}^+$ ion, and a $\text{Fe}^{2+}$ ion is generated. It should be noted that the PF model proposed in this study is formulated on the basis of the electrochemical reaction given by Eq. (4) is the rate determining process of iron dissolution.

In the pitting corrosion, the iron dissolution is localized at the iron electrode surface where the protective passive film is destroyed\textsuperscript{28}. Due to the localized dissolution of iron, a pit initiates and propagates into the iron electrode. In the propagating pit, a $\text{Fe}^{2+}$ ion reacts with $\text{H}_2\text{O}$ as follows:

$$\text{Fe}^{2+} + 2\text{H}_2\text{O} \rightarrow \text{Fe(OH)}_2 + 2\text{H}^+ \quad (6)$$

Equation (6) indicates that the pH of the solution inside the pit decreases due to the production of $\text{H}^+$ ion when the pit grows. Conversely, $\text{Cl}^-$ ions migrate from the bulk electrolyte solution into the pit to maintain the charge.
neutrality, and thus the concentration of Cl\(^-\) ion in the pit increases with the propagation of the pit. Furthermore, the formation and the hydrolysis of iron chloride (FeCl\(_2\)) occurs in the pit, and this causes the formation of H\(^+\) ion and the reduction of pH in the pit. The reduction of pH in the pit leads to the continuous growth of the pit. Therefore, the key features of the pitting corrosion that are needed to be simulated by the PF model are the pH-dependent iron dissolution, the reduction of the pH, and the increase in Cl\(^-\) ion concentration in the pit.

**Phase-field model**

This section outlines the formulation of the PF model proposed in this study. (See the Supplemental file for the details of the formulation.) Although the PF model in conjunction with the Corrosion Analyzer software is applied to simulate general corrosion and pitting corrosion on a pure iron immersed in various aqueous solutions, the PF model is presented to simulate the corrosion processes in a pure iron in an acidic solution that contains Fe\(^{3+}\), H\(^+\), OH\(^-\), and Cl\(^-\) ions.

In order to describe the migration of the corroding iron surface, the phase-field variable, \(\xi(r, t)\), is defined as the local existence probability of the iron electrode, where \(r\) and \(t\) denote the coordinate and the time, respectively, \(\xi(r, t)\) corresponds to 0 in the electrolyte solution and 1 in the iron electrode, and \(\xi(r, t)\) changes continuously from 0 to 1 across a diffuse interface between the electrolyte solution and the electrode. The spatiotemporal evolution of the phase-field variable implicitly describes the migration of interface during the corrosion process. Additionally, \(c_i(r, t)\) \((i = \text{Fe}^{2+}, \text{H}^+, \text{OH}^-, \text{Cl}^-)\) is defined as the concentration of ionic species \(i\) in the electrolyte solution. Hereafter, \((r, t)\) is not expressed for a simple description.

The total free energy of the system is defined by the Ginzburg–Landau free energy functional as follows:

\[
G = \int V \left[ g_{\text{dble}}(\xi) + g_{\text{act}}(\eta, \xi) + g_{\text{grad}}(\nabla \xi) + g_{\text{elec}}(\xi, \phi) \right],
\]

where \(g_{\text{dble}}(\xi)\) denotes the double-well potential energy density describing an energy barrier between the following two states: the electrolyte solution \((\xi = 0)\) and the iron electrode \((\xi = 1)\), and \(g_{\text{dble}}(\xi)\) is given as follows:

\[
g_{\text{dble}}(\xi) = W\xi^2(1 - \xi)^2,
\]

where \(W\) denotes the barrier height of the double-well potential energy, and it is expressed as follows:

\[
W = \frac{6 \gamma b}{\delta},
\]

where \(b\) is a constant given by \(b = 2\tanh^{-1}(1 - 2\lambda)\), \(\lambda\) is a constant that defines the interfacial region as \(\lambda \leq \xi \leq 1 - \lambda\), and \(\lambda = 0.1\) is often employed. Furthermore, \(g_{\text{act}}(\eta, \xi)\) denotes the density of activation energy density and is expressed as follows:

\[
g_{\text{act}}(\eta, \xi) = h(\xi)zF\eta,
\]

where \(\eta\) is the overpotential of the electrochemical reaction given by Eq. (4). Although the overpotential consists of the activation, \(\eta_a\) and concentration overpotentials, \(\eta_c\), we approximate \(\eta \approx \eta_c\) (see Supplemental information for detailed derivation of the overpotentials). \(z\) denotes the number of electrons involved in the electrochemical reactions on the iron electrode surface, and \(F\) denotes Faraday’s constant. Additionally, \(h(\xi)\) is an interpolating function that is expressed as follows:

\[
h(\xi) = \xi^2(3 - 2\xi).
\]

The sum of \(g_{\text{dble}}(\xi)\) and \(g_{\text{act}}(\eta, \xi)\) represents the local free energy density of the iron electrode and the electrolyte two-phase mixture. \(g_{\text{grad}}(\nabla \xi)\) denotes the gradient energy density that corresponds to the excess free energy due to the existence of interface between the iron electrode and the electrolyte solution, and \(g_{\text{elec}}(\xi, \phi)\) denotes the electrostatic energy density. The energy densities are given as follows:

\[
g_{\text{grad}}(\nabla \xi) = \frac{1}{2}\kappa\nabla^2 \xi
\]

\[
g_{\text{elec}}(\xi, \phi) = F\sum \xi_i \epsilon_i \phi \text{ (i = Fe}^{2+}, \text{ H}^+, \text{ OH}^-, \text{ Cl}^-),
\]

where \(\epsilon_i\) denotes the valance of ionic species \(i\) \((i = \text{Fe}^{2+}, \text{H}^+, \text{OH}^-, \text{Cl}^-)\), and \(\phi\) denotes the electrostatic potential. Furthermore, \(\kappa\) denotes the gradient energy coefficient and is given as follows:

\[
\kappa = \sqrt{\frac{3b\gamma}{\delta}},
\]

where \(\gamma\) denotes the interfacial energy and \(\delta\) denotes the thickness of diffuse interface.

Based on the nonlinear PF model for the electrochemical systems proposed by Liang et al.\(^{29,30}\) and Chen et al.\(^{31}\), we obtain the following time evolution equation of the phase field variable:
\[
\frac{\partial \xi}{\partial t} = -L_x \left( \frac{\partial \phi_{\text{tot}}(\xi)}{\partial \xi} - \kappa \nabla^2 \xi \right) - L_y \left( \kappa \frac{\partial \phi_{\text{tot}}}{\partial \xi} \right) \exp\left(1 - \alpha \frac{zF\eta}{RT}\right) - a_i e^{+} a_{H_2O} \exp\left(-\alpha \frac{zF\eta}{RT}\right),
\]

and

\[
L(\xi) = 6\xi(1 - \xi).
\]

where \(L_x\) denotes the mobility of the interface between the iron electrode and the electrolyte that is moved by the gradient and the double-well potential energies. \(L_y\) denotes the mobility of the moving interface driven by the electrochemical reaction, and \(\alpha\) denotes the transfer coefficient. The activation overpotential, \(\eta_a\), is given by \(\eta_a = E - E_{eq}\) where \(E\) denotes the applied potential of the electrode. Additionally, \(E_{eq}\) represents the equilibrium potential of the iron electrode in the electrochemical reactions given by Eqs (3–5) (see Eq. (S5) in Supplemental information for the detail derivation). In this study, \(E_{eq}\) is evaluated as a function of the pH, ion concentration in the electrolyte, and temperature by using the Corrosion Analyzer software. Furthermore, \(K_i\) and \(K_{H^+}\) denote the equilibrium constants of the chemical reactions as expressed by Eqs (3) and (5), respectively (see Eqs (S11) and (S12) for the detail formulation). \(a_i\) represents the activity of ionic species \(i\) (\(i = \text{Fe}^{2+}, \text{OH}^-, \text{H}_2\text{O}, \text{and } \text{H}^+\)). \(L(\xi)\) is used given that the iron dissolution occurs only in the interfacial region. Equation (15) describes the migration of the corroding iron surface that depends on the \(\text{H}^+\) ion concentration and the pH in the electrolyte solution which is calculated by \(\text{pH} = -\log a_{H^+}\).

The time evolution of the ion concentration in the electrolyte is expressed by the Nernst–Planck equation that comprises of the diffusion of ions by the concentration gradient and the migration of charged ions by the electrostatic-field as follows:

\[
\frac{\partial c_i}{\partial t} = \nabla \cdot (D_i^{eff} \nabla c_i) + \nabla \cdot \left( \frac{D_i^{eff}}{RT} zF \nabla \phi \right) + I_i \quad (i = \text{Fe}^{2+}, \text{H}^+, \text{OH}^-, \text{Cl}^-),
\]

where \(D_i^{eff}\) denotes the effective diffusion coefficient of the ionic species \(i\) that is given as follows:

\[
D_i^{eff} = \xi D_i^\phi + (1 - \xi) D_i^\alpha,
\]

where \(D_i^\phi\) and \(D_i^\alpha\) denote the diffusion coefficients in the iron electrode and the aqueous solution, respectively. Specifically, \(I_i\) in Eq. (17) describes the rate of production or consumption of the ionic species \(i\) (\(i = \text{Fe}^{2+}, \text{H}^+, \text{OH}^-, \text{Cl}^-\)) by the electrochemical reactions on the iron surface. We assume that the variations of \(\text{OH}^-\) and \(\text{Cl}^-\) ion concentrations do not affect the corrosion rate compared to the \(\text{pH}\) of the electrolyte solution, and thus only the production of \(\text{Fe}^{2+}\) ion and the consumption of \(\text{H}^+\) ion are calculated.

We assume that the charge neutrality in the electrolyte solution, the distribution of the electrostatic potential in the electrolyte is given by solving the following Poisson-type equation:

\[
\sigma \nabla^2 \phi = -zF \rho_{ele} \Delta \xi,
\]

where \(\sigma\) denotes the electric conductivity of the electrolyte and \(\rho_{ele}\) denotes the molar density of iron. Additionally, \(\Delta \xi\) denotes the variation of the phase field variable representing the amount of the dissolved iron electrode. As assumed by Mai et al., the interfacial double layer is not considered in the study because the thickness of the interfacial double layer is in the order of nanometers. If we consider the double layer at the diffuse interface used in the PF model, it is necessary to use a very fine mesh with dimensions lower than a nanometer and a small time increment in the numerical simulation. Thus, it is impossible to perform the PF simulations of the practical corrosion processes in realistic time and length scales.

Results and Discussion

In this section, we present the applications of the proposed PF model to the simulations of the general corrosion and the pitting corrosion on a pure iron immersed in an acid solution. Initially, we show the results of one-dimensional (1D) simulation of the general corrosion. The 1D simulation of the general corrosion is used to examine whether the PF model can simulate the corrosion process that depends on the \(\text{pH}\) of the electrolyte solution and temperature. Subsequently, the three-dimensional (3D) simulation of the pitting corrosion is presented to demonstrate the applicability of the proposed PF model to a more complex corrosion process. In the simulations, we assume that the bulk \(\text{pH}\) of the electrolyte solution and the \(\text{Cl}^-\) concentration are controlled by adding \(\text{HCl}\) and \(\text{NaCl}\), respectively. The details of the conditions used in the simulations are described in Methods.

General corrosion. In the simulations of the general corrosion, five different cases are investigated. (See Table 1 in Methods.) In all cases, the applied potential of the iron electrode is assumed as constant at \(E = -250\text{ mV vs. SHE}\). As an example, Fig. 1(a) shows the Pourbaix diagram for a pure iron at 60 °C as calculated by Corrosion Analyzer software. Based on the Pourbaix diagram, the general corrosion of pure iron is expected to occur in the electrolyte solution with \(\text{pH}\) corresponding to 2.5, 3.5, and 4.5. As shown in Fig. 1(b–d), the Corrosion Analyzer software also provides the anodic and cathodic polarization curves at the aforementioned \(\text{pH}\) levels. By using these current densities, \(I_p\) in Eq. (17) is calculated. (See Methods for the details of the current densities used in this study.)

As shown in Fig. 1(b–d), the current densities strongly depend on the \(\text{pH}\) of the electrolyte solution while the \(\text{pH}\)-dependence of other parameters, material constants, and the equilibrium potentials is considered as negligible. We use the parameters and the material constants listed in Table 1, and they are assumed as independent of the \(\text{pH}\) of the solution. The diffusion coefficients of ions in the electrolyte solution and the equilibrium potential
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are calculated by Corrosion Analyzer software. The equilibrium constants for Bockris’s mechanism, i.e., $K_1$ and $K_3$, were not obtained, and thus we use these constants as fitting parameters. Unless stated otherwise, the parameters and constants shown in Table 1 are used for simulations of both general corrosion and pitting corrosion.

Table 1. Physical values and parameters used in the study.

| Symbol                          | Value |
|--------------------------------|-------|
| Interfacial energy, $\gamma$ [J/m²] | 0.5   |
| Transfer coefficient of the Butler–Volmer kinetics, $\alpha$ | 0.5   |
| Diffusion coefficient of Fe²⁺ ion in the electrolyte[^24], $D_{Fe^{2+}}$ [m²/s] | $1.52 \times 10^{-9}$ |
| Diffusion coefficient of H⁺ ion in the electrolyte[^25], $D_{H^+}$ [m²/s] | $15.0 \times 10^{-9}$ |
| Diffusion coefficient of OH⁻ ion in the electrolyte[^26], $D_{OH^-}$ [m²/s] | $9.0 \times 10^{-9}$ |
| Diffusion coefficient of Cl⁻ ion in the electrolyte[^27], $D_{Cl^-}$ [m²/s] | $4.0 \times 10^{-9}$ |
| Diffusion coefficient of all ion in iron electrode, $D_e$ [m²/s] | 0     |
| Equilibrium constant for Bockris kinetics (Eq. (3)), $K_1$ | 1.0   |
| Equilibrium constant for Bockris kinetics (Eq. (5)), $K_3$ | 1.0   |
| Conductivity of the electrolyte[^28], $\sigma$ [S/m] | 1.0   |
| Equilibrium potential[^29], $E_{eq}$ [mV] | $-540$ |

[^24]: reference to diffusion coefficient of Fe²⁺ ion
[^25]: reference to diffusion coefficient of H⁺ ion
[^26]: reference to diffusion coefficient of OH⁻ ion
[^27]: reference to diffusion coefficient of Cl⁻ ion
[^28]: reference to conductivity of the electrolyte
[^29]: reference to equilibrium potential

Figure 1. (a) Pourbaix diagram at 60 °C and polarization curves at the pH of (b) 2.5, (c) 3.5, and (d) 4.5 as calculated by Corrosion Analyzer software. (b), (c), and (d) show the polarization curves at each pH indicated by B, C, and D in (a), respectively. The anodic and cathodic current densities, i.e., $i_a$ and $i_c$, are inserted on the polarization curves.
In order to examine a typical result of the general corrosion simulated by the proposed PF model, the simulation result for the initial pH of 2.5 at 60 °C (Case #2) is shown in Fig. 2. As the phase-field variable, \( \xi(r, t) \), is defined as the local existence probability of the iron electrode: \( \xi(r, t) = 0 \) in the electrolyte solution and \( \xi(r, t) = 1 \) in the iron electrode, the time evolution of the phase field variable shown in Fig. 2(a) describes the migration of the corroding iron surface. When the iron electrode begins to dissolve into the electrolyte solution, the \( \text{Fe}^{2+} \) ion concentration increases in the solution with \( \phi < 1 \). When the dissolution of the iron electrode proceeds with time, the \( \text{Fe}^{2+} \) ion in the bulk electrolyte increases. The profile of the \( \text{Fe}^{2+} \) ion concentration in the electrolyte is almost uniform because the diffusion of the \( \text{Fe}^{2+} \) ion in the electrolyte significantly exceeds the migration of the iron electrode surface.

The variation in the electrostatic potential is shown Fig. 2(b). After the iron electrode begins to dissolve into the electrolyte solution, the potential slightly increases from the initial applied potential. Figure 2(c) describes the consumption of the \( \text{H}^+ \) ion by the cathodic reaction in the interfacial region. It is observed that the amount of \( \text{H}^+ \) consumption is time-independent and the variation of \( \text{H}^+ \) ion concentration is extremely small, thereby resulting in a negligible change in the pH in the electrolyte solution. Therefore, the corrosion rate does not change during the general corrosion for 0.5 s. As shown in Fig. 2(d), the distribution of anions in the bulk electrolyte are not changed since the electrochemical reactions of \( \text{Cl}^- \) and \( \text{OH}^- \) ions are not considered in this study and the potential distribution in the electrolyte solution is uniform.

Although the corrosion rate appears as independent of the pH of the electrolyte solution, the simulation results in case #2 demonstrate that the proposed PF model captures the time-dependent migration of the iron electrode and the evolutions of the local ion concentrations for all species in the electrolyte solution.

The results of the PF simulations in different cases (case #2, #4 and #5) are shown in Fig. 3 to examine the ability of the proposed PF model to capture the pH-dependent corrosion. The profiles of the phase field variable indicating the position of the iron electrode surface at 0 s and 0.5 s for different pH values are shown in Fig. 3(a). As shown in the polarization curves (Fig. 1(b-d)), the anodic current density increases with decreases in the pH of the electrolyte for the present applied potential and temperature. Therefore, as shown in Fig. 3(a), the interfacial migration rate, i.e., the corrosion rate, increases when the pH of the electrolyte decreases. The rate of the interfacial migration as calculated by the PF model, \( v_{pp} \), is validated by comparing it with the theoretical rate, \( v_{th} \), which is calculated by Faraday's law as follows:

Figure 2. Evolutions of (a) \( \text{Fe}^{2+} \) ion concentration, (b) electrostatic potential, (c) consumption of \( \text{H}^+ \) ion in the interface region, and (d) \( \text{OH}^- \) ion concentration at the pH of 2.5 and 60 °C (Case #2). In each figure, the profiles of the phase field variable are inserted to indicate the migration of iron electrode surface during the general corrosion.
As shown in Fig. 3(b), the calculated \( v_{PF} \) indicates a good agreement with \( v_{Th} \) for all pH values.

In order to further demonstrate that the proposed PF model can capture the effect of temperature on the corrosion rate, Fig. 4 shows the profiles of the phase field variable indicating the position of the electrode surface after 0.5 s at different temperatures (Case #1, #2 and #3) at the pH of 2.5. It is clearly observed that the corrosion rate slightly increases when the temperature increases, thereby indicating that the impact of temperature on the general corrosion rate is minor when compared with that of the pH of the electrolyte.
Based on the simulation results of the general corrosion, we demonstrate that the PF model coupled with the thermodynamic data of the electrolyte as calculated by the Corrosion Analyzer software allows us to simulate the pH- and temperature-dependent general corrosion behavior of pure iron.

**Pitting corrosion.** The PF model used to simulate the general corrosion is subsequently applied to simulate the pitting corrosion on a pure iron sheet immersed in the acid solution. As illustrated in Fig. 5, the surface of an iron sheet with the area of 0.2 × 0.2 mm² is defined as the computational domain. Although the passive cover film is not explicitly considered, we assume that the passivated film covers the top surface of the iron sheet. The propagation of a single pit commencing from a circular breakdown of the protective passive film is simulated. It is assumed that the surface of the iron sheet in the pit is always depassivated during the pitting corrosion while the film on the iron surface is fully passivated when the cathodic reaction is maintained. The initial pH of the electrolyte and the temperature are assumed as 2.5 and 60 °C, respectively. The initial concentrations of H⁺ and OH⁻ ions are calculated based on the pH and assumed as uniform in the whole electrolyte. The initial Cl⁻ ion concentration is determined such that the iron sheet is immersed into the acid solution that contains Cl⁻ ions equivalent to 1.0 M NaCl. The applied potential of the iron electrode is assumed as equal to the corrosion potential and we use \( E = -420 \text{ mV} \) irrespective of the pH of the electrolyte solution.

In the simulation of the general corrosion shown in the previous section, the mobilities, i.e., \( L_\sigma \) and \( L_\eta \), were assumed as constant, because the pH in the electrolyte did not significantly change within the simulation. In contrast, the local pH inside the pit largely varies when the pit grows. Therefore, in order to describe the variation of the pitting rate by the local pH in the electrolyte, we evaluate the mobilities as the functions of the pH. (See Methods for the details of the pH-dependent mobilities used in this study).

Figure 6(a) shows the evolution of the phase field variables on a cross section passing through a pit (Region A indicated in Fig. 5), indicating the morphological change of the pit. The pit begins to grow into the iron electrode from the circular breakdown of the passive film. In the early stage (approximately up to 1.4 s), the pit slowly migrates to the inside of the iron electrode. Subsequently, the pit undercut the iron electrode beneath the surface protected by the passive film and results in the anisotropic growth of the pit. When the pit grows, the Fe²⁺ ion concentration increases in the solution within the pit due to the dissolution of the iron electrode. In the later stage, as shown in Fig. 6(b), the Fe²⁺ ion flows from the pit mouth to the bulk electrolyte. In contrast with the dissolution of iron, the reduction of H⁺ ion occurs inside the pit. Therefore, as shown in Fig. 6(c), the local pH in the electrolyte exhibits a significant decrease from the initial value of 2.5 to the negative value for 1.4 s. Figure 7 shows the variations in the pit depth and the local pH at the bottom of the pit. The local pH significantly decreases in the early stage (approximately 0.35 s) although the growth of the pit is extremely slow. As shown in Methods, when the pH decreases as low as zero or a negative value at 1.0 s, the anodic current density increases such that it is approximately 300 times higher than the initial value at the pH of 2.5. Therefore, as shown in Fig. 6(c), the pit rapidly propagates after 1.4 s at which the pH in the pit reaches a negative value. During the pit growth, the distribution of the pH inside the pit is not uniform. As shown in Fig. 6(c), the pH exhibits a maximum at the bottom of the pit and a minimum near the pit mouth because the H⁺ ion migrates from the pit front to the mouth due to the electrostatic potential gradient shown in Fig. 8(a). In the previous study on the finite element analysis of the localized corrosion of aluminum alloy reported that the pH decreases in the direction of the pit depth. However, the pH distribution in a pit strongly depends on the existence of passive film which covers the pit. In the case of the pit covered by the passive film, the transportation of hydrogen ion from the inside to the outside of the pit is prevented by the passive film, resulting that the pH increases in the depth direction. The phase-field...
Figure 6. Evolutions of (a) phase field variable indicating the pit growth, (b) Fe$^{2+}$ ion concentration, and (c) pH in electrolyte during the pitting corrosion for 2.4 s.

Figure 7. Variations in the pit depth and the local pH at the bottom of the pit during the pitting corrosion.
model proposed in this paper also reveals that the pH in the pit decreases in the depth direction if no passive film covers the pit (see Section 2 of Supplemental information). The inhomogeneous pH distribution in the pit leads to anisotropic pit growth.

Furthermore, the evolution of Cl\(^{-}\) ion concentration during the pit growth is shown in Fig. 8(b). Although both production and consumption of Cl\(^{-}\) ion are not considered in the study, the simulations reveal that the Cl\(^{-}\) ion migrates to the bottom of the pit due to the gradient of the electrostatic potential and results in the aggregation of Cl\(^{-}\) ions at the growing pit front. Based on the above-mentioned results, we demonstrate that the proposed PF model captures the key features of the pitting corrosion including the morphological change in the propagating pit, variations in the local pH inside the pit that strongly affects the anisotropic pit propagation, and ionic concentrations (especially the aggregation of Cl\(^{-}\) ion).

According to the previous experimental observations of pit growth in stainless steels\(^{33,34}\), the pit depth increases linearly with the square root of time (\(\sqrt{t}\)) under diffusion controlled pitting corrosion. However, as shown in Fig. 7, the variation of pit depth calculated by the present phase-field model is non-linear. Although it is not easy to compare the pit growth rate calculated in this study with that experimentally measured in the exactly same condition, the calculated rate of the pit growth after 2.5 s where the growth is almost linear to \(\sqrt{t}\) is much higher than those reported in the previous experimental studies\(^{33,34}\). In order to quantitatively compare the calculated pit growth rate with experimentally measured one, we need to consider the formation of passive film which covers the pit and the repassivation within the growing pit.

Before closing this section, we further note the limitation of the phase-field model proposed in this paper. In this study, we consider the pH-dependent mobility (Eqs (21) and (22)) and the anodic current density (Eq. (27)) obtained by the Corrosion Analyzer, but the other parameters are also influenced by pH values of the electrolyte solution. For instance, the pH-dependent hydrogen ion (H\(^+\)) activity coefficient is an important one to obtain the corrected pH values especially at high H\(^+\) concentrations (see Fig. 3 in Supplemental information), for simulating the corrosion behavior of iron more quantitatively. Although not considered in this work, the pH-dependent parameters, such as the H\(^+\) activity, the electric conductivity and the ion diffusion coefficients, should be implemented into the phase-field model in our future work.

**Conclusions**

The new PF model was proposed to simulate the corrosion behavior of ferrous metals that strongly depends on the pH of the electrolyte solution. The present PF model was formulated based on the Bockris’s mechanism to implement the ability to describe the pH-dependence of the corrosion process. We also proposed a simulation methodology to incorporate the thermodynamic data of the electrolyte solution obtained by using the Corrosion Analyzer software with respect to the PF model. The proposed PF model was applied to the simulations of two corrosion problems, namely general corrosion and pitting corrosion in a pure iron immersed in the acid solution.

The simulation results of the general corrosion demonstrated that the PF model successfully captured the migration of the corroding iron surface, local changes in ionic concentrations, and electrostatic potential in the electrolyte during the general corrosion. We investigated the effects of the pH of the bulk electrolyte and temperature on the corrosion rate. The results demonstrated that the PF model captured the increase in the corrosion rate...
The computational domain is divided by 40 uniform finite difference grids. The spacing between the grids is

\[ \Delta x = 0.05 \mu m. \]  

The thickness of the diffuse interface is set as \( \delta = 4.2 \Delta x = 0.2 \mu m. \) The time increment is \( \Delta t = 2 \times 10^{-7} s. \) The iron electrode with a thickness of 1.0 \( \mu m \) is placed at the left end of the domain, and other part is set as the aqueous solution. The initial concentrations of \( H^+ \) and \( OH^- \) ions in the electrolyte solution are set as constant at the values calculated from the pH. The initial concentration of Cl\(^-\) ion is set based on the charge neutrality in the solution. The initial distributions of the ions are calculated by solving the Nernst–Planck equation with the fixed interface. The zero flux boundary condition is applied for the phase-field variable and the ion concentrations at both ends of the computational domain.

In the simulation of the general corrosion, \( I_{Fe^{2+}} \) and \( I_{H^+} \) are calculated based on Eqs (1) and (2) as follows:

\[
I_{Fe^{2+}} = \rho_{Fe^{2+}} |\Delta \xi|
\]

(21)

\[
I_{H^+} = -2 \rho_{H^+} (\dot{i} \xi) |\Delta \xi|
\]

(22)

where \( i_a \) and \( i_c \) denote the anodic and cathodic current densities, respectively, as calculated by Corrosion Analyzer software and listed in Table 2. The mobilities of the interface, i.e., \( L_a \) and \( L_m \) are assumed as constant in the simulations of the general corrosion. We determine the mobilities such that the dissolution rate of the iron electrode in the initial stage of the general corrosion is consistent with the anodic current density, \( i_a \). The values of the mobilities used in the simulation of the general corrosion are listed in Table 3.

In a numerical simulation, we calculate Eqs (15) and (17) by a second-order finite difference scheme for space and a first-order forward Euler-type finite difference method for time on the regular computational grid. Equation (19) is calculated by the Successive Over-Relaxation (SOR) method. Note that the same discretization methods are used in the simulation of the pitting corrosion, and no fatal error does not occur during the numerical simulations using the finite difference schemes. The simulation flow chart which explains the coupling between the calculations of the phase-field variable, the ion concentration and the electrostatic potential is shown in Section 3 of Supplemental information.

### Table 2. Combinations of the pH of the electrolyte solution and temperature examined in the PF simulations of the general corrosion. Anodic and cathodic current densities at the applied potential of \( E = -250 mV \) vs. SHE in each case are calculated by using Corrosion Analyzer software.

| Case # | pH  | Temperature, \( T \) [°C] | Anodic current density, \( i_a \) [A/m²] | Cathodic current density, \( i_c \) [A/m²] |
|--------|-----|-------------------------|---------------------------------|---------------------------------|
| 1      | 2.5 | 25                      | 220.0                           | 0.1247                           |
| 2      | 2.5 | 60                      | 244.6                           | 0.4223                           |
| 3      | 2.5 | 90                      | 227.8                           | 0.8710                           |
| 4      | 3.5 | 60                      | 84.63                           | 0.04632                          |
| 5      | 4.5 | 60                      | 37.23                           | 0.004797                         |

### Table 3. Phase-field mobilities for the interfacial part and reaction part in each case.

| Case # | pH  | Temperature, \( T \) [°C] | Phase-field mobility for the interfacial part, \( \eta_{IF} \) [m²/(J·s)] | Phase-field mobility for the reaction part, \( \eta_{IR} \) [m²/(J·s)] |
|--------|-----|-------------------------|-------------------------------------------------|-------------------------------------------------|
| 1      | 2.5 | 25                      | 5.86 \times 10^{-15}                            | 1.17 \times 10^6                             |
| 2      | 2.5 | 60                      | 2.13 \times 10^{-13}                            | 4.26 \times 10^6                             |
| 3      | 2.5 | 90                      | 4.58 \times 10^{-14}                            | 9.15 \times 10^6                             |
| 4      | 3.5 | 60                      | 7.38 \times 10^{-15}                            | 1.48 \times 10^6                             |
| 5      | 4.5 | 60                      | 3.25 \times 10^{-15}                            | 6.49 \times 10^5                              |

### Methods

**Simulation condition for general corrosion.** The length of the computational domain is 2.0 \( \mu m. \) The domain is divided by 40 uniform finite difference grids. The spacing between the grids is \( \Delta x = 0.05 \mu m. \) The thickness of the diffuse interface is set as \( \delta = 4.2 \Delta x = 0.2 \mu m. \) The iron electrode with a thickness of 1.0 \( \mu m \) is placed at the left end of the domain, and other part is set as the aqueous solution. The initial concentrations of \( H^+ \) and \( OH^- \) ions in the electrolyte solution are set as constant at the values calculated from the pH. The initial concentration of Cl\(^-\) ion is set based on the charge neutrality in the solution. The initial distributions of the ions are calculated by solving the Nernst–Planck equation with the fixed interface. The zero flux boundary condition is applied for the phase-field variable and the ion concentrations at both ends of the computational domain.

In the simulation of the general corrosion, \( I_{Fe^{2+}} \) and \( I_{H^+} \) are calculated based on Eqs (1) and (2) as follows:

\[
I_{Fe^{2+}} = \rho_{Fe^{2+}} |\Delta \xi|
\]

(21)

\[
I_{H^+} = -2 \rho_{H^+} (\dot{i} \xi) |\Delta \xi|
\]

(22)

where \( i_a \) and \( i_c \) denote the anodic and cathodic current densities, respectively, as calculated by Corrosion Analyzer software and listed in Table 2. The mobilities of the interface, i.e., \( L_a \) and \( L_m \) are assumed as constant in the simulations of the general corrosion. We determine the mobilities such that the dissolution rate of the iron electrode in the initial stage of the general corrosion is consistent with the anodic current density, \( i_a \). The values of the mobilities used in the simulation of the general corrosion are listed in Table 3.

In a numerical simulation, we calculate Eqs (15) and (17) by a second-order finite difference scheme for space and a first-order forward Euler-type finite difference method for time on the regular computational grid. Equation (19) is calculated by the Successive Over-Relaxation (SOR) method. Note that the same discretization methods are used in the simulation of the pitting corrosion, and no fatal error does not occur during the numerical simulations using the finite difference schemes. The simulation flow chart which explains the coupling between the calculations of the phase-field variable, the ion concentration and the electrostatic potential is shown in Section 3 of Supplemental information.

**Acceleration of general corrosion rate.** The rate of the general corrosion is generally the order of a few mm/year. Thus, we artificially accelerate the rate of iron dissolution by decreasing the molar density of iron to check whether the proposed PF model captures the migration of the iron electrode surface and the evolution of the ionic concentrations in the solution. The acceleration corresponds to increases in the current density without...
using any unrealistic parameters as follows: Based on Faraday’s second law, the velocity of the migrating iron electrode surface is given as follows:

$$v_d = \frac{i_a}{2\rho_{Fe} F}$$

(23)

The corrosion rate increases with increases in the anodic current density, $i_a$. However, $i_a$ also governs the production and the consumption of the ions at the electrode surface. Thus, instead of increasing $i_a$, we accelerate the rate of iron dissolution by decreasing the molar density of iron, $\rho_{Fe}$. For example, if $\rho_{Fe}$ is decreased to $\rho_{Fe}^* = \rho_{Fe}/k$, where $k > 1$, then the accelerated corrosion rate $v_d^*$ is expressed as follows:

$$v_d^* = \frac{i_a}{2\rho_{Fe}^* F} = \frac{ki_a}{2\rho_{Fe} F}$$

(24)

In this study, we use $k = 100$.

**Simulation condition for pitting corrosion.** The size of the computational domain is set as $32 \times 32 \times 32 \mu m^3$. The domain is divided by using $32 \times 32 \times 32$ regular finite difference grids. We aim to simulate the growth of a pit whose size is a few micrometers. Therefore, the grid spacing is $1 \mu m$. The thickness of the interface is set as $\delta = 3\Delta x = 3 \mu m$. The thickness of the passive film is assumed as equal to a single finite difference grid. The zero Neumann boundary conditions at $x = 32 \mu m$ are applied for $Fe^{2+}$ and $H^+$ ion concentration fields. With respect to other ion concentrations and the phase field variable, we applied the zero Neumann condition at $x = 0 \mu m$ and the periodic boundary condition along the $x$ and $z$ directions. It should be noted that the acceleration of the corrosion rate used in the general corrosion simulation is not used in the simulation of the pitting corrosion. In the simulation of the pitting corrosion, we evaluate the pH-dependent mobilities by using the following equations:

$$L_\sigma(pH) = \frac{L_\sigma}{L_\sigma(2.5)}$$

(25)

$$L_\eta(pH) = \frac{L_\eta}{L_\eta(2.5)}$$

(26)

where $i_{a0}$, $L_{\sigma0}$, and $L_{\eta0}$ denote the anodic current density and the mobilities at the initial pH of 2.5. Additionally, $i_{a}(pH)$ denotes the anodic current density at the corrosion potential and is assumed as dependent of the pH of the electrolyte solution. Furthermore, $i_{a}(pH)$ is calculated by Corrosion Analyzer software and approximated by the following polynomial functions:

**Figure 9.** Anodic current density evaluated as a function of the pH of the acid solution at 60 °C. White circles and black line denote the anodic current density at the corrosion potential calculated by Corrosion Analyzer and the approximated curve used in the simulation of the pitting corrosion, respectively.
Figure 9 shows the data of $i_p(pH)$ as obtained by the Corrosion Analyzer software and the approximated curve used in the pitting corrosion simulation. In the pitting corrosion simulation, $I_{Fe^{2+}}$ and $I_{H^+}$, used for Eq. (17) are calculated based on Eqs (1) and (6) as follows:

$$I_{Fe^{2+}} = \rho_{Fe} \Delta \xi$$

$$I_{H^+} = 2\rho_{Fe} \Delta \xi$$

It should be noted that the consumptions of Fe$^{2+}$ and Cl$^-$ ions due to the hydrolysis of Fe$^{2+}$ ion and FeCl$_3$ in the pit are not considered because we assumed here that the impact of the generation of Fe$^{2+}$ ion by the iron dissolution on the corrosion rate is much larger than that of the consumption of Fe$^{2+}$ ion due to the hydrolysis of Fe$^{2+}$. In the simulation of the pitting corrosion, the equilibrium constants for the Bockris mechanism, $K_1$ and $K_2$, are set as $1.0 \times 10^6$. Since the conductivity of the electrolyte solution, $\sigma$, depends on the ion concentrations and the pH of the solution, we assumed it as $\sigma' = 100$ [S/m] according to the calculation results obtained by the Corrosion Analyzer.

References

1. Laycock, N. J., White, S. P., Noh, J. S., Wilson, P. T. & Newman, R. C. Perforated covers for propagating pits. Journal of Electrochemical Society 145, 1101–1108 (1998).

2. Laycock, N. J., Noh, J. S., White, S. P. & Krouse, D. P. Computer simulation of pitting potential measurements. Corrosion Science 47, 3140–3177 (2005).

3. Sheiner, S. & Hellmich, C. Stable pitting corrosion of stainless steel as diffusion-controlled dislocation process with a sharp moving electrode boundary. Corrosion Science 49, 319–346 (2007).

4. Onishi, Y., Takiyasu, J., Amaya, K., Yakuha, H. & Hayabusa, K. Numerical method for time-dependent localized corrosion analysis with moving boundaries by combining the finite volume method and voxel method. Corrosion Science 63, 210–224 (2012).

5. Koda, N., Qidwai, S. M., Lewis, A. C. & DeGiorgi, V. G. Microstructure-based on numerical modeling of pitting corrosion in 316 stainless steel. ECS Transactions 50, 155–164 (2013).

6. Brewick, P. T. et al. Microstructure-sensitive modeling of pitting corrosion: Effect of the crystallographic orientation. Corrosion Science 129, 54–69 (2017).

7. Yin, L., Jin, Y., Leygraf, C. & Pan, J. Numerical simulation of micro-galvanic corrosion of Al alloys: Effect of chemical factors. Journal of The Electrochemical Society 164, C768–C778 (2017).

8. Kobayashi, R. Modeling and numerical simulations of dendritic crystal growth. Physica D 63, 410–423 (1993).

9. Wheeler, A. A., Boettinger, W. J. & McFadden, G. B. Phase-field model for isothermal phase transitions in binary alloys. Physical Review A 45, 7424 (1992).

10. Fan, D. & Chen, L. –Q. Computer simulation of grain growth using a continuum field model. Acta Materialia 45, 611–622 (1997).

11. Steinbach, I. & Pezzolla, F. A generalized field method for multiphase transformations using interface fields. Physica D, 385–393 (1999).

12. Logina, I., Odqvist, I., Amberg, G. & Ågren, J. The phase-field approach and solute drag modeling of the transition to massive $\gamma$-alpha transformation in binary Fe-C alloys. Acta Materialia 51, 1327–1339 (2003).

13. Militzer, M., Mecozzi, M. G., Sietzma, J. & van der Zwaag, S. Three-dimensional phase field model of the austenite-to-ferrite transformation. Acta Materialia 54, 3961–3972 (2006).

14. Yanamanaka, A., Takaki, T. & Tomita, Y. Multi-phase-field modeling of diffusive solid phase transition in carbon steel during continuous cooling transformation. Journal of Crystal Growth 310, 1337–1342 (2008).

15. Yanamanaka, A., Takaki, T. & Tomita, Y. Elastoplastic phase-field simulation of self- and plastic accommodations in cubic – tetragonal martensitic transformation. Materials Science and Engineering A 491, 378–384 (2008).

16. Segawa, M., Yanamanaka, A. & Nomoto, S. Multi-phase-field simulation of cyclic phase transformation in Fe-C-Mn and Fe-C-Mn-Si alloys. Computational Materials Science 136, 67–75 (2017).

17. Guyer, J. E., Boettinger, W. J., Warren, J. A. & McFadden, G. B. Phase field modeling of electrochemistry I: Equilibrium. Physical Review E 64, 021603 (2004).

18. Guyer, J. E., Boettinger, W. J., Warren, J. A. & McFadden, G. B. Phase field modeling of electrochemistry II: Kinetics. Physical Review E 69, 021604 (2004).

19. Stahlke, F. & Hansen, E. Phase field modeling of stress corrosion. Engineering Failure Analysis 47, 241–251 (2015).

20. Mai, W., Soghrati, S. & Buchheit, R. G. A phase field model for simulating the pitting corrosion. Corrosion Science 110, 157–166 (2016).

21. Mai, W. & Soghrati, S. A phase field model for simulating the stress corrosion cracking initiated from pits. Corrosion Science 125, 87–98 (2017).

22. Mai, W. & Soghrati, S. New phase field model for simulating galvanic and pitting corrosion processes. Electrochimica Acta 260, 290–304 (2018).

23. Bockris, J. O. ’M., Drazic, D. & Despic, A. R. The electrode kinetics of the deposition and dissolution of iron. Electrochimica Acta 4, 325–361 (1961).

24. Kelly, E. J. The active iron electrode I. Iron dissolution and hydrogen evolution reactions in acid sulfate solutions. Journal of Electrochemical Society 112, 124–131 (1965).
29. Liang, L. et al. Nonlinear phase-field model for electrode-electrolyte interface evolution. *Physical Review E* **86**, 051609 (2012).
30. Liang, L. & Chen, L. –Q. Nonlinear phase field model for electrodeposition in electrochemical systems. *Applied Physic Letters* **105**, 263903 (2014).
31. Chen, L. et al. Modulation of dendritic patterns during electrodeposition: A nonlinear phase-field model. *Journal of Power Sources* **300**, 376–385 (2015).
32. Xiao, J. & Chaudhuri, S. Predictive modeling of localized corrosion: An application to aluminum alloys. *Electrochimica Acta* **56**, 5630–5641 (2011).
33. Ernst, P. & Newman, R. C. Pit growth studies in stainless steel foils. I. Introduction and pit growth kinetics. *Corrosion Science* **44**, 927–941 (2002).
34. Ernst, P. & Newman, R. C. Pit growth studies in stainless steel foils. II. Effect of temperature, chloride concentration and sulphate addition. *Corrosion Science* **44**, 943–954 (2002).

**Author Contributions**
C.T., A.Y. and Y.O. designed the research. C.T. and A.Y. formulated the PF model. C.T. developed the source code for the PF model and performed the PF simulations. Y.O. conducted the analysis by using the Corrosion Analyzer. C.T., A.Y., and Y.O. wrote the manuscript. All authors read and approved the manuscript.

**Additional Information**
Supplementary information accompanies this paper at https://doi.org/10.1038/s41598-018-31145-7.

**Competing Interests:** The authors declare no competing interests.

**Publisher's note:** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2018