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Abstract: This paper presents a novel cognitive diagnostic module which is incorporated in e-learning software for the tutoring of the markup language HTML. The system is responsible for detecting the learners’ cognitive bugs and delivering personalized guidance. The novelty of this approach is that it is based on the Repair theory that incorporates additional features, such as student negligence and test completion times, in its diagnostic mechanism; also, it employs a recommender module that suggests students optimal learning paths based on their misconceptions using descriptive test feedback and adaptability of learning content. Considering the Repair theory, the diagnostic mechanism uses a library of error correction rules to explain the cause of errors observed by the student during the assessment. This library covers common errors, creating a hypothesis space in that way. Therefore, the test items are expanded, so that they belong to the hypothesis space. Both the system and the cognitive diagnostic tool were evaluated with promising results, showing that they offer a personalized experience to learners.
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1. Introduction

During the last decades, Adaptive Educational Hypermedia Systems (AEHS) have prevailed in the field of online learning, since they can form a depiction of each unique user’s objectives, interests, and cognitive ability [1]. Moreover, they can be utilized to tailor the learning environment to their needs and preferences. Usually, the students’ goal is to learn all the learning material or at least a significant part of it. That means that students’ knowledge level is a determinant for their interaction with the system and it can alter based on their performance [2]. For instance, the knowledge level of a user can vary greatly in comparison to others, but also in other cases, it can increase quickly. As such, the same educational material can be vague for a beginner learner and at the same time trivial and boring for an advanced learner. Moreover, especially for beginners, it needs to be noted that they start using the system knowing nothing about the specific subject being taught, and most of the material will lead to subjects that are completely new to them. These users need guidance to find the “right” educational path. The guidance can take the form of diagnosis of misconceptions and/or errors.

As mentioned earlier, the knowledge of the users on the subject seems to be the most important characteristic for error diagnosis in most AEHSs. Almost all adaptive presentation techniques, e.g., fuzzy weights [3,4], artificial neural networks [5,6], multiple-criteria decision analysis [7,8], are based on user knowledge as the main source of personalization. User knowledge is a variable for each user. This means that an AEHS, being based on user knowledge, must recognize changes in the user knowledge state updating the user model accordingly.

One possible way for depicting the knowledge of students in comparison to the knowledge held by the system is the approach of the overlay modeling. The overlay...
model is one of the most often used and popular student models. It has been proposed by Stansfield et al. [9] and incorporated in several different learning technology systems. The overlay model is based on the idea that a learner’s knowledge of the domain may be partial, yet valid. As a result, the student model is a subset of the domain model [10], which shows expert-level knowledge of the subject [11], according to overlay modeling. The discrepancies between the student’s and expert’s sets of knowledge are thought to be due to the student’s lack of skills and knowledge, and the instructional goal is to minimize these differences.

A disadvantage of the overlay model is its inability to represent possible misunderstandings (misconceptions) of the user [12]. For this purpose, the buggy model has been proposed representing the user’s knowledge as the union of a subset of the field of knowledge and a set of misunderstandings. The buggy model helps to better correct the user’s mistakes since the existence of an image for the wrong knowledge is very useful from a pedagogical point of view.

In the bug catalog model, there is a large library of predefined misinterpretations that are used to add the relevant misinterpretations to the user model. A disadvantage of this model is the difficulty of creating the library of misinterpretations. The user’s misinterpretations are detected during the assessment process. Usually the library contains symbolic rules—conditions and actions that are performed when they are activated.

Analyzing the related literature, there is strong evidence that the field of error diagnosis in e-learning software has been poorly researched for the learning of different concepts, the most prevalent of which are language learning and computer programming. Concerning language learning, there have been several research efforts that present the error diagnosis process can diagnose, among others, grammatical, syntactic, vocabulary mistakes by using techniques, such as approximate string matching, convolutional sequence to sequence modeling, context representation, etc. [13–19]. For example, the work of [19] proposes a sequence-to-sequence learning approach using recurrent neural networks for conducting error analysis and diagnosis. The main idea is that errors may hinder in specific words and with this approach, the error correction can happen successfully. Another example is the work of [13]. The authors employed a context representation approach to detect grammatical errors emerging from the vagueness problems of words. In the work of [14], the authors used the Clause Complex model to analyze the learners’ errors emerging from grammatical differences in language learning. The work of [15] proposes a framework of hierarchical tagging sets to perform annotation of grammatical mistakes in language learning. Finally, the authors of [16] performed classification on spelling mistakes in two categories, i.e., orthographic and phonological errors. Concerning computer programming, the researchers perform error diagnosis for identifying either syntax or logic errors, by employing different intelligent techniques, such as fuzzy logic, periodical advice delivery about program’s behavior, concept maps, highlighting similarities [20–26]. It must be noted that all the aforementioned mistakes (e.g., grammatical or vocabulary in language learning systems, and syntax or logical in programming learning systems) may emerge from different causes, such as negligence or incomplete knowledge [27–29].

From the presented literature review, it can be inferred that researchers fail to adequately blend theories and models with intelligent techniques to support the process of error diagnosis. In our approach, we employed the Repair theory [30,31] to explain how students can learn with specific attention to the learning way and the reasons of their misconceptions. To extend the efficiency of the presented module, we incorporated a buggy model, associated to the assessment process. This model holds several possible reasons for learners’ misconceptions, such as carelessness or knowledge deficiency. The novelty of our approach is not only the use of buggy modeling based on the Repair theory, but also the exploitation of the exported diagnosis for recommending the optimal learning path to students. In particular, the system using the diagnostic mechanism detects the possible reason of students’ misconceptions and provides tailored descriptive feedback about the
score achieved, the test duration, and the learning path that should be followed in order for the students to improve their learning outcomes and knowledge bugs detected.

2. Diagnosis of Student Cognitive Bugs and Personalized Guidance

When evaluating the student performance, the e-learning systems mainly consider only the number of incorrect answers and based on the score achieved, they construct the student profile [32]. However, this score is not representative of the actual student knowledge and skills, since an incorrect answer does not always imply a cognitive gap, but it may occur due to student carelessness [33]. As such, the reason why students fail to answer correctly in tests is of great importance in order to provide them the proper guidance for increasing their learning outcomes.

To this direction, the paper presents an integrated student bugs diagnostic mechanism, embodied into an e-learning system, for detecting the student cognitive bugs and providing personalized guidance. The novelty of this approach is that not only is it based on Repair theory incorporating additional features, such as student carelessness and completion time of tests, in its diagnostic mechanism, but it also recommends to students the optimal learning path according to their misconceptions using descriptive feedback on the test and adapting learning content.

Considering the Repair Theory, the presented diagnostic mechanism uses a buggy rule library to explain the causes of students’ bugs, observed during the assessment process. This library includes the common bugs, creating a hypothesis space in that way. Hence, the test items are developed in order that they appertain to the hypothesis space. The buggy rules were constructed by 10 computer science professors in Greek Universities, who have taught the HTML language for at least three years. In particular, they were asked through interviews to describe the most usual misconceptions the students made during the instruction of the course. Their answers were recorded and classified, producing a draft version of the buggy rules. In the second round of interviews, the experts were asked to update and/or confirm the rules. This process was repeated one more time. After that, the final version of the buggy rules was produced, including 96 potential misconceptions.

The diagnostic mechanism utilizes a repository of tests associated with the course lessons. Each test consists of a set of questions; each of which is related to a certain concept of the lesson. Every question’s answer is characterized by the degree of student carelessness ranging from 0 (indicating a possible knowledge gap) to 1 (suggesting a choice by mistake) and the buggy rule explaining the student misconception. Thus, when students give an incorrect answer, the system can detect if there is a misconception and in which part of the lesson. Every question item of a test has an alternative one referred to the same concept. Hence, when a student, taking a test, gives a wrong answer that has a high degree of carelessness, the system delivers the alternative question. If the student answers this question correctly, then the system supposes that the first wrong answer was due to student carelessness. In this case, the mistake is not calculated to the final score and the system just informs the student to be more careful. If the student answers incorrectly in the second chance he/she has, then the system assumes that there is a knowledge gap on the concept to which the questions are referred, regardless of their degree of student carelessness. Moreover, the system considers the final score and the completion time of the test in order to provide to students a full report of hints for improving their learning outcomes. Figure 1 illustrates the entity–relationship model of the diagnostic mechanism. The algorithmic representation of diagnostic mechanism is shown in Algorithm 1.
Algorithm 1 Diagnostic Mechanism

1: student test time = 0
2: mistakes = 0
3: start time = time
4: do
5: Display question(test)
6: Get answer
7: if is in correct(answer) AND degree of carelessness (answer) < 0.5 then
8: Display alternative question in same concept(test, question)
9: if is correct (answer) then
10: Print “Be careful with your answers!”
11: else
12: Get concept, buggy rule related to answer
13: Store concept, buggy rule in student profile
14: mistakes += 1
15: endif
16: endif
17: if last question (test) then
18: Student test time = time—start time
19: endif
20: until student test time <> 0
21: student test score = Calculate score (mistakes)
22: Print report on score (student test score)
23: Print report on test duration(student test time)
24: Print report on concepts(student profile)
25: Print report on bugs(student profile)

Figure 1. Entity-Relationship model.
At the end of a test, the system provides personalized guidance, which constitutes the optimal learning path that can lead the student to improve his/her performance. This descriptive feedback reports on the following:

- Success rate on the test, giving a corresponding motivation message.
- Time taken for completing the test, which is compared to the average time all students needed to fill in the test.
- Concepts in which the student had made a mistake that indicated a misconception.
- The misconceptions detected by the diagnostic mechanism.

Table 1 depicts the structure and rationale behind the personalized guidance.

| Score Feedback | Score < 50% | 50% ≤ Score < 70% | 70% ≤ Score < 85% | Score ≥ 85% |
|----------------|-------------|-------------------|-------------------|-------------|
| Icon           | ![Icon](image) | ![Icon](image) | ![Icon](image) | ![Icon](image) |
| Motivation message on the score | You have made many mistakes. You must study the lesson again from scratch to be better prepared for the test. Your score is xx% | You are close to success. Study harder to improve your skills. Your score is xx% | Bravo! You are very good. Keep up the good work. Your score is xx% | Congratulations! Excellent job. Continue like this. Your score is xx% |
| Comment on test duration | Average duration of all student to complete the test < Completion time of the student: The test was completed in Xm Xs. This duration is greater than the average one. Try to be more confident of your answers. | Average duration of all student to complete the test ≥ Completion time of the student: The test was completed in Xm Xs. This duration reflects a satisfactory completion of the test. | | |
| Lesson’s Concepts | The system recommends to student to study again the sub-units of the lesson where was detected a bug. | | | |
| Student Bugs | The systems delivers the detected misconceptions according to the buggy rule library. | | | |

3. Examples of Operation

The course that has been chosen for learning through the presented system is the HTML language. The reason for this choice is that although this language can be characterized as quite easy to learn and to use, it has many peculiarities emerging from the pages’ structure and plenty of tags. The HTML elements are blocks, namely tags, written using angle brackets, and may include other tags as sub-elements. Moreover, each element may consist of a number of attributes related to the type of tag. These markups may make the understanding of the language difficult, leading to several misconceptions. These bugs in student cognitive state were documented by the experts, based on their experience in teaching the HTML language. A sample of the buggy rules emerged from this process is illustrated in Table 2.
In order to better understand the functionality of the diagnostic module and the adaptive feedback delivered, an example of operation is provided comparing the interaction of two users with the system. In particular, Student A and Student B took the third Test which corresponds to the “HTML Lists” lesson. Figures 2 and 3 illustrate their results on the test. Both students reached a score of 68%; however, they received different feedback. The system stimulates Student A to study further the “Ordered Lists” and suggests that it might be useful a revision on <li> tag. Student A bugs concern the <ul> and <ol> tags, as well as the start and type attributes of <ol> tag. On the other hand, the system recommends that Student B should study “Nested Lists” and “Description Lists”; while his misconceptions refer to the <dl>, <dt>, and <dd> tags, as well as the elements that can be included in <li> tag.

Figure 2. Feedback to Student A on third Test.

Table 2. A sample of buggy rules.

| Buggy Rules                                                                 |   |
|----------------------------------------------------------------------------|---|
| 1 You have misunderstood the tag “<” with “#”.                           |   |
| 2 You have confused the body section with the head section.             |   |
| 3 You are confused about the i tag and the b tag.                       |   |
| 4 You have misunderstood the attribute face of font tag.                |   |
| 5 You have confused the p tag with the paragraph tag.                   |   |
| 6 You have confused the <ol> tag with the <ul> tag.                     |   |
| 7 You are confused about the start attribute and the type attribute of <ol> tag. |   |
| 8 You are confused about the <ul> tag.                                  |   |
The reason why the reports to students are different is that although they made the same number of mistakes, they either gave different incorrect answers on the same question or made mistakes in different questions, referred to different sections of the lessons. As such, the system diagnosed different misconceptions and incomplete knowledge in sections for each student, providing individualized guidance regarding the learning path that should be followed. Moreover, it informed them about the bugs detected, helping them on their better handling.

4. System Evaluation

For evaluating the presented system, 80 undergraduate computer science students at a public university in Greece participated. Students’ age ranged from 20 to 21 years old, having approximately equal computer skills and knowledge, as all of them were at the third year of their studies. Moreover, the sample consists of 44 (55%) male and 36 (45%) female students. The students were separated into two groups of 40 members with the same number of males and females, i.e., Group A and Group B.

The evaluation process took place during the tutoring of the “Web Programming” course, for a semester. In particular, Group A was taught the section concerned the “HTML Language” solely using the presented personalized e-learning system; while Group B used a conventional one without diagnosis of student bugs or personalization for this purpose. The reason of using the conventional system in the evaluation process is for assessing the potential of the cognitive diagnosis and personalized guidance used in our system in comparison to conventional approaches. All the students reacted passively to this new learning experience, completing successfully the required tasks/tests without dropouts.

Firstly, the system evaluation pertains to three dimensions, namely the user experience, the effectiveness of personalization and the impact on student learning [34]. Hence, a 10-point Likert scale questionnaire was conducted, including three questions for the assessment of the two first dimensions and four questions for the last dimension (Table 3). The questionnaire was delivered to students after the completion of the course and all of them answered it.
Table 3. Questionnaire of system evaluation.

| Dimension                     | Questions                                                                 |
|-------------------------------|---------------------------------------------------------------------------|
| User Experience               | 1. Rate the user interface of the system. (1–10)                           |
|                               | 2. Rate your learning experience. (1–10)                                  |
|                               | 3. Did you like the interaction with the system? (1–10)                    |
| Effectiveness of personalization | 4. Did the system detect appropriately your misconceptions? (1–10)         |
|                               | 5. Rate the way the personalized guidance was presented. (1–10)           |
|                               | 6. Rate the learning content relevance to your personal profile. (1–10)   |
| Impact on Learning            | 7. Would you like to use this platform in other courses as well? (1–10)   |
|                               | 8. Did you find the software helpful for your lesson? (1–10)              |
|                               | 9. Would you suggest the software to your friends to use it? (1–10)        |
|                               | 10. Rate the easiness in interacting with the software. (1–10)            |

The 10-point Likert scale answers were converted into three categories, namely Low ranging from 1 to 3, Average ranging from 4 to 7, and High ranging from 8 to 10; and, they were aggregated in the three dimensions. Figure 4 illustrates the evaluation results of Group A, concerned its interaction with the presented system, in comparison with Group B, which was interacting with the conventional system. The results reveal that the presented system is superior to the conventional one, regarding the three dimensions of the evaluation.

![Evaluation results](image)

Figure 4. Evaluation results.

The “User Experience” of the presented system had 86% of high rating, indicating that students had a positive learning experience; whereas, the conventional one was rated 18% for high scores. In addition, 91% of Group A students declared the personalization mechanism was extremely helpful in establishing a learner-centered environment, as emerged by the results of the category “Effectiveness of Personalization”. On the other hand, the low rating of Group B in this category indicates the lack of personalization in the conventional system. Finally, unlike the conventional version, the findings for the category “Impact on Learning” of the presented system are quite encouraging, demonstrating a 88% success rate for our software’s pedagogical affordance. Analyzing the results of
the evaluation research, there is strong evidence that our presented method can further improve the adaptivity and personalization of e-learning software by incorporating error diagnosis mechanisms, laying the groundwork for more individualized tutoring systems.

Secondly, in order to determine whether the personalization mechanisms used in the presented system have an effect on students comparing to conventional systems, the two-sample \( t \)-test between Group A and Group B was applied in questions 4–6.

Based on the \( t \)-test findings (Table 4), it can be concluded that there is a statistically significant difference between the means of the two trials when it comes to the aforementioned questions (Q4, Q5, Q6). In further detail, the system used by Group A was found to detect significantly more appropriately students’ misconceptions than the conventional one used by Group B (Q4: \( t(39)= 16.19, p <0.05 \)). Moreover, there was a significant difference in the rating of the personalized guidance for Group A (Mean: 8.73, Variance: 2.72) and Group B (Mean: 5.45, Variance: 1.38), where \( t(39)= 10.78 \) and \( p = 2.92 \times 10^{-13} \) (Q5); as well as, in the relevance of learning content delivered for Group A (Mean: 8.48, Variance: 3.18) and Group B (Mean: 5.6, Variance: 1.89), where \( t(39)= 10.81 \) and \( p = 2.7 \times 10^{-13} \) (Q6). These results suggest that the proposed system outperforms its conventional version in terms of appropriate detection of learners’ misconceptions, personalized guidance and delivery of learning content. These outcomes were anticipated, given that the presented system, based on buggy model and Repair theory, provides tailored feedback to students about their misconceptions and the actions they should take in order to improve them. As a result, a student-centered learning environment is provided, with enhanced knowledge acquisition and learning outcomes. On the other hand, the conventional system only delivers the final score, lacking in descriptive analysis of test results and thus, students are totally helpless regarding the learning path they should follow.

Table 4. \( T \)-test results on Q4, Q5, and Q6.

|       | Q4       | Q5       | Q6       |
|-------|----------|----------|----------|
|       | Group A  | Group B  | Group A  | Group B  | Group A  | Group B  |
| Mean  | 8.65     | 5.23     | 8.73     | 5.45     | 8.48     | 5.6      |
| Variance | 3.36     | 2.18     | 2.72     | 1.38     | 3.18     | 1.89     |
| Observations | 40       | 40       | 40       | 40       | 40       | 40       |
| Pooled Variance | 0.69     | 0.11     | 0.46     |          |          |          |
| Hypothesized Mean Difference | 0        | 0        | 0        |          |          |          |
| Degree of Freedom | 39       | 39       | 39       |          |          |          |
| t Stat | 16.19    | 10.78    | 10.81    |          |          |          |
| \( P(T \leq t) \) two-tail | \( 6.58 \times 10^{-19} \) | \( 2.92 \times 10^{-13} \) | \( 2.7 \times 10^{-13} \) |          |          |          |
| t Critical two-tail | 2.023    | 2.023    | 2.023    |          |          |          |

Finally, for evaluating the leaning outcomes, the final score of the course, emerged from the average of all chapters’ tests, was calculated for each student in Group A and Group B, and the two-sample \( t \)-test between the final scores of these two groups was applied. The goal of this experiment is to investigate whether the students who used the presented system achieved higher performance than those who used the conventional version.

Analyzing the \( t \)-test results on learning outcomes (Table 5), it can be observed that there is a statistically significant difference between the means of the two groups. In particular, students who used the presented system had higher final scores (Mean: 82.45, Variance: 167.99) than did those using the conventional one (Mean: 70.05, Variance: 170.05), \( t(78)= 4.27 \) and \( p = 5.55 \times 10^{-5} \). These results suggest that the approaches used for detecting students’ misconceptions and for providing the tailored descriptive feedback can enhance learning process and lead students to achieve higher performance.
Table 5. T-test results on learning outcomes.

| Learning Outcomes | Group A | Group B |
|-------------------|---------|---------|
| Mean              | 82.45   | 70.05   |
| Variance          | 167.99  | 170.05  |
| Observations      | 40      | 40      |
| Pooled Variance   | 169.02  |         |
| Hypothesized Mean Difference | 0     |         |
| Degree of freedom | 78      |         |
| t Stat            | 4.27    |         |
| P(T ≤ t) two-tail | 5.55 × 10^{-5} |         |
| t Critical two-tail | 1.99   |         |

5. Conclusions

This paper describes a novel cognitive diagnostic module that has been included in an e-learning program for HTML instruction. The technology is responsible for identifying the learners’ cognitive flaws and providing tailored instruction. This approach is unique in that it is based on the Repair theory and incorporates additional features into its diagnostic mechanism, such as student negligence and test completion times; it also employs a recommender module that suggests students optimal learning paths based on their misconceptions using descriptive test feedback, as well as the flexibility of learning materials. Using the Repair theory, the diagnostic mechanism explains the source of errors, noticed by the student during the assessment. This library covers typical blunders, effectively generating a hypothesis space. As a result, the test items are enlarged to include the hypothesis space. The buggy rules were developed by a group of computer science academics with a great experience in teaching HTML. They were specifically asked through interviews to characterize the most common misconceptions that learners had, during the course’s training.

Our approach was fully evaluated using a well-known model and student’s t-test. The results are very promising, showing that the system assisted students in a high degree to better understand their misconceptions. Based on the evaluation results, our approach was reported to have a positive impact on learning, to create a personalized learning environment for students and offer an optimal user experience.

Future work includes the extension of the buggy modeling so that the e-learning software can cope with different misconceptions and reasons of learners’ mistakes. Moreover, future research plans include the alteration of recommendations to learners in terms of level of detail. Finally, part of our future work is to further evaluate the efficiency and acceptance of our system using qualitative techniques, such as interviews, and additional quantitative ones, such as pretest-posttest design.
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