Mechanotransduction as a major driver of cell behaviour: mechanisms, and relevance to cell organization and future research
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How do cells process environmental cues to make decisions? This simple question is still generating much experimental and theoretical work, at the border of physics, chemistry and biology, with strong implications in medicine. The purpose of mechanobiology is to understand how biochemical and physical cues are turned into signals through mechanotransduction. Here, we review recent evidence showing that (i) mechanotransduction plays a major role in triggering signalling cascades following cell–neighbourhood interaction; (ii) the cell capacity to continually generate forces, and biomolecule properties to undergo conformational changes in response to piconewton forces, provide a molecular basis for understanding mechanotransduction; and (iii) mechanotransduction shapes the guidance cues retrieved by living cells and the information flow they generate. This includes the temporal and spatial properties of intracellular signalling cascades. In conclusion, it is suggested that the described concepts may provide guidelines to define experimentally accessible parameters to describe cell structure and dynamics, as a prerequisite to take advantage of recent progress in high-throughput data gathering, computer simulation and artificial intelligence, in order to build a workable, hopefully predictive, account of cell signalling networks.

1. Introduction: what is our goal?

Cells continually scan their environment to retrieve guiding cues and take decisions. For example, a cell moving on a solid substrate continually integrates physical and biochemical interactions to control its motion [1]. Also, cells may exert a combination of biochemical interactions and forces to fulfil their function. For example, cytotoxic T cells may use forces to enhance target killing [2] in addition to the local secretion of perforin and delivery of a death signal [3]. Thus, understanding cell function involves the following steps:

— Identify and precisely define the signals generated by cell interaction with the surrounding world. Importantly, these interactions are dependent on both cell structure and dynamics, in particular at the level of the membrane and of the cytoskeleton. They may be dependent on space and time in a complex way. A proper account of this complexity may be required to achieve a detailed description of these signals.

— Identify the sequence and magnitude of intracellular phenomena generated by these signals. During the last two decades, high-throughput methods yielded an enormous amount of data relative to the cell response to a number of stimuli, including formation of molecular complexes and scaffolds (such as so-called signalosomes), structural changes of biomolecules
(such as phosphorylation–dephosphorylation events), transmembrane or cytosolic ionic fluxes, and modulation of gene activity leading to differentiation and proliferation events [4–6].

Build a complete, yet tractable, cell model to relate intracellular phenomena to cellular behaviour changes. While this is currently out of reach, this seems a conceivable long-term prospect in view of recent progress in computer simulation, artificial intelligence and extensive analysis of the response of cell signalling networks to triggering stimuli. However, three difficulties must be overcome beforehand: first, the quality of models is deeply dependent on the pertinence of quantitative parameters used to describe cell structure and function. Second, due to the complexity of cellular systems, available computer power may set a limitation on achievable goals. Finally, experimental data must be accurately fed into the model, which sets a strong need for sensitive and reliable measurements of well-defined quantitative, physical parameters. Such parameters may be from molecular to cellular scale, and their determination requires the combination of a wide range of experimental, numerical and theoretical approaches.

Here, we shall review recent evidence showing that (i) cell behaviour is often strongly influenced by the mechanical properties of their environment; (ii) a number of experiments showed that living cells continually generate and/or feel forces, which strongly influences the conformation of cell components, from the membrane to the proximal cytoskeleton and cytosolic compartments; and (iii) these forces may shape the sensitivity and rapidity of data processing by living cells. It is concluded that the already available wealth of knowledge should be used to select a manageable set of parameters in order to model cell behaviour with the help of recent progresses in quantitative and correlative data analysis including high-throughput data gathering, computer simulation and artificial intelligence.

2. Cell behaviour is strongly influenced by mechanical parameters

It is currently well accepted that cells detect and respond to countless signals and that communication between cells in multicellular organisms is mainly mediated by extracellular signal molecules [7] that interact with receptors mostly located on the cell membrane. It has long been felt that biochemical recognition of soluble mediators such as growth factors, hormones, cell surface-bound molecules such as cadherins, or components of extracellular matrices such as fibronectin or collagen, mediated the generation of the so-called ‘second messengers’ and influenced important events such as cell survival, proliferation, differentiation, shape changes or mediator release. Ligand–receptor binding was thus viewed as the decisive step. However, as acknowledged four decades ago, ‘little was known about cell communication via the direct interaction of molecules bound to the outer surface of cells’ (8, p. 717). During the last two decades, an increasing body of experiments convincingly demonstrated that mechanical parameters also play an important, sometimes crucial, role in the contact interaction between cells and surface-bound ligands. The following sections give several examples.

2.1. Cell survival may require binding to a surface and be influenced by mechanical and geometrical parameters such as substratum stiffness, receptor binding strength and contact area

It has long been recognized that many cell types needed to adhere to solid surfaces to survive and to proliferate. The loss of this property, known as anchorage dependence, was considered a hallmark of transformation into cancer cells [13]. However, while underlying mechanisms were incompletely known, a reasonable view was that adhesion receptors such as integrins, which mediated cell binding to extracellular matrices, displayed conformational changes triggering intracellular signalling cascades upon ligand binding [14]. However, it was rapidly recognized that substratum stiffness strongly influenced the outcome of cell receptor interaction with bound ligands [15,16]. Thus, when renal cells were deposited on collagen-coated hydrogels with an elastic modulus ranging between 0.2 kPa and 50 kPa, cell proliferation rate increased proportionally to the substrate stiffness [17]. However, tendon-derived stem cells deposited on gelatin hydrogels with a stiffness ranging between about 2 kPa and 25 kPa displayed more active growth on softer surfaces [18]. These results show that cells can, as a whole, sense global mechanical properties of their environment and react to it, and that this reaction may be highly dependent on cell type.

In other experiments, integrin ligands were bound to surfaces with breakable tethers of varying strength: it was found that cell adhesion and spreading required a minimal resistance of about 40 pN per link [19], thus supporting the hypothesis that forces were involved and needed at the cell–substrate interface to trigger cell spreading efficiently.

Finally, it was shown that the survival of adherent cells might require a minimal contact area [20], thus suggesting that cell shape might play a role in linking cell survival to mechanical phenomena [21].

2.2. Cell differentiation is dependent on substrate mechanical properties

It has long been shown that differentiation pathways followed by cells growing on surfaces were dependent on the surface structure [22]. However, while this phenomenon was ascribed to the nature of the biomolecules exposed by cell culture substrates, more recent evidence suggested that the substrate stiffness could also deeply influence cell differentiation. Thus, when human mesenchymal stem cells were cultured for several weeks on collagen-coated polyacrylamide gels of varying stiffness [23], cell differentiation pathway was dramatically dependent on substrate mechanical properties, leading to neurons on softer substrates (1 kPa), myoblasts on intermediate substrates (11 kPa) and osteoblasts on stiffer substrates (34 kPa). The importance of matrix stiffness was confirmed by other authors who studied the differentiation of mesenchymal stem cells into smooth muscle or chondrogenic cells in presence of TGF-β [24], osteoblastic or chondrogenic differentiation in the absence of stimuli [25] or adipogenic versus muscle differentiation [26].

In addition to mechanical properties, the geometrical patterning of the surfaces surrounding the cells may also influence their differentiation [27]. Since recent experiments...
showed that the mesoderm specification of human embryonic stem cells was co-regulated by tensile forces and morphogen gradients [28], it is important to emphasize that contact interactions may generate a complex combination of mechanical and geometrical stimuli, which may make the analysis of mechanical effects more difficult.

2.3. Cell migration on a surface may be driven by substrate mechanical properties as well as molecular patterns

Cell migration plays an essential role in development and immunity, as well as in the everyday life of uni- and pluricellular organisms. It has been well established that the migration of motile cells can be guided by chemical cues that may be bound to surfaces [29] or existing as gradients of soluble chemotactic substances [30]; this was felt to involve signals generated by the engagement of cell membrane receptors. Moreover, cells can also react to concentration gradients of adhesive molecules, sometimes in a rather non-intuitive way [31]. However, more recently, it was found that substrate mechanical properties were also involved: when fibroblasts were made to migrate on collagen surfaces bound to polyacrylamide hydrogels of heterogeneous stiffness, they were found to accumulate on the stiffer region of the surfaces, a phenomenon that was dubbed durotaxis [32]. While these experiments were performed on separated cells, it was also shown that the speed and persistence of collective cell migration was increased when substrate stiffness was increased [33]. Interestingly, three-dimensional cell migration was well demonstrated to be influenced by environmental topography [34]. Also, it was recently reported that mechanotaxis could direct bacterial motility [35].

2.4. A particularly illustrative case: the implication of forces in antigen recognition by T lymphocytes

The detection of foreign antigens by T lymphocytes is a key and early step of the immune response. The cellular and molecular properties of this process are known in considerable detail, which makes it an excellent model to illustrate the mechanisms of cell control [6,36–38]. In addition, this model is well suited to a detailed study of the mechanisms of mechanotransduction, since detection is performed by individual cells, cell responses may be detected very rapidly, and forces play a prominent role in antigen discrimination. The basic principles may be briefly summarized as follows: a typical cell bears on its membrane major histocompatibility complex (MHC)-encoded molecules that expose oligopeptides (p) of about 10 amino acids in length that are randomly derived from the cleavage of intracellular proteins. Thus, only a few copies of a given pMHC complex may be displayed on the whole-cell membrane. 7 Note that specialized so-called antigen presenting cells (APCs) expose exogenous antigens derived from the intracellular degradation of endocytized material: as such, they act as professional antigen hunters and presenters to the T cells. Since a given T lymphocyte can recognize nearly a single foreign presented peptide, T lymphocytes specific for a given antigen are highly outnumbered by antigen-bearing cells. For an efficient read-out of the presented peptides, an essential requirement is that a T lymphocyte encountering an APC be able to scan nearly all exposed pMHCs within a sufficiently small amount of time. Indeed, as shown with intravital two-photon microscopy, the duration of a typical contact between a T cell and an APC in lymph nodes is of the order of a few minutes [39].

This process was studied in vitro by dropping T lymphocytes on artificial surfaces bearing specific ligands of T-cell receptors (TCRs). The detection of TCR ligands results in a sequence of detectable events including the rise of intracellular calcium and tyrosine phosphorylations within 4 s [40], modification of membrane dynamics within 10 s [41], extensive cell spreading about 1 min after contact [42,43], production of membrane antigens or soluble mediators within hours, and proliferation within days. This set-up was used to investigate the influence of substrate stiffness on T lymphocyte response. When T lymphocytes were dropped on a substrate coated with a ligand of CD3, a T lymphocyte surface complex tightly associated to the TCR, the efficiency of adhesion and interleukin-2 secretion increased when the substrate elastic modulus was increased from 10 kPa to 200 kPa [44]. In other experiments, T cells were more efficiently induced to release interleukin-2 and proliferate on CD3-binding substrates of 100 kPa that on stiffer substrates of more than 2 MPa elastic modulus [45]. When the range of elasticities and substrate coating were extended, non-monotonic spreading of T cells was observed, suggesting a complex clutch-like molecular behaviour of ligand/receptor/cytoskeleton association [46]. Thus, while cell sensitivity to the stiffness of underlying surfaces supports the involvement of forces in cell function, a quantitative interpretation of experimental data is difficult, since forces generated by cells and membrane molecules exposed to forces are dependent on the receptor ligands exposed by surfaces as well as the mechanical properties of these surfaces. Also, different cell functions may display different force sensitivities [47].

2.5. Conclusion

It was well demonstrated during the last two decades that most aspects of cell function, including adhesion, spreading, metabolism, survival or proliferation are influenced by mechanical interactions with their environment. A first step before trying to make sense of available data and integrate them into a general description of cell function may consist of reviewing as quantitatively as possible a selected set of well-studied mechanisms that are likely to play a role in translating mechanical cues into behavioural events.

3. How can mechanical phenomena generate or influence signalling cascades?

The basic principle of cell behaviour was first formulated as a two-step process: initially, an extracellular molecule binds to a specific receptor on a target cell ... Subsequently, the receptor stimulates intracellular biochemical pathways leading to a cellular response’ [48]. Presented like this, it may seem a very simple and easily understandable scheme; however, attempts at integrating the details of physical cues into this framework
raised many difficulties. Here, we shall review basic cell events involved in the generation of these pathways in order to integrate the contribution and specificity of mechanical events with previously known cell processes.

3.1. Cell surface dynamics shape cell–matrix contacts

3.1.1. The surfaces of free cells continually display spontaneous undulations and are decorated by highly dynamic protrusions

Spontaneous movements of the cell membrane have long been observed and quantified in erythrocytes [49] and in many types of nucleated cells [50]. They generate contact and ensuing binding of membrane receptors to bound ligands. These movements may then generate pulling or pushing forces, acting on the ligand–receptor bonds and/or on the membrane. Therefore, a quantitative knowledge of cell surface dynamics is required to understand what is felt by receptors and membranes. We shall describe a few selected examples to provide a feeling for these phenomena. It may be noticed that most information is about isolated cells that are easier to monitor than cells embedded in a large assembly, in particular when shape analysis is necessary.

Several early reports revealed that many nucleated cells displayed continual undulations in the range of tens of nanometres and 1–10 Hz frequency [51–53], and it was likely that these movements might shape the outcome of the interactions between cells and their environment [54]. Moreover, the surface of many cells is dynamically studded with protrusions of diverse shape, such as lamellipodia, blebs, invadopodia, podosomes, filopodia or microvilli, which may preexist to any cell activation (e.g. microvilli on T cells) or be the consequence of an active process (e.g. the lamellipodia on migrating cells). A detailed discussion of the peculiarities of these protrusions would not fall into the scope of this review and we shall focus on filopodia or microvilli. They are long and thin extensions of about 0.1 µm diameter and widely varying length, from 0.5 µm microvilli as found on many lymphocytes [55] to long extensions of up to several tens of micrometres length [56]. Filopodia were defined as exploratory extensions of the cell membrane [57], and they have long been reported to guide neuron growth [56]. Interestingly, they were found to enclose high concentrations of signalling molecules [58] and membrane receptors such as TCRs were found to be concentrated on their tip [59]. Extending and retracting, moving laterally, they provide an ideal platform to probe cell environment, as a blind person would do using a stick while walking or a finger to investigate the surroundings for composition, texture and mechanics.

3.1.2. Cell protrusions such as microvilli may generate contacts of several seconds with presented surfaces

A few selected examples will be described to suggest an order of magnitude for the quantitative properties of short-term cell contacts with their neighbourhood, in terms of space and time.

Interference reflection microscopy (IRM) was used to image the interaction between cells from the human monocyte THP-1 cell line and fibronectin-coated glass surfaces [53]; when cells were dropped on the surface, their underside appeared studded with highly mobile spot-like zones with transverse (vertical) motion of about 10 nm amplitude. Estimated lateral size was of the order of a micrometre but it could not be quantified accurately due to the rather low lateral resolution of IRM. Cells then spread and formed extensive contact areas with surfaces (of the order of 10 µm²) during the minute following initial contact, and the contact area displayed oscillations with a typical period of 5–10 s.

Total internal reflection fluorescence microscopy (TIRF) was used to image the interaction between human blood T lymphocytes and surfaces [41]. Cells were labelled with a fluorescent hydrophobic probe to visualize the plasma membrane. When cells were dropped on non-adhesive surfaces, contacts appeared as transient spots of about 0.2 µm² area and an average lifetime of approximately 9 s. If surfaces were coated with a non-activating ligand of T cells, the average duration of these contacts increased to approximately 30 s. If however surfaces were coated with activating antibodies, contacts lasted only approximately 13 s, while robust cell spreading was triggered in the following minutes. These results suggest that T lymphocytes examined surfaces by forming sequential contacts of a few second duration. The same order of magnitude was obtained by a separate group [60]. The analysis suggested that adhesive forces slowed the retraction process and specific stimuli could superimpose an active reaction on this retraction.

Further along these lines, it was attempted to obtain information on the dynamics of membranes in apparent contact with surfaces by quantitative processing of TIRF images [61]. It was concluded that the contacts were mediated by tips of microvilli, which could display fluctuations of about 60 nm amplitude and subsecond period. However, these figures must be considered with caution, since the data processing required some rather strong assumptions, and it must be reminded that membranes are somewhat fuzzy three-dimensional objects, the boundary of which is not clear-cut at the nanometre scale.

3.1.3. Cell protrusions generate forces in the tens of piconewton range

A number of experimental set-ups provided estimates of an order of magnitude for the forces generated on the surface of motile cells. We shall give some examples.

It was reported that a very low hydrodynamic force of the order of 1 pN µm⁻¹ could stall the leading edge of fish keratocytes [62]. It was calculated that this was lower than the force required to induce buckling of actin microfilaments, which is consistent with the hypothesis that cells sensed the resisting force and indeed decided to stop.

Neurons were made to contact poorly adhesive microspheres maintained with optical tweezers: as a response, they generated pushing forces of 1–3 pN within 30 ms after contact [63]. Similarly, filopodia of HeLa Cells were brought in contact with adhesive microbeads maintained with optical tweezers: they generated traction forces of the order of 10 pN, depending on the molecules exposed on the microbead surface [64]. Filopodia from a macrophage cell line were reported to retract with a maximum velocity of 600 nm s⁻¹ and resist forces of the order of 20 pN; further, the pulling velocity...
was strongly influenced by applied forces [65]. Thus, the kinetics of cell membrane deformation are also quantitatively influenced by forces applied on cells [66].

When individual T lymphocytes were maneuvered into contact with activating (CD3/CD28-coated) microbeads, using a BFP [67] to allow force monitoring, they generated pushing (approx. 0.2 pN s⁻¹) and pulling (approx. 2 pN s⁻¹) forces after a delay of about 1 min [68], consistent with the kinetics of large cytosolic calcium increase often used as an efficient activation reporter [69]. Moreover, human blood T lymphocytes were reported to generate forces of the order of 100 pN on nanopillars of 1 µm diameter after stimulation with CD3 and/or CD28 antibodies [70].

All these examples are consistent with the following picture: small protrusions on the cell membrane continually fluctuate with an amplitude of the order of 10 nm, and generate forces of the order of 10 pN (retraction forces may be substantially higher than pushing forces [71]). The displacement velocity of the tip of these protrusions might be of the order of several hundreds of nm s⁻¹. Such light and rapid touches provide an efficient mechanism for spatial scanning of the surface and analysis of its composition and mechanics. However, it is important to emphasize that this simple view is strongly dependent on the time scale of observation. This is very clearly illustrated by an early report on force generation by neurones interacting with microspheres controlled with optical tweezers [72]. As clearly stated by the authors, and evidenced by the power spectrum they provided: ‘the force/velocity relationship might be flat when force and velocity were averaged over 3–5 s, on a finer time scale, random occurrence of fast growth and subsecond retraction became predominant’.

3.2. How membrane receptors generate signals: differences between soluble and surface-bound ligands

3.2.1. Cell response to soluble mediators

We shall give a very brief and, as such, incomplete summary of some features that will be contrasted with the outcome of contact-based interactions: cells may indeed use membrane receptors to detect soluble ligands such as hormones. Two main, non-exclusive, mechanisms were shown to trigger intracellular events following receptor–ligand interaction.

**Conformational changes as a primary event:** G protein coupled receptors (GPCRs) are a prominent example as well as one of the largest protein superfamilies [73]. They share a common structure with seven transmembrane domains. Ligand binding to their extracellular part results in a conformational change that will make them interact with intracellular heterotrimeric G proteins (Goβγ). This event will subsequently activate a number of biochemical pathways [7]. A well-known example is the activation of an adenylyl cyclase, resulting in the production of cAMP and protein kinase activation. While these phenomena were initially described as linear sequences of reactions from ligand recognition to second-messenger production, they are now viewed as highly complex signalling networks. It may be noticed that this mechanism is based on an exquisite adaptation of the structure and conformation dynamics of interacting molecules. The difficulty of achieving this matching at the molecular level may explain why this basic mechanism was reused in many circumstances during evolution, thus accounting for the high number of GPCR types.

**Clustering as a primary event:** receptor tyrosine kinases (RTKs) mediate the cell response to many mediators such as growth factors. The cytoplasmic side of these membrane-embedded receptors bears a tyrosine kinase site; ligand binding will trigger a receptor dimerization, allowing a kinase domain to phosphorylate a target domain on the other chain. This triggering mechanism seems less demanding on the ligand–receptor match than conformation-based triggering, and in many cases the simple clustering of receptors with antibodies was found to efficiently activate a signalling pathways. In this regard, T lymphocytes are a representative example: the intracellular part of the TCR–CD3 complex is associated with tyrosine kinases such as p56lck. Receptor clustering will allow this kinase to phosphorylate-specific binding sites called ITAMs (immune receptor tyrosine-associated motives). Phosphorylated ITAMs will then act as docking sites for molecules bearing SH2 domains, rapidly inducing the formation of extensive protein scaffolds (so-called signalosomes) and eventually resulting in T-cell proper activation [37]. The detailed consequences of this fairly general mechanisms will be discussed below. Note that the importance of multimerization is well illustrated by the long known finding that T lymphocytes could be activated by multivalent, but not by monovalent engagement of TCRs by soluble ligands, as revealed by cytosolic calcium increase or medium acidification [74].

3.2.2. Specific mechanisms of cell activation by contact interactions

Both aforementioned mechanisms of cell stimulation may operate during contact interactions of a cell with a solid surface. In addition, the clustering mechanism may be enhanced by the proximity of several receptor–ligand pairs on a surface encountered by a cell. However, it must be emphasized that quantitative differences are expected (and have been experimentally demonstrated) between the so-called three-dimensional interactions (involving at least one freely diffusing molecule) and two-dimensional interactions involving two surface-bound molecular partners [75]. Under two-dimensional conditions, the binding efficiency is dependent on the flexibility of linkage between binding domains and surfaces, as well as movement and deformation, which control the distance between the surfaces, and consequently the duration of ligand–receptor interaction and the forces exerted on receptors.

**Force application on cell membrane components can generate signalling events through conformation changes.** It has been well demonstrated that the application of forces to the cell surface can generate signals. An aspiration force of a few hundreds of piconewtons applied with a micropipette on cells from a leukocyte line was shown to generate a local calcium rise within 10 s, and a subsequent cytoskeletal rearrangement [76]. A stress of 1.8 pN µm⁻² applied on focal adhesions with magnetic beads triggered Src kinase activation at remote sites of muscle cells within less than one second [77]. Again, T lymphocyte activation provides another striking example. Signalling events could be triggered by subjecting the TCR to mechanical forces. Thus, when optical tweezers were used to apply forces on microbeads bound to
T lymphocyte receptors with antibodies binding to different TCR parts, it was found that a force of the order of 50 pN could trigger a rise of intracellular calcium, which is often used as a reporter of T-cell activation. Interestingly, this rise was triggered by a tangential, but not by a normal force, which was indicative of a definite spatial, molecular anisotropy of the phenomenon, consistent with the shearing that may occur during APC scanning by lymphocytes [78].

A similar calcium rise was obtained by applying forces with hydrodynamic flow on T cells bound to surfaces through their TCR [79]. More information was obtained in a later series of experiments [69] using a so-called biomembrane force probe (BFP) [67]. Two micropipettes were used to bring into contact a T lymphocyte and a pMHC-coated microbead bound to a red cell. The red cell, subjected to a controlled aspiration pressure, acted as a tunable, very soft microbead bound to a red cell. The red cell, subjected to a controlled aspiration pressure, acted as a tunable, very soft spring allowing to derive the force applied on the bead from the displacement with nearly piconewton sensitivity. The T cell was thus subjected to a series of contact and retraction events which stopped at a prescribed force (a method known as ‘force clamping’), thus applying a constant force to the pMHC-bound TCRs until the bond rupture, and allowing to measure bond lifetime under a given level of force. Intracellular calcium rises were simultaneously recorded with a fluorescent probe. It was concluded that the probability of appearance of calcium rises, viewed as reporters of initial cell activation, was essentially correlated with the total time during periods of 60 s during which the TCR was subjected to a traction force level of 10 pN.

A general mechanism for force-induced signalling may be the force-induced conformation change of specific proteins resulting in the exposure of cryptic docking sites for scaffold and/or signalling proteins. Thus, forces as low as 2 pNs applied on talin, a focal adhesion molecule known to be activated by vinculin, exposed binding sites for vinculin [80]. Interestingly, the structural changes induced by forces on talin may be exquisitely dependent on the kinetics of force application, and talin was suggested to act as a mechanical filler that might discriminate between noise and specific signals [81]. Similarly, structural studies suggested that forces could alter the TCR conformation, resulting in a loosening of the interaction of TCR-associated CD3ε chain and the hydrophobic part of the plasma membrane, thus exposing phosphorylatable tyrosines to intracellular kinases [82]. Also, the mechanical stretching of detergent-insoluble cytoskeleton structures was shown to induce the binding of a number of proteins such as paxillin or focal adhesion kinase [83]. Thus, there is no doubt that the actomyosin machinery plays an important role in force generation and signalling at the cell-substrate interface. A proteomic study led to the isolation of 905 focal adhesion proteins, 459 of which changed in abundance with myosin II inhibition [84]. Myosin-generated forces could therefore influence the composition of molecular scaffold by influencing the exposure of docking sites, as indicated above, and by acting on molecular interactions [85].

It is important to understand the mechanisms which are potentially involved in the influence of forces on biomolecule interactions; this will be discussed below. A simple thermodynamic argument may support the conclusion that forces of a few pN can significantly alter protein conformation. Integrins are a prominent example of allosteric signalling machines [14]. They may display active and inactive conformations with a major displacement (of the order of 10 nm) of the extracellular domain. A force of 10 pN applied on an integrin may thus generate an energy difference of 100 pN nm between both conformations, which is 25-fold higher than kT, the ‘energy unit’ of thermal fluctuations (see above note). Thus, forces generated by cells at interfaces can strongly affect molecular interactions, and hence generate information flow through the formation of molecular assemblies. However, the molecular details of these phenomena have not yet been elucidated despite technical advances, because of their complexity, due to the involvement of hundreds of molecular species at a contact site, a complexity that also increases with the contact duration, since more molecules are gathered or structures formed as the cell actively adapts to stimulation.

Another important mechanism of force-induced signalling involves mechanosensitive membrane-embedded ionic channels [86–88]. Thus, Piezo2 was shown to regulate RhoA and cytoskeletal response through calcium entry [89]. A pressure of 100 Pa was sufficient to induce a shift of Dictyostelium to bleb-mediated rather than lamellipodial movement [90]. Piezo1 was also implicated in T-cell activation as recently reviewed [91].

Cell-surface contacts may generate signalling cascades by changing the local composition and/or organization of membrane-associated molecules. It has long been shown that the local composition of cell membranes at interfaces could be different from the bulk membrane composition. This may be explained theoretically [92] and representative examples are the interface between phagocytes and their preys [93], antibody-bearing RBL cells and antigen-bearing vesicles [94], or cytotoxic lymphocytes and their targets [95]. An important mechanism is the steric segregation of molecules with bulky extracellular domains from the close contact regions when surfaces are connected with fairly short adhesion molecules. Thus, CD43 [96] and CD45 [97] are leukocyte membrane molecules with extracellular domains of about 40 nm size, and they were early reported to be excluded from surfaces connected with antibodies [96] or TCR-pMHC links [97]. Interestingly, CD45 bears a phosphatase domain, and CD45 exclusion was found, under certain conditions, to be sufficient to trigger lymphocyte T activation, as a consequence of a displacement of the kinase/phosphatase balance [98,99]. Finally, a close correlation between CD45 exclusion and T-cell activation at interfaces was recently demonstrated experimentally [100]. Two points must be added: first, this intuitively appealing mechanism was suggested theoretically and dubbed as the kinetic segregation model [101,102]. It was also shown experimentally that signalling could be impaired when the sorting out of bulky molecules was prevented by replacing native adhesion molecules with engineered molecular linkers of increased length [103,104]. Second, as often occurs in the domain of cell biology, this may not be the whole story since the sorting out of molecules such as CD43 [105] or CD45 [106] may involve active cell phenomena other than mere steric exclusion. Also, it must be emphasized that topographical reorganization of cell membrane molecules such as integrins has long been shown to influence cell function [107].

3.3. Local cues drive cell shape, which influences signal processing

While aforementioned data amply demonstrated that contact interactions could strongly influence signalling through
mechanical processes, many experiments suggest that this could be achieved in an indirect way through a modulation of membrane curvature and cell shape. Thus, while cell adhesion and spreading are strongly influenced by forces, the ensuing deformations may then strongly influence signaling. Thus, when the adhesiveness of the surfaces was modulated by tuning non-specific physical–chemical properties or the surface density of integrin ligands, it was found that the effect of cell adhesion on cell survival and proliferation was tightly correlated with the induced cell flattening [21,108]. Also, when capillary endothelial cells were deposited on surfaces bearing adhesive patches of varying size and topography, the modulation of cell shape as a consequence of adhesion and spreading was similarly correlated with growth and survival [20]. The shape of a migrating T cell might render it more sensitive to activation cues at its front than at its back, a way to maximize its efficiency in patrolling the body [9,109].

Several theoretical attempts were made in order to provide an explanation for these experimental findings [110–112]. The basic idea was that cell geometry should influence the encounter rate between membrane and cytosolic molecules, with a subsequent alteration of the phosphorylation–dephosphorylation balance, which is thought to play a major role in cell function. Also, cell shape changes and symmetry breaking are often involved in active processes. Thus, the polarization of immune cells towards their targets may play a key role in antigen detection or lethal hit delivery [113].

3.4. Conclusion

Mechanical interactions between cells and their environment superimpose the consequences of receptor engagement that have been extensively studied with soluble ligands such as hormones, growth factors or chemotactic substances, and specific mechanisms such as force generation or topographical rearrangement of membrane components.

We shall now review the consequences of these specific mechanisms concerning cell capacity to adapt their responses to an enormous variety of extracellular cues.

4. How do intercellular contact interactions shape information retrieval and processing?

Cells detect and respond to countless signals ([7], p. 813). As will be shown in this section, numerous examples suggest that mechanical signals may allow a more efficient spatial and temporal control of extracellular cues, and as a consequence a more efficient discrimination between multiple stimuli at cell/substrate contacts, than soluble mediators.

This may be an essential requirement for cell function due to the following three reasons. First, interactomic studies have well shown that a given protein can interact and react with multiple ligands. As an example, a single integrin such as α5β1, the major receptor primarily expressed on phagocytic leukocytes, was shown to react with many tens of unrelated ligands [114]. As will be discussed below, contact interaction may facilitate ligand discrimination. Second, mechanical stimulation may improve the information flow that is needed by cells to adapt their behaviour [115] and allow more rapid response to stimulation [77]. Third, mechanical interactions might yield more accurate topographical information (e.g. localization) than stimulation of cell membrane receptors with soluble ligands.

We shall now describe selected data demonstrating the importance of force intensity, kinetic accuracy and topographical information that are provided by mechanical signals.

4.1. Forces can enhance the cell capacity to discriminate different receptor ligands

TCR-mediated antigen recognition provides a well-studied model of the capacity of forces to enhance ligand discrimination. As mentioned above, T lymphocyte function relies on the cell capacity to recognize within seconds a few or even a single pMHC [116] embedded on a membrane bearing tens of thousands of quite similar molecules [36,38]. While a number of crystallographic studies did not disclose any reproducible conformation change of the TCR that would be due to ligand binding and might explain signalling specificity [117,118], many experimental studies supported the hypothesis [119] that the discrimination efficacy of antigen recognition might be correlated with the physical properties of the TCR–pMHC interaction, more precisely the interaction affinity and lifetime. Indeed, many authors reported a good correlation between the interaction properties of TCR and pMHC as measured with surface plasmon resonance in models including an soluble and a surface-bound reagent and subsequent efficiency of the lymphocyte activation (e.g. interleukin 2 secretion or cell multiplication) [119–122]. More recently, a clever enhancement of TCR–pMHC interaction by addition of a ‘sticky’ peptide was shown to convert a non-stimulatory TCR ligand into a stimulatory one [123]. However, some discrepancies remained unexplained [124], and a theoretical analysis made it clear that it was difficult to understand how recognition sensitivity, specificity and speed could be simultaneously achieved [125]. Indeed, the spontaneous release of a soluble pMHC from a bond made with a TCR is a random event and it may be easily shown that a single lifetime measurement cannot convey sufficiently accurate information on the average lifetime of a given TCR–pMHC interaction [38,126]. However, it was soon recognized that this apparent paradox could be raised by accounting for the occurrence of forces applied in vivo on TCR–pMHC bonds. Indeed, the correlation between the bond lifetime and pMHC activation potency was found to be better when experiments were made with surface-bound molecules in presence of forces within the 10 pN range (in flow chambers or BFP experiments) than with soluble molecules in absence of force (e.g. in SPR experiments) [69,127–129]. Also, it was shown theoretically that the application of forces on TCR–pMHC interactions could strongly enhance discrimination by making bond lifetime determination more rapid and more informative [130]. It would clearly be an attractive hypothesis that force-related, possibly small, conformation changes might expose docking sites and trigger biochemical cascades. However, to date this hypothesis has not yet been supported by experimental evidence obtained with X-ray crystallography [117] or cryoelectron microscopy [118], and force-induced structural changes were only related to the binding/unbinding process itself [128,131].
Similarly, B lymphocytes were found to use forces to gather and extract antigens from surfaces [132]. This mechanism was considered to contribute affinity discrimination [132–134] and may constitute a common building block in the mechanisms that leukocytes use to probe the state of the cells they meet and perform, as a consequence, their action.

4.2. Mechanical interactions can trigger cell response with ultrashort delay

It is well known that diffusion sets a limitation on the rate of bond formation between soluble molecules [135]. Also, as mentioned earlier, release of a soluble ligand is a random phenomenon, leading statistically to wide variations of the lifetime of individual bonds. However, the encounter of surface-bound ligands and receptors is mainly driven by the motion of surfaces bearing these molecules. As indicated above, there is experimental evidence that cell surfaces continually exhibit nanometre-scale displacements and generate piconewton forces with subsecond period [54,61,72]. Rapidly undulating surfaces might thus generate multiple subsecond contacts in order to achieve a rapid analysis of exposed ligands and behave accordingly. This might involve rapid and transient binding events that were evidenced when ligand–receptor interactions began being studied at the single bond level [136]. Thus, the evidence of ultrashort subsecond binding events between cadherin molecules led to the suggestion that these events might play a role in the subsecond cell adaptation to their environment [137].

In addition, there is now a substantial body of experimental evidence demonstrating the capacity of mechanical interactions to trigger cell response with subsecond delay, here are some examples:

A key step of inflammation is the adhesion of flowing leukocytes to activated endothelial cells in blood capillary vessels. This requires subsecond activation of leukocyte integrins, which was found to be triggered by surface-bound, not soluble chemokines [138].

Magnetic tweezers were used to apply forces on integrin receptors of human airway muscle cells [77]: this resulted in subsecond (less than 0.3 s) Src kinase activation in cell regions distant from the stimulation point, while conventional cell activation with soluble epidermal growth factor did not activate Src even after a 12 s delay. The authors concluded that rapid signal transduction was a unique feature of mechanotransduction.

Muscle cells were subjected to uniaxial loading, through integrin receptors, with a parallel-plate chamber. They were found to adapt force generation to changes of environment stiffness within less than 0.1 s [139].

4.2.1. Conclusion

Following contact interactions, forces can be applied to cell surface receptors with high temporal accuracy and trigger cell responses within seconds. It must be emphasized that this temporal accuracy may be important in view of the growing evidence that the information flow generated by intracellular signals is often finely encoded [140], which means that both the time dependence and amplitude of a signal may convey important pieces of information [141].

This encoding might involve feedback loops of the signalling network and precise characteristics of extracellular stimuli.

4.3. Mechanical interactions may be one (and arguably the most efficient) means of providing localization and topographical information

Adequate cell function may require topographical information. Chemotaxis is a prominent example that appeared early in evolution. Bacteria may need to use a concentration gradient to move towards a needed resource. Blood leukocytes may need to move towards foreign or damaged particles that must be ingested.

As will be argued below, while cells may draw topographical information from biochemical cues, mechanical transduction is certainly more efficient to achieve this goal: indeed, bacteria were shown to use repeated determination of chemoattractant concentration to move along a chemical gradient. The basic principle consists of using random directional change (so-called tumbling) at repeated intervals. Receptors are used to measure local chemoattractant concentration at regular intervals. The tumbling frequency increases if the chemoattractant concentration measure decreases. Neutrophils are endowed with a much more elaborate mechanism: they were shown to detect a chemoattractant concentration difference of only 1% between their sides, and then to start moving accordingly [31]. The physical limitations of these processes may be easily understood: the binding of a ligand to a cell receptor is a random event, and many measurements are required for the cell to relate the receptor occupancy to the local ligand concentration, which requires a substantial time to somehow ‘average’ the information or at least allow it to overcome a given level of environmental noise. By contrast, when a membrane receptor of a moving cell encounters a surface-bound ligand, a decision may occur rapidly if not immediately. Thus, a T lymphocyte crawling on a surface may display an immediate stop after encountering its cognate antigen [142].

It may be noticed that the rapidity of cell decision is dependent on the rapidity of intracellular information flow as well as the delay required to locally generate a required piece of information such as the local ligand concentration. In this respect, mechanical transmission of information may be more efficient than the diffusion of signalling molecules such as second messengers or specifically phosphorylated proteins. Interestingly, the two mechanisms are not exclusive. Large scale analysis of interaction maps led to the conclusion that the network of signalling proteins is intimately linked to the cytoskeleton [143], pointing toward nodes of convergence of these two ways of passing the information within the cell.

4.3.1. Conclusion

Contact interactions and mechanotransduction have been shown to convey more information to cells than previously studied mechanisms based on soluble mediators. This information is produced more rapidly and can be transmitted more rapidly within cells. Living cells were shown to take advantage of this performance during information processing. As will be shown below, these features must then be turned into suitable quantitative biophysical parameters in order to improve our understanding of cell function and help us build predictive models of cell behaviour.
5. The road ahead

The ultimate goal of cell biologists may well be to achieve a quantitative account of cell function ([7], p. vii) in order to predict the behaviour of cells from their initial state and extracellular signals. In addition, they certainly expect to understand how this cell-scale behaviour is related to the details of cell components at a smaller (e.g. amino acids if not atomic) scale: as stated by Eugene Wigner, a Nobel Prize-winning theoretical physicist, ‘it is nice to know that a computer can understand the problem, but we would like to understand it too’ [144]. How can we proceed?

The outstanding advances of molecular dynamics and the so-called artificial intelligence [145,146] exemplify the power of computer simulation in life sciences. It is now feasible to predict the behaviour of a protein by simulating the dynamics of as much as 100 000 atoms during periods of time sufficiently long to mimic folding and ligand–receptor association. However, despite previous attempts [147], it does not yet seem feasible to apply this approach to complete, complex cellular systems for three reasons. First, the complexity of these systems is so high that an exhaustive simulation would require a computer power that is not currently available and that might remain insufficient for many decades [148]. Second, even if it was possible to simulate a cellular system, even the most powerful experimental tools currently available would be insufficient to precisely determine and quantify a set of parameters accounting for the initial state [5,6], which may be fluctuating in time even if the cell is in its resting state. Third, the amount of information yielded by such a simulation would require special tools that remain to be established in order to be interpreted [149].

As a consequence, an efficient research strategy suggested by the example of molecular dynamics might consist of achieving a coarse-grained description of cell state and behaviour, starting from a refined set of quantitative parameters sufficiently exhaustive, precisely determined and tractable to take advantage of currently available simulation and measurement tools. We shall now describe two points that should be examined in order to incorporate forces in models of cell function and achieve such a description.

5.1. How can we define a minimal set of quantitative parameters to account for ligand–receptor interactions and their modulation by forces?

‘Virtually all proteins function by interacting specifically with other molecules’ [150]. A suitable description of protein–biomolecule interaction is thus an essential requirement to understand cell function. We shall illustrate this statement by describing the progressive refinement of parameters used to describe this phenomenon as a requirement to understand experimental data.

As was stated in Nature three decades ago [151], ‘the concept of affinity has long dominated most biological thinking about complex biological reactions even although it was relevant only at equilibrium’. This crucial point is often forgotten. Moreover this conceptual framework was found insufficient when key experiments allowed to elucidate the basic mechanisms of inflammation [152,153]. Blood leukocytes flow in post-capillary venules with a velocity of order of millimetres per second and a wall shear rate of order of hundreds per second. Local activation of endothelial cells by an inflammatory stimulus makes them bind to flowing leukocytes, resulting in a 100-fold velocity decrease and a jerking motion called rolling, followed by a complete arrest and subsequent transmigration across the endothelium. The contact duration between free leukocytes and endothelial cell receptors is less than 0.1 ms before rolling, and less than 10 ms during the rolling phase. The rolling phenomenon was reproduced experimentally in a flow chamber by driving neutrophils along a surface coated with selectin molecules [153]. Definitive arrest was obtained by adding ICAM-1, a ligand of cell integrins, on the chamber floor. The authors concluded that ‘kinetic considerations are essential, since a high on-rate is necessary for efficient interaction of rapidly flowing cells with a substrate, and both rapid on-rate and rapid off-rate are required for rolling’ [153]. This is the reason why it was recognized that the affinity constant could no longer account for many experimental data [151]. This conclusion emphasized the need for experimental determination of the rates of bond formation and rupture between surface-attached molecules. It also soon appeared necessary to assess the influence of forces that were quite high in this experimental situation.

Flow chambers were thus used to study the interaction kinetics of receptor-bearing cells or particles and ligand-coated walls at the single bond level. It was rapidly found that selectins could form short-lived bonds with an off-rate of the order of 1 per second [154,155]. However, this could not be the whole story since it was rapidly reported that even molecules known to induce stable bonds such as antibodies [136], integrins [156] and even the streptavidin–biotin couple [157], a paradigm of a strong binding couple, also generated transient attachments with an off-rate of the order of 1 per second. The two-parameter simplistic framework including an off-rate and an on-rate was therefore found insufficient.

A key parameter that was largely ignored in aforementioned data is the effect of force on bond lifetime. Indeed, it may be estimated that a bond connecting a leukocyte to a wall in presence of a flow with a shear rate of a magnitude similar to that occurring in blood vessels is subjected to a pulling force of several hundreds of piconewtons [136]. A complete description of leukocyte–endothelium interaction in blood should thus account for the effects of forces on bond lifetime. An empirical formula had been early suggested on a theoretical basis by George Bell [158] to relate the off-rate $k_{\text{off}}$ of a bond subjected to a pulling force $F$:

$$k_{\text{off}}(F) = k_{\text{off}}(0) \exp \left( \frac{F}{k_B T} \right) .$$

Parameter $F^0$ was interpreted as $k_B T / a$, where $k_B$ is Boltzmann’s constant, $T$ the absolute temperature and $a$ the distance between the bound state of the ligand and the energy wall resisting detachment. This empirical formula was called Bell’s law, and was found to give a satisfactory account of selectin–ligand bonds [159]. Unfortunately, other reports showed that a three-parameter framework, including the bond formation, dissociation rates and Bell’s parameter, was, again, insufficient to account for many experimental data for several reasons.

First, as already found on soluble molecules [160], bond formation and rupture between surface-bound receptors...
and ligands appeared to be a multiphasic phenomenon involving numerous transitions across several, potentially sequential, energy barriers [67,136]. The number of detected barriers might increase in proportion with the resolving power of experimental methods, resulting in a dramatic increase of the number of parameters required to give an accurate description of molecular interactions. It was suggested to model (i) reaction paths as rugged lines, following a previous suggestion by Zwanzig [161] and (ii) the passage of multiple barriers during bond formation and dissociation as a diffusion process. Recently, the probability $P(t)$ that a molecular encounter of (short) duration $t$ would lead to bond formation was thus found to vary as $erf(t_0/t)^{1/2}$ [162]. This result could be described qualitatively by concluding that bond formation between two encountering molecules might require a minimal contact time $t_0$. It gave a satisfactory description of the rate of bond formation between ICAM-1 and an anti-ICAM-1 monoclonal antibody [162,163] and also of the interaction between a TCR and several related pMHcs [138]. The minimal time was found to be of the order of a few milliseconds, which may seem fairly long at molecular scales, but represents a rather intermediate time scale for early recognition at cellular scale.

The concept of a rugged energy landscape as a model for the initial interaction between a receptor and a ligand could also be used to raise what was considered as a paradox, i.e. the finding that the lifetime of a bond appeared dependent on its full history [164,165]. It was suggested to describe this phenomenon as a time dependent bond strengthening that could be added and described by a single parameter, $a$, yielding the following empirical law for the dissociation rate at time $t$ of a bond formed at time 0 [166]:

$$k_{off}(F,t) = k_{off}(F,t = 0) \frac{1 + at}{1 + at}.$$  

(5.2)

This formula yields a simple form for bond survival at time $t$, and if gave a satisfactory account of antigen–antibody bonds [166,167].

A second reason is that, while an obvious consequence of Bell’s law is that a pulling force should decrease bond lifetime, it was found that the lifetime of some bonds could be increased when they were subjected to a small pulling force [168–170]. These bonds were dubbed catch bonds, following a previous theoretical suggestion from Micah Dembo et al. [171]. The initial reports were an incentive to look for a catch-bond behaviour in other ligand–receptor couples, and it was found that a force of the order of 10 pN could substantially increase the lifetime of bonds involving selectins [170], actin [172], cadherins [173], TCR–pMHc [69] or notch receptor [174]. The authors of these reports emphasized the mechanistic importance of this catch-bond phenomenon and concluded that these mechanisms should be considered to account for cell function. Interestingly, it was found that the catch-bond behaviour displayed by an antibody could be described quantitatively with equation (5.2) by assuming a linear force dependence of the bond strengthening parameter [167]. However, the catch-bond nature of TCR/pMHc bond is difficult to fully ascribe to a purely structural parameter [168], since it was not always observed when the bond was studied under cell-free conditions [129], and it was reported to depend on intracellular kinase activity [175].

5.1. Conclusion

It has now been well demonstrated that the interaction between biomolecules and their ligands at interfaces is a complex and potentially multistep process, the characteristics of which strongly influence cell behaviour. While molecular dynamics can be used to achieve a detailed description of these interactions [131], there is an obvious need for a quantitative description of the behaviour of ligand–receptor couples with a tractable number of reliable and quantitative parameters. This exemplifies the need to describe the molecular properties of cell component with parameters allowing the further connection of atomic-scale phenomena to the behaviour of whole cells. The examples described in this section clearly demonstrated that forces play an important role in influencing molecular interactions that are the basis of cell function.

5.2. How can we describe cell states with a proper account of forces?

The concept of cell state is always involved, either implicitly or explicitly, in any analysis of cell function: (a) a cell decision is a transition from an initial to a final state, (b) a signal is supposed to influence cell state, (c) the emergence of any intracellular biochemical cascade is clearly a state change. Therefore, a brief discussion of basic concepts seemed useful in a review of the influence of mechanotransduction on cell function.

Two main methods have been repeatedly used to visualize cell structure and dynamics. Cell state may be viewed as a point in a multidimensional energy-like landscape [176,177]. However, the most frequently used method of summarizing extensive datasets and visualizing cell dynamics probably consists of using graph theory [178] and viewing the signaling machinery as a network with a set of components (nodes) connected (or not) by links called edges which may represent interactions such as binding, activation or inhibition. This procedure was used to represent integrin function [179], protein expression (proteome), phosphorylation [5] and protein interactions (interactome) [6] during T lymphocyte activation. Inspection of the graph may reveal remarkable motives, or subnets that may be hypothesized to fulfil a specific function. A subnet may then be replaced with a node to obtain a simpler representation. This may be called a module [180] that is supposed to function in a relatively independent way, which makes the overall structure more robust, and may allow some reuse of modules (similarly to object oriented computer programming!). This representation can be completed by a definition of the node state (e.g. active or inactive, phosphorylated or not) in order to model the network dynamics [181].

The evidence we summarized here clearly demonstrates that forces may strongly shape the networks currently used to represent cell function, since they are now known to influence molecular interactions that were viewed in particular as reporters of T lymphocyte activation [6]. Forces have been shown to have the capacity to change molecular conformation that may be a basis of the selectivity of phosphorylations [182] that are considered as key components of cell control [5,183]. Finally, forces are known to influence the evolution of cell shape, which in turn has long been shown to influence cell function [108,110].
6. General conclusion

Evidence accumulated during the last two decades unambiguously demonstrated that forces play a major role in cell function. It is now known that forces in the order of 1–10 piconewtons with time scales of milliseconds to seconds, and displacements from nanometres to micrometres, are continually generated by cells and their environment. These forces can substantially alter protein conformation and interactions, thus triggering signalling cascades and cell decisions that may be quantitatively modulated by force intensity, kinetics and localization. The current challenge is now to incorporate the wealth of available data into a tractable picture of cell structure and dynamics in order to reach at the same time a fundamental understanding of cell behaviour and a capacity to predict responses to given stimuli.
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Endnotes

1While this review was essentially focused on the effects of forces on cell behaviour, it was found relevant to mention briefly some specific features of contact interactions, such as the contact location on the cell surface [9], contact area [10] and possibly contact shape [11]. Also, we focused the present review on forces exerted on the cell surface, and, as a direct consequence, the emerging field of nuclear mechanotransduction [12] was omitted.

2The force required to change by a fraction f the length of an elastic cylinder of section s is the product between f, s and the elastic modulus. Thus, the force required to increase or decrease by 10 nm the length of a microvillus-like cylinder of 0.5 µm length, 0.01 µm² section and 1 kPa elastic modulus would be about 0.2 pN resulting in a potential energy change of 1 pN.nm. As a comparison, thermal energy fluctuations are of the order of kBT = 41 pN.nm.

3A cell bearing 100,000 MHC molecules on its surface may thus expose 10 copies of 10,000 pMHC species. Since about 25,000 proteins are encoded by the human genome, a very low number of copies is required to allow the cell to achieve exhaustive exposure of intracellular proteins. It is important that all proteins be represented on each cell in order that a viral infection be detected through the exposure of a least one viral protein. This allows cytotoxic T lymphocytes to detect and eliminate virally infected cells, which provides an efficient way to stop viral infections.

4Note however that some shortcuts such as ‘steered molecular dynamics’ or ‘umbrella sampling’ are still needed to achieve this goal [145,146].

5The wall shear rate G is the velocity gradient: according to basic principles of fluid mechanics, the fluid velocity at a low distance z from the blood wall is approximately equal to the product Gz.

6Up to 8 kinetic parameters had been used to account for the interaction between a monoclonal antibody and a small molecule, 2-phenyl-5-oxazolone [160].
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