Evolution of parton showers and parton distribution functions
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Initial state evolution in parton shower event generators involves parton distribution functions. We examine the probability for the system to evolve from a higher scale to a lower scale without an initial state splitting. A simple argument suggests that this probability, when multiplied by the ratio of the parton distributions at the two scales, should be independent of the parton distribution functions. We call this the PDF property. We examine whether the PDF property actually holds using PYTHIA and DEDUCTOR. We also test a related property for the DEDUCTOR shower and discuss the physics behind the results.
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I. INTRODUCTION

Parton shower algorithms for simulation of hadron-hadron collisions use “backward evolution” for the initial state part of the shower [1]. The parton distribution functions (PDFs) for the initial state hadrons appear in the initial state splitting probabilities in the shower. In the simplest approximation, there is a property that relates two functions: (1) the probability for the state to evolve from a hard scale $\mu_2^2$ to a softer scale $\mu_1^2$ without an initial state splitting and (2) the ratio of the PDFs at the two scales. We will call this property (defined below) the PDF property.

Both PDF evolution and initial state parton shower evolution can be viewed as evolution under scale changes and both are calculated from perturbative splitting of initial state partons. Thus these two sorts of evolution are connected. The PDF property represents a self-consistency condition for the shower in the sense that (as we shall see) if the property does not hold, then there is some physics missing from the shower evolution. In this paper, we investigate this hypothesized property using the parton shower event generator PYTHIA [2]. Then we investigate the same property using our own shower event generator DEDUCTOR [3].

We state what the PDF property is in Sec. II and provide some alternative PDF sets for the purpose of testing the PDF property in Sec. III. Then we carry out the test using PYTHIA in Sec. IV and using DEDUCTOR with $k_T$ ordering in Sec. V. We test another property that applies to cross sections including threshold effects in DEDUCTOR in Sec. VI. In Sec. VII, we discuss the physics behind the results that we have seen. In Sec. VIII, we use DEDUCTOR to examine the previous properties using the default, virtuality based, shower ordering variable of DEDUCTOR and using angle ordering. Finally, we present a brief summary in Sec. IX. We outline details of the operators used in DEDUCTOR in the Appendix A.

II. THE PDF PROPERTY

The property that we discuss is stated and derived in the widely used text of Ellis, Stirling, and Webber [4]. To keep the notation uncomplicated, we consider a simplified case in which there is only one kind of parton and there is only one hadron.

The parton distribution functions obey the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equation

$$\frac{d}{d\mu^2} f(x, \mu^2) = \int_0^1 \frac{dz}{2\pi} a_s(\mu^2) \frac{1}{z} P(z) \left[ f(x/z, \mu^2) - f(x, \mu^2) \right].$$ (1)

Here $\hat{P}$ is the unregulated evolution kernel. We have applied a $+\,$ prescription, which is reflected in the subtraction at $z = 1$.

Let us consider a parton shower algorithm based on a measure $\mu^2$ of the hardness of parton splittings. For instance, $\mu^2$ is often chosen to be a transverse momentum...
variable $k^2_t$. The scale $\mu^2$ is used to order splittings within the shower. Harder splittings come first, then softer splittings.

In the parton shower, we define a probability not to split between two scales by

$$\Pi(\mu_r^2, \mu_h^2, x) = \exp \left( - \int_{\mu_r^2}^{\mu_h^2} \frac{d\mu^2}{\mu^2} \int \frac{dz}{z} \frac{\alpha_s(\mu^2)}{2\pi} \tilde{P}(z) \frac{f(x/z, \mu^2)}{f(x, \mu^2)} \right).$$

(2)

Here $x$ is the momentum fraction of the initial state parton at the starting scale $\mu_h^2$. Note the appearance of a ratio of PDFs in the exponent [1]. There should be limits, $z < (\mu^2) < z + (\mu^2)$ for the $z$ integration, but we ignore that here. We simply treat $z < (\mu^2)$ as being so close to 0 and $z + (\mu^2)$ as being so close to 1 that the limits do not matter. We also define

$$\Pi_{\text{pert}}(\mu_r^2, \mu_h^2, x) = \exp \left( - \int_{\mu_r^2}^{\mu_h^2} \frac{d\mu^2}{\mu^2} \int \frac{dz}{z} \frac{\alpha_s(\mu^2)}{2\pi} \tilde{P}(z) \right).$$

(3)

Here we have the perturbative splitting function but no PDFs.

We can relate these functions by using the evolution equation for the PDFs. We have

$$\frac{f(x, \mu_h^2)}{f(x, \mu_r^2)} = \exp \left( - \int_{\mu_r^2}^{\mu_h^2} \frac{d\mu^2}{\mu^2} \left[ \left( \frac{d\ln[f(x, \mu^2)]}{d\mu^2} \right) \right] \right)
= \exp \left( - \int_{\mu_r^2}^{\mu_h^2} \frac{d\mu^2}{\mu^2} \int \frac{dz}{z} \frac{\alpha_s(\mu^2)}{2\pi} \right.
\times \left. \tilde{P}(z) \left[ \frac{f(x/z, \mu^2)}{zf(x, \mu^2)} - 1 \right] \right)
= \frac{\Pi(\mu_r^2, \mu_h^2, x)}{\Pi_{\text{pert}}(\mu_r^2, \mu_h^2, x)}.$$

(4)

This tells us that if we define $\Pi_{\text{alt}}(\mu_r^2, \mu_h^2, x)$ by

$$\Pi_{\text{alt}}(\mu_r^2, \mu_h^2, x) = \frac{f(x, \mu_h^2)}{f(x, \mu_r^2)} \Pi(\mu_r^2, \mu_h^2, x),$$

(5)

then we will have

$$\Pi_{\text{alt}}(\mu_r^2, \mu_h^2, x) = \Pi_{\text{pert}}(\mu_r^2, \mu_h^2, x).$$

(6)

Then $\Pi_{\text{alt}}(\mu_r^2, \mu_h^2, x)$ will be independent of which PDF set is used in its calculation.

This is the PDF property in the simplified case. Now suppose we have two hadrons in the initial state and we have more than one kind of parton. We initiate a parton shower with two partons that create a hard scattering at scale $\mu_h^2$. The two partons have momentum fractions $x_a, x_b$ and flavors $a, b$. We define $\Pi(\mu_r^2, \mu_h^2; x_a, x_b, a, b)$ to be the probability that, according to the parton shower algorithm used, this state evolves to a lower scale $\mu_r^2$ with no parton splittings.

We now define an alternative probability function by

$$\Pi_{\text{alt}}(\mu_r^2, \mu_h^2; x_a, x_b, a, b) = \frac{\tilde{f}_{a/A}(x_a, \mu_h^2) \tilde{f}_{b/B}(x_b, \mu_h^2)}{\tilde{f}_{a/A}(x_a, \mu_r^2) \tilde{f}_{b/B}(x_b, \mu_r^2)} \Pi(\mu_r^2, \mu_h^2; x_a, x_b, a, b).$$

(7)

The PDF property that we seek to investigate states that $\Pi_{\text{alt}}(\mu_r^2, \mu_h^2; x_a, x_b, a, b)$ is independent of the PDF set that we use in the calculation.

The text by Campbell, Huston, and Krauss [5] (Sec. V.3.1.5) also relates the evolution of PDFs, Eq. (1), to the no-splitting function in shower evolution, Eq. (2), using essentially the argument given above, but does not relate these to Eqs. (5) and (6), so that we do not encounter the PDF property directly.

The plausibility argument for the PDF property given above assumes that the PDFs evolve according to the appropriate first order evolution kernel, which matches, at least approximately, the parton splitting functions used in a first order parton shower. We would like to check numerically whether there are any differences in $\Pi_{\text{alt}}$ values obtained with different PDF choices that are large enough to be proportional to $\alpha_s$ times possible logarithms. If one were to use PDFs that obey an evolution equation including order $\alpha_s^2$ contributions to the evolution kernel, then the difference of $\Pi_{\text{alt}}$ values calculated with two different PDF choices would certainly get contributions proportional to $\alpha_s^2$ times logarithms. These contributions would presumably be numerically rather small. However, we do not want such contributions to be present at all, so in this paper we use just first order evolution for the PDFs except when we use the standard CT14 NLO set [6] in PYTHIA, where NLO denotes next-to-leading order. (We note that, in order to be consistent between shower evolution and PDF evolution, our program, DEDUCTOR, uses first order PDF evolution inside the shower.)

III. CHOICES FOR PARTON DISTRIBUTION FUNCTIONS

In order to test the PDF property, we need some choices for PDFs. The choices that we use do not need to fit data,}

---

We can also demand that $\Pi_{\text{alt}}(\mu_r^2, \mu_h^2; x_a, x_b, a, b)$ depend on the parton momenta $p_a = x_a p_A$ and $p_b = x_b p_B$ but not on the hadron momenta $p_A$ and $p_B$. This amounts to demanding that $\Pi_{\text{alt}}$ be unchanged if we use new PDFs with rescaled momentum fractions: $\tilde{f}_{a/A}(x_a, \mu_h^2) = \lambda_A \tilde{f}_{a/A}(x_a, \mu_h^2)$ and $\tilde{f}_{b/B}(x_b, \mu_h^2) = \lambda_B \tilde{f}_{b/B}(x_b, \mu_h^2)$ for constants $\lambda_A$ and $\lambda_B$. Thus this is a special case of the demand that $\Pi_{\text{alt}}$ be independent of the PDFs.
but they do need to obey the standard DGLAP evolution equations.

As a standard choice, we use the CT14 PDFs [6]. These do fit data. We define alternative “hard” and “soft” PDF sets by setting

\[
\begin{align*}
\frac{d}{dx} f_{\text{hard}}(x, \mu^2) &= \frac{1}{8} \frac{(1-x)^2}{x}, \\
\frac{d}{dx} f_{\text{hard}}(x, \mu^2) &= f_{\text{hard}}(x, \mu^2) + 6(1-x)^2, \\
\frac{d}{dx} f_{\text{hard}}(x, \mu^2) &= \frac{1}{8} \frac{(1-x)^2}{x}, \\
\frac{d}{dx} f_{\text{hard}}(x, \mu^2) &= f_{\text{hard}}(x, \mu^2) + 6(1-x)^2, \\
\frac{d}{dx} f_{\text{hard}}(x, \mu^2) &= \frac{1}{4} \frac{(1-x)^2}{x},
\end{align*}
\]

and

\[
\begin{align*}
\frac{d}{dx} f_{\text{soft}}(x, \mu^2) &= \frac{35}{48} \frac{(1-x)^6}{x}, \\
\frac{d}{dx} f_{\text{soft}}(x, \mu^2) &= f_{\text{soft}}(x, \mu^2) + 14(1-x)^6, \\
\frac{d}{dx} f_{\text{soft}}(x, \mu^2) &= \frac{35}{48} \frac{(1-x)^6}{x}, \\
\frac{d}{dx} f_{\text{soft}}(x, \mu^2) &= f_{\text{soft}}(x, \mu^2) + 14(1-x)^6, \\
\frac{d}{dx} f_{\text{soft}}(x, \mu^2) &= \frac{35}{24} \frac{(1-x)^6}{x},
\end{align*}
\]

at an initial scale \(\mu_1 = 1.295 \text{ GeV}\). We define \(f_{\text{hard}}(x, \mu^2) = f_{\text{soft}}(x, \mu^2) = 0\) for other flavors of partons. These functions obey the standard momentum and flavor sum rules. The first set is designated hard because the functions approach zero rather slowly as \(x \to 1\), while the second set is designated soft because the functions approach zero rather quickly as \(x \to 1\). We define \(f_{\text{hard}}(x, \mu^2)\) and \(f_{\text{soft}}(x, \mu^2)\) for \(\mu^2 > \mu_1^2\) by solving the first order DGLAP equation. We insert standard flavor thresholds as in the CT14 set and use a rescaled argument of \(\alpha_s\) according to the prescription in Eq. (45) below. We use \(\alpha_s(M_Z^2) = 0.118\).

\section{IV. Test of the PDF Property Using PYTHIA}

In this section, we test the PDF property using PYTHIA [2] (version 8.2.43). The hardness parameter for PYTHIA is \(\mu^2 = k_T^2\) with a particular definition of the transverse momentum \(k_T^2\) in a splitting. In PYTHIA, we set \(\alpha_s(M_Z^2) = 0.118\) to match the coupling used in the parton evolution.

We create a hard scattering event for proton-proton collisions at \(\sqrt{s} = 13\ \text{TeV}\) corresponding to the Drell-Yan process with off-shell \(Z_0\) and \(\gamma\) production with an \(e^+e^-\) final state. The starting scale \(\mu_0^2\) for the shower is the square of the \(e^+e^-\) mass. We accept events with \(e^+e^-\) mass in the range \(2.5\ \text{TeV} < \mu_0 < 2.7\ \text{TeV}\). The parton momentum fractions \(x_a\) and \(x_b\) are determined by \(Q^0 + Q^3\) and \(Q^0 - Q^3\), where \(Q\) is the \(e^+e^-\) momentum. We have \(\mu_0^2 = x_a x_b \mu^2\), so that \(x_a x_b \mu^2 \approx 0.2\). We accept events with \(2/3 < x_a/x_b < 3/2\). The parton flavors can be \((a, b) = (u, \bar{u}), (d, \bar{d}), (d, d), \text{ or sometimes other choices.}\)

For each event, we record \(x_a, a, x_b, b\). Let \(P(x_a, a, x_b, b)\) denote the probability density that the parton variables take the indicated values.

We use the “user hooks” mechanism of PYTHIA to determine the scale \(\mu^2\) of the first initial state splitting. It is convenient to define a corresponding logarithmic variable

\[
t = \log(\mu^2/\mu_0^2)
\]

for the “shower time” of the first splitting. Thus \(t = 0\) corresponds to a splitting at the scale of the hard interaction and larger \(t\) corresponds to a softer first splitting. Let \(\rho(t, x_a, a, x_b, b)dt\) denote the probability that, for the indicated choice of parton variables, the first splitting happens between \(t\) and \(t + dt\). Then the averaged probability that the first splitting happens between \(t\) and \(t + dt\) is \(\bar{\rho}(t)dt\) where

\[
\bar{\rho}(t) = \sum_{a,b} \int dx_a \int dx_b \rho(t, x_a, a, x_b, b)P(x_a, a, x_b, b).
\]

Then it is of interest to plot \(\bar{\rho}(t)\) versus \(t\). The plots for each of our choices of PDF sets are shown in Fig. 1. We would
expect that with harder PDFs, it is more likely to have a first splitting at a smaller value of $t$. That is what we see. For a specified choice of parton variables, the probability for no splitting to occur before shower time $t$ is

$$\Omega(x_a x_b s e^{-t}, x_a x_b s, x_a, x_b, b) = \int_t^\infty d\tau \rho(\tau; x_a, a, x_b, b).$$

(12)

The average of this no-splitting probability is

$$\bar{\Omega}(t) = \sum_{a,b} \int dx_a \int dx_b P(x_a, a, x_b, b) \times \Omega(x_a x_b s e^{-t}, x_a x_b s, x_a, x_b, b),$$

(13)

which equals

$$\bar{\Omega}(t) = \int_t^\infty d\tau \bar{\rho}(\tau).$$

(14)

We plot $\bar{\Pi}(t)$ for our three choices of PDF sets in Fig. 2. We expect that at any fixed $t$, $\bar{\Pi}(t)$ will be smallest for the hard PDF set and largest for the soft PDF set. That is what we see. The differences between different PDF sets is substantial.

Now we can test the PDF property of initial state splittings. We define $\Pi_{alt}(\mu^2_a, \mu^2_H, x_a, a, x_b, b)$ according to Eq. (7). Then in Fig. 3 we plot the average of $\Pi_{alt}(\mu^2_a, \mu^2_H, x_a, a, x_b, b)$,

$$\bar{\Pi}_{alt}(t) = \sum_{a,b} \int dx_a \int dx_b P(x_a, a, x_b, b) \times \Pi_{alt}(x_a x_b s e^{-t}, x_a x_b s, x_a, a, x_b, b).$$

(15)

for our three choices for PDF sets. If the PDF property holds for a PYTHIA shower, the plots $\bar{\Pi}_{alt}(t)$ will be identical for the CT14 set, the soft set, and the hard set. For this to happen, $\bar{\Pi}_{alt}(t;\text{soft}) - \bar{\Pi}_{alt}(t;\text{CT14})$ needs to decrease compared to $\bar{\Pi}(t;\text{soft}) - \bar{\Pi}(t;\text{CT14})$ and $\bar{\Pi}_{alt}(t;\text{hard}) - \bar{\Pi}_{alt}(t;\text{CT14})$ needs to increase. This is what happens. However, the change is too pronounced, so that now

$$\bar{\Pi}_{alt}(t;\text{soft}) < \bar{\Pi}_{alt}(t;\text{CT14}) < \bar{\Pi}_{alt}(t;\text{hard}).$$

(16)

We conclude that the PDF property does not hold for a PYTHIA shower in that the differences among the three PDF curves in Fig. 3 are not much smaller than the differences in Fig. 2.

Should we have expected that the PDF property might not hold for a PYTHIA or for other parton shower Monte Carlo event generators? To see, we should look more closely at the derivation in Sec. II. We note, first of all, that the splitting function that governs an initial state splitting must be equal to $\hat{P}(z)$ for a splitting that is close to the collinear limit, but that the parton splitting function will not generally equal $\hat{P}(z)$ away from the collinear limit. Second, we note that the limits on the $z$ integrals in Eqs. (2), (3), and (4) are $z_-(\mu^2) < z < z_+(\mu^2)$. The derivation in Eq. (4) treated $z_-(\mu^2)$ as being very close to 0 and $z_+(\mu^2)$ as being very close to 1. The upper limit, $z_+(\mu^2)$, is especially
important. In an initial state splitting, the emitted gluon carries momentum fraction $1 - z$. When $(1 - z) \to 0$, the emitted gluon is becoming very soft. As explained in Ref. [4], emissions with $(1 - z) < (1 - z_{+}(\mu^{2}))$ are omitted from the integration because they are “unresolvable.” But unresolvable means “unresolvable at scale $\mu^{2}$.” When $\mu^{2}$ is large, then $(1 - z_{+}(\mu^{2}))$ is not small.

Furthermore the integration region with small $(1 - z)$ is important because the splitting function is singular for $(1 - z) \to 0$ and the PDFs are fast varying when $(1 - z)$ is small.

Just what the function $z_{+}(\mu^{2})$ is depends on the choice of the hardness parameter $\mu^{2}$ used for ordering emissions in the shower, and it depends on the definition of the kinematics used in the shower algorithm. But whatever the precise definitions are, we ought not to expect that $(1 - z_{+}(\mu^{2}))$ is generally small. Thus we ought not to expect the PDF property to hold for initial state splittings in the shower.

### V. TEST OF THE PDF PROPERTY USING DEDUCTOR

We now examine the PDF property using our own parton shower event generator, DEDUCTOR [3]. This uses a dipole shower algorithm that is in many ways similar to that of PYTHIA [2]. The default hardness variable $\mu^{2}$ in DEDUCTOR is a variable $\Lambda^{2}$ that is proportional to the virtuality of the splitting. However, DEDUCTOR has the option to use $k_{T}$ ordering. In this section, in order to stay reasonably close to the algorithm of PYTHIA, we use $k_{T}$ ordering. We note, however, the definition of $k_{T}^{2}$ in DEDUCTOR is not the same as the definition in PYTHIA. Some of the other differences between DEDUCTOR and PYTHIA are discussed in Ref. [7].

Using DEDUCTOR, we start the initial state probability preserving parton shower evolution using a state with two incoming partons corresponding to a proton-proton collision with $\sqrt{s} = 13$ TeV. The partons have momentum fractions $x_{a} = x_{b} = 0.2 = 2.6$ TeV/√s. We choose parton flavors $a = u, b = \bar{u}$. In the notation of Sec. IV, the function $P(x_{a}, a, x_{b}, b)$ that gives the distribution of parton momentum fractions and flavors is simply a product of delta functions representing these choices.

In Fig. 4, we use the DEDUCTOR no-splitting operator and plot the alternative no-splitting function $\Pi_{\text{alt}}(t)$ as defined in Eqs. (7) and (15) for our three choices of PDF sets. If the PDF property holds for the DEDUCTOR shower, the three curves should be identical. They are not. In fact, the three DEDUCTOR curves in Fig. 4 are quite similar to the three PYTHIA curves in Fig. 3.

We should not be surprised. The argument that the PDF property should not hold does not depend on features of a specific parton shower event generator. Rather, this reasoning applies quite generally.

### VI. RESTORING THE MISSING PHYSICS

The results presented in the previous sections suggest that some physics may be missing in the shower evolution in PYTHIA and DEDUCTOR. In this section, we explore the missing physics. We describe an operator, in addition to the shower evolution operator, that is present in DEDUCTOR. We then provide numerical evidence that this operator provides the missing physics.

We need a certain amount of preparation to introduce the additional operator. For this, we follow the general theory of parton showers from Ref. [8]. The general theory works, in principle, at arbitrary order of perturbation theory. It recognizes that the splitting functions in a parton shower must match the infrared singularities of QCD but are rather arbitrary away from the singular regions. Nevertheless, the cross section corresponding to an infrared safe measurement should match between a perturbative QCD calculation and a calculation that uses a parton shower, up to the perturbative order available in both calculations. This matching requires a certain structure for the operators used in the parton shower calculation. Even when we use a shower with just order $\alpha$, splitting functions for the shower, the analysis suggests something about the structure needed in the parton shower calculation if we want to include potential large logarithms.

The theory we use for DEDUCTOR [3,7–17] uses a vector space, the “statistical space,” that describes the momenta, flavors, colors, and spins for all of the partons created in a shower as the shower develops. The shower is then

![Fig. 4. Alternative no-splitting function, $\Pi_{\text{alt}}(t)$, versus shower time according to DEDUCTOR with $k_{T}$ ordering.](image-url)
described using linear operators $U_{\text{pert}}(\mu^2_h, \mu^2_\alpha)$, $U(\mu^2_s, \mu^2_h)$, and $U_V(\mu^2_s, \mu^2_h)$ that act on this space. We describe these operators very briefly in this section, before turning to numerical results that illustrate their practical effects on the no-splitting probability. For readers who would like more details, we review the most relevant formulas from our previous papers in Appendix A. We recommend reading the main text of this paper first, then referring to Appendix A.

Following Ref. [8], we begin with an operator $U_{\text{pert}}(\mu^2_s, \mu^2_h)$ that describes evolution from a harder scale $\mu^2_h$ to a softer scale $\mu^2_s$. The operator $U_{\text{pert}}(\mu^2_s, \mu^2_h)$ is constructed from Feynman diagrams with approximations that capture their collinear and soft limits. PDFs do not appear in $U_{\text{pert}}(\mu^2_s, \mu^2_h)$.

The full shower evolution operator is constructed [8] from $U_{\text{pert}}(\mu^2_s, \mu^2_h)$ according to

$$U(\mu^2_s, \mu^2_h) = U_V(\mu^2_s, \mu^2_h)F(\mu^2_s)U_{\text{pert}}(\mu^2_s, \mu^2_h)F^{-1}(\mu^2_s)U_V^{-1}(\mu^2_s, \mu^2_h).$$

(17)

There are two kinds of operators here that modify $U_{\text{pert}}(\mu^2_s, \mu^2_h)$.

The first is $F(\mu^2_s)$. This operator multiplies by PDFs $f_{x_i}(x_i, \mu^2_s)f_{x_j}(x_j, \mu^2_s)$ and divides by $n_c(a)n_c(a)n_c(b)\times n_c(i)\times n_c(i)\times x_i x_j x_k$, where $n_c(i)$ is the number of colors associated with a parton of flavor $i$ (3 or 8) and $n_c(i)$ is the corresponding number of spin states (2). We apply the operator $F(\mu^2_s)$ to the parton state after $U_{\text{pert}}(\mu^2_s, \mu^2_h)$ acts. We apply the inverse operator $F^{-1}(\mu^2_s)$ to the parton state before $U_{\text{pert}}(\mu^2_s, \mu^2_h)$ acts.

The second kind of operator is $U_V(\mu^2_s, \mu^2_h)$. This operator leaves the number of partons, their flavors, and their momenta unchanged. It is a necessary part of the general formalism. We write it as

$$U_V(\mu^2_s, \mu^2_h) = \mathbb{T}\exp\left(\int_{\mu^2_s}^{\mu^2_h} \frac{d\mu^2}{\mu^2} S_V(\mu^2)\right).$$

(18)

One could expand this operator perturbatively and keep only the first terms, but the exponent contains large logarithms, so we use the exponential form. When we use a first order shower, we evaluate $S_V$ up to order $\alpha_s$. The scale $\mu^2_s$ is an infrared cutoff scale of order 1 GeV$^2$. The integrand in the exponent is convergent in the infrared if $\alpha_s$ is held constant, so the result is not sensitive to the choice of $\mu^2_s$. An approximation to $S_V(\mu^2)$ at first order is part of DEDUCTOR. It contains perturbative factors and ratios of PDFs.

The operator $U_V(\mu^2_s, \mu^2_h)$ makes the complete shower evolution operator $U(\mu^2_s, \mu^2_h)$ probability preserving. In the notation [9] that we use, the total probability associated with a statistical state $|\rho\rangle$ is obtained by summing over the number of partons, integrating over momenta, summing over flavors, and taking the trace in color and in spin. This total probability is denoted as $(1|\rho)$. With the $U_V$ factors included, one has

$$(1|U(\mu^2_s, \mu^2_h)|\rho) = (1|\rho),$$

(19)

so that the shower does not change the total probability. The showers in PYTHIA and other parton shower event generators are constructed to be probability preserving. We will discuss the method for arranging this at the end of this section.

The operator $U_V(\mu^2_s, \mu^2_h)$ is also numerically important. It describes threshold logarithms [18–25] in the context of a parton shower. We have analyzed $U_V(\mu^2_s, \mu^2_h)$ in Refs. [7,15].

We are now prepared to examine the probability not to have a splitting between two scales in the DEDUCTOR shower. The operator $U(\mu^2_s, \mu^2_h)$ obeys an evolution equation of the form

$$\frac{d}{d\mu^2} U(\mu^2_s, \mu^2_h) = -[S_{\text{split}}(\mu^2_s) + S_{\text{no-split}}(\mu^2_s)] U(\mu^2_s, \mu^2_h).$$

(20)

Here $S_{\text{split}}(\mu^2_s)$ increases the number of partons, and $S_{\text{no-split}}(\mu^2_s)$ leaves the number of partons unchanged. This evolution equation can be solved in the form

$$U(\mu^2_s, \mu^2_h) = N(\mu^2_s, \mu^2_h) + \int_{\mu^2_s}^{\mu^2_h} \frac{d\mu^2}{\mu^2} U(\mu^2_s, \mu^2) S_{\text{split}}(\mu^2) N(\mu^2, \mu^2_h),$$

(21)

where

$$N(\mu^2_s, \mu^2_h) = \mathbb{T}\exp\left(\int_{\mu^2_s}^{\mu^2_h} \frac{d\mu^2}{\mu^2} S_{\text{no-split}}(\mu^2)\right).$$

(22)

Here $\mathbb{T}$ indicates ordering of the exponential in the scale $\mu^2$, with lower scales to the left. The operator $N(\mu^2_s, \mu^2_h)$ is the no-splitting operator. The quantity $(1|N(\mu^2_s, \mu^2_h)|\rho)$ gives the probability for the state $|\rho\rangle$ to evolve from scale $\mu^2_h$ to scale $\mu^2_s$ without splitting. Then Eq. (21) says that either the shower can evolve from scale $\mu^2_h$ to scale $\mu^2_s$ without splitting or it can evolve to an intermediate scale $\mu^2$ without splitting, then undergo a splitting at scale $\mu^2$, and then evolve from $\mu^2$ to $\mu^2_s$ with zero or more splittings.

3See also the more extensive list of papers about threshold logarithms in Ref. [7].
The operator $N(\mu^2_3, \mu^2_5)$ leaves the number of partons and their momenta and flavors unchanged. Thus we call it the no-splitting operator. However, it has a nontrivial action on the parton colors. In order to deal with the complications of quantum color, DEDUCTOR starts with an approximate treatment of color, the LC + approximation [12]. Then color beyond this approximation can be included perturbatively [16]. In this paper, we start with a quark-antiquark pair in a color singlet state and consider the probability to have no emissions between two scales. For this problem, the needed color treatment is trivial. However, a note of caution is in order: one should not imagine that the color content of $N(\mu^2_3, \mu^2_5)$ is always trivial.

The operator $U_{\text{pert}}(\mu^2_3, \mu^2_5)$ obeys a similar equation,

$$
\mu^2 \frac{d}{dt} U_{\text{pert}}(\mu^2_3, \mu^2_5) = -[S^\text{pert}(\mu^2_3) + S^\text{pert}_{\text{no-split}}(\mu^2_5)] U_{\text{pert}}(\mu^2_3, \mu^2_5).
$$

(23)

The operators $S^\text{pert}_{\text{split}}(\mu^2_3)$ and $S^\text{pert}_{\text{no-split}}(\mu^2_5)$ are calculated from the singular behavior of Feynman diagrams. They do not involve PDFs. At first order, $S^\text{pert}_{\text{split}}(\mu^2_3)$ comes from diagrams with a real emission, while $S^\text{pert}_{\text{no-split}}(\mu^2_5)$ corresponds to virtual graphs.

The first order version of $S^\text{pert}_{\text{no-split}}(\mu^2_5)$ used in DEDUCTOR is approximate in that it omits the contributions from the imaginary part of virtual graphs. These contributions can be included perturbatively [16] or even in exponentiated form [17], but we find that they are not numerically important [16,17].

This evolution equation can be solved in the same form as above,

$$
U_{\text{pert}}(\mu^2_3, \mu^2_5) = N_{\text{pert}}(\mu^2_3, \mu^2_5)
$$

$$
+ \int_{\mu^2_3}^{\mu^2_5} \frac{d\mu^2_3}{\mu^2_3} U_{\text{pert}}(\mu^2_3, \mu^2_5) S^\text{pert}_{\text{split}}(\mu^2_3) N_{\text{pert}}(\mu^2_3, \mu^2_5).
$$

(24)

Here the perturbative no-splitting operator is

$$
N_{\text{pert}}(\mu^2_3, \mu^2_5) = \exp\left(\int_{\mu^2_3}^{\mu^2_5} \frac{d\mu^2_3}{\mu^2_3} S^\text{pert}_{\text{no-split}}(\mu^2_3)\right).
$$

(25)

Now we can use the relation (17) between $U(\mu^2_3, \mu^2_5)$ and $U_{\text{pert}}(\mu^2_3, \mu^2_5)$. Using this relation in Eqs. (21) and (24), we see that the no-splitting operators are related by

$$
N(\mu^2_3, \mu^2_5) = U_V(\mu^2_3, \mu^2_5) N_{\text{pert}}(\mu^2_3, \mu^2_5) F^{-1}(\mu^2_5) U_V^{-1}(\mu^2_3, \mu^2_5).
$$

(26)

Then the corresponding generators of splittings are related by

$$
S_{\text{split}}(\mu^2_3) = U_V(\mu^2_3, \mu^2_5) S_{\text{split}}^\text{pert}(\mu^2_3) F^{-1}(\mu^2_3) U_V^{-1}(\mu^2_3, \mu^2_5).
$$

(27)

This relation is simpler at lowest perturbative order. The perturbative expansions of both $S_{\text{split}}(\mu^2_3)$ and $S_{\text{split}}^\text{pert}(\mu^2_3)$ begin at order $\alpha_s$, while the perturbative expansion of $U_V(\mu^2_3, \mu^2_5)$ begins with $U_V(\mu^2_3, \mu^2_5) = 1 + \mathcal{O}(\alpha_s)$. Thus the relation that connects the splitting functions used in a first order parton shower is

$$
S_{\text{split}}^\text{(1)}(\mu^2) = F(\mu^2) S_{\text{split}}^\text{pert, (1)}(\mu^2) F^{-1}(\mu^2).
$$

(28)

An initial state splitting comes with the ratio of the PDFs after the splitting to the PDFs before the splitting. This, of course, is the standard form for a parton shower with backward evolution for the initial state partons.

The relation (26) is of special interest for our study of the PDF property. We have, after noting that $F$ commutes with $U_V$,

$$
U_V^{-1}(\mu^2_3, \mu^2_5) F^{-1}(\mu^2_5) N(\mu^2_3, \mu^2_5) F(\mu^2_5) U_V(\mu^2_3, \mu^2_5)
$$

$$
= N_{\text{pert}}(\mu^2_3, \mu^2_5).
$$

(29)

Recall that the operator $N_{\text{pert}}(\mu^2_3, \mu^2_5)$ is constructed from perturbative Feynman diagrams but does not involve PDFs. Therefore the operator on the left-hand side of Eq. (29) is unchanged if we change PDFs.

Using the operator notation, the alternative no-splitting function is

$$
\Pi_{\text{alt}}(t) = \langle 1 | F^{-1}(\mu^2_5) N(\mu^2_3, \mu^2_5) F(\mu^2_5) \rho_0 \rangle.
$$

(30)

where $|\rho_0\rangle$ is the initial partonic statistical state at scale $\mu^2_5$. This function can depend on the PDF set used in its calculation. As we saw in Fig. 4, $\Pi_{\text{alt}}(t)$ does indeed depend on the PDF set used.

Because of Eq. (29) and because $N_{\text{pert}}(\mu^2_3, \mu^2_5)$ does not involve PDFs, the function

$$
\Pi_{\text{opt}}(t) = \langle 1 | U_V^{-1}(\mu^2_3, \mu^2_5) F^{-1}(\mu^2_5)
$$

$$
\times N(\mu^2_3, \mu^2_5) F(\mu^2_5) U_V(\mu^2_3, \mu^2_5) |\rho_0\rangle
$$

(31)

is independent of the PDF set used.4 (Here “opt” is for “optimal”) DEDUCTOR contains an approximate version of

4We also note that there is no reason that either $\Pi_{\text{alt}}(t)$ or $\Pi_{\text{opt}}(t)$ should be everywhere smaller than 1, since these quantities are not probabilities.
FIG. 5. Modified no-splitting fraction \( \Pi_{\text{opt}}(t) \), including the threshold operator \( \mathcal{U}_V(\mu_{\text{opt}}, \mu^2) \), versus shower time according to DEDUCTOR with \( k_T \) ordering.

the operator \( \mathcal{U}_V(\mu_{\text{opt}}, \mu^2) \). Using this operator, we can directly check the dependence of \( \Pi_{\text{opt}}(t) \) on the parton distribution set used. The result is shown in Fig. 5.

In DEDUCTOR, there are some approximations in both \( \mathcal{N}(\mu_{\text{opt}}, \mu^2) \) and in \( \mathcal{U}_V(\mu_{\text{opt}}, \mu^2) \), so we cannot expect \( \Pi_{\text{opt}}(t) \) as calculated to be exactly independent of the PDFs. Indeed, the three curves for the CT14, hard, and soft PDF sets are not exactly the same. Nevertheless, the agreement is quite good.

If we assume that the dependence on the parton distributions seen in \( \Pi_{\text{opt}}(t) \), Fig. 4, is a sign that some physics is missing from its definition, then Fig. 5 suggests that the missing physics is contained in \( \mathcal{U}_V(\mu_{\text{opt}}, \mu^2) \).

VII. DISCUSSION

Within the framework of Ref. [8], the shower evolution operator \( \mathcal{U}(\mu^2, \mu^2) \) is probability preserving thanks to the inclusion of the operator \( \mathcal{U}_V(\mu^2, \mu^2) \) in its definition (17). In PYTHIA and other parton shower event generators, the parton shower is probability preserving without the need for \( \mathcal{U}_V(\mu^2, \mu^2) \). The method for guaranteeing this property is simple. Consider the case of just one hadron and just one kind of parton as in Sec. II. When the initial state parton has momentum fraction \( x \), the differential probability for the initial state parton to split at scale \( \mu^2 \) with momentum fraction \( z \) and azimuthal angle \( \phi \) is

\[
\rho(\mu^2, z, \phi) = \frac{\alpha_s(\mu^2)}{2\pi} G(\mu^2, z, \phi) \frac{f(x/z, \mu^2)}{f(x, \mu^2)},
\]

where \( G(\mu^2, z, \phi) \) is the splitting function, approximately equal to the DGLAP splitting kernel \( \hat{P}(z) \). The splitting function vanishes for \( z > z_+(\mu^2) \), where \( z_+(\mu^2) \) is determined by the definition of the ordering variable and the shower kinematics.

The shower algorithm needs a function giving the probability for the initial state parton not to split between a scale \( \mu_{\text{opt}}^2 \) and a lower scale \( \mu_{\text{opt}}^2 \). The standard method is to define this function to be

\[
\Pi(\mu_1^2, \mu_{\text{opt}}^2, x) = \exp \left( -\int_{\mu_1^2}^{\mu_{\text{opt}}^2} \frac{d\mu^2}{\mu^2} \int \frac{dz}{z} \int d\phi \alpha_s(\mu^2) G(\mu^2, z, \phi) \frac{f(x/z, \mu^2)}{f(x, \mu^2)} \right),
\]

as in Eq. (2). The exponent is the negative of the inclusive probability to have a splitting, so the exponential is the probability not to have a splitting. This makes the shower probability preserving.

We should note, however, that if we base the parton shower algorithm purely on the properties of perturbative QCD, then for a lowest order shower we have available real emission diagrams and one loop virtual diagrams. We then start with a perturbative no-splitting operator \( \mathcal{N}_{\text{pert}}(\mu_1^2, \mu_{\text{opt}}^2) \) as given in Eq. (25). In the exponent of \( \mathcal{N}_{\text{pert}}(\mu_1^2, \mu_{\text{opt}}^2) \), the operator \( S_{\text{pert no-split}}(\mu^2) \) is derived from one loop virtual diagrams. Since we know that virtual diagrams cancel the completely inclusive integral of real emission diagrams, Eq. (33) is a plausible approximation for the effect of the virtual diagrams. However, Eq. (33) cannot be exact because the virtual diagrams do not contain the ratio of PDFs in Eq. (33). In order to connect the evolution of the parton shower to the evolution of the PDFs, we need something like the approximations used in Sec. I to give us the PDF property. Thus, a good way to test the approximations that give us Eq. (33) is to test the PDF property. That is what we have done in the previous sections. This test can be applied quite easily to any parton shower event generator.

What is the practical effect of \( \mathcal{U}_V(\mu^2, \mu^2) \)? The result of Ref. [8] is that the cross section corresponding to an infrared safe observable \( J \) is given by

\[
\sigma[J] = (1) \mathcal{O}[\mathcal{U}(\mu_1^2, \mu_{\text{opt}}^2) \mathcal{U}_V(\mu_2^2, \mu_{\text{opt}}^2) F(\mu_{\text{opt}}^2)] |\rho_{\text{opt}}^2 | + \mathcal{O}(\alpha_s^{k+1}) + \mathcal{O}(\mu_1^2 / Q[J]^2).
\]

This cross section is determined by standard QCD perturbation theory and is independent (up to the perturbative order calculated) of the many choices used in the definition of the shower. There is a perturbative error term \( \mathcal{O}(\alpha_s^{k+1}) \)
coming from uncalculated higher order corrections. There is also a power suppressed error term \( \mathcal{O}(\mu^2/J^2) \) that is small if the infrared cutoff scale \( \mu^2 \) is much smaller than the scale \( J^2 \) corresponding to the observable that we measure. There is an operator \( \mathcal{O}_J \) that specifies the observable to be measured, followed by a statistical bra state \( \{ 1 \} \) that instructs us to integrate over all parton variables. There is a statistical state \( | \rho_n \rangle \) corresponding to a hard scattering at scale \( \mu^2 \). If we calculate beyond leading order, then \( | \rho_n \rangle \) includes appropriate infrared subtractions. There is an operator \( \mathcal{F}(\mu^2) \) that inserts the PDFs for the hard scattering.

There is the operator \( \mathcal{U}(\mu^2, \mu^2) \) that generates a probability preserving shower from the hard scale \( \mu^2 \) to the shower cutoff scale \( \mu^2 \). At lowest order, as well as ignoring for simplicity the imaginary parts of virtual diagrams, the no-splitting operator in the shower is related to the shower splitting functions by the analogue of the simple relation (33). So far, the lowest order version of this is very standard.

Finally there is the operator \( \mathcal{U}_y(\mu^2, \mu^2) \). As we have noted, this operator is needed to make the shower operator \( \mathcal{U}(\mu^2, \mu^2) \) probability preserving. It also allows the cross section \( \sigma(J) \) to be independent, up to the perturbative order calculated, of the choices made in defining the shower and the subtractions in \( | \rho_n \rangle \). The operator \( \mathcal{U}_y(\mu^2, \mu^2) \) appears immediately after the statistical state representing the hard scattering.

Examination of \( \mathcal{U}_y(\mu^2, \mu^2) \) [7,15] shows that, with \( k_T \) ordering, this operator generates a summation of threshold logarithms corresponding to the hard scattering.

Threshold logarithms have been understood from an analytical perspective for a long time [18–25] and are known to have a substantial effect on cross sections in many important cases. Thus it is not a surprise that we see substantial differences between Fig. 4 and Fig. 5.

VIII. DEDUCTOR WITH A OR ANGLE ORDERING

In Secs. V and VI, DEDUCTOR results were obtained with \( k_T \) ordering because that is most similar to the ordering used in PYTHIA. However, the default ordering variable in DEDUCTOR is \( \Lambda^2 \), which is proportional to the virtuality in a splitting. DEDUCTOR also has the option to use angle ordering. In this section, we explore the PDF property using these other ordering variables. We will find that the ordering matters.

A. Scale variables

Consider a splitting of an initial state parton with momentum \( p_a \) into a new initial state parton with momentum \( \hat{p}_a \) and a new final state parton with momentum \( \hat{p}_{m+1} \). Let \( Q_0 \) denote a fixed vector equal to the total momentum of the final state partons just before the hard scattering that initiates the shower and let \( \hat{Q} \) denote the total momentum of the final state partons just before the splitting. We take all partons to be massless. Let \( \mu^2 \) denote the virtuality in the splitting,

\[
\mu^2 = -(\hat{p}_a - \hat{p}_{m+1})^2. \tag{35}
\]

We also define the momentum fraction in the splitting to be

\[
z = \frac{p_a \cdot p_b}{\hat{p}_a \cdot \hat{p}_b}. \tag{36}
\]

Here \( p_b \) is the momentum of the other initial state parton. With this notation, the default ordering variable \( \Lambda^2 \) is defined for an initial state splitting by

\[
\Lambda^2 = \mu^2 \frac{Q_0^2}{2p_a \cdot \hat{Q}_0}. \tag{37}
\]

For this same splitting, we define a transverse momentum variable by

\[
k^2_T = (1 - z)\mu^2 \tag{38}
\]

and use this as the ordering variable for a \( k_T \)-ordered shower. It is notionally convenient to define a corresponding scale variable by \( \mu^2 = k^2_T \). Then

\[
\mu^2 = (1 - z)\mu^2. \tag{39}
\]

We also define an angle variable by

\[
\theta^2 = \frac{\mu^2}{(1 - z)(p_a \cdot \hat{Q}_0)^2}. \tag{40}
\]

DEEDUCTOR takes the ordering variable for an angle ordered shower to be \( \mu^2 = \theta^2(p_a \cdot \hat{Q}_0)^2/Q_0^2 \). Then

\[
\mu^2 = \frac{\mu^2}{1 - z}. \tag{41}
\]

We could also use \( \theta^2 = \mu^2 Q_0^2/(p_a \cdot \hat{Q}_0)^2 \) directly as the ordering variable. This change would not affect the numerical results later in this section.

We now have scale variables \( \mu^2, \mu^2, \mu^2 \) for \( k_T \)-ordered, \( \Lambda \)-ordered, and angle-ordered showers, respectively. These are related by

\[
\mu^2 = (1 - z)^{\lambda}\mu^2, \quad \lambda = 0, 1, 2. \tag{42}
\]

B. Parton distribution functions

Now consider the evolution of the PDFs, following the argument that we have used for \( \Lambda \) ordering [15]. We write
the first order DGLAP kernels that apply to \( \overline{\text{MS}} \) PDFs in the form

\[
\hat{P}_{ab}(z) = \delta_{ab} \frac{2zC_a}{1-z} + P_{ab}^{\text{reg}}(z),
\]

where \( P_{ab}^{\text{reg}}(z) \) is nonsingular as \( z \to 1 \). Here \( C_q = C_A \) and \( C_q = C_F \) for \( q \in \{ u, \bar{u}, d, \ldots \} \). We also define standard constants \( \gamma_a \) by

\[
\gamma_q = \frac{11C_A - 2TrN_f}{6}, \quad q \in \{ u, \bar{u}, d, \ldots \}
\]

Finally we include a standard factor \[ \lambda_R = \exp\left(-\frac{C_A(67 - 3\pi^2) - 10n_f}{3(33 - 2n_f)}\right) \]

in the argument of \( \alpha_s \) in the evolution equation for the PDFs.

Then we can write the DGLAP evolution equation in a form that implements the + prescription as

\[
\mu_0^2 \frac{df_{a/A}^{\overline{\text{MS}}}(x, \mu_0^2)}{d\mu_0^2} = \left. \frac{\alpha_s(\mu_0^2)}{2\pi} \gamma_a f_{a/A}^{\overline{\text{MS}}}(x, \mu_R^2) \theta(\mu_R^2 > m_0^2(a)) \right| + \int_0^1 dz \frac{\alpha_s(\mu_R^2)}{2\pi} \theta(\mu_R^2 > m_0^2(a))
\]

\[
\times \left. \left( \frac{2C_a}{1-z} \left[ f_{a/A}^{\overline{\text{MS}}}(x/z, \mu_0^2) - f_{a/A}^{\overline{\text{MS}}}(x, \mu_0^2) \right] \right) \right| + \frac{\alpha_s(\mu_R^2)}{2\pi} \sum_{\hat{a}} \frac{1}{z} P_{a\hat{a}}^{\text{reg}}(z)f_{a/A}(x/z, \mu_R^2) \right|.
\]

We have included a cut \( m_0^2 > m_0^2(a) \). For light flavors \( a \), we take \( m_0^2(a) \) to be the scale, of order 1 GeV, at which we specify initial conditions for the PDFs. Then the cut turns off evolution for \( \mu_0^2 \) smaller than \( m_0^2(a) \), so that we can impose the initial conditions at any smaller scale. For charm and bottom quarks, we define \( m_0(a) \) to be the corresponding quark mass, so that evolution starts at this scale.

Now, the \( \overline{\text{MS}} \) definition of the PDFs is that these functions are renormalized by subtracting poles in \( c \), where loop integrals are performed with dimensional regularization: \( \mu_0^{2c} \int d^d{2z}k_\perp \cdots \). This means that \( \mu_0^2 \) is the scale for a \( k_T \) integration.

This argument tells us that in the splitting functions of a \( k_T \)-ordered parton shower, the parton distribution functions should be \( \overline{\text{MS}} \) parton distribution functions evaluated at the splitting scale \( \mu_0^2 \) (or a constant of order 1 times \( \mu_0^2 \)).

Now consider a \( \Lambda \)-ordered parton shower, with scale variable \( \mu_1^2 \), or an angle-ordered parton shower, with scale variable \( \mu_2^2 \). Then the scale variable is related to \( \mu_0^2 \) by Eq. (42). To use in this shower, we need modified PDFs \( f_{a/A}(x, \mu_1^2) \), which are defined by a new factorization scheme [8] that matches the scheme used to define the parton shower and, in particular, matches the choice of ordering variable. As argued in Ref. [8], matching these schemes in such a way that the integrals in \( U_T(\mu_1^2, \mu_2^2) \) are infrared finite requires that the shower oriented PDFs should obey an evolution equation obtained by making the variable substitution\[ (42) \) in the \( \overline{\text{MS}} \) evolution equation (46):

\[
\mu_1^2 \frac{df_{a/A}(x, \mu_1^2)}{d\mu_1^2} = \frac{\alpha_s(\mu_1^2)}{2\pi} \gamma_a f_{a/A}(x, \mu_1^2) \theta(\mu_1^2 > m_0^2(a))
\]

\[
+ \int_0^1 dz \theta((1-z)\mu_1^2 > m_0^2(a))
\]

\[
\times \left( \frac{\alpha_s(\mu_1^2)}{2\pi} \left[ \frac{2C_a}{1-z} \left[ f_{a/A}(x/z, \mu_1^2) - f_{a/A}(x, \mu_0^2) \right] \right] \right)
\]

\[
+ \frac{\alpha_s(\mu_1^2)}{2\pi} \sum_{\hat{a}} \frac{1}{z} P_{a\hat{a}}^{\text{reg}}(z)f_{a/A}(x/z, \mu_1^2) \right|.
\]

One could determine the functions \( f_{a/A}(x, \mu_1^2) \) from data using the new factorization scheme. That would be a major undertaking, so what we do for DEDUCTOR is to use the same functions at a starting scale around 1 GeV as used for the CT14 PDFs, and then use Eq. (47) to determine the PDFs at higher scales.

Note that at very large scales, the evolution equation (47) is nearly the same as its \( \overline{\text{MS}} \) version. However, at smaller values of the scale variable, the two evolution equations are quite different. Thus \( f_{a/A}(x, \mu_1^2) \) for \( \mu_1^2 \gg 1 \) GeV\(^2 \) will be substantially different from \( f_{a/A}(x, \mu_2^2) \).

### C. No-splitting probabilities

Consider now the no-splitting probability in a DEDUCTOR shower using one of the three ordering choices. As in some of the previous sections, we simplify the notation by assuming that there is only one initial state hadron and one kind of parton. Then the no-splitting probability for ordering type \( \lambda \) is a slightly more precise version of Eq. (33),

\[ \text{Here the treatment of the argument of } \alpha_s \text{ affects the evolution kernel at order } \alpha_s^2 \text{ only. We have chosen to include factors of } (1-z)^4 \text{ only in the term with a factor of } 1/(1-z). \] This matches our choice in the shower splitting functions.
Here $\mu_{h}^{2}$ is $c_{s}$ times the value of the ordering variable for a previous splitting or the ordering variable assigned to the start of the shower, with $c_{0} = 1$, $c_{1} = 2p_{a} \cdot Q_{a}/Q_{b}^{2}$, and $c_{2} = 1$. Similarly, $\mu_{h}^{2}$ is $c_{s}$ times the value of the ordering variable for a next splitting. The PDFs are the ones appropriate to ordering type $\lambda$. In the exponent, we are integrating over the probability for a potential splitting that did not happen. We divide the splitting function into a part, $G_{\lambda}^{\text{sing}}$ that is singular for $(1 - z) \to 0$ and a part $G_{\lambda}^{\text{reg}}$ that is regular for $(1 - z) \to 0$. Then we set the argument of $\alpha_{s}$ for the potential splitting to $\lambda_{R}(1 - z)^{\lambda_{R}} \mu_{\lambda}^{2}$ for the singular part and to $\lambda_{R} \mu_{\lambda}^{2}$ for the regular part. One could omit $\lambda_{R}$ in the regular part, but it seems to us simpler to retain $\lambda_{R}$ in the argument of $\alpha_{s}$ both terms in Eq. (48) and in Eq. (47). These choices for the argument of $\alpha_{s}$ affect the splitting functions only at order $\alpha_{s}^{2}$.

The function $G_{\lambda}(\mu_{\lambda}^{2}, z, \phi)$ is the shower splitting function. We define it by

$$G_{\lambda}^{\text{sing}}(\mu_{\lambda}^{2}, z, \phi) = G_{0}^{\text{sing}}((1 - z)^{\lambda} \mu_{\lambda}^{2}, z, \phi),$$
$$G_{\lambda}^{\text{reg}}(\mu_{\lambda}^{2}, z, \phi) = G_{0}^{\text{reg}}((1 - z)^{\lambda} \mu_{\lambda}^{2}, z, \phi).$$

The function $G$ is quite complicated, but we need only two of its features. First, we define $G$ to contain a $\theta$ function that requires

$$\mu_{0}^{2} > m_{0}^{2}.$$  

This $\theta$ function acts to turn off the parton shower at the scale $m_{0}^{2}$. One can then complement the parton shower by a hadronization model to cover physics below this scale. There is also a kinematic limit: $G$ is nonzero only for

$$\frac{(1 - z)^{2}}{z} > \frac{\mu_{0}^{2}}{Q^{2}}.$$  

For smaller values of $1 - z$, an initial state splitting is not possible [15]. This is directly applicable to a $k_{T}$-ordered shower. This translates to

$$1 - z > \frac{\mu_{0}^{2}}{Q^{2}},$$

which is directly applicable to a $\Lambda$-ordered shower. For an angle-ordered shower, we need

$$1 - z > \frac{\mu_{2}^{2}}{Q^{2}}.$$  

This is no restriction at all as long as $\mu_{2}^{2} < Q^{2}$. That is, the angle-ordered shower is not really a hardness-ordered shower because an infinitely soft gluon emission can still have a large angle and thus a large $\mu_{2}^{2}$. For an angle-ordered shower, the only restriction on the $z$ integral in Eq. (48) comes from the infrared cutoff in Eq. (50).

$$\frac{(1 - z)^{2}}{z} > m_{0}^{2}.$$  

D. The PDF property

With this preparation, we can now investigate what happens with the PDF property with the three choices of ordering variables.

For $k_{T}$ ordering ($\lambda = 0$), we have examined $\Pi_{\bar{t}}(t)$, which tests the PDF property, in Fig. 4. Then we examined $\bar{\Pi}_{\text{opt}}(t)$, which includes the operator $U_{V}(\mu_{2}^{2}, \mu_{2}^{2})$, in Fig. 5.

![FIG. 6. Alternative no-splitting fraction, $\bar{\Pi}_{\text{opt}}(t)$, versus shower time according to DEDUCTOR with $\Lambda$ ordering. This figure is analogous to Fig. 4, which shows $\bar{\Pi}_{\text{opt}}(t)$ with $k_{T}$ ordering. The range of $t$ values shown here is different since now $t$ has a different meaning.](image-url)
Consider the next $\Lambda$ ordering. The comparison for $\bar{\Pi}_{\text{alt}}(t)$ is shown in Fig. 6. There is a significant dependence on the PDF set, but it is smaller than with $k_T$ ordering (Fig. 4).

In fact, the operator $\mathcal{U}_{\text{V}}(\mu_f^2, \mu^2)$ is closer to the unit operator for $\Lambda$ ordering than for $k_T$ ordering. This is because the restriction (52) for $\Lambda$ ordering is less restrictive than the restriction (51) for $k_T$ ordering. The fact that $\mathcal{U}_{\text{V}}(\mu_f^2, \mu^2)$ is closer to the unit operator for $\Lambda$ ordering than for $k_T$ ordering reflects the fact that some of the result of summation of threshold logarithms moves from $\mathcal{U}_{\text{V}}(\mu_f^2, \mu^2)$ to the change in PDFs compared to the $\overline{\text{MS}}$ PDFs [15].

The comparison for $\bar{\Pi}_{\text{opt}}(t)$ is shown in Fig. 7. The dependence on the PDF set is barely discernible, as it was for $k_T$ ordering (Fig. 5).

Finally, consider angle ordering. The restriction (53) for angle ordering provides no restriction at all. Now the upper limit for the $z$ integration in the shower matches the upper limit for the $z$ integration in the evolution of the PDFs. Because of this, we can expect the PDF property for $\bar{\Pi}_{\text{alt}}(t)$ to work to a good approximation. The comparison for $\bar{\Pi}_{\text{alt}}(t)$ is shown in Fig. 8. There are three curves for the three PDF sets, but the differences are small.

With angle ordering, the operator $\mathcal{U}_{\text{V}}(\mu_f^2, \mu^2)$ is close to the unit operator. In the case examined in this paper, the approximation to $\mathcal{U}_{\text{V}}(\mu_f^2, \mu^2)$ used in DEDUCTOR makes

\[ \bar{\Pi}_{\text{opt}}(t) = \bar{\Pi}_{\text{alt}}(t) \] exactly, as explained in Appendix A. Thus the graph for $\bar{\Pi}_{\text{opt}}(t)$ is the same as Fig. 8, and we do not display it. Now all of the result of summation of threshold logarithms is contained in the change in PDFs compared to the $\overline{\text{MS}}$ PDFs [15].

IX. CONCLUSIONS

Initial state splittings in backward evolution in a parton shower event generator are characterized by the probability $\bar{\Pi}(t)$ not to have a splitting between two scales $\mu_h^2$ and $\mu_s^2 = e^{-t}\mu_h^2$. This function is the exponential of an integral of the shower splitting functions times a ratio of PDFs. One can consider another function, $\bar{\Pi}_{\text{alt}}(t)$, obtained by multiplying $\bar{\Pi}(t)$ by the ratio of PDFs with these two scales according to Eq. (7). If one were to follow an argument that ignores some complications, one would conclude that the function $\bar{\Pi}_{\text{alt}}(t)$ is independent of the parton distribution functions used in the calculation. We call this conclusion the PDF property of the shower evolution.

One can quite easily test the PDF property numerically by running the parton shower event generator using different PDF sets. We test PYTHIA and we test DEDUCTOR with $k_T$ ordering. We find that the PDF property does not hold. Thus we conclude that the complications that were ignored in the argument for the PDF property are not just trivial.

---

8We have not used the angle ordering option in DEDUCTOR in practical calculations of cross sections. Thus this option is rather untested. Nevertheless, we deem it of interest to test how well the PDF property works with this ordering option.
complications but are rather quite significant. It appears that the main difficulty comes from the upper end point of the integral over momentum fraction \( z \) in the exponent of \( \bar{\Pi}(t) \). This upper end point was regarded as being close to 1, but in view of the presence of \( 1/(1-z) \) singularities, it is not close enough.

DEDUCTOR has an approximation to another operator, \( U_V(\mu^2_1, \mu^2_2) \), that adjusts cross sections and has the effect of summing threshold logarithms. Using this operator, one can define another function, \( \bar{\Pi}_{\text{opt}}(t) \), that should be independent of the PDF set to the accuracy of the approximations to \( U_V(\mu^2_1, \mu^2_2) \) and \( \mathcal{N}(\mu^2_1, \mu^2_2) \) in DEDUCTOR. We find that \( \bar{\Pi}_{\text{opt}}(t) \) is independent of the PDF set to a good accuracy.

We also test DEDUCTOR using its default virtuality based ordering variable \( \Lambda^2 \), and we test DEDUCTOR using angle ordering. In either case, inside the shower one must use shower oriented PDFs that obey a modified evolution equation appropriate to the ordering variable.

With \( \Lambda \) ordering, as expected, the PDF property fails to hold for \( \bar{\Pi}_{\text{alt}}(t) \) but \( \bar{\Pi}_{\text{opt}}(t) \) is quite accurately independent of the PDF set.

With angle ordering, for the case examined in this paper, \( \bar{\Pi}_{\text{opt}}(t) \) is equal to \( \bar{\Pi}_{\text{alt}}(t) \). We thus expect \( \bar{\Pi}_{\text{alt}}(t) \), calculated with PDFs that obey the evolution equation appropriate for angle ordering, to be almost independent of the choice of PDF set. We find that this is the case.

It would be of interest to see the extent to which other parton shower event generators exhibit or do not exhibit the PDF property. A numerically substantial failure to exhibit this property does not indicate that there is something wrong with the probability preserving parton shower. Rather, it says something about the numerical importance of the analogue of the operator \( U_V \). As we see in Eq. (34), this operator provides corrections to the hard scattering matrix elements that appear before the probability preserving parton shower starts. A substantial violation of the PDF property indicates that the cross section corrections contained in \( U_V \) are numerically important. The absence of these corrections can be partly alleviated by NLO matching of the hard scattering matrix elements to the shower, but the part of \( U_V \) that is beyond NLO would still be missing.

In our view, an analogue of \( U_V \) should be included in every parton shower event generator because it is part of a definition of a parton shower from the first principles of QCD perturbation theory [8]. However, most such parton shower programs lack the needed \( U_V \) factor. It is thus of interest that one can, by testing the PDF property, assess the numerical importance of \( U_V \) corrections without having constructed the analogue of \( U_V \) for an existing parton shower event generator.

For the future, it would certainly be desirable to have a parton shower with splitting kernels evaluated at order \( \alpha_s^2 \). This should come along with the operator \( U_V(\mu^2_1, \mu^2_2) \) defined with an exponent calculated to order \( \alpha_s^2 \). It would then be a good check of the consistency of the initial state evolution in the higher order shower that \( \bar{\Pi}_{\text{opt}}(t) \) defined in Eq. (31) is still independent of the PDF set used in its calculation.
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**APPENDIX: OPERATORS**

In this Appendix, we briefly explain some of the operators that we use in the main text.

The operators in DEDUCTOR are operators on a vector space, the “statistical space,” that describes the momenta, flavors, colors, and spins for all of the partons created in a shower as the shower develops. The general theory includes parton spins but DEDUCTOR simply averages over spins, so our explanation here will leave out parton spins. With \( m \) final state partons, the partons carry labels \( a, b, 1, 2, \ldots, m \), where \( a \) and \( b \) are the labels of the two initial state partons. The partons have momenta \( \{ p \}_m = \{ p_a, p_b, p_1, \ldots, p_m \} \) and flavors \( \{ f \}_m \). We take the partons to be massless: \( p_i^2 = 0 \). The momenta of initial state partons are specified by their momentum fractions \( \eta_a \) and \( \eta_b \): \( p_a = \eta_a p_A \) and \( p_b = \eta_b p_B \), where \( p_A \) and \( p_B \) are the hadron momenta. For color, there are ket color basis states \( \{ c \}_A \) and bra color basis states \( \{ c^\dagger \}_A \). We use the trace basis, as described in Ref. [9]. Then the \( m \)-parton basis states for the statistical space are denoted by \( \{ \{ p, f, c, c^\dagger \}_m \} \).

Following Ref. [8], we begin with an operator \( U_{\text{per}}(\mu^2_h, \mu^2_h) \) that describes evolution from a harder scale \( \mu^2_h \) to a softer scale \( \mu^2_s \). As explained in the main text, the operator \( U_{\text{per}}(\mu^2_h, \mu^2_h) \) is constructed from Feynman diagrams with approximations that capture their collinear and soft limits. PDFs do not appear in \( U_{\text{per}}(\mu^2_h, \mu^2_h) \).

We can look at this in a little more detail. \( U_{\text{per}}(\mu^2_h, \mu^2_h) \) is an exponential, as given in Eq. (74) of Ref. [8],

\[
U_{\text{per}}(\mu^2_h, \mu^2_s) = \mathbb{T} \exp \left( \int_{\mu^2_h}^{\mu^2_s} \frac{d\mu^2}{\mu^2} \mathcal{S}_{\text{per}}(\mu^2) \right),
\]

where \( \mathbb{T} \) indicates \( \mu^2 \) ordering of the exponential with smaller \( \mu^2 \) to the left. Working to order \( \alpha_s \), we have
The operator $S_{pert}^{(1,0)}(\mu^2)$ describes real emissions and contributes to $S_{pert}(\mu^2)$ in Eq. (23) in the main text. The operator $S_{pert}^{(0,1)}(\mu^2)$ represents virtual exchange graphs and contributes to $S_{pert}^{(0,0)}(\mu^2)$ in Eq. (23).

\[ S_{pert}(\mu^2) = \frac{\alpha_s(\mu^2)}{2\pi} S_{pert}^{(1,0)}(\mu^2) + \frac{\alpha_s(\mu^2)}{2\pi} S_{pert}^{(0,1)}(\mu^2) + O(\alpha_s^2) . \]  

(A2)

In the first line on the right-hand side of Eq. (A3), we have a sum over parton indices $l$ and $k$. The parton with label $l$ is the one that splits. There is another label $k$ so that we can include graphs that represent quantum interference between emission of a gluon from parton $l$ and from another parton $k$. We call parton $k$ the helper parton. For the quantum interference terms, we have $k \neq l$. There are also graphs that do not represent quantum interference. For these, $k = l$.

The first line on the right-hand side of Eq. (A3) also includes a delta function that specifies the definition of the shower ordering variable $\mu^2$, using a function $\delta(\mu^2 - \mu^2')$. To understand this, we need to define the important kinematic variables in a splitting, as given in Appendix A of Ref. [15]. It is convenient to use a dimensionless virtuality variable $y$ defined, for the splitting of parton $l$ (either an initial state or final state parton) by

\[ y = \frac{2 \hat{p}_l \cdot \hat{p}_{m+1}}{2 \hat{p}_l \cdot Q} , \]  

(A4)

where $Q = p_a + p_b$ is the total momentum of the initial state partons in the state $\{p,f,c',\ldots\}_m$. For $l = a$, we note that $2 \hat{p}_l \cdot Q = Q^2$. The default ordering variable in DEDUCTOR is

\[ \Lambda^2 = y Q_0^2 , \]  

(A5)

The operator $S_{pert}^{(1,0)}(\mu^2)$ is defined in Eq. (6.5) of Ref. [15] as the operator $S_{pert}^{(1,0)}(\mu^2)$ with the PDF factors removed, where $S_{pert}^{(1,0)}(\mu^2)$ is the operator called $\mathcal{H}_{l}(\mu^2)$ given in Eq. (5.7) of Ref. [12] which is based on Eq. (8.26) of Ref. [9]. When $S_{pert}^{(1,0)}(\mu^2)$ is applied to a statistical basis state $\{p,f,c',\ldots\}_m$ with $m$ partons, it produces a linear combination of basis states $\{p,f,c',\ldots\}_{m+1}$ with $m + 1$ partons by adding a new parton with label $m + 1$. The operator $S_{pert}^{(1,0)}(\mu^2)$ is defined by

\[
\left\langle \{\hat{p},\hat{f},c',\ldots\}_{m+1} | S_{pert}^{(1,0)}(\mu^2) | \{p,f,c',c''\}_m \right\rangle = \sum_{l,k} \delta(\mu^2 - \mu^2') \left\langle \{\hat{p},\hat{f}\}_{m+1} \right| S_{pert}(\mu^2) \{p,f\}_m \right\rangle 
\times \frac{n_c(a)n_c(b)\eta_a\eta_b}{n_c(\hat{a})n_c(\hat{b})\eta_{\hat{a}}\eta_{\hat{b}}} \frac{\hat{f}_{\hat{a}}/B(\eta_{\hat{a}},\mu^2\hat{F})}{\hat{f}_{\hat{b}}/B(\eta_{\hat{b}},\mu^2\hat{F})} 
\times \frac{1}{2} \theta(k = l) \theta(\hat{f}_{m+1} \neq g) \tilde{w}_{ll}(\{\hat{p},\hat{f}\}_{m+1}) 
+ \theta(k = l) \theta(\hat{f}_{m+1} = g) \tilde{w}_{ll}(\{\hat{p},\hat{f}\}_{m+1}) - \tilde{w}_{ll}^{\text{dipole}}(\{\hat{p},\hat{f}\}_{m+1}) 
- \theta(k \neq l) \theta(\hat{f}_{m+1} = g) \Lambda_{lk}^{(2)}(\{\hat{p}\}_{m+1}) \tilde{w}_{ll}^{\text{dipoledf}}(\{\hat{p},\hat{f}\}_{m+1}) 
\times \left( \{c',\ldots\}_{m+1} t^2_{i\ell}(f_{j1} \rightarrow f_{j2} + f_{j3} + \cdots) \otimes t_{i\ell}(f_{j1} \rightarrow f_{j2} + f_{j3} + \cdots) \right) 
+ \left( \{c',\ldots\}_{m+1} t^2_{i\ell}(f_{j1} \rightarrow f_{j2} + f_{j3} + \cdots) \otimes t_{i\ell}(f_{j1} \rightarrow f_{j2} + f_{j3} + \cdots) \right) . \]  

(A3)

where $Q_0$ is the total momentum of the final state partons at the start of the shower. Thus for a $\Lambda$ ordered shower we can use the scale variable

\[ \mu^2(\{\hat{p},\hat{f}\}_{m+1}) = y Q^2 \]  

(A6)

to describe what is fixed for a splitting starting with an $m$-parton state with total momentum $Q$.

We will be particularly interested in the splitting of an initial state parton, say parton “a.” The parton has a momentum fraction $\eta_a$ before the splitting and momentum fraction $\tilde{\eta}_a$ after the splitting (“after” in the sense of backward evolution). We define the momentum fraction variable $z$ of this splitting by

\[ z = \frac{\eta_a}{\tilde{\eta}_a} . \]  

(A7)

The part of $\hat{p}_{m+1}$ orthogonal to the momenta of both incoming partons after the splitting, $\hat{p}_a$ and $\hat{p}_b$, is $\hat{p}_{m+1}^\perp$, whose square is

\[ (\hat{p}_{m+1}^\perp)^2 = y (1 - z - zy) Q^2 . \]  

(A8)

This quantity cannot be negative. Thus $(1 - z - zy) > 0$, or

\[ z < \frac{1}{1 + y} . \]  

(A9)

This inequality is very important to the analysis in this paper. It imposes an upper limit on $z$. If $y \ll 1$, the limit is
very close to \( z = 1 \). However, the size of \((1 - z)\) can be important because the splitting kernel is large near \( z = 1 \).

We define a transverse momentum variable \( k_T^2 \) for an initial state splitting. The quantity \( (\hat{p}^\perp_{m+1})^2 \) vanishes when the emitted parton is collinear to parton “a,” which corresponds to \( y \to 0 \) with fixed \((1 - z)\). However, it also vanishes when the emitted parton is collinear to parton “b,” which corresponds to \((1 - z - z_y) \to 0 \) with fixed \( y \). We prefer a variable that matches the previous momentum fraction splitting. DEDUCTOR uses a global momentum mapping as described in Eq. (A3)

\[
\left( l \right) \text{in the first line on the right-hand side of Eq. (A3) when } l = a.
\]

The second line on the right-hand side of Eq. (A3) contains the function that defines the momentum mapping. For an initial state splitting of parton “a,” this mapping supplies the momentum \( p_a - \hat{p}_a + \hat{p}_{m+1} \) needed for the splitting. DEDUCTOR uses a global momentum mapping as specified in Eq. (A.16) of Ref. [13].

In the third line, we have a ratio of parton distribution functions and associated initial state factors. For a final state splitting, this ratio is 1. For an initial state splitting, this ratio replaces the parton distribution functions at the previous momentum fraction \( \eta_a \) or \( \eta_b \) by the parton distribution function at the new momentum fraction after the splitting. If we want \( S^{(1,0)}(\mu^2) \) instead of \( S^{(1,0)}(\mu^2) \), we simply delete this line.

Skipping for the moment to the last four lines of Eq. (A3), we see the factor that relates the new color state \( \{ \hat{c}, \hat{c} \}_{m+1} \) to the old color state \( \{ c, c \}_m \). We simply insert the proper color matrices for the emission of a gluon from parton \( l \) and from parton \( k \) or for the splitting of a gluon into a \( g\bar{g} \) state. This factor is described in Ref. [12]. This factor is given in Eq. (A3) for exact color. Normally, DEDUCTOR uses the LC + approximation, which is described in some detail in Ref. [12].

This brings us to the remaining lines in Eq. (A3), which contain the splitting functions. The function \( \tilde{w}_{l,k}^{dipole}(\{ \hat{p}, \hat{f} \}_{m+1}) \) is the familiar eikonal function that describes interference of the emission of a gluon from parton \( l \) with the emission of a gluon from parton \( k \) in Feynman gauge. It is given in Eq. (5.3) of Ref. [12]:

\[
\tilde{w}_{l,k}^{dipole} = 4\pi\alpha_s \frac{2\hat{p}_k \cdot \hat{p}_l}{\hat{p}_{m+1} \cdot \hat{p}_k \hat{p}_{m+1} \cdot \hat{p}_l}.
\]

This function is multiplied by a function \( A'_l(\{ \hat{p} \}_{m+1}) \) that serves to partition the \( l - k \) dipole emission into a part considered to be an emission from parton \( l \) and a part considered to be an emission from parton \( k \). [See Eq. (5.8) of Ref. [12].] The choice in DEDUCTOR for \( A'_l \) is given in Eq. (7.12) of Ref. [11]:

\[
A'_l(\{ \hat{p} \}_{m+1}) = \frac{\hat{p}_{m+1} \cdot \hat{p}_k \hat{p}_l \cdot \hat{Q}}{\hat{p}_{m+1} \cdot \hat{p}_k \hat{p}_{m+1} \cdot \hat{p}_l \hat{p}_k \cdot \hat{Q}},
\]

where \( \hat{Q} = \hat{p}_a + \hat{p}_b \).

The functions \( \tilde{w}_{l,l}^{(S)}(\{ \hat{p}, \hat{f} \}_{m+1}) \) describe splittings of parton \( l \) in both the ket and bra states, with the use of a physical gauge. For instance, for emission of a gluon from initial state quark line “a,” the definition is [from Eq. (2.26) of Ref. [10]]

\[
\tilde{w}_{aa} = \frac{4\pi\alpha_s}{2(p_a \cdot p_b)^2} \frac{1}{(2p_a \cdot p_{m+1})^2} D_{\mu\nu}(\hat{p}_{m+1} \cdot \hat{Q})
\]

\[
\times \frac{1}{4} \text{Tr}[\hat{p}_a \gamma^\mu(\hat{p}_a - \hat{p}_{m+1}) \hat{p}_b \gamma^\nu \hat{p}_b (\hat{p}_a - \hat{p}_{m+1})]^\mu],
\]

where

\[
D_{\mu\nu}(\hat{p}_{m+1} \cdot \hat{Q}) = -g^{\mu\nu} \frac{\hat{p}_{m+1} \cdot \hat{Q}^\nu + \hat{Q} \cdot \hat{p}_{m+1}^{\nu} + \hat{Q} \cdot \hat{p}_{m+1}^{\mu} - \hat{Q} \cdot \hat{p}_{m+1}^{\nu} \hat{p}_{m+1}^{\mu}}{(\hat{p}_{m+1} \cdot \hat{Q})^2}.
\]

Using Eq. (2.38) of Ref. [10], this is

\[
\tilde{w}_{aa} = \frac{4\pi\alpha_s}{p_a \cdot Q} \frac{1}{(1 - z - z_y) \cdot \hat{Q} \cdot \hat{Q} \cdot \hat{Q}} \left[ 1 + z^2 - \frac{y z^2}{(1 - z)^2} \right] \cdot \hat{Q} \cdot \hat{Q} \cdot \hat{Q}.
\]

The quantity in braces here is approximately the coefficient of \( C_F \) in the splitting kernel \( \hat{P}(z) \) for the evolution of the quark PDF, \( [1 + z^2]/(1 - z) \), as long as \( y \ll (1 - z) \). However, it behaves quite differently when \( y \sim (1 - z) \).

The remaining functions \( \tilde{w}_{l,l}^{(S)} \) are given in Ref. [10]. Also in Eq. (A3) we have the function \( \tilde{w}_{l,l}^{(eikonal)}(\{ \hat{p}, \hat{f} \}_{m+1}) \). This function gives the eikonal approximation to gluon emission in the physical gauge that we used for \( \tilde{w}_{l,l}^{(S)}(\{ \hat{p}, \hat{f} \}_{m+1}) \). It is given in Eq. (2.10) of Ref. [10]:

\[
\tilde{w}_{l,l}^{(eikonal)}(\{ \hat{p}, \hat{f} \}_{m+1}) = 4\pi\alpha_s \frac{\hat{p}_l \cdot D(\hat{p}_{m+1} \cdot \hat{Q}) \cdot \hat{p}_l}{(\hat{p}_{m+1} \cdot \hat{p}_l)^2}.
\]

For an initial state splitting of parton “a,” this function is given in Eq. (2.39) of Ref. [10]:

\cite{10} Reference [10] uses variables \( y', \ z' \), and \( x' \), denoted as \( y, z, \) and \( x \), with \( y' = y, \ z' = [1 - z(1 + y)]/[1 - z_y], \) and \( x' = 1 - z \), so one has to translate the results to the current notation. Also, \( \tilde{w}_{l,l}^{(S)} \) is denoted by \( \tilde{w}_{l,l} \).
\[ \tilde{\omega}_{aa}^{\text{eikonal}} = \frac{4\pi\alpha_s}{p_a : \bar{Q} y} \left( 1 - z \right)^2. \]  

(A18)

The difference between \( \tilde{\omega}_{aa} \) and \( \tilde{\omega}_{aa}^{\text{eikonal}} \) for gluon emission from an initial state quark is

\[ \tilde{\omega}_{aa} - \tilde{\omega}_{aa}^{\text{eikonal}} = \frac{4\pi\alpha_s}{p_a : \bar{Q} y} \left( 1 - z - z^2 y \right). \]  

(A19)

We see that the subtraction removes the soft × collinear singularity at \( y \to 0 \), \( (1 - z) \to 0 \). This singularity is still present, but is contained in the terms in Eq. (A3) with \( k \neq l \).

This completes the description of \( S_{\text{pert}}^{(1,0)}(\mu^2) \), which contributes to Eq. (A1) in the exponent of \( U_{\text{pert}}(\mu^2, \mu^2) \) at order \( \alpha_s \).

\[
S_{\text{Re},a}^{(0,1)}(\mu^2)\{|p, f', c', c\}_m) = \left\{ \sum_{k \neq a,b,c} \int_{z_k}^{1/(1+y)} dz \left[ \frac{1}{\sqrt{(1-z)^2 + y^2 / \psi_{ak}^2}} - \frac{1}{1 - z} \right] \left[ \langle \{ T_a \cdot T_k \} \otimes 1 \rangle + [1 \otimes \langle T_a \cdot T_k \rangle] \right] + \left[ \gamma_a + 2C_a \log(y) \right] [1 \otimes 1] \right\} \{|p, f', c', c\}_m). \]  

(A22)

This result uses DEDUCTOR’s default \( \Lambda \) ordering to define \( \mu^2 = \mu_1^2 = yQ^2 \) according to Eq. (37) and uses the approximation that \( y \ll 1 \), but not \( y \ll \psi_{ak} \). Each term corresponds to exchanging a gluon between lines “a” and \( k \), with corresponding color operators \( T_a \cdot T_k \) applied either to the ket color state \( \{|c\}_m \) or the bra color state \( \{|c\}_m \). Thus, in general, a gluon exchange changes the color state. However, if we use the LC + approximation, these operators simply multiply the state by an eigenvalue when partons \( k \) and “a” are color connected and give zero otherwise. The parameter \( \psi_{ak} \) is

\[ \psi_{ak} = \frac{1 - \cos \theta_{ak}}{\sqrt{8(1 + \cos \theta_{ak})}}. \]  

(A23)

where \( \theta_{ak} \) is the angle between the two partons in the reference frame in which \( \bar{Q} = 0 \). The parameter \( z_k \) is defined by

\[ p_k : p_b = (1 - z_k)p_a : p_b. \]  

(A24)

The constants \( C_a \) and \( \gamma_a \) are defined in Eqs. (43) and (44). This completes the definition of the operator \( S_{\text{pert}}^{(1,0)}(\mu^2) \) at first order in \( \alpha_s \).

We also need the operator \( S(\mu^2) \) that generates the shower according to

\[ S(\mu^2) = \frac{\alpha_s(\mu^2)}{2\pi} F(\mu^2) S_{\text{pert}}^{(1,0)}(\mu^2) F^{-1}(\mu^2) \]

\[ \quad - \frac{\alpha_s(\mu^2)}{2\pi} [F(\mu^2) \circ \tilde{S}_{\text{pert}}^{(1,0)}(\mu^2)] F^{-1}(\mu^2) \]

\[ \quad + \frac{\alpha_s(\mu^2)}{2\pi} S_{\text{pert}}^{(0,1)}(\mu^2) + O(\alpha^3). \]  

(A26)

We have already met the operator \( S_{\text{pert}}^{(1,0)}(\mu^2) \) in Eq. (A3). The operators \( F(\mu^2) \) and \( F^{-1}(\mu^2) \) insert the PDF factor in the third line on the right-hand side of Eq. (A3), turning \( S_{\text{pert}}^{(1,0)}(\mu^2) \) into

\[ S_{\text{pert}}^{(1,0)}(\mu^2) = F(\mu^2) S_{\text{pert}}^{(1,0)}(\mu^2) F^{-1}(\mu^2). \]  

(A27)

The operator \( S_{\text{pert}}^{(0,1)}(\mu^2) \) inserts phase factors and is not important for the present paper.

We have next an operator \([F(\mu^2) \circ S_{\text{pert}}^{(1,0)}(\mu^2)] F^{-1}(\mu^2)\), where the \( \circ \) denotes a convolution in momentum fraction in the notation of Ref. [8]. For instance, the first order evolution equation (1) for the parton distribution functions is written as
\[
\mu^2 \frac{d}{d\mu^2} F(\mu^2) = \frac{\alpha_s(\mu^2)}{2\pi} [F(\mu^2) \circ \mathcal{P}^{(1)}(\mu^2)]. \tag{A28}
\]

The operator \([F(\mu^2) \circ \tilde{S}^{(1,0)}(\mu^2)]F^{-1}(\mu^2)\) is easy to understand. When evaluated in the LC + approximation, this operator is a very familiar part of a parton shower. When multiplied by \(\alpha_s/(2\pi)\) and applied to a state \(|\{p, f, c', c\}_m\rangle\), it gives an eigenvalue equal to the total probability for one of the partons in this state to split at scale \(\mu^2\). Then

\[
\Pi = \exp\left(-\int_{\mu_h^2}^{\mu_c^2} \frac{d^2 \alpha_s(\mu^2)}{\mu^2} [F(\mu^2) \circ \tilde{S}^{(1,0)}(\mu^2)]F^{-1}(\mu^2)\right) \tag{A29}
\]

is the Sudakov factor representing the probability not to have a splitting between scales \(\mu_h^2\) and \(\mu_c^2\). When evaluated using full color, \([F(\mu^2) \circ \tilde{S}^{(1,0)}(\mu^2)]F^{-1}(\mu^2)\) is defined by integrating \(\tilde{S}^{(1,0)}(\mu^2)\) over the splitting variables and rearranging the color operators. It is evaluated in some detail in Appendix B of Ref. [15], where it is denoted by \(\mathcal{V}(\mu^2)\).

When we use the shower generator \(\mathcal{U}(\mu^2)\) to define \(\mathcal{U}(\mu_h^2, \mu_c^2)\) according to Eq. (A25), the construction in Eq. (A26) guarantees that the shower preserves the total probability: the sum of the cross sections for the system to be in any of the possible states at the end of the shower equals the sum of the cross sections for the system to be in any state at the start of the shower.

Now we turn to the operator \(\mathcal{U}_V(\mu^2, \mu_h^2)\), which is generated by the operator \(\mathcal{S}_V(\mu^2)\) according to Eq. (18). The relation (17) between \(\mathcal{U}(\mu^2, \mu_h^2, \mu_c^2)\) and \(\mathcal{U}_V(\mu^2, \mu_h^2)\) tells us what \(\mathcal{S}_V(\mu^2)\) has to be. At first order in \(\alpha_s\), we have, according to Eq. (124) of Ref. [8],

\[
\mathcal{S}_V(\mu^2) = \frac{\alpha_s(\mu^2)}{2\pi} [F(\mu^2) \circ \tilde{S}^{(1,0)}(\mu^2)]F^{-1}(\mu^2)
+ \frac{\alpha_s(\mu^2)}{2\pi} \mathcal{S}_{\text{Re}}(\mu^2)
- \frac{\alpha_s(\mu^2)}{2\pi} [F(\mu^2) \circ \mathcal{P}^{(1)}(\mu^2)]F^{-1}(\mu^2) + \mathcal{O}(\alpha_s^2). \tag{A30}
\]

We have introduced the first two terms in this result. In the third term, the parton distribution functions are convolved with the first order PDF evolution kernel \(\mathcal{P}^{(1)}(\mu^2)\), as in Eq. (A28).

In Ref. [7], the first order part of \(\mathcal{S}_V(\mu^2)\) is denoted by \(\mathcal{V}(\mu^2) - \mathcal{S}(\mu^2)\) except that we drop the iz term in \(\mathcal{S}(\mu^2)\). There are contributions associated with each parton \(l\) on which \(\mathcal{S}_V(\mu^2)\) acts:

\[
\mathcal{S}_V(\mu^2) = \mathcal{S}_{V,a}(\mu^2) + \mathcal{S}_{V,b}(\mu^2) + \sum_{l>0} \mathcal{S}_{V,l}(\mu^2). \tag{A31}
\]

For final state partons, \(l > 0\), the net contribution at first order vanishes because of real-virtual cancellations. For the two initial state partons, there are cancellations, but there are some terms left over that are not suppressed by a power of \(y\). These terms are given for parton “a” in Eq. (A55) of Ref. [7].

11We state the result for a general state \(|\{p, f, c', c\}_m\rangle\). In the special case examined numerically in this paper, there are two initial state partons and no final state colored partons. Then the contributions in the general formula that come from final state partons \(k \neq a, b\) are absent. The general formula is

\[
S_{V,a}(\mu^2)\{p, f, c', c\}_m = \left\{ \begin{array}{l}
\frac{1}{(1+y)^2} \int_0^{1} \frac{dz}{2\pi} \alpha_s((1-z)\lambda_R y^2) \left[ \theta((1-z)yQ^2 > m_0^p(a)) \left(1 - f_{a/A}(\eta_a/z, yQ^2)\right) \right] \frac{2\pi c_a}{1-z} [1 \otimes 1] \\
- \sum_a \int_0^{1} \frac{dz}{2\pi} \alpha_s((1-z)\lambda_R y^2) \left[ \theta((1-z)yQ^2 > m_0^p(a)) \left(1 - f_{a/A}(\eta_a/z, yQ^2)\right) \right] f_{a/A}(\eta_a, yQ^2) [1 \otimes 1] \\
- \sum_{a,b} \left( \frac{z}{1-z} - zv(y, z, \theta_{ab}) \right) \left[ \left( T_a \cdot T_k \right) \otimes 1 \right] + \left[ 1 \otimes \left( T_a \cdot T_k \right) \right] \\
+ \sum_{k \neq a, b} I_k(y, \xi_k, z_k) \left[ \left( T_a \cdot T_k \right) \otimes 1 \right] + \left[ 1 \otimes \left( T_a \cdot T_k \right) \right] \} \{p, f, c', c\}_m + \mathcal{O}(\alpha_s^2). \tag{A32}
\]

11In Eq. (A55) of Ref. [7], the sum over \(k\) in the third term included \(k = b\), but this contribution is exactly zero, so we have written the sum in Eq. (A32) to exclude \(k = b\). Additionally, we have found that the integral \(I_k\) is small, so the fourth term in Eq. (A32) is not included in the current version of DEDUCTOR.
Here \( v(y, z, \theta_{ak}) \) is defined in Eq. (A44) of Ref. [7]:

\[
v(y, z, \theta_{ak}) = \frac{z(1 + y)}{1 - z} \frac{1 - \delta}{1 + zy} + \frac{1}{1 + zy}.
\]

In Eq. (A32), we have divided the PDF evolution kernel \( \hat{P}_{ab}(z) \) into a part with a \( 1/(1 - z) \) singularity and a nonsingular part \( P_{ab}^{\text{reg}}(z) \) according to Eq. (43). In the coefficient of \( P_{ab}^{\text{reg}}(z) \), we set the argument of \( \alpha_2 \) to \( \lambda_R yQ^2 \), where \( \lambda_R \) is defined in Eq. (45). In all of the other terms, we set the argument of \( \alpha_2 \) to \( (1 - z)\lambda_R yQ^2 \), using our definition (A10) of \( k_2^R = (1 - z)yQ^2 \). These choices could be regarded as somewhat arbitrary, but they affect the operator \( S_{y, \mu}(\mu^2) \) only at order \( \alpha_2^2 \). In all of the terms in Eq. (A32), we include a theta function that restricts \( k_2^R = (1 - z)yQ^2 \) to be greater than \( m_0^2(a) \), as in Eq. (46), where \( m_0^2(a) \) is the greater of a shower end scale of order 1 GeV\(^2\) and the mass of parton with flavor \( a \).

The result for \( S_{y, \mu}(\mu^2) \) in Eq. (A32) is not simple. However, the main contribution comes from the first term. This term is simple. It results from a near cancellation of two pieces. One is a contribution from the shower, in which \( z \) is integrated in the range \( 0 < z < 1/(1 + y) \). The second is a contribution from PDF evolution, in which \( z \) is integrated in the range \( 0 < z < 1 \). We are left with an integral over the range \( 1/(1 + y) < z < 1 \). For \( y \ll 1 \), this is a tiny range. However, this term contains a factor \( 1/(1 - z) \), which is large in this range and is singular in the limit \( z \to 1 \). There is no actual singularity because the PDF factor vanishes when \( z \to 1 \). Nevertheless, the PDFs are fast varying near \( z = 1 \) if \( \eta_a \) is large. Thus this term can be substantial, as we have seen in the numerical results in this paper.

The results in this Appendix are for \( \Lambda \) ordering. As explained in the main text, if we want \( \kappa_q \) ordering, we should replace \( y \) by \( y_0 = (1 - z)y \) as the variable held constant in the \( z \) integration. Then the integration range \( z > 1/(1 + y) \) becomes \( (1 - z)^2/z < y_0 \). If we want angle ordering, we should replace \( y \) by \( y_2 = y/(1 - z) \) as the variable held constant. Then the integration range \( 1/(1 + y) < z < 1 \) becomes \( 1/y_2 < z < 1 \). As long as the angle variable \( y_2 \) is smaller than 1, the integration range vanishes. Thus the first two terms in Eq. (A32) give zero for angle ordering. The third and fourth terms are not present in the case examined in this paper, in which the only helper parton index is \( k = b \).

\[x = zy/(1 - z)\] and \( \delta = (1 + zy)/(1 + y)(1 + \cos \theta_{ak})/2\). We note that \( x \) runs from 0 to 1 when \( z \) ranges from 0 to its upper limit, \( 1/(1 + y) \), and that \( \delta > 0 \). However, \( \delta \) can be larger than 1 when \( \theta_{ak} \) is small. We have also defined the integral

\[
I_k(y, \xi_k, z_k) = \int_0^{1/(1 + y)} dz \frac{\alpha_s((1 - z)\lambda_R yQ^2)}{2\pi} \theta((1 - z)yQ^2 > m_0^2(a))
\]

This term is simple. It results from a near cancellation of terms, we set the argument of \( \alpha_2 \) to \( (1 - z)\lambda_R yQ^2 \), and the mass of parton with flavor \( a \). Then the integration range vanishes. Thus the first two terms in Eq. (A32) give zero for angle ordering. The third and fourth terms are not present in the case examined in this paper, in which the only helper parton index is \( k = b \).

\[\delta = (1 + zy)/(1 + y)(1 + \cos \theta_{ak})/2\].
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