Quantum repeaters based on entanglement purification
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We study the use of entanglement purification for quantum communication over long distances. For distances much longer than the coherence length of a corresponding noisy quantum channel, the fidelity of transmission is usually so low that standard purification methods are not applicable. It is however possible to divide the channel into shorter segments that are purified separately and then connected by the method of entanglement swapping. This method can be much more efficient than schemes based on quantum error correction, as it makes explicit use of two-way classical communication. An important question is how the noise, introduced by imperfect local operations (that constitute the protocols of purification and the entanglement swapping), accumulates in such a compound channel, and how it can be kept below a certain noise level. To treat this problem, we first study the applicability and the efficiency of entanglement purification protocols in the situation of imperfect local operations. We then present a scheme that allows entanglement purification over arbitrary long channels and tolerates errors on the per-cent level. It requires a polynomial overhead in time, and an overhead in local resources that grows only logarithmically with the length of the channel.

PACS: 3.67.Hk, 3.67.-a, 3.65.Bz, 42.50.-p

I. INTRODUCTION

In quantum communication, qubits [1] are sent across quantum channels that connect distant nodes of a quantum network. In general, these quantum channels are noisy and therefore limit the fidelity of the transmission. A bottleneck for quantum communication is the scaling of the probability of transmission errors with the length of the channels connecting the nodes. Different from classical (digital) communication, the “signals” in quantum communication consist of single qubits which may be entangled. Owing to fundamental principles, these qubits cannot be cloned [2,3] nor amplified [4] without destroying the essential quantum feature. This fact limits the maximum distance between the nodes to a few multiples of the absorption length (or the coherence length) of the channel, and poses a severe restriction on any practical application. For example, in recent experiments on quantum cryptography [5], single photons are sent through optical fibers with a given absorption and depolarization length. This has two effects: (i) to transmit a photon without absorption, the number of trials scales exponentially with $l$; (ii) even when a photon arrives, the fidelity of the transmitted state decreases exponentially with $l$. In the experiment, the distance between the nodes is therefore presently limited by a few multiples of the absorption length of the fiber [6].

In the context of fault-tolerant quantum computing [7], Knill and Laflamme [8] have discussed an important scheme that allows, in principle, to transmit a qubit over arbitrarily long distances with a polynomial overhead in the resources. Their method requires to encode a single qubit into a concatenated quantum code (i.e. an entangled state of a large number of qubits) and to operate on this code repeatedly while it is propagated through the channel. The tolerable error probabilities for transmission are less than $10^{-2}$, whereas for local operations they are less than $5 \times 10^{-5}$. This seems to be outside the range of any practical implementation in the near future. A crucial figure for any experiment will be the number of particles that can be manipulated locally in a coherent fashion, together with the precision with which such local manipulations can be realized. For instance, even when the number of particles scales only polynomially with the length of the channel, a polynomially large number may still be far too large for any practical implementation.

A central tool in the theory of quantum information, specifically for quantum communication is entanglement purification [9–12]. It allows, in principle, to create maximally entangled states of particles at different locations even if the channel that connects those locations is noisy [1]. These entangled particles can then be used for faithful teleportation [13] or secure quantum cryptography [12,14]. It seems therefore natural to use this method as an ingredient for a quantum repeater. Furthermore, it allows highly efficient two-way protocols which can not be realized with quantum error correction procedures. If a noisy quantum channel is much longer than its coherence length, one cannot directly employ standard purification schemes. These schemes first create an ensemble of low fidelity EPR pairs across the channel, and then purify/distill a few perfect EPR pairs out of the ensemble. This, however, requires
a minimum fidelity $F_{\min}$ of the initial pairs to operate with, which cannot be achieved as the length $l$ of the channel increases.

In this paper, we treat the problem of a quantum repeater based on the method of entanglement purification. The idea of such a repeater is to divide a long quantum channel into shorter segments, which are purified separately, before they are connected. Connecting two segments of a channel means here to build up quantum correlations across the compound channel from correlations that exist across the individual segments. This can be done by entanglement swapping, or teleportation of entanglement. A quantum repeater must therefore combine the methods of entanglement purification and teleportation.

Although the combination of these methods should, in principle, allow to create entanglement over arbitrary distances, it is another question how much this "costs" in terms of resources needed for purification. Resources means here the number of low fidelity EPR pairs that have to be provided for purification of each channel segment. This quantity is related to the number of particles that have to be manipulated locally (at the connection points between the segments) in a coherent fashion. If the resources grow too fast with the length of the channel, not much will be gained by the whole procedure. A further important quantity is the error tolerance for the local operations. In every real situation, the local operations applied to one or more particles, will bear some imperfections. Since such operations are the building blocks for any entanglement purification protocol, their imperfections will limit the maximum attainable fidelity for an EPR pair and the efficiency of the protocol. In the context of the quantum repeater, a maximum fidelity $F < 1$ corresponds to a residual amount of noise for each segment. When the segments are connected, this noise accumulates.

To give a realistic treatment of the quantum repeater, we will therefore first study the applicability and the efficiency of entanglement purification protocols in the situation of imperfect local operations. The general conditions under which standard purification protocols can be used in the presence of errors have been studied by Giedke et al. [15]. This includes, in particular, thresholds and lower bounds for the attainable fidelities. For a generic class of stochastic errors, one can give explicit representations of the imperfect operations in terms of completely positive maps and/or POVMs [16]. In terms of these maps, we derive recursion formulas for the fidelities, which generalize the results given by Bennett et al. [9] and by Deutsch et al. [12]. From these results, we estimate that, for a generic class of errors, standard entanglement purification protocols work even for error probabilities of the order of a few per cent. In the context of long distance communication, we develop a purification procedure that combines the standard protocols with quantum teleportation in a certain way to be specified. This purification procedure allows quantum communication via noisy channels of arbitrary length. Since it explicitly exploits two-way classical communication [10], our procedure is much more efficient for quantum communication than protocols based on quantum error correction [8]. Specifically, this solution of the quantum repeater tolerates errors on the per-cent level; it requires a polynomial overhead in time and an overhead in local resources that grows only logarithmically with the length of the channel.

The paper is organized as follows: In Sec. II we introduce a generic error model to describe imperfect local operations such as noisy 1 bit and 2 bit operations and imperfect measurements. With the aid of these models, we revisit in Sec. III the basic elements of quantum communication – purification and teleportation. This discussion includes results for the maximum attainable fidelities and the working conditions of the standard protocols under the condition of noisy local operations. After this discussion, in Sec. IV we are ready to attack the quantum repeater problem itself. Our solution combines the methods of entanglement purification and entanglement swapping into a single (meta-) protocol, which we call nested entanglement purification. This protocol allows to distribute entanglement with a given fidelity across arbitrary long distances, even when local operations are imperfect. It requires an overhead in local resources that grows polynomially with the length of the channel. A modification of this protocol works with resources that grow only logarithmically with the length of the channel (while the build-up time grows polynomially).

II. IMPERFECT LOCAL OPERATIONS AND MEASUREMENTS

Imperfections of local operations can have various origins. An example for an imperfect one-qubit operation is a unitary ‘overrotation’ [7], as it would be realized by a laser pulse that effects a Bloch rotation around an angle that slightly deviates from the ideal (intended) one. If the laser is well stabilized but the pulse area tuned incorrectly, say, the deviation of the real from the intended (unitary) rotation will be the same when we repeat the operation, representing an example of a systematic error. If, on the other hand, the angle of the rotations fluctuates randomly around a certain mean value, every pulse introduces a certain amount of noise into the system, and the resulting operation would be described by a non-unitary map. In the present paper, we concentrate on this latter situation, that is we assume only stochastic errors and neglect systematic errors.

To give a precise description of a noisy 1-bit or 2-bit operation, one needs to know the exact form of the error mechanisms, which in turn depend on the specific physical implementation. In general, we have only limited knowledge
of these details. A generic model for a noisy channel is the so-called (symmetric) depolarizing channel. It transforms a qubit with initial state \( \rho \) in the way

\[
\rho \rightarrow p \rho + \frac{1-p}{2} I,
\]

where \( I \) is the identity operator and \( 0 \leq p \leq 1 \) depends on the time for which the qubit is subjected to the channel. The action of the channel thus results in admixing a completely depolarized state \( I/2 \) to the initial density operator. The limit \( p \rightarrow 0 \) corresponds to a very noisy channel, while \( p \rightarrow 1 \) describes a channel with very little noise (“ideal storage”).

One can easily generalize \([1]\) to the case where the ideal operation is some arbitrary unitary (1-bit) operation \( U \),

\[
\rho \rightarrow pU \rho U^{\dagger} + \frac{1-p}{2} I.
\]

In this situation, the ideal operation is accompanied by the action of the depolarizing channel. The whole map becomes non-unitary. It describes an imperfect 1-bit operation, which for \( p \rightarrow 1 \) becomes identical to the ideal unitary map. We call \( p \) the reliability of the imperfect operation, which represents a lower bound to the probability that its result corresponds to the ideal one. For a parametrization \( U = U_{\vec{a}} = \exp(-i \vec{\alpha} \cdot \vec{\sigma}) \) an imperfect (noisy) rotation may explicitly be defined by the map

\[
\rho \rightarrow R_{\vec{a}} \rho = \int d\vec{\beta} \nu(\vec{\beta}) U_{\vec{a}+\vec{\beta}} U_{\vec{a}+\vec{\beta}}^{\dagger} \rho U_{\vec{a}+\vec{\beta}} U_{\vec{a}+\vec{\beta}}^{\dagger},
\]

where the noise function \( \nu(\vec{\beta}) \) is normalized to unity and describes the fluctuations \( \delta \vec{a} = \vec{\beta} \) of the (generalized) Bloch vector \( \vec{\alpha} \). One can easily show that for “isotropic noise,” \( \nu(\vec{\beta}) = \nu(|\vec{\beta}|) \), the integral reduces to

\[
R_{\vec{a}} \rho = p U_{\vec{a}} \rho U_{\vec{a}}^{\dagger} + \frac{1-p}{2} I
\]

\[
= p R_{\vec{a}}^{\text{ideal}} \rho + \frac{1-p}{2} I
\]

wherein \( R_{\vec{a}}^{\text{ideal}} \rho \equiv U_{\vec{a}} \rho U_{\vec{a}}^{\dagger} \) describes the ideal rotation.

Motivated by these observations, we generalize this model to arbitrary one-qubit and two-qubit gates \([18]\) acting on an entangled state \( \rho \) of several qubits. We thereby require that errors introduced by local operations may only affect the local qubits on which the ideal operation acts (locality condition). Let \( \rho \) be a state of \( q \) qubits, labeled by \( 1, 2, \ldots, q \). An imperfect one-qubit operation acting on the first qubit, say, is then described by the map

\[
O_{1} \rho = p_{1} O_{1}^{\text{ideal}} \rho + \frac{1-p_{1}}{2} \text{tr}_{1}\{\rho\} \otimes I_{1}
\]

whereas an imperfect two-qubit operation acting on qubits 1 and 2 is described by

\[
O_{12} \rho = p_{2} O_{12}^{\text{ideal}} \rho + \frac{1-p_{2}}{4} \text{tr}_{12}\{\rho\} \otimes I_{12}.
\]

In these expressions, \( O_{1}^{\text{ideal}} \) is the ideal (perfect) operation and \( I_{1} \) and \( I_{12} \) denote unit operators on the subspace where the ideal operation acts, corresponding to totally depolarized one and two-qubit states. The state of the other particles are described by the partial traces \( \text{tr}_{1}\{\rho\} \) and \( \text{tr}_{12}\{\rho\} \), respectively, of the initial density operator over these subspaces. The quantities \( p_{1} \) and \( p_{2} \) measure the reliability of the operations, where perfect operations correspond to \( p_{1} = 1 \). Technically speaking, an imperfect operation is modeled by the corresponding ideal operation accompanied/followed by a depolarizing channel that acts (only) on the same subspace as the ideal operation.

Note that the maps \([3]\) and \([4]\) are linear and trace conserving, albeit non-unitary. For any state \( \rho \) which is diagonal in the Bell basis defined by any two of the particles – all states we deal with in this paper are of this form –, the model is self consistent in the sense that \( O_{1} \otimes O_{2} \) (two single-qubit operations, each described by an error parameter \( p_{1} \)) can be written as a certain two-qubit operation \( O_{12} \) described by an error parameter \( p_{2} = p_{1}^{2} \). Generally, any sequence of local operations can be written as a single joint operation within this model. The resulting error parameter (i.e. reliability) describing the joint operation is obtained by multiplying the error parameters of the single operations.

We will use these maps to estimate the role of imperfect operations in standard protocols for entanglement purification and for teleportation. Although the model is simple, it is generic at the same time. We just mention here that similar maps may be derived from a Jaynes-type principle, insofar as their resulting states maximize the entropy of
the resulting state with respect to variations that are trace conserving and keep the average fidelity of the operation constant.

We finally describe an imperfect measurement on a single qubit (in the computational basis) by a POVM \( \{P_0, P_1\} \) corresponding to the ‘imperfect projectors’

\[
P_0^\eta = \eta |0\rangle \langle 0| + (1 - \eta) |1\rangle \langle 1| \\
P_1^\eta = \eta |1\rangle \langle 1| + (1 - \eta) |0\rangle \langle 0| .
\]

The parameter \( \eta \) is a measure for the quality of the projection onto the basis states. Assume the qubit to be measured is in the state \( \rho = |0\rangle \langle 0| \) and we are trying to measure its state with the aid of an measurement apparatus described by \( \{P_0, P_1\} \). The expectation values \( \langle P_0^\eta \rangle = \eta \) and \( \langle P_1^\eta \rangle = 1 - \eta \) simply mean that the apparatus will give us the wrong result (‘1’) with probability \( 1 - \eta \geq 0 \). That is, the result is not completely reliable. An ideal measurement, in contrast, is described by \( \eta = 1 \). It is clear that the effect of the measurement on the measured qubit is not fully specified by the POVM \( \{P_0, P_1\} \).

In the present context, however, this description is sufficient as all measured particles are removed from the system i.e. we trace over their degrees of freedom after the measurement.

The operations (5) and (6) together with single-qubit measurements (7) are sufficient to describe all operations occurring in the context of teleportation and entanglement purification. For example, a Bell measurement (the measurement of a projector in the Bell basis) on two particles, say 1 and 2, can be realized by a two-qubit operation \( O_{12} \equiv \text{CNOT}_{1 \rightarrow 2} \) (controlled NOT) followed by a Hadamard rotation of particle 1 and two single-qubit measurements \( P_{0(1)}^1, P_{0(1)}^2 \) on particles 1 and 2 [25]. Instead of performing the Hadamard transformation one can also measure particle 1 in a rotated basis. In summary, an imperfect Bell measurement is described by an imperfect two-qubit operation followed by 2 imperfect single-qubit measurements, effecting e.g. \( |0\rangle |0\rangle \pm |1\rangle |1\rangle \rightarrow (|0\rangle |0\rangle + |1\rangle |1\rangle) |0\rangle \).

**III. PURIFICATION AND TELEPORTATION WITH IMPERFECT MEANS**

In this section we reconsider the basic elements of quantum communication, which are teleportation and purification, in the presence of local errors.

A. Entanglement purification

Purification is the distillation of few ‘perfect’ EPR pairs out of many imperfect pairs. In the following, we will generalize two different purification protocols that have been treated in the literature, by introducing imperfect gate and measurement operations. In subsection III A 3, we then discuss a modified version of these schemes which, generally speaking, has less favorable convergence properties but works with a smaller and constant number of physical resources.

1. Scheme of Bennett et al. (Scheme A)

This purification scheme was introduced by Bennett et al. [9,10]. In short, the scheme takes two pairs (1-2 and 3-4) as in Fig. 3, both in a Werner state

\[
\rho = F|\Phi^+\rangle \langle \Phi^+| + \left(1 - \frac{F}{3}\right) (|\psi^\pm\rangle \langle \psi^\mp| + |\psi^\mp\rangle \langle \psi^\pm| + |\Phi^\mp\rangle \langle \Phi^\pm|) .
\]

with fidelity \( F = \langle \phi^+|\rho|\phi^+\rangle \). Then it performs local (1 & 2-bit) operations on the particles at the same ends of the pairs. Writing \( \rho_{12} \otimes \rho_{34} = \rho_{1234} \), this essentially involves two CNOT operations, \( \text{CNOT}^\text{imperf}_{12} \) and \( \text{CNOT}^\text{imperf}_{34} \) acting on the state \( \rho_{1234} \), followed by a simple measurement \( P_{0(1)}^3, P_{0(1)}^4 \) of the particles 3 and 4. If the particles are found in the same state (00 or 11), the remaining pair, described by the state \( \rho'_{12} \) is kept, otherwise it is discarded. To obtain a recursive mapping between Werner states, a non-unitary depolarization operation (twirl) is applied to the resulting state before it is used for the next purification step. The original treatment of this protocol [9,10] assumes that all operations and measurements of the protocol are perfect.

To estimate the effect of local errors, we evaluate the protocol with the aid of the imperfect operations (5–7). The calculation of the fidelity \( F' \) of the new pair \( \rho'_{12} \) is somewhat lengthy but straightforward, and the result can be given in analytic form. The result of this calculation is summarized in the formula
They depend on the error parameters and give the borders of the interval within which purification is possible. If for the error parameters threshold gets tighter when the measurements are imperfect as well, i.e. for \( F \) with the threshold at \( F \) and \( \eta \), which reduces to the formula given in Ref. [9] in the limiting case \( \eta = 1 \) and \( p_2 = 1 \) (perfect operations). Although \( \rho'_{\text{in}} \) is no longer a Werner state, it can again be brought to Werner form using depolarization, which is considered to be noiseless here [10]. If one starts with an ensemble of pairs with fidelity \( F \), \( F' \) gives the fidelity of the remaining pairs that are left after one purification step. This defines a fraction of \( 2/p_{\text{even}} \) of the initial ensemble of pairs, where \( p_{\text{even}} \) denotes the probability for finding the particles 3 and 4 in the state 00 or 11, and is given by the denominator of (12) which both result from previous successful purification steps are used. The

\[
F' = \frac{[F^2 + (1-F)^2][\eta^2 + (1-\eta)^2] + [F(\frac{1-F}{3}) + (1-F^2)](2\eta(1-\eta)) + (1-p_2^2)}{[F^2 + \frac{2}{3}F(1-F) + \frac{1}{2}(1-F)^2][\eta^2 + (1-\eta)^2] + [F(\frac{1-F}{3}) + (1-F^2)](8\eta(1-\eta)) + 4(1-p_2^2)}
\]

where the probabilities \( p_{\text{even}}^{(k)} \) depend on the purification step \( k \). The physical resources, defined by the total number of particles at A or B that are used to store the pairs needed for the purification process, are for this scheme equal to the purification resources, since all pairs are created at the beginning and have to be stored as can be seen in Fig.2.

Each (iterated) application of (10) corresponds to a purification step. For each purification step, 2 identical pairs (which both result from previous successful purification steps) are used. The purification resources are defined by the average number \( M \) of pairs needed to perform \( k_{\text{max}} \) successful purification steps, and are given by

\[
M = \prod_{k=0}^{k_{\text{max}}} \frac{2}{p_{\text{even}}^{(k)}},
\]

where the probabilities \( p_{\text{even}}^{(k)} \) depend on the purification step \( k \). The physical resources, defined by the total number of particles at A or B that are used to store the pairs needed for the purification process, are for this scheme equal to the purification resources, since all pairs are created at the beginning and have to be stored as can be seen in Fig.2.

When calculating the fixpoints of (10), one finds that one fixpoint is always \( F = \frac{1}{2} \), independent of the error parameters \( p_2 \) and \( \eta \). The other two fixpoints \( F_{\text{min}} \) and \( F_{\text{max}} \) (see Fig.12) are given by the expression

\[
F_{\text{max}} = \frac{8\eta(\eta-1) + 3 \pm \sqrt{10-9/p_2^2 + 64\eta^4 - 128\eta^3 + 116\eta^2 - 52\eta - 36\eta(\eta-1)/p_2^2}}{16\eta(\eta-1) + 4}
\]

They depend on the error parameters and give the borders of the interval within which purification is possible. If \( F < F_{\text{min}} \), then \( F' > F \). Since \( F_{\text{max}} \) is an attractor, iterative application of (10) leads to a resulting pair with fidelity \( F \to F_{\text{max}} \). The value \( F_{\text{min}} \) thus gives the threshold for \( F \) where this purification scheme can be successfully applied, while \( F_{\text{max}} \) gives the maximal reachable fidelity. For perfect local operations, \( F_{\text{min}} = \frac{1}{2} \) and \( F_{\text{max}} = 1 \), meaning that all pairs with \( F > \frac{1}{2} \) can be purified to \( F = F_{\text{max}} = 1 \). For imperfect local operations, \( F_{\text{min}} > \frac{1}{2} \) and \( F_{\text{max}} < 1 \), i.e. no perfect EPR pairs can be created. If the error parameters become larger, these two fixpoints approach each other and the region where purification is possible shrinks to zero. The limiting situation \( F_{\text{max}} = F_{\text{min}} \) defines the threshold for the applicability of the purification protocol. For all pairs \((p_2, \eta)\) for which there is only one real fixpoint (at \( F = 1/4 \)), the imperfections of the local operations introduce more noise than one gains from the purification, so the scheme breaks down. For example for \( \eta = 1 \), (perfect measurements), Eq. (11) simplifies to

\[
F_{\text{min}} = \frac{3}{4} \pm \frac{1}{4} \sqrt{10-9/p_2^2}
\]

with the threshold at \( p_2 = \sqrt{9/10} \approx 0.95 \). That is, the CNOT gate must work with a reliability of at least 95%. The threshold gets tighter when the measurements are imperfect as well, i.e. for \( \eta < 1 \). In general, the threshold values for the error parameters \( p_2 \) and \( \eta \) are of the order of some percent as can be seen in Fig.3. The fixpoints as a function of the error parameters are plotted in Fig.3, where we set \( p_2 = \eta \) to get a 2 dimensional plot.

2. Scheme of Deutsch et al. (Scheme B)

A purification protocol that converges faster and involves less resources was proposed by Deutsch et al. [12]. Generally speaking, this scheme can be described as a mapping on states that are diagonal in the Bell basis, but need not necessarily be Werner states,

\[
\rho_{12} = A |\phi^+\rangle \langle \phi^+| + B |\psi^+\rangle \langle \psi^-| + C |\psi^+\rangle \langle \psi^+| + D |\phi^-\rangle \langle \phi^-|
\]

where \( |\phi^\pm\rangle \) and \( |\psi^\pm\rangle \) are the Bell states between particles 1 and 2 in the usual notation. In the notation of (13), the protocol corresponds to a mapping \( R^4 \to R^4 \) between the diagonal elements \( (A,B,C,D) \). In particular, between two successive purification steps, the states are not depolarized. This feature, together with additional \( \pi/2 \) rotations that are applied to the qubits before the CNOT operations, makes scheme B a much faster converging protocol.
In the following analysis, we evaluate scheme B using the imperfect operations \( \frac{\pi}{2} \) rotation followed by a CNOT operation, which is treated as a joint 2-qubit operation with a single error parameter \( p_2 \). The resulting map between the diagonal elements \( R^4 \rightarrow R^4 \) is described in \([23]\); it completely characterizes the action of this purification protocol. Successive purification steps are now described by iterated applications of this map. For each purification step, two identical pairs (which result from the previous step) are used. The resources can be calculated in a similar way as for scheme A.

The fixpoints of this map are no longer described by a single parameter \( F \) but by a set of 4 numbers \( (A_{fix}, B_{fix}, C_{fix}, D_{fix}) \). The fidelity of such a diagonal Bell state is given by \( A \), the \( |\phi^+\rangle \) component and, for simplicity, we shall continue to call this component “fixpoint” of scheme B, although the fixpoint is not sufficiently described by this single parameter. For example, it may happen that a Werner state with a certain fidelity \( F_0 \) cannot be purified, while a binary state with the same fidelity \( F_0 \) that has only two nonzero components \( |\phi^+\rangle \) and \( |\psi^+\rangle \), say, (in short: “binary state (A,C)”) can be purified.

We have numerically compared schemes A and B, and found that scheme B converges much faster towards the upper fixpoint \( F_{\text{max}} \) if \( F_0 > F_{\text{min}} \) as can be seen in Fig. 4. Surprisingly, the upper fixpoint for scheme B is above the one for scheme A for given error parameters and does not depend on the “shape” of the initial state. The lower fixpoint \( F_{\text{min}} \) is smaller for scheme B and therefore the interval within which purification is possible is larger for scheme B, and so is the maximal reachable fidelity. The fixpoints as a function of the error parameters \( p_2 = \eta_2 \) are plotted in Fig. 8. One can see that scheme B is significantly less sensitive to noisy local operations than scheme A.

3. A modified purification scheme (scheme C)

Both schemes (A and B) need many elementary pairs to start with, which have to be stored somewhere before the protocols are applied. The physical resources are thus quite large and grow with the number of necessary purification steps. In the following, we modify scheme B in a certain way, and call this scheme C.

Different from scheme B, we do not use two identical pairs at each purification step (which are left over from previous purification steps) but always purify one and the same pair with the help of an auxiliary pair \( \pi_0 \) with constant fidelity \( A_{\pi_0} \). Apart from that, we employ the same protocol (that is the sequence of local operations and measurements) as in scheme B. The resulting map is thus the same, the only difference being that \( \rho_{34} \) is a diagonal Bell state which is constant throughout the whole purification procedure and is given by \( (A_{\pi_0}, B_{\pi_0}, C_{\pi_0}, D_{\pi_0}) \). This auxiliary pair is repeatedly created before each purification step between two of the four particles as visualized in Fig. 6. If a purification process is not successful, one has to start from the beginning (when both pairs 12 and 34 are put in the state \( \pi_0 \)). Using this procedure, the fidelity converges towards a given fixpoint \( F(\pi_0) \) which is not equal to one \( 2^4 \). The fixpoint highly depends on both the initial fidelity and the shape (other diagonal elements in the Bell basis) of the state \( \pi_0 \). The properties of the fixpoint will be discussed in more detail later on.

For ideal operations, this method is generally less favorable as far as its convergence properties are concerned. However, for imperfect operations, the situation changes and the drawback that the reachable fixpoint \( F_{\pi_0} \) is smaller than unity becomes less important. As we shall see later, for imperfect local operations the fixpoint of scheme C may lie even above the fixpoints of schemes A and B (see Fig. 5). The main advantage of this scheme is, however, that the physical resources, that is the number of particles needed at A or B to store the pairs, are constant (namely 2) and independent of the number of necessary purification steps. This fact makes scheme C particularly interesting for the repeater problem, where the accumulation of local particles at the connection points of a compound long channel plays an important role.

The purification resources, on the other hand, that is the (average) number of how often an auxiliary pair has to be created in order to perform \( k_{\text{max}} \) purification steps, have now to be calculated in a different way. Let \( p_{\text{even}}(k) \) be the probability to succeed at the \( k^{th} \) purification step. The total resources can be calculated using the iteration formula

\[
M_{k+1} = (M_k + 1) \frac{1}{p_{\text{even}}(k+1)}.
\]

To close this formula, note that \( M_0 = 1 \). This can be understood as follows: Starting at the elementary level, one needs two pairs for purification and has to repeat the procedure on average \( \frac{1}{p_{\text{even}}(1)} \) times. Thus \( M_1 = (1 + 1) \frac{1}{p_{\text{even}}(1)} \). For the next purification step, one needs an additional elementary pair to perform the next purification step. This step has to be performed on average \( \frac{1}{p_{\text{even}}(2)} \) times. The resources to perform the second purification step are thus given by \( M_2 = (M_1 + 1) \frac{1}{p_{\text{even}}(2)} \) and so on. To perform \( k_{\text{max}} \) purification steps, one needs to create on average

\[
M_{k_{\text{max}}} = \sum_{i=1}^{k_{\text{max}}} \left( \prod_{k=i}^{k_{\text{max}}} \left( 1 + \frac{\delta_{k1}}{p_{\text{even}}(k)} \right) \right)
\]

(15)
times an auxiliary pair.

A related quantity is the average number of purification steps (including also those which fail). This is given by the iteration formula

\[ S_{k+1} = (S_k + 1) \frac{1}{p_{\text{even}}(k + 1)} \]

(16)

where \( S_0 = 0 \) and \( k \) denotes the number of successful purification steps. If no purification is performed, the number of steps \( S_0 = 0 \). This is the only difference to the iteration formula (13) for the resources, since every time an elementary pair is created, one performs a purification step. Thus the average total number of purification steps performed (assuming that \( k_{\text{max}} \) steps were successful) is given by

\[ S_{k_{\text{max}}} = \sum_{i=1}^{k_{\text{max}}} \prod_{k=i}^{k_{\text{max}}} \left( \frac{1}{p_{\text{even}}(k)} \right). \]

(17)

The fixpoint discussion for this purification protocol is more involved due to the many parameters, namely the fidelity \( A_{\pi_0} \) and the shape (other diagonal elements \( B_{\pi_0}, C_{\pi_0}, D_{\pi_0} \)) of the elementary pair, and the error parameters \( p_2 \) and \( \eta \) describing the noisy local operations. For this protocol, purification is possible if the reachable fidelity (fixpoint) for a certain auxiliary pair lies above its initial fidelity. To illustrate first the shape dependence of the fixpoint, we introduce the following parameterization of diagonal Bell states with constant fidelity \( F_0 \). In the notation of (13) we write

\[ A = F_0, \]
\[ B = C = (1 - F_0)(1 - \epsilon)/2, \]
\[ D = (1 - F_0)\epsilon \]

(18)

where \( 0 \leq \epsilon \leq 1 \). A Werner state thereby described by \( \epsilon = \frac{1}{3} \) and a binary state \((A,D)\) is obtained for \( \epsilon = 1 \). Figure 7 shows the dependence of the fixpoint as a function of \( \epsilon \) for different error parameters.

For the manifold of states covered by this parametrization one sees that the `optimum shape' of the elementary pair is a binary state \((A,D)\), meaning that the reachable fixpoint for a given initial fidelity is the largest for this shape. Figure 8 demonstrates two different things. First, it shows that the fixpoint (maximally reachable fidelity) depends on the initial fidelity of the elementary pair even if the other components are kept constant. Second, it demonstrates that the reachable fidelity using this purification scheme may lie above the reachable fidelity using schemes A or B. (The upper fixpoint for scheme A is not plotted here, but as we already know (see Fig. 5) it always lies below the fixpoint for scheme B). One should however mention that this is only the case if the shape of the elementary pair is close to the optimal configuration \((A,D)\). This can be understood as follows: Scheme B always picks 2 pairs that result from a previous purification step and the shape of such a pair converges towards a 

**B. Teleportation**

In the context of the quantum repeater, teleportation comes into play when two (purified) segments of a channel are connected. The channel segments are represented by EPR pairs between particles 1-2 and 3-4 that have been created across the corresponding segments, see Fig. 9. In general, to teleport the state of particle 2 to particle 4, a Bell measurement has to be made on particles 2 and 3 (and the result of this measurement communicated particle 4). If particle 2 is itself entangled to some other particle, say particle 1 as in Fig. 9, the effect of the teleportation is to transfer this entanglement to an entanglement between particles 1 and 4. This process has also been termed 

“entanglement swapping” \[24\].

As a result, one obtains an EPR pair between particles 1 and 4 which can be used as a single channel (again with the help of teleportation). In this sense, the segments of the compound channel have been connected. Put in different terms, the connection process creates quantum correlations across the compound channel from correlations that exist across the individual segments.

We will study this process first for the particular case where the involved pairs (1-2 and 3-4) are not maximally entangled but are both in a Werner state (8) with fidelity \( F \). To connect the pairs (1-2) and (3-4), we make a Bell measurement on particles 2 and 3, which is realized by a (imperfect) CNOT operation followed by two (imperfect)
single-particle measurements, as described in the last paragraph of Section II. Depending on the outcome of this measurement, a one-particle operation $O_4$ is performed on particle 4, as in the teleportation scheme [13]. The measurement outcome needs thereby to be sent to particle 4 using classical communication. The result of this sequence of operations, followed by a subsequent depolarization, is a Werner state between particle 1 and 4 with a smaller fidelity $F_2$, which is independent of the outcome of the measurement.

More generally, imagine that we have not only 2 pairs but a whole string of $N$ pairs as visualized in Fig. 10. Each of the pairs $(A-C_1),(C_1-C_2),...,C_{N-1}-B)$ is assumed to be in a Werner state with fidelity $F$. Connecting these $N$ pairs using the procedure described above leads to a pair $(A-B)$ with fidelity $F_N$ given by the formula

$$F_N = \frac{1}{4} \left\{ 1 + 3(p_1p_2)^{\frac{N-1}{2}} \left( \frac{4\eta^2 - 1}{3} \right)^{N-1} \left( \frac{4F - 1}{3} \right)^N \right\}. \quad (19)$$

The parameters $\eta, p_1$ and $p_2$ appearing in this formula quantify the amount of noise that is introduced by the connection processes. The connection therefore leads to an exponential decrease of the resulting fidelity, unless both the elementary pairs and all the operations involved have unity fidelity.

The connection can be performed in two different ways, which both lead to the same resulting state with fidelity $F_N$ but involve a different temporal ordering of the operations. The first way is to connect the pairs sequentially, i.e. first connect at $C_1$, then at $C_2$, and so on, each time only connecting one additional pair. This involves a sequence of $N-1$ connection procedures. The second way is to connect the pairs in parallel. To achieve this, first connect simultaneously the neighboring pairs at $C_1$, $C_2$, ..., $C_{N-1}$. This leaves us with longer pairs $(A-C_2), (C_2-C_4),..., (C_{N-2}-B)$. Then connect simultaneously these longer pairs at $C_2, C_4, ..., C_{N-2}$, and so on, until we get a final pair between $A$ and $B$. To have at each step pairs of equal length and fidelity, $N$ should be some power of 2, $N = 2^n$, although this is not an essential requirement. This method is much faster as it requires fewer iteration steps, namely $\log_2 N = n$ instead of $N-1$, although the number of local connections to be made is, of course, the same.

The elementary pairs that are connected need not be in a Werner state. For example, for Bell diagonal states one can derive a map $R^4 \rightarrow R^4$ that relates the elements $(A,B,C,D)$ of the corresponding states before and after the connection. That is, Bell diagonal states are mapped to Bell diagonal states under connection. All other remarks about the connection procedure for a string of pairs apply here as well. The parallel way of connecting the pairs is preferable not only because can be done faster, but also because, after each connection step, one deals with an ensemble of identical pairs. Further details are given in [2].

IV. QUANTUM COMMUNICATION OVER LONG DISTANCES

A. Concept of the quantum repeater: Nested entanglement purification

We have now all necessary tools available to introduce the concept of the quantum repeater. Our goal is to create an EPR pair of high fidelity between two distant locations. Since nonlocal entanglement between distant particles cannot be created using only local operations, this involves the usage of a quantum channel, which is noisy in general. The bottleneck for communication over large distances is the scaling of the error probability with the length of the channel. When using, for example, optical fibers and single photons as a quantum channel, both the absorption losses and the depolarization errors scale exponentially with the length of the channel. The state of the photon or the photon itself will therefore be destroyed with almost certainty if the channel is longer than a few half-lengths of the fiber.

To overcome this limitation, we divide the long channel into $N$ smaller segments and create less distant EPR pairs across each segment as visualized in Fig. 10. The number of segments $N$ is thereby chosen in such a way that it is possible to create EPR pairs with sufficiently high initial fidelity $F > F_{\text{min}}$ over the distance of such a segment. In a next step, we connect these “elementary” pairs as described in Section III B. This leaves us with a pair between $A$ and $B$ with reduced fidelity $F_N$ as given in (19). In principle, one could now create many pairs between $A$ and $B$ in a similar way and then use this ensemble of pairs for purification. But purification is only possible if the fidelity of the initial pairs is above a certain threshold value $F_{\text{min}}$ as we have seen in Section II A. This limits the number of pairs one can connect before purification becomes impossible. We therefore connect a smaller number $L \ll N$ of pairs so that the resulting fidelity $F_L$ stays above the threshold value for purification ($F_L \geq F_{\text{min}}$) and purification is possible.

The general strategy will be to design an alternating sequence connection and (re-)purification procedures in such a way that the number of resources needed remains as small as possible, and in particular does not grow exponentially with $N$ and thus with $l$. In the remainder of this Section we describe a nested purification protocol which consists of connecting and purifying certain groups of pairs simultaneously in the following sense (see Fig. 11). For simplicity,
assume that $N = L^n$ for some integer $n$. On the first level, we simultaneously connect the pairs (initial fidelity $F_1$) at all the checkpoints except at $C_1, C_2, \ldots, C_{N-L}$. As a result, we have $N/L$ pairs of length $L$ (and fidelity $F_L$) between $A \& C_L, C_L \& C_{2L}$ and so on.

To purify these pairs, we need a certain number $M$ of copies that we construct in parallel fashion. [For keeping track of the resources, it is convenient to arrange them in form of an array of elementary pairs as is done in Fig. 11 for $L = 3$ and $M = 4$]. We then use these copies on the segments $A \& C_L, C_L \& C_{2L}$ etc., to purify and obtain one pair of fidelity $\geq F_1$ on each segment. This last condition determines the (average) number of copies $M$ that we need, which will depend on the initial fidelity, the degradation of the fidelity under connections, and the efficiency of the purification protocol. The total number of elementary pairs we used up to this point is $LM$. On the second level, we connect $L$ of these larger pairs at every checkpoint $C_{kL}$ ($k = 1, 2, \ldots$) except at $C_1, C_2, C_{2L}, \ldots, C_{N-L^2}$. As a result, we have $N/L^2$ pairs of length $L^2$ between $A \& C_{1L}, C_{1L} \& C_{2L}$, and so on of fidelity $\geq F_L$. Again, we need $M$ parallel copies of these long pairs to re-purify up to a fidelity $\geq F_1$. The total number of elementary pairs involved up to this point is $(LM)^2$. We iterate the procedure to higher and higher levels, until we reach the $n$-th level. As a result, we have obtained a final pair between $A \& B$ of length $N$ and fidelity $\geq F_1$. In this way, the total number $R$ of elementary pairs will be $(LM)^n$ [where $M^n$ alone gives the number of required ‘parallel channels’ in Fig. 11]. We can re-express this result in the form

$$R = N^{\log_L M + 1}$$

(20)

which shows that the resources grow polynomially with the distance $N$.

The central feature of this nested purification protocol is the two-step process mechanism - purification on each nesting level. This purification loop is visualized in Fig. 12. The curves shown in this figure are described by the formulas (9) for purification (upper curve), and (19) for connection (lower curve, with $N/L$ replaced by $L$), respectively. Let us consider a given nesting level $k$, where we have $N/L^{k-1}$ pairs of fidelity $F$ each. Starting from $F$, the fidelity $F_L$ after connecting $L$ pairs can be read off from the curve below the diagonal. Reflecting this value back to the diagonal line, as indicated by the arrows in Fig. 12, sets the starting value for the purification curve. If $F_L$ lies within the purification interval $[F_{\min}, F_{\max}]$, then the purification curve lies above the diagonal, $F(F_L) > F_L$, and iterative application of (9) leads back to a fidelity larger or equal to the initial value $F$. Each step in the ‘staircase’ of Fig. 12 corresponds to a successful purification step, and with help of the total number of necessary steps $k_{\max}$ needed to recover one can calculate the needed resources $M$ as described in Section 11a. Once the initial value $F$ of the fidelity is reobtained, we have $N/L^{k}$ pairs and we can start with the next level $k+1$. In summary, each level in the protocol corresponds to one cycle in Fig. 12.

There are two conditions that have to be fulfilled to realize a closed loop. First, the fidelity after the connection has to be larger than the minimum value for purification (lower fixpoint), $F_L > F_{\min}$. If $F_L \leq F_{\min}$, then repurification is impossible. Second, the fidelity $F$ one starts with and wants to reach again has to be smaller than the maximal reachable fidelity (upper fixpoint), $F < F_{\max}$. These two conditions determine both a threshold value for the error tolerances of the local operations and they limit the value $L$ (the number of pairs which can be connected before purification becomes necessary). Please note that, being polynomial in $L$, the lower curve gets steeper and steeper near $F = 1$ for higher and higher values of $L$. From this one can see that, for a given initial fidelity $F$, there is a maximum number of pairs one can connect before repurification becomes impossible.

The threshold value for the nested purification scheme, i.e. the repeater, is tighter than the threshold for simple purification on a single segment. Consider, as an example, the situation in Fig. 12. The chosen value $p_3 = 0.97$ of the error parameter (with $\eta = 1$) lies above the purification threshold of 0.95 that we have found after Eq. (22). On the other hand, for $p_3 = 0.95$, the purification interval in Fig. 12 would shrink essentially to a point at $F_{\min} = F_{\max} = 0.75$. Clearly, in this situation no loop can be realized; even if we start initially at $F = 0.75$, the purification “interval” is left after the first connection process and the fidelity would subsequently converge towards the trivial fixpoint $F = 0.25$.

When we employ the protocols A or B in the purification part of the nested scheme, we find error thresholds that are typically in the percent region. For scheme C, the situation is similar, as long as we do not use depolarization after each purification step (i.e. keep all involved pairs during the purification process in the Werner form). If we do use depolarization, thus realizing a modified version of protocol A, the loop cannot be closed. Differently speaking, for Werner states, the fidelity that is lost by the connection process can never be regained by purification with this scheme. For this to be true, the repurification condition $F_{\max}(F_L(F)) \geq F_0$ must be fulfilled, where the upper fixpoint $F_{\max}$ is a function of the fidelity of the auxiliary $L$-pair. It can be shown analytically that this is not possible for scheme C with Werner states. This underlines the fact that the purification scheme C is not a trivial variant of either of the schemes A and B.

Note that both connection and purification are not smooth processes. This means that one can only perform whole steps and not parts of a step. Due to this fact, one will not get an exactly closed purification loop, in general, but the final fidelity after the purification (this is the value at which the ladder in Fig. 2 ends) may be slightly larger than
the initial fidelity; secondly, the final fidelity may be different at each nesting level, but it is always larger or equal to the fidelity of the elementary pairs.

B. Physical resources

The length of a segment is limited by the transmission errors, and the number of segments $N$ one splits up the total channel should be varied in order to find out the optimal configuration. The quantum repeater can be characterized by two quantities, which depend on the used connection and purification protocol

- The total *physical resources per segment* needed to build up the EPR pair - this gives the number of necessary 'parallel channels' between two checkpoints.
- The *total time* which is needed to build up the EPR pair.

The way to calculate these quantities is similar for schemes A and B, while the properties of scheme C are totally different.

C. Physical resources per segment

The physical resources per segment $R_{\text{segment}}$ gives us the number of required connection lines between two checkpoints, and also half of the particles which should be stored at each checkpoint. On the borders (at A and B), it is equal to the number of particles to be stored, while at each checkpoint $C_i$, one has to take care about the incoming and outgoing string and therefore needs the double number of particles. $R_{\text{segment}}$ (vertical axis in Fig.13) is completely determined by the resources $M$ needed for each purification loop and is given by $R_{\text{segment}} = M^n$, where $n = \log_2 N$ is the number of nesting levels. The resources $M$ needed for purification can be calculated as described in section III A.

For schemes A and B, the physical resources are equal to the resources, since all pairs have to be created and therefore stored at the beginning of the process. Figure 13 shows the resources $M$ needed for a single purification loop, where it is assumed that $L = 2$, i.e. only two pairs are connected before re-purification takes place. $M$ is plotted against a 'working fidelity', which is the fidelity one starts with before connection and one ends up after re-purification. Although the difference between schemes A and B does not look very dramatic, note that $M$ has to be taken to the $n$th power to calculate the resources per segment, where for long range communication $n \approx 10$ (see Sec. IV B). One can see that there exists an optimal working region, which can be understood as follows: For small working fidelities $F$, two things happen: Firstly due to the polynomial law for the connection, the fidelity decreases strongly. Secondly, purification becomes less effective near the lower fixpoint $F_{\text{min}}$ (the gain per purification step gets smaller). For both reasons, many purification steps are needed to recover and thus the needed resources are large. For working fidelities $F$ close to the maximal reachable fidelity (upper fixpoint $F_{\text{max}}$), one does not loose much due to the connection, but purification is less effective - the gain per purification step is smaller. Therefore the the number of necessary steps is again quite large and so are the needed resources. In between there exists a region which is optimal in the sense that the needed resources are minimized. Here a working fidelity $F \approx 0.95$ turns out to be optimal for the chosen error parameters.

The error dependence of the resources is shown in Fig.14. For smaller error probabilities (larger error parameters), two things happen: The optimal working fidelity gets larger and the needed resources $M$ decrease. For imperfect local operations, the needed resources increase to infinity if one really wants to reach the maximal achievable fidelity $F_{\text{max}}$, only for perfect operations and $F = 1$, this is not true because one starts with perfect pairs and does not loose due to connection. Therefore no purification is necessary and $M = 1$.

Using scheme C for purification, the situation is different. The vertical axis of Fig.14 (which corresponds to the resources) is translated into a "temporal axis". Instead of creating all needed pairs at the beginning and operating parallely on ensembles of pairs at each checkpoint (as in scheme A and B), one creates the pairs needed for purification every time one needs one and operates sequentially on the pairs. To perform the purification process, every time only two pairs are involved. One is needed to store the purified state and the other one is repeatedly created to purify the first pair as visualized in Fig.15. The number of physical resources required for purification is thus only 2, but every time the purification was not successful one has to start from the very beginning. Using scheme A or B one obtains a purified pair after $k_{\text{max}}$ successful purification steps, which is in this case also the number of really performed purification steps. Looking at Fig.12 one sees that a purification step which was not successful eliminates one branch of the tree, but after 4 steps (in this example) one ends up with a purified pair. In scheme C, on the other hand, one does not follow all branches parallel but follows the branches sequentially (and using always the same elementary pair for each purification step). This limits the number of involved particles, but increases the required time.
Looking now at the nested algorithm, it turns out that the required number of physical resources for scheme C grows linearly with the number of nesting levels and thus logarithmically with the number of segments (and the distance). This is because one additional pair is needed for storage purposes at each nesting level. One can understand this by inspecting Fig.13. First, three elementary pairs are connected (line 4) and used to purify the pair at line 3, which now is the ‘elementary pair’ for the next nesting level. Second, three of these re-purified pairs (line 3) are connected and used to purify the pair at line 2. Since one has to create such a pair repeatedly and all particles at lines 3 and 4 are involved, it is necessary to store the pair to be purified (here in line 2). Therefore one needs one additional particle to store the pair at each new nesting level. This particle is not needed in all checkpoints, but only in those which lie on the borders of the corresponding nesting levels. That is why the maximum number of additional particles (physical resources) is required at the outermost places (A and B), while e.g. at checkpoint \( C_1 \), no additional particle is needed. The maximal number of additional particles (physical resources) grows only linearly with the number of nesting levels and therefore logarithmically with the number of segments in contrast to the polynomially growing resources when using scheme A or B. The maximal resources per segment (in this case particles needed to store the pair) can be calculated by

\[
R_{\text{segment}} = 1 + \log_L N = 1 + n
\]  

(21)

D. Temporal resources

Here we will discuss the total time needed to create an EPR pair. This involves at least three parameters:

- The typical time \( \tau_{\text{op}} \) needed to perform local operations (single qubit, two qubit and measurements).
- The typical time \( \tau_{\text{pair}} \) to create an elementary pair. Using optical fibers and the model of the absorption free channel (AFC) \[26,27\], this can be expressed in terms of the other 2 parameters and is given by

\[
\tau_{\text{pair}} = \tau_{\text{AFC}} = (5\tau_{\text{op}} + 2\tau_{\text{class}}) e^{(\frac{L_{\text{segment}}}{l_0})}
\]  

(22)

where \( l_0 \) is the half length of the fiber and \( L_{\text{segment}} \) is the length of a segment. This just reflects the fact that for a single use of the AFC, all together 5 operations and 2 classical communications (in this case the transmission of a photon) are necessary. The exponential function gives the average number of repetitions which are necessary due to absorption losses.

- The time \( \tau_{\text{class}} \) needed for classical communication to broadcast the result of the measurement. This time is determined by the length of the segment and the speed of light \( c \) and is given by

\[
\tau_{\text{class}} = \frac{L_{\text{segment}}}{c}
\]  

(23)

To simplify the discussion, we will assume that the number of pairs \( L \) which are connected at each nesting level is some power of 2, \( L = 2^l \), because in this case the connection process can be performed in parallel. For each connection process, 3 elementary operations (CNOT, measurement, operation depending on the outcome of the measurement) and classical communication over the distance of one segment are needed. For purification, also three elementary operations (e.g. for scheme A depolarization, bilateral CNOT and bilateral measurement) and classical communication of the result are necessary.

Using scheme A or B, the time needed to perform a purification loop (the connection of \( L = 2^l \) pairs and repurification, where \( k_{\text{max}} \) successful purification steps are necessary) at nesting level \( m \) is given by

\[
t_{\text{loop}}(m) = 3l\tau_{\text{op}} + f(m)(2^k - 1)\tau_{\text{class}} + k_{\text{max}}(3\tau_{\text{op}} + f(m)2^l\tau_{\text{class}})
\]  

(24)

where \( f(m) = (2^l)^m \) gives the length dependence of the elementary pair on the nesting level. The first two terms give the time required to perform the connection process in parallel fashion, where \( l \) connections and classical communication over the distance of \( (2^l - 1) \times \text{the length of an elementary pair} \) is needed. The purification process involves \( k_{\text{max}} \) purification steps and for each purification step classical communication over the distance of \( 2^l \times \text{the length of an elementary pair} \) (since \( L = 2^l \) pairs were connected before). One only has to take into account the successful purification steps, since one runs through the whole purification tree (see Fig.2) in a parallel fashion. To calculate the total time needed to perform the nested algorithm, one can use the iteration formula
where \( m \) corresponds to the \( n^{th} \) nesting level and \( t_{tot}(m) \) gives the total time needed for the creation of an EPR pair between A and B. To complete this iteration formula, note that \( t_{tot}(0) = \tau_{\text{pair}} \) which is just the time needed to create an elementary pair at the beginning. The total time if one has \( N = L^n \) segments and \( L = 2^l \) is thus

\[
t_{tot}^{A,B} = n(3l + 3k_{\text{max}})\tau_{\text{op}} + \left( 2^l - 1 + k_{\text{max}}2^l \left( \frac{(2^l)^n - 1}{2^l - 1} \right) \right) \tau_{\text{class}} + \tau_{\text{pair}}
\]  

(26)

The main contribution is given by the classical communication if \( \tau_{\text{op}} \) is not too large and is just \( t_{tot} \approx (2k_{\text{max}} + 1)N\tau_{\text{class}} \).

Using scheme C for purification, the time needed to perform a purification loop on nesting level \( m \) is given by

\[
t_{\text{loop}}(m) = (\max\{t_{\text{loop}}(m-1)\} + 3l\tau_{\text{op}} + f(m)(2^l - 1)\tau_{\text{class}})M + S(3\tau_{\text{op}} + f(m)2^l\tau_{\text{class}})
\]  

(27)

where the first term is the time needed to create a pair for purification (by building up \( 2^l \) pairs at nesting level \( m-1 \) and connecting them), which must be done sequentially \( M \) times. The second term gives the time needed for purification (operations and classical communication over the distance of \( 2^l \) times the length of an elementary pair), where \( S \) purification steps have to be performed. The function \( f(m) = (2^l)^m \) reflects the length dependence of the elementary pair on the nesting level and the time needed to create an elementary pair at the lowest nesting level \( \tau_{\text{pair}} = t_{\text{loop}}(0) \), which completes this iteration formula. The maximum appearing in this expression is taken over all \( 2^l \) segments on nesting level \( m-1 \). This is necessary because all \( 2^l \) new elementary pairs have to be built up before the next connection process can start. Therefore one has to wait for the slowest one. Note that the time for purification is fixed for schemes A and B (obtaining bad results in this case corresponds to the elimination of a branch in Fig.5), while for scheme C the purification process has to be started from the very beginning when obtaining a bad result. This results in the fact that the performed purification steps \( S \) and the used purification resources \( M \) (and therefore the needed time) can vary from case to case. This formula is sufficient to calculate the total time needed to perform the nested algorithm up to nesting level \( m \) and \( t_{tot}(n) = t_{\text{loop}}(n) \) gives the total time needed to build up an EPR pair between A and B.

A rough estimation of the total time can be obtained when using (15) and (17) to calculate the average number of purification resources \( M \) and purification steps \( S \). In this case, one can write down a closed expression for the total time which is polynomially growing with the number of segments \( N \) and thus with the distance. Comparing this time with the results obtained from a simulation of the whole process, it turns out to be smaller by a factor of \( \approx 3 \). In some sense, the vertical axis (physical resources) in Fig.4 is translated into a temporal axis.

E. Comparison of the 3 schemes

We will give some typical numbers to quantify the properties of the nested purification protocol if the purification loop is performed with help of scheme A, B or C. The following tables are based on error parameters of \( \frac{1}{2} \% (p_1 = p_2 = \eta = 0.995) \) and a working fidelity \( F=0.96 \). The fidelity one starts with at the lowest nesting level and one ends up after each purification loop. The length of a segment is assumed to be in the order of half length of an optical fiber, \( l_{\text{segment}} \approx 10km \). In this case, the number of segments is proportional to the distance between two locations. If the number of segments is in the order of \( N = 2^l = 128 \), this will be called 'Continental scale' (distance of \( \approx 1000km \)), while \( N = 2^{10} = 1024 \) is called 'Intercontinental scale' (distance of \( \approx 10000km \)), since one can create an EPR pair between two international cities. It is assumed that the connection is performed in parallel. The columns from left to right have the following meaning:

- resources: this gives the physical resources per segment.
- time: gives the total time in seconds needed to create an EPR pair. The number is based on the application of the AFC to create elementary pairs \( (\tau_{\text{pair}} = \tau_{\text{AFC}} = 3.2 \times 10^{-4}s) \). The half length of the fiber is considered to be 10km, which is also the length of the elementary segment \( (\tau_{\text{class}} = 0.33 \times 10^{-4}s) \). All operations (single qubit, 2 qubit, measurement) are considered to be performed in \( \tau_{\text{op}} = 10^{-5}s \). The time is calculated using a simulation of the nested entanglement purification process, averaging over a few hundred runs.

|                | Continental scale | Intercontinental scale |
|----------------|-------------------|-----------------------|
| resources      | time              | resources             | time                   |
| A 1.58 * 10^9  | 3.88 * 10^{-2}    | 9.01 * 10^2           | 0.298                  |
| B 329          | 1.34 * 10^{-2}    | 4118                  | 0.103                  |
| C 7            | 0.77              | 10                    | 15.69                  |
One sees that the physical resources needed when using scheme C are some orders of magnitude smaller, while the time needed is larger. For a practical implementation, the achievable bit rates are not very impressive, but note that all numbers get much better if the local operations can be performed better (error parameters closer to 1) as can be seen in Fig. 14.

So the reachable fidelity is larger and at the same time, the required resources are smaller when using better local operations. Note that the total time needed is in the order of the time for classical communication over this distance, which is just $t_{\text{class}} = \frac{10240 \text{km}}{3 \times 10^5 \text{km/s}} = 0.034 \text{s}$.

V. SUMMARY

We have shown that it is possible to create EPR pairs via a noisy channel, with an overhead in physical resources that grows only logarithmically with the length of the channel, while the time needed for the creation grows polynomially. The central idea is to use a nested purification protocol for connecting a sequence of EPR pairs at certain “connection points” within the channel, whose roles are reminiscent of to classical repeaters. Different from the classical situation, the concept of the quantum repeater is not a local amplifier, but it involves both the local checkpoints and global purification protocol. Our scheme tolerates errors for local operations and measurements that are in the percent region.
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\caption{Particles required for purification in standard recurrence schemes.}
\end{figure}

\begin{figure}[h]
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\caption{Typical purification process. At each purification step, either both pairs are discarded (if the purification was not successful) or one pair is discarded (if the purification was successful). The left-over pairs are again used for purification at the next step.}
\end{figure}
FIG. 3. Region for error parameters $p_2$ and $\eta$ where purification is possible (scheme A).

FIG. 4. Fidelity $F$ plotted against the number of successful purification steps for scheme B (upper curve) and scheme A. Based on fixed error parameters $p_2 = \eta$ of 1% and initial fidelity $F_0 = 0.7$. 
FIG. 5. Fixpoint ($F_{\text{min}}$ and $F_{\text{max}}$) of scheme A (×) and scheme B (●) plotted against error parameters $p_2 = \eta$.

FIG. 6. Typical purification process. At each step, the same elementary pair $\pi_0$ is used. If one purification step is not successful, one has to start from the beginning.

FIG. 7. Reachable fixpoint plotted against parameterization parameter $\epsilon$ (shape of the state) for fixed initial fidelity $F_0 = 0.7$. Plots from bottom to top correspond to error parameters $p_2 = \eta$ of 4%, 3%, 2%, 1%, 0%. 
FIG. 8. Reachable fixpoint plotted against initial fidelity $F_0$ for scheme B (constant function) and scheme C. Based on fixed error parameters $p_2 = \eta$ of 4% and binary pairs (A,C).

FIG. 9. Particles involved in the connection process. Particle 1 is located at A, particles 2 and 3 at $C_1$ and particle 4 at B.

FIG. 10. Connection of a sequence of $N$ EPR pairs.

FIG. 11. Nested purification with an array of elementary EPR pairs.
FIG. 12. "Purification loop" for connecting and purifying EPR pairs. The parameters are $L = 3, \eta = p_1 = 1$, and $p_2 = 0.97$. The (upper) purification curve corresponds to scheme A, Eq. (9). The (lower) connection curve is described by (19) with $N = 3$.

FIG. 13. Resources $M$ for purification versus working fidelity $F$ for scheme A (upper curve) and the scheme B (lower curve). The errors of all operations are 0.5%, and $L = 2$. 
FIG. 14. Resources $M$ versus working fidelity $F$ for different error parameters (scheme B with $L = 2$). The curves from bottom to top correspond to error probabilities of 0%, 0.25%, 0.5%, 0.75%, and 1%. The center curve correspond to the lower curve in Fig. 13.

FIG. 15. The nested purification algorithm using the Innsbruck protocol. At each nesting level, one additional particle at the borders of this nesting level is needed to store the pair meanwhile.

FIG. 16. Additional particles needed at each checkpoint for the Innsbruck protocol. The number of segments $N = 2^4 = 16$, $L=2$ pairs are connected at each nesting level and the number of nesting levels is $n=4$. 