ACDER: Augmented Curiosity-Driven Experience Replay

Boyao Li1,2, Tao Lu2, Jiayi Li1,2, Ning Lu1,2, Yinghao Cai2, and Shuo Wang1,2

Abstract—Exploration in environments with sparse feedback remains a challenging research problem in reinforcement learning (RL). When the RL agent explores the environment randomly, it results in low exploration efficiency, especially in robotic manipulation tasks with high dimensional continuous state and action space. In this paper, we propose a novel method, called Augmented Curiosity-Driven Experience Replay (ACDER), which leverages (i) a new goal-oriented curiosity-driven exploration to encourage the agent to pursue novel and task-relevant states more purposefully and (ii) the dynamic initial states selection as an automatic exploratory curriculum to further improve the sample-efficiency. Our approach complements Hindsight Experience Replay (HER) by introducing a new way to pursue valuable states. Experiments conducted on four challenging robotic manipulation tasks with binary rewards, including Reach, Push, Pick&Place and Multi-step Push. The empirical results show that our proposed method significantly outperforms existing methods in the first three basic tasks and also achieves satisfactory performance in multi-step robotic task learning.

I. INTRODUCTION

Deep reinforcement learning (DRL) has achieved remarkable results in learning policies for sequential decision-making problems. This includes the domains ranging from playing Atari games [1] to high dimensional continuous control [2, 3] and learning robotic manipulation tasks [4, 5, 6, 7].

Despite these successes, a common challenge, especially in robotic tasks, is to make the agent learn sample-efficiently in environments with sparse rewards [8]. Due to receiving bonuses only when completing tasks, few valuable experiences contribute to guiding policy optimization [9], which results in high sample complexity. With HER [10], the agent has the capability to transform the unsuccessful experiences into successful ones and gets more valuable samples to encourage learning. However, this method still suffers from low sample efficiency, mainly because of random exploration [11, 12]. With increasing task complexity and state-space dimensionality, it is difficult to visit the whole environment by taking random sequences of actions in robotic manipulation tasks [13]. Therefore, developing a method that can guide exploration in a certain directed way is necessary to urge the agent to pursue states unseen before rather than repeating those visited.

One ability we humans have, unlike the standard RL agent, is to learn with curiosity [14]. Imagine that you are looking for a watch in an unknown room. Instead of seeking at will, you always first choose an area where you think is most likely to find and then look for it nearby. If fail, you will try it again in another new place until finally succeed. In this way, you will look all over the room faster to achieve the goal and not waste time in the place searched before. Inspired by this, the kind of curiosity-driven exploration [15] might make the exploratory process more efficient and impel the agent to pursue those unseen states. One recent and popular method, intrinsic curiosity module (ICM) [16] augments task reward with intrinsic curiosity-driven reward based on state prediction error to achieve this objective. However, it must be noted that blindly pursuing novel states also makes sample inefficiency and suffers from the “couch-potato” issues, which hinders the agent from learning [17].

In this paper, we introduce a method called Augmented Curiosity-Driven Experience Replay (ACDER). This technique aims to guide the agent to explore the environment more efficiently and purposefully. First, we propose a new goal-oriented curiosity-driven exploration method, in which we employ a simplified intrinsic curiosity module to generate intrinsic curiosity reward for each training transition based on its state prediction error and introduce a goal-oriented factor to guarantee the sampled transitions modified by HER to be relevant to the tasks. Combining curiosity rewards and the new goal-oriented task rewards, the agent prefers to seek task-relevant and unseen states before more often under ensuring success. Second, instead of always producing episodes from a fixed state, we adopt a dynamic initial state selection mechanism to start the agent from novel states with high curiosity rewards. We can see this as an automatic exploratory curriculum which gradually explores the environment in a directed way according to the agent’s current knowledge about it and even visit those beyond the originally reachable states. We evaluate ACDER with Deep Deterministic Policy Gradient (DDPG) [18] on the robotic manipulation tasks. Ablation studies show that each component of our method plays a positive role in achieving a higher success rate and faster convergence. Moreover, the policies trained in simulation with our method are deployed on a physical robot and can complete the tasks successfully.
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II. RELATED WORK

A. Exploration

In reinforcement learning, the basic idea of exploration is to encourage the agent to explore novel or uncertain states rarely visited before to gain more information about the environment and accelerate policy learning. Current exploration methods can be classified into count-based exploration and curiosity-driven exploration. Count-based exploration methods aim to utilize the visitation counts as an intrinsic bonus to instruct the agent to explore the environment. The classic techniques directly turn the number of times states [19] or state-action pairs [20, 21] visited into bonuses, especially for discrete observation space. Extended to high-dimensional continuous state space, there is less chance of appearing two identical states in the environment, so other methods are proposed, such as fitting a density generative model to estimate pseudo-count [22, 23], mapping states to hash codes to count their occurrences with a hash table [24] or discriminating each visited state against all others implicitly based on an exemplar model [25]. Curiosity-driven exploration [26, 27] formulates state novelty as the intrinsic reward. In [16], ICM rewards the agent based on the state prediction error [28, 29], When visiting unseen states, the prediction error becomes high, and the agent receives high intrinsic rewards. And in [17], it compares current observation with those stored in episodic memory to generate bonuses to solve the “couch-potato” problems. However, most current curiosity-driven methods are restricted to video game environments and combined with on-policy RL algorithms.

B. Experience Replay

The technique of experience replay has been introduced in [30] and becomes to be applied due to the success of DQN [1] in playing Atari. It focuses on selecting which experiences to store and how to use them to accelerate the training procedure [31, 32, 33]. Many studies have improved the experience replay. Prioritized Experience Replay [34, 35] prioritizes the transitions with high TD-error in the replay buffer more frequently to speed up learning. HER [10] replaces original goals with achieved goals to encourage the agent to learn much from the undesired outcome. Based on HER, Dynamic Hindsight Experience Replay [36] is proposed to assemble successful experiences from two relevant failure to deal with robotic tasks with dynamic goals; Energy-based Prioritization method [37] prioritizes trajectories in which more physical work-energy is done and Curiosity-driven Prioritization method [38] prioritizes trajectories in which rare goal states are achieved. Currently, most improvements of experience replay are made to solve how to use transitions in the replay buffer, not how to generate episodes to store.

III. BACKGROUND

In this section, we provide an introduction to the preliminaries, including the basic concepts for reinforcement learning, Deep Deterministic Policy Gradient, and Hindsight Experience Replay.

A. Reinforcement Learning

We consider the standard Markov Decision Process (MDP) represented as a tuple $(S, A, P, R, \gamma)$, which consists of a set of states $S$, a set of actions $A$, a transition function $P(s'|s, a)$, a reward function $R(s, a)$ and a discount factor $\gamma$. An agent interacts with environment $E$ which is assumed to be fully observable. At each timestep $t$, the agent performs an action $a_t \in A$ at current state $s_t \in S$ and receives a reward $r_t \in R$ provided by the environment and the next state $s_{t+1}$ sampled from the distribution $P(s_{t+1}|s_t, a_t)$. The agent chooses actions based on a policy $a_t = \pi(s_t)$, which maps from states to actions directly. The goal in reinforcement learning is to learn an optimal policy $\pi$ to maximize the accumulated reward, i.e. the expected return $R_t = \sum_{i=t}^{T} \gamma^{i-t}r_i$, over time horizon $T$ and with the discount factor $\gamma \in [0, 1]$.

B. Deep Deterministic Policy Gradient

Deep Deterministic Policy Gradient (DDPG), an off-policy model-free reinforcement learning algorithm, has shown promising performance in continuous control tasks. DDPG utilizes an actor-critic framework, which incorporates policy gradient methods with value approximation methods for RL: an actor network approximating the policy $\pi : S \rightarrow A$ and a critic network learning the action-value function $Q : S \times A \rightarrow \mathbb{R}$. The critic is trained using temporal difference method to minimize the loss $L$ w.r.t $\theta^Q$:

$$L = \frac{1}{N} \sum_{i} (y_i - Q(s_i, a_i|\theta^Q))^2$$  \hspace{1cm} (1)

where

$$y_i = r_i + \gamma Q'(s_{i+1}, \pi'(s_{i+1}|\theta^\pi')|\theta^Q)$$  \hspace{1cm} (2)

The actor is trained using policy gradient to maximize $Q^\pi$ w.r.t $\theta^\pi$:

$$\nabla_{\theta^\pi} J \approx \mathbb{E}_{s_t \sim E}[\nabla_{\theta^\pi} Q(s_t, a_t|\theta^Q)|_s=s_t, a=\pi(s_t|\theta^\pi)]$$  \hspace{1cm} (3)

Considering stability reasons, separate slower moving target networks $\pi'$ with parameters $Q'^\pi$ and $Q'$ are used to compute the target $y_t$. DDPG maintains a replay buffer to store transitions $(s_t, a_t, s_{t+1}, r_t)$ experienced before to allow the algorithm updating from a set of uncorrected transitions, which stabilizes training by breaking the temporal correlations of the update.

C. Hindsight Experience Replay

Hindsight Experience Replay (HER) is presented to solve sparse-reward challenge in reinforcement learning and can be used with any off-policy RL algorithm. HER is based on training universal policies [39] which take as input not only the current state but also a goal state. The pivotal idea is: after experiencing some episodes, every transition $(s_t, a_t, g_t, s_{t+1}, r_t)$ stored in
the replay buffer is not only with the original goal \( g_t \) used for the episode but also with a subset of other goals \((g'_1, g'_2, \ldots, g'_k)\), and the additional transitions with new goals are relabeled as \((s_t, a_t, g'_1, s_{t+1}, r'_1), (s_t, a_t, g'_2, s_{t+1}, r'_2), \ldots, (s_t, a_t, g'_k, s_{t+1}, r'_k)\) with recalculated reward \( r'_1, r'_2, \ldots, r'_k \). Here hyperparameter \( k \) controls the ratio of HER data to data coming from regular experience replay in the replay buffer. In [10], four strategies are supplied to sample additional goals to replay, including final, future, episode and random. Empirical results show that in all cases, future with \( k \) equal 4 or 8 has the best performance. HER may be seen as a form of implicit curriculum to achieve goals from simple to more difficult ones.

IV. METHOD

In this section, we present the detailed architecture of Augmented Curiosity-Driven Experience Replay (ACDER), in which we use two methods to improve the exploration performance: goal-oriented curiosity-driven exploration and dynamic initial state selection.

A. Goal-Oriented Curiosity-Driven Exploration

First, we utilize S-ICM [40], a simplified intrinsic curiosity module, to generate curiosity rewards. In S-ICM, it uses a forward dynamics model \( F : \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S} \) parameterized by \( \theta^F \) to predict next state given current state and action and defines the state prediction error as an additional intrinsic curiosity reward. When facing unfamiliar states, the agent will receive high intrinsic rewards, which facilitates it to seek novel states and thus increases the chance of stumbling into the goal states. Different from combining curiosity-driven exploration with on-policy reinforcement learning algorithm [16], which results in the agent forgetting the visited paths and exploring those states repeatedly, S-ICM enables sampling past experiences from the replay buffer for training. In this way, it can ensure exploration stability and avoid inefficient exploration behavior, especially in large-scale environments with sparse rewards [41].

For each transition \((s_t, a_t, g^h, s_{t+1}, r^h)\), the intrinsic curiosity reward \( r^i_t \) is computed as the squared error between the predicted next state \( \hat{F}(s_t, a_t|\theta^F) \) and the actual next state \( s_{t+1} \), which can be written as:

\[
r^i_t = clip(\frac{1}{2} \| F(s_t, a_t|\theta^F) - s_{t+1} \|^2_2, 0, \eta) \quad (4)
\]

where \( 0 < \eta < 1 \) is a scaling factor that limits the magnitude range of curiosity reward. \( clip \) function is used to keep novelty gap between states to encourage the agent to pursue more novel states purposefully.

Second, to avoid blindly pursuing novel states, we aim to encourage more task-relevant exploration, which helps to meet more novel states relevant to specific goals. For transitions after HER modification, we introduce a goal-oriented factor that is determined by the angle between action vector \( \bar{a}_t \) and the vector from current robotic agent position to new additional goal position \( \bar{s}^a_t g^h \) to form new extrinsic rewards \( r^{e*}_t \), as follows:

\[
r^{e*}_t = \lambda_r \times r(s_t, a_t, g^h) \quad (5)
\]

where

\[
\lambda_r = \frac{1}{2\pi} \arccos \frac{\bar{s}^a_t g^h}{\bar{a}_t} > +1 \quad (6)
\]

\( \lambda_r \) is the goal-oriented factor that linearly increases as the angle between the two vectors increases (illustrated in Fig. 1) and \( r(s_t, a_t, g^h) \in \{-1, 0\} \) is the task reward after HER modification. In this way, the actions with larger rewards \( r^{e*}_t \) become more valuable to the new additional goals and would improve the learning efficiency for the generated goals \( g^h \), and then further accelerate the progress of achieving the original goals. Combining intrinsic curiosity rewards and the task-relevant new extrinsic task rewards, we can encourage the agent to seek the states that are novel and surprising and also relevant to goals for exploration.

At each update step, the goal-oriented curiosity model and RL policy are trained simultaneously using the same transitions, which can make the model and policy concurrently converge as the agent gains more knowledge about its environment. The overall optimization objective is to maximize the expected sum of joint reward composed of intrinsic curiosity reward and new goal-oriented extrinsic task reward and minimize loss function \( L_F \) of the forward dynamics neural network in S-ICM, which can be written as:

\[
\min_{\theta^F, \theta^S} \left[ -\mathbb{E}_{(s_t,a_t) \sim \rho^F} \sum_t r^{e*}_t + r^i_t \right] + L_F \quad (7)
\]

where

\[
L_F = \frac{1}{2} \| F(s_t, a_t|\theta^F) - s_{t+1} \|^2_2 \quad (8)
\]

B. Dynamic Initial State Selection

For robotic manipulation tasks, sometimes the agent is hard to visit the whole state space if it always starts from a fixed state in limited step horizons. To further improve exploration efficiency, we enable the agent to start from those novel or rare states experienced before rather than always a fixed initial state. As the agent has already gained ability to reach some states, it is unnecessary to always start from the scratch [42]. Increasing visited state diversity can enhance agent exploration efficiency and learning performance. Obviously, it is more likely to find novel states within the range of novel states. By starting from unfamiliar states that the agent has already encountered, we could create
an automatic exploratory curriculum that helps the agent gradually explore state space and even visit those beyond the originally reachable states.

The initial states selected to restart from in the next episode should have two properties: (i) the states are novel compared with those stored currently in replay buffer; (ii) the agent has the capability to reach the states under current policy. To accomplish these, we first utilize S-ICM to generate intrinsic curiosity reward for each sampled transition. Then we extract transitions that stem from successful episodes in replay buffer from these training samples. In the extracted transitions, we further select the state which has maximal intrinsic reward as an eligible state to restart from in the next episode.

In order to avoid policy overfitting and collapse, we maintain a balance between selecting novel states and the original fixed initial state, which can ensure to both further diversify the initial states and prevent performance degradation in the later learning process. To achieve this objective, we utilize a hyperparameter $\alpha$ to determine the ratio of selecting novel states to restart for the next episode. It is tuned dynamically according to the test success rate throughout training, which is defined as:

$$\alpha = \alpha_0 - 0.5 \times (10^e)^{\text{success rate} - 1}$$

where $\alpha_0$ is the initial ratio. In the early stage of learning, generating episodes from novel states can help explore the environment faster compared with random exploration. As the policy updates, the ratio $\alpha$ will be set to prefer more experiences from the original fixed initial states for optimizing the original performance metric. By dynamically adjusting the rate to select initial states to generate episodes, we aim to increase initial state diversity for accelerating coverage of the state space and improving task performance.

C. Architecture Details

A schematic view of ACDER is given in Fig. 2. At each update, rollouts produced by agent’s interacting with the environment are stored in the replay buffer. After HER modification, the training samples are passed into the S-ICM to obtain respective intrinsic curiosity rewards and form the new goal-oriented extrinsic rewards based on task-relevant criteria. Combining intrinsic rewards and the new extrinsic rewards, the agent is encouraged to seek more task-relevant and novel states for fast convergence. Moreover, we utilize a dynamic initial state selection module to start the agent from novel states with high intrinsic rewards to further increase state diversity.

ACDER can be potentially used with any off-policy RL algorithm. In our experiments, we use DDPG for policy learning, and our method can indeed improve exploration efficiency and provide an order of magnitude of speedup over RL method.

V. EXPERIMENTS AND RESULTS

In this section, we first introduce the robotic simulation environments we use for the experiments. Second, we compare the performance of our method combined with DDPG, with four existing RL algorithms. Third, we check if our approach improves sample efficiency in robotic manipulation tasks. Fourth, ablation environments show the importance of each component on learning performance. Finally, we show the results of the experiments on the physical robot.

A. Simulation Environments

The environment we used throughout our experiments is a robotic simulation provided by OpenAI Gym [8, 43], which introduces a suite of challenging continuous control tasks based on current existing robotic hardware. In all experiments, we use a robotic agent that is a 7-DOF Fetch robotic arm with a two-fingered parallel gripper. The robot is simulated using the MuJoCo physics engine [44]. We evaluate our method in four challenging tasks, including Reach, Push, Pick & Place, and Multi-Step Push, see Fig. 3.

In Fetch tasks, states include the positions and linear velocities of the gripper and fingers. If an object is present, it also includes the positions, rotations, and angular velocities of object, as well as its position and linear velocities relative to the gripper. Action is 4-dimensional: 3 dimensions output gripper incremental movement and the last dimension controls the opening and closing of fingers. Goal is the desired position of end-effector or goal-object (if any). Rewards are sparse and binary: the agent receives a reward of 0 if the goal is reached (within a distance of 5 cm) and -1 otherwise.

B. Performance

In order to test the performance, we evaluate the difference between our method ACDER with DDPG and vanilla DDPG+HER (OpenAI Baselines) on all four robotic tasks. Moreover, we compare against DDPG+HER with PER [34] which prioritizes the transitions with high TD-error for hindsight transformation and DDPG+HER with EBP [37] which prioritizes trajectories with more physical work-energy done and then sampled transitions for hindsight transformation.
These two methods are both existing improvements of experience replay which have been proven to improve the learning performance and sample efficiency. We also compare against DDPG+HER with ICM [16], which encourages the agent to seek novel states for exploration by defining state prediction error as intrinsic rewards. In all methods, HER utilizes future strategy with $k = 4$ for replacing original goals with achieved goals that observed later from the same episodes.

We compare the mean test success rate of these five methods. Because of no object, we only compare four methods in the FetchReach environment, without DDPG+HER+EBP. Each experiment is carried out across 5 random seeds, and the shadow area represents one standard deviation. In all experiments, we use 4 CPUs and train the agent for 25 epochs (each episode includes $4 \times 100$ episodes) in the FetchReach environment, 50 epochs in the FetchPush environment, 100 epochs in the FetchPickAndPlace environment and 400 epochs in the Multi-Step Push environment. Throughout the experiments, $\eta = 0.05$ is used for Eq(4) in the Reach task, while $\eta = 0.8$ in the other three remaining tasks. The initial ratio $\alpha_0$ in Eq(9) is set to 0.8 in three basic environments and 0.7 in the multi-step task. The forward dynamics network in S-ICM is a three-layer fully connected framework. The input layer is constructed by concatenating $(s_t, g)$ with $\alpha_t$. The hidden layer includes 256 units, and the number of the final output units is the total dimensions of state and goal of the task. The parameters of actor and critic network in DDPG are all the same as those in DDPG+HER (OpenAI Baselines). We use a replay buffer with a size of $10^6$ and train the policy with minibatch sizes of 256. In this way, we hope the forward dynamics model fits the familiar training states but keeps insensitive to unseen states, which can help to determine state novelty. The learning curve with respect to training epochs is shown in Fig. 4. We can see clearly that our method, DDPG+ACDER offers faster convergence and better improvement of final success rate than the other four methods in all four robotic tasks without requiring any increase in the number of episodes. Moreover, our approach enables multi-step robotic manipulation task learning, while the other four methods can’t.

### TABLE I

| Method          | Reach (100%) | Push (95%) | Pick&Place (95%) |
|-----------------|--------------|------------|------------------|
| DDPG+HER        | 2,240        | 11,600     | 33,600           |
| DDPG+HER+ICM    | 2,400        | 9,800      | 29,800           |
| DDPG+HER+PER    | 1,440        | 7,800      | 17,400           |
| DDPG+HER+EBP    | –            | 7,200      | 17,200           |
| **DDPG+ACDER**  | **400**      | **2,200**  | **5,200**        |

### C. Sample Efficiency

To verify if our method improves sample efficiency, we compare the number of episodes needed in the replay buffer when achieving the same mean test success rate using these five methods. From Table I, we can observe that in three basic robotic tasks, DDPG+ACDER always needs the minimal training samples to reach the same success rate compared with the other four methods. Especially in relatively harder Pick&Place task, for the same 95% test success rate, vanilla DDPG+HER needs 33,600 episodes for training, while DDPG+ACDER only needs 5,200 episodes, which the sample size has been decreased by more than five times. Meanwhile, compared with two existing improvements of DDPG+HER, our method also nearly triples the sample-efficiency. In conclusion, DDPG+ACDER can
improve sample efficiency remarkably by an average factor of five over vanilla DDPG+HER.

D. Ablation Experiments

We perform the ablation experiments to measure the importance of each component of our methods on learning performance. From Fig. 5 we can see clearly that without curiosity-driven exploration, the method is significantly worse in each task, but still learns faster than vanilla DDPG+HER. Similarly, without dynamic initial state selection, the method’s learning performance also suffers but achieves much better than vanilla DDPG+HER. Moreover, without goal-oriented factor, pursuing novel states blindly will hinder the agent’s learning.

The goal-oriented curiosity-driven exploration is an effective method to accelerate exploration and achieve optimal learning performance by introducing intrinsic rewards to encourage the agent to seek task-relevant and novel states more purposefully. Dynamic initial state selection enables the agent to gradually explore the environment in a directed way according to the agent’s knowledge about it. Therefore, combining goal-oriented curiosity-driven exploration and initial state selection, our method is expected to maximize exploration efficiency and improve learning performance.

E. Deployment on a Physical Robot

For easy deployment on a physical robot, we retrain the policies for three basic robotic tasks (Reach, Push, Pick&Place) with simplified state inputs in the simulation environments with the 7-DOF Fetch robot. The states only include the positions of gripper and objects, the relative positions of objects to gripper and finger states. And then we deploy the trained policies on a real-world UR5 robotic arm respectively. Since the output of policy is the incremental movement of the end-effector of the robotic arm, it is feasible to transfer the policies directly without consideration of the robot configuration. The object and goal positions are obtained by color recognition using raw RGB and depth camera images [45]. Fig. 6 shows the process of policy deployed on real-world UR5 robotic arm. The red cube represents the target position in reach task, the green cylinder is pushed upon the red target in push task, and the orange cube is placed on the yellow cube in pick&place task. We test the success rate with 5 cm tolerance error in each task for 20 trials. The policies succeed in 19 out of 20 trials in reach task, 16 out of 20 trials in push task, while 17 out of 20 in pick&place task, which shows the consistent performance between simulation environment and real-world scenarios.

VI. CONCLUSIONS

We propose an effective method called Augmented Curiosity-Driven Experience Replay (ACDER) which introduces a goal-oriented curiosity-driven exploration to encourage the agent to pursue task-relevant and novel states more efficiently and purposefully, and learn policy through an automatic exploratory curriculum by dynamic initial start states selection. ACDER shows promising experimental results in all three basic challenging robotic manipulation tasks and improves sample efficiency by a factor of five over vanilla DDPG+HER. And our method also has the capability to achieve multi-step task learning. Moreover, we show that the policies trained in simulation for reach, push and pick&place tasks perform well on the physical robot without any additional finetuning.

In future works, we would employ our method in higher dimensional continuous environments. A promising research is to utilize this idea to solve exploration problems in more complicated robotic manipulation tasks with longer horizons.
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