Artificial Intelligence Nomenclature Identified From Delphi Study on Key Issues Related to Trust and Barriers to Adoption for Autonomous Systems
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Abstract— The rapid integration of artificial intelligence across traditional research domains has generated an amalgamation of nomenclature. As cross-discipline teams work together on complex machine learning challenges, finding a consensus of basic definitions in the literature is a more fundamental problem. As a step in the Delphi process to define issues with trust and barriers to the adoption of autonomous systems, our study first collected and ranked the top concerns from a panel of international experts from the fields of engineering, computer science, medicine, aerospace, and defence, with experience working with artificial intelligence. This document presents a summary of the literature definitions for nomenclature derived from expert feedback.

Index Terms— artificial intelligence, cross-discipline, definitions machine learning, nomenclature.

I. INTRODUCTION

The incorporation of artificial intelligence (AI) into areas of decision support, team support, and human-AI partnership requires diverse perspectives from multiple domains of research, development, and operationalization. To improve the understanding of issues of trust and barriers to the adoption of such systems, an expert Delphi panel was consulted. The initial stage of the Delphi process was to gather expert feedback on the top three challenges regarding the adoption and implementation of AI and the top three key issues related to trust in AI. After receiving feedback from the initial stage, the 248 concepts were organized into 33 groups, with each group represented by a specific term or phrase derived directly from the responses, thus generating a nomenclature. This nomenclature list will be used for the next stages of the Delphi to gain consensus on the importance and feasibility of each term. The following are the top-ranked terms that have definitions derived from the literature (listed alphabetically):

- AI Integration Process and Standards
- Accuracy of Results/Output
- Data Veracity
- Ethical Implementation and Fairness
- Feedback to User and Communications to/from AI
- Flexibility and Adaptability to Novel Situations and Unexpected Stimuli
- Government Regulations and AI Policy
- Model Bias
- Operator - AI Interaction and Teaming
- Performance
- Predictability of AI Behaviour
- Privacy
- Reliability
- Robustness
- Security
- System and/or Model Errors and Failures
- Testing and Validation
- Transparency
- Trust
- Unbalanced Dataset and Dataset Shift
- Understanding AI Capabilities / AI Education
- Usefulness/Benefit to the User

The list of terms will be used as a common reference for the
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next stages of the Delphi study. It should be noted that for many of the definitions, the literature is not consistent and can be ambiguous. The authors have provided succinct definitions based on their experience with the subject and present them here as the basis for further research and discussion.

II. NOMENCLATURE
This section contains the Delphi-derived nomenclature definitions. Each definition is supported by several citations from the literature, and where appropriate, overlaps with other definitions are noted. The order presented here matches the randomized list order provided to the Delphi participants. An alphabetical list was presented in the Introduction.

AI Integration Process and Standards
Artificial Intelligence (AI) integration and standards refer to the structured integration of intelligent algorithms into the specific domain workflow. From data acquisition, to labelling, to modelling, to end-user interaction, research continues on the operationalization of AI [1]. While methods have been proposed, integration processes and standards are still evolving and in development; however, there do exist standards for low-level automation functions [2][3][4][5]. For reference, a global repository of current and emerging AI standards demonstrates the evolving work in the field [4]. IEEE 2801-2022 is the only recommended practice we are aware of which addresses the quality management of datasets for the medical artificial intelligence [6]. ISO is also in the process of developing ISO/IEC JTC 1/SC 42 for AI [7]. According to ISO, standardization in this area provides guidance to ISO committees developing Artificial Intelligence applications.

Testing and Validation
Testing and validation are often used as a reference to development stages where trained models are evaluated using with-held data. This specific development stage is also referred to as ‘internal evaluations’. It is also important to consider external validation which, instead, refers to external evaluations to be made on the models beyond the with-held data. Formally, by testing, we mean evaluating the system in several conditions and observing its behavior, watching for defects. Likewise, by verification, we mean producing a compelling argument that the system will not misbehave under a very broad range of circumstances [8][9].

Reliability
Reliability of AI is the demonstrated capacity of AI, based on its previous performance, in accomplishing specific tasks [10]. In other words, AI reliability in a task is measured by analyzing performance data from previous instances where AI has been utilized in the same task [10].

Trust
Trust in AI agents is defined in the context of delegation without supervision. It is the delegators’ attitude towards AI when assigning an AI agent to a place that has always been occupied by human trustees [11]. Trust is the delegators’ positive expectation from the AI agent’s future performance [10].

System and/or Model Errors and Failures
In machine learning (ML), model errors are one of the main impediments to improved accuracy and reliability as errors can propagate, become amplified, or be suppressed, making it challenging to find the reason(s) for failure [12][13]. ML model error generally denotes incorrect prediction for classification tasks, whereas, in the case of regression tasks, it is considered a significant deviation from the ground truth that results in a failed ML system [14]. The consequences of these failures reduce model reliability, safety, and trust in ML [15]. Therefore, the common sources of errors need to be identified to reduce or prevent failures. Two major model-associated errors are faulty model assumptions and model fragility. For example, a linear ML model may be inappropriate and produce errors where nonlinearities are among the features [12].

Model Bias
There are several sources of bias, starting from data collection to model deployment, that can affect the performance and implications of an ML system [13][16]. The bias observed in a resulting or final ML/AI model is model bias or sometimes termed algorithmic bias [17][18][19][20]. Bias in the outcome of the model is caused by bias propagation via the ML pipeline. For example, bias in the data collection stage may influence an object classification model to learn features of the object only in certain conditions, or underrepresented groups in medical research could be negatively affected due to the model bias [16][18].

Feedback to User and Communications to/from AI
AI feedback/communication to the user can be defined as the results produced by the AI model which conclusions can be drawn from. These results can include, but are not limited to, predictions, statistics, and even raw values. User feedback/communication to AI is the process of adapting user input to retrain or adjust features in an ML model. The back-and-forth communication creates a feedback-control loop which is part of the process known as reinforcement learning [21][22][23][24].

Accuracy of Results/Output
In ML, accuracy is a term used mainly for evaluating supervised ML algorithms. The predictive power of a classification algorithm, or how well a classifier can predict the hold-out test data, is typically measured by its predictive accuracy or error rate (1 - accuracy) [25][26][27]. It is the ratio of the number of correct predictions to the number of total predictions. It is a useful measure when all classes considered in a classification problem are of equal importance [28].

Ethical Implementation and Fairness
There has been an increasing push for “ethical AI”, but it currently has varying definitions. Some consider ethical
implementation to be properties, with the most common being transparency, justice and fairness, non-maleficence, responsibility, and privacy. Others refer to ethical considerations taken at the various steps of development to prevent unintended bias and discrimination. For example, there may be inherent biases in the training dataset. These biases are reflected in model outputs and may lead to unanticipated issues, such as racial discrimination. Other examples are financial incentives and privacy concerns regarding data collection and use [29][30][31].

An algorithm is said to be unfair if a pair of inputs that are close together are treated differently. An algorithm is said to be fair if no such pair exists. “Close” is determined by an appropriately defined metric and differing outputs may be vastly differing class labels or other such large differences in output [32].

**Operator - AI Interaction and Teaming**

Operator – AI interaction is the process that aims to give the user/operator the ability to control and coordinate artificial intelligence. This can be done through a collection of technologies, such as wearable devices and sensors, as well as the fusion of machine intention recognition with the user emotion recognition. This helps provide the user/operator with a collaborative environment where they can be an active participant in the process [33][34].

**Unbalanced Data and Dataset Shift**

Other common names for unbalanced data:
- Imbalanced data
- Class sparsity
- Class imbalance

Most ML algorithms assume uniform class size, however, in reality this is often not the case. Imbalanced datasets are datasets in which there is an unequal distribution between its classes. By this definition, the majority of datasets are imbalanced, however it is more common to use this term for datasets that have classes that differ greatly in size. This can lead to skewed accuracies where models tend to predict the majority class [35][36][37].

Other names for dataset shift:
- Concept shift, concept drift
- Covariate shift
- Changing environments

Dataset shift is common as the underlying distribution of the modelled data is often unknown during the training process and even if it is known, the distribution may change between training and deployment. Suppose there is a classification problem defined as predicting outcome Y from feature X which comes from data collected from distribution A. Suppose that during deployment, the data will be collected from distribution B. We describe this the differences between the distributions of the training data and deployment data as dataset shift. The differing distributions can be due to several factors, such as demographics or sensor resolution [38].

**Predictability of AI Behavior**

Unpredictability, also known as unknowability or cognitive uncontainability, is the ability to precisely and consistently predict AI’s action to achieve the objective [39]. Predictability relates to the question of “what will the system do?”; in an AI behavior sense, it is more of the accuracy of AI’s execution of a task, in relation to its training data, and how well it can accommodate to input data-- in other words, if the behavior can be anticipated. It is different from reliability (the extent to which the system does or does not fail), as failing could be predictable. Predictability could be related to training data, testing against variety of inputs, complexity and quality of input data, self-learning ability, etc. [40].

**Performance**

Performance of different AI algorithms can be defined as how well they complete their tasks and the confidence levels for predictions in some situations, which means for every AI the performance metrics should be varied. Some of the metrics that exist are regression metrics, classification accuracy, confusion matrix of ground-truth labels versus model predictions, precision, recall, F1-score, etc. [41][42][43].

**Robustness**

Robustness in ML can refer to multiple facets of an ML pipeline. Generally, robustness in ML refers to model robustness, which denotes the degree of effectiveness of a model in generalizing beyond its training data ranging from the natural shift in data distribution to tackling adversaries. It is also referred to as model stability, and for a model to be robust, the performance deviation should be minimal [44][45][46][47]. Models’ diversity and heterogeneity are considered the key to building robust and accurate models [48]. Additionally, a robust model should behave as expected under likely, unlikely, anomalous, or adversarial conditions; with re-producible empirical behavior [46]. Model robustness is also related to data quality, model decay, feature stability, precision vs. recall, and input perturbations [45]. For example, a robust neural network image classifier should not get fooled while testing it by perturbing a test image [49]. This type of attack to ML is usually called adversarial examples. Robustness can also be impacted by poisoning attacks where the decision boundary is gradually shifted in an unnoticeable way by an adversary in training time [50].

**Usefulness/Benefit to the User**

Usefulness of AI to the user is the evaluation of the advantages and positive impacts that AI provides in different services that traditionally require human support, such as checking symptoms based on patient data [51][52].
Government Regulations and AI Policy

Government regulations and AI policy is a broad topic including ethics codes, principles, guidelines, frameworks, and policy strategies. Specifically in Canada, the Directive on Automated Decision-Making oversees the assistance of AI in making administrative decisions to improve service delivery. Other regulations focus on funding to attract and retain AI researchers. Recently on June 16, 2022, House of Commons passed a bill C-27 to regulate international and interprovincial trade and commerce in AI, by requiring measures to mitigate risks of harm and biased output related to high-impact AI systems [53][54][55].

Transparency

The exact usage of ‘transparency’ is unclear. It is sometimes used interchangeably or in tandem with ‘explainability’ and/or ‘interpretability’.

Machine learning, in particular deep learning, is often described as a ‘black box’ where decisions are not easily interpreted or explained. Recent trends are pushing for more ‘transparent’ AI with IEEE P7001 being proposed as a standard for transparency in autonomous systems. There are varying definitions, but IEEE P7001 defines transparency as “the transfer of information from an autonomous system or its designers to a stakeholder, which is honest, contains information relevant to the causes of some action, decision or behavior and is presented at a level of abstraction and in a form meaningful to the stakeholder” [56][57][58].

Security

AI security may be defined as preventing, identifying, and neutralizing various types of adversarial attacks that can target AI systems in various phases of their development and cause deficiencies in their performance [59].

Privacy

Privacy is defined as one’s right to have full control and secrecy over their personal information [60]. Violation of privacy in an AI system happens when a wrong party gets access or reliably infers individuals’ sensitive information, the process of accessing information is compromised, or the access is obtained for wrong purposes [61]. Privacy-preserving AI offers solutions for countering these violations by implementing various techniques ranging from Federated Learning, Differential Privacy, Homomorphic Encryption and Secure Multi-Party Computation [10][11][59][62][63].

Understanding AI Capabilities / AI Education

In reference to the end-user, this is understood as general improvement to literacy of artificial intelligence concepts and capabilities. By understanding, this could improve trust of the technology.

Data Veracity

Data veracity is often equated with data trustworthiness because it is so closely bound to inherent uncertainty [64][65]. As the desire for deep learning approaches grows, so too does the need for larger datasets. With the increasing size of datasets there can be biases, ambiguities, variances, errors, and gaps that need to be identified and addressed to improve the accuracy and generalizability of the models [65]. In the context of artificial intelligence, data veracity is the quality or integrity of the data to be used for training models [66]. IEEE 2801-2022 is the only recommended practice we are aware of which addresses quality management of datasets for medical artificial intelligence [6].

Flexibility and Adaptability to Novel Situations and Unexpected Stimuli

Novel or unexpected stimuli are cases where input to the trained artificial intelligence lies outside the scope of data of which the artificial intelligence was trained. Using the analogy of a 3-variable (A, B, C) Venn diagram, where our AI model was trained under the union A + B + C, the unexpected falls in AB’C’ (everything that is not A + B + C). Flexibility or adaptability are not explicit attributes in current modelling development methods. The current approach to such instances is to make a decision model more generalizable, thus broadening the scope of training by including the novel data in re-training. Beyond generalizability, out-of-distribution (OOD), or dataset shift, detection is an indicator that the modelling is receiving unexpected stimuli [67][68]. In current literature the concepts of flexibility and adaptability are regularly referred to as agility, adaptiveness, robustness, and resilience; however, these are generally detection of anomalies and not truly a model's ability to adapt real-time [69].

V. DISCUSSION

This paper presents an expert panel’s view on the most important concepts surrounding trust and barriers to adoption of autonomous systems. The terms presented form a common reference for ongoing discussion and research in the next phase of the Delphi process.
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