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ABSTRACT
The customer churn prediction model is required by many companies to predict the risk of customer churn and take necessary actions to prevent churn. Recently, machine-learning-based models are highly applied in customer churn prediction. In this paper, machine learning-based models are applied to the customer churn prediction, which is reviewed with their advantages and limitations. Random Forest methods were highly used in the existing customer churn prediction models due to their advantages of effectively analyzing the features in the data. Feature selection methods such as Particle Swarm Optimization (PSO) and Firefly algorithms were applied to improve the prediction process. The Ensemble classifiers of bagging and boosting of random forest are applied to the prediction of customer churns which achieves higher performance. Deep learning models such as Long Short Term Memory (LSTM) and Convolution Neural Network (CNN) were applied for prediction and achieves higher performance. Random forest model, LSTM, and CNN models have the limitations of overfitting problem of customer churn prediction. Feature selection techniques of PSO and firefly methods have the limitations of poor convergence and lower efficiency in handling the imbalanced dataset.
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1. INTRODUCTION
Customer churn is one of the major concerns for large companies due to its direct effect on the company’s revenue, especially in the telecom field. Companies are seeking to develop the customer churn prediction model to predict the risk of customer churns. The telecommunication sector is one of the important fields in the developed countries like India, South Korea, etc. By increasing the number of operators and technical progress the level of competition increases [1]. Customer churns critically affect the business, especially in the telecommunication sector and this sector focuses on retaining the existing customers, which acquires more than the new customers due to the associated high cost [2]. Customer Relationship Management (CRM) is a comprehensive strategy applied for organizing, developing, and strengthening loyalty with long-lasting customer relations which is applied in the telecommunication sector. CRM based on the historical data shows that the cost of a new customer is five to six times more than retaining the existing customer [3]. The advancement of machine learning and artificial intelligence tends to increases the possibilities to predict customer churns with high performance. The Support system and consumer service dissatisfaction is the main reason to the customer churn. Forecasting the customer churning risk helps the companies to deal with the customer churn problem [4, 5].

Generally, machine learning techniques analyze the customer characteristics by using the datasets like call details, account and billing information, the future behavior of customers with personal demographics. Initially, data mining techniques are primarily applied to the churn prediction which is predicted by the telecom churners. For instance, neural networks and decision trees are applied to develop accurate churn prediction systems [6, 7]. Various machine learning algorithm was applied to analyze the churning task like artificial neural networks, random forest, the statistical classifier (KNN), logistic regression, decision tree, support vector machines, and Naïve Bayes. The hybrid classification of more than one method was applied in the churn prediction which outperforms the single algorithm [8, 9]. Various feature selection and classifier methods are applied in the existing customer churn prediction model [10]. In this paper, machine-learning techniques applied
for the prediction of customer churns were reviewed. Existing models in the customer churn prediction are analyzed with their advantages and limitations. The problem definitions of the existing researches in customer churn prediction were discussed in this study.

This paper is organized as follows: The model overview, feature selection models, ensemble models, machine learning techniques, deep learning models in customer churns prediction were reviewed in section 2. Comparative analysis of the recent notable techniques in customer churns prediction is given in Section 3. The problem definition of the existing models was given in section 4 and the conclusion of this research paper is given in section 5.

2. CUSTOMER CHURNS PREDICTION MODEL OVERVIEW

Customer churns are one of the major concerns for large companies and especially in the telecommunication field. Customer churns prediction models have been developed to predict the risk of customer churns to take necessary care of the customer. Traditionally, the statistical methods were applied to predict the customer churns and the statistical models which has the limitations of the lower efficiency in the prediction. Machine learning techniques were applied to predict the customer churns which achieves considerable performance in the prediction. Various techniques of machine learning techniques like Random forest, decision tree, and Naïve Bayes were applied for the prediction. Some of the researches involved in applying the feature selection method and parameter estimation method to improve the performance. Ensemble classification methods were applied in the Random forest method to improve the efficiency. Deep learning techniques were applied to the prediction that effectively improves the performance of the method. The overview of the customer churn prediction model is shown in Figure 1.

![Overview of the Customer Churns prediction model](image)

**Figure 1** Overview of the Customer Churns prediction model

### 2.1. Feature Selection Models

Feature selection models were applied to select the relevant features from the customer churns datasets. Irrelevant feature selection involves in degrade the performance of the classifiers in prediction.

Amin et al. [2] (2017) applied feature selection methods like LEM2 algorithm (LA), Covering Algorithm (CA), Genetic Algorithm (GA), and Exhaustive Algorithm (EA) for the prediction. The selected features are applied to the rough set of theories to predict customer churns. The feature selection methods have a lower convergence that affects the performance of the prediction.

Idris et al. [6] (2017) applied Particle Swarm Optimization (PSO) for under-sampling to handle the
imbalanced dataset. The genetic programming is applied for the feature selection whereas the selected features are applied for the Adaboost classifier. The PSO method has poor convergence effects that perform the prediction model. Öskarsdóttir et al. [11] (2020) applied relational learner as the feature selection for the prediction of customer churns. Social Network data was applied to predict customer churns. This method has a lower performance in the social network data analysis.

Ahmed et al. [12] (2017) applied the firefly algorithm as the classification in the prediction of customer churns. The Firefly algorithm is applied for the feature selection and classification in the Orange dataset. Firefly algorithm has limitations of poor convergence and high computational time. Ullah, et al. [13] (2019) applied to gain the Information and attribute the feature ranking method to predict the customer churns. Faris [14] (2018) and Vijaya, et al. [15] (2017) applied the PSO method as the feature selection technique.

2.2. Ensemble Methods

Some of the researches involved in applying the ensemble classification methods [16-19] for the prediction of customer churns are given below:

Lalwani et al. [4] (2021) applied a gravitational search algorithm to select the features from the customer churns datasets. The selected features were applied in the ensemble classifiers like random forest, support vector machine for the prediction of customer churns. The gravitational search algorithm has the limitations of slow convergence and easily falls into local optima.

Vijaya and Sivasankar et al. [8] (2018) applied the rough set theory of feature selection, and selected features were applied in the ensemble classifiers like Random subspace, bagging and boosting. The ensemble model has the limitation of the lower efficiency in the prediction.

2.3. Machine Learning techniques

Machine learning techniques were highly applied in the customer churn prediction that achieved the higher performance of classification. Some of the researches involved in applying the feature selection method and machine learning techniques for efficient classification [20-22].

Mashraie et al. [5] (2020) applied a push-pull-mooring framework for the feature selection process and applied it in the classifiers such as random forest, support vector machine, logistics regression for the prediction process. The random forest method has the limitation of overfitting problem when the number of trees in the model is less. The support vector machine method has the limitation of lower efficiency to handle the large dataset.

Faris [14] (2018) applied the PSO method for the feature selection and Feed Forward Neural Network for the prediction of customer churns. The oversampling method is applied to handle the imbalance dataset where the feed-forward neural network has the overfitting problem in the training process. Random forest [4, 5, 7, 8, 13] has been highly used in the existing customer churns prediction due to its capacity to analyze the relations of features in the dataset. The random Forest method can handle the large dataset.

Support Vector Machine [4, 5] has been applied in the existing customer churn prediction in which the model has the advantage of effectively analyzing the neighbor data instances. Support Vector Machine can handle the large features dataset and has the lower performance in the imbalance dataset.

2.4. Deep Learning Models

Deep Learning models [23] were applied in many fields like medical image analysis [24], pattern analysis [25], social media sentiment analysis [26] to achieve high performance. Few existing researchers applied the deep learning methods in the prediction of customer churns [27-29].

Alboukaey, et al. [10] (2020) applied Long Short Term Memory (LSTM) and Convolution Neural Network (CNN) models were applied to the feature selection and classification. The LSTM based models have significantly higher performance compared to the CNN-based models in the prediction. The LSTM and CNN-based models have the limitations of overfitting problems in the training process.

3. COMPARATIVE ANALYSIS

Customer churns are one of the important concerns for large companies that directly affects the revenue of the companies, especially it affects the telecom field. Existing researchers apply various machine learning methods to predict customer churn. Some of the notable researches on machine learning techniques to predict the customer churn are compared in this section with advantages and limitations, as shown in Table 1.

Table 1. Existing Researches on machine learning technique to predict the customer churn

| Author(s) | Methodology | Advantages | Limitations |
|-----------|-------------|------------|-------------|
| Ahmad et al. [1] (2019) | The XGBOOST algorithm model is applied to the Random forest method for feature analysis to the customer churn prediction. | This model applies the social network data in the prediction. | This model requires training for each period. |
| Authors            | Year | Methodology                                                                 | Findings                                                                 | Limitations                                                                 |
|--------------------|------|-----------------------------------------------------------------------------|--------------------------------------------------------------------------|----------------------------------------------------------------------------|
| Amin, et al. [2]   | 2017 | Rough set theory is applied to develop the rule-based decision system for the prediction of customer churns. | The rough set-based model has a higher efficiency in classifying the churns from non-churns. | The rough set-based model has a lower efficiency in the imbalance dataset. |
| Amin, et al. [3]   | 2019 | The data transformation methods like box-cox, rank and z-score to cross-company churn prediction (CCCP).                     | This result shows that data transformation such as box-cox, rank, and log shows the higher performance in the CCCP. | The data transformation method creates the overfitting problem in the classifier model. |
| Lalwani, et al. [4]| 2021 | The gravitational search algorithm is applied for the feature selection for customer churn prediction.                  | The result shows that Adaboost and XGboost classifier which has higher performance when compared to an existing method. | The Adaboost and XGboost model has the limitation of overfitting problem. |
| Mashraie, et al. [5]| 2020 | The push-pull-mooring framework is applied to analyze the effect of the features on customer churns.                         | This result shows that the logistics regression method has higher performance for analyzing the classification. | The developed method has the overfitting problem in the classification process. |
| Idris, et al. [6]  | 2017 | The Genetic Programming (GP) and Adaboost method were applied for the prediction of the customer churns.                     | The GP-Adaboost method has a higher performance in the customer churns prediction. | Adaboost method has the limitation of the overfitting problem. |
| Vo, et al. [7]     |      | The customer churn prediction model is applied to the unstructured call center data                                         | This result shows that the developed model has a higher performance compared to existing methods. | The PSO method has a poor convergence that affects the efficiency of the developed model. |
| Authors and Year | Methodology | Performance | Challenges |
|------------------|-------------|-------------|------------|
| Various text mining techniques such as term importance, phase embedding, and lexicon features were applied for the prediction. | Various classifiers such as Gaussian Naïve Bayes, random forest, logistics regressions were applied for the prediction. | higher performance in the prediction. | XGboost is required to be reduced. The feature analysis performance is required to be improved. |
| Vijaya and Sivasanka r, [8] (2018) | The rough set theory model is applied which effectively selects the features in the telecommunication data. Selected features were applied in the ensemble methods such as Random subspace, boosting, and bagging for prediction. Duke university's churn prediction dataset was used to evaluate the performance of the developed model. | Attribute selection with the ensemble classification method has higher performance in the analysis. | The feature selection method has a lower efficiency. |
| Caigny, et al. [9] (2018) | Logit Leaf Model (LLM) is developed for the prediction of customer churn. The LLM method is developed on the segmented data rather than the entire dataset for better prediction performance. Decision rules are used to segment the data where the leaves of the trees are constructed. | The developed model has higher performance compared to the decision tree, random forest, and logistics regression. | The overfitting problem affects the performance of the developed method. |
| Alboukay et al. [10] (2020) | The daily churn prediction model is applied instead of the monthly prediction model. RFM based model and statistics-based model are the two models applied for the prediction of customer churns. The LSTM and CNN-based models are the deep learning techniques that are applied in the feature selection method. | The LSTM based model significantly outperforms the CNN-based model to predict the customer churns. The developed model has higher performance compared to the existing method. | The LSTM model has an overfitting problem in the prediction process. |
| Oskarsdotтир, et al. [11] (2020) | A relational learner is developed based on various strategies for the prediction of the customer churn prediction. Eight call-detail record datasets were used to evaluate the performance of the developed method. Social network data has been used in the method to improve the performance of the prediction. | A relational learner with network variables has a higher performance in the prediction. Social network data improves the performance of the developed method. | Features of the data are not effectively analyzed. The developed method has a lower efficiency in the imbalance dataset. |
| Ahmed, et al. [12] (2017) | A metaheuristic-based churn prediction method is applied in large telecom data. A hybridized form of the firefly method is applied for the classification. Simulated Annealing and the classification are carried out through the Orange dataset which is applied to evaluate the performance of the model. | Firefly algorithm has a higher performance in the prediction process. The hybrid firefly algorithm has higher accuracy and lower latency compared to the existing method. | The developed method has a lower performance in the imbalanced dataset and data sparsity. |
Information gain and correlation attribute ranking filter methods are applied for the feature selection in customer churn prediction. Selected features are applied in the Random Forest to process the prediction classification. The influence of the churn factors is analyzed for the prediction process. The developed model has a higher performance in the customer churn prediction. The feature selection method improves the performance of the prediction model. Some of the selected features in the analysis are irrelevant. The random Forest method has the overfitting problem when the number of trees are less.

| Method | Description |
|--------|-------------|
| Ullah et al. [13] (2019) | Information gain and correlation attribute ranking filter methods are applied for the feature selection in customer churn prediction. Selected features are applied in the Random Forest to process the prediction classification. The influence of the churn factors is analyzed for the prediction process. The developed model has a higher performance in the customer churn prediction. The feature selection method improves the performance of the prediction model. Some of the selected features in the analysis are irrelevant. |
| Faris [14] (2018) | An intelligent hybrid model is based on the PSO and Feedforward Neural Network for the prediction of customer churns. An oversampling method is applied to the model for handling the imbalanced dataset. Two datasets were applied to analyze the performance of the developed model. The feature weight method based on PSO improves the performance of the developed method. The developed model can handle the imbalance dataset. The PSO method has poor convergence that affects the performance of the developed method. Feedforward Neural Network has an overfitting problem. |
| Vijaya et al. [15] (2017) | This method applies the three variants of the PSO method like PSO with feature selection, PSO with embedded simulated annealing, and PSO with a combination of feature selection and simulated annealing. The developed model is compared with existing classifiers such as random forest, support vector machine, and K-nearest neighbor. The developed PSO variant has a higher performance when compared to the existing prediction model. The scalability of the method is high in the analysis. The PSO method has poor convergence that affects the performance of the model. |

### 4. PROBLEM DEFINITION

Many companies require the customer churns prediction model to predict the risk of churns and take necessary care. Various existing models apply the customer churns prediction based on the machine learning methods. Major limitations of customer churn prediction are discussed in this section.

1. Imbalance dataset is one of the common problems in the existing customer churns prediction models and existing models have lower efficiency in handle the imbalance dataset due to insufficient data for the training process.
2. Existing models such as Random forest, support vector machine has the limitation of overfitting problem which present more data instances. The deep learning models such as LSTM and CNN are easily over-fitted in the training process.
3. The random forest method was highly used in the existing models for the prediction of customer churns due to its capacity to effectively analysis the features. The random forest model has the limitation of inefficient performance when the number of a tree is more.
4. Feature selection methods such as PSO and Firefly algorithms were applied to improve the performance of prediction. The PSO and Firefly algorithms have the limitations of poor convergence and high computational time.
5. Support vector machine is applied in the existing customer churns prediction method and SVM can’t handle the large dataset. Naïve Bayes has the limitation of processing the feature which independent and lower efficiency in data relation analysis.

### 5. CONCLUSION

Customer churn is one of the major problems in many organizations and customer churn prediction is applied to predict the risk of customer churn to take necessary care. Machine learning techniques were highly applied to predict customer churns. In this paper, various machine learning methods are applied in customer churn prediction which is reviewed with advantages and their limitations. Feature selection methods such as PSO and Firefly algorithm were applied in existing models to improve the efficiency of the prediction model. Random Forest is one of the commonly applied classifiers in customer churn prediction due to its effective analysis of the features in the dataset. Ensemble classifiers such as boosting and bagging were applied in a random forest which achieves higher performance than a single classifier. The deep learning models like LSTM and CNN which has higher efficiency in the prediction model. Random forest, LSTM, and CNN models have the limitations of overfitting in the training process. Feature selection methods such as PSO and Firefly methods have the limitations of poor convergence. Most of the existing
models have lower efficiency in the imbalance dataset due to limited data instances to train the classifier.
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