A face detection ensemble to monitor the adoption of face masks inside the public transportation during the COVID-19 pandemic
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Abstract
The designing of ensembles is widely adopted when single machine learning methods fail to obtain satisfactory performances by analyzing complex data characterized by being imbalanced, high-dimensional, and noisy. Such a failure is a well-known statistical challenge when the learning algorithm searches for a model in a large space of hypotheses and the data do not significantly represent the problem, thus not inducing it from a space of admissible functions towards the best global model. We have addressed this issue in a real-world application, whose main objective was to identify whether users were wearing masks inside public transportation during the COVID-19 pandemic. Several studies have already pointed that face masks are an important and efficient non-pharmacological strategy to reduce the virus spread. In this sense, we designed an approach using Convolutional Neural Networks (CNN) to track the adoption of masks in different transportation lines, regions, days, and time. Aiming at reaching this goal, we propose an ensemble of face detectors and a CNN architecture, called MaskNet, to analyze all public-transport passengers and provide valuable information to policymakers, which are able to dedicate efforts to more effective advertisements and awareness work. In practice, our approach is running in a real scenario in Salvador (Brazil).
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1 Introduction
The coronavirus disease 2019 (COVID-19) is a severe acute respiratory syndrome caused by the coronavirus 2 (SARS-CoV-2), which has deeply affected not only the health systems but also the global economy and politics. Due to its rapid spread, the World Health Organization (WHO) has declared a pandemic outbreak on March 11th, 2020 [7]. According to the Johns Hopkins University Center for Systems Science and Engineering (JHU CSSE), up to
November 3rd, 2020, the number of confirmed cases around the world has surpassed more than 47 million cases and the number of deaths is greater than 1.2 million registers.

Aiming at dealing with such a very aggressive virus, scientists have been dedicating efforts in two main directions. The first one is the development of a new vaccine specifically designed to immunize the population. Based on the website Coronavirus Vaccine Tracker published by The New York Times\(^1\), on November 3rd, 2020, there exists 6 vaccines already approved for early or limited use, 11 ones in Phase 3, being assessed in large-scale efficacy tests, and 50 others in the initial stages (Phases 1 and 2). The second direction is related to non-pharmacological strategies, which include, for example, social distancing, quarantine, isolation, and the adoption of alcohol-based hand sanitizers and face masks \([7, 9]\).

Researches focused on non-pharmacological strategies are specially necessary to keep the population safer while vaccines are not concluded or being widely applied. Moreover, all conclusions and learning on this topic will be also necessary to reduce the impact of new infection waves and further health problems. For instance, Markel et al. \([30]\) have risen a critical question about the role played by non-pharmaceutical interventions in delaying the overall and peak attack rate, and reducing the number of cumulative deaths during the 1918-1919 Influenza Pandemic in US cities. According to the authors, their findings demonstrated a strong relationship between early, sustained, and layered application of non-pharmaceutical interventions and the mitigation of the influenza pandemic consequences. Their scientific conclusion emphasizes non-pharmaceutical interventions should be considered in planning for future severe influenza pandemics.

Among all possible non-pharmacological strategies, the adoption of face masks has been recommended by the WHO and scientists, that have been conducting researches to understand their influence to reduce the person-to-person spread through close contact. In this sense, Chu et al. \([8]\) identified 172 observational studies, on 25,697 patients, across 16 countries, and six continents, which suggest the adoption of face masks protects both health-care workers and the general public against infection by coronavirus. Complementary, a scientific report published in \([41]\) details several studies that show important relative and absolute benefits of wearing face masks. Still according to the researchers, policymakers might recommend the adoption of masks, mainly in densely populated areas that have high infection rates as, for instance, USA, India, Brazil, and South Africa, once their usage will probably outweigh any potential downsides.

In Brazil, where the high number of confirmed cases and deaths caused by coronavirus has demanded to a social isolation for a period greater than 8 months\(^2\), the public transportation, widely used by the population in general, is an important monitoring point. The relaxation of the mask adoption in such an environment can be responsible for increasing the reproduction number (R) of SARS-CoV-2. For example, before starting the pandemic outbreak, more than 1,1 million passengers used to take buses per day in Salvador – Brazil (average calculated between 2016 and 2019). In this context, the restriction of minimum distance among passengers cannot be assured, especially during rush hours. Additionally, the monitoring of people wearing face masks by human supervisors is neither efficient, due to the huge volume of passengers, nor economically possible.

Therefore, the implementation of an Artificial Intelligence (AI) system, devoted to identify whether or not every passenger is respecting the mask recommendation, is essential for, at least, two main reasons: (i) to support the development of more effective policies, once

---

\(^1\)https://www.nytimes.com/interactive/2020/science/coronavirus-vaccine-tracker.html

\(^2\)By considering the local policies on November 03rd, 2020.
the main awareness campaigns can be dedicated to regions where the rate of the facemask-wearing adoption is getting lower; and (ii) to present lines “safer” to users where face masks have been more adopted.

In this work, our main goal was the development of an AI solution based on Deep Neural Network (DNN) and Visualization to monitor all bus passengers in Salvador (Brazil). Aiming at reaching this goal, we have created a new DNN architecture to detect whether a passenger wears a face mask. Due to the importance of this topic, several researchers are focused on building up approaches, usually designed on top of DNNs, to verify, for example, the correct usage of masks [38], the adoption of masks in specific places [34], and the mask monitoring in places with the high flow of people. In all approaches, the first step is the face detection [25, 43], which is responsible for identifying a portion of an image referred to as a region of interest (ROI). Finally, after knowing faces in images, DNNs are also applied to classify the presence/absence of masks [24].

Although there exists several approaches developed to detect faces, in our experiments, we have noticed the performance of the main ones was limited to an accuracy of 80%. Indeed, this result is very relevant due to the dynamic and complex set of images collected from buses, usually characterized by different illumination, wrongly positioned cameras, unfocused and rotated photos, and faces partially covered by glasses, hats, another person, so on.

Aiming at solving this situation and meeting our goal, we have designed two main contributions. The first one is an ensemble that combines different detectors to maximize the chances of finding faces in images. Our second contribution, after detecting faces, is the analysis of a high data flow to predict the mask usage. Once our approach performs this prediction with high accuracy, we were able to create a data visualization system that summarizes the extracted information and combines them along with geospatial and temporal details. According to our results, we emphasize that our approach to detect faces provides a relevant contribution to the state-of-the-art in the Computer Vision area. Moreover, by using our visual analytics system, governments can create more effective policies that propose the adoption of specific non-pharmacological strategies based on the population behavior in different regions, days of the week, and times.

This manuscript is organized as follows: Section 2 describes the main related work; in Section 3, we show our approaches to detect face and classify the according to the mask usage; Sections 4 and 5 detail the experimental setup and the obtained results; finally, in Section 6, we discuss our results and draw the final conclusions.

2 Related work

Aiming at ratifying the importance of this work to deal with COVID-19, in this section, we show a set of studies recently published to detect faces and the adoption of masks. According to the survey published by Zafeiriou et al. [52], face detection is widely studied in computer vision literature, due to its challenging nature and the countless applications that require it as a first step. Based on the taxonomy presented by the authors, Face Detection algorithms are essentially designed on top of rigid templates and deformable parts-model. The first one learns from boosting-based methods as, for instance, the application of Deep Neural Networks. The latter uses deformable models to describe faces by their main parts. In our work, we have considered algorithms, which implement rigid templates as usually considered by the current state of the art.
One of the most well-known methods designed to detect face was proposed by Yang et al. [51], referred to as MTCNN (Multi-task Cascaded Convolutional Networks), that uses two Convolution Neural Network (CNN) architectures. The first one produces candidate marks, in which the face might be represented. The next CNN works as a filter, thus refining the marks to better identify the face. In summary, CNN behaves as an ordinary Artificial Neural Network (ANN), whose the main difference is the great number of neurons and hidden layers that enable it to recognize patterns with extreme variability, distortions, and geometric transformations [5, 27] (more details are provided in Section 3.3).

Luo et al. [29] also proposed a CNN architecture to detect face. Their main contribution is a cascade model with three stages of DNNs that uses an iterative bounding-box regression to improve face marks in images. The authors consider an inherent correlation of classification and bounding-box regression to reduce the face detection error.

Nieto-Rodríguez et al. [34] designed a study similar to ours aiming at detecting when the face mask is not worn in the operating room. Instead of using CNN, their approach is based on a previous work published by Viola and Jones [46], who proposed a robust method to detect faces in real time. Essentially, the method uses HSV filters to preprocessing the images by taking into account different values for hue, saturation, brightness, which are later used to train an AdaBoost-based model called LogitBoost. According to the manuscript, the classification results reached an accuracy of 95%.

The SARS-CoV-2 outbreak has motivated the adoption of such researches to support non-pharmacological strategies. For example, Kolhar et al. [23] developed a biometric solution that uses CNN and IoT (Internet of Things) devices to recognize people wearing masks. The authors use MTCNN to detect faces, which is later taken into account to extract reference points. Those points are, then, used to find out similar faces previously stored in a database. The classification accuracy presented by the authors is around 82%. Din et al. [44] have also published a work to recognize faces even using masks. In their work, the face region covered by the mask is reconstructed by a U-Net architecture. To reach this goal, a first model is used to segment the mask region and the next one is adopted to reconstruct it.

Another important work was published by Loey et al. [28], in which a Deep Neural Network (DNN), referred to as ResNet50, was created to analyze images and extract face characteristics. Next, the characteristics were used to train different supervised Machine Learning (ML) models as, for instance, Support Vector Machine (SVM) and Decision Tree (DT). By using SVM, the authors have got an accuracy greater than 99.6%.

Qin and Li [38] have proposed to identify masks in super-resolution images. The authors recommend a preprocessing step to reduce the variance and contrast and slightly increase the saturation in 1%. MTCNN is, then, used to detect faces in every processed image. Finally, a DNN, called Mobilenet-v2, was designed to analyze all faces and detect the presence/absence of masks. According to their results, the classification accuracy was greater than 98%.

In our scenario, we have faced an important restriction to identify masks. The images automatically taken in the buses have low resolutions and are affected by different environmental conditions as, for instance, illumination, focus, and occlusions. The adoption of traditional models to identify faces in our images has presented results noticeably lower than the state of the art summarized in this section. This issue has motivated us to create an ensemble that, instead of using a single method, takes advantage of the combination of different face detectors.
3 Mask detection with face detection ensemble

In this work, we deployed our full mask detection approach by using a REST API service to asynchronously process batches of images and, consequently, scale our service in multiple machines. Aiming at reaching this goal, we have considered the following stack of technologies: 1) Docker - an open platform for developing, shipping, and running applications, which allows splitting the applications in different infrastructures and performing a fast software deployment [32]; 2) Celery - a task queue library for Python web applications used to asynchronously execute work outside the HTTP request-response cycle [6]; 3) FastAPI - a modern, fast, high-performance, web framework for building APIs in Python [11]; 4) OpenCV - an open source computer vision and machine learning software library [2]; 5) Scikit-Learn - a open source machine learning library [37]; and 6) TensorFlow - a free and open-source library for machine learning [1]. In our system design, the celery workers are responsible for sending asynchronous batches of images in parallel to the REST API service, which runs the mask detection pipeline as depicted in Fig. 1.

Firstly, before sending a set of images to the pipeline (Fig. 1), we preprocess them to improve their quality and, then, increase the models performance. Next, the first step of the pipeline is responsible for filtering those images with poor conditions. The second pipeline step contains the main contribution of our proposal, which is responsible for detecting faces. In our experiments, we have analyzed a set of face detectors mostly used in the literature. Based on our results, we have noticed the accuracy could be improved when detectors are combined instead of using just a single one. To proceed with this contribution, we have built up an ensemble [10] that unifies regions of interest (ROI) identified by different face detectors. In the final pipeline step, we have created a CNN architecture to classify whether public transportation users are wearing face masks. The following sections provide more details about the complete pipeline.

![Fig. 1 Illustration of the system designed to detect faces and masks. The Celery workers send image batches to be processed by the REST API that will detect the usage of masks in public transportation](image-url)
3.1 Image preprocessing

In this phase, we used a set of techniques widely considered in Computer Vision problems. In summary, such techniques clean and transform the data input to maximize the learning process. In our scenario, pictures taken inside the buses are affected by cameras with low quality, current weather and road condition, natural movements, and different illumination depending on the time of the day, thus affecting the image conditions and producing, for example, underexposed, overexposed, and blurry images.

Aiming at improving the image quality, we have considered the Contrast Limited Adaptive Histogram Equalization (CLAHE) \[54\], which is widely adopted in image preprocessing. This method starts equalizing the color histogram from small image blocks, which are later used to calculate the Cumulative Probability Distribution (CPD). Then, CPD is used to convert gray levels into a uniform distribution function. These steps allow changing the image contrast in different scales. However, the contrast is limited by the influence of noises. To reduce such influences, CLAHE defines a histogram threshold as a clip limit, which uniformly redistributes all pixels greater than it to their neighborhood. In summary, this method transforms images by changing the contrast in different scales, redistributing the bright, and reducing the noise. Its adoption is reported in the literature to improve images take from, for example, medicine \[17, 20\], underwater \[18\], and face recognition \[13\]. In our images, the best configuration suggested by our empirical analyses, after widely varying the parameters, was image blocks with a size of \(8 \times 8\) and clip limit equals to \(40\).

Even improving the images with the CLAHE method, we have noticed that, in images overexposed or underexposed, the face and mask detectors still present a poor performance. Therefore, as a project definition, we decided to remove all images in such conditions. Their detection, though, was performed by considering two strategies based on filtering and Computer Vision (CV) discussed next.

3.2 First pipeline step: filtering

The initial strategy considered to detect images with poor quality has used a straightforward method based on histograms with bins representing a color scale from 0 to 255, in which the lower the value is, the darker is the image. After an extensive empirical evaluation in our images, we have fixed three intervals over the bins: \(i_1 = [0, 64], i_2 = [65, 210], i_3 = [211, 255]\). Next, we calculate the grayscales and check the interval derived from them. The experiments with our images emphasized the best ones are placed in \(i_2\), whereas \(i_1\) and \(i_3\) represent very dark and light, respectively. Therefore, we only detect faces and find masks in \(i_2\) images.

The second strategy uses image descriptors to train Machine Learning classifiers. Initially, we have used Local Binary Pattern (LBP) that is a visual descriptor based on a Texture Spectrum model \[16, 35\]. LBP starts calculating local textures by considering a base pixel \(I(x, y)\) and a radius \(R\). Hence, LBP binarizes \(N\) pixels \(R\)-distant from \(I(x, y)\) by changing all values to 0 or 1, if they are lower or greater than the base pixel, respectively. Next, the binary values \((b)\) are used to calculate a decimal number by considering, for example, a clock-wise approach to create a binomial factor as shown in (1).

\[
LBP = \sum_{p=0}^{N-1} b 2^p
\]
This method can be computationally expensive due to the values of \( R \) and \( N \). As a more efficient alternative, we have considered a convolutional filter designed to work as edge and emboss maps. In summary, the resultant texture map is obtained after multiplying regions of an image by a kernel (smaller matrix). For the edge and emboss filters, we used a 3 \( \times \) 3 kernel defined as \([0, 1, 0], [1, -4, 1], [0, 1, 0]\) and \([-2, -1, 0], [-1, 1, 1], [0, 1, 2]\), respectively. Figure 2(A) illustrates an image from our private dataset transformed in gray scale and its histogram is shown in Fig. 2E. Figures (B – D) show its transformations using LBP, and the edge and emboss convolutional kernels, respectively, along with their histograms in Figures (F – H). In all plots, the histograms were normalized to [0, 1].

Finally, we use the histograms to train the following classifiers: Support Vector Machine (SVM); Multilayer Perceptron (MLP); and Random Forest (RF). SVM is a classifier built up on top of the Statistical Learning Theory (SLT) [45], which provides a framework to create hyperplanes to separate instances in different classes. In our experiments, the SVM model was trained using a radial kernel and the regularization parameter equals to 2.0.

MLP is a well-known type of artificial neural network composed of, at least, three layers: input, hidden, and output. The neurons adopted in such network use activation functions, whose outputs are connected to neurons from the following layer to create a nonlinear mapping [14]. In our scenario, we have created 375 neurons in the hidden layer with ReLu (better explained later in this manuscript), as activation function, and Adam optimization, learning rate equals to 0.001, and 200 training epochs.

Finally, our last model was based on RF, which is an ensemble that combines a set of decision trees to classify unseen examples based on a voting strategy [4]. The term ensemble is used to refer to the aggregation of several individual classifiers in order to provide the final prediction. The RF model was trained using a total of 100 trees, a minimum size of leaves equals to 3, and the number of variables randomly sampled as candidates at each split as 2. It is worth emphasizing that the parameters for all models were set after performing an empirical analysis over different configurations.

Fig. 2 (A) An image in gray scale from our real-world dataset, and its transformation using LBP, and the edge and emboss convolutional kernels (B – D), respectively. Plots (E – H) shows their histograms.
3.3 Second pipeline step: face detection

The second pipeline step uses Artificial Neural Networks to perform two main tasks: (i) classification – to estimate the probability of finding a face in the image; and (ii) localization – to define the coordinates of the bounding box in which the face is located in the image.

As discussed by Yang et al. (2020) [51], Machine Learning has been a prominent area to improve researches in Computer Vision. Among all available models, Artificial Neural Network (ANN), specifically Deep Neural Network (DNN), has been widely adopted to the task of object detection [48, 49]. In summary, ANN is a bio-inspired approach that uses mathematical functions to simulate natural neurons and their activation systems [14]. Normally, neurons are connected to form different layers (e.g. input, hidden, and output), as shown in Fig. 3A, which are responsible for processing the input data, extract implicit information, and take some decision (e.g. perform some prediction). The learning is based on a generalization process that models weights among neurons as a new example is provided to the network [14].

The main difference between DNN and SNN (Shallow Neural Network) is the number of neurons and hidden layers, thus making the network architecture more complex and, as consequence, able to learn more details about the input data.

In our work, we focused our analysis on a specific DNN architecture referred to as Convolution Neural Network (CNN) [27], which produces great learning results from images. As shown in Fig. 3(B), CNNs are characterized by including new blocks in the hidden layer [5, 27] as, for instance: (i) convolutional – the most important block to perform the learning process, which is based on a set of learnable filters, typically designed to deal with information in 3 dimensions: width, height, and depth. The convolutional block produces activation maps that allow recognizing features as, for instance, edges, colors, and patterns; (ii) activation – set of functions (e.g. Rectified Linear Unit – ReLU) developed to avoid learning problems as, for instance, getting stuck near zero or indefinitely growing up; (iii) pooling – block created to perform downsampling operations in different spatial dimensions; and, finally, (iv) fully connected (dense) layers – blocks designed to compute the final class scores.

The face detection performed in our approach is based on four pre-trained CNN models: You Only Look Once (YOLO) [39], Multi-Task Cascaded Convolutional Neural Network (MTCNN) [53], ResNet [15], and Faster R-CNN [40].
The YOLO architecture is composed of 26 convolutional, 4 pooling, and 2 full-connected layers. The face identification is performed as a fast regression task, that provides great precision even analyzing every image once. In summary, YOLO splits the image as a grid, in which all cells are analyzed to predict a bounding box and a confidence level to estimate the presence of a sought object. The pre-trained model adopted in our analysis was based on the Wider Face dataset [50].

MTCNN is based on three steps with different CNN architectures. The first one, called P-Net, is composed of 3 convolutional (with 10, 16, and 32 filters) and 1 pooling layers. The second architecture is referred to as R-Net and contains 3 convolutional (with 28, 48, and 64 filters), 2 pooling, and 1 full-connected layers. The final one, known as O-Net, has 4 convolutional (with 32, 64, 64, and 128 filters), 3 pooling, and 1 full-connected layers. P-Net was designed to detect candidate faces, whose results are refined by R-Net, thus removing regions with a greater probability of having no face. Finally, O-Net provides a final face mark and 5 important reference points. In our experiments, we considered a pre-trained model adjusted on the Face Detection dataset and Benchmark [19], and the WIDER FACE dataset [50].

The third CNN model considered in our work was Faster ResNet, which is based on an implementation of the Dlib framework [21], specifically designed to detect and recognize faces. This model is totally based on ResNet (with 33 convolutional and full-connected layers), but the number of convolutional layers that was reduced to 26. The main advantage of this architecture is the residual learning that significantly reduces the training process (weight adjustment) [15]. For this network, we have trained it with about 3 million faces extracted from the scrub dataset [33], VGG dataset [36], and images published by researchers who proposed the Dlib framework.

The final model that we have assessed in our work was R-CNN, which is based on the Region Proposal Network (RPN) to predict bounding boxes and object scores. Aiming at reducing the computational costs, the model is based on shared memory, in which the feature map is available to all convolutional layers. The architecture proposed contains a fast ZF network [31], composed of 5 convolutional and 3 fully-connected layers, along with VGG-16 [42], which contains 13 convolutional and 3 full-connected layers. The R-CNN model was also pre-trained over the Wider Face dataset.

After performing scrutiny on those face detectors, we have noticed their performances were affected by the characteristics of our environment, since the passengers’ images are taken inside the buses in movement, under different illumination conditions, and using low-quality devices. Besides the performance variation, we also realized there was a strong divergence among the bounding boxes estimated by every face detector.

Such observations have called our attention and motivated us to create a face detector ensemble devoted to combine bounding boxes from different models. The pseudo-code of the proposed ensemble is shown in Algorithm 1, which receives as input an image and a set of face detector models. As output, it returns the boundaries of bounding boxes to represent all existing faces. Lines 2–4 estimate all bounding boxes from every individual face detector. Next, in line 6, we run the method Group Rectangles available in OpenCV [3], which can be used to cluster similar bounding boxes. This method executes a clustering algorithm that analyzes similarities among the locations and sizes of all bounding boxes. Such similarities are calculated by using a relative difference defined by the parameter \( \epsilon \). Due to the characteristic of our images, we have noticed this parameter could be set as 0.9. Moreover, we also set the threshold parameter \( \tau = 1 \) that is used by the clustering algorithm to return at least one group (bounding box in our case).
In line 6, let $C$ be the clustering output containing the boundaries from all similar bounding boxes, i.e., $C = \{[x_1, y_1, w_1, h_1], \ldots, [x_n, y_n, w_n, h_n]\}$ such that $|C| = n$. After knowing which bounding boxes were clustered, we use them in our ensemble by taking the expected value of their boundaries as shown in lines from 8 to 11. In summary, $x$ is the starting point on the axis $x$, $y$ is the starting point on the axis $y$, $w$ is the face width, and $h$ is the face height.

Algorithm 1 Ensemble algorithm to improve the face detection layer.

**Data:** $I$ = an image, $F = \{f_1, f_2, \ldots\}$ = a set of face detectors, $\epsilon$ = the relative difference to merge bounding boxes, $\tau$ = the minimum number of found face

**Result:** $[x_b, y_b, w_b, h_b]$ = bounding box boundaries estimated by the ensemble

1 /* Create a vector to store all bounding boxes yielded by the face detectors */
2 for $i$ in 1:$|F|$ do
3     $v[i] = f_i(I)$
4 end
5 /* Cluster the more similar bounding boxes */
6 $C = group(v, \epsilon, \tau)$
7 /* Compute the ensemble bounding box boundaries */
8 $x_b = E[X] = \sum_{x_i \in C} x_i P(X = x_i)$
9 $y_b = E[Y] = \sum_{y_i \in C} y_i P(Y = y_i)$
10 $w_b = E[W] = \sum_{w_i \in C} w_i P(W = w_i)$
11 $h_b = E[H] = \sum_{h_i \in C} h_i P(H = h_i)$
12 return $[x_b, y_b, w_b, h_b]$

3.4 Third pipeline step: mask detection

The last pipeline step presented in Fig. 1 also contains a CNN architecture, which was designed to predict whether the detected faces were wearing masks. The activation function considered in our hidden layers was ReLU and Sigmoid in the output one. ReLU is an activation function that sets all negative values to zero, while other values are simply kept. The Sigmoid function is presented in (2), in which $a$ is the slope parameter, $v$ is a neuron output usually defined as $v = \sum_{i} w_i \cdot x_i + b$ such that $w_i$ are synaptic weights to quantify the importance of every input $x_i$ and $b$ is an external bias to control the linear intersection point with the zero-crossing axis.

$$y = \frac{1}{1 + exp(-av)} \quad (2)$$

During the training, we have also considered the cross-entropy loss to quantify the classification errors, and the generalization (learning) process was conducted by Adam Optimizer [22] to update the weights and the learning rates. Finally, all strides present in the convolutional layers were set as $1 \times 1$ and our full architecture, referred to as MaskNet in this work, is shown in Fig. 4.

The first layer is a convolutional block with 32 filters and kernel size equals to $3 \times 3$. The following 4 convolutional blocks have a similar configuration, but the number of filters defined as 64. In between two convolutional blocks, we have included MAX pooling blocks with size equals to $2 \times 2$, which operate by taking the maximum value in every piece of the feature maps. After the feature extraction process, our architecture performs
the classification by combining a full-connected layer with 64 processing nodes, a dropout regularization with the learning rate set as 0.5, and another fully-connected layer with 2 nodes. The dropout regularization was important to reduce the possibility of overfitting by limiting the network weights, once higher values can lead to a more complex model.

We have trained MaskNet with 2 well-known scientific datasets plus a private one containing images automatically taken inside the public transportation in Salvador (Brazil). The first considered dataset, called Real-World Masked Face Dataset (RMFD)\(^3\), was created by researchers from Wuhan (China), who collected about 5,000 faces wearing masks and 90,000 with no masks. The second dataset\(^4\), referred in this paper to as Artificial Face Masks (AFM), contains 690 faces along with 686 faces with masks artificially inserted. The private database was collected by Integra, a company that manages public transportation in Salvador (Brazil), where this project has been conducted. The images were collected before and after April 23rd, 2020, when a local decree required the adoption of masks while using public transportation. It is worth emphasizing that a sample randomly extracted from those datasets were enough to successfully train our network: (i) RMFD – 2,156 (no mask) and 2,202 (with mask); (ii) AFM – 686 (no mask) and 689 (with mask); and (iii) Integra – 2,171 (no mask) and 3,004 (with mask). Hence, the final dataset was composed of 10,908 images, in which 5,013 and 5,895 represent without and with masks, respectively. The reader may notice that the sample from AFM is lower, once they are artificial and were included to intentionally add some disturbance to the actual faces wearing masks. Finally, we highlight all images were resized to 128 × 128, before being analyzed by our CNN. We have achieved great results with our network after 25 training epochs, 128 batch size, and a validation rate of 10%.

### 3.5 Evaluation metrics

The validation of our approach was performed by using three metrics: (i) accuracy; (ii) ROC (Receiver Operating Characteristic) curve; and IOU (Intersection Over the Union). In summary, accuracy computes the total number of correct classifications, represented by the sum of TP (true positive) and TN (true negative), divided by the total number of images, thus producing an overall performance result to compare distinct approaches.

\[
\text{Accuracy} = \frac{TP + TN}{n} \quad (3)
\]

\(^3\)https://github.com/X-zhangyang/Real-World-Masked-Face-Dataset

\(^4\)https://github.com/prajnasb/observations
The ROC curve [12] plots TPR (True Positive Rate or Recall), (4) and FPR (False Positive Rate), (5). The closer to the point (0, 1) the curve is, i.e., as the area under the curve approaches to 1, the better is the final classification. The diagonal line in this plot simulates a random classifier, such that any result below it is worse than choosing any random class. In addition, we show the classification results as a confusion matrix, which presents TP, TN, FP (false positive), and FN (false negative) as well.

\[
TPR = \frac{TP}{TP + FN}\quad (4)
\]

\[
FPR = \frac{FP}{FP + TN}\quad (5)
\]

The IOU metric, presented in (6), was designed to assess images by comparing the output classifier and the expected result provided by specialists. In this equation, A is the ground truth, i.e., the bounding box defined by specialists, whereas B is the predicted bounding box. A perfect match between A and B yields a value equals to 1.

\[
IOU = \frac{\text{Intersection Area}}{\text{Union Area}} = \frac{A \cap B}{A \cup B}\quad (6)
\]

4 Experimental setup

Our setup was created by considering three experimental evaluation. Firstly, we evaluate the filtering pipeline step (Section 3.1) created to analyze images and remove those affected by different illumination conditions, which may jeopardize our face detection ensemble.

Next, we assess our main proposal that is the face detection ensemble (Section 3.3), designed to combine the different contributions of well-known face detectors to increase the chance of finding faces in our scenario. As a piece of remainder, we took advantage of a complex and dynamical scenario to create a new approach that, besides solving a practical issue, contributes to the state of the art in Computer Vision. All images considered in this part of our experimental setup were individually analyzed by human specialists who created bounding boxes later used as ground truth.

Finally, the last analyses were conducted to evaluate our CNN architecture (Section 3.4) to detect whether users were wearing masks in public transportation in Salvador (Brazil). Then, we also created visual metaphors that are useful to better understand and map the adoption of masks in different regions of Salvador.

The full implementation of the REST API service (see Fig. 1) proposed in our approach was performed on a server with a GPU TITAN V with 12GB, an Intel Core i9-9900K processor with 16 threads and a base frequency of 5GHz, and a memory size of 32GB. Table 1 summarizes the execution times collected from different scenario in order to better estimate the performance of our system. For every row in this table, we have repeated the experiment 35 times and calculated the mean values for a single image and all image batches. Therefore, by using our parallel system, we are able to significantly improve the speedup, i.e., the throughput to process all collected images.

The COVID-19 outbreak has demanded a quarantine in Salvador, thus significantly reducing the number of public transportation users. Figure 5 shows the number of pictures taken inside the buses per day, which are registered when the passengers cross the turnstile. Every event triggered by turnstiles produces four pictures that we use to find users’ faces, i.e., if faces are found in a picture, then we do not need to analyze the remaining ones. Therefore, by considering the volume of users and the processing capacity of our approach,
### Table 1  Temporal performance to detect faces and masks

| Batch size | Processing time (one image) | Mean processing time (batch) |
|------------|-----------------------------|------------------------------|
| 100        | 0.5710s                     | 00h00m57.1026s               |
| 200        | 0.3120s                     | 00h01m2.4038s                |
| 300        | 0.2276s                     | 00h01m8.2857s                |
| 400        | 0.1686s                     | 00h01m7.4427s                |
| 500        | 0.1901s                     | 00h01m35.0718s               |
| 600        | 0.2061s                     | 00h02m3.6743s                |
| 700        | 0.1759s                     | 00h02m3.1237s                |
| 800        | 0.1673s                     | 00h02m13.8689s               |
| 900        | 0.1793s                     | 00h02m41.3521s               |
| 1000       | 0.1788s                     | 00h02m58.8046s               |
| 5000       | 0.1500s                     | 00h12m29.8425s               |
| 10000      | 0.1196s                     | 00h19m56.0588s               |

we are able to classify all events from the previous day with no delay within the next 24 hours. In case of the volume of passengers gets closer to the original one before the outbreak (about 1 million), it is possible to configure extra servers to use parallel processing as detailed in Fig. 1.

![Fig. 5](image_url)  
**Fig. 5** The number of pictures taken per day inside the public transportation at Salvador. Each bin represents the total of passengers once four pictures are taken when it crosses the bus turnstile.
5 Results

This section discusses all results obtained by evaluating the pipeline steps detailed in Section 3: (i) filtering – Section 5.1; (ii) face detection – Section 5.2; and (iii) mask detection – Section 5.3.

5.1 Filtering

Aiming at assessing the methods considered in this step, we have selected 121,749 images taken on December 10th, 2019 between 5 am and 7 pm. Firstly, we run the CLAHE method to improve image quality. Next, we filter them to remove those whose illumination might affect the face detection, as discussed in Section 3.1. Figure 6 shows images to exemplify the three illumination conditions analyzed in this preprocessing step.

The left-most picture illustrates a situation with low luminosity. In this case, the detection of faces is complicated even when it is performed by specialists. Just below it, one may notice the histogram bins is concentrated between the interval [0, 50] as a unimodal distribution. The opposite situation is shown in the right-most picture, which affects not only face detection but also the mask classification. By looking at its histogram, we also observe a unimodal distribution shifted right. Both pictures can not be precisely analyzed and might add further misinterpretation on the adoption of masks. The best scenario is illustrated in the central picture, whose histogram resembles a multimodal distribution with bins distributed on the $i = [65, 210]$.

Table 2 shows the sum of every pixel inside the intervals presented in the histograms of Fig. 6. These values illustrate the steps considered in our empirical analysis to remove images with illumination problems. By using these interval thresholds, also validated by specialists, we removed 28.24% due to the low luminosity condition and 0.15% for presenting high luminosity, thus remaining a total of 87,182 (71.61%) images to be processed by our mask detection approach.

The evaluation of the two strategies designed to remove images with low quality (Section 3.2) was performed by creating a subset with 3,790 images, containing 1,105 with low illumination, 1,105 in good conditions, and 1,580 with high illumination. The experiment was organized as binary classification problem: good and bad condition. The
Table 2  Illumination distribution for every picture shown in Fig. 6 (in bold, the histogram intervals with the highest illumination values)

| Image type            | Intervals |
|-----------------------|-----------|
|                        | $i_1$     | $i_2$ | $i_3$ |
| Low luminosity        | **306565**| 628   | 7     |
| Normal luminosity     | 65723     | **177262** | 64215 |
| High luminosity       | 2779      | 39797 | **264624** |

comparison was performed by collecting the description time, the classification time, the total time, and final accuracy. For the ML models, the design of experiments was conducted considering a 10-fold cross validation and the parameters discussed in Section 3.2.

The results presented in Table 3 were organized in different set of experiments. In the first one, we have only used the histogram range, as discussed in the beginning of this section. The next ones show the results after combining different convolutional filters (LBP, Edge, and Emboss) along with the Random Forest (RF), Multilayer Perceptron (MLP), Support Vector Machine (SVM) models. According to this table, the best accuracy results were obtained by the combination between the Edge and Emboss filters and SVM. In our environment, we decided to use Emboss filter and SVM due to its lowest execution time.

5.2 Face detection

In this section, we summarize all results obtained with the four face detectors discussed in Section 3.3: ResNet, MTCNN, Faster R-CNN, and YOLO. Instead of retraining those models, we decided to use their pre-trained version as usually performed in the literature. Therefore, strategies such as retraining or zeroing weights were out of the scope of the public transportation company, which would like to use a classification model as sooner as possible. Firstly, we have randomly selected 300 images from the resultant dataset preprocessed by the previous layer. Next, specialists individually and manually have drawn bounding boxes, thus highlighting all faces to be later used as ground truth in our experiments.

Table 3  Comparison among different preprocessing strategies (the best model is highlighted in bold)

| Descriptor | Classifier | Feature extraction time (s) | Classification time (s) | Total time (s) | Accuracy |
|------------|------------|-----------------------------|-------------------------|----------------|----------|
| 1          | –          | –                           | –                       | 0.012          | 76%      |
| 2          | LBP        | RF                          | 0.05                    | 0.08           | 67%      |
|            | LBP        | MLP                          | 0.03                    | 0.03           | 63%      |
|            | LBP        | SVM                          | 0.04                    | 0.04           | 67%      |
| 3          | Edge filter| RF                          | 0.01                    | 0.03           | 73%      |
|            | Edge filter| MLP                          | 0.014                   | 0.019          | 81%      |
|            | Edge filter| SVM                          | 0.014                   | 0.016          | 86%      |
| 4          | Emboss filter| RF                          | 0.009                   | 0.034          | 82%      |
|            | Emboss filter| MLP                          | 0.008                   | 0.014          | 87%      |
|            | Emboss filter| SVM                          | 0.008                   | **0.011**      | **86%** |
Table 4 shows all classification results using the metric IOU defined in Section 3.5, which is widely adopted in several face detection studies. In the first line, we present the results from the application of every individual face detector. As one may notice, their performances vary from 45% up to 80%. We recall here all models were pre-trained and those results are only related to a test fold with 300 random images.

These IOU results point out the complexity of our scenario, i.e., even using pre-trained models with great results previously published in the literature, the best classification was achieved with MTCNN (80%). This drawback strongly affects our analysis, since an image with no face detected is automatically removed from our database. Therefore, any improvement in face recognition means that the more the detected faces, the fewer is the number of disregarded images.

Motivated by this situation, we have designed a new face-detector ensemble that aims at taking advantage of different methods. Lines 2–4, in Table 4, show the IOU results obtained by our ensembles. By combining all individual detectors (line 2), the classification result was 78%. Although it is lower than MTCNN, the IOU result was greater than the other ones. In line 3, we have selected the three best models, whose result was better than our first ensemble. Finally, we have combined the top 2 detectors, which provided the best results, thus overcoming the individual IOU value from MTCNN. Therefore, as expected, the best combination of our face-detector ensemble was obtained using the models that individually presented the best overall performance.

Aiming at better illustrating the execution of our ensemble, we have selected an image from our dataset as shown in Fig. 7. The left-most image shows the four bounding boxes estimated by the face detectors used in this work (line 1 of Table 4): ResNet in white, MTCNN in red, Faster R-CNN in yellow, and YOLO in green. Figure 7(B) shows the bounding box drawn by our ensemble after combining all detectors (line 2 of Table 4). The ensembles from Lines 3 and 4 of Table 4 yielded the bounding boxes illustrated in Fig. 7C and D, respectively.

In Fig. 8, we illustrate scenarios in which the users’ faces are not completely visible. By analyzing those faces detected by our ensemble, one may notice the bounding boxes were correctly drawn even in situation when the users were wearing glasses and cap. Another important result is presented in Fig. 8E which does not present a frontal photo of the user’s face. Finally, we see in Fig. 8B and C examples of multiple face detection and their classification as “wearing mask”. In Fig. 8B, our approach detected a second face which was cropped and partially covered by an arm.

| Models | IOU |
|--------|-----|
| 1      | ResNet 67% |
|        | MTCNN 80% |
|        | Faster R-CNN 45% |
|        | YOLO 74% |
| 2      | ResNet + MTCNN + Faster R-CNN + YOLO 78% |
| 3      | ResNet + MTCNN + YOLO 79% |
| 4      | MTCNN + YOLO 82% |
Fig. 7 (A) Bounding boxes defined by the four face detectors analyzed in our work: ResNet (white), MTCNN (red), Faster R-CNN (yellow), and YOLO (green). (B) Bounding box drawn by combining all detectors in our ensemble (line 2 of Table 4). The outputs produced by our ensembles presented in lines 3 and 4 of Table 4 are shown in (C) and (D).

Fig. 8 Images selected to illustrate the performance of our ensemble by detecting faces with occlusions. Images (A–D) and (F) show users wearing cap and glasses, whereas Image (E) illustrates a user who is not directly looking at the camera.
5.3 Mask detection

The last experiments were performed to assess our CNN architecture (Fig. 4 in Section 3.4) developed to predict, by using our ensemble, whether users were wearing masks. The design of experiments was performed considering the dataset presented in Section 3.4, which was split in training (90% – 9,816 images) and test (10% – 443 images) sets. The training step was executed using the 10-fold cross validation with a validation rate of 10%. The images selected to be part of every fold were randomly chosen in every 25 epoch, whose results are shown in Fig. 9.

In Fig. 9A, we notice an agreement between the accuracies (see (3)) from the training (red line) and validation (blue line) sets. Such a behavior along with the increasing accuracies emphasizes our architecture is, indeed, generalizing, i.e., the model has learned from the training set. Figure 9B ratifies this observation once the loss reduces, in both training (red line) and validation (blue line) sets, as the accuracy increases in consecutive epochs.

Table 5 shows the accuracy obtained by validating of every training fold. Although the best model was estimated from Fold 3, a stability is noticed in all folds with mean and standard deviation equal to 91.91% (0.84%).

After obtaining the best model, we have finally assessed our CNN architecture with 443 images, in which specialists found faces and classified them as: 198 wearing masks and 245 with no mask at all. In this experiment, the full execution of our approach (see Fig. 1) has provided outstanding results. According to the ROC curve presented in Fig. 10A, the true positive rate is maximized (4), whereas the false positive rate is minimized (5), thus leading an Area Under the ROC Curve (AUC) equals to 0.98. The overall error is better seen in the confusion matrix presented in Fig. 10B, which shows all faces were correctly classified, but 10 images misclassified as False Negative and 20 images as False Positive.

5.4 Visual interpretation

In this section, we present a set of visual metaphors created to provide a user-friendly tool to support the definition of more effective policies to deal with the COVID-19 pandemic. The first visualization, shown in Fig. 11, summarizes the rate of users wearing masks inside all buses per day. The left-most plot in this figure shows the rate on April 13th, 2020, which was the beginning of the pandemic period in Brazil, just before the local decree imposing the usage of masks. In the right-most one, we notice how the mask usage has

![Fig. 9](A) Accuracy and (B) loss obtained during each training epoch
Table 5. Accuracy values obtained in every training/validation fold (the highest accuracy is shown in bold).

| Folds | Accuracy  |
|-------|-----------|
| 1     | 92.77%    |
| 2     | 91.64%    |
| 3     | 93.00%    |
| 4     | 91.19%    |
| 5     | 92.55%    |
| 6     | 92.09%    |
| 7     | 91.42%    |
| 8     | 90.51%    |
| 9     | 91.42%    |
| 10    | 90.51%    |
significantly increased during the worst pandemic period in Brazil, on July 13th, 2020, when the transmission rate was $R_t > 1$ according to the Imperial College London\textsuperscript{5}.

Figure 12 expands the previous information over time. By looking at this plot, we can notice how the absolute number of people wearing masks has been varying. We call attention to a small number of users that, even knowing the risks of the virus and all alerts from the WHO, ignores the recommendation of wearing masks.

The two previous figures are useful to provide an overview of Salvador. Aiming at better understand, in detail, the users’ behavior in every line, we created individual plots as shown in Fig. 13. We can notice the same previous behavior in such plots, however, one can monitor the lines responsible for any general change.

Finally, in Fig. 14, we have selected a few lines to show the mask usage in different regions in Salvador. This visualization is strongly important to identify specific regions, by using a heatmap, in which policies need some reinforcement. Figure 14A shows the adoption of masks on April 13th, 2020, in the beginning of the COVID-19 pandemic, and on July 13th, 2020, after the local decree.

Besides these analyses presented in this manuscript, our results also allow us to proceed with such analyses at different hours and regions. Although our study was conducted on private datasets and systems designed to support local governments and public transportation companies, we have made available a short version of our system to illustrate our system as the reader can access at https://covid.neodados.com/.

6 Final remarks

This work presents an approach devoted to solving a practical issue caused by the COVID-19 outbreak. While no drug is available to cure or prevent SARS-CoV-2 infections, non-pharmacological strategies are our main mechanism to deal with the virus. In this sense, the World Health Organization (WHO) and scientists have agreed that, by wearing face masks, one avoids direct contact with the virus and, consequently, being a transmission vector in his/her community.

\textsuperscript{5}The transmission rate equals to one means every infected patient is contaminating another person. In Brazil, the worst rate was 2.81, i.e., every 100 infected was transmitting to other 281 persons.
Fig. 11  Evolution of the mask usage percentage in public transportation at different epochs

Fig. 12  The number per day of passengers that used masks or not

Fig. 13  Total usage of masks by line during specific days
In our scenario, in the city of Salvador in Brazil, public transportation plays an important role in the population’s daily routine. Millions of passengers take buses by making almost impossible to assure, in practice, other non-pharmacological strategies as, for example, a limited number of passengers and their minimum distance. This situation is especially complicated during the rush hour, once the local trade and economy started opening after about 8 months of quarantine and social isolation.

Our solution was designed by using Artificial Intelligence to analyze images taken from all passengers inside buses and predict whether or not they are wearing masks. To reach our goals, we have adopted several Deep Neural Network (DNN) architectures, mostly based on Convolutional Neural Network (CNN), previously published in the literature to solve similar issues. However, due to the complex environment (e.g. bus in movement, different illumination conditions, photo devices with low quality, and picture automatically taken without requiring a specific position), we were impelled to create a new ensemble of face detectors, thus providing a contribution to the state of the art in addition to practical usage of DNNs. Therefore, our contribution increases the number of faces detected and makes the prediction of mask usage more precise.

As a consequence, policymakers take advantage of our results to understand and visualize important information related to the rate of passengers wearing masks as, for instance, the time, days, and lines in which this rate reduces. Thus, advertisements and awareness work are performed with more effective results. Finally, it is important to highlight that our full approach is now a permanent solution that helps our population to struggle with not only COVID-19 and further pandemics but also epidemic and endemic diseases.

A possible limitation of our approach is the presence of users wearing transparent masks, which might increase the number of False Negative classifications. Although such images were not noticed in our experiments, we believe this is an important future work, which may require the design of a new ANN architecture and specific experimental setup. Another import future work is the detection of users who are not correctly wearing masks by placing them under mouth and nose as illustrated in Fig. 15. A possible solution for this problem might be obtained by, first, detecting the presence of masks in the image, and, then, the identification of nose and/or mouth inside the ROI.

As a final discussion, we understand that the adoption of pre-trained models has some limitations, such as the need for a greater amount of computation resources devoted to performing a feature extraction step on large datasets. Aiming at improving the approach...
proposed in this work, we plan to use model acceleration methods [47] to compress these pre-trained models without affecting the accuracy reduction.
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