Psychiatry faces a number of challenges as a field. These include the high individual and societal costs of mental illnesses, overlapping and heterogeneous diagnoses, a complete lack of biomarkers, and treatments that, although efficacious for some, leave many without adequate relief. On the other hand, scientific and technical advances present considerable opportunities, especially in genomics, computational and theoretical approaches, and neural circuit technologies. The National Institute of Mental Health is committed to taking advantage of these opportunities to address the challenges of psychiatry, in the service of achieving our mission of transforming the understanding and treatment of mental illnesses.

The mission of the National Institute of Mental Health (NIMH) is to transform the understanding and treatment of mental illnesses, paving the way for prevention, recovery, and cure. This is an ambitious mission, especially when considering the tremendous complexity of the brain, the principal organ in which mental illnesses are expressed. Psychiatric research faces a number of challenges in attempting to accomplish this mission, yet modern neuroscience offers considerable potential for future progress. In particular, advances in three areas—genetics, computational psychiatry, and neural circuits—present unique opportunities to advance the state of understanding of mental illnesses. By dissecting the complexity of the brain, these opportunities hold promise to address the challenges faced by psychiatry, leading the way to novel clinical approaches to mental illnesses.

**CHALLENGES OF PSYCHIATRY**

The first challenge faced by psychiatry is the tremendous burden imposed by mental illnesses on individuals and society. In 2017, nearly one-fifth of all U.S. adults—an estimated 46.6 million people—had a mental illness diagnosis in the preceding year (Substance Abuse and Mental Health Services Administration 2018). Mental illnesses are indiscriminate; they affect males and females, young and old, and cut across race and ethnicity. The cost to the individual is often severe and functionally impairing. Individuals with mental illnesses are disproportionately represented among the homeless and incarcerated (Fazel et al. 2016). Serious mental illness is associated with personal loss of earnings (Kessler et al. 2008), and a variety of economic measures indicate that mental illnesses have a negative global financial impact (Bloom et al. 2011). In fact, mental illnesses are among the leading causes of disability and poor health worldwide (World Health Organization 2003).

A second challenge is that of diagnostics. Addressing the burden of mental illnesses begins with proper diagnosis, without which appropriate and effective treatments are elusive. For decades, psychiatric diagnoses have been determined by lists of symptoms codified in the Diagnostic and Statistical Manual of Mental Disorders, currently in its fifth iteration. Patients must meet a minimum number of criteria, over a specified duration, to receive a given diagnosis. To confirm the presence of patient-endorsed symptoms and to ensure those symptoms are clinically significant, clinicians—especially in research settings—conduct structured or semistructured interviews. This symptom-based diagnostic system has high inter-rater reliability and ensures that psychiatrists use the same terms in the same manner (Pies 2007). In this way, study results can be compared across research groups.

Although this classification system has high reliability, it falls short on validity. High rates of comorbidity occur across diagnostic categories, and a high degree of heterogeneity exists within categories. For example, some studies estimate that as many as 75% of patients with major depressive disorder are diagnosed with an anxiety disorder at some point during their lifetime (Lamers et al. 2011). A large-scale study of psychiatric disorders among youth revealed high rates of comorbidity among attention-deficit/hyperactivity disorder, mood disorders, anxiety disorders, as well as substance use (Abram et al. 2003). In addition, patients with a given diagnosis do not necessarily meet the exact same criteria, resulting in heterogeneity within the same diagnosis; for example, there are currently 636,120 different symptom combinations that can result in diagnosis of posttraumatic stress disorder (PTSD) (Galatzer-Levy and Bryant 2013). Further complicating the diagnostic picture is the “not otherwise specified (NOS)” designation for patients whose symptoms are indicative of, but do not clearly meet criteria for, a given disorder (e.g., depressive disorder, NOS). Because many patients do not meet the stringent criteria applied in research for “pure” diagnoses, it can be difficult for physicians to predict course of illness and treatment response. Notably, the current classification system relies solely on
self-reported or observable symptoms without regard to underlying biological causes.

In most medical specialties, biomarkers—laboratory tests, objective clinical signs, etc.—help establish a diagnosis, guide treatment, and/or predict the future course of illness. This is the case even for much of neurology, which, like psychiatry, faces the challenging complexity of the human brain. For example, several neuroimaging and cerebrospinal fluid biomarkers must be present for diagnosis of Alzheimer’s disease (Ritter and Cummings 2015). Laboratory and neuroimaging biomarkers inform treatment for acute stroke in which rapid administration of a targeted treatment is essential (Polivka et al. 2016). Yet, in the field of psychiatry, researchers have been unable to find biomarkers for psychiatric disorders based on traditional diagnostic categories. In early endeavors, researchers hypothesized dysregulation of the glucocorticoid system as a biological mechanism for major depressive disorder (Plotsky et al. 1998). Dexamethasone suppression tests were used to measure how cortisone levels change in response to an injection of the exogenous glucocorticoid, dexamethasone. Compared with controls, patients with depression showed a relative failure to down-regulate endogenous cortisone (Kalin et al. 1981; Hayes and Ettigi 1983). However, this paradigm had poor sensitivity and specificity, and was ultimately not informative for clinical practice (Arana et al. 1985; APA Task Force on Laboratory Tests in Psychiatry 1987). Similarly, neurophysiological and neurobehavioral biomarker studies for schizophrenia have proven either unreliable or nonspecific (Calkins and Iacono 1987). More recently, neuroimaging studies have been unable to find biomarkers for psychiatric disorders based on traditional diagnostic categories (Videbech and Ravnkilde 2004; Smith International Schizophrenia Consortium et al. 2009; Brandon and Sawa 2011). In addition, the financial and emotional toll that can be expended by patients that are waiting for a treatment to take effect, can also be a barrier to treatment success (Farooq and Naeem 2014).

Despite the wide range and benefits of some treatments, adverse events related to drug tolerability and side effects can be disabling. Although reasons for treatment adherence can be complex, medication side effects, which can range from cardiovascular disturbances to motor dysfunction, may contribute to a lack of adherence (Hampton et al. 2014). In addition, the financial and emotional toll that can be expended by patients that are waiting for a treatment to take effect, can also be a barrier to treatment success.

OPPORTUNITIES

Genetics

The discovery of single gene disorders like Huntington’s disease left the field hopeful that genes for disorders like schizophrenia or depression could also be cloned. But this optimism gave way to disappointment over the ensuing decades with the failure to find reproducible linkages. It became clear that psychiatric disorders were quite different and did not likely result from a single gene or even a small number of genes. With the advent of genome-wide association studies (GWASs), the true genetic architecture of psychiatric illnesses has become apparent. These studies have identified hundreds of loci that are associated with the risk for psychiatric disorders such as schizophrenia, bipolar disorder, depression, and others (Fig. 1; Schizophrenia Working Group of the Psychiatric Genomics Consortium 2014; Smoller et al. 2018). Each of these loci confers only a very small amount of risk, meaning that causal explanations are not easily constructed. Moreover, for the vast majority of these loci, the precise genetic alteration that influences disease risk is not clear. Nonetheless, each locus represents a clue to the biology that underlies that disorder. Even more recently, large-scale sequencing efforts, including whole exome and whole genome sequencing, have revealed additional biological clues, this time in the form of rare gene variants that confer large amounts of risk particularly for autism and other neurodevelopmental disorders. Altogether, GWASs and sequencing efforts provide a rich array of opportunities for scientists to understand and potentially develop treatments for that disorder.

To help set priorities for genomics research, NIMH convened a workgroup that provided recommendations on advancing the field (National Advisory Mental Health Council Workgroup on Genomics 2018). The group addressed the need to ensure that gene discovery studies are well-powered and unbiased, and that they use rigorous and appropriate statistical methods and significance standards. The workgroup also highlighted the need to carefully choose and enrich experimental systems to address both common and rare gene variants, and to expand efforts...
beyond current diagnostic classifications to include additional disorders and other psychiatrically relevant phenotypes. In addition, because most genetic samples are comprised of individuals from European populations, the workgroup recommended that future studies should aim to capture a greater spectrum of genetic and phenotypic variation across human populations. This concern is addressed in part through projects like the NIMH-funded Human Heredity and Health in Africa (H3-Africa) Initiative—which is investigating the genomics and epidemiology of African populations in partnership with African scientific institutions.

### Computational and Theoretical Approaches

Computational and theoretical approaches may be useful across a wide range of basic and clinical science applications to address the challenges facing psychiatry. There are two complimentary approaches to computational psychiatry: data-driven and theory-driven. Data-driven approaches leverage large data sets and algorithms (e.g., machine learning) to model neural mechanisms across levels (e.g., genes to cells, cells to circuits, circuits to systems, systems to behavior) (Huys et al. 2016; Redish and Gordon 2016). Theory-driven approaches use models to test hypotheses of how observations may be explained by lower-level variables of analyses using a rigorous mathematical framework (Oquendo et al. 2012; Averbeck and Chafee 2016; Redish and Gordon 2016).

A particularly useful theory-driven computational approach is to create biophysically realistic models of the brain. Biophysically realistic models allow researchers to explore a hypothesis space, make predictions, and test their theories. For example, to better understand the link between synaptic and cellular properties of hippocampal theta and gamma oscillations, researchers genetically modified mice to ablate a key molecule necessary for synaptic inhibition in parvalbumin-positive (PV) interneurons (Wulff et al. 2009). In the mouse model, the researchers found that theta- and gamma-frequency oscillations were intact. However, whereas gamma oscillations normally occur only at specific phases of the theta oscillation, in the mouse model this relationship was disrupted. Next, the scientists showed that a biophysically realistic model of a simple neural circuit that included PV interneurons and pyramidal neurons could generate realistic oscillatory behavior which preserved the relationship between theta and gamma oscillations. Moreover, eliminating synaptic inhibition onto the PV interneurons in the model also resulted in a disrupted relationship between the two oscillations, explaining the alterations seen in the mouse. Biophysically realistic models are particularly useful for making these links across levels of analysis, in this case, the molecular (synaptic inhibition mediated by a specific molecule) and the circuit (generation of nested gamma and theta oscillations). In addition to testing links across levels of analyses, computational models can also address trajectories in neurodevelopment or clinical prediction by mod-

---

**Figure 1.** Schizophrenia risk loci. Schizophrenia risk loci (green diamonds) arranged in a Manhattan plot in which each point on the plot is a single-nucleotide polymorphism, the x-axis is chromosomal position, and the y-axis shows statistical significance ($-\log_{10}(P)$). The red line shows the genome-wide significance level ($5 \times 10^{-8}$). (Reprinted from Schizophrenia Working Group of the Psychiatric Genomics Consortium 2014, by permission from Springer Nature 2014.)
eling across time. They may even assist researchers to translate animal findings to humans by modeling across scales.

Another theory-driven approach involves computational phenotyping, which is an attempt to break down abstract behavioral concepts into specific functional components that can be described mathematically and used to explore brain–behavior–illness relationships. In one compelling example, researchers developed a computational model of happiness based on rewards and expectations (Rutledge et al. 2017). They validated the model using a large sample of study participants who rated their moment-to-moment happiness while playing a probabilistic reward game on a smartphone. Next, they showed they could map the reward- and expectation-related variables to specific brain circuits using functional magnetic resonance imaging (fMRI). Their findings show that breaking down the abstract concept of "happiness" into more specific and quantifiable parameters enables circuit-based explorations of mechanism. The researchers also hypothesized that individuals with depression might have differences in some of these specific parameters compared to healthy control subjects, but their data failed to find any such differences.

Finally, data-driven approaches have important roles to play in psychiatric research. Such approaches typically use clustering, factor analysis, and/or machine learning to extract ordered information from large data sets. They are particularly useful when one has no a priori hypothesis about which are the important data elements or how they might be combined to provide useful information. Take, for example, the question of whether there might be different subtypes of patients with depression. Attempts have been made to define subtypes based on symptoms, course, severity, etc., but these have been difficult to replicate and not definitively useful in the clinic. Recently, NIMH-funded researchers used a data-driven approach to ask whether neuroimaging could help define depression subtypes. The researchers measured functional connectivity with resting state fMRI in more than 1000 people with depression, creating individualized connectivity maps for each of them (Fig. 2; Drysdale et al. 2017). Using a clustering algorithm, the researchers then asked whether there were different types of connectivity maps; the algorithm suggested there were four types of maps, which they called "biotypes." Intriguingly, individuals with the same biotypes differed in their likelihood of responding to repetitive transcranial magnetic stimulation.

**Figure 2.** Functional connectivity–based subtypes in depression. (A) For each subject, whole-brain functional connectivity was calculated by correlating time-varying activity between all regions of interest (colored dots), as in the example shown ($R^2 = 0.88$) for nodes in the dorsolateral (solid line) and posterior parietal cortices (dashed line). (B) An example functional connectivity map for one individual. (C) Hierarchical clustering analysis of the maps of all the individuals in the sample revealed four types of maps, termed “biotypes.” (D) Members of the four biotypes differed in their likelihood of responding to repetitive transcranial magnetic stimulation. (Reprinted and adapted from Drysdale et al. 2017, by permission from Springer Nature 2016.)
type had similar constellations of depression symptoms, whereas individuals with different biotypes tended to have different symptoms. Even more intriguing was the finding that treatment responses differed with the different groups: Individuals in one of the biotypes responded better to repetitive transcranial magnetic stimulation (rTMS), a noninvasive treatment for depression, than those in the other biotypes. This finding suggests functional connectivity maps could potentially serve as useful biomarkers to not only identify subsets of depression, but also predict treatment response.

Of course, theory- and data-driven approaches can be combined to address the challenges facing psychiatry. Take, for example, the need for improved diagnostics. NIMH’s Research Domain Criteria (RDoC) framework is a major theoretical approach to better describe features of dysfunction in patients suffering from mental illnesses. RDoC is centered around dimensional psychological constructs to investigate the nature of mental illness in terms of varying degrees of dysfunctions in general psychological/biological systems. It is based on theoretical groupings of behavioral domains, such as affect and executive function. One could imagine combining this theory-driven approach with a data-driven approach to validate the RDoC domains, by assessing dimensional constructs in a large sample of people and measuring the degree to which performance in different constructs varies together. Weaker relationships between measurements of different constructs would suggest they measure truly different types of behavior, whereas stronger relationships between such measurements would suggest that the constructs are more closely related than previously thought. Ideally, this analysis would include computational phenotyping as well, such that the different domain assessments would correspond to quantifiable, parameterized behaviors, permitting the pursuit of their underlying circuitry. Approaches informed by both theory and data hold promise for uncovering mechanisms of illness, hopefully paving the way for novel treatments.

Neural Circuits

If neurons are the building blocks of the brain, neural circuits are its fundamental functional units. Neuronal circuits are small groups of interconnected neurons that act together to perform the calculations necessary to guide behavior. For example, in the primary visual cortex, circuits of interconnected excitatory and inhibitory neurons receive inputs from the retina and begin the task of constructing representations of the visual world from the simple pixelated input received from the eyes. Similarly, information representing complex visual patterns are combined with auditory, olfactory, and other information to construct representations of specific episodes—memories—by neural circuits in the hippocampus.

Neuroscience has undergone a revolution over the past decade with the advent of myriad technologies aimed at measuring and modulating the activity of specific circuits. By virtue of these technologies, such as optogenetics, chemogenetics, viral tracing, and high-resolution optical imaging, scientists have learned a tremendous amount about the circuits that control behavior. This is particularly true of behavior relevant to psychiatry, including avoidance behavior, fear learning, repetitive behaviors, stress responses, reward processing, working memory, and other executive functions. Circuit technologies have revealed key roles for specific neuronal types in specific brain regions, as well as specific connections between them, in these and other behaviors. By activating or inhibiting these circuit elements, researchers can enhance motivation, prevent the negative effects of stress, and so on. At least, they can do so in mice.

Of course, to help those suffering from mental illnesses, it is not good enough to change behaviors in mice. To transform mental health care with novel therapies, circuit-based knowledge must be translated into circuit-focused therapies, using either a neurobiological or technological approach. Both approaches have the initial steps in common: First, one needs to identify the circuit element responsible for a given psychologically relevant behavior in a model organism and, second, verify that this circuit is similarly engaged in the behavior in humans. After these steps, the two approaches diverge.

Similar to traditional efforts at drug discovery, the neurobiological approach seeks to identify therapeutic targets expressed in these circuit elements that might be exploited. For example, neurons in the central nucleus of the amygdala, when inhibited, reduce the expression of learned fear behaviors (Calhoon and Tye 2015). Might there be some receptor expressed in these neurons that researchers could antagonize that would inhibit these neurons, reducing fear—and by extension—reducing PTSD symptomatology? Molecular characterization of these neurons could be pursued to identify such a potential drug target. The neurobiological approach could also be of benefit to designing other kinds of treatments. For example, physiological or anatomical characterization of these elements might reveal approaches to brain stimulation therapies that would preferentially affect their function. The neurobiological approach requires extensive characterization of neurons, brain regions and connections with causal relationships to psychologically relevant behavior, to exploit features of these circuit elements to design novel therapies.

The technological approach recognizes that for some circuits, and some debilitating symptoms, the neurobiological approach may not be sufficient. In such cases, one can imagine adapting the very same technologies that are so effective in mice for use in humans. Beyond identifying the relevant circuit elements in humans as noted above, the technological approach would require the development of vectors to deliver genetic payloads into the human brain, refinement of methods to direct expression to specific cell types, the ability to verify expression in the living brain, and methods to deliver the appropriate kinds of neuro-modulation. One could imagine a noninvasive approach, whereby viral vectors are injected into the bloodstream, delivering genes encoding effector molecules to neurons after crossing the blood–brain barrier (Fig. 3; Gordon 2016). These effector molecules could be activated by designer drugs, focused ultrasound, or magnetic pulses,
in order to alter the activity of neurons in precise ways. Much of this technology already exists and needs only to be modified and refined; such work is ongoing as part of the Brain Research through Advancing Innovative Neurotechnologies (BRAIN) Initiative. The BRAIN initiative has simultaneously initiated a rigorous neuroethics research program to ensure ethical development and use of these technologies.

**HARNESSING OPPORTUNITIES TO ADDRESS CHALLENGES**

The opportunities presented by genetics, computational and theoretical approaches, and neural circuit technology have the potential to transform our knowledge of mental illnesses and the clinical practice of psychiatry. To do so, these opportunities need to be harnessed to address the principle challenges facing psychiatry.

Indeed, each of the challenges could be addressed by combining aspects of all three opportunities. One could imagine an improved diagnostic system that harnesses genetic characterization of risk, assessments of computationally derived phenotypes, and neuroimaging findings indicating specific circuits to define a multidimensional diagnosis for each individual. These phenotypes could further be used to identify, perhaps using data-driven approaches, clinically useful biomarkers that provide predictions regarding course of illness or treatment responsiveness. These biomarkers would improve the efficacy of existing treatments by targeting interventions to the individuals most likely to benefit from them, thereby shortening the time to clinically meaningful improvements in function. Finally, biophysically realistic modeling of genetic effects on neural circuits of relevance to behavior could lead the way to transformative novel treatments, aimed at traditional molecular targets or using novel circuit technologies.

Some of these advances may be right around the corner—data-driven approaches to neuroimaging biomarkers, for example, has the potential to change practice in the near term. Others, such as redefining diagnostics or developing new treatments based on genetics, may be further off. Nonetheless, the opportunities presented by modern neuroscience are undeniable, and if harnessed correctly, offer the potential to reduce the burden of mental illness in the years to come.
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