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In this paper we develop a detailed analysis of critical prewetting in the context of the two-dimensional Ising model. Namely, we consider a two-dimensional nearest-neighbor Ising model in a $2N \times N$ rectangular box with a boundary condition inducing the coexistence of the $+$ phase in the bulk and a layer of $-$ phase along the bottom wall. The presence of an external magnetic field of intensity $h = \lambda/N$ (for some fixed $\lambda > 0$) makes the layer of $-$ phase unstable. For any $\beta > \beta_c$, we prove that, under a diffusing scaling by $N^{-2/3}$ horizontally and $N^{-1/3}$ vertically, the interface separating the layer of unstable phase from the bulk phase weakly converges to an explicit Ferrari-Spohn diffusion.

1. The model and the result.

1.1. Introduction. The study of interfaces separating different equilibrium phases has a very long history that goes back at least to Gibbs’ famous monograph [18]. Of particular interest are the surface phase transitions that such systems can undergo, which manifest in singular behavior of the interfaces as some parameter is changed.

Probably the most investigated surface phase transition is the wetting transition. The latter can occur in systems with three different coexisting phases (or with two different phases interacting with a substrate). Wetting occurs when a mesoscopic layer (that is, a layer the width of which diverges in the thermodynamic limit) of, say, phase $C$ appears at the interface between phases $A$ and $B$. Various aspects of the wetting phase transition have been discussed rigorously: wetting of a substrate in the Ising model [32, 16, 33, 2], wetting of the interface between two ordered phases by the disordered phase in the Potts model (when the transition is of first order) or wetting of the $+/-$ interface by the 0 phase in the Blume-Capel model at the triple point [3, 11, 20, 30], etc.

In this phenomenon, the mesoscopic layer wetting the interface (or the substrate) is made of an equilibrium phase. It is interesting to understand how such a layer behaves when the parameters of the model are slightly changed in order that the corresponding “phase” becomes thermodynamically unstable (but the two phases separated by the interface remain equilibrium phases). In that case, when the free energy of the unstable phase is close enough to that
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of the stable phases, an interface separating the latter phases may remain wet by a micro-
scopic layer of the unstable phase (that is, a layer the width of which remains bounded in the
thermodynamic limit). See, for instance, the numerical analysis in [9] of the layer of unstable
disordered phase in the two-dimensional Potts model when the temperature is taken slightly
below the temperature of order-disorder coexistence. Here, one usually speaks of interfacial
adsorption (that is, the appearance of an excess of the unstable phase along the interface, as
compared to its density in the bulk of the system), or of prewetting. When the width of the
layer of unstable phase continuously diverges as the system is brought closer and closer to
the coexistence point, the system is said to undergo critical prewetting.

In this paper, we provide a detailed analysis of critical prewetting in the two-dimensional
Ising model. Let us briefly describe the setting in an informal way, precise definitions being
provided in the next section. We consider the Ising model in a square box of sidelength \( n \) in
\( \mathbb{Z}^2 \). We consider + boundary condition on three sides of the box and − boundary condition
on the fourth (say, the bottom one). At phase coexistence (that is, in the absence of a magnetic
field and when the temperature is below critical), the bulk of the system is occupied by the
+ phase, with a layer of − phase along the bottom wall. The width of this layer is of order
\( \sqrt{n} \) (thus mesoscopic). The statistical properties of the interface in this regime are now well
understood: after a diffusive rescaling, the latter has been proved to converge weakly to a
Brownian excursion [23].

In order to analyze critical prewetting in this model, we
make the − phase unstable by turning on a positive mag-
netic field \( h \). The width of the layer now becomes micro-
scopic, with a width of order \( h^{-1/3} \) [36]. Our goal in this
paper is to provide a detailed analysis of the behavior of this
layer in a suitable scaling limit. Namely, we shall let
the intensity \( h \) of the magnetic field vanish at the same time
as we let the size \( n \) of the box diverge. It turns out that a
natural way to do that is to set \( h = \lambda / n \), for some fixed con-
stant \( \lambda > 0 \). (One reason this particular choice is natural is
given in the next paragraph.) Our main result is a proof that
the interface, once rescaled by \( h^{1/3} \) vertically and \( h^{2/3} \) hor-
izontally, weakly converges to an explicit, nondegenerate
diffusion process (a Ferrari-Spohn diffusion with suitable parameters, see the next section).

One way to understand why the particular choice \( h = \lambda / n \) is natural is to consider a
slightly different geometry. Namely, consider a two-dimensional Ising model in a square box
of sidelength \( n \), with − boundary on all four sides. Of course, in the absence of a magnetic
field and below the critical temperature, the − phase fills the box. When a positive magnetic
field \( h \) is turned on, the − phase becomes unstable. It follows that, when the box is taken
large enough, the bulk of the box must be occupied by the + phase (with a possible layer of
unstable − phase along the boundary). However, for small enough boxes (or a weak enough
magnetic field \( h \)), the effect of the boundary condition should dominate and the unstable
− phase should still fill the box. Intuitively, the critical scale can be obtained as follows:
the energetic contribution due to the boundary condition is of order \( n \), while the effect of
the magnetic field is of order \( hn^2 \). These two effects will thus compete when \( h \) is of order
1/n. This argument was made precise in [35]. Namely, setting \( h = \lambda / n \) with \( \lambda > 0 \), it was
proved that there exists \( \lambda_c > 0 \) such that, when \( n \) is taken large enough, the unstable −
phase occupies the box when \( \lambda < \lambda_c \), while the + phase occupies the box when \( \lambda > \lambda_c \). A
detailed description of the macroscopic geometry of typical configurations in large boxes was
actually provided: when $\lambda > \lambda_c$, typical configurations contain a macroscopic droplet of $+$ phase squeezed in the box; the droplet’s boundary is made up of four straight line segments, one along each of the four sides of the box (at least as seen at the macroscopic scale), with four arcs joining them near the corners of the box (these arcs being suitably scaled quarters of the corresponding Wulff shape). The layers corresponding to the four line segments should have precisely the same behavior as the layer in the geometry we analyze in the current paper.

![Figure 1: Typical configurations in a box of sidelength $n$ with $-$ boundary condition and magnetic field $h = \lambda/n > 0$. Left: $\lambda < \lambda_c$; right: $\lambda > \lambda_c$.](image)

We now briefly discuss some earlier rigorous results pertaining to the problem investigated here. Most of those were dealing with the simpler case of effective models, in which the Ising model interface is replaced by a suitable one-dimensional random walk in an external potential mimicking the effect of the magnetic field. The first work along these lines is [1], in which a particular choice of the random walk transition probabilities made the resulting system integrable and thus allowed for the explicit computation of various quantities of interest. Similar, but somewhat less precise, results were then obtained for a very general class of random walks (and external potentials) in [21]. In essentially the same setting, the scaling limit of the random walk trajectory was proven to be given by a suitable Ferrari–Spohn diffusion in [27]. The first results for the Ising model itself were obtained in [36], where the order of the width of the layer of unstable phase was determined in a weak sense and up to logarithmic error terms. These results were very recently considerably improved upon in [17]. In the latter work, the precise identification of the width of the layer was finally obtained, together with detailed information about various local and global properties of the interface (area, maximum, etc).

It should be noted here that, although being both based on some ideas introduced in [36], the current paper and [17] are very different, both in their goals and from a technical point of view. In particular, the present work does not rely on results from [17].

Roughly speaking, from a technical point of view, [17] improves on the arguments in [36] and combines them with clever local resampling and coupling ideas. In contrast, our approach is based on a coupling between the interface and a directed random walk under area-tilt, relying on a suitable version of the Ornstein–Zernike theory, as developed in [4, 5, 31]. We can then analyze the tilted random walk using ideas from our previous works [27, 29].

In the present paper we prove the invariance principle to the Ferrari–Spohn diffusion for the interface described above. The authors of [17] consider their paper as a step in this direction, but their actual results are of a rather different nature and it is not clear to us how the
technology introduced in [17] might be adapted to get the invariance principle. On the other hand, one might address some of the remaining open problems in [17] using our coupling between the interface and a direct random walk with area-tilt, though we have not done it, this paper being long enough as it is. The only exception is Lemma 5.6, in which we provide one of the estimate missing in [17], as it is useful for our undertaking. We should stress, however, that in its current form our coupling is not particularly well suited to prove the type of global estimates that [17] are interested in. It should be possible, by improving parts of the current work, to lift these restrictions and to get asymptotically sharp versions of the bounds obtained in [17].

1.2. The model. Let \( \Lambda \subset \mathbb{Z}^2 \), \( \beta \geq 0 \) and \( h \in \mathbb{R} \). For any configuration \( \sigma \in \Omega \equiv \{-1,1\}^{\mathbb{Z}^2} \), we define

\[
\mathcal{H}_{\Lambda;\beta,h}(\sigma) \equiv -\beta \sum_{\{i,j\} \cap \Lambda \neq \emptyset} (\sigma_i \sigma_j - 1) - h \sum_{i \in \Lambda} \sigma_i.
\]

In the sequel, we will always assume that \( \beta > \beta_c \), the inverse critical temperature of the 2d nearest-neighbor Ising model. As we will work with \( \beta \) fixed, we shall casually remove it from the notation. It should be kept in mind, however, that various numerical constants we employ below are allowed to depend on it.

Given \( \eta \in \Omega \) and \( \Lambda \subset \mathbb{Z}^2 \), set

\[
\Omega^\eta_{\Lambda} \equiv \{\sigma \in \Omega : \sigma_i = \eta_i \ \forall \ i \notin \Lambda\}.
\]

The Gibbs measure in \( \Lambda \) with boundary condition \( \eta \) is defined as

\[
\mu_{\Lambda;\beta,h}^\eta(\sigma) \equiv \frac{1}{Z^\eta_{\Lambda;\beta,h}} \exp \left( -\mathcal{H}_{\Lambda;\beta,h}(\sigma) \right),
\]

where

\[
Z^\eta_{\Lambda;\beta,h} \equiv \sum_{\sigma \in \Omega^\eta_{\Lambda}} \exp \left( -\mathcal{H}_{\Lambda;\beta,h}(\sigma) \right).
\]

Let us introduce

\[
\mathbb{H}_+ \equiv \{i = (i_1, i_2) \in \mathbb{Z}^2 : i_2 \geq 0\}, \ \mathbb{H}_- \equiv \mathbb{Z}^2 \setminus \mathbb{H}_+
\]

and

\[
\mathcal{L} \equiv \{x = (x_1, x_2) \in \mathbb{R}^2 : x_2 = -\frac{1}{2}\}
\]

Given a subset \( A \subset \mathbb{Z}^2 \), we write

\[
\tilde{A} \equiv \bigcup_{i \in A} \left( i + [-1/2, 1/2]^2 \right) \subset \mathbb{R}^2
\]

and

\[
\partial^{\text{ext}} A \equiv \{i \in \mathbb{Z}^2 \setminus A : \ \exists j \in A, \ |i - j|_1 = 1\}.
\]

We will be mostly interested in the behavior of the model in the box

\[
B_N \equiv \{-N, \ldots, N\} \times \{0, \ldots, N\}
\]

and with a magnetic field of the form \( h = \lambda/N \) for some \( \lambda > 0 \). Moreover, the following choices for the boundary condition will be important in the sequel: the constant boundary conditions \( \eta^+ \equiv 1 \) and \( \eta^- \equiv -1 \) and the mixed boundary condition \( \eta^\pm \) defined by

\[
\eta^\pm_i \equiv \mathbb{1}_{\{i \in \mathbb{H}_+\}} - \mathbb{1}_{\{i \in \mathbb{H}_-\}}.
\]
The corresponding measures and partition functions will be denoted \( \mu^+_{N;\beta,\lambda/N} \), \( Z^+_{N;\beta,\lambda/N} \), \( \mu^-_{N;\beta,\lambda/N} \), and \( Z^-_{N;\beta,\lambda/N} \) respectively.

In the sequel, we use \( Z^{2,*} \triangleq \left( \frac{1}{2}, \frac{1}{2} \right) + \mathbb{Z}^2 \) to denote the dual lattice and

\[
B^*_N \triangleq \left\{ (i,j) \in Z^{2,*} : |i| \leq N + \frac{1}{2}, -\frac{1}{2} \leq j \leq N + \frac{1}{2} \right\}
\]

to denote the box dual to \( B_N \) (see Fig. 2).

Consider a configuration \( \sigma \in \Omega^\pm_B \triangleq \Omega^\pm_{B_N} \). One can see the boundary of the set \( \bigcup_{i \in \mathbb{Z}^2 : \sigma_i = -1} i + [-\frac{1}{2}, \frac{1}{2}]^2 \) as a collection of edges of the dual lattice. Two dual edges in this collection are said to be connected if they still belong to the same component after applying the following deformation rules:

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\uparrow \quad \downarrow
\end{array}
\end{array}
\end{align*}
\]

The resulting connected components of dual edges are called the Peierls contours of the configuration. Among those, all form finite, closed loops, denoted \( \hat{\gamma}_1, \ldots, \hat{\gamma}_m \), except for one infinite component that coincides with \( L \) outside the dual box \( B^*_N \). We denote by \( \gamma \) the restriction of this infinite component to \( B^*_N \), or, more precisely, the part connecting the lower left corner \( x^N_\ell \) to the lower right corner \( x^N_r \), that is,

\[
x^N_\ell \triangleq (-N - \frac{1}{2}, -\frac{1}{2}), \quad x^N_r \triangleq (N + \frac{1}{2}, -\frac{1}{2}).
\]

The open contour \( \gamma \) will be the central object in our investigations.

1.3. Scaling, Ferrari-Spohn–diffusions and the main result. Before stating our main result, we need to introduce the relevant limiting diffusion, as well as the properly rescaled interface.

1.3.1. Limiting Ferrari–Spohn diffusion. Let \( \Delta_N \triangleq \{-N, \ldots, N\}^2 \). Let us denote by \( m^*_\beta \triangleq \lim_{N \to \infty} \mu^+_{\Delta_N;\beta,0}(\sigma_0) \) the spontaneous magnetization and by \( \chi_\beta \triangleq (\tau_\beta(e_2) + \tau_\beta')^{-1} \),
with \( \tau''_\beta = \left( \frac{d}{d\theta} \right)^2 \tau_\beta(\cos(\theta), \sin(\theta)) \big|_{\theta=0} \), the curvature of the Wulff shape \( K_\beta \) (see (2.11) below) in direction \( e_2 \). Here, \( \tau_\beta \) is the surface tension defined below in (2.8).

Let \( \bar{A}_i \) denote the Airy function and let \(-\omega_1\) be its first zero. Let us introduce \( \varphi_0(r) \equiv \bar{A}_i\left( (4\lambda m^{*}_\beta)^{1/2} r - \omega_1 \right) \). The relevant Ferrari–Spohn diffusion for our setting is the diffusion on \((0, \infty)\) with generator

\[
L_\beta \psi \equiv \frac{1}{2} \psi'' + \frac{\varphi_0''}{\varphi_0} \psi'
\]

and Dirichlet boundary condition at 0: \( \psi(0) = 0 \). See Appendix C for more information on this class of diffusion processes.

1.3.2. Scaled interface. Given a realization of the interface \( \gamma \), let us denote by \( \omega_\gamma \in \Omega_{B_N}^\pm \) the configuration having \( \gamma \) as its unique contour. We can then define the upper and lower “envelopes” \( \gamma^\pm : \mathbb{Z} \to \mathbb{Z} \) of \( \gamma \) by

\[
\gamma^+(i) \equiv \max \{ j \in \mathbb{Z} : \sigma_{(i,j)}(\omega_\gamma) = -1 \} + 1,
\]

\[
\gamma^-(i) \equiv \min \{ j \in \mathbb{Z} : \sigma_{(i,j)}(\omega_\gamma) = +1 \} - 1.
\]

Note that \( \gamma^+(i) > \gamma^-(i) \) for all \( i \in \mathbb{Z} \). It will follow from our analysis in Section 5 that there exists \( K = K(\beta) < \infty \) such that, with probability tending to 1 as \( n \to \infty \),

\[
\max_{|i| \leq R} |\gamma^+(i) - \gamma^-(i)| \leq K \log R.
\]

for any \( R > 0 \). We use the same notation \( \gamma^\pm \) for their extension to functions on \( \mathbb{R} \) by linear interpolation.

Finally, we define the rescaled profiles \( \hat{\gamma}^\pm : \mathbb{R} \to \mathbb{R} \) by

\[
\hat{\gamma}^\pm_N(t) = N^{-1/3} \chi N^{-1/2} \gamma^\pm(N^{2/3}t).
\]

Thanks to (1.3),

\[
\lim_{N \to \infty} \mu^\pm_{N; \beta, \lambda/N}(\sup_{t \in \mathbb{R}} |\hat{\gamma}^+_N(t) - \hat{\gamma}^-_N(t)| < \epsilon) = 1, \quad \forall \epsilon > 0,
\]

so that in order to analyze the scaling limit of \( \gamma \), it is sufficient to understand the limiting behavior of \( \hat{\gamma}^+_N \). More precisely, for any \( T > 0 \), we are interested in the distribution of \( \hat{\gamma}^+_N \) on the space of continuous functions \( C[-T, T] \) induced by the measure \( \mu^\pm_{N; \beta, \lambda/N} \).

1.3.3. The main result.

**Theorem 1.1.** Consider the 2D Ising model at the inverse temperature \( \beta > \beta_c \) with boundary condition \( \eta^\pm \) in the box \( B_N \) and under the magnetic field \( h = \lambda/N, \lambda > 0 \). Let \( \gamma \) be the corresponding interface (open contour), and \( \hat{\gamma}^+_N \) be its scaled version (defined by (1.4)). As \( N \to \infty \), the distribution of \( \hat{\gamma}^+_N \) converges weakly to the distribution of the trajectories of the stationary Ferrari–Spohn diffusion on \((0, \infty)\) with generator \( L_\beta \psi = \frac{1}{2} \psi'' + \frac{\varphi_0''}{\varphi_0} \psi' \), see (1.2), and Dirichlet boundary condition at 0.

**Remark 1.2.** In particular, the typical height of the interface \( \gamma \) is \( \sim N^{1/3} \chi \beta^{1/2} \).
1.4. Structure of the proof. The proof of Theorem 1.1 is based on a coupling between the interface $\gamma$ of the Ising model and the interface of an effective model based on a directed random walk with area-tilt. The proof of convergence to the corresponding Ferrari–Spohn diffusion then follows the scheme used for a similar class of effective models in [27, 29] (see also Appendix C of [28]). Here we briefly sketch the main steps to provide the reader with a picture of the whole argument. Precise statements and detailed proofs are given in later sections. We also emphasize that, as the present paper builds on previous work of some subsets of the authors, some arguments will not be repeated in full details. Therefore many references to previous papers are to be expected. In particular, while not necessary to follow the proofs, some familiarity with (a subset of) [27, 29, 28, 31, 23] will definitely smoothen the reading.

First note that any realization of the interface $\gamma$ partitions the box $B_N$ into two (not necessarily connected) pieces: the part located “above the interface”, denoted $B_N^+[\gamma]$, and the part located “below the interface”, denoted $B_N^-[\gamma]$ (see Section 2 for precise definitions).

Weak localization of the interface. We start with a very weak result on the maximal height reached by the interface (much stronger bounds could be extracted from the same argument, but are not needed). Namely, we fix some arbitrary $\delta \in (0, 1)$ and show that, with high probability, the maximal height reached by the interface $\gamma$ is lower than $\delta N$ (Lemma 3.1). This follows from the simple observation that the same is true in the absence of a magnetic field and that the presence of the latter only makes such an event less likely. In particular, we deduce the following rough bound on the area below $\gamma$:

$$|B_N^-[\gamma]| \leq \delta(2N + 1)N. \quad (1.5)$$

All other contours are small. The next step consists in proving the existence of $\kappa = \kappa(\beta)$ such that, with high probability, all closed contours have diameter at most $\kappa \log N$ (Proposition 3.3). The proof consists of two parts, dealing respectively with the contours inside $B_N^+[\gamma]$ and those inside $B_N^-[\gamma]$.

The validity of the claim in $B_N^+[\gamma]$ is rather obvious, since the plus phase is stable, and indeed follows immediately from the validity of the corresponding statement in the absence of a magnetic field and the fact that the presence of the latter only makes the diameter of contours smaller.

The claim in $B_N^-[\gamma]$ is more delicate, since the spins in this set are subjected to the boundary condition and the $-$ phase is only metastable: the competition between the boundary condition and the magnetic field may lead to the creation of giant contours inside $B_N^-[\gamma]$. However, thanks to (1.5), one can check that there is not enough room in $B_N^-[\gamma]$ to accommodate a supercritical droplet once $\delta$ has been chosen small enough.

We denote $\mu_{N;\beta,\lambda/N}^{\pm,\kappa}$ the measure $\mu_{N;\beta,\lambda/N}^{\pm}$ conditioned on the absence of contours larger than $\kappa \log N$. The above shows that both measures lead to the same behavior as $N \to \infty$.

Effective weight due to the magnetic field. The probability of a realization $\gamma$ under the Gibbs measure with and without the magnetic field can be related by

$$\mu_{N;\beta,\lambda/N}^{\pm,\kappa}(\gamma) \propto \mu_{N;\beta,0}^{\pm,\kappa} \left( \exp \left[ \frac{\lambda}{N} \sum_{i \in B_N} \sigma_i \right] | \gamma \right) \mu_{N;\beta,0}^{\pm,\kappa}(\gamma).$$

Now, since all closed contours are small under $\mu_{N;\beta,\lambda/N}^{\pm,\kappa}$, we expect that, conditionally on $\gamma$,

$$\sum_{i \in B_N} \sigma_i \equiv m_\beta^{\pm} |B_N^+[\gamma]| - m_\beta^{\pm} |B_N^-[\gamma]| = m_\beta^{\pm} |B_N| - 2m_\beta^{\pm} |B_N^-[\gamma]|,$$

where $m_\beta^{\pm}$ is the spontaneous magnetization. This can be made precise using results in [24], which allows us to
obtain
\begin{equation}
\mu^\pm_{N,\beta,\lambda/\sqrt{N}}(\gamma) \propto \exp\left(-2\frac{\lambda m_\beta^s}{N}\left|B_N[\gamma]\right| + \frac{\lambda\psi_N(\gamma)}{N}\right),
\end{equation}
where \(|\psi_N(\gamma)| \leq \nu_\beta|\gamma|\), for all \(N\) and for any realization of the interface \(\gamma\). The precise formulation appears in Proposition 3.5.

From this, it is easy to show that there exists \(C = C(\beta)\) such that, with high probability, \(|\gamma| \leq CN\) (Proposition 3.6). Note that this implies, in particular, that the term \(\lambda\psi_N(\gamma)/N\) above can be neglected when considering events the probability of which vanishes as \(N \to \infty\).

**Entropic repulsion and reduction to infinite-volume weights.** In the next step, we prove the following rough entropic repulsion bound (Proposition 4.1): for any small \(\epsilon > 0\),
\begin{equation}
\mu^\pm_{N,\beta,\lambda/\sqrt{N}}(\gamma \cap B = \emptyset) \geq 1 - N^{-\frac{3}{2}},
\end{equation}
where \(B \overset{\text{def}}{=} \{i = (i_1, i_2) \in B_N : |i_1| \leq N^{1-5\epsilon}; 0 \leq i_2 \leq N^{\epsilon}\}\). To prove this, one first establishes a similar claim for a small box of width \(N^{2/3-\epsilon}\) and height \(N^{1/3+\epsilon}\). In such a box, the effect of the magnetic field \(\lambda/N\) is weak enough to be ignored. This allows us to deduce the claim by importing a recent entropic repulsion result from \([23]\) that applies to the model without magnetic field. Claim (1.7) then follows from a union bound (over translates of the small box).

**Coupling of the interface with an effective random walk model.** Section 5 is devoted to the construction of a coupling between the law of \(\gamma\) under \(\mu^\pm_{N,\beta,\lambda/\sqrt{N}}\) and the law of the trajectory of a directed random walk with area-tilt. Let us first describe the latter and then make a few comments on the derivation of this coupling. The presentation here is simplified (in other words, take what is said here with a grain of salt or, better, look at the actual claims in Section 5), since being precise would require the introduction of too much terminology.

We consider a (directed) random walk on \(\mathbb{Z}^2\), with transition probabilities \(p\) supported on the cone \(Y^\bullet = \{x = (x_1, x_2) \in \mathbb{Z}^2 : |x_2| \leq x_1\}\) and having exponential tails. Given \(u, v \in \mathbb{Z}^2\) both in the upper-half plane and with \(v - u\) in the cone \(Y^\bullet\), we denote by \(P^\bullet_{\beta,\lambda/N}\) the law of this random walk conditioned to start at \(u\), end at \(v\) and remain inside the upper half-plane (the number of steps is not fixed).

Given a trajectory \(s = (s_0 = u, s_1, \ldots, s_M = v)\) sampled from \(P^\bullet_{\beta,\lambda/N^+}\), we denote by \(A(s)\) the area delimited by the (linearly-interpolated) trajectory and the first coordinate axis. We then define the area-tilted measure by
\[
P^\bullet_{\beta,\lambda/N^+,\beta/\lambda/\sqrt{N}}(s) \propto \exp\left\{-\frac{2\lambda m_\beta^s}{N}A(s)\right\}P^\bullet_{\beta,\lambda/N^+}(s).
\]
The main result of Section 5 is then the existence of a coupling between the measure \(P^\bullet_{\beta,\lambda/N^+,\beta/\lambda/\sqrt{N}}\) and the law of \(\gamma\) under \(\mu^\pm_{N,\beta,\lambda/\sqrt{N}}\). Of course, the transition probabilities \(p\) have to be chosen properly and one has to appropriately average over the endpoints \(u\) and \(v\).

The construction of this coupling rests on an combination of the Ornstein–Zernike theory with the rough estimates mentioned above. We first show that a typical realization of the interface under \(\mu^\pm_{N,\beta,\lambda/\sqrt{N}}\) can be written as a concatenation of microscopic pieces, sampled from a suitable *product measure* conditioned on the fact that the concatenation must be a path from \(x_\ell^N\) to \(x_\ell^N\). Moreover, using (1.6) and the comment following this equation, we can extend this result to a typical interface \(\gamma\) under \(\mu^\pm_{N,\beta,\lambda/\sqrt{N}}\).
By construction, the microscopic pieces are confined inside “diamonds”, so that the area $|\mathcal{B}_N[\gamma]|$ is well approximated by the area delimited by the corresponding polygonal approximation and the first coordinate axis, see Fig. 3.

By (1.7), all the microscopic pieces located far from the two vertical walls of $\mathcal{B}_N$ are, with high probability, above $\mathcal{B}$. In particular, their distance to the boundary of $\mathcal{B}_N$ diverges with $N$. This allows us to replace their finite-volume distributions by some limiting translation-invariant infinite-volume distribution.

After that, the coupling is essentially a book-keeping exercise, apart from the need to have some weak control on the associated boundary points $u$ and $v$.

**Proof of convergence for the effective random walk (ERW) model.** At this stage, we are left with proving the convergence of a suitably rescaled version of the area-tilted random walk to a Ferrari–Spohn diffusion. We already proved such a result in a slightly different setting in [27]. The difference is that in the latter work, we were considering the space-time trajectory of a one-dimensional random walk rather than the spatial trajectory of a directed two-dimensional random walk. Technically, the main issue is that the number of steps of our directed random walk between two points is random, while it was deterministic in the setting of [27].

Section 6 is devoted to a proof of the convergence, focusing mainly on the necessary adaptations from [27]. Let us briefly sketch the main steps of the argument.

First, we introduce “partition functions” associated to our directed random walks with area-tilt:

$$G_{\beta, \lambda/N, +}^n[f](u) = E_{\beta}^u\left[\exp\left(-\frac{2\lambda m^\ast_N}{N} A(S[0, n])\right)f(Z_n), S[0, n] \subset \mathbb{H}_+\right],$$

where $E_{\beta}^u$ denotes expectation with respect to the ERW $S$ starting at $u$, $S[0, n]$ denotes the first $n$ steps of the trajectory of $S$ and $Z_n$ is the vertical coordinate of the endpoint of $S[0, n]$. It is easy to express the finite-dimensional distributions of $S$ in terms of (ratio of) such partition functions (this is done in Section 6.7). This reduces the proof of convergence of the finite-dimensional distributions to the convergence of these partition functions. The latter is done using a convergence theorem in [15], as explained in Lemma 6.3.

Finally, tightness can be proved by a straightforward adaptation of the approach we used in [29], but we provide an alternative approach relying on a suitable time-change, which reduces the analysis to a fixed number of steps; this allows us to conclude as in [23] (this is explained in Section 6.6).
1.5. Open problems. We list here some open problems that it would be interesting to address in the future.

- In this paper, we have assumed from the start that \( h = \lambda/N \). One would expect, however, that the same limiting process should appear when \( h \downarrow 0 \) as \( N \to \infty \) under only mild assumptions on the speed (obviously, \( h \) cannot tend to 0 too fast, otherwise one would recover the usual Brownian bridge as scaling limit; this would trivially be the case if \( h = o(N^{-2}) \) for instance). However, it seems that one should be allowed to let \( h \) go to 0 arbitrarily slowly. In fact, one should even be able to first take the limit as \( N \to \infty \) at fixed \( h > 0 \) and then, in a second step, let \( h \downarrow 0 \). Namely, one can consider the Ising model in the upper half plane with \(-\) boundary condition and under a magnetic field \( h > 0 \). Such a model has an infinite interface \( \gamma \), separating the \(-\) phase region near the boundary from the \(+\) phase in the bulk. As \( h \downarrow 0 \), the mean height of the interface diverges. However, if one scales it by a factor \( h^{1/3} \) vertically and by \( h^{2/3} \) horizontally, the rescaled interface should converge in the limit \( h \downarrow 0 \) to the Ferrari–Spohn diffusion process on the line.

- We have dealt here with boundary condition forcing the interface to lie along the bottom wall of the box. As mentioned in the Introduction, an alternative geometric setting of interest corresponds to working in the box \( \Lambda_N \) with \(-\) boundary condition on all four sides of the box and a positive magnetic field \( h = \lambda/N \) with \( \lambda > \lambda_c \). In this case, typical configurations exhibit the behaviour described in the right panel of Fig. 1. It would be interesting to prove that the scaling limit of the boundary of the macroscopic droplet of \(+\) phase far away from the corners is the same Ferrari–Spohn diffusion we obtained in Theorem 1.1.

- Another related problem would be to derive the scaling limit of the Ising model in \( \Lambda_N \) with \( \pm \) boundary condition and a magnetic field \( h > 0 \) in the upper half plane and \( h < 0 \) in the lower half plane. The limiting diffusion process (as \( N \to \infty \) and \( h \to 0 \) in a suitable way and after a similar scaling as used here) should be a variant of the Ferrari–Spohn diffusion obtained in Theorem 1.1 (of course, now a diffusion on \( \mathbb{R} \) rather than \( \mathbb{R}_+ \)).

- More general spatial dependence of magnetic fields might be of interest as well. In principle, [27, 29] cover a large family of self-potentials for effective models of one or finitely many ordered random walks. Scaling limits for effective models with magnetic fields (self-potentials) of the type \( h(x, y) = \frac{y}{N} \) acting in a strip of width \( N \) were derived in [13]. The motivation for the latter work came from desire to understand the phenomenon of Up-hill diffusions as driven by non-equilibrium dynamics in the phase transition regime. See [10, 14, 12] for more detail.

- It would be interesting to extend the analysis made in the current paper to situations in which the unstable phase appears at the interface between two stable phases, rather than along the system’s boundary (the phenomenon of interfacial adsorption).

- Another related problem is the description of the scaling limit of the level lines of a two-dimensional SOS interface above a hard wall, as discussed in [8], or of the level lines of SOS models coupled with bulk high and low density Bernoulli fields, as discussed in [25, 26]. Note that, in these two problems, one has an unbounded collection of interacting random paths. The analysis of the scaling limit of such a system is still open, although progress has been made (see [29] for the scaling limit in the case of finitely many paths, and [6, 7] for preliminary results for infinitely many paths).

2. Surface tension; random-line representation.

2.1. Surface tension. Recall the notation \( \Delta_N = \{ x = (x_1, x_2) \in \mathbb{Z}^2 : -N \leq x_1, x_2 \leq N \} \). We write \( a \cdot b \) for the scalar product between two vectors \( a \) and \( b \) and \( e_i; i = 1, 2 \), for the coordinate vectors. Given any unit vector \( e \in \mathbb{S}^1 \subset \mathbb{R}^2 \), the surface tension in direction \( e \) is defined
as
\[
\tau_\beta(e) \overset{\text{def}}{=} \lim_{N \to \infty} -\frac{\|e\|_\infty}{2N} \log \frac{Z_{\Delta_N;\beta,0}^e}{Z_{\Delta_N;\beta,0}^+},
\]
where, for \( e = (e_1, e_2) \), the notation \( \|e\|_\infty \overset{\text{def}}{=} \max\{|e_1|, |e_2|\} \) stands for the supremum norm and where \( Z_{\Delta_N;\beta,0}^e \) is the partition function in \( \Delta_N \) with boundary condition \( \eta^e \) given by
\[
\eta^e_i \overset{\text{def}}{=} \begin{cases} 
1 & \text{if } i \cdot e \geq 0, \\
-1 & \text{if } i \cdot e < 0.
\end{cases}
\]
Note that, in the above notation, \( Z_{\Delta_N;\beta,0}^e = Z_{\Delta_N;\beta,0}^+ \). In fact, for the axis direction \( e = e_2 \), (2.8) can be rewritten in terms of the half box \( B_N \),
\[
(2.9) \quad \tau_\beta = \tau_\beta(e_2) = \lim_{N \to \infty} -\frac{1}{2N} \log \frac{Z_{\Delta_N;\beta,0}^+}{Z_{\Delta_N;\beta,0}^+}.
\]
Existence of the limit in (2.8) and its coincidence with the expression on the right-hand side of (2.9) are well known [16]. The function \( \tau_\beta(\cdot) \) can then be extended to \( \mathbb{R}^2 \) by positive homogeneity:
\[
(2.10) \quad \tau_\beta(0) \overset{\text{def}}{=} 0 \quad \text{and, for all } x \in \mathbb{R}^2 \setminus \{0\}, \quad \tau_\beta(x) \overset{\text{def}}{=} \tau_\beta(x/\|x\|_2) \|x\|_2.
\]
The homogeneous extension of \( \tau_\beta \) is the support function of the so-called Wulff shape
\[
(2.11) \quad K_\beta \overset{\text{def}}{=} \bigcap_{n \in \mathbb{S}^1} \left\{ t \in \mathbb{R}^2 : t \cdot n \leq \tau_\beta(n) \right\}.
\]
The surface tension possesses the following properties:
- For all \( \beta > \beta_c \), \( x \mapsto \tau_\beta(x) \) is a norm.
- **Sharp triangle inequality** [4, Theorem B]. There exists \( \kappa = \kappa(\beta) > 0 \) such that, for all \( x, y \in \mathbb{R}^2 \),
\[
(2.12) \quad \tau_\beta(x) + \tau_\beta(y) - \tau_\beta(x + y) \geq \kappa(\|x\|_2 + \|y\|_2 - \|x + y\|_2).
\]

2.2. **Random-line representation.** In this section, we collect a number of results on the random-line representation, as developed in [33, 34]; proofs can be found in the latter works and precise references will be given below.

Let \( \Lambda \subseteq \mathbb{Z}^2 \) be such that \( \hat{\Lambda} \) is a simply connected subset of \( \mathbb{R}^2 \) (remember (1.1)). Fix
\[
u \in \Lambda^* \overset{\text{def}}{=} \left\{ w \in \mathbb{Z}^{2,*} : \exists z \in \Lambda, \|z - w\|_2 = \frac{1}{\sqrt{2}} \right\} = \hat{\Lambda} \cap \mathbb{Z}^{2,*}.
\]

Let us denote by \( C_{u,v} \) the set of all \( \mathbb{Z}^{2,*} \)-edge-self-avoiding paths from \( u \) to \( v \) such that deforming the path at each vertex with at least 3 incoming edges according to the deformation rules on page 5 does not split the path into several components.

One can define a weight \( q_{\Lambda,\beta} : C_{u,v} \to \mathbb{R}_{\geq 0} \) with the following properties (see [34] for an explicit description):

- **P1**: \( q_{\Lambda,\beta}(\gamma) = 0 \) when \( \gamma \not\subseteq \hat{\Lambda} \).
- **P2**: \( \Lambda \subseteq \Lambda' \subseteq \mathbb{Z}^2 \) implies that \( q_{\Lambda,\beta}(\gamma) \geq q_{\Lambda',\beta}(\gamma) \) for all \( \gamma \subseteq \hat{\Lambda} \) [34, Lemma 6.3].
\( \text{P}_3: \) For any \( t \in \Lambda^*, \)
\[
\sum_{\gamma \in C_{u,t}} q_{\Lambda,\beta}(\gamma) \leq \left( \sum_{\gamma \in C_{u,t}} q_{\Lambda,\beta}(\gamma) \right) \left( \sum_{\gamma \in C_{v,t}} q_{\Lambda,\beta}(\gamma) \right),
\]
where \( \gamma \ni t \) means that the path \( \gamma \) visits the vertex \( t \) [34, Lemma 6.5].

\( \text{P}_4: \) For any \( \Lambda \subset \Lambda' \subset \mathbb{Z}^2 \), [34, (6.9)]
\[
(2.13) \quad \sum_{\gamma \in C_{u,v}} q_{\Lambda,\beta}(\gamma) \leq \sum_{\gamma \in C_{u,v}} q_{\Lambda',\beta}(\gamma) \leq e^{-\tau_\beta(\gamma \ni u)},
\]
where \( \tau_\beta \) is the surface tension defined in (2.10).

\( \text{P}_5: \) There exist \( c_\beta \) and \( g_\beta \), such that, for any \( \Lambda \subset \Lambda' \subset \mathbb{Z}^2 \) and any \( \gamma \in \Lambda \),
\[
(2.14) \quad \left| \frac{q_{\Lambda,\beta}(\gamma)}{q_{\Lambda',\beta}(\gamma)} - 1 \right| \leq c_\beta \sum_{t \in \gamma} \sum_{t' \ni \partial_t \Lambda} e^{-g_\beta \|t-t'\|_2}.
\]
Furthermore,
\[
(2.15) \quad \lim_{\beta \to \infty} c_\beta = 0 \quad \text{and} \quad \lim_{\beta \to \infty} g_\beta = \infty.
\]
(See [34, Lemma 6.8].)

\( \text{P}_6: \) Let \( \Lambda \subset \mathbb{Z}^2 \) be distinct dual vertices. Two paths \( \gamma_1 \in C_{u,t} \) and \( \gamma_2 \in C_{t,v} \) are compatible if they are edge-disjoint and applying the deformation rule to their union leaves the two paths unchanged. We then denote by \( \gamma_1 \circ \gamma_2 \in C_{u,v} \) the concatenation of the two paths. This extends inductively to an arbitrary finite number of paths. One then has the property [34, Lemma 6.4]
\[
q_{\Lambda,\beta}(\gamma_1 \circ \cdots \circ \gamma_n) \geq \prod_{i=1}^n q_{\Lambda,\beta}(\gamma_i).
\]

\( \text{P}_7: \) Given a concatenation \( \gamma_1 \circ \gamma_2 \), we can define the conditional weight
\[
q_{\Lambda,\beta}(\gamma_1 \mid \gamma_2) \overset{\text{def}}{=} \frac{q_{\Lambda,\beta}(\gamma_1 \circ \gamma_2)}{q_{\Lambda,\beta}(\gamma_2)} = q_{\Lambda \setminus \Delta(\gamma_2),\beta}(\gamma_1),
\]
where \( \Delta(\gamma_2) \) is the edge-boundary of \( \gamma_2 \) (essentially the edges incident to vertices of \( \gamma_2 \), but with some adjustments to take into account the deformation rule; see [34, Lemma 6.4] for a precise statement). Similarly, given a concatenation \( \gamma_1 \circ \gamma_2 \circ \gamma_3 \), we set
\[
q_{\Lambda,\beta}(\gamma_2 \mid \gamma_1, \gamma_3) \overset{\text{def}}{=} q_{\Lambda \setminus \Delta(\gamma_1) \cup \Delta(\gamma_3),\beta}(\gamma_2).
\]

We will use the following notations in special cases:
\[
(2.16) \quad q_{N,\beta} = q_{B_N,\beta}, \quad q_\beta = q_{\mathbb{Z}^2,\beta}.
\]
We will also write \( C_N \equiv C_{x_N^+, x_N^-} \) \( \Lambda \). Note, in particular, that any path \( \gamma \in C_N \) that does not stay inside \( B_N^+ \) satisfies \( q_{N,\beta}(\gamma) = 0 \) (by (P_1)).

The weight \( q_{N,\beta} \) is related to our problem through the following identity [34, (2.10), (6.8), (6.11)]: for any \( \gamma \in C_N \)
\[
(2.17) \quad q_{N,\beta}(\gamma) = \frac{Z^{\pm}_{N,\beta,0}}{Z^+_{N,\beta,0}} \mu^{\pm}_{N;\beta,0}(\gamma).
\]
Fig 4: A realization of the contour $\gamma$ and the corresponding sets $\Delta^+ [\gamma]$ (black nodes) and $\Delta^- [\gamma]$ (white nodes).

$(\mu^\pm_{N;\beta;0}(\gamma))$ denoting, of course, the probability that $\gamma$ is the realization of the interface connecting $x_i^N$ and $x_1^N$ when $h = 0$. In particular, returning to our geometric setting, property $P_4$ above implies that

$$\frac{Z^\pm_{N;\beta;0}}{Z^+_{N;\beta;0}} \leq e^{-\tau_\beta (x_i^N - x_1^N)}.$$ 

In fact, Lemmas 3.2 and 3.3 in [23] imply that there exist two constants $0 < C_\beta \leq c_\beta < \infty$, such that

$$\frac{C_\beta}{N^{3/2}} \leq \frac{e^{2\tau_\beta N} Z^\pm_{N;\beta;0}}{Z^+_{N;\beta;0}} = \frac{e^{2\tau_\beta N} q_{N;\beta}(\gamma)}{\mu^\pm_{N;\beta;0}(\gamma)} \leq \frac{\tau_\beta}{N^{3/2}}.$$ 

for all $N$ sufficiently large and all $\gamma \in \mathcal{C}_N$.

Note also that the following conditional version of (2.17) holds:

$$\mu^\pm_{N;\beta;0}(\gamma_2 | \gamma_1, \gamma_3) = \frac{q_{\beta,N}(\gamma_2 | \gamma_1, \gamma_3)}{\sum_{\gamma'} q_{\beta,N}(\gamma' | \gamma_1, \gamma_3)}.$$ 

Let $\gamma$ be one possible realization of the open contour in the box $B_N$. Denote by $\Omega^\pm_{B_N} [\gamma]$ the set of all configurations in $\Omega^\pm_{B_N}$ in which the open contour is $\gamma$. Let

$$\Delta^*_N [\gamma] \overset{\text{def}}{=} \{ i \in B_N : \forall \sigma \in \Omega^\pm_{B_N} [\gamma], \sigma_i = 1 \},$$

(2.19) $$\Delta^*_N [\gamma] \overset{\text{def}}{=} \{ i \in B_N : \forall \sigma \in \Omega^\pm_{B_N} [\gamma], \sigma_i = -1 \}$$

be the sets of all vertices of the box $B_N$ at which the spins take deterministically the value $+1$, resp. $-1$, when $\gamma$ is the open contour. We then denote by $B^+_N [\gamma]$, resp. $B^-_N [\gamma]$, the union of all the components of $B_N \setminus (\Delta^*_N [\gamma] \cup \Delta^*_N [\gamma])$ that are bordered by $+$ spins, resp. $-$ spins, in any configuration in $\Omega^\pm_{B_N} [\gamma]$.

In view of the deformation rules given above, it is natural to define a compatible notion of connectivity for sets of vertices in $\mathbb{Z}^2$. 
Define 2.1. We shall say that two vertices \( x, y \in \mathbb{Z}^2 \) are s-connected if either \( \|y - x\|_2 = 1 \), or \( \|y - x\|_2 = \sqrt{2} \) and the two vertices are oriented NW-SE (see Fig. 5). An s-path is then a sequence \( x_1, \ldots, x_n \) of vertices in \( \mathbb{Z}^2 \) such that \( x_k \) and \( x_{k-1} \) are s-connected for each \( n \geq k \geq 2 \). Observe that a contour (in particular, the open contour \( \gamma \)) can never cross an s-path along which the spins take a constant value.

![Fig 5: The black nodes are the vertices that are s-connected to the central vertex (white node).](image)

It follows, for instance, from the skeleton calculus of [4] that, for any \( \beta > \beta_c \), there exists \( c = c(\beta) > 0 \) such that

\[
\mu_{N;\beta,0}^+(i \text{ and } j \text{ are connected by an s-path of } - \text{ spins}) \leq e^{-c\|j-i\|_2}.
\]

3. Localization of \( \gamma \), absence of intermediate contours and tilted-area approximation. In this section, we first prove a rough upper bound which yields localization of the interface \( \gamma \) on macroscopic scale; this is the content of Lemma 3.1 below. This leads to a reduction to the so-called phase of small contours in Subsection 3.2 and then to the crucial tilted-area representation (3.25) of interface probabilities. The last result of this section is Proposition 3.6 which warrants a linear (in \( N \)) upper bound on the interface length \( |\gamma| \).

3.1. Localization of \( \gamma \) on the macroscopic scale. Consider the events

\[
A_N^\delta \overset{\text{def}}{=} \{ \sigma \in \Omega_{B_N^\pm} : \exists t \in \gamma \text{ such that } t_2 > \delta N \}.
\]

Lemma 3.1. Let \( \beta > \beta_c \) and \( 1 > \delta > 0 \). There exists a positive constant \( c(\beta) \) such that, for any \( N \geq 1 \) and any \( \lambda \geq 0 \),

\[
\mu_{N;\beta,\lambda/N}^+(A_N^\delta) \leq \mu_{N;\beta,0}^+(A_N^\delta) \leq e^{-c(\beta)\delta^2 N}.
\]

Proof. First, observe that the event \( A_N^\delta \) occurs if and only if an s-path of \(-\text{spins}\) connects the vertex \((-N,-1)\) to a vertex of \( \{i = (i_1, i_2) \in B_N : i_2 > \delta N \} \) and is thus clearly non-increasing. Since we take \( \lambda \geq 0 \), the FKG inequality thus implies that

\[
\mu_{N;\beta,\lambda/N}^+(A_N^\delta) \leq \mu_{N;\beta,0}^+(A_N^\delta).
\]

Using now \( P_3, P_4 \) and the sharp triangle inequality (2.12), we have

\[
\mu_{N;\beta,0}^+(A_N^\delta) \leq \sum_{t \in B_N \atop t_2 > \delta N} \mu_{N;\beta,0}^+(\gamma \ni t)
\]

\[
\leq e^{(1+o(1))\tau_\beta(x_r-x_l)} \sum_{t \in B_N \atop t_2 > \delta N} e^{-\tau_\beta(t-x_l)-\tau_\beta(x_r-t)}
\]

\[
\leq e^{-c(\beta)N\delta^2}.
\]
3.2. Reduction to the phase of small contours. Using Lemma 3.1, we can prove the first main result of this section: all contours (except $\gamma$) have diameter at most $O(\log N)$.

**Definition 3.2.** Given $\kappa$, denote by $C_{\kappa}$ the event that all contours except $\gamma$ have diameter at most $\kappa \log N$. Define also the restricted contour phase

$$\mu_{N;\beta,\lambda/N}^{\pm,\kappa}(\cdot) \triangleq \mu_{N;\beta,\lambda/N}(\cdot \mid C_{\kappa}).$$

**Proposition 3.3.** For any $\beta > \beta_{c}$, there exists $\kappa_{0}(\beta) < \infty$ such that, for all $\kappa > \kappa_{0}(\beta)$ and for any $\lambda \geq 0$ fixed,

$$\lim_{N \to \infty} \mu_{N;\beta,\lambda/N}^{\pm}(C_{\kappa}) = 1.$$

Consequently, once $\kappa > \kappa_{0}(\beta)$, one can construct a coupling $\Psi_{N}^{\kappa}$ of the measures $\mu_{N;\lambda/N}^{\pm}$ and $\mu_{N;\lambda/N}^{\pm,\kappa}$ such that, if $(\sigma, \sigma') \sim \Psi_{N}^{\kappa},$

$$\lim_{N \to \infty} \mu_{N;\beta,\lambda/N}^{\pm}(C_{\kappa}) = 1.$$

**Remark 3.4.** By (3.21), we are entitled not to distinguish between the original Gibbs measure $\mu_{N;\lambda/N}^{\pm}$ and its $\kappa \log N$ cut-off $\mu_{N;\lambda/N}^{\pm,\kappa}$. We shall stress the super-index $\kappa$ whenever this will facilitate references to computations that can be found in the literature.

**Proof of Proposition 3.3.** We first write

$$\mu_{N;\beta,\lambda/N}^{\pm}(C_{\kappa}) \leq \sum_{\gamma} \mu_{N;\beta,\lambda/N}^{\pm}(\gamma) \left\{ \mu_{B_{\pm}[\gamma];\beta,\lambda/N}^{\pm}((C_{\kappa})^{c}) + \mu_{B_{\pm}[\gamma];\beta,\lambda/N}^{-}(C_{\kappa})^{c}) \right\}.$$

Now, observe that $C_{\kappa}^{c}$ occurs in $B_{\pm}[\gamma]$ if and only if the latter set contains an $s$-path of $\sigma$-spin of diameter at least $\kappa \log N$. Since this event is obviously non-increasing, we conclude that

$$\mu_{B_{\pm}[\gamma];\beta,\lambda/N}^{\pm}(C_{\kappa}) \leq \mu_{B_{\pm}[\gamma];\beta,0}(C_{\kappa}),$$

and the latter probability tends to 0 as $N \to \infty$ (for $\kappa$ large enough) by (2.20).

Let us thus turn to the more delicate term $\mu_{B_{\pm}[\gamma];\beta,\lambda/N}(C_{\kappa})$. Thanks to Lemma 3.1, we can assume without loss of generality that, for some fixed $\delta > 0$ (which we will choose small enough below), $t_{2} \leq \delta N$ for any $t \in \gamma$.

Evidently,

$$\mu_{B_{\pm}[\gamma];\beta,\lambda/N}^{\pm}(C_{\kappa}) \leq \sum_{D \geq \kappa \log N} \sum_{\text{diam } \hat{\gamma} = D} \mu_{B_{\pm}[\gamma];\beta,\lambda/N}^{\pm}(\hat{\gamma} \text{ is an external contour}),$$

where $\hat{\gamma}$ is an external contour if no contour in $B_{-}[\gamma]$ or $B_{+}[\gamma]$ surrounds $\text{int } \hat{\gamma}$.

Let us introduce some notation. First, given realizations of the open contour $\gamma$ and a closed contour $\hat{\gamma}$ in $B_{-}[\gamma]$, let us denote by $\sigma_{i}^{\gamma,\hat{\gamma}}$ the configuration in $\Omega_{B_{\kappa}}^{\pm}$ whose set of contours is exactly $\{ \gamma, \hat{\gamma} \}$. Let also $\Omega_{B_{\kappa}}^{\pm}[\gamma, \hat{\gamma}]$ be the set of all configurations in $\Omega_{B_{\kappa}}^{\pm}$ having $\gamma$ and $\hat{\gamma}$ as two of their contours. We then set

$$\Delta_{N}^{-} \equiv \Delta_{N}^{-}[\gamma, \hat{\gamma}] \triangleq \{ i \in B_{-}[\gamma] : \forall \sigma \in \Omega_{B_{\kappa}}^{\pm}[\gamma, \hat{\gamma}], \sigma_{i} = \sigma_{i}^{\gamma,\hat{\gamma}} = -1 \},$$

$$\Delta_{N}^{+} \equiv \Delta_{N}^{+}[\gamma, \hat{\gamma}] \triangleq \{ i \in B_{-}[\gamma] : \forall \sigma \in \Omega_{B_{\kappa}}^{\pm}[\gamma, \hat{\gamma}], \sigma_{i} = \sigma_{i}^{\gamma,\hat{\gamma}} = 1 \},$$

and define (see Fig. 6)

$$\text{ext } \hat{\gamma} \equiv \{ i \in B_{-}[\gamma] : \sigma_{i}^{\gamma,\hat{\gamma}} = -1 \} \setminus \Delta_{N}^{-}, \quad \text{int } \hat{\gamma} \equiv \{ i \in B_{-}[\gamma] : \sigma_{i}^{\gamma,\hat{\gamma}} = 1 \} \setminus \Delta_{N}^{+}. $$
Finally, we let \( \text{int} \hat{\gamma} \stackrel{\text{def}}{=} \text{int} \hat{\gamma} \cup \Delta^+ \). An elementary but crucial observation is that, for any contour \( \hat{\gamma} \) of diameter \( D \) in \( B_N^{-}[\gamma] \),

\[
(3.22) \quad |\text{int} \hat{\gamma}| \leq D(D \land \delta N).
\]

Let \( G \) denote the event that the contour \( \hat{\gamma} \) is external. Note that this is equivalent to saying that there is an \( s \)-path of \( - \) spins in \( B_N^{-}[\gamma] \) connecting \( \partial \text{int} \hat{\gamma} \) to \( \partial B_N \), which is a non-increasing event.

\[
\mu_{B_N^{-}[\gamma];\beta,\lambda/N}(\hat{\gamma} \text{ is an external contour}) = e^{-2\beta|\hat{\gamma}|-(\lambda/N)|\Delta^-|+(\lambda/N)|\Delta^+|} \frac{Z_{\text{ext} \hat{\gamma};\beta,\lambda/N}[G] Z_{\text{int} \hat{\gamma};\beta,\lambda/N}^+}{Z_{B_N^{-}[\gamma];\beta,\lambda/N}^- Z_{\text{int} \hat{\gamma};\beta,\lambda/N}^-},
\]

where \( Z_{\text{ext} \hat{\gamma};\beta,\lambda/N}[G] \) denotes the partition function in \( \text{ext} \hat{\gamma} \) with \( - \) boundary condition restricted to configurations in \( G \). Observe that

\[
\frac{Z_{\text{ext} \hat{\gamma};\beta,\lambda/N}[G] Z_{\text{int} \hat{\gamma};\beta,\lambda/N}^+}{Z_{B_N^{-}[\gamma];\beta,\lambda/N}^- Z_{\text{int} \hat{\gamma};\beta,\lambda/N}^-} = e^{(\lambda/N)|\Delta^-|+(\lambda/N)|\Delta^+|} \mu_{B_N^{-}[\gamma];\beta,\lambda/N}(\{\sigma_i = -1 \forall i \sim \hat{\gamma} \} \cap G) \frac{Z_{\text{int} \hat{\gamma};\beta,\lambda/N}^+}{Z_{\text{int} \hat{\gamma};\beta,\lambda/N}^-},
\]

where \( i \sim \hat{\gamma} \) means that \( i \) is one of the spins along \( \hat{\gamma} \) whose value is the same in all configurations in which \( \hat{\gamma} \) is an external contour. The event \( \{\sigma_i = -1 \forall i \sim \hat{\gamma} \} \cap G \) being non-increasing, we conclude that

\[
\mu_{B_N^{-}[\gamma];\beta,\lambda/N}(\hat{\gamma} \text{ is an external contour}) = e^{-2\beta|\hat{\gamma}|+2(\lambda/N)|\Delta^+|} \mu_{B_N^{-}[\gamma];\beta,\lambda/N}^- (\sigma_i = -1 \forall i \sim \hat{\gamma}; G) Z_{\text{int} \hat{\gamma};\beta,\lambda/N}^+ Z_{\text{int} \hat{\gamma};\beta,\lambda/N}^-,
\]

\[
\leq e^{-2\beta|\hat{\gamma}|+2(\lambda/N)|\Delta^+|} \mu_{B_N^{-}[\gamma];\beta,0}^- (\sigma_i = -1 \forall i \sim \hat{\gamma}; G) e^{2\lambda|\text{int} \hat{\gamma}|} / N,
\]

\[
= \mu_{B_N^{-}[\gamma];\beta,0}(\hat{\gamma} \text{ is an external contour}) e^{2\lambda|\text{int} \hat{\gamma}|} / N.
\]
Therefore, in view of (3.22),
\[ \mu_{B_N[\gamma];\beta,\lambda/N}^{-}(C_\kappa) \leq \sum_{D \geq \kappa \log N} e^{2\lambda D(D\delta N)/N} \sum_{\hat{\gamma}: \text{diam} \hat{\gamma} = D} \mu_{B_N[\gamma];\beta,0}^{-}(\hat{\gamma}) \] (\hat{\gamma} is an external contour).

The sum over \( \hat{\gamma} \) is bounded above by \( e^{-cD} \) for some \( c = c(\beta) > 0 \) by the usual skeleton upper bounds [4] (provided that \( \kappa \) be large enough). We thus finally obtain
\[ \mu_{B_N[\gamma];\beta,\lambda/N}^{-}(C_\kappa) \leq \sum_{D \geq \kappa \log N} e^{-(c-2\delta)D}, \]
which also vanishes as \( N \to \infty \), provided that we choose \( \delta < c/(2\lambda) \).

3.3. Tilted-area approximation of \( \mu_{N;\beta,\lambda/N}^{\pm}(\gamma) \). The reduction to the phase of small contours paves the way for our second main result in this section. Given an interface \( \gamma \), define (3.23)
\[ \psi_N(\gamma) \overset{\text{def}}{=} \sum_{i \in B_N[\gamma]} \left\{ \mu_{N;\beta,0}^{+,\kappa}(\sigma_i | \gamma) - \mu_{N;\beta,0}^{+,\kappa}(\sigma_i) \right\} + \sum_{i \in B_N[\gamma]} \left\{ \mu_{N;\beta,0}^{+,\kappa}(\sigma_i | \gamma) - \mu_{N;\beta,0}^{-,\kappa}(\sigma_i) \right\}. \]

By the exponential relaxation of finite-volume expectations towards their pure phase values (see, e.g., [24]), the correction term \( \psi_N \) in (3.23) satisfies the following bound: There exists \( \nu_\beta < \infty \) such that
\[ |\psi_N(\gamma)| \leq \nu_\beta |\gamma|, \]
for all \( N \) and for any realization of the interface \( \gamma \).

**Proposition 3.5.** The following asymptotic formula holds uniformly in interfaces \( \gamma \) as soon as \( N \) is sufficiently large:
\[ \mu_{N;\beta,\lambda/N}^{\pm,\kappa}(\gamma) (1 + o(1)) \sim \exp \left[ -\frac{\lambda m_\beta^*}{N} |B_N^{-}[\gamma]| + \frac{\lambda \psi_N(\gamma)}{N} \right] \mu_{N;\beta,0}^{\pm,\kappa}(\gamma). \]  
(3.25)

In view of Remark 3.4, it should not cause ambiguity to drop the small-contour upper index \( \kappa \) on either side of (3.25), which we shall do without further comment in the sequel.

**Proof.** For any given \( \lambda \),
\[ \mu_{N;\beta,\lambda/N}^{\pm,\kappa}(\gamma) \sim \mu_{N;\beta,0}^{\pm,\kappa} \left( \exp \left[ -\frac{\lambda m_\beta^*}{N} \sum_{i \in B_N} \sigma_i \right] |\gamma| \right) \mu_{N;\beta,0}^{\pm,\kappa}(\gamma). \]

Next, given a magnetic field \( g = g_N \overset{\text{def}}{=} \lambda/N \), one can proceed as in [24, Section 2.3] and derive, uniformly in the interface \( \gamma \), the following expansion of conditional expectations:
\[ \log \mu_{N;\beta,0}^{\pm,\kappa}(e^{\theta \sum_{i \in B_N} \sigma_i} | \gamma) + o(1) \]
\[ = g \sum_{i \in B_N} \mu_{N;\beta,0}^{\pm,\kappa}(\sigma_i | \gamma) + \frac{g^2}{2} \sum_{i,j \in B_N} \mu_{N;\beta,0}^{\pm,\kappa}(\sigma_i; \sigma_j | \gamma) \]
\[ = c_N + g m_\beta^* |B_N^c| + \frac{g^2}{2} \chi_\beta^c |B_N| - 2gm_\beta^* |B_N^{-}[\gamma]| + g \psi_N(\gamma), \]
where, \( \mu_{N;\beta,0}^{\pm,\kappa}(\sigma_i; \sigma_j | \gamma) \) denotes the covariance between \( \sigma_i \) and \( \sigma_j \) under \( \mu_{N;\beta,0}^{\pm,\kappa} \), \( m_\beta^* \) and \( \chi_\beta^c \) are, respectively, the spontaneous magnetization and the susceptibility of the infinite-volume plus state, \( c_N \) is a boundary term of order \( N \) coming from the ± boundary condition on \( \partial B_N \) and the function \( \psi_N(\gamma) \) is precisely the one defined in (3.23).\[
\square
\]

Next, we will show that one can restrict attention to interfaces \( \gamma \) satisfying \( |\gamma|, \psi_N(\gamma) \leq C N \).
3.4. Control of interface lengths $|\gamma|$.

**Proposition 3.6.** For any $\beta > \beta_c$ and $\lambda \geq 0$ fixed, there exists $C = C(\beta, \lambda) < \infty$ such that

$$\lim_{N \to \infty} \mu_{N; \beta, \lambda}^\pm (|\gamma| \leq CN) = 1.$$  

**Proof.** Recall the Definition 3.2 of the restricted phase $\mu_{N; \beta, \lambda}^{\pm; \kappa}$ of $\kappa \log N$-contours and the statement of Proposition 3.3. Clearly,

$$\mu_{N; \beta, \lambda}^\pm (|\gamma| > CN) \leq \mu_{N; \beta, \lambda}^\pm (C^\kappa) + \mu_{N; \beta, \lambda}^\pm (|\gamma| > CN).$$

We already know that the first term in the right-hand side vanishes as $N \to \infty$, so we only discuss the second one. Using the usual skeleton calculus for Ising phase separation lines (which is based on a certain BK-type property, see [34, 4]), we infer the existence of $\alpha = \alpha(\beta) > 0$ and $C_0 = C_0(\beta) < \infty$ such that

$$\mu_{N; \beta, 0}^{\pm, \kappa} (|\gamma| \geq CN) \leq e^{-\alpha CN}$$

simultaneously for all $C \geq C_0$ as soon as $N$ is sufficiently large. Our target (3.26) thus follows from (3.25) and the estimate (3.24), once $C$ is taken large enough.

**Remark 3.7.** By (3.24) and in view of Proposition 3.6, we can restrict attention to the case in which $\frac{\psi_N(\gamma)}{N} \leq C \nu$. Accordingly, as long as we discuss events whose $\mu_{N; \beta, \lambda}^{\pm}$-probability asymptotically vanishes, we may ignore the term $\frac{\psi_N(\gamma)}{N}$ on the right-hand side of (3.25).

4. Rough entropic repulsion bound. Define the rectangular boxes and, for further reference, the vertical semi-strips

$$\mathcal{B}_{M, R} \overset{\text{def}}{=} \left\{ i = (i_1, i_2) \in \mathcal{B}_N : |i_1| \leq M; 0 \leq i_2 \leq R \right\}$$

(4.27)

$$\mathcal{S}_{L, R} \overset{\text{def}}{=} \left\{ i = (i_1, i_2) \in \mathbb{Z}^2 : L \leq i_1 \leq R; i_2 \geq 0 \right\}$$

(4.28)

and

$$\mathcal{S}_L \overset{\text{def}}{=} \left\{ i = (i_1, i_2) \in \mathbb{Z}^2 : |i_1| \leq L \right\}.$$

For horizontal shifts of rectangular boxes, we shall use $\mathcal{B}_{M, R}(\ell) \overset{\text{def}}{=} (\ell, 0) + \mathcal{B}_{M, R}$. Furthermore, for $u, v \in \mathbb{H}_+$, we use $\mathcal{S}_{u, v}$ for the semi-strip in (4.28) through the horizontal projections of $u$ and $v$.

Let us say that a contour $\gamma$ does not hit a subset $A \subset \mathbb{Z}^2$ (which we denote $\gamma \cap A = \emptyset$) if $\gamma \cap A = \emptyset$ (recall (1.1) for the definition of $A$). Our goal in this section is to prove the following

**Proposition 4.1.** For all $\epsilon > 0$ small enough,

$$\mu_{N; \beta, \lambda}^{\pm} (\gamma \cap \mathcal{B}_{3N^{1+\epsilon}, N} \neq \emptyset) \leq N^{-\frac{1}{\epsilon}}.$$

**Proof.** To shorten notation, let $\Delta_1 \overset{\text{def}}{=} \mathcal{B}_{N^{2/3 - \epsilon}, N}$, and $\Delta_2 \overset{\text{def}}{=} \mathcal{B}_{N^{2/3 - \epsilon}, N^{1/3 + \epsilon}}$. Observe first that the event $\{ \gamma \cap \Delta_1 \neq \emptyset \}$ is equivalent to the existence of an $s$-path of + spins connecting $(-N - 1, -1)$ to $\Delta_1$; in particular, this is an increasing event. It then follows from the FKG inequality (by fixing to +1 all spins in $\mathcal{B}_N \setminus \Delta_2$) that

$$\mu_{N; \beta, \lambda}^{\pm} (\gamma \cap \Delta_1 \neq \emptyset) \leq \mu_{\Delta_2; \beta, \lambda}^{\pm} (\gamma \cap \Delta_1 \neq \emptyset).$$
We can now get rid of the magnetic field: since $|\Delta_2| < 5N$, 
\[
\mu_{\Delta_2; \beta, \lambda/N}^\pm (\gamma \cap \Delta_1 \neq \emptyset) \leq e^{10\lambda} \mu_{\Delta_2; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset).
\]

Our next step is to replace the box $\Delta_2$ by the larger box $\Delta_3 = B_{2N^{2/3-\epsilon}, 2N^{2/3-\epsilon}}$ (we want to import results from [23] which are stated for half square boxes). By the BK-type Property $P_3$ of the path weights and the sharp triangle inequality (2.12), there exists $c = c(\beta) > 0$ such that 
\[
\mu_{\Delta_3; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset) \leq e^{-cN^{3\epsilon}},
\]
for all $N$ large enough. Thus, writing $A$ for the event that there is an s-path of + spins crossing $$\{(i_1, i_2) : |i_1| \leq 2N^{2/3-\epsilon}, \frac{1}{2} N^{1/3+\epsilon} \leq i_2 \leq N^{1/3+\epsilon}\}$$ from left to right, we have $\mu_{\Delta_3; \beta, 0}^\pm (A) = 1 + o(1)$ (as a direct consequence of the spatial Markov property and exponential decay of – connections under + boundary conditions).

In particular, as a consequence of monotonicity (FKG),
\[
\mu_{\Delta_3; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset) = (1 + o(1)) \mu_{\Delta_3; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset).
\]

Indeed, on the one hand, one has $\mu_{\Delta_2; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset) \geq \mu_{\Delta_3; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset)$ as $\{\gamma \cap \Delta_1 \neq \emptyset\}$ is increasing. On the other hand, denoting $X$ the upper-most path realizing $A$,
\[
\mu_{\Delta_3; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset) \geq \mu_{\Delta_3; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset, A)
\]
\[
= \sum_{\eta} \mu_{\Delta_3; \beta, 0}^\pm (X = \eta) \mu_{\eta^-; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset)
\]
\[
\geq \mu_{\Delta_2; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset) \mu_{\Delta_3; \beta, 0}^\pm (A),
\]
where the sum is over $\eta$ realizing $A$, $\eta^-$ is the volume below $\eta$, and we used FKG and the spatial Markov property.

At this stage, one can use an entropic repulsion bound derived in [23]:
\[
\mu_{\Delta_3; \beta, 0}^\pm (\gamma \cap \Delta_1 \neq \emptyset) \lesssim N^{-\frac{1}{3} + \frac{\epsilon}{2}}.
\]
This is a simple re-running of the proof of [23, Lemma 3.6] with our choice of boxes (the claim in [23] is actually stronger, as it applies to the FK-percolation cluster that contains the interface $\gamma$).

Collecting all the above estimates, we conclude that there exists $c = c(\beta, \lambda)$ such that
\[
\mu_{N, \beta, \lambda/N}^\pm (\gamma \cap \Delta_1 \neq \emptyset) \leq cN^{-\frac{1}{3} + \frac{\epsilon}{2}}.
\]
Observe that the same exact bound holds for any horizontal translate of $\Delta_1$ such that the corresponding translate of $\Delta_2$ is contained inside $B_N$. Therefore, using a union bound, we can apply the above inequality to $3N^{1/3-4\epsilon}$ successive translates of $\Delta_1$ to obtain the desired claim.

5. Renewal structure and Random Walk representation of interfaces. In this Section we introduce and develop a factorization of the interface weights $q_{N, \beta}$ and $q_{\beta}$, as defined in (2.16).
5.1. Irreducible decomposition of the interface. Let us recall the notions and basic facts related to the irreducible decomposition of interfaces [4, 5, 31, 23]. We shall try to keep the notation close to the one employed in [23].

First of all, one defines cones and the associated diamonds:

\[
Y^\downarrow \overset{\text{def}}{=} \left\{ i = (i_1, i_2) \in \mathbb{Z}^2 : i_1 \geq |i_2| \right\}, \quad Y^\uparrow \overset{\text{def}}{=} -Y^\downarrow,
\]

\[
D(u, v) \overset{\text{def}}{=} (u + Y^\downarrow) \cap (v + Y^\uparrow).
\]

Let \( \eta \) be a connected subgraph of \( \mathbb{Z}^2 \), specifically a portion of the interface \( \gamma \) or, more generally, any path satisfying the deformation rules. We will say that \( u \in \eta \) is a cone-point of \( \eta \) if

\[ \eta \subset u + (Y^\downarrow \cup Y^\uparrow). \]

We denote \( \text{CPts}(\eta) \) the set of cone-points of \( \eta \).

DEFINITION 5.1. We will say that \( \eta \) is:

- **Forward-confined** if there exists \( u \in \eta \) such that \( \eta \subset u + Y^\downarrow \). When it exists, such an \( u \) is unique; we denote it \( f(\eta) \).
- **Backward-confined** if there exists \( v \in \eta \) such that \( \eta \subset v + Y^\uparrow \). When it exists, such a \( v \) is unique; we denote it \( b(\eta) \).
- **Diamond-confined** if it is both forward- and backward-confined.
- **Irreducible** if it is diamond-confined and it does not contain cone-points other than its end-points \( b(\eta) \) and \( f(\eta) \).

In the sequel, we shall employ the following notation:

\[
\mathcal{B}_R(u) \overset{\text{def}}{=} \{ \eta \text{ forward-confined with } f(\eta) = u \},
\]

\[
\mathcal{B}_L(v) \overset{\text{def}}{=} \{ \eta \text{ backward-confined with } b(\eta) = v \},
\]

\[
\mathfrak{A}(u, v) \overset{\text{def}}{=} \mathcal{B}_L(v) \cap \mathcal{B}_R(u) = \{ \eta \text{ diamond-confined with } f(\eta) = u, b(\eta) = v \},
\]

\[
\mathfrak{A}^{\text{irr}}(u, v) \overset{\text{def}}{=} \{ \eta \in \mathfrak{A}(u, v) \text{ and is irreducible} \}.
\]

Note that the concatenation \( \eta_1 \circ \eta_2 \) is well defined whenever \( \eta_1 \in \mathcal{B}_L(u) \) and \( \eta_2 \in \mathcal{B}_R(u) \). In the sequel,

\[
\mathcal{B}_R \overset{\text{def}}{=} \bigcup_u \mathcal{B}_R(u), \quad \mathcal{B}_L \overset{\text{def}}{=} \bigcup_v \mathcal{B}_L(v), \quad \mathfrak{A} \overset{\text{def}}{=} \bigcup_{u,v} \mathfrak{A}(u, v) \text{ and } \mathfrak{A}^{\text{irr}} \overset{\text{def}}{=} \bigcup_{u,v} \mathfrak{A}^{\text{irr}}(u, v).
\]

In our context, the irreducible decomposition of the interface \( \gamma \) is quantified by the mass-gap upper bound (see (5.29) below), which was established in [4] in the case of the infinite-volume weights \( q_\beta \). The proof there was based on upper bounds and surcharge inequalities, which were used to control the geometry of contours on large finite scales. By the domain-monotonicity property \( P_4 \), these estimates extend to the finite-volume weights \( q_{N,\beta} \). By routine adjustments, it then follows that there exist positive finite constants \( \epsilon = \epsilon_\beta \) and \( \phi = \phi_\beta \) such that the following lower bound on the density of \( \text{CPts}(\gamma) \) holds in our context for all \( N \) large enough:

\[
(5.29) \quad \mu_{N,\beta}^{\pm}(|\text{CPts}(\gamma)| \leq \epsilon_\beta N) \leq e^{-2\phi_\beta N}.
\]
Choosing $\delta$ in Lemma 3.1 to be sufficiently small (for instance $\delta < \frac{\phi_\beta}{M}$), we may assume, in view of (3.25), that the following version of the irreducible decomposition of [4] holds, up to exponentially small $\mu_{N;\beta,\lambda/N}$-probabilities, for the interface $\gamma$:

$$
(5.30) \quad \gamma = \gamma_L \circ \gamma_1 \circ \cdots \circ \gamma_m \circ \gamma_R,
$$

where $\gamma_L \in \mathcal{B}_L$, $\gamma_R \in \mathcal{B}_R$ and $\gamma_1, \ldots, \gamma_m \in \mathcal{A}^{irr}$, whereas $m \geq \epsilon_\beta N$. The expression irreducible decomposition implies that (5.30) cannot be further refined, that is, the boundary pieces $\gamma_L$ and $\gamma_R$ do not contain any non-trivial cone-points.

The following refinement of (5.29) was established in [23] (see Subsection 5.4.1 for more detail):

**Proposition 5.2.** There exists $\phi = \phi_\beta > 0$ such that, for any $\rho \in (0, 1)$ and $d \in \mathbb{N}$ fixed,

$$
(5.31) \quad \mu_{N;\beta,0}^\pm (\text{CPts}(\gamma) \cap S_{t, \ell + dN^\rho} = \emptyset) \leq e^{-2\phi_\beta dN^\rho},
$$

for each $\ell \in \{-N, \ldots, N - dN^\rho\}$. (The semi-strip $S_{t, \ell + dN^\rho}$ is defined in (4.28).

Below, we will need twice a lower bound on the probability that a portion of the interface remains inside a narrow tube. We provide here a result that is sufficient for our purposes (and essentially follows the corresponding argument for random walks in [21]).

**Lemma 5.3.** The following is true for all integers $C$ and $M$ large enough. Let $u = (u_1, u_2), v = (v_1, v_2)$ be such that $v_1 - u_1 > CM^2 > C^2 |v_2 - u_2|$. Let $e$ denote a unit vector normal to the line through $u$ and $v$ and

$$
\mathcal{T} \overset{\text{def}}{=} \mathcal{D}(u, v) \cap \{ x \in \mathbb{R}^2 : |(x - u) \cdot e| \leq M \}.
$$

Then, there exists $c = c(\beta)$ such that, for all $M$ large enough,

$$
\sum_{\gamma' \in \mathcal{C}_{u,v}} e_{\{ \gamma' \subset \mathcal{T} \}} \rho(\gamma') \geq \frac{1}{c} e^{-c\|v-u\|_2/M^2-\tau_\beta(v-u)}.
$$

**Proof.** For $k$ an integer, let

$$
\Pi_k \overset{\text{def}}{=} \left\{ i = (i_1, i_2) : i_1 = u_1 + kM^2, |(i - u) \cdot e| \leq M/2 \right\}.
$$

Let $K = \left\lfloor (v_1 - u_1)/M^2 \right\rfloor - 1$. Then,

$$
\sum_{\gamma' \in \mathcal{C}_{u,v}} e_{\{ \gamma' \subset \mathcal{T} \}} \rho(\gamma') \geq \sum_{t_1, \ldots, t_K} \sum_{\gamma_0, \ldots, \gamma_K} \rho(\gamma_0 \circ \cdots \circ \gamma_K'),
$$

where the first sum is over vertices $t_1, \ldots, t_K$ such that $t_k \in \Pi_k$ for all $1 \leq k \leq K$ and the second sum is over paths $\gamma_0', \ldots, \gamma_K'$ such that each path $\gamma_0'$ belongs to $\mathcal{A}(t_k, t_{k+1})$ and stays inside $\mathcal{T}$ (with the convention that $t_0 = u$ and $t_{K+1} = v$); see Fig. 7.

By property $P_6$, $\rho(\gamma_0' \circ \cdots \circ \gamma_K') \geq \prod_{k=0}^{K} \rho(\gamma_k')$. By the invariance principle established in [19], each of the sums over $\gamma_k$, $0 \leq k \leq K$, is bounded below by $\tilde{c}M^{K+1} e^{-\tau_\beta(t_{k+1}-t_k)}$ for some constant $\tilde{c} = \tilde{c}(\beta) > 0$. Finally, each sum over $t_k$ contributes a factor at least $M$. Therefore, provided that $M$ was chosen large enough,

$$
\sum_{\gamma' \in \mathcal{C}_{u,v}} e_{\{ \gamma' \subset \mathcal{T} \}} \rho(\gamma') \geq \left( \frac{\tilde{c}}{M} \right)^{K+1} M^{K+1} e^{-\sum_{k=0}^{K} \tau_\beta(t_{k+1}-t_k)} \geq e^{cK} e^{-\tau_\beta(v-u)},
$$
where we used $\sum_{k=0}^{K} \tau_\beta(t_{k+1} - t_k) = \tau_\beta(v - u) + O(K)$. Indeed, denoting by $\theta_k$ the angle between the vectors $t_{k+1} - t_k$ and $v - u$ and parametrizing the surface tension by the angle: $\tau_\beta((t_{k+1} - t_k)/\|t_{k+1} - t_k\|_2) \equiv \tau_\beta(\theta_k)$, we have

$$\tau_\beta(t_{k+1} - t_k) = \tau_\beta(\theta_k)\|t_{k+1} - t_k\|_2 = [\tau_\beta(0) + \tau_\beta'(0)\theta_k + O(\theta_k^2)]\|t_{k+1} - t_k\|_2.$$  

The claim follows by observing that $\sum_k \|t_{k+1} - t_k\|_2 = \|v - u\|_2 + O(K)$, $\theta_k = O(1/M)$ and $\sum_k \theta_k\|t_{k+1} - t_k\|_2 = \sum_k \sin(\theta_k)\|t_{k+1} - t_k\|_2 + o(K) = o(K)$, since the last sum vanishes, which is geometrically evident. □

Fig 7: Sketch (not-to-scale) of the construction in the proof of Lemma 5.3. We restrict the sum to paths staying inside the shaded area. The probabilistic cost of this confinement is constant in each of the $K + 1$ intervals, thanks to the invariance principle.

5.2. The set $C_N^{\text{reg}}$ and rough estimates under $\mu_{N;\beta,\lambda/N}^\pm$. In this subsection, we develop rough estimates under the measure $\mu_{N;\beta,\lambda/N}^\pm$ that enable a reduction to a certain subset $C_N^{\text{reg}} \subset C_N$ of interfaces which we call \textit{regular} interfaces. The definition of $C_N^{\text{reg}}$ is adjusted to our needs and depends on three scales $\kappa$, $t$ and $\epsilon$ satisfying

$$1 > \kappa > t > \frac{2}{3} > \frac{1}{3} > \epsilon > 0.$$ (5.32)

It should be kept in mind that $(N^{\frac{\kappa}{2}}, N^\frac{\epsilon}{2})$ is the natural (and diffusive) scale when considering the statistical properties of the interface $\gamma$ under $\mu_{N;\beta,\lambda/N}^\pm$. The relatively rough estimates we derive here are adjusted to this scale.

Following (5.32), set

$$d_N \overset{\text{def}}{=} d_+ \sqrt{N}, \quad \ell_N \overset{\text{def}}{=} -N^{\kappa} + N^t, \quad r_N \overset{\text{def}}{=} N^{\kappa} - N^t \quad \text{and} \quad h_N \overset{\text{def}}{=} c_+ \sqrt{N}.$$ (5.33)

\textbf{Definition 5.4.} Fix $C$ sufficiently large. We say that a realization of the interface $\gamma$ belongs to the set

$$C_N^{\text{reg}} = C_N^{\text{reg}}(c_+, d_+, \kappa, t, \epsilon) \subset C_N$$

if the following four conditions $$(C_{0,N}^{\text{reg}}) - (C_{3,N}^{\text{reg}})$$ are satisfied by its irreducible decomposition (5.30):

$$(C_{0,N}^{\text{reg}}) \quad |\text{CPts}(\gamma)| \geq \frac{1}{C} N \quad \text{and} \quad |\gamma| \leq C N.$$

Furthermore (see Fig. 8),

$$(C_{1,N}^{\text{reg}}) \quad \gamma \text{ stays above the rectangular box } B_{N^\frac{\kappa}{2},N^t}, \text{ that is, } \gamma \cap B_{N^\frac{\kappa}{2},N^t} = \emptyset.$$

Next, there is a cone-point of $\gamma$ in every semi-strip $S_{\ell,\ell+d_N}$ of width $d_N$:

$$(C_{2,N}^{\text{reg}}) \quad \text{CPts}(\gamma) \cap S_{\ell,\ell+d_N} \neq \emptyset \text{ for any } \ell \in \{-N, \ldots, N - d_N\}.$$ 

Finally, $\gamma$ puts at least one cone-point in each of the two shifted rectangular boxes $B_{N^\frac{\kappa}{2},2h_N}(\ell_N)$ and $B_{N^\frac{\kappa}{2},2h_N}(r_N)$ (that is, the left-most and right-most sub-boxes of width $2N^\epsilon$ and height $2h_N$ sitting on the bottom of the strip $S_{N^\frac{\kappa}{2}} = S_{-N^\frac{\kappa}{2}}$):

$$(C_{3,N}^{\text{reg}}) \quad \text{CPts}(\gamma) \cap B_{N^\frac{\kappa}{2},2h_N}(\ell_N) \neq \emptyset \text{ and CPts}(\gamma) \cap B_{N^\frac{\kappa}{2},2h_N}(r_N) \neq \emptyset.$$
Here is our main reduction statement:

**Theorem 5.5.** For any \( \lambda > 0 \), there exists a choice of \( c_+, d_+ \) and of scales \( \kappa, \iota, \epsilon \) satisfying (5.32) such that

\[
\lim_{N \to \infty} \mu_{N;\beta,\lambda/N}^\pm \left( \gamma \notin C_{N}^\text{reg} (c_+, d_+, \kappa, \iota, \epsilon) \right) = 0.
\]

5.3. Proof of Theorem 5.5. Property (\( C_{0,N}^\text{reg} \)) is already established (see Proposition 3.6 and the paragraph before (5.30)).

The same is true regarding Property (\( C_{1,N}^\text{reg} \)): this is the content of the entropic repulsion estimate in Proposition 4.1.

Property (\( C_{2,N}^\text{reg} \)) is a simple consequence of the following upper and lower bounds on the area \( |B_N^{-}[\gamma]| \), which we shall prove in Subsection 5.3.1:

**Lemma 5.6.** There exists \( C = C_{\beta} \) such that

\[
\sum_{\gamma \in C_N} 1_{[|B_N^{-}[\gamma]| \leq C_{\beta} N^{4/3}]} q_{N,\beta}(\gamma) \geq e^{-\lambda m_{\gamma} C_{\beta} N^{1/3} - 2r_{\beta} N}.
\]

In particular,

\[
\mu_{N;\beta,\lambda/N}^\pm (|B_N^{-}[\gamma]| > C N^{4/3}) \leq e^{-\lambda m_{\gamma} C N^{1/3}}.
\]

for any \( C > C_{\beta} \).

Indeed, let us write \( \mathcal{E} \overset{\text{def}}{=} \bigcup_{\ell} \{ \gamma : \text{Cpts}(\gamma) \cap S_{\ell,\ell+d_{N}} = \emptyset \} \), where the union is over \( \ell \in \{-N, \ldots, N - d_{N}\} \). It then follows from Lemma 5.6 that

\[
\mu_{N;\beta,\lambda/N}^\pm (\mathcal{E}) \leq \mu_{N;\beta,\lambda/N}^\pm (|B_N^{-}[\gamma]| > 4 C_{\beta} N^{4/3}) + \mu_{N;\beta,\lambda/N}^\pm (\mathcal{E} | |B_N^{-}[\gamma]| \leq 4 C_{\beta} N^{4/3})
\]

\[
\leq e^{-\lambda m_{\gamma} C_{\beta} N^{1/3}} + \mu_{N;\beta,\lambda/N}^\pm (\mathcal{E} | |B_N^{-}[\gamma]| \leq 4 C_{\beta} N^{4/3}).
\]
We can bound the second term in the right-hand side using (3.25), which can be recorded as follows:

\[ \mu_{N;\beta,N}(\gamma) (1 + o(1)) \propto \exp\left[-\frac{2\lambda m^*_N|B_N^-[\gamma]| + \lambda \psi_N(\gamma)}{N}\right] q_{N,\beta}(\gamma). \]

We thus have

\[ \mu_{N;\beta,N}(\mathcal{E} \mid |B_N^-[\gamma]| \leq 4C_\beta N^{4/3}) \]

\[ \leq \frac{\sum_{\gamma \in C_N} \mathbf{1}_{\{E \mid |B_N^-[\gamma]| \leq 4C_\beta N^{4/3}\}} \exp\left[-2\frac{\lambda m^*_N|B_N^-[\gamma]| + \lambda \psi_N(\gamma)}{N}\right] q_{N,\beta}(\gamma)}{\sum_{\gamma \in C_N} \mathbf{1}_{\{|B_N^-[\gamma]| \leq 4C_\beta N^{4/3}\}} \exp\left[-2\frac{\lambda m^*_N|B_N^-[\gamma]| + \lambda \psi_N(\gamma)}{N}\right] q_{N,\beta}(\gamma)}. \]

Thanks to (3.24) and \( C_{0,N}^{\text{reg}} \), the exponential term in the numerator can be bounded by a constant, while the corresponding term in the denominator can be bounded below by \( \exp(-cN^{1/3}) \) for some constant \( c = c(\beta, \lambda) > 0 \). Therefore,

\[ \mu_{N;\beta,N}(\mathcal{E} \mid |B_N^-[\gamma]| \leq 4C_\beta N^{4/3}) \leq e^{C_\beta N^{4/3}} \mu_{N;\beta,0}(\mathcal{E} \mid |B_N^-[\gamma]| \leq 4C_\beta N^{4/3}). \]

It thus follows from the refinement (5.31) of (5.29), as formulated in Proposition 5.2, and from the bounds (2.13) and (5.34) that there exists \( \phi = \phi_\beta > 0 \) such that, for any \( d \in \mathbb{N} \) sufficiently large,

\[ \mu_{N;\beta,N}(\mathcal{E}) \leq e^{-\phi \sqrt{N}}, \]

which is \( (C_{2,N}^{\text{reg}}) \).

5.3.1. Proof of Lemma 5.6. We start again with (3.25):

\[ \mu_{N;\beta,N}(\gamma) (1 + o(1)) \propto \exp\left[-\frac{2\lambda m^*_N|B_N^-[\gamma]| + \lambda \psi_N(\gamma)}{N}\right] q_{N,\beta}(\gamma). \]

By \( (C_{0,N}^{\text{reg}}) \), we may restrict attention to \( |\gamma| \leq CN \). Hence the term \( \frac{\psi_N(\gamma)}{N} = O(1) \). Therefore, by virtue of (2.17), the upper bound (5.35) is indeed a consequence of the lower bound (5.34).

Now, the lower bound (5.34) is a rather standard assertion of the Ornstein–Zernike theory: Consider

\[ u_N \stackrel{\text{def}}{=} (-N + [4\sqrt{N}], [2\sqrt{N}]) \quad \text{and} \quad v_N \stackrel{\text{def}}{=} (N - [4\sqrt{N}], [2\sqrt{N}]). \]

By construction, \( x_L^N \in u_N \) and \( x_R^N \in v_N \). On the one hand, it is not difficult to check that there exists \( \kappa = \kappa_\beta \) such that

\[ \sum_{\gamma_L : x_L^N \rightarrow u_N} q_{N,\beta}(\gamma_L) \mathbf{1}_{\{\gamma_L \subset u_N + Y\}} \geq e^{-\kappa \sqrt{N}} \]

\[ \text{and} \quad \sum_{\gamma_R : v_N \rightarrow x_R^N} q_{N,\beta}(\gamma_R) \mathbf{1}_{\{\gamma_R \subset v_N + Y\}} \geq e^{-\kappa \sqrt{N}}. \]

On the other hand, since \( q_{N,\beta}(\gamma') \geq q_\beta(\gamma') \) by property \( P_2 \), it follows from Lemma 5.3 that there exists \( \kappa_\beta \) such that, for all \( N \) large enough,

\[ \sum_{\gamma' \in \mathbb{N}(u_N,v_N)} q_{N,\beta}(\gamma') \mathbf{1}_{\{\gamma' \subset \mathbb{Z} \times [\sqrt{N},\beta N]\}} \geq e^{-\kappa_\beta \sqrt{N} - 2\tau_\beta N}. \]

By property \( P_6 \),

\[ q_{N,\beta}(\gamma_L \circ \gamma' \circ \gamma_R) \geq q_{N,\beta}(\gamma_L) q_{N,\beta}(\gamma') q_{N,\beta}(\gamma_R), \]

uniformly in all triples \( (\gamma_L, \gamma', \gamma_R) \) contributing to (5.36) and (5.37). Our claim (5.34) follows. \( \square \)
5.3.2. Property (C\textsuperscript{reg}_{3,N}).  Recall (5.32) and (5.33). In view of the symmetry, it is sufficient to derive an upper bound on

$$\mu_{N;\beta,\lambda/N}^\pm (\text{CPts}(\gamma) \cap \mathcal{B}_{N\gamma,2h_N}(\ell_N) = \emptyset).$$

By the already established reduction to (C\textsuperscript{reg}_{2,N}), we may assume that CPts(\gamma) contains a vertex in any semi-strip $S_{\ell,\ell+d_N}$ of width $d_N$.

We proceed with a disjoint partition of the non-intersection event in question. If CPts(\gamma) \cap $\mathcal{B}_{N\gamma,2h_N}(\ell_N) = \emptyset$, then let $u$ be the first vertex of CPts(\gamma) left of the strip $S_{-N^\kappa,-N^\kappa+2N^\kappa}$ that sits below the height $2h_N$. Similarly, let $v$ be the first vertex of CPts(\gamma) right of the strip $S_{-N^\kappa,-N^\kappa+2N^\kappa}$ that sits below the height $2h_N$. We use $\mathcal{E}_N(u,v)$ to denote the corresponding event (see Figure 10) and we write $\gamma = \gamma_L \circ \gamma' \circ \gamma_R$, where $\gamma' \overset{\text{def}}{=} \gamma \cap D(u,v) \in \mathfrak{A}(u,v)$ is the portion of $\gamma$ between $u$ and $v$. In this way,

$$\mu_{N;\beta,\lambda/N}^\pm (\text{CPts}(\gamma) \cap \mathcal{B}_{N\gamma,2h_N}(\ell_N) = \emptyset) = \sum_{u,v} \mu_{N;\beta,\lambda/N}^\pm (\mathcal{E}_N(u,v)).$$

By construction, there exist $\ell, r \in \mathbb{N}$ such that

$$u \in \mathcal{B}_L(\ell) \overset{\text{def}}{=} \mathcal{B}_{d_N,2h_N}(-N^\kappa - (2\ell - 1)d_N)$$

and

$$v \in \mathcal{B}_R(r) \overset{\text{def}}{=} \mathcal{B}_{d_N,2h_N}(-N^\kappa + 2N^\kappa + (2r - 1)d_N).$$

We claim that there exists $\kappa_\beta < \infty$, such that, for any $\ell, r \in \mathbb{N},$

$$\max_{u \in \mathcal{B}_L(\ell)} \min_{v \in \mathcal{B}_R(r)} \mu_{N;\beta,\lambda/N}^\pm (\mathcal{E}_N(u,v)) \leq \exp \left( -2\lambda m_\beta^* c_+ \frac{N^\kappa + (\ell + r)d_N}{N^{2/3}} + \frac{\kappa_\beta N^\kappa + (\ell + r)d_N}{N^{2/3}} \right).$$

A substitution of (5.32) and (5.33), with $c_+$ chosen to be sufficiently large, into (5.38) implies the result:

$$\mu_{N;\beta,\lambda/N}^\pm (\text{CPts}(\gamma) \cap \mathcal{B}_{N\gamma,2h_N}(\ell_N) = \emptyset) = o(1).$$
It remains to explain (5.38).

Let us start by formulating an approximate domain-decoupling property of \( \psi_N \) in (3.23). We shall give a general formulation and then apply it for \( \gamma = \gamma_L \circ \gamma' \circ \gamma_R \in \mathcal{E}_N(u, v) \). Consider \( \eta = \eta_L \circ \eta' \circ \eta_R \) with \( \eta_L \in \mathfrak{B}_L, \eta' \in \mathfrak{A} \) and \( \eta_R \in \mathfrak{B}_R \). Set \( w = f(\eta') \) and \( z = b(\eta') \). Fix any path \( \eta_0 \in \mathfrak{A}(w, z) \) and define \( \eta_0 = \eta_L \circ \eta'_0 \circ \eta_R \). Then,

\[
\psi_N(\eta) = O(\eta') + \sum_{i \in B_N[\eta]} \bigg\{ \mu_{N;\beta,0}^+(\sigma_i | \eta_0) - \mu_{N;\beta,0}^-(\sigma_i) \bigg\} + \sum_{i \in B_N[\eta]} \bigg\{ \mu_{N;\beta,0}^+(\sigma_i | \eta_0) - \mu_{N;\beta,0}^-(\sigma_i) \bigg\}.
\]

(5.39) is just an expression of the exponential spatial-relaxation properties of finite-volume expectations for the Ising model at any fixed sub-critical temperature.

Let \( A(\gamma') \overset{\text{def}}{=} |\Delta_N[\gamma'] \cap \mathcal{S}_{u,v}| \) (remember (2.19)) be the area between \( \gamma' \) and \( \mathcal{L} \) inside the semi-strip \( \mathcal{S}_{u,v} \). In view of (5.39) and (5.34), we have (remember the definition of conditional weights in \( \mathbb{P}_7 \))

\[
\mu_{N;\beta,\lambda/N}^{\pm}(\gamma' | \gamma_L, \gamma_R) \leq \frac{e^{C_1}}{Z(\gamma_L, \gamma_R)} q_{N,\beta}(\gamma' | \gamma_L, \gamma_R) \exp\left\{ -\frac{2\lambda m_{\beta}}{N} A(\gamma') \right\},
\]

where \( Z(\gamma_L, \gamma_R) \) is a provisional notation for the following partition function

\[
Z(\gamma_L, \gamma_R) \overset{\text{def}}{=} \sum_{\eta' \in \mathfrak{A}(u,v)} q_{N,\beta}(\eta' | \gamma_L, \gamma_R) \exp\left\{ -\frac{2\lambda m_{\beta}}{N} A(\eta') \right\}.
\]

Recall (5.33). By \( C_{2,N}^{\text{reg}} \), we may assume that, for any \( \ell, \text{Cpts}(\gamma') \cap \mathcal{S}_{\ell+\ell+2\ell,\infty} \neq \emptyset \). This means that if we take \( d_+ = c_+ / 3 \), then

\[
A(\gamma') \geq (2h_N - 2d_N)(2N^e + \ell - 1)d_N + (r - 1)d_N = h_N(N^e + (\ell + r)d_N).
\]

Moreover, by the definition of conditional weights and the GKS inequality,

\[
\sum_{\gamma' \in \mathfrak{A}(u,v)} q_{N,\beta}(\gamma' | \gamma_L, \gamma_R) \leq e^{-\omega(\nu-u)}.
\]

Note that both estimates above are uniform in \( \gamma_L, \gamma_R \).

Let us now derive matching uniform lower bounds on \( Z(\gamma_L, \gamma_R) \). We proceed in the spirit of the proof of Lemma 5.6 and rely on the Ornstein–Zernike theory as developed in [4, 19]. Consider

\[
w = [(-N^e - 2\ell d_N + N^{\xi} \hat{2} \sqrt{N})] \text{ and } z = [(-N^e + 2N^e + 2r d_N - N^{\xi}, 2\sqrt{N})].
\]

Let \( \mathcal{G}_N(u, v) \subset \mathfrak{A}(u, v) \) be the set of diamond-confined paths \( \eta = \eta^\text{uw} \circ \eta^\text{wz} \circ \eta^\text{zv} \) such that the sub-paths \( \eta^\text{uw} \in \mathfrak{A}(u, w) \), \( \eta^\text{wz} \in \mathfrak{A}(w, z) \) and \( \eta^\text{zv} \in \mathfrak{A}(z, v) \) each stay inside the strip of width \( \sqrt{N} \) around the corresponding segments \([u, w], [w, z]\) and \([z, v]\) (see Fig. 11).

Then,

\[
A(\eta^\text{uw}), A(\eta^\text{zv}) \leq 3h_N N^{\xi} \hat{2} \text{ and } A(\eta^\text{wz}) \leq 3\sqrt{N}(2N^e + \max\{2(\ell + r)d_N - 2N^{\xi}, 0\}).
\]

By properties \( \mathbb{P}_7 \) and \( \mathbb{P}_2 \), \( q_{N,\beta}(\gamma' | \gamma_L, \gamma_R) \geq q_{\beta}(\gamma') \). We can thus deduce from Lemma 5.3 that

\[
\sum_{\gamma' \in \mathcal{G}_N(u, v)} q_{N,\beta}(\gamma' | \gamma_L, \gamma_R) \geq e^{-\omega(\nu-u) - CN^{e-2/3}}.
\]
Hence, there exists $\kappa_\beta < \infty$ such that

$$Z(\gamma_L, \gamma_R) \geq \sum_{\gamma' \in \mathcal{G}_N(u,v)} e^{2(\lambda/N)m_\beta A(\gamma')} q_{N,\beta}(\gamma' | \gamma_L, \gamma_R) \geq e^{-\tau_\beta(v-u)-\kappa_\beta N^{1+(d+\epsilon)d_N}} e^{-\tau_\beta(v-u)-\kappa_\beta N^{1+(d+\epsilon)d_N}}. $$

Combined with (5.40) and (5.41), this implies (5.38).

5.4. Factorization of the irreducible decomposition. By convention, paths contain at least two vertices. Consider (5.30) or, more generally, paths $\eta \subset \mathcal{B}_N$ admitting the irreducible decomposition

$$\eta = \eta_L \circ \eta_1 \circ \cdots \circ \eta_k \circ \eta_R. $$

We neither exclude $k = 0$, nor the possibility that $\eta_L$ or $\eta_R$ be empty. The weights

$$q_{N,\beta}(\eta_L \circ \eta_1 \circ \cdots \circ \eta_k \circ \eta_R)$$

make perfect sense in the context of dual high-temperature models (see [34] for an explicit description). The fluctuation theory developed in [4] is based on the interpretation of the infinite-volume weights $q_{\beta}(\eta_L \circ \eta_1 \circ \cdots \circ \eta_k \circ \eta_R)$ in terms of the action of Ruelle operators for full shifts of countable type. An adjustment to finite volumes gives rise to a representation of interfaces in terms of effective random walks with exponentially mixing steps. Such a representation becomes rather complex when combined with a tilt by magnetic fields as we consider here. A representation in terms of usual random walks with independent steps would be technically much more convenient.

Let us formulate the corresponding result. The price of factorization is irreducibility. Instead of (5.43), consider

$$\eta = \omega_L \circ \omega_1 \circ \cdots \circ \omega_M \circ \omega_R \overset{\text{def}}{=} \omega,$$

where $\omega_L \in \mathcal{B}_L, \omega_R \in \mathcal{B}_R$ and $\omega_1, \ldots, \omega_M \in \mathfrak{A}$ are not required to be irreducible. In particular, the representation (5.44) is not uniquely defined. In fact, there are exponentially many (in the number $k$ of irreducible pieces in (5.43)) different decompositions (5.44) of a particular path $\eta$ to be taken into account (see Fig. 12).

Our main objective is to develop a factorization of the weights $q_{N,\beta}(\gamma)$ associated to regular interfaces $\gamma \in \mathcal{C}_N^{reg}$, but the whole theory applies in the full generality of concatenated paths $\eta$ as suggested by (5.43) and, in fact, the factorization in question will be formulated in this framework in order to streamline the way it is used.

**Definition 5.7.** We shall record (5.44) as a compatibility property $\omega \sim \eta$. Note that $\omega \sim \gamma$ implies that each of $\omega_L, \omega_1, \ldots, \omega_M, \omega_R$ are concatenations of irreducible paths appearing on the right-hand side of the irreducible decomposition (5.30). For any path $\omega$ (for instance for $\omega = \omega_L$ or $\omega = \omega_1$ in (5.44)), we shall use $\epsilon(\omega) \overset{\text{def}}{=} |\text{CPts}(\omega)|$ to denote the number of cone-points of $\omega$. 

---

**FIG 11:** Sketch (not-to-scale) of the construction of the set $\mathcal{G}_N(u,v)$. We only consider paths having cone-points at $u, w, z$ and $v$ and staying inside the intersection of the relevant cones and tubes of width $\sqrt[3]{N}$ centered on the segments $uw, wz$ and $zv$. 
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**5.42**
In order to formulate the factorization result, we need one more notation: By its very nature, any path \( \eta = (u_1, \ldots, u_\ell) \) always has the initial point \( f(\eta) \overset{\text{def}}{=} u_1 \) and the terminal point \( b(\eta) \overset{\text{def}}{=} u_\ell \). This notation is compatible with the one introduced for various confined paths in Definition 5.1.

**Definition 5.8.** Given a path \( \eta \), \( X(\eta) \overset{\text{def}}{=} b(\eta) - f(\eta) \) denotes the displacement along \( \eta \). In the coordinate representation, we shall write \( X(\eta) = (\theta(\eta), \zeta(\eta)) \), where \( \theta(\eta) \overset{\text{def}}{=} X(\eta) \cdot e_1 \) and \( \zeta(\eta) \overset{\text{def}}{=} X(\eta) \cdot e_2 \).

Given non-negative weights \( \rho_{N,\beta}^L \) on \( \mathcal{B}_L \), \( \rho_{N,\beta}^R \) on \( \mathcal{B}_R \) and \( p_{N,\beta} \) on \( \mathcal{A} \), consider the induced weights \( W_{N,\beta} \) on the set of concatenations \( \omega \) in (5.44).

\[
W_{N,\beta}(\omega) \overset{\text{def}}{=} \rho_{N,\beta}^L(\omega_L) \rho_{N,\beta}^R(\omega_R) \prod_{i=1}^{M} p_{N,\beta}(\omega_i).
\]

We are ready to formulate our factorization result:

**Theorem 5.9.** There exist a number \( \nu_\beta > 0 \) and, for all \( N \) sufficiently large, weights \( \rho_{N,\beta}^L, \rho_{N,\beta}^R \) and \( p_{N,\beta} \) such that:

\( W_1 \). For any \( \eta \subset \mathcal{B}_N^* \) admitting an irreducible decomposition as in (5.43),

\[
e^{t_\beta \theta(\eta)} q_{N,\beta}(\eta) = \sum_{\omega \sim \eta} W_{N,\beta}(\omega).
\]
In particular, $W_{N,\beta}(\eta) = e^{\tau_3 \theta(\eta)} q_{N,\beta}(\eta)$ if $\eta$ is irreducible.

$W_2$. Recall the notation $c(\omega)$ for the number of cone-points of $\omega$. For any $\omega \in \mathcal{A}$,

\begin{equation}
(5.47)
\rho_{N,\beta}(\omega) \leq e^{-\nu_3 c(\omega)} e^{\tau_3 \theta(\omega)} q_{N,\beta}(\omega).
\end{equation}

The same holds for the weights $\rho^L_{N,\beta}$ of $\omega \in \mathcal{B}_L$ and the weights $\rho^R_{N,\beta}$ of $\omega \in \mathcal{B}_R$.

$W_3$. There exist $\mathbb{Z}^2$-shift-invariant (infinite-volume) weights $\rho_\beta$ such that the following bulk relaxation property of the weights $\rho_{N,\beta}$ holds: For $\omega \subset \mathcal{B}_N^\ast$,

\begin{equation}
(5.48)
\left| \frac{\rho_{N,\beta}(\omega)}{\rho_\beta(\omega)} - 1 \right| \leq \exp\left\{ \sum_{t \in \omega} e^{-\nu_3 d_2(t, \partial \mathcal{B}_N^\ast)} \right\},
\end{equation}

where $d_2(t, \partial \mathcal{B}_N^\ast) \overset{\text{def}}{=} \min_{s \in \mathcal{B}_N^\ast} \| t - s \|_2$. Moreover, the weights $\{ \rho_\beta \}$ are probabilistic in the following sense: For any $u$,

\begin{equation}
(5.49)
\sum_{w \in \mathcal{A}(u, w)} \rho_\beta(\omega) = 1.
\end{equation}

For maximal effect, the factorization properties $W_1$–$W_3$ above should be combined with properties $P_1$–$P_5$ of the path weights $q_{N,\beta}$.

The proof of Theorem 5.9 is relegated to the Appendix A. In particular, the weights $\{ \rho_{N,\beta} \}$ are defined in (A.72) there. It boils down to a rather simple percolation argument based on a form of high-temperature expansion for one-dimensional systems with exponentially decaying interactions. This expansion relies on the domain-monotonicity property $P_2$ of contour weights.

**Remark 5.10.** We shall use several times the observation that the expectation of $\zeta(\eta)$ (remember Definition 5.8) under $\rho_\beta$ necessarily vanishes. Indeed, were it not the case, a simple large deviations bound relying on (5.45), (5.46) and (5.47) would imply that $e^{2\tau_3 N} \sum_{\eta \in \mathcal{C}_N} q_{N,\beta}(\eta)$ decays exponentially fast in $N$, which would contradict (2.18).

5.4.1. Interfaces in low-temperature Potts models. A more robust (but slightly more involved) version of Theorem 5.9, which does not require domain monotonicity and applies, for instance, to a wide range of random-cluster models, is presented in [31] and was very recently used in [23] to study scaling limits of Potts/FK interfaces above a wall. We shall rely on these results in the following way: The zero-field measure $\mu^\ast_{N,\beta,0}$ was analyzed in [23] on the more general level of nearest-neighbor Potts models below the critical temperature, in their random-cluster representation. As is the case here, the crucial role was played by the irreducible decomposition of the corresponding percolation clusters. In particular, the notion of cone-points was well defined. In fact, under the Edwards–Sokal coupling, all the cone-points of the underlying random-cluster component associated to $\gamma$ in [23] belong to the set $\text{CPts}(\gamma)$. We shall therefore routinely import from [23] various upper bounds on the probability of atypically small densities of cone-points or atypically large sizes of irreducible components in (5.30). For instance, Proposition 5.2 is an immediate consequence of the computations employed in the proof of Lemma 2.2 in [23].

5.5. Random-walk representation and effective reduction of the interface. Theorem 5.9 paves the way for a probabilistic analysis in terms of random walks under linear area tilts. Suppose we have a collection $\omega_1, \ldots, \omega_k$ of paths, satisfying the property

$$b(\omega_1) = f(\omega_2), \ldots, b(\omega_{k-1}) = f(\omega_k).$$
Then we can form their concatenation \( \omega = \omega_1 \circ \cdots \circ \omega_k \) in an obvious way. In the following, we will naturally restrict ourselves to the admissible concatenations, meaning that the path \( \omega \) satisfies all the restrictions above.

**Definition 5.11.** Given a concatenation \( \omega = \omega_1 \circ \cdots \circ \omega_k \), define \( S_0 \overset{\text{def}}{=} f(\omega_1) \), \( S_1 \overset{\text{def}}{=} f(\omega_2) \), \ldots, \( S_\ell \overset{\text{def}}{=} b(\omega_\ell) \) and set

\[
S(\omega) \overset{\text{def}}{=} \{ S_0, S_1, \ldots, S_\ell \}.
\]

We shall think about \( S(\omega) \) in terms of an effective random walk through the vertices of \( \omega \) with steps \( X_i \overset{\text{def}}{=} S_i - S_{i-1} = X(\omega_i) \).

In particular, if \( \eta \) admits the irreducible representation (5.43), then the induced trajectories of the effective random walk \( S(\omega) \) correspond to various compatible concatenations \( \omega \sim \eta \) with weights \( W_{N,\beta} \) defined in (5.45).

Let \( \Omega_N \) be the set of all compatible concatenations \( \omega \sim \gamma \) of the interface \( \gamma \) with at least one cone-point.

**Definition 5.12.** We define two probability measures \( P_{N,\beta} \) and \( P_{N,\beta,\lambda/N} \) on \( \Omega_N \) by

\[
P_{N,\beta}(\omega) \propto W_{N,\beta}(\omega) \quad \text{and} \quad P_{N,\beta,\lambda/N}(\omega) \propto \exp \left[ -2 \frac{\lambda m_\beta}{N} \left| B^-_N(\omega) \right| + \frac{\lambda \psi_N(\omega)}{N} \right] P_{N,\beta}(\omega),
\]

where the weights \( W_{N,\beta} \) were defined in (5.45) and, following (3.25),

\[
B^-_N(\omega) \overset{\text{def}}{=} B^-_N(\gamma) \quad \text{and} \quad \psi_N(\omega) \overset{\text{def}}{=} \psi_N(\gamma)
\]

if \( \omega \sim \gamma \).

Recall the Definition 5.4 of the set \( \mathcal{C}_N^{\text{reg}} \) of regular interfaces. Define

\[
\Omega_N^{\text{reg}} = \Omega_N^{\text{reg}}(c_+, d_+, \kappa, \iota, \epsilon) \overset{\text{def}}{=} \bigcup_{\gamma \in \mathcal{C}_N^{\text{reg}}} \{ \omega : \omega \sim \gamma \}.
\]

In view of (5.46), Theorem 5.5 implies that

**Theorem 5.13.** For any \( \lambda \geq 0 \), there exists a choice of parameters in (5.32) and (5.33) such that

\[
\lim_{N \to \infty} P_{N,\beta,\lambda/N}(\omega \notin \Omega_N^{\text{reg}}(c_+, d_+, \kappa, \iota, \epsilon)) = 0.
\]

5.6. Coupling with random walks driven by infinite-volume weights. Our proof of the invariance principle in Section 6 is based on the coupling between the interface \( \gamma \) and effective random walks under linear area tilts, which is stated in Theorem 5.14 below. We need to define some additional notation.

Let \( u, v \in \mathbb{H}^+ \) and let \( \Omega^{u,v} \) be the set of all concatenations \( \omega \sim \eta \in \mathcal{A}(u,v) \). Recall that, in general, since we have compromised on irreducibility, there are many different concatenations \( \omega \) which are compatible with a path \( \eta \in \mathcal{A}(u,v) \). Define the following weights on \( \omega = (\omega_1, \ldots, \omega_M) \in \Omega^{u,v} \) and, accordingly, define the probability measures

\[
W_\beta(\omega) \overset{\text{def}}{=} \prod_{i=1}^M p_\beta(\omega_i) \quad \text{and} \quad P^u_\beta(\omega) \propto W_\beta(\omega).
\]
As we are interested in $\omega \subset \mathbb{H}_+^*$, we define the conditional measure

$$P_{\beta,N,+}^u, (\cdot) = P_{\beta}^u (\cdot \mid \omega \subset \mathbb{H}_+^*) .$$

As was already mentioned, for any diamond-confined $\omega \in \mathcal{A}$ lying above $\mathcal{L}$, one can unambiguously define, using the deformation rules as specified in Subsection 2.2, the area $A(\omega)$ between $\omega$ and $\mathcal{L}$ inside the semi-strip $S_{t(\omega),b}(\omega)$. If $\omega = \omega_1 \circ \cdots \circ \omega_M \subset \mathbb{H}_+^*$, we set

$$A(\omega) \overset{\text{def}}{=} \sum_{i=1}^M A(\omega_i) .$$

Finally, we define

$$P_{\beta,N,+}^u, (\omega) \propto \exp \left\{ - \frac{2\lambda m_{\beta}}{N} \sum_{i=1}^M A(\omega_i) \right\} P_{\beta,N,+}^u (\omega) .$$

More generally, let $\xi_L$ and $\xi_R$ be two probability measures on $\mathbb{H}_+^*$ such that $\xi_L \otimes \xi_R$ is supported on the set

$$\{(u, v) : v \in u + \mathcal{Y}^*\} .$$

Then, let us define

$$P_{\beta}^{\xi_L, \xi_R} \overset{\text{def}}{=} \sum_{u,v} \xi_L(u) \xi_R(v) P_{\beta}^u \quad \text{and} \quad P_{\beta,N,+}^{\xi_L, \xi_R} \overset{\text{def}}{=} \sum_{u,v} \xi_L(u) \xi_R(v) P_{\beta,N,+}^u .$$

Let $\gamma \in C_N$ be an interface as sampled from $\mu_{N, \beta, \lambda/N}^\pm$. Given $u, v$ and $\omega \in \Omega_{u,v}$, let us say that $\{\omega \subset \gamma\}$ if $u$ and $v$ are cone-points of $\gamma$ and $\omega \sim \gamma \cap \mathcal{D}(u, v)$.

**Theorem 5.14.** Recall (5.32) and (5.33). For all $N$ sufficiently large, there exist

(i) probability measures $\xi_L^N$ on $B_{N^+, h_N \log N(\ell_N)}$ and $\xi_R^N$ on $B_{N^+, h_N \log N(r_N)}$;

(ii) a coupling $\Phi_N$ between $\mu_{N, \beta, \lambda/N}^{\pm}$ and $P_{\beta,N,+}^{\xi_L^N, \xi_R^N}$ such that

$$\lim_{N \to \infty} \Phi_N (\omega \not\subset \gamma) = 0 .$$

Consequently, one is entitled to explore $\gamma$ on the $(N^\frac{3}{2}, N^\frac{3}{4})$-scale using the effective-random-walk measure $P_{\beta,N,+}^{\xi_L^N, \xi_R^N}$. This is precisely what we shall do in Section 6.

**Proof of Theorem 5.14.** The claim of Theorem 5.14 is a straightforward consequence of Theorem 5.13, the bulk-relaxation property (5.48) of the finite-volume weights $\{p_N\}$ and of the approximate domain-decoupling property of $\psi_N$ as formulated in (5.39).

Indeed, let $\omega \in \Omega_{u,v}^{\text{reg}}(c_+, d_+, \kappa, \epsilon)$. By (5.47), we may restrict attention to $\max, c(\omega_i) \leq C_\beta \log N$.

By properties $(C_{2, N}^{\text{reg}})$ and $(C_{3, N}^{\text{reg}})$, we can choose the leftmost vertex $u$ of $S(\omega)$ inside $B_{N^+, 2h_N + C_\beta \log Nd_N(\ell_N)}$ and the rightmost vertex $v$ inside $B_{N^+, 2h_N + C_\beta \log Nd_N(r_N)}$. Indeed, there is at least one cone-point in the box $B_{N^+, 2h_N(\ell_N)}$, so the leftmost vertex $u$ of $S(\omega)$ is at most at the height $2h_N + C_\beta \log Nd_N$, which is of the order of $h_N \log N$. Let $\omega' = \omega \cap \mathcal{D}(u, v) \in \mathcal{A}(u, v)$ be the portion of $\omega$ between $u$ and $v$. Let us write $\omega = \omega_L \circ \omega' \circ \omega_R$.

By property $(C_{1, N}^{\text{reg}})$, $\omega'$ stays above the rectangular box $B_{N^-, N^+}$, and, consequently, by the bulk relaxation property (5.48), we can write $W_\beta(\omega')$ instead of $W_{N, \beta}(\omega')$. 

---

*CRITICAL PREWETTING IN THE 2D ISING MODEL* 31
By construction,

\[(5.52) \quad |\mathbf{B}_N[\omega]| = A(\omega_L) + A(\omega') + A(\omega_R) \text{ and, moreover, } |\omega'| = o\left(N^\kappa(\log N)^2\right),\]

where the latter bound is uniform in all choices of \(u\) and \(v\) in question, since the probability of finding an irreducible piece of diameter larger than \((\log N)^2\) vanishes with \(N\).

Substituting (5.39) and (5.52) into (5.50), we can factor out, up to a uniform factor of order \((1 + o(1))\), the terms

\[W_\beta(\omega') \exp\left\{ -\frac{2\lambda m_N^\kappa}{N} A(\omega') \right\}\]

in the expression for \(P_{N,\beta,\lambda/N}(\omega_L \circ \omega' \circ \omega_R | \Omega_N^{\text{reg}})\).

The rest follows from (5.51) and an application of the total probability formula for \(P_{N,\beta,\lambda/N}(\cdot | \Omega_N^{\text{reg}})\) with respect to the partition induced by the choice of the vertices \(u\) and \(v\) as above. \(\square\)

6. Proof of the main result. At this stage, the proof boils down to a derivation of a uniform invariance principle for the diffusive rescaling of the family \(\{\mathcal{P}_{N,\beta,\lambda/N}^{\kappa,N}\} \) appearing in the statement of Theorem 5.14.

From now on, the parameters \(\kappa\) and \(\iota\) introduced in (5.32) are chosen in the following way:

\[(6.53) \quad \kappa \overset{\text{def}}{=} \frac{2}{3} + 2\delta \quad \text{and} \quad \iota \overset{\text{def}}{=} \frac{2}{3} + \delta,\]

where \(\delta > 0\) is chosen small enough to ensure that the following two technical conditions are satisfied:

\[(6.54) \quad 3\delta < \epsilon \quad \text{and} \quad 6\delta < \frac{1}{3}.\]

As will be explained below, (6.54) helps to secure a simple transition from the polymer chains \(\omega\) to the trajectories of the effective random walk \(\mathbb{S}\).

By Theorems 5.14 and 5.5, it suffices to prove that both

a. convergence of finite-dimensional distributions and

b. tightness on fixed intervals \([-T,T]\)

hold uniformly in all sequences of measures \(\{\mathcal{P}_{N,\beta,\lambda/N}^{\kappa,N}\}\) with (note that we redefine \(\ell_N, r_N\) as compared to (5.33))

\[(6.55) \quad u_N \overset{\text{def}}{=} (\ell_N, u_N) \in \mathcal{B}_{N^\kappa h_N \log N}(-N^\kappa + N^\iota) \setminus \mathcal{B}_{N^\kappa h_N}(-N^\kappa + N^\iota),
\]

\[v_N \overset{\text{def}}{=} (r_N, v_N) \in \mathcal{B}_{N^\kappa h_N \log N}(N^\kappa - N^\iota) \setminus \mathcal{B}_{N^\kappa h_N}(N^\kappa - N^\iota).\]

6.1. Transition from the polymer chains \(\omega\) to the effective random walks (ERW) \(\mathbb{S}\). Recall that \(\mathcal{P}_{N,\beta,\lambda/N}^{\kappa,N}\) is a probability distribution on \(\Omega_{\kappa,N}\), the set of all concatenations of paths \(\eta \in \mathfrak{A}(u,v)\). We define the length of \(\omega \sim \eta\) by

\[|\omega| \overset{\text{def}}{=} |\eta|\).

Following Definition 5.11, we associate with each polymer chain \(\omega \in \Omega_{\kappa,N}\) an ERW

\[\mathbb{S} = \{u = \mathbb{S}_0, \mathbb{S}_1, \ldots, \mathbb{S}_\ell = v\}\]

from \(u\) to \(v\). It will be convenient to record the vertices of \(\mathbb{S}\) as \(S_i \overset{\text{def}}{=} (T_i, Z_i)\) and the corresponding increments as

\[X_i = (\theta_i, \zeta_i) \overset{\text{def}}{=} S_i - S_{i-1}.\]
Observe that, by Remark 5.10, \( E_\beta(\zeta_i) = 0 \), where \( E_\beta \) denotes expectation with respect to the measure \( p_\beta \).

In the sequel, the size of the maximal step will be denoted by

\[
\text{gap}(S) \overset{\text{def}}{=} \max_i \|X_i\|_2.
\]

With an abuse of notation, we continue to use \( \Omega^{u,v} \) for the collection of such walks and \( P^{u,v}_{\beta,\lambda/N,+} \) for the induced distribution. Note that the number \( \ell \) of steps is not fixed under \( P^{u,v}_{\beta,\lambda/N,+} \), that is, we are in the realm of two-dimensional renewals.

There is a convenient definition of the area: For \( S = \{ S_0, S_1, \ldots, S_\ell \} \), we set

\[
A(S) \overset{\text{def}}{=} \sum_{i=1}^{\ell} \theta_i Z_{i-1}.
\]

The choice of parameters in (6.53) an (6.54) implies the following controls.

**Lemma 6.1.** Let \( \delta > 0 \) and \( \eta > 3\delta \) be small enough to ensure that \( 2/3 + 3\delta + \eta < 1 \) (which is an eligible choice by the second condition in (6.54)). The following statements hold for all \( N \) large enough with \( P^{u,v}_{\beta,\lambda/N,+} \)-probability tending to one uniformly in sequences \( \{u_N, v_N\} \) satisfying (6.55).

1. **Control of the area** There exists \( C_1 \) such that

\[
\frac{|B^+_N[\omega]|}{N} \leq C_1 N^{3\delta}
\]

2. **Control of maximal gaps**

\[
\text{gap}(S) \leq N^\eta.
\]

3. **Control of the length** \( |\omega| \) There exists \( C_2 \) such that

\[
|\omega| \leq C_2 N^{2/3+2\delta}.
\]

4. **Control of mismatched area between** \( B^-_N[\omega] \) and \( A(S) \)

\[
\frac{1}{N} |B^-_N[\omega]| - A(S) | \leq N^{2/3+3\delta+\eta-1} = o(1).
\]

**Proof.** 1. **Control of the area.** First observe that

\[
P^{u,v}_{\beta,\lambda/N,+}( |B^-_N[\omega]| > C_1 N^{1+3\delta} ) \leq \frac{\exp\left\{ -2\lambda m^*_\beta C_1 N^{3\delta} \right\} }{E^{u,v}_{\beta,+} \left[ \exp\left\{ -2\lambda m^*_\beta N |B^-_N[\omega]| \right\} \right] } ,
\]

so we only need a lower bound on the denominator. This can be achieved using an argument completely similar to the one in the proof of (5.42), so we only sketch it. We consider the set of polymer chains whose associated ERW trajectories \( S \) visit the two vertices

\[
(\ell_N + (h_N \log N)^2, h_N) \text{ and } (r_N - (h_N \log N)^2, h_N)
\]

and stay inside tubes of width \( h_N \), as we did in the lower bound (5.42). Each such polymer chain \( \omega \) satisfies \( |B^-_N[\omega]| \leq 3N^{1+2\delta} \). The proof thus reduces to proving that the \( P^{u,v}_{\beta,+} \)-probability of this set of polymer chains is bounded below by \( \exp\{ -O(N^{2\delta}) \} \), which can be done by proceeding analogously to the proof of Lemma 5.3.
2. Control of maximal gaps. It follows from the first point that
\[ p_{\beta,N/\sqrt{N},+}^{u,N,N} (\text{gap}(S) > N^\eta) \leq e^{O(N^{3\delta})} p_{\beta,N/\sqrt{N},+}^{u,N,N} (\text{gap}(S) > N^\eta) \]
\[ \leq e^{O(N^{3\delta})} p_{\beta}^{u,N,N} (\text{gap}(S) > N^\eta) \]
\[ \leq e^{O(N^{3\delta})} p_{\beta} (\|X_1\|_2 > N^\eta) \leq e^{O(N^{3\delta})} - O(N^\eta), \]
which tends to 0 since \( \eta > 3\delta \).

3. Control of the length \(|\omega|\). Once more, it follows from the first point that
\[ p_{\beta,N/\sqrt{N},+}^{u,N,N} (|\omega| > C_2 N^{2/3 + 2\delta}) \leq e^{O(N^{3\delta})} p_{\beta}^{u,N,N} (|\omega| > C_2 N^{2/3 + 2\delta}), \]
and the result now follows from standard estimates for bulk connectivities (for instance through skeleton calculus).

4. Control of mismatched area between \( B_N[\omega] \) and \( A(S) \). Note that the contribution to the mismatched area from any given increment of \( S \) is smaller than \( \theta_i^2 \leq \theta_i N^\eta \) by the second point above (remember that the corresponding path is constrained to lie inside a diamond). Therefore,
\[ |B_N[\omega] - A(S)| \leq N^\eta \sum_{i=1}^\ell \theta_i \leq N^\eta (2N^{2/3 + 2\delta} + 1) \leq N^{2/3 + 3\delta + \eta}. \]

6.2. FS scaling of the interfaces. Let us define the quantity
\[ x_{\beta} \overset{def}{=} E_{\beta} (\zeta^2) = \frac{\operatorname{Var}_{\beta} (\zeta)}{E_{\beta} (\zeta)}, \]
which is precisely the curvature of the Wulff shape \( K_{\beta} \) at the point \( \tau_{\beta} e_1 \) (see Appendix B).

Let \( u,v \in \mathbb{H}_+ \) and let
\[ S = \{ S_0, S_1, \ldots, S_n \} \in \Omega_{u,v}. \]
For \( N \in \mathbb{N} \), let us define the linear interpolation (LI) through the rescaled vertices of \( S \):
\[ I_N[S] \overset{def}{=} \text{LI}\left\{ \left( \frac{T_0}{N^{2/3}}, \frac{Z_0}{N^{1/3} \sqrt{X_{\beta}}} \right), \ldots, \left( \frac{T_n}{N^{2/3}}, \frac{Z_n}{N^{1/3} \sqrt{X_{\beta}}} \right) \right\}. \]
If \( u = (sN^{2/3}, r \sqrt{X_{\beta} N^{1/3}}) \) and \( v = (tN^{2/3}, y \sqrt{X_{\beta} N^{1/3}}) \), we shall think of \( I_N[S] \) as a random non-negative function on the rescaled time interval \([s, t]\) and, with a slight abuse of notation, write \( I_N(\tau) \), \( \tau \in [s, t] \).

6.3. ERW partition functions. Let us define the following set of partition functions and probability measures related to the effective random walks \( S \). We shall use the same symbols \( P \) and \( E \) for probability measures and the corresponding expectations, but shall employ the symbol \( G \) for partition functions in order to avoid confusion with the symbol \( Z \) used for partition functions phrased in terms of interfaces/polymer chains and their weights.

n-step partition functions \( G_{\beta,N/\sqrt{N},+}^{u,n}[f] \). Given a function \( f \) on \( \mathbb{N} \) and a vertex \( u \in \mathbb{H}_+ \), we define
\[ G_{\beta,N/\sqrt{N},+}^{u,n}[f](u) = G_{\beta,N/\sqrt{N},+}^{u,n}[f] \]
\[ \overset{def}{=} E_{\beta} \left[ \exp \left( - \frac{2\lambda m_{\beta}^*}{N} \sum_{i=1}^n Z_i - \theta_i \right) f(Z_n) ; S[0, n] \subset \mathbb{H}_+ \right] \]
\[ = E_{\beta} \left[ \exp \left( - \frac{2\lambda m_{\beta}^*}{N} A(S[0, n]) \right) f(Z_n) ; S[0, n] \subset \mathbb{H}_+ \right], \]
\[ \overset{def}{=} \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \cdot \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \]
\[ \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \cdot \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \]
\[ \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \cdot \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \]
\[ \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \cdot \left( \frac{2\lambda m_{\beta}^*}{N} \right)^n \]
where \( E^*_\beta \) denotes expectation with respect to the ERW \( S \) with increments of law \( \rho_\beta \) starting at \( u \) and \( \overline{S}(0,n) \) denotes the first \( n \) steps of the trajectory of \( S \).

**n-step partition functions** \( G^{u,v;n}_{\beta,\lambda/N,+} \). Given \( u,v \in \mathbb{H}_+ \), define

\[
G^{u,v;n}_{\beta,\lambda/N,+} = E^\beta_u \left[ \exp \left( -\frac{2\lambda m^*_\beta}{N} \sum_{i=1}^n Z_{i-1} \theta_i \right) \right], \quad S_n = v, \overline{S}(0,n) \subset \mathbb{H}_+.
\]

\[
= E^\beta_v \left[ \exp \left( -\frac{2\lambda m^*_\beta}{N} A(\overline{S}(0,n)) \right) \right], \quad S_n = v, \overline{S}(0,n) \subset \mathbb{H}_+.
\]

Of course,

\[
G^{u;n}_{\beta,\lambda/N,+}[f] = \sum_{v=(v_1,v_2)} G^{u,v;n}_{\beta,\lambda/N,+} f(v_2).
\]

For \( 1 \leq n_1 < n_2 < \cdots < n_m < n \), we will also use the notation

\[
G^{u,v;n}_{\beta,\lambda/N,+}(\prod_{i=1}^m f_{n_i}) \overset{\text{def}}{=} \sum_{v^1,\ldots,v^m} G^{u,v_1;v^1}_{\beta,\lambda/N,+} f_{n_1}(v_2) G^{v^1,v_2;v^2}_{\beta,\lambda/N,+} f_{n_2}(v_3) \cdots G^{v_{m-1},v_m;v_m}_{\beta,\lambda/N,+} f_{n_m}(v_2) G^{v_m,v_{m+1}}_{\beta,\lambda/N,+},
\]

where \( l_i = n_i - n_{i-1}, n_0 = 0, n_{m+1} = n \).

### 6.4. Mixing

Fix \( T > 0 \). Recall our notation (4.27) for lattice semi-strips. Let \( u,u',v \) and \( v' \) be such that

\[
u(u,v) = \nu(v,u') \quad \text{and} \quad v,v' \in S_{T_N^{2/3},\infty}.
\]

Let \( \overline{S} = \{s_0,\ldots,s_n\} \in \Omega^{u,v} \) and \( \overline{S}' = \{s'_0,\ldots,s'_m\} \in \Omega^{u',v'} \). We shall say that \( \overline{S} \sim \overline{S}' \) if there exist \( \ell,\ell' \) and \( k \) such that

\[
s_{\ell},s'_{\ell} \in \overline{S}_{\infty,-T(N^{2/3})}, s_{\ell+k},s'_{\ell'+k} \in \overline{S}_{T(N^{2/3}),\infty} \quad \text{and} \quad s_{\ell+j} = s'_{\ell'+j} \quad \text{for all} \quad j = 0,\ldots,k.
\]

By an adjustment of the techniques developed in [27, 29], we obtain the following

**PROPOSITION 6.2.** Fix \( 0 < c < C < \infty \). Then, there exist \( K_0 = K_0(\beta,\lambda) \) and \( \nu = \nu(\beta,\lambda) > 0 \) such that the following holds: for all \( N \) large enough, there exists a coupling \( \Phi \) between \( \overline{P}^{u,v}_{\beta,\lambda/N,+} \) and \( \overline{P}^{u',v'}_{\beta,\lambda/N,+} \) such that, as soon as \( N \) is sufficiently large,

\[
\Phi(\overline{S} \sim \overline{S}') \geq 1 - e^{-\nu K},
\]

for all \( K > K_0 \), \( T > 0 \) and all \( u,u',v,v' \) such that

\[
u(u,v) = \nu(v,u') \quad \text{and} \quad v,v' \in S_{(T+K)N^{2/3},\infty}
\]

and, in addition,

\[
u(u \cdot v_2; u',v' \cdot v_2) \in (cN^{1/3},CN^{1/3}).
\]

**PROOF.** The claim can be proved using a variant of the proof of the corresponding claim in [27, Proposition 5]. Minor adaptations are needed because we deal here with a directed random walk in \( \mathbb{Z}^2 \) rather than with the space-time path of a random walk in \( \mathbb{Z} \) as in the latter.
paper. Since the changes are mostly straightforward, we only briefly sketch the argument for the sake of the reader.

The proof relies on a coupling argument. Let $S$ and $S'$ be independent processes distributed according to $P^{u,υ}_{β,λ/N,+}$ and $P^{d,υ'}_{β,λ/N,+}$, respectively.

We start by decomposing the interval $[TN^{2/3}, (T + K)N^{2/3}]$ into consecutive disjoint intervals $I_1, I_2, \ldots$ of length $N^{2/3}$. The first observation is that, in view of our target estimate, we can assume that there exists $ε \in (0, 1/3)$ such that both trajectories have at least $εN^{2/3}$ steps in each interval, with the left-most (resp. right-most) step occurring at a distance at most $εN^{2/3}$ from the left end (resp. right end) of the interval. Indeed, as we did in the proof of Lemma 6.1, at a cost at most $e^{N^{2/3}}$, we can set $λ = 0$ and ignore the positivity constraint, which reduces the estimate to a straightforward large deviations upper bound once $ε$ is small enough.

Fix $υ > 0$ sufficiently large. Then, it is easy to prove that in the vast majority of the intervals $I_k$, both $S$ and $S'$ visits points with height below $υN^{1/3}$. Indeed, when this is not the case the total area $A$ has to be much larger than $N$, which is easily seen to be very unlikely.

This implies that there is a positive fraction of the intervals $I_{2k}$ such that the above occurs both in $I_{2k-1}$ and in $I_{2k+1}$. It is then easy to prove that, in such an interval $I_{2k}$, there is a uniformly positive probability that both $S$ and $S'$ never reach a height above $2υN^{1/3}$. Let us say that an interval where this occurs is $υ$-good. We conclude that there is a positive fraction of $υ$-good intervals. (See [27, Lemma 3] for the detailed argument.)

Finally, there exists $p > 0$, independent of $N$, such that, above each $υ$-good interval, uniformly in what occurs outside of them, there is a probability at least $p$ that the two trajectories $S$ and $S'$ meet. The proof of the corresponding statement when $λ = 0$ can be done using the second moment method (similarly as in [27, Appendix A]). The extension to $λ > 0$ then follows from the fact that, in an $υ$-good interval, the scaled area $\frac{1}{υ}A$ is uniformly bounded above by a constant (depending on $υ$); see [27, Proposition 6].

It follows that, up to an event of probability exponentially small in $K$, the two trajectories $S$ and $S'$ meet above $[TN^{2/3}, (T + K)N^{2/3}]$. Of course, the same is true over the interval $[-(T + K)N^{2/3}, -T N^{2/3}]$. When this happens, it is straightforward to couple the two trajectories over the interval $[-TN^{2/3}, TN^{2/3}]$ and the conclusion follows.

6.5. Scaling and Trotter–Kurtz formula. In the sequel, we rely on [15, Section 1.6] (specifically on Theorem 1.6.5 therein) and we refer to [27, Section 1.2] for a concise description of the functional-analytic setup we employ.

By (6.57), it is natural to consider the following spatial rescaling:

$$x \mapsto r \triangleq \frac{x}{N^{1/3}/\sqrt{λβ}}.$$ 

We also define the rescaling operator $S_{CN}f(x) = f(xN^{-1/3}/\sqrt{λβ})$. Let $f$ be a smooth test function with compact support in $(0, \infty)$. Let us consider the operator

$$T_Nf(r) \triangleq \mathbb{E}_β\left[\exp\left(-\frac{2λm_β^2}{N}\theta r N^{1/3}/\sqrt{λβ}\right)f\left(r + \frac{\zeta}{N^{1/3}/\sqrt{λβ}}\right)I\{r + \frac{\zeta}{N^{1/3}/\sqrt{λβ}} \geq 0\}\right].$$

Fix $r > 0$. Then, a second-order Taylor expansion yields, using the fact that the constraint $r + \frac{\zeta}{N^{1/3}/\sqrt{λβ}} \geq 0$ in the definition of $T_N$ can be removed (since $f$ is supported on $(0, \infty)$) and the fact that $\mathbb{E}_β(\zeta) = 0$,

$$\lim_{N \to \infty} N^{2/3}\left\{\mathbb{E}_β\left[\exp\left(-\frac{2λm_β^2}{N}\theta r N^{1/3}/\sqrt{λβ}\right)f\left(r + \frac{\zeta}{N^{1/3}/\sqrt{λβ}}\right)\right] - f(r)\right\}.$$
The rescaled area \( \text{(6.60)} \)

\[
= \lim_{N \to \infty} N^{2/3} \left\{ T_N f(r) - f(r) \right\}
= \mathbb{E}_\beta(\theta) \left( \frac{1}{2} f''(r) - 2\lambda m^*_\beta \sqrt{\lambda} r f(r) \right) \overset{\text{def}}{=} \mathbb{E}_\beta(\theta) L_\beta f(r).
\]

The last equality in (6.60) defines the Airy operator

\[
L_\beta f(r) = \frac{1}{2} f''(r) - 2\lambda m^*_\beta \sqrt{\lambda} r f(r),
\]

which is a singular Sturm–Liouville operator on \( \mathbb{R}_+ \) with Dirichlet boundary conditions at zero.

Let \( f \) belong to the domain \( \mathcal{D}(L_\beta) \) of the self-adjoint extension of the operator \( L_\beta \), see [27, equ. (1.4)]. It then follows from [15, Theorem 1.6.5] that

\[
\text{(6.61)}
\]

\[
\lim_{N \to \infty} T_N^{[\frac{tN^{2/3}}{\mathbb{E}_\beta(\theta)}]} f = e^{tL_\beta} f,
\]

uniformly in \( t \)-s from bounded intervals of \( \mathbb{R}_+ \).

Going back to (6.58), we conclude that

**Lemma 6.3.** Let \( f \in \mathcal{D}(L_\beta) \). Then,

\[
\lim_{N \to \infty} G_{\beta,\lambda/N,+}^{[\frac{tN^{2/3}}{\mathbb{E}_\beta(\theta)}]} [\mathcal{S} N f] = e^{tL_\beta} f,
\]

uniformly in \( t \) on bounded intervals of \( \mathbb{R}_+ \).

**Proof.** This is an immediate consequence of (6.61), once one observes that

\[
G_{\beta,\lambda/N,+}^k [\mathcal{S} N f] = T_N^k f.
\]

**6.6. Time-change and tightness.** Fix \( \epsilon > 0 \) small. Recall our notation (4.27) and consider \( u \) and \( v \) living in the shifted boxes

\[
u \in (LN^{2/3}, cN^{1/3}) + \mathcal{B}_{N^{1/3} + c, CN^{1/3}}.
\]

The rescaled area \( A(\mathbb{S})/N \) has uniform tails with respect to the family of probability measures \( \{P_{\beta,+}^{u,v} \} \) with \( u, v \) satisfying (6.62). Therefore, any asymptotic event which has vanishing \( P_{\beta,+}^{u,v} \)-probability as \( N \to \infty \) has also vanishing \( P_{\beta,+}^{u,v} \)-probability and can be ignored. Let us now apply this observation to two particular families of events.

**Time-change:** Let \( \mathbb{S} \in \Omega^{u,v} \). We shall write \( n(\mathbb{S}) \) for the number of steps. Then, there exists \( c > 0 \) such that

\[
P_{\beta,+}^{u,v} \left( \left| n(\mathbb{S}) - \frac{2LN^{2/3}}{\mathbb{E}_\beta(\theta)} \right| \geq N^{1/3+\epsilon_1} \right) \leq N^c P_{\beta,+}^{u,v} \left( \left| n(\mathbb{S}) - \frac{2LN^{2/3}}{\mathbb{E}_\beta(\theta)} \right| \geq N^{1/3+\epsilon_1} \right)
\]

\[
\leq e^{-c_1 N^{2\epsilon_1}},
\]

uniformly in \( u, v \) satisfying (6.62). The first inequality follows from the fact that in our setting the removal of the positivity constraint results in the power-law correction. The second inequality in (6.63) follows from the local limit theorem and standard large deviation bounds, since the increments of \( \mathbb{S} \) have exponential tails.

As before, let us record \( u \) and \( v \) as

\[
u = (sN^{2/3}, r\sqrt{\lambda_\beta}N^{1/3}) \quad \text{and} \quad v = (tN^{2/3}, y\sqrt{\lambda_\beta}N^{1/3}).
\]
For $S \in \Omega^{u,v}$, instead of (6.57), consider the following fixed-time-step interpolation $i_N$:

\begin{equation}
(6.64) \quad i_N[S] \overset{\text{def}}{=} \text{LI}\{(s, r), \left( s + \frac{t - s}{n(S)}, \frac{Z_1}{N^{1/3} \sqrt{\lambda}} \right), \left( s + 2 \frac{t - s}{n(S)}, \frac{Z_2}{N^{1/3} \sqrt{\lambda}} \right), \ldots, (t, y)\}.
\end{equation}

Under $P_{\beta,+}^{u,v}$, both $i_N$ and $i_N$ are random functions defined on $[s, t]$. They are related by a time-change:

$$i_N(\tau) = i_N(\varphi(\tau)),$$

where $\varphi$ is the linear interpolation through the points,

$$\varphi\left(s + \frac{(t - s)k}{n}\right) = \frac{T_k}{N^{2/3}}.$$

Clearly,

$$\delta_\varphi \overset{\text{def}}{=} \max_{\tau \in (s, t]} |\varphi(\tau) - \tau| \leq \max_k \frac{1}{N^{2/3}} \left| \frac{k}{n} (T_n - T_0) - (T_k - T_0) \right|$$

and

$$\max_{\tau \in [s, t]} |i_N(\tau) - i_N(\tau)| \leq \max_{|\eta - \tau| \leq \delta_\varphi} |i_N(\tau) - i_N(\eta)|.$$

By (6.63), we may restrict attention to

\begin{equation}
(6.65) \quad \left| n(S) - \frac{2LN^{2/3}}{E_\beta(\theta)} \right| \leq N^{1/3 + \epsilon}.
\end{equation}

At this stage, usual stretched exponential moderate deviations upper bounds for the $n$-step trajectories $T[0, n]$ and $Z[0, n]$ under $P_\beta$, with $n$ in the range described in (6.65), imply that there exist $\epsilon_2, \epsilon_3, \epsilon_4 > 0$ such that

\begin{equation}
(6.66) \quad P_{\beta,+}^{u,v} \left( \max_{\tau \in [s, t]} |i_N(\tau) - i_N(\tau)| \geq N^{-\epsilon_2} \right) \leq e^{-\epsilon_4 N^{\epsilon_3}},
\end{equation}

uniformly in $u, v$ satisfying (6.62).

**Tightness:** Uniform tightness on $C([T, T], \mathbb{R}_+) \subset C([s, t], \mathbb{R}_+)$ of the family $\{P_{\beta,+}^{u,v}\}$, with $L > T + 1$ and $u, v$ satisfying (6.62), for the fixed-time-step linear interpolation $i_N$ in (6.64), was explained in [23, end of Section 5.6]. By (6.66), it extends to $\{P_{\beta,\lambda/N,+}^{u,v}\}$. Alternatively, one can carefully follow the route which was paved in [29, Section 5.2] using the (functionally independent) finite-dimensional distribution statement (6.68) below.

### 6.7. Proof of the invariance principle to FS diffusions

In the sequel, we take $L = T + K$.

The invariance principle will be recovered in the limit $\lim_{K \to \infty} \lim_{N \to \infty}$.

In view of the uniform mixing estimates stated in Proposition 6.2, it suffices to prove convergence of finite-dimensional distributions for the following family $\{\tilde{P}_{\beta,\lambda/N,+}^{f,g}\}$ of convex combinations of $P_{\beta,\lambda/N,+}^{u,v}$, with $u, v$ satisfying (6.62), (recall (6.59)),

\begin{equation}
(6.67) \quad \tilde{P}_{\beta,\lambda/N,+}^{f,g}(\cdot) \overset{\text{def}}{=} \sum_{u,v} F_N(u) \phi_{-L,N}(u) \sum_n G_{\beta,\lambda/N,+}^{u,v,n}(\cdot) G_{\beta,\lambda/N,+}^{v,n}(v),
\end{equation}

Above, $f, g$ are two non-negative non-trivial test functions with compact support in $(c, C)$ and

$$F_N(u) \overset{\text{def}}{=} f\left(\frac{u \cdot e_2}{N^{1/3} \sqrt{\lambda}}\right) \quad \text{and} \quad G_N(v) \overset{\text{def}}{=} g\left(\frac{v \cdot e_2}{N^{1/3} \sqrt{\lambda}}\right).$$
Furthermore, \( \phi_{-L,N}(u) \) and \( \phi_{L,N}(v) \) satisfy
\[
\phi_{-L,N}(u) = \mathbb{I}_{\{u \cdot e_1 = -[LN^{2/3}]\}} \quad \text{and} \quad \phi_{L,N}(v) = \mathbb{I}_{\{v \cdot e_1 = [LN^{2/3}]/N^{1/3}\}}.
\]
Fix \( \epsilon' < \epsilon \). By Lemma 6.3,
\[
\lim_{N \to \infty} \frac{1}{N^{1/3} \sqrt{X_{\beta}}} \sum_{u,v} F_N(u)\phi_{-L,N}(u) \cdot \frac{1}{N^{1/3} \sqrt{X_{\beta}}} \sum_{n}^G_{\beta,\lambda/N,+} G_N(v)\phi_{L,N}(v) = \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} f(r)e^{2L^{\mathcal{L}_\beta}(r,y)}g(y)drdy,
\]
uniformly in
\[
\left| n - \frac{2LN^{2/3}}{E^\beta(\theta)} \right| \leq N^{1/3+\epsilon} - N^{1/3+\epsilon'}.
\]
On the other hand, by a slight modification of (6.63),
\[
\lim_{N \to \infty} \frac{1}{N^{1/3} \sqrt{X_{\beta}}} \sum_{u,v} F_N(u)\phi_{-L,N}(u) \cdot \frac{1}{N^{1/3} \sqrt{X_{\beta}}} \sum_{n}^G_{\beta,\lambda/N,+} G_N(v)\phi_{L,N}(v) = 0,
\]
uniformly in
\[
\left| n - \frac{2LN^{2/3}}{E^\beta(\theta)} \right| \geq N^{1/3+\epsilon} + N^{1/3+\epsilon'}.
\]
Therefore, the denominator in (6.67) satisfies
\[
\lim_{N \to \infty} \frac{1}{N^{1/3+\epsilon}} \frac{1}{N^{1/3} \sqrt{X_{\beta}}} \sum_{u,v} F_N(u)\phi_{-L,N}(u) \cdot \frac{1}{N^{1/3} \sqrt{X_{\beta}}} \sum_{n}^G_{\beta,\lambda/N,+} G_N(v)\phi_{L,N}(v) = \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} f(r)e^{2L^{\mathcal{L}_\beta}(r,y)}g(y)drdy.
\]
Let \( -T \leq \tau_1 < \tau_2 < \cdots < \tau_k \leq T \). Let \( h_1, \ldots, h_k \) be smooth test functions with compact support in \((c, C)\). Literally repeating the above argument for the numerator in (6.67) of the form
\[
\sum_{u,v} F_N(u)\phi_{-L,N}(u) \cdot \sum_{n}^G_{\beta,\lambda/N,+} \left( \prod_{\ell=1}^k h_\ell(j_N(\tau_\ell)) \right) G_N(v)\phi_{L,N}(v),
\]
(notice that the scaling operator is implicitly present in \( j_N \)) and setting \( K_\tau \equiv e^{r^{\mathcal{L}_\beta}} \), we obtain
\[
\lim_{N \to \infty} \frac{\sum_{u,v} F_N(u)\phi_{-L,N}(u) \cdot \sum_{n}^G_{\beta,\lambda/N,+} \left( \prod_{\ell=1}^k h_\ell(j_N(\tau_\ell)) \right) G_N(v)\phi_{L,N}(v)}{\int_{\mathbb{R}_+} \cdot \int_{\mathbb{R}_+} f(r)K_{\tau_1+L}(r,y_1)h_1(y_1)K_{\tau_2-\tau_1}(y_1,y_2)h_2(y_2) \cdots K_{L-\tau_k}(y_k,y)g(y)drd\prod_{\ell=1}^{k+1} dy_\ell drdy}.
\]
At this point, we can take the limit \( L \to \infty \) and proceed as in [29, (3.37)].
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APPENDIX A: RENEWAL STRUCTURE VIA PERCOLATION ESTIMATES

A.1. The underlying percolation picture. Consider an irreducible decomposition

$$\eta = \eta_1 \circ \eta_2 \circ \cdots \circ \eta_m,$$

where, as usual, $\eta_i \in \mathcal{B}_L$, $\eta_m \in \mathcal{B}_R$ and, for $1 < i < m$, $\eta_i \in \mathfrak{A}$. Set $I_\eta \overset{\text{def}}{=} \{1, \ldots, m\}$ and let $\text{INts}(\eta)$ be the set of connected sub-intervals $I \overset{\text{def}}{=} \{\ell, \ell + 1, \ldots, r\} \subseteq I_\eta$ ($\ell < r$).

Consider now Bernoulli percolation $n$ on $\Theta_\eta \overset{\text{def}}{=} \{0, 1\}^\text{INts(\eta)} = \{0, 1\}^m$, where an interval $I \subseteq \text{INts}(\eta)$ is independently open with a certain probability $P_{N, \beta}(I|\eta)$ specified below in (A.78). Let us use $P_{N, \beta}(\cdot | \eta)$ for the corresponding product measure on $\Theta_\eta$.

Any realization $n \in \Theta_\eta$ of open sub-intervals induces a splitting of $\{1, \ldots, m\}$ into maximal connected components in the following way:

1. If $I = \{\ell, \ell + 1, \ldots, r\} \in n$, then $I$ is connected.
2. If $I_1$ and $I_2$ are connected and such that $I_1 \cap I_2 \neq \emptyset$, then $I_1 \cup I_2$ is connected.

Let us denote

$$\mathcal{C}(n) \overset{\text{def}}{=} \{J_1, \ldots, J_{\ell(n)}\}$$

the collection of all maximal connected components of $\{1, \ldots, m\}$ as induced by $n$.

Define the event $\Theta_{\eta}^{\text{cd}} \subset \Theta_\eta$ by

$$\Theta_{\eta}^{\text{cd}} \overset{\text{def}}{=} \{I_\eta \text{ is connected}\} = \{n : \mathcal{C}(n) = \{I_\eta\}\}.$$

The quantity

$$P_{N, \beta}(\eta) \overset{\text{def}}{=} P_{N, \beta}(n \in \Theta_{\eta}^{\text{cd}} | \eta) = \sum_{n \in \Theta_{\eta}^{\text{cd}}} \prod_{I \in n} P_{N, \beta}(I | \eta) \prod_{I \not\in n} (1 - P_{N, \beta}(I | \eta))$$

is, thereby, well defined.

We are ready to define the weights $p_{N, \beta}$ appearing in (5.45):

**Definition A.1.** For any $\eta \subset \mathbb{H}^+_*$ such that $\eta \in \mathcal{B}_L \cup \mathcal{B}_R$,

$$p_{N, \beta}(\eta) \overset{\text{def}}{=} e^{\tau_{\beta}(\eta)} q_{N, \beta}(\eta) P_{N, \beta}(\eta).$$
A.2. Conditional weights and expansions. The proof of Theorem 5.9 is a kind of high-
temperature expansion. Consider $\eta$ in (A.69). Let us rewrite the weight $q_{N,\beta}(\eta)$ as follows:

$$q_{N,\beta}(\eta) = q_{N,\beta}(\eta_1 \mid \eta_2 \circ \cdots \circ \eta_m) q_{N,\beta}(\eta_2 \circ \cdots \circ \eta_m).$$

Next, we factor the conditional weight above as

$$q_{N,\beta}(\eta_1 \mid \eta_2 \circ \cdots \circ \eta_m) = q_{N,\beta}(\eta_1) q_{N,\beta}(\eta_1 \mid \eta_2) q_{N,\beta}(\eta_1 \mid \eta_3) \cdots q_{N,\beta}(\eta_1 \mid \eta_2 \circ \cdots \circ \eta_m).$$

Proceeding with the very same telescopic factorization of $q_{N,\beta}(\eta_2 \circ \cdots \circ \eta_m)$, we eventually arrive to the following construction: For $r > \ell + 1$ and $I = \{\ell, \ell + 1, \ldots, r\}$, set

$$(A.73) \quad \rho_{N,\beta}(I \mid \eta) \overset{\text{def}}{=} \frac{q_{N,\beta}(\eta_{\ell+1} \circ \cdots \circ \eta_r)}{q_{N,\beta}(\eta_{\ell} \mid \eta_{\ell+1} \circ \cdots \circ \eta_{r-1})} - 1.$$

For two point intervals $I = \{\ell, \ell + 1\}$, set

$$(A.74) \quad \rho_{N,\beta}(I \mid \eta) \overset{\text{def}}{=} \frac{q_{N,\beta}(\eta_{\ell+1})}{q_{N,\beta}(\eta_{\ell})} - 1.$$

Then,

$$(A.75) \quad q_{N,\beta}(\eta) = q_{N,\beta}(\eta_1) \cdots q_{N,\beta}(\eta_m) \prod_{I \in \text{InTs}(\eta)} (1 + \rho_{N,\beta}(I \mid \eta)).$$

For any interval $I = \{\ell, \ldots, r\} \in \text{InTs}(\eta)$, denote by $|I| \overset{\text{def}}{=} 1 + (r - \ell)$ the number of points in $I$. Note that the weights $\rho_{N,\beta}$ are non-negative by the domain-monotonicity property $P_2$ and, in view of (2.14) and (2.15), satisfy

$$(A.76) \quad \rho_{N,\beta}(I \mid \eta) \leq c_{\beta}e^{-g_{\beta}(|I|-2)},$$

with

$$(A.77) \quad \lim_{\beta \to \infty} c_{\beta} = 0 \quad \text{and} \quad \lim_{\beta \to \infty} g_{\beta} = \infty.$$

A.2.1. Probabilities $\mathcal{P}_{N,\beta}(\cdot \mid \eta)$. Let us define the probabilities $\mathcal{P}_{N,\beta}(I \mid \eta)$ appearing in (A.71):

$$(A.78) \quad \mathcal{P}_{N,\beta}(I \mid \eta) \overset{\text{def}}{=} \frac{\rho_{N,\beta}(I \mid \eta)}{1 + \rho_{N,\beta}(I \mid \eta)} \overset{(A.76)}{=} c_{\beta}e^{-g_{\beta}(|I|-2)}.$$

A.2.2. Expansion of $\prod_{I \in \text{InTs}(\eta)} (1 + \rho_{N,\beta}(I \mid \eta))$. Let us expand the product in the right-hand side of (A.75):

$$(A.79) \quad q_{N,\beta}(\eta) = q_{N,\beta}(\eta_1) \cdots q_{N,\beta}(\eta_m) \sum_{n \in \Omega_\eta} \prod_{I \in \text{InTs}(\eta)} \rho_{N,\beta}(I \mid \eta).$$

Given $n \in \Omega_\eta$, one can encode the corresponding decomposition into maximal connected sub-intervals $\mathcal{C} = \mathcal{C}(n)$ in (A.70) as

$$(A.80) \quad \eta = \omega_1 \circ \cdots \circ \omega_\ell,$$

where $\omega_k \overset{\text{def}}{=} \omega_{J_k}$ is the concatenation of consecutive paths $\eta_i$ with indices $i$ in $J_k \subseteq I_\eta$. Clearly, the paths $\omega_k$ belong to $\mathcal{A}$, but, in general, are not irreducible.
Rearranging the sum in the right-hand side of (A.79) according to the values of \( C(n) \) or, equivalently, according to the values in the right-hand side in (A.80) and using the reduced notation \( \Theta_{\ell} \equiv \Theta_{\omega_{\ell}} \),

\[
\sum_{\omega \in \Theta_{\ell}} \prod_{\eta \in \Theta_{\ell} \setminus n(I)} \rho_{N,\beta}(I \mid \eta) = \sum_{\omega \in \Theta_{\ell}} \left( \prod_{\eta \in \Theta_{\ell} \setminus n(I)} \rho_{N,\beta}(I \mid \omega_{\ell}) \right)
\]

(A.81)

\[
= \sum_{\omega \in \Theta_{\ell}} \prod_{\eta \in \Theta_{\ell}} \mathcal{P}_{N,\beta}(\omega_{\ell}) \prod_{\eta \in \text{Nts}(\omega_{\ell})} \left( 1 + \rho_{N,\beta}(I \mid \omega_{\ell}) \right).
\]

Recall Definition A.1. In view of (A.75) and the additivity of displacement, \( \theta(\eta) = \sum_{k} \theta(\omega_{k}) \), (A.81) implies that

\[
q_{N,\beta}(\eta) e^{\tau_{\beta}(\eta)} = \sum_{\omega_{1} \cdots \omega_{\ell} = \eta} \prod_{j} \mathcal{p}_{N,\beta}(\omega_{j}),
\]

(A.82)

as claimed in (5.46) (Property \( W_{1} \)) of Theorem 5.9.

A.3. Properties of \{p_{N,\beta}\}. We still have to justify (5.47) (Property \( W_{2} \)) and (5.48) (Property \( W_{3} \)) of Theorem 5.9.

A.3.1. Property \( W_{2} \). In terms of the representation (A.72), Property \( W_{2} \) reads as follows: Given an irreducible decomposition \( \eta = \kappa_{1} \cdots \kappa_{n} \), we need to check that

\[
\mathcal{P}_{N,\beta}(\eta) \leq e^{-\nu_{\beta}(n-1)}.
\]

We use (A.76) and (A.77) as an input. The proof is performed in two steps:

STEP 1. There is a very easy proof of (A.83) when \( \beta \) is large enough:

For \( a \in \{1, \ldots, n-1\} \), one can define random variables \( \xi_{a} \) on \( \Theta_{\eta} \) in the following way: Given \( n \in \Theta_{\eta} \), set

\[
\xi_{a} = \xi_{a}(n) \overset{\text{def}}{=} \max \{ \ell > 0 : n(\{a, \ldots, a + \ell\}) = 1 \}.
\]

(A.84)

If there is no such \( \ell \), we set \( \xi_{a} \overset{\text{def}}{=} 0 \). Under \( \mathcal{P}_{N,\beta}(\cdot \mid \eta) \), the random variables \( \{\xi_{a}\} \) are independent and, by virtue of (A.78), satisfy the following upper bound: For \( r \in \mathbb{N} \),

\[
\mathcal{P}_{N,\beta}(\xi_{a} \geq r \mid \eta) \leq \sum_{\ell = r}^{\infty} \mathcal{P}_{N,\beta}(n(\{a, \ldots, a + \ell\}) = 1 \mid \eta) \leq c_{\beta} e^{-\nu_{\beta}(r-1)} \frac{1}{1 - e^{-\nu_{\beta}}}.
\]

Therefore, the expectation

\[
\mathbb{E}_{N,\beta}(\xi_{a} \mid \eta) \leq \frac{c_{\beta}}{1 - e^{-\nu_{\beta}}}.
\]

(A.85)

The upper bound (A.85) holds uniformly in \( \eta \) and \( a \).

By (A.77), the expression on the right-hand side of (A.85) tends to zero as \( \beta \to \infty \). In particular, \( \mathbb{E}_{N,\beta}(\xi_{a} \mid \eta) < 1/2 \) if \( \beta \) is large enough. Clearly, the occurrence of the event \( \{n \in \Theta_{\eta}^{\cd} \} \) implies that \( \sum_{a=1}^{n-1} \xi_{a} \geq n \). Thus, by the usual Cramér’s upper bound, there exists \( \nu_{\beta} > 0 \) such that, for any \( n \geq 2 \) and for any \( \eta \) as in (A.69),

\[
\mathcal{P}_{N,\beta}(\eta) = \mathcal{P}_{N,\beta}(n \in \Theta_{\eta}^{\cd} \mid \eta) \leq \mathcal{P}_{N,\beta}(\sum_{a=1}^{n-1} \xi_{a} \geq n \mid \eta) \leq c_{\beta} e^{-\nu_{\beta}(n-1)}.
\]

(A.86)

STEP 2. Recall (A.70). Notice that the above argument actually implies a lower bound on the number \( \ell(n) \) of disjoint components of \( C(n) \). Indeed, \( \{\ell(n) \leq k\} \) implies that \( \sum_{a=1}^{n-1} \xi_{a} \geq \frac{c_{\beta}}{1 - e^{-\nu_{\beta}}} k \).

Therefore, the expectation

\[
\mathbb{E}_{N,\beta}(\xi_{a} \mid \eta) = \mathcal{P}_{N,\beta}(\eta) \leq \frac{c_{\beta}}{1 - e^{-\nu_{\beta}} k}.
\]

(A.87)

The upper bound (A.87) holds uniformly in \( \eta \) and \( a \).

By (A.77), the expression on the right-hand side of (A.87) tends to zero as \( \beta \to \infty \). In particular, \( \mathbb{E}_{N,\beta}(\xi_{a} \mid \eta) < 1/2 \) if \( \beta \) is large enough. Clearly, the occurrence of the event \( \{n \in \Theta_{\eta}^{\cd} \} \) implies that \( \sum_{a=1}^{n-1} \xi_{a} \geq n \). Thus, by the usual Cramér’s upper bound, there exists \( \nu_{\beta} > 0 \) such that, for any \( n \geq 2 \) and for any \( \eta \) as in (A.69),

\[
\mathcal{P}_{N,\beta}(\eta) = \mathcal{P}_{N,\beta}(n \in \Theta_{\eta}^{\cd} \mid \eta) \leq \mathcal{P}_{N,\beta}(\sum_{a=1}^{n-1} \xi_{a} \geq n \mid \eta) \leq c_{\beta} e^{-\nu_{\beta}(n-1)}.
\]

(A.86)
\( n - k \). Consequently, one can refine (A.86) as follows: For all \( \beta \) sufficiently large, there exists \( \nu_\beta > 0 \) such that

\[
(A.87) \quad \mathcal{P}_{N,\beta}(\ell(n) \leq \frac{n}{4} \mid \eta) \leq \mathcal{P}_{N,\beta}\left(\sum_a \xi_a \geq \frac{3}{4}n \mid \eta\right) \leq c_\beta e^{-\nu_\beta(n-1)}.
\]

Let us turn to the case of arbitrary fixed \( \beta > \beta_c \). We cannot anymore assume that \( \mathcal{E}_{N,\beta}(\xi_a \mid \eta) < 1/2 \). This can be dealt with in the following way: We choose a cutoff value \( r = r_\beta \in \mathbb{N} \) and say that a connected interval \( \{a, \ldots, a + m\} \) is short if \( m \leq r \) and long if \( m > r \).

In this way, we represent \( \mathcal{P}_{N,\beta}(\xi_4^{\text{long}}) < 1/4 \), once the cutoff value \( r_\beta \) is chosen large enough. Hence, (A.87) applies for \( \mathcal{P}_{N,\beta}(\cdot \mid \eta) \). If \( \ell(n^{\text{long}}) \geq \frac{n}{4} \), then one can still recover the event

\[
\{ n = (n^{\text{short}}, n^{\text{long}}) \in \Theta_{\eta}^{\text{cd}} \}
\]

by insisting that short intervals cover all \( \ell(n^{\text{long}}) - 1 \) spacings between successive maximal connected long clusters. But this is already a short-range percolation problem in one dimension, and the corresponding probabilities \( \mathcal{P}_{N,\beta}(\cdot \mid \eta) \) have tails that decay exponentially in \( n \).

\[ \square \]

A.3.2. Property \( W_3 \). Recall Definition A.1. The infinite-volume weights \( \{p_\beta\} \) are defined as follows:

**Definition A.2.** For any \( \eta \in \mathfrak{B}_L \cup \mathfrak{B}_R \),

\[
p_\beta(\eta) \overset{\text{def}}{=} e^{\tau_\beta(\eta)} q_\beta(\eta) \mathcal{P}_\beta(\eta),
\]

where \( \mathcal{P}_\beta \) is defined as in Subsection A.2.1, but using the infinite-volume weights \( \rho_\beta \) instead of \( \rho_{N,\beta} \). In their turn, the weights \( \rho_\beta \) are defined as in (A.73)–(A.74), but using the infinite-volume path weights \( q_\beta \) instead of \( q_{N,\beta} \).

Therefore, (5.48) is a consequence of (2.14).

\[ \square \]

It remains to show (5.49). The latter, however, is a standard consequence of the multidimensional renewal theory under exponential tails [22]: First of all, set \( \mathfrak{A}(0) = \bigcup_u \mathfrak{A}(0, u) \) and note that, for any \( \eta \in \mathfrak{A}(0) \) which admits an irreducible decomposition (5.43), the infinite-volume analogue of (5.46) and (A.82) holds:

\[
q_\beta(\eta) e^{\tau_\beta(\eta)} = \sum_{\omega \sim \eta} \prod_i p_\beta(\omega_i).
\]

Consider now the series

\[
(A.88) \quad h \mapsto \sum_{\gamma \in \mathfrak{A}(0)} e^{\tau_\beta(\gamma) + hX(\gamma)} q_\beta(\gamma).
\]

For small \( h \), this series converges if and only if \( \tau_\beta e_1 + h \) belongs to the interior of the Wulff shape \( K_\beta \). In terms of the weights \( p_\beta \), the right-hand side of (A.88) can be expressed as

\[
\sum_{k=1}^{\infty} \left( \sum_{\omega \in \mathfrak{A}(0)} e^{hX(\omega)} p_\beta(\omega) \right)^k.
\]
By the exponential decay of the weights \( p_\beta \), the series

\[
h \mapsto \sum_{\omega \in \Omega(0)} e^{hX(\omega)} p_\beta(\omega)
\]

converges in a small neighborhood of the origin. Hence the sum should be exactly one at \( h = 0 \).

\[\text{APPENDIX B: CURVATURE OF THE WULFF SHAPE} \; K_\beta \text{ AT } \tau_\beta e_1\]

We briefly explain why \( \chi_\beta \) in (6.56) can be identified with the curvature of the boundary of the Wulff shape \( K_\beta \) at \( \tau_\beta e_1 \). The starting point is the characterization of \( \partial K_\beta \) in a neighborhood of \( \tau_\beta e_1 \) by

\[
\tau_\beta e_1 + h \in \partial K_\beta \iff E_\beta [e^{hX(\gamma)}] = 1,
\]

as explained in Section A.3.2. Remember our notation \( X(\eta) = (\theta(\eta), \zeta(\eta)) \). In the same coordinate representation, we parameterize vectors \( h \) such that \( \tau_\beta e_1 + h \in \partial K_\beta \) by \( h = -(\phi(t), t) \) for \( t \) in a neighborhood of 0. Observe that \( \phi(t) = \phi'(0) = 0 \). Expanding to second order in \( t \) thus yields the identity

\[
\phi''(0) = \frac{E_\beta[\zeta^2]}{E_\beta[\theta]},
\]

since \( E_\beta[\zeta] = 0 \). Finally, since \( \phi'(0) = 0 \), the curvature of \( \partial K_\beta \) at \( \tau_\beta e_1 \) indeed reduces to \( \phi''(0) \).

\[\text{APPENDIX C: FERRARI-SPOHN DIFFUSIONS}\]

In this appendix, we briefly recall the general definition of Ferrari–Spohn diffusions on \( \mathbb{R}_+ \). We refer to [27] and [29] for more details.

Fix a real number \( \sigma > 0 \) and a non-negative function \( q \in C^2(\mathbb{R}_+) \) such that \( \lim_{r \to \infty} q(r) = \infty \). Consider the singular Sturm–Liouville operator

\[
L_{\sigma,q} \defeq \frac{\sigma^2}{2} \frac{d^2}{dr^2} - q(r),
\]

on \( \mathbb{R}_+ \) with Dirichlet boundary condition at 0. This operator possesses a complete orthonormal family \( \{ \varphi_i, i \in \mathbb{N}_{\geq 0} \} \) of simple eigenfunctions in \( L_2(\mathbb{R}_+) \) with eigenvalues

\[
0 > -a_0 > -a_1 > -a_2 > \cdots
\]

satisfying \( \lim_{i \to \infty} a_i = \infty \). The eigenfunctions \( \varphi_i, i \in \mathbb{N}_{\geq 0}, \) are smooth and \( \varphi_i \) has exactly \( i \) zeros in the interval \( (0, \infty) \).

The Ferrari–Spohn diffusion associated to \( \sigma \) and \( q \) is the diffusion on \( (0, \infty) \) with generator

\[
G_{\sigma,q} \psi \defeq \frac{1}{\varphi_0}(L_{\sigma,q} + a_0)(\psi \varphi_0) = \frac{\sigma^2}{2} \frac{d^2 \psi}{dr^2} + \sigma^2 \frac{\varphi''_0}{\varphi_0} \frac{d\psi}{dr}.
\]

This diffusion is ergodic and reversible with respect to the measure \( d\mu_0(r) = \varphi_0^2(r)dr \).

In the present paper, the relevant choice for the function \( q \) is \( q(r) = cr \) for some suitably chosen constant \( c \) depending on the parameters of the Ising model. In this case, since the Airy function \( \text{Ai} \) satisfies \( \frac{d^2}{dr^2} \text{Ai}(r) = r \text{Ai}(r) \), a simple computation shows that

\[
\varphi_0 = \text{Ai}(Cr - \omega_1) \quad \text{and} \quad a_0 = \frac{c\omega_1}{C},
\]

where \( -\omega_1 \) is the smallest zero (in absolute value) of \( \text{Ai} \) (see Fig. 15) and \( C = (2c/\sigma^2)^{1/3} \).
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