Evaluating scientific research has always been difficult. The peer-review process, which has been the mainstay of science evaluation for nearly a century, takes time, expertise, and no small amount of resources to do properly. But several trends in scientific research have made this process even more challenging. The sheer number of scientific publications produced per year has been growing at an exponential rate for over fifty years [1, 2] and has shown no sign of slowing down anytime soon. These publications are also growing increasingly technical and specialized, making qualified reviewers more and more difficult to find. Finally, the glut of researchers in the biomedical pipeline combined with the recent recession have resulted in a larger number of researchers competing for a shrinking pool of available research funds [3]. Evaluating scientific research in this context is becoming not only increasingly difficult, but also increasingly important to ensure that the right researchers receive promotions and funding to continue their work.

In this environment, a number of review boards, institutions, and even countries are turning to bibliometrics to facilitate the review process. Bibliometrics is the quantitative analysis of publications. It essentially extracts data from publications and analyzes that data in various ways to answer questions about the research that those publications represent. It is a method of studying the producers, processes, and evolution of research using research publications as a proxy for research. As such, the field of bibliometrics encompasses a wide variety of approaches and methods, but it has become best known for its attempts to measure the impact of scientific research through the use of various bibliometric indicators like the impact factor [4] and the H-index [5]. Because these indicators are perceived to be more objective than peer review, because they can be calculated with far less time and effort than peer review, and because there is some evidence that these indicators agree with peer judgment, reviewers and policy makers are increasingly using these indicators in addition to, and in some cases in place of, peer review of research impact.

Although the use of bibliometric indicators can provide a valuable supplement to the peer-review process, these indicators are all too often taken out of context and applied without a full understanding of the bibliometric research on which they are based. As a result, they are frequently used to measure things that they were not intended to measure or to make comparisons they are not actually capable of making. This article provides a short introduction to the basic ideas behind these indicators and discusses ways that they can be used responsibly to minimize the biases of peer review. For more extensive and technical overviews of this topic, see Haustein [6] and Mingers [7].

WHAT BIBLIOMETRIC INDICATORS CAN AND CANNOT MEASURE

All bibliometric indicators build on the idea that we can measure the impact of a paper by counting the number of other papers that have cited it. Citations, the theory goes, act as a vote of confidence or a mark of influence from one paper to another. The fact that one paper cites another is an indication that the cited paper has had some influence, or impact, on the paper citing it. Counting the number of citations received by a paper, then, allows us to measure the impact that paper has had on science as a whole.

Extrapolating outward from there, counting citations to a set of papers—by a single author, institution, or even an entire country—allows us to measure the impact that set of papers has had on scientific research. More citations equal more impact.

The problem with this idea is that acknowledging influence is only one of the many reasons that authors cite other papers [8]. Authors cite other papers for all kinds of reasons: to refer to a particular methodology, to point out examples of other work done on the same topic, to reinforce a point they
make in the text, to give credit to their mentors or experts in the field, or even to discuss examples of flawed methods or misleading results. Current bibliometric indicators cannot account for this variety; they count all citations equally, regardless of the actual reason for the citation. As a result, we cannot say for certain that a highly cited paper is actually highly influential. What we probably can say, following the lead of Eugene Garfield, AHIP, FMLA, one of the founders of bibliometrics, is that highly cited papers are highly useful to authors for writing other papers [9]. What those papers are useful for, however, is not clear.

This means that citation counts measure a very specific definition of “impact.” Citation counts only measure the impact, or usefulness, of papers to the authors of other papers; they do not measure the impact of those papers on anything else. There is no way to tell purely from a paper’s citation count whether the paper reported a breakthrough in biomedical understanding, an advance in clinical practice that significantly improved patient outcomes, a particularly useful method of analyzing data, or a timely survey of the existing literature.

The number of citations received by a paper cannot measure whether or not the research reported by that paper improved people’s health. It can only measure whether or not the paper was useful to other authors for writing their own papers. This is a form of impact, to be sure, but not necessarily the one that reviewers think they measure.

COMMON MISTAKES

In addition to the confusion about what citations measure, there is also confusion about how bibliometric indicators actually work, leading evaluators to make mistakes when using them. Perhaps the most common mistake is using a journal’s impact factor to measure the impact of an article published in that journal. It turns out that any journal’s impact factor is primarily determined by citations received by a small fraction (10%–30%) of the articles published in that journal. That is, a few papers in that journal receive an extremely high number of citations, while the vast majority of the papers receive few to no citations [10, 11]. There is no way to tell if a paper published in a journal, even a journal like Nature or Science, will actually be highly cited. In fact, many papers published in high-impact journals like JAMA receive fewer citations than articles in many low-impact journals. To be clear, the impact factor may be a valid measure of a journal’s citation impact; it is not, however, a valid measure of an article’s citation impact.

Another common mistake is to compare the values of common bibliometric indicators like the impact factor or an author’s H-index across disciplines. It turns out that there are substantial differences in the number of citations available among disciplines. There are simply more publications, and more citations, in a discipline like molecular biology than in a discipline like nursing. As a result, papers in molecular biology tend to be more highly cited than papers in nursing. This, in turn, means that the average impact factor or H-index in molecular biology is higher than the same indicator in nursing. The same is true for other disciplines: Citation counts and bibliometric indicators mean different things in different disciplines. An impact factor of 2.43 might be extremely high in one discipline but relatively low in another. As a result, comparing most bibliometric indicators across disciplines is like comparing apples to oranges: It is essentially meaningless.

A third common mistake that evaluators make is that they fail to take time into account. Citations not only take time to accumulate, but they also continue to accumulate over time. Studies have shown that papers need at least two to three years after publication to accumulate enough citations for bibliometric indicators to be reliable [12, 13]. This means that the most recent papers included in any institutional evaluation using bibliometric indicators should be at least two years old. On the other hand, citations continue to accumulate after this initial time period, meaning that older papers tend to be more highly cited than younger ones because they have had more time to accumulate citations. As a result, any list of the most highly cited papers published in a discipline or journal over a given time period will be biased toward older papers. This also means that bibliometric indicators for individual authors will always be biased toward older authors. This is because younger authors do not have as many publications as older authors and because their publications have not had as much time to be cited.

OPPORTUNITIES

So, with all of the limitations and mistakes associated with bibliometric indicators, why would anyone use them? The short answer is because the gold standard, peer review, has its own problems. In addition to the time and cost it takes to perform, the peer-review process rarely produces consistent or reproducible results [14]. The recommendations of
one peer-review panel may directly contradict the recommendations of another, even when they are reviewing the same grant application or paper. Reviewers are also subject to conscious and unconscious forms of bias, which can seriously affect their judgment and ultimate recommendations [15]. Finally, in evaluations of individuals or institutions with hundreds to thousands of publications, peer reviewers cannot evaluate all of them, so they may read only a handful of papers and ignore the rest. These biases mean that although peer review remains the gold standard for evaluating scientific research, it is not without its flaws.

Bibliometric indicators, when used responsibly, can reduce these biases. It just so happens that the strengths of bibliometric indicators exactly correspond to the weaknesses of peer review. Bibliometric indicators can be calculated for an entire publication set and represent the collective judgment of a broad segment of the scientific research community, rather than that of the selected individuals chosen for the review panel. Bibliometric indicators can also be more transparent and reproducible than peer review. They can also help guide the review process by pointing out irregularities in the publication or citation records that the reviewers might wish to focus on during their review. As a result, the bibliometrics research community recommends that bibliometric indicators be used as a complement to, not a replacement for, informed peer review when evaluating scientific research [16, 17]. Each method balances the weaknesses of the other.

Combining bibliometric indicators and peer review results in more fair, balanced, and accurate assessments of scientific research. With nothing less than the future of scientific research at stake in these assessments, it is vital that we get them right. Using all of the tools available to us, and using them properly, seems like the least we can do.
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