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Abstract This paper is concerned with convex composite minimization problems in a Hilbert space. In these problems, the objective is the sum of two closed, proper, and convex functions where one is smooth and the other admits a computationally inexpensive proximal operator. We analyze a family of generalized inertial proximal splitting algorithms (GIPSA) for solving such problems. We establish weak convergence of the generated sequence when the minimum is attained. Our analysis unifies and extends several previous results. We then focus on ℓ₁-regularized optimization, which is the ubiquitous special case where the nonsmooth term is the ℓ₁-norm. For certain parameter choices, GIPSA is amenable to a local analysis for this problem. For these choices we show that GIPSA achieves finite “active manifold identification”, i.e. convergence in a finite number of iterations to the optimal support and sign, after which GIPSA reduces to minimizing a local smooth function. We prove local linear convergence under either restricted strong convexity or a strict complementarity condition. We determine the rate in terms of the inertia, stepsize, and local curvature. Our local analysis is applicable to certain recent variants of the Fast Iterative Shrinkage–Thresholding Algorithm (FISTA), for which we establish active manifold identification and local linear convergence. Based on our analysis we propose a momentum restart scheme in these FISTA variants to obtain the optimal local linear convergence rate while maintaining desirable global properties.
Keywords Inertial proximal gradient · Inertial forward-backward splitting · Momentum methods · FISTA · Lasso · Local linear convergence

1 Introduction

The primary problem considered in this paper is to

$$\min_{x \in \mathcal{H}} F(x) = f(x) + g(x)$$

where $\mathcal{H}$ is a Hilbert space over the real numbers, the functions $f, g : \mathcal{H} \to (-\infty, +\infty]$ are proper, convex and closed, and in addition $f$ is differentiable everywhere and has a Lipschitz continuous gradient. This problem has come under considerable attention in recent years due to its many applications in areas such as machine learning, compressed sensing and image processing [1,7,9,15,18,19,26,33,49]. Of particular interest in this paper will be the special case where the nonsmooth term is the $\ell_1$-norm, i.e.

$$\min_{x \in \mathbb{R}^n} \{ f(x) + \rho \|x\|_1 \}$$

where $\rho > 0$, and $\|x\|_1 = \sum_{i=1}^n |x_i|$. As has been widely recognized the $\ell_1$-norm encourages “sparse” solutions, i.e. solutions with few nonzero elements, which is its primary attraction [7,49]. A special case of Prob. (2) is

$$\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \|b - Ax\|_2^2 + \rho \|x\|_1 \right\}$$

with $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$, which is often referred to as sparse least-squares, sparse regression, basis pursuit, or lasso and is of vital importance in many areas [9,26,28,49]. Other important instances of Problem (1) include least-squares with a total-variation [16], nuclear norm [30], or group-sparse [7] regularizer, and minimization of a convex function constrained to a closed and convex set.

1.1 Background

The increasing size of Problems (1)–(3) in modern applications is driving the need for computationally inexpensive and scalable algorithms to find their solutions. In modern applications the number of variables and the number of data can be in the millions [7,28]. First-order splitting methods for solving optimization problems including (1) are simple and computationally inexpensive, and address the problem by splitting it into simpler subproblems. While the overall objective $F$ in Problem (1) may not have desirable properties, each component of the sum can be handled. The function $f$ is smooth which means it can be processed via its gradient, and many popular nonsmooth regularizers can be processed via a computationally tractable proximal operator [19]. Importantly, first-order methods do not rely on or approximate second
order information, which may be prohibitively expensive in high dimensions. The concept of splitting has also been applied to more complicated objectives [21,23,45]. These techniques can also be viewed in the broader context of monotone inclusion problems and variational inequalities which includes convex optimization as a special case [8,21,22,32,42,45].

The celebrated first-order splitting method for Problem (1) is the proximal forward-backward splitting algorithm (FBS) [20,42]. For this method the convergence rate of the objective function to the optimal value is as good as if the nonsmooth component were not present. Weak convergence of the iterates is also guaranteed and linear convergence occurs on strongly convex problems [8, Cor. 27.9, Ex. 27.12]. Line search techniques allow for when the gradient is not Lipschitz continuous or the Lipschitz constant is unknown [9,10]. FBS is also commonly referred to as the proximal gradient method. For the special case of Problems (2)–(3) it is often referred to as the iterative shrinkage and soft-thresholding algorithm (ISTA) due to the form of the proximal operator with respect to the $\ell_1$-norm. Other state-of-the-art approaches to solving Problem (1) and Problems (2)–(3) in particular include coordinate descent [24], ADMM [1], and stochastic methods [46].

Another class of methods of particular interest in this paper are inertial methods (a.k.a. momentum methods). These are iterative schemes for solving monotone inclusion and optimization problems, as well as computing fixed points, which often have connections to systems of differential equations (e.g. [3,6,43,44,47]). Their defining property is that the next iterate depends on more than one previous iterate (i.e. they are multistep). A very early example is due to Polyak [43], who introduced the heavy ball with friction method for minimizing a strongly convex quadratic function which can greatly improve upon the convergence speed of the simple gradient method (see also [44, p. 65]). The conjugate gradient method is inertial, as are Nesterov’s celebrated accelerated methods, and their variants and extensions [9,25,37,50]. Inertial methods typically have the same per-iteration complexity as their noninertial counterparts. However in certain contexts they can be significantly faster [9,38,43,44].

1.2 Contributions

In this paper we consider the following Inertial Forward–Backward Splitting Algorithm (I-FBS):

$$y^{k+1} = x^k + \alpha_k (x^k - x^{k-1}), \quad (4)$$

$$x^{k+1} = \text{prox}_{\lambda_k g} \left( y^{k+1} - \lambda_k \nabla f (y^{k+1}) \right), \quad (5)$$

with $x^0, x^1 \in \mathcal{H}$. The sequences $\{\alpha_k, \lambda_k\}_{k \in \mathbb{N}}$ are in $\mathbb{R}_+$. The proximal operator $\text{prox}_g : \mathcal{H} \to \mathcal{H}$ will be properly defined in Sect. 2.3. FBS is recovered when $\alpha_k = 0$. I-FBS is related to the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) introduced in [9], which is itself related to earlier accelerated methods [25,37,38]. FISTA corresponds to a particular choice for the inertia sequence $\{\alpha_k\}_{k \in \mathbb{N}}$ in I-FBS. The goal of our global convergence analysis is different from that of the literature on FISTA.
in that we are concerned with deriving general conditions on $\alpha_k$ which imply convergence of the iterates. For example the choice $\alpha_k = 0.5$ for all $k \in \mathbb{N}$ is not explicitly covered by the FISTA literature but is covered by our analysis. To clarify notation, we will use “I-FBS” to refer to all parameter choices satisfying our convergence criteria given in Corollary 1, and “FISTA” to refer to the parameter choices which guarantee an $O(1/k^2)$ objective function rate (for example [9,16,38]). We note that our local analysis for $\ell_1$-regularized problems applies to both I-FBS and certain variants of FISTA. For these problems we characterize the local performance of FISTA and provide ways to improve it.

The well-known property of FISTA is the “fast” $O(1/k^2)$ objective function convergence rate for Problem (1). It is important to note that we do not expect this global objective function behavior to hold for I-FBS. Nevertheless the goal of this paper is not to study objective function convergence rates, but convergence of the iterates $\{x^k\}_{k \in \mathbb{N}}$, which is also important in practice [19, p. 5]. When we do compute convergence rates in the local analysis, they are asymptotically linear rates applicable to the iterates, i.e. $\|x^k - x^*\| \leq Cq^k$ for sufficiently large $k$, where $x^*$ is an optimal solution, and $q \in (0, 1)$. One of the main findings of our local analysis for Problem (2) is that despite the optimal global sublinear convergence rate of FISTA, its local convergence performance can be greatly improved. This is important for applications where a high accuracy solution is needed, such as medical imaging [18,33].

For the sake of generality our global analysis applies to the following scheme which we call the Generalized Inertial Proximal Splitting Algorithm (GIPSA). For all $k \in \mathbb{N}$ compute:

\[
\begin{align*}
y^{k+1} &= x^k + \beta_k(x^k - x^{k-1}), \\
z^{k+1} &= x^k + \alpha_k(x^k - x^{k-1}), \\
x^{k+1} &= \text{prox}_{\lambda_k g}(y^{k+1} - \lambda_k \nabla f(z^{k+1})).
\end{align*}
\]

Throughout the paper we will refer to $\{\alpha_k, \beta_k\}_{k \in \mathbb{N}}$ as the “inertia parameters” and $\{\lambda_k\}_{k \in \mathbb{N}}$ as the “stepsize”. Note that I-FBS is recovered when $\alpha_k = \beta_k$. The main motivation for studying the more general (6)–(7) is that it unifies several existing schemes which correspond to particular parameter choices [3,16,17,26,32,34,36]. Thus our global convergence analysis of GIPSA unifies and extends the prior art. Certain special cases of GIPSA (e.g. [32,36]) solve the more general maximal monotone inclusion problem:

\[
\text{Find } x \text{ s.t. } 0 \in A(x) + B(x)
\]

where $A$ and $B$ are maximal monotone and $B$ is cocoercive. Other special cases were introduced as inertial versions of the Krasnosel’skiǐ-Mann (KM) iterations for finding fixed points [12,34]. In this paper we focus on convex optimization, which allows us

---

1 In fact we expect the objective function values of I-FBS to reach the minimum with speed $o(1/k)$ if the parameters satisfy the conditions of Theorem 1. However this analysis is beyond the scope of this paper.

2 Setting $A = \partial g$ and $B = \nabla f$ recovers Problem (1).
to obtain less stringent convergence criteria than in those previous studies because we can use properties unique to convex functions. We note that GIPSA was originally suggested in [31], however our convergence conditions are more general. GIPSA is also related (via discretization) to the continuous ODEs studied in [4,47].

We apply our global analysis to GIPSA rather than the simpler I-FBS in order to unify several previous results under one analysis, and to “fill the gaps” between them. For example [3,32,34,36] correspond to special parameter choices of GIPSA. However note that our primary practical concern is I-FBS, for which our proposed adaptive restart method for Problem (2) outperforms the existing FISTA-type methods.

Our main contributions are:

1. A global convergence analysis of GIPSA.
2. A local convergence analysis of I-FBS and FISTA for \(\ell_1\)-regularized problems.
3. An adaptive restart modification of FISTA with improved local convergence properties for \(\ell_1\)-regularized problems.

We now explain each contribution in more detail.

### 1.2.1 Global analysis

In our global analysis we establish conditions on \(\{\alpha_k, \beta_k, \lambda_k\}_{k \in \mathbb{N}}\) that imply the global weak convergence of the iterates \(\{x_k, y_k, z_k\}_{k \in \mathbb{N}}\) of GIPSA to a solution of Problem (1). No theoretical convergence study of (6)–(7) specialized to convex optimization exists. Special cases of GIPSA corresponding to different parameter choices have been studied previously in [32,34,36]. However these analyses were not specialized to Problem (1) and therefore impose stricter conditions on the stepsize and inertia parameter than developed here.

Our global analysis builds on the investigation of the inertial proximal algorithm of [3]. This algorithm corresponds to GIPSA when the smooth function \(f\) is not present. Essentially our global analysis extends [3, Theorem 3.1] to the composite case. We show that a multistep Lyapunov energy function is nonincreasing and this allows us to establish finiteness of the sum of the squared increments, i.e. \(\sum_{k \in \mathbb{N}} \|x^k - x^{k-1}\|^2 < \infty\). This condition is also needed for the local analysis. Weak convergence then follows via Opial techniques adapted from [36].

### 1.2.2 Local analysis

The forward-backward nature of I-FBS makes it amenable to a local analysis for Problems (2)–(3). It has been observed that FBS obtains local linear convergence for Problem (2) and others [2,13,26,29,30]. This means that after finitely many iterations, the iterates are permanently confined to a manifold containing the solution with respect to which the objective function is smooth. Thus after a finite time period, convergence to a solution is linear, so long as the local part of the function is also strongly convex, or a strict complementarity condition holds [26,30]. For Problem (2) the objective function is smooth with respect to vectors of fixed sign and support.

We extend these results to I-FBS and FISTA. We show that I-FBS achieves local linear convergence and we determine the convergence rate in terms of the local cur-
vature, the stepsize, and the inertia parameter. Importantly our analysis shows that adding the correct inertia term allows for a far better asymptotic convergence rate than is achievable with FBS (or FISTA). The local analysis borrows from the framework developed in [26], however extensive differences emerge in order to incorporate the inertia term.

We note that our local analysis results and techniques differ from what was presented in [48], which used a spectral analysis to study the local behavior of FBS and FISTA applied to Problem (3). In contrast our analysis is based around exploiting the contractive properties of the soft-thresholding operator, which is the proximal operator with respect to the $\ell_1$-norm. The authors of [48] claim that both algorithms obtain local linear convergence when the minimizer is unique and a strict complementarity condition holds. Some of our results require neither of these conditions (Theorems 2 and 3) while others depend on either strict complementarity (Theorem 4) or solution uniqueness (Corollary 2). Unlike [48], we can compute Q-linear and R-linear convergence rates and this allows us to determine the optimal value for the inertia parameter. Many of our results also hold for the more general Problem (2). Our local analysis is also related to [27] and we discuss this relationship in more detail in Sect. 3.4.

We note that it is possible to derive upper bounds on the number of iterations not confined to the optimal smooth manifold within our analysis framework. To the best of our knowledge this is not possible in the competing frameworks [27,48]. In some situations these upper bounds might be useful, however in general they appear to be overly pessimistic compared to what is observed in practice.

1.2.3 Adaptive restart

Recently Chambolle and Dossal studied a variant parameter choice of FISTA which we will call FISTA-CD [16]. FISTA-CD was also studied in [4,5]. This variant has some stronger properties than the original version of FISTA due to Beck and Teboulle [9]. In this paper we use these strong properties to establish the local convergence behavior of FISTA-CD for Problems (2) and (3). We prove that FISTA-CD, exactly like I-FBS, obtains finite manifold identification for these problems. Furthermore, we show that after finitely many iterations FISTA-CD reduces to the form of a linear iterative system that has been studied previously in [40], allowing us to determine the asymptotic linear convergence rate. This rate is worse than that of the best choice for the inertia parameter in I-FBS and is comparable with the rate of (non-inertial) FBS. We then propose an adaptive restart for FISTA-CD which obtains the optimal asymptotic convergence rate. Furthermore the restart scheme does not require knowledge of the local curvature parameter. Also important is that our proposed restart scheme preserves the optimal global convergence rate of FISTA-CD while also obtaining the optimal local convergence rate.

We note that restart techniques have been proposed before for accelerated methods, as well as conjugate gradient schemes, but only in the context of smooth and strongly convex problems [11, p. 140], [35,40,47]. It has been conjectured that restarting could

---

3 Among first-order methods.
improve the performance of FISTA even in the presence of nonsmooth regularizers [15, p. 36], [40, §5.2]. Our contribution is to show that this is indeed true for the case of the $\ell_1$-norm and to derive explicit convergence rates.

1.3 Paper organization

The rest of the paper is organized as follows. In Sect. 2, notation, definitions, assumptions and some preparatory results are presented. In Sects. 3.1–3.3 we detail the conclusions of our global analysis of GIPSA for Problem (1). In Sects. 3.4–3.8 we give the results of our local convergence analysis of I-FBS and FISTA-CD for Problems (2)–(3). In Sect. 4, a small synthetic numerical experiment on Problem (3) is presented in order to corroborate some of our theoretical findings. Finally the proofs of all our results are given in Sects. 5–9.

2 Preliminaries

2.1 Notation

For the most part the notation and conventions follow [8]. Thus $\mathcal{H}$ is a Hilbert space over the reals, $(\cdot, \cdot)$ is the inner product and $\| \cdot \|$ is the induced norm. For $\mathbb{R}^n$ we assume the standard Euclidean norm and inner product and use $\| \cdot \|_1$ to denote the $\ell_1$-norm. The notation $\mathbb{R}_+$ denotes the set of all nonnegative reals. Let $I_0(\mathcal{H})$ be the set of all closed, convex and proper functions from $\mathcal{H}$ to $(0, \infty]$. For any $g : \mathcal{H} \to (0, \infty]$ and point $x \in \mathcal{H}$, we denote by $\partial g(x)$ the subdifferential at $x$ [8, Def. 16.1], and by $\text{dom } \partial g \subset \mathcal{H}$ the set of $x$ such that $\partial g(x)$ is nonempty.

For $a : \mathbb{R} \to \mathbb{R}$, $b : \mathbb{R} \to \mathbb{R}$, and $c \in [-\infty, +\infty]$, the notation $a(l) = \Omega(b(l))$ (resp. $a(l) = \Omega(b(l))$) means there exists a constant $C \geq 0$ such that $\lim \sup_{l \to c} |a(l)/b(l)| \leq C$ (resp. $\lim \inf_{l \to c} |a(l)/b(l)| \geq C$). We will say a sequence $\{x^k\}_{k \in \mathbb{N}} \subset \mathcal{H}$ converges $\mathcal{R}$-linearly to $x^* \in \mathcal{H}$ with rate of convergence $q \in (0, 1)$, if $\|x^k - x^*\| = O(q^k)$. We say $x^k$ converges to $x^*$ $\mathcal{Q}$-linearly with rate $q \in (0, 1)$ if $\lim_{k \to \infty} \left\{ \|x^k - x^*\|/\|x^{k-1} - x^*\| \right\} = q$. Colloquially we will refer to both $\mathcal{Q}$-linear and $\mathcal{R}$-linear convergence simply as linear convergence. Occasionally we say local or asymptotically linear convergence. We use $x^k \to x^*$ to denote strong convergence and $x^k \rightharpoonup x^*$ to denote weak convergence.

For Problem (1) define the optimal value as $F^* \triangleq \inf_{x \in \mathcal{H}} F(x)$ and the solution set as $X^* \triangleq \{ x \in \mathcal{H} : F(x) = F^* \}$ which may be empty. For the sequence $\{x^k\}_{k \in \mathbb{N}}$ generated by (6)–(7), let $\Delta_k$ denote $x^k - x^{k-1}$ for all $k \in \mathbb{N}$. Given a function $a : \mathbb{R} \to \mathbb{R}$, we say that the iteration complexity of a method for minimizing $F$ is $\Omega(a(\epsilon))$ if $k = \Omega(a(\epsilon))$ implies $F(x^k) - F^* = O(\epsilon)$ as $\epsilon \to 0$.

For a sorted set $S \subseteq \{1, 2, \ldots, n\}$ with no repeated elements, let $S(i), i = 1, \ldots, |S|$ be the $i$th element of $S$. For a matrix $A \in \mathbb{R}^{m \times n}$, $A_S$ will denote the matrix in $\mathbb{R}^{m \times |S|}$ formed by taking the columns corresponding to the elements of $S$. That is $A_S(i, j) = A(i, S(j))$. For a vector $v \in \mathbb{R}^n$, $v_S$ will denote the $|S| \times 1$ vector with entries given by $v_S(i) = v(S(i))$. The notation $(v_S, 0)$ will denote the vector in $\mathbb{R}^n$ whose $j$th entry is $v(j)$ if $j \in S$ and 0 otherwise. The range space and null space of
a matrix $A$ are denoted by $\mathcal{R}(A)$ and $\mathcal{N}(A)$ respectively. Given $c \in \mathbb{R}$ and $x \in \mathbb{R}^n$, $\text{sgn}(c)$ is defined as $+1$ if $c \geq 0$ and $-1$ if $c < 0$, $\text{sgn}(x)$ is simply applying $\text{sgn}(-)$ elementwise. Finally $[c]_+ \triangleq \max(c, 0)$.

The following identity appears in many convergence analyses and we will use it many times. For all $x, y, z \in \mathcal{H}$,

$$
\langle x - y, x - z \rangle = \frac{1}{2} \|x - y\|^2 + \frac{1}{2} \|x - z\|^2 - \frac{1}{2} \|y - z\|^2.
$$

(10)

2.2 Properties of convex and smooth functions

Now we list some properties of the subdifferential, as well as convex and smooth functions. For the Fréchet and Gâteaux definitions of differentiability we refer to [8, Definition 2.45 and 2.43]. Note that Fréchet differentiability on a neighborhood of a point implies Gâteaux differentiability at that point, and the two derivatives agree [8, Lemma 2.49(i)]. Consider $f : \mathcal{H} \to (-\infty, +\infty]$. Then

$$
\langle t, u - v \rangle \geq f(u) - f(v), \ \forall v \in \mathcal{H}, \ u \in \text{dom} \partial f, \ \text{and} \ t \in \partial f(u),
$$

(11)

and

$$
\langle t - p, u - v \rangle \geq 0, \ \forall u, v \in \text{dom} \partial f, \ t \in \partial f(u) \text{ and } p \in \partial f(v).
$$

(12)

For a proper and convex function which is Gâteaux differentiable everywhere on $\mathcal{H}$, (11)–(12) hold for all $u, v \in \mathcal{H}$ [8, Prop. 17.10] and $\partial f(x) = \{\nabla f(x)\}$ (i.e. a singleton) everywhere.

We say that a Fréchet differentiable function $f$ has $L$-Lipschitz continuous gradient if $\|\nabla f(y) - \nabla f(x)\| \leq L \|y - x\|, \ \forall x, y \in \mathcal{H}$. For such a function [8, Thm. 18.15 (iii)]:

$$
f(u) - f(v) \leq \langle \nabla f(v), u - v \rangle + \frac{L}{2} \|u - v\|^2, \ \forall u, v \in \mathcal{H}.
$$

(13)

The gradient $\nabla f$ of a convex and Fréchet differentiable function is $L$-Lipschitz continuous if and only if [8, Cor. 18.16]

$$
\langle \nabla f(u) - \nabla f(v), u - v \rangle \geq \frac{1}{L} \|\nabla f(u) - \nabla f(v)\|^2, \ \forall u, v \in \mathcal{H}.
$$

(14)

This is the celebrated Baillon–Haddad Theorem.

2.3 Proximal operators

The proximal operator $\text{prox}_g : \mathcal{H} \to \mathcal{H}$ with respect to a function $g \in \Gamma_0(\mathcal{H})$ is defined implicitly as: $y - \text{prox}_g(y) \in \partial g(\text{prox}_g(y))$, and explicitly as
\[ \text{prox}_g(y) = \arg \min_{x \in \mathcal{H}} \left\{ \frac{1}{2} \| x - y \|^2 + g(x) \right\}, \quad \forall y \in \mathcal{H}. \]

The proximal operator is a well-defined mapping from \( \mathcal{H} \) to \( \text{dom} \partial g \) [8, Prop. 23.2, Example 23.3]. In light of the implicit definition of the proximal operator we point out that the update equation for GIPSA given in (7) can be written implicitly as

\[ 0 \in x^{k+1} - y^{k+1} + \lambda_k \partial g(x^{k+1}) + \lambda_k \nabla f(z^{k+1}). \quad (15) \]

Now \( \rho \cdot \| \cdot \|_1 \in \Gamma_0(\mathbb{R}^n) \) and the proximal operator associated with it is the shrinkage and soft-thresholding operator \( S_\rho(v) : \mathbb{R} \to \mathbb{R} \), applied elementwise. It is defined as

\[ S_\rho(v) \triangleq [\|v\| - \rho]_+ \text{sgn}(v) \quad \text{and} \quad \{\text{prox}_{\rho \cdot \| \cdot \|_1}(z)\}_i = S_\rho(z_i), \quad i = 1, 2, \ldots, n. \quad (16) \]

2.4 Assumptions and optimality conditions

Now we are ready to precisely state the assumptions used throughout the paper.

**Assumption 1** [Problems (1)–(2)] The functions \( f \) and \( g \) are in \( \Gamma_0(\mathcal{H}) \), \( \text{dom} \partial g \) is nonempty, \( f \) is Fréchet differentiable everywhere and has an \( L \)-Lipschitz continuous gradient with \( L > 0 \), and \( F^* > -\infty \).

The optimality conditions for Problem (1) under Assumption 1 are as follows. A vector \( x^* \in X^* \) if and only if [8, Corollary 26.3 (vi)]

\[ 0 \in \partial F(x^*) = (\partial g + \nabla f)(x^*) = \partial g(x^*) + \{\nabla f(x^*)\}. \quad (17) \]

Note that this is equivalent to \( x^* \) satisfying

\[ x^* = \text{prox}_{\lambda g}(x^* - \lambda \nabla f(x^*)) \quad (18) \]

for all \( \lambda > 0 \) [8, Corollary 26.3 (viii)]. Thus \( x^* \) is a solution to Problem (1) if and only if it is a fixed point of the forward-backward operator: \( T_\lambda(x) \triangleq \text{prox}_{\lambda g}(x - \lambda \nabla f(x)). \)

Note that \( T_\lambda \) is nonexpansive so long as \( 0 \leq \lambda < 2/L \) [8, Thm. 25.8].

The function \( \frac{1}{2} \|Ax - b\|^2 \) is differentiable and has gradient equal to \( A^\top (Ax - b) \) which is Lipschitz continuous with Lipschitz constant equal to the largest eigenvalue of \( A^\top A \). The objective function in Problem (3) is bounded below by 0. As previously stated, \( \rho \cdot \| \cdot \|_1 \in \Gamma_0(\mathcal{H}) \) and \( \text{dom} \partial \cdot \| \cdot \|_1 = \mathbb{R}^n \). Therefore Problem (3) satisfies Assumption 1. Thus results proved for Problem (1) hold for all problems, while results proved for Problem (2) also hold for Problem (3). Note that the solution set \( X^* \) of Problem (3) is always nonempty.

2.5 Properties of the solution set of Problem (2)

**Lemma 1** Suppose Assumption 1 holds for Problem (2) and \( X^* \) is nonempty, then there exists a vector \( h^* \in \mathbb{R}^n \) such that for all \( x^* \in X^* \), \( \nabla f(x^*) = h^* \). Furthermore,
for all \( i \in \{1, 2, \ldots, n\} \) and \( x^* \in X^* : -h^*_ix^*_i \geq 0 \). Finally

\[
\begin{align*}
\frac{h^*_i}{\rho} = & -1 : \text{ if } \exists x^* \in X^* : x^*_i > 0 \\
= & +1 : \text{ if } \exists x^* \in X^* : x^*_i < 0 \\
\in & [-1, 1] : \text{ else.}
\end{align*}
\]

Proof See Sect. 5.

Let \( E \triangleq \{ i : |h^*_i| = \rho \} \) and note that \( E^c = \{ i : |h^*_i| < \rho \} \). Throughout the paper we will assume the elements of \( E \) are in increasing order. By Lemma 1, we infer that \( \text{supp}(x^*) \subseteq E \) for all \( x^* \in X^* \). The set \( E \) will be crucial to our local analysis.

\[\square\]

### 2.6 Properties of FISTA-CD

Chambolle and Dossal [16] analyzed a variant parameter choice of FISTA which has the \( O(1/k^2) \) global objective function convergence rate and also convergence of the sequence \( \{x^k\}_{k \in \mathbb{N}} \) to a minimizer (see also [4,5]). They considered the following parameter choice for GIPSA (more specifically I-FBS), which we refer to as FISTA-CD:

\[
x^1 = x^0, \quad \lambda_k = \lambda \in (0, 1/L], \quad \alpha_k = \beta_k = \frac{k - 1}{k + a}, \quad a > 2, \quad \forall k \in \mathbb{N}. \tag{19}
\]

For a discussion on how to choose \( a \) see [16, §4]. We now detail the important properties of FISTA-CD derived in [16] which we need for our analysis.

**Lemma 2** [16] Suppose Assumption 1 holds for Problem (1), \( X^* \) is nonempty, and \( \{\lambda_k\}_{k \in \mathbb{N}} \) and \( \{\alpha_k\}_{k \in \mathbb{N}} \) are chosen as in (19). Then for the iterates \( \{x^k\}_{k \in \mathbb{N}} \) of (6)–(7):

1. [16, Theorem 4.1: Eq. (25)]

\[
\sum_{k=1}^{\infty} \sum_{j=1}^{k} \left( \prod_{l=j}^{k} \alpha_l \right) \|x^j - x^{j-1}\|^2 < \infty. \tag{20}
\]

2. [16, Theorem 4.1] There exists \( \hat{x} \in X^* \) such that \( x^k \rightharpoonup \hat{x} \).

### 3 Main results

#### 3.1 Global convergence analysis of GIPSA

In this section we state conditions on \( \{\alpha_k, \beta_k, \lambda_k\}_{k \in \mathbb{N}} \) which imply weak convergence of the iterates \( \{x^k, y^k, z^k\}_{k \in \mathbb{N}} \) of (6)–(7) to a minimizer of Problem (1) under Assumption 1. These conditions also imply finite summability of the squared increments of the sequence, which will be useful in the local analysis. The finite summability result also makes it trivial to prove criticality of the limit points which we include for completeness.
Theorem 1  For Problem (1), suppose Assumption 1 holds. Assume \( \{\lambda_k\}_{k \in \mathbb{N}} \) is positive and nondecreasing, and there exists \( \epsilon > 0 \), \( 0 < \gamma < 2 \) and \( 0 \leq \beta < 1 \) such that sequences \( \{\lambda_k, \alpha_k, \beta_k\}_{k \in \mathbb{N}} \) satisfy:

\[
0 \leq \alpha_k \leq 1, \quad 0 \leq \beta_k \leq \overline{\beta}, \quad \lambda_k \alpha_k \leq \frac{\beta_k}{L}, \quad \lambda_k \leq \frac{2 - \gamma}{L}
\]

and

\[
2 - \lambda_k L (1 - \alpha_k) - \beta_k - \beta_{k+1} \geq \epsilon
\]

for all \( k \in \mathbb{N} \). Then for the iterates \( \{x^k, y^k, z^k\}_{k \in \mathbb{N}} \) of (6)–(7):

(i) \( \sum_{k \in \mathbb{N}} \|x^k - x^{k-1}\|^2 < \infty \),

(ii) \( d(0, \partial F(x^k)) \to 0 \) as \( k \to \infty \).

(iii) If \( X^* \) is nonempty then there exists \( \hat{x} \in X^* \) such that \( x^k \rightharpoonup \hat{x}, y^k \rightharpoonup \hat{x} \) and \( z^k \rightharpoonup \hat{x} \).

Proof  See Sect. 6. \( \square \)

With some effort Theorem 1 can be extended to inexact proximal operators through the use of the \( \epsilon \)-enlarged subdifferential under a summability condition on the errors [14]. It can also be extended to versions which incorporate a relaxation parameter. To simplify the presentation, proof, and notation, we do not detail these elaborations.

For the special case where \( \alpha_k = 0 \), Theorem 1 provides more general parameter constraints than existing guarantees derived in [36]. Suppose \( \lambda_k = \lambda \in [0, 2/L) \), then [36] requires \( \beta_k \) to be nondecreasing and to satisfy \( 0 \leq \beta_k \leq \overline{\beta} \) where \( \overline{\beta} < (2 - \lambda L)/6 \). On the other hand, Theorem 1 requires: \( \beta_k + \beta_{k+1} \leq 2 - \lambda L - \epsilon \), which is satisfied if \( \overline{\beta} < (2 - \lambda L)/2 \). Note that [36] and Theorem 1 have the same requirement on the stepsize.

3.2 Specialized conditions for I-FBS

We now simplify the conditions for the case of I-FBS, i.e. \( \alpha_k = \beta_k \). For consistency, let \( \overline{\alpha} = \beta \). In this case:

\[
2 - \alpha_k - \alpha_{k+1} + \lambda_k L (\alpha_k - 1) \geq 1 - \alpha_{k+1} \geq 1 - \overline{\alpha} > 0.
\]

Therefore \( \epsilon = 1 - \overline{\alpha} \) satisfies (21). Next note that if we choose any \( \gamma < 1 \), the condition on the stepsize simplifies to \( \lambda_k \leq 1/L \) for all \( k \). In the case of FBS: i.e. \( \alpha_k = \beta_k = 0 \), Thm. 1 allows for larger stepsizes: \( \lambda_k L \leq 2 - \gamma < 2 \), which agrees with the standard criteria for FBS (e.g. [8, Thm. 25.8]). We formalize this in the following corollary.

Corollary 1 Assume \( \{\lambda_k\}_{k \in \mathbb{N}} \) is nondecreasing, \( \lambda_k \in (0, 1/L) \), and \( 0 \leq \alpha_k \leq \overline{\alpha} < 1 \) for all \( k \). Then for the iterates of I-FBS (4)–(4), for Problem (1), Assumption 1 implies (1) and (1) of Theorem 1. Assumption 1 and nonemptiness of \( X^* \) imply (1) of Theorem 1.

Note that the condition on \( \alpha_k \) is more general than the requirement on the inertia parameter given in [32] which is

\[
1 - 3\alpha_k - \lambda L (1 - \alpha_k)^2 / 2 \geq \eta
\]
where \( \lambda_k = \lambda \in (0, 2/L) \) for all \( k \) and \( \eta > 0 \) is some constant. Note that [32] does allow larger values of the stepsize \( \lambda \), up to \( 2/L \) so long as \( \alpha_k \) is sufficiently small.

We emphasize that Corollary 1 does not apply to any of the FISTA variants because in all such algorithms \( \alpha_k \to 1 \). See [16] for a proof of weak convergence of the iterates of FISTA-CD.

It is interesting to note that for FBS the convergence criteria are the same for Prob. (9) (monotone inclusion problem) and problem (1) [8, Thm. 25.8 and Cor. 27.9]. However for GIPSA and I-FBS, this does not appear to be the case.

### 3.3 Discussion of the general case

We have discussed the special cases: \( \alpha_k = \beta_k \) and \( \alpha_k = 0 \), we now discuss the general case. To simplify the discussion, consider fixed choices, i.e. \( \{\alpha_k, \beta_k, \lambda_k\} = \{\alpha, \beta, \lambda\} \) for all \( k \). Then (21) becomes

\[
\alpha \in [0, 1], \beta \in [0, 1), \quad 0 < \lambda L \leq \min \left\{ \frac{\beta}{\alpha}, \frac{2(1 - \beta) - \epsilon}{1 - \alpha} \right\}
\]

for some \( \epsilon > 0 \) with the convention: \( 0/0 = \infty \). Now if we set \( \epsilon \) to 0, the two arguments to min in (22) are equal if \( \alpha = \alpha^*(\beta) = \frac{\beta}{2 - \beta} \). Substituting this into the expression yields \( \lambda L < 2 - \beta \). If \( \alpha < \alpha^*(\beta) \) then the right-hand expression in the argument of min is the smallest, else it is the left-hand expression. Thus the condition on \( \lambda \) is

\[
\lambda L < \begin{cases} 
\frac{2(1-\beta)}{1-\alpha} & : \text{ if } 0 \leq \alpha \leq \alpha^*(\beta) \\
\frac{\beta}{\alpha} & : \text{ if } \alpha^*(\beta) \leq \alpha \leq 1.
\end{cases}
\]  

While \( \alpha = \alpha^*(\beta) \) provides the largest range of feasible stepsize parameters according to our theoretical convergence analysis, we do not claim that it is the “best” choice for a given instance of problem (1). For I-FBS for problem (2) our local convergence analysis derives some good parameter choices (See Sects. 3.4–3.8). However determining good parameter choices more generally for GIPSA is beyond the scope of this paper.

### 3.4 Finite convergence results for I-FBS

We now turn our attention to Problems (2)–(3) and establish the local convergence behavior of I-FBS and FISTA-CD. The upcoming theorem proves convergence in a finite number of iterations for the components in \( E^c \) to 0, and for the components in \( E \) to the optimal sign (recall \( E \triangleq \{i : |h_i^*| = \rho\} \) where \( h^* \) is defined in Lemma 1). Following the terminology of [27,30] we will refer to this as the “finite active manifold identification” property. The manifold in the \( \ell_1 \)-norm setting is the halfspace of vectors with support a subset of \( E \) and nonzero components with sign equal to \( -h_i^*/\rho \).

**Theorem 2** For problem (2) suppose that Assumption 1 holds and \( X^* \) is nonempty, thus there exists \( h^* \in \mathbb{R}^n \) satisfying the conditions of Lemma 1. Assume that either:
1. \{\lambda_k\}_{k \in \mathbb{N}} is nondecreasing, 0 < \lambda_k \leq 1/L, and 0 \leq \alpha_k \leq \bar{\alpha} < 1 for all \(k \in \mathbb{N}\), or
2. \{\alpha_k, \lambda_k\}_{k \in \mathbb{N}} are chosen according to (19) (i.e. FISTA-CD),

then for all but finitely many \(k\) the iterates \(\{x^k, y^k\}_{k \in \mathbb{N}}\) of I-FBS, (4)–(4), satisfy

\[
\text{sgn} \left( y^k_i - \lambda_{k-1} \nabla f(y^k)_i \right) = -\frac{h^*_i}{\rho}, \quad \forall i : |h^*_i| = \rho, \tag{24}
\]

and

\[
x^k_i = y^k_i = 0, \quad \forall i : |h^*_i| < \rho. \tag{25}
\]

**Proof** See Sect. 7. \qed

Note that if \(x^k_i \neq 0\), then (16) implies that \(\text{sgn}(x^k_i) = \text{sgn}(y^k_i - \lambda_k \nabla f(y^k)_i)\). Note that [26, Theorem 4.5] is recovered when \(\alpha_k = 0\) for all \(k\).

The authors of [27] studied finite convergence results for prox-regular and partially smooth functions, which includes problem (2). Specialized to this problem, the analysis of [27, Theorem 5.3] establishes finite convergence in support and sign for any algorithm which produces a convergent iterate sequence, under the following additional condition: \(0 \in \text{rint}(\partial F(x^*))\) for the limit \(x^* = \lim_{k \to \infty} x^k\). In the context of problem (2) this condition is equivalent to the “strict complementarity condition” discussed in Sect. 3.7, i.e. \(E = \text{supp}(x^*)\). In contrast, Theorem 2 is more general in that it proves finite convergence to 0 on \(E^c \subseteq \text{supp}(x^*)^c\) and sign on \(E\). It does not require \(E = \text{supp}(x^*)\). However when this is true, Theorem 2 coincides with [27, Theorem 5.3].

Given that I-FBS converges in a finite number of iterations to the optimal manifold, it could be desirable to switch to a local procedure which searches in the space of lower dimension. Indeed for problem (3), if the solution is unique and the support and sign of the solution are known, then the values of the nonzero entries can be computed by solving a linear system with dimension equal to the number of nonzero entries [7, p. 20]. Theorem 2 also motivates combining two-stage “active-set” strategies such as the one described in [51] with I-FBS or FISTA-CD. Active-set strategies alternate between iterated shrinkage-thresholding updates to identify the active manifold, and local optimization procedures to estimate the nonzero entries. Using I-FBS/FISTA-CD to identify the active manifold within such a framework is an interesting topic for future work.

### 3.5 Reduction to smooth minimization

Theorem 2 allows us to characterize the behavior of I-FBS after a manifold identification period of finite duration. In the following theorem, we show that after a finite number of iterations, I-FBS (including FISTA-CD) reduces indefinitely to minimizing a smooth function over \(E\) subject to an orthant constraint.
Theorem 3 For problem (2) suppose that Assumption 1 holds and $X^*$ is nonempty, thus there exists $h^* \in \mathbb{R}^n$ satisfying the properties of Lemma 1. Recall $E \triangleq \{i : |h^*_i| = \rho\}$ and let $\phi : \mathbb{R}^{|E|} \rightarrow \mathbb{R}$ be defined as

$$
\phi(x_E) \triangleq -(h^*_E)^T x_E + f((x_E, 0)),
$$

where $x \in \mathbb{R}^n$. Let the set $O_E \subset \mathbb{R}^{|E|}$ be defined as

$$
O_E \triangleq \{v \in \mathbb{R}^{|E|} : \text{sgn}(h^*_E(j))v_j \geq 0, \ \forall j \in \{1, 2, \ldots, |E|\}\}.
$$

Assume that either

1. $\{\lambda_k\}_{k \in \mathbb{N}}$ is nondecreasing, $0 < \lambda_k \leq 1/L$, and $0 \leq \alpha_k \leq \bar{\alpha} < 1$, for all $k$, or
2. $\{\alpha_k, \lambda_k\}_{k \in \mathbb{N}}$ are chosen according to FISTA-CD in (19),

then, for all but finitely many $k$, the iterates $\{x^k, y^k\}_{k \in \mathbb{N}}$ of I-FBS, (4)–(4), satisfy

$$
x^{k+1}_E = P_{O_E}(y^{k+1}_E - \lambda_k \nabla \phi(y^{k+1}_E)),
$$

and $F(x^k) = \phi(x^k_E)$, where $F(x) = f(x) + \rho \|x\|_1$ and $P_{O_E}$ is the orthogonal projector onto $O_E$.

Proof See Sect. 8. The result of [26, Corollary 4.6] is recovered when $\alpha_k = 0$ for all $k$. $\Box$

3.6 Local linear convergence under local strong convexity

The analysis of the previous two sections shows that, after a finite number of iterations, I-FBS reduces to minimizing the function $\phi$ subject to an orthant constraint. This function can be strongly convex even if $f$ does not have this property. If $\phi$ is strongly convex, then local linear convergence can be achieved, as we prove in the following Corollary. Note that strong (in fact strict) convexity of $\phi$ implies solution uniqueness for problem (2).

Corollary 2 For problem (2) suppose that Assumption 1 holds and $\phi$ defined in (26) is strongly convex. Let $l_E$ be the strong convexity parameter of $\phi$. If $\lambda \in (0, 1/L)$, $0 < \mu \leq l_E$,

$$
\lambda_k = \lambda \text{ and } \alpha_k = \frac{1 - \sqrt{\mu\lambda}}{1 + \sqrt{\mu\lambda}} \forall k \in \mathbb{N},
$$

then the iterates $\{x^k\}_{k \in \mathbb{N}}$ of I-FBS, (4)–(4), converge to the unique solution $x^*$ of problem (2) R-linearly and $F(x^k)$ converges to $F^*$ R-linearly where $F(x) = f(x) + \rho \|x\|_1$. Specifically

$$
\|x^k - x^*\|^2 = O\left(\left(1 - \sqrt{\mu\lambda}\right)^k\right) \text{ and } F\left(x^k\right) - F^* = O\left(\left(1 - \sqrt{\mu\lambda}\right)^k\right).
$$
Proof Recall the definition of \( E \triangleq \{ i : |h^*_i| = \rho \} \). We consider \( k \) large enough that I-FBS has reduced to minimizing the \( l_E \)-strongly convex function \( \phi \), i.e. (28) holds, \( x^k_E = 0 \), and \( F(x^k) = \phi(x^k_E) \). The result can now be seen by considering Nesterov’s constant momentum scheme of [38, p. 76], however the variable \( \mu \) now represents a lower bound for the true strong convexity parameter of \( \phi \). It can be verified that this does not change the result given in [38, Thm 2.2.3]. Furthermore we allow stepsizes other than \( 1/L \), which is discussed on [38, p. 72]. Finally the minimization is with respect to the orthant \( O_E \) defined in (27). This simple modification of Nesterov’s scheme is discussed in [38, Algorithm (2.2.17)]. \( \square \)

Note this local linear convergence result does not depend on strict complementarity (i.e. \( E = \text{supp}(x^*) \)) unlike the local analysis of FBS in [13,30]. Suppose \( \mu = l_E \) and \( \lambda = 1/L \) then the convergence rate and iteration complexity are respectively

\[
F(x^k) - F^* = O \left( \left( 1 - \sqrt{\frac{l_E}{L}} \right)^k \right), \quad \text{iter. comp.} = \Omega \left( \sqrt{\frac{L}{l_E}} \log \frac{1}{\epsilon} \right). \tag{30}
\]

Given the nature of \( \phi \) this iteration complexity is optimal [38]. Indeed it is better than the iteration complexity of FBS [26] (which corresponds to I-FBS with \( \alpha_k \) equal to 0) which is \( \Omega \left( \frac{L}{l_E} \log 1/\epsilon \right) \).

Other parameter choices, such as Constant Scheme III of [38, p. 84], will also achieve local linear convergence with the same rate. However these choices along with (29) are difficult to use in practice as they depend on \( l_E \), which is hard to estimate. In Sect. 3.8 we will show how the rate and corresponding iteration complexity in (30) can be achieved without knowledge of \( l_E \) by combining a restart scheme with FISTA-CD.

3.7 Local linear convergence under strict complementarity

Local linear convergence can also be proved for problem (3) without requiring solution uniqueness. We require \( \lim_{k \to \infty} x^k \triangleq x^* \in X^* \) to obey the so-called “strict complementarity” condition: \( E = \text{supp}(x^*) \), where \( E \triangleq \{ i : |h^*_i| = \rho \} \). This is a common assumption also used in [13,26,27,30,48]. Note that this condition is not necessary for \( x^* \) to be the unique minimizer for problem (2) [52, Example (4)]. It is also not sufficient, which can be seen by considering the following instance of problem (3) taken from [52, Example (4)]:

\[
A = \begin{bmatrix} 1 & 0 & 2 \\ 0 & 2 & -2 \end{bmatrix}, \quad b = \begin{bmatrix} 1.5 \\ 1 \end{bmatrix}, \quad \rho = 1.
\]

This example has \( E = \{1, 2, 3\} \) and has infinitely many solutions which satisfy strict complementarity, such as \( (1/4, 3/8, 1/8)^T \). The name “strict complementarity” comes from considering the dual problem to problem (2) [39, § 6].

First we state the following proposition which shows that the proximal step (7) of I-FBS reduces to a gradient descent step after finitely many iterations, thus the proximal operator may be ignored. The proof follows [26, Lemma 5.3] closely.
Proposition 1 For problem (2), suppose Assumption 1 holds and $X^*$ is nonempty, thus there exists $h^* \in \mathbb{R}^n$ satisfying the conditions of Lemma 1. Let $E \triangleq \{ i : |h^*_i| = \rho \}$. Let $\{x^k, y^k\}_{k \in \mathbb{N}}$ be the iterates of I-FBS, (4)–(4). Assume either:

1. $\{\lambda_k\}_{k \in \mathbb{N}}$ is nondecreasing, $0 < \lambda_k \leq 1/L$ and $0 \leq \alpha_k \leq \underline{\alpha} < 1$ for all $k \in \mathbb{N}$, or
2. $\{\lambda_k, \alpha_k\}_{k \in \mathbb{N}}$ satisfy (19).

Let $x^* = \lim_{k \to \infty} x^k$ which exists by Corollary 1. Then for all but finitely many $k$,

$$x^k_i = y^k_i - \lambda_{k-1}(\nabla f(y^k)_i - h^*_i), \quad \forall i \in \text{supp}(x^*).$$

(31)

Proof See Sect. 9.

Under strict complementarity ($E = \text{supp}(x^*)$) we will refer to the regime where (31) is satisfied and $x^k_{Ec} = 0$ as “the large-$k$ regime” throughout the remainder of the paper. We refer to the regime where these conditions are not satisfied as “the small-$k$ regime”.

Now we consider a simple fixed parameter choice for problem (3). Under the strict complementarity condition, we can prove local linear convergence for any fixed choice of the inertia parameter in $[0, 1/L]$ and the stepsize in $(0, 1/L]$. The analysis turns out to be fairly elementary in this case since for this problem once in the large-$k$ regime the iterations form a simple 2nd order linear homogeneous recursion which has been studied before, for example in [40]. Note that we do not require the function $\phi$ defined in (26) to be strongly convex nor the minimizer to be unique.

Theorem 4 For problem (3) there exists $h^* \in \mathbb{R}^n$ satisfying the conditions of Lemma 1. Let $E \triangleq \{ i : |h^*_i| = \rho \}$. Let $\alpha_k = \alpha \in [0, 1)$ and $\lambda_k = 1/L$ for all $k \in \mathbb{N}$. Let the iterates of I-FBS, (4)–(4), be $\{x^k\}_{k \in \mathbb{N}}$ and $\lim_{k \to \infty} x^k = x^*$, which exists by Corollary 1. Suppose $E = \text{supp}(x^*)$ (i.e. strict complementarity holds). Then $x^k$ achieves local Q-linear convergence. In particular there exists $K > 0$, $C > 0$, and $q \in (0, 1)$ such that $\|x^k - x^*\| = Cq^k$ for all $k > K$. Let $\hat{\lambda}_E$ be the smallest nonzero eigenvalue of $A^T_E A_E$. If $\hat{\lambda}_E > 0$, $0 < \mu \leq \hat{\lambda}_E$ and $\alpha = (1 - \sqrt{\mu/L})/(1 + \sqrt{\mu/L})$, then $q = (1 - \sqrt{\mu/L})^{1/2}$. If $\hat{\lambda}_E = 0$ then $q \leq \alpha$. Finally $F(x^k)$ converges to $F^*$ with rate $q^2$.

Proof See Sect. 9.

This theorem extends [26, Theorem 4.11] to include a momentum term and shows that if the momentum term is chosen correctly it can accelerate the local Q-linear convergence rate. For simplicity we prove the result only for $\lambda_k = 1/L$ but the case $\lambda_k = \lambda \in (0, 1/L]$ can also be shown. We stress that in practice the quantities $\hat{\lambda}_E$ and $L$ are typically not known. In the next section we show that a simple adaptive restart scheme can be incorporated into FISTA-CD to create a scheme which obtains the optimal iteration complexity without needing knowledge of $\hat{\lambda}_E$. 
3.8 Asymptotic behavior of FISTA-CD

We now ask, what is the convergence behavior of FISTA-CD in the large-$k$ regime? For problem (3) we see that once (31) holds, the iterates are in the form of an inhomogeneous 2nd order linear recurrence which has been studied previously in [40] and [48, §5–6]. It is difficult to analyze this recursion because $\alpha_k$ changes at each iteration and to do so rigorously requires a subtle argument following the one presented in [48, §5–6], which is beyond the scope of this paper. A simpler route to understanding the behavior is to use the homogeneous approximation of [40, §4] which sets $\alpha_k$ fixed and “close” to 1. This approximation implies that under strict complementarity, once in the large-$k$ regime and for $\alpha_k$ sufficiently close to 1 (recall $\alpha_k \to 1$ for this parameter choice), FISTA-CD will exhibit nonmonotone oscillatory behavior in the objective function values with suboptimal Q-linear rate:

$$\exists K, C > 0 : F(x^k) - F^* = C \left( (1 - \lambda_{\hat{E}})^k \right), \quad \forall k > K,$$

where $\hat{E}$ is defined in Theorem 4. This is the same as the convergence rate achieved by FBS (I-FBS with $\alpha_k = 0$ and $\lambda_k = 1/L$ for all $k \in \mathbb{N}$, although a slightly better rate can be achieved with $\lambda_k = 2/(\hat{E} + L)$ which nevertheless has the same iteration complexity [26]).

For strongly convex quadratic minimization problems, Donoghue and Candès [40] suggested restarting the inertia sequence of Nesterov’s method whenever a certain restart condition is observed. By applying the homogeneous approximation of [40] to FISTA-CD once in the large-$k$ regime, we argue that we can improve the asymptotic convergence rate by incorporating such a restart technique. Thus even though the overall problem is nonsmooth and in general not strongly convex, restarting can improve the convergence properties of FISTA-CD. Restart schemes such as the “speed restart” scheme [47], the “gradient restart” scheme [40], the “objective function” scheme [40], or the more conservative restart scheme of [35] could be incorporated into FISTA-CD.

For simplicity we elaborate only the objective function restart scheme of [40] and we call the new method FISTA-CD-RE (“FISTA-CD with restart”). The idea is as follows. Whenever we observe $F(x^{k+1}) > F(x^k)$, set the iteration counter $k$ in (19) to 1, and set $x^0 = x^k$ and $x^1 = x^k$. In other words restart FISTA-CD at the current point. We refer the reader to [40] for full details and analysis which can be applied to our situation in the large-$k$ regime (under strict complementarity). The homogeneous approximation of [40] suggests FISTA-CD-RE will have the optimal iteration complexity

$$\text{iter. comp.} = \Omega \left( \sqrt{L \hat{E}} \log 1/\epsilon \right)$$

and rate

$$F(x^k) - F^* = C' \left( 1 - \sqrt{\hat{E}/L} \right)^k.$$
Remarkably it achieves this iteration complexity without knowledge of $\hat{l}_E$, the local strong convexity parameter. Thus we do not need to know $\hat{l}_E$ in order to achieve the optimal convergence rate given in Theorem 4 with $\mu = \hat{l}_E$. The method will also have $O(1/k^2)$ convergence rate while no restarts occur. It is also straightforward to incorporate a backtracking line search into FISTA-CD-RE, such as the one described in [9, p. 194], so that the method does not require $L$.

We stress that the convergence rates given in (32) and (33) can be proved rigorously using arguments in the spirit of [48, §5–6]. However the analysis is beyond the scope of this paper. Our contribution is to show that, for all but finitely many iterations, FISTA-CD reduces to a form that has been studied previously in [40,48], from which convergence behavior can be extracted.

4 Numerical simulations

We now provide a synthetic experiment to corroborate the theoretical findings of this paper.

4.1 Experiment details

We consider a randomly generated instance of problem (3). The parameters of the experiment are $n = 2000$, $m = 1000$ and $\rho = 0.1$. The entries of $A$ are drawn i.i.d. from the normal distribution with mean 0 and variance 0.01. The vector $b$ is given by $Ax_0$, where $x_0$ has 260 nonzero entries generated i.i.d. from the 0-mean unit variance normal distribution, and support set chosen uniformly at random. Recall that $l_E$ denotes the smallest nonzero eigenvalue of $A^T E A E$ where $E$ is defined in Sect. 2.5. Note that for such a randomly generated problem where the entries of $A$ are drawn from a continuous probability distribution, $l_E > 0$, and thus the solution is unique, with probability 1 [49]. We run (6)–(7) with several choices for the parameters. For the most general form GIPSA we consider four parameter choices and choose the stepsize $\lambda_k$ satisfying (23) with equality minus a small constant 0.01. For I-FBS, we considered three parameter choices and chose the stepsize as $1/L$. The Lipschitz constant $L$ is the largest eigenvalue of $A^T A$ and is computed via the SVD. These parameter choices and their identifiers are given in Table 1 where $\alpha^*$ is the locally optimal choice from Thm. 4: $(1 - \sqrt{l_E/L})/(1 + \sqrt{l_E/L})$. We estimate $E$ via the interior point solver of [28] which we use to find an approximate solution $x^*$ such that the relative objective function error is no greater than $10^{-6}$. We then compute $h^* = \nabla f(x^*)$, and estimate $E$ as the set of all $i$ such that $\rho - |h^*_i|$ is smaller than $10^{-4}$. We then use the SVD of $A_E$ to estimate $l_E$. Using this approach, $\alpha^*$ is estimated as 0.77 for this experiment. Note that this is obviously not a practical method for estimating the optimal inertia parameter. The purpose of this experiment is simply to test the theoretical findings of Sects. 3. In fact this experiment demonstrates that our proposal, FISTA-CD-RE, has the same asymptotic convergence rate as I-FBS with the optimal inertia parameter yet does not need to estimate $l_E$. We run FISTA, which is parameter choice [9, Eq. (4.2)–(4.3)] with $\alpha_k = \beta_k$. We also run FISTA-CD which is
Table 1: The fixed parameter choices

| Algorithm identifier | $\alpha_k = \alpha$ | $\beta_k = \beta$ |
|----------------------|----------------------|-------------------|
| FBS                  | 0                    | 0                 |
| GIPSA1               | 0                    | 0.8               |
| GIPSA2               | 0.4                  | $\alpha^*$        |
| GIPSA3               | 1                    | 0.9               |
| GIPSA4               | 1                    | 0.7               |
| I-FBS1               | 0.4                  | 0.4               |
| I-FBS2               | $\alpha^*$           | $\alpha^*$        |
| I-FBS3               | 0.95                 | 0.95              |

Fig. 1: Simulation results: showing relative error $(F(x^k) - F^*)/F^*$ versus iteration $k$ for Experiment 1

(6)–(7) with the parameter choice given in (19) with $\lambda = 1/L$ and $a = 2.1$. We run FISTA-CD-RE with the same values for $\lambda$ and $a$ as FISTA-CD. All algorithms are initialized to $x^1 = x^0 = 0$. The results are shown in Fig. 1 where we plot the relative error $(F(x^k) - F^*)/F^*$ versus $k$. Note the $y$-axis is logarithmic.

4.2 Repeated trials

We repeat this experiment 1000 times with different randomly drawn $A$ and $x_0$ from the distributions described above. For each trial we record the number of iterations until after which the relative error remains below tol, i.e. $k : (F(x^j) - F^*)/F^* \leq$
Table 2  Results for repeated trials (Sect. 4.2)

| Algorithm | Average # iterations to rel. err. $10^{-2}$ (1000 trials) | Average # iterations to rel. err. $10^{-6}$ (1000 trials) |
|-----------|----------------------------------------------------------|----------------------------------------------------------|
| FBS       | 564                                                      | 916                                                      |
| GIPSA1    | 293                                                      | 457                                                      |
| GIPSA2    | 175                                                      | 268                                                      |
| GIPSA3    | 248                                                      | 395                                                      |
| GIPSA4    | 73                                                       | 137                                                      |
| I-FBS1    | 339                                                      | 549                                                      |
| I-FBS2    | 133                                                      | 201                                                      |
| I-FBS3    | **51**                                                   | **160**                                                  |
| FISTA     | 65                                                       | 255                                                      |
| FISTA-CD  | 65                                                       | 255                                                      |
| FISTA-CD-RE | 65                                                   | **111**                                                  |

The algorithm with the lowest average # of iterations is boxed

tol, $\forall j \geq k$. The average of this number across the 1000 trials is given in Table 2 for tol $\in \{10^{-2}, 10^{-6}\}$ and all algorithms.

4.3 Observations

First let’s look at Fig. 1. Although the figure shows objective function values, since the minimizer is unique, convergence of the iterates is implied, which corroborates Theorem 1. All tested parameter choices for I-FBS transition from a manifold identification period to a local linear convergence period, corroborating Theorem 2. Interestingly the GIPSA parameter choices also exhibit local linear convergence suggesting it is possible to extend some of the results of Theorem 2 to these choices. Furthermore, adding inertia does improve the asymptotic rate and using $\alpha^*$ achieves the best asymptotic rate. However, our proposed FISTA-CD-RE essentially achieves the same asymptotic rate despite not needing to know $l_E$. The upper bound for the asymptotic convergence rate of I-FBS with inertial parameter $\alpha^*$ is computed using (30) to be 0.89, which compares with an empirically determined rate of 0.83. However the fixed choice $\alpha_k = \alpha^*$ is outperformed by the larger choice $\alpha = 0.95$, along with GIPSA4, FISTA, FISTA-CD and FISTA-CD-RE in the small-$k$ regime (i.e. before linear convergence commences). In the large-$k$ regime FISTA-CD exhibits nonmonotone oscillatory behavior and suboptimal asymptotic convergence as predicted in Sect. 3.8.

Now we look at Table 2. For a “low accuracy” solution (defined here as rel. err. less than $10^{-2}$), I-FBS with $\alpha = 0.95$ performs best and there is no difference between FISTA, FISTA-CD and FISTA-CD-RE. GIPSA4 is also competitive. FISTA-CD and $^4 F^*$ is approximated by the smallest objective function value among all tested algorithms after 1500 iterations.
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FISTA-CD-RE are identical because a restart had not yet occurred in any of the 1000 trials. The strong performance of I-FBS with $\alpha = 0.95$ in the low accuracy regime is interesting and we cannot explain it with the existing theory. However for such large values of the inertia parameter we expect the performance to be approximately similar to FISTA and its variants. For a “high accuracy” solution (defined here as rel. err. less than $10^{-6}$), our proposed FISTA-CD-RE outperforms all other algorithms. It requires on average fewer than half as many iterations as FISTA or FISTA-CD at essentially the same per-iteration cost. Furthermore our proposal does not require one to tune the momentum parameters based on the local curvature constant. In contrast we see that fixed choices for I-FBS and GIPSA are highly sensitive to the curvature.

5 Proof of Lemma 1

We commence by proving that the gradient with respect to $f$ is constant at all optimal points. The proof follows by considering [8, Corollary 26.3(vii)]. Note that condition (a) of this Corollary holds trivially because $\text{dom} f = \mathcal{H}$ and $\text{dom} \partial g \subseteq \text{dom} g$ is nonempty. Now statement (vii) of Corollary 26.3 states the following. Given $x \in X^*$

$$\langle x - y, \nabla f(x) \rangle + g(x) \leq g(y) \quad \forall y \in \mathcal{H}. \quad (34)$$

Consider $x_1, x_2 \in X^*$, then (34) implies $\langle x_1 - x_2, \nabla f(x_1) \rangle + g(x_1) \leq g(x_2)$ and $\langle x_2 - x_1, \nabla f(x_2) \rangle + g(x_2) \leq g(x_1)$. Adding these two together yields

$$\langle \nabla f(x_1) - \nabla f(x_2), x_1 - x_2 \rangle \leq 0.$$

From this point on the proof is identical to [8, Prop. 26.10], which implies $\nabla f(x_1) = \nabla f(x_2) \triangleq h^*$. The rest of the Lemma follows by examining the structure of the optimality condition (17) for the special case of problem (2). We refer the reader to [26, Thm 2.1 (ii) and (iii)].

6 Proof of Theorem 1

Before proving the theorem, we give three lemmas, beginning with the celebrated lemma due to Opial.

Lemma 3 [41, Opial’s lemma.] Suppose $\{x^k\}$ is a sequence in $\mathcal{H}$ and $S \subset \mathcal{H}$ is a nonempty set such that:

1. $\lim_{k \to \infty} \|x^k - x^*\|$ exists for every $x^* \in S$.
   
   Every weakly convergent subsequence of $\{x^k\}_{k \in \mathbb{N}}$ weakly converges to some $x^* \in S$.

Then there exists $\hat{x} \in S$ such that $x^k \rightharpoonup \hat{x}$.

5 Despite having an additional function evaluation per iteration, FISTA-CD-RE only requires one matrix multiply per iteration, which is the same as FISTA-CD and FISTA since the matrix multiply is the dominant cost.
It is trivial to verify that the second condition of Opial’s lemma holds for GIPSA, so long as \( x_k - x_{k-1} \to 0 \). We do this in the following Lemma.

2. **Lemma 4** For problem (1) suppose Assumption 1 holds and \( X^* \) is nonempty. Let \( \{x_k\}_{k \in \mathbb{N}} \) be the sequence generated by (6)–(7). Suppose \( x^{v_k} \rightharpoonup x \) for some subsequence \( \{v_k\}_{k \in \mathbb{N}} \subseteq \mathbb{N} \), and \( x_k - x_{k-1} \to 0 \). Then \( x \in X^* \).

**Proof** The proof follows the techniques of [36, Theorem 2.1]. Thanks to (6) and the assumption that \( x_k - x_{k-1} \to 0 \), we know that \( y^{v_k+1} - y^{v_k} \to 0 \) and thus \( x^{v_k+1} - x^{v_k} \to 0 \). Similarly by (7) we see that \( z^{v_k+1} - z^{v_k} \to 0 \) and therefore \( z^{v_k+1} - z^{v_k} \to 0 \). Now by (15)

\[
-\frac{1}{\lambda v_k} (y^{v_k+1} - y^{v_k}) + \nabla f(x^{v_k}) - \nabla f(z^{v_k}) \in \{ \nabla f(x^{v_k}) \} + \partial g(x^{v_k}).
\]

(35)

Now passing to the limit \( v_k \to \infty \), using the fact that \( \nabla f \) is Lipschitz continuous, and [14, Proposition 3.4(b)], we infer that \( 0 \in \partial g(x) + \{ \nabla f(x) \} \), therefore \( x \in X^* \) by optimality condition (17). \( \square \)

The final Lemma is standard in the analysis of inertial methods.

**Lemma 5** Let \( \{\varphi_k, \delta_k, \sigma_k\}_{k \in \mathbb{N}} \subset \mathbb{R}_+ \). If \( \varphi_{k+1} - \varphi_k \leq \sigma_k (\varphi_k - \varphi_{k-1}) + \delta_k \) for all \( k \) where \( \sigma_k \leq \overline{\sigma} < 1 \) and \( \sum_{k \in \mathbb{N}} \delta_k < \infty \), then \( \lim_{k \to \infty} \varphi_k \) exists.

**Proof** We refer to [3, Thm 3.1]. \( \square \)

We now turn our attention to Theorem 1. We prove statement (1) by using the multistep Lyapunov function from [3] which is shown to be nonincreasing. The proof of (1) is trivial. Finally to prove (1) we use Lemma 5 to prove the first condition of Opial’s lemma holds (the second condition of Opial’s lemma holds by Lemma 4).

**Proof of Theorem 1 statement (1)**

Recall the notation: \( \Delta_k \triangleq x^k - x^{k-1} \). Define the energy function: \( E_k \triangleq F(x^k) + \frac{\beta_k}{2\lambda_k} \| \Delta_k \|^2 \). We will show that \( E_k \) is nonincreasing. Using (11) and (13), first note that

\[
F(x^{k+1}) - F(x^k) = f(x^{k+1}) - f(x^k) + g(x^{k+1}) - g(x^k)
\]
\[
= f(x^{k+1}) - f(z^{k+1}) + f(z^{k+1}) - f(x^k) + g(x^{k+1}) - g(x^k)
\]
\[
\leq \langle \nabla f(z^{k+1}), x^{k+1} - z^{k+1} \rangle + \frac{L}{2} \| x^{k+1} - z^{k+1} \|^2
\]
\[
+ \langle \nabla f(z^{k+1}), z^{k+1} - x^k \rangle + \langle v, x^{k+1} - x^k \rangle \quad \forall v \in \partial g(x^{k+1})
\]
\[
= \langle \nabla f(z^{k+1}) + v, \Delta_{k+1} \rangle + \frac{L}{2} \| x^{k+1} - z^{k+1} \|^2.
\]

(36)
Using the fact that $\lambda_k$ is nondecreasing and (36), we write

\[
E_{k+1} - E_k \leq F(x^{k+1}) - F(x^k) + \frac{1}{2\lambda_k} \left( \beta_{k+1} \| \Delta_{k+1} \|^2 - \beta_k \| \Delta_k \|^2 \right)
\]

\[
\leq \left( \nabla f(z^{k+1}) + v, \Delta_{k+1} \right) + \frac{L}{2} \| z^{k+1} - x^{k+1} \|^2
\]

\[
+ \frac{1}{2\lambda_k} \left( \beta_{k+1} \| \Delta_{k+1} \|^2 - \beta_k \| \Delta_k \|^2 \right), \quad \forall v \in \partial g(x^{k+1}).
\]  

(37)

Note that by the definition of the prox operator, $x^{k+1} \in \text{dom} \partial g$ which is nonempty by Assumption 1. Using (15) in (37) implies

\[
E_{k+1} - E_k \leq \frac{1}{\lambda_k} \left( y^{k+1} - x^{k+1}, \Delta_{k+1} \right) + \frac{L}{2} \| z^{k+1} - x^{k+1} \|^2
\]

\[
+ \frac{1}{2\lambda_k} \left( \beta_{k+1} \| \Delta_{k+1} \|^2 - \beta_k \| \Delta_k \|^2 \right).
\]  

(38)

Now using (6) and (7) we derive:

\[
y^{k+1} - x^{k+1} = \beta_k \Delta_k - \Delta_{k+1} \quad \text{and} \quad z^{k+1} - x^{k+1} = \alpha_k \Delta_k - \Delta_{k+1}.
\]  

(39)

Substituting (39) into (38) yields

\[
E_{k+1} - E_k \leq \left( \frac{\beta_k - \alpha_k \lambda_k L}{\lambda_k} \right) \langle \Delta_{k+1}, \Delta_k \rangle + \frac{\alpha_k^2 \lambda_k L - \beta_k}{2\lambda_k} \| \Delta_k \|^2
\]

\[
+ \left( \frac{\beta_{k+1}}{2\lambda_k} + \frac{L}{2} - \frac{1}{\lambda_k} \right) \| \Delta_{k+1} \|^2
\]

\[
= \left( \frac{\beta_k - \alpha_k \lambda_k L}{2\lambda_k} \right) \| \Delta_{k+1} - \Delta_k \|^2 - \frac{\alpha_k (1 - \alpha_k) L}{2} \| \Delta_k \|^2
\]

\[
- \frac{2 - \lambda_k L (1 - \alpha_k) - \beta_k - \beta_{k+1}}{2\lambda_k} \| \Delta_{k+1} \|^2.
\]  

(40)

Now (21) implies that the coefficients of $\| \Delta_{k+1} - \Delta_k \|^2$, $\| \Delta_k \|^2$ and $\| \Delta_{k+1} \|^2$ are nonpositive. Furthermore, from condition (21) we see that

\[
2 - \lambda_k L (1 - \alpha_k) - \beta_k - \beta_{k+1}
\]

\[
\geq \frac{\epsilon}{2\lambda_k} > \frac{\epsilon L}{4} > 0.
\]

Therefore telescoping (40) implies

\[
\frac{\epsilon L}{4} \sum_{k=1}^{M} \| \Delta_{k+1} \|^2 < E_1 - E_{M+1} < \infty, \quad \forall M \in \mathbb{N}.
\]

Thus statement (i) is proven.
**Proof of Theorem 1 statement (1)**

Consider (35) with the subsequence chosen as \( v_k = k \). Clearly this implies statement (1) since the left-hand side of (35) goes to 0 as \( k \) goes to \( \infty \).

**Proof of Theorem 1 statement (1)**

Assume \( X^* \) is nonempty and \( x^{v_k} \) is a subsequence which weakly converges to \( x' \). We note that statement (i) implies \( \Delta_k \to 0 \), thus from Lemma 4, \( x' \in X^* \). Therefore the second condition of Opial’s lemma is satisfied.

We now proceed to show the first condition of Opial’s lemma, i.e. for any \( x^* \in X^* \), the limit of \( \{ \| x^k - x^* \| \} \) exists. The key will be to derive a recursion in the form of Lemma 5. This part of the proof has been adapted from [36] which studies the special case where \( \alpha_k = 0 \) for all \( k \). Fix \( x^* \in X^* \) (which is nonempty by assumption) and let

\[ \phi_k \triangleq \frac{1}{2} \| x^k - x^{k+1} \|^2. \]

Combining this with (6) yields

\[ \phi_k - \phi_{k+1} = \frac{1}{2} \| \Delta_{k+1} \|^2 + \langle x^{k+1} - y^{k+1}, x^* - x^{k+1} \rangle + \beta_k \langle x^k - x^{k-1}, x^* - x^{k+1} \rangle. \]  

(41)

Now by (15):

\[ -\left( x^{k+1} - y^{k+1} + \lambda_k \nabla f(z^{k+1}) \right) \in \lambda_k \partial g(x^{k+1}). \]

On the other hand by optimality condition (17): \(-\lambda_k \nabla f(x^*) \in \lambda_k \partial g(x^*)\). Using these facts and (12) gives

\[ \langle x^{k+1} - y^{k+1} + \lambda_k (\nabla f(z^{k+1}) - \nabla f(x^*)), x^* - x^{k+1} \rangle \geq 0 \]

which implies

\[ \langle x^{k+1} - y^{k+1}, x^* - x^{k+1} \rangle \geq \lambda_k \langle \nabla f(z^{k+1}) - \nabla f(x^*), x^{k+1} - x^* \rangle. \]  

(42)

Substituting (42) into (41) yields

\[ \phi_{k+1} - \phi_k \leq -\frac{1}{2} \| \Delta_{k+1} \|^2 - \lambda_k \langle \nabla f(z^{k+1}) - \nabla f(x^*), x^{k+1} - x^* \rangle + \beta_k \langle x^k - x^{k-1}, x^{k+1} - x^* \rangle. \]  

(43)
Now using (10) again
\[
(x^k - x^{k-1}, x^{k+1} - x^*) = \varphi_k - \varphi_{k-1} + \frac{1}{2}\|\Delta_k\|^2 + (x^k - x^{k-1}, x^{k+1} - x^k).
\] (44)

On the other hand using (14)
\[
\langle \nabla f(z^{k+1}) - \nabla f(x^*), x^{k+1} - x^* \rangle \\
\geq \frac{1}{L} \left( \|\nabla f(z^{k+1}) - \nabla f(x^*)\|^2 + L \left( \|\nabla f(z^{k+1} - \nabla f(x^*), x^{k+1} - z^{k+1})\| \right) \right) \\
= \frac{1}{L} \|\nabla f(z^{k+1}) - \nabla f(x^*)\|^2 + L \left( x^{k+1} - z^{k+1} \right)^2 - \frac{L}{4} \|x^{k+1} - z^{k+1}\|^2 \\
\geq -\frac{L}{4} \|x^{k+1} - z^{k+1}\|^2.
\] (45)

Therefore by substituting (44) and (45) into (43) and using (39), we get
\[
\varphi_{k+1} - \varphi_k - \beta_k (\varphi_k - \varphi_{k-1}) \leq -\frac{\zeta_k}{2} \|\Delta_{k+1}\|^2 + c_1^k \|\Delta_k\|^2 \\
+ c_2^k (\Delta_k, \Delta_{k+1}),
\] (46)

where \( \zeta_k = (1 - \lambda_k L/2), \ c_1^k = (\beta_k/2 + \alpha_k^2 \lambda_k L/4), \) and \( c_2^k = \beta_k - \alpha_k \lambda_k L/2. \) Note that (21) implies \( \zeta_k \geq \gamma/2 > 0, \ c_1^k \in [0, 1) \) and \( |c_2^k| < 1. \) Now if we let \( \theta_k \triangleq \varphi_k - \varphi_{k-1} \)
then (46) implies
\[
\theta_{k+1} - \beta_k \theta_k \leq -\frac{\zeta_k}{2} \left\| \Delta_{k+1} - \frac{c_2^k}{\zeta_k} \Delta_k \right\|^2 + \left( c_1^k + \frac{(c_2^k)^2}{2\zeta_k} \right) \|\Delta_k\|^2 \leq \delta_k,
\]

with \( \delta_k \triangleq (1 + 1/\gamma) \|\Delta_k\|^2. \) Note that (1) of this Theorem implies \( \sum_{k \in \mathbb{N}} \delta_k < \infty. \)
Now since \( \beta_k \leq \beta < 1, \) we can apply Lemma 5, which implies \( \lim_{k \to \infty} \|x^k - x^*\| \)
exists for any \( x^* \in X^*. \) Therefore both conditions of Opial’s lemma hold and \( \{x^k\}_{k \in \mathbb{N}} \)
converges weakly to some minimizer \( \hat{x}. \) Now repeating (6): \( y^{k+1} = x^k + \beta_k (x^k - x^{k-1}) \)
for all \( k \in \mathbb{N}. \) Therefore for any \( h \in \mathcal{H}, \langle h, y^{k+1} \rangle = \langle h, x^k \rangle + \langle h, \beta_k (x^k - x^{k-1}) \rangle \to \langle h, \hat{x} \rangle, \)
which proves \( y^k \rightharpoonup \hat{x}. \) In exactly the same way we can show \( z^k \rightharpoonup \hat{x} \) using (7).
\[ \square \]

7 Proof of theorem 2

Before proving the theorem, we need the following three lemmas. The first details the contractive properties of the soft-thresholding operator.

Lemma 6 [26, Lemma 3.2] Fix any \( a \) and \( b \) in \( \mathbb{R}, \) and \( v \geq 0: \)

(i) [26, Lemma 3.2 (3.7)] The function \( S_v \) defined in (16) is nonexpansive. That is, \( |S_v(a) - S_v(b)| \leq |a - b|. \)
(ii) [26, Lemma 3.2 statement (5)] If $|b| \geq \nu$ and $\text{sgn}(a) \neq \text{sgn}(b)$ then $|S_\nu(a) - S_\nu(b)| \leq |a - b| - \nu$.

(iii) [26, Lemma 3.2 statement (6)] If $S_\nu(a) \neq S_\nu(b)$ then $|S_\nu(a) - S_\nu(b)| \leq |a - b| - (\nu - |b|)$.

Next we derive some technical properties of the solution set for problem (2).

**Lemma 7** For problem (2) suppose Assumption 1 holds and $X^*$ is nonempty, $x^* \in X^*$ and $\lambda > 0$. Then there exists a vector $h^* \in \mathbb{R}^n$ satisfying the conditions of Lemma 1. Furthermore

$$|x^*_i - \lambda h^*_i| \geq \rho \lambda, \text{ and } \text{sgn}(x^*_i - \lambda h^*_i) = -h^*_i/\rho, \quad \forall i : |h^*_i| = \rho. \quad (47)$$

**Proof** Recall that $E \triangleq \{i : |h^*_i| = \rho\}$. For $i \in \text{supp}(x^*)$, (16) and (18) imply

$$0 \neq x^*_i = \text{sgn}(x^*_i - \lambda h^*_i) \left[|x^*_i - \lambda h^*_i| - \rho \lambda\right]_+.$$  

(48)

Therefore $|x^*_i - \lambda h^*_i| > \rho \lambda$ for all $i \in \text{supp}(x^*)$. On the other hand, if $i \in E \setminus \text{supp}(x^*)$, then $|x^*_i - \lambda h^*_i| = \lambda |h^*_i| = \rho \lambda$. Recall that $\text{supp}(x^*) \subseteq E$. Therefore the first part of (47) is proven.

Looking at (48) it can be seen that

$$\text{sgn}(x^*_i) = \text{sgn}(x^*_i - \lambda h^*_i), \quad \forall i \in \text{supp}(x^*). \quad (49)$$

Note by Lemma 1, if $i \in \text{supp}(x^*)$, then $\text{sgn}(x^*_i) = -h^*_i/\rho$. Else if $i \in E \setminus \text{supp}(x^*)$ then

$$\text{sgn}(x^*_i - \lambda h^*_i) = \text{sgn}(-\lambda h^*_i) = -\text{sgn}(h^*_i) = -\frac{h^*_i}{\rho}. \quad (50)$$

since $|h^*_i| = \rho$. Combining (49) and (50) yields the second part of (47). \qed

The final lemma before we proceed with the proof of Theorem 2 is a crucial finite summability result.

**Lemma 8** For problem (2) suppose Assumption 1 holds. Assume either

1. $\{\lambda_k\}_{k \in \mathbb{N}}$ is nondecreasing, $0 < \lambda_k \leq 1/L$, and $0 \leq \alpha_k \leq \overline{\alpha} < 1$ for all $k \in \mathbb{N}$, or
2. $X^*$ is nonempty and $\{\alpha_k, \lambda_k\}_{k \in \mathbb{N}}$ are chosen according to FISTA-CD in (19).

Furthermore assume the iterates $\{x^k, y^k\}_{k \in \mathbb{N}}$ of (4)–(4) satisfy, for all $k \in \mathbb{N}$:

$$\|x^k - x\|^2 \leq \|y^k - x\|^2 - N_k \quad (51)$$

for some $x \in \mathbb{R}^n$ and $\{N_k\}_{k \in \mathbb{N}} \subset \mathbb{R}_+$. Then: $\sum_{k=1}^{\infty} N_k < \infty$. 

\section*{Acknowledgments}

\begin{flushright}
\copyright Springer
\end{flushright}
Proof Substituting (4) into (51) yields
\[
\|x^{k+1} - x\|^2 \leq \|x^k - x + \alpha_k \Delta_k\|^2 - N_{k+1}
\]
\[
= \|x^k - x\|^2 + \alpha_k^2 \|\Delta_k\|^2 + 2\alpha_k \langle x^k - x, \Delta_k \rangle - N_{k+1}. \tag{52}
\]
Let \(\varphi_k = \frac{1}{2}\|x^k - x\|^2\) and \(\theta_k = \varphi_k - \varphi_{k-1}\). Using (10) we write \(\langle x^k - x, \Delta_k \rangle = \varphi_k - \varphi_{k-1} + \frac{1}{2}\|\Delta_k\|^2\). Using this in (52) yields
\[
\theta_{k+1} \leq \alpha_k \theta_k + \delta_k - \frac{1}{2} N_{k+1} \tag{53}
\]
where \(\delta_k = \frac{1}{2} \alpha_k (1 + \alpha_k) \|\Delta_k\|^2\). Note that \(0 \leq \delta_k \leq \alpha_k \|\Delta_k\|^2 \leq \|\Delta_k\|^2\).

We first prove the lemma for parameter choice 1. For this parameter choice by Theorem 1(1), \(\sum_{k \in \mathbb{N}} \delta_k < \infty\). Let \(\bar{\alpha} = \inf_k \alpha_k\) and note that \(\bar{\alpha} \in [0, \alpha]\). Thus using (53):
\[
\theta_{k+1} \leq \bar{\alpha} |\theta_1| + \sum_{j=1}^{k} \bar{\alpha}^{k-j} \delta_j - \frac{1}{2} \sum_{j=1}^{k} \bar{\alpha}^{k-j} N_{j+1}.
\]
Therefore, for all \(M \in \mathbb{N}\),
\[
\varphi_M = \varphi_0 + \sum_{k=1}^{M} \theta_k \leq \varphi_0 + \frac{1}{1 - \bar{\alpha}} \left( |\theta_1| + \sum_{k=1}^{M-1} \delta_k \right) - \frac{1}{2} \sum_{k=1}^{M-1} N_{k+1}
\]
\[
\implies \sum_{k=1}^{M-1} N_{k+1} \leq 2\varphi_0 + \frac{2}{1 - \bar{\alpha}} \left( |\theta_1| + \sum_{k=1}^{\infty} \delta_k \right) < \infty, \quad \forall M \in \mathbb{N}.
\]

Now for parameter choice 2, we proceed as follows. Note that since \(x^1 = x^0\), \(\theta_1 = 0\) for this parameter choice. From (53), and \(\delta_k \leq \alpha_k \|\Delta_k\|^2\), we infer (using the convention: \(\prod_{j=a}^{b} \alpha_j = 1\) if \(a > b\)):
\[
\theta_{k+1} \leq \left( \prod_{i=1}^{k} \alpha_i \right) \theta_1 + \sum_{j=1}^{k} \left( \prod_{l=j}^{k} \alpha_l \right) \|\Delta_j\|^2 - \frac{1}{2} \sum_{j=1}^{k} \left( \prod_{l=j+1}^{k} \alpha_l \right) N_{j+1}
\]
\[
\leq \sum_{j=1}^{k} \left( \prod_{l=j}^{k} \alpha_l \right) \|\Delta_j\|^2 - \frac{1}{2} \sum_{j=1}^{k} \alpha_2^{k-j} N_{j+1}
\]
where we have used the fact that \(\alpha_2 < \alpha_k\) for all \(k > 2\). Thus for all \(M \in \mathbb{N}\)
\[
\varphi_M = \varphi_0 + \sum_{k=1}^{M} \theta_k \leq \varphi_0 + \sum_{k=1}^{M-1} \sum_{j=1}^{k} \left( \prod_{l=j}^{k} \alpha_l \right) \|\Delta_j\|^2 - \frac{1}{2} \sum_{k=1}^{M-1} N_{k+1} \left( \sum_{j=0}^{M-1-k} \alpha_2^j \right)
\]
\[
\leq \varphi_0 + \sum_{k=1}^{\infty} \sum_{j=1}^{k} \left( \prod_{l=j}^{k} \alpha_l \right) \| \Delta_j \|^2 - \frac{1}{2} \sum_{k=1}^{M-1} N_{k+1}.
\]

Now by applying (20) of Lemma 2 and noting that \( \varphi_M \geq 0 \), we infer \( \sum_{k=1}^{\infty} N_k < \infty \).

We are now ready to prove Theorem 2. Note that parameter choice 1 satisfies the requirements of Corollary 1. Furthermore, by assumption, \( X^* \) is nonempty, thus all conclusions of Corollary 1 hold. For parameter choice 2 (FISTA-CD) we note that both conclusions of Lemma 2 hold.

Throughout the proof, fix an arbitrary \( x^* \in X^* \). We will use the contractive properties of \( S_\nu \) given in Lemma 6 to construct a recursion in the form of (51) of Lemma 8. That lemma allows us to argue that the number of iterations such that (24)–(25) do not hold is finite.

**Proof of (24) of Theorem 2**

Recall from Lemma 1 there exists a vector \( h^* \) such that \( \nabla f(x^*) = h^* \) for all \( x^* \in X^* \), and \( \text{supp}(x^*) \subseteq E \), where \( E \triangleq \{ i : |h^*_i| = \rho \} \). Fix \( k \in \mathbb{N} \). Now (4) and optimality condition (18) imply

\[
|x_i^{k+1} - x_i^*|^2 = |S_{\rho \lambda_k} (y_i^{k+1} - \lambda_k \nabla f(y^{k+1})_i) - S_{\rho \lambda_k} (x_i^* - \lambda_k h^*_i)|^2 \quad (54)
\]

for all \( i \in [n] \), using the notation \( [n] \triangleq \{ 1, 2, \ldots, n \} \). Consider the following condition:

\[
\text{sgn} \left( y_i^{k+1} - \lambda_k \nabla f (y^{k+1})_i \right) \neq \text{sgn} (x_i^* - \lambda_k h^*_i) \quad \text{for some } i \in E. \quad (55)
\]

(Note that \( \text{sgn}(x_i^* - \lambda_k h^*_i) = -h_i^*/\rho \) from Lemma 7). Now recall Lemma 7 implies \( |x_i^* - \lambda_k h^*_i| \geq \lambda_k \rho \) for all \( i \in E \). Therefore we can apply Lemma 6 (ii) to (54) to say the following. If (55) holds, then

\[
|x_i^{k+1} - x_i^*|^2 \leq \left( |y_i^{k+1} - \lambda_k \nabla f (y^{k+1})_i - (x_i^* - \lambda_k h^*_i)| - \rho \lambda_k \right)^2 \\
\leq \left( |y_i^{k+1} - \lambda_k \nabla f (y^{k+1})_i - (x_i^* - \lambda_k h^*_i)| - \rho \lambda_k \right)^2 - \rho^2 \lambda_k^2. \quad (56)
\]

Inequality (56) follows because of the following fact:

\[
a \geq b \geq 0 \implies (a - b)^2 \leq a^2 - b^2 \quad (57)
\]

which applies because

\[
|(y_i^{k+1} - \lambda_k \nabla f (y^{k+1})_i) - (x_i^* - \lambda_k h^*_i)| \geq |(x_i^* - \lambda_k h^*_i)| \geq \rho \lambda_k > 0 \quad (58)
\]
where we have used (55) and Lemma 7 to prove (58).

Now define for $k \in \mathbb{N}$,

$$\mathcal{P}_k \triangleq \{ i \in E : \text{sgn}(y_i^k - \lambda_{k-1} \nabla f(y^k)_i) \neq -h_i^*/\rho \}$$

and recall the standard notation $|\mathcal{P}_k|$ for the number of elements in $\mathcal{P}_k$. For all $k \in \mathbb{N}$:

$$\|x^{k+1} - x^*\|^2 = \sum_{j \in \mathcal{P}_{k+1}} |x_j^{k+1} - x_j^*|^2 + \sum_{j \not\in \mathcal{P}_{k+1}} |x_j^{k+1} - x_j^*|^2$$

$$\leq \sum_{j \in \mathcal{P}_{k+1}} \left( |y_j^{k+1} - \lambda_k \nabla f(y^{k+1})_j - (x_j^* - \lambda_k h_j^*)|^2 - \rho^2 \lambda_k^2 \right)$$

$$+ \sum_{j \not\in \mathcal{P}_{k+1}} \left( |y_j^{k+1} - \lambda_k \nabla f(y^{k+1})_j - (x_j^* - \lambda_k h_j^*)|^2 \right)$$

$$= \|y^{k+1} - \lambda_k \nabla f(y^{k+1}) - (x^* - \lambda_k h^*)\|^2 - \rho^2 \lambda_k^2 |\mathcal{P}_{k+1}|$$

$$\leq \|y^{k+1} - x^*\|^2 - \rho^2 \lambda_k^2 |\mathcal{P}_{k+1}|.$$ (60)

Inequality (59) follows from (56) and the elementwise nonexpansiveness of $S_{\rho \lambda_k}$ [i.e. Lemma 6(i)]. To deduce (60), we used the fact that $I - \lambda \nabla f$ is nonexpansive for $0 < \lambda < 2/L$ [8, Pro. 4.33], and $\{\lambda_k\}_{k \in \mathbb{N}}$ is nondecreasing. Now (60) is in the form of (51) of Lemma 8 with $x = x^*$ and $N_k = \rho^2 \lambda_k^2 |\mathcal{P}_k|$. Since we assumed $\rho > 0$ and $\lambda_k > 0$ it follows that $\sum_{k \in \mathbb{N}} |\mathcal{P}_k| < \infty$ for either parameter choice 1 or 2. This implies $|\mathcal{P}_k|$ is nonzero for only finitely many iterations, thus (24) is proved.

**Proof of (25) of Theorem 2**

For $E^c$ nonempty, define $\omega \triangleq \min\{\rho - |h_i^*| : i \in E^c\} \in (0, \rho]$. If $E^c$ is empty, (25) is trivially true, therefore assume $E^c$ is nonempty and note that

$$\omega \lambda_k = \min\{\rho \lambda_k - \lambda_k |h_i^*| : i \in E^c\} > 0.$$ (61)

Consider $i \in E^c$ (which implies $i \not\in \text{supp}(x^*)$). If $x_i^{k+1} \neq 0$, then Lemma 6 (iii), (4) and optimality condition (18) imply

$$|x_i^{k+1}|^2 = |S_{\rho \lambda_k} (y_i^{k+1} - \lambda_k \nabla f(y^{k+1})_i) - S_{\rho \lambda_k} (-\lambda_k h_i^*)|^2$$

$$\leq \left[ |y_i^{k+1} - \lambda_k \nabla f(y^{k+1})_i + \lambda_k h_i^*| - (\rho \lambda_k - \lambda_k |h_i^*|) \right]$$

$$\leq |y_i^{k+1} - \lambda_k \nabla f(y^{k+1})_i + \lambda_k h_i^*|^2 - (\rho \lambda_k - \lambda_k |h_i^*|)^2$$ (62)

$$\leq \left[ |y_i^{k+1} - \lambda_k \nabla f(y^{k+1})_i + \lambda_k h_i^*|^2 - \omega^2 \lambda_k^2 \right].$$ (63)
To derive (63) we used (61). To derive (62) we used (57) which applies because
\[
|y_i^{k+1} - \lambda_k \nabla f(y_i^{k+1})_i + \lambda_k h^*_i| \geq |y_i^{k+1} - \lambda_k \nabla f(y_i^{k+1})_i - \lambda_k h^*_i| > \rho \lambda_k - \lambda_k |h^*_i|
\]
which is greater than 0 by (61). Note that (64) follows from the identity:
\[
\|a + b\| \geq |a| - |b|, \quad \forall \, a, b \in \mathbb{R}
\]
and (65) follows from the fact that \(0 \neq x_i^{k+1} = S_{\rho \lambda_k} (y_i^{k+1} - \lambda_k \nabla f(y_i^{k+1}))_i\). Analogously to the definition of \(P_k\), define for all \(k \in \mathbb{N}\),
\[
Q_k \triangleq \{ i \in E^c : x_i^k \neq 0 \}.
\]
Thus for all \(k \in \mathbb{N}\),
\[
\|x_i^{k+1} - x^*\|^2 = \sum_{j \in [n] \backslash Q_{k+1}} |x_j^{k+1} - x_j^*|^2 + \sum_{j \in Q_{k+1}} |x_j^{k+1}|^2
\leq \sum_{j \in [n] \backslash Q_{k+1}} |y_j^{k+1} - \lambda_k \nabla f(y_j^{k+1})_j - (x_j^* - \lambda_k h_j^*)|^2
+ \sum_{j \in Q_{k+1}} \left\{ |y_j^{k+1} - \lambda_k \nabla f(y_j^{k+1})_j + \lambda_k h_j^*|^2 - \omega^2 \lambda_k^2 \right\}
\leq \|y_i^{k+1} - x^*\|^2 - \omega^2 \lambda_1^2 |Q_{k+1}|.
\]
This recursion is in the form of (51) in Lemma 8 with \(x = x^*\) and \(N_k = \omega^2 \lambda_1^2 |Q_k|\). Since \(\omega\) and \(\lambda_1\) are both greater than 0 we have \(\sum_{k \in \mathbb{N}} |Q_k| < \infty\). Thus \(Q_k\) is nonempty for only finitely many iterations. Note that by (4), if \(x_i^k\) and \(x_i^{k-1}\) are equal to 0, then \(y_i^{k+1} = 0\). Thus (25) is proved. \(\Box\)

8 Proof of Theorem 3

We first prove (28). From Theorem 2, there exists \(K > 0\) such that for all \(k > K\), (24) and (25) hold for either parameter choice 1 or 2. For \(i \in E, k > K\), we calculate the quantity
\[
z_i^{k+1} \triangleq y_i^{k+1} - \lambda_k \nabla \phi(y_E^{k+1})_i
\]
\[
= y_i^{k+1} - \lambda_k (-h_i^* + \nabla f(y_i^{k+1})_i)
\]
\[
= y_i^{k+1} - \lambda_k \nabla f(y_i^{k+1})_i + \rho \lambda_k \left( \frac{h_i^*}{\rho} \right)
\]
\[
= \text{sgn} \left(y_i^{k+1} - \lambda_k \nabla f(y_i^{k+1})_i\right) (|y_i^{k+1} - \lambda_k \nabla f(y_i^{k+1})_i| - \rho \lambda_k).
\]

\(\text{ Springer}\)
Equation (66) follows from $\text{supp}(y^{k+1}) \subseteq E$. Equation (67) follows from (24). Therefore, for $i \in E, k > K$,

$$x_i^{k+1} = S_{\rho \lambda_k} \left( y_i^{k+1} - \lambda_k \nabla f(y^{k+1})_i \right) = \left\{ \begin{array}{ll}
{z_i^{k+1}} : -h_i^* z_i^{k+1} \geq 0 \\
0 & : \text{else}
\end{array} \right.$$ 

which proves (28). Now (24) implies $\text{sgn}(x_i^k) = -h_i^*/\rho$ for all $i \in E, k > K$, and $x_i^k \neq 0$. Therefore $-h_i^* x_i^k = \rho |x_i^k|$, for all $i \in E, k > K$. Therefore since $x_{E^c}^k = 0$ for $k > K$, $-(h_i^*)^T x_i^k = \rho \|x_i^k\|_1$, which implies $F(x^k) = \phi(x_E^k)$. □

9 Proofs of Sect. 3.7

**Proof of Proposition 1** Corollary 1 implies that $\lim_{k \to \infty} x^k \cong x^*$ exists and $x^* \in X^*$ for parameter choice 1. On the other hand Lemma 2 implies this is true for parameter choice 2. Theorem 2 states that there exists a finite $K$ such that for $k > K$ (24) holds for all $i \in E$, and recall that $\text{supp}(x^*) \subseteq E$. Now since $x_i^k \to x_i^* \neq 0$ for all $i \in \text{supp}(x^*)$, there exists some $K' > 0$ such that for all $k > K'$, $x_i^k \neq 0$. Combining this with (4), (16) and (24) implies that for all $k > \max(K, K')$, and $i \in \text{supp}(x^*)$,

$$x_i^k = \text{sgn}(y_i^k - \lambda_{k-1} \nabla f(y^k)_i)(y_i^k - \lambda_{k-1} \nabla f(y^k)_i - \lambda_{k-1} \rho) = y_i^k - \lambda_{k-1} (\nabla f(y^k)_i - h_i^*) .$$

□

**Proof of Theorem 4** Recall that Prob (3) satisfies Assumption 1, therefore all conclusions of Lemma 1 hold. Further recall that $X^*$ is nonempty for problem (3). Therefore $\lim_{k \to \infty} x^k \cong x^*$ exists and $x^* \in X^*$ by Corollary 1. Recall that $E = \{ i : |h_i^*| = \rho \}$ and also by the strict complementarity assumption: $E = \text{supp}(x^*)$. Proposition 1 proves that there exists $K > 0$ such that for all $k > K$

$$x_E^k = y_E^k - \frac{1}{L}(\nabla f(y^k)_E - h_E^*) = y_E^k - \frac{1}{L}((A^T Ay^k)_E - (A^T Ax^*)_E).$$

On the other hand Theorem 2 proved that there exists $K' > 0$ such that for all $k > K'$, $x_{E^c} = y_{E^c} - 0$. Therefore for all $k > \max(K, K') \cong K''$ both conditions hold. Let $Q = (A_E^T A_E)$ and $P$ be the orthogonal projector for the range space of $Q$.

We first consider the part of the error in the nullspace of $P$. Equation (68) implies

$$(I - P)(x_E^k - x_E^{k+1}) = (I - P)(y_E^k - x_E^k), \quad \forall k > K'' .$$

Combining this with (4) implies $x^{k+1} = (1+\alpha) r^k - \alpha r^{k-1}$ where $r^k = (I - P)(y_E^k - x_E^k)$ for all $k > K''$. This is a linear homogeneous recursion with solution:

$$\tilde{r}_i^M = \tilde{r}_i^0 + \frac{(t_i^0 - \tilde{r}_i^0)(1 - \alpha^M)}{1 - \alpha}, \quad \forall M \in \mathbb{N}. \quad \Box$$
where \( \tilde{t}^k = t^k - [K''] \). Now \( \lim_{M \to \infty} \tilde{t}^M = (\tilde{t}^1 - \alpha \tilde{t}^0)/(1 - \alpha) \). On the other hand, Thm. 1 (1) implies \( \tilde{t}^M \to 0 \) as \( M \to \infty \). Therefore either \( \tilde{t}^M = 0 \) for all \( M \in \mathbb{N} \) or \( \tilde{t}^M = \alpha \tilde{t}^{M-1} \) for all \( M \). Therefore \( (I - P)(y^k_E - x^*_E) = (I - P)(x^k_E - x^*_E) \) converges to 0 \( R \)-linearly with rate \( \alpha \).

Next we consider \( P(x^k_E - x^*_E) \). Note that \( Q \) is symmetric thus \( \mathcal{R}(Q) = \mathcal{N}(Q)^\perp \). Thus, for all \( k > K'' \)

\[
P(x^k_E - x^*_E) = P(y^k_E - x^*_E) - \frac{1}{L} PQ(y^k_E - x^*_E)
= P(y^k_E - x^*_E) - \frac{1}{L} QP(y^k_E - x^*_E).
\]

Let \( \dot{t}_E \) is the smallest eigenvalue of \( Q \) restricted \( \mathcal{R}(P) \). If \( \dot{t}_E = 0 \), then \( P \) is the all-zero matrix and \( x^k \) converges to \( x^* \) \( R \)-linearly with rate \( \alpha \). Assume \( \dot{t}_E > 0 \). Restating (4) we have for all \( k \geq K'' \): (69) holds and

\[
Py^{k+1}_E = Px^k_E + \alpha(Px^k_E - Px^{k-1}_E).
\]

This is exactly the same recursion as studied in [40, § 4.2–4.3] with respect to the sequences \( \{P(x^k_E - x^*_E)\} \) and \( \{P(y^k_E - x^*_E)\} \). Note that \( \phi \) restricted to \( \mathcal{R}(P) \) is a strongly-convex quadratic function. By looking at the eigenvalues and eigenvectors of \( Q \) restricted to \( \mathcal{R}(P) \), one can see that \( Q \)-linear convergence of \( Px^k_E \) is obtained and the rate \( (1 - \sqrt{\mu/L})^{1/2} \) is achieved by the choice: \( \alpha = (1 - \sqrt{\mu/L})/(1 + \sqrt{\mu/L}) \). We refer to [40] for all the details. Note that the rate of \( x^k \) is the same as \( Px^k_E \) since \( x^k \) is zero outside \( E \) for \( k > K'' \) and \( (I - P)(x^k_E - x^*_E) \) has \( R \)-linear convergence to 0 with rate \( \alpha \), which is faster than the rate \( (1 - \sqrt{\mu/L})^{1/2} \). Finally the fact that \( \phi \) is quadratic for this problem gives the objective function rates.
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