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Abstract

Physical problems for which the existence of non-trivial topological Pauli phase (i.e. fractional quantization of angular orbital angular momenta that is possible in 2D case) is essential are discussed within the framework of two-dimensional Helmholtz, Schroedinger and Dirac equations.

As examples in classical field theory we consider a “wedge problem” — a description of a field generated by a point charge between two conducting half-planes — and a Fresnel diffraction from knife-edge.

In few-electron circular quantum dots the choice between integer and half-integer quantization of orbital angular momenta is defined by the Pauli principle. This is in line with precise experimental data for the ground state energy of such quantum dots in a perpendicular magnetic field.

In a gapless graphene, as in the case of gapped one, in the presence of overcharged impurity this problem can be solved experimentally, e.g., using the method of scanning tunnel spectroscopy.
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1. Introduction

It’s well known [1][2], that translation generators, i.e. self-adjoint operators of infinitesimal translations on \(a \leq q \leq b\), form a one-parameter family, \(S_\theta = S_\theta^+\):

\[
S_\theta \Psi(q) = -i \Psi'(q), \quad \mathcal{D}(S_\theta) = \{\Psi \in \mathcal{H}, \Psi' \in \mathcal{H}; \Psi(b) = e^{i \theta} \Psi(a)\},
\]

Here \(\mathcal{D}(S_\theta)\) is the domain of operator \(S_\theta\) in a Hilbert space \(\mathcal{H} = L_2([a, b])\) of square-integrable on \([a, b]\) wavefunctions \(\Psi(q)\), \(\theta\) is topological phase [3] \(0 \leq \theta \leq 2\pi\), and the
derivative $\Psi'(q) = d\Psi/dq$ should be read $[3, 4]$ in the sense of the Schwarz distribution theory $[3, 5]$, see Appendix A.

In the particular case of two-dimensional rotations when the generalized coordinate $q$ is the angle $\varphi$, $0 \leq \varphi \leq 2\pi$, and the translation operator $S_\theta$ is the orbital angular momenta operator $L_\theta$ in a plane, topological phase arises as a result of a rotation about angle $\varphi = 2\pi$:

$$\Psi(2\pi) = e^{i\theta}\Psi(0), \quad \theta = 2\pi\delta, \quad 0 \leq \delta < 1. \quad (2)$$

This phase determines rotational generator $L_\theta$ and hence the unitary operator $U_\theta$ which describe rotational dynamics of the system $[4]$,

$$U_\theta(\alpha) = e^{i\alpha L_\theta}, \quad U_\theta(\alpha)\Psi(\varphi) = \Psi(\varphi + \alpha). \quad (3)$$

In virtue of boundary condition (2) the eigenvalues of $L_\theta$, i.e. orbital angular momenta $M$, are

$$L_\theta \Psi_M(\varphi) = M\Psi_M(\varphi), \quad M = \delta + m, \quad 0 \leq \delta < 1, \quad m = 0, \pm 1, \pm 2, \ldots \quad (4)$$

Its eigenfunctions

$$\Psi_M(\varphi) = \frac{1}{\sqrt{2\pi}} e^{iM\varphi} \quad (5)$$

form an orthonormal basis in a space of wavefunctions $\Psi(\varphi) \in L^2([0, 2\pi])$ and implement a multivalued $\delta \neq 0$ irreducible representations of two-dimensional rotational group $SO(2)$ $[3]$.

For T-inversion (more properly, direction of motion inversion) invariant systems $[9]$, we have

1) $\theta = 0, \delta = 0$; 2) $\theta = \pi, \delta = 1/2$, \quad (6)

see $[10]$, and Appendix A. They correspond to a single- and double-valued representations of $SO(2)$ $[8, 10]$ respectively and lead to integer or half-integer quantization of angular orbital angular momentum respectively.

Since single-valuedness of wave function is not a fundamental principle of quantum theory and multi-valued wave functions cannot be excluded a priori $[13]$, this raises a question, why only integer values of square of angular momenta $l(l+1)$, $l = 0, 1, 2, \ldots$ and its projections on any axis $M = m = 0, \pm 1, \ldots, \pm l$ $[1]$ are realized in three-dimensional case.

It seems that this challenge was first issued and solved by Pauli in $[13]$, and then studied in details in $[14]$. The main reason for integer quantization of angular momenta in three dimensions when its projections operators obey commutation relations

$$L_xL_y - L_yL_x = iL_z \quad (7)$$

with cyclic commutations of $(x, y, z)$, is the requirement of unitary equivalence for operators of angular momentum projections $L_x, L_y, L_z$ $[14]$.  

---

2in units $\hbar = 1.0546 \times 10^{-34}$ J·s.
3see also part 6 in $[11]$ and Appendix I in $[12]$. 

---

2
Heuristically, this can be understood in the following way. The unitary equivalence means that the spectra of these operators must be the same, i.e. satisfy (4) with the same value of $\delta$. If $\delta \neq 0$, i.e. multi-valued irreducible representation of SO(2) is realized, then according to [3], see (A.10) in Appendix A we can choose such a function $\Psi_\gamma(\varphi)$ from the domain of $L_\gamma$, $\Psi_\gamma(\varphi) \in \mathcal{D}(L_\gamma)$, that a function $L_\gamma \Psi_\gamma(\varphi)$ from the domain of $L_\gamma$, $L_\gamma \Psi_\gamma(\varphi) \in \mathcal{R}(L_\gamma) = \mathcal{L}_2([0, 2\pi])$, is not in the domain $L_\gamma$, because $\mathcal{D}(L_\gamma) \subset \mathcal{L}_2([0, 2\pi])$. That is why first product of operators in (4) make no sense.

Thus, the requirement of unitary equivalence of the operators of orbital angular momentum projections $L_x, L_y, L_z$ in 3D case excludes multi-valued, including double-valued, irreducible representations of SO(3) in coordinate representation (it was proved mathematically in [14]). However, this exclusion is irrelevant to double-valued representations of this group which leads to half-integer quantization of total angular momenta (including spin).

Fractional values of an orbital angular momenta arise in classical field theory problems with separable variables in cylindrical coordinates. Examples are “wedge problem” [15, 16] and Fresnel diffraction from knife-edge [17]. We briefly discuss these problems in the next section 2.

Half-integer quantization of an orbital angular momenta may rise in such quantum mechanical systems as circular quantum dots [18, 19]. It turns out [20, 21], that the choice between two possibilities (6) is specified by the Pauli exclusion principle and this choice is based on precise experimental data [22], derived using one-electron tunnel spectroscopy method. These questions are discussed in 3.

Another near-perfect two-dimensional system is graphene [23]. Its electronic properties are described by two-dimensional effective Dirac equation [24–26]. The spectrum and wavefunctions of gapped graphene as well as resonant scattering of holes in the presence of supercritical Coulomb impurity are discussed in 4.

Brief remarks are given in conclusions 5. In Appendix A we discuss self-adjoint extensions of an infinitesimal operator on an interval, in Appendix B the generalization of an expansion of a plane wave accounting for half-integer quantization of an orbital angular momenta is considered, and in Appendix C boundary conditions for radial Dirac equations are given.

2. Two-dimensional Helmholtz equation and boundary conditions on half-line

If variables in classical field theory problem [27] are separable in cylindrical coordinates and an angle $\varphi$ is in the sector $a \leq \varphi \leq b$, it is useful to use a complete set of eigenfunctions of the generator of rotations $R_\theta$ acting in the Hilbert space of wave functions $\Psi(\varphi) \in \mathcal{L}_2([a, b])$,

$$R_\theta \Psi(\varphi) = -i \Psi'(\varphi), \quad \mathcal{D}(R_\theta) = \left\{ \Psi \in \mathcal{L}_2([a, b]) \right\},$$

see, e.g. (A.6) in Appendix A.

The eigenfunctions of this generator in a given sector,

$$\Psi_\mu(\varphi) = \frac{1}{\sqrt{b-a}} e^{i\mu\varphi}, \quad \mu = \frac{2\pi}{(b-a)}(\delta + m), \quad 0 \leq \delta < 1, \quad m = 0, \pm 1, \pm 2, \ldots, \quad (8)$$
Figure 1: The “wedge problem” — determination of the field created by a point charge $e$ placed between two conducting half-planes.

correspond to eigenvalues of an orbital angular momentum $\mu$ and form a complete orthonormal basis in $L_2([a, b])$, see [2] and (A.8). If $(b - a) = 2\pi$, then the generator of rotations coincides with the orbital angular momentum operator, $R_\theta = L_\theta$, and its eigenvalues coincide with orbital angular momentum, $\mu = M$, see (4) in part [1].

However, if $(b - a) \neq 2\pi$, then the angular momentum $\mu$ is fractional and in this case without loss of generality in (8) it can be set $\delta = 0$, and it can be used the following complete set of real functions (instead of given in (8))

$$\sin\left[\frac{2\pi n}{(b - a)} \varphi\right], \cos\left[\frac{2\pi n}{(b - a)} \varphi\right], \quad n = 0, 1, 2, \ldots,$$

leading to the standard Fourier expansion. This set corresponds to the superposition of (8) with angular momenta

$$\mu = \frac{2\pi}{(b - a)} m, \quad m = 0, \pm 1, \pm 2, \ldots, \quad (b - a) \neq 2\pi,$$

which are not integer even if $\delta = 0$, instead of (4).

2.1. The wedge problem

Let us consider a “wedge problem” as a significant example. The problem is to find an electric field generated by a point charge $e$ located between two cross conducting half-planes, see Fig. 1.

The Fourier component of a scalar potential $\Phi(\rho, \varphi, z)$,

$$u_\mu(\rho, \varphi) = \frac{1}{\pi} \int_{-\infty}^{\infty} dz \Phi(\rho, \varphi, z) \cos(\kappa z),$$

See [15] and references therein.
meets the nonhomogeneous 2D Helmholtz equation

\[
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial u_\kappa}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 u_\kappa}{\partial \phi^2} + k^2 u_\kappa = -\frac{4e}{r} \delta(\rho - r) \delta(\phi - \gamma), \quad k = i \kappa \tag{11}
\]

with boundary conditions

\[
u_\kappa(\rho, 0) = u_\kappa(\rho, \beta) = 0, \quad \tag{12}
\]

\[
u_\kappa(\rho, \phi)|_{\rho \to \infty} = 0. \quad \tag{12'}
\]

To meet Dirichlet boundary condition (12), let us set in (9)

\[b = 2\beta, \quad a = 2\alpha, \quad \alpha = 0, \quad 0 \leq \phi \leq 2\beta. \quad \tag{13}
\]

Partial solutions of homogeneous equation (11) that are finite in the origin and vanish at the infinity are:

\[R_n(\rho) \sin \left( \frac{\pi n \beta}{\rho} \phi \right), \quad n = 1, 2, 3, \ldots; \quad R_n(\rho) = \begin{cases} I_{\pi n/\beta}(\kappa \rho), & \rho < r, \\ K_{\pi n/\beta}(\kappa \rho), & \rho > r, \end{cases} \]

where \(I_\nu(x)\) and \(K_\nu(x)\) are modified Bessel functions \[28\]

Then it can be shown \[16\] that

\[
u_\kappa(\rho, \phi) = \frac{8e}{\beta} \left[ \sum_{n=1}^{\infty} K_{\pi n/\beta}(\kappa r) I_{\pi n/\beta}(\kappa \rho) \sin \left( \frac{\pi n \beta}{\rho} \phi \right), \quad \rho < r, \right. \]

\[
\left. \sum_{n=1}^{\infty} I_{\pi n/\beta}(\kappa r) K_{\pi n/\beta}(\kappa \rho) \sin \left( \frac{\pi n \beta}{\rho} \phi \right), \quad \rho > r, \right. \tag{14}
\]

the field potential is

\[
\Phi(\rho, \phi, z) = \frac{e}{\beta \sqrt{2r \rho}} \int_0^\infty \left\{ \frac{1}{\cosh (\frac{\pi}{\rho} \eta) - \cos \left( \frac{\pi \phi \gamma}{\rho} \right)} - \frac{1}{\cosh (\frac{\pi}{\rho} \eta) - \cos \left( \frac{\pi (\phi + \gamma)}{\rho} \right)} \right\} \times \\
\times \frac{\sinh \left( \frac{\pi}{\rho} \eta \right)}{\sqrt{\cosh \xi - \cosh \eta}} \, d\xi, \quad \cosh \eta = \frac{\rho^2 + \rho^2 + \eta^2}{2r \rho}, \quad \eta > 0, \quad \tag{15}
\]

and angular momentum in the superposition \[14\] \(\mu = \frac{\pi}{\beta} m, \quad m = \pm 1, \pm 2, \ldots\) One can see that on the conductor surface, i.e. when \(\phi = 0, \beta\), the potential \(\Phi = 0\).

If \(\beta = \pi\), the wedge becomes a conducting plane and the integral in (15) can be evaluated easily,

\[
\Phi(\rho, \phi, z)|_{\beta = \pi} = \frac{e}{R_+} + \frac{(-e)}{R_-}, \quad R_+ = \left( \rho^2 + \rho^2 + \eta^2 - 2r \rho \cos(\phi + \gamma) \right)^{1/2}, \quad \tag{16}
\]

that is in line with the method of images. Nevertheless, the equations \[15\] guarantee the existence of “fictitious” half-space of the image, \(\pi \leq \phi \leq 2\pi\), and at the same time,
integer values of an orbital angular momentum $\mu = M = m, m = \pm 1, \pm 2, \ldots$ in the expansion (14).

However if $\beta = 2\pi$, the wedge becomes the conducting half-plane. In this case the integral in (15) can also be evaluated [15]

$$\Phi(\rho, \varphi, z) \bigg|_{\beta = 2\pi} = \frac{q_+}{R_+} + \frac{(-q_-)}{R_-}, \quad q_\pm = e^{\pm \frac{\pi}{\delta}} \cos \left( \frac{\cos \left( \frac{\varphi}{2} \right)}{\cosh \left( \frac{\rho}{2} \right)} \right),$$

(17)

$R_\pm$ are defined in (16). Such a value of $\beta$ corresponds to the existence of an image space, $2\pi < \varphi < 4\pi$, the summation of potential of denumerable number of images charges and the contribution of half-integer values of an orbital angular momenta $\mu = \frac{\pm 1}{2} m, m = \pm 1, \pm 2, \ldots$ in (14).

2.2. Diffraction from knife-edge

Our second example is scattering of a plane monochromatic wave with frequency $\omega = ck$ on a semi-infinite screen, $x = 0, y < 0$, which meets the Neumann conditions, see Fig. 2.

Let us consider a partial solution [17] of a homogeneous Helmholtz equation (11) which asymptotically $k\rho \gg 1$ turns in a plane wave, see Appendix B

$$u(\rho, \varphi) = \frac{1}{2} \sum_{n=0}^{\infty} e_n (-i)^{\frac{\alpha}{2}} J_{\frac{\alpha}{2}}(k\rho) \cos \left( \frac{n}{2} \varphi \right) =$$

$$= \frac{1}{\sqrt{2i\pi}} e^{-ik\rho \cos \varphi} \Phi \left[ \sqrt{2k\rho} \cos \left( \frac{\varphi}{2} \right) \right]_{k\rho \gg 1} e^{-ik\rho \cos \varphi} \left[ 1 + O \left( \frac{1}{k\rho} \right) \right],$$

(18)

5 Recall that $\delta = 0$, see (4).

6 Compare with the solution of problem 3.19 in [16].
Here $\epsilon_n$ is a Neumann factor, $\epsilon_0 = 1$, $\epsilon_n = 2$ at $n > 0$, $J_n(x)$ is Bessel function, and the function

$$\Phi(z) = \int_{-\infty}^{z} e^{it^2} dt = \frac{\sqrt{\pi}}{3} \left[ 1 + \text{erf}(e^{-i\frac{1}{2}}z) \right]$$  \hspace{1cm} (19)

is associated with Fresnel integrals and may be expressed through the probability integral \([28]\) with complex argument.

Both integer and half-integer values of an orbital angular momentum contribute to the expansion \((18)\), that’s why the period for $\varphi$ of the function $u(\rho, \varphi)$ equals $4\pi$, not $2\pi$. For a screen oriented along $y < 0$, the domain $-\pi/2 < \varphi < 3\pi/2$ is a “real” space, and a domain $3\pi/2 < \varphi < 7\pi/2$ is a “fictitious” one. It is necessary to place auxiliary sources\(^7\) and to meet Neumann boundary conditions,

$$\left. \frac{\partial}{\partial \varphi} \Psi(\rho, \varphi) \right|_{\varphi = -\frac{\pi}{2}} = \left. \frac{\partial}{\partial \varphi} \Psi(\rho, \varphi) \right|_{\varphi = \frac{3\pi}{2}} = 0.$$  \hspace{1cm} (20)

To obtain the complete set of functions in first two equations \((13)\) we set $\alpha = -\pi/2$ and $\beta = 3\pi/2$, that leads to half-integer orbital angular momenta. Noting that

$$\left. \frac{\partial}{\partial \varphi} \cos \left( \frac{n}{2} \varphi \right) \right|_{-\frac{\pi}{2}} = \frac{n}{2} \sin \left( \frac{n\pi}{4} \right) = - \left. \frac{\partial}{\partial \varphi} \cos \left[ \frac{n}{2} (3\pi - \varphi) \right] \right|_{-\frac{\pi}{2}}$$

and

$$\left. \frac{\partial}{\partial \varphi} \cos \left[ \frac{n}{2} (3\pi - \varphi) \right] \right|_{\frac{3\pi}{2}} = \frac{n}{2} \sin \left( \frac{3n\pi}{4} \right) = - \left. \frac{\partial}{\partial \varphi} \cos \left( \frac{n}{2} \varphi \right) \right|_{\frac{3\pi}{2}},$$

we conclude that the Helmholtz equation solution meeting the conditions \((20)\) is written as \((21)\)

$$\Psi(\rho, \varphi) = u(\rho, \varphi) + u(\rho, 3\pi - \varphi) = \frac{1}{\sqrt{2\pi}} \left\{ e^{-ik\rho \cos \varphi} \Phi \left[ \sqrt{2k\rho} \cos \left( \frac{\varphi}{2} \right) \right] + e^{ik\rho \cos \varphi} \Phi \left[ -\sqrt{2k\rho} \sin \left( \frac{\varphi}{2} \right) \right] \right\}.$$  \hspace{1cm} (21)

Accounting for the exact expression for $\Psi(\rho, \varphi)$, one can define the shadow area and reflected wave area for any $\rho$. If $\rho \to \infty$, in different domains of “real space” for asymptotic behaviour $\Psi(\rho, \varphi)$ we have \((17)\)

$$\Psi(\rho, \varphi) \approx \begin{cases} e^{-ik\rho \cos \varphi} + e^{ik\rho \cos \varphi} + f(\rho, \varphi), & -\frac{1}{2} \pi < \varphi < 0, \\ e^{-ik\rho \cos \varphi} + f(\rho, \varphi), & 0 < \varphi < \pi, \\ f(\rho, \varphi), & \pi < \varphi < \frac{3}{2} \pi, \end{cases}$$  \hspace{1cm} (22)

where

$$f(\rho, \varphi) = \sqrt{\frac{i}{8\pi k\rho}} e^{ik\rho} \left[ \frac{1}{\sin \left( \frac{\varphi}{2} \right)} - \frac{1}{\cos \left( \frac{\varphi}{2} \right)} \right].$$  \hspace{1cm} (22')

\(^7\)Compare with \([13]\) and formulas \([16], [17]\) in the preceding section 2.1.
compare with asymptotic (B.8) in Appendix B.

Hence, the function \( \Psi(\rho, \varphi) \) is the solution of a given physical problem: a plane wave, \( \exp(-ikx) \), comes from the right and meets the screen. In the domain \(-\pi/2 < \varphi < 0\) the incident wave reflects from the screen, \( \exp(ikx) \), in the domain \(0 < \varphi < \pi\) it freely propagates to the left, and in the “shadow” area, \(\pi < \varphi < 3\pi/2\), there is no plane wave, see Fig. 2.

Nevertheless, in each of these domains there is wave scattered on the screen. Its intensity is asymptotically proportional to the expression

\[
s(\varphi) = \frac{1}{8\pi k \rho} \left[ \frac{1}{\sin \left( \frac{\varphi}{2} \right)} - \frac{1}{\cos \left( \frac{\varphi}{2} \right)} \right]^2, \quad \varphi \neq 0, \pi,
\]

which is applicable only at large distances, besides the values \( \varphi = 0 \) and \( \pi \) are physically unrealizable because of finite value of the aperture of device. Equation (23) shows that the edge of the screen seems luminous irrespective of the angle \( \varphi \) it is seen at, except \( \varphi = \pi/2 \).

As it can be seen from (22), at large distances, \( k\rho \gg 1 \), and angles \( \varphi \) from \( \pi - \varepsilon \) to \( \pi + \varepsilon \), \( \varepsilon \ll 1 \), the module \( |\Psi(\rho, \varphi)| \) decreases from the value of the order of unity to the value that approximately equals to zero. That’s why the line \( \varphi = \pi \) is the boundary of the shadow area: below it the intensity is small and above it’s large. Near this line one can observe Fresnel diffraction from the screen edge. Mathematically it is associated with so-called Stokes phenomenon [17].

Both integer and half-integer values of an orbital angular momentum contribute to the solution \( \Psi(\rho, \varphi) \) of a problem of scattering of a plane wave on a semi-infinite screen. But the question about superselection [29] in a superposition of integer and half-integer orbital angular momenta does not rise here because the auxiliary sources for satisfying the Neumann boundary conditions are situated in a “fictitious” space, \( 3\pi/2 < \varphi < 7\pi/2 \).

Moreover, in problems considered above, see 2.1 and 2.2, rotational symmetry is broken. In the next section we discuss quantum mechanical problems with axial symmetry.

3. Two-dimensional Schroedinger equation with axial symmetry

Half-integer quantization of an orbital angular momentum can be essential for the energy of few-electron quantum dots and in two-dimensional non-relativistic scattering on an axial-symmetric potential.

3.1. Circular quantum dots

In experiments [22] the ground states of \( N \)-electron circular quantum dots, \( 1 \leq N < 30 \), in a perpendicular magnetic field, \( 0 \leq B \leq 8 \) T were obtained. In such experiments [30] one can reach an accuracy of \( \approx 0.015\) meV = \( 2.4 \cdot 10^{-24} \) J, that was promoted by maintaining the temperature of the system about \( 23\) mK = \( 1.92\) \( \mu \)eV = \( 3.1 \cdot 10^{-25} \) J. That’s why in [22] precise experimental data for the ground state of two- and three-electron circular quantum dots in perpendicular magnetic field \( 0 \leq B \leq 8 \) T were obtained.
3.1.1. \textit{N}-electron circular quantum dots in a perpendicular magnetic field

In accordance with \cite{20, 21} the oscillatory model with the parabolic confinement is a good approximation for low-lying levels in a real circular quantum dot. The Schrodinger equation for reduced energy $\varepsilon(N; B)$ in the symmetric gauge of the vector potential, $A = [\mathbf{B} \times \mathbf{r}]/2$, for $N$ particles in the confining potential

$$V_{\text{ef}} = \sum_{a=1}^{N} V_a(N) = \frac{1}{2} \sum_{a=1}^{N} m_a \Omega_a^2(N) \mathbf{r}_a^2 + V^{(0)}(N),$$

(24)

where $m_a$ is an effective mass of electron, $\Omega_a(N)$ is the confining frequency, $\mathbf{r}_a$ is the radius-vector of $a$-th particle in a plane $(x, y)$, and $V^{(0)}(N)$ is the reference energy level, according to \cite{20, 21} is written as:

$$\Psi_N = \varepsilon(N; B) \Psi_N.$$

(25)

Here the dimensionless parameter $Q_L(N)$ equals

$$Q_L(N) = \left( \frac{m_a^2 e^2}{2 \hbar^2} \right)^{1/2} = \left( \frac{\mu}{e^2} \right)^{1/3} \left( \frac{\text{Ry}}{\hbar \Omega_L(N)} \right)^{1/3},$$

are characteristic size and energy of the dot, $\mu = m_e/m_a$ is the reduced mass, $\epsilon$ is dielectric constant, $a_B = \hbar^2/m_e e^2$ is Bohr radius ($m_e$ and $-e$ are electron mass and charge), Ry = $m_e e^2/2\hbar^2 = 13.6 \text{ eV} = 2.18 \cdot 10^{-18} \text{ J}$ is Rydberg constant, and a frequency $\Omega_L(N)$ is a function of the confining frequency:

$$\Omega_L(N) = \sqrt{\Omega^2(N) + \omega_L^2}, \quad \omega_L = \frac{eB}{2m_e c} = \frac{1}{\mu} \frac{B}{B_a} \omega_a,$$

where $\omega_L$ is the Larmor frequency,

$$B_a = \frac{cm_e^2 e^3}{\hbar^3} = 2.35 \cdot 10^5 \text{ T}, \quad \omega_a = \frac{\text{Ry}}{\hbar} = 2.07 \cdot 10^{-16} \text{ s}^{-1}$$

are atomic magnetic field and frequency, and $\hbar \omega_L = 0.87 \cdot B(\text{T}) \text{ meV} = 1.4 \cdot 10^{-22} \text{ J}$.

Taking spin into account, we can write for the total energy of the $N$-electron circular quantum dot in perpendicular magnetic field $B$:

$$E_{\text{M}}(N; B) = \varepsilon_M(N; B) E_0(N) - (M + \mu g \Sigma) \hbar \omega_L + V^{(0)}_{\text{M}}(N), \quad N \geq 2,$$

(27)

where $\hbar M$ and $\hbar \Sigma$ are the conserved orbital and spin momenta projections on the direction of magnetic field, $\varepsilon_M(N; B)$ is the solution of (25), corresponding to orbital
angular momentum projection $\hbar M, E_0(N)$ is defined in (26), and $g$ is Lande factor. For quantum dots in double-barrier structure based on GaAs

$$\mu = 0.067, \quad \epsilon = 12.5, \quad g = 0.44.$$ 

The energy of such dots was estimated in [21].

Unlike the assumption made in [22], phenomenological parameters $\hbar \Omega(N; M, \Sigma)$ and $V_{MZ}^{(0)}$ depend not only on the number of electrons in a dot [30], but also on quantum numbers of a system of electrons (in our case — total orbital angular momentum projection and spin [20]).

3.1.2. Topological phase and half-integer orbital angular momentum in circular quantum dots

Formally, the equation (25) is equivalent to the 2D Schrödinger equation for $N$ particles with masses $2Q_i^2$. Let us first discuss the case of “heavy particles”, i.e. $Q_i^2 \gg 1$ when we can use quasiclassical $1/Q$-expansion [33]. In the limit $Q_L \to \infty$ ground state is realized by a rigid configuration of electrons which minimizes the potential energy. This configuration is invariant under $2\pi$ rotation around the symmetry axis, that can be used for understanding the quantization of the angular momentum.

Indeed, the overall phase acquired by the ground-state wave function after the rotation is determined by the total angular momentum $J$ that includes spin. The rotation of a two-dimensional system about $2\pi$ is the identity element of the symmetric group $S_N$ and belongs to the alternating group $A_N$ of even permutations of the set $\{1, 2, \ldots, N\}$. Hence, the rotation of the system about $2\pi$ is equivalent to an even number of pairwise transpositions, so, according to the Pauli principle, the wave function of fermionic system does not change:

$$e^{i2\pi J} = 1, \quad J = M + \Sigma = 0, \pm 1, \pm 2, \ldots$$ (28)

(the total angular momentum equals to the sum of the orbital and spin angular momenta).

For even number of electrons the spin quantum number is integer, so the orbital angular momentum is also integer. For odd number of electrons it is half-integer. According to (4) and (28) it means that $\delta = 1/2$, or that the system is characterized by the topological phase $\theta = \pi$. Therefore, for even number of electrons, $N = 2n, n = 1, 2, 3, \ldots$, we have

$$\theta = 0, \quad \delta = 0, \quad M = m = 0, \pm 1, \pm 2, \ldots$$ (29)

and for odd number of electrons, $N = 2n + 1, n = 1, 2, 3, \ldots$,

$$\theta = \pi, \quad \delta = 1/2, \quad M = m + 1/2, \quad m = 0, \pm 1, \pm 2, \ldots$$ (30)

Now let us consider the case of three electrons. If total spin $\Sigma = \pm 1/2$, then $M$ can take any half-integer value as in (30). But if $\Sigma = \pm 3/2$, an additional symmetry arises in the problem. In this case the symmetry group is $C_{3v}$, see, e.g., [34], which is isomorphic to the symmetry group $S_3$. The group $C_{3v}$ consists of rotations around the
symmetry axis by $2\pi/3$-fold angles (the $C_3$ group) and reflections at three bisectors of equilateral triangle, which is the equilibrium configuration for three-electron quantum dot. The $C_3$ group is isomorphic to $A_3$, so wave functions of the system at $Q_L \to \infty$ do not change not only under $2\pi$ rotations, but also under $2\pi/3$ and $4\pi/3$ rotations. Thus

$$e^{i2\pi J} = 1, \quad J = M + \Sigma = 0, \pm 3, \pm 6, \ldots \quad (31)$$

This means that the orbital angular momentum projections can take the values

$$M = \pm \left( \frac{3}{2} + 3k \right), \quad k = 0, 1, 2, \ldots \quad (32)$$

To obtain (28) and (31) we considered classical limit $Q_L \to \infty$. However, if one varies the parameter $Q_L$ adiabatically, then the discrete quantum numbers $M$ and $\Sigma$ do not change. Therefore, this result is valid also at $Q_L \sim 1$ which is typical for real quantum dots.

Thus, for a three-electron quantum dot the Pauli principle leads to half-integer quantization of the orbital angular momentum, i.e. to the value $\delta = 1/2$ corresponding to the topological phase $\theta = \pi$. That’s why it is valid to call topological phase $\theta$ the “Pauli topological phase”. Pauli was first to pay attention to the possibility of fractional quantization of an orbital angular momentum in 2D case. This conclusion is substantiated by experimental data [22].

3.1.3. Comparison of theoretical calculations with the experimental data

The variables in the Schroedinger equation (25) with $N = 2$ can be separated in cylindrical coordinates and then it can be easily solved numerically [33]. Since this approach is not applicable for quantum dots containing more electrons, here we discuss an alternative solution of this problem based on construction of symmetrical coordinates, see [35]. In [21] it was shown that results of diagonalization are in good agreement with the results of exact (numeric) solution which is possible when variables are separated.

On Fig. 3 from [21] experimental data from [22] are compared with theoretical calculations. The confining frequency of one-electron dot $\hbar \Omega(1) = 3.6 \text{ meV} = 5.8 \cdot 10^{-22} \text{ J}$ is taken from [22]. The solid line is a result of Hamiltonian diagonalization method which cannot be distinguished from the exact numerical calculation. The experimental points are taken from [22]. Above the curves there are quantum numbers of the system: projections of total orbital $M$ and spin $\Sigma$ momenta on the magnetic field. Arrows show the locations of crossings (the values of magnetic field where the ground state symmetry changes).

Values of $M$ and $\Sigma$ are in line with (28) and (29) and correspond to total angular momenta $J = 0, 2, 2, 4$. One can see that when magnetic field is close to zero, the system is in the state with the lowest quantum numbers, $M = 0$ and $\Sigma = 0$. Moreover, the contributions of centrifugal energy and paramagnetic shift are equal to zero and the ground state energy increases with magnetic field owing to diamagnetic contribution at $0 \lesssim B < 2 \text{ T}$. Next, with the growth of the magnetic field, when the paramagnetic contribution becomes essential, the system goes into state with $M = 1$. According to the Pauli principle, the total spin projection also changes: the value $\Sigma = 0$ becomes $\Sigma = 1$, i.e. at $B = B_1^c$ the singlet-triplet crossing occurs. With further increase of
magnetic field up to $B = 3$ T the ground state energy decreases due to paramagnetic shift and then increases because of diamagnetic contribution to the energy. At $B \approx 4$ T it becomes advantage for the system to make a transition to the state with $M = 2$, i.e. a transition from $\Sigma = 1$ to $\Sigma = 0$. Hence, the triplet-singlet crossing occurs at $B = B_{cr}^2$, and so forth as the magnetic field grows.

On Fig. 4, which is similar to Fig. 6 in [21], the calculation of effective energy $\Delta E(3; B) = E(3; B) - 3E(1; B)$ of the ground state of three-electron circular quantum dots is compared with experimental data [22]. The legend is similar to the one on Fig. 3. The values of $M$ and $\Sigma$ are in agreement with (28), (30)–(32) and correspond to total angular orbital angular momenta $J = 1, 3, 3, 4$. One can see from Fig. 4 that three-electron system, as well as two-electron one, makes transitions between states with different quantum numbers with the growth of magnetic field. The dynamics of these transitions is similar to the two-electron problem discussed above. The difference
is that in a weak field, $\omega_L \ll \Omega(3)$, the projections of orbital and spin momenta are not zero, $M = 1/2$ and $\Sigma = 1/2$. Thus, the paramagnetic shift is significant here and it reduces the ground state energy with increase of magnetic field.

Thus, in accordance with the Pauli principle and T-invariance, non-trivial topological phase associated with multiple-valued irreducible representations of the two-dimensional rotation group $SO(2)$ leads to half-integer quantization of orbital angular momentum of the ground state of circular quantum dots with an odd number of electrons.

The value $M = 1/2$ for orbital angular momentum of three-electron circular quantum dot in a weak magnetic field can be detected directly \cite{21} if one measures the derivative of ground-state energy at $B \to 0$ with more accuracy than it was done in \cite{22}. It is determined by the paramagnetic contribution to the energy and does not depend on the shape and parameters of the confining potential.

3.2. Short-range potential scattering

At large distances the wave function of 2D finite-range potential scattering problem is given by \cite{34}

$$\Psi_k(\rho) = e^{ik\rho \cos \varphi} \cdot \frac{f_k(\varphi)}{\sqrt{-i\rho}} e^{ik\rho}, \quad k\rho \gg 1,$$

where $f_k(\varphi)$ is a dimensionless scattering amplitude. The solution of 2D Schrödinger equation for axially symmetric potential scattering $U(\rho)$, $\rho = r/a_0$, may be written as a superposition of wave functions of particles with energy $E = E_0 k^2$, $E_0 = \hbar^2 / 2ma_0^2$, and different orbital angular momenta $M$,

$$\Psi_k(\rho) = \frac{1}{\sqrt{\rho}} \sum_M A_M F_{kM}(\rho) \Psi_M(\varphi).$$

Angle functions $\Psi_M(\varphi)$ are defined in (4)–(6), where the sum is over integer or half-integer $M$, and radial functions satisfy the following equation

$$\frac{d^2}{d\rho^2} F_{kM}(\rho) + \left[k^2 - \frac{4M^2 - 1}{4\rho^2} - V(\rho)\right] F_{kM}(\rho) = 0, \quad V(\rho) = \frac{U(\rho)}{E_0}. \quad (35)$$

The solution of this equation at large distances

$$F_{kM}(\rho) \approx \sqrt{\frac{2}{\pi}} \cos \left(k\rho - \frac{\pi}{2} M - \frac{\pi}{4} + \delta_M\right), \quad k\rho \gg 1,$$

differs from the asymptotic of free equation solution only by a scattering phase $\delta_M(k)$

$$F_{kM}^{(0)}(\rho) = \sqrt{k\rho} J_M(k\rho) \approx \sqrt{\frac{2}{\pi}} \cos \left(k\rho - \frac{\pi}{2} M - \frac{\pi}{4}\right).$$

(37)

Coefficients $A_M$ should be chosen so that at large distances the expansion \cite{34} coincides with the asymptotic \cite{33}. Given the expansion \cite{B.7} for a plane wave with integer

---

\*\*here $a_0$ is an effective range.\*\*
orbital angular momenta and \( \text{B.9} \) — the extension of a plane wave to half-integer \( M \), this requirement leads to

\[
A_M = \frac{i^M}{\sqrt{k}} e^{i\delta M(k)}, \quad M = \delta + m, \quad \delta = 0, 1/2, \quad m = 0, \pm 1, \pm 2, \ldots
\] (38)

For integer momenta \( M \) this result was obtained earlier, see, e.g., (2.21) in [26]. Hence, for scattering amplitude we have an expansion

\[
f_k(\varphi) = \frac{1}{i \sqrt{2\pi k}} \sum_{m=-\infty}^{\infty} (e^{2i\delta M(k)} - 1)e^{iM\varphi}, \quad M = \begin{cases} m = 0, \pm 1, \pm 2, \ldots, \\ m + 1/2 = \pm 1/2, \pm 3/2, \ldots \end{cases}
\] (39)

Differential and total scattering cross-sections in units of \( a_0 \) equal

\[
d\sigma(k, \varphi) = |f_k(\varphi)|^2, \quad \sigma(k) = \int |f_k(\varphi)|^2 d\varphi.
\] (40)

Given the orthonormality of \( \Psi_M(\varphi) \), for total cross-section we get

\[
\sigma(k) = \frac{4}{k} \sum_M \sigma_M(k), \quad \sigma_M(k) = \sin^2 \delta_M(k), \quad M = \begin{cases} m = 0, \pm 1, \pm 2, \ldots, \\ m + 1/2 = \pm 1/2, \pm 3/2, \ldots \end{cases}
\] (41)

where \( \sigma_M(k) \) is a partial cross-section and summation is over integer and half-integer orbital angular momenta \( M \). If the value is integer, then \( M = m \), see [36, 37]. In two dimensions the optical theorem is written as:

\[
\sigma(k) = \sqrt{\frac{8\pi}{k}} \Im f_k(0).
\] (42)

Note that the approach to 2D scattering problem with the possible half-integer quantization of orbital angular momentum is analogous to the Coulomb scattering problem with its integer quantization.

3.2.1. Two-dimensional Coulomb scattering problem

The exact solution of 2D Schrödinger equation with Coulomb attractive potential for scattering problem is [36, 37]:

\[
\Psi(x, y; E) = \frac{1}{\sqrt{\pi}} e^{\frac{x^2}{2}} \Gamma\left(\frac{1}{2} - \frac{i}{k}\right) e^{ikx} \Phi\left[\frac{1}{2}, \frac{1}{2}; 2ik\rho \sin^2 \left(\frac{\varphi}{2}\right)\right].
\] (43)

Here the Coulomb units are used, \( k = \sqrt{2E} \), \( \Phi(a, c; z) \) is a degenerate hypergeometric Humbert function [28], and a normalization constant is chosen so that the amplitude of a plane wave in

\[
\Psi(x, y; E) = \begin{cases} 1 - \frac{k + 2i}{4k^3 \rho \sin^2 \left(\frac{\varphi}{2}\right)} e^{ikx} \ln \left[2k\rho \sin^2 \left(\frac{\varphi}{2}\right)\right] \quad \text{if } E > 0, \\ 1 + \frac{ik^2 + 3k - 2i}{4k^3 \rho \sin^2 \left(\frac{\varphi}{2}\right)} f_{\text{c}}(\varphi) e^{ik\rho \ln(2k\rho)}, \quad \text{if } E < 0 \end{cases}
\] (44)
is equal to unity. For the Coulomb scattering amplitude we have

\[ f_C(\varphi) = -i e^{\frac{1}{2} \ln \left[ \sin^2 \left( \frac{\varphi}{2} \right) \right]} \frac{\Gamma \left( \frac{1}{2} - \frac{i}{a_Z k} \right)}{\Gamma \left( \frac{1}{2} + \frac{i}{a_Z k} \right)} e^{i \frac{1}{a_Z k} \ln \left[ \frac{1}{e a_Z k} \right]} k Z m e^2, \quad k = \sqrt{\frac{2mE}{\hbar^2}}. \quad (45) \]

If we compare the definition of a Coulomb amplitude in (44) and definitions of short-range potentials scattering amplitude in (33) and the asymptotic (B.8) of the generalization of a plane wave for half-integer momenta, we can see that in both cases only the principal term in the asymptotic expansion of exact solutions of equations is used. Nevertheless, scattering amplitude and differential cross-section can be obtained according to (39), at least for integer quantization of orbital angular momentum [26]. Particularly, the amplitude (45) corresponds to Coulomb partial scattering matrix

\[ S_m = e^{2i\delta_m} = \frac{\Gamma \left( |m| + \frac{1}{2} - \frac{i}{a_Z k} \right)}{\Gamma \left( |m| + \frac{1}{2} + \frac{i}{a_Z k} \right)}, \quad m = 0, \pm 1, \pm 2, \ldots, \quad (46) \]

and slow particles’ scattering phases are

\[ \delta_m = -\frac{1}{a_Z k} \ln \left( \frac{1}{e a_Z k} \right) - \frac{\pi}{2} |m| + \left( \frac{m^2}{2} - \frac{1}{4} \right) a_Z k, \quad a_Z k \ll 1. \quad (47) \]

The anomalous growth of scattering phases at \( k \to 0 \) owes to slow decreasing of the Coulomb potential at large distances. That’s why special techniques [34] are required when calculating zero-angle scattering amplitudes.

### 3.2.2. The scattering with generalization of a plane wave to integer and half-integer orbital angular momenta

Following the analogy given above, let’s take the following function as a generalization of a plane wave

\[ v(\rho, \varphi) = \frac{1}{2} \sum_{M=\infty}^{\infty} \left[ e^{iM|\varphi|} e^{iM} + e^{-iM|\varphi|} e^{-iM} \right], \quad M = m + 1/2, \quad (48) \]

where summation is both over integer \( M = m \) and over half-integer orbital angular momenta, \( M = m + 1/2 \). Both values gives asymptotically similar contribution, see Appendix B particularly (B.1) and (B.11). Acting like in the beginning of 3.2, when deriving (38), instead of (39) we get

\[ \tilde{f}_k(\varphi) = \frac{1}{i \sqrt{8\pi k}} \sum_M (e^{i2\delta_M(k)} - 1) e^{iM\varphi}. \quad (49) \]

Here summation is over all integer \( M = m \) and half-integer \( M = m + 1/2, \ m = 0, \pm 1, \pm 2, \ldots, \) and the scattering amplitude \( \tilde{f}_k(\varphi) \) corresponds to the asymptotic (33). Since functions \( e^{iM\varphi} \) both at integer and half-integer values of \( M \) are orthogonal on \( 0 \leq \varphi \leq 4\pi \), see Appendix A, we get instead of (41)

\[ \tilde{\sigma}(k) = \frac{4\pi}{4k} \sum_M \sin^2 \delta_M(k). \quad (50) \]
Nevertheless, the optical theorem is still has the form \[42\],

\[ \widetilde{\sigma}(k) = \sqrt{\frac{8\pi}{k}} \text{Im} \, \widetilde{f}_j(0). \] (51)

so the solution

\[ \Psi_k(\rho) = \frac{1}{\sqrt{k\rho}} \sum_M i^M e^{i\delta_M(k)} F_{kM}(\rho) \Psi_M(\varphi), \] (52)

where summation is over both integer and half-integer orbital angular momenta, is not contrary to the unitarity.

This solution, along with one of the problem of plane wave scattering on half-infinite screen \[21\], contains contributions from both integer and half-integer orbital angular momenta. So, it arises the question about superselection rule, i.e. the realization\[9\] of single- or double-valued representations of two-dimensional rotation group \(SO(2)\). Let’s illustrate physical consequences of it.

### 3.2.3. Impenetrable disk scattering

The scattering phases for impenetrable disk of radius \(R\) are

\[ \exp[2i\delta_M(k)] = -\frac{H^{(2)}_{|M|}(kR)}{H^{(1)}_{|M|}(kR)}, \quad M = \delta + m, \quad \delta = 0, 1/2, \quad m = 0, \pm 1, \pm 2, \ldots, \] (53)

where \(H^{(1,2)}(x)\) are Hankel functions \[28\].

In the case of slow particles scattering we get

\[ \delta_M(k) = -\frac{(kR)^{|M|}}{(2|M| - 2)!!(2|M|)!!}, \quad M = \delta + m, \quad \delta = 0, \pm 1, \pm 2, \ldots, \] (54)

Here \((2n - 1)!! = 2^n \Gamma(n + 1/2)/\sqrt{\pi}, \) where \((-1)!! = 1\). Thus, for half-integer orbital angular momenta

\[ \delta_M(k) = -\frac{\pi}{\Gamma(m + 1/2)\Gamma(m + 3/2)} \left(\frac{kR}{2}\right)^{2m+1}, \quad M = m + 1/2, \quad m \geq 0, \quad kR \ll 1. \] (55)

At the same time for integer \(M \neq 0\) we have

\[ \delta_M(k) = -\frac{\pi m}{(m!)^2} \left(\frac{kR}{2}\right)^{2m}, \quad M = m, \quad m \geq 1, \quad kR \ll 1, \] (56)

and for \(m = 0\) it occurs a large logarithm,

\[ \delta_0(k) = -\frac{\pi}{2} \frac{1}{\ln(1/kR)}, \quad kR \ll 1. \] (57)

\[9\]In the case of circular quantum dots, see section \[3.1\], the choice between integer and half-integer values of orbital angular momenta is determined by the Pauli exclusion principle, which is not applicable in one-particle problem.
Let’s note that results (56) and (57) coincide with the expressions for phases of long-wave scattering by a cylinder of radius $R$ with Dirichlet boundary conditions, see, e.g., [17]. They correspond to scattering phases of plane electromagnetic wave with E-vector in the direction of axis of cylinder. For half-integer values of $M$ we obtain for differential and total cross-section:

$$\frac{d\sigma(k, \varphi)}{d\varphi} = \frac{8}{\pi} kR^2 \cos^2 \left(\frac{\varphi}{2}\right), \quad \sigma(k) = 8kR^2, \quad kR \ll 1. \quad (58)$$

In the case of integer values of $M$ the situation is different,

$$\frac{d\sigma(k, \varphi)}{d\varphi} = \frac{\pi R}{2(kR) \ln^2(1/kR)}, \quad \sigma(k) = \frac{\pi^2 R}{(kR) \ln^2(1/kR)}, \quad kR \ll 1, \quad (59)$$

i.e. the long-wave scattering is isotropic and like in the problem of scattering by a cylinder of radius $R$, it grows with increase of the wavelength [17].

In the case of short waves, according to the Hankel functions asymptotic at large arguments [28] we have

$$\delta_M(k) \approx \begin{cases} kR - \frac{\pi}{2}|M| - \frac{\pi}{4}, & |M| \lesssim kR, \quad kR \gg 1, \\ 0, & |M| \gtrsim kR \gg 1. \end{cases} \quad (60)$$

For the total scattering cross-section we obtain

$$\sigma(k) \approx \frac{4}{k} \sum_{M=-kR}^{kR} \sin^2 \left(kR - \frac{\pi}{2}|M| - \frac{\pi}{4}\right) \approx 4R, \quad kR \gg 1, \quad (61)$$

and this result is valid both for half-integer and integer orbital angular momenta, see [17].

Thus, the short-wave cross-section is independent of the type of orbital angular momentum quantization, but for long-wave cross-section the type of quantization is essential. The way to determine which type of orbital angular momenta quantization is realized in 2D scattering is based on this fact.

The near perfect two-dimensional system is graphene and in the next section we consider the spectrum and wave functions of graphene with axially symmetric impurity.

### 4. Two-dimensional Dirac equation in a strong axially symmetric electric field

The electron characteristics of gapped graphene can be described by the effective two-dimensional Dirac equation with external axially symmetric potential which vanishes at infinity,

$$\left[ -i \hbar \frac{\partial}{\partial \rho} + V(\rho) + \sigma_3 \right] \Psi_\varepsilon(\rho) = \varepsilon \Psi_\varepsilon(\rho). \quad (62)$$

Here $\sigma = (\sigma_1, \sigma_2)$ and $\sigma_3$ are the Pauli matrices, $\rho = (\rho \cos \varphi, \rho \sin \varphi)$, $\Psi_\varepsilon(\rho)$ is the two-component wave function for energy $\varepsilon$. We use “relativistic” system of units $\hbar = v_F = m_e = 1$, where $v_F$ is the velocity at the Fermi surface and $m_e$ is the effective mass.
of electron, so the energy unit is \( m v_F^2 \), and the length unit \( l_F = \hbar / m v_F \) is “Compton” length. Detail are described in [24,26], [23] and references given there.

Owing to the axial symmetry, the conserving quantum number is the total angular momentum \( J = M + 1/2 \), i.e., the eigenvalue of the generator for the two-dimensional rotations, \(-i \frac{\partial}{\partial \varphi} + \frac{1}{2} \sigma_i \) [38]. The eigenvalues \( M \) of orbital angular momentum and its eigenfunctions are defined in [4,6]. For a wave function with total angular momentum \( J \) we have

\[
\Psi_{\epsilon,J}(\rho) = \frac{1}{\sqrt{2\pi \rho}} e^{i\rho^2/2} \begin{cases} e^{i\varphi/2} F(\rho) & J = M + 1/2, \\ e^{-i\varphi/2} G(\rho) & J = M - 1/2. \end{cases}
\]  

(63)

Functions \( F(\rho) \) and \( G(\rho) \) satisfy the two-dimensional Dirac equation,

\[
H_D \Psi_{\epsilon,J}(\rho) = \epsilon \Psi_{\epsilon,J}(\rho), \quad \Psi_{\epsilon,J}(\rho) = \begin{pmatrix} F(\rho) \\ G(\rho) \end{pmatrix}, \quad H_D = \begin{pmatrix} V(\rho) + 1/\rho - \frac{1}{\rho} \frac{d}{d\rho} \frac{d}{d\rho} & \frac{1}{\rho} \frac{d}{d\rho} \\ \frac{1}{\rho} \frac{d}{d\rho} F(\rho) - V(\rho) - 1 \end{pmatrix}.
\]  

(64)

which up to the notation\(^{10}\) coincides with the set of equations for the radial functions for the three-dimensional problem when \( J = -s = \pm 1, \pm 2, \ldots \). In the two-dimensional case, however, the values \( J = 0 \) and half-integer values \( J = m + 1/2 \) where \( M = m = 0, \pm 1, \pm 2, \ldots \) are possible.

For potentials which vanish \( V(\rho) \rightarrow 0 \) at large distances \( \rho \rightarrow \infty \), the values \( \epsilon \geq 1 \) and \( \epsilon \leq 1 \) correspond to the upper and lower (the “Dirac sea”, deformed by an external field) continua of the solutions of the Dirac equation, respectively, whereas the range \(-1 < \epsilon < 1\) corresponds to the discrete spectrum. Since the eigenvalues of the differential operator \( H_D \) can be arbitrarily large, the self-adjoint operator \( \hat{H} \), associated with \( H_D \), is unbounded one. With the explicit form of the Hamiltonian \( H_D \) it can be shown that the boundary conditions of wave functions at \( \rho = 0 \) are determined by the behaviour of the potential \( V(\rho) \) at small distances. These boundary conditions provide a self-adjointness of \( \hat{H} \), see Appendix C.

4.1. Scattering by a short-range potential

In a scattering problem with short range potential the asymptotic of two-component wave function of the 2D Dirac equation has the form:

\[
\Psi_\epsilon(\rho) \simeq \frac{1}{\sqrt{2|\epsilon|}} \begin{pmatrix} \sqrt{|\epsilon + 1|} e^{i k \rho \cos \varphi} + f_k(\varphi) \sqrt{|\epsilon - 1|} e^{i k \rho \sin \varphi} & \\ \frac{f_k(\varphi)}{\sqrt{2|\epsilon| \rho}} \left( \sqrt{|\epsilon + 1|} e^{i k \rho \cos \varphi} - \sqrt{|\epsilon - 1|} e^{i k \rho \sin \varphi} \right) \end{pmatrix}, \quad k \rho \gg 1,
\]  

(65)

see, e.g., [26]. Here \( \pm \equiv \text{sgn} \epsilon \) is the energy sign, \( k = \sqrt{\epsilon^2 - 1} > 0 \) is the wave vector, \( f_k(\varphi) \) is the 2D scattering amplitude which defines differential, total and transport cross-section (in the units of \( l_F \)),

\[
\frac{d \sigma(k;\varphi)}{d\varphi} = |f_k(\varphi)|^2, \quad \sigma(k) = \int_0^{2\pi} |f_k(\varphi)|^2 d\varphi, \quad \sigma_t(k) = \int_0^{2\pi} (1 - \cos \varphi)|f_k(\varphi)|^2 d\varphi.
\]  

(66)

\(^{10}\)The equation (64) coincides with the set of equations (12.7) from [39] with the substitution \( F \rightarrow rg(r), \ G \rightarrow -rf(r), \ J \rightarrow -s \), where \( s = \pm 1, \pm 2, \ldots \) is the Dirac quantum number expressed as “\( f \)” in §71 of [1].
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With the scattering amplitude specified in (65) (with the term \( \exp(i\pi/4) \)) the optical theorem takes the form given in [26]

\[
\sigma(k) = \sqrt{\frac{8\pi}{k}} \, \text{Im} f_k(0),
\]

and coincides with (42) in non-relativistic case.

The exact solution of 2D Dirac equation that coincides with the asymptotic (65) at \( k\rho \gg 1 \) may be found as an expansion in the eigenfunctions (5) of the orbital angular momentum operator,

\[
\Psi_\varepsilon(\rho) = \sum_{m=-\infty}^{\infty} A_M \frac{1}{\sqrt{2}|\varepsilon|} \left( \sqrt{|\varepsilon| + 1} |F_M(k\rho)e^{iM\phi}\right).
\]

where \( M = \delta + m, \delta = 0, 1/2, m = 0, \pm 1, \pm 2, \ldots \) Acting like in the section 3.2 we get for the expansion coefficients

\[
A_M = i^{J-1/2} e^{i\delta_J}, \quad J = M + 1/2,
\]

and for scattering amplitude we have:

\[
f_k(\phi) = \frac{1}{i \sqrt{2\pi k}} \sum_{J} \left( e^{2i\delta_J(k)} - 1 \right) e^{i(J-1/2)\phi}, \quad \begin{cases} J = \pm 1/2, \pm 3/2, \ldots, \\ J = 0, \pm 1, \pm 2, \ldots \end{cases}
\]

where summation is over either half-integer [26] or integer angular momenta \( J \), including zero. Hence it follows the full cross-section expressed in terms of scattering phases \( \delta_J(k) \),

\[
\sigma(k) = \frac{4}{k} \sum_{J} \sigma_J(k), \quad \sigma_J(k) = \sin^2 \delta_J(k),
\]

where \( \sigma_J(k) \) is a partial cross-section. The transport cross-section is:

\[
\sigma_{tr}(k) = \frac{2}{k} \sum_{J} \sin^2[\delta_{J+1}(k) - \delta_1(k)].
\]

In (70) and (71) the summation, as in (69), is over total angular momentum, i.e. over half-integer values of \( J \), as in [26], or over integer values corresponding to half-integer values of orbital angular momentum \( M \).

4.1.1. Electron scattering by a neutral impurity

As an example let us consider quasiparticles scattering on a neutral impenetrable impurity of radius \( R_{IF} \), which is much larger than a graphene lattice constant (heavy atom). For electron scattering phases, \( \varepsilon > 1 \), we have

\[
e^{2i\delta_J(k)} = \frac{H_{J-1/2}(kR)}{H_{J-1/2}(kR)}, \quad J = \begin{cases} \pm 1/2, \pm 3/2, \ldots, \\ 0, \pm 1, \pm 2, \ldots \end{cases}
\]
in full accordance with non-relativistic case, see \(55\). This implies the symmetry of scattering phases,

\[
\delta_J(k) = \delta_{-J}(k).
\]  

(73)

In the case of slow particles, i.e. near the upper continuum boundary, as in section 3.2.3 we get

\[
\delta_J(k) = -\frac{(kR)^{2|J-1/2|}}{(2|J-1/2|-2)!! (2|J-1/2|)!}, \quad J \neq 1/2, \quad kR \ll 1.
\]  

(74)

Hence, if \(J\) is integer:

\[
\delta_1(k) = \delta_0(k) = -kR, \quad \delta_2(k) = \delta_{-1}(k) = -\frac{1}{3}(kR)^3.
\]  

(75)

and for half-integer angular momenta it follows

\[
\delta_{3/2}(k) = \delta_{-1/2}(k) = -\frac{\pi}{4}(kR)^2, \quad \delta_{5/2}(k) = \delta_{-3/2}(k) = -\frac{\pi}{32}(kR)^4,
\]  

(76)

and if \(J = 1/2\) the scattering phase at \(k \to 0\) descents logarithmically,

\[
\delta_{1/2}(k) = -\frac{\pi}{2} \ln(1/kR), \quad kR \ll 1.
\]  

(77)

Thus, if total angular momentum \(J\) is integer, the differential cross-section is

\[
\frac{d\sigma(k; \varphi)}{d\varphi} \equiv |f_J(\varphi)|^2 = \frac{8\pi}{\pi} kR^2 \cos^2(\varphi/2), \quad kR \ll 1,
\]  

(78)

so for total and transport cross-sections we have the following equations

\[
\sigma(k) = 2\sigma_{\text{tr}}(k) = 8\pi kR^2, \quad kR \ll 1.
\]  

(79)

If \(J\) takes half-integer values, the situation is different (as in a non-relativistic case),

\[
\frac{d\sigma(k; \varphi)}{d\varphi} = \frac{\pi R}{2(kR)\ln^2(1/kR)}, \quad \sigma(k) = \sigma_{\text{tr}}(k) = \frac{\pi^2 R}{(kR)\ln^2(1/kR)},
\]  

(80)

i.e. the scattering is isotropic and it grows with the wavelength.

In the opposite case of small wavelengths at large arguments according to the Hankel function asymptotic we have

\[
\delta_J(k) \approx \begin{cases} kR - \frac{\pi}{4}|J - \frac{1}{2}| - \frac{\pi}{4}, & |J - \frac{1}{2}| \ll kR, \quad kR \gg 1, \\ 0, & |J - \frac{1}{2}| \gg kR \gg 1, \end{cases}
\]  

(81)

so for the total cross-section we obtain

\[
\sigma(k) \approx 4\sum_{-kR}^{kR} \sin^2 \left( kR - \frac{\pi}{2} |J - \frac{1}{2}| - \frac{\pi}{4} \right) \approx 4R, \quad kR \gg 1,
\]  

(82)

where the symmetry relation \(73\) is used.

Hence, the short-wave scattering properties do not depend on the way of orbital angular momentum quantization, while for long-wave case these properties differ for integer and half-integer orbital angular momenta.
4.1.2. Hole scattering by a neutral impurity

For scattering of quasiparticles with energy \( \varepsilon < -1 \), i.e. holes with \( \varepsilon = -\varepsilon > 0 \) and a wave vector \( k = \sqrt{\varepsilon^2 - 1} \), instead of (72) for scattering phases we have

\[
e^{2\tilde{\delta}_J(k)} = \frac{H_{J+1/2}^{(2)}(kR)}{H_{J+1/2}^{(1)}(kR)}, \quad J = \{ \pm 1/2, \pm 3/2, \ldots, 0, \pm 1, \pm 2, \ldots, \}
\]

that leads to the symmetry relation

\[
\tilde{\delta}_J(k) = \tilde{\delta}_{-(J+1)}(k).
\]

In the case of slow antiparticles scattering, i.e. near the lower continuum boundary, we have instead of (74)

\[
\tilde{\delta}_J(k) = -\frac{(kR)^{2|J+1/2|}}{(2|J+1/2| - 2)! (2|J+1/2|)!}, \quad J \neq -1/2, \quad kR \ll 1.
\]

The substitution of \( J - 1/2 \) for \( J + 1/2 \) is made due to the fact that near the upper continuum boundary the orbital angular momentum of upper component, \( M = J - 1/2 \), of the Dirac spinor (68) is principal, while near the lower continuum boundary the principal component is the lower one, \( M + 1 = J + 1/2 \).

For integer values of total angular momentum \( J \) we get

\[
\tilde{\delta}_{-1}(k) = \tilde{\delta}_0(k) = -kR, \quad \tilde{\delta}_{-2}(k) = \tilde{\delta}_1(k) = -\frac{1}{3} (kR)^3,
\]

for half-integer \( J \), we have respectively

\[
\tilde{\delta}_{-1/2}(k) = \tilde{\delta}_{-3/2}(k) = -\frac{\pi}{4} (kR)^2, \quad \tilde{\delta}_{3/2}(k) = \tilde{\delta}_{-5/2}(k) = -\frac{\pi}{32} (kR)^4,
\]

and for \( J = -1/2 \) the phase becomes logarithmically small,

\[
\tilde{\delta}_{-1/2}(k) = -\frac{\pi}{2} \frac{1}{\ln(1/kR)}, \quad kR \ll 1.
\]

The expressions for differential, total and transport cross-sections of antiparticle scattering are fully identical with given above.

In the problem considered there are only scattering states and there is no discrete spectrum. Let us consider the opposite case of a strong short-range attraction potential.

4.2. Solutions of the Dirac equation for a deep rectangular well

For half-integer values of the orbital angular momentum \( M = m + 1/2, m = 0, \pm 1, \pm 2, \ldots \), i.e. for integer values of the total angular momentum \( J = M + 1/2 \), the two-dimensional radial Dirac equation (60) coincides, as already noted at the beginning of the section 4 with the radial equation of the relativistic three-dimensional problem, if we set

\[
J = -\kappa = \begin{cases} 
  l + 1, \ l, & j = |\kappa| - 1/2, \\
  -l, -(l + 1), & j = \kappa - 1/2.
\end{cases}
\]

\[21\]
Here $\varkappa = \pm 1, \pm 2, \ldots$ is the Dirac quantum number, $j$ is the three-dimensional total angular momentum, $l$ and $\tilde{l}$ are the orbital angular momenta of the upper and lower components of the Dirac spinor $\Psi_{\varkappa,j}(\rho) \equiv \Psi_{\varkappa,\varepsilon}(\rho)$.

Therefore, this case has an additional physical interest related, in particular, to the question of the validity of the single-particle Dirac equation in a strong electrostatic field decreasing at infinity, which was apparently first posed in the work of Schiff, Snyder and Weinberg [40]. Using the example of a spherically symmetric rectangular potential well, they showed that as the well deepens, the electronic levels move from the bottom of the upper continuum of solutions of the Dirac equation to the upper boundary of the lower continuum. At the same time, the authors of [40] believed that the difficulty of interpretation arises if the depth of the well exceeds the so-called “critical” value at which the given level reaches the boundary of the lower continuum.

This conclusion is shared by the authors of the monograph [39], who believe that this difficulty is associated, as in the case of the relativistic Coulomb problem with the nuclear charge $Z > Z_{cr}$ [41, 42], with the spontaneous production of electron-positron pairs by a strong field, so that the problem “cannot be solved within the framework of the quantum mechanics of a single particle” [39, p. 120].

However, papers [43–46] show arguments based on the general principles of quantum theory that the one-particle Dirac equation remains valid also in the region of supercritical fields. Here we illustrate this statement with a model of a narrow rectangular potential well.

4.2.1. Scattering phase and poles of the scattering matrix of s-states

For potential

$$V(\rho) = -\theta(R - \rho)V, \quad (90)$$

where $\theta(x)$ is the Heaviside step function, equation (64) is solved in terms of Bessel functions. So, for example, for the partial phase of elastic scattering $\delta_{\varkappa}$ in states with $\varkappa = -1$, i.e. for $s$-states, we have [47]

$$\delta_{-1}(k) = \delta^{(s)}(k) = \frac{1}{kR} \left\{ 1 - \frac{(\varepsilon + 1)}{(V + \varepsilon + 1)} \left[ 1 - K R \cot(KR) \right] \right\}, \quad (91)$$

where $K = \sqrt{(V + \varepsilon)^2 - 1}$ and $k = \sqrt{\varepsilon^2 - 1}$ are the wavevectors of the particle inside and outside the well.

The poles of the partial matrix of elastic scattering $S_{\varkappa}(k) = \exp[2i\delta_{\varkappa}(k)]$ with $k = i\lambda$, i.e. the equation $\cot \delta_{\varkappa}(i\lambda) = i$, determine the discrete spectrum of the problem. For $\varkappa = -1$ this gives the equation for the spectrum of $ns_{1/2}$-states,

$$KR \cot(KR) = -\lambda R - \frac{V}{1 + \varepsilon}(1 + \lambda R), \quad \lambda = \sqrt{1 - \varepsilon^2}, \quad -1 \leq \varepsilon \leq 1. \quad (92)$$

In the case of a narrow well, $R \ll 1$, this equation can be represented as:

$$V = \frac{n\pi}{R} - (2\varepsilon + 1) + \frac{1 - 2\varepsilon(1 + \varepsilon)}{2n\pi} R + O(R^2). \quad (93)$$
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Figure 5: The trajectories of the poles of the $S$-matrix in the complex $k$-plane near the boundaries of the lower continuum for $\nu = -1$ and $R = 1/5$. The solid line with $\text{Re} \, k = 0$ corresponds to a discrete level, the dotted line — to a virtual one. The solid line with $\text{Re} \, k > 0$ corresponds to the Breit–Wigner pole, the dashed line with $\text{Re} \, k < 0$ — to the second pole, located far from the physical domain. The tick marks indicate the values of $(V - V^{(s)}_{\text{cr}})$. 

$n = 1, 2, \ldots$ is the radial quantum number. By taking $\varepsilon = -1$ and $n = 1$ here, we get the critical value of the well depth for the ground state,

$$V^{(s)}_{\text{cr}} = \frac{\pi}{R} + 1 + \frac{1}{2\pi} R + O(R^2), \tag{94}$$

which is consistent with the result of [43]. When $V > V^{(s)}_{\text{cr}}$, the discrete level $k^{(s)}_d$ “dives” into the lower continuum, turning into a quasistationary state with complex energy. To determine it, one can use the equation (92), which near the lower continuum boundary is convenient to represented as [43]

$$V^{(s)}_{\text{cr}} - V = a^{(s)}_2 \lambda^2 + a^{(s)}_3 \lambda^3, \tag{95}$$

where $a^{(s)}_2 = 1 - R/2\pi$, $a^{(s)}_3 = -R/2$ for $n = 1$ and $R \ll 1$.

Analytic continuation to the domain $V > V^{(s)}_{\text{cr}}$, $\lambda = -ik$ gives

$$k' = k_\pm - ik'', \quad k'_\pm = \pm(1 + R/4\pi)(V - V^{(s)}_{\text{cr}})^{1/2}, \quad k'' = \frac{1}{4} R(V - V^{(s)}_{\text{cr}}). \tag{96}$$

The motion of the poles of the matrix $S^{-1}(k)$ in the complex $k$-plane as a function of supercriticality $(V - V^{(s)}_{\text{cr}})$ is shown in Fig. 5 (Fig. 2a in [47]). The pole closest to the physical region will be called the Breit–Wigner pole, $k_+ \equiv k^{(s)}_{\text{BW}}$. For the energy of such a $s_{1/2}$-level in the lower continuum, $\varepsilon = -\sqrt{k'^2 + 1}$, we get

$$\tilde{\varepsilon}^{(s)}_{\text{BW}} = -\tilde{\varepsilon}^{(s)}_0 + \frac{i}{2} \tilde{\gamma}^{(s)}, \quad \tilde{\varepsilon}^{(s)}_0 = 1 + \frac{1}{2} \left(1 + \frac{R}{2\pi}\right)(V - V^{(s)}_{\text{cr}}), \quad \tilde{\gamma}^{(s)} = \frac{1}{2} R(V - V^{(s)}_{\text{cr}})^{3/2}. \tag{97}$$

The unusual sign of the imaginary part, $\tilde{\gamma}^{(s)} > 0$, is coming from the use of a nonsecond-quantized approach. The Breit–Wigner level $\tilde{\varepsilon}^{(s)}_{\text{BW}}$ in the Dirac sea corresponds to a quasistationary state of a positron with energy

$$\tilde{\varepsilon}^{(s)}_{\text{qs}} = -\tilde{\varepsilon}^{(s)}_{\text{BW}} = \tilde{\varepsilon}^{(s)}_0 - \frac{i}{2} \tilde{\gamma}^{(s)}, \quad \tilde{\varepsilon}^{(s)}_0 > 1, \quad \tilde{\gamma}^{(s)} > 0. \tag{98}$$
Figure 6: Scattering phases near the boundary of the lower continuum for \( \kappa = -1 \) and \( R = 1/20 \). The shaded areas show the positions and widths of the Breit–Wigner resonances. The numbers indicate the values of \( (V - V_b^{(s)}) \).

At a small supercriticality, this quasidiscrete level can manifest itself as a Breit–Wigner resonance in the elastic scattering of a positron with the width \( \tilde{\gamma}^{(s)} \). The threshold behavior of the width is determined by the permeability of the centrifugal barrier for slow particles,

\[
D \sim k^{2l+1}, \quad k \to 0.
\]  

(99)

Here one should specify an orbital angular momentum \( L \) to the orbital angular momentum \( l \) of the lower component of the solution (64) [43]. In the case under consideration, we have \( L = l = 1 \), in agreement with the result (\( S_{-1}(k) \)) for the width \( \tilde{\gamma}^{(s)} \). Fig. 6 (Fig. 4 in [47]) shows the phase of elastic scattering of a positron as a function of its energy \( \varepsilon \). It can be seen that when energy \( \varepsilon \) is close to the resonance position \( \tilde{\varepsilon}^{(s)} \), the phase changes abruptly across the width \( \tilde{\gamma}^{(s)} \), which ensures the appearance of a resonance in the scattering in the same way as in the nonrelativistic theory of scattering [48].

Similarly, one can consider the motion of the poles of the matrix \( S_{-1}(k) \) near the boundary of the upper continuum. However, here, contrary to (95), the expansion begins with a linear term,

\[
V - V_b^{(s)} = c_1^{(s)} \lambda + c_2^{(s)} \lambda^2, \quad c_1^{(s)} = 2R, \quad c_2^{(s)} = 1 + \frac{3}{2\pi}R, \quad V_b^{(s)} = \frac{\pi}{R} - 3 - \frac{3}{2\pi}R. \quad (100)
\]

and the first bound \( s_{1/2} \)-level appears when \( V = V_b^{(s)} \). By taking \( \lambda = -ik \) here, we get

\[
k_{b}^{(s)} = \pm iR \sqrt{(V-V_b^{(s)})/R^2 + 1} - iR. \quad (101)
\]

As the depth of the well decreases, the discrete level \( k_{d}^{(s)} = k_{e}^{(s)} \) moves down along the positive imaginary axis of the \( k \)-plane. When \( V = V_b^{(s)} \), it reaches the boundary of the upper continuum, and with further decrease of \( V \) it is “pushed” into it, turning into a virtual level \( k_{v}^{(s)} \) rather than into a quasistationary one, since \( l = 0 \) and there is no centrifugal barrier. At the same time, the second virtual level \( k_{v}^{(s)} \) moves towards it, for which \( k_{v}^{(s)} = -2iR \) at \( V = V_b^{(s)} \). When \( V = V_b^{(s)} - R^2 \) they collide, then go into the complex plane, see Fig. 7 (Fig. 2b in [47]).
4.2.2. Scattering phase and poles of the scattering matrix of p-states

For np_{1/2}-states, i.e. at \( \epsilon = 1 \), the discrete spectrum is determined by the equation

\[
KR \cot(KR) = -\lambda R + \frac{V}{(1 - \epsilon)}(1 + \lambda R), \quad \lambda = \sqrt{1 - \epsilon^2}, \quad -1 \leq \epsilon \leq 1, \tag{102}
\]

which for \( R \ll 1 \) is equivalent to equality

\[
V = \frac{n\pi}{R} - (2\epsilon - 1) - \left(1 - \epsilon\right) \sqrt{1 - \epsilon^2} - \frac{1 + 2\epsilon(1 - \epsilon)}{2n\pi} R + O(R^2). \tag{103}
\]

The first bound \( 1p_{1/2} \)-level appears when \( V = V_b^{(p)} \),

\[
V_b^{(p)} = \frac{\pi}{R} - 1 + \frac{1}{2\pi} R + O(R^2), \tag{104}
\]

and the equation (102) at a small underboundness, \( (V - V_b^{(p)}) \ll 1 \), can be represented as

\[
V - V_b^{(p)} = a_2^{(p)} R^2 + a_3^{(p)} R^3, \quad a_2^{(p)} = 1 + \frac{1}{2\pi} R, \quad a_3^{(p)} = -\frac{1}{\pi} R. \tag{105}
\]

Comparison with the expansion [25] shows that the motion of the poles of the \( S \)-matrix when \( \epsilon = 1 \) near the boundary of the upper continuum with decreasing depth of the well is similar to the motion of the poles of the \( S \)-matrix with \( \epsilon = -1 \) in the vicinity of \( \epsilon = -1 \) with increasing \( V \), cf. Fig. [5].

For the energy of the quasistationary Breit–Wigner state of the electron, we obtain

\[
\varepsilon_{qs}^{(p)} = \varepsilon_{BW}^{(p)} - \frac{i}{2} \gamma^{(p)}, \quad \varepsilon_0^{(p)} = 1 + \frac{1}{2} \left(1 - \frac{1}{2\pi} R \right) (V_b^{(p)} - V), \quad \gamma^{(p)} = \frac{1}{2} R (V_b^{(p)} - V)^{3/2} > 0, \tag{106}
\]

i.e. the usual sign in front of the width \( \gamma^{(p)} \), as in the nonrelativistic scattering theory [48]. The index of the degree of underboundness \( (V_b^{(p)} - V) \) is determined here by the orbital angular momentum of the upper component of the spinor, \( l = 1, l + 1/2 = 3/2 \).
Conversely, the motion of poles with \( \varkappa = 1 \) near the boundary of the lower continuum is similar to the motion of poles with \( \varkappa = -1 \) for \( \varepsilon \approx 1 \). In this case, the Eq. \((103)\) gives

\[
V_{\text{ct}}^{(p)} - V = c_1^{(p)} \lambda + c_2^{(p)} \lambda^2, \quad c_1^{(p)} = 2R, \quad c_2^{(p)} = 1 - \frac{3}{2\pi} R, \quad V_{\text{ct}}^{(p)} = \frac{\pi}{R} + 3 - \frac{3}{2\pi} R, \quad (107)
\]

and the signs of the coefficients \( c_1^{(p)} \) and \( c_2^{(p)} \) are just such that at \( V > V_{\text{ct}}^{(p)} \) the level goes to the second, unphysical sheet \( \text{II} \).

Indeed, setting \( \lambda = -ik \), at \( R \ll 1 \) we get

\[
k_k^{(p)} = \pm i \sqrt{\left(V_{\text{ct}}^{(p)} - V\right) + R^2 - iR}. \quad (108)
\]

For \( V < V_{\text{ct}}^{(p)} + R^2 \), the real level with an increase in \( V \) moves down the imaginary axis of the \( k \)-plane, turning into a virtual level at \( V_{\text{ct}}^{(p)} < V < V_{\text{ct}}^{(p)} + R^2 \). The second virtual level moves towards it. When \( V = V_{\text{ct}}^{(p)} + R^2 \) they collide, then go into the complex plane. And the quasidiscrete level with energy \( \bar{\varepsilon}_k^{(p)} \),

\[
\bar{\varepsilon}_k^{(p)} = -\bar{\varepsilon}_k^{(p)} + i\bar{\gamma}_k^{(p)}, \quad \bar{\varepsilon}_k^{(p)} = 1 + \frac{i}{2} \left(V - V_{\text{ct}}^{(p)}\right), \quad \bar{\gamma}_k^{(p)} = R\left(V - V_{\text{ct}}^{(p)}\right)^{1/2}, \quad (109)
\]

moves to the right, being closer to the physical region. For the energy of the quasidiscrete level of the positron in the \( p_{1/2} \)-state, we obtain

\[
\bar{\varepsilon}_q^{(p)} = -\bar{\varepsilon}_k^{(p)} = \bar{\varepsilon}_0^{(p)} - i\bar{\gamma}_0^{(p)}, \quad \bar{\varepsilon}_0^{(p)} > 1, \quad \bar{\gamma}_0^{(p)} > 0. \quad (110)
\]

The dependence of the width \( \bar{\gamma}_k^{(p)} \) on supercriticality is determined in this case by the orbital angular momentum \( \ell = 0 \), which means the absence of a centrifugal barrier.

### 4.2.3. Generalization to the case of arbitrary values \( \varkappa \neq \pm 1 \)

The values \( \varkappa = \pm 1 \) considered in sections 4.2.1 and 4.2.2 are in some sense distinguished: the expansions \((100)\) and \((107)\), respectively for \( \varkappa = -1 \) and \( \varkappa = 1 \), begin with a linear term. But if \( |\varkappa| \gg 2 \), then all similar expansions begin with a quadratic term, since the orbital angular momenta \( l \) and \( \bar{\ell} \) for such values of \( \varkappa \) are always nonzero.

Therefore, for the energies of Breit–Wigner resonances near the boundary of the upper continuum, i.e. for quasistationary states of an electron, in complete analogy with equality \((106)\) we have

\[
\varepsilon_q^{(\varkappa)} = \varepsilon_{_{\text{BW}}}^{(\varkappa)} = \varepsilon_0^{(\varkappa)} - \frac{i}{2} \gamma^{(\varkappa)}, \quad \varepsilon_0^{(\varkappa)} > 1, \quad \gamma^{(\varkappa)} > 0. \quad (111)
\]

And the threshold dependence of the width \( \gamma^{(\varkappa)} \) is determined, as before, by the centrifugal barrier:

\[
\gamma^{(\varkappa)} \sim (V_b^{(\varkappa)} - V)^{l+1/2}, \quad l = j + \frac{1}{2} \text{sgn} \varkappa > 0. \quad (112)
\]

At the same time, near the boundary of the lower continuum, for Breit–Wigner energy, similarly to equality \((97)\), we get

\[
\varepsilon_{_{\text{BW}}}^{(\varkappa)} = -\epsilon_{0}^{(\varkappa)} + \frac{i}{2} \gamma^{(\varkappa)}, \quad \epsilon_{0}^{(\varkappa)} > 1, \quad \gamma^{(\varkappa)} > 0 \quad (113)
\]
with the threshold dependence for the width

$$\tilde{\gamma}(\kappa) \sim (V - V_{cr}(\kappa))^{1/2}, \quad \tilde{T} = j - \frac{1}{2} \text{sgn } \kappa > 0.$$  \hspace{1cm} (114)

It should be noted that the inequality $\tilde{\gamma}(\kappa) > 0$ holds for a short-range potential of arbitrary shape. The positivity of $\tilde{\gamma}(\kappa)$ was substantiated in the paper [44] in the framework of the effective radius approximation developed there for the Dirac equation, see also [50]. By means of this approximation, the expansions, which generalize (95) and (105), were also established.

An invalid sign in front of $\tilde{\gamma}(\kappa)$ in (113) indicates that it is necessary to move to the second quantized theory. The Dirac radial Hamiltonian (64) with the potential (90) is a self-adjoint operator, see, for example, Appendix C. Its eigensolutions form a complete system of functions, which according to Furry [51] can be used to quantize a single-particle system. In the Furry picture, solutions of the Dirac equation in the lower continuum, in complete analogy with the solutions of the free equation, correspond to states of a positron with energy $\bar{\varepsilon} = -\varepsilon > 1$. In the non-second quantized theory, i.e. in the one-particle approach, they correspond to states in the “Dirac sea” distorted by the external field.

Thus, the Breit–Wigner poles with energy (113) correspond to quasistationary states of a positron with energy

$$\bar{\varepsilon}_{qs} = -\bar{\varepsilon}_{BW} = \bar{\varepsilon}(\kappa) - \frac{\tilde{\gamma}(\kappa)}{2}, \quad \bar{\varepsilon}_{0} > 1, \quad \tilde{\gamma}(\kappa) > 0$$  \hspace{1cm} (115)

with a negative, as it should be, imaginary part. In the case of small supercriticality, such quasidiscrete levels can manifest themselves as resonances in the scattering of positrons by a supercritical well. If the energy of the positron $\bar{\varepsilon} > 1$ lies in the region of abrupt change in the partial scattering phase $\delta_{\kappa}(k)$, see Fig. 6 with $\kappa = -1$, then a resonance in its scattering occurs, and the partial cross section corresponds to the Breit–Wigner formula

$$\sigma_{\kappa}(\bar{\varepsilon}) = \sin^2 \delta_{\kappa}(k) = \frac{\left(\bar{\gamma}(\kappa)/2\right)^2}{(\bar{\varepsilon} - \bar{\varepsilon}_{qs})^2 + (\tilde{\gamma}(\kappa)/2)^2}.$$ \hspace{1cm} (116)

Due to the fact that the partial scattering phases $\delta_{\kappa}(k)$ are real, see the equation [91] and Fig. 6 in the case $\kappa = -1$, the elastic scattering matrix of positrons $S_{\kappa} = \exp[2i\delta_{\kappa}(k)]$ is unitary. Therefore, in accordance with the quantum scattering theory, there are no inelastic processes in the channel with a given $\kappa$, including the spontaneous production of electron-positron pairs.

A remarkable property of the Dirac equation should be emphasized. As in the non-relativistic case, pushing an electron level into the upper continuum upon a decrease of the well depth leads to emergence of a quasistationary state in a scattering of an electron with energy $\varepsilon > 1$. However, diving of the electron level into the lower continuum upon deepening of the well results in emergence of a quasistationary state in a scattering of a positron with energy $\bar{\varepsilon} = -\varepsilon > 1$.

\footnote{In the review [42] $\bar{\gamma}(\kappa)$ was interpreted as the probability of spontaneous electron-positron pair production, see also the monograph [49].}
Therefore, the resonant scattering of positrons at small supercriticality, similar to the resonant scattering of electrons at small underboundness, cannot serve as evidence in favor of the spontaneous production of electron-positron pairs in the supercritical region of depth of the well. It should be noted that the authors of [52] do not agree with this conclusion. They believe that the resonant scattering of positrons in the relativistic Coulomb problem with the nuclear charge $Z > Z_{cr}$ are precisely a signature of the spontaneous $e^+e^-$-pair production process.

Let us discuss a similar problem in gapped graphene with a Coulomb impurity and the possibility of experimental verification of the statements made above.

4.3. The Coulomb problem in gapped graphene

The radial Dirac equation (64) with the Coulomb attraction potential, $V_C = -q/\rho$, $q > 0$, is equivalent to the relativistic Coulomb problem with $J = -\kappa \neq 0$, $q = Z\alpha$, where $Z$ is a nucleus charge, and $\alpha = e^2/\hbar c$ is the Sommerfeld fine structure constant. It is known for a long time [53] that in this problem the point-like charge model is an idealization because it becomes meaningless if the nucleus charge $Z > Z_s = \alpha - 1 \approx 137$, see Appendix C.

Pomeranchuk and Smorodinsky [41] showed that this difficulty can be obviated by accounting for the finite size of a nucleus, i.e. the modification of the Coulomb potential at short distances $V_R(\rho) = -q_R \frac{1}{\rho}$ for $\rho \geq R$, $f(\rho/R)$ for $\rho \leq R$,

\[
V_R(\rho) = -q \begin{cases} \frac{R/\rho}{f(\rho/R)}, \rho \geq R, \\ f(\rho/R), \rho \leq R, \end{cases}
\]

where $f(0) = \text{const}$, $f(1) = 1$. In this work the “rectangular cut-off” of the Coulomb potential, $f(\rho/R) = 1$, was used. In this case the Dirac equation can be solved analytically. In this case the discrete level dives monotonically with the growth of $Z$ and at “critical” value of $Z$, $Z = Z_{cr}$, it reaches the lower continuum boundary of the Dirac equation.

In graphene we have the parameter $\alpha_F = e^2/\hbar v_F \sim 1$ which is analogous to the fine structure constant $\alpha$. So, in graphene, even at effective charges $Z \gtrsim 1$ the Coulomb potential regularization at short distances is needed. The “cut-off” radius of the Coulomb potential should be much larger than the unit cell size, so that the transition to a continuous description using the effective two-dimensional Dirac equation is possible,

\[
1 \gg R \gg \frac{a_{CC}}{l_F} \approx 5.2 \cdot 10^{-3}.
\]

The last estimation is given for the gapped graphene deposited onto a SiC substrate. According to [24, 25], the gap size $\Delta = 2m_0v_F^2 = 0.26 \text{ eV} = 4.17 \cdot 10^{-20} \text{ J}$, the effective coupling constant $\alpha_F = 0.4$, the distance between carbon nuclei $a_{CC} = 1.42 \text{ Å} = 1.42 \cdot 10^{-10} \text{ m},$

\[
v_F = 5.59 \cdot 10^8 \text{ cm/s} = 5.59 \cdot 10^9 \text{ m/s}, \quad m_0 = 7.65 \cdot 10^{-4} m_e, \quad l_F = 271 \text{ Å},
\]

In this case the Hamiltonian $H$, associated with the Dirac Hamiltonian $H_D$, see (C.3), is self-adjoint operator.
so the transition to a continuous limit is valid.

The “rectangular cut-off” of the Coulomb potential at small distances [41] not only provides self-adjointness of the Hamiltonian \( C.3 \), but also allows us to single out a specific self-adjoint Hamiltonian from one-parametrical families \( C.14 \) and \( C.18 \), i.e. to fix parameters \( \theta_\sigma(J) \) and \( \theta_\tau(J) \) analytically.

According to [46] we have

\[
\tan \theta_\sigma(J; R) = \frac{\sigma + J}{\sigma - J} \left[ q I_{\pm(J - 1/2)}(q) \pm (\sigma - J) I_{\pm(J + 1/2)}(q) \right] R^{-\sigma},
\]

where \( \sigma = \sqrt{J^2 - q^2} > 0 \), \( I_\nu(x) \) is the Bessel function, and upper (lower) signs correspond to \( J > 0 \) (\( J < 0 \)). If \( q > |J| \), then, according to \( C.17 \) we get

\[
\exp[2i\tilde{\theta}_\sigma(J; R)] = \frac{(i\tau + J)}{(i\tau - J)} \left[ q I_{\pm(J - 1/2)}(q) \pm (i\tau - J) I_{\pm(J + 1/2)}(q) \right] R^{-i\tau},
\]

where \( \tau = \sqrt{q^2 - J^2} > 0 \).

If \( J = 0 \), then instead of \( 121 \) we have the equation

\[
\exp[2i\tilde{\theta}_\tau(J = 0; R)] = \exp[2iq \ln \left( \frac{1}{R_0} \right)], \quad R_0 = R \exp(-f_0), \quad f_0 = \int_0^1 f(\xi) d\xi.
\]

Thus, if the total angular momentum is \( J = 0 \), then the analytical solution of the set \( 64 \) with potential \( 17 \) is possible with any modification of the Coulomb potential at small distances. For polynomial cut-off in three-dimensional problem we have [46]

\[
f_0(n) = \frac{n + 2}{n + 1}, \quad f_0(\infty) = 1, \quad f_0(2) = \frac{4}{3}, \quad f_0(1) = \frac{3}{2}, \quad f_0(0) = 2,
\]

Figure 8: Energy \( \varepsilon(q; J; R) \) of the lowest level with a given value of the orbital angular momentum \( M = J - 1/2 \) as a function of charge \( q = Z_F \) for the radius of rectangular cutoff of the Coulomb potential \( R = 1/20 \). The numbers at the curves are the values of the quantum number \( J \).
where \( n = \infty \) corresponds to uniform impurity charge distribution over a sphere \( R \) (rectangular cut-off), and \( n = 2 \) — over a ball of the same radius.

### 4.3.1. Discrete spectrum

Setting \( r = 2 \lambda \rho, \lambda = \sqrt{1 - \varepsilon^2} \) and following Gordon's approach [54], see also the monograph [39], we get the solution of (C.11) decreasing at the infinity,

\[
\left\{ \frac{F}{G} \right\} = C \sqrt{1 \pm \varepsilon} e^{-r/2} \left\langle \Psi(a, c; r) \pm \left( \frac{q}{\lambda} - J \right) \Psi(a + 1, c; r) \right\rangle, \tag{124}
\]

Here \( C \) is a normalization factor, \( \sigma = \sqrt{J^2 - q^2} > 0 \), \( \Psi(a, c; r) \) is the Tricomi function [28], \( a = \sigma - eq/\lambda \) and \( c = 1 + 2\sigma \) are its parameters, and upper (lower) signs correspond to function \( F \) (\( G \)). At small distances and \( \sigma \neq 0 \) this solution has the same structure as (C.12), and

\[
u_{ker} = \frac{\Gamma(\pm 2\sigma)(2\lambda)^{3\sigma}}{\Gamma(1 \mp \sigma - \frac{\varepsilon}{2q})} \left[ q \sqrt{1 - \varepsilon} \mp (J \pm \sigma \sqrt{1 + \varepsilon}) \right], \tag{125}
\]

where \( \Gamma(z) \) is the Euler gamma-function.

The boundary condition (C.13) and the explicit expression (120) for the phase \( \theta_\sigma \) determine the equation for discrete spectrum at \( 0 < q < |J| \) in analytical form. If \( q > |J| \) the expression (125) with the substitution \( \sigma = i\tau, \tau = \sqrt{q^2 - J^2} > 0 \) is valid. Taking into account the boundary condition (C.17) and the expression (121) for the phase \( \theta_\tau \),

---

\[\text{Figure 9: Energy } \varepsilon(q, J = 0; R_0) \text{ of the ground state level as a function of charge } q = Z\alpha F \text{ for a Coulomb potential cutoff radius of } R = 1/20 \text{ for various shapes of the cutoff function. The numbers at the curves are the values of } f_0; \text{ the values of the effective cutoff radius are given in Table 2.} \]
The ground state energy of graphene deposited on SiC substrate within the effective 2D Dirac equation. The values of critical charge for the ground, \( q_{cr}^{(n)}(J) = Z_{cr}^{(n)}(J)a_F \), for which the lowest \((n = 0)\) and the first excited \((n = 1)\) levels with a given value of the orbital angular momentum \( M = J - 1/2 \) reach the boundaries of the lower continuum for a cutoff radius of \( R = 1/20 \).

| \( R = 1/20 \) | \( J = 1/2 \) | \( J = -1/2 \) | \( J = 1 \) | \( J = -1 \) |
|---------------|----------------|----------------|----------------|----------------|
| \( q_{cr}^{(0)}(J) \) | 0.90 | 1.14 | 1.36 | 1.51 |
| \( q_{cr}^{(1)}(J) \) | 1.61 | 1.91 | 1.97 | 2.19 |

Table 2: The values of critical charge of the ground, \( q_{cr}^{(0)} \), and the first excited, \( q_{cr}^{(1)} \), levels with orbital angular momentum \( M = -1/2 \) for various forms of the cutoff function and the corresponding effective cutoff radii \( R0 = R \exp(-f_0) \) for \( R = 1/20 \).

| \( R = 1/20, J = 0 \) | \( f_0 = 1, R_0 = 0.018 \) | \( f_0 = 4/3, R_0 = 0.013 \) | \( f_0 = 3/2, R_0 = 0.011 \) | \( f_0 = 2, R_0 = 0.007 \) |
|---------------------|-----------------|-----------------|-----------------|-----------------|
| \( q_{cr}^{(0)}(0) \) | 0.46 | 0.41 | 0.40 | 0.35 |
| \( q_{cr}^{(1)}(0) \) | 1.33 | 1.23 | 1.18 | 1.06 |

we get the algebraic equation for the spectrum for given charges. In particular, for the critical impurity charge,

\[ q_{cr}^{(n)}(J) = Z_{cr}^{(n)}(J)a_F, \]

when the \( n \)-th level with quantum number \( J \) reaches the lower continuum boundary, \( \varepsilon = -1 \), we have

\[
\arg \left[ 2i \sqrt{\left[ q_{cr}^{(n)}(J) \right]^2 - J^2} \right] = \left[ q_{cr}^{(n)}(J) \right]^2 - J^2 \ln \left[ 2q_{cr}^{(n)}(J) - \theta_+(J) + \pi n \right], \quad n = 0, 1, 2, \ldots
\]

(126)

And if \( J = 0 \), then for the phase \( \theta_+(J = 0; R) \) one should use the expression (122), which is determined for any form of cut-off function, i.e. for the short-range Coulomb problem (117).

The ground state energy \( \varepsilon(q, J; R) \) dependence on the impurity charge \( q = Za_F \) for the cut-off radius \( R = 1/20 \) for several values of \( J \) are given on Fig. 3 (Fig. 1 in [46]). The radius \( Rl_F = 13.5 \) Å by about an order of magnitude larger then a distance \( a_{CC} = 1.42 \) Å between carbon nuclei, that is necessary to describe the electronic properties of graphene deposited on SiC substrate within the effective 2D Dirac equation. The ground state energy \( \varepsilon(q, J = 0; R) \) for different radii \( R_0 = R \exp(-f_0) \) at \( R = 1/20 \) and several values of \( f_0 \), i.e. for different cut-offs, is given on Fig. 3 (Fig. 2 in [46]).

The values of critical charge \( q_{cr}^{(n)}(J) = Z_{cr}^{(n)}(J)a_F \), when the ground \((n = 0)\) and first excited level \((n = 1)\) with the given angular momentum, \( J = 1/2, -1/2, 1, -1 \), reaches the lower continuum boundary are given in Table 1 (for \( R = 1/20 \)). The values of critical charge for the ground, \( q_{cr}^{(0)}(0) \), and first excited, \( q_{cr}^{(1)}(0) \), level with \( J = 0 \) for different cut-off functions are given in Table 2.
4.3.2. Quasidiscrete levels in the lower continuum

The parameters $\theta_\sigma(J)$ and $\theta_\tau(J)$ completely determine the wave functions and the energy spectrum of the problem (64) with the Coulomb potential, $V(\rho) = V_C(\rho) = -q/\rho$, for any charge $q = Z\alpha F$. Let’s note, without giving the explicit form of wave functions in the lower continuum $q > q_{cr}$, that the boundary conditions (C.17) and expressions (121), (122) for the parameter $\theta_\tau(J)$ determine the partial phases $\delta_J(k)$ and the partial matrix $S_J = \exp(2i\delta_J)$ of elastic scattering in closed form [46],

$$\exp[2i\delta_J(k)] = \frac{\alpha^* - \beta}{\beta^* - \alpha}, \quad \alpha = \exp\left(\frac{\pi}{2} \tau - i\eta_\tau\right) a, \quad \beta = \exp\left(-\frac{\pi}{2} \tau - i\eta_\tau\right) b.$$

(127)

Here $k = \sqrt{\epsilon^2 - 1}$, $\epsilon < -1$, $\tau = \sqrt{q^2 - J^2} > 0$, $q > q_{cr}$,

$$a = \frac{q \sqrt{-\epsilon + 1 + (iJ - \tau) \sqrt{-\epsilon - 1}}}{\Gamma(1 - i\tau - i\xi q)}, \quad b = \frac{q \sqrt{-\epsilon + 1 - (iJ - \tau) \sqrt{-\epsilon - 1}}}{\Gamma(1 - i\tau + i\xi q)}$$

(128)

and

$$e^{2i\eta_\tau(J)} = \frac{(2k)^{-\tau} \Gamma(2i\tau)}{(2k)^{\tau} \Gamma(-2i\tau)} e^{2i\delta(J)}.$$  

(129)

The scattering matrix poles, i.e. the equation $\exp[-i\delta_J(k)] = 0$, determine the complex energies of the Gamov quasistationary states:

$$\frac{q \sqrt{-\epsilon + 1 + (iJ - \tau) \sqrt{-\epsilon - 1}} \Gamma(1 + i\tau - i\xi q)}{q \sqrt{-\epsilon + 1 + (iJ + \tau) \sqrt{-\epsilon - 1}} \Gamma(1 - i\tau - i\xi q)} = e^{-\pi \tau} \exp[2i\eta_\tau(J; R)].$$

(130)
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Figure 11: Energy \( \varepsilon_0(q, J; R) \) of quasidiscrete levels (solid curves) and the widths \( \gamma(q, J; R) \) of levels (dashed curves) as a function of the difference \( q - q_{cr} \) for \( R = 1/20 \). The numbers at the curves indicate the values of the total momentum \( J \), as well as the positions \( \varepsilon_0^* \) and widths \( \gamma^* \) of resonances (see Fig. 15). (a) for \( J = 1/2 \) at \( q - q_{cr} = 0.3 \) and \( J = -1/2 \) at \( q - q_{cr} = 0.16 \), (b) for \( J = 1 \) at \( q - q_{cr} = 0.34 \) and \( J = -1 \) at \( q - q_{cr} = 0.29 \).

The solution of this equation determine both the position \( \varepsilon_0 \) and width \( \gamma \) of quasidiscrete level:

\[
\varepsilon = -\varepsilon_0 + \frac{i}{2} \gamma, \quad \varepsilon_0 > 1, \quad \gamma > 0,
\]

(compare to (113) in 4.2.3). Fig. 10 (Fig. 3 in [46]) illustrates the dependence of \( \varepsilon_0 \) and \( \gamma \) on the value \( (q - q_{cr}) \) (supercriticality), and also on the cut-off function form at \( J = 0 \). Fig. 11 (Fig. 4a in [46]) gives the dependence of the position \( \varepsilon_0 \) and width \( \gamma \) of quasidiscrete level on supercriticality for \( J = 1/2 \) and \( J = -1/2 \) and the cut-off radius \( R = 1/20 \). Fig. 11b (Fig. 4b in [46]) gives the same dependence for \( J = 1 \) and \( J = -1 \).

From these figures one can see that near the lower continuum boundary, \( q \to q_{cr} \), the width of quasistationary state is small, \( \gamma \ll \varepsilon_0 \sim 1 \). This is because the system (64) with the potential (117) is equivalent to the problem with low-permeable barrier.

Let’s illustrate it in the quasiclassical approximation for quasistationary states near the lower continuum of the Dirac equation solutions, see [55, 56]. For the quasiclassical momentum \( p(\rho) = \sqrt{2(\varepsilon_{eff} - U_{eff})} \), the effective energy is \( \varepsilon_{eff} = \frac{1}{2}(\varepsilon^2 - 1) \), and for effective potential we have

\[
U_{eff}(\rho; \varepsilon, J) = -\frac{1}{2} V^2(\rho) + \varepsilon V(\rho) + \frac{J^2}{2\rho^2},
\]

(132)

see Fig. 12 (Fig. 5 in [46]) for attractive potential with the “Coulomb tail”. Effective potential (132) corresponds to attraction at short distances for both particles and antiparticles. At the same time, because of the repulsion of antiparticles at large distances \( (V(\rho) < 0, \varepsilon < -1, \rho \gg R) \), in an effective potential (132) it occurs a low-penetrable Coulomb barrier, so the width of quasistationary level is small, \( \gamma \ll \varepsilon_0 \), and

\[
k = k_0' - ik_0'', \quad k_0' = \sqrt{\varepsilon_0^2 - 1} > 0, \quad k_0'' = \frac{\gamma}{2k_0'} > 0.
\]

(133)

So, at large distances with exponential accuracy we have

\[
\Psi_{\varepsilon, J}(\rho) \sim \exp(i k_0' \rho) = \exp(i k_0' \rho + k_0'' \rho), \quad \rho \gg \frac{1}{|k|},
\]

(134)
Figure 12: Effective potential (132) for states with \( \varepsilon < -1 \); (a) with total momentum \( J \neq 0 \) and (b) with total momentum \( J = 0 \).

i.e. the Gamov wave function divergent at infinity. The opposite sign of \( \gamma \) would mean the presence of a square integrable solution of the equation (64), i.e. the bound state with complex energy which is not compatible with self-adjointness of the operator \( H_{\theta \tau} \). The unusual sign at width in the expression (131) ensures the displacement of the discrete level to the unphysical sheet at \( q > q_{\text{cr}} \) and the consistency of the single-particle approximation \(^{[44]}\).

The trajectories of the poles of the partial scattering matrix \( S_J(k; \varepsilon) \) in the plane of the complex variable \( k = \sqrt{\varepsilon^2 - 1} \) near the boundary of the lower continuum with an increase of the charge \( q \) are shown in Fig. 13 (Fig. 6 in \(^{[46]}\)). At \( q < q_{\text{cr}}(J) \) the energy of the discrete level falls within the range \(-1 < \varepsilon_d < 1\), hence \( k_d = i\lambda_d, \lambda_d > 0 \) and the pole of the \( S \)-matrix corresponding to it is located on the imaginary axis of the upper \( k \) half-plane, i.e. on the first (physical) sheet.

With an increase in the charge, this level approaches the boundary of the lower continuum, \( \varepsilon = -1 \), whereas the virtual level \( k_v = -i\lambda_v, \lambda_v > 0 \) located on the second (unphysical) sheet moves toward it also along the imaginary axis. At \( q = q_{\text{cr}}(J) \) they collide and transform to a pair of divergent at \( q > q_{\text{cr}}(J) \) Breit–Wigner poles \( k_{\text{BW}}^{(1,2)} \) located on the unphysical sheet \(^{[14]}\). In the overcritical range, the pole \( k_{\text{BW}}^{(1)} \) corresponds to the quasistationary state of a hole.

Indeed, according to Feynman, we should treat electrons with negative energy as those moving back in time, so that the time-dependent Gamov wavefunction

\[
\Psi(t) \sim e^{-i\varepsilon t} \equiv \exp[-i(-\varepsilon)(-t)] = \exp[-i\varepsilon_0(-t) - \frac{1}{2} \gamma(-t)]
\]

decreases with an increase in \((-t)\). Such electrons correspond to holes with positive energy in the Dirac sea. This restores the conventional interpretation of the quasistationary states with negative energy in the lower continuum.

This conclusion can be approached from the other side. Accounting for the modification (117) of the Coulomb potential, Hamiltonian (C.3) of the set (64) is self-adjoint

\(^{14}\)compare with Fig. 5 in \(^{[4.2.1]}\). The difference between scattering on the short-range potential and potential with the Coulomb tail is that in first case the width of the quasistationary state is provided by a centrifugal barrier, and in second — by the Coulomb barrier which does not depend on \( J \).
Figure 13: Motion of poles of the $S$-matrix in the complex plane $k = \sqrt{\varepsilon^2 - 1}$ near the boundary of the lower continuum $\varepsilon = -1$. The arrows indicate the direction of motion for increasing charge $q = Ze^2/\hbar v_F$.

operator and its eigenfunctions form the complete set. Since the electronic spectrum, $-1 < \varepsilon < \infty$, does not overlap with the hole spectrum, $1 \leq \overline{\varepsilon} < \infty$, $\overline{\varepsilon} = -\varepsilon$ at $\varepsilon \leq -1$. Therefore, the second quantization according to Furry [51] is an allowable procedure based on the given complete set of functions, as in the case of short-range potential, see section 4.2.3. Then, the complex energy of the hole quasistationary state is given by the expression

$$\varepsilon_p = \varepsilon_0 - \frac{i}{2} \gamma, \quad \varepsilon_0 > 0, \quad \gamma > 0,$$

which is a usual expression for the energy of a quasistationary level. Such quasistationary states may manifest themselves as resonances in the scattering of holes on the supercritical impurity.

4.3.3. Resonant hole scattering by supercritical impurity

Since the ground level is the first to descend to the boundary of the lower continuum, we begin the discussion of scattering of holes with energy $\varepsilon = -\varepsilon > 1$ with states with a total angular momentum $J = 0$ corresponding to a half-integer orbital angular momentum $M = -1/2$. The results of calculating the [46] phase $\delta_0(\varepsilon, q; R)$ for various forms of the trimming function are presented in Fig. 14 (Fig. 7 in [46]).

The scattering phases $\delta_J(\varepsilon, q; R)$ with $J = \pm 1/2$ and $J = \pm 1$ for several impurity charge values $q = Z \alpha F$ are shown in Fig. 15 (Fig. 8 in [46]). The specific values of $q$ are chosen so that the integer values of the impurity charge $Z$ are as close as possible to the

\[\text{At } Z = Z_{cr}, \text{ the electron state with } \varepsilon_d = -1 \text{ is discrete, and states with } \varepsilon < -1 \text{ belong to the continuous spectrum. That’s why even in this case electronic spectrum does not overlap with the hole one, } \overline{\varepsilon} = -\varepsilon > 1.\]
Figure 14: Scattering phases $\delta_0(\mathbf{r}, q; R_0)$ for the states with total momentum $J = 0$ as a function of the hole energy for several shapes of the cutoff function for $R = 1/20$. The numbers at the curves are the values of charge $q = Z\alpha_F$ and $f_0$. The asterisks indicate the positions of resonances in the scattering of holes by impurity (see Fig. 10). The dot-and-dash curve in the inset represents the asymptotics (137).

critical values $Z_{cr}$ shown in Table 2 for graphene on the SiC substrate, when $\alpha_F = 0.4$ is considered, for definiteness, that effective dielectric constant $\epsilon = 1$.

As in the nonrelativistic theory of scattering, see Chap. 13 in the monograph [48], quasistationary states can manifest themselves as resonances in hole scattering. The positions $\varepsilon^*_0$ of these resonances and their widths $\gamma^*$ are shown above in Fig. 10 and 11. If the hole energy $\varepsilon > 0$ falls in the region of a sharp change in the scattering phase, then a resonance arises in its scattering, and the partial cross section corresponds to the Breit-Wigner formula

$$\sigma_J(\varepsilon) = \sin^2 \delta_J = \frac{(\gamma^*/2)^2}{(\varepsilon - \varepsilon^*)^2 + (\gamma^*/2)^2},$$

(136)

in complete analogy with scattering by a short-range potential, cf. with (116) in the 4.2.3 section. Moreover, with an increase in supercriticality, the phase change becomes smoother, see Fig. 14 and 15.

For the asymptotic behavior of the scattering phases for small values of the wave vectors, $k = \sqrt{\varepsilon^2 - 1} \ll 1$, we have [46]

$$\delta_J(k; q) \approx \frac{q}{k} \left( \ln \frac{q}{k} - 1 \right) + \frac{\pi}{4} - \frac{1}{2} k q \ln k + O(k), \quad k \ll 1.$$ (137)

Since such values of $k$ correspond to large distances, $\rho \gg 1$, in this case the scattering phases are the same for all values of the total angular momentum $J$, since the centrifugal potential “dies out”. In addition, at such distances the Coulomb tail of the potential $V_R(\rho)$ dominates and the scattering phases are independent of the regularization (117).

Asymptotics (137) are shown by dashed lines in Fig. 14 and 15.

It should be noted that the effect of supercharged Coulomb impurity on a system of two-dimensional massive Dirac particles in graphene with a gap in the electronic
Figure 15: Scattering phases $\delta_J(\tilde{\epsilon}, q; R)$ as a function of the hole energy for the values of the total momentum (a) $J = 1/2$, (b) $J = -1/2$, (c) $J = 1$, and (d) $J = -1$. The asterisks indicate the resonances in the scattering of holes by impurity; the positions and widths of the resonances are shown in Fig. 11. The dot-and-dash curve corresponds to the asymptotics $\text{137}$. 

spectrum is considered in $[25]$. It discusses, in particular, the screening of an impurity charge by electrons generated together with holes from the Dirac Sea, in complete analogy with the spontaneous production of electron-positron pairs in $Z > Z_{cr}$ in the relativistic Coulomb problem discussed in $[57, 58]$, a review of $[42]$, the monograph $[49]$ and the numerous literature references indicated therein.

However, as shown in $[45]$, the one-particle approximation for the Dirac equation is valid not only for $Z \leq Z_{cr}$, but also for $Z > Z_{cr}$, so that spontaneous production of $e^+ e^-$ pairs is absent. A similar statement applies to the two-dimensional effective Dirac equation with a gap in the electronic spectrum, so that the mechanism for screening the charge of a supercharged impurity indicated in $[25]$ according to the scenario described in the review $[42]$ cannot be realized $[59, 46]$.

The conclusion about the absence of spontaneous production of pairs of antiparticle particles in the Coulomb problem for $Z > Z_{cr}$ is based on the unitarity of the partial elastic scattering matrix. Since the amplitudes of the incident and diverging waves with the total angular momentum $J$ are the same, inelastic channels with this $J$, including spontaneous pair production, are absent. This supercritical radial Coulomb problem
differs significantly from the situation in the case of the “Klein paradox” \cite{60, 61} or a constant uniform electric field \cite{62, 63}, when the upper and lower continua overlap. Qualitatively, this difference is due to the fact that a homogeneous field breaks the virtually generated pair, while in the radial case both the particle and antiparticle are attracted to the center at small distances, see the effective semiclassical potential \cite{132}, and annihilate.

As already mentioned in the 4.2.3 section, the authors of \cite{52} disagree with these arguments, who believe that it is the resonant scattering by the supercritical nucleus that indicates the spontaneous production of $e^+e^−$ pairs according to the mechanism described in the review of \cite{42} and monographs \cite{49}. However, as shown in the 4.2 section using an example of a deep narrow rectangular well, resonance scattering occurs near both the lower and upper continua, when a discrete level is immersed or pushed into the continuous spectrum when the depth of the well changes. The modified Coulomb potential \cite{117} differs from the short-range potential \cite{90} by the “Coulomb tail”, which provides a small resonance width that is not related to the presence of a centrifugal barrier, but does not qualitatively change the picture, see Fig. 12. Therefore, there is no reason to believe that resonance scattering near the lower continuum boundary is associated with spontaneous pair production, i.e. that the one-particle Dirac equation is not applicable in the supercritical region, $Z > Z_{cr}$.

Moreover, in the work of \cite{64} it was actually shown that the single-particle approximation for the effective two-dimensional Dirac equation describing the electronic properties of gapless graphene in the presence of supercharged $Z > Z_t = |J|\alpha_F^2$ impurity at $J = 1/2$ agrees with the experimental data on the spectra of current-voltage characteristics obtained by scanning tunneling spectroscopy. As emphasized in the \cite{65} review, this method allows one to determine the electronic structure of graphene near a charged impurity, if it is described by a single-particle wave function. Since in the gapless effective Dirac equation, i.e. for massless charge carriers in graphene, there is no discrete spectrum, then the singular impurity charge $q_s = Z_s\alpha_F = |J|$ plays a special role here, see Appendix C and not its critical value, as in the massive case. A qualitative explanation of this can be obtained again in the semiclassical approximation.

As for massive fermions, the expression (132) for the effective potential $U_{\text{eff}}(\rho; \varepsilon; J)$ is still valid in the considered problem, but the effective energy in the massless case is $E_{\text{eff}} = \frac{1}{2}\varepsilon^2$. If in (132) we take the Coulomb potential of attraction, $V_C(\varrho) = -q/\varrho$ as $V(\varrho)$, then when $q > q_s = |J|$ in the effective potential there arises the well-known \cite{34} in the nonrelativistic theory of “fall on the center”. Related to this is the need to modify the Coulomb potential at small distances, as in the relativistic Coulomb problem \cite{41}.

As well as there, with $q > q_s$, effective attraction occurs at small distances of both electrons and holes, and with $\varepsilon < -1$ the Coulomb barrier is hardly permeable for the latter near the lower continuum boundary, see Fig. 12. Resonant scattering of a massless hole with an energy $\varepsilon = -\varepsilon$ appears when its energy $\varepsilon$ is close to the position of the quasidiscrete level, $\varepsilon \approx \varepsilon_0$, when quantized taking into account the permeability of the barrier \cite{65, 67}.

Unfortunately, in the gapless case, the scattering phase for states with angular momentum $J = 0$ is a smooth function of the hole energy $\varepsilon = k$. So, for example, for
rectangular cropping, we have

$$\delta_0(k; R) = Z_\alpha F[\ln(2kR) - 1],$$

which does not lead to a peak in the current-voltage characteristics. At the same time, in graphene with a gap in the electronic spectrum with a small value of supercriticality, such a phase is resonant, see Fig. 10. Therefore, the measurement of the $dI/dV$ spectra near the Dirac point can answer the question of whether the value $M = -1/2$ is realized in graphene with a gap in the electronic spectrum, i.e. half-integer quantization of the orbital angular momentum. The same conclusion applies to other integer values of the total angular momentum $J$ corresponding to half-integer values of the orbital angular momentum in graphene.

5. Conclusions

1. Fractional values of orbital angular momentum may occur in classical and quantum two-dimensional problems where variables are separable in cylindrical coordinates. Such values are concerned with the topological phase $\theta$ acquired by a wave function $\Psi(\varphi)$ under a full rotation, $0 \leq \varphi \leq 2\pi$, see (2) in section 1. This non-trivial topological phase is associated with multi-valued irreducible representations of 2D rotational group SO(2). In T-invariant quantum systems only integer and half-integer values may occur.

2. D. van Vleck paid attention to the existence of half-integer momenta in molecules in his paper [68]. In [69] the half-integer quantization of the orbital angular momentum associated with the Berry geometrical phase [70, 71] equal to $\pi$ was experimentally observed. This phase is acquired by a nuclear wave function under a pseudo-rotation around the equilateral configuration of Na$_3$ molecule. In molecules, the Berry phase is associated with the monopole induced by the electronic subsystem [72].

3. Geometric (topological) Berry phase [70] usually results from the evolution determined by a time-dependent Hamiltonian. In two-dimensional axial systems topological phase itself detaches a generator $L_\theta$ from the family of self-adjoint operators and, hence, determines the rotational dynamics of the system, i.e. the unitary operator of finite rotations, see (3). Thus, half-integer quantization of the orbital angular momentum in circular quantum dots does not require the existence of monopole.

4. The issue about the relation between quantization of orbital angular momentum in two- and three-dimensional Euclidean spaces was first addressed by Pauli in [13], see also section 1 in the present paper. Moreover, the specific value of the topological phase $\theta$ (0 or $\pi$) in circular quantum dots with different numbers of electrons is fixed by the Pauli exclusion principle. Thus, the phase in the boundary condition (2) may legitimately be called the Pauli’s topological phase.

5. Hence, the experimental data [22] for the ground-state energy of few-electron circular quantum dots in a strong magnetic field show the existence of the non-trivial Pauli’s topological phase.

To confirm its existence in a gapped graphene, it is essential to determine its electronic structure near the impurity with $Z > Z_{cr}$, or with $Z > Z_s$ in a gapless case, using the method of scanning tunnel spectroscopy, see [64, 68]. The alternative method is
to measure few Coulomb energy levels using photoelectronic spectroscopy with high angular resolution \([24][73]\).

Furthermore, in these experiments it can be determined if the overcritical impurity is screened by electron-hole pair creation (following \([25][42]\)) or not.

Acknowledgements

We are grateful to A.M. Fedotov, B.M. Karnakov, and V.P. Yakovlev for fruitful discussions, and especially to our friend and teacher N.B. Narozhny, who passed away leaving us at an early stage of this work. The work was partially supported by the Russian Foundation for Basic Research (Grant 19-02-00643a). Yu.E.L. was supported by the Russian Foundation for Basic Research (Grants 20-02-00410 and 20-52-00035).

Appendix A. The translation generator on an interval

It’s known for a long time \([2]\), that the differential operator of infinitesimal translation on an interval \([a, b]\),

\[
S = -i \frac{d}{dq}, \quad a \leq q \leq b,
\]

becomes a self-adjoint operator \(S_\theta = S_\theta^+\) on the Hilbert space \(\mathcal{H} = L_2([a, b])\) of square-integrable on \([a, b]\) wave functions with hermitian scalar product

\[
(\Phi, \Psi) = \int_a^b \Phi'(q) \Psi(q) \, dq
\]

under the following boundary condition

\[
\Psi(b) = e^{i\theta}\Psi(a), \quad 0 \leq \theta < 2\pi.
\] (A.1)

Indeed, following \([4]\) let us define hermitian (symmetric) operator

\[
S\chi(q) = -i\chi'(q), \quad \mathcal{D}(S) = \{\chi \in \mathcal{H}, \chi' \in \mathcal{H}; \chi \in C^\infty_0([a, b])\},
\]

where \(C^\infty_0([a, b])\) is a class of infinitely differentiable finite functions \([5]\) on \([a, b]\). If the functions \(\chi_1(q)\) and \(\chi_2(q)\) are in the domain \(\mathcal{D}(S)\) of the operator \(S\), then

\[
(\chi_1, S\chi_2) - (S\chi_1, \chi_2) = -i\chi_1'(q)\chi_2(q)|_a^b = 0.
\]

According to the definition of the conjugate \(S^+\) of the operator \(S\)

\[
(S^+X, \chi) = (X, S\chi), \quad \chi \in \mathcal{D}(S), \quad X \in \mathcal{D}(S^+) = \mathcal{H},
\] (A.3)

we have \(S \subset S^+\), i.e. the operator \(S\) is not self-adjoint but only symmetric, or hermitian.

Because differentiation operator \(S\) is an infinitesimal translation operator and \(\chi(q)\) are infinitely differentiable functions, then the equation

\[
e^{i\alpha S}\chi(q) = \chi(q + \alpha)
\] (A.4)
is valid for all sufficiently small $\alpha$. This smallness is defined by the vicinity of support of the function $\chi(q)$ to the boundary of an interval $a \leq q \leq b$. At large $\alpha$ the translation operator $A.4$ shifts the function $\chi(q)$ to the boundary of this interval. One can not say anything about what happens in this case, knowing the operator $S$ only in its domain and additional considerations are needed.

To conserve the norm, i.e. the integral
\[
(\Psi, \Psi) = \int_a^b |\Psi(q)|^2 \, dq, \tag{A.5}
\]
it is necessary that everything that moves through one of the boundaries be returned through the other. Since under the integral sign in $A.5$ there is a module $|\Psi(q)|$, than the function passing through the boundary can change the phase. Because of the quantum mechanical superposition principle, this phase should be the same for all functions. It is convenient to assume that the ends of the interval are connected forming a circle. Then the problem reduces to circular motion, and at the junction point the phase of wave functions which is essentially topological (geometric, see $A.1$) is allowed to occur.

So, there should be a one-parameter family of self-adjoint operators, $S_\theta = S_\theta^*$,
\[
S_\theta \Psi(q) = -i\Psi'(q), \quad \mathcal{D}(S_\theta) = \{\Psi \in \mathcal{H}, \, \Psi' \in \mathcal{H}; \, \Psi(b) = e^{i\theta} \Psi(a)\}, \tag{A.6}
\]
because in this case
\[
(\Phi, S_\theta \Psi) - (S_\theta \Phi, \Psi) = -i\Phi'(q)\Psi(q)\bigg|_a^b = 0,
\]
if both functions $\Phi, \Psi$ are in the domain of operator $S_\theta$. In this case, instead of $A.4$, a unitary finite shift operator arises,
\[
U_\theta(\alpha) = e^{i\alpha S_\theta}, \quad U_\theta(\alpha)\Psi(q) = \Psi(q + \alpha), \tag{A.7}
\]
the generator of which is a self-adjoint operator $S_\theta$.

To find out if there are any other self-adjoint extensions of the Hermitian operator $S$, one must find its defect indices $(n_+, n_-)$. According to the von Neumann general theory of unbounded operators, they are equal to the number of linearly independent solutions of equations
\[
S^+ X = \pm iX, \tag{A.8}
\]
According to the definition of a conjugate operator $A.3$, for any $X \in \mathcal{H}$ the right-hand side of this equality defines a linear functional on $\chi$, and this functional coincides with $-iX'(q)$ as a distribution in the sense of Schwarz, see, e.g., 4,5.

This means that when solving equations $A.8$ one should consider the operator $S^+$ as a differentiation operator and find a solution with in the form of distributions with infinitely differentiable on $[a, b]$ test functions $\chi \in C^0_0([a, b])$.

In our case
\[
X_+ = c_+ e^{aq}, \quad c_+ = e^{i\gamma} - \frac{e^{(b+a)/2}}{\sqrt{\sinh(b-a)}}, \quad (X_+, X_+) = 1,
\]
\[
X_- = c_- e^{bq}, \quad c_+ = e^{i\gamma} - \frac{e^{-(b+a)/2}}{\sqrt{\sinh(b-a)}}, \quad (X_-, X_-) = 1,
\]
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so \( n_+ = n_- = 1 \). Since none of the defect indices is zero, then the symmetric (hermitian) extension of operator \( S \) may be defined by the following equation \([4]\):

\[
S_\theta[\chi + c(\chi_+ + \chi_-)] = S\chi + ic(\chi_+ - \chi_-),
\]

where \( c \) is an arbitrary complex number and defect indices \( (n_+ - 1, n_- - 1) = (0, 0) \), are zeros because of \((A.8)\).

Indeed, to calculate, e.g., \( \tilde\chi_+ \), we have the equation

\[
S\chi + ic(\tilde\chi_+ - \tilde\chi_-) = i\chi + ic(\tilde\chi_+ + \tilde\chi_-),
\]

This implies

\[-i\chi' = i\chi + 2ic\tilde\chi_-.
\]

Then at either end of the interval, for example at \( q = b \), we have

\[
\tilde\chi_-(b) = e^{i\theta} e^{(b+a)/2} / \sqrt{\sinh(b-a)} \neq 0,
\]

that leads to \( \tilde\chi = 0 \), due to \( \chi'(b) = \chi(b) = 0 \) because the function \( \chi(q) \) belongs to a class \( C_0[\chi(a, b)] \). So, there are no “additional” solutions \( \tilde\chi_+(q) \); the same is valid for \( \tilde\chi_-(q) \).

It is easy to show that the functions

\[
\Psi(q) = \chi(q) + c[\chi_+(q) + \chi_-(q)]
\]

meet the boundary condition \((A.1)\). Thus, operators \( S_\theta \) form the unique one-parametric family of self-adjoint extensions of the operator \( S \) defined in \((A.2)\). The eigenfunctions of self-adjoint operator \( S_\theta \),

\[
\Psi_{\lambda_m}(q) = \frac{1}{\sqrt{b-a}} e^{i\lambda_m q}, \quad \lambda_m = \frac{2\pi}{(b-a)} (m+\delta), \quad m = 0, \pm 1, \pm 2, \ldots, \quad 0 \leq \delta = \frac{\theta}{2\pi} < 1,
\]

form \([2]\) the complete orthonormal set of functions in the space \( L_2([a, b]) \), see also problem 1.29 in \([74]\).

Let us note that according \([3]\) for the range \( \mathcal{R}(S_\theta) \) of \( S_\theta \) we have

\[
\mathcal{R}(S_{\theta=0}) = L_2([a, b]), \quad \mathcal{R}(S_{\theta=0}) = \mathcal{R}(S) \subset L_2([a, b]),
\]

where \( S = S^{++} \) is the closure of the operator \( S \). The last equation discriminates a single-valued self-adjoint extension of \( S \) from the family of multiple-valued self-adjoint extensions.

Note, if the system is invariant with respect to the reversal of the direction of motion, according to Wigner \([9]\) the complex conjugate functions must also meet the boundary condition \((A.1)\).

\[
e^{-i\theta} = \left( \frac{\Psi(b)}{\Psi(a)} \right)^* = \frac{\Psi^*(b)}{\Psi^*(a)} = e^{i\theta}.
\]

Hence, only two values of the topological phase \( \theta \) are possible in T-invariant quantum systems \([10]\),

\[
1) \quad \theta = 0, \quad \delta = 0, \quad 2) \quad \theta = \pi, \quad \delta = 1/2.
\]

These values correspond to single- and double-valued representations of two-dimensional rotation group \( O(2) \), i.e. integer and half-integer quantization of orbital angular momentum operator.
Appendix B. The generalization of plane wave expansion and half-integer orbital angular momenta

Following the authors of [17], eq. (11.2.38), we consider the function

\[ v(\rho, \phi) = \frac{1}{2} \sum_{n=0}^{\infty} \varepsilon_n i^n J_n(k\rho) \cos \left( \frac{n}{2} \phi \right), \]  

(B.1)

where \( \varepsilon_n \) is the Neumann coefficient, \( \varepsilon_0 = 1, \varepsilon_n = 2 \) at \( n = 1, 2, \ldots \), and \( J_n(x) \) is the Bessel function. Given the value of the series from paragraph 5.7.10 of [75], and the formulas for Fresnel integrals and its generalizations in section 9.10 of [28], we come to

\[ v(\rho, \phi) = \frac{1}{2} e^{ik\rho \cos \phi} \left\{ 1 + \operatorname{erf} \left( e^{i\pi/4} \sqrt{2k\rho \cos \phi} \right) \right\} \]

(B.2)

Here \( \operatorname{erf}(z) = \frac{2}{\sqrt{\pi}} \operatorname{Erf}(z) \) is the probability integral (error function)

\[ \operatorname{erf}(z) = -\operatorname{erf}(-z), \quad \operatorname{erf}(z) = \operatorname{erf}(z), \]

(B.3)

and if \( |z| \to \infty \) we have

\[ \operatorname{erf}(z) = 1 - \frac{1}{\sqrt{\pi z^2}} e^{-z^2} \left[ 1 + O \left( \frac{1}{|z|^2} \right) \right], \quad -\frac{3\pi}{4} < \arg z < \frac{3\pi}{4}. \]

(B.4)

It can be shown that

\[ v(\rho, \phi) = \sqrt{\frac{i}{\pi}} e^{ik\rho \cos \phi} F \left( \sqrt{2k\rho \cos \phi} \right), \]

(B.5)

where

\[ F(z) = \int_{\infty}^{z} e^{-t^2} dt = \sqrt{\frac{\pi}{2}} \left[ e^{-z^2} + C(z^2) - iS(z^2) \right] \]

is an integral associated with Fresnel integrals [28] \( C(z^2) \) and \( S(z^2) \). The equation (B.5) is in full agreement with [17] the formula (11.2.42) from [17].

By symmetry (B.3) we have

\[ v(\rho, \phi) + v(\rho, \phi + 2\pi) = e^{ik\rho \cos \phi}, \]

(B.6)

what also follows directly from the definition (B.1) and the expansion of a plane wave in cylindrical coordinates [28].

\[ e^{ikx} = e^{ik\rho \cos \phi} = \sum_{n=0}^{\infty} E_n i^n J_n(kp) \cos(k\rho) = \sum_{m=-\infty}^{\infty} \sum_{n=0}^{\infty} i^n J_m(kp) e^{im\phi}, \quad m = 0, \pm 1, \pm 2, \ldots \]

(B.7)

\footnote{This function differs from \( u(\rho, \phi) \) in section 2.2 by the substitution \( i \to -i \), \( u(\rho, \phi) = v(\rho, \phi) \), i.e. by the complex conjugation.}

\footnote{With substitutions \( i \to -i \), \( F(z) \to \Phi(z) \). In the monograph [17] equation (18), contrary to (B.2), is derived by a method not related to the direct summation of the series.}
It’s worth to emphasize that according to (B.2) and (B.4) the function \( v(\rho, \varphi) \) asymptotically (at large distances),

\[
v(\rho, \varphi) \simeq e^{ik\rho \cos \varphi} - \frac{1}{\sqrt{8\pi k\rho}} e^{-ik\rho} \cos \left( \frac{\varphi}{2} \right), \quad k\rho \gg 1, \quad -\pi < \varphi < \pi,
\]

(B.8)

coincides with the plane wave \( \exp(ikx) \) only if the angle \( \varphi \neq \pm \pi \), when \( v(\rho, \pm \pi) = \frac{1}{2} \exp(ikx) \), because \( \text{erf}(0) = 0 \).

Note that according to (B.7) the summation over even values of \( n = 2l \) (integer orbital angular momenta, \( M = m = \pm l \)) in (B.1) gives the plane wave, or more precisely, its half. At the same time, after summation over odd values \( n = 2l + 1 \) (half-integer orbital angular momenta, \( M = m + \frac{1}{2} = \pm l + \frac{1}{2} \)), we get the function

\[
w(\rho, \varphi) = 2 \sum_{l=0}^{\infty} i^{l+1/2} J_{l+1/2}(k\rho) \cos[(l + 1/2)\varphi] = \sum_{m=-\infty}^{\infty} i^{|M|} J_{|M|}(k\rho) e^{iM\varphi},
\]

(B.9)

Acting like when obtaining equalities (B.2), we have

\[
w(\rho, \varphi) = e^{ik\rho \cos \varphi} \text{erf} \left[ e^{i\pi/4} \sqrt{2k\rho \cos \left( \frac{\varphi}{2} \right)} \right] \simeq e^{ik\rho \cos \varphi}.
\]

(B.10)

According to (B.2)

\[
v(\rho, \varphi) = \frac{1}{2} \left[ e^{ik\rho \cos \varphi} + w(\rho, \varphi) \right], \quad (B.11)
\]

so both integer and half-integer orbital angular momenta give asymptotically equal contribution to the function \( v(\rho, \varphi) \).

**Appendix C. Boundary conditions for the radial Dirac equation**

The problem is posed correctly if equation (64) is supplemented by physically acceptable boundary conditions. In the present case, it means that the operator associated with differential operator \( H_D \) is the self-adjoint one \( \tilde{H} \) acting in the Hilbert space \( \mathcal{H} = L^2(\mathbb{R}_+) \) of the square integrable functions with Hermitian scalar product

\[
(\Psi_2, \Psi_1) = \int_0^{\infty} \Psi_2^*(\rho) \Psi_1(\rho) \, d\rho = \int_0^{\infty} (F_2 F_1 + G_2 G_1) \, d\rho
\]

(C.1)

and the norm

\[
(\Psi, \Psi) \equiv ||\Psi||^2 = \int_0^{\infty} \left( |F(\rho)|^2 + |G(\rho)|^2 \right) \, d\rho < \infty.
\]

(C.2)

Since any operator \( \tilde{H} \), associated with \( H_D \), is unbounded then according to von Neumann theory one must specify its domain \( \mathcal{D}(\tilde{H}) \). The minimum conditions for linear operator associated with \( H_D \) are following

\[
H\Psi = H_D \Psi, \quad \mathcal{D}(H) = \{ \Psi \in L^2(\mathbb{R}_+), H_D \Psi \in L^2(\mathbb{R}_+) \}.
\]

(C.3)
According to restriction (C.2) and first of the conditions (C.3) the functions $F(\rho)$ and $G(\rho)$ are square integrable,

$$\int_a^\infty |F(\rho)|^2 \, d\rho < \infty, \quad \int_a^\infty |G(\rho)|^2 \, d\rho < \infty,$$

(C.4)

at any $a \geq 0$. However, this does not ensure that these functions vanish at $\rho \to \infty$. The examples are

$$f_1(\rho) = \exp\left(-\rho^4 \sin^2 \rho\right), \quad f_2(\rho) = \rho^2 \exp\left(-\rho^6 \sin^2 \rho\right),$$

and the second of them is not even limited, see section 5.6 in [5]. Moreover, if their derivatives are also square integrable,

$$\int_a^\infty \left|\frac{dF}{d\rho}\right|^2 \, d\rho < \infty, \quad \int_a^\infty \left|\frac{dG}{d\rho}\right|^2 \, d\rho < \infty,$$

(C.5)

the following equations are valid

$$F(\infty) = G(\infty) = 0,$$

(C.6)

see section 5.6 of monograph [5].

In the case of potentials vanishing at infinity, for the Dirac operator (64) we have

$$H_D^{(\infty)} = \left(\frac{1}{d\rho} \frac{d}{d\rho} - 1\right), \quad \rho \to \infty.$$  

Then for large $a$ and $b$ we get

$$\int_a^b (H_D\Psi)(H_D\Psi) \, d\rho = \int_a^b \left(H_D^{(\infty)}\Psi\right)^\dagger \left(H_D^{(\infty)}\Psi\right) \, d\rho =$$

$$= \int_a^b \left(\left|\frac{dF}{d\rho}\right|^2 + \left|\frac{dG}{d\rho}\right|^2 + |F|^2 + |G|^2 + (F^* G + G^* F)\right) \, d\rho < \infty.$$  

(C.7)

Let $a$ and $b$ go to infinity independently. Due to continuity of $F(\rho)$ and $G(\rho)$ on any finite interval, the integrated term in the RHS of (C.7) vanishes. However, the LHS of this equality vanishes due to the second condition of (C.3). Because of inequalities (C.4) the same is valid for integrals of $|F|^2$ and $|G|^2$. So the remaining integral vanishes too. This means that at random fixed lower limit the integral converges

$$\int_a^b \left(\left|\frac{dF}{d\rho}\right|^2 + \left|\frac{dG}{d\rho}\right|^2\right) \, d\rho < \infty,$$

(C.8)

along with integrals (C.5), that leads to boundary conditions (C.6) at infinity.
Let’s now discuss boundary conditions at the origin. The partial integration with regard to equations (C.6) gives:

\[
\int_0^\infty \Psi_1^2(H_D \Psi_1) \, d\rho = \lim_{\rho \to 0} \left[ F_1(\rho)G_1^2(\rho) - F_1^2(\rho)G_1(\rho) \right].
\] (C.9)

For self-adjoint operator the integrated term (the RHS of this equation) should vanish. Thus, the fact whether the operator \( \tilde{H} \), associated with the differential operator \( H_D \), is self-adjoint or not is defined by the wave functions behaviour at \( \rho \to 0 \), and, consequently, by the potential form at short distances.

Now consider the Coulomb attractive potential which is important for applications,

\[
V_C(\rho) = -\frac{q}{\rho}, \quad q > 0.
\] (C.10)

Radial functions of the Dirac equation (64) satisfy the set of equations

\[
\begin{align*}
\frac{dF}{d\rho} - \frac{J}{\rho} F + \left( 1 + \varepsilon + \frac{q}{\rho} \right) G &= 0, \\
\frac{dG}{d\rho} + \frac{J}{\rho} G + \left( 1 - \varepsilon - \frac{q}{\rho} \right) F &= 0,
\end{align*}
\] (C.11)

where angular momentum \( J \) may be either half-integer or integer, including zero, \( J = 0, \pm 1/2, \pm 1, \pm 3/2, \pm 2, \ldots \)

The solutions \( \Psi_{\varepsilon,J}(\rho) \) of this set are eigenfunctions of the Dirac Hamiltonian \( H_D \), and correspond to eigenvalues \( \varepsilon \). They form a complete set if only the Hamiltonian \( \tilde{H} \) associated with \( H_D \) is self-adjoint. According to (C.9) boundary conditions at the origin are required. To obtain them one should consider the asymptotic of the solution (C.11) at short distances which for the relativistic Coulomb problem was discussed in the work of Case [76], and in section 10.17 of [5].

At \( \rho \to 0 \) such an asymptotic is defined by the single parameter \( \sigma = \sqrt{J^2 - q^2} \).

Given the value of angular momentum \( J \) this asymptotic changes with the growth of charge.

1. If \( 18^\text{th} 0 < q < |J| \), then

\[
\Psi_{\varepsilon,J}(\rho \to 0) = C_{\varepsilon,J} \left\{ u_{\sigma} \left( \frac{1}{\rho} \right)^{\varepsilon} + u_{-\sigma} \left( \frac{1}{\rho} \right)^{-\varepsilon} \right\}, \quad qg_{\pm\sigma} = J \mp \sigma, \quad \sigma = \sqrt{J^2 - q^2} > 0.
\] (C.12)

Inserting this into RHS of (C.9) and considering that for self-adjoint operator \( \mathcal{D}(\tilde{H}^+) = \mathcal{D}(\tilde{H}) \), we get

\[
\frac{u_{\sigma}}{u_{-\sigma}} = \left( \frac{u_{\sigma}}{u_{-\sigma}} \right)^* = \tan \theta_{\sigma}, \quad -\frac{\pi}{2} \leq \theta_{\sigma} \leq \frac{\pi}{2}, \quad \sigma < |J|.
\] (C.13)

\[18^\text{th} \] In [56] a misprint is made: in an inequality one should set \( \sigma = 0 \), and then it coincides with the one given in p.1.
This boundary condition determines the one-parametric family of self-adjoint operators,

\[ H_\theta \Psi = H_D \Psi, \quad \mathcal{D}(H_\theta) = \{ \Psi \in L^2(\mathbb{R}^+), H_D \Psi \in L^2(\mathbb{R}^+); \theta, \sigma \}, \quad (C.14) \]

where \( \theta, \sigma \) is given in (C.13).

If \( 0 < q \leq \sqrt{J^2 - 1}/4 \), i.e. \( 1/2 \leq \sigma < |J| \), then to satisfy the first condition in (C.3), one should set \( u_{+\sigma} = 0 \), that corresponds to \( \theta, \sigma = \pm \pi/2 \). The RHS of (C.9) vanishes automatically and the operator \( H \) is self-adjoint without any additional conditions. In this range of \( q \) only (C.3) realize so-called “built-in” boundary condition [5].

Note that the constraint \( \sigma \geq 1/2 \) for the ground state of hydrogen-like atom, \( J = -\kappa = 1 \), means, that the nucleus charge is \( Z < \sqrt{3}/2 \alpha \approx 118.5 \), see section 10.17 in [5]. At the same time the condition \( \sigma > 0 \) in the case of point Coulomb potential leads to well known constraint, \( Z < \alpha^{-1} \approx 137 \), see, e.g., section 13.1 in [39].

2. In a particular case \( q = q_s \equiv |J| \) we have the expansion with logarithms,

\[ \Psi_0(\rho \to 0) = C_0 \left( u_0 \left( \frac{1}{g_0} \right) + \bar{u}_0 \left( \frac{1}{\bar{g}_0} \right) \ln \rho \right), \quad qg_0 = J - \bar{u}_0 / u_0, \quad q\bar{g}_0 = J. \quad (C.15) \]

Acting like in the previous range of \( q \), we have

\[ \frac{u_0}{\bar{u}_0} = \left( \frac{u_0}{\bar{u}_0} \right)^*, \quad \tan \theta_0, \quad -\frac{\pi}{2} \leq \theta_0 \leq \frac{\pi}{2}, \quad \sigma = 0. \quad (C.16) \]

This boundary condition determines the family of self-adjoint operators \( H^+_{0_0} = H_{\theta_0} \), see (C.14) with \( \sigma = 0 \).

3. If \( q > |J| \), then we again arrive to the expansion (C.12), where one should set \( \sigma = i\tau \). This leads to the boundary condition

\[ \left( \frac{u_\tau}{u_{-\tau}} \right)^* = \left( \frac{u_\tau}{u_{-\tau}} \right)^{-1}, \quad \frac{u_\tau}{u_{-\tau}} = e^{i\theta_\tau}, \quad \text{Im} \theta_\tau = 0, \quad \tau = \sqrt{q^2 - J^2}, \quad (C.17) \]

and to the family of self-adjoint operators

\[ H_\theta \Psi = H_D \Psi, \quad \mathcal{D}(H_\theta) = \{ \Psi \in L^2(\mathbb{R}^+), H_D \Psi \in L^2(\mathbb{R}^+); \theta, \tau \}, \quad (C.18) \]

One-parameter families of self-adjoint radial Dirac Hamiltonians \( H_\theta \) and \( H_\tau \), were derived in a different way in [77, 78] for integer \( J = -\kappa = \pm 1, \pm 2, \ldots \) in a three-dimensional Coulomb problem and in [79] for half-integer values of total angular momentum \( J = \pm 1/2, \pm 3/2, \ldots \) in 2D case.

The boundary conditions (p.1–3) define the complete set of wave functions and the energy spectrum of radial Coulomb problem (C.11) for any value of angular momentum, including \( J = 0 \), and for any charge \( q \).
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