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Abstract

Training state-of-the-art vision models has become prohibitively expensive for researchers and practitioners. For the sake of accessibility and resource reuse, it is important to focus on adapting these models to a variety of downstream scenarios. An interesting and practical paradigm is online test-time adaptation, according to which training data is inaccessible, no labelled data from the test distribution is available, and adaptation can only happen at test time and on a handful of samples. In this paper, we investigate how test-time adaptation methods fare for a number of pre-trained models on a variety of real-world scenarios, significantly extending the way they have been originally evaluated. We show that they perform well only in narrowly-defined experimental setups and sometimes fail catastrophically when their hyperparameters are not selected for the same scenario in which they are being tested. Motivated by the inherent uncertainty around the conditions that will ultimately be encountered at test time, we propose a particularly “conservative” approach, which addresses the problem with a Laplacian Adjusted Maximum-likelihood Estimation (LAME) objective. By adapting the model’s output (not its parameters), and solving our objective with an efficient concave-convex procedure, our approach exhibits a much higher average accuracy across scenarios than existing methods, while being notably faster and have a much lower memory footprint. The code is available at https://github.com/fiveai/LAME.

1. Introduction

In recent years, training state-of-the-art models has become a massive computational endeavor for many machine learning problems (e.g. [5, 13, 38]). For instance, it has been estimated that each training of GPT-3 [5] produces an equivalent of 552 tons of CO2, which is approximately the amount emitted in six flights from New York to San Francisco [35]. As implied in the whitepaper on “foundation models” [4], we should expect that more and more efforts will be dedicated to the design of procedures that allow for the efficient adaptation of pre-trained large models under a variety of circumstances. In other words, these models will be “trained once” on a vast dataset and then adapted at test time to newly-encountered scenarios. Besides being important for resource reuse, being able to abstract the pre-training stage away from the adaptation is paramount in privacy-focused applications, and in any other situation in which preventing access to the training data is desirable. Towards this goal, it is important that, from the point of view of the adaptation system, there is neither access to the training data nor the training procedure of the model to adapt. With this context in mind, we are particularly interested in designing adaptation methods ready to be used in realistic scenarios, and that are suitable for a variety of models.

One aspect that many real-world applications have in common is the need to perform adaptation online, and with a limited amount of data. That is, we should be able to perform adaptation while the data is being received. Take for instance the vision model with which an autonomous vehicle or a drone may be equipped. At test-time, it will ingest a video stream of highly-correlated data (non-i.i.d.), which could be used for adaptation. We would like to be confident that leveraging this information will be useful, and not destructive, no matter the type of domain shift that may exist between training and test data. Such shifts could be, for instance, “low-level” (e.g. the data stream is affected by snowy weather which has never been encountered during the California-sunlit training stage), or “high-level” (e.g. the data include the particular Art Deco architecture of Miami Beach’s Historic District), or even a combination of both. To summarize, we are interested in the design of test-time adaptation systems that 1) are unsupervised; 2) can operate online and on potentially non-i.i.d. data; 3) assume no knowledge of training data or training procedure; and 4) are not tailored to a certain model, so that the progress made by the community can be directly harnessed.

This problem specification falls under the fully test-time adaptation paradigm studied in a handful of recent works [1, 27, 29, 56], where simple techniques like test-time
learning of batch normalization’s scale and bias parameters [56] have proven to be very effective in some scenarios, like the one represented by low-level corruptions [17]. In our experimental results, we observe that existing methods [25, 27, 29, 56] have to be used with great care in uncertain yet realistic situations because of their sensitivity to variables such as the model to adapt or the type of domain shift. As a matter of fact, we show that, when selecting their hyperparameters to maximize the average accuracy over a number of scenarios, existing methods do not outperform a non-adaptive baseline. For them to perform well, hyperparameters need to be adjusted in a scenario-specific fashion. However, this is clearly not an option when the test-time conditions are unknown in advance.

These findings suggest that, while being agnostic to both training and testing circumstances is important, it is wise to approach the problem of test-time adaptation prudently. Instead of adapting the parameters of a pre-trained model, we only adapt its output by finding the latent assignments that optimize a manifold-regularized likelihood of the data. The manifold-smoothness assumption has been successful in a wide range of other problems, including graph clustering [45, 46, 52], semi-supervised learning [2, 7, 19], and few-shot learning [62], as it enforces desirable and general properties on the solutions. Specifically, we embed Laplacian regularization as a corrective term, and derive an efficient concave-convex procedure for optimizing our overall objective, with guaranteed convergence. When aggregating over different conditions, this simple and “conservative” strategy significantly improves both over the non-adaptive baseline and existing test-time adaptation methods in an extensive set of experiments covering 7 datasets, 19 shifts, 3 training strategies and 5 network architectures. Moreover, by virtue of not performing model adaptation but only output correction, it reduces by half both the total inference time and the memory footprint compared to existing methods.

2. Related work

In general, domain adaptation aims at relaxing the assumption that “train and test distributions should match”, which is at the foundation of most machine learning algorithms. Since real-world applications rarely reflect the textbook assumption, this relaxation has generated a lot of interest and motivated a large corpus of work. Doing this topic justice would take several surveys (e.g. [10, 34, 57, 58]), and it is unfeasible given this paper format. Instead, in this section we aim at describing the overall problem setups that are more closely relevant to ours.

The applicability of early works in domain adaptation was limited, in that methods required access to the target domain [34] during training. Unsupervised domain adaptation [58] makes the scenario slightly more realistic by not requiring labels from the target domain. Two common general strategies are, for instance, explicitly learning domain-invariant feature representations by minimizing some measure of divergence between source and target distributions (e.g. [20, 30, 49]); or embedding a “domain discriminator” component in the network and then penalizing its success in the loss (e.g. [14, 37]). Still, the necessity of having access, during training, to both source and target domains limits the usability of this class of methods.

Domain generalization (DG) foregoes the need to access the target distribution by learning a model from multiple domains, with the intent of generalizing to unseen ones [57]. Popular strategies to address this problem include: increasing the diversity of training data via either augmentations (e.g. [36, 54]), adversarial learning (e.g. [55, 61]), or generative models (e.g. [39, 47]): learning domain-invariant representations [3], and decoupling the domain-specific and domain-independent components (e.g. [18, 21, 32]). Notably, the recent work of Gulrajani & Lopez-Paz [15] showed on a large testbed that learning a vanilla classifier on a pool of datasets outperformed all modern techniques, thus sending a strong message on the importance of a carefully designed experimental protocol.

Despite the shared goal of generalizing across domains and the constraint of not having access to the target distributions in advance, one fundamental difference of DG with the setup we consider is the lack of test-time adaptability. Instead, methods falling under the source-free domain adaptation paradigm [9] require no access to the training data during the process of adaptation. Liang et al. [28] assume only to have access to the source dataset’s summary statistics, and relate the models fitting the source and target domains by surmising that class centroids are only moderately shifted between the two datasets. Before adaptation, Kundu et al. [22, 23] consider a first “vendor-side” phase, during which the target domain is not known and a model is trained on an augmented training dataset aiming at mimicking possible domain shifts and category gaps that will be encountered downstream. Li et al. [26] propose the Collaborative Class Conditional GAN, which integrates the output of a prediction model into the loss of the generator to produce new samples in the style of the target domain, which are in turn used to adapt the model via backpropagation. In Test-time Training [50], Sun et al. perform test-time adaptation via self-supervision by jointly optimizing two branches (one supervised and one self-supervised) during training.

While being vastly more practical than the ones addressing vanilla domain adaptation, the methods listed above are still quite limited in that they typically have an ad-hoc training procedure. As mentioned in Section 1, we would like to facilitate model reuse, so that the progress made by the community in architecture design [15], self-supervised learning [8] or multi-modal learning [38] can be directly exploited. Our setup is mostly similar to what
has been referred to in the TENT paper \cite{56} as the \textbf{fully test-time adaptation} scenario. In this case, the intent is to perform unsupervised test-time adaptation while \textit{“not restricting or altering model training”} \cite{56}. In TENT, this is achieved with a simple entropy minimization loss, which informs the optimization of scale and bias parameters of batch normalization layers. As for batch normalization layers’ statistics, they are re-estimated on the test data, similarly to what is done in adaptive batchnorm (AdaBN) methods \cite{6,27,31,44}, which have shown strong performance on the perturbations of ImageNet-C \cite{17}. In similar spirit, Liang et al. \cite{29} updates the parameters of the feature extractor of a given model by maximizing a mutual information objective (SHOT-IM).

Although we share many of the motivations presented in TENT and SHOT, we believe that our work differs under two main aspects. First, given our model-independence desideratum, we explicitly study the extent to which our approach works across training strategies and architectures. This analysis is missing in prior works: as we will see in Section 6, the type of model being adapted is a variable that strongly affects the effectiveness of both TENT and SHOT. Second, for the sake of usability, we are particularly focused on online adaptation, which leads us to also consider non-i.i.d. scenarios as an important part of our evaluation.

3. Problem Formulation

In (fully) test-time adaptation \cite{29,56} (TTA), we have access to a parametric model $q_\theta(y|x)$ trained on an inaccessible labelled source dataset $D_s = \{(x, y) \sim p_s(x, y)\}$, where $x$ is an image and $y \in \mathcal{Y}$ its associated label from the set of source classes $\mathcal{Y}$. Additionally, we consider an unlabelled target dataset sampled from an arbitrary target distribution $D_t = \{x \sim p_t(x)\}$. We take the standard \textit{covariate shift} assumption \cite{48} that $p_s(y|x) = p_t(y|x)$ and $p_s(x) \neq p_t(x)$, which implies that shifts can only happen if there exists some class $y$ such that $p_s(y)p_s(x|y) \neq p_t(y)p_t(x|y)$. This leads us to consider two types of shift throughout this work: the \textit{prior shift}, in which $p_t(y)$ differs from $p_s(y)$, and the \textit{likelihood shift}, in which $p_t(x|y)$ differs from $p_s(x|y)$.

As the target distribution shifts from the source, the parametric model $q_\theta(y|x)$ no longer necessarily well approximates the true, domain-invariant distribution $p(y|x)$. A toy illustration of this phenomenon can be found in Fig. 2, where the linear classifier can only properly model the true sinusoidal distribution over a limited region of the input space. Therefore, TTA methods aim at adapting $q_\theta(y|x)$ to maximize its predictive performance on the target distribution. In particular, we focus on the \textit{online} setting, where the classifier receives a potentially non-i.i.d. stream of target samples, and must simultaneously adapt and predict.

Typical large-scale datasets contain up to tens of thousands of classes, and have been created with the purpose of covering a large portion of the concepts that may be of interest at test-time. As such, they likely contain classes of a finer or equal (but not coarser) granularity than those required in specific TTA scenarios. Therefore, to make our setting more practical, we relax the common assumption that source classes must coincide with the target ones. Instead, we allow target classes to be superclasses, according to some pre-defined hierarchy. Authors from \cite{53} handle this by max-pooling the softmax predictions across associated subclasses, but we empirically found average-pooling to perform slightly better, and decided to proceed with this strategy. More details in Appendix.

4. On the Risks of Network Adaptation

In order to better approximate the underlying distribution $p(z|x)$ at test-time, TTA methods usually propose to directly modify the parametric source model. We group such methods under the term \textit{Network Adaptation Methods} (NAMs). Specifically, such methods \cite{29,56} first partition the network into \textit{adaptable} weights $\theta^a$ and frozen weights $\theta^f$, and proceed by minimizing an unsupervised loss $\mathcal{L}(x; \theta^a \cup \theta^f)$, $x \sim p_t(x)$ w.r.t. $\theta^a$. TTA methods mostly differ based on their choices of partition $\{\theta^f, \theta^a\}$ and loss function $\mathcal{L}$. For instance, TENT \cite{56} only adapts the scale and bias parameters $\{(\gamma, \beta)\}$ of the batch normalization (BN) layers through entropy minimization, while SHOT \cite{29} adapts the convolutional filters of the model through mutual information maximization.

While NAMs have the potential to substantially improve the performance of a model on the target samples, they also run the risk of dramatically degrading it. Consecutive updates of the adaptable weights $\theta^a$ on narrow portions of the target distribution can cause the model to overspecialize. Such behavior can be caused by the combination of a sub-optimal choice of hyperparameters for a specific scenario and the lack of sample diversity at the batch level. Note that the latter does not arise exclusively in video scenarios, but also in situations characterized by a high class imbalance. Moreover, adapting parameters across the network and within an iterative optimization procedure such as SGD (which spans many batches of data), can inherently lead to the degeneration of the model over time. To make this more intuitive, in Fig. 1 we showcase a failure mode of the widely used entropy minimization principle. In a low intra-batch diversity situation, entropy minimization can degenerate the model \textit{silently}. In other words, it can fail without exhibiting any distinctive behaviour that, in the absence of labels, would allow for a clear diagnosis. An illustrative explanation of this phenomenon is conveyed in Fig. 2.

One may argue that choosing optimal hyperparameters may solve the problems mentioned above. However, tuning hyperparameters separately for each target scenario would require access to the labels. Moreover, this approach would
Adaption through entropy minimization in a non-i.i.d. scenario may silently degenerate the model. (Left) Non-i.i.d. streams are generated by batching samples according to their class. (Middle) The conditional entropy of predictions is being minimized in an online fashion on such non-i.i.d. streams. However, assessing whether the adaptation is being beneficial or detrimental solely from these curves is impractical in an unsupervised scenario. (Right) Rather, monitoring the online accuracy (which would require access to the labels) would reveal that the model is actually collapsing for two out of three learning rates considered.

Figure 1. Adaption through entropy minimization in a non-i.i.d. scenario may silently degenerate the model. (Left) Non-i.i.d. streams are generated by batching samples according to their class. (Middle) The conditional entropy of predictions is being minimized in an online fashion on such non-i.i.d. streams. However, assessing whether the adaptation is being beneficial or detrimental solely from these curves is impractical in an unsupervised scenario. (Right) Rather, monitoring the online accuracy (which would require access to the labels) would reveal that the model is actually collapsing for two out of three learning rates considered.

Figure 2. Minimizing the conditional entropy (as in TENT [56]) encourages the model to produce high confidence predictions. Geometrically, this corresponds to increasing the margin between the decision boundary and the samples from the current batch. In the low-diversity scenario depicted above, the 1st and 2nd batches only contain red samples. This causes the boundary to move away from red samples. When green samples are finally observed in the 3rd batch, the boundary has gone past the green cluster, so that samples are (wrongly) assigned to the red class.

Also require to know which scenario is going to be encountered at test time. These two points defeat the whole purpose of the TTA paradigm. Therefore, it would be desirable for NAMs’ hyperparameters to generalize well across scenarios. However, keeping the entropy minimization approach of TENT [56] as an example, we show on the left matrix of Fig. 3 is that the entropy minimization approach is severely brittle w.r.t. its hyperparameter configuration, especially in non-i.i.d. and class-imbalanced scenarios, where a sub-optimal choice can degrade the model’s accuracy by up to an absolute 66% compared to the non-adaptive baseline. We emphasize that Fig. 3 only shows validation results obtained when using scenario-specific hyperparameters, and therefore only serves the purpose of empirically demonstrating the issue with over-specific hyperparameters. In Appendix, we show that the same trend can be observed for all NAMs we experimented with.

As an alternative, in Section 5 we propose an adaptation strategy which only affects the output of the model (not its parameters), only considers one batch of data at a time, and has only one hyperparameter to tune.

5. The LAME method

In order to address the aforementioned issues, we introduce a method that only aims at providing a correction of the output probabilities of a classifier instead of modifying the internal parameters of its feature extractor. On the one hand, freezing the source classifier prevents our method from accumulating knowledge across batches. On the other, it mitigates the risk of degenerating the classifier, reduces compute requirements (as gradients are neither computed nor stored), and inherently removes the need for searching over delicate hyperparameters such as learning rate or momentum of the optimizer. Overall, we empirically demonstrate that such an approach is more reliable and practical than NAMs when the test-time conditions are unknown.

Formulation. Assume we are given a batch of data sampled from the target distribution $X \sim p_N(x)$, with $N$ the number of samples and $d$ the feature dimension. Our method finds a latent assignment vector $\tilde{z}_i = \ldots$
(\tilde{z}_{ik})_{1 \leq k \leq K} \in \Delta^{K-1} \text{ for each data point } x_i, \text{ which aims to approximate the true distribution } p(z|x), \text{ with } K \text{ the number of classes and } \Delta^{K-1} = \{ z \in [0, 1]^K \mid 1^T z = 1 \} \text{ the probability simplex.} \text{ A principled way to achieve this is to find assignments } \tilde{Z} \text{ that maximize the log-likelihood of the data subject to simple non-negative constraints } \tilde{z}_i \in \Delta^{K-1}, \forall i:

\mathcal{L}(\tilde{Z}) = \log \left( \prod_{i=1}^N \prod_{k=1}^K p(x_i, k) \tilde{z}_{ik} \right) - c \sum_{i=1}^N \tilde{z}_i^T \log(p_i) \quad (1)

where \tilde{Z} \in [0, 1]^{NK} is the vector that concatenates all assignment vectors \tilde{z}_i, p_i = (p(k|x_i))_{1 \leq k \leq K} \in \Delta^{K-1}, \text{ and } c \text{ stands for equality up to an additive constant.} \text{ In order to prevent over-confident assignments, we consider a negative-entropy regularization that discourages one-hot assignments for } \tilde{Z}. \text{ Note that such regularization also acts as a barrier that restricts the domain of } \tilde{z}_i \text{ to non-negative values, hence implicitly handling the } \tilde{z}_i \geq 0 \text{ constraint.} \text{ Maximizing the regularized log-likelihood objective therefore amounts to minimizing the following Kullback–Leibler (KL) divergences subject to } 1^T \tilde{z}_i = 1, \forall i:

- \sum_{i=1}^N \tilde{z}_i^T \log(p_i) + \sum_{i=1}^N \tilde{z}_i^T \log(\tilde{z}_i) = \sum_{i=1}^N \text{KL}(\tilde{z}_i||p_i) \quad (2)

Problem (2) is minimized for \tilde{z}_i = p_i, \forall i. \text{ Taking a step back, we don’t have access to } p_i, \text{ but only to the source parametric model } q_i = (q_i(k|x_i))_{1 \leq k \leq K} \text{ which, recall, might be a poor approximation of the true distribution when evaluated on target samples } x \sim p_t(x). \text{ In fact, simply replacing } p_i \text{ by } q_i \text{ in Eq. (2) yields the predictions from the source model as optimum: } \tilde{z}_i = q_i.

To compensate for the inherent error of this approximation, we focus on Laplacian regularization, which encourages neighbouring points in the feature space to have consistent latent assignments. Laplacian regularization is widely used in semi-supervised learning [2, 7, 19], where it is optimized jointly with supervised losses over labelled data points, or in graph clustering [45, 46, 52], where it is optimized subject to class-balance constraints. The TTA problem is different as, unlike semi-supervised learning, cannot count on any supervision and, unlike clustering, class-balance constraints are irrelevant (or even detrimental). \text{ Hence, we introduce Laplacian Adjusted Maximum-likelihood Estimation (LAME), which minimizes the likelihood in (2) jointly with a Laplacian correction, subject to constraints } 1^T \tilde{z}_i = 1, \forall i:

\mathcal{L}^{\text{LAME}}(\tilde{Z}) = \sum_i \text{KL}(\tilde{z}_i||q_i) - \sum_{i,j} w_{ij} \tilde{z}_i^T \tilde{z}_j \quad (3)

where \ w_{ij} = w(\phi(x_i), \phi(x_j)), \text{ with } \phi \text{ denoting our pre-trained feature extractor and } w \text{ is a function measuring the affinity between } \phi(x_i) \text{ and } \phi(x_j). \text{ The closer the points in the feature space, the higher their affinity. Clearly, when the affinity is high (}w_{ij} \text{ is large), minimizing the Laplacian term in (3) seeks the largest possible value of dot product } \tilde{z}_i^T \tilde{z}_j, \text{ thereby assigning points } i \text{ and } j \text{ to the same class. Therefore, our model in (3) could be viewed as a graph clustering of the batch data, penalized by a KL term discouraging substantial deviations from the source-model predictions.}

\textbf{Efficient optimization via a concave-convex procedure.} \text{ In what follows, we show that our Problem (3) can be minimized using the Concave-Convex Procedure (CCCP) [60], which allows us to obtain a highly efficient iterative algorithm, with convergence guarantee. Each iteration updates the current solution } \tilde{Z}^{(n)} \text{ as the minimum of a tight upper bound on the objective. This guarantees that the objective does not increase at each iteration. For the sum of a con-
cave and a convex function, as is the case of our objective in (3), a CCCP replaces the concave part by its linear first-order approximation at the current solution, which is a tight upper bound, while keeping the convex part unchanged. In our case, the Laplacian term is concave when the affinity matrix \( W = [w_{i,j}] \) is positive semi-definite, while the KL term is convex. The concavity of the Laplacian for positive semi-definite \( W \) could be verified by re-writing the term as follows:\(^1\): \[- \sum_{i,j} w_{i,j} \tilde{z}_i^T \tilde{z}_j = - \tilde{Z}^T (W \otimes I) \tilde{Z}, \] where \( \otimes \) denotes the Kronecker product and \( I \) is the \( K \)-by-\( K \) identity matrix. We thus replace the Laplacian term in (3) by \[- ((W \otimes I) \tilde{Z}^{(n)})^T \tilde{Z}, \] which yields the following tight upper bound, up to an additive constant independent of \( \tilde{Z} \):

\[
\mathcal{L}^{\text{LAME}}(\tilde{Z}) \leq \sum_i \text{KL}(\tilde{z}_i||q_i) - \left( (W \otimes I) \tilde{Z}^{(n)} \right)^T \tilde{Z} \tag{4}
\]

Solving the Karush-Kuhn-Tucker (KKT) conditions corresponding to minimizing convex upper bound (4), subject to constraints \( I^T \tilde{z}_i = 1, \ \forall i \), yields the following decoupled updates of the assignment variables:

\[ \tilde{z}_{ik}^{(n+1)} = \frac{q_0(k|x_i) \exp(\sum_j w_{i,j} \tilde{z}_{jk}^{(n)})}{\sum_{k'} q_0(k'|x_i) \exp(\sum_j w_{i,j} \tilde{z}_{jk'}^{(n)})} \tag{5} \]

which have to be iterated until convergence. The full derivation of Eq. (5) is provided in Appendix.

6. Experimental design

The design of our experimental protocol is mainly guided by the desire to assess both model and domain independence of TTA methods. For model independence, we need to evaluate the performance of methods under a variety of pre-trained models. As for domain independence, a single fixed trained model must allow to evaluate a TTA method under multiple adaptation scenarios. This implies that the source classes encoded in the pre-trained model must be able to adequately cover the classes of interest that may be encountered at test time. Note that, in practice, this is a reasonable requirement, as modern large-scale datasets span tens of thousands of classes [24, 42, 43, 59].

Networks. Because of their popularity within the community and the large number of classes covered, ImageNet-trained models represent an ideal playground for our experiments. In particular, they allow to evaluate model independence along two axes. First, with respect to the training procedure, by experimenting with the same ResNet-50 architecture (RN-50 herein), but trained in three different ways: the original release from Microsoft Research Asia (MSRA) [16], Torchvision’s [33], and using the self-supervised SimCLR [8]. Second, with respect to the architecture itself, by providing results on 5 different backbones, including RN-18, RN-50, RN-101, EfficientNet (EN-B4) [51] and the recent Vision Transformer ViT-B [13]. All models used were trained on the standard ImageNet ILSVRC-12 training set, except for ViT-B which uses an additional ImageNet-21k [12] pre-training step.

Hyperparameter search. For validation purposes, we consider 3 datasets. First, we use the original validation set of ImageNet [43]. To represent likelihood shift, we consider ImageNet-C-Val, which augments the original images with 9 realistic perturbations of varying intensity (the other 10 from the original ImageNet-C [17] are reserved for testing). Finally, we consider ImageNet-C_{16}, a variant of ImageNet-C that simulates an easier but practical scenario where a subset of ImageNet classes is mapped to 16 superclasses. By reducing the total number of classes, ImageNet-C_{16} also reduces class diversity at the batch level, which we identi-
that obtains best average performance over the 12 validation scenarios is selected, and kept fixed for test experiments in Fig. 4 and 5. The exact definition of the grid-search for each method is available in the Appendix.

**Testing.** For testing, we design 4 i.i.d. and 3 non-i.i.d. test scenarios. For the i.i.d. cases, we use the 4 combinations obtained by coupling ImageNet-C-Test and ImageNet-V2 [40] with the presence or absence of Zipf class-imbalance. As for the 3 non-i.i.d. scenarios, we use again ImageNet-V2 (with a different split), along with two video datasets: ImageNet-VID [43] and the LaSOT subset from TAO [11]. Keeping the idea of feeding the model with a sequence of tasks, video datasets allow us to evaluate realistic scenarios by simply grouping frames from the same video together. We use 10 random runs for each test experiment. More details on all datasets (and class mappings) in Appendix.

**Methods.** As a first baseline, we evaluate the source-trained model without any adaptation, referred to as Baseline. For Network Adaptation Methods (NAMs), we reproduce and evaluate four state-of-the-art TTA methods that can be run in an online fashion: TENT [56] based on entropy minimization, SHOT-IM [56] based on mutual information maximization, PseudoLabel [25] based on min-entropy minimization and AdaBN [27] based on batch normalization statistics alignment. Finally, we evaluate LAME.

**7. Experimental results**

Towards domain-independent test-time adaptation. As motivated in Section 4, most scenario-sensitive hyperparameters come from the optimization of the network. By virtue of completely freezing the classifier, our LAME approach is free of such burden. Instead, LAME only tries to find optimal shallow assignments through a bound-optimization procedure that does not introduce any hyperparameter. Therefore, we are only left with the tuning of the affinity function $w$ from Eq. (3), which is less sensitive than the optimization-related hyperparameters of NAMs. This claim is first supported by inspecting LAME’s cross-shift validation matrix, already used earlier to illustrate NAMs’ brittleness. Looking this time at the right plot of Fig. 3, we can see drastic improvements both in terms of average performance and worst-case degradation across all cases w.r.t. TENT. A second empirical evidence supporting this claim comes from the results on the test scenarios, shown in Fig. 4. Consistent with the validation results in Fig. 3, Fig. 4 confirms that LAME does not help in standard i.i.d. likelihood shifts, and fares around 0.5% below the baseline in worst cases. However, when prior shifts are introduced, NAMs’ performance does not improve over the

---

We speculate that introducing more hyperparameters in LAME (e.g., weighting the different terms of our loss) would result in worse off-diagonal terms in Fig. 3, but also higher overall performance.
baseline, whereas LAME exhibits very noticeable improvements. This is particularly evident in non-i.i.d. scenarios, where the average improvement is of (absolute) 6.7%, and goes up to 15% in the case of ImageNet-v2. Note that such improvement comes almost independently of the batch size used, as shown in Appendix.

**NAMs are brittle w.r.t. the training procedure.** As for model-independence, we first inspect whether methods are robust to changes to the training procedure. Such robustness is desired, for instance, in the case where the provider of the source model has released an update: in such a case, a TTA method should not require a new round of validation. As a first scenario, we investigate whether the set of hyperparameters obtained using the Original RN-50 [16] generalizes to the same methods, but when using the RN-50 provided by Torchvision. Given that both models were trained with standard supervision and minor experimental differences, one would expect the optimal set of hyperparameters to be very similar in the two cases. Results on the top chart of Fig. 5 suggest quite the opposite. While LAME preserves the same improvement w.r.t. the baseline, all NAMs lose significant ground, with TENT performing particularly poorly. We further experiment with a RN-50 trained using the self-supervised SimCLR, and observe that LAME once again retains its relative improvement of 4% w.r.t. the baseline, with no other method beating it.

**LAME generalizes across architectures, NAMs don’t.** Generalizing across different architectures should be a desirable property for any TTA method. In particular, for very large models, an exhaustive validation can become prohibitively expensive, thus making “model plug-and-play” an attractive feature. Results using five architectures (EfficientNet-B4 [51], the three ResNet variants, and the larger ViT-B [13] transformer) are shown on the bottom chart of Fig. 5. Across the board, LAME is the only method able to retain a consistently significant improvement w.r.t. the baseline, which remains a better option than any of the NAMs, especially with small backbones such as RN-18.

**LAME runs twice as fast, while requiring twice less memory than NAMs.** Provided that several direct applications of test-time adaptation involve real-time adaptation to data streams, the ability to run as efficiently as possible can also be a critical factor for practitioners. To measure runtimes, we divide inference into 3 stages: 1st forward, optimization (corresponding to SGD for NAMs and to the bound-optimization procedure of Section 5 for LAME), and 2nd forward (only needed for methods that modify the parameters of the model). Altogether, these three contributions account for the total runtime of each method. Results provided in Fig. 6 testify the clear advantage of LAME over the representative TENT (runtimes of other NAMs were found roughly similar to TENT). Memory-wise, LAME does not require to keep any gradient or intermediary buffer, which roughly halves the amount of GPU memory needed w.r.t. NAMs.

![Figure 6. Runtime per batch of LAME vs TENT for 5 different backbones: RN-18, RN-50, EN-B4, RN-101 and ViT-B. Batch 64 is used for the RN-* family, and 16 for EN-B4 and ViT-B (as both use 380x380 images instead of 224x224). LAME provides corrected outputs without requiring a second forward pass.](image)

**8. Conclusion**

Motivated by the high cost of training new models, we proposed a novel approach for online test-time adaptation (TTA) that is agnostic to both training and testing conditions. We introduced an extensive experimental protocol covering several datasets, realistic shifts and models, and evaluated existing TTA approaches by making sure that test-time domain information would not leak to inform the hyperparameters’ choice. Across the board, these methods underperform a non-adaptive baseline and can even lead to a catastrophic degradation of performance. We identified over-adaptation of the model parameters as a strong suspect for the poor performance of these methods, and opted for a more conservative approach that only corrects the output of the model. We proposed Laplacian Adjusted Maximum-Likelihood Estimation (LAME), an unsupervised objective that finds the optimal set of latent assignments by discouraging deviations from the prediction of the pre-trained model, while at the same time encouraging label propagation under the manifold smoothness assumption. Averaging accuracy over the many scenarios considered, LAME outperforms all existing methods and the non-adaptive baseline, while requiring less compute and memory. Nonetheless, being restricted to the classifier’s output, LAME is also inherently limited. For one, it does not noticeably help in standard i.i.d. and class-balanced scenarios. We hope that our work will motivate further developments in this line of research. In particular, we believe that methods adopting a hybrid adaptation/correction approach, if choosing their hyperparameters under a strict regime, will have the potential to effectively tackle an even wider variety of scenarios.
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