Metal-insulator transition and antiferromagnetism in the generalized Hubbard model: Treatment of correlation effects
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The ground state for the half-filled $t - t'$ Hubbard model is treated within the Hartree-Fock approximation and the slave boson approach including correlations. The criterion for the metal-insulator transition in the Slater scenario is formulated using an analytical free-energy expansion in the next-nearest-neighbor transfer integral $t'$ and in direct antiferromagnetic gap $\Delta$. The correlation effects are generally demonstrated to favor the first-order transition. For a square lattice with a strong van Hove singularity, accidental close degeneracy of antiferromagnetic and paramagnetic phases is analytically found in a wide parameter region. As a result, there exists an interval of $t'$ values for which the metal-insulator transition is of the first order due to the existence of the van Hove singularity. This interval is very sensitive to model parameters (direct exchange integral) or external parameters. For the simple and body-centered cubic lattices, the transition from the insulator antiferromagnetic state with increasing $t'$ occurs to the phase of an antiferromagnetic metal and is a second-order transition which is followed by a transition to a paramagnetic metal. These results are quantitatively modified when taking into account the intersite Heisenberg interaction, which can induce first-order transitions. A comparison with the Monte Carlo results is performed.

I. INTRODUCTION

The nature of metal-insulator transitions (MITs) is a long-standing problem in condensed matter physics. An important unclear aspect of this problem is theoretical description of MIT and its order. Important challenges in this field are the role of lattice geometry, relevant physical interactions, etc. [1]. An exhaustive review of mechanisms underlying MIT is presented in Ref. 2.

Experimentally, MIT is usually a first-order transition [3], but the role of the electron-lattice coupling, and dominating on-site Coulomb interaction or long-range interactions [4] in this phenomenon should be clarified. Looking aside of the Peierls mechanism, we focus on the mechanisms of MIT originating purely within the electron subsystem: Slater [5] and Mott [6] scenarios. The first scenario corresponds to antiferromagnetic (AFM) insulating state, and the second to paramagnetic (PM) state. The Slater scenarios are realized in NaOsO$_3$ [7, 8], pyrochlore oxides Ln$_2$Ir$_2$O$_7$, Ln = Nd, Sm, Eu, Gd, Tb, Dy, and Ho [10], Cd$_2$Os$_2$O$_7$ [11], Pb$_2$CaOsO$_6$ [12], V$_{2-x}$O$_3$ [13, 14], and Ni$_{2-x}$Se$_x$ [15], in two latter compounds, metallic AFM phases being found. A remarkable transition from Mott to Slater electronic structure was recently observed in the AFM layer-ordered compound Sr$_2$Ir$_{1-x}$Rh$_x$O$_6$ [16], which is possibly related to interplay of the Hubbard and Hund interactions and orbital selective physics. Another important issue is the role of intersite interaction effects — the exchange and charge interactions. Whereas a considerable part of MIT physics is manifested itself in an interorbital interaction being probably relevant for the MIT problem in real compounds, we suppose that some important aspects of MIT problem within the single-orbital picture remain still unsolved. The solution of this problem looks useful in two lines: the application to some single orbital compounds (e.g. copper-oxide systems) on bipartite lattice and solving the classical theoretical MIT problem in the nondegenerate half-filled Hubbard model [15, 18]. Thus we deal with the properties of a generalized nondegenerate Hubbard model including on-site Coulomb interaction and direct intersite exchange interaction which turns out to be qualitatively important.

Whereas the electron density in the model is fixed, the role of other parameters (Coulomb and direct exchange interaction strengths as well as hopping integrals configuration) should be discussed in detail. It is well known that in the weak-coupling limit MIT typically follows the Slater scenario originating from the AFM gap formation [19, 20]. In terms of the renormalization-group loop expansion, the electron interaction can be generally decomposed in one-loop level as the sum of three channels: particle-particle (Cooper), direct, and crossed (magnetic) particle-hole contributions [21]. Direct analysis of the momentum dependence of (bubble) one-loop susceptibilities implies that for bipartite lattices the nesting property $t_{k+Q} = -t_k$ of the electron spectrum $t_k$ in the nearest-neighbor approximation with integral $t$ with respect to nesting vector $Q$ results in dominating of crossed particle-hole channel provided that the
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Coulomb interaction parameter $U$ is sufficiently small $[22]$. This justifies the application of the mean-field (Hartree-Fock) approximation for bipartite lattices at small $U$ in a general way: The AFM gap in the electron spectrum (and, hence, the insulator state) appears at infinitely small values of the Coulomb interaction parameter $U$. At this level of approximation, both the Hubbard on-site and Heisenberg intersite interactions behave similarly. However, in the presence of hopping between the next-nearest neighbors (integral $t'$, $\tau = t'/t$ being dimensionless parameter) with characteristic energy $D'$, the instability of the paramagnetic metal state (and, consequently, the MIT formation in the Slater scenario) occurs at a finite value of $U$. This circumstance poses three issues: (i) a destruction of nesting property of the Fermi surface, which possibly results in the transition into incommensurate state $[23, 24]$; (ii) the increase of the roles of alternative to crossed particle-hole channel, particle-particle and direct particle-hole channels resulting in worse applicability of Hartree-Fock approximation (HFA); and (iii) the increasing difference in the roles of on-site (Hubbard) and intersite (Heisenberg) exchange interactions manifesting on many-electron level.

The dramatic role of lattice geometry manifests itself in the occurrence of the van Hove singularities (vHS), which can be very different and change significantly physical properties of the system (in particular, thermodynamics of the phase transition) $[24, 28]$. The coefficients of the Landau-like expansion in powers of order parameter (e.g., gap) acquire additional logarithmic factors. This is also true for MIT, so that inverse critical interaction on the MIT line within the AFM phase acquires an additional logarithmic correction $[29]$ for the square lattice due to the presence of vHS in electron density of state (DOS) $\rho(E, \tau)$. Generally, in the main logarithmic approximation, we have the following estimations for the critical value:

$$1/U_{\text{MIT}} = \begin{cases} \rho(0) \ln(D/D'), & \rho(E) \sim \rho(0) \\ (a/2) \ln^2(D/D'), & \rho(E) \sim a \ln(D/|E|) \\ (a'/3) \ln^3(D/D'), & \rho(E) \sim a' \ln^2(D/|E|) \end{cases},$$

where $\rho(E) = \rho(E, \tau = 0)$, for three bipartite lattices: simple cubic (sc, nonsingular DOS), square (logarithmic singularity of DOS), and body-centered cubic (bcc, $\ln^2$ singularity of DOS) lattices, respectively $[30]$. Since in the phenomenological approach of Ref. $[31]$ logarithmic dependence of zero-temperature coefficients in the free-energy expansion was missed this can result in some subtle errors connected with the loss of a universality property (pure quadratic contribution to the free energy), especially for the problems where small energy scales are actual. Here, $D$ is the band half-width, $\rho(E)$ is the bare density of states near the Fermi level for the electron spectrum in the nearest-neighbor approximation, and $a$ and $a'$ are positive coefficients at singular contributions to $\rho(E)$. Therefore, presence of these contributions changes significantly the dependence of $U_{\text{MIT}}$ on $D'$, or actually on $t'$. However, we will demonstrate that the result $[11]$ is valid only at extremely small $D'$ and is not quantitatively applicable when the condition $D'/D \ll 1$ is not valid.

Basing on theoretical investigations, it is commonly believed that MIT in the nondegenerate Hubbard model for bipartite lattices without vHS in DOS (e.g., simple cubic lattice) occurs as continuous phase transition AFM insulator — AFM metal in a wide region of spectrum parameters, namely next-nearest-neighbor (nnn) hopping integral, and accordingly to Slater scenario $[29, 32, 33]$. As a consequence of simple quadratic dependence of free energy in all phases, universal behavior occurs, resulting in impossibility of MIT order change, at least at small gap value. However, the
investigation of this problem on the square lattice poses a challenge: In early investigations within the simplest HFA approximation it was found that the order of the transition changes from second to the first as \( \tau \) increases up to rather small value \( \tau \sim 0.1 \) \cite{54,36} and change back from first to second order was found in latter investigation. The remarkable feature of the square lattice is nearly degenerate energies of AFM insulator and PM metal phases at small \( \tau \) at MIT transition line within AFM phase. A schematic phase diagram for MIT within the Slater scenario drawn by hand is shown in Fig. 1. Physically, the difference of two- and three-dimensional cases is crucial: While in three-dimensional case strong van Hove singularity in the density of states (DOS), generally speaking, does not exist (or, for body-centered cubic lattice, occurs only in nearest-neighbor hopping approximation, apart from the giant van Hove singularity line in the peculiar case \( t' = t \) \cite{55,56}), for the square lattice the logarithmic van Hove singularity is always present \cite{39}, which results in nonanalytic dependence on \( t' \) and, therefore, strong lowering the energy of PM metal phase at finite \( t' \). At the same time, the energy of AFM insulator phase also acquires nonanalytical contributions from van Hove singularity of DOS in nearest-neighbor approximation at the center of the band. Qualitative validity of these results were supported by simulations on finite lattices within quantum Monte-Carlo approximation \cite{31,53,10} where critical interaction for paramagnetic metal — antiferromagnetic insulator transition were found to be larger in about 25% than within HFA. More heavy tools, e.g., variational cluster approximation \cite{41,42}, variation Monte Carlo approximation \cite{13,43}, path integral renormalization group approach \cite{16,48} were later used for the solution of this problem. Within the Kotliar-Ruckenstein slave boson approximation (SBA) \cite{49} applied to nondegenerate Hubbard model (without exchange interaction included) it was found numerically that at small coupling the Slater scenario for the square lattice holds but the point \( \tau \) of order change substantially decreases (critical \( \tau \sim 0.07 \)). The system demonstrates anomalous sensitivity to the parameter change even in small coupling regime \cite{50}! It is notable that the improvement of HFA attainable within the SBA allows to distinguish contributions into the energy from singly- and doubly-occupied local (on-site) many-electron states.

The consideration within the single-site dynamical mean-field theory (DMFT) \cite{32,51,53} and cellular DMFT \( 2 \times 2 \)-cluster approximations \cite{54} yields the picture of MIT in local self-energy approximation and allows to trace the intersite exchange interaction impact. An increase of \( U \) within DMFT approximation results in continuous change of physical picture of AFM state from Slater one at small \( U \): A Kondo resonance peak at Fermi level and lower and upper Hubbard band precursors well away from Fermi level, well-defined AFM Hubbard bands and a gap between them are formed, which is a manifestation of the insulator AFM phase. The difference between Gutzwiller-like picture quasiparticle residue and DMFT including quasiparticle renormalization is pure quantitative. It is commonly believed that local quantum fluctuations result in incoherent picture of the spectrum weight instead of accounting of many-electron effects via static slave boson amplitudes (SBA). One can state that numerical complexity of DMFT calculations for the Hubbard model with nonzero \( t' \) does not allow to solve some problems (AFM metal phase, hysteresis, transition order, phase separation \cite{55}, spiral magnetic states, coexistence of different phases). In this context, the MIT problem revives the interest in more simple techniques.

During recent years, an issue of existence of the AFM metal phase between AFM insulator and PM metal has been repeatedly discussed. It was found that within the DMFT for the Hubbard model for the Bethe lattice at arbitrary degree of frustration metal the existence of AFM metal phase is possibly an artifact of numerical solution of the effective single-site Anderson model (see \cite{52,55} and references therein). However, the verification of this conclusion, as well as its validation for another lattices is still needed.

We will also show that, for the lattices with vHS in electron spectrum, nonanalytic (logarithmic) corrections to expansion coefficients occur for all quantities, which should generally change the order of MIT transition provided that some degeneracy is present. Thus, it is very instructive to construct an analytical theory of the MIT, where the van Hove singularities of DOS play an important role. We will demonstrate that the correlation effects modify considerably the phase diagram to favor the first-order transition. We also investigate the role of combined action of correlation effects and the intersite (“direct”) exchange interaction \( J \), which turns out to be important for the phase diagram. At the same time, the simplest Hartree-Fock approach fully misses the considerable influence of exchange interactions.

In Sec. 2 we present the equations of the Hartree-Fock approximation and the slave boson approach in the half-filled generalized \( t - t' \) Hubbard model with inclusion of the intersite exchange (Heisenberg) interaction. In Sec. 3 we derive the equation for anticipated MIT transition within AFM phase in terms of \( t' \) and AFM gap \( \Delta \), valid in both Hartree-Fock and slave boson approximations. We treat free energies of AFM insulator and PM phases in HFA and SBA approximations for square and three-dimensional lattices on the MIT line within AFM phase. We develop an analytic expansion in \( t' \) for the PM phase and analytic expansion of AFM insulator state free energy with respect to AFM gap \( \Delta \). This enables us to investigate in detail the order of MIT and the analytical origins of its nature. We investigate analytically and numerically the impact of correlation effects and direct intersite exchange interaction beyond the Hartree-Fock approximation on the MIT and found its relation to the MIT order and a sign of exchange interaction. In the Appendix we present an general derivation of useful expansion of the lattice sum \( G(\Delta) \) with respect to \( \Delta \) and the connection of singularity of \( G(\Delta) \) at \( \Delta = 0 \) and the singularity of DOS \( \rho(\epsilon) \) at \( \epsilon = 0 \).
II. THEORETICAL SETUP

A. Model

We start from the generalized Hubbard model Hamiltonian on a bipartite lattice with direct intersite exchange

$$\mathcal{H} = \sum_{ij} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow} + \frac{1}{2} \sum_{ij} J_{ij} s_i s_j,$$

(2)

where $c_{i\sigma}/c_{i\sigma}^\dagger$ is annihilation/creation Fermi operators, hopping integrals $t_{ij} = -t(t')$ for nearest (next-nearest)-neighbor site (Wannier) states $i$, $j$, and zero otherwise, $s_i = (1/2) \sum_{\sigma} c_{i\sigma}^\dagger \tilde{\sigma}_{\sigma\sigma'} c_{i\sigma'}$ is site spin operator, $\sigma, \sigma'$ label spin projections. Whereas the first term describes the kinetic energy of electron states moving in the lattice environment, there are two types of many-body interactions: Coulomb (the second term) and exchange (the third term) interactions. They are proportional to the numbers of doubly occupied sites and of exchange links of singly occupied state, respectively. We still assume nothing concerning a concrete form for site dependence of exchange interaction integral $J_{ij}$.

A lot of variants of the ground state magnetic ordering, including spiral, within this model was considered in earlier papers \[24, 28, 55\] where the HFA and SBA treatment of the many-body interaction was applied. Being motivated by earlier problems within the context of MIT context in the small coupling limit, here we focus our attention on more concrete case, the Neel AFM ordering in the ground state at half-filling

$$\mathbf{m}_i = \hat{a} m \exp(iQ\mathbf{R}_i),$$

(3)

where $\mathbf{m}_i = 2(s_i)$, $\hat{a}$ is a axis unit vector, $a = x, z$ labels axes here and below, $\tilde{\sigma} = (\sigma^x, \sigma^y, \sigma^z)$ is the vector of the Pauli matrices, $Q$ being AFM wave vector, $m$ the (staggered) magnetization amplitude, so that $\exp(iQ\mathbf{R}_i) = \pm 1$ when $\mathbf{R}_i$ belongs to the first (second) sublattice. We perform the SU(2) rotation around the $x$ axis on an angle $QR_i$. Therefore the $c$ operators acquire the following transformation

$$c_{i\sigma} \rightarrow \sum_{\sigma'} U_{\sigma\sigma'}(R_i) c_{i\sigma'},$$

(4)

with the spin matrix $U(R_i) = \exp[i(Q\mathbf{R}_i)(\mathbf{n}\tilde{\sigma}/2)] = \sigma^0 \cos(Q\mathbf{R}_i/2) + i(\mathbf{n}\tilde{\sigma}) \sin(Q\mathbf{R}_i/2)$, we choose $\mathbf{n} = \hat{x}$, $\sigma^0$ is unity spin matrix. In terms of transformed $c$ operators, the AFM state looks like usual ferromagnetic order with magnetization directed along $z$ axis. Spin operators transform accordingly (Rodrigues’s formula) $s_i \rightarrow \tilde{s}_i$, where $\tilde{s}_i = s_i \cos QR_i + \mathbf{n}(s_i)(1 - \cos QR_i)$. After such a transformation the Hamiltonian takes the form

$$\mathcal{H}' = \sum_{ij\sigma\sigma'} t_{ij}^{\sigma\sigma'} c_{i\sigma}^\dagger c_{j\sigma'} + U \sum_i n_{i\uparrow} n_{i\downarrow} + \frac{1}{2} \sum_{ij} J_{ij} \tilde{s}_i \tilde{s}_j,$$

(5)

with $t_{ij}^{\sigma\sigma'} = e_{ij}^{\sigma\sigma'} + e_{ij}^{\sigma\sigma'}\tilde{\sigma}$, where $e_{ij}^{\sigma\sigma'}$ is Fourier transform of $e_{\pm}(k) = \frac{1}{2}(t_{k+Q/2} \mp t_{k-Q/2})$, and $t_k(\tau) = (1/N) \sum_{ij} t_{ij} \exp[ik(\mathbf{R}_i - \mathbf{R}_j)]$ being the bare spectrum, $N$ being the site number. Rewriting the first term in Eq. (5) in the Bloch basis $c_k = N^{-1/2} \sum_i c_i \exp(i\mathbf{k}\mathbf{R}_i)$, we obtain

$$\mathcal{H}' = \sum_{k\sigma\sigma'} t_{k}^{\sigma\sigma'} c_{k\sigma}^\dagger c_{k\sigma'} + U \sum_i n_{i\uparrow} n_{i\downarrow} + \frac{1}{2} \sum_{ij} J_{ij} \tilde{s}_i \tilde{s}_j.$$

(6)

There are two strategies of treatment of the Hamiltonian (5): robust application of the mean-field approximation (Hartree-Fock approximation, HFA (Sec. [113]), and more accurate Kotliar-Ruckenstein slave boson approximation (SBA, Sec. [114]), [49, 50].
B. Hartree-Fock approximation

It is widely believed that the Overhauser-type mean-field treatment of the Hamiltonian \[^5\] yields quantitatively correct results in the case of small coupling \(U \ll D\) due to nesting feature of the Fermi surface. Namely, we can apply a parquet-like argument: nesting peculiarity of the Fermi surface makes the crossed particle-hole channel dominating over the Cooper (superconducting) and direct particle-hole (screening) channels \[^21\], which justifies the mean-field (Hartree-Fock) ansatz of the interaction term in Eq. (5):

\[
n_{i\uparrow}n_{i\downarrow} = \frac{n_i^2}{4} - \hat{s}_i^2 \rightarrow n \cdot n_i/2 - 2\langle \hat{s}_i \rangle \hat{s}_i - n_i^2/4 + \langle \hat{s}_i \rangle^2,
\]

(7)

with the operator \(n_i = n_{i\uparrow} + n_{i\downarrow}\), and electron filling \(n = \langle n_i \rangle\), being assumed site independent, is introduced and \(\langle \hat{s}_i \rangle = m\hat{z}/2\) according to Eq. (4). The resulting Hamiltonian reads

\[
\mathcal{H}_{\text{HFA}} = \sum_{k\sigma\sigma'} \left( (e_+(k) + Un/2)\sigma^0_{\sigma\sigma'} - U_{\text{eff}} \langle \sigma x \rangle \sum_{\lambda} e_\lambda(k) \sigma_{\sigma\sigma'} \right) c^\dagger_{k\sigma} c_{k\sigma'} - \frac{N}{4} (Un^2 - U_{\text{eff}}^2 m^2),
\]

(9)

where

\[
U_{\text{eff}} = U - JQ/2,
\]

(10)

\(J_Q = (1/N) \sum_{ij} J_{ij} \exp[i \mathbf{k} (\mathbf{R}_i - \mathbf{R}_j)]\). It is clear that despite different nature of local in-site and exchange interaction, HFA treats them both in the same way, through the introducing the effective interaction \[^{10}\].

Diagonalizing the Hamiltonian \(^9\) yields the spectrum branches of AFM subbands:

\[
E_{\nu}^{\text{HFA}}(k) = e_+(k) + Un/2 + (-1)^\nu \sqrt{\Delta^2 + e_\nu^2(k)}, \quad \nu = 1, 2,
\]

(11)

where AFM gap is \(\Delta = U_{\text{eff}} m/2\).

Below in this section we consider the insulator state for which the problem acquires a pretty form. The upper subband \((\nu = 2)\) is empty and the diagonalization of the Hamiltonian \(^9\) results in the equation of self-consistency:

\[
m = \Delta \Phi_1(\Delta),
\]

(12)

and the following equation for the free energy:

\[
F_{\text{HFA}}^{\text{AFM}}(\Delta) = U/4 - \Delta m/2 - \Phi_2(\Delta),
\]

(13)

where the lattice sums

\[
\Phi_1(\Delta) = \frac{1}{N} \sum_k \frac{1}{\sqrt{\Delta^2 + e_+^2(k)}},
\]

(14)

\[
\Phi_2(\Delta) = \frac{1}{N} \sum_k \frac{e_+^2(k)}{\sqrt{\Delta^2 + e_+^2(k)}},
\]

(15)

are introduced. While Eq. (12) is equation on \(m\) only, it is convenient to choose \(\Delta\) as a natural control parameter since all quantities are expressed via this. Since we are interested in precise information about the behaviour of the free energy as a function of system parameters it is convenient to count the free energy from its zero \(\Delta\) value \(F_0 = F_{\text{HFA}}^{\text{AFM}}(0) = U/4 - \Phi_2(0)\): \(\delta F_{\text{HFA}}^{\text{AFM}}(\Delta) = F_{\text{HFA}}^{\text{AFM}}(\Delta) - F_0\), so that we get

\[
\delta F_{\text{HFA}}^{\text{AFM}}(\Delta) = -\Delta m/2 - \delta \Phi_2(\Delta),
\]

(16)

where \(\delta \Phi_2(\Delta) = \Phi_2(\Delta) - \Phi_2(0)\). Both lattice sums \(^{14}\) and \(^{15}\) can be expressed in terms of the auxiliary lattice sum

\[
G(\Delta) = \frac{1}{2N} \sum_k \frac{1}{\sqrt{\Delta^2 + e_+^2(k) + |e_-^2(k)|},
\]

(17)
In the Appendix A we derive a general expansion of the lattice sum \( c \) and doubly occupied states, respectively. The transitions between the site states originating from intersite electrical and from Eq. (12) we derive through
\[
\Phi_1(\Delta) = 4G(\Delta) + 2\Delta \cdot G'(\Delta),
\]
\[
\Phi_2(\Delta) = -2\Delta^2 (G(\Delta) + \Delta \cdot G'(\Delta)),
\]
where primes stand for the derivative with respect to \( \Delta \). The dependence of \( G \) on \( \Delta \) is fully determined by the spectrum \( e_{-}(k) \) only, coinciding with full electron spectrum at \( \tau = 0 \). Hence, the investigation of density of states for \( e_{-}(k) \) allows to investigate in a convenient way analytical properties of \( G(\Delta) \) and, through it, all other quantities. In the Appendix A we derive a general expansion of the lattice sum \( G(\Delta) \) at small \( \Delta \). For this purpose we recast Eq. (10) as
\[
\delta \Phi_{AFM}^{HFA}(\Delta) = \Delta^3 G'(\Delta),
\]
and from Eq. (12) we derive
\[
U_{eff}^{HFA} = 2/\Phi_1(\Delta).
\]

C. Slave boson approximation setup

A simple way of taking into account the local correlation effects on a qualitative level is to introduce the auxiliary slave boson states [49, 56]. This extends the configuration space of the Hamiltonian (5) to a bosonic slave boson sector by introducing the slave boson annihilation (creation) operators \( e_i, (e_i^\dagger) \), \( p_{\sigma}(p_{\sigma}^\dagger), d_i(d_i^\dagger) \) for empty, singly and doubly occupied states, respectively. The transitions between the site states originating from intersite electron transfer are now accompanied by corresponding transitions in bosonic sector. The equivalence of the original and new description is achieved by the replacement \( c_{\sigma} \rightarrow z_{\sigma} c_{\sigma} \), through a boson transfer operator \( z_{\sigma} = (1 - d_i^\dagger d_i - p_{\sigma}^\dagger p_{\sigma})^{-1/2}(1 - e_i^\dagger e_i - p_{\sigma}^\dagger p_{\sigma})^{-1/2} \), which complements the action of \( c_{\sigma} \) on the bosonic subspace. The constraints
\[
e_i^\dagger e_i + \sum_{\sigma} p_{\sigma}^\dagger p_{\sigma} + d_i^\dagger d_i = 1,
\]
\[
2d_i^\dagger d_i + \sum_{\sigma} p_{\sigma}^\dagger p_{\sigma} = \sum_{\sigma} c_{\sigma}^\dagger c_{\sigma},
\]
\[
p_{\uparrow}^\dagger p_{\uparrow} - p_{\downarrow}^\dagger p_{\downarrow} = c_{\uparrow}^\dagger c_{\uparrow} - c_{\downarrow}^\dagger c_{\downarrow}
\]
guarantee formal equivalence of SBA action to that of the original model.

This allows to recast exactly the interaction terms in the Hamiltonian (5) in the bosonic language
\[
U n_{i\uparrow} n_{i\downarrow} \rightarrow U d_i^\dagger d_i,
\]
\[
J_{ij} s_i \cdot s_j \rightarrow J_{ij} s_i^p \cdot s_j^p,
\]
where \( s_i^p = (1/2) \sum_{\sigma,\sigma'} e_i^\dagger \sigma' \sigma^\dagger p_{\sigma}^\dagger p_{\sigma'} \). Presence of the constraints can be taken into account within the functional integral formalism via the Lagrange multipliers \( \eta_i \) for Eq. (22), \( \lambda_i \) for Eq. (23) and \( \Delta_i \) for Eq. (24) which are introduced into the action. Since we assume no any inhomogeneity, within the saddle-point approximation the operators \( e_i, (e_i^\dagger), p_{\sigma}(p_{\sigma}^\dagger), d_i(d_i^\dagger) \) become \( i \)-independent slave boson amplitudes \( e, p_{\sigma}, d \) and \( z_{\sigma} \) by
\[
z_{\sigma} = (d^2 + p_{\sigma}^2)^{-1/2}(e p_{\sigma} + p_{\sigma} d)(e^2 + p_{\sigma}^2)^{-1/2} \lesssim 1.
\]

The same argument holds for \( \lambda_i \) and \( \Delta_i \). Smallness of local electron spin-dependent quasiparticle residue \( z_{\sigma} \) reflects the average incoherence of single and double states on a pair of sites between which a transfer occurs [57]. The difference of \( z_i \) and \( z_{\sigma} \) residues can be induced by magnetic ordering away of half-filling. The grand potential \( \Omega = -T \ln Z \), \( T \) being the temperature, \( Z \) being the partition function, can be presented as a sum of two contribution from fermion and boson subsystems, \( \Omega_{AFM}^{SBA} = \Omega c + \Omega b \), where the fermion contribution to the grand potential
\[
\Omega_{c} = -\frac{T}{N} \sum_{\nu k} \ln(1 + \exp(-(E_{\nu}(k) - \mu)/T)),
\]

where $\mu$ is the chemical potential, is that of effective free-fermion Hamiltonian
\begin{equation}
\mathcal{H}_{\text{SBA}} = \sum_{k,s,s'} (\lambda \sigma_{k\sigma}^0 - \Delta \sigma_{k\sigma'}^2 + z_\sigma z_{\sigma'} (e_+(k) \sigma_{k\sigma'}^0 + e_-(k) \sigma_{k\sigma'}^0)) c_{k,s}^\dagger c_{k,s'},
\end{equation}
which has AFM spectrum branches
\begin{equation}
E_n^\mathrm{SBA}(k) = \frac{(z_\uparrow^2 + z_\downarrow^2)e_+(k)}{2} + \lambda + (-1)^n \sqrt{\Delta^2(k) + (z_\uparrow z_\downarrow e_-(k))^2},
\end{equation}
where $\Delta(k) = \Delta - (z_\uparrow^2 - z_\downarrow^2)e_+(k)/2$.
The boson contribution to grand potential reads
\begin{equation}
\Omega_b = -2\lambda d^2 + (1/4) J(Q)(p_\uparrow^2 - p_\downarrow^2)^2 - \lambda(p_\uparrow^2 + p_\downarrow^2) + \Delta(p_\uparrow^2 - p_\downarrow^2).
\end{equation}

From Eqs. (23) and (24) we get
\begin{align}
n &= p_\uparrow^2 + p_\downarrow^2 + 2d^2, \\
m &= p_\uparrow^2 - p_\downarrow^2,
\end{align}
which relates the electron filling $n$ and magnetization amplitude $m$ to boson amplitudes. Explicit equation determining slave boson parameters is given by general slave boson equations for the mean-field ansatz of slave boson amplitude and Lagrange multipliers (see, e.g., Ref. [24]). In the following we focus our attention on the case of insulator state at half-filling.

\section{D. Slave boson equations: Half-filled insulator case}

At half-filling ($n = 1$), particle-hole symmetry results in the relations $e = d$, $z_\uparrow^2 = z_\downarrow^2 = z^2$, where
\begin{equation}
z^2 = \frac{1 - m^2 - \zeta^2}{1 - m^2},
\end{equation}
As a consequence, $\Delta(k)$ is constant, so that the subband spectrum acquires $k$-independent narrowing. Here a slave boson amplitude correlation parameter $\zeta = 2(p_\uparrow p_\downarrow - e^2)$ indicates the difference of single and double electron state motion, which is neglected in the Hartree-Fock approximation. All the boson variables can be expressed through $m$ and $\zeta$, i.e.
\begin{align}
p_\uparrow p_\downarrow &= \frac{1}{4} \frac{(1 + \zeta)^2 - m^2}{1 + \zeta}, \\
e^2 &= \frac{1 - m^2 - \zeta^2}{4(1 + \zeta)},
\end{align}
thereby we fully exclude boson variables in the consideration below. Equation (33) yields the natural bound for $\zeta$: $\zeta < \zeta_{\text{max}} = \sqrt{1 - m^2}$. If $\zeta \lesssim \zeta_{\text{max}}$, we have a strongly correlated regime with small quasiparticle weight, otherwise we are in the regime of a usual Fermi liquid.

For AFM insulator state, we assume that only lower subband ($\nu = 1$) is filled, whereas upper one is empty. For this case, we call $z$ as $z_\Lambda$ and $\zeta$ as $\zeta_\Lambda$. Equations of Ref. 24 for the case of AFM insulator state can be strongly simplified:
\begin{align}
1 &= 2e^2 + p_\uparrow^2 + p_\downarrow^2, \\
m &= \Delta_s \Phi_1(\Delta_s), \\
\Delta_s &= - (1/4) J Q m / z_\Lambda^2 + \frac{4m\zeta_\Lambda(1 + \zeta_\Lambda/2)}{(1 - m^2)(1 + \zeta_\Lambda)(1 - m^2)} \Phi_2(\Delta_s), \\
U &= \frac{8\zeta_\Lambda(1 + \zeta_\Lambda)^2}{(1 - m^2)(1 + \zeta_\Lambda)(1 - m^2)} \Phi_2(\Delta_s),
\end{align}
with rescaled parameter $\Delta_s = \Delta / z_\Lambda^2$. We see from Eq. (33) that the parameter $\Delta$ contains two terms: The first originates from intersite exchange and the second originates from local quantities (boson amplitudes).
From Eq. (37), it is clear that \( m \) is a function of \( \Delta_\ast \) only. We pass from \( \Omega_{\text{AFM}}^{\text{SBA}} \) to the free energy \( F_{\text{AFM}}^{\text{SBA}} = \Omega_{\text{AFM}}^{\text{SBA}} + \mu \cdot n \) at half-filling

\[
F_{\text{AFM}}^{\text{SBA}} = \frac{J_0}{8} m^2 + z_A^2 \left( \frac{U}{4} - \frac{m^2}{4 + \frac{1}{\zeta}} - \Phi_2(\Delta_\ast) \right). \tag{40}
\]

The Eq. (39) imply \( \zeta > 0 \), which imply positive definiteness of effective field \( \Pi(\Delta_\ast) = \Phi_1^{-1}(\Delta_\ast) + J_0/(4z_A^2) > 0 \) from Eq. (38). \( \Delta_\ast > \Delta_{\text{AFM}} \), which gives with the use of Eq. (37). Introducing \( \xi = \zeta(2 + \zeta) \), we solve Eq. (38) with respect to \( \xi \) to obtain

\[
\xi = \frac{\Pi(\Delta_\ast)(1 - m^2)}{2\Phi_2(\Delta_\ast) - \Pi(\Delta_\ast)(1 - m^2)}. \tag{41}
\]

Expanding \( \Phi_1(\Delta_\ast) \), \( \Phi_2(\Delta_\ast) \) and \( \Pi(\Delta_\ast) \) and, in turn, the Eq. (41) in powers of \( \Delta_\ast \) allows to find expansions of all other quantities.

The Hartree-Fock approximation neglecting the difference between singly and doubly occupied states (see Sec. II B) can be simply obtained in this way by replacing Eq. (38) by \( \zeta = 0 \). Thereby \( \zeta \) can be considered as a small parameter of the expansion and HFA is zero-order approximation of it. Here and below it is convenient to consider all quantities as functions of the rescaled gap \( \Delta_\ast \). Analogously, introducing the definition \( \delta F_{\text{AFM}}^{\text{SBA}} = F_{\text{AFM}}^{\text{SBA}} - F_0 \) and picking up explicitly the HFA contribution given by Eq. (10) we get

\[
\delta F_{\text{AFM}}^{\text{SBA}}(\Delta_\ast) = \delta F_{\text{AFM}}(\Delta_\ast) - \frac{1}{8} \frac{\zeta^2 J_0 m^2}{1 - m^2 - \zeta^2} - \frac{\zeta U}{8} \left( 1 + \frac{2m^2}{(1 + \zeta)^2} \right). \tag{42}
\]

Thus an improvement of HFA by correlation effects results not only in rescaling of AFM gap \( \Delta \rightarrow \Delta_\ast \), but also in the occurrence of exchange (second) and correlation (third) terms, which both yield a manifestation of delicate many-electron effects.

### E. Treatment of paramagnetic case

In this section we consider free energy of the paramagnetic phase as a function of \( \tau \) strictly at half-filling for all the considered bipartite (square, sc, and bcc) lattices. The peculiarity of the square lattice is the presence of persistent van Hove singularity in the electronic spectrum due to topological reason.

For bipartite lattices, at zero \( \tau \) the Fermi level coincides with the van Hove singularity at the center of the band. The deviation of \( \tau \) from zero shifts the van Hove singularity from the Fermi level, see Fig. 2.

For the paramagnetic phase we get within SBA (see Ref. 24, \( \zeta = \zeta_P, \ z^2 = z_P^2 \))

\[
\frac{1}{2} = \frac{1}{N} \sum_k f[z_P^2 t_k(\tau)], \tag{43}
\]

\[
U = 8\zeta_P \Phi_{2P}(\tau), \tag{44}
\]

\[
z_P^2 = 1 - \zeta_P^2, \tag{45}
\]

where \( f[E] = (\exp((E - \mu)/T) + 1)^{-1} \) is the Fermi function and an PM phase analog of \( \Phi_2 \)

\[
\Phi_{2P}(\tau) = -\frac{2}{N} \sum_k t_k(\tau)f[z_P^2 t_k(\tau)]. \tag{46}
\]

The Fermi level \( E_F \) differs from \( \mu \) by nonvaluable in a current context constant and is determined by Eq. (45) and the free energy of PM phase reads

\[
F_{\text{PM}}^{\text{SBA}} = \frac{U}{4}(1 - \zeta_P/2) - \Phi_{2P}(\tau). \tag{47}
\]

As above, introducing the difference \( \delta F_{\text{PM}}^{\text{SBA}} = F_{\text{PM}}^{\text{SBA}} - F_0 \) we write down

\[
\delta F_{\text{PM}}^{\text{SBA}} = -\delta \Phi_{2P}(\tau) - \frac{U \zeta_P}{8}, \tag{48}
\]
Figure 2: (Color online) Density of states for a) square at \( \tau = 0, 0.1, \) and 0.2; b) sc at \( \tau = 0, 0.075, \) and 0.15; c) bcc lattice at \( \tau = 0, 0.1, \) and 0.2. The positions of the Fermi level corresponding to half-filling are shown by vertical dashed lines with corresponding colors. Electron energy is counted from the van Hove singularity level. The Fermi level \( E_F \) corresponding to half-filling is shown by dashed lines.

where \( \delta \Phi_{2P}(\tau) = \Phi_{2P}(\tau) - \Phi_2(0) \). We also directly obtain the analogous HFA expression by setting in the latter equation \( \zeta_P = 0 \), and \( z_P = 1 \) in Eq. (43),

\[
\delta F_{PM}^{HFA}(\tau) = -\delta \Phi_{2P}(\tau).
\]  

It is clear that accounting the difference of single and double states within SBA, cf. Eqs. (48) and (49), allows to lower the energy of the paramagnetic state.

Vanishing of \( \varepsilon^2 \) in Eq. (35) at \( m = 0 \) means the condition of zero mobility of carriers, which yields in the paramagnetic phase critical \( \zeta_P = \zeta_{BR} = 1 \) (the Brinkman-Rice realization of Mott scenario of metal-insulator transition), \( \zeta_P = \zeta \) in PM phase. Thus the transition to the metal state occurs at \( U < U_{BR} \) where

\[
U_{BR} = 8\Phi_2(0).
\]  

Direct calculations give \( U_{BR}^{sq} = 128/\pi^2 = 12.97, U_{BR}^{sc} = 16.04, U_{BR}^{bcc} = 16.51. \)

Figure 3: (Color online) \( E_F/\tau \) as a function of \( \tau \) for the square, sc and bcc lattices.

To calculate the ground-state free energy of paramagnetic phase, see Eqs. (48) and (49), we use the explicit expressions for exact density of states at finite \( \tau \) for the square, sc, and bcc lattices derived in Refs. 37, 38, where the presence of van Hove singularity lines at finite \( \tau \) was found (at \( \tau = 0.25 \) for sc lattice and \( \tau = 1.0 \) for bcc lattice), which allows to solve Eqs. (43) and (44) numerically with extremely high precision.

For the square lattice, a finite \( \tau \) value results in the shift of position of the van Hove singularity from \( \varepsilon = 0 \): in Fig. 2a) the plots of density of states for the square lattice at different \( \tau \) are shown. This dramatically distinguishes this case from three-dimensional cases [sc and bcc lattices, see Figs. 2b) and 2c)], where the deviation of \( \tau \) from special values \( \tau^* \) corresponding to topological transitions (for which the van Hove singularity line is present) results in destroying van Hove singularity lines (see details in Refs. 37, 38). For the square lattice at \( \tau = 0 \) the Fermi level corresponding to half-filling coincides with the van Hove singularity position; at finite \( \tau \) this is not the case, but the
van Hove singularity holds its impact. For sc lattice the van Hove singularity is well away from zero, which results in an analytic dependence $E_F^{sc}$ on $\tau$; as a consequence one can see equidistant positions of the Fermi level at different $\tau$ with the same difference, see Fig. 2(b). For bcc lattice, despite that van Hove singularity is absent at finite $\tau$, the peak below $\epsilon = E_F^{bcc}$ originates from heavy mass at the saddle van Hove point $\Lambda^*$ with large $\langle \tau^{-1} \rangle$ three masses at the diagonal of the Brillouin zone, split off from P point as $\tau$ becomes nonzero. Nonequidistant positions of Fermi level can be seen even by eye for both square and bcc lattices, see Figs. 2a and 2b. We can therefore state that heavy mass of diagonal (saddle) van Hove singularity point enhancement holds its impact on thermodynamic quantities, e.g., the free energy, which indicates the similarity of the bcc and square lattices. In Fig. 3 the dependence of $E_F/\tau$ present at $\Lambda^*$ point, see Refs. 37, 38.

### III. INVESTIGATION OF THE PHASE COMPETITION AT THE MIT LINE

![Phase diagram](image)

Figure 4: (Color online) Ground state phase diagram of $\tau - \Delta_s$ within AFM phase for the square (a), sc (b) and bcc (c) lattices. (a) In the white region $E^{eq}_{1,max}/z^2 = -\Delta_s$, in the dark-gray region $E^{eq}_{1,max}/z^2 = -4\tau - \Delta_s\sqrt{1+3\tau}$, in the light-gray region $E^{eq}_{1,max}/z^2 = 4\tau - \sqrt{16 + 3\tau}$. (b) White region $E^{sc}_{1,max}/z^2 = -\Delta_s$, at $\Delta_s < 3\tau^{-1}/2 - 6\tau$, blue region $E^{sc}_{1,max}/z^2 = 12\tau - \sqrt{36 + \Delta_s^2}$ otherwise; everywhere $E^{sc}_{2,min}/z^2 = -4\tau + \Delta_s$. (c) White region $E^{bcc}_{1,max}/z^2 = 8\tau - \Delta_s$ at $\Delta_s < 8\tau^{-1} - 2\tau$, blue region $E^{bcc}_{1,max}/z^2 = 12\tau - \sqrt{64 + \Delta_s^2}$; everywhere $E^{bcc}_{2,min}/z^2 = \Delta_s$.

In this section we write down an explicit MIT line equation within AFM state for different lattices and directly compare free energies of PM metal and AFM insulator states in both HFA and SBA, which yields the order of MIT transition. Whereas at $\tau = 0$ the magnetic subbands in AFM phase at fixed $\Delta_s$ are separated by a gap, an increase of $\tau$ results in non-coincidence of $\mathbf{k}$-point locations of the maximum of a lower and minimum of an upper AFM subband [see Eq. (29)]. This, in turn, results in a decrease of indirect gap between the subbands and eventually in its closing at some critical $\tau$. The line of metal-insulator transition within the antiferromagnetic phase is given by the equation

$$\Delta_s = \Delta_{MIT}(\tau),$$

and can be directly obtained from $\text{max}_k E_1(k) = \text{min}_k E_2(k)$. This condition is valid within HFA approximation ($\Delta_s = \Delta$).

Direct analysis of the electronic spectrum in the AFM phase yields for the square lattice

$$\Delta_{MIT}^{eq}(\tau) = \begin{cases} 2\tau, & \tau < 1/\sqrt{2}, \\ 4\tau - \tau^{-1}, & \tau \geq 1/\sqrt{2}, \end{cases}$$

for sc lattice

$$\Delta_{MIT}^{sc}(\tau) = \begin{cases} 2\tau, & \tau < \sqrt{3}/4, \\ 8\tau - 9\tau^{-1}/8, & \tau \geq \sqrt{3}/4, \end{cases}$$

for bcc lattice

$$\Delta_{MIT}^{bcc}(\tau) = \begin{cases} 2\tau, & \tau < 1/\sqrt{2}, \\ 4\tau - \tau^{-1}, & \tau \geq 1/\sqrt{2}. \end{cases}$$
and for bcc lattice

\[ \Delta_{\text{MIT}}^{\text{bcc}}(\tau) = \begin{cases} 4\tau, & \tau < 2/\sqrt{3}, \\ 6\tau - 8\tau^{-1}/3, & \tau \geq 2/\sqrt{3}. \end{cases} \] (54)

These MIT lines in variables \( \tau - \Delta_* \) are shown in Fig. 4. The breakpoints originate from the change in the position of the maximum of lower branch of AFM spectrum, see details in a caption of the figure and Ref. 30. It is clear that at small \( \tau \) we have linear relation between \( \tau \) and \( \Delta_* \):

\[ \Delta_* = \kappa_{\text{MIT}} \tau, \] (55)

where \( \kappa_{\text{MIT}} \) differs for different lattices.

The parameter \( \Delta_* \), or, alternatively, the parameter \( \tau \) via the relation (51), fully determines all properties of both PM and AFM phase on the MIT line. To determine the order of MIT phase transition it is sufficient to consider the difference of free energies of paramagnetic and antiferromagnetic phases

\[ \Delta F_{\text{MIT}}(\tau) = F_{\text{AFM}}(\Delta_{\text{MIT}}(\tau)) - F_{\text{PM}}(\tau) \] (56)

on a MIT line as a function of \( \tau \). If \( \Delta F_{\text{MIT}}(\tau) \) is negative, an additional second-order transition from AFM insulator to AFM metal phase occurs when \( U \) decreases, so that MIT appears to be a second-order transition. If \( \Delta F_{\text{MIT}} \) is positive, the first-order transition from AFM insulator into PM metal phase occurs when \( U \) decreases.

### A. Numerical results

![Figure 5: (Color online) (a) \( \delta F_{\text{HFA}}^{\text{AFM}}(\Delta_{\text{MIT}}(\tau)) \) (solid line) and \( \delta F_{\text{HFA}}^{\text{PM}}(\tau) \) (dashed line) within HFA; (b) \( \delta F_{\text{AFM}}(\Delta_{\text{MIT}}(\tau)) \) (solid line) and \( \delta F_{\text{PM}}(\tau) \) (dashed line) within SBA. The square, sc, and bcc lattices are considered.](image)

In this subsection we present the results of numerical analysis of the sign of expression (56) for different lattices and approximation used. In Fig. 5 the free energies of AFM insulator and PM metal phases on MIT line, Eq. (51), within both HFA (see the Sec. II B) and SBA (see Sec. II D) are shown. Whereas for the square lattice the free energies of AFM and PM phases are found to be very close (especially within the HFA), for sc and especially for bcc (due to lowering of the free energy of AFM phase caused by vHS of DOS at \( \tau = 0 \)) lattices, the energy of AFM insulator phase is considerably lower than the energy of PM metal phase in both the approximations used. We find that correlation effects considerably reduce the energy of both phases \( \delta F_{\text{AFM}} \) and \( \delta F_{\text{PM}} \) at MIT line. However, this reducing is substantially stronger for paramagnetic phase. Another correlation effect is the occurrence of nonanalytic contributions \( \sim \zeta^2 \) (as a function of \( \tau \)) to the free energy, see Eq. (39), which yields considerable contribution at small \( \tau \) [see Fig. 5b]. From Eqs. (39) and (44) we see that at small \( \tau \) \( \zeta_A \sim \zeta_P \sim 2/(\Phi_1(\Delta_{\text{MIT}}(\tau))U_{\text{BR}}) \), therefore the nonanalytic behaviour of \( \zeta_P, A \) is determined by that of \( \Phi_1 \), which is very different for different lattices, see derivation in the Appendix A.

In all the cases the correlation effects increase \( \Delta F_{\text{MIT}} \), which enhances the tendency towards first-order MIT. In Fig. 6 the free energy difference \( \Delta F_{\text{MIT}}(\tau) \) on the MIT line (51), see Eq. (50), is shown for the square, sc and bcc...
lattices. We find that whereas for considered three-dimensional lattices $\Delta F_{\text{MIT}}(\tau) < 0$, for the square lattice the sign change of $\Delta F_{\text{MIT}}(\tau)$ occurs at small $\tau$ since the free energies of AFM and PM phases are still very close, so that an accurate consideration is needed in both HFA and SBA approximation.

In the following subsections we analyze the impact of correlations and exchange interaction effects on the PM–AFM insulator free energy difference on the hypothetical MIT line within AFM phase (see Sec. III B) and derive an expansion of the free-energy of AFM insulator phase for the square lattice to reveal the origin for smallness of free energy difference found above, see also Refs. 36, 50 (also see Sec. III C).

![Figure 6](image-url) (Color online) The difference of $\Delta F_{\text{MIT}}(\tau)$ within SBA (solid lines) and HFA approximations (dashed lines).

### B. Analysis of correlation and exchange effects

Here we analyze the contributions of correlations and exchange intersite interactions into $\Delta F_{\text{MIT}}$ on the MIT line within AFM phase. Since both these contributions are pure correlation effects beyond HFA and are of fourth order with respect to $\tau$, it can be expected that they start to play role with increasing $\tau$.

Since the exchange interaction enters all equation through its Fourier transform, for simplicity we use the approximation for exchange integrals: $J_Q = -Z_{nn} J, J(Z_{nn})$ being the nearest-neighbor exchange integral (number). In Fig. 7a we show $\Delta F_{\text{MIT}}$ on the MIT line in the presence of exchange interaction of different sign. It is worthwhile to note that the main part of the interaction is absorbed into the gap and does not affect $\Delta F_{\text{MIT}}$, but only its subleading part plays a role. This subleading contribution is inaccessible within HFA and has a delicate many-electron nature. Applying the method considered above to the case of finite exchange interaction we find that $\Delta F_{\text{MIT}}$ is rather sensitive to the value of $J$: positive (negative) $J$ results in decreasing (increasing) of $\Delta F_{\text{MIT}}$. Thus, we may expect an intersite exchange interaction can change the MIT order transition, which is purely many-electron effect. Figure 7b provides the phase diagram in terms of $J - \tau_c$, where $\tau_c$ is determined by the equation $\Delta F_{\text{MIT}}(\Delta_{\text{MIT}}(\tau), J) = 0$ and is actually the critical $\tau$ separating the first- and second-order transition regions. One can see that the exchange interaction of “ferromagnetic” sign $J < 0$ can transform the second-order transition into the first-order one reducing the stripe of AFM metal in the phase diagrams (see Fig. 1): For the square lattice the change of exchange integral shifts $\tau$ point of MIT order change only weakly, whereas for sc and bcc lattices substantially large values of exchange integral are needed for the change. Also we note that the sensitivity of $\Delta F_{\text{MIT}}$ with respect to $J$ value is very different for different lattices: the size of the effect is determined by DOS van Hove singularity at $\tau = 0$. Note that the results for MIT line in Fig. 7b for sc and bcc lattices should be considered with a caution, since at large $\tau \sim 0.5$ other (spiral) phases with lower free energy may occur destroying the two-sublattice antiferromagnetic order 33. At the same time, the results for small $\tau$ seem to be reliable.

Now we analyze different contributions in $\Delta F_{\text{MIT}}(\Delta_*)$ to trace explicitly the influence of many-electron effects and exchange interaction on the order of MIT. From Eqs. (12) and (18) we have

$$\Delta F_{\text{MIT}}(\Delta_*) = \Delta F_{\text{MIT}}^{\text{HFA}}(\Delta_*) - \frac{1}{8} \frac{\zeta_{\Delta}^2 J_Q m^2}{1 - m^2 - \zeta_{\Delta}^2} - \frac{\zeta_{\Delta}^2}{8} \left(1 + \frac{2m^2}{(1 + 2 \zeta_{\Delta}^2)^2} - \zeta_{\Delta}ight).$$  (57)
We exclude $\zeta_{A,P}$ using Eqs. [39] and [44].

$$\zeta_A = u \left(1 - \frac{m^2}{(1 + \zeta_A)^2}\right) \frac{1 - m^2}{1 + \alpha_A},$$  \hspace{1cm} (58)

$$\zeta_P = \frac{u}{1 + \alpha_P},$$ \hspace{1cm} (59)

where $\alpha_A = \delta \Phi_2(\Delta_s)/\Phi_2(0)$, $\alpha_P = \delta \Phi_{2P}(\tau_{MIT}(\Delta_s))/\Phi_2(0)$ and the dimensionless interaction parameter

$$u = U/U_{BR}$$ \hspace{1cm} (60)

is introduced.

We split the expression [61]

$$\Delta F_{MIT}(\Delta_s) = \Delta F^0_{MIT}(\Delta_s) + \Delta F^c_{MIT}(\Delta_s) + \Delta F^J_{MIT}(\Delta_s),$$ \hspace{1cm} (61)

where

$$\Delta F^0_{MIT}(\Delta_s) = \Delta F^HFA_{MIT}(\Delta_s) \left(1 - \frac{u^2}{(1 + \alpha_P)(1 + \alpha_A)} \left(\varphi(m, \zeta_A) + \frac{J_Q m^2 \varphi_J(m, \zeta_A)}{8 \zeta_A^2 \Phi_2(\Delta_s)}\right)\right),$$ \hspace{1cm} (62)

$$\Delta F^c_{MIT}(\Delta_s) = \frac{U u m^4 v(m, \zeta_A)}{8(1 + \alpha_P)},$$ \hspace{1cm} (63)

$$\Delta F^J_{MIT}(\Delta_s) = \frac{u^2 J_Q m^4}{8 \zeta_A^2 (1 + \alpha_P)(1 + \alpha_A)} \left(v_J(m, \zeta_A) + \frac{J_Q \varphi_J(m, \zeta_A)}{8 \zeta_A^2 \Phi_2(\Delta_s)}\right),$$ \hspace{1cm} (64)

where

$$\varphi(m, \zeta) = \left(1 - \frac{m^2}{(1 + \zeta)^2}\right)(1 - m^2) \left(1 + \frac{2 m^2}{(1 + \zeta)^2}\right), \varphi_J(m, \zeta) = (1 - m^2) \left(1 - \frac{m^2}{(1 + \zeta)^2}\right)^2,$$

$$v(m, \zeta) = \frac{(1 - \zeta)(3 + \zeta) - 2 m^2}{(1 + \zeta)^4}, v_J(m, \zeta) = \frac{(1 - \zeta)(3 + \zeta)- 2(3 + 2 \zeta + \zeta^2)}{(1 + \zeta)^4} m^2 + \frac{3 m^4}{(1 + \zeta)^4}.$$

There are three terms in Eq. [61]: The first one is renormalization of $\Delta F^HFA_{MIT}$, the second one has pure many-electron nature originating from the difference of singly and doubly occupied states, and third one yields the exchange
interaction contribution, which also has many-electron nature. A typical behavior of the functions \( \varphi(m, \zeta) \), \( \varphi_j(m, \zeta) \), \( v(m, \zeta) \) and \( v_j(m, \zeta) \) at \( m = 0.3 \) and \( m = 0 \).

We expand the expression \( [61] \) taking into account the terms of \( m^4 \) order in spirit of above analysis of the square lattice case. Since the expansion of \( \varphi(m, \zeta) \) at small \( \Delta \) and replacing in the latter \( \Phi \) we get

\[
\Delta F_{\text{MIT}}^\text{est}(\Delta) = \Delta F_{\text{MIT}}^0(\Delta) + \Delta F_{\text{MIT}}^c(\Delta) + \Delta F_{\text{MIT},\text{est}}^J(\Delta) + o(\Delta^3),
\]

where the contributions read

\[
\Delta F_{\text{MIT},\text{est}}^0(\Delta) = \Delta F_{\text{MIT},\text{est}}(\Delta^*) + \Delta F_{\text{MIT},\text{est}}^J(\Delta^*) + o(\Delta^3),
\]

where the dimensionless interaction exchange interaction parameter \( j = J_Q/U_{\text{BR}} \) is introduced. Physically \( u, |j| \ll 1 \), since we are far away from Mott transition.

At \( |j| \ll 1 \) the third term in Eq. \( [65] \) (its sign is determined by the sign of \( j \)) is by absolute value is much smaller than the second one (which is positively defined). We conclude therefore that the influence of exchange effects [which, being taken alone, tends to change the MIT order, \( J > 0 \) (\( J < 0 \)) to second (first) order] is compensated by correlation contribution. However, this statement can be violated in the limit of moderate and large \( \Delta \) when the use of the expression \( [65] \) is not valid. In this case one should use the exact expression \( [61] \): From Fig. 7 it is clear that for sc and bcc lattices the MIT order changes at large “ferromagnetic” \( |J| \gtrsim 0.4 \).

Consider now the second-order transition from AFM insulator into AFM metal phase [AFM MIT line \( \Delta_\ast = \Delta_{\text{MIT}}(\tau) \), Eq. \( [61] \); see also Fig. 1] to obtain some analytical results concerning the critical \( U_{\text{MIT}} \). The required expansion of \( U_{\text{MIT}} \) in powers of \( \zeta_A \) and \( m \) can be derived directly from Eq. \( [69] \), with the use of expansion of \( \delta\Phi_2(\Delta_{\text{MIT}}) \) (see Eq. \( [A5] \)) in the Appendix \( A \). We can obtain this expanding \( \zeta_A \) as a function of \( \xi \) in powers \( (\Pi(\Delta_{\text{MIT}})U_{\text{BR}})^{-1} \) and \( m \) using the Eq. \( [A1] \). \( m \) should be excluded using the Eq. \( [A2] \). We restrict ourself by the leading (zero-order) with respect to \( m \) contribution: this is realized by setting \( m = 0 \) and replacing \( \Phi_2(\Delta_{\text{MIT}}) \) by \( \Phi_2(0) \) in Eqs. \( [69] \) and \( [A1] \) and replacing in the latter \( \Phi_2(\Delta_{\text{MIT}}) \) by \( \Phi_1(\Delta_{\text{MIT}}) + (1/4)J_Q/(1 - \zeta_A^2) \). Within this approximation we obtain \( \Delta_\ast \) (or \( m \)) we get

\[
u_{\text{MIT}} = \zeta_A = u_{\text{eff}} + 3u_{\text{eff}}^2/2 + 5u_{\text{eff}}^3/2 + \ldots,
\]

where \( u_{\text{eff}} = u_{\text{HFA}} + 1/2j/(1 - u^2) \), \( u_{\text{HFA}} = U_{\text{HFA}}/U_{\text{BR}} \), see Eq. \( [21] \). Equation \( [69] \) yields the equation on \( u \). The
solution by the method of successive iterations yields

\[ u_{MIT} = u_{HFA} + j/2 + \frac{3}{2} (u_{HFA} + j/2)^2 + \frac{1}{2} j u_{HFA}^2 + \ldots \],

(70)

so that exchange effect on \( U_{MIT} \) is not reduced to typical for HFA absorption \( u_{HFA} \rightarrow u_{HFA} + j/2 \). The expression (69) yields direct correlation corrections to HFA’s \( U_{c} \). For different lattices the behaviour considerably differs due to vHS in the center of the band of different types at \( \tau = 0 \), see Eq. (1).

As one can see above, the asymptotic behavior of lattice \( \Phi_1(\Delta) \) is main feature determining all characteristics of the system in the zeroth order in \( \tau \). In the Appendix A a general way of treatment of the asymptotics of this quantity is developed, depending on the van Hove singularity type. Below we present the analytical expansion for \( u_{HFA}(\tau) \) at \( J = 0 \) up to leading with respect to \( \tau \) terms for different lattices. For the square lattice we get

\[ u_{sq}^{HFA}(\tau) = \frac{4\pi^2}{U_{BR}^{sq}} \left( \ln^2 \frac{16}{\tau} + \frac{\pi^2}{6} + \frac{1}{2} \ln 2 - 4 \ln^2 2 - \frac{1}{8} + 2\pi^2 \delta g_{sq}^0 \right)^{-1} \],

(71)

where \( \delta g_{sq}^0 = 2.8 \cdot 10^{-3} \). For sc lattice we analogously get

\[ u_{sc}^{HFA}(\tau) = \frac{12}{U_{BR}^{sc}} \left( \ln \frac{4}{\tau} + \frac{\pi^2}{3} \right)^{-1} \],

(72)

see values \( a_{sc}^0 = 0.86, a_{sc}^2 = 0.10, \delta g_{sc}^0 = 0.21 \), the derivation details are presented in the Appendix A. An analogous procedure for the bcc lattice yields

\[ u_{bcc}^{HFA}(\tau) = \frac{2\pi^3}{U_{BR}^{bcc}} \left( \ln^3 \frac{32}{\tau} - \frac{3}{4} \ln 2 + 3\pi^3 \delta g_{0b}^{bcc} \right)^{-1} \],

(73)

where \( C_{bcc} = \frac{9\pi^2}{16} \ln 2 - 27 \ln^3 2 + \frac{3\pi^2}{2} - \frac{3\pi^2}{64} + \frac{27}{16} \ln 2 - 3\pi^2 \delta g_{0b}^{bcc} = 7.2, \zeta(s) \) being Riemann zeta function, \( \delta g_{0b}^{bcc} = -4 \cdot 10^{-3} \). These expressions substantially improve the simple Eq. (1) obtained within leading logarithmic approximation.

The plot of critical \( U_{MIT} \) \( \tau \) dependence at \( J = 0 \) for MIT line within both HFA and SBA together with the asymptotic expressions obtained from (70) in leading (corresponding to HFA):

\[ U_{MIT}^{lead} = 2/\Phi_1(\Delta_{MIT}(\tau)) \],

(74)

and subleading with respect to \( \zeta_A \) approximation (corresponding to SBA corrections)

\[ U_{MIT}^{sublead} = 2/\Phi_1(\Delta_{MIT}(\tau)) + 6/\left( U_{BR} \Phi_1^2(\Delta_{MIT}(\tau)) \right) \],

(75)

is shown in Fig. 9 see Eq. (21). Using the leading logarithm contribution to \( \Phi_1 \) (see the Appendix A), we obtain Eq. (1), thereby \( U_{MIT} \) is mainly formed by inverse logarithmic contributions. For HFA, the agreement of leading contribution
asymptotics and numerical result at \( J = 0 \) is very good up to \( \tau \sim 0.4 \). At the same time, for SBA the agreement between numerical result and approximation \( (75) \) is good for sc lattice, worse for the square lattice and bad for bcc lattice (in all the cases an overestimation is present). This issue is closely related to the question of applicability of zero-order approximation with respect to \( \Delta \) for \( \Phi_1(\Delta) \), \( \delta \Phi_2(\Delta) \), and solutions of Eqs. \( (39) \) and \( m \) corrections to \( \zeta \) for the system with van Hove singularity at \( \tau = 0 \).

The result \( U_{\text{MIT}} = 2.16 \) in AFM phase for the square lattice at \( \tau = 0.2 \) can be compared with the Monte Carlo calculations at \( N = 8 \times 8 \) and \( T = 1/6 \) \( [33] \), where the transition from PM to AFM metal phase was found at \( U_{\text{MIT}} = 2.5 \pm 0.5 \); however, the transition from AFM metal to AFM insulator occurs at \( U_{\text{MIT}} > 4 \). We see that there is some discrepancy with our results. However, we believe that the Monte Carlo calculations do not allow to to treat precisely the ground-state properties due to rather high temperature involved.

C. Analytical expansion

In this section we focus attention on the case of the square lattice, where the energies of AFM and PM phases were numerically found to be nearly degenerate, which causes first-order MIT from AFM insulator into PM metal phase. \( [33, 34, 35, 51] \). Some results will be obtained for sc and bcc lattices. The presence of the van Hove singularity in the density of states is the origin of possible numerical errors and results in the absence of an universal energy scale (which is determined by constant quadratic coefficient of expansion in powers of \( \tau \) for the case of regular DOS). We develop expansions for both PM and AFM insulator phases in powers of \( \tau \).

At first, we consider the expansion for the free energy of PM phase for the square lattice within HFA using the Eqs. \( (13) \) and \( (19) \). The solution of Eq. \( (13) \) within SBA reduces to the solution of this equation within HFA by rescaling \( F_{\text{F}}^{\text{SBA}}/\Delta^2 = F_{\text{F}}^{\text{HFA}} \). In the Appendix \( [3] \) we derive an asymptotic solution of Eq. \( (13) \) within HFA in the limit \( E_{\text{F}}^7 \rightarrow 0 \) for the square lattice [the Fermi level \( E_{\text{F}}^7 = E_{\text{F}}^{\text{sq}} + 4\tau \) counted from the position of van Hove singularity \( (-4\tau) \) is chosen as a small parameter]:

\[
\tau(\tilde{E}_{\text{F}}^7) \simeq \left[ w_0(\tilde{E}_{\text{F}}^7) + \gamma \left( w_0(\tilde{E}_{\text{F}}^7) \right)^2 \right] \tilde{E}_{\text{F}}^7,
\]

where

\[
w_0(E) = \frac{1}{8} \left( 1 + \ln \frac{16}{E} \right)
\]

and

\[
\gamma(w) = \frac{1}{8} \left( B_{\text{sq}} w^3 - 4w^2 + 5w/12 - 5/576 \right),
\]

where \( B_{\text{sq}} = 7.11 \), see the Appendix \( [3] \). We state that even in the small \( \tau \) regime there is no linear relation between \( \tau \) and \( E_{\text{F}}^7 \) due to logarithmic factors originating from van Hove singularity of the square-lattice DOS. The simplest estimate derived from Eq. \( (76) \) and valid in the case of small \( \tau \) and \( E_{\text{F}}^7 \) is

\[
\tau(\tilde{E}_{\text{F}}^7) \simeq w_0(\tilde{E}_{\text{F}}^7) \tilde{E}_{\text{F}}^7.
\]

The relation of \( w_0 \) and \( \tau \) is shown in Fig. \( [10] \). It is clear that the most relevant case corresponds to the interval \( 0.8 \lesssim 1/w_0 < 1.8 \): below this interval \( \tau \) tends to zero exponentially, above it \( \tau \) is too large beyond the case of small \( \tau \) range under the scope in this work. The approximation \( (77) \) works very well in the relevant interval \( \tau \in (0, 0.5) \). We get from the Appendix \( [3] \)

\[
\delta \Phi_{2\tau}^\text{sq}(\tau) = -2 \sum_{k=2,4} \left( \tilde{E}_{\text{F}}^7 \right)^k \sum_{n=0}^k \bar{a}_{kn}^\text{sq} w_0^n(\tilde{E}_{\text{F}}^7),
\]

where \( a_{20}^\text{sq} = -0.013 \), \( a_{21}^\text{sq} = +0.20 \), \( a_{22}^\text{sq} = -0.54 \), \( a_{23}^\text{sq} = -0.00035 \), \( a_{24}^\text{sq} = +0.017 \), \( a_{25}^\text{sq} = -0.20 \), \( a_{44}^\text{sq} = +0.95 \), \( a_{44}^\text{sq} = -1.36 \), where an explicit calculation of these values is presented in the Appendix \( [3] \).

We state that \( \delta \Phi_{2\tau}^\text{sq}(\tau) \) has a nonquadratic dependence on \( \tau \): logarithmic corrections occur due to the presence of van Hove singularity in the vicinity of the Fermi level. To analyze the effect of van Hove singularity we express \( \tilde{E}_{\text{F}}^7 \) through \( \tau \) and get \( \tilde{E}_{\text{F}}^7 \approx \frac{\tilde{E}_{\text{F}}^7}{w_0(\tilde{E}_{\text{F}}^7)} \left( 1 - \frac{\gamma(w_0(\tilde{E}_{\text{F}}^7))}{w_0(\tilde{E}_{\text{F}}^7)} \tau^2 \right) \). Substituting this in Eq. \( (80) \) and using Eq. \( (19) \) we obtain

\[
\delta F_{\text{PM, sq, analytic}} (\tau(\tilde{E}_{\text{F}}^7)) = -J_{2, \text{PM}}^\text{HFA} \left( w_0(\tilde{E}_{\text{F}}^7) \right) \tau^2(\tilde{E}_{\text{F}}^7),
\]

\[
\delta F_{\text{PM, sq, analytic}} (\tau(\tilde{E}_{\text{F}}^7)) = -J_{2, \text{PM}}^\text{HFA} \left( w_0(\tilde{E}_{\text{F}}^7) \right) \tau^2(\tilde{E}_{\text{F}}^7),
\]
where

\[ f_{2,\text{PM}}^{\text{sq}}(w_0(\tilde{E}_F^{\text{eq}})) = f_{2,\text{PM}}^{\text{sq}}(w_0(\tilde{E}_F)) + f_{4,\text{PM}}^{\text{sq}}(w_0(\tilde{E}_F)) \tau^2(\tilde{E}_F^{\text{eq}}), \quad (82) \]

\[ f_{2,\text{PM}}^{\text{sq}}(w) = -2(\frac{a_{40}^\text{sq} w^{-2} + a_{21}^\text{sq} w^{-1} + a_{22}^\text{sq}}{w}), \quad (83) \]

\[ f_{4,\text{PM}}^{\text{sq}}(w) = -2\gamma(w) w^{-3} f_{2,\text{PM}}^{\text{sq}}(w) - 2(\frac{a_{40}^\text{sq} w^{-4} + a_{41}^\text{sq} w^{-3} + a_{42}^\text{sq} w^{-2} + a_{43}^\text{sq} w^{-1} + a_{44}^\text{sq}}{w}). \quad (84) \]

are polynomials in \( w^{-1} \). The expansion of paramagnetic free energy in inverse logarithmic factor is a general characteristic for systems with van Hove singularity (two-dimensional lattices).

To designate the difference we make the expression of free energy expansion for sc case. In the Appendix B an expansion of paramagnetic-phase free energy is derived, and it is shown that the leading contribution is

\[ \delta F_{\text{PM,sc analytic}}(\tau) = -a_{2,\text{PM}}^\text{sc} \tau^2 + O(\tau^4). \quad (85) \]

Since the electron spectrum of sc lattice in paramagnetic phase has no strong van Hove singularities, \( \delta F_{\text{PM,sc}}(\tau) \) is an analytical function of \( \tau \).

The case of bcc lattice we expect some nonanalytic dependence of \( \delta F_{\text{PM,bcc}}(\tau) \) caused by the closeness of heavy mass points to the Fermi surface, see discussion in Sec. [11E]

Non we consider the expansion for the case of AFM insulator case based on Eq. (20) and MIT line equation (52).

For the square lattice we derive an expansion of \( \delta F_{\text{AFM}}^{\text{sq}} \) in powers of \( \tau \) up to fourth order at \( J = 0 \) at MIT line, see Eq. (52), using the derived expansion in Eq. (A3) within the Appendix A

\[ \delta F_{\text{AFM}}^{\text{sq}}(\Delta_{\text{MIT}}^{\text{sq}}(\tau)) = \frac{\tau^2}{2\pi^2} \left( \ln \frac{16}{\tau} + 1 \right) - \frac{\tau^4}{64\pi^2} \left( \ln^2 \frac{16}{\tau} - \frac{7}{2} \ln \frac{16}{\tau} - 4 \ln^2 2 - 4 \ln 2 + \frac{25}{8} + \frac{\pi^2}{6} - 32\pi^2 \delta g_{2}^{\text{sq}} \right), \quad (86) \]

where \( \delta g_{2}^{\text{sq}} = -1.7 \cdot 10^{-3} \).

Expressing here the logarithms through \( w_0 \) analogously to Eq. (81), we write down

\[ \delta F_{\text{AFM}}^{\text{sq}}(\Delta_{\text{MIT}}^{\text{sq}}(\tau)) = -f_{2,\text{AFM}}^{\text{sq}} (w_0(\tilde{E}_F^{\text{eq}})) \tau^2, \quad (87) \]

where

\[ f_{2,\text{AFM}}^{\text{sq}}(w) = f_{2,\text{AFM}}^{\text{sq}}(w) + f_{4,\text{AFM}}^{\text{sq}}(w) \tau^2(w), \quad (88) \]

\[ f_{2,\text{AFM}}^{\text{sq}}(w) = \frac{16w - 1 - 2\ln w}{2\pi^2}, \quad (89) \]

\[ f_{4,\text{AFM}}^{\text{sq}}(w) = \frac{1}{\pi^2} \left( -\gamma(w) w^{-3} + w^2 - \frac{w}{16} (11 + 4\ln w) + \frac{\ln^2 w}{64} + \frac{11}{128} \ln w \right) + f_{4,\text{AFM}}^{\text{sq}}. \quad (90) \]
where constant \( f_{2,AFM}^{PM} = \pi^{-2} \left( 61/32 - 1 - 2 \ln 2 \right)/16 + 1/384 - g_2^{\text{vHS}}/2 = 8.1 \cdot 10^{-3} \), \( \gamma(w) \) is defined by Eq. (78). Note that the presence of logarithms in Eqs. (89) and (90) is a consequence of the van Hove singularity in the spectrum.

In Fig. (11) the difference of second-order coefficients \( f_{2,PM}^{\text{eq}} \) and \( f_{2,AFM}^{\text{eq}} \) as functions of \( \tau \) for PM and AFM phases without and with account of fourth-order corrections is shown. Vanishing of this difference occurs close to the MIT order change point. In the relevant region \( 0.7 \lesssim 1/w_0 \lesssim 2.0 \), see Fig. (10) the quadratic coefficients PM and AFM phases \( f_{2,PM}^{\text{eq}}(w_0), f_{2,AFM}^{\text{eq}}(w_0) \) are very close, which explains the closeness of free energies of PM and AFM phases within HFA and implies that logarithmic dependence of the coefficients appears to be very important. From Fig. (11) one can see that in the relevant interval \( f_{2,AFM}^{\text{eq}} \) yields only a very small correction to \( f_{2,AFM}^{\text{eq}} \), whereas \( f_{4,PM}^{\text{eq}} \) is very important correction to \( f_{2,PM}^{\text{eq}} \) removing the second artificial transition point \( \bar{\Phi} \) [see Fig. (11)].

The plot of coefficient \( f_{2,PM}^{\text{eq}}(w_0) \), see definition (83), as functions of \( 1/w_0 \) is shown in Fig. (11). A domination of \( a_2^{\text{eq}} \) with senior indices \( n \) over \( a_1^{\text{eq}} \) with elder indices implies that both \( f_{2,PM}^{\text{eq}}(w_0) \) behaves almost linearly as a function of \( 1/w_0 \). Analogous conclusion is valid for the coefficient \( f_{2,PM}^{\text{eq}}(w_0) \), see Eq. (84). We state that large value of \( f_{2,PM}^{\text{eq}}(w_0) \) and the dependencies of \( f_{2,PM}^{\text{eq}}(w), f_{4,PM}^{\text{eq}}(w_0) \) on the logarithmic scale \( w_0 \) describes the presence of a van Hove singularity in DOS: in the relevant interval of \( 1/w_0 \) these coefficients fall down by approximately two times.

We see that logarithmic contributions originating from vHS into the PM phase free energy are of great importance and exhibit a great impact on the MIT order change point. At the same time, for the AFM phase the account of the second-order term only is sufficient in the relevant interval of \( 1/w_0 \).

For sc lattice at small \( \tau \), using the Eq. (83), we get the expansion of \( \delta F^{\text{HFA}}_{\text{AFM}} \) by retaining the leading order contribution,

\[
\delta F^{\text{HFA}}_{\text{AFM}}(\Delta_{\text{MIT}}^{\text{sc}}(\tau)) = -a_0^{\text{sc}} \tau^2 / 3, \tag{91}
\]

see Eq. (A85) within the Appendix A. In contrast to the case of the square lattice, Eq. (80), we see that leading contribution has no logarithmic factors, which is directly caused by the regular DOS at \( \tau = 0 \) in the vicinity of \( \epsilon = 0 \). Therefore the order of MIT cannot change within small coupling regime (at small \( \tau \)). However, the subleading contribution acquires logarithmic factor despite the fact of the absence of any singularity, see Eq. (A89) in the Appendix B. The latter is a common feature.

At the same time, singular at \( \tau = 0 \) DOS for bcc lattice results in nonanalytical expansion with logarithmically dependent coefficients of \( \tau \) expansion similarly to the square lattice case

\[
\delta F^{\text{HFA}}_{\text{AFM}}(\Delta_{\text{MIT}}^{\text{bcc}}(\tau)) = -2\tau^2 / \pi^3 \left( \ln^2 \frac{32}{\tau} + \ln \frac{32}{\tau} + \frac{1}{2} \frac{\pi^2}{12} \right), \tag{92}
\]

see Eq. (A85) within the Appendix A.

For the free energy of PM phase of bcc lattice, we expect substantial logarithmic dependence of \( \tau \)-expansion coefficients. However, the large value of \( \delta F^{\text{HFA}}_{\text{AFM}}(\Delta_{\text{MIT}}^{\text{bcc}}(\tau)) \) caused by \( \ln^2 \) singularity is expected to result in \( |\delta F^{\text{HFA}}_{\text{AFM}}(\Delta_{\text{MIT}}^{\text{bcc}}(\tau))| \ll |\delta F^{\text{HFA}}_{\text{AFM}}(\Delta_{\text{MIT}}^{\text{bcc}}(\tau))| \), which is confirmed by numerical calculations.

From general point of view of phase transition theory, the criterion of vanishing \( \Delta F_{\text{MIT}}(\Delta) \), which is some polynomial expression with respect to \( \Delta \) (or, in general, spectrum parameters), determining the line of MIT order change is similar to standard statement in Landau theory where the equilibrium value of the order parameter is determined by the balance between the second- and fourth-order terms. However, the balance in this case is determined by the contributions to energy, which contain logarithmic factors, and holds in the region of much smaller parameters. The expansion coefficients in this case are determined by the coefficients of the singular contributions to the density of states. However, it should be emphasized that \( \Delta_* \) is not an order parameter since the criterion of transition from the AFM insulator state is generally not determined by vanishing of \( \Delta_* \) (the role of the order parameter must be played by the spectral weight of quasiparticles in the metal state).

We consider now an account of correlation effects within SBA modifies the expansion found. Despite the fact that correlation correction affects both Eq. (12) and (48), it is convenient, with some degree of convention, to cast the correction (67) in the leading order to \( \Delta F_{\text{MIT}} \) into coefficients of HFA AFM phase expansion (67). From Eq. (67) it is clear that the correlation correction starts from fourth-order coefficient, like Eq. (90). Using the relation between \( \tau \) and \( \Delta_* \) on the MIT line (65), we get for the subleading term [we have replaced \( U \) by its leading term \( 2/\Phi_1(\Delta_{\text{MIT}}(\tau)) \)] for arbitrary lattice \( f_{4,AFM} \to f_{4,AFM}^{\text{corr}} \), where

\[
f^{\text{corr}}_{4,AFM} = f_{4,AFM} - \frac{k_4^{\text{MIT}}}{2U_{BR}} \left(1 - u_{\text{MIT}}(\tau)\right) \left(3 + u_{\text{MIT}}(\tau)\right)^{-1/2} \Phi_1^2(\Delta_{\text{MIT}}(\tau)) - \Phi_1^2(\Delta_{\text{MIT}}(\tau)), \tag{93}
\]
where \(w_{\text{MIT}}(\tau) = 2/|U_{\text{BR}}\Phi_1(\Delta_{\text{MIT}}(\tau))|\), making it in general negative, which enhances the tendency towards first order MIT. Being proportional to \(\Phi_1^\text{sq}(\Delta_{\text{MIT}})\) this correction term is strongly sensitive to the type of van Hove singularity. For the square lattice we get with the use of Eq. (77), see Eq. (A42) within the Appendix A, the free-energy expansion parameter \(f_{\text{2,AFM}}\), see Eq. (A92), as a function of \(\tau\), being shown by dashed lines. The following contributions are shown: \(\Delta F_{\text{MIT}}\) as a function of \(\tau\), two ways of calculations is used: Eq. (61), its terms being shown by solid lines, and Eq. (65), its terms being shown by dash-dot-dotted line.

We find that for the square lattice the leading coefficient \(f_{\text{2,AFM}}\) in the free-energy expansion for the AFM phase suffers giant renormalization strongly affecting \(f_{\text{2,AFM}}\) and \(f_{\text{2,PM}}\) and changing the order of transition, which results in lifting the degeneracy with the corresponding coefficient for the PM phase, see Fig. 11b. This correction modifies the order of MIT due to the presence of accidental degeneracy within HFA approximation. Such strong renormalization substantially shifts the \(\tau\) point of MIT order change. This circumstance yields the explanation of the change of MIT order at small \(\tau\), which is impossible for the system without any van Hove singularities.

It is instructive to apply the estimation \(\delta g_0^\text{sq}\) to the case of square lattice at small \(\tau\), i.e. in small coupling regime: different contributions to \(\Delta F_{\text{MIT}}\) within the exact, Eq. (61), and approximate splitting, Eq. (65), as well as total.
free energy difference as functions of $\tau$ are shown in Fig. 12. We also show different analytical approximations for $\Delta F^\text{HFA}_{\text{MIT}}$, $\delta F^\text{HFA,sublead}_{\text{MIT}}(\tau) = \delta F^\text{AFM}_{\text{MIT}}(\tau) = \delta F^\text{HFA,analytic}_{\text{MIT}}(\tau)$ and $\Delta F^\text{HFA,sublead}_{\text{MIT}}(\tau) = \delta F^\text{AFM}_{\text{MIT}}(\tau)$ and its version $\Delta F^\text{HFA,lead}_{\text{MIT}}(\tau)$ with $f_1 = 0$, see Eqs. (81) and (87), of second and fourth orders with respect to $\tau$. In the case (i) the estimation (85) agrees well with exact expression, Eq. (61); (ii) many-electron correction is much larger than the exchange one; and (iii) quadratic (with respect to $\tau$) approximation for $\delta F^\text{HFA,lead}_{\text{MIT}}(\tau)$ cannot reproduce the result of numerical calculation but the inclusion of fourth-order terms, i.e., using $\delta F^\text{HFA,sublead}_{\text{MIT}}(\tau)$ cures the problem. This fact is connected with inapplicability of quadratic approximation (81) for paramagnetic phase $\delta F^\text{AFM}_{\text{MIT}}$ due to van Hove singularities. The exchange contribution can increase or decrease $\Delta F^\text{MIT}$ depending on the sign of $J_Q$. We also find that $|\Delta F^\text{AFM}_{\text{MIT}}| < \Delta F^\text{MIT}$, which supports the conclusion that many-electron correction term protects the sign of $\Delta F^\text{MIT}$ from exchange interaction effects (in the regime of weak coupling).

Furthermore, $|\Delta F^\text{PM}_{\text{MIT}}|$ becomes smaller than $\Delta F^\text{PM}_{\text{MIT}}$ at $\tau \gtrsim 0.05$ and demonstrate an inflection point located at $\tau \approx 0.01$ which is closely connected with logarithmic contributions to the free energy of AFM insulator and PM metal phases.

Thus, in the context of the MIT order issue, the many-electron corrections to the free energy are crucial and lift the degeneracy induced by two-dimensional vHS for the square lattice.

IV. CONCLUSIONS

We have revisited in detail the MIT picture connected with the transition into AFM phase in the ground state of the nondegenerate Hubbard model within both HFA and SBA. Especially interesting is the situation for the square lattice where a beautiful mathematics can be built. A simple analytical theory of competition of AFM insulator, AFM metal and PM metal phases as a function of crucial next-nearest-neighbor hopping integral is developed. We developed the analytical expansion of the the free energy for PM and AFM phases in the next-nearest-neighbor hopping integral $t'$ and in direct antiferromagnetic gap $\Delta$, respectively. This expansion yields subleading-order nonanalytic contributions in the AFM phase for all the lattices considered. For sc and bcc lattices with strong van Hove singularities the nonanalyticity occurs in the leading order.

We highlight a long-standing issue of closeness energy of all these phases for the square lattice at the MIT line in weak-coupling limit. We revealed that even in the simplest Hartree-Fock approximation (valid in the latter regime) van Hove singularity of the density of states produces a logarithmic dependence of the coefficients of the expansion of the free energy with respect to $\tau$, which, in turn, produces an inflection point at very small $\tau$. This corollary is a result of a balance of a competition of phase energy of AFM insulator and PM metal phases which both suffer a strong influence of van Hove singularity but in very different way: in the limit of small $\tau$ AFM insulator phase generally wins stabilizing the second order MIT, but small increment of $\tau$ makes the paramagnetic phase more energetically favorable, and besides the leading-order expansion cannot reproduce correctly the behaviour of the PM free energy.

Thus for the square lattice we have a first-order transition in a wide parameter region. An expansion of the energy in powers of nn hopping allows to highlight accidental nature of the energy closeness for the square lattice. On the other hand, for the sc lattice, the second-order transition from the AFM insulator to the AFM metal takes place. For the bcc lattice, the situation is similar, in spite of the presence of van Hove singularities: the second-order transitions occur, since the stability boundary of the insulator AFM phase relative to the PM phase in the $t' - \Delta$ variables, although being non-linear (as well as for a square lattice), does not intersect the line of transition to the AFM metal.

A possibility of SBA to take into account the difference between the nature of singly and doubly occupied states (which is especially important in the PM phase since its energy is lowered in the Kotliar-Ruckenstein approach) allows highlight such delicate effects as a influence of exchange interaction which is fully inaccessible within HFA as well as a going beyond small coupling regime. We obtained that generally the exchange interaction contributes into the relative energy of phases in fourth order with respect to order parameter, i.e., is subtle and delicate effect. Nonetheless, it is substantial since the effect is fully missed within the Hartree-Fock approximation and especially important for the case of the square lattice demonstrating the accidental degeneracy of PM metal and AFM insulator energies. We found two regimes of MIT within Slater scenario: The first one is a weak-coupling case when the exchange interaction effect is shielded by main correlation contribution, so it only weakens changes in the MIT transition line (pure Slater scenario); the second regime corresponds to strong-coupling case when the contribution of exchange energy (being enhanced due to van Hove singularity presence) surpasses the contribution of main correlation term changing the MIT order (Slater-Heisenberg scenario).

An investigation of MIT for bipartite (sc and bcc) lattices shows that MIT order can be changed to first one in the “Slater-Heisenberg” scenario: The AFM insulator phase looks like to be formed by pure local moments, the Hubbard interaction is sufficiently large, and exchange and Coulomb energies are comparable, which implies that the competing paramagnetic metal phase is not so far from the Mott transition. Within this scenario, the AFM metal
phase is unfavorable since the energy loss due to large intersite ferromagnetic exchange interaction appears to be larger than the gain reduced by correlation effects: the first-order MIT occurs from AFM insulator to PM metal phase. This correlation effect (i.e., the possibility of ferromagnetic exchange interaction to change the order of MIT transition from the second at $J = 0$ to the first at $J \neq 0$, which occurs only in the regime of strong correlations) was obtained previously within DMFT approximation for Bethe lattice. However, this result was questioned by some later investigations where the antiferromagnetic metal phase was found to be unstable.

We find that the MIT picture depends strongly on the lattice geometry through the density of electron states: topologically caused van Hove singularity for the square lattice (being stable at arbitrary values of spectrum parameters) results in strong lowering of the energy of paramagnetic phase. It is found for the case of accidental degeneracy that leading quadratic approximation for the free energy is not applicable even qualitatively except for only a very small vicinity of $\tau = 0$, but accounting of total dependence on logarithms of subleading terms allows to obtain a good agreement between numerical and analytical result. For other lattices having van Hove singularities of different strength (sc and bcc), the expansion of critical $U$ for MIT transition in the antiferromagnetic state with respect to $\tau$ was developed. Analogously, we found a convenient basis of an expansion for AFM insulator phase properties, which is based on full account of singularities of the density of states.

The results obtained solve the problem of investigation of MIT in a wide parameter region and can be applicable for compounds like vanadium oxides and other systems, which are described by the Slater MIT scenario or are close to it (see Introduction). However, consideration of nonbipartite lattices and more complicated magnetic orderings with different wavevectors can be required (cf. the treatment for the fcc lattice in the standard Hubbard model).
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Appendix A: Expansion of $G(\Delta)$ at small $\Delta$

We consider the expansion of Eq. (17) of the main text in powers of $\Delta$, which can be presented through the density of states at the spectrum at $\tau = 0$, $\rho(\varepsilon) \equiv \rho(\varepsilon, \tau = 0)$

$$G(\Delta) = \int_0^{\varepsilon + D} \frac{d\varepsilon \rho(\varepsilon)}{|\varepsilon| + \sqrt{\Delta^2 + \varepsilon^2}},$$

(A1)

where the parity of $\rho(\varepsilon)$ for bipartite lattice is taken into account. Since direct setting $\Delta = 0$ results in diverging integrals, we conclude that the parameter $\Delta$ cuts the divergence, and leading terms are determined by the contributions of small $\varepsilon$. We take $D$ as an energy unit, $\varepsilon = \varepsilon/D, d = \Delta/D$, up to the end of the Appendix: $G(\Delta) = D^{-1}G(\Delta/D)$, where

$$G(d) = \int_0^{1+1} \frac{d\varepsilon \rho(\varepsilon)}{\varepsilon + \sqrt{d^2 + \varepsilon^2}},$$

(A2)

where $\rho_D(\varepsilon) = D\rho(D\varepsilon)$ is rescaled density of states.

We can introduce a “logarithmic index” $n_l$ for a lattice as a maximal power of logarithms entering the expansion of the DOS in the vicinity of $\varepsilon = 0$. We consider three cases of the DOS behaviour at small $\varepsilon$: (i) double-logarithmic behaviour, $n_l = 2$ (an example is bcc lattice), (ii) logarithmic behaviour, $n_l = 1$ (an example is square lattice), (iii) regular (analytic) behaviour, $n_l = 0$ (an example is sc lattice) [1]. As we will see below, all these case are captured by the following general representation:

$$G(d) = \sum_{n=0}^{n_l+1} a_n \ln^n \frac{2}{d} + d^2 \sum_{n=0}^{n_l+1} b_n \ln^n \frac{2}{d} + O \left(d^4 \ln^{n_l+1} \frac{2}{d}\right),$$

(A3)
having a similar behaviour of the integrand in the regions giving main contribution to the integral:

\[ n \]

where \( L_i \) is polylogarithm function. An idea of derivation of an asymptotic integrals is to choose a simple function having a similar behaviour of the integrand in the regions giving main contribution to the integral:

\[ \delta F_{AFM}(d \cdot D) = -D \left( d^2 \sum_{n=0}^{n_1} (n + 1)a_{n+1} \ln^n \frac{2}{d} + d^4 \sum_{n=0}^{n_1+1} (b_n - (n + 1)b_{n+1}) \ln^n \frac{2}{d} + O \left( d^6 \ln^{n_1+1} \frac{2}{d} \right) \right). \] (A6)

We see that the expansion of free energy of AFM insulator state always contains singular contributions, but their role dramatically depends on the presence of singularity of DOS at \( \tau = 0 \): if \( \rho(\epsilon) \) is analytic in the vicinity of \( \epsilon = 0 \), non-analytic contribution enters starting from subleading terms, whereas for singular \( \rho(\epsilon) \) already the leading contribution is singular.

Since at small \( d \) main contribution originates from small \( \epsilon \), we separate from the \( \rho_D(\epsilon) \), which is an even function of \( \epsilon \), the leading contribution in the vicinity of \( \epsilon = 0 \):

\[ \rho_D(\epsilon) = \rho_{D,s}(\epsilon) + \rho_{D,quad}(\epsilon) + \delta \rho_D(\epsilon), \] (A7)

where \( \rho_{D,s}(\epsilon) \) is leading (double-logarithmic, logarithmic or constant contribution), \( \rho_{D,quad}(\epsilon) \) is subleading contribution \( \sim \epsilon^2 \ln^n(1/\epsilon) \), and \( \delta \rho(\epsilon) \sim \epsilon^4 \ln^n(1/\epsilon) \) is rest contribution which therefore yields only small corrections.

1. Asymptotics for \( \delta \bar{G}(d) \)

Here we derive a general asymptotics for \( \delta \bar{G}(d) \) for different forms of the density of states up to \( d^2 \ln^{n_1+1} \frac{2}{d} \). We determine the singular contributions at \( d \to 0 \) and regular contributions up to \( o(d) \): \( \delta \bar{G}(d) = \delta \bar{G}(d) + \delta \bar{G}_{quad}(d) + \delta \bar{G}_{dl}(d) \), where

\[
\begin{pmatrix}
\delta \bar{G}(d) \\
\delta \bar{G}_{quad}(d) \\
\delta \bar{G}_{dl}(d)
\end{pmatrix} = \int_0^1 \begin{pmatrix}
\rho_{D,s}(\epsilon) \\
\rho_{D,quad}(\epsilon) \\
\delta \rho_D(\epsilon)
\end{pmatrix} \frac{d\epsilon}{\sqrt{\epsilon^2 + d^2} + \epsilon}.
\] (A8)

Below we use the identity

\[
\int_0^1 dx \ln^n \frac{1/x}{x + a} = -n! Li_{n+1}(-1/a), \quad a > 0,
\] (A9)

where \( Li_n \) is polylogarithm function. An idea of derivation of an asymptotic integrals is to choose a simple function having a similar behaviour of the integrand in the regions giving main contribution to the integral: \( \epsilon \ll d \) and \( \epsilon \gg d \):

\[
\sqrt{\epsilon^2 + d^2} + \epsilon \to 2\epsilon + d \].
\] (A10)

We investigate the contribution of double-logarithmic singularity \( (dl) \rho_{D,s}(\epsilon) = \ln^2(1/\epsilon) \):

\[
\delta \bar{G}_{dl}(d) = \int_0^1 d\epsilon \frac{\ln^2 (1/\epsilon)}{\sqrt{\epsilon^2 + d^2} + \epsilon} \to \delta \bar{G}_{dl}(d) = \int_0^1 d\epsilon \frac{\ln^2 (1/\epsilon)}{2\epsilon + d} = -Li_3(-2/d).
\] (A11)

Using Eq. (A9) and expanding \( Li_3(-2/d) \) at small \( d \) we obtain

\[
\delta \bar{G}_{dl}(d) = \frac{1}{6} \left( \ln^3 \frac{2}{d} + \pi^2 \ln \frac{2}{d} \right) + d/2 - d^2/32 + o(d^2).
\] (A12)
Introducing the variable change \( x = \epsilon/d \) we write the difference of \( G_{d\ell}(d) \) and \( \tilde{G}_{d\ell}(d) \) as

\[
G_{d\ell}(d) - \tilde{G}_{d\ell}(d) = \int_{0}^{1/d} dx \ln^2 \frac{1}{xd} \left( \frac{1}{\sqrt{x^2 + 1} + x} - \frac{1}{2x + 1} \right). \tag{A13}
\]

Extending the upper integral limit to infinity

\[
\int_{0}^{+\infty} dx \ln^2 \frac{1}{xd} \left( \frac{1}{\sqrt{x^2 + 1} + x} - \frac{1}{2x + 1} \right) = \frac{1}{4} \left( \ln^2 \frac{2}{d} + \left( 1 - \frac{\pi^2}{3} \right) \ln \frac{2}{d} + \left( \frac{1}{2} + \zeta(3) + \frac{\pi^2}{6} \right) \right) \tag{A14}
\]

and estimating an error introduced thereby,

\[
\int_{1/d}^{\infty} dx \ln^2 \frac{1}{xd} \left( \frac{1}{\sqrt{x^2 + 1} + x} - \frac{1}{2x + 1} \right) = \frac{1}{1/d} \int_{1/d}^{\infty} dx (1 - 1/x + \ldots) \ln^2 \frac{1}{xd} = \frac{d(1 - d/8)}{2} + o(d^2), \tag{A15}
\]

we have the result

\[
G_{d\ell}(d) - \tilde{G}_{d\ell}(d) = \frac{1}{4} \left( \ln^2 \frac{2}{d} + \left( 1 - \frac{\pi^2}{3} \right) \ln \frac{2}{d} + \left( \frac{1}{2} + \zeta(3) + \frac{\pi^2}{6} \right) \right) - \frac{d(1 - d/8)}{2} + o(d^2). \tag{A16}
\]

Summing the expressions (A12) and (A16) we get

\[
G_{d\ell}(d) = \frac{1}{6} \left( \ln^2 \frac{2}{d} + \frac{3}{2} \ln^2 \frac{2}{d} + \frac{1}{2} \left( \pi^2 + 3 \right) \ln \frac{2}{d} + \frac{3}{2} \left( \frac{1}{2} + \zeta(3) + \frac{\pi^2}{6} \right) \right) + d^2/32 + o(d^2). \tag{A17}
\]

Now we consider the contribution from the logarithmic (l) singularity \( \rho_{D,\ell}(\epsilon) = \ln(1/\epsilon) \):

\[
G_l(d) = \frac{1}{1/d} \int_{0}^{1/d} de \ln \frac{(1/\epsilon)}{\epsilon^2 + d^2 + \epsilon} = \frac{1}{1/d} \int_{0}^{1} de \ln \frac{(1/\epsilon)}{2\epsilon + d} = -\frac{1}{2} \text{Li}_2(-2/d). \tag{A18}
\]

From Eq. (A9) we obtain the asymptotics

\[
\tilde{G}_l(d) = \frac{1}{4} \ln^2 \frac{2}{d} + \frac{\pi^2}{12} - d/4 + d^2/32 + o(d). \tag{A19}
\]

As above, we introduce the variable change \( x = \epsilon/d \) to obtain

\[
G_l(d) - \tilde{G}_l(d) = \int_{0}^{1/d} dx \ln \frac{1}{xd} \left( \frac{1}{\sqrt{x^2 + 1} + x} - \frac{1}{2x + 1} \right). \tag{A20}
\]

Similar to above consideration, we extend the upper limit to infinity,

\[
\int_{0}^{+\infty} dx \ln \frac{1}{xd} \left( \frac{1}{\sqrt{x^2 + 1} + x} - \frac{1}{2x + 1} \right) = \frac{1}{4} \left( \ln \frac{2}{d} + 3 - \frac{\pi^2}{6} \right) \tag{A21}
\]

and

\[
\int_{1/d}^{\infty} dx \ln \frac{1}{xd} \left( \frac{1}{\sqrt{x^2 + 1} + x} - \frac{1}{2x + 1} \right) = \int_{1/d}^{\infty} dx (1 - 1/x + \ldots) \ln^2 \frac{1}{xd} = -\frac{d}{4} (1 - d/4) + o(d^2) \tag{A22}
\]

\[
G_l(d) - \tilde{G}_l(d) = \frac{1}{4} \left( \ln \frac{2}{d} + 3 - \frac{\pi^2}{6} \right) + \frac{d}{4} (1 - d/4) + o(d^2). \tag{A23}
\]
Summing both the contributions \((A19)\) and \((A23)\), we obtain

\[
\mathcal{G}_t(d) = \frac{1}{4} \left( \ln^2 \frac{2}{d} + \ln \frac{2}{d} + \frac{3 + \pi^2}{6} \right) - d^2/32 + o(d^2). \tag{A24}
\]

The contribution from \(\rho_D(\epsilon) = 1\) is

\[
\mathcal{G}_0(d) = \frac{1}{2} \left( \frac{1}{2} + \ln \frac{2}{d} \right) + d^2/16 + o(d^2). \tag{A25}
\]

Now we consider the contribution from quadratic (possibly with logarithmic corrections) term in the density of state \(\rho_{D,\text{quad}}(\epsilon) = \epsilon^2\):

\[
\mathcal{G}_{\text{quad}}(d) = \int_0^1 \frac{d^2}{\sqrt{\epsilon^2 + d^2 + \epsilon}} = \frac{1}{4} - \frac{d^2}{32} \left( 4 \ln \frac{2}{d} - 1 \right) + o(d^2), \tag{A26}
\]

and for \(\rho_{D,\text{quad,1}}(\epsilon) = \epsilon^2 \ln(1/|\epsilon|)\)

\[
\mathcal{G}_{\text{quad,1}}(d) = \int_0^1 \frac{d^2 \ln(1/\epsilon)}{\sqrt{\epsilon^2 + d^2 + \epsilon}} = \frac{1}{8} - \frac{d^2}{16} \left( \ln^2 \frac{2}{d} - \frac{1}{2} \ln \frac{2}{d} + \frac{4\pi^2 - 15}{24} \right) + o(d^3). \tag{A27}
\]

For \(\rho_{D,\text{quad,2l}}(\epsilon) = \epsilon^2 \ln^2(1/|\epsilon|)\)

\[
\mathcal{G}_{\text{quad,2l}}(d) = \int_0^1 \frac{d^2 \ln^2(1/\epsilon)}{\sqrt{\epsilon^2 + d^2 + \epsilon}} = \frac{1}{8} - d^2 \sum_{n=0}^{3} g_{n}^{\text{quad,2l}} \ln^n \frac{2}{d} + o(d^3), \tag{A28}
\]

where \(g_0^{\text{quad,2l}} = (48\zeta(3) - 4\pi^2 - 39)/768, g_1^{\text{quad,2l}} = (4\pi^2 - 15)/192, g_2^{\text{quad,2l}} = -1/32, g_3^{\text{quad,2l}} = 1/24\).

Finally, we take into account the contribution \(\delta \mathcal{G}(d)\) from the rest part of the density of states presenting \(\rho_D(\epsilon) = \rho_{D,\text{leading}}(\epsilon) + \delta \rho_D(\epsilon)\), where \(\rho_{D,\text{leading}}(\epsilon)\) is some linear combination of the above-considered logarithmic and quadratic contributions, and \(\delta \rho_D(\epsilon) = o(\epsilon^3)\). Since the integral \(\int_0^1 d\epsilon \delta \rho_D(\epsilon)/\epsilon^3\) converges, we apply the expansion for the contribution of \(\delta_D \rho(\epsilon)\)

\[
\frac{1}{\sqrt{\epsilon^2 + d^2 + \epsilon}} = \frac{1}{2\epsilon} - \frac{d^2}{8} + O(d^4). \tag{A29}
\]

We directly get

\[
\delta \mathcal{G}(d) = \frac{1}{2} \int_0^1 d\epsilon \frac{\delta \rho_D(\epsilon)}{\epsilon} - \frac{d^2}{8} \int_0^1 d\epsilon \frac{\delta \rho_D(\epsilon)}{\epsilon^3} + o(d^3). \tag{A30}
\]

Contrary to the above contributions being determined by the asymptotic behaviour in the center of the band, the rest contribution \(\delta \mathcal{G}(d)\) depends on the spectrum over all the band and can be directly calculated numerically.

2. Application for lattices

Here we apply the method for the following lattices.

**Square lattice.** \(D = D_{sq} = 4\). According to above considered scheme we present different approximations for the density of states of the square lattice

\[
\rho^{sq}_D(\epsilon) = \frac{2}{\pi^2} \mathcal{K}(1 - \epsilon^2) \tag{A31}.
\]

\[
\rho^{sq}_{D,\text{appr.2}} = \rho^{sq}_{D,\text{appr.2}}(\epsilon) + \rho^{sq}_{D,\text{quad}}(\epsilon), \tag{A32}
\]

\[
\rho^{sq}_{D,\text{appr.4}} = \rho^{sq}_{D,\text{appr.2}}(\epsilon) + \rho^{sq}_{D,\text{quad}}(\epsilon) + \rho^{sq}_{D,\text{quart}}(\epsilon), \tag{A33}
\]
where

\[ \rho_{D,\text{appr},1}(\epsilon) = \frac{2}{\pi^2} \ln \left| \epsilon \right|, \]  
\[ \rho_{D,\text{quad}}(\epsilon) = \frac{\epsilon^2}{2\pi^2} \left( \ln \frac{4}{|\epsilon|} - 1 \right), \]  
\[ \rho_{D,\text{quart}}(\epsilon) = \frac{9\epsilon^4}{32\pi^2} \left( \ln \frac{4}{\epsilon} - \frac{7}{6} \right). \]  

so that the representation

\[ \rho_{D}(\epsilon) = \rho_{D,\text{appr},2} + \delta\rho_{D}(\epsilon), \]  

holds and (A36) can be used as a leading contribution to the rest \( \delta\rho_{D}(\epsilon) \). We directly obtain from the results of subsection \( \text{A}1 \)

\[ g_{\text{sq}}(d) = \frac{2}{\pi^2} g_1(d) + \frac{4\ln 2}{\pi^2} g_0(d) + \frac{2\ln 2 - 1}{2\pi^2} g_{\text{quad}}(d) + \frac{1}{2\pi^2} g_{\text{quad},1}(d) + \delta g_{\text{sq}}(d) + o(d^3), \]  

where \( \delta g_{\text{sq}}(d) = \delta g_0^{\text{sq}} + \delta g_2^{\text{sq}} d^2 \) and numerical calculation yields,

\[ \delta g_0^{\text{sq}} = \frac{1}{2} \int_0^1 \frac{d \epsilon}{\epsilon} \frac{\epsilon^2}{\pi^2} \frac{\delta \rho_{D}(\epsilon)}{\epsilon} = 2.8017535604627 \cdot 10^{-3}, \]  
\[ \delta g_2^{\text{sq}} = -\frac{3}{8} \int_0^1 \frac{d \epsilon}{\epsilon^3} \frac{\delta \rho_{D}(\epsilon)}{\epsilon} = -1.7397692893940 \cdot 10^{-3}. \]  

Substituting all \( g \) contributions we get

\[ g_{\text{sq}}(d) = \frac{1}{2\pi^2} \left( \ln^2 \frac{2}{d} + (1 + 4 \ln 2) \ln \frac{2}{d} + \frac{\pi^2}{6} + \frac{5}{2} \ln 2 + \frac{3}{8} + 2\pi^2 \delta g_0^{\text{sq}} \right) \]
\[ + \frac{d^2}{64\pi^2} \left( -2 \ln^2 \frac{2}{d} + (5 - 8 \ln 2) \ln \frac{2}{d} + 18 \ln 2 - 15/4 - \pi^2/3 + 64\pi^2 \delta g_2^{\text{sq}} \right) + o(d^3). \]
We apply Eq. (A41)

\[ \Phi_{sq}^1 (d \cdot D_{sq}) = \frac{1}{2\pi^2} \left( \ln \frac{8}{d} + \frac{\pi^2}{6} + \frac{1}{2} \ln 2 - 4 \ln^2 2 - \frac{1}{8} + 2\pi^2 \delta_{g_{sq}} \right) \]

\[ - \frac{d^2}{16\pi^2} \left( \ln \frac{8}{d} - 3 \ln \frac{8}{d} - 4 \ln^2 2 - 7 \ln 2 + 5/2 + \pi^2/6 - 32\pi^2 \delta_{g_{sq}} \right). \] (A42)

and (A6)

\[ \delta F_{AFM}^{HFA, sq} (d \cdot D_{sq}) \]

\[ = - \frac{2d^2}{\pi^2} \left( 2 \ln \frac{8}{d} + 1 \right) - \frac{d^4}{4\pi^2} \left( \ln^2 \frac{2}{d} - \frac{1}{2} (7 - 8 \ln 2) \ln \frac{2}{d} + \frac{1}{4} (25/2 - 44 \ln 2 + 2\pi^2/3 - 128\pi^2 \delta_{g_{sq}}) \right). \] (A43)

SC lattice. \( D = D_{sc} = 6 \). For this lattice the density of state is analytical in the center of the band. From Ref. 1

Due to symmetry, only \( \varepsilon > 0 \) region is shown.

we get

\[ \rho_{sc}^D (\varepsilon) = 3 \pi \left\{ \frac{R_{sc} (3\varepsilon) + R_{sc} (-3\varepsilon)}{3|\varepsilon| - 2}, \quad 0 \leq |\varepsilon| < 1/3, \right. \]

\[ \left. + \frac{1}{\pi^2} \int_{3|\varepsilon| - 2}^{+1} \frac{dx K' (\frac{x - 3|\varepsilon|}{2})}{\sqrt{1 - x^2}}, \quad 1/3 < |\varepsilon| < 1. \right. \] (A44)

where an auxiliary function is introduced,

\[ R_{sc} (E) = \int_{E}^{+1} dx K' (\frac{x - E}{2}) \sqrt{1 - x^2}, \] (A45)

and \( K'(x) = \mathbb{K}(1 - x^2), \) where we set \( \mathbb{K}(m) = \int_{0}^{1} dx / \sqrt{(1 - x^2)(1 - mx^2)}. \) To expand Eq. (A45) in \( E, \) we change variable \( x = E + (1 - E)t \)

\[ R_{sc} (E) = (1 - E) \int_{0}^{1} dt K'((1 - E)t/2) \sqrt{1 - (E + (1 - E)t)^2}. \] (A46)

We differentiate directly to derive at small \( \varepsilon \)

\[ \rho_{sc}^D (\varepsilon) = \frac{6}{\pi^3} (R_{sc} (0) + 9 R_{sc}' (0) \varepsilon^2/2 + 27 R_{sc}^{(4)} (0) \varepsilon^4/8 \ldots), \] (A47)
where

\[ P_{sc}^{(n)}(0) = \int_0^1 \frac{dx}{\sqrt{1-x^2}} \frac{p_{n,K}(x)K'(x/2) - p_{n,E}(x)E'(x/2)}{(x+1)^n (4-x^2)^n}, \]  
(A48)

with \( n = 0, 2, 4 \) and \( p_{0,K}(t) = 1, p_{0,E}(t) = 0, \)

\[ p_{2,K}(x) = 16 - 32x + 24x^3 + x^4 + 2x^6, \]
\[ p_{2,E}(x) = 4(4 - 3x^2 + 4x^3 + 3x^4), \]
\[ p_{4,K}(x) = 24x^{12} + 124x^{10} + 1152x^9 + 497x^8 - 2064x^7 + 4068x^6 + 5184x^5 - 8896x^4 + 2304x^3 + 7744x^2 - 9216x + 2304, \]
\[ p_{4,E}(x) = 8(25x^{10} + 48x^9 + 21x^8 + 336x^7 + 602x^6 - 408x^5 - 448x^4 + 960x^3 + 96x^2 - 384x + 256), \]

\[ E'(x) = E(1-x^2), \] where \( E(m) = \int_0^1 dx \sqrt{1-mx^2}/\sqrt{1-x^2}. \)

We therefore obtain the expansion

\[ \rho_{D}^{sc}(\epsilon) = a_0^{sc} + a_2^{sc} \epsilon^2 + a_4^{sc} \epsilon^4 + O(\epsilon^6), \]  
(A49)

where

\[ a_n^{sc} = \frac{2 \cdot 3^{n+1}}{\pi^3 n!} \int_0^1 \frac{dt}{\sqrt{1-t^2}} \frac{p_{n,K}(t)K'(t/2) - p_{n,E}(t)E'(t/2)}{(1+t)^n (4-t^2)^n}. \]

Numerical calculation yields

\[ a_0^{sc} = 0.856038, \]  
(A50)
\[ a_2^{sc} = 0.104223, \]  
(A51)
\[ a_4^{sc} = 0.0437667. \]  
(A52)

Different approximations for \( \rho_{D}^{sc}(\epsilon) \)

\[ \rho_{D,appr,2}^{sc}(\epsilon) = a_0^{sc} + a_2^{sc} \epsilon^2, \]  
(A53)
\[ \rho_{D,appr,4}^{sc}(\epsilon) = a_0^{sc} + a_2^{sc} \epsilon^2 + a_4^{sc} \epsilon^4. \]  
(A54)

are valid in the vicinity of \( \epsilon = 0. \) We can split the density of states

\[ \rho_{D}^{sc}(\epsilon) = \rho_{D,appr,2}^{sc}(\epsilon) + \delta \rho_{D}^{sc}(\epsilon). \]  
(A55)

The leading contribution to the rest \( \delta \rho_{D}^{sc}(\epsilon) \) is

\[ \rho_{D,quart}^{sc}(\epsilon) = a_4^{sc} \epsilon^4. \]  
(A56)

To treat accurately the kink of \( \rho_{D}^{sc}(\epsilon) \) at \( \epsilon = 1/3 \) we split

\[ G_{sc}(d) = G_{sc,1}(d) + G_{sc,2}(d), \]  
(A57)

where

\[ G_{sc,1}(d) = \int_0^{1/3} \frac{d\epsilon \rho_{D}(\epsilon)}{\epsilon + \sqrt{\epsilon^2 + d^2}}, \]
\[ G_{sc,2}(d) = \int_{1/3}^1 \frac{d\epsilon \rho_{D}(\epsilon)}{\epsilon + \sqrt{\epsilon^2 + d^2}}. \]

. To use Eq. (A38) for \( G_{sc,1}(d), \) we pass to effective half-bandwidth \( D' = 1/3: \) \( \epsilon = \epsilon'/3 \)

\[ G_{sc,1}(d) = \int_0^{1/3} \frac{d\epsilon' \tilde{\rho}_{D}(\epsilon')}{\epsilon' + \sqrt{\epsilon'^2 + (d')^2}}. \]  
(A58)
where \( d' = 3d, \hat{\rho}_D(\epsilon') = \rho_D(\epsilon'/3) \) and the expansion (A54) can be rewritten as \( \hat{\rho}_D(\epsilon') = a_0^{sc} + a_1^{sc} (\epsilon')^2/9 + a_2^{sc} (\epsilon')^4/81 + O((\epsilon')^6) \).

Then, according to equations (A55), (A25), (A26) and (A30), we get

\[
O = \delta G_{\text{sc},1}(3d) + \frac{a_0^{sc}}{9} G_{\text{quad}}(3d) + \delta G_{\text{sc},1}(3d) + o(d^3),
\]

where \( \delta G_{\text{sc},1}(d) = \delta g_{0}^{sc} + \delta g_{2}^{sc} d^2 \), where

\[
\delta g_{0}^{sc} = \frac{1}{2} \int_0^{1/3} \frac{d\epsilon'}{\epsilon} \left( \frac{\hat{\rho}_D(\epsilon') - a_0^{sc} - a_2^{sc} (\epsilon')^2/9}{\rho_D(\epsilon)} \right),
\]

\[
\delta g_{2}^{sc} = -\frac{1}{8} \int_0^{1/3} \frac{d\epsilon'}{\epsilon^2} \left( \frac{\hat{\rho}_D(\epsilon') - a_0^{sc} - a_2^{sc} (\epsilon')^2/9}{\rho_D(\epsilon)} \right).
\]

It is convenient to return to \( \epsilon \) in two latter integrals:

\[
\delta g_{0}^{sc} = \frac{1}{2} \int_0^{1/3} \frac{d\epsilon}{\epsilon} \left( \rho_D(\epsilon) - \rho_{D,\text{appr},2}(\epsilon) \right), \quad \delta g_{2}^{sc} = -\frac{1}{72} \int_0^{1/3} \frac{d\epsilon}{\epsilon^3} \left( \rho_D(\epsilon) - \rho_{D,\text{appr},2}(\epsilon) \right),
\]

where \( \rho_{D,\text{appr},2}(\epsilon) \) is defined by Eq. (A53).

For \( G_{\text{sc},2}(d) \) we directly use the expansion (A29) and obtain

\[
\delta G_{\text{sc},2}(d) = \delta g_{0}^{sc} + \delta g_{2}^{sc} d^2 + O(d^3),
\]

where

\[
\delta g_{0}^{sc} = \frac{1}{2} \int_0^{1/3} \frac{d\epsilon}{\epsilon} \left( \rho_D(\epsilon) - \rho_{D,\text{appr},2}(\epsilon) \right), \quad \delta g_{2}^{sc} = -\frac{1}{72} \int_0^{1/3} \frac{d\epsilon}{\epsilon^3} \rho_D(\epsilon).
\]

Using Eqs. (A60), (A62) we get

\[
G_{\text{sc}}(d) = a_0^{sc} G_0(3d) + \frac{a_0^{sc}}{9} G_{\text{quad}}(3d) + \delta G_{\text{sc}}(d) + o(d^3),
\]

where

\[
\delta G_{\text{sc}}(d) = \delta g_{0}^{sc} + \delta g_{2}^{sc} d^2,
\]

and numerically calculated integrals are

\[
\delta g_{0}^{sc} = \frac{1}{2} \int_0^{1/3} \frac{d\epsilon}{\epsilon} \left( \rho_D^{sc}(\epsilon) - \theta(1/3 - \epsilon)\rho_D^{sc,\text{appr},2}(\epsilon) \right) = 0.208275,
\]

\[
\delta g_{2}^{sc} = -\frac{1}{8} \int_0^{1/3} \frac{d\epsilon}{\epsilon^2} \left( \rho_D^{sc}(\epsilon) - \theta(1/3 - \epsilon)\rho_D^{sc,\text{appr},2}(\epsilon) \right) = -0.247755.
\]

We finally have

\[
G_{\text{sc}}(d) = a_0^{sc} \ln \frac{2}{3d} + \frac{a_0^{sc}}{4} + \frac{a_0^{sc}}{36} + \delta g_{0}^{sc} - d^2 \left( \frac{a_0^{sc}}{8} \ln \frac{2}{3d} - \frac{9a_0^{sc}}{16} - \frac{a_2^{sc}}{32} - \delta g_{2}^{sc} \right) + o(d^3),
\]

and from Eq. (A4)

\[
\Phi_1^{sc}(D_{\text{sc}}\cdot d) = \frac{a_0^{sc}}{3} \ln \frac{2}{3d} + \frac{a_2^{sc}}{54} + \frac{2\delta g_{0}^{sc}}{3} - d^2 \left( \frac{a_2^{sc}}{8} \ln \frac{2}{3d} - \frac{9a_0^{sc}}{2} - \frac{a_2^{sc}}{2} - 8\delta g_{2}^{sc} \right).
\]
Figure 15: (a) The density of states of the sc lattice (see Eq. (A70)) and different approximations for it (A71, A71). (b) The rest of $\rho_{appr,2}(\epsilon)$ approximation $\delta \rho^{bccc}(\epsilon)$ and its leading contribution in $\delta \rho^{bccc}(\epsilon)$, see Eq. (A75). Due to symmetry only $\epsilon > 0$ region is shown.

Doing the same procedure for the free energy, see Eq. (A6),

$$ \delta F_{AFM}^{HFA,sc}(D_{sc} \cdot d) = -3d^2 \left( a^c_0 + \frac{9d^2}{2} \left( \ln \frac{2}{3d} - a^c_0 \frac{a^c_0}{6} - \frac{a^c_0}{36} - \frac{8\delta g^c_0}{9} \right) \right) + O \left( d^6 \ln \frac{2}{d} \right). \quad (A69) $$

**BCC lattice.** $D = D_{bcc} = 8$. From Ref. 2 we get the following expression for the density of states expressed through the Gaussian hypergeometric function

$$ \rho_D^{bccc}(\epsilon) = -\frac{1}{\pi |\epsilon|} \Im 2F_1 \left( \frac{1}{2}, \frac{1}{2}, 1; \frac{1}{2} (1 - \sqrt{1 - \epsilon^{-2}}) \right). \quad (A70) $$

As above, we introduce the representation for $\rho_D^{bccc}(\epsilon)$ separating a leading contribution in the limit $\epsilon \to 0$

$$ \rho_{D, appr, 2}^{bccc}(\epsilon) = \rho_{D, appr, 4}^{bccc}(\epsilon) + \rho_{D, appr, 2}^{bccc}(\epsilon), \quad (A71) $$

$$ \rho_{D, appr, 4}^{bccc}(\epsilon) = \rho_{D, appr, 2}^{bccc}(\epsilon) + \rho_{D, appr, 4}^{bccc}(\epsilon) + \rho_{D, appr, 2}^{bccc}(\epsilon), \quad (A72) $$

where (see Ref. 2)

$$ \rho_{D, appr, 2}^{bccc}(\epsilon) = \frac{2}{\pi^3} \left( \ln^2 \frac{8}{\epsilon} - \frac{\pi^2}{4} \right), \quad (A73) $$

$$ \rho_{D, appr, 4}^{bccc}(\epsilon) = \frac{\epsilon^2}{4\pi^3} \left( \ln^2 \frac{8}{\epsilon} - 3 \ln \frac{8}{\epsilon} - \frac{\pi^2}{4} \right), \quad (A74) $$

$$ \rho_{D, appr, 4}^{bccc}(\epsilon) = \frac{27\epsilon^4}{256\pi^3} \left( \ln^2 \frac{8}{\epsilon} - \frac{7}{2} \ln \frac{8}{\epsilon} + \frac{3}{2} - \frac{\pi^2}{4} \right), \quad (A75) $$

so that the representation

$$ \rho_D^{bccc}(\epsilon) = \rho_{D, appr, 2}^{bccc}(\epsilon) + \delta \rho_D^{bccc}(\epsilon), \quad (A76) $$

holds and (A36) can be used as leading contribution to the rest $\delta \rho_D^{bccc}(\epsilon)$.

From Eqs. (A17), (A25), (A28), (A30) we have

$$ G_{bcc}(d) = \frac{2}{\pi^3} \left[ G_{dl}(d) + 2 \ln 8 \cdot G_l(d) + (\ln^2 8 - \pi^2/4) G_0(d) \right] $$

$$ + \frac{1}{4\pi^3} \left[ G_{quad, dl}(d) + 3(2 \ln 2 - 1) G_{quad, l}(d) + \left( 9 \ln^2 2 - 9 \ln 2 - \frac{\pi^2}{4} \right) G_{quad}(d) \right] + \delta G_{bcc}(d) + o(d^3), \quad (A77) $$
where $\delta G_{\text{bcc}}(d) = \delta g_{0}^{\text{bcc}} + \delta g_{2}^{\text{bcc}}d^2$,

$$
\delta g_{0}^{\text{bcc}} = \frac{1}{2} \int_{0}^{1} \frac{d\rho_{D}^{\text{bcc}}(\epsilon)}{d\epsilon} = -4.0031 \cdot 10^{-3}, \tag{A78}
$$

$$
\delta g_{2}^{\text{bcc}} = -\frac{1}{8} \int_{0}^{1} \frac{d\rho_{D}^{\text{bcc}}(\epsilon)}{d\epsilon^3} = 1.5184 \cdot 10^{-3}. \tag{A79}
$$

We find the coefficients of the representation (A3):

$$
a_{3}^{\text{bcc}} = (3\pi^3)^{-1}, \tag{A81}
$$

$$
a_{2}^{\text{bcc}} = (1 + 6 \ln 2)/(2\pi^3), \tag{A82}
$$

$$
a_{1}^{\text{bcc}} = (6 - \pi^2 + 108 \ln 2 + 36 \ln 2)/(12\pi^3), \tag{A83}
$$

$$
a_{0}^{\text{bcc}} = (96\zeta(3) + 36 - 11\pi^2 + 12 \cdot 9^2 \ln^2 2 + 24(9 + 4\pi^2) \ln 2)/(3 \cdot 64\pi^3) + \delta g_{0}^{\text{bcc}}, \tag{A84}
$$

$$
b_{3}^{\text{bcc}} = -(96\pi^3)^{-1}, \tag{A85}
$$

$$
b_{2}^{\text{bcc}} = (7 - 12 \ln 2)/(128\pi^3), \tag{A86}
$$

$$
b_{1}^{\text{bcc}} = (-12 + 8\pi^2 + 1008 \ln 2 - 144 \cdot 6 \ln 2)/(3072\pi^3), \tag{A87}
$$

$$
b_{0}^{\text{bcc}} = (-48\zeta(3) + 141 - 74\pi^2 + 3672 \ln^2 2 - 12(99 + 4\pi^2) \ln 2)/(3072\pi^3) + \delta g_{2}^{\text{bcc}}. \tag{A88}
$$

Using Eq. (A4) we get

$$
\Phi_{\text{bcc}}(d \cdot D_{\text{bcc}}) = \sum_{n=0}^{3} \phi_{0,n}^{\text{bcc}} \ln^{n} \frac{2}{d} + d^2 \sum_{n=0}^{3} \phi_{2,n}^{\text{bcc}} \ln^{n} \frac{2}{d}, \tag{A80}
$$

where the coefficients read

$$
\phi_{0,3}^{\text{bcc}} = \frac{1}{6\pi^3}, \phi_{0,2}^{\text{bcc}} = \frac{3 \ln 2}{2\pi^3}, \phi_{0,1}^{\text{bcc}} = \frac{108 \ln^2 2 - \pi^2}{24\pi^3}, \tag{A81}
$$

$$
\phi_{0,0}^{\text{bcc}} = \frac{1}{128\pi^3}((32\zeta(3) - 4 - \pi^2 + 36 \ln^2 2 + 8(4\pi^2 - 3) \ln 2) + \delta g_{0}^{\text{bcc}}/2, \tag{A82}
$$

and

$$
\phi_{2,3}^{\text{bcc}} = -\frac{1}{96\pi^3}, \phi_{2,2}^{\text{bcc}} = \frac{2 - 3 \ln 2}{32\pi^3}, \phi_{2,1}^{\text{bcc}} = \frac{1}{384\pi^3}(-108 \ln^2 2 + 144 \ln 2 + \pi^2 - 12), \tag{A83}
$$

$$
\phi_{2,0}^{\text{bcc}} = \delta g_{2}^{\text{bcc}} + \frac{1}{768\pi^3}(972 \ln^2 2 - 3(127 + 4\pi^2) \ln 2 + 36 - 12\zeta(3) - 19\pi^2) + \delta g_{2}^{\text{bcc}}. \tag{A84}
$$
Doing the same procedure for the free energy, see Eq. (A6), we have
\[
\delta F_{\text{HFA,bcc}}^{\text{AFM}} (d \cdot D_{\text{bcc}}) = -8d^2 \left( \sum_{n=0}^{2} F_{0,n}^{\text{bcc}} \ln \frac{2}{d} + d^2 \sum_{n=0}^{3} F_{2,n}^{\text{bcc}} \ln \frac{2}{d} \right),
\]
where
\[
F_{0,2}^{\text{bcc}} = \frac{1}{\pi^3}, \quad F_{1,1}^{\text{bcc}} = \frac{1 + 6 \ln 2}{\pi^3}, \quad F_{0,0}^{\text{bcc}} = \frac{6 - \pi^2 + 108 \ln^2 2 + 36 \ln 2}{12\pi^3}
\]
and
\[
F_{2,3}^{\text{bcc}} = \frac{1}{48\pi^3}, \quad F_{2,2}^{\text{bcc}} = -\frac{9 - 12 \ln 2}{64\pi^3}, \quad F_{2,1}^{\text{bcc}} = \frac{180 - 8\pi^2 - 1296 \ln^2 2 + 864 \ln^2 2}{1536\pi^3},
\]
\[
F_{2,0}^{\text{bcc}} = \frac{48\zeta(3)}{1536\pi^3} - \delta g_{2}^{\text{bcc}}.
\]

**Appendix B: Expansion of free energy of paramagnetic phase**

In this Appendix we consider in detail the dependence of the band energy of non-interacting electrons per one spin projection
\[
\mathcal{E}(\tau, E_F) = \frac{1}{N} \sum_k t_k f(t_k),
\]
on \(\tau\). The Fermi energy \(E_F\) is set by equation on electron filling
\[
\mathcal{I}(\tau, E_F) = \frac{1}{N} \sum_k f(t_k) = 1/2.
\]
We focus attention on the case of DOS van Hove singularities impact (the square lattice).

**Square lattice.**

For convenience we count the spectrum from the position of van Hove singularity, \(\varepsilon = t_k + 4\tau\), and rewrite Eq. (B1) through a density of states for the square lattice
\[
\rho_{\text{sq}}(\varepsilon, \tau) = \frac{K}{2\pi^2 \sqrt{1 + \varepsilon\tau - 4\tau^2}}.
\]

\[
\mathcal{E}_{\text{sq}}(\tau, E_{F}^{\text{sq}}) = \int_{\varepsilon_1(\tau)}^{E_{F}^{\text{sq}}} \varepsilon \rho_{\text{sq}}(\varepsilon, \tau) d\varepsilon,
\]
where \(\varepsilon_1(\tau) = -4 + 8\tau\) and the Fermi level \(E_{F}^{\text{sq}} = E_{F}^{\text{sq}}(\tau)\) is determined by the equation (B2), for square lattice we write \(I\) as
\[
I_{\text{sq}}(\tau, E_{F}^{\text{sq}}) = \int_{\varepsilon_1(\tau)}^{E_{F}^{\text{sq}}} \rho(\varepsilon, \tau) d\varepsilon,
\]
Both the integrals (B4), (B5) have common form and are presented as
\[
\int_{\varepsilon_1(\tau)}^{E_{F}^{\text{sq}}} = \int_{\varepsilon_1(\tau)}^{0} + \int_{\varepsilon_1}^{E_{F}^{\text{sq}}} = \int_{\varepsilon_1}^{0} + \int_{\varepsilon_1}^{E_{F}^{\text{sq}}},
\]
(B6)
where $\varepsilon_1 = \varepsilon_1(0)$. We split the integral in (B3):

$$I_{\text{sq}}(\tau, E_F^\text{eq}) = I_{\text{bnd}}^\text{sq}(\tau) + I_0^\text{sq}(\tau) + I_{\text{sing}}^\text{sq}(\tau, \tilde{E}_F^\text{eq}),$$

(B7)

where only $I_{\text{sing}}^\text{sq}(\tau, \tilde{E}_F^\text{eq})$ contains non-analytic dependence on $\tilde{E}_F^\text{eq}$ and

$$I_{\text{bnd}}^\text{sq}(\tau) = \int_{\varepsilon_1}^{\varepsilon_1(\tau)} \rho_{\text{sq}}(\varepsilon, \tau) d\varepsilon, I_0^\text{sq}(\tau) = \int_{\varepsilon_1}^{0} \rho_{\text{sq}}(\varepsilon, \tau) d\varepsilon, I_{\text{sing}}^\text{sq}(\tau, \tilde{E}_F^\text{eq}) = \int_{0}^{\varepsilon_1} \rho_{\text{sq}}(\varepsilon, \tau) d\varepsilon.$$  

(B8)

To treat the first term we use the fact that $\rho_{\text{sq}}(\varepsilon_1(\tau), \tau)$ is analytic function in the vicinity of $\varepsilon = \varepsilon_1(\tau)$, so that we directly obtain

$$I_{\text{bnd}}^\text{sq}(\tau) = \int_{\varepsilon_1(\tau)}^{\varepsilon_1} (\rho_{\text{sq}}(\varepsilon_1(\tau), \tau) + \partial_{\varepsilon} \rho_{\text{sq}}(\varepsilon_1(\tau), \tau)(\varepsilon - \varepsilon_1(\tau)) + \cdots) d\varepsilon.$$  

(B9)

Expanding this up to fourth-order terms with respect to $\tau$ we have

$$I_{\text{bnd}}^\text{sq}(\tau) = -\frac{2\tau}{\pi} - \frac{3\tau^2}{\pi} - \frac{41\tau^3}{6\pi} + \mathcal{O}(\tau^4).$$

(B10)

The direct Taylor expansion of $I_0$ in $\tau$ yields

$$I_0^\text{sq}(\tau) = 1/2 + \sum_{n=1}^{\infty} A_{In} \tau^n.$$  

(B11)

where

$$A_{In} = \frac{1}{n!} \int_{\varepsilon_1}^{0} \frac{\partial^n \rho_{\text{sq}}(\varepsilon, \tau)}{\partial \tau^n} \bigg|_{\tau=0} d\varepsilon.$$  

(B12)

We hold only few of coefficients:

$$A_{I1} = (2/\pi^2)(\pi - 2),$$

$$A_{I2} = 3/\pi,$$  

(A14)

$$A_{I3} = 1.7248.$$  

(A15)

To investigate $I_{\text{sing}}$, we present $\rho_{\text{sq}}(\varepsilon, \tau)$ in the following form

$$\rho_{\text{sq}}(\varepsilon, \tau) = (2\pi^2)^{-1}F(\varepsilon^2/16, \varepsilon\tau - 4\tau^2),$$

(B16)

where $F(u, v) = \frac{\pi(1+\frac{u}{\sqrt{1-v}})}{\sqrt{1-v}}$, which is convenient for the expansion with respect to small $u, v$ being quadratic in small parameters $\varepsilon$ and $\tau$. We obtain singular (logarithmic) terms with respect to $u$ and an analytic dependence on $v$. We expand the integrand up to second order in $u$ and $v$ and integrate the result with respect to $\varepsilon$

$$I_{\text{sing}}(\tau, \tilde{E}_F^\text{eq}) = \frac{\tilde{E}_F^\text{eq}}{2\pi^2} \left( 1 + \ln \frac{16}{\tilde{E}_F^\text{eq}} \right) + \frac{(\tilde{E}_F^\text{eq})^2}{576} \left( -2 + 3 \ln \frac{16}{\tilde{E}_F^\text{eq}} + \frac{\tau\tilde{E}_F^\text{eq}}{8} \left( 1 - 2 \ln \frac{16}{\tilde{E}_F^\text{eq}} + 2\tau^2 \ln \frac{16}{\tilde{E}_F^\text{eq}} \right) + \mathcal{O}(|\tilde{E}_F^\text{eq}|(\tau + |\tilde{E}_F^\text{eq}|)^3) \right).$$

(B17)

Substituting Eqs. (B10), (B11), (B17) we obtain

$$I_{\text{sq}}(\tau, \tilde{E}_F^\text{eq}) = \frac{1}{2} - \frac{4\tau}{\pi^2} + \frac{\tilde{E}_F^\text{eq}}{2\pi^2} \left( 1 + \ln \frac{16}{\tilde{E}_F^\text{eq}} \right) +$$

$$+ \left( A_{I3} - \frac{41}{6\pi} \right) \tau^3 + \frac{\tilde{E}_F^\text{eq}}{2\pi^2} \left( \frac{(\tilde{E}_F^\text{eq})^2}{576} \left( -2 + 3 \ln \frac{16}{\tilde{E}_F^\text{eq}} + \frac{\tau\tilde{E}_F^\text{eq}}{8} \left( 1 - 2 \ln \frac{16}{\tilde{E}_F^\text{eq}} + 2\tau^2 \ln \frac{16}{\tilde{E}_F^\text{eq}} \right) + \mathcal{O}(|\tilde{E}_F^\text{eq}|(\tau + |\tilde{E}_F^\text{eq}|)^3) \right).$$

(B18)
We substitute this result in Eq. (B2), where, for convenience, the parameter \( w = \tau / \tilde{E}_F^{\text{eq}} \) is introduced, which results in the equation

\[
w = w_0(\tilde{E}_F^{\text{eq}}) + \frac{(\tilde{E}_F^{\text{eq}})^2}{8} \left[ \frac{1}{576} \left( -2 + 3 \ln \frac{16}{\tilde{E}_F^{\text{eq}}} \right) + \frac{w}{8} \left( 1 - 2 \ln \frac{16}{\tilde{E}_F^{\text{eq}}} \right) + 2w^2 \frac{\ln 16}{\tilde{E}_F^{\text{eq}}} + 2(A_{13}\pi - 41/6)\pi w^3 \right] = 0. \tag{B19}
\]

The leading-order solution of this equation yields the expression (77) of the main text. So we have up to subleading order

\[
w(\tilde{E}_F^{\text{eq}}) \simeq w_0(\tilde{E}_F^{\text{eq}}) + \gamma \left( w_0(\tilde{E}_F^{\text{eq}}) \right) \left( \tilde{E}_F^{\text{eq}} \right), \tag{B20}
\]

where

\[
\gamma(w) = \frac{1}{8} \left( Bw^3 - 4w^2 + 5w/12 - 5/576 \right), \tag{B21}
\]

and \( B = 2A_{13}\pi^2 - 41\pi/3 + 16 = 7.11111. \)

Analogous program can be implemented for Eq. (B4)

\[
\mathcal{E}_{\text{sq}}(\tau, \tilde{E}_F^{\text{eq}}) = \mathcal{E}_{\text{bnd}}(\tau) + \mathcal{E}_0(\tau) + \mathcal{E}_{\text{sing}}(\tau, \tilde{E}_F^{\text{eq}}), \tag{B22}
\]

where

\[
\mathcal{E}_{\text{bnd}}(\tau) = \int_{\varepsilon_1}^{\varepsilon_2} \varepsilon \rho(\varepsilon, \tau) d\varepsilon, \mathcal{E}_0(\tau) = \int_{\varepsilon_1}^{0} \varepsilon \rho(\varepsilon, \tau) d\varepsilon, \mathcal{E}_{\text{sing}}(\tau, \tilde{E}_F^{\text{eq}}) = \int_{0}^{\tilde{E}_F^{\text{eq}}} \varepsilon \rho(\varepsilon, \tau) d\varepsilon. \tag{B23}
\]

We get analogously to the derivation (B9) and (B10)

\[
\mathcal{E}_{\text{sq}}(\tau) = \frac{8\tau}{\pi} + \frac{4\tau^2}{\pi} + \frac{14\tau^3}{\pi} + \frac{265\tau^4}{6\pi} + O(\tau^5) \tag{B24}
\]

\[
\mathcal{E}_{\text{sq}}(\tau, \tilde{E}_F^{\text{eq}}) = \frac{(\tilde{E}_F^{\text{eq}})^2}{2\pi^2} \left( \frac{1 + 2 \ln \frac{16}{\tilde{E}_F^{\text{eq}}} }{4} \right) \\
+ \frac{(\tilde{E}_F^{\text{eq}})^2}{1024} \left( -3 + 4 \ln \frac{16}{\tilde{E}_F^{\text{eq}}} \right) + \frac{\tau \tilde{E}_F^{\text{eq}}}{18} \left( -2 - 3 \ln \frac{16}{\tilde{E}_F^{\text{eq}}} \right) + \frac{\tau^2}{2} \left( -1 + 2 \ln \frac{16}{\tilde{E}_F^{\text{eq}}} \right) + o(\text{4th order}). \tag{B25}
\]

\[
\mathcal{E}_0(\tau) = \mathcal{E}_0(0) + A_{\mathcal{E}_1}\tau + A_{\mathcal{E}_2}\tau^2 + A_{\mathcal{E}_3}\tau^3 + A_{\mathcal{E}_4}\tau^4 + o(\tau^4), \tag{B26}
\]

where \( \mathcal{E}_0(0) = -8/\pi^2, \)

\[
A_{\mathcal{E}_n} = \frac{1}{n!} \int_{\varepsilon_1}^{0} \varepsilon \rho(\varepsilon, \tau) \bigg|_{\tau=0} \frac{\partial^n}{\partial \tau^n} d\varepsilon, \tag{B27}
\]

and numerical calculation yields

\[
A_{\mathcal{E}_1} = 2 - 8/\pi, \tag{B28}
\]

\[
A_{\mathcal{E}_2} = -1.81362, \tag{B29}
\]

\[
A_{\mathcal{E}_3} = -14/\pi, \tag{B30}
\]

\[
A_{\mathcal{E}_4} = -14.455. \tag{B31}
\]
Summing all contributions we have

\[
\mathcal{E}_{\text{sq}}(\tau, \tilde{E}_{\text{F}}^\text{sq}) = -8/\pi^2 + 2\tau + \left( A_4 + \frac{4}{\pi} \right) \tau^2 + \left( A_4 + \frac{265}{6\pi} \right) \tau^4
\]

\[
+ \left( \tilde{E}_{\text{F}}^\text{sq} / 2\pi^2 \right)^2 \left( \frac{1 + 2 \ln \frac{16}{E_{\text{F}}^\text{sq}}}{4} + \left( \tilde{E}_{\text{F}}^\text{sq} / 1024 \right)^2 \left( -3 + 4 \ln \frac{16}{E_{\text{F}}^\text{sq}} \right) + \frac{\tau \tilde{E}_{\text{F}}^\text{sq}}{18} \left( 2 - 3 \ln \frac{16}{E_{\text{F}}^\text{sq}} \right) + \frac{\tau^2}{2} \left( -1 + 2 \ln \frac{16}{E_{\text{F}}^\text{sq}} \right) \right). \tag{B32}
\]

We now substitute \( \tau = w \tilde{E}_{\text{F}}^\text{sq} = \left( w_0 + \gamma \left( \tilde{E}_{\text{F}}^\text{sq} \right)^2 \right) \tilde{E}_{\text{F}}^\text{sq} \) to obtain

\[
\mathcal{E}_{\text{sq}}(\tau, \tilde{E}_{\text{F}}^\text{sq}) = -8/\pi^2 + 2\tau + \sum_{k=2,4} \sum_{n=0}^k a_{kn}^\text{sq} w_0^n \left( \tilde{E}_{\text{F}}^\text{sq} \right)^k, \tag{B33}
\]

where coefficients \( a_{kn}^\text{sq} \) read

\[
\begin{align*}
a_{20}^\text{sq} &= -1/(8\pi^2) = -0.0126651, \tag{B34} \\
a_{21}^\text{sq} &= 2/\pi^2 = 0.202642, \tag{B35} \\
a_{22}^\text{sq} &= A_4 + 4/\pi = -0.54038, \tag{B36} \\
a_{40}^\text{sq} &= -7/(2048\pi^2) = -0.000346313, \tag{B37} \\
a_{41}^\text{sq} &= -5A_4/2304 + (89 - 5\pi)/(576\pi^2) = 0.0168282, \tag{B38} \\
a_{42}^\text{sq} &= 5A_4/48 + (5\pi - 17)/(12\pi^2) = -0.199828, \tag{B39} \\
a_{43}^\text{sq} &= 4(1 - \pi)/\pi^2 - A_4 = 0.945664, \tag{B40} \\
a_{44}^\text{sq} &= \frac{1}{4} A_4 + 2\pi A_{13} + A_4 + \frac{361 - 82\pi}{6\pi} = -1.35695. \tag{B41}
\end{align*}
\]

**Sc lattice.** We expand the free energy per one spin projection

\[
\mathcal{E}_{\text{sc}}(\tau) = \frac{1}{N} \sum_{k} t_k^\text{sc} \theta(E_{\text{F}}^\text{sc} - t_k^\text{sc}(\tau)), \tag{B42}
\]

for sc lattice with electron spectrum

\[
t_k^\text{sc}(\tau) = [-2(\cos k_x + \cos k_y + \cos k_z) + 4\tau(\cos k_x \cos k_y + \cos k_y \cos k_z + \cos k_x \cos k_z)]t. \tag{B43}
\]

where the Fermi energy \( E_{\text{F}}^\text{sc} \) is determined from the equation

\[
I_{\text{sc}}(\tau) = \frac{1}{N} \sum_{k} \theta(E_{\text{F}}^\text{sc} - t_k^\text{sc}(\tau)) = 1/2. \tag{B44}
\]

Below we omit the argument of \( t_k^\text{sc} \) for brevity. We directly differentiate Eq. \[B44\] with respect to \( \tau \) to obtain

\[
\frac{1}{N} \sum_{k} \partial_\tau (E_{\text{F}}^\text{sc} - t_k^\text{sc}) \theta(E_{\text{F}}^\text{sc} - t_k^\text{sc}(\tau)) = 0, \tag{B45}
\]

so we obtain

\[
\partial_\tau E_{\text{F}}^\text{sc} = \rho_{10}^\text{sc}(E_{\text{F}}^\text{sc})/\rho_0^\text{sc}(E_{\text{F}}^\text{sc}), \tag{B46}
\]

where the partial DOS

\[
\rho_n^\text{sc}(E; \tau) = \frac{1}{N} \sum_{k} [\partial_\tau t_k^\text{sc}(\tau)]^{n} \delta(E - t_k^\text{sc}(\tau)) \tag{B47}
\]

is introduced and \( \rho_0^\text{sc}(E; \tau) = \rho_{\text{sc}}(E, \tau) \). We expand \( \mathcal{E}_{\text{sc}}(\tau) \) in powers of \( \tau \) to calculate

\[
\frac{\partial \mathcal{E}_{\text{sc}}}{\partial \tau} = \frac{1}{N} \sum_{k} [t_k^\text{sc} \partial_\tau (E_{\text{F}}^\text{sc} - t_k^\text{sc}) \delta(E_{\text{F}}^\text{sc} - t_k^\text{sc}) + \partial_\tau t_k^\text{sc} \theta(E_{\text{F}}^\text{sc} - t_k^\text{sc})]. \tag{B48}
\]

\[\]
Due to Eq. (B14) the first term vanishes. Using the bipartite character of the lattice, \( E_F(0) = 0 \), \( \partial_x t_{sc}^c = \partial_x t_{sc}^c \), \( t_{sc}^c + Q(\tau = 0) = -t_{sc}^c(\tau = 0) \), we shift summation momentum \( k \rightarrow k + Q \) in the latter formula at \( \tau = 0 \) and obtain

\[
\frac{\partial E_{sc}}{\partial \tau} \bigg|_{\tau=0} = \frac{1}{N} \sum_k \partial_x t_{sc}^c \cdot \partial_x (E_F^c - t_{sc}^c) \delta(E_F^c - t_{sc}^c) = (\partial_x E_F^c) \rho_1(E_F^c; \tau) - \rho_2(E_F^c; \tau). \tag{B49}
\]

From the Eq. (B48) we get

\[
\frac{\partial^2 E_{sc}}{\partial \tau^2} = \sum_k \partial_x t_{sc}^c \cdot \partial_x (E_F^c - t_{sc}^c) \delta(E_F^c - t_{sc}^c) = (\partial_x E_F^c) \rho_1(E_F^c; \tau) - \rho_2(E_F^c; \tau). \tag{B50}
\]

Using Eq. (B40) we obtain

\[
\frac{\partial^2 E_{sc}}{\partial \tau^2} = \frac{(\rho_{sc}^c(E; \tau))^2}{\rho_{sc}(E; \tau)} - \rho_{sc}^c(E; \tau). \tag{B51}
\]

We calculate \( \rho_{sc}^c(E_F^c = 0) \), that corresponds to the case of half-filling,

\[
\rho_n(E_F^c = 0) = \frac{4^n}{2t} \int \frac{dk}{(2\pi)^3} (\cos k_x \cos k_y + \cos k_y \cos k_z + \cos k_x \cos k_z)^n \delta(\cos k_x + \cos k_y + \cos k_z). \tag{B52}
\]

Since for the integration domain \( \cos k_z = -\cos k_x - \cos k_y \),

\[
\rho_n(E_F^c = 0) = \frac{(-4)^n}{2t \pi^3} \int \frac{dr_x}{\sqrt{1 - r_x}} \int \frac{dr_y}{\sqrt{1 - r_y}} \int \frac{dr_z}{\sqrt{1 - r_z}} (r_x^2 + r_y^2 + r_z r_y)^n \delta(r_x + r_y + r_z). \tag{B53}
\]

Introducing \( r_a = \cos k_a \), \( a = x, y, z \) we have

\[
\rho_n(E_F^c = 0) = \frac{(-4)^n}{2t \pi^3} \left[ \int_0^{r_x} \frac{dr_x}{\sqrt{1 - r_x}} \int_0^{r_y} \frac{dr_y}{\sqrt{1 - r_y}} \int_0^{r_z} \frac{dr_z}{\sqrt{1 - r_z}} (r_x^2 + r_y^2 + r_x r_y)^n \theta(1 - r_x + r_y) + \right.
\]

\[
\left. + \int_0^{r_x} \frac{dr_x}{\sqrt{1 - r_x}} \int_0^{r_y} \frac{dr_y}{\sqrt{1 - r_y}} \int_0^{r_z} \frac{dr_z}{\sqrt{1 - r_z}} (r_x^2 + r_y^2 + r_x r_y)^n \theta(1 - r_x + r_y) \right]. \tag{B54}
\]

We take into account that the regions \( r_x < 0, r_y > 0 \) and \( r_x > 0, r_y < 0 \) yield the same contributions; the same takes place also for \( r_x, r_y < 0 \) and \( r_x, r_y > 0 \) (we account this by adding the factor of 2).

\[
\rho_n(E_F^c = 0) = \frac{(-4)^n}{\pi^3 t} \left[ \int_0^{+1} \frac{dr_x}{\sqrt{1 - r_x}} \int_0^{+1} \frac{dr_y}{\sqrt{1 - r_y}} \int_0^{+1} \frac{dr_z}{\sqrt{1 - r_z}} (r_x^2 + r_y^2 + r_x r_y)^n \theta(1 - r_x + r_y) + \right.
\]

\[
\left. + \int_0^{+1} \frac{dr_x}{\sqrt{1 - r_x}} \int_0^{+1} \frac{dr_y}{\sqrt{1 - r_y}} \int_0^{+1} \frac{dr_z}{\sqrt{1 - r_z}} (r_x^2 + r_y^2 + r_x r_y)^n \theta(1 - r_x + r_y) \right]. \tag{B55}
\]

Direct numerical calculation yields \( \rho_{sc}^c(0; 0) = 0.142127, \rho_{sc}^c(0; 0) = -0.353038, \rho_{sc}^c(0; 0) = 1.023248 \) then the formula (B51) yields at \( \tau = 0 \),

\[
a_{sc,PM}^2 = \frac{\left[ \rho_{sc}^c(0; 0) \right]^2}{\rho_{sc}(0; 0)} - \rho_2^c(0; 0) = -0.146317. \tag{B56}
\]

Therefore we get to the leading order the free energy per one spin projection

\[
E_{sc}(\tau) \approx E_{sc}(0) + a_{sc,PM}^2 \tau^2 / 2.
\]
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