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Abstract In this work, we describe the development of Polar Gini Curve, a method for characterizing cluster markers by analyzing single-cell RNA sequencing (scRNA-seq) data. Polar Gini Curve combines the gene expression and the 2D coordinates (“spatial”) information to detect patterns of uniformity in any clustered cells from scRNA-seq data. We demonstrate that Polar Gini Curve can help users characterize the shape and density distribution of cells in a particular cluster, which can be generated during routine scRNA-seq data analysis. To quantify the extent to which a gene is uniformly distributed in a cell cluster space, we combine two polar Gini curves (PGCs)—one drawn upon the cell-points expressing the gene (the “foreground curve”) and the other drawn upon all cell-points in the cluster (the “background curve”). We show that genes with highly dissimilar foreground and background curves tend not to uniformly distributed in the cell cluster—thus having spatially divergent gene expression patterns within the cluster. Genes with similar foreground and background curves tend to uniformly distributed in the cell cluster—thus having uniform gene expression patterns within the cluster. Such quantitative attributes of PGCs can be applied to sensitively discover biomarkers across clusters from scRNA-seq data. We demonstrate the performance of the Polar Gini Curve framework in several simulation case studies. Using this framework to analyze a real-world neonatal mouse heart cell dataset, the detected biomarkers may characterize novel subtypes of cardiac muscle cells. The source code and data for Polar Gini Curve could be found at http://discovery.informatics.uab.edu/PGC/ or https://figshare.com/projects/Polar_Gini_Curve/76749.
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Introduction

High-dimensional single-cell gene expression data embeds rich spatial information that can help biomedical researchers understand how cells or genes relate to each other in complex biosystems [1]. In the physiological context, spatial information refers to the relative spatial organization of individual cells to one another and how they organize into tissues or organs from single cells. Spatial transcriptomic research [2–4] aims to map individual cells to a reference tissue [5–7]. Tissue reference images, therefore, may provide a 2D or 3D “spatial template” with which one may map the original location of cells. This template allows the reconstruction of 2D distributions (a “spatial pattern”) of gene expressions of each cell within a physiological space. Examples of the reconstruction techniques include: comparing the spatial patterns of different “marker genes” [8], drawing “contour lines” among subsets of cell
populations sharing similar spatial patterns [9], or detecting “outliers” from the cell populations. Spatial information can also be present in the non-physiological context. For example, dimensional reduction and embedding techniques [10–14] help researchers visualize all cells in a low-dimensional 2D/3D projected space, which do not readily map to the cell’s original physiological spatial location to one another. Instead, the gene expression spatial patterns here refer to shared “gene expression pattern similarity”. The more in common two cells share with each other their n-dimensional gene expression vectors, the more likely they are placed closely together in the 2D/3D space by the embedding and other projection techniques. The less in common two cells share with each other their n-dimensional gene expression vectors, the less likely they are placed closely together in the 2D/3D space. Even though spatial patterns of cells in an embedded space do not confer cellular organization patterns, integrating spatial patterns of cells and their gene expression patterns in what we refer to as “gene expression spatial patterns” can further help us characterize gene expression heterogeneity, even within a given cell subpopulation (“cluster”).

In this work, we are interested in characterizing the spatial patterns of the expression of any gene \( X \) over a population of cells in an embedded space. Here, we introduce several useful concepts. First, there are two primary types of spatial patterns to be considered, i.e., the background pattern and the foreground pattern. For the “background pattern”, we refer to the spatial gene expression pattern for all cells in a particular cell population. For the “foreground pattern”, we refer to the spatial gene expression pattern for only cells expressing the particular gene \( X \) or a set of predefined genes in the same population of the background. Second, we consider spatial gene expression patterns primarily on two aspects, i.e., the cell population shape and the density distribution of cells in the population. For the “cell population shape”, we refer to the convex hull (or equivalent smoothed curve) encapsulating all points (“cells”) in a 2D embedding space. For the “density distribution” of cells, we refer to the count of all binned cells (either in the background or in the foreground) in the 2D embedding space project along an axis at a given angle. Third, we are interested in comparing spatial gene expression patterns by defining spatial gene expression pattern similarities among genes. For similar spatial gene expression patterns between two genes, we refer to genes, e.g., \( X \) and \( Y \), being expressed in a given population with similar spatial gene expression patterns relative to the background. Fourth, we are interested in applying the new analytic framework to the identification of marker genes for a given cell population. For marker genes, we refer to genes with similar spatial gene expression patterns between the foreground and the background in particular but not all cell subpopulation(s). With spatial gene expression pattern information available in the single-cell gene expression data, this new conceptual framework can enhance well-established nonparametric [15] and parametric [16–20] for identifying marker genes.

Based on this set of new concepts, we developed a novel analytical framework to process spatial gene expression patterns from single-cell expression data. In this framework, we incorporate into a new visual analytic tool called Polar Gini Curve, which takes into account of both cell population (or a cluster) shapes and cell density distribution within the cluster from 360-degree angles in the embedding space. Our strategy was to project the single-cell 2D cluster onto 360-degree angle-axes to explore all viewing angles of the cluster. On each viewing angle, the polar curve is derived from a calculation based on the Gini coefficient [21] between the foreground and the background, which measure inequality of cell-point distribution along the axis at the given viewing angle. We applied this framework first to detect spatial gene expression similarities between genes within the same single-cell cluster. Before our proposed solution, this problem has been challenging [22] due to data heterogeneity [19,23,24], the low sensitivity of standard bulk-expression techniques [25–28], and single-cell pipeline noise, particularly in embedding [12,17,29] and clustering [30–32]. Then, we demonstrated the feasibility of using this framework to detect gene expression spatial pattern similarities in several simulation case-studies. Last, applying our framework to analyzing neonatal mouse heart single-cell data [33], we were able to detect new marker genes characteristic of novel subtypes of cardiac muscle cells.

**Method**

**Constructing polar Gini curves for one set of cell-points**

Figure 1 demonstrates the workflow to compute two polar Gini curves (PGCs): one is for all cluster cell-points (background), and the other is for one gene in a cell cluster from the single-cell expression data (foreground). Our approach used the 2D embedding [29] and clustering results from single-cell expression data as the input. Starting from the 2D \( x-y \) embedding space, for an arbitrary angle \( \theta \), the pipeline projects the \( x-y \) coordinate [34] for every cell-point onto the \( z \)-axis (\( z \) score)

\[
z = x \cos(\theta) + y \sin(\theta)
\]  

(1)

We subtracted the \( z \) scores generated from Equation 1 with the smallest \( z \) to ensure that all \( z \) scores are non-negative, which is the requirement for computing the Gini coefficient. Then, it computed two Gini coefficients \( g_{sub} \) and \( g_{whole} \) to measure the inequality among the \( z \) scores. The \( g_{sub} \) coefficient only used the distribution of \( z \) scores obtained from cells expressing the gene. The \( g_{whole} \) coefficient would use the distribution of all \( z \) scores. The equation for Gini
The coefficient is described previously in [21].

\[ g = \frac{1}{2n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} |z_i - z_j| \]  \hspace{1cm} (2)

where \(i\) and \(j\) are arbitrary indices in the list of these \(z\) scores, and \(n\) is the size of the \(z\) score list. Repeating Equations 1 and 2 for multiple angles \(\theta\) spanning from 0 to \(2\pi\) would yield the corresponding list between \(g\) and \(\theta\), as shown in the bottom-right table in Figure 1. By default, there are 1000 angles \((n_{\theta} = 1000): 0, \pi/500, 2\pi/500, \ldots, 999\pi/500\). This would lead to two polar curves for Gini coefficients, one for the cell-points expressing the gene in the cluster, and one for all cell-points in the cluster.

### Identifying biomarkers using Polar Gini Curve

We hypothesize that the two curves would be closer in the marker-gene scenario than in the non-marker gene scenario. Therefore, we used the root mean square deviation (RMSD) metric, which is popular in computing fitness in bioinformatics field [35], to determine whether a gene is a marker in the cluster.

\[ RMSD = \frac{\sum_{\theta} (g_{sub}(\theta) - g_{whole}(\theta))^2 \nu_0}{n_{\theta}} \]  \hspace{1cm} (3)

Here, \(n_{\theta}\), also called the resolution, is the number of angles \(\theta\) for which we repeat Equations 1 and 2.

To compute the RMSD statistical \(P\) value for each gene in each cluster, first, we normalized (scaled) the RMSD computed in Equation 3 by its empirical cumulative distribution over all RMSD. This could be done by dividing RMSD for each gene (as in Equation 3) by the largest RMSD among all genes in each cluster. Then, the \(P\) value for each gene in the cluster is

\[ P \text{ value} (i) = \frac{1}{\sqrt{2\pi\sigma^2}} \int_{-\infty}^{U} e^{-\frac{(u-\bar{u})^2}{2\sigma^2}} du \]  \hspace{1cm} (4)

where \(U\) stands for the normalized RMSD.

We uniformly simulated the RMSD with the same cluster shapes, number of points, percentage of expressing genes as follows. 1) From the cluster 2D \(x\)-y embedded cell-point, we extracted the boundary points. These boundary points form the polygon representing the cluster shape (https://www.mathworks.com/help/matlab/ref/boundary.html). 2) To uniformly generate a random point inside the polygon, we applied the Monte-Carlo ‘randomizing by rejection’ method described in [37]. Briefly, we uniformly choose a point \((x, y)\) inside the rectangle covering the polygon. Then we used Matlab ‘inpolygon’ function (https://www.mathworks.com/help/matlab/ref/inpolygon.html) to check and accept if the point is inside the polygon. We repeat this process until the number of accepted points is the same as the number of points in the real cluster. This would create a uniformly simulated cluster with the same shape and number of points to the original cluster. 3) We randomly selected the number of points equal to the number of ‘cell expressing genes’. From these, we can compute a simulated RMSD.

### Setting up simulations to demonstrate Polar Gini Curve

In this work, to demonstrate how the Polar Gini Curve functions, we set up two simulations. In the first simulation, the cell cluster in the \(x\)-y embedding space had 5000 points, which were uniformly generated in the unit circle \(x^2 + y^2 \leq 1\). In the second simulation, the 2D visualization of cell clusters had the shape identical to the real-world cluster...
obtained from visualizing the mouse fetal lung single-cell data [33] using tSNE [38]. We applied the sampling-by-rejection technique [37] to generate these cluster points as follows. In the first simulation, we randomly generated a point whose coordinates are between −1 and 1 using uniform sampling, then accepted the point if it had $x^2 + y^2 \leq 1$.

In the second simulation using mouse fetal lung single-cell data [33] (http://bis.zju.edu.cn/MCA), the random point coordinates were within the cluster coordinate range. We extracted the cluster boundary points, compute the polygon from these boundary points, which allowed deciding whether a point was inside the polygon using Matlab (https://www.mathworks.com/help/matlab/ref/inpolygon.html, https://www.mathworks.com/help/matlab/ref/boundary.html) as mentioned above. In each simulation, we randomly chose $m$ percentage of points ($m = 5, 10, 15, \ldots, 95$) and assumed that they represent the cells expressing the gene. For each $m$ percentage, we repeat the simulation 1000 times. In each simulation, we compute the RMSD between the ‘foreground’ and the ‘background’ curves (Equation 3).

Besides, to evaluate how the performance of Polar Gini Curve would change in dropout scenario, we modified the single-cell data simulator previously reported [39] as follows. First, we use the default parameters [39] to synthesize 2 clusters, such that each cluster has 6000 cells, 250 markers (total 500 cluster markers), and other 4500 genes. For each cluster marker, the average expression fold change when comparing two clusters was between 4 and 1000. We assigned the dropout probability for each gene from 0, 0.05, 0.10, …, to 0.45 such that there were 25 markers for each dropout probability. Then, in each cell, we randomly change the expression of marker genes to 0 according to their dropout probability. For each of the 4500 non-cluster markers, their expression in each cell was randomly between 0 and 500. We assigned the sparsity—defined as the percentage of non-expressing cells (expression)—for each non-cluster marker from 0, 5%, 10%, …, to 95%. In each cell, we randomly changed the expression of non-cluster marker gene to 0 according to its sparsity. We used the area under the curve (AUC) metric to evaluate whether the RMSD score could differentiate the 500 cluster-markers: whether each marker is specific for the first or the second clusters.

Identifying cardiac muscle cell clusters and markers in neonatal mouse heart single-cell dataset

We obtained the neonatal mouse heart single-cell case-study from the Mouse Cell Atlas [33] (http://bis.zju.edu.cn/MCA). We processed the data as specified previously [33]. After preprocessing, the dataset covered the expression of 19,494 genes in 5075 cells. We use tSNE [38] (without dimensional reduction) to embed the dataset into the 2D space. We used the density-based clustering algorithm [40] implemented in Matlab (https://www.mathworks.com/help/stats/dbscan.html) to identify 9 cell clusters. In the implementation, we chose the clustering parameters $\epsilon = 4$, $minpts = 40$. There were 788, 397, 2966, 156, 288, 123, 76, 125, 87 cell-points in cluster 1, 2, ..., 9, correspondingly. There were 69 cell-points for which the algorithm is unable to assign them to any clusters (visit https://figshare.com/articles/dataset/Supplemental_Data_3_Neonatal_Heart_Simulation/11933520 for more details).

We computed the percentage of expressing cells (the naïve approach) and RMSD score for all genes in all clusters. We removed genes expressing in less than 10% of the cluster cells. For comparison, in the naïve approach, in each cluster, we selected the top genes sorted by the highest percentage of expressing cells as the cluster markers. In the Polar Gini Curve approach, we selected genes with the smallest RMSD and $P < 0.05$ as the cluster markers. In this work, we focused on identifying the heart muscle cell clusters and their markers. We manually examined the distribution of cells expressing the well-known heart muscle cell markers including Myh7, Actc1, and Tnm2 [41–48].

Setting up the cluster ID re-identification

To compare the robustness of our Polar Gini Curve markers with other approaches, we set up the cluster ID re-identification as follows. From the visual coordinates and 9 clusters of 5075 cells in [33], we randomly divided the dataset into the training set (4060 cells; 80%) and the test set (1015 cells; 20%), such that the set has samples of all 9 clusters. Using the training set and marker expression found according to the RMSD score, in comparison with other approaches, we applied the neural network algorithm [49] to train models that identify cluster ID. We evaluated these models in the test set and recorded the classification accuracy and AUC. Here, we hypothesized that the ‘better’ markers would yield higher classification accuracy and AUC.

The other approaches being compared with Polar Gini Curve are listed below. The first is baseline approach. In this approach, we would train the classification models using expression of all genes. The second is the differential expression approach. In this approach, we use Fisher’s exact test [50], which computes the likelihood of a gene being expressed (raw expression $> 0$) in a cluster and compares to the likelihood of the gene being expressed outside the cluster. In this work, we select the differentially expressed gene (DEG) markers in each cluster according to the following criteria: odds ratio $> 5$ and the percentage of expressing cells ($m$) $> 50\%$. The third one is the SpatialDE [3] approach. SpatialDE finds the gene with high variance regarding the distribution of ‘point’ on the spatial 2D space. The ‘null’ hypothesis in this approach is that the gene distribution in the ‘spatial space’ follows a multivariate
normal distribution. The marker is selected if the gene expression distribution is significantly different from the null distribution, recorded in the \( P \) value. In this work, we select the SpatialDE marker according to the following criteria: \( q \) value (adjusted \( P \) value) < 0.05 and percentage of expressing cell (\( m \)) > 50%. In both the DEG and SpatialDE approaches, we sort the markers according to the decreasing order of \( m \). To make a fair comparison, we use the same number of markers, ranging from 5 to 100, found by Polar Gini Curve, DEG, and SpatialDE, to train the classification models.

**Results**

**In Polar Gini Curve, the RMSD value is strongly correlated with the percentage of expressing cells in a cluster**

In **Figure 2**, we show that the fitness between the cluster PGC and the subcluster PGC is strongly correlated with the percentage of expressing cells (‘subcluster’; \( m \)) in the circle-shaped simulation. Also, as \( m \) increases, the RMSD variance decreases. We represented the fitness by the RMSD as shown in the Method section. As indicated in **Figure 2**, for each \( m \) (ranging from 5 to 95), we randomly generated 1000 subclusters and their PGCs. The detailed result of this simulation could be found at [https://figshare.com/articles/dataset/Supplemental_Data_1_Circle-shaped_Simulation/11933421](https://figshare.com/articles/dataset/Supplemental_Data_1_Circle-shaped_Simulation/11933421).

In addition, we observed a similar correlation when experimenting with mouse fetal lung single-cell data [33]. **Figure 3A** shows the dataset clusters visualized using tSNE [38] and the chosen cluster. To synthesize a 3000-point cluster with the same shape to the chosen cluster, we still applied the random-by-rejection [37] as presented in Method section. **Figure 3B** still shows a strong correlation between \( m \) and RMSD. The detailed result of this simulation could be found at [https://figshare.com/articles/dataset/Supplemental_Data2_Neonatal_Mouse_Lung_Simulation/11933475](https://figshare.com/articles/dataset/Supplemental_Data2_Neonatal_Mouse_Lung_Simulation/11933475).

On the other hand, the Polar Gini Curve approach has the potential to answer whether the marker could identify subpopulations of cells in a cluster. **Figure 4A** demonstrates the 30,000-point cluster with ring shape \( 0.25 \leq x^2 + y^2 \leq 1 \); here, this ring is defined as the subcluster. In this case, \( m = 75 \). In this example, RMSD = 0.033 (**Figure 4B**), which is greater than the RMSD distribution computed from the random and uniformly distributed cluster with the same \( m \) (**Figure 4C**). Here, when the cluster is random and uniformly distributed, RMSD is less than \( 2 \times 10^{-3} \).

**Figure 5** shows a decrease of Polar Gini Curve performance in the dropout scenario. Briefly, the synthetic data has 2 clusters, 250 distinct markers for each cluster. Each gene has a specific dropout rate as presented in the Method section. Using the RMSD scores in each cluster to differentiate these 500 cluster-specific markers, we observed a very high AUC (> 0.95) when the dropout probability is small (\( \leq 0.05 \)). However, AUC decreases significantly with the increase in dropout probability (**Figure 5A**). This phenomenon further demonstrates the strong association between RMSD and the percentage of expressing cells. When the dropout rate increases, the percentage of expressing cells decreases; therefore, RMSD may mischaracterize a high-dropout marker as non-marker.

**Case-study: Polar Gini Curve identifies heart muscle cell in neonatal mouse heart single-cell dataset**

**Polar Gini Curve detects markers to support cell-type identification in single-cell mouse neonatal heart data**

**Figure 6** summarizes the neonatal mouse heart single-cell data [33] and its 9-cluster markers. **Figure 6A** visualizes...
these 9 clusters with tSNE. In total 258 genes were identified based on RMSD scores by Polar Gini Curve, which is the union of 100 genes with the smallest RMSD (100-PCG-RMSD) found in each cluster, marking these clusters (Data S3). Figure 6B and C showed that the gene-cluster marker association reflects the underlying gene expression in the scRNA-seq data. In these heatmaps, each row corresponds to one gene.

We identified the muscle cell clusters 1, 4, and 9 by the expression of Myh7, Actc1, and Tnnt2, which strongly express in muscle cell type [41–48] (Figure 7). Compared to the naïve method using the percentage of expressing cells, our Polar Gini Curve approach is significantly better by detecting Actc1, which are missed by the naïve approach (Figure 8). Furthermore, our approach identified Mgrn1 [51,52], Ifitm3 [53], Myf6b [54] marking cluster 1, which could play important roles in cardiac muscle functionality, heart failure, and heart development. These genes are not identified using the naïve approach, which was based only on the highest percentages of cells expressing the genes (Figure 8). On the other hand, among genes having a high percentage of expressing cells, results obtained using Polar Gini Curve suggest that Ndufa4l2, Mdh2, and Atp5g1 may not be heart muscle cell markers. However, they could suggest a subtype of heart muscle cells (Figure 9). The percentage of expressing cells, RMSD, statistical P value, and ranks for all genes could be found at https://figshare.com/articles/dataset/Supplemental_Data_3_Neonal_Hearnt_Simulation/11933520.

Re-identifying the cell cluster ID from markers

We observe that the markers found by the Polar Gini Curve approach achieve better performance than the similar SpatialDE [3] markers and similar performance to the DEG when being used to re-identify cell cluster ID. Briefly, after computing the visual coordinates and cluster IDs of all cells, we randomly split the dataset [33] into the training (80%) and test (20%) sets. We only applied the baseline Polar Gini Curve, SpatialDE, and DEG approaches to find the markers and built machine learning models to predict the cell cluster IDs from the markers in the training set. In this experiment, we used all genes to train the predictor in the baseline approach. A detailed description of this experiment could be found in the Method section. Evaluating the prediction models in the test set, the Polar Gini Curve approach performs close to the DEG; both have cluster ID prediction accuracy > 0.9 and AUC > 0.95 on average (Figure 10). These two approaches significantly outperform SpatialDE, whose accuracy is just above the baseline. The detailed results for this analysis, which belong to Supplemental Data 3, are available at https://figshare.com/account/projects/
Discussion

In this work, we show that integrating the embedded information, which does not often have a deterministic relationship with gene expression and is primarily for clustering a visualization, could lead to new insights into biomarker discovery in single-cell data. In the mouse neonatal heart case study, our Polar Gini Curve approach could recall Actc1 as the marker characterizing heart muscle cells. Meanwhile, the approach using the percentage of expressing cells may fail to recall because a large percentage of cells does not capture Actc1 transcript. Therefore, our proposed technique has the potential to handle analytical

Figure 5  Recalling cluster marker in dropout simulation based on RMSD
A. Heatmap showing the simulation design of 500 markers (250 cluster 1 genes and 250 cluster 2 genes) and 4500 neutral genes, with dropout probability ranging 0–0.45 and percentage of cells expressing ranging 5%–95%, respectively. B. 2D visualization of the simulation data. C. Correlation between AUC and dropout probability.

Figure 6  Characterizing cell clusters and identifying cluster cell type by applying Polar Gini Curve to mouse neonatal heart scRNA-seq dataset
A. tSNE plot showing 9 cell clusters for a mouse neonatal heart scRNA-seq dataset [29]. B. Gene-cluster relationship for 258 genes identified based on RMSD, representing the union of 100 genes with the smallest RMSD found in each cluster. Genes identified as cluster markers are indicated in magenta and genes as non-markers are indicated in cyan. C. Expression heatmap for the 258 genes as indicated in (B).

https://figshare.com/account/projects/76749/articles/11933520?file=21907953  and https://figshare.com/account/projects/76749/articles/11933520?file=21907956.
issues due to single-cell data quality, such as short read length and low sequencing depth [55–57]. On the other hand, for genes having high percentage of expressing cells, the Polar Gini Curve approach could further show that these genes may characterize novel cardiac muscle cell subtypes for future studies, such as *Mdhh2* and *Myl6b*. Therefore, we suggest that the biomarker discovery problem could be divided into two subproblems: the ‘global markers’ specify cell types, and the ‘local markers’ specify subtypes. We could solve these two subproblems by the appropriate integration of gene expression and visual information.

In this work, we primarily demonstrate how Polar Gini Curve detects markers for a single cluster, which does not need the gene expression information from other clusters in the dataset. The approach could be extended to incorporate the ‘global’ expression as follows. First, a Polar Gini Curve analysis can be performed with marker cells as the foreground and all cells (regardless of their cluster assignments) as the background. Second, a Polar Gini Curve analysis can be performed for each cluster in the dataset independently and compare among the cluster marker lists. In the neonatal mouse heart case study, this approach shows two types of marker: one expressed globally in all clusters, which are likely heart-tissue specific; the other expressed locally in one or some specific cluster, which are likely cell-type specific.

In addition to our proposed Polar Gini Curve approach, we could apply several alternative strategies to integrate the gene expression and visual information to solve the single-cell biomarker discovery problem. For example, the fractal dimension analysis strategies [58,59], which focus on evaluating the uniformity of cell-point distribution, could be applied to identify markers in which the expressing cells distribute more densely than they are in the overall cluster. Also, we could also customize the statistical texture analysis in image processing, such as homogeneity and integrity [60,61], to analyze the difference between the overall cluster cell-point and cell-expressing gene point as the metric to determine markers. On the other hand, choosing the appropriate visual approaches depends on the nature of the data and the problem. Our experiment with the rei-identifying cluster ID shows that the well-established SpatialDE [3] does not outperform our approach and the...

**Figure 7** UMAP plot for heart muscle cell clusters identified by gene expression heatmap

Cell clusters were identified by the expression patterns of genes *Myh7* (A), *Actc1* (B), and *Tnnt2* (C) in 9 cell clusters for a mouse neonatal heart scRNA-seq dataset [29] as shown in Figure 6A. The data were obtained from http://bis.zju.edu.cn/MCA.

**Figure 8** Polar Gini Curve highlights cluster 1 makers that do not have high percentage of expressing cells

tSNE plots showing the expression of cluster 1 marker genes *Actc1* (A), *Mgen1* (B), *Ifitm3* (C), and *Myl6b* (D) are presented on the left and their respective PGCs are presented on the right. Number in the parenthesis indicates the rank of the respective gene in cluster 1. Genes are ranked based on the percentage of expressing cells (from the highest to the lowest, with low rank number indicating high percentage) on the left, and RMSD value (from the lowest to the highest, with low rank number indicating low RMSD value) on the right, respectively.
DEG approach. One explanation is that in our scenario, a good marker for identifying cell type usually follows a good ‘default’ distribution over the visual space; meanwhile, SpatialDE aims to find markers that are expressed significantly different from a default distribution.

The major limitation of our proposed Polar Gini Curve approach is the long computational time, especially when compared to the DEG approach. This is similar to SpatialDE, which also uses visual information to detect marker genes. The DEG approach may only need to compute one statistical test to determine whether a gene is a marker for all clusters. Meanwhile, to draw the curves, Polar Gini Curve would need to compute hundreds to thousands of Gini coefficients, which depends on the desired curve resolution, to characterize one gene in one cluster. Due to the long computational time, we were not able to create multiple simulations, which is the ideal approach, and run to compute the statistical $P$ value for the RMSD score. Therefore, we decided to reapply the estimation presented to compute the $P$ value. This approach is computationally more efficient but may not well reflect the statistical characteristic of the single-cell data. Besides, we have not fully tackled the problem of choosing the right threshold to determine whether a gene is expressed in a cell. Because of the strong association between RMSD score and the percentage of expressing cells, we expect that the result would be significantly different when choosing a different threshold to determine whether a gene is expressed in a cell. In this work, choosing 0 as the threshold still yields good performance because of the high sparsity in the real dataset.

### Conclusion

In this work, we have presented Polar Gini Curve, a novel technique to detect marker genes from the single-cell RNA expression data using visual information. In principle, our approach could complement the state-of-the-art approaches:

**Figure 9** Polar Gini Curve shows that genes having high percentage of expressing cells may not be markers in cluster 1. tSNE plots show the expression of genes *Ndufa4l2* (A), *Mdh2* (B), and *Atp5g1* (C). Genes appearing to highlight a local subcluster are presented on the left, and their respective PGCs are presented on the right. Number in the parenthesis indicates the rank of the respective gene in cluster 1. Genes are ranked based on the percentage of expressing cells (from the highest to the lowest, with low rank number indicating high percentage) on the left, and RMSD value (from the lowest to the highest, with low rank number indicating low RMSD value) on the right, respectively.

**Figure 10** Performance in re-identifying cell cluster ID with Polar Gini Curve, SpatialDE, and DEG. A. Accuracy in cell cluster prediction. B. Average AUC of 9 cell clusters predicted. The x-axis shows the number of top-significant markers being selected to train the prediction models. For Polar Gini Curve, markers were ranked from the lowest to the highest RMSD values (low rank number indicates low RMSD value), while for DEG and SpatialDE approaches (baseline), markers were ranked from the lowest to the highest $P$ values (low rank number indicates low $P$ value; $P < 0.05$ indicates statistical significance). Data were obtained from [3]. More details are provided in the section for “Setting up the cluster ID re-identification”.
Polar Gini Curve finds marker genes, such that the expressing cells are evenly distributed throughout the cluster space; meanwhile, the state-of-the-art approaches find marker genes assuming a multivariate normal distribution of expression in the visual space. We have demonstrated that Polar Gini Curve performs better in some tasks in single-cell data analysis.

Data availability

All data and source code in this manuscript could be freely accessed at https://figshare.com/projects/Polar_Gini-Curve/76749. Source code and data for the circle-cluster simulation are downloadable at https://figshare.com/articles/dataset/Supplemental_Data_1_Circle-shaped_Simulation/11933421; source code and data for the mouse single-cell lung dataset are downloadable at https://figshare.com/articles/dataset/Supplemental_Data2_Neonatal_Mouse_Lung_Simulation/11933475; and source code and data for the mouse single-cell heart dataset are downloadable at https://figshare.com/articles/dataset/Supplemental_Data_3_Neonatal_Heart_Simulation/11933520.
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