Generalized reduced-order particle-in-cell scheme for Hall thruster modeling: concept and in-depth verification in the axial-azimuthal configuration
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Abstract:

Reduced-order particle-in-cell (PIC) scheme is a novel modeling approach that enables computationally efficient electrostatic kinetic simulations of plasma. Through our previous publications, we demonstrated the potentials of a preliminary implementation of this novel PIC scheme to resolve the multi-dimensional plasma processes and their interactions in a Hall thruster in a manner close to traditional multi-dimensional electrostatic PIC simulations. In this work, we first introduce a mathematically mature formulation for the dimensionality reduction of Poisson’s equation, which enables the generalized reduced-order “quasi-multi-dimensional” PIC scheme. We present the proof that the dimensionally reduced Poisson’s equation converges to the multi-dimensional one in the limit. A reduced-dimension Poisson solver that incorporates the dimensionality reduction formulation is then verified for general 2D Poisson problems. Next, we present the results of several quasi-2D axial-azimuthal kinetic simulations we have performed using the fully generalizable implementation of the reduced-order electrostatic PIC scheme. Based on the detailed studies and analyses reported in this article, we show that the recent improvements in the formulation of the reduced-order PIC scheme notably augments its predictive capability, enabling the approach to reproduce quite accurately the results from reference full-2D axial-azimuthal PIC simulations in several conditions using very low-order approximations of the 2D problem. Moreover, higher order approximations allow us to recover the same characteristics, behaviors and effects reported in the literature regarding the azimuthal instabilities in Hall thrusters with simulations that still offer several factors reduction in the computational cost compared to traditional 2D3V PIC simulations. Finally, we discuss a series of sensitivity analysis results, including the influence of the cathode boundary condition and the azimuthal domain length on the predictions of the quasi-2D simulations. Accordingly, we have outlined the ongoing activities on the reduced-order scheme in the conclusions, which are aimed at gradually paving the way toward cost-effective and comprehensive three-dimensional studies of the physics in Hall thrusters.
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Section 1: Introduction

Hall thrusters are plasma-based in-space propulsion devices that can be used in a variety of mission scenarios, ranging from on-orbit servicing to near-Earth transportation and interplanetary exploration. They rely on electromagnetic fields to ionize the propellant and to accelerate the created plasma to generate thrust. Although Hall thrusters are relatively simple from an engineering standpoint and their basic operating principle is quite straightforward to understand, their underlying physics of operation is rather intricate. The complexity arises, in part, from the fact that, in the presence of a perpendicular configuration of electric and magnetic field in these thrusters, the plasma is subject to strong gradients and anisotropies, which are sources of a variety of instabilities and turbulence across a vast range of spatial and temporal scales. From an operational perspective, these instabilities significantly affect the thruster’s performance and lifetime, which ties the understanding of the physics to the development of efficient devices and their reliable in-space application.

Accordingly, Hall thrusters have gathered a notable scientific attention in the past decades. A considerable portion of research on Hall thrusters has been focused on deriving insights from the investigation of plasma processes and interactions using high-fidelity kinetic simulations to realize predictive models of Hall thrusters in a bid to enable their cost-effective numerically aided design and testing [1][2]. However, despite numerous efforts to this end [3][4][5][6][7], reliable prediction of the plasma behavior in Hall thrusters is still an elusive target. This is, in part, due to the fact that the dynamics of the charged particles and, in particular, the electrons’ cross-field mobility in the presence of plasma instabilities and turbulence is not yet fully understood.
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In this regard, it is becoming increasingly evident that a comprehensive understanding of the three-dimensional kinetic nature of the plasma dynamics in a Hall thruster is essential to fully comprehend the interplay among various plasma phenomena in the thruster and to establish links between these phenomena and their effect on the global discharge behavior [8]. Achieving this goal requires using 3D kinetic simulations since important aspects of the underlying physics can be lost by resorting to lower-dimensional 2D kinetic codes. However, 3D kinetic simulations are currently computationally unfeasible for real-world thruster geometries. Thus, in the absence of a comprehensive knowledge regarding the multi-scale, multi-dimensional plasma phenomena and their complex interactions in Hall thrusters, developing cost-effective predictive numerical simulations is yet to be achieved.

In this respect, noting the necessity of 3D kinetic simulations to thoroughly study plasma dynamics in Hall thrusters, and to address the issue of enormous computational cost associated with conventional multi-dimensional kinetic simulations that renders them impractical for real-size Hall devices [9], we introduced the reduced-order “pseudo-2D” electrostatic particle-in-cell (PIC) scheme in a prior publication [10]. In essence, our reduced-order PIC scheme relies on a dimensionality-reduction technique to decompose the multi-dimensional Poisson’s equation in the Vlasov-Poisson system into several one-dimensional components along the involved simulation directions. This, in turn, remarkably reduces the required number of computational cells and the total number of macroparticles.

In our previous works [10][11], we presented a preliminary formulation to split the 2D Poisson’s equation into a set of decoupled 1D Ordinary Differential Equations (ODE), which yielded the “pseudo-2D” PIC scheme. We studied the feasibility of the concept of reduced-order PIC scheme through performing several pseudo-2D kinetic simulations along various coordinates of a Hall thruster, i.e., axial-azimuthal, azimuthal-radial and axial-radial, comparing the results against the observations in full-2D reference cases. In this respect, although the feasibility studies were conducted with simulations that relied on a rather simple formulation for the splitting of Poisson’s equation, the essential capability of the approach to resolve the main physics and the interactions among plasma phenomena in different 2D configurations was demonstrated.

According to the remarkable potential observed for the preliminary pseudo-2D scheme, we present in this article a mathematically mature formulation for the decomposition of Poisson’s equation that leads to a generalizable dimensionality-reduction technique. Incorporating this dimensionality-reduction formulation in the PIC code yields the generalized implementation of the reduced-order or “quasi-multi-dimensional” PIC scheme. This novel PIC scheme allows us to ultimately realize computationally affordable high-fidelity 3D kinetic simulations of Hall thrusters.

Nevertheless, before proceeding to 3D simulations, the novelty of our approach necessitates following a meticulous verification strategy. Indeed, in the absence of 3D benchmarks, our strategy to verification of the reduced-order PIC scheme involves carrying out quasi-2D PIC simulations in various 2D configurations of a Hall thruster and to compare our results against those from full-2D PIC simulations. This strategy enables us to differentiate the dominant phenomena along different thruster’s dimensions and their impact(s) on the plasma processes along the other dimensions to assess whether the captured physics adequately resembles that represented in full-2D simulations. Based on this verification framework, the focus of the present article is to report in-depth verification results of the generalized reduced-order PIC in the 2D axial-azimuthal coordinates of a Hall thruster.

To this end, the remainder of this article is organized as follows: in Section 2, we present the mature formulation for the dimensionality reduction of Poisson’s equation, discuss some numerical implementation details associated with the reduced-order electrostatic PIC scheme, and provide an overview of the numerical advantages that this scheme has over traditional multi-dimensional PIC codes. In section 3, we demonstrate the mathematical validity of the dimensionality-reduction formulation. In this respect, we first provide the mathematical proof that the system of equations obtained by applying the dimensionality-reduction technique converges in the limit to the multi-dimensional Poisson’s equation. Second, we show the numerical verifications of the dimensionality-reduction approach for several canonical 2D Poisson problems. Section 4 is dedicated to the discussion of the results from the quasi-2D axial-azimuthal PIC simulations using the “low-order” approximations of the 2D problem. This is to verify that the “low-order” reduced-order PIC simulations allow us to recover with reasonable accuracy similar results and observations to those from full-2D reference simulations in the literature. We begin Section 4 by presenting the setup of the quasi-2D axial-azimuthal simulations. Next, we discuss the predictions of “low-order” quasi-2D simulations in various simulation conditions in terms of the time-averaged distribution of plasma properties, the characteristics of the resolved azimuthal instabilities and their contribution to electrons’ cross-field transport. In Section 5, we present a set of results from “high-order” quasi-2D simulations to
demonstrate that our reduced-order PIC simulation results practically converge to those from full-2D simulations, capturing the same physics at a reduced computational cost. We then discuss in Section 6 the sensitivity of the reduced-order axial-azimuthal simulations to various numerical aspects, including the implementation of the cathode boundary condition, the azimuthal length of the domain, and the number of macroparticles per cell in both the “low”- and “high-order” approximation limits. Finally, Section 7 provides the conclusions from the present study and outlines the future work.

Section 2: The concept of the reduced-order PIC scheme

As mentioned in Section 1, the reduced-order PIC scheme is first and foremost enabled through the dimensionality reduction of the multi-dimensional Poisson’s equation. Accordingly, we first present in this section the mature formulation of the dimensionality-reduction approach. Second, we discuss the main algorithmic modifications that are made in the PIC code as a result of the integration of the dimensionality-reduction approach to yield the reduced-order PIC scheme. We also present the computational advantage of the reduced-order PIC compared to the conventional schemes.

Without losing generality, and in line with the objective of this work to verify the reduced-order PIC scheme in a 2D axial-azimuthal configuration, we focus from this point forward on a two-dimensional problem and, thus, the 2D Poisson’s equation.

2.1. Formulation of the dimensionality-reduction approach for Poisson’s equation

To introduce the basic concepts behind the dimensionality-reduction approach, we first refer to Figure 1 in which a 2D domain with the extents $L_x$ and $L_y$ along the x- and y-direction, respectively, is represented by two perpendicular computation grids, one along x and one along y. The computational cells along the x-direction have the width $\Delta x$, determined according to the physics of the problem, and are extended over the entire $L_x$ extent of the domain. Similarly, the computational cells along y have the width $\Delta y$ and a length equal to $L_y$. We term this representation of the domain the “single-region” decomposition, since we have a single set of perpendicular grids representing the entire domain.

![Figure 1: Schematic of the computational domain and the defined “Region” for the single-region decomposition](image)

We define two potential functions $\phi^x$ and $\phi^y$, which are, by definition, only a function of the x- and y-coordinate, respectively, within a region. We approximate the 2D potential function $\phi(x,y)$ as the superimposition of these two potential functions, i.e.,

$$\phi(x,y) = \phi^x(x) + \phi^y(y). \quad \text{(Eq. 1)}$$

Substituting Eq. 1 in the 2D Poisson’s equation

$$\nabla^2 \phi(x,y) = \frac{\partial^2 \phi(x,y)}{\partial x^2} + \frac{\partial^2 \phi(x,y)}{\partial y^2} = -\frac{\rho(x,y)}{\epsilon_0} \quad \text{(Eq. 2)}$$

and integrating once along the horizontal (x) and once along the vertical (y) computation grid yields a coupled system of 1D Ordinary Differential Equations for $\phi^x$ and $\phi^y$, respectively,

$$\frac{d^2 \phi^x(x)}{dx^2} \bigg|_{x_{y_0}}^{x_{y_0+\Delta y}} + \frac{d \phi^y(y)}{dy} \bigg|_{y_y}^{y_{y'+\Delta y}} - \frac{d \phi^y(y)}{dy} \bigg|_{y_y}^{y_{y'-\Delta y}} = -\frac{1}{\epsilon_0} \int_{y_y}^{y_{y'+\Delta y}} \rho(x,y)dy, \quad \text{(Eq. 3)}$$

3
\[
d\frac{d^2 \phi^V(y)}{dy^2} L_x + \frac{d\phi^V(x)}{dx} \bigg|_{x_g-L-x_g} - \frac{d\phi^V(x)}{dx} \bigg|_{x_g-L-x_g} = -\frac{1}{\varepsilon_0} \int_{x_g-L-x_g}^{x_g-L-x_g} \rho(x,y) dx. \quad (\text{Eq. 4})
\]

In the above equations, \(\varepsilon_0\) is the permittivity of free space, and \(x_g\) and \(y_g\) are the locations of the y and x computation grid, respectively, with respect to the origin. \(\rho(x,y)\) is the 2D charge density distribution.

Clearly, the above single-region decomposition has a limited applicability in terms of the solutions it can reproduce. In order for the dimensionality-reduction approach and, hence, the reduced-order PIC scheme to be readily generalizable, we, thus, extend the single-region decomposition formulation described above to a “multi-region” decomposition (Figure 2), where the 2D domain is decomposed into a grid of \(N \times M\) regions, denoted by \(\Omega_{n,m}\). The regions’ boundary is defined such that it is equidistant from the two computational nodes adjacent to it. Within each region, there is a set of perpendicular grids along which the 1D potential functions \(\phi_n^x\) and \(\phi_m^y\) are resolved. Moreover, the 2D potential function is now approximated as

\[
\phi(x,y) = \phi_n^x + \phi_m^y, \quad \text{with} \quad x, y \in \Omega_{n,m}. \quad (\text{Eq. 5})
\]

![Figure 2: Schematic of the “multi-region” domain decomposition for the dimensionality reduction of Poisson’s equation](image)

Accordingly, Eqs. 3 and 4 are written as in Eqs. 6 and 7 for the multi-region decomposition, yielding the general formulation of the dimensionality-reduction approach.

\[
\left(\frac{d^2 \phi_n^x}{dx^2}\right)_{x=x_i} L_y, + \int_{y_g,n}^{y_g,n+L_y/2} \left(\frac{\partial \phi_n^y}{\partial x}\right)_{x=x_i+\Delta x} dy - \int_{y_g,n}^{y_g,n-L_y/2} \left(\frac{\partial \phi_m^y}{\partial x}\right)_{x=x_i-\Delta x} dy \left(\frac{1}{\Delta x}\right) + \frac{\partial \phi_m^y}{\partial y} \bigg|_{y=y_g,n-L_y/2} + \frac{\partial \phi_n^y}{\partial y} \bigg|_{y=y_g,n-L_y/2}
\]

\[
= -\frac{1}{\varepsilon_0} \int_{y_g,n-L_y/2}^{y_g,n+L_y/2} \rho(x,y) dy,
\]

\[
\left(\frac{d^2 \phi_m^y}{dy^2}\right)_{y=y_j} L_x, + \int_{x_g,m}^{x_g,m+L_x/2} \left(\frac{\partial \phi_n^x}{\partial y}\right)_{y=y_j+\Delta y} dx - \int_{x_g,m}^{x_g,m-L_x/2} \left(\frac{\partial \phi_m^x}{\partial y}\right)_{y=y_j-\Delta y} dx \left(\frac{1}{\Delta y}\right) + \frac{\partial \phi_m^x}{\partial x} \bigg|_{x=x_g,m+L_x/2} + \frac{\partial \phi_n^x}{\partial x} \bigg|_{x=x_g,m+L_x/2}
\]

\[
- \frac{\partial \phi_n^x}{\partial x} \bigg|_{x=x_g,m-L_x/2} + \frac{\partial \phi_m^x}{\partial x} \bigg|_{x=x_g,m-l_x/2} = -\frac{1}{\varepsilon_0} \int_{x_g,m-L_x/2}^{x_g,m+L_x/2} \rho(x,y) dx.
\]

In Eqs. 6 and 7, \(L_{x,m}\) and \(L_{y,n}\) are the horizontal and vertical extents of each region \(\Omega_{n,m}\), \(x_i\) is the x-coordinate of each computational node \(i\) along a horizontal grid and \(y_j\) is similarly the y-coordinate of each node \(j\) along a vertical grid.

Having solved the coupled system of equations given by Eqs. 6 and 7 with the appropriate boundary conditions, to be described shortly, the electric field is determined within each region using \(E = -\nabla \phi(x,y) = -\nabla (\phi_n^x(x) + \phi_m^y(y))\).
In Eqs. 6 and 7, it is important to note the appearance of the so-called “cross-derivative” terms $\frac{\partial \phi_n^x}{\partial y}$ and $\frac{\partial \phi_m^y}{\partial x}$, that take into account the variations in $\phi_n^x$ and $\phi_m^y$ when transitioning from one region to another along the y- and x-direction, respectively.

Moreover, recalling that, inside each region $\Omega_{n,m}$, $\phi_n^x$ is, by definition, constant along y, and $\phi_m^y$ is likewise constant along x, the integral terms within the second parentheses on the left-hand-side of Eqs. 6 and 7 are zero for the computational cells that reside entirely inside each region. In other words, the integrand terms $\frac{\partial \phi_n^x}{\partial y}$ and $\frac{\partial \phi_m^y}{\partial x}$ in Eq. 6 and, similarly, $\frac{\partial \phi_n^x}{\partial y} |_{y = y_j} \frac{\Delta y}{2}$ and $\frac{\partial \phi_m^y}{\partial x} |_{x = x_i} \frac{\Delta x}{2}$ in Eq. 7 are non-zero only when one side of a computational cell falls on a region’s boundary.

The boundary conditions accompanying Eqs. 6 and 7 are of the following general form

$$\left\{ \begin{aligned} \phi_n^x(x_b) + \phi_n^x(y_b) &= \frac{1}{L_{y,n}} \int_{y_n}^{y_b} \phi(x, y) \, dy, \\
\phi_n^y(y_b) + \phi_n^y(x_b) &= \frac{1}{L_{x,n}} \int_{x_n}^{x_b} \phi(x, y) \, dx, \end{aligned} \right. \tag{Eq. 8}$$

in which, $x_b$ and $y_b$ are the locations of the domain boundary along the x and y-direction, respectively. In addition,

$$\phi_m^{y0} = \frac{1}{L_{y,m}} \int_{y_m}^{y_n} \phi_m^y(y) \, dy, \quad \text{and,} \quad \phi_n^{y0} = \frac{1}{L_{x,n}} \int_{x_n}^{x_m} \phi_n^x(x) \, dx. \tag{Eq. 10}$$

The formulation presented above for the dimensionality-reduction approach provides a generalizable “quasi-multi-dimensional” approximation of Poisson’s problem, which is included in the PIC scheme to yield the reduced-order PIC.

2.2. Numerical implementation of the reduced-order PIC scheme and its computational benefit

The reduced-order PIC scheme is currently implemented as an electrostatic, explicit code, which is named IPPL (Imperial Plasma Propulsion Laboratory) code. The IPPL code is written entirely in Julia language [12]. It, overall, follows the standard algorithm of the particle-in-cell method [13][14]. The main difference between the reduced-order PIC code and a conventional one pertains to the module solving the electric potential. This module, which we term the “reduced-dimension” Poisson solver, is explained in the following. The other difference is in the module that scattering the pixel-based data (such as the electric charge) onto the grids and gathers the grid-based data (such as the electric field) onto the particles’ position. The particles’ information in the reduced-order PIC is scattered onto the computation grids corresponding to the dimensionality-reduction approach, i.e., in the most general case, $N$ horizontal grids along y and $M$ vertical grids along x. Similarly, the field information used to update the particles’ velocity and position are gathered from these computation grids.

The reduced-dimension Poisson solver numerically solves the system of equation given by Eqs. 6 and 7 using Julia’s built-in direct matrix solve algorithm based on the LU decomposition method. However, for the solver’s implementation in the PIC scheme, instead of directly solving the system of coupled Eqs. 6 and 7, the terms corresponding to the gradients of the potential function $\phi_m^y$ in Eq. 6 and, similarly, the terms representing the gradients of $\phi_n^x$ in Eq. 7 are moved to the right-hand side and are, thus, calculated from the previous timestep of the simulation. In this way, the system of equation is kind of decoupled, which is computationally beneficial as the size of the matrix to be solved at each time step is reduced by half.

It is also important to mention that, before calculating the right-hand-side derivative terms specified in the preceding paragraph and solely for the purpose of these calculations, a moving average filter with a pre-fixed window size is applied to the solutions of potential functions $\phi_n^x$ and $\phi_m^y$. The analysis of the sensitivity of the reduced-order simulation results to the size the filter’s window is presented in Section A.1 of the Appendix.

Following the above description of the numerical implementation of the reduced-order PIC scheme, we demonstrate quantitatively below the computational advantage that our novel PIC scheme has over traditional
simulations in a 2D case. Table 1 provides a comparison between the full-2D and the quasi-2D PIC schemes in terms of two simulation parameters, the number of cells ($N_{\text{cells}}$) and the total number of macroparticles at the beginning of the simulation ($N_{p,\text{init}}$).

|                | $N_{\text{cells}}$ | $N_{\text{PPC}}$ | $N_{p,\text{init}}$ |
|----------------|--------------------|------------------|---------------------|
| **Full-2D**    | $N_i \times N_j = 128,000$ | 150              | $1.92 \times 10^7$ |
| **Quasi-2D (Single region)** | $\max(N_i, N_j) = 500$ | 150              | $7.5 \times 10^4$  |
| **Quasi-2D (N x M regions)** | $\max(N \times N_i, M \times N_j) = 20,000$ | 150              | $3 \times 10^6$    |

Table 1: Comparison between a full-2D and quasi-2D PIC simulation in terms of the grid size ($N_{\text{cells}}$) and the total number of macroparticles at the simulation start ($N_{p,\text{init}}$); $N_{\text{PPC}}$ is the number of macroparticles per cell.

For the comparison in Table 1, we have considered a domain with $N_i = 500$ cells along the x-direction and $N_j = 256$ cells along the y-direction. These are the same number of computational cells used for the full-2D axial-azimuthal benchmark of Ref. [15], with which we will later compare the results of our reduced-order quasi-2D simulations. Looking at the last column of Table 1, the single-region quasi-2D PIC results in 256 times reduction in the computational cost. Moreover, decomposing the domain into multiple regions, e.g., $N = 20, M = 40$ which as will be seen in Section 5 practically provides the full-2D results in all respects, still translates into a computational gain by a factor of about 6.

**Section 3: Verification of the mathematical consistency of the dimensionality-reduction formulation**

The discussions in this section are aimed at verifying the mathematical consistency and generalizability of the dimensionality-reduction approach itself. In this regard, we start by presenting the proof that the formulation developed for the dimensionality reduction, discussed in the Section 2.1, mathematically converges to the 2D Poisson’s equation in the limit where the number of regions is the same as the number of 2D computational cells, i.e., $N = N_j$ and $M = N_i$, with $N_j$ being the cell number along the y-direction, and $N_i$ being the cell number along the x-direction.

Next, we show, in Section 3.2, the standalone verifications of the reduced-dimension Poisson solver. We intend to demonstrate that low-number-of-region approximations of a 2D Poisson problem are sufficiently representative of the problem’s full-2D solution and that, by increasing the number of regions, the approximate solutions from the reduced-dimension Poisson solver converge to the 2D solution.

**3.1. Proof of convergence to 2D Poisson’s equation**

We start by recalling the 2D Poisson’s equation

$$\nabla^2 \phi(x, y) = \frac{\partial^2 \phi(x, y)}{\partial x^2} + \frac{\partial^2 \phi(x, y)}{\partial y^2} = -\frac{\rho(x, y)}{\varepsilon_0}. \tag{Eq. 11}$$

As pointed out in Section 2.1, the dimensionality-reduction technique states that the 2D potential distribution within each generic region $\Omega_{n,m}$ can be expressed in terms of a linear superimposition of two potential functions $\phi_x^n$ and $\phi_y^m$, thus, $\phi(x, y) = \phi_x^n + \phi_y^m$. Accordingly, the 2D Poisson’s equation can be rewritten as follows in terms of the potential functions $\phi_x^n$ and $\phi_y^m$

$$\nabla^2 \phi(x, y) = \nabla^2 \phi_x^n(x) + \nabla^2 \phi_y^m(y) = \left(\frac{\partial^2 \phi_x^n}{\partial x^2} + \frac{\partial^2 \phi_x^n}{\partial y^2}\right) + \left(\frac{\partial^2 \phi_y^m}{\partial x^2} + \frac{\partial^2 \phi_y^m}{\partial y^2}\right). \tag{Eq. 12}$$

Rearranging the terms inside the parentheses in Eq. 12, we have

$$\left(\frac{\partial^2 \phi_x^n}{\partial x^2} + \frac{\partial^2 \phi_y^m}{\partial x^2}\right) + \left(\frac{\partial^2 \phi_x^n}{\partial y^2} + \frac{\partial^2 \phi_y^m}{\partial y^2}\right) = -\frac{\rho(x, y)}{\varepsilon_0}. \tag{Eq. 13}$$

Now, we refer to Figure 3, which depicts the schematics of two computational elements associated with the dimensionality-reduction approach. The graph on the left-hand side is the enlarged view of a computational
element along the x-direction within a region \( \Omega_{n,m} \), as seen before in Figure 2, with the width \( \Delta x \) and the length \( L_{y,n} \). Similarly, the graph on the right-hand side of Figure 3 is the enlarged view of a computational element along the y-direction with the width \( \Delta y \) and the length \( L_{x,m} \). \( x \) and \( y \) denote the positions of a specific computational node along the x- and y-direction.

In Figure 3, the terms \( E_N, E_S, E_E \) and \( E_W \) represent, respectively, the electric field components along the North, South, East, and West sides of a computational element. The definition of each electric field component, shown in Figure 3, is consistent with the definition presented in Section 2.1, i.e., \( \vec{E} = -\nabla \left( \phi_{x}(x) + \phi_{y}(y) \right) \). The colored differential terms are the “cross-derivative” terms, with the blue ones being the terms that are always non-zero in Eqs. 6 and 7, whereas the terms in red are only non-zero when one side of the computational element falls on a region’s boundary.

At this point, we recall the integral form of the Gauss’ law, as given by Eq. 14,

\[
\int_{\delta \Omega_{n,m}} \vec{E} \cdot d\vec{A} = \frac{Q}{\epsilon_0}. \tag{Eq. 14}
\]

in which \( \vec{E} \) is the electric field vector, \( \vec{A} \) is the vector representing the surface area of a computational element, and \( Q \) is the total charge enclosed within the computational volume. \( \delta \Omega_{n,m} \) denotes the boundary of the region \( \Omega_{n,m} \).

![Figure 3: Schematics of the horizontal and vertical computational elements associated with the dimensionality-reduction approach; (left) the vertical element for solving potential function \( \phi_{x} \) along the x-direction, (right) the horizontal element for solving potential function \( \phi_{y} \) along the y-direction.](image)

Noting the definitions provided in the preceding paragraphs and illustrated in Figure 3, the Gauss’s law can be written as in Eqs. 15 and 16 for each 2D horizontal and vertical computational element, respectively,

\[
(E_E - E_W) L_{y,n} + (E_N - E_S) \Delta x = \frac{Q^x(x)}{\epsilon_0} = \frac{1}{\epsilon_0} \rho^x(x) \Delta x L_{y,n}. \tag{Eq. 15}
\]

\[
(E_E - E_W) \Delta y + (E_N - E_S) L_{x,m} = \frac{Q^y(y)}{\epsilon_0} = \frac{1}{\epsilon_0} \rho^y(y) \Delta y L_{x,m}. \tag{Eq. 16}
\]

In Eqs. 15 and 16, \( Q^x \) and \( Q^y \) are the total charge averaged over the y- and x-direction, respectively, and \( \rho^x \) and \( \rho^y \) are the corresponding charge densities.

As we increase the number of regions, the lengths of the regions, \( L_{y,n} \) and \( L_{x,m} \) decrease. In the limit of having as many regions as there are computational cells, the length \( L_{y,n} \) approaches \( \Delta y \) and the length \( L_{x,m} \) approaches \( \Delta x \). In this situation, the two computational elements shown in Figure 3 effectively collapse on each other for each computational node with positions \( x \) and \( y \) within the 2D plane. Consequently, \( \rho^x \) and \( \rho^y \) become equal to \( \rho(x,y) \), which is the charge density at the computational node with coordinates \((x, y)\). Accordingly, in the limit, the Gauss’ law for any computational element is the summation of Eqs. 15 and 16, which can be written as below by substituting the definition of each electric field component from Figure 3,
\[
-2 \left( \left( \frac{\partial^2 \phi_n^x}{\partial x^2} + \frac{\partial^2 \phi_n^y}{\partial x^2} \right) x = x_{\ell} \right) - \left( \frac{\partial^2 \phi_m^x}{\partial x^2} + \frac{\partial^2 \phi_m^y}{\partial x^2} \right) x = x_{w} \right) \Delta y
-2 \left( \left( \frac{\partial^2 \phi_n^x}{\partial y^2} + \frac{\partial^2 \phi_n^y}{\partial y^2} \right) y = y_{n} \right) - \left( \frac{\partial^2 \phi_m^x}{\partial y^2} + \frac{\partial^2 \phi_m^y}{\partial y^2} \right) y = y_{w} \right) \Delta x = 2 \rho(x,y) \frac{e_0}{\varepsilon_0} \Delta x \Delta y. \tag{Eq. 17}
\]

Dividing both sides of Eq. 17 by 2 and by \(\Delta x \Delta y\), it is seen in Eq. 18 that we recover the 2D Poisson’s equation (Eq. 13), thus proving the mathematical consistency of the dimensionality-reduction formulation.

\[
\left( \frac{\partial^2 \phi_n^x}{\partial x^2} + \frac{\partial^2 \phi_n^y}{\partial x^2} \right) + \left( \frac{\partial^2 \phi_m^x}{\partial y^2} + \frac{\partial^2 \phi_m^y}{\partial y^2} \right) = -\rho(x,y) \frac{e_0}{\varepsilon_0} \tag{Eq. 18}
\]

### 3.2. Verification of the reduced-dimension Poisson solver for general 2D problems

Three canonical two-dimensional Poisson problems are chosen. The definitions of these three problems together with their corresponding boundary conditions are presented in Table 2. In all cases, the domain is a Cartesian (x – y) plane of unit length along the x and y directions. For simplicity, the permittivity of free space (\(\varepsilon_0\)) is assumed to be one for all problems. The number of computational cells for all cases are the same and equal to 200, i.e., \(N_x = N_y = 200\).

| Case No. | Definition | Boundary Conditions | Reference |
|---------|-----------|---------------------|----------|
| 1       | \(\phi_{xx} + \phi_{yy} = x^2 + y^2\) | \(\phi(x,0) = 0 ; \phi(x,L_y) = \frac{1}{2}x^2\) \[16\] \(\phi(0,y) = \sin(\pi y)\) \(\phi(L_x,y) = \exp(n\pi x) \sin(\pi y) + \frac{1}{2}y^2\) | |
| 2       | \(\phi_{xx} + \phi_{yy} = y\sin(5\pi x) + \frac{1}{0.02} \exp(-x - 0.5)^2 + (y - 0.5)^2\) | \(\phi(x,0) = \phi(x,L_y) = 0\) \(\phi(0,y) = \phi(L_x,y) = 0\) Periodic boundary along y | \[17\] |
| 3       | \(\phi_{xx} + \phi_{yy} = \sin(10\pi x) \sin(10\pi x)\) | \(\phi(x,0) = \phi(x,L_y) = 0\) \(\phi(0,y) = \phi(L_x,y) = 0\) | \[\ldots\] |

Table 2: Definition of the 2D Poisson problems selected to verify the dimensionality-reduction formulation

Referring to Table 2, it is worth pointing out the reasons for the selection of these three specific Poisson problems. Regarding Case 1, the problem has a rather complex analytical solution \(\phi(x,y) = \exp(\pi x) \sin(\pi y) + \frac{1}{2}(xy)^2\). As a result, the ability of the reduced-dimension Poisson solver to provide accurate numerical approximations of this solution proves the versatility of the approach. Moreover, the importance of Case 2 lies in its periodic boundary condition along the y direction. In this respect, as this boundary condition is a typical one applied along the azimuth in Hall thruster simulations that involve this coordinate, it was deemed necessary to demonstrate the applicability of the reduced-dimension solver to the problems with periodic boundary condition as well. Finally, Case 3 represent a problem with an oscillatory charge distribution of relatively small wavelength. This is a common situation occurring in a Hall thruster discharge, especially along the azimuthal coordinate where small-wavelength instability-induced fluctuations in charge density develop. This test case verifies the ability of the approach to accurately resolve the potential distribution in the presence of small-scale density gradients.

Figure 4 and Figure 5 show, respectively, the approximate solutions of the Poisson problems in Case 1 and Case 2 from the reduced-dimension Poisson solver for various number of regions \(N \) and \(M\). Plots (a) to (c) in both figures correspond to the evolution of the approximate solution when \(N \) and \(M\) are increased simultaneously from 5 to 50 regions. The plots represent the reconstructed 2D potential distribution from the solutions of potential functions \(\phi_n^x\) and \(\phi_m^y\). Plot (d) in Figure 4 illustrates the analytical solution for Case 1 \(\phi(x,y) = \exp(\pi x) \sin(\pi y) + \frac{1}{2}(xy)^2\) whereas, in Figure 5, it depicts the full-2D solution of Case 2 Poisson problem obtained using Julia’s direct Poisson solver function.

Looking at the plots in Figure 4, it is observed that, despite the complex nature of the analytical solution, the reduced-dimension Poisson solver is able to capture all of the solution’s main features (e.g., the symmetry in the y-direction and the convex curvature along x) even at a low number of regions of \(M = N = 5\) (Figure 4(a)). The
same is true for Case 2 (Figure 5) where the approximate solution obtained using only 5 horizontal and vertical regions is seen to quite reasonably resemble the full-2D solution in Figure 5(d).

Figure 4: Numerical approximations of the solution of Poisson problem in Case 1 from the reduced-dimension solver for various number of regions, (a) $M = N = 5$, (b) $M = N = 20$, (c) $M = N = 50$. Plot (d) depicts the analytical solution $\phi(x,y) = \exp(\pi x) \sin(\pi y) + \frac{1}{2} (xy)^2$.

Figure 5: Numerical approximations of the solution of Poisson problem in Case 2 from the reduced-dimension solver for various number of regions, (a) $M = N = 5$, (b) $M = N = 20$, (c) $M = N = 50$. Plot (d) depicts the solution obtained using Julia’s full-2D direct Poisson solver function based on the Gaussian elimination algorithm.

Furthermore, in both Cases 1 and 2, as the number of regions $N$ and $M$ are increased, the approximate solution is seen to evolve toward the “ground-truth” solution such that, at $M = N = 50$, the reconstructed 2D solution from the reduced-dimension Poisson solver has essentially converged to the “true” one. The same converging behavior of the solution is observed for the Poisson problem in Case 3 (Figure 6). Indeed, from the right-hand-side plot of Figure 6, which shows the distribution of error, as defined by Eq. 19, between the approximate solution at $M =$
\( N = 100 \) (Figure 6(left)) and the full-2D solution, the maximum error is found to be \( \pm 1.2\% \), which is in the same order of the error corresponding to the full-2D solver itself.

\[
e_{ \text{err} } = \frac{1}{\max(\phi_{2D}(i,j))} (\phi_{2D}(i,j) - \phi_{Q2D}(i,j))
\]

(Eq. 19)

Figure 6: (left) Solution of the Poisson problem in Case 3 from the reduced-dimension Poisson solver in the limit of \( M = N = 100 \); (right) distribution of the error between the approximate solution and the one from the full-2D solver.

The convergence characteristic of the reduced-dimension Poisson solver and the decrease in error between the approximate and ground-truth solutions when increasing the number of regions can be better understood by looking at the plots of Figure 7, which present the evolution of the L2 error (Eq. 20) for different Poisson problems.

\[
e_{\text{err}_{L2}} = \sum_{j=1}^{N_j} \sum_{i=1}^{N_i} \frac{(\phi_{2D}(i,j) - \phi_{Q2D}(i,j))^2}{N_j N_i}
\]

(Eq. 20)

It is observed that, in Case 1 and 2, the L2 error falls rapidly when increasing the number of regions, approaching error values in the same order of a full-2D Poisson solver. For Case 3 (Figure 7(c)), even though the error falls below \( 10^{-5}\% \) from about \( M = N = 62 \), the decrease in L2 error is rather linear in contrast to the other two cases. However, this is due to the extreme nature of charge density gradient in Case 3, which implies that higher-number-of-region approximations are necessary to provide solutions that are closely representative of the full-2D.

Figure 7: Variation of the L2 error (Eq. 20) between the analytical/full-2D solution and the approximate solution from the reduced-dimension Poisson solver when increasing \( N \) and \( M \); (a) Case 1, (b) Case 2, (c) Case 3. The y-axis in all plots is in logarithmic scale.

As the final point, the reason why the number of regions in the test cases of this section, which all corresponded to a 2D 200 \( \times \) 200 grid, were not increased beyond 100 is that our numerical implementation of the dimensionality-reduction formulation requires that at least two nodes fall within each region.

Section 4: Verification of the reduced-order PIC scheme in quasi-2D axial-azimuthal Hall thruster simulations

From this section forward, we focus on presenting the verification results of the reduced-order PIC scheme in an axial-azimuthal Hall thruster configuration. To this end, we have adopted the well-established 2D axial-azimuthal simulation case of Ref. [15]. The simulation setup and conditions are explained in Section 4.1.
Afterwards, we discuss the results from our quasi-2D PIC simulations in the low number-of-region limit. The aim is to demonstrate that, in this limit, the quasi-2D simulations in various simulation conditions can reproduce with notable accuracy the results from the reference full-2D simulations.

4.1. Overview of the simulation setup and conditions

The setup of the quasi-2D axial-azimuthal simulations is similar to that described in Refs. [15] and [18]. The simulation domain is a 2D Cartesian \((x - y)\) plane, with \(x\) along the axial direction and \(y\) representing the azimuthal coordinate. The adopted computational and physical parameters, including the domain’s extents, cell size, time step, total simulation time and the initial conditions, are also the same as those for the full-2D reference case [15][18], which are summarized in Table 3 as well.

| Parameter | Value [unit] |
|-----------|--------------|
| **Computational Parameters** | |
| Time step \((\Delta t)\) | \(5 \times 10^{-12} \text{[s]}\) |
| Total simulation time \((t_{\text{final}})\) | \(20 \times 10^{-6} \text{[s]}\) |
| Axial domain length \((L_x)\) | 2.5 [cm] |
| Azimuthal domain length \((L_y)\) | 1.28 [cm] |
| Cell size \((\Delta x = \Delta y)\) | \(5 \times 10^{-3} \text{[cm]}\) |
| Initial number of macroparticles per cells for axial grid \((N_{ppc_x})\) | 150 |
| Initial number of macroparticles per cells for azimuthal grid \((N_{ppc_y})\) | 300 |
| **Physical Parameters** | |
| Initial plasma density \((n_{p, \text{init}})\) | \(5 \times 10^{16} \text{[m}^{-3}\)] |
| Electron injection temperature \((T_e)\) | 10 [eV] |
| Ion injection temperature \((T_i)\) | 0.5 [eV] |
| Discharge Voltage \((V_d)\) | 200 [V] |

Table 3: Summary of the main numerical and physical parameters used for the quasi-2D axial-azimuthal simulations

The only difference between the setup of the quasi-2D and full-2D reference simulations is related to the electrons’ cathode boundary condition. In this regard, whereas, in the 2D simulations, the current-equality boundary condition (see Section 6.1 for definition) has been assumed for injecting electrons from the cathode side of the domain, we applied the quasi-neutrality condition (Section 6.1) on the cathode plane for all simulations presented in this article. The reason for this choice is that we have found the reduced-order PIC scheme to be sensitive to the excessive charge imbalance that the current-equality cathode condition can introduce in the simulation during the initial transient phase [18]. We have presented, in Section 6.1, a detailed assessment of the influence of the cathode boundary condition on the quasi-2D simulation results.

The plasma potential in the quasi-2D simulations is solved using the reduced-dimension Poisson solver, explained in Section 2.2. The associated boundary conditions, whose general form were given by Eq. 8 in Section 2.1, are specified for the PIC simulations as follows: along the azimuthal computation grid(s), a periodic boundary condition is considered, which is represented as a zero-volt reference potential applied to both ends, i.e., \(\phi_m^*(y_b) = 0\), where \(y_b\) denotes the domain’s boundary locations along the azimuth. This implementation of the periodic boundary condition is in line with the 2D reference simulation case [15][18].

Along the axial computation grid(s), Dirichlet boundary conditions of 200 V at the anode side \((x = 0)\) and 0 V at the cathode side of the domain \((x_c = 2.5 \text{ cm})\) are implemented using the relations below

\[
\begin{align*}
\phi_m^*(x_a) + \frac{1}{L_y} \int_{y_{g,n}}^{y_{b,n}} \phi_m^*(y) \, dy &= 200, \\
\phi_m^*(x_c) + \frac{1}{L_y} \int_{y_{b,n}}^{y_{g,n}} \phi_m^*(y) \, dy &= 0,
\end{align*}
\]

(Eq. 21)

The quasi-2D simulations in the low number-of-region limit are performed across a range of simulation conditions. In this regard, it is pointed out that, similar to the reference 2D case [15][18], quasi-2D simulations
feature a Gaussian magnetic field profile and a cosine-shaped, time-invariant imposed ionization source. The nominal selection of the magnetic field profile and the ionization source, which is referred to in Ref. [18] as the “benchmark” conditions, are shown in the plots (a) and (c) of Figure 8. The peak magnetic field intensity in the benchmark condition is 100 G, whereas the benchmark’s maximum current density corresponding to the peak of the ionization source is 400 A/m² [15]. The various simulation conditions, for which the quasi-2D results are presented and compared in the following sections against the full-2D results, are obtained by scaling the profiles of the ionization rate and the magnetic field intensity, as illustrated in plots (b) and (d) of Figure 8. In particular, the simulation conditions correspond to two sets of cases: the first set includes different current densities (i.e., \(J = 50, 100, 200\) and 400 A/m²) with the magnetic field peak intensity being fixed at 100 G. The second set is related to various magnetic field peak intensities (i.e., \(B = 50, 100, 150\) and 200 G), with the maximum current density maintained at 400 A/m².

The “low-order” quasi-2D simulations are performed with different number of regions along the axial direction, namely, \(M = 1\) (single-region), \(M = 2\) (double-region) and \(M = 3\) (triple-region). A single region along the azimuthal direction (i.e., \(N = 1\)) is assumed in all cases. In the double-region simulations, the domain is divided equally into two regions along the axial direction so that the boundary of the regions falls at \(x = 1.25\) cm. In the triple-region simulations, the boundary between the first and the second region is chosen to be at the axial position of the peak magnetic field, which coincides with the exit plane of the thruster’s channel in the adopted simulation domain.

Comparison against the full-2D results in terms of the time-averaged profiles of the macroscopic plasma properties are carried out for both sets of simulation conditions, as described above. These results are presented in Section 4.2. Next, we have focused on the results from the quasi-2D simulations with varying current densities and have investigated more closely the capability of the reduced-order scheme to capture the relevant interplay between the axial and azimuthal physical processes. In this respect, in Section 4.3, the characteristics of the resolved azimuthal instabilities are discussed, and the evidence that the quasi-2D double- and triple-region simulations can resolve the downstream convection of the azimuthal waves are presented. In addition, in Section 4.4, the contribution of various terms in the electrons’ azimuthal momentum equation from the quasi-2D simulations are shown.

Before proceeding to the results, it is important to clarify the reason behind the fact that the resolved azimuthal physics and the interactions are only discussed for the simulation set corresponding to different current densities. This has been due to the fact that the theoretical dispersion relation of the azimuthal waves captured in our simulations [19] provides a clear relation between the waves’ characteristics and the plasma density. As a result, it was deemed more relevant to evaluate whether the quasi-2D simulations can accurately resolve this theoretical dependency when varying the maximum current density values, which is equivalent to varying the plasma density.

![Figure 8: Axial profiles of (a) magnetic field and (b) ionization rates for the first set of quasi-2D simulations with varying current densities; Distributions of (c) the ionization source and (d) magnetic field intensities for the second set of quasi-2D simulations with varying magnetic field. The black dashed lines show the location of the peak magnetic field intensity (or the channel exit plane)](image)
4.2. Prediction of the axial plasma properties’ profiles

In this section, we present the predictions of the quasi-2D simulations in the low number-of-region limit in terms of the distribution of time-averaged plasma properties, ion number density \( (n_i) \), electron temperature \( (T_e) \), electric field \( (E_x) \), and the axial plasma potential \( (\phi_1 x) \) in which the subscript 1 refers to the use of only one region along the azimuthal direction and, thus, only a single axial computation grid, in the low number-of-region simulations.

The axial plasma distributions presented in the following subsections are averaged over the last 4 \( \mu s \) of the simulations’ time, i.e., from time 16 \( \mu s \) to 20 \( \mu s \).

4.2.1. Various current densities

Figure 9 and Figure 10 show the comparison between the axial plasma properties’ profiles from our quasi-2D simulations and the 2D results of Ref. [18] for various current density values. In the ion number density plots of Figure 9, the reference 2D profiles are shown at dotted lines. In Figure 10, however, the 2D profiles of the axial electric field and the azimuthally averaged plasma potential for different current densities are shown separately in plots (g) and (h).

Referring to plots (a) and (b) in Figure 9 and in Figure 10, it is first observed that the single-region quasi-2D simulations provide a very consistent approximation of the results from the full-2D simulations. Nevertheless, the double-region and triple-region simulations demonstrate an improvement in the prediction of the axial distribution of plasma properties. In this respect, looking at plots (a), (c) and (e) in Figure 9, it is seen that the trend of ion density profiles predicted by the triple-region simulations resemble very closely the reference 2D profiles, with only a slight difference observed near the peak of the density.

Figure 9: Time-averaged axial profiles of the ion number density (left column) and the electron temperature (right column) for various current densities from the quasi-2D simulations; plots (a) and (b) are from single-region simulation, (c) and (d) from the double-region, and (e) and (f) from the triple-region simulations. The dotted lines in the ion number density plots represent the profiles from the 2D simulations reported in Ref. [18].

Moreover, referring to the electron temperature plots on the right-hand-side of Figure 9, it is worth pointing out that, in the quasi-2D double- and triple-region simulations, the electron temperatures near the right boundary of
the domain remain close to the temperature of 10 eV at which the electrons are injected from the cathode. This result is consistent with what has been observed in the 2D reference simulations [15][18]. Nonetheless, this feature had not been observed in our previous work [10] where the preliminary “pseudo-2D” simulations showed temperatures in the near-plume region that were higher than the electrons’ injection temperature from the cathode. This difference is now believed to be mostly caused by the adoption of the current-equality cathode boundary condition in the pseudo-2D simulations [10]. Noting this point, and as mentioned earlier in Section 1, the sensitivity of the reduced-order quasi-2D simulations to the model used for the electrons’ injection from the cathode boundary is further discussed in Section 6.1.

Regarding the distributions of the axial electric field and plasma potential in Figure 10, it is observed that, overall, the quasi-2D results are in good agreement in all cases with the 2D simulations’ predictions. However, it is again noticed that, across various current densities, the triple-region simulations provide a relatively more accurate approximation of the 2D profiles, particularly concerning the value and axial location of the peak electric field intensity.

![Graphs](image)

Figure 10: Time-averaged axial profiles of the axial electric field (left column) and the axial electric potential (right column) for various current densities from the quasi-2D simulations; plots (a) and (b) are from single-region simulation, (c) and (d) from the double-region, and (e) and (f) from the triple-region simulations. The corresponding full-2D reference simulation results [18] are shown in plots (g) and (h).

In Figure 11, the axial distributions of the ion Mach number from “low-order” quasi-2D simulations are presented, which indicate that, as reported for the full-2D case [15][18], ion sonic point occurs near the peak of the magnetic field for all current density values. According to the 2D simulations in Ref. [18], the ion sonic point represents the axial location at which the characteristics of the azimuthal instabilities show a “step-wise” transition. Hence, having the boundary between two adjacent regions to coincide with this location can allow the quasi-2D
simulation to capture this transition in the waves’ characteristics about the ion sonic point, which is, in turn, expected to improve the agreement of the quasi-2D predictions with the full-2D simulation results. In this regard, although it is observed from Figure 9 and Figure 10 that the triple-region simulations (in which the boundary between the first and the second region is at the ion sonic location) provides the most accurate predictions of the plasma profiles, it only represents a minor improvement with respect to the double-region simulations (where the boundary between the two regions was at a position further downstream the ion sonic point). This observation highlights that the predictions of the axial plasma properties are not notably sensitive to the location of regions’ boundaries.

Figure 11: Axial profiles of the ion Mach number from (a) single-region, (b) double-region and (c) triple-region simulations for different current densities. The grey-shaded area represents the axial positions of the ion sonic point for various \( J \) values.

4.2.2. Various magnetic field intensities

Figure 12 and Figure 13 present the axial profiles of the time-averaged plasma properties for various magnetic field peak intensities obtained from the quasi-2D simulations as compared with the 2D simulation result of Ref. [18].

Figure 12: Time-averaged axial profiles of the ion number density (left column) and the electron temperature (right column) for various magnetic field peak intensities from the quasi-2D simulations; plots (a) and (b) are from single-region simulation, (c) and (d) from the double-region, and (e) and (f) from the triple-region simulations. The dotted lines in the ion number density plots represent the profiles from the 2D simulations reported in [18].
As it is seen in the plots (a) and (b) in these figures, the single-region simulations are unable to properly approximate the plasma properties in the 150 G and 200 G cases. In fact, in these two cases, the resolved instability-induced electron cross-field transport is not enough to allow for a sufficient electron current toward the anode. As a result, the electrons and, hence, the plasma generated in the ionization zone (defined by the extent over which the ionization source is imposed) does not fill the near-anode region. This is evident in Figure 12(a) which shows much low densities near the anode in the cases with high magnetic field peaks. Accordingly, as observed from Figure 13(b), the electric potential is not sustained at the anode voltage and drops quickly near the anode.

Figure 13: Time-averaged axial profiles of the axial electric field (left column) and the axial electric potential (right column) for various magnetic field peak intensities from the quasi-2D simulations; plots (a) and (b) are from single-region simulation, (c) and (d) from the double-region, and (e) and (f) from the triple-region simulations. The corresponding full-2D reference simulation results [18] are shown in plots (g) and (h).

Therefore, the high magnetic-field-peak simulation conditions represent the limiting cases for the single-region quasi-2D simulations. In any case, it is necessary to point out that this limitation of the single-region approximation might be specific to the adopted reference 2D simulation case and due to the disparity between the peak value of the imposed ionization source (400 $A/m^2$) and the magnetic field peak intensities. As such, we intend to further investigate in the future work the extent of applicability of the single-region reduced-order simulation in cases with self-consistent treatment of the ionization event.

Looking now at the plots (c) to (f) in Figure 12 and Figure 13, the double-region and triple-region simulations are, nonetheless, seen to be able to properly predict the plasma properties’ profiles across the considered range of magnetic field peaks. In this regard, the plots show a reasonable consistency between the quasi-2D and full-2D simulation results. Furthermore, as it was the case for the simulations with various current densities, the triple-
region simulations for different magnetic field peaks also provide results that are most comparable with the 2D profiles, especially in terms of the ion number density.

However, concerning the case with the lowest magnetic field intensity (B = 50 G), although all quasi-2D simulations provide an acceptable approximation of the distribution of plasma properties, in none of the simulations, all plasma profiles can be considered to be in total agreement with the reference 2D results. This is again conjectured to be as a consequence of the specific setup of the reference 2D simulation case, and will be assessed more closely in the future work.

Figure 14: Axial profiles of the ion Mach number from (a) single-region, (b) double-region and (c) triple-region simulations for different magnetic field peak intensities. The grey-shaded regions represent the axial positions of the ion sonic point for various B values.

Finally, Figure 14 illustrates the axial distributions of the ion Mach number from the quasi-2D simulations for various magnetic field peak intensities. The plots indicate that, similar to what was observed for various current density cases, the ions reach the sound speed around the location of the magnetic field peak. However, increasing the number of regions M along the axial direction from 1 (Figure 14(a)) to 3 (Figure 14(c)), the extent of the gray-shaded region, which represents the axial positions of the ion sonic point for different magnetic field peaks, decreases. Of course, we underline that the ion Mach number distributions for the magnetic-field-peak cases of 150 G and 200 G from the single-region simulations (Figure 14(a)) are affected by the fact that the single-region approximation in these cases could not resolve sufficient electron transport to sustain the plasma potential near the anode boundary.

4.3. Analysis of the azimuthal waves’ characteristics

The azimuthal instabilities are demonstrated to play a significant role in regulating electrons’ cross-field transport in Hall thrusters [1] and, hence, can have a remarkable influence on the distribution of plasma parameters. In the previous section, we showed that the axial profiles of the plasma properties obtained from “low-order” quasi-2D simulations are consistent with those from 2D simulations. This implies that the overall effect of the azimuthal instabilities on the axial plasma distributions is properly captured by the quasi-2D simulations. In this section, we focus on the characteristics of the instabilities that are excited in the simulations along the azimuthal direction.

One of the main instabilities exciting along the azimuthal direction in plasmas with \( \mathbf{E} \times \mathbf{B} \) configuration, such as that in a Hall thruster, is the Electron Cyclotron Drift Instability (ECDI) [20][21]. This unstable mode features a rapid nonlinear growth, followed by a transition to ion acoustic instability which has a smaller growth rate [22][23]. The details of the initial non-linear evolution phase of the ECDI are not detectable in the present simulations and, hence, we only focus in the following on the pseudo-saturated state of the instabilities, represented by modified ion acoustic wave modes [19]. From the literature, the wavevector of the ion acoustic instability in Hall thrusters is known to be mostly along the azimuthal direction with a finite component along the axial direction as well [24].

To derive the wavenumber and frequency contents of the azimuthal fluctuations resolved in the quasi-2D simulations, we have used the MATLAB’s [25] built-in 2D Fast Fourier Transform (fft2) function. The 2D FFT is applied to the last 10 µs (i.e., from 10 to 20 µs) of the spatiotemporal signals of azimuthal electric field that are presented next. We have plotted the signals’ frequency versus the azimuthal wavenumber to illustrate the numerical dispersion of the waves which is then compared against the theoretical dispersion relation of the ion acoustic instabilities in the laboratory’s reference frame [26].

\[
\omega_R \approx \mathbf{k} \cdot \mathbf{\tilde{v}}_{di} \pm \frac{k_y C_s}{\sqrt{1 + k_z^2 \lambda_D^2}},
\]

(Eq. 22)
where, $\omega_R$ is the real frequency, $\vec{k}$ is the wavevector, and $k_y$ is the azimuthal wavenumber. Also, $\lambda_D$, $C_s$ and $\vec{V}_{di}$ are, respectively, the Debye length, the ion sound speed and the ions’ drift velocity. The first term on the right-hand-side of Eq. 22 ($\vec{k} \cdot \vec{V}_{di}$) describes the convection of the waves with the ion flow [26][27]. As the ions’ drift velocity is mostly axial, the convection is nonzero in the presence of a finite axial wavenumber ($k_x$). However, as it will be clarified in Section 5.2, in the low number-of-region quasi-2D simulations of this section, it is not possible to resolve the axial wavenumber. Therefore, in the dispersion plots shown below, we have ignored the convection term in the theoretical dispersion relation and have additionally considered the one-sided dispersion comprising of the positive frequencies only, i.e., $\omega_R \approx \frac{k_y C_s}{\sqrt{1 + k_y^2 \lambda_D^2}}$.

As the final point before discussing the results related to the waves’ characteristics, it is noted that, in the dispersion plots, the frequencies and wavenumbers are normalized, respectively, with respect to the average ion plasma frequency and the Debye length in a region of interest. In this respect, concerning the single-region simulations, the normalizing parameters correspond to the average over the entire axial extent of the domain.

Figure 15 shows the time evolution of the azimuthal electric field fluctuations and the corresponding dispersion plots from the single-region quasi-2D simulations for various current densities. Looking, first, at the spatiotemporal maps (left column in Figure 15), we found that the variation in waves’ frequency and wavelength with the current density is in line with the results from the full-2D simulations [18]. In this respect, as the current density is increased from 50 $A/m^2$ (Figure 15, row (a)) to 400 $A/m^2$ (Figure 15, row (d)), the frequency of the waves increases whereas their wavelength decreases.

![Figure 15: Spatiotemporal maps of the azimuthal electric field fluctuations (left column), and the corresponding dispersion plots (right column) from the single-region simulations for different current densities. Rows (a), (b), (c) and (d) correspond to the current densities of 50, 100, 200 and 400 $A/m^2$, respectively.](image)

Now, referring to the dispersion plots, shown in the right-hand-side column of Figure 15, it is observed that, in all cases, the waves’ dispersion from the simulations is in an almost perfect agreement with the theoretical dispersion relation of modified ion acoustic instability. Moreover, to further verify the consistency of the characteristics of the observed instabilities with those of the ion acoustic waves, we focus on the frequency and wavenumber of the most dominant mode in the dispersion plots. In this regard, it is first pointed out that, as the frequency and wavenumber are normalized with respect to the average ion plasma frequency and average Debye length in each
In the simulation case, the loci of the most dominant wave modes remain invariant across various current density cases. Second, according to Ref. [19], the wavelength and the frequency of the resolved most dominant wave mode shall be congruous with the theoretical values corresponding with the ion acoustic instability at the maximum growth rate, i.e., \( \lambda_w \approx 2\pi\sqrt{2}\lambda_D \) and \( \omega_{R,\text{max}} \approx \omega_{pi}/\sqrt{3} \). The first relation in terms of the wavenumber is written as \( k_y \approx 1/\sqrt{2}\lambda_D \). Accordingly, the normalized wavenumber and frequency of the most dominant mode from the theory should be \( k_y\lambda_D \approx 0.71 \) and \( \omega_{R,\text{max}}/\omega_{pi} \approx 0.58 \), which are noticed from the dispersion plots to be very similar to the values obtained from the simulations.

The above observations and analyses confirm that the single-region quasi-2D simulation provides an accurate average representation of the azimuthal waves’ characteristics over various simulation conditions, which emphasizes the potentials of this simple, yet highly computationally efficient implementation of the reduced-order PIC scheme.

In Figure 16, we present the spatiotemporal maps of the azimuthal electric field fluctuations in different regions of the triple-region quasi-2D simulation for various current density conditions. Referring to the plots, it is, first, noted that, varying the current density from 50 A/m\(^2\) (Figure 16, row(a)) to 400 A/m\(^2\) (Figure 16, row (d)), the wavelength and the frequency of the waves are seen to change accordingly in all regions. Second, as reported in the 2D axial-azimuthal reference simulations [18], going from Region I to Region II, the characteristics of the waves show a clear change in all current-density cases. In this regard, recalling that, in the triple-region simulations, the boundary between Region I and II was set at the location of peak magnetic field intensity, which was demonstrated to coincide with the ion sonic point (Figure 11(c)), a variation in the waves’ frequency and wavelength in the triple-region simulations from Region I to II, consistent with the 2D results, was expected.

![Figure 16: Spatiotemporal maps of the azimuthal electric field fluctuations in region I (left column), region II (middle column), and region III (right column) of the triple-region simulations for various current densities. Rows (a), (b), (c) and (d) correspond to the current densities of 50, 100, 200 and 400 A/m\(^2\), respectively.](image)

Referring now to Figure 17, in which the dispersion plots corresponding to the azimuthal electric field fluctuations in Figure 16 are shown, we can first confirm the statement above concerning the variation in the waves’ characteristics from Region I to Region II in the triple-region simulations.
Second, an important observation to highlight here is the correlation between the resolved waves’ dispersion in each region and the local theoretical dispersion relation of the ion acoustic waves (yellow lines in Figure 17) versus the theoretical dispersion relation plotted with the average plasma properties of Region I (green lines in Figure 17). In this regard, we see that the waves’ dispersion map deviates increasingly from the local ion acoustic dispersion relation from Region I to Region II and III, whereas the dispersion characteristics remain very consistent with the theoretical dispersion relation of the ion acoustics waves in Region I. This is the evidence of the fact that, even though the “low-order” multi-region quasi-2D simulations cannot resolve the azimuthal waves’ axial wavenumber, they are capable of resolving the axial convection by the ion beam of the waves excited in Region I [18], a capability that has been so far believed to be exclusive to the multi-dimensional PIC simulations.

Moreover, another interesting point to mention is that the deviation between the local ion acoustic dispersion relation and the one corresponding to Region I is essentially due to the axial component of the term $\mathbf{k} \cdot \mathbf{V}_{di}$, i.e., $k_x V_{di,x}$, in the theoretical modified ion acoustic dispersion relation (Eq. 22). Indeed, the increasing deviation from Region II to III is because of the accelerating ion beam, which implies that the average ions’ axial drift velocity in Region III is higher than that in Region II.

![Figure 17: Dispersion plots of the azimuthal electric field oscillations in region I (left column), region II (middle column), and region III (right column) of the triple-region simulations for different current densities. Rows (a), (b), (c) and (d) correspond, respectively, to the current densities of 50, 100, 200 and 400 $A/m^2$. The yellow lines are the local dispersion relations, whereas the green lines are the dispersion relation of the ion acoustic waves in Region I.](image)

### 4.4. Axial distribution of the force terms in the electrons’ azimuthal momentum equation

To conclude the discussions on the capabilities of the “low-order” quasi-2D simulations to resolve the underlying plasma processes along the azimuthal direction and their influence on the axial plasma behavior, we refer to the plots in Figure 18. These plots show the axial profiles of the force terms in the electrons’ azimuthal momentum equation, Eq. 23, from the quasi-2D simulations for various current densities. The detailed derivation of Eq. 23 can be found in Ref. [28], and the mathematical definition of each of the constituent terms in this equation is provided in Ref. [10].

$$-qn_e v_{ex} B = \partial_t (m_n v_{ex}) + \partial_x (m_n v_{ex} v_{ex}) + \partial_x (\Pi_{ex}) - qn_e E_z$$  \hspace{1cm} (Eq. 23)

In Eq. 23, the term on the left-hand side is referred to as the magnetic force term ($F_B$), which represents the aggregate effect of various transport mechanisms in the azimuthal momentum equation on the electrons’ axial mobility (note that the electron axial drift velocity, $v_{ex}$, appears in the relation for the magnetic force term). On the right-hand side of Eq. 23, the first term is called the temporal inertia term ($F_t$), which is not shown in the plots.
of Figure 18 since its contribution to transport was almost zero in all simulation cases. The second term on the right-hand side of Eq. 23 is the convective inertia \( F_I \), the third term is the viscous force term \( F_\Pi \) that captures the effect of off-diagonal terms in the pressure tensor, and the last term is the electric force term \( F_E \). As elaborated on in Ref. [10], the electric force term corresponds in our simulations to the effect of the azimuthal instabilities on the electrons’ axial mobility.

In Figure 18, we first observe that, in all cases, the sum of all right-hand-side terms, denoted by RHS in the plots and depicted as a dashed black curved line, is perfectly in agreement with the magnetic force term, which implies the satisfaction of the Vlasov equation whose velocity moment yields the momentum equation [28].

Second, as the current density increases from 50 \( A/m^2 \) (Figure 18, row(a)) to 400 \( A/m^2 \) (Figure 18, row (d)), the overall magnitude of the magnetic force term increases in all quasi-2D simulations, whereas the location of the \( F_B \) peak remains practically invariant. This observation is consistent with that from the 2D reference simulations [18][30].

Third, the magnitude and the distribution of the \( F_B \) term for any specific current density case (each row in Figure 18) is almost similar from different quasi-2D simulations. However, the axial distribution of the individual force terms on the RHS of the momentum equation varies for different low-number-of-region quasi-2D simulations, with a noticeable difference observable in the distributions between the double-region and the triple-region simulations. Particularly, concerning the \( F_\Pi \) term and the \( F_E \) term, which as mentioned above represents the effect of the azimuthal instabilities on electrons’ transport, it is noticed that the profiles in the triple-region simulation feature distinct peaks near the location of the maximum magnetic field intensity (shown by vertical dashed lines in Figure 18). The amplitude of the peaks in the profiles of the \( F_\Pi \) and the \( F_E \) terms decreases when lowering the current density from 400 \( A/m^2 \) to 50 \( A/m^2 \).
Section 5: Verification of the quasi-2D simulations in the limit of high number of regions

In this section, we present and discuss the results from the quasi-2D axial-azimuthal simulations carried out in the limit of “high” number of regions. The aim is to demonstrate that, in this limit, the quasi-2D results practically converge to the full-2D ones, thus, enabling us to recover the same behaviors and dynamics of the plasma along the axial and azimuthal directions as in a 2D simulation but with several factors reduction in the computational cost.

The setup of the simulations is the same as that described in Section 4.1. The adopted simulation condition, defined in terms of the magnetic field peak intensity and the maximum current density, is the one corresponding to the “benchmark” conditions (Section 4.1), namely, \( B = 100 \, G \) and \( J = 400 \, A/m^2 \). The “high-order” quasi-2D simulations are performed using various multi-region approximations of the 2D domain, comprising the following cases: case i: \( N = 5, M = 10 \), case ii: \( N = 10, M = 20 \), case iii: \( N = 20, M = 40 \) and case iv: \( N = 40, M = 80 \). In Section A.2 of the appendix, we have additionally reported the results from the quasi-2D simulations with multi-region domain decomposition only along the x-direction, namely, \( N = 1, M = 20 \) and \( N = 1, M = 40 \), which are compared against the results from cases ii and iii. The computational and physical parameters used for all simulations are the same as those reported in Table 3. The main difference is concerning the initial total number of macroparticles and, hence, the initial macroparticles per cell count. In this regard, to ensure that a minimum of about 100 macroparticles per cell along the azimuthal direction is maintained throughout the simulation in all cases, we chose the initial total number of macroparticles to be 250,000 for case i, 500,000 for case ii, 1,000,000 for case iii, and 2,000,000 for case iv. The results from the quasi-2D simulations, in this section, are compared against the results from the 2D simulations with the quasi-neutrality cathode boundary condition, as reported in Ref. [18], in terms of the evolution of the normalized electron and ion currents, the axial profile of the plasma properties, the 2D reconstruction of the plasma properties’ distribution, and the dispersion characteristics of the azimuthal instabilities.

5.1. Time evolution of the electron and ion current

Figure 19 shows the temporal variation of the normalized electron and ion currents from the quasi-2D simulations. The ion current \( (I_i, \text{Figure } 19(b)) \) corresponds to the flux of the ions leaving the cathode boundary of the domain. Moreover, the difference between the electron and ion flux reaching the anode boundary gives the “discharge” current, whose difference with respect to \( I_i \) yields the electron current \( (I_e, \text{Figure } 19(a)) \). In the plots of Figure 19, the y-axis is normalized with respect to the total ion current, i.e., \( J \times A \), where \( J \) is 400 A/m² and \( A \) is the domain’s cross-section area. In addition, the dashed horizontal lines indicate the mean value of the currents, calculated from \( t = 5 \, \mu s \).

Looking at plots in Figure 19, it is observed that, following an initial transient, all simulations have arrived at the quasi-steady state from about 5 \( \mu s \). Furthermore, increasing the number of regions from \( N = 5, M = 10 \) (case i) to \( N = 40, M = 80 \) (case iv), the mean values of the normalized electron and ion currents converge to about 3 and 0.8, respectively. These mean current values are very similar to those from the reference 2D simulation [18]. Finally, it is interesting to note that, despite a rather different currents’ trace between case iii \( (N = 20, M = 40) \) and case iv, their mean currents are almost the same, implying that these two simulations are expected to provide quite similar predictions in terms of the time-averaged macroscopic plasma properties. We will see in the next section that this is indeed the case.
5.2. Distribution of the plasma properties

The axial distributions of the plasma properties from the quasi-2D simulations with different numbers of regions $N$ and $M$ are shown in Figure 20. The 2D reference results in this figure represent those from the full-2D simulation with quasi-neutrality cathode boundary condition [18]. The simulations have been run for $30 \mu s$, and the profiles are averaged over the last $10 \mu s$ of the simulation time to be consistent with the 2D reference case.

In the following plots, the axial and azimuthal components of temperature are calculated using the relations

$$T_x = \frac{m}{en} \left( \int_{-\infty}^{\infty} v_x^2 f(v) dv_x - n V_{d,x} \right),$$  \hspace{1cm} (Eq. 24)

$$T_y = \frac{m}{en} \left( \int_{-\infty}^{\infty} v_y^2 f(v) dv_y - n V_{d,y} \right).$$  \hspace{1cm} (Eq. 25)

In the above expressions $v_x$ and $v_y$ are particles’ axial and azimuthal velocity, $V_{d,x}$ and $V_{d,y}$ are the axial and azimuthal drift velocities, $f(v)$ is the distribution function, $n$ is number density, $e$ is the elementary charge and $m$ is the particle’s mass.

![Figure 20](image)

Figure 20: Time-averaged axial profiles of the plasma properties from the “high-order” quasi-2D simulations with different numbers of regions $N$ and $M$: (a) axial electric field, (b) ion number density, (c) and (d) axial and azimuthal electron temperature, (e) and (f) axial and azimuthal ion temperature. The profiles are average over the last $10 \mu s$ of simulation time. The 2D reference results are from Ref. [18].

The plots in Figure 20 clearly indicate that increasing the number of regions lead to the convergence of the plasma profiles to those from the 2D simulation. In fact, the predictions of case ii ($N = 10$, $M = 20$) is seen to be very similar to those of case iii ($N = 20$, $M = 40$), which remarkably agree with the reference profiles. Moreover, the axial profiles of case iv ($N = 40$, $M = 80$) are almost identical to those for case iii and are in quite a perfect agreement with the 2D results. These observations suggest that, in terms of the axial distribution of plasma
properties, increasing $M$ and $N$ further beyond their values for case ii ($N = 10, M = 20$) does not significantly change the agreement between the “high-order” quasi-2D and the full-2D simulations’ prediction. In fact, the minor difference between the plasma profiles of case iii and case iv with those from the 2D simulation is close to the margin of error observed between various 2D simulations performed by different participating groups in the Hall thruster axial-azimuthal benchmarking activity [15].

Before proceeding further, it is necessary to clarify a point concerning the cathode boundary condition model. In this regard, in Section 4, we showed that “low-order” quasi-2D simulations with quasi-neutrality cathode boundary condition are able to rather accurately reproduce the reference 2D profiles with a current-equality boundary condition. Of course, we will take a close look at the sensitivity of the quasi-2D simulations to the cathode boundary condition in Section 6.1. Nonetheless, for the “high-order” quasi-2D simulation, we demonstrated above the convergence of the quasi-2D results to those from the full-2D simulation with the quasi-neutrality boundary condition [18].

This observation can be justified by noting the way the cathode boundary condition is applied in the quasi-2D simulations. In this regard, we first recall that, in a 2D simulation, the cathode boundary condition is applied to the cells on the cathode plane along the azimuthal direction. Now, in the reduced-order scheme, due to having a quasi-2D grid, we need to apply the cathode boundary condition to the cell(s) on the axial computation grid that are near the location of the cathode plane, which, at the low number-of-region limit, does not coincide with the cells along the azimuthal direction. As we increase the number of regions along the axial direction, the azimuthal grid in the rightmost region of the domain gets closer to the cathode plane and, hence, the non-neutrality on the axial grid at the cathode location captures more closely the average non-neutrality effect along the azimuth at this location in a 2D simulation. Consequently, for the simulations with low number of regions, the quasi-neutrality cathode condition acts more like the current-equality condition in the 2D simulation. However, using larger number of regions, the quasi-2D simulation more closely resembles the full-2D and, accordingly, the applied cathode boundary condition tends to have the same effect as that in the 2D simulation.

Following the above clarification, we now refer to Figure 21, which provides the snapshots of reconstructed 2D distributions of the plasma properties in the $x–y$ plane from the “high-order” quasi-2D simulations at time $t = 30 \mu s$.

Looking at the reconstructed 2D maps of the ion number density and the azimuthal electric field, it is observed that, although in case i ($N = 5, M = 10$), the simulation predicts fluctuations that have only an azimuthal wavevector component, in cases iii and iv (i.e., $N = 20, M = 40$ and $N = 40, M = 80$, respectively), the $n_i$ and $E_y$ maps clearly show inclined fluctuations before the exit plane, indicated by the dashed vertical lines in Figure 21. This is the evidence that, in the high number-of-region simulation limit, the reduced-order PIC is able to resolve the axial wavevector component ($k_x$) of the azimuthal instabilities. This result points to the remarkable capability of the reduced-order scheme in the high-order approximation limit to capture the underlying physics in the very same manner as a full-2D simulation but at a computational cost reduced by a factor of about 6 in case iii and 3 in case iv, whose results are in any case almost identical.

To explain why in cases iii and iv the quasi-2D simulations can resolve the axial wavenumber of the azimuthal instabilities, it is underlined that, should the regions’ axial extent be smaller than the waves’ axial wavelength, i.e., $l_{x,m} \ll \lambda_x$, the simulations are indeed expected to be able to capture the axial component of the wavevector. This criterion is met in both cases iii and iv. For instance, focusing on case iii, as it can be noticed from the $x–y$ fluctuation map of the azimuthal electric field in Figure 21, the azimuthal wavelength ($\lambda_y$) of the waves is about 1 mm. Now, we recall that, according to the literature [29], the instabilities’ wavelength along the axial direction is much larger than that along the azimuthal direction ($\lambda_x \gg \lambda_y$). Therefore, considering that the axial length of the vertical regions ($l_{x,m}$) in case iii is 0.625 mm, we have $l_{x,m} < \lambda_y$ and $\lambda_y \ll \lambda_x$, thus, $l_{x,m} < \lambda_x$. This same analysis is valid for case iv, where the length of the vertical regions is smaller than that in case iii but the waves’ azimuthal wavelength is almost the same.

Accordingly, the reconstructed 2D fluctuation maps for cases iii and iv (the third and fourth row in Figure 21) were found to be in remarkable agreement with the similar maps from the 2D simulation in Ref. [18] in terms of the azimuthal wavelength and the tilt in the waves before the channel exit. Moreover, in the 2D simulation, the instabilities were observed to become almost purely azimuthal downstream of the channel exit plane, which is also seen in the fluctuation maps of cases iii and iv.
Finally, concerning case ii \((N = 10, \ M = 20)\), we notice that the axial wavenumber of the azimuthal waves is partially captured but the axial extent of the vertical regions has not been small enough in this simulation case to allow for an accurate resolution of \(k_x\).

Figure 21: Reconstructed 2D maps of the ion number density (left column) and the azimuthal electric field (right column) from “high-order” quasi-2D simulations with different numbers of regions \(N\) and \(M\). The dashed lines show the location of the peak magnetic field intensity.

Figure 22 illustrates the dispersion plots of the azimuthal electric field fluctuations at three axial locations from the “high-order” quasi-2D simulations. These axial locations are chosen such that they correspond as closely as possible to the mid-plane locations of the three regions in the triple-region simulation discussed in Section 4.3.

Looking at the dispersion plots, all “high-order” simulation cases show a minor variation in the loci of dominant frequencies and wavenumbers from the axial location of 0.4 cm to 2 cm. The variation in the wavenumbers is mostly from larger to smaller values when moving from inside the channel \((x = 0.4 \text{ cm})\) toward the near-plume. In addition, the waves show a broader dispersion in the near-plume region. Also, as pointed out in Section 4.3 for the low-order quasi-2D simulations, the increasing deviation seen here between the local ion acoustic dispersion relation and the one corresponding to the upstream region (whose mid-plane falls at \(x = 0.4 \text{ cm}\)) is again the evidence of the downstream convection of the azimuthal waves by the ion beam.

Finally, comparing the dispersion plots in Figure 22 with those in Figure 17(d) for the triple-region simulation in the benchmark condition, it can be noticed that the prominent characteristics of the azimuthal waves observed from the “high-order” quasi-2D simulations have been already captured to a great extent in the triple-region simulation. This indicates that even lower order approximations of the 2D problem could allow us to resolve the underlying azimuthal physics with sufficient accuracy.
Figure 22: Dispersion plots of the azimuthal electric field oscillations at the axial location of 0.4 cm (left column), 1.2 cm (middle column) and 2 cm (right column) from the quasi-2D simulations with different numbers of regions \(N\) and \(M\). Yellow lines are the local ion acoustic dispersion relations, and the green lines are the dispersion relations corresponding to the vertical region whose mid-plane falls at \(x = 0.4\).

Section 6: Analysis of the sensitivity of the reduced-order axial-azimuthal simulations

In this section, we present the results from a series of quasi-2D simulations that we carried out to evaluate the sensitivity of the reduced-order scheme to the main numerical aspects of the axial-azimuthal simulations. In all cases, the simulation conditions correspond to those of the “benchmark” [15] (Section 4.1).

6.1. Effect of the cathode boundary condition

As mentioned previously, the quasi-2D simulations discussed so far are performed using the quasi-neutrality boundary condition. We have found that the reduced-order scheme behaves more stably with this cathode boundary condition in the axial-azimuthal simulation case adopted for this work. Nevertheless, to assess more rigorously the impact of the cathode boundary condition on the quasi-2D simulations’ results, we have performed single-region and double-region simulations with both the quasi-neutrality (QN) and the current-equality (CE) cathode models and have compared the results in terms of the axial profiles of the time-averaged plasma properties as well as the evolution and characteristics of the azimuthal instabilities.

Before presenting the results, however, we present in the following the main implementation details for the two cathode boundary conditions mentioned above.

A – Current equality between the current reaching the anode and the cathode plane (CE): In this model, we keep track of the number of electrons and ions reaching the anode and inject electrons from the cathode boundary at a rate that satisfies the current continuity throughout the electric circuit. This implies that the sum of the ion and electron currents collected on the anode surface (right boundary of the computational domain) must be equal to that reaching the cathode plane (left boundary of the computational domain). The electrons’ injection model based on the current-equality condition is implemented in the quasi-2D simulations according to the description provided in Ref. [18], where the cathode plane is considered to be 1 mm inwards from the right-end boundary of the domain. The flux of the electrons to be injected from this cathode location \(\Gamma_{ce}\) at each timestep is obtained as

\[
\Gamma_{ce} = \Gamma_{ae} - \Gamma_{ai},
\]

(Eq. 26)

where \(\Gamma_{ai}\) and \(\Gamma_{ae}\) are ion and electron fluxes reaching the anode.
B - Quasi-neutrality on the cathode plane (QN): Alternatively, we can inject from the cathode as many electrons as necessary to keep the cathode plane quasi-neutral at each timestep. The number of electrons to be injected \(N_e\) corresponds to the difference between ion and electron number densities on the cathode plane which, in 2D, is obtained as

\[
N_e = \sum_{j=1}^{N_f} \left( n_{i,j} - n_{e,j} \right) |_{x=x_c} \Delta V,
\]

(Eq. 27)

where \(n_i\) and \(n_e\) are ion and electron number densities, \(N_f\) is the number of cells along the azimuthal directions, \(\Delta V\) is the cell volume, and \(x_c\) is the cathode axial location. According to the QN cathode boundary model, we only inject electrons if \(N_e > 0\).

In the quasi-2D case with a single region along the azimuthal direction \((N = 1)\), the above condition is applied to the cell on the axial computation grid that is at the cathode axial location; hence, we have

\[
N_e = (n_i - n_e) |_{x=x_c} \Delta V,
\]

(Eq. 28)

The above relation is extended to the quasi-2D simulations with multiple regions \(N\) along the azimuthal direction using the following equation

\[
N_e = \sum_{nr=1}^{N} (n_{i,\text{nr}} - n_{e,\text{nr}}) |_{x=x_c} \Delta V^{\text{nr}}.
\]

(Eq. 29)

In Eq. 29, the superscript \(nr\) denotes each specific horizontal region along the azimuth, and the terms with \(nr\) superscript are the same quantities defined in Eq. 27 but corresponding to their values in each horizontal region. The QN method is shown to be less sensitive to the electrons’ injection temperature [18], which is unknown without modelling self-consistently the cathode plasma and its coupling with the thruster main plume.

The axial-azimuthal simulations are typically sensitive to the way in which the cathode boundary condition is implemented [18]. In this regard, the QN model is more suitable for the transient phase before reaching the quasi-steady state. This is because the charge imbalance introduced as a result of the CE boundary condition during the simulation’s transient regime may disturb the charge distribution and, consequently, the waves’ structure at the cathode plane, which can in turn affect the simulation results at the steady state [18].

Following the above descriptions of the cathode models, we now refer to Figure 23, which shows that all plasma profiles from our “low-order” quasi-2D simulations are influenced by the cathode boundary condition. In particular, the simulations with the CE boundary condition, especially the single-region case, predict a higher plasma density peak compared to the simulations with the QN boundary. In addition, the peak of the electric field is higher when using the CE condition and the region of maximum electric field extends over a narrower extent. Finally, the CE boundary condition is observed to result in a rise in the electron temperature near the cathode boundary. However, in the case of the QN cathode injection model, the electron temperature is maintained at the value at which the electrons are injected into the domain from the cathode plane (i.e., 10 eV).

Concerning the quasi-2D simulations with high number of regions, we have noticed that the sensitivity of the simulations to the cathode injection model becomes more pronounced, and the CE cathode boundary condition leads to further deviation of the results from with respect to the reference simulations. Whereas as it is shown in Section 5, the predictions of the “high-order” quasi-2D simulations with the QN condition indeed converge to the 2D results.

The comparison between the characteristics of the azimuthal waves in the simulations with different cathode boundary conditions is presented in Figure 24 and Figure 25. From these figures, it is noticed that the waves developed in the single-region simulations with the QN and CE boundary conditions share similar properties in terms of both the amplitude and the dispersion characteristics. However, in the double-region simulations with different cathode boundary conditions, although the waves in Region I feature similar spatiotemporal behavior and dispersion characteristics between the two cases, the azimuthal waves in Region II, in which the effect of the cathode boundary condition is mostly reflected, are very different. In case of the CE condition, the instabilities’ dispersion is discrete, representing several distinct dominant modes, whereas the QN condition has led to a more continuum dispersion of the waves.
Figure 23: Comparison between the time-averaged axial profiles of plasma properties from the single- and double-region simulations with quasi-neutrality (QN) and current-equality (CE) cathode boundary conditions; (a) axial electric field, (b) ion number density, (c) electron temperature and (d) electric potential.

The above observations regarding the waves’ characteristics in Region I and II of the double-region simulations with the QN and CE boundary conditions clarify the reason why, in the plots of Figure 23, the ion number density and electron temperature distributions from the CE simulation are relatively similar in the upstream (Region I) to those from the QN simulation, but that the electron temperature is, in particular, noticeably different between the two cases of the double-region simulation in the near-plume (Region II).

Before concluding the discussion on the sensitivity of the quasi-2D simulations to the cathode boundary condition, it is underlined that, because of the presence of a predefined ionization source in the adopted reference simulation case for the present study, the difference between the results obtained with different cathode boundary conditions might be exaggerated with respect to when the ionization process is captured self-consistently. In fact, this point is also acknowledged in the 2D reference publication [18].

Figure 24: Spatiotemporal maps of the azimuthal electric field fluctuations from the single-region simulation (left column), and the Region I (middle column) and Region II (right column) of the double-region simulation. Rows (a) and (b) correspond, respectively, to simulations with the quasi-neutrality (QN) and current-equality (CE) cathode boundary conditions.
6.2. Effect of the azimuthal extent of the domain

As simulating the entire circumference of a Hall thruster has been computationally impractical in conventional full-2D simulations, it has become customary to instead simulate a limited portion of the circumferential extent and apply a periodic boundary condition on both ends of the domain along the azimuthal direction. Although the impact of the periodicity assumption on the waves’ characteristics and on the simulation as a whole without any scaling of the physical parameters and for real-world simulation conditions is still unknown, the recent 2D simulations of the reference case adopted in this work suggest minor sensitivity of the results to the simulated azimuthal length [18][30]. Accordingly, the effect of the azimuthal extent of the domain is another aspect with respect to which the reduced-order PIC scheme must be verified. In this regard, we showed in our previous work [10] that the single-region simulation with the preliminary dimensionality-reduction formulation did not have a significant sensitivity to the azimuthal domain length. Here, we present a comparison between the results from the triple-region simulations with the mature dimensionality-reduction formulation (see Section 2.1) for azimuthal lengths of 0.64, 1.28 and 2.56 cm.

Figure 26: Comparison between the axial profiles of the time-averaged plasma properties from the triple-region simulations with various azimuthal extents; (a) axial electric field, (b) ion number density, (c) electric potential and (d) electron temperature.
Concerning the axial distribution of the time-averaged plasma parameters, Figure 26 illustrates a very minor sensitivity of the predicted profiles to the azimuthal length of the domain. The observed sensitivity of the quasi-2D simulation is found to be very similar to the sensitivity to the azimuthal length reported for the full-2D simulations [18].

Figure 27 shows the spatiotemporal maps of the azimuthal electric field fluctuations in each region of the triple-region simulations for various domain’s azimuthal extents. Similar to what was observed from the axial profiles of the plasma properties, we notice that the waves’ temporal behavior and amplitude in each region are almost the same for all simulated azimuthal domain lengths. This observation could have been expected since the great extent of similarity between the time-averaged plasma properties’ profiles in Figure 26 was indicating that the effect of the azimuthal instabilities on electron transport, which has a dominant role in determining the plasma distributions and is related mostly to the amplitude of the oscillations, has been almost the same across all cases.

Figure 27: Spatiotemporal maps of the azimuthal electric field fluctuations in Region I (left column), Region II (middle column), and Region III (third column) of the triple-region simulations with the azimuthal lengths of (a) 0.64 cm, (b) 1.28 cm, and (c) 2.56 cm.

Figure 28: Dispersion plots of the azimuthal electric field fluctuations in Region I (left column), Region II (middle column), and Region III (right column) of the triple-region simulations with the azimuthal lengths of (a) 0.64 cm, (b) 1.28 cm, and (c) 2.56 cm.
The dispersion characteristics of the azimuthal instabilities are also seen from Figure 28 to be relatively similar among the simulation cases with various lengths of the azimuthal extent. In any case, some variation in the dispersion features of the waves can be noticed. In this regard, the waves in all regions of the triple-region simulation with the azimuthal length of 2.56 cm (Figure 28, row (c)) show a dominant wave mode. Also, we can see less dispersion in the waves’ frequency in Region I of the simulation with \( L_y = 2.56 \) cm. In the other two simulation cases, we first see, in Region I, a broader dispersion in the waves’ frequency and almost no particularly dominant wave mode. Second, in Region II, several dominant wave modes spreading over a range of frequencies and wavenumbers are observed. Nevertheless, concerning Region III, the waves’ dispersion characteristics from different simulation cases show the most similarity.

### 6.3. Effect of the number of macroparticles per cell in the “low” and “high” number-of-region limits

Another important numerical aspect, whose impact on the quasi-2D simulation results needs to be evaluated, is the number of macroparticles per cell, which is a measure of the statistical quality of sampling of the local distribution function in each computational cell. In this section, we present the results from both “low-order” and “high-order” quasi-2D simulations with various numbers of macroparticles per cell to assess separately the effect of this parameter on the reduced-order simulation predictions at each limit. For the assessment of the sensitivity of the “low-order” simulations, we have chosen the single-region case whose predictions were in quite good agreement with the 2D reference results and also has the lowest computational cost. Concerning the sensitivity in the high number-of-region limit, we chose the multi-region simulation case with \( N = 20 \) and \( M = 40 \) because we saw its predictions to be almost the same as the full-2D results and is computationally less expensive than the cases with higher number of regions.

Starting with the single-region simulation, Figure 29 presents the axial profiles of the time-averaged plasma properties from the simulations with varying initial numbers of macroparticles per cell along the azimuthal direction (\( N_{ppcy} \)). We have changed this parameter from the nominal value of 300 to both lower values, 75 and 150, and to higher values, 600, 1200, and 2400. It is observed from the plots in Figure 29 that the simulations are indeed sensitive to the value of \( N_{ppcy} \). However, from 300 to 2400 macroparticles per cell, the sensitivity is rather moderate. In addition, the simulation cases with 1200 and 2400 macroparticles per cell have almost identical predictions.

Looking now at the plots in Figure 30, which show the axial profiles of the time-averaged plasma properties from “high-order” quasi-2D simulations with different \( N_{ppcy} \) values, the degree of sensitivity is completely different compared to the “low-order” simulations. In the “high-order” limit, we carried out simulations with the initial number of macroparticles per cell along the azimuthal direction varying from 100 (i.e., the nominal value) to 50, and from 100 to 200 and 400. It is clearly noticed that the results are only marginally sensitive to the value of the parameter \( N_{ppcy} \). Additionally, the observed sensitivity of the “high-order” simulations was found to be the same as the sensitivity of the 2D reference simulation [15] to the \( N_{ppcy} \) value.
The difference in the sensitivity of the quasi-2D simulations to the initial number of macroparticles per cell between the low and high number-of-region cases is due to the disparity between the weight of the simulation macroparticles in the two limits. In the single-region simulation, for instance, as there is only one azimuthal grid, having 300 macroparticles per cell corresponds to a total initial macroparticles count of about 75000. However, in the multi-region simulation with \( N = 20 \) and \( M = 40 \), as we have 40 azimuthal grids, an initial \( N_{\text{ppc}} \) of 100 corresponds to the initial total macroparticles count of about 1,000,000. Consequently, the macroparticle weight in the “high-order” multi-region simulation is significantly smaller than that in the “low-order” single-region simulation. Accordingly, the charge imbalance, e.g., that injecting particles due to the ionization or from the cathode has on the “low-order” simulations is more prominent than that in the “high-order” simulations. As a result, the sensitivity to the number of macroparticles is also more noticeable in the “low-order” simulations than in the “high-order” ones.

Section 7: Conclusions

In this article, we presented a mathematically rigorous dimensionality-reduction technique for Poisson’s equation that enables a generalized reduced-order PIC scheme. It was underlined that the main difference between this novel scheme and a conventional PIC is related to the calculation of the electric potential using a reduced-dimension Poisson solver. In this respect, as the validity of the underlying formulation of the dimensionality-reduction was mathematically verified and the generalizability of the reduced-dimension Poisson solver was demonstrated in several standalone Poisson problems, the resulting reduced-order PIC scheme has, in principle, a broad applicability as well. Therefore, this effort significantly advances the concept of the “pseudo-2D” PIC, introduced in our previous publication [10], by addressing the shortcomings that we had identified for preliminary pseudo-2D scheme, namely, its lack of a well-founded formulation for the splitting of Poisson’s equation, and the very limited generalizability either with respect to the order of approximation of the 2D problem or applicability to various simulation cases and physical configurations. Consequently, the concept of the reduced-order PIC scheme and its numerical implementation is demonstrated in this work to be mature enough to allow progress toward a computationally efficient, quasi-3D simulation tool for the study of the physics in Hall thrusters and potentially other low-temperature plasma systems.

Indeed, we showed in this paper that, in a 2D axial-azimuthal simulation configuration and compared to the results from a reference 2D case in this configuration, “low-order” quasi-2D simulations, which offer about two orders of magnitude reduction in the computational cost, can overall provide a remarkably close prediction of the time-averaged plasma properties over a broad range of simulation conditions (various current densities and magnetic field peak intensities) with as few numbers of regions as two, i.e., the double-region simulation. Furthermore, with respect to the underlying azimuthal physics and coupling to the axial processes such as cross-field electron mobility, we demonstrated that, on the one hand, the single-region simulation provides a reasonably accurate, average representation of the azimuthal instabilities and captures their overall effect on transport in a manner similar to 2D simulations. On the other hand, “low-order” multi-region simulations resolve several additional aspects of the azimuthal waves’ characteristics and evolution, such as the transition in waves’ properties around the ion sonic point [15][30] and downstream convection of the waves excited upstream of the domain’s exit plane by the accelerating ion beam [30]. At the “low-order” multi-region approximation limit, it was also shown that the simulations are rather insensitive to the length of the domain along the azimuthal direction but exhibit a relatively notable sensitivity to the implementation of the cathode boundary condition.

Furthermore, we demonstrated that, as we increase the order of approximation of the 2D problem by increasing the number of regions, the predictions of the quasi-2D simulations converge to those from the 2D reference
simulation, reproducing the time-averaged plasma properties with less than about 2% error and recovering the same features and characteristics observed for the azimuthal waves and their 2D distribution, at an approximation limit that still offers about a factor of 6 reduction in computational cost. Moreover, it was highlighted that even the sensitivity of the “high-order” quasi-2D simulations to the cathode boundary condition model and the number of macroparticles per cell is similar to that observed for the 2D codes.

Accordingly, the results and analyses shown in this paper first confirm that the observations presented in the previous publication using the preliminary pseudo-2D scheme can be reproduced by the generalized reduced-order PIC that features a mature formulation of the dimensionality-reduction technique. Second, the discussions complement the analyses presented in Ref. [10] by extending the investigations to a broader range of simulation conditions using various approximation orders of the 2D problem. As such, the present effort serves as concluding the verifications of reduced-order PIC scheme in the axial-azimuthal configuration. Accordingly, as the future work, we are continuing the verifications in azimuthal-radial and axial-radial configurations of Hall thrusters, on path to the realization of a reliable quasi-3D kinetic simulation code. Also, we intend to define benchmark cases representative of other low-temperature plasma configurations to verify the capabilities of the reduced-order scheme in a wider range of physical setups and applications.
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Appendix

A.1. Sensitivity of the reduced-order PIC scheme to the size of the moving-average window in the reduced-dimension Poisson solver

As described in detail in Section 2.2, the implementation of the reduced-dimension Poisson solver in the PIC code involves modifying slightly the coupled system of 1D ODEs given by Eqs. 6 and 7 such that some of the cross-derivative terms are obtained from the previous timestep of the simulation. It was mentioned in Section 2.2 that, before calculating these derivative terms at each timestep, we applied a moving-average filter with a certain window size on the potential solutions from the previous timestep. Accordingly, it is important to assess the impact of the size of the adopted window on the quasi-2D simulations to ensure that this numerical solver parameter does not have a major influence on the results.

![Figure 31: Comparison between the axial profiles of the time-averaged plasma properties from “high-order” (N = 5, M = 10) quasi-2D simulations with different moving-average window sizes in the potential solver; (a) axial electric field, (b) ion number density and (c) electron temperature.](image)

In this regard, Figure 31 shows the axial profiles of the time-averaged plasma properties from the multi-region (N = 5, M = 10) quasi-2D simulations for various moving-average window sizes. It is observed that the plasma distributions are very closely comparable for all window sizes, with the plasma profiles from the simulations with the window size of 10 (the nominal value), 20 and 40 being almost identical. Of course, the simulation case with the window size of 5 predicts a minimally higher electric field peak and a slightly lower ion number density peak, but its predicted profiles are overall in line with the other cases. As a result, we conclude that the reduced-order simulations are almost insensitive to the moving-average filter’s window size, particularly when the size of the window is larger than 10.
window is equal to or greater than 10. In a more general sense, the results from the reduced-order simulations are not affected by the window size once the application of the moving-average filter effectively smooths out the noise on the potential solutions.

A.2. Quasi-2D simulation results with single vs. multiple regions along the azimuthal direction

The current understanding of the plasma behavior in the axial-azimuthal configuration of Hall thrusters indicates that the axial electric field does not have a notable gradient along the azimuthal direction. As a result, one may wonder if it might be actually necessary to divide the azimuthal coordinate into multiple regions in the reduced-order axial-azimuthal simulations, since such a division would be essentially intended to resolve the azimuthal gradients of the axial electric field. The results and analysis here are aimed at answering this question.

To this end, we have carried out dedicated “high-order” multi-region quasi-2D simulations with only a single horizontal region along the azimuth. These new simulation cases have domain decompositions with \( N = 1, M = 20 \) and \( N = 1, M = 40 \), and their results are compared against the corresponding simulations with \( N = 10, M = 20 \) and \( N = 20, M = 40 \). In this regard, Figure 32 presents the comparison between the axial profiles of the plasma properties from the simulation cases with single and multiple decomposition of the azimuthal coordinate. We observe that the profiles from the simulations with \( N = 1 \) are marginally different from the corresponding profiles from the simulations with \( N = 10 \) and 20.

![Figure 32: Comparison between the axial profiles of the time-averaged plasma properties from “high-order” quasi-2D simulations with different numbers of horizontal regions (\( N \)) along the azimuthal coordinate; (a) axial electric field, (b) ion number density and (c) electron temperature.](image)

Moreover, in Figure 33, we have compared the reconstructed 2D snapshots of the ion number density and azimuthal electric field at \( t = 30 \mu s \) from the simulations with \( N = 20, M = 40 \) (Figure 33, row (a)) and \( N = 1, M = 40 \) (Figure 33, row (b)). We notice that, in terms of the reconstructed 2D maps of the plasma properties

![Figure 33: Reconstructed 2D maps of the ion number density (left column) and the azimuthal electric field (right column) from “high-order” quasi-2D simulations with different numbers of horizontal regions (\( N \)) along the azimuthal coordinate; (a) \( N = 20, M = 40 \), (b) \( N = 1, M = 40 \). The dashed lines show the location of the peak magnetic field intensity.](image)
as well, the results from the two simulations do not show any major difference, with the $N=1$ simulation capturing all main features of the reconstructed distributions from the $N=20$ simulation.

The above results underline the fact that, as initially claimed, the gradient of the axial electric field along the azimuthal direction is rather negligible, and a simulation that does not resolve this gradient provides predictions that compare very well with the simulations that do resolve this aspect. Consequently, we can state that, in general, an a-priori understanding of the physics of a specific problem can inform the decision concerning the degree of domain decomposition (i.e., the number of regions) such that the computational gain from the reduced-order scheme could be maximized.
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