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Abstract—Information divergences are commonly used to measure the dissimilarity of two elements on a statistical manifold. Differentiable manifolds endowed with different divergences may possess different geometric properties, which can result in totally different performances in many practical applications. In this paper, we propose a total Bregman divergence-based matrix information geometry (TBD-MIG) detector and apply it to detect targets emerging within nonhomogeneous clutter. In particular, each sample data is assumed to be modeled as a Hermitian positive-definite (HPD) matrix and the clutter covariance matrix is estimated by the TBD mean of a set of secondary HPD matrices. We then reformulate the problem of signal detection as discriminating two points on the HPD matrix manifold. Three TBD-MIG detectors, referred to as the total square loss, the total log-determinant and the total von Neumann MIG detectors, are proposed, and they can achieve great performances due to their power of discrimination and robustness to interferences. Simulations show the advantage of the proposed TBD-MIG detectors in comparison with the geometric detector using an affine invariant Riemannian metric as well as the adaptive matched filter in nonhomogeneous clutter.

Index Terms—Total Bregman divergence (TBD), Matrix information geometry (MIG) detector, Nonhomogeneous clutter, Matrix manifold.

I. INTRODUCTION

Detecting a target of interest emerging into nonhomogeneous clutter is always a challenging subject in fields of radar, sonar and communications. Typically, detection performance is mainly affected by the estimate accuracy of clutter covariance matrix (CCM) [1]. Classical sample covariance matrix (SCM) estimators are derived using a set of secondary data collected from range gates spatially close to the one under test according to the maximum likelihood estimation (MLE) criterion [2], [3], and have been widely used in the generalized likelihood ratio test (GLRT) detectors [4]–[6], and Rao and Wald tests [7]–[9]. However, performances of SCM estimators are sensitive to nonhomogeneous clutter due to the limited number of homogeneous sample data as well as the heterogeneity. On the one hand, sufficient number of homogeneous sample data that is independent and identically distributed and shares the same spectral property is needed to achieve a satisfactory estimate performance. For instance, to guarantee the performance loss less than 3 dB, the number of homogeneous sample data must be more than 2 times of the dimension of sample data. On the other hand, the sample data is inevitably contaminated by outliers caused by the interferences or the variation of clutter power, although the outliers can be censored by the sample selection methods, such as, the training sample selection with matrix whitening [10], the geometric mean or median-based generalized inner product (GIP) [11], [12], the covariance structure selection [13] and the MLE method [14]. An acceptable performance cannot be obtained unless sufficient number of homogeneous sample data are available. However, the number of homogeneous sample data can be very limited in real nonhomogeneous clutter, that often results in a remarkable degradation in detection performance.

An effective strategy to improve detection performance is to incorporate a priori information about the nonhomogeneous clutter environment into the detector design, namely to perform a knowledge-based processing. For instance, in [15], the environmental information provided by geographic information system is employed to select the homogeneous sample data, and a significant improvement in the detection performance is achieved in real IPIX radar data. In [16], the unknown CCM is assumed to obey the complex Wishart and inverse complex Wishart distributions, and two GLRT-based detectors are designed in a Bayesian framework. The advantage of the proposed detectors with respect to their non-Bayesian counterparts is validated on real L-band clutter data. Another example is provided in [17], where the CCM is modeled as a multi-channel auto-regressive process. Based on this model, two knowledge-aided parametric adaptive detectors are derived by employing a prior information about the spatial correlation through colored-loading. The performance analysis on various datasets reveals the advantage of the proposed parametric adaptive detectors, especially in the case of limited data (see also [18]–[20]). That knowledge-aided target detection method can achieve performance improvement in nonhomogeneous clutter is mainly due to that statistical characteristics
of clutter environment are provided. Unfortunately, statistical characteristics of clutter are often unknown or are difficult to capture in real practical applications. Insufficient knowledge about clutter often leads to a severe performance degradation as well.

Another approach to circumvent the degradation in detection performance is to design the detector in the framework of matrix information geometry (MIG). This type of detectors do not require a priori knowledge about the statistical characteristics of clutter environment but simply invoke the geometry of Riemannian manifolds. MIG is a relatively new branch in the study of information geometry, which was pioneered by Rao in the 1940s [21] and further developed by Chentsov [22], Efron [23], Amari [24], [25], etc. Information geometry studies intrinsic properties of statistical models, and many information processing problems from information science can be transformed into discriminational problems on differentiable manifolds equipped with a Riemannian metric or, in particular, an affine invariant Riemannian metric (AIRM). MIG is a natural extension of classical information geometry. Lots of signal processing problems have been successfully solved using the MIG theory. For instance, in [11], [26], the CCM estimation related to a geometric distance is transformed into computing the geometric barycenter of basic covariance matrices. The basic covariance matrices are constructed by a set of secondary data with a condition number upper bound constraint. Then, the GIP is used together with the estimated covariance matrix to design a training sample selector. The results have shown significant performance improvements over the GIP method in nonhomogeneous clutter. In [27], a signal detection method based on the Riemannian p-mean of covariance matrices estimated by a neighbourhood of the considered cell is designed on the Toeplitz Hermitian positive-definite (HPD) matrix Riemannian manifold. This detector is called the matrix constant false alarm rate (CFAR) detector or MIG detector. The advantage of MIG detector has been shown on target detection in high frequency X-band radar clutter [28], Burg estimation of Radar scatter matrix [29], the analysis of statistical characterization [30] and monitoring of wake vortex turbulences [31], [32]. It is worth noting that the diagonal loading is also an useful tool for CCM estimation. This can be achieved by resorting to adding the identity multiplied by a loading factor to the SCM. Diagonal loading has been successfully applied to target detection [33], [34] and adaptive beamforming [35], [36]. For instance, diagonal loading can be used to reduce the main-lobe distortion maintaining also lower sidelobes to stabilize the beampattern, as the large eigenvalues of the CCM due to strong interference are not significantly affected by the loading process, whereas the smaller eigenvalues are increased [34]. Recently, a novel MIG detector based upon information divergences that possess many nice properties rather than the geodesic distance is proposed [37]–[39]. Specifically, the sample data is assumed to be modeled as an HPD matrix. The new observation is that an HPD matrix represents the power or correlation of the sample data. The set of all HPD matrices form a differentiable manifold with non-positive curvature [40]. Then, the problem of target detection can be treated as discriminating two points on the HPD matrix manifold. The CCM is estimated as the geometric mean of a set of secondary HPD matrices. Since the geometric mean is robust to outliers and the detector does not rely on a priori knowledge about clutter environment, the new detector leads to better performance over the conventional detector in nonhomogeneous clutter.

In this paper, we extend our previous ideas, presented in [41], by proposing a class of total Bregman divergences (TBDs) on the HPD matrix manifold, and designing a TBD-based MIG (named as TBD-MIG) detector for target detection in nonhomogeneous clutter. Contributions in this paper are summarized as follows.

1) TBD on the HPD matrix manifold is defined, motivated by the TBD defined on vector spaces. Specifically, three TBDs, including the total square loss (TSL), the total von-Neumann (TVN) divergence, and the total log-determinant (TLD) divergence, are defined by resorting to different convex functions. We also analyze the difference in geometric structures of TBDs on the HPD matrix manifold. Several computational confusions in [41] are also clarified in the current paper.

2) Geometric mean associated with the TBD for a set of HPD matrices is defined. We derive the TSL, TVN and TLD means in closed-form using the stationary condition on the HPD matrix manifold and use them as the estimators of CCM. In addition, an influence function that describes the influence of the outlier on the TBD mean is proposed to analyze the robustness. The results show that the TBD mean is much more robust to the strong outlier compared with the AIRM mean.

3) Experiments performed on simulation database verify the advantages of the proposed TBD-MIG detector compared with the AIRM-MIG detector and the adaptive matched filter (AMF). Moreover, we analyze the influence of different matrix structures on detection performance.

The rest of the paper is organized as follows. Section II reformulates the problem of signal detection on the HPD matrix manifold and describes the framework of MIG detector. Section III provides a brief mathematical knowledge of MIG. In Section IV, we define the TBD on the HPD matrix manifold and deduce the TBD mean using the stationary condition. Influence functions are derived in closed-form and the analysis of robustness to the outliers is shown numerically. Section V provides the simulation results and comparative analysis using the proposed detector. Conclusions are summarized in Section VI.

Notations: In the sequel, scalars, vectors and matrices are denoted by lowercase, boldface lowercase and boldface uppercase letters, respectively. The symbols $\langle \cdot \rangle^T$ and $\langle \cdot \rangle^H$ stand for the transpose and conjugate transpose of matrices, respectively. The operators $\det(\cdot)$ and $\tr(\cdot)$ denote the determinant and trace of a matrix. The $N \times N$ identity matrix is denoted by $I_N$ or simply $I$ if no confusion would be caused. The Frobenius norm of a matrix with respect to the Frobenius metric is simply denoted by $\| \cdot \|$. We use $\mathbb{C}^N$ to represent the set of $N$-dimensional complex vectors. Finally, $E[\cdot]$ denotes
the statistical expectation.

II. Problem Formulation

Suppose that the sample data are collected from \( N \) (temporal, spatial, or spatial-temporal) channels. We consider the problem of detecting a moving target embedded in clutter. In general, the detection problem can be formulated as the following binary hypothesis testing, namely

\[
\begin{align*}
    &\mathcal{H}_0: \begin{cases} 
        \mathbf{x} = \mathbf{c}, \\
        \mathbf{x}_k = \mathbf{c}_k, \quad k = 1, 2, \ldots, K,
    \end{cases} \\
    &\mathcal{H}_1: \begin{cases} 
        \mathbf{x} = \alpha \mathbf{p} + \mathbf{c}, \\
        \mathbf{x}_k = \mathbf{c}_k, \quad k = 1, 2, \ldots, K,
    \end{cases}
\end{align*}
\]

(1)

where \( \alpha \) is an unknown and complex scalar-valued, accounting for the channel propagation effects and target reflectivity, the vectors \( \mathbf{c} \) and \( \mathbf{c}_k, k = 1, 2, \ldots, K \) denote the clutter data, \( \mathbf{x} \) and \( \mathbf{x}_k, k = 1, 2, \ldots, K \) stand for the sample data, and \( \mathbf{p} \) denotes the known signal steering vector. Write column vectors

\[
\mathbf{x} = [x_0, x_1, \ldots, x_{N-1}]^\top \in \mathbb{C}^N,
\]

\[
\mathbf{p} = \frac{1}{\sqrt{N}} [1, \exp(-i2\pi f_d), \ldots, \exp(-i2\pi f_d(N-1))]^\top,
\]

(2)

where \( f_d \) denotes the normalized Doppler frequency, and \( i \) is the imaginary unit.

The correlation or power of the sample data is considered for discriminating the target signal and clutter. Important features of the sample data can be captured by a special HPD matrix with either the Toeplitz structure or using the diagonal loading method.

For the sample data \( \mathbf{x} \), the Toeplitz HPD feature matrix is

\[
\mathbf{R} = \mathbf{E}[\mathbf{x}\mathbf{x}^\mathbf{H}] = \begin{bmatrix} r_0 & \bar{r}_1 & \cdots & \bar{r}_{N-1} \\
 r_1 & r_0 & \cdots & \bar{r}_{N-2} \\
 \vdots & \vdots & \ddots & \vdots \\
\bar{r}_{N-1} & \cdots & r_1 & r_0 \end{bmatrix},
\]

(3)

where

\[
r_l = \mathbf{E}[x_l\bar{x}_{l+1}], \quad 0 \leq l \leq N - 1, 1 \leq i \leq N - l - 1.
\]

(4)

Here, \( r_l \) is the \( l \)-th correlation coefficient of data \( x \) and \( \bar{r}_l \) denotes the conjugate of \( r_l \).

According to the ergodicity of stationary Gaussian process, the correlation coefficients \( r_l \) can be approximated by the mean of sample data instead of its statistical expectation, as

\[
\bar{r}_l = \frac{1}{N} \sum_{i=0}^{N-1-l} x_i \bar{x}_{i+l}, \quad 0 \leq l \leq N - 1.
\]

(5)

By using the correlation coefficient \( \bar{r} = [\bar{r}_0, \bar{r}_1, \ldots, \bar{r}_{N-1}]^\top \), the diagonal loading feature matrix is given by

\[
\bar{\mathbf{R}} = \bar{r}\mathbf{r}^\mathbf{H} + \text{tr}(\bar{\mathbf{r}}\mathbf{r}^\mathbf{H}) \mathbf{I},
\]

(6)

Note that both matrices (3) and (6) are HPD, but the feature matrix (3) is Toeplitz while the one defined by (6) is obtained using diagonal loading. Their difference will be further analyzed for detection problems in the simulation part.

Features of each sample data can be captured by an HPD matrix by means of (3) or (6). It is known that the set of HPD matrices forms a differentiable manifold. Each HPD matrix constructed by only the clutter or the clutter plus target signal corresponds to a point on this differentiable manifold. Then, the problem of signal detection can be treated as discriminating matrices in the cell under test (CUT) and the CCM on the HPD matrix manifold. In general, the CCM is estimated by a set of secondary data using the GLRT criterion. Given a set of secondary data \( \{x_1, x_2, \ldots, x_K\} \), the SCM estimator is given by

\[
\mathbf{R}_{SCM} = \frac{1}{K} \sum_{k=1}^{K} \mathbf{x}_k \mathbf{x}_k^\mathbf{H}, \quad \mathbf{x}_k \in \mathbb{C}^N.
\]

(7)

It is noted that \( \mathbf{R}_{SCM} \) is the arithmetic mean of \( K \) autocorrelation matrices \( \{\mathbf{x}_k \mathbf{x}_k^\mathbf{H}\}^K_{k=1} \) with rank one. The SCM estimator \( \mathbf{R}_{SCM} \) is not nonsingular unless \( K \geq N \). The performance of SCM estimator often suffers from a severe degradation when the secondary data contains an outlier. Based on these observations, taken the geometry of HPD matrix manifold into consideration, we replace the arithmetic mean with the geometric mean, and the CCM can be estimated as

\[
\mathbf{R}_G = \mathcal{G}(\mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_K),
\]

(8)

where \( \mathbf{R}_k \) are given by (3) or (6) with the sample data \( \mathbf{x}_k \), and \( \mathcal{G}(\mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_K) \) denotes the geometric mean of HPD matrices \( \{\mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_K\} \). Then we can realise signal detection by judging whether the observation is a CCM. The signal detection can be formulated on the HPD matrix manifold as the following hypothesis testing:

\[
\begin{align*}
    &\mathcal{H}_0 : \mathbf{R} = \mathbf{R}_G, \\
    &\mathcal{H}_1 : \mathbf{R} \not\succ \mathbf{R}_G.
\end{align*}
\]

(9)

Let us consider the null hypothesis \( \mathcal{H}_0 : \mathbf{R} = \mathbf{R}_G \) versus the alternative hypothesis \( \mathcal{H}_1 : \mathbf{R} \not\succ \mathbf{R}_G \) based on a set of observations \( \{\mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_K\} \). The CCM is estimated by the geometric mean \( \mathbf{R}_G \). Then, the problem of signal detection can be understood as to determine the inner of isosurfaces of the HPD matrix manifold determined by a distance or divergence; examples of isosurfaces are available in Fig. 2. The hypothesis \( \mathcal{H}_0 \) is rejected if the observation \( \mathbf{R}_D \) of CUT does not belong to the inner of an isosurface with radius \( \gamma \). As a consequence, the signal detection can be formulated by

\[
d(\mathbf{R}_G, \mathbf{R}_D) \geq \gamma \quad \mathcal{H}_0
\]

(10)

where \( d(\mathbf{R}_G, \mathbf{R}_D) \) is the dissimilarity between \( \mathbf{R}_G \) and \( \mathbf{R}_D \) measured by a geometric metric and \( \gamma \) denotes the detection threshold that is also the radius of the isosurface. The scheme of signal detection is sketched in Fig. 1.

It is clear that \( d(\mathbf{R}_G, \mathbf{R}_D) \) is the detection statistic, denoting the geometric distance between \( \mathbf{R}_G \) and \( \mathbf{R}_D \) on the HPD matrix manifold \( \mathcal{M} \). Then, we know that the detection performance is closely related to the geometric measure utilized in the detector. Note that the HPD matrix manifold endowed with different divergences will yield different geometric properties, that may result in different detection performances. Besides,
the performance is affected by the geometric mean that is used as the CCM estimate, since different geometric means have different robustness about outliers. In the next context, we will be focused on the definitions and analysis of divergences and geometric means, which determine the performance of signal detection. Specifically, we define the TBD on the HPD matrix manifold and derive several important TBD means in closed-form.

Sample data $x$

![Diagram](Fig. 1: The scheme of signal detection)

### III. INFORMATION GEOMETRY AND TBDs

The set of all HPD matrices forms a Riemannian manifold equipped with a proper metric, which will allow us to construct efficient algorithms for detection problems. In this section, we will briefly review the theory of classical information geometry and define the TBD divergence on matrix manifolds.

#### A. Classical information geometry

The theory of information geometry was firstly established for studying statistical models which are, for instance, associated to a continuous distribution with probability density function $p(x; \theta)$, where $x$ is the random variable and $\theta \in \mathbb{R}^n$ (or a subset of $\mathbb{R}^n$) plays the role of parameters. Assuming the function $p(x; \theta)$ satisfies the regularity conditions $[25, 42]$, a statistical model is defined as the set of all probability density functions, i.e.,

$$
\mathcal{M} := \left\{ p(x; \theta) \mid \theta \in \mathbb{R}^n, \int p(x; \theta) \, dx = 1 \right\}.
$$

A divergence $D : \mathcal{M} \times \mathcal{M} \to \mathbb{R}$ is a function measuring the difference/dissimilarity of two elements of $\mathcal{M}$, defined subject to the following properties:

1. $D(p_1, p_2) \geq 0$ for all $p_1 = p(x; \theta_1)$ and $p_2 = p(x; \theta_2)$.
2. $D(p_1, p_2) = 0$ if and only if $p_1 = p_2$.

The most important classes of divergences are the $f$-divergences and Bregman divergences. For two elements $p_1 = p(x; \theta_1)$ and $p_2 = p(x; \theta_2)$ of $\mathcal{M}$, $f$-divergences are generated through a function $f(z)$, which is convex on $z > 0$ and such that $f(1) = 0$. An $f$-divergence is defined by the expectation

$$
D_f(p_1, p_2) := \mathbb{E}_{p_1} \left[ f \left( \frac{p_2}{p_1} \right) \right] = \int p_1 f \left( \frac{p_2}{p_1} \right) \, dx.
$$

One well-known example of $f$-divergences is the Kullback–Leibler divergence $D_{KL}$, with the function $f$ defined by [43]

$$
f(z) = -\ln z, \quad z > 0.
$$

It is also known as the relative entropy since

$$
D_{KL}(p_1, p_2) = H(p_1, p_2) - H(p_1),
$$

where $H(p_1, p_2) = -\mathbb{E}_{p_1} [\ln p_2]$ is the cross entropy of $p_1$ and $p_2$ and $H(p_1) = -\mathbb{E}_{p_1} [\ln p_1]$ is the entropy of $p_1$. The concept of information entropy was firstly introduced by Shannon in [44], [45].

The Fisher information matrix, firstly introduced by Fisher in [46], plays the role of a Riemannian metric of the statistical model $\mathcal{M}$. Its components, a symmetric and positive-definite $n \times n$ matrix $g(\theta) = (g_{ij}(\theta))$ can be derived from the infinitesimal behavior of the $f$-divergences; in particular, for the Kullback–Leibler divergence, we have

$$
D_{KL}(p(x; \theta), p(x; \theta + d\theta))
= -\int p(x; \theta) \ln \left( \frac{p(x; \theta + d\theta)}{p(x; \theta)} \right) \, dx
= \frac{1}{2} g_{ij}(\theta) d\theta^i d\theta^j + O(\|d\theta\|^3),
$$

where

$$
g_{ij}(\theta) = \mathbb{E}_p \left[ \frac{\partial}{\partial \theta^i} \ln p(x; \theta) \frac{\partial}{\partial \theta^j} \ln p(x; \theta) \right].
$$

Equipped with the Fisher information matrix or metric $g$, $(\mathcal{M}, g)$ becomes a Riemannian manifold, whose Levi-Civita connection $\nabla$ is uniquely given by the torsion-free condition and the following compatibility condition

$$
Z g(X, Y) = g (\nabla_Z X, Y) + g (X, \nabla_Z Y).
$$

Here $X, Y, Z$ are vector fields on $(\mathcal{M}, g)$. Chentsov [22], Efron [23], Amari [24], [25], etc. extended the above compatibility condition to the existence of a one-parameter family of affine connections $\nabla^{(\alpha)}$ ($\alpha \in \mathbb{R}$) satisfying the duality condition

$$
Z g(X, Y) = g (\nabla^{(\alpha)}_Z X, Y) + g (X, \nabla^{(-\alpha)}_Z Y).
$$

Here $\nabla^{(\alpha)}$ and $\nabla^{(-\alpha)}$ is a pair of dual connections. When $\alpha = 0$, it reduces to the Levi-Civita connection.

#### B. TBDs on matrix manifolds

Let $F$ be a differentiable and strictly convex function defined on a convex domain of $\mathbb{R}^n$. A Bregman divergence, introduced by Bregman [47], measures the difference between the value of $F$ at a point $x \in \mathbb{R}^n$ and the linear approximation of $F$ around point $y$ evaluated at the point $x$, namely

$$
B_F(x, y) := F(x) - F(y) - \langle \nabla F(y), x - y \rangle,
$$

where $\nabla F$ denotes the gradient of $F$ and $\langle \cdot, \cdot \rangle$ is the natural inner product of two vectors. In fact, the Kullback–Leibler divergence is also a special case of the Bregman divergence [48]. If the space of $x := \theta$ is the parameter space of a model or manifold, the Bregman divergence induces a Riemannian metric $(g_{ij}(\theta)) = \text{Hess} F(\theta)$ and a family of information-geometric one-parameter dual connections. The function $F$ is hence sometimes called a potential function.

In recent years, TBDs were introduced and found to be more efficient in dealing with practical problems such as shape...
retrieval and diffusion tensor image [49], [50]. The TBD $\delta_F$ is defined between two points $x, y$ on a convex domain of $\mathbb{R}^n$ for a differentiable and strictly convex function $F$, as follows

$$
\delta_F(x, y) := \frac{F(x) - F(y) - \langle \nabla F(y), x - y \rangle}{\sqrt{1 + \|\nabla F(y)\|^2}}.
$$

(19)

As a scaling of the Bregman divergence, it shares a lot of similarities as the Bregman divergence, such as convexity (about the first argument). One aim of this paper is to extend the definition of TBD to matrix manifolds and in particular to the HPD matrix manifold.

The theory of matrix groups is essential in applied sciences. Matrix information geometry studies the Riemannian-geometric structures of matrix groups, which have been found fundamentally crucial in linear and nonlinear problems. For the general linear group $GL(N, \mathbb{F})$ of $N \times N$ invertible matrices, where $\mathbb{F}$ is either $\mathbb{R}$ or $\mathbb{C}$, one can define the following metric or inner product

$$
\langle X, Y \rangle := \text{tr}(X^HY),
$$

(20)

where $X, Y \in GL(N, \mathbb{F})$ and $X^H$ denotes the conjugate transpose of $X$ in the complex case or simply the transpose of $X$ in the real case. This metric is called the Frobenius inner product or the Hilbert–Schmidt inner product. An induced Riemannian metric can be defined at its tangent bundle leading to a unique Levi-Civita connection; this gives its Riemannian structure. An AIRM of the HPD matrix manifold will be given later in this section. In many cases, such as subgroups of $GL(N, \mathbb{F})$ with better geometric or topological properties, one may define various metrics and even dual connections as have been greatly investigated for statistical models.

The Bregman divergence for matrices $X$ and $Y$ is defined as (e.g., [51])

$$
B_F(X, Y) := F(X) - F(Y) - \langle \nabla F(Y), X - Y \rangle,
$$

(21)

where $\langle \cdot, \cdot \rangle$ is the Frobenius inner product (20) and $F : GL(N, \mathbb{F}) \to \mathbb{F}$ is a strictly convex and differentiable function. It can then be immediately generalized to a TBD as the following definition.

**Definition 1.** The TBD of two matrices $X, Y \in GL(N, \mathbb{F})$ is defined as

$$
\delta_F(X, Y) = \frac{F(X) - F(Y) - \langle \nabla F(Y), X - Y \rangle}{\sqrt{1 + \|\nabla F(Y)\|^2}},
$$

(22)

where $\|X\| := \sqrt{\langle X, X \rangle}$.

Next, let us consider several examples.

**Proposition 2.** Let $F(X) = \frac{1}{2} \|X\|^2$. The corresponding TBD, called the total square loss (TSL), is given by

$$
\delta_F(X, Y) = \frac{1}{2} \|X - Y\|^2.
$$

(23)

Proof. The gradient of $F(X)$ associated to the Frobenius inner product is given by the Fréchet derivative

$$
\langle \nabla F(X), Y \rangle = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} F(X + \varepsilon Y)
$$

$$
= \frac{1}{2} \frac{d^2}{d\varepsilon^2} \bigg|_{\varepsilon=0} \text{tr} \left( (X + \varepsilon Y)^T (X + \varepsilon Y) \right)
$$

$$
= \frac{1}{2} \text{tr}(X^HY) + \frac{1}{2} \text{tr}(Y^HX)
$$

$$
= \langle X, Y \rangle.
$$

(24)

Namely, $\nabla F(X) = X$. Then the Bregman divergence (21) is given by

$$
B_F(X, Y) = \frac{1}{2} \|X - Y\|^2.
$$

(25)

Consequently, the TSL is obtained.

**Proposition 3.** Let $F(X) = -\ln \det X$, which is induced from the function $-\ln x$; see [51]. The total log-determinant (TLD) divergence is given by

$$
\delta_F(X, Y) = \frac{\ln \det(YX^{-1}) + \text{tr}(Y^{-1}X) - N}{\sqrt{1 + \|Y^{-1}H\|^2}}.
$$

(26)

Note that we assumed $X$ and $Y$ satisfy necessary conditions to avoid singularity.

Proof. Similar computation gives the gradient by

$$
\langle \nabla F(X), Y \rangle = -\text{tr}(X^{-1}Y).
$$

(27)

Namely, $\nabla F(X) = -X^{-H}$, and the Bregman divergence is given by

$$
B_F(X, Y) = \ln \det(YX^{-1}) + \text{tr}(Y^{-1}X) - N.
$$

(28)

Here $N$ is the dimension of matrices $X, Y$. Then the TLD divergence can be derived.

It is known that if $X$ is an invertible matrix that does not have eigenvalues in the closed negative real line, then there exists a unique logarithm with eigenvalues lying in the strip $\{z \in \mathbb{C} | -\pi < \text{Im}(z) < \pi\}$ [52]. This logarithm is called the principal logarithm and denoted by $\log X$.

**Proposition 4.** Suppose $X$ is invertible and has no eigenvalues lying in the negative real line and define

$$
F(X) = \text{tr}(X \log X - X),
$$

which is induced from the function $x \ln x - x$ (e.g., [51]). Then, the total von Neumann (TVN) divergence is given by

$$
\delta_F(X, Y) = \frac{\text{tr}(X(\log X - \log Y) - X + Y)}{\sqrt{1 + \|(\log Y)^H\|^2}}.
$$

(29)

Proof. See Appendix A.

For the HPD matrix manifold

$$
\mathcal{P}(N, \mathbb{C}) := \{ X \in GL(N, \mathbb{C}) \mid z^H X z > 0, \forall z \in \mathbb{C}^N / \{0\} \},
$$

(30)
an AIRM at a point \( P \in \mathcal{P}(N, \mathbb{C}) \) is defined by
\[
g_P(A, B) := \text{tr} \left( P^{-1} A P^{-1} B \right),
\]
where \( A, B \in T_P \mathcal{P}(N, \mathbb{C}) \) and hence \( P^{-1} A P^{-1} B \in T_I \mathcal{P}(N, \mathbb{C}) \). The induced distance (called geodesic distance or Riemannian distance) between \( X \) and \( Y \) is given by
\[
d(X, Y) = \left\| \log \left( X^{-\frac{1}{2}} Y X^{-\frac{1}{2}} \right) \right\|.
\]
Note that the AIRM is consistent with the Frobenius inner product (20) when restricted to the identity \( I \) of \( \mathcal{P}(N, \mathbb{C}) \). Its Lie algebra \( \mathfrak{P}(N, \mathbb{C}) = T_I \mathcal{P}(N, \mathbb{C}) \) consists of all Hermitian matrices
\[
\mathfrak{P}(N, \mathbb{C}) = \left\{ X \in \text{GL}(N, \mathbb{C}) \mid X^H = X \right\}.
\]
(32)
From now on, we will only focus on the HPD matrix manifold \( \mathcal{P}(N, \mathbb{C}) \). The Bregman divergence (21) and TBD (22) defined on \( \text{GL}(N, \mathbb{C}) \) can be directly restricted to HPD matrices.

**A. TBD means for a set of HPD matrices**

For a set of \( m \) real numbers \( \{x_1, x_2, \ldots, x_m\} \), the well-known arithmetic mean is
\[
\bar{x} := \frac{1}{m} \sum_{i=1}^{m} x_i.
\]
From a geometric viewpoint, the arithmetic mean can be obtained by considering the minimum of the sum of squared distances, namely
\[
\bar{x} := \arg\min_{x \in \mathbb{R}} \sum_{i=1}^{m} |x - x_i|^2,
\]
(34)
where \( |x - x_i| \) is the absolute value of \( x - x_i \), denoting the distance of two points on the real line.

This can be generalized to define TBD means for a set of HPD matrices.

**Definition 5.** Let \( F \) be a strictly convex and differentiable function, and let \( \delta_F \) be the corresponding TBD. The TBD mean for a set of \( m \) number of HPD matrices \( \{X_1, X_2, \ldots, X_m\} \) is defined as follows:
\[
\bar{X} := \arg\min_{X \in \mathcal{P}(n, \mathbb{C})} m \sum_{i=1}^{m} \delta_F(X, X_i).
\]
(35)

Since \( F(X) \) is strictly convex, the function \( \frac{1}{m} m \sum_{i=1}^{m} \delta_F(X, X_i) \) is also strictly convex about \( X \). Therefore, if the TBD mean (35) exists, then it is unique. It can be calculated using the stationary condition as follows. Note that to assure its existence, the function \( F \) (and hence the TBD) should be defined in a compact matrix space containing the HPD matrix manifold. Also be noted that we add the coefficient \( \frac{1}{m} \) for later convenience; this obviously will not affect value of the mean.

**Proposition 6.** If the TBD mean (35) exists, then it solves the algebraic equation
\[
\nabla F(X) = \sum_{i=1}^{m} \frac{\nabla F(X_i)}{\sqrt{1 + \|\nabla F(X_i)\|^2}} \sum_{j=1}^{m} \frac{1}{\sqrt{1 + \|\nabla F(X_j)\|^2}}.
\]
(36)

**Proof.** Denote \( G(X) \) as the function to be minimized, namely
\[
G(X) := \frac{1}{m} m \sum_{i=1}^{m} F(X) - F(X_i) - \langle \nabla F(X_i), X - X_i \rangle,
\]
its gradient can be immediately calculated and we have
\[
\nabla G(X) = \frac{1}{m} m \sum_{i=1}^{m} \frac{\nabla F(X) - \nabla F(X_i)}{\sqrt{1 + \|\nabla F(X_i)\|^2}}.
\]
(37)
Letting \( \nabla G(X) = 0 \) completes the proof.

Next, we will show the TBD means with respect to the TSL, TLD and TVN divergences, respectively.
Proposition 7. The TSL mean for a set of $m$ HPD matrices \( \{X_1, X_2, \ldots, X_m\} \) is given by
\[
\overline{X}_{TSL} = \frac{m}{\sqrt{1 + \|X_i\|^2}} \times \sum_{i=1}^{m} \frac{X_i}{\sqrt{1 + \|X_i\|^2}}.
\]

Proposition 8. The TLD mean for a set of $m$ HPD matrices \( \{X_1, X_2, \ldots, X_m\} \) is given by
\[
\overline{X}_{TLD} = \left( \sum_{i=1}^{m} \frac{X_i^{-1}}{\sqrt{1 + \|X_i^{-1}\|^2}} \right)^{-1}.
\]

Proposition 9. The TVN mean for a set of $m$ HPD matrices \( \{X_1, X_2, \ldots, X_m\} \) is given by
\[
\overline{X}_{TVN} = \exp \left( \sum_{i=1}^{m} \mu_i \times \frac{\log X_i}{\mu_i} \right),
\]
where
\[
\mu_i = \sqrt{1 + \|\log X_i\|^2}, \quad i = 1, 2, \ldots, m.
\]
Proofs of the Propositions 7, 8 and 9 are straightforward and are omitted here.

B. Influence functions

We define an influence function that describes the effect of outliers on the estimate accuracy of the TBD mean. The influence function can be used for analysing the robustness of TBD means when the HPD data are contaminated by outliers. Let \( \overline{X} \) be the TBD mean (or AIRM mean) of $m$ HPD matrices \( \{X_1, X_2, \ldots, X_m\} \), and \( \widetilde{X} \) is the TBD mean (or AIRM mean) of the contaminated HPD data obtained by adding $n$ outliers, that are also HPD matrices \( \{P_1, P_2, \ldots, P_n\} \), with a weight \( \varepsilon (\varepsilon \ll 1) \) into these $m$ HPD matrices. Then, \( \widetilde{X} \) can be defined as a perturbation
\[
\widetilde{X} = X + \varepsilon H(X, P_1, P_2, \ldots, P_n) + O(\varepsilon^2),
\]
and the norm
\[
h(X, P_1, P_2, \ldots, P_n) := \|H(X, P_1, P_2, \ldots, P_n)\|
\]
is defined as the influence function. The influence functions of the AIRM and TBD means are given as follows.

Proposition 10. The influence function of the AIRM mean for $m$ HPD matrices \( \{X_1, X_2, \ldots, X_m\} \) and $n$ outliers \( \{P_1, P_2, \ldots, P_n\} \) with a weight \( \varepsilon (\varepsilon \ll 1) \), is $h = \|H\|$ where
\[
H = -\frac{1}{\sqrt{n}} \sum_{j=1}^{m} \frac{X \log (P_j^{-1}X) + \log (XP_j^{-1})X}{2}.
\]

Proof. See Appendix B.

Now let $F$ be a differentiable and strictly convex function and let us consider the corresponding TBD mean \( \overline{X} \) of $m$ HPD matrices \( \{X_1, X_2, \ldots, X_m\} \), and TBD mean \( \widetilde{X} \) of the contaminated HPD data obtained by adding $n$ outliers, i.e., HPD matrices \( \{P_1, P_2, \ldots, P_n\} \).

Define $G(X)$ as the objective function to be minimized for the enlarged set of data, namely
\[
G(X) := (1 - \varepsilon) \frac{1}{m} \sum_{i=1}^{m} \delta_F(X, X_i) + \varepsilon \frac{1}{n} \sum_{j=1}^{n} \delta_F(X, P_j).
\]

Since \( \overline{X} \) is the TBD mean of $m$ HPD matrices \( \{X_1, X_2, \ldots, X_m\} \) and $n$ outliers \( \{P_1, P_2, \ldots, P_n\} \), we have
\[
\nabla G(\overline{X}) = 0, \quad i.e.,
\]
\[
(1 - \varepsilon) \frac{1}{m} \sum_{i=1}^{m} \nabla F(\overline{X}) - \nabla F(X_i)
\]
\[
+ \varepsilon \frac{1}{n} \sum_{j=1}^{n} \nabla F(\overline{X}) - \nabla F(P_j) = 0.
\]

Similarly, we differentiate \( \nabla G(\widetilde{X}) \) with respect to \( \varepsilon \) at \( \varepsilon = 0 \), leading to
\[
\frac{1}{m} \sum_{i=1}^{m} \frac{1}{\sqrt{1 + \|\nabla F(X_i)\|^2}} \frac{d}{d\varepsilon} |_{\varepsilon=0} \nabla F(\overline{X})
\]
\[
+ \frac{1}{n} \sum_{j=1}^{n} \frac{\nabla F(\overline{X}) - \nabla F(P_j)}{\sqrt{1 + \|\nabla F(P_j)\|^2}} = 0.
\]

Taking \( \widetilde{X} = X + \varepsilon H + O(\varepsilon^2) \) into account will give us the influence function. We will now study the TSL, TLD and TVN means, respectively.

Proposition 11. For $F(X) = \frac{1}{2} \|X\|^2$ corresponding to the TSL, we have $\nabla F(\overline{X}) = \nabla F(X)$ and hence
\[
\frac{d}{d\varepsilon} |_{\varepsilon=0} \nabla F(\overline{X}) = H(X, P_1, P_2, \ldots, P_n).
\]

Therefore, the influence function of the TSL mean is given by $h = \|H\|$ where
\[
H = -\frac{m}{n} \left( \sum_{i=1}^{m} \frac{1}{\sqrt{1 + \|X_i\|^2}} \right)^{-1} \sum_{j=1}^{n} \frac{X - P_j}{\sqrt{1 + \|P_j\|^2}}.
\]

Proposition 12. For $F(X) = -\ln \det X$ corresponding to the TLD divergence, we have $\nabla F(\overline{X}) = -X^{-1}$ and
\[
\frac{d}{d\varepsilon} |_{\varepsilon=0} \nabla F(\overline{X}) = X^{-1} H X^{-1}.
\]

The influence function of the TLD mean is given by $h = \|H\|$ where
\[
H = \frac{m}{n} \left( \sum_{i=1}^{m} \frac{1}{\sqrt{1 + \|X_i\|^2}} \right)^{-1} \sum_{j=1}^{n} \frac{X(X^{-1} - P_j^{-1})X}{\sqrt{1 + \|P_j^{-1}\|^2}}.
\]

Note that we used the fact
\[
0 = \frac{d}{d\varepsilon} I = \frac{d}{d\varepsilon} (X X^{-1}) = \frac{d}{d\varepsilon} X X^{-1} + \frac{d}{d\varepsilon} X X^{-1}
\]
and hence
\[
\frac{d}{d\varepsilon} X^{-1} = -X^{-1} \frac{d}{d\varepsilon} X X^{-1}.
\]
Proposition 13. When $F(X) = \text{tr}(X \log X - X)$, the corresponding divergence is the TVN divergence. We have
\[
\frac{d}{d\varepsilon} \nabla F(X) = \int_0^1 \left( (X-I)s + I \right)^{-1} H ( (X-I)s + I )^{-1} ds.
\]
Substituting $F(X)$ into (40) and taking trace on both sides give us
\[
\text{tr}(X^{-1} H) = - \frac{m}{n} \left( \sum_{i=1}^m \frac{1}{\sqrt{1 + \| \log X_i \|^2}} \right)^{-1} \times \sum_{j=1}^n \text{tr} \left( \log X - \log P_j \right) \frac{X^{1/2}}{\sqrt{1 + \| P_j \|^2}}.
\]
Assuming the arbitrariness of $X$, we obtain the influence function of the TVN mean as $h = \| H \|$ in which we choose
\[
H = - \frac{m}{n} \left( \sum_{i=1}^m \frac{1}{\sqrt{1 + \| \log X_i \|^2}} \right)^{-1} \times \sum_{j=1}^n \frac{X^{1/2}}{\sqrt{1 + \| P_j \|^2}} \frac{X^{1/2}}{\sqrt{1 + \| P_j \|^2}}.
\]
It is obvious that the influence function of AIRM mean (see Eq. (38)), that is,
\[
h(X, P_1, P_2, \ldots, P_n) = \left\| \frac{1}{n} \sum_{j=1}^n \log(P_j^{-1} X) \right\|, \tag{44}
\]
is not bounded with respect to its arguments $P_1, P_2, \ldots, P_n$. However, the influence functions of the TSL, TLD and TVN means are all bounded. It suffices to show that the second term of (40) is bounded by noting that the first term of (40) is independent of $P_1, P_2, \ldots, P_n$. We have
\[
\left\| \frac{1}{n} \sum_{j=1}^n \frac{\nabla F(X) - \nabla F(P_j)}{\sqrt{1 + \| \nabla F(P_j) \|^2}} \right\| \leq \frac{1}{n} \sum_{j=1}^n \frac{\| \nabla F(X) \| + \| \nabla F(P_j) \|}{\sqrt{1 + \| \nabla F(P_j) \|^2}} \leq \frac{1}{n} \sum_{j=1}^n \left( \| \nabla F(X) \| + 1 \right) = \| \nabla F(X) \| + 1.
\]
Consequently, the three influence functions are all bounded with respect to $P_1, P_2, \ldots, P_n$.

C. Robustness Analysis

To validate the advantage of the robustness of TBD mean, numerical simulations are given under different number of sample data and outliers. The results are compared with the AIRM mean and SCM. In the simulation, the sample data is generated according to an $N$-dimensional complex circular Gaussian distribution with zero-mean and a known covariance matrix $\Sigma$ given by
\[
\Sigma = \Sigma_0 + I,
\]
where
\[
\Sigma_0(i, k) = \sigma_c^2 \rho^{i-k} e^{i2\pi f_d(i-k)}, \quad i, k = 1, 2, \ldots, N.
\]
Here, $\rho$ is the one-lag correlation coefficient, $\sigma_c$ denotes the clutter-to-noise power ratio, and $f_d$ is the clutter normalized Doppler frequency. In this part, we set $\rho = 0.9$, $\sigma_c^2 = 20\text{dB}$, $f_d = 0.2$, and the dimension of covariance matrix $N = 8$.

We first generate $K$ number of sample data, each of that is an $N$-dimensional vector. The TBD mean and the AIRM mean $\underline{R}$ are computed according to $K$ HPD matrices derived by the generated $K$ sample data, respectively. The HPD matrix can be computed via Eq. (3). Then, the offset error between the real matrix $\Sigma$ and the estimated matrix $\underline{R}$ is computed, which is defined as
\[
\| \underline{R} - \Sigma \| / \| \Sigma \|.
\]
The computation is repeated 1000 times for each value and the averaged results are shown in Fig. 3.

![Fig. 3: Offset errors of TBD and AIRM means under different number of sample data](image)

In Fig. 3, offset errors of all the four geometric means decrease with the number of sample data while the offset error of the SCM is the least sensitive. It implies that estimation error decreases fast for geometric means when the number of sample data increases, while for the SCM, this effect is not obvious. It is also observed that the offset errors of geometric means are smaller than that of the SCM. Namely, the geometric means are more robust to the number of sample data than the SCM. Moreover, the TBD means have better robustness than the AIRM mean, and the TLD has the best robustness followed by the TSL mean.

To show robustness of the TBD mean to outliers, we add $M$ outliers into the generated 50 sample data. The outlier is modeled as $x = \alpha p + c$, where $p$ is the steering vector, and $\alpha$ denotes the amplitude coefficient. The signal/interference to clutter ratio (SCR/ICR) is defined as
\[
\text{SCR} = |\alpha|^2 p^H R^{-1} p. \tag{46}
\]
Here, the SCR is set to 40 dB. Values of the influence functions for the TSL, TLD and TVN means, as well as for the AIRM
mean can be computed using Eqs. (41), (42), (43) and (38), respectively. Value of the influence function of the SCM can be calculated in a similar manner. Again, we repeat the computation 1000 times and take their average. The number of outliers $M$ varies from 1 to 40.

Fig. 4 shows the influence values of the TBD means, the AIRM mean and the SCM under different number of outliers. Obviously, the geometric means have lower influence values than the SCM and the influences values of the TBD means are smaller that of the AIRM mean. It implies that the geometric means are more robust to outliers than the SCM and the TBD means have better robustness than the AIRM mean. In addition, the TLD mean is similar to the TSL mean about robustness and both of them are more robust to outliers compared with the TVN mean.

V. SIMULATION RESULTS

In order to validate the performances of the proposed TBD-MIG detector in nonhomogeneous clutter, numerical simulations are studied in this section. For comparison purposes, we also show the performances of AIRM-MIG detector and AMF. To decrease the computational load, the probability of false alarm ($P_{fa}$) is set to $10^{-3}$. The detection thresholds and probabilities of detection ($P_d$) are derived by $100/P_{fa}$ and 1000 independent trials, respectively. For the sake of clarification, the AMF, and the AIRM-MIG and TBD-MIG detectors are repeated as follows:

$$T_{AMF} = \frac{|x^H R_{SCM}^{-1} p|^2}{p^H R_{SCM}^{-1} p},$$

$$T_{AIRM} = \| \log(X^{-1} R_{AIRM}) \|,$$

$$T_{TSL} = \frac{\| X - R_{TSL} \|^2}{\sqrt{1 + \| R_{TSL} \|^2}},$$

$$T_{TLD} = \frac{\ln \det(R_{TLD} X^{-1}) + \text{tr} (R_{TLD}^{-1} X - I)}{\sqrt{1 + \| R_{TLD} \|^2}},$$

$$T_{TVN} = \frac{\text{tr} (X \log X - X \log R_{TVN} - X + R_{TVN})}{\sqrt{1 + \| \log R_{TVN} \|^2}},$$

where $x$ denotes the sample data, and $X$ is an HPD matrix estimated by $x$.

We consider two kinds of nonhomogeneous environments for target detection: one is the Gaussian clutter, while the other is the compound-Gaussian clutter where the texture component is assumed to be a Gamma distribution with the scale parameter $s$ and the shape parameter $v$. Two interferences are injected into clutter data. Values of the parameters used in the simulations, including the target, clutter and interference normalized Doppler frequencies $f_d, f_c, f_{in}$, are collected in Table I.

| $N$ | ICR (dB) | $f_c$ | $f_d$ | $f_{in}$ | $s$ | $v$ |
|-----|----------|------|------|--------|----|----|
| 8   | 20       | 0.1  | 0.2  | 0.122  | 1  | 3  |

In Fig. 5, we compare the probabilities of detection of the proposed TBD-MIG detectors with the AIRM-MIG detector and the AMF in Gaussian and non-Gaussian clutters for Toeplitz HPD matrix case (3). Here, we also give the curves of the matched filter (MF) with the known covariance matrix as the performance benchmark for the AMF. Unlike the AMF, the optimal detection performances of the MIG detectors are difficult to determine, as the performance is closely related to the geometric measure used in the detector as well as the robustness of its corresponding geometric mean about outliers. Obviously, as the number of secondary data increases, performances of all detectors improve. Particularly, all the considered detectors experience severe performance degradation in the non-Gaussian clutter with respect to the Gaussian clutter. When $K = N = 8$, the AMF is invalid since the estimate error of the SCM is too larger. However, all the MIG detectors can still work in the case of $K = N$. The TBD-MIG detectors achieve significant performance advantage over the AIRM-MIG detector and the AMF in Gaussian and non-Gaussian clutters. The AIRM-MIG detector outperforms the AMF for $K = 8, 12$ in the Gaussian clutter, and for $K = 8$ in the non-Gaussian clutter. Moreover, the AIRM-MIG detector can achieve performance improvement for SCR bigger than 19 dB in the case of $K = 16$ in the Gaussian clutter and for SCR bigger than 29 dB in the case of $K = 12$ in the non-Gaussian clutter. The AMF has better performance than the AIRM-MIG detector for $K = 16$ in the non-Gaussian clutter.

Fig. 6 shows the performance comparison results of MIG detectors and the AMF in Gaussian and non-Gaussian clutters for the HPD matrix case (6) obtained from diagonal loading. Similar performance improvement can be seen as to the Toeplitz HPD matrix case when the number of secondary data increases. All MIG detectors perform better than the AMF in Gaussian and non-Gaussian clutters for different $K$. The TBD-MIG detectors outperform the AIRM-MIG detector for $K = 8, 12$ in the Gaussian clutter and for $K = 8$ in the non-Gaussian clutter. Besides, the TBD-MIG detectors has better performance than the AIRM-MIG detector for SCR bigger than 16 dB in the Gaussian clutter and for SCR bigger than 24 dB in the non-Gaussian clutter. In the TBD-MIG detectors, the
TLD-MIG detector has the best performance that is followed by the TVN-MIG detector.

Next we examine the effect of different matrix structures on the detection performance, namely Toeplitz HPD matrices (3) and HPD matrices obtained from diagonal loading (6). Firstly, we analyze the energy distributions for these two matrix structures, shown in Fig. 7. It is observed that for the Toeplitz HPD matrix case, the energy is distributed parallel to the main diagonal and mainly distributed on the main diagonal. The farther the main diagonal is away, the less is the energy. However, for the diagonal loading HPD matrix case, the energy is mainly concentrated in a certain angle. The difference of their energy distributions is potentially one reason of their different detection performances. In Fig. 8, we analyze the performance of MIG detectors under different matrix structures. In the Gaussian clutter case, it is shown in Fig. 8 (a) that the TLD-MIG and AIRM-MIG detectors with the diagonal loading structure can achieve several performance improvements over their counterparts with the Toeplitz structure, whereas both the TSL-MIG and TVN-MIG detectors have similar performance with the diagonal loading and Toeplitz structures. In the non-Gaussian clutter case, Fig. 8 (b) shows that except for the similar performance of TSL-MIG detector, the performances of all MIG detectors with the diagonal loading structure are better to that of the detectors with the Toeplitz structure.

VI. CONCLUSIONS

In this paper, we proposed a TBD-MIG detector to investigate the problem of target detection in nonhomogeneous clutter. The sample data has been assumed to be modeled as HPD matrices, which is used as the secondary data to estimate the CCM by the TBD mean. We then reformulated the problem of signal detection as discriminating two points on the HPD matrix manifold. Three TBD-MIG detectors, referred to as the TSL-MIG, TLD-MIG and TVN-MIG detectors, were introduced. Influence functions related to geometric means with respect to different divergences were defined and calculated in closed-form, providing convenience of a theoretical analysis of the robustness to outliers. Interestingly, the TBD mean is upper bounded about the interference energy. Numerical simulations shown that the TBD-MIG detectors outperform the AIRM-MIG detector and the AMF in homogeneous clutter. Energy distributions of two matrix structures, i.e., Toeplitz HPD matrices and HPD matrices obtained from diagonal loading, were analyzed, and a comparison of their influences on detection performance was also conducted.

From the theoretical aspect, it would be interesting to study the Riemannian-geometric structures induced from the
proposed total divergences as well as their relations with that of the well-known AIRM and the Log-Euclidean geometry of HPD matrix manifolds [53]. Possible future research in applications will concern the target detection in real datasets using the TBD-MIG detectors and the extension of MIG detectors to the structured covariance interference, e.g., persymmetric covariance matrices [54], [55].

APPENDIX A
PROOF OF PROPOSITION 4

The following two lemmas are used in the proof of Proposition 4.

Lemma 14 ([52], [56]). Suppose \( X \) is an invertible matrix that does not have eigenvalues in the closed negative real line and denote \( \log X \) its principal logarithm. The matrix \( X \) satisfies the following properties.

(i) Both \( X \) and \( \log X \) commute with \( [(X - I)s + I]^{-1} \) for any real number \( s \).

(ii) The following identity holds that

\[
\int_0^1 [(X - I)s + I]^{-2} ds = (I - X)^{-1}[(X - I)s + I]^{-1}]_{s=0}^1 = X^{-1}.
\]

Lemma 15 ([56]). (i) For an arbitrary matrix \( B(s) \) with \( s \in \mathbb{R} \) and arbitrary real numbers \( a < b \), the following commutative property holds:

\[
\text{tr} \left( \int_a^b B(s) \, ds \right) = \int_a^b \text{tr} (B(s)) \, ds.
\]

(ii) Suppose \( A(\varepsilon) \) is an invertible matrix which does not have eigenvalues lying in the closed real line. Then, we have

\[
\frac{d}{d\varepsilon} \log A(\varepsilon) = \int_0^1 [(A(\varepsilon) - I)s + I]^{-1} \times \frac{dA(\varepsilon)}{d\varepsilon} [(A(\varepsilon) - I)s + I]^{-1} \, ds.
\]

Proof of Proposition 4. Denote \( A(\varepsilon) := X + \varepsilon Y \), which is assumed to have no eigenvalues lying in the negative real line. Gradient of the function \( F \) is calculated as

\[
\langle \nabla F(X), Y \rangle := \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} F(X + \varepsilon Y)
= \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \text{tr} (A(\varepsilon) \log A(\varepsilon) - A(\varepsilon))
= \text{tr} \left( \left. \frac{dA(\varepsilon)}{d\varepsilon} \log A(\varepsilon) \right|_{\varepsilon=0} \right)
+ \text{tr} \left( \left. A(\varepsilon) \frac{d}{d\varepsilon} \log A(\varepsilon) \right|_{\varepsilon=0} - \text{tr}(Y) \right)
= \text{tr}(Y \log X - Y) + \text{tr} \left( \left. A(\varepsilon) \frac{d}{d\varepsilon} \log A(\varepsilon) \right|_{\varepsilon=0} \right).
\]

What left is to compute the last differentiation term. By using Lemmas 14 and 15, we have

\[
\text{tr} \left( \frac{d}{d\varepsilon} \log A(\varepsilon) \right) = \text{tr} \left( \int_0^1 A(\varepsilon) [(A(\varepsilon) - I)s + I]^{-1} \frac{dA(\varepsilon)}{d\varepsilon} [(A(\varepsilon) - I)s + I]^{-1} \, ds \right)
= \int_0^1 \text{tr} \left( A(\varepsilon) [(A(\varepsilon) - I)s + I]^{-1} \right) \frac{dA(\varepsilon)}{d\varepsilon} [(A(\varepsilon) - I)s + I]^{-1} \, ds
= \int_0^1 \text{tr} \left( [(A(\varepsilon) - I)s + I]^{-2} A(\varepsilon) \frac{dA(\varepsilon)}{d\varepsilon} \right) \, ds
= \text{tr} \left( \int_0^1 [(A(\varepsilon) - I)s + I]^{-2} ds (A(\varepsilon) \frac{dA(\varepsilon)}{d\varepsilon}) \right)
= \text{tr} \left( (I - A(\varepsilon))^{-1} [(A(\varepsilon) - I)s + I]_s=0^1 A(\varepsilon) \frac{dA(\varepsilon)}{d\varepsilon} \right)
= \text{tr} \left( \frac{dA(\varepsilon)}{d\varepsilon} \right),
\]

that equals to \( \text{tr}(Y) \) for the matrix \( A(\varepsilon) = X + \varepsilon Y \). Therefore, we have

\[
\langle \nabla F(X), Y \rangle = \text{tr}(Y \log X) = \langle (\log X)^H, Y \rangle,
\]

and consequently \( \nabla F(X) = (\log X)^H \) and norm of the gradient is

\[
\|\nabla F(X)\| = \|(\log X)^H\|.
\]

Consequently, the Bregman divergence is given by

\[
B_F(X, Y) = \text{tr} (X (\log X - \log Y) - X + Y)
\]

and hence we obtain the TVN as

\[
\delta_F(X, Y) = \frac{\text{tr} (X (\log X - \log Y) - X + Y)}{\sqrt{1 + \|(\log Y)^H\|^2}}.
\]
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Define \( G(X) \) as the objective function to be minimized for the enlarged \( m + n \) HPD matrices, namely

\[
G(X) := (1 - \varepsilon) \frac{1}{m} \sum_{i=1}^m \|\log (X_i^{-1} X)\|^2 + \varepsilon \frac{1}{n} \sum_{j=1}^n \|\log (P_j^{-1} X)\|^2.
\]

The gradient of the norm function with respect to the AIRM was shown to be [56]

\[
\nabla \|\log (X_i^{-1} X)\|^2 = 2X \log (X_i^{-1} X).
\]

Consequently, we have

\[
\nabla G(X) = 2(1 - \varepsilon) \frac{1}{m} \sum_{i=1}^m X \log (X_i^{-1} X) + 2\varepsilon \frac{1}{n} \sum_{j=1}^n X \log (P_j^{-1} X).
\]
As \( \hat{X} = X + eH + O(e^2) \) is the mean of \( m \) HPD matrices \( \{X_1, X_2, \ldots, X_m\} \) and \( n \) outliers \( \{P_1, P_2, \ldots, P_n\} \), then \( \nabla G(\hat{X}) = 0 \), namely

\[
(1 - \varepsilon) \frac{1}{m} \sum_{i=1}^{m} \log \left( X^{-1} \hat{X} \right) + \varepsilon \frac{1}{n} \sum_{j=1}^{n} \log \left( P^{-1} \hat{X} \right) = 0.
\]

To obtain the linear term about \( \varepsilon \), we can simply differentiate the equality above and then set \( \varepsilon \) to be zero. By doing so, we obtain

\[
\frac{1}{n} \sum_{j=1}^{n} \log \left( P^{-1} \hat{X} \right) + \frac{1}{m} \sum_{i=1}^{m} \frac{d}{d\varepsilon} \left| \varepsilon = 0 \right| \log \left( X^{-1} \hat{X} \right) = 0.
\]

The condition that \( \hat{X} \) is the mean of \( m \) HPD matrices \( \{X_1, X_2, \ldots, X_m\} \) is applied, i.e.,

\[
\frac{1}{m} \sum_{i=1}^{m} \log \left( X^{-1} \hat{X} \right) = 0.
\]

Taking trace of the identity (47) and using Lemmas 14 and 15, a similar calculation as the proof of Proposition 4 (see Appendix A) yields

\[
\text{tr} \left( X^{-1} H + \frac{1}{n} \sum_{j=1}^{n} \log \left( P^{-1} \hat{X} \right) \right) = 0.
\]

This can be written using the metric (20) as well. Assuming the arbitrariness of \( \hat{X} \), we can choose

\[
H = - \frac{1}{n} \sum_{j=1}^{n} \left( \hat{X} \log(P^{-1} \hat{X}) + \log(\hat{X} P^{-1} \hat{X}) \right).
\]

This finishes the proof.
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