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Abstract
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Vehicle detection in remote sensing images has attracted increasing interest in recent years. However, its detection ability is limited due to lack of well-annotated samples, especially in densely crowded scenes. Furthermore, since a list of remotely sensed data sources is available, efficient exploitation of useful information from multi-source data for better vehicle detection is challenging. To solve the above issues, a multi-source active fine-tuning vehicle detection (Ms-AFt) framework is proposed, which integrates transfer learning, segmentation, and active classification into a unified framework for auto-labeling and detection. The proposed Ms-AFt employs a fine-tuning network to firstly generate a vehicle training set from an unlabeled dataset. To cope with the diversity of vehicle categories, a multi-source based segmentation branch is then designed to construct additional candidate object sets. The separation of high quality vehicles is realized by a designed attentive classifications network. Finally, all three branches are combined to achieve vehicle detection. Extensive experimental results conducted on two open ISPRS benchmark datasets, namely the Vaihingen village and Potsdam city datasets, demonstrate the superiority and effectiveness of the proposed Ms-AFt for vehicle detection. In addition, the generalization ability of Ms-AFt in dense remote sensing scenes is further verified on stereo aerial imagery of a large camping site.
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1. Introduction

Recently, vehicle detection in remote sensing has been garnering growing attention and has been successfully applied in many applications, such as traffic management (Arivalagan and Venkatachalapathy, 2015; Karim et al., 2014), and urban planning (Wen et al., 2019; Weng et al., 2018). Visible (VIS) remote sensing imagery uses electromagnetic wave imaging at a wavelength of 400 ∼ 760 nm, which visually reflects the true color and texture of vehicle objects. Inspired by the recent advancement of deep learning and availability of multi-source remote sensing, such as RGB, hyperspectral (Hong et al., 2019a), multispectral (Weng et al., 2014), and synthetic aperture radar (SAR) (Kang et al., 2020), many state-of-the-art vehicle detection algorithms in remote sensing (Cheng et al., 2018; Yang et al., 2018; Wu et al., 2019; Kang and Gellert, 2015; Audebert et al., 2017; Gintautas et al., 2009; Wei et al., 2013; Cheng et al., 2020; Wu et al., 2020) have been developed.

The success of using VIS images depends on the strong support of large-scale and accurate annotated datasets, e.g., NWPU VHR-10 dataset (Cheng et al., 2014, 2016; Cheng and Han, 2016) [], DOTA dataset (Xia et al., 2018) [] and DIOR dataset (Li et al., 2020) []. However, vehicles in VIS imagery are prone to have more complex deformation (see Fig. 1), due to its “bird” perspective. This inevitably increases the cost of manual annotation, thereby yielding a bottleneck. In order to solve this problem, a series of transfer learning (Chen et al., 2018b), semi-supervised (Chen et al., 2018a), weakly-supervised (Han et al., 2015) and even unsupervised methods were successively developed to reduce the cost of annotation. A novel weakly-supervised framework was proposed based on Bayesian principles for vehicle detection from VIS images (Han et al., 2015). In (Chen et al., 2018a; Lin et al., 2016), the generative adversarial network (GAN) has shown its superiority in data augmentation. GAN was developed to extract data distribution from unlabeled images in order to realize semi-supervised airplane detection (Chen et al., 2018a). Furthermore, multiple-layer feature-matching generative adversarial networks (MARTA GANs) were designed to learn a representation using only unlabeled data to realize object classification (Lin et al., 2016). Subsequently, with a growing attention in limited or without labels, considerable work for object detection in remote sensing imagery has been reported.
The overall flowchart of the proposed Ms-AFt, including automatic labeling and vehicle detection in complex remote sensing scene. More specifically, we first use a pre-trained detection network trained on other data sources (e.g., ImageNet), and the preliminary detection results of our unlabeled datasets can then be obtained by directly using the network. Next, an unsupervised object-based segmentation is performed using fused RGB and DSM images and potential objects can be screened out by the means of height information. Subsequently, these selected objects can be further classified into vehicles or non-vehicles using the branch III, i.e., active classification network. Finally, those high-quality vehicles with their location information are re-fed into the deep detection network to finely tune the network parameters.

in the literature [Aldeborgh et al., 2017; Cao et al., 2016]. Despite this, the detection ability using only a single data source still remains limited, due to the lack of feature diversity. For this reason, the joint use of multi-source data might be a good solution [Hong et al., 2019b].

With the development of airborne sensors (Sumbul et al., 2019), the quantity and quality of remote sensing images have been greatly improved, which can make up, to some extent, for the limited performance of using a single data source. Some researchers have developed some work using multi-source data to achieve more accurate vehicle detection (Schilling et al., 2018), but there is still room for improvement. Recently, digital surface models (DSM) have shown great potential in object detection. They can collect elevation information of objects and truly represents the ground ups and downs, yielding an effective separation of objects and background. There are two primary ways to generate DSM, namely LiDAR and photogrammetry. Among
them, DSM obtained by LiDAR \cite{Huangetal2020} has uniformity and high precision, but objects at the same location, especially for moving objects, rarely have LiDAR and aerial images at the same time. In addition, LiDAR equipment is expensive, so it is difficult to promote it in some practical applications. Thankfully, DSM obtained by photogrammetry \cite{Chai2016}, that is reconstructing DSM directly on multi-view images or video data acquired by manned aircraft or UAV, can greatly reduce the cost and has been successfully applied in change detection, building extraction, auxiliary vehicle testing and other fields in recent years. A classification framework by combining morphological profiles, a spatial transformer network (STN) and a convolutional neural network (CNN) \cite{Rastietal2020} has been proposed for LiDAR-DSM data classification \cite{Heetal2019}.

Inspired by the aforementioned investigation, we expect to further improve the detection performance of VIS images by taking the DSM as an auxiliary data source. Therefore, we do not extensively rely on the quality of DSM, as long as the used DSM can provide the performance improvement on the basis of that using VIS images. In other words, even though the DSM suffers from the effects that lead to the image degradation, e.g., slight move or missing of certain objects, tiny shift between VIS and DSM in the process of imaging or alignment, the quality of DSM is acceptable in our task. We have to admit, however, that the DSM with high quality can improve the detection results more effectively but also brings greater expense. As a trade-off, some existing datasets including DSM and VIS images, to a great extent, can meet our requirements.

In summary, VIS remote sensing imagery is sensitive to lighting, occlusion, and weather changes, so its ability to extract distinguishable features is still limited. DSM can work regardless of natural illumination. In order to effectively overcome the lack of distinguishability of a single sensor, data fusion is employed to make full use of the complementary information between multi-source images \cite{Hongetal2019c}. Existing multi-source data-based methods \cite{Marmanisetal2016,Niessneretal2017,Hendriketal2018} use pre-fusion or post-fusion multiple sensor data under a supervised framework to improve the network’s ability in feature learning rather than assisting in object detection. The main purpose of this paper is to realize vehicles auto-labeling to improve detection performance. Generally, it is very expensive and time-consuming to construct a large number of training samples for object detection. Therefore, it is meaningful but challenging to detect vehicles with an unlabeled training set.

To overcome these difficulties, a multi-source vehicle detection framework using an active fine-tuning network, Ms-AFt for short, is proposed. The proposed Ms-AFt network inherits the advantages of multi-source images, yielding more accurate
labels of vehicle objects and higher detection performance. More specifically, the main contributions of this paper can be summarized as follow:

- To overcome the disadvantages of a single data source in vehicle detection, a strategy of using multi-source data is developed. Specially, DSM data without any label information are used to assist in locating ground objects in the segmentation branch to construct a vehicle candidate set.

- Around multi-source data, the proposed Ms-AFt subtly integrates transfer learning, objects segmentation and active classification into a unified framework, ensuring vehicle auto-labeling with complementary information.

- In the proposed Ms-AFt, an active classification network is designed, which can effectively screen high quality vehicles to increase the diversity and number of training sets with progressive improvement in vehicle detection.

The remainder of this paper is organized as follows. Section 2 describes the three branches of the proposed unlabeled vehicle detection framework, including transfer
learning, object segmentation and active classification. Section 3 validates the proposed framework and reports detection results, as compared with six competitive networks. Section 4 draws the conclusions and briefly discusses future work.

2. Proposed Vehicle Detection Framework

As illustrated in Fig. 1, the proposed Ms-AFt network consists of three branches. They are the fine-tuning branch, segmentation branch, and active classification branch. In the first branch, VIS images are fed into a pre-trained network to generate the first part of the vehicles training sets. To enrich the diversity of vehicle categories, the multi-source based segmentation branch is designed to generate additional candidate object sets. Then, an active classification network with the classic ResNet18 architecture is used to classify different objects, e.g., buildings, tents, vehicles, and further screen out the high-quality vehicles from candidate object sets. These selected candidates can be augmented to the vehicle training set and used to finely tune the designed detection network for the final vehicle detection.

2.1. Fine-tuning Branch

As the data used in practice are usually unlabeled, we attempt to answer the following question: *How can we implement vehicle detection similar to world-class images?* In transfer learning, a reference dataset and a target dataset are sufficiently similar, and the reference dataset is often much larger than the target dataset. Therefore, a pre-training network is introduced and fine-tuned - only the Dataset for Object deTection in Aerial (DOTA) images with the annotation information containing at least one vehicle object while keeping the other configurations of the network the same, yielding a detection result for the unlabeled dataset. DOTA is an aerial image dataset with 15 categories of objects collected by Wuhan University, Huazhong University of Science, and Technology and the German Aerospace Center. This dataset contains 2806 aerial images from different sensors and platforms and 188,282 fully annotated objects. Each image is of size about $4000 \times 4000$ pixels. So far, it is the largest open-sourced labeling dataset in the field of remote sensing for object detection.

In terms of limited datasets, computing resources, and time, using a pre-trained model is the best choice. Existing work [Lin et al., 2016] has confirmed experimentally that a model trained from scratch cannot surpass the fine-tuned model based on a pre-trained network. Some representative pre-trained networks, which are listed in Section 3.3 and used in this paper are mainly trained by a large visual dataset (e.g., Imagenet, COCO). For the network fine-tuning, we first separate the vehicles
from the DOTA dataset and build a small DOTA vehicle dataset, and then the above pre-trained networks are fine-tuned. Except that the output class number and the learning rate are adjusted to 2 and 0.001, respectively, other network parameters remain unchanged during network fine-tuning. For simplicity, all the layers, rather than freezing several layers or redesigning the network, are retrained. In addition, the final training set of the detected dataset includes all DOTA vehicle samples in order to prevent overfitting.

However, detection performance is closely related to the similarity between different datasets, which limits the generalization performance. Fig. 2 takes the Stereo Aerial Imagery of a Large Camping Site (SAI-LCS) dataset constructed by the German Aerospace Center as an example to show this dataset and DOTA containing vehicle samples. As we can see, the SAI-LCS has a more complex background and a wider variety of vehicles than DOTA. The background of the images in SAI-LCS is a grass lawn, which greatly reduces the difference between objects and background. In addition, there are many types of vehicles in the SAI-LCS, including recreational vehicles (RVs), suspected RVs, etc, which are not in DOTA, and the objects are densely arranged and even have adhesions. The large-scale missed alarm in the detection results as shown in Fig. 2 also confirms the above statement, so it is not sufficient for effective vehicle detection in the SAI-LCS by simply using DOTA vehicle images for fine-tuning.

2.2. Object Segmentation Branch

In view of the limitations of network fine-tuning, a feasible solution to improve vehicle detection performance for unlabeled datasets is to automatically increase the diversity of vehicles while expanding the number of training sets. In other words, we firstly separate objects from ground in the image, construct non-similar vehicle candidate sets, and then use the active vehicle classification network to select high quality vehicles. Among them, object separation is discussed in this section, and the active classification will be discussed in Section 2.3.

The segmentation-based method is one of the most effective methods to separate objects from the ground. The classic pixel-based segmentation method (Zanotta et al., 2018) is suitable for VIS images, which are disturbed by illumination, occlusion, shadow, background clutter, and other factors. In addition, excessive reliance on spectral information can also result in a large number of fractured areas, which inevitably reduces the quality of segmentation, especially for long-range aerial images. Here, DSM is considered to compensate for the disadvantages of VIS. It covers the terrain and other surface information except for the ground, expressing the fluctuation of the ground most realistically.
In order to make full use of multi-source image information to improve the accuracy of ground object positioning, a scalar weighted fusion strategy, especially for both sensors with high quality, is employed. For the segmentation method, object rigid structure and adopt superpixel segmentation ([Hong et al., 2020]) are utilized to achieve separation of dense ground objects. Superpixel can remove redundant information and fit edges and its processing speed is more than ten times faster, so it is more suitable for positioning densely arranged objects. Fig. [II] (see part II) shows the flowchart of object segmentation. The main steps are summarized as follows.

1) **Superpixel Segmentation and Clustering**: simple linear iterative clustering (SLIC) ([Achanta et al., 2012]) is chosen for image superpixel segmentation. The superpixel has good compactness and boundary fit with fast computation speed, which well maintains the object contour ([Hong et al., 2020]). SLIC iterates around distance measurement. Note that the number of superpixels in SLIC is a to-be-set hyperparameter. In our case, the parameter is empirically and experimentally determined to be around 2000. If \( D \) between the two cluster centers is less than a certain threshold, superpixels and corresponding adjacency matrices of each cluster can be returned. As for the spatial aggregation, density-based spatial clustering of applications with noise (DBSCAN) ([Ester et al., 1996]) is considered, which does not need to specify the number of clusters. Given the neighborhood parameters \((\varepsilon, MinPts)\), the clustering result is deterministic, and it can also solve the special situation of data distribution.

2) **Region Selection and Localization of Ground Objects**: to effectively eliminate the impact of objects with higher elevation information in the image (e.g., trees, high-rise buildings, etc.) for the final vehicle separation, the DSM image is thresholded to keep it within a certain height interval, and each cluster value in this image is defined as its average height. In detail, given the to-be-selected candidates, denoted as \( z_i, i = 1, ..., p \) from the step 1), we expect to screen out the regions \( R_j(z_i), j = 1, ..., q \), where \( p \gg q \) with a proper size via a hard threshold \((th)\), e.g.,

\[
R_j(z_i) = \begin{cases} 
1, & \text{if area}(z_i) < \text{th}, \\
0, & \text{otherwise},
\end{cases}
\]  

where the symbol area\((\bullet)\) is defined as the area computation of the \( \bullet \) candidate. Using Eq. [I], these candidates can be effectively categorized into two groups by a given threshold, according to the order of the area size. Once the selected ground objects are determined, the morphological filtering with dilation and erosion is used to further smooth their edges.

3) **Vehicle Candidate Set Generation**: the purpose of vehicle detection is classi-
Figure 3: Illustration of the designed active classification branch. The pipeline includes CNN and model initialization, detection training set updating, picking high-confidence samples selection and labeling, where the arrows indicate the workflow.

Figure 4: The detailed framework of CNN for active classification network.

fication and positioning, but the diversity of vehicle types in aerial image datasets inevitably increases the complexity of strict vehicle positioning. Here, the smallest circumscribed rectangle of the selected region is constructed, then a corner detector is employed to obtain the diagonal location information of objects in each selected region, and the horizontal bounding box location of the object is implemented.

2.3. Actively Classification Branch

As the vehicle categories are more than one, effective selection of high quality vehicles from the vehicle candidate set are discussed in Section 2.3. An active classification network inspired by active learning is employed. Different from the classical
Table 1: Classification performance comparisons of four different classifiers. The best results are highlighted in bold.

| Dataset         | Method   | Precion | Recall | F1-Score |
|-----------------|----------|---------|--------|----------|
| ISPRS Vaihigen  | VGG-19   | 0.93    | 0.67   | 0.78     |
|                 | GoogleNet| 0.95    | 0.76   | 0.84     |
|                 | Cascadenet18 | 0.95  | 0.74   | 0.83     |
|                 | ResNet18  | **0.96** | **0.86** | **0.91** |
| ISPRS Potsdam   | VGG-19   | 0.95    | 0.78   | 0.86     |
|                 | GoogleNet| 0.97    | 0.85   | 0.91     |
|                 | Cascadenet18 | 0.96  | 0.82   | 0.88     |
|                 | ResNet18  | **0.99** | **0.90** | **0.94** |
| DLR SAI-LCS     | VGG-19   | 0.92    | 0.52   | 0.66     |
|                 | GoogleNet| 0.96    | 0.70   | 0.81     |
|                 | Cascadenet18 | 0.96  | 0.58   | 0.72     |
|                 | ResNet18  | **0.97** | **0.76** | **0.86** |

active learning method with manual labeling by related experts, the active classification branch appoints the ResNet18 network as the active selection strategy to automatically learn the high quality vehicles from candidate objects. This process is called “active classification”. Fig. 3 shows the flowchart for this branch, and its detailed steps are as follow.

Step1: Classification Training Set Construction

There are three parts of vehicle samples in the classification network, namely the vehicles in DOTA, the detected vehicles in target dataset by Section 2.1, and the manually labeled vehicles in this section. In comparison, the third part of the classification training set plays a decisive role in the whole classification branch. It mainly focuses on the characteristics of vehicles, including various scales, directions, shapes, and so on, which can greatly improve the vehicle classification performance. In the experiments, it is necessary to know the average size of vehicles (objects) for better training the classification network.

Step2: High Quality Vehicles Selection

Four pre-trained classification networks are compared, namely, VGG-19 (Simonyan and Zisserman 2014), GoogleNet (Szegedy et al. 2017), Cascadenet18 (Pang et al. 2017), and ResNet18 (He et al. 2016). Table 1 lists the performance of these four classification networks. For a fair comparison, the parameters of each network are optimized. Overall, the classification performance of ResNet18 is the best. The possible reason is that each layer of the ResNet with shortcut connection has a survival probability, and would be discarded according to actual needs, which makes the ResNet always yield the best performance, but the other three networks are not
adjustable. In addition, ResNet can ease the speed of performance descent when the resolution of the input image is fine enough. Specifically, the recall of the ISPRS dataset is much higher than that of the DLR dataset because the vehicle types of the ISPRS dataset are more general and the existing public vehicle samples are sufficient to cover.

By following the above analysis, ResNet18 is selected as the classification network due to the fact that the resolution of vehicles is relatively small. The detailed architecture of the classification network is shown in Fig. 4. Among them, the GAP in the network is the global average pooling layer. Given a training set \( S = \{ (x_1, y_1), \ldots, (x_N, y_N) \} \) with \( N \) samples and \( K \) categories, where \( x_i \) and \( y_i \) denote the \( i \)-th sample and its corresponding label, respectively, we then define the following cross-entropy loss \( L_C \) for a binary classification task.

\[
L_C = -\frac{1}{N} \sum_{i=1}^{N} [y_i \log a_{\text{Soft}} + (1 - y_i) \log (1 - a_{\text{Soft}})],
\]

where \( a_{\text{Soft}} \) denotes the feature outputs after going through the softmax layer.

2.4. Analysis on Proposed Ms-AFt

The recent success of CNN-based architecture brings the power in vehicle detection, owing to sufficient well-annotated samples (Yang et al., 2018; Ji et al., 2019; Mandal et al., 2019; Schilling et al., 2018). However, costly manual labeling makes it difficult to acquire a large number of labeled samples in practice, leading to the poor detection performance of the previous network-based methods, e.g., FCN (Schilling et al., 2018). Therefore, it is a feasible solution to build an effective auto-labeling method to expand the number and categories of training samples. Also, the introduction of multi-source data, e.g., DSM with height information can roughly locate and label the ground objects inferred, can further improve the accuracy of object auto-labeling and finally detection performance.

The proposed Ms-AFt framework mainly focuses on vehicle auto-labeling. Except for the detection class and learning rate, the classic network architecture used in this paper is not revisited or updated. Fig. 5 illustrates a visual example of the auto-labeling process. The joint use of three branches in the proposed Ms-AFt network can effectively improve the detection performance of vehicles by means of multi-source data. In the first branch, VIS images are sent to a pre-trained network to generate the first part of the vehicle training sets for an unlabeled dataset. To cope with the diversity of vehicle categories, the multi-source based segmentation branch is designed to generate additional candidate object sets. Then, an active
classification network with the classic ResNet18 network as an automatic selection strategy is constructed to confirm the valid category of unknown high quality vehicles from candidate object sets, and to augment the vehicle training sample set for final vehicle detection. In addition, the Ms-AFt framework is based on the constraint that: 1) the labeled reference vehicle dataset is complex enough; in other words, it can approximate the real world reflection; 2) the VIS and DSM are acquired at the same time. Specifically, the multi-source data used in the segmentation branch is mainly to improve the accuracy of ground objects positioning, rather than improving the discriminability of the network. The DSM does not participate in the comparison because it inevitably results in poor edge segmentation due to the impact of filling. Fig. 6 illustrates an example of segmentation results. In the yellow ellipse area, it can be visually seen that the multi-source image helps to reduce adhesion between regions. In addition, the DSM of dark vehicles can effectively make up insufficient contrast between vehicles and ground in the VIS image, improving the accuracy of its positioning.
Figure 6: An example image for auto-labeling in the segmentation branch. The first row and second row shows the results of VIS and merged image, respectively. The yellow ellipse points to two distinct discrimination in the visualization.

To reduce the complexity of ground object positioning, a generalized bounding boxes positioning method, named horizontal bounding boxes (HBB), is utilized. A common description of HBB is \((x_c, y_c, w, h)\), where \((x_c, y_c)\) is the center location, \(w, h\) are the width and height of the bounding box, respectively. In addition, regional connectivity is examined to ensure that only one object is included in each selected area.

3. Experimental Results and Analysis

3.1. Data Description

The performance of the proposed active fine-tuning network are quantitatively and qualitatively evaluated on three representative multi-source datasets: two from the ISPRS 2-D semantic segmentation baseline dataset (Vailingen village dataset\footnote{http://www2.isprs.org/commissions/comm3/wg4/2d-sem-label-vaihingen.html}.}
and Potsdam city dataset\[5\] and the Stereo Aerial Imagery of a Large Camping Site (SAI-LCS) dataset (Gstaiger et al., 2018). It should be noted that this paper aims at improving the detection performance using multi-source remote sensing data, e.g., VIS and DSM images. Therefore, this requires a good alignment between multi-source data. The three used datasets are generated by the photogrammetric way. This means that the two products (VIS and DSM) are actually produced from a single data source, e.g., aerial imagery. Such method, to a great extent, can meet the alignment requirement. More details regarding these datasets are given as follows.

3.1.1. ISPRS 2-D Semantic Segmentation Baseline Dataset

**DSM Generation Process:** DSMs for ISPRS 2-D Semantic dataset is by photogrammetry. This dataset consists of very high resolution orthophoto (TOP) tiles and the corresponding DSM derived from dense image-matching techniques. Both areas cover urban scenes. Among them, the TOP image is generated using Trimble INPHO OrthoVista, and the DSM is produced by dense image matching using Trimble INPHO 5.3 software.

**Experiment Data Introduction:**

1) **Vaihingen Village Dataset:** Vaihingen dataset consists of 33 differently sized areas and its ground sampling distance is 9 cm. The TOP of this dataset is an 8-bit TIFF file with three bands (near infrared, red and green channels available). There are occlusions and shadows in the vehicle parked area for each image. These areas constitute an opaque wall, which greatly increases the difficulty of vehicle detection, especially for dark vehicles. In the following experiment, the vehicle training set contains 28 aligned VIS and DSM scene images with approximately 700 vehicles. The testing set has 5 VIS scene images with 148 manually labeled vehicle samples;

2) **Potsdam City Dataset:** this dataset includes 38 differently sized areas and its ground sampling distance is 5cm. The TOP of this dataset is an 12-bit TIFF file with four bands (near infrared, red, green and blue channels available). Overall, there are few overlapped objects (or occlusion) in the parking area of the image scene. Compared with the other two data sets, vehicle detection from this image is relatively simple. In the experiment, about 6,000 vehicles contained in 33 aligned VIS and DSM scene images are used as the training set. The testing set has 5 VIS scene images with 1874 manually labeled vehicle samples.

Since the main focus of this paper is to realize vehicles auto-labeling for vehicle detection, the ground truth in this dataset is only used for testing.

\[http://www2.isprs.org/commissions/comm3/wg4/2d-sem-label-potsdam.html.\]
3.1.2. SAI-LCS Dataset

DSM Generation Process: DSMs for SAI-LCS dataset were collected by photogrammetry. Firstly, optical imagery was collected, acquired by the optical 4K camera system on the German Aerospace Center (Deutsches Zentrum für Luft- und Raumfahrt, DLR) research helicopter BO 105 (DLR (CC-BY 3.0)) at a height of 600m above the ground. The ground sampling distance (GSD) of images was around 11 cm. With three cameras on board, the 4K camera system is able to capture the multi-view imagery with 90% overlap along-track and 60% overlap across the track. DSMs were reconstructed by a Structure from Motion (SfM) technique, and literature [Gstaiger et al. 2018] described these in detail.

Experiment Data Introduction: This SAI-LCS dataset is a subset from the aerial imagery of a large camping site in northern Germany, which comprised an area of 1.0km × 1.5km. In the experiment, the vehicle training set contains 40 aligned VIS and DSM scene images with about 900 vehicles. The testing set has 60 VIS scene images with 2313 manually labeled vehicle samples.

3.2. Experimental Setup

In the experiment, the input image of detection is always resized to a fixed shape of 608 × 608 pixels. For avoiding object splitting, the step size is set to 304 and the testing result only retains IOU (Intersection over Union) >0.7. In the active deep classification network, the resolution of the image in the vehicle candidate set is rescaled and resampled to 60 × 60 pixels. To prevent over-fitting classification, all the images in the training set are rotated from 0° to 270° in steps of 90°. In addition, images are transformed to the HSV color space to improve the network’s robustness to change of illumination.

Five commonly-used criteria, Precision-Recall Curve (PRC), Average Precision (AP), Precision (P), Recall (R), and F1-score are adopted to quantify detection accuracy. Among them, AP is a global indicator measured by the area under the PRC. The higher the AP value, the better the performance. The Precision (P) is computed by \( \frac{TP}{TP+FP} \), and the Recall (R) rate is \( \frac{TP}{TP+FN} \). TP, FP, and FN denote true positive, false positive, and false negative, respectively. Moreover, the F1-score and AP can be computed by using the following equations

\[
F1 = \frac{2 \times P \times R}{(P + R)},
\]

and

\[
AP = \sum_{k=1}^{n} P(k) \Delta R(k),
\]
where \( P(k) \) and \( \Delta R(k) = R(k) - R(k-1) \) denote the precision and recall difference, respectively, when using the \( k \)-th threshold.

All the deep learning experiments are implemented with the Tensorflow framework and carried out by a PC with an Intel single Core i7 CPU, NVIDIA GeForce GTX-1080 GPU (24 GB memory), and 8 GB RAM. The PC operating system is Ubuntu 16.04.

### 3.3. Experimental Results and Discussion

In the experiment, Ms-AFt has been embedded into six detection networks, namely FRCNN_ResNet101 (FRCNN-A) \cite{8}, FRCNN_ResNet101_receptionV2 (FRCNN-B) \cite{9}, SSD \cite{10}, YOLO1 \cite{11,12}, YOLO2 \cite{13,14}, and R-FCN_ResNet101 \cite{8}, to evaluate its detection performance. For a fair comparison, each network uses optimal parameter settings. Fig. 7 shows the examples of vehicle reference labels selected from the original ground truth and the corresponding detection results on two dif-

---

**Figure 7**: Qualitative evaluation of the experimental datasets. (a) is the given original ground truth of the scene including different categories. (b) is the corresponding vehicle ground truth selected from (a). (c) shows our vehicle detection results, where a green box denotes correct detection, a red box denotes the leak detection.
Figure 8: PRCs of the proposed framework on the six example networks for the ISPRS Vaihingen dataset.

Table 2: Performance comparisons of six networks structure for the ISPRS Vaihingen dataset. The best results are highlighted in bold.

| Method       | AP     | thr=0.6 Recall | thr=0.6 Precision | F1-Score | Costs/s |
|--------------|--------|----------------|-------------------|---------|---------|
| SSD-Ft       | 0.5632 | 0.4005         | 0.6925            | 0.5075  | 0.14    |
| YOLO1-Ft     | 0.5927 | 0.4126         | 0.7025            | 0.5199  | 0.13    |
| YOLO2-Ft     | 0.6012 | 0.4258         | 0.7200            | 0.5351  | 0.15    |
| FRCNN-A-Ft   | 0.6000 | 0.4089         | 0.7130            | 0.5198  | 5.54    |
| FRCNN-B-Ft   | 0.5725 | 0.4051         | 0.7039            | 0.5142  | 5.98    |
| R-FCN-Ft     | 0.6500 | 0.4328         | 0.7525            | 0.5495  | 0.32    |
| SSD-Ms-AFt   | 0.5812 | 0.4221         | 0.7358            | 0.5365  | 0.14    |
| YOLO1-Ms-AFt | 0.6575 | 0.4225         | 0.7528            | 0.5413  | 0.13    |
| YOLO2-Ms-AFt | 0.6600 | 0.4521         | 0.7712            | 0.5700  | 0.15    |
| FRCNN-A-Ms-AFt | 0.6923 | 0.4448   | 0.7824            | 0.5671  | 5.54    |
| FRCNN-B-Ms-AFt | 0.6455 | 0.4341   | 0.7525            | 0.5506  | 5.98    |
| R-FCN-Ms-AFt | 0.7277 | 0.4759         | 0.8012            | 0.5971  | 0.32    |

The final quantified result is calculated by the overlap rate of the reference labels and detection results.

Tables 2 - 4 provide the quantitative results for three experimental datasets, namely AP and running cost. The objective of this paper is to achieve vehicle auto-labeling by multi-source data while improving its detection performance. So the threshold in PR curves should be chosen to weigh the accuracy and quantity of auto-labeling vehicles, Tables 2 - 4 also provide the Recall, Precision, and F1-score of all different datasets.
networks when the threshold is 0.6. Overall, the results of the three datasets are similar. One-stage based SSD yields the worst performance. The possible reason is that there is a serious positive and negative sample imbalance problem in the one-stage network. Most of the anchors that the network finally learns are not conducive to the final network learning. While in the two-stage network architecture, e.g., FRCNN, the number of final training anchors is only hundreds or thousands and is useful, which can ensure the network learning optimal to the maximum. YOLO1 is a real-time object detection framework and its detection time is about 0.14s on images with $608 \times 608$ resolution; however, it is sensitive to the object with a large range of scales and directions. Although YOLO2 improves the scale robustness of the network by introducing the multi-scale feature map, its generalization ability still needs to be improved for small objects. The detection performance of FRCNN with Resnet101 is better than inception_resnet_v2_atrous, our interpretation for this is the atrous

Figure 9: Visual detection results of part areas of the ISPRS Vaihingen dataset. A green box denotes correct detection, a red box denotes leak detection.
Table 3: Performance comparisons of six networks structure for the ISPRS Potsdam dataset. The best results are highlighted in bold.

| Method          | Ground Truth | AP   | Recall | Precision | F1-Score | Costs/s |
|-----------------|--------------|------|--------|-----------|----------|---------|
| **VIS Images**  | SSD-Ft       | 1874 | 0.6458 | 0.4920    | 0.6072   | 0.15    |
|                 | YOLO1-Ft     | 1874 | 0.7143 | 0.5008    | 0.6225   | 0.14    |
|                 | YOLO2-Ft     | 1874 | 0.7830 | 0.5121    | 0.6387   | 0.16    |
|                 | FRCNN-A-Ft   | 1874 | 0.7498 | 0.5230    | 0.6479   | 6.34    |
|                 | FRCNN-B-Ft   | 1874 | 0.6832 | 0.5091    | 0.6333   | 5.98    |
|                 | R-FCN-Ft     | 1874 | 0.7577 | 0.5359    | 0.6567   | 0.36    |
| **Multi-source Images (VIS+DSM)** | SSD-Ms-AFt | 1874 | 0.6825 | 0.5214    | 0.6428   | 0.15    |
|                 | YOLO1-Ms-AFt | 1874 | 0.7075 | 0.5028    | 0.6407   | 0.14    |
|                 | YOLO2-Ms-AFt | 1874 | 0.8025 | 0.5212    | 0.6543   | 0.16    |
|                 | FRCNN-A-Ms-AFt | 1874 | 0.8100 | 0.5630    | 0.6866   | 5.98    |
|                 | FRCNN-B-Ms-AFt | 1874 | 0.7687 | 0.5155    | 0.6546   | 6.34    |
|                 | R-FCN-Ms-AFt | 1874 | 0.8434 | **0.5779** | **0.7071** | 0.36    |

 convolution could not be reconstructed well in small objects. However, under the same Resnet101 backbone architecture, R-FCN holds a slightly higher precision but lower recall and F1-score than FRCNN. Therefore, for vehicle detection in optical remote sensing images, the two-stage based R-FCN and FRCNN methods are more suitable.

1) **Vaihingen ISPRS Dataset:** Fig. 9 shows the visual detection results of part regions in the ISPRS Vaihingen dataset. Overall, the Vaihingen dataset has the
worst detection performance. The possible reason is that this dataset is mainly about complex urban scenes. The dense trees around the building make the parking area have serious occlusion, shadow, etc. These areas constitute an opaque wall, reducing the detection performance of vehicles, especially the black vehicle marked in the yellow circle (e.g., the upper left corner of Fig. 9). Specifically, the number of vehicle training samples is only hundreds. Once there is a certain degree of blurring at the edge of vehicles in DSM, the merged image cannot accurately acquire the part vehicle location, especially for vehicles with serious occlusion. In addition, some vehicles, e.g., the white vehicle is marked in the yellow circle as shown in the lower left corner of Fig. 9 have unknown distortions, and its corresponding merged images inevitably have a fault, which causes the vehicle to be separated into multiple noise-like regions. To some extent, these problems result in a reduction in the number of high quality vehicle samples, making the model under-fitting. Accordingly, we also
give the PRCs of VIS fine-tuning and our Ms-AFt networks (see Fig. 8).

2) Potsdam ISPRS Dataset: Fig. 11 shows the visual detection results of part regions in the ISPRS Potsdam dataset. Overall, the Potsdam dataset offers the highest precision when the threshold is 0.6 than others due to the fact that vehicles in Potsdam have great similarities with the “small-vehicle” in the DOTA dataset, thus its auto-labeling results are better in the transfer learning stage than the others. Image resolution in this dataset is higher and only part of the vehicles are covered by tree branches (the white vehicle in the upper right corner of Fig. 11). This enables the merged image to maximize the advantages of each sensor, improving the accuracy of vehicle location and ultimately enhancing the detection performance of the model. The number of vehicles is at least thousands, and the inter-class distance of vehicles is small, which can alleviate the difficulty of vehicle detection to a certain extent. Fig. 10 draws the corresponding PRCs with six different networks.

3) SAI-LCS DLR Dataset: Fig. 13 shows the visual detection results of part regions in the DLR SAI-LCS dataset. Different from the reference DOTA data, the vehicles in the parking area and background of this dataset are more difficult to be detected, which inevitably brings a greater challenge. More specifically, there exists highly cross-mixing or close arrangements between the tents and vehicles in this datasets, while in the DOTA data only vehicles are available. Some residential tents are mistakenly identified as vehicles. For vehicles with low scores, they can be removed by changing the threshold, but those with high scores can be used to optimize training data. There are some false and missing vehicles for pseudo-cars (private car-attached tents), especially white vehicles. The possible reason is that there is a high similarity between this part of the vehicle and the active tent and it is necessary to increase the diversity of vehicles or to refine the vehicles according to its shape. Besides, overcrowded parking can also cause edge blurring, affecting auto-labeling and matching. Similarly, Fig. 12 makes a performance comparison between the proposed network and other competitors in the form of PRCs.

3.4. Ablation Analysis

There are three branches in our framework, namely the fine-tuning, object segmentation and active attention branches. As a result, we perform the ablation analysis on the three datasets to investigate the effectiveness of Ms-AFt. Table 5 takes the R-FCN network as an example, and lists the performance gain by integrating three branches under this network. In view of the contribution of multi-source data to the vehicles auto-labeling in the object segmentation branch, and even for the proposed framework, we list the vehicle detection performance in case of multi-source data and without DSM. It can be seen that multi-source data results are much better than
Figure 12: PRCs of the proposed framework on the six example networks for the DLR SAI-LCS dataset.

Table 4: Performance comparisons of six networks structure for the DLR SAI-LCS dataset. The best results are highlighted in bold.

| Method             | Ground Truth AP | thr=0.6 Recall | Precision | F1-Score | Costs/s |
|--------------------|-----------------|----------------|-----------|----------|---------|
| VIS Images          |                 |                |           |          |         |
| SSD-Ft             | 2313            | 0.7334         | 0.5162    | 0.7804   | 0.6214  | 0.18    |
| YOLO1-Ft           | 2313            | 0.7515         | 0.5679    | 0.8007   | 0.6780  | 0.16    |
| YOLO2-Ft           | 2313            | 0.7809         | 0.6423    | 0.8224   | 0.7212  | 0.18    |
| FRCNN-A-Ft         | 2313            | 0.8000         | 0.6597    | 0.8380   | 0.7383  | 6.36    |
| FRCNN-B-Ft         | 2313            | 0.7600         | 0.6342    | 0.8225   | 0.7162  | 6.68    |
| R-FCN-Ft           | 2313            | 0.8065         | 0.7518    | 0.8164   | 0.7828  | 0.40    |
| Multi-source Images (VIS+DSM) |         |                |           |          |         |
| SSD-Ms-AFt         | 2313            | 0.7803         | 0.6373    | 0.8385   | 0.7241  | 0.18    |
| YOLO1-Ms-AFt       | 2313            | 0.7900         | 0.7012    | 0.8225   | 0.7570  | 0.16    |
| YOLO2-Ms-AFt       | 2313            | 0.8354         | 0.7423    | 0.8575   | 0.7985  | 0.18    |
| FRCNN-A-Ms-AFt     | 2313            | 0.8312         | 0.7300    | 0.8604   | 0.7871  | 6.36    |
| FRCNN-B-Ms-AFt     | 2313            | 0.7978         | 0.7013    | 0.8422   | 0.7653  | 6.68    |
| R-FCN-Ms-AFt       | 2313            | 0.8525         | **0.8313** | **0.8612** | **0.8463** | 0.40    |

those without DSM. The possible reason is that single VIS images cannot effectively separate and label vehicles with occluded, background clutter, illumination, shadow, especially extreme adhesion. However, it should be noted that Segmentation & Attention can locate vehicles in unlabeled images but is time consuming. Therefore, the performance of Segmentation & Attention on the three datasets is relatively inferior to that of the fine-tuning branch due to insufficient high quality vehicle training samples. Finally, the proposed Ms-AFt outperforms single branch detection dramat-
Figure 13: Visual detection results of part areas of the DLR SAI-LCS dataset. A green box denotes correct detection, a red box denotes the leak detection.

ically. Across three datasets, Vaihingen in terms of vehicles severely occluded results in only 0.05 F1-score improvement. For Potsdam, enough vehicle samples make the precision have 0.2 improvements, and incomplete vehicle types make the recall have only 0.03 improvements. For SAI-LCS, there is an obvious improvement in recall, owing to the diversity of vehicles.

3.5. Influence of Resolution

We experimentally analyze and discuss the potential influences under the different resolutions of the DSM images. The original image is sequentially downsampled and upsampled, which reduces the image resolution while adapting to the input of the detection network. Fig. 14 shows the detection performance with different GSD resolutions. Overall, the F1-score is significantly reduced when the GSD in three datasets drops to three times the initial GSD, with a maximum loss of about 20%. Specifically, the F1-score of the Vaihingen dataset loss the most, the resolution of
Table 5: Performance comparisons of ablation studies for three datasets. The best results are highlighted in bold.

| Dataset       | DataSource | Branch                | Recall | Precion | F1-Score |
|---------------|------------|-----------------------|--------|---------|----------|
| ISPRS_Vaihingen | VIS        | Fine-tuning            | 0.4328 | 0.7525  | 0.5495   |
|               | VIS        | Segmentation & Attention | 0.2000 | 0.5034  | 0.2863   |
|               | VIS        | VIS-AFt                | 0.3434 | 0.6489  | 0.4491   |
|               | VIS+DSM    | Segmentation & Attention | 0.3214 | 0.6128  | 0.4217   |
|               | VIS+DSM    | Ms-AFt                | 0.4759 | 0.8012  | 0.5971   |
| ISPRS_Potsdam  | VIS        | Fine-tuning            | 0.5559 | 0.7378  | 0.6341   |
|               | VIS        | Segmentation & Attention | 0.3170 | 0.5343  | 0.3979   |
|               | VIS        | VIS-AFt                | 0.4078 | 0.7349  | 0.5245   |
|               | VIS+DSM    | Segmentation & Attention | 0.4225 | 0.6170  | 0.5016   |
|               | VIS+DSM    | Ms-AFt                | 0.5779 | 0.9106  | 0.7071   |
| DLR_SAI-LCS    | VIS        | Fine-tuning            | 0.5260 | 0.8429  | 0.6477   |
|               | VIS        | Segmentation & Attention | 0.3388 | 0.4000  | 0.3669   |
|               | VIS        | VIS-AFt                | 0.5565 | 0.6109  | 0.5824   |
|               | VIS+DSM    | Segmentation & Attention | 0.4695 | 0.5480  | 0.5057   |
|               | VIS+DSM    | Ms-AFt                | 0.8313 | 0.8612  | 0.8463   |

GSD is reduced by half each time, and the performance is lost by more than 10%. This is due to the vehicles in vision images having serious occlusion problems (including shadows and trees), and some vehicles are densely arranged. The resolution reduction of GSD not only reduces shadowed vehicle positioning but also the fuzzy elevation information is not conducive to assist densely arranged vehicle positioning. For Potsdam in terms of more dark vehicles, their reduced detachability when GSD resolution decreased. Compared with the Vaihingen dataset, vehicle detection in Potsdam has less performance degradation under the sparse arrangement in a simple background. The SAI-LCS image contains two object types, namely vehicles and tents. They are similar in shape and densely arranged. In the absence of a large number of reference labeled complex vehicles, e.g., RVs and campers, the resolution reduction of GSD have seriously affected the refinement of ground object areas and the screening of high quality vehicles. Fortunately, there is no high building and lighting shadows occlusion in this dataset; vehicle detection performance loss is about 8% when the resolution of GSD is reduced by half.

4. Conclusion

Considering the complexity and inconsistency of manual labeling for objects with complex changes in airborne optical remote sensing images, a vehicle auto-labeling
and detection framework of multi-source data using active fine-tuning network (Ms-AFt) was developed. Based on multi-source data, the proposed method attempted to automatically label and detect vehicles using a labeled but task-independent reference dataset.

The experiments employed HBB-based labeling to verify the effectiveness of Ms-AFt in two public datasets and one non-public dataset. Considering HBB is sensitive to objects with direction variation, we will focus on the oriented bounding boxes (OBB) based labeling by designing direction-insensitive or direction-robust
auto-labeling method, further resolving severe adhesions between objects and improving the label quality of vehicles or other direction variation objects in future work. Besides, we will investigate other state-of-the-art networks, e.g., YOLO3, and lightweight networks, e.g., shufflenet V2, GhostNet, in balancing accuracy and speed requirements of object detection in practical applications. Also, we will integrate contextual semantic information and multi-class object detection to further distinguish between different types of vehicles, such as private cars, transport vehicles, motor homes, and camping trailers.
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