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Abstract

Interventional causal models describe several joint distributions over some variables used to describe a system, one for each intervention setting. They provide a formal recipe for how to move between the different joint distributions and make predictions about the variables upon intervening on the system. Yet, it is difficult to formalise how we may change the underlying variables used to describe the system, say moving from fine-grained to coarse-grained variables. Here, we argue that compositionality is a desideratum for such model transformations and the associated errors: When abstracting a reference model \( M \) iteratively, first obtaining \( M' \) and then further simplifying that to obtain \( M'' \), we expect the composite transformation from \( M \) to \( M'' \) to exist and its error to be bounded by the errors incurred by each individual transformation step. Category theory, the study of mathematical objects via compositional transformations between them, offers a natural language to develop our framework for model transformations and abstractions. We introduce a category of finite interventional causal models and, leveraging theory of enriched categories, prove the desired compositionality properties for our framework.

1 INTRODUCTION

With a causal model we aim to predict future observations of a system under the same conditions that held true when we devised the model (observational distribution), or when the system is subjected to external manipulating forces (interventional distributions), or infer what the observations would have been like had the context been different (counterfactuals). Following the common aphorism “all models are wrong”, we do not and cannot regard any causal model as a precise description of some system but instead as an approximate description that is pragmatically useful to us. Besides the question of “usefulness”, which inevitably depends on modelling goals, there is another one: How well does our model approximate reality?

The ground-truth may be unattainable. Therefore, an exact quantification and characterisation of how well a model describes reality may be beyond reach. It is possible, however, to assess a model relative to another model. Recent approaches aim to formalise this by considering the following question about transformations that link two models [Rubenstein et al., 2017, Beckers and Halpern, 2019, Beckers et al., 2019]: How well does a transformed, simpler and higher-level causal model agree with or approximate another, more detailed and lower-level model? An answer to this question is pragmatically useful. It allows us to bound the error of a model used in practice relative to the corresponding most accurate state-of-the-art reference model available (which substitutes ground-truth). Based on the error relative to one reference model, we can make a principled decision between candidate causal models of varying aggregation level and degree of simplification.

Model development is an iterative process. For example, specialists may propose approximations and transformations to only parts of a complex causal model, which we incorporate in a joint model and which we may refine further as we gain new insights. It is desirable that an account of model transformation facilitate such modular step-by-step simplifications. Existing work partly addresses this: [Rubenstein et al., 2017, Lemma 5] prove that the notion of exact transformations is transitive: if \( M \) can be exactly transformed into \( M' \), and \( M' \) into \( M'' \), then the transformation from \( M \) to \( M'' \) is also exact; [Beckers and Halpern, 2019, Theorem 3.9] prove an analogous result for a stricter notion of transformations; and [Beckers et al., 2019, Section 5] discuss the problem of composing approximations and abstractions, instead of exact transformations, in different order.

Complementing this line of research, we argue that a key
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compositional: when we approximately transform \( M \) into \( M' \), and \( M' \) into \( M'' \), then an approximate transformation \( M \) to \( M'' \) exists and its error admits a natural bound in terms of the error of the two component transformations.

The categorical perspective is instructive and establishes an interdisciplinary common ground between applied category theory and causal modelling. We prove the well-definedness of interventional distributions by string diagram surgery, thereby reproducing classical results in our category theoretical framework. In the following subsections, we discuss conceptual issues in causal modelling that motivate our framework and can be addressed and formalised within it. In Section 2 we introduce our compositional framework, discuss design choices and its desirable features. We discuss how a notion of implemented models may enable us to reasonably talk about bounding the error of a causal model relative to ground-truth and based on interventional experiments in Section 3. Section 4 concludes our article.

1.1 VARIABLES IN STATISTICAL MODELS

In probabilistic models, the state of a system is represented by random variables. The values are determined by some measuring procedure. For example, we may model the daily warmth situation in an enclosed space using the following variables: \( A_1 \) and \( A_2 \) denoting the settings of two air conditioners (ACs) as transcribed to our spreadsheet at 8 o’clock in the morning, and \( T \) denoting the reading of a room thermometer at noon. Via a model over \( (A_1, A_2, T) \), we may predict the AC configuration \((A_1, A_2)\) given \( T = t \).

We often decide implicitly which variables to use to describe a system. This decision is constrained by measurement ability and accuracy, computational and storage constraints, and pragmatic considerations. Yet, the choice is not arbitrary and we do rely on our descriptors to capture relevant aspects of reality. For example, to determine the value of \( T \) we may choose to measure a proxy of the average velocity of gaseous particles in a room with a thermometer, reading it off at 8:01:32 every day, and rounding to 2 digits. By doing so, we implicitly decide against measuring all particles’ momenta and including billions of variables, and we fix which world states are (to be) considered indistinguishable for our modelling purposes. To make a conscious informed decision on the measurement protocols and variables to use, we need to understand how models using different variables relate, which is the subject of this article.

1.2 INTERVENTIONS IN CAUSAL MODELS

Interventional causal models make predictions about \( A_1, A_2 \) not only for given/observed \( T = t \) but also for situations when we manipulate the value of \( T \). In our example, we may write \( \text{do}(T = t) \) for an intervention indicating that the value \( t \) of \( T \) did not come about naturally by following the measurement procedure outlined above, but instead was set externally. The intervention \( \text{do}(T = t) \) may correspond, for example, to a situation where we a) entered the room shortly before noon and lit a lighter next to the thermometer before its reading was obtained, or b) taped the needle so the thermometer would have a fixed reading, or c) changed for a digital thermometer with a zero-digit precision display.

How a causal model relates to the tangible world thus depends not only on the measurement procedures to obtain the variable values but also on the physical implementations of interventions. Both determine how our model variables, which serve as explanans in our causal description, relate to reality or a state-of-the-art reference model instead of the unattainable ground-truth. There are multiple measurement procedures to obtain the variables’ values. Additionally, the physical procedure corresponding to an intervention \( \text{do}(T = t) \) in our model is ambiguous. For our causal model transformations, we thus require the modeller to make the content of a causal model that is to be preserved explicit and to specify how observations and interventions map between the transformed model and the reference model.

1.3 AMBIGUOUS INTERVENTIONS

It is problematic and unrealistic if—as is customary—the predictions a model makes about the effects of interventions do not depend on how the intervention is being implemented [Spirtes and Scheines 2004]. Even if interventional data were available, the definition of causal variables may be underdetermined [Eberhardt 2016].

Therefore, we require the modeller to make explicit how high-level interventions are implemented on the low-level. Ambiguity in the low-level implementation of interventions is encoded in an intervention kernel. For example, we can encode if we only ever intervened on total cholesterol (TC) by prescribing a certain restricted set of diets with comparable effects on the level of low-density (LDL) and high-density lipoprotein (HDL). Whether we allow only a restricted set of diets or any diet carries over, via the intervention kernel, to a lower or higher abstraction error when transforming a model and replacing LDL and HDL by TC.

1.4 WHY COMPOSITIONALITY?

Without compositionality, we cannot assess a model’s error by comparing against the predecessor model, but instead need to evaluate each model relative to the reference model.
The following example illustrates how this lack of modularity deceives us when iteratively simplifying and abstracting different parts of a model. To compare the interventional distributions implied by the transformed model to those of the reference model, we here use the KL-divergence as a common measure of how one distribution differs from a reference distribution. We motivate why an information theoretic measure should be used in Section 1.5.

Imagine a model $M$ of two ACs affecting the temperature in a room. The variables are $A_1, A_2$ for the ACs settings, and $T$ for the temperature. The causal structure is $A_1 \rightarrow T \leftarrow A_2$, and we define the mechanisms by stating the respective kernels. Assume both ACs have settings $\{1, \ldots, 100\}$ and the temperature scale is $\{1, \ldots, 100\}$. Suppose that

- $P(T = n \mid A_1 = 100, A_2 = 100) = Z/n^2$,
- $P(T = n \mid A_1 = 100, A_2 \neq 100) = Z'/n^3$,
- $P(T = n \mid A_1 \neq 100) = Z''/100^n$,
- the settings of the ACs are independently and uniformly distributed in the observational setting, and
- $Z, Z', Z''$ are normalising constants.

Consider an abstraction $M'$ of $M$, where the influence of the AC $A_2$ is simplified away, that is, we remove the arrow $T \leftarrow A_2$. Define the simplified model such that the distributions, $P(T \mid A_1), P(A_1), P(A_2)$ agree with the reference model $M$ as closely as possible. As the simplified model requires that $T$ and $A_2$ be independent, the two models disagree on $P(T \mid A_2)$. We compare the two models’ predicted distribution for $T \mid \text{do}(A_1 = 100, A_2 = 100)$. A calculation shows that the KL-divergence between the two models’ interventional distributions is a fairly small 0.22.

Consider another abstraction $M''$ of $M$ where the influence of the AC $A_1$ is also simplified away. The KL-divergence between the predictions of $M'$ and $M''$ on $T \mid \text{do}(A_1 = 100, A_2 = 100)$ is again a fairly small 0.39.

We may expect that abstracting $M$ as $M''$ should be permissible, since both abstractions, from $M$ to $M'$ and from $M'$ to $M''$ were permissible. While small errors may accumulate, we expect the error of the abstraction $M$ to $M''$ to be bounded in terms of the errors of abstracting $M$ as $M'$ and $M'$ as $M''$. One way to formalise this expectation is to impose the triangle inequality such that the transformation error of $M$ to $M''$ is bounded by $0.39 + 0.22 = 0.61$. The KL-divergence between the predictions of $M$ and $M''$, however, is more than twice that: 1.52. For $\text{do}(A_1 = 100, A_2 = 100)$, $M$ predicts a temperature above 1 in 39% of cases, while $M''$ predicts a temperature above 1 only in 0.01% of the cases. The errors of the individual abstraction steps are not indicative of how well the abstracted model $M''$ approximates the reference model $M$. The discrepancy between the individual and overall abstraction error is unbounded; in Appendix A we construct for any $\epsilon, K > 0$, a situation where the individual abstractions incur KL-divergences $\leq \epsilon$, while the overall abstraction incurs a KL-divergence $> K$.

This is a severe hurdle to the development of causal models. We often do not have access to ground truth but only have a model we think is reasonably accurate and are considering replacing it with another, perhaps simpler, one. If the errors are not compositional, as in the above example, we cannot ensure that the abstracted model $M''$ closely approximates the reference model (or ground-truth) $M$ by enforcing a small approximation error relative to a previously established good approximation $M'$. This limits how informative the efforts to develop $M'$ and to empirically validate its close resemblance of $M$ are about $M''$ (see also Section 3).

Therefore, compositional is a desideratum for our notion of causal model abstraction. Our framework is compositional: the errors of the two abstractions above are 0.2 and 0.22, and the composite abstraction error is 0.37 ≤ 0.42.

While abstraction examples similar to those discussed by Rubenstein et al., Beckers and Halpern, and for modelling equilibria can be expressed within our framework, the above example – where the “simplification” consists of deleting causal arrows, rather than, for example, reducing the number of variables – is instructive to exhibit the failure of compositional.

### 1.5 Assessing Model Abstraction Error

Often, we cannot establish an exact correspondence between two modelling levels. The conditions for the transformations and abstractions discussed by Rubenstein et al. [2017] and Beckers and Halpern [2019], and for modelling equilibria are restrictive. Therefore, we also wish to characterise transformations in which the transformed model only approximates the causal relationships in the reference model. Still, we require the two models, where one can be viewed as a transformation of the other, to stand in a well-defined relationship. A natural idea is to ask for an approximate transformation that preserves the causal structure up to some error. This idea has been proposed, for instance, by Beckers et al. [2019].

In Beckers et al.’s approach, the measure of abstraction error ultimately depends on a choice of metric on the underlying set of outcomes. The advantage of such an approach is obvious: it allows us to adjust the metric to optimally capture those aspects of the model that are of interest.

We see two problems with this approach. First, choosing a metric on the set of high-level variables requires that we already have chosen that abstraction level. In order to assess an abstraction we are required to decide how important the high-level variables we have just invented are. This is an unnatural requirement for comparing and finding candidate abstractions. Second, having to choose a metric at all requires detailed knowledge about the system and the
model’s intended use. If we know which task we are solving with a model, however, we can instead assess the abstracted model directly and evaluate the actions it recommends for this task [Kinney and Watson 2020]. We need not require that the model approximates some reference model as long as it is useful to solve the given task. If, instead, we do not know what the abstracted model is to be deployed for, we need to revert to an error measure that rates models by their resemblance of a reference model such that we can select models that are useful for a wide range of tasks. Our information theoretic error measure evades the arbitrary choice of a metric on the outcome space.

1.6 A CATEGORICAL APPROACH AND COMPOSITIONAL TRANSFORMATIONS

We propose compositionality as a desideratum for notions of error for transformations between causal models (cf. Section 1.4). In our framework, the error of a composite transformation can be bounded in terms of the error of the component transformations: if \( f : M \to M' \) and \( g : M' \to M'' \) are transformations between causal models and \( e, e' \) are the corresponding errors, then the composite transformation \( g \circ f : M \to M'' \) exists and has error at most \( e + e' \).

We propose the language of category theory to discuss abstractions with a focus on compositionality. Category theory studies mathematical objects in terms of the compositional transformations between them. A category \( C \) consists of

1. a collection of objects, usually written \( \text{ob} C \),
2. for each pair of objects \( X, Y \), a collection of morphisms \( f : X \to Y \),
3. a notion of associative and unital composition, assigning to each pair of morphisms \( f : X \to Y, g : Y \to Z \) a composite \( g \circ f : X \to Z \), and
4. for each object \( X \), an identity morphism \( 1_X : X \to X \).

For example, there is a category where the objects are vector spaces, the morphisms are linear functions, and composition is composition of functions.

A category is an abstract mathematical structure, where “object” and “morphism” label two parts of that structure. For example, we can define a category with two objects \( \{ \bullet, \star \} \), the identity morphisms \( 1_\bullet : \bullet \to \bullet \) and \( 1_\star : \star \to \star \), and one morphism \( f : \bullet \to \star \). The notation \( f : X \to Y \) is overloaded and implies that \( f \) is some morphism between the objects \( X \) and \( Y \), rather than a function \( f \) from \( X \) to \( Y \).

To establish an interdisciplinary meeting ground, we introduce the categorical concepts on a level of detail necessary to understand and gain intuition about our framework. See, for example, [MacLane 1971] or [Riehl 2016], for comprehensive introductions to category theory.

2 CAUSAL MODELS

To ease the exposition of our categorical framework, we briefly recap the conventional introduction of causal models and their key properties in Section 2.1. In Section 2.2, we introduce a category of finite interventional causal models, where the objects are causal models over finitely many variables with finite outcome spaces. The morphisms in this category are model transformations with an associated error which we formalise via an enriched category and prove to be compositional in Section 2.3.

2.1 RECAP: STRUCTURAL CAUSAL MODELS

For context, we briefly introduce Structural Causal Models (SCMs). For details, we refer to, among others, Spirtes et al. [2001], Pearl [2009], Bollen [1989], Peters et al. [2017].

**Definition 2.1 (Structural Causal Model (SCM)).** Let \( I \) be an index set. Let \( E = (E_i : i \in \mathbb{I}) \) be a collection of independent variables with distribution \( P_E = \otimes_{i \in \mathbb{I}} P_{E_i} \). Let \( S \) be a set of structural equations

\[
X_i = f_i(X_1, \ldots, X_{i-1}, E_i)
\]

for \( f_i : \prod_{j=1}^{i-1} X_j \times E_i \to X_i \) measurable functions and \( i \in \mathbb{I} \). Let \( \mathbb{I} \) be a set of interventions which we denote by \( \text{do}(X_{k_1} = x_{k_1}, \ldots, X_{k_l} = x_{k_l}) \) for \( k_1, \ldots, k_l \subseteq [d] \) and \( x_{k_j} \in X_{k_j} \) and which identify some structural equations in \( S \) to be replaced by the equations \( X_{k_j} = x_{k_j}, j \in [l] \).

We call \( (S, \mathbb{I}, P_E) \) a structural causal model.

SCMs induce sets of distributions over \( X = (X_i : i \in \mathbb{I}) \). The distribution \( P_X^\emptyset \) induced by \( P_E \) and the structural equations \( S \) is called the observational distribution. Further distributions \( P_X^{\text{do}(i)} \) are obtained for each intervention \( i \in \mathbb{I} \) by changing the respective structural equations according to \( i \) and considering the distribution induced by \( P_E \) and this new set of structural equations. Thus, an SCM can be understood as a structured set of joint distributions over \( X \) where the distributions are indexed by interventions. The mental picture may be depicted as

![Diagram of SCM](image)

The distributions model the system under different interventions that force certain variables to take on certain values. The partial ordering of the distributions reflects the compositionality of interventions, which is crucial for causally consistent reasoning between two models [Rubenstein et al.].
We may write \( \Delta(\mathbf{v}) \) as FinStoch [Fritz 2020]. The proofs rely on rewiring diagrams such as the following (read bottom-to-top)

---

1. A finite interventional causal model induces distributions:

\[ \text{FinMod} \]

2. The high-level observation of measurements, while... a map \( f_{V'}: V(M) \rightarrow V(M') \), a measurement function

\[ f_{V'}^m : \prod_{v \in V(M')} \mathbf{X}_v^M \rightarrow \mathbf{X}_{v'}^M \]

3. For each intervention \( v \in G^{M'} \), an intervention kernel

\[ f_v^i : \mathbf{X}_{v'}^{M'} \rightarrow \prod_{v \in V(M')} \mathbf{X}_v^M \]

A model transformation is interpreted as follows:

1. Each high-level variable \( v \in V(M') \) in \( M' \) abstracts over a set \( f_{V'}^{-1} (\{ v \}) \) of low-level variables in \( M \).
2. The high-level observation of \( v \) is determined by the values \( x_{v'} \) of the low-level variables \( v' \) via \( f_{V'}^m (x_{v'}) \).
3. For each intervention \( \text{do}(v = x_v) \) on high-level variables \( v \), there is a distribution \( f_v^i(x_v) \) of corresponding interventions on the low-level variables \( f_{V'}^{-1} (\{ v \}) \).

To sum up, \( f_{V'}^m \) is a map from low- to high-level measurements, while \( f_v^i \) is a map from high- to low-level interventions.

This notion of model transformation satisfies the desiderata:

- Variables in the high-level model are explicitly defined relative to the reference model (cf. Section 1.1).

---

1. In other words, a function \( \prod_{v \in V(M')} \mathbf{X}_v^M \rightarrow \Delta(\mathbf{v}) \).

Since we do not consider counterfactuals in the present article, it is sufficient to specify these kernels instead of functional equations and distributions on the exogenous variables.
• The relation of high-level interventions to interventions in the reference model is explicit (cf. Section 1.2).
• The intervention kernel explicitly captures the uncertainty in the low-level implementation of high-level interventions, enhancing transparency and allowing for the error due to intervention ambiguity to be part of our error when assessing the abstraction: if a high-level intervention is related to low-level interventions with substantially different effects we expect a large approximation error (cf. Section 1.3).

The last point bears additional explanation. Rubenstein et al. [2017] argue for restricting the intervention set on the low-level to enable any simplification at all when moving to a higher-level model. While this approach is also transparent about which content of a causal model is to be abstracted away, the generalisation proposed by Beckers et al. [2019] offers a practical advantage. While “setting the temperature to t” in a high-level model may be implemented by multiple configurations of all gaseous particles’ velocities, not all low-level implementations are possible or equiprobable. It may be impossible, for instance, that the temperature be raised by imparting an absurdly high velocity to a single molecule while leaving the others unchanged. Following Rubenstein et al. [2017], we may remove such interventions from the set of valid interventions. Yet, their approach cannot encode that among all possible low-level configurations with the same average velocity, some are more probable than others; especially if only certain actionable interventions, such as setting several ACs in a room, are considered on the higher-level. We therefore follow Beckers et al. [2019] and demand high-level interventions to be linked to low-level interventions by an intervention kernel instead of a one-to-many mapping.

2.3 COMPOSITIONAL ERROR

We have not yet imposed any compatibility between the distributions induced by the high-level and the low-level causal model. We develop the notion of transformation error to reflect the level of agreement between two models with a morphism between them. The notion depends on the Jensen-Shannon divergence and the category FinStoch of kernels between finite sets. All proofs can be found in Appendix C.

Definition 2.5 (FinStoch (see also Fritz [2020])). Let FinStoch be the category where

1. objects are finite sets,
2. a morphism \( f : X \to Y \) is a kernel, that is, a map from \( X \) to the set \( \Delta(Y) \) of probability distributions on \( Y \), and

\[ (g \circ f)(x) = \int_{y \in Y} g(y) \, d(f(x))(y) \in \Delta(Z). \]

FinStoch\((X, Y)\) denotes the set of kernels from \( X \) to \( Y \).

To measure the error introduced by a causal model transformation, we define a distance between probability measures based on the Jensen-Shannon divergence (JSD) [Endres and Schindelin 2003]:

Definition 2.6 (Jensen-Shannon divergence (JSD)). Let \( p_0, p_1 \) be distributions on a finite set \( X \). Let \( B \) be a random variable with \( P(B = 0) = P(B = 1) = 1/2 \), that is, a fair coin flip. Let \( X \) be a random variable, valued in \( X \), with \( P(X = x \mid B = i) = p_i(x) \). The Jensen-Shannon divergence \( \text{JSD}(p_0, p_1) \) is defined as the mutual information between \( B \) and \( X \).

Intuitively, JSD answers the following question: If we learn the value \( x \) of \( X \), sampled either from \( p_0 \) or \( p_1 \), how much information does \( X = x \) reveal about which of the two distributions it was sampled from? Based on the JSD, we define a distance between probability measures as follows:

\[ d_{\text{JSD}}(f, g) = \sup_{x \in X} JSD(f(x), g(x)) \leq 1. \]

\( d_{\text{JSD}} \) is a metric on FinStoch\((X, Y)\).

Proposition 2.8 (kernel composition is short). The composition of kernels

\[ \text{FinStoch}(X, Y) \otimes \text{FinStoch}(Y, Z) \to \text{FinStoch}(X, Z) \]

is a short map, that is, for any \( f_1, f_2 \in \text{FinStoch}(Y, Z) \), \( g_1, g_2 \in \text{FinStoch}(X, Y) \) it holds that

\[ d_{\text{JSD}}(f_1 \circ g_1, f_2 \circ g_2) \leq d_{\text{JSD}}(f_1, f_2) + d_{\text{JSD}}(g_1, g_2). \]

Remark 2.9. The above can be summarized as follows: \( d_{\text{JSD}} \) defines an enrichment of FinStoch in the monoidal category Met of metric spaces. We provide a brief description of enriched categories in Appendix D.

In the following lemma we prove that JSD is compositional, which is key for the compositionality of our notion of abstraction error. JSD is only an exemplary choice of distance. More precisely, causal model transformation error can be defined analogously and its compositionality is guaranteed by Proposition 2.12 also for any other distance for which we can prove analogs of Proposition 2.8 and Lemma 2.10.

We use diagrams to depict some collection of objects and morphisms in a category. We encourage readers unfamiliar with these diagrams to understand “consider a diagram...” as “consider a collection of finite sets and kernels...”
**Lemma 2.10 (JSD is compositional).** Consider a diagram (not necessarily commutative) in FinStoch of the following form:

\[
\begin{array}{ccc}
A & \xrightarrow{f} & A' \\
\downarrow{a} & & \downarrow{b'} \\
B & \xrightarrow{g} & B' \\
\downarrow{b} & & \downarrow{c'} \\
C & \xrightarrow{h} & C'
\end{array}
\] (2.1)

Then \(d_{\text{JSD}}(f, b'c'hba) \leq d_{\text{JSD}}(f, b'ga) + d_{\text{JSD}}(g, c'hb)\).

Visually, we imagine first replacing the morphism \(f\) with \(b'ga\), incurring error \(d_{\text{JSD}}(f, b'ga)\), then replacing the morphism \(g\) with \(c'hb\), incurring error \(d_{\text{JSD}}(g, c'hb)\). Proposition 2.8 ensures that the alteration of one part of a composition does not create more error than the error associated with the alteration itself. The triangle inequality ensures that successive alterations combine in a natural way.

We define our notion of compositional transformation error:

**Definition 2.11 (Transformation error).** Let \(f : M \rightarrow M'\) be a transformation of models in FinMod, and \(S \subseteq V(M')\) a subset of variables.

The error associated with \(S\) is the Jensen-Shannon distance \(d_{\text{JSD}}(f, f^m \circ f^M_{I(V)} \circ f^M_{V'}((v_i)), f^M_{V'})\), which reflects the failure of the following diagram to commute:

\[
\begin{array}{cccc}
\prod_{i \in I} X^M_{i} & \xrightarrow{\prod_{i \in I} X^M_{i, v_i}} & \prod_{v \in V(M')} X^M_v & \xrightarrow{\prod_{v \in V(M')} X^M_v} \\
\downarrow{\prod_{i \in I} f_{v_i} = v_i} & & \downarrow{\prod_{v \in V(M')} f_{v'} = v} & & \downarrow{\prod_{v \in V(M')} f_{v'}}
\end{array}
\]

The error of \(f\) is the maximal error associated with any subset of \(V(M')\):

\[
\text{error}(f) = \max_{S \subseteq V(M')} d_{\text{JSD}}(f, f^m \circ f^M_{I(V)} \circ f^M_{V'}((v_i)), f^M_{V'})
\]

The maximum exists, since \(V(M')\) is finite.

The interpretation is as follows: We capture how different the distribution in the high-level model is compared to picking a corresponding low-level intervention \((f')\), considering its implementation in \(M (I^M_{V'}((v_i)))\), and measuring on the high-level \((f^m)\).

We prove that this notion of error is compositional:

\[
\text{error}(f) = \max_{S \subseteq V(M')} d_{\text{JSD}}(f, f^m \circ f^M_{I(V)} \circ f^M_{V'}((v_i)), f^M_{V'})
\]

**Proposition 2.12 (Transformation error is compositional).**

Let \(f : M \rightarrow M', g : M' \rightarrow M''\) be transformations between models in FinMod.

Then \(\text{error}(fg) \leq \text{error}(f) + \text{error}(g)\).

**Proof.** Let \(\{v_i = x_i\}\) be any intervention in \(M''\), and consider this diagram:

\[
\begin{array}{cccc}
\prod_{i \in I} X^M_{i} & \xrightarrow{\prod_{i \in I} X^M_{i, v_i}} & \prod_{v \in V(M')} X^M_v & \xrightarrow{\prod_{v \in V(M')} X^M_v} \\
\downarrow{\prod_{i \in I} f_{v_i} = v_i} & & \downarrow{\prod_{v \in V(M')} f_{v'} = v} & & \downarrow{\prod_{v \in V(M')} f_{v'}}
\end{array}
\]

By assumption, the failure of the top diagram to commute is \(\leq \text{error}(f)\) and that of the bottom diagram is \(\leq \text{error}(g)\), so the failure of the composite to commute is \(\leq \text{error}(f) + \text{error}(g)\). Since this holds for an arbitrary intervention, we have \(\text{error}(fg) \leq \text{error}(f) + \text{error}(g)\).

\[
\square
\]

### 2.4 NOTIONS OF ABSTRACTION AND ERROR

For the Jensen-Shannon distance

\[
d_{\text{JSD}} : \text{FinStoch}(X, Y)^2 \rightarrow [0, \infty]
\]

the following are the key properties for our development of a compositional account of causal model transformations:

- **reflexivity** \(d_{\text{JSD}}(f, f) = 0\)
- **triangle inequality** for any kernels \(f_1, f_2, f_3 : X \rightarrow Y\), we have \(d_{\text{JSD}}(f_1, f_3) \leq d_{\text{JSD}}(f_1, f_2) + d_{\text{JSD}}(f_2, f_3)\)
- **compositionality** for any \(g_1, g_2 : X \rightarrow Y, f : Y \rightarrow Z\) and \(h : W \rightarrow X\), we have \(d_{\text{JSD}}(f, g_1, f, g_2) \leq d_{\text{JSD}}(g_1, g_2)\) and \(d_{\text{JSD}}(g_1 h, g_2 h) \leq d_{\text{JSD}}(g_1, g_2)\)

It is reasonable that \(d_{\text{JSD}}(f, g) = 0 \Rightarrow f = g\), which ensures that if there is no error, the two distributions in question can be considered indistinguishable. This also rules out pathological distances with \(d(f, g) = 0\) for all \(f, g\).

It is fruitful to discuss possible relaxations of the underlying distance when developing a compositional framework such as ours. For example, the symmetry \(d_{\text{JSD}}(f, g) = d_{\text{JSD}}(g, f)\) is not essential. The interpretation of any chosen distance \(d(f, g)\) in the definition of an error measure is “How bad is it to predict \(f\) when the true distribution is \(g\)?”. For this, it may be reasonable for the underlying notion to be asymmetric. It may also be reasonable to replace the triangle inequality with modified versions like...
$d(f,h)^p \leq d(f,g)^p + d(g,h)^p$ for some $p > 0$. For example, one could use the Jensen-Shannon divergence directly, which satisfies this inequality for $p = 1/2$. The key requirement for compositionality is a useful bound on $d(f,h)$ in terms of $d(f,g)$ and $d(g,h)$.

The compositionality requirement on the distance may not be obvious. Indeed, we may expect most natural notions of distance to satisfy it. For a counterexample, consider variables valued in metric spaces and a Wasserstein distance. Here, if one allows any kernel between metric spaces, compositional failure occurs: if $X = \{1,2\}$, $d_X(1,2) = 1$, $f_1 : * \rightarrow X$ is the point-distribution at 1, and $f_2$ is the sup-Wasserstein distance of $f_1$ and $f_2$ is 1. If we post-compose this with the identity map $i : X \rightarrow Y$, where $Y = \{1,2\}$, $d_Y(1,2) = 2$, then $d_Y(ifi_1,ifi_2) = 2 \leq 1 = d_X(f_1,f_2)$. This is commonly avoided by restricting to short maps, that is, to those kernels $g : X \rightarrow Y$ such that, for each $x,x' \in X$, $d_Y(g(x),g(x')) \leq d_X(x,x')$.

It is possible to restore RJS with another metric. For example, the metric considered by [Beckers et al., 2019] is induced by a chosen metric on the values of the random variables. In our terms, this amounts to replacing $d_{JSD}$ with the 1-Wasserstein (or Kantorovich) distance, and replacing finite sets with a category of metric spaces. One can show that the desired compositionality property holds as long as the maps between spaces are required to be short (cf. Proposition 2.8 and see, for example, [Fritz and Perrone, 2017]).

This shortness requirement is not surprising: if the map $f : X \rightarrow Y$ maps two points that are indistinguishable to two completely different points, we cannot expect that this map preserve distances between distributions. One could develop an analogous version of our theory for metric spaces; in favour of a clear and concise exposition of our conceptual contribution we refrain from this development here.

### 3 Functionals on Abstractions

Until now, we have considered the problem of comparing two models and developed a compositional approach to measuring the error incurred by replacing one model by another. The discussion so far has considered this error relative to the original model: for a transformation $f : M \rightarrow M'$; we compare the prediction made by $M'$ to the prediction made by $M$ and translated by $f$ into a prediction about the variables in $M'$. This analysis elides the fact that both $M$ and $M'$ are imperfect approximations of reality. In fact, $M'$ may be closer to reality than $M$ even if $\text{error}(f) > 0$.

In most cases, however, modelling does not start from a ground-truth model, which we then seek to approximate. Instead, we may have different models for the same real-world system that are related to each other by transformations. The errors of each model may be empirically estimated by performing experiments. Here we discuss what can be said about the “true” error of some $M'$ in terms of the “true” error of another $M$ and $\text{error}(f)$ of $f : M \rightarrow M'$.

We make the following informal definition: An implemented model $M$ consists of a finite interventional causal model (also called $M$), some specified procedure for obtaining a measurement of the variables in the model, and a way of physically implementing each intervention in the model.

The interpretation of the above definitions is that an implementation of a model is an imaginary transformation from a somewhat “idealized model” representing “ground truth”. We can capture how well this implemented model describes reality by an operational definition of error in terms of a two-player recognition game:

1. First, player A chooses some intervention $i$, which is shown to player B.
2. Then, according to a fair coin flip, player A either physically implements the given intervention and measures the variables in real life, or they sample the variable values according to the interventional distribution $P_M(- \mid \text{do}(i))$ described by the finite interventional causal model $M$.
3. The outcome of step 2 (but not of the coin flip) is also revealed to player B. Player B must now choose a subjective probability $p \in [0,1]$ that the measurement was taken in real life.
4. If the measurement was real, player B scores $1 - \log_2 p$, else they score $1 - \log_2 (1 - p)$.

The optimal expected score for player B is obtained by choosing for $p$ the conditional probability of the measurement being taken in real given the variable values; the optimal expected score is the mutual information between the coin flip and the values revealed to player B, that is, the Jensen-Shannon distance between real and model distribution [Gneiting and Raftery, 2007]. In principle, this recognition game allows to empirically assess the error of an implemented model through interventional experimentation.

Let $M, M'$ be two implemented models and define an implementation-preserving transformation as a model transformation $f : M \rightarrow M'$ satisfying both of the following conditions:

1. For each intervention $i$ in $M'$, its implementation has the same effect as choosing an intervention in $M$ according to the distribution $f^*(i)$ and implementing that.
2. Measuring a variable $x$ in $M'$ is the same as measuring $f^{-1}_V((x))$ in $M$ and then applying $f^m$.

Here, the terms “has the same effect” and “the same” are to be informally understood. We assume, for example, that the experimenter can sample a random intervention from $f^*(i)$ in a way that does not interfere with the experiment itself.

Based on this, we might expect the following to hold:
- Given an implemented model $M$ and a transformation $f : M \to M'$ to some model $M'$, there is a unique implementation of $M'$ such that $f$ is implementation-preserving.
- Given an implementation-preserving transformation $f : M \to M'$, the error of $M'$ is at most $\text{error}(f)$ greater than the error of $M$.

Category theorists may recognise this as a functor. The assignment to each abstract model $M$ of its set of implementations and their corresponding error is a functor from FinMod to a category of error spaces (cf. Appendix D).

The “ground truth” functor above is inaccessible to mathematical description, but we can consider variants of this idea. For example, if $M$ is a model, the assignment

$$M' \mapsto (\{ f : M \to M' \}, f \mapsto \text{error}(f) + \epsilon)$$

is a functor. This corresponds to a situation where we know that reality is described by the model $M'$ with error at most $\epsilon$, while we are without access to ground truth itself. Nonetheless, we can evaluate models by only comparing them to $M$; we have to add an extra $\epsilon$ of error to account for the fact that $M$ itself is an imperfect approximation of reality.

The operational meaning is: If a transformation $M \to M'$ has error $\epsilon$, then the expected score of player B in the recognition game for $M'$ can be bounded in terms of the expected score of player B in the recognition game for $M$ and $\epsilon$, namely $\sqrt{\text{error}(M')} + \epsilon$. This way, the error of a transformed model in describing reality can be bounded without additional interventional real-world experiments.

The above analysis hinges on the compositionality of abstraction error, such that the error $\text{error}(f)$ provides a bound on how much the error of the implemented model $M'$ is increased compared to $M$. This underlines the fruitfulness of compositionality as a desideratum and of the categorical abstract viewpoint: We can reasonably talk about bounding the error of a causal model relative to ground truth as long as we have a reference model $M$ for which we evaluated the error by the intervention procedure outlined above.

4 DISCUSSION

We provided a categorical perspective on causal model transformations. Our approach is based on a category of finite interventional causal models and satisfies an important desideratum: compositionality of model transformations and the associated approximation errors. While we consider a category of causal models and transformations between them, existing work on the application of category theory to the domain of causal modelling has studied one causal model via categorical tools. Jacobs et al. [2019], for example, develops the theory of directed acyclic graph models using syntactical categories. This is further developed by Jacobs et al. [2019].

Our category theoretic framework of causal model transformations is instructive to clarify the assumptions and arguments required to proof its compositionality: We require the distance between kernels to be compatible with composition of kernels, that is, beyond the triangle inequality we require analogs of Proposition 2.8 and Lemma 2.10. This condition is natural from a category-theoretical perspective. The formal tools of category theory enable diagrammatic reasoning and a simple proof that the resulting framework of causal model transformations and their abstraction errors is compositional.
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