Electrical manipulation of semiconductor spin qubits within the $g$-matrix formalism
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We discuss the modeling of the electrical manipulation of spin qubits in the linear-response regime where the Rabi frequency is proportional to the magnetic field and to the radio-frequency electric field excitation. We show that the Rabi frequency can be obtained from a generalized $g$-tensor magnetic resonance formula featuring a $g$-matrix and its derivative $g'$ with respect to the electric field (or gate voltage) as inputs. These matrices can be easily calculated from the wave functions of the qubit at zero magnetic field. The $g$-matrix formalism therefore provides the complete dependence of the Larmor and Rabi frequencies on the orientation of the magnetic field at very low computational cost. It also provides a compact model for the control of the qubit, and a simple framework for the analysis of the effects of symmetries on the anisotropy of the Larmor and Rabi frequencies. The $g$-matrix formalism applies to a wide variety of electron and hole qubits, and we focus on a hole qubit in a silicon-on-insulator nanowire as an illustration. We show that the Rabi frequency of this qubit shows a complex dependence on the orientation of the magnetic field, and on the gate voltages that control the symmetry of the hole wave functions. We point out that the qubit may be advantageously switched between two bias points, one where it can be manipulated efficiently, and one where it is largely decoupled from the gate field but presumably longer lived. We also discuss the role of residual strains in such devices in relation to recent experiments.

I. INTRODUCTION

Single spins in semiconductors have attracted a lot of interest in the prospect of storing and manipulating quantum information.\(^1,2\) Spin quantum bits (qubits) have actually been demonstrated in different semiconductor materials (GaAs,\(^3,4\) Si\(^5\)...) in the last two decades.\(^6\) They are usually based on spins confined to an impurity, or to a lithography or electrically defined quantum dot. Silicon\(^7\) is, in particular, a very attractive host for spin qubits as it can be isotopically purified in order to get rid of the nuclear spins that may interact with the electron spins and speed up decoherence.\(^8\) Single qubits and two qubit gates with high fidelity have already been reported in silicon,\(^9-13\) as well as hole spin qubits.\(^14,15\)

Spins can be manipulated by a radio-frequency (RF) magnetic field resonant with the Zeeman splitting between the up and down states (Electron Spin Resonance, ESR).\(^5,9,16\) However, in order to address a specific qubit, it may be more desirable to manipulate the spin with the RF electric field from a local gate (Electric Dipole Spin Resonance, EDSR).\(^17,18\) For that purpose, the real space motion of the carrier in this RF electric field must be coupled to its spin. Such a spin-orbit coupling (SOC) is actually intrinsic to semiconductor materials;\(^19\) this relativistic effect can be described semi-classically as the action of the magnetic field created by the nuclei moving in the frame of the carrier onto its spin. Intrinsic SOC is stronger in heavier semiconductors, and its effects are larger in the valence than in the conduction band. Yet the electrical manipulation of electron spins based on intrinsic SOC has been reported in many materials,\(^20-23\) including silicon where SOC is particularly weak in the conduction band.\(^24\)

The electrical manipulation of spins based on intrinsic SOC has usually been described by two mechanisms. The first mechanism, named $g$-tensor magnetic resonance (g-TMR),\(^20\) exploits the anisotropy and spatial dependence of the gyromagnetic factors:\(^25-29\) the RF electric field modulates the confinement potential and wave function of the qubit, hence the $g$-factors and the spin precession (Larmor) vector, which results in a rotation of the spin at resonance. In the second mechanism, the RF electric field shakes the wave function of the qubit as a whole in a quasi-harmonic potential: spin-orbit interactions build up during this motion and drive the spin rotation.\(^21-23,30-32\) The shape of the wave function and the $g$-factors do not change under the RF excitation, so that the contribution from this mechanism can not be anticipated from the measurement of the Zeeman splitting as a function of gate voltage.\(^15\) These two mechanisms are, however, non-exclusive manifestations of SOC and do, therefore, co-exist in general. In the linear response regime (where both Larmor and Rabi frequencies are proportional to the magnetic field $B$), they can actually be described in a unified picture by a generalized $g$-matrix formalism.\(^15\) This $g$-matrix and its derivative with respect to gate voltage $g'$ can be characterized experimentally by Zeeman splitting and Rabi frequency measurements, in order to get a comprehensive picture of the operation of the qubit.

Here we show that the $g$-matrix formalism is also a very efficient framework for the modeling of spin qubits. It provides the complete map of Larmor and Rabi frequencies as a function of the orientation of the magnetic field with only the wave functions of the qubit at zero field as input. It is also well suited to the analysis of the effects of symmetries on the response of the qubit. We discuss, in particular, the impact of mirror planes on the shape of $g$, $g'$, and on the anisotropy of the Rabi frequency map. We also show how the $g$-matrix formalism can be supplemented by the analysis of an equivalent perturbation series that provides additional insights into the physics of the device. The present formalism can be
We introduce the perturbation series for the Rabi frequency in section III; we discard all higher orders in the magnetic field through the dependence of the Rabi frequency in section III; we finally detail the application to a hole spin qubit on SOI in section IV.

II. MODELS

We consider a quantum dot in a homogeneous, static magnetic field $\mathbf{B}$ (see Fig. 1). The carriers in this dot are controlled by a gate at potential $V$. The system can, therefore, be characterized by a Hamiltonian $H(V, \mathbf{B})$. For practical purposes, we expand $H(V, \mathbf{B})$ in powers of $\mathbf{B}$:

$$H(V, \mathbf{B}) = H_0(V) - B_xM_{1,x} - B_yM_{1,y} - B_zM_{1,z} + O(B^2)$$

where $M_{1,\alpha} = -\partial H/\partial B_\alpha|_{\mathbf{B}=0}$. We discard all higher order terms as we focus on linear response throughout the paper. We assume that $M_1 = (M_{1,x}, M_{1,y}, M_{1,z})$ is independent on $V$. For small modulations of $V$ around a reference bias $V_0$, we can also expand $H_0(V)$ in powers of $\delta V = V - V_0$:

$$H_0(V) = H_0(V_0) - e\delta V D_1 + O((\delta V)^2)$$

where $D_1(\mathbf{r}) = \delta V(V, \mathbf{r})/\partial V|_{V=V_0}$ is the derivative of the total potential $V_1(V, \mathbf{r})$ in the device with respect to the gate voltage $V$.

We label $E_n,\sigma$ and $|n, \sigma\rangle$ the eigenenergies and eigenstates of $H$, with $n \geq 0$ and $\sigma \in \{\uparrow, \downarrow\}$ a “pseudo-spin” index (as spin is not a good quantum number in the presence of SOC). At $\mathbf{B} = 0$, $E_{n,\uparrow} = E_{n,\downarrow} = E_n$ and $|n, \uparrow\rangle = |n, \downarrow\rangle = T|n, \uparrow\rangle$ (possibly up to an arbitrary phase), where $T$ is the time-reversal symmetry operator (Kramers degeneracy).

We consider a two-level qubit based on states $|0\rangle \equiv |0, \downarrow\rangle$ and $|1\rangle \equiv |0, \uparrow\rangle$. At finite magnetic field, these two states are split by the Zeeman energy $\Delta E = g^*\mu_B B$, where $\mu_B$ is Bohr's magneton and $g^*$ is the effective gyro-magnetic factor which may depend on the orientation of $\mathbf{B}$. The qubit is manipulated by a radio-frequency (RF) modulation of the gate voltage $\delta V(t) = V_{ac}\sin(2\pi \nu t + \varphi)$ with amplitude $V_{ac}$, frequency $\nu$ and arbitrary phase $\varphi$.

At resonance ($h\nu = \Delta E$), this RF modulation drives coherent oscillations between states $|0\rangle$ and $|1\rangle$, with Rabi frequency:

$$f_R = \frac{e}{\hbar} V_{ac} |\langle 1|D_1|0\rangle|.$$  \hspace{1cm} (3)

Note that the above expression for $f_R$ is first order in $V_{ac}$, but all orders in the magnetic field through the dependence of $|0\rangle$ and $|1\rangle$ on $\mathbf{B}$.

In the following, we first expand Eq. (3) to first order in $\mathbf{B}$, then discuss the connections with the formalism of Refs. 15 and 20.

A. First-order perturbation theory

We expand Eq. (3) to first order in $\mathbf{B}$ using perturbation theory on degenerate states. From now on, we assume that the states $|n, \sigma\rangle$ and the energies $E_n,\sigma$ have been computed at $V = V_0$ and $\mathbf{B} = 0$. The states $|n, \uparrow\rangle$ and $|n, \downarrow\rangle$ being degenerate, they are defined up to an unitary transformation.

Starting from an arbitrary choice for the degenerate $|0, \sigma\rangle$, the zeroth-order $|0_0\rangle$ and $|\downarrow_0\rangle$ states are the eigenstates of the matrix:

$$H_1(\mathbf{B}) = \begin{pmatrix} 0, \uparrow|\mathbf{B} \cdot \mathbf{M}_1|0, \uparrow\rangle & 0, \uparrow|\mathbf{B} \cdot \mathbf{M}_1|0, \downarrow\rangle \\ 0, \downarrow|\mathbf{B} \cdot \mathbf{M}_1|0, \uparrow\rangle & 0, \downarrow|\mathbf{B} \cdot \mathbf{M}_1|0, \downarrow\rangle \end{pmatrix}.$$  \hspace{1cm} (4)

At this order in perturbation, the Rabi frequency $f_R$ is zero. This is easily evidenced on the spinorial form of $|0, \sigma\rangle$. Assuming $|\uparrow0, \downarrow\rangle = u(\mathbf{r})|\uparrow\rangle + v(\mathbf{r})|\downarrow\rangle$, where $|\uparrow\rangle$ and $|\downarrow\rangle$ are the physical spin components, $|\uparrow0, \uparrow\rangle = \langle \uparrow\mathbf{r}|0, \downarrow\rangle = v^*(\mathbf{r})|\uparrow\rangle - u(\mathbf{r})|\downarrow\rangle$, so that:

$$\langle 0, \uparrow|D_1|0, \downarrow\rangle = \int d^3 r D_1(\mathbf{r}) [v(\mathbf{r})u(\mathbf{r}) - u(\mathbf{r})v(\mathbf{r})] = 0.$$  \hspace{1cm} (5)

The eigenvectors $|0_0\rangle = \alpha|0, \uparrow\rangle + \beta|0, \downarrow\rangle$ and $|\downarrow_0\rangle = \beta*|0, \uparrow\rangle - \alpha^*|0, \downarrow\rangle$ of $H_1(\mathbf{B})$ (with $\alpha, \beta$ complex numbers) having the same spinorial form, $(\downarrow_0)D_1|0_0\rangle$ is still zero. The electric field can not couple Kramers degenerate states, and time-reversal symmetry must be broken in order to achieve Rabi oscillations.
Time-reversal symmetry can actually be broken by the magnetic field at first (and higher) order in perturbation. To first order in $B$,

$$
|0_1\rangle = |0_0\rangle - \sum_{n>0,\sigma} \frac{\langle n,\sigma|B\cdot M_1|0_0\rangle}{E_0 - E_n} |n,\sigma\rangle ,
$$

(6a)

$$
|1_1\rangle = |1_0\rangle - \sum_{n>0,\sigma} \frac{\langle n,\sigma|B\cdot M_1|1_0\rangle}{E_0 - E_n} |n,\sigma\rangle ,
$$

(6b)

so that, to first order in $B$ again,

$$
f_R = \frac{e}{\hbar} V_{ac} |\langle 1_1|D_1|0_1\rangle|

= \frac{e}{\hbar} BV_{ac} \sum_{n>0,\sigma} \frac{\langle 1_0|D_1|n,\sigma\rangle \langle n,\sigma|b\cdot M_1|0_0\rangle}{E_0 - E_n} 

+ \sum_{n>0,\sigma} \frac{\langle 1_0|b\cdot M_1|n,\sigma\rangle \langle n,\sigma|D_1|0_0\rangle}{E_0 - E_n} ,
$$

(7)

where $b = B/B$ is the unit vector pointing along the magnetic field.

The above equation provides a decomposition and interpretation of the Rabi frequency in terms of the energy level structure of the “unperturbed” dot at zero magnetic field. Namely, the magnetic field admixes excited states $|n,\sigma\rangle$ into the ground-state (qubit) levels $|0,\sigma\rangle$; as these states may be coupled by finite dipole matrix elements $\langle n,\sigma|D_1|0,\sigma\rangle$, this allows for electrically driven oscillations between $|0_0\rangle$ and $|1_0\rangle$.

We will discuss the nature of the excitations involved in a specific example (h dine qubit on SOI) in section IV. We next discuss the relations between Eq. (7) and the $g$-matrix formalism of Ref. 15.

B. The $g$-matrix formalism

To first order in the magnetic field, the electronic structure of the qubit can be described by the following, generic two-level Hamiltonian:

$$
H(V, B) = \frac{1}{2} \mu_B \sigma \cdot \hat{g}(V) B ,
$$

(8)

where $\sigma = (\sigma_1, \sigma_2, \sigma_3)$ is the “vector” of Pauli matrices, and $\hat{g}$ is a real $3 \times 3$ matrix. In the following, the symbol $\cdot$ is used to denote the bilinear map $u \cdot v = u_1 v_1 + u_2 v_2 + u_3 v_3$ irrespective of the nature of the three components $u_i$ and $v_i$ of $u$ and $v$. Any linear-in-$B$ and $V_{ac}$ Hamiltonian can be mapped onto Eq. (8) up to an irrelevant diagonal energy shift.

For a given $V$, the first-order energies and zeroth-order states can indeed be obtained from the diagonalization of $H_1(B)$. Identification of Eqs. (4) and (8) hence provides an explicit expression for the $g$-matrix:

$$
\hat{g}(V_0) = -\frac{2}{\mu_B} \times 

\begin{pmatrix}
\langle \hat{g}|M_{1,x}|\eta\rangle & \langle \hat{g}|M_{1,y}|\eta\rangle & \langle \hat{g}|M_{1,z}|\eta\rangle \\
\langle \eta|M_{1,x}|\hat{g}\rangle & \langle \eta|M_{1,y}|\hat{g}\rangle & \langle \eta|M_{1,z}|\hat{g}\rangle \\
\langle \eta|M_{1,z}|\hat{g}\rangle & \langle \eta|M_{1,y}|\hat{g}\rangle & \langle \eta|M_{1,z}|\hat{g}\rangle 
\end{pmatrix} ,
$$

(9)

where $|\eta\rangle$ is a shorthand notation for $|0,\eta\rangle$ and $|\hat{g}\rangle$ is a shorthand notation for $|0,\eta\rangle$. Note that the $g$-matrix depends on the choice of axes $x$, $y$, $z$ for the magnetic field and on the choice of basis set $\{0_0, 0_\eta, 0_\eta\}$. For the Hilbert space of the qubit. It can be brought to a symmetric or even diagonal form (the $g$-tensor) with an appropriate choice of $x$, $y$, $z$ and $\{0_0, 0_\eta, 0_\eta\}$ (see later discussion).

Eq. (8) can also be written:

$$
H = \frac{1}{2} g^* \mu_B B (\sigma \cdot u) = \frac{1}{2} g^* \mu_B B \sigma u
$$

(10)

is the effective gyromagnetic factor. Indeed, the eigenenergies of $H$ are $E = \pm \frac{1}{2} g^* \mu_B B$, so that the Zeeman splitting is $\Delta E = g^* \mu_B B$.

The dependence of the $\hat{g}$ matrix on $V$ is embedded in the $|0,\sigma\rangle$ states. In order to discuss Rabi oscillations in this framework, we expand $\hat{g}(V)$ to first order in $\delta V$ around the reference bias $V = V_0$:

$$
\hat{g}(V) = \hat{g}(V_0) + \delta V \hat{g}'(V_0) ,
$$

(12)

where $\hat{g}' = \partial \hat{g}/\partial V$ may be expressed from the $\partial |0,\sigma\rangle/\partial V$’s (see Appendix A). We then introduce the Larmor vector $\hbar \Omega = \frac{1}{2} \mu_B \hat{g}(V_0) B$ and its derivative $\hat{\Omega}' = \frac{1}{2} \mu_B \hat{g}'(V_0) B$, so that:

$$
H(V_0 + \delta V, B) = \hbar \Omega |\sigma_\omega + \hat{\Omega}'| \delta V |\sigma_\omega' ,
$$

(13)

with $\omega = \Omega/|\Omega|$ and $\omega' = \Omega'/|\Omega'|$. Splitting $\Omega' = \Omega_{||} + \Omega_{\perp}$ into components parallel and perpendicular to $\Omega$,

$$
H(V_0 + \delta V, B) = \hbar \Omega_{||} \delta V |\sigma_\omega + \hbar |\Omega_{\perp} | \delta V |\sigma_\omega' .
$$

(14)

$\Omega_{||}$ characterizes the gate-driven modulations of the Larmor (precession) frequency, while $\Omega_{\perp}$ characterizes the gate-driven modulations of the precession axis. For a RFP signal $\delta V(t) = V_{ac} \sin((\Omega t + \phi)$ resonant with the transition between the eigenstates of $H(V_0, B)$, the Rabi frequency $f_R$ hence reads:

$$
f_R = \frac{1}{2\pi} |\Omega_{\perp}| V_{ac}

= \frac{1}{2\pi} |\omega \times \Omega_{\perp}| V_{ac}

= \frac{\mu_B B V_{ac}}{2 \hbar g^*} \left| [\hat{g}(V_0) b] \times [\hat{g}'(V_0) b] \right| .
$$

(15)
The matrices $\tilde{g}(V_0)$ and $\tilde{g}'(V_0)$ therefore provide a comprehensive picture of the Larmor and Rabi frequencies of the qubit for arbitrary orientations of the magnetic field. Since Eqs. (7) and (15) are both valid to first order in $B$ and $V_{ac}$, they must be equivalent. This is actually shown in Appendix A.

To conclude this paragraph, we would like to discuss the relations between the above $g$-matrix and the so-called $g$-tensor. We remind that the $g$-matrix can always be factorized as:

$$\tilde{g} = \tilde{U} \tilde{g}_d \tilde{V},$$

where $\tilde{U}$ and $\tilde{V}$ are unitary $3 \times 3$ matrices with unit determinant and $\tilde{g}_d = \text{diag}(g_1, g_2, g_3)$ is a diagonal matrix (singular value decomposition). $g_1$, $g_2$, $g_3$ are the principal $g$-factors; the columns of $\tilde{V}$ define the principal magnetic axes $\{X, Y, Z\}$, while the columns of $\tilde{U}$ define three new pseudo-spin matrices $\sigma' = \tilde{U} \sigma$. Yet there always exists a unitary transformation $\tilde{R}$ in the Hilbert space of the qubit such that $\sigma' = (R \sigma X R, R \sigma Y R, R \sigma Z R)$. Therefore, $\tilde{U}$ defines a basis set $\{R|0, \uparrow\rangle, R|0, \downarrow\rangle\}$ of the Hilbert space, and $\tilde{V}$ defines a frame for the magnetic field in which the $g$-matrix is diagonal. In this basis set, the Pauli matrices $\sigma_1 \equiv \sigma_X, \sigma_2 \equiv \sigma_Y$ and $\sigma_3 \equiv \sigma_Z$ can be identified as the effective pseudo-spin operators along the principal magnetic axes. The $g$-matrix then remains symmetric upon concomitant rotations of the magnetic axes and pseudo-spin quantization axes ($B \rightarrow \tilde{A} B, \sigma \rightarrow \tilde{A} \sigma$, and $\tilde{g} \rightarrow \tilde{A} \tilde{g} \tilde{A}^\dagger$, with $\tilde{A}$ unitary), and is then known as the $g$-tensor. Yet it is important to realize that $\tilde{g}'(V_0)$ might be non-symmetric even if $\tilde{g}(V_0)$ is (because the matrices $\tilde{U}$ and $\tilde{V}$ that diagonalize $\tilde{g}$ can depend on $V$). We also emphasize that $f_B$ is independent on the choice of gauge for $M_1$ and on the choice of magnetic axes $x, y, z$ and basis set $\{\{0, \uparrow\}, \{0, \downarrow\}\}$, although $\tilde{g}(V_0)$ and $\tilde{g}'(V_0)$ do depend on these choices.

C. Discussion

We would first like to emphasize that spin-orbit coupling, although not explicit in the above equations, is the driving force for the Rabi oscillations. Indeed, in the absence of a mechanism coupling the real space motion of the carrier with its spin, $H(V, B)$ is diagonal in spin whatever $V$ and $B$, so that the gate can not couple opposite spins (in particular, $\tilde{g} = g_0 I$ and $\tilde{g}' = 0$ for all $V$, where $I$ is the $3 \times 3$ identity matrix and $g_0 = 2.0023$ is the bare gyromagnetic factor of an electron). The spin-orbit coupling can be “intrinsic” to the materials or “extrinsic” (resulting from inhomogeneous magnetic fields). The above $g$-matrix formalism primarily applies to intrinsic spin-orbit coupling, but may be extended to extrinsic spin-orbit coupling taking care of the additional contribution from the inhomogeneous magnetic field (which may give rise to a Zeeman splitting at $B = 0$) as an effective field $B_{in}$. The $g$-matrix formalism may also be adapted to the description of singlet-triplet qubits.

As hinted before, the perturbation series, Eq. (7), provides a meaningful interpretation of the Rabi frequency in terms of the matrix elements of the electric and magnetic fields between the qubit and excited states of the system. It can help, for example, to identify the states at $B = 0$ that form the minimal basis capturing the physics of the device at finite $B$. It is not, however, a particularly “compact” model for the control of the qubit, as it may require many matrix elements as input.

Equations (11) and (15) provide such a minimal model for the control of the qubit, characterized by the $2 \times 9$ elements of $\tilde{g}$ and $\tilde{g}'$. The $g$-matrix and its derivative do, however, give much less insights into the physics of the device at the microscopic scale.

From a modeling perspective, the $g$-matrix formalism provides a very efficient way to compute the maps of Larmor and Rabi frequencies as a function of the orientation of the magnetic field. Indeed, the $g$-matrix $\tilde{g}(V_0)$ can be readily calculated from the wave functions at zero magnetic field using Eq. (9). Its derivative $\tilde{g}'(V_0)$ can then be obtained from finite differences at points $V = V_0$ and $V = V_0 \pm \delta V$. Care must however be taken to align the basis set $|0, \sigma\rangle(V_0 \pm \delta V)$ onto the basis set $|0, \sigma\rangle(V_0)$ (see Appendix B for details). The map of Rabi frequency can, therefore, be constructed from three electronic structure calculations at zero field, one at $V = V_0$ and two at $V = V_0 \pm \delta V$ — whereas the use of Eq. (3) calls for a specific electronic structure calculation for each different magnitude and orientation of $B$. The validity of the linear-in-$B$-and-$V_{ac}$ approximation can (and should) be assessed by a comparison with Eq. (3) for a few magnetic fields.

We would finally like to stress that the experimental characterization of $\tilde{g}'$ can be complex as some transformations of $\tilde{g}$ do not result in variations of the Zeeman splitting $\Delta E$. Indeed, the $g$-matrix or tensor is usually reconstructed from the measurement of:

$$\Delta E^2 = \mu_B^2 |\tilde{g} B|^2 = \mu_B^2 B \cdot \tilde{G} B,$$

where $\tilde{G} = \tilde{A} \tilde{g} \tilde{A}^\dagger$ is the symmetric Zeeman tensor. The eigenvalues of $\tilde{G}$ are the square of the principal $g$-factors $g_1^2, g_2^2, g_3^2$, and its eigenvectors are the principal magnetic axes $X, Y, Z$ [as $\tilde{G} = \tilde{V} \tilde{g}_{eff}^2 \tilde{V}$ following Eq. (16)]. The iso-surfaces of $\Delta E^2$ are, therefore, ellipsoids in the principal magnetic axes frame:

$$\Delta E^2(B_1 X + B_2 Y + B_3 Z) = \mu_B^2 (g_1^2 B_1^2 + g_2^2 B_2^2 + g_3^2 B_3^2).$$

The six independent elements of the symmetric Zeeman tensor $G$ can hence be assessed from the measurement of the Zeeman splitting for at least six orientations of $B$. However, $\tilde{g}$ is defined by $\tilde{G}$ only up to a unitary transformation [because $\tilde{G} = \tilde{A} \tilde{g} \tilde{A}^\dagger$ for any unitary matrix $\tilde{A}$]. This results from the fact that a rotation of the basis set $\{\{0, \uparrow\}, \{0, \downarrow\}\}$ leaves the Zeeman splitting (but not the $\tilde{g}$-matrix) invariant. The basis set where
\( \hat{g} = \hat{g}_d \) is diagonal remains, therefore, unknown. To highlight the implications, we may write the expressions of \( \hat{g}' \) and \( G' \) in this (yet implicit) basis set and in the principal magnetic axes at \( V = V_0 \). Then \( \hat{U} = \hat{V} = \hat{I} \), \( \hat{V}' = -\hat{V}' \) since \( \hat{V}\hat{V} = \hat{I} \), \( \hat{U}' = -\hat{U}' \), so that:

\[
\hat{G}' = \hat{V}' \hat{g}'_d - \hat{g}_d \hat{V}' + 2\hat{g}_d \hat{g}'_d
\]

and:

\[
\hat{g}' = \hat{U}' \hat{g}_d - \hat{g}_d \hat{V}' + \hat{g}'_d = \frac{1}{2} \hat{g}'_d G' \frac{1}{2} \hat{g}'_d^{-1} G' - \frac{1}{2} \hat{g}'_d^{-1} \left( \hat{g}'_d \hat{V}' + \hat{V}' \hat{g}'_d \right) + \hat{U}' \hat{g}_d .
\]

It is clear, therefore, that the electrical modulations of \( \hat{U} \) contribute to \( \hat{g}' \), but not to \( G' \). Likewise, the effects of the electrical modulations of \( \hat{V} \) are not completely captured by \( G' \). When the system is sufficiently symmetric so that only the principal \( g \)-factors are modulated by the electric field, \( \hat{g}' = \hat{g}'_d = \frac{1}{2} \hat{g}'_d G' \) can be completely reconstructed from the measurement of the Zeeman tensor \( G \) and of its dependence on gate voltage \( \hat{G}' \). This is the conventional \( g \)-TMR scenario introduced in Ref. 20. However, \( \hat{g}' \) can not, in general, be reconstructed from \( G \) and \( G' \) once the principal magnetic axes \( \hat{V} \) and diagonal basis set \( \hat{U} \) depend on gate voltage. We may consequently split \( \hat{g}' = \hat{g}'_{TMR} + \hat{g}'_{IZR} \) in two parts, where

\[
\hat{g}'_{TMR} = \hat{g}'_d G' / 2 \text{ is a generalized } \hat{g} \text{-TMR matrix that can be drawn from the variations of the Zeeman tensor, and}
\]

\[
\hat{g}'_{IZR} = -\frac{1}{2} \hat{g}'_d^{-1} (\hat{g}'_d \hat{V}' + \hat{V}' \hat{g}'_d) / 2 + \hat{U}' \hat{g}_d \text{ is an "iso-Zeeman" EDSR (IZ-EDSR) matrix that leaves no fingerprints on the electrical dependence of the Zeeman splittings. The latter must, therefore, be reconstructed from the measurement of the Rabi frequency for a few orientations of the magnetic field. As a matter of fact, } \hat{g}'_{IZR} \text{ can be factorized as } \hat{g}'_{IZR} = \hat{g}'_d^{-1} A \text{ where } A \text{ is an anti-symmetric matrix, which leaves only three degrees of freedom (out of 9) in } \hat{g}' \text{ that can not be inferred from the measurement of the Zeeman tensor (see Ref. 15 for details and an application).}^{43}
\]

### III. EFFECTS OF SYMMETRIES ON THE \( g \)-MATRIX AND RABI FREQUENCY

In this section, we discuss the impact of symmetries on the shape of \( \hat{g} \) and \( \hat{g}' \), and on the anisotropy of the Rabi frequency. Such symmetry considerations can help the analysis of both experimental and computational data.

We focus on the effects of mirror planes as their enumeration completely explains the trends shown in recent experiments\(^{15}\) and in section IV. For that purpose, we introduce the following hierarchy of symmetries at zero magnetic field:

1. No particular symmetry.
2. One mirror plane \( \sigma_{yz} \) perpendicular to \( x \) (double group \( C_s \)).
3. Two mirror planes, \( \sigma_{yz} \) and \( \sigma_{zx} \). Such a system must also have a twofold rotation axis around \( z \) (double group \( C_{2v} \)).
4. Three mirror planes, \( \sigma_{yz} \), \( \sigma_{zx} \) and \( \sigma_{xy} \). Such a system must also have twofold rotation axes around \( x \), \( y \) and \( z \), and, most notably, an inversion center (double group \( D_{2h} \)).

Note that a device may switch (at least approximately, see later discussion) from one group to another as a function of gate voltage (see Fig. 2).

#### A. Shape of \( \hat{g} \)

Each mirror plane sets specific constraints on the shape of \( \hat{g}(V_0) \). The arguments, drawn from group theory,\(^{44}\) are detailed in Appendix C. We outline the main conclusions here.

From now on, we write down the \( g \)-matrix and its derivative in the magnetic axes \( \{x, y, z\} \). In all above symmetry groups, there exists a basis set \( \{0, \psi, 0, \psi\} \) for the Kramers doublet in which the mirror planes quench the elements of \( \hat{g}(V_0) \) listed in Table I. In this basis set, the \( g \)-matrix takes therefore the form given in II.

| \( g \) | \( C_s \) | \( C_{2v} \) | \( D_{2h} \) |
|---|---|---|---|
| 0 0 0 | 0 0 0 | 0 0 0 |

#### TABLE I. Constraints on the shape of \( \hat{g} \) set by each mirror plane \( \sigma_{x\beta} \). Black dots are non-zero matrix elements.

FIG. 2. Illustration of the symmetries considered in this work on a particle-in-a-box model. The iso-surfaces of the squared wave function of a hypothetical qubit are plotted in blue. (a) The box (and squared wave function) have three mirror planes, \( \sigma_{yz} \), \( \sigma_{zx} \) and \( \sigma_{xy} \) (in red) ; (b) The application of a static electric field in the \((yz)\) plane however breaks the \( \sigma_{zx} \) and \( \sigma_{xy} \) planes.

TABLE II. Shape of the \( g \)-matrix in each symmetry group. Black dots are non-zero matrix elements.
The actual form of $\hat{g}'(V_0)$ might have different parities. When there is a single mirror plane $\sigma_{yz}$, $x$ is a principal magnetic axis, the two others being orthogonal (but \textit{a priori} arbitrary) directions of the $(yz)$ plane. Any additional mirror plane locks all magnetic axes onto \{x, y, z\}.

The analysis of the shape of $\hat{g}'(V_0)$ in the same basis set unveils the anisotropy of the Rabi frequency in each group.

### B. Shape of $\hat{g}'$

Sweeping the gate voltage can break the symmetries of the system. We can, therefore, distinguish at least three different behaviors for a given mirror plane $\sigma_{\alpha\beta}$:

1. Changing the gate voltage does not break $\sigma_{\alpha\beta}$ - At least, the first-order variation of the potential in the device, $D_1(r)$, is invariant under that transformation $[D_1(\sigma_{\alpha\beta}(r)) = D_1(r)]$. Equivalently, the first-order electric field $E_1(r) = -\nabla D_1(r)$ is even under $\sigma_{\alpha\beta}$:

   \[
   E_1(\sigma_{\alpha\beta}(r)) = \sigma_{\alpha\beta}(E_1(r)). \tag{21}
   \]

   In that case, $\sigma_{\alpha\beta}$ sets the same constraints on $\hat{g}'(V_0)$ as on $\hat{g}(V_0)$ (Tables I and first row of Table III). This behavior is for example encountered when the first-order electric field $E_1$ is homogeneous in the $(\alpha\beta)$ plane.

2. Changing the gate voltage does break the mirror plane $\sigma_{\alpha\beta}$ ($D_1(r)$ is not invariant), but $E_1$ is odd under $\sigma_{\alpha\beta}$:

   \[
   E_1(\sigma_{\alpha\beta}(r)) = -\sigma_{\alpha\beta}(E_1(r)). \tag{22}
   \]

   Equivalently, $D_1(r)$ is “odd” under that transformation up to a constant $K$ $[D_1(\sigma_{\alpha\beta}(r)) + D_1(r) = K]$, as homogeneous shifts of the potential in the device have no effects on the spin. Then $\sigma_{\alpha\beta}$ sets the constraints on $\hat{g}'(V_0)$ listed in the second row of Table III. This behavior is for example encountered when the first-order electric field $E_1$ is homogeneous and perpendicular to the $(\alpha\beta)$ plane.

3. Changing the gate voltage does break the mirror plane $\sigma_{\alpha\beta}$, but $E_1(r)$ does not show any relevant parity under that transformation. Then $\sigma_{\alpha\beta}$ does not, in general, set any condition on $\hat{g}'(V_0)$ (third row of Table III).

The actual form of $\hat{g}'(V_0)$ is given by the intersection of the non-zero positions in Table III, for all operations of the symmetry group at $V = V_0$. Different operations might have different parities.

### TABLE III

| $\sigma_{\alpha\beta}$ | $\sigma_{yz}$ | $\sigma_{xz}$ | $\sigma_{xy}$ |
|-----------------------|--------------|--------------|--------------|
| $E_1$ even            | \begin{tabular}{ccc} \hline 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ \hline \end{tabular} | \begin{tabular}{ccc} \hline 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ \hline \end{tabular} | \begin{tabular}{ccc} \hline 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ \hline \end{tabular} |
| $E_1$ odd            | \begin{tabular}{ccc} \hline 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ \hline \end{tabular} | \begin{tabular}{ccc} \hline 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ \hline \end{tabular} | \begin{tabular}{ccc} \hline 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ \hline \end{tabular} |
| Other                | \begin{tabular}{ccc} \hline 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ \hline \end{tabular} | \begin{tabular}{ccc} \hline 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ \hline \end{tabular} | \begin{tabular}{ccc} \hline 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ \hline \end{tabular} |

### C. Anisotropy of the Rabi frequency

Tables II and III can be used to analyze the anisotropy of the Rabi frequency, by substituting the form of $\hat{g}$ and $\hat{g}'$ into Eq. (15). As an illustration, we discuss below two cases relevant for section IV (and depicted in Fig. 2).

Let us first consider a device with a single mirror plane $\sigma_{yz}$ at bias $V = V_0$ (double group $C_\infty$). Sweeping the gate voltage around that point does not break the mirror plane. Then, according to Tables II and III, in a suitable basis \{(0, $\hat{h}$), (0, $\hat{v}$)\} for the Kramers doublet:

\[
\hat{g}(V_0) = \begin{pmatrix} g_{11} & 0 & 0 \\ 0 & g_{22} & g_{23} \\ 0 & g_{32} & g_{33} \end{pmatrix}; \hat{g}'(V_0) = \begin{pmatrix} g'_{11} & 0 & 0 \\ 0 & g'_{22} & g'_{23} \\ 0 & g'_{32} & g'_{33} \end{pmatrix}. \tag{23}
\]

If $B = Bx$, $\hat{g}(V_0)b = g_{11}x$, $\hat{g}'(V_0)b = g'_{11}x$, so that $f_R \propto \|\hat{g}(V_0)b \times \hat{g}'(V_0)b\| = 0$. There are no Rabi oscillations when the magnetic field is perpendicular to the mirror plane.

Let us now assume that the same device has two extra mirror planes $\sigma_{xz}$ and $\sigma_{xy}$ at an other bias $V = V'_0$ (double group $D_{2h}$). Sweeping the gate voltage around $V'_0$ breaks these mirror planes, but the electric field $E_1$ is (at least approximately) homogeneous and parallel to $y$, hence even under $\sigma_{yz}$ and $\sigma_{xy}$ but odd under $\sigma_{xz}$. Then,

\[
\hat{g}(V_0) = \begin{pmatrix} g_{11} & 0 & 0 \\ 0 & g_{22} & 0 \\ 0 & 0 & g_{33} \end{pmatrix} \quad \text{but} \quad \hat{g}'(V_0) \sim \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \tag{24}
\]

There are no Rabi oscillations at all at this bias point (at least with frequency proportional to $B$ and $V_0$). This is reminiscent of the well-known fact\textsuperscript{19} that the inversion symmetry (implied by the three mirror planes at $V'_0$) is hampering the action of spin-orbit coupling. We will actually highlight such a behavior in the next section.
IV. APPLICATION TO A HOLE QUBIT

The equations and arguments of sections II and III hold in both electron and hole spin qubits as long as the Rabi frequency is proportional to $B$ and $V_{ac}$. They apply, therefore, to most III-V qubits, to hole qubits in silicon, but not (for example) to electron qubits in silicon operating near the spin-valley mixing point\cite{49,50} (where the Rabi frequency is non-linear in $B$). The $g$-matrix formalism can be used as a framework to interpret experimental data,\cite{15} and/or to compute Larmor and Rabi frequencies from a microscopic model for the qubit. The enumeration of symmetries can, in particular, provide meaningful insights into the operation of the device. As an illustration, we apply our methodology to a hole qubit on SOI.\cite{14,15}

We first describe the device, then analyze the orientation dependence of the Rabi frequency (and the role of symmetries), and discuss the mechanisms behind the electrical dependence of the $g$-factors. We finally compare the calculated and experimental data.

A. SOI device and models

The device, shown in Fig. 3, is based on a [110]-oriented, rectangular nanowire channel with width $W = 30$ nm ([110] facets) and height $H = 10$ nm ([001] facets). It is separated from the silicon substrate beneath by a 25 nm thick buried oxide (BOX). This substrate is biased at a potential $V_{bg}$ in order to act as a back gate. A front gate at potential $V_{fg}$ is used to confine the holes in a quantum dot along the channel and to manipulate their spin. This gate is 30 nm long and overlaps around half of the channel (over 20 out of 30 nm). It is insulated from the latter by a 2 nm thick layer of SiO$_2$ and a 2 nm thick layer of HfO$_2$. Two additional gates, laid 30 nm to the left and right of the central dot, mimic neighboring qubits and are biased at potential $V = 0$ V unless specified otherwise. The whole device is embedded in Si$_3$N$_4$. In the following, $x \parallel [110]$ is along the nanowire, $y \parallel [110]$ is perpendicular to the nanowire, and $z \parallel [001]$ is perpendicular to the substrate.

The Rabi frequency is calculated with the methodology introduced in section II. The potential in the device is first computed with a finite volume Poisson solver. The electronic structure of the dot in this potential is then assessed with a six-bands $k \cdot p$ model\cite{46-48} discretized on a finite differences mesh (see Appendix D for details). This model describes the heavy-hole, light-hole and split-off bands at once and accounts for the “direct” Rashba SOC\cite{19,50} that is expected to dominate Rabi oscillations in these devices. This direct Rashba SOC results from the electric and magnetic tunability of the heavy- and light-hole mixing (see later discussion). We assume that the hole wave functions do not penetrate in the oxides and Si$_3$N$_4$ (hard wall boundary conditions at the surface of the channel).

B. Maps of Rabi frequency

Maps of the calculated Rabi frequency are plotted in Fig. 4 as a function of the polar and azimuthal angles of $B$ defined on Fig. 3, for different back gate voltages. The front gate voltage is $V_{fg} = -0.1$ V and the magnitude of the magnetic field is $B = 1$ T. The amplitude of the RF modulation on the front gate is $V_{ac} = 1$ mV. The Rabi frequency is calculated from the $g$-matrix and its derivative using Eq. (15). As discussed in section II and Appendix B, these matrices can be computed at a given ($V_{fg}, V_{bg}$) from the wave functions of the qubit at zero magnetic field and at three bias points ($V_{fg} - \delta V_{fg}, V_{bg}$), ($V_{fg}, V_{bg}$) and ($V_{fg} + \delta V_{fg}, V_{bg}$) – there is no need to sweep the orientation of the magnetic field in the $k \cdot p$ Hamiltonian, which considerably speeds up the calculation.

In order to assess the validity of the $g$-matrix formalism, we plot in Fig. 5 the Rabi frequency as a function of the magnitude of $B \parallel (y+z)$ ($\theta = 45^\circ$, $\varphi = 0^\circ$). The $g$-matrix formula [Eq. (15)] is compared to the direct (all orders in $B$) evaluation from the wave functions at finite magnetic field [Eq. (3)]. The device operates in the linear-in-$B$ regime where the $g$-matrix formalism holds over a wide range of magnetic fields. This is further supported by Fig. 6, which shows excellent agreement between the $g$-matrix formula and the direct evaluation at all $V_{fg}$’s and $B = 1$ T.

The maps of Fig. 4 show a complex structure with (quasi-)extinctions along $z$ and in the $(xy)$ plane – although the Rabi frequency is strictly zero only for $B \parallel x$.
Moreover, the Rabi frequency is very small around back gate voltages $V_{bg} = -0.15$ V. This is also evidenced in Fig. 6, which displays the Rabi frequency as a function of $V_{bg}$ for $B \parallel (y + z)$. There is indeed a sharp dip at $V_{bg} = -0.15$ V; the Rabi frequency peaks on both sides of this dip and decreases again at large $|V_{bg}|$. It reaches values as large as $\approx 300$ MHz at $V_{ac} = 1$ mV and $B = 1$ T.

In order to understand these trends, we plot the iso-probability surfaces of the ground-state hole wave function at different back gate voltages in Fig. 7. The hole is pushed to the top left corner of the channel at large positive $V_{bg}$, occupies a central position at $V_{bg} \approx -0.15$ V, and is pulled to the bottom right corner at large negative $V_{bg}$. The back gate therefore controls the position and symmetry of the hole wave function, as it does for electrons.25 The confinement in corner dots is, however, less pronounced for holes than for electrons,51 due to the different mass anisotropies. We can actually conjecture from Fig. 7 that the hole mostly responds to the $y$ component of the electric field of the gates, the polarizability being visibly much smaller along $z$. The extinction of the Rabi frequency corresponds to the back gate voltage where the hole wave function is “most symmetric”. Note that this control of the symmetry is made easier by the non-planar design of the front gate of this device.

Strictly speaking, the symmetry group of the system is $C_s$ whatever $V_{bg}$, with one exact symmetry plane $\sigma_{yz}$ perpendicular to the channel (and splitting the gate in two halves). Following section III, we expect the Rabi frequency to be zero for $B \parallel x$, i.e. along the nanowire ($\theta = 90^\circ$ and $\varphi = 90^\circ$), which is actually the case. Fig. 7 however suggests that the ground-state hole wave function has a horizontal quasi-symmetry plane $\sigma_{xy}$ over a wide range of back gate voltages (weak corner confinement), and an extra vertical quasi-symmetry plane $\sigma_{xz}$ near $V_{bg} = -0.15$ V. This approximate $\sigma_{xy}$ symmetry explains why the Rabi frequency is small for $B \parallel z$ ($\theta = 0$ and $\theta = 180^\circ$), while the extra $\sigma_{xz}$ symmetry explains...
perturbation series, Eq. (7), is quantified by the thick-

FIG. 7. Iso-probability surfaces of the ground-state hole wave
function at different back gate voltages ($V_{bg} = -0.1$ V). The
wave functions are plotted in the ($yz$) symmetry plane at
$x = 0$ (shaded area on Fig. 3). Each plot can be associated
with the map of Fig. 4 labeled with the same symbol (circle,
triangles and square).

In order to confirm this interpretation, we plot the
spectrum $E_n - E_0$ of the quantum dot as a function of back gate voltage ($V_{bg} = -0.1$ V, $B = 0$ T). We may
write the perturbation series for the Rabi frequency, Eq. (7),
as $f_R = \left| \sum_{n>0} f_{R,n} \right|$, where $n$ runs over the pairs of Kramers
degenerate states. The size of the dots is proportional to the
magnitude $|f_{R,n}|$ of the contribution of each pair. The color
quantifies the phase of this contribution, $\Theta_n = \arg(f_{R,n})$. (b)
Rabi frequency from the perturbation series, Eq. (7), versus back gate voltage. Summations including 1, 3 and 24 excited
pairs of states are compared with Eq. (3) ($V_{bg} = -0.1$ V, $V_{ac} = 1$ mV and $B \parallel (y + z)$).

(as further detailed below) the global suppression of the
Rabi oscillations at that back gate voltage.

In order to confirm this interpretation, we plot the
spectrum $E_n - E_0$ of the quantum dot as a function of $V_{bg}$
in Fig. 8. The contribution of each excited state to the
perturbation series, Eq. (7), is quantified by the thickness and color of the corresponding dots. The perturba-
tion series is dominated by one state (actually the lowest-
ly lying excitation over a wide range of gate voltages), whose
splitting with the ground-state shows a strong depen-
dence on $V_{bg}$. This is further highlighted in Fig. 8b,
which compares the outcome of Eq. (7) including the first,
first three and first 24 excitations. The perturbation
series with the first excitation only indeed captures the
main features of the Rabi frequency. The matrix elements $(1, \sigma'|\mathbf{b} \cdot \mathbf{M}|0, \sigma)$ between the qubit and first excited states in Eq. (7) vanish near the dip.

The squared heavy-hole ($j_z = \pm \frac{3}{2}$) and light-hole ($j_z = \pm \frac{1}{2}$) envelopes of the qubit ground-state in the ($xy$) plane at
$z = 0$ (top) and in the ($zy$) plane at $x = 0$ (bottom) ($V_{bg} = -0.1$ V, $V_{bg} = -0.15$ V). The dash-dotted lines on each plot
delineate the position of these planes. Note that this state
is degenerate with a partner having time-reversal symmetric
envelopes (namely, $j_z = \frac{3}{2} \leftrightarrow j_z = -\frac{3}{2}$, $j_z = \frac{1}{2} \leftrightarrow j_z = -\frac{1}{2}$).
The total weight of each envelope is given in the bottom panel.
Some squared envelopes have been multiplied by $10^2$ or $10^4$
for clarity.

FIG. 9. Squared heavy-hole ($j_z = \pm \frac{3}{2}$) and light-hole ($j_z = \pm \frac{1}{2}$) envelopes of the qubit ground-state in the ($xy$) plane at
$z = 0$ (top) and in the ($zy$) plane at $x = 0$ (bottom) ($V_{bg} = -0.1$ V, $V_{bg} = -0.15$ V). The dash-dotted lines on each plot
delineate the position of these planes. Note that this state
is degenerate with a partner having time-reversal symmetric
envelopes (namely, $j_z = \frac{3}{2} \leftrightarrow j_z = -\frac{3}{2}$, $j_z = \frac{1}{2} \leftrightarrow j_z = -\frac{1}{2}$).
The total weight of each envelope is given in the bottom panel.
Some squared envelopes have been multiplied by $10^2$ or $10^4$
for clarity.

FIG. 10. Same as Fig. 9, for the first excited state.
FIG. 11. Total weight of the heavy (HH, $|\frac{3}{2}, \pm \frac{3}{2}\rangle$) and light (LH, $|\frac{3}{2}, \pm \frac{1}{2}\rangle$) envelopes in the ground-state (qubit) hole wave functions as a function of $V_{bg}$ ($V_{bg} = -0.1$ V, $B = 0$ T). The contribution from split off envelopes is negligible and is not shown.

The total angular momentum is quantized along the strongest confinement axis $z$. The split-off envelopes ($|\frac{1}{2}, \pm \frac{1}{2}\rangle$) make little contribution to these states. The ground state has a dominant heavy-hole character (as in a silicon thin film) but admixes small light-hole components (Fig. 11) due to the extra lateral confinement by the structure and gate fields. The first excited state shows a stronger light-hole character and “$p_y$”-like heavy-hole envelope (namely, with one nodal plane perpendicular to $y$). When varying $V_{bg}$ around the symmetric position $V_{bg} \simeq -0.15$ V, these two states are mixed by the $y$ component of the gates field. This strengthens heavy-/light-hole mixing in the qubit states, and leads to the strong dependence of the $E_1 - E_0$ splitting shown in Fig. 8.

The same coupling to the $y$ component of the gates field is responsible for the Rabi oscillations driven by the front gate. The excited states with modulations of the heavy-hole envelopes along $z$ are too confined and too far in energy to allow for significant electrical polarizability perpendicular to the substrate. The $z$ component of the electric field, though dominant in many parts of the device, is therefore inefficient in driving Rabi oscillations.

Having identified the main couplings responsible for Rabi oscillations, we can refine our symmetry analysis. The total potential $V_\sigma(r)$ in the device is plotted in Fig. 12 at $V_{bg} = 0$ V and $V_{bg} = -0.15$ V. It shows approximate $\sigma_{xy}$ and $\sigma_{xz}$ symmetries at $V_{bg} = -0.15$ V, consistent with Fig. 7. The $\sigma_{xy}$ plane is more noticeably broken, yet this does not result in sizable dissymmetries in the ground-state wave function owing, again, to the low polarizability along $z$. Since the Rabi oscillations are driven by the $y$ component of the front gate field, it is sufficient to analyze the parity of $E_{1,y}$ to make use of Table III. As the electrostatics is linear in the present description (see Appendix D), $D_1(r)$ is simply the potential in the device with the front gate at a unit voltage and all other gates grounded, so that $E_{1,y}$ is independent on the bias point. Fig. 12b shows that $E_{1,y}$ is pretty homogeneous in a large volume under the gate; it is, therefore, nearly even with respect to $\sigma_{xy}$ and $\sigma_{yz}$, but odd with respect to $\sigma_{xz}$. According to Tables III, the matrix $\hat{g}$, hence the Rabi frequency must indeed be zero at $V_{bg} = -0.15$ V (or almost so, as the $\sigma_{xy}$ and $\sigma_{xz}$ symmetries are only ap-
prolate). This highlights the importance of breaking symmetries to maximize the opportunities for Rabi oscillations, as already shown in Refs. 15 and 24. We also emphasize that the specific geometry of these SOI devices, with the gate overlapping only the top and lateral facets of the channel, helps to break $\sigma_{xx}$ and to enhance $E_{1,y}$. Such a qubit may, in principle, be switched between a bias point (e.g., $V_{bg} = -0.2$ V) where it is strongly coupled to the RF electric field for manipulation and a bias point ($V_{bg} = -0.15$ V) where it gets largely decoupled, but is as a consequence more immune to charge and gate noise.\textsuperscript{45,53}

Beyond the dip near $V_{bg} = -0.15$ V, the Rabi frequency also decreases at large $|V_{bg}|$ when the hole gets localized on the left or right of the channel. This mostly results from a decrease of the dipole matrix elements $\langle 1, \sigma'|D_1|0, \sigma \rangle$ between the strongly confined ground-and-first excited states (as well as from an increase of the corresponding denominator in Eq. (7)), as easily evidenced in a simple triangular well model. Fig. 6 can, therefore, be best described as a single broad peak (primarily shaped by the matrix element(s) of $D_1$), split by a dip near $V_{bg} = -0.15$ V owing to the increase of symmetry at that point (and shaped by the matrix element(s) of $M_1$).

The mixing of heavy- and light-hole components in the qubit states, and its electro-magnetic tunability highlighted in Fig. 11 is the key ingredient of the direct Rashba SOC at play here.\textsuperscript{49,50} Indeed, neither the $D_1$ operator (which is diagonal in spin) nor the $b \cdot M_1$ operator can couple $|\frac{3}{2}, \frac{3}{2}⟩$ and $|\frac{3}{2}, \frac{1}{2}⟩$ envelopes and connect pure heavy-hole $|0⟩$ and $|1⟩$ states in Eq. (7) (this can be inferred from the form of Eqs. (D1) and (D3) of Appendix D). In essence, the strong atomistic SOC around the silicon nuclei couples the spin of the holes with their momentum. As a consequence, holes with spin parallel to the wave vector tend to show heavier masses in bulk silicon. In nanoscale structures, the mixing between heavy- and light-hole components gives rise to a complex spin distribution in real space. This mixing is efficiently controlled by both electric and magnetic fields; a modulation of the electric field can therefore give rise to a redistribution of spin and ultimately to a rotation under resonant conditions in a finite magnetic field that breaks Kramers degeneracy. The effect of the electric field on the heavy- and light-hole components can be cast as an effective Rashba Hamiltonian: this Rashba effect is “direct” in the sense that the electric field couples bands that belong to the same quasi-degenerate manifold, at variance with the Rashba effect in the conduction band of III-V’s for example where the electric field couples the conduction band with remote (in particular, valence) bands and which is, therefore, much weaker.
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**FIG. 14.** (a) The $g$-factors $g_x$, $g_y$, $g_z$ and (b) their derivatives with respect to $V_{bg}$, as a function of the back gate voltage ($V_{bg} = -0.1$ V).

**C. Analysis of the $g$-factors**

We now turn to a more quantitative analysis of the $g$-matrix and derivative in order to explain extra features on Fig. 4 such as the quasi-extinction of the Rabi frequency for magnetic fields in the $(xy)$ plane.

As the device has an exact $\sigma_y$ symmetry, $x$ (the axis of the nanowire) is a principal magnetic axis whatever $V_{bg}$. With an additional, weak $\sigma_{xy}$ symmetry in a large range of $V_{bg}$, $y$ and $z$ shall also be approximate principal magnetic axes. The factorization of the $g$-matrix [Eq. (16)] confirms that this is indeed the case and yields the principal $g$-factors $g_1 \equiv g_x$, $g_2 \equiv g_y$, and $g_3 \equiv g_z$. They are all plotted as a function of $V_{bg}$ in Fig. 14a. We may apply the same transformation that diagonalizes $\hat{g}$ onto $\hat{g'}$ $(\hat{g'} \rightarrow U\hat{g}V)$. It turns out that the resulting derivative matrix is also (almost) diagonal. The diagonal elements $g'_{xx}$, $g'_{yy}$, and $g'_{zz}$ are plotted as a function of $V_{bg}$ in Fig. 14b.

Neglecting the action of the vector potential on the envelope functions, the magnetic Hamiltonian of $J = 3/2$ holes reduces to $\hat{H} = -2\kappa\mu_B \vec{B} \cdot \vec{J}$, where $\vec{J}$ is the total
angular momentum of the Bloch function and $\kappa = -0.42$
[this is Eq. (D3) of Appendix D in the $J = 3/2$ subspace].
The $g$-factors of a pure heavy-hole ($|3/2, +3/2\rangle$) doublet are
therefore expected to be $g_x = g_y = 0$, $g_z = -6\kappa = 2.52$,
while the $g$-factors of a pure light-hole ($|3/2, -3/2\rangle$) doublet
are expected to be $g_x = g_y = -4\kappa = 1.68$, $g_z = -2\kappa = 0.84$.
Comparison between the heavy-/light-hole mixing data of Fig. 11 and the $g$ factors of Fig. 14a shows
qualitative agreement with this trend. $g_z$ is indeed maximal (and $g_x, g_y$ minimal) near $V_{bg} = -0.15$ V
where the heavy-hole component is the largest. $g_z$ then decreases while $g_x$ and $g_y$ increase as lateral confinement in
the gates field enhances heavy-/light-hole mixing. However, the calculated $g$ factors do not match quantitatively
the above Hamiltonian. In particular, $g_z$ peaks around 5, far above $6\kappa$. These discrepancies result from the
action of the magnetic field on the heavy- and light-hole envelopes, as discussed in Ref. 54. Namely, lateral confinement admixes $|3/2, +1/2\rangle$ ground-states [through the “S” term of the six-bands $k \cdot p$ Hamiltonian, see Eq. (D1) of Appendix D and Fig. 9]. The mixing coefficients of $|3/2, +1/2\rangle$ into $|3/2, +3/2\rangle$ and of $|3/2, -1/2\rangle$ into $|3/2, -3/2\rangle$ do, however, vary in opposite ways with increasing magnetic field owing to the breaking of time-reversal symmetry. This further splits the two states, and makes an extra contribution $\Delta g_z$ to the total $g$-factor. In a model, box-shaped quantum dot with sides $L_z \ll L_x, L_y$,
$$\Delta g_z = \frac{2^{17}\gamma_3^2}{81\pi^4 (3\gamma_1 + 10\gamma_2)},$$
where $\gamma_1, \gamma_2$ and $\gamma_3$ are the Luttinger parameters of the host material. In silicon, $\Delta g_z = 2.14$ so that $g_z$ is expected to peak around $-6\kappa + \Delta g_z \approx 4.66$ for an almost pure heavy-hole state, in good agreement with the numerical simulations at $V_{bg} = -0.15$ V. Eq. (25) is strikingly proportional to $\gamma_3$ and independent on the sides $L_x$ and $L_y$ of the dot. $\Delta g_z$ shall, therefore, be weakly dependent on the front and back gate voltages that control the size of the dot. As a matter of fact, setting $\gamma_3 = 0$ in $M_1$ just results in an almost rigid shift of $g_z$.
As expected, all $g'_z \leftrightarrow$ go through zero near $V_{bg} = -0.15$ V
where the heavy-hole/light-hole mixing becomes independent
on the electric field to first-order owing to the extra symmetries (see Fig. 11).
The fact that the Rabi frequency is much smaller when $B$ lies in the ($xy$) plane (see Fig. 4) can be traced back
to the lack of anisotropy of the $g_i$ and $g_i'$ in that plane
($g_x g'_y - g'_x g_y \ll g_z g'_x - g'_z g_x, g_z g'_y - g'_z g_y$). Neglecting $g_x g'_y - g'_x g_y$ in Eq. (15) indeed yields:
$$f_R \sim \frac{\mu_B B V_{bg}}{2\hbar} |b_z|$$
$$\times \frac{\sqrt{(g_z g'_x - g'_z g_x)^2 b_x^2 + (g_z g'_y - g'_z g_y)^2 b_y^2}}{\sqrt{g_x^2 b_x^2 + g_y^2 b_y^2 + g_z^2 b_z^2}},$$
where $b_x, b_y$ and $b_z$ are the components of the unit vector $b = B / |B|$. The above approximation nicely reproduces
the main features of Fig. 14. The Luttinger parameter $\gamma_3$ plays again a central role in this equation. An analysis
along the lines of Ref. 54 indeed suggests that $g_x$ and $g_y$
are, to lowest order, proportional to $\gamma_3$ (as a result of the mixing between $|3/2, +3/2\rangle$ and $|3/2, +1/2\rangle$ envelopes through the $R$ term of the 6 bands $k \cdot p$ Hamiltonian), so that $f_R \propto \gamma_3$. We have indeed verified that $f_R \rightarrow 0$ when $\gamma_3 \rightarrow 0$.
Since $g'_z$ remains (almost) diagonal in the basis sets where it is, the RF electric field essentially modulates the principal $g$-factors but hardly rotates the matrices $\hat{U}$ and $\hat{V}$ of the singular value decomposition $\hat{g} = \hat{U}g\hat{d}^T\hat{V}$. The dependence of $g_\alpha$ on the electric field can practically be reconstructed from the measurement of the Zeeman splitting $\Delta E$ as a function of gate voltage and magnetic field orientation (see discussion in paragraph II C). When the electric field modulates only the principal $g$-factors, as is the case here, the Rabi oscillations can be interpreted as conventional $g$-TMR (that is, can be unequivocally related to the electrical tunability of the Zeeman splitting). Such modulations of $g_\alpha$ must result from changes in the shape of the wave function in a strongly anharmonic potential (as shown in Fig. 7). Indeed, a mere translation of the wave function by the electric field in a quasi-harmonic potential can not give rise to variations of the Zeeman splitting in a homogeneous magnetic field. It may, however, restructure the phase of the wave function, as the vector potential breaks translational symmetry. The effects of such a motion appear in $\hat{U}'$ and give rise to iso-Zeeman EDSR. We will discuss an example of iso-Zeeman EDSR in the next paragraph.

D. Comparison with experimental data

We now make a comparison with the experimental data of Ref. 15. In that work, the orientational dependence of the $g$-factor and Rabi frequency of a SOI hole qubit have been completely characterized near a single bias point at zero back gate voltage. The geometry and dimensions of the experimental qubit are close to those of Fig. 3, the main difference being that the gates overlap the channel on all three facets. Disorder is, however, expected to break the symmetry between the two sides of the wire, the hole being ultimately localized on the left or right of the channel.
The $x$ (nanowire) axis was found to be a principal magnetic axis, the two other magnetic axes being close (yet not parallel) to $y$ and $z$. This is consistent with the existence of a symmetry or quasi-symmetry plane perpendicular to $x$. However, the measured $g$ factors $g_x = 2.48$, $g_y = 2.08$ and $g_z = 1.62$ do not match those calculated above. In particular, $g_z$ is the smallest experimental $g$-factor, while it is the largest $g$-factor in the calculations.
The map of Rabi frequency also looks very different. Experimentally, the Rabi oscillations are dominated by
Fig. 15. (a) Energies and nature of the highest-lying hole states as a function of the biaxial strain $\varepsilon_{xx} = \varepsilon_{yy} = \varepsilon_{\parallel}$. The heavy-hole character is quantified by the color of the lines. The origin of energies is set to the highest valence band state at $\varepsilon_{\parallel} = 0$. (b) Principal $g$-factors of the ground-state hole doublet as a function of the biaxial strain $\varepsilon_{\parallel}$. $V_{gg} = -0.1$ V and $V_{bg} = -0.2$ V (blue point on Fig. 4).

an iso-Zeeman EDSR contribution, and the Rabi frequency is maximal when $B \parallel z$. Theoretically, the Rabi oscillations are dominated by a $g$-TMR contribution, and the Rabi frequency is very small when $B \parallel z$.

These two discrepancies are in fact largely unrelated. First of all, Ref. 15 pointed out that the quantum dot was sitting between two gates “G1” and “G2”, the lever arm parameters of the dot with respect to these gates being almost the same. Therefore, the excitation pattern was different from the one considered up to now: In a dot located between two gates, $E_1$ indeed tends to align with the wire axis $x$ instead of being perpendicular to it. This, as further discussed below, explains the mismatch between the Rabi frequency, but not between the $g$-factor anisotropies (since the $g$-matrix and $g$-factors do not depend on the RF electric field distribution – only $\hat{g}$ does).

The measured $g$-factor anisotropy seems, in fact, more consistent with a mostly light-hole doublet. There was, in particular, a finite number of holes in the dot of Ref. 15 (estimated between 10 and 30), so that the $g$-factors and Rabi frequencies have been measured on a deeper-lying doublet. Some of the calculated excited states indeed show a strong light-hole character, yet their $g$-factors and Rabi frequency maps hardly match the experimental data (we did not, however, account for Coulomb correlations at this stage). Moreover, a similar $g$-factor anisotropy has been repeatedly measured in other devices with a different number of holes.\textsuperscript{14,29} We therefore look for a robust mechanism able to explain these observations.

One possible scenario explaining the measured $g$-factor anisotropy is the introduction of non-intentional strains during processing and/or cooling down to cryogenic temperatures. In-plane tensile strains do, in particular, promote light-hole states at the top of the valence band. As an illustration, the energy levels and heavy-hole character of the highest-lying hole states is plotted as a function of an in-plane biaxial strain $\varepsilon_{\parallel}$ in Fig. 15a. Namely, the strains within the channel are $\varepsilon_{xx} = \varepsilon_{yy} = \varepsilon_{\parallel}$ and $\varepsilon_{zz} = -2\varepsilon_{12}\varepsilon_{\parallel}/c_{11} = -0.77\varepsilon_{\parallel}$, where $c_{11} = 166$ GPa and $c_{12} = 64$ GPa are the elastic constants of silicon. Note that such strains do not break any symmetry of the device (hence do not interfere with the previous discussion on the effects of mirror planes on the Rabi frequency). The character of the topmost hole doublet switches from mostly heavy to mostly light hole for strains as small as $\varepsilon_{\parallel} \simeq 0.1\%$. The $g$-factors of this doublet show correspondingly heavy-hole fingerprints ($g_{z} > g_{x}, g_{y}$) for $\varepsilon_{\parallel} < 0$ and light-hole fingerprints ($g_{z} < g_{x}, g_{y}$, like in the experiment of Ref. 15) for $\varepsilon_{\parallel} \simeq 0.2\%$. More than 10 hole doublets have a dominant light-hole character at the top of the valence band.

We plot in Fig. 16 the Rabi frequency map drawn from the ground-state hole doublet of a biaxially strained de-
vice ($\varepsilon = 0.2\%$) biased such that the quantum dot is located between the central and leftmost gate of Fig. 3, as suggested by the experiment. As hinted above, the Rabi oscillations become dominated by an iso-Zeeman EDSR contribution, since the RF electric field, mostly aligned along $x$ in this configuration, primarily drives an oscillation of the wavefunction as a whole along that axis. Therefore the principal $g$-factors $g_x$, $g_y$ and $g_z$ depend much less on gate voltage, unlike the matrix $U$. The calculated $g$-factors and Rabi frequency map are in much better qualitative agreement with the experiment, yet do not reach quantitative accuracy, the Rabi frequency being, in particular, too small. These remaining discrepancies likely result from the presence of other holes in the dot (smoothing the potential), and from the (largely unknown) surface roughness and charge disorder around the qubit.

While the existence of such strains remains to be confirmed, the present results show that qubits can be very responsive to stress. While the existence of such strains remains to be confirmed, the present results show that qubits can be very responsive to stress. Strain engineering, which has been very successful in classical MOS transistors, could therefore open new opportunities for semiconductor qubits as well.

V. CONCLUSIONS

We have shown that the $g$-matrix formalism allows for a fast and efficient calculation of the angular maps of Larmor and Rabi frequencies of a qubit, in the linear-in-$B$-and-$V_{ac}$ regime. The electronic structure of the qubit at zero magnetic field indeed embeds all the information relevant for linear response theory. The $g$-matrix formula also provides a “compact” model for the control of the qubit, and lends itself to simple symmetry analysis. We have, in particular, discussed the effects of mirror planes on the anisotropy of the $g$-factors and Rabi frequency. The $g$-matrix formalism can be supplemented with a perturbation series analysis that provides additional insights into the physics at the microscopic scale. These models apply to a large variety of electron and hole spin qubits. We have, as an example, considered a hole spin qubit in a silicon-on-insulator nanowire device with both front and back gates. We have highlighted the complex dependence of the Rabi frequency on the orientation of the magnetic field, which results from the symmetries of the wave functions. These symmetries can be controlled by the front and back gate, thanks to the non-planar front gate design of these devices. In particular, the qubit can be switched from a (low symmetry) bias point where it is strongly coupled to the RF electric field for manipulation, to a (high symmetry) bias point where it is mostly decoupled but less sensitive to electrical noise. The calculated $g$-factors remain, however, qualitatively different from recent experimental data. We suggest that these discrepancies may result from the build-up of non-intentional strains in the silicon quantum dot. This pinpoints the importance of strains in semiconductor qubits, and opens the way for strain engineering in these devices.
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Appendix A: Equivalence between the $g$-matrix formalism and the perturbation series

To prove the equivalence between Eqs. (7) and (15), we choose $z \parallel B$ for a given (yet arbitrary) orientation of $B$, and write down $\hat{g}(V_0)$ in the \{|0\rangle, |1\rangle\} basis set. Since $|0\rangle$ and $|1\rangle$ are eigenstates of $M_{1,z}$, $g_{13} = g_{23} = 0$ in Eq. (9), so that $\hat{y}B = g_{33}z$, and $y^* = g_{33}$. Therefore,

$$f_R = \frac{\mu_B B V_{ac}}{2h} |v| \text{ with } v = (-g'_{23}, g'_{13}, 0)$$

$$= \frac{\mu_B B V_{ac}}{2h} |g'_{13} + ig'_{23}|$$

$$= \frac{B V_{ac}}{h} \left| \frac{\partial}{\partial V} (\langle 0 | M_{1,z} | 0 \rangle) \right| . \quad (A1)$$

The above derivative can easily be calculated from first-order perturbation theory in the operator $D_1$. Although $|0\rangle$ and $|1\rangle$ are degenerate eigenstates of $H_0(V_0, B)$, they are not coupled by the electric field, so that non-degenerate perturbation theory applies for our purpose:

$$\frac{\partial}{\partial V} |0\rangle = -e \sum_{n > 0, \sigma} \frac{(n, \sigma | D_1 | 0 \rangle}{E_0 - E_n} | n, \sigma \rangle \quad (A2a)$$

$$\frac{\partial}{\partial V} |1\rangle = -e \sum_{n > 0, \sigma} \frac{(n, \sigma | D_1 | 1 \rangle}{E_0 - E_n} | n, \sigma \rangle . \quad (A2b)$$
We then get:

\[
\frac{\partial}{\partial V} \langle \Psi_0 | M_{1z} | \Psi_0 \rangle =
\]
\[
= -e \sum_{n > 0, \sigma} \frac{\langle \Psi_0 | M_{1z} | n, \sigma \rangle \langle n, \sigma | D_1 | \Psi_0 \rangle}{E_0 - E_n}
- e \sum_{n > 0, \sigma} \frac{\langle \Psi_0 | D_1 | n, \sigma \rangle \langle n, \sigma | M_{1z} | \Psi_0 \rangle}{E_0 - E_n}.
\]

(A3)

Substitution into Eq. (A1) yields back Eq. (7) as expected. Note that the wave functions have been developed to first order in the magnetic field in paragraph II.A, but to first order in the potential here, in order to reach the same first-order-in-\(B\) and \(V_{ac}\) formula for the Rabi frequency.

**Appendix B: Calculation of the \(\hat{g}\) and \(\hat{g}'\) matrices**

In this appendix, we discuss the methodology for the numerical calculation of \(\hat{g}'\).

The eigenstates \(\{|0, \uparrow\}, \{|0, \downarrow\}\}\) at \(V = V_0\) must first be computed with the method of one’s choice (\(k \cdot p\), tight-binding,...). The \(g\)-matrix \(\hat{g}(V_0)\) in the basis set \(\{|0, \uparrow\}, \{|0, \downarrow\}\}\) is then easily obtained from Eqs. (9). Doing so again at \(V = V_0 \pm 6V\) yields \(\hat{g}(V_0 \pm 6V)\) in some basis sets \(\{|0, \pm\}, \{|0, \pm\}\}\). \(\hat{g}(V_0)\) may then be tentatively calculated from finite differences:

\[
\hat{g}'(V_0) = \frac{\hat{g}(V_0 + \delta V) - \hat{g}(V_0 - \delta V)}{2\delta V}.
\]

(B1)

However, the above equation is usually meaningless as \(\{|0, \pm\}, \{|0, \pm\}\}\) may differ from \(\{|0, \pm\}, \{|0, \pm\}\}\) by an arbitrary unitary transformation \(R \equiv \Gamma R\) on top of the expected gate-driven modulation, Eq. (A3). This equation actually suggests that the actually \(|0, \pm, \sigma\rangle\) must fulfill:

\[
\begin{pmatrix}
\langle 0, \pm, \uparrow | 0, \uparrow \rangle & \langle 0, \pm, \uparrow | 0, \downarrow \rangle & \langle 0, \pm, \downarrow | 0, \uparrow \rangle & \langle 0, \pm, \downarrow | 0, \downarrow \rangle \\
\end{pmatrix}
= \alpha \pm I,
\]

(B2)

where \(I\) is the identity matrix and \(0 < \alpha \pm \leq 1\). We therefore seek the unitary transformation \(P_\pm \equiv R_\pm\) in the \(|0, \pm, \sigma\rangle\) subspace such that the states \(|0, \pm, \sigma\rangle = P_\pm |0, \pm, \sigma\rangle\) satisfy the above relations. Solving this problem for Kramers degenerate states uniquely defines \(P_\pm\):

\[
P_\pm = \beta \begin{pmatrix}
\langle 0, \pm, \uparrow | 0, \uparrow \rangle & \langle 0, \pm, \uparrow | 0, \downarrow \rangle & \langle 0, \pm, \downarrow | 0, \uparrow \rangle & \langle 0, \pm, \downarrow | 0, \downarrow \rangle \\
\end{pmatrix},
\]

(B3)

where:

\[
\beta^2 = \langle 0, \pm, \uparrow | 0, \uparrow \rangle^2 + \langle 0, \pm, \downarrow | 0, \downarrow \rangle^2
= \langle 0, \pm, \uparrow | 0, \uparrow \rangle^2 + \langle 0, \pm, \downarrow | 0, \downarrow \rangle^2.
\]

(B4a)

**Appendix C: Group theory for the \(\hat{g}\) and \(\hat{g}'\) matrices**

In this appendix, we give some details about the application of group theory to the \(\hat{g}\) and \(\hat{g}'\) matrices.\(^{44}\)

For any operation \(R\) that leaves the system invariant, and for any states \(|\varphi_1\rangle\) and \(|\varphi_2\rangle\),

\[
\langle \varphi_1 | H(V, B) | \varphi_2 \rangle =
\langle \Gamma_S(R)\varphi_1 | H(V, \hat{\Gamma}_B(R)B) | \Gamma_S(R)\varphi_2 \rangle,
\]

(C1)

where \(\Gamma_S(R)\) is the representation of the symmetry group onto the Hilbert space of the qubit and \(\hat{\Gamma}_B(R)\) is the representation of the symmetry group onto the magnetic field pseudo-vector space. This implies:

\[
H(V, B) = \Gamma^1_S(R)H(V, \hat{\Gamma}_B(R)B)\Gamma_S(R).
\]

(C2)

The matrices \(\hat{\Gamma}_B(R)\) in the \(\{x, y, z\}\) axes are given in Table IV for the \(\sigma_{yz}\), \(\sigma_{xz}\) and \(\sigma_{xy}\) operations. With a suitable choice of basis set \(\{|0, \uparrow\}, \{|0, \downarrow\}\}\) (which are defined up to an unitary transformation), the matrices \(\Gamma_S(R)\) take the form given\(^{59}\) in Table V.\(^{60}\)

| \(\sigma_{\alpha\beta}\) | \(\sigma_{yx}\) | \(\sigma_{zz}\) | \(\sigma_{xy}\) |
|----------------|----------|----------|----------|
| \(\Gamma_B(\sigma_{\alpha\beta})\) | \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{pmatrix} | \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix} | \begin{pmatrix} -1 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix} |

TABLE IV. Representation \(\hat{\Gamma}_B(\sigma_{\alpha\beta})\) in the \(\{x, y, z\}\) axes.

| \(\sigma_{\alpha\beta}\) | \(\sigma_{yx}\) | \(\sigma_{xz}\) | \(\sigma_{xy}\) |
|----------------|----------|----------|----------|
| \(\Gamma_S(\sigma_{\alpha\beta})\) | \begin{pmatrix} 0 & 0 & -1 \\ -1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} | \begin{pmatrix} 0 & -1 & 0 \\ -1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} |

TABLE V. Representation \(\Gamma_S(\sigma_{\alpha\beta})\).

Finite differences [Eq. (B1)] can then be safely calculated in the basis sets \(\{|0, \pm\}, \{|0, \pm\}\}\):

\[
|0, \pm, \hat{g}'\rangle = \beta \pm ((|0, \pm, \uparrow\rangle|0, \uparrow\rangle + \langle 0, \pm, \downarrow |0, \downarrow \rangle)/2
|0, \pm, \hat{g}'\rangle = \beta \pm ((|0, \pm, \uparrow\rangle|0, \uparrow\rangle + \langle 0, \pm, \downarrow |0, \downarrow \rangle)/2
\]

(B5a)

(B5b)

We practically use \(\delta V = 1\) mV in section IV.

Using the \(g\)-matrix form of the Hamiltonian, Eq. (8), as input for Eq. (C2) yields the relation:

\[
\sigma \cdot \hat{g}(V_0)B = \Gamma^1_S(R)\sigma \Gamma_S(R) \hat{g}(V_0) \hat{\Gamma}_B(R)B
\]

(C3)

for any symmetry operation \(R\) and magnetic field \(B\), where it is understood that \(\Gamma^1_S\sigma \Gamma_S = (\Gamma^1_S \sigma_1 \Gamma_S, \Gamma^1_S \sigma_2 \Gamma_S, \Gamma^1_S \sigma_3 \Gamma_S)\). Expanding this relation...
for the mirror planes \( \sigma_{yz}, \sigma_{xz} \) and \( \sigma_{xy} \) finally provides Tables I and II.

In order to establish the conditions on \( \hat{g}'(V_0) \), we must generalize Eqs. (1) and (2) and consider the Hamiltonian as a function of \( B \) and as a functional of the total potential \( V_i(V, r) \) in the device. Then,

\[
\hat{g}'(V_0) = \frac{\delta \hat{g}}{\delta V} \bigg|_{V=V_0} = \int d^3r \frac{\delta \hat{g}}{\delta V_i(V, r)} \frac{\partial V_i(V, r)}{\partial V} \bigg|_{V=V_0} = \int d^3r \frac{\delta \hat{g}}{\delta V_i(V, r)} D_1(r), \quad (C4)
\]

where the functional derivative \( \delta \hat{g}/\delta V_i(V, r) \) is evaluated at potential \( V_i(V_0, r) \). Inserting Eq. (C4) into Eqs. (12) and (C2) therefore yields:

\[
\sigma \cdot \left[ \int d^3r \frac{\delta \hat{g}}{\delta V_i(V, r)} D_1(r) \right] B = \left[ \Gamma_S^\dagger(R) \sigma \Gamma_S(R) \cdot \left[ \int d^3r \frac{\delta \hat{g}}{\delta V_i(V, r)} D_1(\hat{\Gamma}_R(R)r) \right] \hat{\Gamma}_B(R)B \right],
\]

(C5)

where \( \hat{\Gamma}_R(R) \) is a representation of the symmetry group in real space (defined by the standard rotation matrices). This relation sets non-trivial conditions on \( \hat{g}'(V_0) \) in at least two cases:

1. \( D_1(r) = D_1(\hat{\Gamma}_R(R)r) \) – namely, \( D_1 \) is also invariant by the symmetry operation \( R \). Eq. (C5) is the same as Eq. (C3) with \( \hat{g} \) replaced by \( \hat{g}' \), so that \( R \) sets the same conditions on \( \hat{g}(V_0) \) and \( \hat{g}'(V_0) \) (first row of Table III). Taking the gradient on both sides, \( \vec{E}_1(r) = \hat{\Gamma}_R(R) \vec{E}_1(\hat{\Gamma}_R(R)r) \) must be even under the transformation \( R \).

2. \( D_1(r) = -D_1(\hat{\Gamma}_R(R)r) \). Then Eq. (C5) imposes that \( \hat{g}'(V_0) \) takes the form given in the second row of Table III. As the \( \hat{g} \) matrix must not change if \( D_1(r) \) is a constant (which translates into \( \int d^3r \partial \delta \hat{g}/\delta V_i(V, r) = 0 \), the above condition can be generalized as \( D_1(r) + D_1(\hat{\Gamma}_R(R)r) = K \quad (K \text{ independent on } r) \). Hence, \( \vec{E}_1(r) = -\hat{\Gamma}_R(R) \vec{E}_1(\hat{\Gamma}_R(R)r) \) must be odd under the transformation \( R \).

These conditions actually result from the interplay between the parities of the magnetic field Hamiltonian (defined in Table IV) and the parities of the electric field Hamiltonian (defined above). When these parities are incompatible, the contributions from each pair of excited states sum up to zero in Eq. (7), leaving no connection between the qubit states \(|0\rangle \) and \(|1\rangle \).

Appendix D: Details about numerical simulations

The potential in the SOI device of section IV is computed with a finite volume Poisson solver assuming dielectric constants \( \varepsilon_{Si} = 11.7, \varepsilon_{SiO_2} = 3.9, \varepsilon_{HfO_2} = 20 \) and \( \varepsilon_{SiN_4} = 7.5 \). The wave functions in this potential are then computed with a six-bands \( \mathbf{k} \cdot \mathbf{p} \) model. In bulk silicon, the six-bands \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian\(^{46}\) reads in the \( \{ |\frac{1}{2}, \frac{1}{2} \rangle, |\frac{3}{2}, \frac{1}{2} \rangle, |\frac{1}{2}, \frac{3}{2} \rangle, |\frac{3}{2}, \frac{3}{2} \rangle, |\frac{1}{2}, \frac{1}{2} \rangle, |\frac{3}{2}, \frac{3}{2} \rangle \} \). Bloch functions basis set:\(^{47}\)

\[
H_{skp} = -\begin{pmatrix}
P + Q & -S & 0 & 0 & \frac{1}{\sqrt{2}}S & -\sqrt{2}R \\
-S^* & P - Q & 0 & R & \sqrt{2}Q & -\sqrt{2}S \\
R^* & 0 & P - Q & S & -\sqrt{2}S & \sqrt{2}R \\
0 & R^* & S^* & P + Q & \sqrt{2}R^* & \frac{1}{\sqrt{2}}S^* \\
\frac{1}{\sqrt{2}}S^* & \sqrt{2}Q & -\sqrt{2}S & \sqrt{2}R & P + \Delta & 0 \\
-\sqrt{2}R^* & -\sqrt{2}S^* & -\sqrt{2}Q & \frac{1}{\sqrt{2}}S & 0 & P + \Delta
\end{pmatrix}
\]

(D1)

where:

\[
P = \frac{\hbar^2}{2m_0} \gamma_1 (k_x^2 + k_y^2 + k_z^2)
\]

\[
Q = \frac{\hbar^2}{2m_0} \gamma_2 (k_x^2 + k_y^2 - 2k_z^2)
\]

\[
R = \frac{\hbar^2}{2m_0} \sqrt{3} [-\gamma_3 (k_x^2 - k_y^2) + 2i\gamma_2 k_x k_y]
\]

\[
S = \frac{\hbar^2}{2m_0} 2\sqrt{3} \gamma_3 (k_x - ik_y) k_z.
\]

\( k_x, k_y \) and \( k_z \) are the components of the wave vector in the device axis set (defined on Fig. 3), \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) are the Luttinger parameters, \( m_0 \) is the free electron mass, and \( \Delta \) is the spin-orbit coupling parameter. In silicon, \( \gamma_1 = 4.285, \gamma_2 = 0.339, \gamma_3 = 1.446 \) and \( \Delta = 44 \) meV.

The equations for the envelope functions obtained after the substitution \( \mathbf{k} \rightarrow -i \nabla \) are discretized on a finite differences mesh. Periodic boundary conditions are applied along the wire axis \( x \), although the dots are effectively decoupled by the lateral gates on Fig. 3. Hard wall boundary conditions are applied at the surface of the
wire (the wave functions do not penetrate in the oxides and Si₃N₄). The effect of the potential vector \( \mathbf{A} \) on the envelope functions is included through Peierl’s substitution as done in the tight-binding approximation.\(^{61}\) The effect of the magnetic field on the Bloch functions and spin is described by the following Hamiltonian:\(^{48}\)

\[
H_{\text{Bloch}} = -(3\kappa + 1)\mu_B \mathbf{B} \cdot \mathbf{L} + g_0\mu_B \mathbf{B} \cdot \mathbf{S} = \mu_B \mathbf{B} \cdot \mathbf{K},
\]

(D3)

where \( \mathbf{L} \) is the (orbital) angular momentum of the Bloch function, \( \mathbf{S} \) its spin, and \( \kappa = -0.42 \) in silicon. We neglect the effects of the much smaller \( \propto q \) term of Ref. \(^{48}\). For completeness, we give below the expression of the matrices \( K_x, K_y, K_z \) consistent with our choice of phases for the Bloch functions,\(^{62}\)

\[
K_x = -\begin{pmatrix}
0 & \sqrt{3}\kappa & 0 & 0 & -\sqrt{\frac{3}{2}}\kappa' & 0 \\
\sqrt{3}\kappa & 2\kappa & 0 & 0 & -\kappa' & \sqrt{\frac{3}{\sqrt{2}}} \\
2\kappa & 0 & \sqrt{3}\kappa & 0 & 0 & \sqrt{\frac{3}{\sqrt{2}}} \\
0 & \sqrt{3\kappa} & 0 & 0 & 0 & \kappa'' \\
-\sqrt{\frac{3}{2}}\kappa' & \frac{\kappa'}{\sqrt{2}} & 0 & 0 & 0 & \kappa'' \\
0 & -\frac{\kappa'}{\sqrt{2}} & 0 & \sqrt{\frac{3}{2}}\kappa' & \kappa'' & 0
\end{pmatrix},
\]

(D4a)

\[
K_y = i \begin{pmatrix}
0 & \sqrt{3}\kappa & 0 & 0 & -\sqrt{\frac{3}{2}}\kappa' & 0 \\
\sqrt{3}\kappa & 2\kappa & 0 & 0 & -\kappa' & \sqrt{\frac{3}{\sqrt{2}}} \\
2\kappa & 0 & \sqrt{3}\kappa & 0 & 0 & \sqrt{\frac{3}{\sqrt{2}}} \\
0 & \sqrt{3\kappa} & 0 & 0 & 0 & \kappa'' \\
-\sqrt{\frac{3}{2}}\kappa' & \frac{\kappa'}{\sqrt{2}} & 0 & 0 & 0 & \kappa'' \\
0 & -\frac{\kappa'}{\sqrt{2}} & 0 & \sqrt{\frac{3}{2}}\kappa' & \kappa'' & 0
\end{pmatrix},
\]

(D4b)

with \( \kappa' = 1+\kappa \) and \( \kappa'' = 1+2\kappa \). Note that in the \( J = 3/2 \) subspace (the top left \( 4 \times 4 \) sub-blocks of \( K_x, K_y \) and \( K_z \)), \( H_{\text{Bloch}} \) is formally equivalent to \(-2\kappa\mu_B \mathbf{B} \cdot \mathbf{J} \), where \( \mathbf{J} = \mathbf{L} + \mathbf{S} \) is the total angular momentum of the Bloch function.\(^{48}\) The eigenstates \( \ket{0, \sigma} \) at \( V = V_0 \) are computed with an iterative Jacobi-Davidson eigensolver.\(^{63,64}\)

The operator \( M_1 = -\nabla_B \langle V, \mathbf{B} \rangle |_{\mathbf{B} = \mathbf{B}_0} \) is not constructed explicitly. The matrix elements of \( M_{1,x} \) for example are evaluated from finite differences as:

\[
\langle \varphi_1 | M_{1,x} | \varphi_2 \rangle = -\frac{1}{2B} \frac{\partial}{\partial V} \langle \varphi_1 | H(V, \mathbf{B}_0 + \delta \mathbf{B}) | \varphi_2 \rangle,
\]

(D5)

where \( \delta B = 0.1 \, \text{mT} \). The value of \( V \) is irrelevant as \( M_1 \) is independent on the bias voltage in the present approximation for the electro-magnetic Hamiltonian.

If the electrostatics is linear (which is the case in section IV), then \( D_1(\mathbf{r}) = \partial V / \partial V |_{V = V_0} \) is simply the potential created by a unit voltage on the control gate with all other terminals (if any) grounded. \( D_1(\mathbf{r}) \) is, notably, also independent on \( V_0 \) in that case.
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