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Abstract

In this paper, we consider covering graphs obtained by lifting a tree with a loop at each vertex as a voltage graph over a cyclic group. We generalize a tool of Hell, Nishiyama, and Stacho [3], known as the billiard strategy, for constructing Hamiltonian cycles in the covering graphs of paths. We show that our extended tool can be used to provide new sufficient conditions for the Hamiltonicity of covering graphs of trees that are similar to those of Batagelj and Pisanski [3], and of Hell, Nishiyama, and Stacho [6]. Next, we focus specifically on covering graphs obtained from trees lifted as voltage graphs over cyclic groups \( \mathbb{Z}_p \) of large prime order \( p \). We prove that for a given reflexive tree \( T \) whose edge labels are assigned uniformly at random from a finite set, the corresponding lift is almost surely Hamiltonian for a large enough prime-ordered cyclic group \( \mathbb{Z}_p \). Finally, we show that if a reflexive tree \( T \) is lifted over a group \( \mathbb{Z}_p \) of a large prime order, then for any assignment of nonzero elements of \( \mathbb{Z}_p \) to the edges of \( T \), the corresponding cover of \( T \) has a large circumference.

1. Introduction

Given a graph \( H \), an automorphism on \( H \) is a bijective function \( \varphi : V(H) \to V(H) \) such that for each vertex pair \( u, v \in V(H) \), \([u, v] \in E(H) \) if and only if \([\varphi(u), \varphi(v)] \in E(H)\). (We use \([u, v]\) to denote an edge and \((u, v)\) to denote a directed arc.) If, for every vertex pair \( u, v \in V(H) \), there exists an automorphism on \( H \) satisfying \( \varphi(u) = v \), then we say that \( H \) is vertex-transitive. In 1969, Lovász asked whether every connected vertex-transitive graph has a Hamiltonian path [9], and since then, this question has led to considerable interest in questions about Hamiltonian paths and cycles in graphs with a high degree of symmetry. While Lovász’s question has not yet been answered affirmatively, no vertex-transitive graph without a Hamiltonian path has yet been found, and there are only four known vertex-transitive graphs (on at least three vertices) with no Hamiltonian cycle [8], including the Petersen graph.

One particular type of vertex-transitive graph is a Cayley graph, which is defined as follows. Given a group \( G \) and its generating set \( S \), the Cayley graph \( \Gamma \) generated by \( G \) and \( S \) is defined as a graph for which \( V(\Gamma) = G \) and \( E(\Gamma) = \{[v, vs] : v \in G \text{ and } s \in S\} \). The simple fact that none of the four known vertex-transitive non-Hamiltonian graphs is a Cayley graph has led to a folklore conjecture that every Cayley graph is Hamiltonian. This conjecture is mentioned, for example, by Kutnar and Marušič [8]. Babai [1] gave a partial answer to Lovász’s question by proving that every connected vertex-transitive graph on \( n \geq 4 \) vertices has a circumference greater than \( \sqrt{3n} \). On the other hand, Babai in [2] conjectured that there exists a positive constant \( \varepsilon > 0 \) for which infinitely many connected vertex-transitive graphs \( G \) have a circumference of at most \( (1 - \varepsilon)|V(G)| \). Further research has focused on answering special cases of Lovász’s question about Hamiltonian paths. For example, Witte [11] proved that every directed Cayley graph on a \( p \)-group has a directed Hamiltonian cycle, and Keating and Witte [7] proved that a Cayley graph over a group \( G \) is Hamiltonian whenever the commutator subgroup of \( G \) is cyclic and of prime-power order. In this paper, we focus on the Hamiltonicity problem in covering graphs (also called lifts) of voltage graphs. Covering graphs are not vertex-transitive graphs in general, but they are still highly symmetric, and hence they share many properties with vertex-transitive graphs.

Informally, a covering graph is a graph generated from a group \( G \), a base graph \( \Gamma \), and an assignment \( \sigma : E(\Gamma) \to G \), by making one copy of each vertex of \( \Gamma \) for each element of \( G \) and then by adding edges according to certain rules based on the labels given by \( \sigma \). The term “covering graph” comes from the fact that when a base graph \( \Gamma \) is considered as a 1-dimensional simplicial complex with the standard topology,
a covering graph of $\Gamma$ gives a covering space for $\Gamma$. Covering graphs were originally introduced by Gross to describe graph embeddings on surfaces [5]. Covering graphs have since gained wider attention and have been used, for instance, to generate graphs of large girth on a small number of vertices [4], as well as counterexamples to a conjecture of Greenwell and Kronk about edge colorings and Hamiltonicity in cubic graphs [10].

We formally define a covering graph as follows. Let $\Gamma$ be an undirected graph with possible loops. For each edge $[u, v] \in E(\Gamma)$, we say that $\Gamma$ has corresponding arcs $(u, v)$ and $(v, u)$, which correspond to the two opposite directions in which the edge $[u, v]$ can be traversed. Accordingly, we define the arc set of $\Gamma$ as $A(\Gamma) = \{(u, v), (v, u) : [u, v] \in E(\Gamma)\}$. If $[v, v]$ is a loop of $\Gamma$, then we let $A(\Gamma)$ contain two elements $(v, v)$ corresponding to $[v, v]$. Then, given a group $G$, we say that a voltage assignment on $\Gamma$ is a function $\sigma : A(\Gamma) \to G$ that satisfies $\sigma(u, v) = \sigma(v, u)^{-1}$ for every edge $[u, v] \in E(\Gamma)$, and such that $\sigma$ assigns inverse elements to each pair of loops $(v, v)$. We often refer to the values assigned by $\sigma$ as labels. For a voltage assignment $\sigma$, we say that the pair $(\Gamma, \sigma)$ is a voltage graph. Given a voltage graph $(\Gamma, \sigma)$, where $\sigma : A(\Gamma) \to G$ is a voltage assignment to a group $G$, we define the covering graph of $(\Gamma, \sigma)$, written $\Gamma^\sigma$, as follows:

- $V(\Gamma^\sigma) = V(\Gamma) \times G$.
- For any vertex pair $u, v \in V(\Gamma)$ and element pair $a, b \in G$, $(u, a)$ and $(v, b)$ are adjacent in $\Gamma^\sigma$ if and only if there exists an arc $e = (u, v) \in A(\Gamma)$ satisfying $\sigma(e) = a^{-1}b$.

We observe that every Cayley graph $H$ is a covering graph of a graph on a single vertex, with one loop for each generator of $H$.

Whenever we have a voltage graph $(\Gamma, \sigma)$ containing a loop $[v, v]$ in its edge set, $\Gamma$ then contains two directed loops $(v, v)$ in its arc set. We say that one of these loops is primary and the other is secondary. When we write $\sigma(v, v)$, we refer to the voltage assigned to the primary loop $(v, v)$. This removes ambiguity from the notation $\sigma(v, v)$. Also, we often abbreviate $\sigma(v, v)$ as $\sigma(v)$. For a vertex $v \in V(\Gamma)$, we write $v^\sigma$ for the subgraph of $\Gamma^\sigma$ induced by the vertex set $\{(v, g) : g \in G\}$, and we say that $v^\sigma$ is the fiber over $v$. Note that if $v$ has no loop in $\Gamma$, then $v^\sigma$ is an independent set of $|G|$ vertices.

In all voltage graphs that we consider, $G$ is a cyclic group with a binary operator $\cdot$. For each element $a \in G$, we use $-a$ to denote the group inverse of $a$. We use $\mathbb{Z}_n$ to represent the cyclic additive group $\mathbb{Z}/n\mathbb{Z}$ of $n$ elements, and we use $\mathbb{Z}_p$ to represent the cyclic additive group $\mathbb{Z}/p\mathbb{Z}$ of $p$ elements, where $p$ is some prime number.

We observe that for a graph $\Gamma$ with a voltage assignment $\sigma : A(\Gamma) \to G$ for some cyclic group $G$, the covering graph $\Gamma^\sigma$ has a large number of automorphisms. In particular, for each element $a \in G$, the function $f_a : V(\Gamma^\sigma) \to V(\Gamma^\sigma)$ mapping $(v, g) \to (v, g + a)$ is a graph automorphism. Hence, for each subgraph of $H \subseteq \Gamma^\sigma$, the automorphism $f_a$ transforms $H$ into a graph isomorphic to $H$.

We say that a graph $\Gamma$ is reflexive if there exists exactly one loop at every vertex of $\Gamma$. (Our definition of a reflexive graph is slightly stronger than the traditional definition of a reflexive graph, which requires at least one loop at every vertex of the graph.) In [3], Batagelj and Pisanski ask when the Cartesian product of a tree $T$ and a cycle $C_n$ contains a Hamiltonian cycle. The graph $T \times C_n$ can be seen as the lift of a reflexive tree $\Gamma$, isomorphic to $T$ (after deleting all loops from $\Gamma$), with a voltage assignment $\sigma : A(\Gamma) \to \mathbb{Z}_n$, where each arc $a$ of $\Gamma$ corresponding to a cut-edge is assigned $\sigma(a) = 0$, and each loop pair $\ell, \ell'$ of $\Gamma$ is assigned $\sigma(\ell) = 1$ and $\sigma(\ell') = -1$. With $\sigma$ defined this way, the authors give a necessary and sufficient condition for the lift $\Gamma^\sigma$ to be Hamiltonian. Later, Hell et al. [6] considered lifts of reflexive trees $\Gamma$ with more general voltage assignments $\sigma$ on $\mathbb{Z}_n$. They allowed every loop of $\Gamma$ be assigned a value coprime to $n$, and gave a necessary and sufficient conditions for the lift $\Gamma^\sigma$ to be Hamiltonian.

In this paper, we aim to develop new tools for studying the covering graphs of reflexive trees and to find further conditions under which the lift of a reflexive tree with a voltage assignment on a cyclic group is Hamiltonian. Throughout the paper, we consider the following question:

Given a reflexive tree $\Gamma$, a cyclic group $G$, and a voltage assignment $\sigma : A(\Gamma) \to G$, under what conditions does the covering graph $\Gamma^\sigma$ contain a Hamiltonian cycle?

The results of the paper are organized as follows. In Section 2 we extend a method of Hell, Nishiyama, and Stacho [6] in order to develop new sufficient conditions for the Hamiltonicity of the lift of a tree based on a decomposition of the tree into paths similar to the one in [6]. In Section 3 we consider a reflexive tree lifted over a cyclic group $\mathbb{Z}_p$ of prime order, and we find a more relaxed sufficient condition for the
Suppose that we give a second sufficient condition for Hamiltonicity based on path decomposition, which is of a similar flavor to results from \[3\] and \[6\].

Throughout this section, we use the following lemma, which was proved in \[6\] and allows us to make some general assumptions on certain labels in voltage graphs of reflexive trees.

**Lemma 2.1.** Let \( \Gamma \) be a graph, and let \((u, v) \in A(\Gamma)\) be an arc corresponding to a cut-edge \([u, v] \in E(\Gamma)\). Let \( G \) be a group, and for a pair \( g, h \in G \), let \( \sigma_g : A(\Gamma) \to G \) and \( \sigma_h : A(\Gamma) \to G \) be voltage assignments. Suppose that \( \sigma_g \) and \( \sigma_h \) satisfy the following properties:

- \( \sigma_g(u, v) = g \), and \( \sigma_h(u, v) = h \);
- For each arc \( e \in A(\Gamma) \) satisfying \( e \not\in \{(u, v), (v, u)\} \), \( \sigma_g(e) = \sigma_h(e) \).

Then \( \Gamma^\sigma_g \cong \Gamma^\sigma_h \).

In particular, Lemma 2.1 tells us that whenever we consider a reflexive tree \( \Gamma \) with a voltage assignment \( \sigma \), we may assume that \( \sigma(e) = 0 \) for each cut-edge \( e \in A(\Gamma) \). This assumption makes our analysis considerably simpler.

The billiard strategy from \[6\] is a tool for finding Hamiltonian cycles in the covering graphs of reflexive paths. We extend this technique into a more general method in the following lemma. Roughly speaking, given a covering graph of a reflexive path \( \Gamma \) over a cyclic group, the following lemma guarantees the existence of a family \( \mathcal{P} \) of paths in the lift of \( \Gamma \) such that the paths in \( \mathcal{P} \) include all vertices in the fibers over internal vertices of \( \Gamma \), and such that the endpoints of paths in \( \mathcal{P} \) appear in the fiber over each endpoint of \( \Gamma \) at voltages forming an arithmetic progression in \( \mathbb{Z}_n \). The original billiard strategy in \[6\] can be obtained from our following lemma by requiring that every voltage assignment on the path \( \Gamma \) be coprime to our group size \( n \) and then setting \( |\mathcal{P}| = 2 \).

For a path \( P \) with endpoints \( u \) and \( v \), we often give a direction to \( P \) and say that \( P \) begins at \( u \) and ends at \( v \), or that \( P \) begins at \( v \) and ends at \( u \). For a path \( P \) that begins at \( u \) and ends at \( v \), if \( S \) is a vertex set satisfying \( S \cap V(P) \neq \emptyset \), then we say that \( P \) arrives in \( S \) at \( w \) if \( w \in V(P) \cap S \) and \( w \) is at a minimum distance from \( u \) along \( P \) among all vertices in \( V(P) \cap S \).

**Lemma 2.2.** For an integer \( m \geq 1 \), let \( \Gamma = (v_1, \ldots, v_m) \) be a reflexive path, and let \( \sigma : A(\Gamma) \to \mathbb{Z}_n \) be a voltage assignment. Let \( l, r \in [0, n-1] \) and \( d \in [1, n/\gcd(r,n)] \) be constants. Then, there exists a family of \( d \) vertex-disjoint paths \( \mathcal{P} = \{P_0, \ldots, P_{d-1}\} \) in \( \Gamma^\sigma \) satisfying the following properties:

- The paths \( P_0, \ldots, P_{d-1} \) begin at the vertices \((v_1, l), (v_1, l+r), \ldots, (v_1, l+(d-1)r)\), respectively.
- For each \( 2 \leq t \leq m \), the paths of \( \mathcal{P} \) arrive in the fiber \( v_t^\sigma \) at a set of \( d \) vertices \( \{(v_1, i_l), (v_1, i_l+r), \ldots, (v_1, i_l+(d-1)r)\} \), for some value \( i_l \in \mathbb{Z}_n \), where addition is calculated in \( \mathbb{Z}_n \).
- For each \( 2 \leq t \leq m-1 \), if a path \( P \in \mathcal{P} \) visits a component \( K \) of a fiber \( v_t^\sigma \), then every vertex of \( K \) is visited by a path from \( \mathcal{P} \).
- For each \( 1 \leq t \leq m-1 \), after a path \( P \in \mathcal{P} \) leaves a fiber \( v_t^\sigma \), \( P \) never returns to \( v_t^\sigma \).

**Proof.** By Lemma 2.1, we may assume that \( \sigma(e) = 0 \) for each arc \( e \in A(\Gamma) \) that is not a loop. By applying an appropriate automorphism to \( \Gamma^\sigma \), we may also assume without loss of generality that \( l = 0 \).

We induct on \( m \) the number of vertices of \( \Gamma \). When \( m = 1 \), for \( j \in \{0, \ldots, d-1\} \), we let \( P_j \) be a path of length 0 containing the single vertex \((v_1, jr)\). Since \( d \leq n/\gcd(r,n) \), our paths \( P_j \) are all distinct. Therefore, the first statement of the lemma holds, and the other three statements hold vacuously.
Now, suppose \( m \geq 2 \). We construct our family of paths as follows. By the induction hypothesis, there exists a vertex-disjoint family \( \mathcal{P} \) of paths \( P_0, \ldots, P_{d-1} \) beginning at \( (v_1, 0), (v_1, 1), \ldots, (v_1, (d-1)\ell) \), respectively, ending at the vertex set \( \{(v_{m-1}, i_{m-1}), (v_{m-1}, i_{m-1}+1), \ldots, (v_{m-1}, i_{m-1}+(d-1)\ell)\} \) for some \( i_{m-1} \in \mathbb{Z}_n \), and satisfying the last three conditions of the lemma after replacing \( m \) with \( m-1 \).

Let \( a = \sigma(v_{m-1}) \) be the voltage of the primary loop at \( v_{m-1} \). Consider a path \( P \in \mathcal{P} \) which arrives at the fiber \( v_{m-1}^\sigma \) at the vertex \( (v_{m-1}, i_{m-1}+jr) \in V(v_{m-1}^\sigma) \) for some \( j \in \{0, \ldots, d-1\} \). If \( a \neq 0 \), then we perform the following steps. We extend \( P \) by adding the vertices

\[
(v_{m-1}, i_{m-1}+jr+a), (v_{m-1}, i_{m-1}+jr+2a), (v_{m-1}, i_{m-1}+jr+3a), \ldots
\]

until we reach a vertex \( (v_{m-1}, i_{m-1}+jr+sa) \) such that \( (v_{m-1}, i_{m-1}+jr+(s+1)a) \) already belongs to a (not necessarily distinct) path \( P' \in \mathcal{P} \). This extension is depicted in Figure 1. As \( (v_{m-1}, i_{m-1}+jr+(s+1)a) \) is the first vertex encountered by \( P \) that already belongs to a path \( P' \in \mathcal{P} \), it follows from the way that we have extended \( P \) that \( (v_{m-1}, i_{m-1}+jr+(s+1)a) \) is the vertex at which \( P' \) arrived at the fiber \( v_{m-1}^\sigma \). At this point, we stop adding vertices from \( v_{m-1}^\sigma \) to \( P \), with \( (v_{m-1}, i_{m-1}+jr+sa) \) being the last vertex from \( v_{m-1}^\sigma \) added.

We claim that after applying this technique at \( v_{m-1}^\sigma \), the endpoints of the paths \( P_0, \ldots, P_{d-1} \) form the set

\[
S_{m-1} := \{(v_{m-1}, i_{m-1}-a), (v_{m-1}, i_{m-1}-a+r), \ldots, (v_{m-1}, i_{m-1}-a+(d-1)r)\}.
\]

(Note that we do not make any claims about the order in which these vertices appear as the endpoints of paths \( P_0, \ldots, P_{d-1} \).) Indeed, if \( a = 0 \), then this claim clearly holds. If \( a \neq 0 \), then we recall that the paths \( P_0, \ldots, P_{d-1} \) arrive at \( v_{m-1}^\sigma \) at vertices of the set

\[
\{(v_{m-1}, i_{m-1}), (v_{m-1}, i_{m-1}+r), \ldots, (v_{m-1}, i_{m-1}+(d-1)r)\}.
\]

Then, in the process of extending our paths, each path \( P \in \mathcal{P} \) is extended by adding vertices of the fiber \( v_{m-1}^\sigma \) to \( P \) until \( P \) reaches a vertex \( (v_{m-1}, i_{m-1}+tr-a) \), where \( t \in \{0, \ldots, d-1\} \). Furthermore, after extending each path \( P \in \mathcal{P} \), the endpoints of the paths \( P_0, \ldots, P_{d-1} \) are still distinct. Therefore, it follows that after extending each path \( P \in \mathcal{P} \), the endpoints of \( P_0, \ldots, P_{d-1} \) make up the set \( S_{m-1} \). Thus, the claim holds.

Finally, for each path \( P \in \mathcal{P} \), we write \( (v_{m-1}, i_{m-1}+jr-a) \) for the endpoint of \( P \) in \( v_{m-1}^\sigma \), and we add an edge \( [(v_{m-1}, i_{m-1}+jr-a), (v_{m-1}, i_{m-1}+jr-a)] \) to extend \( P \) to \( v_{m}^\sigma \). This completes our construction of paths \( P_0, \ldots, P_{m-1} \). Observe that our family of paths is still vertex-disjoint.

We check that the four properties of the lemma hold. The first property holds by the induction hypothesis. The second property holds for \( 2 \leq t \leq m-1 \) by the induction hypothesis and holds for \( t = m \) by the construction. The third property holds for \( 2 \leq t \leq m-2 \), by the induction hypothesis. The statement also holds for \( t = m-1 \), as each component is a cycle and each path \( P \in \mathcal{P} \) does not exit a component of \( v_{m-1}^\sigma \) until \( P \in \mathcal{P} \) cannot visit any more vertices in that component. The fourth statement also holds by the induction hypothesis and by construction. Thus, induction is complete, and the theorem is proven. \( \square \)
We use the name extended billiard strategy to refer to the method used in Lemma 2.2 to generate our family \( \mathcal{P} \) of paths. Lemma 2.2 tells us that given a path \( \Gamma \), a voltage assignment \( \sigma \), and a value \( d \) as outlined in the lemma statement, if we follow the extended billiard strategy as outlined to produce paths \( P_0, \ldots, P_{d-1} \), then for each value \( 2 \leq t \leq m - 1 \), the paths arrive at the fiber \( v^*_t \) at a set of \( d \) vertices \( \{ (v_t, i_t), (v_t, i_t + r), \ldots, (v_t, i_t + (d - 1)r) \} \), for some value \( i_t \in \mathbb{Z}_n \), where addition is calculated modulo \( n \). Furthermore, by following the proof of Lemma 2.2, we see that this value \( i_t \) is in fact \(- (\sigma(v_2) + \sigma(v_3) + \cdots + \sigma(v_{t-1}))\). Furthermore, after applying our method at \( v^*_t \) so that the paths in \( \mathcal{P} \) contain all vertices of \( v^*_t \), we see that the endpoints of the paths occupy the vertex set \( \{ (v_t, \alpha_t), (v_t, \alpha_t + r), \ldots, (v_t, \alpha_t + (d - 1)r) \} \), where \( \alpha_t = i_t - \sigma(v_t, v_t) \). Using this fact, we define the order of the paths \( P_0, \ldots, P_{d-1} \) at \( v^*_t \) as follows. After applying our method at \( v^*_t \), the paths with endpoints at \( (v_t, \alpha_t), (v_t, \alpha_t + r), \ldots, (v_t, \alpha_t + (d - 1)r) \), respectively, are \( P_{a_1}, \ldots, P_{a_d} \), where \( (a_1, \ldots, a_d) \) is some permutation of the set \( \{ 0, \ldots, d - 1 \} \). We write \( \pi(v_t) = (a_1, \ldots, a_d) \), and we say that the permutation \( \pi(v_t) \) gives the order of the paths \( P_0, \ldots, P_{d-1} \) at \( v_t \). Note that \( \pi(v_t) \) depends on \( t, d, n, \sigma, \) and \( r \). It is convenient to define \( \pi(v_t) = 1 \).

Throughout this section, we use the following invariant.

**Definition 2.3.** Let \( \Gamma = (v_1, \ldots, v_m) \) be a reflexive path with a voltage assignment \( \sigma : A(\Gamma) \to \mathbb{Z}_n \). When \( m \geq 3 \), we define

\[
c(\Gamma) = \left\lfloor \frac{1}{2} \max\{\gcd(n, \sigma(v_t, v_t)) : 2 \leq t \leq m - 1\} \right\rfloor.
\]

When \( m = 2 \), we say \( c(\Gamma) = 1 \).

For a reflexive path \( \Gamma \), the quantity \( c(\Gamma) \) is approximately half the maximum number of components that appear in the fiber of a single internal vertex of \( \Gamma \). The following corollary gives a simple condition for when a system of paths constructed in Lemma 2.2 includes all vertices in fibers over the internal vertices of \( \Gamma \).

**Corollary 2.4.** For an integer \( m \geq 2 \), let \( \Gamma = (v_1, \ldots, v_m) \) be a reflexive path, and let \( \sigma : A(\Gamma) \to \mathbb{Z}_n \) be a voltage assignment. Let \( \mathcal{P} = \{ P_0, \ldots, P_{d-1} \} \) be a family of paths on \( \Gamma^* \) constructed according to Lemma 2.2 with a value \( r \) coprime to \( n \). If \( 2c(\Gamma) \leq d \leq n \), then the paths of \( \mathcal{P} \) visit all vertices in each fiber \( v^*_t \), for \( 2 \leq t \leq m - 1 \).

**Proof.** Consider the fiber \( v^*_t \) for a value \( 2 \leq t \leq m - 1 \). This fiber contains a component \( C_a \) for each coset \( a + \sigma(v_t) \) of \( \mathbb{Z}_n \), and the number of such cosets is \( \gcd(n, \sigma(v_t)) \). By Lemma 2.2, the paths \( P_0, \ldots, P_{d-1} \) arrive at \( v^*_t \) at a vertex set of the form \( \{ (v_t, t), (v_t, t + r), \ldots, (v_t, t + r(d - 1)) \} \), so as \( (r, n) = 1 \), by the assumption \( d \geq 2c(\Gamma) \geq \gcd(n, \sigma(v_t)) \), the vertices of the paths \( P_0, \ldots, P_{d-1} \) meet every component of \( v^*_t \). Thus, by the third property of Lemma 2.2, \( V(v^*_t) \subseteq V(P_0) \cup \cdots \cup V(P_{d-1}) \).

Given a path \( \Gamma \) satisfying the conditions of Corollary 2.4, we would like to find conditions for when the paths \( P_0, \ldots, P_{d-1} \) can be joined together to form a Hamiltonian cycle. The next definition helps us achieve this goal. Given a vertex \( v \) whose loop has a nonzero voltage assigned by \( \sigma \), we say that a set of edges \( E \subseteq E(v^*) \) is in alternating consecutive order if \( E \) forms a color class of a proper 2-coloring of the edges of some path in \( v^* \). We sometimes call \( E \) an alternating consecutive edge set. For a graph \( \Gamma \) with a voltage assignment \( \sigma \), we often consider subgraphs of \( \Gamma^* \) that intersect some fiber \( v^* \) of \( \Gamma^* \) in all edges except for some alternating consecutive edge set. In other words, we may consider a subgraph \( H \subseteq \Gamma^* \) for which \( E(H) \cap E(v^*) = E(v^*) \setminus E \), where \( E \) is an alternating consecutive edge set in \( v^* \). We show an example of such a subgraph \( H \) in Figure 2.

Next, we introduce a lemma giving a condition for the existence of a 2-factor in the lift of a path satisfying certain properties. We apply this lemma later when finding a Hamiltonian cycle in the lift of a path. In this lemma and in later lemmas, we consider a path whose endpoints both have a label \( r \) which is coprime to \( n \) (and whose cut-edges are assumed by Lemma 2.2 to have labels of 0). However, we note that given a path \( \Gamma \) with such a voltage \( r \) at its endpoints, we can give each vertex \( v \in V(\Gamma) \) a new label \( \varphi(v) = \sigma(v)r^{-1} \in \mathbb{Z}_n \), and then \( \Gamma^* \) is isomorphic to \( \Gamma^* \). Therefore, by relabelling group elements appropriately, we may assume in the proofs of this lemma and later lemmas that the endpoints of our path \( \Gamma \) have a voltage of 1.

**Lemma 2.5.** Let \( \Gamma = (v_1, \ldots, v_m) \) be a reflexive path with a voltage assignment \( \sigma : A(\Gamma) \to \mathbb{Z}_n \). Suppose that \( \sigma(v_1) = \sigma(v_m) = r \), where \( r \) is coprime with \( n \). Then, for each even integer \( d \) satisfying

\[
2c(\Gamma) \leq d \leq n,
\]

...
adding the following edges:

\[ v \text{ fiber } l = 1 \]

by relabelling our group elements. We construct a family of the unique perfect matching on \( \sigma \) of the lemma are satisfied for sets \( \pi \) definition, the permutation \( \sigma \) of the order \( \{ \}

\[ \text{Let } v \text{ notation. Again, let } \Gamma = (v_1 \text{, } \ldots \text{, } v_n, 0) \text{ be a voltage assignment satisfying } \sigma(v_1, v_t) = \sigma(v_m, v_n) \text{. Let } \mathcal{P} = \{P_0, P_1, \ldots, P_{d-1}\} \text{ be a family of } d = 2c(\Gamma) \text{ paths in } \Gamma^0 \text{ as defined in Lemma 2.2. For } 2 \leq t \leq m - 1, \text{ recall that } \sigma(v_1) \text{ denotes the permutation on } \{0, \ldots, d - 1\} \text{ describing the order of the paths } P_0, \ldots, P_{d-1} \text{ as they leave } v_t^0 \text{. By our definition, the permutation } \sigma(v_{m-1}) \text{ describes the order of the paths in } \mathcal{P} \text{ as they enter } v_m \text{. We say that } (\Gamma, \sigma) \text{ is an odd shifting path if this order } \sigma(v_{m-1}) \text{ of the paths in } \mathcal{P} \text{ is of the form } (d - s, d - s + 1, \ldots, d - 1, 0, 1, \ldots, d - s - 1) \text{ for some odd number } 0 < s < d. \text{ In other words, if } (\Gamma, \sigma) \text{ is an odd shifting path, then an odd number of the } d \text{ paths in } \mathcal{P} \text{ that were initially at the beginning of the order } \pi(v_1) \text{ are shifted to the end of the order } \pi(v_{m-1}). \text{ If } (\Gamma, \sigma) \text{ is an odd shifting path, then we say that the value } r = \sigma(v_1, v_t) = \sigma(v_m, v_n) \text{ is the endpoint voltage of } (\Gamma, \sigma). \text{ For an example of the lift of an odd shifting path, see Figure 4.}

We give a sufficient condition that allows for the construction of odd shifting paths. We need some more notation. Again, let \( \Gamma = (v_1, \ldots, v_m) \) be a reflexive path, and let \( \sigma : A(\Gamma) \to \mathbb{Z}_n \) be a voltage assignment satisfying \( \sigma(v_1, v_t) = \sigma(v_m, v_n) \). Let \( \mathcal{P} = \{P_0, P_1, \ldots, P_{d-1}\} \) be a family of \( d = 2c(\Gamma) \) paths in \( \Gamma^0 \) as defined in Lemma 2.2. For each value \( 2 \leq t \leq m - 1 \), we write \( \varphi(v_t) = \pi(v_t) \circ \pi(v_{t-1})^{-1} \), so that \( \varphi(v_t) \) describes the way that the paths \( P_0, \ldots, P_{d-1} \) are permuted by the extended billiard strategy at \( v_t \). Note that since \( d = 2c(\Gamma) \) is fixed, \( \varphi(v_t) \) depends only on \( n \) and \( \sigma(v_1, v_t) \). Now, consider a pair \( v_t, v_{t+1} \) of consecutive internal vertices on \( \Gamma \). If \( \varphi(v_{t+1}) \circ \varphi(v_t) = \text{id} \), then we say that \( v_t, v_{t+1} \) is an order preserving pair. A special case of an order preserving pair is an inverse pair, where \( \sigma(v_t, v_{t+1}) = -\sigma(v_{t+1}, v_t) \) in \( \mathbb{Z}_n \).

For an example of a 2-factor F described in Lemma 2.3, see Figure 3.
For an integer \( v \) coprime to \( n \) and if we can recursively smooth out order preserving pairs on \( \Gamma \) until only the two endpoints are left, then neighbors of \( v \) single path \( \Gamma \) by joining an even number of order preserving paths \( \Gamma \):

\[
\sigma(v) = 0. \text{ We call this operation}
\]

With all three edges and two loops incident to \( v \) constructed by the process of Lemma 2.2 using \( g \) be the Hamiltonian cycle \( C \) constructed by the process of Lemma 2.2 using \( d = 2c(\Gamma) \) and \( g = 3 \). The two different shades of vertices show the two components of the 2-factor \( F \). Moreover, the component of \( F \) containing \( P_1 \) and \( P_2 \) is highlighted in bold. The set \( E^L \) is depicted by the two dashed edges in \( v^\sigma_e \), and the set \( E^R \) is depicted by the two dashed edges in \( v^\sigma_e \).

Now, let \( v_t, v_{t+1} \) be an order preserving pair on the path \( \Gamma \), and let \( v_{t-1} \) and \( v_{t+2} \) be the other neighbors of \( v_t, v_{t+1} \) on \( \Gamma \), respectively. Consider the operation by which we remove \( v_t \) and \( v_{t+1} \), along with all three edges and two loops incident to \( v_t \) and \( v_{t+1} \), and then join \( v_{t-1} \) and \( v_{t+2} \) by a new edge with voltage 0. We call this operation smoothing out the pair \( v_t, v_{t+1} \). If \( \Gamma \) has an even number of vertices \( m \geq 2 \), and if we can recursively smooth out order preserving pairs on \( \Gamma \) until only the two endpoints are left, then we say the path \( \Gamma \) is an order preserving path. It is straightforward to show (see Figure 4) that if we form a single path \( \Gamma \) by joining an even number of order preserving paths \( \Gamma_1, \ldots, \Gamma_{2k} \) all with a common voltage \( r \) coprime to \( n \) at their endpoints, then \( \Gamma \) is an odd shifting path.

The following theorem tells us that under certain reasonable conditions, the lift of an odd shifting path is Hamiltonian.

**Theorem 2.6.** For an integer \( m \geq 2 \), let \( \Gamma = (v_1, \ldots, v_m) \) be an odd shifting path with a voltage assignment \( \sigma : A(\Gamma) \to \mathbb{Z}_n \) and an endpoint voltage \( r \) coprime to \( n \). Let \( \mathcal{P} = \{P_0, \ldots, P_{d-1}\} \) be the family of paths constructed by the process of Lemma 2.3 using \( d = 2c(\Gamma) \) and an element \( l \in \mathbb{Z}_n \). Then, \( \Gamma^\sigma \) contains a Hamiltonian cycle \( C \) and two edge subsets \( E^L \subseteq E(v^\sigma_l) \) and \( E^R \subseteq E(v^\sigma_m) \) such that

- \( C \) contains all edges of the paths \( P_0, \ldots, P_{d-1} \);
- \( |E^L| = |E^R| = d/2 \);
- \( E^L = \{(v_1, l), (v_1, l + r), (v_1, l + 2r), (v_1, l + 3r), \ldots, (v_1, l + (d-2)r), (v_1, l + (d-1)r)\} \);
- \( E^L \) and \( E^R \) are alternating consecutive edge sets;
- \( C \) contains all edges of \( v^\sigma_l \) except \( E^L \) and \( C \) contains all edges of \( v^\sigma_m \) except \( E^R \).

**Proof.** As discussed before, we may assume without loss of generality that \( r = 1 \) and \( l = 0 \). Let \( P_0, \ldots, P_{d-1} \) be the \( d \) paths produced by the extended billiard strategy described in Lemma 2.2.

Since \( (\Gamma, \sigma) \) is an odd shifting path, the paths \( P_0, \ldots, P_{d-1} \) arrive in \( v^\sigma_m \) respectively at the voltages

\[
g + (d - s), g + (d - s + 1), \ldots, g + (d - 1), g, g + 1, \ldots, g + (d - s - 1)
\]

for some element \( g \in \mathbb{Z}_n \) and some odd number \( 0 < s < d \). We now obtain a Hamiltonian cycle \( C \) on \( \Gamma^\sigma \) from \( P_0 \cup P_1 \cup \cdots \cup P_{d-1} \) by adding the following edges:

- all edges in the unique perfect matching on the vertex set \( \{(v_1, i) : 1 \leq i \leq d - 2\} \) in \( v^\sigma_l \);
- all edges in the unique perfect matching on the vertex set \( \{(v_m, g + i) : 1 \leq i \leq d - 2\} \);
- all edges of the path \( (v_1, d - 1), (v_1, d), \ldots, (v_1, n - 1), (v_1, 0) \);
Hamiltonian cycle that, starting in $\omega_1, \omega_2, \omega_3, \omega_4$ with endpoints $v_0, v_1, v_2, v_3, v_4$. In the figure, we show four paths $P_0, P_1, P_2, P_3$ in the lift that are constructed by the process of Lemma 2.2. Since each path $\Gamma_i$ is order preserving, the final order of the paths $P_0, P_1, P_2, P_3$ arriving at $v_{i+1}$ is ultimately only affected by three single shifts that occur in fibres $v_{i+1}, v_{i+2}, v_{i+3}$, and therefore the final order of these paths in $v_{i+3}$ is $P_1, P_2, P_3, P_0$. Also note that while $\sigma(v_1) = \sigma(v_2) = \sigma(v_3) = 1$ in for simplicity, the vertices $v_1, v_2, v_3$ can have any common voltage $r$ coprime to $n$ in our construction.

- all edges of the path $(v_m, g + d - 1), (v_m, g + d), \ldots, (v_m, g + n - 1), (v_m, g)$.

We note that for each odd value $1 \leq i \leq d - 1$, the endpoints of $P_i$ and $P_{i+1}$ in $v^\sigma_i$ are joined by a path in $C \cap E(v^\sigma_i)$ with $d$ and 0 identified. Furthermore, since $(\Gamma, \sigma)$ is an odd shifting path, for each even value $0 \leq i \leq d - 2$, the endpoints of $P_i$ and $P_{i+1}$ in $v^\sigma_m$ are joined by a path in $C \cap E(v^\sigma_m)$. Hence, $C$ is a Hamiltonian cycle that, starting in $v^\sigma_1$, visits $P_0, P_1, \ldots, P_{d-1}$ in order.

Finally, we let $E^L$ be the unique perfect matching on $\{(v_i, i) : 0 \leq i \leq d - 1\}$ in $v^\sigma_1$ which is not in $C$. Similarly we let $E^R$ be the unique perfect matching on $\{(v_m, g + i) : 0 \leq i \leq d - 1\}$ in $v^\sigma_m$. We observe that both $E^L$ and $E^R$ are alternating consecutive edge sets. This completes the proof.

Next, we show that if multiple odd shifting paths are joined together to form a tree, then the lift of this tree is often Hamiltonian. Let $T$ be a reflexive tree with a voltage assignment $\sigma : A(T) \rightarrow \mathbb{Z}_n$, and $L$ be its set of loops. If there exists a system of odd shifting paths $\{Q_1, \ldots, Q_k\}$ such that $E(Q_1) \setminus L, \ldots, E(Q_k) \setminus L$ is a partition of $E(T) \setminus L$, and if the paths $Q_i$ and $Q_j$ are strictly internally vertex disjoint\footnote{Two paths $P$ and $Q$ are strictly internally vertex disjoint if each vertex in $V(P) \cap V(Q)$ is an endpoint of both $P$ and $Q.$} for any $i \neq j$, then we say that $T$ can be odd shifting decomposed, and we say that $\{Q_1, \ldots, Q_k\}$ is the odd shifting decomposition of $T$. Observe that in an odd shifting decomposition $\{Q_1, \ldots, Q_k\}$, since the odd shifting paths only intersect at their endpoints, the paths $Q_1, \ldots, Q_k$ all have the same endpoint voltage.

Let $Q_i$ be a path with endpoints $u$ and $v$. We assign weight from $Q_i$ to $u$ and $v$, and we write $\omega_{Q_i}(u) = \omega_{Q_i}(v) = 2c(Q_i)$ for this weight. If a vertex $v \in V(T)$ is an endpoint of a path in $\{Q_1, \ldots, Q_k\}$, we call $v$ a joint of $T$. We define the tree weight of $v$ in $T$ as $\Omega_T(v) = \sum \omega_{Q_i}(v)$, where the sum is over all paths in $\{Q_1, \ldots, Q_k\}$ for which $v$ is an endpoint. We say $(T, \sigma)$ is properly weighted if $\Omega_T(v) \leq n$ (the order of the group $\mathbb{Z}_n$) holds for each joint $v$ of $T$.

Finally, we have the following sufficient condition for the existence of a Hamiltonian cycle in the lift of a tree.
Theorem 2.7. Let $T$ be a reflexive tree and let $\sigma : A(T) \to \mathbb{Z}_n$ be a voltage assignment on $T$. Suppose the voltage graph $(T, \sigma)$ can be odd shifting decomposed into paths $\{Q_1, \ldots, Q_k\}$ whose common endpoint voltage is coprime to $n$. If $(T, \sigma)$ is properly weighted, then $T^\sigma$ is Hamiltonian.

Proof. As discussed before, we may relabel the elements of our group $G$ so that our paths $Q_i$ all have endpoint voltage 1. Our proof is by induction on $k$, the number of odd shifting paths in the decomposition of $T$. We prove the stronger statement that there exists a Hamiltonian cycle $C$ in $T^\sigma$ that satisfies the following property:

(1) For each joint vertex $v \in V(T)$, there exists a path $P$ with $E(P) \subseteq E(C) \cap E(v^\sigma)$ such that $|E(P)| \geq n - \Omega_T(v)$.

For the base case, when $k = 1$, $T$ is a path with two joints $u$ and $v$. Theorem 2.6 implies that there exists a Hamiltonian cycle $C$ in $\Gamma^\sigma$ along with two alternating consecutive edge sets $E^R \subseteq E(v^\sigma)$ and $E^L \subseteq E(u^\sigma)$ of size at most $c(\Gamma)$ such that $C$ contains all edges of $u^\sigma$ and $v^\sigma$ except $E^R$ and $E^L$. Therefore, $E(C) \cap E(v^\sigma)$ contains a path of at least $n - 2c(T) = n - \Omega_T(v)$ edges; that is, \[1\] holds for $v$. By a similar argument, \[1\] holds for $u$.

For the inductive step, suppose that \[1\] holds for all values up to $k-1$. Let $T$ be a tree with a corresponding system $\{Q_1, \ldots, Q_k\}$ of odd shifting paths that satisfies the conditions of the theorem. Since $\{Q_1, \ldots, Q_k\}$ is an edge-partition of the tree $T$, there exists at least one odd shifting path, without loss of generality $Q_k$, that intersects $\bigcup_{i=1}^{k-1} V(Q_i)$ at only one of its endpoints. Observe that

$$T_0 := \bigcup_{i=1}^{k-1} Q_i$$

is connected and hence a tree. Moreover, $\{Q_1, \ldots, Q_{k-1}\}$ is an odd shifting decomposition of $T_0$, and $T_0$ is properly weighted. Let $u$ be the vertex where $Q_k$ is joined to $T_0$—that is, $\{u\} = V(Q_k) \cap V(T_0)$. Furthermore, let

$$\Omega_{T_0}(u) = \sum_{\{i \in \{1, \ldots, k-1\} : u \in V(Q_i)\}} \omega_{Q_i}(u).$$

By the induction hypothesis, $T_0^\sigma$ has a Hamiltonian cycle $C_0$, and for each joint vertex of $T_0$, there exists a path which satisfies \[1\]. In particular, we can find a path

$$P = (e_1, e_2, \ldots, e_s) \subseteq E(C_0) \cap E(v^\sigma),$$

where $s \geq n - \Omega_{T_0}(u)$.

Now, recall that $u$ is the endpoint of $Q_k$ in $T_0$, and let $v \neq u$ be the other endpoint of $Q_k$. According to Theorem 2.6, $Q_k^\sigma$ contains a Hamiltonian cycle $C_k$ along with two alternating consecutive edge sets $E^R_k \subseteq E(u^\sigma)$ and $E^L_k \subseteq E(v^\sigma)$ of size $c(Q_k)$, for which

$$E(C_k) \cap u^\sigma = u^\sigma \setminus E^L_k \text{ and } E(C_k) \cap v^\sigma = v^\sigma \setminus E^R_k.$$

Now, we show that we can combine $C_0$ and $C_k$ to a Hamiltonian cycle $C$ in $T^\sigma$, such that $C$ also satisfies the statement \[1\]. By our assumption, $\omega_{Q_k}(u) = 2c(Q_k)$, and $n - \Omega_{T_0}(u) \geq \omega_{Q_k}(u)$. Since

$$s \geq n - \Omega_{T_0}(u) \geq 2c(Q_k) = |E_k^L|,$$

by choosing an appropriate value for $l$ in Theorem 2.6 such that $(u, l)$ is an endpoint of $e_1$ but not of $e_2$, we observe that $E^L_k = \{e_1, e_3, \ldots, e_{2c(Q_k)-1}\}$ in $C_k$. Without loss of generality, we assume that $l = 0$, so that the endpoints of each edge $e_i \in P$ are $(u, i - 1)$ and $(u, i)$.

We define $A_0 = C_0 \setminus P$, and we see that $A_0$ is a Hamiltonian path on $T_0 \setminus P$ with endpoints $(u, 0)$ and $(u, s)$. Similarly, we define $A_k = C_k \setminus (E(u^\sigma) \setminus P)$, and we see that $A_k$ is a Hamiltonian path on the graph $Q_k^\sigma \setminus (E(u^\sigma) \setminus P)$ with endpoints $(u, 0)$ and $(u, s)$. Therefore, $V(A_0) \cup V(A_k) = V(T^\sigma)$, and since $A_0$ and $A_k$ only intersect at their endpoints, it follows that $C = A_0 \cup A_k$ is a Hamiltonian cycle on $T^\sigma$. See Figure 5 for an example of this construction.

Now, we show that $C$ satisfies \[1\]. After constructing $C$, we observe that $E(C) \cap v^\sigma = v^\sigma \setminus E^R_k$. Since $E^R_k$ is an alternating consecutive edge set of size $c(Q_k)$, $E(v^\sigma) \cap E(C)$ contains a path of at least $n - 2c(Q_k) = n - \Omega_T(v)$ edges. Next, we consider $E(u^\sigma) \cap E(C)$. When constructing $C$ from $C_k$, only the edge set
informally, for two adjacent vertices \( M \) and \(-\) edges. Hence, both joint vertices satisfy the condition (1) and the condition (1) has not changed for the remaining joint vertices of \( T \). Therefore, (1) holds for all vertices of \( T \), and induction is complete. \( \square \)

3. Large prime cyclic groups

Let \( T \) be a reflexive tree whose edges are labelled with integers by some function \( \varphi \). In this section, we consider the following question: Under which conditions is the lift of \( T \) Hamiltonian, when the labels from \( \varphi \) are taken as elements of a large prime-ordered cyclic group \( \mathbb{Z}_p \)? As we always consider this specific question, it is convenient to fix some notation as follows.

Given a reflexive tree \( T \), we let \( \varphi : E(T) \rightarrow \mathbb{Z} \) be an assignment of integers to the edges of \( T \), and we let \( \varphi \) be positive at each loop of \( T \). We often write \( \varphi(v) \) instead of \( \varphi(v, v) \) for a vertex \( v \in V(T) \). We let \( p \) be a prime number, and we typically let \( p \) be large. Let \( \psi : \mathbb{Z} \rightarrow \mathbb{Z}_p \) be the natural homomorphism \( x \mapsto x \mod p \). Then, for each edge \( e \in E(T) \) with corresponding arcs \( e^+, e^- \in A(T) \), we let \( \sigma \) assign the values \( \psi \circ \varphi(e) \) and \(-\psi \circ \varphi(e)\) to \( e^+ \) and \( e^- \), respectively. Therefore, given \( T \) and \( \varphi, \sigma \) gives a voltage assignment to \( A(T) \) over \( \mathbb{Z}_p \) by interpreting the integers given by \( \varphi \) as group elements in \( \mathbb{Z}_p \). For a vertex \( v \in V(T) \), we often say that \( \sigma(v) \) is the voltage of \( v \). Note that since \( p \) is prime and \( \varphi \) is nonzero, for each vertex \( v \in V(T), \sigma(v) \) is a generator for \( \mathbb{Z}_p \), and therefore each fiber of \( T^\sigma \) contains a single cycle. With this notation in place, we may rephrase our question more precisely.

**Question 3.1.** Let \( T \) be a reflexive tree, and let \( \varphi \) be an assignment of integers to \( E(T) \) as described above. Does there exist a number \( N \in \mathbb{N} \) such that \( T^\varphi \) is Hamiltonian whenever \( p \geq N \)?

While we do not have an answer for Question 3.1, we are able to show the following results.

**Theorem 3.2.** Let \( T \) be a reflexive tree, and let \( \varphi \) be an assignment of integers to \( E(T) \) as described above. Suppose that there exists a vertex \( v \in V(T) \) such that for every neighbor \( u \) of \( v \), \( \varphi(u) = \varphi(v) \). Then, when \( p \) is a sufficiently large prime, \( T^\varphi \) is Hamiltonian.

**Theorem 3.3.** Let \( T \) be a reflexive tree, and let \( \varphi \) be an assignment of integers to \( E(T) \) as described above. Suppose that there exist two adjacent vertices \( u, v \in V(T) \) for which \( \varphi(u) = \varphi(v) = 1 \). Then, when \( p \) is a sufficiently large prime, \( T^\varphi \) is Hamiltonian.

Trees that satisfy the conditions of Theorem 3.2 and Theorem 3.3 are sketched in Figures 6 and 7. For both of these theorems, we use the following general strategy. First, we describe how to build a 2-factor in \( T^\sigma \) satisfying certain conditions. Then we use the vertex \( u \) in the case of Theorem 3.2 and the pair \( u, v \) in the case of Theorem 3.3 to connect all components of our 2-factor into a single Hamiltonian cycle. In the proofs of both of these theorems, we assume that \( p \) is a sufficiently large prime number. We also use Lemma 2.1 to assume without loss of generality that \( \varphi(e) = 0 \) for every cut-edge \( e \in E(T) \).

We establish some definitions and lemmas that help us prove these results. For a vertex \( v \in V(T) \), and for two integers \( 0 \leq a, b \leq p - 1 \), we define \( v^a[a, b] \) to be the graph induced by the vertex set \( \{v, i : a \leq i \leq b\} \). We also have the following definition.

**Definition 3.4.** Let \( v \in V(T) \). For each positive multiple \( N \) of \( 2\varphi(v) \), we let \( M_v(N) \) denote the matching in \( v^\sigma \) containing all edges of the form

\[
\{(v, 2a\sigma(v) + i), (v, (2a + 1)\sigma(v) + i)\}
\]

for \( a \in \{0, 1, \ldots, \frac{N}{2\varphi(v)} - 1\}, i \in \{0, 1, \ldots, \varphi(v) - 1\} \). Furthermore, for an element \( g \in G \), we say that \( M_v(N) + g \) denotes the matching obtained from \( M_v(N) \) by applying the automorphism \( (v, t) \mapsto (v, t + g) \).

Figure 8 shows a matching \( M_v(N) \) for \( \varphi(v) = 3 \) and \( N = 12 \), as well as a matching \( M_v(N) + 1 \). The matchings described in Definition 3.4 are useful when we construct our 2-factor on \( T^\sigma \) as described earlier. Informally, for two adjacent vertices \( w, x \in V(T) \), if we have a 2-factor \( F \) of the lift of the component of \( T - x \) containing \( w \) that contains many edges of \( w^\sigma \) and a second 2-factor \( F_0 \) of the lift of the component of \( T - w \).
Figure 5. The figure shows four graphs. The first (top) graph represents $T_0^\sigma$, and a Hamiltonian cycle $C_0$ is shown. The second graph shows the Hamiltonian cycle $C_k$ constructed on $Q_1^\sigma$ using Theorem 2.6. The third graph shows the combination of $C_0$ and $C_k$ that gives a Hamiltonian cycle $C$ on $T^\sigma$ as in the proof of Theorem 2.7. (In the second and third graphs, we write $\gamma = 2c(Q_k) - 1$.) Finally, the last figure shows the base graph $T$.

containing $x$ that contains many edges of $x^\sigma$, then we may “join” $F$ and $F_0$ by removing two matchings of this form of equal size from $w^\sigma$ and $x^\sigma$ and replacing them with a matching consisting of edges of the form $[(w, g), (x, g)]$. Figure 9 shows two 2-factors being joined in a similar way to what we have described here. The removed edges are depicted in gray, and the added edges are shown as vertical edges. The following observations are useful for us when we use these matchings.
Figure 6. This figure shows a reflexive voltage tree (with loops omitted) that satisfies the conditions in Theorem 3.2. The number beside each vertex denotes the voltage assignment of its loop. If a vertex has no number beside it, then its loop can have any nonzero voltage within $\mathbb{Z}_p$.

Figure 7. This figure shows a reflexive voltage tree (with loops omitted) that satisfies the conditions of Theorem 3.3. The number beside each vertex denotes the voltage assignment of its loop. If a vertex has no number beside it, then its loop can have any nonzero voltage within $\mathbb{Z}_p$.

Figure 8. The figures show part of a fiber $v^\sigma$ of a vertex $v$ with $\varphi(v) = 3$ which belongs to the lift of a voltage graph over a large cyclic group. In the upper figure, the bolded edges make up the edges in the matching $M_v(12)$. In the lower figure, the bolded edges make up the edges in the matching $M_v(12) + 1$.

Observation 3.5. For each positive integer $N$, when $p$ is sufficiently large, the matchings $M_v(N)$ and $M_v(N) + \sigma(v)$ are edge-disjoint.

Observation 3.6. $M_v(2N) = M_v(N) \cup (M_v(N) + N)$.

In the following lemma, we show that for any vertex $v \in V(T)$, $T^\sigma$ has a 2-factor $H$ each of whose components contains at least one edge in a certain local structure of the fiber $v^\sigma$. This will be useful when we attempt to “attach” components of a 2-factor together into a Hamiltonian cycle, as we will know that an edge of every component can be found in a specific part of $T^\sigma$.

Lemma 3.7. Suppose that $p$ is a sufficiently large prime in terms of $T$ and $\varphi$. Then, there exists a positive integer $N = N(\varphi, T)$ such that for each vertex $v \in V(T)$, $T^\sigma$ contains a 2-factor $H$ satisfying $M_v(N) \subseteq E(H)$, and such that each component of $H$ has an edge in the matching $M_v(N)$. Furthermore, $H$ may be chosen such that $H$ contains every edge of $v^\sigma[N, p - 1]$.

Proof. We prove the lemma by induction on $|V(T)|$. When $|V(T)| = 1$, $T^\sigma$ is a cycle, so by letting $H = T^\sigma$, the lemma holds for $N = 2\varphi(v)$.

Now, suppose $|V(T)| > 1$. Let $v \in V(T)$, and let $v$ have neighbors $u_0, \ldots, u_r$ in $T$. We let $T \setminus \{v\}$ have components $T_0, \ldots, T_{r-1}$, so that $u_i \in V(T_i)$ for each $i \in \{0, \ldots, r - 1\}$. By the induction hypothesis,
for each $i \in \{0, \ldots, r-1\}$, we may choose an integer $N_i = N_i(\varphi|_{T_r}, T_i)$ and a 2-factor $F_i$ on $T_i$ such that the matching $M_{u_i}(N_i)$ is a subset of $E(F_i)$ and contains an edge of each component of $F_i$, and such that $F_i$ contains every edge of $u_i^v[N_i,p-1]$. Then, we define

$$N' = 2\varphi(v)N_1N_2 \ldots N_r,$$

and by applying automorphisms to each $F_i$, it follows that for each $i \in \{0, \ldots, r-1\}$, we may find a 2-factor $H_i$ on $T_i$ such that the matching $M_{u_i}(N_i) + iN' + \sigma(v)$ is a subset of $E(H_i)$ and contains an edge of each component of $H_i$. Furthermore, since $F_i$ contains every edge of $u_i^v[N_i,p-1]$, and since $p$ is sufficiently large, we can also assume that $M_{u_i}(N_i) + iN' + \sigma(v) \subseteq E(H_i)$.

Now, we consider the graph $H \subseteq T'$ consisting of the edges of the cycle $v'$ as well as $E(H_0) \cup \cdots \cup E(H_{r-1})$. As $H$ is a union of the 2-factors $H_0, \ldots, H_{r-1}$ as well as the cycle $v'$, $H$ is 2-regular. We modify the graph $H$ as follows. For each $i \in \{0, \ldots, r-1\}$, we add the edges

$$[(v, \sigma(v) + iN' + a), (u_i, \sigma(v) + iN' + a)]$$

for each value $a \in \{0, \ldots, N'-1\}$. Then, for each $i \in \{0, \ldots, r-1\}$, we remove the matching $M_{u_i}(N_i') + iN' + \sigma(v)$ from $E(H)$, and we also remove the matching $M_{u_i}(rN' + rN' + \sigma(v)$ from $E(H)$. This leaves us with a 2-factor $H$ in $T'$. We show an example of the construction of $H$ in Figure 9. In the figure, $r = 2$, $\varphi(u_1) = 1$, $\varphi(u_2) = \varphi(v) = 2$, and $N' = 8$.

We wish to show that there exists some integer $N$ for which $N$ and $H$ satisfy the conditions of the lemma. We will show that $N = rN' + 2\varphi(v)$ is a suitable choice in the next two claims, and then the proof will be complete.
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it suffices to show that \( M_e(N) \) is disjoint from \( M_e(N) + \sigma(v) \). However, this statement follows directly from Observation 3.5. Hence, we see that when we remove \( M_e(rN') + \sigma(v) \) from \( v^\sigma \), we do not remove any edges from \( M_e(N) \). Therefore, each edge of \( M_e(N) \) belongs to \( E(H) \).

**Claim 3.9.** Each component of \( H \) has an edge in \( M_e(N) \).

**Proof of claim:** By construction, \( E(H) \cap E(v^\sigma) = E(v^\sigma) \setminus (M_e(rN') + \sigma(v)) \). We first observe that the group values of the endpoints of \( M_e(rN') + \sigma(v) \) make up the subset of \( \mathbb{Z}_p \)

\[
S = \{ \sigma(v), \ldots, \sigma(v) + rN' - 1 \}.
\]

Furthermore, \( S \) is a subset of the group values of the vertex set \( V(M_e(N)) \). Therefore, as \( H \) is 2-regular, any component in \( H \) that contains a vertex \((v,b)\) for \( b \in S \) also has an edge in \( M_e(N) \).

Now, we show that each component of \( H \) has at least one edge in the matching \( M_e(N) \). We note that \( H \cap v^\sigma \) is a forest of paths, as is \( H \cap H_i \) for each 2-factor \( H_i \) obtained from the induction hypothesis. Therefore, since \( H \) is 2-regular, every component \( C \) of \( H \) contains both a vertex from \( v^\sigma \) and a vertex from a 2-factor \( H_i \). Hence, it follows that \( C \) contains an edge of the form

\[
[(v, \sigma(v) + iN' + a), (u, \sigma(v) + iN' + a)]
\]

for some value \( i \in \{0, \ldots, r - 1\} \) and some value \( a \in \{0, \ldots, N' - 1\} \). Since \( b = \sigma(v) + iN' + a \in S \), it then follows from the argument above that \( C \) contains an edge in \( M_e(N) \). This completes the proof of the claim.

Claims 3.8 and 3.9 imply the lemma statement, completing the proof of the lemma.

Now we are ready to prove Theorem 3.2.

**Proof of Theorem 3.2.** Let \( T \) be a reflexive tree, and let \( v \) be a vertex of \( T \) with \( r \) neighbors \( u_0, \ldots, u_{r-1} \). Furthermore, for each neighbor \( u_i \) of \( v \), let \( \varphi(u_i) = \varphi(v) \). For each \( i \in \{0, \ldots, r-1\} \), let \( T_i \) be the component of \( T \setminus \{v\} \) containing \( u_i \). By Lemma 3.7, for each \( i \in \{0, \ldots, r-1\} \), we may find a 2-factor \( F_i \) of \( T^\sigma_i \), along with an integer \( N_i = N_i(\varphi|_{T_i}, T_i) \), such that each component of \( F_i \) has at least one edge in \( M_{u_i}(N_i) \) and such that each edge induced by \( u_i^\sigma[N_i, p - 1] \) belongs to \( E(F_i) \). We let

\[
N = 2\varphi(v)N_1N_2 \ldots N_r.
\]

By applying automorphisms on \( T_0, \ldots, T_{r-1} \), we may then obtain for each \( i \in \{0, \ldots, r - 1\} \) a 2-factor \( H_i \), each of whose components contains at least one edge in the matching \( M_{u_i}(N_i) + iN \).

Now, for each \( i \in \{0, \ldots, r-1\} \) and each component \( C \) of \( F_i \), we choose an edge

\[
[(u_i, a), (u_i, a + \sigma(v))] \in M_{u_i}(N_i) + iN
\]

of \( C \), by choosing an appropriate \( a \). (Note that this is possible, since \( \sigma(u_i) = \sigma(v) \).) Then, we remove the edges \([(u_i, a), (u_i, a + \sigma(v))] \) and \([(v, a), (v, a + \sigma(v))] \) from \( C \) and \( v^\sigma \), respectively, and add the edges \([(u_i, a), (v, a)] \) and \([(u_i, a + \sigma(v)), (v, a + \sigma(v))] \). By following this process for each \( i \), we begin with a cycle \( A = v^\sigma \), and each time we replace edges for a component \( C \) as described above, we extend \( A \) to include every vertex of \( C \). By repeating this process for every component of every 2-factor \( H_i \), \( A \) is extended to a cycle that visits every vertex of \( T^\sigma \). Therefore, \( T^\sigma \) is Hamiltonian. Finally, note that a sufficient bound on \( p \) is

\[
p > 2^{|V(T)|} \prod_{v \in V(T)} \varphi(v).
\]

Using Lemma 3.7, we can also prove Theorem 3.3.

**Proof of Theorem 3.3.** Let \( T \) be a reflexive tree, and let \( u, v \in V(T) \) be an adjacent pair of vertices for which \( \varphi(u) = \varphi(v) = 1 \). We define \( T_u \subseteq T \) as the subtree obtained by removing the edge \( uv \) and taking the component with \( u \). We define \( T_v \subseteq T \) in the same way, by taking the component containing \( v \). By Lemma 3.7, there exists a 2-factor \( F_u \) in \( T^\sigma_u \) in which each component of \( F_u \) has an edge in the matching \( M_{u_i}(N_u) \), for some integer \( N_u = N_u(\varphi|_{T_u}, T_u) \). Similarly, there exists a 2-factor \( F_v \) in \( T^\sigma_v \) in which each component has an edge in the matching \( M_{u_i}(N_u) + N_v \), for some integer \( N_v = N_v(\varphi|_{T_v}, T_v) \). Note that as \( \varphi(u) = \varphi(v) = 1 \), the edges induced by \( u^\sigma[N_u, p - 1] \) all belong to a single component \( A_u \) of \( F_u \), and the edges induced by \( v^\sigma[N_v + N_u, p - 1] \) all belong to a single component \( A_v \) of \( F_v \).

We now construct a Hamiltonian cycle \( H \) on \( T^\sigma \). We first let \( H = F_u \cup F_v \), and then we modify \( H \) as follows. For each component \( C \) in \( F_u \), we remove from \( H \) an edge \([(u, i), (u, i + 1)] \in E(C) \cap M_u(N_u) \), as well
Figure 10. The first figure shows a tree $T$ with a voltage assignment $\sigma$ and a vertex $v$, all of whose neighbors (here, just $u_0$) have the same voltage as $v$. The second figure shows parts of the fibers $v^\sigma$ and $u^\sigma$ (with their vertices depicted horizontally) and the graph $T_0^\sigma$, with the dashed lines representing the undrawn parts of the graphs. $T_0^\sigma$ has a 2-factor $F_0$ each of whose components has an edge in a certain local part of the fiber $u_0^\sigma$. Here, we may create a Hamiltonian cycle on $T^\sigma$ by removing one edge in $u_0^\sigma$ from each cycle of $F_0$ and then replacing these edges with a matching between $u_0^\sigma$ and $v^\sigma$. Here, the removed edges are shown in gray, and the added edges are shown vertically in bold.

Figure 11. The first figure shows a tree $T$ with a voltage assignment $\sigma$ and two vertices $u, v$, both of which have voltage 1. The second figure shows parts of the fibers $u^\sigma$, $v^\sigma$. We may seek a 2-factor $F$ each of whose components has an edge in a certain matching in $v^\sigma$ as follows. We find 2-factors $F_u$ and $F_v$ in the two components of $T \setminus \{uv\}$, which are depicted using cycles in the second figure, with the dashed lines representing the undrawn parts of the graph. We then may remove a matching from each of $F_u$ and $F_v$, as well as from $v^\sigma$, and add edges between $u^\sigma$ and $v^\sigma$. The edges that we remove are shown in gray, and the edges that we add are shown in bold. We then obtain a Hamiltonian cycle on $T^\sigma$.

as the edge $[(v, i), (v, i + 1)]$. Then, we add to $H$ the edges $[(u, i), (v, i)]$ and $[(u, i + 1), (v, i + 1)]$. In doing so, we effectively “attach” the component $C$ to $A_v$ as in Figure 11. We repeat this process for every component $C$ of $F_u$, and we attach every component of $F_u$, apart from $A_u$ to $A_u$. Similarly, through this process, we attach every component of $F_v$, apart from $A_u$, to $A_v$. This leaves us with two cycles, which we may attach by choosing some value $i$ satisfying $N_u + N_v < i < p - 1$, removing from $H$ the edges $[(u, i), (u, i + 1)]$ and $[(v, i), (v, i + 1)]$, and adding to $H$ the edges $[(u, i), (v, i)]$ and $[(u, i + 1), (v, i + 1)]$. This is possible because we can choose $p > N_u + N_v + 1$. Through this process, we obtain a single Hamiltonian cycle $H$ on $T^\sigma$. This completes the proof. □

One consequence of Theorem 3.2 is that while we cannot answer Question 3.1 for every tree and every labelling of its edges, we can answer Question 3.1 when labels are assigned to the loops of a tree uniformly at random from a finite subset $S$ of the positive integers.

Theorem 3.10. Let $S$ be a finite set of positive integers, and let $k = |S|$. For each sufficiently large $n$, there exists a value $p_0 = p_0(n, S)$ for which the following holds. Let $T$ be a reflexive tree on $n$ vertices, and let $\varphi$ assign a value from $S$ to each edge $e \in E(T)$ uniformly at random. Then, with probability at least $1 - \exp(-\frac{4}{15} \sqrt{n})$, $T^\sigma$ is Hamiltonian.
Proof. As usual, we use Lemma 2.1 to consider the equivalent problem in which \( \varphi(e) = 0 \) for every cut-edge \( e \in E(T) \). We show that with probability at least \( 1 - \exp(-\frac{1}{4\sqrt{n}}) \), \( T \) contains some vertex \( v \) such that \( \varphi(v) = \varphi(u) \) for each \( u \in N(v) \). Then, Theorem 3.2 will imply that \( T^\sigma \) is Hamiltonian.

We consider two cases. First, suppose that \( T \) has at least \( \frac{1}{\sqrt{n}} \) leaves. As \( n \) is sufficiently large, we assume that \( T \) has no adjacent pair of leaves. After assigning labels to each \( u \in V(T) \) of degree at least 2, the conditional probability that a given leaf \( \ell \) receives the same label from \( \varphi \) as its neighbor is \( \frac{1}{\sqrt{n}} \). Given that we assign labels to leaves independently, the probability that no leaf \( \ell \) receives the same label as its neighbor is \( (1 - \frac{1}{\sqrt{n}})^{1/\sqrt{n}} < \exp(-\frac{1}{4\sqrt{n}}) \).

Next, suppose that \( T \) has at most \( \frac{1}{\sqrt{n}} \) leaves. We write \( T' \) for the tree obtained from \( T \) by using an edge to replace each maximal path with internal vertices of degree 2. In other words, \( T' \) is obtained by "smoothing out" the degree-2 vertices of \( T \). As \( T' \) has no vertex of degree 2 and \( \sum_{v \in V(T')}\deg_{T'}(v) = n - 2 \), it follows that the number of vertices of degree at least 3 in \( T' \) is fewer than the number of leaves of \( T' \). As \( T' \) has at most \( \frac{1}{\sqrt{n}} \) leaves, it follows that \( E(T') < |V(T')| < \frac{1}{\sqrt{n}} \). Hence, by the pigeonhole principle, some edge of \( T' \) replaced a path of \( T \) with at least \( n - \frac{1}{\sqrt{n}} \) vertices such that \( \deg_{T'}(v) = 2 \) for each \( v \in V(P) \). We choose a set \( S \) of \( \frac{1}{\sqrt{n}} \) vertices \( v \in V(P) \) so that the closed neighborhoods \( N[v] \) for \( v \in S \) partition \( V(P) \). As the closed neighborhoods \( N[u] \) are distinct for \( v \in S \) and are all size 3, the probability that no \( v \in S \) receives the same label from \( \varphi \) as both of its neighbors is at most \( (1 - \frac{1}{\sqrt{n}})^{1/\sqrt{n}} < \exp(-\frac{1}{4\sqrt{n}}) \).

Thus, in both cases, it holds with probability at least \( 1 - \exp(-\frac{1}{4\sqrt{n}}) \) that for some vertex \( v \in V(T) \), \( \varphi(v) = \varphi(u) \) for each \( u \in N(v) \). Then, Theorem 3.2 implies that for some \( p_0 = p_0(n, S) \), \( T^\sigma \) is Hamiltonian for each prime \( p \geq p_0 \).

4. Covering graphs with large circumference

In the previous section, we show that when a reflexive tree with nonzero voltages is lifted over a large prime cyclic group, the covering graph is Hamiltonian whenever a certain local condition on voltages is met somewhere in the tree. It is natural to ask, however, what can we say when these local conditions are not met? In this section, we show that when any reflexive tree is lifted over a large prime cyclic group, the covering graph has a cycle containing almost all of the vertices, regardless of the voltage assignments of the base graph. In fact, we will allow the order \( n \) of our group not to be prime as long as all labels on \( T \) are coprime to \( n \).

Theorem 4.1. Let \( \Delta \geq 0 \) be an integer, let \( 0 < \varepsilon \leq \frac{1}{2} \), and let \( n \geq \frac{5\Delta}{\varepsilon^2} \) be an integer. If \( T \) is a reflexive tree of maximum degree at most \( \Delta \), and if \( \sigma : A(T) \to \mathbb{Z}_n \) is a mapping that assigns group elements coprime to \( n \) to each loop of \( T \), then there exists a cycle \( C \) on \( T^\sigma \) that contains at least \( (1 - \varepsilon)|V(T^\sigma)| \) vertices.

Rather than proving Theorem 4.1 directly, we instead prove the following stronger but more opaque theorem.

Theorem 4.2. Let \( n \) and \( \omega \) be positive integers satisfying \( n \left( 1 - \frac{1}{\sqrt{|\omega|}} - \frac{\sqrt{|\omega|}}{\omega} \right) \geq \sqrt{|\omega|} \). If \( T \) is a reflexive tree of maximum degree at most \( \frac{\Delta}{2} \), and if \( \sigma : A(T) \to \mathbb{Z}_n \) is a mapping that assigns group elements coprime to \( n \) to each loop of \( T \), then there exists a cycle \( C \) on \( T^\sigma \) that contains at least \( \left( 1 - \frac{1}{\sqrt{|\omega|}} - \frac{\sqrt{|\omega|}}{\omega} \right) |V(T^\sigma)| \) vertices.

Claim 4.3. Theorem 4.2 implies Theorem 4.1

Proof. We assume that Theorem 4.2 holds. If \( \Delta = 0 \) in Theorem 4.1 then the theorem is trivial, so we assume that \( \Delta \geq 1 \). We show that the assumptions of Theorem 4.1 satisfy the assumptions of Theorem 4.2 and we also show that the conclusion of Theorem 4.2 implies the conclusion of Theorem 4.1.

Let \( n, \Delta, \) and \( \varepsilon \) be chosen as in Theorem 4.1. We choose \( \omega \) to be the smallest integer so that \( \frac{1}{\sqrt{|\omega|}} + \frac{\sqrt{|\omega|}}{\omega} < \varepsilon \), and we observe that \( \varepsilon \leq \frac{1}{\sqrt{|\omega|}} + \frac{\sqrt{|\omega|}}{\omega} \). We must show that if \( n \geq \frac{5\Delta}{\varepsilon^2} \) holds, then so do both inequalities in the stronger statement. We note that since \( \frac{1}{\sqrt{|\omega|}} + \frac{\sqrt{|\omega|}}{\omega} \geq \frac{1}{2} \) for \( 1 \leq \omega \leq 16 \), it holds that \( \omega \geq 17 \).
First, we would like to show that \( n \left( 1 - \frac{1}{\sqrt[3]{\omega - 1}} - \frac{\sqrt[3]{\omega}}{\omega} \right) \geq \sqrt[3]{\omega} \). Since \( n \geq \frac{3}{\varepsilon^2} \), and since \( \varepsilon \leq \frac{1}{\sqrt[3]{\omega - 1}} + \frac{\sqrt[3]{\omega} - 1}{\omega - 1} \), it is enough to show that

\[
5 \left( \frac{1}{\sqrt[3]{\omega - 1}} + \frac{\sqrt[3]{\omega} - 1}{\omega - 1} \right)^2 \geq \frac{\left[ \omega \right]}{1 - \frac{1}{\sqrt[3]{\omega}} - \frac{\sqrt[3]{\omega}}{\omega}}
\]

holds for \( \omega \geq 17 \). However, we have

\[
\frac{\left[ \omega \right]}{1 - \frac{1}{\sqrt[3]{\omega}} - \frac{\sqrt[3]{\omega}}{\omega}} \left( \frac{1}{\sqrt[3]{\omega - 1}} + \frac{\sqrt[3]{\omega} - 1}{\omega - 1} \right)^2 \rightarrow 4
\]

as \( \omega \) increases, and it is easy to check for small values of \( \omega \) that the inequality holds. Therefore, it holds that

\[
n \left( 1 - \frac{1}{\sqrt[3]{\omega}} - \frac{\sqrt[3]{\omega}}{\omega} \right) \geq \sqrt[3]{\omega}.
\]

Second, we would like to show that \( \Delta \leq \frac{n}{\varepsilon^2} \) holds. Since \( n \geq \frac{3}{\varepsilon^2} \), and since \( \varepsilon \leq \frac{1}{\sqrt[3]{\omega - 1}} + \frac{\sqrt[3]{\omega} - 1}{\omega - 1} \), it is sufficient to show that

\[
5 \geq \omega \left( \frac{1}{\sqrt[3]{\omega - 1}} + \frac{\sqrt[3]{\omega} - 1}{\omega - 1} \right)^2.
\]

However, the right hand side expression has a limit of 4 as \( \omega \) increases, and it is easy to check the inequality for small \( \omega \). Therefore, it holds that \( \Delta \leq \frac{n}{\varepsilon^2} \). Hence, we have shown that the hypotheses of Theorem 4.2 hold, so by assumption, the conclusions of Theorem 4.2 hold as well.

Now, since \( \frac{1}{\sqrt[3]{\omega}} + \frac{\sqrt[3]{\omega}}{\omega} \leq 2 \), it is clear that the conclusion of Theorem 4.2 implies that the conclusion of Theorem 4.1 also holds. This completes the proof of the claim. \( \square \)

For the proof of Theorem 4.2, we need the following lemma. For an integer \( n \geq 1 \) and a pair \( g,h \in \mathbb{Z}_n \), we say that the distance between \( g \) and \( h \) is the minimum number of terms 1 or \(-1\) that must be added to \( g \) to obtain \( h \).

**Lemma 4.4.** Let \( 1 \leq m \leq n \) be integers. For each generator \( g \in \mathbb{Z}_n \), there exists an integer \( 1 \leq k \leq m \) and an element \( h \in \mathbb{Z}_n \) at a distance of at most \( \left\lfloor \frac{n}{m} \right\rfloor \) from 0 for which \( kg = h \).

**Proof.** Consider the set \( K = \{ k \cdot m : 1 \leq k \leq m \} \subseteq \mathbb{Z}_n \). For each element \( a \in K \), we define the set \( R_a \subseteq \mathbb{Z}_n \) as the set \( \{ a, a + 1, \ldots, a + \left\lfloor \frac{n}{m} \right\rfloor \} \). For two distinct elements \( a, b \in K \), if \( R_a \cap R_b \neq \emptyset \), then \( a \) and \( b \) are at a distance of at most \( \left\lfloor \frac{n}{m} \right\rfloor \). Now, since \( g \) is a generator of \( \mathbb{Z}_n \), all elements of \( K \) are distinct. Therefore, since \( m \left( \left\lfloor \frac{n}{m} \right\rfloor + 1 \right) > n \), there exist two elements \( k_1 g, k_2 g \in K \) for which \( R_{k_1 g} \) and \( R_{k_2 g} \) intersect. Without loss of generality, we assume that \( k_2 g \in R_{k_1 g} \), which implies that modulo \( n \), \( k_2 g - k_1 g \) is at most \( \left\lfloor \frac{n}{m} \right\rfloor \). However, this implies that \( |k_2 - k_1|g \) is at a distance of at most \( \left\lfloor \frac{n}{m} \right\rfloor \) from 0, so letting \( k = |k_2 - k_1| \) and letting \( h = |k_2 - k_1|g \) gives us our result. \( \square \)

Now, we are ready to prove Theorem 4.2 which implies Theorem 4.1.

**Proof of Theorem 4.2.** By Lemma 2.1, we may assume that every cut-edge \( e \in E(T) \) satisfies \( \varphi(e) = 0 \). We give an orientation to the cut-edges of \( T \) so that each vertex of \( T \) has out-degree at most 1. We prove the stronger statement that we may choose \( C \) so that \( C \) contains all but at most \( \deg^+(v) \left\lfloor \frac{n}{\sqrt[3]{\omega}} \right\rfloor + \deg^-(v) \left\lceil \sqrt[3]{\omega} \right\rceil \) edges from each fiber \( v^* \) in \( T^* \) and such that \( E(C) \cap E(v^*) \) forms a path.

We prove the statement by induction on \( |V(T)| \). When \( |V(T)| = 1 \), \( T^* \) is a single cycle, so the statement holds. Now, suppose \( |V(T)| > 1 \). Let \( \ell \) be a leaf of \( T \) with out-degree 1 and a neighbor \( v \in V(T) \). We assume by the induction hypothesis that \( (T - \ell)^\sigma \) contains a cycle \( C' \) that satisfies our stronger condition, and in particular, that contains all but at most \( \deg^+(v) \left\lfloor \frac{n}{\sqrt[3]{\omega}} \right\rfloor + (\deg^-(v) - 1) \left\lceil \sqrt[3]{\omega} \right\rceil \) edges of \( v^* \) and such that \( E(C') \cap E(v^*) \) is a path.

Since \( \sigma(v) \) is coprime to \( n \), we may assume by relabelling our group elements that \( \sigma(v) = 1 \). Now, we extend \( C' \) to \( \ell^\sigma \) as follows. Using Lemma 4.4, we choose an integer \( 1 \leq k \leq \left\lfloor \frac{n}{\sqrt[3]{\omega}} \right\rfloor \) and an element \( h \in \mathbb{Z}_n \) at a distance \( d \leq \left\lceil \sqrt[3]{\omega} \right\rceil \) from 0 for which \( k \sigma(l) = h \). Now, since \( C' \) intersects \( v^* \) in at least

\[
n - \frac{n}{\sqrt[3]{\omega}} - \frac{n}{\sqrt[3]{\omega}} \cdot \left\lceil \sqrt[3]{\omega} \right\rceil \geq \left\lceil \sqrt[3]{\omega} \right\rceil
\]
edges, and since these edges form a path in $v^\sigma$, we may find some path $P \subseteq v^\sigma \cap C'$ of length at least $\lceil \sqrt{\omega} \rceil$, and by applying an automorphism to $T^\sigma$, we may assume that $P$ is of the form $(v_0, v_1, \ldots, v_{|E(P)|})$ and that $v_0$ is an endpoint of the path $E(C') \cap E(v^\sigma)$. We remove from $C'$ all edges on the subpath $(v_0, v_1, \ldots, v_h)$, and we add to $C'$ the edges $[v_0, \ell_0]$ and $[v_d, \ell_d]$. Now, since $d \in \{h, -h\}$ modulo $n$, and since $k \sigma(\ell) = h$, there exists a path of length $k$ from $\ell_0$ to $\ell_d$ in $\ell^\sigma$. Therefore, since $\ell^\sigma$ is a cycle, there also exists a path $P'$ of length $n - k$ from $\ell_0$ to $\ell_d$. We add this path $P'$ to $C'$, which gives us our final cycle $C$.

Finally, we check that $C$ satisfies all conditions of the induction hypothesis. First, we note that $C$ contains all but $k \leq \lceil \sqrt{\omega} \rceil$ edges of $\ell^\sigma$. Additionally, when $T - \ell$ was extended to $T$ and $C'$ was extended to $C$, the in-degree of $v$ increased by one, and $C$ lost $\leq \lceil \sqrt{\omega} \rceil$ edges from $v^\sigma$ compared to $C'$. Therefore, $C$ contains all but at most $\frac{1}{\sqrt{\omega}} \deg^+(w) + \lceil \sqrt{\omega} \rceil \deg^-(w)$ edges from each fiber $w^\sigma$ in $T^\sigma$. Finally, $E(C) \cap E(\ell^\sigma)$ is a path, as is $E(v^\sigma) \cap E(C)$, since $E(v^\sigma) \cap E(C')$ was obtained from the path $E(v^\sigma) \cap E(C')$ by removing a subpath containing an endpoint. Therefore, the induction hypothesis holds for $T$ and $C$, and the proof is complete. 
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