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Abstract—The adversarial robustness of a neural network mainly relies on two factors: model capacity and antiperturbation ability. In this article, we study the antiperturbation ability of the network from the feature maps of convolutional layers. Our theoretical analysis discovers that larger convolutional feature maps before average pooling can contribute to better resistance to perturbations, but the conclusion is not true for max pooling. It brings new inspiration to the design of robust neural networks and urges us to apply these findings to improve existing architectures. The proposed modifications are very simple and only require upsampling the inputs or slightly modifying the stride configurations of downsampling operators. We verify our approaches on several benchmark neural network architectures, including AlexNet, VGG, RestNet18, and PreActResNet18. Nontrivial improvements in terms of both natural accuracy and adversarial robustness can be achieved under various attack and defense mechanisms. The code is available at https://github.com/MTandHJ/rcm.
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I. INTRODUCTION

A LTHOUGH deep neural networks (DNNs) have achieved compelling performance on many challenging learning tasks [1], [2], some works [3], [4] found that they are vulnerable to artificially crafted adversarial perturbations. Imposing human-imperceptible perturbations on clean samples could deceive networks and cause incorrect classification. As a result, the vulnerability of DNNs impedes their deployment, especially in security-critical applications.

In order to evaluate the robustness of networks, a series of attack methods [3], [5], [6], [7], [8] has been developed. There is a consensus among them that standardly trained DNNs have little robustness against human-imperceptible perturbations. To alleviate this problem, numerous defense methods [9], [10], [11], [12], [13] have been proposed to improve the robustness of DNNs. In particular, adversarial training [6], [14] enjoys superior performance by enforcing DNNs to correctly classify not only clean samples (for natural accuracy), but also their artificially perturbed counterparts (for adversarial robustness).

We argue that the robustness of a neural network mainly relies on two factors: one is the model capacity to achieve high natural accuracy, and the other is its antiperturbation ability to make consistent predictions about perturbed counterparts. Usually larger neural networks tend to have better model capacity [15], which is why most robust results are based on large network architectures [6], [16], [17]. However, a larger network does not necessarily mean a better antiperturbation ability. On the contrary, a larger network is likely to have a larger Lipschitz constant (in which case, it is sensitive to the imperceptible perturbations), which in turn leads to lower resistance to perturbations [17], [18]. Noticeably, a peculiar phenomenon often observed in adversarial robustness literature is that when the natural accuracy of a model increases, the corresponding robustness decreases, which also indicates that the antiperturbation ability of the network is not consistent with its model capacity.

As an essential component of most convolutional neural networks (CNNs), the convolutional part has a key impact on the final performance. Typically, this part maps an image into convolutional feature maps and then a pooling operator (e.g., average or max pooling) is used to connect them to the subsequent classifier. This article aims to analyze the antiperturbation ability of CNNs from the perspective of convolutional feature maps. Our theoretical analysis reveals that average pooling in conjunction with larger convolutional

Fig. 1. Natural accuracy (%) and adversarial robustness (%) on CIFAR-10. Different defense mechanisms are applied to the baseline and improved ResNet18.
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feature maps helps to increase antiperturbation ability, but the conclusion is not true for max pooling.

Based on these theoretical understandings, we present two simple but effective ways to improve existing CNNs. The first straightforward approach is to upsample the input such that subsequent feature maps are scaled up. The other is to modify sliding stride configurations of downsampling operators. Both are orthogonal to existing defense mechanisms, from the simplest AT [6] and TRADES [14] to the state-of-the-art adversarial weight perturbation (AWP) [19] and DAJAT [20]. With the proposed modifications, we achieve impressive robustness improvements for benchmark CNNs such as AlexNet [21], VGG16 [22], RestNet18 [23], and PreActResNet18 [24]. In addition, our further attempts at the Transformer architecture [25] show that the approach is fairly effective and generalizable. Moreover, in addition to adversarial robustness, we also observe a surprising enhancement of natural accuracy on the modified networks. It indicates that the proposed methods not only help to strengthen the antiperturbation ability of neural networks, but can also boost the model capacity. We believe that the study of this article will lead to a new perspective to understand the adversarial robustness of neural networks.

Our major contributions can be summarized as follows.

1) We theoretically reveal that the antiperturbation ability of neural networks is closely related to the feature maps of convolutional layers. Properly enlarging the dimensions of convolutional features before average pooling can improve robustness, whereas the opposite holds true for max pooling.

2) Two effective ways with slight modifications on convolutional layers are presented to improve existing CNNs. We carefully compare the resulting model capacity, antiperturbation ability, and computational efficiency. Significant improvements are observed in terms of both robustness and natural accuracy (see Fig. 1).

3) Previous studies usually improve adversarial robustness at the cost of natural accuracy. It is because the architectures they rely on have less consideration concerning the antiperturbation ability. The research expands the understanding of antiperturbation ability and brings in new insights for developing robust neural networks.

II. RELATED WORKS

In this section, we briefly review the related works on adversarial robustness. Table I presents an overview of defense methods.

### A. Robust Learning Strategies

Numerous robust learning algorithms have been developed from different perspectives to help neural networks achieve robust feature representations. For example, Cohen et al. [30] and Salman et al. [31] have studied the randomized smoothing technique that can transform any base classifier into a new smoothed classifier with certifiable robustness. Pang et al. [40] exploited a Max-Mahalanobis center loss to force the model to learn compact features. Adversarial training [6] is the most successful robust learning technique, which aims to dynamically fit the underlying distribution of adversarial samples by a min-max optimization objective. Specifically, TRADES [14] and MART [26] contribute to a good tradeoff between natural accuracy and adversarial robustness. FAT [27] minimizes a loss over friendly adversarial samples, thereby enjoying superior natural accuracy. AIB [13] and InfoAT [11] improve adversarial training through the lens of information bottleneck. Nevertheless, adversarial training is known to suffer from over-fitting [41]. Therefore, an early-stopping learning schedule [16], [28] is needed. In addition, some practical techniques such as AWP [19] and weight averaging [16] can help circumvent the local optima.

With the development of robust feature learning methods, the progress that can be made becomes more and more limited. Some works turn to input manipulation [34], especially data augmentation [33] and data generalization [35] to account for some rare cases. However, these efforts still remain lacking in the understanding of the architecture itself.

### B. Robust Network Architectures

The robustness of a neural network mainly relies on two factors: model capacity and antiperturbation ability. Naturally, one of the promising directions is to promote antiperturbation ability by using certain large networks. Unfortunately, deeper or wider networks are likely to have larger Lipschitz constants, which leads to lower resistance to perturbations [17], [18]. As a result, for the widely-used WideResNet [42], reducing its depth and width at the last stage in turn increases adversarial robustness [18].

As such, antiperturbation ability is of particular value for adversarial robustness. Recently, Dai et al. [36] have studied the learnable parametric activation functions and the developed parametric shifted sigmoidal linear unit (PSSiLU) can significantly increase robustness when extra training samples are available. Shao et al. [37] have shown that vanilla vision transformers (ViTs) [25] can learn more generalizable features and thus has superior robustness against adversarial perturbations. Peng et al. [39] developed an “optimal” architecture by exhaustive searching over different modules, which achieves the state-of-the-art performance.

Although the aforementioned studies have made impressive robustness improvements in exploring network architectures, the research on designing robust network architectures is far from enough. These modifications still lack theoretical guarantees of effectiveness and are therefore difficult to apply across different scenarios. Different from the perspective of existing studies, this article investigates the antiperturbation ability of neural networks through convolutional feature maps.

| Adversarial training: | [6], [11], [13], [14], [16], [26]–[29] |
|-----------------------|----------------------------------|
| Certified robustness: | [30]–[32]                        |
| Input manipulation:   | [33]–[35]                        |
| Architectural design: | [17], [18], [36]–[39]            |

**Table I**

**Overview of Related Works**

---
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The proposed simple modifications can be used to improve most of well-established architectures. We anticipate that this work will encourage further efforts to understand and develop robust architectures.

III. ANTIPERTURBATION ABILITY OF
CONVOLUTIONAL FEATURE MAPS

In this section, we study the antiperturbation ability of the convolutional feature maps after pooling. Before delving into the theoretical analysis, we first reveal the vital role of antiperturbation ability for robustness.

A. Preliminaries

A neural network \( f(\cdot) \) is robust around a clean sample \( x \) with the label \( y \), if the following two conditions are satisfied. First, it recognizes the sample correctly, i.e.,

\[
    f(x) = y. \tag{1}
\]

Second, it predicts its perturbed counterparts consistently within a given perturbation budget \( \epsilon \), i.e.,

\[
    f(x + \delta) = f(x), \quad \forall \|\delta\|_\infty \leq \epsilon. \tag{2}
\]

For the entire dataset, the proportion of correctly identified clean samples is exactly the natural accuracy, which reflects the model capacity of the neural network, while the proportion of consistently classified perturbed samples empirically reflects the antiperturbation ability.

Normally, the antiperturbation ability can be estimated by the following formula:

\[
    \|f(x) - f(x')\|_\infty \leq L\|x - x'\|_\infty \tag{3}
\]

where \( L \) is a Lipschitz constant. A small value indicates the high antiperturbation ability of the network.

Remark 1: The adversarial robustness of a network is actually determined by its model capacity equation (1) and antiperturbation ability equation (2). Larger neural networks usually possess better model capacity, which consequently raises the upper limit of robustness. However, as pointed out by recent studies [17, 18], large neural networks may suffer from a degradation in perturbation resistance due to potentially large Lipschitz constants.

In Section III-B, we mainly focus on the antiperturbation ability of the network from the perspective of the convolutional feature maps.

B. Connection Between Antiperturbation Ability and
Convolutional Feature Maps

A typical deep convolutional network \( f(\cdot) \) for classification can be depicted as

\[
    f(x) = h \circ P \circ g(x). \tag{4}
\]

The convolutional encoder \( g \) maps the image \( x \) into the feature maps \( g(x) \in \mathbb{R}^{C \times H \times W} \). Here, \( C \) is the number of channels and the sizes \( H \) and \( W \), respectively, denote the height and width. Then, the classifier \( h \) predicts the category of the image based on the pooled features, where the pooling operator \( P \) bridges the two in a channelwise manner. To achieve high classification accuracy, the pooled features should be discriminative, which is the main concern of the convolutional encoder. In other words, the antiperturbation ability of \( P \circ g \) largely determines the robustness of the entire model. Next, we will study the property of the encoder in detail.

Let \( \delta \) denote the random noise added to the image \( x \) and

\[
    \Delta = g(x + \delta) - g(x) \in \mathbb{R}^{C \times H \times W}
\]

be the difference between the perturbed and the clean ones. The pooled features can be given by

\[
    P(\Delta) = P \circ g(x + \delta) - P \circ g(x) \in \mathbb{R}^{C}.
\]

For the convenience of discussion, we assume that the number of channels \( C = 1 \); however, the conclusions in the following can be extended to the general case since both average and max pooling here are channelwise operations.

Let \( \gamma \) denote the threshold of interest. The following inequality measures the antiperturbation ability of \( P \circ g \) from a probabilistic point of view:

\[
    \mathbb{P}(|P(\Delta)| \geq \gamma) \leq p \tag{5}
\]

where \( 0 \leq p \leq 1 \) is a probability that signifies the risk of the magnitude \(|P(\Delta)|\) exceeding the threshold \( \gamma \). For a given \( P \) and a perturbation \( \delta \) from a certain distribution, the smaller the \( \gamma \) is, the better the antiperturbation stability is. The following proposition formally gives two sufficient conditions for (4) to hold, one based on average pooling and the other based on max pooling.

Proposition 1: For any sample \( x \), let \( g(x) \in \mathbb{R}^{H \times W} \) denote the corresponding convolutional feature map. Assume that the random perturbation \( \delta \) follows a probability distribution \( \mathcal{D} \) such that the elements of \( \Delta(\delta) = g(x + \delta) - g(x) \) are independent of each other and \( \mathbb{E}_\delta[|\Delta_{ij}(\delta)|] = 0 \) for all \( 1 \leq i \leq H, 1 \leq j \leq W \). Let

\[
    a = \min_{i,j} \Delta_{ij}(\delta), \quad b = \max_{i,j} \Delta_{ij}(\delta).
\]

Then, (4) holds true when \( P \) is average pooling and

\[
    2 \exp \left( -\frac{2HW\gamma^2}{(b-a)^2} \right) \leq p \tag{6}
\]

or when \( P \) is max pooling and

\[
    \frac{(b-a)\log \sqrt{2HW}}{\gamma} \leq p. \tag{7}
\]

Proof: First, notice that \( \mathbb{P}(\Delta) = (1/HW) \sum_{i,j=1}^{H,W} \Delta_{ij} \) if the average pooling is applied. Applying the Hoeffding’s inequality [43] on the interval \([a/HW], (b/HW)\), we have

\[
    \mathbb{P}(|\Delta| \geq \gamma) \leq 2 \exp \left( -\frac{2HW\gamma^2}{(b-a)^2} \right).
\]

Therefore, (4) holds if

\[
    2 \exp \left( -\frac{2HW\gamma^2}{(b-a)^2} \right) \leq p
\]

which comes to our first conclusion equation (5).
Then, it follows from the Jensen’s inequality \[44\] and (7) that:

\[
\exp \left( \lambda \mathbb{E}_i [\max_{i,j} |\Delta_{i,j}|] \right) \\
\leq \mathbb{E}_i [\exp(\lambda \max_{i,j} |\Delta_{i,j}|)] \\
\leq \sum_{i,j=1}^{HW} (\mathbb{E}_i [\exp(\lambda \Delta_{i,j})] + \mathbb{E}_i [\exp(-\lambda \Delta_{i,j})]) \\
\leq 2HW \exp(\lambda^2 (b-a)^2/8).
\]

Taking logarithm on both sides yields

\[
\mathbb{E}_i [\max_{i,j} |\Delta_{i,j}|] \leq \frac{\log 2HW}{\lambda} + \frac{\lambda(b-a)^2}{8}.
\]

Setting \( \lambda = (8 \log 2HW/(b-a)^2)^{1/2} \) gives

\[
\mathbb{E}_i [\max_{i,j} |\Delta_{i,j}|] \leq \sqrt{(b-a)^2 \log 2HW}/2.
\]

Using the Markov’s inequality \[43\] and the above estimation, we have

\[
\mathbb{P}(|\mathcal{P}(\Delta)| \geq \gamma) \leq \mathbb{E}_i [\max_{i,j} |\Delta_{i,j}|] / \gamma \\
\leq \frac{(b-a) \sqrt{\log 2HW}}{\gamma}.
\]

Therefore, (4) holds if

\[
\frac{(b-a) \sqrt{\log 2HW}}{\gamma} \leq p
\]

which comes to our second conclusion equation (6). \(\square\)

Remark 2: Proposition 1 implies that, in the context of average pooling, as the feature sizes \(H\) and \(W\) increase—indicating better model capacity—a more stringent threshold \(\gamma\) is needed for (5) to hold. This tighter threshold signifies enhanced antiperturbation ability. Therefore, enlarging feature sizes before applying average pooling may concurrently boost both model capacity and antiperturbation ability, thereby leading to improved adversarial robustness.

In contrast, max pooling presents a tradeoff: larger feature maps (indicative of better model capacity) require a larger \(\gamma\) (indicating worse antiperturbation ability) to meet (6). Conversely, opting for a smaller size allows for tighter thresholds but often results in diminished model capacity. Note that adversarial robustness depends on the combined influence of model capacity and antiperturbation ability. However, this intrinsic tradeoff complicates the determination of an optimal feature size for maximum pooling.

Fig. 2. \(\ell_\infty\) norm of input perturbations from \([\ell_\infty(0.1, 0.1)]\) and the resulting disturbances at each layer. A randomly initialized CNN followed by average pooling (left). A randomly initialized CNN followed by max pooling (right).

Remark 3: It should be noticed that increasing feature map sizes before average pooling cannot always guarantee better antiperturbation ability because the term \((b-a)\) is also positively related to \(HW\). Too large sizes may result in a smaller \((HW/(b-a)^2))\). In this case, the condition (5) holds only for some meaninglessly large thresholds. Nonetheless, as can be seen from the experiments in Section V, the designs of most neural networks are far from optimal.

Remark 4: There are two assumptions regarding \(\Delta\) in Proposition 1. One is the zero-mean assumption, which can be satisfied in some cases, such as when the condition \(\mathbb{E}[\delta] = 0\) holds and the encoder \(g\) is linear. The other is about the independence between the feature map entries. This is a somewhat strict requirement not easy to meet in practice. However, our experiments show that the proposed modifications are still effective even if the network does not satisfy these assumptions.

In what follows, we will take the average pooling operator as the first option. It is worth mentioning that the average pooling here refers specifically to the operator bridging the convolutional encoder and classifier. For networks that adopt other operations for this goal, we can replace it with average pooling for better robustness.

The toy example illustrated in Fig. 2 empirically verifies our findings (see Section V-C for design details). The disturbance after average pooling is small and becomes further smaller as the feature size increases. On the contrary, once max pooling is applied, the output disturbance gets larger with the increase of feature size.

IV. FEASIBLE WAYS TO ENLARGE FEATURE MAPS

In this section, we present two feasible ways to enlarge convolutional feature maps: upsampling inputs versus shrinking sliding strides. For most existing CNNs, they are easy-to-use and plug-and-play; however, applying them correctly and effectively needs more investigation.

A. Upsampling Inputs

A straightforward way is to upsample the input such that the subsequent feature maps are also scaled up. Classical interpolators and learnable upsampling methods can be used here. Specifically, nearest and bilinear interpolations are
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Fig. 3. (a) Upsampling the input using nearest interpolation with different scales. (b) Illustration of feature redundancy caused by unsampling.

considered here, and Fig. 3(a) illustrates a case of nearest interpolation, where the input is upsamled by repeating the
nearest point. In addition, deconvolution [45], which is a
fractionally-strided convolution with learnable filters, will also
be compared in this article.

Upsampling inputs may generate redundant feature entries
so that only very local structures are convolved in the early
stages. A toy example shown in Fig. 3 can demonstrate this
phenomenon. For an input \( x \in \mathbb{R}^2 \), when we enlarge it by
a factor of 3 and then apply a 2-D filter, we will obtain
an output feature vector \( v = (v_1, v_2, \ldots, v_5) \). In this case,
\( v_1 = v_2 \) and \( v_4 = v_5 \) always hold true no matter what value
the input takes. It means that although the output appears
to be the length of 5, two of them are actually redundant.
A similar problem exists implicitly in other upsampling
methods, which prevents global information from being timely
captured by the model. Admittedly, this redundancy issue may
not reduce the final performance, but it raises concerns about
efficiency. The experiments in Section V-B will compare in
detail the modifications introduced here and next.

B. Shrinking Sliding Strides

Let us take a closer look at the convolution operation. Convolving the filter \( w \in \mathbb{R}^{k \times k} \) across an input \( X \in \mathbb{R}^{m \times n} \)
in a cross-correlation fashion [46] can be defined as

\[
[X \star w]_{ij} = \sum_{m=1}^{k} \sum_{n=1}^{k} w_{mn} X_{i+m-1,j+n-1}.
\]

The convolution performed in practice sometimes skips some
positions for the purpose of downsampling. Sampling every
\( s \) positions in each direction yields the following convolution operation:

\[
[X \star w]_{ij} = \sum_{m=1}^{k} \sum_{n=1}^{k} w_{mn} X_{(i-1)s+m,(j-1)s+n}
\]

which acts as a downsampling if the sliding stride of \( s \) is
greater than 1. Now the corresponding output feature map sizes
\( H \) and \( W \) are determined by

\[
H = \left\lfloor \frac{H + 2p - k}{s} \right\rfloor + 1
\]

\[
W = \left\lfloor \frac{W + 2p - k}{s} \right\rfloor + 1
\]

(8)

where \( p \) is the padding that allows the input to be
downsampled exactly to \( 1/s \).

It can be seen from (8) that shrinking the sliding stride \( s \)
e.g., from 2 to 1) leads to larger (e.g., \( 2\times \)) convolutional
feature maps, producing an effect similar to upsampling the
input. In addition, this operation will not cause the feature
redundancy issue mentioned earlier.

We take ResNet as an example to illustrate how to modify
the stride configurations. As shown in Fig. 4, the convolutional
part of ResNet consists of four intermediate stages, each of
which contains several convolutional layers. The sliding stride
configuration of the conventional ResNet is 1–2–2–2. If it
takes as input a 32 \( \times 32 \) image, it would output 4 \( \times 4 \) feature
maps. By changing this baseline configuration to 1–1–2–2,
all feature maps after the second stage will be enlarged by a
factor of 2, resulting in the final larger sizes (i.e., 8 \( \times 8 \) feature
maps for a 32 \( \times 32 \) input) before average pooling. In addition,
although the 1–1–2–2 and 1–2–1–2 stride configurations
can lead to the same feature map sizes, the configuration
of 1–1–2–2 is still preferred for low-resolution datasets as
it contributes to better model capacity (see Section V-B).

However, in the case of high resolution, the opposite may
occur due to the slower perceptual field growth in the former
(see Appendix C).

It is worth mentioning that not all CNNs employ
convolution for downsampling. Some classical architectures
such as AlexNet and VGG resort to max pooling that slides
in the same manner as introduced above. Needless to say, they
can also be improved in the same way.
Remark 5: WideResNet [42] has three stages with a stride configuration of 1–2–2 and can be seen as a wider version of the modified ResNet18 with the 1–1–2–2 stride configuration. In this sense, WideResNet’s stride configuration is already optimal. To further improve this network architecture, the strategy presented in [18] would be a feasible way.

V. EXPERIMENTS

In this section, we comprehensively investigate the effectiveness of the proposed modifications. First, we carefully compare the two feasible ways in Section V-B, upsampling inputs versus shrinking sliding strides. More empirical analysis regarding the suggestions from Proposition 1 is left in Section V-C. Then, we extend the improvements to more classical neural network architectures, which are presented in Section V-D. Section V-E further demonstrates that the proposed modifications are orthogonal to defense mechanisms and datasets. Finally, gradient obfuscation concerns [47] will be discussed in Section V-F.

A. Experimental Setup

In this section, we introduce the datasets, baseline defenses, evaluation metrics, attacks, and architectures.

Datasets: The widely-used CIFAR-10 and CIFAR-100 datasets [48] are considered for robustness evaluation. They contain 60000 $32 \times 32$ real-world images in 10 and 100 classes, respectively. In addition, CIFAR-10-C [49], consisting of 19 different types of semantically invariant corruptions (e.g., blur and noise), will be used to measure the resistance against common corruptions. Since there is no requirement for hyperparameter tuning, the validation set will not be specially prepared.

Baseline Defenses: We implement the baselines including AT [6], ALP [50], TRADES [14], MART [26], FAT [27], AWP [19], and DAJAT [20], identically following the settings suggested in the original articles. All adversarial samples required during training are crafted on the fly by projected gradient descent (PGD)-10 within the perturbation budget of $\epsilon = 8/255$ (in $\ell_{\infty}$ norm). In particular, we apply an early-stopping learning schedule [28] to AT, ALP, and TRADES, namely, the stochastic gradient descent (SGD) optimizer with an initialized learning rate of 0.1 which is decayed by a factor of 10 at 100 and 105 epochs.

Evaluation Metrics: The model capacity and antiperturbation ability are the main concerns in this article, but they are difficult to analyze quantitatively. Thus, we use the following metrics to estimate them.

1) Natural accuracy is the proportion of clean samples that are correctly classified. In general, a neural network with superior model capacity can fit the data distribution better and thus enjoy higher natural accuracy [15].

2) Consistent accuracy is the proportion of clean samples whose classification results remain unchanged after perturbation. It measures the resistance to perturbation, i.e., antiperturbation ability.

3) Adversarial robustness measures the intersection of the two, which is the proportion of clean samples that are correctly and consistently classified within the given perturbation budget.

Attacks: On the one hand, the exact adversarial robustness must be calculated by exhausting all possible perturbations, which is computationally prohibitive. On the other hand, a specific attack may overestimate the robustness. Hence, to reliably evaluate the adversarial robustness, several benchmark attacks including FGSM [3], PGD [6], DeepFool [5], and AutoAttack [8] are employed. In particular, AutoAttack is one of the most elaborate and widely used evaluation metrics, allowing for a reliable estimation of adversarial robustness. Except that AutoAttack is due to the source code from [8], all other implementations are provided by FoolBox [51]. The major settings of these attacks are listed in Table II, wherein step size denotes the relative step size of PGD and the overshoot of DeepFool, respectively.

Architectures: Besides the widely-used ResNet18 [23], we also try to explore appropriate stride configurations for other CNNs including AlexNet [21], VGG [22], and PreActResNet18 [24] (see the Appendix for architectural details). In the following, we use a form similar to $s_1$–$s_2$–$s_3$–$s_4$ to represent different sliding stride configurations.

B. Upsampling Inputs Versus Shrinking Sliding Strides

We first compare the effectiveness of the two proposed modifications in terms of model capacity and antiperturbation ability. And the last part concerning computational efficiency will justify why shrinking sliding strides is preferable to upsampling inputs. For upsampling, we also consider a learnable method called deconvolution [45], which is a fractionally-strided convolution with learnable filters. TRADES is adopted as the representative of adversarial training because it rarely kills the training in the first iterations. In addition, unless otherwise stated, the robustness reported hereinafter is empirically evaluated by PGD-20.

Model Capacity: As can be seen in Fig. 5, both modifications show similar results: the natural accuracy of the modified ResNet18 is always better than the baseline, either by standard training or adversarial training. Since natural accuracy is largely determined by model capacity, it suggests that enlarging convolutional feature maps helps to promote model capacity.

However, this conclusion is true for scale factors up to 2. Further increasing feature map sizes (marked in red) will lead to a decrease in performance. There are two possible reasons for this phenomenon: 1) when the factor is large enough, the resulting neurons become redundant and 2) excessive shrinkage of downsampling operators slows down the growth of the receptive field, which in turn deteriorates the learning ability of the network. As shown in Fig. 6, ResNet18 with a 1–1–1–2 stride configuration cannot capture global information until the 16th layer.

### Table II

| Basic Setup for Adversarial Attacks in $\ell_{\infty}$ Norm |
|----------------------------------------------------------|
| FGSM | PGD | PGD | PGD | DeepFool | AutoAttack |
| Number of iterations | - | 10 | 20 | 50 | 50 |
| Step size | - | 0.25 | 0.25 | 0.035333 | 0.02 | - |
Fig. 5. Natural accuracy (%) comparisons of ResNet18 and its modified versions on CIFAR-10. (a) Upsampling using bilinear and nearest interpolation, or learnable deconvolution under different scales. (b) Shrinking sliding strides using various configurations.

Fig. 6. Receptive field of ResNet18 with various stride configurations. The horizontal dashed line therein indicates the image size of 32.

Table III presents the performance across various modified RestNet versions, among which the best results are achieved in the case of enlarging convolutional feature maps by a factor of 2. Note that the 1–2–2–1 and 1–2–1–2 stride configurations are not as effective as the 1–1–2–2 configuration because the latter, with the low-resolution dataset, contributes better to model capacity (see Appendix C for a discussion concerning the high-resolution case).

Although a further increase in size hurts the performance slightly, this degradation in consistency accuracy is much more acceptable than that in natural accuracy. As can be seen from Fig. 5(b), ResNet18 with the 1–1–1–2 stride configuration performs comparably to the baseline (marked in black) on natural accuracy. If the consistent accuracy benefits primarily from the model capacity, a similar conclusion should be drawn from Table III. However, ResNet18 with the 1–1–1–2 stride configuration significantly surpasses the baseline, even on par with the optimal configuration of 1–1–2–2. Hence, we can infer that the consistent accuracy improvements benefit from the enhanced antiperturbation ability. It is worth noting that upsampling does not have similar properties, especially when high perturbation budgets are considered. This corroborates what was discussed in Section IV-A, where upsampling may lead to feature redundancy and thus weakens the learning ability of the model.

Computational Efficiency: Fig. 7 shows the comparison of the floating point operations (Flops) and the total memory required for the two modifications. Upsampling inputs consume more theoretical Flops and memory on meaningless redundant elements. Notably, this computational gap will widen further in practice, especially in adversarial training scenarios. Hence, shrinking sliding strides is preferable. In addition, some acceleration methods (e.g., FastAT [10]) can also be applied to the improved architectures for acceptable training costs.

According to the above three groups of experiments, we can conclude that: 1) properly enlarging features are capable of improving model capacity and antiperturbation ability and 2) shrinking sliding strides is more effective than upsampling inputs.

C. Average Pooling Versus Max Pooling

Proposition 1 suggests that average pooling is a superior choice to max pooling. Here, we compare them on random noise and real-world data for a complete understanding.
Fig. 8. $\ell_\infty$ norm of input perturbations from $\mathcal{U}(-0.1, 0.1)$ and the resulting changes at each layer. Different initialization methods, including Normal, Uniform, Xavier Normal, and Xavier Uniform [52], are used to eliminate the effect of randomness. A randomly initialized CNN followed by average pooling (top). A randomly initialized CNN followed by max pooling (bottom).

**TABLE IV**

| Configuration | Pooling Type | Natural | PGD-20 |
|---------------|--------------|---------|--------|
| 2-2-2-2       | Average      | 78.53   | 49.05  |
| 2-2-2-2       | Max          | 79.36   | 47.30  |
| ResNet18 (1-2-2-2) | Average | 82.56   | 53.50  |
| ResNet18 (1-2-2-2) | Max       | 81.49   | 53.29  |
| 1-1-1-2       | Average      | 84.13   | 55.37  |
| 1-1-1-2       | Max          | 81.12   | 52.87  |

**Random Noise:** A randomly initialized CNN, which contains four convolutional layers (with 3, 16, 32, and 64 channels, respectively) followed by average pooling or max pooling, is considered here. It takes a zero-valued image as input; in the absence of perturbations, the subsequent feature maps should be zero-valued as well. As such, the norm of the changes resulting from the input perturbations indicates the antiperturbation ability: the lower the better. For a fair comparison, each subplot in Fig. 8 is drawn based on the same 1000 uniform random noises. Although some assumptions in Proposition 1 cannot be strictly satisfied, the observed phenomenon is still consistent with our analysis in Section III-B: 1) the resulting changes after average pooling are fairly small and become smaller as the feature size increases and 2) conversely, max pooling has little effect on mitigating changes regardless of the weight initialization method.

**Real-World Data:** Table IV presents the natural accuracy and adversarial robustness evaluated on real-world data, CIFAR-10. For the baseline and 2–2–2–2 stride configurations, max pooling and average pooling can be used interchangeably. However, as the size increases, the performance of max pooling decreases significantly. It corroborates that smaller feature map sizes are more suitable for max pooling. It is worth noting that for different reasons, max pooling performs poorly with the 2–2–2–2 and 1–1–1–2 stride configurations. The former is due to the lack of model capacity, while the latter is mainly caused by the mismatch between max pooling and large feature map sizes. Furthermore, Fig. 9 illustrates the t-distributed stochastic neighbor embedding (t-SNE) visualization of feature representations across different stride configurations. It can be seen that larger feature map sizes lead to slightly better separability, especially for adversarial samples.

From the above comparisons, we can conclude that average pooling is preferable to max pooling because it promotes antiperturbation ability theoretically and experimentally.

**D. Improvements on Various Neural Network Architectures**

**Classical CNNs:** We extend the sliding stride modification to more classical CNNs. Table V shows that properly modifying the stride configuration can contribute to the performance of various network architectures. Note that even though AlexNet and VGG16 employ max pooling by default, they still enjoy consistent accuracy and robustness gains from the modified configuration. In addition, the performance...
TABLE V
NATURAL ACCURACY (%) AND ADVERSARIAL ROBUSTNESS (%) UNDER PGD-20 ATTACK OF VARIOUS NEURAL NETWORK ARCHITECTURES ON CIFAR-10. THE UNDERLINE INDICATES THE MODIFIED CONFIGURATION

| Configuration | Natural | PGD-20 |
|---------------|---------|--------|
| AlexNet       | 2-2-2-2 | 70.56  | 36.57  |
|               | 1-2-2-2 | 77.34  | 41.97  |
| VGG16         | 2-2-2-2 | 79.61  | 43.28  |
|               | 1-2-2-2 | 84.47  | 48.61  |
| ResNet18      | 1-2-2-2 | 82.56  | 53.50  |
|               | 1-1-2-2 | 84.13  | 55.37  |
| PreActResNet18| 1-2-2-2 | 82.58  | 53.05  |
|               | 1-1-2-2 | 83.92  | 54.64  |

TABLE VI
NATURAL ACCURACY (%) AND ADVERSARIAL ROBUSTNESS (%) UNDER PGD-20 ATTACK OF ViT-TINY ON CIFAR-10

| Pooling Type | Natural | PGD-20 |
|--------------|---------|--------|
| ViT-tiny     | Average | 66.97  | 34.15  |
|              | Max     | 65.58  | 33.03  |
| Half patch size | Average | 72.69  | 36.12  |
|              | Max     | 68.40  | 31.95  |
| Nearest (2×) | Average | 73.16  | 37.45  |
|              | Max     | 69.06  | 34.03  |

![Fig. 10. Statistical significance of natural accuracy (%) and adversarial robustness (%) under AutoAttack. A paired t-test over five independent experiments is performed for each defense mechanism. Underline indicates the improved ResNet18.](image)

E. Combined With Various Defensive Methods

In this section, we demonstrate that the proposed modifications are orthogonal to most of the defense mechanisms and could help achieve further robustness improvements. We take ResNet18 as the backbone network architecture, with the default 1–2–2–2 stride configuration. The modified architecture adopts the 1–1–2–2 stride configuration, thus enlarging the convolutional feature maps by a factor of 2.

CIFAR-10/100 Performance: Table VII reports the natural accuracy and adversarial robustness on CIFAR-10 and CIFAR-100. According to the overall comparisons, we have the following key observations.

1) Most of the defense methods, from the simplest AT and ALP to the somewhat complex AWP and DAJAT, enjoy impressive improvements in both natural accuracy and adversarial robustness. In view of the fact that there is no hyperparameter tuning for the modified ResNet18, the proposed modifications undoubtedly contribute to performance.

2) The poor performance of FAT is due to the well-known over-fitting problem [41]. Enlarging convolutional feature maps enhances the model capacity, which further exacerbates this situation. As a result, FAT trained by the official setting fails to achieve optimal performance. Stopping the training process early makes the modifications work again (see the results of FAT†).

More interesting findings can be observed if we take a closer look at the results evaluated by the most aggressive attack, AutoAttack.

1) AT-AWP is an advanced version of AT, and the tricks therein result in a 0.80% increase in adversarial robustness on CIFAR-10 but a 1.83% decrease in natural accuracy. This is an unsatisfactory tradeoff encountered by most defense mechanisms. In contrast, the modified ResNet18 can bring consistent improvements in both natural accuracy (2.02% for AT) and adversarial robustness (1.11% for AT). This is due to the rationality of the proposed modifications, which can simultaneously enhance the model capacity and antiperturbation ability.

2) The state-of-the-art defense mechanisms can also benefit from the modifications. For example, TRADES-AWP achieves a robustness gain of 1.66% on CIFAR-10, and AT-AWP achieves a gain of 1.17% on CIFAR-100. It suggests that improving existing neural networks is a promising direction for significant and consistent robustness gains.

Statistical Significance: To verify the statistical significance, we perform the t-test using the results of five independent runs for each baseline defensive method on CIFAR-10. As can be seen from Fig. 10, except the adversarial robustness of FAT†, the improvements on all baselines are statistically significant under p-value < 5%.
TABLE VII
NATURAL ACCURACY (%) AND ROBUSTNESS (%) UNDER VARIOUS ATTACKS WITHIN THE PERTURBATION BUDGET \( \epsilon = 8/255 \).
†: APPLYING THE LEARNING SCHEDULE [28] FOR EARLY STOPPING. ‡: THE BEST RESULT ON THE CHECKPOINT EVALUATED BY PGD-10. UNDERLINE INDICATES THE MODIFIED ResNet18

| Attack | AT\(^{\dagger}\) [6] | ATL\(^{\dagger}\) [50] | TRADES\(^{\dagger}\) [14] | MART [26] | PAT [27] | FAT\(^{\dagger}\) [27] | AT-8WP [19] | TRADES-AWP [19] | DAIJ [30] |
|---|---|---|---|---|---|---|---|---|---|
| Natural | 64.15 | 86.17 | 58.85 | 60.70 | 52.80 | 53.24 | 52.50 | 53.18 | 54.32 | 55.90 |
| FGSM | 64.15 | 86.17 | 58.85 | 60.70 | 52.80 | 53.24 | 52.50 | 53.18 | 54.32 | 55.90 |
| PGD-20 | 64.15 | 86.17 | 58.85 | 60.70 | 52.80 | 53.24 | 52.50 | 53.18 | 54.32 | 55.90 |
| PGD-50 | 64.15 | 86.17 | 58.85 | 60.70 | 52.80 | 53.24 | 52.50 | 53.18 | 54.32 | 55.90 |
| DeepFool | 64.15 | 86.17 | 58.85 | 60.70 | 52.80 | 53.24 | 52.50 | 53.18 | 54.32 | 55.90 |
| AutoAttack | 64.15 | 86.17 | 58.85 | 60.70 | 52.80 | 53.24 | 52.50 | 53.18 | 54.32 | 55.90 |

CIFAR-100

| Attack | AT\(^{\dagger}\) [6] | ATL\(^{\dagger}\) [50] | TRADES\(^{\dagger}\) [14] | MART [26] | PAT [27] | FAT\(^{\dagger}\) [27] | AT-8WP [19] | TRADES-AWP [19] | DAIJ [30] |
|---|---|---|---|---|---|---|---|---|---|
| Natural | 59.16 | 62.59 | 32.95 | 35.30 | 28.88 | 31.15 | 28.87 | 31.05 | 28.32 | 30.24 |
| FGSM | 59.16 | 62.59 | 32.95 | 35.30 | 28.88 | 31.15 | 28.87 | 31.05 | 28.32 | 30.24 |
| PGD-20 | 59.16 | 62.59 | 32.95 | 35.30 | 28.88 | 31.15 | 28.87 | 31.05 | 28.32 | 30.24 |
| PGD-50 | 59.16 | 62.59 | 32.95 | 35.30 | 28.88 | 31.15 | 28.87 | 31.05 | 28.32 | 30.24 |
| DeepFool | 59.16 | 62.59 | 32.95 | 35.30 | 28.88 | 31.15 | 28.87 | 31.05 | 28.32 | 30.24 |
| AutoAttack | 59.16 | 62.59 | 32.95 | 35.30 | 28.88 | 31.15 | 28.87 | 31.05 | 28.32 | 30.24 |

CIFAR-10-C: We further use the CIFAR-10-C dataset [49] to evaluate the general robustness against common corruptions. It can be observed from Fig. 11 that due to the larger feature maps, the proposed modification also improves the resistance to unseen semantically invariant corruptions.

**F. Gradient Obfuscation Concerns**

Layer transformation may raise concerns about gradient obfuscation [47]. We show that this problem does not exist with the proposed modifications. It can be first verified by Fig. 12, in which the robustness of the modified ResNet18 can be successfully dropped to zero as the budget increases.

In addition, we also design an adaptive attack (named LayerAttack) to craft the perturbations such that

\[
\delta = \arg \max_{\|\Delta\|_2} \|\Delta\|_2^2 \\
\text{or} \\
\delta = \arg \max_{\|\Delta\|_2} \|\mathcal{P}(\Delta)\|_2^2.
\]

The corresponding results within the perturbation budget \( \epsilon = 8/255 \) are presented in Table VIII. Of course, using \( \|\Delta\|_2^2 \) or \( \|\mathcal{P}(\Delta)\|_2^2 \) as a regularization term for the cross-entropy loss can encourage the perturbations to deceive the model; however, we find that the optimal weight of this regularization term is close to zero, in which case it actually degrades to a normal PGD attack. This can be explained by...


| Configuration | LayerAttack-20 | LayerAttack-50 |
|---------------|----------------|----------------|
| 2-2-2-2       | 78.53          | 68.32          |
| ResNet18 (1-2-2-2) | 82.56          | 73.24          |
| 1-1-2-2       | 84.13          | 76.15          |
| 1-1-1-2       | 82.65          | 76.86          |

TABLE VIII

ADVERSARIAL ROBUSTNESS EVALUATED BY LAYERATTACK BASED ON FEATURE MAPS \( \Delta \) AND POOLED FEATURE MAPS \( P(\Delta) \)

the fact that the proposed improvements do not suffer from gradient confusion.

VI. CONCLUSION

In this work, we theoretically analyze the relationship between the convolutional features and the perturbation resistance of the network. It is discovered that averaging pooling in conjunction with large feature maps is capable of boosting antiperturbation ability, but the opposite is true for max pooling. Based on the theoretical findings, we propose two approaches to enlarge convolutional feature maps, which greatly enhance the performance of existing CNNs, even those using max pooling by default. Our research helps expand the understanding of network robustness and brings new inspiration to the design of robust deep learning models.

However, enlarging feature maps inevitably cause the degradation of the receptive field, which prevents the model from capturing global information timely. More profound work needs to be developed from the perspective of convolutional feature maps and receptive fields.

APPENDIX

A. Modified Architectures of AlexNet and VGG

We provide the architectural details of AlexNet [21] and VGG [22] in Fig. 13, where the adaptive average pooling is performed after the convolutional part.

B. Ablation Study on Filter Size

Table IX reports an ablation study on the convolutional filter size. It can be seen that the proposed modifications are efficient across different filter sizes.

C. High-Resolution Dataset

ImageNette-10\(^1\) dataset, comprising of ten classes of \(128 \times 128\) images, is used to investigate whether the proposed modifications could be extended to high-resolution datasets.

1https://github.com/fastai/imagenette

Fig. 13. Frameworks of AlexNet and VGG16. (a) AlexNet with the \(s_1–s_2–s_3–s_4\) sliding stride configuration. The quadruple notation therein represents channels, kernel size, stride, and padding, respectively. (b) VGG16 with the \(s_1–s_2–s_3–s_4–s_5\) sliding stride configuration.

From the experimental results in Tables X and XI, we have the following observations.

1) Although the 1–2–2–2 and 2–1–2–2 configurations correspond to the same feature map size, the latter is
more effective on high-resolution data. This is due to earlier downsampling. The configuration of 2–1–2–2 can thus have a better receptive field than 1–2–2–2, which is critical for the learning of high-resolution data. In fact, the improvements of the 1–2–2–2 configuration can be observed again when the image resolution is reduced to 64 × 64.

2) Compared to ResNet18, VGG19 has more downsampling operations followed by a chain of fully connected layers, and thus can alleviate the above problem and benefits from the modification.

3) While the experimental results are not as impressive as for low-resolution dataset, we can see from Table XI that the conclusion that average pooling has better robustness than maximum pooling still holds. Overall, enlarging feature maps for high-resolution datasets should be performed with more care and with full consideration of receptive field degradation. Deciding an optimal stride configuration in concert with a sufficient receptive field is an interesting problem that deserves further research.
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