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Abstract

Generative models that learn to associate variations in the output along isolated attributes with coordinate directions in latent space are said to possess disentangled representations. This has been a recent topic of great interest, but remains poorly understood. We show that even for GANs that do not possess disentangled representations, one can find paths in latent space over which local disentanglement occurs. These paths are determined by the leading right-singular vectors of the Jacobian of the generator with respect to its input. We describe an efficient regularizer that aligns these vectors with the coordinate axes, and show that it can be used to induce high-quality, disentangled representations in GANs, in a completely unsupervised manner.

1 Introduction

A generative model $G : \mathbb{R}^m \supseteq Z \rightarrow X \subseteq \mathbb{R}^n$ possesses a disentangled representation when it satisfies two important properties ([Higgins et al.][2016]). The first property is orthogonality of the changes in $X$ resulting from perturbations to individual components of a latent variable in $Z$. Suppose that we are given an output $x \in X$, let $z := G^{-1}(x)$ be the corresponding latent variable, and let $e_i \in Z$ be the $i$th standard basis vector, for $i \in [1, m]$. This property requires that $\langle G(z + \alpha e_i), G(z + \alpha e_j) \rangle = 0$ for all $\alpha > 0$, whenever $i \neq j$. Here, $\langle \cdot, \cdot \rangle$ denotes inner product. The second property is interpretability of the changes in $X$ resulting from these perturbations. Suppose that the process of sampling from the distribution $p_{data}$ modeled by $G$ can be realized by a simulator that is parameterized over a list of independent, scalar-valued factors or attributes. For example, if $p_{data}$ is a distribution over images of human faces, then these attributes might correspond to concepts such as lighting, azimuth, gender, age, and so on. This property is met when $G(z + \alpha e_i)$ results in a change along a single, distinct attribute, for each $i \in [1, m]$. Quantifying the extent to which this property holds is generally challenging.

Classical dimensionality reduction techniques, such as PCA and metric MDS, can be used to obtain a latent representation satisfying the first property. These techniques are guaranteed to faithfully represent the underlying structure only when the data occupy a linear subspace. For many applications of interest, such as image modeling, the data manifold could be a highly curved and twisted surface that does not satisfy this assumption. The Swiss Roll dataset is a simple example for which this is the case: two points with small euclidean distance could have large geodesic distance on the data manifold. Both techniques measure similarity between each pair of points using euclidean distance, so distant outputs in $X$ could get mapped to nearby embeddings in $Z$. If our goal is to learn a disentangled representation, then a perturbation to a single component of $z$ should result in a change to $G(z)$ solely along one of the underlying factors of the data-generating process. This means that latent space must be organized such that the distance between nearby embeddings reflects intrinsic
distance on the data manifold. In other words, $G$ must learn to model the local geometry of the data manifold for it to satisfy the second property of disentangled representations.

Several methods were developed to address the failure of classical dimensionality reduction techniques to capture this local geometry. Two of them that have been most broadly applied are Isomap (Tenenbaum et al. 2000) and LLE (Roweis & Saul 2000). The former regards the dataset as a graph whose edge weights are given by euclidean distances, and applies an all-pairs shortest-path algorithm to construct a symmetric matrix $D$ whose entry $d_{ij}$ approximates the geodesic distance between datapoints $x_i$ and $x_j$. Then, MDS is applied to $D$ to yield a low-dimensional projection. The latter improves computational efficiency by considering only the $K$ nearest neighbors $\{x_j\}_{j \in N(i)}$ of each datapoint $x_i$, as determined by euclidean distance. Here, $N(i)$ denotes the indices of the $K$ nearest neighbors of $x_i$. Then, it computes weights $w_i \in \mathbb{R}^K$ that optimally reconstruct $x_i$ from a linear combination of its neighbors. This process can be stated as an optimization problem involving the local covariance matrix $C_i$ obtained from the centered datapoints $\{x_j - x_i\}_{j \in N(i)}$. Finally, these weights are used to compute a low-dimensional embedding, using a procedure similar to MDS. Both methods seek to transfer geometrical aspects of the data manifold to the low-dimensional embedding space.

We propose using the instantaneous change of the generator to model this local geometry. If the generator is able to produce diverse and realistic samples after training, then the manifold consisting of its outputs should closely approximate the data manifold. We use this fact to construct a measure of distance in output space. First, we consider two outputs $x_0$ and $x_1$, with corresponding latent variables $z_0 := G^{-1}(x_0)$ and $z_1 := G^{-1}(x_1)$, and set $w := x_1 - x_0$. Previous methods such as LLE use euclidean distance as a measure of local proximity, but it may correlate poorly with perceptual similarity (Wang et al., 2004). Part of the reason for this is that all differences along individual pixels receive equal weighting. But perceptual similarity may be impacted more drastically by differences in some regions of an image than in others. Ideally, we would like to assign more importance to the projections of $w$ onto directions from $x_0$ along which the data manifold experiences large changes, and less importance to the projections of $w$ onto other directions.

The directions from $x_0$ along which the magnitude of the instantaneous change of the generator is largest are given by the left-singular vectors of the Jacobian with respect to its input. First, we note that the instantaneous change of the generator from $z_0$ along $w$ is given by $J_G(z_0)^t w$, where $J_G(z_0) \in \mathbb{R}^{n \times m}$ is the Jacobian of the generator evaluated at $z_0$. Letting $J_G(z_0) = U \Sigma V^t$ be the singular value decomposition of $J_G(z_0)$, we see that

$$
\|J_G(z_0)^t w\|^2 = \|\Sigma V^t w\|^2 = \|\Sigma U^t w\|^2 = \sum_{i \in [1,m]} \sigma_i^2(w, u_i)^2,
$$

where $\sigma_i$ is the $i$th largest singular value, and $u_i$ is the associated left-singular vector. The larger the projection of $w$ onto the leading left-singular vectors of $J_G(z_0)$, the larger the magnitude of the instantaneous change. On the other hand, if $w$ lies mostly in the span of the trailing left-singular vectors, then the magnitude of the instantaneous change will be small. If $G$ closely approximates the data manifold, then the left-singular vectors should correspond to directions along which the points on the data manifold change most rapidly. Second, we note that the RHS of Equation[1] is a seminorm involving the positive semidefinite matrix $M_c(z_0) := J_G(z_0)J_G(z_0)^t \in \mathbb{R}^{n \times n}$. Its role is analogous to that of the local covariance matrices $C_i$ computed by LLE: both approximate the local geometry of the data manifold. While LLE transfers the properties of $C_i$ to the embedding space using the reconstruction weights, we use the relationship between the left- and right-singular vectors of $J_G(z_0)$.

Our main contributions are as follows:

1. We show that the right-singular vectors can be used to obtain a local disentangled representation about a neighborhood of a given latent variable $z_0 \in Z$;

2. We show that following the path determined by a leading right-singular vector in the latent space of a GAN yields local changes to the output along isolated attributes; and

3. We describe a regularizer that induces disentangled representations in GANs, by aligning the top $k$ right-singular vectors $v_1, \ldots, v_k$ with the first $k$ coordinate directions, $e_1, \ldots, e_k$. 


2 RELATED WORK

To date, the two most successful approaches for unsupervised learning of disentangled representations are the β-VAE (Higgins et al., 2016) and InfoGAN (Chen et al., 2016). The former proposes increasing the weight β for the KL-divergence term in the objective of the VAE (Kingma & Welling (2013), Rezende et al. (2014)), which is normally set to one. This weight controls the tradeoff between minimizing reconstruction error, and minimizing the KL-divergence between the approximate posterior and the prior of the decoder. The authors observe that as the KL-divergence is reduced, more coordinate directions in the latent space of the decoder end up corresponding to disentangled factors. To measure the extent to which this occurs, they describe a disentanglement metric score, which we use in Section [6]. Follow-up work (Burgess et al., 2018) analyzes β-VAE from the perspective of information channel capacity, and describes principled way of controlling the tradeoff between reconstruction error and disentanglement. Several variants of the β-VAE have also since been developed (Kim & Mnih (2018), Chen et al. (2018), Esmaeili et al. (2018)).

InfoGAN (Chen et al., 2016) augments the GAN objective (Goodfellow et al., 2014) with a term that maximizes the mutual information between the generated samples and small subset of latent variables. This is done by means of an auxiliary classifier that is trained along with the generator and the discriminator. Adversarial training offers the potential for a high degree of realism that is difficult to achieve with models like VAEs, which are based on reconstruction error. However, InfoGAN finds fewer disentangled factors than VAE-based approaches on datasets such as CelebA (Liu et al., 2015) but also to find curved paths over which disentanglement occurs, for GANs that do not possess rotation angle for azimuth). The mutual information regularizer also detrments sample quality. Hence, the development of an unsupervised method for learning disentangled representations with GANs, while meeting or exceeding the quality of those found by VAE-based approaches, remains an open problem.

Our work makes an important step in this direction. In contrast to previous approaches, which are based on information theory, we leverage the spectral properties of the Jacobian of the generator. This new perspective not only allows us to induce high-quality disentangled representations in GANs, but also to find curved paths over which disentanglement occurs, for GANs that do not possess disentangled representations.

3 IDENTIFYING LOCAL DISENTANGLED FACTORS

The left-singular vectors of \( J_G(z_0) \) form an orthonormal set of directions from \( x_0 \equiv G(z_0) \) along which the magnitudes of the instantaneous changes in \( G \) from \( z_0 \) are largest. The perturbations from \( z_0 \) that result in instantaneous changes to \( G(z_0) \) along these directions are given by the right-singular vectors of \( J_G(z_0) \). To see this, we first note that

\[
\lim_{\epsilon \to 0} \frac{G(z_0 + \epsilon v) - G(z_0)}{\epsilon} = J_G(z_0)v.
\]

This directional derivative measures the instantaneous change in \( G \) resulting from a perturbation of \( v \) from \( z_0 \). The magnitude of this change is given by

\[
\|J_G(z_0)v\| = (v^t J_G(z_0)^t J_G(z_0)v)^{1/2} = : (v^t M_z(z_0)v)^{1/2} = : n_z(v, z_0),
\]

which is a seminorm involving the positive semidefinite matrix \( M_z(z_0) := J_G(z_0)^t J_G(z_0) \in \mathbb{R}^{m \times m} \). The unit-norm perturbation from \( z_0 \) that maximizes \( n_z(v, z_0) \) is given by

\[
v_1 := \max_{v \in \mathbb{S}^{m-1}} n_z(v, z_0) = \max_{v \in \mathbb{S}^{m-1}} v^t J_G(z_0)^t J_G(z_0)v,
\]

where \( \mathbb{S}^{m-1} \subset \mathbb{R}^m \) is the unit sphere. This is the first eigenvector of \( M_z(z_0) \), which coincides with the first right-singular vector of \( J_G(z_0) \). It follows from the singular value decomposition of \( J_G(z_0) \) that the first left-singular vector is given by \( u_1 = \sigma_1^{-1} J_G(z_0)v_1 \), where \( \sigma_1 \) is the first singular value. Hence, a perturbation from \( z_0 \) along \( v_1 \) results in an instantaneous change in \( G(z_0) \) along \( u_1 \).

Next, we consider the unit-norm perturbation orthogonal to \( v_1 \) that maximizes \( n_z(v, z_0) \), which is given by

\[
v_2 := \max_{v \in \mathbb{S}^{d-1} \backslash \text{span}(v_1)} v^t J_G(z_0)^t J_G(z_0)v.
\]
This is the second eigenvector of $M_z(v, z_0)$, which coincides with the second right-singular vector of $J_G(z_0)$. As before, we get $u_2 = \sigma_2^{-1} J_G(z_0)v_2$, where $\sigma_2$ is the second singular value. So a perturbation from $z_0$ along $v_2$ results in an instantaneous change in $G(z_0)$ along $u_2$. Continuing in this way, we consider the $k$th unit-norm perturbation orthogonal to $v_1, \ldots, v_{k-1}$ that maximizes $u_k(v, z_0)$, for each $k \in [2, r]$, where $r := \text{rank}(M_z(z_0))$. This shows that the right-singular vectors of $J_G(z_0)$ result in instantaneous changes to $G(z_0)$ along the corresponding left-singular vectors.

We can use the right-singular vectors of $J_G(z_0)$ to define a local generative model about $z_0$. Consider the function $\tilde{G}_{z_0} : \mathbb{R}^r \rightarrow \mathbb{R}^n$,

$$\tilde{G}_{z_0} : \alpha \rightarrow G\left(z_0 + \sum_{i \in [1, r]} \alpha_i v_i\right).$$

The components of $\alpha$ control perturbations along orthonormal directions, and these directions also result in orthonormal changes to $G(z_0)$. Hence, $\tilde{G}_{z_0}$ satisfies the first property for a generative model to possess a disentangled representation, but only about a neighborhood of $z_0$. Figure 1 investigates whether $\tilde{G}_{z_0}$ also satisfies the second property: interpretability of changes to individual components of $\alpha$. We can see that perturbations along the leading eigenvectors $M_z(z_0)$, especially the principal eigenvector, often result in the most drastic changes. These changes are interpretable, and tend to make modifications to isolated attributes of the face. To see this in more detail, we consider the top two rows of Figure 1. Movement along the first two eigenvectors changes hair length and facial orientation; movement along the third eigenvector decreases the length of the bangs; movement along the fourth and fifth eigenvectors changes background color; and movement along the sixth and seventh eigenvectors changes hair color.

### 4 Finding Quasi-Disentangled Paths

Generative models known to possess disentangled representations, such as $\beta$-VAEs (Higgins et al., 2016), allow for continuous manipulation of attributes via perturbations to individual coordinates. Starting from a latent variable $z_0 \in Z$, we can move along the path $\gamma : t \mapsto z_0 + te_t$, in order to vary a single attribute of $G(z_0)$, while keeping the others held fixed. GANs are not known to learn disentangled representations without modifications to the training procedure. Nonetheless, the previous section shows that the local generative model $\tilde{G}_{z_0}$ does possess a disentangled representation, but only about a neighborhood of the base point $z_0$. We explore whether it is possible to extend this local model to obtain disentanglement along a continuous path from $z_0$. To do this, we construct a trajectory $\gamma_k : \mathbb{R} \rightarrow \mathbb{R}^n$, $t \mapsto G(\gamma_k(t))$ by repeatedly following the $k$th leading eigenvector of $M_z(\gamma_k(t))$, where $\gamma(0) := z_0$. The procedure used to do this is given by Algorithm 1.

We first test the procedure on a toy example for which it is possible to explicitly plot the trajectories. We use the dSprites dataset (Matthey et al., 2017), which consists of $64 \times 64$ white shapes on black backgrounds. Each shape is completely determined by six attributes: symbol (square, ellipse, or heart), scale (6 values), rotation angle from 0 to $2\pi$ (40 values), and $x$- and $y$-positions (30 values each). We trained a GAN on this dataset using a latent variable size of three, fewer than the six latent factors that determine each shape. Figure 2 shows that outputs of the generator along these trajectories vary locally along only one or two attributes at a time. Along the first trajectory $\gamma_1$, the generator first decreases the scale of the square, then morphs it into a heart, increases the scale again, and finally begins to rotate it. Similar comments apply to the other two trajectories, $\gamma_2$ and $\gamma_3$.

Next, we test the procedure on a GAN trained on the CelebA dataset (Liu et al., 2015) at $64 \times 64$ resolution. Figure 3(a) shows the trajectories $\gamma_k$ starting at four fixed embeddings $z_1, \ldots, z_4$. Although the association between the ordinal $k$ of the eigenvector $v_k$ and the attribute of the image being varied is not consistent throughout latent space, local changes still tend to occur along only one or two attributes at a time. Figure 3(b) shows the trajectories $\gamma_1, \gamma_2, \gamma_3$ and $\gamma_5$ all starting from the same fixed embedding $z_5$. As is the case for the dSprites dataset, we can see that trajectories $\gamma_k$ for distinct $k$ tend to effect changes to $G(z_0)$ along distinct attributes. These results suggest that, along trajectories from $z_0$ determined by a leading eigenvector of $M_z(z_0)$, changes in the output tend to occur along isolated attributes.
Figure 1: Effect of perturbing a latent variable $z$ along the leading eigenvectors of $M_z(z)$. Subfigures (a) and (b) show the top eigenvalues of $M_z(z_i)$, where $\{z_1, \ldots, z_{12}\}$ are fixed embeddings; small eigenvalues are omitted. Subfigures (c)–(d) compare the effects of perturbations along random directions to perturbations along leading eigenvectors. Each subfigure consists of two stacked two-row grids. The leftmost images of each grid are both identical and equal to $G(z_i)$, for some $i \in [1, 12]$. The first row shows the effect of perturbing $z_i$ along 13 directions sampled uniformly from the sphere of radius $\epsilon$, while the second row shows the effect of perturbing $z_i$ along the first 13 leading eigenvectors of $M_z(z_i)$, by the same distance $\epsilon$. Details regarding the model architectures are given in Appendix C.

5 Aligning the Local Disentangled Factors

The $\beta$-VAE (Higgins et al., 2016) is known to learn disentangled representations, so that traveling along paths of the form

$$\gamma : t \mapsto z_0 + te_j,$$

for certain coordinate directions $e_j$, produces changes to isolated attributes of $G(z_0)$. In the previous section, we saw that such paths still exist for GANs, but they are not simply straight lines oriented along
Algorithm 1 Procedure to trace path determined by $k$th leading eigenvector.

Require: $\text{mv} : \mathbb{R}^m \times \mathbb{R}^m \rightarrow \mathbb{R}^d$, $z, v \mapsto M_z(z)v$ is a function that computes matrix-vector products with the implicitly-defined matrix $M_z(z) \in \mathbb{R}^{m \times m}$.

Require: $z \in \mathbb{R}^m$ is the embedding from which to begin the trajectory.

Require: $k \in [1, m]$ is ordinal of the eigenvector to trace, with $k = 1$ corresponding to the leading eigenvector.

Require: $\alpha > 0$ is the step size.

Require: $\rho \in [0, 1)$ is the decay factor.

Require: $N \geq 1$ is the required number of steps in the trajectory.

1
2 \begin{algorithmic}
3 \Procedure{TraceEigenvector}{mv, z, k, \alpha, \rho, N}
4 \State $z_0 \leftarrow z$
5 \For{$i \in [1, N]$}
6 \State $M_z(z) \leftarrow \text{EvaluateNormalJacobian}(\text{mv}, z)$ \Comment{Details in Appendix A}
7 \State $V, D, V^t \leftarrow \text{SVD}(M_z(z))$
8 \State $w_i \leftarrow v_k$ \Comment{Take the $k$th eigenvector}
9 \If{$i \geq 2$}
10 \If{$\langle w_{i-1}, w_i \rangle < 0$}
11 \State $w_i \leftarrow -w_i$ \Comment{Prevent backtracking by ensuring that $\angle(w_{i-1}, w_i) \leq \pi/2$}
12 \EndIf
13 \State $w_i \leftarrow \rho w_{i-1} + (1 - \rho)w_i$ \Comment{Apply decay to smoothen the trajectory}
14 \EndIf
15 \State $z_i \leftarrow z_{i-1} - \alpha w_i$
16 \EndFor
17 \Return{$\{z_0, \ldots, z_N\}$}
\EndProcedure
\end{algorithmic}

We develop an efficient regularizer that encourages these paths to take the form of Equation (6) based on alignment of the top $k$ eigenvectors of $M_z(z_0)$ with the first $k$ coordinate directions $e_1, \ldots, e_k$. Before proceeding, we describe a useful visualization technique to help measure the extent to which this happens. Let $M_z(z_0) = VDV^t$ be the eigendecomposition of $M_z(z_0)$, where $V$ is an orthogonal matrix whose columns are eigenvectors, and $D$ is the diagonal matrix of nonnegative eigenvalues, sorted in descending order. Now we define $\tilde{V} : z \mapsto V$ to be the function that maps $z$ to the corresponding eigenvector matrix $V$, and let

$$F := E_{z \sim p_z} \tilde{V}(z) \odot \tilde{V}(z),$$

where $p_z$ is the prior over $Z$, and ‘$\odot$’ denotes Hadamard product. If the $k$th column is close to a one-hot vector, with values close to zero everywhere except at entry $j$, then we know that on average, the $k$th leading eigenvector of $M_z(z)$ is aligned with $e_j$. A heatmap generated from this matrix therefore allows us to gauge the extent to which each eigenvector $v_k$ is aligned with the coordinate axes (see Figure 2).
(a) Trajectories corresponding to the principal eigenvector for embeddings $z_1, \ldots, z_4$, from top to bottom, respectively. For embeddings $z_1, z_2$, and $z_3$, we show iterates $0, 20, \ldots, 180$, and for embedding $z_4$, we show iterates $0, 10, \ldots, 90$. The first trajectory varies azimuth; the second, gender; the third, hair length; and the fourth, hair color.

(b) Trajectories corresponding to the first, second, third, and fifth leading eigenvectors of embedding $z_5$, from top to bottom, respectively. We show iterates $0, 20, \ldots, 200$. The first trajectory primarily varies azimuth; the second, gender; the third, age; and the fourth, hair color and presence of facial hair.

Figure 3: Trajectories found by following leading eigenvectors from five fixed embeddings $z_1, \ldots, z_5$, using Algorithm 1 ($\alpha = 1.5 \cdot 10^{-2}, \rho = 0$). Details regarding the model architecture are given in Appendix C.

Direction $e_k$. Figure 5 shows that this does not happen automatically for a GAN, even when it is trained with a small latent variable size. Interestingly, eigenvector alignment does occur for $\beta$-VAEs. Appendix B explores this connection in more detail.

We begin by considering the case where we only seek to align the leading eigenvector $v_1 \in \mathbb{R}^m$ with the first coordinate direction $e_1 \in \mathbb{R}^m$. A simple way to do this is to obtain an estimate $\hat{v}_1$ for $v_1$ using $T$ power iterations, and then renormalize $\hat{v}_1 \in \mathbb{R}^m$ to a unit vector. We can then maximize the value of the first component of the elementwise squared vector $\hat{v}_1 \circ \hat{v}_1$, and minimize values of the remaining components. Using the mask $s_1 := (-1, 1, \ldots, 1) \in \mathbb{R}^m$, we define the regularizer $R_1 : \mathbb{R}^m \to \mathbb{R}$,

$$R_1(z) := \sum_{i \in \{1, m\}} (s_1 \circ \hat{v}_1 \circ \hat{v}_1)_i. \quad (7)$$

Since $\hat{v}_1$ is constrained to unit norm, this regularizer is bounded. It can be incorporated into the loss for the generator using an appropriate penalty weight $\lambda > 0$.

Next, we consider the case where we would like to align the first two leading eigenvectors $v_1, v_2 \in \mathbb{R}^m$ with the first two coordinate directions $e_1, e_2 \in \mathbb{R}^m$. One potential approach is to first compute an estimate $\hat{v}_1$ to $v_1$ using $T$ power iterations, as before. Then, we could apply a modified version of the
We can only run the power method to estimate we assume that eigenvectors  would amount to zeroing out the first component of Algorithm 2

| Require: | \( \text{inv} : \mathbb{R}^m \to \mathbb{R}^m \) is a function that computes matrix-vector products with the implicitly-defined matrix \( M_z(z) \in \mathbb{R}^{m \times m} \). |
| Require: | \( V \in \mathbb{R}^{m \times k} \) is a matrix whose columns are the initial estimates for the eigenvectors. |
| Require: | \( T \geq 1 \) is the required number of power iterations. |

\begin{align*}
1 & \quad \epsilon \leftarrow 10^{-8} \quad \triangleright \text{Guards against division by numbers close to zero} \\
2 & \\
3 & \textbf{procedure} \text{ESTIMATELEADINGEIGENPAIRS}(\text{inv}, V, T) \\
4 & \quad \text{Let } M_k \in \mathbb{R}^{m \times k} \text{ be given by Equation 11} \\
5 & \quad V_0 \leftarrow M_k \circ V \quad \triangleright \text{‘o’ denotes Hadamard product} \\
6 & \\
7 & \text{for } i \in [1, T] \text{ do} \\
8 & \quad V_i \leftarrow M \circ \text{mv}(V_{i-1}) \\
9 & \quad \Lambda_i \leftarrow \text{diag}(\text{COLUMNNORMS}(V_i)) \\
10 & \quad V_i \leftarrow V_i (\Lambda_i + \epsilon I)^{-1} \quad \triangleright \text{Renormalize columns} \\
11 & \text{end for} \\
12 & \text{return } \Lambda_T, V_T \\
13 & \\
14 & \textbf{procedure} \text{COLUMNNORMS}(A) \\
15 & \quad \text{return } (\|a_1\|, \ldots, \|a_q\|) \quad \triangleright a_i \in \mathbb{R}^p \text{ is the } i\text{th column of } A \\
16 & \end{align*}

power method to obtain an estimate \( \hat{v}_2 \) for \( v_2 \), in which we project the result of each power iteration onto \( \text{span}(\hat{v}_1) \) using the projection \( P_1 := I - \hat{v}_1 \hat{v}_1^T \). There are two problems with this approach. Firstly, it could be inaccurate: unless \( \|v_1 - \hat{v}_1\| < \tau \) for sufficiently small \( \tau > 0 \), which may require a large number of power iterations, \( P_1 \) will not be an accurate projection onto \( \text{span}(\hat{v}_1) \). Error in approximating \( v_1 \) would then jeopardize the approximation to \( v_2 \). Second, the approach is inefficient. We can only run the power method to estimate \( v_2 \) after we have already obtained an estimate for \( v_1 \). If we use \( T \) power iterations to estimate each eigenvector, then estimating the first \( k \) eigenvectors will require a total of \( kT \) power iterations. This is too slow to be practical.

Our specific application of the power method enables an optimization that allows for the \( k \) power iterations to be run simultaneously. Once we apply the regularizer to the GAN training procedure, the first eigenvector \( v_1 \) will quickly align with the first coordinate direction \( e_1 \). We therefore assume that \( v_1 = e_1 \). This assumption would imply that \( \text{span}(v_1) \perp \text{span}(e_2, \ldots, e_m) \), so applying \( P_1 \) would amount to zeroing out the first component of \( \hat{v}_2 \) after each power iteration. Since \( P_1 \) would no longer depend on \( \hat{v}_1 \), we can run the power iterations for \( v_1 \) and \( v_2 \) in parallel. To formally describe this, we let \( c_p := 1 \in \mathbb{R}^p \) be the constant vector of ones, and let

\[
M_2 := \begin{pmatrix} c_m & 0 \\ 0 & c_{m-1} \end{pmatrix}. \tag{8}
\]

Given a matrix \( \hat{V}_t^{(2)} \in \mathbb{R}^{m \times 2} \) whose columns are the current estimates for \( v_1 \) and \( v_2 \), respectively, we can describe the power iterations for \( v_1 \) and \( v_2 \) using the recurrence

\[
\hat{V}_{t+1}^{(2)} := M_2 \circ (M_2(z_0) \hat{V}_t^{(2)}). \tag{9}
\]

Now, let \( \hat{V}^{(2)} \in \mathbb{R}^{m \times 2} \) be the final estimate for \( v_1 \) and \( v_2 \). To implement the regularizer, we let \( s_2 := (1, -1, 1, \ldots, 1) \in \mathbb{R}^m \), \( S_2 := (s_1 \quad s_2) \in \mathbb{R}^{m \times 2} \), and define

\[
R_2(z) := \sum_{i \in [1:m]} \left( S_2 \circ \hat{V}^{(2)} \circ \hat{V}^{(2)} \right)_{i,j}. \tag{10}
\]

It is straightforward to generalize this approach to the case where we seek to align the first \( k \) eigenvectors \( v_1, \ldots, v_k \) with \( e_1, \ldots, e_k \). For each eigenvector \( v_i \), with \( i \in [2, k] \), we assume that eigenvectors \( v_1, \ldots, v_{i-1} \) are already aligned with \( e_1, \ldots, e_{i-1} \). The projections onto \( \text{span}(e_1) \perp, \text{span}(e_1, e_2) \perp, \ldots, \text{span}(e_1, \ldots, e_{i-1}) \perp \) can be implemented using
Algorithm 3 Procedure to evaluate the alignment penalty.

Require: $k \in [1, d]$ is number of leading eigenvectors to align with $e_1, \ldots, e_k$.

Require: $mv, T$ are as defined in Algorithm 2.

1 procedure EVALUATE_ALIGNMENT_REGULARIZER($k, mv, T$)
2 Let $S_k$ be given by Equation 12.
3 for $i = 2, 3, \ldots, k$
4 $\alpha \leftarrow 2/(k(k + 1))$
5 $A \leftarrow \text{diag}(\alpha \cdot (k, k - 1, \ldots, 1))$
6 $S_k \leftarrow S_k A$ \text{ Reweight columns to prioritize alignment of leading eigenvectors}
7 $V_0 \leftarrow \text{RANDOM RADEMACHER}(m, k)$
8 $\hat{A}, \hat{V} \leftarrow \text{ESTIMATE_LEADING_EIGENPAIRS}(mv, V_0, t)$
9 return $\text{SUM}(S_k \circ \hat{V} \circ \hat{V})$
10 end procedure

11 procedure RANDOM_RADEMACHER($\rho, q$)
12 return $A \in \mathbb{R}^{p \times q}$, where $a_{ij} = 1$ with probability $1/2$ and $-1$ with probability $1/2$
13 end procedure

Algorithm 3 shows how to evaluate the alignment penalty. The resulting procedure to estimate the leading $k$ eigenvectors is described by Algorithm 2. Figure 4 shows that the runtime of Algorithm 2 scales linearly with respect to the number of eigenvectors $k$ and the number of power iterations $T$. Next, we generalize Equation 10 in order to describe how to evaluate the regularizer $R_k$. Let $s_p \in \mathbb{R}^m$ be given by $(s_p)_i = -1$ if $i = p$ and 1 otherwise, and define

$$S_k := \begin{pmatrix}
1 & 0 & 0 & 0 & \cdots & 0 \\
1 & 1 & 0 & 0 & \cdots & 0 \\
1 & 1 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & 1 & \cdots & 1 \\
\end{pmatrix} \begin{pmatrix}
e_k & e_k - e_1 & e_k - (e_1 + e_2) & \cdots & e_k - (e_1 + \cdots + e_{k-1}) \\
1 & 1 & -1 & \cdots & 1 \\
1 & 1 & 1 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & -1 \\
\end{pmatrix} = (s_1, \ldots, s_k) \in \mathbb{R}^{m \times k}. \tag{11}
$$

Algorithm 3 shows how $S_k$ is used with the result of Algorithm 2 to evaluate $R_k$.

If the alignment regularizer is implemented exactly as described by Equation 11 it will fail to have the intended effect. The reason for this has to do with the assumption behind the optimization used to run the $k$ power iterations in parallel. Before attempting to align $v_i$ with $e_i$, we assume that that $v_1, \ldots, v_{i-1}$ are already aligned with $e_1, \ldots, e_{i-1}$. When this assumption fails to hold, the projections computed using the columns of $M_k$ will no longer be valid. Figure 5(a) shows that the matrix $F$ does not have a diagonal in its top-left corner, which is what we would expect to see if $v_1, \ldots, v_k$ were aligned with $e_1, \ldots, e_k$. Fortunately, there is a simple fix that remedies the situation. We would like to encourage the optimizer to prioritize alignment of $v_i$ with $e_i$ over alignment of $v_{i+1}, \ldots, v_k$ with $e_{i+1}, \ldots, e_k$, for all $i \in [1, k-1]$. A simple way to do this is to multiply the $i$th column of $M_k$ by a weight of $i\alpha$. We choose $\alpha$ based on the condition that these weights sum to one, i.e.,

$$\sum_{i \in [1, k]} i\alpha = 1, \quad \text{implying that} \quad \alpha = \frac{2}{k(k+1)}. \tag{13}$$
Figure 4: Median relative cost per generator update as a function of the number of eigenvectors \( k \) to align, and the number of power iterations \( T \) to use for Algorithm 3. The cost is measured relative to the time required to make one RMSProp (Tieleman & Hinton, 2012) update to the parameters of a DCGAN generator (approximately 20.419 ms) with base feature map count 64 and batch size 32. Complete details regarding the model architecture are given in Appendix C. Medians were computed using the update times for the first 500 iterations; the median absolute deviations are small enough as to be indistinguishable from the medians on the plot.

Figure 5: Comparison of the top-left \( 8 \times 8 \) corner of the matrix \( F \) (Equation 6) for alignment-regularized GANs \((k = 8, T = 8, \lambda = 0.1)\), trained with reweighting (left) and without reweighting (right) of the columns of the matrix \( S_k \) defined by Equation 12. Both GANs were trained on the CelebA dataset (Liu et al., 2015) at 64 \( \times \) 64 resolution, with latent variable size 128. See Appendix C for complete details regarding the model architecture and training procedure.

This reweighting scheme is implemented in lines 5–7 of Algorithm 3. Figure 5(b) confirms that this modification induces the desired structure in the top-left corner of \( F \).

6 Results

We first make a quantitative comparison between our approach and previous methods that have been used to obtain disentangled representations. This requires us to measure the extent to which the second property of disentangled representations – namely, interpretability of changes resulting from perturbations to individual coordinates of a latent variable – holds. Suppose that we had knowledge of the ground truth latent factors for the dataset, along with a simulator that can synthesize new outputs given assignments to these latent factors. Then we could generate pairs of outputs, such that the outputs in each pair differ only along a single attribute. Let \((x_0, x_1)\) be one such pair, and \(z_0 := G^{-1}(x_0)\) and \(z_1 := G^{-1}(x_1)\) the corresponding latent variables for the generator \( G : \mathbb{R}^m \rightarrow \mathbb{R}^n \). If \( G \) satisfies
Table 1: Comparison of disentanglement metric scores for our method to those reported in Higgins et al. (2016). We use an alignment-regularized GAN \((k, \lambda = 6, 0.6)\) with latent variable size 10. Details regarding the model architecture and training procedure are given in Appendix C.

| Model            | Disentanglement Score |
|------------------|------------------------|
| Ground truth     | 100                    |
| Raw pixels       | 45.75 ± 0.8            |
| PCA              | 84.90 ± 0.4            |
| ICA              | 42.03 ± 10.6           |
| DC-IGN           | **99.3 ± 0.1**         |
| InfoGAN\(^1\)    | 73.5 ± 0.9             |
| VAE (untrained)  | 44.14 ± 2.5            |
| VAE              | 61.58 ± 0.5            |
| \(\beta\)-VAE   | **99.23 ± 0.1**        |
| Ours             | **92.34 ± 0.4**        |

Application of the evaluation metric to GANs is complicated by the fact that a direct procedure to invert the generator is usually not available. On the other hand, models such as the \(\beta\)-VAE consist of an encoder that effectively functions as an inverse for the generative model, so this is not an issue. For the purpose of evaluation, we also train an encoder to invert the fixed generator, after GAN training has finished. This additional training procedure uses a standard autoencoding loss, and the details are specified in Appendix D. Table 1 compares our approach to the ones evaluated in Higgins et al. (2016) on the dSprites dataset (Matthey et al., 2017), which we describe in Section 4. As stated in Appendix C, we added noise to both the real and fake inputs of the discriminator in order to stabilize GAN training on this dataset, for which the pixels are binary-valued. Incorporating this modification into the training procedure for InfoGAN may improve the score reported by Higgins et al. (2016). Our approach achieves a score competitive to that of DC-IGN, which makes use of supervised information. We also note that we only performed a limited search over the weights \(\{0.6, 1.2, \ldots, 3.0\}\) for the alignment regularizer, and obtained the best score using a weight of 0.6. We plan to conduct a more thorough search, as well as an investigation into the effect of incorporating noise into the training procedure for InfoGAN, in a future revision.

Next, we make a qualitative comparison between our approach and \(\beta\)-VAE. We train a series of GANs on the CelebA dataset (Liu et al., 2015), with \(k \in \{8, 16, 32\}\) for Algorithm 3 and varying values for the alignment regularizer weight \(\lambda\). We also train a series of \(\beta\)-VAEs with \(\beta \in \{1, 2, 4, 8, 16\}\). The results for our method with \(k, \lambda = 32, 0.5\) are shown in Figure 7, and the results for \(\beta\)-VAE with \(\beta = 8\) in Figure 8. Figure 6 shows the top-left corners of the matrix \(F\) given by Equation 6, for three configurations of our approach with \(k \in \{8, 16, 32\}\). A penalty weight of \(\lambda = 0.5\) was not sufficient to result in a clear diagonal structure in the top-left corner of the matrix \(F\) for the configuration with \(k = 32\). Nonetheless, this configuration resulted in the largest number of disentangled factors, and the results are shown in Figure 7. The best results for the configurations with \(k \in \{8, 16\}\) are shown in Appendix E. We found that the \(\beta\)-VAE configuration with \(\beta = 8\) resulted in the largest number of disentangled factors, while still maintaining sufficiently low reconstruction error so as to keep the sample quality acceptable. These results are shown in Figure 8. In addition to better sample quality, our approach is able to learn concepts such as different kinds of hair styles (coordinates 9 and 10 in Figure 7) that are not modeled by the \(\beta\)-VAE.

Even with relatively large values for the penalty weight, the heatmaps shown in Figure 6 contain nonzero entries above and below the diagonal. This can result in some degree of leakage of the
attribute controlled by one coordinate into the next. To see this in more detail, we examine the
disentangled factors found by the configuration with $k = 16$, which are shown in Figure 12. Co-
dordinates $\{1, 2, 3\}$ all involve change in hair darkness; coordinates $\{4, 5, 6\}$ all involve change in
gender; coordinates $\{6, 7, 8, 9\}$ all involve smiling; and coordinates $\{12, 13\}$ all involve change in the
location of the hair partition. We identify this as a limitation of our current approach. Modifications
to the implementation of the alignment regularizer in Algorithm 3 may help to reduce this leakage.
We plan to investigate such improvements in future work.

7 Conclusion

Motivated by prior work (Tenenbaum et al. (2000), Roweis & Saul (2000)) on learning embeddings
that preserve the geometric structure of the data manifold, we approach disentangled representations
from the new perspective of eigenvector alignment. Our method induces disentangled representations
in GANs of quality comparable to those obtained by VAE-based approaches (Higgins et al. (2016),
Kim & Mnih (2018), Chen et al. (2018), Esmaeili et al. (2018)), without the need to introduce auxiliary
models into the training procedure (Chen et al. (2016)). Moreover, our method is not specific to the
GAN framework (Goodfellow et al. (2014)); it could potentially be applied to autoregressive models,
such as those used to generate text and audio. We believe this is an important direction for future
work. So far, two different perspectives for viewing disentanglement have been proposed: maximizing
mutual information and eigenvector alignment. An investigation into the relationship between the
two could further our understanding of what disentanglement is and why it occurs.
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| Coordinate | Description | Example |
|------------|-------------|---------|
| 1          | Background darkness | ![Image](url) |
| 2          | Azimuth     | ![Image](url) |
| 3          | Bangs       | ![Image](url) |
| 4          | Gender, bangs, and smiling | ![Image](url) |
| 5          | Smiling     | ![Image](url) |
| 6          | Hair color  | ![Image](url) |
| 7          | Hair color and hair style | ![Image](url) |
| 8          | Lighting color and bangs | ![Image](url) |
| 9          | Hair color and hair style | ![Image](url) |
| 10         | Hair color and hair style | ![Image](url) |
| 11         | Jawline     | ![Image](url) |
| 12         | Smiling and bangs | ![Image](url) |
| 13         | Background color | ![Image](url) |
| 14         | Age and hairline | ![Image](url) |
| 15         | Age         | ![Image](url) |
| 16         | Location of hair partition | ![Image](url) |
| 17         | Lighting and skin tone | ![Image](url) |
| 18         | Mouth open  | ![Image](url) |
| 19         | Mouth open  | ![Image](url) |

Figure 7: Disentanglement results for alignment-regularized GAN \((k, \lambda = 32, 0.5)\) with latent variable size 128 on the CelebA dataset, at 64 \(\times\) 64 resolution. Details regarding the model architecture and training procedure are given in Appendix C. Results with additional samples for each coordinate can be found at this URL: [https://drive.google.com/open?id=1E7J8wB12ASq2KqPhMzgQYBs35s1pJBqo](https://drive.google.com/open?id=1E7J8wB12ASq2KqPhMzgQYBs35s1pJBqo).
| Coordinate | Description                                      | Example |
|------------|--------------------------------------------------|---------|
| 1          | Azimuth                                          |         |
| 2          | Background color                                 |         |
| 3          | Location of hair partition                       |         |
| 4          | Skin color                                       |         |
| 5          | Hair direction                                   |         |
| 8          | Background color                                 |         |
| 12         | Hair length                                      |         |
| 14         | Jawline                                          |         |
| 19         | Skin tone                                        |         |
| 20         | Hair style                                       |         |
| 22         | Sunglasses                                       |         |
| 23         | Gender                                           |         |
| 25         | Background darkness                              |         |
| 26         | Hairline and skin tone                           |         |
| 28         | Lighting direction and rotation                  |         |
| 32         | Hair size, color, and smiling                    |         |

Figure 8: Disentanglement results for $\beta$-VAE ($\beta = 8$) with latent variable size 32 on the CelebA dataset, at $64 \times 64$ resolution. Details regarding the model architecture and training procedure are given in Appendix C. Results with additional samples for each coordinate can be found at this URL: [https://drive.google.com/open?id=1NcJl1ceevDxoORM-A9EWunWCJqVP16cg](https://drive.google.com/open?id=1NcJl1ceevDxoORM-A9EWunWCJqVP16cg)
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A FORWARD- AND REVERSE-MODE AUTOMATIC DIFFERENTIATION

The entries of $J_G$ are not explicitly stored in memory: it is an implicit-defined matrix. As such, information about $J_G$ must be accessed via automatic differentiation (AD), of which there are two kinds: forward-mode and reverse-mode. We briefly describe them here, and refer the reader to (Baydin et al. [2017]) for a more comprehensive survey.

Suppose that we are given a differentiable function $f : \mathbb{R}^m \to \mathbb{R}^n$ corresponding to a feedforward neural network with $L$ layers, and let $G := (V, E)$ be its representation as a computation graph. For each $k \in [1, L]$, let $R_k$ be the set of nodes corresponding to the $k$th layer, and let $r_k : \mathbb{R}^{\alpha_k-1} \to \mathbb{R}^{\alpha_k}$ be the function computed by the nodes in $R_k$, with $\alpha_0 := m$ and $\alpha_L := n$. Then $f = r_L \circ r_{L-1} \circ \cdots \circ r_2 \circ r_1$. Finally, let $\bar{x} \in \mathbb{R}^m$ denote the variable for the input to $f$, and $\bar{b}_{k-1} \in \mathbb{R}^{\alpha_{k-1}}$ the variable for the input to $r_k$, with $\bar{b}_0 := \bar{x}$. Given a vector $v \in \mathbb{R}^m$, forward-mode AD computes $Jv$. It works according to the recurrence

$$v_k := (D_{\bar{x}} r_k|_{\bar{x}=\bar{x}}) v = (D_{\bar{b}_{k-1}} r_k|_{\bar{b}_{k-1}=\bar{b}_{k-1}}) (D_{\bar{x}} r_{k-1} \circ \cdots \circ r_1|_{\bar{x}=\bar{x}}) v = (D_{\bar{b}_{k-1}} r_k|_{\bar{b}_{k-1}=\bar{b}_{k-1}}) v_{k-1},$$

where $k \in [1, L]$ and $v_0 := v$. After step $k$, we will have obtained the product of the Jacobian of $r_k$ with respect to $x$, and $v$; after step $L$, we will have obtained the desired product $Jv$.

Forward-mode AD computes $Jv$ far more efficiently than the approach of first evaluating $J$, and subsequently multiplying by $v$. Suppose for simplicity that $\alpha_k = n$ for all $k \in [0, L]$, so that $J \in \mathbb{R}^{n \times n}$. To compute $J$ independently, it we would use the chain rule, which gives

$$D_{\bar{x}} f|_{\bar{x}=\bar{x}} = (D_{\bar{b}_{L-1}} r_L|_{\bar{b}_{L-1}=\bar{b}_{L-1}}) (D_{\bar{b}_{L-2}} r_{L-1} \circ \cdots \circ r_1|_{\bar{b}_{L-2}=\bar{b}_{L-2}}) \cdots (D_{\bar{b}_{0}} r_1|_{\bar{b}_{0}=\bar{x}}).$$

Each layer $r_k$, for $k \in [1, L]$, must compute its $n \times n$ Jacobian, and each layer after the first must multiply its Jacobian with the $n \times n$ Jacobian of the preceding layer with respect to $x$. This process is described by the recurrence

$$D_{\bar{x}} r_k|_{\bar{x}=\bar{x}} = (D_{\bar{b}_{k-1}} r_k|_{\bar{b}_{k-1}=\bar{b}_{k-1}}) (D_{\bar{x}} r_{k-1}|_{\bar{x}=\bar{x}}).$$

Assuming that $\Theta(1)$ operations are required to compute each element of the Jacobian, the total number of operations required is proportional to

$$N := n^2 + (L - 1)(n^2 + n^3) \in \Theta(n^3),$$

despite the fact that $J$ has only $n^2$ elements. On the other hand, the $k$th step of the forward-mode recurrence requires $\Theta(n)$ operations, so computing $Jv$ only requires $\Theta(Ln)$ operations. By running forward-mode with $v = e_i$ for each $i \in [1, n]$, we can form $J$ column-by-column in only $\Theta(Ln^2)$ operations. Henceforth, we will measure operation count in terms of invocations to the AD engine, rather than by counting elementary operations.

Of the two kinds of AD, it is reverse-mode that finds the most use in machine learning. Given a vector $w \in \mathbb{R}^n$, it computes $J^t w$. Most applications involve minimizing a scalar-valued loss function with respect to a vector of parameters, which corresponds to the case where $n = 1$. This special case is otherwise known as backpropagation. Unlike forward-mode, which begins at the first layer and ends at the last, reverse-mode begins at the last layer and ends at the first. It works according to the recurrence

$$w_k^t := w^t (D_{\bar{b}_{k-1}} r_k|_{\bar{b}_{k-1}=\bar{b}_{k-1}}) = w^t (D_{\bar{b}_{k}} r_L \circ \cdots \circ r_{k+1} \circ \bar{b}_{k+1}=\bar{b}_{k+1}) (D_{\bar{b}_{k-1}} r_k|_{\bar{b}_{k-1}=\bar{b}_{k-1}})$$

$$= w_{k+1}^t (D_{\bar{b}_{k-1}} r_k|_{\bar{b}_{k-1}=\bar{b}_{k-1}}),$$

where $k$ ranges from $L$ to 1, and $w_L := w$. After $L$ steps, we will have obtained the desired product $J^t w$. Machine learning frameworks typically expose the full interface to the reverse-mode AD engine, rather than specializing to the case of backpropagation. E.g., in TensorFlow (Abadi et al. [2017]).
Listing 1: TensorFlow implementation of Jacobian-vector operations.

The results from Section 4 suggest that alignment of the eigenvectors of $M$ better understand the relationship between eigenvector alignment and disentangled representations.

Many popular machine learning frameworks (e.g., TensorFlow) do not implement forward-mode natively, since it is seldom used for machine learning. Surprisingly, this is not a limitation: reverse-mode can be used to implement forward-mode. Given a differentiable function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, we can compute $w^t J$ for a given vector $w \in \mathbb{R}^n$, using reverse-mode AD. Treating the input to $f$ as a constant, we can regard $w^t J$ as a function $g : \mathbb{R}^n \rightarrow \mathbb{R}^m$, $w \mapsto w^t J$. The derivative of $g$ with respect to $w$ is given by $J^t$, and so another application of reverse-mode AD allows us to compute $v^t J^t = (Jv)^t$. Hence, reverse-mode AD can be used to implement forward-mode AD. This trick was first described by [Townsend, 2017]. We provide a TensorFlow implementation of the procedures to compute $Jv, J^tv, J^tJv$, and $JHv$ in Listing 1.

B Eigenvector Alignment for $\beta$-VAEs

The results from Section 4 suggest that alignment of the eigenvectors of $M_\gamma(z_0)$ with the coordinate axes might be sufficient to induce disentanglement in the latent representation of a generative model.

The $\beta$-VAE is known to learn such a representation when $\beta$ is increased, so that the KL-divergence between the approximate posterior and the prior of the decoder is made sufficiently small. Suppose that a $\beta$-VAE exhibits disentanglement along the $j$th coordinate direction in latent space. Then paths of the form $\gamma : t \mapsto z_0 + te_j$ will produce changes to $G(z_0)$ along isolated factors of variation. If such a path coincides with the trajectory found by Algorithm 1 for the $k$th leading eigenvector throughout latent space, then this eigenvector must be aligned with the $j$th coordinate axis. Hence, we would expect the $k$th column of the matrix $F$ given by Equation 6 to be a one-hot vector close to $e_j$. Figure 9 shows that, in fact, several columns of $F$ have high similarity to coordinate directions.

Next, we investigate whether a column of $F$ having high similarity with a coordinate direction $e_j$ implies that disentanglement actually occurs along $\gamma : t \mapsto z_0 + te_j$. Figure 10 shows that with the exception of three coordinates having similarity greater than 0.35, this turns out not to be the case. In other words, several of the eigenvectors naturally align with coordinate directions during training, but disentanglement does not reliably occur along all of them. More work needs to be done in order to better understand the relationship between eigenvector alignment and disentangled representations.
Figure 9: Comparison between the average squared eigenvector matrices $F$ (Equation 6) for a GAN generator with latent variable size 16 (left) and the decoder from a $\beta$-VAE ($\beta = 8$) with latent variable size 32 (right), both trained on the CelebA dataset. Complete architecture and training details are provided in Appendix C. The matrix $F$ for the VAE decoder contains several columns that are close to one-hot vectors. By contrast, the same matrix for the GAN generator exhibits little structure, despite the fact that it is trained with a small latent variable size.

Figure 10: Investigation of whether the matrix $F$ can be used to determine which directions in latent space correspond to disentangled factors for a $\beta$-VAE. For each $i \in [1, 32]$, we compute the maximum value along the $i$th row of matrix $F$ shown in Figure 9(b). Then, we plot a point indicating whether or not disentanglement occurs along this direction, as determined by visual inspection. The directions that do result in disentanglement are shown in Figure 8.

C Generator Architectures and Training Procedure

All models in this work are based on the DCGAN (Radford et al., 2015) architecture. Table 2 describes the architectures of the generator and discriminator (in the case of GANs) and the encoder and decoder (in the case of VAEs) associated with each figure and table. All models use the translated PReLU activation function (Xiang & Li, 2017); the ReLU leaks are learned, and clipped to the interval $[0, 1]$ after each parameter update. The only data preprocessing we applied was to scale the pixel values to the interval $[0, 1]$. The GANs were trained using the original, non-saturating GAN loss described in Goodfellow et al. (2014) with multivariate normal prior. Both the generator and the discriminator were trained using RMSProp (Tieleman & Hinton, 2012) with step size $10^{-4}$, decay factor 0.9, and $\epsilon = 10^{-6}$. Each parameter update was made using a batch size of 32, and the models were trained for a total of 750,000 updates. The VAEs were trained using a gaussian likelihood model for the decoder, and the log-diagonal covariance parameterization for the encoder. The fixed, per-pixel standard deviation of the decoder was chosen such that, disregarding constant terms, the log-likelihood corresponds to the reconstruction error, normalized by the product of the number of channels and the number of pixels. To optimize the evidence lower bound, we used Adam (Kingma & Ba, 2014) with $\beta_1, \beta_2, \epsilon = 0.5, 0.99, 10^{-8}$. Each parameter update was made using a batch size of 32, and the models were trained for a total of 1,500,000 updates. The KL-divergence weight $\beta$ was increased linearly from 0 to the final value over the first 1,000,000 updates. We applied the function $x \rightarrow 2(tanh(x) + 1/2)$ to the outputs of both the GAN generators and the VAE decoders; this ensures that the output pixel values are in the interval $[0, 1]$. To predict the mean and log-diagonal covariance with the VAE encoders, we apply the translated ReLU activation function (Xiang &
Table 2: GAN and $\beta$-VAE architectures used for all figures and tables. Note 1: weight normalization (Salimans & Kingma, 2016) was applied both to the generator and the discriminator, with the scale $g$ fixed to one for the generator. Note 2: spectral weight normalization (Miyato et al., 2018) was applied both to the encoder and the decoder, with learned scales for both. Note 3: gaussian noise with standard deviation 0.6 was added to both real and fake inputs to the discriminator.

Algorithm 4 describes the procedure used to generate the batches to train and evaluate the classifier for the disentanglement metric (Higgins et al., 2016). We use $n_{\text{inst}}$, $n_{\text{batch}}$ = 64, 32, and update the classifier using SGD with nesterov accelerated gradient (step size $10^{-2}$, momentum 0.99). We train the classifier using a total of 10,000 parameter updates, and evaluate its performance using 5000 instances, as reported by (Higgins et al., 2016). To invert the pretrained GAN generator, we train a VAE decoder with twice the base feature map count for the generator, using 30,000 parameter updates. The details for this training procedure are identical to those for regular VAE training described in Appendix C, except that the generator is not updated, and the KL-divergence weight $\beta$ is set to zero. In other words, we use a standard autoencoding loss with a fixed decoder.
Algorithm 4 Procedure to generate a batch for disentanglement metric classifier.

Require: \( n_{\text{inst}} \geq 1 \) is the number of aligned pairs to use, in order to create each instance in the batch.

Require: \( n_{\text{batch}} \geq 1 \) is the batch size.

Require: \( \text{Enc} : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is the encoder functioning as the inverse of the generator \( G \).

\[ c \leftarrow (3, 6, 40, 30, 30) \quad \triangleright \text{Ranges for the five attributes that determine each shape} \]

\[
\text{procedure } \text{SAMPLESHAPE}(i, v) \quad \triangleright \text{Sample shape with attribute } i \text{ fixed to value } v
\]

\[
\begin{align*}
&\text{for } j \in [1, 5] \text{ do} \\
&\quad u_j \leftarrow \text{RANDOMUNIFORM}(1, c_j) \\
&\quad u \leftarrow (u_1, u_2, u_3, u_4, u_5) \\
&\quad u_i \leftarrow v \\
&\text{return } \text{MAKESHAPE}(u)
\end{align*}
\]

\[
\text{procedure } \text{MAKEINSTANCE}(n_{\text{inst}}, \text{Enc})
\]

\[
\begin{align*}
&i \leftarrow \text{RANDOMUNIFORM}(2, 5) \quad \triangleright \text{Sample index of attribute to fix} \\
&v \leftarrow \text{RANDOMUNIFORM}(1, c_i) \quad \triangleright \text{Sample value for fixed attribute} \\
&z \leftarrow 0 \in \mathbb{R}^m \\
&\text{for } k \in [1, n_{\text{inst}}] \text{ do} \\
&\quad z_0 \leftarrow \text{Enc}(\text{SAMPLESHAPE}(i, v)) \\
&\quad z_1 \leftarrow \text{Enc}(\text{SAMPLESHAPE}(i, v)) \\
&\quad z \leftarrow z + |z_0 - z_1| \\
&\text{return } z/n_{\text{inst}}, i
\end{align*}
\]

\[
\text{procedure } \text{MAKEBATCH}(n_{\text{inst}}, n_{\text{batch}}, \text{Enc})
\]

\[
\begin{align*}
&\text{inputs } \leftarrow \emptyset \\
&\text{targets } \leftarrow \emptyset \\
&\text{for } k \in [1, n_{\text{batch}}] \text{ do} \\
&\quad x, y \leftarrow \text{MAKEINSTANCE}(n_{\text{inst}}, \text{Enc}) \\
&\quad \text{inputs } \leftarrow \text{inputs } \cup \{x\} \\
&\quad \text{targets } \leftarrow \text{targets } \cup \{y\} \\
&\text{return } \text{inputs}, \text{targets}
\end{align*}
\]
### E Additional GAN Disentanglement Results

| Coordinate | Description                                      | Example |
|------------|--------------------------------------------------|---------|
| 1          | Background darkness and hair color               | ![Example](image1) |
| 2          | Azimuth, lighting, and hair color                | ![Example](image2) |
| 3          | Hairline and hair color                          | ![Example](image3) |
| 4          | Azimuth                                          | ![Example](image4) |
| 5          | Shadow                                           | ![Example](image5) |
| 6          | Smiling, age, skin tone, gender                  | ![Example](image6) |
| 7          | Smiling, age, jawline                            | ![Example](image7) |
| 8          | Jawline and hairstyle                            | ![Example](image8) |

Figure 11: Disentanglement results for alignment-regularized GAN \((k, \lambda = 32, 2.3)\). Details regarding the model architecture and training procedure are given in Appendix [C]. Results with additional samples for each coordinate can be found at this URL: [https://drive.google.com/open?id=1e3WTSx1wDSk6JC010927WaJF6g_zb2e2](https://drive.google.com/open?id=1e3WTSx1wDSk6JC010927WaJF6g_zb2e2)

| Coordinate | Description                                      | Example |
|------------|--------------------------------------------------|---------|
| 1          | Background and hair darkness                     | ![Example](image9) |
| 2          | Azimuth and hair darkness                        | ![Example](image10) |
| 3          | Hair length, hair darkness, and lighting         | ![Example](image11) |
| 4          | Smiling and gender                               | ![Example](image12) |
| 5          | Hair length, hair darkness, and gender           | ![Example](image13) |
| 6          | Smiling, bangs, and gender                       | ![Example](image14) |
| 7          | Smiling and hairstyle                            | ![Example](image15) |
| 8          | Smiling, jawline, and glaring expression         | ![Example](image16) |
| 9          | Smiling, bangs, and mouth open                   | ![Example](image17) |
| 10         | Hairline                                         | ![Example](image18) |
| 11         | Raised eyebrows and skin tone                   | ![Example](image19) |
| 12         | Raised eyebrows and location of hair partition   | ![Example](image20) |
| 13         | Raised eyebrows and location of hair partition   | ![Example](image21) |
| 14         | Lighting color                                   | ![Example](image22) |

Figure 12: Disentanglement results for alignment-regularized GAN \((k, \lambda = 8, 1.7)\). Details regarding the model architecture and training procedure are given in Appendix [C]. Results with additional samples for each coordinate can be found at this URL: [https://drive.google.com/open?id=ls-C86LzwU3Y839haBHoPpqv26eTyga](https://drive.google.com/open?id=ls-C86LzwU3Y839haBHoPpqv26eTyga)