A Coronagraph with a Sub-λ/D Inner Working Angle and a Moderate Spectral Bandwidth
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Abstract

Future high-contrast imaging spectroscopy with a large segmented telescope will be able to detect atmospheric molecules of Earth-like planets around G- or K-type main-sequence stars. Increasing the number of target planets will require a coronagraph with a small inner working angle (IWA), and wide spectral bandwidth is required if we enhance a variety of detectable atmospheric molecules. To satisfy these requirements, in this paper, we present a coronagraphic system that provides an IWA less than 1λ0/D over a moderate wavelength band, where λ0 is the design-center wavelength and D denotes the full width of the rectangular aperture included in the telescope aperture. A performance simulation shows that the proposed system approximately achieves a contrast below 10^{-10} at 1λ0/D over the wavelengths of 650–750 nm. In addition, this system has a core throughput ≥10% at input separation angles of ∼0.7–1.4λ0/D; to reduce telescope time, we need prior information on the target’s orbit by other observational methods to a precision higher than the width of the field of view. For some types of aberration including tilt aberration, the proposed system has a sensitivity less than ever-proposed coronagraphs that have IWAs of approximately 1λ0/D. In future observations of Earth-like planets, the proposed coronagraphic system may serve as a supplementary coronagraphic system dedicated to achieving an extremely small IWA.

Unified Astronomy Thesaurus concepts: Astrobiology (74); Coronagraphic imaging (313); Direct imaging (387); Exoplanets (498)

1. Introduction

The spectral characterization of the atmosphere of an Earth-like planet enables us to investigate its habitability and the potential existence of biosignatures on the planetary surface (e.g., Des Marais et al. 2002; Seager et al. 2016; Kaltenegger 2017; Fujii et al. 2018). A broad spectral bandwidth is critical for detecting various atmospheric molecules. Although the bandwidth can be widened relatively easily for transit spectroscopy (e.g., Benneke et al. 2019; Tsiaras et al. 2019), it is relatively challenging for high-contrast imaging spectroscopy, which is necessary for observations of Earth-like planets around G- or K-type main-sequence stars; currently available wave-front compensation and coronagraph masks limit the spectral bandwidth of a coronagraph system to 10%–20% (Trauger et al. 2012; Cady et al. 2017).

Future large telescopes including ground-based extremely large telescopes and the large UV optical infrared space telescope concept will be built with segmented mirrors. This is because a large primary mirror is required to reduce the impact of zodiacal light on the signal-to-noise ratio and to observe more distant planets (e.g., Kasting et al. 2009). We thus need to achieve extremely high-contrast for a complicated pupil with segment gaps and occultation by the secondary-mirror-support structure. (e.g., Guyon et al. 2010, 2014; Mawet et al. 2011; Pueyo & Norman 2013). The use of an apodized pupil Lyot coronagraph with a binary mask (N’Diaye et al. 2016), and a vector vortex coronagraph with deformable mirrors and pupil apodization (e.g., Ruane et al. 2018) are promising approaches for on- and off-axis segmented telescopes, respectively.

Nevertheless, the inner working angles (IWAs) of these methods limit the number of potentially habitable planets observable with possible future space telescopes (Stark et al. 2019). The coronagraphs for the LUVOIR-A and -B mission concepts can achieve IWAs of about 3.7 and 2.5 times the diffraction limit, respectively; these IWAs are adopted mainly based on the trade-off studies between the stellar-light leakage due to the realistic aberration budgets of the optical system and IWAs. Consequently, the yield of potentially habitable planets can be increased by achieving high-contrast imaging at a small angular separation from the central stars (less than 2 times the diffraction limit) with a moderate spectral bandwidth. For example, when we observe a planet separated by 1 au from its host star at a wavelength of 700 nm with a 6 m diameter telescope, an IWA of 2.5 times the diffraction limit enables the observation of a planet located up to about the 16.6 pc distance. In the same condition, for the IWA of 0.8 times the diffraction limit, the distance at which we can observe the planetary system extends up to 52.0 pc in principle.

A phase-shift mask on the focal plane and an optimized pupil apodization produce a very small IWA for an arbitrary pupil (Guyon et al. 2010, 2014); the phase-shift mask transmits the light outside of a specific radius (typically half the radius of the Airy disk) and gives a π-radian phase shift to the light inside the radius so that the stellar Airy disk interferes with itself destructively. However, because the radius of the phase-changing points must be proportional to the wavelength, the spectral bandwidth of this approach is severely limited. Furthermore, because it has a second-order response (second-order null) to low-order aberrations, this type of coronagraph system reacts sensitively to the finite stellar angular diameter and telescope pointing jitter (Belikov et al. 2018).

Itoh & Matsuo (2020) have presented a method for achieving a diffraction-limited IWA and the fourth-order response (fourth-order null) to low-order aberrations simultaneously.
for a nonapodized, segmented pupil; we refer to this method hereafter as the “IM-2020 system.” It uses a one-dimensional focal plane mask with amplitude modulation and \( \pi \)-radian phase shift, as well as an optimized Lyot stop; hereafter, we refer to this focal-plane mask as the “IM-2020 mask.” We can manufacture this type of focal plane mask that takes values from \(-1\) to 1 achronically by putting a half-wave plate with spatially variant fast axes between two linear polarizers orthogonal to each other. This configuration brings simultaneous modulation of amplitudes and \( \pi \)-radian phases. Although a single set consisting of an IM-2020 mask and a Lyot stop has a second-order response to low-order aberrations, we can achieve a fourth-order null in a diagonal direction on the focal plane by successively placing two sets orthogonal to each other. However, the IM-2020 system allows only a narrow-band usage (0.3% bandwidth for a contrast of \( 10^{-10} \)).

Focusing on the one-dimensional nature of the IM-2020 mask, Matsuo et al. (2021) upgraded the IM-2020 system to provide a wideband coronagraph system (spectroscopic fourth-order coronagraphy). In spectroscopic fourth-order coronagraphy, we need two diffraction gratings—before and after an optimized focal-plane mask—to disperse the point spread functions (PSFs) perpendicular to the direction of the mask modulation and obtain a white-light pupil from the dispersed PSFs. The optimized focal-plane mask has an almost one-dimensional pattern, but its scale varies along the direction orthogonal to the mask modulation.

In this study, we upgrade the IM-2020 system, focusing on the property of the coronagraph that generates “flat” leak amplitudes at the Lyot stop because of the increase in the spectral bandwidth. Here, the “flat” amplitude is a complex amplitude that is constant from the perspective of both absolute value and phase. For light with a wavelength of \( \lambda \), the amplitude of the pupil-plane leak from a single set consisting of a mask and a Lyot stop is approximately \((\lambda - \lambda_0)/\lambda\), where \( \lambda_0 \) denotes the design-center wavelength. Importantly, \( n \) successive sets of the mask and Lyot stop reduce the leak amplitude to \((\lambda - \lambda_0)/\lambda\). This occurs because a constant leak at the Lyot stop serves as an on-axis point source for the next set of the mask and Lyot stop. However, a single set of an IM-2020 mask and a Lyot stop unfortunately has approximately 50% of the off-axis peak throughput, which critically reduces the throughput of its successive sets. To overcome this problem, we defined new focal plane masks by adding some periodic modulations to the IM-2020 mask.

In Section 2, we show how to enlarge the effective bandwidth of a coronagraph system with a small IWA by introducing new focal-plane masks. In Section 3, we simulate the performance metrics of the resulting coronagraphic system. We summarize the findings of this study in Section 4.

2. Theory

2.1. Problem

The IM-2020 mask produces a spatially constant complex amplitude at the Lyot stop as a leak due to wavelength deviation (Matsuo et al. 2021). This leak is proportional to the amplitude of the on-axis source, and thus it can be removed by inserting an IM-2020 system following the leak-producing system. However, a single set of the IM-2020 mask and Lyot stop unfortunately has an off-axis peak throughput of approximately 50%, which critically reduces the throughput of its successive sets. This low off-axis transmittance comes from the following functional form of the IM-2020 mask:

\[
M_x(x) = C_x \left( 1 - 2\zeta^{-1}\text{sinc}\left(\frac{2\zeta\lambda}{\lambda_0}\right) \right), \tag{1}
\]

\( ^1 \) This coronagraph mask has no wavelength dependence in its physical structure, but the mask function \( M_x(x) \) depends on the wavelength because of the normalization of \( x_0 \).
Figure 2. Left column: the normalized intensities of light observed on the focal and pupil planes coming from a point source on the optical axis. Center column: the normalized intensities of light from a point source at the separation angles of $1.0 \lambda_0/D$ from the optical axis. Right column: the mask and Lyot-stop functions used in the performance simulation. The abbreviations shown here are the same as in Figure 1. The peak intensity at F1 is used to normalize all the intensities.
where \(\sin(x) = \frac{\sin(\pi x)}{\pi x}\); \(x\) is the focal-plane angular coordinate normalized by \(\lambda/D\); \(D\) is the pupil diameter; \(\lambda\) and \(\lambda_0\) respectively denote the observation and design-center wavelengths. The factor \(\zeta\) works to compensate for the existence of pupil gaps, defined as the ratio of the unobscured region to the entire pupil along one-dimension. The constant \(C_{\zeta}\) adjusts the maximum absolute values of \(M_{\zeta}(x,\lambda)\) so that it does not exceed unity. Hence, \(C_{\zeta}\) must take a value less than or equal to 0.697, which is the maximum value obtained when \(\zeta = 1\). Consequently, the values of \(C_{\zeta}\) reduce the off-axis peak throughput to less than about 50%.

2.2. Solution

Fortunately, the following focal-plane mask function relaxes the limit for the off-axis peak throughput of the IM-2020 system:

\[
M'_\zeta(x,\lambda) = C_{\zeta}\left(1 - 2\zeta^{-1}\sin\left(\frac{4x\lambda}{\lambda_0}\right)\right)\cos\left(\frac{\pi x\lambda}{\lambda_0}\right),
\]

(2)

Note that the constant \(C_{\zeta}'\) can take values up to 0.900. The focal plane mask \(M'_\zeta(X,\lambda)\) works like \(M_{\zeta}(x,\lambda)\) for point sources that have separation angles of \(N\lambda_0/D\) \((N:\text{ an integer})\); although the cosine factor in this mask sharpens these amplitude spread functions (ASFs) to half the widths of the original ones (see Appendix A). The periodic modulation pattern does not produce any additional impact on the pointing-jitter insensitivity and off-axis peak throughput. However, the cosine factor that sharpens the ASF degrades the total-energy throughput.

To pursue a high off-axis total-energy throughput, we here optimize the mask modulation pattern; we change the wave shape while keeping its period. The modified mask function is as follows:

\[
M''_{\zeta}(G, H; x, \lambda) = \sqrt{1 - \left[1 - \left(C_{\zeta}\left(1 - 2\zeta^{-1}\sin\left(\frac{4x\lambda}{\lambda_0}\right)\right)\cos\left(\frac{\pi x\lambda}{\lambda_0}\right)\right)^{\lfloor H \rfloor}\right]^2} \\
\times \left[1 - 2\text{rect}\left(\frac{x\lambda}{x_0\lambda_0}\right)\right] \text{sgn}\left(\frac{\pi x\lambda}{\lambda_0}\right),
\]

(3)

where \(G\) and \(H\) are parameters that determine the extent of the modification \((G, H > 0)\), and \(x_0\) is a mathematical constant that satisfies the equation of \(M(2\lambda_0) = 0\). When \(G = H = 1\), \(M''_{\zeta}(G, H; x, \lambda)\) matches \(M'_\zeta(x, \lambda)\). Large \(G\) and small \(H\) produce a rectangular-wave-like off-axis periodic pattern, which results in enhanced total-energy throughput. When we tune the parameters \(G\) and \(H\), we need to consider at least a trade-off relation between the throughput and amount of the stellar leak.
3. Performance Simulation

Here, we simulate the throughput and amount of leak for the proposed system using the mask function $M_k^h(G, H, \lambda)$. This simulation utilizes numerical Fourier transform based on the described Fourier transform (DFT) method; in Appendix B, we show the detail of the numerical calculation and explain its accuracy.

3.1. Setup

This simulation uses two successive sets of mask and Lyot stop (Figure 1). We looked for the optimized parameters via the trial and error method rather than by using a theoretical algorithm. The design-center wavelengths $\lambda_0$ of these masks are all 712.5 nm. The first and second mask functions each have a two-dimensional modulation pattern and are prepared as follows:

$$M_{k}^{2D}(x, y) = M_{k,1}^{h}(G_1, H_1; kx_1)M_{k,2}^{h}(G_2, H_2; ky_1)$$  \hspace{1cm} (4)

where the integer $k$ takes the value 1 or 2, representing the first and second masks, respectively; $\zeta_1 = 1.000$, $\zeta_2 = 0.956$, $G_1 = 4$, $H_1 = 1/2$, $G_2 = 103$, and $H_2 = 2/103$. We employ the following first ($k=1$) and second ($k=2$) Lyot stops:\footnote{The pupil coordinates $\alpha$ and $\beta$ are normalized by the pupil diameter $D$; the aperture functions of the Lyot stops do not depend on wavelength $\lambda$.}

$$L_{k}^{2D}(\alpha, \beta) = \left(\text{rect} \left[\frac{\alpha}{W_{k,1}} \right] - \text{rect} \left[\frac{\alpha}{W_{k,2}} \right] \right) \times \left(\text{rect} \left[\frac{\beta}{W_{k,1}} \right] - \text{rect} \left[\frac{\beta}{W_{k,2}} \right] \right)$$  \hspace{1cm} (5)

where $W_{1,1} = W_{1,2} = 1.912$, $w_{1,1} = w_{1,2} = 0.088$, $W_{1,2} = 3.388$, $w_{2,1} = w_{2,2} = 0.168$. Figure 2 shows on- and off-axis, monochromatic light intensities ($\lambda = 700$ nm) on the focal and pupil planes together with the mask and Lyot-stop functions used in the performance simulation. Figure 3 demonstrates the output PSFs of input point sources at three different separation angles from the host star and at two different wavelengths.

We use the “core throughput” and “averaged leak” as performance metrics. To define these quantities, we use the normalized light power in the region $S = \{ (x_{\lambda_0}, y_{\lambda_0}) | 0.5 \leq x_{\lambda_0} \leq 1.5 \text{ and } 0.5 \leq y_{\lambda_0} \leq 1.5 \}$ on the third (final) focal plane; here, the light powers are normalized by the light powers in the PSF main lobes on the first focal plane. The averaged leak and core throughput are the normalized light power in $S$ for the on-axis source and for the source at the separation angle $1.0\lambda_0/D$, respectively.

3.2. Results

Figure 4 shows simulations of the core throughput for various off-axes angles and of the averaged leak at $1\lambda_0/D$. The upgraded coronagraph system reduces the averaged leak below approximately $10^{-10}$ over the spectral band of 650–750 nm. Further, we find that the core throughput exceeds approximately 10% for separation angles $0.7–1.4\lambda_0/D$ over a spectral bandwidth wider than 650–750 nm. Figure 5 shows a conceptual diagram for the
region where we can achieve a core throughput higher than 10% and contrast of $10^{-10}$. What is favorable for us to reduce telescope time is to have information on the target’s orbit by other observational methods to a precision higher than the width of the field of view $0.7\lambda_0/D$ before the observation.

4. Discussion

4.1. Sensitivities to Low-order Aberrations

Sensitivities of leaks to low-order aberrations and misalignment of the coronagraphic components are also important performance criteria for a practical coronagraph. Hence, we execute additional simulations of the sensitivities to low-order aberrations. When the pupil function without aberration is $A(\alpha, \beta)$, the pupil function with aberration is $A(\alpha, \beta)e^{i\Phi(\alpha, \beta)}$, where $\Phi(\alpha, \beta)$ denotes the wave-front-aberration function. Here, we assume $\Phi(\alpha, \beta) = r\phi(\alpha, \beta)$, where $r$ denotes the magnitude of the aberration. We can expand the exponential function of the phase factor $e^{i\Phi(\alpha, \beta)}$ as follows:

$$e^{i\Phi(\alpha, \beta)} = 1 + ir\phi(\alpha, \beta) - \frac{1}{2}r^2\phi(\alpha, \beta)^2 + O(r^3).$$

The term of $r^n$ in Equation (6) contributes the intensity leak of coronagraphs proportionally to $r^n$.

In the simulations, we use scaled, normalized Legendre polynomials as base functions for expanding the wave-front-aberration function. The two-dimensional base functions $b_{jk}(\alpha, \beta)$ are defined as follows:

$$b_{jk}(\alpha, \beta) = \sqrt{\frac{(2j + 1)P_j(2\alpha)\text{rect}[\alpha]}{(2j + 1)P_{j+1}(2\beta)\text{rect}[\beta]}},$$

where $j$ and $k$ take nonnegative integers and $P_n(z)$ is the Legendre polynomials of the $n$th order. Using the base functions $b_{jk}(\alpha, \beta)$ and expansion coefficients $c_{jk}$, we can express $\Phi(\alpha, \beta)$ as following:

$$\Phi(\alpha, \beta) = \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} c_{jk} b_{jk}(\alpha, \beta).$$

Figure 6 shows the base functions $b_{jk}(\alpha, \beta)$ of the orders of $j, k \leq 3$; the Fourier conjugates of these base functions are shown in Figure 7.

The following orthonormality is a favorable property of defined base function $b_{jk}(\alpha, \beta)$:

$$\int_{-\infty}^{\infty} d\alpha d\beta b_{jk}(\alpha, \beta) b_{lm}(\alpha, \beta) = \delta_{jl} \delta_{km},$$

Figure 6. The orthonormal base functions $b_{jk}(\alpha, \beta)$ that we used to expand low-order wave-front errors $(j, k \leq 3)$. 
where $\delta_{nm}$ is the Kronecker delta. From this property, when we can expand a wave-front error $\Psi(\alpha, \beta)$ as

$$\sum_{j=k=0}^{\infty} c_{jk} b_{jk}(\alpha, \beta),$$

we can evaluate the root-mean-square wave-front error (RMSWFE) with the following relation:

$$\text{RMSWFE} = \sqrt{\sum_{j=k=1}^{\infty} c_{jk}^2}.$$  \hspace{1cm} (10)

Hence, we can regard the coefficient $c_{jk}$ as a part of the RMSWFE contributed by the order $(j,k)$ that we are considering.

To investigate how much the leak is sensitive to the various low-order aberrations, we simulated the averaged leaks (the same definition as the one in Section 3) that come from only the coefficient $c_{jk}$ of a particular order for the case with various magnitudes of the aberrations. For this simulation, we assume the coronagraph system same as the one used in Section 3 and observational wavelength of 690 nm. The results for the orders less than fourth are compiled in Figure 8. From the results of the simulation, the orders $(j,k)$ are classified into the following three groups: (i) $(j,k) = (0,0)$, (ii) $(j,k) \neq (0,0)$, and $jk \neq 0$, (iii) $jk = 0$. In Figure 8, the results of the cases included in groups (i), (ii), and (iii) are indicated as green, blue, and red solid curves, respectively. For reference, in Figures 9 and 10, we show the leak-intensity maps on the last Lyot stop and the focal plane, respectively, with respect to each order; in these figures, the aberration coefficient $c_{jk}$ is assumed to $10^{-3}$ waves (in root mean square).

The base functions with orders of groups (i) and (ii) contribute to the leak in the considered system while they do not bring any second-order leaks in the coronagraph system with the mask function $M_\alpha(x)$. However, the contribution is less problematic than that by group (iii); the leak due to group (iii) has approximately same magnitudes as the typical second-order aberrations (i.e., vortex coronagraphs with the topological charge of $l = 2$ that has an IWA of 0.9 $\lambda/D$). Reducing the wave-front error in group (iii) is an important challenge for us to practically use the proposed coronagraph system.

5. Conclusion

In this paper, we describe an upgrade of a coronagraph system proposed by Itoh & Matsuo (2020; the IM-2020 system) that enables it to be used over a moderate wavelength band. The upgrade is based on the fact that the wavelength-deviation leak produced at the Lyot stop is spatially constant. An additional coronagraphic system reduces the leak at the pupil plane by the
same mechanism as it reduces on-axis stellar light. The development of this upgraded system required overcoming the problem of low off-axis throughput of a single IM-2020 system.

To solve this problem, we found that the off-axis throughput increases when the mask function includes a periodic factor that has the same zero-point interval as that of the side lobe of the original PSF. Our performance simulation showed that a coronagraph system constructed with the new focal-plane mask has the same zero-point interval as that of the side lobe of the original PSF. The simulation is executed for the wavelength of 690 nm. The green solid curve indicates the case of the case in which one of $j, k$ is zero and another is not zero. The red solid curves indicate the case in which neither of $j, k$ is zero.

**Figure 8.** The relations between the magnitude of aberration coefficient $c_{jk}$ (waves in root mean square) of a particular order $(j, k \leq 3)$ and the averaged leaks that the aberration brings. The simulation is executed for the wavelength of 690 nm. The green solid curve indicates the case of $(j, k) = (0, 0)$. The blue solid curves indicate the case in which one of $j, k$ is zero and another is not zero. The red solid curves indicate the case in which neither of $j, k$ is zero.

From Equation (A1), we observe that $M'_i(x_{\lambda_0})\tilde{P}(x_{\lambda_0})$ is proportional to $M(2x_{\lambda_0})\tilde{P}(2x_{\lambda_0})$. Consequently, $M'_i(x_{\lambda_0})$ behaves similarly to $M_i(x_{\lambda_0})$ for an on-axis point source (i.e., it produces a perfect null) although the size of the Lyot stop doubles compared to the case with $M_i(x_{\lambda_0})$.

The mask function $M'_i(x_{\lambda_0})$ modulates the ASF of point sources that have separation angles of the integer $N$ times $\lambda_0/D$ as follows:

$$M'_i(x_{\lambda_0})\tilde{P}(x_{\lambda_0} - N) = (C_i/\tilde{C}_i)(-1)^N(M(2x_{\lambda_0})\tilde{P}(2x_{\lambda_0} - N)).$$  \hspace{1cm} (A3)

Hence, $M'_i(x_{\lambda_0})$ works as $M_i(x_{\lambda_0})$ for point sources with separation angles of $N\lambda_0/D$. The width of the ASF at the next focal plane is halved.

We should clearly distinguish the cosine factor’s doubling the size of the reimaged pupil from the usual magnification of reimaging the pupil. In first-order geometrical optics, when the pupil is magnified by a factor of $\gamma$, the focal image is magnified by a factor of $\gamma^{-1}$; we use this relation to normalize the coordinates on the pupil and focal plains in wave-optical calculation so that the scales that are optically conjugated to each other have same values of the coordinates. However, the cosine factor that doubles the size of the reimaged pupil does not change the focal-image magnification while usual magnification of pupils inevitably change the focal-image magnification. Hence, in normalization of the coordinates, we need to treat the enlargement of the size of the reimaged pupil by the cosine factor in a different way from the usual magnification of reimaging the pupil. To be more specific, when $D$ and $\lambda/D$ normalize the pupil- and focal-plane coordinates, this $D$ is not be affected by the cosine modulation.

**Appendix A**

**Effects of the Cosine Modulation**

Here, we assume $\lambda = \lambda_0$ for simplicity. The mask function $M'_i(x_{\lambda_0})$ modulates the ASF of an on-axis point source $\tilde{P}(x_{\lambda_0})$ as follows:

$$M'_i(x_{\lambda_0})\tilde{P}(x_{\lambda_0}) = C'_i(1 - \zeta^{-1}\text{sinc}(4x_{\lambda_0}))\text{cos}(\pi x_{\lambda_0})\text{sinc}(x_{\lambda_0})$$
$$= C'_i(1 - 2\zeta^{-1}\text{sinc}(4x_{\lambda_0}))\text{sinc}(2x_{\lambda_0}), \hspace{1cm} (A1)$$

where we use the mathematical formula:

$$\sin(2A) = 2\sin(A)\cos(A). \hspace{1cm} (A2)$$
Appendix B

Numerical Fourier Transform and its Accuracy

When the pupil- and focal-plane coordinates are normalized by \( D \) and \( \lambda / D \), the amplitude on these planes are related to each other in the following way:

\[
\tilde{f}(x) = \int_{-\infty}^{\infty} d\alpha f(x, \alpha) e^{-2\pi i \alpha}, \quad (B1)
\]

where we extracted one-dimensional Fourier transform from two-dimensional one for simplicity. For numerically approximating the Fourier transform, we used the DFT method that is defined as follows:

\[
\tilde{a}_l = \text{DFT}[a_k] = \sum_{k=0}^{N-1} a_k e^{-\frac{2\pi i kl}{N}}, \quad (B2)
\]

where \( N \) is the number of array elements used for the DFT. To rewrite Equation (B1) into the form of Equation (B2), we sampled the coordinates \( x \) and \( \alpha \) using the sampling intervals \( \Delta x \) and \( \Delta \alpha \) as follows:

\[
x_l = \Delta x \left\{ l - \frac{N-1}{2} \right\}, \quad (B3)
\]

and

\[
\alpha_k = \Delta \alpha \left\{ k - \frac{N-1}{2} \right\}, \quad (B4)
\]

where \( k \) and \( l \) are integers and we assume that \( N \) is an even number; and the pupil- and focal-sampling intervals must satisfy the following equation:

\[
\Delta x \Delta \alpha = 1/N, \quad (B5)
\]

After substituting Equations (B3) and (B4), we obtain an approximation of \( \tilde{f}(x_l) \):

\[
\tilde{f}(x_l) \approx \tilde{f}_{\text{approx}}(x_l) = i^k \Delta x \Delta \alpha \text{DFT}[\mathcal{Y}_k f(\alpha_k)], \quad (B6)
\]

where we defined \( \mathcal{Y}_k \) in the following way:

\[
\mathcal{Y}_k = (-1)^l \left\{ \left( 1 - \frac{k}{\frac{N-1}{2}} \right) \right\}. \quad (B7)
\]

We used Equation (B6) to execute all the one-dimensional numerical Fourier transforms in this study; all the two-dimensional Fourier transforms that appear in this study can be resolved into one-dimensional numerical Fourier transforms.

Figure 9. The leak-intensity map with respect to each order of the aberration on the last Lyot stop. The magnitude of the aberration coefficient \( c_{jk} \) is assumed to \( 10^{-3} \) waves. The assumed observational wavelength is 690 nm.
To avoid aliasing noises, we adopt the following discretization parameters:

\[ N = 1048576 \] (B8)
\[ \Delta x = \frac{1}{40.96} \] (B9)
\[ \Delta \alpha = \frac{1}{25600} \] (B10)

When the pupil sampling interval \( \Delta \alpha \) is \( \frac{1}{25600} \), the sinusoidal-modulation components on the pupil plane with the spatial-frequency differences of integer times 25600 are indistinguishable from each other. Thus, the approximation of its Fourier transform \( \tilde{f}_{ap}(x_l) \) has periodicity as follows:

\[
\tilde{f}_{ap}(x_l) = \sum_{n=-\infty}^{\infty} \tilde{f}(x_l - 25600n).
\] (B11)

In Equation (B11), the terms of \( n \neq 0 \) contributes numerical errors as aliasing noises. Since only the terms with small \( |n| \) have great impact on the error in the region near the origin of the focal coordinates, Equation (B11) can be practically simplified as follows:

\[
\tilde{f}_{ap}(x_l) = \tilde{f}(x_l) + \tilde{f}(x_l - 25600) + \tilde{f}(x_l + 25600),
\] (B12)

where we omitted the terms of \( |n| \leq 2 \). For example, when we assume \( \tilde{f}(x) = \text{sinc}(x) \) as a typical function on the focal planes, the absolute value of \( \tilde{f}(x) \) is less than \( \frac{1}{\pi x} \). Thus, the total contribution by second and third terms of Equation (B12) to the aliasing noise at \( x_l \approx 0 \) is approximately less than \( \frac{2}{25600} \approx 2.5 \times 10^{-5} \) in amplitude (i.e., \( 6.2 \times 10^{-10} \) in intensity). The estimation of the amount of the aliasing noise is not largely altered even when we execute two-dimensional Fourier transform by multiplying two one-dimensional transforms. This is due to existence of the cross term between an error term of a dimension and a true-value term of another dimension. Hence, for the calculation from pupil planes to focal planes, we estimated the upper limit of the relative numerical error with respect to the input pupil intensity as \( 6.2 \times 10^{-10} \).

To move the topic to the calculation from focal plane to pupil plane, all we have to do is to exchange the definitions of the pupil- and focal coordinate symbols. After this exchange, the approximation of the Fourier transform \( \tilde{f}_{ap}(x_l) \) has a period...
of 40.96 due to the aliasing noise. However, here, the aliasing is not problematic because functions on the pupil plane usually have non-zero values only at a region near the origin (i.e., \( \text{rect}(\alpha) = 0 \) for \( |\alpha| > 0.5 \)). In fact, the aliasing noise has no impact on the focus-to-pupil calculation of the coronagraph system based on the mask function \( M_x(\alpha) \) (Equation (2)).

However, the mask function \( M_x^H(G, H; \lambda_0) \) (Equation (3)) may include some high-(spatial)-frequency components that might contribute to the numerical error. To test this contribution, we compared the result of calculations with the two different sampling intervals using the final pupil leaks of the system as a test case. Figure 11 includes two panels: the case with the same sampling interval as the one used in Section 3 (left) and the case with the sampling interval 16 times finer than the one used in Section 3 (right). From these results, we expect that the focus-to-pupil calculation in this study has no critical numerical errors.
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