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**Abstract**—Face representation learning solutions have recently achieved great success for various applications such as verification and identification. However, face recognition approaches that are based purely on RGB images rely solely on intensity information, and therefore are more sensitive to facial variations, notably pose, occlusions, and environmental changes such as illumination and background. A novel depth-guided attention mechanism is proposed for deep multi-modal face recognition using low-cost RGB-D sensors. Our novel attention mechanism directs the deep network “where to look” for visual features in the RGB image by focusing the attention of the network using depth features extracted by a Convolution Neural Network (CNN). The depth features help the network focus on regions of the face in the RGB image that contain more prominent person-specific information. Our attention mechanism then uses this correlation to generate an attention map for RGB images from the depth features extracted by the CNN. We test our network on four public datasets, showing that the features obtained by our proposed solution yield better results on the Lock3D Face, CurtinFaces, IIIT-D RGB-D, and KaspAROV datasets which include challenging variations in pose, occlusion, illumination, expression, and time lapse. Our solution achieves average (increased) accuracies of 87.3% (+5.0%), 99.1% (+0.9%), 99.7% (+0.6%) and 95.3% (+0.5%) for the four datasets respectively, thereby improving the state-of-the-art. We also perform additional experiments with thermal images, instead of depth images, showing the high generalization ability of our solution when adopting other modalities for guiding the attention mechanism instead of depth information.

**Index Terms**—RGB-D face recognition, Depth-guided features, Attention, Multimodal deep network.
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**I. INTRODUCTION**

Face recognition (FR) systems have been successfully used for human identification with very high accuracy and generalizability [1]. Since the emergence of the first FR system around half a century ago [2], this area has witnessed significant progress, notably benefiting more recently from the advances in deep neural networks (DNNs) [3]. Nowadays, DNNs such as convolutional neural networks (CNNs) have opened a new range of possibilities for designing improved FR methods, and have dominated the state-of-the-art for both verification (one-to-one) and identification (one-to-many) tasks [4]. Despite these recent advances, certain common conditions such as changes in lighting, viewing angles, and non-uniform backgrounds, as well as changes in human appearance due to aging, emotions, and occlusions, still limit FR performance [5].

The emergence of new types of imaging sensors has also opened new frontiers for FR systems [6]. For example, multimodal RGB-D (red, green, blue, and depth) cameras, such as the consumer-level Microsoft Kinect [7] and Intel RealSense [8] sensors, have made it possible and cost-effective to simultaneously capture co-registered color intensity and depth data of a scene [9]. Depth (range) information can be instrumental for FR, as it provides geometric information about the face, in the form of dense 3D points that sample the surface of facial components [10].

Current models for recognition often process the input facial images uniformly [11], [12], applying similar attention toward different regions of the image. This is despite the fact that certain facial regions like the eyes, mouth, nose, cheeks, ear, and chin [13], [14], [15], [16], [17] are known to contain a high degree of person-specific information that greatly inform face representation learning, particularly for identity recognition. To address this, methods have been proposed to focus the attention of the model on specific regions of the face or the learned embedding, often referred to as attention mechanisms [18], [19]. Such methods have been shown to enhance the performance of face representation learning models resulting in higher accuracies in applications such as FR [20] and presentation attack detection [21].

Interestingly, we observe a considerable amount of depth variation in the regions of the face mentioned above that contain important person-specific information. Additionally, depth information is known to be less sensitive to facial variations, notably pose, occlusions, and environmental changes such as illumination and background. A novel depth-guided attention mechanism is proposed for deep multi-modal face recognition using low-cost RGB-D sensors. Our novel attention mechanism directs the deep network “where to look” for visual features in the RGB image by focusing the attention of the network using depth features extracted by a Convolution Neural Network (CNN). The depth features help the network focus on regions of the face in the RGB image that contain more prominent person-specific information. Our attention mechanism then uses this correlation to generate an attention map for RGB images from the depth features extracted by the CNN. We test our network on four public datasets, showing that the features obtained by our proposed solution yield better results on the Lock3D Face, CurtinFaces, IIIT-D RGB-D, and KaspAROV datasets which include challenging variations in pose, occlusion, illumination, expression, and time lapse. Our solution achieves average (increased) accuracies of 87.3% (+5.0%), 99.1% (+0.9%), 99.7% (+0.6%) and 95.3% (+0.5%) for the four datasets respectively, thereby improving the state-of-the-art. We also perform additional experiments with thermal images, instead of depth images, showing the high generalization ability of our solution when adopting other modalities for guiding the attention mechanism instead of depth information.

**Fig. 1:** An overview of our proposed depth-guided attention is presented. The depth and the RGB images are used to compute an attention map that is then used to focus on the most important person-specific parts available in RGB features for FR.
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variations, notably pose, occlusions, and environmental variations such as illumination and background [22]. To exploit this characteristic, in this paper, we propose a novel attention mechanism, called depth-guided attention, to apply different amounts of focus on different parts of the face based on depth variations. In our network, we first extract a set of feature maps from both RGB and depth images using the VGG [23] convolutional feature extractor. We then use the output convolutional maps to learn the similarities between the two feature maps using our feature pooling module. Then, an attention refinement module creates attention maps to highlight features with person-specific depth-related information as illustrated in Figure 1.

The performance of our solution has been tested on four prominent RGB-D face datasets, including Lock3DFace [24], CurtinFaces [25], IIT-D RGB-D [26], [27], and KasparOV [28], [29], and has been compared to a number of state-of-the-art RGB-D FR methods [30], [31], [32]. The results reveal that our proposed solution consistently learns better person-specific face representations as evidenced by the improved performance in different FR tasks under different challenging conditions.

Our key contributions are summarized as follows:

- We propose a novel attention mechanism for face representation learning, exploiting co-registered RGB and depth images to selectively focus on important salient facial features in the input RGB image. This is achieved by finding the similarity between the feature embeddings of RGB and depth images, and computing an attention map for the RGB input. This module could be trained in an end-to-end trainable fashion with a convolutional network as a feature extractor, as long as an additional modality exists to guide the attention;

- Our proposed solution shows superior recognition performance in dealing with challenging scenarios such as face pose, occlusions, illuminations, and expression when compared to other fusion strategies including feature or score-level fusions, as well as a number of other custom-designed solutions in the literature. Moreover, our method sets new state-of-the-art results on four public and large RGB-D FR datasets;

- Our proposed solution shows a high generalization ability when adopting thermal images, instead of the depth images, to guide the attention module.

The rest of the paper is organized as follows: Section II provides an overview of RGB-D face datasets and recognition methods. Our FR solution based on the proposed depth-guided attention mechanism is presented in Section III. Section IV presents the experimental setup, and Section V the results of comparing the proposed method with other state-of-the-art RGB-D FR methods, along with an analysis of their performance and generalization ability. Section VI concludes the paper with a summary and a discussion of future work.

II. RELATED WORK

A. RGB-D Face Recognition Methods

RGB-D FR methods can be classified into hand-crafted based and deep learning based categories [5]. Table I overviews the main characteristics of RGB-D FR methods, sorted chronologically according to their release dates. This table highlights the FR categories as well as the feature extractors and the classifiers used for recognition. This table also presents the strategies used to fuse RGB and depth information that can be carried out at several levels, of which the feature-level and score-level fusion strategies are the most often employed [33].

The first RGB-D FR methods relied on hand-crafted visual descriptors. In one of the first attempts [26], entropy maps corresponding to the input RGB and depth images along with a visual saliency map corresponding to the RGB image were computed. The Histogram of Oriented Gradients (HOG) descriptor was then applied, thus extracting features from these maps. The extracted features were finally concatenated to be used as input to a Random Decision Forest (RDF) classifier for recognizing identity. In [25] the Iterative Closest Point (ICP) algorithm exploiting depth information was used for RGB face alignment. Discriminant Color Space (DCS) was then applied to the aligned RGB image, thus finding a set of linear combinations for the color components to maximize separability of the classes. Finally, a Sparse Representation Classifier (SRC) was used to perform FR. The performance of different feature extractors including Principle Component Analysis (PCA), Local Binary patterns (LBP), Scale-Invariant Feature Transform (SIFT), and Local Gabor Binary Patterns (LGBP) were compared for RGB-D FR, where LBP descriptor obtained the best performance. The RGB-D FR method proposed in [27] computed a new descriptor based on saliency and entropy maps, called RISE descriptor. Extracted features from different maps were concatenated and HOG descriptors were then used to provide an RDF classifier with the texture features. In the RGB-D FR method proposed in [24], a 3D face model was reconstructed from RGB-D data using ICP, and a Signed Distance Function (SDF) was used to match the face models. In [35], a block based covariance matrix representation was used to model RGB and depth images in a Riemannian manifold. Support Vector Machine (SVM) classification scores obtained from RGB and depth matrices were finally fused to perform FR.

As can be seen in Table I the focus of RGB-D FR has shifted to deep learning methods since 2016. Various strategies have been used to make the most of depth information provided by RGB-D sensors. In [28], an RGB-D FR method was proposed based on an autoencoder architecture to learn a mapping function between RGB and depth modalities, thus generating a richer feature representation. A new training strategy was proposed in the context of RGB-D FR [36], exploiting depth information to improve the learning of a distance metric during the training of a CNN. In [30], a new architecture was used to learn from RGB and depth modalities, introducing a shared layer between two networks corresponding to the two modalities, thus allowing interference between modalities at early layers. In [37], RGB, disparity and depth images were independently used as inputs to a VGG-16 architecture for fine-tuning the VGG-Face model. The obtained embeddings were finally fused to feed an SVM classifier for performing FR. Jiang et al. [38] presented an
attribute-aware loss function for CNN-based FR which aims to regularize the distribution of the learned feature vectors with respect to some soft-biometric attributes such as gender, ethnicity, and age, thus boosting FR results. Cui et al. estimated the depth from RGB modality using a multi-task approach including face identification along with depth estimation. They also performed RGB-D modality recognition experiments to study the effectiveness of the estimated depth for the recognition task using the Inception-V2 fusion network on the Lock3DFace and IIIT-D RGB-D public datasets. Lin et al. proposed a dual-agent adversarial architecture, combining prior knowledge from the data distribution with adversarial training and also pose and identity perception losses in order to recover the lost information inherent in projecting a 3D face onto the 2D image space. In Zhao et al. presented a novel face frontalization network to be trained along with a FR network, thus learning pose-invariant representations for FR. Other challenging problems like occluded faces have been addressed in Song used a pairwise differential siamese network between occluded and non-occluded faces to capture the correspondence between them. This information is then used to create a mask for the features which were occluded, thereby excluding those features from further processing during recognition. Zhao et al. used an LSTM autoencoder to remove facial occlusions. Other works generated non-occluded images from occluded images utilizing adversarial learning, achieving very realistic results.

### B. Attention Mechanisms

Human perception relies on attention, as proven in various studies to selectively concentrate on multiple entities that are available in a scene. This issue is more evident when the human brain tries to recognize human identity through facial images. Attention mechanisms modeled after human perception have changed the way to work with CNNs, by selectively focusing on the most important parts of the inputs, thus increasing the effective discrimination of the output embeddings. Attention mechanisms have so far been successfully used in different areas of computer vision and natural language processing. Soft attention mechanisms have mostly been employed to selectively focus on the most important features extracted from multiple inputs, such as spatial features that have been extracted from video frames over the temporal sequence. In this context, the weights associated to each feature can be learned using a feed-forward neural network, and are ultimately multiplied by their corresponding features in order to obtain the resulting attention-refined features.

Attention mechanisms have recently gained attention to exploit complementary RGB and depth information in the context of deep learning-based RGB-D FR methods. Mu et al. proposed adding an attention weight map to each feature map, computed from RGB and depth modalities, thus focusing on the most important pixels with respect to their locations during training. Uppal et al. used both spatial and channel information from depth and RGB images and fused the information using a two-step attention mechanism. The attention modules assign weights to features, choosing between features from depth and RGB and hence utilize the information from both data modalities effectively.

As a special type of attention, cross-modal attention or co-attention mechanisms have been proposed, notably for visual question answering (VQA) and image captioning applications. These methods jointly exploit the symmetry between one input vector and one reference vector (for example between images and questions in VQA) to guide the attention over the input vector. Various works have explored different ways to exploit this symmetry between input and reference vectors. The mechanism proposed in this paper is also a co-attention mechanism, where depth information is used to focus the attention of the network on specific parts of the RGB images. Capsule network has recently been proposed that can also act as an attention mechanism. It is capable of modeling the hierarchical relationships between parts of the input and the output.

| Ref. | Year | Cat. | Feature Extractor | Classifier | Fusion | Dataset |
|------|------|------|-------------------|------------|--------|---------|
| 26   | 2013 | Hand-crafted | HOG | RDF | Feature-level | IIIT-D |
| 23   | 2013 | Hand-crafted | ICP, DCS | SRC | N/A | IIIT-D |
| 24   | 2014 | Hand-crafted | PCA, LBP, SIFT, LGBP | kNN | Score-level | Kinect Face |
| 27   | 2014 | Hand-crafted | RISE+HOG | RDF | Feature-level | IIIT-D |
| 24   | 2016 | Hand-crafted | ICP | SDF | N/A | Lock3DFace |
| 35   | 2016 | Hand-crafted | Covariance matrix rep. | SVM | Score-level | CurtinFaces |
| 28   | 2016 | Deep learning | Autoencoder | Softmax | Score-level | Kinect Face |
| 30   | 2016 | Deep learning | Siamese CNN | Softmax | Feature-level | Pandora |
| 36   | 2018 | Deep learning | 9 Layers CNN + Inception | Softmax | Feature-level | VAF, IIIT-D, Lock3DFace |
| 27   | 2018 | Deep learning | Fine-tuned VGG-Face | Softmax | Feature-level | LFFD |
| 38   | 2018 | Deep learning | Custom CNN | Attribute-aware loss | Feature-level | Private dataset |
| 39   | 2018 | Deep learning | Inception-v2 | Softmax | Feature-level | IIIT-D, Lock3DFace |
| 40   | 2019 | Deep learning | 14 layers CNN + Attention | Softmax | Feature-level | Lock3DFace |
| 42   | 2020 | Deep learning | CNN + two-level attention | Softmax | Feature-level | IIIT-D, CurtinFaces |
| 41   | 2020 | Deep learning | Custom CNN | Assoc., Discrim., and Softmax | Feature-level | IIIT-D |
of learning feature importance by assigning more weights to the more relevant features while ignoring the spurious dimensions. A capsule network contains two main blocks, i.e., the primary capsule and the high-level capsule. The first primary capsule block encodes spatial information using convolutional layers, after which the second high-level capsule block then learns deeper part-whole relationships between hierarchical sub-parts. This network contains a trainable weight matrix for encoding the part-whole spatial relationships that can be considered as an attention layer over the transformed capsules. In this paper, we will compare the performance of other attention mechanisms, including soft and capsule attention, with our solution in Section V.

C. RGB-D Face Datasets

RGB-D FR is a relatively new topic, and so only a few RGB-D face datasets have so far been made available. These datasets are generally collected in indoor environments under controlled settings, and are commonly referred to as constrained FR datasets. Table II provides an overview of the characteristics of existing RGB-D face datasets including the type of sensors used, statistics about the size of the datasets, and the variations considered (i.e., different times, views, illuminations, expressions, and occlusions). These datasets are sorted in the table chronologically by release date.

Among the constrained RGB-D datasets listed in Table II, Texas 3D [63], Eurecom Kinect face [34], and VAP [64] are relatively small, while BU-3DFE [62] and FaceWarehouse [63] are specifically designed for facial emotion recognition, which prevents their usage in our experiments. Additionally, it has been proven that the rendered depth images from light field multi-view data are not as effective as Kinect data for FR [67], so we also excluded LFFD [66] from our experiments. To this end, we have conducted our experiments on the remaining three constrained datasets, i.e., IIIT-D [26], [27], CurtinFaces [25], and Lock3DFace [24], which are also the largest available RGB-D face datasets.

Generally, RGB-D datasets containing challenging testing conditions with extreme poses, illumination, and expressions are also collected in constrained lab environments. In contrast, the KaspAROV [28], [29] dataset collected images in a surveillance-type setting, and is less constrained compared to other datasets. During collection, each subject walks back and forth within the field-of-view of the Kinect. No limitations are imposed on expression, pose, or gesture. Hence, the database contains unconstrained pose, illumination, and expression variations along with variations in capture distances. In order to show the efficiency of our proposed solution when dealing with unconstrained RGB-D face data, we have also included the KaspAROV [28], [29] dataset in our experiments. It must be noted that KaspAROV dataset is relatively small in terms of number of images and number of subjects as compared to the well-known in-the-wild RGB databases like Labelled Faces in the wild (LFW) [68] and YouTube faces (YTF) [69].

III. Method

A. Model Intuition and Overview

Certain facial regions like the eyes, mouth, nose, cheeks, ear, and chin [13], [14], [15], [16], [17] are known to contain a higher degree of person-specific information compared to other parts of the face. This property can be exploited, notably by using attention mechanisms, to improve the performance of FR systems by learning better person-specific representations. On the other hand, it is interestingly observed that the amount of depth variation in the mentioned important regions are more prominent. Additionally, depth information is less sensitive to variations such as pose, occlusions caused by face coverings, and environmental variations including illumination and background [22]. Accordingly, focusing on facial regions containing important person-specific information can be more effective when exploiting depth information. These are the intuitions behind our proposal, called depth-guided attention, which applies different amounts of focus on various parts of the RGB image based on depth variations.

Our depth-guided attention solution can be modeled according to Equation 1 to produce a set of attention-refined features, \( f \):

\[
f = f_{RGB} \times \text{DepthAtt}(F_{RGB}, F_{Depth}),
\]

where \( \text{DepthAtt} \) is the depth-guided attention mechanism that focuses the network based on the learned depth features, \( F_{Depth} \). In other words, depth information effectively directs the deep network “where to look” for visual features within the RGB feature map, \( F_{RGB} \).

The overall architecture of our proposed network is shown in Figure 2. The network consists of two VGG-16 convolutional feature extractors whose outputs are the RGB and depth convolutional maps. These two networks are combined to form the Convolutional Feature Extractor module. The depth-guided attention mechanism is composed of the next two modules. In this context, first, we combine the extracted feature maps to create a pooled feature map through the Feature Pooling module. These pooled features are then fed to the Attention Refinement module to generate the attention for features extracted from the RGB branch. Finally, the attention-refined features are fed to the Classifier module for recognition of the input identity.

B. Convolutional Feature Extractor

The first module in the proposed solution aims to encode RGB and depth spatial information into the convolutional feature maps having translation-invariant characteristics. The input of our network consists of co-registered RGB and depth images, from which our model first extracts features from the RGB modality using a CNN. The convolutional feature extractor consists of five convolutional blocks of a VGG-16 [70] network, where the blocks have 64, 128, 256, 512, and 512 filter maps respectively. Each block is followed by a max pool layer with a kernel size of 2. The output of the fifth block is considered as the extracted RGB convolutional feature maps. Similarly, the depth image is also passed through another set of convolutional blocks with the same architecture, and the
TABLE II: Overview of the available RGB-D face datasets with different characteristics.

| Dataset            | Year | Sensor          | Acquisition condition | # of sub. | # of samp. | Time | View | Illu. | Expr. | Occl. |
|--------------------|------|-----------------|-----------------------|-----------|------------|------|------|-------|-------|-------|
| BU-3DFE [6]        | 2006 | 3DMD Scan.      | Constrained           | 100       | 2500 img.  | ✔   | ✔   | ✔    | ✔    | ✔    |
| Texas 3D [53]      | 2010 | Stereo Vis.     | Constrained           | 105       | 1149 img.  | ✔   | ✔   | ✔    | ✔    | ✔    |
| VAP [64]           | 2012 | Kinect I        | Constrained           | 51        | 1149 img.  | ✔   | ✔   | ✔    | ✔    | ✔    |
| IIT-D [26, 27]     | 2013 | Kinect I        | Constrained           | 106       | 4605 img.  | ✔   | ✔   | ✔    | ✔    | ✔    |
| CurtinFaces [25]   | 2013 | Kinect I        | Constrained           | 52        | 5000 img.  | ✔   | ✔   | ✔    | ✔    | ✔    |
| FaceWarehouse [65] | 2014 | Kinect I        | Constrained           | 150       | 3000 img.  | ✔   | ✔   | ✔    | ✔    | ✔    |
| KineCT Face [54]   | 2014 | Kinect I        | Constrained           | 52        | 936 img.   | ✔   | ✔   | ✔    | ✔    | ✔    |
| LFFD [66]          | 2016 | Light Field     | Constrained           | 100       | 4000 img.  | ✔   | ✔   | ✔    | ✔    | ✔    |
| Lock3DFace [24]    | 2016 | Kinect II       | Constrained           | 509       | 5771 vid.  | ✔   | ✔   | ✔    | ✔    | ✔    |
| KaspAROV [28, 29]  | 2016 | Kinect I and II | Unconstrained         | 108       | 432 vid.   | ✔   | ✔   | ✔    | ✔    | ✔    |

feature maps after every convolution block are concatenated together to obtain depth convolutional feature maps. These two feature maps are fed to the next module. We use the pre-trained VGGFace2 [23] weights and fine-tune them on our datasets. To help tune the convolutional extractors, two more auxiliary branches for identity losses for each of the modalities, depth and RGB, are introduced. These branches include two fully connected (FC) layers, each with 1024 nodes, where the number of nodes is equal to the number of classes in each dataset. These two auxiliary branches, shown by dashed lines in Figure 2, help the network by learning the weights for the convolutional extractors by back-propagating the error through early layers of the network. These two losses are in addition to the main attention loss as described in Section III-D. It is worth noting that these auxiliary branches are only used during the training process, and can be formulated as:

\[
L_{RGB} = -\sum_{c=1}^{M} y_{RGB,c} \log(p_{RGB,c}) \tag{2}
\]

\[
L_{D} = -\sum_{c=1}^{M} y_{Depth,c} \log(p_{Depth,c}) \tag{3}
\]

where \(y_{RGB,c}\) and \(y_{Depth,c}\) represent the output labels for the corresponding input belonging to a certain class \(c\) out of \(M\) possible classes, and \(p_{RGB,c}\) and \(p_{Depth,c}\) are the probability scores after passing through the classifier.

C. Proposed Depth-Guided Attention

The depth-guided attention mechanism proposed in this paper is composed of the second and third modules, illustrated in Figure 2 respectively Feature Pooling and Attention Refinement. The intuition behind the proposed depth-guided attention is to jointly exploit the symmetry between RGB and depth convolutional feature maps to guide the attention mechanism where to look for the most prominent person-specific information within the RGB feature map.

As discussed in Section III-C, some attention mechanisms have used pure RGB features to focus attention [11, 71, 12], while others [32, 40] have explored the possibility of attention-aware fusion in facial recognition, so as to fuse depth and RGB modalities together. In contrast, our proposed solution (Figure 1) multiplies the attention weights derived from the depth-guided attention mechanism by the RGB feature maps extracted from the CNN to obtain the final set of salient features. In the following, we describe Feature Pooling and Attention Refinement modules:

1) Feature Pooling Module: The idea behind the feature pooling module is to combine/pool the convolutional feature maps obtained from both RGB and depth modalities to explore the interactions between the two modalities. We investigate two approaches for the Feature Pooling module, the first being bilinear pooling, which has been used in various works [57, 58, 72] to record the interactions between features from two modalities. This method provides richer representations of the features compared to linear models as it records all pairwise interactions using outer products between the two modalities’ feature maps, i.e., RGB and depth convolutional feature maps. However, as a drawback, bilinear pooling produces a high-dimensional features of quadratic expansion which can tend to be computationally expensive as it uses the outer product between two vectors or tensors, making the rank of the resultant tensor high. In [58], a less computationally expensive method for bilinear pooling was proposed using the Hadamard product to pool two feature spaces together. The pooled feature spaces created using the first approach can be formulated in the context of our problem as:

\[
F_{bp} = \text{tanh}(W_3^T (\text{tanh}(W_1^T F_{RGB}) \odot \text{tanh}(W_2^T F_D)))
\]

where \(W_1\), \(W_2\), and \(W_3\) are the RGB, depth, and bilinear pooling trainable weights respectively, whereas biases have been ignored for simplicity. Additionally, \(F_{RGB} \in \mathbb{R}^{M \times M \times \phi}\) and \(F_D \in \mathbb{R}^{M \times M \times V}\) are respectively the RGB and depth convolutional feature maps obtained by the convolution module, where \(M\) is the spatial dimension of the feature map in the last convolution block, \(\phi\) is the number of feature maps in the last convolution block for the RGB modality and \(v\) is the number of concatenated feature maps for each convolution block of depth modality.

The second approach uses the dot product as a similarity measure between the two feature vectors, in the context of our problem the RGB and depth vectors, to create a pooled feature space. This approach has been used in [54] to find the similarity between two vectors. The pooled feature space can be calculated as:

\[
F_{dp} = \text{tanh}(W_1^T F_{RGB}) \odot \text{tanh}(W_2^T F_D)
\]

where \(\odot\) is the dot product, \(W_1\) and \(W_2\) are the trainable weights for RGB and depth respectively, while biases have...
Fig. 2: Architecture of proposed depth-guided attention network with its two novel modules, feature pooling and attention refinement. Feature pooling finds relations between features in the depth and RGB images, and attention refinement creates a refined attention map for features extracted from the RGB image; the attention-refined RGB features are finally fed to a classifier.
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Fig. 3: Class Activation Maps (CAM) for a sample image. (a) shows class activation map obtained by a VGG-16 network with VGG-Face2 weights where the attention is distributed over the image and only few features of the subject’s face are highlighted. (b) shows class activation map for the same subject after our proposed attention mechanism is applied; the facial features with higher attention preserve more information about the subject’s identity.

been ignored for simplicity. The resulting $F_{dp} \in \mathbb{R}^{M \times M \times C}$ contains information regarding the correlation between the RGB and depth modalities.

In this paper, we have used the second feature pooling approach (Equation 5), as shown in Figure 2. However, we have also evaluated the performance of our solution adopting the first feature pooling approach (Equation 4) whose results are presented and compared to the first approach in Section V-F.

2) Attention Refinement Module: The tensor resulting from the Feature Pooling module, $F_{dp}$, is used as input to the Attention Refinement module. This module first refines the pooled features by passing its input tensor, $F_{dp}$, through a shared fully connected layer with a tanh activation to add non-linearity to the representations:

$$F_{sl} = \tanh ((W_{sl})^T F_{dp}),$$  

where $W_{sl} \in \mathbb{R}^{C \times K}$ is the trainable weight. $F_{sl}$ is then converted to an attention map using a convolution layer with softmax activation:

$$\alpha_{att} = \text{softmax}(\text{Conv}_{1 \times 1}(F_{sl}))$$

where $\text{Conv}_{1 \times 1}$ is a convolution layer with kernel size of $1 \times 1$ and 1 feature map, and $\alpha_{att} \in \mathbb{R}^{M \times M \times 1}$ is the resulting refined attention map. Here $K$ is the number of nodes in the $FC_{sl}$ layer.

A Class Activation Map (CAM) can help visualize the activation of neurons in deep convolution networks. We use GradCAM [73] to show the effectiveness of our depth-guided attention in Figure 3. Figure 3a represents CAM for a VGG-16 network (pre-trained on VGG-Face2), when only an RGB image is used, while Figure 3b represents the corresponding CAM for the same subject obtained by the proposed attention-based solution. It can be seen that our solution is able to activate important features of the subject for identification. This contrasts the VGG-16 network output, which distributes the activations over the entire image and not on specific and important facial regions.

D. Classifier

The computed attention weights are multiplied by the RGB embeddings to be finally passed through two fully connected (FC) layers, where the first fully connected layer consists of 2048 nodes and the last fully connected layer has a number of nodes equal to the number of classes. The last FC layer is followed by a softmax activation to obtain the probability of every input image belonging to a certain class. The score for the attention-refined RGB features belonging to a certain class is given by:

$$ID = \text{softmax} \left( (W_{fc2})^T ((W_{fc1})^T (F_{RGB} \otimes \alpha_{att})) \right),$$

where $W_{fc1} \in \mathbb{R}^{\phi \times N}$ and $W_{fc2} \in \mathbb{R}^{N \times M}$ are trainable weight parameters for FC layers in the classifier. Here, $\phi$ is the number
of feature maps obtained from the last convolution block, \( N \) is
the number of nodes in the first FC layer of the classifier, and \( M \) is
the number of classes and nodes of the second FC layer. Subsequently,
we can define the loss for the features obtained by our proposed
solution as:

\[
L_{\text{attention}} = - \sum_{c=1}^{M} y_{RBG,c} \log(1D)
\]  

(9)

where \( y_{RBG,c} \) represent the output vectors of an input belong-
ing to a certain class \( c \) out of \( M \) possible classes, and \( p_{RBG,c} \) and \( p_{\text{Depth},c} \) are the probability scores as the output of the
classifier.

E. Training Loss

Our proposed solution consists of a complementary feature learn-
ing approach for improving the fine-tuning process for the RGB and depth convolutional extractors available in the
first module. This process has been done using two additional
auxiliary branches as identity losses for each of the modalities.
The full training loss, including the auxiliary identity losses
(Equations 2 and 3), used to train the entire network, is given by:

\[
L_{\text{Total}} = L_{\text{RGB}} + L_{\text{D}} + L_{\text{attention}}
\]  

(10)

IV. EXPERIMENTS

A. Datasets

1) Lock3DFace: The Lock3DFace dataset [24] consists of
5671 RGB-D face video clips belonging to 509 individuals
with diverse changes in facial expression, pose, occlusion, and
time-lapse (Figure 4(a)). The dataset has been recorded in
two sessions. The neutral images from the first session are
considered as the training images and the remaining three
variations of the first session form the three test protocols
for pose, occlusion, and face expression. The fourth test set
consists of all the images from the second session, with all
variations.

2) CurtinFaces: CurtinFaces [25] is a well-known RGB-
D face dataset which contains over 5000 co-registered RGB-
D images of 52 subjects, captured with a Microsoft Kinect
(Figure 4(b)). For each subject, the first 3 images are the
frontal, right, and left poses. The remaining 49 images com-
prise 7 different poses recorded with 7 different expressions,
and 35 images in which 5 different illumination variations have
been acquired with 7 different expressions. This dataset also
contains images with sunglasses and hand occlusions.

3) IIIT-D RGB-D: The IIIT-D RGB-D dataset [26, 27]
contains 4605 RGB-D images from 106 subjects captured
using a Microsoft Kinect in two sessions (Figure 4(c)). Each
subject has been captured under normal illumination condi-
tions with variations in pose, expression, and eyeglasses. The
dataset already has a pre-defined protocol with a five-fold
cross-validation strategy, to which we strictly adhered in our
experiments. Each image in the dataset is pre-cropped around
the face.

B. Test Protocols

We followed the pre-defined protocols for testing as de-
scribed by the respective authors for the four datasets used.
For Lock3Dface, neutral images from session 1 contain 60
frames for each subject, from which 6 equally spaced frames
are selected for training as was done in [40]. The remaining
images are divided into four test sets, containing occluded
faces, facial images with different expressions, facial images
with different poses and all of the images from the second
session, respectively. For CurtinFaces, the training set consists
of 18 images per subject, containing only one variation of
pose, illumination, or expression. The rest of 69 images are
divided into two sets consisting of pose-expression variations
and illumination-expression variations as described in [25].
The IIIT-D dataset is partitioned into pre-defined testing and
training images, which we adhere to. KaspAROV dataset con-
stitutes a total of 62,120 images, which are divided equally into
test and training sets as mentioned in [28]. This amounts to
287 training and testing images per subject with unconstrained
pose, expression, and illumination. A summary of the test
protocols used in this paper are presented in Table III.

| Dataset          | Gallery         | Test                  |
|------------------|-----------------|-----------------------|
| Lock3DFace       | N-S1 (6)        | OC-S1 (59)            |
|                  |                 | FE-S1 (59)            |
|                  |                 | PS-S1 (59)            |
|                  |                 | S2 (236)              |
| CurtinFaces      | PS, FE, IL (18) | PS × FE (39)          |
|                  |                 | IL × FE (30)          |
| IIIT-D RGB-D     | Predefined (4)  | Predefined (17)       |
| KaspAROV         | Predefined (287)| Predefined (287)      |

C. Implementation Details

1) Preprocessing: Before feeding the images to the net-
work, both RGB and depth images are cropped using the
dlib CNN [74] face-extractor network. For unprocessed depth
images, we determine two depth values that respectively
represent the near and far clipping planes of the scene and filter
out the scene content that is either too near or too far from the
camera, keeping only depth values which represent the face
depth data as suggested in [32]. Following this process, we
then normalize the remaining content to fall within the values
of 0 to 255, thereby making full use of the full dynamic range of the face depth data.

2) Network parameters: The optimal parameter values to achieve the best recognition performance have been empirically obtained and are summarized in Table IV. The CNN component of the network follows a VGG architecture with 5 convolution blocks as described in Section III-B, which are initialized with the weights of the model pre-trained on the VGGFace2 [23] dataset containing over 3.3 million face images from more than 9000 distinct identities. This makes the features generated by the model very general and easily adaptable to the new datasets.

Our proposed attention mechanism contains 3 fully connected layers where there are $C$ nodes for $F_{RGB}$ and $F_D$ available in the feature pooling module (i.e. the respective fully connected layers for RGB features (Image feature) and depth features (Reference feature)) as shown in Figure 2. The third fully connected layer in the attention refinement module has $K$ nodes. The values of $C$ and $K$ were determined empirically as it will be mentioned in section V-C. The convolution layer in the attention refinement module has a kernel of $1 \times 1$ and 1 feature map with softmax activation. Finally, the classifier has 2 final fully connected layers with 1024 units and a fully connected layer with the number of classes as per the dataset.

We use the Adam optimizer with a learning rate of $10^{-5}$ and decrease it by 10% with every epoch. Our solution is implemented using TensorFlow [75] with Keras [76], and is trained using an Nvidia GTX 1070 GPU.

### Table IV: The optimal values obtained for the proposed depth-guided FR solution.

| Module                  | Parameter                        | Setting               |
|-------------------------|----------------------------------|-----------------------|
| Convolutional Feature   | Architecture                     | VGG-16                |
| Extractor               | Pre-trained weights              | VGG-Face2             |
|                         | Convolution feature size($F_{RGB}$) | $7 \times 7 \times 512$ | $7 \times 7 \times 1472$ |
|                         | Convolution feature size($F_D$)   | $7 \times 7 \times 64$  |
| Feature Pooling         | Input image feature size          | $7 \times 7 \times 64$  |
|                         | Input reference feature size      | $7 \times 7 \times 64$  |
|                         | Output pooled feature size        | $7 \times 7 \times 64$  |
|                         | $F_{RGB}(C)$ size                  | 64                    |
|                         | $F_{RGB}$ activation              | tanh                  |
|                         | $F_D(C)$ size                      | 64                    |
|                         | $F_D$ activation                   | tanh                  |
| Attention Refinement    | Input feature size                | $7 \times 7 \times 64$  |
|                         | Output attention map              | $7 \times 7 \times 64$  |
|                         | $F_{Cal}(K)$ size                  | 256                   |
|                         | Convolution kernel size           | 1                     |
|                         | Convolution feature maps          | 1                     |
|                         | Convolution activation            | softmax               |
| Classifier              | Classifer layers                  | 2 FC                  |
|                         | Number of Layer 1 nodes           | 1024                   |
|                         | Number of Layer 2 nodes           | No. of classes        |
|                         | Layer 2 activation                | softmax               |
| Full Network            | Batch size                        | 50                    |
|                         | Loss function                     | Cross entropy         |
|                         | Optimizer                         | Adam                  |
|                         | Learning rate                     | 0.00001               |
|                         | Learning rate decay               | 0.9                   |
|                         | Metric                             | Accuracy              |

V. RESULTS

A. Performance

The results for the Lock3DFace dataset are shown in Table V. Mu et al. [40] use depth maps and 3D models to identify the subject in the image and reach an average accuracy of 84.2%. Specifically, in the presence of pose variations, we
TABLE V: Performance comparison on the Lock3DFace dataset.

| Ref. | Year | Authors       |Feat. Extractor |Classifier |Input        |Accuracy |Pose |Expression |Occlusion |Time |Average |
|------|------|---------------|----------------|------------|-------------|---------|------|------------|----------|------|--------|
| 77   | 2016 | He et al.     |ResNet-50       |FC/Softmax  |RGB         |58.4%   |96.3%|74.7%      |75.5%     |76.2% |        |
| 78   | 2017 | Hu et al.     |SE-ResNet-50    |FC/Softmax  |RGB         |60.7%   |98.2%|77.9%      |78.3%     |78.7% |        |
| 39   | 2018 | Cui et al.    |Inception-v2 (fusion) |FC/Softmax |RGB + Depth |54.6%   |97.3%|69.6%      |66.1%     |71.9% |        |
| 40   | 2019 | Mu et al.     |CNN-MFCC-SAV    |FC/Softmax  |Depth + 3D Model |70.4%   |98.2%|78.1%      |65.3%     |84.2% |        |
|      | 2020 | Proposed      |VGG + Depth-guided Att. |FC/Softmax |RGB + Depth |70.6%   |99.4%|85.8%      |81.1%     |87.3% |        |

TABLE VI: Performance comparison on the CurtinFaces dataset.

| Ref. | Year | Authors       |Feat. Extractor |Classifier |Input        |Accuracy |Pose |Illumination |Average |
|------|------|---------------|----------------|------------|-------------|---------|------|-------------|--------|
| 77   | 2016 | He et al.     |ResNet-50       |FC/Softmax  |RGB         |94.4%   |         |96.0%       |95.7%   |
| 78   | 2017 | Hu et al.     |SE-ResNet-50    |FC/Softmax  |RGB         |97.4%   |         |98.2%       |97.8%   |
| 25   | 2013 | Li et al.     |Discriminat Color Space Trans. |SRC |RGB + Depth |96.4%   |         |98.2%       |97.3%   |
| 79   | 2016 | Li et al.     |LBP + Haar + Gabor |SRC |RGB + Depth |97.3%   |         |98.2%       |97.3%   |
| 35   | 2016 | Hayat et al.  |Covariance Matrix Rep. |SVM |RGB + Depth |–      |         |–           |96.4%   |
| 32   | 2020 | Uppal et al.  |VGG + Two-level Att. |FC/Softmax |RGB + Depth |97.5%   |         |98.9%       |98.2%   |
|      | 2020 | Proposed      |VGG + Depth-guided Att. |FC/Softmax |RGB + Depth |98.7%   |         |99.4%       |99.1%   |

TABLE VII: Performance comparison on the IIIT-D dataset.

| Ref. | Year | Authors       |Feat. Extractor |Classifier |Input        |Accuracy |
|------|------|---------------|----------------|------------|-------------|---------|
| 77   | 2016 | He et al.     |ResNet-50       |FC/Softmax  |RGB         |95.8%   |
| 78   | 2017 | Hu et al.     |SE-ResNet-50    |FC/Softmax  |RGB         |96.4%   |
| 26   | 2013 | Goswami et al.|RISE Random Forest |SRC |RGB + Depth |91.6%   |
| 27   | 2014 | Goswami et al.|RISE Random Forest |SRC |RGB + Depth |95.3%   |
| 30   | 2018 | Zhang et al.  |9 Layers CNN + Inception |FC/Softmax |RGB + Depth |98.6%   |
| 28   | 2016 | Chowdhury et al.|Autoencoder |FC/Softmax  |RGB + Depth |98.7%   |
| 39   | 2018 | Cui et al.    |Inception-v2 (fusion) |FC/Softmax |RGB + Depth |96.5%   |
| 32   | 2020 | Uppal et al.  |VGG + Two-level Att. |FC/Softmax |RGB + Depth |99.4%   |
| 41   | 2020 | Lin et al.    |CNN Softmax + Assoc. + Discrim. Loss |FC/Softmax |RGB + Depth |99.7%   |
|      | 2020 | Proposed      |VGG + Depth-guided Att. |FC/Softmax |RGB + Depth |99.7%   |

TABLE VIII: Performance comparison on KaspAROV RGB-D dataset.

| Ref. | Year | Authors       |Feat. Extractor |Classifier |Input        |Accuracy |
|------|------|---------------|----------------|------------|-------------|---------|
| 28   | 2016 | Chowdhury et al.|AE Reconstructed Features |FC/Softmax |RGB + Depth |66.7%   |
| 70   | 2016 | Simonyan et al.|VGG-16 |FC/Softmax |RGB         |94.5%   |
| 70   | 2014 | Simonyan et al.|VGG-16 (score-fusion) |FC/Softmax |RGB + Depth |94.6%   |
| 70   | 2014 | Simonyan et al.|VGG-16 (feature-fusion) |FC/Softmax |RGB + Depth |94.1%   |
| 39   | 2018 | Cui et al.    |Inception-v2 (feature-fusion) |FC/Softmax |RGB + Depth |94.8%   |
|      | 2020 | Proposed      |VGG + Depth-guided Att. |FC/Softmax |RGB + Depth |95.3%   |

TABLE IX: Comparison of multimodal methods on all four datasets.

| Model                       | Lock3DFace | CurtinFaces | IIIT-D RGB-D | KaspAROV |
|-----------------------------|------------|-------------|--------------|----------|
| Pose                        | Exp.       | Occ.        | Time         | Ave.     | Pose | Illum. | Ave. | Ave. | Ave. |
| RGB-D Fusion                | 56.2%      | 97.6%       | 79.7%        | 75.7%    | 81.6%| 92.6%  | 94.2%| 93.4%| 95.4%| 94.5%|
| Attention-aware Fusion      | 58.8%      | 98.2%       | 82.6%        | 75.6%    | 82.8%| 97.5%  | 98.9%| 98.2%| 99.3%| 95.3%|
| Caps-attention              | 51.4%      | 96.8%       | 78.9%        | 78.3%    | 80.8%| 96.4%  | 97.8%| 97.1%| 98.1%| 94.9%|
| Cross-modal Attention       | 55.1%      | 97.2%       | 82.7%        | 75.4%    | 81.6%| 97.5%  | 98.7%| 98.1%| 96.1%| 95.1%|
| Proposed                    | 70.6%      | 99.4%       | 85.8%        | 81.1%    | 87.3%| 98.7%  | 99.4%| 99.1%| 99.7%| 95.3%|

The results for the CurtinFaces dataset are reported in Table [VII] where our proposed solution achieves state-of-the-art recognition rates in all the test scenarios. Compared to [32], the best performing benchmarking method, our approach achieves higher (+0.3%) accuracy of 98.7% for pose variations, while for variations in illumination, our solution achieves near per-
fect results with an identification accuracy of 99.4%. The overall average accuracy of our solution is 99.1% for this dataset, +0.9% higher than the best-performing alternative method.

Table VII shows the results for the IIIT-D dataset. The results of our solution is slightly better (+0.3%) than the results obtained in [32], which uses 2-step attention to merge the multimodal embeddings prior to classification. Our method also performs +1.0% better than [28] which uses depth-rich features acquired from an autoencoder to obtain a classification accuracy of 98.7%, and +1.1% better than [24], which uses complimentary feature learning to achieve 98.6% accuracy. It also outperforms the results presented in [59] by +3.5%, which utilizes feature fusion with an Inception-v2 CNN for each modality. Finally, our results are comparable with the current state-of-the-art RGB-D FR method [41].

Lock3DFace, CurtinFaces, and IIIT-D RGB-D datasets contain challenging testing conditions with extreme pose, illumination and expression. However, these datasets have been collected in constrained environments. Table VII shows the results for the KaspAROV [28] dataset which is collected in unconstrained conditions. The experiments have been performed following the protocol described in [28]. The results show that our proposed method performs better than other solutions, achieving an accuracy of 95.3%, revealing the added value of our depth-guided approach when performing FR in unconstrained conditions.

B. Comparison to Other Attention Mechanisms

We compare the performance of our proposed attention mechanism here with other mechanisms for RGB-D FR, namely attention-aware fusion mechanism [32], capsule attention [59], and cross-modal attention (described below). The results are presented in Table IX.

1) Comparison to RGB-D Fusion: In this fusion strategy, we naïvely fuse the features extracted from convolution branches by concatenating them. The results show our method considerably outperforms this fusion scheme.

2) Comparison to Attention-Aware Fusion: Attention-aware fusion architecture [32] is illustrated in Figure 5(a). Depth and RGB features extracted from the convolution block are concatenated and then fed to the attention mechanism, which consists of two steps including feature map attention and spatial attention. The outcome is then fed to the classifier block consisting of 3 fully connected layers. From Table IX it can be seen that our attention mechanism achieves better results compared to this benchmark approach. Figure 6 shows the training curves for various RGB-D attention mechanisms using the four datasets. Attention-aware fusion converges faster for Lock3DFace but lags in other three datasets.

3) Comparison to Capsule Attention: Following the introduction of capsule networks with dynamic routing by Sabour et al. [59], capsule networks have offered a new avenue for finding relations between convolution features and their part-whole relations using routing-by-agreement. Capsules have also been explored in reference to attention in various areas, ranging from language [60] to bio-signals [61]. We also explore this idea here for pooling the depth and RGB features and finding the interactions between those features using dynamic routing a method similar to [60]. We describe the architecture for capsule-based attention in Figure 5(b). We use the pooled features from both the depth and RGB streams to form a capsule network and use dynamic routing to find the interaction between those capsules. The results presented in Table IX show that our proposed attention mechanism works considerably better than capsule attention for all cases. Nevertheless, capsule attention performs better than naïve RGB-D feature fusion on the Lock3Dface and KaspAROV datasets in most testing sets. Figure 6(c) shows that capsule attention converges slowly with respect to other methods across datasets.

4) Comparison to Cross-modal Attention: Several works exploit cross-modal attention [44], [80] to first extract both RGB and depth features and subsequently fuse them to take advantage of the complimentary features in both the modalities. Here we also use a cross-modal attention in which we use the attention map generated in Eq. 7 and use them to generate attention over both RGB and depth convolution features as shown in Figure 5(c). These attention-refined features are then concatenated along the channel axis and fed through the classifier block. To determine the number of layers in the classifier, we conduct a number of experiments. We find that a fully connected layer classifier gives the best performance as the corresponding results are shown in Table IX as well as Figure 6. It can be seen that not only does our proposed attention mechanism perform considerably better than the cross-modal attention, but that it also converges faster. We can also observe that cross-modal attention performs better than other benchmarking attention mechanisms, notably attention-aware and capsule attention mechanisms for the Lock3DFace and CurtinFaces dataset. Nevertheless, our proposed solution always outperforms cross-modal attention for all cases.

C. Hyperparameter analysis

Learning rate and batch size: We conducted extensive experiments on the Lock3DFace dataset to study the sensitivity of our network to learning rate and batch size. The training curves versus learning rate and batch size are respectively shown in Figures 7(a) and 7(b). Figure 7(a) shows the sensitivity of training to learning rate, where the learning rate value of $10^{-5}$ enabled the most stable training convergence and hence was chosen as the optimal value. Furthermore, Figure 7(b) shows that batch sizes of 20 and 30 provide faster convergence and hence the optimal value of the batch size was chosen as 30.

$C$ and $K$ values: The number of nodes in the fully connected layers in the feature pooling and refinement modules impact the effectiveness of our method, as mentioned in Section IV-C. We can control the complexity of the attention module by varying the number of nodes in the fully connected layers, i.e., $C$ (number of nodes in fully connected layer in feature pooling module) and $K$ (number of nodes in fully connected layer in attention refinement module). Figure 7(c) shows the effect of these two values on the training process.
Fig. 5: Architecture of different multi modal architectures (a) Attention-aware fusion [32], (b) Capsule attention and (c) Cross-modal attention used in our experiments.

Fig. 6: Training curves for various multi modal methods on (a) Lock3DFace, (b) CurtinFaces, (c) IIIT-D RGB-D, and (d) KaspAROV datasets.

Fig. 7: Training curves versus various hyperparameters including (a) learning Rate; (b) batch size; and (c) C and K values.

The values of $C = 64$ and $K = 256$ are chosen in our method as they provide the most stable and accurate training results.

D. Visualization of CAMs

In order to demonstrate the effectiveness of our proposed method and to qualitatively observe the impact of our depth-guided attention, we show several CAMs obtained by our proposed method in Figure 8. These CAMs are presented for some samples with various pose, occlusion and illumination, from Lock3DFace [24], CurtinFaces [25], IIIT-D [26, 27], and KaspAROV [29, 28] datasets. These results show that the attention maps obtained by our proposed method have selectively focused on the most important regions of the faces.

E. Analysis of Failures

Figure 9 shows some samples that have been misclassified by our proposed model across the four datasets. For the four datasets, the first two columns on the left show the probe images and the third column on the right corresponds to predicted reference images. It can be observed that the misclassified samples have very similar facial appearances to the probe subjects, and might even be misleading for a human observer.

F. Ablation Experiments

To further study the effectiveness of our proposed solution, we perform extensive ablation experiments with the network on all four datasets. We start with a VGG baseline and observe the model’s performance with subsequent added modules.
the KaspAROV dataset. It does however perform significantly less than Model A for the Lock3DFace dataset, with an accuracy of 81.6%. Model B also performs slightly better than Model A on the IIIT-D dataset, with accuracies of 80.9%, 92.8%, 94.1%, and 94.5% are achieved for the four datasets. Next, we explore RGB and depth feature fusion without any attention mechanism. This is done using a combined feature space by concatenating the RGB and depth features from the VGG-16 feature extractor to then feed a 3 layer classifier. We call this Model A, which provides a baseline for multimodal FR. As shown in Table X, Model A consistently provides better results than using the RGB modality on its own, with an average increase to 81.6% (+0.7%) for the Lock3DFace dataset, 93.4% (+0.6%) for CurtinFaces, and 95.4% (+1.3%) for the IIIT-D dataset. For the KaspAROV dataset, the concatenation of the RGB and depth features does not increase the accuracy from 94.5%.

The proposed attention network was further tested with two additional modified configurations to form the feature pooling module. We define Model B with which we test bilinear pooling using the Hadamard product [58] for feature pooling, essentially to find the interactions between the two modalities along with modality loss as described in Section III-C. Model B performs better than Model A in expression and occlusion variations, but lags behind in the second test scenario and under pose variations. The average accuracy for Model B is slightly higher (+0.7%) than that of Model A for the Lock3DFace dataset, with an accuracy of 81.6%. Model B also performs slightly better than Model A on the KaspAROV dataset. It does however perform significantly better than Model A for the other two datasets, at 98.4% for CurtinFaces (+5.0%) and 98.5% for IIIT-D (+3.1%).

Model C represents our proposed solution when using the dot product for feature pooling with added non-linearity as explained in Section III-C and modality loss as described in III-E. This model does not include the attention refinement module. Model C performs well in all the test settings for the Lock3DFace dataset, as shown in Table X, obtaining an average identification rate of 85.2%. Specifically, in the case of occlusions in front of the subject, it performs noticeably better than the three above-mentioned model variations (the baseline, as well as Models A and B). For the CurtinFaces and IIIT-D RGB-D datasets, it performs at 98.5% and 98.8% respectively, as shown in Table X, thereby slightly outperforming the previous models, by +0.3% and +0.1%. For the KaspAROV dataset, Model C performs almost similar to Model B with an accuracy of 94.6%.

3) Attention refinement without modality loss: In order to refine the features from the pooled feature matrix, we obtain a refined feature map using a convolution layer of kernel size 1, and one filter map. To study the effect of the attention refinement module without modality loss, we add the attention refinement module to the best performing model from the above-mentioned variations and remove modality loss to create Model D. Now, this model consists of the dot product for feature pooling and the attention refinement module. The results in Table X show marginal reduction in accuracy of expression variation for the Lock3DFace dataset. The degradation is more significant for the other Lock3DFace variations, where the average accuracy decreases by 2.9%, when compared to Model C. For the CurtinFaces dataset, we can see a drop in accuracy for pose variation by 1.1% and a marginal performance improvement of 0.6% in illumination variation, compared to Model C. Similarly for the IIIT-D RGB-D dataset, we observe that model D marginally increases the results from 98.8% to 99.1%. However, for the KaspAROV dataset, removing the modality loss does not affect the performance. The overall results obtained by Model D show that removing the modality loss degrade performance of our solution.

4) Attention refinement with modality loss: To study the joint effect of attention refinement and modality loss, which forms our proposed solution, the results are presented in the last row of Table X. We can see that the complete model increases the accuracy for the Lock3DFace dataset, where a significant improvement can be observed in the more challenging conditions of pose, occlusion, and time lapse settings at 70.6%, 85.8% and 81.1% respectively. The average overall improvement is approximately +5% over the results of Model D and +2% over the results of Model C, proving the effectiveness of joint exploitation of attention refinement and modality loss. For the CurtinFaces and IIIT-D RGB-D datasets, our results are 99.1% and 99.7% respectively. Finally, for the KaspAROV dataset, the joint exploitation of attention refinement and modality loss modules improves the result to 95.3%, which is 0.7% higher than the average performance of both Models C and D.

G. Feature Space Exploration
To explore the impact of our proposed architecture on the feature space, we analyze the space using the t-SNE
Fig. 9: Incorrect predictions on (a) Lock3DFace, (b) CurtinFaces, (c) IIIT-D RGB-D, and (d) KaspAROV dataset for challenging conditions.

TABLE X: Ablation study on all four datasets.

| Model       | Lock3DFace | CurtinFaces | IIIT-D RGB-D | KaspAROV |
|-------------|------------|-------------|--------------|----------|
|             | Pose Exp.  | Occ.        | Time Ave.    |          |
| Baseline    | 55.3%      | 96.4%       | 78.6%        | 80.9%    |
| Model A     | 56.2%      | 97.6%       | 79.7%        | 81.6%    |
| Model B     | 61.3%      | 97.4%       | 79.1%        | 82.8%    |
| Model C     | 63.3%      | 98.8%       | 85.1%        | 85.2%    |
| Model D     | 64.3%      | 98.2%       | 82.3%        | 82.3%    |
| Proposed    | 70.6%      | 99.4%       | 85.8%        | 87.3%    |

TABLE XI: Average testing times $T$ per image (in seconds), and the number of parameters $N$ (in millions) for the proposed and benchmarking FR solutions.

| Solution         | Modality     | $T$ (sec.) | $N \times 10^6$ |
|------------------|--------------|------------|-----------------|
| VGG-16           | RGB          | 0.012      | 138             |
| Inception v2     | RGB          | 0.022      | 24              |
| Resnet-50        | RGB          | 0.014      | 28              |
| SE-Resnet-50     | RGB          | 0.017      | 26              |
| VGG-16 (feat. fusion) | RGB+Depth    | 0.021      | 256             |
| Attention-aware Fusion | RGB+Depth | 0.040 | 147 |
| Proposed         | RGB+Depth    | 0.019      | 132             |

of complexity for the benchmarking solutions. It is also worth noting that RGB-based solutions used just one CNN stream, while RGB-D based solutions, including ours, used one CNN stream for each modality, thereby increasing the number of trainable parameters. It can be observed that our model has fewer parameters than most of the RGB-D based solutions, except Inception-V2 which has lower accuracy than our model as shown in Table V. Our model also shows faster testing than the other RGB-D solutions, with only 0.007 seconds slower run-time than the VGG-16 network using unimodal RGB images.

I. Generalization Study

We additionally conduct experiments on the VAP RGB-D-T dataset [82] (Figure 11) to study the generalization of
Fig. 10: t-SNE visualization of our proposed method and other solutions. Every row in the figure represents a dataset, (a) Lock3DFace, (b) CurtinFaces, (c) IIIT-D RGB-D, and (d) KaspAROV and every column correspond to a solution (I) VGG with only RGB input, (II) VGG with only Depth input, (III) attention-aware fusion, and (IV) proposed depth-guided attention.

Fig. 11: Sample images from VAP RGB-D-T dataset

our approach when considering thermal images, instead of depth images, as an auxiliary modality to guide the attention. This dataset contains co-registered RGB, depth, and thermal images from 51 subjects as shown in Figure 11. The RGB and depth images have been captured using Microsoft Kinect and thermal images have been captured at the same time using an AXIS Q1922 camera. The dataset covers 3 variations in pose, illumination, and expression for each subject. The evaluation protocol has been defined with the dataset, splitting the available data into training, validation, and testing sets. Using this dataset, we utilize the thermal images to guide the attention and compare our method with the baseline VGG-16 network applied to the RGB modality as well as score-level and feature-level fusion techniques for RGB and thermal combinations, as presented in Table XII. The results clearly show that our proposed method outperforms all the considered benchmarks, revealing the high generalization ability of our proposed method when adopting other auxiliary modalities (in this case thermal) instead of the depth modality.

VI. CONCLUSION

In this paper, we present a depth-guided attention mechanism for RGB-D based face recognition. We extract visual feature embeddings from both depth and RGB modalities and create an attention map for RGB images to increase their classification capability, by guiding attention on specific information-rich areas of the RGB images with the help of the depth modality. Through our evaluations, we validate that our
attention mechanism is able to produce more accurate results than the current state-of-the-art on the four public datasets, namely Lock3DFace, CurtinFaces, IIIT-D, and KaspAROV. Further, we test our solution against various multimodal methods like RGB+D fusion, attention-aware fusion, capsule attention, and cross-modal attention, showing that our solution performs better than these architecture variants. We also explore different candidates for the feature pooling module in the ablation studies and find the dot product as a better transformation compared to bilinear pooling using Hadamard product for accentuating person-specific features. Additionally, the experiments with thermal images instead of depth images, show the high generalization ability of our solution when adopting other modalities for guiding the attention mechanism.

In future work, we will explore the performance of our proposed solution using in-the-wild datasets. Moreover, our attention mechanism will also be used with other attribute information to guide the attention of the network towards specific features, depending on the tasks.
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### TABLE XII: Performance on the VAP RGB-D-T dataset. In this experiment, in order to evaluate the generalization of our proposed method, thermal images are used to guide attention instead of depth.

| Method             | Input          | Expression | Illumination | Rotation | Average |
|--------------------|----------------|------------|--------------|----------|---------|
| VGG-16             | RGB            | 99.3%      | 100%         | 65.4%    | 85.3%   |
| VGG-16 (score fusion) | RGB + Depth    | 99.4%      | 100%         | 65.8%    | 85.4%   |
| VGG-16 (feature fusion) | RGB + Depth    | 99.8%      | 100%         | 69.5%    | 89.9%   |
| Proposed           | RGB + Depth    | 99.9%      | 100%         | 71.6%    | 90.3%   |
