Combined Parameter and State Estimation Problem in a Complex Domain: RF Hyperthermia Treatment Using Nanoparticles
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Abstract. The particle filter methods have been widely used to solve inverse problems with sequential Bayesian inference in dynamic models, simultaneously estimating sequential state variables and fixed model parameters. This methods are an approximation of sequences of probability distributions of interest, that using a large set of random samples, with presence uncertainties in the model, measurements and parameters. In this paper the main focus is the solution combined parameters and state estimation in the radiofrequency hyperthermia with nanoparticles in a complex domain. This domain contains different tissues like muscle, pancreas, lungs, small intestine and a tumor which is loaded iron oxide nanoparticles. The results indicated that excellent agreements between estimated and exact value are obtained.

1. Introduction

The particle filter methods which became widely used to solve inverse problems of sequential Bayesian inference in dynamic models are of great interest for different practical applications. In these applications, the available measured data are used together with prior knowledge about the physical phenomena and the measuring devices, in order to sequentially produce estimates of the desired dynamic variables [1].

In the order side, the hyperthermia is a cancer treatment where the tumor tissue it is heated to high temperatures, frequently between 40°C and 47°C, and the heating imposed is carried out by induction of electromagnetic waves [2]. Currently, the hyperthermia treatment with nanoparticles loaded into the tumorous cells it is being studied, this treatment can concentrate the temperature increase in the tumor region, thus not resulting on damages to the healthy tissues [3–10].

Currently, the particle filter methods have been used in the analysis of radiofrequency hyperthermia treatment with nanoparticles providing excellent results in state estimation [4] and simultaneous parameter and state estimation [9,11] in simple geometries. In this paper the particle filter is extended to combined parameter and state estimation in a complex domain by the proposal of Liu & West [12].

¹To whom any correspondence should be addressed.
2. Parameter and state estimation problem

In the parameter and state estimation problem, consider a model for the evolution given by [13]:

\[ x_k = f_k(x_{k-1}, \theta, v_{k-1}) \]  \hspace{1cm} (1)

where the subscript \( k = 1, 2, \ldots \) denotes a time instant \( t_k \) in a dynamic problem. The vector \( x \in \mathbb{R}^n \) is the state vector and contains the variables to be dynamically estimated and \( f_k \) is a general function of the state variables \( x \), of the vector of parameters \( \theta \) and of the state noise vector \( v_{k-1} \) [13].

The measurements \( z_k \in \mathbb{R}^p \) are available at \( t_k \), \( k = 1, 2, \ldots \), and are related to the state variables \( x_k \) through the observation model given by:

\[ z_k = h_k(x_k, \theta, n_k) \]  \hspace{1cm} (2)

where \( h_k \) is a function of the state variables \( x \), of the parameters \( \theta \) and measurement noise \( n \in \mathbb{R}^p \).

This paper considered the filtering form of the state estimation problem. By assuming that \( \pi(x_0 | z_0, \theta) \) is available at time \( t_0 \), \( \pi(x_k | z_{1:k}, \theta) \) is obtained with Bayesian filters in two sequential steps, prediction and update. In the prediction step, the state evolution model is used to advance the vector of state variables from time \( t_{k-1} \) to time \( t_k \), providing a prior distribution \( \pi(x_k) \) for the state variables at time \( t_k \). In the update step, the information provided by the measurements is then adhered to this prior distribution through Bayes' theorem, by using the likelihood function \( \pi(z_k | x_k, \theta) \) [1].

The Particle Filter method is a Monte Carlo technique, where the required posterior density function is represented by a set of random samples with associated weights; the statistics of the posterior distribution is computed based on these samples and weights [1]. Let \( x^i_k \) denote the particle \( i \), with associated weight \( w^i_k, i = 0, \ldots, N \) at time \( t_k \). Also let the set of all state variables \( x_{0:k} = \{x_j, j = 0, 1, \ldots, k\} \) up to \( t_k \), where \( N \) is the number of particles. The weights are normalized so that \( \sum_{i=1}^{N} w^i_k = 1 \). Then, the posterior marginal distribution, can be approximated by [1]:

\[ \pi(x_k | z_k, \theta) \approx \sum_{i=1}^{N} w^i_k \delta(x_k - x^i_k) \]  \hspace{1cm} (3)

with weights computed from:

\[ w^i_k \propto w^i_{k-1} \pi(z_k | x^i_k, \theta) \]  \hspace{1cm} (4)

The algorithm by Liu & West [12], which is based on the auxiliary sample importance resampling (ASIR) version of the particle filter [14], can be used for the estimation of the posterior probability distribution \( \pi(x_k, \theta | z_{1:k}) \). The particles are represented to \( \{x^i_k, \theta^i_k : i = 0, \ldots, N\} \) and the particle filter is based on the hypothesis that the vector of non-dynamic parameters \( \theta \) is represented by [15]:

\[ \pi(\theta | z_{1:k}) \approx \sum_{i=1}^{N} w^i_{k-1} N(\theta | \mathbf{m}^i_{k-1}, h^2 \mathbf{V}_{k-1}) \]  \hspace{1cm} (5)

where \( N(\theta | a, B) \) is a multivariate normal density with mean \( a \) and covariance matrix \( B \), while \( h \) is a smoothing factor and \( \mathbf{V}_{k-1} \) is the Monte Carlo posterior covariance matrix at time \( t_k \). Equation (5)
shows that the above density is a mixture of Gaussian \( N(\theta | \mathbf{m}_{k-1}, h^2 \mathbf{V}_{k-1}) \) distributions weighted by the sample weights \( w_k^i \). The Gaussian kernel centers \( \mathbf{m}_{k-1} \) are specified by the shrinkage rule [15]:

\[
\mathbf{m}_{k-1} = a \theta_{k-1} + (1 - a) \bar{\theta}_{k-1}
\]

(6)

where \( \bar{\theta}_{k} \) is the mean of \( \theta \) at time \( t_k \). The shrinkage factor is computed by:

\[
a = \frac{3\delta - 1}{2\delta}
\]

(7)

where \( 0.95 < \delta < 0.99 \) is a discount factor. The smoothing factor \( h \), also depends on the shrinkage factor, as follows:

\[
h^2 = 1 - a^2
\]

(8)

| Table 1. | Liu and West’s algorithm [12]. |
|----------|--------------------------------|
| Select a value for \( \delta \in [0.95; 0.99] \), then compute \( a \) with equation (7) and \( h^2 \) with equation (8); |
| For \( i = 1, \ldots, N \) Compute \( \mathbf{m}^i_{k-1} \) with Equation (6) and calculate \( \mu_k^i = \mathbb{E}[x_k | x^i_{k-1}, \mathbf{m}^i_{k-1}] \). |
| Calculate the weights with likelihood density \( w_k^i = \pi(z_k | \mu_k^i, \mathbf{m}^i_{k-1}) \). |
| Calculate the total weight \( t = \sum_i w_k^i \); Normalize the particle weights, for \( i = 1, \ldots, N \) let \( w_k^i = t^{-1} w_k^i \). |
| Construct the cumulative sum of weights (CSW) by \( c_i = c_{i-1} + w_k^i \) for \( i = 1, \ldots, N \) with \( c_0 = 0 \). |
| Let \( i = 1 \) and draw a starting point \( u_i \) from the uniform distribution \( U[0, N^i] \). |
| For \( j = 1, \ldots, N \) Move along the CSW by making \( u_j = u_i + N^{-1} (j - 1) \). |
| While \( u_i > u_j \), make \( i = i + 1 \); Assign parent \( i' = i \). |
| For \( j = 1, \ldots, N \) Draw samples \( \theta_k^j \) from \( N(\theta_k^j | \mathbf{m}^j_{k-1}, h^2 \mathbf{V}_{k-1}) \), by using the parent \( i' \). |
| For \( j = 1, \ldots, N \) Draw particles \( x_k^j \) from the prior density \( \pi(x_k | x^j_{k-1}, \theta_k^j) \), by using the parent \( i' \). |
| Calculate the correspondent weights \( w_k^j = \frac{\pi(z_k | x_k^j, \theta_k^j)}{\pi(z_k | \mu_k^i, \mathbf{m}^i_{k-1})} \), with likelihood density. |
| Calculate the total weight \( t = \sum_i w_k^j \); Normalize the particle weights, for \( i = 1, \ldots, N \) let \( w_k^i = t^{-1} w_k^i \). |

### 3. Physical Problem and mathematical formulation

The physical problem considered involves a 2D complex domain that consists of different biological healthy tissues like muscle, pancreas, lungs, small intestine, fat, arteries, vertebrae and a tumor loaded of iron oxide nanoparticles. Thermophysical properties in the tissues are constant and two external electrodes for induction of radiofrequency are considered, the physical problem is shown in Figure 1. The electric potential within the domain can obtained by solving the Laplace’s equation [16]:

\[
\nabla \cdot \varepsilon \mathbf{E}(X) \cdot \nabla \varphi(X) = 0
\]

(10)

where \( \varphi \) is the potential; \( \varepsilon \) is the permittivity and \( X \) are the Cartesian coordinates, this is \( X = (x, y) \). The interfaces between the tissues are assumed to have ideal electric contact. The boundary conditions on the surface of the domain are given by:

\[
\varphi(X) = U \quad \text{at} \quad \Omega_1' 
\]

(11)

\[
\varphi(X) = 0 \quad \text{at} \quad \Omega_2' 
\]

(12)

\[
\nabla \varphi(X) \cdot \mathbf{n} = 0 \quad \text{elsewhere over the boundary}
\]

(13)
where $U$ denote the electric potential, $\Omega_1'$ is the upper electrode and $\Omega_2'$ is the lower electrode. The electric field strength $\mathbf{E}$ and the magnetic field $\mathbf{H}$ are obtained by:

$$\mathbf{E}(X) = -\nabla \phi(X)$$

(14)

$$|\mathbf{H}(X)| = \frac{1}{1 + N(\chi)} \frac{|\mathbf{E}(X)|}{\mu_0 \pi f R}$$

(15)

where $N(\chi) = 1/3$ is the demagnetizing factor of the composite tissue [17], $\chi$ is the susceptibility of the magnetic nanoparticles that can be described in terms of complex susceptibility $\chi = \chi' + i \chi''$ [18], $\mu_0$ is the dielectric constant permeability of free space ($\mu_0 = 4\pi \times 10^{-7} \text{T} \cdot \text{m} \cdot \text{A}^{-1}$), $f$ is the electromagnetic frequency and $R$ is the radius of magnetic induction loop. The electric heat source in the tissues that do not contain nanoparticles is given by [16]:

$$Q_{e1}(X) = \frac{\sigma_s |\mathbf{E}(X)|^2}{2}$$

(16)

where $\sigma_s$ is the electric conductivity of the biological healthy tissue. The contribution for the heat source resulting from the presence of the magnetic nanoparticles is [18]:

$$Q_e = \mu_0 \pi f \chi'' |\mathbf{H}(X)|$$

(17)

Thus, the heat source in the tumor due to induction of magnetic nanoparticles is calculated by [17]:

$$Q_{e2}(X) = (1-\theta) \frac{\sigma_s |\mathbf{E}(X)|^2}{2} + \theta \left[ \frac{9}{16} \frac{\chi''}{\mu_0 \pi f R^2} |\mathbf{E}(X)|^2 \right]$$

(18)

where $\theta = n \pi r^2 / A$ is the concentration of nanoparticles, $r$ is the mean radius of the supposedly spherical nanoparticles, $n$ is the number of nanoparticles, $A$ is the area of the tumor and $\sigma_s$ is the electrical conductivity of the tumor embedded with nanoparticles, which can be approximated by a serial arrangement of the two materials, this is, $1/\sigma_y = (1-\theta)/\sigma_y' + \theta/\sigma_n$, where $\sigma_y'$ and $\sigma_n$ are the electrical conductivity of tumor and nanoparticles, respectively. The permittivity of the tumor tissue embedded with nanoparticles is approximated by $\varepsilon_y = \varepsilon_y'$, where $\varepsilon_y'$ is permittivity of the tumor, since the concentration of particles is too small and differences in this parameter for biological tissue and nanoparticles are not evidently large.

The mathematical formulation for bioheat transfer in this study is described by Pennes's Equation [19]:

---

**Figure 1.** System Domain
\[
\rho(X)c_p(X)\frac{\partial T(X,t)}{\partial t} = \nabla \cdot \left[ k(X)\nabla T(X,t) \right] + \rho_b c_{pb}\omega_b(X)\left[ T_b - T(X,t) \right] + Q_m(X) + Q_e(X) \quad (19)
\]

where \(\rho\) is the density, \(c_p\) is the specific heat, \(k\) is the thermal conductivity, \(\rho_b\) is the blood density, \(c_{pb}\) is the specific heat of blood, \(\omega_b\) is the blood perfusion rate, \(T_b\) is the blood temperature, \(Q_m\) is the metabolic heat source and \(Q_e\) is the electrical heat source generated by radiofrequency external excitation given by equations (16) and (18). The interfaces between biological healthy tissues are assumed to be in ideal thermal contact and the thermal boundary conditions are given by:

\[
\begin{align*}
-k(X)\frac{\partial T(X)}{\partial x} &= 0 & \text{at } x = 0, x = L_x, 0 < y < L_y, t > 0 \\
-k(X)\frac{\partial T(X)}{\partial y} &= h_f(T(X) - T_f) & \text{at } y = 0, y = L_y, 0 < x < L_x, t > 0 
\end{align*}
\]

where \(h_f\) is the heat transfer coefficient, \(T_f\) is the temperature of the surrounding medium, \(L_x\) and \(L_y\) are the domain lengths in the \(x\) and \(y\) directions. The initial temperature \(T_0\) is considered constant.

4. Results and discussions

A 2D complex domain considered is shown in Figure 1. The lengths of both electrodes are 20 cm. Thermophysical properties of the biological healthy tissues and tumor, and the electrical properties considering a frequency \(f = 1\) MHz are described in Table 2. For the convective boundary condition we assume \(T_f = 20^\circ\)C and \(h_f = 45\) W/(m\(^2\) K). The initial condition is taken as the uniform temperature \(T_0 = 37^\circ\)C. For the iron oxide nanoparticles (Fe\(_3\)O\(_4\)) that are assumed to be uniformly distributed into the tumor, the following parameters have been considered: \(k_n = 40\) W/(m K), \(c_{pn} = 4000\) J/(kg K), \(\rho_n = 5180\) kg/m\(^3\), \(\sigma_n = 25000\) S/m, \(\varepsilon_n = \varepsilon_r\) and magnetic susceptibility \(\chi'' = 18\), with \(n = 8 \times 10^{10}\) nanoparticles of radius \(r = 10^{-8}\) m. The thermal properties for the tumor embedded with nanoparticles was approximated by the rule of mixture [17].

| Parameter                      | Pancreas | Small Intestine | Lung   | Muscle | Fat     | Vertebræ | Arteries | Tumor   |
|--------------------------------|----------|-----------------|--------|--------|---------|-----------|----------|---------|
| Thermal Conductivity (\(k\)) W/(m K) | 0.51     | 0.49            | 0.39   | 0.49   | 0.21    | 0.32      | 0.46     | 0.75\(^5\) |
| Specific Heat (\(c_p\)) J/(K kg) | 3164     | 3595            | 3886   | 3421   | 2348    | 1313      | 3306     | 3164\(^4\) |
| Density (\(\rho\)) kg/m\(^3\) | 1087     | 1030            | 394    | 1090   | 911     | 1908      | 1102     | 1087\(^1\) |
| Perfusion Coefficient (\(\omega\)) s\(^{-1}\) | 0.01389  | 0.01761         | 0.00263| 0.0006 | 0.0005  | 0.0003    | 0.0027   | 0.02    |
| Metabolic Heat Source (\(Q_m\)) W/m\(^3\) | 12924.43 | 16366.7         | 2446.74| 991.9  | 464.61  | 286.2     | 2556.64  | 42000\(^2\) |
| Electrical Conductivity (\(\sigma\)) S/m | 0.603    | 0.865           | 0.136  | 0.503  | 0.0441  | 0.00244   | 0.327    | 0.723\(^2\) |
| Permittivity (\(\varepsilon\)) | 1430     | 5680            | 733    | 1840   | 50.8    | 145       | 218      | 1716\(^7\) |

\(^1\) thermal properties of pancreas. \(^2\) [4]

The direct problem solution is analyzed without and with nanoparticles of Fe\(_3\)O\(_4\), the applied voltage on the upper electrode is 10V with respect to ground, the lower electrode maintained to ground, during 900s. Figure 2.a presents the transient temperature inside the tumor, at the position \(x = 22.5\) cm and \(y = 5\) cm. For the case without nanoparticles, the maximum temperature is 38.78°C, and the temperature increase does not reach levels of hyperthermia. For the case with nanoparticles inside tumor, the maximum temperature is 44.34°C, which, reveals that the use of nanoparticles in the tumor increase the temperature substantially in this region while keeping the other regions at lower temperatures (see Figure 2.b for the temperature in the pancreas at the position \(x = 22.5\) cm and \(y = 7\) cm).
For the solution of the parameter and state estimation problem, one single sensor was assumed available for the inverse analysis, located inside the tumor. The measurements were generated from the solution of the direct problem with the parameters specified above. Uncorrelated Gaussian errors with zero mean and standard deviation of 1°C were then added to the solution. The simulated measurements were supposed available every 20s.

The evolution model for the electric field was taken in the form of a random walk, that is, for each particle $i$, was added a Gaussian random variable with zero mean and a standard deviation of 10% of the deterministic solution of the electrical problem. Gaussian uncorrelated noise with zero mean and a standard deviation of 1°C was also added to the solution of the bioheat transfer problem, which served as the evolution model for the temperature.

The prior probability densities for the parameters $\theta$ were assumed as Gaussians, with zero mean and standard deviation of 10% of the mean value of each parameter. The vector of parameters is given by

$$\theta = \left[ k_x, k_y, c_{p,b}, c_{p,x}, c_{p,y}, \rho_b, \rho_x, \rho_y, \omega_{h,x}, \omega_{h,y}, Q_{m,x}, Q_{m,y}, h_f, \sigma_x, \sigma_y, n, r, \chi' \right]$$

where the subscript $x$ indicated the properties of biological healthy tissue (pancreas, small intestine, lung, muscle, fat, vertebrae and arteries) which are different for each of these, the subscript $y$ indicate the properties of tumor embedded with nanoparticles.

The effects of the number of particles on the estimation of parameter and state variables were examined by using 50, 100 and 250 particles. The accuracy of the estimation of state variables was addressed in terms of the means and standard deviations of the root mean square error (RMS), obtained with thirty repetitions of Liu & West's algorithm. Table 3 shows the means and standard deviation values of the thirty repetitions of the particle filter, for each case examined. It is observed that the means and standard deviations of the RMS error decrease when the number of particles is increased, as expected.

| Number of Particles | RMS   | Standard Deviation |
|---------------------|-------|--------------------|
| 50                  | 0.835 | 0.423              |
| 100                 | 0.727 | 0.395              |
| 250                 | 0.601 | 0.378              |

Figure 3.a shows the transient temperature at the tumor (sensor position) obtained with the Liu & West's algorithm of particle filter with 100 particles, where we note that the estimated temperature is
in better agreement with the exact solution than the measurements. Figure 3.b presents the transient temperature inside the pancreas (no available measures). It is observed that the estimated temperature is in excellent agreement with the exact temperature. In this case, although is observed a great RMS errors; note in these figures that the temperatures can be quite accurately estimated.

Figure 4 shows the evolution in time of selected parameters with 100 particles. Note that the estimated means are in excellent agreement with the exact ones, even with only 100 particles. Although the great uncertainties in the measurements and in the evolution and observation models. Observe, the uncertainties related to the parameters have a propensity to decrease as time evolves and more information becomes available for the solution. Indeed, the results presented above show that both parameters and state variables could be accurately recovered with Liu & West's algorithm of the particle filter.

![Figure 3. Estimated Transient Temperature (a) in Tumor (sensor position), (b) in Pancreas.](image)

![Figure 3. Estimated parameters values: exact (dark black lines), estimated (black lines) and 99% bonds (dashed lines), subscript 1 are the pancreas properties and 2 are the tumor properties.](image)

### 5. Conclusions
The accuracy of the particle filter algorithm for combined parameter and state estimation was applied to the estimation of the temperature field in radiofrequency hyperthermia with magnetic nanoparticles of iron oxide, using one single measurement, in a 2D complex geometry. Excellent results were obtained for the estimations of parameters and state variables, with large uncertainties and small number of particles, even in locations where no measurements are available. The results presented herein are expected to contribute for future temperature control in the hyperthermia treatment.
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