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Abstract

In this paper we provide explicit upper and lower bounds on the $L^2_n$-widths, i.e., the best constants in $L^2$ approximation. We further describe a numerical method to compute these $n$-widths approximately, and prove that this method is superconvergent. Based on our numerical results we formulate a conjecture on the asymptotic behaviour of the $n$-widths. Finally we describe how the numerical method can be used to compute the breakpoints of the optimal spline spaces of Melkman and Micchelli, which have recently received renewed attention in the field of Isogeometric Analysis.
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1 Introduction

In this paper we consider the following $n$-width problem: determine the smallest constant $d_n$ for which there exists an $n$-dimensional subspace $X_n$ of $L^2(a,b)$ such that for all $u \in H^r(a,b)$, $r \geq 1$,

$$\min_{v \in X_n} \|u - v\| \leq d_n\|u^{(r)}\|.$$  (1)
This problem was originally studied in the first half of the previous century by Kolmogorov [14], who showed that \( d_n \), for \( n \geq r \), corresponds to the \((n+1)\)-st eigenvalue of a certain differential operator. In fact, for \( r = 1 \) he showed that \( d_n = (b - a)/(n \pi) \).

The related problem of finding a subspace \( X_n \) that achieves the smallest constant \( d_n \) in (1), a so-called optimal subspace for \( H^r(a,b) \), was also studied by Kolmogorov. He showed that an optimal subspace for \( H^r(a,b) \) is the span of the first \( n \) eigenfunctions of the mentioned eigenvalue problem. Further optimal subspaces were later found by Melkman and Micchelli [17] and by Floater and Sande [8]. The \( n \)-width problem was a major topic in the 70s and 80s [11, 12, 13, 15, 17, 18, 22, 23, 24] and there has been recent activity in the context of Isogeometric Analysis (IGA) [4, 7, 8, 9, 10, 21].

In [14] Kolmogorov further claimed that for \((a,b) = (0,1)\),

\[
\frac{(n - a + 1)\pi}{b - a} \leq d_n^{1/r} \leq \frac{n \pi}{b - a}.
\]

as \( n \to \infty \). In [20] Chapter VII] Pinkus gives a proof that \( d_n = O(n^{-r}) \) as \( n \to \infty \). As far as we know, no further asymptotic results concerning \( d_n \) are known.

Our first result is to provide the following bounds for \( d_n \).

**Theorem 1.** For all \( n \geq r \) we have

\[
\frac{(n - a + 1)\pi}{b - a} \leq d_n^{1/r} \leq \frac{n \pi}{b - a}.
\]

Note that in the case \((a,b) = (0,1)\) this theorem gives a proof of (2).

Isogeometric Galerkin methods have been previously used to approximate \( n \)-widths [7]. Our tests suggest that these methods are adequate for small values of \( r \) and \( n \), e.g. up to \( r, n \approx 5 \). The second contribution in this paper is to propose a simple superconvergent collocation method that computes a good approximation of \( d_n \) for \( r \) and \( n \) in the range of tens. A byproduct of the numerical method is the approximate computation of the internal knots of the first optimal spline space of Melkman and Micchelli [17]. These knots were recently used by Chan and Evans [4] in their numerical method for wave propagation based on IGA. By using the optimal knots of Melkman and Micchelli they were able to improve the approximation properties and the maximum stable timestep for their method. Numerical methods to approximate these knots are therefore highly desirable in the context of IGA.

The results of our numerical method lead us to the following conjecture:
Conjecture 1. For all $r \geq 1$,
\[
\left| d_n^{-1/r} - \frac{(n - (r - 1)/2)\pi}{b - a} \right| \to 0 \quad \text{as} \quad n \to \infty.
\]

In other words, it appears that $d_n^{-1/r}$ approaches the midpoint of the upper and lower bounds in Theorem 1.

2 Proof of Theorem 1

First we prove the lower bound of $d_n$. Let
\[
H_1^r = \{ u \in H^r(a, b) : u^{(k)}(a) = u^{(k)}(b) = 0, 1 \leq k < r, k \text{ odd} \}.
\]
As proved in [10, Theorem 1], the $n$-width of $H_1^r$ is $(b - a)^r/((\pi n)^r)$, i.e., for each $n \geq 1$ there exists $X_n$ such that
\[
\min_{v \in X_n} \| u - v \| \leq \left( \frac{b - a}{\pi n} \right)^r \| u^{(r)} \|, \quad \forall u \in H_1^r, \tag{3}
\]
and for no $X_n$ the above inequality holds for with a smaller constant. Since $H_1^r$ is a subset of $H^r(a, b)$ we have
\[
d_n \geq \left( \frac{b - a}{\pi n} \right)^r.
\]

The upper bound for $d_n$ is obtained by making a specific choice of $X_n$. Let $S$ be the space of $C^{r-2}$ piecewise polynomials of degree $r - 1$ on the uniform partition of $(a, b)$ in $m$ segments. Then for all $u \in H^r(a, b)$ we have by [3, Theorem 1] (or [21, Theorem 1]) that
\[
\min_{v \in S} \| u - v \| \leq \left( \frac{b - a}{\pi m} \right)^r \| u^{(r)} \|. \tag{4}
\]
Since $\dim S = m + r - 1$, letting $n = \dim S \geq r$ we deduce that
\[
d_n \leq \left( \frac{b - a}{\pi (n - r + 1)} \right)^r.
\]
This completes the proof of Theorem 1.
3  Associated eigenvalue problems

It follows from \[8, 14, 17, 20\] that \(d_n^{-2}\) is equal to the \((n+1)\)-th smallest eigenvalue (counting the \(r\) multiplicities of zero) of the eigenvalue problem

\[
\begin{cases}
  (-1)^r \psi^{(2r)}(x) = \mu \psi(x) & x \in (a, b), \\
  \psi^{(k)}(a) = \psi^{(k)}(b) = 0 & k = r, r + 1, \ldots, 2r - 1.
\end{cases}
\]

(5)

Moreover, the eigenfunctions corresponding to the \(n\) smallest eigenvalues span an optimal space \(X_n\). Note in particular, that 0 is an eigenvalue of \(5\) with multiplicity \(r\) and the null space is the space of polynomials of degree \(r - 1\). It is straightforward to see that in the case \(r = 1\) the eigenvalue problem \(5\) can be solved analytically, and in this case the eigenvalues are

\[0, \left(\frac{\pi}{b-a}\right)^2, \left(\frac{2\pi}{b-a}\right)^2, \left(\frac{3\pi}{b-a}\right)^2, \ldots,\]

and the eigenfunctions are

\[1, \cos\left(\frac{\pi x - a}{b-a}\right), \cos\left(\frac{2\pi x - a}{b-a}\right), \cos\left(\frac{3\pi x - a}{b-a}\right), \ldots.\]

It can further be shown that for any \(r\) the eigenvalue problem in \(5\) has the same non-zero eigenvalues as the problem with Dirichlet boundary conditions \(8\):

\[
\begin{cases}
  (-1)^r \phi^{(2r)}(x) = \mu \phi(x) & x \in (a, b), \\
  \phi^{(k)}(a) = \phi^{(k)}(b) = 0 & k = 0, 1, \ldots, r - 1.
\end{cases}
\]

(6)

In particular, \(6\) has a trivial null space. Thus, for \(n \geq r\), \(d_n^{-2}\) is the \((n+1-r)\)-th eigenvalue of \(6\). For \(r = 1\) the eigenvalues of \(6\) are

\[\left(\frac{\pi}{b-a}\right)^2, \left(\frac{2\pi}{b-a}\right)^2, \left(\frac{3\pi}{b-a}\right)^2, \ldots,\]

and the eigenfunctions are

\[\sin\left(\frac{\pi x - a}{b-a}\right), \sin\left(\frac{2\pi x - a}{b-a}\right), \sin\left(\frac{3\pi x - a}{b-a}\right), \ldots.\]
Let $g$ be the Green’s function associated to (6). Since the differential operator in (6) is self-adjoint it follows that $g$ is symmetric, i.e., $g(x, y) = g(y, x)$. Moreover, it is the distributional solution of
\[
\begin{cases}
\frac{\partial^2 r}{\partial x^2} g(x, y) = (-1)^r \delta_y, & x \in (a, b), \\
\frac{\partial^k r}{\partial x^k} g(x, y)|_{x \in \{a, b\}} = 0, & k = 0, 1, \ldots, r - 1, \ y \in (a, b)
\end{cases}
\]
where $\delta_y$ is the Dirac’s delta at $y$, i.e., $\delta_y f = f(y)$.

**Lemma 1.** The Green’s function associated to (6) satisfies
\[
g(x, y) = \frac{(y - a)^r (b - y)^r}{(2r - 1)! (b - a)^{2r}} B[a, \ldots, a, y, b, \ldots, b](x),
\]
where $B[\xi_1, \ldots, \xi_n]$ is the B-spline with knots $\xi_1, \ldots, \xi_n$.

**Proof.** Equation (7) implies that $g(\cdot, y)$ is a piecewise polynomial of degree $2r - 1$ with unit jump of the $(2r - 1)$-th derivative. The boundary conditions in (7) are satisfied by the $r$ repetitions of the knots $a$ and $b$. Using the jump formula for the highest order derivative of a B-spline in Lemma 3.22 of [16] we then obtain (8), since the factor in front of the B-spline normalizes the jump of the $(2r - 1)$-th derivative of $g(\cdot, y)$.

For example, for $r = 1$,
\[
B[a, y, b](x) = \begin{cases}
(x - a)/(y - a) & x \leq y, \\
(b - x)/(b - y) & x \geq y,
\end{cases}
\]
and so
\[
g(x, y) = \begin{cases}
(x - a)(b - y)/(b - a) & x \leq y, \\
(y - a)(b - x)/(b - a) & x \geq y.
\end{cases}
\]
For $r = 2$,
\[
B[a, a, y, b, b](x) = \frac{(x - a)^2}{(y - a)^2 (b - a)^2} ((b - a)(y - x) + 2(b - x)(y - a)), \ x \leq y,
\]
and so
\[
g(x, y) = \frac{(x - a)^2 (b - y)^2}{6(b - a)^3} ((b - a)(y - x) + 2(b - x)(y - a)), \ x \leq y.
\]
By the symmetry of \( g(x, y) \), we have
\[
g(x, y) = g(y, x), \quad y \leq x.
\]

For general \( r \), we can evaluate \( g(x, y) \) for \( x \in [a, y] \) by first using the usual Cox-de Boor-Mansfield algorithm to evaluate the B-spline in (8) (after adding knots to both ends of the knot vector appropriately) and then multiplying by the scaling factor. For \( x \in [y, b] \), we just set \( g(x, y) = g(y, x) \).

### 4 A superconvergent numerical method

In this section we describe a simple numerical method to approximate the eigenvalues and eigenfunctions of (6). We remind that for \( r = 1 \) the eigenvalues and eigenfunctions are known analytically and so we only need to consider the case \( r \geq 2 \). Recalling that \( g \) is the Green’s function to (6) we discretize the following equivalent formulation of (6)
\[
\int_b^a g(x, y) \phi(y) \, dy = \lambda \phi(x),
\]
where \( \lambda = 1/\mu \). We consider the uniform partition of \([a, b]\) in \( m + 1 \) segments with nodes \( \Xi = [\xi_0, \ldots, \xi_{m+1}] \)
\[
\xi_k = a + kh, \quad h = (b - a)/(m + 1).
\]

By approximating the integral in (9) with the trapezoidal rule on each segment \([\xi_i, \xi_{i+1}]\) and remembering \( g(x, a) = g(x, b) = 0 \) we obtain the approximate equation
\[
\lambda \phi(x) = \int_a^b g(x, y) \phi(y) \, dy \approx h \sum_{\ell=1}^m g(x, \xi_\ell) \phi(\xi_\ell).
\]

Discretizing \( \phi \) with its values \( \mathbf{v}_\phi \) at \( \xi_1, \ldots, \xi_m \) we obtain the finite dimensional eigenproblem
\[
\mathbf{G} \mathbf{v}_\phi = \lambda \mathbf{v}_\phi, \quad \mathbf{G} := [g(\xi_k, \xi_\ell)]_{k,\ell=1,\ldots,m}.
\]

The \( k \)-th eigenpair of (10) are then an approximation to the \( k \)-th eigenpair of (6) and (9). We remark that such approximations of the eigenvalues of integral operators have been studied before [1, 2, 5, 19]. Let \( (\lambda_k, \phi_k) \) be the
for some $\eta$ fact that $\partial_{\text{max}}k$ the following error estimate for our eigenvalues and eigenfunctions: for all $r$ and $k$ there exists a constant $C > 0$ such that for all $h < (k + 1)^{-1}$ we have

$$|\lambda_k - \lambda_{k,h}| \leq C \max_{x \in [a,b]} |E_k(x)|,$$

$$\max_{x \in [a,b]} |\phi_k(x) - \phi_{k,h}(x)| \leq C \max_{x \in [a,b]} |E_k(x)|,$$

(11)

where $E_k(x)$ is the quadrature error of the trapezoidal rule

$$E_k(x) := \int_a^b f_k(x, y) dy - h \sum_{\ell=1}^m f_k(x, \xi_\ell),$$

and $f_k(x, y) := g(x, y)\phi_k(y)$. Since $f_k(x, \cdot) \in C^2([a, b])$ for all $r \geq 2$ we expect the error to be $O(h^2)$ as $h \to 0$. However, for $r \geq 3$, the method is superconvergent as we prove by the following argument. The function $g(x, \cdot) \in C^{2r-2}([a, b])$ for each $x \in [a, b]$ and since the eigenfunction $\phi_k \in C^\infty([a, b])$ we have $f_k(x, \cdot) \in C^{2r-2}([a, b])$. Now for any $p \leq r - 2$ we can use the Euler-Maclaurin expansion [6] Section 3.4.5 to obtain

$$E_k(x) = -\sum_{j=1}^p \frac{B_{2j}}{(2j)!} h^{2j} (\partial_y^{2j-1} f_k(x, b) - \partial_y^{2j-1} f_k(x, a))$$

$$- \frac{B_{2p+2}}{(2p + 2)!} h^{2p+2} \partial_y^{2p+2} f_k(x, \eta_x),$$

for some $\eta_x \in (a, b)$, and where $B_j$ is the $j$-th Bernoulli number. From the fact that $\partial_y^j g(x, y)|_{y=a,b} = \partial_y^j \phi_k(y)|_{y=a,b} = 0$ for all $j = 0, \ldots, r - 1$, we deduce that $\partial_y^j f_k(x, y)|_{y=a,b} = 0$ for all $j = 0, \ldots, 2r - 1$. We now let $p = r - 2$ and take the maximum over all the $\eta_x \in [a, b]$ to obtain

$$|\lambda_k - \lambda_{k,h}| + \max_{x \in [a,b]} |\phi_k(x) - \phi_{k,h}(x)| \leq C h^{2r-2} \max_{x,y \in [a,b]} |\partial_y^{2r-2} f_k(x, y)|.$$  (12)

Recalling that $d_n = \lambda_{n+1-r}^{1/2}$ this implies that for some constant $C > 0$, depending only on $r$ and $n$, we have

$$|d_n - \lambda_{n+1-r,h}^{1/2}| \leq C h^{2r-2}.$$  
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Figure 1: Convergence of \((\lambda_{h,n+r})^{1/2}\) to \(d_n\) for \(n = 2, \ldots, 8\) and \(r = 2\) on \(h\). The result with \(h = 2^{-11}\) was taken as reference. The dashed lines are \(h^2\) and \(h^4\). Note that \(d_8 \approx 10^{-3}\) in this case.

Even faster convergence appears in our numerical tests, suggesting that the “real” order is \(2r\); see Figs. 1–3. We also observe that the method seems to achieve machine precision for relatively small values of \(m\).

The matrix \(G\) in (10) is totally positive and symmetric, consequently only its upper triangular part needs to be computed. As explained in the previous section, the coefficients of \(G\) can be efficiently computed using the usual B-spline recurrence relation. The numerical method allow us to compute \(d_n\) for different values of \(r\). Using a mesh of size \(h = 1/2048\) on \([0, 1]\) we computed the first 6 eigenvalues of \(G\) for \(r = 1, \ldots, 20\). These correspond to \(d_n^2\) for \(n = r, \ldots, r + 5\). In Table 1 we report the error between the computed and conjectured approximation of \(d_n^{-1/r}\). The numbers in the table suggest Conjecture 1.

Melkman and Micchelli [17] proved that for all \(r\) there exists an optimal space \(X_n\) containing \(C^{r-2}\) piecewise polynomials of degree \(r - 1\). The zeros of the eigenfunctions in (6) are exactly the internal knots of these spline spaces. Thus, the presented numerical method allows us to compute these knots, and as stated in the introduction, this can be very useful for Isogeometric Analysis [4]. See Figure 4 for various computed eigenfunctions in the case \(m = 500\).
\[
\begin{array}{|c|ccccccc|}
\hline
n/r & 1 & 2 & 3 & 4 & 5 & 6 \\
\hline
r & -9.80e-08 & 3.75e-03 & -3.33e-16 & -4.49e-03 & -8.65e-03 & -1.23e-02 \\
r + 1 & -3.92e-07 & -9.89e-05 & 2.42e-04 & 2.33e-05 & -6.79e-04 & -1.70e-03 \\
r + 2 & -8.82e-07 & 3.05e-06 & -3.33e-16 & 3.76e-05 & -1.95e-05 & -2.23e-04 \\
r + 3 & -1.57e-06 & -1.03e-07 & -6.30e-07 & 3.65e-06 & 7.60e-06 & -2.13e-05 \\
r + 4 & -2.45e-06 & 3.62e-09 & -5.55e-16 & 1.07e-07 & 2.02e-06 & 1.42e-07 \\
r + 5 & -3.53e-06 & -1.36e-10 & 1.95e-09 & -1.95e-08 & 3.19e-07 & 7.51e-07 \\
r + 6 & -4.80e-06 & -1.11e-12 & -9.99e-16 & -3.22e-09 & 3.47e-08 & 2.50e-07 \\
r + 7 & -6.27e-06 & -1.02e-11 & -6.57e-12 & -1.98e-10 & 1.78e-09 & 5.95e-08 \\
r + 8 & -7.93e-06 & -1.56e-11 & -3.22e-15 & 7.20e-12 & -2.85e-10 & 1.17e-08 \\
r + 9 & -9.79e-06 & -2.33e-11 & 1.78e-14 & 2.83e-12 & -1.05e-10 & 1.93e-09 \\
r + 10 & -1.19e-05 & -3.36e-11 & 3.11e-15 & 2.35e-13 & -1.93e-11 & 2.43e-10 \\
r + 11 & -1.41e-05 & -4.69e-11 & -9.77e-15 & -8.20e-14 & -1.97e-12 & 1.52e-11 \\
r + 12 & -1.66e-05 & -6.37e-11 & -1.24e-14 & -5.33e-14 & -1.36e-12 & -1.21e-11 \\
r + 13 & -1.92e-05 & -8.48e-11 & -7.03e-14 & 2.22e-16 & 2.70e-13 & 8.79e-12 \\
r + 14 & -2.20e-05 & -1.11e-10 & 6.00e-15 & -1.09e-12 & -5.37e-13 & -6.12e-12 \\
r + 15 & -2.51e-05 & -1.42e-10 & 1.67e-14 & 1.48e-12 & 1.07e-11 & -4.82e-11 \\
r + 16 & -2.83e-05 & -1.80e-10 & 1.60e-14 & 6.26e-14 & 1.19e-11 & -5.00e-11 \\
r + 17 & -3.17e-05 & -2.25e-10 & -1.25e-14 & -1.55e-13 & 1.76e-11 & 8.50e-11 \\
r + 18 & -3.54e-05 & -2.78e-10 & -2.79e-14 & 2.03e-12 & -3.13e-11 & -3.25e-10 \\
r + 19 & -3.92e-05 & -3.39e-10 & -3.19e-13 & 3.85e-12 & 1.38e-11 & -5.46e-10 \\
r + 20 & -4.32e-05 & -4.10e-10 & 2.74e-13 & -1.78e-13 & -7.52e-12 & -6.63e-10 \\
r + 21 & -4.74e-05 & -4.92e-10 & -4.04e-13 & 4.82e-13 & -4.21e-11 & 3.85e-10 \\
r + 22 & -5.18e-05 & -5.85e-10 & 3.02e-13 & 1.30e-11 & 2.68e-11 & 4.53e-11 \\
r + 23 & -5.64e-05 & -6.92e-10 & 4.88e-14 & -1.09e-11 & 7.96e-11 & -3.42e-10 \\
r + 24 & -6.12e-05 & -8.12e-10 & -8.22e-13 & 1.75e-11 & 5.40e-10 & -5.61e-09 \\
r + 25 & -6.62e-05 & -9.47e-10 & 2.58e-13 & 1.81e-11 & 5.76e-10 & 3.92e-09 \\
r + 26 & -7.14e-05 & -1.00e-09 & 2.63e-13 & -6.21e-12 & -1.75e-10 & 1.52e-09 \\
r + 27 & -7.68e-05 & -1.27e-09 & -2.89e-13 & -2.32e-11 & -2.74e-10 & -2.08e-09 \\
r + 28 & -8.24e-05 & -1.45e-09 & 2.16e-13 & -2.44e-11 & -1.89e-09 & 1.64e-09 \\
r + 29 & -8.82e-05 & -1.66e-09 & 7.63e-13 & 3.21e-11 & 5.23e-10 & -2.31e-08 \\
\hline
\end{array}
\]

Table 1: The relative difference between the conjectured and computed value of \(d_n^{-1/r}\) for \(r = 1, \ldots, 20\) and \(n = r, \ldots, r + 5\) when \(h = 2^{-11}\).
Figure 2: Convergence of $(\lambda_{h,n+1-r})^{1/2}$ to $d_n$ for $n = 2, \ldots, 8$ and $r = 3$ on $h$. The result with $h = 2^{-11}$ was taken as reference. The dashed lines are $h^4$ and $h^6$. Note that $d_8 \approx 10^{-4}$ in this case.
Figure 3: Convergence of $(\lambda_{h,n+1-r})^{1/2}$ to $d_n$ for $n = 4, \ldots, 10$ and $r = 4$ on $h$. The result with $h = 2^{-11}$ was taken as reference. The dashed lines are $h^6$ and $h^8$. Note that $d_8 \approx 10^{-5}$ in this case.
Figure 4: Computed eigenfunctions on the interval \([a, b] = [-1, 1]\) with \(m = 500\) for various choices of \(r\) and \(k\).
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