DDoS-UNet: Incorporating Temporal Information Using Dynamic Dual-Channel UNet for Enhancing Super-Resolution of Dynamic MRI
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ABSTRACT

Magnetic resonance imaging (MRI) provides high spatial resolution and excellent soft-tissue contrast without using harmful ionising radiation. Dynamic MRI is an essential tool for interventions to visualise movements or changes of the target organ. However, such MRI acquisitions with high temporal resolution suffer from limited spatial resolution - also known as the spatio-temporal trade-off of dynamic MRI. Several approaches, including deep learning based super-resolution approaches by treating each timepoint as individual volumes. This research addresses this issue by creating a deep learning model which attempts to learn both spatial and temporal relationships. A modified 3D UNet model, DDoS-UNet, is proposed - which takes the low-resolution volume of the current timepoint along with a prior image volume. Initially, the network is supplied with a static high-resolution planning scan as the prior image along with the low-resolution input to super-resolve the first timepoint. Then it continues step-wise by using the super-resolved timepoints as the prior image while super-resolving the subsequent timepoints. The model performance was tested with 3D dynamic data that was undersampled to different in-plane levels and achieved an average SSIM value of 0.951 ± 0.017 while reconstructing only 4% of the k-space - which could result in a theoretical acceleration factor of 25. The proposed approach can be used to reduce the required scan-time while achieving high spatial resolution - consequently alleviating the spatio-temporal trade-off of dynamic MRI, by incorporating prior knowledge of spatio-temporal information from the available high-resolution planning scan and the existing temporal redundancy of time-series images into the network model.
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I. INTRODUCTION

Magnetic resonance imaging (MRI) does not rely on ionising radiation and can provide high spatial resolution with superior...
visualisation of soft-tissue contrast. MR images can also offer better differentiation between fat, water and muscle than other imaging modalities. Therefore, image guidance based on MRI is a favourable tool for identifying and characterising tumours in interventions [1], [2]. Interventional applications in real-time or near real-time, such as MR-guided liver biopsy, show excellent contrast between the target organ or structure and adjacent soft tissue while visualising the changes of internal organs during an examination. In such applications, dynamic MRI is used, which is obtained by acquiring the k-space data (in frequency domain) continuously and reconstructing a sequence of images over time [3]. However, while achieving high temporal resolution, these acquisitions suffer from the restricted spatial resolution because only a limited part of the data can be measured (undersampling). Consequently, the resultant image might have reconstruction artefacts due to the violation of the Nyquist criterion [4], and also leads to image resolution loss. This is known as the spatio-temporal trade-off of dynamic MRI and has been demonstrated as one of the main research problems [5], [6], [7], [8]. Although common approaches such as compressed sensing [6] can utilise the spatial and temporal correlation of the data to accelerate the data acquisition, the iterative processes could hinder real-time applications such as intervention MRI.

Super-resolution (SR) is a process of estimating a high-resolution image from a low-resolution counterpart. Several deep learning based super-resolution algorithms have been proposed [9], [10], [11], [12], [13]. The existing SR techniques can be categorised into two major groups: single image super-resolution (SISR) and video super-resolution (VSR). In contrast to SISR, VSR exploits the temporal information in a sequence of images to enhance the spatial resolution and frame rate [14], [15], [16]. Additionally, some literature investigated the use of temporal information incorporation and reported its potential for improving the image quality of dynamic MRI reconstruction [17], [18], [19].

To further improve the super-resolved image quality, additional prior information had been integrated into the super-resolution process [20], [21]. The prior information can be incorporated in multi-channel training to enhance the results [22]. A multi-channel network allows better feature extractions when learning with multiple types of channels [23]. Multi-channel training has been used across numerous applications including image recognition [24], speech recognition [25], [26], audio classification [27], natural language processing [28], etc. This paper extends the previous work into the temporal domain [29] by exploiting dual-channel inputs (prior image and low-resolution image) in the deep learning model - to learn the temporal relationship between timepoints, while also learning the spatial relationship between low- and high-resolution images, to perform SISR, using the proposed DDoS (Dynamic Dual-channel of Super-resolution) approach.

A. RELATED WORK

The UNet architecture [30], including its 3D version [31], is a versatile neural network consisting of two paths: contraction and expansion. Originally proposed for image segmentation, different flavours of UNet have been developed and deployed in plenty of applications such as image segmentation [32], [33], [34], [35], audio source separation [36], [37], [38] and image reconstruction [39], [40]. 3D UNet and its variants have been used for MR super-resolution as well [29], [41], [42]. Furthermore, UNet has been extended to multi-channel and dual-branch to incorporate prior information [22].

Previous work attempting to super-resolve 3D dynamic MRIs treats each timepoint as a single 3D volume and then super-resolves them individually [29]. But in this way, the inherent relationship between the different timepoints of the dynamic MRI is not utilised, which might be possible to exploit to improve the super-resolution performance. Dynamic MRIs can be considered as 3D videos. For super-resolving 2D videos, recurrent networks are commonly employed, which utilise the aforementioned relationship [43], [44], [45]. However, these types of networks are typically more computationally expensive during training - making them difficult to employ for a 3D volumetric scenario. It is worth mentioning that super-resolution of dynamic medical imaging is not limited to MRI, it is also applicable to modalities like endoscopy [46], [47].

Since medical images are mainly used for diagnosis, evaluation using perception-based metrics are more suitable than pixel-wise metrics. Perceptual loss [48] has demonstrated the ability to improve image quality perceptually, yielding superior results and reducing blurriness than classical pixel-based metrics such as L1 or L2 [49], [50]. A recent study from [51] presented that deep feature extractions, which were obtained from the trained network, could be utilised to deal with excessive blurry images and showed that perceptual similarity is an important property that has been shared among deep visual representations. Previous work [29] has also demonstrated the potential of applying a perceptual loss network to improve the results of image super-resolution.

B. CONTRIBUTIONS

This paper extends the research of Single-Image Super-Resolution (SISR) of dynamic MRIs treating each timepoint as individual 3D volumes, by incorporating the temporal information into the network model using the proposed DDoS-UNet framework. The proposed method super-resolves the low-resolution dynamic MRI with the help of a static prior scan, and by exploiting the temporal relationship between the different timepoints. The method has been evaluated using Cartesian undersampling by taking different amounts of the centre k-space data, up to a theoretical acceleration factor of 25.
II. METHODOLOGY

In this work, the dynamic training data was initially generated from the benchmark dataset due to the lack of dynamic abdominal data. After that, it was undersampled, and a modified UNet model was trained on that. The dual-channel input consists of the low-resolution image of the current timepoint and the super-resolved image of the previous timepoint. The network was trained and tested with different levels of undersampling.

A. SUPER-RESOLUTION RECONSTRUCTION

The reconstruction of the high-resolution image from the corresponding low-resolution image can be modelled as:

\[ \hat{I}_{HR} = \mathcal{F}(I_{LR}; \theta) \]  

where \( I_{LR} \) is the low-resolution image, \( \hat{I}_{HR} \) is the super-resolved image, \( \mathcal{F} \) is the mapping function which models the spatial super-resolution relationship between the corresponding low- and high-resolution images using a given set of parameters \( \theta \) [52]. The SR image reconstruction is an ill-posed problem to approximate the super-resolved image from a given low-resolution counterpart. The SR reconstruction using neural networks can be expressed as an objective function:

\[ \hat{\theta} = \arg \min_{\theta} \sum_{n=1}^{N} \mathcal{L}(\mathcal{F}(x_n; \theta), y_n) + R(\theta) \]  

where \( x_n \) is a low-resolution input sample \( I_{LR} \) provided to the network from a training set consisting of \( N \) items, \( y_n \) is the corresponding high-resolution ground-truth \( I_{HR} \), \( \mathcal{F} \) is the neural network as the mapping function (Eq. 1), the operator \( \mathcal{L} \) defines the loss function between the predicted super-resolved image \( \hat{I}_{HR} \) and the corresponding ground-truth \( I_{HR} \), and \( R(\theta) \) is a regularisation term.

B. NETWORK ARCHITECTURE

The 3D UNet architecture from the previous work [29] was extended using multi-channel for supplying prior information [22] to create the proposed Dynamic Dual-channel of Super-resolution UNet architecture (DDoS-UNet, or simply DDoS), as shown in Fig. 1. The basic architecture of the UNet is similar to the previous work [29] - except for two differences, having contracting (encoding) and expanding (decoding) paths. The contracting path is made of three blocks, each of the blocks comprises two pairs of 3D convolutional layers (kernel size:3, stride:1, padding:1) and ReLU activation functions, followed by average pool layers (kernel size: 2) - making the output size of the block half the size of the input received by that block. The expanding path also consists of three blocks, each consisting of a pair of trilinear upsampling layer (scale factor:2) and 3D convolutional layer (kernel size:1, stride:1, padding:0), unlike the original work which used 3D convolutional transpose layers (first difference with the earlier model); followed by a convolutional block similar to the contracting path, except for the pooling layers. It is noteworthy that initial experiments were performed using 3D convolutional transpose layers similar to the earlier model, but for volumetric super-resolution this model resulted in checkerboard artefacts [53]. This can be attributed to the fact that overlapped portions of the patches are averaged in the patch-based super-resolution - mitigating the checkerboard problem, but in volumetric super-resolution, there is no averaging operation that could mitigate this effect. Each block of the expanding path increases the size of its input by a factor of two. Inside these expanding path blocks, after upsampling the input using trilinear-convolution pair, the output is concatenated with the input coming from a similar depth of the contraction path - known as skip connections. The initial layer of the network provides an output of 64 feature maps. Then, each block of the contraction path increases the number of feature maps by two, whereas each of the expanding path blocks decreases it by two. Finally, a 3D convolutional layer (kernel size: 1, stride: 1, padding: 0) is applied to merge all the feature maps to generate the final output. The other difference between the earlier UNet [29] and this DDoS-UNet is the fact that the initial layer of the network receives two input channels rather than one.

Since the UNet-like architectures requires the image dimensions of the input to be the same as the output (ground-truth), the low-resolution input volumes were interpolated using trilinear interpolation with the interpolation factor equivalent to the acceleration factor before providing them as input to the DDoS-UNet model.

1) DDoS: WORKING MECHANISM AND THEORY

The DDoS-UNet works with dynamic MRIs while using the static planning scan as a prior image. Initially, the network is supplied with a patient-specific fully sampled high-resolution (HR) static prior scan on the first channel and the first timepoint (TP0) of the undersampled low-resolution (LR) dynamic MRI on the second channel. It is to be noted that the static planning scan is acquired with the same protocol as the dynamic scan, but they are not co-registered. Given this pair of HR-LR images, DDoS-UNet super-resolves the LR to obtain the TP0 of the super-resolved (SR) HR dynamic MRI. This initial phase is termed here as the “Antipasto” phase as it precedes the main reconstruction phase. The reconstruction phase starts by supplying this SR-TP0 on the first channel, while the LR-TP1 is supplied on the second channel of the network to generate SR-TP1. This process is continued recursively for all the subsequent timepoints. This can be formulated by modifying Eq. 1 as:

\[ \hat{y}_t = \mathcal{F}(x_t, \hat{y}_{t-1}; \theta) \]  

where \( \hat{y}_{n,t} \) is the super-resolved timepoint, \( x_{n,t} \) is the low-resolution timepoint, \( \hat{y}_{n,t-1} \) is the super-resolved previous timepoint, \( \mathcal{F} \) is the super-resolution model that maps those three images, and \( \theta \) is the set of parameters of \( \mathcal{F} \). The network training process of the DDoS-UNet can be expressed by
modifying Eq. 2 as:

$$\hat{\theta} = \arg \min_{\theta} \left[ \sum_{t=1}^{S} \left( L(F(x_{s,t}, y_{s,0}; \theta), y_{s,1}) \right) + \left( \sum_{t=2}^{T_s} L(F(x_{s,t}, \hat{y}_{s,t-1}; \theta), y_{s,t}) + R(\theta) \right) \right]$$  \hspace{1cm} (4)

where $x_{s,t}$ is the low-resolution input volume at timepoint $t$ of subject $s$, $y_{s,t}$ is the corresponding high-resolution ground-truth, $\hat{y}_{s,t-1}$ is the previous super-resolved timepoint, $F$ is the neural network as the mapping function (Eq. 3), the operator $L$ defines the loss function between the predicted super-resolved image and the corresponding ground-truth, $R(\theta)$ is a regularisation term, when $T_s$ is the number of timepoint subject $s$ has and $S$ is the number of subjects present in the training dataset. Here, $F(x_{s,t}, y_{s,0}; \theta)$ is the Antipasto phase where $x_{s,t}$ is the low-resolution volume at the first dynamic timepoint and $y_{s,0}$ is the high-resolution static volume, while the rest is the actual reconstruction phase.

The authors hypothesise that the network learns two different representations: the temporal relationship between $\hat{y}_t$ and $\hat{y}_{t-1}$ and the super-resolution relationship between $x_t$ and $\hat{y}_t$. If $\Psi$ is the DDoS relationship and $\hat{\theta}$ is the set of parameters of the DDoS network learnt using the Eq. 4, this hypothesis can be formulated as:

$$\Psi(\hat{\theta}) \ni \{ R_1(x_t, \hat{y}_t), R_2(\hat{y}_{t-1}, \hat{y}_t) \}$$  \hspace{1cm} (5)

where $R_1$ is the super-resolution relationship and $R_2$ is the temporal relationship.

It is worth mentioning that the patch-based super-resolution idea from the previous work [29] was dropped in this current research due to the working theory of DDoS-UNet. Due to physiological movements, the organs can move in and out of the $24^3$ patches (as used in the previous work). Consequently, the supplied $x_t$ and $\hat{y}_{t-1}$ patches might not contain similar organs - making the hypothesis of the temporal relationship operator $R_2$ of Eq. 5 invalid. Hence, this work performs volumetric super-resolution (using complete 3D volumes) instead of 3D patch-based super-resolution.

C. DATA

The proposed method was trained using the publicly available abdominal benchmark dataset: the CHAOS dataset (T1-dual images, in- and opposed phase) [54], comprising 80 volumes (40 subjects, in-phase and opposed-phase for each subject). Dynamic training data was generated artificially by applying random elastic deformation, explained in detail in Sec. II-C1. The dataset was divided into training and validation sets with a ratio of 70:30.

For testing the approach, high-resolution 3D static (breathhold) and 3D “pseudo”-dynamic (free-breathing) scans for 25 timepoints of five healthy subjects were acquired using a 3T MRI (Siemens Magnetom Skyra). Prior to imaging, informed consent was obtained from each subject. Each subject’s static (acquired with breath-hold) and dynamic scans were acquired in different sessions using the same sequence, parameters, and volume coverage. The static scan can be considered as another timepoint of the dynamic series which is acquired with a long gap in time. During the acquisition of the dynamic scans, the subjects were asked to breath slowly - a likely scenario during real interventions due to sedation. All the datasets (except the high-resolution static scans) were artificially undersampled to simulate the low-resolution datasets. The acquisition parameters of the datasets are listed in Table 1.
TABLE 1. MRI acquisition parameters for the CHAOS dataset and subject-wise 3D dynamic scans. Static scans were performed using the same subject-wise sequence parameters as the dynamic scans for one timepoint (TP), acquired in a different session.

|                  | CHAOS (40 Subjects) | Protocol 1 (2 Subjects) | Protocol 2 (1 Subject) | Protocol 3 (1 Subject) | Protocol 4 (1 Subject) |
|------------------|---------------------|-------------------------|------------------------|------------------------|------------------------|
| Sequence         | T1 Dual In-Phase & Opposed-Phase | T1w Flash 3D | T1w Flash 3D | T1w Flash 3D | T1w Flash 3D |
| Resolution       | 1.44 x 1.44 x 5 - 2.03 x 2.03 x 8 mm³ | 0.90 x 0.90 x 4 mm³ | 0.90 x 0.90 x 4 mm³ | 0.90 x 0.90 x 4 mm³ | 1.00 x 1.00 x 4 mm³ |
| FOV x, y, z      | 315 x 315 x 240 - 520 x 520 x 280 mm³ | 300 x 225 x 176 mm³ | 350 x 262 x 176 mm³ | 350 x 262 x 192 mm³ | 350 x 262 x 176 mm³ |
| Encoding matrix  | 256 x 256 x 26 - 400 x 400 x 50 | 320 x 240 x 44 | 384 x 288 x 44 | 384 x 288 x 48 | 352 x 264 x 44 |
| Phase/Slice oversampling | - | 10/0 % | 10/0 % | 10/0 % | 10/0 % |
| TR               | 110.17 - 255.54 ms | 2.37 ms | 2.40 ms | 2.40 ms | 2.31 ms |
| TE               | 4.60 - 4.64 ms (In-Phase) | 1.00 ms | 1.02 ms | 1.02 ms | 0.97 ms |
| Flip angle       | 80° | 8° | 8° | 8° | 8° |
| Bandwidth        | - | 920 Hz/Px | 930 Hz/Px | 930 Hz/Px | 950 Hz/Px |
| GRAPPA factor    | None | None | None | None | None |
| Phase/Slice partial Fourier | - | Off/Off | Off/Off | Off/Off | Off/Off |
| Phase/Slice resolution | - | 50/64 % | 50/64 % | 50/64 % | 50/64 % |
| Fat saturation   | - | On | On | On | On |
| Time per TP      | - | 10.52 sec | 12.80 sec | 13.96 sec | 11.36 sec |

TABLE 2. Effective resolutions and estimated acquisition times (per TP) of the dynamic and static datasets after performing different levels of artificial undersampling.

|                  | Protocol 1 | Protocol 2 | Protocol 3 | Protocol 4 |
|------------------|------------|------------|------------|------------|
| Resolution       | Acq. Time  | Resolution | Acq. Time  | Resolution |
| (mm³)            | (sec)      | (mm³)      | (sec)      | (mm³)      |
| high-resolution  | 8.76       | 0.90 x 0.90 x 4 | 10.68       | 0.90 x 0.90 x 4 |
| (Ground-truth)   |            | 11.76      |            | 1.00 x 1.00 x 4 |
| 10% of k-space   | 0.88       | 2.70 x 2.70 x 4 | 1.07       | 2.70 x 2.70 x 4 |
| 6.25% of k-space | 0.55       | 3.60 x 3.60 x 4 | 0.67       | 3.60 x 3.60 x 4 |
| 4% of k-space    | 0.35       | 4.47 x 4.47 x 4 | 0.43       | 4.47 x 4.47 x 4 |

FIGURE 2. Flowchart of dynamic data generation. In this work, n = 24 and the total number of TP is 25 timepoints.

1) DYNAMIC DATA GENERATION
Since large dynamic MRI datasets that would be required for training are not available publicly, an artificial dynamic dataset was created. This was achieved by applying random elastic deformation of TorchIO [55] on the volumes from the CHAOS dataset. Figure 2 illustrates the dynamic data generation mechanism with the help of a flowchart.

Random displacement fields were generated using TorchIO’s random elastic deformation with five control points, 5-20 mm of maximum displacements along x-y-z dimensions, respectively, and two locked borders. The displacement fields were then applied to the volumes of the CHAOS dataset using cubic B-spline interpolation, considering them as TP0, to generate artificial TP1. Then, a new set of random displacement fields with the same parameters were generated and applied on TP1 to generate TP2. In this manner, 24 artificial timepoints (TP1 - TP24) were generated for each of the volumes present in the original dataset. The displacement field tries to imitate the movement induced by breathing during a dynamic acquisition. The displacement field was set to expand and/or contract more in the anterosuperior (front-back) and the superoinferior (up-down) but less in the lateral (left-right) direction - to keep the deformation as realistic as possible. However, this manner...
of generating artificial breathing motion is not equivalent to physiological motion. It is to be noted that the goal of using this kind of artificial motion was to create a dataset from which a network can learn the pseudo-temporal relationship between two subsequent timepoints. This process results in an artificially created dynamic dataset - CHAOS dynamic, comprising 25 timepoints in total for each volume.

2) UNDER-SAMPING

The training data - the original CHAOS dataset and the artificially created CHAOS dynamic dataset, as well as the testing data (3D dynamic scans) were artificially under-sampled in-plane using MRUnder [56], [57], available on Github: https://github.com/soumickmj/MRUnder, by taking only 10%, 6.25%, and 4% of the centre k-space, as shown in Fig. 3. By taking the centre of the k-space, the undersampling happened in both in-plane directions. If only the undersampling of the phase-encoding (PE) direction is considered, this results in MR acceleration factors (i.e. how many times the acquisitions will be faster if these undersampling is performed) of 3, 4, and 5, respectively. Considering the actual amount of data used (i.e. in both directions while taking the centre of the k-space) during SR reconstruction, this results in theoretical acceleration factors of 10, 16, and 25, respectively.

The effective resolutions and estimated acquisition times for each of the dynamic test datasets are calculated using Eq. 6 and shown in Table 2

\[ T_{acq} = PE_n \times TR \times S_m \]  

where \( T_{acq} \) is the estimated acquisition time, given the number of phase-encoding lines \( PE_n \), the repetition time \( TR \), and the number of slices acquired \( S_m \) [29]. During the calculation of Table 2, phase/slice resolution and phase/slice oversampling (Table 1) were also taken into consideration while calculating \( PE_n \) and \( S_m \).

D. IMPLEMENTATION, TRAINING, AND INFERENCE

The implementation was done using PyTorch [58], and the training and the inference were performed using Nvidia Tesla V100 GPUs. Following the hypothesis of using batch size one to be able to learn an exact mapping function between the specific pair of low- and high-resolution images [57], batch size during training and inference in this research was also set to one. The loss during training was calculated using perceptual loss [48], with the help of a perceptual loss network [35], and was minimised using the Adam optimiser with a learning rate of \( 10^{-4} \) for 100 epochs. The code of the implementation is available on GitHub: https://github.com/soumickmj/DDoS.

1) PERCEPTUAL LOSS

Similar to the previous work [29], perceptual loss [48] was employed to compute the loss during training. For the same, the initial three blocks of the frozen pre-trained (on 7T MRA scans, for the task of vessel segmentation) UNet MSS model was used as the perceptual loss network (PLN) [35]. The job of this PLN is to extract “deep features” of different abstraction levels at the different levels of the PLN, from the super-resolved volumes and their corresponding ground-truths. The features extracted from the super-resolved output and the ground-truth were compared against each other using mean absolute error (L1 loss). Finally, all these L1 losses were added together and backpropagated. This perceptual loss \( L \) between a ground-truth image \( y_{s,t} \) and the corresponding predicted image \( \hat{y}_{s,t} \) can be formulated as:

\[ L_{y_{s,t}, \hat{y}_{s,t}} = \sum_{b=1}^{B} \sum_{f_{s,t}} \left| f_{s,t} - \hat{f}_{s,t} \right| \]

where \( B \) is the number of blocks of the PLN to be used for loss calculation, \( f_{s,t} \) is the number of features block \( b \) can generate (depending upon the network architecture), \( f_{s,t} \) is a particular feature generated feature from the ground-truth \( y_{s,t} \), and \( \hat{f}_{s,t} \) is the corresponding feature generated from the prediction \( \hat{y}_{s,t} \).

E. EVALUATION CRITERIA

The quality of super-resolution was evaluated quantitatively with the help of the structural similarity index (SSIM) [59], the peak signal-to-noise ratio (PSNR), and the normalised root mean squared error (NRMSE). The perceptual quality of the output was evaluated with the help of SSIM, which compares luminance, contrast, and structure terms between a ground-truth image \( y \) and the ground-truth were compared against each other using SSIM, which compares luminance, contrast, and structure terms between two given images \( x \) and \( y \), which for this research represent the output and ground-truth, respectively, using the following formula:

\[ SSIM(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{(\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)} \]

where \( \mu_x, \mu_y, \sigma_x, \sigma_y \) and \( \sigma_{xy} \) are the local means, standard deviations, and cross-covariance for images \( x \) and \( y \), respectively. \( c_1 = (k_1L)^2 \) and \( c_2 = (k_2L)^2 \), where \( L \) is the dynamic range of the pixel-values, \( k_1 = 0.01 \) and \( k_2 = 0.03 \). Moreover, the quality of the super-resolution was...
FIGURE 3. Graphical representation of masks and the corresponding reconstructed images. The undersampled masks were generated by taking only 10%, 6.25%, and 4% of the centre k-space. The data points in black denote the sampled points, and the white dots denote the undersampled data.

FIGURE 4. Method Overview: Training. Initially, random elastic deformation (TorchIO [55]) is applied to the CHAOS dataset (fully sampled) to generate the artificial CHAOS dynamic dataset. The CHAOS dynamic dataset is then undersampled to generate the final training dataset. The model is subsequently trained by providing low-resolution (undersampled) current timepoint \((x_s, t)\) along with the high-resolution (fully sampled) previous timepoint \((y_s, t−1)\) as input, and the output is compared against the ground-truth high-resolution current timepoint \((y_s, t)\).

The statistical significance of the differences in the quantitative metrics for the proposed method against the other baselines was computed using the Mann-Whitney U test. Apart from quantitative evaluations, the results were also compared qualitatively.

III. RESULTS

The performance of the DDoS-UNet was compared for three different levels of undersampling: 10%, 6.25%, and 4% of the centre k-space, against the low-resolution input, traditional trilinear interpolation, Fourier-interpolated input (zero-padded k-space), and finally against two different baseline deep learning models: two UNet models identical to the DDoS-UNet except for the initial layer (unlike DDoS-UNet, these UNets received one input) - one of them trained on the original CHAOS dataset (T1-dual images, in- and opposed phase) [54], and the other one was trained using artificial

measured statistically with the help of PSNR and NRMSE, both of which are calculated using the mean-square error \((m)\) between \(x\) and \(y\) as:

\[
PSNR(x, y) = 10 \log_{10} \left( \frac{R^2}{m} \right) \quad (9)
\]

where \(R\) is the maximum fluctuation in the input image, and

\[
NRMSE(x, y) = \sqrt{m/N} \quad (10)
\]

where \(|| \cdot ||\) denotes the Frobenius norm, \(N\) is the number of elements in the data, and \(y\) is the ground-truth.

The statistical significance of the differences in the quantitative metrics for the proposed method against the other baselines was computed using the Mann-Whitney U test. Apart from quantitative evaluations, the results were also compared qualitatively.

baselines was computed using the Mann-Whitney U test. Apart from quantitative evaluations, the results were also compared qualitatively.

III. RESULTS

The performance of the DDoS-UNet was compared for three different levels of undersampling: 10%, 6.25%, and 4% of the centre k-space, against the low-resolution input, traditional trilinear interpolation, Fourier-interpolated input (zero-padded k-space), and finally against two different baseline deep learning models: two UNet models identical to the DDoS-UNet except for the initial layer (unlike DDoS-UNet, these UNets received one input) - one of them trained on the original CHAOS dataset (T1-dual images, in- and opposed phase) [54], and the other one was trained using artificial
dynamic CHAOS (see Sec. II-C1). The training dataset of the second UNet was identical to the training dataset of the DDoS-UNet. In case of DDoS-UNet, the model utilises information from the previous timepoint in terms of the prior image, while both the UNets attempt to super-resolve the provided input timepoint without any additional help. The models were evaluated on real dynamic datasets of five subjects, each consisting of 25 timepoints (details in Sec. II-C). The inference process for the DDoS-UNet was started with the patient-specific prior high-resolution...
The average and the standard deviation of SSIM, PSNR, and NRMSE. The table shows the results for different resolutions. For all comparisons of the DDoS-UNet against the baselines, the p-values were always less than 0.0001.

| Method                  | SSIM 10% of k-space | SSIM 6.25% of k-space | SSIM 4% of k-space |
|-------------------------|----------------------|------------------------|---------------------|
| Trilinear Interpolation | 0.872 ± 0.014        | 0.192 ± 0.023          | 0.821 ± 0.017       |
| Zero-padded             | 0.949 ± 0.013        | 0.182 ± 0.016          | 0.910 ± 0.018       |
| UNet (CHAOS)           | 0.967 ± 0.006        | 0.21 ± 0.004           | 0.944 ± 0.010       |
| UNet (CHAOS Dynamic)   | 0.995 ± 0.012        | 0.313 ± 0.003          | 0.941 ± 0.012       |
| DDoS-UNet              | 0.980 ± 0.006        | 0.4124 ± 2.070         | 0.967 ± 0.011       |

The proposed method was also compared against the previously-proposed fine-tuning based super-resolution of dynamic MRI [29], referred to here as “Fine-tuned SR”. Fig. 12 shows a qualitative comparison of these methods with the proposed DDoS-UNet while super-resolving 4% of the centre k-space. It can be seen that although the Fine-tuned SR approach could restore the information from highly undersampled input, the result is very smooth and fails to recover the details of anatomy and fine structures compared to the DDoS-UNet. However, Fine-tuned SR works with patches - making it suitable for GPUs with lesser memories (e.g. 12GB Nvidia GeForce RTX 2080 Ti) than the ones required for DDoS-UNet (e.g. 32GB Nvidia Tesla V100). But, working with patches also increases the processing time. During inference, DDoS-UNet took (on average of all subjects) 0.36 seconds for each timepoint (9 seconds for 25 TPs). On the other hand, Fine-tuned SR took 2 minutes per timepoint (50 minutes for 25 TPs - average over all five subjects) while working with a batch size of 1900 on the same GPU. If the same inference is performed using an inferior GPU (Nvidia GeForce RTX 2080 Ti) with a batch size of 96 (similar to training and fine-tuning stages), the inference time increases for each timepoint. This makes DDoS-UNet better suitable for real-time or near real-time applications than the Fine-tuned SR approach. Moreover, the time required for inferring one timepoint using Fine-tuned SR depends on the matrix size of the volumes, as a larger matrix would result in more patches if the same patch size and strides are used. If Fine-tuned SR also works with the whole volume, this difference in inference time can be resolved. But in that case, there will be only one forward pass using one static volume for fine-tuning (currently it uses all the possible patches) - making it unsuitable. Moreover, the Fine-tuned SR approach requires an additional step after training the model.
FIGURE 8. An example of reconstructed results from UNet baselines and DDoS-UNet, compared against its ground-truth (GT) for low-resolution images from 4% of k-space. From left to right, top to bottom: ground-truth, SR result of the UNet baseline (UNet CHAOS), SR result of the UNet baseline trained on CHAOS dynamic (UNet CHAOS Dynamic) and SR result of the DDoS-UNet. For the yellow ROI, (a-b): UNet CHAOS and the difference image from GT, (e-f): SR result of UNet CHAOS Dynamic, and (i-j): SR result of DDoS-UNet and the difference image from GT. The images on the right are identical examples for the green ROI. It can be observed that the difference images of DDoS-UNet have considerably fewer structures than the other two - indicating that there is the least amount of difference between the DDoS-UNet and the ground-truth compared to the other models.

FIGURE 9. Quantitative comparison of different methods using SSIM and PSNR - for all subjects and timepoints combined, for different levels of undersampling. For all comparisons of the DDoS-UNet against the baselines, the p-values were always less than 0.0001.

- the step of fine-tuning using subject-specific static scans. Depending upon the available resources, the fine-tuning can take 8-10 hours - which can be avoided using DDoS-UNet as it does not require this step.

IV. DISCUSSION

This paper presents the Dynamic Dual-channel of Super-resolution using UNet (DDoS-UNet) framework and shows its applicability for reconstructing low-resolution (undersampled) dynamic MRIs up to a theoretical acceleration factor of 25. The quantitative and qualitative results demonstrate the superiority of the proposed method.

The UNet model trained on the original CHAOS dataset performed better quantitatively than the UNet model trained on the CHAOS dynamic dataset, even though the latter had 25 times more volumes (24 artificially created timepoints on top of the original one). This can be attributed to the quality of the CHAOS dynamic dataset. Due to the repeated
FIGURE 10. Line plot showing the average SSIM values for each subject across all timepoints, for different levels of undersampling. An initial drop can be observed for the first timepoint for DDoS-UNet, which is referred to here as the Antipasto phase; thereafter, the network performs with stability for the remaining timepoints.

FIGURE 11. Line plot showing the mean and 95% confidence interval of the resultant SSIM values over the different timepoints (excluding the initial one, the Antipasto phase) for each subject. The red, blue, orange, green, and violet lines represent the reconstruction results of trilinear interpolation, zero-padding (sinc interpolation), UNet trained on CHAOS dataset, UNet trained on CHAOS Dynamic dataset, and DDoS-UNet, respectively. It is to be noted that the dots (of each subject) are connected only to help in comparing the results and do not represent any additional relationship (e.g. ordering) among the subjects.

applications of the random elastic deformation on the original dataset, which includes interpolation, the sharpness of the later timepoints decreased due to the accumulated interpolation errors. This might have also negatively impacted the results of the DDoS-UNet. Improving the quality of the artificial dynamic dataset might improve the performance of both of these models. Ultimately, if the DDoS-UNet is trained using real dynamic MRIs, the reconstruction performance might improve further. It is worth mentioning, however, that for the highest undersampling factor (4% of the k-space), UNet trained on CHAOS dynamic dataset resulted in better PSNR than UNet trained on CHAOS dataset, and also visual comparison (Fig. 8) revealed that the UNet trained on CHAOS dynamic managed to restore finer anatomical details better.

The fundamental difference between the proposed method and the baselines is the temporal prior. The baseline UNet models only receive the low-resolution image as input.
But the DDoS-UNet receives the super-resolved previous timepoint (as the temporal prior) along with the current low-resolution image as input. Hence, the authors attribute the improvements observed with DDoS-UNet to the addition of the prior image. The authors hypothesise that the network managed to take help from this prior image to super-resolve the current timepoint as they are temporally related. This confirms the hypothesis of the authors formulated in Eq. 5.

A final observation can be made regarding the results of the DDoS-UNet for the different timepoints. The result of the initial timepoint was considerably worse compared to the rest of the other timepoints (similar or better than the UNets, and always better than the non-DL baselines), as can be seen in Figures 10 and 7. This initial timepoint was reconstructed by supplying the high-resolution subject-specific static scan as the prior image, referred here as the Antipasto phase, whereas the remaining timepoints were reconstructed by supplying the super-resolved previous timepoint as the prior image. The static scan has a big temporal difference from the first timepoint of the dynamic scan as they were acquired in different sessions, while the subsequent timepoints of the dynamic scan were closer in time. The network faces difficulties reconstructing the initial timepoint, but then recovers from it after super-resolving the first one and then maintaining its performance steadily for all subsequent timepoints. This also supports the hypothesis that the DDoS-UNet learnt both spatial and temporal relationships, as shown in Eqs. 3 and 5 in Sec. II-B1.

The reconstruction (inference) time using the proposed DDoS-UNet was approximately 0.36 seconds for each timepoint (9 seconds for 25 TPs) while reconstructing using an Nvidia Tesla V100 GPU. Fast reconstruction time, coupled with the high speed of acquisition (shown in Table 2), this method shows the potential to acquire and reconstruct each timepoint of a 3D dynamic acquisition within 0.71 seconds (for 4% of k-space with Protocol 1) - making it a potential candidate for near real-time MR acquisitions. The acquisition time can be further reduced using techniques such as parallel imaging, as shown in the earlier work [29]. The focus of this paper is on abdominal imaging; however, this method might also be used for other types of dynamic imaging, e.g. cardiac imaging. Moreover, this approach might be adapted to super-resolve other dynamic imaging modalities, e.g. endoscopy.

V. CONCLUSION AND FUTURE WORK

This research proposes the DDoS-UNet model to perform 3D volumetric super-resolution of low-resolution dynamic MRIs by using a subject-specific high-resolution prior planning scan and exploiting the spatio-temporal relationship present in the dynamic MRI. The proposed network was trained using an artificially created dynamic dataset from the CHAOS abdominal benchmark dataset and then was tested using dynamic MRIs comprising of 25 timepoints. It was observed that even though the network was trained using a dataset with MRI acquisition parameters very different from the test set, the network was able to super-resolve the given input images with high accuracy - even for high undersampling factors. The proposed method resulted in 0.951±0.017 SSIM while super-resolving the highest undersampling experimented in this research (i.e. 4% centre k-space), whereas the baseline UNet (model without supplying the super-resolved previous timepoint as prior information) resulted in 0.916±0.015. The results show that the proposed network managed to mitigate the spatio-temporal problem of dynamic MRI by performing spatial super-resolution with the help of the temporal relationship present in the data without compromising the acquisition speed. Given the reconstruction speed of the proposed approach, this can be a candidate for near real-time dynamic acquisition scenarios, such as interventional MRI.

The proposed approach employs a multi-channel approach to supply the prior image (initially, the high-resolution static scan, then the super-resolved volumes). However, other approaches such as dual-branch have also been proposed [22], which might also be used to supply such prior images to the network. Such an architecture can deal with the prior image and the low-resolution image differently (i.e. different weights applied on each), whereas the current initial layer of the network treats them equally and merges them as an internal representation in the initial layer. Moreover, DDoS-UNet is interesting in interventional setup. During interventions, devices such as catheters are used, which were not present in the training set. The authors plan to extend
the current research by evaluating the proposed model’s reconstruction performance for such devices.
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