Efficient Forest Fire Detection using Rule-Based Multi-color Space and Correlation Coefficient for Application in Unmanned Aerial Vehicles
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Abstract

Forest fires inflict great losses of human lives and serious damages to ecological systems. Hence, numerous fire detection methods have been proposed, one of which is fire detection based on sensors. However, these methods reveal several limitations when applied in large spaces like forests such as high cost, high level of false alarm, limited battery capacity, and other problems. In this research, we propose a novel forest fire detection method based on image processing and correlation coefficient. Firstly, two fire detection conditions are applied in RGB color space to distinguish between fire pixels and the background. Secondly, the image is converted from RGB to YCbCr color space with two fire detection conditions being applied in this color space. Finally, the correlation coefficient is used to distinguish between fires and objects with fire-like colors. Our proposed algorithm is tested and evaluated on eleven fire and non-fire videos collected from the internet and achieves up to 95.87% and 97.89% of F-score and accuracy respectively in performance evaluation.
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1. Introduction

In recent decades, the forest fire has never ceased to be a severe threat to the ecosystem, not only depleting one of the significant resources for human life, but also disrupting the local natural structure. According to the Vietnam Administration of Forestry, there are thousands to hundreds of thousands of forest fire hotspots each year in Vietnam [1], as shown in Fig. 1.

![Fig. 1. The Statistics of Forest Fire Hotspots from 2011 to 2019 in Vietnam [1]](image1)

Based on Fig. 1, the number of forest fire hotspots has been on the increase over the years in Vietnam. Only 8,469 forest fire hotspots were recorded in 2011, but the figure dramatically increased to 436,005 in 2019. Furthermore, Fig. 2 shows that three consecutive months (from February to April) witnessed the highest number of hotspots in that year and forests with high fire risk levels (level 3 to level 5) were scatteredly distributed throughout the country in 2020 [1]. It raises a big concern that forest fires can occur at anytime and anywhere.

![Fig. 2. The Statistics of Forest Fire Hotspots in 12 months in 2019 in Vietnam [1]](image2)
In June 2019, a huge forest fire occurred in Ha Tinh province, Vietnam destroying more than 65 hectares of forest (as shown in Fig. 3) of which 70% is naturally irreversible [2].

![Fig. 3. The forest fire occurring in Ha Tinh province, Vietnam, in June 2019 [3]-[5].](image)

For indoor fire detection, a large proportion of alarm systems are sensor-based: infrared sensor, optical sensor, etc. which, if used alone, can only show whether there is a fire. Other information like fire scale, fire parameters such as temperature, smoke concentration and edge cannot be obtained in such way. For outdoor fires, especially forest fire, sensor-based systems have become insufficient for the growingly demanding requirements.

One of the most popular approaches recently for forest fire detection is rule-based color space due to its wide detection range, fast response time, high flexibility, and low cost. Many studies on fire detection using traditional method through image/video processing have been conducted [6]-[11], [15], [17]-[20]. However, the majority of them are either kept and used for a sole organization, a government, etc. or published under a complete commercial system/application without revealing their algorithms. Still, some notable works have been published in recent years, and a large number of them are based on color pixel recognition and/or motion detection. In 2003, T. H. Chen et al. [6] proposed an intelligent real-time video processing method in RGB space with low computational complexity. In this approach fire pixels are extracted based on color features, which yields a promising result in early fire detection. However, T. H. Chen's approach is still prone to uncertainties such as fire-color objects, and requires limited camera mobility to maintain its accuracy. His next study in 2004 [7] indicates improvements by using flame difference measured between two consecutive frames. B. Uğur Töreyinet al.'s works in 2006 [8], 2007 [9] which were based on temporal, spatial modeling of flames and representation of fire boundary in the wavelet domain gave fruitful results. In 2009, Celik and Demirel [10] proposed using YCbCr color space due to its illumination advantage over RGB color. This new approach diminishes the problem of underperformance when illumination changes in RGB space.

Another popular approach is using deep learning methods widely applied in forest fire detection and the obtained experimental results seem to demonstrate the great potential in forest fire detection [22].
In study [23], the authors proposed the forest fire detection algorithm using the aerial images from UAV and YOLOv3 algorithm. The image acquisition is performed by a built-in visible and infrared camera on UAV. Then, the onboard computer carried by UAV with embedded YOLOv3-tiny algorithm can perform local image processing and mission planning. The relevant results are transmitted to the ground station for detecting and diagnosing forest fire. In [24], the author proposed three main deep neural networks for fire detection, which are comprised of Adaboost-MLP, Adaboost-LBP and convolutional neural network (CNN). For the Adaboost-MLP, sensors data are used for fire forecast, and Adaboost-LBP model was combined with CNN model for fire detection based on the images taken from surveillance cameras. This proposed method achieved the accuracy of over 99% but it requires a huge amount of computation.

Pan et al. [25] proposed an additive deep neural network (Addnet) for wildfire detection which is based on multiplication-free vector operator with the images taken from surveillance cameras and the internet. The use of Addnet can save time in comparison with convolutional neural network (CNN). However, the high resolution images still require a long duration of time for computation.

Tung Xuan Truong et al. [11] utilized a support vector machine algorithm with fire-colored regions being segmented from moving regions and particular parameters being extracted from the fire-region's tempo-spatial characteristics to yield an effective fire detection method with a low false alarm rate, but this method reveals limitation in distinguishing several kinds of fire-like color objects such as a flying red flag.

The fire detection including forest fire in early stage is significant, since it can reduce the potential damages to the ecosystem as well as losses of human lives. The forest fire detection based on deep learning methods may create delay in processing because they require huge amount of computation and excessively consume energy. This may cause the fire to spread or even grow out of control. Therefore, the traditional methods adopted in this study are more suitable to be applied in forest fire detection using UAVs because it can respond in real-time with low computation compared with deep learning methods.

Given the aforementioned limitations, we propose a novel algorithm to combine two color spaces including RGB and YCbCr and correlation coefficient between two consecutive frames. Firstly, we propose to apply four conditions to detect and recognize the flame area. Then, the image will be converted to binary color, with white pixels representing fire-colored pixels and black for others. The correlation coefficient will be applied to eliminate the non-fire pixel.

The paper is organized as follows: After presenting the forest fire trending in Vietnam, the related works and the shortcomings of these publications, and the novel contributions of this research in section 1. Section 2 discusses the design of our proposed algorithm. The experimental results and relevant problems are discussed in section 3. Finally, the conclusion of this paper and suggested further development of our research are given in section 4.

### 2. Materials and method

Forest fires can be caused by a variety of factors and they tend to prevail in dry season. In this season, plants are more combustible. During the day time, fire spreads faster than during night time due to the higher temperature and (usually) lower humidity. Besides, the terrain also affects the speed of fire spread; for example, a fire spreads more quickly up than down a slope. Other factors that must be considered are wind, air convection and fuel types [12]-[13]. Therefore, when a forest fire happens, it can be easily detected from above through smoke and fire colors.
2.1 Forest fire Detection in RGB Images

2.1.1 Sign identification

A forest fire can be detected via various signs: heat rise, fire sight, smoke color, etc. Nevertheless, in this research we mainly focus on the properties of fire color. Fire color is chiefly determined by the involved material and the temperature. Through analysis, alienation and separation, it can be used as a productive aid for fire recognition and identification. **Table 1** below presents a list of fire and smoke colors based on different materials [14]:

| Material      | Smoke Color    | Fire Color       |
|---------------|----------------|------------------|
| Plastic       | Black          | Yellow, Smoky    |
| Rubber        | Black          | Yellow, Smoky    |
| Wood          | Gray to Brown  | Yellow to Red    |
| Paper         | Gray to Brown  | Yellow to Red    |
| Fabric        | Gray to Brown  | Yellow to Red    |
| Petroleum     | Black          | Yellow to White  |
| Naphtha       | Black to Brown | Yellow to White  |
| Benzene       | White to Grey  | Yellow to White  |
| Lubricating oil| Black         | Yellow to White  |
| Oil           | Brownish to Black | Yellow to Red   |
| Wood paint    | Brown to Black | Yellow to White  |
| Resin         | Black          | Blue             |
| Acetone       | Brown          | Yellow           |
| Cooking oil   | Black          | Yellow           |
| Chlorine      | Black          | Yellow, Smoky    |
| Asphalt       | Gray           | Yellow to Orange |

As can be seen from **Table 1**, fire color is mostly in red to the yellow band with the material of wood. Hence, the forest fire color is mainly in this range. We can also see that the RGB image of a forest fire image can be divided into R, G, and B as in **Fig. 4**:

It is obvious that the fire region can be recognized with the highest intensity in R channel. The intensity of the fire pixels decreases significantly in G and especially B. These findings are consistent with the results of T. H. Chen et al.'s work [6], i.e. a fire region in the RGB image can be detected where \( R \geq G \) & \( G > B \). Nevertheless, non-fire yellow-red pixels in the image (e.g. a fireman wearing red or yellow outfits, red fire trucks) can be wrongly detected as fire pixels. Thus, the forest fire detection in our proposed algorithm is the combination of multi-conditions in different color spaces.
Fig. 4. a) The original RGB images and its channels: b) R channel, c) G channel, and d) B channel.
2.1.2 Forest fire detection algorithm in RGB image

As mentioned above, our study only focuses on forest fires. Thus, the targeted color range is from red to yellow. For a pixel \((x,y)\) to be an image fire pixel, it must satisfy the following condition (condition 1):

\[
P(x,y) = \begin{cases} 
1, & \text{if } R(x,y) > G(x,y) > B(x,y) \\
0, & \text{otherwise}
\end{cases}
\]

(1)

Based on the analysis, we tested the condition (1) and obtained the result as in Fig. 5 below:

![Original Images](image1)

![Test Result](image2)

**Fig. 5.** The results of applying the condition (1)

The result shows that the condition 1 is vague, which caused those pixels with the same color range to be incorrectly passed as in the white color inside the red line in Fig. 5. Based on the achieved results in Fig. 5 can be seen that the using condition 1 only is not strong enough in forest fire detection. Hence, we proposed to combine conditions 1 and 2 to solve the limitations in condition 1. The details of condition 2 are as follows:
Fig. 6. The analysis of fire image in R, G, B channels: a) Original image, b) R channel, c) G channel, d) B channel

A fire image in R, G, B channels has been analyzed as in Fig. 6. Based on the coordinates of flame area in the original image in Fig. 6a, we can recognize the fire pixels in R, G, and B channels as shown in the red circle in Fig. 6b, Fig. 6c and Fig. 6d. It is plain to see that the fire pixels in the original image is dependent on the specific channel. It is concluded that a pixel considered a part of the fire zone needs to satisfy the following condition (condition 2):

\[
P(x, y) = \begin{cases} 
1, & \text{if } (R(x, y) > R_R) \cap (G(x, y) > R_G) \cap (B(x, y) < R_B) \\
0, & \text{otherwise} 
\end{cases}
\]  

(2)

where, \( R_R, R_G, R_B \) are threshold-analysis coefficients of different fire forms. Based on the analysis and experimental results, we chose the optimal threshold values of \( R_R, R_G, R_B \) for different forest fire and non-fire images as Table 2 below:

| Parameters | Values |
|------------|--------|
| RR         | 190    |
| RG         | 100    |
| RB         | 140    |

With the combination of (1) and (2), we tested again and obtained the result as in Fig. 7:
It is generally perceived that this combination overcomes some errors caused by pixels with the similar color to that of a fire; however, in the fourth image (Fig. 7b), it can be seen that areas with high illumination are still mistaken while fire-like color objects were removed in the achieved results as in Fig. 7a and Fig. 7c. In our study, we propose to use both conditions mentioned above, along with the detection algorithm in YCbCr Color Spaces.

2.2 Forest fire detection in YCbCr Space

2.2.1 Identification signs

The reason for YCbCr Space to be utilized is that it offers better brightness information from shade than other spaces. The following formula will convert RGB to YCbCr color space [19]:

\[
\begin{bmatrix}
Y \\
Cb \\
Cr
\end{bmatrix} = \begin{bmatrix}
0.2568 & 0.5041 & 0.0979 \\
-0.1482 & -0.2910 & 0.4392 \\
0.4392 & -0.3678 & -0.0714
\end{bmatrix} \begin{bmatrix}
R \\
G \\
B
\end{bmatrix} + \begin{bmatrix}
16 \\
128 \\
128
\end{bmatrix}
\] (3)

We separate an image into Y, Cb and Cr elements as in Fig. 8:
Fig. 8. An original image separated into Y, Cb, and Cr elements: a) the original RGB image, b) Y channel, c) Cb channel, d) Cr channel respectively.

From our analysis with various images like Fig. 8 above, it can be seen in the example of a fire image pixel at the coordinate of pixel (805,547), the value of pixels in Y, Cb, Cr channels are 189, 88 and 162 respectively. It means that $Y(805,547) > Cr(805,547) > Cb(805,547)$. Based on the analysis results on other fire image pixels, we also achieve the trend that $Y(x,y) \geq Cr(x,y) > Cb(x,y)$. Hence, we propose that an image pixel is confirmed as fire image pixel when it satisfies the suggested condition 3 as below:

$$P(x,y) = \begin{cases} 1, & \text{if } Y(x,y) \geq Cr(x,y) \text{ and } Cr(x,y) \geq Cb(x,y) \\ 0, & \text{Otherwise} \end{cases}$$

When separated from the original image from RGB color space to YCbCr color space, the fire pixels are "white" color in Y and Cb channels and "black" in Cr channel (See Fig. 8 for more details). The images in Y, Cb, and Cr channels are grayscale images with the values in the range of [0, 255]. The values will create the different shades of gray, and the zero and 255 values are related to black and white, respectively. Therefore, the fire pixel values in Y and Cr channels are more significant than the mean value pixel of Y and Cr components. Furthermore, the fire pixel values in Cb channel are smaller than the mean value pixel of Cb component. The mean values are calculated by the following formula:
\begin{align*}
Y_{\text{mean}} &= \frac{1}{N \times M} \sum_{x=1}^{N} \sum_{y=1}^{M} Y(x, y) \quad (5) \\
C_{b\text{mean}} &= \frac{1}{N \times M} \sum_{x=1}^{N} \sum_{y=1}^{M} C_b(x, y) \quad (6) \\
C_{r\text{mean}} &= \frac{1}{N \times M} \sum_{x=1}^{N} \sum_{y=1}^{M} C_r(x, y) \quad (7)
\end{align*}

where, \(Y\text{mean}, C_{b\text{mean}}, \) and \(C_{r\text{mean}}\) are the mean values of \(Y, C_b, \) and \(C_r\) channels respectively; and \(N \times M\) is the total number of pixels. Thus, a pixel is confirmed a fire pixel when it satisfies the following formula (condition 4):

\[
P(x, y) = \begin{cases} 
1, & \text{if } Y(x, y) > Y_{\text{mean}} \land C_r(x, y) > C_{r\text{mean}} \land C_b(x, y) < C_{b\text{mean}} \\
0, & \text{Otherwise}
\end{cases} \quad (8)
\]

We present the result of combining all four previously mentioned conditions (1), (2), (3), and (4) as in Fig. 9 below:

a) The original images  
\hspace{2cm} b) The achieved results after using conditions (1), (2), (3), and (4)

\textbf{Fig. 9.} Forest fire detection using conditions (1), (2), (3), and (4)

From the result above, it can be perceived that uncertainties from high-illumination images such as sunlight and heat-affected areas are negligible. However, with images whose subjects have the same color as a fire’s such as images taken of painting with fire, sunflower hill are not recognized as the achieved result in Fig. 10b. To tackle this weakness, we propose using image correlation function so that we can compare consecutive fire-colored images extracted from the camera recording the forest fire. Our suggestion is to exploit the properties of fire such as its shape, size which vary in images at different times.
2.3 The correlation coefficient

As mentioned above, this method is based on the change of fire. Without this, fire-colored subjects can be incorrectly detected, such as a picture of fire and sunlight. It immensely increases the accuracy of fire recognition.

2.3.1 Identification signs

After using the proposed conditions in the color space models, the proposed algorithm still shows the limitations on identifying the objects having similar color to a fire’s. The flickering properties are the characteristic of the burning process as a result of airflow exchange. The shape and size of the flame are changeable during this process. In Fig. 11, we show frames from unmanned aerial vehicles (UAVs) incorporating a camera to record a forest fire with the time difference of 0.2s in-between. It can be seen that the flickering properties are shown according to the change of height and scale around the fire base.

Fig. 10. Forest fire detection using conditions (1), (2), (3), and (4)

Fig. 11. Flickering effect caused by the change of fire shape and size.
2.3.2 Correlation coefficient between consecutive frames

The correlation coefficient is determined by comparing consecutive frames $F_k$ and $F_{k-1}$ after applying a processing algorithm to identify fire color properties. The frames are now in binary color, with white pixels being fire-colored pixels and black for others.

The purpose of this method is to compare consecutive frames which represent a fire as conditions (1), (2), and (3) (4) are satisfied. From that basis, we find a set of optimal correlation coefficients $r$ that can both distinguish the fire flickering properties and diminish the UAVs camera shaking effect simultaneously.

According to [16], the correlation coefficient between 2 frames $A$ and $B$ is calculated as follows:

$$r = \frac{\sum_m \sum_n (A_{mn} - \bar{A})(B_{mn} - \bar{B})}{\sqrt{\sum_m \sum_n (A_{mn} - \bar{A})^2 \sum_m \sum_n (B_{mn} - \bar{B})^2}}$$

(9)

where, $A$ and $B$ are binary images after using four proposed conditions (1), (2), (3), and (4); $A_{mn}$, $B_{mn}$ are the pixel values at $(m,n)$ in $A$, $B$; $\bar{A}$, $\bar{B}$ are the mean pixel values of $A$, $B$; $m$, $n$ are matrix size. The Fig. 12 presents the flowchart of our proposed algorithm. It can be clearly seen that when an image has satisfied conditions 1, 2 in RGB and 3, 4 in YCbCr color spaces, it will be confirmed as that of a fire and saved in stack. Then, the next image will be processed if it has also satisfied all four proposed conditions as above. The correlation coefficient between these images will be calculated for final confirmation. In order to propose the correlation coefficient threshold, we have collected two set of videos including forest fire and non-fire videos. Then, four proposed conditions and correlation coefficient will be applied. The correlation coefficient threshold is achieved based on the statistical results. The final confirmation that a fire has occurred is made when the correlation coefficient value is in the range of the proposed correlation coefficient threshold; otherwise, it is confirmed that there is no fire.
3. Results and Discussion

The experimental results of our proposed method have been presented in this part. The proposed method and the comparison methods are implemented using the MATLAB environment (R2016a) on the processor of Intel(R) Core(TM) i5-3337U CPU @ 1.8 GHz and 4 GB RAM.
Eleven videos were collected from the Internet [26]-[36] to measure and evaluate our proposed algorithm performance. These videos were separated into 18 and 30 sets of fire frames and non-fire frames with the time between two consecutive frames is 0.2s. Each set contains a different scenario of fire and non-fire in the real. We randomly selected 9 sets of fire frames and 16 sets of non-fire frames to measure and determine the threshold values of our proposed method. The detail of these sets are presented in the Table 3.

**Table 3.** The details of datasets for experimental testing and performance evaluation

| Fire frames | Non-fire frames |
|-------------|-----------------|
| **Set Number** | **Number of fire frames** | **Set Number** | **Number of non-fire frames** |
| Set 1       | 25              | Set 1       | 32             |
| Set 2       | 46              | Set 2       | 18             |
| Set 3       | 15              | Set 3       | 46             |
| Set 4       | 32              | Set 4       | 138            |
| Set 5       | 15              | Set 5       | 18             |
| Set 6       | 26              | Set 6       | 140            |
| Set 7       | 103             | Set 7       | 31             |
| Set 8       | 14              | Set 8       | 16             |
| Set 9       | 11              | Set 9       | 35             |
| **Total**   | 287             | **Total**   | 996            |

**The details of datasets for performance evaluation**

| Set 1     | 46 | Set 1 | 125 |
| Set 2     | 122| Set 2 | 89  |
| Set 3     | 25 | Set 3 | 33  |
| Set 4     | 159| Set 4 | 82  |
| Set 5     | 14 | Set 5 | 50  |
| Set 6     | 64 | Set 6 | 313 |
| Set 7     | 24 | Set 7 | 194 |
| Set 8     | 15 | Set 8 | 61  |
| Set 9     | 24 | Set 9 | 78  |
| **Total** | 493| **Total** | 1453 |

Apart from detecting forest fire, our proposed method highly focuses on eliminating objects with fire-like colors such as the sun, environment noises. As a result, a larger number of non-fire frames and non-fire scenarios were used in this research. The correlation coefficient significantly improves our proposed forest fire method in eliminating non-fire frames and fire-like objects as well.
3.1 The experimental testing

The results of the algorithm applied to consecutive frames and with different correlation coefficient is shown in Fig. 13.

a) $r=0.2691$ with the same frame recorded by UAVs camera (time difference = 0.2s).

b) $r=0.9276$ with 2 consecutive frames without fire recorded by UAVs camera (time difference = 0.2s).

Fig. 13. The correlation coefficients between two consecutive frames
The correlation coefficient of two consecutive frames with and without fire recorded by UAVs camera in Fig. 13 equals 0.2691 and 0.9276 respectively. Basing only on four proposed conditions in RGB and YCbCr as above fire-like color objects as shown in Fig. 13b cannot be eliminated. In order to solve the limitations of the proposed conditions in RGB and YCbCr color spaces, we applied the correlation coefficient algorithm as proposed above. Nevertheless, selecting a suitable range of correlation coefficient threshold is extremely important because a wide range can increase both true positive detection in fire frames and the negative detection in non-fire frames. The Fig. 14 presents the correlation coefficient values of 9 sets of fire frames under box plotting and the Table 4 is the range of correlation coefficient of these sets. It can be easily seen that the correlation coefficient values of the 9 sets of fire frames in the experimental testing are mainly in the range of 0.073 to 0.82.

![Fig. 14](image)

**Table 4.** The correlation coefficient values of 9 sets with fire frames

| Fire frames | Number of fire frames | The correlation coefficient |
|-------------|------------------------|----------------------------|
| Set 1       | 25                     | 0.232 – 0.645 (median 0.473) |
| Set 2       | 46                     | 0.116 – 0.321 (median 0.160) |
| Set 3       | 15                     | 0.347 – 0.627 (median 0.473) |
| Set 4       | 32                     | 0.456 – 0.774 (median 0.605) |
| Set 5       | 15                     | 0.534 – 0.691 (median 0.657) |
| Set 6       | 26                     | 0.073 – 0.773 (median 0.625) |
| Set 7       | 103                    | -0.0012App ~ 0.832 (median 0.635) |
| Set 8       | 14                     | 0.436 ~ 0.703 (median 0.553) |
| Set 9       | 11                     | 0.122 ~ 0.785 (median 0.625) |

Fig. 15 illustrates the correlation coefficient in box of the 16 sets of non-fire frames and the correlation coefficient values of these sets shown in Table 5. The correlation coefficient values of non-fire frame sets are dependent on the specific objects. For example, the set 7 of non-fire frames contains vegetation in the frames with fire-like color and the correlation coefficient values of this set are NaN (Not-a-Number) and the range of 0.0038 ~ 0.0694
(median 0.0191). The set 11 of non-fire frames contains the sun in the frames with the correlation coefficient values are NaN and 0.574 ~ 0.978 (median 0.873).

![Graph showing the correlation coefficient of 16 sets with non-fire frames](image)

**Fig. 15.** The correlation coefficient of 16 sets with non-fire frames

**Table 5.** The correlation coefficient values of 16 sets with non-fire frames

| Set Number | Number of non-fire frames | The correlation coefficient |
|------------|---------------------------|----------------------------|
| Set 1      | 32                        | NaN (Not-a-Number)         |
| Set 2      | 18                        | NaN (Not-a-Number)         |
| Set 3      | 46                        | NaN (Not-a-Number)         |
| Set 4      | 138                       | NaN (Not-a-Number)         |
| Set 5      | 18                        | NaN (Not-a-Number)         |
| Set 6      | 140                       | NaN (Not-a-Number)         |
| Set 7      | 31                        | NaN (Not-a-Number) and 0.0038 ~ 0.0694 (median 0.0191) |
| Set 8      | 16                        | NaN (Not-a-Number)         |
| Set 9      | 35                        | NaN (Not-a-Number)         |
| Set 10     | 66                        | NaN (Not-a-Number)         |
| Set 11     | 17                        | NaN (Not-a-Number) and 0.574 ~ 0.978 (median 0.873) |
| Set 12     | 195                       | NaN (Not-a-Number)         |
| Set 13     | 95                        | NaN (Not-a-Number)         |
| Set 14     | 34                        | NaN (Not-a-Number)         |
| Set 15     | 60                        | NaN (Not-a-Number)         |
| Set 16     | 55                        | NaN (Not-a-Number)         |
The result of correlation coefficients calculation between consecutive fire frames with time difference = 0.2s is also shown in Table 4. It can be asserted from the testing result in Table 4 that the correlation coefficients between two consecutive fire frames of the video recorded from moving UAVs are in the range from 0.0695 to 0.82. In the absence of a fire, the correlation coefficient values are NaN (Not-a-Number), smaller than 0.0695 and greater than 0.82. Hence, based on the experimental results, we propose \( R_t \) and \( R_s \) values to be 0.0695 and 0.82 respectively (time difference between consecutive frames = 0.2s) when the camera is mounted on a moving UAV.

![The achieved accuracy with and without using the correlation coefficient of 9 sets with fire frames](image1)

**Fig. 16.** The achieved accuracy with and without using the correlation coefficient of 9 sets with fire frames

![The achieved accuracy with and without using the correlation coefficient of 16 sets with non-fire frames](image2)

**Fig. 17.** The achieved accuracy with and without using the correlation coefficient of 16 sets with non-fire frames

**Fig. 16** and **Fig. 17** show the test results applying conditions 1, 2, 3, 4 with and without using correlation coefficient (condition 5). The test results indicate that our proposed method achieved nearly 100% in forest fire detection in 9 sets of fire frames, especially the application
of correlation coefficient results in significant improvement in the performance of our proposed method in comparison with those that do not use it such as the set number 6, 7 and 11 of non-fire frames as shown in Fig. 17.

3.2 Performance Evaluation

To evaluate the performance of our proposed algorithm, we will measure it based on four parameters include recall, precision, F-score and Accuracy.

\[
\text{recall} = \frac{TP}{TP + FN} \quad (10)
\]

\[
\text{precision} = \frac{TP}{TP + FP} \quad (11)
\]

\[
F = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \quad (12)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (13)
\]

where, F refers to F-score used to evaluate the performance of our proposed method, True positive (TP) factor determines if an image is a fire image and the proposed algorithm can detect it; False Positive (FP) factor determines if an image is not a fire image and the proposed algorithm identified as a fire image; True Negative (TN) factor determines if an image is a fire-like image and the proposed algorithm verifies that it is not a fire image, and False Negative (FN) factor determines if an image is a fire image and the proposed algorithm cannot detect it [21].

Table 6 illustrates the comparison among our proposed method with the correlation coefficient, our proposed method without the correlation coefficient and Chen et al’s [7]. It can be clearly seen that the proposed method using the correlation coefficient achieved the highest performance with 95.87% of F-score and 97.89% of accuracy respectively.

| Methods                                      | TP (Number of frames) | FN (Number of frames) | TN (Number of frames) | FP (Number of frames) | Recall (%) | Precision (%) | F-score (%) | Accuracy (%) |
|----------------------------------------------|------------------------|------------------------|------------------------|------------------------|------------|---------------|-------------|--------------|
| The proposed algorithm without using the correlation coefficient | 493                    | 0                      | 1335                   | 118                    | 100        | 80.68         | 89.30       | 93.93        |
| Chen et al’s [7]                              | 451                    | 42                     | 1321                   | 132                    | 91.4       | 77.35         | 83.79       | 91.05        |
| Our proposed method                           | 477                    | 16                     | 1428                   | 25                     | 96.75      | 95.02         | 95.87       | 97.89        |

The achieved accuracy by our proposed algorithm and datasets were public in the source: https://github.com/Pham-Van-Thanh/Forest-Fire-Detection
4. Conclusion

In this paper, we combine fire detection techniques in RGB and YCbCr color spaces based on fire properties. We also propose using the correlation coefficient between consecutive frames to eliminate objects with fire-like color and diminish the vehicle shaking effect to ensure the accuracy of the proposed method. From the achieved results, we will propose the algorithm for edge separation in order to calculate flight trajectory to support firefighting along the edge of the fire zone in our future research. Also, we plan to develop a model to simulate the effect of wind speed, flight speed, and height on the dropping of extinguishing agents and flight trajectory using ANSYS/CFD for automatic firefighting by helicopter or airplane instead of using manual firefighting by firefighters.
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