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Abstract: Shape memory materials are smart materials that stand out because of several remarkable properties, including their shape memory effect. Shape memory alloys (SMAs) are largely used members of this family and have been innovatively employed in various fields, such as sensors, actuators, robotics, aerospace, civil engineering, and medicine. Many conventional, unconventional, experimental, and numerical methods have been used to study the properties of SMAs, their models, and their different applications. These materials exhibit nonlinear behavior. This fact complicates the use of traditional methods, such as the finite element method, and increases the computing time necessary to adequately model their different possible shapes and usages. Therefore, a promising solution is to develop new methodological approaches based on artificial intelligence (AI) that aims at efficient computation time and accurate results. AI has recently demonstrated some success in efficiently modeling SMA features with machine- and deep-learning methods. Notably, artificial neural networks (ANNs), a subsection of deep learning, have been applied to characterize SMAs. The present review highlights the importance of AI in SMA modeling and introduces the deep connection between ANNs and SMAs in the medical, robotic, engineering, and automation fields. After summarizing the general characteristics of ANNs and SMAs, we analyze various ANN types used for modeling the properties of SMAs according to their shapes, e.g., a wire as an actuator, a wire with a spring bias, wire systems, magnetic and porous materials, bars and rings, and reinforced concrete beams. The description focuses on the techniques used for NN architectures and learning.
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1. Introduction

Since the 1980s, a new and dynamically developing field has been emerging known as intelligent materials or smart materials (SMs). These materials play an essential role in various technological fields [1,2], such as aerospace and automobile [3], robotics [4], medical [5], engineering [6], actuators [7], sensors [8,9], and rotary manipulators [10]. Shape memory alloys (SMAs) are one of the most highlighted smart materials [11]. There are many types of SMAs, such as Fe–Mn–Si, Cu–Zn–Al, and Cu–Al–N, and each type has specific applications, but Nitinol Ni-Ti is one of the most used and studied due to its stability [12].

SMA is a raw material used in various fields. It can memorize its initial form upon cyclic mechanical transformations. These transformations depend on temperature and stress factors [13]. The two main properties: pseudoelasticity and shape memory effect, are owed to the usage of SMA as actuators, sensors, and controllers. Moreover, SMAs, such as the Nickel Inconel 718 alloy, have high corrosion and oxidation resistance, increasing the potential of SMAs in various fields such as gas turbines and jet engine applications [3,14]. To predict the properties of SMAs, their compounds, and their crystal structure, many applications [15] have been used depending on computational, experimental [16], and finite element methods (FEMs).
In addition, machining processes have been employed to analyze SMA behavior via dedicated conventional and nonconventional methods [17–20]. For example, in [14], they worked on optimizing the process’s factors of Laser Beam Machining (LBM). LBM is a machining process based on thermal energy, meaning that the machine removes the material by melting, vaporization, or chemical degradation. They proposed Taguchi–Grey Relation Analysis (TGRA) to provide the best quality cutting surface of the nickel Inconel 718 alloy. For that, they performed LBM’s measurements using a 2 KW power, 0.7 mm as a nozzle distance, 2 mm as a focal length, and 3 bar as gas pressure. Moreover, for the machining of nickel–titanium using wire-electrical-discharge-machining (WEDM) [3], the authors studied the optimized parameters using a 3D microscopic analyzer for having a defect-free surface and low globules. As a result, the parameter conditions are pulse-on time 65 µs, pulse-off time 32 µs, and discharge current 6 A. In [20], they used the heat-transfer search (HTS) algorithm that was effective in predicting and optimizing the input values of WEDM of the nickel–titanium. They proved the relationship between the input (pulse-on time, pulse-off time, and current) and output (material removal rate, surface roughness, and micro-hardness) variables. Furthermore, they proved the significance of the micro-hardness for the necessity of the shape memory effect (SME) possession after the machining to eliminate the risk of destroying the SMA. By that, we can highlight the significance of the post-processing of SMAs in any application. Post-processing aims to prevent the destruction of an SMA and to initialize the crystalline structure with the solid phase: austenite or martensite.

However, the nonlinear behavior of SMAs and high computational cost are obstacles to obtaining real-time simulations using these methods.

Artificial intelligence (AI) can be used to address the difficulties of modeling SMA behavior. AI has been known since 1955 due to a proposal authored by McCarthy, Minsky, Rochester, and Shannon [21]. This field has faced many transformations because of changes in the definition of intelligence over the past decades. Today, AI is a basis for modeling in robotics and machine fields and has achieved great success in materials science. Many types of research using AI have focused on studying materials by modeling their behavior and especially the commercially available materials, scanning their structure, simulating their deformation in real-time, and discovering new materials [22–27].

Machine learning is an important subset of AI [28] suitable for high-dimensional data problems with linear and nonlinear properties and has succeeded in many applications concerning smart materials [29,30]. Materials discovery is one of the widespread applications where artificial neural networks (ANNs), support vector machines (SVMs), and Bayesian methods can be used for designing new materials such as guanidinium ionic liquids [31] or crystals [32]. Material property prediction can be achieved by reinforcement learning (RL), ANN, general regression neural network (GRNN), and support vector regression (SVR) methods. This approach can be applied to applications such as constant lattice prediction [33]. Real-time simulation in the medical field can be performed by ANNs to model the human liver’s biomechanical behavior during the breathing process [34]. In [23], a deep learning method was utilized to study the behavior of hyperelastic materials in medical applications. AI was applied to different properties of smart materials, such as composite sandwiches (CSs). The bending strength (flexural strength) was predicted in [35]. The authors trained ANNs using the MATLAB platform and compared it to the experimental studies. These investigators tested the Levenberg–Marquardt (LM) algorithm for training and compared its results to those of the backpropagation algorithm. The validation of an ANN can depend on the values of performance, regression correlation (R), and mean square error (MSE). These authors highlighted the effect of the density of the CS. The CS can be differentiated according to the percentage of water absorbed as a function of temperature (moisture absorption). Hence, using NNs, they confirmed that the bending strength and the core shear strength should be reduced by 53% and 42.78%, respectively, for bending between 30° and 50°.
We are focusing on the SMAs owed to their potential, especially in the mechanic, robotic and medical fields. The motivation of this work is to fill the lack of citation of the potential of AI and especially the NN in modeling the behavior of SMAs. This is a promising technique used recently in the domain of smart materials. Therefore, in this review paper, we present these studies proving the ability of NNs to model the characteristics and properties of SMAs. We classify them according to the shape of the SMA, the type of application, the type of NN, and the training method. The aim is to give guidelines for the settings of NNs when they are used in SMAs’ applications. The shape of the SMA systems specifies their behavior and determines the type of the application’s problem. Consequently, NN’s type depends on the applied problem. Therefore, the current paper is organized to show the dependency between the type of NNs and the shape of SMAs. We classify them according to the shape of the SMA, the type of application, the type of the NN, and the training method. The next sections give an overview of the characteristics of SMAs (Section 2), describe the characteristics and types of the used NNs (Section 3), specify the application of NNs to model SMAs according to their shapes (Section 4), and discuss the specifications of this application to design an adapted NN model (Section 5). We conclude by giving the relevance of ANNs in modeling the behavior of SMAs (Section 6).

2. Description of the SMAs

Shape memory alloys are a well-known class in smart materials. These materials can hold large stresses without being permanently strained. The most known and interesting type of SMA is Nitinol (Ni-Ti) [36], which is a widespread choice for engineering processes in the medical [5,37], robotics [38,39], civil engineering [40,41], aerospace [42,43], and automotive [44,45] fields. The SMAs are characterized by their crystalline structure that undergoes solid-to-solid phase transformations. This crystalline structure is affected by two physical factors, temperature, and stress, causing SMA deformation. The transformation phase is called the martensite phase, which presents tetragonal, orthorhombic, or monoclinic crystalline structures with several possible variants, and the austenite phase is known for its cubic crystalline structure. Upon cooling and exerting the stress, the SMA deforms (martensite phase). Upon heating, it deforms again to its initial remembered shape (austenite phase). Moreover, another specialty of SMAs is their ability to undergo a reversible transitional solid–solid phase between the two phases [46–48]. SMAs have two specific and unique characteristics: the superelastic effect (SEE) and the shape memory effect (SME). Moreover, SMAs exhibit isotropic and anisotropic behaviors depending on the relation between the martensite volume fraction and equivalent transformation strain [49].

The shape memory effect [50] demonstrates two pathways. The first is the ability of an SMA to recover the deformation by phase transitions induced by a thermal cycle. At a fully twinned-martensitic state (at a temperature below the final martensitic phase temperature $M_f$), if the SMA is loaded by stress greater than or equal to the detwinned starting stress, then it remains strained (deformed), even upon unloading, since there is then a detwinned-martensitic state. This is known as the “detwinned” process. The SMA can then recover this deformation by heating to reach a whole austenite state (at a temperature above $A_f$, see Figure 1a). Additionally, the SMA remains at its initial shape upon cooling below $M_f$, but it moves back into a twinned martensite state. In a two-way SME, the SMA memorizes two shapes, namely, austenite and martensite, under certain conditions [51]. However, this property can be achieved by properly training the SMA, which means exerting many loaded cycles of two fixed states on the SMA to reach null plastic strain growth.

Superelasticity (pseudoelasticity) [52] is the ability of an SMA to undergo maximum stretching without residual strains (no remaining strain when no more stress is exerted) [12]. At temperatures above $A_f$, if the critical $M_f$ value of stress is exerted on an SMA, then a transition from austenite to a detwinned martensitic state occurs and causes deformation. Once it is unloaded, since the martensitic is not stable at a temperature greater than $A_f$ without stress, it recovers its deformation, leading to a maximum residual strain $\varepsilon_L$ and
transforming again to an austenite state (see Figure 1b). Superelastic behavior occurs during the phase transformation from martensite to austenite and austenite to martensite, which is induced by exerting threshold stress as an isothermal process.

Figure 1. (a) The one-way shape memory effect of SMA wire. (b) Superelastic effect at a constant temperature. $M_s$ and $M_f$ are the start and finish martensitic phase temperatures, respectively; $A_s$ and $A_f$ are the start and finish austenitic phase temperatures, respectively.

Focusing on the SMA parameters, we define eight parameters, which are the four transformation temperatures ($M_s$, $M_f$, $A_s$, $A_f$), Young’s moduli during the two phases, and two stress-influenced coefficients, $C_M$ and $C_A$ [53]. In recent years, many studies on the numeric modeling of SMAs aim to predict behavior depending on the material’s characteristics. Commercial software such as Ansys [54] uses the Auricchio SMAs model, which accounts for superelastic and shapes memory behaviors. However, the process of building and computing the model takes a long time.

However, in [55], reinforcement learning (RL) on the MATLAB platform was used to study the behavior of a Cu-Ni-Ti SMA wire in real-time simulations by characterizing the major hysteresis loop (when the stress is enough to actuate the system) and minor hysteresis loop (when the SMA is not sufficiently actuated) of the shape memory effect strain–temperature relation. The experimental setup consisted of an SMA wire, an elastic spring, a voltage supply, a linear voltage differential transducer (LVDT) (strain sensor), a thermocouple (temperature sensor), a DAQ board, and alligator clips. The RL script on MATLAB interfaced through LabVIEW software to communicate within the experimental setup. The LabVIEW program converts the input voltage from the sensors to strain and temperature data that are sent to the MATLAB platform. RL determines the voltage needed to be applied on the SMA wire to reach the strain target. Therefore, at the same time, the strain–temperature relation is learned. The article concluded that RL could be an approach to control SMA wires based on more studies and experiments.

In addition, Rustighi et al. used an adaptively tuned vibration absorber (ATVA) for controlling an SMA [56]. TVA is a vibration control device, and ATVA is optimal for vibration tuning. The relation between ATVA and SMA can be represented by using the SMA stress and strain and the ATVA frequency and stiffness upon temperature variation. Different algorithms, such as proportional, proportional-plus-derivative PD, and fuzzy algorithms, can be used.

The research field of SMA studies proved their potential in various fields. However, there is a lack of advanced and non-traditional methods for modeling the SMA with low computational time and high accuracy, especially in real-time.

3. Description of Artificial Neural Networks

Biological neuron functions have inspired the new programming and technological processes of ANNs [57–60]. For some biological knowledge, neurons, as cells of the nervous system and major information processing units, simulate the activities of the nervous
system in the human brain. Neurons consist of the following: dendrites that receive input messages from other neurons, a soma (body cell) where the messages are transformed to action or result, an axon that conducts the output message from the soma away from the neuron, and synapses that permit the passage of messages from one neuron to another (connections) [61] (see Figure 2a).

There are different types of ANNs, such as clustering [62,63], time series, pattern recognition and forecasting [64], and fitting [65] NNs. ANNs can be differentiated by the number of neurons, the edges (connections of the neurons), the weights of connections, the number of hidden layers, and the functions of transformation and activation that take place in somas, as presented in Figure 2b [66]. A weight proves the significance of an information flow (arrows in Figure 2b), which means its effect.

As a description of the functioning of a typical numerical artificial neuron, the input $X_i$ is multiplied by its weight $w_i$. The transformation function $\Sigma$, which can be the identity, transforms the weighted inputs through the hidden layers by summing them with bias $b$. The results are activated using an activation function $\varphi$ (commonly with a threshold). Finally, the output vector is formed, which can exit the work or input another ANN (see Figure 3). However, there are many different forms of activation functions; some of them are presented in Table 1. A shallow NN is a special NN consisting of one or two hidden layers, regardless of the type of functioning [67].

ANNs have been designed for many fields [68,69]. Particularly, the use of ANNs is attractive for real-time simulations. For instance, this technology can be used in robotic manipulator applications for real-time “comfortable” path planning in nonstationary environments [70]. Moreover, ANNs have been successful in gesture control for musical applications in pure data (PD) environments [71]. Controlling missile interception is an application based on ANNs that has been employed to perform real-time guidance [72].
In [73], the authors used an ANN to detect forest fires using a wireless network sensor in real-time.

Figure 3. Network Functioning. $X_i$ is the input parameter; $w_i$ is the weight; $\Sigma$ is the transformation function, which can be the identity, $b$ is the bias; and $\varphi$ is the activation function.

| Activation Function          | Equation                                      |
|------------------------------|-----------------------------------------------|
| Step function                | $\varphi(x) = 0$ for $x \leq 0$, otherwise $1$ |
| Linear function              | $\varphi(x) = x$                              |
| Rectified linear (ReLU)      | $\varphi(x) = \max(0, x)$                     |
| Hyperbolic tangent           | $\varphi(x) = \frac{e^x + e^{-x}}{2}$         |
| Radial basis function        | $\varphi(x) = e^{x^2}$                        |

Accordingly, ANN proved its high ability to model complex material systems with precise outputs and low computational time. ANNs and their training have successfully achieved up-to-date objectives that could enable them to perform real-time simulations.

4. SMA Forms and ANN Applications

SMAs are a class of smart materials. However, these materials are not simple to use in the engineering field because of the lack of a model to represent their nonlinear behavior and control their deformation in real-time.

Focusing on general real-time simulations, ANNs have been demonstrated in different studies and applications. Therefore, various studies concerning SMA simulation are based on ANNs. However, the behavior of an SMA depends on its forms, such as a single wire, ring, or reinforced concrete beams. Additionally, SMAs can be embedded in structures, such as manipulators with variable stiffness mechanisms [74], antagonistic actuators [75–78], or structures with multi-antagonistic mechanisms [79]. Moreover, these materials can be customized considering the type of application, including medical [5], robotic [38], civil engineering [40], aerospace [42], automotive [44], and other engineering [80] applications. For each studied problem, there could be a specific ANN.

SMAs based on deep learning can be classified according to their form and way of functioning. The classification includes systems of one wire (Section 4.1), systems with one wire and one spring (Section 4.2), magnetic SMAs (Section 4.3), SMA wires for rotary actuation (Section 4.4), reinforced concrete (RC) beams (Section 4.5), porous SMAs (Section 4.6), rings and bars in self-centering and damping devices (Section 4.7).

4.1. Systems with a Wire for Linear Actuation

An SMA as a single wire was tested using ANN in a proportional-derivative (PD) position control system with a position sensor, as described in [80]. The wire was used as an actuator. The highlighted objective of the study was to control the position of the actuator by using the temperature, location, and electrical resistance of the actuator with optimal values. In [73], the authors controlled a Nitinol wire (diameter = 0.15 mm and length = 75 mm) using an inverse hysteresis model of the martensitic–austenitic transition.
As mentioned before, the transformation between these two phases is nonlinear. Therefore, the NN is based on the LM algorithm designed to approach the second-order training speed (which uses a Hessian matrix depending on size and direction) and implemented in MATLAB [81]. For training the NN, 3000 epochs (the training parameter that refers to the number of passes of the entire training dataset) were found to be necessary to find a global minimum error of 2–3 µm.

In [82], an NN estimator was developed to control the position of an SMA actuator wire based on its generated load. The author’s main point is that this controlling method does not affect the actuator operator’s frequency.

However, one cited problem is the use of the position controller LVDT because it does not accurately represent the nonlinear variation in the SMA configuration. In [8], this point was considered by using electrical resistance (ER) feedback. The authors used a Ni-Ti single wire that was 228.6 mm in length and 0.381 mm in diameter. Its austenite-finish temperature was 90 °C. These researchers studied the dependence of strain responses and hysteresis on the ER to deduce the relationship between the ER and SMA pose. In this test, multilayer NNs consisting of two inputs (ER and a “tag” signal) and a 3-layer structure with one hidden layer of eight neurons were employed to obtain the proper displacement as an output. Hence, the approximate error was 7% because of the hysteresis feature, which can be explained by the heating time of the wire is higher than that needed for cooling it.

Moreover, ANNs can be used to analyze the properties of Ni-Ti SMA wire specimens produced by electrical discharge machining [83], including roughness, maximum peak to valley height, square roughness, and micro-hardness. A GRNN (general regression) with a multivariate hybrid approach VIKOR-Fuzzy logic system was used to optimize the machine’s setting parameters. The GRNN architecture had 54 datasets (60% for training, 20% for network validation, and 20% for testing) and predicted the machine’s responses with a ±5% error.

Recently, in [84], we modeled SMA systems using an NN, starting with a single SMA wire and ending with a common antagonistic SMA system (two SMA wires). The latter system consisted of two identical wires attached at a midpoint. Therefore, we learned the butterfly behavior of this SMA actuator using a long short term memory NN with a regression layer. As a result, the RMSE values and the computational time of the training do not exceed 2% and 3 min on average, respectively. The prediction times after the training are of the order of several ms.

### 4.2. Systems with One Wire and One Spring for Linear Actuation

An SMA and a bias spring act here as an actuator system using an NN, such as in [85]. These investigators evaluated the measurement of the shape recovery force of the fabricated SMA. The results of the NN prediction override that of the conventional equation.

In [86], the time response in the hysteresis behavior of a thin SMA wire with a diameter of 0.001 inches at different frequencies was predicted to cover the main and minor loops of the hysteresis. The experimental setup consists of a spring bias with a thin wire and a laser sensor with an applied current to heat the wire to achieve the phase transition and hysteresis effect. These researchers provided an innovative NN Jordan–Plus–Elman (Jordan–Elman network) nonlinear autoregressive exogenous (NARX) recurrent neural network (RNN). The NARX NN is a recurrent dynamic network with feedback connections enclosing several network layers. The NARX model is based on the linear ARX model, commonly used in time-series modeling. The next value of the dependent output signal y(t) is regressed on previous values of the output signal and an independent (exogenous) input signal. Experimental data were used to compare the NN Jordan–Elman architecture and the current NN Jordan–Plus method. Hence, when training the NNs with experimental chirp data (data as a signal whose frequency decreases or increases with time) as input, the RMSE error of the corresponding output of the Jordan–Elman network is less than that of the trained Jordan NARX network.
In [87], Song et al. controlled an SMA wire with a spring bias considering the forward and inverse hysteresis effect. These researchers modeled the displacement variation as a function of the applied voltage on the SMA to replace the position sensor. This was performed by training two NNs, which demonstrated a neural network inverse model for the feedforward controller and a neural network open-loop model for the tracking controller. Moreover, in [88], an NN with a sliding-mode-based robust feedback controller was employed to control Ni-Ti in both open- and closed-loop ways.

In addition to the issue of controlling the SMA wire and the steel spring, the SMA must be identified. Therefore, two approaches, namely, a hysteresis operator and a functional link artificial neural network (FLANN), were utilized. The FLANN and NARX models play different roles in identifying the system dynamically. The first approach detects the hysteresis behavior, and the second one approximates the system’s dynamics. The combination of the approaches is called HFLANN. In [89], first, the FLANN was modified, and its parameters were trained using particle swarm optimization (PSO) to identify the hysteresis behavior. Second, the system was controlled by using the model predictive controller-based neural network HFLANN. As a result, the error of testing FLANN as a predictor controller is less than or equal to 0.02 mm compared to the sinusoidal and multistep predictors (experimental results).

4.3. Magnetic SMA System

As a recent new application [90], a magnetic shape memory alloy (MSMA)-based actuator was studied, and its nonlinear hysteresis behavior was modeled. The authors built a fuzzy algorithm and a Takagi–Sugeno fuzzy neural network (TSFNN) model, improving the bacterial foraging algorithm (BFA). In other words, the NN was optimized by the modified bacterial foraging algorithm (MBFA). Hence, they proved the effectiveness of TSFNN and MBFA thanks to the inner nonlinear mapping function and self-adjustment that meet the needs of the nonlinear hysteresis effects. Accordingly, the authors compared the responses of training and optimization to those of the gradient descent algorithm (GDA).

In [91], an SMA and a steel spring were controlled using a magnetic approach. These authors trained a proportional–integral–differential PID NN by varying its weights using the backpropagation algorithm to characterize the forward and inverse hysteresis loops. As a result, the PID NN is tested with a 0.0073 mm maximum prediction error for only the major hysteresis loop in the first study and 0.0101 mm for both the major and minor hysteresis loops in the second study.

4.4. SMA Wire Systems for Rotatory Actuation

In addition, SMA can act as a rotatory manipulator actuator with the challenge of mastering severe hysteresis phenomena. In [92], the single-degree-of-freedom rotatory manipulator was controlled by employing NNs with high performance. Two controllers were used. The first one is a variable structure control (VSC) switch controller (a switch that actuates magnetic contactors and remote-operated controllers) with a hidden layer around the switching surface of the manipulator, and the second one is a neural plant model. Moreover, in [10], backpropagation NN (BPNN) direct control was developed with online learning control. This means that actuator position data were used to update the weight coefficients of the neural network. At the same time, the system controller was applied without previous training nor the inclusion of a hysteresis model. These authors work on a 1-DOF manipulator system actuated by a Flexinol shape memory alloy wire. The study aimed to predict its angular position. The three fixed parameters are the diameter and the original length of the Flexinol wire, and the temperature. The NN was trained by varying the weight factors, focusing on real-time for low computational cost and neural network direct control with online learning. The experiments were developed by moving the manipulator to different positions within the allowed range so that the different rotating angles were the NN’s inputs and the future position rotating angles the outputs. The rotational frequency and the torque were the studied factors after training the BPNN.
controller of the manipulator. As a result, a low computational time of controlling (20 ms) and a performance with a 0.83° error in the angular position at a frequency of 0.01 Hz were achieved. Additionally, the controller’s performance at an increased torque improved by 143%.

4.5. A Reinforced SMA Concrete Beam

Reinforced concrete (RC) beams are versatile composite materials that can hold high loads. SMAs for RC beams have been tested in just a few studies since reinforced SMA concrete beams can be damaged in earthquake events and are costly. Few studies have studied the properties of these materials with NNs [93,94]. The moment of inertia is a studied parameter of SMA RC that is a function of the reduction factor of the strength; this parameter reflects the deflection of the SMA. The reduction factor \( \beta \) is a function of the reinforcement ratio (the ratio of the beam’s area provided in a given section to the effective area of the section) and the reinforcement modulus of elasticity. In a previous study, such problems were solved using a neural network [95]. The nonlinear variation in \( \beta \) was addressed by training ANNs. The studied NN was a feedforward NN trained by a BP algorithm.

4.6. Porous SMAs

Porous SMAs (Ni-Ti) can be produced by thermal explosion or using the self-propagating high-temperature synthesis method (SHS) [96]. These materials are promising alternatives for medical applications [97] and machining [98]. Therefore, many investigations have been carried out to predict the mechanical and electrical properties of porous SMAs resulting from their unique features.

In [99], the authors trained a backpropagation neural network BPNN with one hidden layer and seven neurons. The effect of the heating rate (\( v \)), green density (\( D \)) (the higher the green density achieved, the finer the grain size), and reactant particle size of titanium (\( d \)) was tested on the mechanical properties to predict compressive yield stress and Young’s modulus. The designed BPNN modeled these proper porous SMA parameters with a low error of 2%.

In [98], porous Nitinol machining was characterized by applying the wire electrical discharge method (WEDM). The objective was to control the settings (as the servo voltage, pulse on time, pulse off time, current, and wire speed) and the responses (as the material removal rate (MRR) and surface roughness (Ra)). The authors modeled two connection types for NN multilayers, i.e., normal feed and full feedforward, to optimize the WEDM. These investigators trained the NN using three different learning algorithms, batch backpropagation BBP, quick prop QP, and incremental backpropagation IBP, with the number of neurons in the hidden layer varying from 5 to 20. There are five inputs (setting parameters) and two outputs (the machine’s responses). The best learning algorithm depends on the lowest average RMSE. For 20 neurons with a multilayer normal feed, the RMSE was 0.006705 using the IBP algorithm. For feedforward, the RMSE was 0.002294 using the BBP algorithms. In order to optimize the results of NNs, genetic algorithms were used, and the full feedforward connection provided the best results with respect to the experimental ones.

4.7. SMA Bars and Rings as Self-Centering and Damping Device

SMAs can play a role in self-centering and damping devices, which are performed by rings and bars. In [100], the behavior of dual (double) SMA rings was studied at different thermal states (martensitic and austenitic) by experimental and analytical methods using the FEM Ansys platform. In [101], the interest of SMA bars in self-centering was proven with a low mean residual storey drift ratio (the residual displacement ratio of the maximum displacement of the floor reference with respect to the floor below) of approximately 0.2% under a strong earthquake. In [102], the behavior of a Ni-Ti wire as a damper device was studied for use in civil engineering applications. In [103], the extreme load attenuation behavior of an SMA was investigated to determine the proper dimension and numbers
of SMA Ni-Ti wires. In [104], the authors studied a bolt-form SMA bar to design seismic-resistant connections. All these studies depend on numerical and conventional methods. However, in [105], the Neuro-Fuzzy model was employed to study the self-centering and damping characteristics of the SMA when it was added to the sliding-type isolation system in a bridge to improve the seismic response. As a result, these authors verified that the superelastic behavior of the SMA occurs below a temperature of 10 °C.

Recently, in [106], thin plate structures were examined. These researchers demonstrated the performance of an actuator consisting of two SMA thin plates laminated by a thin aluminum plate. They modeled a vibratory frequency predictor using a BPNN optimized with a genetic algorithm and therefore succeeded in establishing a new dynamic stiffness model.

### 4.8. SMA Self-Sensing Systems

We have to highlight the potential of the SMA in the self-sensing field. In addition to actuating, SMA can play a sensor’s role, such as resistance sensor [107], angular position sensor [108], thermal sensor [109], or linear position sensor [110] simultaneously. Self-sensing is a capability that facilitates the controlling of the SMA system. NNs begin to be investigated for this purpose. One paper proved the self-sensing capability of an SMA wire with a linear spring using an Extended Kalman Filter based on ANN [111]. Moreover, for the antagonistic SMA wires system [112], the researchers used Deep NN (DNN) to study self-sensing. The DNN is composed of two LSTM layers and a middle feedforward layer. For a rotary manipulator system [108], they studied the self-sensing ability of the angular position using a shallow NN. They trained the model using the LM algorithm.

### 5. Discussion

In this discussion section, we highlight the main parameters of SMA, the main applications, the main neural networks, and the link between SMAs and NNs. It is developed consequently to the previous sections presenting the literature. The NNs are identified according to application types. Tables 2–4 are provided to summarize all the main aspects.

NNs obtain accurate results in SMA modeling, notably because they can learn the nonlinearity of the SMAs’ behavior. The procedure for modeling SMAs by NNs can be described in a few main steps: determine the precise form of the SMA, specify the modeling/controlled property and the controlling parameters of the SMA, decide the main characteristics of the NN, detect the proper learning or training algorithm, and optimize the results. Many NNs can learn the characteristics of SMAs by using various approaches and algorithms to handle the different properties of SMAs. Table 2 shows a classification of these properties, including mechanical, electrical, chemical, thermal, and dimensional ones. However, it is highly significant to distinguish between the modeling (controlled) properties and the controlling parameters of the SMA. The nonlinear behavior of SMAs reflects highly dependency between their properties and the parameters of the studies. For controlling the linear position of actuators, one has to focus on the actuator’s temperature, location, resistance, applied voltage, generated load, and the dimension of SMA. For the angular position, we should take into our account also its dependency on the torque and the rotational frequency. Porous SMAs modeling needs to predict the compressive yield stress and Young’s modulus properties depending on the heating rate, green density, and reactant particle size. In addition, in SMA machining, for controlling the material removal rate and surface roughness, the maximum peak to valley height, and the hardness, one must take into account the controlled settings such as servo voltage, pulse on time, pulse off time, current, and wire speed. For the RC beam SMAs, the NN depends on the reduction factor of the strength reinforcement modulus of elasticity and on the reinforcement ratio to model the moment of inertia.
Hence, we can highly realize the link between the SMA’s controlling and controlled parameters, its form, and the application. This classification is presented in Table 3. The shape of the SMA is an important parameter when choosing the properties of the NN since its behavior varies with its form and with the method of activation. As classified in Table 3, NNs can address various SMA shapes, including wires, porous materials, RC, bars, and rings.

Table 2. Classification of SMA’s application concerning its properties.

| Type of Property | Description |
|------------------|-------------|
| Mechanical property | Roughness [98] |
|                   | Maximum peak to valley height [83] |
|                   | Square roughness [83] |
|                   | Microhardness [83] |
|                   | Load measurements [103] |
|                   | Position [10] |
|                   | Moment of inertia [95] |
|                   | Reduction factor beta [95] |
|                   | Green density (D) [99] |
|                   | Compressive yield stress [99] |
|                   | Density [99] |
|                   | Elastic modulus [99] |
|                   | Speed [99] |
|                   | Time response in the hysteresis behavior [86] |
|                   | Shape recovery force [85] |
|                   | Seismic response [104] |
|                   | Frequency [106] |
|                   | Strain response [84] |
| Thermal property | Austenite-finish temperature [8] |
|                   | Temperature [96] |
|                   | Heating rate (V) [99] |
| Chemical Property | Reactant particle size [99] |
| Electrical property | Servo voltage [98] |
|                   | Pulse on time [98] |
|                   | Pulse off time [98] |
|                   | Current [98] |
|                   | Electrical resistance (ER) [8] |
| Dimensional Property | Length of the wire [99] |
|                   | Cross-sectional area [99] |
| Magnetic Property | [90] |

Table 4 shows the different types of architectures for NNs used for studying SMA behavior, depending on the learning algorithms. However, most studies did not mention the reason for choosing the training or learning algorithm. Although the backpropagation algorithm is the most commonly used method for training neural networks and especially for feedforward NN, the characteristics and flowchart differ from one problem to another. In addition, the most commonly used NNs are feedforward NNs, NARX NNs, GRNNs, and Jordan Elman NNs. Feedforward NNs that use weight parameters are simpler than recurrent NNs, such as NARX NNs, that have cycles or loop connections between the nodes. The definitions of the NNs used are discussed in Table 4. The main effective parameters discussed in the studies are the number of epochs, hidden layers, neurons, weights, and input data [80,95]. Moreover, in many studies, new neural networks have been invented that are based on available NNs with some modifications, such as the innovative Jordan Plus Elman NN [44].
| SMA Form                                      | Application Type               | NN Type                        | Training Method                                      |
|----------------------------------------------|--------------------------------|--------------------------------|------------------------------------------------------|
| Wire                                         | Position Actuator              | NN multilayer                  | Levenberg–Marquardt (LM) algorithm [80]              |
|                                              | Magnetic Actuator              | NN Estimator                   | Parameter epochs: 3000 [80]                           |
|                                              | Rotatory-Manipulator: actuator | Takagi–Sugeno fuzzy            | MBFA and GDA algorithms [90]                          |
|                                              | Rotatory Manipulator: self-sensor | Shallow NN                    | LM algorithm [108]                                    |
|                                              | Linear Actuator with a spring bias | Proportional–Integral–Differential GRPID NN | Backpropagation algorithm [91]                      |
|                                              | Functional Link Artificial Intelligent Neural Network | | Particle-swarm optimization [89]                     |
|                                              | Self-sensing with a spring bias | Shallow ANN                    | Extended Kalman Filter [111]                         |
|                                              | Antagonistic System: Actuator  | LSTM                           |                                                      |
|                                              | Self-sensor                    | DNN                            | DNN has two LSTM layers [88]                          |
|                                              | Conventional Machining         | General Regression             |                                                      |
|                                              | Medical                        | Multilayer normal feed         | VIKOR FUZZY [83]                                     |
|                                              | Earthquake Civil Damping       | Multilayer normal feed         | Batch Backpropagation [99]                           |
|                                              | Self-centering                 | Feedforward Backpropagation    | Incremental Backpropagation [98]                     |
|                                              |                                | FFBP                           |                                                      |
|                                              |                                | Vibrational control            |                                                      |
|                                              | Reinforced Concrete Beam       | Aircrafts                      | BPNN                                                 |
|                                              |                                | Neuro_Fuzzy Model               | Backpropagation algorithm [95]                       |
|                                              | Ring and Bars                  | Civil Damping                  |                                                      |
|                                              |                                | Self-centering                 | Neuro_Fuzzy Model [105]                              |
|                                              | Plates                         | Aircrafts                      | BPNN                                                 |
|                                              |                                |                                | Genetic algorithm [106]                               |

After considering the shape of SMAs and the properties to be studied, researchers must apply the different learning algorithms. Comparing the results of different NNs concerning the RMSE error, the best NN characteristics and algorithm for the considered problem can be deduced. However, the research does not end at this point; the maximization of the performance of the chosen NN is the next step. Different methods can be used including the following AI algorithms: Marquardt [80], Jordan–Plus–Elman NARX [86], back-propagation [10,81,91,98,99], batch back-propagation (BPP) [98], Quick Prop QP, incremental back-propagation (IBP) [98], fuzzy algorithm, bacteria foraging algorithm (MBFA) [90], GRNN (general regression) [83], particle swarm optimization (PSO) [89], VIKOR fuzzy algorithm, fuzzy algorithm genetic algorithm (GA), and gradient descent algorithm (GDA) [90]. We have seen in the descriptions that using metaheuristic optimization can help enhance the results. As a perspective, the link between AI techniques and metaheuristic optimizers could be generalized as in [113].
Table 4. Definition of neural networks used for modelling SMAs.

| NN                               | Definition                                                                                                                                                                                                 | Domain                                      |
|----------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------------------------------------------|
| Full feedforward NN              | It treats the information only in one direction “forward” from the input nodes, through the hidden nodes (if any) to the output nodes without cycles or loops in the network [114] It has feedback connectors. Its unit consists of a cell, an input gate, an output gate and a forget gate. The gate is a threshold help NN distinguishing between using the identity connections over the stacked layers. | Clustering, Regression                      |
| Long short term memory NN        | It has feedback connectors. Its unit consists of a cell, an input gate, an output gate and a forget gate. The gate is a threshold help NN distinguishing between using the identity connections over the stacked layers. | Prediction, Classifying                     |
| Multilayerормal feed NN          | It is a full feedforward NN, but with multicomputational layers (multihidden layer).                                                                                                                                 | Clustering, Regression                      |
| Nonlinear autoregressive exogenous NN (NARX) | It is a recurrent NN that has loop connections between the nodes. It is NN that is based on an estimator, which is a technique or method that calculates an accurate result that depends on actual observations. | Prediction, Classification                  |
| NN estimator                      | It has a radial-basis function layer and a linear layer [115]                                                                                                                                              | Regression, Approximation, Classification    |
| General regression (GRNN)        | It has a radial-basis function layer and a linear layer [115]                                                                                                                                              | Regression, Approximation, Classification    |
| Proportional-integral-differential NN (PIDNN) | It is a dynamic feedforward network, a combination of neural networks with the PID control concept.                                                                                                        | Controlling                                 |
| Takagi–Sugeno fuzzy neural network (TSFNN) | It is a fuzzy system model that needs fewer inputs without the capability of handling online data [116]                                                                                                        | Clustering                                 |
| Functional link artificial intelligent NN (FLANN) | It is a single-layer higher-order class of an ANN [117]                                                                                                                                                      | Pattern Recognition, Classification         |

Finally, the researcher should keep in mind the main targeted factors for training the NN, namely, low computational cost, direct control of the system by the NN, and low RMSE error. We note that the researcher finds difficulties when implementing NNs for SMAs. It is not easy since the threshold load, stress, and temperature, affect their nonlinear behavior. Particularly, more nonlinear data mean deeper NNs with more hidden layers and thus more complex architectures. In addition, the complexity of data is an issue in studies concerning SMAs and NN training that depends on various factors such as the complexity of the data and the data size.

6. Conclusions

In general, employing conventional methods such as numeric, FEM, and machining methods to model or fabricate shape memory alloy components is no longer sufficient because of their nonlinear behavior and the need for rapid computation time. Fortunately, ANNs achieve high performance in characterizing the shape memory alloy smart materials. NNs have various specificities that enable challenging to model the SMA nonlinear behavior in real-time. These specificities are notably the possibility of recovering complex and long-term patterns. The NN type, training algorithm, and dataset choices depend strongly on the considered problem and the corresponding SMA shape. The selection should be based on empirical knowledge according to the critical literature.
This paper presented a classification of the SMAs considering their properties and their forms. SMAs can have various shapes, e.g., wires, porous materials, RC beams, rings, and bars. Each one has specific features that can fit specific applications such as sensors, actuators, rotating manipulators, self-centering, medical, and conventional machining. The different properties of SMAs can act as inputs and outputs of the studied networks, highlighting the main characteristics of the SMAs. The hysteresis and shape memory effects surely involve nonlinear behavior. The studied properties are classified into mechanical, electrical, magnetic, thermal, chemical, and dimensional domains. Most of these properties can be characterized by various NNs. Theoretically, the proper choice of an NN depends on the type of the considered problem: classification, estimation, prediction, or simulation in real-time. To make this, we have referred to the studied literature and extracted the NNs type according to their considered problem. This classification has been presented.

Table 4 showed the domains in which NNs are used according to the discussed articles. Note that NNs are trained by choosing the best weight of the inputs and inner neurons and the number of hidden layers. Activation functions play an important role in the training procedure. The value of the RMSE then proves the performance of the chosen network. Additionally, optimized training algorithms can decrease errors and provide more precise outputs and responses.

Regarding the studied literature, we have 15% of the scientific community that works on the feedforward NN type and 15% on BP. Concerning the shape of the SMA, 60% of the scientific community works are based on SMA wire as an actuator (linear and rotatory actuators), focusing on its mechanical and electrical parameters.

In summary, neural networks, part of the artificial intelligence domain, give satisfactory results. The NNs' results validate the modeling of the shape memory alloy as a smart material. However, more studies and experiments for the nonlinear and nonconventional intrinsic behavior of these NNs (adequacy between the NN architecture and the SMA application) are needed to fit the requirements of engineering, medical, and robotics fields. More studies and experiments could further address the currently studied properties and nonstudied arrangements in complex devices. As perspectives, future research studies could more precisely discover the behavior and properties of SMAs, including solid–solid phase transformations with multi-structural units or complex forms.
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