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The passive detection and direction-of-arrival (DOA) estimation problem is of great importance in many underwater applications such as target reconnaissance and data collection. In this paper, an Efficient Correlation-based Orientation Detection (ECOD) method is proposed to achieve high efficiency. Without high computational complexity in any Transform Domain, the time consumption of ECOD is largely reduced, which is especially critical for underwater intrusion detection, territorial waters protection, and many other real-time underwater applications. To achieve good invisibility, we design an intelligent submerged buoy (ISB) structure, which consists of six embedded hydrophones and an in situ electronic control unit (IECU). As a supplement to solutions against complex underwater environments, a hybrid ECOD method is also developed by involving the cooperation from underwater distributed sensor networks. To be specific, when high SNR signals are not recorded by a single ISB node, other distributed sensors are scheduled to assist in cooperative sensing. Simulation experiments demonstrate the efficiency of the ECOD method in passive 3D spatial orientation of underwater acoustic target and show that the ECOD method has a better performance in time consumption compared with general DOA algorithms.

1. Introduction

Passive spatial detection and orientation estimation of a moving acoustic target is of great importance in many underwater applications [1, 2]. For example, tracking adversary targets, involving submarines and Autonomous Underwater Vehicles (AUV), are critical for security purposes [3, 4]. Also, with regard to biological research, it is beneficial to obtain the rough position and spatial behaviour features of marine creatures [5]. In addition, sensing underwater moving abnormal objects is potentially helpful to disaster forecast and relevant protection [6]. Hence, it is very important to develop effective underwater detection and spatial orientation technologies.

1.1. Motivations and Challenges. There are major considerations and challenges for underwater spatial orientation detection. Due to difficulties in deployment and maintenance, the devices carrying out underwater detection should feature extremely low complexity and energy consumption, which may undermine the accuracy of detection results [7]. Additionally, it is widely proved that the underwater acoustic channel suffers from limited bandwidth, serious multipath effect, and high latency, which leads to packet loss and error bits, interfering the interdevice communications [8]. Furthermore, for homeland security applications, the deployed devices and interdevice communication signals can be possibly exposed to adversary targets [9]. Therefore, the underwater passive detection and spatial orientation strategy is supposed to be extremely efficient, i.e., low complexity, energy saving, and stable with favorable invisibility.

Several research studies have been carried out in the fields of underwater detection and orientation. In [10], performances of well-known techniques implemented by a single acoustic vector sensor (AVS) are studied. Though the performance of practical AVS-based systems provides a
valuable insight, the cost of an acoustic vector sensor is still much higher than omnidirectional ones. Zou et al. [11] raises a two-step approach to reduce the complexity of AVS-based direction of arrival (DOA) estimation within a spatial sparse representation framework. In [12], the DOA estimation is achieved by a matrix-pencil pair derived from time-delayed signals collected from a single AVS. However, the very high computational payload significantly decreases the practicability of above methods. Disregarding the usage of AVS, the DOA and relevant techniques are common for precise localization. Shao et al. [13] develop efficient closed-form angle-of-arrival (AOA-) based self-localization algorithms to improve the localization accuracy. In [14], the effectiveness of two novel positioning schemes based on n time-of-arrival (TOA) measurements is validated. A time difference of arrival (TDOA) algorithm for passive localization via estimating the delay of two correlated channels is proposed, which outperforms other TDOA algorithms [15]. However, most of AOA, TOA, and TDOA approaches are algorithms with high computational payload, which is a challenging difficulty to interdevice time synchronization. Moreover, both vector sensors and distributed sensors need to transmit recorded signals by wireless channel back to a control centre for decision, leading to more unreliability. In [16], the proposed trilateration algorithm achieves precise underwater target positioning by utilizing received signal strength indicator (RSSI) value, which is generally obtained by the signal transmission power. Nevertheless, due to lack of priori knowledge of noncooperative targets, we can hardly know the target’s signal transmission power.

1.2. Contributions and Organization. Compared with existing research works, the specific contributions of this paper are given below:

An intelligent submerged buoy (ISB) structure is designed, which consists of an intelligent control board and three pairs of embedded hydrophones. Components of the ISB are integrated into a sphere structure, which contributes to receive signals from omni-directions and effectively reduce flow resistance for position stabilization.

An ECOD method is developed. Its efficient performance is achieved by a low-complexity crosscorrelation algorithm of input signals for each hydrophone pair. Without high computational complexity in any Transform Domain, the time consumption of the method is largely reduced, which is especially critical for some real-time applications including underwater intrusion detection and territorial waters protection.

A Hybrid ECOD method is proposed. Other ISBs distributed in surrounding underwater sensor networks will join in to improve the spatial orientation estimation accuracy if some ISBs do not provide good sensing performance or fail to work, aiming to improve the stability of the ECOD method further. The remainder of this paper is organized as follows. Section 2 describes the underwater orientation detection system. The ECOD method is proposed in Section 3, and Hybrid ECOD method, a cooperative detection, and orientation strategy are developed. Numerical experiment results are presented and discussed in Section 4. Section 5 draws a conclusion.

2. System Model

For traffic control in harbors or a homeland security sensitive sea area monitoring, a moving acoustic targets passive detection and spatial orientation system is designed for 3D underwater space, as shown in Figure 1. Several submerged buoys are anchored on the seabed, which are able to passively and continuously receive acoustic signals from underwater targets. Each submerged buoy is designed to be a compact sphere structure to provide stable connections with six embedded hydrophones.

Let equation (1) be the signal received by the $m$th hydrophone in time domain:

$$y_m(t) = x_m(t) + n_m(t),$$

where $x_m(t)$ represented the received signal from the target and $n_m(t)$ denoted the additional noise. To simplify the calculation, continuous-time signals are truncated and discretely sampled. The acoustic signal monitored by the $m$th sensor during $N\Delta t$ is then described as follows:

$$s_m = [y_m(1), \ldots, y_m(n), \ldots, y_m(N)],$$

where $y_m(n)$ is the $n$th sample of the received signal and $N$ is the sampling number.

In order to improve azimuth resolution and signal-noise ratio, the hydrophones are deployed as sensor arrays. The received signals are synchronously recorded by embedded hydrophones and processed simultaneously by the in situ control unit (IECU) on each submerged buoy. Because of varies noisy from marine animals, a prejudgment mechanism has also been developed to eliminate those incoherent signal, which is explained in Section 3.2. For energy conservation, orientation estimation is carried out on the basis of the above operation.

3. Intelligent Submerged Buoy-Enabled Target Orientation Detection

In this section, an efficient target orientation detection strategy enabled by intelligent submerged buoy (ISB) is proposed.

3.1. The Structure of the Intelligent Submerged Buoy. The basic idea for the submerged buoy enabled method is that the intelligent buoy is a relatively autonomous system to undertake the entire task during passive spatial detection and DOA detection independently. The control board sends commands to embedded hydrophones, as shown in Figure 1, makes decisions, and has wireless acoustic communications ability with the control centre on shore.

For high-effective signal sampling to analyze spatial orientation, an ISB consists of six embedded hydrophones
orthogonally distributed in 3D Cartesian coordinate, which is shown in Figure 2. The hydrophone array is divided into three pairs to be responsible for three dimensions, i.e., north-south (N-S), west-east (W-E), and up-down (U-D). Each pair of hydrophones collects the signal in one assigned dimension, which avoids redundancy in sensor deployment. Moreover, the invisibility of ISB is improved by aggregating IECU and hydrophones together into a sphere structure. The submerged buoy achieves independent low-complexity orientation computation enabled by the intelligent board and its received signals.

The structure design of the intelligent submerged buoy is inspired by the human auditory system. It is well known that the human auditory system consists of two ears and the auditory centre in the head, as shown in Figure 3. The sound source is localized by time delay estimation between each cochlea. Similarly, each pair of hydrophones receives acoustic signals transmitted from underwater targets and the in situ electronic control unit (IECU) functions as “auditory centre” by processing these received signals.

The shape of submerged buoy is approximately as a sphere, and the three pairs of hydrophones are exactly orthogonally distributed in three spatial dimensions, as illustrated in Figure 2. Each pair of hydrophones can judge that the target’s location lies in the same side of the positive axis or the negative one in the dimension where they are distributed as far as a 3D spatial coordinate is established with the ISB as its origin. On this basis, the IECU estimates the orientation of the underwater target through a synthesis processing of these three groups of signals, which contains direction information in their dimension, respectively.

3.2. Predetection of Underwater Acoustic Targets. Table 1 shows the frequency range of acoustical signals generated by some typical underwater targets. Since the power spectrum of pure background noises differs a lot from that of a signal of underwater acoustic targets, the power spectrum of received signals for the in-device hydrophones is applied to target detection (judge an underwater acoustic target is out of detection range or not, through its energy distribution in the power spectrum). For each received signal of in-device hydrophone, the power spectrum can be obtained through Short-Time Fourier Transform (STFT):

$$\text{STFT}(n, \omega) = \sum_{m=-\infty}^{\infty} [y_i(m) \cdot w(n - m)] \cdot e^{-j\omega m}, \quad (3)$$

where $y_i(m)$ is the $m^{th}$ sample of the signal received by the $i^{th}$ hydrophone and $w(m)$ denotes the window function.

Considering the difficulty in battery replacement for the underwater system, several methods have been adopted for energy conservation. Since hydrophones receive only background noises without any available signal of target for most of the time, it is unnecessary for the IECU to keep...
working all the time. Accordingly, a threshold based on statistical characteristics of the overall spectrum is set to wake up the sense module. In this way, the central IECU is able to figure out potential threats approaching the detection area in time, while ignoring some natural or cooperative targets to save energy.

3.3. The Efficient Correlation-Based Orientation Detection (ECOD) Method. Sound source localization algorithms mainly consist of two key components: azimuth and distance estimation. The range estimation is generally achieved by power attenuation calculation. However, it is arduous to figure out the signal strength of acoustic source due to the passivelistening mechanism taken in our method. Hence, this work focuses on the orientation detection problem.

The spatial behaviour features (relative position, moving direction, etc.) of the underwater acoustic target are acquired by a dual-channel signal and its associated waveform time delay analysis. Considering that a target’s relative position varied over time in realistic applications, the input signal is segmented into frame sequences. Let \( y_L(n) \) and \( y_R(n) \) be the time sequence of left and right channels, respectively; then, the crosscorrelation function of them is formulated as

\[
R_{LR} = \frac{1}{N} \sum_{k=m}^{m+N-1} y_L(k) \cdot y_R(k-m),
\]

where \( N \) is frame length and \( m \) represents the amount of displacement of \( y_L(n) \) and \( y_R(n) \).

In order to extract features of realistic underwater acoustic signals, some measured data are adopted in this paper. A part of engine shipping noise was recorded at East Sicily by the observatory NEMO set by the Laboratory of Applied Bioacoustics (LAB) of the Technical University of Catalonia (Barcelona Tech, UPC). Figure 4 shows the waveform of this dual-channel signal.

We can see that the amplitudes of both the left and right channels grow gradually for the whole process. This indicates the target is getting closer to the ISB as time goes by. Moreover, the green curve corresponding to the right channel stays ahead of the blue one, which demonstrates that the target approaches the ISB from the right side.

Since structures of acoustic signal waveform of both channels are similar to each other except a slight time delay between them, the maximal crosscorrelation coefficient can be determined via time delay estimation (TDE). Due to their approximate waveforms, the displaced right channel signal is approximated as copy of left channel signal. That is to say \( y_R(n-D) \approx y_L(n) \). Then, the corresponding crosscorrelation coefficient can be presented as follows:

\[
R_{LR} = \frac{1}{N} \sum_{k=m}^{m+N-1} \left[ y_L(k) \right]^2 = \frac{E_n}{N},
\]

where \( E_n \) denotes short-time energy.

The next step is to figure out the maximal crosscorrelation coefficient \( M \) and corresponding TDOA (Time Difference of Arrival) \( D \) of left and right channels. Since the received signals from each pair of hydrophone are similar in time domain, the crosscorrelation coefficient reaches the maximum as time delay from corresponding channels is zero. According to the analysis above, \( M \) can be employed to estimate the distance between the ISB and target. This operation is illustrated in Figure 5. Let \( D \) be the time delay between acoustic signals of discrete time received by the right and left channels. To acquire the maximal crosscorrelation coefficient, signals from the right channel are translated to eliminate the time delay. Afterwards, \( D \) can also be defined as the TDOA via this operation, which contributes to identify the target bearing. We can see from Figure 5 that the target is on the left side of the observation point.
Since ISBs are fixed to the seabed, the possible location areas of underwater acoustic targets can be divided into 4 quadrants (quadrant I–quadrant IV in Figure 6). In far field applications, both the target and the ISB can be assumed to be a point source, since its dimensions are much smaller compared with the acoustic wavelength. (Yhus, the wavefront incident on the ISB can be considered as a planar wave [10]. As shown in Figure 7, the 3D spatial orientation of an underwater target relative to the ISB is described by a direction vector, which can be expressed with azimuth angle $\theta$ and elevation angle $\alpha$.

Elevation angle $\alpha$ is able to be acquired once the angle between target direction vector and $Z$-axis is calculated, as shown in Figure 8. Assume that $\Delta L_{14}$ denotes the transmission distance difference of the planar wave between 1st hydrophone and 4th hydrophone (set in $Z$-axis), as demonstrated in Figure 8. The elevation angle $\alpha$ is given by

$$\alpha = \arcsin\left(\frac{\Delta L_{14}}{\Phi}\right) = \arcsin\left(\frac{V_w \Delta T_{14}}{\Phi}\right), \tag{6}$$

where $V_w$ denotes the velocity of sound traveling underwater, $\Delta T_{14}$ denotes time difference of arrival between the 1st hydrophone and the 4th hydrophone, and $\Phi$ is the diameter of an ISB.

In order to estimate the azimuth angle $\theta$, both angles with X-axis and Y-axis are needed. Let $\theta_i$ ($i=x, y$) be the angle between target direction vector and axis, as shown in Figure 9, when the target locates in area $I$, the azimuth angle $\theta$ is

$$\theta = \arctan\left(\frac{\cos \theta_y}{\cos \theta_x}\right) = \arctan\left(\frac{\Delta T_{25}}{\Delta T_{36}}\right), \tag{7}$$

Finally, the azimuth angle $\theta$ is described as follows:

$$\theta = \begin{cases} \arctan\left(\frac{\Delta T_{25}}{\Delta T_{36}}\right), & \text{in area I}, \\ 180^\circ - \arctan\left(\frac{\Delta T_{25}}{\Delta T_{36}}\right), & \text{in area II}, \\ \arctan\left(\frac{\Delta T_{25}}{\Delta T_{36}}\right) - 180^\circ, & \text{in area III}, \\ -\arctan\left(\frac{\Delta T_{25}}{\Delta T_{36}}\right), & \text{in area IV}, \end{cases} \tag{8}$$

where $\Delta T_{ij}$ denotes time difference of arrival between the $i$th hydrophone and the $j$th hydrophone. Argent can also be approximated, combining with short-time energy analysis of the signal in different time periods. Although the exact transition energy intensity is unknown, our method is still able to efficiently identify the direction and movement trajectory relative to ISB. As it has been widely proved that the amplitude of crosscorrelation coefficient has a positive correlation with the target signal, the received signal power at each time is normalized. By this, the relative position can be determined.

3.4. A Hybrid ECOD Method. The proposed ECOD method is potentially vulnerable when the time delay between two channels is too short to be distinguished. To solve this, a robust orientation detection strategy enabled by cooperative sensing of underwater intersensor-network is developed. There are minor limitations for ECOD method enabled by a single ISB. Firstly, the time delay $D$ would be too small to be distinguished when the target moves just in one of the three axis directions in the 3D Cartesian coordinate with an ISB.
located at the origin point. In the case of low SNR, the sign of $D$ could even be the opposite from its real value. Furthermore, Method 1 for the comprehensive orientation detection would fail when one hydrophone in the submerged buoy is broken down. Hence, it is dispensable to take some assistant measures.

The distributed ISB nodes in underwater sensor networks provide critical assistance. Although it is highly costly for the distributed sensors to undertake all orientation detection tasks, it is reasonable to “ask” one or two sensor nodes for cooperation when necessary. When $|D| < \delta$, it indicates the target is nearly equally distant to those associated hydrophones in the submerged buoy. In this case, the ISB communicates with other ISB nodes distributed in the nearby underwater sensor network for cooperative sensing. In this way, the accuracy of orientation detection in corresponding dimension is significantly improved. This strategy can also be applied in the situation that one ISB breaks down. To be specific, the principle of Hybrid ECOD method is depicted in Figure 10.

4. Experiments and Analysis

4.1. The Efficiency Validation. To evaluate the performance of the proposed algorithm, simulated experiments were carried out to locate a moving target. To demonstrate the superiority of the proposed algorithm, typical azimuth estimation method including MUSIC was compared with the proposed algorithm. Since targets are expected to be detected online, the real-time performance should be firstly to be considered. Thus, the average time consumption is counted for both algorithms. With the length increment of the input signal, the time consumption of each method becomes longer accordingly. Figure 11 shows the average time consumption of each method. It can be seen that ECOD keeps 50% average time consumption less than that of MUSIC. The result shows that ECOD is still more suitable for underwater detection and monitoring.

4.2. Target Tracking Simulation. Besides orientation, the ECOD method is also able to obtain the spatial behaviour of the underwater acoustic target. As demonstrated in Section...
The maximal crosscorrelation coefficient $M$ is approximately equal to the average power of each signal frame. Thus, the ECOD method can obtain the motion state of underwater acoustic target.

In order to test the performance of proposed ISB in underwater monitoring and tracking, the target is assumed to approach our underwater sensor networks from a distance, as described in Figure 12. Some measured dual-channel data are applied and processed to demonstrate the observed data received by three pairs of hydrophones in an ISB: dual-channel signal is developed into three groups of input signals corresponding to the three pairs of hydrophones, respectively, distributed in 3D space, by adjusting the time delay of the two channels. The three groups of input signals are segmented into 40 frames with a smooth window. The IECU obtains 40 groups of direction vectors using the ECOD method and assigns these vectors’ relative values based on the maximal crosscorrelation coefficient $M$ of each frame. 40 spatial location points in the coordinate system will be arranged according to time sequences, which is the target orientation information and its trajectory.

As described in Section 3, spatial feature parameters of the target are represented by 3D coordinates after simple vector synthesis computation. To achieve this, the 40 points in the coordinate system which represent the current orientation are connected together one by one.
according to time sequences. In this way, the trajectory of the target is derived through Bezier curve fitting, as shown in Figure 13. The direction of the target in a particular time as well as its moving behaviour is then obtained in this relative trajectory.

5. Conclusion

An ECOD method of efficient 3D spatial orientation and motion estimation of an underwater target based on a novel intelligent submerged buoy structure is proposed. The high efficiency is achieved by low-complexity crosscorrelation algorithm and independent signal processing in the in situ electronic control unit of the intelligent submerged buoy. To achieve robustness, a distributed hybrid ECOD method featuring the cooperative sensing of underwater sensor networks is developed. Other distributed sensors are scheduled to provide cooperation for sensing when a separate pair of embedded hydrophones is unable to obtain highly distinguishable signals. Numerical simulations show that our ECOD method obtains the spatial behaviour features of the simulated underwater target and has better performance on efficiency than MUSIC algorithm. Because of passive detection pattern and real-time capability, the ECOD method is much more suitable for underwater detection and monitoring with low cost.
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