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The use of a solution process to grow perovskite thin films allows to extend the material processability. It is known that the physicochemical properties of the perovskite material can be tuned by altering the solution precursors as well as by controlling the crystal growth of the film. This advancement necessarily implies the need for an understanding of the kinetic phenomena for the thin-film formation. Therefore, in this work we review the state of the art of perovskite hybrid crystal growth, starting from a comprehensive theoretical description towards broad experimental investigations. One part of the study focuses on rapid thermal annealing as a tool to control nucleation and crystal growth. We deduce that controlling crystal growth with high-precision photonic sintering simplifies the experimental framework required to understand perovskite crystallization. These types of synthesis methods open a new empirical parameter space. All this knowledge serves to improve the perovskite synthesis and the thin films’ quality, which will result in higher device performances.

1. Introduction

Hybrid perovskite semiconductor materials have become of great interest in materials science, with an enormous potential to revolutionize the entire field and with promising applications such as thin film solar cells. However, scaling up perovskite solar cells (PSCs) for industrial production is a complex task for this young technology, mainly due to the poor stability of the material. All the perovskite chemical compositions are water soluble, which means that in normal environmental conditions (more than 25% of relative humidity), these lead-halide perovskites tend to degrade. Numerous approaches have been proposed to overcome this problem, and the different strategies can be divided into essentially three categories: 1 – chemical passivation; 2 – compositional engineering; and 3 – new synthesis methods.
The three mentioned strategies focus on removing crystal defects, either from the bulk or from the surface. The selecting layers and the final chosen architecture are as well part of the problem to be solved, however the perovskite itself not only attracts the most attention, it is also the fundamental component in the cell. This is the major reason why this review focuses on perovskite crystallization, in order to give a comprehensive overview of what has been accomplished that can provide paths to overcome the stability issues in PSCs. A defect-tolerant perovskite film has less chance to be degraded, since interstitial defects and deep traps, among others, as non-radiative centres have a major cause in the crystallization mechanism.13,14 The change of microstrain in the perovskite lattice can be first determined by defects during crystal nucleation and growth, which can be further detrimental by external stress factors like humidity, photodegradation, and temperature.15,16 These defects will have direct consequences in ion migration, non-radiative recombination, and organic decomposition, being examples of mechanisms triggering irreversible degradation pathways.17–20

We believe that a new theoretical framework is needed to understand a complex phenomena of perovskite crystallization, which occurs far from thermodynamic equilibrium.21 Therefore, this review relates the perovskite kinetic phenomena with new fabrication procedures and different theoretical approaches as for example the dendrite growth, very known in the polymers field.22,23 Thus this review is compiled in three parts, the state of the art of perovskite nucleation and crystal growth, from a more theoretical approach, passing through rapid or controlled growth to phase evolution during crystal growth. The two last sections rely in a more experimental style, to review the structural evolution, the final crystal shape and its relationship with crystallization method, the latter more detailed in section two.

Looking for alternatives to deposit a defect-tolerant perovskite film, this review discusses in-depth a synthesis method called flash infrared annealing (FIRA).24–28 This method is based on thermal rapid processing, which has been widely employed to synthesize thin films for semiconductor applications.29–32 For deeply exploiting FIRA, an understanding of the thin-film crystallization phenomenon is needed. From FIRA optimization parameters to experimental approaches, this review addresses how to rapidly produce defect-tolerant perovskite thin films that enables the manufacturing of highly efficient solar cells. The kinetics of the nucleation and crystal growth process is also addressed, based on several fundamental studies of particular FIRA cases, disclosing the mechanism involved in driving film crystallization. These fundamental studies have the aim to use FIRA for manufacturing stable PSCs, increasing their power conversion efficiency (PCE), and enabling the scale-up to the industry of this technology.

2. Crystal nucleation and growth from solution

2.1. Thermodynamic of nucleation and crystal growth

A nucleus can be defined as the minimum amount of a new phase, which can be a cluster of few atoms or molecules. A first-order phase transition mechanism is the formation of incipient crystallization nuclei in an initial metastable phase. The diffusion of particles rules the crystal growth step, which directly follows the nucleation. While, as growing clusters on the nuclei’s surface follow later integration in the crystalline lattice structure.33,34 In perovskite solutions, as the solvent evaporates, the precursor changes the chemical potential, eventually reaching supersaturation to allow a new phase through crystal growth. Nucleation is promoted by the supersaturation state, with the formation of nuclei-clusters that favored crystal growth. Nucleation processes have Gibbs energetic barriers that need to be surpassed. These barriers are a function of the critical nucleus size.35

The relationship between supersaturation and the critical nucleus size inducing crystal growth can be described in terms of the Gibbs free energy of the system. Assume that a spherical nucleus cluster is formed on a substrate surface, with \( r \) as the nucleus radius, \( \theta \) the contact angle which the nucleus forms with the substrate, \( \Delta G_n \) the Gibbs free energy per unit volume, \( \gamma_0 \) the nucleus surface tension, \( \gamma_1 \) the nucleus–substrate interfacial tension, and \( \gamma_2 \) the substrate surface tension. In equilibrium, Young's equation is given by:

\[
\gamma_0 \cos \theta = \gamma_1 - \gamma_2. \tag{2.1}
\]

The change in surface and interfacial Gibbs free energy can be expressed as

\[
G_s 2\pi r^2 (1 - \cos \theta) \pi r \sin \theta (\gamma_1 - \gamma_2) = \pi r^3 \gamma_0 (2 - 3 \cos \theta + \cos^3 \theta). \tag{2.2}
\]

For the spherical cap nucleus, its volume \( V \) is

\[
V = \frac{\pi r^3 (2 - 3 \cos \theta + \cos^3 \theta)}{3}. \tag{2.3}
\]

Therefore, the change of the volume free energy is

\[
\Delta G_V = V \Delta G_V = \frac{\pi r^3 (2 - 3 \cos \theta + \cos^3 \theta)}{3} \Delta G_V, \tag{2.4}
\]

and the change of total free energy is

\[
\Delta G = \Delta G_n + \Delta G_V = \pi \left( \frac{r^3}{3} \Delta G_V + r^2 \gamma_0 \right) (2 - 3 \cos \theta + \cos^3 \theta). \tag{2.5}
\]

Setting:

\[
\frac{\partial (\Delta G)}{\partial r} = 0, \tag{2.6}
\]

the critical nucleus radius is given by:

\[
r_0 = -\frac{2\gamma_0}{\Delta G_V} (\Delta G_V < 0). \tag{2.7}
\]

Since \( \Delta G_n \) is the energy needed from equilibrium state to supersaturation, it can be expressed as:

\[
\Delta G_V = -Z(T) \cdot \ln \left( \frac{\rho_s}{\rho_c} \right), \tag{2.8}
\]

where \( Z(T) \) is a temperature and growth-type dependent coefficient (shape of the stable clusters), \( \rho_s \) is the concentration...
corresponding to supersaturation and $\rho_c$ is the equilibrium concentration.\textsuperscript{31} For stable nuclei formations, an increase of the interfacial energy is needed due to the solid–liquid interface balance, where an energy decrease is rendered by the formation of a thermodynamically stable new solid phase. However, a shallow nucleation rate can result from low supersaturations, and therefore the formation of an unstable cluster, whereby the energy released is less than that required for the formation of a liquid–solid interface.\textsuperscript{36}

A significant empirical contribution was given by von Weimarn,\textsuperscript{37} where the size of the precipitated particle is inversely proportional to the relative supersaturation state. The von Weimarn rules for solutions imply how the precursors can react with different solvents to decrease/increase the solubility and emphasizes the average crystal size dependence on the supersaturation state. However, for precursor solutions other phenomena influencing the solubility are present and can be described by theories such as that of Lewis acidity-base behavior, as we will discuss herein.\textsuperscript{38} Supersaturation can be defined by the relation of solution concentration with respect to the equilibrium concentration at the same temperature:

$$
\xi = \frac{\rho}{\rho_c} - 1
$$

with the free energy needed for the equilibrium state $\Delta G_v$ given by

$$
\Delta G_v = Z(T) \ln(\xi + 1).
$$

Based on the above relation, the critical nucleus radius can be expressed as

$$
r_0 = \frac{2\gamma_0}{Z(T) \ln(\xi + 1)}. 
$$

As supersaturation is reached, the balance of chemical potentials can result in the surpassing of the nucleation barrier for certain nuclei sizes. The free energy changes are associated with the formation of the nuclei and are a consequence of the formation of the new phase.\textsuperscript{39} On the surface, the interaction of molecules in solution with their neighbors differs from those in mass. Meanwhile, its contribution to the new stage’s free energy varies and is usually more prominent in this manner. Therefore, the interfacial energy is given by the difference between the free energy per molecule in bulk and in the surface.\textsuperscript{40,41}

A critical nucleus size is required for a nucleus to form from a supersaturated solution, which has a number of implications, as previously discussed. The critical size of the new phase is reached due to variations that add sufficient amounts of molecules. Therefore, the value of the critical size influences the nucleation probability.\textsuperscript{42} In parallel, nucleation is a function of interfacial energy, which has a direct relationship. Consequently, the interfacial energy or the probability of nucleation can be manipulated by modulating the nucleus’s critical size.\textsuperscript{43}

## 2.2. Crystal nucleation and growth

### 2.2.1. Homogeneous and heterogeneous nucleation

Departing from a uniform solution in an initial state, the transformation rate depends on the atomic or molecular composition, the reaction kinetic and the heat flow at the interface. A first-order phase-transition mechanism governs an initial metastable nuclei phase.\textsuperscript{44} In nature, almost all the nucleation processes are heterogeneous and may depend on the nucleating agent involved.\textsuperscript{45} For instance, in perovskite solar cells Dongqin Bi et al.\textsuperscript{44} have reported a polymer-templated (adding PMMA in the antisolvent solution) to allow a heterogeneous nucleation and crystal perovskite growth that enhances the PCE of the cell. In homogeneous nucleation, solely the material that crystallizes is involved, being an intrinsic material’s process. Although the conditions to initiate nucleation are the limits of the amorphous phase stability, resulting in much further difficulty in the interior of a uniform substance. Homogeneous nucleation can be analyzed more readily than heterogeneous nucleation that involves a foreign, often unknown, material. Heterogeneous nucleation forms at preferential sites such as phase boundaries, surfaces, or impurities like dust.\textsuperscript{45,46} The free energy barrier can be reduced by lowering the effective surface energy at the preferential sites, promoting nucleation. The wetting facilitates nucleation at the surface for contact angles higher than zero. Therefore, the product of homogeneous nucleation and a function of the contact angle is equal to Gibbs free energy necessary for heterogeneous nucleation $\Theta$:

$$
\Delta G_{\text{heterogeneous}} = \Delta G^{	ext{heterogeneous}} \cdot f(\Theta)
$$

where:

$$
f(\Theta) = \frac{2 - 3 \cos \theta + \cos^3 \theta}{4}
$$

Fig. 1a shows the contribution of the interfacial energy and the volume for the total free energy needed to form a stable nucleus, as stated in eqn (2.5). Then, in Fig. 1b the two energy barriers related to the formation of a nucleus for homogeneous and heterogeneous nucleation can be seen as a function of the critical radius. The wetting effect determines the nucleation’s feasibility by lowering the energy barrier.

### 2.2.2. Kinetics of the reaction

For solution processes, the nature of the reactants, such as the acid–base reactions, can determine the transformation into product as well as the strength of the bonds of the chemical species involved.\textsuperscript{47} In addition, specific experiences for perovskite halide will be addressed in the next section. In a chemical reaction the pathway of the transformation of the species involved toward the product can be kinetically described by means of a reaction rate.\textsuperscript{48,49} In the steady state condition, the rate of reaction will depend on a specific area and the frequency of collisions between molecules or ions. In order for the kinetic rate expression to correspond to the stoichiometry, it has to be elementary at the molecular level, mostly monomolecular or bimolecular. For the overall (multistep) reaction involving the formation and breakdown of molecular complexes, corresponding to a series
of many elementary reactions, intermediate species play a key role as reactants. The intermediate reactants are fundamental for the kinetic study of complex reactions, since the product of the reaction cannot be predicted just from the stoichiometry of the reactants.

For reaction rates treatment, the temperature is one of the most important variables due to its exponential dependence, as expressed in the Arrhenius equation proposed in 1889:

$$K = A \exp\left(-\frac{E_a}{RT}\right)$$  \hspace{1cm} (2.14)

where $E_a$ is the activation energy of the reaction, $A$ pre-exponential factor and $R$ the gas constant. Therefore, activation energies of the overall reaction can easily be fitted by the plot of $\ln K$ versus $1/T$. The empirical nature of the Arrhenius equation does not consider any mechanistic description of the intermediates species involved and only involves the macroscopic constant rate for a given reaction. The energy activation of an overall reaction is the composite of many activation energies from elementary reactions. Thus, the transition state theory based on statistical mechanics portrays a multidimensional potential surface related to the energy variation as a function of the atom positions for a given reaction. The size of the activation energy is a fundamental variable for controlling the rates in processes, and it can be derived from the maximum of the potential surface of the reaction corresponding to the variation of the Gibbs free energy vs. the generalized position coordinate of the reacting species. Therefore, the potential energy surface topology is an accurate description of the activated complex related to such intermediate reactive species.

**2.2.3. Nucleation rate.** The equilibrium number of critical size nuclei and the atoms' frequency that favorably transfers into the nucleus phase gives the nucleation rate. The nucleation rate, $j$, is then the product of a thermodynamic barrier described by $\Delta G^*$ and a kinetic barrier $k_B T$, given by the rate of atomic attachment. The Volmer–Weber (1925) model, assumes that clusters are isolated spheres, but is also applicable for the critical size of whatever shape. Accordingly, following the Arrhenius approach, the rate law $j$ is given by:

$$j \propto A \exp\left(-\frac{\Delta G^*}{k_B T}\right)$$  \hspace{1cm} (2.15)

This means that the formation of a new phase contradicts the cluster separation assumption, which makes it impossible to analytically obtain the cluster distribution. The kinetic factor depends on the molecular mobility, being related to the attachment's rate of molecules to the nucleus. While the pre-exponential factor $A$ is a remarkable assumption because of its dependence on temperature and its relationship to rapid molecular mobility changes.

In a phase transformation process the energy of the atoms can follow the Maxwell–Boltzmann distribution. If $n_0$ is the density of atoms in a liquid and $n_B$ is the density of cluster in equilibrium with the liquid, then:

$$\frac{n_B}{n_0} = \exp\left(-\frac{\Delta G^*}{k_B T}\right)$$  \hspace{1cm} (2.16)

A cluster with a critical radius size $r_0$ will grow when more atoms can be added and the rate of growing will be proportional to the atomic vibration frequency $v_0$ and the probability of adding another atom to the surface $\sigma$. Then the homogeneous nucleation rate is given by:

$$j^{\text{homo}} = v_0 \sigma n_r \exp\left(-\frac{\Delta G^*}{k_B T}\right)$$  \hspace{1cm} (2.17)

and for heterogeneous nucleation rate the factor $f(\theta)$ can be added, according to eqn (2.13):

$$j^{\text{hetero}} = v_0 \sigma n_r \exp\left(-\frac{\Delta G^*}{k_B T} f(\theta)\right)$$  \hspace{1cm} (2.18)

The nucleation rate for homogeneous nucleation strongly depends on temperature, but in the case of heterogeneous nucleation the factor $f(\theta)$ is also determining, which relates the contact angle and the radius of a spherical cluster. Therefore, the nucleation rate for heterogeneous nucleation also depends on the type of a foreign substrate.

**2.2.4. Nucleation and growth.** The whole heterogeneous nucleation phenomena can be analysed by a combination of primary and secondary nucleation processes. Secondary nucleation occurs because of the presence of seed-crystals of the material being crystallized, where nuclei are formed at the surface of bigger clusters. Maggioni et al. presented a new model, which describes unseeded nucleation and crystallization of a species exhibiting an arbitrary number of polymorphs, as represented in Fig. 2. The model considers each new primary as...
a nucleus's stochastic formation and, adopting the population balance equations framework, further describes crystal growth and secondary nucleation deterministically.59

The growth stage, which follows nucleation, is produced by the diffusion of the particles to the surface of the existing nucleus and their integration into the crystal lattice structure. The initial stages of solution crystallization determine the crystal's properties, mainly the size distribution and the crystal structure.21

For crystal growth, the main assumption is that stable nuclei exist prior to growth, adding molecules to a stable cluster driven by the decrease of the Gibbs free energy of the phase, with the change kinetically limited. The crystal shape can be analyzed by the Johnson–Mehl–Avrami equation,34,60 where the volume transformation \( x \) as a function of time of a new \( \beta \)-phase is given by:

\[
x(t) = 1 - \exp\left[-(\beta)^n\right]
\]

(2.19)

The parameter \( N \) depends on the shape of \( \beta \)-phase particles. For example, as regards different dimensions it is \( N = 3 \), \( N = 2 \), and \( N = 1 \) for sphere-, disk-, and rod-shaped particles, respectively.

At the beginning and the end of the process, the transformation rates are low but fast in-between. The time required for a sufficient nuclei formation for the new phase is due to the early slow rate. The transformation accelerates in the intermediate stage when the nuclei begin to grow into new particles. The new nuclei continue to form in an initial phase while the rest are incorporated into the growth phase.34,35 When the transformation is almost complete, there is still an untransformed nuclei material that slows down new particles' production. Then the grown particles begin to form boundaries between them (where the particle ends its growth).

The Johnson–Mehl–Avrami equation can be applied to the crystallization process in a variety of amorphous solids under isothermal conditions. Thus, to support interpretations of physicochemical mechanisms derived from the obtained kinetic parameters.61 During continuous heating, an isothermal process cannot be efficiently separated from the grain growth and crystallization process because it results in nanometers grain size. Consequently, the kinetic parameters obtained from an isothermal process apply more to a crystallization process because it results in nanometers grain size. Consequently, the kinetic parameters obtained from an isothermal process apply more to a crystallization process

A population balance equation is commonly used to obtain the population density \( n \) for any given value of crystal size, \( r \). Randolph and Larson,62 has defined \( n \) as:

\[
n = \frac{dN}{dL}
\]

(2.20)

where \( N \) is the number of crystals with size \( L \). The crystal size depends on the linear growth \( v_c \) of crystal in the medium, meaning the change of \( n \) with \( L \), and the population balance can be written as:

\[
\frac{\partial n}{\partial t} = v_c \frac{\partial n}{\partial L}
\]

(2.21)

The population balance in a form of the continuity equation gives the time evolution of the crystal size distribution for a closed system.63,64 Constant rates of crystal nucleation and growth can be derived for reactions of chemical species involved.

2.3. Surface and crystallization

The driving force for the crystallization process depends on supersaturation, which is fundamental to the crystal growth rate.17,23,28 Crystal growth kinetics is a complex phenomenon, which usually takes place through an intermediate phase. Overall, fast nucleation can improve the extent of coverage of films, and the control of the crystal growth can contribute to form a highly crystalline material.29–32 To grow a crystal, a cluster has to be transported to the crystal surface and may have to rearrange to fit the lattice structure. The critical cluster is the equivalent of an activated complex in transition state theory. It can result in successive transport through solution and surface reaction processes. Both of these processes can be growth-rate-controlling. The cluster transport can be controlled by diffusion, which is mass transport as a consequence of the thermal motion of the molecules, and by convection, which is mass movement due to an energy gradient in the system.

Surface-controlled growth can be determined by nucleation and dislocation growth.25,33,34

2.3.1. Surface crystallization. For surface crystallization, the Kossel–Stranski model stipulates that growth clusters surrounding a crystal surface do not directly join the lattice but are adsorbed and diffuse over the surface.65 The rate of the molecules reaching the surface from the bulk will differ from the rate of the molecules diffusing into the lattice, which depends on the number of adjacent crystal sites. The possible lattice sites for the attachment of adsorbed atoms on the crystal surface are terrace, ledge, and kink site.66 The binding energy between an adatom and an existing lattice increases from terrace to ledge to kink site.

A major drawback of the Kossel–Stranski theory is that the accumulation of atoms in the kinked ledge to diffuse to the edge of the crystal would not correspond to a low energy nucleation site. Nevertheless, a continuous source of steps that can increase over to the crystal's surface can be provided by screw dislocations.67,68 The mechanism for step generation and
transport was elucidated by Burton, Cabrera and Frank, in a crystal growth theory.\textsuperscript{69} An step on the crystal surface can be promoted by a screw dislocation with a size related to the lattice distortion vector's projection (Burgers vector) resulting from a dislocation.\textsuperscript{70,71} In this theory, additional growth can occur when there is a rotation of the step throughout the dislocation point.

2.3.2. Ostwald ripening. Ostwald ripening occurs when a small particle is dissolved or coalesced into bigger particles. In simple systems, the surface energy density can be assumed independent of the shape, thus surface energy is directly proportional to surface tension.\textsuperscript{72} The interfacial curvature effect on particle size (through energy changes) modify the solubility of the largest growth particles, being dissolved by the smaller particles; these denucleated particles will contribute to the growth and coarsening of larger particles.

Carl Steefel and Van Cappellen,\textsuperscript{73} have developed a new kinetic approach unveiling the role of nucleation, precursors and Ostwald ripening by using the balance population equation to calculate crystal size distribution. Assuming the conservation of mass and volume, they decouple the changes in population density due to the ripening of growth and dissolution, then the continuity equation is given by:

$$\frac{\partial n}{\partial t} = v_c \frac{\partial}{\partial L} [v_{ost}(r)V]$$

(2.22)

where $V$ is the volume density of the crystals and $v_{ost}$ is the Ostwald ripening rate as a function of the grain size $L$. The ripening rate $v_{ost}$ is applied to crystal distribution and represents a rate at which smaller particles combine to form crystals of larger size.

It has been reported that the Oswalt ripening effect can be used as a tool to suppress defects at the grain boundary during perovskite crystal growth,\textsuperscript{74,75} where the aging effect tends to remove defects in perovskite films. However, due to the complexity of the ripening ratio and coarsening, the above model has to be complemented with a better experimental framework description.

2.4. Dendrite growth

In general, short time annealing at high temperature can result in an energy process equivalent to the longer annealing at a lower temperature. However, different activation energies or driving forces are necessary to reach the supersaturated state in both cases; therefore, they depend differently on the temperature.\textsuperscript{22} For rapid thermal annealing at high temperatures, the controlled growth rate depends mainly on the thermal convection. The final crystalline morphology can be molded by the temperature gradient of the thermal process. The crystalline microarrangement will depend on the interfacial energy and the different chemical potential in the molecules (i.e., crystal growth from solution), where instabilities can provide a different directional growth, led by their anisotropy. This is the case of dendritic growth, where a metastable phase can grow in an energetically favorable direction, different from the final phase.\textsuperscript{64}

Therefore, it is of our interest to briefly introduce dendrite growth, which is the main morphological feature of the hybrid perovskites processed with the FIRA method.\textsuperscript{24} Rapid kinetic processes can result in dendrite growth, where diffusion processes can govern the phase transformation rate. Dendrites typically grow along energetically favorable crystallography directions. Dendrites require some anisotropy, usually of the interfacial energy between crystal and solution, but this could also be anisotropy of the attachment kinetics for non-metallic systems.\textsuperscript{76} Due to this anisotropy, dendrites can grow with different velocity, which causes the formation of stem and tips. This growth velocity mainly depends on the different diffusional processes converging, where thermal diffusivities involve faster growths.

2.4.1. Surface energy anisotropy. The equilibrium condition for liquid and solid particle of mean curvature $\varepsilon$ can be solved for the case of isotropic interfacial energy via the Gibbs–Thomson equation, as written in the form:\textsuperscript{64} $T_{g}^{f} = T_{f}^{g} - 2\Gamma_{sl}^{f}$

(2.23)

where $T_{g}^{f}$ is the melting point of a curved solid, which is lower than $T_{f}^{g}$, the temperature of the planar solid, and $\Gamma_{sl}^{f}$ is the Gibbs–Thomson coefficient.

Surface energy and atomic attachment kinetics can determine the extent to which the system is far from equilibrium with respect to the isotropic interfacial energy the conditions for equilibrium at the liquid/solid interface. Isotropizing in the systems means that the molar free Gibbs energy is constant everywhere; the crystal, therefore, is spherical. Following this, the equilibrium at the interface can be determined by the interfacial energy as a measure of the degree of anisotropy, which becomes a function of the surface normal $\eta$.\textsuperscript{77}

The surface energy can be expressed in the form of:

$$\gamma_{sl} = \gamma_{sl}^{0} \left[ 1 + \epsilon_{r} \cos(\eta \Theta) \right]$$

(2.24)

where $\Theta$ is the angle between the local surface normal vector and a chosen reference direction in the crystal and $\epsilon_{r}$ represent the strength of the anisotropy. The surface stiffness can be determined from precursor reactions, giving the equilibrium shape of the crystal, also known as Wulff construction.\textsuperscript{78,79} There are some angles for which the surface stiffness can be negative, representing thermodynamically forbidden directions for crystal growth and thereby defining the anisotropy of the crystal. The surface energy and its anisotropy play a significant role in dendritic growth, leading to the microstructural arrangements of the crystal shape in equilibrium.\textsuperscript{61}

Three dimensional Wulff constructions can be extrapolated in polar coordinates, as can be seen in Fig. 3a for different crystal shapes.\textsuperscript{80} The Wulff construction can determine the surface energy as a function of the growth orientation. Experimentally, surface energies are indirectly determined from surface tension measurements, which are made in the liquid phase and then extrapolated to zero temperature without relation to any particular orientation. However, computed methods can be used to simulate the growth and shape of the materials as a dimension of anisotropy, such as phase-field models.\textsuperscript{81-83} For instance, Y. Lu et al.\textsuperscript{84} have simulated three-dimensional free dendritic growth of a pure material in the presence of fluid flow, as can be seen in Fig. 3b. In this study, the dendrite tip growth without domain
boundary interfering on thermal and velocity boundary layers can reach a steady state. Hence, tips growing in different directions to the streamflow cannot reach a steady-state regime, allowing more realistic scenarios, where the parabolic dendrite tip radius can be insufficient as we will discuss in the next subsection.

This topic can be summarized by following the “rules of thumb” for crystal growth. Firstly, the maximum surface energy is relevant to the case when the crystal seeks to minimize its total surface energy, which can be accomplished by the creation of a relatively higher curvature in the direction of the maximum energy. Secondly, the concept of minimum surface stiffness has to be considered in the particular case when the crystal prefers to grow in the direction where the surface has the smallest resistance to deformation. At the end, the dendritic growth direction depends strongly on the anisotropy of the solid–liquid interface energy. In this respect, the Wulff construction can determine the anisotropy of the surface energy from small solid/liquid particles in equilibrium.

### 2.4.2. Dynamics of the dendrite growth.

The relationship between the growth conditions and the result of the micro-structural features determines the dendrite growth dynamic. Specifically, for constrained growth (where solid structures grow under thermal gradients) there is a relationship between tip dendrite radius and the growth rate. The dendritic growth models are usually based on diffusion-controlled transport in a parabolic solid–liquid interface. The scale of the microstructure is set by the competition between heat/solute diffusion and energy surface, where the basic model based on constant velocity solidification of a paraboloidal needle crystal is commonly used. Ivantsov provided the elementary mathematical treatment of the steady-state transport process at the solid/liquid interface by diffusion.

A steady state solution to the heat flow from a dendrite is provided by the Ivantsov equation for a paraboloid of revolution (3D):

$$\Delta = \frac{R_{tip}^{\nu^*}}{2\tau}$$

where $\Delta = c_p(T_i - T_\infty)/L_f$ is the dimensionless undercooling or solidification number which is the ratio of sensible heat to latent heat (also termed the Stefan number). Thus, $T_i$ is the isothermal temperature and $T_\infty$ the temperature far from equilibrium, $E_1$ is the exponential integral, $c_p$ and $L_f$ are the molar specific heat of the solid and the molar latent heat of fusion, respectively.

This solution uses a thermal diffusion equation as a boundary condition for the interface shape, expressing the thermal field in terms of Péclet Pe number:

$$\text{Pe} = \frac{R_{tip}^{\nu^*}}{2\tau}$$

where $R_{tip}$ is the radius of the tip growing at constant velocity $\nu^*$ into an infinite undercooled melt with $T_\infty$ constant, and $\tau$ is the thermal diffusivity of the melt, which can be applied to the solid phase transformation of the product of reactants precursors using transition state theory.

One of the limitations of Ivantsov relation is the surface energy, considering the surface isotropy, which does not satisfy the Gibbs–Thomson condition. Therefore, it indicates the steady-state in the form of parabolic dendritic crystals. However, it cannot determine $R_{tip}$ and $\nu$ uniquely, it only determines the product of both. The temperature remains constant across the surface, which is far from the anisotropic interfacial energy situation. Even the non-isothermal temperature boundary condition, for which the solution developed later by Horvay and Cahn is relevant, does not satisfy the energy conservation and the non-isothermal equilibrium temperature boundary condition. Other approximations have been developed to overcome this limitation, based on the choice of a predetermined interface shape. All these non-isothermal theories share the common feature that the values of $\nu^*$ and $R_{tip}$ can be determined independently, and they can be adapted to the determination of the dendritic shape for the solid transformation of perovskite films under rapid thermal growth.

---

**Fig. 3** (a) Common Wulff constructions for materials with full cubic symmetry (reproduced with permission from ref. 79, Creative Commons License). (b) Computed dendrite morphology with directions heat flow, (a), (b) and (c) different views of the 3D construction (reproduced with permission from ref. 83, ©2005 Published by Elsevier B.V.).
3. Rapid perovskite crystallization

3.1. Crystallization kinetic

The crystallization kinetics for perovskite halide in a foreign substrate depend strongly on the interfacial energy of the solid/liquid interface. As well as to a lesser degree, the solid/gas interface, taking into account that most of the perovskite solidification processes are done in a controlled atmosphere.97,98 Moreover, the chemical bonding particularities between surface and liquid defines the strength of cohesive molecular forces, thus competing with thermal diffusion to shape the final crystal growth.99 Ayan A. Zhumekenov et al.100 have investigated the role of the surface tension on perovskite crystallization, elucidating that the increase of surface tension leads to preferential nucleation at the surface layer, as shown in Fig. 4a. They establish a relationship between intramolecular forces, interfacial energy and crystal preferential growth. These fundamental studies are crucial for obtaining highly uniform films and high-performance large-scale devices; for instance, Yehao Deng et al.101 have used amphoteric surfactants (l-α-phosphatidylcholine) to improve the adhesion of the perovskite to hydrophobic substrates, which allows them to scale-up the processes with fast blade-coating.

David P. McMeekin et al.115 settled a relationship between the precursor solution’s colloid concentration and the crystal growth, as shown in Fig. 4b. The full-width half maximum (FWHM) values for the (100) and (200) orientations were measured, showing the improvement in crystal quality with increasing colloid concentration.
morphology of the perovskite thin film by adding hydrohalic, initiating the lead polyhalide colloids and acting as nucleation sites for further crystal growth, as can be seen in Fig. 4b. Additionally, they applied a solution aging time to control the size and dispersion of colloids in solution, thus increasing the grain size, crystallinity, and texture. In the same line, Benjamin J. Foley et al. have demonstrated the use of additives for MAPbI$_3$ precursor solutions to alter the nucleation and growth processes. They were able to lower the free energy of the precursor by incorporating a sulfoxide, which strongly interacts with MAPbI$_3$ precursors, allowing a control over the nucleation density and growth rate. Yiping Wang et al. showed how the binding nature of 3D materials affects the kinetics of crystallization for extremely thin film growth, as can be seen in Fig. 4c. They proposed that weak van der Waals film-substrate interaction and low cohesive energy of the perovskite halide lead to 2D growth.

3.2. Antisolvent crystallization

In antisolvent (AS) crystallization, the solute crystallizes due to reduced solubility. AS occurs when exposing a solution to another solvent in which the product is almost insoluble. Additionally, the reduction of solubility can be performed by the gas flow on the crystallization process. The way of reaching the supersaturation can determine several crystal features such as size, morphology, and coexisting atomic structures. Nevertheless, this review focuses on liquid room temperature solvent cases. Although, a complete description of the crystallization process requires mass and energy balances. In a continuous phase, the solute’s mass balance contributes to the mass transfer into the growing crystal.

There are many advantages in AS crystallization, such as low operating temperature and solvent activities that can have a deep effect in the polymorphic form of the final crystal growth. Several models have been implemented for AS crystallization, in order to identify different patterns of behavior in terms of antisolvent addition rates, product average particle size and size distribution. Nowee et al. found that a growth rate relation results in sharper mean size increases in the feeding’s early stages. Therefore, the population balance model, previously discussed in Sections 2.2.3 and 2.3.3, and the solution approach has been used for many authors to combine a nucleation and growth rate description for the AS crystallization.

3.3. The antisolvent method for perovskite halide crystallization

The solution processability of perovskite materials is one of the most important advantages of PSCs. The perovskite layer is typically deposited by a solution coating method. A one-step spin-coating method is most often used because of its simplicity and low cost. During the coating process, a so-called anti-solvent is dropped on top of the layer for the perovskite crystal growth. Additional thermal annealing is necessary to remove the remaining solvent and reach a purer perovskite phase. The solvent can be removed with AS and heat treatment, reaching the necessary driving force to induce crystallization on the perovskite films. In the solution preparation methods, the humidity plays a fundamental role. It is well-known that perovskite MAPbI$_3$ films are sensitive to moisture, causing them to decompose into PbI$_2$.

Therefore, the manufacture of PSCs should be carried out under controlled atmosphere conditions with low humidity values.

In 2014 Nam Joong Jeon et al. were the first to use the AS method for highly efficient perovskite solar cells. Starting from MAPbI$_2$ precursors in a mixture of DMSO/GBL solvents they used toluene to supersaturate and crystallize the thin film during spinning by applying a relatively low-temperature thermal treatment. In the same year 2014, Xiao et al. used chlorobenzene as exhibiting a smooth and compact perovskite film surface, being composed of micron-sized grains as shown Fig. 5. In the Fig. 5, the transmission electron microscopy (TEM) image of the CH$_3$NH$_3$PbI$_3$ is a corroboration of the formation of a crystalline structure of the tetragonal CH$_3$NH$_3$PbI$_3$ phase, with the pattern of different thin film crystalline phases further confirmed by XRD analysis.

3.4. Acid–base reaction of perovskite halides

In 2016 Nayak et al. proposed one of the first approaches for understanding the mechanism of perovskite halide crystallization from solution, as can be seen in Fig. 6a. In their observations, increasing the solution acidity can surpass the supersaturation state of the solutes and in turn decrease the strength of the solvent. This results in the onset of crystallization, which in turn can be decoupled from the changes of temperature. Therefore, the crystallization can be initiated by the change of the solvent and the acid–base equilibria in the solution. In order to achieve high quality perovskite films, Fei Zhang et al. used a Lewis acid–base adduct approach as an effective way to control grain size, morphology and to suppress crystal defects.

Other approaches to control the rapid film growth have been carried out by Jin-Wook Lee et al. as shown in Fig. 6b, which presents the Lewis acid reaction forming an adduct. In this work, different iodide compounds were dissolved in polar aprotic solvents acting as Lewis basis. DMSO was proven as an intermediate solvent for controlling MAPbI$_3$ morphology and grain size. FAPbI$_3$ perovskite composition found that thiourea was a better solvent-complement than DMSO because of the chemical interaction differences. Hamill et al. demonstrated that solvent coordination with Pb$_2$ is correlated with Lewis basicity, which in turn influences solid-state perovskite formation, as shown in Fig. 6c. They focused on elucidating the role of Lewis basicity of the processing solvent, quantified by Gutmann’s donor number, $D_N$, as a strong predictor of a solvent’s ability to solvate perovskite precursors.

3.5. Role of common solvents for perovskite crystallization

3.5.1. Two-step deposition method. The choice of solvents used for the preparation of perovskite films is crucial as this profoundly influence on their formation due to Lewis acid–base interactions of the commonly used polar aprotic solvents with the perovskite precursors, especially PbI$_2$, as well as the formation of intermediate films. This in turn also fundamentally influences the quality of the obtained films and therefore device performance.

In the two-step approach for perovskite thin film preparation it is essential to ensure a complete reaction of the PbI$_2$ film...
Fig. 5  Morphological and structural characterization of MAPbI$_3$ films prepared by fast crystallization-deposition (FDC) and a conventional spin-coating process (reproduced with permission from ref. 123, ©2014 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim).

Fig. 6  (a) Schematic of the mechanism for crystallization of perovskite solid phase, where it represents the state of the system at several key points (reproduced with permission from ref. 124, ©2016 Springer Nature). (b) Representation of the Lewis acid (A)–base (B) reaction to form an adduct (A·B) with a dative bond and Lewis bases with different molecule donors (reproduced with permission from ref. 126, ©2016 American Chemical Society). (c) Dielectric constant (red triangles) and Gutmann’s donor number ($D_N$, blue circles) of solvents used for perovskite processing (reproduced with permission from ref. 127, ©2017 American Chemical Society).
formed in the first step with the salt of the organic cation added to the second step as residual PbI₂ has been demonstrated to have detrimental effects on efficiency, reproducibility and stability of PSCs. This can be facilitated if mesoporous films of PbI₂ are formed in the first step allowing a more efficient conversion into the desired perovskite. Furthermore, this also prevents the formation of rough film surfaces otherwise caused by unit cell expansion upon intercalation of the organic halide. Formation of mesoporous films can, for example, be achieved by controlling the nucleation/growth process during crystallization of PbI₂. To this end one can exploit the formation of PbI₂-xSol (Sol = solvent) films during spin-coating of a solution of PbI₂. Starting from a DMF solution of PbI₂ a PbI₂-xDMF film forms with x > 1 due to the presence of unbound solvent in the fresh films.

Upon thermal annealing a solvent-mediated Ostwald ripening process takes place leading to the formation of cracks and voids resulting in a mesoporous film. However, due to the weak interaction of DMF with Pb²⁺ (δ₃(DMF) = 26.6 kcal mol⁻¹) and its low boiling point (152 °C) DMF evaporates quickly not allowing enough time for this process. By keeping the PbI₂-xDMF film in a closed Petri dish this time can be extended leading to the formation of larger voids and an increase in the fraction of voids in the whole film. Alternatively, fast removal of DMF by applying drops of IPA (anti-solvent) onto the as-prepared PbI₂-xDMF films can be employed to prepare mesoporous PbI₂. In addition to using pure DMF the introduction of co-solvents and additives (e.g. DMSO, NMP, HMPA) with higher boiling points and improved interaction with PbI₂, as indicated by their higher δ₃, has been shown to improve the grain coarsening process during solvent annealing after spin-coating of PbI₂. On the other hand, acetonitrile (δ₃(MeCN) = 14.1 kcal mol⁻¹) as an example of a weakly Lewis basic solvent has also been used as an additive in PbI₂/DMF to improve grain morphology and roughness of the final perovskite film.

In other instances, the PbI₂-xSol complexes formed before thermal annealing have been treated directly with the desired organic halide and shown to improve the final performance of PSCs. This approach uses the intercalation of solvent molecules such as DMF, DMSO or NMP into the PbI₂ lattice to expand the PbI₂ unit cell along the c-axis followed by an exchange with MAI or FAI to avoid unit cell expansion and therefore build-up of strain leading to rough surfaces during the perovskite formation step. The solvent molecules are removed during thermal annealing after the addition of the organic cation, inducing perovskite formation. More strongly coordinating solvents lead to larger grains in the final perovskite films.

Finally, in a study by Etgar et al., the authors found that dropping toluene (AS) onto a perovskite precursor film prepared via the two-step method leads to a higher conductivity of the final film after subsequent thermal annealing. Furthermore, this treatment was found to efficiently suppress hysteresis. This demonstrates that the use of anti-solvents cannot only be used to control nucleation/growth kinetics and crystallinity of perovskite films but also to affect their electronic properties.

3.5.2. One-step deposition method. The judicious choice of solvents has also proven to be a valuable tool for optimizing perovskite thin film formation following the so-called one-step approach, where a common solution of PbX₂ and the halide salt of the desired organic cation is used to directly prepare the perovskite film in a single application by spin-coating. The most commonly used solvents for the preparation of this precursor solution include DMF, DMSO, GBL and NMP. This method traditionally suffers from incomplete surface coverage due to a slow rate of nucleation and fast growth of perovskite crystals leading to the formation of needle-like structures. Spiccia et al. demonstrated that this drawback could be circumvented by applying an anti-solvent (e.g. toluene, chlorobenzene) during the first seconds of spin-coating a solution of PbI₂ and MAI in DMF. By doing so the solution quickly reaches a state of supersaturation due to the extraction of the precursor solvent by the anti-solvent leading to a burst of nucleation with newly formed nuclei covering the entire substrate. This is followed by a growth phase once the concentration has dropped below the critical value for nucleation at the end of which densely packed films displaying full substrate coverage are obtained.

A further level of control was introduced into this process by Sang II Seok et al. who employed a “solvent engineering” approach to control perovskite film formation. By spin-coating a solution of PbI₂, PbBr₂, MAI and MABr in a mixture of GBL and DMSO followed by toluene (anti-solvent) dripping they first obtained an intermediate phase film which was then converted into the final MAPb₁₋ₓBrₓI₃ (x = 0.1–0.15) perovskite structure by thermal annealing. This led to the formation of highly uniform films with 100% surface coverage which could not be achieved when either DMSO was excluded from the precursor solution or no anti-solvent was applied during spin-coating. The intermediate phase which only formed in the presence of DMSO was suggested to contain MAI, PbI₂ and DMSO in a 1 : 1 : 1 ratio following a series of experiments excluding MABr and PbBr₂. Nam-Gyu Park and co-workers later prepared the clear intermediate phase from a precursor solution containing PbI₂, MAI and DMSO in an exact 1 : 1 : 1 ratio using diethyl ether as anti-solvent to avoid loss of DMSO due to their immiscibility. The exact structure of the intermediate film was revealed by Yao et al. to consist of ribbons with the formula [PbₓI₄]²⁻ with MA⁺ and DMSO molecules located in between to form a structure with the composition of MAPbₓI₄₋ₓDMSO by using a 1 : 3 mixture of DMF and DMSO and toluene as anti-solvent. The uncoordinated MAI was suggested to be either located on the surface of the intermediate phase crystals or homogeneously distributed around the intermediate phase domains.

The role of DMSO has been described as retarding the reaction between PbI₂ and MAI during evaporation of the solvent thereby granting more control over the crystallization process allowing the production of higher quality perovskite films. Interestingly, in a follow-up study optimizing the annealing conditions for conversion of MA₃PbI₅₋ₓDMSO into MAPbI₃ perovskite the authors found that the devices demonstrating the highest PCEs of 15% still contained ca. 18% of the intermediate phase.
They proposed that this prevented the formation of voids and cracks in the final perovskite film. Different ratios of PbI₂, MAI and DMSO have been explored to prepare devices with high efficiency and reproducibility.\(^{160-162}\) Besides the commonly used anti-solvents toluene, diethyl ether and chlorobenzene also ethyl acetate,\(^{163}\) trifluorotoluene,\(^{163,164}\) hexane\(^{165}\) (39) and a mixture of 6% IPA in chlorobenzene\(^{165,166}\) have been shown to lead to high PCEs of final devices.

Using a mixture of NMP and DMA to dissolve PbI₂ and MAI, Ding et al. developed a thermal annealing-free method for the preparation of high quality perovskite films presenting a PCE of 17.09% compared to marginally higher 17.38% including thermal annealing.\(^{165-167}\) Padture et al. designed a solvent-solvent extraction method using diethyl ether to remove DMF after spin-coating their perovskite precursor solution in an effort to demonstrate a scalable way for the preparation of high-quality perovskite films.\(^{168}\) This process was carried out at room temperature and required no further thermal annealing due to the low boiling point of diethyl ether. To address the issue of a narrow time window for immersing the film in the washing solvent, Zhu et al. added MACl to the perovskite precursor solution of PbI₂ and MAI in DMF/NMP to obtain a new ink which after blade coating gives a precursor film that remains stable for ca. 8 min during which it can be transferred into the diethyl ether bath.\(^{168,169}\)

### 3.6. Perovskite film crystallization with IR pulses

3.6.1. Crystal nucleation & growth from solution. Some disadvantages of the AS crystallization approach are the additional costs associated with the high solvent consumption, difficult control of the growth rate, and the inherent solvent toxicity such as that of chlorinated compounds.\(^{170,171}\) To avoid these problems, we have introduced the photonic pulse annealing for perovskite films, based on the acquired experiences of our home-developed FIRA (Flash InfraRed Annealing) method.\(^{24}\) When a coated wet perovskite film is annealed, heat, provided by an IR pulse, is the driving force to reach the supersaturation state by rapidly decreasing the concentration, thereby initiating the nucleation and crystal growth. Looking at the specific FIRA case, crystal nucleation and growth can be controlled by three distinct parameters; the chamber temperature, the pulse duration and the pulse number, as shown in Fig. 7a. Once nucleation has occurred, it is followed by the growth of a crystalline phase. With respect to the perovskite crystal formation, it can involve numerous intermediate phases that can be determined by the growth rate.\(^{10}\) The highly intense IR pulse causes the rapid evaporation of the solvent and provides the required thermal activation energy for crystal nucleation and growth.\(^{33}\) Interestingly, the IR pulse heats the conductive contact, rapidly transferring the thermal energy through the solid/liquid interface, as shown in Fig. 7b, where the thermal diffusion and interfacial energy leads to crystal growth. Then, by adjusting the number of pulses the heating rate controls how supersaturation is reached and, as consequence, how the nuclei distribution from tiny clusters defines the final crystal shape.

The experimental investigation of crystal nucleation and growth is complex and still today a challenge for almost all systems. The classical nucleation theory stipulates that the critical nucleus is a sphere, where the important factor is how the total free energy associated with the formation of an average critical nucleus depends on its size, whatever the shape. However, this is a steady or quasi steady-state assumption. This analysis

![Fig. 7](https://example.com/fig7.png) Schematic of the kinetic process in the nucleation and growth of a crystalline perovskite film from a solution and (a) its relationship with the IR photonic pulses system, (b) the sequential thin film perovskite formation.
cannot be applicable to non-thermodynamic equilibrium as for example when the temperature changes too fast as in the case of the FIRA, which is still one of the main challenges for the rate calculations in these processes. Quasi-infinity steady-state numeric calculations corresponding to non-isothermal conditions, with a non-constant temperature rate, need to be performed.\textsuperscript{172–174} Particularly in perovskite film processing, the calculation of nucleation and growth rates needs to be adapted for specific cases.

3.6.2. Crystallization dynamics. In a recent published work,\textsuperscript{24} the authors describe the crystallization dynamics for the FIRA method. As shown in Fig. 8a and b, an \textit{in situ} experiment was performed using a lower power output IR source and recording the crystallization of the coated film. A deposited MAPbI\textsubscript{3} wet film, under IR pulses, starts to nucleate, and growth occurs along energetically favorable crystallographic directions. The main observation for this experiment is how the dendritic growth is performed in a highly anisotropic medium, with thermal diffusion and interfacial energy as competing processes, as discussed in Section 2.4. Fig. 8c, shows a similar experience, but with an \textit{ex situ} image recording and using FIRA (higher intense IR light) for the annealed films. Here, the film at 0.8 s evidences the formation of needle grains, at 1.4 and 2.4 seconds of a more compact dendritic structure, representative of the perovskite phases. The picture corresponding to 6.2 seconds shows a degraded film resulting from the evaporation of the MA\textsuperscript{+} species, albeit containing remaining ions that can still form secondary phases. Note that, in the film annealed at 2.4 s, in contrast with the previous experience (Fig. 8a), the thermal diffusion overlaps the interfacial energy as a dominant effect, increasing the growth velocity of arms and tips and resulting in a more compact grain domain. Analogous to this experience, Ming He \textit{et al.},\textsuperscript{175} have deposited micrometre-scale grain domains of perovskite films \textit{via} convective flow and rapid solvent evaporation, promoting preferential crystal orientations at low temperatures and achieving high-performance PSCs.

3.6.3. Crystallization behavior of mixed perovskite solutions. Differences in chemical composition are in direct relationship with kinetic attachment and interfacial energy anisotropies. Different compositions need different pulse times so that the rate of nucleation is properly adjusted. Fig. 9a shows a temperature profile, and Fig. 9b SEM images for different perovskite chemical compositions annealed by IR pulses. The so-called pulsed-FIRA method,\textsuperscript{27} with a number of extremely short pulses applied, has been used to control the nuclei distribution and crystal shape and size. In Fig. 9c, the resulting morphology differs in the films, \textit{i.e.} for MAPbI\textsubscript{3} large and compact domains with internal dendritic structure can be observed. Mixing the bromide and iodide (MAPbBr\textsubscript{1.5}I\textsubscript{1.5}) leads to smaller domains. When cesium is mixed with MA (CsMAPbBr\textsubscript{1.5}I\textsubscript{1.5}) or MA is replaced by Cs (CsPbBr\textsubscript{1.5}I\textsubscript{1.5}), the crystal growth changes. Increasing the cesium and bromide concentration leads to smaller crystal domains. This arises from a change in the difference in chemical potential that drives crystal growth. As different precursors are added, the anisotropy varies. The driving force for dendrite growth requires some anisotropy, usually of the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig8.png}
\caption{(a) Optical images in transmittance mode of \textit{in situ} perovskite crystallization from solution. (b) Transmittance spectra and images of the sample measured in (a). (c) Optical images taken in transmission mode for different flash times. (Reproduced with permission from ref. 23, ©2020, American Chemical Society).}
\end{figure}
interfacial energy between crystal and solution/liquid, but that could also be anisotropy of the attachment kinetics for nonmetallic systems.176,177 If MA is replaced by Cs the crystal tends to grow in a more isotropic direction, forming faceted crystals without dendritic formations. In Fig. 9d-a slighter change of the perovskite triple cation composition on the grain boundary shape can be seen, allowing gaps in-between by playing with differences in kinetics according to the chemical structure of the precursors.178

4. Crystal growth and phase evolution

4.1. Crystal growth

The perovskite crystallization dynamics will depend on the processing method to be used, such as the commonly so-called one- and two-step depositions (as previously discussed in Section 3.3). This kind of “step deposition” methods are based on a solution process, and the number of steps depends on the solution precursor to be deposited.122,179,180 All precursor can be contained in the same solutions, or different solutions with different solvents can be used, i.e. PbI₂ in DMSO and MAI in IPA. Diffusion processes play a fundamental role in the reaction process and crystallization. For instance, Tetsuhiko Miyadera et al.,181 have observed anomalous diffusion, where the CH₃NH₃I diffuses into the PbI₂ films with fractal morphology, as shown in Fig. 9a. They claim that two growth orientation modes are possible, one which during the initial stage of the crystal reaction maintains the orientation of the initial materials and another, which represents the ordinary crystal orientation in the vertical direction; finally, we have the random orientation in the final stage of the crystal growth.

In terms of two steps deposition crystallization mechanism, Yongping Fu et al.182 have proposed two growth mechanisms: a solid–liquid interfacial conversion reaction (Fig. 10b-a) and a dissolution–recrystallization growth mechanism (Fig. 10b-b). They argue that at a low MAI precursor concentration the conversion occurs by a solid–liquid interfacial reaction, and the perovskite phase is obtained by MAI diffusion into the layered PbI₂. Instead, Qiuju Liang et al.183,184 have used a selective solvent annealing, a similar procedure to the antisolvent method. Here, the chosen solvent IPA promotes the precipitation and crystallization of lead halide, as shown in Fig. 10c, thus promoting the intercalation of MA⁺ into an inorganic cage, resulting in a final perovskite phase. The Oswalt ripening process rearranges and coalesces during perovskite crystallization due to surface minimization, resulting in an increased crystal growth rate and optimized crystal orientation.

4.2. Temperature phase transition

The phase transition as a function of temperature in perovskite halide has been widely investigated.7,184–186 However, there is still a lack of understanding how the temperature rate does affect the final perovskite grain shape and for instance the nonradiative defects on the solid films. In this effort, P. S. Whitfield et al.187 have examined the crystal structures and structural phase lattice parameters and phase transitions of a MAPbI₃, Fig. 11a and b. They found that the cubic-tetragonal transition
in MAPbI$_3$ is driven by an out-phase rotation mode, while the tetragonal-orthorhombic transition is primarily driven by an in-phase in MAPbI$_3$. They claimed that it is possible that the charge carrier scattering with these modes also contributes significantly to the electrical transport properties. Ilka M. Hermes et al.$^{188}$ have resolved an anisotropic distribution of carrier diffusion times on isolated MAPbI$_3$ grains correlated to the arrangement of ferroelastic twin domains, which reduces crystalline strain due to the cubic-tetragonal phase transition. Furthermore, Timothy W. Jones, et al.$^{189}$ have suggested that non-radiative defects come from local strains (at different scales), associated with inhomogeneous nucleation and growth, where local differences or intermediate phases during solution deposition would lead to heterogeneous growth.

The phase transition can also be elucidated from the rapid temperature profile, which allows us to identify the annealing parameters. In the first published study on the FIRA method,$^{26}$ the authors did comparative observations from a preliminary examination of the powder XRD data (Fig. 11c-a and b). While both perovskite films prepared, using the AS and FIRA-2.0 s methods exhibit similar XRD patterns, the 1.4 and 3.0 s FIRA annealed thin films show the boundary of the MAPbI$_3$ black
phase. FIRA can accurately determine phase evolution during annealing, as the short pulse duration allows screening of material properties at many different temperatures. Thus, making it possible to plot the temperature profile upon material degradation as a function of the annealing time, ~ 16 s, representative of the phase transition obtained from the XRD data. This phase diagram shows a close phase transition as is widely reported in literature,190–192 and in turn is a useful tool for studying accurately the perovskite phase evolution under controlled and rapid thermal annealing.

4.3. Rapid thermal annealing

4.3.1. Thin film processing. It is well known that under rapid thermal treatment melted materials can preferentially grow in faceted and/or dendritic shapes.193–195 For instance, in silicon solar cells, the control of the crystal-melt interface’s morphology during oriented growth processes is critical to get high-quality crystals. In this practice, affecting the microstructures impacts the mechanical, optical, and electrical properties of materials.196–198 The generation of crystal defects, such as dislocations and twin boundaries, is directly related to the crystal-melt interface's microstructure morphology.199–201 According to Jackson’s theory,202 only Si{111} planes of the crystal-melt interfaces (facet planes) result in a smooth surface film. Other crystallographic planes result in a rough film surface, which means that the crystal growth rate can differ in crystallographic planes.

As well, it can be a consequence of the different interatomic distance in plane and the corresponding latent heat of phase transfer (and its relation with surface), where a complex interplay between geometric and electronic structure presents a challenge for theory.203 The crystal rapid growth kinetics for melt can be extrapolated for solutions precursor materials, with similar primary consequences mainly in morphology and crystal shape. However, other complex phenomena arise for solution processes due to the interaction of the solvents and precursors as reactant materials.204,205
4.3.2. Microstructures and structural orientation. As discussed before, a perovskite wet film under rapid thermal annealing can grow in preferential directions and form microstructure arrangements. In the published work by Loreta Muscarrella et al., they used the FIRA method to grow the characteristic large MAPbI$_3$ crystal and to study its photophysical features. In Fig. 12a, it shows the XRD pattern for the two systems, AS and FIRA, deposited on ITO substrates. Both samples show a tetragonal XRD pattern but, in contrast, the FIRA sample shows a strong preferential orientation along the (112) and (400) planes (unit cell, Fig. 12a), according to the microstructural-arrangement. Fig. 12b and c shows a comparison from the Kikuchi lines obtained from the EBSD measurement. Citing the author: “The AS sample (Fig. 12b) shows randomly oriented grains of hundreds of nanometers and on the contrary, in the FIRA sample (Fig. 11c), all grains are aligned along [100] and [112] directions (green and purple colors along the z-axis Fig. 11d), and the two orientations are paired in larger regions, in agreement with XRD measurements”. The FIRA grains have smaller size on the nucleation centers of the “sunflower” formation as shown in the EBDS and SEM images (Fig. 12e, f and g). The EBDS signal confirms the high order in the FIRA annealed perovskite films on planar electrodes as previously described by the XRD analysis. The rings conform to crystal microrods with a minimum length of around 5 μm (with increasing size from the nucleation centre to the ring border, reaching a maximum length of 20 μm).

4.3.3. Phase evolution: mechanisms & intermediate phases. A deep analysis of the phase evolution mechanisms for perovskite halide, specifically MAPbI$_3$ growth under rapid annealing (FIRA) was given by Xiao et al., revealing the presence of two near-amorphous intermediate phases with local structures. By using pair distribution function analysis of X-ray total scattering data, the structure transformation from these intermediates occurs by the molecular cation insertion (with the required thermal activation) between the sheets of layered PbI$_2$ upon the crystallization of perovskites. As the schematic sequence presented in Fig. 13a–d shows, these intermediate phases adopt a 2D layered stacking arrangement, structurally related to the PbI$_2$ precursor and eventually transform into the 3D perovskite at high temperatures. The [PbI$_6$] octahedra tilting is correlated with the reduced β-constant and the transformed layered building block to the final 3D perovskite phase. The d(0 0 1) progressive change in R$_x$Pb$_y$I$_z$ modifies the interaction between the layered molecules and the [PbI$_6$] sheet. As shown in Fig. 13d, the evolution of the d-spacing between the plane (001) in the intermediate phase almost matches the AS method with the 2 s FIRA, which establish clear evidence of a similar mechanism for phase transformation.

The phase fraction (wt%) evolution and particle size of the components derived from the PDF refinement as a function of annealing time can be seen in Fig. 13f and g. The incorporation of MA layer during annealing tilts the PbI$_6$ octahedra leading to conversion from intermediates phases (alpha and beta), the 2D building blocks, to form the 3D perovskite phase. In this study,
the 2.0 s of FIRA annealing give rise to 2D-to-3D structure transition reaching its maximum conversion rate. While intermediate phases contain around 30 wt%. The further increase of the temperature by continued exposure to IR (>2.0 s), results in a degradation of the thin film where both the intermediates and the perovskite decompose to PbI₂. Finally, changing the interfacial energy anisotropy by a bottom layer of mesoporous TiO₂ onto the FTO substrate does not significantly modify the perovskite phase evolution under the studied experimental conditions. However, there is a modification of the crystallization kinetics leading to different lateral domain sizes in the film, as predicted previously. Therefore, the thin film processing should avoid the formation of intermediate phases in order to enhance the stability and performance of PSCs.

5. Conclusions

In summary, the crystallization of perovskite films is one of the most important factors in order to manufacture highly efficient and stable devices. As discussed, there is a direct relationship between the quality of the solid film and efficiency losses and degradation. The target is to produce defect-tolerant thin films and low concentrations of non-radiant recombination centers and deep traps. Compositional engineering along with the deposition method are key instruments for perovskite crystal formation, which must be thoroughly understood before being chosen. The activation energy for the formation of perovskite crystals depends on the chemical reaction of the species involved and/or the temperature of the process. Together with the interfacial energy, specifically with the substrate to be used and the atmospheric conditions, it significantly influences crystal growth. Finally, in this review we reveal and relate the fundamentals of the FIRA manufacturing tool to be used as a reproducible method for highly crystalline perovskite thin film applications.
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