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Abstract—This article discusses a generalization of the 1-dimensional multi-reference alignment problem. The goal is to recover a hidden signal from many noisy observations, where each noisy observation includes a random translation and random dilation of the hidden signal, as well as high additive noise. We propose a method that recovers the power spectrum of the hidden signal by applying a data-driven, nonlinear unbiasing procedure, and thus the hidden signal is obtained up to an unknown phase. An unbiased estimator of the power spectrum is defined, whose error depends on the sample size and noise levels, and we precisely quantify the convergence rate of the proposed estimator. The unbiasing procedure relies on knowledge of the dilation distribution, and we implement an optimization procedure to learn the dilation variance when this parameter is unknown. Our theoretical work is supported by extensive numerical experiments on a wide range of signals.
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I. INTRODUCTION

In classic multi-reference alignment (MRA), one attempts to recover a hidden signal $f : \mathbb{R} \rightarrow \mathbb{R}$ from many noisy observations, where each noisy observation has been randomly translated and corrupted by additive noise, as described in the following model.

Model 1 (Classic MRA). The classic MRA data model consists of $M$ independent observations of a compactly supported, real-valued signal $f \in L^2(\mathbb{R})$:  
$$
y_j(x) = f(x - t_j) + \varepsilon_j(x), \quad 1 \leq j \leq M,
$$

where:

(i) $\text{supp}(y_j) \subseteq [-\frac{3}{2}, \frac{3}{2}]$ for $1 \leq j \leq M$.

(ii) $\{t_j\}_{j=1}^M$ are independent samples of a random variable $t \in \mathbb{R}$.

(iii) $\{\varepsilon_j(x)\}_{j=1}^M$ are independent white noise processes on $[-\frac{1}{2}, \frac{1}{2}]$ with variance $\sigma^2$.

This toy model is a first step towards more realistic models arising in cryo-electron microscopy, and is relevant in many other applications including structural biology [1]–[6]; radar [7], [8]; single cell genomic sequencing [9]; image registration [10]–[12]; and signal processing [7]. Some methods solve Model 1 via synchronization [13]–[22], i.e. the translation factors $\{t_j\}_{j=1}^M$ are explicitly recovered and the signals aligned.
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Fig. 1: Model illustration: a hidden signal is randomly translated (first column), randomly dilated (second column), and then corrupted by additive noise (second and third columns). Column 2 shows corruption with $\sigma^2 = \frac{1}{2}$ and Column 3 with $\sigma^2 = 2$; the purple curves illustrate the noise level considered in the simulations reported in Section V.

Synchronization approaches will fail in the high noise regime when the signal-to-noise ratio (SNR) is low, but the hidden signal can still be recovered by methods which avoid alignment; these include the method of moments [23]–[25], which contain the method of invariants [26]–[28] as a special case, and expectation-maximization type algorithms [29], [30]. The method of invariants leverages translation invariant Fourier features such as the power spectrum and bispectrum, as they are especially useful for solving Model 1. Recall the Fourier transform of a signal $f \in L^1(\mathbb{R})$ is defined as
$$
\hat{f}(\omega) = \int f(x) e^{-ix\omega} dx,
$$
and its power spectrum is then defined by $(Pf)(\omega) = |\hat{f}(\omega)|^2$.

In this article we analyze the following generalization of classic MRA, where signals are also corrupted by a random scale change (i.e. dilation) in addition to random translation and additive noise. See Figure 1.

Model 2 (Noisy dilation MRA data model). The noisy dilation MRA data model consists of $M$ independent observations of a compactly supported, real-valued signal $f \in L^2(\mathbb{R})$:  
$$
y_j(x) = f \left( (1 - \tau_j)^{-1} (x - t_j) \right) + \varepsilon_j(x), \quad 1 \leq j \leq M.
$$
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(1) is both translation and dilation invariant, (2) allows for the additive noise to be removed by averaging, and (3) is invertible with a numerically stable algorithm. However there is a tension between achieving (1) and (3), since the more invariants which are built into the representation, the harder it will be to invert the representation and obtain the underlying signal. In this article we propose the following compromise: we do not define a dilation invariant representation, but propose a method for dilation unbiasing which can be achieved with a numerically stable algorithm; we learn the power spectrum of the hidden signal instead of the hidden signal itself, thus reducing to a phase retrieval problem. 

Model 2 was considered in [37] for $L^1(\mathbb{R})$ normalized dilations. The authors define wavelet-based, translation invariant features and unbias for dilations by utilizing the first few moments of the dilation distribution. The method has two main short-comings: although it can reduce the bias due to dilations, it cannot remove it entirely, i.e. the method of [37] does not define an unbiased estimator of the true features. In addition, inverting the wavelet-based features to recover the power spectrum of the hidden signal is numerically unstable, as it is driven by the condition number of a low rank matrix. This article proposes a method which overcomes both of these challenges: by working directly on the power spectrum, we avoid a numerically unstable inversion, and we develop a new unbiasing procedure which yields an unbiased estimator of the power spectrum of the hidden signal; we refer to this unbiasing procedure as inversion unbiasing. To achieve this we assume explicit knowledge of the dilation distribution instead of knowledge of the first few moments. To illustrate inversion unbiasing, it is helpful to define the following model in which signals are randomly translated and dilated, but not corrupted by additive noise.

**Model 3 (Dilation MRA data model).** The dilation MRA data model consists of $M$ independent observations of a compactly supported, real-valued signal $f \in L^2(\mathbb{R})$: 
$$y_j(x) = f \left((1 - \tau_j)^{-1}(x - t_j)\right), \quad 1 \leq j \leq M.$$ 

In addition, we assume (i)-(iii) of Model 2.

Since Model 2 lacks additive noise, it can in fact be trivially solved by first estimating $\|f\|_2$, and then dilating any observed signal to have the right norm (for further details see [37]). We use Model 3 to build a theory to solve Model 2 but note it is not of independent interest.

**Remark 1.** The box size in Models 1-3 is arbitrary; more generally, the signals may be supported on any finite interval $[-N, N]$. All results still hold with $\sigma \sqrt{N}$ replacing $\sigma$.

The remainder of the article is organized as follows. Section II motivates inversion unbiasing by first considering the infinite sample size case. Section III presents our main results for solving Models 2 and 3 in the finite sample regime. Section IV discusses how inversion unbiasing is implemented via an optimization algorithm. Section V reports simulation results testing the performance of inversion unbiasing. Section VI concludes the article and summarizes future research directions.

**A. Notation**

Let $f_j(x) = f \left((1 - \tau_j)^{-1}(x - t_j)\right)$ denote the $j$th signal which is dilated by $1 - \tau_j$. We note that $\hat{f}_j(\omega) = (1 - \tau_j)\hat{f}(1 - \tau_j)\omega)$. We get $g = Pf$, and for Models 2 and 3 we define 
$$g_\eta(\omega) := \mathbb{E}_\tau \left[ (Pf_j)(\omega) \right].$$ 

Note for Model 2 it is easy to show that 
$$g_\eta(\omega) = \mathbb{E}_\tau,\epsilon \left[ (Py_j)(\omega) - \sigma^2 \right];$$ 
see for example Proposition 3.1 in [37]. We also define the following constants which depend on $\eta$: 
$$C_0 = \frac{(1 - \sqrt{3}\eta)}{(1 + \sqrt{3}\eta)}, \quad C_1 = 2\sqrt{3}\eta, \quad C_2 = \frac{1}{1 + \sqrt{3}\eta},$$ 
and we let $(L_C g)(\omega) = C^a g(C\omega)$ be a dilation operator. We use $a^*$ to denote the complex conjugate of $a$. Finally, $a = O(b)$ denotes $a \leq C b$ for an absolute constant $C$.

**II. INFINITE SAMPLE ESTIMATE**

To motivate our finite sample procedure, we first consider how to define an unbiased estimator in the infinite sample limit. We can recover $Pf$ from $g_\eta$, as stated in the following Proposition.
Proposition 1. Assume $Pf \in C^0(\mathbb{R})$ and $g_\tau$ as defined in \cite{1}. Then for $\omega \neq 0$:

\[
(Pf)(\omega) = (I - L_{C_0})^{-1}C_1L_{C_2}(3g_\tau(\omega) + \omega g'_\tau(\omega)),
\]

where $C_0$, $C_1$, $C_2$ are as defined in \cite{3}.

Proof of Proposition. Since $\tau$ has a uniform distribution with variance $\eta^2$, the pdf of $\tau$ has form $p_\tau = \frac{1}{\sqrt{2\pi}\eta} \mathbb{1}[-\sqrt{3}\eta, \sqrt{3}\eta]$. Thus:

\[
g_\tau(\omega) := \mathbb{E}_\tau[(1 - \tau)^2 g((1 - \tau)\omega)] = \int (1 - \tau)^2 g((1 - \tau)\omega) p_\tau(\tau) \, d\tau = \frac{1}{\sqrt{2\pi} \eta} \int_{-\sqrt{3}\eta}^{\sqrt{3}\eta} (1 - \tau)^2 g((1 - \tau)\omega) \, d\tau \leq \frac{1}{\sqrt{2\pi} \eta} \int_{-\sqrt{3}\eta}^{\sqrt{3}\eta} (1 - \sqrt{3}\eta)^2 g((1 - \sqrt{3}\eta)\omega) \, d\tau;
\]

where we have applied the change of variable $\tilde{\tau} = (1 - \tau)\omega$, $d\tilde{\tau} = -\frac{1}{\omega} \omega \, d\tau$. Letting $h(x) = x^2 g(x)$ and $H(x)$ an antiderivative of $h$, by the Fundamental Theorem of Calculus we thus obtain:

\[
2\sqrt{3} \eta \omega^3 g_\tau(\omega) = \int_{-\sqrt{3}\eta}^{\sqrt{3}\eta} \tilde{\tau}^2 g(\tilde{\tau}) \, d\tilde{\tau} = \int_{-\sqrt{3}\eta}^{\sqrt{3}\eta} \omega^3 h(\tilde{\tau}) \, d\tilde{\tau} = H((1 + \sqrt{3}\eta)\omega) - H((1 - \sqrt{3}\eta)\omega).
\]

Differentiating with respect to $\omega$ yields:

\[
2\sqrt{3} \eta (3\omega^2 g_\tau(\omega) + \omega^2 g'_\tau(\omega)) = (1 + \sqrt{3}\eta) h((1 + \sqrt{3}\eta)\omega) - (1 - \sqrt{3}\eta) h((1 - \sqrt{3}\eta)\omega),
\]

and dividing by $\omega^2$ gives:

\[
2\sqrt{3} \eta (3g_\tau(\omega) + \omega g'_\tau(\omega)) = (1 + \sqrt{3}\eta)^3 g((1 + \sqrt{3}\eta)\omega) - (1 - \sqrt{3}\eta)^3 g((1 - \sqrt{3}\eta)\omega).
\]

Applying the dilation operator $L_{C_2}$ then gives:

\[
C_1L_{C_2}(3g_\tau(\omega) + \omega g'_\tau(\omega)) = g(\omega) - \frac{1}{1 + \sqrt{3}\eta} g\left(\frac{1 - \sqrt{3}\eta}{1 + \sqrt{3}\eta}\right) \omega = (I - L_{C_0})g.
\]

Since $C_0 < 1$, the series $I + L_{C_0} + L_{C_0}^2 + L_{C_0}^3 + \ldots$ converges, and $I - L_{C_0}$ is invertible. We thus obtain:

\[
g = (I - L_{C_0})^{-1}C_1L_{C_2}(3g_\tau(\omega) + \omega g'_\tau(\omega)),
\]

which proves the proposition.

III. Finite Sample Estimates

Since we are only given a finite sample, we do not have access to $g_\tau$, but for large $M$, $g_\tau$ is well approximated by:

\[
\bar{g}_\tau(\omega) := \frac{1}{M} \sum_{j=1}^{M} (Pf_j)(\omega).
\]

For dilation MRA, $\bar{g}_\tau$ can be computed exactly, and we describe the resulting estimator in Section III-A. For noisy dilation MRA, $\bar{g}_\tau$ cannot be computed exactly due to the additive noise, but an unbiased estimator can still be defined as described in Section III-B.

A. Results for Dilation MRA

Motivated by Propositions \cite{1} we define the following estimator for dilation MRA:

\[
(\tilde{P}f)(\omega) := (I - L_{C_0})^{-1}C_1L_{C_2}(3\bar{g}_\tau(\omega) + \omega \bar{g}'_\tau(\omega)),
\]

where $\bar{g}_\tau$ is as defined in \cite{6}. We note that in practice one does not have a closed form formula for applying $(I - L_{C_0})^{-1}$, but $(\tilde{P}f)(\omega)$ can be obtained by solving the following convex optimization problem:

\[
\arg \min \| (I - L_{C_0})\bar{g} - C_1L_{C_2}(3\bar{g}_\tau(\omega) + \omega \bar{g}'_\tau(\omega)) \|^2.
\]

We describe this optimization procedure in detail in Section IV but first we analyze the statistical properties of the estimator $(\tilde{P}f)(\omega)$. The key quantity we bound is the mean squared error (MSE) $\mathbb{E}[\| Pf - \tilde{P}f \|^2]$. The following lemma establishes that when $\bar{g}_\tau, \tilde{g}_\tau$ are good approximations of $g_\tau, \tilde{g}_\tau$, $\tilde{P}f$ is a good approximation of $Pf$, so we can reduce the problem to controlling $\bar{g}_\tau, \tilde{g}_\tau$.

Lemma 1. Assume Model \cite{2} Pf $\in C^1(\mathbb{R})$, and the estimator $(\tilde{P}f)(\omega)$ defined in \cite{7}. Then:

\[
\| Pf - \tilde{P}f \|^2 \lesssim \| g_\tau - \tilde{g}_\tau \|^2 + \| \omega(g'_\tau(\omega) - \bar{g}'_\tau(\omega)) \|^2.
\]

Proof. From Proposition \cite{1} and \cite{7}:

\[
Pf - \tilde{P}f =
(I - L_{C_0})^{-1}C_1L_{C_2} \left[3(g_\tau - \tilde{g}_\tau) + \omega(g'_\tau(\omega) - \bar{g}'_\tau(\omega)) \right].
\]

Letting $\| \cdot \|_n$ denote the spectral norm, we thus obtain:

\[
\| Pf - \tilde{P}f \|_2 \leq C^1 \| (I - L_{C_0})^{-1} \|_2 \| L_{C_2} \|_2 \times \| 3(g_\tau - \tilde{g}_\tau) + \omega(g'_\tau(\omega) - \bar{g}'_\tau(\omega)) \|_2
\leq 2C^1 \| (I - L_{C_0})^{-1} \|_2 \| L_{C_2} \|_2 \times (9\| g_\tau - \tilde{g}_\tau \|_2^2 + \| \omega(g'_\tau(\omega) - \bar{g}'_\tau(\omega)) \|_2^2).
\]

We first observe that $\| L_{C_0} \|_2 = C^2$ since

\[
\| L_{C_0} g \|_2^2 = \int (C^3 g(C^3 \omega))^2 \, d\omega = \int C^6 g(\omega)^2 \frac{d\omega}{C^3} \text{ for } \omega = C^3 \omega
= C^6 \| g \|_2^2.
\]

Thus

\[
\| Pf - \tilde{P}f \|_2 \leq D \| g_\tau - \tilde{g}_\tau \|_2^2 + \| \omega(g'_\tau(\omega) - \bar{g}'_\tau(\omega)) \|_2^2.
\]

Since $\| g_\tau - \tilde{g}_\tau \|_2^2 = O(1)$, $\| \omega(g'_\tau(\omega) - \bar{g}'_\tau(\omega)) \|_2^2 = O(1)$, we have $\| Pf - \tilde{P}f \|_2 = O(1)$.
so that
\[ 2C_2^2\|(I - L_{C_2})^{-1}\|L_{C_2}\|^2 = O(1)O(\eta^2)O(\eta^{-2}) = O(1) \]
and we obtain
\[ \|Pf - \widetilde{P}f\|^2 \lesssim \|g_0 - \widetilde{g}_0\|^2 \leq \|\omega(g_0' - \widetilde{g}_0'\|_2 \|^2. \]

Lemma [1] thus establishes that to bound \( \mathbb{E}[\|Pf - \widetilde{P}f\|_2^2] \), it is sufficient to bound \( \mathbb{E}[\|g_0 - \widetilde{g}_0\|_2^2] \) and \( \mathbb{E}[\|\omega(g_0' - \widetilde{g}_0')\|_2^2] \). Utilizing Lemma [1] yields the following Theorem, which bounds the MSE of \( \widetilde{P}f \) for dilation MRA. To control higher order terms we define:
\[
(\mathcal{P}f)^k(\omega) := \max_{\xi} |(Pf)^k(\xi)|.
\]
In general for well behaved functions \((\mathcal{P})^k\) and \(g^k\) have the same decay rate; for example, if \(g^k\) is monotonic, \((\mathcal{P})^k(\omega) = g^k(2\omega)\).

**Theorem 1.** Assume Model [3] the estimator \((\widetilde{P}f)(\omega)\) defined in [7], \(Pf \in C^k(\mathbb{R})\), and that \(\omega(\mathcal{P}f)^k(\omega) \in L^2(\mathbb{R})\) for \(k=2,3\). Then:
\[
\mathbb{E}\left[\|Pf - \widetilde{P}f\|_2^2\right] \lesssim \frac{\eta^2}{M}\left(\|\omega(\mathcal{P}f)^2(\omega)\|^2 + \|\omega(\mathcal{P}f)^3(\omega)\|^2 + \|\omega(\mathcal{P}f)^4(\omega)\|^2\right) + r,
\]
where \(r\) is a higher-order term satisfying
\[
r \lesssim \frac{\eta^4}{M}\left(\|\omega(\mathcal{P}f)^2(\omega)\|^2 + \|\omega(\mathcal{P}f)^3(\omega)\|^2 + \|\omega(\mathcal{P}f)^4(\omega)\|^2\right).
\]

**Proof.** By Lemma [1] it is sufficient to bound \(\mathbb{E}[\|g_0 - \widetilde{g}_0\|_2^2] \) and \(\mathbb{E}[\|\omega(g_0' - \widetilde{g}_0')\|_2^2] \). Since
\[
\widetilde{g}_0(\omega) = \frac{1}{M} \sum_{j=1}^M Pf_j(\omega),
\]
we have
\[
(\widetilde{g}_0(\omega) - g_0(\omega))^2 \leq \left(\frac{1}{M} \sum_{j=1}^M (Pf_j(\omega) - g_0(\omega))^2\right) \]
and
\[
\|\omega(g_0' - \widetilde{g}_0')(\omega)\|^2 \leq \left(\frac{1}{M} \sum_{j=1}^M (Pf_j(\omega) - g_0(\omega))^2\right) \]
Let \(X_j = (Pf_j)(\omega) - g_0(\omega) = (Pf_j)(\omega) - \mathbb{E}[(Pf_j)(\omega)]\). Thus because \(\frac{1}{M} \sum_{j=1}^M X_j\) is a centered random variable, we have
\[
\mathbb{E}\left[\left(\frac{1}{M} \sum_{j=1}^M X_j\right)^2\right] = \frac{\mathbb{E}\left[\sum_{j=1}^M X_j\right]}{M} = \frac{\mathbb{E}[X_j]}{M}. \tag{8}
\]
Note that we can write:
\[
X_j = (Pf_j)(\omega) - (Pf)(\omega) + (Pf)(\omega) - \mathbb{E}[(Pf_j)(\omega)] \]
\[
X_j^2 \leq 2(Pf_j)(\omega) - (Pf)(\omega))^2 + 2((Pf)(\omega) - \mathbb{E}[(Pf_j)(\omega)])^2
\]
Since it is easy to check that
\[
\mathbb{E}\left[\left((Pf)(\omega) - \mathbb{E}[(Pf_j)(\omega)]\right)^2\right] \leq \mathbb{E}\left[\left((Pf_j)(\omega) - (Pf)(\omega)\right)^2\right],
\]
we obtain
\[
\mathbb{E}[X_j^2] \leq A\mathbb{E}\left[\left((Pf_j)(\omega) - (Pf)(\omega)\right)^2\right].
\]
Taylor expanding \( (Pf)'((1 - \tau_j)\omega) \) gives:
\[
(Pf)'((1 - \tau_j)\omega) = (Pf)(\omega) + (Pf)'(\omega) \cdot \omega \tau_j \]
\[
\pm \frac{1}{2}(Pf)^{''}(\omega) \cdot \omega^2 \tau_j. \]
Multiplying by \((1 - \tau_j)^2\) and rearranging:
\[
(1 - \tau_j)^2(Pf)'((1 - \tau_j)\omega) - (Pf)(\omega) = (-2\tau_j + \tau_j^2)(Pf)(\omega) + (1 - \tau_j)^2(Pf)'(\omega) \cdot \omega \tau_j \]
\[
\pm \frac{(1 - \tau_j)^2}{2}(Pf)^{''}(\omega) \cdot \omega^2 \tau_j. \]
Utilizing \(\omega + \omega - c \leq d < a + b + c \implies d^2 \lesssim a^2 + b^2 + c^2\), we square and take expectation to obtain
\[
\mathbb{E}\left[\left((Pf_j)(\omega) - (Pf)(\omega)\right)^2\right] \]
\[
\lesssim \left(\left((Pf)(\omega)\right)^2 + \left(\omega(Pf)'(\omega)^2\right)^2 + \left(\omega^2(Pf)^{''}(\omega)^2\right)^2\right) \eta^2.
\]
Thus
\[
\mathbb{E}[X_j^2] \leq \frac{\eta^2}{M}\left(\left((Pf)(\omega)\right)^2 + \left(\omega(Pf)'(\omega)^2\right)^2 + \left(\omega^2(Pf)^{''}(\omega)^2\right)^2\right) \eta^2.
\]
Utilizing [8], we obtain
\[
\mathbb{E}\left[\left(\widetilde{g}_0(\omega) - g_0(\omega)\right)^2\right] \lesssim \frac{\eta^2}{M}\left(\left((Pf)(\omega)\right)^2 + \left(\omega(Pf)'(\omega)^2\right)^2 + \left(\omega^2(Pf)^{''}(\omega)^2\right)^2\right) \eta^2.
\]
so that
\[
\mathbb{E}\left[\left(\widetilde{g}_0(\omega) - g_0(\omega)\right)^2\right] \lesssim \frac{\eta^2}{M}\left(\left((Pf)(\omega)\right)^2 + \left(\omega(Pf)'(\omega)^2\right)^2 + \left(\omega^2(Pf)^{''}(\omega)^2\right)^2\right) \eta^2.
\]
We now bound \(\mathbb{E}\left[\left(\omega(g_0' - \widetilde{g}_0')(\omega)\right)^2\right]\). Letting \(g_j = Pf_j\), we have
\[
\omega(g_j'(\omega) - \omega g_j'(\omega)) = \frac{1}{M} \sum_{j=1}^M \omega(g_j'(\omega) - \omega g_j'(\omega)) = \frac{1}{M} \sum_{j=1}^M Z_j
\]
where
\[ Z_j = \omega g_j'(\omega) - \omega g_j'(\omega) \]
We note \(\mathbb{E}[Z_j] = 0\), and a similar argument as the one applied to \(X_j\) gives
\[
Z_j^2 \leq 2(\omega g_j'(\omega) - \omega g_j'(\omega))^2 + 2(\omega g_j'(\omega) - \omega g_j'(\omega))^2
\]
\[
\mathbb{E}[Z_j^2] \leq 4\mathbb{E}\left[\left(\omega g_j'(\omega) - \omega g_j'(\omega)\right)^2\right].
\]
Taylor expanding \( (Pf)'((1 - \tau_j)\omega) \) gives:
\[
(Pf)'((1 - \tau_j)\omega) = (Pf)'(\omega) + (Pf)'(\omega) \cdot \omega \tau_j \]
\[
\pm \frac{1}{2}(Pf)^{''}(\omega) \cdot \omega^2 \tau_j. \]
Since \(\omega g_j'(\omega) = \omega(Pf_j)'(\omega) = (1 - \tau_j)^3\omega(Pf_j)'(\tau_j)\omega\), we multiply by \((1 - \tau_j)^3\omega\) to obtain:
\[
\omega(Pf_j)'(\omega) = (1 - \tau_j)^3\omega(Pf_j)'(\omega) + \tau_j(1 - \tau_j)^3\omega^2(Pf_j)'(\omega)
\]
\[
\pm \frac{1}{2}(1 - \tau_j)^3\omega^3(Pf)^{''}(\omega) \]
Rearranging:
\[
\omega(Pf_j)'(\omega) - \omega(Pf)'(\omega) = (3\tau_j + 3\tau_j^2 - \tau_j^3)\omega(Pf)'(\omega) + \tau_j(1 - \tau_j)^3\omega^3(Pf)''(\omega) + \frac{1}{2}\tau_j^2(1 - \tau_j)^3\omega^3(Pf)'''(\omega).
\]

Squaring and taking expectation:
\[
E\left[(\omega g_j'(\omega) - \omega g'(\omega))^2\right] \approx [\omega(Pf)'(\omega)]^2 \eta^2 + [\omega^2(Pf)''(\omega)]^2 \eta^2 + [\omega^3(Pf)'''(\omega)]^2 \eta^4.
\]

Having bounded var \(Z_j\), an identical argument as the one used to control \(E\left[\|g_\eta - \tilde{g}_\eta\|^2\right]\) gives
\[
E\left[\|\omega g_j'(\omega) - \omega \tilde{g}_j'(\omega)\|^2\right] \lesssim \eta^2 \left(\|\omega(Pf)'(\omega)\|^2 + \|\omega^2(Pf)''(\omega)\|^2 + \|\omega^3(Pf)'''(\omega)\|^2 \eta^2\right),
\]
which proves the Theorem.

Figure 2 illustrates how much is gained from inversion unaliasing for a specific high frequency signal: the mean power spectrum under Model 3 is greatly perturbed due to large dilations, but \(\tilde{Pf}\) is still an accurate approximation of \(Pf\). Although in general a signal is not uniquely defined by its power spectrum, if \(\hat{f}\) is real and positive as in Figure 2, \(\tilde{Pf}\) remains an accurate approximation of \(Pf\).

Fig. 2: Power spectrum estimation and signal recovery for high frequency Gabor signal \(f_3(x) = C_3 \exp^{-5x^2} \cos(32x)\) under Model 3 with \(\eta = 12^{-1/2}\) and \(M = 100,000\). The mean power spectrum \(\tilde{g}_\eta\) is greatly perturbed from the target power spectrum \(Pf\), but applying inversion unaliasing to \(\tilde{g}_\eta\) yields an approximation \(\tilde{Pf}\) which is quite close to \(Pf\) (see Figure 2d).

Figure 2a shows the target signal, and Figures 2b, 2c show the target signal approximations obtained by inverting \(\tilde{g}_\eta, \tilde{Pf}\).

B. Results for Noisy Dilation MRA

Solving noisy dilation MRA presents several additional challenges which are lacking in dilation MRA. First of all, the MSE can only be controlled on a finite interval due to the additive noise. We thus restrict to a finite frequency interval, i.e. \(E[\|Pf - \tilde{Pf}\|^2_{L^2(\Omega)}]\). We note the residual error from working on \(\Omega\) decays to zero as \(|\Omega|\to\infty\). In addition, in any numerical implementation one is always restricted to a finite frequency interval.

Another challenge is that one does not have direct access to \(\tilde{g}_\eta\); rather one only has access to
\[
\frac{1}{M} \sum_{j=1}^{M} Pf_j \sim \sigma^2 = \tilde{g}_\eta + \tilde{g}_\sigma
\]
where
\[
\tilde{g}_\sigma := \frac{1}{M} \sum_{j=1}^{M} \tilde{f}_j \tilde{c}_j + \tilde{f}_j \tilde{c}_j + P\epsilon_j - \sigma^2.
\]

Although the compact support of the hidden signal guarantees the smoothness of \(\tilde{g}_\eta, \tilde{g}_\sigma\) is not smooth due to the additive noise. To extend the unbiasing procedure of Section III-A to the additive noise context, it is thus necessary to smooth the noisy power spectra. We thus compute \((\tilde{g}_\eta + \tilde{g}_\sigma) \ast \phi_L\) where
\[
\phi_L(\omega) = (2\pi L^2)^{-\frac{1}{2}} e^{-\frac{x^2}{2\pi^2}}
\]
is a Gaussian filter with width \(L\), and then define the following estimator:
\[
\langle \tilde{Pf}(\omega) \rangle := (I - L_{C_0})^{-1} C_1 L_{C_2} [\hat{\tilde{g}}(\tilde{g}_\eta + \tilde{g}_\sigma) \ast \phi_L(\omega) + \omega((\tilde{g}_\eta + \tilde{g}_\sigma) \ast \phi_L)'(\omega)].
\]

As \(M \to \infty\) and \(L \to 0\), (9) is an unbiased estimator of \(Pf\). To quantify how the error of the estimator depends on \(L\), we need the following two lemmas.

Lemma 2. Let \(h \in L^2(\mathbb{R})\) and assume \(|\hat{h}(\omega)|\) decays like \(|\omega|^{-\alpha}\) for some integer \(\alpha \geq 1\). Then for \(L\) small enough:
\[
\|h - h \ast \phi_L\|^2_{L^2} \lesssim \|h\|^2_{L^4} + L^{4\alpha/(2\alpha-1)}.
\]

Proof. The proof of Lemma 2 is given in Appendix A.

Lemma 3. Let \(x h(x) \in L^2(\mathbb{R})\) and assume \(|\hat{h}(\cdot)(\omega)|\) decays at least like \(|\omega|^{-\alpha}\) for some integer \(\alpha \geq 1\). Then for \(L\) small enough:
\[
\|x h - x h \ast \phi_L\|^2_{L^2} \lesssim (L^3\|h\|^2_{L^2}) \wedge (L^4\|h\|^2_{L^2}) + \|x h\|^2_{L^2} L^4 + L^{4\alpha/(2\alpha-1)}.
\]

Proof. The proof of Lemma 3 is given in Appendix B.
Theorem 2. Assume Model 2, the estimator \((\hat{P}f)(\omega)\) defined in (2), \(Pf \in C^3(\mathbb{R})\), and that \(\omega^k(\mathcal{P}f)^{(k)}(\omega) \in L^2(\mathbb{R})\) for \(k = 2, 3\). Then

\[
\mathbb{E} \left[ \|Pf - \hat{P}f\|_{L^2(\Omega)}^2 \right] \leq C_f, \Omega \left( \frac{n^2}{M} + L^4 + \frac{\sigma^2}{L^2 M} \right).
\]

Proof. From Proposition 1 and a proof similar to Lemma 1

\[
\|Pf - \hat{P}f\|_{L^2(\Omega)}^2 \leq \|g_\eta + \omega g_\sigma(\omega) - (\hat{g}_\eta + \omega \hat{g}_\sigma) \phi_L \|_{L^2(\Omega)}^2
\]

By the triangle inequality

\[
\|Pf - \hat{P}f\|_{L^2(\Omega)}^2 \leq \delta g_\eta - \hat{g}_\eta \phi_L \|_{L^2(\Omega)}^2 + \omega g_\sigma(\omega) - (\hat{g}_\eta + \omega \hat{g}_\sigma) \phi_L \|_{L^2(\Omega)}^2
\]

From the proof of Theorem 1

\[
\mathbb{E}[(A)] \leq \frac{n^2}{M} \left( \|Pf\|^2 + \|Pf\|^2 \|Pf\|^2 + \|\omega(Pf)'\|^2 + \|\omega\|^2 \|Pf\|^2 \right) + r,
\]

where \(r = C_f n^4/M\) for a constant \(C_f\) depending on \(f\). It remains to control (B). We have

\[
(B) \leq \|g_\eta - \hat{g}_\eta \phi_L \|_{L^2(\Omega)}^2 + \|\omega g_\sigma \phi_L \|_{L^2(\Omega)}^2
\]

We control (I) with Lemma 2 and (II) with Lemma 3, noting that both cases \(\alpha\) can be chosen arbitrarily large since the signals have compact support. By Lemma 2

\[
(I) = \|g_\eta - \hat{g}_\eta \phi_L \|_{L^2(\Omega)}^2 \leq L^4 \|g_\eta\|^2 \leq L^4 \|Pf\|^2
\]

since \(\|Pf\|_2 = (1 - \tau_j)^\gamma \|Pf\|_2 \leq (\frac{3}{2})^2 \|Pf\|_2\). By Lemma 3

\[
(II) = \|\omega g_\sigma \phi_L \|_{L^2(\Omega)}^2 \leq L^4 \|\omega g_\sigma\|^2 + \|\omega g_\sigma\|_2^2 + L^4
\]

For (III), note that by Young's Convolution Inequality

\[
\|g_\sigma \phi_L \|_{L^2(\Omega)}^2 \leq \|\phi_L\|_{L^2(\Omega)} \cdot \|g_\sigma\|_{L^2(\Omega)}
\]

such that \(\|g_\eta\|_{L^2(\Omega)} \leq \|\phi_L\|_{L^2(\Omega)}\),

\[
\leq \left( \frac{1}{M} \sum_{j=1} M \tilde{f}_j \frac{\tilde{c}_j^2}{2} \right) + \left( \frac{1}{M} \sum_{j=1} M Pe_j - \sigma^2 \right)^2
\]

We have

\[
\mathbb{E} \left[ \left( \frac{1}{M} \sum_{j=1} M \tilde{f}_j \frac{\tilde{c}_j^2}{2} \right) \right] = \int \mathbb{E} \left( \left( \frac{1}{M} \sum_{j=1} M \tilde{f}_j \omega\tilde{c}_j^2(\omega) \right)^2 \right) d\omega
\]

which implies

\[
\mathbb{E} \left[ \|Pf - \hat{P}f\|_{L^2(\Omega)}^2 \right] \leq C_f, \Omega \left( \frac{n^2}{M} + \frac{\sigma^2}{L^2 M} \right).
\]

The proof is complete.

Remark 2. The inversion unbiased procedure can also be directly applied to the wavelet-based features \((Sy)(\lambda) = y * \psi_\lambda\|^2\), where \(\psi_\lambda(x) = \sqrt{\lambda}\psi(\lambda x)\) is a wavelet with frequency \(\lambda\), proposed in [37] for solving Model 2. Because these features are smooth by design, no additional smoothing is necessary, and when \(\sigma \geq 1\) this will yield an estimator \(\hat{S}f\) with error

\[
\mathbb{E} \left[ \|\hat{S}f - \hat{S}f\|_{L^2(\Omega)}^2 \right] \leq C_f, \Omega \left[ \frac{n^2}{M} + \frac{\sigma^2}{M} \right].
\]
The additive noise convergence rate for the wavelet-based features is slightly better than the convergence rate for the perfect data term. In the infinite sample limit, one has access to the perfect data term. In practice, applying inversion unbiasing directly to the power spectrum yielded a lower error in our numerical experiments.

IV. Optimization

To actually compute the estimator \( \tilde{g} \), one must apply the inverse operator \((I - L_{C_0})^{-1}\). A simple formula for this inversion is unavailable; however it is straightforward to compute the estimators by solving a convex optimization problem. In the infinite sample limit, one has access to the perfect data term, one has access to the perfect data term.

We first compute

\[
\frac{\int (2A\tilde{g}(\omega) - C_1L_{C_2}d(\omega))}{2} \text{d}\omega.
\]

We thus have

\[
\nabla_i \mathcal{L}(\tilde{g}, \tilde{\eta}) = 2A^*(A\tilde{g} - C_1L_{C_2}d)
\]

\[
\nabla_\eta \mathcal{L}(\tilde{g}, \tilde{\eta}) = \int 2(A\tilde{g}(\omega) - C_1L_{C_2}d(\omega)) \frac{\partial}{\partial \eta}(A\tilde{g}(\omega) - C_1L_{C_2}d(\omega)) \text{d}\omega.
\]

Since as demonstrated in the previous section \(A\tilde{g} = C_1L_{C_2}d\) when \(\eta = \eta\), \(\nabla_i \mathcal{L}(g, \eta) = \nabla_\eta \mathcal{L}(g, \eta) = 0\), and \((g, \eta)\) is a critical point of \(\mathcal{L}\). We now show \((g, \eta)\) is the only critical point.

Assume \((\tilde{g}, \tilde{\eta})\) is a critical point. Then \(2A^*(A\tilde{g} - C_1L_{C_2}d) = 0\). Since \(C_0 < 1\), \(A = I - L_{C_2}\) is invertible as was previously argued; thus its adjoint \(A^*\) is also invertible, and \(A\tilde{g} = C_1L_{C_2}d\) in \(L^2\). Since \(L_{C_2}\) is a dilation operator and thus invertible, \(B_\eta\tilde{g} = d\) in \(L^2\), where \(B_\eta = C_1^{-1}L_{C_2}A = C_1^{-1}L_{C_2}(I - L_{C_0})\). Next we show that if \(B_\eta\tilde{g} = B_\eta g\) in \(L^2\), we must have \((\tilde{g}, \tilde{\eta}) = (g, \eta)\). It is easy to check from our definition of \(C_0, C_1, C_2\) that

\[
(B_\eta\tilde{g})(\omega) = \frac{(1 + \sqrt{3}i)^3}{2\sqrt{3}i} \tilde{g} \left(1 + \sqrt{3}i\omega\right)
\]

and similarly for \((B_\eta g)(0)\). Since the functions are equal in \(L^2\) and continuous, we must have

\[
(3 + 3\eta^2) \tilde{g}(0) = [3 + 3\eta^2] g(0).
\]

In addition \((B_\eta\tilde{g})''(0)\) satisfies

\[
(B_\eta\tilde{g})''(0) = \frac{1}{2\sqrt{3}i} \left(1 + \sqrt{3}i\right)^5 - (1 - \sqrt{3}i)^3 \tilde{g}(0)
\]

and similarly for \((B_\eta g)''(0)\). Again since the functions are equal in \(L^2\) and continuously differentiable, we must have

\[
(5 + 30\eta^2) \tilde{g}''(0) = (5 + 30\eta^2) g''(0).
\]

So

\[
\tilde{g}(0) = K_1 g(0)
\]

\[
\tilde{g}''(0) = K_2 g''(0)
\]

for constants \(K_1, K_2 > 0\) depending on \(\tilde{\eta}, \eta\). We conclude we must have \(K_1 = K_2\). So

\[
K_1 = K_2 \iff 3 + 3\eta^2 = 5 + \frac{30\eta^2 + 9\eta^4}{3 + 3\eta^2} = 5 + \frac{30\eta^2 + 9\eta^4}{3 + 3\eta^2} \iff [3 + 3\eta^2] (5 + 30\eta^2 + 9\eta^4) = (3 + 3\eta^2)(5 + 30\eta^2 + 9\eta^4).
\]

Since \(\tilde{\eta} = \eta\) is the only real, positive solution of the above, we conclude \(\tilde{\eta} = \eta\). Thus \(B_\eta g = B_\eta \tilde{g}\). Since \(B_\eta\) is invertible, we conclude that \(\tilde{g} = g\), and the Proposition is proved. \(\square\)
In practice one only has access to the finite sample data term and loss function:
\[ \hat{d}(\omega) := 3(\hat{g}_\eta + \hat{g}_\omega) * \phi_L(\omega) + \omega \left( \hat{g}_\eta + \hat{g}_\omega \right) * \phi'_L(\omega) \]
\[ \hat{L}(\hat{g}, \hat{\eta}) := \| \left( I - L_{C_0}(\hat{\eta}) \right) \hat{g} - C_1(\hat{\eta})L_{C_2}(\hat{d}) \|^2, \]
and the estimator \( \hat{\hat{g}} \) is computed by minimizing \( \hat{\hat{L}} \). However, as \( M \to \infty \), Proposition \( \ref{prop:optimal} \) guarantees the optimization procedure has a unique critical point and is thus well behaved. However for finite \( M \), the optimization can be delicate: since \( \hat{\hat{L}}(\hat{g}, 0) = 0 \) for any \( \hat{g} \), there is a large plateau defined by \( \eta = 0 \) were loss values are small even for \( \hat{g} \) very far from \( Pf \). It thus becomes necessary to constrain \( \eta \) to be bounded away from 0; Section \( \ref{sec:simulation} \) describes specific implementation details.

**Remark 3.** If \( \eta \) is known so the optimization is just over \( g \), the optimization is convex.

**Remark 4.** In practice we define \( \hat{p} = \sqrt{g} \), optimize over \( \hat{p} \) to obtain the optimal \( p \), and then define \( g = p^2 \); such a procedure ensures \( g \) is nonnegative without constraining \( \hat{g} \) in the optimization. Note to implement the minimization of \( \hat{\hat{L}}(\hat{g}, \hat{\eta}) \), one needs to compute \( \hat{A^*} \) for the operator \( A = I - L_{C_0} \). A straightforward calculation shows \( \hat{A^*} h(\omega) = h(\omega) - C_0^2 \hat{h} \left( \frac{\omega}{C_0} \right) \).

V. SIMULATION RESULTS

In this section we investigate the proposed inversion unbiased procedure on the following collection of synthetic signals which capture a variety of features:

\[ f_1(x) = C_1 \exp^{-5x^2} \cos(8x) \]
\[ f_2(x) = C_2 \exp^{-5x^2} \cos(16x) \]
\[ f_3(x) = C_3 \exp^{-5x^2} \cos(32x) \]
\[ \hat{f}_4(\omega) = C_4 \left[ \text{sinc}(0.2(\omega - 32)) + \text{sinc}(0.2(-\omega - 32)) \right] \]
\[ f_5(x) = C_5 \exp^{-0.04x^2} \cos(30x + 1.5x^2) \]
\[ \hat{f}_6(\omega) = C_6 \left[ \text{sinc}(\omega \in [-38, 32]) + \text{sinc}(\omega \in [32, 38]) \right] \]
\[ f_7(\omega) = C_7 \left[ \text{zigzag}(0.2(\omega + 40)) + \text{zigzag}(0.2(\omega + 40)) \right]^{1/2} \]
\[ f_8(x) = 0 \]

The hidden signals were defined on \( [-N/4, N/4] \) and the corresponding noisy signals on \( [-N/2, N/2] \). The signals were sampled at rate \( 1/2^4 \), resolving frequencies in the interval \( [-2^4 \pi, 2^4 \pi] \); \( N = 2^9 \) and \( \ell = 5 \) were used for all simulations. As indicated above, \( f_4, f_5, f_7 \) were sampled directly in the frequency domain, while the rest were sampled in the spatial domain. The normalization constants \( C_i \) were chosen so that all signals would have the same SNR for a fixed additive noise level, specifically \( \text{SNR}^{-1} = \sigma^2 \), where \( \text{SNR} = \left( \frac{1}{N} \int_{-N/2}^{N/2} |f(x)|^2 \, dx \right) / \sigma^2 \).

The Gabors \( f_1 - f_5 \) are smooth with a fast decay in both space and frequency; \( f_4 \) is discontinuous in space, with a smooth but slowly decaying FT; \( f_5 \) is a linear chirp with a non-constant instantaneous frequency; \( f_6 \) is discontinuous in frequency; \( f_7 \) is continuous but not smooth in frequency. The zero signal was included to investigate the effect of the inversion unbiasing procedure when applied directly to

Fig. 3: Error decay with standard error bars for Model\[ \text{(oracle moment estimation). All plots show relative L}^2 \text{error and have the same axis limits, except Figure } \ref{fig:psd} \text{ which shows absolute error. Reported slopes were computed by linear regression on the right half of the plot, i.e. for } 12 \leq \log_2(M) \leq 20.\]
additive noise, i.e. in the absence of any signal. We investigate the ability of inversion unbiasing to solve Model 2 in the challenging regime of both low SNR and large dilations. Specifically we choose SNR = $\frac{1}{2}$ and $\tau$ uniform on $[-\frac{1}{2}, \frac{1}{2}]$ (thus $\sigma = \sqrt{2}$ and $\eta = 12^{-1/2} \approx 0.2887$). For comparison, the simulations in [3] were restricted to $\eta \leq 0.12$.

We first assume oracle knowledge of the additive noise and dilation variances $\sigma^2, \eta^2$. We let $M$ increase exponentially from 16 to 1,048,576, and for each value of $M$ we run 10 simulations of Model 2 and compute $\tilde{P}f$ as given in (9). The width of the Gaussian filter $L$ is chosen as in Corollary 1 and the inversion operator is applied by solving a convex optimization problem as described in Section IV. For each simulation, the relative error of the resulting power spectrum estimator is computed as

$$\text{Error} := \frac{\| Pf - \tilde{P}f \|_2}{\| Pf \|_2},$$

and the mean error is then computed across simulations. Figure 3 shows the decay of the mean error as the sample size $M$ increases. All signals exhibit a linear error decay in the log-log plots; as the error decay does not plateau, the simulations confirm that $\tilde{P}f$ is an unbiased estimator of $Pf$ as shown in Theorem 2 and Corollary 1.

More specifically, for signals with a smooth power spectrum $(f_1, \ldots, f_5, f_6)$, Corollary 1 predicts that the error should decay like $M^{-1/3}$, i.e. we would expect to observe a slope of $-1/3$ in the log-log plots. In practice the error decay is slightly slower, with a slope of about $-1/4$ for the smooth signals. There are two reasons for the small mismatch between the theory and simulations. First of all, Lemmas 2 and 3 are based on Taylor expansions about $L = 0$, and so the decay rates in terms of $L$ are only sharp for $L$ small enough; the decay rate is slightly worse in the range of $L$ values used in our simulations; see Figure 4a. In practice when the continuous theory is implemented on a computer, one can never take $L$ smaller than the discrete frequency resolution. Secondly, the proof of Theorem 2 applies Young’s Convolution Inequality to control the additive noise terms, but simulations indicate that the actual decay rate of the additive noise terms is smaller than the upper bound for the simulation range of $M$ values. See Figure 4b, as $M \to \infty$, the decay rates do converge.

For the non-smooth signals, recall that $f_7$ has a power spectrum which is continuous but not differentiable while $f_6$ has a discontinuous power spectrum. The decay rate of $f_7$ matches that of the smooth signals, but $Pf_7 \notin C^1(\mathbb{R})$, indicating that perhaps $Pf \in C^3(\mathbb{R})$ is not required to achieve the rate in Theorem 2 but an artifact of the proof technique. We note the infinite sample result (Proposition 1) holds under the much milder assumption $Pf \in C^0(\mathbb{R})$. In practice, the decay rate seems to be driven by the $\alpha$ appearing in Lemma 2 for $f_6$. Lemma 2 would apply with $\alpha = 1$ to give an error decay like $\sqrt{L}$ and a predicted slope of $-1/12 = -0.083$; we
observe $-0.1071$ in Figure 5. We next investigate the ability of inversion unbiasing to solve Model 2 without oracle knowledge of the variances $\sigma^2, \eta^2$. The additive noise level can be reliably estimated from the signal tails. Estimating $\eta$ is more complex and we implement a joint optimization procedure to simultaneously learn $\eta$ and $P_f$. The optimization to learn $\eta$ must be constrained since $\eta = 0$ minimizes the loss function (recall Proposition 2 only applies to $\eta > 0$); $\eta$ is thus constrained to lie in the interval $[0.05, 0.40]$ and we initialize $\eta$ on a course grid ranging from 0.10 to 0.35. For each initialization, the learned $\eta$ value is recorded; a set of candidate $\eta$ values is obtained by discarding learned $\eta$ values which are close to the boundary, and $\eta$ is then selected as the candidate value with the smallest loss. Results are shown in Figure 5 for the signals with smooth power spectra; error decay is similar to the oracle case but more variable. Note $\eta$ cannot be reliably learned with this gradient descent procedure when the power spectrum is not smooth.

VI. CONCLUSION

This article considers a generalization of MRA which includes random dilations in addition to random translations and additive noise. The proposed method has several desirable properties compared with previous work. The bias due to dilations is eliminated (not just reduced as in [37]) as the sample size increases. In addition, the method is numerically stable, as the unbiasing procedure operates directly on the power spectrum, rather than features derived from the power spectrum.

There are many compelling directions for future research. By extending the inversion unbiasing procedure to operate on the bispectrum instead of the power spectrum, full signal recovery should be possible with an additional computational cost. In addition, preliminary work suggests that inversion unbiasing can be extended to a broad class of dilation distributions as long as their underlying density functions are known. Thus innovative methods for robustly learning the dilation distribution are critical for these methods to become competitive for real world applications. Another promising direction is to design a representation which is both translation and dilation invariant, and where the effect of the additive noise can be removed by an averaging procedure. However it remains to be seen whether such a representation exists which is also invertible, i.e. is the hidden signal uniquely defined up to the desired invariants? Once these foundational questions are answered, extensions to 2-dimensional signals are also of interest.

APPENDIX A

PROOF OF LEMMA 2

Proof. Note by assumption there exist constants $C > 0$, $\omega_0 \geq 1$ such that $|\hat{h}(\omega)| \leq C|\omega|^{-\alpha}$ for $|\omega| \geq \omega_0$. Also note that $\hat{\phi}_L(\omega) = e^{-L^2\omega^2/2}$, so that $1 - \hat{\phi}_L(\omega) = \frac{L^2\omega^2}{2} + O(L^3)$ for small $L$. We have:

$$\|h - h \ast \phi_L\|^2 = (2\pi)^{-1} \int |\hat{h}(1 - \hat{\phi}_L)|^2 d\omega$$

$$= \frac{1}{2\pi} \int_{|\omega| < \omega_0} |\hat{h}(\omega)|^2 |1 - \hat{\phi}_L(\omega)|^2 d\omega$$

$$+ \frac{1}{2\pi} \int_{|\omega| \geq \omega_0} C^2 |\omega|^{-2\alpha} |1 - \hat{\phi}_L(\omega)|^2 d\omega$$

$$:= (I) + (II).$$

Note:

$$(I) \leq \int_{|\omega| < \omega_0} |\hat{h}(\omega)|^2 |1 - \hat{\phi}_L(\omega)|^2 d\omega$$

$$\leq 2 \int_{0}^{\omega_0} |\hat{h}(\omega)|^2 \left( \frac{L^2\omega^2}{2} + O(L^3) \right)^2 d\omega$$

$$\leq 2 \left( \frac{L^4 \omega_0^4}{4} + O(L^5) \right) \int_{0}^{\omega_0} |\hat{h}(\omega)|^2 d\omega$$

$$\leq \frac{\omega_0^4}{2} \|h\|^2 L^4 + O(L^5).$$

To control the second term, note

$$(II) \leq 2C^2 \int_{1}^{\infty} \omega^{-2\alpha} \left(1 - e^{-L^2\omega^2/2}\right)^2 d\omega$$

$$= 2C^2 \int_{L}^{\infty} \left( \frac{L}{\omega} \right)^{2\alpha} \left(1 - e^{-\frac{\omega^2}{2}}\right)^2 \frac{d\omega}{L}$$

$$= 2C^2 L^{2\alpha - 1} \int_{L}^{\infty} \omega^{-2\alpha} \left(1 - e^{-\frac{\omega^2}{2}}\right)^2 d\omega.$$ 

Explicit evaluation of the upper bound with a computer algebra system gives:

$\alpha = 1 : \quad C_1 L + O(L^4)$

$\alpha = 2 : \quad C_2 L^3 + O(L^4)$

$\alpha = 3 : \quad C_3 L^4 + O(L^5)$

Also since

$$\frac{d}{d\alpha} \int_{1}^{\infty} \omega^{-2\alpha} \left(1 - e^{-L^2\omega^2/2}\right)^2 d\omega$$

$$= \int_{1}^{\infty} -2 \ln(\omega) \omega^{-2\alpha} \left(1 - e^{-\frac{\omega^2}{2}}\right)^2 d\omega < 0,$$

the upper bound is decreasing in $\alpha$, and we can conclude $(II) \lesssim L^{4\alpha(2\alpha - 1)}$ and the lemma is proved.

APPENDIX B

PROOF OF LEMMA 3

Proof. First observe:

$$\|x(h - h \ast \phi_L)^2 = (2\pi)^{-1} \frac{d}{d\omega} \left( \hat{h} - \hat{\phi}_L \right)^2 \right\|^2$$

$$= (2\pi)^{-1} \left\| \hat{h} - \hat{\phi}_L \right\|^2$$

$$\lesssim \left\| \hat{h} - \hat{\phi}_L \right\|^2 + \left\| \hat{\phi}_L \right\|^2.$$ 

To bound the first term, we apply Lemma 2 to the function $xh$ to obtain,

$$\|\hat{h} - \hat{\phi}_L \|^2 = 2\pi \|xh - (xh) \ast \phi_L\|^2$$

$$\lesssim \|xh\|^2 L^4 + L^{4\alpha(2\alpha - 1)}.$$
To bound the second term, note $\hat{\phi}_e(\omega) = -L^2 \omega e^{-L^2 \omega^2 / 2}$, and that $\|\omega^2 e^{-L^2 \omega^2}\|_\infty = (eL)^{-1}$. Thus

$$\|\hat{\phi}_e L\|_2 = L^4 \int |\hat{h}(\omega)|^2 \omega^2 e^{-L^2 \omega^2} d\omega \leq L^4 \|h\|_2^2.$$ 

Note we could get a higher power for $L$ by

$$\|\hat{h} L\|_2 \leq L^4 \int \omega^2 |\hat{h}(\omega)|^2 d\omega = L^4 \|\omega h\|_2^2 \leq L^4 \|h\|_2^2,$$

which proves the lemma.
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