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Abstract

We resolve the space complexity of linear sketches for approximating the maximum matching problem in dynamic graph streams where the stream may include both edge insertion and deletion. Specifically, we show that for any \( \epsilon > 0 \), there exists a one-pass streaming algorithm, which only maintains a linear sketch of size \( \tilde{O}(n^{2-3\epsilon}) \) bits and recovers an \( n^{\epsilon} \)-approximate maximum matching in dynamic graph streams, where \( n \) is the number of vertices in the graph. In contrast to the extensively studied insertion-only model, to the best of our knowledge, no non-trivial single-pass streaming algorithms were previously known for approximating the maximum matching problem on general dynamic graph streams.

Furthermore, we show that our upper bound is essentially tight. Namely, any linear sketch for approximating the maximum matching to within a factor of \( O(n^\epsilon) \) has to be of size \( n^{2-3\epsilon-o(1)} \) bits. We establish this lower bound by analyzing the corresponding simultaneous number-in-hand communication model, with a combinatorial construction based on Ruzsa-Szemerédi graphs.
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1 Introduction

Massive datasets routinely arise in various application domains such as web-scale graphs and social networks. The space requirement for performing computations on these massive datasets can easily become prohibitively large. A common way of managing the space requirement is to consider algorithms in the streaming model of computation. In this model, formally introduced in the seminal work of [7], an algorithm is allowed to make a single or a few passes over the input while using space much smaller than the input size. We refer the reader to [36] for a survey of classical results in this model.

In recent years, there has been extensive work on design of streaming algorithms for various graph problems, including connectivity, minimum spanning trees, spanners, sparsifiers, matchings, etc. (see the survey by McGregor [34] for a summary of these results). Two types of graph streams are mainly studied in the literature: in the insertion-only model, the stream contains only edge insertion, and in the dynamic model, the stream contains both edge insertion and deletion. The focus of this paper is the dynamic model. The input in this model, called dynamic graph streams, can be defined formally as follows.

**Definition 1 ([6]).** A dynamic graph stream \( S = \langle a_1, a_2, \ldots, a_t \rangle \) defines a multi-graph \( G(V,E) \) on \( n \) vertices \( V = [n] \). Each \( a_k \) is a triple \((i_k,j_k,\Delta_k)\) where \( i_k,j_k \in [n] \) and \( \Delta_k \in \{-1,+1\} \).

The multiplicity of an edge \((i, j)\) is defined to be:

\[
A(i, j) = \sum_{a_k : i_k = i \land j_k = j} \Delta_k
\]

The multiplicity of every edge is required to be always non-negative.

The streaming model where the frequency of every entry is always non-negative is standard for graph problems, and this model is generally referred to as the strict turnstile model in the literature (as opposed to the turnstile model, which allows negative frequencies also). In this paper, we study the maximum matching problem for dynamic graph streams in which the algorithm is only allowed to make a single pass over the stream.

Matchings have received a lot of attention in the graph stream literature [4, 6, 13, 15–18, 21, 22, 26, 27, 30, 33, 40]. We briefly summarize the previous results for adversarially ordered streams. A weaker notion of randomly ordered streams (which is less relevant to our work) is also often considered; for results in this model, we refer the reader to [27, 30] and references therein.

For the problem of recovering a maximum matching in bipartite graphs, a trivial lower bound on the space complexity of any streaming algorithm is \( \Omega(n) \), which is required for just storing the matching edges. Therefore, this problem is usually studied in the semi-streaming model (originally introduced by Feigenbaum et al. [18]), where the algorithm is allowed to use \( O(n \cdot \text{polylog}(n)) \) bits of space. Moreover, no exact algorithm that uses \( o(n^2) \) space can exist [18]. This motivates the study of \( \alpha \)-approximate algorithms that output a matching of size within a multiplicative factor \( \alpha \) of the optimum. For single-pass semi-streaming algorithms in the insertion-only model, the best known approximation factor is 2, which is obtained by simply maintaining a maximal matching during the stream. On the negative side, it is shown by [21, 26] that any streaming algorithm that achieves an approximation factor of better than \( e/(e-1) \) requires the storage of \( n^{1+\Omega(1/\log \log n)} \) bits. For dynamic graph streams, to the best of our knowledge, no non-trivial single-pass streaming algorithm using space \( o(n^2) \) was known. Resolving the space complexity of matchings in single-pass dynamic graph streams has been posed as an open problem at the Bertinoro workshop on sublinear and streaming algorithms in 2014 [1].

For the problem of estimating the size of a maximum matching, a strongly sublinear \( o(n) \) space regime has been considered. In the single-pass insertion-only model, when edges arrive in an adversarial order, the only known positive result for estimating the matching size is that
of [17], which showed that a constant factor approximation is possible in $\tilde{O}(n^{2/3})$ space under the assumption that the underlying graph is planar. The same paper [17] also provides a lower bound of $\Omega(\sqrt{n})$ (resp., $\Omega(n)$) bits of space for randomized (resp., deterministic) algorithms that approximate the matching size in bipartite graphs to within a factor of $3/2$. For the state of the art in the streaming model which allows multiple passes over the stream, we refer the reader to [3, 4, 6, 22, 26] and references therein.

To the best of our knowledge, the only result concerning matchings in the single-pass dynamic graph streams is the recent paper by Chitnis et al. [12], which provides an algorithm for computing a maximal matching of size $k$ using $\tilde{O}(nk)$ space. For multi-pass dynamic graph streams, [8] provides a $(1 - \epsilon)$-approximation scheme for the weighted non-bipartite matching problem using $O(p/\epsilon)$ passes with $O(n^{1+1/p})$ space (see also [34]).

Finally, closely related to our work is a recent line of work on communication complexity of approximate matchings in the multi-party setting [9, 14, 24]. The one that is closest to ours is [24], which shows a tight bound of $\Theta(n^{1/2})$ on the total communication required to compute an $\alpha$-approximate matching for bipartite graphs, in the $k$-party message passing model where the edges of the input graph are arbitrarily partitioned between the players.

### Linear sketches

One of the most powerful techniques for designing streaming algorithms is **linear sketching**. Let $n$ be the number of vertices in the input graph. Then edge multiplicities can be treated as a vector $f \in \mathbb{R}^{\binom{n}{2}}$ with entries $f_e$. Let $A \in \mathbb{R}^{d \times \binom{n}{2}}$ be a (possibly randomly chosen) matrix. Then $A \cdot f$ is referred to as a **linear sketch** of the input stream. If all that a streaming algorithm maintains is such a linear sketch, then the space requirement of the algorithm is proportional to $d$. On any incoming update $(i_k, j_k, \Delta_k)$, the linear sketch will be updated to $A \cdot f' = A \cdot f + \Delta_k \cdot A \cdot 1_{(i_k, j_k)}$ where $f'$ is the new vector of edge multiplicities and $1_{(i_k, j_k)} \in \mathbb{R}^{\binom{n}{2}}$ is a unit vector whose only non-zero entry is the $(i_k, j_k)$ entry. At the end of the stream, the algorithm can apply an arbitrary function to the linear sketch to compute the final answer.

Linear sketching is the only existing technique for designing streaming algorithms in the turnstile model and even for dynamic graph streams [11]. Linear sketches are also one of the main techniques for designing mergeable summaries [2] used in distributed computing. These facts have made linear sketches a computational model of their own. Multiple results are known about the power and limitations of linear sketches, e.g., [3, 5, 10, 23, 28]. In fact, it is shown that any one-pass turnstile streaming algorithm can be implemented by maintaining only a linear sketch of the input during the stream [32]. For an in-depth introduction of linear sketching and its applications for dynamic streams and distributed computing, we refer the reader to recent surveys by McGregor [34] (graph streams) and Woodruff [39] (computational linear algebra).

### 1.1 Our results

We resolve the space complexity of linear sketches for approximating maximum matchings by proving tight upper and lower bounds on the space requirement. For the upper bound, we establish the following theorem.

**Theorem 1.** There is a single-pass randomized streaming algorithm that takes as input a parameter $0 < \epsilon < 1/2$ and a bipartite graph $G$ with $n$ vertices, specified by a dynamic graph stream, uses $\tilde{O}(n^{2-3\epsilon})$ bits of space, and outputs a matching of size $\Omega(\text{opt}/n^{\epsilon})$ with high probability,

1. To the best of our knowledge the only exception is the recent paper [12], which considers a **promised problem** in dynamic graph streams. However, it is worth mentioning that for the non-promise version of the problem, the algorithm given in the same work can again be viewed as a linear sketching algorithm.

2. We emphasize that the result in [32] is proven for the turnstile model rather than the **strict** turnstile model.
where opt is the size of a maximum matching in G. Moreover, the algorithm only maintains a linear sketch during the stream.

We prove this result by designing a sampling based algorithm that takes advantage of the well-known linear sketching implementation of ℓ₀-sampler (see Section 2.1). The algorithm maintains a set of (edge) samplers that are coordinated in such a way that the sampled edges are “well-spread” across different parts of the graph and hence contain a relatively large matching. The main challenge is to achieve such a coordination for linear sketching based samplers. Such a coordination is typically achieved via sequential operations that depend on the state of the stream, while linear sketches are inherently oblivious to the underlying state.

Note that our algorithm, though stated for bipartite graphs, also works for general graphs by applying the standard technique of choosing a random bipartition of the vertices upfront and only considering edges that cross the bipartition, while losing a factor of 2 in the approximation ratio. We further note that for weighted graphs with poly(n)-bounded weights, the standard “grouping by weight” technique can be used to obtain a similar result for computing an approximation to weighted matching, while losing a factor of \(O(\log n)\) in the approximation ratio.

We complement our upper bound by the following (essentially) matching lower bound.

**Theorem 2.** There exists a constant \(c > 0\), such that for any \(\epsilon > 0\), any randomized linear sketch that can be used to recover a matching of size \(\text{opt}/(c \cdot n^\epsilon)\) for every input bipartite graph \(G\) on \(n\) vertices with constant probability, must have worst case space complexity of \(n^{2−3\epsilon−o(1)}\) bits. Here, \(\text{opt}\) denotes the size of a maximum matching in \(G\).

This result is obtained as a corollary of our lower bound on the communication complexity of approximating maximum matchings in the number-in-hand simultaneous model (Theorem 5); see Section 2.2 for the exact definition of this model and the connection with linear sketches.

Our construction follows the line of work by [21, 26] on using Ruzsa-Szemerédi graphs for proving lower bound on space complexity of streaming algorithms for maximum matching problem. However, focusing on the number-in-hand simultaneous model allows us to benefit from different construction of Ruzsa-Szemerédi graphs that are dense, hence bypassing the limitation of the aforementioned works on proving lower bound for larger approximation ratios and the \(n^{1+\Omega(1/\log \log n)}\) barrier on the value of the space lower bound. We elaborate more on this in Section 2.3.

Finally, we note that Theorem 1 and Theorem 2 provide (essentially) tight bounds on the space complexity of any streaming algorithm for dynamic graph streams that only maintains a linear sketch during the stream. This makes progress on an open problem posed at the Bertinoro workshop on sublinear and streaming algorithms in 2014 [1], regarding to the possibility of having constant factor approximation to the maximum matching in \(o(n^2)\) space.

**Recent related work.** Independently and concurrently to our work, Konrad [29] has also studied the problem of designing linear sketches for approximating matchings in dynamic graph streams. Konrad’s work shows that an \(n^\epsilon\)-approximation can be obtained using a linear sketch of size \(\tilde{O}(n^{2−2\epsilon})\), and it establishes a lower bound of \(\Omega(n^{3/2−4\epsilon})\) on the size of any linear sketch that yields an \(n^\epsilon\)-approximation. Our approaches for establishing the lower bound on the sketch size are in the same spirit, though the techniques and constructions are quite different.

### 1.2 Organization

In Section 2 we introduce the key concepts and tools used in this paper. In particular, Section 2.1 describes ℓ₀-samplers and how we use them in our algorithm; Section 2.2 formally defines the number-in-hand simultaneous model and how it is connected to linear sketches; and Section 2.3 provides a definition of Ruzsa-Szemerédi graphs and the specific construction used in our lower bound construction. In Section 3 we describe a single-pass streaming algorithm for
the maximum matching problem in dynamic graph streams and prove Theorem 1. In Section 4, we present our lower bound construction and Theorem 2. Finally, we conclude our results in Section 5.

2 Preliminaries

2.1 \( \ell_0 \)-Samplers

We use the following tool developed in the streaming literature.

**Definition 2 (\( \ell_0 \)-sampler [20]).** Let \( 0 < \delta < 1 \) be a parameter. An \( \ell_0 \)-sampler is an algorithm which given access to a dynamic stream, returns \textsc{Fail} with probability at most \( \delta \), and otherwise, outputs an element \( e \), along with the frequency \( f_e \), where \( e \) is uniformly distributed among the non-zero entries of the frequency vector \( f \).

We use \( \ell_0 \)-samplers as follows: For the input graph \( G(V, E) \), let \( V' \subseteq V \) be a subset of vertices; suppose we maintain an \( \ell_0 \)-sampler over the stream where only the edges between vertices in \( V' \) are considered. At the end of the stream, we can use the \( \ell_0 \)-sampler to recover one edge between the vertices in \( V' \), if such an edge exists.

We use the following lemma in our algorithm which implements \( \ell_0 \)-samplers using linear sketches.

**Lemma 2.1 [25].** For any \( 0 < \delta < 1 \), there is a linear sketching implementation of \( \ell_0 \)-sampler for the frequency vector \( f \in \mathbb{R}^n \) with probability of success \( 1 - \delta \), using \( O(\log^2 n \cdot \log(\delta^{-1})) \) bits of space.

2.2 The Number-in-Hand Simultaneous Model

The number-in-hand simultaneous model is defined as follows. The input vector \( x = x_1 + \ldots + x_k \) is partitioned adversarially between \( k \) different players \( P^{(1)}, \ldots, P^{(k)} \), where each player \( P^{(i)} \) only sees the input \( x_i \). All players have access to an infinite shared string of random bits, referred to as public coins. The goal for the players is to compute a function \( f(x) \) by simultaneously sending a (possibly randomized using only public randomness) message to a special party called the coordinator, according to a pre-specified protocol. For any input \( x \), the coordinator is then required to output \( f(x) \) with probability \( 1 - \delta \) over the randomness used in the protocol. We refer the reader to [31] for more information about communication complexity in general.

To prove our lower bound in Theorem 2 we consider the maximum matching problem in the number-in-hand simultaneous model, defined formally as follows. Each player \( P^{(i)} \) is given a vector \( x_i \in \{0, 1\}^{(2)} \), representing the edges of a graph \( G_i(V, E_i) \), with \( V = [n] \). Their goal is to approximate the maximum matching in the multi-graph \( G(V, E) \), where \( E \) is represented by the vector \( x = x_1 + \ldots + x_k \).

We should note that space lower bounds for single-pass streaming algorithms are usually obtained by proving communication complexity lower bounds in a different model of communication, i.e., the one-way communication model, in which player \( P^{(1)} \) speaks to \( P^{(2)} \), who speaks to \( P^{(3)} \), etc., and finally \( P^{(k)} \) outputs the answer. In this model, the maximum matching problem has a simple 2-approximation algorithm using \( O(n) \) communication per player: send a maximal matching from each player to the next one. Since we are looking for space complexity of \( n^{2-3x-o(1)} \), the one-way model cannot lead to our lower bound in Theorem 2.

The following proposition enables us to consider the simultaneous model instead of one-way model in proof of our space lower bound. This reduction is well-known in the literature (see [32], for example).
**Proposition 2.2.** Suppose there is a linear sketch of size $s$ bits for a function $f$ from which $f$ can be computed with failure probability at most $\delta$; then for any $k \geq 1$, there exists a public-coin number-in-hand simultaneous protocol for $k$ players to compute $f$, where each player communicates a message of size $s$ and the coordinator is able to compute $f$ with failure probability at most $\delta$.

**Proof.** The players use the public coins to construct the set of random coin tosses required to create the matrix $A$ in the linear sketch. Then, each player computes $A \cdot x_i$ and sends it to the coordinator. The coordinator can now compute $A \cdot x$ for $x = x_1 + \ldots + x_k$ by simply computing $A \cdot x = A \cdot x_1 + \ldots + A \cdot x_k$, and then compute $f(x)$ from $A \cdot x$.

### 2.3 Ruzsa-Szemerédi graphs

Given an undirected graph $G(V,E)$ and a set of edges $F \subseteq E$, we denote by $V(F)$, the set of vertices which are incident on at least one edge in $F$. Moreover, we denote by $E(F)$, the set of edges induced by $F$, i.e. $E \cap (V(F) \times V(F))$. $F$ is said to be an induced matching if no two edges in $F$ share an endpoint and $E(F) = F$.

**Definition 3** (Ruzsa-Szemerédi graph). We call a graph $G$ an $(r,t)$-Ruzsa-Szemerédi graph, $(r,t)$-RS graph for short, if the set of edges in $G$ consists of $t$ pairwise disjoint induced matchings $M_1, \ldots, M_t$, each of size $r$.

In general, graphs of this type are of interest when $r$ and $t$ are relatively large as a function of number of vertices in the graph. The first construction of an $(r,t)$-RS graph was given by Ruzsa and Szemerédi [37] with parameters $r = \frac{n}{\text{poly}(n)}$ and $t = \frac{n}{r^3}$. By now, there are several known construction of these graphs with different range of parameters $r$ and $t$ [8][11][19] (see [8] for more information). In particular, Fischer et al. [19] introduced a construction with parameters $r = (1 - o(1)) \cdot \frac{n}{3}$ and $t = n^{\Omega(1/\log \log n)}$. This construction was further used and improved by [21][22] to obtain their aforementioned lower bound of $n^{1+\Omega(1/\log \log n)}$ on space complexity of streaming algorithms for maximum matching problem in the insertion-only streams.

We use the construction of $(r,t)$-RS graphs given by Alon et al. [8], which is summarized in the following theorem.

**Theorem 3** ([8]). For any sufficiently large $N$, there exists an $(r,t)$-RS graph on $N$ vertices with $r = N^{1-o(1)}$ and $r \cdot t = \left(\frac{N}{2}\right) - o(N^2)$.

### 3 An $O(n^\epsilon)$-approximation using $\tilde{O}(n^{2-3\epsilon})$ space

In this section, we present our algorithm for computing an approximate maximum matching in the dynamic graph streams and prove the following theorem.

**Theorem 4.** There is a single-pass randomized streaming algorithm that takes as input a parameter $0 < \epsilon < 1/2$ and a bipartite graph $G$ with $n$ vertices specified by a dynamic graph stream, uses $O(n^{2-3\epsilon} \cdot \text{polylog}(n))$ bits of space, and with high probability, outputs a matching of size $\Omega(\text{opt}/n^\epsilon)$, where $\text{opt}$ is the size of a maximum matching in $G$.

In the following, whenever we use $\ell_0$-samplers, we always apply Lemma 2.21 with parameter $\delta = n^5$. Since the number of $\ell_0$-samplers used by our algorithm is bounded by $O(n^2)$, with high probability, none of them will fail. In the rest of this section, we always assume this is the case for all $\ell_0$-samplers we use, and we do not explicitly account for the probability of $\ell_0$-samplers failure in our proofs.

For simplicity, we assume that the algorithm is provided with a value $\text{opt}$ that is a 2-approximation of $\text{opt}$ i.e., the size of a maximum matching in $G$. This is without loss of
generality, since we can run our algorithm for \( O(\log n) \) different estimates of \( \text{opt} \) in parallel and output the largest matching among the matchings found for all estimates. In addition, we can assume \( \text{opt} \geq n^\epsilon \), since otherwise a single edge is an \( n^\epsilon \)-approximation of the maximum matching, which can be obtained by maintaining an \( \ell_0 \)-sampler over all edges in the graph.

---

**Algorithm 1** A single-pass dynamic streaming algorithm for the maximum matching problem.

- **Input:** A bipartite graph \( G(L, R, E) \) with \( n \) vertices on each side, specified by a dynamic graph stream, a parameter \( 0 < \epsilon < 1/2 \), and a 2-approximation to the size of a maximum matching \( \text{opt} \).
- **Output:** A matching \( M \) with size \( \Omega(\text{opt}/n^\epsilon) \).
- **Pre-processing:**
  1. Let \( \alpha = \left\lfloor \frac{\text{opt}}{n^\epsilon} \right\rfloor \), \( \beta = 6 \left\lfloor \frac{\text{opt}}{n^{2\epsilon}} \right\rfloor \cdot \log n \), and \( \gamma = 4n^\epsilon \).
  2. Create two collections \( L \) and \( R \), each containing \( \alpha \) sets (called groups). Create two \( \gamma \)-wise independent hash functions \( h_L : L \mapsto L \) and \( h_R : R \mapsto R \). Assign each vertex \( u \in L \) (resp. \( v \in R \)) to the group \( h_L(u) \in L \) (resp. \( h_R(v) \in R \)).
  3. For each \( L_i \in L \), assign \( \beta \) groups in \( R \) to \( L_i \) chosen independently and uniformly at random with replacement. For each \( R_j \) assigned to \( L_i \), we say \( R_j \) is an active partner of \( L_i \) and \( (L_i, R_j) \) form an active pair.
- **Streaming updates:**
  * For each \( L_i \in L \) and each of its active partners \( R_j \in R \), maintain an \( \ell_0 \)-sampler over the edges between the vertices in \( L_i \) and \( R_j \).
- **Post-processing:**
  * Sample one edge from each maintained \( \ell_0 \)-sampler and compute a maximum matching \( M \) over the sampled edges.

The space complexity of Algorithm 1 is easy to verify. The algorithm stores two \( \gamma \)-wise independent hash functions \( h_L \) and \( h_R \) to assign vertices to their groups, which requires \( \tilde{O}(\gamma) = \tilde{O}(n^\epsilon) \) bits of space \([35]\). \( \tilde{O}(\alpha \cdot \beta) \) truly random bits are needed for identifying the active partners of each group in \( L \), and \( \tilde{O}(\alpha \cdot \beta) \) \( \ell_0 \)-samplers are maintained for the active pairs during the stream, where each of them requires \( O(\log^3 n) \) bits of space (Lemma \([24]\)). Hence, the total space complexity of the algorithm is:

\[
\tilde{O}(n^\epsilon + \alpha \cdot \beta) = \tilde{O}(n^\epsilon + \frac{\text{opt}^2}{n^{3\epsilon}}) = \tilde{O}(n^{2-3\epsilon})
\]

where the last equality is by choice of \( \epsilon < 1/2 \).

We now prove the correctness of the algorithm. Fix a maximum matching \( M^* \) in \( G \) with size \( \text{opt} \). The following concentration bound ensures that each group in \( L \) and \( R \) contains \((1 \pm 0.001)n^\epsilon \) vertices of the maximum matching \( M^* \).

**Claim 3.1** \([35]\). If \( X \) is sum of \( k \)-wise independent random variables taking values in \([0, 1]\), and \( \mu = \mathbb{E}[X] \), then:

\[
\Pr(|X - \mu| > \epsilon' \mu) < \exp(-[k/2]) \quad \forall \epsilon' \leq 1, k \leq \left[ \epsilon'^2 \mu e^{-1/3} \right]
\]

6
For simplicity, in the following, we assume every group has exactly $n^*$ vertices of $M^*$. For any group $L_i \in \mathcal{L}$, (resp. $R_j \in \mathcal{R}$) we refer to the edges in $M^*$ that are incident on $L_i$ (resp. $R_j$) as the matching edges of this group. Since $M^*$ is a matching, the number of matching edges of each group is also $n^*$.

We say a $(L_i, R_j)$ pair is matchable by $M^*$ if $L_i$ and $R_j$ share at least one matching edge. The general idea of the proof is to show that among all $(L_i, R_j)$ active pairs, there is a subset $M \subseteq \mathcal{L} \times \mathcal{R}$ of $\Omega(\text{opt}/n^*)$ active pairs with the following two properties:

(i) Each pair is matchable by $M^*$.

(ii) No two pairs in $M$ share the same endpoints $L_i$ or $R_j$.

Intuitively, properties (i,ii) together ensures that there exists a “matching” between the groups in $\mathcal{L}$ and $\mathcal{R}$ of size $\Omega(\text{opt}/n^*)$. Since we maintain an $\ell_0$-sampler for each active pair in $M$, and each matchable active pair contains at least one edge in $G$, the $\ell_0$-samplers for the matchable active pairs will return $|M|$ edges, which will form a matching of size $|M| = \Omega(\text{opt}/n^*)$ in graph $G$.

To prove the existence of such a set $M$, we start by arguing that there are $\Omega(\text{opt}/n^*)$ groups $L_i$ in $\mathcal{L}$ such that (essentially) $\Omega(n^*)$ matching edges of $L_i$ are incident on $\Omega(n^*)$ distinct groups $\mathcal{R}$. Consequently, when the algorithm randomly assigns $L_i$ with $\beta = \Omega(\alpha/n^*)$ groups in $\mathcal{R}$, since $|\mathcal{R}| = \alpha$, with high probability, at least one of the $(L_i, R_j)$ active pairs is matchable by $M^*$. This ensures that we have $\Omega(\text{opt}/n^*)$ $(L_i, R_j)$ matchable active pairs where all $L_i$’s are distinct.

Finally, we show that a constant fraction of these matchable active pairs also have distinct $R_j$’s, with a constant probability, proving property (ii).

We now provide the formal proof. To continue, we need the following definitions. We say a group $L_i \in \mathcal{L}$ is spanning if the matching edges of $L_i$ are incident on at least $\min\{n^*, \alpha\}/3$ different $R_j \in \mathcal{R}$. We say that $L_i$ preserves an edge in $M^*$ if $L_i$ belongs to at least one matchable active pair.

**Lemma 3.2.** With probability at least $1 - 1/n$, every spanning $L_i \in \mathcal{L}$ preserves an edge in $M^*$.

**Proof.** We argue that if $L_i$ is spanning, then $L_i$ preserves an edge in $M^*$ with probability at least $1 - 1/n^2$. Then, by applying union bound over all spanning $L_i$, with probability $(1 - 1/n)$, every spanning $L_i$ preserves an edge in $M^*$.

For any spanning $L_i$, there are $\min\{n^*, \alpha\}/3$ different $R_j$’s such that $M^*$ contains an edge between $L_i$ and $R_j$, i.e., $(L_i, R_j)$ is matchable by $M^*$. Recall that $L_i$ is assigned with $\beta = (6\alpha \log n)/n^*$ groups in $\mathcal{R}$ uniformly at random.

If $\alpha/3$ different $R_j$’s are matchable with $L_i$ by $M^*$, assigning $2 \log n$ random groups in $\mathcal{R}$ to $L_i$ suffices to ensure that with probability at least $1 - 1/n^2$, $L_i$ preserves an edge in $M^*$.

If $n^*/3$ different $R_j$’s are matchable with $L_i$ by $M^*$, the probability that a spanning $L_i$ does not preserve any edge in $M^*$ is at most

\[
(1 - \frac{n^*}{3\alpha})^\beta \leq \exp\left(\frac{-n^*}{3\alpha} \cdot \beta\right) = \exp\left(\frac{-n^*}{3\alpha} \cdot \frac{6\alpha \log n}{n^*}\right) \leq \frac{1}{n^2}
\]

**Lemma 3.3.** With a constant probability, at least $1/4$ of the $L_i$’s are spanning.

**Proof.** We use the following simple balls and bins argument (see Appendix A.1 for a proof).

**Claim 3.4.** Suppose we assign $x$ balls to $y$ bins independently and uniformly at random. With probability at least $1/2$, the number of non-empty bins is at least $\min\{x, y\}/3$.

---

3One can simply substitute $c \in [0.999n^*, 1.001n^*]$ in following equations instead of $n^*$ and obtain the same result with a slight change in the constants.
Fix an $L_i \in \mathcal{L}$. Consider each $R_j \in \mathcal{R}$ as a *bin* and each matching edge of $L_i$ as a *ball*. An edge $(u, v)$ ($v \in R$), i.e., a ball, is assigned to the bin $R_j$ iff the group assigned to vertex $v$ is $R_j$. The number of balls here is $n^\epsilon$ and since we use a $\gamma$-wise independent hash function ($\gamma > n^\epsilon$) to assign the balls to the bins, all these $n^\epsilon$ balls are assigned independently. By Claim 3.4 at least $\min\{n^\epsilon, \alpha/3\}$ different $R_j$'s have edges in $M^*$ that are incident on $L_i$ and $R_j$ (hence $L_i$ is spanning), with probability at least $1/2$. By Markov inequality, with a constant probability, at least $\alpha/4$ $L_i$'s are spanning.

**Lemma 3.5.** With a constant probability, $\Omega(\alpha)$ groups in $\mathcal{R}$ are active partners of distinct spanning $L_i \in \mathcal{R}$, such that $L_i$ and $R_j$ are matchable by $M^*$.

**Proof.** Suppose each spanning $L_i$, when picking the $R_j$'s, only keeps the first $R_j$ where $L_i$ and $R_j$ are matchable by $M^*$ (picking more can only increase the size of the final matching). We only need to show that the number of distinct $R_j$'s that are kept by $L_i$'s is $\Omega(\alpha)$.

Suppose $n^\epsilon < \alpha$; the other case when $n^\epsilon \geq \alpha$ is an easy case since each spanning $L_i$ is matchable with 1/3 fraction of the groups in $\mathcal{R}$. By Lemma 3.3 there are $\alpha/4$ spanning $L_i$'s with high probability. Therefore, there are $(n^\epsilon/3) \cdot (\alpha/4) = (n^\epsilon/3) \cdot (\text{opt}/(4n^\epsilon)) = (\text{opt}/12)$ edges in $M^*$ incident on all the spanning $L_i$'s; we denote these $\text{opt}/12$ edges of $M^*$ by $M'$. Since each group in $\mathcal{R}$ has $n^\epsilon$ matching edge, and $\alpha = \text{opt}/n^\epsilon$, it must be that at least $(\alpha/24)$ groups in $\mathcal{R}$ contain at least $(n^\epsilon/23)$ vertices incident on $M'$; otherwise, the total number of edges incident on $M'$ is less than

$$\frac{\alpha}{24} \cdot \frac{n^\epsilon}{24} \cdot \frac{23}{24} = \frac{\text{opt}}{24} + \frac{\text{opt}}{24} = \frac{\text{opt}}{12}$$

Let $\mathcal{R}'$ be the set of all these $(\alpha/24)$ groups in $\mathcal{R}$. Conditioned on the event that $L_i$ preserves an edge in $M^*$, for each of the $R_j$ groups that are matchable with $L_i$ by $M^*$ (there are at most $n^\epsilon$ such groups), the probability that $R_j$ is kept by $L_i$ is at least $1/n^\epsilon$. Therefore, for each of these $(\alpha/24)$ $R_j$ groups, the probability that $R_j$ is assigned to any spanning $L_i$ is at most

$$(1 - \frac{1}{n^\epsilon})^{n^\epsilon/23} \leq \exp(-\frac{1}{23n^\epsilon}) = e^{-1/23}$$

Hence the expected number of groups in $\mathcal{R}'$ that are not active partner of any spanning $L_i$ is at most $\Omega(\alpha)$. By Markov inequality, with a constant probability, $\Omega(\alpha)$ different $R_j \in \mathcal{R}'$ will be kept by some spanning $L_i$.

Note that the probability of success can be boosted to any constant by allowing $L_i$ to repeatedly pick $\beta$ groups from $\mathcal{R}$ as active partners for a constant number of times.

**Proof.** (Theorem 4) By Lemma 3.5 $\Omega(\alpha)$ groups in $\mathcal{R}$ will be assigned to $\Omega(\alpha)$ distinct spanning groups in $\mathcal{L}$; moreover, every such pairs are matchable by $M^*$. Since all these pairs are matchable by $M^*$, there exists at least one edge between each of these pairs. By picking one edge for each of these pairs, using the $\ell_0$-sampler between these $(L_i, R_j)$ active pairs, we obtain a matching of size $\Omega(\alpha)$. Therefore, in the post-processing step, the algorithm can find a matching of size $\Omega(\alpha) = \Omega(\text{opt}/n^\epsilon)$.

4 An $n^{2-3\epsilon-o(1)}$ lower bound for $O(n^\epsilon)$-approximation

In this section, we provide our lower bound result for approximating the maximum matching using linear sketches. As stated in Section 2.2, we only need to prove the lower bound for the number-in-hand simultaneous model; the rest follows from Proposition 2.2.
Theorem 5. There exists a constant \( c > 0 \), such that for any \( \epsilon > 0 \), any protocol for approximating the maximum matching to within a factor of \( c \cdot n^\epsilon \) on every graph \( G \) with \( n \) vertices, in the number-in-hand simultaneous model with \( k = n^{\epsilon+o(1)} \) players, has to communicate \( n^{2-3\epsilon-o(1)} \) bits from at least one player.

Note that though we state Theorem 5 for general graphs, the reduction mentioned after Theorem 1 implies the same lower bound for bipartite graphs.

By Yao’s principle, it is enough to prove the lower bound on the communication complexity of deterministic protocols on some fixed distribution on the inputs (known to the players). We provide the following distribution as a hard input distribution for every deterministic protocol.

The hard input distribution (for any \( \epsilon > 0 \) and any sufficiently large integer \( N \))

- **Parameters:** \( r, t, k, n, \alpha \):
  \[
  r = N^{1-o(1)} \quad t = \frac{(N^2 - o(N^2))}{r} \quad k = \left( \frac{N^{1+\epsilon}}{r} \right)^{1/(1-\epsilon)} \quad n = k \cdot N \quad \alpha = n^\epsilon
  \]

- For each player \( P^{(i)} \) (\( i \in [k] \)) independently,
  1. Create a set of \( N \) vertices \( V_i \) and construct an arbitrary \((r, t)\)-RS graph over \( V_i \).
  2. Pick \( \lambda \in [t] \) uniformly at random and let \( V_i^\ast \) be the set of vertices matched in the induced matching \( M_\lambda \).
  3. For each of the \( t \) induced matchings, drop half of the edges uniformly at random.
- Pick a random permutation \( \pi \) of \([n]\). For every player \( P^{(i)} \), let the label of \( v_j \) to be \( \pi(j) \) for every \( v_j \in V_i \setminus V_i^\ast \) and let the label of \( u_j \) to be \( \pi(N + (i - 2) \cdot r + j) \) for \( u_j \in V_i^\ast \). Note that the vertices with the same label correspond to the same vertex in the final graph.

Several remarks are in order. First, one can easily verify the following relation between the parameters,

\[
k = \alpha N / r = n^\epsilon N^{o(1)} = n^{\epsilon+o(1)}
\]

Second, for the choice of the parameters \( r, t \), and \( N \), by Theorem 3 such an \((r, t)\)-RS graph with \( N \) vertices indeed exists. Moreover, note that the vertices in \( V_i^\ast \) for all players are assigned with unique labels, while the vertices in \( V_i \setminus V_i^\ast \) are assigned with the same set of labels. Consequently, the final graph is a multi-graph with \( n \) vertices and \( O(kN^2) = O(n^{2-\epsilon-o(1)}) \) total number of edges (counting the multiplicities). We now briefly describe the intuition behind this distribution.

Each player \( P^{(i)} \) is given an \((r, t)\)-RS graph with half of the edges discarded uniformly at random from each of the \( t \) induced matchings. Moreover, only a single induced matching is “private” and the vertices that are not incident on this matching are shared among all players. In addition, the identities of the private matching and shared vertices are unknown to the players. Intuitively, for any deterministic protocol over this distribution, every player has to send enough information for the coordinator to recover a large fraction of the edges from every induced matching; otherwise, the coordinator will not be guaranteed to recover a large enough matching. We now make this intuition formal.

We say a vertex \( v \in V \) is good if it belongs to some \( V_i^\ast \) for \( i \in [k] \). We say a matching \( M \) is **trivial** if the total number of good vertices matched in \( M \) is at most \( N \).
Claim 4.1. Let $M^*$ be a maximum matching in $G$ and $M$ be any trivial matching, then

$$\frac{|M|}{|M^*|} \leq \frac{4}{\alpha}$$

Proof. Since $M^*$ is a maximum matching, it contains at least $\frac{k \cdot r}{2}$ edges (just using the induced matching between the good vertices of each player). On the other hand, since $M$ is a trivial matching, its size is at most the number of vertices shared by all players plus the number of good vertices matched in $M$, which is at most $2N$. Since $k = \alpha N / r$,

$$\frac{|M|}{|M^*|} \leq \frac{2N}{k \cdot r / 2} \leq \frac{2N}{\alpha N / 2} \leq \frac{4}{\alpha}$$

Our goal is to prove that in any protocol that each player transmits a “small-size” message, the expected number of good vertices matched by the final matching is small. In other words, the coordinator would only be able to recover a trivial matching.

Recall that $G_i(V, E_i)$ is the graph given to the player $P_i$ and $V = [n]$. With a slight abuse of notation, we refer to the induced subgraph of $G_i$ that is obtained by removing all isolated vertices as the graph $G_i$ itself, since, this graph is effectively the real input to the player $P_i$.

Moreover, note that picking the permutation $\pi$ ensures that the labels of the vertices in $G_i$ are chosen uniformly at random from $[n]$ and hence revealing no extra information to the player $P_i$. Let $G_i$ be the set of all possible graphs that $G_i$ can be. Since the edges of $G_i$ are obtained through dropping half of the edges uniformly at random from each induced matching of an $(r, t)$-RS graph, $|G_i| = \binom{r}{t}^t$. Moreover, in the input distribution, $G_i$ is chosen from $G_i$ uniformly at random.

For any subset $F \subseteq G_i$, we define the graph $G_F$ as the intersection graph of all graphs in $F$, i.e., an edge belongs to the graph $G_F$ iff it belongs to every graph in $F$.

Lemma 4.2. For any $i \in [k]$, any subset $F \subseteq G_i$, and any integer $\beta \geq 0$, let $I_{\beta} \subseteq [t]$ be the set of indices such that for any $j \in I_{\beta}$, $G_F$ contains at least $\frac{2^{\beta \cdot r}}{\alpha}$ edges from the $j$-th induced matching; if $|F| \geq 2^{\frac{r}{\alpha \cdot \log n}} |G_i|$, then $|I_{\beta}| \leq \frac{t}{2^{\beta / r} \cdot \log n}$.

Proof. Let $\gamma = |I_{\beta}|$; we can upper bound the size of $F$ as follows:

$$|F| \leq \left( \frac{r - \frac{2^{\beta \cdot r}}{\alpha}}{\frac{r}{2}} \right)^{t - \gamma} \leq \left( 2 - 2^{\frac{\beta \cdot r}{\alpha}} \cdot \left( \frac{r}{2} \right)^{t - \gamma} \right) \cdot \left( \frac{r}{2} \right)^{t - \gamma}
= 2^{\frac{t - \gamma}{2^{\beta / r} \cdot \log n}} \cdot \left( \frac{r}{2} \right)^{t - \gamma} = 2^{\frac{t - \gamma}{2^{\beta / r} \cdot \log n}} |G_i|
$$

Therefore, $\gamma > \frac{t}{2^{\beta / r} \cdot \log n}$ implies $|F| < 2^{\frac{r}{\alpha \cdot \log n}} |G_i|$; a contradiction.

Lemma 4.3. Suppose for each $i \in [k]$, the player $P_i$ sends a message of size at most $s = \frac{r \cdot t}{5 \alpha \cdot \log n}$ bits to the coordinator; then, the expected number of good vertices that are matched in the matching computed by the coordinator is at most $N/2$. 

Proof. Fix an index \( i \in [k] \) and a player \( P^{(i)} \). Let \( X_i \) denote the random variable counting the number of good vertices that are matched by the coordinator from the graph provided to the player \( P^{(i)} \). In the following, we prove that

\[
E[X_i] \leq \frac{r}{2\alpha} \tag{1}
\]

Having this, for \( X = \sum_{i \in [k]} X_i \), by linearity of expectation, we have \( E[X] \leq kr/2\alpha = N/2 \), implying that the expected number of good vertices matched by the coordinator is at most \( N/2 \).

Suppose the coordinator knows all inputs to the players except for player \( P^{(i)} \), i.e., the graph \( G_i \). Note that this is the maximum information the coordinator can obtain from other players. Define \( \phi_i : G_i \rightarrow \{0, 1\}^s \) as the deterministic mapping used by the player \( P^{(i)} \) to map the input graph to a \( s \)-bit message and send it to the coordinator. Define the function \( \Gamma_i : G_i \rightarrow 2^s \) such that for any \( G \in G_i \), \( \Gamma_i(G) = \{ H \in G_i \mid \phi_i(G) = \phi_i(H) \} \).

The important observation is that since the protocol is deterministic, the coordinator can output an edge \( e \in G_i \) as a matching edge for the player \( i \). We define \( \Gamma_i \) to be the event that for the graph \( G_i \), \( |\Gamma_i(G_i)| < 2^{\frac{r}{n \log n}} |G_i| \).

The following claim can be proven using a simple counting argument (see Appendix A.2 for a proof).

Claim 4.4. For any \( i \in [k] \), \( \Pr(\Gamma_i) < \frac{1}{n} \).

We can write the expected value of \( X_i \) as,

\[
E[X_i] = E[X_i \mid \Gamma_i] \cdot \Pr(\Gamma_i) + E[X_i \mid \bar{\Gamma}_i] \cdot (1 - \Pr(\Gamma_i)) \tag{2}
\]

By Claim 4.4, the first term in this equation is less than 1. For simplicity, we neglect this additive value of 1 in Equation (2). We now bound the second term. We have:

\[
E[X_i \mid \bar{\Gamma}_i] = \sum_{j=1}^{\log n} j \cdot \Pr(X_i = j \mid \bar{\Gamma}_i) \leq \sum_{\beta=1}^{\log n} \frac{2^{\beta+1}r}{\alpha} \cdot \Pr(X_i \geq \frac{2^\beta r}{\alpha} \mid \bar{\Gamma}_i) \tag{3}
\]

We can now compute \( \Pr(X_i \geq \frac{2^\beta r}{\alpha} \mid \bar{\Gamma}_i) \) for any \( \beta \geq 0 \) as follows. Let \( F = \Gamma_i(G_i) \); the event \( \bar{\Gamma}_i \) implies that \( |F| \geq 2^{\left(\frac{\log n - 1}{\log n}\right)} |G_i| \). By Lemma 4.2 for \( I_\beta \) defined as in the lemma statement, \( |I_\beta| \leq \frac{1}{2^{\beta+1} \log n} \). In the input distribution, \( \lambda \) is chosen from \([t]\) uniformly at random. Therefore, the probability that \( \lambda \in I_\beta \) is at most \( \frac{1}{2^{\beta+1} \log n} \). Hence,

\[
\Pr(X_i \geq \frac{2^\beta r}{\alpha} \mid \bar{\Gamma}_i) = \Pr(\lambda \in I_\beta) \leq \frac{1}{2^{\beta+2} \log n} \tag{4}
\]

By plugging in inequality (4) in (3) we obtain,

\[
E[X_i \mid \bar{\Gamma}_i] \leq \sum_{\beta=1}^{\log n} \frac{2^{\beta+1}r}{\alpha} \cdot \frac{1}{2^{\beta+2} \log n} = \sum_{\beta=1}^{\log n} \frac{r}{2\alpha \log n} = \frac{r}{2\alpha}
\]

Consequently, we proved the inequality (1), i.e, \( E[X_i] \leq \frac{r}{2\alpha} \).

Proof. (Theorem 5) By Lemma 4.3, if no player communicates a message of size \( \Omega(\frac{r \cdot t}{\alpha \log n}) \) bits, then the expected number of good vertices matched in the matching output by the coordinator is \( N/2 \) and hence by Markov bound the output matching is a trivial matching with probability 1/2. By Claim 4.1 any trivial matching is at most an \((\alpha/4)\)-approximation to the maximum matching.

Since \( \alpha = n^\epsilon \), \( k = n^{\epsilon+o(1)} \), \( N = n/k \), and \( r \cdot t = \Omega(N^2) \) (by Theorem 3), we have that any simultaneous protocol that obtains a better than \((n^\epsilon/4)\)-approximation to the maximum matching with constant probability, has to communicate \( n^{2-3\epsilon-o(1)} \) bits from at least one player.
5 Conclusions

In this paper, we resolved the space complexity of linear sketches for approximating the maximum matching problem in dynamic graph streams. In particular, for approximating the maximum matching to within a factor of $n^{2-3\epsilon+o(1)}$, we proved that the space of $n^{2-3\epsilon+o(1)}$ bits is sufficient and necessary for every single-pass streaming algorithm that only maintains a linear sketch of the stream.

Our result suggests that to achieve better upper bound for the maximum matching problem, a new set of techniques is required. Alternatively, it might be the case that any algorithm for dynamic graph streams can be implemented as a linear sketch (similar to the equivalence between linear sketches and single-pass turnstile algorithms [32]). As noted earlier, to the best of our knowledge, every known single-pass streaming algorithm for the general dynamic graph streams is indeed of this form (i.e., only maintains a linear sketch). In that case, our bounds would characterize the power of any single-pass streaming algorithm for the maximum matching problem in dynamic graph streams.
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A Omitted Proofs

A.1 Omitted proofs from Lemma 3.3

Claim. Suppose we assign \( x \) balls to \( y \) bins independently and uniformly at random. With probability at least \( 1/2 \), the number of non-empty bins is at least \( \min\{x, y\}/3 \).

Proof. For each bin, the probability that the bin is empty is at most,

\[
(1 - \frac{1}{y})^x \leq e^{-\frac{x}{y}}
\]

We consider two cases. If \( x/y \geq 1.5 \),

\[
e^{-\frac{x}{y}} \leq e^{-1.5} < \frac{1}{4}
\]

Hence the expected number of empty bins is at most \( y/4 \), and by Markov inequality, with probability at least \( 1/2 \), the number of empty bins is at most \( y/2 \).

If \( x/y < 1.5 \), since \( e^{-z} \leq 1 - z/2 \) for \( z \in [0, 1.5] \),

\[
e^{-\frac{x}{y}} \leq 1 - \frac{x}{2y}
\]

Hence the probability that a bin is non-empty is at least \( \frac{x}{2y} \), and the expected number of non-empty bins is at least \( x/2 \). Since a bin being non-empty is negatively correlated with other bins being non-empty, by the extended Chernoff bound, with probability at least \( 1 - e^{-\Omega(x)} \), the number of non-empty bins is at least \( x/3 \).

Hence over all, the number of non-empty bins is at least \( \min\{x, y\}/3 \) with probability at least \( 1/2 \).

A.2 Omitted proofs from Lemma 4.3

Claim. For any \( i \in [k] \), \( \Pr(\mathcal{E}_i) < \frac{1}{n} \).

Proof. Let \( o \in \{0, 1\}^s \) be the output of the function \( \phi_i \), and with slight abuse of notation, we let \( \Gamma_i(o) = \Gamma_i(G) \) for some \( G \) such that \( \phi_i(G) = o \). We say \( o \) is light iff \( |\Gamma_i(o)| < 2^{s - r.t.4 \alpha \cdot \log n} \cdot |G_i| \).

We have

\[
\Pr(\mathcal{E}_i) = \sum_{o \in \{0, 1\}^s: \ o \text{ is light}} \Pr_{G \sim G_i}(\phi_i(G) = o) = \sum_{o \in \{0, 1\}^s: \ o \text{ is light}} \frac{|\Gamma_i(o)|}{|G_i|} \leq 2^{s - r.t.4 \alpha \cdot \log n} < \frac{1}{n}
\]