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Decision trees are powerful tools for classification and regression that attract many researchers and industry professionals working in the burgeoning area of machine learning. In particular, decision trees provide interpretability, which is often preferred over other higher-accuracy methods that are relatively uninterpretable. An optimal binary classification tree has two types of vertices, (i) branching vertices which have exactly two children and where datapoints are assessed on a set of discrete features and (ii) leaf vertices at which datapoints are given a discrete prediction, and can be obtained by solving a biobjective optimization problem that seeks to (i) maximize the number of correctly classified datapoints and (ii) minimize the number of branching vertices. In this paper, we propose four mixed integer linear optimization (MILO) formulations for designing optimal binary classification trees: two flow-based formulations and two cut-based formulations. We show theoretical improvements on the strongest flow-based MILO formulation currently in the literature and conduct experiments on 16 publicly available datasets to show our models’ ability to scale, strength against traditional branch and bound approaches, and robustness in out-of-sample test performance. Our code and data are available on GitHub.
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1. Introduction

Decision trees have been employed as tools in various applications including decision making in management science (Magee 1964) and solving integer optimization problems in operations research (Land and Doig 1960) since the 1960s. With the emergence of machine learning around 1980, Breiman et al. (1984) applied decision trees to classification and regression problems. Due to their interpretability, binary decision trees are employed in a wide range of applications, including but not limited to healthcare (Yoo et al. 2020, Li et al. 2021, Albaqami et al. 2021), geological surveying (Balk and Elder 2000), cyber-security (Maturana et al. 2011, Kumar et al. 2013), financial analysis (Delen et al. 2013, Charlot and Marimoutou 2014, Manogna and Mishra 2021), and more recently fair decision making (Zhang and Ntoutsi 2019, Barata and Veenman 2021, Valdivia et al. 2021). Nearly all such applications employ decision trees for feature selection of training data and classification/regression of test data resulting in a supervised machine learning method. Their interpretability is due to their lack of a black box nature and easy to understand branching rules and
structure. This interpretability is often preferred over higher-accuracy black-box methods. Optimal binary classification decision trees select binary tests to perform at each branching vertex and classes to assign to each leaf vertex to maximize prediction accuracy or minimize misclassification rates. [Hyafil and Rivest (1976)] show building an optimal decision tree is NP-hard and heuristic algorithms were first proposed to find approximations of decision trees as computer technology was not advanced enough to efficiently solve exact algorithms in the 1980s. Comparisons of heuristic tree models provide useful outlines for selecting attributes given specific conditions, but [Murthy (2004)] concludes no one heuristic for splitting is superior. Recently, optimization solvers such as Gurobi and CPLEX, have become substantially more powerful (speedup factor of 450 billion over a 20 year period) through advancements in hardware, effective use of cutting plane theory, disjunctive programming for branching rules, and improved heuristic methods, as detailed by [Bixby (2012)]. These advancements simultaneously eliminate the practical barrier for implementing Mixed Integer Linear Optimization (MILO) formulations to solve NP-hard problems and the prejudice relevant during the inception of exact algorithms for the optimal decision tree problem, as noted by [Bertsimas and Dunn (2017)].

**Our Contribution:** In this paper, we focus on univariate binary classification decision trees: trees in which each parent has exactly two children and each branching vertex observes a single feature. We propose four MILO formulations for finding optimal binary decision trees and show their strong linear optimization (LO) relaxations compared to current MILO formulations in the literature. Further we show total unimodularity properties of our proposed models. Through experimental testing on 16 publicly available datasets, we highlight the practical application of the proposed MILO formulations, their ability to scale, and strong performance against traditional branch and bound methods. In Section 2 we review related work on binary decision trees. In Section 3 we propose our four MILO formulations: two multi-commodity flow formulations (MCF1 and MCF2), and two cut-based formulations (CUT1 and CUT2) for finding optimal binary trees. In Section 4 we provide theoretical comparisons against the most recent and strongest MILO formulation, FlowOCT, proposed by [Aghaei et al. (2021)]. In Section 5 we show total unimodularity properties through equitable bicolorings of column submatrices with the results of [Ghoulia-Houri (1962)]. In Section 6 we provide computational experiments supporting our theoretical results and report in-sample optimization performance, out-of-sample test performance, efficiently generated Pareto frontiers for an understanding of the relationship between tree topology and out-of-sample test performance, and variations on our proposed cut-based MILO models for speeding up solution time. Our goal is to provide those interested in finding optimal binary decision trees a set of implementable and flexible MILO formulations.
2. Related Work on Binary Decision Trees

Various mathematical optimization techniques have been applied to solve the binary decision tree problem. Murthy et al. (1994) employ hill-climbing techniques paired with randomization. Orsenigo and Vercellis (2003) use discrete SVM operators counting misclassified points rather than measuring distance at each node of the tree; sequential LP-based heuristics are then employed to find the complete tree. Menze et al. (2011) extend oblique random forests with linear discriminate analysis (LDA) to find optimal internal splits. Wang et al. (2015) apply logistic regression to find branching hyperplanes while maintaining sparsity through a weight vector. Wickramarachchi et al. (2016) employ Householder transformations. More recently augmented machine learning techniques have been employed to build decision trees. Kontschieder et al. (2015) combine convolutional neural nets and stochastic, differentiable decision trees to find global tree parameters. Balestriero (2017) uses a modified hashing neural net framework with sigmoid activation functions and independent multilayer perceptrons that are equivalent to vertices of a decision tree. Yang et al. (2018) use a one-layer neural network with a softmax activation function and a soft binning function for branching. Zantedeschi et al. (2020) employ stochastic descent for branching attributes, auxiliary variables for linearity, and a unique tree-structured isotonic optimization algorithm for pruning-aware decision trees. Lee and Jaakkola (2020) show decision trees are related to piece-wise linear neural nets with locally constant gradients.

Researchers also apply customized dynamic programming, often branch-and-bound processes, to combat searching over large spaces associated with finding optimal decision trees. Nijssen and Fromont (2007) optimize a ranking function under topology constraints. Aglin et al. (2020) use two branch-and-bound approaches that cache itemsets used for cutting the search space and only including vertices not in the cache in the branch-and-bound cuts. Angelino et al. (2017) create optimal decision lists which applied to tree structures through bit-vector libraries and specialized data structures. Demirović et al. (2022) introduce constraints on the depth and number of nodes to combat scaling issues. McTavish et al. (2022) employ guessing strategies related to feature binarization, tree depth, and bound tightening while optimizing misclassification loss and a sparsity penalty over leaves. Mazumder et al. (2022) explore the search space through the quantiles of the features’, which can be continuous, distributions. We would like to note formulations such as Boutilier et al. (2022), Nijssen and Fromont (2007), Bertsimas and Dunn (2017), Breiman et al. (1984), Demirović et al. (2022), Mazumder et al. (2022) allow for multivariate branching; branching vertices act as separating hyperplanes. Multivariate branching rules provide more flexibility than univariate branching rules, resulting in sparser trees. Objective functions of multivariate branching rules often involve weighting between hyperplane complexity and classification metrics. However such formulations are out of the scope of this paper due to the plethora of methods involved for
finding hyperplanes which include but are not limited to SVM’s (Boser et al. 1992), Lagrangian operators, and Lenstra’s algorithm (Lenstra 1987).

Breiman et al. (1984) note continued growth of the tree is indicative of successful splits and the growth itself is a one-step optimization problem; thus, using unnatural objective functions related to branching rather than classification metrics was acceptable. Bertsimas and Dunn (2017) emphasize steps of building a decision tree involve discrete decisions (which vertex to split on? which variable to split with?) and discrete outcomes (is a datapoint correctly classified? which leaf does a datapoint end on?). Therefore, one should consider building optimal decision trees using MILO formulations. To the best of our knowledge, Bennett and Blue (1996) propose the first MILO formulation for designing optimal multivariate (branching vertices observe more than one feature) decision trees. They fix the structure of the tree, the number of branching vertices and the classes of leaf vertices before solving. They showed that optimal solutions of their problem lie on the extreme points of the feasible set, even with a nonconvex objective function. They also established branching decisions as sets of disjunctive linear constraints (Bennett 1995, Bennett and Mangasarian 1993). Bertsimas and Shioda (2007) introduced CRIO as a software package that employs CPLEX 8.0 for solving optimization models. Bertsimas and Dunn (2017) propose OCT which outperforms CART (Breiman et al. 1984) in accuracy. Narodytska et al. (2018) present a scalable SAT-based approach to build depth $D$ trees. They generate valid binary encodings for a specified number of vertices $N \leq D$, such that valid binary trees of size $N$ can be generated; they also provide upper bounds on $N$. Verwer and Zhang (2019) propose BinOCT, a binary-linear programming model aiming to reduce the dependence of the problem size on the size of the training dataset. Dash et al. (2018) and Firat et al. (2020) both propose column generation approaches. Günliık et al. (2021) formulate IP models for decision trees with categorical data. Optimal randomized classification trees (ORCT) from Blanquero et al. (2021) uses a continuous optimization method for learning trees by replacing discrete binary decisions in traditional trees with probabilistic decisions.

Recently, Aghaei et al. (2021) propose a MILO formulation whose LP relaxation is at least as strong as that of OCT (Bertsimas and Dunn 2017) and BinOCT (Verwer and Zhang 2019). They modify the structure of a traditional decision tree by adding a single source vertex and a single sink vertex to turn the tree into a directed acyclic graph. Aghaei et al. (2021) also propose two novel indices measuring disparate impact and disparate treatment for learning fair decision trees. The main formulation of Aghaei et al. (2021) is a flow-based MILO formulation where correctly classified datapoints successfully flow through the tree; a tailored Benders’ decomposition is used for large size instances. Aghaei et al. (2021) provide supporting theorems and proofs to show the strength of their formulation against OCT (Bertsimas and Dunn 2017) and BinOCT (Verwer and Zhang 2019) and validity of their facet defining cuts used in their Benders’ decomposition.
3. MILO Formulations

In this section, we discuss a recent mixed integer linear optimization (MILO) formulation proposed by Aghaei et al. (2021). Then, we propose four MILO formulations (two flow-based and two cut-based) for designing optimal binary classification trees. For brevity purposes and ease of comparisons, we employ similar notations employed by Aghaei et al. (2021). Given a training dataset \( T := \{ x^i, y^i \}_{i \in I} \) consisting of datapoints indexed in the set \( I \). Each row \( i \in I \) of \( T \) consists of binary features, indexed in the set \( F \) and collected in the vector \( x^i \in \{0, 1\}^{|F|} \), and a label \( y^i \), drawn from the finite set of \( K \) classes. \( F \) is the result of some encoding process (e.g. one-hot encoding, bucketization, binning, etc.) allowing for both discrete and continuous feature sets. For every datapoint \( i \in I \) and every feature \( f \in F \), binary parameter \( x^i_f \) equals one if datapoint \( i \) observes feature \( f \).

Directed graph \( G_h = (V,E) \) denotes the binary decision tree with depth \( h \), where \( 1 \leq h \in \mathbb{N} \) is the maximal depth of a classification vertex in the assigned decision tree. The number of vertices and edges of \( G_h \) are represented by \( n := |V| = 2^{h+1} - 1 \) and \( m := |E| = 2^{h+1} - 2 \), respectively. The vertex set \( V \) is the union of the branching vertex set, \( [1, \ldots, 2^h - 1] = B \subset V \), and the leaf vertex set, \( [2^h, \ldots, 2^{h+1} - 1] = L \subset V \), with \( B \cap L = \emptyset \).

An optimal binary classification tree can be obtained by solving a biobjective optimization problem that seeks to (i) maximize the number of correctly classified datapoints and (ii) minimize the number of branching vertices. For every vertex \( v \in V \), let \( P_{1,v} \) and vertex set \( V(P_{1,v}) \) denote the unique \( 1,v \)-path from vertex 1 to vertex \( v \) and the vertex set on the path \( P_{1,v} \) (including vertices 1 and \( v \)), respectively. For every datapoint \( i \in I \) and every vertex \( v \in V \), binary variable \( s^i_v \) equals one if datapoint \( i \) is correctly classified at vertex \( v \). For every vertex \( v \in B \) and every feature \( f \in F \), binary variable \( b_v_f \) equals one if vertex \( v \) is branched on feature \( f \). For every vertex \( v \in V \) and every class \( k \in K \), binary variable \( w_{vk} \) equals one if vertex \( v \) is assigned to class \( k \). Finally for every vertex \( v \in V \), binary variable \( p_v \) equals one if a prediction class is assigned to vertex \( v \). Figure 1 illustrates directed graph \( G_2 \) with assigned decision variables \( p, b, \) and \( w \).

![Figure 1](image_url)  
**Figure 1**  
Input decision tree \( G_2 = (B \cup L, E) \), branching vertex set \( B = \{1, 2, 3\} \) and leaf vertex set \( L = \{4, 5, 6, 7\} \). Here, vertices 1 and 2 are branched on features 1 and 3, respectively; vertices 3, 4, and 5 are assigned to classes 1, 2, and 3, respectively; and vertices 6 and 7 are pruned.
Employing binary decision variables for assigning binary tree structure is a natural approach when considering the rules proposed by Bertsimas and Dunn (2017). Many current methods (MILO or other) use a weighted objective function to control tree sparsity and classification simultaneously. We instead choose a bi-objective approach for a number of reasons. Without proper normalization of the classification metric, the objective function may be unfairly weighted when trying to find very sparse trees; tuning the weight parameter may also be challenging. The Pareto frontiers generated by bi-objective approaches provide efficient methods of analyzing tree sparsity on classification metrics. The frontiers are easy to interpret visualizations to compare tree out-of-sample performance with respect to sparsity and depth (or model solution metrics with respect to tree topology). Since it is known solutions of smaller trees are valid warm starts to solutions of larger trees, the frontiers are generated efficiently.

A biobjective base model for designing optimal binary classification trees is provided below.

\[
\begin{align*}
\text{max} & \sum_{i \in I} \sum_{v \in V} s^i_v \\
\text{min} & \sum_{v \in B} \sum_{f \in F} b_{vf} \\
p_v = \sum_{k \in K} w_{vk} & \quad \forall v \in V \\
(\text{BASE}) & \sum_{f \in F} b_{vf} + \sum_{u \in V(p_1,v)} p_u = 1 \quad \forall v \in V \\
b_{vf} = 0 & \quad \forall v \in L, \forall f \in F \\
s^i_v \leq w_{vk} & \quad \forall i \in I : y^i = k, \forall k \in K, \forall v \in V \\
p & \in [0,1]^n, b \in \{0,1\}^{n \times |F|}, \\
w & \in \{0,1\}^{n \times |K|}, s \in \{0,1\}^{\lvert I \rvert \times n}.
\end{align*}
\]  

Here, objective function (1a) maximizes the number of correct classifications. Objective function (1b) minimizes the number of branching vertices. Constraints (1c) imply that a vertex is labeled with a prediction class if and only if it is assigned to a class \(k \in K\). Constraints (1d) imply that every vertex \(v \in V\) is either branched on a feature or a vertex on the \(1,v\)-path is assigned to a prediction class. Constraints (1e) imply that no leaf vertex is branched on a feature. Constraints (1f) imply that if datapoint \(i \in I\) is classified at vertex \(v \in V\), then vertex \(v\) is assigned to the class for which \(k = y^i\). Constraints (1g) specify the domain of all decision variables of the base model. Furthermore, the polytope of the base model (1) is denoted as follows,

\[\mathcal{P}_{\text{BASE}} := \{(p,b,w,s) \in [0,1]^{n(1+\lvert I \rvert + \lvert F \rvert + \lvert K \rvert)} : (p,b,w,s) \text{ satisfies constraints (1d)-(1f)}\} \]

Remark 1. Constraints \(p \in [0,1]^n, w \in \{0,1\}^{n \times |K|}, \) and (1c) imply that \(p \in \{0,1\}^n\).
Base model (1) ensures a valid binary decision tree structure. The base model is pruning aware through constraints (1c) to prevent over-fitting in the final decision tree; our models still produce balanced decision tree solutions. Further, we can find optimal trees when an optimal depth is not known a priori by choosing \( h \) to be large, increasing the search space and solution time. The bi-objective approach also allows for objective (1b) to be used as a constraint to control the sparsity of the final decision tree. However, the base model (1) does not guarantee feasible connected paths for datapoints to reach a correct classification vertex; that is, a datapoint can “jump” onto classification vertex 5 without going through branching vertex 2 in Figure 1. Hence, we need complementary MILO formulations with connectivity constraints to ensure that correctly classified datapoints reach their corresponding classification vertex via feasible connected paths through the tree. In the following sections, we discuss five connectivity formulations: the flow-based connectivity formulation of Aghaei et al. (2021), two new flow-based formulations (MCF1 and MCF2), and two new cut-based formulations (CUT1 and CUT2). These formulations are inspired by max-flow/min-cut formulations, as decision trees can be thought of as directed acyclic networks.

### 3.1. Flow-based formulations

To impose a datapoint’s feasible path through the tree, decision datapoint flow variables are defined to find a connected 1,\( v \)-flow (path from 1 to \( v \), inclusive). Currently \( G_h \) can be thought of as a directed acyclic graph with a single source, the root, and multiple sinks, leaf set \( L \). Thus a datapoint flowing through the tree could end at more than one classification vertex. To resolve this issue the tree must be augmented to have a single sink. It was Aghaei et al. (2021) who first proposed such an augmentation of the decision tree by appending a single source connected only to the root vertex and a single sink connected to every vertex in the tree. Bertsimas and Dunn (2017) and Hochbaum (2018) both propose network flow based models but do not augment the tree. Network flow connectivity constraints are defined on this augmented tree.

Consider augmentation of input decision tree \( G_h \) into a tree with a single source and sink as follows. Let \( G'_h = (V'^t, A) \) with \( V'^t := V \cup \{t\} \) and \( A := \{(u, v) \mid \{u, v\} \in E, \ u < v\} \cup \{(v, t) \mid v \in V\} \). Directed graph \( G'_h \) adds a directed edge from \( v \to t \) for all vertices of \( V(G_h) \), thereby creating single sink vertex \( t \). For every vertex \( v \in V \), let (i) \( \ell(v) \) be the left child of vertex \( v \); (ii) \( r(v) \) be the right child of vertex \( v \); and (iii) \( a(v) \) be the ancestor (parent) of vertex \( v \) in arborescence \( G_h \). Note that for every \( v \in L \), we have \( \ell(v) = r(v) = \emptyset \).

#### 3.1.1. FlowOCT

Here we present the connectivity constraints of the imbalanced tree formulation of Aghaei et al. (2021) with modifications for notation purposes. For every datapoint \( i \in I \) and every directed edge \( (u, v) \in A \), variable \( z^i_{uv} \) denotes the flow of type \( i \) on edge \( (u, v) \). Since we have \( \ell(v) = r(v) = \emptyset \) for \( v \in L \), for every datapoint \( i \in I \) and every vertex \( v \in L \) we set variables
$z_{v, \ell(v)}^i$ and $z_{v, r(v)}^i$ to zero. Furthermore, we do not employ the auxiliary vertex $r$, used in the original paper, in our formulation of FlowOCT. For every datapoint $i \in I$ and every vertex $v \in V$, we also employ decision variable $s_{i,v}^i$ instead of flow variable $z_{v_i}^i$ in formulation FlowOCT to denote the terminal vertex, $v$, of datapoint $i$. Figure 2 illustrates directed graph $G_{2}^t$ and the corresponding flow variables of formulation FlowOCT.

Here, constraints (2b) imply that for every datapoint $i \in I$ at most one unit of flow of type $i$ can emanate from vertex 1; $a \leq 1$ is present to allow for datapoints with no feasible flows. As we do not employ source vertex $r$, these constraints are equivalent to one unit of flow for every datapoint $i \in I$ emanates from vertex $r$. Constraints (2c) imply flow conservation for any datapoint $i \in I$ at any vertex $v \in V \setminus \{1\}$. Constraints (2d) imply that if a flow of type $i \in I$ is directed towards the left (right) child of a vertex, then the vertex is branched on a feature $f \in F$ with $x_{i,f}^i = 0$ ($x_{i,f}^i = 1$).

The original formulation of FlowOCT augments directed graph $G_h$, which has multiple sinks, into a directed acyclic single sink graph $G_{h}^t$ by appending a directed edge from source node $s$ to the

Figure 2 Directed decision tree $G_{2}^t$ with decision variables of FlowOCT. Source node $r$ is not used in our formulation of FlowOCT but shown for understanding datapoint flows. All decision variables shown equal one unless otherwise stated.
root vertex and directed edges from every vertex \( v \in V \) to sink vertex \( t \). From there well established
network flow theory is used to find connected feasible paths through the tree for a datapoint. Branching is done through flow variables \( z \). Successful classification of a datapoint is defined by a connected \( s, t \) path through the tree. We define the polytope of FlowOCT formulation as,

\[
\mathcal{P}_{\text{FlowOCT}} := \{(p, b, w, s) \in \mathcal{P}_{\text{BASE}} : z \in \mathbb{R}_{+}^{I \times m} : (p, b, w, s, z) \text{ satisfies constraints } (2b)-(2d)\}.
\]

**Remark 2.** The following constraints are implied in \( \mathcal{P}_{\text{FlowOCT}} \).

\[
\sum_{v \in V} s^i_v \leq 1 \quad \forall i \in I.
\]

### 3.1.2. MCF1

Here, we propose an extended version of formulation FlowOCT with same order in number of variables and constraints. We introduce a new binary variable \( q^i_v \) for every datapoint \( i \in I \) and every vertex \( v \in V^t \). Binary variable \( q^i_v \) equals one if datapoint \( i \) enters vertex \( v \) to reach terminal vertex \( t \in V^t \). Source node \( s \) is consequently removed and classification is now defined as a connected \( 1, t \) path through the tree as decision variables \( q \) track a datapoint’s path. Figure 3 illustrates directed graph \( G^2_2 \) and the corresponding flow variables of formulation MCF1.

\[
(p, b, w, s) \in \mathcal{P}_{\text{BASE}}
\]

\[
z^i_{a(v),v} \leq q^i_v \quad \forall v \in V \setminus \{1\}, \forall i \in I
\]

\[
z^i_{a(v),v} = z^i_{v,e_f(v)} + z^i_{v,r_f(v)} + s^i_v \quad \forall v \in V \setminus \{1\}, \forall i \in I
\]

(MCF1) \( z^i_{1,e_f(1)} + z^i_{1,r_f(1)} + s^i_1 = q^i_t \quad \forall i \in I
\]

\[
a^i_{e_f(v)} \leq \sum_{f \in F : x_f = 0} b_{v,f} \quad \forall v \in B, \forall i \in I
\]

\[
a^i_{r_f(v)} \leq \sum_{f \in F : x_f = 1} b_{v,f} \quad \forall v \in B, \forall i \in I
\]

\[
b \in \{0,1\}^{n \times |F|}, \ w \in \{0,1\}^{n \times |K|}, \ s \in \{0,1\}^{I \times n}, \ q \in \{0,1\}^{I \times |V^t|}, \ z \in \mathbb{R}_{+}^{I \times m}.
\]
Here, constraints (3b) and (3c) imply that if vertex \( v \in V \) receives a flow of type datapoint \( i \in I \), then vertex \( v \) is selected on a 1, \( t \) path of datapoint \( i \). Constraints (3c) have equivalent interpretations to constraints (2c). Constraints (3d) imply that if datapoint \( i \in I \) reaches vertex \( t \), then either the datapoint is correctly classified at vertex 1 or a flow of type datapoint \( i \) is generated at vertex 1. Constraints (3e) imply that if the left (right) child of parent \( v \in V \) is selected on the path of datapoint \( i \in I \), then \( x_i^f = 0 \) (\( x_i^f = 1 \)). Constraints (3e) are analogous to constraints (2d); in MCF1 datapoint left-right branching is controlled by binary variables \( q \) whereas in FlowOCT flow variables \( z \) control datapoint left-right branching.

We define an extended model of BASE called BASE + \( q \) to be objective functions (1a) and (1b) with constraints (1c)-(1g), (3e) and (3f), and its polytope, \( \mathcal{P}_{\text{BASE}+q} \), as

\[
\mathcal{P}_{\text{BASE}+q} := \{(p, b, w, s, q) \in [0, 1]^{n+|F|+|K|+2|I|} : (p, b, w, s, q) \text{satisfies (1c)-(1f) and (3e)} \}.
\]

We then define the polytope of the MCF1 model as,

\[
\mathcal{P}_{\text{MCF1}} := \{(p, b, w, s, q) \in \mathcal{P}_{\text{BASE}+q}, q \in [0, 1]^{|I|}, z \in \mathbb{R}_+^{1\times |V|} : (p, b, w, s, q, z) \text{satisfies (3b)-(3d)} \}.
\]
Successful classification through the tree is now a connected 1, v-path. Figure 4 illustrates directed graph \( G_2 \) and the corresponding flow variables of formulation MCF2.

\[
(p, b, w, s, q) \in \mathcal{P}_{\text{BASE}+q} \\
\sum_{i=1}^{z_{i,v}(1)} z_{i,v}(1) + z_{i,v}(1) = s^i \\
\sum_{i=1}^{z_{i,v}(u)} z_{i,v}(u) + z_{i,v}(u) - z_{i,v}(u) = 0 \\
\sum_{i=1}^{z_{i,v}(u)} z_{i,v}(u) \leq q^i \\
\sum_{i=1}^{z_{i,v}(u)} s^i \leq 1 \\
b \in \{0, 1\}^{n \times |I|}, \ w \in \{0, 1\}^{n \times |K|}, \\
s \in \{0, 1\}^{|I| \times n}, \ q \in \{0, 1\}^{|I| \times n}, \\
z \in \mathbb{R}_{+}^{n \times |K|}. \tag{4g}
\]

**Figure 4** Directed decision tree \( G_2 \) with decision variables of MCF2. All decision variables shown equal one unless otherwise stated.

Here, constraints (4b) imply that if datapoint \( i \in I \) is correctly classified at vertex \( v \in V \setminus \{1\} \), then a flow of type \( iv \) originates from vertex 1. Constraints (4c) imply the flow conservation of datapoint \( i \) heading towards vertex \( v \) at vertex \( u \in V \setminus \{1, v\} \). Constraints (4d) imply that if a flow of datapoint \( i \in I \) that is heading toward vertex \( u \) enters vertex \( v \), then vertex \( v \) is selected on the 1, u-path. Constraints (4e) imply that datapoint \( i \in I \) is correctly classified at vertex \( v \in V \setminus \{1\} \) if and only if a flow of type \( iv \) enters vertex \( v \). Constraints (4f) imply that each datapoint \( i \in I \) can be correctly classified in at most one vertex. We define the polytope of the MCF2 model as,

\[
\mathcal{P}_{\text{MCF2}} = \{(p, b, w, s, q) \in \mathcal{P}_{\text{BASE}+q}, z \in \mathbb{R}_{+}^{n \times m} : (p, b, w, s, q, z) \text{ satisfies constraints } (4b)-(4f)\}
\]

**Remark 4.** The following constraints are implied in \( \mathcal{P}_{\text{MCF2}} \).

\[
\sum_{i=1}^{z_{i,v}(u)} z_{i,v}(u) - z_{i,v}(u) = s^i \\
\sum_{i=1}^{z_{i,v}(u)} z_{i,v}(u) + z_{i,v}(u) = 0 \\
\forall v \in V \setminus \{1\}, \forall i \in I. \tag{5}
\]

\[
\forall v \in V \setminus \{1\}, \forall i \in I. \tag{6}
\]

Proofs of Remarks 2 - 4 are found in Appendix A.1.
3.2. Cut-based formulations

In this section, we propose two cut-based formulations, both of which have connectivity constraints that are added on-the-fly. Further, their corresponding separation problems are solved in polynomial time; the 1-v-path of any vertex \( v \in V(G_h) \) is found in \( \mathcal{O}(|V|) \) as a tree itself is a directed acyclic graph. The motivation behind our cut based formulation is the \( P_{1,v} \) of any vertex \( v \in V \) is unique since \( G_h \) is a tree. Thus any vertex \( c \in V(P_{1,v}) \) is a valid 1-v-separator.

Through our definition of variables \( q \) and \( s \) we can find 1-v-separators for a terminal vertex of a datapoint \( i \in I \) to find a feasible path through the tree.

3.2.1. CUT1

This formulation is the reduced formulation of MCF2 as we remove flow variables \( z \). Here we aim to find 1-v-separators strictly on the 1-v-path. For every vertex \( v \in V \), we define \( P_v \) as the set of non-root vertices on the 1-v-path.

\[
(p, b, w, s, q) \in \mathcal{P}_{\text{BASE}+q} \\
\sum_{v \in V} s_v^i \leq 1 \quad \forall i \in I \\
(CUT1) \quad s_v^i \leq q_v^i \quad \forall c \in V(P_v), \forall v \in V \setminus \{1\}, \forall i \in I \\
b \in \{0,1\}^{n \times |F|}, \quad w \in \{0,1\}^{n \times |K|}, \\
s \in \{0,1\}^{|I| \times n}, \quad q \in \{0,1\}^{|I| \times n}. \tag{7d}
\]

Here, constraints \( 7c \) imply that if a datapoint \( i \in I \) is classified at vertex \( v \in V \setminus \{1\} \), then all vertices on the path from 1 to \( v \), excluding vertex 1, must be selected.

We define the polytope of formulation \( 7 \) as,

\[
\mathcal{P}_{CUT1} := \{(p, b, w, s, q) \in \mathcal{P}_{\text{BASE}+q} : (p, b, w, s, q) \text{ satisfies constraints } 7b \text{ and } 7c\}.
\]

3.2.2. CUT2

We propose another cut-based formulation whose linear optimization relaxation is stronger than that of formulation CUT1 by redefining a 1-v-separator as any vertex that separates terminal vertex \( v \) or any one of its children (\( \text{CHILD}(v) \)). For every vertex \( v \in V \setminus \{1\} \), we define

\[
\text{CHILD}(v) := \{u \in V \setminus \{v\} : u > v, \ dist_{G_h}(v, u) < \infty\}.
\]

Here \( \text{dist}_{G_h}(v, u) \) denotes the distance between vertices \( v \) and \( u \) in directed graph \( G_h \). For example in Figure 4, \( \text{CHILD}(2) = \{4, 5\} \). By redefining the set of 1-v-separators of a terminal vertex \( v \in V \) we provide stronger lower bounds on decision variables \( q \) when adding cuts at points in the branch and bound tree, integral or fractional. This holds as a datapoint \( i \in I \) must pass through \( v \) to select \( v \) or any one of its children as its terminal vertex.

\[
(p, b, w, s, q) \in \mathcal{P}_{\text{BASE}+q} \tag{8a}
\]
\[
\sum_{v \in V} s^i_v \leq 1 \quad \forall i \in I \tag{8b}
\]

(CUT2) \[ s^i_v + \sum_{u \in \text{CHILD}(v)} s^i_u \leq q^i_c \quad \forall c \in V(P_v), \forall v \in V \setminus \{1\}, \forall i \in I \tag{8c} \]

\[ b \in \{0,1\}^{n \times |F|}, \quad w \in \{0,1\}^{n \times |K|}, \quad s \in \{0,1\}^{n \times n}, \quad q \in \{0,1\}^{n \times n}. \tag{8d} \]

Here, constraints (8c) imply that if a datapoint \( i \in I \) is correctly classified at vertex \( v \) or one of its descendants, then the datapoint selects every vertex on the path from 1 to \( v \) excluding 1.

We define the polytope of formulation (8) as,

\[ P_{\text{CUT2}} := \{ (p,b,w,s,q) \in P_{\text{BASE}+q} : (p,b,w,s,q) \text{ satisfies constraints (8b) and (8c)} \}. \]

4. Theoretical comparison of formulations

In this section, we prove Theorem 1 comparing the strength of the formulations discussed in Section 3. The theorem follows directly by Lemmata 1 through 4, which show formulations CUT2 through MCF1 are just as strong as that of FlowOCT. Lemma 1 shows a strict inclusion between CUT2 and CUT1 through an example. Lemma 2 shows the equivalence of formulations MCF2 and CUT1 due to max-flow min-cut result of [Ford and Fulkerson (1962)]. Lemma 3 shows MCF1 and MCF2 are equivalent to each other due to the unique 1, \( v \)-paths of a decision tree. Lemma 4 shows the strong LO relaxation of MCF1 against FlowOCT. Note that our Theorem 1 and Theorem 1 of [Aghaei et al. (2021)] suffice to show our formulations are at least as strong as that of recent MILO formulations OCT ([Bertsimas and Shioda (2007)]) and BinOCT ([Verwer and Zhang (2019)]). Lastly, we show the correctness of our proposed formulations through Theorems 2 and 3. For brevity purposes we provide the full proofs for Theorem 1 and Lemmata 1, 2, 3, 4 in Section 4 and the full proofs for Lemmata 2, 3 and Theorems 1, 2, 3 in Appendices A.2 and A.3 respectively.

**Theorem 1 (Strength of Formulations).** Let \( X = (p,b,w,s,q) \). Then,

\[ P_{\text{CUT2}} \subseteq P_{\text{CUT1}} = \text{proj}_X P_{\text{MCF2}} = \text{proj}_X P_{\text{MCF1}} \subseteq \text{proj}_X P_{\text{FlowOCT}}. \]

**Proof of Theorem 1.** The proof follows by Lemmata 1, 2, 3, and 4.

**Lemma 1.** \( P_{\text{CUT2}} \subseteq P_{\text{CUT1}}, \) and the inclusion can be strict.

**Proof of Lemma 1.** Let \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q})\) be a point that belongs to CUT2. We are to show that it also belongs to CUT1. It is clear that the point satisfies constraints (7a) and (7b). For every datapoint \( i \in I \) and for every vertex \( v \in V \) and for every separating vertex \( c \in P_v \), we show that point \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q})\) satisfies constraints (7c).

\[ \hat{s}^i_v \leq \hat{q}^i_c + \sum_{u \in \text{CHILD}(v)} \hat{s}^i_u \leq q^i_c \]
The first inequality holds by the nonnegatviity of \( \bar{s}_u^i \) for all \( v \in V \) and \( i \in I \). The second inequality holds by constraints (8c). This completes the proof.

Figure 5 illustrates an instance of the optimal binary decision tree problem that belongs \( P_{\text{CUT1}} \) but not \( P_{\text{CUT2}} \). Here, one datapoint has three features and one class. All features equal to zero, \( x_1^1 = x_2^1 = x_3^1 = 0 \), and class \( y^1 = 1 \). The fractional point in the branch and bound tree indicates three branching vertices 1, 2, and 4, (using features 1, 2, and 3, respectively) and four classification vertices 3, 5, 8 and 9 (all using class \( k = 1 \)). The datapoint enters vertices 1, 2, 4, 8 and 9 and selects vertices 4, 8, and 9 as terminal vertices. While the fractional point is in \( P_{\text{CUT1}} \), it does not belong to \( P_{\text{CUT2}} \) because it violates constraints (8c) for terminal vertex \( v = 4 \) and its separating vertex \( c = 2 \). In simpler terms,

\[
\bar{s}_4^1 + \sum_{u \in \text{CHILD}[4]} \bar{s}_u^1 = \bar{s}_4^1 + \bar{s}_8^1 + \bar{s}_9^1 = 0.1 + 0.1 + 0 = 0.2 \not\leq 0.15 = q_2^1.
\]

**Figure 5**  A point that belongs to \( P_{\text{CUT1}} \), but not \( P_{\text{CUT2}} \).

**Lemma 2.** Let \( X = (p, b, w, s, q) \). Then, \( P_{\text{CUT1}} = \text{proj}_X P_{\text{MCF2}} \).

**Lemma 3.** Let \( X = (p, b, w, s, q) \). Then \( \text{proj}_X P_{\text{MCF2}} = \text{proj}_X P_{\text{MCF1}} \).

**Lemma 4.** Let \( X = (p, b, w, s, q) \). Then \( \text{proj}_X P_{\text{MCF1}} \subseteq \text{proj}_X P_{\text{FlowOCT}} \).

**Proof of Lemma.** Let \( (\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q}, \hat{z}) \) be a point that belongs to the \( P_{\text{MCF1}} \) polytope. We are to show that the point belongs to the polytope \( P_{\text{FlowOCT}} \). First, it is clear that \( (\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q}, \hat{z}) \in P_{\text{BASE}} \); so, it satisfies constraint (2a).

It suffices to show that \( (\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q}, \hat{z}) \) satisfies constraints (2b)-(2d). For every datapoint \( i \in I \),

\[
\hat{z}_1^i + \hat{z}_1^i, \hat{s}_1^i + \hat{s}_1^i = \hat{q}_i^i \leq 1.
\]
Here, the equality holds by constraints (3d). The inequality holds because \( \hat{q} \in [0,1]|I|\times|V|\). Hence, point \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{z}, \hat{q})\) satisfies constraints (2b). Because \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{z}, \hat{q})\) satisfies constraints (3c), the point satisfies constraints (2c). Finally for every datapoint \(i \in I\) and every vertex \(v \in B\), we have

\[
\hat{z}_{i,\ell}(v) \leq \hat{q}_i(\ell)(v) \leq \sum_{f \in F: x_i^f = 0} \hat{b}_{vf}, \tag{9a}
\]

\[
\hat{z}_{i,r}(v) \leq \hat{q}_i(r)(v) \leq \sum_{f \in F: x_i^f = 1} \hat{b}_{vf}. \tag{9b}
\]

Here, the first inequalities in (9a) and (9b) hold by constraints (3b). The second inequalities in (9a) and (9b) hold by constraints (3e). Hence, point \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{z}, \hat{q})\) satisfies constraints (2d). This concludes the proof.

The following two theorems show the correctness of our proposed models.

**THEOREM 2.** Let \(p^* \in \mathcal{P}_{\text{FlowOCT}}\) be a feasible solution of formulation (2). Then \(p^*\) represents a feasible binary classification tree.

**THEOREM 3.** Suppose a point \(p^*\) is a feasible binary classification tree. Then, \(p^* \in \mathcal{P}_{\text{CUT2}}\).

5. Total Unimodularity (TU) Properties

To show that BASE + q is TU we use an equitable bicoloring of its columns and the results of [Ghoulia-Houri (1962)] who showed that a 0, ±1 matrix is totally unimodular if and only if every column submatrix has an equitable bicoloring. Matrix \(A\) has an equitable bicoloring if its columns can be partitioned into red and blue columns so that, for every row of \(A\), the sum of the entries in columns labeled red differs by at most one from the sum of the entries in columns labeled blue.

Below is the LHS of the standard form representation of model BASE + q. \(I_n\) is the \(n\)-dimensional identity matrix, \(A_n \in \mathbb{R}^{n \times n}(A_{a \times b} \in \mathbb{R}^{a \times b})\), \(BD(A)_k\) is a \(k \times k\) block diagonal matrix containing the submatrix \(A\) along the diagonal and 0’s everywhere else, and \(J_{a \times b}\) is the \(a \times b\) unit matrix. Here, \(B = J_{1 \times |F|}\), \(W_1 = -J_{1 \times |K|}\), and \(W_2 \in \mathbb{R}^{|\hat{T}| \times |K|}\) is the encoded matrix representation of training datapoint classes \(y\). \(\hat{P} \in \{0,1\}^{n \times n}\), has row and columns indexed by \(v\). Each row, corresponding to decision variable \(p_v\), contains a 1 in the columns of \(V(P_v)\) and 0’s everywhere else. Lastly,

\[
D = \begin{bmatrix}
\hat{T} - J_{|T| \times |F|} \\
-J_{|\hat{T}| \times |F|}
\end{bmatrix} \in \mathbb{R}^{2|I| \times |F|}, \text{ where } \hat{T} = T \setminus y, \text{ the training feature set.}
\]
\[
\begin{pmatrix}
I_n & \text{BD}(W_1) n & 0 & 0 & 0 \\
0 & \text{BD}(B) n & 0 & 0 & 0 \\
0 & 0 & \begin{bmatrix} 0_{|F||B| \times |F||L|} & I_{|F||L|} \end{bmatrix}^T & 0 & 0 \\
0 & \text{BD}(-W_2) n & 0 & I_{n|T|} & 0 \\
0 & 0 & \begin{bmatrix} \text{BD}(D^T)|B| \end{bmatrix}^T & 0 & I_{2|T||B|} \\
\end{pmatrix}
\]

where \( x^T = [p_1, \ldots, p_n, w_{1,1}, w_{1,2}, \ldots, w_{n,|K|}, b_{1,1}, b_{1,2}, \ldots, b_{n,|F|}, s_1, s_1^2, \ldots, s_n, q_1, q_1^2, \ldots, q_n] \)

### 5.1. Equitable Bicoloring Rules

We can label the columns of our matrix in the following manner. Let \( L \) represent the label function.

- Columns associated with decision variables \( p \) are assigned red or blue based on the depth of vertex \( v \) of variable \( p_v \). Columns of vertices with even depth are labeled red and odd depth columns are labeled blue. The root is defined to have depth 0.
- Columns associated with decision variables \( w \) are grouped sets of size \( |K| \), each set corresponding to a \( v \in V \). The depth of \( v \) will determine the labeling scheme. If the depth of \( v \) is even we label each column in the set alternating starting with red, and if depth of \( v \) is odd alternating starting with blue.
- Columns associated with decision variables \( s \) are grouped into sets of size \( |T| \), each set corresponding to a \( v \in V \). In a set, each column is assigned the same color as the column of \( w_{vk} \), i.e. the column is labeled the same color corresponding to the datapoint’s class at said vertex.
- Columns associated with decision variables \( b \), are grouped into sets of size \( |F| \), each set corresponding to a \( v \in V \). Since, \( \hat{T} \in \{0,1\}^{|F|} \) we can safely assume that \( F \) was the result of some encoding process, of which we control. Thus we know the original feature space, call it \( H \). For each original feature \( h_i \in H \), there exists a set \( F_i = \{f_k, f_{k+1}, \ldots, f_n\} \subset F \) generated from a mapping, \( \Omega : H \to F \), defined by the encoding procedure (i.e. unique mapping of singular original features to sets of encoded features). For each vertex \( v \in V \) we follow the coloring procedure below to assign colors to the entire feature set \( F \) associated with \( v \).

1. Find a pair of \( h \in H \), call them \( h_1 \) and \( h_2 \), that have the same number of encoded features (i.e. \( |F_1| = |F_2| \)). Label all the encoded features of \( h_1 := F_1 \) blue, and the encoded features of \( h_2 := F_2 \) red. Set \( H = H \setminus \{h_1, h_2\} \). Repeat the process until no such \( h_1, h_2 \) exist.
2. If there still exist \( h \in H \). Construct a restricted bipartition of \( H \), a bipartition that does not necessarily include all of \( H \). Call it \( C = \{ h_j, \ldots, h_k \} \) and \( D = \{ h_x, \ldots, h_y \} \), \( C \cap D = \emptyset \). Further take \( C \) and \( D \) such that \( |\cup_{i=j}^{k} \Omega(h_i) - \cup_{i=x}^{y} \Omega(h_i)| \leq 1 \), the sum of encoded features in each partition are equal or differ by 1. Assume that \( |C| \geq |D| \). Label all mapped encoded features of \( C \) blue and mapped encoded features of \( D \) red. (Note this process can be done greedily, increasing the size of the restricted-bipartitions). \( H := H \setminus \{ C, D \} \).

* It may be conducive to not find all equal pairs of step 1 to yield a favorable restricted bipartition in step 2.

3. If there still exists \( h \in H \), there will be exactly one. Label the encoded features of \( h \) alternating starting with blue.

- Columns associated with decision variables \( q \) are categorized into two types through the definition of left, right children of vertices used for decision variables \( q \). The rows of \( BASE + q \) can also be categorized into two types according to this left, right relationship. Due to the identity matrix corresponding to the columns of decision variables \( q \), our labeling scheme uses rows types to assign labels. Each row type is size \( |T||B| \), covering all decision variables \( q \).

1. Rows of the first type correspond to first set of constraints of \([3e]\), branching to the left child of a vertex. For each row, observe the only non-zero entries are associated with \( |F| \) columns of decision variables \( b \) and exactly one from decision variables \( q \). By design the columns of \( b \) admit an equitable bicoloring value of 0 or 1, favoring red. Thus all columns all of \( q \) for the first type of rows are labeled blue to ensure the entire row admits an equitable bicoloring.

2. Each row of the second type, corresponding to branching to the right child of a vertex, will have \( |F| \) -1’s from columns of \( b \). If the equitable bicoloring value for the columns of \( b \) is 0, label the non-zero column of \( q \) blue. If the value is -1, label the non-zero column of \( q \) the same color the bicoloring favors.

For examples of the labeling procedure refer to Table 7 in Appendix A.4.
5.2. Column Submatrix Labeling Rules

Table 1  Column submatrix coloring rules to ensure equitable bicoloring among rows.

| D.V.(s) | Labeling Rules |
|---------|----------------|
| \( p \) | Verify there is no level (vertices with the same depth, ex. leaf set \( L \)) of \( G_h \) missing. If so, relabel depth of selected vertices and repeat labeling procedure of \( p \). |
| \( w \) | Determine the parity of the number of columns selected and assign alternating red, blue to columns according to their corresponding \( v \in V \) depth. |
| \( b \) | Repeat labeling procedure of \( b \). |
| \( s \) or \( q \) | Use given column labels since we have identity matrices. |
| \( p \) & \( w \) | Find the row with the most columns from the same set of \( w \) with an invalid bicoloring (this row will only contain non-zeros in the same set). Switch the labels of half the non-zero columns of the chosen set. Repeat until no such row exists. |
| \( p \) & \( b \) | Redo the labeling procedure for \( p \) and \( b \) independently. Columns of \( p \) yield a bicoloring value in \( \{0,1\} \), favoring red, and columns of \( b \) yield a value in \( \{0,1\} \), favoring blue. |
| \( w \) & \( s \) | Use given labels: each row has exactly one +1 and one -1 with the same color. |
| \( b \) & \( q \) | Redo the labeling procedures of \( b \) and \( q \) starting with columns of \( b \). |
| \( p \) & \( s/q; s/w \) & \( q/b \) | Use rules of each of the selected columns above as there exists no row such that columns of both decision variables contain non-zeros. |

As [Ghoulia-Houri (1962)] stated every column submatrix must admit a valid equitable bicoloring for the matrix to be TU. In Table 1 we enumerate the important combinations of columns that may appear in a submatrix of BASE + q and provide an equitable coloring for such submatrices. For any submatrix containing columns of three or four different decision variables it is unnecessary to create a set of rules, rather we follow the rules of binary combinations. This follows from any row in the matrix containing non-zeros in columns of at most two different decision variables, as any constraint of BASE + q contains at most two decision variables.

6. Computational Experiments

Here we provide experiments on publicly available datasets to benchmark our four proposed models (MCF1, MCF2, CUT1, CUT2) against five approaches from the literature: FlowOCT and its Benders’ decomposition, BendOCT (MILO approaches); and DL8.5, GOSDT+guesses, and QuantBnB (branch and bound approaches).

6.1. Experimental Setup

We run all experiments on an Intel(R) Core(TM) i7-9800X CPU (3.8Ghz, 19.25MB, 165W) using 1 core and 16GB RAM. Code is written in Python 3.9. MILO formulations are solved using Gurobi 9.5 with a time limit of 3600 seconds; 600 seconds for branch and bound models. Datasets are
publicly available at [http://archive.ics.uci.edu/ml/index.php](http://archive.ics.uci.edu/ml/index.php) and code is available at [https://github.com/brandalston/OBCT](https://github.com/brandalston/OBCT). We use 12 categorical and 4 numerical datasets from the UCI ML repository. As we assume the training dataset is in \( \{0, 1\}^{|F|} \) for our MILO models we first perform an encoding process. For categorical datasets we use the standard one-hot encoding. For numerical datasets we perform a bucketization procedure ([Lin et al., 2020](https://doi.org/10.1080/00018438.2020.1703273), [Boutilier et al., 2022](https://doi.org/10.1080/00018438.2022.2044024), [Verwer and Zhang, 2019](https://doi.org/10.1007/s10107-018-1283-6)). Bucketization involves ordering the observations by any feature \( f \), finding consecutive observations with different class labels (and different feature values), and defining a binary feature that has value 1 if and only if \( x_f \) is less than the average of the two adjacent feature values. [Lin et al., 2020](https://doi.org/10.1080/00018438.2020.1703273) showed this procedure foregoes optimality.

For each dataset we create 5 random 75-25\% train-test splits and train trees of depth \( h \in \{2, 3, 4, 5\} \). We do not consider the second objective function (1b), minimizing the number of branching vertices, except for the case of the Pareto frontiers in Figure 7. No warm-starts unless otherwise stated. Models CUT1 and CUT2 introduce the on-the-fly cut constraints (7c) and (8c), respectively, through three variations of user fractional cuts (outlined in Figure 6), all up front, and at the root node of the branch and bound tree (Gurobi lazy parameter = 3). The best of the five variations is chosen. FlowOCT and BendOCT instances have a \( \lambda \) value of zero. GOSDT+guesses uses an initial lower bound computed by the python 3.x package [sklearn GradientBoosted](https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.GradientBoostingClassifier.html) classifier. Quant-BnB uses an initial lower bound found by the process outlined in Section 3.2 of [Mazumder et al., 2022](https://doi.org/10.1080/00018438.2022.1878421). Note Quant-BnB does not produce depth \( h = \{4, 5\} \) trees.

### Table 2

| Dataset | soy | m3 | m1 | h.r. | m2 | h.v.84 | spect | b.c. | b.s. | t.t.t. | car | fico | iris | blood | climate | ion |
|---------|-----|----|----|------|----|--------|-------|------|------|-------|-----|------|------|-------|----------|-----|
| | 47  | 122 | 124 | 132  | 169 | 232    | 267   | 277  | 625  | 958   | 132 | 169  | 232  | 267   | 277     | 625 |
| | 45  | 15  | 15  | 15   | 15  | 16     | 22    | 38   | 20   | 27    | 20  | 19   | 43   | 122   | 1483    | 2260 |
| | 4   | 2   | 2   | 3    | 2   | 2      | 4     | 3    | 2    | 4     | 2   | 3    | 2    | 2     | 2       | 2   |
| Type   | c   | c   | c   | c    | c   | c      | c     | c    | c    | c     | c   | c    | c    | N     | N       | N   |

### 6.2. Results

**Optimization Comparison.** Table 3 summarizes in-sample optimization performance; solution time and optimality gap percentage. Our proposed formulations (MCF1, MCF2, CUT1, CUT2) outperform the MILO benchmark models (FlowOCT and BendOCT) in 36 out of 64 test instances with an average speedup factor of 1.92 ± 1.54X. We define speedup factor as the ratio of solution time or gap. Comparing only flow-based MILO models we see MCF1 and MCF2 outperform FlowOCT in 47 out of 64 test instances with an average speedup factor of 2.89 ± 2.39X. Cut-based models CUT1 and CUT2 outperform FlowOCT in 52 out of 64 instances with a speed up factor of 2.91 ± 2.33X. FlowOCT outperforms all of our proposed models in only 8 out of 64 test
instances. Comparing against only BendOCT we see MCF1 and MCF2 outperform in 32 out of 64 test instances with an average speedup factor of $2.93 \pm 5.59X$; CUT1 and CUT2 outperform in 33 out of 64 test instances with an average speedup factor of $3.57 \pm 7.00X$. CUT1 or CUT2 achieves the minimum solution time or gap in 27 out of 64 test instances; CUT2 achieving the minimum in 17 such instances, confirming theoretical results shown earlier. Notable significant improvements occur within numerical datasets. In 3 of the 16 test instances our models find an optimal solution within the time limit while FlowOCT and BendOCT report optimality gap $>5\%$. Further we report an improvement of solution time or gap in 13 of 16 test instances against FlowOCT and BendOCT. Observe that for larger trees, $(h = 4, 5)$, or larger datasets, $(|I| > 500)$, we see that models CUT1 and CUT2 perform well highlighting the strength of cut constraints that are added on-the-fly; MCF2 remains competitive in such instances as it is a full model. Our flow-based models significantly outperform FlowOCT, indicating the strength of their LO relaxations in practical applications. As expected, branch and bound formulations DL8.5, GOSDT+guesses and Quant-BnB are very fast; notable exceptions are the climate and ion datasets where both DL8.5 and Quant-BnB were killed due to memory for depths $h = \{3, 4, 5\}$ and ion, $h = 2$ where Quant-BnB found a solution in 484s, $\sim 66$s faster than CUT2 (the only MILO model to find a optimal solution within the 3600s time limit).

Figure 8 summarizes reduction in in-sample optimality gap overtime. Models CUT1 and CUT2 introduce integral cut constraints that cut off the relaxation solution at the root node of the branch and bound tree. Observe models MCF1 and MCF2 provide better incumbent solutions over CUT1 and CUT2, highlighting the strong LO relaxations of the full models, followed by the cut-models quickly reducing optimality gap, underscoring the effectiveness of our proposed cuts. It shows the strength of our cut-based formulations over flow-based formulations. Further, it confirms empirically the theoretical improvements in LO relaxations of our models shown in Section 4, particularly with models MCF2, CUT1, and CUT2. Observe for the m2 dataset (small test instance) all models reduce gap to within $\sim 5\%$ by $\sim 1000s$. For the t.t.t. dataset (large size instance) gap is reduced within $\sim 25\%$ by $\sim 1500s$, with MCF2 significantly outperforming in the beginning but stalling after 700s, due to its strong LO relaxation but large size formulation.

Test Accuracy Comparison. Table 4 summarizes the MILO models out-of-sample accuracy performance. Comparing our proposed models against only FlowOCT we see an improvement in 37 out of 64 test instances with an average increase of 2.00%. Comparing to BendOCT we see an improvement in 47 out of 64 test instances with an average increase of 2.05%. MCF1 and MCF2 outperform FlowOCT and BendOCT in 29 out of 64 and 34 out of 64 test instances, respectively, with an average increase of 1.55% and 1.80%, respectively. CUT1 and CUT2 outperform FlowOCT and BendOCT in 35 out of 64 and 38 out of 64 test instances, respectively, with an average increase
of 1.89% and 2.14%, respectively. In any average comparison of the benchmark MILO models to our proposed models in which the benchmarks win, we see our models stay within a 5% decrease in accuracy. Comparing our proposed MILO models to the branch and bound models we see an improvement in 34 out of 64 test instances with an average increase of 9.98%. MCF1 and MCF2 out perform the branch and bound models in 31 out of 64 instances with an average increase of 9.97%, while CUT1 and CUT2 outperform in 34 out of 64 instances with an average increase of 9.82%. Notable improvements over branch and bound models occur when comparing our proposed models against GOSDT+guesses where we show a minimum improvement of > 15% in 37 out of 64 test instances. Further, in only 8 instances do our proposed models have a > 5% decrease in out-of-sample accuracy against all branch and bound benchmark models.

Figure 7 summarizes our experiments of all MILO formulations with objective function (1a) and objective function (1b) used as an equality constraint on the number of branching vertices. Shown are out-of-sample accuracy (%) average vs number of branching decisions and trend lines. Dominating and dominated Pareto points are illustrated in opaque and transparent colors, respectively. The solution for \( k \) branching vertices is used as a warm-start for \( k + 1 \) branching vertices for all models. Observe that MCF2, CUT1, CUT2 are the superior models when the maximum number of branching vertices is large. MCF2 generally performs well due to its strong LO relaxation and the fact the entire model is fed upfront, compared to lazy constraints for CUT1 and CUT2; these three models also perform well when the tree size increases, as expected. Additionally, one can see our models achieve higher out of sample accuracy compared to FlowOCT with the same or fewer branching vertices (particularly in \( m_3 \) and \( h \_v \_84 \)). The Pareto frontiers confirm in MILO formulations of optimal binary decision trees the observations of [Murthy (2004)] that larger trees tend to perform inferior. Further they show fixing the topology of the tree does not necessarily forego optimality, highlighting the robustness and flexibility of MILO models for decision trees.

**Cut Constraints Comparison.** Cut-based formulations CUT1 and CUT2 use a number of variations on implementing cut constraints (7c) and (8c). We introduce integral cut constraints that cut off the relaxation solution at the root node and all integral cut constraints up front. Then we consider the cut constraints at fractional points in the branch and bound tree with three variations. The first type (I) adds all violating cuts for a datapoint in the \( 1,v \)-path of a terminal vertex \( v \); the second type (II) adds the first found violating cut in the \( 1,v \)-path; the third type (III) adds the most violating cut, closest to the root of \( G_h \), in the \( 1,v \)-path. We consider a "heavy" set of user cuts (all violating cuts) and a "light" sets of user cuts (first found and most violating) due to [Fischetti et al. (2017)] who note adding too many fractional cuts may slow down solution time of MILO formulations for the Steiner tree problem, which is highly related to decision trees.
Tables 5 and 6 compare our variations for implementing cut constraints on a subset of test datasets. The UF column contains the solution time or gap of the CUT model with all integral cut constraints introduced upfront. The other columns represent solution time or gap ratios to the UF column. Decreases (increases) in solution time or gap are indicated in bold (light). The LAZY column represents integral constraints introduced to cut off the relaxation solution at the root node of the branch and bound tree. Both tables highlight adding our cut constraints on-the-fly does help improve solution time over adding all cut constraints upfront; a speedup factor of up to $\sim 3X$ for even large size instances. Tables 5 and 6 confirm the observations of Fischetti et al. (2017) for optimal binary decision tree MILO formulations as instances are reported with a $\sim 92X$ slowdown when our fractional cuts are applied! While there are improvements using on-the-fly cuts for large trees, our testing does not suggest a convention on which procedure is most effective. Note that cuts obtained by solving the fractional separation problem are most effective for smaller trees. Results shown only consider fractional cuts at the root node of the branch and bound tree as our testing showed marginal improvement when user fractional cuts were added at all nodes.
| Dataset | FlowOCT | BendOCT | MCF1 | MCF2 | CUT1 | CUT2 | DL8.5 | GOSDtg | Q-BnB |
|---------|---------|---------|------|------|------|------|-------|--------|-------|
| soy     | 0.08    | 0.20    | 0.10 | 0.06 | 0.04 | 0.07 | < 0.00 | 0.05   | 0.63  |
| m3      | 0.51    | 0.23    | 0.94 | 1.02 | 0.56 | 0.56 | < 0.00 | 0.01   | 0.01  |
| m1      | 0.74    | 0.48    | 1.68 | 1.12 | 0.67 | 0.73 | < 0.00 | 0.01   | 0.01  |
| h.r.    | 0.69    | 0.83    | 2.69 | 1.01 | 0.62 | 0.62 | < 0.00 | 0.04   | 0.01  |
| m2      | 6.76    | 3.12    | 5.83 | 3.40 | 1.87 | 1.92 | < 0.00 | 0.01   | 0.01  |
| h.v.84  | 0.76    | 0.48    | 2.97 | 1.97 | 1.06 | 1.07 | < 0.00 | 0.01   | 0.75  |
| spect   | 9.97    | 4.14    | 15.90| 13.96| 2.84 | 2.63 | < 0.00 | 0.10   | 0.11  |
| b.c.    | 23.69   | 17.19   | 45.94| 7.79 | 7.68 | 7.43 | < 0.00 | 0.01   | 0.11  |
| h.s.    | 10.51   | 6.60    | 21.68| 17.16| 7.29 | 7.23 | < 0.00 | 0.04   | 0.04  |
| t.t.t.  | 490.04  | 139.20  | 327.18| 96.10| 93.31| 104.08| 0.01   | 0.02   | 0.68  |
| car     | 83.46   | 32.08   | 111.03| 45.28| 38.99| 35.97 | < 0.00 | 0.12   | 0.08  |
| fico    | 944.53  | 2414.30 | (25.05)| 858.20| 955.18| 1408.68| 0.01   | 0.10   | 0.30  |
| blood   | 427.64  | 1638.88 | 399.62| 632.70| 246.76| 56.89 | 0.05   | 0.04   | 2.14  |
| climate | (6.47)  | (6.30)  | (5.10)| (4.15)| (4.25)| (935.43)| 9.68   | 0.03   | 211.63|
| ion     | (9.40)  | (9.49)  | (5.41)| (6.25)| (4.25)| (550.12)| 16.48 | 0.04   | 484.58|

Table 3: Average solution time, optimality gap %-%age (in parentheses) if TL reached. Best in bold.
| Dataset     | FlowOCT | BendOCT | MCF1 | MCF2 | CUT1 | CUT2 | DL8.5 | GOSDT+g | Q-BnB |
|-------------|---------|---------|------|------|------|------|-------|---------|-------|
| soy         | 90.00   | 98.33   | 98.33| 96.67| 98.33| 98.33| 96.67 | 98.33   | 96.67 |
| m3          | 92.90   | 92.26   | 92.26| 92.26| 92.90| 92.90| 91.61 | 56.13   | 91.61 |
| m1          | 84.52   | 87.74   | 87.10| 85.81| 86.45| 87.10| 87.10 | 53.55   | 83.23 |
| h.r.        | 56.97   | 56.36   | 56.36| 56.36| 56.36| 56.36| 56.36 | 56.36   | 56.36 |
| h.v.84      | 93.10   | 92.41   | 92.76| 92.76| 93.10| 92.76| 94.14 | 43.10   | 93.94 |
| spect       | 77.31   | 77.31   | 77.61| 77.61| 77.61| 77.61| 77.61 | 77.61   | 77.61 |
| b.c.        | 71.43   | 67.43   | 69.71| 69.71| 69.71| 69.71| 69.71 | 69.71   | 69.71 |
| b.s.        | 67.64   | 67.64   | 67.64| 67.64| 67.64| 67.64| 67.64 | 67.64   | 67.64 |
| t.t.t.      | 73.17   | 73.75   | 74.08| 74.33| 74.33| 74.33| 72.75 | 66.50   | 70.25 |
| car         | 78.43   | 78.52   | 78.19| 78.52| 78.94| 78.94| 79.31 | 68.98   | 79.72 |
| fico        | 70.97   | 70.65   | 70.88| 70.97| 69.76| 69.77| 71.14 | 52.93   | 70.96 |
| iris        | 94.21   | 95.26   | 94.74| 94.21| 95.26| 94.74| 97.37 | 17.89   | 94.08 |
| blood       | 77.22   | 77.54   | 76.2 | 76.04| 77.65| 77.43| 78.71 | 76.71   | 79.36 |
| climate     | 89.33   | 89.63   | 88.15| 89.78| 90.37| 89.93| MEM   | MEM     | MEM   |
| ion         | 86.14   | 88.64   | 86.59| 86.59| 89.55| 86.14| MEM   | MEM     | MEM   |

Table 4 Average out-of-sample accuracy (%). Best in bold.
Figure 7  Pareto Frontiers for m1, m3, h.v.84, and soy datasets. Dominating points are in bold.

Table 5  CUT1 fractional separation ratios.

| Dataset | G2 | UF  | LAZY | I  | II | III |
|---------|----|-----|------|----|----|-----|
| m3      | 2  | 1.52| 0.37 | 0.38| 0.38| 0.38|
|         | 3  | 66.25| 1.22| 1.13| 1.86| 1.85|
|         | 4  | 2222.62| 0.78| 0.91| 0.89| 0.89|
|         | 5  | 253.98| 0.48| 0.31| 0.50| 0.51|
| h.v.84  | 2  | 2.89| 0.37| 0.37| 0.37| 0.37|
|         | 3  | 173.64| 1.46| 1.54| 1.67| 1.66|
|         | 4  | 1625.82| 1.07| 0.70| 0.80| 0.80|
|         | 5  | 115.90| 1.37| 1.22| 1.07| 1.07|
| b.c.    | 2  | 18.72| 0.75| 0.41| 0.41| 0.41|
|         | 3  | (12.98)| 1.22| 1.17| 1.23| 1.23|
|         | 4  | (15.52)| 1.03| 1.07| 1.01| 1.01|
|         | 5  | (10.98)| 0.92| 1.04| 1.01| 1.01|
| fico    | 2  | 355.18| 3.77| 3.58| 3.73| 3.71|
|         | 3  | 41.47| 5.30| 4.70| 7.35| 7.35|
|         | 4  | 106.89| 3.68| 3.69| 3.68| 3.68|
|         | 5  | 106.94| 60.45| 91.69| 52.28| 35.67|
| iris    | 2  | 1.32| 0.39| 0.31| 0.31| 0.31|
|         | 3  | 8.16| 0.53| 0.67| 0.66| 0.67|
|         | 4  | 27.73| 0.39| 0.67| 0.68| 0.69|
|         | 5  | 30.34| 1.19| 0.99| 1.00| 1.00|
| blood   | 2  | 246.76| 1.82| 1.84| 1.89| 1.87|
|         | 3  | (18.31)| 1.14| 1.09| 1.08| 1.09|
|         | 4  | (21.93)| 1.01| 0.97| 0.97| 0.97|
|         | 5  | (20.04)| 1.02| 0.97| 0.97| 0.97|

Table 6  CUT2 fractional separation ratios.

| Dataset | G2 | UF  | LAZY | I  | II | III |
|---------|----|-----|------|----|----|-----|
| m3      | 2  | 1.28| 0.44| 0.46| 0.45| 0.46|
|         | 3  | 114.73| 0.80| 0.92| 0.97| 0.97|
|         | 4  | 2186.42| 0.88| 1.02| 0.90| 0.90|
|         | 5  | 383.06| 0.36| 0.44| 0.36| 0.37|
| h.v.84  | 2  | 2.65| 0.40| 0.41| 0.40| 0.41|
|         | 3  | 133.14| 1.97| 1.78| 1.74| 1.75|
|         | 4  | 1861.33| 0.93| 0.65| 0.71| 0.71|
|         | 5  | 116.20| 1.39| 1.76| 1.95| 1.96|
| b.c.    | 2  | 65.27| 0.22| 0.11| 0.11| 0.11|
|         | 3  | (15.74)| 1.07| 0.89| 0.88| 0.88|
|         | 4  | (15.02)| 1.08| 1.09| 1.09| 1.08|
|         | 5  | (10.66)| 0.93| 1.06| 0.99| 0.94|
| fico    | 2  | (41.43)| 4.10| 3.35| 4.93| 4.93|
|         | 3  | (106.73)| 3.46| 3.36| 3.62| 3.49|
|         | 4  | (106.86)| 5.34| 21.95| 21.95| 19.98|
| iris    | 2  | 1.29| 0.31| 0.30| 0.30| 0.30|
|         | 3  | 7.98| 0.46| 0.50| 0.49| 0.50|
|         | 4  | 32.72| 0.58| 0.71| 0.71| 0.70|
|         | 5  | 50.23| 0.64| 0.84| 0.85| 0.85|
| blood   | 2  | 246.76| 1.82| 1.84| 1.89| 1.87|
|         | 3  | (14.14)| 1.35| 1.28| 1.25| 1.26|
|         | 4  | (21.71)| 1.02| 1.04| 1.04| 1.04|
|         | 5  | (20.97)| 1.23| 1.27| 1.27| 1.27|
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7. Discussion

Here we would like to have a brief discussion on the use of MILO formulations over heuristic or branch and bound formulations for finding optimal binary classification trees as well as a direction for future work related to MILO formulations of binary decision trees.

Observe in Table 4 there is a drop off in out-of-sample accuracy of branch and bound models for categorical datasets, particularly GOSDT+guesses. In numerical datasets as the tree becomes large DL8.5 encountered memory problems. Our proposed models remain robust enough to handle the varying data structures. With numerical datasets, where the feature space is greatly expanded through the bucketization process of Lin et al. (2020), one would expect MILO models to perform poorly due to the large search space. However, this is clearly not the case as out-of-sample accuracy remains competitive with branch and bound models and test instances report in-sample optimality gap < 10%. In general when optimality gap is > 15% we still see strong out-of-sample performance of our proposed MILO models. This raises an important question for supervised machine learning methods such as decision trees solved used MILO formulations; does optimality need to be achieved? Our models report gap in 27 out of 64 instances, but the branch and bound models outperform in out-of-sample accuracy in only 9 such instances by an average of 4.44%. We have not explored the natural question to ask; what percentage gap is good enough for sufficient out-of-sample performance. Aghaei et al. (2021) showed a majority of optimality gap is reduced within 1500s for both large and small datasets.

We showed BASE + q is TU allowing for the use of LP relaxations to find integral solutions, however our cut-constraints (7c) and (8c), which are necessary for datapoint path feasibility, break such integrality guarantees. One future direction we would like to explore is finding path feasibility constraints that keep the matrix TU. We have not explored dual graph or symmetry breaking approaches but would like to in the future.
The Pareto frontiers in Figure 7 cannot be generated using the branch and bound models, as there is no way to control the final number of branching vertices in the tree. These relatively easy to understand plots allow users to have a quick understanding of tree complexity and its relationship to in-sample optimization and out-of-sample test performance. An algorithm that gives control over the final tree topology is important when considering its interpretability and practicality. It is important to note each of the branch and bound benchmark models generates a multivariate decision tree. Complete understanding of a univariate tree is markedly easier than understanding a multivariate tree. Our models do not sacrifice out-of-sample performance for such interpretability.

Regularization can also be applied by adding constraints of the form,

\[ \sum_{i \in I} s^i_v \geq K_{reg} \ast p_v \quad \forall v \in V, \]

which ensure each classification vertex contains at least \( K_{reg} \) correctly classified points. Currently, we only explore a simple objective of maximizing correctly classified nodes which does not address issues of bias, fairness, or robustness. There is high interest in interpretable models that remain algorithmically unbiased (Bertsimas et al. 2019, Malik and Singh 2019, Fu et al. 2020). To transform our models into such unbiased algorithms we simply change objective function (1a).

8. Conclusion

In this paper we propose four new mixed integer linear optimization formulations that improve upon the recent flow-based formulation FlowOCT of Aghaei et al. (2021). These novel models improve on the linear optimization relaxation of FlowOCT, shown theoretically and empirically through experimental testing. An improvement in solution time or in-sample optimality gap is observed in 56 out of 64 test instances. Our models are able to outperform a tailored Benders’ decomposition of FlowOCT in 32 out of 64 test instances. We improve solution times by adding feasibility cuts (fractional and integral) at the root node of the branch and bound tree. Improvement in out-of-sample accuracy over FlowOCT and its Benders’ decomposition through models CUT1 and CUT2 is observed in 33 out of 64 test instances. Our approach remains competitive against the vast landscape of supervised machine learning models as evidenced by our out-of-sample performance against the most current branch-and-bound methods. Our biobjective approach allows for Pareto frontiers that provide succinct interpretations of tree topology which show our models provide comparatively higher out-of-sample accuracy, even as the tree size arbitrarily increases. Lastly, our models show their robustness as they handle categorical and numerical datasets with both large feature spaces and training sample size.
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Appendix A: 

A.1. Remarks 2, 3, and 4 Proofs

Proof of Remark 2. For every datapoint $i \in I$, we have

$$\sum_{v \in V} s^i_v = \sum_{v \in V} s_v^i + 0$$  \hspace{1cm} (10a)

$$= \sum_{v \in V} s_v^i + \left( \sum_{v \in V} \left(z^i(\delta^+(v)) + s_v^i - z^i(\delta^-(v))\right) - \sum_{v \in V} s_v^i \right)$$  \hspace{1cm} (10b)

$$= z^i(\delta^+(1)) + s_v^i - z^i(\delta^-(1)) + \sum_{v \in V \setminus \{1\}} \left(z^i(\delta^+(v)) + s_v^i - z^i(\delta^-(v))\right)$$  \hspace{1cm} (10c)

$$= z^i(\delta^+(1)) + s_v^i - z^i(\delta^-(1))$$  \hspace{1cm} (10d)

$$\leq 1.$$  \hspace{1cm} (10e)

Here, equality (10b) holds because the summation of all flows is zero in directed graph $G_h$. Equality (10d) holds by constraints (2c). Equality (10e) holds because the incoming flow to vertex one is zero in directed graph $G_h$. Finally, inequality (10f) holds by constraints (2b).

Proof of Remark 3. For every datapoint $i \in I$, we have

$$\sum_{v \in V} s^i_v = \sum_{v \in V} s_v^i + 0$$  \hspace{1cm} (11a)

$$= \sum_{v \in V} s_v^i + \left( \sum_{v \in V} \left(z^i(\delta^+(v)) + s_v^i - z^i(\delta^-(v))\right) - \sum_{v \in V} s_v^i \right)$$  \hspace{1cm} (11b)

$$= z^i(\delta^+(1)) + s_v^i - z^i(\delta^-(1)) + \sum_{v \in V \setminus \{1\}} \left(z^i(\delta^+(v)) + s_v^i - z^i(\delta^-(v))\right)$$  \hspace{1cm} (11c)

$$= z^i(\delta^+(1)) + s_v^i - z^i(\delta^-(1))$$  \hspace{1cm} (11d)

$$= q_i.$$  \hspace{1cm} (11e)

Here, equality (11b) holds because the summation of net flow on all vertices is zero. Equality (11d) holds by constraints (3c). Equality (11e) holds by constraints (3d). This finishes the proof.

Proof of Remark 4. Let $(\hat{p}, \hat{s}, \hat{h}, \hat{w}, \hat{q})$ be a point that belongs to MCF2. We are to show that the point satisfies constraints (5). For every vertex $v \in V \setminus \{1\}$ and every datapoint $i \in I$, we have

$$z_{u(v),v}^{iw} - z_{v,v(e(v))}^{iw} - z_{v,r(v)}^{iw} = z^{iw}(\delta^-(v)) - z^{iw}(\delta^+(v)) - \sum_{u \in V} \left(z^{iw}(\delta^-(u)) - z^{iw}(\delta^+(u))\right)$$  \hspace{1cm} (12)

$$= -\sum_{u \in V \setminus \{v\}} (z_{u(v)}^{iw}(\delta^-(u)) - z_{u(v)}^{iw}(\delta^+(u)))$$  \hspace{1cm} (13)

$$= - (z_{1,v(1)}^{iw}(\delta^-(1)) - z_{1,v(1)}^{iw}(\delta^+(1))) = \hat{z}_1^{iw}.$$  \hspace{1cm} (14)
Here, equality (12) holds because the summation of the net flows on all vertices of the graph is zero. Then, the last equality (14) holds by constraints (4b).

Now we are to show that point \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{z}, \hat{q})\) satisfies constraints (6). For every vertex \(v \in V \setminus \{1\}\) and every datapoint \(i \in I\), we have
\[
\hat{z}_{e,v(i)} + \hat{z}_{e,v(e)} = \hat{z}_{a(v),e} - \hat{s}_v = \hat{s}_v - \hat{s}_v = 0.
\]  
(15)

Here, the first equality holds by implied equality (5). The second equality holds by constraints (4c). This finishes the proof.

### A.2. Lemmata 2 and 3 Proofs

**Proof of Lemma 2** \((\supseteq\)** Let \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q}, \hat{z})\) be a point that belongs to polytope \(\mathcal{P}_{MCF2}\). We are to show that point \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q}, \hat{z})\) belongs to polytope \(\mathcal{P}_{CUT1}\). It suffices to show that \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q})\) satisfies constraints (7c). For every datapoint \(i \in I\), every vertex \(v \in V \setminus \{1\}\), and every cut vertex \(c\) on the path \(P_v\), let \(R\) be the set of reachable vertices from vertex 1 in tree \(G - c\). Then, we have
\[
\hat{s}_v = \hat{z}_{1,e(1)} + \hat{z}_{1,r(1)}
\]  
(16a)
\[
= \hat{z}_{1,e(1)} + \hat{z}_{1,r(1)} + \hat{z}_{iv}(\delta^+(R \setminus \{1\})) - \hat{z}_{iv}(\delta^-(R \setminus \{1\}))
\]  
(16b)
\[
\leq \hat{z}_{iv}(\delta^+(R)) - 0
\]  
(16c)
\[
= \hat{z}_{iv}(\delta^-(c))
\]  
(16d)
\[
\leq \sum_{u \in V \setminus \{1\}} \hat{z}_{iu}(\delta^-(c))
\]  
(16e)
\[
\leq \hat{q}_c.
\]  
(16f)

Here, equality (16a) holds by constraints (4b). Equality (16b) holds by flow conservation constraints (4c). Inequality (16c) holds by nonnegativity of \(z\) variables. Equality (16d) holds because vertex \(c\) is a 1, \(v\)-separator. Inequality (16e) holds by nonnegativity of \(z\) variables. Finally, inequality (16f) holds by constraints (4d).

\((\subseteq)\) Let \((\hat{b}, \hat{w}, \hat{s}, \hat{p}, \hat{q}, \hat{z})\) be a point that belongs to \(\mathcal{P}_{CUT1}\). We are to show that there exists \(\hat{z}\) such that \((\hat{b}, \hat{w}, \hat{s}, \hat{p}, \hat{q}, \hat{z})\) belongs to \(\mathcal{P}_{MCF2}\). It suffices to show that the point satisfies constraints (4b)-(4e). To construct \(\hat{z}\), we solve the following max-flow problem for every datapoint \(i \in I\) and every vertex \(v \in V \setminus \{1\}\).

\[
\text{max } z^{iv}(\delta^+(1)) - z^{iv}(\delta^-(1))
\]  
(17a)
\[
s.t. z^{iv}(\delta^+(u)) - z^{iv}(\delta^-(u)) = 0 \quad \forall u \in V \setminus \{1, v\}, \forall i \in I
\]  
(17b)
\[
z^{iv}(\delta^-(v)) \leq \hat{s}_v
\]  
(17c)
\[
z^{iv}(\delta^-(u)) \leq \frac{\hat{q}_v}{n-2} \quad \forall u \in V \setminus \{1, v\}, \forall i \in I
\]  
(17d)
\[
z^{iv}_a \geq 0 \quad \forall v \in V, \forall i \in I, \forall a \in E(G).
\]  
(17e)

Let \(\hat{z}\) be an optimal solution obtained by solving the max-flow problem (17) for every datapoint \(i \in I\) and every vertex \(u \in V \setminus \{1\}\). It is clear that point \((\hat{b}, \hat{w}, \hat{s}, \hat{p}, \hat{q}, \hat{z})\) satisfies constraints (4c) because it satisfies
For every datapoint $i$ of Ford and Fulkerson (1962). The last inequality holds because

$$\sum_{u \in V \setminus \{1,v\}} \tilde{z}^{iv}(\delta^{-}(u)) \leq \sum_{u \in V \setminus \{1,v\}} \frac{\hat{q}_u^i}{n-2} = \hat{q}_v^i.$$  (18)

Hence, constraints (17b) are satisfied. Now we show that $(\hat{b}, \hat{w}, \hat{s}, \hat{\bar{q}}, \hat{\bar{z}})$ satisfies constraints (17c). For every datapoint $i \in I$, every vertex $v \in V \setminus \{1\}$ and every 1, $v$-separator $c \in P_v$,

$$\hat{s}_c^i \leq \hat{q}_c^i = \bar{z}^{iv}(\delta^+(1)) - \tilde{z}^{iv}(\delta^-(1)) \leq \bar{\delta}_c^i.$$

Here, the first inequality holds by constraints (17c). The first equality holds by the definition of $\bar{\delta}$. The first inequality holds by constraints (4d). The last equality holds because

$$\sum_{u \in V \setminus \{1\}} (\bar{z}^{iv}(\delta^+(u)) - \tilde{z}^{iv}(\delta^-(u))) = 0$$

for every datapoint $i \in I$ and every vertex $v \in V \setminus \{1\}$. The third equality holds by constraints (17d). The last inequality holds by constraints (17b). This concludes the proof.

**Proof of Lemma 3**  ($\subseteq$) Let $(\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{\bar{q}}, \hat{\bar{z}})$ be a point that belongs to $\mathcal{P}_{MCF2}$. We are to show that there exist $\bar{z}$ and $\bar{q}$ such that $(\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{\bar{q}}, \hat{\bar{z}}) \in \mathcal{P}_{MCF1}$. For every datapoint $i \in I$ and directed edge $(u,v) \in E(G'_b)$, we define

$$\bar{z}_{uv}^i := \sum_{p \in \mathcal{V}} \tilde{z}_{uv}^{ip}.$$  (19)

For every datapoint $i \in I$ and every vertex $v \in V$, we define $\bar{q}_v^i := \hat{q}_v^i$. For every datapoint $i \in I$ and vertex $t \in V'$, we define

$$\bar{q}_t^i := \sum_{v \in V} \bar{s}_v^i.$$  (20)

We note that $\bar{q}_t^i \leq 1$ by constraints (4f). It is clear that $(\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{\bar{z}}, \hat{\bar{q}}) \in \mathcal{P}_{BASE+q}$. So, it suffices to show that $(\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{\bar{z}}, \hat{\bar{q}})$ satisfies constraints (3b)-(3d). For every datapoint $i \in I$ and every vertex $v \in V \setminus \{1\}$, we show that $(\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{\bar{z}}, \hat{\bar{q}})$ satisfies constraints (3b).

$$\bar{z}_{a(v),v}^i = \sum_{u \in V \setminus \{1\}} \bar{z}_{a(v),v}^{iu} \leq \hat{q}_v^i = \bar{q}_v^i.$$

Here, the first equality holds by definition (19). The first inequality holds by constraints (4d). The last equality holds by the definition of $\bar{q}$. 
For every datapoint \( i \in I \) and for every vertex \( v \in V \setminus \{1\} \), we are to show that \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{z}, \hat{q})\) satisfies constraints (3c).

\[
\hat{z}^i_a(v) - \hat{z}^i_{v,r}(v) - \hat{z}^i_{v,l}(v) = \sum_{u \in V \setminus \{1\}} \hat{z}^i_{a(v),v} - \sum_{u \in V \setminus \{1\}} (\hat{z}^i_{v,l}(v) + \hat{z}^i_{v,r}(v)) = \sum_{u \in V \setminus \{1, v\}} \hat{z}^i_{a(v),v} - \sum_{u \in V \setminus \{1, v\}} (\hat{z}^i_{v,l}(v) + \hat{z}^i_{v,r}(v)) + \hat{z}^i_{a(v),v} - (\hat{z}^i_{v,l}(v) + \hat{z}^i_{v,r}(v)) = 0 + \hat{z}^i_{a(v),v} - (\hat{z}^i_{v,l}(v) + \hat{z}^i_{v,r}(v)) = 0 + \hat{s}^i_v = 0 = \hat{s}^i_v.
\]

Here, the first equality holds by definition (19). The third equality holds by constraints (4c). Finally, the last line holds by constraints (4c) and implied constraints (6).

For every datapoint \( i \in I \), we show that point \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{z}, \hat{q})\) satisfies constraints (3d).

\[
\hat{q}^i_v = \sum_{v \in V} \hat{z}^i_v = \hat{s}^i_v + \sum_{v \in V \setminus \{1\}} \hat{s}^i_v = \hat{s}^i_v + \sum_{v \in V \setminus \{1\}} (\hat{z}^i_{1,l}(1) + \hat{z}^i_{1,r}(1)) = \hat{s}^i_v + \hat{z}^i_{1,l}(1) + \hat{z}^i_{1,r}(1).
\]

Here, the first equality holds by definition (20). The third equality holds by constraints (4b). Finally, the last equality holds by definition (19).

\( \triangleright \) As \( \mathcal{P}_{\text{CUT1}} = \text{proj}_X \mathcal{P}_{\text{MCF2}} \) by Lemma 2, it suffices to show that \( \mathcal{P}_{\text{CUT1}} \supseteq \text{proj}_X \mathcal{P}_{\text{MCF1}} \). Let \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q}, \hat{z})\) be a point that belongs to \( \mathcal{P}_{\text{MCF1}} \). We are to show that \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q})\) belongs to the \( \mathcal{P}_{\text{CUT1}} \) polytope. It suffices to show that \((\hat{p}, \hat{s}, \hat{b}, \hat{w}, \hat{q})\) satisfies constraints (7b) and (7c). For every datapoint \( i \in I \), for every vertex \( v \in V \setminus \{1\} \), for every cut vertex \( c \in V(P_i) \), we have,

\[
\hat{s}^i_v \leq \hat{z}^i(\delta^-(v)) \leq \hat{z}^i(\delta^-(c)) \leq \hat{q}^i_v.
\]

Here, the first and second inequalities hold by flow conservation constraints (3c). The last inequality holds by constraints (3b).

Now we show that the point satisfies constraints (7c):

\[
\sum_{v \in V} \hat{s}^i_v = \hat{q}^i_v \leq 1.
\]

Here, the equality holds by the implied constraints of Remark 4. The inequality holds because \( \hat{q}^i_v \) is a binary variable. This completes the proof.

In figure 9 are various orientations of a low-dimensional example of how \( \mathcal{P}_{\text{CUT2}} \) does not cutoff optimal solutions when the inclusion is not strict. In Figure 9 the top face is parallel to the \( x-y \) plane, therefore its vertices have the same objective value. This distinction is important in the context of optimal decision trees as more than one tree structure may produce equivalent objective values; ex. two trees with node assignments mirrored across the root node.
### A.3. Theorems 2 and 3 Proofs

**Proof of Theorem 2** Let \( p^* \in \mathcal{P}_{\text{FlowOCT}} \) be defined by binary variables \( b, w, p, s, q \). We are to show \( p^* \) represents an optimal binary classification tree. Variables \( b, w, p \) are defined on a vertex set \( B \subseteq V \) and \( L \subseteq V \) where \( |V| = 2^{h+1} - 1 \) and \( h \geq 1 \) is integral and represents the maximal depth of a vertex in an unassigned binary decision tree. Further \( B \cap L = \emptyset \). On each vertex \( v \in V \) the left and right children are defined as \( \ell(v), r(v) \) and the set of non-root vertices on the unique \( v \)-path as \( P_{1,v} \). Decision variables \( b \) and \( w \) are defined on binary encoded feature set \( F \) and discrete class set \( K \), respectively, of given training dataset \( I \).

Constraints \( (1c)-(1e) \) impose a valid tree structure through the following. For each \( p_v = 1 \), then \( \sum_{k \in K} w_{vk} = 1 \) by \( (1c) \). Thus exactly one \( k \in K \) was chosen for vertex \( v \) (exactly one class was assigned to vertex \( v \)). Observe,

\[
\sum_{f \in F} b_{vf} = \sum_{u \in V(P_{1,v} \setminus \{v\})} p_u = 0.
\]

This implies, at vertex \( v \), it is not assigned any branching features and \( p_u = 0 \) for all of the ancestors \( u \) of \( v \). Given that \( p_u = 0 \) for each ancestor \( u \) of \( v \), then \( \sum_{f \in F} b_{uf} = 1 \) by \( (1d) \). This implies each ancestor \( u \) of \( v \) is assigned exactly one branching feature. Then again by \( (1e) \), \( \sum_{k \in K} w_{uk} = 0 \). This implies each ancestor \( u \) of \( v \) is not assigned any class. Then if we look at the children of \( v \) where \( p_v = 1 \), by \( (1d) \) we get,

\[
p_c = \sum_{f \in F} b_{cf} = \sum_{k \in K} w_{ck} = 0 \quad \forall c \in \text{CHILD}(v).
\]
Variables, features and classes, respectively. Similarly for every vertex labeled \( L \) vertices. Denote leaf set \( \text{child of a classification vertex, assume it still exists and is pruned; assume the same for children of pruned ensuring the left, right children of vertex } b \) binary variable \( B \) binary encoded, discrete class dataset, \( I \) is an \( x \) is correctly classified by the tree. This complete the proof.

Lastly we show \( \mathcal{P}_{\text{FlowOCT}} \) admits valid paths through the tree. For each \( s_t = 1 \), by (1b) \( w \) are such that the flow's left, right branching corresponds to features assigned to branching vertices of the tree and the datapoint's feature set values. Point \( p^\ast \) is an optimal classification tree because it satisfies (1a), and the maximal number of training datapoints were correctly classified by the tree. This complete the proof.

**Proof of Theorem 3** Let \( p^\ast \) be a point that represents an optimal binary classification tree trained by a binary encoded, discrete class dataset, \( I := \{x^i, y^i\}_{i \in |I|} \). We must show \( p^\ast = (p, b, w, s, q) \) is in \( \mathcal{P}_{\text{CUT2}} \). Given that \( p^\ast \) is a binary tree starting at the root find the deepest classification vertex at depth \( h \). We will assume the tree is of depth \( h \). Enumerate vertices starting from the root of the tree, given number 1, until \( 2^h - 1 \) ensuring the left, right children of vertex \( v \) are labeled \( 2v \), \( 2v + 1 \), respectively. Further, if a vertex is the child of a classification vertex, assume it still exists and is pruned; assume the same for children of pruned vertices. Denote leaf set \( L \) as vertices whose label is in \( [2^h, 2^{h+1} - 1] \), all other vertices as branching set \( B := [1, 2^h - 1] \), and \( V = B \cup L \).

For each classification vertex labeled \( v \) with class \( k \in K \) denote binary variables \( w_{vk} = p_v = 1 \) and binary variables \( w_{v, j} = b_{v, j} = 0 \) for every feature \( f \in F \) and \( j \in K \setminus \{k\} \), where \( F \) and \( K \) are the set of training features and classes, respectively. Similarly for every vertex labeled \( v \) with branching feature \( f \) we denote binary variable \( b_{v, f} = 1 \) and \( w_{vk} = b_{vg} = p_v = 0 \) for every class \( k \in K \) and \( g \in F \setminus \{f\} \). For every pruned vertex
labeled \( v \) we denote binary variable \( p_v = 0 \) and \( w_{vk} = b_{vf} = 0 \) for every feature \( f \in F \) and \( k \in K \). For every datapoint \( i \) in training set \( I \) starting at the root with label 1 we denote binary variable \( q_i^v = 1 \). We then branch left right using the \( x_f^i \) binary value given to the feature of the branching vertex \( v \). From there we denote binary variables \( q_i^v = 1 \) for every vertex \( v \) visited by \( i \). All other vertices \( v' \in V \setminus \{v\} \) not visited have binary variables \( q_i^{v'} = 0 \). When datapoint \( i \) reaches a classification vertex \( \mathcal{F} \), if it is correctly assigned we denote binary variable \( s_i^u = 1 \), else \( s_i^u = 0 \). We also denote binary variables \( s_i^{v'} = 0 \) for every \( v' \in V \setminus \{u\} \).

For every vertex \( v \in V \) with \( w_{vk} = 1 \) for some \( k \in K \), since \( w_{vj} = b_{jf} = 0 \) for every class \( j \in K \setminus \{k\} \) and feature \( f \in F \) (and \( p_v = 1 \)), vertex \( v \) satisfies constraints (1e) and (1d). We assume \( \mathcal{F} \) is a classification tree, thus for every vertex \( v \in \mathcal{F} \), \( v \) must be assigned some class \( k \in K \) or pruned. If some \( v \in L \) is assigned a class \( k \), then \( w_{vk} = 1 \) and we have the above. Thus, all such \( v \in L \) satisfy constraints (1e). For every vertex \( v \in V \) with \( b_{vf} = 1 \) for some \( f \in F \), since

\[
b_{vg} = w_{vk} = p_v = 0 \quad \forall g \in F \setminus \{f\}, \forall k \in K,
\]

every such \( v \) satisfies constraints (1c) and (1d). There are no such \( v \in L \) with \( b_{vf} = 1 \) for any \( f \in F \) since \( \mathcal{F} \) is a classification tree and thus constraints (1c) are also satisfied. For each \( v \) with \( p_v = 1 \), then \( w_{vk} = 1 \) for some \( k \in K \) and follows the above. For each \( p_v = 0 \) then \( b_{vf} = 1 \) for some \( f \in F \) or \( w_{vk} = 0 \) for all \( k \in K \) each following the above. For each datapoint \( i \in I \) there will exist a connected 1, \( v \)-path to some terminal vertex \( v \), denoted \( P_{1,v} \), using the feature set of \( x^i \). Let \( q_i^c = 1 \) for every \( c \in P_{1,v} \). Further, since binary variables \( b, w, p \) satisfy constraints (1c)-4e and branching are done using the values of \( x^i \), then,

\[
q_{i(c)}^c \leq \sum_{f \in F : x_f^i = 0} b_{cf} \leq \sum_{f \in F} b_{cf} \leq 1,
\]

\[
q_{i(c)}^c \leq \sum_{f \in F : x_f^i = 1} b_{cf} \leq \sum_{f \in F} b_{cf} \leq 1,
\]

for each vertex \( c \in P_{1,v} \) and for every datapoint \( i \in I \). Thus, constraints (3e) are satisfied for every \( i \in I \) and \( v \in V \). Lastly for every \( i \in I \) and \( v \in V \) where \( s_i^v = 1 \), it follows \( s_i^v = w_{vk} = 1 \), thus constraints (1d) are satisfied by construction.

Here we have shown, \( \mathcal{F} \in \mathcal{D}_{\text{BASE}+q} \). Next we show \( \mathcal{F} \) satisfies our CUT2 connectivity constraints. Terminal vertex \( v \) was reached through a connected path for each datapoint \( i \in I \). Thus, \( s_i^v \leq q_i^c \) for every \( c \in P_v \) because \( s_i^c = q_i^c = 1 \) at \( v \) and every \( c \in P_v \). From our labeling of binary variables \( s_i^{v'} = 0 \) for every \( v' \in V \setminus \{v\} \) which implies

\[
s_i^v + \sum_{u \in \text{CHILD}(v)} s_u^i + s_i^v \leq \sum_{u \in V \setminus \{v\}} s_u^i + \sum_{v \in V} s_i^v = 1
\]

thereby satisfying constraints (8b) and (8c). This completes the proof.
A.4. Examples of BASE + q Equitable Bicoloring

| Cols. of D.V. | Labeling Rules |
|--------------|----------------|
| p            | A depth 2 tree has 7 vertices. The columns associated with decision variables \(p\) are labeled \(\{p_1, \ldots, p_7\} \models \{r, b, b, r, r, r, r\}\). |
| w            | Let \(|K| = 3\). Columns of of \(w\) associated vertices \(v = 2, 3\) are labeled \(\{w_{v1}, w_{v2}, w_{v3}\} \models \{b, r, b\}\). Columns associated with vertices \(u \in \{4, 5, 6, 7\}\) are labeled \(\{w_{u1}, w_{u2}, w_{u3}\} \models \{r, b, r\}\). |
| s            | Consider datapoint classes \(y = \{1, 1, 2, 3\}\). Since \(|K| = 3\), we know that \(\{w_{v11, w_{v12}, w_{v13}}\}\) are labeled \(\{r, b, r\}\). Thus the labels of \(\{s_{v1, s_{v2}, s_{v3}, s_{v4}}\}\) \(\models \{r, r, b, r\}\). The set \(\{s_{v1, s_{v2}, s_{v3}, s_{v4}}\}\) is labeled \(\{b, b, r, b\}\) as \(\{w_{v21}, w_{v22, w_{v23}}\} \models \{b, r, b, b\}\). Now let \(\bar{y} = \{1, 2, 2, 3\}\), we then get column labels of \(\{\bar{s}_{v1}, \bar{s}_{v2}, \bar{s}_{v3}, \bar{s}_{v4}\}\) \(\models \{r, b, b, r\}\) and \(\{\bar{s}_{v2}, \bar{s}_{v3}, \bar{s}_{v4}\}\) \(\models \{b, b, r, b\}\). |
| b            | Let \(|F| = 58\), \(H = \{a, b_1, \ldots, b_{13}, c_1, c_2, c_3, d_1, d_2, d_3, d_4\}\). Let \(|h|_F\) be the number of encoded features of \(h \in H\) observed in \(F\) and \(|a|_F = 7\), \(|b_i|_F = 2 \forall i \in \{1, \ldots, 13\}\), \(|c_j|_F = 3 \forall j \in \{1, 2, 3\}\) and \(|d_k|_F = 4 \forall k \in \{1, 2, 3, 4\}\). Using step 1 we pair the \(d_k\)’s to yield labels of \(\text{blue}\) for the encoded features of \(d_1\) and \(d_3\), and \(\text{red}\) for the encoded features of \(d_2\) and \(d_4\). We also pair 12 of the \(b_i\)’s to label \(\text{blue}\) for the encoded feature of \(b_i\) where \(i\) is even, and \(\text{red}\) for encoded features of \(b_i\) where \(i\) is odd, except \(b_{13}\). Lastly we can pair \(c_1\) and \(c_2\), labeling, arbitrarily, one \(\text{red}\) and the other \(\text{blue}\). Left in \(H\) unlabeled is \(\{a, b_{13}, c_3\}\) \(\models \{7, 2, 3\}\) for the number of encoded features unlabeled. However, it is clear there is no bipartition with a difference of at most 1 in the number of encoded features. Instead, we should not label the pair \(c_1, c_2\) to yield an unlabeled set of \(\{a, b_{13}, c_1, c_2, c_3\}\) \(\models \{7, 2, 3, 3, 3\}\). It is now clear the favorable bipartititonal is \(\{a, b_{13}\}\) and \(\{c_1, c_2, c_3\}\) where the encoded features of \(\{a, b_{13}\}\) are labeled \(\text{blue}\), and the encoded features of \(\{c_1, c_2, c_3\}\) are labeled \(\text{red}\). |
| q            | Consider a dataset where \(H = \{h_i\}_{i=1}^9\), \(|h_i|_F = 7 \forall k\). Following the coloring procedure for \(B\) we get the encoded features of \(h_{\{1,3,5,7\}}\) are labeled \(\text{red}\) and the encoded features of \(h_{\{2,4,6,8\}}\) are labeled \(\text{blue}\). Lastly \(F_9 \models \{b, r, b, r, b, r, b\}\). For any datapoint, \(q_{l(v)} \models b\). The labels of \(q_{l(v)}\) will be dependent on where the 1 exists in \(F_9\). If the -1 exists in a column labeled \(\text{blue}\), then the bicoloring value for columns of \(b\) is -1, favoring \(\text{blue}\) and \(q_{r(v)} \models b\) for an equitable bicoloring; similarly for a -1 in column labeled \(\text{red}\). |