Single chip photonic deep neural network with accelerated training
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As deep neural networks (DNNs) revolutionize machine learning [1–6], energy consumption and throughput are emerging as fundamental limitations of CMOS electronics. This has motivated a search for new hardware architectures optimized for artificial intelligence, such as electronic systolic arrays [7], memristor crossbar arrays [8], and optical accelerators. Optical systems can perform linear matrix operations at exceptionally high rate and efficiency [9], motivating recent demonstrations of low latency linear algebra [10–14] and optical energy consumption [15, 16] below a photon per multiply-accumulate operation. However, demonstrating systems that co-integrate both linear and nonlinear processing units in a single chip remains a central challenge. Here we introduce such a system in a scalable photonic integrated circuit (PIC), enabled by several key advances: (i) high-bandwidth and low-power programmable nonlinear optical function units (NOFUs); (ii) coherent matrix multiplication units (CMXUs); and (iii) in situ training with optical acceleration. We experimentally demonstrate this fully-integrated coherent optical neural network (FICONN) architecture for a 3-layer DNN comprising 12 NOFUs and three CMXUs operating in the telecom C-band. Using in situ training on a vowel classification task, the FICONN achieves 92.7% accuracy on a test set, which is identical to the accuracy obtained on a digital computer with the same number of weights. This work lends experimental evidence to theoretical proposals for in situ training, unlocking orders of magnitude improvements in the throughput of training data. Moreover, the FICONN opens the path to inference at nanosecond latency and femt joule per operation energy efficiency.

State-of-the-art artificial intelligence algorithms, including deep neural networks (DNNs), require vast amounts of computation that is mostly dominated by linear algebra. The sheer amount of computation required, together with thermal cooling limits, has motivated the development of new hardware in which energy efficiency is a key design parameter. This includes “output-stationary” optical hardware [16, 17], which compute matrix-matrix products by integrating optical signals over multiple time steps, and “weight-stationary” architectures [10–15, 18] that compute a single matrix-vector product per clock cycle.

Weight-stationary architectures in particular are well-suited for applications that require processing data natively in the optical domain and with ultra-low latency. For example, self-driving cars require making split-second decisions by processing and learning from sensor readings acquired by LiDAR systems [19]; scientific research in astronomy [20, 21] and particle physics [22] requires rapid analysis of weak signals; and recently introduced “smart” optical transceivers rely on machine learning to receive, process, and route data at line rates exceeding hundreds of gigabits per second [16, 23]. These applications present an opportunity for real-time inference and training directly on optical signals, preserving phase information and avoiding the need for electrical-to-optical conversions.

Here we report the first demonstration of a fully-integrated, coherent optical deep neural network that performs inference and in situ training. This is made possible by three key advances spanning devices to system hardware to algorithms:

1. Coherent programmable optical nonlinearities: An outstanding challenge for optical DNNs is realizing fast, energy-efficient nonlinearities that can be integrated into photonic circuits. Electro-optical activation functions have previously been realized in silicon photonics, but required off-chip, high-power electronic amplifiers [14, 24] to generate a sufficient nonlinear response. Here we design a nonlinear optical function unit (NOFU) for DNNs that is fabricated in a commercial foundry process, does not require an amplifier, and implements a reconfigurable coherent nonlinear operation on the optical field.

2. Coherent matrix multiplication units: Computing linear algebra coherently introduces the opportunity to process optical signals, which contain information in both amplitude and phase, directly within DNNs while bypassing slow optical-to-electronic conversions. We realize the DNN’s linear transformations with a coherent matrix multiplication unit (CMXU) that computes matrix-vector products through passive interference in a Mach-Zehnder interferometer (MZI) mesh [25]. While previous demonstrations have used individual MZI meshes to implement the linear layer of a DNN [10, 26], here we integrate multiple CMXUs to realize a coherent optical DNN on a single chip.

3. In situ training of coherent optical DNNs: The efficient training of model parameters is a central
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challenge in machine learning. A critical bottleneck for model training is forward inference, as it requires many evaluations of the model on a large training set to optimize weight parameters. In situ training on photonic hardware can take advantage of near-instantaneous DNN inference, lowering the latency and power consumption of model training. Moreover, learning weights in real time can benefit applications that natively process optical data, such as LiDAR systems [19], optical transceivers [23], and federated learning for edge devices [16, 27].

While prior work has shown training of individual linear layers of photonic neural networks in situ [28, 29], finding efficient algorithms for training all-photonic DNNs, which include on-chip optical nonlinearities, remains a major obstacle. Here we report, to the best of our knowledge, the first demonstration of in situ training of a fully-integrated photonic DNN. We demonstrate efficient, optically-accelerated training of the hardware to perform a vowel classification task with 92.7% accuracy, which is the same as the accuracy obtained on a digital computer. Our approach, which computes derivatives directly on hardware, generalizes beyond the system presented here to the many other photonic architectures for DNNs being currently studied.

Our system, comprising 132 individually tunable model parameters on-chip, is the largest integrated photonic DNN demonstrated to date in number of weights and computes matrix operations and nonlinear activation functions coherently on optical fields. We combined all subsystems for a coherent optical DNN into a photonic integrated circuit (PIC), fabricated in a commercial silicon photonics process, that incorporates both programmable linear and nonlinear transformations onto a single $6 \times 5.7$ mm$^2$ chip.

**ARCHITECTURE**

Figure 1 shows how this PIC architecture allows us to realize a fully integrated coherent optical neural network (FICONN) through the following stages: (i) the transmitter (TX) maps input vectors $x_{(j)}$ to an optical field vector $a^{(1)}_{(j)}$ by splitting an input laser field into MZI modulators $m = 1, 2, ..., 6$, each of which encode one element of $x_{(j)}$ into the amplitude $A_m$ and phase $\phi_m$ of the transverse electric field component $a^{(1)}_{(j),m} = A_m e^{i\phi_m}$; (ii) the coherent matrix multiplication unit (CMXU), consisting of a MZI mesh [10, 26, 30], transforms $a^{(1)} \rightarrow b^{(1)} = f^{(1)} a^{(1)}$ through passive optical interference; and (iii) the programmable nonlinear optical function unit (NOFU) applies the activation function to yield the input to the next layer, $a^{(2)} = f(b^{(1)})$. Following the input layer, the PIC directly transmits the optically-encoded signal into a hidden layer, composed of another CMXU and six NOFUs, that implements the transformation $a^{(3)} = f(U^{(2)} a^{(2)})$. The final layer $U^{(3)}$, implemented with a third CMXU, maps $a^{(3)}$ to the output $b^{(3)}$. Inference therefore proceeds entirely in the optical domain without photodiode readout, amplifiers, or digitization between layers.

An integrated coherent receiver (ICR), shown in Figure 1(iv), reads out the amplitude and phase of the DNN output by homodyning each element of the vector $b^{(3)}$ with a common local oscillator field $E^{(3)}$. The DNN output is read out by transimpedance amplifiers that convert the photocurrent vector $V^{PD}$ to a voltage vector $V^{PD}$. $V^{PD}$ is digitized and then normalized by the sum of voltages measured across all channels $\sum V^{PD}$ to yield a quasi-probability distribution $V_{\text{norm}}$ for a classification task. Each sample $x^{(i)}$ is assigned the label corresponding to the highest probability, i.e. argmax($V_{\text{norm}}$).

**EXPERIMENT**

We implemented the FICONN architecture in a commercial silicon photonics foundry process incorporating low-loss edge couplers and waveguides, compact phase shifters, high-speed waveguide-integrated germanium photodiodes, and efficient carrier-based microring modulators.

Figure 2a shows the PIC, fabricated in a silicon-on-insulator (SOI) process, which monolithically integrates all FICONN subsystems. Demonstrating our system, which required control of 169 active devices and stable optical coupling, necessitated developing a custom photonic package for lab testing. This package, shown in Figure 2b, interfaces the active devices on chip to driver electronics through 236 wirebonds to a printed circuit board. Input light is coupled into the circuit through a single channel of a polarization-maintaining fiber array glued to the chip facet with index-matching epoxy. No light is coupled out of the PIC, as all readout is done on chip with the ICR.

We measured an end-to-end loss for our system of 10 dB, including 2.5 dB fiber-to-chip coupling loss. As the depth of our system is 91 layers of optical components from input to readout, the end-to-end loss implies a per-component insertion loss of less than 0.1 dB, enabling single-shot inference across all DNN layers without optical re-amplification.

The key subsystems of the PIC are depicted in Figures 2c–f. In Figure 2c, we show the transmitter for encoding input vectors into the FICONN. The light coupled into the chip is first split with an MZI into a local oscillator (LO) path, which is directed to the ICR, and a signal path, which is fanned out to six channels. Each channel of the transmitter comprises an MZI, which programs the amplitude of one element of $a^{(1)}$, and a phase shifter on the output that encodes the phase. As the inset shows, a typical channel realizes more than 40 dB of extinction, enabling programming of input vectors with more than 13 bits of precision.

Figure 2d shows the coherent matrix multiplication unit (CMXU), which computes linear transformations in the DNN. The CMXU is comprised of a MZI mesh [30] of 15 devices, connected in the Clements configuration [31], which implements an arbitrary $6 \times 6$ unitary operation $U^{(1)}$ on the
FIG. 1: Architecture of the fully-integrated coherent optical neural network (FICONN). Inference is conducted entirely in the optical domain, without readout or amplification between layers. Light is fiber coupled into a single input on the chip and fanned out to the six channels of the transmitter (i). Each channel encodes the amplitude and phase of one element of the input $x_{(i)}$ into the optical field $a_{(1)}$ with a Mach-Zehnder modulator and an external phase shifter. The coherent matrix multiplication unit (ii), consisting of a Mach-Zehnder interferometer mesh, implements the linear transformation $b_{(n)}^{(i)} = U^{(n)} a_{(n)}^{(i)}$. Programmable nonlinear optical function units (iii) realize activation functions $a_{(n+1)}^{(i)} = f(b_{(n)}^{(i)})$ by tapping off part of the signal to a photodiode, which drives a cavity off-resonance by injecting carriers into the waveguide. An integrated coherent receiver (iv) reads out the DNN output by homodyning the output field with a local oscillator. Transimpedance amplifiers convert the output photocurrents to voltages, which are digitized and normalized to produce a quasi-probability distribution for a classification task. During in situ training, the model parameters $\Theta$ are recurrently optimized to minimize the categorical cross-entropy over the training set $x_{\text{train}}^{(1),(2),...,(N)}$.

As $\det(U_{(1)}) = 1$, the CMXU conserves optical power in the system with the exception of component insertion losses. Unitary weighting, which redistributes light between optical modes but does not attenuate it, minimizes optical losses and enables single-shot DNN inference without re-amplification or readout between layers. Training unitary layers also avoids the vanishing gradient problem, improving optimization of deep and recurrent neural networks [32].

We benchmarked the matrix accuracy of the CMXU by programming 500 random $6 \times 6$ unitary matrices sampled from the Haar measure into the device and measuring the fidelity $F = \text{Tr}[U_{\text{programmed}}^\dagger U_{\text{measured}}]/6$. In the histogram in Figure 2d, we show the measured fidelity obtained with a “direct” programming, where we algorithmically decompose the phase shifter settings as outlined in [31], and using a modified programming that corrects for hardware errors, losses, and thermal crosstalk [33–35]. While a direct programming only achieves a matrix fidelity of $\langle F \rangle = 0.900 \pm 0.031$, correcting for hardware non-idealities improves this value to $\langle F \rangle = 0.987 \pm 0.007$ for the CMXU. To the best of our knowledge, this is the highest reported fidelity for a programmable photonic matrix processor.

Figure 2e shows the integrated coherent receiver (ICR), which measures the amplitude and phase of the output signal $b_{(3)}$ of the DNN. Each channel, as shown in Figure 2f, interferes the signal field with the LO using a 50-50 multimode interferometer (MMI) and measures the outputs with a pair of balanced detectors. A phase shifter is used to select the quadrature being read out.

The programmable nonlinear optical function unit (NOFU) is shown in Figure 3. To realize a programmable
coherent optical activation function, we developed the resonant electro-optical nonlinearity shown schematically in Figure 1iii). This device directs a fraction $\beta$ of the incident optical power $|b|^2$ into a photodiode by programming the phase shift $\theta$ in an MZI. The photodiode is electrically connected to a $pn$-doped resonant microring modulator, and the resultant photocurrent (or photovoltage) detunes the resonance by either injecting (or depleting) carriers from the waveguide. The remainder of the incident signal field passes into the microring resonator; the nonlinear modulation of the electric field $b$ by the cavity, which is dependent on the incident optical power $|b|^2$, results in a coherent non-
linear optical function for DNNs. Setting the detuning of the cavity and the fraction of optical power tapped off to the photodiode determines the implemented function.

Figure 3a shows the fabricated device, where the photodiode output is directly connected on chip to the modulator. An integrated heater aligns the microring resonance to the programmed detuning, and an optical delay line placed between the tunable coupler and modulator synchronizes the optical and electrical pulses.

The electrical circuit for the NOFU is shown in Figure 3b. Incident light generates a reverse current in the photodiode; depending on the bias voltage \( V_B \), this either injects carriers into the modulator or generates a photovoltage that depletes the modulator of carriers. Figure 3c shows the device response in injection (left) and depletion modes (right). In injection mode, optical power modulates both the loss and phase of the resonator, producing a strong nonlinear response to the incident field \( b \). In depletion mode, we observe nearly a linewidth detuning when the incident light is switched on vs. off, which is induced by the voltage produced by the photodiode.

The NOFU is designed to implement programmable nonlinear activation functions at high speeds with ultra-low energy consumption. This required separately optimizing the cavity parameters, which determine the microring response time, and closely integrating the photodiode and modulator together on the PIC to minimize total device capacitance, and therefore the RC time delay. In injection mode, we found that 75 \( \mu A \) photocurrent was sufficient to detune the resonator by a linewidth. As each NOFU performs the equivalent of two multiplications in digital electronics, over a carrier lifetime of \( \sim 1 \) ns this corresponds to an energy consumption of 30 fJ per nonlinear operation (NLOP).

Compared to prior approaches \cite{14, 24}, the NOFU directly drives the modulator through the photodiode and eliminates the amplifier stage between them. This greatly improves the latency and energy efficiency of the device, as high speed transimpedance amplifiers consume hundreds of milliwatts of power \cite{36}. For our device, incorporating such an amplifier would have increased the power consumption by two orders of magnitude to about 3 pJ/NLOP. Our design, which eliminates intermediate amplifier circuitry and is therefore "receiverless" \cite{37}, is not only more energy-efficient, but also eliminates the latency introduced by the amplifier.

In Figure 3d, we show several of the activation functions measured on chip. The programmability of the device en-
FIG. 4: **a)** A multivariate cost function $\mathcal{L}(\Theta)$ can be minimized by computing the directional derivative of the function along a random direction (black). This directs the optimization along the component of the gradient (red) parallel to the search direction. Over multiple iterations, the steps taken along random directions average to follow the direction of steepest descent to the minimum. **b)** *In situ* training procedure. At every iteration, the directional derivative of the cost function $\mathcal{L}(\Theta)$ is computed in hardware along a randomly chosen direction $\Delta$ in the search space. $\Delta$ is chosen from a Bernoulli distribution to be $\pm \delta$. The weights $\Theta$ are then updated by the measured derivative following a learning rate $\eta$ chosen as a hyperparameter of the optimization. **c)** *In situ* training of a photonic DNN for vowel classification. We obtain 92.7% accuracy on a test set, which is the same as the performance (92.7%) obtained on a digital model with the same number of weights. Despite not having direct access to gradients, our approach produces a training curve similar to those produced by standard gradient descent algorithms.

ables a wide range of nonlinear optical functions to be realized. By tuning the fraction of power tapped off to the photodiode and the relative detuning of the cavity, we can not only program the form of the nonlinear function, but also train it during model optimization.

**IN SITU TRAINING**

The accuracy of the inference output depends on the model parameters $\Theta$ of the FICONN system, comprising a total of $N_{\text{model}} = N_{\text{layer}} N_{\text{neuron}}^2 + 2 N_{\text{neuron}} (N_{\text{layer}} - 1) = 132$ real-valued phase shifter settings controlled with 16 bits of precision. These parameters can either be determined offline by training on a digital computer [10, 11, 16], using a digital model of the hardware [38], or by training the hardware parameters *in situ*.

Training *in situ* takes advantage of low latency inference on optical hardware, reducing the time and energy required for model optimization. Previous work on *in situ* training has focused on developing optical implementations of “backpropagation,” which is the standard for training electronic DNNs [28, 39]. However, these approaches train only the linear layers of a photonic system and require evaluating gradients of activation functions on a digital system, thereby limiting the optical acceleration obtained by computing a multi-layer DNN in a single shot. Alternatively, genetic algorithms have been used to optimize weights on chip [29], but they are challenging to scale to large model sizes and require many generations to converge.

We trained the model parameters of the FICONN *in situ*, including those of the activation functions, by evaluating the derivatives of those parameters directly on the hardware. To the best of our knowledge, this is the first demonstration of *in situ* training of a photonic DNN. Our approach, which is based on prior work on *in situ* optimization of analog VLSI neural networks [40, 41], is robust to noise, performs gradient descent on average, and is guaranteed to converge to a local minimum. Moreover, it is not limited to our specific system, but can be generalized to any hardware architecture for photonic DNNs.

A direct approach to computing the gradient on hard-
ware would be to perturb the model parameters \( \Theta = [\Theta_1, \Theta_2, \ldots, \Theta_N] \) one weight at a time and repeatedly batch the training set through the system [10]. This procedure produces a forward difference estimate of the loss gradient \( \nabla L(\Theta) \) with respect to all weights. Moreover, since the derivatives are evaluated directly on chip, this procedure extends to other hardware parameters, such as the detuning and fraction of power tapped off in the NOFU. The drawback to this approach is that for \( N \) parameters, it requires batching the training set through the hardware \( 2N \) times.

Our approach varies all model parameters \( \Theta \) simultaneously. Figure 4b sketches the optimization procedure. Instead of perturbing the parameters one weight at a time, during training the system perturbs all parameters towards a random direction \( \Delta \) in search space, i.e. \( \Theta \rightarrow \Theta + \Delta = \Theta + [\delta_1, \delta_2, \ldots, \delta_N] \). At each iteration the system then computes the directional derivative:

\[
\nabla_\Delta L(\Theta) = \left( L(\Theta + \Delta) - L(\Theta - \Delta) \right) / 2||\Delta||
\]

As in standard gradient descent, the weights \( \Theta \) are then updated to \( \Theta \rightarrow \Theta - \eta \nabla_\Delta L(\Theta) \Delta \), where \( \eta \) is a learning rate chosen as a hyperparameter of the system.

Compared to the forward difference approach outlined earlier, our approach requires batching the training set through the hardware only twice per iteration. Moreover, we obtain true estimates of the cost function \( L \) and the derivative \( \nabla_\Delta L(\mathbf{W}) \), ensuring that component errors or errors in calibration do not affect the accuracy of training. Unlike other derivative-free optimization methods, our approach will always track the direction of steepest descent, as errors in the gradient direction average out to zero over multiple epochs [40, 41] (see Supplementary Information [SI]).

We implemented in situ training of \( \Theta \), which includes weights and nonlinear function parameters, for a standard vowel classification task (dataset available at [42]). At each epoch, we batched a training set of 540 samples into the system and implemented the optimization loop described in Figure 4b with a learning rate \( \eta = 0.002 \). We reserved part of the data (\( N = 294 \)) to evaluate the trained model on inputs it had not seen before.

The top plot of Figure 4c shows the classification accuracy of both datasets during training. Our system achieves over 96% accuracy on the training set, and over 92% accuracy on the test set, as shown in the confusion matrices at the bottom. When training a digital system, we found it also obtained the same accuracy on the test set. Each epoch batches the training set only three times through the system; two times to evaluate the derivative \( \nabla_\Delta L(\Theta) \) and once more to evaluate \( L(\Theta) \) at the current parameter set \( \Theta \). We observed that the system quickly trained to an accuracy exceeding 80%, and then slowly asymptoted to a training accuracy of 96%. This behavior resembles the optimization trajectories of other first-order methods for training DNNs in electronics, such as stochastic gradient descent. Moreover, our system successfully trains using only 16-bit accuracies for the weights. Lower precision weights reduce memory requirements for training; however, digital systems are challenging to train with fewer than 32 bits due to numerical errors in gradients accumulating during backpropagation [43].

### DISCUSSION

An important DNN metric is the latency \( \tau_{\text{latency}} \) of inference, i.e. the time delay between input of a vector and the DNN output. For the FICONN, \( \tau_{\text{latency}} \) is dominated by the optical propagation delay, which we estimate from the PIC subsystems (as described in the SI) as \( 3\tau_{\text{CMXU}} + 2\tau_{\text{NOFU}} + \tau_{\text{TX}} \). Each inference requires \( N_{\text{OPS}} \approx \frac{2MN^2}{\tau_{\text{latency}}} \) matrix operations (see SI), where \( M \) is the number of neurons and \( N \) the number of modes. Dividing the FICONN’s energy consumed during \( \tau_{\text{latency}} \) by \( N_{\text{OPS}} \) upper-bounds the energy-per-operation as

\[
E_{\text{OP}} \approx \frac{\tau_{\text{latency}}}{2} \left[ \frac{P_{PS}}{N} + \frac{P_{\text{NOFU}}}{N} + \frac{P_{\text{TX}} + P_{\text{ICR}}}{MN} \right],
\]

where \( P_j \) denotes the power dissipation of subsystem \( j \). In the SI, we estimate upper bounds to the on-chip energy consumption of 9.8 pJ/OP and a throughput of \( N_{\text{OPS}}/\tau_{\text{latency}} \approx 0.53 \) tera-operations per second (TOPS) per inference.

| \( N \) | Phase shifter | \( E_{\text{OP}} \) | \( E_{\text{total,est}} \) | \( \tau_{\text{latency}} \) | TOPS |
|---|---|---|---|---|---|
| 6  | Thermal (this work) | 9.8 pJ/OP | 11.7 pJ/OP | 435 ps | 0.53 |
| 6  | Undercut thermal [44] | 35 fJ/OP | 546 fJ/OP | 140 ps | 12 |
| 64 | MEMS [45, 46] | 1.6 fJ/OP | 513 fJ/OP | 140 ps | 12 |
| 128 | MEMS [45, 46] | 0.84 fJ/OP | 54 fJ/OP | 1.4 ns | 1240 |
| 256 | MEMS [45, 46] | 0.77 fJ/OP | 27 fJ/OP | 2.7 ns | 4940 |

**TABLE I:** Performance metrics for a three-layer FICONN with \( N \) neurons. We list the on-chip energy consumption \( E_{\text{OP}} \), as well as an estimate of the total power dissipation \( E_{\text{total,est}} \) including optimized driver electronics. The predicted metrics assume inference on large batches of vectors with resonant modulators at 50 GHz [47]. For latency, we assume a device length of 500 \( \mu \)m and an optimized layout, while our reported latency uses the actual waveguide layout fabricated on the PIC.

The FICONN’s power consumption is dominated by the thermal phase shifters, which require \( \approx 25 \) mW of electrical power to produce a \( \pi \) phase shift. Table I lists the key parameters of our proof-of-concept FICONN (top row), along with estimates for alternative published phase shifter technologies for varying \( N \) and \( M = 3 \). These estimates suggest that low-power quasi-static phase shifters in combination with high-speed modulators [47] could push total energy consumption to \( \approx 10 \) fJ/OP for large systems, while maintaining ns latencies and throughputs of thousands of TOPS. In comparison, systolic arrays such as the tensor processing unit (TPU) require at minimum \( N+1 \) clock cycles for a single \( N \times N \) matrix-vector multiplication. A three-layer DNN with \( N = 256 \) neurons would require \( \approx 1 \) \( \mu \)s to compute at...
a 700 MHz clock speed [7], which is more than two orders of magnitude longer than in a photonic processor.

The ultra-low latency of inference in the FICONN could greatly improve the speed of training models, which consumes significant energy [48] and has motivated a search for efficient scheduling algorithms that reduce training time [49]. In situ training could also improve the performance of DNN models, as training with noise has been suggested to regularize models, preventing overfitting [50] and improving their adversarial robustness [51] to small changes in the input. This regularization can be implemented automatically by leveraging quantum noise in hardware. We observed this effect in our own experiments; while both the FICONN and a digital system obtained similar performance on the test set for the classification task studied, the digital system overfit the model, achieving perfect accuracy on the training set (see SI).

Finally, our implementation of in situ training, which does not require a digital system for computing gradients, is compatible with feedback-based “self-learning” photonic devices [52, 53], enabling fast, autonomous training of models without any required external input.

The FICONN, which is implemented in a foundry-fabricated photonic integrated circuit, could be scaled to larger sizes with current-day technologies. Silicon photonic foundries have already produced functional systems of up to tens of thousands of components [54]. Spectral multiplexing, for instance through integration of microcomb sources with silicon photonics [55], could enable classifying data simultaneously across many wavelength channels, further reducing energy consumption and increasing throughput. The system’s energy consumption would further improve by optimization of the NOFU; while our implementation makes use of microring resonators, photonic crystal modulators [56], microdisks [47], or hybrid integration of lithium niobate [57, 58] would further reduce the activation function to less than 1 fJ/NLOP.

Our implementation of the FICONN makes use of feedforward unitary circuits, which implement fully-connected layers in a DNN. However, this architecture can be generalized to other types of neural networks. For example, temporal or frequency data may be classified using recirculating waveguide meshes [59], which can implement feedback and resonant filters. Such a system, where phase shifter settings are trained in situ [59, 60], may be used for intelligent processing of microwave signals in the optical domain.

CONCLUSION

We have demonstrated a coherent optical DNN on a single chip that performs both inference and in situ training. The FICONN system introduces inline nonlinear activation functions based on modulators driven by “receiverless” photodetection, eliminating the latency and power consumption introduced by optical-to-electrical conversion between DNN layers and preserving phase information for optical data to be processed coherently. The system fabrication relied entirely on commercial foundry photolithography, potentially enabling scaling to wafer-level systems. Scaling these systems up to hundreds of modes would lower energy consumption to ~10 fJ/OP, while maintaining latencies orders of magnitude lower than electronics.

Moreover, we have demonstrated in situ training of DNNs by estimating derivatives of model parameters directly on hardware. Our approach is also generalizable to other photonic DNN hardware being currently studied. In situ training, which takes advantage of the optically-accelerated forward pass enabled by receiverless hardware, opens the path to a new generation of devices that learn in real time for sensing, autonomous driving, and telecommunications.

METHODS

Photonic integrated circuit. The photonic integrated circuit (PIC) was fabricated in a commercial silicon photonics process by Ele- nion Technologies. Waveguides were defined in a crystalline silicon layer clad by silicon dioxide, and the optical signals were routed with partially-etched waveguides to minimize propagation loss and backscattering. Most signal routing was done with single-mode waveguides, while longer distance propagation used multimode waveguides to further reduce transmission losses. Input light (λ = 1564 nm) was edge coupled into the chip, while output signals were meaured on chip with waveguide-integrated germanium photodiodes. Mach-Zehnder interferometers were programmed using 200 µm long thermal phase shifters, which induce a refractive index change by locally heating the waveguide. The nonlinear optical function unit was realized with a 20 µm radius microring resonator where the waveguide core is pn doped.

Light was coupled into the system through a polarization-maintaining fiber array glued to the chip facet. The PIC was bonded to a copper plane on a printed circuit board for heatsinking and electrically driven through 236 wirebonds. We thermally stabilized the system using a Peltier module connected to a precision feedback system that locked the chip temperature to within 31 °C ± 0.004° C (Arroyo Instruments 5400).

Devices on the PIC were electrically controlled through a 192-channel software programmable current source (Quantrol Systems Q8iv). Each channel sources up to 24 mA of current with 16 bits of precision, corresponding to approximately 0.4 mrad precision in our system. For faster transmission of input vectors into the DNN, we designed a custom 16-bit current driver system that used a microcontroller to buffer the training set in memory, which enabled training at the maximum DAC speed rather than the speed of the serial connection to the computer. This system was paired with a custom receiver board, which read out the photodiodes on chip with a transimpedance amplifier and 18-bit ADC.

System characterization. Light coupled into the PIC was split into local oscillator (LO) and signal paths with a programmable MZI. The LO is directed to the ICR, while the signal is fanned out to the six channels of the transmitter through a splitting tree of 50-50 multimode interferometers (MMIs). Each channel of the transmitter was calibrated using a photodiode on the drop port of the MZI. For each mode, we swept the current I driven into the thermal phase shifter and measured the output transmission T(I). To produce a mapping between current and phase for an MZI, we fit the expression $A + B \cos(p_4 I^4 + p_3 I^3 + p_2 I^2 + p_1 I + p_0)$ to $T(I)$. The sign of the expression depends on whether transmission is measured at the cross (+) or bar (−) port.

The first two meshes were calibrated at their output using the photodiodes that drive the NOFU, while the final mesh was calibrated with the receiver. To characterize an uncalibrated mesh, we began by transmitting light down the main diagonal. Light was transmitted into input 1 and the internal phase shifters along the main diagonal were optimized in a round robin fashion to maximize the signal at output
6. This procedure deterministically initialized the main diagonal to the “cross” ($\theta_1 = 0$) state, as there is only one possible path in the circuit between the two modes. The devices were then characterized by routing light down diagonals of the circuit. External phase shifters were calibrated by programming “meta-MZIs” into the device, as described in [61].

To correct for hardware errors, we programmed 300 Haar random unitaries into the mesh and measured the output from transmitting 100 random input vectors. The measured data was fit to a software model of an MZI mesh that incorporates the effects of beamsplitter errors, waveguide losses, and thermal crosstalk. The software model’s parameters were optimized to fit the measured data using the limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm.

We found the software model is able to predict the hardware outputs with an average fidelity of 0.969 ± 0.023. Hardware error correction was implemented by determining the required hardware settings to implement a desired matrix within the software model and then porting them to the chip. Similar to our previous work [33], our approach here efficiently corrects for component errors, as no real-time optimization is done on the hardware. However, fitting the device response to a software model eliminates the need to calibrate component errors one at a time.

The fidelity results shown in Fig. 2 were obtained by programming random unitary matrices $U_{\text{programmed}}$ sampled from the Haar measure into the circuit and sequentially transmitting the columns of $U_{\text{programmed}}$ to compute the metric $F = \frac{\text{Tr}(U_{\text{programmed}}U_{\text{hardware}})}{N}$. As the inverse of a unitary matrix is its adjoint, for a perfect hardware implementation of $U_{\text{programmed}}$ the quantity $F$ should equal 1.

Insertion losses in the CMXU were inferred by transmitting light down different paths in the circuit and fitting the measured photocurrent to the number of devices light passed through. We measured the insertion loss per MZI to be $0.22 \pm 0.05$ dB, corresponding to a loss per CMXU of $1.32 \pm 0.30$ dB.

The wavelength spectra shown in Figure 3c were measured on a test structure of the NOFU by varying the incident optical power. We measured the microring to have a quality factor $Q = 8300$ when no current is injected into the device, which corresponds to a cavity lifetime $\tau_{NL} = Q/\omega$ of 6.6 ps. The activation functions measured in Figure 3d were obtained with the integrated coherent receiver on the PIC. To operate in injection mode, $V_0$ must be sufficiently high to ensure the modulator can be forward biased ($\sim 0.7$ V). Otherwise, the device operates in photovoltaic mode and generates a reverse bias $\sim 0.3$ V across the modulator, which increases the width of the junction depletion zone and removes carriers from the waveguide.

**In situ training.** For demonstrating in situ training, we used vowel classification data from the Hillenbrand database (available at [42]). We used the first three formants $F_1$, $F_2$, $F_3$ at steady state and at 90% of the vowel duration as the six input features for each datapoint. Each input vector was normalized to ensure that the maximum value was 1. We used 540 samples for training and evaluated the performance of the model on a test set of 294 samples.

We initialized the weights for the unitary layers randomly over the Haar measure [62]. At every epoch, we performed the following optimization loop:

1. Perturb the system parameters $\Theta$ by a random displacement $\pm \Delta$. $\Delta$ is a vector of the same length as $\Theta$ whose elements are chosen from a Bernoulli distribution to be $\pm \delta$. $\delta$ is a hyperparameter of the optimization; we used $\delta = 0.05$ in our experiments.

2. Batch the training set through the system and compute the loss $L = \sum_j v_{(j)}^{\text{train}} \log v_{(j)}^{\text{norm}}$ for hardware parameters $\Theta \pm \Delta$.

3. Estimate the directional derivative $\nabla_{\Delta} L(\Theta)$ along $\Delta$ and update the hardware parameters $\Theta \rightarrow \Theta - \eta \nabla_{\Delta} L(\Theta) \Delta$. We found that $\eta = 0.002$ provided stable convergence.

During training a software feedback loop stabilized the power coupled into the chip, as variations in optical power affected the response of the electro-optic nonlinearity. The in situ training experiments were conducted with the NOFU in injection mode ($V_0 = 0.8$ V) due to the wider range of nonlinear functions we could realize on chip. We optimized our device design for carrier injection, which accounts for the comparatively lower efficiency in depletion mode. However, even our non-optimized design realizes nearly a full linewidth detuning in depletion; therefore, we expect a modest improvement in the cavity finesse would be sufficient to realize full modulation in future iterations.
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I. DEVICE CHARACTERIZATION

Transmitter

A Mach-Zehnder interferometer (MZI) performs the programmable 2 × 2 unitary operation:

$$U(\theta_1, \theta_2) = i e^{i \theta_1 / 2} \begin{bmatrix} e^{i \theta_2} \sin(\theta_1 / 2) & e^{i \theta_2} \cos(\theta_1 / 2) \\ \cos(\theta_1 / 2) & -\sin(\theta_1 / 2) \end{bmatrix}$$  \hspace{1cm} (S1)

To characterize a single MZI, we first input light into one port of the device and measure the output transmission $T(\theta_1) = P_{\text{out}} / P_{\text{in}}$. For an ideal device, the output transmission at the bar port is

$$T_{\text{bar}}(\theta_1) = \sin^2 \left( \frac{\theta_1}{2} \right)$$  \hspace{1cm} (S2)

and at the cross port:

$$T_{\text{cross}}(\theta_1) = \cos^2 \left( \frac{\theta_1}{2} \right)$$  \hspace{1cm} (S3)

In a fabricated MZI, $\theta_1$ is determined by the total dissipated power $I \times V(I)$, where $I$ is the programmed current and $V(I)$ is the voltage dropped across the device. To characterize a device in the transmitter, where the cross port of each channel has a photodiode, we sweep $I$ and measure the voltage $V(I)$ and output transmission $T(I)$. We fit the expressions:

$$V(I) = a_4 I^4 + a_3 I^3 + a_2 I^2 + a_1 I$$  \hspace{1cm} (S4)

$$T_{\text{cross}} = A + B \cos \left( \frac{IV(I)}{P_\pi} \pi + p_0 \right)$$  \hspace{1cm} (S5)

where $a_4, a_3, a_2, a_1, A, B, P_\pi, p_0$ are fitting parameters. Here, $P_\pi$ is the total dissipated power required to induce a $\pi$ phase shift, $p_0$ is the static phase difference between the two interferometer arms, and $1/(A - B)$ is the interferometer extinction ratio. We found that a fourth-order polynomial was required to fit the voltage-current relationship of the heaters, which became non-Ohmic at high currents due to self-heating and velocity saturation of the carriers. If we measured $T(I)$ at the bar port, the latter expression would instead be:

$$T_{\text{bar}} = A - B \cos \left( \frac{IV(I)}{P_\pi} \pi + p_0 \right)$$  \hspace{1cm} (S6)

This yields a mapping between the current $I$ and the programmed phase $\theta_1(I)$ of the form:

$$\theta_1(I) = p_4 I^4 + p_3 I^3 + p_2 I^2 + p_1 I + p_0$$  \hspace{1cm} (S7)

Coherent matrix multiplication unit (CMXU)

The procedure for characterizing the CMXU is sketched in Figure S1. We use the photodiodes at the output of each matrix processor; for the first two layers, we use the photodiode at each nonlinear optical function unit (NOFU), while the last layer is calibrated with the system’s receiver.

In an uncalibrated mesh, light will scatter randomly through the circuit as $p_0$ is random for each device. To characterize the circuit, we first input light into the top input (input 1) of the mesh and measure the transmission at the bottom output (output 6). We then optimize the internal phase shifters along the main diagonal in a round robin fashion to maximize the signal at output 6. This procedure deterministically initializes the main diagonal to the cross state ($\theta_1 = 0$), as there is only one possible path between input 1 and output 6. Having initialized the diagonal, we can then calibrate each device along it by sweeping the phase shifter $\theta_1$, measuring $T$ at output 6, and fitting equation S5 to the data. The antidiagonal, connecting input 6 to output 1, is calibrated in the same way.

Having characterized the main diagonals, the remainder of the devices can be calibrated in a similar fashion. For instance, inputting light into mode 1 and setting the top left MZI in the circuit, which is already calibrated, to the bar state provides
FIG. S1: Calibration procedure for internal phase shifters in the CMXU. The devices along the main diagonal and antidiagonal are calibrated first. Once these devices are characterized, the remainder of the phase shifters can be calibrated by programming devices along the main diagonal. Access to the first subdiagonal. The uncalibrated devices can then be characterized with the same procedure as was used for the main diagonal. We show the full calibration sequence in Figure S1.

This protocol calibrates all internal phase shifters $\theta_1$ in a matrix processor. The external phase shifters $\theta_2$ are calibrated using “meta-MZIs,” as shown in Figure S2. A “meta-MZI” consists of two MZIs in columns $i-1, i+1$ that are programmed to implement a 50-50 beamsplitter ($\theta_1 = \pi/2$). This subcircuit now functions as an effective MZI, where the relative phase difference between two external phase shifters $\theta_{2,a}, \theta_{2,b}$ is equivalent to the setting of the internal phase shifter in a discrete device.

We fix one of the two external phase shifters to $I = 0$, sweep the current programmed into the other, and measure the output transmission $T$. Fitting the data to equations S5, S6, depending on the port $T$ is measured out of, calibrates the static phase difference $\Delta \phi(I = 0) = \theta_{2,b}(I = 0) - \theta_{2,a}(I = 0)$. Repeating this procedure for all devices produces a linear system of equations that can be inverted to find the static phase $p_0$ for each external heater. More details on this procedure can be found in [1].

FIG. S2: “Meta-MZI” for calibrating external phase shifters. Two phase shifters in columns $i-1, i+1$ are set to implement a 50-50 beamsplitter. The output transmission of this meta-interferometer, which functions exactly like a discrete MZI, is dependent on the phase difference between the external phase shifters $\Delta \phi = \theta_{2,b} - \theta_{2,a}$.

II. NONLINEAR OPTICAL FUNCTION UNIT

Figure S3a shows the measured response of a typical nonlinear optical function unit. The resonator is designed to be overcoupled, as the injection of carriers increases the round-trip loss in the ring. Thus, as current is increased, the resonator transitions through the critical coupling regime to being undercoupled at large incident powers.

In Figure S3b, we show the device resonance when no current is injected into the device. The device has a quality factor $Q \approx 8300$, which corresponds to a photon lifetime of 6.6 ps and ensures that the cavity response does not limit the speed of the device.

The phase response and round-trip attenuation $a$ as a function of the photocurrent $I$ are shown in Figure S3c and d, respectively. Assuming a photodiode responsivity of $\sim 1$ A/W, we find that about 75 $\mu$W is sufficient to detune the NOFU.
FIG. S3: a) NOFU response vs. injected photocurrent. We assume a photodiode responsivity of 1 A/W. The resonator is initially overcoupled, and transitions to undercoupling as the incident optical power is increased. b) NOFU resonance when no power is incident on the photodiode. We measure $Q = 8293$, which limits the photon lifetime to 6.6 ps. c) Phase shift $\Delta \phi$ in cavity vs. incident photocurrent. d) Round-trip amplitude loss $a$ as a function of incident photocurrent. As photocurrent increases more carriers are injected into the waveguide, increasing the loss of the optical signal inside the resonator.

by a linewidth. As we bias the device to 0.8 V in our experiment, the power consumption during operation is therefore $\sim 60 \mu W$.

III. CORRECTING HARDWARE ERRORS

Static component error, such as errors in beamsplitters or transmission losses, affect the accuracy of matrices programmed into the CMXU. Since we use thermal phase shifters for programming the matrix processors, thermal crosstalk between devices will also impact the performance of the device. In this section, we outline the hardware error correction procedures used to obtain high matrix accuracies in the FICONN.

Transmitter correction

For the transmitter, we corrected thermal crosstalk between components by directly measuring the $12 \times 6$ crosstalk matrix $M$, where $M_{ij}$ denotes the crosstalk on channel $i$ produced by an aggressor channel $j$. This quantity was measured by driving channel $i$ and measuring the output transmission $T$ at different current settings for channel $j$. For each measurement, we fit equation S5 to the data to extract the static phase $\rho_0$. Thermal crosstalk will cause $\rho_0$ to vary as a function of the
FIG. S4: a) To determine the elements of the thermal crosstalk matrix $M$, we drive an aggressor channel $j$ while characterizing the static phase $p_0$ of channel $i$. As an example, here we characterize $M_{12}$ by plotting the static phase of channel 1 as a function of the phase setting of channel 2. We fit a linear function to this data to find a crosstalk coefficient of $M_{12} = -0.00735$. b) We benchmark the effectiveness of thermal crosstalk correction by repeatedly trying to program a channel to $\theta_1 = \pi/2$, while setting all other channels to random values. We then determine the actual phase implemented by measuring the output transmission $T$ and computing $2 \arccos \sqrt{T}$. As an example, here we show the results for channel 2, where over 500 random experiments thermal crosstalk correction greatly improves the repeatability of programming a channel to a desired phase.

settings in channel $j$ due to parasitic heating; we fit a linear expression to this data to extract the crosstalk coefficient $M_{ij}$.

Figure S4a shows an example of this procedure, where we extracted the crosstalk on channel 1 produced by channel 2. Having obtained $M$, we can now obtain the phase settings $\Phi$ for a desired programming $\Phi'$ by computing:

$$\Phi = M^{-1}(\Phi' - \Phi_0) + \Phi_0$$

(S8)

where $\Phi_0$ is the static phase for each channel. We neglected crosstalk on the external phase shifters of the transmitter, which program the phase of the input $\alpha^{(1)}$, as we did not have coherent detection directly at the transmitter output.

In order to benchmark the correction protocol for each transmitter channel we repeatedly attempted to program $\theta_1 = \pi/2$ while setting all other channels to a random phase setting. Shown in Figure S4b is the phase setting actually implemented by the transmitter channel for 500 such experiments, which we extracted by measuring the transmission $T$ and computing $2 \arccos \sqrt{T}$. Thermal crosstalk correction greatly improves both the accuracy and repeatability of each channel; for example, the measured phase on channel 2 improves from $0.493 \pm 0.015$ to $0.501 \pm 0.003$ following correction.

**CMXU correction**

Correcting for thermal crosstalk in the CMXU is more challenging. As the CMXU is a mesh of interferometers, changing the programming of aggressor channels can introduce phases and redirect light through the circuit in unexpected ways. These effects are challenging to disentangle from pure thermal crosstalk when the circuit also has other component errors, such as beamsplitter imperfections and device loss, making it difficult to directly measure $M$.

To address this, we instead developed a “digital twin” of the hardware, which modeled in software the response of a device with known beamsplitter errors, waveguide losses, and thermal crosstalk. As the effects of all of these imperfections are known a priori for Mach-Zehnder interferometer meshes [2, 3], we can fit a software model, where these imperfections are initially unknown model parameters, to data taken on the real device. If the software model can accurately reproduce measurements from the hardware, the parameters found to describe the device imperfections can be used to deterministically correct errors on the real hardware. We note here that our approach is not a “black-box” or neural network model of the device. Our model is based on the physics of how Mach-Zehnder interferometer meshes behave, and thus the parameters we find are realistic and correspond to true physical attributes of the device, such as the error for a particular directional coupler.

We fit the model to a dataset obtained by programming 300 random unitary matrices into the chip and measuring the response to 100 randomly selected input vectors. Our software model, which is written in JAX for auto-differentiability, is fit...
FIG. S5: Performance of the digital model on the vowel classification task. The model overfits the training set, achieving 100% accuracy, but performance on the test set is comparable to the accuracy achieved by our system (92.7% on the digital model vs. 92.7% on the FICONN).

to the measured data using the limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm. We found that our software model was able to predict hardware outputs with an average fidelity $F = \frac{\text{Tr}[U_{\text{measured}} U_{\text{software}}]}{N}$ of 0.969 ± 0.023. The data shown in Figure 2d of the main text was taken by first implementing a “direct” programming, where the phase shifter settings were obtained using the Clements decomposition, and then by using the settings obtained from the software model.

IV. DIGITAL MODEL FOR VOWEL CLASSIFICATION

We trained a digital model on the vowel classification task to benchmark the performance of in situ training on our system. The two models had the same number of neurons ($3 \times 6^2 = 108$), but the weights of the digital model, unlike those of our system, were unconstrained and could be arbitrary real matrices. We trained the system with a tanh nonlinearity, as we obtained very poor performance on the test set using a ReLU function. When training, we normalized the output with a softmax function and used the categorical cross-entropy loss function, as we did in the in situ training experiment.

The performance of the digital model is shown in Figure S5. The performance on the test set is similar to that obtained by our system. However, the digital model is significantly overfit, achieving perfect (100%) accuracy on the training set. One possible explanation for why our system does not overfit as much is the presence of analog noise, which has been suggested to function as regularization during DNN training [4].

V. STOCHASTIC OPTIMIZATION PERFORMS GRADIENT DESCENT ON AVERAGE

Unlike other derivative-free optimizers, the advantage of the stochastic optimization approach we use is that it performs gradient descent on average. Here we illustrate this by adapting the proof provided in [5].

Suppose we are optimizing a DNN with model parameters $\Theta$ and error functional $\mathcal{L}(\Theta)$. Gradient descent iteratively optimizes the parameters with the update rule:

$$\Delta \Theta = -\eta \frac{\partial \mathcal{L}}{\partial \Theta} \tag{59}$$

Assuming $\eta > 0$ and is sufficiently small, this update rule will converge to a local minimum of $\mathcal{L}(\Theta)$. Finite difference methods for analog hardware attempt to compute $\frac{\partial \mathcal{L}}{\partial \Theta}$ by perturbing one parameter at a time in the system. Each epoch therefore requires $2N$ evaluations of the model on the training set for $N$ model parameters.

Alternatively, one could perturb all model parameters at once by a random vector $\Pi = [\pi_1, \pi_2, ..., \pi_N]$, where the elements
of \( \Pi \) are randomly and independently chosen from an \( N \)-dimensional hypercube. The update rule here is:

\[
\Delta \Theta = -\mu \frac{\mathcal{L}(\Theta + \Pi) - \mathcal{L}(\Theta - \Pi)}{2||\Pi||} \Pi
\]

(S10)

\[
= -\frac{\mu}{2|\pi|\sqrt{N}} [\mathcal{L}(\Theta + \Pi) - \mathcal{L}(\Theta - \Pi)] \Pi
\]

(S11)

where \( \mu \) is the learning rate. Assuming that the elements of \( \Pi \) are independently drawn from a Bernoulli distribution as \( \pm \pi \), we can substitute \( ||\Pi|| \) as \( |\pi|\sqrt{N} \). We note here that \( \mu \neq \eta \), and in practice \( \mu \) can be much larger than \( \eta \) while preserving stable convergence.

We Taylor expand the expression \([\mathcal{L}(\Theta + \Pi) - \mathcal{L}(\Theta - \Pi)]\) as:

\[
2 \sum_i \frac{\partial \mathcal{L}}{\partial \theta_i} \pi_i
\]

(S12)

Substituting this into the update rule, we get:

\[
\Delta \Theta = -\frac{\mu}{|\pi|\sqrt{N}} \left( \sum_i \frac{\partial \mathcal{L}}{\partial \theta_i} \pi_i \right) \Pi
\]

(S13)

\[
= -\frac{\mu}{|\pi|\sqrt{N}} \left( \sum_i \frac{\partial \mathcal{L}}{\partial \theta_i} \pi_i \right) [\pi_1, \pi_2, ..., \pi_N]
\]

(S14)

Since the \( \pi_i \) are independently chosen, \( E[\pi_i; \pi_j] = 0 \) if \( i \neq j \). Therefore, the expected parameter update \( E[\Delta \Theta] \) is:

\[
E[\Delta \Theta] = -\frac{\mu}{|\pi|\sqrt{N}} \left( \sum_i \frac{\partial \mathcal{L}}{\partial \theta_i} E[\pi_i^2] \bar{x}_i \right)
\]

(S15)

\[
= -\frac{\mu}{|\pi|\sqrt{N}} \left( \sum_i \frac{\partial \mathcal{L}}{\partial \theta_i} |\pi|^2 \bar{x}_i \right)
\]

(S16)

\[
= -\frac{\mu |\pi| \frac{\partial \mathcal{L}}{\sqrt{N}}}{\partial \Theta}
\]

(S17)

We therefore find that, on average, this procedure performs gradient descent with an effective learning rate \( \eta = \mu|\pi|/\sqrt{N} \).

VI. LATENCY AND ENERGY EFFICIENCY

Latency

The optical propagation delay of the FICONN is the time-of-flight through the photonic circuit, which is \( 3\tau_{\text{CMXU}} + 2\tau_{\text{NOFU}} + \tau_{\text{TX to U1}} + \tau_{\text{U3 to RX}} + \tau_{\text{U-turn}} \). For each subsystem, we computed the waveguide length from the PIC design. While in the actual device waveguides transition between fully-etched and partially-etched geometries, which have different group indices, when estimating latency we conservatively assumed that all waveguides have a ridge geometry, which has a higher group index \( (n_g \approx 4.2) \) and therefore longer propagation time. The NOFU response time \( \tau_{\text{NOFU}} \) includes the cavity lifetime (6.6 ps), as well as time-of-flight through the tunable MZI and delay line.

We also considered propagation time between the transmitter and first CMXU \( \tau_{\text{TX to U1}} \) and between the last CMXU and the receiver \( \tau_{\text{TX to U1}} \). Due to chip area constraints, we connected different subsystems with U-turns, as shown in Figure 2a of the main text; these waveguides account for an additional 7.5 mm of propagation. In total, the waveguide length from transmitter to receiver is 29.8 mm, which together with the cavity lifetime (6.6 ps \times 2), corresponds to about 435 ps propagation time.

Energy efficiency

The FICONN architecture with \( N \) modes and \( M \) layers performs \( 2MN^2 + 2(M - 1)N \) operations per inference, where the first term accounts for linear matrix operations and the second term refers to the nonlinear activation function. For large \( N \) the first term dominates and we approximate the total number of operations as \( 2MN^2 \).
The total energy consumption per operation of the system for a single inference can therefore be approximated as \( \tau_{\text{latency}} P_{\text{total}} / (2MN^2) \), where \( P_{\text{total}} \) is the total power consumption of the photonics, drivers, and readout electronics and \( \tau_{\text{latency}} \) is the time required for a single inference. The system requires \( MN^2 \) phase shifters, \( N \) transmitters, \( N \) receivers, and \( MN \) nonlinear optical function units, making the total power consumption \( P_{\text{total}} = MN^2 P_{\text{PS}} + MN P_{\text{NOFU}} + N(P_{\text{TX}} + P_{\text{ICR}}) \). Substituting this into the expression for energy consumption per operation produces equation 2 in the main text.

Our device performs \( 2MN^2 + 2(M - 1)N = 240 \) operations per inference, where \( M = 3 \) and \( N = 6 \). The phase shifters require about 25 mW per \( \pi \) phase shift; as the internal phase shifters only require up to \( \pi \) phase shift, while the external phase shifters require up to \( 2\pi \), we assume the average power consumption per phase shifter is 37.5 mW. The phase shifter contribution to the energy per operation is therefore \( 144 \times (37.5 \text{ mW}) \times (435 \text{ ps}) / (240 \text{ OPs}) = 9.8 \text{ pJ/OP} \), where we include phase shifters for both model parameters and the transmitter. This energy requirement would reduce substantially with the use of undercut thermal phase shifters [15], which reduce power dissipation by an order of magnitude, or MEMS-actuated devices [10, 16], both of which are available in silicon photonic foundries. The nonlinear optical function unit consumes 60 \( \mu \text{W} \) of power, which contributes about \( 1.3 \text{ fJ/OP} \) to this total.

We used benchtop electronics in our demonstration to control the devices on chip. In practice, the devices would be controlled by a custom CMOS integrated circuit. To estimate the energy contribution of the electronic driver and readout circuitry, we use values reported in the literature for DACs, TIAs, and ADCs, which are shown in Table S1. We assume a clock speed of 1 GHz, as the NOFU in injection mode would have a response time of \( \sim 1 \text{ ns} \). The transmitter would require high-speed DACs for programming input vectors into the system, while the receiver would require high-speed TIAs and ADCs for readout. The model parameters can be controlled by lower-speed electronics, as they are not anticipated to change frequently; even when training the system in situ, the parameters will only be updated after an entire batch is evaluated. Using these values, we find the worst-case energy consumption of electronics for our device would be \( [12 \times (26 \text{ mW} + 57 \text{ mW} + 2.55 \text{ mW}) + 132 \times (27.5 \mu \text{W})] \times (435 \text{ ps}) / (240 \text{ OPs}) = 1.9 \text{ pJ/OP} \), yielding a total system performance of 11.7 pJ/OP.

### Scaling

The latency and energy efficiency of the FICONN would be further improved by performing inference on large batches of vectors, as they can be transmitted into the PIC at a faster rate than the end-to-end propagation delay. For \( W \) input vectors, the total latency of the system is \( \tau_{\text{latency}} + (W - 1)/f_{\text{BW}} \), where \( f_{\text{BW}} \) is the total bandwidth of the system. For large \( W \), the latter term dominates the latency. The system then performs \( 2f_{\text{BW}}(MN^2 + (M - 1)N) \) TOPS and the energy efficiency becomes:

\[
E_{\text{OP}} \approx \frac{1}{2f_{\text{BW}}} \left[ P_{\text{PS}} + P_{\text{NOFU}} \frac{1}{N} + P_{\text{TX}} + P_{\text{ICR}} \right]
\]

(S18)

The ultimate speed and energy efficiency of our architecture is therefore determined by the rate at which input vectors can be transmitted into the DNN, rather than the end-to-end propagation time. In our implementation the NOFU is realized with a carrier injection device, which would usually be limited to about \( \sim 1 \text{ ns} \) response time due to the relatively long recombination time in silicon. While single ns latency is already far lower than what is achievable in conventional electronics, optimizing the NOFU to operate in depletion mode, where the bandwidth is \( RC \)-limited, could improve this even further.
FIG. S6: The energy efficiency per operation of a photonic DNN as a function of number of modes \((N)\), number of layers \((M)\), and whether the architecture is receiverless \((RL)\) or requires readout between each intermediate layer \((R)\). The shaded region indicates the energy efficiencies of current-day electronic ASICs for DNNs \((\sim 0.1−1 \text{ pJ/OP})\). An optimized version of our system, with low-power phase shifters and high-speed electronics, would already be competitive with current ASICs.

to system bandwidths on the order of 50 GHz [17]. Resonant, high-speed modulators in silicon photonics have previously been shown to consume less than 1 fJ/bit [9]. In Table 1 of the main text, the predicted energy consumption of future iterations of the FICONN assumes a clock speed of 50 GHz with the NOFU operating in depletion mode.

To estimate the energy of the NOFU in depletion mode, which would be required to operate at faster clock rates, we assume a capacitance of 200 fF based on reported capacitances for photodiodes \((\sim 15 \text{ fF})\) [18], modulators \((\sim 60 \text{ fF}, \text{estimated using the depletion capacitance of a } 20 \mu\text{m microring modulator})\), and interconnects \((200 \text{ aF/µm})\) [19]. Assuming a 0.3 V drive voltage, this yields an energy consumption of \(CV^2 = 9 \text{ fJ/NLOP}\).

Performance improves even further for larger system sizes, as the energy cost of the electronics and nonlinearity is amortized by the number of modes \(N\). Figure S6 shows the expected energy consumption of a receiverless photonic DNN, like our system, and one that reads out optical signals between layers as a function of \(N\) and \(M\). We show also the current performance region of application-specific integrated circuits for DNNs, which consume approximately 0.1–1 pJ per operation [20, 21], the estimated performance of our current system \((11.7 \text{ pJ/OP})\), and that of an optimized version with low-power phase shifters and high-speed electronics \((513 \text{ fJ/OP})\). For a receiverless, three layer system such as ours, a circuit with \(N = 34\) modes is sufficient to achieve energy efficiencies below 100 fJ/OP, while \(N > 380\) attains efficiencies better than 10 fJ/OP. This scaling also improves greatly with the number of layers \(M\); for a device with \(M = 10\) DNN layers, a circuit as small as \(N = 10\) modes yields efficiencies superior to digital electronics.

We assume a clock rate of 50 GHz in Figure S6 to minimize the system latency; however, as the power dissipation of electronics scales nonlinearly with the bandwidth, it may be advantageous to operate at slower clock rates when energy efficiency is the primary concern. Direct processing of optical data would further lower energy consumption, as high-speed DACs [7] are no longer required to encode data onto an optical carrier. High speed readout and digitization of the outputs [12, 14], however, is still required. This accounts for the comparatively poorer scaling of energy efficiency for devices that read out between layers. A three layer system that performs intermediate readout needs to have nearly twice as many modes as a receiverless circuit to achieve energy efficiency below 100 fJ/OP. Figure S6 shows how the repeated cost of readout results in little improvement in energy efficiency as \(M\) increases. As an example, a receiverless system with \(M = 10\), \(N = 114\) attains efficiencies of 10 fJ/OP, while a system with intermediate readout would require \(N \approx 575\) to achieve the same efficiency.
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