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Abstract—For the problem of binary linear classification and feature selection, we propose algorithmic approaches to classifier design based on the generalized approximate message passing (GAMP) algorithm, recently proposed in the context of compressive sensing. Our work focuses on the regime where the number of features greatly exceeds the number of training examples, but where only a few features suffice for accurate classification. We show that sum-product GAMP can be used to (approximately) minimize the classification error rate and max-sum GAMP can be used to minimize a wide variety of regularized loss functions. Moreover, we show how a “turbo” extension to GAMP allows us to learn weight vectors that exhibit structured sparsity. Furthermore, we describe an expectation-maximization (EM)-based scheme to learn the associated model parameters online, as an alternative to cross-validation, and we present a detailed numerical study to confirm the accuracy, speed, and flexibility afforded by our GAMP-based approaches to binary linear classification.

I. INTRODUCTION

In this work we consider binary linear classification and feature selection [1]. The objective of binary linear classification is to learn the weight vector \( \mathbf{w} \in \mathbb{R}^N \) that best predicts an unknown binary class label \( y \in \{-1, 1\} \) associated with a given vector of quantifiable features \( \mathbf{x} \in \mathbb{R}^N \) from the sign of a linear “score” \( z \triangleq \langle \mathbf{x}, \mathbf{w} \rangle \).

The goal of linear feature selection is to identify which subset of the \( N \) weights in \( \mathbf{w} \) are necessary for accurate prediction of the unknown class label \( y \), since in some applications (e.g., multi-voxel pattern analysis) this subset itself is of primary concern.

In formulating this linear feature selection problem, we assume that there exists a \( K\)-sparse weight vector \( \mathbf{w} \) (i.e., \( \| \mathbf{w} \|_0 = K \ll N \)) such that \( y = \text{sgn}(\langle \mathbf{x}, \mathbf{w} \rangle - \mathbf{e}) \), where \( \text{sgn}(\cdot) \) is the signum function and \( \mathbf{e} \sim p_e \) is a random perturbation accounting for model inaccuracies. For the purpose of learning \( \mathbf{w} \), we assume the availability of \( M \) labeled training examples generated independently according to this model:

\[
y_m = \text{sgn}(\langle \mathbf{x}_m, \mathbf{w} \rangle - \mathbf{e}_m), \quad \forall m = 1, \ldots, M, \tag{1}
\]
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\footnote{We note that one could also compute the score from a fixed non-linear transformation \( \psi(\cdot) \) of the original feature \( \mathbf{x} \) via \( z \triangleq \langle \psi(\mathbf{x}), \mathbf{w} \rangle \) as in kernel-based classification. Although the methods we describe here are directly compatible with this approach, we write \( z = \langle \mathbf{x}, \mathbf{w} \rangle \) for simplicity.}

with \( \mathbf{e}_m \sim \text{i.i.d } p_e \). It is common to express the relationship between the label \( y_m \) and the score \( z_m = \langle \mathbf{x}_m, \mathbf{w} \rangle \) in (1) via the conditional pdf \( p_{y_m|z_m}(y_m|z_m) \), known as the “activation function,” which can be related to the perturbation pdf \( p_e \) via

\[
p_{y_m|z_m}(1|z_m) = \int_{-\infty}^{z_m} p_e(e) \, de = 1 - p_{y_m|z_m}(-1|z_m). \tag{2}
\]

We are particularly interested in classification problems in which the number of potentially discriminatory features \( N \) drastically exceeds the number of available training examples \( M \). Such computationally challenging problems are of great interest in a number of modern applications, including text classification [2], multi-voxel pattern analysis (MVPA) [3]–[5], conjoint analysis [6], and microarray gene expression [7]. In MVPA, for instance, neuroscientists attempt to infer which regions in the human brain are responsible for distinguishing between two cognitive states by measuring neural activity via fMRI at \( N \approx 10^4 \) voxels. Due to the expensive and time-consuming nature of working with human subjects, classifiers are routinely trained using only \( M \approx 10^2 \) training examples, and thus \( N \gg M \).

In the \( N \gg M \) regime, the model of (1) coincides with that of noisy one-bit compressed sensing (CS) [8], [9]. In that setting, it is typical to write (1) in matrix-vector form using \( y \triangleq [y_1, \ldots, y_M]^T \), \( \mathbf{e} \triangleq [\mathbf{e}_1, \ldots, \mathbf{e}_M]^T \), \( \mathbf{X} \triangleq [\mathbf{x}_1, \ldots, \mathbf{x}_M]^T \), and elementwise \( \text{sgn}(\cdot) \), yielding

\[
y = \text{sgn}(\mathbf{X} \mathbf{w} - \mathbf{e}), \tag{3}
\]

where \( \mathbf{w} \) embodies the signal-of-interest’s sparse representation. \( \mathbf{X} = \Phi \Psi \) is a concatenation of a linear measurement operator \( \Phi \) and a sparsifying signal dictionary \( \Psi \), and \( \mathbf{e} \) is additive noise.\footnote{For example, the common case of additive white Gaussian noise (AWGN) \( \{\mathbf{e}_m\} \sim \text{i.i.d } \mathcal{N}(0, \nu) \) corresponds to the “probit” activation function, i.e., \( p_{y_m|z_m}(1|z_m) = \Phi(z_m/\nu) \), where \( \Phi(\cdot) \) is the standard-normal cdf.}

Importantly, in the \( N \gg M \) setting, \( M \) established performance guarantees on the estimation of \( K \)-sparse \( \mathbf{w} \) from \( O(K \log (N/K)) \) binary measurements of the form (3), under i.i.d Gaussian \( \{\mathbf{x}_m\} \) and mild conditions on the perturbation process \( \{\mathbf{e}_m\} \), even when the entries within \( \mathbf{x}_m \) are correlated. This result implies that, in large binary linear classification problems, accurate feature selection is indeed possible from \( M \ll N \) training examples, as long as the underlying weight vector \( \mathbf{w} \) is sufficiently sparse. Not surprisingly, many techniques have been proposed to find such weight vectors [10]–[17].

In addition to theoretical analyses, the CS literature also offers a number of high-performance algorithms for the inference of \( \mathbf{w} \) in (3). Thus, the question arises as to whether
these algorithms also show advantages in the domain of binary linear classification and feature selection. In this paper, we answer this question in the affirmative by focusing on the generalized approximate message passing (GAMP) algorithm [18], which extends the AMP algorithm [19], [20] from the case of linear, AWGN-corrupted observations (i.e., $y = Xw - \epsilon$ for $\epsilon \sim N(0, \sigma^2 I)$) to the case of generalized-linear observations, such as (3). AMP and GAMP are attractive for several reasons: (i) For i.i.d sub-Gaussian $X$ in the large-system limit (i.e., $M, N \to \infty$ with fixed ratio $\delta = \frac{M}{N}$), they are rigorously characterized by a state-evolution whose fixed points, when unique, are optimal [21]; (ii) Their state-evolutions predict very fast runtimes due to mean-squared error (MSE) that decays exponentially with iteration $k$ (i.e., $\text{MSE}(k) \leq e^{-bk}\text{MSE}(0)$ for some $b > 0$) and per-iteration complexity of only $O(MN)$; (iii) They are very flexible with regard to data-modeling assumptions (see, e.g., [22]); (iv) Their assumed model parameters can be learned online using an expectation-maximization (EM) approach that has been shown to yield state-of-the-art mean-squared reconstruction error in CS problems [23].

In this work, we develop a GAMP-based approach to binary linear classification and feature selection that makes the following contributions: 1) in Section II, we show that GAMP implements a particular approximation to the error-rate minimizing linear classifier under the assumed model (1); 2) in Section III, we show that GAMP’s state evolution framework can be used to characterize the misclassification rate in the large-system limit; 3) in Section IV, we develop methods to implement logistic, probit, and hinge-loss-based regression using both max-sum and sum-product versions of GAMP, and we further develop a method to make these classifiers robust in the face of corrupted training labels; 4) in Section V, we present an EM-based scheme to learn the model parameters online, as an alternative to cross-validation; and 5) in Section VI, we illustrate how a “turbo” extension to GAMP allows us to learn weight vectors that exhibit structured sparsity (e.g., feature selection with spatially clustered features). The numerical study presented in Section VII then confirms the efficacy, flexibility, and speed afforded by our GAMP-based approaches to binary classification.

Notation: Random quantities are typeset in sans-serif (e.g., $\theta$) while deterministic quantities are typeset in serif (e.g., $c$).

The pdf of random variable $\epsilon$ under deterministic parameters $\theta$ is written as $p_\theta(\epsilon; \theta)$, where the subscript is sometimes omitted when the meaning is clear. Column vectors are typeset in boldface lower-case (e.g., $y$ or $\mathbf{x}$), matrices in boldface upper-case (e.g., $X$ or $\mathbf{X}$), and their transpose is denoted by $(\cdot)^T$. For vector $\mathbf{y} = [y_1, \ldots, y_M]^T$, $y_{m:n}$ refers to the subvector $[y_m, \ldots, y_n]^T$. Finally, $N(a; b, C)$ is the multivariate normal distribution, a function of the vector $a$, with mean $b$ and covariance matrix $C$, while $\phi(\cdot)$ and $\Phi(\cdot)$ denote the standard normal pdf and cdf, respectively.

II. GAMP FOR CLASSIFICATION

In this section, we introduce generalized approximate message passing (GAMP) from the perspective of binary linear classification. In particular, we show that the sum-product variant of GAMP is a loopy belief propagation (LBP) approximation of the classification-error-rate minimizing linear classifier and that the max-sum variant of GAMP is a LBP implementation of the standard regularized-loss-minimization approach to linear classifier design.

A. Sum-Product GAMP

Suppose that we are given $M$ labeled training examples $\{y_m, x_m\}_{m=1}^M$, and $T$ test feature vectors $\{x_t\}_{t=M+1}^{M+T}$ associated with unknown test labels $\{y_t\}_{t=M+1}^{M+T}$, all obeying the noisy linear model (1) under some known error pdf $p_\theta$, and thus known $p_{y_m|x_m}$. We then consider the problem of computing the classification-error-rate minimizing hypotheses $\{\hat{y}_t\}_{t=M+1}^{M+T}$.

$$\hat{y}_t = \arg \max_{y_t \in \{-1, 1\}} p_{y_t|y_1:M, X}(y_t | y_1:M; X),$$

with $y_1:M \triangleq [y_1, \ldots, y_M]^T$ and $X \triangleq [x_1, \ldots, x_{M+T}]^T$. Note that we treat the labels $\{y_m\}_{m=1}^M$ as random but the features $\{x_m\}_{m=1}^M$ as deterministic parameters. The probabilities in (4) can be computed via the marginalization

$$p_{y_t|y_1:M}(y_t | y_1:M; X) = p_{y_t, y_1:M}(y_t, y_1:M; X)C_y^{-1}$$

with scaling constant $C_y \triangleq p_{y_1:M}(y_1:M, X)$, label vector $y = [y_1, \ldots, y_{M+T}]^T$, and constraint set $\mathcal{Y}(y) \triangleq \{y \in \{-1, 1\}^{M+T} \text{ s.t. } [y]_t = y_t \text{ and } [y]_m = y_m \forall m = 1, \ldots, M\}$ which fixes the $t$th element of $y$ at the value $y_t$ and the first $M$ elements of $y$ at the values of the corresponding training labels. The joint pdf in (6) factors as

$$p_{y, w}(y, w; X) = \prod_{m=1}^{M+T} p_{y_m|x_m}(y_m | x_m^T w) \prod_{n=1}^N p_{w_n}(w_n)$$

due to the model (1) and assuming a separable prior, i.e.,

$$p_w(w) = \prod_{n=1}^N p_{w_n}(w_n).$$

We will relax the separability assumption (8) in Section VI.

The factorization (7) is illustrated using the factor graph in Fig. 1a, which connects the various random variables to the pdf factors in which they appear. Although exact computation of the marginal posterior test-label probabilities via (6) is computationally intractable due to the high-dimensional summation and integration, the factor graph in Fig. 1a suggests the use of loopy belief propagation (LBP) [24], and in particular the sum-product algorithm (SPA) [25], as a tractable way to approximate these marginal probabilities. Although the SPA guarantees exact marginal posteriors only under non-loopy (i.e., tree-structured graphs), it has proven successful in many applications with loopy graphs, such as turbo decoding [26], computer vision [27], and compressive sensing [18]–[20].

Because a direct application of the SPA to the factor graph in Fig. 1a is itself computationally infeasible in the high-dimensional case of interest, we turn to a recently developed
approximation: the sum-product variant of GAMP [18], as specified in Algorithm 1. The GAMP algorithm is specified in Algorithm 1 for a given instantiation of $X$, $y$, and $\{p_{w_{m}}\}$. There, the expectation and variance in lines 5-6 and 16-17 are taken elementwise w.r.t the GAMP-approximated marginal posterior pdfs (with superscript $k$ denoting the iteration)

$$q(z_{m} | \hat{p}_{m}^{k}, \tau_{m}^{k}) = p_{Y_{m}|z_{m}}(y_{m} | z_{m}) \mathcal{N}(z_{m}; \hat{p}_{m}^{k}, \tau_{m}^{k}) C_{Z}^{-1}$$

with appropriate normalizations $C_{Z}$ and $C_{W}$, and the vector-matrix multiplications and divisions in lines 3, 9, 11, 12, 14, 15, 16, 18, 19, 20 are performed elementwise. Due to space limitations, we refer the interested reader to [18] for an overview and derivation of GAMP, to [21] for rigorous analysis under large i.i.d sub-Gaussian $X$, and to [28] for fixed-point analysis under arbitrary $X$.

Applying GAMP to the classification factor graph in Fig. 1a and examining the resulting form of lines 5-6 in Algorithm 1, it becomes evident that the test-label nodes $y_{m}$ in Fig. 1a do not affect the GAMP weight estimates $(\hat{w}^{k}, \tau_{w}^{k})$ and thus the factor graph can be effectively simplified to the form shown in Fig. 1b, after which the (approximated) posterior test-label pdfs are computed via

$$p_{Y_{i+1:M}|y_{i:M}; X} \approx \int p_{Y_{i}|y_{i}; z_{1}} \mathcal{N}(z_{1}; \hat{z}^{\infty}_{1}, \tau^{\infty}_{1}) dz_{1}$$

where $\hat{z}^{\infty}_{1}$ and $\tau^{\infty}_{1}$ denote the $1$th element of the GAMP vectors $\hat{z}^{k}$ and $\tau^{k}_{1}$, respectively, at the final iteration "$k = \infty$.”

**B. Max-Sum GAMP**

An alternate approach to linear classifier design is through the minimization of a regularized loss function, e.g.,

$$\hat{w} = \arg\min_{w \in \mathbb{R}^{N}} \sum_{m=1}^{M} f_{Z_{m}}(x_{m}^{T}w) + \sum_{n=1}^{N} f_{w_{n}}(w_{n}),$$

where $f_{Z_{m}}(\cdot)$ are $y_{m}$-dependent convex loss functions (e.g., logistic, probit, or hinge based) and where $f_{w_{n}}(\cdot)$ are convex regularization terms (e.g., $f_{w_{n}}(w) = \lambda |w|$ for $\ell_{1}$ regularization). The solution to (12) can be recognized as the maximum a posteriori (MAP) estimate of random vector $w$ given a separable prior $p_{w}(\cdot)$ and likelihood corresponding to (1), i.e.,

$$p_{Y|W}(y|w; X) = \prod_{m=1}^{M} p_{Y_{m}|z_{m}}(y_{m}|x_{m}) w_{m},$$

when $f_{Z_{m}}(z) = -\log p_{Y_{m}|z_{m}}(y_{m}|z)$ and $f_{w_{m}}(w) = -\log p_{w_{m}}(w)$. Importantly, this statistical model is exactly the one yielding the reduced factor graph in Fig. 1b.

Similar to how sum-product LBP can be used to compute (approximate) marginal posteriors in loopy graphs, max-sum LBP can be used to compute the MAP estimate [29]. Since max-sum LBP is itself intractable for the high-dimensional problems of interest, we turn to the max-sum variant of GAMP [18], which is also specified in Algorithm 1. There, lines 8-9 are to be interpreted as

$$z_{m}^{k} = \text{prox}_{\tau_{m}^{k} f_{m}}(z_{m}^{k}), \quad m = 1, \ldots, M,$$

$$\tau_{m}^{k} = \tau_{m}^{k} \text{prox}_{\tau_{m}^{k} f_{m}}(\hat{p}_{m}^{k}), \quad m = 1, \ldots, M,$$

with $(\cdot)'$ and $(\cdot)''$ denoting first and second derivatives and

$$\text{prox}_{f}(v) \triangleq \arg\min_{u \in \mathbb{R}} \left[ f(u) + \frac{1}{2\tau}(u - v)^{2} \right]$$

$$\text{prox}_{f}^{*}(v) = \left( 1 + \tau f''(\text{prox}_{f}(v)) \right)^{-1}.$$
and lines 19–20 are to be interpreted similarly. It is known [28] that, for arbitrary \(X\), the fixed points of GAMP correspond to the critical points of the optimization objective (12).

C. GAMP Summary

In summary, the sum-product and max-sum variants of the GAMP algorithm provide tractable methods of approximating the posterior test-label probabilities \(\{p_{y|y_{i};M}(y|y_{1:M})\}\) and finding the MAP weight vector \(\hat{w} = \arg\max_w p_{w|y_{1:M}}(w|y_{1:M})\), respectively, under the label-generation model (13) [equivalently, (1)] and the separable weight-vector prior (8), assuming that the distributions \(p_{y|z}\) and \(p_{w|z}\) are known and facilitate tractable scalar-nonlinear update steps 5–6, 8–9, 16–17, and 19–20. In Section IV, we discuss the implementation of these update steps for several popular activation functions; in Section V, we discuss how the parameters of \(p_{y|m|z}\) and \(p_{w|z}\) can be learned online; and in Section VI, we discuss extensions to the case of non-separable weight-vector priors \(p_w\).

III. MISCLASSIFICATION RATE VIA STATE EVOLUTION

As mentioned earlier, the behavior of GAMP in the large-system limit (i.e., \(M, N \to \infty\) with fixed ratio \(\delta = \frac{M}{N}\)) under i.i.d sub-Gaussian \(X\) is characterized by a scalar state evolution [18], [21]. We now describe how this state evolution can be used to characterize the test-error rate of the linear-classification GAMP algorithms described in Section II.

The GAMP state evolution characterizes average GAMP performance over an ensemble of (infinitely sized) problems, each associated with one realization \((y, X, w)\) of the random triple \((y, X, w)\). Recall that, for a given problem realization \((y, X, w)\), the GAMP iterations in Algorithm 1 yields the sequence of estimates \(\{\hat{w}^k\}_{k=1}^\infty\) of the true weight vector \(w\). Then, according to the state evolution, \(p_{\hat{w}|\hat{w}_n}(\hat{w}, \hat{w}_n) \sim \prod_n p_{nw_n;\hat{w}_n}(w_n, \hat{w}_n)\) and the first two moments of the joint pdf \(p_{\hat{w}_n;\hat{w}_n}\) can be computed using [18, Algorithm 3].

Suppose that the \((y, X)\) above represent training examples associated with a true weight vector \(w\), and that \((y, X)\) represents a test pair also associated with the same \(w\) and with \(X\) having i.i.d elements distributed identically to those of \(X\) (with, say, variance \(\frac{1}{N}\)). The true and iteration-\(k\)-estimated test scores are then \(z = X^Tw\) and \(\hat{z}^k = X^T\hat{w}^k\), respectively. The corresponding test-error rate
\[ E(z|y \neq \text{sgn}(\hat{z}^k)) \]
\[ = \sum_{y \in \{-1,1\}} \int I_{\{y \neq \text{sgn}(\hat{z}^k)\}} p_{y|x,\hat{z}^k}(y, x, \hat{z}^k, z) \, dz \, d\hat{z}^k \]  
\[ = \sum_{y \in \{-1,1\}} \int I_{\{y \neq \text{sgn}(\hat{z}^k)\}} p_{y|x,\hat{z}^k}(y|z) p_{z|\hat{z}^k}(z, \hat{z}^k) \, dz \, d\hat{z}^k. \]  
\[ (18) \] 
\[ (19) \] 
\[ (20) \]

Furthermore, from the definitions of \(z, \hat{z}^k\) and the bivariate central limit theorem, we have that
\[ E(z|y \neq \text{sgn}(\hat{z}^k)) \]
\[ = \mathcal{N}(0, \Sigma_{\hat{z}^k}) = \mathcal{N}_{\{0\}} \left[ \begin{array}{c} \Sigma_{\hat{z}^k}^1 \\ \Sigma_{\hat{z}^k}^{12} \end{array} \right], \]
\[ (21) \]

where \(\frac{\delta}{\sqrt{N}}\) indicates convergence in distribution. In [30], it is shown that the above matrix components are
\[ \Sigma_{\hat{z}^k}^1 = \delta^{-1}(\text{var}(w_n) + E[w_n]^2), \]
\[ \Sigma_{\hat{z}^k}^{12} = \delta^{-1}(\text{cov}(w_n, \hat{w}_n) + E[w_n]E[\hat{w}_n]), \]
\[ \Sigma_{\hat{z}^k}^{22} = \delta^{-1}(\text{var}(\hat{w}_n) + E[\hat{w}_n]^2) \]  
\[ (22) \] 
\[ (23) \] 
\[ (24) \]

and for label-to-feature ratio \(\delta\). As described earlier, the above moments can be computed using [18, Algorithm 3]. The integral in (20) can then be computed (numerically if needed) for a given activation function \(p_{y|z}\), yielding an estimate of GAMP’s test-error rate at the \(k^{th}\) iteration.

To validate the accuracy of the above asymptotic analysis, we conducted a Monte-Carlo experiment with data synthetically generated in accordance with the assumed model. In particular, for each of 1000 problem realizations, a true weight vector \(w \in \mathbb{R}^n\) was drawn i.i.d zero-mean Bernoulli-Gaussian and a feature matrix \(X\) was drawn i.i.d Gaussian, yielding true scores \(z = Xw\), from which the true labels \(y\) were randomly drawn using a probit activation function \(p_{y|z}\). A GAMP weight-vector estimate \(\hat{w}^k\) was then computed using the training data \(\{y_{1:M}, X_{1:M}\}\), from which the test-label estimates \(\tilde{y}_{1:M} = \text{sgn}(X_{1:M}^T\hat{w}^k)\) were computed and compared to the true test-labels in order to calculate the test-error rate for that realization. Figure 2a plots the Monte-Carlo averaged empirical test-error rates (dashed) and state-evolution predicted rates (solid) as level curves over different combinations of training ratio \(\frac{M}{N}\) and discriminative-feature ratio \(\frac{K}{N}\), where \(K = ||w||_0\) and \(N = 1024\). Similarly, Fig. 2b plots average empirical MSE versus state-evolution predicted MSE, where \(\text{MSE} = \frac{1}{N}E[||\hat{w}^k - w||^2]\).

In both Fig. 2a and Fig. 2b, the training-to-feature ratio \(\frac{M}{N}\) increases from left to right, and the discriminative-feature ratio \(\frac{K}{N}\) increases from bottom to top. The region to the upper-left of the dash-dotted black line contains ill-posed problems (where the number of discriminative features \(K\) exceeds the number of training samples \(M\)) for which data was not collected. The remainders of Fig. 2a and Fig. 2b show very close agreement between empirical averages and state-evolution predictions.

IV. GAMP NONLINEAR STEPS

Section II gave a high-level description of how the GAMP iterations in Algorithm 1 can be applied to binary linear classification and feature selection. In this section, we detail the nonlinear steps used to compute \((\hat{z}, \tau_2)\) and \((\hat{x}, \tau_2)\) in lines 5–6, 8–9, 16–17, and 19–20 of Algorithm 1. For sum-product GAMP, we recall that the mean and variance computations in lines 5–6 and 16–17 are computed based on the pdfs in (9) and (10), respectively, and for max-sum GAMP the prox steps in 8–9 are computed using equations (14)-(15) and those in 19–20 are computed similarly.
A. Logistic Activation Function

Arguably the most popular activation function for binary linear classification is the logistic sigmoid \([1, \S 4.3.2, 31]:\)
\[
p_{y|x}(y|z; \alpha) = \frac{1}{1 + \exp(-y\alpha z)}, \quad y \in \{-1, 1\} \tag{25}
\]
where \(\alpha > 0\) controls the steepness of the transition.

For logistic sum-product GAMP, we propose to compute the mean and variance \((\bar{z}, \tau_z)\) of the marginal posterior approximation (9) using the variational approach in Algorithm 2, whose derivation is relegated to [30] for reasons of space. We note that Algorithm 2 is reminiscent of the one presented in \([1, \S 10.6]\), but is more general in that it handles \(\alpha \neq 1\).

For logistic max-sum GAMP, \(\hat{z}\) from (14) solves the scalar minimization problem (16) with \(f(u) = -\log p_{y|x}(y|u; \alpha)\) from (25), which is convex. To find this \(\hat{z}\), we use bisection search to locate the root of \(f(u) + \frac{1}{2\tau_z}(u - v)^2\). The maximum \(\tau_z\) from (15) can then be computed in closed form using \(\bar{z}\) and \(f''(\cdot)\) via (17). Note that, unlike the classical ML-based approach to logistic regression (e.g., \([1, \S 4.3.3]\)), GAMP performs only scalar minimizations and thus does not need to construct or invert a Hessian matrix.

Algorithm 2 A Variational Approach to Logistic Activation Functions for Sum-Product GAMP

Input: Class label \(y \in \{-1, 1\}\), logistic scale \(\alpha\), and GAMP-computed parameters \(\hat{p}\) and \(\tau_p\) (see (9))

Initialize: \(\xi \leftarrow \sqrt{\tau_p + |\hat{p}|^2}\)
1: repeat
2: \(\sigma \leftarrow \left(1 + \exp(-\alpha \xi)\right)^{-1}\)
3: \(\lambda \leftarrow \frac{\xi}{2\tau_p \sigma (\sigma - 1)}\)
4: \(\tau_z \leftarrow \tau_p (1 + 2\tau_p \lambda)^{-1}\)
5: \(\bar{z} \leftarrow \frac{\hat{p}}{\tau_p + \alpha y / 2}\)
6: \(\xi \leftarrow \sqrt{\tau_p + |\bar{z}|^2}\)
7: until Terminated
8: return \(\bar{z}, \tau_z\)

B. Probit Activation Function

Another popular activation function is the probit \([1, \S 4.3.5]:\)
\[
p_{y|x}(1|z; v) = \int_{-\infty}^z \mathcal{N}(\tau; 0, v) d\tau = \Phi\left(\frac{z}{\sqrt{v}}\right) \tag{26}
\]
where \(p_{y|x}(-1|z) = 1 - p_{y|x}(1|z) = \Phi(-\frac{z}{\sqrt{v}})\) and where \(v > 0\) controls the steepness of the sigmoid.

Unlike the logistic case, the probit case leads to closed-form sum-product GAMP computations. In particular, the density (9) corresponds to the posterior pdf of a random variable \(Z\) with prior \(\mathcal{N}(\hat{p}, \tau_p)\) from an observation \(y = z\) measured under the likelihood model (26). A derivation in \([32, \S 3.9]\) provides the necessary expressions for these moments when \(y = 1\), and a similar exercise tackles the \(y = -1\) case. For completeness, the sum-product computations are summarized in Table I. Maximum GAMP computation of \((\bar{z}, \tau_z)\) can be performed using a bisection search akin to that described in Section IV-A.

C. Hinge-Loss Activation Function

The hinge loss \(f_{zw}(z) \triangleq \max(0, 1 - y_m z)\) is commonly used in the support vector machine (SVM) approach to maximum-margin classification \([1, \S 7.1]\), i.e.,
\[
\hat{w} = \arg\min_w \sum_{m=1}^M f_{zw}(\sigma_m w) + \lambda \|w\|_2^2 \tag{27}
\]
or variations where \(\|w\|_2^2\) is replaced with a sparsity-inducing alternative like \(\|w\|_1\) \([33]\). Recalling Section II-B, this loss
leads to the activation function

$$p_{y|m|z}(y_m|z) \propto \exp\left(-\max(0, 1 - y_{m}z)\right).$$  \hfill (28)

For hinge-loss sum-product GAMP, the mean and variance \((\hat{z}, \tau_z)\) of (9) can be computed in closed form using the procedure described in Appendix A, and summarized in Table II. Meanwhile, for max-sum GAMP, the proximal steps (14)-(15) can be efficiently computed using bisection search, as in the logistic and probit cases.

### D. A Method to Robustify Activation Functions

In some applications, a fraction \(\gamma \in (0, 1)\) of the training labels are known\(^4\) to be corrupted, or at least highly atypical under a given activation model \(p^*_p(y|z)\). As a robust alternative to \(p^*_p(y|z)\), Opper and Winther [34] proposed to use

$$p_{y|z}(y|z; \gamma) = (1 - \gamma) p^*_p(y|z) + \gamma p^*_w(y|z) \hfill (29)$$

$$= \gamma + (1 - 2\gamma) p^*_w(y|z). \hfill (30)$$

We now describe how the GAMP nonlinear steps for an arbitrary \(p^*_p(y|z)\) can be used to compute the GAMP nonlinear steps for a robust \(p_{y|z}(y|z)\) of the form in (30).

In the sum-product case, knowledge of the non-robust quantities \(\hat{z}^* = \frac{\gamma}{C_y} \int \hat{z} p^*_p(y|z)N(z; \hat{z}, \tau_p), \tau^*_z = \frac{1}{C_y} \int (z - \hat{z}^*)^2 p^*_p(y|z)N(z; \hat{z}, \tau_p), \) and \(C_y \overset{\Delta}{=} \int \hat{z} p^*_p(y|z)N(z; \hat{z}, \tau_p), \) is sufficient for computing the robust sum-product quantities \((\hat{z}, \tau_z)\), as summarized in Table III. (See [30] for details.)

In the max-sum case, computing \(\hat{z}\) in (14) involves solving the scalar minimization problem in (16) with \(f(u) = -\log p_{y|z}(y|u; \gamma) = -\log[\gamma + (1 - 2\gamma) p^*_w(y|u)].\) As before, we use a bisection search to find \(\hat{z}\) and then we use \(f''(\hat{z})\) to compute \(\tau_z\) via (17).

### E. Weight Vector Priors

We now discuss the nonlinear steps used to compute \((\hat{w}, \tau_w)\), i.e., lines 16-17 and 19-20 of Algorithm 1. These steps are, in fact, identical to those used to compute \((\hat{z}, \tau_z)\)

\(^4\)A method to learn an unknown \(\gamma\) will be proposed in Section V.

### TABLE II: Sum-product GAMP computations for the hinge-loss activation function. See Appendix A for definitions of \(\gamma, p^*_p, \mu^*_p, \Sigma^*_p, \theta_p, \).

| Quantity | Value |
|----------|-------|
| \(\hat{z}\) | \((1 + \gamma)^{-1} \mu_p + \gamma^{-1} \mu_y\) |
| \(\tau_z\) | \((1 + \gamma)^{-1} (\mu_y + \mu^*_p) + (1 + \gamma^{-1}) (\bar{\tau}_p + \bar{\tau}^*_p) - \bar{\gamma}^2\) |

### TABLE III: Sum-product GAMP computations for a robustified activation function. See text for definitions of \(C^*_e, \hat{z}^*, \) and \(\tau^*_z\).

| Quantity | Value |
|----------|-------|
| \(C^*_e\) | \(\gamma + (1 - 2\gamma) C^*_y\) |
| \(\hat{z}\) | \(C^*_y \hat{\mu} + (1 - C^*_y) \hat{z}^*\) |
| \(\tau_z\) | \(C^*_y (\tau_p + \hat{\mu}^2) + (1 - C^*_y) (\tau^*_p + (\hat{z}^*)^2) - \hat{\gamma}^2\) |

### TABLE IV: Sum-product GAMP (SPG) and max-sum GAMP (MSG) computations for the elastic-net regularizer \(f_{\lambda_1}(w) = \lambda_1 |w| + \lambda_2 w^2\), which includes \(\ell_1\) or Laplacian-prior (via \(\lambda_1 = 0\) and \(\ell_2\) or Gaussian-prior (via \(\lambda_1 = 0\)) as special cases. See Table V for definitions of \(C^*_e, \hat{z}^*, \) etc.

| SPG | Value |
|-----|-------|
| \(\hat{w}\) | \((C \mu + \hat{\mu}_p)/(C + \hat{\mu})\) |
| \(\tau_w\) | \((C (\mu^2 + \hat{\mu}^2) + C (\hat{\mu} + \hat{\mu}_p^2))/(C + \hat{\mu}) - \hat{\gamma}^2\) |

| MSG | Value |
|-----|-------|
| \(\hat{w}\) | \(\text{sgn}(\sigma^2) \max(|\sigma^2| - \lambda_1 \sigma^2, 0)\) |
| \(\tau_w\) | \(\sigma^2 \cdot 1_{[\hat{w} \neq 0]}\) |

except that the prior \(p_{w,\lambda}(\cdot)\) is used in place of the activation function \(p_{y|m|z}(y_m|\cdot)\). For linear classification and feature selection in the \(N \gg M\) regime, it is customary to choose a prior \(p_{w,\lambda}(\cdot)\) that leads to sparse (or approximately sparse) weight vectors \(w\), as discussed below.

For sum-product GAMP, this can be accomplished by choosing a Bernoulli-\(\hat{\mu}\) prior, i.e.,

$$p_{w,\lambda}(w) = (1 - \pi_n) \delta(w) + \pi_n \hat{p}_{w,\lambda}(w), \hfill (31)$$

where \(\delta(\cdot)\) is the Dirac delta function, \(\pi_n \in [0, 1]\) is the prior\(^5\) probability that \(w_n = 0\), and \(\hat{p}_{w,\lambda}(\cdot)\) is the pdf of a non-zero \(w_n\). While Bernoulli-Gaussian [35] and Bernoulli-Gaussian-mixture [23] are common choices, Section VII suggests that Bernoulli-Laplacian also performs well.

In the max-sum case, the GAMP nonlinear outputs \((\hat{w}, \tau_w)\) are computed via

$$\hat{w} = \text{prox}_{\tau, f_{\lambda_1}}(r) \hfill (32)$$

$$\tau_w = \tau_r \text{prox}_{\tau_r, f_{\lambda_1}}(r) \hfill (33)$$

for a suitably chosen regularizer \(f_{\lambda_1}(w)\). Common examples include \(f_{\lambda_1}(w) = \lambda_1 |w|\) for \(\ell_1\) regularization [19], \(f_{\lambda_2}(w) = \lambda_2 w^2\) for \(\ell_2\) regularization [18], and \(f_{\lambda_1}(w) = \lambda_1 |w| + \lambda_2 w^2\) for the “elastic net” [36]. As described in Section II-B, any regularizer \(f_{\lambda_1}\) can be interpreted as (a possibly improper) prior pdf \(p_{w,\lambda}(w) \propto \exp(-f_{\lambda_1}(w))\). Thus, \(\ell_1\) regularization corresponds to a Laplacian prior, \(\ell_2\) to a Gaussian prior, and the elastic net to a product of Laplacian and Gaussian pdfs.

In Table VII, we give the sum-product and max-sum computations for the prior corresponding to the elastic net, which includes both Laplacian (i.e., \(\ell_1\)) and Gaussian (i.e., \(\ell_2\)) as special cases; a full derivation can be found in [30]. For the Bernoulli-Laplacian case, these results can be combined with the Bernoulli-\(\hat{\mu}\) extension in Table VII.

### F. The GAMPmatlab Software Suite

The GAMP iterations from Algorithm 1, including the nonlinear steps discussed in this section, have been implemented in the open-source “GAMPmatlab” software suite.\(^6\) For convenience, the existing activation-function implementations are summarized in Table VI and relevant weight-prior implementations appear in Table VII.

\(^5\)In Section V we describe how a common \(\pi = \pi_n\) \(\forall n\) can be learned and in Section VI we describe how \(\{\pi_n\}\) can be learned.

\(^6\)The latest source code can be obtained through the GAMPmatlab SourceForge Subversion repository at [http://sourceforge.net/projects/gampmatlab/](http://sourceforge.net/projects/gampmatlab/).
Although cross-validation (CV) is the customary approach to tuning of classifiers, it can be very computationally costly, since it is based on drawing from the example-starved regime where cross-validation tuning of $C$ implies a likelihood function of the form

$$
\ell \propto - \frac{1}{n} \sum_m \left[ \phi(\theta \cdot z_m) - y_m \right] - \frac{1}{2} \sigma^2 \sum_j |w_j|^2 - \frac{1}{2} \lambda \sum_j |w_j|^2
$$

where $\sigma^2$ parameterizes the weight on the $l_2$ norm of the weight vector $w$, which is premised on statistically independent weights $\{w_j\}_j$. In some classification or feature-selection problems, however, $\ell_1$ regularization can improve generalization by removing unnecessary weights. In this work, we export the EM-GAMP methods from [23], [38] to the classification setting, which requires deriving the EM updates for the activation-function parameters, such as $\lambda$ in the logistic model (25), $v$ in the probit model (26), and $y$ in the robust model (30). (See [30] for details.) To learn $\gamma$, it helps to also include the label corruption indicators $\beta \in \{0, 1\}^M$ in the EM-algorithm’s hidden data (where $\beta_m = 0$ indicates that $y_m$ was corrupted, and $\beta_m = 1$ that it was not), where an i.i.d assumption on the corruption mechanism implies the prior $p(\beta; \gamma) = \prod_{m=1}^M \gamma^{1-\beta_m} (1 - \gamma)^{\beta_m}$. In this case, it can be shown [30] that the update of the $\gamma$ parameter reduces to

$$
\gamma_{j+1} = \arg \max_{\gamma \in [0, 1]} \sum_{m=1}^M E_{\beta_m \gamma} \left[ \log p(\beta_m; \gamma) \mid y; \theta^j \right] = \frac{1}{M} \sum_{m=1}^M p(\beta_m = 0 \mid y; \theta^j),
$$

where (38) leveraged $E[\beta_m \mid y; \theta^j] = 1 - p(\beta_m = 0 \mid y; \theta^j)$. Moreover, $p(\beta_m = 0 \mid y; \theta^j)$ is easily computed using quantities returned by sum-product GAMP.

**VI. STRUCTURED SPARSITY AND TURBO FEATURE SELECTION**

The GAMP algorithm proposed in [18] and summarized in Section II is premised on statistically independent weights $\{w_n\}$, so that the weight-vector prior $p_w$ decouples as in (8). In some classification or feature-selection problems, however, classification accuracy and/or interpretability are improved by modeling the weights in $w$ as statistically dependent. We now describe how the “turbo” extension of sum-product GAMP,

$$
\begin{align*}
\sigma &\triangleq \sqrt{\tau_r/(2\lambda_2 \tau_r + 1)} \\
y &\triangleq \frac{\nu}{\lambda_1} \\
C &\triangleq \frac{\lambda_1}{2} \exp\left(\frac{\nu^2 - \lambda_1^2}{2}\right) \Phi(-\nu) \\
\theta &\triangleq \frac{\nu}{\lambda_1} \\
\mu &\triangleq \frac{\nu}{\lambda_1} - \frac{\nu}{\lambda_1} \Phi(-\nu) \\
\mu &\triangleq \frac{\nu}{\lambda_1} + \frac{\nu}{\lambda_1} \Phi(\nu) \\
\nu &\triangleq \sigma^2 \left[ 1 - \frac{\Phi(\nu)}{\Phi(\nu + 1)} \right]
end{align*}
$$

**TABLE V: Definitions of elastic-net quantities used in Table IV.**

| Name           | $p_{w}(w)$ Description | Sum-Product | Max-Sum |
|----------------|------------------------|-------------|---------|
| Logistic       | $\propto (1 + \exp(-\alpha y z))^{-1}$ | VI          | RF      |
| Probit         | $\Phi\left(\frac{\nu}{\lambda_1}\right)$ | CF          | RF      |
| Hinge Loss     | $\propto \exp(-\max(0, 1 - y z))$ | CF          | RF      |
| Robust-$\rho$  | $\gamma + (1 - 2\gamma)p_{w}(w)$ | CF          | RF      |

**TABLE VI: Activity functions and their GAMP/Matlab sum-product and max-sum implementation method:** CF = closed form, VI = variational inference, RF = root-finding.
proposed in [35] and generalized in [22], can be used to tackle the case of statistically dependent weights.

As a concrete starting point, we first consider a structured sparsity model that, in addition to promoting sparsity in $w$, promotes “clustering” among the non-zero-coefficient locations in the following sense: if $w_n \neq 0$ then it is probable that $w_j \neq 0$ for indices $j$ in some neighborhood of $n$, while if $w_n = 0$ then it is probable that $w_j = 0$ for indices $j$ in some neighborhood of $n$. In other words, if the $n$th feature is discriminative, then features in a neighborhood of $n$ tend to also be discriminative, and vice versa. (See Section VII-C for a motivating application from cognitive neuroscience.) Using the (hidden) “support” variable $s_n \in \{-1, 1\}$ to indicate whether $w_n \neq 0$ (using $s_n = 1$) or $w_n = 0$ (using $s_n = -1$), the resulting weight-vector prior can be expressed as

$$p_w(w) = \sum_{s \in \{-1, 1\}^N} p_s(s) p_{w|s}(w|s)$$

$$= \sum_{s \in \{-1, 1\}^N} p_s(s) \prod_{n=1}^N p_{w_n|s_n}(w_n|s_n),$$

where in (40) we assumed (for simplicity) that the weights are conditionally independent; see [22] for more sophisticated models. Since we are focusing on the sum-product case, the Bernoulli-$\tilde{p}$ model (31) implies that

$$p_{w_n|s_n}(w_n|s_n) = \begin{cases} 
\delta(w_n) & s_n = -1 \\
p_{w_n}(w_n) & s_n = 1 
\end{cases}$$

for suitably chosen active-weight pdf $\tilde{p}_{w_n}$ (e.g., Gaussian, GM, or Laplacian). Finally, we model the support vector $s$ as a Markov Random Field (MRF) using [41, §2.1]

$$p_s(s) \propto \exp \left( \beta \sum_{n \notin V_n} s_n s_j - \alpha \sum_n s_n \right),$$

where $\beta$ controls the amount of clustering, $\alpha$ (partially) governs the sparsity rate, and $V_n$ is the neighborhood of $n$.

The resulting joint pdf $p_y(w, s)$ factors in the manner illustrated by Fig. 3. To perform inference on this model, we partition the factor graph into the two subgraphs shown in Fig. 3, noting that the left subgraph has the same structure as Fig. 1b and thus allows the application of GAMP, while the right subgraph has an MRF structure and thus can be handled by standard techniques [42]. The “turbbo” approach [35], inspired by turbo-decodng methods in modern communication receivers [26], merges the two subgraphs using the sum-product algorithm, which repeatedly passes extrinsic support probabilities back and forth between the subgraphs until they converge. A related approach to the exploitation of MRF-based structured sparsity in the context of compressive sensing was proposed in [43].

In summary, the turbo inference procedure described above extends the GAMP framework to facilitate the use of weight-vector models with dependent elements $w$ in the GAMP framework. Moreover, the EM parameter learning process described in Section V can be used to learn the MRF parameters $\alpha$ and $\beta$ in (42) online, eliminating the need for multi-parameter cross-validation.7 In Section VII-C we investigate the performance of this MRF structured sparsity model on a popular fMRI classification dataset.

VII. NUMERICAL STUDY

In this section we describe several real and synthetic classification problems to which GAMP was applied. Our goal throughout the study was primarily to explore those aspects of GAMP which make it unique, including the EM-based parameter tuning described in Section V, and the turbo feature selection procedure of Section VI. Experiments were conducted on a workstation running Red Hat Enterprise Linux (r2.4), with an Intel Core i7-2600 CPU (3.4 GHz, 8MB cache) and 8GB DDR3 RAM.

A. Text Classification and Adaptive Learning

We first consider a binary text classification problem based on the Reuter’s Corpus Volume I (RCV1) dataset [45]. As in [17], [46], newswire article topic codes CCAT and ECAT were combined to form the positive class while GCAT and MCAT were combined to form constitute the negative class.8 Although the original dataset consisted of 20,242 balanced training examples of $N = 47,236$ features, with 677,399 examples reserved for testing, we followed the approach in [17], [46] and swapped training and testing sets in order to test computational efficiency on a large training dataset (and thus $M = 677,399$). As in [17], we constructed feature vectors as cosine-normalized logarithmic transformations of the TF-IDF (term frequency–inverse document frequency) data vectors. We note that the resulting features are very sparse; only 0.16% of the entries in $X$ are non-zero. Finally, we trained linear classifiers (i.e., weight vectors) using four GAMP-based methods and three existing state-of-the-art methods: TFOCS [47] in L1-LR mode, CDN [17], and TRON [48]. In doing so, for EM learning we used 5 EM iterations, and for cross-validation we used 2 folds and a logarithmically spaced grid size of 10.

7Further details on the mean-field EM approach [44] used to learn the MRF parameters can be found in [30].
8Data was taken from http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html.
Table VIII summarizes the performance achieved by the resulting classifiers, including the test-set classification accuracy, weight-vector density (i.e., the fraction of non-zero weights), and two runtimes: the total runtime needed to train the classifier, which includes EM- or cross-validation-based parameter tuning, and the post-tuning runtime. Although it is customary to report only the latter, we feel that the former better captures the true computational cost of classifier design.

Table VIII shows all 7 classifiers achieving nearly identical test-set classification accuracy. However, if feature selection is the goal, then weight-vector density is also important, and for this we see significant differences among algorithms. Notably, the two most discriminative (i.e., sparse) classifiers are the result of EM-GAMP methods. We attribute this sparsity in large part to EM-tuning, since Table VIII shows that when cross-validation is used in place of EM-tuning with L1-LR GAMP, the weight vector is twice as dense.

Table VIII also shows a wide range of runtimes. Among the post-tuning runtimes, the two fastest are EM-GAMP based. Moreover, among the total runtimes, the three fastest are EM-GAMP based, with the best (at 317 seconds) beating the fastest non-GAMP algorithm (at 1086 seconds) by more than a factor of 3. That said, some caution must be used when comparing runtimes. For example, while all algorithms were given a “stopping tolerance” of $10^{-3}$, the algorithms apply this tolerance in different ways. Also, CDN and TRON are implemented in C++, while GAMP is implemented in object-oriented MATLAB (and therefore is far from optimized).

Finally, we note that, although GAMP was derived under the assumption that the elements of $X$ are realizations of a an i.i.d sub-Gaussian distribution, it worked well even with the $X$ of this experiment, which was far from i.i.d sub-Gaussian. We attribute the robust performance of GAMP to the adaptive damping mechanism included in the GAMPmatlab implementation (described in [49]).

### B. Robust Classification

In Section IV-D, we proposed an approach by which GAMP can be made robust to labels that are corrupted or otherwise highly atypical under a given activation model $p_{\gamma \mid z}$. We now evaluate the performance of this robustification method. To do so, we first generated examples with balanced classes such that the Bayes-optimal classification boundary is a hyperplane with a desired Bayes error rate of $\varepsilon_B$. Then, we flipped a fraction $\gamma$ of the training labels (but not the test labels), trained several different varieties of GAMP classifiers, and measured their classification accuracy on the test data.

The first classifier we considered paired a genie-aided “standard logistic” activation function, (25), with an i.i.d. zero-mean, unit-variance Gaussian weight vector prior. Note that under a class-conditional Gaussian generative distribution with balanced classes, the corresponding activation function is logistic with scale parameter $\alpha = 2M\mu$ [31]. Therefore, the genie-aided logistic classifier was provided the true value of $\mu$, which was used to specify the logistic scale $\alpha$. The second classifier we considered paired a genie-aided robust logistic activation function, which possessed perfect knowledge of both $\mu$ and the mislabeling probability $\gamma$, with the aforementioned Gaussian weight vector prior. To understand how performance is impacted by the parameter tuning scheme of Section V, we also trained EM variants of the preceding classifiers. The EM-enabled standard logistic classifier was provided a fixed logistic scale of $\alpha = 100$, and was allowed to tune the variance of the weight vector prior. The EM-enabled robust logistic classifier was similarly configured, and in addition was given an initial mislabeling probability of $\gamma^0 = 0.01$, which was updated according to (38).

In Fig. 4, we plot the test error rate for each of the four GAMP classifiers as a function of the mislabeling probability $\gamma$. For this experiment, $\mu$ was set so as to yield a Bayes error rate of $\varepsilon_B = 0.05$. $M = 8192$ training examples of $N = 512$ training features were generated independently, with the test set error rate evaluated based on 1024 unseen (and uncorrupted) examples. Examining the figure, we can see that EM parameter tuning is beneficial for both the standard and robust logistic classifiers, although the benefit is more pronounced for the standard classifier. Remarkably, both the genie-aided and EM-tuned robust logistic classifiers are able to cope with an extreme amount of mislabeling while still achieving the Bayes error rate, thanks in part to the abundance of training data.

### C. fMRI Classification with turboGAMP

As cognitive neuroscientists study how the human brain functions at a physical level, classification algorithms have become an important tool for analyzing functional MRI (fMRI) and scalp electro/magnetoencephalography (EEG/MEG) data [50], [51]. For neuroscientists, the value of a classifier is not in its ability to distinguish between a subject’s cognitive states, but rather in the insights gleaned from understanding how the classifier does so. By learning what brain regions the classifier believes are important for differentiating the cognitive states,
neuroscientists hope to gain insight into the underlying neural processes by which the brain operates.

Early techniques for interpreting neuroimaging data relied largely on univariate statistics computed on a voxel-by-voxel basis [50], however, there appears to be growing consensus amongst cognitive neuroscientists that interactions across spatially diverse regions of the cortex play an important role in cognition [3], [50]–[52]. In response, a number of multi-voxel pattern analysis (MVPA) techniques have emerged in recent years, employing pattern classification strategies to make better use of the massively multivariate neuroimaging data (e.g., [3]–[5]). While such approaches have yielded positive results, as described by Norman et al. [50], “one of the weaknesses of extant MVPA methods is that the classifier is not provided with information about spatial relationships between the to-be-classified voxels (i.e., which voxels are nearby in 3D space). As such, classifiers have no natural way to leverage the topography of cortical representations – the fact that spatially proximate voxels tend to represent similar things.”11

To address the aforementioned weakness, using the turboGAMP approach to structured inference described in Section VI, we implemented a 3D MRF-structured classifier that modeled the topographical correlations between voxels, and applied it to the popular Haxby fMRI classification dataset [3]. Our neighborhood set consisted of nearest-neighbor voxels in all directions, i.e., for the \((i, j, k)^{th}\) interior voxel, \(N_{i,j,k} \triangleq \{ (i-1, j, k), (i+1, j, k), (i, j+1, k), (i, j-1, k), (i, j, k+1), (i, j, k-1) \}\), with elements removed as-needed at boundary voxels.

The Haxby dataset was collected to study face and object representation in human ventral temporal cortex. It consists of fMRI data collected from 6 subjects, with 12 “runs” per subject. In each run, the subjects passively viewed greyscale images of eight object categories (faces, houses, cats, bottles, scissors, shoes, chairs, and nonsense patterns), grouped in 24s stimulus blocks separated by rest periods. Images were shown for 500ms, with a 1500ms inter-stimulus interval. Full-brain fMRI data were recorded with a volume repetition time of 2.5s, resulting in \(9\) volumes per stimulus block.

In order to illustrate how an MRF-structured classifier can produce weight vectors that are more interpretable than those produced by conventional, structureless classifiers, we trained various turboGAMP classifiers on data collected from a single subject, estimating the classification error rate by holding out one data run, and training on the remainder (averaging this process across all 12 runs). It is worth re-iterating the objective of MVPA: cognitive neuroscientists are interested in understanding how different regions of the brain work together to accomplish cognitive tasks. Classification algorithms therefore are not useful for their ability to distinguish between cognitive states, but rather for the information they provide regarding which features are important for discriminating between states. Consequently, the misclassification rate is meaningful only in that it confirms that the classifier is accurately identifying important features; enhancing interpretability, not reducing misclassification rate, is the primary objective.

In Table IX, we summarize the performance of several flavors of i.i.d and 3D MRF turboGAMP classifiers, on different pairwise comparisons (e.g., cat vs. house). In all cases, an EM procedure was used to tune relevant model parameters. As expected, there are comparisons for which the MRF structure does not improve classification accuracy, although an MRF Bernoulli-Laplacian + Probit model does substantially outperform the i.i.d models on the cat vs. scissors comparison.

### VIII. Conclusion

In this work, we presented the first comprehensive study of the generalized approximate message passing (GAMP) algorithm [18] in the context of linear binary classification. We established that a number of popular discriminative models, including logistic and probit regression, and support vector machines, can be implemented in an efficient manner using the GAMP algorithmic framework, and that GAMP’s state evolution formalism can be used in certain instances to predict

![Fig. 4: Test error rate of genie-aided (solid curves) and EM-tuned (dashed curves) instances of standard logistic (○) and robust logistic (□) classifiers, as a function of mislabeling probability γ, with \(M = 8192\), \(N = 512\), and Bayes error rate \(\varepsilon_{B} = 0.05\).](image)

| Classifier | Cat vs. House | Cat vs. Scissors | Face vs. Bottle | Face vs. Shoe |
|------------|---------------|-----------------|----------------|--------------|
| iid-BL PR  | 98.2          | 84.7            | 82.4           | 94.0         |
| iid-BL LR  | **99.1**      | 83.3            | 90.7           | 93.1         |
| iid-BL HL  | 98.6          | 85.6            | **93.1**       | **95.8**     |
| mrf-BL PR  | 97.2          | **93.5**        | 92.1           | 91.7         |
| mrf-BL LR  | **99.1**      | 80.1            | 81.5           | 91.2         |
| mrf-BL HL  | 78.2          | 56.0            | 85.2           | 88.9         |

TABLE IX: Test-set accuracy (in %) of sum-product and turbo GAMP classifiers on several pairwise comparisons from the Haxby fMRI dataset (single subject). Above, BL = Bernoulli-Laplace; PR = Probit; HL = Hinge loss; LR = Logistic.
the misclassification rate of these models. In addition, we demonstrated that a number of sparsity-promoting weight priors can be paired with these activation functions to encourage feature selection. Importantly, GAMP’s message passing framework enables us to learn the hyperparameters that govern our probabilistic models adaptively from the data using expectation-maximization (EM), a trait which can be advantageous when cross-validation proves infeasible. The flexibility imparted by the GAMP framework allowed us to consider several modifications to the basic discriminative models, such as robust classification, which can be effectively implemented using existing non-robust modules. Moreover, by embedding GAMP within a larger probabilistic graphical model, it is possible to consider a wide variety of structured priors on the weight vector, e.g., priors that encourage spatial clustering of important features. In a numerical study, we confirmed the efficacy of our approach on both real and synthetic classification problems. We found that EM parameter tuning can be both computationally efficient and accurate on a popular text classification problem. We also observed on synthetic data that the robust classification extension can substantially outperform a non-robust counterpart. Finally, drawing inspiration from the field of cognitive neuroscience, we illustrated how structured feature selection can provide enhanced interpretability of fMRI weight vectors in multi-voxel pattern analysis tasks.

APPENDIX A
SUM-PRODUCT GAMP HINGE-LOSS COMPUTATIONS

In this appendix, we describe the steps needed to compute the sum-product GAMP nonlinear steps for the hinge-loss activation function, (28). For convenience, we define the associated un-normalized likelihood function

\[
\tilde{p}_{y|z}(y|z) \triangleq \exp \left(-\max(0, 1 - yz)\right), \quad y \in \{-1, 1\}. \tag{43}
\]

Note from (9) that the sum-product (\(\hat{z}, \tau_z\)) can be interpreted as the posterior mean and variance of a random variable, \(z\), with prior \(N(\hat{p}, \tau_p)\) and likelihood proportional to \(\tilde{p}_{y|z}(y|z)\).

To compute the statistics \(\hat{z} \equiv \mathbb{E}[z|y = y]\) and \(\tau_z \equiv \text{var}[z|y = y]\), we first write the posterior pdf as

\[
p_{z|y}(z|y) = C_y^{-1} \tilde{p}_{y|z}(y|z)p_z(z), \tag{44}
\]

where \(C_y\) is an appropriate normalization constant. Defining

\[
\alpha_y \triangleq ((1 - \tau_p) - y\hat{p}) / \sqrt{\tau_p},
\]

\[
\beta_y \triangleq (y\hat{p} - 1) / \sqrt{\tau_p},
\]

\[
\delta_y \triangleq y\hat{p} - 1 + \tau_p / 2,
\]

it can be shown [30] that

\[
C_1 = \int_{-\infty}^{1} \exp(z - 1)N(z; \hat{p}, \tau_p) + \int_{1}^{\infty} N(z; \hat{p}, \tau_p). \tag{48}
\]

\[
= \exp(\delta_1)\Phi(\alpha_1) + \Phi(\beta_1). \tag{49}
\]

The posterior mean for \(y = 1\) is therefore given by

\[
\mathbb{E}[z|y = 1] = \frac{1}{C_1} \int_z \tilde{p}_{y|z}(y = 1|z)p_z(z). \tag{50}
\]

\[
= \frac{1}{C_1} \left[ e^{\delta_1} \int_{-\infty}^{1} zN(z; \hat{p} + \tau_p, \tau_p) + \int_{1}^{\infty} zN(z; \hat{p}, \tau_p) \right] \tag{51}
\]

\[
= \frac{e^{\delta_1} \Phi(\alpha_1)}{C_1} \int_{-\infty}^{1} zN(z; \hat{p} + \tau_p, \tau_p) + \Phi(\beta_1) \int_{1}^{\infty} zN(z; \hat{p}, \tau_p), \tag{52}
\]

where each integral in (52) represents the first moment of a truncated normal random variable. Similar expressions can be derived for \(\mathbb{E}[z|y = -1]\). Then, defining the quantities

\[
\gamma_y \triangleq e^{-\delta_y} \Phi(\beta_y)/\Phi(\alpha_y) \tag{53}
\]

\[
\mu_y \triangleq \hat{p} + y(\tau_p - \sqrt{\tau_p}\Phi(\alpha_y))/\Phi(\alpha_y) \tag{54}
\]

\[
\bar{\mu}_y \triangleq \hat{p} + y\sqrt{\tau_p}\phi(\beta_y)/\Phi(\beta_y), \tag{55}
\]

it can be shown [54] that, for \(y \in \{-1, 1\},
\]

\[
\hat{z}(y) = \mathbb{E}[z|y = y] = (1 + \gamma_y)^{-1}\mu_y + (1 + \gamma_y^{-1})^{-1}\bar{\mu}_y. \tag{56}
\]

To compute \(\tau_z \equiv \text{var}[z|y = y]\), it suffices to derive an expression for \(\mathbb{E}[z^2|y = y]\). Following the same line of reasoning that produced (52), we find

\[
\mathbb{E}[z^2|y = 1] = \frac{e^{\delta_1} \Phi(\alpha_1)}{C_1} \int_{-\infty}^{1} z^2 N(z; \hat{p} + \tau_p, \tau_p) + \Phi(\beta_1) \int_{1}^{\infty} z^2 N(z; \hat{p}, \tau_p), \tag{57}
\]

where each integral in (57) is the second moment of a truncated normal random variable. A similar expression can be derived for \(\mathbb{E}[z^2|y = -1]\). Defining

\[
\bar{v}_y \triangleq \tau_p \left[ 1 - \frac{\phi(\alpha_y)}{\Phi(\alpha_y)} \left( \frac{\phi(\beta_y)}{\Phi(\alpha_y)} + \alpha_y \right) \right], \tag{58}
\]

\[
\tilde{v}_y \triangleq \tau_p \left[ 1 - \frac{\phi(\beta_y)}{\Phi(\beta_y)} \left( \frac{\phi(\alpha_y)}{\Phi(\beta_y)} + \beta_y \right) \right], \tag{59}
\]

it can be shown [54] that

\[
\mathbb{E}[z^2|y = y] = (1 + \gamma_y)^{-1}(\bar{v}_y + \mu_y^2) + (1 + \gamma_y^{-1})^{-1}(\tilde{v}_y + \bar{\mu}_y^2), \tag{60}
\]

allowing us to compute \(\tau_z(y) = \mathbb{E}[z^2|y = y] - \hat{z}^2(y)\).
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