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Mez is a publish-subscribe messaging system for latency sensitive multi-camera machine vision at the IoT Edge. Unlike existing messaging systems, Mez allows applications to specify latency, and application accuracy bounds. Mez implements a network latency controller that dynamically adjusts the video frame quality to satisfy latency, and application accuracy requirements. Additionally, the design of Mez utilizes application domain specific features to provide low latency operations. Experimental evaluation on an IoT Edge testbed with a pedestrian detection machine vision application indicates that Mez is able to tolerate latency variations of up to 10x with a worst-case reduction of 4.2% in the application accuracy F1 score metric.
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1 INTRODUCTION

The recent emergence of powerful machine vision algorithms based on Deep Learning has made possible Internet-of-Things (IoT) applications that utilize machine vision for a variety of challenging tasks including autonomous driving, pedestrian safety, public security, and occupational health and safety. Such applications involve computationally intensive processing of streaming videos from cameras operating 24x7x365. Assuming a modest frame rate of 5 fps, and a 500 kB frame size, 216 GB of data is generated per camera per day (19.5 Mbps per camera). Often, multiple cameras are needed to provide adequate area coverage for subject tracking and overcoming occlusions [28, 37]. Additionally, the aforementioned applications tend to be latency sensitive - that is, the processing of video frames needs to be done within a short time window for the results to be useful. The duration of the time window depends on the speed of the event (for example, tracking a high speed vehicle vs. tracking a pedestrian), and the response time needed for useful actions (for example, sounding an alert before vs. after event). Furthermore, while many of these applications enable broader smart city initiatives, and social good, significant privacy concerns exist regarding the potential misuse of the collected video data [39].
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Despite the considerable computing power available in the Cloud, the use of Cloud computing for IoT machine vision applications is hindered by the high network latency to access a remote data center (typically hundreds of milliseconds)[9], and constraints in the upload bandwidth (typically tens of Mbps). Moreover, privacy and legal concerns place limitations on sharing of sensitive data to remote servers controlled by external entities. IoT machine vision applications are thus an ideal candidate for the Edge computing paradigm [2, 3, 21, 31, 32], where most of the processing of the video streams happen in the vicinity of the camera. The Cloud may still play a role in aggregating detected events from multiple IoT Edge deployments, both for performing batch analytics, and for archival purposes. The localized processing of video streams at the Edge potentially allows for low latency operation, overcomes bandwidth limitations by reducing the size of the data that needs to be sent to the Cloud, and helps addresses privacy and legal concerns by eliminating the need to share raw video frames with Cloud vendors.

Figure 1 shows the system architecture for machine vision at the IoT Edge. Low power IoT nodes equipped with cameras, stream live videos of the area under observation to an Edge server equipped with GPUs through a wireless network. The Edge server aggregates the individual video streams from multiple cameras, and run machine vision applications for object detection, tracking, and event prediction. For an application such as pedestrian safety (see Figure 2), the cameras are mounted on traffic signal posts at street intersections, and the Edge server is housed in a traffic signal box.

The Edge differs from the Cloud in some significant ways - unlike high speed wired networks in data centers, wireless networks at the Edge allow flexible installation of cameras at a lower cost. Also, cost reasons motivate the use of wireless technologies such as WiFi (802.11ac) and Bluetooth (BLE) that operate in the free unlicensed bands. In contrast 4G and 5G wireless technologies operate in the licensed bands, and requires paid subscriptions to cellular network vendors. Additionally, space, cost, and power supply constraints limit the hardware redundancy available at the Edge. Moreover, ensuring the physical security of the hardware is potentially challenging at the Edge due to deployments in unsecured environments.

In this paper, we explore the characteristics of an IoT Edge middleware layer that provides a suitable abstraction for machine vision application developers to deploy vision applications that consume video streams from one or more cameras. Since the applications are latency sensitive, the middleware layer should provide a means for applications to specify the latency requirements. The middleware then makes the best-effort to guarantee the specified latency. The use of wireless technologies such as WiFi makes this particularly challenging, due to the large latency variations in the wireless channel. We propose the use of
publish-subscribe (pub-sub) messaging system with storage, as a candidate IoT Edge middleware. A pub-sub system decouples publishers (cameras) from subscribers (machine vision applications). IoT camera nodes publish video frames to topics identified by a camera ID. Applications subscribe to one or more topics as needed. The storage layer allows temporal decoupling of publishers and subscribers, allowing subscriber applications to access past video frames. In Cloud computing, such pub-sub systems are widely deployed to handle real-time data feeds, and as message brokers between microservices. Open source examples of such messaging systems include Kafka [20], NATS [12], and RabbitMQ [34]. Kafka is designed for high throughput, NATS targets low latency, and RabbitMQ allows for complex routing between publishers and subscribers. However, the existing messaging systems are built for the Cloud, where machines communicate over low latency wired networks (Gigabit Ethernet, Infiniband), and as such do not provide mechanisms to guarantee latency when operating in wireless channels with large latency variations.

We introduce Mez, a pub-sub messaging system specifically designed for machine vision applications at the IoT Edge. The key design themes of Mez are -

- Approximate computing - Mez exploits the trade off between video frame transfer latency from the IoT camera node to the Edge server, and video frame quality (approximate computing) inherent in machine vision applications. A lower quality video frame has a smaller size, and hence can be transferred with lower network latency. If a lower quality frame can provide acceptable accuracy, then a lower quality frame could be transferred from the IoT camera node to the Edge server during conditions of high channel interference. It should be noted that the application developer has to determine acceptable latency-accuracy tradeoffs. Mez provides a means for applications to specify the upper bound on the latency, and the lower bound on the accuracy requirements. The accuracy in turn translates to the quality of the video frame that Mez has to deliver.
• Adaptive computing - Mez constantly monitors the operating conditions of the wireless channel. When channel interference is high, Mez automatically adapts the quality of the video frames such that both the frame transfer latency and accuracy specifications are met.
• Domain specific design - Mez employs an on-demand video frame transfer from the IoT camera node to the Edge server to minimize wireless channel interference. Furthermore, Mez uses an in-memory log based storage that exploits application domain specific characteristics to implement a simple low latency storage.

We have implemented Mez on an IoT Edge testbed with multiple IoT camera nodes, and a single GPU equipped Edge server. The source code is available from our GitHub repository\(^1\). Experimental results indicate that for pedestrian detection application with the OpenPose multi-person 2D pose detection benchmark [5, 6, 33, 38], Mez is able to achieve the target latency in the presence of up to 10x increase in channel interference with an application accuracy degradation of at most 4.2%. In contrast, the state-of-the-art NATS messaging framework suffers from latency degradation as the number of IoT camera nodes scale.

The rest of this paper is organized as follows - In Section 2 we experimentally characterize the latency issues on an IoT Edge testbed for vision applications. Section 3 presents the Mez API and architecture. Section 4 describes the detailed design of Mez including the adaptive latency controller, and the low latency storage layer. Section 5 presents the experimental results and evaluation of Mez on the IoT Edge testbed. In Section 6 we discuss the different design decisions made in Mez, and explore alternative approaches. Section 7 provides a brief review of related work in Edge computing, approximate computing, and distributed messaging systems. Section 8 concludes the paper.

2 CHARACTERIZATION OF WI-FI LATENCY AT THE EDGE

In this section, we present the study of the impact on the latency of video frames transferred over WiFi from IoT camera nodes to the Edge server (referred to henceforth as network latency for brevity) due to multiple factors - (1) interference by peer IoT camera nodes, (2) video scene dynamics, (3) video frame rate, and (4) video frame quality.

2.1 IoT Edge Test Bed

We set up an Edge testbed similar to the IoT Edge machine vision system shown in Figure 1. Our Edge test bed consists of five IoT camera nodes equipped with 8-core ARMv8.2 based embedded Nvidia Jetson AGX Xavier [11] boards, and an Edge server. A workstation equipped with an Nvidia Titan V GPU serves as the Edge server. The embedded boards and the workstation run Linux. The wireless link consists of a NETGEAR Nighthawk XR700 access point that uses 802.11ac (5 GHz) WiFi standard. The Edge server is connected to the access point through Ethernet, while the IoT camera nodes connect to the access point through the 802.11ac WiFi link. The IoT camera nodes are placed at 6m from the access point.

We use two publicly available video datasets - JAAD [26] and DukeMTMC [27] for latency characterization. The JAAD dataset consists of videos of pedestrian movement in public spaces captured under various camera types and qualities in different weather/lighting conditions. The DukeMTMC data set consists of 1080p videos recorded at 60 fps from 8 static cameras deployed on the Duke University campus. To perform the Edge latency measurements, we chose video clips with three different scene dynamics - simple, medium, and complex, from both JAAD and DukeMTMC datasets.

In order to cluster the video frames in the two data sets as simple, medium and complex, a k-means clustering approach was implemented. For DukeMTMC, all frames from two of the cameras

\(^1\)https://github.com/Ann-Geo/Mez
(cameras 5 and 6) were k-means clustered using the mean and standard deviation of the bounding box areas in a scene. A frame sequence of 100 frames was then randomly selected from each cluster for network latency measurements. A similar approach was followed for the JAAD dataset. Figure 3 shows a representational sample of images from JAAD and DukeMTMC datasets.

A Golang gRPC [13] based client and multi-threaded server was deployed at the IoT camera node and the Edge server respectively to facilitate video frame transfer, and perform network latency measurements. The wireless network latency of video frame transfer is measured by sending timestamped images from IoT camera node to the Edge server. The latency is calculated as time difference $t_{Received} - t_{Send}$. The IoT camera nodes are time synchronized to the Edge server before starting the network latency measurements using the PTP network level time synchronization protocol capable of microsecond accuracy [17].

### 2.2 Evaluating the impact of peer IoT nodes, scene dynamics, and video frame rate on network latency

In the measurements described below, we measure the network latency experienced by IoT camera node 1 (see Figure 1) due to the 4 peer IoT camera nodes. All latency measurements are at the 95th percentile with video frames transmitted at 5 fps.

Figure 4 shows the per frame network latency measured at the test Edge node as the number of IoT camera nodes transmitting video frames (with simple, medium and complex scene dynamics) is increased from 1 to 5. Table 1 summarizes the latency measurements. $ONE_{Lat}$ is the per frame network latency to the Edge server when only the test node is active. $FIVE_{Lat}$ is the per frame network latency when the node under test and the 4 peer Edge nodes transmit video frames to the Edge server. We note that for video frames with complex scene dynamics, the ratio $FIVE_{Lat}/ONE_{Lat}$ is 5.6x for the JAAD dataset, and 8.4x for the DukeMTMC dataset.

| Camera | JAAD | DukeMTMC |
|--------|------|----------|
| S      | ![Sample Image](jaad_s.png) | ![Sample Image](duke_s.png) |
| M      | ![Sample Image](jaad_m.png) | ![Sample Image](duke_m.png) |
| C      | ![Sample Image](jaad_c.png) | ![Sample Image](duke_c.png) |
Fig. 4. Characterization of the impact of peer interference on the video frame transfer latency for frames with different scene dynamics from (a) JAAD and (b) DukeMTMC datasets. For complex scene dynamics a 5.6x and 8.4x increase in latency is observed for the JAAD and DukeMTMC dataset respectively.

Table 1. Summary of the impact of video frame size on network latency for JAAD and DukeMTMC workloads with simple (S), medium (M) and complex (C) scene dynamics (SD) video frames. All latency measurements are at the 95th percentile with video frames transmitted at 5 fps. \( \text{ONELat} \) is the per frame network latency to the Edge server when only the test node is active. \( \text{FIVELat} \) is the per frame network latency when the node under test and the 4 peer Edge nodes transmit video frames to the Edge server.

| Dataset   | SD | JAAD  | DukeMTMC |
|-----------|----|-------|-----------|
|           |    | S     | M         | C         | S     | M         | C         |
| Size \( \text{med} \) (KB) |    | 610   | 760       | 970       | 1390  | 1670      | 1740      |
| \( \text{ONELat} \) (ms)    |    | 32.09 | 35.16     | 46.09     | 59.71 | 68.73     | 72.72     |
| \( \text{FIVELat} \) (ms)   |    | 150.28| 164.56    | 262.43    | 382.47| 606.98    | 617.16    |
| \( \frac{\text{FIVELat}}{\text{ONELat}} \) |    | 4.6x  | 4.6x      | 5.6x      | 6.4x  | 8.8x      | 8.4x      |

Table 2. Summary of network latency vs. frame rates (5 and 15 fps) and distance from Edge server (6m and 12m) for DukeMTMC complex scene dynamic video frames.

| Num. nodes | Network latency (ms) |
|------------|----------------------|
|            | 5fps (at 6m) | 15fps (at 6m) | 5fps (at 12m) |
| 1          | 72.72      | 80.60        | 96.35        |
| 2          | 128.97     | 409.82       | 162.15       |
| 3          | 341.18     | 438.01       | 390.75       |
| 4          | 518.31     | 585.58       | 526.95       |
| 5          | 617.16     | 631.76       | 657.88       |

We also investigate the impact of peer node interference at higher video frame rates and with increasing distance of IoT camera nodes from the Edge server. Table 2 compares the network latencies between 5 and 15 fps for complex scene dynamics video frames from the DukeMTMC dataset at both 6m and 12m. We note that the \( \text{FIVELat} \) at 15 fps is 1.02x higher for DukeMTMC compared to 5 fps, and at 12m is 1.06x higher compared to 6m.
The measurement results indicate that in an IoT machine vision application with multiple cameras transmitting video frames to the Edge server, a significant rise in network latency is observed at each IoT node as the number of peer nodes scale. Additionally, factors affecting latency include scene dynamics; frame rate, and distance of IoT camera nodes from the Edge server are less significant. In a real-world deployment, additional external interference effects from unrelated transmitters in the neighborhood of the deployment worsen the latency. Moreover, the network latency is dynamic due to scene changes (simple to complex), and the intermittent nature of external interference.

2.3 Evaluating the impact of video frame quality on network latency

We investigate the impact on network latency when video frames with degraded quality are transferred from the IoT camera node to the Edge server. The degradation is caused due to discarding of information from the the video frame, resulting in a lower video frame size that can be potentially transmitted at reduced network latency. However, the lower frame size could adversely impact the accuracy of the machine vision application as well. The impact on the accuracy is application specific and will be evaluated in the context of a specific application in Section 2.4.

2.3.1 Video frame quality tuning knobs. We use the open source computer vision library OpenCV [36] to explore different lossy image transformation techniques that can be applied to video frames to modify the frame size. We choose 5 such transformation techniques (which we call tuning knobs [15]). These are described below:

1. **Knob1 - Resolution**: Video frame size can be reduced by decreasing its resolution while keeping the aspect ratio constant. The cv2.resize() function from OpenCV downscales an image to the specified resolution. We choose the resolutions 1312x736, 960x528, 640x352, and 480x256 as possible knob settings. Modifying resolution can reduce the video frame size by as much as 84%.

2. **Knob2 - Colorspace modifications**: Video frames can be converted from one colorspace to another (using cv2.cvtColor() function from OpenCV) resulting in total size reduction. There are more than 150 color-space conversion methods available in OpenCV. We choose BGR→Gray, BGR→HSV, BGR→LAB and BGR→LUV colorspace modifications as possible knob settings. Our choice of color space modifications can reduce the video frame size by as much as 62%.

3. **Knob3 - Blurring**: Video frames can be blurred by passing them through various low pass filters. The cv2.blur() method from OpenCV blurs an image using normalized box filter. We choose filter kernel sizes of (5,5), (8,8), (10,10) and (15,15) as possible knob settings. Blurring the video frames can reduce the video frame size by as much as 46%.

4. **Knob4 - Artifact removal**: For cameras mounted at fixed positions, the background of recorded video stream is largely static over consecutive frames in the video. Thus video frame size can be reduced by removing the static background with stationary artifacts in it. First setting of this knob uses motion detection to detect and preserve moving objects in video frames, as well as to perform background subtraction to remove all the stationary objects from the video frames. In the second setting of this knob, we detect moving objects in the video frames and retain only their contours. Knob4 uses a combination of the OpenCV functions cv2.absdiff(), cv2.threshold(), cv2.dilate(), cv2.findContours() to perform the above video frame modifications. Removing artifact information can reduce the video frame size by as much as 98%.

5. **Knob5 - Frame differencing**: We applied frame differencing (using cv2.absdiff() function from OpenCV) on pixel values between pairs of consecutive video frames to selectively drop frames. We hypothesize that dropping video frames with similar content (within a threshold)
will not adversely affect the machine vision task. We choose 5 knob values ranging from 0 to 0.72, where 0 represents pixel wise identical frames, and 1 represents completely dissimilar frames. For a stream of 100 simple dynamics images from the JAAD data set, this knob reduces the median image size by up to 40%.

The application of combinations of the 5 tuning knobs identified above result in different sizes of video frames, all lower than the original. Figure 5 shows the resulting impact on the network latency (95th percentile) from the IoT camera node to the Edge server. The measurements were done by applying multiple tuning knob combinations (935 in all) to video frames drawn from the JAAD and DukeMTMC dataset. From Figure 5 we note that the Wi-Fi transmission latency shows an approximately linear variation with video frame size. A 4x reduction in video frame size could potentially yield a 4x reduction in wireless network latency. We also note that multiple knob combinations map to the same video frame size (and hence network latency). However, these knob combinations could result in different application accuracy - which we characterize in the next section.

2.4 Evaluating impact of video frame quality on the accuracy of pedestrian detection machine vision application

While we note the ability of image tuning knobs to reduce network latency by reducing the size of the video frames, the question remains as to the impact of the lower sized video frames on the accuracy of the machine vision task. In general, the impact is dependent on the particular machine vision application. We evaluate the impact on pedestrian detection application accuracy using OpenPose with video frames drawn from the JAAD and DukeMTMC datasets. The OpenPose project from CMU [5, 6, 33, 38] is an open source real-time multi person system to detect human body, hand and facial keypoints ((x,y) coordinates of different body parts) on individual images. We input the original and modified video frames from JAAD and DukeMTMC dataset with simple, medium and complex scene dynamics to OpenPose to generate the pose detected video frames and keypoint locations. From these keypoints, bounding boxes are created for each detection with the top-left and bottom-right most coordinates. A set of resulting bounding boxes is presented as
This is an example of the paradigm of approximate computing - where despite computational approximations (video frame quality in our case) acceptable performance (application accuracy) can be maintained. For pedestrian detection, we utilize the F1-score metric with an Intersection-over-Union (IoU) threshold of 0.5 as the application accuracy metric. Equation 1 defines the calculation for F1.

\[
F1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

We evaluate the impact of the tuning knobs on the video frame size and pedestrian detection accuracy (F1) for JAAD and DukeMTMC datasets. To do this, we first calculate the F1 score for modified video frames (for all knob combinations) and normalize it with the baseline F1 score of unmodified video frames. Figure 6 shows the plot of the normalized F1 expressed as a percentage vs. video frame size for JAAD and DukeMTMC datasets. The video frame size buckets in Figure 6 corresponds to different combinations of the knob settings with different resulting accuracy. Note that higher F1 indicates higher accuracy. We have excluded knob combinations with resulting accuracy of less than 90%. This reduces the total knob combinations to 159 for JAAD and 140 for DukeMTMC.

Further, due to the computationally intensive nature of knob 4, we exclude knob 4 to maintain the image modification overheads to under 10 ms, bringing the total knob combinations to 70 for JAAD and 92 for DukeMTMC.

From the measurements in Sections 2.3 and Sections 2.4 we note the possibility of compensating for the increased network latency in the presence of channel interference through reducing the video frame quality just sufficiently, such that application accuracy demands are met (where feasible). This is an example of the paradigm of approximate computing - where despite computational approximations (video frame quality in our case) acceptable performance (application accuracy) can be maintained.
can be obtained while gaining on another performance metric (network latency). Note that the limits of the trade-off needs to be determined and characterized by the application developer for a particular application of interest. We utilize the above observed trade-off between network latency and application accuracy in designing a network latency controller. Under dynamically varying network latency conditions, Mez uses this latency controller to automatically adjust video frame quality such that the application specified network latency, and accuracy bounds are met.

3 MEZ API AND ARCHITECTURE
In this section we present the Mez API that publishers and subscribers use to interact with Mez. We then provide an overview of the data model supported by Mez, and describe the architecture of Mez.

3.1 Mez API
Mez has a simple API interface consisting of 5 API calls. As shown in Figure 7 - the APIs are Connect, Publish, GetCameraInfo, Subscribe, and Unsubscribe.

Connect API is used by publishers (IoT camera nodes) and subscribers (machine vision applications) to connect to Mez. Publishers and subscribers are assigned a unique ID by Mez. Publish API allows publishers to push a stream of time stamped video frames to Mez. The GetCameraInfo API is used by subscribers to discover publishers. Subscribe API is used by subscribers to receive streaming video frames generated by a specific publisher. Additionally, the subscribers can specify begin and end times for the subscription, along with the desired latency and accuracy bounds for the video stream. Note that the end time could be in the future, in which case Mez delivers video frames as they become available. The Unsubscribe API is used by subscribers to terminate an ongoing subscription.

![Fig. 7. A summary of the API provided by Mez](image)

3.2 Data Model
Mez’s data model is a simple key-value pair. The keys are the timestamps of a video frame, and the values are individual video frames. Video frames are stored in Mez in the same chronological order in which they are received from the publisher. Mez supports at-most-once delivery of video frames to the subscriber to limit the bandwidth consumption on the wireless channel. Any resend requests need to be done by the subscriber at the application level, since only the application can determine if a resend is needed considering task deadlines, and redundancy in the video frames.
3.3 Mez system architecture

The Mez system model consists of multiple IoT camera nodes, and an Edge server connected by a wireless network. The machine vision applications run on the Edge server, which has considerably more processing power than the IoT camera node.

As shown in Figure 8, Mez consists of 3 components - a message broker, an in-memory log, and a network latency controller. The message broker implements the Mez API, the in-memory log is used to store video frames, and the network latency controller monitors wireless channel conditions, automatically adjusting the video frame quality to meet the application specified latency, and accuracy requirements.

A key architectural feature of Mez is the replication of the in-memory logs between the IoT camera nodes and the Edge server. The timestamped video frames generated by the publisher are initially stored in the in-memory log associated with the camera node. Maintaining the log at the IoT camera node allows buffering of video frames during conditions of intermittent connectivity with the Edge server. Upon a subscription request to the video stream by the application, video frames are transferred from the IoT camera node log to the Edge server log. The network controller resides on the IoT camera nodes, and modifies the video frames transmitted to the Edge server to satisfy the latency-accuracy requirements of the subscriber. The on-demand transfer of video frames reduces channel interference by limiting unneeded transmission in the wireless channel. Additionally, the reduced transmission also serves as a power saving opportunity at the IoT camera node. The in-memory logs are persisted on durable storage (SSD/disk) on both the IoT camera nodes, and the Edge server. However, to minimize storage latency, all requests are served from the in-memory log. The persistent storage is only used to reconstruct the in-memory log during reboot after node failure (see Section 4.4).
4 MEZ DESIGN

In this section, we present the detailed design of the different components of Mez - brokers, in-memory log, and the network latency controller.

4.1 Brokers

The brokers implement the Mez API, and interface with the log storage. Independent brokers are present on the Edge server and the IoT camera node. The broker on the Edge server (EdgeBroker) implements all the APIs shown in Figure 7 except Publish. Additionally, it implements two internal APIs, Register, and Unregister for IoT camera nodes to register/unregister with the Edge Server. The broker on the IoT camera node (CamBroker) implements all the APIs shown in Figure 7 except GetCameralInfo. The CamBroker also interfaces with the network latency controller on the IoT camera node. All APIs are implemented using gRPC [13] with TLS for authentication and encryption of data in transit.

4.2 Network Latency Controller

Figure 9 shows the block diagram of the latency controller. The CamBroker sends the latency and accuracy demands (target network latency and target accuracy) from the consumer application to the latency controller through an internal SetTarget API call.

The video frames published at the CamBroker are sent to the latency controller through a Control API call. Note that the latency controllers on each IoT camera node operate independently of one another. The lack of centralized control allows the scaling of the IoT camera nodes.

The control algorithm is outlined in the pseudo code shown in Algorithm 1. The network latency for different video frame sizes (see Section 2.3) are assumed to be available from prior characterization of the video frames in the targeted deployment environment. The application accuracy for different tuning knob settings is also assumed available for the targeted application through prior characterization. The almost linear dependence of latency on image size observed in Section 2.3.1 facilitates the use of linear regression model of latency on video frame size.

The control is implemented in two steps - In Step 1, the error (error and integral of error for Proportional-Integral control) between the observed and the specified latency is used to determine
Algorithm 1: Latency control algorithm

Result: Image quality knob setting
latencyTarget;
accuracyTarget;
errorThreshold;
nominalImageSize ← RegressionModel(latencyTarget);
latencyError ← latencySampled - latencyTarget;

while latencyError > errorThreshold do
    imageSize = nominalImageSize + K1*latencyError + K2*latencyErrorIntegral;
    accuracy ← BinarySearchTree.search(imageSize);
    knobSetting ← HashTable.lookup(accuracy);
    if accuracy > AccuracyTarget then
        return knobSetting;
    else
        return(No feasible solution);
    end
    latencyError ← latencySampled - latencyTarget;
end

the largest video frame size that can potentially satisfy latency requirements. K1 (proportional) and K2 (integral) in Algorithm 1 are the PI controller tuning parameters. In Step 2, the frame size is then used as a key in a look-up table to determine the associated application accuracy. A secondary look-up table uses the application accuracy obtained from the first lookup as key to determine the corresponding tuning knob settings. The lookup tables are implemented with Binary Search Trees and Hash tables to facilitate efficient queries. The video frames transmitted from the IoT camera node to the Edge server are modified based on the knob combinations using OpenCV libraries. The network latency is measured again at the next sampling interval, and if the error exceeds a preset threshold, Steps 1 and 2 are repeated.

If the application requested latency and accuracy are infeasible, the application is notified. At this point, the application has to decide whether to continue operation with relaxed latency/accuracy requirements, or notify the system operator of failure.

4.3 In-memory Log

The design of Mez storage is targeted to provide low latency read-write operations. We take advantage of the particular features of machine vision at the IoT edge, both to ensure high performance, and simplify the design of the storage. As shown in Figure 10, the storage is an in-memory log, which is an append-only, circular buffer. The log consists of <timestamp, video frame> key-value pairs stored in increasing order of timestamps. The log at the IoT camera node stores video frames either generated from a single camera, or those modified by the latency controller to satisfy latency requirements. This log is in turn replicated on demand at the Edge server. For N IoT camera nodes, the Edge server thus holds N replicated logs. Subscriber machine vision applications are served from the log at the Edge server. A machine vision application subscribes to one or more such logs. Also, one or more machine vision applications could subscribe to a particular log. The logs are hence designed to support a single writer, but multiple readers.
To ensure low latency, the logs only utilize the DRAM for storage. Unlike general purpose storage, there is no requirement to delete arbitrary video frames from the log. Instead, video frames with increasing time stamps are appended to the log, which wraps back when the capacity is exceeded, overwriting existing entries with older timestamps. An attempt to append a video frame with a timestamp earlier than the last entry in the log is rejected. The lack of a need to support update and delete operations, and the sorted (by timestamps) video frames in the log, simplify the design of the log and prevent memory fragmentation. Point queries are done efficiently with binary search. Range queries are also readily supported by querying the starting and ending timestamp, returning the video frames corresponding to an interval that includes the requested time range.

A 1 GB of in-memory log at the IoT camera node holds approximately 7 minutes worth of video frames (assuming 500 kB per frame, and 5 fps). The real-time machine vision applications are assumed to consume the data within this time frame. The log is persisted on the disk (in the background) only for recovery from failure (described in Section 4.4). Due to the possible physical insecurity of the hardware, the video frames stored on disk are encrypted at rest. The encryption/decryption, and disk accesses are relatively long latency operations, motivating the avoidance of disk access in the read/write critical path. For the short time duration the video frames are held in the DRAM, the data is assumed to be safe from illegal access due to the volatile nature of the memory.

Although the log is replicated from the IoT camera node to the Edge server, no attempt is made at the storage layer to ensure consistency of the video frames between the IoT node and the Edge server. Instead, we rely on the lower layers of the network (TCP) for accurate replication. Also, in practice we observe that the ability of machine vision applications to tolerate errors in the video frame data, allows the use of simpler transport protocols (UDP) that does not support re-transmissions. Concurrent read/write performance is improved through fine grained locking by segmenting the log.
segmenting the log. Each segment is protected with read-write locks. Note that reads can occur from many segments concurrently, while only one segment is active for write.

4.4 Fault tolerance
Mez is designed to recover from the following failures:

- Crashes of brokers - EdgeBroker and CamBroker
- Crash of the network latency controller at the IoT camera node
- Corruption of log segments on disk

**Fault detection:** Mez uses RPC timeouts to detect failures. The EdgeBroker detects failed CamBrokers through time outs on the Subscribe API call. The publisher detects failed CamBrokers through timeouts on the Publish API call. Subscriber applications detects a failed EdgeBroker through time outs on the Subscribe API call. The Cambroker detects a failed latency controller through time outs on the the internal SetTarget API call. The time out duration for the Subscribe RPC depends on the video frame rate (fps), baseline wireless network latency, and if TCP is used - the re-transmit timeout. The Publish timeout is typically small since the camera and the CamBrokers are connected through a high speed interface such as USB. The Control timeout is determined by the time taken by the controller to modify the video frame. We thus avoid use of explicit heartbeats, and instead take advantage of the continuous streaming of video frames from the cameras to detect component failures. For systems where the camera transmissions may be intermittent, explicit heartbeats will need to be added to monitor the health of individual components.

**Fault recovery:** When the subscriber application detects that the EdgeBroker has failed, it tries to reconnect with the EdgeBroker a finite (configurable) number of times or until it gets a response. As a part of the recovery process, the EdgeBroker reconstructs the logs persisted in the disk. A CRC is calculated and stored along with the on-disk log segments to detect partially written segments, which are discarded during the recovery process. The EdgeBroker then starts to accept connections from retrying subscriber applications. The CamBrokers follow a similar recovery process. Note that Mez has no inherent mechanism to restart failed brokers. Instead, Mez relies on an external service such as Kubernetes [14] to restart failed brokers (see Section 6).

5 EVALUATION
We first evaluate the proposed network latency controller in isolation, followed by the evaluation of Mez integrating the controller. The IoT Edge test bed used in the evaluation is described in Section 2.1. It consists of one Edge server, and five IoT camera nodes connected to the Edge server through Wi-Fi (802.11ac). All latencies are measured between one of the IoT camera nodes, and the Edge server. The workload used is the pedestrian detection application with OpenPose described in Section 2.4 using video frames from the JAAD and DukeMTMC datasets described in Section 2.1. All latencies are measured at the 95th percentile with video frames streamed from the IoT camera node to the Edge server at 5 fps. The latency is calculated as time difference \( t_{\text{Received}} - t_{\text{Send}} \). The Edge nodes and the Edge server are synchronized using PTP synchronization protocol [17] before the start of the measurements.

5.1 Latency Controller Evaluation
To evaluate the latency controller, the desired latency threshold is set under 100ms, and the desired application accuracy (normalized F1 score) is set above 95%. Figure 11a shows the step response of the controller for complex scene dynamics video frames from the JAAD dataset. With no latency control, the median latency is 260 ms due to interference from the 4 peer Edge nodes. With the controller enabled, the median latency is less than the latency threshold of 100ms. The controller is
able achieve an application accuracy of above 96%. Figure 11b shows the controller step response for the DukeMTMC dataset with complex scene dynamics. With no latency control, the median latency is 650 ms for complex scene dynamics due to interference from the 4 peer Edge nodes. With the controller enabled, the median latency is less than the latency threshold of 100ms. In all cases, the controller is able to achieve an application accuracy of above 95% with a settling time of less than one second. Table 3 summarizes the latency reduction and the resulting F1 score for JAAD and DukeMTMC datasets for all scene dynamics achieved using the proposed controller.

![Figure 11](image_url)

**Fig. 11.** Latency controller step response for JAAD (a) and DukeMTMC (b) complex scene dynamics video frames. The measurement is taken with one test IoT node, and 4 peer IoT nodes.

| Dataset | JAAD | DukeMTMC |
|---------|------|----------|
|         | S    | M        | C        | S    | M    | C    |
| Size$_{med}$ (KB) | 124  | 173      | 228      | 293  | 172  | 371  |
| F1 score (%) | 99.1 | 98.3     | 96.7     | 98.9 | 96.7 | 95.8 |
| Lat$_{red}$ | 6.8x | 7.2x     | 4.1x     | 7.9x | 9.5x | 10.1x |

Table 3. Summary of median video frame size after modification by the latency controller, (Size$_{med}$), Normalized F1 Score expressed as a percentage, 95th percentile latency reduction with controller (Lat$_{red}$) for JAAD and DukeMTMC dataset for simple (S), medium (M) and complex (C) scene dynamics (SD).

Figure 12 gives a qualitative illustration of the effect of the accuracy loss with video frames from JAAD (Figure 12a) and DukeMTMC (Figure 12b) datasets with complex scene dynamics. Pedestrian detections for the unmodified video frames (green), and after video frame modification (blue) by the network latency controller are shown (accuracy loss of 3.3% for JAAD and 4.2% for DukeMTMC). For the JAAD video frame, a detection error occurs at the area indicated by the red arrow. A group of two individuals are detected correctly in the unmodified video frame, but detected as a single box in the modified video frame. For the DukeMTMC frame, the detection boxes in the modified video frame are thinner than those in the unmodified video frame. We note that for both datasets, apart from the aforementioned detection errors, the other detections in the modified frame are same as the unmodified frame.
We evaluate the pub-sub latency performance of Mez both with scaling of peer IoT camera nodes, and with scaling the number of subscriber applications. We compare Mez with the state-of-the-art low-latency NATS [12] pub-sub messaging system. The pub-sub latency is the end-to-end time taken for a video frame to be published by the camera and subscribed by the application. The pub-sub latency includes the Publish and Subscribe API completion times, network latency, video frame modification times by controller (for Mez), and all processing delays inside the messaging system. Note that the pub-sub latency does not include the compute time for the pedestrian detection application.

Figure 13a shows the per frame pub-sub latency for Mez and NATS for the JAAD dataset as the number of IoT camera nodes is scaled from 1 to 5. The latency and the normalized F1 score percentage. X axis of both figures indicates the number of IoT camera nodes. Unlike NATS, Mez is able to achieve the latency threshold of 100ms as the number of IoT camera nodes scale. The resulting loss of accuracy is less than 3.3%.

### 5.2 Mez Evaluation

We evaluate the pub-sub latency performance of Mez both with scaling of peer IoT camera nodes, and with scaling the number of subscriber applications. We compare Mez with the state-of-the-art low-latency NATS [12] pub-sub messaging system. The pub-sub latency is the end-to-end time taken for a video frame to be published by the camera and subscribed by the application. The pub-sub latency includes the Publish and Subscribe API completion times, network latency, video frame modification times by controller (for Mez), and all processing delays inside the messaging system. Note that the pub-sub latency does not include the compute time for the pedestrian detection application.

Figure 13a shows the per frame pub-sub latency for Mez and NATS for the JAAD dataset as the number of IoT camera nodes is scaled from 1 to 5. The latency and the normalized F1 score thresholds are set at 100 ms, and 96% respectively. This setup emulates a scenario where a single subscriber (for example, a machine vision application for object re-identification across multiple camera views) requests video frames from multiple IoT camera nodes. As seen from Figure 13a,
when the number of IoT nodes are increased, Mez is able to maintain the pub-sub latency under 100ms. However, the pub-sub latency of NATS shows a super-linear increase with IoT node scaling, since NATS does not perform any type of network latency control. Figure 13b shows the accuracy (normalized F1%) achieved by Mez and NATS as the IoT camera nodes scale. Since NATS always sends unmodified images, it maintains the maximum accuracy for all cases. Mez shows a worst case accuracy reduction of 3.3%.

Similar evaluation is performed on the DukeMTMC dataset with the latency threshold set at 100ms for video frames with simple, medium and complex scene dynamics. Since the median video frame size for DukeMTMC is greater than 1 MB, we could not evaluate NATS due to its 1 MB message size limit. When the number of IoT nodes is scaled from 1 to 5, Mez is able to maintain the pub-sub latency under 100ms (Figure 14a) while maintaining the accuracy reduction less than 4.2%(Figure 14b).

Figure 15 shows the pub-sub latency for Mez and NATS as the number of subscribers are scaled. Poor subscriber scaling would indicate concurrency limitations. This set up emulates the operational scenario at the IoT-Edge where multiple vision applications (subscribers) request video frames from a single camera. In this case, since only a single IoT camera node (to which the producer is publishing video frames) is operational, there is no channel interference due to peer IoT camera nodes. Both Mez and NATS scale well as the number of subscribers are increased from 1 to 8 with minimal degradation in latency. However, Mez has a higher latency than NATS due to controller overheads.

Figure 16 shows the breakdown for different components of the pub-sub latency for Mez and NATS with all 5 IoT camera nodes transferring video frames to the Edge server. The measurements are taken for complex scene dynamics video frames from the JAAD dataset. For NATS, the network latency dominates the overall latency at 96.2%. For Mez, the network latency is the dominant component at 65.7%, with the controller overhead being the next highest at 20.5%. About half the controller processing time is due to the video frame modification, with the video frame copying between the logs at IoT camera nodes accounting for the remaining time. We are currently investigating the use of GPUs available on the Nvidia Xavier boards to lower the video frame processing.
time. Integrating the controller as a part of the CamBroker instead of the current approach of the controller as a separate microservice, could result in lowering the video frame copying overheads.

6 DISCUSSION AND FUTURE WORK

In this section we review the different choices made in the design of Mez, and discuss alternatives.

**GPU computing at IoT nodes:** In our work we have only used the 8 core ARM CPU available on the Nvidia Xavier board. By using the GPU available on the Nvidia Xavier board, additional computationally intensive video frame modifications including performing object detection at the IoT camera node could be employed.

**Video frame compression:** The video frames that are transferred from the IoT camera node to the Edge server could be compressed (for example, using H.264) to reduce the data size. However, Canel et. al. [4] suggest that a low quality H.264-encoded 1080p (1920x1080 pixels) stream is insufficient to perform accurate analysis for vision analytic applications such as traffic monitoring and pedestrian tracking.

**Availability:** Regarding service availability, the current version of Mez does not support replicated physical nodes (neither IoT camera nodes, nor Edge sever). For hardware failures, such as if an IoT node fails, the video frames from the associated camera becomes unavailable. However, if
the Edge server fails, then entire system becomes unavailable. The ability to support replicated Edge server components (logs and the EdgeBroker) is part of future work. However, we note that computational resources are constrained at the Edge due to power, space, and cost considerations. Thus, physical replication of resources may not be practical on the Edge. An alternative worth investigating is the use of Cloud for fail over of the Edge server so that the system is still operational, albeit at a reduced performance.

For software failures, Mez could rely on container orchestrators such as Kubernetes [14] for resurrecting failed services. In this case, Mez needs to be containerized (for example, using Docker containers [19]), with Kubernetes orchestrating the containers. The microservice architecture of Mez allows ready containerization of the brokers, and the latency controller. A Continuous Integration/Continuous Delivery framework (for example, with Jenkins [7]) could also be used to ease the deployment and updating of Mez without loss of service. Note that Kubernetes itself will need hardware redundancy to guarantee its availability. With limited hardware, an interesting possibility is to use the Cloud to ensure availability of Kubernetes.

**Security:** Mez takes advantage of the security features of gRPC to implement TLS based certificate authentication for clients and servers, as well as TLS based encryption of video frames in transit. Additionally, all sensitive video frames at rest that are persisted on disk are encrypted. We leave the implementation of additional security measures such as Role Based Access Control (RBAC) for application access to video frame data, and the verification of the authenticity of container images to future work.

**Compute latency:** In Figure 17 we investigate the dependence of the compute latency on the video frame size. We note that, the compute latency is only dependent on the resolution of the images. Since one of the tuning knobs is image resolution, with reduced resolution and with reduced image size, OpenPose could achieve reduction in compute latency as well.

Figure 17 shows that the pedestrian detection compute latency increases with increase in resolution and image size. The measurements are done on an Nvidia Titan V GPU. In this paper we have only focused on the network latency. However, due to the compute intensive nature of these applications, there exists a possibility of jointly optimizing compute and network latency, so as to obtain the overall desired latency. We leave the exploration of this topic to future work.
7 RELATED WORK

In this Section, we describe previously reported work on Edge computing, application of approximate computing, and distributed messaging systems.

7.1 Edge Computing

The concept and motivation behind Edge computing are described in a number of recent publications [2, 3, 10, 21, 29–32, 35]. Regarding machine vision at the Edge, in the Gabriel project [16], Ha et. al. describe a wearable cognitive assistance system where the images captured by a mobile device are processed by the Edge node to analyze what the user is seeing, and provide the user with cues as to what is in the scene (for example, recognizing a person). In the VisFlow project, Lu et al. [22] describe a system that can analyze feeds from multiple cameras for license plate recognition and real-time traffic flow mapping. In [24], Neff et. al. proposes REVAMP\textsuperscript{2}T, an IoT system that tracks pedestrians across multiple cameras by running custom-designed deep learning based vision engines at the low power Edge nodes close to the cameras. However, none of these works address guaranteeing of latency requirements at the Edge for machine vision applications.

In the Hetero-Edge project, Zhang et. al. [40] describe a system that can efficiently orchestrate real-time vision applications on heterogeneous Edge servers. The new resource orchestration platform developed, uses a set of task scheduling schemes to make the Hetero-Edge system latency-aware, but does not consider communication latency. In [25], Pakha et. al. introduce the idea of control knobs such as frame selection and area cropping to parametrize a custom video protocol that streams videos from cameras to Cloud servers to perform neural-network-based video analytics. Their work highlights opportunities to improve the tradeoffs between bandwidth usage and inference accuracy, but does not address Edge specific latency requirements demanded by many IoT vision applications.

7.2 Approximate Computing

In [23], Mittal provides a survey of approximate computing techniques. Strategies for approximation at the code level such as loop perforation, and at the architecture level such as reduced precision operations are discussed. Regarding applications of approximate computing to Deep Learning, Chen et al. [8] use approximate computing to accelerate network training, while Ibrahim et. al. [18] explore the use of approximate computing to realize Deep Learning networks on resource constrained embedded platforms. Unlike our work, in these works approximate computing is targeted towards reducing the computational load.
In [1], Betzel et. al. introduce the concept of approximate communication to reduce the communication between processing elements in a high performance computing system. They evaluate compression, reduced synchronization, and value prediction as potential approximate communication techniques. In contrast to Betzel et. al. we target latency variations due to interference in wireless communication channels, and investigate the impact on application accuracy.

### 7.3 Distributed Messaging Frameworks

RabbitMQ [34] is an open source messaging system that supports the Advanced Message Queuing Protocol (AMQP), Streaming Text Oriented Messaging Protocol (STOMP), Message Queuing Telemetry Transport (MQTT), and other protocols. It supports multiple messaging styles including pub-sub, request-reply, and point-to-point communication models. RabbitMQ’s design assumes a smart broker, dumb consumer model, with the broker consistently delivering messages. Mez, in contrast, supports a dumb broker, smart consumer model, and is designed specifically for machine vision applications at the Edge.

Kafka proposed by Kreps et al. in [20] is used for collecting and delivering high volumes of data with high throughput. It combines the benefits of traditional log aggregators and messaging systems. Kafka is a pub-sub system in which multiple producers and consumers can publish and retrieve messages at the same time, and store streams of data in distributed, fault tolerant clusters using multiple brokers and partitions. Similar to Mez, Kafka supports a dumb broker, smart consumer model. However, Kafka is focused on delivering high throughput, and not necessarily on latency of individual messages.

NATS [12] messaging system is a recent project that is focused on providing low latency to cloud native applications. Similar to Mez, NATS supports a pub-sub system, and a dumb broker, smart consumer model. However, unlike Mez, NATS is a general purpose messaging system, and does not provide latency guarantees.

### 8 CONCLUSIONS

In this paper, we propose Mez - a publisher-subscriber messaging system for distributed machine vision at the IoT Edge. Mez provides machine vision applications at the Edge the ability to specify network latency upper bound for the video frames transferred from the IoT camera nodes to the Edge server, along with an accuracy lower bound that the application can tolerate. Many machine vision applications support the approximate computing paradigm, where useful enough results can be obtained despite reduced quality input. The latency controller in Mez achieves application specified network latency despite channel interference, by modifying the video frames to reduce their sizes such that the application accuracy specifications are satisfied as well. Additionally, the design of Mez incorporates an in-memory log based storage that takes advantage of specific features of machine vision applications to implement low latency operations. We also discuss the fault tolerance capabilities of the Mez design. Our experimental evaluation of Mez on an IoT Edge testbed with a pedestrian detection machine vision application indicates that Mez is able to tolerate latency variations of up to 10x with a modest drop in application accuracy of less than 4.2%. We also discuss alternatives to some of our design choices, and suggest directions for future work.

### ACKNOWLEDGMENTS

This research is partially supported by the National Science Foundation (NSF) under Award No. 1831795.
REFERENCES

[1] Filipe Betzel, Karen Khatamifard, Harini Suresh, David J. Lilja, John Sartori, and Ulya Karpuzcu. 2018. Approximate Communication: Techniques for Reducing Communication Bottlenecks in Large-Scale Parallel Systems. *ACM Comput. Surv.* 51, 1, Article Article 1 (Jan. 2018), 32 pages. https://doi.org/10.1145/3145812

[2] Flavio Bonomi, Rodolfo Milito, Preethi Natarajan, and Jiang Zhu. 2014. Fog Computing: A Platform for Internet of Things and Analytics. Springer International Publishing, Cham, 169–186. https://doi.org/10.1007/978-3-319-05029-4_7

[3] Flavio Bonomi, Rodolfo Milito, Jiang Zhu, and Sateesh Addepalli. 2012. Fog Computing and Its Role in the Internet of Things. In *Proceedings of the First Edition of the MCC Workshop on Mobile Cloud Computing* (Helsinki, Finland) (MCC âĂŻ12). Association for Computing Machinery, New York, NY, USA, 13âĂŞ16. https://doi.org/10.1145/2342509.2342513

[4] C. Canel, T. Kim, G. Zhou, C. Li, H. Lim, D. G. Andersen, M. Kaminsky, and S. R. Dulloor. 2019. Scaling Video Analytics on Constrained Edge Nodes. In *Proceedings of the 2nd SysML Conference* (SysML âĂŻ19), Palo Alto, CA, 1–5.

[5] Z. Cao, G. Hidalgo Martinez, T. Simon, S. Wei, and Y. A. Sheikh. 2019. OpenPose: Realtime Multi-Person 2D Pose Estimation using Part Affinity Fields. *IEEE Transactions on Pattern Analysis and Machine Intelligence* (2019), 1–1.

[6] Z. Cao, T. Simon, S. Wei, and Y. Sheikh. 2017. Realtime Multi-person 2D Pose Estimation Using Part Affinity Fields. In *2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, 1302–1310.

[7] CD.Foundation. 2020. Jenkins. https://jenkins.io/

[8] C. Chen, J. Choi, K. Gopalakrishnan, V. Srinivasan, and S. Venkataramani. 2018. Exploiting approximate computing for deep learning acceleration. In *2018 Design, Automation Test in Europe Conference Exhibition* (DATE). 821–826.

[9] Zhuo Chen, Wenlu Hu, Junjie Wang, Siyan Zhao, Brandon Amos, Guanhang Wu, Kiryong Ha, Khalid Elgazzar, Padmanabhan Pillai, Roberta Klatzky, Daniel Siewiorek, and Mahadev Satyanarayanan. 2017. An Empirical Study of Latency in an Emerging Class of Edge Computing Applications for Wearable Cognitive Assistance. In *Proceedings of the Second ACM/IEEE Symposium on Edge Computing* (San Jose, California) (SEC âĂŻ17). Association for Computing Machinery, New York, NY, USA, Article Article 14, 14 pages. https://doi.org/10.1145/3132211.3134458

[10] M. Chiang and T. Zhang. 2016. Fog and IoT: An Overview of Research Opportunities. *IEEE Internet of Things Journal* 3, 6 (2016), 854–864.

[11] NVIDIA Corporation. 2020. Jetson AGX Xavier. https://developer.nvidia.com/embedded/jetson-agx-xavier

[12] Cloud Native Computing Foundation. 2020. NATS, Documentation. https://nats.io

[13] The Linux Foundation. 2020. gRPC. https://grpc.io/

[14] The Linux Foundation. 2020. kubernetes. https://kubernetes.io/

[15] Anjus George and Arun Ravindran. 2019. Latency Control for Distributed Machine Vision at the Edge Through Approximate Computing. In *Edge Computing – EDGE 2019*, Tao Zhang, Jinpeng Wei, and Liang-Jie Zhang (Eds.). Springer International Publishing, Cham, 16–30.

[16] Kiryong Ha, Zhuo Chen, Wenlu Hu, Wolfgang Richter, Padmanabhan Pillai, and Mahadev Satyanarayanan. 2014. Towards Wearable Cognitive Assistance. In *Proceedings of the 12th Annual International Conference on Mobile Systems, Applications, and Services* (Bretton Woods, New Hampshire, USA) (MobiSys âĂŻ14). Association for Computing Machinery, New York, NY, USA, 68âĂŞ81. https://doi.org/10.1145/2594368.2594383

[17] J. Han and D. Jeong. 2010. A Practical Implementation of IEEE 1588-2008 Transparent Clock for Distributed Measurement and Control Systems. *IEEE Transactions on Instrumentation and Measurement* 59, 2 (2010), 433–439.

[18] A. Ibrahim, M. Osta, M. Alameh, M. Saleh, H. Chible, and M. Valle. 2018. Approximate Computing Methods for Embedded Machine Learning. In *2018 25th IEEE International Conference on Electronics, Circuits and Systems (ICECS)*, 845–848.

[19] Docker Inc. 2020. docker. https://www.docker.com/

[20] Jay Kreps, Neha Narkhede, and Jun Rao. 2011. Kafka : a Distributed Messaging System for Log Processing. In *International Workshop on Networking Meets Databases* (NetDB).

[21] E. A. Lee, B. Hartmann, J. Kubiatowicz, T. Simunic Rosing, J. Wawrzynek, D. Wessel, J. Rabaey, K. Pister, A. Sangiovanni-Vincentelli, S. A. Seshia, D. Blaauw, P. Dutta, P. Fu, C. Guerstrin, Taskar, R. Jafari, D. Jones, V. Kumar, R. Mangharam, G. J. Pappas, R. M. Murray, and A. Rowe. 2014. The Swarm at the Edge of the Cloud. *IEEE Design Test* 31, 3 (2014), 8–20.

[22] Yao Lu, Aakanksha Chowdhey, and Srikanth Kandula. 2016. *VisFlow: A Relational Platform for Efficient Large-Scale Video Analytics*. Technical Report MSR-TR-2016-13. Microsoft. https://www.microsoft.com/en-us/research/publication/visflow-relational-platform-efficient-large-scale-video-analytics/

[23] Sparsh Mittal. 2016. A Survey of Techniques for Approximate Computing. *ACM Comput. Surv.* 48, 4, Article Article 62 (March 2016), 33 pages. https://doi.org/10.1145/2893356

[24] C. Neff, M. Mendieta, S. Mohan, M. Baharani, S. Rogers, and H. Tabkhi. 2019. REVAMPZT: Real-time Edge Video Analytics for Multi-camera Privacy-aware Pedestrian Tracking. *IEEE Internet of Things Journal* (2019), 1–1.

[25] Chrisma Pakha, Aakanksha Chowdhey, and Junchen Jiang. 2018. Reinventing Video Streaming for Distributed Vision Analytics. In *Proceedings of the 10th USENIX Conference on Hot Topics in Cloud Computing* (Boston, MA, USA)
A. Rasouli, I. Kotseruba, and J. K. Tsotsos. 2017. Are They Going to Cross? A Benchmark Dataset and Baseline for Pedestrian Crosswalk Behavior. In 2017 IEEE International Conference on Computer Vision Workshops (ICCVW). 206–213.

Ergys Ristani, Francesco Solera, Roger Zou, Rita Cucchiara, and Carlo Tomasi. 2016. Performance Measures and a Data Set for Multi-target, Multi-camera Tracking, Vol. 9914. https://doi.org/10.1007/978-3-319-48881-3_2

E. Ristani and C. Tomasi. 2018. Features for Multi-target Multi-camera Tracking and Re-identification. In 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition. 6036–6046.

D. Sabella, A. Vaillant, P. Kuure, U. Rauschenbach, and F. Giust. 2016. Mobile-Edge Computing Architecture: The role of MEC in the Internet of Things. IEEE Consumer Electronics Magazine 5, 4 (2016), 84–91.

M. Sapienza, E. Guardo, M. Cavallo, G. La Torre, G. Leombruno, and O. Tomarchio. 2016. Solving Critical Events through Mobile Edge Computing: An Approach for Smart Cities. In 2016 IEEE International Conference on Smart Computing (SMARTCOMP). 1–5.

M. Satyanarayanan, P. Bahl, R. Caceres, and N. Davies. 2009. The Case for VM-Based Cloudlets in Mobile Computing, IEEE Pervasive Computing 8, 4 (2009), 14–23.

W. Shi, J. Cao, Q. Zhang, Y. Li, and L. Xu. 2016. Edge Computing: Vision and Challenges. IEEE Internet of Things Journal 3, 5 (2016), 637–646.

T. Simon, H. Joo, I. Matthews, and Y. Sheikh. 2017. Hand Keypoint Detection in Single Images Using Multiview Bootstrapping. In 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 4645–4653.

Pivotal Software. 2020. RabbitMQ by Pivotal. https://www.rabbitmq.com/

O. Vermesan and P. Friess. 2011. Internet of Things - Global Technological and Societal Trends (reprint ed.). River Publishers, Chapter 2.

Open Source Computer Vision. 2019. OpenCV Documentation. https://docs.opencv.org

Xiaogang Wang. 2013. Intelligent Multi-Camera Video Surveillance: A Review. Pattern Recogn. Lett. 34, 1 (Jan. 2013), 34–49. https://doi.org/10.1016/j.patrec.2012.07.005

S. Wei, V. Ramakrishna, T. Kanade, and Y. Sheikh. 2016. Convolutional Pose Machines. In 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 4724–4732.

K. Zhang, J. Ni, K. Yang, X. Liang, J. Ren, and X. S. Shen. 2017. Security and Privacy in Smart City Applications: Challenges and Solutions. IEEE Communications Magazine 55, 1 (2017), 122–129.

W. Zhang, S. Li, L. Liu, Z. Jia, Y. Zhang, and D. Raychaudhuri. 2019. Hetero-Edge: Orchestration of Real-time Vision Applications on Heterogeneous Edge Clouds. In IEEE INFOCOM 2019 - IEEE Conference on Computer Communications. 1270–1278.