Genetic Meta-Structure Search for Recommendation on Heterogeneous Information Network

Zhenyu Han ∗, Fengli Xu ∗, Jinghan Shi †, Yu Shang ∗, Haorui Ma ∗, Pan Hui ‡, Yong Li ∗
∗ Beijing National Research Center for Information Science and Technology (BNRist), Department of Electronic Engineering, Tsinghua University, Beijing, China, 100084
† Beijing University of Posts and Telecommunications, BUPT
‡ University of Helsinki, The Hong Kong University of Science and Technology

ABSTRACT

In the past decade, the heterogeneous information network (HIN) has become an important methodology for modern recommender systems. To fully leverage its power, manually designed network templates, i.e., meta-structures, are introduced to filter out semantic-aware information. The hand-crafted meta-structure rely on intense expert knowledge, which is both laborious and data-dependent. On the other hand, the number of meta-structures grows exponentially with its size and the number of node types, which prohibits brute-force search. To address these challenges, we propose Genetic Meta-Structure Search (GEMS) to automatically optimize meta-structure designs for recommendation on HINs. Specifically, GEMS adopts a parallel genetic algorithm to search meaningful meta-structures for recommendation, and designs dedicated rules and a meta-structure predictor to efficiently explore the search space. Finally, we propose an attention based multi-view graph convolutional network module to dynamically fuse information from different meta-structures. Extensive experiments on three real-world datasets suggest the effectiveness of GEMS, which consistently outperforms all baseline methods in HIN recommendation. Compared with simplified GEMS which utilizes hand-crafted meta-paths, GEMS achieves over 6% performance gain on most evaluation metrics. More importantly, we conduct an in-depth analysis on the identified meta-structures, which sheds light on the HIN based recommender system design.
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1 INTRODUCTION

Heterogeneous information networks (HINs) [21] have shown great potential for recommendation tasks due to the rich information provided by heterogeneous relations. In recommendation scenario, users can rate items, write reviews, and add new friends. Items also have different properties, which include brands, categories, origins et al.. The HIN is able to represent all relations above in a single graph, which provides much more information than traditional user-item interaction for recommendation tasks.

To effectively extract semantic information, meta-path [11] is proposed. The meta-path defines a message-passing prototype that selects information according to specific semantics. Recently, the meta-structure [4, 21] is introduced as a generalization of the meta-path, where the chain structure is replaced by a graph structure. In that case, meta-paths can be regarded as a special case of meta-structures. In the following paper, we refer meta-structures to represent both meta-paths and meta-structures as a more general form.

Although meta-structures are effective to mine the semantics in HINs, it is hard for us to design the meta-structures. First, we have little prior knowledge on meta-structure design. Moreover, the designed meta-structures are data-dependent and cannot be extended to other HINs. In that case, lots of human labor is needed to apply meta-structure based recommendation model on HINs.

In this work, we try to leverage the power of automated machine learning to automatically search meaningful meta-structures for recommendation. However, two challenges lie in the automated HIN recommendation model. First, the number of meta-structures increases exponentially with nodes, which makes it impossible to brute-force search all of them on recommendation tasks. Second, the recommendation model needs to leverage multiple meta-structures for various semantics, which requires an effective method to combine information learned by searched meta-structures. Therefore, the varying combinations of meta-structures bring more difficulties on both the problem search space and model design.

To overcome these challenges, we propose Genetic Meta-structure Search, i.e., GEMS. Specifically, we design a genetic-algorithm-based
model to automatically search meaningful meta-structures for recommendation tasks. The genetic algorithm generates new meta-structures for recommendation, while not all of the meta-structures are informative. To narrow down the search space, We set up several rules to make sure most of the generated meta-structures are meaningful for recommendation. Besides, we design a meta-structure predictor to pre-evaluate meta-structure performance before evaluating on real recommendation tasks. By filtering out badly performed meta-structures in advance, we can save computational resources for promising ones. To combine different semantics from meta-structures, we design an attention-based multi-view graph convolutional network (GCN) module that dynamically fuses learned embeddings for each meta-structure. Overall, GEMS achieves a performance gain of over 6% compared with the simplified version that leverages hand-crafted meta-paths for recommendation tasks. The contributions of this work can be summarized as follows:

- To the best of our knowledge, this paper is the first work to explicitly search meta-structures for heterogeneous information networks. We transfer the genetic algorithm from traditional numerical optimization to meta-structure search problems. Our work saves human labor from complex meta-structure designs, resulting in a universal model for recommendation tasks in heterogeneous information networks.
- We narrow down the problem search space by defining a reasonable meta-structure encoding method and mutation rules, along with a meta-structure predictor to filter promising meta-structures before training on recommendation datasets.
- We propose an attention-based multi-view GCN module to dynamically fuse information guided by different meta-structures for a better recommendation.
- We conduct extensive experiments to demonstrate the effectiveness of our proposed models while providing explainable results that may shed light on human-labored meta-structure design.

2 PRELIMINARIES

In real-world recommender systems, we often face complex relationships between different entities like Figure 1 shows, where the relations of different entities are complex. To properly model these relations, heterogeneous information network is introduced.

Definition 2.1. Heterogeneous Information Network [11]. Given a graph $G = (V, E)$, where $V$ is the node set and $E$ is the edge set. With a node mapping function $\phi(v) : V \to T, \forall v \in V$ and a relation mapping function $\psi(e) : E \to R, \forall e \in E$, where $T$ is the node type set and $R$ is the edge type set. If the number of node types $|T| > 1$ or the number of relations types $|R| > 1$, the directed graph $G = (V, E, T, R)$ is a heterogeneous information network.

Heterogeneous nodes and edges make it more difficult to filter out useful information in HINs. As a result, researchers propose to mine HINs with hand-crafted semantic-aware network templates like meta-structures, which is defined as follows.

Definition 2.2. Meta-Structure [4] Given a HIN $G = (V, E, T, R)$, a meta-structure $M = (V^*, E^*)$ is a sub-graph whose node $v^* \in T^*$, edges $e^* \in R$. The meta-structure $M$ links a single source node $v^*_s$ and a single sink node $v^*_t$.

As mentioned in previous text, the design of meta-structure is complicated. Based on expert knowledge of recommender systems, we can design some collaborative filtering meta-structures like user-item-user-item, which depicts the phenomenon that people who have purchased the same items may have similar preferences. However, if we want to model more complex relationship which are usually data-dependent, we have to spend more energy into the design of meta-structures since previous experiences are very limited.

To save human labor from tedious meta-structure designing, we adopt automated machine learning paradigm to explicitly search meaningful meta-structures for recommendation. Specifically, we modify genetic algorithm to explore designed search space as well as choose promising meta-structures for optimization. Genetic algorithm [2] is a search heuristic that is inspired by natural evolution theory. Genetic algorithm maintains a population of models, each model containing multiple genes that encode the search space instances. Each model is called an individual. During each generation, there are possibilities for each individual’s genes to mutate and crossover to explore the search space, then the environmental evaluator will score each individual and eliminate individuals who perform badly. Finally, the remain individuals reproduce according to the evaluated score to increase the percentage of promising genes. Finally, the recommendation problem in HINs can be defined as follows.

Problem 1. Recommendation in HINs. Given a HIN $G$ with user’s purchase records dataset $D = \{< u, v > \}$, where $u, v$ stands for user id and item id accordingly. For each user, we leverage meta-structure $M$ to filter new interactions as side-information to generate a ranked list of items that are of interest to the user.

3 METHOD

Effective meta-structure design takes lots of human effort, which inspires us to leverage automated machine learning paradigm to search promising meta-structures for recommendation. However, the search space of meta-structures grows exponentially with its size, while the varying combination of node type $T$ in HINs further enlarges the search space of meta-structures. Another problem emerges during the utilization of meta-structures. Each meta-structure corresponds to a semantic-aware feature extracted from HINs. To fully harness the power of HINs, recommendation models
usually adopt multiple meta-structures. How to determine their importance and combine them together in a single model is another important issue in HIN recommendation.

In GEMS model, we propose a novel genetic framework to automatically design effective meta-structures. Besides, we carefully design a set of mutation rules and evaluation modules to further narrow down the search space. As for the second challenge on leveraging information of multiple meta-structures, we introduce an attention based multi-view GCN module for recommendation.

3.1 Genetic Framework

The genetic algorithm maintains a population as a collection of individuals. Each individual possesses several genes as its unique features. In our HIN recommendation scenario, an individual is a recommendation model with selected meta-structures. To leverage the power of genetic algorithms, we need to encode these meta-structures into genes as the problem search space. Such an encoding method should satisfy the property that every meta-structure can be represented by the encoded gene. In that case, we encode the meta-structure by an ordered node type list $M$ and an adjacency matrix $A_M$ according to linkages in the meta-structure.

We first connect the meta-structure search with genetic algorithm by encoding meta-structure into gene representation. As shown in Figure 2, all the genes of individuals are mutated and then crossover with each other to generate new genes or new combinations of genes. These two operations are introduced to explore the problem search space. Then each individual will be pre-evaluated by the meta-structure predictor of GEMS, which aims to judge the performance of individuals by their gene combinations. For promising individuals with high pre-evaluated scores, they will be evaluated on recommendation tasks by the attention based multi-view GCN module. For individuals with low pre-evaluated scores, we directly use this predicted score as their performance. To select promising meta-structures, in genetic algorithm we eliminate individuals by their performance. That is, we preserve individuals with high performance while delete badly performed ones. In that case, promising individuals and meta-structures therein will be preserved. Further, the remaining individuals will reproduce according to their performance to construct a new generation. The reproduce process generate duplicates of promising individuals to maintain the population size.

To understand how these genetic operations work in the HIN recommendation scenario, we divide them into two categories. At the gene level, mutation will change the structure of genes, which results in new meta-structures. According to the representation of genes, mutation can be divided into two types: add/delete edges as well as add/delete nodes. Edge mutation only affects the adjacency matrix, which randomly flips elements. Node mutation will add/delete nodes in the gene, which needs to add/delete elements in both the type list and the adjacency matrix. For example, if we need to delete a specific node, it will be removed from type list $T_M$, then the corresponding row and columns will also be removed from $A_M$. On the other hand, if we need to add a new node, first we randomly choose a node type and append it at the end of $T_M$. Then, a new row and new column will also be appended to $A_M$. Elements of the new row and new column are randomly set. Meanwhile, crossover operation exchanges genes among individuals to strengthen gene circulation. Gene itself will not be modified in crossover operation. In conclusion, mutation and crossover operations enable GEMS to explore all possible search space of meta-structures effectively.

At the individual level, elimination and reproduction operations will guide the optimization process to find promising meta-structures. Genetic algorithm obsoletes individuals who perform badly on recommendation tasks, and the corresponding genes will be deleted. The remaining individuals generate their gene copies to form new individuals according to their performance, which makes promising genes prosper in the whole population. In that case, GEMS evolves to leverage better meta-structures for recommendation.

3.2 Search Space Optimization

As mentioned before, the search space of meta-structures is huge. Particularly, there are three factors that enlarge the search space. First, the node type list $T_M$ has different combinations due to the heterogeneous nodes in HIN. Given a HIN $G = (V, E, T, R)$, the number of node types is defined as $m := |T|$. For a meta-structure containing $n$ nodes, there exists $m^n$ type lists. Second, the connection between meta-structure nodes is another important factor that enlarges the search space. Even if the node type list $T_M$ is fixed, there are still $2^{n^2}$ adjacency matrices that results in different genes. Third, since the recommendation model leverages multiple meta-structures at the same time, different combinations of meta-structures will further extend the required search space. If the recommendation model adopts $k$ meta-structures, in the worst case the problem search space is $\binom{m^n \times 2^{n^2}}{k}$.

The huge search space makes it impossible to find optimal meta-structures for recommendation. According to the above analysis, we propose three constraints to avoid meaningless meta-structures during the search process. First, based on the domain knowledge of recommender system, we impose several constraints on meta-structure genes to eliminate infeasible choices. Second, we set up three mutation rules to make sure that new genes produced by the mutation process introduce meaningful information for recommendation. Third, we design a meta-structure predictor to reduce the number of individuals that will be evaluated on recommendation tasks.
Accordingly, since we need to recommend businesses for users, we consider possible relations in the HIN by presetting forbidden rules to ensure most of the new genes will exert influence on recommendation. We introduce three mutated gene sets generated by the mutation operation. However, many mutated genes are meaningless for recommendation. We make the following observations of HIN based recommender systems.

- Relations in HIN are constrained. Take Yelp as an example, category (A) nodes can only link with business (B) nodes, while linkages with user (U) nodes are not allowed.
- Models leveraging HIN for recommendation usually concern the source and the sink nodes of meta-structures but not the whole path. For example, in [14, 21] meta-structures perform as semantic filters, where new interaction matrices under corresponding semantics are constructed to provide side information for recommendation.

Based on the first observation, during the encoding process, we consider possible relations in the HIN by presetting forbidden links in adjacency matrix $A_M$ as −1. In that case, we exclude meta-structures that are not practical for specific HIN. According to the second observation, we focus on the source node and sink node only. We refer these two nodes as target nodes in the following text. We fix the first two nodes of $T_M$ as the target nodes. For example, in Yelp dataset, the target nodes are user (U) and business (B) accordingly, since we need to recommend businesses for users. In recommendation scenario, the influence between users and items is mutual, which means the link between the target nodes is bidirectional. In that case, we can omit the direction of meta-structure, resulting in an upper triangular adjacency matrix.

Figure 3 demonstrates a meta-structure with its encoded gene in Yelp dataset. The source node is set as user (U), which is colored as green. The sink node is business (B), which is colored as red. According to the optimized encoding method, most elements in the encoded adjacency matrix are −1, which greatly reduces the problem search space.

### Mutation Rules

During evolution, new genes will be generated by the mutation operation. However, many mutated genes are meaningless for recommendation. We introduce three mutation rules to ensure most of the new genes will exert influence on recommendation.

- Avoid non-exist links: According to the definition of the meta-structure gene, during each mutation we will not flip elements of −1. This rule promises the effectiveness of new genes so that all mutated meta-structure are available in HINs. As shown in Figure 4(a), the mutated graph connects user (U) and city (I), which is not allowed in this scenario.
- Avoid constant information loops: In recommendation scenario, new interactions are extracted according to meta-structures. If the mutation does not affect the paths between target nodes, there will be little difference in searched adjacency matrix. Since the following GCN module is based on this adjacency, the recommendation performance will not receive much performance gain. Based on this understanding, we have the second rule that the paths between target nodes should be changed during mutation. In Figure 4(b), the mutation does not introduce new paths from the green user (U) to the red business (B), which is considered invalid.
- Cut off side-branches: After mutation there will be side-branches in the meta-structure, e.g. a single node that only has one edge with all other nodes. These side-branches will not affect the effectiveness of meta-structures since they do not provide any information. In that case, after the mutation we delete all the side-branches to further narrow down gene numbers that need to be evaluated in the following module. Figure 4(c) demonstrates such side-branches. Since each business (B) has a corresponding category (A) connection, these side-branches are useless for recommendation.

### Meta-Structure Predictor

Different combinations of meta-structures will greatly affect recommendation performance. The meta-structure predictor tries to infer recommendation performance by meta-structure combinations for each individual. Introducing the meta-structure predictor to filter promising individuals can save lots of computational resources and explore more meta-structures in limited time. In the worst case, it can remember the performance of evaluated meta-structures, which is also helpful for speed-up search process. Here, we build a small GCN network according to the meta-structures (rather than the adjacency matrix it corresponds). Each kind of node type has an embedding vector, and the GCN layer is built on connections defined by the meta-structure. The meta-structure predictor is trained by the real recommendation performance of each individual. We normalize the metrics into $−1 \sim 1$ to generate higher accuracy predictions. The meta-structure predictor adopts MSE loss function for training.

With the above methods for search space optimization, the GEMS model can explore more meta-structures and select meaningful ones for recommendation purpose in reasonable time.

### Attention Based Multi-view GCN Design

To leverage different semantic information in HIN, recommendation models need to adopt multiple meta-structures to extract corresponding knowledge. In GEMS, we design a multi-view GCN architecture to fuse semantic information guided by meta-structures.

Figure 5 demonstrates the architecture of proposed multi-view GCN on user (U) nodes. For each individual, GEMS builds multiple independent GCN layers by different meta-structure adjacency matrices. These GCN layers will learn embedding vectors that have different semantic meanings on HIN recommendation tasks. To fully leverage the combinational effect on semantics, we fuse these embedding vectors in following attention fusing module. Finally
the fused embeddings are used to calculate similarities between user-item pairs for recommendation tasks.

During the construction of meta-structure adjacency, sampling is needed to control the number of linkages in the adjacency matrix since the neighbor size goes quickly with the depth of the meta-structure. To ensure fairness during sampling, the search process begins from the node type which has the biggest degree in the HIN. We denote the adjacency matrix corresponding with meta-structure \( M \) as \( N_M \), and the neighbor set of node \( i \) is \( N_M(i) \).

According to different adjacency matrices defined by meta-structures, we construct multiple interaction graphs. Upon these interaction graphs, GEMS trains different GCN layers to capture corresponding semantic information on HIN. It should be noted that, the meta-structure can connect two far-away nodes, which enlarge the receptive field of GCN. In that case, we adopt a single layer GCN for each meta-structure to reduce the computational overhead.

To fuse the embeddings learned by different GCNs together, we propose an attention based embedding fusion mechanism to dynamically assign the importance weight for every meta-structures, which is obtained as follows:

\[
\alpha_i = \text{softmax}(\mathbf{h}_i^* \cdot \mathbf{q}_i). \tag{2}
\]

The fused embedding is computed as the attention coefficient weighted sum over the embeddings derived from different meta-structures, and it is expressed as follows:

\[
y_i = \sum_{\nu=1}^{n} \alpha_i^\nu \mathbf{h}_i^\nu. \tag{3}
\]

Finally, the inner product of fused embeddings is used to evaluate the similarity between users and items.

According to the embedding fusing module, the GEMS model combines different semantics from meta-structures for individuals.

### 3.4 Training and Learning

In GEMS, the attention based multi-view GCN is trained in a supervised learning approach with the purchase record of dataset \( D = \{<u_i, v_i>\} \), where \( u_i \) stands for users and \( v_i \) stands for items. The specific meaning of the item depends on the dataset. The recommendation likelihood is calculated as follows:

\[
z(u_i, v_i) = \sigma(h_{u_i} \cdot h_{v_i}), \tag{4}
\]

where \( h_{u_i}, h_{v_i} \) are fused embeddings of the GCN backend, and \( \sigma(\cdot) \) is the sigmoid activation function.

For any positive purchase record in dataset \( D \), we sample a predefined number of negative items \( v_n \) according to the occurrence frequency of items. We adopt a max-margin based ranking loss function to train the GCN backend as follows:

\[
J_{G}(u_i, v_i) = \mathbb{E}_{v_n} \max\{0, z(u_i, v_n) - z(u_i, v_i) + \Delta\}, \tag{5}
\]

where \( \Delta \) denotes the hyper-parameter of pre-defined margin. The intuition is to train the model to predict the positive samples with a higher likelihood by a pre-defined margin than negative items.

Individuals are fully independent after crossover operation, and meta-structure adjacency search and GCN training can be fully parallelized. This enables us to leveraging the high concurrency ability of modern computing hardware to speed-up model convergence.

To better understand the procedure of GEMS, we provide a detailed description as shown in Algorithm 1.
Algorithm 1: Genetic Meta-Structure Search

Require: HIN $G = (V, E)$, Dataset $D = \{<v_i, v_j>\}$, node features $\{x_v, y_v \in V\}$, epoch number $e$

Ensure:
1. Initialize $genePool$ for the population
2. Initialize meta-structure predictor $predic()$
3. for epoch $= 1$ to $e$ do
4. /*Mutate and Crossover*/
5. $genePool = $Mutate($genePool$)
6. $genePool = $Crossover($genePool$)
7. for individual do
8. Assign $individual\_Genes$ from $genePool$
9. /*Using predictor to filter promising individuals*/
10. if $predic\_G\_genes() < threshold$ then
11. $metric = predic\_G\_genes()$
12. continue
13. else
14. for gene in $individual\_Genes$ do
15. /*Adjacency Search*/
16. $N_\text{gene} = \text{AdjSearch}\_G\_gene()$
17. end for
18. /*Train the GCN and perform recommendation task*/
19. $metric = \text{GCN}(x_v, D, N)$
20. end if
21. end for
22. /*Eliminate and Reproduce*/
23. $population = \text{Eliminate}(population, metrics)$
24. $population = \text{Reproduce}(population, metrics)$
25. Train meta-structure predictor by ($individual, metric$) pairs
26. end for

4 EXPERIMENTS

4.1 Datasets and Baselines

We evaluate our proposed solution GEMS as well as competitive baselines on three widely used real-world recommendation datasets with rich heterogeneous information, Yelp, Douban Movie and Amazon. Yelp is a platform for users to rate local businesses and share photos for others’ reviews. Douban Movie is a well-known social media network in China for users to rate, share, and comment movies. Amazon is one of the biggest e-commerce platforms with global operations. These three datasets have different densities of records and semantic information, which guarantees the reliability of experiments.

The basic statistics and relations of these datasets are available in Table 1. Douban Movie is a dense dataset, whose rating matrix achieves a density of 0.630%. In the meantime, it preserves rich information for HIN recommendation up to contains 6 relations. As for the Amazon dataset, user-user relationship does not exist. Thus, user nodes can only link with item nodes. The Amazon dataset represents traditional recommendation information, where the relation types are relatively limited. Yelp dataset has a sparse rating matrix with a density of 0.086%. However, it contains three relations for user nodes and two relations for business nodes, which preserves rich semantics for HIN recommendation.

In order to show the performance gain of our proposed GEMS model, we compare it with eight state-of-the-art baselines in recommendation tasks. Specifically, they include traditional matrix factorization based models (NMF, BMF, Metapath MF, and SVD++), GCN-based models (PinSAGE and GAT), alone with recent models that leverage meta-structures in HINs (HAN and FMG). Recently, new HIN approaches inspired by transformer network like GTN [20] and HGT [3] emerged. In these model there are no explicitly defined meta-structures, and meta-structures are only used to explain the learnt importance of different adjacency matrices. From this perspective, they are different from other models and not included in the baseline comparison.

| Dataset | Relations (A-B) | #A | #B | #A - B |
|---------|----------------|----|----|--------|
| Yelp    | User-Business (U-B) | 16239 | 12677 | 198397 |
|         | User-User (U-U)    | 16239 | 16239 | 158390 |
|         | User-Compliment (U-O) | 16239 | 11 | 76875 |
|         | Business-City (B-I) | 14284 | 47 | 14267 |
|         | Business-Category (B-A) | 14284 | 511 | 40009 |
| Douban Movie | User-Movie (U-M) | 13367 | 12677 | 1068278 |
|         | User-Group (U-G)   | 13367 | 2753 | 970047 |
|         | User-User (U-U)    | 13367 | 13367 | 4085 |
|         | Movie-Actor (M-A)  | 12677 | 6311 | 33587 |
|         | Movie-Director (M-D) | 12677 | 2449 | 11276 |
|         | Movie-Type (M-T)   | 12677 | 38 | 27668 |
| Amazon  | User-Item (U-I)    | 6170 | 2753 | 195791 |
|         | Item-View (I-V)    | 2753 | 3857 | 5964 |
|         | Item-Category (I-C) | 2753 | 22 | 5508 |
|         | Item-Brand (I-B)   | 2753 | 334 | 2753 |

Table 1: The basic information of evaluation datasets.
Table 2: Hand-crafted meta-structures designs from previous papers.

| Dataset       | Meta-Structures          |
|---------------|--------------------------|
| Yelp          | U-B, U-U-B, U-B-U-B, U-B-A-B, U-B-I-B |
| Douban Movie  | U-M, U-M-U-M, U-G-U-M, U-M-A-M, U-M-T-M  |
| Amazon        | U-I, U-I-U-I, U-I-V-I, U-I-B-I, U-I-C-I   |

- FMG [21]: The state-of-the-art model leveraging meta-structures in HIN recommendation. FMG combines matrix factorization with factorization machine to relieve data sparsity.
- GEMS-fix: Instead of searching all possible meta-structures, we preset some hand-crafted meta-structures according to previous papers to examine the performance of our model. The adopted meta-structures are shown in Table 2.

4.2 Experimental Setup and Reproducibility

For evaluation, we divide each dataset into three parts for training, validating and testing with 8:1:1 ratio. Since it is inefficient to rank the test items with the entire item set, for each train/test record, we randomly sample 4/100 negative items based on the popularity to evaluate the models. Then we adopt three commonly used performance metrics as Hit Ratio at Rank K (HR@K), Mean Reciprocal Rank at Rank K (MRR@K) and Normalized Discounted Cumulative Gain at Rank K (NDCG@K). HR@K accounts for whether test items are present in the top-k list, and MRR@K and NDCG@K measure the ranking positions of test positive items.

For the baseline models, we reference the implementations released by the authors and change the loss function into a margin-based ranking loss for recommendation purpose. For the Yelp and Amazon dataset, all the GCN based models like PinSAGE, GAT, HAN and GEMS adopt MF pre-trained embeddings as feature inputs. Considering the number of interactions is huge in Douban dataset, we let these models learn their own feature inputs to avoid limiting their representational ability. We fix the dimensions of embeddings for all evaluated models at 64, and tune the learning rate and regularization parameters to optimal for each model by grid search. Specifically, we adopt the ADAM optimizer with learning rate decay for fine-grained results. For our GEMS, we set the population size as 20, which means 20 individuals in each generation. Each individual contains 5 genes, that are 5 corresponding meta-structures. The mutation probability is set to 0.6 in the first generation, then decreases to 0.3. For each mutation, we set the equal probability for being complex or simple to give more freedom to the searching process in a random walk manner.

The implementation code of our model is available at https://github.com/0oshowero0/GEMS.

4.3 Overall Performance Analysis

The main experiment results of comparing with the baselines across the three datasets are reported in Table 3. From the results, we have the following observations and conclusions.

- In all the three datasets, our proposed GEMS model constantly outperforms the baselines on all evaluation metrics. These results demonstrate the GEMS model can find a more useful meta-structure structure to leverage heterogeneous information better than baseline models.
- GEMS with the hand-crafted meta-structures does not catch up with the state-of-the-art model like HAN and FMG. However, with meta-structure search, the GEMS model greatly outperforms the best baseline method. This phenomenon confirms the importance of meta-structure design in HIN recommendation.
- Compare GEMS with GEMS-fix, we can observe that GEMS outperforms GEMS-fix by 11.7%, 8.8% on HR@3 and NDCG@10 on average. GEMS-fix adopts commonly used hand-crafted meta-structures for recommendation, while it greatly falls behind the searched meta-structures of GEMS. This phenomenon demonstrates that hand-crafted meta-structures are not optimal for recommendation.
- For HINs with different relationships and densities, GEMS surpasses all state-of-the-art models. In Douban Movie dataset, the link density of target nodes is over 6 times bigger than Yelp dataset, which prefers dedicated designed models like HAN or FMG. However, the GEMS model still outperforms all baselines, demonstrating its adaptability over different datasets.

Above analysis demonstrate the effectiveness of our proposed GEMS model, which constantly achieves better performance on different recommendation scenarios.

4.4 Training Efficiency Analysis

To further understand the efficiency of GEMS, we move forward to analyze the performance-time curve on recommendation tasks. An important note is that the search process only exists in the first run. After we found the effective meta-structures, we can omit the search process by directly set the optimized meta-structures. Since GEMS only use one-layer GCN, the inference time should be faster than traditional multiple-layer GCN baselines.

Figure 6 shows the performance evolution of model performance with time on three different datasets. We record the average performance (NDCG@10) of each generation, and choose the maximum performance before a given timestamp. In that case, we can clearly capture the performance evolution of the whole population rather than some outstanding individuals. The initial meta-structure is the direct connection of target interactions for Yelp and Douban Movie dataset. However, for Amazon dataset, initializing by direct interaction will greatly limit the searching process due to the limited relations. To break the symmetry we randomly initialize the meta-structures, which results in the difference at the beginning.

For Yelp dataset, we can observe a clear convergence process for both situations. The performance gain on Yelp dataset is over 2.8%. For Douban and Amazon dataset, the GEMS model achieves 3.9% and 5.6% performance gain accordingly. Considering each recorded performance is averaged for the whole generation, we can draw the conclusion that the search process of GEMS is effective.

We also compare the performance of GEMS in both with predictor and without predictor to examine whether the predictor can help us to explore more meaningful meta-structures in the same period of time. For Yelp dataset, GEMS with predictor achieves a
we examine the most frequent meta-structures in the last 5 generations without predictor takes nearly 1500 minutes to achieve the same meta-structures are already known by us, while others are never searched meta-structures from M1 to M10 for short. Some of the searched 500 meta-structures during the last 5 generations. We labeled each dataset. The green node and red node are target nodes of the new meta-structures that are meaningful for recommendation tasks, as well as improving performance.

4.5 In-depth Meta-Structure Evaluation

In order to investigate whether the proposed GEMS model can find new meta-structures that are meaningful for recommendation tasks, we examine the most frequent meta-structures in the last 5 generations of GEMS to analyze the physical meaning.

As shown in Figure 7, we demonstrate the top 10 meta-structures each dataset. The green node and red node are target nodes of the meta-structure. These genes account for 39.2%, 25.6%, 44.5% of all 500 meta-structures during the last 5 generations. We labeled each meta-structures from M1 to M10 for short. Some of the searched meta-structures are already known by us, while others are never shown in recommender system designs. Thus, we divided the meta-structures into two groups in Table 4.

| Method      | Yelp          | Douhan Movie  | Amazon       |
|-------------|---------------|---------------|--------------|
|             | HR3 | MRR10 | NDCG10 | MRR50 | NDCG50 | HR3 | MRR10 | NDCG10 | MRR50 | NDCG50 | HR3 | MRR10 | NDCG10 | MRR50 | NDCG50 |
| NMF         | 0.1321 | 0.1172 | 0.1692 | 0.1431 | 0.2718 | 0.1359 | 0.1254 | 0.1745 | 0.1430 | 0.2763 | 0.1249 | 0.1197 | 0.1640 | 0.1408 | 0.2739 |
| BMF         | 0.1299 | 0.1148 | 0.1671 | 0.1366 | 0.2696 | 0.1358 | 0.1211 | 0.1726 | 0.1447 | 0.2844 | 0.1380 | 0.1223 | 0.1739 | 0.1448 | 0.2810 |
| Metapath MF | 0.1255 | 0.1124 | 0.1625 | 0.1343 | 0.2670 | 0.1274 | 0.1133 | 0.1634 | 0.1370 | 0.2753 | 0.1301 | 0.1144 | 0.1639 | 0.1361 | 0.2674 |
| SVD++       | 0.1463 | 0.1316 | 0.1733 | 0.1521 | 0.2811 | 0.1394 | 0.1241 | 0.1767 | 0.1482 | 0.2845 | 0.1505 | 0.1279 | 0.1773 | 0.1494 | 0.2876 |
| PinsAGE     | 0.1694 | 0.1456 | 0.2033 | 0.1662 | 0.3005 | 0.1465 | 0.1287 | 0.1808 | 0.1517 | 0.2902 | 0.1469 | 0.1285 | 0.1801 | 0.1503 | 0.2835 |
| GAT         | 0.1706 | 0.1459 | 0.2020 | 0.1665 | 0.2997 | 0.1345 | 0.1189 | 0.1683 | 0.1418 | 0.2786 | 0.1510 | 0.1349 | 0.1883 | 0.1566 | 0.2988 |
| HAN         | 0.1674 | 0.1459 | 0.2047 | 0.1675 | 0.3056 | 0.1496 | 0.1322 | 0.1854 | 0.1532 | 0.2945 | 0.1525 | 0.1348 | 0.1900 | 0.1572 | 0.2953 |
| FMG         | 0.1765 | 0.1486 | 0.2062 | 0.1675 | 0.2957 | 0.1510 | 0.1336 | 0.1800 | 0.1572 | 0.2901 | 0.1532 | 0.1313 | 0.1877 | 0.1555 | 0.2910 |
| GEMS        | 0.1611 | 0.1405 | 0.1967 | 0.1621 | 0.2981 | 0.1437 | 0.1265 | 0.1779 | 0.1495 | 0.2874 | 0.1505 | 0.1322 | 0.1861 | 0.1545 | 0.2912 |
| GEMS-fix    | 0.1776 | 0.1529+ | 0.2106+ | 0.1737+ | 0.3092 | 0.1542+ | 0.1355+ | 0.1888+ | 0.1584 | 0.2976+ | 0.1770+ | 0.1540+ | 0.2111+ | 0.1759+ | 0.3133+ |

Figure 6: The time efficiency analysis of GEMS.

In Yelp dataset, we already know the direct interactions and social-related meta-structures are beneficial for recommendation tasks. For example, M2 depicts the direct relationship between users and businesses, M5 and M7 depict the behavior of common interest between friends. Besides, the collaborative filtering meta-structure M10 often appears in meta-structure based recommendation models. At the same time, new meta-structures can also facilitate recommendations based on their semantics. M6 emphasizes the importance of locality, where users tend to visit local businesses in the same city. M3 and M9 depict enhanced social groups that the same business visited by more than one friend is also attractive for the target customer. What’s more, M4 delivers a more complex relationship that a user tends to patronize the local business that her friend has been to. These searched meta-structures show that social relations and locality play an important role in Yelp dataset.

For movie recommendation in Douban Movie, we can find many collaborative filtering meta-structures like M2, M3, and M6. According to the traditional understanding, users tend to appreciate new movies of the same actor or the same director. We can also find similar social relations as Yelp in M5, M8, where friends tend to share the same interest in movies. New meta-structures like M4 and M10 are two enhanced versions of collaborative filtering. For example, users prefer new movies with the same director and the same type with old ones according to M4. Besides, M1 and M7 combine social relation with collaborative filtering, where the collaborative filtering path links the friend of the target user.
In Amazon dataset, user-user relationship does not exist. Users can only connect to item nodes, generating a traditional recommendation scenario. The resulting meta-structures show that most of the meta-structures can be regarded as a simple modification on collaborative filtering meta-structures. It shows that the GEMS can also work well in traditional recommendation scenarios.

From these results and analysis, we can confirm the effectiveness of the searched meta-structures by GEMS. Besides, these meta-structures can also provide new inspirations on recommender system design. First, there are only 7 meta-structures among these 30 meta-structures, which confirms the effectiveness of meta-structures for HIN recommendation. Newly designed recommendation models should adopt meta-structures to better leverage the complex relations of HINs. Another important insight is that there is no perfect design paradigm that suits all recommendation scenarios. For Yelp users, social factors are very important. While for the Douban Movie or Amazon users, they often pay more attention to the item itself. During the design of meta-structures, we need to consider the core feature of scenarios for a better recommendation.

### Table 4: Hand-crafted and newly searched meta-structures.

| Dataset    | Hand-crafted Meta-Struct. | Newly Searched Meta-Struct. |
|------------|---------------------------|----------------------------|
| Yelp       | M2, M5, M7, M10           | M1, M3, M4, M6, M8, M9     |
| Douban     | M2, M3, M5, M6, M8        | M1, M4, M7, M9, M10        |
| Amazon     | M1-M5, M7, M9, M10        | M6, M8                     |

### 4.6 Effectiveness of Meta-Structure Predictor

To further evaluate the effectiveness of the proposed meta-structure predictor, we train meta-structure predictors on the historical performance of each individual, then compare their performance on both training set and test set. Figure 8 shows the relation between the true label and predictor output on Amazon dataset. Ideally, the predicted results should be exactly the same as the true label. However, since the predictor evaluates the performance at individual level, it is not able to hard remember the performance of meta-structures, which brings more difficulties during inference. We need to note that the absolute output is not a key factor to evaluate the predictor. Since the meta-structure predictor is designed to select promising individuals, we only expect the relative performance is correct. In that case, the promising individuals will still surpass worse ones and sent to be evaluated on real recommendation tasks. To evaluate the ranking performance, we further exam the Spearman ranking correlations between the predictor output and true labels as shown in Table 5. We can find that the ranking performance of meta-structure predictor is promising for unseen data on the test set. Compared with other automated predictors like [9], our meta-structure predictor achieves reasonable performance on model selection.

### 4.7 Parameter Sensitivity

We investigate the sensitivity of parameters for GEMS model on regularization parameters and embedding dimension. Experiments are implemented on Yelp dataset.

From Figure 9, we can observe that the performance varies with regularization parameters (lambda) and the embedding dimensions, but the NDCG@10 consistently remains above 0.16. Specifically, the optimal regularization parameter for GEMS is 0.05. In addition, the NDCG@10 consistently increases from 0.1714 to 0.1959 when the embedding dimensions increase from 16 to 64, and it starts to go down when the embedding dimensions are 128. This phenomenon validates the hyper-parameter choices during experiment section.
5 RELATED WORK

Graph convolutional networks: The idea of GCNs is to design a spatial in-variant aggregate function to generate node embeddings by aggregating features from their local neighbourhood [5]. In recommendation systems, user-item connections naturally form a network structure, which suits the GCN based models. PinSage [19] constructs GCN on item graph to learns item-to-item similarity, and DiffNet [15] performs social diffusion process on user-user graph by GCN. However, using a homogeneous graph greatly limits the expressiveness of GCN model. In that case, heterogeneous information networks are becoming the mainstream setup of GCN. Heterogeneous information networks: Heterogeneous information network [11] is a well-established framework that contains different types of nodes and relations, which processes much more semantic information than the traditional homogeneous network. To effectively guide information propagation in HINs, meta-path based models like PathSim [11] have been proposed. Meta-path based models demonstrate promising results on HIN setting, which stimulates many data mining tasks like recommendation [10], similarity search and classification [1] to leveraging the power of HINs. Except for meta-path based model, the meta-structure has also become a new topic in HINs. In recommendation area, social factors are important for a success recommendation [17], which requires HINs to improve the recommendation quality. RecoGCN [18] proposes a meta-path based attention GCN in agent-initiated social e-commerce scenario. FMG [21] adopts a MF+FM schema to leverage meta-structures for recommendation. As a more general term, we use meta-structure to represent both the two concept.

Automated machine learning: AutoML is a broad concept that applies to all automated models that try to take the place of humans on identifying proper configurations in machine learning concept. Automated model selection [16] is a common examples of AutoML. In this paper, the proposed GEMS leverages genetic algorithm to find meaningful meta-structures, which is the first try on automated meta-structure searching for HIN recommendation.

6 CONCLUSION

In this paper, we proposed a novel model leveraging automated machine learning paradigm to search promising meta-structures for HIN recommendation. To effectively explore possible meta-structures, we carefully designed the search space of the problem which boosts the searching efficiency. During recommendation, we proposed a multi-view GCN armed by attention mechanism to fuse different semantic information guided by meta-structures. Extensive experiments demonstrate the performance gain in GEMS, where the optimized meta-structures also shed light on sophisticated recommendation model design in HIN scenario. Important future works will be conducted on a more dedicated downstream scorer function to generate better recommendations.
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