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SUMMARY

The explosion in high-resolution data capture technologies in health has increased interest in making inferences about individual-level parameters. While technology may provide substantial data on a single individual, how best to use multisource population data to improve individualized inference remains an open research question. One possible approach, the multisource exchangeability model (MEM), is a Bayesian method for integrating data from supplementary sources into the analysis of a primary source. MEM was originally developed to improve inference for a single study by asymmetrically borrowing information from a set of similar previous studies and was further developed to apply a more computationally intensive symmetric borrowing in the context of basket trial; however, even for asymmetric borrowing, its computational burden grows exponentially with the number of supplementary sources, making it unsuitable for applications where hundreds or thousands of supplementary sources (i.e., individuals) could contribute to inference on a given individual. In this paper, we propose the data-driven MEM (dMEM), a two-stage approach that includes both source selection and clustering to enable the inclusion of an arbitrary
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number of sources to contribute to individualized inference in a computationally tractable and
data-efficient way. We illustrate the application of dMEM to individual-level human behavior and
mental well-being data collected via smartphones, where our approach increases individual-level
estimation precision by 84% compared with a standard no-borrowing method and outperforms
recently-proposed competing methods in 80% of individuals.
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1. Introduction

Over the past few decades, the need to efficiently leverage large amounts of data from multiple
sources to support analysis and decision-making has grown dramatically in many disciplines in-
cluding the biomedical, social, and computational sciences (Raghupathi and Raghupathi, 2014;
McKinsey Analytics, 2016; Matheny and others, 2020). Specifically in the biomedical area, re-
searchers have developed techniques for integrating supplemental or historical data into the anal-
ysis of a primary clinical trial in order to increase the precision of parameter estimation (Viele
and others, 2014; Han and others, 2017). Data borrowing can also be used when the primary
source consists of multiple measurements on a single individual and the target is individual-level
inference; for example, Mejia and others (2015) improves the reliability of subject-level resting-
state fMRI parcellation by borrowing strength from a larger population of subjects, and Jonsen
(2016) models animal movement behaviours by borrowing behavioural states of other individu-
als. In multi-source borrowing problems, the key challenge is determining how much to borrow
from each supplementary source. Many possible approaches to optimal data borrowing have been
proposed, with most belonging to two general perspectives: static shrinkage estimators with spec-
ified amounts of borrowing (Pocock, 1976; Whitehead and others, 2008; Hobbs and others, 2011;
Rietbergen and others, 2011; French and others, 2012) and adaptive weighting on supplementary sources (Smith and others, 1995; Neuenschwander and others, 2010; Doi and others, 2011; Murray and others, 2014; Röver and Friede, 2020; Papanikos and others, 2020).

The information borrowing process requires careful consideration of between-source heterogeneity; for example, conventional statistical methods which assume fully exchangeable supplementary data sources are deficient because the results are sensitive to inter-cohort bias. As a simple example, in the clinical trial context, one may wish to borrow more strongly from historical studies conducted more recently and on more similar populations to the primary study of interest. One promising method in this area is the multisource exchangeability model (MEM) proposed by Kaizer and others (2018), a Bayesian model averaging (Hoeting and others, 1999; Fragoso and others, 2018) method which integrates data arising from a mixture of exchangeable and nonexchangeable supplementary sources into the analysis of a primary source. The MEM considers all possible subsets of $M$ supplementary sources and computes a weight for each subset (based on the exchangeability of the sources in that subset with the primary source) that is used in model averaging. Since it considers all subsets of the $M$ sources, a major limitation of the MEM approach is that it scales exponentially with the number of supplementary data sources, limiting its application to cases with a small number of supplementary sources (Hobbs and Landin, 2018; Kaizer and others, 2019). With the ubiquity of high-resolution data capture technologies including wearable sensors and biomedical imaging, individual-level inference could be informed by data from hundreds or thousands of supplementary sources (i.e., individuals), rendering the standard MEM computationally intractable. Recently, Brown and others (2020) introduced the iterated multisource exchangeability model (iMEM), which identifies, in linear computational time, the $q$ most exchangeable sources to include in a final MEM model. While iMEM allows MEM to be applied with many sources, the number of included sources $q$ is fixed (usually to $\approx 10$) to ensure that the final "all subsets" MEM remains computationally feasible.
Fixing the number of included sources in this way may induce bias and/or inefficiency if the number of truly exchangeable sources is either smaller or (as is common in individual inference problems) much larger than $q$.

A motivating example is from Daynamica (Fan and others, 2015), a research oriented mobile phone application that records participants’ daily activities and trips as well as their reported emotional status. There is evidence showing that the daily trip activities are associated with people’s emotional states (Abou-Zeid and Ben-Akiva, 2011; De Vos and others, 2016; Zhu and Fan, 2018) hence transportation researchers are interested in developing tools to help promoting traffic safety and mental well-being through daily trips. However, the effects tremendously vary between individuals and the data collected from each person is usually not enough for obtaining good individualized statistical inferences on all combinations between trip modes and emotional states. To improve the estimating precision and have the tool available on mobile devices, the MEM framework could be applied but at the same time must to be able to automatically borrow from a large number of homogeneous or heterogeneous individuals (i.e., supplementary sources) without being overly computationally burdensome.

In this article, we propose the data-driven MEM (dMEM) approach, a novel method that is capable of identifying and leveraging many potentially nonexchangeable supplementary sources to improve inference on a primary source in a computationally tractable way. Inspired by MEM and iMEM, dMEM retains their desirable properties (avoiding the limiting assumption of exchangeability among the supplemental sources(Kaizer and others, 2018) and reducing the dimension of the MEM model space in the presence of many supplementary sources (Brown and others, 2020)) while allowing an arbitrary number of supplementary sources to contribute to the final MEM model. Our simulation studies show that dMEM is able to leverage data from a much larger number of supplementary sources than MEM and iMEM, resulting in larger effective supplemental sample size, higher precision, better posterior efficiency and lower bias than its predecessors.
The remainder of the article proceeds as follows. Section 2 provides an overview of MEM and iMEM, and introduces key notation. Section 3 describe the dMEM methodology with Section 3.1 describes a motivating study showing how combining supplementary data sources can improve inference on a primary source. Section 4 describe the computational complexity and asymptotics of dMEM. Section 5 presents a simulation study comparing the performance of dMEM with competing methods across multiple scenarios. Section 6 provides a real-world application of dMEM. We conclude with a brief discussion in Section 7.

2. Overview and Notation

MEM was initially developed to address the problem of improving the estimation of treatment effects in a pivotal clinical trial by borrowing information from other potentially similar studies. It has been shown to achieve both less bias and greater efficiency when compared with competing methods (Kaizer and others, 2018). Suppose we have a single primary source $P$ with $n$ observations and $H$ independent supplementary sources with $n_h$ observations each. A supplementary source is said to be exchangeable with the primary source when they share the same value of the parameter of interest. All the sources together compose the observed data $D$. Our goal is to estimate the parameter $\theta_p$ for the primary source. Corresponding parameters for supplementary source $h$ are denoted as $\theta_h$; sources $h$ and $p$ are exchangeable if $\theta_h = \theta_p$, in which case we define an exchangeability indicator $S_h = 1$.

Under the standard MEM framework, a model $\Omega_k, k = 1, \ldots, K$ is associated with each of the $K = 2^H$ possible exchangeability configurations, distinguished by a set of source-specific exchangeability indicators $(S_1 = s_{1,k}, \ldots, S_H = s_{H,k})$ where $s_{h,k} \in \{0, 1\}$. Bayesian model averaging is applied to average across all the $K = 2^H$ possible models representing different exchangeability scenarios. Posterior weights $w_k$ are estimated for each possible model $\Omega_k$ and used for posterior inference on $\theta_p$. 
Let $\Theta = (\theta_p, \theta_1, \ldots, \theta_h)$, $L(\Theta \mid D, \Omega_k)$ be the likelihood for data $D$ under model $\Omega_k$, and denote by $\pi(\Theta \mid \Omega_k)$ the prior density of $\Theta$ under $\Omega_k$. Then, the integrated marginal likelihood of $\Omega_k$ is

$$p(D \mid \Omega_k) = \int L(\Theta \mid D, \Omega_k)\pi(\Theta \mid \Omega_k)d\Theta.$$ 

Posterior weights for each model $\Omega_k$ are

$$w_k = p(\Omega_k \mid D) = \frac{p(D \mid \Omega_k)\pi(\Omega_k)}{\sum_{i=1}^K p(D \mid \Omega_i)\pi(\Omega_i)},$$

where $\pi(\Omega_k)$ is the prior probability that $\Omega_k$ is the true model, and is independently specified for each model with respect to sources, as $\pi(\Omega_k) = \pi(S_1 = s_{1,k}, \ldots, S_H = s_{H,k}) = \pi(S_1 = s_{1,k}) \times \ldots \times \pi(S_H = s_{h,k})$. The posterior distribution of $\theta_p$ given data $D$ is the weighted average of the $K$ MEM posteriors:

$$p(\theta_p \mid D) = \sum_{k=1}^K w_k p(\theta_p \mid \Omega_k, D).$$

The Gaussian special case of MEMs has a number of desirable properties. It can be easily shown that with known variance, a non-informative prior on all $H$ sources ($\pi(S_h = 1) = \frac{1}{2}$), and a flat prior on the Gaussian mean $\mu_k$ (Gelman and others, 2006) for each model ($\pi(\mu_k \mid \Omega_k) \propto 1$), there are closed forms for $p(D \mid \Omega_k)$, posterior weights $w_k$, and the posterior distribution of $\mu$, which is a Gaussian mixture with model-specific posteriors $p(\mu_p \mid \Omega_k, D)$ weighted by the posterior weights $w_k$. (Kaizer and others, 2018)

While MEM has appealing theoretical properties and practical benefits, it scales exponentially with the number of secondary sources. In some circumstances there may be dozens to thousands of secondary sources available, the required running time and computational power make applying MEM not feasible. In response to this computational limitation, Brown and others proposed the iterated MEM (iMEM). iMEM is based on the principle that marginal posterior MEM weights accurately indicate which supplementary sources are most similar to the primary source. In iMEM, marginal MEM models $M_h$ are fit considering only the primary source and
one supplementary source \( h \). The posterior weight \( w^*_h \) from the marginal model \( M_h \) serves as the similarity score \( T_h \) between supplementary source \( h \) with the primary source. The final step is applying the MEM framework on the primary source with the top \( q \) supplementary sources with highest \( T_h \) to obtain inference on \( \theta_p \). The number of sources chosen for the final MEM, \( q \), is determined by the available computational resources; on a standard desktop machine or eight regular cluster cores, \( q \) must generally be smaller than 15 to make the final MEM computationally feasible with current computing technology.

Although iMEM provides an inspiring way to handle large number of supplementary sources, there are few reasons showing iMEM is not a perfect solution. First, the number of truly exchangeable sources is generally unknown in real-world data, and there is no obvious and straightforward way to choose \( q \). Brown and others showed that setting \( q \) to the maximum possible number of sources that can be accommodated computationally in the final MEM is not always the best strategy if the number of truly exchangeable sources is less than that value. The estimating efficiency may be reduced and the wrongly included nonexchangeable sources may also introduce extra bias to the posterior estimations. Second, in situations with many exchangeable secondary sources, including at most \( q \) sources risks omitting other truly exchangeable secondary sources and "wastes" exchangeable data which could be used to improve our parameter inference.

3. dMEM: Data-driven Multisource Exchangeability Models

Our goal is this paper, therefore, is to develop a data-driven method for identifying and including all exchangeable secondary sources in a final MEM while limiting computational complexity. We propose the data-driven multisource exchangeability models (dMEM) method, a two-stage approach which selects and aggregates secondary sources for inclusion in a full MEM. Figure 1 presents a diagram of the method.
3.1 Proof of Concept

In this section, we present a simulation example to illustrate the potential gains achieved by incorporating data from additional supplementary sources beyond the "top \( q \)" sources selected by iMEM. Figure 2 compares the posterior mean-squared error (MSE) and expected supplemental sample size (ESSS, proposed by Hobbs and others (2013), and defined in Section 5) of dMEM and iMEM with \( q = 10 \) in a simple scenario where there are 100 supplementary sources of which 60 are exchangeable with the primary source. dMEM achieves much lower MSE with about 4 times higher ESSS compared with iMEM. The results indicate that it is possible to outperform iMEM on both estimation accuracy and efficiency when the limitation on computational power exists. In addition, among all the combining methods we have tested, the option with 10 clusters and 6 exchangeable groups in a cluster achieves better performance than all the other methods, which suggests we want to include only the exchangeable sources in the final MEM.

3.2 Source Selection

In the real world, we cannot know which supplementary sources are truly exchangeable with the primary source. However, as shown in the results of the proof of concept simulation, it is beneficial to select only exchangeable sources for inclusion in the final MEM model. Brown and others showed that the marginal posterior weight for each source ('marginal score' or 'marginal weight') could be used as a quantitative measure of its exchangeability; thus, we propose to select for inclusion in the final MEM supplementary sources whose marginal scores exceed a data-driven threshold.

Suppose we have calculated marginal scores \( \{w_1^*, \ldots, w_H^*\} \) for \( H \) supplementary sources with mixed exchangeability, sorted as \( \{w_1^*, \ldots, w_H^*\} \) (for simplicity of exposition, we assume that \( w_j^* \neq w_k^* \) for \( j \neq k \), i.e., there are no tied scores). In trivial cases, either all the supplementary sources are selected and dropped, which will be discussed at the end of this section. Otherwise,
a data-driven threshold \( \tau \) must lie between two consecutive weights \( w^*_i \) and \( w^*_{i+1} \) and split the sources into two sets \( \{w^*_1, \ldots, w^*_c\} \) and \( \{w^*_{c+1}, \ldots, w^*_H\} \). The sources \( S_{\geq \tau} = \{S_1, \ldots, S_c\} \) having weights greater than or equal to \( \tau \), are classified as exchangeable; the sources \( S_{< \tau} = \{S_{c+1}, \ldots, S_H\} \) are dropped.

The question remaining is how the threshold \( \tau \) should be determined. The asymptotic existence of a change-point in marginal weights is shown in Section 4.2, since the marginal weights of exchangeable and nonexchangeable sources approach 1 and 0 respectively as \( n \) (the number of observations per source) goes to infinity. Hence, in finite samples we seek to identify a break-point in the marginal scores of sources. We propose to use a likelihood ratio test-based change-point detection method first proposed by Hinkley (1970). The presence of a change-point at a fixed value \( \tau_c \) is tested via a hypothesis test wherein the null hypothesis \( H_0 \) is no change-point in the mean marginal scores at \( \tau_c \) and the alternative hypothesis \( H_1 \) corresponds to the occurrence of a change-point at \( \tau_c \). Under \( H_1 \), for a model with change-point at \( w^*_c \), the log likelihood is given as

\[
l(w^*_c) = \log(f(w^*_1, \ldots, w^*_c | \hat{\theta}_1)) + \log(f(w^*_{c+1}, \ldots, w^*_H | \hat{\theta}_2)),
\]

where \( f(\cdot | \theta) \) is the probability density function of the weights corresponding to parameters \( \theta \) and \( \hat{\theta} \) is the maximum likelihood estimator of the parameters. While under \( H_0 \), we have

\[
l(w^*_0) = \log(f(w^*_1, \ldots, w^*_H | \hat{\theta}_0)).
\]

Then, the likelihood ratio test statistic could be represented as

\[
\lambda = -2[l(w^*_0) - \max_{w^*_c} l(w^*_c)].
\]

The null hypothesis is rejected when \( \lambda > b \), where \( b \) is a pre-determined threshold. A variety of methods have been proposed to get an appropriate value of \( b \), but since this is not the main topic of this paper, we do not pursue this detail here and rely on the rules implemented in software. The estimated location of the change-point is decided by the \( w^*_c \) that maximizes \( l(w^*_c) \).
The `changepoint` package (version 2.2.2) in R (Killick and Eckley, 2014) is used to apply the likelihood ratio test-based single change-point detection in our method.

A potential concern is that the likelihood ratio test-based change-point detector uses a Gaussian likelihood, while there is no guarantee that marginal scores are Gaussian. In auxiliary simulations (shown in Web Appendix A), we found that posterior weights for exchangeable and nonexchangeable sources were generally not normally distributed, nor did they seem to follow any particular parametric family. However, as demonstrated by our simulations in Section 5, the performance of the change-point detector appears to be very good even though the underlying distributional assumption is wrong, likely because the likelihood ratio is primarily driven by a difference in means between sources with marginal scores above and below the change-point.

In Section 4.2, we prove that, asymptotically in non-degenerate cases, a change-point always exists in the set of marginal scores. In practice, there are two circumstances under which no change-point may be detected. When all sources have similar marginal weights, then we must decide whether to discard all or keep all the sources. A rule-of-thumb threshold of 'low marginal weights' is 0.2, depending on the sample size of both primary and supplementary source. Otherwise, the recommended approach is passing all the sources to the next step. Another reason the change-point may not be detected is that the ordered marginal scores for all sources decrease at a constant rate. In light of the asymptotic behavior of the weights, and as shown in Section 5.2, this scenario is uncommon in practice since the change-point detector and marginal weights are sensitive to heterogeneity. In order to better handle this case, additional to the change-point detector, one may always choose to use a rule-of-thumb threshold or a hard threshold generated from the distribution of marginal posterior weights to eliminate some of the sources. No threshold is used in this paper for clearer demonstrations.
3.3 Source Clustering

The second step of dMEM is combining the remaining sources into larger clusters and running a final MEM on the set of "new" sources defined by these clusters. In the simulation study (see Section 5), we compare different ways of clustering the selected sources. Although the choice of clustering methods does not influence the final result asymptotically, it can influence performance of dMEM with finite samples. The clustering of supplementary sources matters potentially when the change-point detector is not perfectly selecting the truly exchangeable sources. More guidance on source clustering is available in Section 5.4.

Finally, we fit a MEM on the combined clusters $S_1^*,...,S_M^*$ to obtain estimation and inference of our parameter of interest. The final results are generated assuming a Gaussian mixture MEM with known variances as stated in Section 2. That is, the posterior mean is calculated as a finite mixture of Gaussian distributions with known variances.

4. Properties and Asymptotics

4.1 Data-driven MEM Properties

The computational complexity of MEM grows exponentially with an increasing number of supplementary sources. In MEM, there are $N_{MEM} = 2^H$ different models to estimate for a set of $H$ supplementary sources. dMEM keeps the computational simplicity of marginal iMEM, with $N_{dMEM} = H + 2^M$ models where $M$ is the (fixed) maximum number of groups that can be fit in a MEM under the computational limitation. $N_{dMEM}$ is superior to $N_{MEM}$ especially when $H \gg M$, since the computational requirement grows exponentially for $N_{MEM}$ with respect to $H$ but only grows linearly for $N_{dMEM}$.

Similar to iMEM, the $H$ marginal models could be individually fitted, which makes dMEM plausible to further improve computing efficiency by using parallel computing. Although the $2^M$
models in the final MEM are serial, since MEM do not have closed form and requires posterior sampling in most of the cases, which is usually computationally expensive, this is still a remarkable advantage for dMEM especially when there are large numbers of supplementary sources.

4.2 Data-driven MEM Asymptotics

The bias-variance trade-off is heavily considered by statisticians when designing methods for supplemental information borrowing. When all exchangeable supplementary sources are assigned weights 1 and all nonexchangeable sources have weights 0, MEM should achieve its lowest bias. Kaizer and others (2018) provides the theoretical basis of the MEM approach by showing the consistency of both model-specific posterior weights and the posterior mean for the true mean \( \theta_p \) in the MEM framework. Here, we demonstrate the consistency of source-specific dMEM marginal posterior weights. In addition, the results also show the consistency of the exchangeability of clustered sources and the existence of a change-point in marginal posterior weights to perfectly separate exchangeable and nonexchangeable supplementary sources.

The dMEM marginal posterior weights used in source selection are calculated under the marginal iMEM framework as shown in Section 2. Theorem 4.1 is shown by Brown and others (2020) as Theorem 4.3. This is a special case of the consistency of MEM posterior weights, where the models only have one supplementary source. Thus, marginal posterior weights could be treated as measures of exchangeability for supplementary sources, which further allow us to select exchangeable sources based on the marginal posterior weights.

**Theorem 4.1 (Consistency of dMEM Marginal Posterior Weights)** As \( n, n_1, \ldots, n_H \to \infty \), for supplementary source \( S_h, h = 1, \ldots, H \), if \( s_h = 1 \) then the dMEM marginal posterior weight \( w^*_h \to 1 \), otherwise \( w^*_h \to 0 \).

The result shown in Theorem 4.2 significantly supports the source separation procedure and
ensures that we can asymptotically select all the truly exchangeable sources into the final model.

Theorem 4.3 confirms the consistency of exchangeability for clustered sources. It justifies that
the clustered sources are asymptotically exchangeable with the true mean as long as the selected
supplementary sources are all asymptotically exchangeable with the primary source. Also, the
clustering method will not impact the exchangeability of the clustered sources when the sample
sizes of supplementary sources approach infinity. This makes the final estimation under the MEM
framework asymptotically unbiased.

**Theorem 4.2 (Existence of Change-point and Perfect Separation)** As $n, n_1, \ldots, n_H \to \infty$, if $0 < \sum_{h=1}^{H} s_h < H$, sort marginal posterior weights $\{w^*_1, \ldots, w^*_H\}$ in descending order $\{w^*_i, \ldots, w^*_t\}$, where $i_h(h = 1, \ldots, H)$ are ordering indexes. $\exists i_c$ s.t. $P(i_t \leq i_c | s_{i_t} = 1) = 1$ and $P(i_t > i_c | s_{i_t} = 0) = 1$ for $\forall t = 1, \ldots, H$.

**Proof.** By Theorem 4.1, under asymptotic assumptions, for marginal posterior weights $\{w^*_1, \ldots, w^*_H\}$ we have $P(w^*_h = 0 | s_h = 0) = 1$ and $P(w^*_h = 1 | s_h = 1) = 1$.

So, if $\{0, 1\} \in s_1, \ldots, s_h$, for descending $\{w^*_t, \ldots, w^*_t\}$, $\exists i_c$ s.t. $w^*_t, \ldots, w^*_t \to 1$ and $w^*_t, \ldots, w^*_t \to 0$.

Thus, $P(w^*_t \in \{w^*_t, \ldots, w^*_t\} | s_{i_t} = 1) = P(i_t \leq i_c | s_{i_t} = 1) = 1$ and $P(w^*_t \in \{w^*_t, \ldots, w^*_t\} | s_{i_t} = 0) = P(i_t > i_c | s_{i_t} = 0) = 1$ \hfill $\Box$

**Theorem 4.3 (Consistency of Exchangeability for Clustered Sources)** As $n, n_1, \ldots, n_H \to \infty$, if $\mu_{t_1}, \ldots, \mu_{t_M} \to \mu$, $\forall t_m \in 1, \ldots, H$, then $\mu^*_m \to \mu$, where $\mu^*_m$ is the mean of the cluster $S^*_m$, which is combined by sources $S_{t_1}, \ldots, S_{t_M}$.

**Proof.** It is easy to show that $\mu^*_M = \frac{1}{M} \sum_{m=1}^{M} \mu_{t_m} \to \mu$. \hfill $\Box$
5. Simulation Study

The goal of our simulation study is to compare the results between dMEM and existing methods. We also tested different ways of clustering the sources selected as potentially exchangeable in the first stage of dMEM. Details of tested methods are shown in Table 1. Note that it is completely infeasible to run a full MEM under our simulating scenarios (averaging across $2^{100}$ or $2^{500}$ models), so marginal iMEM ($q = 5$ or $10$) serves as the main comparator in our study (in Brown and others (2020), marginal iMEM is shown to outperform several other methods). In addition to iMEM, we also consider a K-means algorithm (Hartigan and Wong, 1979) as a comparator that assigns sources into 5 or 10 clusters by clustering the sample means of sources. Posterior variances, biases, root-mean-square errors (RMSE) and effective supplemental sample sizes (ESSS) are used as the quantitative measures to evaluate the methods.

ESSS (Hobbs and others, 2013) is an extension of prior effective sample size (Morita and others, 2008), defined as

$$ESSS_{MEM} = \sum_{k=1}^{K} \left\{ w_k \frac{1/v + \sum_{h=1}^{H} s_{h,k}/v_h}{1/v} - 1 \right\},$$

where $1/v$ is the posterior precision of the reference model with no borrowing, and $1/v + \sum_{h=1}^{H} s_{h,k}/v_h$ is the posterior precision for $\Omega_k$. A higher value of ESSS indicates more borrowing from supplementary sources. Under most of our tested scenarios, the ESSS of dMEM is usually 2-3 times the ESSS of iMEM and K-means. From the nature of the methods, it is expected that dMEM will utilize more data, hence have larger ESSS. So, ESSS will not serve as a main measure in our analysis; interested readers can refer to supplementary materials to obtain summaries of ESSS (Web Appendix B, Figure 4).

For all scenarios and methods, we repeat each simulation 1000 times with different random seeds to obtain the final results. The exchangeability status is unknown in our simulation. Simulated results are shown in Figure 3. Additional simulations on the robustness of dMEM with non-Gaussian sources or small number of exchangeable sources are available as supplementary simulation scenarios in Web Appendix C. All calculations are completed with R version 4.0.2 (R
5.1 Scenario I: Nonexchangeable sources with the same mean

Here, we show the performance of dMEM under the basic setting with a fixed number of nonexchangeable sources with common shared mean. For data generation, the primary source contains 20 observations that are randomly sampled from $N(0, 1)$. There are 60 truly exchangeable supplementary sources and 40 nonexchangeable ones (with mean 1), which have sample sizes uniformly distributed between 15 and 25, with standard deviations generated from $\text{Unif}(0.5, 1.5)$. The settings are intentionally designed to challenge the change-point detector, by limiting the exchangeability of nonexchangeable sources to be not significantly different from exchangeable sources. However, with $q = 5$ or 10 for iMEM, the probability of iMEM wrongly including nonexchangeable sources is low. Results are shown in sub-panel (a) of Figure 3.

All the clustering methods for dMEM perform better than iMEM. Evenly distributed, random clustering and random averaging method have the lowest RMSE, whose medians are almost 3 times smaller than the median RMSE of the best baseline method (iMEM $q = 10$). Clustering methods with fewer clusters and involving single-source clusters have relatively higher RMSE. The posterior variance, bias and RMSE all increase with a smaller number of clusters. For the method 'single half & combine half', although the mean of posterior variance is smaller, the range in bias is much larger than for random clustering, resulting in a higher RMSE. Overall, the trend is that clustering methods using more and smaller clusters outperform methods with fewer and larger clusters. Note that with variant of supplementary standard deviations and sample sizes, the result of this scenario is a more realistic hence difficult version of the simulation study shown in Figure 2, which creates a more complex structure in term of exchangeability and yields a less significant advantage in results.
5.2 Scenario II: Varying degrees of nonexchangeability

This scenario evaluates the performance of our method when some supplementary sources are "nearly" exchangeable with the primary source. The number of exchangeable supplementary sources is 50, plus 5 groups of 10 nonexchangeable sources with source means in each group set to 1, 0.8, 0.6, 0.4 and 0.2, respectively. All the other settings are the same as in Scenario I. Supplementary sources with means closer to zero are even more difficult to identify as nonexchangeable based on marginal weights, and hence our changepoint-based method will likely inadvertently include some nonexchangeable sources in the final MEM. Results are shown in sub-panel (b) of Figure 3.

As expected, due to the inclusion of some nonexchangeable sources in the final MEM, bias (and hence RMSE) are slightly larger in Scenario II than in Scenario I for all methods. However, the relative ranking of clustering methods is mostly unchanged. All dMEM methods with 10 clusters are equally well and better than other methods in term of RMSE. The median RMSE of dMEM methods is 1.6 times smaller than the median MSE of iMEM $q = 10$. After looking at the marginal weights distribution of the supplementary sources, we found that the changepoint detector struggled to identify sources as nonexchangeable when they had means below 0.4, which in this scenario corresponds to 0.4 standard deviations. Nonexchangeable sources most likely to be misclassified as exchangeable are those that are "nearly" exchangeable, and inclusion of these near-exchangeable sources in the final MEM drive up some bias, but this moderate misclassification of nonexchangeable supplementary sources does not lead to substantial inflation in RMSE.

5.3 Scenario III: Varying proportions of nonexchangeable sources

This scenario shows the change in performance of dMEM with respect to the proportions of exchangeable sources when the total number of supplementary sources is fixed. The results of
dMEM are compared with iMEM ($q = 10$). There are 500 supplementary sources in total and we test the cases with 10%, 20%, 30%, 40% and 50% exchangeable sources respectively for both dMEM and iMEM. All sources are otherwise sampled similarly as in scenario I. Results are shown in sub-panel (c) of Figure 3.

From the simulated RMSE, dMEM performs slightly worse than iMEM when the proportion is 10%, but increasingly achieves more advantages over iMEM when the proportion of exchangeable sources increases. The posterior variance of both iMEM and dMEM are decreasing with larger proportions, but the trend is more significant for dMEM. Meanwhile, the bias and RMSE dramatically decrease only for dMEM. For iMEM ($q = 10$), although the true exchangeability level are kept same, the selected top 10 sources would have higher chance to have larger marginal weights and lead to smaller posterior variances when there are more exchangeable sources to choose from, but this effect does not help with bias and the general RMSE. Note that these results are only valid with the tested relative exchangeability levels of sources. When we increase the mean of nonexchangeable sources from 1 to 1.5, the trend in dMEM bias disappears and dMEM has lower posterior variance, bias and RMSE than iMEM under all circumstances.

Along with another simulation on small number of exchangeable sources available in Web Appendix C Supplementary Simulation Scenario I, the only case that the dMEM may not out-perform iMEM is when the exchangeability of sources are not clearly distinguishable and the number or proportion of exchangeable sources is very small (say, 5% to 10% of the total supplementary sources), the changepoint detector might not be able to drop enough sources and could result to higher bias. When the true number of exchangeable sources is greater than $q$, dMEM tends to borrow more from supplementary sources compared with iMEM, which explains the performance difference between iMEM and dMEM when the proportion of exchangeable source changes. In general, due to the potential bias-variance trade-off, dMEM has better performance compared with iMEM when a relatively higher proportion of sources are exchangeable.
5.4 Implementation guidance

From the simulating results shown above, all of the dMEM methods except '1 cluster' have lower posterior variance, bias and MSE on average with smaller ranges than iMEM under Scenarios I, II and III (cases with over 10% exchangeable supplementary sources), and have approximately equal performance under Scenario III (10% exchangeable supplementary sources). The ESSS of dMEM is also 2 to 3 times higher than iMEM, which indicates dMEM is making a better use of supplementary sources. The Gaussian dMEM also demonstrates considerable robustness with non-Gaussian supplementary sources, the corresponding evidence is available as the supplementary simulation scenario III in Web Appendix C. There are also cases when the marginal scores are not reflecting the correct exchangeability, an example is shown as the Supplementary Simulation Scenario II in Web Appendix C, where the performance of dMEM and iMEM is approximately the same. In conclusion, dMEM works well and robust under different scenarios, as well as improves the performance of iMEM with higher efficiency in data usage while keeps iMEM’s advantage in computational complexity.

Because the selected sources are all considered as potentially exchangeable, although evenly distributed clustering performs the best for most of the scenarios, random clustering also works not significantly worse than other tested clustering methods. An alternative to random clustering is taking the average of the estimates from multiple random clustering approaches to obtain the final results to smooth over the randomness of clustering. This option should be considered if there is a concern that the change-point detector may not work well or there is severe diversity in marginal posterior weights of selected supplementary sources. In addition, if eliminating bias is the priority, ordered combine is recommended. Also, if there is evidence that parts of the supplementary sources should be combined together, such as the affiliation to the same origin or a minor but clear change-points are detected, more case-specific decisions in the way of clustering have to be made. Nevertheless, random clustering is the default clustering method of dMEM.
If it is expected to have very small proportion of supplementary samples to be exchangeable and bias becomes a major concern, we recommend either fixing the maximum number of selected sources at a smaller value or adding a penalty term related with the number of selected sources on the changepoint detector to limit the borrowing from supplementary sources.

6. Application

In this section, we show a real-world application of dMEM using data collected by Daynamica (Fan and others, 2015), a mobile phone application that automatically captures daily activities and trips using smartphone sensors and machine learning techniques. The data we use in this example comes from a study implemented in Minneapolis area; 356 participants were asked to use Daynamica for seven days and, for each activity and trip, rate the intensity of six emotions (happy, meaningful, stressful, tired, pain and sad) on a 1-7 scale. To provide individualized solutions on traffic safety and mental health, transportation experts are specifically interested in the person’s emotional status during different modes of trips (walk, car, bus or bike), hence our interest is in estimating, for a given individual $i$, the mean emotional intensity $\mu^i(e,t)$ for emotion type $e$ and trip type $t$, for example $\mu^{ID=2021}$(stressful, car). Few study participants have over 20 trips for any individual trip mode, leading to low precision for estimating $\mu^i(e,t)$ if the individual-level mean $\bar{y}_i(e,t) = \frac{1}{M^i(e,t)} \sum_j y^j_i(e,t)$ is used (here, $y^j_i(e,t)$ is the reported intensity of emotion $e$ from trip $j$ of type $t$ for subject $i$, and $M^i(e,t)$ is the total number of such trips). Thus, we may want to borrow trip- or activity-specific emotional intensity data from other individuals using MEM. However, due to the large number of potential supplementary sources, it is not possible to fit a full MEM. The same dataset was analyzed in Brown and others (2020) to illustrate the significant advantage of iMEM compared with naive approaches for estimating $\mu^i(e,t)$ such as calculating the simple mean from the individual or using the best linear unbiased predictor (BLUP) from a random effects model. Here, we explore when dMEM performs better or worse than iMEM.
While the ordinal data in this application are not Gaussian, supplementary simulation scenario III (Web Appendix C) shows that dMEM appears to perform relatively well with such data.

For this illustration, we estimated $\mu^i(e,t)$ for each individual $i$ and every $(e,t)$ combination for which $M^i(e,t) \geq 10$. Supplementary sources $j$ were included provided $M^j(e,t) \geq 5$. These criteria allowed estimation of 1910 $\mu^i(e,t)$ parameters. The methods we compare in this example are marginal iMEM with $q = 10$ and dMEM with ordered combined clustering with $M = 10$. The percent reduction in posterior standard deviation of dMEM and iMEM relative to the standard deviation of primary source is used to compare the performance of the methods.

Overall, the percent reduction in posterior standard deviation by dMEM is 83.5%, compared with 80.0% for iMEM. The difference between dMEM and iMEM is relatively modest at 3.5%, though 78.3% of estimations yield a lower posterior SD with dMEM than iMEM and the ESSS of dMEM is over 2 times that of iMEM (1101 vs. 449); see Web Appendix B Figure 3. It is not entirely surprising that the overall mean value of pairwise difference in percent SD reduction is not big since both iMEM and dMEM perform well in most of the estimations: around 70% of iMEM and 75% of dMEM estimations reduce posterior SD by over 80% compared to simple SD, so there is not much room for further improvement and the marginal gain from more intensive borrowing is modest in this specific data set.

Figure 4 provides some insight into situations where the performance of dMEM and iMEM differs substantially. Figure 4 (a) shows the number of selected sources of dMEM for each trip mode compared to the total number of available sources and, for reference, the constant number (10) selected by iMEM. For trip modes with a smaller number of available supplementary sources (bike and bus), dMEM typically borrows fewer than 10 supplementary sources, and yields a 10.7% extra reduction in posterior standard deviation on average compared with iMEM. The top two panels of Figure 4 (b) illustrate two cases where, by applying the changepoint detector to the marginal MEM weights, dMEM (apparently correctly) identifies fewer supplementary sources
for inclusion than iMEM. This shows that dMEM can be valuable as a mechanism for selecting the number of supplementary sources to include even if that number is quite small, addressing a concern raised in Brown and others (2020). The bottom two panels of Figure 4 (b) illustrate the opposite situation, where dMEM selects many more than 10 sources for inclusion in the final MEM. In both estimations, dMEM achieves a > 25% reduction in posterior SD relative to iMEM.

Another situation where dMEM appears to perform well is in those cases where iMEM offers little performance benefit over the simple mean. If we define an SD reduction of less than 20% relative to the simple mean as 'poor performance', there are 93 iMEM and 68 dMEM estimations perform poorly. Among those poor-performing iMEM estimations, the average difference in SD reduction between dMEM and iMEM is 24.1% with dMEM outperforming iMEM in 87 (93.6% of) cases. In contrast, among the 68 poor-performing dMEM estimations, the average difference in SD reduction between dMEM and iMEM is -13.6%, and in only 7 out of 68 (10.3% of) cases does iMEM outperform dMEM.

7. Discussion

dMEM is a novel method which can be used to borrow information from a large number of supplementary sources with the goal of improving inference about parameters in a primary source. dMEM increases efficiency by including as many exchangeable sources as possible and minimizes bias by eliminating nonexchangeable sources. In contrast to existing methods whose computation time scales exponentially with the number of supplementary sources, computations for dMEM grow linearly making it computationally feasible for much larger problems. With the massive increase in the number of distinct data sources available to inform estimation in biomedical research, dMEM is a potentially valuable tool for aggregating information from these sources. For example, dMEM could be applied to leverage information from electronic health databases coming from many different health systems or hospitals to inform estimation in a designed trial.
or observational study.

There are some similarities between Gaussian clustering problem and the problem that methods in MEM family could solve. The goal of MEM is to provide better inference for one or more specific primary sources by borrowing from the available data, while the objective of Gaussian clustering is to identify groups of observations with the same mean. There would be more similarities between dMEM and Gaussian clustering since the source selection procedure of dMEM is trying to detect the sources with higher probability of having the same mean with the primary source. Interested readers could explore more possibilities of merging the two ideas.

We note a few limitations and directions for future research. First, as with MEM and iMEM, dMEM is only designed for estimating the means of the sources; while the univariate Gaussian case has closed-form posteriors, posterior sampling methods are required for sources with other distributions. How to generalize multisource exchangeability models to estimate more parameters and more complex models is an open research question. Kotalik and others (2020) and Boatman and others (2020) have built up extensions of MEM on estimating causal treatment effect as regression coefficients. Second, as shown in Web Appendix C Scenario II, the ordering of the marginal posterior weights does not always represent the ordering in exchangeability of supplementary sources. This issue exists in both iMEM and dMEM. The marginal posterior weight is a measure of apparent similarity that balances between the mean and the uncertainty, and hence it is possible to construct extreme scenarios where the apparent similarity does not reflect true exchangeability. Other measures of exchangeability could be further explored in the future.

Third, we do not fully take the uncertainty in clustering into account. Our simulations showed that reusing the information of marginal weights in clustering does not provide too much benefit compared with random clustering. Other clustering methods such as unsupervised techniques could be used to potentially define clusters that yield improved inference in the final MEM. Lastly, although we found that a standard Gaussian likelihood ratio-based change-point detector
performed well for separating exchangeable and nonexchangeable sources based on the posterior marginal weights, these weights are not normally distributed, and hence other change-point detection methods might yield improved performance.

8. Software

Software in the form of R code, together with the simulated results and application data set, is available on GitHub (https://github.com/Ziyu-Ji/Data-driven-Multisource-Exchangeability-Models).

9. Supplementary Material

Supplementary material is available online at http://biostatistics.oxfordjournals.org.

REFERENCES

ABOU-ZEID, MAYA and BEN-AKIVA, MOSHE. (2011). The effect of social comparisons on commute well-being. Transportation Research Part A: Policy and Practice 45(4), 345–361.

BOATMAN, JEFFREY A, VOCK, DAVID M and KOOPMEINERS, JOSEPH S. (2020). Borrowing from supplemental sources to estimate causal effects from a primary data source. arXiv preprint arXiv:2003.09680.

BROWN, ROLAND, FAN, YINGLING, DAS, KIRTI and WOLFSON, JULIAN. (2020). Iterated multisource exchangeability models for individualized inference with an application to mobile sensor data. Biometrics. https://doi.org/10.1111/biom.13294.

DE VOS, JONAS, MOKHTARIAN, PATRICIA L, SCHWANEN, TIM, VAN ACKER, VERONIQUE and WITLOX, FRANK. (2016). Travel mode choice and travel satisfaction: bridging the gap between decision utility and experienced utility. Transportation 43(5), 771–796.
REFERENCES

Doi, Suhail AR, Barendregt, Jan J and Mozurkewich, Ellen L. (2011). Meta-analysis of heterogeneous clinical trials: an empirical example. *Contemporary Clinical Trials* **32**(2), 288–298.

Fan, Yingling, Wolfson, Julian, Adomavicius, Gediminas, Vardhan Das, Kirti, Khandelwal, Yash and Kang, Jie. (2015). Smartrac: A smartphone solution for context-aware travel and activity capturing. *Center for Transportation Studies University of Minnesota*. https://hdl.handle.net/11299/173005.

Fragoso, Tiago M, Bertoli, Wesley and Louzada, Francisco. (2018). Bayesian model averaging: A systematic review and conceptual classification. *International Statistical Review* **86**(1), 1–28.

French, Jonathan L, Thomas, Neal and Wang, Cunshan. (2012). Using historical data with bayesian methods in early clinical trial monitoring. *Statistics in Biopharmaceutical Research* **4**(4), 384–394.

Gelman, Andrew and others. (2006). Prior distributions for variance parameters in hierarchical models (comment on article by browne and draper). *Bayesian Analysis* **1**(3), 515–534.

Han, Baoguang, Zhan, Jia, John Zhong, Z, Liu, Dawei and Lindborg, Stacy. (2017). Covariate-adjusted borrowing of historical control data in randomized clinical trials. *Pharmaceutical statistics* **16**(4), 296–308.

Hartigan, John A and Wong, Manchek A. (1979). Algorithm as 136: A k-means clustering algorithm. *Journal of the Royal Statistical Society. Series C (Applied Statistics)* **28**(1), 100–108.

Hinkley, David V. (1970). Inference about the change-point in a sequence of random variables. *Biometrika* **57**(1), 1–17.
Hobbs, Brian P, Carlin, Bradley P, Mandrekar, Sumithra J and Sargent, Daniel J. (2011). Hierarchical commensurate and power prior models for adaptive incorporation of historical information in clinical trials. *Biometrics* 67(3), 1047–1056.

Hobbs, Brian P, Carlin, Bradley P and Sargent, Daniel J. (2013). Adaptive adjustment of the randomization ratio using historical control data. *Clinical Trials* 10(3), 430–440.

Hobbs, Brian P and Landin, Rick. (2018). Bayesian basket trial design with exchangeability monitoring. *Statistics in Medicine* 37(25), 3557–3572.

Hoeting, Jennifer A, Madigan, David, Raftery, Adrian E and Volinsky, Chris T. (1999). Bayesian model averaging: a tutorial. *Statistical Science* 14(4), 382–417.

Jonsen, Ian. (2016). Joint estimation over multiple individuals improves behavioural state inference from animal movement data. *Scientific reports* 6(1), 1–9.

Kaizer, Alexander M, Koopmeiners, Joseph S and Hobbs, Brian P. (2018). Bayesian hierarchical modeling based on multisource exchangeability. *Biostatistics* 19(2), 169–184.

Kaizer, Alexander M, Koopmeiners, Joseph S, Kane, Michael J, Roychoudhury, Satrajit, Hong, David S and Hobbs, Brian P. (2019). Basket designs: Statistical considerations for oncology trials. *JCO Precision Oncology* 3, 1–9.

Killick, Rebecca and Eckley, Idris. (2014). changepoint: An r package for changepoint analysis. *Journal of Statistical Software* 58(3), 1–19.

Kotalik, Ales, Vock, David M, Donny, Eric C, Hatsukami, Dorothy K and Koopmeiners, Joseph S. (2020, 01). Dynamic borrowing in the presence of treatment effect heterogeneity. *Biostatistics*. kxz066.

Matheny, Michael, Israni, Sonoo Thadaney, Ahmed, Mahnoor and Whicher,
Danielle. (2020). Artificial intelligence in health care: The hope, the hype, the promise, the peril. *National Academy of Medicine*, 94–97.

McKinsey Analytics. (2016). The age of analytics: competing in a data-driven world. *Technical Report*, San Francisco: McKinsey & Company.

Mejia, Amanda F, Nebel, Mary Beth, Shou, Haochang, Crainiceanu, Ciprian M, Pekar, James J, Mostofsky, Stewart, Caffo, Brian and Lindquist, Martin A. (2015). Improving reliability of subject-level resting-state fmri parcellation with shrinkage estimators. *NeuroImage* **112**, 14–29.

Morita, Satoshi, Thall, Peter F and Müller, Peter. (2008). Determining the effective sample size of a parametric prior. *Biometrics* **64**(2), 595–602.

Murray, Thomas A, Hobbs, Brian P, Lystig, Theodore C and Carlin, Bradley P. (2014). Semiparametric bayesian commensurate survival model for post-market medical device surveillance with non-exchangeable historical data. *Biometrics* **70**(1), 185–191.

Neuenschwander, Beat, Capkun-Niggli, Gorana, Branson, Michael and Spiegelhalter, David J. (2010). Summarizing historical information on controls in clinical trials. *Clinical Trials* **7**(1), 5–18.

Papanikos, Tasos, Thompson, John R, Abrams, Keith R, Städler, Nicolas, Ciani, Oriana, Taylor, Rod and Buikiewicz, Sylwia. (2020). Bayesian hierarchical meta-analytic methods for modeling surrogate relationships that vary across treatment classes using aggregate data. *Statistics in Medicine* **39**(8), 1103–1124.

Pocock, Stuart J. (1976). The combination of randomized and historical controls in clinical trials. *Journal of Chronic Diseases* **29**(3), 175–188.
REFERENCES

R Core Team. (2020). *R: A Language and Environment for Statistical Computing*. R Foundation for Statistical Computing, Vienna, Austria.

Raghupathi, Wullianallur and Raghupathi, Viju. (2014). Big data analytics in healthcare: promise and potential. *Health Information Science and Systems* 2(1), 3.

Rietbergen, Charlotte, Klugkist, Irene, Janssen, Kristel JM, Moons, Karel GM and Holjtink, Herbert JA. (2011). Incorporation of historical data in the analysis of randomized therapeutic trials. *Contemporary Clinical Trials* 32(6), 848–855.

Röver, Christian and Friede, Tim. (2020). Dynamically borrowing strength from another study through shrinkage estimation. *Statistical Methods in Medical Research* 29(1), 293–308.

Smith, Teresa C, Spiegelhalter, David J and Thomas, Andrew. (1995). Bayesian approaches to random-effects meta-analysis: a comparative study. *Statistics in Medicine* 14(24), 2685–2699.

Viele, Kert, Berry, Scott, Neuenschwander, Beat, Amzal, Billy, Chen, Fang, Enas, Nathan, Hobbs, Brian, Ibrahim, Joseph G, Kinnersley, Nelson, Lindborg, Stacy and others. (2014). Use of historical control data for assessing treatment effects in clinical trials. *Pharmaceutical statistics* 13(1), 41–54.

Whitehead, John, Valdés-Márquez, Elsa, Johnson, Patrick and Graham, Gordon. (2008). Bayesian sample size for exploratory clinical trials incorporating historical data. *Statistics in Medicine* 27(13), 2307–2327.

Zhu, Jing and Fan, Yingling. (2018). Daily travel behavior and emotional well-being: Effects of trip mode, duration, purpose, and companionship. *Transportation Research Part A: Policy and Practice* 118, 360–373.

[Received -; revised -; accepted -]
Fig. 1. Diagram of dMEM method

Fig. 2. Box plot of the posterior MSE and ESSS for proof of concept simulation study. The primary source follows $N(0, 1)$. The supplementary sources include 60 exchangeable sources following $N(0, 1)$ and 40 nonexchangeable sources following $N(1, 1)$. All sources have sample size 20. The simulation is repeated 1,000 times to achieve the final results. The methods are described as follows. 'iMEM' means iMEM with 10 exchangeable sources. '10 × 10' has 6 clusters randomly including 10 exchangeable sources and 4 clusters randomly including 10 nonexchangeable sources. '10 × (6 + 4)' has 10 clusters, each cluster randomly includes 6 exchangeable sources and 4 nonexchangeable sources. '10 × 6' also has 10 clusters, with each cluster randomly includes 6 exchangeable sources.
| Name of the Methods | Single-source Clusters | Combined Clusters | Randomly Clustered | Description |
|---------------------|-----------------------|-------------------|-------------------|-------------|
| kmeans              | 0                     | 10                | No                | Baseline: assign all sources into 10 clusters by using K-means on their sample means. |
| iMEM                | 10                    | 0                 | No                | Baseline: iMEM with final group size equal to 10. |
| ordered combine     | 0                     | 10                | No                | 10-fold split the descending ordered sources, combine the 10 sources in the first fold with the highest weights as the first cluster, then combine the 10 sources in the second fold as the second cluster and etc. |
| evenly distributed  | 0                     | 10                | No                | 10-fold split the sorted sources, combine the sources with highest weights in each fold as a cluster, then combine the sources with second highest weights in each fold and etc. |
| single half & combine half | 5             | 5                 | No                | Use top 5 sources with the highest weights as single-source clusters and combine the rest sources in order into 5 clusters. |
| random              | 0                     | 10                | Yes               | Randomly combine the sources into 10 clusters. |
| random averaging    | 0                     | 10                | Yes               | Randomly combine the sources into 10 clusters for 10 times and take the average of their posterior results. |
| 3 cluster           | 0                     | 3                 | Yes               | Randomly combine the sources into 3 clusters. |
| 1 cluster           | 0                     | 1                 | Yes               | Combine all sources. |

Table 1. Tested clustering methods in simulation study
Fig. 3. Log posterior variance, bias and RMSE (root-square-mean error) for simulated scenarios. The box plots are showing the 2.5%, 25%, 50%, 75% and 97.5% percentiles of the 1000 simulating results for each method. In Scenario III, the x-axis is the proportion of truly exchangeable sources to the total 500 supplementary sources.
Fig. 4. (a) Bar blot for the numbers of selected supplementary sources of iMEM (always be 10 in our case) or dMEM, and the means of total available supplementary sources. The error bars are the 5% and 95% percentile of selected sources by dMEM. (b) Examples of sorted marginal weights and selected sources. The vertical lines are the position of the last selected source by iMEM and dMEM. The top two examples have small numbers of total supplementary sources and the final estimations benefit from selecting less sources. The bottom two examples with large numbers of total supplementary sources benefit from selecting more sources. Note that there are examples with large numbers of total supplementary sources would benefit from selecting less sources, but less common.