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Abstract

Making predictions that are fair with regard to protected group membership (race, gender, age, etc.) has become an important requirement for classification algorithms. Existing techniques derive a fair model from sampled labeled data relying on the assumption that training and testing data are identically and independently drawn (iid) from the same distribution.

In practice, distribution shift can and does occur between training and testing datasets as the characteristics of individuals interacting with the machine learning system—and which individuals interact with the system—change. We investigate fairness under covariate shift, a relaxation of the iid assumption in which the inputs or covariates change while the conditional label distribution remains the same. We seek fair decisions under these assumptions on target data with unknown labels. We propose an approach that obtains the predictor that is robust to the worst-case in terms of target performance while satisfying target fairness requirements and matching statistical properties of the source data. We demonstrate the benefits of our approach on benchmark prediction tasks.

Introduction

Supervised learning algorithms typically focus on optimizing one singular objective: predictive performance on unseen data. However, the social impact of unwanted bias in these algorithms has become increasingly important. Machine learning systems that disadvantage specific groups are less likely to be accepted and may violate disparate impact law (Chand 2006; Kabakchieva 2013; Loh 2013; Shipp et al. 2002; Obermeyer and Emanuel 2016; Moses and Chun 2014; Shaw and Gentry 1988; Carter and Catlett 1987; O’Neil 2016). Fairness through unawareness, which simply denies knowledge of protected group membership to the predictor, is insufficient to effectively guarantee fairness because other characteristics or covariates may correlate with protected group membership (Pedreshi, Ruggieri, and Turini 2008). Thus, there has been a surge of interest in the machine learning community to define fairness requirements reflecting desired behavior and to construct learning algorithms that more effectively seek to satisfy those requirements in various settings (Mehrabi et al. 2019; Barocas, Hardt, and Narayanan 2017).

Though many definitions and measures of (un)fairness have been proposed (See Verma and Rubin (2018); Mehrabi et al. (2019)), the most widely adopted are group fairness measures of demographic parity (Calders, Kamiran, and Pechenizkiy 2009), equalized opportunity, and equalized odds (Hardt, Price, and Srebro 2016).

A number of techniques have been developed as either post-processing steps (Hardt, Price, and Srebro 2016) or in-processing learning methods (Agarwal et al. 2018; Zafar et al. 2017; Rezaei et al. 2020) seeking to achieve fairness according to these group fairness definitions. These methods attempt to make fair predictions at testing time by relying heavily on an assumption that training and testing data are independently and identically drawn (iid) from the same distribution, so that providing fairness on the training dataset provides approximate fairness on the testing dataset.

In practice, it is common for data distributions to shift between the training data set (source distribution) and the testing data set (target distribution). For example, the characteristics of loan applicants may differ significantly over time due to macroeconomic trends or changes in the self-selection criteria that potential applicants employ. Fairness methods that ignore such shifts may satisfy definitions for fairness on training samples, while violating those definitions severely on testing data. Indeed, disparate performance for underrepresented groups in computer vision tasks has been attributed to manually labeled data that is highly biased compared to testing data (Yang et al. 2020). Explicitly incorporating these shifts into the design of predictors is crucial for realizing fairer applications of machine learning in practice. However, the resulting problem setting is particularly challenging; access to labels is only available for the training distribution. Fair prediction methods could fail by using only source labels, especially for fairness definitions that condition on ground-truth labels, like equal opportunity. Figure [1] illustrates the declining performance of in-processing method of (Rezaei et al. 2020) that do not incorporate any consideration of distribution shift and instead only depend on source fairness measurements. As the amount of shift...
increases (x axis), the fairness of the predictor (y axis) decreases. Therefore, relying on the iid assumption, which is often violated in practice, introduces significant limitations for realizing desired fairness in critical applications.

![Figure 1: The fairness constraint violation (difference between two groups) on the target distribution of fairLR (Rezaei et al. 2020), that do not account for distribution shift, and corrects for equalized opportunity using source data. The violation increases as the shift intensity increases. Experiment section includes details about simulating the shift.](image)

We seek to address the task of providing fairness guarantees under the non-iid assumption of covariate shift. Covariate shift is a special case of data distribution shift. It assumes that the relationship between labels and covariates (inputs) is the same for both distributions, while only the source and target covariate distributions differ. Under the fair prediction setting, the sensitive group features are usually correlated with other features. Covariate shift then indicates that the labels given the covariates, including the sensitive group features, stays the same between two distributions. For example, even though there are less female loan applicants in area A than area B, which causes a marginal input distribution to shift between these two areas, we believe the probability of belonging to the advantages class (e.g., repaying a loan) given the full covariate should be the same.

In this paper, we propose a robust estimation approach for constructing a fair predictor under covariate shift. We summarize our contribution as follows:

- We formulate the fair prediction problem as a game between an adversary choosing conditional label distributions to fairly minimize predictive loss on the target distribution, and an adversary choosing conditional label distributions that maximize that same objective. Constraints on the adversary require it to match statistics under the source distribution. Fairness is incorporated into the formulation by a penalty term in the objective that evaluates the fairness on the target input distribution and adversary’s conditional label distribution.

- We derive a convex optimization problem from the formulation and obtain the predictor’s and adversary’s conditional label distribution that are parametric, but cannot be solved analytically. Based on the formulation, we propose a batch gradient descent algorithm for learning the parameters.

We compare our proposed method with baselines that only account for covariate shift or fairness or both. We demonstrate that our method outperforms the baselines on both predictive performance and the fairness constraints satisfaction under covariate shift settings.

### Related Work

#### Fairness

Various methods have been developed in recent years to achieve fair classification according to group fairness definitions. These techniques can be broadly categorized as pre-processing modifications to the input data or fair representation learning (Kamiran and Calders 2012; Calmon et al. 2017; Zemel et al. 2013; Feldman et al. 2015; Del Barrio et al. 2018; Donini et al. 2018; Guidotti et al. 2018), post-processing correction of classifiers’ outputs (Hardt, Price, and Srebro 2016; Pleiss et al. 2017), in-processing methods that incorporate the fairness constraints into the training process and parameter learning procedure (Donini et al. 2018; Zafar et al. 2017; Cotter et al. 2018; Goel, Yaghini, and Faltines 2018; Woodworth et al. 2017; Kamishima, Akaho, and Sakuma 2011; Bechavod and Ligett 2017; Quadranto and Sharmanska 2017; Rezaei et al. 2020), meta-algorithms (Ces 2019; Menon and Williamson 2018), reduction-based methods (Agarwal et al. 2018; Cotter et al. 2018), or generative-adversarial training (Madras et al. 2018; Zhang, Lemoine, and Mitchell 2018; Celis and Keswani 2019; Xu et al. 2018; Adel et al. 2019).

The closest to our work in this category is the fair robust log-loss predictor of Rezaei et al. (2020), which operates under an iid assumption. That formulation is similar to ours in that it builds a minimax game between a predictor and worst-case approximator of the true distribution. The main difference is that under the iid assumption, the true/false positive rates of target groups can be expressed as a linear constraint on the source data, in which the ground truth label is known. However, in our work, no hard constraint is available for measuring true/false positive rates on target data, because the target true label is unknown under the covariate shift assumption. Thus, we enforce these fairness measures by an expected penalty of the worst-case approximation of the target data.

#### Covariate Shift

General distribution and domain shift works focus on the joint distribution shift between the training and testing datasets (Daume III and Marcu 2006; Ben-David et al. 2007; Blitzer et al. 2008). Particular assumptions like covariate shift (Shimodaira 2000; Sugiyama, Krauledat, and Müller 2007; Gretton et al. 2009) and label shift (Schoökpf et al. 2012; Lipton, Wang, and Smolka 2018; Azizzadenesheli et al. 2019) help quantify the distribution shift using importance
weights since they introduce invariance in conditional distributions between the training and testing. Importance weighting methods under covariate shift suffer from high variance and sensitivity to weight estimation methods. It has been shown to often be brittle—providing no finite sample generalization guarantees—even for seemingly benign amounts of shift (Cortes, Mansour, and Mohri 2010). Applying importance weighting to fair prediction has not been broadly investigated and may suffer from a similar issue.

Fairness under perturbation of the attribute has been studied by Awasthi, Kleindessner, and Morgenstern (2020). Lamy et al. (2019) study fair classification when the attribute is subjected to noise according to a mutually contaminated model (Scott, Blanchard, and Handy 2013). Our method works for a general shift on the joint distribution of attribute and features, and does not rely on a particular noise model.

Causal analysis has also been proposed for addressing fairness under dataset shift (Singh et al. 2019). It requires a known causal graph of the data generating process, with a context variable causing the shift, as well as the known separating set of features. Our model makes no assumptions about the underlying structure of the covariates. We assume covariate shift, which relates with causal models when there is no unobserved confounders between covariates and labels. Given a known separating set of features in the causal model under data shift, the covariate shift assumption holds if we use only the separating set of features for prediction. Our model builds on robust classification method of (Liu and Ziebar 2014) under covariate shift, where the target distribution is estimated by an worst-case adversary that maximizes the log-loss while matching the feature statistics under source distribution. Therefore, if we know the separating set of features, we can incorporate them as constraints for the adversary. However, it is usually difficult to know the exact causal model of the data generating process in practice.

**Approach**

**Preliminaries & Notation**

We assume a binary classification task \( Y, \hat{Y} \in \{0, 1\} \), where \( Y \) denotes the true label, and \( \hat{Y} \) denotes the prediction for a given instance with features \( X \sim X \) and group attribute \( A \in \{0, 1\} \). We consider \( y = 1 \) as the privileged class (e.g., an applicant who would repay a loan). Further we assume a given source distribution \( (X, A, Y) \sim P_{\text{src}} \) over features, attribute and label and a target distribution \( (X, A) \sim P_{\text{tg}} \) over features and attribute only, throughout our paper.

**Fairness Definitions**

Our model seeks to satisfy the group fairness notions of equalized opportunity and odds (Hardt, Price, and Srebro 2016).

Our focus in this paper is equalized opportunity, which requires equal true positive rates across groups, i.e., for a general probabilistic classifier \( P \):

\[
P(\hat{Y} = 1|A = 1, Y = 1) = P(\hat{Y} = 1|A = 0, Y = 1).
\]

Our model can be generalized for equal odds, which in addition to providing an equal true positive rates across groups, also requires equal false positive rates across groups:

\[
P(\hat{Y} = 1|A = 1, Y = 0) = P(\hat{Y} = 1|A = 0, Y = 0).
\]

**For Demographic parity** (Calders, Kamiran, and Pechenizkiv 2009) which requires equal positive rates across protected groups, i.e \( P(\hat{Y} = 1|A = 1) = P(\hat{Y} = 1|A = 0) \), our model reduces to a special case, as we later explain.

**Covariate Shift**

In the context of fair prediction, the covariate shift assumption is that the distribution of covariates and group membership can shift between source and target distributions:

\[
P_{\text{src}}(x, a, y) = P_{\text{src}}(x, a)P(y|x, a) \tag{3}
\]

\[
P_{\text{tg}}(x, a, y) = P_{\text{tg}}(x, a)P(y|x, a). \tag{4}
\]

Note that we do not assume how the sensitive group membership \( a \) is correlated with other features \( x \). If causal structure between the features and labels were known, as assumed in Singh et al. (2019), we could also incorporate a hidden or latent covariate shift assumption. For example, given that there is no unobserved confounder between the covariate and the labels, if \( h = \Phi(x, a) \) represent the separating set of features, we can assume \( P_{\text{src}}(y|h = \Phi(x, a)) = P_{\text{tg}}(y|h = \Phi(x, a)) \) and use \( \Phi(x, a) \) instead of \((x, a)\) in our formulation. In this paper, we still use \((x, a)\) to represent the covariates for simplicity.

**Importance Weighting**

A standard approach for addressing covariate shift is to reweight the source data to represent the target distribution (Sugiyama, Krauledat, and Müller 2007). A desired statistic \( f(x, a, y) \) of the target distribution can be obtained using samples from the source distribution \((x_i, a_i, y_i)_{i=1:n} \):

\[
\mathbb{E}_{x, a \sim P_{\text{tg}}, \ y|x, a \sim P}
\[
\Rightarrow \mathbb{E}_{P_{\text{tg}}(X, A)} [P_{\text{tg}}(X, A) / P_{\text{src}}(X, A)] < \infty.
\]

Unfortunately, this requirement is fairly strict and will not be satisfied even under common and seemingly benign amounts of shift. For example, if source and target samples are drawn from Gaussian distributions with equal (co-)variance, but slightly different means, it is not satisfied.

**Robust Log Loss Classification under Covariate Shift**

We base our method on the robust approach of Liu and Ziebar (2014) for covariate shift, which addresses this fragility of reweighting methods. The predictor \( \mathbb{P} \) minimizes the log loss on a worst-case approximation of the target distribution provided by an adversary \( \mathbb{Q} \) that
maximizes the log loss while matching the feature statistics of the source distribution:

$$\min_{P(y|x)} \max_{Q(y|x) \in \Delta \cap \Xi} \mathbb{E}_{P_{trg}(x)Q(y|x)}[-\log P(Y|X)]$$

$$= \max_{P(y|x) \in \Delta \cap \Xi} H_{P_{trg}(x)P(y|x)}(Y|X), \quad (5)$$

where a moment-matching constraint set $\Xi = \{Q \mid \mathbb{E}_{P_{trg}(x)Q(y|x)}[\phi(X,Y)] = \mathbb{E}_{P_{trg}(x,y)}[\phi(X,Y)]\}$ on source data is enforced with $\phi(x,y)$ denoting the feature function, and $\Delta$ denoting the conditional probability simplex. The saddle point solution under these assumptions is $P = Q$ which reduces the formulation to maximizing the target distribution conditional entropy ($H$) while matching feature statistics of the source distribution. The predictor under these assumptions has the following parametric form:

$$P_0(y|x) = e^{\sum_{a \in \mathbb{Y}} \theta^T \phi(x,y)} / \sum_{y' \in \mathbb{Y}} e^{\sum_{a \in \mathbb{Y}} \theta^T \phi(x,y')}, \quad (6)$$

where the Lagrange multipliers $\theta$ are obtained by maximizing the target distribution log likelihood in the dual optimization problem.

**Robust Log Loss for Fair Classification (IID)** The same robust log loss approach has been employed by Rezaei et al. (2020) for fair classification under the iid assumption ($P_{trg} = P_{src}$), where both objective and feature constraints are evaluated on the same training set. Since the true label is available during training, fairness can be enforced as a set of linear constraints on predictor $P$, which yields a parametric dual form.

In contrast, under the non-iid assumption, the desired fairness on target cannot be directly inferred by enforcing constraints on the source. Additionally, for true/false positive rates defining equalized opportunity (and odds), no linear constraints defined according to the target data are due to the absence of ground truth target labels. Thus, we seek fairness on target data by augmenting the objective in [5] with a penalty incurred by the worst-case approximator of the target $Q$. In our formulation, the saddle point solution is no longer simple (i.e., $P \neq Q$), and no parametric form solution is available.

**Formulation**

Our formulation seeks a robust and fair predictor under the covariate shift assumption by playing a minimax game augmented by a fairness penalty between a minimizing predictor against a worst-case approximator of the target distribution that matches the feature statistics of the source. We assume the availability of a set of labeled examples from source $\{x_i, a_i, y_i\}_{i=1}^n \sim P_{src}(x, a, y)$ and unlabeled examples from target distribution, $\{x_i, a_i\}_{i=1}^n \sim P_{trg}(x, a)$ during training.

**Definition 1. The Fair Robust Log-Loss Predictor under Covariate Shift.** $P$ minimizes the worst-case log loss with an added fairness penalty, while an approximator $Q$ constrained to reflect source distribution statistics (denoted by set $\Xi$) maximizes the same fairness-penalized loss:

$$\min_{P \in \Delta} \max_{Q \in \Delta \cap \Xi} \mathbb{E}_{P_{trg}(x)Q(y|x,a)}[-\log P(Y|x,a)] + \mu \mathbb{E}_{P_{trg}(x,a)}Q(y|x,a)\mathbb{E}_{P}(y|x,a)[f(A, Y', Y)] \quad (7)$$

such that:

$$\Xi(Q) : \mathbb{E}_{P_{trg}(x,a)}[\phi(X,Y)] = \mathbb{E}_{P_{trg}(x,a,y)}[\phi(X,Y)] \text{ and } Q(y|x,a) \forall k \in \{0, 1\}, \Gamma(Q) : \mathbb{E}_{P_{trg}(x,a)}[g_k(A,Y)] = \mathbb{E}_{P_{trg}(x,a,y)}[g_k(A,Y)] \quad (8)$$

where $\phi$ is the feature function, $\mu$ is the fairness penalty weight, $g_k(\cdot \cdot \cdot)$ is a selector function for group $k$ according to the fairness definition, i.e., for equalized opportunity: $g_k(A,Y) = \mathbb{I}(A = k \land Y = 1)$, $g_k$ the estimated group density on target, and $f(\cdot \cdot \cdot)$ is a weighting function of the mean score difference between the two groups:

$$f(A,Y, \tilde{Y}) = \begin{cases} \frac{1}{g_1} & \text{if } g_1(A,Y) \land \mathbb{I}(\tilde{Y} = 1), \\ \frac{1}{g_0} & \text{if } g_0(A,Y) \land \mathbb{I}(\tilde{Y} = 1), \\ 0 & \text{otherwise.} \end{cases} \quad (8)$$

The $\Gamma$ constraint enforces $Q$ to be consistent with the marginal probability of the groups on target ($g_k$) for equalized opportunity (and odds). This marginal probability is unknown, since the true label $Y$ on target is unavailable. Thus, we estimate these marginal probabilities by employing the robust model (3) as $P_{trg}(y|x, a)$ in (7) to first guess the labels under covariate shift ignoring fairness ($\mu = 0$). We penalize the expected difference in true (or false) positive rate of groups in target according to our worst-case approximation of each example being positive label. This needs to be measured on the entire target example set and requires batch gradient updates to enforce.

Our formulation is flexible for all three mentioned definitions of group fairness. For equalized odds, a second penalty term for false positive rates ($g_k(A,Y)$) required and the corresponding marginal matching constraint in $\Gamma$ needs to be added. For demographic parity ($g_k(A,Y)$), because the group definition is independent of the true label, the target groups are fully known and the fairness penalty reduces to a linear constraint of $P$ on target. In this special case, there is no need for the $\Gamma$ constraint and $\mu$ can be treated as a dual variable for the linear fairness constraint. This reduces to the truncated logistic classifier of (Rezaei et al. 2020) with the exception that the fairness constraint is formed on the target data.

We obtain the following solution for the predictor $P$ by leveraging strong minimax duality (Topsoe 1979; Grünwald and Dawid 2004) and strong Lagrangian duality (Boyd and Vandenberghe 2004).

**Theorem 1. The Fair Robust Log-Loss Predictor under Covariate Shift (4) for equalized opportunity with a given fairness penalty parameter, $\mu$, can be obtained by solving:**

$$\min_{P} - \frac{1}{P(y|x,a)} \mathbb{P}(y|x,a) + \mu \mathbb{E}_{P(y'|x,a)}[f(a, y, Y')] \quad (9)$$

$$+ \frac{P_{src}(x,a)}{P_{trg}(x,a)} \theta^T (\phi(x, y = 1) - \phi(x, y = 0))$$

$$+ \sum_{k \in {0, 1}} \lambda_k g_k(a, y) = 0,$$
where $\theta$ and $\lambda$ are the dual Lagrange multipliers for moment matching constraints ($\Xi$) and target marginal matching ($\Gamma$) respectively.

Given the solution $\mathbb{P}^*$ obtained above, for $Q$ to be in equilibrium (given $\theta$) it suffices to choose $Q$ such that:

$$Q(y|x) = \frac{\mathbb{P}^*(y|x)}{1 - \mu f(a,y) + \mu f(a,y)\mathbb{P}^{x*}(y|x)}$$

where $0 \leq Q(y|x) \leq 1$.

Due to monotonicity, $\mathbb{P}$ in $Q$ is efficiently found using a binary-search in the simplex. For proofs and further details, we refer the interested reader to the appendix.

### Enforcing Fairness

Our model approximates the fairness violation on the target distribution by the incurred fairness penalty measured on the robust target approximator ($\mathbb{Q}$). We seek optimal $\mu$ by finding the zero-point of approximated fairness penalty, i.e.,

$$\mathbb{E}_{P_{trg}(x,a)}[Q(y|x,a)f(A, Y', Y)]$$

Under a mild assumption that $Q$ is sufficiently constrained by source feature statistics and marginal probability of the target groups, the approximated fairness violation by $\mathbb{Q}$ is monotone in the proximity of the zero point. Thus, we can find the exact zero point by a binary-search in a neighborhood around zero point.

### Learning

For a given fairness penalty $\mu$, our model seeks to learn the dual parameters $\theta$ and $\lambda$, such that the worst-case log-loss approximation ($\mathbb{Q}_{\theta,\lambda}$) matches the sample feature statistic from the source distribution and the marginal group probability on the target set. Given $\theta^*$, $\lambda^*$ the solution of (9) obtains the optimal fair predictor $\mathbb{P}^{x*}_{\theta^*,\lambda^*}$ which is robust against the sampling shift.

We employ $L_2$ regularization on $\theta$ parameters to improve the generalizability of our model. This corresponds to relaxing our feature matching constraints by a convex norm. We employ a batch gradient algorithm to learn our model parameters. We perform a joint gradient optimization that updates the gradient of $\theta$ (which depends on the true label) from the source data and $\lambda$ (which does not depend on true label) from the target batch at each step. Note that we find the solution to the dual objectives of (9) by gradient-only optimization without requiring the explicit calculation of the objective on the target dataset. The gradient optimization converges to the global optimum because the dual objective is convex in $\theta$ and $\lambda$.

Given an optimal $Q^*$ from (10), a set of labeled source training samples $\mathbb{P}_{src}(x,a,y)$ and unlabeled target samples $\mathbb{P}_{trg}(x,a)$, the gradient of our model parameters is calculated as follows:

$$\nabla_{\theta} L_{er}^{er}(\mathbb{P}, Q, \theta, \lambda) = \mathbb{E}_{P_{src}(x,y)}[\phi(X, Y)] - \mathbb{E}_{P_{src}(x,a,y)}[\phi(X, Y)]$$

$$\nabla_{\lambda} L_{er}^{er}(\mathbb{P}, Q, \theta, \lambda) = \mathbb{E}_{P_{trg}(x,a)}[g_k(A, Y)] - \bar{g}_k$$

Note that although the gradient of $\theta$ can be updated stochastically, the $\lambda$ gradient update relies on calculating the $Q$ marginal for each group on a target batch. This process is described in detail in Algorithm 1.

### Algorithm 1: Batch gradient update for Fair Robust Log-Loss learning under Covariate Shift

**Input:** Datasets $\mathbb{P}_{src} = \{x_i, a_i, y_i\}_{i=1}^n$, $\mathbb{P}_{trg} = \{x_i, a_i\}_{i=1}^m$; ratio $\mathbb{P}_{trg}$, feature function $\phi(x, y)$, decaying learning rate $\eta$

**Output:** $\theta^*$, $\lambda^*$

1. $\theta \leftarrow$ random initialization;
2. $\lambda \leftarrow 0$;
3. repeat
   4. Compute $\mathbb{P}$, $Q$ for all source dataset examples by finding solution to (9) and (10)
   5. $\nabla_{\theta} L \leftarrow \frac{1}{n} \sum_{i=1}^n \phi(x_i, y_i) - \frac{1}{n} \sum_{i=1}^n \sum_{y \in Y} Q(y|x_i, a)\phi(x_i, y)$
   6. $\nabla_{\lambda} L \leftarrow \bar{g}_k - \frac{1}{m} \sum_{i=1}^m \sum_{y \in Y} Q(y|x, a)g_k(a, y)$
   7. $\theta \leftarrow \eta h(\nabla_{\theta} L + C\nabla ||\theta||)$
   8. $\lambda \leftarrow \eta h(\nabla_{\lambda} L)$
4. until convergence;

### Experiments

We demonstrate the effectiveness of our method on benchmark data sets containing sensitive features. We compare with two sets of baselines: (1) previous methods enforcing fairness constraints under the iid assumption and (2) covariate shift classification models that do not account for fairness. Our experiments show that our approach outperforms the baselines by achieving smaller fairness constraint violations without sacrificing predictive performance.

We evaluate our method against baselines on four datasets:

- The COMPAS criminal recidivism risk assessment dataset [Larson et al. 2016]. The task is to predict recidivism of a defendant based on criminal history.
- UCI Drug dataset [Fenghnan et al. 2017]. The task is to classify type of drug consumer by personality and demographics.
- UCI Arrhythmia dataset [Dhee and Karra Taniskidou 2017]. The task is to distinguish between the presence and absence of cardiac arrhythmia.
- UCI German dataset [Dhee and Karra Taniskidou 2017]. The task it to classify good and bad credit according to personal information and credit history.

Table I summarizes the characteristics of each of these datasets.

We create biased samplings by modeling a general shift between the distribution of the covariates in source and target, i.e., $P_{src}(x,a) \neq P_{trg}(x,a)$. We take the following steps to create covariate shift on the normalized dataset:
1. We apply principal component analysis (PCA) to retrieve the first principal component \( C \) from features.

2. We estimate the mean and standard deviation of \( P \) as \( \mu(C) \) and \( \sigma(C) \).

3. We choose parameters \( m, s \) and set a normal distribution as \( D_s(\mu(C) + m, \frac{\sigma(C)}{s}) \).

4. We sample from the data with probability in proportion to \( D_s \) to construct the source data distribution.

5. We sample from the data with probability in proportion to \( D_t(\mu(C), \sigma(C)) \) to construct the target data distribution.

---

| Dataset       | \( n \) | Features | Attribute |
|---------------|--------|----------|-----------|
| COMPAS        | 6,167  | 10       | Race      |
| German        | 1,000  | 20       | Gender    |
| Drug          | 1,885  | 11       | Race      |
| Arrhythmia    | 452    | 279      | Gender    |

Table 1: Dataset characteristics.

**Baseline methods**

We evaluate the performance of our model in terms of the trade-off between incurring log loss and fairness violation under various degrees of covariate shift. We focus on using equalized opportunity as our fairness definition. We compare against the following baselines:

- **Logistic Regression** (LR) is the standard logistic regression trained on source data: it ignores both covariate shift and fairness assumptions.

- **Robust Bias-Aware Log Loss Classifier** (RBA) (Liu and Ziebar 2014) robustly minimizes the worst-case log loss on the target distribution while matching feature statistics of the source; it accounts for the covariate shift but ignores fairness.

- **Sample Reweighted Logistic Regression** (LR_IW) (Shimodaira 2000) minimizes the reweighted log loss on the source data, according to the importance weighting ratio: it only accounts for the covariate shift.

- **Source Fair Logistic Regression** (FAIRLR) is the method of Rezaei et al. (2020) that optimizes worst-case log loss subject to fairness as linear constraints on labeled source data. It accounts for fairness but ignores the covariate shift. We choose this baseline as a candidate in-processing method under IID assumptions. This baseline has been shown to have performance on the Pareto frontier of the prediction-fairness trade-off against other in-processing methods such as Zafar et al. (2017c) and cost-sensitive reduction approach of Agarwal et al. (2018). However, the underlying model selection assumption for all of these existing methods is violated under the covariate shift setting.

- **Sample Reweighted Fair Logistic Regression** (FAIRLR_IW) the fairLR method augmented with importance weighting ratios to the log loss in objective. This baseline account for both fairness and covariate shift.

**Setup** We repeat our sampling procedure for each dataset ten times and report the average log loss and the average difference of equalized opportunity (DEO): \( |P(\hat{Y} = 1|A = 1, Y = 1) - P(\hat{Y} = 1|A = 0, Y = 1)| \) of our predictor on the target dataset.

Unfortunately since the target distribution is assumed to be unavailable for this problem, properly obtaining optimal regularization via cross validation is not possible. We select the L2 regularization parameter by choosing the best \( C \) from \( \{10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 1, 10\} \) under the IID assumption. We use first-order features for our implementation, i.e. \( \phi(x, y) = [x_1 y, x_2 y, \ldots, x_m y]^{\top} \), where \( m \) is the size of features.

Assuming sufficient expressive feature constraints, \( Q \) is always sufficiently constrained and thus under mild assumption that the approximated DEO by \( \hat{Q} \) remains monotone in relatively small intervals of \( [\mu, \mu + \epsilon] \) we first perform a line search on \( \mu \in [-1, 1] \) with intervals of \( \epsilon = .1 \) to find the zero crossing regions, and then we find the exact zero point of the approximated violation efficiently by binary search.

**Results**

Figure 2 shows our experiment results on iid target data and three shifted samplings.

On the COMPAS dataset, our method’s logloss and DEO remains relatively unchanged with different shift settings. Although FAIRLR methods provides better fairness, their logloss is relatively high. As the sampling variance intensifies, the importance weighting methods’ DEO also gets better. In all samplings our method remains on the frontier of logloss and DEO. On the Arrhythmia dataset, our method’s logloss remains relatively low, only slightly worse than unfair methods. Whereas compared to the fair methods, ours provide competitive DEO in the overlapping range, with little trade-off in logloss. On this dataset our method is less sensitive to shift in variance than the shift in the mean. When the sampling shift is only due to the variance (third column), our method provides lowest logloss and lowest DEO. On the German dataset our method provides the lowest DEO on all shifted samplings, with similar logloss to unfair methods and higher log loss than FAIRLR methods. On the Drug dataset our method’s log loss remains low, while on DEO dimension it lies competitive with other baselines. Similar to Arrhythmia, our method fairness performance is better under variance-based shifts on this dataset. As the shift intensifies, our method’s log loss remains lower than all other baselines and the DEO nears other fair methods.

In summary, on the COMPAS and Arrhythmia dataset our method provides better trade-off of lower DEO and low logloss. On German we have the best fairness score while having similar logloss to unfair methods. On the Drug dataset, our method nears the best trade-off on the sampling with the strongest shift.
We incorporate fairness as a weighted penalty and tune the weighted penalty to provide fairness against the adversary.

Figure 2: Average log loss versus average difference of equalized opportunity (DEO) on target samples. The bar is the 95% confidence interval on ten random biased samplings of covariates ($P_{src}(x, a) \neq P_{tar}(x, a)$) based on the first principal component.

Conclusions

In this paper, we developed a novel adversarial approach for seeking fair decision making under covariate shift. In contrast with importance weighting methods, our approach is designed to operate appropriately even when portions of the shift between source and target distributions are extreme. The key technical challenge we address is the lack of labeled target datapoints, making target fairness assessment challenging. We instead propose to measure fairness against an adversary that is constrained by source data properties. We incorporate fairness as a weighted penalty and tune the weighted penalty to provide fairness against the adversary. More extensive evaluation on naturally-biased datasets and generalization of this approach to decision problems beyond binary classification are both important directions for future work.

Broader Impact

Fairness considerations are increasingly important for machine learning systems applied to key social applications. However, the standard assumptions of statistical machine learning, such as iid training and testing data, are often violated in practice. This work offers an approach for robustly seeking fair decisions in such settings and could be of general benefit to individuals impacted by alternative systems that are either oblivious or brittle to these broken assumptions. However, this work also makes a covariate shift assumption instead of accounting for more specific causal relations that may generate the shift. Practitioners should be aware of the specific assumptions made by this paper.
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Supplementary Materials

Proof of Theorems

Proof of Theorem[1] First, we incorporate the source feature-matching and target marginal matching constraint and the normalization constraint for \( P \) with Lagrangian multipliers \( \theta, \lambda \) and \( Z_P \) into the objective. To generalize for equalized odds we extend our fairness-related variables to \( \mathbb{R}^{2 \times 1} \) vectors to include false positive rates as well, i.e. \( \mu = [\mu^P; \mu^P] \), \( \lambda_k = [\lambda_k^P; \lambda_k^P] \), \( g_k(A, Y) = [g_k^P; g_k^P] = [I(A = k; Y = 1); I(A = k, Y = 0)] \), and \( f = [f^P; f^P] \):

\[
f^P(A, Y, \hat{Y}) = \begin{cases} 
\frac{1}{\eta_i} & \text{if } g_{0}^P(A, Y) \wedge I(\hat{Y} = 1) \\
-\frac{1}{\eta_i} & \text{if } g_{0}^P(A, Y) \wedge I(\hat{Y} = 1) \\
0 & \text{otherwise.}
\end{cases}
\]

(12)

\[
f^P(A, Y, \hat{Y}) = \begin{cases} 
\frac{1}{\eta_i} & \text{if } g_{0}^P(A, Y) \wedge I(\hat{Y} = 1) \\
-\frac{1}{\eta_i} & \text{if } g_{0}^P(A, Y) \wedge I(\hat{Y} = 1) \\
0 & \text{otherwise.}
\end{cases}
\]

(13)

The dual objective is:

\[
\min_{P, Q, \theta, \lambda, Z_P} \max_{\tilde{P}(y|x, a)} \min_{\tilde{P}(y'=x, a)} \sum_{x,a} P_{\tilde{P}}(x, a) \left( E_Q(y|x,a) \left[ -\log P(Y|x,a) \right. \
+ \theta^T E_{P(y'|x,a)} [f(a, Y, Y')|x,a] + \frac{P_{\text{src}}(x,a)}{P_{\tilde{P}}(x,a)} \theta^T \phi(x,y) - \frac{P_{\text{src}}(y'|x,a)}{P_{\tilde{P}}(x,a)} \phi(x,y')|x,a,] \right) \right) \]

(14)

\[
= \min_{\theta, \lambda, Z_P} \max_{\tilde{P}(y|x, a)} \sum_{k \in \{0,1\}} \lambda_k^T g_k(a, y) + \frac{P_{\text{src}}(x,a)}{P_{\tilde{P}}(x,a)} \theta^T \phi(x,y) + \sum_{k \in \{0,1\}} \lambda_k^T g_k(a, y) + Z_P(x,a) \left( \sum_y P(y|x,a) - 1 \right) \]

(15)

\[
\Rightarrow -\log P(y|x,a) + \mu^T E_{P(y'|x,a)} [f(a, y, Y')|x,a] + \frac{P_{\text{src}}(x,a)}{P_{\tilde{P}}(x,a)} \theta^T \phi(x,y) + \sum_{k \in \{0,1\}} \lambda_k^T g_k(a, y) = C(x,a) \quad \forall y \in \mathcal{Y}
\]

(16)

for a normalization term \( C(x,a) ; C \) must be chosen so that \( \sum_y P(y|x,a) = 1 \). Strong duality is used in step (a) since \( L(P, Q, \theta) \) is convex in \( P \), convex in \( \theta \), and concave (affine) in \( Q \). Since the function is affine in terms of \( Q \), a solution must exist at the extreme point, i.e., \( y = 0 \) or \( y = 1 \), the optimization reduces to choosing from those extreme values in step (b). For \( P \) to be minimal, the values for each choice of \( y \) must be equal, as shown in step (c).

For binary classification \( y \in \{0, 1\} \), the normalization term can be eliminated, and (16) simplifies to:

\[
\log \frac{1 - P(y = 1|x,a)}{P(y = 1|x,a)} + \mu^T E_{P(y'|x,a)} [f(a, y, Y')|x,a] + \frac{P_{\text{src}}(x,a)}{P_{\text{trg}}(x,a)} \theta^T (\phi(x,y = 1) - \phi(x,y = 0)) + \sum_{k \in \{0,1\}} \lambda_k^T g_k(a, y) = 0
\]

For \( Q \) to be in equilibrium (given \( \theta \), the \( P \) obtained above, which we denote as \( P^* \), must be optimal: \( L(P^*, Q, \theta) \leq L(P', Q, \theta), \forall P' \). Since \( L(P, Q, \theta) \) is convex in \( P \), it suffices to choose \( Q \) so that:

\[
\frac{\partial L(P, Q, \theta)}{\partial P} \bigg|_{P = P^*} = 0
\]

(17)

\[
\Rightarrow P_{\text{trg}}(x,a) - \frac{Q(y|x,a)}{P^*(y|x,a)} + \mu^T E_{Q(y'|x,a)} [f(a, Y', y)|x,a] + Z_P(x,a) = 0 \quad \forall y \in \mathcal{Y}
\]

(18)

\[
\Rightarrow - \frac{Q(y|x,a)}{P^*(y|x,a)} + \mu^T E_{Q(y'|x,a)} [f(a, Y', y)|x,a] + Z_P(x,a) = 0 \quad \forall y \in \mathcal{Y}.
\]

(19)
where $Z_p(x, a)$ must be chosen such that $\sum_y Q^*(y|x, a) = 1$. For binary classification $y \in \{0, 1\}$ we can expand \cite{19}:

\[
\implies - \frac{Q(y|x, a)}{P^*(y|x, a)} + \mu P Q(y|x, a) f^P(a, y, y) + \mu P (1 - Q(y|x, a)) f^P(a, 1 - y, y) + Z_p(x, a) = 0 \quad \forall y \in \{0, 1\}. \tag{20}
\]

\[
\implies Q^*(y|x, a) = \frac{Z_p(x, a) + \mu P f^P(a, 1 - y, y)}{\frac{1}{P^*(y|x, a)} - \mu P f^P(a, y, y) + \mu P f^P(a, 1 - y, y)} \tag{21}
\]

\[
\sum_y Q^*(y|x, a) = 1 \implies \sum_y \frac{Z_p(x, a) + \mu P f^P(a, 1 - y, y)}{\frac{1}{P^*(y|x, a)} - \mu P f^P(a, y, y) + \mu P f^P(a, 1 - y, y)} = 1 \tag{22}
\]

\[
\implies Z_p(x, a) \sum_y \frac{1}{P^*(y|x, a)} - \mu P f^P(a, y, y) + \mu P f^P(a, 1 - y, y) + \sum_y \frac{1}{P^*(y|x, a)} - \mu P f^P(a, y, y) + \mu P f^P(a, 1 - y, y) = 1 \tag{23}
\]

\[
\implies Z_p(x, a) = \frac{1 - \sum_y \frac{\mu P f^P(a, 1 - y, y)}{P^*(y|x, a) - \mu P f^P(a, y, y) + \mu P f^P(a, 1 - y, y)}}{\frac{1}{P^*(y|x, a)} - \mu P f^P(a, y, y) + \mu P f^P(a, 1 - y, y)} \tag{24}
\]

\[
\implies Z_p(x, a) = \frac{1 - \frac{\mu P f^P(a, y, y)}{P^*(y|x, a) - \mu P f^P(a, y, y) + \mu P f^P(a, 1 - y, y)}}{\frac{1}{P^*(y|x, a)} - \mu P f^P(a, y, y) + \mu P f^P(a, 1 - y, y) + \frac{1}{1 - P^*(y|x, a)}} - 0 \tag{25}
\]

\[
\implies Z_p(x, a) = \frac{1 + (\mu P f^P(a, 1 - y, y) - \mu P f^P(a, y, y)) P^*(y|x, a) - (\mu P f^P(a, 1 - y, y) - \mu P f^P(a, y, y)) P^* (y|x, a) - (\mu P f^P(a, y, y)) P^* (y|x, a) - (\mu P f^P(a, 1 - y, y) - \mu P f^P(a, y, y)) P^* (y|x, a)}{1 - P^*(y|x, a) \mu P f^P(a, y, y)} \tag{26}
\]

For Equalized Opportunity where $P^P(a, ..) = 0$ we get:

\[
Z_p(x, a) = \frac{1 - \frac{1}{P^*(y|x, a)} \mu P f^P(a, y, y)}{1 - \mu P f^P(a, y, y) P^*(y|x, a) + \mu P f^P(a, y, y) P^* (y|x, a)} \tag{27}
\]

\[
\implies Q^*(y|x, a) = \frac{\frac{1}{P^*(y|x, a)} - \mu P f^P(a, y, y) P^*(y|x, a) + \mu P f^P(a, y, y) P^* (y|x, a)}{1 - \mu P f^P(a, y, y) P^*(y|x, a) + \mu P f^P(a, y, y) P^* (y|x, a)} \tag{28}
\]

where additionally it must hold that $0 \leq Q^* \leq 1$.

\[
\implies 0 \leq \frac{P^*(y|x, a)}{1 - \mu P f^P(a, y, y) P^*(y|x, a) + \mu P f^P(a, y, y) P^* (y|x, a)} \leq 1 \tag{29}
\]

\[
y = 1 \begin{cases} 
\frac{P(y|x, a)}{\mu P f^P(a)} & \text{if } \mu P f^P(a) > 1 \\
\frac{1}{P(y|x, a)} & \text{otherwise} 
\end{cases} \tag{30}
\]