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ABSTRACT

We describe in this report our audio scene recognition system submitted to the DCASE 2016 challenge [1]. Firstly, given the label set of the scenes, a label tree is automatically constructed. This category taxonomy is then used in the feature extraction step in which an audio scene instance is represented by a label tree embedding image. Different convolutional neural networks, which are tailored for the task at hand, are finally learned on top of the image features for scene recognition. Our system reaches an overall recognition accuracy of 81.2% and outperforms the DCASE 2016 baseline with an absolute improvement of 8.7% on the development data.

Index Terms— audio scene recognition, convolutional neural network, label tree embedding, 1-X pooling

1. INTRODUCTION

Acoustic scene classification (ASC) is an important problem of computational auditory scene analysis [2, 3]. Solving this problem will allow a device to recognize a surrounding environment via the sound it captures, and hence, enables a wide range of applications, such as surveillance [4], robotic navigation [5], and context-aware services [6, 7]. However, due to its complex sound composition, it is challenging to obtain a good representation for recognition.

In our proposed system, we firstly obtain label tree embedding (LTE) representations for audio scenes as in [8]. Specifically, a class taxonomy is constructed by learning to group similar categories into meta-classes on a tree structure. We then derive explicit embeddings to map each audio segment into the semantic space that underlies the class hierarchy. However, instead of producing a global feature vector for an acoustic scene instance by average pooling over time [8], we represent it with the 2-dimensional LTE image. Afterward, we trained different 1-X pooling convolutional neural networks (CNN) [9], including 1-max, 1-mean, and 1-mix pooling CNNs, on top of these images for recognition. While the first network is expected to uncover most discriminative foreground events of the scenes, the second one tends to capture the average background, and the third one is to combine both types of information into the same model.

2. RECOGNITION WITH LTE REPRESENTATIONS

2.1. LTE representations for audio scenes

2.1.1. Learning a label tree

Consider a database (e.g. scene database) with the label set \( \mathcal{L} = \{1, \ldots, C\} \) where \( C \) indicates the number of target categories. In order to explore the structure of class labels, we learn a label tree similar to [10, 11]. The learning algorithm collectively partitions the label set into disjoint subsets in such a way that they are easy to distinguish from one another. Given the set of samples \( \mathcal{S} = \{(x_i, c_i)\}_{i=1}^{M} \) extracted from the training data, where \( x_i \in \mathbb{R}^{M} \) denotes the vector of some set \( M \) low-level features, \( c_i \in \mathcal{L} \) indicates the class label, and \( |\cdot| \) represents the set cardinality.

The label tree is constructed recursively so that each node is associated with a set of class labels. Consider a node with a label set \( \ell \) (and therefore, the root node is assigned with the label set \( \mathcal{L} \)), our goal is to split \( \ell \) into two subsets \( \ell^L \) and \( \ell^R \) that hold the following requirements: \( \ell^L \neq \emptyset, \ell^R \neq \emptyset, \ell^L \cup \ell^R = \ell \), and \( \ell^L \cap \ell^R = \emptyset \). There are totally \( 2^{|\ell|-1} \) such possible partitions \( \{\ell^L, \ell^R\} \).

The optimal partition is then adopted such that a binary classifier designed to separate \( \ell^L \) and \( \ell^R \) makes as few errors as possible.

In order to find the optimal partitioning, we rely on the multi-class confusion matrix which indicates how good a class is separated from the others. Let \( \mathcal{S}^i \subseteq \mathcal{S} \) denote the set of samples corresponding to the label set \( \ell \). Furthermore, suppose that we have changed and sorted the label set \( \mathcal{L} \) so that \( \ell = \{1, \ldots, |\ell|\} \). In addition, we divide \( \mathcal{S} \) into two equal halves: \( \mathcal{S}^L_{\text{train}} \) for training a classifier and \( \mathcal{S}^L_{\text{eval}} \) for evaluation. We train the multi-class classifier \( \mathcal{M}^L \) using random forest classification [12] with 200 trees using \( \mathcal{S}^L_{\text{train}} \) and then evaluate it on the evaluation set \( \mathcal{S}^L_{\text{eval}} \) to obtain the confusion matrix \( \mathbf{A} \in \mathbb{R}^{|\ell| \times |\ell|} \). Each element \( A_{ij} \) of the matrix \( \mathbf{A} \) is computed by

\[
A_{ij} = \frac{1}{|S^L_{\text{eval},i}|} \sum_{x \in S^L_{\text{eval},i}} P(j|x, \mathcal{M}^L).
\]

Here, \( S^L_{\text{eval},i} \subseteq S^L_{\text{eval}} \) is the set of samples with the label \( i \). \( P(j|x, \mathcal{M}^L) \) denotes the probability that the classifier \( \mathcal{M}^L \) predicts the sample \( x \) as class \( j \). \( A_{ij} \) implies how likely a sample of the class \( i \) is wrongly predicted to belong to the class \( j \) by the classifier. Since \( \mathbf{A} \) is not symmetric, we symmetrize it as

\[
\bar{A} = (\mathbf{A} + \mathbf{A}^T)/2.
\]

Eventually, the optimal partitioning \( \{\ell^L, \ell^R\} \) is selected to maximize:

\[
E(\ell) = \sum_{i,j \in \ell^L} \bar{A}_{ij} + \sum_{m,n \in \ell^R} \bar{A}_{mn}.
\]

By this, we tend to group the ambiguous classes into the same subset, as a result, produce two meta-classes \( \{\ell^L, \ell^R\} \) that are easy to separate from each other. We apply spectral clustering [13] on the
matrix \( \bar{A} \) to solve a relaxed version of the optimization problem in (3). The subsets \( \ell^L \) and \( \ell^R \) are then directed to the left and right child nodes, respectively. The splitting process is recursively repeated to grow the whole tree until a leaf node with a single class label is reached.

2.1.2. Label tree embedding representations

Via the learned label tree, we have formed \((C-1) \times 2\) meta-classes in total from the original label set \( C \). Two of them are associated with the left and right child nodes of one out of \((C-1)\) split nodes. For clarity, suppose that we have indexed the split nodes of the label tree as \( \{\ell_i\}_{i=1}^{(C-1)} \). Our objective is then to learn a representation for a test sample by embedding them into the space of the meta-class labels. Formally, we then want to obtain an explicit mapping \( \Psi : \mathbb{R}^M \rightarrow \mathbb{R}^{(C-1) \times 2} \) to map the test sample \( x \in \mathbb{R}^M \) to a feature vector \( \Psi(x) = (\psi^L_1(x), \psi^R_1(x), \ldots, \psi^L_{(C-1)}(x), \psi^R_{(C-1)}(x)) \). The entries of \( \psi^L_i(x) \) and \( \psi^R_i(x) \) denote the likelihoods that \( x \) belongs to two meta-classes on the left and right child nodes of the split node \( \ell_i \).

To obtain the likelihoods, at a split node \( \ell_i \) with the optimal partition \( \{\ell^L_i, \ell^R_i\} \), we train the binary random-forest classifier \( M_i^\ell \) with 200 trees using the whole set \( S^i \) as training data. The samples with their labels in \( \ell^L_i \) are considered as negative examples and others with their labels in \( \ell^R_i \) are considered as positive examples. The likelihoods are then given by:

\[
\begin{align*}
\psi^L_i(x) &= P(\text{negative}|x, M_i^\ell), \\
\psi^R_i(x) &= P(\text{positive}|x, M_i^\ell).
\end{align*}
\]

(4)

(5)

Here, \( P(\text{negative}|x, M_i^\ell) \) and \( P(\text{positive}|x, M_i^\ell) \) are the classification probabilities outputted by \( M_i^\ell \) when evaluating on \( x \), thanks to the probability support of the random forest classification [12].

2.2. Recognition using LTE representations

The LTE representations can be used for scene recognition as in [8]. Using the above framework, we derived the following LTE representations with different low-level features: (1) Gammatone cepstral coefficients (LTE1), (2) MFCCs (LTE2), log frequency filter banks (LTE3), and their combination altogether (LTE+).

**LTE1.** We extract \( M = 64 \) Gammatone cepstral coefficients [14] in the frequency range of 20-22050 Hz. It should be noticed that we do not consider the whole 30-second snippet of an acoustic scene instance as a sample. Instead, in order to capture meaningful events happening in a scene whose lengths are in order of hundreds of milliseconds, we use segments of length 500 ms with an overlap of 250 ms as the samples for further processing. This results in \( T = 118 \) segments for each 30-second snippet. Each segment is then decomposed into 50 ms frames with 50% overlap, each of which is represented by a 64-dimensional feature vector computed by averaging the feature vectors of its constituent frames. Furthermore, each audio segment is labeled by the label of the scene where it stemmed from. This eventually resulted in a \( F \times T \) LTE image for each 30-second scene instance where \( F = (C-1) \times 2 \). In order to train classifier based on these LTE features, we performed average pooling on a \( F \times T \) LTE image over time to obtain the global \( F \)-dimensional feature vector for each scene instance.

**LTE2.** For these LTE features, we employed \( M = 60 \) MFCC features (including 20 MFCC static coefficients, 20 delta MFCC coefficients, and 20 acceleration MFCC coefficients) as in the baseline in replacement for Gammatone cepstral coefficients in the LTE1.

**LTE3.** We utilized the set of features in our previous works [15, 16, 11, 10] as low-level features in replacement for Gammatone cepstral coefficients in the LTE1. They include 20 log-frequency filter bank coefficients, their first and second derivatives, zero-crossing rate, short-time energy, four sub-band energies, spectral centroid, and spectral bandwidth. The overall feature dimension is \( M = 65 \).

**LTE+.** In order to take advantage of representations from different perspectives (i.e., different low-level features), we combine them using the extended Gaussian-\( \chi^2 \) kernel [17] given by

\[
K(x_i, x_j) = \exp \left( -\sum_k \frac{1}{D^k} D(\Psi^k(x_i), \Psi^k(x_j)) \right)
\]

(6)

where \( D(\Psi^k(x_i), \Psi^k(x_j)) \) is the \( \chi^2 \) distance between the embedded scene instances \( \Psi^k(x_i) \) and \( \Psi^k(x_j) \) with respect to the \( k \)-th channel where \( k \in \{\text{LTE1, LTE2, LTE3}\} \). \( D^k \) is the mean \( \chi^2 \) distance of the embedded scene instances in training data for the \( k \)-th channel.

To extract descriptors for the training instances, we conducted 10-fold cross-validation on training data. We trained the final scene classification systems using one-vs-one support vector machines (SVM) with the extended Gaussian kernel given in (6). The hyperparameters of the SVMs were tuned via 10-fold cross-validation.

2.3. Potential issues

We have shown in our previous work [8] that this recognition scheme achieves state-of-the-art performance on different audio scene datasets [8], thanks to the discriminative powers of LTE features. However, we argue that the average pooling on the \( F \times T \) images results in global feature vectors that are not optimal.

Excluding the background noise, an acoustic scene usually involves various kinds of foreground sounds. As a result, it can be interpreted as foreground events on the bed of background noise. Foreground events [18, 19, 20] and background noise [21] have been used as a footprint to represent a scene. However, they should be considered separately [22]. Unfortunately, with the average pooling, we tend to mix up the foreground events and background noise. To overcome this issue, we propose a classification scheme using 1-X pooling CNNs on the LTE images where 1-X pooling stands for 1-max, 1-mean, and 1-mix pooling operators.

3. RECOGNITION WITH 1-X POOLING CNNS ON MULTI-CHANNEL LTE IMAGES

The proposed network architecture consists of three layers, including convolutional, pooling, and softmax layers [9]. We illustrate in Figure 1 one CNN with the 1-max pooling operator.

3.1. Multi-channel LTE images

The inputs to the networks are the whole LTE images. Furthermore, the recognition results on the development data reveal that different low-level features (e.g. Gammatone cepstral coefficients, MFCCs, and log-frequency filter banks) used to derive LTE images are good for different scene categories. In addition, background noise is shown useful for some categories but not for others. Therefore, we additionally produce three more LTE images for each scene instance by reprocessing the signal with background noise subtraction [23]. We finally stack the individual LTE images to produce the
Figure 1: Illustration of 1-max pooling CNN architecture on a P-channel LTE image. The network consists of two filter sets with two different widths $w = \{3, 5\}$ at the convolutional layer. There are two individual filters on each filter set.

multi-channel LTE image of size $P \times F \times T$ for the scene instance when $P = 6$ is the number of single LTE images.

3.2. Convolutional layer

We aim to use the convolutional layer to extract discriminative features within the whole signals that are useful for the classification task at hand. Suppose that an LTE image presented to the network is given in the form of a 3-dimensional matrix $S \in \mathbb{R}^{P \times F \times T}$. We then perform convolution on it via 3-dimensional linear filters. For simplicity, we only consider convolution in time direction, i.e. we fix two dimensions of a filter to be equal to $P$ and $F$ and vary the remaining dimension to cover different number of adjacent audio segments.

Let us denote a filter by the weight matrix $w \in \mathbb{R}^{P \times w}$ with the width of $w$ audio segments. Therefore, the filter contains $P \times F \times w$ parameters that need to be learned. We further denote the temporal adjacent spectral slices (e.g. audio segments) from $i$ to $j$ by $S[i : j]$. The convolution operation $\ast$ between $S$ and $w$ results in the output vector $O = (o_1, \ldots, o_{T-w+1})$ where:

$$o_i = (S \ast w)_i = \sum_{k,l,m} (S[i + w - 1] \odot w)_{k,l,m}. \quad (7)$$

Here, $\odot$ denotes the element-wise multiplication. We then apply an activation function $h$ to each $o_i$ to induce the feature map $A = (a_1, \ldots, a_{T-w+1})$ for this filter:

$$a_i = h(o_i + b). \quad (8)$$

where $b \in \mathbb{R}$ is a bias term. Among the common activation functions, we chose Rectified Linear Units (ReLU) [24] due to their computational efficiency:

$$h(x) = \max(0, x). \quad (9)$$

To allow the network to extract complementary features and enrich the representation, we learn $Q$ different filters simultaneously. Moreover, foreground events in a scene may have different durations. We learn filters with different sizes simultaneously in order to capture them more efficiently. More specifically, we learn $R$ different sets of $Q$ filters, each of which has different width $w$ to form $Q \times R$ filters in total.

3.3. 1-X pooling layer

The feature maps produced by the convolution layer are forwarded to the pooling layer. We propose three different pooling operations that are especially designed for scene recognition. In addition, this pooling strategy offers a unique advantage. That is, although the dimensionality of the feature maps varies depending on the length of audio events and the width of the filters, the pooled feature vectors have the same size [9, 25, 26]. Therefore, the signals can be of any arbitrary size instead of being fixed to 30-second long as the common setting for the task.

1-max pooling. This pooling operation on a feature map aims to reduce a feature set to a single most dominant feature [27]. Coupled with the 1-max pooling function, each filter in the convolutional layer is optimized to detect a specific event that is allowed to occur at any time in a scene signal. Pooling on $Q \times R$ feature maps results in $Q \times R$ features that will be joined to form a feature vector that is then presented to the final softmax layer.

1-mean pooling. A feature map is averaged to result in a single mean feature. Due to averaging, this feature is supposed to capture the average background of the signal. $Q \times R$ features are produced from $Q \times R$ feature maps.

1-mix pooling. This operation performs both 1-max and 1-mean pooling at the time to encode both foreground events and the average background. The final feature vector contains $2 \times Q \times R$ features, one half consists of 1-max features and other half of 1-mean features.

3.4. Softmax layer

The fixed-size feature vector after the pooling layer is subsequently presented to the standard softmax layer to compute the predicted probability over the class labels. The network is trained by minimizing the cross-entropy error. This is equivalent to minimizing the KL-divergence between the prediction distribution $\hat{y}$ and the target distribution $y$. With the binary one-hot coding scheme and the network parameter $\theta$, the error for $N$ training samples is given by:

$$E(\theta) = -\frac{1}{N} \sum_{i=1}^{N} y_i \log(\hat{y}_i(\theta)) + \frac{\lambda}{2} ||\theta||^2. \quad (10)$$

The hyper-parameter $\lambda$ governs the trade-off between the error term and the $\ell_2$-norm regularization term. For regularization purposes, we also employ dropout [28] at this layer by randomly setting values in the weight vector to zero with a predefined probability. The optimization is performed using the Adam gradient descent algorithm [29].
4. EXPERIMENTS ON DEVELOPMENT DATA AND THE FINAL SUBMISSION SYSTEM

4.1. Experimental setup

The setup is based on the development setting as described in Task 1 of the DCASE 2016 challenge [1, 30]. The signals were recorded with a sampling frequency of 44.1 kHz. The development data consists of 30-second audio signals of 15 scene classes divided into 4-fold cross-validation. The average classification accuracy over all folds is reported. Especially, to handle the errors in some of the recordings, we simply remove erroneous segments from the signals. This however resulted in an LTE image with less than 100 recordings, we simply remove erroneous segments from the signals. This however resulted in an LTE image with less than $T = 118$ in time which was then circularly padded to make it 118 segments long in time dimension.

The proposed 1-X pooling CNNs involve different hyperparameters which are specified in Table 1. The filter width $w$ is set to $\{3, 5, 7\}$ segments which are equivalent to 1, 1.5, and 2 seconds duration. The networks were trained for 300 epochs with a minibatch size of 50. In fact, the training history shows that the training converged very fast after a few dozens of epochs, and the networks do not experience overfitting after convergence.

The provided baseline system [30] consists of 60 MFCC features and a Gaussian mixture model (GMM) based classifier. MFCCs were calculated using 40 ms frames with Hamming window and 50% overlap and 40 mel bands. They include the first 20 coefficients (including the 0th order coefficient) and delta and acceleration coefficients calculated using a window length of 9 frames. A GMM model with 32 components was trained for each scene class.

4.2. Experimental results

The audio scene recognition accuracies obtained by our different proposed systems as well as the baseline are presented in Table 1. As can be seen, the performance of the systems based on individual LTE features is comparable with that of the baseline. When combining them in the LTE+ system, the accuracy is boosted about 2% and surpasses the baseline with 3% absolute improvement.

As expected, the performance is significantly improved with the 1-X pooling CNNs, reaching 80.3%, 79.8%, and 81.2% with 1-max, 1-mean, and 1-mix pooling schemes. The best results with the 1-mix pooling CNN outperform that of the baseline by 8.7% absolute.

### Table 1: Audio scene recognition accuracy (%).

| Category       | Baseline w/ background noise subtraction | w/o background noise subtraction | 1-Max CNN-LTE | 1-Mean CNN-LTE | 1-Mix CNN-LTE |
|----------------|-----------------------------------------|---------------------------------|---------------|----------------|---------------|
| Beach          | 69.3                                    | 69.2                            | 82.1          | 82.1           | 87.2          |
| Bus            | 79.6                                    | 70.5                            | 71.8          | 74.4           | 75.6          |
| Cafe/Rest.     | 83.2                                    | 70.5                            | 71.8          | 62.8           | 69.2          |
| Car            | 87.2                                    | 74.4                            | 78.7          | 89.7           | 91.0          |
| City center    | 85.5                                    | 74.4                            | 78.7          | 91.0           | 91.0          |
| Forest path    | 81.0                                    | 58.9                            | 74.4          | 89.7           | 91.0          |
| Grocery store  | 85.0                                    | 58.9                            | 74.4          | 89.7           | 91.0          |
| Home           | 82.1                                    | 58.9                            | 74.4          | 89.7           | 91.0          |
| Library        | 50.4                                    | 58.9                            | 74.4          | 89.7           | 91.0          |
| Metro station  | 94.7                                    | 58.9                            | 74.4          | 89.7           | 91.0          |
| Office         | 98.6                                    | 58.9                            | 74.4          | 89.7           | 91.0          |
| Park           | 13.9                                    | 58.9                            | 74.4          | 89.7           | 91.0          |
| Res. area      | 77.7                                    | 58.9                            | 74.4          | 89.7           | 91.0          |
| Train          | 33.6                                    | 58.9                            | 74.4          | 89.7           | 91.0          |
| Train          | 85.4                                    | 58.9                            | 74.4          | 89.7           | 91.0          |

Overall: 72.5

4.3. The final submission system

Our final submission is based on the 1-mix pooling CNN which obtained the best performance on the development data. The whole development data is used for training purpose. Multi-channel LTE images were first generated as described in Section 3.1, and then presented to the network for training. The network was trained for 100 epochs with a minibatch size of 50, and was finally applied to produce the classification results on the provided test data.

5. CONCLUSIONS

We presented our audio scene classification systems submitted for Task 1 of the DCASE 2016 challenge. These systems rely on LTE features automatically learned to encode the structure of the data. The systems based on individual LTE channels show comparable performance with the baseline whereas multi-channel LTE fusion leads to better accuracy. The best accuracies can be obtained by our 1-X pooling CNNs trained on multi-channel LTE images. An absolute improvement of 8.7% against the baseline is achievable with the 1-mix pooling CNN.
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