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Abstract
Watermarking is an important copyright protection technology which generally embeds the identity information into the carrier imperceptibly. Then the identity can be extracted to prove the copyright from the watermarked carrier even after suffering various attacks. Most of the existing watermarking technologies take the nature images as carriers. Different from the natural images, document images are not so rich in color and texture, and thus have less redundant information to carry watermarks. This paper proposes an end-to-end document image watermarking scheme using the deep neural network. Specifically, an encoder and a decoder are designed to embed and extract the watermark. A noise layer is added to simulate the various attacks that could be encountered in reality, such as the Cropout, Dropout, Gaussian blur, Gaussian noise, Resize, and JPEG Compression. A text-sensitive loss function is designed to limit the embedding modification on characters. An embedding strength adjustment strategy is proposed to improve the quality of watermarked image with little loss of extraction accuracy. Experimental results show that the proposed document image watermarking technology outperforms three state-of-the-art methods in terms of the robustness and image quality.
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1 Introduction

The development of computer multimedia technology provides great conveniences for e-commerce and e-government, in which many valuable documents, such as administrative documents, certificates, medical cases and transaction certificates, are scanned to be the document images in digital format. The document images can be stored and exchanged efficiently but can also be illegally copied and stolen by unauthorized persons. In addition to the encryption technologies for the confidentiality, watermarking techniques are generally designed to protect the copyright of image [9]. As shown in Fig. 1, the identity information of data owner can be embedded as the watermark $w$ into a cover document image

Extended author information available on the last page of the article.
In this paper, we propose a robust document image watermarking scheme by using DNN. The main contributions can be concluded as follows:

- To the best of our knowledge, the proposed watermarking method is the first DNN-based one for document images. A text-sensitive loss function is designed to decrease the modification on text characters. The noise layer is constructed to simulate various attacks to improve the robustness. The watermark expansion strategy also helps to increase the robustness.

- It is found that the visual effect of the watermarked image is unsatisfying although the Peak Signal to Noise Ratio (PSNR) and Structural Similarity (SSIM) seem good enough, which can be attributed to the clear background of the document image. Accordingly, we proposed an embedding strength adjustment strategy to increase the image quality with little loss of extraction accuracy.

- Due to the lack of ready-made document image dataset, we construct two large-scale document image datasets for the DNN training. One is named DocImgEN which includes 230,000 training, 10,000 validation and 10,000 testing document images with
English sentences. The other is named DocImgCN including 230,000 training, 10,000 validation and 10,000 testing document images with Chinese sentences.

The rest of the paper is organized as follows. The related works are presented in Section 2. The proposed scheme is described in Section 3. The experiment results and analysis are presented in Section 4. Finally, Section 5 draws the conclusion of our work.

2 Related works

In this section, we firstly introduce the watermarking technologies for document images. Then several DNN-based watermarking technologies are discussed as we will use DNN to construct our method.

2.1 Watermarking methods for document images

The existing document image watermarking methods can be divided into two categories: structure-based and image-based ones.

The structure-based methods This kind of methods embed watermarks into document images by exploiting the specific structure in text documents. Brassil et al. [5, 6] are the first to study document image watermarking. Three technologies, i.e., line-shift coding, word-shift coding, and character coding, are proposed and discussed. The line-shift coding and word-shift coding in [5, 6] require the original unmarked document image for watermark extraction and get the low embedding capacity. The character feature encoding also requires the original document for extraction and the watermark can be easily affected by local noise since it marks on local features [13]. Accordingly, Huang and Yan [13] proposed a document image watermarking method to achieve a blind extraction. The watermark is associated to a sine wave with the specific phase and frequency. The average inter-word spaces of lines in document are adjusted according to the sine wave. This method supports blind watermark extraction but also have low embedding capacity. Kim et al. [18] also proposed a document image watermarking method by adjusting the inter-word spaces. Firstly, the words in the document are categorized into different classes according to width of its adjacent words. Then, the segment, consisting of several adjacent words, can be also classified according to the class of the words in it. Finally, the watermark bits are embedded by modifying statistics of inter-word spaces in segment classes. This method embeds the same watermark bits in each class of segments and is robust even though some words or segments are missed. Amano and Misaki [3] proposed a document image watermarking method by changing the width of strokes. Specifically, a text area, such as a line of words, is divided into two separate parts. Then, according to the watermark bit, the character strokes in one part are changed to be fatter and that in the other part are changed to be thinner. During the watermark extraction, the average width of the strokes in two parts are compared to figure out the bit. Tan et al. [29] also proposed a document image watermarking method based on strokes of Chinese characters. The watermark bits are embedded by modulating the direction of strokes, and the shuffling is used to balance embedding payload.

The image-based approaches This kind of methods process the document image as a whole during the watermarking. Kim et al. [17] applied the Sobel edge operator to generate the edge direction histogram. Authors revealed that the normalized edge direction
histograms generated from the document image blocks in the same language are quite constant. Thus, the document image can be divided into blocks. Some of blocks are chosen as the reference blocks while the others can be slightly modified to adjust its edge direction histogram according to the watermark bits. Loc et al. [22] stated that the layout of a document could be quite complex and proposed to divide the document image using full convolution networks. Then, watermark bits are embedded into the appropriate segments. Specifically, each appropriate image segment is divided into blocks. If all the pixel values in a block are larger than a threshold, the block will be further divided into two parts. The watermark bits are embedded by adjusting the average of the pixel values in two parts. Lu et al. [23] proposed a watermarking technology for the binary image in discrete cosine transform (DCT) domain. For the satisfying imperceptibility and robustness to binarization, the binary images are firstly blurred to be the gray ones by Gaussian filter. Then, the gray image is divided into $8 \times 8$ blocks and the non-uniform blocks are transformed into DCT domain. The DC component is modified to carry the watermark bits. Finally, the whole gray image is binarized back. This method is proved to be robust to print and scan operations but the watermark extraction needs the participation of the original image. Horng et al. [27] also proposed a document image watermarking method in DCT domain. Firstly, the image is divided into $8 \times 8$ blocks and then transformed by DCT. Next, the $8 \times 8$ blocks are decomposed by singular value decomposition (SVD). Then the singular values are adjusted to embed the watermark bits. Chetan and Nirmala [8] proposed to watermark document images in Discrete Wavelet Transform (DWT) domain. The document image is divided into segments and the non-empty segments are transformed by Level-2 DWT. Then the watermark bits are embedded in the LL2 sub-bands. Al-Haj and Barouqa [2] further proposed a watermarking method in DWT domain by using SVD. Similar to [27], the selected sub-band is decomposed by SVD and the singular values are adjusted to embed the watermark bits. Dang et al. [10] proposed a watermarking scheme to embed a Quick Response (QR) Code into the HH2 sub-band of the DWT domain. The coding strategy of QR Code can provide extra robustness to the noise. Barouqa and Al-Haj [4] proposed a document image watermarking method by using DWT and the Schur decomposition (SD). The authors transform the cover into transform domain by Level-2 DWT, then divide the HH2 sub-band into the same infixed-size blocks, and finally apply the SD to embed watermark bits on each block. This method has good robustness to Gaussian noise attacks.

Generally, the structure-based document image watermarking technologies have good robustness but low capacity. On the contrary, the image-based ones hold higher capacity but are not so robust to the noises.

### 2.2 DNN-based watermarking methods for natural images

The Deep Neural Network (DNN) designed for watermarking generally includes an encoder and a decoder for watermark embedding and extraction, respectively. Besides, the loss functions related to the image quality and watermark error are designed to train the encoder and decoder.

Mun et al. [26] proposed a robust watermarking method using DNN. The cover images are divided into non-overlapping blocks, and the encoder and decoder are designed to embed and extract the watermark in each block. To enhance the robustness, noises are added into the watermarked images which are then inputted into the decoder for reinforcement training. Considering that the watermarking in transform domain is more secure and robust against attacks, Ahmadi et al. [1] proposed an embedding network structure including two transform layers. One layer is employed to transform the cover image into transform domain before
the encoder while the other is used to transform the concatenation of cover and watermark back. Zhong et al. [34] proposed to add an Invariance Layer (IL) between the encoder and decoder. A regularization term is employed in IL to preserve useful information related to the watermark, while removing all other noise and irrelevant information. Zhu et al. [35] proposed a noise layer to simulate various kinds of attacks in reality. During the training stage, the watermarked images from the encoder are input into the noise layer with random parameters. Then, the noised images are fed into the decoder for watermark extraction. Liu et al. [21] stated that the one-stage end-to-end training can converge slowly and receive low-quality watermarked images due to the noise attack, and thus proposed a two-stage deep learning watermarking scheme. The first stage conducts a noise-free end-to-end training and the second refines the decoder with noise attacks. Luo et al. [25] stated that noise layer in [21, 35] were the differentiable models and could generalize poorly to unknown distortions. The authors added a generative adversarial network (GAN) between the encoder and decoder to generate distortion. In addition, channel coding is designed to add redundancy to the watermark, which also increases the robustness.

In addition to above methods, invertible neural network (INN) as a novel DNN has been used to design the watermarking method, in which the encoding and decoding process share the same network framework. In the forward hiding process, the cover image and watermark are encoded to generate a watermarked image, and in the backward decoding process, the watermarked image is decoded to recover the watermark. In these methods, to keep the same size of input and output dimension, auxiliary information needs to be introduced. Jing et al. [15] proposed an image watermarking method by using INN. To make better hiding performance, they decomposed the cover and watermark image into frequency domain by DWT before feeding into the forward hiding process. In the backward concealing stage, inverse wavelet transform (IWT) is used to output the watermarked image. At this base, Guan et al. [12] proposed a multiple images watermarking method by using INN. To guide the multiple images hiding, the authors design an important map (IM) module in the forward hiding process, and importance loss is also designed to cooperate the module use. In addition, multi-stage training strategy is developed to guide the multiple images hiding, which increases the visual quality of watermarked image.

3 The proposed document image watermarking scheme

In this section, we firstly give an overview of our scheme. Then, the encoder, noise layer, decoder, and loss function are specified. Besides, we also present the acronyms used in the paper in Table 1.

| Acronym | Description |
|---------|-------------|
| I_c     | cover image |
| w       | watermark   |
| I_w     | watermarked image |
| I_w'    | noised and watermarked image |
| w'      | recovered watermark |
| w_e     | expanded watermark |
| m_w     | watermark mask |
3.1 The overview of the proposed scheme

Inspired by the DNN-based watermarking methods for natural images [1, 21, 25, 26, 34, 35], we propose an end-to-end watermarking scheme for document images. As illustrated in Fig. 2, the Encoder \( E \) and Decoder \( D \) are constructed to embed and extract watermarks, a Noise Layer (NL) is designed to simulate the possible distortion in reality, and the loss functions are calculated to optimize the encoder and decoder by considering the particularity of document images.

3.2 Encoder

The Encoder \( E \) is a network trained to embed the watermark into cover document image. Firstly, the watermark \( w \) is expanded to bring in redundancy. Then the expanded watermark and cover are encoded together, generating a watermark mask \( m_w \). Finally, the watermark mask is added to the cover to generate the watermarked image \( I_w \).

Watermark expansion In our scheme, the watermark \( w \) can be an arbitrary string of binary bits. Before encoded with the cover, the watermark \( w \) is expanded to bring in redundancy through a fully connected layer, which helps to enhance the robustness to noise attacks. Then the extended watermark is reshaped and upsampled to be a three-dimensional tensor \( w_e \) with the same size as \( I_c \).

Encoding The expanded watermark \( w_e \) and the cover document image \( I_c \) are concatenated and encoded through convolutional layer Conv1-7 as illustrated in Fig. 3, generating a watermark mask \( m_w \). The DNN-based watermarking method is essentially using the convolutional maps to co-encode with the watermarks [21]. Thus, it is better to learn the watermarking mode by using convolutional maps of different levels. Accordingly, as illustrated in Fig. 3, the expanded watermark \( w_e \) is concatenated to the output of Conv1-5, and the cover document image \( I_c \) is concatenated to the output of Conv2 and Conv5.

Addition The convolutional layers output a three-channel watermark mask \( m_w \) which is finally added to the cover as follow,

\[
I_w = I_c + \alpha \cdot m_w, \tag{1}
\]

where \( \alpha \) is an embedding strength factor.

![Fig. 2](image-url) The overview of the proposed scheme. In the training stage, the watermark \( w \) is expanded, reshaped, and concatenated with the cover image \( I_c \). Then, combination of \( I_c \) and \( w \) are encoded to generate the watermarked \( I_w \). Next, \( I_w \) is input into the noise layer which simulates the attacks on input, generating the noised and watermarked image \( I'_w \). Finally, \( I'_w \) is input into the Decoder \( D \) to extract the watermark \( w' \) which could be similar or the same to \( w \). After training, the Encoder \( E \) is used to embed the watermark and the Decoder \( D \) is used for watermark extraction.
3.3 Noise layer

The watermarked image can suffer various distortions during the storage and transmission. The watermarking scheme cannot be robust to these attacks without appropriate training. Accordingly, a Noise Layer (NL) is added between the encoder and decoder in the training stage to bring in distortions, such as Dropout, Cropout, Gaussian Blur, Gaussian Noise, Resize, and JPEG Compression, as illustrated in Fig. 4. The attacks in reality are expected to be the individual or combination of these distortions.

- **Dropout.** A part of pixels in $I_w$ is randomly selected and replaced by the pixels in $I_c$ at the corresponding positions. The ratio of selected pixels is denoted as $r_d$ and we set $r_d \leq 10\%$.
- **Cropout.** The pixels in a randomly chosen region of $I_w$ keep unchanged, and the rest is replaced by the corresponding part of $I_c$. The ratio of the unchosen region to the whole $I_w$ is denoted as $r_c$ and we set $r_c \leq 10\%$.
- **Gaussian Blur:** A Gaussian blur is conducted on $I_w$ with the window size of $\delta_b \times \delta_b$ and a random standard deviation from $[1.0, 3.0]$.
- **Gaussian noise.** Gaussian noise with a random standard deviation $\delta_n \in [0, 0.02)$ is generated and added to $I_w$.
- **Resize:*** The size of watermarked image $I_w$ is reduced and then amplified to the original size. The reduction ratio $r_r$ is randomly chosen from $[0, 50\%]$.
- **JPEG Compression:** JPEG Compression includes several steps such as color space conversion, block splitting, discrete cosine transformation, quantization, and so on. Among these steps, the quantization cannot be directly incorporated into the training network as it is not differentiable. Thus, we use the method in $[24, 28]$ to approximate the effect of quantization step as,

\[
d_i \leftarrow \left[ \left( \frac{d_i}{M_i^f \times q_f} \right) + \left( \left( \frac{d_i}{M_i^f \times q_f} - \frac{d_i}{M_i^f \times q_f} \right) \right)^3 \cdot (M_i^f \times q_f) \right],
\]

(2)

![Fig. 3](image.png) The structure of the encoder $E$

![Fig. 4](image.png) The structure of Noise Layer $NL$
The distortions above are illustrated in Fig. 5.

### 3.4 Decoder

The Decoder $D$ is trained to extract the watermark ($w'$) from the watermarked image. In the training stage, the input of $D$ is the noisy watermarked image $I_w'$. Inspired by AlexNet [20], the decoder consists of seven convolutional layers, a flatten layer, and a dense layer, as illustrated in Fig. 6. The stride size of the convolutional layer Conv1 and Conv3 is set to be the default value 1, while the others are set to 2 to speed up the training. After Conv7, a flatten operation is performed on the remaining neurons, and then a dense layer is used to output an 1-dimensional tensor which has the same size of $w$. Sigmoid function is used to produce a output in the last layer.
3.5 Loss function

The loss function in our scheme consists of three parts: image loss, text-sensitive loss, and watermark loss.

**Image loss** Image loss is designed to keep the watermarked image $I_w$ similar to the cover $I_c$. We consider the image in YUV color space and try to make little change on the Y component as the human eyes are more sensitive to it. In addition, the large modification on a single pixel can be more destructive to visual effect. Accordingly, we restrain the big change on pixels. The image loss is designed as

$$L_I = \text{MSE}(I_w^Y, I_c^Y) \times s_Y + \text{MSE}(I_w^U, I_c^U) \times s_U + \text{MSE}(I_w^V, I_c^V) \times s_V,$$

where $\text{MSE}$ denotes the mean squared error, and $s_Y, s_U$ and $s_V$ are the weights for YUV channels.

**Text-sensitive loss** Readers will pay more attention to the characters during reading. The modification on characters can be more conspicuous [11, 33]. Thus, the text-sensitive loss is designed to restrain the modification on characters as follows,

$$L_T = |I_w^R - I_c^R| \cdot \tilde{I}_c^R \times s_R + |I_w^G - I_c^G| \cdot \tilde{I}_c^G \times s_G + |I_w^B - I_c^B| \cdot \tilde{I}_c^B \times s_B,$$

where $\tilde{I}_c^* = \frac{255 - I_c^*}{255}$ assigns larger punishment to the dark points, and $s_*$ denotes the weights for different color components, $* \in \{R, G, B\}$.

**Watermark loss** Watermark loss is designed to keep the extracted watermark as similar as the original. Binary cross entropy function is used for it as

$$L_W = - \sum_{i=1}^{N} (w_i \cdot \log(w_i^f) + (1 - w_i) \cdot \log(1 - w_i^f)),$$

where $w_i$ refers to the original watermark, $w_i^f$ denotes the extracted watermark and $N$ is the bit number of the watermark.

Finally, the total training loss is calculated as

$$L_{total} = \lambda_I L_I + \lambda_T L_T + \lambda_W L_W,$$

where $\lambda_I, \lambda_T,$ and $\lambda_W$ are weight factors.

4 Experimental results and analysis

This section presents our self-made datasets, implementation details, and experimental results. Besides, we discuss an embedding strength adjustment strategy which increases the image quality without much loss of extraction accuracy.
4.1 The construction of document image datasets

Unlike the traditional document watermarking technologies, the DNN-based method needs to be trained with the large-scale training dataset. However, we regrettably find that there are currently no such datasets. Accordingly, we construct two large-scale document image datasets: DocImgEN and DocImgCN, and the examples are shown in Fig. 7. Please note that, the datasets can be downloaded from https://github.com/gslxr/Document-image-watermarking for research.

**DocImgEN**

We download a batch of PDFs from IEEE Xplore database [14] and convert the PDF pages to JPEG images. Then, the image blocks with the size $400 \times 400$ are cropped out as the document images. DocImgEN includes 230,000 training, 10,000 validation and 10,000 testing document images with English words.

**DocImgCN**

We download PDFs from China National Knowledge Infrastructure (CNKI) [7] to prepare document images with Chinese characters. Similarly, DocImgCN also includes 230,000 training, 10,000 validation and 10,000 testing document images.

4.2 Implementation details

We implement and test our scheme on TensorFlow with a GPU: NV ADIA GTX 1080Ti. The parameters in our scheme are summarized in Table 2. The first 100,000 training images in DocImgEN and DocImgCN are utilized to train the corresponding models. Four images and four random bit strings assemble a training batch. The learning rate is set to be 0.0001 and Adam optimizer [19] is employed to optimize the models. All the testing images in DocImgEN and DocImgCN are used to verify the performance.

During the training stage, it is found that sometimes the decoder failed to achieve a satisfying extraction accuracy even with a large number of training iterations. Thus, we froze the encoder at the first 3000 iterations, just training the decoder and noisy layer. In this setting, the encoder and decoder are fine-tuned by gradient descent. In this way, the encoder can be pre-trained and the decoder can be fine-tuned.

**DocImgEN**

| Training image | Validation image | Testing image |
|----------------|------------------|--------------|
| ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) |

**DocImgCN**

| Training image | Validation image | Testing image |
|----------------|------------------|--------------|
| ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) |

Fig. 7 The examples of the document images in DocImgEN and DocImgCN datasets.
Table 2  The setting of parameters in the training stage

| Parameter | $r_d$ | $r_c$ | $r_r$ |
|-----------|-------|-------|-------|
| Range     | (0, 10%) | (0, 10%) | [0, 50%] |
| Parameter | $\delta_b$ | $\delta_n$ | $q$ |
| Range or value | 3 | (0, 0.02] | [50, 100) |
| Parameter | $s_Y$ | $s_U$ | $s_V$ |
| Value     | 100 | 1 | 1 |
| Parameter | $s_R$ | $s_G$ | $s_B$ |
| Value     | 3 | 6 | 1 |
| Parameter | $\lambda_I$ | $\lambda_T$ | $\lambda_W$ |
| Value     | 1.5 | 1.5 | 2.0 |

addition, to make the decoder gradually adapt to the noise distortion, the parameters $\lambda_I$, $\lambda_T$, and $\lambda_W$ are set to be 0 at the beginning, and increase linearly to 1.5, 1.5, and 2.0 at the first 15,000 iterations.

4.3 The robustness of the proposed scheme

In our scheme, the noise layer is an important strategy to improve the robustness of the watermark. The tests are conducted on DocImgEN and DocImgCN separately. The watermark length here is 100 bits. Please note that, as listed in Table 2, we perform the distortions with a relatively low intensity in noise layer during the training stage, so as to guarantee the quality of the watermarked image $I_w$. After training, the trained models are tested with higher intensity distortions to verify the robustness.

Here we test our scheme in three different cases. At first, the encoder and decoder are trained without the noise layer. The generated model in this case is named as basic model. Next, the encoder and decoder are trained with the noise layer that just considers a single distortion. Accordingly, six models are generated for six types of distortions per each dataset, respectively, and named as specified models. Finally, the encoder and decoder are trained with the noise layer that considers all six distortions together. The resulting model is named as combined model. The training iterations for the basic, specified, and combined models are set to be 50,000, 60,000, and 80,000, respectively, which are large enough for adequate training. The results for DocImgEN and DocImgCN are shown in Figs. 8 and 9.

As shown in Figs. 8 and 9, although noise layer is not incorporated in training, the basic model is still robust to the distortions to some extent, especially to Gaussian blur and resize. This robustness derives from the DNN structure in encoder and decoder. Next, the specified model that considers a single distortion is tested by the identical distortion with various intensity. Substantial improvements are achieved. Most importantly, the combined model gets better robustness than the specified models for all six distortions, especially with the higher distortion intensity. It indicates that the encoder and decoder in our scheme are powerful enough to learn appropriate embedding strategies for resisting various distortions. Besides, the comprehensive consideration of various distortions can improve robustness to each single distortion. The results in following are generated by the combined model.

4.4 The quality of the watermarked document image

The visual quality of the watermarked image is guaranteed by the image loss and text-sensitive loss. Two common measurements, i.e., Peak Signal to Noise Ratio (PSNR) and
Structural Similarity Metric (SSIM) [31], are utilized to evaluate the similarity between the cover and watermarked images. Specifically, PSNR measures the similarity in pixel level while SSIM calculates similarity from the brightness, contrast, and structure. Considering that readers may be more sensitive to the characters while reading the documents, we designed the text-sensitive loss to ensure less modification on text pixels. Here we define
the Change Intensity Per Text-Pixel (CPP) to evaluate the modification on text pixels as follows,

\[
CPP = \frac{\sum_{i=1}^{n_t} |I_{#c}^R(i) - I_{#w}^R(i)|}{n_t} + \frac{\sum_{i=1}^{n_t} |I_{#c}^G(i) - I_{#w}^G(i)|}{n_t} + \frac{\sum_{i=1}^{n_t} |I_{#c}^B(i) - I_{#w}^B(i)|}{n_t},
\]

where \(I_{#c}^*\), \(I_{#w}^*\), \# \(\in\{c, w\}\), \(*\) \(\in\{R, G, B\}\) refers to the set of text pixels in the cover and watermarked images, and \(n_t\) denotes the total number of the text pixels.
During the testing of image quality, the watermark length is also set to be 100 bits. The PSNR, SSIM, and CPP values are listed in Table 3, and some example pairs of cover and watermarked images are shown in Fig. 10. The results are averaged from all testing images in DocImgEN and DocImgCN testsets. As listed in Table 3, the incorporation of text-sensitive loss $L_T$ make little influence on PSNR and SSIM but decrease CPP by 57.52% averagely. It indicates that $L_T$ decreases the modification on characters without much influence on image quality.

4.5 Comparison with the state-of-the-art methods

We compared our scheme with three DNN-based watermarking models, i.e., HiDDeN [35], Liu et al. [21] and Stegasstamp [30], in terms of robustness and image quality. As the three models are trained for nature images, we retrained these end-to-end models on DocImgEN and DocImgCN. The length of the watermark is 100 bits and the rest training parameters.
Table 4  The PSNR, SSIM, and CPP of schemes on the DocImgEN and DocImgCN

| Schemes          | PSNR (dB) | SSIM | CPP  |
|------------------|-----------|------|------|
| HiDDeN [35] (On DocImgEN) | 33.80     | 0.937 | 14.75 |
| Liu et al. [21] (On DocImgEN) | 27.20     | 0.891 | 39.89 |
| Stegastamp [30] (On DocImgEN) | 34.79     | 0.977 | 7.43  |
| Ours (On DocImgEN) | 40.10     | 0.962 | 3.52  |
| HiDDeN [35] (On DocImgCN) | 33.70     | 0.939 | 12.47 |
| Liu et al. [21] (On DocImgCN) | 28.20     | 0.901 | 32.15 |
| Stegastamp [30] (On DocImgCN) | 35.70     | 0.984 | 8.35  |
| Ours (On DocImgCN) | 41.07     | 0.965 | 3.77  |

are set as that in original paper [21, 30, 35]. Please note that, the noise distortions added in the noise layer are the same as ours.

The bit accuracy is calculated under different distortions and listed in Tables 5 and 6. It shows that our scheme achieves the best robustness. The schemes in [21, 30, 35] are designed for nature images while our scheme is specially designed for the document image. In addition, some effective operations in [21, 30, 35] are kept in our model such as the noise layer, watermark expansion, and concatenation of watermark during the convolution process. As listed in Table 4, our scheme also achieves the best PSNR and CPP while Stegastamp [30] holds better SSIM than ours. The perceptual loss [32] could be helpful for high SSIM. Finally, the watermarked images by [21, 30, 35] are illustrated in Fig. 11.

Fig. 11  The examples of watermarked images from our scheme and the state-of-the-art methods
### Table 5  Bit accuracy of schemes on the DocImgEN.

| Attack type       | HiDDeN [35] | Liu et al. [21] | Stegstamp [30] | Ours  |
|-------------------|-------------|-----------------|----------------|-------|
| Dropout ($r_d=10\%$) | 93.33       | 96.34           | 99.96          | 100   |
| Dropout ($r_d=30\%$) | 84.76       | 86.25           | 99.92          | 100   |
| Dropout ($r_d=50\%$) | 75.85       | 74.73           | 99.73          | 99.99 |
| Cropout ($r_c=10\%$) | 93.06       | 82.26           | 99.93          | 100   |
| Cropout ($r_c=30\%$) | 83.86       | 76.21           | 99.83          | 99.95 |
| Cropout ($r_c=50\%$) | 82.16       | 75.47           | 98.57          | 98.48 |
| Gaussian blur ($\delta_b=3$) | 95.13       | 98.88           | 99.99          | 100   |
| Gaussian blur ($\delta_b=5$) | 94.72       | 98.75           | 99.99          | 100   |
| Gaussian blur ($\delta_b=7$) | 94.23       | 98.57           | 99.97          | 100   |
| Gaussian noise ($\delta_n=0.02$) | 94.92       | 98.27           | 99.84          | 100   |
| Gaussian noise ($\delta_n=0.03$) | 93.31       | 96.88           | 99.68          | 100   |
| Gaussian noise ($\delta_n=0.05$) | 89.93       | 92.01           | 98.11          | 99.83 |
| Resize ($r_r=50\%$) | 94.40       | 98.70           | 99.99          | 100   |
| Resize ($r_r=30\%$) | 91.61       | 97.85           | 99.91          | 99.99 |
| Resize ($r_r=10\%$) | 79.20       | 78.32           | 78.96          | 97.53 |
| JPEG compression ($q=50$) | 90.17       | 93.76           | 99.68          | 99.81 |
| JPEG compression ($q=30$) | 85.14       | 91.85           | 92.91          | 96.62 |
| JPEG compression ($q=20$) | 80.73       | 87.40           | 86.29          | 88.68 |

### Table 6  Bit accuracy of schemes on the DocImgCN

| Attack type       | HiDDeN [35] | Liu et al. [21] | Stegstamp [30] | Ours  |
|-------------------|-------------|-----------------|----------------|-------|
| Dropout ($r_d=10\%$) | 98.20       | 100             | 99.67          | 100   |
| Dropout ($r_d=30\%$) | 90.68       | 99.92           | 99.44          | 99.96 |
| Dropout ($r_d=50\%$) | 77.40       | 94.18           | 99.22          | 99.90 |
| Cropout ($r_c=10\%$) | 97.49       | 99.55           | 99.74          | 99.99 |
| Cropout ($r_c=30\%$) | 84.67       | 82.89           | 99.15          | 99.68 |
| Cropout ($r_c=50\%$) | 79.79       | 77.01           | 98.31          | 97.99 |
| Gaussian blur ($\delta_b=3$) | 99.13       | 100             | 99.68          | 100   |
| Gaussian blur ($\delta_b=5$) | 98.90       | 100             | 99.66          | 100   |
| Gaussian blur ($\delta_b=7$) | 98.69       | 100             | 99.58          | 100   |
| Gaussian noise ($\delta_n=0.02$) | 97.10       | 99.99           | 99.45          | 99.95 |
| Gaussian noise ($\delta_n=0.03$) | 94.10       | 99.85           | 99.35          | 99.91 |
| Gaussian noise ($\delta_n=0.05$) | 89.84       | 97.06           | 98.45          | 99.64 |
| Resize ($r_r=50\%$) | 98.70       | 100             | 99.70          | 100   |
| Resize ($r_r=30\%$) | 97.86       | 100             | 99.68          | 99.99 |
| Resize ($r_r=10\%$) | 88.70       | 83.85           | 97.58          | 97.73 |
| JPEG compression ($q=50$) | 97.87       | 98.97           | 97.52          | 99.72 |
| JPEG compression ($q=30$) | 91.91       | 94.59           | 92.46          | 95.24 |
| JPEG compression ($q=20$) | 80.19       | 81.23           | 81.40          | 81.32 |
Table 7 The PSNR, SSIM and CPP of our scheme with different embedding strength during the testing stage

| Schemes                  | PSNR (dB) | SSIM  | CPP   |
|--------------------------|-----------|-------|-------|
| On DocImgEN with $\alpha=1.0$ | 40.10     | 0.962 | 3.52  |
| On DocImgEN with $\alpha=2.0$ | 44.80     | 0.990 | 2.07  |
| On DocImgEN with $\alpha=3.0$ | 46.45     | 0.993 | 2.05  |
| On DocImgEN with $\alpha=4.0$ | 46.80     | 0.995 | 2.58  |
| On DocImgEN with $\alpha=5.0$ | 48.30     | 0.996 | 2.46  |
| On DocImgCN with $\alpha=1.0$ | 41.07     | 0.965 | 3.77  |
| On DocImgCN with $\alpha=2.0$ | 44.97     | 0.986 | 2.95  |
| On DocImgCN with $\alpha=3.0$ | 45.23     | 0.992 | 2.91  |
| On DocImgCN with $\alpha=4.0$ | 46.90     | 0.995 | 2.01  |
| On DocImgCN with $\alpha=5.0$ | 47.30     | 0.996 | 2.60  |

4.6 Further improvements by adjusting embedding strength

Although the PSNR and SSIM values in Table 4 indicate a satisfying quality with the 100 bits of watermark, the examples in Fig. 11 show clear embedding traces at the background of document images. It can be attributed to the clean background of document image. We tried to alleviate this phenomenon by adjusting the embedding strength in training and testing stages.

Fig. 12 The visual examples of our scheme with different embedding strength during the testing stage
The adjustment of the embedding strength $\alpha$ will influence the quality of watermarked image and the bit accuracy according to the (1). As shown in Tables 5 and 6, our scheme achieves good bit accuracy even after the attacks with high strength. It indicates a space to decrease the embedding strength $\alpha$, so as to improve the quality of the watermarked image without much loss in bit accuracy. That is to say, we can set a relatively high embedding strength during the training process. After the model is fully trained, we can decrease the embedding strength in real application.

In this subsection, we try to set the embedding strength $\alpha = 1.0, 2.0, 3.0, 4.0, 5.0$ during the training process and decrease $\alpha$ to be 1.0 in the testing stage. As shown in Table 7 and Fig. 12, with larger initial $\alpha$, better image quality is achieved, while as shown in Tables 8 and 9, the bit accuracy is not decreased a lot except for the JPEG-compressed images.

## 5 Conclusions

This paper proposed an end-to-end document image watermarking scheme using deep neural network. An encoder and a decoder are designed to embed and extract the watermark. A noise layer is incorporated to simulate the various attacks such as the Cropout, Dropout, Gaussian Blur, Gaussian Noise, Resize, and JPEG Compression. Watermark is expanded to increase the robustness. The cover image and expanded watermark are repeatedly concatenated with the tensor during the training process to improve the performance. A text-sensitive loss function is designed to decrease the embedding modification on characters. An embedding strength adjustment strategy is further proposed to decrease the embedding trace with little loss of robustness. The extensive experiments demonstrated

| Attack type          | $\alpha=1.0$ | $\alpha=2.0$ | $\alpha=3.0$ | $\alpha=4.0$ | $\alpha=5.0$ |
|----------------------|--------------|--------------|--------------|--------------|--------------|
| Dropout ($r_d=10\%$) | 100          | 99.92        | 99.93        | 99.69        | 99.86        |
| Dropout ($r_d=30\%$) | 100          | 99.74        | 99.68        | 99.10        | 99.28        |
| Dropout ($r_d=50\%$) | 99.99        | 98.42        | 98.37        | 97.03        | 96.79        |
| Cropout ($r_c=10\%$) | 100          | 99.98        | 99.94        | 99.91        | 99.91        |
| Cropout ($r_c=30\%$) | 99.95        | 99.30        | 99.15        | 98.89        | 98.80        |
| Cropout ($r_c=50\%$) | 98.48        | 96.03        | 95.53        | 94.50        | 92.86        |
| Gaussian blur ($\delta_b=3$) | 100         | 100          | 100          | 99.96        | 99.96        |
| Gaussian blur ($\delta_b=5$) | 100         | 100          | 100          | 99.96        | 99.96        |
| Gaussian blur ($\delta_b=7$) | 100         | 100          | 100          | 99.95        | 99.94        |
| Gaussian noise ($\delta_n=0.02$) | 100        | 99.36        | 99.21        | 98.29        | 97.57        |
| Gaussian noise ($\delta_n=0.03$) | 100         | 97.76        | 97.28        | 94.51        | 92.81        |
| Gaussian noise ($\delta_n=0.05$) | 99.83     | 90.92        | 90.44        | 83.99        | 78.80        |
| Resize ($r_r=50\%$) | 100          | 100          | 100          | 99.99        | 99.99        |
| Resize ($r_r=30\%$) | 99.99        | 100          | 99.99        | 99.97        | 99.92        |
| Resize ($r_r=10\%$) | 97.53        | 97.34        | 97.10        | 89.63        | 91.95        |
| JPEG compression ($q=50$) | 99.81    | 89.17        | 88.28        | 76.99        | 73.94        |
| JPEG compression ($q=30$) | 96.62   | 69.77        | 67.86        | 63.66        | 42.06        |
| JPEG compression ($q=20$) | 88.68  | 42.43        | 38.89        | 38.02        | 30.44        |
Table 9  Bit accuracy of our scheme with the different embedding strength during the testing stage on DocImgCN

| Attack type           | $\alpha$=1.0 | $\alpha$=2.0 | $\alpha$=3.0 | $\alpha$=4.0 | $\alpha$=5.0 |
|----------------------|--------------|--------------|--------------|--------------|--------------|
| Dropout ($r_d=10\%$) | 100          | 100          | 99.61        | 99.31        | 99.24        |
| Dropout ($r_d=30\%$) | 99.96        | 99.94        | 99.21        | 98.52        | 98.09        |
| Dropout ($r_d=50\%$) | 99.90        | 99.53        | 97.33        | 95.41        | 94.04        |
| Cropout ($r_c=10\%$) | 99.99        | 100          | 99.68        | 99.58        | 99.58        |
| Cropout ($r_c=30\%$) | 99.68        | 99.63        | 98.45        | 98.52        | 97.97        |
| Cropout ($r_c=50\%$) | 97.99        | 96.28        | 92.44        | 93.07        | 92.78        |
| Gaussian blur ($\delta_b=3$) | 100          | 100          | 100          | 100          | 99.97        |
| Gaussian blur ($\delta_b=5$) | 100          | 100          | 99.99        | 100          | 99.97        |
| Gaussian blur ($\delta_b=7$) | 100          | 100          | 99.99        | 100          | 99.97        |
| Gaussian noise ($\delta_n=0.02$) | 99.95        | 99.89        | 98.98        | 95.69        | 95.13        |
| Gaussian noise ($\delta_n=0.03$) | 99.91        | 99.38        | 97.08        | 88.35        | 89.47        |
| Gaussian noise ($\delta_n=0.05$) | 99.64        | 94.98        | 87.83        | 71.16        | 76.56        |
| Resize ($r=50\%$) | 100          | 100          | 99.98        | 99.97        | 99.97        |
| Resize ($r=30\%$) | 99.99        | 99.98        | 99.97        | 99.91        | 99.95        |
| Resize ($r=10\%$) | 97.73        | 87.35        | 90.32        | 86.60        | 91.41        |
| JPEG compression ($q=50$) | 99.72        | 85.23        | 79.79        | 69.46        | 64.84        |
| JPEG compression ($q=30$) | 95.24        | 68.09        | 61.62        | 57.83        | 46.16        |
| JPEG compression ($q=20$) | 81.32        | 45.74        | 41.13        | 41.09        | 40.42        |

the superiority of our scheme. In future work, it could be promising to incorporate the embedding strength adjustment strategy in watermarking scheme for nature images.
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